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Abstract

In this survey, we review the classical Hamilton–Jacobi theory from a geometric point of view in different geometric backgrounds. We propose a Hamilton-Jacobi equation for different geometric structures attending to one particular characterization: whether they fulfill the Jacobi and Leibniz identities simultaneously, or if at least they satisfy one of them. In this regard, we review the case of time-dependent (t-dependent in the sequel) and dissipative physical systems as systems that fulfill the Jacobi identity but not the Leibniz identity. Furthermore, we review the contact-evolution Hamilton-Jacobi theory as a split off the regular contact geometry, and that actually satisfies the Leibniz rule instead of Jacobi. Furthermore, we include a novel result, which is the Hamilton-Jacobi equation for conformal Hamiltonian vector fields as a generalization of the well-known Hamilton-Jacobi on a symplectic manifold, that is retrieved in the case of a zero conformal factor.

The interest of a geometric Hamilton–Jacobi equation is the primordial observation that if a Hamiltonian vector field $X_H$ can be projected into a configuration manifold by means of a 1-form $dW$, then the integral curves of the projected vector field $X_H^{dW}$ can be transformed into integral curves of $X_H$ provided that $W$ is a solution of the Hamilton-Jacobi equation. Geometrically, the solution of the Hamilton-Jacobi equation plays the role of a Lagrangian submanifold of a certain bundle. Exploiting these features in different geometric scenarios we propose a geometric theory for multiple physical systems depending on the fundamental identities that their dynamic satisfies. Different examples are pictured to reflect the results provided, being all of them new, except for one that is reassessment of a previously considered example.
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1 Introduction

The Hamilton-Jacobi theory is an alternative formulation of classical mechanics, equivalent to other classical theories as the Lagrangian or Hamiltonian formulation, as well as Newtonian mechanics. The Hamilton-Jacobi theory (henceforth HJ theory) is particularly useful in the identification of conserved quantities, even if the system cannot be resolved completely. In this formulation, one is able to represent a particle as a wave, and the wave equation obeyed by the mechanical systems is similar but not identical to a Schrödinger’s equation, this is why the HJ is considered the closest approach of classical mechanics to quantum mechanics [63]. From the point of view of mathematics, the HJ equation makes an appearance in calculus of variations and it is a special case of the HJ-Bellman equation in dynamics programming [12].

Furthermore, the HJ theory provides important physical examples connecting first order partial differential equations and systems of first order differential equations. For example, one obtains HJ-type equations whenever we consider a short-wave approximation for the solutions of wave-type equations, i.e., hyperbolic-type equations. In framework of wave mechanics, a complete solution of the HJ equation allows us to reconstruct an approximate solution of the Schrödinger equation via the Van Vleck determinant of the complete solution itself [25] [28] [55].

Some Historical Remarks on Hamilton-Jacobi Theory. The HJ theory is rooted in the works of Sir William Rowan Hamilton (1805-1865) and Carl Gustav Jacob Jacobi (1804-1851). Hamilton carried out one of the earliest studies of geometrical optics in an arbitrary medium with varying index of refraction. He found a powerful expression of the topic in a characteristic function,
which is the optical path length of a ray that satisfies the eikonal equation, regarded as a function of initial and final positions and times of the ray. This was first introduced in his Memoirs on Optics presented at the Royal Irish Academy. These functions satisfy partial differential equations, and directly determine infinite families of rays. Following an analogy between rays and trajectories of a mechanical system, Hamilton soon extended his concepts to mechanics, incorporating ideas of Lagrange and others concerning generalized coordinates. The resulting Hamiltonian mechanics, notable for its invariance under coordinate transformations, is a cornerstone of theoretical physics. Jacobi sharpened Hamilton’s formulation, by clarifying some mathematical issues. The resultant Hamilton-Jacobi theory and later developments are presented in several famous texts: \([3, 18, 24, 32, 60, 81, 82]\). For studies using modern PDE theory see \([13, 56, 89]\).

In a view broader than that of the original work, a solution of the Hamilton-Jacobi equation is the generator of a canonical transformation, a symplectic change of variables intended to simplify the equations of motion. In this framework (as applied to mechanics) there are solutions of a type different from that of Hamilton, which determine not only orbits but also invariant tori in phase space on which the orbits lie. These solutions, which are known to exist only under special circumstances, are the subject of the celebrated work of Kolmogorov, Arnol’d, and Moser; see \([59]\). Even approximate invariants, constructed by approximate solutions of the Hamilton-Jacobi equation, have implications for stability of motion over finite times \([100, 117]\). Approximate invariants also find applications in the Einstein-Brillouin-Keller quantization of semi-classical quantum theory \([78]\). Various forms and generalizations of the Hamilton-Jacobi equation occur widely in contemporary applied mathematics, for instance in optimal control theory \([58]\).

Even if the Hamilton-Jacobi theory was proposed two centuries ago, there is still a lot of work remaining around this equation. We have mentioned that through the years, scientist have kept busy finding applications of the HJ theory in dynamics, stability, semiclassical quantum theory. Indeed, the geometric interpretation of the theory, in which this survey is based, is only a few years old \([25, 26, 27, 116]\). There are multiple recent publications on the geometry of the HJ equation, varying through the different author’s wide range of interests. In the case of Cariñena, Román-Roy et al., they find their interest in the Hamilton–Jacobi theory was generated by the existence of bi-Hamiltonian descriptions for completely integrable dynamical systems and their desire to unveil and understand the quantum counterpart of bi-Hamiltonian systems, as well as nonholonomic systems \([25]\). De León et al. have deeply inspected the geometry of the HJ theory on different geometric backgrounds, proposing an explicit expression for such equation: Nambu geometry, systems with dissipation terms, explicitly time-dependent problems, implicit Hamiltonians, multisymplectic backgrounds, field theories and conformal fields among many others \([42, 43, 44, 46, 48, 49, 52, 54]\).

Other authors have found their interest in the HJ theory rooted in their necessity to solve discrete
differential equations. Indeed, there are plenty of optimal control problems proposed in terms of a discrete Hamiltonian system. The first inklings of discrete mechanics appeared in the realm of Lagrangian mechanics [98], and the lack of a corresponding Hamiltonian theory lead to the development of discrete Hamiltonian mechanics. Since then, some works appeared on the discretization of Lagrangian and Hamiltonian systems on tangent and cotangent bundles, what lead to variational principles for dynamical systems and principles of critical action on both the tangent and cotangent bundle [8, 9]. This gave rise to analogies between discrete and continuous symplectic forms, Legendre transformations, momentum maps, Noether’s theorem and the discrete Hamilton-Jacobi theory [101, 102].

In this review we are interested in presenting the HJ theory formulated on different geometric backgrounds attending to two fundamental geometric identities: the Jacobi and Leibniz identity. So, we dedicate different sections to structures that either fulfill the Jacobi identity, the Leibniz identity, or the two of them at the same time. It is our intention to generalize these results to geometric structures that do not satisfy these identities, as well as their discrete version. Let us first introduce the HJ equation.

### 1.1 Hamilton-Jacobi Equation

Consider a Hamiltonian system determined by the symplectic manifold $(T^*Q, \Omega_Q)$ and a Hamiltonian function $H$ on $T^*Q$. The HJ theory consists on finding a time-dependent principal function $S(t, q^i)$, that fulfils

$$\frac{\partial S}{\partial t} + H \left( q^i, \frac{\partial S}{\partial q^i} \right) = 0$$

where $\{q^i, p_i\}$ is the Darboux coordinates on $T^*Q$. Equation (1) is referred to as the Hamilton-Jacobi equation. If we set the principal function to be separable in the time variable $S = W(q^1, \ldots, q^n) - Et$, where $E$ is the total energy of the system, then (1) will now read [1, 63]

$$H \left( q^i, \frac{\partial W}{\partial q^i} \right) = E.$$  

The above equation is a very useful instrument to solve the Hamilton equations for $H$. When the Hamilton equations cannot be straightforwardly solved, one can give (2) a try and solve an equivalent problem. Indeed, if we find a solution $W$ of (2), then any solution of the Hamilton equations is retrieved by taking $p_i = \frac{\partial W}{\partial q^i}$.

**Complete Solutions.** On a broader sense, the most important result of the HJ theory is Jacobi’s theorem, that states that a complete solution of the equation

$$\frac{\partial S(t, q^i, \alpha_i)}{\partial t} + H \left( q^i, \frac{\partial S(t, q^i, \alpha_i)}{\partial q^i} \right) = 0$$

(3)
is given by the function $S$ that is generator of a canonical transformation with a symplectic change of variables intended to simplify the equations of motion (we can define this transformation at least locally using the implicit function theorem) from $(t, q^i, p_i)$ to $(t, \alpha^i, \beta_i)$. This implies that the complete solution will depend certain parameters $(\alpha_1, \ldots, \alpha_n)$, provided that

$$
\det \left( \frac{\partial^2 S}{\partial q^i \partial \alpha_j} \right) \neq 0
$$

and satisfies the equations

$$
\frac{\partial S(t, q^i, \alpha_i)}{\partial q^i} = p_i, \quad \frac{\partial S(t, q^i, \alpha_i)}{\partial \alpha^i} = -\beta_i.
$$

(4)

A simple computation shows that the system in these new coordinates reaches the dynamical equilibrium given by the equations:

$$
\frac{\partial \alpha_i}{\partial t} = 0, \quad \frac{\partial \beta_i}{\partial t} = 0.
$$

(5)

The application of Jacobi’s theorem in the integration of Hamiltonian systems is usually based on the method of separation of variables. In this regard, we quote V.I. Arnol’d [3]:

“The technique of generating functions for canonical transformations, developed by Hamilton and Jacobi, is the most powerful method available for integrating the differential equations of dynamics”.

**Geometric Hamilton-Jacobi Theorem.** This survey is based on the geometric Hamilton-Jacobi approach, which is basically the translation of the classical HJ theory into a geometric language. Therefore, let us state the geometric reformulation of the HJ theory, which is rooted in the following assertion [28]: If a Hamiltonian vector field $X_H$ can be projected into the configuration manifold by means of a 1-form $dW$, then the integral curves of the projected vector field $X_H^{dW}$ can be transformed into integral curves of $X_H$ provided that $W$ is a solution of [2].

This explanation can be represented by the following diagram:

\[ T^*Q \xrightarrow{X_H} TT^*Q \xrightarrow{dW} Q \xrightarrow{X_H^{dW}} TQ \]
This implies that \((dW)^*H = E\), with \(dW\) being a section of the cotangent bundle. In other words, we are looking for a section \(\alpha\) of \(T^*Q\) such that \(\alpha^*H = E\). As it is well-known, the image of a one-form is a Lagrangian submanifold of \((T^*Q, \Omega_Q)\) if and only if \(d\alpha = 0\). That is, \(\alpha\) is locally exact, say \(\alpha = dW\) on an open subset around each point.

This is the geometric Hamilton–Jacobi theory enunciated on a symplectic manifold that is the cotangent bundle. Depending on the kind of manifold we are working on, the Lagrangian submanifold will be generalized to other types of submanifolds, as we shall point out.

1.2 Outline and Content

As we have discussed in the previous paragraphs, the geometric Hamilton-Jacobi theory has been generalized and applied in various geometries and to numerous physical systems. In this review paper we limit ourselves to recent advances on the Hamilton-Jacobi theory for classical systems generated by brackets of functions. In other words, we focus on the geometric Hamilton-Jacobi theory for Hamiltonian dynamics on Poisson, Jacobi and almost Poisson manifolds. These geometric investigations will find applications ranging from time-dependent Hamiltonian flows to dissipative dynamical systems, contact flows and nonholonomic systems. Before going into more details of the content, let us now briefly present how one can relax the algebraic conditions of a Poisson bracket to arrive at its generalizations.

Hierarchy of Brackets. A Poisson manifold admits a Poisson bracket that satisfies both the Leibniz and Jacobi identities \([14, 47, 113, 118, 119]\). The Leibniz identity manifests the existence of Hamiltonian vector fields, whilst the Jacobi identity implies integrability. We state two possible generalizations of Poisson manifolds. On one hand, one can relax the Jacobi identity: this gives rise to almost Poisson manifolds, where there is a skew-symmetric bracket satisfying only the Leibniz identity.

In the almost Poisson case \([21]\), one can further relax the requirement of being skew-symmetric, which reads Leibniz manifolds \([104]\). On the other hand, in a Poisson setting, instead of relaxing the Jacobi identity, one could relax the Leibniz identity. This gives Jacobi manifolds, see \([91, 114]\) and references therein. The following diagram represents these hierarchical relationships:
Leibniz Manifold

Almost Poisson Manifold

Jacobi Manifold

\{\bullet, \bullet\} skew-sym

\[ J = 0 \]

\[ Z = 0 \]

\[ \Lambda \text{ is nondegenerate} \]

Poisson Manifold

Symplectic Manifold

See that, on the left upper hand, one starts with a bracket \{\bullet, \bullet\} of smooth functions satisfying only the Leibniz identity. Then, by assuming the skew-symmetry of this bracket, one defines almost Poisson manifolds. Adding the requirement that the Jacobiator

\[ J : \mathcal{F}(P) \times \mathcal{F}(P) \times \mathcal{F}(P) \rightarrow \mathcal{F}(P), \quad (F, G, H) \mapsto \bigcirc \{F, \{H, G\}\}, \quad (7) \]

identically vanishes, one arrives at a Poisson manifold. Here, \( \bigcirc \) stands for the cyclic sum. On the other hand, by starting from the right upper hand, one has a bivector field \( \Lambda \) and a vector field \( Z \) satisfying

\[ [\Lambda, \Lambda] = 2Z \wedge \Lambda, \quad [Z, \Lambda] = 0, \quad (8) \]

where \( [\bullet, \bullet] \) is the Schouten-Nijenhuis bracket [33, 92]. The case \( Z = 0 \) determines a Poisson manifold. In this case, \( \Lambda \) turns out to be a Poisson bivector. A non-degenerate Poisson bivector defines a symplectic two-form.

**The content.** Following this reasoning, we are going to start developing a HJ theory for these geometric structures and subcases of them. This survey consists of 3 main parts. Let us summarize them one by one.

**Section 2: HJ on Poisson Manifolds.** In this section, we shall introduce the geometric Hamilton theory for conformal Hamiltonian dynamics and Hamiltonian dynamics on cosymplectic manifolds. The first case will be examined as a particular case of a HJ for dynamical systems subject to external forces, whereas cosymplectic will be the framework for \( t \)-dependent Hamiltonian motion.

**Section 3: HJ on Jacobi Manifolds.** Contact manifolds and locally conformally symplectic (LCS) manifolds are two examples of Jacobi manifolds that admit a Hamilton-Jacobi formulation. This section contains a brief review of these theories. LCS manifolds look locally like symplectic manifolds, but not globally. In this sense, they are proper for gluing together all of the locally
conformally symplectic patches to give rise to global Hamiltonian dynamics. Contact manifolds are odd-dimensional manifolds that are commonly used to describe certain physical phenomena, specially in thermodynamics.

Section 4: HJ on Almost Poisson Manifolds. We shall start this section by establishing a HJ theory for linear almost Poisson manifolds. This will be achieved on the dual of an almost Lie algebroid. Later, we shall determine a HJ for Hamiltonian dynamics with nonholonomic constraints. This section finishes with the study of almost Poisson Hamiltonian dynamics on contact manifolds. This approach is new in the literature, it is called evolution contact dynamics.
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2 HJ on Poisson Manifolds

In this section we introduce the fundamentals for the main geometric structures in which we review our HJ theory. To reach this objective, we are interested in the most classical formalisms included in
the Poisson category namely, symplectic, conformally symplectic, and cosymplectic Hamiltonian dynamics. We first summarize the HJ theory for the most common case, which is the case of symplectic dynamics. Here, we shall review the time-dependent and time-independent geometry for Hamiltonian dynamics, construct the classical HJ theory and depict the complete solution of the classical symplectic Hamilton–Jacobi theory. Then we shall present HJ for conformal symplectic dynamics. Later, we shall depict HJ theory for cosymplectic Hamiltonian dynamics.

2.1 Poisson Manifolds and Dynamics

A manifold $P$ equipped with a bracket defined on the space $C^\infty(P)$ of smooth functions \cite{14, 47, 113, 118, 119}
\begin{equation}
\{\cdot, \cdot\} : C^\infty(P) \times C^\infty(P) \longrightarrow C^\infty(P) \tag{9}
\end{equation}
is called Poisson if the bracket is skew-symmetric, satisfies the Leibniz identity that is, for all $F$, $H$ and $G$ in $C^\infty(P)$
\begin{equation}
\{F, H \cdot G\} = \{F, H\} \cdot G + H \cdot \{F, G\} \tag{10}
\end{equation}
and the Jacobi identity that is, for all $F$, $H$ and $G$ in $C^\infty(P)$
\begin{equation}
\{F, \{H, G\}\} + \{H, \{G, F\}\} + \{G, \{F, H\}\} = 0. \tag{11}
\end{equation}

**Hamiltonian Vector Fields.** Given a function $H$, the Hamiltonian vector field $X_H$ is defined to be, for all $F$ in $\mathcal{F}(P)$,
\begin{equation}
X_H(F) := \{F, H\}. \tag{12}
\end{equation}
A function is called a Casimir function if it commutes with all the other functions (wrt. the Poisson bracket \cite{9}). So, a function $C$ is a Casimir function if $\{C, F\}$ vanishes for all $F$ in $\mathcal{F}(P)$. Notice that the Hamiltonian vector field for a Casimir function is the zero vector field. The almost Hamiltonian dynamics generated by a Hamiltonian function $H$ is then computed to be
\begin{equation}
\dot{z} = \{z, H\}, \tag{13}
\end{equation}
for $z$ in $P$. The skew-symmetry of the bracket manifests that the Hamiltonian function $H$ is conserved all along the motion. Notice that, for a Poisson manifold, we have the identity that
\begin{equation}
[X_H, X_F] = -X_{\{H,F\}}, \tag{14}
\end{equation}
where the bracket on the left hand side is the Lie bracket of vector fields. We denote the algebra of Hamiltonian vector fields on $P$ as $\mathfrak{X}_{ham}(P)$.

**Poisson Bivector Field.** Due to the Leibniz identity, we identify an almost Poisson bracket \{$\cdot, \cdot$\}
with a bivector field \( \Lambda \) on \( P \) according to the definition
\[
\Lambda(dF, dH) := \{F, H\}
\]

for all \( F \) and \( H \) in \( \mathcal{F}(P) \). Here, \( dF \) and \( dH \) are de Rham exterior derivatives of the smooth functions \( F \) and \( H \), respectively. So that we may represent a Poisson manifold by a pair \((P, \Lambda)\) as well. This geometry enables us to define a musical mappings \( \Lambda^\sharp \) induced by the bivector field \( \Lambda \) as
\[
\Lambda^\sharp : \Gamma^1(P) \longrightarrow \mathfrak{X}(P), \quad \langle \beta, \Lambda^\sharp(\alpha) \rangle = \Lambda(\alpha, \beta),
\]

where the pairing on the left hand side is the one between the space \( \Gamma^1(P) \) of one-form sections and the space \( \mathfrak{X}(P) \) of vector fields. In terms of \( \Lambda^\sharp \), the Hamiltonian vector field \( X_H \) in (36) can be defined as
\[
\Lambda^\sharp(dH) = X_H.
\]

Recall the bivector field defined in (15). A direct calculation proves that
\[
\frac{1}{2} [\Lambda, \Lambda](dF, dH, dG) = \bigcirc \{F, \{H, G\}\} = 0,
\]

where the bracket on the left hand side is the Schouten-Nijenhuis bracket and \( \bigcirc \) denotes the cyclic sum. It is immediate to see from (18) that \( \{\cdot, \cdot\} \) is a Poisson bracket if and only if the bivector field \( \Lambda \) commutes with itself under the Schouten-Nijenhuis bracket, that is,
\[
[\Lambda, \Lambda] = 0.
\]

So, we can define a Poisson manifold by a pair \((P, \Lambda)\) with \( \Lambda \) satisfying the Jacobi identity (19). A bivector field satisfying (19) is called a Poisson bivector. In terms of bivectors, we say that a differentiable map \( \phi \) is called a Poisson map if \( \Lambda \) and \( \Lambda' \) are \( \phi \)-related.

**Local Picture of Poisson Manifolds.** Consider a finite dimensional manifold \( P \) and choose a local coordinate system \( \{z^\alpha\} \). Here, \( \alpha \) runs from 1 to the dimension of the Poisson manifold. Then, a Poisson bracket is of the form
\[
\{F, H\}(z) = \Lambda^{\alpha\beta}(z) \frac{\partial F}{\partial z^\alpha} \frac{\partial H}{\partial z^\beta},
\]

where \( \Lambda^{\alpha\beta} \) is a family of functions satisfying the skew-symmetry property, that is, \( \Lambda^{\alpha\beta} = -\Lambda^{\beta\alpha} \). The Poisson bivector field defined in (15) turns out to be
\[
\Lambda = \Lambda^{\alpha\beta}(z) \frac{\partial}{\partial z^\alpha} \wedge \frac{\partial}{\partial z^\beta}.
\]
In this local picture, the Jacobi identity turns out to be

$$\Lambda^{[\gamma\epsilon}_{\beta} \Lambda^{\alpha]}_{\beta} = 0,$$  \hspace{1cm} (22)

where the subindex with comma denotes the partial derivative with respect to $z^\beta$, and the bracket denotes the cyclic permutation of the indices $\alpha, \gamma$ and $\epsilon$. If this holds, then $\Lambda$ is called a Poisson bivector. The Hamiltonian vector field $X_H$ and the Hamilton equations are computed to be

$$X_H = \Lambda^{\alpha\beta} \frac{\partial H}{\partial z^\alpha} \frac{\partial}{\partial z^\beta}, \quad \dot{z}^\alpha = \Lambda^{\alpha\beta} \frac{\partial H}{\partial z^\beta},$$ \hspace{1cm} (23)

respectively.

**Characteristic Distribution.** The characteristic distribution $\mathcal{C}$ for a Poisson manifold $(P, \Lambda)$ is a subbundle of the tangent bundle of $TP$ spanned by the values of the Hamiltonian vector fields pointwisely as

$$\mathcal{C}_p = \Lambda^\sharp(T^*_p P).$$ \hspace{1cm} (24)

The identity reads that the characteristic distribution, spanned by Hamiltonian vector fields, of a Poisson bracket is integrable since the Jacobi-Lie bracket of two Hamiltonian vector field is another Hamiltonian vector field. A Poisson manifold is called transitive if its characteristic distribution is precisely the tangent bundle of it. In this case, $\Lambda^\sharp$ is invertible and the nondegenerate Poisson bivector $\Lambda$ determines a symplectic two-form $\Omega$ through

$$\Omega^\flat := - (\Lambda^\sharp)^{-1}$$ \hspace{1cm} (25)

where $\Omega^\flat$ is the musical map associated with $\Omega$ (c.f. (27)). In general, as a manifestation of the integrability of the characteristic distribution, a Poisson manifold defines a foliation of symplectic leaves.

**Darboux Coordinates.** There is a distinguished coordinate system at every point of a Poisson manifold $P$. It is called the Darboux-Weinstein coordinate system and provides the local picture of Poisson geometry. Assume that $P$ is a $(2m + k)$-dimensional Poisson manifold. Then at any point, there are coordinates $(q^i, p_i, y^a)$ where $i$ runs from 1 to $m$ whereas $a$ runs from 1 to $k$ such that the Poisson bivector field is written as

$$\Lambda = \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_i} + \frac{1}{2} \lambda^{ab}(z) \frac{\partial}{\partial y^a} \wedge \frac{\partial}{\partial y^b}$$ \hspace{1cm} (26)

with $\lambda^{ab}(0)$ equal zero. For $k = 0$ the Poisson manifold turns out to be even dimensional and admits a nondegenerate bivector field. This is the case where a Poisson manifold is a symplectic manifold. Another extreme case is $m = 0$, which reads a degenerate Poisson bivector at the origin.
A large class of Poisson manifolds are of this form, namely Lie-Poisson structures on the duals of Lie algebras [97].

**Non-degeneracy.** If we can speak of non-degeneracy as admitting an isomorphism from the space of vector fields to the space of one-form sections, then for even dimensions one arrives at symplectic manifolds while for odd dimensions one arrives at cosymplectic manifolds. These particular instances of Poisson manifolds are determined through differential forms instead of bivector fields. We present the following table summarizing the geometric constructions addressed in this section. The table is summarizing the tensorial objects determining the geometries as well as the brackets. It is also exhibiting Hamiltonian vector fields and characteristic distributions. Later, we shall explicitly write on these realizations and associated HJ formalisms one by one.

Table 1: **Poisson Manifolds.** $M$ is a manifold. $\Lambda$ is a bivector field and $[\Lambda, \Lambda]$ is the Schouten bracket. $\Lambda^\sharp$ is the musical mapping induced from $\Lambda$. $\Omega$ is a two-form, $\Omega^n$ is the $n$-th wedge power of it. $\Omega^\sharp$ is the musical mapping induced from $\Omega$. The flat mapping $\flat : \mathfrak{X}(M) \rightarrow \Lambda^1(M)$ is a mapping between $C^\infty$ modules.

| Structure       | Characterization | Bracket and h.v.f. | Induced structure |
|-----------------|------------------|-------------------|-------------------|
| **Poisson**     | $[\Lambda, \Lambda] = 0$ | $X_H := \Lambda^\sharp(dH)$ | $\mathfrak{c}_p = \Lambda^\sharp(T^*_p M) \subset T_p M$ |
| $(M, \Lambda)$  |                  | $\{F, G\} = \Lambda(dF, dG)$ | Symplectic Leaves $\ker \Lambda = 0$ |
| **Symplectic**  | $\Omega^n \neq 0$ | $X_H := \Omega^\sharp(dH)$ | $\mathfrak{c}_p = \Omega^\sharp(T^*_p M) = T_p M$ |
| $(M, \Omega)$   | $d\Omega = 0$   | $\{F, G\} = \Omega(X_F, X_G)$ | |
| even $2n-$dim   |                  |                   | |
| **Cosymplectic**| $\Omega^n \wedge \eta \neq 0$ | $b \circ \text{grad } H = dH$ | $b(X) = \iota_X \Omega + \eta(X)\eta,$ |
| $(M, \Omega, \eta)$ | $d\eta = 0$ | $\{F, H\} := \Omega(\text{grad } F, \text{grad } H)$ | $\mathcal{R} = \sharp \eta$ where $\sharp = b^{-1}$ |
| odd $(2n + 1)-$dim | $d\Omega = 0$ | $\iota_{X_H} \Omega = dH - \mathcal{R}(H)\eta, \quad \iota_X \eta = 0$ | $\mathfrak{c}_p = \sharp(T^*_p M)$ |

2.2 **Symplectic Manifolds and Dynamics**

In this section and following subsections we recall some basics on Hamiltonian dynamics on symplectic manifolds referring to an incomplete list [1] 3] 41] 73] 85] 97).

An almost symplectic manifold is a pair $(M, \Omega)$, where $\Omega$ a non-degenerate two-form, i.e., an almost symplectic two-form. If additionally the two-form $\Omega$ is closed, then, $M$ is a symplectic manifold with a symplectic two-form $\Omega$. If $\Omega$ is the exterior derivative of a one-form $\Theta$, then it is said to be an exact symplectic two-form.
Musical Mappings. For a nondegenerate two-form $\Omega_M$, the mapping

$$\Omega^\flat : \mathfrak{X}(M) \longrightarrow \Omega^1(M), \quad X \mapsto \iota_X \Omega_M,$$  

(27)

where $\iota_X$ is the interior derivative, is an isomorphism. The fiberwise inverse of $\Omega^\flat$ is

$$\Omega^\sharp : \Omega^1(M) \longrightarrow \mathfrak{X}(M).$$  

(28)

In literature, the mappings $\Omega^\flat$ and $\Omega^\sharp$ are called musical isomorphisms induced by the symplectic two-form $\Omega$. Notice that we can relate the symplectic two-form $\Omega$ and the musical mapping $\Omega^\sharp$ through

$$\alpha(X) = \Omega(\Omega^\sharp(\alpha), X).$$  

(29)

Symplectic Orthogonal. Now, let $N$ be a submanifold of $M$. We define the symplectic orthogonal complement of the tangent bundle $TN$ as the collection of tangent spaces

$$T_z N^\perp = \{ u \in T_z M | \Omega(u, v)(z) = 0, \forall v \in T_z N \}. $$  

(30)

Here, $\Omega(u, v)(z)$ is the pointwise evaluation of the two-form with two vectors. Generally, although it is not possible to express the tangent bundle $TM$ as the direct sum of $TN$ and $TN^\perp$, the dimension of $TM$ is the sum of the dimensions of $TN$ and its symplectic orthogonal complement $TN^\perp$ that is $\dim TM = \dim TN + \dim TN^\perp$.

Consider now a distribution $F \subset TM$ on $M$. The symplectic orthogonal $F^\perp$ is defined as

$$F^\perp_z = \{ u \in T_z M : \Omega(u, v) = 0, \forall v \in F \}. $$

Note that $F^\perp$ is also a distribution over $M$. We denote the annihilator of $F$ by $F^0$, consisting of one-forms on $M$ that vanish when restricted to $F$. In this case, $F^0$ is called a codistribution. Notice that, the musical mappings (27) and (28) satisfy the following identities

$$\Omega^\flat(F) = (F^\perp)^0, \quad F^\perp = \Omega^\sharp(F^0).$$  

(31)

Submanifolds. We have the following characterization of the submanifolds of a symplectic manifold $(M, \Omega)$:

- $N$ is called an isotropic submanifold if $TN \subset TN^\perp$. In this case, the dimension of $N$ is less or equal to the half of the dimension of $M$.

- $N$ is called a coisotropic submanifold if $TN^\perp \subset TN$. In this case, the dimension of $N$ is
greater or equal to the half of the dimension of $M$.

- $N$ is called a Lagrangian submanifold if $N$ is a maximal isotropic subspace of $(TM, \Omega)$. That is, if $TN = TN^\perp$. In this case, the dimension of $N$ is equal to the half of the dimension of $M$.

- $TN$ is symplectic if $TN \cap TN^\perp = 0$. In this case, $(N, \Omega|_N)$ is a symplectic manifold. Here, $\Omega|_N$ denotes the restriction of $\Omega$ to $N$.

**Symplectic Diffeomorphisms.** Let $(M_1, \Omega_1)$ and $(M_2, \Omega_2)$ be two symplectic manifolds and $\psi : M_1 \rightarrow M_2$ be a diffeomorphism. This diffeo $\psi$ is called symplectic (or canonical) diffeomorphism (aka. symplectomorphism) if the pull back of the symplectic two-form $\Omega_2$ is precisely $\Omega_1$, that is,

$$\psi^*\Omega_2 = \Omega_1. \quad (32)$$

Under a symplectomorphism, the image of a Lagrangian (isotropic, coisotropic, symplectic) submanifold is a Lagrangian (resp. isotropic, coisotropic, symplectic) submanifold. The composition of two symplectic mappings is symplectic and the set $\text{Diff}_{\text{can}}(M)$ of all symplectic diffeomorphisms on a symplectic manifold $M$ is an infinite dimensional Lie group.

**Symplectic Diffeomorphisms and Lagrangian Submanifolds.** Consider two symplectic manifolds $(M_1, \Omega_1)$ and $(M_2, \Omega_2)$, and let $pr_1$ and $pr_2$ denote the canonical projections

$$pr_1 : M_2 \times M_1 \rightarrow M_1, \quad pr_2 : M_2 \times M_1 \rightarrow M_2. \quad (33)$$

Let us define a two form on $M_2 \times M_1$ as

$$\Omega_2 \ominus \Omega_1 := pr_2^*\Omega_2 - pr_1^*\Omega_1. \quad (34)$$

It is possible to show that $\Omega_2 \ominus \Omega_1$ is a symplectic two-form that is closed and non-degenerate. This makes the product space $M_2 \times M_1$ a symplectic manifold. We define a diffeomorphism $\psi : M_1 \rightarrow M_2$, such that the graph of $\psi$ is the subset of $M_2 \times M_1$ given by

$$\text{graph}(\psi) = \{(\psi(z), z) \in M_2 \times M_1 : \forall z \in M_1\}. \quad (35)$$

A diffeomorphism $\psi : M_1 \rightarrow M_2$ between two symplectic manifolds is a symplectic diffeomorphism if and only if $\text{graph}(\psi)$ defined in (35) is a Lagrangian submanifold of the product symplectic manifold $M_2 \times M_1$ equipped with the symplectic two-form $\Omega_2 \ominus \Omega_1$ in (34).

**Geometric Hamiltonian Dynamics.** A (globally) Hamiltonian vector field on a symplectic
manifold \((M, \Omega)\) is a unique vector field \(X_H\) satisfying
\[
\iota_{X_H} \Omega = dH,
\] (36)
for a real valued function \(H\) on \(M\) (the function \(H\) is the Hamiltonian). Here, \(\iota_{X_H}\) denotes the interior derivative with respect to \(X_H\). A Hamiltonian system is determined by the triple \((M, \Omega, H)\). In terms of the musical mappings defined in (27) and (28), the geometric Hamilton equation can be written as
\[
\Omega^\sharp(X_H) = dH, \quad \Omega^\flat(dH) = X_H.
\] (37)
Since \(\Omega^\sharp\) is an isomorphism, one can always find a Hamiltonian vector field \(X_H\) for a given exact one-form \(dH\). It is evident that two functions that differ in a constant give rise to the same Hamiltonian vector field. We denote the space of Hamiltonian vector fields by \(\mathfrak{X}_{\text{ham}}(M)\).

**Canonical Poisson Brackets.** Without loss of generalization, we start with the canonical symplectic manifold \((M, \Omega)\), and define the following bracket
\[
\{F, H\} := \Omega(X_F, X_H),
\] (38)
where \(X_F\) and \(X_H\) are Hamiltonian vector fields. This is called a canonical Poisson bracket on the space of smooth functions \(\mathcal{F}(M)\). Notice that we can define the Poisson bracket via
\[
X_H(F) = \{F, H\}
\] (39)
as well. The pair \((\mathcal{F}(M), \{\cdot, \cdot\})\) is a Lie algebra, the bracket is skew-symmetric and satisfies the Jacobi identity. The skew-symmetry of the symplectic two-form \(\Omega\) manifests the skew-symmetry of the canonical Poisson bracket, i.e.,
\[
\{F, \{H, G\}\} = \{H, \{G, F\}\} + \{G, \{F, H\}\}. 
\] (40)
A direct calculation shows that
\[
\frac{1}{2}d\Omega(X_F, X_G, X_H) = \{F, \{H, G\}\} + \{H, \{G, F\}\} + \{G, \{F, H\}\}.
\] (41)
So that the closure of \(\Omega\) manifests the fulfillment Jacobi identity
\[
\{F, \{H, G\}\} + \{H, \{G, F\}\} + \{G, \{F, H\}\} = 0
\] (42)
for the canonical Poisson bracket. Further, it is possible to show that the canonical Poisson bracket
satisfies the Leibniz identity

\[ \{ FG, H \} = \{ F, H \} G + F \{ G, H \}. \]  

(43)

**Space of Hamiltonian Vector Fields (Revisited).** The following identity manifests that the space of Hamiltonian vector fields \( \mathfrak{x}_{\text{ham}}(M) \) is closed under Lie bracket

\[ [X_H, X_F] = -X_{\{H,F\}}, \]  

(44)

where the bracket on the right hand side is the Lie bracket of vector fields. The identity (44) restates the fact that \( \mathfrak{x}_{\text{ham}}(M) \) is a Lie algebra, but it also determines the Hamiltonian function \( \{ F, H \} \) generating the Lie algebra product \( [X_H, X_F] \) of two Hamiltonian vector fields. Further, (44) gives that the mapping

\[ \mathcal{F}(M) \longrightarrow \mathfrak{x}_{\text{ham}}(M), \quad H \mapsto X_H \]  

(45)

is a Lie algebra anti-homomorphism. This mapping is far from being an isomorphism since its kernel consists of constant functions.

**Cotangent Bundle.** The cotangent manifold is a symplectic manifold, since there exists a symplectic structure on the cotangent bundle \( T^*Q \) that follows from the double vector bundle structure of the tangent of the cotangent bundle \( TT^*Q \). For \( TT^*Q \), we have the tangent fibration and the tangent mapping of the cotangent fibration \( \pi_Q \) written as

\[ \tau_{T^*Q} : TT^*Q \rightarrow T^*Q, \quad T\pi_Q : TT^*Q \rightarrow TQ, \]  

respectively. We collect these two fibrations in the following commutative diagram

\[ \begin{array}{ccc}
T^*Q & \xrightarrow{\tau_{T^*Q}} & TT^*Q \\
\downarrow{\pi_Q} & & \downarrow{\tau_{T^*Q}} \\
TQ & \xrightarrow{\tau_Q} & Q \\
\downarrow{T\pi_Q} & & \downarrow{\pi_Q} \\
Q & & TQ
\end{array} \]

(46)

Accordingly, we define the canonical (Liouville) one-form \( \Theta_Q \) on \( T^*Q \) as

\[ \Theta_Q(\xi) = \langle \tau_{T^*Q}(\xi), T\pi_Q(\xi) \rangle, \]  

(47)

for a vector field \( \xi \) on \( T^*Q \) where the pairing on the right hand side is the pairing between \( T^*Q \)
and $TQ$. Minus of the exterior derivative of the canonical one-form

$$\Omega_Q = -d\Theta_Q$$

is a non-degenerate and closed two-form, so that the pair $(T^*Q, \Omega_Q)$ becomes a symplectic manifold. In literature, $\Omega_Q$ is called a canonical symplectic two-form. There is a distinguished set of coordinates on a cotangent bundle which enables us to write the symplectic two-form as a constant two-form.

**The Darboux Coordinates.** Locally, there exists a local coordinate system

$$ (q^i, p_i) : T^*Q \rightarrow \mathbb{R}^{2n} $$

on the cotangent bundle, called Darboux coordinates, on cotangent bundle $T^*Q$ such that the canonical one form turns out to be $\Theta_Q = p_idq^i$, whereas the canonical symplectic two-form in (48) becomes

$$ \Omega_Q = dq^i \wedge dp_i. $$

The induced coordinates on the tangent bundle $TT^*Q$ are then given by

$$ (q^i, p_i, q^\dot{i}, p^\dot{i}) : TT^*Q \rightarrow \mathbb{R}^{4n} $$

In terms of the Darboux coordinates and for the case of the cotangent bundle, the musical mapping (27) turns out to be

$$ \Omega_Q^\flat : TT^*Q \rightarrow T^*T^*Q, \quad (q^i, p_i, q^\dot{i}, p^\dot{i}) \mapsto (q^i, p_i, -\dot{p}_i, \dot{q}^i). $$

In this local picture, for a Hamiltonian function $H = H(q, p)$ the Hamiltonian vector field is computed to be

$$ X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}. $$

Accordingly, the Hamilton equation is

$$ \dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}. $$

In Darboux coordinates the canonical Poisson bracket is obtained as

$$ \{F, H\} = \frac{\partial F}{\partial q^i} \frac{\partial H}{\partial p_i} - \frac{\partial F}{\partial p_i} \frac{\partial H}{\partial q^i}. $$

The Darboux theorem assures that locally all symplectic manifolds are equivalent to a cotangent
bundle. All symplectic manifolds admit Darboux coordinates, so that the symplectic two-form can be written as a constant two-form as in (50). This generic property of the cotangent bundle and ubiquity of the Darboux chart brings several advantages while performing calculations and proving assertions.

2.3 HJ for Symplectic Dynamics

In the time-independent case of the Hamilton-Jacobi theory, we will consider the cotangent bundle case, although the theory can be applied locally to any symplectic manifold using Darboux coordinates. Let us consider the cotangent bundle $T^*Q$ endowed with the canonical symplectic structure $T^*Q$. Let $H$ be a Hamiltonian and $X_H$ be the associated Hamiltonian vector field. We recall that the cotangent bundle is also endowed with the natural projection $\pi_Q$, and that sections of this (vector) bundle are 1-forms. Consider now one-form $\gamma$ on $Q$, then we can project the Hamiltonian vector field $X_H$ through $\gamma$. We call the projected vector field $X^\gamma_H$, the vector field on $Q$ defined by

$$X^\gamma_H : Q \rightarrow TQ, \quad q \mapsto T\pi_Q \circ X_H \circ \gamma(q),$$

where $T\pi_Q$ is the tangent mapping for the cotangent bundle projection. The following commutative diagram determines the projected vector field.

The geometric Hamilton-Jacobi theory relates the projected vector field $X^\gamma_H$ and the Hamiltonian vector field $X_H$, see [28].

**Theorem 1 (The geometric HJ thm: the t-independent case)** Under the conditions given above, if $\gamma$ is closed ($d\gamma = 0$) then the following conditions are equivalent:

1. The vector fields $X^\gamma_H$ and $X_H$ are $\gamma$-related that is $T\gamma \circ X^\gamma_H = X^\gamma_H \circ \gamma$.

2. The equation $d(H \circ \gamma) = 0$ holds.

The first item in the theorem says that if $q(t)$ is an integral curve of $X^\gamma_H$, then $\gamma \circ q(t)$ is an integral curve of the Hamiltonian vector field $X_H$, hence a solution of the Hamilton’s equations [13]. Such a solution of the Hamiltonian equations is called horizontal since it is on the image of a one-form on $Q$. Since a solution $\gamma$ is assumed to a closed one-form, by Poincaré lemma, there locally exists
a function $S$ satisfying $dS = \gamma$. Substitution of this into the second condition $d(H \circ \gamma) = 0$ results with the classical formulation of the Hamilton-Jacobi problem where the constant $E$ appears as a manifestation of the integration that is

$$H \left( q^i, \frac{\partial S}{\partial q^i} \right) = E. \quad (58)$$

**Complete Solutions.** A complete solution of the Hamilton–Jacobi equation on a symplectic manifold $(T^*Q, \Omega_Q)$ is a diffeomorphism $S : Q \times \mathbb{R}^n \to T^*Q \times \mathbb{R}^n$ such that for a set of parameters $\lambda \in \mathbb{R}^n, \lambda = (\lambda_1, \ldots, \lambda_n)$, the mapping

$$S_{\lambda} : Q \longrightarrow T^*Q, \quad S_{\lambda}(q) \mapsto S(q, \gamma(q, t)) \quad (59)$$

is a solution of the Hamilton–Jacobi equation. We have the following diagram

$$\begin{array}{ccc}
Q \times \mathbb{R}^n & \xrightarrow{S} & T^*Q \\
\alpha \downarrow & & \downarrow f_i \\
\mathbb{R}^n & \xrightarrow{\pi_i} & \mathbb{R}
\end{array} \quad (60)$$

with $\pi_i : \mathbb{R}^n \to \mathbb{R}$ the projection of $(\lambda_1, \ldots, \lambda_n)$ to $\lambda_i$. We define functions $F_i$ on the cotangent bundle as follows

$$F_i : T^*Q \longrightarrow \mathbb{R}, \quad p \mapsto \pi_i \circ \alpha \circ S^{-1}(p). \quad (61)$$

whereas $\alpha : Q \times \mathbb{R}^n \to \mathbb{R}^n$ is the projection to the second factor. If $S$ is a complete solution of the Hamilton–Jacobi problem on a symplectic manifold, then the functions defined in (61) commute with respect to the canonical Poisson bracket, that is,

$$\{F_i, F_j\} = 0. \quad (62)$$

**The Time-dependent Case.** In the $t$-dependent case, we assume that both the generating function $S$ and the Hamiltonian function $H$ depend explicitly on the time variable $t$. That is, $S$ is a real valued function on $\mathbb{R} \times Q$ and the time-dependent Hamiltonian is defined on $\mathbb{R} \times T^*Q$. In this case, the HJ equation reads

$$\frac{\partial S}{\partial t} + H \left( t, q^i, \frac{\partial S(t, q^i)}{\partial t} \right) = 0. \quad (63)$$

To obtain this equation we need the geometric formalism on the extended space $\mathbb{R} \times T^*Q$, introduced
to deal with $t$-dependent Hamiltonians. Note that $\mathbb{R} \times T^*Q$ cannot be a symplectic manifold because it is odd-dimensional. One can fix the problem by extending the space that is

$$(\mathbb{R} \times T^*Q) \times \mathbb{R} \equiv \mathbb{R}^2 \times T^*Q \equiv T^*\mathbb{R} \times T^*Q \equiv T^*(\mathbb{R} \times Q),$$

which is a symplectic manifold and the extra $\mathbb{R}$ does not modify the dynamics significantly. Assume local coordinates $(t, e, q^i, p_i)$ on the cotangent bundle $T^*(\mathbb{R} \times Q)$ where $e$ is the $t$-conjugated momentum. There is a natural mapping

$$\pi : T^*(\mathbb{R} \times Q) \longrightarrow \mathbb{R} \times T^*Q, \quad (t, e, q^i, p_i) \mapsto (t, q^i, p_i).$$

Referring to a time-dependent Hamiltonian function, we define a Hamiltonian function, so-called extended Hamiltonian, on the cotangent bundle $T^*(\mathbb{R} \times Q)$ as

$$H^e = \pi^*H + e.$$ 

One can easily see that the vector fields $X_{H^e}$ and $\partial/\partial t + X_H$ are $\pi$-related. As a follow up of Theorem I, we exhibit the geometric HJ theory for time-dependent case in the following theorem, see [42].

**Theorem 2 (The geometric HJ theorem: the $t$-dependent case)** Under the previous considerations, let $\gamma$ be a closed 1-form on $\mathbb{R} \times Q$. Then the following statements are equivalent:

1. The vector fields $X_{H^e}$ and $\partial/\partial t + X_H$ are $\pi \circ \gamma$-related.

2. The expression

$$d(H^e \circ \gamma) \in \langle dt \rangle$$

holds.

Realize that equation (67) is more general than (58). Again, using Poincaré’s Lemma, we can locally write $\gamma = dS$ and write the previous expression in terms of $S$. As particular case, (67) includes the equations

$$\frac{\partial S}{\partial t} + H(t, q^i, \frac{\partial S}{\partial q^i}) = f(t)$$

where $f(t)$ is an arbitrary real-valued real function.

Indeed, if $H(q^i, p_i)$ is a time-independent Hamiltonian, then, the solution of the time-independent equation (58) and the time-dependent (67) are related in the following way. Let us call the solution $S$ of the time-independent equation now $W$. The solution of the time-dependent is $S = Et + W$ is a solution of the time-dependent Hamilton-Jacobi equation. Usually the function $W$ is called the characteristic function and $S$ the principal function.
**Complete Solutions of the Time-dependent Case.** About the complete solutions for a time-dependent HJ, we start by interpreting the function $S$ as a function on the product manifold $\mathbb{R} \times Q \times Q$ and so that image space of its exterior derivative $dS$ is a Lagrangian submanifold in $T^*(\mathbb{R} \times Q \times Q)$ (here $(q^i)$ are the coordinates on the first factor $Q$, and $(\alpha_i)$ the coordinates on the second factor $Q$). On the other hand, consider the projections

$$\pi_I : T^*(\mathbb{R} \times Q \times Q) \to \mathbb{R} \times T^*Q, \quad \pi_I(t, e, \alpha^1, \alpha^2) = (t, (-1)^{I+1}\alpha^I),$$

where $I = 1, 2$. With these geometric tools, the non-degeneracy condition is equivalent to saying that $\pi_I|_{\text{Im}(dS)}$ is a local diffeomorphism for $I = 1, 2$. We assume here for simplicity that it is a global diffeomorphism, so we can consider the mapping

$$\pi_2|_{\text{Im}(dS)} \circ (\pi_1|_{\text{Im}(dS)})^{-1} : T^*(\mathbb{R} \times Q) \to T^*(\mathbb{R} \times Q).$$

This mapping can be easily checked to be the global description of the change of variables introduced in [116]. The Hamilton-Jacobi equation can be understood as the fact that $dS^*H^{\text{ext}} = 0$, where $H^{\text{ext}} = \pi_1^*H + e$. The diagram below helps us have a global picture of the procedure [116].
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### 2.4 HJ for Conformal Symplectic Dynamics

We first recall the Hamilton-Jacobi established for Hamiltonian systems admitting external forces. Then we present conformal Hamiltonian dynamics as a particular instance of this construction. Let us now present the geometric formulation of the Hamilton-Jacobi theory for mechanical systems with external forces. Consider Hamiltonian dynamics determined by the triple $(T^*Q, \Omega_Q, H)$. The external forces will be depicted by a semibasic 1–form $\beta$ (i.e., $\beta$ vanishes over vertical tangent vectors) on $Q$. So, the equation for the dynamics associated with $\beta$ is

$$\iota_{X_{H,\beta}}\Omega_Q - dH = \beta$$

(71)
Note that $X_{H,\beta}$ is a vector field on $T^*Q$ and it is equal to $X_H$ if $\beta$ vanishes identically. Let $\sigma$ be a closed one-form on $Q$, and introduce a vector field on $Q$ as follows

$$X^\sigma_{H,\beta} := T\pi_Q \circ X_{H,\beta} \circ \sigma.$$ (72)

Here is the Hamilton-Jacobi theorem for the present framework.

**Theorem 3** The following conditions are equivalent:

(i) $X^\sigma_{H,\beta}$ and $X_{H,\beta}$ are $\sigma$ related.

(ii) $d(H \circ \sigma) = -\sigma^* \beta$.

A 1-form $\sigma$ on $Q$ satisfying the conditions of Theorem 3 will be called a solution for the Hamilton-Jacobi problem given by the Hamiltonian $H$ and the external forces $\beta$. It is evident that if $\beta = 0$ then the Hamilton-Jacobi Theorem 3 reduces to the classical Hamilton-Jacobi Theorem 1. We refer [36] for a recent study on HJ theory for the systems under external force.

**HJ for Conformal Hamiltonian Systems.** Consider a symplectic manifold $(M, \Omega)$ A vector field $X_c$ on $M$ is called a **conformal vector field** [95] if it preserves the symplectic two-form up to some scaling factor $c \in \mathbb{R}$ that is

$$\mathcal{L}_{X_c} \Omega = c\Omega.$$ (73)

It is immediate to observe that a conformal vector field reduces to a Hamiltonian vector field if the scaling factor is zero. The flow $\phi_t$ of a conformal vector field preserves the symplectic two-form by the conformal factor $e^{ct}$, that is

$$\phi^*_t \Omega = e^{ct} \Omega.$$ (74)

A symplectic manifold $(M, \Omega)$ admits a conformal vector field with a non-zero scaling factor if and only if the symplectic two-form is the exterior derivative of a one-form [96]. Assume the cotangent bundle $T^*Q$ equipped with the canonical symplectic two-form $\Omega_Q = -d\Theta_Q$. For a given Hamiltonian function $H$, the vector field $X_c^H$ defined through

$$\iota_{X^c_H} \Omega_Q = dH - c\Theta_Q$$ (75)

is conformal. Locally, the inverse of this assertion is also true. That is, if a vector field is conformal, then there exist a function $H$ and the conformal vector field can be written in the form of $X^c_H$ satisfying (75). More generally, the set of conformal vector fields on $T^*Q$ is given by $\{X_H + cZ\}$, where $Z$ is the Liouville vector field defined by $\iota_Z \Omega_Q = -\Theta_Q$. It is immediate now that generic symplectic structures on cotangent bundles admit conformal Hamiltonian systems, since the canonical symplectic two-form $\Omega_Q$ is minus of the exterior derivative of Liouville one-form. We
present this in the following local picture.

In the Darboux coordinates \((q^i, p_i)\) on the cotangent bundle \(T^*Q\), the Liouville vector field is \(Z = p_i \partial / \partial p_i\). Hence a conformal Hamiltonian vector field satisfying (75) can be computed to be

\[
X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} + \left( c p_i - \frac{\partial H}{\partial q^i} \right) \frac{\partial}{\partial p_i}.
\]

In this case, the Hamilton equations turn out to be

\[
\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = c p_i - \frac{\partial H}{\partial q^i}.
\]

**HJ equation for conformal Hamiltonian systems.** Referring to the symplectic manifold \((T^*Q, \Omega_Q)\), the semi-basic character of the Liouville one-form \(\Theta_Q\) enables us to state the following theorem which establishes the Hamilton-Jacobi theorem for conformal systems.

**Theorem 4** The following conditions are equivalent:

1. The vector fields \(X_c\) and \(X_c^\gamma\) are \(\gamma\)-related, that is

\[
T\gamma(X_c^\gamma) = X_c \circ \gamma.
\]

2. \(d (H \circ \gamma) = c^\gamma \Theta_Q\).

Note: It is easy to see that this is just a nonholonomic system with an external force, i.e., the case of Chaplygin systems \[4, 39\].

**An Example: A Host-Parasite Model.** Consider \(\mathbb{R}^2\) with the coordinates \((x, y)\). We consider the host-parasite model described by the following system of differential equations \[53\], where \(a, b, c, \delta \in \mathbb{R}\)

\[
\begin{align*}
\dot{x} & = ax - byx \\
\dot{y} & = cy - \delta y^2 / x
\end{align*}
\]

If we set \(c = 0\) in (79), we obtain the following reduced system

\[
\begin{align*}
\dot{x} & = ax - byx \\
\dot{y} & = -\delta y^2 / x
\end{align*}
\]
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The Hamiltonian function is computed to be

\[ H(x, y) = -\frac{a}{y} - b \ln y - \frac{\delta}{x}, \quad (81) \]

provided that \( x \) and \( y \) are not zero. We write the corresponding symplectic two-form for this case as follows

\[ \Omega = xy^2 dx \wedge dy, \quad (82) \]

It is now a matter of direct calculation to show that the reduced system (80) is Hamiltonian with Hamiltonian function (81) and the symplectic two-form \( \Omega \) is (82). We need to add the term \( cy \) to the right hand side of the second equation in (80) to study the original system that we propose (79). The introduction of the term is performed in a pure geometrical way, by introducing the Liouville vector field \( Z = \frac{1}{3} y^3 \frac{\partial}{\partial y} \). Then, the complete system (79) corresponds with a conformal Hamiltonian system whose dynamics is described by the conformal vector field \( X_c \) such that

\[ \iota_{X_c} \Omega = dH - 3c\theta, \]

where \( X_c = X_H + 3cZ \), \( \Omega \) is the symplectic form in (82) and that \( \theta \) is the associated potential one-form \( \theta = \frac{1}{3} y^3 x dx \), satisfying \( \Omega = -d\theta \). In the particular case of the host-parasite model, the Hamiltonian vector field and its projection are:

\[ X_c = \left( \frac{a}{y^2} - \frac{b}{y} \right) \frac{\partial}{\partial x} + \left( cy - \frac{\delta}{x^2} \right) \frac{\partial}{\partial y}, \quad X_c^\gamma = \left( \frac{a}{y^2} - \frac{b}{y} \right) \frac{\partial}{\partial x} \quad (83) \]

Now, using condition 1 and 2 in Theorem (4), we obtain an expression for \( \gamma \) that reads:

\[ \frac{\partial \gamma(x)}{\partial x} = -\frac{\delta}{x^2} + c\gamma(x) \quad (84) \]

This equation is a linear equation and we can integrate it easily. The general solution is:

\[ \gamma(x) = \delta c \left( \frac{1}{cx} - Ei_1(x)e^{cx} \right) \quad (85) \]

where \( Ei_1 \) is the exponential integral.

### 2.5 Cosymplectic Manifolds and Dynamics

To study \( t \)-dependent (or parameter dependent Hamiltonians) we need to introduce almost cosymplectic structures and their application in classical Hamiltonian mechanics. By an almost cosymplectic manifold, we mean a manifold equipped with a symmetric bilinear form \( \omega \) that is symplectic away from some hypersurface. The dynamics is then described by a vector field that satisfies certain properties, such as being Hamiltonian relative to \( \omega \).
plectic structure we understand a 2n + 1-dimensional manifold equipped with a one-form η and a two-form Ω such that η ∧ Ω^n is a volume form. In particular, we will study two cases of almost cosymplectic manifolds. On one hand, the case of cosymplectic manifolds [15, 15], and on the other hand, the case of contact manifolds [15, 17, 62]. Cosymplectic manifolds are a particular type of Poisson manifolds, and contact manifolds are a particular case of Jacobi manifolds. We will focus on cosymplectic manifolds in this section, and we will come back to contact manifolds in the third part of this manuscript. Cosymplectic manifolds have shown their usefulness in theoretical physics, as in gauge theories of gravity, branes and string theory [11, 30, 72]. Among the early studies of cosymplectic manifolds we mention A. Lichnerowicz [86, 88], who studied the Lie algebra of infinitesimal automorphisms of a cosymplectic manifold, in analogy with the symplectic case. Posteriously, some works have endowed cosymplectic manifolds with a Riemannian metric, the so-called coKähler manifolds [103]. These are the odd dimensional counterpart of Kähler manifolds. Another important role of the cosymplectic theory is the reduction theory to reduce time-dependent Hamiltonians by symmetry groups [2]. But since very foundational papers by P. Libermann, very sporadic papers have appeared on cosymplectic settings [84, 111]. It is our future intention to provide surveys on cosymplectic geometry due to their lack [23]. Our particular interest in cosymplectic structures resides in their use in the description of time-dependent mechanics.

(Almost) Cosymplectic Dynamics. An almost cosymplectic structure on a manifold M of odd dimension 2n + 1 equipped with a one-form η and a two-form Ω satisfying that η ∧ Ω^n is a non-vanishing top-form. This permits us to define an isomorphism from the space of vector fields 𝒳(ℳ) to the space of one-forms Γ¹(M) given by

\[ \flat : \mathfrak{X}(M) \longrightarrow \Gamma^1(M), \quad X \mapsto \flat(X) = \iota_X \Omega + \eta(X)\eta. \]  

We denote the inverse of this isomorphism by \( \sharp \). The inverse image of the one-form \( \eta \) is a vector field denoted by \( \mathcal{R} \) and called as Reeb field. It is straightforward to see that the Reeb field satisfies the following contractions

\[ \iota_{\mathcal{R}} \eta = 1, \quad \iota_{\mathcal{R}} \Omega = 0. \]  

The inverse of this assertion is also true. That is, consider a manifold \( M \) equipped with a pair \( (\eta, \Omega) \) establishing the flat map \( \flat \) in (86) as an isomorphism. Assume also a distinguished vector field \( \flat \) satisfying (87), then \( M \) turns out to be 2n + 1-dimensional, and the pair \( (\eta, \Omega) \) determines \( M \) as an almost cosymplectic manifold. In this case, the almost cosymplectic manifold admits \( \mathcal{R} \) as the Reeb field.

Consider an almost cosymplectic manifold \( (M, \eta, \Omega) \). Referring to the the flat map \( \flat \), for a real valued function \( H \) on \( M \), we assign a vector field, called gradient vector field, grad \( H \) on \( M \) as
follows
\[ \triangledown \circ \text{grad} H = dH. \] (88)

It is evident that the gradient field \( \text{grad} H \) is unique for a given \( dH \) and vice versa. Accordingly, we define a bracket of functions on \( M \) as
\[ \{ F, H \} := \Omega(\text{grad} F, \text{grad} H). \] (89)

It is evident to see that this bracket is skew-symmetric and satisfies the Leibniz identity. But, in general it fails to satisfy the Jacobi identity. So that an almost cosymplectic manifold is an almost Poisson manifold. We can endow the Hamiltonian vector field definition in (36). In accordance with this, for a Hamiltonian function \( H \) on \( M \) the associated Hamiltonian vector field \( X_H \) is computed to be
\[ \iota_{X_H} \Omega = dH - \mathcal{R}(H)\eta, \quad \iota_{X_H} \eta = 0. \] (90)

The difference between the gradient vector field and the Hamiltonian vector field is computed to be
\[ \text{grad} H - X_H = \sharp(\mathcal{R}(H)\eta). \] (91)

Additionally one can define evolutionary vector field as the linear combination of the Hamiltonian vector field and the Reeb field that is
\[ E_H = \mathcal{R} + X_H. \] (92)

An almost cosymplectic manifold \((M, \eta, \Omega)\) is called cosymplectic if both \( \Omega \) and \( \eta \) are closed. In this case, it becomes to a matter of a direct calculation to show that the bracket (89) satisfies the Jacobi identity as well. So, we can claim that it is a Poisson bracket.

### 2.6 HJ for Cosymplectic Dynamics

Consider the extended phase space \( T^*Q \times \mathbb{R} \) and its canonical projections of the first and second factor, \( \rho : T^*Q \times \mathbb{R} \to T^*Q \) and \( t : T^*Q \times \mathbb{R} \to \mathbb{R} \), respectively and a time-dependent Hamiltonian \( H : T^*Q \times \mathbb{R} \to \mathbb{R} \). Let us depict the problem with a diagram
We have canonical coordinates \( \{ q^i, p_i, t \} \) with \( i = 1, \ldots, n \), where \( (q^i, p_i) \) are fibered coordinates in \( T^*Q \) and \( t \in \mathbb{R} \). In Draboux coordinates, the pair \( \rho^*\Omega_Q \) and \( dt \) determines a cosymplectic pair. In this case the Reeb field is \( \mathcal{R} = \partial / \partial t \) whereas the Hamiltonian and gradient fields are computed to be

\[
X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}, \quad \text{grad} \ H = \frac{\partial H}{\partial t} \frac{\partial}{\partial t} + X_H,
\]

respectively. A direct calculation gives the evolutionary vector field as

\[
E_H = \frac{\partial}{\partial t} + \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}.
\]

To have an alternative coymplectic pair on the extended cotangent bundle, we consider the two-form on \( T^*Q \times \mathbb{R} \) as \( \Omega_H = -d\theta_H \) and

\[
\theta_H = \Theta_Q - Hdt
\]

where \( \Theta_Q \) is the canonical Liouville one-form. We abuse notation by identifying the pullbacks of the one-forms with the one-forms themselves. That is, \( \rho^*(\Theta_Q) = \Theta_Q \). Hence,

\[
\Omega_H = \sum_{i=1}^n dq^i \wedge dp_i + dH \wedge dt.
\]

Let us consider the cosymplectic structure \( (\eta = dt, \Omega_H) \). The corresponding Reeb vector field needs to satisfy

\[
i_{\mathcal{R}_H} dt = 1, \quad i_{\mathcal{R}_H} \Omega_H = 0.
\]

The unique Reeb vector field that satisfies \( (97) \) has the following expression in coordinates

\[
\mathcal{R}_H = \frac{\partial}{\partial t} + \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}.
\]

A direct comparison shows that the evolutionary field \( E_H \) in \( (94) \) and the Reeb field \( \mathcal{R}_H \) are coinciding. For both of these vector fields, the corresponding Hamilton’s equations are

\[
\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}, \quad t = 1.
\]

Since \( t = 1 \), we can consider \( t \) a time-parameter (up to an affine change).

We consider the fibration \( \pi : T^*Q \times \mathbb{R} \to Q \times \mathbb{R} \) and a section \( \gamma \) of \( \pi : T^*Q \times \mathbb{R} \to Q \times \mathbb{R} \), i.e., \( \pi \circ \gamma = \text{id}_{Q \times \mathbb{R}} \). Also, we assume that \( \text{Im}(\gamma_t) \) with \( \gamma_t : Q \to T^*Q \times \mathbb{R} \) such that \( \gamma_t(q^i) \) in coordinates \( (q^i, \gamma^i(q^i, t), t) \) is a lagrangian submanifold for a fixed time \( t \) of the cosymplectic manifold \( (T^*Q \times \mathbb{R}, dt, \Omega_H) \) for a fixed time, that is \( d\gamma_t = 0 \).
We can use $\gamma$ to project $\mathcal{R}_H$ on $Q \times \mathbb{R}$ just defining a vector field $\mathcal{R}_H^\gamma$, the denominated projected vector field on $Q \times \mathbb{R}$ by

$$\mathcal{R}_H^\gamma = T\pi \circ \mathcal{R}_H \circ \gamma$$  \hspace{1cm} (100)

The following diagram summarizes the above construction

\[ T^*Q \times \mathbb{R} \xrightarrow{\rho} T^*Q \xrightarrow{\pi} Q \times \mathbb{R} \xrightarrow{\gamma} Q \]
\[ Q \times \mathbb{R} \xrightarrow{\gamma} \mathcal{R}_H \circ \gamma \to T(Q \times \mathbb{R}) \]

\[ T^*Q \xrightarrow{T\pi} T(T^*Q \times \mathbb{R}) \]

**Definition 1** If $\alpha$ is a one-form, locally expressed as $\alpha = \sum_{i=1}^{n} \alpha dq^i$, we designate by $\alpha^V$ the vertical lift [77] or vector fields associated with $\alpha$, defined by

$$\iota_{\alpha^V} \Omega_Q = \alpha$$

Hence, the vector field $\alpha^V$ has the local expression

$$\alpha^V = -\sum_{i=1}^{n} \alpha_i \frac{\partial}{\partial p_i}.$$  \hspace{1cm} (101)

**Theorem 5** The vector fields $\mathcal{R}_H$ and $\mathcal{R}_H^\gamma$ are $\gamma$-related if and only if the following equation is satisfied

$$[d(H \circ \gamma_t)]^V = \dot{\gamma}_q$$  \hspace{1cm} (102)

where $[\ldots]^V$ denotes the vertical lift of a one-form on $Q$ to $T^*Q$. Now $\dot{\gamma}_q$ is the tangent vector in a point $q$ associated with the curve

\[ \mathbb{R} \xrightarrow{} Q \times \mathbb{R} \xrightarrow{} T^*Q \times \mathbb{R} \xrightarrow{\rho} T^*Q \]

Notice that these applications are given for a fixed point $q \rightarrow (q, t, \gamma)$.

Equation (102) is known as a Hamilton–Jacobi equation on a cosymplectic manifold. In local co-
ordinates \( \{q^i, p_i, t\} \), we have

\[
\frac{\partial \gamma^j}{\partial t} + \frac{\partial H}{\partial p_i} \frac{\partial \gamma^i}{\partial q^j} + \frac{\partial H}{\partial q^j} = 0.
\]  (103)

**An Example: the damped Hamiltonian.** A damped Hamiltonian comes from a Lagrangian for a harmonic oscillator that has a time-dependent mass of the form \( m = m_0 e^{\Gamma t} \) accreting with time in order to mimic exponential energy dissipation. This Hamiltonian reads:

\[
H = \frac{p^2}{2m} e^{-\Gamma t} + \frac{m}{2} \Omega_0^2 e^{\Gamma t} x^2
\]  (104)

For this example the Reeb vector field takes the form:

\[
\mathcal{R}_H = \frac{\partial}{\partial t} + \frac{pe^{-\Gamma t}}{m} \frac{\partial}{\partial x} - m\Omega_0^2 e^{\Gamma t} x \frac{\partial}{\partial p}
\]  (105)

and the solution of the HJ will be a section \( \gamma \) that in fibered coordinates reads \( \gamma = (t, x, \gamma(x)) \) defined on the cosymplectic manifold \( (\mathbb{R}^+ \times T^*Q, \theta_H, \Omega_H) \) given in (95) and (96). So, the HJ equation is:

\[
\gamma \frac{\partial \gamma}{\partial x} = -m^2 \Omega_0^2 e^{2\Gamma t} x
\]  (106)

and its solution by partial integration reads

\[
\gamma^2 = -m^2 \Omega_0^2 e^{2\Gamma t} x^2 + F(t)
\]  (107)

### 3 HJ on Jacobi Manifolds

In this section we present the HJ theory for dynamical systems whose evolution is described by one particular case of Jacobi structure, as it is the case of locally conformally symplectic and contact structures. Systems that accord to these descriptions are: systems that locally behave as symplectic dynamical systems but not globally (for example, intertwined dynamical systems) and systems with dissipation, respectively. These two structures have in common that they obey the Jacobi identity for integrability. Let us start by describing generally a Jacobi structure.

#### 3.1 Jacobi Manifolds and Dynamics

A Jacobi manifold [79, 87, 88, 91] is a triple \((P, \Lambda, Z)\), where \( \Lambda \) is a bivector field and \( Z \) is a vector field, such that the following identities are satisfied

\[
[\Lambda, \Lambda] = 2Z \wedge \Lambda, \quad [Z, \Lambda] = 0,
\]  (108)
where \([\cdot, \cdot]\) is the Schouten-Nijenhuis bracket.

Given a Jacobi manifold \((P, \Lambda, Z)\), we define the Jacobi bracket of two functions \(H, F \in C^\infty(P)\) as

\[
\{H, F\} = \Lambda(dH, dF) + H \cdot Z(F) - F \cdot Z(H).
\] (109)

This bracket is bilinear, antisymmetric, and satisfies the Jacobi identity. The bilinearity and the antisymmetry properties of the bracket \(\{\cdot, \cdot\}\) follow from its definition. The satisfaction of the Jacobi identity is a manifestation of the identities in \(\{108\}\). Furthermore, it fulfills the weak Leibniz rule:

\[
\text{supp}(\{F, G\}) \subseteq \text{supp}(F) \cap \text{supp}(G).
\] (110)

This characteristic of the Jacobi bracket reads the Lie algebra \((C^\infty(M), \{\cdot, \cdot\})\) as a local Lie algebra in the sense of Kirillov, [79]. The inverse of this assertion is also true, that is, a local Lie algebra determines a Jacobi structure. Consider two Jacobi manifolds, say \(P_1\) and \(P_2\). A smooth mapping \(\phi : P_1 \mapsto P_2\) is said to be a Jacobi map if it preserves the Jacobi bracket introduced in \(\{109\}\).

Notice that the Jacobi bracket reads the product of two functions in one of its entries as

\[
\{F, GH\} = G\{F, H\} + H\{F, G\} + G \cdot H \cdot Z(F).
\] (111)

It is evident that for the satisfaction of the Leibniz identity the vector field \(Z\) must vanish identically. This is an if and only if argument. See that, in this case, the first identity in \(\{108\}\) reduces to the Poisson condition in \(\{19\}\), whereas the second one is trivially satisfied. To sum up, we argue that \((P, \Lambda, Z)\) is a Poisson manifold if and only if \(Z = 0\).

**Hamiltonian Vector Field.** Consider a Jacobi manifold \((P, \Lambda, Z)\) and assume a function \(H\) on \(P\). The vector field

\[
X_H = \Lambda^\sharp(dH) + HZ
\] (112)

is called a Hamiltonian vector field of \(H\). Here, \(\Lambda^\sharp\) stands for the musical mapping generated by the bivector field \(\Lambda\), whereas \(dH\) is the de Rham (exterior) derivative of \(H\). In this picture, \(H\) is called the Hamiltonian function. It is interesting here to note that the Hamiltonian vector field corresponding with the constant function 1 is precisely \(Z\). A direct calculation proves that the mapping taking a Hamiltonian function \(H\) to the Hamiltonian vector field \(X_H\) is a Lie algebra homomorphism.

**Foliation of Jacobi Manifolds and Subcases.** The characteristic distribution of a Jacobi manifold \(P\) is the subbundle of \(TP\) generated by the Hamiltonian vector fields. Referring to the definition \(\{112\}\), for a point \(p\) in \(P\), the characteristic distribution is determined by the following
\[ \mathcal{C}_p = \Lambda^\sharp(T^*_p P) + \langle Z_p \rangle, \]

where \( \langle Z_p \rangle \) is a one-dimensional space spanned by the value of \( Z \) at \( p \). A Jacobi manifold is called transitive if its characteristic distribution is equal to \( TP \). An even dimensional transitive Jacobi manifold is a locally conformally symplectic manifold whereas an odd dimensional transitive Jacobi manifold is a contact manifold. We shall examine these two cases in detail in the upcoming sections. The characteristic distribution of a Jacobi manifold is integrable. Therefore, an even dimensional Jacobi manifold foliates into a collection of locally conformally symplectic (LCS) manifolds, whilst an odd dimensional Jacobi manifold foliates into a collection of contact manifolds. We draw the following table summarizing these observations.

Table 2: Jacobi Manifolds. \( M \) is a manifold, \( Z \) is a vector field and \( \Lambda \) is a bivector field. \( \Lambda^\sharp \) is the musical map induced by \( \Lambda \). \([\bullet, \bullet]\) is the Schouten bracket. \( \Omega^n \) is the \( n \)-th wedge power of \( \Omega \).

| Structure | Characterization | Bracket and h.v.f. | (Bi)vector fields |
|-----------|------------------|-------------------|------------------|
| Jacobi \((M, \Lambda, Z)\) | \([Z, \Lambda] = 0\) | \(\{F,G\} = \Lambda(dF, dG) + FZ(G) - GZ(F)\) | \(\Lambda(\alpha, \beta) = \Omega(\sharp(\alpha), \sharp(\beta))\) |
| LCS \((M, \Omega, \theta)\) | \(d\theta = 0, \quad \Omega^n \neq 0\) | Same as Jacobi | \(Z_\theta = \Omega^\sharp(\theta)\) |
| even \((2n-\text{dim})\) | \(d\Omega = \theta \wedge \Omega\) | | |
| Contact \((M, \eta)\) | \(\eta \wedge (d\eta)^n \neq 0\) | Same as Jacobi | \(\Lambda(\alpha, \beta) = -d\eta(\sharp(\alpha), \sharp(\beta))\) |
| odd \((2n+1-\text{dim})\) | | | \(Z = -\mathcal{R} = -\sharp(\eta)\) |

### 3.2 LCS Manifolds and Dynamics

Let \( M \) be a manifold. A non-degenerate two-form \( \Omega \) on \( M \) is said to be locally conformally symplectic abbreviated as LCS if the two-form is closed locally up to a conformal parameter i.e., if around each point \( x \) in \( M \) there exists an open neighborhood, say \( U_x \), and a function \( \sigma_x : U_x \to \mathbb{R} \) such that the exterior derivative \( d(e^{-\sigma_x} \Omega|_x) \) vanishes identically on \( U_x \), see [112]. Here, \( \Omega|_x \) denotes the restriction of the two-form \( \Omega \) to \( U_x \). We refer also some more recent studies on LCS and the dynamics on this geometry, [6, 10, 70, 110, 121].

Collecting the local conformal factors, we define the Lee one-form \( \theta \) on \( M \) such that \( \theta|_x = d\sigma_x \). This realization permits us to denote a LCS manifold by a triple \((M, \Omega, \theta)\). A direct calculation
gives that \( d\Omega = \theta \wedge \Omega \). Since \( \theta \) is locally exact, it is also closed. A LCS manifold \((M, \Omega, \theta)\) is a globally conformally symplectic GCS manifold if the Lee form \( \theta \) is an exact one-form.

**Musical Mappings.** Consider a LCS manifold \((M, \Omega, \theta)\). The non-degeneracy of the two-form \( \Omega \) leads us to define a musical isomorphism

\[
\Omega^\flat : \mathfrak{X}(M) \longrightarrow \Gamma^1(M) : X \mapsto \iota_X \Omega,
\]

where \( \iota_X \) is the interior derivative. Here, \( \mathfrak{X}(M) \) is the space of vector fields on \( M \), whilst \( \Gamma^1(M) \) is the space of one-form sections on \( M \). The image of the Lee form \( \theta \) under this isomorphism determines the Lee vector field

\[
Z_\theta := \Omega^\flat(\theta), \quad \iota_{Z_\theta} \Omega = \theta.
\]

Notice that \( \mathcal{L}_{Z_\theta} \theta = 0 \) and that \( \mathcal{L}_{Z_\theta} \Omega = 0 \).

**The Lichnerowicz-de Rham Differential.** Referring to a one-form \( \theta \) on a manifold \( M \), the Lichnerowicz-de Rham differential (LdR) on the space of differential forms is defined to be

\[
d_\theta : \Gamma^k(M) \rightarrow \Gamma^{k+1}(M) : \beta \mapsto d\beta - \theta \wedge \beta.
\]

See that, \( d_\theta \) is a differential operator of order 1 that transforms a \( k \)-form into a \( k + 1 \)-form. If \( \theta \) is closed, then one has \( d_\theta^2 = 0 \). This way, one can study the cohomology of \( d_\theta \). It is immediate to see that a triple \((M, \Omega, \theta)\) is a LCS manifold if and only if \( d_\theta \Omega = 0 \).

**LCS on Cotangent Bundles.** Consider the canonical symplectic manifold \((T^*Q, \Omega_Q)\), and assume a closed one-form \( \vartheta \) on the base manifold \( Q \). The pull back of \( \vartheta \) to \( T^*Q \) by means of the cotangent bundle projection \( \pi_Q \) determines a one-form \( \theta = \pi_Q^*(\vartheta) \). Notice that \( \theta \) is closed and semi-basic. Referring to the Lichnerowicz-de Rham differential, we define a two-form

\[
\Omega_\theta = -d_\theta(\Theta_Q) = -d\Theta_Q + \theta \wedge \Theta_Q = \Omega_Q + \theta \wedge \Theta_Q
\]

on the cotangent bundle \( T^*Q \). It is evident that

\[
d\Omega_\theta = \theta \wedge \Omega_\theta.
\]

We denote this LCS structure by the triple \((T^*Q, \Omega_\theta, \theta)\) or shortly by \( T^*_\theta Q \). Let us note that \( T^*_\theta Q \) is a generic example for LCS manifolds, which means that all LCS manifolds locally look like \( T^*_\theta Q \) with a closed one-form \( \vartheta \), see [31, 105].
Lagrangian Submanifolds. Consider \((T^*Q, \Omega_\theta, \theta)\) and a one-form \(\gamma\) on \(Q\). A direct computation shows that the pull-back of the LCS structure is \(d_{\theta}\) exact, that is

\[\gamma^*\Omega_\theta = -d_{\theta}\gamma,\]  

(119)

where \(d_{\theta}\) denotes the LdR differential defined by the one-form \(\vartheta\) on \(Q\). This implies that the image space of \(\gamma\) is a Lagrangian submanifold of \(T^*_\theta Q\) if and only if \(d_{\theta}\gamma = 0\). Since \(d_{\theta}^2\) is identically zero, the image space of the one-form \(d_{\theta}f\) is a Lagrangian submanifold of \((T^*Q, \Omega_\theta, \theta)\) for some function \(f\) defined on \(Q\).

Dynamics on LCS Manifolds Consider a LCS manifold \((M, \Omega, \theta)\). For a Hamiltonian function \(H\), the Hamiltonian vector field is defined to be

\[\iota_{X_H}\Omega = d_{\theta}H,\]  

(120)

where \(d_{\theta}\) is the Lichnerowicz-de Rham differential in \([116]\). In terms of the Lee vector field \(Z_\theta\), the Hamiltonian vector field is computed to be

\[X_H = \Omega^k(dH) + HZ_\theta.\]  

(121)

Notice that if \(H = 1\), then the Hamiltonian vector field is \(Z_\theta\), which is far from being zero. Now, we can write \(Z_\theta = X_1\). More generally, a vector field \(X\) is called a locally Hamiltonian vector field if

\[d_{\theta}(\iota_X\Omega) = 0.\]  

(122)

A Hamiltonian vector field \(X_H\) is locally Hamiltonian since \(d_{\theta}^2 = 0\).

3.3 HJ for LCS Dynamics

Consider a LCS manifold \((T^*Q, \Omega_\theta, \theta)\) and a Hamiltonian vector field \(X_H\) defined by \([120]\). For a section \(\gamma\) of the cotangent bundle, we define a vector field \(X_H^\gamma\) on \(Q\) by the following commutative diagram

\[
\begin{array}{cccc}
T^*_\theta Q & \xrightarrow{T^*_H} & T^* Q & \\
\downarrow{\gamma} & & \downarrow{T_{\pi Q}} & \\
Q & \xrightarrow{X^\gamma_H} & TQ & \\
\end{array}
\]

as \(X^\gamma_H := T\pi \circ X_H \circ \gamma\).

Theorem 6 Consider a one-form \(\gamma\) whose image is a Lagrangian submanifold of the locally confor-
mally symplectic manifold $T^*_\theta Q$ with respect to the almost symplectic two-form $\Omega_\theta$, that is $d_\theta \gamma = 0$. Then, the following conditions are equivalent:

1. The vector fields $X_H$ and $X_H^\gamma$ are $\gamma$-related, that is

   \[ T\gamma \circ X_H^\gamma = X_H \circ \gamma. \tag{123} \]

2. The following equation holds

   \[ d_\theta (H \circ \gamma) = 0. \]

Extensions of HJ theory for LCS geometry to the case of k-symplectic formalism and fiber bundles have been studied in \[51\] and \[50\], respectively. These works are establishing locally conformal approach to the field theoretical problems.

**Example: Gaussian isokinetic dynamics.**

In some cases the LCS structure appears naturally when we consider systems of equations restricted to submanifolds of the phase space \[121\]. In physics an example of such a situation is provided by Gauss isokinetic dynamics. Let us consider an $n$-dimensional Euclidean space $Q = \mathbb{R}^n$ with a standard flat metric. We will denote by $|\vec{v}|$ a square of a vector $\vec{v} = (v^1, ..., v^n)$, i.e., $|\vec{v}|^2 = \delta_{ij} v^j v^i$, where $\delta_{ij}$ is a Kronecker delta. The Gaussian isokinetic dynamics is described by the system of equations

\[
\delta_{ij} \dot{q}^j = p_i, \quad \dot{p}_i = F_i - \alpha p_i, \tag{124}
\]

where $\alpha = \frac{F_i p_i}{|\vec{p}|^2}$. We will assume that the force field $F$ is potential, i.e., there exists a local potential function $U : \mathbb{R}^n \to \mathbb{R}$ such that $F_i = -\frac{\partial U}{\partial q^i}$. Let us introduce a one-form $\bar{\theta} = -\frac{F_i}{|\vec{p}|^2} dq^i$ and the Hamiltonian $h = \frac{1}{2} |\vec{p}|^2 - c$. Notice that $d\bar{\theta} \neq 0$. We define now a two-form

\[
\bar{\Omega}_\theta = \Omega_Q - \frac{F_i}{|\vec{p}|^2} dq^i \wedge \Theta_Q = dq^i \wedge dp_i - p_j \frac{F_i}{|\vec{p}|^2} dq^i \wedge dq^j. \tag{125}
\]

It is a matter of straightforward calculations to see that for $X = \dot{q}^i \partial_{q^i} + \dot{p}_j \partial_{p_j}$, the equation $\bar{\Omega}_\theta(X, \cdot) = dh$ is equivalent to (124). However, the form $\bar{\Omega}_\theta$ is not a locally conformal form since $d\bar{\Omega}_\theta \neq \bar{\theta} \wedge \bar{\Omega}_\theta$.

In physics, we are often interested in the restrictions of the Hamiltonian equations to a level-set of the Hamiltonian. Let us consider then the subset $M := h^{-1}(0) \subset T^*\mathbb{R}^n$. Furthermore, we define new forms $\theta, \Omega_\theta$ on $Q$ given by

\[
\theta = \frac{F_i}{2c} dq^i, \quad \Omega_\theta = dq^i \wedge dp_i - p_j \frac{F_i}{2c} dq^i \wedge dq^j. \tag{126}
\]
Notice that \( \theta = d \left( \frac{\mathcal{L}}{2} \right) \) and \( d\Omega_\theta = \theta \wedge \Omega_\theta \). This means that the triple \( (T^*Q, \Omega_\theta, \theta) \) is a globally conformal symplectic manifold. Moreover, on \( M \) we have \( \Omega_\theta(X, \cdot) = d_\theta h \) which means that we can analyze the restriction of equations \([124]\) to \( M \) in terms of a LCS structure \( (T^*Q, \Omega_\theta, \theta) \). One can also see that the form \( \theta \) is a pull-back of the form \( \vartheta = -F_i^2 c \) on \( Q \).

Let us apply now the global HJ Theorem \([6]\) to the present example. We start with a one-form \( \gamma(q^i) = \beta_k(q^i) dq^k \) satisfying the condition \( d_\vartheta \gamma = 0 \). In coordinates, it reads

\[
d_\vartheta \gamma = \left( \frac{\partial \beta_k}{\partial q^i} + \frac{F_i}{2c} \beta_k(q^i) \right) dq^i \wedge dq^k
\]

and the condition \( d_\vartheta \gamma = 0 \) is equivalent to

\[
\frac{\partial \beta_k}{\partial q^i} + \frac{F_i}{2c} \beta_k = \frac{\partial \beta_i}{\partial q^k} + \frac{F_k}{2c} \beta_i.
\] (127)

Now we consider the vector fields

\[
X_H \circ \gamma = \beta_i \partial_{q^i} + (F_i - \alpha \beta_i) \partial_{p_i}
\]

and

\[
X_\gamma H = \beta_i(q) \partial_{q^i}, \quad \gamma_\star X_\gamma H = \beta_i \partial_{q^i} + \frac{\partial \beta_i}{\partial q^q} \beta_k \partial_{p_i}.
\]

From the above, we have that the first condition in Theorem \([6]\) reads

\[
F_i - \alpha \beta_i = \frac{\partial \beta_i}{\partial q^k} \beta_k, \quad \alpha = \frac{F_j \beta_j}{2c}.
\]

Referring to the second condition in Theorem \([6]\), we write HJ equation as

\[
d_\vartheta (h \circ \gamma) = \beta_k d \beta_k = \beta_k \frac{\partial \beta_k}{\partial q^i} dq^i = 0.
\] (128)

Finally, we obtain that the first and second equation in Theorem \([6]\) are equivalent to equations

\[
F_i - \frac{F_k \beta_k \beta_i}{2c} = \frac{\partial \beta_i}{\partial q^k} \beta_k, \quad \beta_k \frac{\partial \beta_k}{\partial q^i} = 0.
\] (129)

It is trivial to show that the equations \(129\) are equivalent if \(127\) holds.

### 3.4 Contact manifolds and Dynamics

The interest in contact structures roots in their applications in thermodynamics, geometric optics, geometric quantization and applications in low dimensional topology \([106]\). Also, the theory of contact structures is linked to many other geometric backgrounds, as it is the case of symplectic
A 2\(n + 1\) dimensional manifold \(M\) is called contact if it admits a one form \(\eta\), known as the contact form, satisfying \(\eta \wedge d\eta^n \neq 0\), see \([63, 85]\). The contact structure is the kernel of the contact form \(\eta\), and it is a nonintegrable distribution in \(TM\). We denote a contact manifold by a pair \((M, \eta)\). Then, there exists a unique vector field \(R\) (called Reeb vector field) such that
\[\iota_R d\eta = 0, \quad \iota_R \eta = 1.\] (130)

The nondegenerate character of the top-form \(\eta \wedge d\eta^n\) induces an isomorphism from the space of vector fields to the space of one-form sections given by
\[b : \mathfrak{X}(M) \longrightarrow \Gamma^1(M), \quad X \mapsto \iota_X d\eta + \eta(X)\eta.\] (131)

One can establish that \(b(R) = \eta\), so that, in this sense, we may argue that the Reeb field \(R\) is the dual element of \(\eta\).

Given a contact \(2n + 1\) dimensional manifold \((M, \eta)\), we can consider the following two distributions on \(M\), that we define as horizontal distribution \(\mathfrak{H}D\), and vertical distribution \(\mathfrak{V}M\) so that their Whitney sum decomposition reads
\[\mathfrak{H}M = \ker \eta, \quad \mathfrak{V}M = \ker d\eta, \quad TM = \mathfrak{H}M \oplus \mathfrak{V}M,\] (132)

We notice that \(\dim \mathfrak{H}M = 2n\) and \(\dim \mathfrak{V}M = 1\), and that \((d\eta)_{\mathfrak{H}M}\) is nondegenerate and \(\mathfrak{V}M\) is generated by the Reeb vector field \(R\).

**Extended Cotangent Bundle.** Consider a trivial line bundle over a manifold given by \(Q \times \mathbb{R} \hookrightarrow Q\). The first jet bundle is diffeomorphic to the extended cotangent bundle \(T^*Q \times \mathbb{R}\). One can consider \(T^*Q \times \mathbb{R}\) as a line bundle over the canonical symplectic manifold \((T^*Q, \Omega_Q)\). Referring to this fibration, we pull the canonical one-form \(\Theta_Q\) back to \(T^*Q \times \mathbb{R}\) and define a contact one-form
\[\eta_Q := dz - \Theta_Q\] (133)
on \(T^*Q \times \mathbb{R}\). Here, \(z\) is a real coordinate on \(\mathbb{R}\). There exist Darboux coordinates \((q^i, p_i, z)\) on \(T^*Q \times \mathbb{R}\), where \(i = 1, \ldots, n\). In these coordinates, the contact one-form and the Reeb vector field are computed to be
\[\eta_Q = dz - p_i dq^i, \quad R = \frac{\partial}{\partial z}.\] (134)
respectively. Notice that, in this realization, the horizontal bundle is generated by the vector fields

\[ H(T^*Q \times \mathbb{R}) = \text{span}\{\xi_i, \xi^i\}, \quad \xi_i = \frac{\partial}{\partial q^i} + p_i \frac{\partial}{\partial z}, \quad \xi^i = \frac{\partial}{\partial p_i}. \]  

(135)

We denote the inverse of the is isomorphism \( \flat \) by \( \sharp \). In Darboux coordinates these mappings are computed to be

\[ \flat : X^i \frac{\partial}{\partial q^i} + X^i \frac{\partial}{\partial p_i} + v \frac{\partial}{\partial z} \mapsto -(X^i + p_i v) dq^i + X^i dp_i + vdz \]

\[ \sharp : \alpha_i dq^i + \alpha^i dp_i + udz \mapsto \alpha_i \frac{\partial}{\partial q^i} - (\alpha_i + p_i u) \frac{\partial}{\partial p_i} + u \frac{\partial}{\partial z}, \]

(136)

respectively. The nonintegrable character of the horizontal bundle can easily be observed by the simple calculation \([\xi^i, \xi_j] = \delta^i_j \mathcal{R}\) where \(\delta^i_j\) stands for the Kronecker delta. The extended cotangent bundle is a generic example for contact manifolds. That is, every contact manifold takes this form in a local level. So, for every contact manifold there exist Darboux coordinates \((q^i, p_i, z)\) admitting the contact one-form in (134).

Remark. A contact manifold is an example of Jacobi manifolds. In the following part we shall examine this formulation and provide a HJ theorem for the Hamiltonian flow. On the other hand, a contact manifold can be recasted as an example of almost cosymplectic manifolds. We shall discuss this realization in Subsection 4.5.

Contact Manifolds as Jacobi Manifolds and Hamiltonian Flow.

Consider a contact manifold \((M, \eta)\). We define a bivector field \( \Lambda \) and a vector field \( E \) as follows

\[ \Lambda(\alpha, \beta) = -d\eta(\sharp \alpha, \sharp \beta), \quad E = -\mathcal{R}, \]  

(137)

where \( \sharp \) is the inverse of \( \flat \) in (131) whereas \( \mathcal{R} \) is the Reeb field for the contact one-form. Direct calculations verifies that the pair \((\Lambda, E)\) satisfies the equalities in (108). Accordingly, we can argue that a contact manifold is a Jacobi manifold. Note that the musical isomorphism \( \sharp_{\Lambda} \) for the bivector field \( \Lambda \) in (137) is related with with the isomorphism \( \sharp \) as

\[ \sharp_{\Lambda}(\alpha) = \sharp(\alpha) - \alpha(\mathcal{R})\mathcal{R}. \]

(138)

Referring to the Hamiltonian vector field definition (112) given for the case of Jacobi Manifold, we define Hamiltonian vector field for a Hamiltonian function \( H \) as

\[ X_H = \sharp_{\Lambda}(dH) - H\mathcal{R}. \]  

(139)
Notice that, in terms of the isomorphisms $♭$ in (131) the Hamiltonian vector field $X_H$ is given by

$$♭(X_H) = dH - (\mathcal{R}(H) + H) \eta. \quad (140)$$

In an alternative way, the contact Hamiltonian vector field can be defined in terms of the contact one-form $\eta$ as follows

$$ι_{X_H} \eta = -H, \quad ι_{X_H} d\eta = dH - \mathcal{R}(H) \eta, \quad (141)$$

where $\mathcal{R}$ is the Reeb vector field. A direct computation determines the conformal factor $g = \mathcal{R}(H)$ for a given Hamiltonian vector field

$$\mathcal{L}_{X_H} \eta = dι_{X_H} \eta + ι_{X_H} d\eta = -\mathcal{R}(H) \eta. \quad (142)$$

In this realization, the contact Jacobi bracket of two smooth functions on $M$ is defined by

$$\{F, H\}^c = ι_{[X_F, X_H]} \eta, \quad (143)$$

where $X_F$ and $X_H$ are Hamiltonian vectors determined through (141). Here, $[•, •]$ is the Lie bracket of vector fields. Then, the identity $- [X_K, X_H] = X_{\{K, H\}}^c$ establishes the isomorphism

$$(\mathfrak{X}_{\text{con}}(M), - [•, •]) \longrightarrow (\mathcal{F}(M), \{•, •\}^c) \quad (144)$$

between the Lie algebras of real smooth functions and contact vector fields. According to (142), the flow of a contact Hamiltonian system preserves the contact structure, but it does not preserve neither the contact one-form nor the Hamiltonian function. Instead we obtain

$$\mathcal{L}_{X_H} H = -\mathcal{R}(H) H. \quad (145)$$

Being a non-vanishing top-form we can consider $d\eta^n \wedge \eta$ as a volume form on $M$. Hamiltonian motion does not preserve the volume form since

$$\mathcal{L}_{X_H} (d\eta^n \wedge \eta) = -(n + 1)\mathcal{R}(H) d\eta^n \wedge \eta. \quad (146)$$

However, it is immediate to see that, for a nowhere vanishing Hamiltonian function $H$, the quantity $H^{-(n+1)}(d\eta)^n \wedge \eta$ is preserved along the motion.

In terms of the Darboux coordinates $(q^i, p_i, z)$, we compute the image of a one-form in $T^*M$ by $♯_\Lambda$ as

$$♯_\Lambda : \alpha_i dq^i + \alpha^i dp^i + udz \mapsto \alpha^i \frac{\partial}{\partial q^i} - (\alpha_i + p_i u) \frac{\partial}{\partial p_i} + \alpha^i p_i \frac{\partial}{\partial z}. \quad (147)$$
Therefore, the Hamiltonian vector field is in the local form

\[ X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \left( \frac{\partial H}{\partial q^i} + p_i \frac{\partial H}{\partial z} \right) \frac{\partial}{\partial p_i} + \left( p_i \frac{\partial H}{\partial p_i} - H \right) \frac{\partial}{\partial z} \]  

(148)

Thus, an integral curve \((q^i(t), p_i(t), z(t))\) of \(X_H\) satisfies the contact Hamilton equations

\[ \frac{dq^i}{dt} = \frac{\partial H}{\partial p_i}, \quad \frac{dp_i}{dt} = -\frac{\partial H}{\partial q^i} - p_i \frac{\partial H}{\partial z}, \quad \frac{dz}{dt} = p_i \frac{\partial H}{\partial p_i} - H. \]  

(149)

**Legendrian Submanifolds.** Let \((M, \eta)\) be a contact manifold. Recall the associated bivector field \( \Lambda \). Consider a linear subbundle \( \Xi \) of the tangent bundle \( TM \) (that is, a distribution on \( M \)). We define the contact complement of \( \Xi \) as \( \Xi^\perp := \sharp \Lambda(\Xi^\circ) \), where \( \Xi^\circ \) is the annihilator of \( \Xi \). Let \( N \) be a submanifold of \( M \). We say that \( N \) is:

- **Isotropic** if \( TN \subseteq TN^\perp \).
- **Coisotropic** if \( TN \supseteq TN^\perp \).
- **Legendrian** if \( TN = TN^\perp \).

Consider the first order jet bundle \( T^*Q \) endowed with the contact structure given in \((133)\). Let \( F \) be a real valued function on the base manifold \( Q \). Its first prolongation is

\[ T^*F : Q \longrightarrow T^*Q = T^*Q \times \mathbb{R}, \quad q \mapsto (dF(q), F(q)). \]  

(150)

A simple computation characterizes the local structure of Legendrian submanifolds.

**Proposition 7** A section \( \gamma \) of \( T^*Q \rightarrow Q \) is a Legendrian submanifold if and only if it is the first jet prolongation of a function on \( Q \).

### 3.5 HJ for Contact Hamiltonian Dynamics

In this section our goal is to write a geometric Hamilton-Jacobi theorem for contact Hamiltonian dynamics on the extended cotangent bundle \( T^*Q \times \mathbb{R} \). This has also been studied in \([66]\) and in \([20, 76]\) from a variational perspective in relationship to Herglotz’s principle. One of the steps in this geometrization is to project the dynamics on \( T^*Q \times \mathbb{R} \) to a base manifold. Due to the product structure of the total space \( T^*Q \times \mathbb{R} \), we provide two Hamilton-Jacobi theories, one is obtained by projecting into \( Q \times \mathbb{R} \) and the other projects onto \( Q \). We shall label these formulations as Approach I and Approach II. Both approaches and their proof are described with further detail in \([38]\).

**HJ Approach I.** We consider the extended phase space \( T^*Q \times \mathbb{R} \), and a Hamiltonian function
Consider $\gamma$ a section of $\pi : T^*Q \times \mathbb{R} \to Q \times \mathbb{R}$, i.e., $\pi \circ \gamma = \text{id}_{Q \times \mathbb{R}}$. We can use $\gamma$ to project $X_H$ on $Q \times \mathbb{R}$ just defining a vector field $X^\gamma_H$ on $Q \times \mathbb{R}$ by

$$X^\gamma_H = T\pi \circ X_H \circ \gamma.$$  

(151)

The following diagram summarizes the above construction

In this context we have the following Hamilton-Jacobi equation.

**Theorem 8** Assume that a section $\gamma$ of the projection $T^*Q \times \mathbb{R} \to Q \times \mathbb{R}$ is such that $\gamma(Q \times \mathbb{R})$ is a coisotropic submanifold of $(T^*Q \times \mathbb{R}, \eta_Q)$, and $\gamma_z(Q)$ is a Lagrangian submanifold of $(T^*Q, \Omega_Q)$, for any $z \in \mathbb{R}$. Then, the vector fields $X_H$ and $X^\gamma_H$ are $\gamma$-related if and only if

$$\frac{\partial H}{\partial q^i} + \frac{\partial H}{\partial p_i} \frac{\partial \gamma_i}{\partial q^j} + \gamma_j \left( \frac{\partial H}{\partial z} + \frac{\partial H}{\partial p_i} \frac{\partial \gamma_i}{\partial z} \right) - H \frac{\partial \gamma_j}{\partial z} = 0. \quad (152)$$

Equivalently, we can rewrite this equation geometrically

$$d(H \circ \gamma_z) + \gamma_0(\gamma^* \Theta_Q) = (H \circ \gamma) \cdot \frac{\partial}{\partial z} d(\gamma^* \Theta_Q) = 0. \quad (153)$$

where $\gamma_0 = \frac{\partial H}{\partial z} + \frac{\partial H}{\partial p_i} \frac{\partial \gamma_i}{\partial z}$.

Equations (152) and (153) are indistinctly referred to as the Hamilton-Jacobi equation on a contact manifold. A section $\gamma$ fulfilling the assumptions of the theorem and the Hamilton-Jacobi equation will be called a solution of the Hamilton-Jacobi problem for $H$. 
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Notice that if $\gamma$ is a solution of the Hamilton-Jacobi problem for $H$, then $X_H$ is tangent to the coisotropic submanifold $\gamma(Q \times \mathbb{R})$, but it is not necessarily tangent to the Lagrangian submanifolds $\gamma_z(Q)$, $z \in \mathbb{R}$. This occurs when $X_H(z - z_0) = 0$ for any $z_0$, that is, if and only if

$$H \circ \gamma_{z_0} = \gamma_i \frac{\partial H}{\partial p_i}$$

In such a case, we call $\gamma$ an strong solution of the Hamilton-Jacobi problem.

A characterization of conditions on the submanifolds $\gamma(TQ \times \mathbb{R})$, $\gamma_z(TQ)$ can be given as follows. Let $\sigma : Q \times \mathbb{R} \to \Lambda^k(T^*Q)$ be a $z$-dependent $k$-form on $Q$. Let $d_Q \sigma$ be the exterior derivative at fixed $z$, that is

$$d_Q \sigma(q^i, z) = d\sigma_z(q^i),$$

where $\sigma_z = \sigma(\cdot, z)$. In local coordinates, we have

$$d_Q f = \frac{\partial f}{\partial q^i} dq^i, \quad d_Q(\alpha_i dq^i) = \frac{\partial \alpha_j}{\partial q^i} dq^j \wedge dq^i,$$

where $f : Q \times \mathbb{R} \to \mathbb{R}$ is a function and $\alpha = \alpha_i dq^i : Q \times \mathbb{R} \to \Gamma^1(T^*Q)$ is a $z$-dependent 1-form.

**Theorem 9** Let $\gamma$ be a section of $T^*Q \times \mathbb{R}$ over $Q \times \mathbb{R}$. Then $\gamma(Q \times \mathbb{R})$ is a coisotropic submanifold and $\gamma_{z_0}(TQ)$ are Lagrangian submanifolds for all $z_0$ if and only if $d_Q \gamma = 0$ and $L_{\partial/\partial z} \gamma = \sigma \gamma$ for some function $\sigma : Q \times \mathbb{R} \to \mathbb{R}$. That is, there exists locally a function $f : Q \times \mathbb{R} \to \mathbb{R}$ such that $d_Q f = \gamma$ and $d_Q \frac{\partial f}{\partial z} = \sigma d_Q f$.

The proof of this theorem can also be found in [38].

**HJ Approach II.** Instead of considering sections of $\pi : T^*Q \times \mathbb{R} \longrightarrow Q \times \mathbb{R}$ as we have performed before, we could consider a section of the canonical projection $\pi : T^*Q \times \mathbb{R} \longrightarrow Q$, say $\gamma : Q \to T^*Q \times \mathbb{R}$. In local coordinates, we have $(q^i) \mapsto \gamma(q^i) = (q^i, \gamma_j(q^i), \gamma_z(q^i))$. We want $\gamma$ to fulfill

$$X_H \circ \gamma = T\gamma \circ X_H \tilde{\gamma},$$

where $X_H = T\pi \circ X_H \circ \gamma$. Now, notice that $\tilde{\gamma} = \rho \circ \gamma$ is a 1-form on $Q$. Then, we locally have $\tilde{\gamma} = \gamma_i(q) dq^i$. Next, we assume that $\gamma(Q)$ is a Legendrian submanifold of $(T^*Q \times \mathbb{R}, \eta_Q)$. This implies that $\tilde{\gamma}(Q)$ is a Lagrangian submanifold of $(T^*Q, \Omega_Q)$. By Proposition 7 $\gamma(Q)$ is a Legendrian submanifold if and only if it is the 1-jet of a function, namely $\gamma = j^1\gamma_z$, where we consider $\gamma_z$ as a function from $Q$ to $\mathbb{R}$. In other words, we have $\gamma_i = \partial \gamma_z/\partial q^i$. If we assume that the section $\gamma$ fulfills the above condition, we can see that the Hamilton–Jacobi equation reduces to $H \circ \gamma = 0$ [38].

**Theorem 10** Assume that a section $\gamma$ of the projection $T^*Q \times \mathbb{R} \longrightarrow Q$ is such that and $\gamma(Q)$ is
a Legendrian submanifold of \((T^*Q \times \mathbb{R}, \eta_Q)\). Then, the vector fields \(X_H\) and \(X_H^\gamma\) are \(\gamma\)-related if and only if \(H \circ \gamma = 0\).

If so, we say that \(\gamma\) is a solution of the Hamilton-Jacobi equation on a contact Hamiltonian manifold.

**An Example: The Parachute Equation.** Consider the Hamiltonian \(H\) \[61\]

\[H(q, p, z) = \frac{1}{2m} (p + 2\lambda z)^2 + \frac{mg}{2\lambda} (e^{2\lambda q} - 1),\]

where \(\lambda, g \in \mathbb{R}\) are constant. The extended phase space is \(T^*Q \times \mathbb{R} \simeq \mathbb{R}^3\).

The Hamiltonian field is given by

\[X_H = \frac{p + 2\gamma z}{m} \frac{\partial}{\partial q} - \left( mge^{2\lambda q} + 2\gamma \frac{p}{m} (p + 2\lambda z) \right) \frac{\partial}{\partial p} + \left( \frac{1}{2m} (p + 2\lambda z)^2 - \frac{mg}{2\lambda} (e^{2\lambda q} - 1) + \frac{\lambda}{m} (p + 2\lambda z) \right) \frac{\partial}{\partial z}.\] \[158\]

**Hamiltonian vector field. Approach I**

Assume that \(\gamma : Q \times \mathbb{R} \to T^*Q \times \mathbb{R}\) is a section of the canonical projection \(T^*Q \times \mathbb{R} \to Q \times \mathbb{R}\), that is, \(\gamma(q, z) = (q, \gamma(p(q), z), z)\). Assume that \(\gamma(Q \times \mathbb{R})\) is a coisotropic submanifold and \(\gamma_{z_0}(TQ)\) are Lagrangian submanifolds for all \(z_0\). Then, since \(\gamma\) only has one non-trivial component, Theorem \[9\] reduces to state that \(\gamma_p = \partial f / \partial q\) for some \(f\) on \(Q \times \mathbb{R}\).

On this situation, by Theorem\[8\] the vector fields \(X_H\) and \(X_H^\gamma\) are \(\gamma\)-related if and only if

\[2\lambda^2 z^2 \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z} - 2\lambda m^2 e^{2\lambda q} - 2\lambda^2 \left( \frac{\partial f}{\partial q} \right)^2 - \lambda \left( \frac{\partial f}{\partial q} \right)^2 + G_1 \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z} - 2G_2 z = 0\]

where

\[G_1 = gm^2 e^{2\lambda q} - gm^2 + \lambda \left( \frac{\partial f}{\partial q} \right)^2 - 2\lambda \frac{\partial f}{\partial q}, \quad G_2 = \lambda^2 \left( 2\lambda \frac{\partial f}{\partial q} + \frac{\partial^2 f}{\partial q^2} - \left( \frac{\partial f}{\partial q} - 1 \right) \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z} \right)\]

**Hamiltonian vector field. Approach II**

Assume that \(\gamma : Q \to T^*Q \times \mathbb{R}\) is a section of the canonical projection \(T^*Q \times \mathbb{R} \to Q\), that is, \(\gamma(q) = (q, \gamma_p(q), \gamma_z(q))\). We assume that \(\gamma(Q)\) is a Legendrian submanifold of \(T^*Q \times \mathbb{R}\); then, \(\gamma_p(q) = \frac{\partial \gamma}{\partial q}\) and \(X_H\) and \(X_H^\gamma\) are \(\gamma\)-related if and only if

\[H \circ \gamma = k,\] \[159\]
for a constant $k \in \mathbb{R}$. Then, the Hamilton–Jacobi equation becomes

$$H(\gamma(q)) = \frac{1}{2m}(\gamma_p + 2\lambda \gamma_z)^2 + \frac{mg}{2\lambda} (e^{2\lambda q} - 1) = k, \quad (160)$$

or, equivalently,

$$\frac{1}{2m} \left( \frac{\partial \gamma_z}{\partial q} + 2 \lambda \gamma_z \right)^2 + \frac{mg}{2\lambda} (e^{2\lambda q} - 1) = k,$$

This equation can be solved for $k \lesssim 0$. We can take the square root and obtain

$$\frac{\partial \gamma_z}{\partial q} + 2 \lambda \gamma_z = \pm m \sqrt{\frac{g}{\lambda} e^{2\lambda q} - 1 - k}$$

This equation is a linear ODE, which can be integrated using standard techniques, obtaining

$$\gamma_z(q) = \frac{e^{-2\lambda q}}{3g\lambda} \left( 3c_1 g\lambda \pm \sqrt{\frac{g e^{2\lambda q}}{\lambda} - 1 - k - 1 \left(-e^{2\lambda q} g + (k + 1)\lambda \right) } \right),$$

where $c_1 \in \mathbb{R}$ is a constant of integration.

## 4 HJ on Almost Poisson Manifolds

In this section we review the HJ theory for dynamical systems that develop their dynamics in manifolds where their compatible geometric structure does not satisfy the Jacobi identity but it fulfills the Leibniz rule.

We start by describing a general HJ on almost Poisson manifolds, to apply it to two particular cases: nonholonomic systems and evolutionary dynamics. So, let us summarize our theory on almost Poisson manifolds to start.

### 4.1 Dynamics on Almost Poisson Manifolds

Let $P$ be a manifold equipped with a bilinear operation $\{ \bullet, \bullet \}$ on the smooth functions $\mathcal{F}(P)$ and that satisfies the Leibniz identities

$$\{ F \cdot G, H \} = \{ F, H \} \cdot G + F \cdot \{ G, H \}, \quad \{ F, G \cdot H \} = G \cdot \{ F, H \} + \{ F, G \} \cdot H. \quad (161)$$

for all $F, G$ and $H$ in $\mathcal{F}(P)$. In this case, $P$ is called a Leibniz manifold, and the bracket is called a Leibniz bracket $[68, 104]$.

In addition to the Leibniz identities, if further the bracket $\{ \bullet, \bullet \}$ is skew-symmetric, then it is called an almost Poisson bracket $[90, 94, 120]$. In this case the manifold $P$ is called an almost
Poisson manifold.

Consider an almost Poisson manifold \((P, \{\cdot,\cdot\})\) and the Jacobiator,
\[
\mathfrak{J} : \mathcal{F}(P) \times \mathcal{F}(P) \times \mathcal{F}(P) \longrightarrow \mathcal{F}(P), \quad (F,G,H) \mapsto \circ \{F,\{H,G\}\}, \tag{162}
\]
where \(\circ\) denotes the cyclic sum. If for an almost Poisson bracket \(\{\cdot,\cdot\}\) the corresponding Jacobiator vanishes identically, then, the bracket satisfies the Jacobi identity (11). An almost Poisson bracket satisfying the Jacobi identity is as Poisson bracket. In this case, \(P\) turns out to be a Poisson manifold.

**Hamiltonian Vector Fields and Characteristic Distribution.** In this formalism, the definition of a Hamiltonian vector field is the same as the one in the Poisson case. We define a Hamiltonian vector field as
\[
X_H(F) := \{F,H\}. \tag{163}
\]
Accordingly, following the formalism given in Poisson case, the Hamilton equation is determined as in (13). Since we assume the skew-symmetry, the Hamiltonian function is conserved along the motion. Further, the definition of a bivector field \(\Lambda\) is exactly the same as the one in the Poisson case. So, we refer to (15) for this definition. The rank of an almost Poisson manifold at a point \(p\) is the dimension of the characteristic distribution
\[
\mathcal{C}_p = \Lambda^2(T^*_pP). \tag{164}
\]
See that the rank is not necessarily the same for every point and in this regard, it is only a generalized distribution. Further, we can state that \(\mathcal{C}\) is not integrable in general.

**From Almost Symplectic to Almost Poisson.** Consider an almost symplectic manifold \(P\) equipped with a two-form \(\Omega\) which is non-degenerate but necessarily closed [57]. Then the identity
\[
(\Lambda^2)^{-1} := -\Omega^\flat \tag{165}
\]
determines a bivector field, but this time the bivector does not necessarily satisfy the Jacobi identity (19). Here, \(\Omega^\flat\) is the musical map associated with the symplectic two-form, as defined in (27). One computes that
\[
\frac{1}{2} [\Lambda, \Lambda] = \Lambda^2(d\Omega) \tag{166}
\]
manifesting that \(\Lambda\) is an almost Poisson manifold. A direct computation shows that the Poisson bracket in (165) is
\[
\{F,H\} := \Omega(X_F, X_H). \tag{167}
\]
where $X_F$ and $X_H$ are Hamiltonian vector fields wrt. an almost symplectic structure. It is evident that if $\Omega$ is a symplectic two-form (that is additionally closed) then, the right hand side of the identity (166) vanishes. Thus, by satisfying the Jacobi identity (19), one arrives at a Poisson structure. In either of the cases, the Poisson structure is non-degenerate so that there exists no non-trivial Casimir functions.

**From Non-degenerate Two-forms to Almost Poisson.** It is possible to carry the discussion done in the previous paragraph to a more general geometry as follows. Consider a (regular) distribution $\mathfrak{F}$ on $P$, assume the existence of a two-form

$$\Omega_{\mathfrak{F}} \in \Gamma(\bigwedge^2 \mathfrak{F}^*)$$

which is non-degenerate on $\mathfrak{F}$. We define now a bivector $\Lambda$ by determining the musical map $\Lambda_{\mathfrak{F}}$ as follows. Let $\alpha$ be a one-form on $P$ and $X \in \mathfrak{X}(\mathfrak{F})$ be a vector field on $\mathfrak{F}$. Then,

$$\iota_X \Omega_{\mathfrak{F}} = \alpha|_{\mathfrak{F}} \iff \Lambda_{\mathfrak{F}}(\alpha) = -X.$$  

(169)

Here, the second equation reads that $\mathfrak{F}$ is the characteristic distribution of the bivector $\Lambda$. Further, if $\mathfrak{F}$ is an integrable distribution and $\Omega_{\mathfrak{F}}$ is additionally closed, then, one arrives at a Poisson manifold. This example is the generic case of (almost) Poisson manifolds. If $\Lambda$ is an almost Poisson bivector with a regular characteristic distribution, then there exits a non-degenerate two form $\Omega_{\mathfrak{F}}$ satisfying (169). If, particularly, $\Lambda$ is a Poisson bivector, then one can find an integrable distribution $\mathfrak{F}$ and a symplectic two-form $\Omega_{\mathfrak{F}}$ on $\mathfrak{F}$.
Table 3: Almost Poisson Manifolds The triple \((\tau, [\cdot, \cdot]_D, \rho_D)\) is an almost Lie algebroid. The dual bundle \(\tau^* : D \rightarrow Q\) where \(D^*\) is the total space of the bundle and \(\tau^*\) the projection. The almost Poisson bracket on the dual is \(\{\cdot, \cdot\}_D\). The dual coordinates on \(D^*\) are \((q^i, p_\alpha)\) and \(\rho_\beta\) are the components of the anchor. Here \(\Lambda_{D^*}\) is an almost Poisson bivector and \(\{\cdot, \cdot\}_D\) is an almost Poisson bracket. Here \(F^0\) is an arbitrary codistribution playing the role of reaction forces.

| Structure         | Characterization                        | Bracket and h.v.f. |
|-------------------|-----------------------------------------|--------------------|
| Lin Almost Pois.  | \([X_\alpha, X_\beta]_D = C^\gamma_{\alpha\beta}X_\gamma\) | \(\{p_\alpha, p_\beta\}_D^* = -C^\gamma_{\alpha\beta}p_\gamma\) |
| \(\tau : D \rightarrow Q\) | \(\rho_D (X_\alpha) = \rho_\alpha^\beta \frac{\partial}{\partial q^\beta}\) | \(\Lambda_{D^*} = \rho_\beta^\gamma \frac{\partial}{\partial q^\beta} \wedge \frac{\partial}{\partial p_\gamma} - \frac{1}{2} C^\gamma_{\alpha\beta} p_\alpha \frac{\partial}{\partial q^\beta} \wedge \frac{\partial}{\partial p_\gamma} \) |
| Nonholonomic      | \(\dim(T_x M) = \dim(F_x), \forall x\) | \(X_{H,M}|_M\) |
| \((T^*Q, \Omega_Q, H)\) | \(TM \cap F^\perp = \{0\}\) | \(X_c = X_H + \lambda Z^a\) |
| \(F^0\)           | \(TT^*Q|_M = TM \oplus F^\perp\) | \((\iota_{X_\gamma} \Omega_Q - dH)|_M \in F^0\) |
| \(M, \{\Psi^a\}\) | \(X_c, \Psi^a = 0\) | \(\Lambda_{nh}(\alpha, \beta) = \Lambda_Q(P^*(\alpha), P^*(\beta))\) |
| \(\mathcal{P} : TT^*Q|_M \rightarrow M\) | \(X_c = \mathcal{P}(X_H)\) | \{\cdot, \cdot\}_{nh} = \Lambda_{nh}(d\cdot, d\cdot)\) |

### Evolutionary Dyn.

| \((M, \eta)\) | \(\eta \wedge \eta^a \neq 0\) | \(\{f, g\} = \frac{\partial f}{\partial q^\alpha} \frac{\partial g}{\partial p_\alpha} - \frac{\partial f}{\partial p_\alpha} \frac{\partial g}{\partial q^\alpha} \) | \(\varepsilon_H = \frac{\partial H}{\partial q^\alpha} \frac{\partial}{\partial p_\alpha} - \frac{\partial H}{\partial p_\alpha} \frac{\partial}{\partial q^\alpha} \) |
| \(\mathcal{L}_\varepsilon \eta = dH - \mathcal{R}(H)\eta\) | \(\eta(\varepsilon_H) = 0\) | \(\varepsilon_H = X'_H + H\mathcal{R}\) | \(+\rho_1 \frac{\partial \mathcal{R}}{\partial z} + \rho_2 \frac{\partial H}{\partial z}\) |

### 4.2 HJ for Linear Almost Poisson Manifolds

To introduce our HJ on linear almost Poisson spaces we introduce some fundamental concepts: almost Lie algebroids, linear almost Poisson structures, the concept of an almost differential, see \[90]\[94]\[120]. For studies directly relating with our further sections, we refer \[3]\[22]\[10]. A recent publication \[63\] gives a general framework in terms of fibered manifolds.

**Almost Lie Algebroids.** An almost Lie algebroid is a triple \((\tau, [\cdot, \cdot]_D, \rho_D)\) that consists of a vector bundle \(\tau : D \rightarrow Q\) over a manifold \(Q\), a skew-symmetric bilinear operation \([\cdot, \cdot]_D\) on the space \(\Gamma(\tau)\) of smooth sections of \(\tau\), and the anchor map \(\rho_D\) from \(\Gamma(\tau)\) to the space \(\mathfrak{X}(Q)\) of vector fields satisfying the identity

\[
[X, fY]_D = f[X, Y] + \rho_D(X)(f)Y
\]

for all real valued functions \(f\) on \(Q\). Note that, we are not necessarily assuming the satisfaction of the Jacobi identity for the bracket \([\cdot, \cdot]_D\). If the Jacobi identity is satisfied, then an almost algebroid turns out to be a Lie algebroid.
Let us assume that the rank of the vector bundle $\tau$ is $m$, and the dimension of the base manifold $Q$ is $n$. Assume that $(q^i)$ is a local coordinate system on $Q$, and $(X_\alpha)$ is a basis of sections $\Gamma(\tau)$. Here, the Latin index $i$ runs from 1 to $n$ whereas the Greek index $\alpha$ runs from 1 to $m$. In these local coordinates, the almost Lie algebroid bracket $[\bullet, \bullet]_D$, and the anchor map $\rho_D$ can be written as

$$[X_\alpha, X_\beta]_D = C_{\alpha\beta}^\gamma X_\gamma,$$

$$\rho_D (X_\alpha) = \rho^i_\alpha \frac{\partial}{\partial q^i},$$

where $C_{\alpha\beta}^\gamma$ are the structure constant of the algebroid, whereas $\rho^i_\alpha$ is the local representative of the anchor.

**Linear Almost Poisson Structures.** Consider an almost Lie algebroid $(\tau, [\bullet, \bullet]_D, \rho_D)$, and the dual bundle $\tau^* : D \rightarrow Q$ where $D^*$ is the total space of the bundle, and $\tau^*$ is the projection. There exists a one-to-one correspondence between the space $\Gamma(\tau)$ of sections of the vector bundle and the space of linear functions on the dual bundle $D^*$. This enables us to arrive at an almost Poisson bracket on $D^*$. Consider the dual coordinates $(q^i, p_\alpha)$ on $D^*$. In this picture, the almost Poisson bracket can be written as

$$\{p_\alpha, p_\beta\}_{D^*} = -C_{\alpha\beta}^\gamma p_\gamma,$$

$$\{q^i, p_\alpha\}_{D^*} = \rho^i_\alpha,$$

$$\{q^i, q^j\}_{D^*} = 0$$

where $C_{\alpha\beta}^\gamma$ are the structure constants of the almost Lie algebroid bracket $[\bullet, \bullet]_D$, and $\rho^i_\alpha$ are the local representatives of the anchor map $\rho_D$ as determined in the equations (170). See that the bracket of two linear functions on $D^*$ is a linear function. This property labels the bracket $\{\bullet, \bullet\}_{D^*}$ as linear almost Poisson bracket. The associated almost Poisson 2-vector $\Lambda_{D^*}$ can be computed to be

$$\Lambda_{D^*} = \rho^i_\alpha \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_\alpha} - \frac{1}{2} C_{\alpha\beta}^\gamma p_\gamma \frac{\partial}{\partial p_\alpha} \wedge \frac{\partial}{\partial p_\beta}.$$  

In the realm of an almost Lie algebroid $(\tau, [\bullet, \bullet]_D, \rho_D)$, the Hamiltonian dynamics defined on the dual space $(D^*, \Lambda_{D^*})$ is generated by a real valued Hamiltonian function $H$ defined by

$$X^H_{D^*} = -\iota_{dH} \Lambda_{D^*}, \quad \dot{z} = \{H, z\}_{D^*}$$

where $\Lambda_{D^*}$ is the almost Poisson bivector and $\{\bullet, \bullet\}_{D^*}$ is the almost Poisson bracket in (171). In the local coordinates, the Hamiltonian vector field is computed to be

$$X^H_{D^*} = \rho^i_\beta \frac{\partial H}{\partial p_\beta} \frac{\partial}{\partial q^i} - \left( \rho^i_\alpha \frac{\partial H}{\partial q^i} + C_{\alpha\beta}^\gamma p_\gamma \frac{\partial H}{\partial p_\beta} \right) \frac{\partial}{\partial p_\alpha},$$

whereas the Hamilton’s equations become

$$\dot{q}^i = \rho^i_\beta \frac{\partial H}{\partial p_\beta}, \quad \dot{p}_\alpha = -\left( \rho^i_\alpha \frac{\partial H}{\partial q^i} + C_{\alpha\beta}^\gamma p_\gamma \frac{\partial H}{\partial p_\beta} \right).$$
We shall denote a Hamiltonian system on a linear almost Poisson space $D^*$ by the triple $(D, \{\bullet, \bullet \}, H)$ where $H$ is the Hamiltonian function on $D^*$.

**Almost Differential.** If de Rham exterior derivative of a function is zero then it is constant. This is a manifestation of integrability, that is the result of the Jacobi identity. As discussed in the previous section, in the realm of constrained systems, the brackets do not necessarily satisfy the Jacobi identity. This implies that the first cohomological space may not be equal to the field of real numbers. That is, there may exist some non-constant functions that vanish under the derivative. In this subsection, we elaborate this in the framework of almost Lie algebroids, as follows.

Assume that the triplet $(\tau, [\bullet, \bullet]_D, \rho_D)$ is a almost Lie algebroid or, equivalently, $(D^*, \{\bullet, \bullet \}_{D^*})$ is an almost Poisson manifold. Then there exists an almost differential $d^D$ on the vector bundle $\tau$ defined by

$$d^D \Psi (X_0, X_1, ..., X_k) = \sum_{i=0}^{k} (-1)^i \rho_D (X_i) \left( \Psi \left( X_0, X_1, ..., \dot{X}_i, ..., X_k \right) \right)$$

$$+ \sum_{i<j} (-1)^{i+j} \Psi \left( [X_i, X_j]_D, X_0, X_1, ..., \dot{X}_i, ..., \dot{X}_j, ..., X_k \right),$$

for a $k$-form $\Psi$. The almost differential of a function $f$ and a one-form $\Phi$ are given by

$$(d^D f) (X) = \rho_D (X) (f)$$

$$d^D \Phi (X,Y) = d^D (\Phi (Y)) (X) - d^D (\Phi (X)) (Y) - \Phi ([X,Y]_D)$$

respectively.

Consider the local coordinates $(q^i)$ on $Q$, a basis $(X_\alpha)$ for the sections in $\Gamma(\tau)$ and the dual sections $(X^\alpha)$ of the dual fibration $\tau^*: D^* \rightarrow Q$. In these local realizations, the almost differential reads

$$d^D q^i = \rho^i_\alpha X^\alpha, \quad d^D X^\gamma = -\frac{1}{2} C^\gamma_{\alpha \beta} X^\alpha \wedge X^\beta,$$

where $\rho^i_\alpha$ are the coordinate representation of the anchor map, and $C^\gamma_{\alpha \beta}$ are the structure constants of the algebroid in (170).

**Remark 1** It is important to note that the set of linear almost Poisson structures on $D^*$, the set of skew-symmetric algebroids on $D$, and the set of almost differential are in one-to-one correspondence.

**Remark 2** If an almost Lie algebroid bracket satisfies the Jacobi identity, so does the associated almost bracket. This means that, if an almost Lie algebroid is a Lie algebroid, then the almost Poisson bracket becomes a Poisson bracket. In this case the almost differential satisfies $(d^D)^2 = 0$. 48
So, we are ready to introduce our HJ on linear almost Poisson manifolds. Let \((D, \tau, Q)\) be a almost Lie algebroid, and \((D, \{\cdot, \cdot\}_D, H)\) be a Hamiltonian system \((173)\). We denote the Hamiltonian vector field by \(X_H^{\Lambda_D^*}\). Consider now a section \(\psi\) of the dual bundle. By commutation of the following diagram, we define a vector field \(X_{H,\psi}^{\Lambda_D^*}\) on the base manifold \(Q\) as follows.

\[
\begin{array}{c}
D^* \xrightarrow{X_H^{\Lambda_D^*}} TD^* \\
\downarrow \tau^* \quad \downarrow T\tau^* \\
Q \xrightarrow{X_{H,\psi}^{\Lambda_D^*}} TQ
\end{array}
\]

Here, \(T\tau^*\) is the tangent lift of the dual projection \(\tau^*\). It is interesting to note that the image space of the reduced vector field \(X_{H,\psi}^{\Lambda_D^*}\) at every point \(q\) in \(Q\) is an element of the image space \(\rho_D(D_q)\) of the anchor map at that point. For the details and proof of this assertion, we cite [10, 34].

**Theorem 11** Let \((D, \{\cdot, \cdot\}_D, H)\) be a Hamiltonian system. Assume that \(\psi\) be a section of the dual bundle \((D^*, \tau^*, Q)\) such that \(d^D\Psi = 0\). The following conditions are equivalent.

1. If \(c(t)\) is an integral curve of \(X_{H,\psi}^{\Lambda_D^*}\) then \(\psi \circ c(t)\) is a solution of \(X_{H,\psi}^{\Lambda_D^*}\).

2. \(\psi\) satisfies the Hamilton-Jacobi equation

\[
d^D(h \circ \psi) = 0. \quad (175)
\]

In the local picture, the previous theorem takes the following particular form. Let \(\psi(q) = (q^i, \psi_\gamma(q))\) then the derivative of \(\psi\) with \(d^D\) is zero if

\[
d^D\psi = 0 \iff C_{\beta\gamma}^\gamma \psi_\gamma \rho_\beta^i \frac{\partial \psi_\beta}{\partial q^i} - \rho_\beta^i \frac{\partial \psi_\beta}{\partial q^i}, \quad (176)
\]

whereas the vanishing of the derivative of the composition \(h \circ \psi\) can be written as

\[
d^D(H \circ \psi) = 0 \iff \rho_\gamma^i \left( \frac{\partial H}{\partial q^i} + \frac{\partial \psi_\beta}{\partial q^i} \frac{\partial H}{\partial p_\beta} \right) = 0. \quad (177)
\]

It is immediate to observe that when \(D\) is the tangent bundle, the anchor map is the identity mapping and the Lie bracket on the sections of the almost Lie algebroid is the Jacobi Lie bracket of vector fields on \(Q\). Then, the theorem reduces to the one in [6]. Note that, in this case, the derivative \(d^D\) turns out to be the de Rham exterior derivative. In this sense, this theorem is a generalization of the geometric Hamilton-Jacobi theorem [6].
**Totally Nonholonomic Case.** As we shall discuss in the following section, a submanifold of the tangent manifold is called nonholonomic if it is not integrable. Since the Jacobi identity is not assumed in the present discussion, we can claim that Theorem 11 is proper for so-called nonholonomic dynamics. Let us consider the following particular realization of an almost Lie algebroid valid for many physical theories. Consider a generalized distribution $\tilde{D}$ on a manifold $Q$ whose characteristic space is $\tilde{D}_q = \rho_D(D_q)$. Denote by $\text{Lie}^\infty(\tilde{D})$ the smallest Lie subalgebra of $\mathcal{X}(Q)$ containing $\tilde{D}$. Consider $\text{Lie}^\infty_q(\tilde{D}) = \{ \tilde{X}(q) \in T_qQ : \tilde{X} \in \text{Lie}^\infty(\tilde{D}) \}$.

then

$$q \rightarrow \text{Lie}^\infty_q(\tilde{D}) \subset T_qQ$$

defines a generalized foliation on $Q$. The skew-symmetric algebroid $(D, [\cdot, \cdot], \rho_D)$ over $Q$ is said to be completely nonholonomic if

$$(\text{Lie}^\infty_q(\rho_D(D))) = \text{Lie}^\infty_q(\tilde{D}) = T_qQ$$

for all $q \in Q$. If the skew-symmetric algebroid $(D, [\cdot, \cdot], \rho_D)$ over $Q$ is completely nonholonomic and $Q$ is connected, then $H^0(d^D) = \mathbb{R}$. However, the condition $H^0(d^D) = \mathbb{R}$ does not imply, in general, that the almost Lie algebroid $(D, [\cdot, \cdot], \rho_D)$ is completely nonholonomic. Note that, if $Q$ is connected and $D$ is a transitive almost Lie algebroid $(\rho_D(D_q) = T_qQ)$, then $H^0(d^D) = \mathbb{R}$ is so. If $H^0(d^D) = \mathbb{R}$ or that the almost Lie algebroid is completely nonholonomic and $Q$ is connected, then the second condition in Theorem 11 turns out to be $h \circ \psi = \text{cst}$. Let us record this case in the following theorem.

**Theorem 12** Let $(D, \{\cdot, \cdot\}_D^*, H)$ be a Hamiltonian system. Assume that $H^0(d^D) = \mathbb{R}$ or that the almost Lie algebroid is completely nonholonomic and $Q$ is connected. Consider also that $\psi$ is a section of the dual bundle $(D^*, \tau^*, Q)$ such that $d^D\Psi = 0$. The following conditions are equivalent.

1. If $c(t)$ is an integral curve of $X_{\Lambda^D}^\Psi$ then $\psi \circ c(t)$ is a solution of $X_{\Lambda^D}^\Psi$.

2. $\psi$ satisfies the Hamilton-Jacobi equation

$$H \circ \psi = \text{cst}.$$  

(178)

### 4.3 Nonholonomic Hamiltonian Dynamics

In the literature, the nonholonomic dynamics first examined in the realm of Lagrangian dynamics. In this setting, the nonholonomic constraints are defined to be a nonintegrable submanifold of
velocity phase space. In general, it is assumed that the projection of this submanifold to the configuration space is assumed to be surjective. This physically corresponds to the idiom that ”all positions are permitted but not all velocities”. In this survey, we approach the nonholonomic formulation from the point of view of Hamiltonian dynamics.

Hamiltonian dynamics under nonholonomic constraints has been widely discussed in various studies [7, 80, 93, 115]. The lack of integrability of the constraints manifests the lack of fulfillment of the Jacobi identity. So, one needs to work on an almost Poisson manifold [4, 16, 22, 109]. To develop a HJ theory for nonholonomic systems we need to introduce first some fundamentals of constrained dynamics. Here we start then by introducing constrained Hamiltonian dynamics, a nonholonomic bracket, etc.

**Constrained Hamiltonian Dynamics.** Consider a Hamiltonian system \((T^*Q, \Omega_Q, H)\). Let \(M\) be a submanifold of \(T^*Q\) of codimension \(k\) defining constraints. Then, \(M\) may be described in terms of a set \(\{\Psi^a\}\) of independent constraint functions in the following way

\[
M = \{z \in T^*Q : \Psi^a(z) = 0\}, \tag{179}
\]

where \(a\) runs from 1 to \(k\). The equation of motion associated to the constrained Hamiltonian system is defined to be

\[
(\iota_{X_c} \Omega_Q - dH)|_M \in F^\circ, \quad X_{H,M}|_M \in TM, \tag{180}
\]

where \(F^\circ\) is just an arbitrary codistribution on \(T^*Q\) playing the role of reaction forces. One can define a distribution \(F\) on \(T^*Q\) such that \(F^\circ\) is the annihilator of \(F\). Here, the latter condition in (180) suggests that the image space of the constraint vector field \(X_{H,M}\) is in the tangent bundle \(TM\) of the constraint manifold.

To guarantee the existence and uniqueness of a vector field \(X_{H,M}\) satisfying (180) we need to impose two conditions:

(i) Admissibility condition:

\[
dim (T_x M) = dim (F_x), \quad \forall x \in M \tag{181}
\]

(ii) Compatibility condition:

\[
TM \cap F^\perp = \{0\}. \tag{182}
\]

Then, the tangent space at each point \(z\) in the constrained submanifold \(M\) can be written as a
direct sum of $T_zM$ and $F_z^\perp$, that is
\[
TT^*Q|_M = TM \oplus F^\perp.
\] (183)
and we can define two complementary projectors as well
\[
\mathcal{P} : TT^*Q|_M \mapsto TM, \quad Q : TT^*Q|_M \mapsto F^\perp.
\] (184)

**Constrained Dynamics as a Projection.** Let us try to exhibit some of the features given in more concrete terms by using the one-forms and vector fields. Assume that the codistribution $F^0$ is generated by the set of one-forms $(\sigma^a)$ where $a$ runs from 1 to the dimension of $F^0$, say $k$. By using the musical isomorphism $\Omega^\sharp$, we compute the symplectic gradients of these generators and obtain a basis $\{Z^a\}$ for the symplectic orthogonal $F^\perp$ of the distribution $F$. If the admissibility condition is assumed, then the submanifold $M$ will be defined in terms of the set of constraints $\{\Psi^a\}$ where the index $a$ runs from 1 to the codimension of $M$. If we denote $X_H$ as the unconstrained Hamiltonian vector field, a solution of the constrained system takes the form
\[
X_c = X_H + \lambda_a Z^a,
\] (185)
where $\{\beta_a\}$ are Lagrange multipliers which can be determined as follows. We have the tangency condition that $X(\Psi^a)$ vanishes identically. So that, we have a linear system of equations
\[
X_H(\Psi^a) + \lambda_b Z^b(\Psi^a) = 0.
\]

The Lagrange multipliers can be determined up to some extent depending on the degeneracy level of the matrix
\[
[C^{ab}] = [Z^a(\Psi^b)].
\] (186)
If the compatibility condition holds, then the rank of the matrix $[C^{ab}]$ is the maximum. In this case, one can compute the Lagrange multipliers $\lambda_a$ uniquely and write a solution as
\[
X_c = \mathcal{P}(X_H) = X_H - C_{ab}X_H(\Psi^b)Z^a
\] (187)
where $C_{ab}$ are the components of the inverse of the matrix $[C^{ab}]$ in (186).

**Nonholonomic Bracket.** Consider a constrained system (180) holding the compatibility condition (182). As previously stated, in this case, we arrive at a well-defined projection (183) from the total space $TT^*Q$ to the tangent bundle $TM$ of the constrained submanifold. Using this projection, we push the canonical Poisson bracket on $T^*Q$ to a bracket on $M$ [22]. To see this bracket, consider
two functions $F_1$ and $F_2$ in $C^\infty(M)$, then
\[ \{F_1, F_2\}_{nh} = \Omega_Q(\mathcal{P}(X_{F_1}), \mathcal{P}(X_{F_2})). \] (188)

This bracket is called a Dirac bracket \cite{74}. Nowadays, we call it the nonholonomic bracket. It is easy to see that the bracket $\{\bullet, \bullet\}_{nh}$ is skew-symmetric and verifies the Leibniz rule. However, in general, the Jacobi identity is not satisfied. So $\{\bullet, \bullet\}_{nh}$ is an almost Poisson structure.

Recall that, by assuming the admissibility condition (181), we can write the projection $\mathcal{P}$ in terms of the symplectic gradients ($Z_j$) of the generators of the codistribution, and constraint functions ($\Psi_a$) as in (187). In this case, the nonholonomic bracket (188) can be computed to be
\[ \{F_1, F_2\}_{nh} = \{F_1, F_2\} + C_{ab}Z^a(F_2)\{F_1, \Psi^b\} - C_{ab}Z^a(F_1)\{F_2, \Psi^b\} \]
\[ + C_{ab}C_{cd}\{\Psi^b, \Psi^d\}Z^a(F_1)Z^d(F_2), \] (189)
where the bracket on the right hand side $\{\bullet, \bullet\}$ is the canonical Poisson bracket on $T^*Q$, and $C_{ab}$ are the components of the inverse matrix of $[C^{ab}] = [Z^a(\Psi^b)]$. Note that the constrained functions $\Psi^a = \Psi^a(q, p)$ are Casimir functions. Now, the dynamics can be written in terms of the nonholonomic bracket as
\[ \dot{z} = \{H, z\}_{nh}. \] (190)

Here, $z = z(t)$ is a curve in $M$. As a result, we deduce that if a unique solution of the constrained dynamics exists, then there exists an almost Poisson structure (189) on the constrained manifold $M$. In this case, the constrained dynamics is generated by the Hamiltonian function $H$ as well.

Consider the canonical Poisson $\Lambda_Q$ induced by the canonical symplectic structure. For any two sections $\alpha$ and $\beta$ of $T^*_MT^*Q$ we put
\[ \Lambda_{nh}(\alpha, \beta) = \Lambda_Q(\mathcal{P}^*(\alpha), \mathcal{P}^*(\beta)). \]
with $\mathcal{P}$ the projector onto $TM$ defined previously. It is easy to see that the operator $\Lambda_{nh}$ can be extended to a genuine two-contravariant skew-symmetric tensor field on an open neighbourhood of $M$ in $T^*Q$. Indeed, it suffices to observe that the projector $\mathcal{P}$ can always be extended to a type $(1,1)$- tensor field on a neighbourhood of $M$. This $\Lambda_{nh}$ is obviously related to the nonholonomic bracket as: $\{\bullet, \bullet\}_{nh} = \Lambda_{nh}(d\bullet, d\bullet)$.

**Almost Lie Algebroid Realization.** Start by defining a set of linearly independent sections $(X_\alpha, Y_a)$, where $a$ runs from 1 to $k$, and $\alpha$ runs from 1 to $m$ with $m + k$ equal to $n$ of the tangent
bundle $TQ$ as follows, for arbitrary $a = 1, \ldots, k$ and $\alpha = 1, \ldots, m$, we have that

$$\langle Y^\alpha, X_\alpha \rangle = 0, \quad \langle Y^\alpha, Y_b \rangle = \delta^\alpha_b,$$

(191)

where $\delta^\alpha_b$ is the Kronecker delta. In a local chart, we have that

$$X_\alpha = X^i_\alpha \frac{\partial}{\partial q^i}, \quad Y_a = Y^i_a \frac{\partial}{\partial q^i},$$

(192)

where the coefficients $X^i_\alpha$ and $Y^i_a$ are real valued functions on $Q$. Note that, at every $q$ in $Q$, the tangent space $T_qQ$ is spanned by the set of vectors $\{X_\alpha(q), Y_a(q)\}$. By considering the subset $\{X_\alpha(q)\}$, one arrives at a subspace of $T_qQ$, denoted by $\bar{D}_q$. The union results in the total space $\bar{D}$ of a vector bundle $\tau : \bar{D} \to Q$ which is the geometric framework of the skew algebroid.

The vector fields $(X_\alpha, Y_a)$ can be considered as linear functions on $T^*Q$ as follows

$$X_\alpha(z) = \langle X_\alpha(\pi_Q(z)), z \rangle,$$

(193)

where the pairing $\langle \cdot, \cdot \rangle$ is the linear algebraic duality between $T_qQ$ and $T^*_qQ$, with $q = \pi_Q(z)$. Using this identification, we define a new set of coordinates $(q^i, p_\alpha, p_a)$ on the cotangent bundle $T^*Q$. Explicitly, the dual coordinates are defined as

$$p_\alpha = X_\alpha(z), \quad p_a = Y_a(z).$$

(194)

Considering the Darboux coordinates $z = (q^i, p_j)$ we have that

$$p_i = X^{\alpha}_i p_\alpha + Y^{\alpha}_i p_a, \quad p_\alpha = X^{\alpha}_a p_i, \quad p_a = Y^{\alpha}_a p_i,$$

(195)

where $X^\alpha(X_\beta) = \delta^\alpha_\beta$, $X^\alpha(Y_a) = 0$ for all $\alpha$ and $a$. In other words, the set $(X^\alpha, Y^a)$ forms a linear independent basis for the sections of the cotangent bundle fibration.

In the coordinate system $(q^i, p_\alpha, p_a)$, the constrained submanifold $M$ presented in (204) turns out to be

$$M = \left\{ (q^i, p_\alpha, p_a) \in T^*Q : \frac{\partial H}{\partial p_a}(q^i, p_\alpha, p_a) = 0, \quad a = 1, \ldots, k \right\},$$

(196)

We have assumed that the Lagrangian function $L$ is non-degenerate. This implies the non-degeneracy of the Hamiltonian function $H$. In light of this fact, a straightforward calculation proves that the rank of the matrix $\left( \frac{\partial^2 H}{\partial p_a \partial p_b} \right)$ is full. So that, in a local open neighborhood, one may solve $p_a$ in terms of $(q^i, p_\alpha)$. This observation result with a local coordinate system $(q^i, p_\alpha)$ for the constrained submanifold $M$, and local sections $\{X^\alpha\}$ from the base manifold $Q$ to the constrained manifold $M$. Using these sections, we define a vector space $\bar{D}_q^*$ at each point $q$ in $Q$, and we can consider $M$
as the total space of the vector bundle with projection $\pi_Q|_M$ and the base manifold $Q$. Here, the fibration $\pi_Q|_M$ is the restriction of the cotangent bundle projection $\pi_Q$ to $M$. Note that this bundle is dual to the bundle $\bar{D} \to Q$ generated by the sections $\{X_\alpha\}$ presented in (192). This leads us to denote $M$ by $\bar{D}^*$ as well. The canonical Poisson bracket on the cotangent bundle $T^*Q$ reduces to an almost Poisson bracket on $\bar{D}^*$. It is computed to be

$$\{q^i, q^j\}_{nh} = 0, \quad \{q^i, p_\alpha\}_{nh} = X^i_\alpha, \quad \{p_\alpha, p_\beta\}_{nh} = \left(\frac{\partial X^i_\alpha}{\partial q^j} X^j_\beta - \frac{\partial X^i_\beta}{\partial q^j} X^j_\alpha\right) p_i \bigg|_M. \quad (197)$$

Here, the first two brackets depend on the induced coordinates $(q^i, p_\alpha)$ on $M$, whereas the last one is defined in terms of $(p_i)$. For the latter one, one should substitute the constraints $p_\alpha = p_\alpha(q^i, p_\alpha)$ to arrive at a final representation. The constrained dynamics in (180) is given by

$$\dot{q}^i = \{q^i, H_M\}_{nh}, \quad \dot{p}_\alpha = \{p_\alpha, H_M\}_{nh} \quad (198)$$

where $H_M$ is the restriction of $H$ to the submanifold $M$.

### 4.4 HJ for Nonholonomic Hamiltonian Dynamics

Consider a submanifold $N \subseteq TQ$ of codimension $k$ in $TQ$ locally described in terms of independent constraint functions $\{\psi^a\}_{a=1,\ldots,k}$ in the following way

$$N = \{(q^i, \dot{q}^i) \in TQ : \psi^a(q, \dot{q}) = 0\}. \quad (199)$$

We assume that $\tau_Q(N) = Q$ or, equivalently, the constraints are purely kinematic. A particularly important example of constraint manifold $N$ is a linear subbundle of the tangent bundle $TQ$. In this case, $N$ is locally generated by linear constraint functions in the velocities given by

$$\psi^a(q, \dot{q}) = \psi^a_i(q) \dot{q}^i. \quad (200)$$

So, we can write $N$ in this case

$$N = \{(q^i, \dot{q}^i) \in TQ : \psi^a_i(q) \dot{q}^i = 0\}. \quad (201)$$

Accordingly, we can define a family of one-forms

$$\overline{\psi}^a(q) = \psi^a_i(q) dq^i \in \Gamma^1(Q) \quad (202)$$

It is easy to realize that the codistribution $N^o$ on $Q$ given by the annihilator of $N$ is (locally) generated by the 1–forms $\overline{\psi}^a$. Then, by pulling the one-forms $\overline{\psi}^a$ back to $TQ$ with the help of the
tangent bundle projection $\tau_Q$, we arrive at one-forms

$$\tau_Q^* \psi^a(q) = \psi^a_i(q) dq^i = S^* (d\psi^a) \in \Gamma^1(TQ). \quad (203)$$

Here, $S$ is the almost tangent structure on $TQ$. Hence,

$$\tau_Q^* (N^o) = S^* (TN^o).$$

As a particular case, let us now apply the (inverse) Legendre transformation and arrive at

$$M = \left\{ (q,p) \in T^* Q : \Psi^a(q,p) = \psi^a_i(q) \frac{\partial H}{\partial p_i}(q,p) = 0 \right\} \quad (204)$$

of the cotangent bundle $T^* Q$. With these definitions, $M$ and

$$F^o = \left\langle \sigma^o := \pi_Q^* \psi^a = \psi^a_i(q) dq^i \right\rangle. \quad (205)$$

satisfy the admissibility condition. In Darboux coordinates, the constraint Hamiltonian system (180) is computed to be

$$\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i} + \beta_a \psi^a_i(q), \quad \psi^a_i(q) \frac{\partial H}{\partial p_i} = 0. \quad (206)$$

Here, the Hamiltonian function has the form (204). It is possible to determine the Lagrange multipliers $\beta_a$ in the equations of motion by simply taking the derivative of the constraint with respect to time. By taking the isomorphic image of the space $F^o$ in Eq. (205), we compute the symplectic orthogonal distribution

$$F^\perp = \langle Z^a = \psi^a_i(q) \partial / \partial p_i \rangle$$

over the cotangent bundle $T^* Q$.

Consider the vector subbundle $N$ given in (201). As discussed previously, see Eq. (202), the constraint functions $\psi^a_i(q)$ lead to the determination of the set of differential one-forms $\psi^a$ on $Q$. Note that, the image space of these one-forms determine a subbundle $N^o$ of the cotangent bundle $T^* Q$ annihilating $N$, and define an ideal

$$\mathcal{I}(N^o) = \left\{ \beta_a \wedge \psi^a : \beta_a \in \Lambda^1(Q) \right\} \quad (208)$$

of the exterior algebra $\Lambda(Q)$. In this setting, a vector field $X$ on $Q$ is called a characteristic vector field of the ideal satisfying $\iota_X(\psi^a) = 0$ for all $\psi^a$. A characteristic vector field $X$ of $\mathcal{I}(N^o)$ preserves the ideal, that is, $\iota_X \mathcal{I}(N^0) \subset \mathcal{I}(N^o)$. Notice that a vector field $X$ taking values in the constraint
subbundle $N$ is a characteristic vector field of the ideal.

As above, for a fixed 1–form $\sigma$ on $Q$ such that $\sigma(Q) \subseteq M$ we will define a vector field $X^\sigma_{H,M}$ on $Q$ by satisfying the following diagram,

\[
\begin{array}{ccc}
M \subseteq T^*Q & \xrightarrow{X_{H,M}} & TT^*Q \\
\sigma \downarrow & & \downarrow T\pi_Q \\
Q \xrightarrow{X^\sigma_{H,M}} & & TQ
\end{array}
\]

\[(209)\]

**Theorem 13** Let $\sigma$ be a 1-form on $Q$ such that $\sigma(Q) \subseteq M$ and $d\sigma \in \mathcal{I}(N^0)$. Then the following conditions are equivalent:

(i) $X^\sigma_{H,M}$ and $X_{H,M}$ are $\sigma$-related

(ii) $d(H \circ \sigma) \in N^0$.

A distribution $D \leq TQ$ is said to be completely nonholonomic (or bracket-generating) if $D$ along with all of its iterated Lie brackets $[D, D], [D, [D, D]], \ldots$ spans the tangent bundle $TQ$. An important result related with this kind of distribution is the following

**Theorem 14 (Chow-Rashevskii’s theorem)** Let $Q$ be a connected differentiable manifold. If a distribution $D \leq TQ$ is completely nonholonomic, then any two points on $Q$ can be joined by a horizontal path $\gamma$, i.e., the derivative of $\gamma$ is tangent to $D$.

A detailed proof of this theorem for regular distributions can be found in [99]. For singular distributions see [71]. A particularly important consequence of this theorem is given by the following result.

**Proposition 15** Let $Q$ be a connected differentiable manifold and $D \leq TQ$ be a completely nonholonomic distribution. Then there is no non-zero exact one-form in the annihilator $D^c \leq T^*Q$.

It is important to remark that this proposition can be analogously proved for the case in which $D$ is a singular distribution by taking into account the Chow-Rashevskii’s theorem for singular distributions.

Let us now present this same theorem in its Hamiltonian counterpart [75], notice that the constraint submanifold is defined to be $M = FL(N_e)$ as in Eq. (204).

**Theorem 16** Assume that the distribution defined by the constraint vector bundle $N$ is completely
nonholonomic. Let $\sigma$ be a 1-form on $Q$ such that $\sigma(Q) \subset M$ and $d\sigma \in \mathcal{I}(N^0)$. Then, the following conditions are equivalent:

(i) $\Gamma^\sigma_{H,M}$ and $\Gamma_{H,M}$ are $\sigma$-related

(ii) $d(H \circ \sigma) = 0.$

Example: Nonholonomic free particle

As an example of application of a nonholonomic HJ theory let us consider a nonholonomic free particle in a three-dimensional space $[7, 29, 34, 54, 64]$. We have $Q = \mathbb{R}^3$ and the Lagrangian of this system reads

$$L = \frac{1}{2}m(\dot{x}^2 + \dot{y}^2 + \dot{z}^2) - V(x, y, z)$$

with constraints given by the equation

$$\dot{z} - y\dot{x} = 0.$$ (210)

From (210) it is straightforward to see that the distribution describing the constraints is the subspace

$$N = \text{span}\left\{ \frac{\partial}{\partial x} + y\frac{\partial}{\partial z}, \frac{\partial}{\partial y} \right\}.$$

The Legendre transform for this system is a map

$$\lambda : TQ \to T^*Q, \quad \lambda(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (x, y, z, m\dot{x}, m\dot{y}, m\dot{z}),$$

which means that in the Hamiltonian picture the system is described by a Hamiltonian

$$H = \frac{1}{2m}(p_x^2 + p_y^2 + p_z^2) + V(x, y, z).$$ (211)

Using Legendre map we also obtain a constraint submanifold $M := \lambda(N)$ in $T^*Q$, which is described by the equation $p_z - yp_x = 0$ and therefore it is spanned by the one form

$$M = \text{span}\left\{ dx + ydz \right\}.$$

Using the above results we can find the decomposition (183), which in this case reads

$$TT^*Q|_M = TM \oplus F^\perp,$$

$$F^\perp = \text{span}\left\{ \frac{\partial}{\partial p_z} - y\frac{\partial}{\partial p_x} \right\}.$$
From the above one can derive that the projection on $TM$ is a map 

$$P = id_{TT^*Q|_M} - \frac{1}{1 + y^2} \left( \frac{\partial}{\partial p_z} - y \frac{\partial}{\partial p_x} \right) \otimes (dp_z - ydp_x - p_x dy).$$

One can use the above projection to write down the nonholonomic Hamiltonian vector field of \[211\], which by definition reads

$$X_{H,M} = P(X_H) = \frac{p_x}{m} \frac{\partial}{\partial x} + \frac{p_y}{m} \frac{\partial}{\partial y} + \frac{p_z}{m} \frac{\partial}{\partial z} - \frac{1}{y^2 + 1} \left( \frac{\partial V}{\partial x} + y \frac{\partial V}{\partial z} + \frac{yp_xp_y}{m^2} \right) \frac{\partial}{\partial p_x}$$

$$- \frac{\partial V}{\partial y} \frac{\partial}{\partial p_y} - \frac{1}{y^2 + 1} \left( y \frac{\partial V}{\partial x} + y^2 \frac{\partial V}{\partial z} - \frac{p_xp_y}{m^2} \right) \frac{\partial}{\partial p_z}.$$

Let us move to the HJ theorem. We start with a one-form $\sigma = \sigma_1 dx + \sigma_2 dy + \sigma_3 dz$. To enforce the condition $d\sigma|_{\mathcal{N} \times \mathcal{N}} = 0$ we have to calculate

$$d\sigma \left( \frac{\partial}{\partial x} + y \frac{\partial}{\partial y}, \frac{\partial}{\partial y} \right) = 0,$$

which in coordinates leads to the equation

$$(1 + y^2) \frac{\partial \sigma_1}{\partial y} + y \sigma_1 - \frac{\partial \sigma_2}{\partial x} - y \frac{\partial \sigma_2}{\partial z} = 0.$$

Notice that $\{X_1, X_2, [X_1, X_2]\} = T^*Q$, which means that the distribution $\mathcal{N}$ is completely non-holonomic. Therefore, the equation $d(H \circ \sigma) \in \mathcal{N}^\circ$ is equivalent to the equation $H \circ \sigma = E$ and the nonholonomic HJ equation reads

$$\frac{1}{2m} \left( (1 + y^2)\sigma_1^2 + \sigma_2^2 \right) + V(x, y, z) = E,$$

where $E$ is a constant. For a discussion of the solution of the above equation for $m = 1$ and $V = 0$ see \[33\].

### 4.5 HJ for Evolution Dynamics on Contact Manifolds

Another vector field can be defined from a Hamiltonian function $H$ on a contact manifold $(M, \eta)$, this is the so-called the evolution vector field of $H$ \[108\]. The use of the evolution vector field is interesting when one describes a thermodynamics problem geometrically (see \[107\]).

It is denoted as $\varepsilon_H$ and it satisfies

$$\mathcal{L}_{\varepsilon_H} \eta = dH - \mathcal{R}(H)\eta, \quad \eta(\varepsilon_H) = 0. \quad (212)$$
In local coordinates it is given by

$$\varepsilon_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \left( \frac{\partial H}{\partial q^i} + \frac{\partial H}{\partial z} p_i \right) \frac{\partial}{\partial p_i} + p_i \frac{\partial H}{\partial z},$$

(213)

so that the integral curves satisfy the evolution equations

$$\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i} - p_i \frac{\partial H}{\partial z}, \quad \dot{z} = p_i \frac{\partial H}{\partial p_i}. \quad (214)$$

The evolution and Hamiltonian vector field are related by

$$\varepsilon_H = X_c^\gamma H + H R.$$

There are two possible approaches to review the dynamics explained in terms of evolutionary vector fields.

Assume that $\gamma$ is a section of the canonical projection $\pi : T^*Q \times \mathbb{R} \rightarrow Q \times \mathbb{R}$, say $\gamma : Q \times \mathbb{R} \rightarrow T^*Q \times \mathbb{R}$. In local coordinates we have $(q^i, z) \mapsto \gamma(q^i) = (q^i, \gamma_j(q^i), z)$. Therefore, we can define the projected evolution vector field $E^\gamma_H = T\pi \circ E_H \circ \gamma$.

**Theorem 17** Assume that a section $\gamma$ of the projection $T^*Q \times \mathbb{R} \rightarrow Q \times \mathbb{R}$ is such that $\gamma(Q \times \mathbb{R})$ is a coisotropic submanifold of $(T^*Q \times \mathbb{R}, \eta_Q)$, and $\gamma_z(Q)$ is a Legendrian submanifold of $(T^*Q \times \mathbb{R}, \eta_Q)$, for any $z \in \mathbb{R}$. Then, the vector fields $E_H$ and $E^\gamma_H$ are $\gamma$-related if and only if

$$d(H \circ \gamma) + \gamma_o \gamma^\ast(\Theta_Q) = 0,$$

(215)

where $\gamma_o = \frac{\partial H}{\partial z} + \frac{\partial H}{\partial z} \frac{\partial \gamma}{\partial p_i} \frac{\partial}{\partial z}$.

Equation (215) is referred to as the *Hamilton-Jacobi equation for the evolution vector field*. A section $\gamma$ fulfilling the assumptions of the theorem and the Hamilton-Jacobi equation will be called a *solution* of the Hamilton-Jacobi problem for the evolution vector field of $H$.

**Approach II** We will keep the notations of the previous subsection, although now $\gamma$ is a section of the canonical projection $\pi : T^*Q \times \mathbb{R} \rightarrow Q$, say $\gamma : Q \rightarrow T^*Q \times \mathbb{R}$. In local coordinates we have $(q^i) \mapsto \gamma(q^i) = (q^i, \gamma_j(q^i), \gamma_z(q^i))$. As in previous sections, we define the projected evolution vector field $E^\gamma_H = T\pi \circ E_H \circ \gamma$.

In this context, we have the following.

**Theorem 18** Assume that a section $\gamma$ of the projection $T^*Q \times \mathbb{R} \rightarrow Q$ is such that $\gamma(Q)$ is a Legendrian submanifold of $(T^*Q \times \mathbb{R}, \eta_Q)$. Then, the vector fields $E_H$ and $E^\gamma_H$ are $\gamma$-related if and only if

$$d(H \circ \gamma) = 0,$$

(216)

where $\gamma = j^1 f$, for some $f : Q \rightarrow \mathbb{R}$.
Equation (216) is referred to as the Hamilton-Jacobi equation for the evolution vector field. A section $\gamma$ fulfilling the assumptions of the theorem and the Hamilton-Jacobi equation will be called a solution of the Hamilton-Jacobi problem for the evolution vector field of $H$.

**An Example**

We again consider the Hamiltonian $H$ of the parachute equation, as in (157):

$$H(q, p, z) = \frac{1}{2m}(p + 2\lambda z)^2 + \frac{mg}{2\lambda}(e^{2\lambda q} - 1),$$

where $\lambda, g \in \mathbb{R}$ are constants. The extended phase space is $T^*Q \times \mathbb{R} \simeq \mathbb{R}^3$.

Its evolution vector field is given by

$$\varepsilon_H = \frac{p + 2\gamma z}{m} \frac{\partial}{\partial q} - \left(mge^{2\lambda q} + 2\gamma \frac{p}{m}(p + 2\lambda z)\right) \frac{\partial}{\partial p} + \left(\frac{p}{m}(p + 2\lambda z)\right) \frac{\partial}{\partial z}.$$  

**Evolution vector field. Approach I**

We choose a section $\gamma : Q \times \mathbb{R} \to T^*Q \times \mathbb{R}$ as in the approach I for the Hamiltonian vector field. Again, we assume that $\gamma(Q \times \mathbb{R})$ is a coisotropic submanifold and $\gamma_{z_0}(TQ)$ are Lagrangian submanifolds for all $z_0$. Using Theorem 17, $E_H$ and $E_{\gamma H}$ are $\gamma$-related if and only if

$$2\lambda^3 z^2 \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z} - g\lambda m^2 e^{2\lambda q} - \lambda \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q^2} + F_1 \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z} + 2F_2 z = 0,$$

where

$$F_1 = gm^2 e^{2\lambda q} - gm^2 + \lambda \left(\frac{\partial f}{\partial q}\right)^2 - 2\lambda \frac{\partial f}{\partial q}, \quad F_2 = \lambda^2 \left(\frac{\partial^2 f}{\partial q^2} - \left(\frac{\partial f}{\partial q} - 1\right) \frac{\partial f}{\partial q} \frac{\partial^2 f}{\partial q \partial z}\right).$$

**Evolution vector field. Approach II**

Now we choose a section $\gamma : Q \to TQ \times \mathbb{R}$ and assume that is image is Legendrian. Equivalently $\gamma = j^1 f$. $E_H$ and $E_{\gamma H}$ are $\gamma$-related if and only if

$$d(H \circ j^1 f) = 0.$$  

That is,

$$\frac{1}{m} \left(\frac{\partial \gamma z}{\partial q} + 2\lambda \gamma z\right) \left(\frac{\partial^2 \gamma z}{\partial q^2} + 2\lambda \frac{\partial \gamma z}{\partial q}\right) + mge^{2\lambda q} = 0.$$  

(219)
5 Conclusions

This review paper presents an enhancement of some former results published by the authors. The theories have been categorized, merged and enhanced in such a way that our scattered results are gathered here as subcases of more general structures that classify them. So, in this review we have presented a new classification of HJ theories according to two main identities: the Leibniz and the Jacobi identity. This classification depends on the character of the geometric structure under study: either fulfills the Leibniz identity, or the Jacobi identity, or both. All the examples included in this review paper are new examples, hence, we are providing new content alongside the review of our former content. This review also includes a HJ theory for conformal Hamiltonian systems that had not been included in any of our former publications. This is why the introduction of a HJ for conformal Hamiltonian systems is a novelty in this review. The HJ for conformal Hamiltonian systems is introduced as a particular case of the HJ for systems with external forces.

Our starting point in Section 2 is the geometric HJ Theorem recast in the symplectic framework and then we have presented some immediate generalizations of this formulation within the Poisson category. We have presented a geometric HJ Theory for conformal Hamiltonian dynamics in Subsection 2.4. This novel HJ formulation is obtained as a particular case of the HJ theory including external forces. After cosymplectic Hamiltonian dynamics is exhibited, a HJ formulation for this geometric background is given in Subsection 2.6, constituting the proper setting for time dependent Hamiltonian dynamics. The dynamical equations in this section are in the realm of Poisson manifolds. Table 2.1 briefly summarizes the ingredients of this section.

As mentioned previously, in order to determine a compendium of various HJ theories, we have relaxed the Leibniz and Jacobi identity fulfillment (one or the other) to arrive at Jacobi and almost Poisson geometries, respectively. We plot the following diagram to summarize the geometric frameworks discussed in this survey.
It is important to note that Jacobi manifolds can be interpreted as a foliation of LCS manifolds for even dimensions and contact manifolds for odd dimensions. According to the classification, in Section 3 we have examined the HJ theory for these two subcases of Jacobi manifolds, namely LCS and contact manifolds. In Subsection 3.3 a geometric Hamilton-Jacobi theory is given for Hamiltonian dynamics on LCS manifolds, whereas in Subsection 3.5 a geometric Hamilton-Jacobi theory is given for classical Hamiltonian dynamics on contact manifolds. Such a direct classification of almost Poisson manifolds does not exist in the literature. Section 4 is reserved for generalizations of the HJ theory for several particular instances of almost Poisson manifolds. In Subsection 4.2 we started the section by examining linear almost Poisson dynamics and the HJ theory for this geometry. Then, in Subsection 4.4 we have focused on the HJ theory of nonholonomic Hamiltonian dynamics. HJ for evolution Hamiltonian dynamics on contact manifolds is given in Subsection 4.5. We present the following picture to exhibit several particular geometries in the realm of almost Poisson frameworks.
In the picture we also exhibit almost cosymplectic manifolds, for which contact manifolds and cosymplectic manifolds are particular instances. Further, we comment that on a contact manifold two different brackets can be determined. One is the classical contact bracket which is Jacobi, the other one is the evolution contact bracket, which is almost Poisson.

Two generalizations or/and complements of this survey can be given by discrete versions and field theoretical extensions of the classical formulations presented. As mentioned previously, there is extensive literature for these generalizations. We plan to pursue these directions in our future works in order to collect a more complete picture of the geometric HJ theory. Let us finish this paper stating two open problems in the classical setting.

(1) We cite [35], where nonholonomic constraints are imposed on both the Lagrangian and Hamiltonian picture on contact manifolds. We find interesting to pursue a geometric Hamilton-Jacobi theory for these constrained dynamics.

(2) As studied in Subsection 4.2, linear almost Poisson geometry can be recast on the dual of an almost Lie algebroid. We find interesting to discuss the HJ theory for the case of contact geometry in the realm of almost Lie algebroids, so we can arrive at a theory in the intersection area of almost Lie algebroids, contact manifolds and geometric Hamilton-Jacobi theory.
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