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Abstract

Lately there has been a lot of discussion about why deep learning algorithms perform better than we would theoretically suspect. To get insight into this question, it helps to improve our understanding of how learning works. We explore the core problem of generalization and show that long-accepted Occam’s razor and parsimony principles are insufficient to ground learning. Instead, we derive and demonstrate a set of relativistic principles that yield clearer insight into the nature and dynamics of learning. We show that concepts of simplicity are fundamentally contingent, that all learning operates relative to an initial guess, and that generalization cannot be measured or strongly inferred, but that it can be expected given enough observation. Using these principles, we reconstruct our understanding in terms of distributed learning systems whose components inherit beliefs and update them. We then apply this perspective to elucidate the nature of some real world inductive processes including deep learning.

Introduction

We have recently noticed a significant gap between our theoretical understanding of how machine learning works and the results of our experiments and systems. The field has experienced a boom in the scope of problems that can be tackled with machine learning methods, yet is lagging behind in deeper understanding of these tools. Deep networks often generalize successfully despite having more parameters than examples, and serious concerns have been raised that our full suite of theoretical techniques including VC theory, Rademacher complexity, and uniform convergence are unable to account for why. This suggests that we do not understand generalization in quite the right way. To build a better sense of the nature of learning, it helps to start with the fundamentals.

Induction is a process of extrapolating from data. We fit a pattern to our observations and use it to predict what we have not yet seen. But there are infinite patterns that fit any data. Some will successfully predict the future; others will not. The problem of induction boils down to this problem of choosing the best patterns/hypotheses/explanations amongst the sea of possibilities. We refer to this difficulty as the underdetermination of induction.

The philosophical tools for performing this selection—Occam’s razor or principles of parsimony—state that we should choose the simplest pattern that fits as our primary hypothesis. The justification for this is often intuitive. Simplicity has been used to explain induction at least since Aristotle and appears to have helped in a myriad of uses. However, attempts to make this notion precise have resulted in a plethora of formalisms and principles that only somewhat commute. In this essay, we explore the nature of these principles and demonstrate that there is no privileged notion of simplicity that can guide induction. Instead of relying on generalization techniques based on model complexity and data sample size, we show that a grounded explanation of the performance of inductive inference is achievable only by examining the holistic process by which our arbitrary prior beliefs come to reflect the structure of the world.
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We argue that the assumptions used to guide most theoretical approaches to learning are applied based on empirical and imperfect beliefs about our systems of study, and therefore that they may only be used as heuristics. Without these assumptions, we cannot generally benefit from statistical guarantees that emerge from principles like independence. We demonstrate that general inductive inference is facilitated by a correspondence between a model and process, and that the only reliable way to achieve this correspondence is by proceeding from a state of unknown model performance to improved performance via extended causal chains of observation, belief update, and belief transfer. All learning occurs relative to a set of prior beliefs, and generalization performance may not be measured in absolute—only as improvement.

Using these results on the relativistic nature of induction, we argue that an understanding of the effectiveness of contemporary machine learning methods requires a broader view of how researchers’ beliefs affect decisions about model structure, training process, and hyperparameter choice, as well as how these beliefs emerge from scientific experimentation and communication. By recognizing the role of prior learning in the formation of the inductive biases of our machine learning models, we can not only come to see why these models are so much more effective than current theory indicates, but how the inductive nature of the scientific process, human culture, and even biological evolution form a single learning system that serves to improve our understanding of our world via observation, communication, and revision of belief.

A general construction

In order to explore the nature of induction, it is helpful to establish basic concepts. Learning involves some process we are trying to predict, some observations of data generated by that process, and other unobserved data that might be generated by the process in the future. There is also a learner or model whose goal is to observe data from the process and use these observations to improve at predicting future data generated by that process.

Often in machine learning theory, we study learning in constrained scenarios. For instance, we can prove strong guarantees on the sample complexity of learning a linearly-separable concept\(^1\). This is a viable approach because we have analytically\(^2\) stipulated that the true concept is linearly separable. While this can be done when working with theory, it doesn’t apply to most real world learning. In many learning scenarios, we may have a strong suspicion that a concept is roughly linearly-separable and therefore decide to use a linear SVM\(^3\) to approximate it, but this is just a heuristic. Furthermore, this belief is fallible, as it emerges from its own inductive process where we observe data from the world and update our own beliefs. If we follow this rabbit hole, we will inevitably find that in any true synthetic process that we wish to predict, we cannot rule out any hypotheses or benefit from stronger guarantees than are possible in the general induction scenario. This is important because it means that, if we really want to understand the nature of induction processes, we need to study the fully general empirical problem\(^4\) even when the proximal process we are trying to predict appears to come largely from a simpler class.

To maximize generality, we do not assume that all data are generated by drawing at random from a probability distribution. Rather there may exist some arbitrary sequential relationship between the data. This allows us to capture things like causality, state, and other complex dependencies with prima facie unclear bounds. Formally, we can think about a piece of data as an element from a finite set of possible observations. We denote this set as the alphabet or \(a\). The alphabet represents a part of the interface between the learner and the world in that it defines the kinds of information or distinctions that the learner can perceive. It is the same concept as in information theory\(^4\).

As data are observed, we accumulate an ordered sequence of observations that can be represented via a finite series or string \(o \in O\) of elements from a where the first element in the string is the first observation and so on\(^5\). We also have an infinite sequence \(s_n\) of data that the process will generate, which represents the full extent of what one would observe if they were to make observations ad infinitum. In the context of a model, we may alternatively refer to sequences as hypotheses \(h \in H\). For a given learner observing from a given process \(p \in P\), there is exactly one sequence of data that will be observed\(^6\). We call this the true hypothesis.

---

1Some problems such as chess really are analytic, in which case this theory may not apply.
2In cases where choice of alphabet is clear or unimportant, we drop the subscript to streamline the notation.
3For simplicity of presentation, we assume determinism. This is without loss of generality.
By considering all possible sequences of observed data, we absolve ourselves from the need to enumerate and describe all of the possible complex-structured models. For instance, non-iid models may have a Markov property depending on an arbitrary number of steps back. There might not even be a limit to the length of the dependency. We don’t want to have to worry about this.

If we naively attempt to assign a probability distribution to all possible sequences of data, we will find that the set is uncountable and that this cannot be done. To ameliorate this, we use a trick from algorithmic information theory and consider only sequences that can be described or generated from a finite string. We define a **describable sequence** as any sequence \( s \) where there exists an algorithm or computer \( p \) such that for each element \( e \in s \), \( p \) generates \( e \) in finite time/computation steps.

With this set defined, we then want to be able to describe a particular sequence. To do this, we need to define a **universal description language**, or udl. A udl is defined as a 1:1 mapping between the set of finite strings from an alphabet \( a \) and the set of describable sequences from a possibly different alphabet \( b \) such that the mapping is describable. A mapping is describable if it can be generated by a universal computer given a finite description. To show that the set of describable sequences is unique for a given alphabet, we need only consult the definition of a universal computer, which says that it can do anything that any other computer can do.

Given all of this structure, we define a **model** as a probability distribution over the set of describable hypotheses such that there is no hypothesis where the probability is infinitesimal. We further define a **general model** as a model where no probabilities of individual hypotheses are equal to zero and a **special model** as a model where some hypothesis probabilities are equal to zero. As we will see, general models allow us the full power of general learning, whereas special models allow us to have smaller hypothesis spaces, such as in effectively all contemporary machine learning models.

In order to perform general induction, we need to be able to learn over the set of all **possible processes** rather than a subset that we believe to be most likely. If we were to restrict ourselves to a subset via a special model, we would be unable to learn that we are wrong about our original assumption, no matter how many observations we make. This is highly restrictive in general. Rather if we consider all possible processes, we can still represent our belief that some subset is more likely, but we are not restricted to considering only that subset should our beliefs turn out awry. It is worth noting that IID processes may also be represented here via a process of marginalization to reflect independence.

We then define learning as the act of observing a subsequent element from a data sequence generated by a given process, removing the set of hypotheses that are inconsistent with the observation, and renormalizing the probability distribution by dividing each probability by the sum of the probabilities in the updated set. This is formally equivalent to a Bayesian learning process and turns our model distributions into fully general learning algorithms.

We also want to be able to measure or evaluate the performance of a model. We can do this either in terms of how much probability it assigns to the true hypothesis or in terms of its predictive performance over unobserved data.

**Definition 1.** The **model-process correspondence** captures how closely the model distribution agrees with the process distribution. In the case of the fully deterministic processes we work with in this paper, this is simply the probability assigned by the model to the true data sequence.

**Definition 2.** The **model-process alignment** is the probability that a prediction made by the model will agree with data produced by the process. This is computed over all subsequent observations and all symbols in the alphabet using the model’s probability distribution over hypotheses.

The idea behind correspondence is to capture the ability of the model to select the true hypothesis, whereas alignment captures the extent to which the model is able to predict future observations.

**Occam’s razor**

Given these definitions, we can now explore the nature of general learning. Our primary goal is to understand how induction proceeds despite underdetermination. Many hypotheses fit, few generalize.

---

4We limit ourselves to describable sequences because it is impossible to distinguish between describable and nondescribable concepts with finite data and it is more useful to assume describability.

5To simplify our study, we do not work directly with conditional processes nor with real valued data, though extensions can be made to our formalism to accommodate these and the results do not change categorically.
How do we choose? The umbrella principle we typically use for solving this general problem is Occam’s razor or the principle of parsimony. It can be understood as a preference towards simpler hypotheses (or explanations) over more complex ones. When comparing hypotheses that fit the data equally, we often use Occam’s razor arguments to motivate choosing the simpler hypothesis.

There are many formal approaches to these problems and they can be divided into two broad classes of Occam’s razor arguments: inductive Occam’s razors and descriptive Occam’s razors. We will show that, while Occam’s razors are useful in special cases, no Occam’s razor argument is sufficient to ground induction in general, as the concept of simplicity is fundamentally contingent upon one’s perspective and prior beliefs.

**Inductive Occam’s razor**

Inductive Occam’s razors include the simplicity principles utilized by VC theory, Rademacher complexity, AIC/BIC[21][22], and the Bayesian Occam’s razor[23]. These all construct a concept of simplicity based around the amount of bias, or uncertainty in the model. While these are important concepts, it is well-known that this sense of simplicity is not capable of general model selection, as any increase in confidence (simplicity) has a corresponding decrease in confidence over other possible hypotheses[24]. While this is important, it diverges from the main thread of our argument and therefore further elaboration can be seen in the appendix.

**Descriptive Occam’s razor**

Descriptive Occam’s razor arguments are designed to mitigate the limitations of inductive Occam’s razors. The idea is that some models are a priori more likely than others because they are fundamentally simpler. This is cached out by arguing that some models are shorter to describe, which is the focus of the theories of minimum description length[25], minimum message length[26], and Solomonoff induction[27][28]. To evaluate this idea, we have to introduce some concepts that allow us to think about the minimum description length of various models.

We define the minimum description length of a hypothesis sequence $h$ in a given language $ul$ as the length of the shortest description string $d$ that causes language $ul$ to generate $h$. Formally, this is $\text{MDL}(ul, h) := \min(len(d))$ s.t. $ul(d) = h$

Descriptive Occam’s razor arguments in the algorithmic information theory tradition use these minimum description lengths to encode the relative simplicity of a hypothesis. Given these simplicity measures, we can formulate a probability distribution that favors simpler models over more complex ones. One way to do this is via the Solomonoff construction.

**Definition 3.** A Solomonoff-model is a general model derived from a universal language $ul$ via the Solomonoff construction, which gives the probability of a hypothesis $h$ as $p(h, ul) \propto |a|^{-\text{MDL}(ul,h)}$ where $|a|$ is the cardinality of the alphabet. For any universal language $ul$, we can refer to the canonical Solomonoff model for that language as $m_{ul}$.

Solomonoff uses his construction and the Bayesian learning process defined earlier to produce a general learning system that can, given enough data, learn to predict any sequential process in the sense that the limit of induction over infinite data is the true process[29][17]. This is true for any general model and can intuitively be understood as the increasing allocation of probability mass on the true hypothesis as additional observations continue to rule-out competing hypotheses. It can also be proven, via the algorithmic information theory invariance theorem, that switching to a different description language only affects the MDL of any given hypothesis by at most a constant factor dependent only upon the choice of the two languages[30]).

**Theorem 1 (Invariance).** For any two universal languages $ul1$ and $ul2$, and for any describable sequence $s$, the difference between the minimum description length of $s$ in $ul1$ and $s$ in $ul2$ is at most a constant $c$ dependent only upon the choice of $ul1$ and $ul2$.

**Proof.** Universal languages are equivalent to universal computers. Universal computers ($uc \in UC$) have a property whereby one $uc$ can be used to simulate another $uc$ via only a finite description of

---

6The concepts and formalisms that we use are consistent with, but differ a bit from the associated concepts in algorithmic information theory. This is for clarity of presentation, given that a lot of the details in AIT are not directly relevant to this paper.
the other uc. If we prepend this finite description to any description sequence, we can leverage the other uc to generate our sequences. The only description length cost is this finite prepended string that is dependent only upon the choice of uc\textsuperscript{31}\textsuperscript{32}.

The effect of this invariance theorem on induction is to show that any differences in the prior probability distribution due to the choice of description language will eventually be overridden by Bayesian update after only a finite number of steps. This limits the effect of the choice of description language and gives us what can reasonably be called a “universal learning machine.”

Typically the matter is left there, and further investigation goes into how to practically approximate such a universal learning machine or how to get a sense of how quickly the machine will learn\textsuperscript{33}. But this is not the end of the story. There is an adversarial corollary to the invariance theorem which shows that general learning is not quite as it seems.

Relativity

Though we can learn successfully from any choice of description language, the nature of any induction we perform may be dramatically affected by this choice. A universal simplicity measure that can justify induction should be able to prove that there exist some hypotheses that are universally more probable than others. We show that this is not possible in the following theorem.

Theorem 2 (No universal probabilities). For any finite set of hypotheses, the relative probability of these hypotheses in a Solomonoff prior is entirely dependent upon our choice of description language.

Proof. This comes from the definition of a universal description language. Any describable mapping from description strings to hypothesis sequences is a valid language. It is straightforward to describe a mapping in which any finite set of strings maps arbitrarily to any finite set of sequences.

More generally, the result we are looking for is simply that any describable mapping between these sets is an equally valid description language and therefore defines an a priori equivalent Solomonoff model. Since this includes reorderings of arbitrary finite sets, it is clear that there can be no universal probabilities or even relative probabilities assigned to any hypotheses.

While prior probabilities cannot have universal relative orderings, this might appear to be irrelevant, as some guarantee could conceivably emerge once we observe a sufficient amount of data. This is also not true. The following theorem shows that no finite amount of observed data can guarantee that the probability of any hypothesis is greater than the probability of any other.

Theorem 3 (Choice of description language can overwhelm any finite data). For any finite string of observed data and any finite set of describable hypotheses consistent with those data, the relative description lengths of the hypotheses can be arbitrarily modulated by the choice of udl.

Proof. Similar to above. Choose a set of hypotheses consistent with the data. Apply theorem\textsuperscript{2}.

It is also interesting to observe that a corollary of this theorem derives the generally assumed statistical fact that post-hoc inference is fallacious.

Theorem 4 (Post-hoc fallacy). For any observed data string o and any describable prediction sequence s, it is always possible to choose a hypothesis h such that h = os (o concatenated with s)

Proof. h is by definition describable. o is describable because it is finite. We can construct a description for os by describing the concatenation of o and s. The existence of this description proves that it is in the universal hypothesis space.

This shows that it is always possible to choose a model that makes a desired prediction (supports a hypothesis) and is consistent with known data. This is important not only for its role in helping us understand the post-hoc fallacy, but in how it offers a basis for relativity. It shows that we can always find a model that is consistent with known data and makes any prediction we choose. Similarly, we can show that, after any finite amount of observations, the set of possible unobserved sequences remains the same.

Corollary 4.1 (Prior-posterior symmetry). For any finite set of observations, the set of describable posteriors is the same as the set of describable priors.
Given this result, our last hope for universal probability is to ask whether there are any a priori reasons to choose one description language over another. We can also show that there are none.

**Theorem 5** (No privileged language). There does not exist a udl that is fundamentally simpler than any other in that it is shorter to describe or generates simpler descriptions overall.

**Proof.** Solomonoff induction involves an assumed default description language $D$. The invariance theorem shows that any other UDL can be simulated by adding at most a finite constant. These alternative description languages $A$ therefore require overhead to simulate and are not as simple as $D$. By symmetry, if we choose any alternative UDL $a \in A$ as our default, $D$ becomes part of the alternatives set and is therefore more complex than $a$. For any choice of default description language, that description language becomes the most simple.

---

**The relativity of induction**

But this does not ruin our ability to perform induction, it simply requires that we look at it from another perspective. As we saw in the descriptive Occam’s razor section, it is possible to learn successfully given any choice of universal description language. We can now reconcile these results.

To understand how real world learning systems fit into this picture, it is helpful to introduce the concept of sequential *submodels*. For any general learning process, we can choose whether to view the system as a single learner receiving lots of data over long periods of time or as a sequence of sublearners connected via their prior and posterior distributions. In such a scheme, submodel $m_1$ starts with a random prior distribution, since we don’t have any way of guessing this correctly. $m_1$ then makes some observations from the process and updates accordingly. The result is submodel $m^*_1$ and it most likely has higher correspondence with the process than submodel $m_1$. We can then define submodel $m_2$ such that its prior distribution is given by the posterior distribution $m^*_1$. $m_2$ goes through the same process as $m_1$ and results in $m^*_2$. We can iterate on this process arbitrarily many times until we reach $m_n$. This chain of belief transfer is equivalent to Bayesian inference. $m_n$ has a prior distribution determined by the learning that came before it, and we still do not know the alignment between this distribution and the process. We can, however, reasonably suspect that there is a decent level of alignment because the prior of $m_n$ is the result of a significant amount of learning that happened previously. These submodels are far more like the models that we encounter everyday than the full general model is. This is because the prior beliefs of our learning systems do not come from a tabula rasa, but from previous learning. We can say that submodel $m_n$ operates relative to the chain of learners that came before it and which are responsible for its inductive bias.

Of course in the real world, such belief transfer is not limited to a long chain, but can be in the shape of an arbitrary causal graph. Though we will not explore this formally here, it is important to be able to see how this applies. Because submodels exist only as part of a larger inductive system, and because they derive their properties from that system, scientists and engineers will benefit from thinking, not just in terms of local submodels, but about complete inductive model systems. With this view, we can look at particular components—e.g., scientists, machine learners, animals—and get a deeper understanding of their role in the greater distributed learning machine. Cognitive science has shown that cognition is often effectively understood in terms of large distributed systems with different dynamics emerging in particular subsystems, and it is the same way with learning and induction.

An important set of effects that emerge from such a system is a relative stability of the inductive bias. If $m_n$ is the result of a large amount of prior learning, then it has likely converged to capture most of the broader structure in the generating process. The remaining uncertainty lies mostly in the details. Due to the strong relations between prior distributions and simplicity concepts, our simplicity concepts also become quite stable. Stable and aligned simplicity concepts are useful tools and something that we can easily take for granted. Like the classic adage “the one thing a fish cannot see is the ocean”, the contingency of the concept of similarity becomes invisible to downstream learners and it can easily be mistaken for a fundamental property of learning and induction.

We can alternatively think about the “simplicity” measure in Solomonoff induction as a perspective. Such a perspective captures the inductive biases that shape how we perceive a process and what appears to be simple vs. complex. The concepts of “perspective,” “prior belief,” “inductive bias,” and “simplicity” are typically considered to be different phenomena, but in the general learning framework.

---

3We can even derive bounds for this[17]
these distinctions disappear. Inductive biases are not just comprised by a choice of description language, but by a probability distribution over hypotheses. If we use the Solomonoff construction to define such a probability distribution, then the description language determines the distribution. However, the Solomonoff construction is just a canonical algorithm for defining general models, and it is far from the only one. To build a cleaner theoretical framework, we can eschew concepts of simplicity and description length in favor of describability and probability.

**Applications**

Humans are downstream learners and our beliefs are the products of a long chain of interactive entrainment processes. Therefore we should expect to have high model-process correspondence with the world and strong, useful concepts of simplicity and perspectives. We also create downstream learning systems in our peers, children, scientific theories, and machine learning systems.

**Culture and science**

The human form is the result of an evolutionary process that has the same empirical structure as induction. Human culture is biased by the human form (neural structures, corporeal affordances, etc.), and shared experience across many humans who each update their beliefs through observation and share these discoveries with other humans[36][37][38]. The beliefs of individual humans are informed by their cultural context and serve as the cultural context for others[39][40]. All of this is progress from an original prior towards more effective posteriors. With each human’s prior being informed by this immense amount of previous induction, it is no wonder that we are able to learn effortlessly. We benefit from the knowledge of our parents and peers and we pass what we have learned and integrated down to our children. It is a single distributed system that evolves and learns over time. As it is often said, “we stand on the shoulders of giants.”

Science supervenes on top of this culture and has its own structures and processes for acquiring, sharing, and integrating knowledge. The design of scientific experiments is determined by prior beliefs and serves to provide maximum information update to the distributed scientific belief comprised by scientists, articles, and other information artifacts. Though describing this formally in terms of a general model is difficult, science gets all its belief from observation of the world, and therefore our theoretical framework directly applies. Because the scientific belief representation and update process is distributed, it only operates efficiently and effectively when these components are communicating and in sync. In order to achieve this, we benefit from sharing, not only the final designs and results of our experiments, but the motivations, assumptions, and prior beliefs that went into them. Explicating context and relativity is critical for effective scientific communication, as a statistical result taken without a context can be made to say anything. This information is all necessary to emulate an efficient Bayesian inductive process. If we don’t coherently pass our learning forward in a way that it can be integrated into downstream priors, it is like it was never learned at all.

The relativity of description language also has a direct effect on the nature of science. If we write down a theory and it seems complex, we cannot disentangle the complexity of the theory from the framework we are using to describe it. Since there always exists an alternative description framework in which our theory appears very simple, the apparent simplicity vs. complexity of the theory is entirely dependent upon our perspective, and not on an inherent property of the theory. The upshot is that the merits of a scientific theory are relative to all of the observations and experience that went into forming them. A scientific theory must be judged based on the full scope of the process taken to reach it and not on its apparent simplicity or complexity.

**Machine learning**

Machine learning models inherit an inductive bias that is the product of human experience, scientific knowledge, and iterated research. Ideally, when we design machine learning models, we are effectively representing all of our prior beliefs in the inductive bias of the model. However, most of our modeling paradigms are not explicitly Bayesian, so shaping the inductive bias becomes a bit more tricky. The inductive bias of a deep neural network emerges from the model architecture, weight initialization, optimization algorithm, training procedure, early stopping procedure, regularization strategy, and choice of loss function, and coordinating these to reflect your beliefs about the data-
Generating process is a complex craft. The present theory cannot say much directly about how to shape a deep neural network to emulate a general Bayesian submodel, but it can tell us that the more effectively you can represent our scientifically learned beliefs, the more likely your model is to have a high correspondence with the world. It can also help us to understand why, when this is successfully performed, deep learning works much better than other theories of learning would predict. Instead of evaluating models based on their effective complexity, we can think more about their expected correspondence. As a machine learning model’s performance comes from a combination of the prior model-process correspondence and the amount of data observed, leveraging prior learning by the scientist and the research community will increase prior correspondence and require less data to achieve a given degree of predictive performance.

To improve our understanding of the importance of supplanting simplicity-based theory with correspondence principles, consider the case where we perform a regression either by fitting a line $y = Ax + b$ or by fitting a fixed-width parabola $y = x^2 + Ax + b$. Both have the exact same complexity on all of the traditional inductive complexity measures. However, for some data the line will be a much better model and the parabola will be a much better model for other data. Performance is modulated by the correspondence between the model and the world and the choice of which model to use is dependent upon the researcher’s beliefs about the world. This is not just the case for toy examples; all models have their inductive biases, and the relationship between the inductive bias and the structure of the world is what dictates performance. Similarly, we can view the phenomenon of overfitting in light of the post-hoc fallacy theorem. Overfitting occurs when predictions are chosen with too much weight on whether hypotheses are consistent with so-far observed data and not enough emphasis on the prior beliefs. Though some view priors more or less as arbitrarily chosen black-boxes, they can be more accurately interpreted as representing learning that has occurred before the current ML model. In this way, the data scientist is a crucial part of the induction system and must be considered in the analysis.

Traditional learning theory doesn’t capture the shape of the uncertainty in the model. If we represent the model as a distribution instead of a representation space, we can start to see that there is much more to a machine learning model than capacity-based theories would suggest. A model is not equally likely to fit to all of the functions it can represent. This reflects a prior distribution over the space of representable hypotheses that emerges from the dynamics of the optimization process interacting with the model architecture and the data. If this prior distribution or inductive bias aligns highly with the data process, then it will take much less data to learn than if we were to start with a uniform distribution over the space of representable functions. The role of a deep learning model is to represent the remaining uncertainty that a researcher has about a data process and to further lower it via observation. Seen from this perspective, the success of deep learning is not so mysterious.

**Conclusion**

For too long have we rested on the concept of simplicity as our primary theoretical tool for understanding induction. While simplicity has its uses, it is not a fundamental principle, but a contingent property that emerges from stable belief structures. The key insight is to notice that no beliefs about the world may be derived from first principles. Rather we make observations, revise our understanding, and propagate it as evidence to be built upon by subsequent components of our great learning machine. Some belief structures may emerge as supported by great masses of evidence, in which case these structures may support equal weight of prediction and understanding. If we view learning as a process of convergence distributed across broad empirical systems, we can get a deeper understanding of how the properties of a learning system affect the performance of that system.

Human beliefs come not just from a crude trade between nature and nurture, but from a system of evolution and belief exchange. We inherit inductive biases genetically, in our environments, in our education, and via communication and we update these biases through observation, exploration, subsequent modification of our environment, and dissemination of our discoveries. Science operates in the same way, though it is scaffolded by additional formal processes and structured communication in order to facilitate the distributed instantiation and revision of theory. In machine learning, we take our prior beliefs and use them to construct learning systems that represent what we know and improve upon it via observation and update. As researchers and practitioners, we are as much a part of the machine learning systems as the models we study and deploy.
Broader impact

As the prevalence and performance of deep learning methods has exploded in recent years, there has been a correspondingly widening gap between the accounts of our theory and the results of our experiments. Science works best when there is an interplay between theory and experiment—when theory suggests experiments that might yield interesting results and when experiments offer evidence to facilitate the revision of theory. The decay of this relationship in machine learning has meant that our experiments have become increasingly ad hoc and that they do not cohere into a broader understanding. While the prevalence of brilliant researchers in machine learning has allowed us to maintain steady and exciting progress, there remain massive fissures between the potential performance of learning machines and the performance of our current systems[42]. Natural language understanding is very far from producing systems that truly understand language, continual learning and meta-learning are in their infancy, and complex distributed machine learning systems that resemble humans embedded in a culture are nowhere to be found. Furthermore, our progress applies largely to isolated machine learning models, whereas it is known that a large part of “intelligent behavior” requires an integration between many kinds of data and knowledge to approach human performance by achieving AI completeness [43].

By broaching this gap between theory and practice with a new set of perspectives, we aim to facilitate new thinking about the nature of learning as well as novel approaches to the design of machine learning systems. If we can help build a theoretical framework that reflects what is actually going on in our machine learning systems—even if it is as messy as the processes themselves—then it will be easier for researchers to create new kinds of machine learners. For instance, recognition of the ways in which all learning is relativistic and distributed may directly inspire the development of technologies that improve our ability to share beliefs between machine learning subsystems as well as between humans and such systems. If these interfaces are more efficient, then the overall power of these learning systems will increase significantly and the space of problems that we can tackle in the field expands.

We are aware that some of the results in this article are rather informal, but our proximal purpose is not to supplant current theory with an alternative formal framework. Rather, we believe that the more critical project is to expand our current thinking about learning by illuminating phenomena and behaviors that govern the fundamentals of learning, but which have heretofore remained hidden from view. We hope that this article will serve as an impetus for further research—in both theory and practice—that will improve our understanding of our machines and ourselves as well as enhance our ability to build systems that lessen the problems of our age and further the evolution of humanity.
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Appendix

Inductive Occam’s razor

Inductive Occam’s razor arguments construct a concept of simplicity (we will call this the inductive complexity) that depends on the amount of “bias” in the model. Classically, this has been thought of in terms of the set of hypotheses that can be represented by the model. For example, the VC theory framework operationalizes model complexity in terms of the VC dimension, which uses the set of binary output functions that can be represented by a given class of models. Other conceptions of inductive Occam’s razor are less explicit about the set construction and find other ways to capture the expressivity of the model class or hypothesis space. These include Rademacher complexity, AIC/BIC, and the Bayesian Occam’s razor.

In general, we can think about the inductive complexity of a model in terms of a quantification of uncertainty about the true hypothesis concept. This requires us to construct a probability distribution over hypotheses. In the case of strict set-theoretic or non-probabilistic concepts of inductive complexity such as VC dimension, this is represented by simply assigning a probability of zero to all hypotheses that cannot be represented by the model and an equal probability to the rest. In the more general case, we simply have a probability distribution over the space of possible hypotheses. Given such a distribution, we can think about the inductive complexity of a model as the entropy of this distribution.\[8\]

This conception intuitively makes sense because a model with less uncertainty is more confident and will require less data to learn if the true concept is consistent with the model’s belief. For instance, if we are highly confident that the true hypothesis is a linear function, it will require less data for us to learn the true linear function than if we are only confident that it is some sort of polynomial. This is compatible with existing measures of model complexity and extends them. Of course the opposite is true as well. If we have a low-complexity–high confidence–model and are incorrect in our beliefs, it will require far more data to learn the true concept than if we were less confident to begin with.

This trade-off is at the center of our argument for the inadequacy of inductive complexity as a general principle of learning. It turns out that any increase in confidence (simplicity) of our model has a corresponding decrease in confidence over other possible hypotheses. This is a good thing if we are correct, but hurts performance if we are not. In the fully agnostic setting where we do not know anything a priori about the true hypothesis, by increasing or decreasing our model’s confidence, we are simply trading off risk, not expected reward. Similar arguments have been demonstrated many times and are well-known.\[46][49][47]\.

The distinction between models in terms of different amounts of bias is useful, but it does not give us the tools to solve the underdetermination of induction problem. Inductive Occam’s razor allows us to determine which models are more complex, not which models are more likely.

\[8\]To properly formalize this, the general case requires a modified concept to allow us to distinguish between various infinite entropies.