Independent innovation analysis for nonlinear vector autoregressive process
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Abstract

The nonlinear vector autoregressive (NVAR) model provides an appealing framework to analyze multivariate time series obtained from a nonlinear dynamical system. However, the innovation (or error), which plays a key role by driving the dynamics, is almost always assumed to be additive. Additivity greatly limits the generality of the model, hindering analysis of general NVAR process which have nonlinear interactions between the innovations. Here, we propose a new general framework called independent innovation analysis (IIA), which estimates the innovations from completely general NVAR. We assume mutual independence of the innovations as well as their modulation by a fully observable auxiliary variable (which is often taken as the time index and simply interpreted as nonstationarity). We show that IIA guarantees the identifiability of the innovations with arbitrary nonlinearities, up to a permutation and component-wise invertible nonlinearities. We propose two practical estimation methods, both of which can be easily implemented by ordinary neural network training. We thus provide the first rigorous identifiability result for general NVAR, as well as very general tools for learning such models.

1 Introduction

Multivariate time series are of considerable interest in a number of domains, such as finance, economics, and engineering. Vector autoregressive (VAR) models have played a central role in capturing the dynamics hidden in such time series [24]. VAR models typically attempt to fit a multivariate time series with linear coefficients representing the dependencies of multivariate variables within limited number of lags, and innovation (or error) representing new information (impulses) fed to the process at a given time point. Although it has been common practice to maintain a linear functional form to achieve interpretability and tractability, recent studies have provided a growing body of evidence that nonlinearity often exists in time series, and allowing for nonlinearities can be valuable for uncovering important features of dynamics [13, 14, 17, 22, 23, 27, 28]. Many recent studies used a deep learning framework to model nonlinear processes in video [1, 19, 21, 26, 30, 32] or audio [29], for example, with neural networks.

The innovation plays a key role by driving time series, and it can have a concrete meaning, such as economic shocks in finance, external torques given to a mechanical system, or stimulation in neuroscience experiments. However, its estimation has a serious indeterminacy even with linear models, if only conventional statistical assumptions are made. To facilitate estimation, VAR typically assumes that the innovations are additive, multivariate Gaussian (not necessary uncorrelated), and temporally independent (or serially uncorrelated). A well-known consequence of this is that the innovations cannot be identified: Multiplication of such innovations by any orthogonal matrix will not change distribution of the observed data, which hinders their interpretation. Some studies proposed
We start by transforming the NV AR model to something similar to NICA. This leads us to consider a general NV AR model, which is first order (NV AR(1)) for simplicity:

\[ x_t = f(x_{t-1}, s_t), \]  

where \( f : \mathbb{R}^{2n} \to \mathbb{R}^n \) represents an NV AR (mixing) model, and \( x_t = [x_1(t), \ldots, x_n(t)]^T \) and \( s_t = [s_1(t), \ldots, s_n(t)]^T \) are observations and innovations (or errors) of the process at time point \( t \), respectively. As with ordinary VAR, the innovations are assumed to be temporally independent (serially uncorrelated). Importantly, this model includes potential nonlinear interaction between the observations and innovations, unlike ordinary linear VAR models and additive innovation nonlinear models. IIA can be seen as an extension of recently proposed NICA frameworks, and guarantees the identifiability of innovations up to permutation and component-wise nonlinearities.

We propose a novel VAR analysis framework called independent innovation analysis (IIA), which enables estimation of innovations hidden in unknown general NVAR. We first propose a model which allows for nonlinear interactions between innovations and observations, with very general nonlinearities. IIA can be seen as an extension of recently proposed NICA frameworks, and enables estimation of innovations hidden in unknown general NVAR. Our goal is to estimate the innovations (latent components) only from the observations \( x \) obtained from the unknown NVAR process. The model, learning algorithms, Theorems, and proofs below can be easily extended to higher order models NVAR(\( p \)) (\( p > 1 \)) by replacing \( x_{t-1} \) by \( [x_{t-1}, \ldots, x_{t-p}] \).

To estimate the innovation, we propose a new framework called IIA, which learns the inverse (demixing) of the NVAR (mixing) model from the observations in data-driven manner, based on some statistical assumptions on the innovations. The theory is related to ICA, which estimates a demixing from instantaneous mixtures of latent components, i.e., \( x_t = f(s_t) \), where \( f \) is usually a linear function. However, IIA includes a recurrent structure of the observations in the model (Eq. 1), which makes IIA theoretically distinct from ordinary ICA. Nevertheless, in the following we leverage the recently developed theory of NICA.

We start by transforming the NVAR model to something similar to NICA. This leads us to consider the following augmented NVAR (mixing) model

\[ \begin{bmatrix} x_t \\ x_{t-1} \end{bmatrix} = \tilde{f} \begin{bmatrix} s_t \\ x_{t-1} \end{bmatrix} = \begin{bmatrix} f(x_{t-1}, s_t) \\ x_{t-1} \end{bmatrix}, \]  

where \( \tilde{f} : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) is the augmented model, which includes the original NVAR model \( f \) in the half of the space, and an identity mapping of \( x_{t-1} \) in the remaining subspace. Importantly, this augmentation does not impose any particular constraint on the original model. We only assume that this augmented model is invertible (i.e. bijective; while \( f \) itself cannot be invertible) as well as sufficiently smooth, but we do not constrain it in any other way. The estimation of the innovation \( s \) can then be achieved by learning the inverse (demixing) of the augmented NVAR model \( \tilde{f} \):

\[ \begin{bmatrix} s_t \\ x_{t-1} \end{bmatrix} = \tilde{g} \begin{bmatrix} x_t \\ x_{t-1} \end{bmatrix} = \begin{bmatrix} g(x_t, x_{t-1}) \\ x_{t-1} \end{bmatrix}, \]  

where \( \tilde{g} : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) is the augmented demixing model of the (true) augmented NVAR model \( \tilde{f} \), and \( g(x_t, x_{t-1}) \in \mathbb{R}^n \) is the sub-space of the demixing model representing a mapping from two temporally consecutive observations to the innovation at the corresponding timing. This is simply a deduction from Eq. 2, and does not impose any additional assumptions on the original model.
2.2 Innovation model with auxiliary variable

The estimation of the demixing model in an unsupervised (or self-supervised) manner needs some assumptions on the innovations. Although some studies guaranteed the identifiability by assuming mutual independence of the innovations in linear VAR models \[11][18][20], it would not be enough in nonlinear cases, as can be seen in well-known indeterminacy of NICA with i.i.d. components \[9\]. Thus, we here adopt the framework recently proposed for NICA \[8][10\]; we assume that we can additionally observe auxiliary information about the innovation for each data point \(t\), represented by a random variable \(u_t\), which specifies the modulations of the distributions of the innovations as a function of \(t\). In practice, \(u_t\) can simply be time-index \(t\) \[10\] or a time-segment-index \[8\], thus incorporating information about nonstationarity. More specifically, we assume the followings:

A1. The innovations are temporally independent.

A2. Each \(s_i\) is statistically dependent on some fully-observed \(m\)-dimensional random auxiliary variable \(u\), but conditionally independent of the other \(s_j\), and has a univariate exponential family distribution conditioned on \(u\) (we omit data index \(t\) here):

\[
p(s|u) = \prod_{i=1}^{n} \frac{Q_i(s_i)}{Z_i(u)} \exp \left( \sum_{j=1}^{k} q_{ij}(s_i) \lambda_{ij}(u) \right),
\]

where \(Q_i\) is the base measure, \(Z_i\) is the normalizing constant, \(k\) is the model order, \(q_{ij}\) is the sufficient statistics, and \(\lambda_{ij}(u)\) is a parameter (scalar function) depending on \(u\)\[1\].

The temporal independence (A1) is the ordinary assumption for VAR. The A2 is related to the assumption of Gaussian innovations in ordinary VAR, but requires more specific properties represented by conditional independence and sufficient probabilistic modulation, determined by a fully observable auxiliary variable \(u\). Note that exponential families have universal approximation capabilities, so this assumption is not very restrictive \[25\].

3 Learning algorithms

Depending on the type of the auxiliary variable \(u\) in the innovation model (see A2), we can develop two learning algorithms; (IIA-GCL) generalized contrastive learning \[10\]-based framework for the general case of a possibly continuous-valued \(u\), and (IIA-TCL) time-contrastive learning \[8\]-based framework for the special case in which the auxiliary variable \(u\) is integer taking a finite number of values (e.g. a time segment index).

3.1 General contrastive learning framework (IIA-GCL)

In the general case, we develop a general contrastive learning (GCL) framework for IIA, based on the recently proposed NICA framework \[10\]. In IIA-GCL, we train a feature extractor and a logistic regression classifier, which discriminates a real dataset composed of the true observations of \((x_t, x_{t-1}, u_t)\), from a version where randomization is performed on \(u\). Thus we define two datasets

\[
\tilde{x} = (x_t, x_{t-1}, u_t) \text{ vs. } \tilde{x}' = (x_t, x_{t-1}, u^*_t),
\]

where \(u^*_t\) is a random value from the distribution of \(u\), but independent of \(x\), created in practice by random permutation of the empirical sample of \(u\). We learn a nonlinear logistic regression system using a regression function of the form

\[
r(\tilde{x}) = \sum_{i=1}^{n} \sum_{j=1}^{k} \psi_{ij}(h_i(x_t, x_{t-1})) \mu_{ij}(u_t) + \phi(x_{t-1}, u_t) + \alpha(u_t) + \beta(\tilde{h}(x_t, x_{t-1})) + \gamma(x_{t-1}),
\]

which gives the posterior probability of the first class \(\tilde{x}\) as \(1/(1 + \exp(-r(\tilde{x}))\). The scalar-valued functions \(\psi_{ij}, h_i, \mu_{ij}, \phi, \alpha, \beta,\) and \(\gamma\) take some of the \(x_t, x_{t-1}, u_t\) as input; note that the first
term has a special factorized form. The universal approximation capacity \[5\] is assumed for those functions; they would typically be learned by neural networks. This learning framework and the regression function are based on the following Theorem, proven in Supplementary Material \[A\].

**Theorem 1.** Assume the following:

1. We obtain observations from an NVAR model (Eq. 7), whose augmented model (Eq. 2) is invertible and sufficiently smooth.
2. The latent innovations of the process follow the assumptions \[A1\] and \[A2\] with \(k \geq 2\), and the sufficient statistics \(q_{ij}\) are twice differentiable.
3. (Assumption of Variability) There exist \(nk + 1\) distinct points \(u_0, \ldots, u_{nk}\) such that the matrix
   \[
   L = (\lambda(u_1) - \lambda(u_0), \ldots, \lambda(u_{nk}) - \lambda(u_0)) \tag{7}
   \]
   of size \(nk \times nk\) is invertible, where \(\lambda(u) = (\lambda_{11}(u), \ldots, \lambda_{nk}(u))^T \in \mathbb{R}^{nk}\).
4. We train a nonlinear logistic regression system with universal approximation capability to discriminate between \(\tilde{x}\) and \(\tilde{x}^*\) in Eq. 5 with regression function in Eq. 6.
5. The augmented function \(\hat{h}(x_t, x_{t-1}) = h(x_t, x_{t-1}), x_{t-1} : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n}\) is invertible.
6. The scalar functions \(\psi_{ij}\) in Eq. 8 are twice differentiable, and for each \(i\), the following implication holds: \((\exists \theta \in \mathbb{R}^k | \forall y, \sum_{j=1}^{k} \psi_{ij}(y)\theta_j = \text{const}) \Rightarrow \theta = 0\).

Then, in the limit of infinite data, \(h\) in the regression function provides a consistent estimator of the IIA model: The functions \(h_i(x_t, x_{t-1})\) give the independent innovations, up to permutation and scalar (component-wise) invertible transformations.

This Theorem guarantees the convergence (consistency) of the learning algorithm. It immediately implies the identifiability of the innovations, up to a permutation and component-wise invertible nonlinearities. This kind of identifiability for innovations is stronger than any previous results in the literature. The estimation is based on the learning of nonlinear logistic regression function, and thus can be easily implemented based on ordinary neural network training. The Assumption of Variability requires the auxiliary variable \(u\) to have a sufficiently strong and diverse effect on the distributions of the innovations. The assumptions on the NVAR model are not too restrictive, and supposed to be satisfied in many applications. The assumption \[6\] indicates that \(\psi_{ij}\) are not functionally redundant; any \(\psi_{ij}\) cannot be represented by a linear combination of \(\psi_{il\neq j}\). Although the assumptions of the nonlinear functions to be trained (assumptions \[5\] and \[6\]) are not trivial, we assume they are only necessary to have a rigorous theory, and immaterial in any practical implementation.

### 3.2 Time-contrastive learning framework (IIA-TCL)

In the special case in which \(u_t\) is integer within a finite number of classes \([1, T]\), we can also develop a TCL-based framework for the estimation \[8\]. This special case includes time-segment-wise stationary process in which \(u_t\) represents the time segment index at time \(t\) \[8\].

Instead of the basic two-class logistic regression used in IIA-GCL, IIA-TCL uses a multinomial logistic regression (MLR) classifier for the learning. More specifically, we learn a nonlinear MLR using a softmax function which represents the posterior distribution of \(u_t\) by the form

\[
\pi(u_t = \tau | x_t, x_{t-1}) = \frac{\exp(\sum_{i=1}^{n} \sum_{j=1}^{k} w_{ij\tau} \psi_{ij}(h_i(x_t, x_{t-1})) + \phi(x_{t-1}, u_t = \tau) + b_{\tau})}{\sum_{l=1}^{T} \exp(\sum_{i=1}^{n} \sum_{j=1}^{k} w_{ijl} \psi_{ij}(h_i(x_t, x_{t-1})) + \phi(x_{t-1}, u_t = l) + b_{l})}, \tag{8}
\]

where \(w_{ij\tau}, b_{\tau}\) are the class-specific weight and bias parameters of the MLR, and \(\psi_{ij}, h_i\), and \(\phi\) are again scalar-valued functions assumed to have the universal approximation capacity \[5\]; they would typically be learned by neural networks. This learning framework and the regression function are justified on the following Theorem, proven in Supplementary Material \[B\].

**Theorem 2.** Assume the following:

1. We obtain observations from an NVAR model (Eq. 7), whose augmented model (Eq. 2) is invertible and sufficiently smooth.
2. The latent innovations of the process follow the assumptions $A_1$ and $A_2$ with $k \geq 2$, and the sufficient statistics $q_{ij}$ are twice differentiable.

3. The auxiliary variable $u$ is an integer in $[1, T]$, with $T$ the number of values it takes (classes).

4. (Assumption of Variability) The modulation matrix of size $nk \times (T - 1)$

$$L = (\lambda(2) - \lambda(1), \ldots, \lambda(T) - \lambda(1))$$

has full row rank $nk$, where $\lambda(\tau) = (\lambda_{11}(u = \tau), \ldots, \lambda_{nk}(u = \tau))^T \in \mathbb{R}^{nk}$.

5. We train a multinomial logistic regression with universal approximation capability to predict the class label (auxiliary variable) $u_t$ from $(x_t, x_{t-1})$ with regression function in Eq. 5.

6. The augmented function $\hat{h}(x_t, x_{t-1}) = [h(x_t, x_{t-1}), x_t] : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n}$ is invertible.

7. The scalar functions $\psi_{ij}$ in Eq. 3 are twice differentiable, and for each $i$, the following implication holds: $(\exists \theta \in \mathbb{R}^k | \forall y, \sum_{j=1}^k \psi_{ij}(y)\theta_j = \text{const}) \Rightarrow \theta = 0$.

Then, in the limit of infinite data in each class, $h$ in the regression function provides a consistent estimator of the IIA model: The functions $h_t(x_t, x_{t-1})$ give the independent innovations, up to permutation and scalar (component-wise) invertible transformations.

Many of the assumptions are the same as those in IIA-TCL, except for the specifics of the innovation model (assumptions 3 and 4), and the learning algorithm (assumption 5). The estimation is based on self-supervised nonlinear MLR, and thus can be easily implemented based on ordinary neural network training, like IIA-GCL. Although the estimation methods are different, the identifiability result implied here by IIA-TCL is the same as above by IIA-GCL. Note that here the limit of infinite data takes the form that each class (value of $T$) has an infinite number of data points. In practice, each class is thus required to have a sufficient number of samples, so $T$ needs to be much smaller than the total number of data points; this would be natural if $T$ is a segment index.

4 Experiments

4.1 Simulation 1: IIA-GCL for artificial dynamics with nonstationary innovations

Data generation We generated data from an artificial NVAR process with nonstationary innovations. The innovations were randomly generated from a Gaussian distribution by modulating its mean and standard deviation across time $t$, i.e., $u_t = t$. The modulations were designed to be temporally smooth and continuous. The dimensions of the observations and innovations ($n_t$) were 20. As the NVAR model, we used a multilayer perceptron we call NVAR-MLP, which takes a concatenation of $x_{t-1}$ and $s_t$ as an input, then outputs $x_t$ (see Supplementary Material C for more details of the experimental settings). The goal of this simulation is to estimate the innovations $s$ only from the observable time series $x$, without knowing the parameters of the NVAR-MLP.

Training Considering the innovation model with $u_t = t$, we here used IIA-GCL for the estimation of the latent innovations. We adopted MLPs as the nonlinear scalar functions in Eq. 6. The nonlinear regression function was trained by back-propagation with a momentum term so as to discriminate the real dataset from its $u_t$-randomized version. (As a simple sanity check, we saw that it achieved higher classification accuracies than chance after the training, see Fig. 3 in Supplementary Material.) The performance was evaluated by the Pearson correlation between the true innovations and the estimated feature values $\hat{h}$. It was averaged over 10 runs, for each setting of the complexity (number of layers) $L \in [1, 3, 5]$ of the NVAR-MLP and the number of data points. For comparison, we also applied NICA based on GCL (NICA-GCL [10]), an NVAR with additive innovation model (AD-NVAR), and variational autoencoder (VAE) [16] to the same data. We fixed $L \in [1, 2]$ exceptionally for VAE because of the instability of training in high layer models. We additionally applied linear ICA [7] to the estimations by AD-NVAR and VAE for fair comparisons.

Result The IIA-GCL framework could reconstruct the innovations reasonably well even for the nonlinear mixture cases ($L > 1$) (Fig. 1b). We can see that a larger amount of data make it possible to achieve higher performance, and higher complexity of the NVAR model makes learning more difficult.
Figure 1: (Simulation) Estimation of the latent innovations from unknown artificial NVAR process by IIA. (a) (Simulation 1; IIA-GCL) Mean absolute correlation coefficients between innovations and their estimates by IIA-GCL (solid lines), with different settings of the complexity (number of layers $L$) of the NVAR models and data points. For comparison: NICA based on GCL (NICA-GCL, dashed line), NVAR with additive innovation model (AD-NVAR, dotted line), and variational autoencoder (VAE, dash-dot line). IIA-GCL generally has higher correlations than the baseline methods. (b) (Simulation 2; IIA-TCL) Mean absolute correlation coefficients between innovations and their estimates by the IIA-TCL framework (solid lines), evaluated by the same data used in Simulation 1. For comparison: NICA based on TCL (NICA-TCL, dashed line) and IIA-GCL shown in a (dotted line).

AD-NVAR performed well for the linear mixture case ($L = 1$) because the additive innovation model is equivalent to the general NVAR model in the linear case; however, it was much worse in the nonlinear case. As expected, the other methods performed worse than IIA-GCL because their model did not match well to the NVAR generation model.

4.2 Simulation 2: IIA-TCL for artificial dynamics with nonstationary innovations

Training Next, to evaluate the IIA-TCL framework, we applied it to the same data used in Simulation 1. For IIA-TCL, we first divided the time series into 256 equally-sized segments, and used the segment label as the auxiliary variable $u_t$; i.e., we assume that the data are segment-wise stationary. Although this assumption is not consistent with the real innovation model (Section 4.1), it is approximately true because the modulations were temporally smooth and continuous; we thus consider here data with a realistic deviation from model assumptions. We adopted MLPs as the nonlinear scalar functions in Eq. 8, which architectures were similar to those in Simulation 1. The training and evaluation methods follow those in Simulation 1. (Again as a sanity check, we saw that the MLR achieved higher classification accuracies than chance after the training, see Fig. 3b in Supplementary Material.) We discarded the cases of small data sets ($2^{10}$ and $2^{12}$) because of the instability of training. For comparison, we also applied NICA based on TCL (NICA-TCL [8]). See Supplementary Material [D] for more details of the training settings.

Result IIA-TCL performed better than NICA-TCL (Fig. 1b). In addition, even though the innovation model matches IIA-GCL better than IIA-TCL (the modulations are temporally smooth and continuous, and thus not segment-wise stationary), IIA-TCL achieved slightly better performances than IIA-GCL; this finding is consistent with the comparison of NICA-GCL and NICA-TCL by [10]. As with IIA-GCL, a larger number of data points leads to higher performance (i.e. the method seems to converge), and again, higher complexity of the NVAR models makes learning more difficult.

4.3 Experiments on real brain imaging data

To evaluate the applicability of IIA to real data, we applied it on multivariate time series of electrical activities of the human brain, measured by magnetoencephalography (MEG). In particular, we used a dataset measured during auditory or visual presentations of words [31]. Although ICA is often used to analyze brain imaging data, relying on the assumption of mutual independence of the hidden components, the event-related components (such as event-related potentials; ERPs) are not likely to be independent because they may have similar temporal patterns time-locked to the stimulation. However, the innovations generating the components should still be independent because
Figure 2: IIA-TCL on the electrical activity data measured by MEG from the human brain during auditory or visual stimuli of German nouns. (a) Decoding accuracies of the stimulus category predicted from the innovations extracted by IIA-TCL and the other baseline methods. The performance was measured by one-subject-out cross-validation (OSO-CV), with changing the number of layers $L$ for each method. Each point represents a testing accuracy on a target subject. The black horizontal line indicates the chance level. (b) The temporal pattern and the spatial specificity of each component trained by IIA-TCL ($L = 3$). (Left panel) The temporal patterns of the components averaged separately for auditory and visual trials (orange=auditory, blue=visual). 0 s is the onset of the stimulus, and the latter vertical line represents the average duration of the stimuli. (Right panel) The spatial topographies of the optimal input (MEG signal; top view) which maximizes (+) and minimizes (−) the component.

they would be generated by different brain sources, which motivates us to use IIA rather than ICA (see Supplementary Material E for the details of the data and settings).

Data and preprocessing We used a publicly available MEG dataset [31]. Briefly, the participants were presented with a random word selected from 420 unrelated German nouns either visually or auditorily, randomly for each trial. MEG signals were measured from twenty healthy volunteers by a 148-channel magnetometer (219.1±22.4 trials for each subject; 2,207 auditory and 2,174 visual trials in total for all subjects). We band-pass filtered the data between 4 Hz and 125 Hz (sampling frequency = 300 Hz). The dimension of the data was reduced to 30 by PCA.

IIA settings We used IIA-TCL for the training, by assuming an NVAR(3) model and the segment-wise-stationarity of the latent innovations. The trial data were divided into 84 equally sized segments of length of 8 samples (26.7 ms), and the segment label was used as the auxiliary variable $u_t$. The same segment labels were given across the trials; however, considering the possible stimulus-specific dynamics of the brain, we assigned different labels for the auditory and visual trials. In total, there are 168 segments (classes) to be discriminated by MLR. We used MLPs for the nonlinear scalar functions (Eq. 8), and fixed the number of components to 5. Considering the fast sampling rate of the data, we fixed the time lag between two consecutive samples to 3 (10 ms).

Evaluation methods For evaluation, we performed classification of the stimulus modality (auditory or visual) by using the estimated innovations. The classification was performed using a linear support vector machine (SVM) classifier trained on the stimulation label and sliding-window-averaged innovations (width=16 and stride=8 samples) obtained for each trial. The performance was evaluated by the generalizability of a classifier across subjects, i.e., one-subject-out cross-validation (OSO-CV); the feature extractor and the classifier were trained only from the training subjects, and then applied to the held-out subject. For comparison, we also evaluated NICA based on TCL [8] and AD-NVAR(3). We omitted $L = 1$ for IIA-TCL because of the instability of training. We visualized the spatial characteristics of each innovation component by estimating the optimal (maximal and minimal) input $x_t$ while fixing $x_{t-1}$ to zero.

Results Figure 2a shows the decoding accuracies of the stimulus categories, across different methods and the number of layers for each model. The performances by IIA-TCL with nonlinear
models ($L \geq 2$) were significantly higher than the other baseline methods ($p < 0.05$; Wilcoxon signed-rank test, FDR correction), which indicates the importance of the modeling of the MEG signals by NVAR, especially with the nonlinear (non-additive) interactions of the innovations.

The left panels of Fig. 2b show the temporal patterns of the innovations during the auditory and visual stimuli. Some components have clear differences between the stimulus modalities, which implies that those components are related to the stimulus-specific dynamics of the brain; e.g., C1 and C2 represent auditory- and visual-relevant innovations, respectively. Such stimulus-specificity can be also seen from the spatial characteristics of the components; C1 is strongly activated by the MEG signals around auditory areas of the brain, while C2 is more activated by the visual areas. C3 seems to represent stimulus-evoked activities on the parietal region caused by both categories. Those results show that IIA-TCL extracted reasonable components (innovations) relevant to the external stimuli automatically from the data in a self-supervised, data-driven manner.

5 Discussion

IIA can be seen as a generalization of the recently proposed NICA frameworks [8, 10], with the important difference that observations can have recurrent temporal structure. The theory strictly includes NICA as a special case, since the main assumptions can be satisfied even if the NVAR model (Eq. 1) does not actually depend on $x_{t-1}$, which corresponds to the instantaneous nonlinear mixture model of NICA: $x_t = f(s_t)$. This connection can be also seen by comparing the regression functions; by omitting the dependencies of Eqs. 6 and 8 on $x_{t-1}$, we can obtain the same algorithms as NICA ([8] with k=1, and [10]). This indicates that the regression functions of IIA can learn NICA models as a special case.

Applying IIA on time series data has some practical advantages compared to NICA. First, autoregressive structures are generally inherent in any kinds of dynamics, and their explicit modeling is beneficial for the estimation. Second, innovations are usually more independent mutually than the processes generated by them, because the independence of processes implies the independence of their innovations, but not vice versa, as argued in the linear case by [12]. Thus, innovations are likely to give a better fit to any model assuming independence of the latent variables.

While IIA estimates innovations from the observed time series, the NVAR model $f$ is left unknown, unlike in ordinary VAR analyses. In practice, we can estimate $f$ after IIA as a post-processing, by fitting a nonlinear function which outputs $x_t$ from $x_{t-1}$ and the estimated $s_t$. Since IIA guarantees the estimation of $s$ up to a permutation and element-wise invertible nonlinearities, this should be possible if the model to be fitted has universal approximation capability.

6 Conclusion

We proposed independent innovation analysis (IIA) as a new general framework to nonlinearly extract innovations hidden in a time series. In contrast to the common simplifying assumption of additive innovations, IIA can deal with a general nonlinear VAR model in which innovations are not additive. Any general nonlinear interactions between the innovations and the observations are allowed. To guarantee identifiability, IIA requires some assumptions on the innovations, in particular mutual independence conditionally on a fully observable auxiliary variable which also needs to modulate the distributions of the innovations. A typical case would be nonstationary innovations mutually independent at each time point.

We proposed two practical estimation methods, both of which were based on a self-supervised training of a nonlinear feature extractor by logistic regression, possibly multinomial. They can thus be easily implemented by ordinary neural network training. In both methods, the consistency of the estimation is guaranteed up to a permutation and component-wise invertible nonlinearity, which implies the strongest identifiability proof of general NVAR in the literature, by far. IIA can be seen as a generalization of recently proposed NICA frameworks, and includes them as special cases.

Experiments on real brain imaging data by MEG showed distinctive components relevant to the external-stimulus categories. This result suggests a wide applicability of the method to different kinds of time series such as video data, econometric data, and biomedical data, in which innovation plays an important role.
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Supplementary Material

A Proof of Theorem 1

The log-pdf of $\tilde{x}$ is given by, using the probability transformation formula,

$$
\log p(\tilde{x}(t)) = \log p(x_t, x_{t-1}, u_t)
$$

$$
= \log p_k(\tilde{g}(x_t, x_{t-1})|u_t) + \log p(u_t) + \log |\det Jg(x_t, x_{t-1})|
$$

$$
= \log p_k(\tilde{g}(x_t, x_{t-1}), x_{t-1}|u_t) + \log p(u_t) + \log |\det Jg(x_t, x_{t-1})|
$$

$$
= \log p_k(g(x_t, x_{t-1})|u_t) + \log p(x_t|x_{t-1}|u_t) + \log p(u_t) + \log |\det Jg(x_t, x_{t-1})|
$$

(10)

where $p_k$, $p_u$, and $p_x$ are the conditional pdfs of $(s, \tilde{x})$, $s$, and $x$, respectively, $J$ denotes the Jacobian, and $s_t = g_t(x_t, x_{t-1})$ by definition. The third equality is from the structure of the augmented demixing model (Eq. [5]), and the last equation is from the temporal independence of $s_t$ (A1).

By well-known theory [3][4], after convergence of logistic regression, with infinite data and a function approximator with universal approximation capability, the regression function (Eq. 6) will equal the difference of the log-pdfs in the two classes:

$$
\sum_{i=1}^{n} \sum_{j=1}^{k} \psi_{ij}(h_i(x_t, x_{t-1})) \mu_{ij}(u_t) + \phi(x_{t-1}, u_t) + \alpha(u_t) + \beta(h(x_t, x_{t-1})) + \gamma(x_{t-1})
$$

$$
= \log p_k(g(x_t, x_{t-1})|u_t) + \log p_{x}(x_{t-1}|u_t) + \log p(u_t) + \log |\det Jg(x_t, x_{t-1})|
$$

$$
- \log p_k(g(x_t, x_{t-1}) - log p_k(x_{t-1}) - log p(u_t) - log |\det Jg(x_t, x_{t-1})|
$$

$$
= \sum_{i=1}^{n} Q_i(g_i(x_t, x_{t-1})) - Z_i(u_t) + \sum_{j=1}^{k} Q_{ij}(g_i(x_t, x_{t-1})) \lambda_{ij}(u_t) + \log p_{x}(x_{t-1}|u_t)
$$

$$
- \log p_k(g(x_t, x_{t-1}) - log p_k(x_{t-1})
$$

(11)

where $p_k$ and $p_x$ are the marginal pdfs of the innovations and observations when $u$ is integrated out, and the last equation came from the conditional exponential pdf model of $s$ (A1). The Jacobians and marginals $log p(u)$ cancel out here. Considering its factorization form and the distinctive dependency of each term on $x_t$, $x_{t-1}$, and $u_t$, the approximation solution is possible as

$$
\psi_{ij}(h_i(x_t, x_{t-1})) = q_{ij}(g_i(x_t, x_{t-1}))
$$

$$\mu_{ij}(u_t) = \lambda_{ij}(u_t)
$$

$$\phi(x_{t-1}, u_t) = \log p_k(x_{t-1}|u_t)
$$

$$\alpha(u_t) = -\sum_{i=1}^{n} Z_i(u_t)
$$

$$\beta(h(x_t, x_{t-1})) = \sum_{i=1}^{n} Q_i(g_i(x_t, x_{t-1})) - log p_k(g(x_t, x_{t-1}))
$$

$$\gamma(x_{t-1}) = -log p_k(x_{t-1}).
$$

(12)

Next, we have to prove that this is the only solution up to the indeterminacies given in the Theorem. Let $u_0, \ldots, u_{nk}$ be the points given by assumption [3] in the Theorem. We plug each of those $u_t$ to obtain $nk + 1$ equations. By collecting those equations into rows, with subtracting the first equation for $u_0$ from the remaining $nk$ equations:

$$
M^T \psi(h(x_t, x_{t-1})) + \phi(x_{t-1}) + \alpha = L^T q(s_t) + p(x_{t-1}) + z,
$$

(13)

where $M \in \mathbb{R}^{nk \times nk}$ is a matrix of $\mu_{ij}(u_t) - \mu_{ij}(u_0)$, with the product of $i, j$ giving row index and $l$ column index, $L$ is a matrix of $\lambda_{ij}(u_t) - \lambda_{ij}(u_0)$ given in the assumption [3] in the Theorem, $\psi(h(x_t, x_{t-1})) = (\psi_{11}(h_1(x_t, x_{t-1})), \ldots, \psi_{nk}(h_{nk}(x_t, x_{t-1})))^T$, $q(s_t) = (q_{11}(s_1(t)), \ldots, q_{nk}(s_{nk}(t)))^T$, and the other vectors are the collection of the corresponding terms in Eq. [11] at the $nk$ points with all subtracting the one with $l = 0$; $\phi(x_{t-1}) = (\phi(x_{t-1}, u_1), \ldots, \phi(x_{t-1}, u_{nk}))^T - 1\phi(x_{t-1}, u_0)$, $1$ is a $nk \times 1$ vector of ones,
\[ \alpha = (\alpha(u_1), \ldots, \alpha(u_{nk}))^T - 1\alpha(u_0), p(x_{t-1}) = (\log p_x(x_{t-1} | u_1), \ldots, \log p_x(x_{t-1} | u_{nk}))^T - 1 \log p_x(x_{t-1} | u_0), \text{ and } z = (-\sum_{i=1}^h Z_i(u_1), \ldots, -\sum_{i=1}^h Z_i(u_{nk}))^T + 1 \sum_{i=1}^h Z_i(u_0). \]

In both sides of the equation, the terms not depending on \( u_i \) disappear by the subtraction with \( l = 0 \).

Let a compound demixing-mixing function \( v(s_i, x_{t-1}) = h \circ f(s_i, x_{t-1}) \), and change variables to \( y = [y_1, y_2] = [s_i, x_{t-1}] \), we then have

\[ M^T \phi(v(y)) + \phi(y_2) + \alpha = L^T q(y_1) + p(y_2) + z. \]

Firstly, we will show that \( M \) is invertible. From the definition of \( q(y_j) \), its partial derivative with respect to \( y_{1i} \) is \( q'(y_{1i}) = (0, \ldots, 0, q'_{1i}(y_{1i}), 0, \ldots, 0)^T \). According to Lemma 3 of [15], for \( y_{1i} \), which satisfies \( A_2 \), there exist \( k \) points \( \{\tilde{y}_{1i}^1, \ldots, \tilde{y}_{1i}^k\} \) such that \( q'(\tilde{y}_{1i}^1), \ldots, q'(\tilde{y}_{1i}^k) \) are linearly independent. By differentiating Eq. (14) with respect to \( y_{1i} \) and collecting their evaluations at such \( k \) distinctive points for all \( i \), we get

\[ M^T \tilde{Q} = L^T Q, \]

where \( Q \in \mathbb{R}^{nk \times nk} \) is a matrix collecting \( q'(\tilde{y}_{1i}^j) \) to the columns indexed by \( (i, l) \), and \( Q \) is a collection of partial derivatives of \( \phi(v(y)) \) evaluated at the same points. \( Q \) is invertible (through a combination of Lemma 3 of [15] and the fact that each component of \( Q \) is univariate), and thus the right-hand side is invertible because \( L \) is invertible (as assumption [5]). The invertibility of the right-hand side implies the invertibility of \( M \) and \( \tilde{Q} \).

Now, let an augmented compound demixing-mixing function \( \tilde{v}(y) = [\tilde{v}_1(y), \tilde{v}_2(y)] = \tilde{h} \circ \tilde{f}(y) \), where \( \tilde{h} \) is the augmented function defined in the assumption [5] in the Theorem. The \( \tilde{v}_1(y) \) corresponds to \( v(y) \) defined above. Note that \( \tilde{v} \) is invertible because both \( \tilde{h} \) and \( \tilde{f} \) are invertible. What we need to prove is that \( v \) is a block-wise invertible point-wise function, in the sense that \( \tilde{v}_1 \) is a function of only one \( y_{11} \), and not of any of \( y_{12} \), and vice versa. This can be done by showing that the product of two distinct partial derivatives of any component is always zero, and the Jacobian \( J_v \in \mathbb{R}^{2nk \times 2nk} \) is block diagonal; the upper and lower block correspond to \( y_1 \) and \( y_2 \) respectively. Along with invertibility, this means that each component depends exactly on one variable of the corresponding block \( (y_1 \text{ or } y_2) \). Below, we show that separately for \( J_v \in \mathbb{R}^{n \times 2n} \) and \( J_{y'}, \in \mathbb{R}^{n \times 2n} \), Firstly, this is obviously true for \( J_{y'} \) because \( y_{11} \) is just an identity mapping of \( y_2 \) from the definitions of \( \tilde{h} \) and \( \tilde{f} \), and does not depend on \( y_1 \); the lower non-zero block of \( J_{y'} \) is an identity matrix. Next, we will show that for \( J_v \). We differentiate Eq. (14) with respect to \( y_{1c} \), \( 1 \leq c \leq n \) (an element of \( y_1 = s_t \)), and \( y_{dt}, c < d \leq 2n \), and get

\[ M^T \frac{\partial^2}{\partial y_{1c} \partial y_{dc}} \psi(v(y)) = 0. \]

From the invertibility of \( M \) and the calculation of differentials, we get

\[ \frac{\partial^2}{\partial y_{1c} \partial y_{dc}} \psi(v(y)) = \Psi(y)^T \psi(y) = 0, \]

where \( \Psi(y) = (e(1,1)(y_1), \ldots, e(1,k)(y_1), \ldots, e(n,1)(y_n), \ldots, e(n,k)(y_n)) \in \mathbb{R}^{2nk \times nk}, e(a,b) = (0, \ldots, 0, \psi_{ab}(v_{1a}), \psi_{ab}(v_{2a}), 0, \ldots, 0)^T \in \mathbb{R}^{2n}, \) such that the non-zero entries are at indices \( (2a - 1, 2a) \), \( \psi(y) = (v_{c1}(y)v_{d1}(y), \ldots, v_{cn}(y)v_{dn}(y), v_{c1}(y)v_{dn}(y)-v_{cn}(y)v_{d1}(y)) \in \mathbb{R}^{2n}, \)

\[ v_{ci}^a = \frac{\partial v_{ci}}{\partial y_{ic}}(y), \text{ and } v_{ci}^a = \frac{\partial v_{ci}^a(y)}{\partial y_{ic}}(y). \]

From Lemma 4 and 5 of [15], assumption [5] implies that \( \Psi(y) \) has full row rank \( 2n \), and thus the pseudo-inverse of \( \Psi(y)^T \) fulfills \( \Psi(y)^T \Psi(y)^T = I \). We multiply the equation above from the left by such pseudo-inverse and obtain

\[ v(y) = 0. \]

In particular, \( v_{ci}^a(y)v_{di}^a(y) = 0 \) for all \( 1 \leq a \leq n, 1 \leq c \leq n, \) and \( c < d \leq 2n \). This means that a row of \( J_v \in \mathbb{R}^{n \times 2n} \) at each \( y \) has either 1) only one non-zero entry somewhere in the former half block (corresponding to the partial derivatives by \( y_1 \)), or 2) non-zero entries only in the latter half block (corresponding to the partial derivatives by \( y_2 \)). The latter case is contradictory because it means that the component \( v_{ci} \) is a function of only \( y_{1c} = x_{t-1} \), and cannot hold Eq. (14) which right-hand side is a function of all components of \( y_1 \) (and \( y_2 \)). Therefore, \( J_v \) should have only one non-zero entry in the former half block for each row. From the results of \( J_v \) and \( J_{y'} \), we deduce that \( J_v \) is a block diagonal matrix. Now, by invertibility and continuity of \( J_v \), we deduce that the location of the non-zero entries are fixed and do not change as a function of \( y \). This proves that \( v = h \circ f(y) \) is a block-wise invertible point-wise function, and \( v_i := h_i(x_t, x_{t-1}) \) is represented by only one \( y_{1j_i} \) \( (= s_j(t)) \) up to a scalar (component-specific) invertible transformation, and the Theorem is proven.
B Proof of Theorem 2

The conditional joint log-pdf of a data point \((x_t, x_{t-1})\) is given by, using the probability transformation formula,

\[
\log p(x_t, x_{t-1} | u_t = \tau) = \sum_{i=1}^{n} \sum_{j=1}^{k} \left( w_{ij\tau} - w_{ij1} \right) \psi_{ij} (x_t, x_{t-1}) + q_{ij} (g_i(x_t, x_{t-1})) \lambda_{ij} (u_t = 1) \\
+ \sum_{i=1}^{n} \left[ Q_i (g_i(x_t, x_{t-1})) - Z_i (u_t) + \sum_{j=1}^{k} q_{ij} (g_i(x_t, x_{t-1})) \lambda_{ij} (u_t) \right] \\
+ \log p_x(x_{t-1} | u_t) + \log | \det J(x_t, x_{t-1}) |
\]

where \(p_x, p_s, \) and \(p_e\) are the conditional pdfs of \((s, x), s, \) and \(x, \) respectively, \(J\) denotes the Jacobian, and \(s_t = g_t(x_t, x_{t-1})\) by definition. The second equation is from the structure of the augmented demixing model (Eq. 6) and the temporal independence of \(s (A1), \) and the last equation is from the conditional exponential family model of the innovation \( (A2) \). On the other hand, by applying Bayes rule on the optimal discrimination relation given by Eq. 8 after dividing all the exponential term by the one of \( \tau = 1 \) to avoid the well-known indeterminacy of the softmax function,

\[
\log p(x_t, x_{t-1} | u_t = \tau) = \sum_{i=1}^{n} \sum_{j=1}^{k} \left( w_{ij\tau} - w_{ij1} \right) \psi_{ij} (h_i(x_t, x_{t-1})) + \phi(x_{t-1}, u_t = \tau) \\
- \phi(x_{t-1}, u_t = 1) + \log p(x_t, x_{t-1} | u_t = 1) + \alpha_{\tau}, \tag{20}
\]

where \(\alpha_{\tau} = b_{\tau} - b_1 - \log p(u_t = \tau) + \log p(u_t = 1).\) Substituting Eq. 19 with \(u_t = 1\) into Eq. 20, we have:

\[
\log p(x_t, x_{t-1} | u_t = \tau) = \sum_{i=1}^{n} \sum_{j=1}^{k} \left( w_{ij\tau} - w_{ij1} \right) \psi_{ij} (h_i(x_t, x_{t-1})) + q_{ij} (g_i(x_t, x_{t-1})) \lambda_{ij} (u_t = 1) \\
+ \sum_{i=1}^{n} \left[ Q_i (g_i(x_t, x_{t-1})) - Z_i (u_t) + \phi(x_{t-1}, u_t = \tau) - \phi(x_{t-1}, u_t = 1) \right] \\
+ \log p_x(x_{t-1} | u_t = 1) + \log | \det J(g(x_t, x_{t-1})) | + \alpha_{\tau} \tag{21}
\]

Setting Eq. 21 and Eq. 19 with \(u_t = \tau\) to be equal for arbitrary \(\tau,\) we have:

\[
\sum_{i=1}^{n} \sum_{j=1}^{k} (w_{ij\tau} - w_{ij1}) \psi_{ij} (h_i(x_t, x_{t-1})) + \phi(x_{t-1}, u_t = \tau) - \phi(x_{t-1}, u_t = 1) + \alpha_{\tau} \\
= \sum_{i=1}^{n} \sum_{j=1}^{k} (\lambda_{ij} (u_t = \tau) - \lambda_{ij} (u_t = 1)) q_{ij} (g_i(x_t, x_{t-1})) + \log p_x(x_{t-1} | u_t = \tau) - \log p_x(x_{t-1} | u_t = 1) + z_{\tau} \tag{22}
\]

where \(z_{\tau} = \sum_{i=1}^{n} Z_i (u_t = 1) - Z_i (u_t = \tau).\) By collecting this equation for all the \(T\) labels into rows, except \(\tau = 1,\) which makes both-sides zero,

\[
W^T \psi(h(x_t, x_{t-1})) + \phi(x_{t-1}) + \alpha = L^T q(s_t) + p(x_{t-1}) + z, \tag{23}
\]

where \(W \in \mathbb{R}^{nk \times (T-1)}\) is a matrix of \(w_{ij\tau} - w_{ij1},\) with the product of \(i, j\) giving row index and \(\tau\) column index, \(L\) is a matrix of \(\lambda_{ij} (u_t = \tau) - \lambda_{ij} (u_t = 1)\) in the assumption 4 in the Theorem, \(\psi(h(x_t, x_{t-1})) = (\psi_{11}(h_1(x_t, x_{t-1})), \ldots, \psi_{nk}(h_n(x_t, x_{t-1})))^T,\)

\(q(s_t) = (q_{11}(s_1(t)), \ldots, q_{nk}(s_n(t)))^T,\) \(\phi(x_{t-1}) = (\phi(x_{t-1}, u_t = 2), \ldots, \phi(x_{t-1}, u_t = T))^T - 1 \phi(x_{t-1}, u_t = 1),\) \(1\) is a \((T - 1) \times 1\) vector of ones, \(\alpha = (\alpha_2, \ldots, \alpha_T)^T,\)

\(p(x_{t-1}) = (\log p_x(x_{t-1} | u_t = 2), \ldots, \log p_x(x_{t-1} | u_t = T))^T - 1 \log p_x(x_{t-1} | u_t = 1),\) and \(z = (z_2, \ldots, z_T)^T.\) Let a compound demixing-mixing function \(v(s_t, x_{t-1}) = h \circ f(s_t, x_{t-1}),\) and change variables to \(y = [y_1, y_2] = [s_t, x_{t-1}],\) we then have

\[
W^T \psi(v(y)) + \phi(y_2) + \alpha = L^T q(y_1) + p(y_2) + z. \tag{24}
\]
Firstly, we will show that $W$ has full row rank $nk$. From the definition of $q(y_1)$, its partial derivative with respect to $y_{1i}$ is $q'(y_{1i}) = (0, \ldots, 0, q_{1i}^t(y_{1i}), \ldots, q_{ik}^t(y_{1i}), 0, \ldots, 0)'$. According to Lemma 3 of [13], for $y_{1i}$ which satisfies $\mathbf{X}$, there exist $k$ points $(\bar{y}_{1i}^1, \ldots, \bar{y}_{1i}^k)$ such that $(q'(\bar{y}_{1i}^1), \ldots, q'(\bar{y}_{1i}^k))$ are linearly independent. By differentiating Eq. 24 with respect to $y_{1i}$ and collecting their evaluations at each $i$, we get

$$W^T \bar{Q} = L^T \bar{Q},$$

where $Q \in \mathbb{R}^{nk \times nk}$ is a matrix collecting $q'(\bar{y}_{1i}^l)$ to the columns indexed by $(i, l)$, and $\bar{Q}$ is a collection of partial derivatives of $\psi(v(y))$ evaluated at the same points. $Q$ is invertible (through a combination of Lemma 3 of [13] and the fact that each component of $q$ is univariate), and thus the right-hand side has full column rank $nk$ because $L$ has full row rank $nk$ (assumption $\text{H}$). The full column rank of the right-hand side implies the full row rank of $W$ and the invertibility of $Q$.

Now, let an augmented compound demixing-mixing function $\tilde{v}(y) = [\tilde{v}_1(y), \tilde{v}_2(y)] = \mathbf{h} \circ \mathbf{f}(y)$, where $\mathbf{h}$ is the augmented function defined in the assumption $\text{H}$ in the Theorem. The $\tilde{v}(y)$ corresponds to $v(y)$ defined above. Note that $\tilde{v}$ is invertible because both $\mathbf{h}$ and $\mathbf{f}$ are invertible. What we need to prove is that $\tilde{v}$ is a block-wise invertible point-wise function, in the sense that $\tilde{v}_{1i}$ is a function of only one $y_{1j}$, and not of any of $y_{2j}$, and vice versa. This can be done by showing that the product of any two distinct partial derivatives of any component is always zero, and the Jacobian $J_\mathbf{v} \in \mathbb{R}^{2n \times 2n}$ is block diagonal; the upper and lower block correspond to $y_1$ and $y_2$ respectively. Along with invertibility, this means that each component depends exactly on one variable of the corresponding block ($y_1$ or $y_2$). Below, we show that separately for $J_\mathbf{v} \in \mathbb{R}^{n \times 2n}$ and $\mathbf{J}_\mathbf{Q} = \mathbb{R}^{n \times 2n}$.

Firstly, this is obviously true for $J_\mathbf{v}$ because $v_2(y)$ is just an identity mapping of $y_2$ from the definitions of $\mathbf{h}$ and $\mathbf{f}$, and does not depend on $y_1$; the lower non-zero block of $\mathbf{J}_\mathbf{v}$ is an identity matrix. Next, we will show that for $J_\mathbf{v}$. We differentiate Eq. 24 with respect to $y_c, 1 \leq c \leq n$ (an element of $y_1 = s_t$), and $y_d, c < d \leq 2n$, and get

$$W^{T} \frac{\partial^2}{\partial y_c \partial y_d} \psi(v(y)) = 0. \quad (26)$$

From the full row rank of $W$ and the calculation of differentials, we get

$$\frac{\partial^2}{\partial y_c \partial y_d} \psi(v(y)) = \Psi(v(y))^T v(y) = 0, \quad (27)$$

where $\Psi(y) = (e^{(1,1)}(y_1), \ldots, e^{(1,k)}(y_1), \ldots, e^{(n,1)}(y_n), \ldots, e^{(n,k)}(y_n)) \in \mathbb{R}^{2nk \times nk}$, $e^{(a,b)} = (0, \ldots, 0, \psi_{ab}(v_a), \psi_{ab}'(v_a), 0, \ldots, 0)^T \in \mathbb{R}^{2n}$, such that the non-zero entries are at indices $(2a-1, 2a), \psi(v(y)) = (v_0^c(y), v_0^d(y), \ldots, v_0^{cd}(y), v_0^{cd}(y)) \in \mathbb{R}^{2n}, v_0 = \frac{\partial v}{\partial y_c}(y), \text{ and } v_0^{cd} = \frac{\partial^2 v}{\partial y_c \partial y_d}(y)$. From Lemma 4 and 5 of [13], assumption $\text{H}$ implies that $\Psi(y)$ has full row rank $2n$, and thus the pseudo-inverse of $\Psi(y)^T$ fulfills $\Psi(y)^T \Psi(y)^T = I$. We multiply the equation above from the left by such pseudo-inverse and obtain

$$v(y) = 0. \quad (28)$$

In particular, $v_0^c(y)v_0^d(y) = 0$ for all $1 \leq a \leq n, 1 \leq c \leq n$, and $c < d \leq 2n$. This means that a row of $J_\mathbf{v} \in \mathbb{R}^{n \times 2n}$ at each $y$ has either 1) only one non-zero entry somewhere in the former half block (corresponding to the partial derivatives by $y_1$) or 2) non-zero entries only in the latter half block (corresponding to the partial derivatives by $y_2$). The latter case is contradictory because it means that the component $v_i$ is a function of only $y_2 = x_{i-1}$, and cannot hold Eq. 24 which right-hand side is a function of all components of $y_1$ (and $y_2$). Therefore, $J_\mathbf{v}$ should have only one non-zero entry in the former half block for each row. From the results of $J_\mathbf{v}$ and $J_\mathbf{Q}$, we deduce that $J_\mathbf{v}$ is a block diagonal matrix. Now, by invertibility and continuity of $J_\mathbf{v}$, we deduce that the location of the non-zero entries are fixed and do not change as a function of $y$. This proves that $v = \mathbf{h} \circ \mathbf{f}(y)$ is a block-wise invertible point-wise function, and $v_i (= h_i(x_i, x_{i-1}))$ is represented by only one $y_{1j}$, ($= s_j(t)$) up to a scalar (component-specific) invertible transformation, and the Theorem is proven.

### C Implementation detail for Simulation 1

We give here more detail on the data generation, training, and evaluation for IIA-GCL in Simulation 1 (Section 4.1).
**Data generation** We generated data from an artificial NVAR process with time-index-parameterized nonstationary innovations. The nonstationary innovations were randomly generated from a Gaussian distribution by modulating its mean and standard deviation across time \( t \); i.e., the auxiliary variable \( u_t = t \), and \( \log p(s_i(t)) \propto -\lambda_{i1}(t)s_i(t)^2 - \lambda_{i2}(t)s_i(t) \), where \( \lambda_{i1}(t) \) and \( \lambda_{i2}(t) \) control the standard deviation and mean of the \( i \)-th component at time point \( t \), respectively. Each of \( \lambda_{i1}(t) \) and \( \lambda_{i2}(t) \) was modeled to be temporally smooth and continuous, by 1) obtaining a combination of Fourier basis functions spanning the whole time series (sine and cosine bases with 64 frequencies), which weights were randomly selected from uniform distribution, 2) normalizing to \([-2, 2]\), and 3) (only for \( \lambda_{i1}(t) \)) putting into exponential function. The dimensions of the observations and innovations \((n)\) were 20. As the NVAR model, we used a multilayer perceptron we call NVAR-MLP, which takes a concatenation of \( x_{t-1} \) and \( s_i \) as an input, then outputs \( x_t \). To guarantee the invertibility, we fixed the number of units of each layer to \( n \), and used leaky ReLU units for the nonlinearity except for the last layer which has no nonlinearity.

**Training** Considering the innovation model with \( u_t = t \), we here used IIA-GCL for the estimation of the latent innovations. We adopted MLPs as the nonlinear scalar functions in Eq. 6. The MLP for \( h (h-MLP) \) outputs \( n \)-dimensional feature values from an input \((x_t, x_{t-1})\), which is supposed to represent the latent innovations after the training. The number of layers was selected to be the same as that of the NVAR-MLP, and the number of node in each layer was \( 4n \) except for the output layer \((n)\), so as to make it have enough number of parameters as the demixing model. A maxout unit was used as the activation function in the hidden layers, which was constructed by taking the maximum across two affine fully connected weight groups, while no-linearity was applied at the last layer. The scalar functions \( \psi_{ij}, \mu_{ij}, \alpha(u_i) \) were modeled to be consistent with the NVAR model; i.e., we incorporated the information into the model that 1) the innovations were generated based on the Gaussian distribution with mean and std modulations by the log-pdf shown above, and 2) \( \lambda_{i1} \) and \( \lambda_{i2} \) were generated through a combination of Fourier basis functions with 64 frequencies, while their weights have to be estimated from the data. For \( \phi \), which has dependency on \( u_t \), we used the same structure as the combination of \( h, \psi_{ij}, \) and \( \mu_{ij} \) explained above, which we call \( \phi \)-MLP, except that the \( \phi \)-MLP takes a single data point \((x_{t-1})\) as an input, instead of a set of the consecutive points \((x_t, x_{t-1})\). The regression function also needs additional terms representing the marginal distributions of \( s \) and \( x \) \((\beta \) and \( \gamma)\), which were here modeled by the weighted squared sum of the output units of the \( h \)-MLP and \( \phi \)-MLP, respectively.

The nonlinear regression function was trained by back-propagation with a momentum term so as to discriminate the real dataset from its \( u_t \)-randomized version. The initial parameters were randomly drawn from a uniform distribution. The performance was evaluated by the Pearson correlation between the true innovations and the estimated feature values \( h \). It was averaged over 10 runs, for each setting of the complexity (number of layers) \( L \in [1, 3, 5] \) of the NVAR-MLP and the number of data points.

For comparison, we also applied NICA based on GCL (NICA-GCL [10]), an NVAR with additive innovation model (AD-NVAR), and variational autoencoder (VAE) [16] to the same data. In NICA based on GCL, we estimated the independent components by the similar architecture as IIA-GCL shown above, except that it assumed the instantaneous mixture model for the observation. In AD-NVAR, we trained an MLP with \( 4n \) maxout hidden units, which predicts \( x_t \) from \( x_{t-1} \), based on the mean squared prediction errors, and the error term was used as the estimation of the additive innovation; i.e., \( x_t = \text{MLP}(x_{t-1}) + \tilde{s}_t \), where \( \tilde{s}_t \) is the estimation of the innovation. In VAE, we trained an encoder based on an MLP, which nonlinearly embeds an input \((x_t, x_{t-1})\) into a 20 dimensional feature space representing the estimation of the innovation. The number of nodes in each layer was designed to linearly decrease from input \((40)\) to the output \((20)\). We fixed \( L \in [1, 2] \) exceptionally for VAE because of the instability of training in high layer models. We additionally applied linear ICA based on nonstationarity of variance (NSICA) [7] to the innovations estimated by AD-NVAR and VAE for fair comparisons because they do not assume the independence on the estimations. For all of them, we fixed the number of layers of the demixing model to be the same as that of the NVAR-MLP.

D Implementation detail for Simulation 2

We give here more detail on the training for IIA-TCL in Simulation 2 (Section 4.2).
Training  We applied IIA-TCL to the same data used in Simulation 1. For IIA-TCL, we first divided the time series into 256 equally-sized segments, and used the segment label as the auxiliary variable $u_i$; i.e., we assume that the data are segment-wise stationary. Although this assumption is not consistent with the real innovation model (Simulation 1), it is approximately true because the modulations were temporally smooth and continuous; we thus consider here data with a realistic deviation from model assumptions. We adopted MLPs as the nonlinear scalar functions in the regression function (Eq. [8]). The architecture of the MLP for $h$ ($h$-MLP) was the same as that in Simulation 1. Considering the log-pdf of the innovation, we fixed $\psi_1(y_t) = y_t^2$, and $\psi_2(y_t) = y_t$. For $\phi$, which has dependency on $u_i$, we used the same structure as the combination of $h$, $\psi_1$, and $w_{1:T}$, except that $\phi$ takes a single data point $(x_{t-1})$ as an input, instead of a set of consecutive points $(x_t, x_{t-1})$. The training and evaluation methods follow those in Simulation 1. We discarded the cases of small data sets (210 and 212, corresponding to 4 and 16 samples in a segment) because of the instability of training.

For comparison, we also applied NICA (TCL [8]), which estimates the independent components by the similar architecture as IIA-TCL shown above, except that it assumed the instantaneous mixture model for the observation.

E  Detail for experiments on real brain imaging data

Data and preprocessing  We used a publicly available MEG dataset [31] (https://doi.org/10.17605/OSF.IO/M25N4). Briefly, the participants were presented with a random word selected from 420 unrelated German nouns (duration $= 697 \pm 119$ ms) either visually (projected centrally on a screen) or auditorily (via nonferromagnetic tubes to both ears) randomly for each trial. The stimulus was followed by a visual fixation cross until the end of the trial (2000 ms after the stimulus onset). MEG signals were measured from twenty healthy volunteers by a 148-channel magnetometer (MAGNES 2500 WH, 4D Neuroimaging, San Diego, USA) inside a magnetically shielded room. The data were downsampled to 300 Hz, and epoched into trials. The contaminated trials were rejected by visual inspections, and thereafter the blinks, eye movements, and cardiac artifacts were corrected using ICA (see [31] for more details of the preprocessing). We further band-pass filtered the data between 4 Hz and 125 Hz, normalized them to have zero-mean and unit variance at the base line period ($-1,000$ ms to $0$ ms) for each channel and trial, and then cropped from $-300$ ms to $2,000$ ms after the onset for each trial. The dimension of the data was reduced to 30 by PCA. There were $219.1 \pm 22.4$ trials ($110.4 \pm 11.5$ for auditory and $108.7 \pm 11.9$ for visual) for each subject, and in total, 2,207 auditory and 2,174 visual trials in the whole dataset.

IIA settings  We used IIA-TCL for the training, by assuming an NVAR(3) model and the segment-wise-stationary of the latent innovations. The trial data were divided into 84 equally sized segments of length of 8 samples (26.7 ms), and the segment label was used as the auxiliary variable $u_i$. The same segment labels were given across the trials; however, considering the possible stimulus-specific dynamics of the brain, we assigned different labels for the auditory and visual trials. In total, there are 168 segments (classes) to be discriminated by MLR. The network architectures of the MLPs are the same with those in Simulation 2, except that $h$ and $\phi$ take $x_{t-3}$ and $x_{t-1:t-3}$ as inputs, respectively, the number of units of each layer was fixed to 30, and that of the last layer (number of components) was 5. The smaller number of components than the data dimension can be justified by assuming the stationarity of the remaining components (the remaining innovations do not depend on $u$) [8]. Considering the fast sampling rate of the data (300 Hz), we fixed the time lag between two consecutive samples to 3 (10 ms). The other settings were as in Simulation 2. The training of a four-layer model by IIA-TCL took about 2 hours (Intel Xeon 3.5 GHz 16 core CPUs, 376 GB Memory, NVIDIA Tesla V100 GPU).

Evaluation methods  For evaluation, we performed classification of the stimulus modality (auditory or visual) by using the estimated innovations. The classification was performed using a linear support vector machine (SVM) classifier trained on the stimulation label and sliding-window-averaged innovations (width=16 and stride=8 samples) obtained for each trial. The performance was evaluated by the generalizability of a classifier across subjects, i.e., one-subject-out cross-validation (OSO-CV); the feature extractor and the classifier were trained only from the training subjects, and then applied to the held-out subject. The hyperparameters of the SVM were determined by nested OSO-CV without using the test data. For comparison, we also applied NICA based on TCL [8] and
Figure 3: Mean classification accuracies of the (multinomial) logistic regression after the training by IIA in the simulations. (a) (Simulation 1; IIA-GCL) Mean classification accuracies of the real dataset and its randomized version by the nonlinear logistic regression trained by IIA-GCL, as a function of sample size and complexity (number of layers $L$) of the NVAR model. Solid lines: test data, dotted line: training data. The chance level is 50%. The logistic regression achieved higher classification accuracies than the chance level, which implies that the regression function learned the hidden temporal structure of the innovations from the observable time series. The higher complexity of the NVAR model (larger $L$) complicates the training, and the regression function suffered from overfitting when the number of data points was not sufficient. (b) (Simulation 2; IIA-TCL) Mean classification accuracies of the nonlinear MLR trained by IIA-TCL, as a function of sample size and complexity (number of layers $L$) of the NVAR model. Solid lines: test data, dotted line: training data. The chance level is 0.39% (256-class classification). The MLR achieved higher classification accuracies than the chance level, which implies that the regression function learned the nonstationarity of the innovations from the observable time series. As with IIA-GCL in a, the higher complexity of the NVAR models complicates the training, and the regression function suffered from overfitting when the number of data points was not sufficient.

AD-NVAR(3). In NICA based on TCL, we estimated the independent components by the similar architecture as IIA-TCL, except that it assumed the instantaneous mixture model for the observation. In AD-NVAR(3), we trained an MLP, which predicts $x_t$ from $x_{t-1:t-3}$, based on the mean squared prediction errors, and the error term was used as the estimation of the additive innovation; i.e., $x_t = \text{MLP}(x_{t-1:t-3}) + \tilde{s}_t$, where $\tilde{s}_t$ is the estimation of the innovation. The number of units of each layer was fixed to 30. We additionally applied linear ICA (NSVICA) to the estimations by AD-NVAR(3) so as to reduce the dimension to 5 for fair comparisons. We omitted $L = 1$ for IIA-TCL because of the instability of training.

We also visualized the spatial characteristics of each innovation component by estimating the optimal (maximal and minimal) input $x_t$ while fixing $x_{t-1:t-3}$ to zero. This method is commonly used in deep learning studies to visualize the input specificities of a hidden node of a neural network. We used $l_2$ regularization on the input to avoid overfitting.