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ABSTRACT

Many systems today distribute trust across multiple parties such that the system provides certain security properties if a subset of the parties are honest. In the past few years, we have seen an explosion of academic and industrial cryptographic systems built on distributed trust, including secure multi-party computation applications (e.g., private analytics, secure learning, and private key recovery) and blockchains. These systems have great potential for improving security and privacy, but face a significant hurdle on the path to deployment. We initiate study of the following problem: a single organization is, by definition, a single party, and so how can a single organization build a distributed-trust system where corruptions are independent? We instead consider an alternative formulation of the problem: rather than ensuring that a distributed-trust system is set up correctly by design, what if instead, users can audit a distributed-trust deployment? We propose a framework that enables a developer to efficiently and cheaply set up any distributed-trust system in a publicly auditible way. To do this, we identify two application-independent building blocks that we can use to bootstrap arbitrary distributed-trust applications: secure hardware and an append-only log. We show how to leverage existing implementations of these building blocks to deploy distributed-trust systems, and we give recommendations for infrastructure changes that would make it easier to deploy distributed-trust systems in the future.
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1 INTRODUCTION

Distributing trust is a powerful tool for building efficient systems with strong privacy and integrity properties. A distributed-trust system is deployed across $n$ parties (we will subsequently refer to these as trust domains) where, if there are no more than $f$ independent corruptions, the system provides certain security, privacy, and/or integrity properties. In the past few years, we’ve seen an explosion of academic and industrial cryptographic systems built on distributed trust; some applications are based on secure multi-party computation (e.g. private search [20, 21, 59, 75], private analytics [6, 10, 17, 24, 38] private media delivery [35], private blocklist lookups [42], private DNS [67], anonymous messaging [15, 18, 25, 44, 45, 77], and cryptocurrency wallets [27, 28, 41, 58, 62, 65, 68]), while others are based on Byzantine fault-tolerant consensus and blockchains [5, 7, 14, 22, 33, 34, 43, 46, 52, 81].

In this paper, we initiate the academic study of an often overlooked challenge that distributed-trust systems face on the path to deployment: bootstrapping a distributed-trust system is surprisingly difficult. Distributed-trust systems only provide strong security guarantees insofar as there is no central point of attack that allows an attacker to compromise more than an application-specific threshold of parties. Many academic works simply assume the existence of multiple non-colluding servers [18, 20, 21, 25, 35, 35, 42, 75], but an application developer that wants to deploy a distributed-trust system faces difficult questions: who should have administrative control over the different trust domains, and how do you convince another party that you do not control to run your system? We study the difficulties developers have faced when deploying distributed-trust systems in §2.
To make this challenge more concrete, consider a simple application that provides backups for secret keys (e.g., for end-to-end encrypted messaging or cryptocurrency wallets). The user splits its secret key across different trust domains via secret sharing [66]. Therefore, even if the attacker steals secret shares from all but one of the trust domains, the attacker cannot learn users’ secret keys (Figure 1). As a strawman, the application developer could deploy virtual machines on different cloud providers so that different trust domains correspond to different cloud providers. The problem with this strawman solution is that the application developer still has administrative control over the virtual machines and so is a central point of attack: if the attacker compromises the developer’s credentials, the attacker can easily recover every user’s secret key.

To achieve strong security guarantees in practice, we would like trust domains to be truly independent so that there is no single point of failure. For security, compromising any system component should always ideally compromise at most one trust domain. For convenience, a developer should ideally be able to set up a distributed-trust deployment cheaply and easily. In reality, absolute separation is very hard to achieve given the architecture of today’s systems, and so we must settle for some approximation of independence. One good approximation of independence would be to have the application developer coordinate with and cede administrative control to different organizations that manage servers running on different cloud providers with different hardware, potentially even in different geographic locations [1, 24, 30, 74]. In this way, even if the developer’s credentials are compromised, the attacker cannot subvert every trust domain and compromise the entire system. While this first attempt provides security, it does not provide convenience, as it requires time-consuming and expensive human coordination across organizations.

Thus we reach an impasse: how can an application developer bootstrap a distributed-trust system without herself becoming a central point of attack? It is impossible to bootstrap trust out of nothing. We consider an alternative formulation of the bootstrapping problem: instead of ensuring that a system distributes trust correctly by design, what if users can audit a distributed-trust deployment? We are inspired by the widely deployed certificate transparency infrastructure [47] where, instead of preventing certificate authorities (CAs) from issuing bad certificates, users can simply detect CA misbehavior. In our setting, we also provide transparency: rather than guaranteeing that the system always distributes trust correctly, we instead only guarantee that the user will be able to detect whenever the system does not execute the expected code in different trust domains. Moreover, the user will obtain a publicly verifiable proof of misbehavior.

We propose a framework that enables a non-expert application developer to deploy a distributed-trust system in a publicly auditable way without human-level cross-organization coordination. To do this, we identify two core, application-independent building blocks from which an application developer can bootstrap any distributed-trust application: secure hardware and an append-only log.

To provide public auditability, we use secure hardware to attest to the code running in each trust domain. Secure hardware such as trusted execution environments (TEEs) [4, 12, 19, 49, 53] allow the client to verify code integrity (i.e. the secure hardware is running the code that the client thinks it should be running). To see the history of the code running at each trust domain, the client can check an append-only log maintained by the TEEs. The developer must publish her code to allow clients and third-party auditors to inspect it and check that it hashes to the value provided by the TEEs. Because we use secure hardware, it might seem like distributed trust is unnecessary now: we can simply run the entire application inside of secure hardware. However, this would make a single type of secure hardware a central point of attack. For example, if we run the application inside Intel SGX and an attacker finds an exploit in SGX, then they can compromise the security of the entire system (this seems plausible given the history of attacks on SGX [16, 32, 60, 63, 69, 70, 72, 73]). Many systems use distributed trust precisely because they do not want security of the entire system to reduce to the security of a TEE. To address this issue, we set up our system to split trust across multiple trust domains and use heterogeneous secure hardware.

We demonstrate how organizations can easily bootstrap a distributed-trust application by building on cloud offerings for secure hardware and deployed certificate transparency infrastructure [47]. While it is possible to use only existing infrastructure, we also describe infrastructure-level changes that would make the distributed-trust ecosystem more efficient and sustainable. To demonstrate the feasibility of our framework, we implement and evaluate a prototype (§5).

**Limitations.** Our proposal still has several limitations. The first main drawback is the reliance on secure hardware. We can prevent secure hardware from becoming a central point of attack by using heterogeneous secure hardware. The second drawback has to do with performance: running an application inside a TEE is more expensive than running it natively (§5). In §4.2, we describe how secure hardware manufacturers could design TEEs and how cloud providers could offer services specifically tailored to distributed-trust systems to minimize this overhead.
2 DISTRIBUTED-TRUST DEPLOYMENTS TODAY

We start by examining the challenges organizations face in deploying distributed-trust applications today. We base our discussion of organizations’ solutions on published documentation, including whitepapers and blog posts.

Privacy-preserving analytics. Prio [17] splits trust across two servers to compute aggregate statistics without revealing individual users’ data and has been deployed for Firefox telemetry [24] and COVID-19 exposure notification analytics [6]. For Firefox telemetry, Firefox runs one server and the ISRG (the public-benefit corporation behind Let’s Encrypt, which offers free TLS certificates) runs the other. The COVID-19 exposure notification system computes statistics across iOS and Android users where the ISRG and the National Institute of Health each run a server. To enable other organizations to easily run a Prio system, the ISRG has announced Divvi Up, a service where the ISRG acts as the second trust domain for a Prio deployment (the organization building the application acts as the “first trust domain”) [1, 38].

While Divvi Up will make it easier for organizations to deploy private analytics systems [10, 17], it still does not enable general-purpose distributed-trust systems. Moreover, the challenges ISRG faced in setting up Divvi Up illustrate just how hard it is to set up a distributed-trust system correctly [29, 30]. For example, debugging and running integration tests now must take place across organizations that don’t have a common release process or deployment system.

Digital advertising. Meta recently announced their Private Lift Measurement solution [55] in which Meta and an advertiser run a multi-party computation protocol [8, 31, 79]. Multi-party computation is a cryptographic tool that allows multiple parties to jointly compute some function over their secret inputs such that the parties only learn the output of the computation (and not the other parties’ secret inputs). In Meta’s use-case, the advertiser can learn how their campaign is doing without revealing unnecessary information to Meta or the advertiser. Even with Meta’s resources, Meta reported that it initially took months to onboard a new advertiser [61].

Private DNS. Cloudflare, Apple, and Fastly authored an IETF draft for oblivious DNS over HTTPS that splits trust between a proxy and a resolver such that neither learns both the user’s IP address and query [40, 67, 74]. Internet service providers PCCW, SURF, and Equinix have committed to launching proxies, enabling the set of organizations running proxies to be disjoint from the set of those operating resolvers.

Permissioned ledgers with infrastructure providers. To run a new ledger, organizations need to start many nodes quickly. Infrastructure providers like Blockdaemon [9], Achemy [3], or Figment [26] offer nodes as a service. For example, Blockdaemon provides end-to-end nodes for permissioned ledgers like Diem [7] and Hyperledger Fabric [5] (among many others). However, these infrastructure providers are themselves centralized; compromising a provider like Blockdaemon could enable an attacker to compromise a significant fraction of system nodes. The existence of these infrastructure providers illustrates that organizations need a way to easily add nodes to ledger systems.

Financial custody. Users transfer cryptocurrency by signing transactions, and so transaction signing keys can secure millions of dollars. Many financial custody companies deploy solutions where the signing key is split across hardware security modules (HSMs), and the HSMs run a multi-party computation to generate a signature on a transaction [27, 28, 41, 58, 62, 65, 68]. In this way, no HSM ever holds the entire signing key.

A limitation of the financial custody companies we surveyed is that they only provide security if the company is honest at setup time. One company deploys and maintains all of the secure hardware, and the end-user cannot check that the system is set up and distributes trust in the way that the company claims. Furthermore, if the company locks itself out of its machines to defend against post-setup compromise, there is no way to patch bugs or push updates.

2.1 Our findings

The applications we survey fall into one of two categories:

- The application setup was challenging, application-specific, and required cross-organization coordination.
- The application architecture compromises on distributed trust or functionality in some way (beyond what we could reasonably hope for).

In the first category, we have the ISRG’s Divvi Up, Meta’s Private Lift Measurement, and oblivious DNS. In all of these cases, the system splits trust across organizations correctly, but the developers had to overcome significant hurdles to coordinate across organizations. In the second category, we have some permissioned ledger deployments and financial custody solutions. The challenges we see in these deployments illustrate how difficult it is to truly eliminate a central point of attack, especially as the number of parties grows (e.g. for permissioned ledgers).

Going forward. While applications in the first category provide strong security guarantees, setting up this type of deployment is simply too difficult for many small organizations. In the remainder of this paper, we describe how a developer can set up a distributed-trust application without expensive, cross-organization coordination.
We describe the architecture of a system that distributes trust across \( n \) trust domains (Figure 2). Each trust domain runs a server equipped with secure hardware. Ideally trust domains should leverage different types of secure hardware to minimize the chance that an exploit in one type of secure hardware compromises the entire system. The application developer can run one trust domain on her own without any secure hardware (denoted as "trust domain 0" in Figure 2).

Note that for applications with a small number of trust domains, it is possible to run each trust domain on a different type of secure hardware. For applications with a large number of trust domains, the fact that there are a comparatively small number of secure hardware vendors means that some trust domains might have to use the same type of secure hardware, potentially introducing correlated corruptions (the application only provides security or privacy if the attacker can compromise more than an application-specific threshold of trust domains). We discuss how to improve this shortcoming moving forward in §4.2.

3.3 System properties

Given a distributed-trust application with \( n \) trust domains that provides security if at least \( t \) are honest, we provide the following guarantees.

Auditable. For each of the \( n \) trust domains, the client can obtain a digest of the code that is currently running and a history of digests corresponding to code that ran previously. The client can check that the digests match across all \( n \) trust domains, ensuring that if at least one trust domain is honest (as required by distributed-trust applications), the client will receive a digest of the correct code. The developer opensources her code so that clients and third-party auditors can inspect the published code to make sure that it does what the developer claims and check that the hash of the published code matches the hash from the TEEs. We provide security if the published code is running correctly in at least \( t \) trust domains.

Simple for application developer. Our system enables application developers to bootstrap distributed-trust systems using existing cloud resources and infrastructure. Human-level cross-organization coordination is not necessary.

Supports code updates. Application developers can securely update their code. Code updates are necessary to fix security-critical bugs and support new features. Clients learn when the code running in different trust domains is updated, and they can check that the new code matches the hash in the log. Moreover, clients can check that the trust domains correctly update to the new code when the developer publishes an update. Because the code is open-source, clients and third-party auditors can check the contents of the current code and old versions of the code.

Non-goals. We do not defend against implementation bugs or backdoors. By examining the application code, clients and third-party auditors can gain confidence that the code is doing what the application developer claims, but different implementations or formal verification would be necessary.

Figure 2: System architecture. We show two trust domains for simplicity, but in practice the number of trust domains is application-dependent. Trust domain 0 is run by the application owner without any secure hardware.
to protect against correlated compromise due to the implementation. Similarly, we can only provide limited protection in the case where the developer is herself the attacker and is allowed to push code updates; the developer can insert backdoors that could be very challenging to detect. Therefore for highly sensitive applications, a developer might consider disabling her ability to push code updates to defend against future compromise.

4 SYSTEM DESIGN
We now describe our system design. We first show how to bootstrap distributed trust today (§4.1). We then outline infrastructure-level changes that would better enable bootstrapping in the future (§4.2).

4.1 Deployment today
To bootstrap distributed trust today, we can build on top of a TEE like Intel SGX or AWS Nitro. Cloud providers already provide access to TEEs, with Microsoft Azure supporting Intel SGX and AWS supporting the Nitro enclave, and so using the techniques we describe below, an application developer can deploy a distributed-trust application immediately. As a starting point, we first explain how deployment without updates works, and then we show how to layer on support for updates.

Starting point: deployment without updates. Without updates, the system design is straightforward: the developer seals the application code directly inside a TEE in each trust domain. The client can then use the TEE’s attestation mechanism to receive a hash of the sealed code from each trust domain. If all the hashes match, the client knows that the trust domains all claim to run the same code and, if the trust domains are honest, the hash must correspond to the code currently running in the trust domains. The client (or a third-party auditor) can optionally inspect the open-source code corresponding to the hash; if enough clients or third-party auditors inspect the code, other clients will generally have confidence in the deployment. Because the code is sealed onto the enclave, the application developer cannot change the code, which provides security, but also makes code updates impossible.

Supporting updates. Application developers need the ability to fix security-critical bugs and support new features. Supporting updates with current TEEs is challenging because existing TEEs do not support updating the existing code while maintaining the current state of the running application. Moreover, the client needs some way to learn when an update has happened and check that the update was performed correctly. Because we need to defend against malicious updates, we cannot make any assumptions about the behavior of the new code (e.g., we cannot assume that the new code will correctly alert the client that an update occurred).

To address these problems, we add a layer of indirection. Instead of sealing the developer’s code directly on to the enclave, we instead seal an application-independent framework on to the TEE. This application-independent framework accepts application code as input and executes it. When the application developer wants to update the code running, she sends the new code to the TEE. Before the TEE starts running the new code, it alerts the client that an update is about to take place and sends the user a hash of the updated code. We can open-source this application-independent framework in order to increase confidence in this framework, and, as before, the client can use attestation to verify that the framework is running correctly on the TEE.

We need to ensure that a malicious update does not prevent the application-independent framework from notifying the client that an update took place. To ensure that the update cannot interfere with the framework, we run the updated application code inside of a sandbox [76, 80]. Sandboxing the application code ensures that the executed code cannot “escape” the sandbox and have an effect on the system outside the sandbox (i.e. the framework). We also need to ensure that the TEE only runs updates from the application developer. We can do this easily by sealing on to the TEE not just the framework, but also a public key. Then each subsequent update needs to be accompanied by a signature that verifies under the original public key.

In order to ensure that a malicious developer cannot erase evidence of malicious code, each TEE maintains an append-only log of code digests. This append-only log (implemented at each TEE as a hash chain) allows clients and third-party auditors to query for and audit old code digests. Prior work has explored transparency logs for application binaries, but in the context of verifying local client code rather than remote server code [2, 37, 56].

4.2 Deployment tomorrow
Infrastructure changes would make deployment even easier and provide greater flexibility in the future.

Expanding cloud provider offerings. Cloud providers should offer services specifically tailored for distributed-trust systems. In particular, cloud providers should allow developers to submit code and code updates and then run the code without allowing the developer to inspect or modify application memory. The cloud provider should attest to the current code that is running, as well as the history of executed code. In this way, the client could gain some confidence that the correct code is running and that the application developer cannot access application memory without secure hardware.
We implemented a prototype of our framework and support without a TEE and without sandboxing. Compiling to Wasm TEE increases processing time by 54.9%. This overhead is (comparable to a previous study on Wasm performance [39]).

Table 3: Processing time for producing a BLS threshold signature share under different execution environments. The baseline corresponds to native execution (no TEE and no sandbox).

| Execution Environment   | Processing Time | Increase   |
|--------------------------|-----------------|------------|
| Baseline                 | 10.2ms          | —          |
| Sandbox                  | 14.9ms          | 46.1%      |
| TEE + Sandbox            | 15.8ms          | 54.9%      |

Secure hardware design. TEEs like SGX support sealing code on to the TEE. This design decision requires us to seal our general-purpose framework on to the TEE and then have our framework run the dynamic application code in a software-based sandbox. Changing the hardware design could allow us to support updates much more efficiently. Instead of running the new binaries inside a software sandbox inside the TEE, the hardware could instead isolate the framework from the application binary directly. We simply need the secure hardware to attest to the framework that is running, store a history of executed code, and provide a mechanism for the framework to effectively sandbox the new binary. We hope that our work spurs the development of secure hardware explicitly tailored to bootstrapping distributed-trust systems efficiently.

5 EVALUATION

We implemented a prototype of our framework and support execution on AWS Nitro. We use WebAssembly (Wasm) [76] as our sandboxed execution environment. We compile C++ applications into Wasm using Emscripten [23] and run Wasm applications inside Node.js [57]. We implement a BLS threshold signature [11] application on top of our framework using libBLS [51]: each trust domain stores a secret key share, and the trust domains can jointly sign a message.

We evaluate our framework on a single AWS c5.4xlarge instance with a 16-core Intel Xeon 8124M CPU and 32GB RAM. We allocate 4GB RAM and 2 cores for the Nitro TEE.

Framework overheads. Table 3 shows the threshold signing time for different execution environments. Our baseline measures the processing time of the C++ implementation without a TEE and without sandboxing. Compiling to Wasm and running inside of Node.js imposes a 46.1% overhead (comparable to a previous study on Wasm performance [39]). Running the sandboxed application inside the AWS Nitro TEE increases processing time by 54.9%. This overhead is due to the fact that we need two additional sockets: one to forward request traffic from the client to our framework, and one inside the TEE to communicate between our framework and the sandboxed application.

6 CONCLUSION

Previously, distributed-trust systems were only an option for organizations that could successfully coordinate with other organizations. However, bootstrapping without cross-organization coordination can enable small organizations to securely deploy distributed-trust systems. For example, end-to-end encrypted messaging applications could use distributed trust to establish a public-key infrastructure or hack up secret keys (each trust domain stores a secret key share). We hope that our work motivates the study of building blocks (i.e. secure hardware and append-only logs) tailored specifically to distributed-trust systems. We also leave to future work the question of if these building blocks are necessary for bootstrapping distributed trust, or if there are a completely different set of building blocks we could leverage instead. What other trade-offs can developers make to securely bootstrap distributed-trust systems without requiring cross-organization coordination?
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