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Abstract: Multiple access channel (MAC) networks use a broadcasting algorithm called the Binary Exponential Backoff (BEB) to mediate access to the shared communication channel by competing nodes and resolve their collisions. While the BEB achieves fair throughput and average packet latency in jamming-free environments and relatively small networks, its performance noticeably degrades when the network is exposed to jamming or its size increases. This paper presents an alternative broadcasting algorithm called the K-tuple Full Withholding (KTFW), which significantly increases MAC networks' resilience to jamming attacks and network growth. Through simulation, we compare the KTFW with both the BEB and the Queue Backoff (QB), an efficient and high-throughput broadcasting algorithm. We compare the three approaches against two different traffic injection models, each approximating a different environment type. Our results show that the KTFW achieves higher throughput and lower average packet latency against jamming attacks than both the BEB and the QB algorithms. The results also show that the KTFW outperforms the BEB for larger networks with or without jamming.
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1. Introduction

Ethernet and wireless local area networks (WLANs) have become the main building blocks of TCP/IP networks. These networks use multiple access channel (MAC) protocols to enable multiple nodes to communicate fairly and robustly through a shared channel. Ethernet networks use carrier sense multiple access/collision detection (CSMA/CD) in which the sender stops the transmission of the packet when a collision is detected. In addition, WLANs use carrier sense multiple access/collision avoidance (CSMA/CA), where the nodes attempt to avoid collision by waiting for an inter-frame spacing (IFS) time before transmitting a packet. These MAC protocols rely on an algorithm called binary exponential backoff (BEB) to mediate access to the channel.

One of the main challenges in these MAC protocols is their vulnerability to signal jamming attacks [1]. This vulnerability emanates from their shared-access nature, which allows malicious adversaries to bottleneck the channel using off-the-shelf hardware [2]. Other types of networks that use a different topology, such as mesh topology, require more jamming resources than MAC networks. These networks use more than one shared medium, which complicates the jamming attack [3,4].

A malicious node can simply jam the network via signal transmission on the shared channel. This jamming attack causes transmitted network packets to be garbled which prevents communication between the nodes. While the BEB algorithm achieves reasonable throughput and average latency in non-adversarial settings, its performance degrades when the shared medium is exposed to signal jamming attacks, especially when the number of nodes on the shared channel is high. Many researchers have focused on
devising methods to improve the jamming resistance of MAC networks. Some of these approaches are ineffective, which only works for low jamming rates and reduces the network’s transmission rate. Other methods can cause significant packet delays, such as channel hopping [5–9].

WLANs also suffer from severe performance bottlenecks when a huge number of nodes contend for access to the channel [10–13]. The throughput of the network degrades significantly for large networks. This degradation affects communications, especially in places with a typically large number of nodes such as conference venues and public hotspots. The broadcast algorithm is one of the main factors affecting the performance of WLANs. Other problems impairing WLANs performance include intercell interference and network traffic overhead caused by the change in AP association [14,15]. In this work, we attempt to address one of the performance issues by proposing a new jamming-resilient broadcast algorithm that is more efficient than the standard BEB algorithm.

This paper explores a different direction: improving MAC network performance and resilience to jamming attacks by replacing the BEB algorithm with a more jamming-resistant broadcast algorithm. To this aim, we propose a new broadcast algorithm called the K-tuple full withholding (KTFW) algorithm. The BEB algorithm relies on randomness to avoid collision of retransmission packets, whereas our algorithm manages access to the channel in a deterministic manner. Although the KTFW algorithm is deterministic, it does not require a central node, and the algorithm is executed in a distributed manner by all the nodes. The KTFW algorithm is designed specifically for MACs with collision detection capability. Although existing WLANs do not have collision detection, research has been done on providing collision detection capability for WLANs [16–18].

We model the attack as a random (also called memoryless) jammer that corrupts transmitted packets with a certain jamming rate between 0 and 1, where 0 means no jamming and 1 represents continuous jamming. Using simulations, we compare the KTFW with both the standard BEB and the queue backoff (QB) [19], a high-throughput broadcast algorithm, and measure their performances in terms of throughput and average packet latency under various traffic injection models, jamming rates, and network sizes. We quantify these performance metrics for two different adversarial models of packet injection: the leaky bucket injection model (LBIM) and the randomized injection model (RIM) [20,21]. Through experiments with real network traffic and using a modified KL-divergence metric, we show that the considered models provide an accurate and inclusive approximation of real-world network traffic.

Our evaluation shows that the KTFW algorithm makes MAC networks significantly more resilient to jamming attacks than the BEB and the QB algorithms. Under jamming, the KTFW achieves higher throughput compared to both the BEB and the QB. As the network size increases, the KTFW’s advantage over the BEB increases even further. This superiority is because the throughput of the BEB degrades as the network size increases while the KTFW maintains a high throughput regardless. For a network with 100 nodes, the KTFW can achieve up to 50% more throughput than the BEB for certain jamming rates. The KTFW algorithm has a significant and consistent superiority over both the BEB and QB algorithms in terms of the average packet latency and achieves much lower average packet latencies for all jamming rates and network sizes. Interestingly, our results reveal that, even with no jamming, the KTFW outperforms the BEB algorithm in terms of throughput and latency for larger network sizes. Although the KTFW algorithm requires the node clocks to be synchronized, it is mitigated through a synchronization step executed once by new connected nodes.

The rest of the paper is organized as follows. In Section 2, we review the related works. Then, in Section 3 we describe some of the technical preliminaries. Afterward, we present the new proposed broadcast algorithm in Section 4, and then we define the traffic injection model in Section 5. Next, the jamming model is detailed in Section 6 and the evaluation is discussed in Section 7. Section 8 concludes the paper.
2. Related Works

Many studies have investigated the security of MAC networks and their susceptibility to cyber-attacks [1,22,23]. In general, network attacks can be classified into passive attacks and active attacks [24]. In this work, the focus is on active attacks in which an attacker attempts to disrupt a network through signal jamming to prevent communications.

Jamming attacks are a type of denial of service (DoS) attack on the physical layer [25]. A jammer tries to disrupt a communication channel by sending a radio signal or by random transmission on the channel [26]. These jamming attacks cause the transmission of packets to fail which blocks communication between legitimate nodes.

In this paper, we focus on a generalized random jamming model where a jammer is transmitting a jamming pulse rate $j \in [0, 1]$, where $j$ denotes the number of jamming signals that the jammer creates every second [27]. For any time interval $t$, the probability of generating a jamming signal is $1 - e^{-jt}$.

In addition to random jamming, other jamming models have been proposed in the literature [26,28]. A constant jammer is a well-resourced adversary that uses a strong signal to completely block off all communications on the channel [25]. This is equivalent to a random jammer with a jamming rate $j = 1$. With constant jamming, as no packet could ever be transmitted, the broadcast algorithm becomes irrelevant, and thus threat model falls outside the scope of this work.

A deceptive jammer continuously transmits packets that appear to be legitimate without following the underlying protocol [28]. As a result of this continuous transmission, all other nodes remain in a “receiving state”, which causes a disruption to the network activity. Again, a deceptive jammer is equivalent to a random jammer with a jamming rate of $j = 1$ and falls outside the scope of this work.

An intelligent jammer conducts jamming by cautiously attacking specific control or data packets in order to disrupt the communication with minimal noise, thus avoiding detection [29]. This type is classified into four categories: CTS corruption jamming, ACK corruption jamming, DATA corruption jamming, and DIFS wait jamming. As the jamming rate is lower than 1, the broadcast algorithm should have a positive impact on resilience against intelligent jammers. However, in this work, we only focus on random jamming and leave evaluation against intelligent jammers to future work.

Several techniques have been proposed in the literature to mitigate jamming attacks. One of the strategies against jamming attacks on wireless networks is the use of channel reassignment. In this approach, nodes would switch to another channel at regular intervals or when jamming attacks are detected [30]. This strategy is known as channel hopping or channel surfing [5,6] and is especially effective against constant jammers. Channel reassignment and traffic rerouting have also been studied in multi-hop networks [31]. The timing channel is another strategy that allows for low-rate communication in the presence of jamming attacks [7].

Next, the related work for other types of jamming mitigation techniques at the physical layer is presented. Dou et al. [32] proposed an anti-jamming method for internet of things (IoT) networks. Their approach uses a spreading-time technique for anti-jamming, which is used as part of a novel automatic control allocation model. They showed the effectiveness of the proposed method through simulations. Other anti-jamming techniques have been explored for IoT networks, such as the work by Tang et al. [33]. They studied and proposed an anti-jamming technique that exploits the weakness of a deceptive jammer. Their method involves adjusting the transmission power by legitimate nodes to avoid being detected by the deceptive jammer. Tseng et al. [34] developed a novel anti-jamming resource allocation algorithm for single-input multi-output (SIMO) OFDMA video transmission systems. The anti-jamming method considers the angle between the jammer and the sender channel’s vector. The simulation results showed improvements in the peak signal-to-noise ratio.

Lin and Noubir [1] studied the ability of WLANs to withstand network attacks. For the IEEE 802.11 and IEEE802.11b packets, garbling a single bit of a packet will render the packet useless. They proposed an anti-jamming technique using both cryptographically
strong interleavers and error-correction codes. This anti-jamming method can maintain a good throughput under moderate jamming when using LDPC codes.

Next, we present an overview of broadcast algorithms for MAC networks. The broadcast algorithm design can be classified into three main types: ALOHA, splitting algorithms, and window-based algorithms. The first broadcast algorithm, known as ALOHA, was developed in the 1980s [35]. It works by having stations reattempt transmission of collided messages with a constant probability. Slotted ALOHA was developed, which improves the maximum throughput by partitioning time slots [36]. The station can only transmit messages at the beginning of a time slot. Tree-based algorithms were developed individually and independently by Capetanakis [37], Hayes [38], and Tsybakov and Mikhailov [39]. They implemented a broadcast algorithm based on the idea of a binary search tree. In this algorithm, only nodes that were involved in collision participate in the collision resolution. It works by splitting the set of nodes into two halves by flipping a coin. This process continues until a set with a single node is found.

Anantharamu and Chlebus developed several broadcast algorithms for MAC networks, including Counting Backoff, Queue Backoff, and Quadruple Round [19]. These algorithms are deterministic and do not use any randomization. The authors studied them using an adversarial injection model with a restriction on the number of stations that can be activated. They showed that the algorithms could attain bounded packet latency for different injection rates.

3. Technical Preliminaries

In this work, we consider MAC networks where the nodes communicate through a single shared medium/channel. This shared medium can be Ethernet (LANs) or radio frequency (WLANs). The nodes in a MAC network communicate through the broadcasting of packets on the shared channel. Successfully transmitted packets are received by all nodes on the shared channel. The broadcast algorithms are studied under synchronous communication, in which time is partitioned into equal slots, referred to as rounds. The locally synchronous model is assumed, where each node has its own local clock that ticks at the same rate. Therefore, the nodes do not have knowledge of the global round number while they keep track of local rounds. Packets are assumed to have a fixed size and are transmitted at the start of a round. At most one packet can be transmitted in a single round. The process of transmitting or receiving a packet takes exactly one round. Thus, in a round, a node can either broadcast a packet or listen to feedback from the channel. A node can transmit at most one packet from its queue, which will be encapsulated in a message. The channel is assumed to have collision detection such that nodes can identify when a collision has taken place. The feedback from the channel exists in three types: packet, collision, and silence. When two or more nodes transmit a packet in the same round, a collision will be heard on the channel. Otherwise, a packet will be heard as feedback when exactly one node transmits on the channel. The feedback from the channel is silence when no node is transmitting any packets. A node attempts to broadcast all packets in its queue through the execution of the broadcasting algorithm.

A node can be in one of two states: passive or active. All nodes begin in the passive state, with no packets in their queues. A node is considered active when it has one or more packets in its queue. Thus, a passive node is activated when it is injected with at least one packet. When all packets in a node’s queue have been successfully transmitted, the node becomes passive. It is assumed that packets are never dropped such that all nodes attempt to retransmit a packet that has experienced a collision until it is eventually heard on the channel.

Next, two broadcast algorithms used for evaluating the performance of the proposed broadcast algorithm are described. One of the algorithms is the QB algorithm, a high-performance state-of-the-art broadcast algorithm [19]. It was developed for the category of adaptive activation-based algorithms and works similarly to queue-based methodology, where nodes are processed for broadcasting based on a “first come, first served” paradigm.
The QB algorithm operates by having a node transmit a packet immediately in the next round. If there are no other active nodes, a packet will be transmitted successfully in the next round, and the node will record its position in the queue. When a collision occurs after transmitting a packet, the node continues counting the number of collisions since its activation. The leading node keeps attaching the queue size to each transmitted packet, which in conjunction with the number of collisions, allows each node to keep track of its position in the queue. An over bit flag is then attached to the final packet in the queue, which informs other nodes about the termination of the current leading node in the queue. The next node in the queue begins transmitting packets from its queue when an over bit flag is detected.

The other algorithm used in measuring performance is the BEB algorithm, which is the standard algorithm implemented as part of the MAC protocols in IEEE 802.11b [40]. This is a randomized algorithm implemented as part of the MAC protocol in the IEEE 802.11 standard. In backoff algorithms, when a packet experiences a collision, the node waits for a random duration of time before retransmitting the packet. The random waiting is chosen from a window range that is determined based on the number of collisions and the backoff function: \( W_i = W_0 \cdot 2^i \) where \( W_0 \) is the initial window size and \( i \) is the backoff stage number. The parameter \( W_0 \) specifies the minimum window range from which the waiting time is selected, and it is set to a predefined value in the IEEE 802.11 standard.

4. Proposed Broadcast Algorithm

In this section, we describe the new proposed broadcast algorithm known as the KTFW algorithm. The KTFW algorithm is designed for the category of non-adaptive, full-sensing algorithms [19]. A broadcast algorithm is non-adaptive when no node can attach additional information to packets, and it is full-sensing when a node continues listening to feedback from the channel at all times. The new proposed algorithm is distributed because each node executes the broadcast algorithm deterministically based on the feedback from the channel. The algorithm does not use randomization and does not require a central node; see the pseudocode for the algorithm in Algorithm 1. Although the algorithm’s specification is described for synchronous communication, this does not impose any restriction on its design. The algorithm can be implemented in asynchronous communication, even without requiring synchronized clocks. This limitation is overcome through a simple yet effective solution. The solution is a synchronization step that applies only to new nodes joining the network, allowing them to synchronize with existing nodes. This synchronization step avoids the necessity for global synchronization and enables both existing and new nodes to communicate on the same network. Therefore, the KTFW can be implemented and used in practical network scenarios. The synchronization step is described further in this section.

The main idea of the KTFW algorithm is to divide the execution into segments consisting of \( k \) rounds, and a segment terminates when all activated nodes of the segment have successfully transmitted all their packets. Although the algorithm looks similar to existing tree-based algorithms, it works differently from them as it uses a novel approach in handling collisions and deciding which nodes participate in the broadcast. For each segment, a binary search is repeated to process the packets until all packets in all nodes have been transmitted successfully. An example of how the binary search works is presented in Figure 1, in which the search starts from top to bottom and from left to right. Although the KTFW algorithm resembles tree-based broadcast algorithms, it uses novel approaches such as witholding the channel and it does not rely on randomization.

Next, we describe how the KTFW algorithm works at the beginning of a segment. All nodes that are activated during a segment enter a segment processing phase, in which each node is allowed to transmit its packets on the channel. In a segment, each node is identified by its activation round, such that all activated nodes are labeled with consecutive IDs starting from 1. In this work, the injection model is 1-activating such that a maximum of one node can be activated in a single round. Therefore, in a segment of \( k \) rounds, a maximum of \( k \) nodes can be activated, and no two nodes share the same ID. The segment
nodes are assigned IDs according to their activation rounds such that a node that was
activated at round $j$ is assigned the ID $j$.

### Algorithm 1: K-Tuple Full Withholding.

**Initialization**

```plaintext
k = 4  /* the segment size = 4, 8, 16, 32, 64 */
range_stack = [(1, k)]  // stack of ranges to check
range ← ∅  // current range
/* segment process start */
node_id = activation_round  // getting node id based on activation round
repeat
    range ← Pop(range_stack)
    if node_id in range and IsQueueNotEmpty(node_id) then
        Broadcast()  // transmitting a packet from the queue on the channel
        if feedback = silence then
            if range_stack is empty then
                Terminate()  // ending the segment processing
            else if feedback = packet then
                /* the node keeps broadcasting until the queue is empty */
                repeat
                    Broadcast()
                    until feedback = silence
                Clear(range_stack)
                Push(range_stack,(1, k))
            else
                /* collision case */
                if size(range_stack) = 2 then
                    /* the two nodes transmits all their packets consecutively */
                    repeat
                        /* the first node transmitting */
                        Broadcast()
                        until queue is empty for the first node Wait_Silence()
                    repeat
                        /* the second node transmitting */
                        Broadcast()
                        until queue is empty for the second node
                    Wait_Silence()
                Clear(range_stack)
                Push(range_stack,Range((1, k)))
            else
                /* divide the range and store in the stack */
                Push(Range(range_stack,first_half))
                Push(Range(range_stack,second_half))
        else
    until segment terminates
```

During the segment processing phase, a binary search tree is performed to find a
range of nodes with a single active node. The searching process begins from the initial
range, in which all nodes with IDs in the range $[1, k]$ are given access to the channel. In turn,
these nodes will attempt to transmit their packets in the current round. When the feedback
is a collision, the search process divides the range into two halves, which are processed
consecutively. Otherwise, when a node successfully transmits its packet, the node retains
sole access to the channel, which is known as withholding. The node continuously transmits
all packets from its queue for the next several rounds until the queue is empty. When
silence is detected on the channel after the successful transmission of all packets in the
queue, the segment processing phase is reset so that the new search starts from the root node, in which all nodes in the range \([1,k]\) participate in the execution.

![Diagram](Binary Search.png)

**Figure 1.** How the binary search works in the K-tuple full withholding (KTFW) when \(k = 8\).

The algorithm employs a special processing case when the searching process reaches a range of size 2. When there is collision feedback, the algorithm provides the two nodes with consecutive access to the channel, which is first provided to the node with the lower ID to transmit all packets from its queue. The next node begins transmitting its packets when silence is detected. Finally, the segment processing is reset when the second node finishes transmitting all packets, and the second silence is detected. The segment terminates when silence is identified at the root node, which implies that all packets from all activated nodes have been transmitted successfully. Afterward, the algorithm continues processing the next segment, which consists of a new set of activated nodes. All nodes run the broadcast algorithm as long as they remain connected to the network, even when they are passive. Each node only participates in the segments in which it was activated, while the node stays silent during other segments.

Next, we describe the synchronization step which is performed by any new node joining the network. This step is required to maintain the synchronized execution of the KTFW algorithm between all nodes. Because all nodes have locally synchronous clocks, synchronization is performed through a local round number reset by identifying unique cases. In the synchronization step, two cases are considered, in which network activity is either present or not. In the case of network activity, a new node must identify the start of a segment before beginning the execution of the KTFW algorithm. In this step, the node keeps listening to feedback from the channel until a unique pattern is identified. This unique pattern is represented by two consecutive silence feedback, which represents the end of a segment. When a node identifies this pattern, it can then synchronize its execution of the KTFW algorithm with existing nodes in the network. Therefore, new nodes can join without having their clocks synchronized with existing nodes. Any new node can start communicating on the network after completing the synchronization step.

The second case for the synchronization step is when no network activity is present and the new node has at least one packet to transmit. In such cases, the new node waits for a maximum of \(k\) rounds before beginning the execution of the KTFW algorithm. The existing nodes synchronize their execution with the new node as soon as it starts processing a segment, represented by a packet being heard on the channel. When a collision is received as feedback, it implies that the existing nodes started processing a segment. In this scenario, the new node synchronizes its execution with the existing nodes and continues its execution of the KTFW algorithm accordingly. The synchronization step is performed exactly once by any new node, which allows them to communicate as long as they are connected. Because the synchronization step is performed once when a new node joins the network, it does not affect the network’s performance.

Next, we present an example of how the KTFW algorithm works, assuming \(k = 8\). After 8 rounds elapsed, the queues of the nodes are \([1,1,2,0,0,0,0,1]\), and their IDs based on the activation round are \([1,2,3,−,−,−,−,8]\). The nodes are referred to as \(n_1, n_2, \ldots, n_8\). The execution of the KTFW algorithm begins in round 9. All nodes with IDs in the range
transmit their packets at this round. A collision is detected in the same round by all the nodes. Therefore, the range is divided into two halves: (1 – 4) and (5 – 8). The first half of nodes (1 – 4) transmit their packets at round 10, which results in a collision. Similarly, the range is divided into two halves: (1 – 2) and (3 – 4). Then, \( n_1 \) and \( n_2 \) transmit their packets in round 11, resulting in a collision. Because the range (1 – 2) consists of two nodes, the next rounds are used by both nodes to transmit their packets. Therefore, \( n_1 \) transmits its packet in round 12, and then after detecting silence in round 13, \( n_2 \) will transmit its packet. The nodes \( n_1 \) and \( n_2 \) become passive as they have transmitted all their packets. After detecting silence in round 15, the algorithm is reset by setting the search range to (1 – 8) in all active nodes. Next, a collision is found in round 16 because the range (1 – 8) contains two active nodes: \( n_3 \) and \( n_8 \). Then, node \( n_3 \) transmits its two packets in rounds 17 and 18, and then it becomes passive. The algorithm is reset in round 19 because silence is detected. Afterward, node \( n_8 \) transmits its packet at round 20 because it is the only active node in the range (1 – 8). Finally, silence is detected in rounds 21 and 22, and the second silence implies the end of the segment since it is detected after the algorithm’s reset.

Next, we highlight the novelty of the algorithm and describe how it is fundamentally different from the existing tree-based algorithms [37–39]. Although they share a common methodology of processing nodes for broadcast using a tree-based approach, they are different in two major ways: how the tree is constructed and how the nodes are processed for broadcasting. Typically, a tree is formed based on nodes with packets that must be broadcast for these algorithms. For the existing tree-based algorithms, a tree is constructed with nodes that participated in a collision. Therefore, there is no bound on the number of nodes in a formed tree. In contrast, in the KTFW algorithm, the tree comprises nodes that were activated during a segment consisting of \( k \) rounds, in which the maximum number of activated nodes is \( k \).

After forming the trees, the nodes are processed to broadcast their packets while attempting to minimize collisions. In the existing tree-based algorithm, the processing of the tree uses a randomized approach where the nodes are subdivided through random coin flips. The KTFW algorithm uses a deterministic approach where nodes are subdivided through predetermined ranges of nodes. Clearly, the KTFW algorithm is inherently different from the existing tree-based broadcast algorithms.

5. Model of Injection

In this section, we describe the models used for injecting packets into nodes. The performance of the three broadcasting algorithms is evaluated using packet injection models that simulate network traffic activity [41,42]. Deterministic broadcasting algorithms are analyzed using an adversarial model of injection, in which injection is controlled by an adversary. One of the main advantages of using an adversarial model of injection over Poisson arrival of a packet is the absence of stochastic assumptions [43–46]. Two different traffic injection models are used to evaluate the performance of these broadcast algorithms.

One of these models is based on the leaky bucket adversary [20,47], in which the adversary has full control over which nodes get injected with new packets. The LBIM possesses knowledge about the type of broadcasting algorithm being used. Based on this knowledge, the LBIM simulates worst-case network traffic such that injected packets make queues grow significantly or out of control as a result of the algorithm’s failure to keep up with injected packets. This model is defined based on the parameters \( \rho \) and \( \beta \), where \( \rho \) represents the injection rate, which is a real number such that \( 0 < \rho \leq 1.0 \). The parameter \( \beta \) represents the maximum number of packets that can be injected in a single round, also known as the burstiness, which is an integer number such that \( \beta \geq 1 \). The second adversarial model of injection is based on the randomized adversary developed in [21]. The RIM is based on the LBIM, with an additional restriction on the power of the adversary. In this model, each node has an individual injection rate \( \rho_i \) such that \( \sum_{i=1}^{n} = 1.0 \), where \( i \) is the node’s number. The RIM simulates network traffic differing from that of the LBIM. The two traffic injection
models are also known as one-activating, as they can activate no more than one node in each round.

We studied the network traffic behavior of both types of adversarial models and compared them with real-world network traffic. The main objective of this comparison is to demonstrate that the network traffic behavior for the two adversarial models of injection resembles the network traffic behavior of real-world networks. The network traffic behavior is compared based on injection rates of packets among the nodes during a specified time period. A capture tool was developed in Python using the Scapy library to collect real-world network traffic [48]. This tool was used to capture wireless network traffic in several environments, including university campuses, hotels, coffee shops, and residential apartment complexes (RAC). For each environment, the traffic was captured for a period of 1–24 h and saved in pcap files. An analysis tool was also developed to process and analyze each pcap file for different time durations including 5, 10, and 15 minutes, which transforms the data into synchronous timing and converts each packet’s source and destination addresses as a unique ID, beginning from 1. The transformed data was then saved in a CSV file, which was then analyzed for the number of active nodes and the injection rate of packets per node per unit of time.

For both the LBIM and the RIM, a simulation was developed in Java to model their injection behavior. Several simulations were run for different network sizes based on the number of nodes. The network traffic was recorded for each simulation as a CSV file. Charts for each simulation were developed that displayed similar network traffic behavior for each run regardless of the number of nodes in the network. For the RIM, the injection rate for each node was within 1% of any other node, which showed almost uniform distribution of injected packets (see Figure 2). As the RIM has the additional restriction of individual injection rates as well as randomization, this resulted in almost equal distribution of injected packets among the nodes.

![Figure 2. packets injection rates for the randomized injection model (RIM) for a 10 min interval.](image)

In comparison, for the LBIM, a single node had the highest injection rate, while all the other nodes had an almost 0% injection rate (see Figure 3). This situation is explained by how the LBIM works against a particular broadcast algorithm, for example, the Round Robin Withholding (RRW) broadcast algorithm. In the RRW algorithm, a single virtual token is passed in a round-robin fashion. The node holding the token will broadcast
all packets from its queue and then passes the token to the next node in the cycle when it detects silence. The LBIM follows a special injection strategy to make queues grow typically large, beginning by choosing a node as the start of the cycle. Then, the LBIM begins injecting packets into the node preceding the one holding the token. When the token has completed a cycle, the LBIM will switch its injection behavior such that it injects packets into the node following the one holding the token. Due to this switching, one node’s queue becomes flooded with injected packets compared to all other nodes, explaining why one node has the highest injection rate.

Figure 3. Packets injection rates for the LBIM for a 10 min interval.

For real-world network traffic, several charts were generated using analysis tools. For environments such as the school library and a hotel, the charts show that a typically low number of nodes generated most of the network traffic, with a relatively higher injection rate compared to all other nodes (see Figure 4). This trend was observed for all interval durations of 5, 10, and 15 min. On the other hand, environments such as residential apartment complexes (RAC) exhibited behaviors more consistent with the RIM (see Figure 5). In this type of network traffic behavior, the injection rate of packets was distributed almost uniformly among the nodes.

To ensure that the observed traffic conforms to either of the traffic injection models, we calculated the distance between every collected traffic trace and both injection models. The distance between the two traffic traces is defined as the distance between their distributions of injection rates among nodes. To calculate this distribution, we classified nodes’ injection rates into a predefined set of fixed-size bins, where each bin represents a range of injection rates. The probability of each bin was then calculated as the number of nodes in each bin divided by the total number of nodes.

We generated this probability distribution for every collected and simulated network traffic trace. To calculate the distance between these two distributions, we used a divergence metric. KL-divergence is a method used for measuring the distance between two probability distributions [49]. However, KL-divergence fails when compared probability distributions do not have absolute continuity, i.e., some bins are empty. Therefore, we used a modified version of KL-divergence with no requirement of absolute continuity to compute the
difference between these injection rates [50]. The modified KL-divergence is computed based on the following equation,

\[
D(p, j) = \sum_{x \in X} \frac{p(x)}{0.5 \times p(x) + 0.5 \times j(x)}
\]

where \( p \) and \( j \) are the two compared probabilities. The probability \( p \) belongs to the main probability distribution that is being compared, which is the real-world network traffic. The probability \( j \) is obtained from the probability distribution of the simulated network traffic.

Figure 4. Packets injection rates of captured network traffic in a hotel.

Figure 5. Packets injection rates of captured network traffic in a residential apartment complex.
We computed the divergence between simulated traffic of both injection models and each collected traffic using the modified KL-divergence (see Table 1). The lower divergence value for each network environment is underlined. As shown in the table, networks such as the school’s library or the school’s department are more represented by the LBIM (have lower divergence from it), whereas the RAC environment is close to the RIM. For some network environments such as the hotel, depending on the interval duration, the network traffic could be simulated by either injection models. Therefore, both types of traffic injection models exhibited certain network traffic behavior that exists in real-world networks. Thus, we evaluate our new broadcast algorithm for both traffic injection models.

Table 1. KL-divergence of the RIM and the LBIM for different network environments.

| Network Environment        | RIM          | LBIM          |
|----------------------------|--------------|---------------|
| RAC 1                      | 0.368829 i   | 0.693147      |
| RAC 2                      | 0.368829     | 0.693147      |
| RAC 3                      | 0.150489     | 0.222243      |
| School’s Library 1         | 0.439448     | 0.058563      |
| School’s Library 2         | 0.398518     | 0.057747      |
| School’s Department 1      | 0.410021     | 0.155151      |
| School’s Department 2      | 0.437304     | 0.153306      |
| School’s Department 2      | 0.490143     | 0.33193       |
| Coffe Shop                 | 0.01894      | 0.017405      |
| Hotel 1                    | 0.201748     | 0.09199       |
| Hotel 2                    | 0.263411     | 0.296524      |
| Hotel 3                    | 0.693147     | 0.11833       |
| Hotel 4                    | 0.004971     | 0.002968      |
| Hotel 5                    | 0.004933     | 0.007417      |

1 Underlined value represents the lower divergence.

6. Jamming Model

In this section, we describe the design of the network jamming model, which is called the randomized jammer. This entity, which is also known as a memoryless jammer, is defined based on the parameter $j \in [0.0, 1.0]$, which controls the jamming power. For any number of rounds $\tau$, the channel is jammed for at most $j \times \tau$ rounds. This model specifies the jamming effect on the channel, which results in network disruption. Thus, it is not associated with the number of jamming entities but with the collective jamming power of these entities.

This jamming model was chosen to assess the performance of the broadcast algorithms under both low and high jamming attacks. Furthermore, it can have more jamming power than intelligent jammers, which are typically designed for energy efficiency or to avoid detection. Therefore, this model can summarize the performance differences between the broadcast algorithms under jamming attacks with different levels of power and sophistication.

When the jammer attacks the channel in a specific round, there are three possible scenarios. In the first scenario, no legitimate node is transmitting, which would result in hearing the packet that was transmitted by the attacker node. This packet is detected as nonessential by all nodes and is not counted towards the throughput. The second scenario takes place when a single legitimate node transmits a packet on the channel. In such a case, the packet transmitted by the attacker node causes a collision on the channel, which prevents the packet from being successfully transmitted. The third scenario occurs...
when two or more legitimate nodes transmit a packet on the channel. The transmission of another packet by the attacker does not have any effect on the resulting feedback, which is a collision. Following this event, the jammer starts jamming the network as soon as the execution begins, based on the jamming rate $j$.

7. Evaluation

In this section, we first describe the selected method for the evaluation, and then we present and discuss the results of the three broadcast algorithms. To compare our method with competing broadcast algorithms, we developed a network simulation tool to assess their performance under jamming attacks. Several network simulation tools can be used to assess the network’s performance in various aspects [51,52]. Many of these tools can accurately predict the performance by providing a high level of details regarding the network’s technical aspects. However, they can fail in predicting the performance of future network protocol and technology changes. Furthermore, using a simulation tool that implements all specifications of the networks’ protocols complicates the analysis of the networks’ performance. Thus, the developed simulation tool provides the needed level of detail to evaluate the network’s performance for the three broadcast algorithms.

We developed a simulation tool that simulates a MAC network with a given number of nodes attached. The simulation models the behavior of multiple nodes communicating through a single shared channel. All communication aspects were implemented, from broadcasting packets to receiving feedback from the channel. The simulation operates with synchronous communication, in which time is divided into equal time slots, also known as rounds. Nodes could then transmit a packet on the channel in a single round or listen to its feedback. The simulation implements an abstraction of the MAC network without the various layers of the network protocols. This implementation allows us to investigate the effect of the broadcast algorithm on communication performance in isolation. Using the developed simulation, we analyzed and compared all algorithms under identical network scenarios for injection and jamming. A screenshot of the simulator is shown in Figure 6 where different parameters can be controlled including the number of nodes, the jamming rate and the injection model.

![Figure 6. Screenshot of the developed multiple access channel (MAC) network simulator.](image-url)
The traffic injection model was implemented based on the two types of injection models described in Section 5. The LBIM and RIM generate packets randomly based on $\rho$ and $\beta$. For all simulations, the parameters $\rho$ and $\beta$ were set to fixed values. In this work, we focus on high network traffic scenarios, where the broadcast algorithm becomes one of the main factors affecting MAC network performance. The injection rate $\rho$ was set to 1 to evaluate the performance under relatively high network traffic. The simulation was run for different burstiness values in the range $[1–100]$, and the result indicated no effect on the performance for the three broadcast algorithms. Therefore, the burstiness was set to 20 in this evaluation.

In Figure 7, the standard deviation of the average packet latency is shown for 100 simulation runs. These results indicate that both the KTFW and QB algorithms have minor deviations from the average packet latency. In contrast, the BEB algorithm’s standard deviation is in the range of $[900–1500]$, which is due to randomization. These results are expected because the maximum window range is 1024 for the BEB algorithm.

The performance of the KTFW was evaluated for different $k$ values from the set $\{4, 8, 16, 32, 64, 128, 256\}$ to find the optimal $k$ value with the lowest average packet latency. The results in Figure 8 show the average packet latency of all $k$ values under the LBIM. The result shows increasing average packet latency for all $k$ values as the number of nodes increases. The average packet latency for $k = 4$ is the lowest among all $k$ values, so the value $k$ is set to 4 in this evaluation.

The broadcast algorithms are evaluated on different network scenarios to cover most types of networks based on the size and the jamming power. They are evaluated for both small and large network sizes and networks with low and high jamming power. Several simulations were run based on two parameters: the number of nodes and the jamming rate. The number of nodes represents the network size, which is denoted as $n$. MAC networks can have a large number of nodes; however, it is typical for them to have hundreds or fewer nodes $[10,12,14]$. Therefore, the value $n$ is defined in the range $[10–100]$, with a step size of 10. The jamming rate is chosen from the range $[0.0–1.0]$, with a step size of 0.05. These simulations were run for the two injection models of the LBIM and RIM. The three broadcasting algorithms were compared based on two performance measures: the throughput and the average packet latency. The throughput of a broadcasting algorithm is
defined as the number of successfully transmitted packets divided by the total number of injected packets during the whole execution. Packet latency is computed as the number of rounds a packet waits in a queue before it is successfully transmitted.

![Figure 8. Comparing the average packet latency for different k values of the KTFW algorithm and all n ∈ [10–100].](image)

For each configuration, the performance results were computed by averaging the results of 100 simulations. The simulation was individually run for each broadcast algorithm using the two injection models (the LBIM and the RIM). The throughput and the average packet latency results were recorded and then used to generate charts to compare the performances of the three broadcast algorithms.

Using the simulation, we compared the performances of the three broadcast algorithms for all jamming rates in the range [0.0–1.0], with a step of 0.05. As seen in Figures 9 and 10, the KTFW has a higher throughput than the BEB algorithm. For \( n = 10 \), the BEB throughput is 0.95 while the KTFW achieves the perfect throughput of 1. Moreover, as the number of nodes increases, the superiority of the KTFW over the BEB in terms of throughput increases. As the figures show, the BEB throughput decreases by around 0.05 for every increment in the number of nodes. This degradation in the throughput is due to the inherited randomness of the BEB in which a node chooses a random backoff time before retransmitting a packet. The probability of collision increases in the channel as the number of nodes grows, which in turn affects the throughput. On the other hand, the KTFW’s throughput is not affected for \( n \geq 20 \). The difference in the throughput becomes as large as 0.5 when \( n = 100 \) and \( j = 0 \), and it diminishes as the jamming rate approaches 1 (see Figure 10).

In general, the results show that the throughput of the KTFW is not affected in both small and large network sizes. In contrast, the throughput of the BEB degrades as the network grows larger due to how the algorithm behaves. As more nodes contend for access to the channel, they typically wait for longer durations because a packet can experience multiple collisions before being successfully transmitted. In the KTFW, the throughput is not affected because all nodes follow the same process to transmit all injected packets even when the number of nodes increases. These packets are processed in segments that consist of at most \( k \) active nodes. As there is no random access to the channel, the KTFW is able to maintain the same throughput for a larger number of nodes.
The throughput results for the QB algorithm with no jamming are the same for both types of injection models and is equal to 1. For any $j \geq 0$, the throughput value becomes 0 (see Figure 9). The main reason for this huge degradation in throughput performance is the reliance of the QB on control information for managing access to the channel. As the algorithm is adaptive, additional information is attached to packets, which are used to control access to the channel based on queue paradigm. However, failure in transmission of a single critical piece of information, such as the over bit flag, could cause the nodes to
become stuck in line. As a result, with even a jamming rate of 0.05, all nodes remain in a listening state, waiting for the bit flag to be received on the channel. The QB algorithm is not designed to handle special scenarios such as lost packets due to jamming attacks.

We compared the average packet latency results for all three broadcast algorithms with no jamming and \( n = [10–100] \) (see Figure 11). The results are shown for both injection model types, revealing that the average packet latency increases with the number of nodes. For the BEB, the average packet latency experiences a much larger increase than both the KTFW and the QB algorithms. These results also show that both the QB and the KTFW algorithms have significantly lower average packet latency than the BEB algorithm. For the RIM, the QB and the KTFW algorithms have almost identical average packet latency for all values of \( n \). In contrast, the QB performs slightly better than the KTFW algorithm for all \( n > 50 \), while they perform identically for all \( n \leq 50 \).

![Figure 11](image_url)

**Figure 11.** Comparing the average packet latency for the three algorithms (QB, KTFW, and BEB) for all \( n \in [10–100] \).

The results for average packet latency under jamming indicates lower average packet latency for the KTFW in all cases except for when \( j = [0.15–0.4] \) and \( n = 10 \), in which case both algorithms have similar average packet latency (see Figure 12). In contrast, for the LBIM, the KTFW outperforms other algorithms in all cases. Results also show that the number of nodes has a huge impact on the average packet latency for the BEB algorithm, which increases significantly as \( n \) grows. The reason for this increase in average packet latency...
latency is that the jammer will cause most retransmissions of packets to fail. Successive failure of retransmission implies a higher backoff window range, which leads to longer waiting times for packets. In addition, the average packet latency significantly increases for the BEB algorithm as the jamming rate increases. In comparison, the average packet latency for the KTFW algorithm has a slower growth rate than the BEB algorithm, which shows its resilience to jamming attacks.

In Figure 12, an unusual result can be observed where the average packet latency for the KTFW algorithm with \( n = 10 \) (KTFW 10) becomes larger than with \( n = 50 \) (KTFW 50). The transmission of more packets fails due to the increased jamming power, which increases the segment processing duration. Furthermore, the injection model has a higher probability of injecting packets into the current segment nodes when \( n = 10 \). Accordingly, the segment processing duration is typically longer for the KTFW 10 than for the KTFW 50 under high jamming rates. This produces longer delays for packets in the other remaining nodes that are not part of the current segment.

In summary, the KTFW algorithm results demonstrate a significant advantage in the two performance measures compared with the standard BEB and QB algorithms. Although both the KTFW and BEB algorithms recorded nearly identical throughputs and average packet latencies when the network is small (e.g., \( n = 10 \)), the KTFW algorithm becomes significantly more efficient as the network size increases. The KTFW algorithm outperforms the BEB algorithm while maintaining a lower average packet latency, whereas the BEB suffers from a significant increase in the average packet latency, especially for high jamming rates. However, the effect on the average packet latency for the KTFW algorithm is fairly marginal for any number of nodes, demonstrating its resilience to jamming attacks compared to the BEB algorithm. In addition, when no jamming occurs, the QB and the KTFW algorithms exhibit almost identical performance in terms of average packet latency. In contrast, the QB algorithm has a slightly lower average packet latency for larger networks in certain traffic scenarios (e.g., the RIM). Nevertheless, the KTFW algorithm performs better than the QB algorithm when considering networks with jamming attacks.

![Figure 12](image-url) Comparing the average packet latency for the BEB and KTFW algorithms for all jamming rates and \( n \in [10,50,100] \).
8. Conclusions

In this paper, we proposed a novel broadcast algorithm, called the KTFW algorithm, that is more resilient to jamming attacks and is scalable for larger networks. We evaluated the performance of this algorithm through simulations and compared it with the standard BEB and QB algorithms. For each algorithm, the performance was measured in terms of the throughput and average packet latency for various network sizes, traffic injection models, and jamming rates. The results display a higher performance for the KTFW algorithm than for the BEB algorithm against jamming attacks, especially for larger networks. In contrast, the QB algorithm fails to maintain network performance when jamming attacks occur. The resilience of the KTFW algorithm to jamming attacks is reflected in the average packet latency results, where jamming attacks have a marginally lower effect on the average packet latency of the KTFW algorithm than that of the BEB algorithm. The new proposed algorithm could improve the performance, reliability, and scalability of MAC networks. In the future, we will work on investigating methods for implementing the KTFW algorithm in WLANs and replacing the BEB algorithm. Furthermore, we plan to study the performance of the KTFW algorithm for larger network sizes and other types of jamming models, including intelligent jammers. Studying and analyzing the algorithm fairness compared to the other algorithms is another possible direction of the work. It will be interesting to determine how the algorithm performs under other types of traffic injection models.
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