A signature for biological heterogeneity in susceptibility to HIV infection?
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ABSTRACT

Data on female sex workers and sero-discordant couples indicate a pattern of waning of the risk of HIV infection with longer duration of exposure to infected partners. Understanding risk of HIV acquisition and transmission is critical to understanding HIV epidemiology and informing prevention interventions. Informed by empirical data, we aimed to develop a statistical model to explain these observations. In our proposed model, the time to infection for each individual is exponentially distributed, but the marginal (population averaged) distribution of time to infection follows a Weibull distribution with shape parameter of about 0.5, and with the Lévy distribution being the mixing distribution. Simulations based on this model demonstrated how HIV epidemics are destined to emerge rapidly, because of the rapid sero-conversion upon exposure, but also simultaneously destined to saturate and decline rapidly after emergence, just as observed for the HIV epidemics in sub-Saharan Africa. These results imply considerable individual variability in infection risk, probably because of biological heterogeneity in the susceptibility to HIV infection. Factoring this variability in mathematical models, through the methodology provided here, could be critical for valid estimations of impact of HIV interventions and assessments of cost-effectiveness.

© 2018 The Authors. Production and hosting by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Understanding HIV acquisition risk is critical to HIV epidemiology and informing prevention interventions, but there are infection patterns that remain difficult to understand. One of these is the waning of infection risk with duration of exposure to infected partners among female sex workers (FSWs) and sero-discordant couples (SDCs) (Fowke et al., 1996; N.; Nagelkerke et al., 2009; N. J.; Nagelkerke et al., 2014), even after adjustment for the number of unprotected exposures (McKinnon et al., 2015).

Fig. 1 shows an example of this pattern. Since 1998, the Wits Reproductive Health and HIV Institute has provided clinical and outreach sexual and reproductive health services to FSWs in the inner city (Hillbrow) of Johannesburg, South Africa. FSWs (n = 268) attending these services between March and December of 2014 were tested for HIV and various sexually transmitted infections. The data collection was approved by the Human Research Ethics Committee of the University of Witwatersrand.

In these data, the duration of sex work was found to be a (negative) predictor of future HIV infection risk: after several years of exposure, the prevalence becomes flat. In fact, after five years of sex work, 20 out of 109, and after 10 years of sex work, 6 out of 30, remain HIV uninfected. Infection risk among these long-term FSWs thus appears minimal, despite continuous exposure, and is much lower than that among those who initiated sex work recently. It bears notice that unlike acquired immunity, this apparent decline of risk with exposure is strictly a selection mechanism. Those individual differences existed from the start of exposure and have not changed. Due to the rapid infection of those most susceptible, the average susceptibility of the FSWs as a group declines with “exposure” (that is duration of sex work).

A similarly interesting pattern is found in studies of SDCs (Hughes et al., 2012; Quinn et al., 2000). Consistently, a power-law dependence of HIV transmission probability per coital act on HIV plasma viral load (VL) is identified among these SDCs (Hughes et al., 2012; Quinn et al., 2000) indicating that the risk does not increase linearly with exposure. The manifestation of these patterns, in different contexts and settings, may suggest an underlying biological phenomenon that explains these observations.

Against this background, the objective of the present article is to introduce a population statistical model for HIV risk that is consistent with data and offers an explanation for these patterns. The model was also applied to the Hillbrow FSWs data of Fig. 1. In addition to its epidemiological and theoretical importance, the model has practical applications in assessing the impact of interventions using mathematical modeling, as it provides a technical tool to be used in such mathematical modeling applications (Eaton et al., 2012; Johnson & White, 2011). The model can be incorporated into dynamical population models of HIV epidemics, and can serve as a benchmark for exploring the impact of heterogeneity in susceptibility to HIV infection, on both epidemiological analyses and intervention impact assessments.

2. Methods and results

Let us assume that HIV infection results from clonal expansion of a single virion and that human hosts can mount mechanical and immunological barriers to prevent virions from entering the body and establishing infection. Let \( p \) be the probability for an infectious virion to establish infection and let us assume homogeneity of \( p \) across individuals. The probability of remaining uninfected after exposure to \( N \) virions in one sex act (“dose”) is then given by \( (1 - p)^N = \exp(-pN) \) since \( p \) is small; a single virion is responsible for approximately 80% of heterosexual infections (Cohen, Shaw, McMichael, & Haynes, 2011). Infection risk after \( nt \) acts, where \( n \) is acts frequency and \( t \) is time, is then given by \( 1 - \exp(-pNnt) \) and depends on the cumulative exposure to virions (\( Nnt \)) with an exponential survival function (Uniform Model; Fig. 2A).

This model for establishment of infection is reasonable, but is at odds with data. Transmission risk among SDCs demonstrated power-law dependence on HIV VL (\( V_l \)): \( 1 - \exp(-cV_l^a) \) with \( a \) in the range of 0.3–0.5 (Hughes et al., 2012; Quinn et al., 2000).
Quinn et al., 2000). Here transmission risk depends approximately on the square root of viral dose, rather than dose itself, with a Weibull survival function and a shape parameter of 0.5.

Similarly, HIV risk for FSWs versus exposure duration (such as in Fig. 1) is consistent with a Weibull survival function $\exp\left( -\beta V(t) \right)$ with $\beta$ again close to 0.5 (Heterogeneous Model; Fig. 2A). For the data on FSWs in Hillbrow, the estimate of $\beta$ was 0.212 (95% confidence interval (CI): 0.047–0.377) assuming an HIV prevalence of 15% at the time of initiating sex work, and 0.278 (95% CI: 0.013–0.543) assuming a baseline prevalence of 40%.

Behavioral factors could not explain this pattern for the Hillbrow FSWs. There was no association between self-reported condom use and duration of sex work. There was also no association between self-reported condom use and HIV sero-status. A range of sexually transmitted infections (STIs) were also assessed among these FSWs including chlamydia, gonorrhea, and syphilis. Strikingly, the prevalence levels of these STIs were similar regardless of the duration of sex work, supporting the conclusion that the levels of condom use were also similar among these FSWs. These results suggest that no differential behavioral factors, whether condom use or others, could explain the observed HIV pattern versus the duration of sex work.

We propose an explanation for these patterns. Any Weibull distribution with shape parameter <$1$ can arise as a mixture of exponentials (Jewell, 1982). We propose that $\beta$ varies among individuals. While time to infection for an individual is exponentially distributed ($S_i(t) = \exp(-\lambda t)$), the marginal (population averaged) distribution of time to infection is Weibull distributed. Informed by the above observed patterns, the shape parameter appears to be around 0.5 leading to the marginal survival function $S(t) = \exp(-\mu t^{0.5})$ (Fig. 1B) with the declining hazard function $h(t) = 0.5\mu t^{-0.5}$ (Fig. 1C). The Weibull survival is then seen as a mixture of exponential survivals, each with parameter $\lambda$, with the Lévy distribution (Jewell, 1982) being the mixing distribution with probability density function $f(\lambda) = \mu \exp\left( -\frac{\mu}{4\lambda^3} \right)(4\pi\lambda^3)^{-0.5}$ (Fig. 1D).

![Fig. 2. Risk of HIV infection and related measures. (A) Risk of HIV infection versus time assuming an exponential survival function (Uniform Model) compared to Weibull survival function (Heterogeneous Model). Weibull survival function (B) and hazard function (C) with shape parameter of 0.5 and $\mu = 0.2$. (D) Probability density function of the Lévy mixing distribution with $\mu = 0.2$.](image-url)
The observed patterns are thus consistent with considerable heterogeneity in individual infection risk, supporting suggestive evidence even dating from the early years of the HIV epidemic (Wiley, Herschkorn, & Padian, 1989). To highlight this variability, let us consider a cohort of SDCs living together for several years. Data suggest a transmission risk of about 0.1% per coital act (Hughes et al., 2012). If couples have been living together for one year with 100 acts per year, then, using $h(t)$, $\mu = 0.2$ and $S(1\text{ year}) = 0.8$ (Fig. 2B), consistent with existing modeling estimations (Chemaitelly, Awad, & Abu-Raddad, 2014). Note that while the individual hazards $\lambda$ are constant over time for each individual, the SDCs (marginal) cohort hazard rate declines over time. At year 1, the hazard rate is declining by 5% annually, but at year 5, the hazard rate is declining by only 0.4% annually (Fig. 2C). Of notice that for highly exposed individuals, such as FSWs, the Weibull parameter $\mu$ will be much larger, as the selection of least susceptible individuals may take place much more rapidly.

The Lévy mixing distribution is a highly skewed distribution (Fig. 1D). For $\mu = 0.2$, the median of $\lambda$ is 0.044 but the third quartile is 0.197 and the 90th percentile is 1.270. That is, 25% of individuals have at least 18% probability of getting infected within a year, and for 10% of individuals, the probability of infection within a year is >70%.

To demonstrate the consequences of this variability in infection risk on HIV transmission and epidemic dynamics, we conducted individual-level stochastic simulations of HIV transmission in a cohort of 100 SDCs living together for 20 years (Fig. 3). Fig. 3A shows one realization of this model and demonstrates how the heterogeneous infection risk model, compared to the conventional constant infection risk model, led to rapid sero-conversion for a fraction of the HIV-negative partners in the SDCs. Meanwhile, a large fraction of these HIV-negative partners remained uninfected despite repeated exposures for up to 20 years. Fig. 3B and C show the same patterns, but this time for 20 realizations of each of the heterogeneous and constant infection risk models, respectively.

These simulations highlight how HIV epidemics, assuming the heterogeneous infection risk model, are destined to emerge rapidly because of the rapid seroconversion upon exposure, but also simultaneously, destined to saturate and decline rapidly after emergence. This pattern is remarkably one of the hallmarks of the HIV epidemics in sub-Saharan Africa that emerged rapidly in the late 1980s and early 1990s, but have saturated and rapidly declined since mid-1990s (Awad & Abu-Raddad, 2014).

3. Discussion

We proposed a statistical model for infection risk that arises naturally out of the necessity to explain patterns of infection risk. Our results suggest considerable individual variability in acquiring HIV upon exposure. For a minority of individuals,
infection risk is high with the majority acquiring HIV within a year of exposure. For the bulk of individuals, however, infection risk is low and exposure time is a strong (negative) predictor of future infection risk. The dramatic rise and decline of many of the epidemics in sub-Saharan Africa (Awad & Abu-Raddad, 2014) could be a manifestation of this variability. As HIV sweeps through a population, those most susceptible are depleted with rapid infection and the population is “enriched” with “resistant” individuals (N. Nagelkerke et al., 2009).

Existing evidence suggests biological cofactors in HIV transmission such as male circumcision (Weiss et al., 2008), coinfection with other STIs (Korenromp, de Vlas, Nagelkerke, & Habbema, 2001), co-infections increasing HIV VL (Abu-Raddad et al., 2012; Abu-Raddad, Patnaik, & Kublin, 2006), host genetics and immunology (Kaul et al., 2011; Naruse et al., 2016), virus sub-types (Novitsky et al., 2011), hormonal contraception (Heffron et al., 2012), in addition to obvious behavioral factors such as temporal variation in sexual behavior (Awad & Abu-Raddad, 2014), uptake of condom use (Hughes et al., 2012), and differences in coital frequency (Brown, 2000). The infection risk variability may be explained by a combination of these, and possibly other factors. Nevertheless, the context of this variability being observed among cohorts of FSWs and SDCs, who are drawn from specific settings, and given the power-law dependence of HIV transmission probability on HIV VL and the rapid rise and decline of many of Africa’s epidemics, suggest a specific explanation. Probably the most simple, coherent, and consistent explanation is a variation in the biological susceptibility to HIV infection due to host genetics and immunology.

Our findings suggest that mathematical models that use uniform risk assumption may not provide reliable estimates and predictions, particularly if the exposure risk is high in comparison to the population turnover. Yet, these models are widely used (Eaton et al., 2012; Johnson & White, 2011). For example, in a review of 12 mathematical models used to predict the impact of treatment as prevention, 10 of the models made this assumption, and none explicitly considered heterogeneity in susceptibility (Eaton et al., 2012).

Moreover, the risk variability can have large influences on the predicted impact of interventions and assessments of cost-effectiveness. The statistical model introduced here offers a solution for a realistic parameterization of infection risk. Not capturing this variability in models may lead to erroneous conclusions and less than optimal high-stakes policy decisions. Yet, this variability can easily be incorporated in individual-based models, as they are flexible and can easily be modified to accommodate heterogeneity in susceptibility. Admittedly, for population-based compartmental models, incorporation of this variability is more challenging, as model complexity can grow rapidly with more population stratification.

Our study aimed to introduce a novel statistical model to explain observed HIV acquisition patterns. While the proposed model provided a coherent and consistent explanation, it is conceivable that other models may be able to explain these patterns based on alternative assumptions.

In conclusion, observed infection patterns suggest a signature for considerable variability in the biological susceptibility to HIV infection. Elucidating the biology behind this variability may provide breakthroughs in understanding establishment of infection and potential cure. Factoring this variability in mathematical models, through the methodology provided here, could be critical for valid estimations.
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