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Abstract

Estimation of stochastic processes evolving in a random environment is of crucial importance for example to predict aircraft trajectories evolving in an unknown atmosphere. For fixed parameter, interacting particle systems are a convenient way to approximate such stochastic process. But the second level of uncertainty provided by the environment parameters leads us to also consider interacting particles on the parameter space. This novel algorithm is described in this paper. It allows to approximate both a random environment and a stochastic process evolving in this environment, given noisy observations of the process. It is a sequential algorithm that generalizes island particle models including a parameter. It is referred by us as labeled island particle algorithm. We prove the convergence of the labeled island particle algorithm and we establish $L^p$ bound as well as time uniform $L^p$ bound for the asymptotic error introduced by this double level of approximation. Finally, we illustrate these results on a filtering problem where one learns a dynamical parameter through noisy observations of a stochastic process influenced by the parameter.

Introduction

This paper deals with the estimation of stochastic processes whose evolution is influenced by a random environment. This question is at stake in different areas. In economy, when one wants to estimate the option price with an unknown volatility [1] using the Black-Scholes model, one can consider that the option price has its evolution influenced by an unknown environment, the market volatility. In biology, when one wants to estimate the number of bacteria whereas the environment factors are unknown [2], one can model the evolution of the bacteria number as a stochastic process whose evolution is influenced by unknown external factors. In air traffic management, this modelization can also be used when one wants to predict aircraft trajectories evolving in an unknown atmosphere. Indeed if pilot intents and some aircraft parameters are
not known, actual wind and temperature evolve locally and are not perfectly known neither. Those atmospheric parameters which appear in the dynamic equations of the aircraft have a great importance to predict the future position of the aircraft. They are thus both uncertain. Therefore, in order to improve the trajectory prediction, one has to learn aircraft parameters but also atmospheric ones. It has been shown in \cite{3} that it can be done using mode-S radar observations and this specific model.

When the stochastic process evolving in the random media is Gaussian and its evolution is linear, the double estimation can be made using interacting Kalman filters (IKF) \cite{4, 5}. However when the dynamics are non-linear, as for aircraft dynamics, an analytic resolution is not possible. A method based on interacting particle systems, which takes into account the randomness due to the environment and also the randomness coming from the process itself, was proposed by Del Moral in \cite{4}. This idealized algorithm would be a sequential Monte Carlo (SMC) algorithm on the couple defined by the random environment and the conditional law of the process evolving in this random environment given the history of the environment. However, the calculation of the previous conditional law is not tractable in practice when the dynamics are non linear. Therefore another approximation level is necessary in order to estimate this conditional law. We propose in this paper to use interacting systems of interacting particles. These interacting systems can be viewed as a two-level interacting particle system. The top level particles are composed of an environment proposition and an empirical measure which gives an approximation of the process law evolving in the proposed environment. The empirical measure is obtained by the second level of interacting particles. This nested structure was also presented in \cite{6} for mean field processes.

This algorithm can be seen as a generalization of interacting island particle models where each island is associated with a random parameter. Those island particle models have been introduced in \cite{7} and their statistical properties studied in \cite{8}, but without parameters. The first paper deals with the parallelization of interacting particle systems, the second one studies the asymptotic properties of the ensuing estimator. Concerning filtering problems, Chopin et al. in \cite{9} introduced a kind of island particle models where each island is identified by a parameter proposition. They proposed an algorithm called SMC\textsuperscript{2} which is a practical version of the idealized iterated batch importance sampling (IBIS) algorithm introduced by Chopin in \cite{10} for exploring a sequence of parameter posterior distributions. The considered parameter did not have any proper dynamic whereas in the present paper the stochastic process evolution scheme depends on a dynamic parameter. Moreover, in the SMC\textsuperscript{2} algorithm, islands of particles grow continuously with time as particles ancestral lines are required to estimate the likelihood increments, and by their product to estimate the total likelihood. The algorithm introduced by Crisan et al. in \cite{11} is a different version of the SMC\textsuperscript{2} which allows also the estimation of fixed parameters of a state-space dynamic system using sequential Monte Carlo methods. However, unlike the SMC\textsuperscript{2} method, the proposed algorithm by Crisan et al. operates in a purely sequential and recursive manner. In particular, the scheme for the rejuvenation of the particles in the parameter space is simpler, given that it does not need the simulation of the auxiliary particle filter from initial time to evaluate the likelihood. Therefore the algorithm we propose in this paper is similar to the algorithm of \cite{11} in the sense that it is sequential in time and structured as a nested interacting particle filters, but different as it deals with dynamic parameters.

In this article, we present a novel algorithm for estimating both a random environment and a process whose evolution depends on this environment, and study the asymptotic properties of the ensuing estimators. This study is of great importance to justify the convergence of this algorithm and also a challenging issue as it deals with error in distribution space. Therefore as a first step we establish $L^p$ bound for the asymptotic error introduced by this double level of approximation at every time step. As a matter of fact, the shape of the bound was predicted by Baehr in his thesis \cite{9}. Then we obtain a time uniform $L^p$ bound for the error. From there we
deduce the almost sure convergence of the estimator towards the target measure. Afterwards, we compare the labeled island particle algorithm and interacting Kalman filters (IKF) on a filtering example dealing with the evolution of a mobile on a random media. In particular, it appears that the labeled island particle algorithm gives a better estimate of the position and the speed of the mobile than IKF. Finally, the labeled island particle algorithm is applied to another filtering problem where one learns a dynamical parameter through observations of a stochastic process influenced by the parameter. The theoretical results of this paper are illustrated on this example.

Formalization of the problem through Feynman-Kac measures is given in Section 1, then the labeled island particle algorithm is described in Section 2. Lp bounds of this algorithm are established in Section 3. Finally, convergence of the labeled island particle algorithm and some results proved in Section 4 are illustrated in Section 5 on two filtering examples.

1 Feynman-Kac models in random media

In this section, we first present an example which motivates our study, and then we introduce notations and models.

1.1 Example of process evolution in random media

In this article, one always consider stochastic processes whose evolution are influenced by their surrounding environment. When the environment is unknown, one can be interested in estimating both the environment and the law of the stochastic process itself using observations of the last one. Take a really simple example: a mobile evolving in $\mathbb{R}^2$ whose dynamics is influenced by an unknown exterior force. This problem can be modeled by the following system of equations

$$
\begin{align*}
X_{n+1} &= X_n + V_n \left( \cos \alpha \sin \alpha \right) \Delta t + \Theta_{n+1} \Delta t + B^X_n \\
V_{n+1} &= V_n + B^V_n,
\end{align*}
$$

(1)

where $X_{n+1}$ denotes the position of the mobile which depends on $\Theta_{n+1}$ and $B^X_n$ a Gaussian noise. The proper speed $V_n$ of the mobile, is known up to a Gaussian white noise $B^V_n$. $\alpha$ is the course track parameter of the mobile. The vector $\Theta_{n+1}$ is random and represents the unknown force acting on the position of the mobile.

We are interested in the estimation of the state of the mobile, which depends on the parameter $\Theta_{n+1}$. We thus need to learn both the force, the speed and the position of the mobile. Consider now that noisy observations $Y_n$ of the mobile’s state are available. One has to estimate the quantity $\mathbb{E}[(X_0, V_0, \Theta_0), \ldots, (X_n, V_n, \Theta_n) | Y_0, \ldots, Y_n]$. Therefore, we need to use a model which can tackle this issue. To this end, the formalism of Feynman-Kac models in random media is well adapted. In Section 1.3, we recall the definitions attached to this model and some important results. For a more detailed review see [4].

1.2 Notations

Let us define some notations used in this paper. For $(m, n) \in \mathbb{Z}^2$ such that $m \leq n$ we denote $[m, n] \triangleq \{m, m+1, \ldots, n\} \subset \mathbb{Z}$. We will use the vector notation $a_{m:n} \triangleq (a_m, \ldots, a_n)$. Moreover, $\mathbb{R}_+$ and $\mathbb{R}_+^*$ denote the sets of nonnegative and positive real numbers respectively, and $\mathbb{N}^*$ the set of positive integers.

$\mathcal{N}(\mu, \Sigma)$ denotes a multivariate Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$.

In the sequel we assume that all random variables are defined on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For some given measurable space $(\mathcal{E}, \mathcal{E})$ we denote by $\mathcal{M}(\mathcal{E})$ and $\mathcal{P}(\mathcal{E}) \subset \mathcal{M}(\mathcal{E})$ the set
of measures and probability measures on \((E, \mathcal{E})\), respectively. In addition, we denote by \(F(E)\) the set of real-valued measurable functions on \((E, \mathcal{E})\) and by \(B_b(E) \subset F(E)\) the set of bounded such functions. For any \(\nu \in M(E)\) and \(f \in F(E)\) we denote by \(\nu f \triangleq \int f(x) \nu(dx)\) the Lebesgue integral of \(f\) under \(\nu\) whenever this is well-defined. Now, given also some other \((Y, \mathcal{Y})\) measurable space, an unnormalized transition kernel \(K\) from \((E, \mathcal{E})\) to \((Y, \mathcal{Y})\) is a mapping from \(E \times \mathcal{Y}\) to \(\mathbb{R}\) such that for all \(A \in \mathcal{Y}\), \(x \mapsto K(x, A)\) is a nonnegative measurable function on \(E\) and for all \(x \in E\), \(A \mapsto K(x, A)\) is a measure on \((Y, \mathcal{Y})\). If \(K(x, Y) = 1\) for all \(x \in E\), then \(K\) is called a transition kernel (or simply a kernel). The kernel \(K\) induces two integral operators, one acting on functions and the other on measures. More specifically, let \(f \in F(E)\) and \(\nu \in M(E)\) and define the measurable function

\[Kf : E \ni x \mapsto \int f(y) K(x, dy),\]

and the measure

\[\nu K : Y \ni A \mapsto \int K(x, A) \nu(dx),\]

whenever these quantities are well-defined. Finally, let \(K\) be as above and let \(L\) be another unnormalized transition kernels from \((Y, \mathcal{Y})\) to some third measurable space \((Z, \mathcal{Z})\); then we define the product of \(K\) and \(L\) as the unnormalized transition kernel

\[KL : E \times Z \ni (x, A) \mapsto \int K(x, dy) L(y, A),\]

from \((E, \mathcal{E})\) to \((Z, \mathcal{Z})\) whenever this is well-defined.

1.3 Introduction of Feynman-Kac models

Let \(\Theta_n\) be a random process on \(E_n^\theta\) which influences the evolution of another random process \(X_n\) on \(E_n^X\). In order to avoid any confusion, all the quantities which refer to the random process \(\Theta_n\) (resp. \(X_n\)) may be identified by the exponent \(\Theta\) (resp. \(X\)). Let the couple \((\Theta_n, X_n)_{n \in \mathbb{N}}\) be a \(E_n \triangleq (E_n^\theta, E_n^X)\)-valued Markov chain of elementary transition matrix \(T_n\) form \(E_{n-1}\) to \(E_n\) defined by

\[T_n((\theta_{n-1}, x_{n-1}), d(\theta_n, x_n)) \triangleq M_n^\theta(\theta_{n-1}, d\theta_n)M_n^X(x_{n-1}, dx_n),\]

where \(M_n^\theta\) and \(M_n^X\) are the transition kernels of the \(\Theta_n\) and \(X_n\) processes from \(E_{n-1}\) to \(E_n\) respectively.

Its initial distribution is given by

\[\eta_0(d(\theta_0, x_0)) \triangleq \eta_0^\theta(d\theta_0)\eta_0^X(dx_0),\]

with \(\eta_0^\theta \in \mathcal{P}(E_0^\theta)\) and \(\eta_0^X \in \mathcal{P}(E_0^X)\), denoting respectively the initial distributions of \(\Theta_0\) and \(X_0\) given \(\Theta_0 = \theta_0\).

Let \((G_n)_{n \in \mathbb{N}}\) be a collection of bounded measurable functions from \(E_n\) to \([0, \infty[\). We define the Feynman-Kac measure associated to the couple \((G_n, T_n)\) with initial distribution \(\eta_0\) by

\[Q_{\eta_0,n}(d((\theta_0, x_0), \ldots, (\theta_n, x_n))) \triangleq \frac{1}{\mathcal{Z}_n} \left\{ \prod_{p=0}^{n-1} G_p(\theta_p, x_p) \right\} \mathbb{P}_{\eta_0^{\theta,n}}^{\Theta_n}(d(\theta_0, \ldots, \theta_n)) \mathbb{P}_{\eta_0^{X,n}}^{X}(d(x_0, \ldots, x_n)), \]

with the normalizing constant \(\mathcal{Z}_n\), given by

\[\mathcal{Z}_n \triangleq \mathbb{E}_{\eta_0} \left[ \prod_{p=0}^{n-1} G_p(\Theta_p, X_p) \right] > 0,\]

\[\mathcal{Z}_n \triangleq \mathbb{E}_{\eta_0} \left[ \prod_{p=0}^{n-1} G_p(\Theta_p, X_p) \right] > 0,\]
and the two path probabilities

\[ p_{\theta_0,n}^\Theta(d(\theta_0, \ldots, \theta_n)) \triangleq \eta_0^\Theta(d(\theta_0)M_1^\Theta(\theta_0, d\theta_1) \ldots M_n^\Theta(\theta_{n-1}, d\theta_n)), \]

and

\[ p_{\theta_0,n,n}^X(d(x_0, \ldots, x_n)) \triangleq \eta_0^X(dx_0)M_{\theta_1}(x_0, dx_1) \ldots M_{\theta_n}(x_{n-1}, dx_n). \]

As one may have noticed, given \( \Theta_{0,n} = \theta_{0,n} \), the sequence \( X_n \) is also a Markov chain of transition kernels \((M_{\theta_n}^X)_{n \in \mathbb{N}}\) and initial distribution \( \eta_0^X \). Then one can associate to it another Feynman-Kac path measure which is called quenched.

**Definition 1.1.** The quenched Feynman-Kac path measure associated to the realization \( \Theta_{0,n} = \theta_{0,n} \) is defined by

\[ Q_{\theta_0,n,n}^X(d(x_0, \ldots, x_n)) \triangleq \frac{1}{Z_{\theta_0,n,n}} \left( \prod_{p=0}^{n-1} G_p(\theta_p, x_p) \right) p_{\theta_0,n,n}^X(d(x_0, \ldots, x_n)), \]

where the quenched normalizing constant \( Z_{\theta_0,n,n}^X \) is given by

\[ Z_{\theta_0,n,n}^X \triangleq p_{\theta_0,n}^X \left( \prod_{p=0}^{n-1} G_p(\theta_p, X_p) \right) > 0. \]

In the rest of the paper the quenched potential functions are denoted by \( G_{\theta,p} \) and defined as

\[ G_{\theta,p} : x_p \in E_p^X \mapsto G_{\theta,p}(x_p) \triangleq G_p(\theta_p, x_p). \tag{3} \]

To get further into the dynamic, one can define the time marginal of the quenched Feynman-Kac measure also called the quenched Feynman-Kac distribution.

**Definition 1.2.** For every realization \( \Theta_{0,n} = \theta_{0,n} \), the quenched Feynman-Kac distribution flow \( \eta_{\theta_0,n}^X \) on \( E_{\theta_0,n}^X \) is defined for every \( f_n \in \mathcal{B}(E_{\theta_0,n}^X) \) by

\[ \eta_{\theta_0,n}^X(f_n) \triangleq \frac{\gamma_{\theta_0,n}^X(f_n)}{\gamma_{\theta_0,n,n}^X}, \tag{I} \]

with \( \gamma_{\theta_0,n}^X(f_n) \triangleq \mathbb{E}_{\theta_0,n}[f_n(X_n)\prod_{p=0}^{n-1} G_{\theta,p}(X_p)] \).

The distribution of \( X_n \) depends on the trajectory \( \theta_{0,n} \) which is emphasized by denoting the unnormalized quenched Feynman-Kac distribution by \( \gamma_{\theta_0,n}^X \). An important result taken from [4], Proposition 2.6.2] is recalled below.

**Proposition 1.1.** The quenched distribution sequence \((\eta_{\theta_0,n,n}^X)_{n \in \mathbb{N}}\) satisfies the non linear equation :

\[ \eta_{\theta_0,n+1,n+1}^X = \Psi_{\theta_0,n}(\eta_{\theta_0,n,n}^X)M_{\theta_0,n+1,n+1}^X, \tag{4} \]

where the mapping \( \Psi_{\theta_0,n} : \mathcal{P}(E_{\theta_0,n}^X) \to \mathcal{P}(E_{\theta_0,n+1}^X) \) is given by

\[ \Psi_{\theta_0,n}(\eta_{\theta_0,n,n}^X)(dx) \triangleq \frac{1}{\eta_{\theta_0,n,n}^X(G_{\theta,n}(x))} G_{\theta,n}(x) \eta_{\theta_0,n,n}^X(dx). \tag{5} \]

Defining the mapping \( \Phi_{\theta_0,n+1} \) by

\[ \Phi_{\theta_0,n+1} : (E_{\theta_0,n}^\Theta \times E_{\theta,n+1}^\Theta) \times \mathcal{P}(E_{\theta_0,n}^X) \to \mathcal{P}(E_{\theta_0,n+1}^X) \]

\[ ((\theta_n, \theta_{n+1}), \eta_{\theta_0,n,n}^X) \mapsto \Psi_{\theta_0,n}(\eta_{\theta_0,n,n}^X)M_{\theta_0,n+1,n+1}^X \tag{6} \]
The non linear recursion \((4)\) can be reformulated as
\[
\eta_{0,n+1,n+1}^X = \Phi_{n+1}^X((\theta_n, \theta_{n+1}), \eta_{0,n,n}^X).
\] (7)

Remind that, for a fixed value \(\theta_{0,n}\) of the random process \(\Theta_{0,n}\), the probability measures \((\eta_{0,n,n}^X)_{n \in \mathbb{N}}\) can be approximated recursively thanks to an interacting particle system which evolves successively according to selection step with potentials \(G_{\theta_{0,n}}\) defined in \([3]\) and transition kernels \(M_{\theta_{0,n}}^X\). See \([4]\) for further details. Now, consider that the random environment \(\Theta_{0,n}\), where the stochastic process \(X_n\) evolves, is not known. Then we focus our interest on the estimation of the couple
\[
X_n \triangleq (\Theta_n, \eta_{0,n,n}^X) \in \mathcal{E}_n \triangleq (\mathcal{E}_n^\Theta \times \mathcal{P}(\mathcal{E}_n^X)),
\] (8)
made up of the environment and the law of the process evolving in this environment. The tricky part will be to deal with the probability measure space. First, notice that, as it has been shown in \([4]\), the pair process is a Markov chain.

**Proposition 1.2** \(([4], \text{Proposition 2.6.3})\). \(X_n\) is a Markov chain with transition kernel \(M_n\) defined for every function \(\mathcal{E}_n \in \mathcal{B}(\mathcal{E}_n)\) and \((u, \eta) \in \mathcal{E}_n\) by
\[
M_n(u, \eta) \triangleq \int_{\mathbb{R}^n} M_{\theta_n}^\Theta(u, dv)\mathcal{F}_n(v, \Phi_n^X((u, v), \eta))
\]
and with initial distribution \(\pi_0 \in \mathcal{P}(\mathcal{E}_0)\) defined by
\[
\pi_0(d(u, \nu)) \triangleq \eta_0^\Theta(du)\eta_0^X(du).
\]

To this Markov chain, one may associate the Feynman-Kac distribution flow \(\pi_n\) defined for every \(\mathcal{E}_n \in \mathcal{B}(\mathcal{E}_n)\) by
\[
\pi_n(\mathcal{E}_n) \triangleq \pi_n(\mathcal{E}_n)/\pi_n(\mathcal{I}_n)
\] (9)
where
\[
\pi_n(\mathcal{E}_n) \triangleq \mathbb{E}_{\pi_0} \left[ \mathcal{F}_n(X_n) \prod_{p=0}^{n-1} \overline{\mathcal{G}}_p(X_p) \right],
\]
and the functions \(\overline{\mathcal{G}}_p\) are non negative functions defined as follows:
\[
\overline{\mathcal{G}}_p(u, \eta) \rightarrow [0, \infty[ \quad \overline{\mathcal{G}}_p(u, \eta) = \int_{\mathbb{R}^n} G_p(u, x)\eta(dx) \triangleq \int_{\mathbb{R}^n} G_{u,p}(x)\eta(dx) = \eta(G_{u,p}).
\] (10)

**Proposition 1.3** \(([4], \text{p. 86})\). For all \(n \in \mathbb{N}\), the sequence \(\pi_n\) satisfies the following non linear recursive equation:
\[
\pi_{n+1} = \Psi_{n}(\pi_n)\overline{M}_{n+1} = \overline{\pi}_{n+1}(\pi_n).
\] (11)
where for every \(\mu \in \mathcal{P}(\mathcal{E}_n)\), the application \(\overline{\Psi}_n : \mathcal{P}(\mathcal{E}_n) \rightarrow \mathcal{P}(\mathcal{E}_n)\), is defined by
\[
\overline{\Psi}_n(\mu)(\mathcal{E}_n) = \mu(\overline{\mathcal{M}}_n\mathcal{F}_n)/\mu(\overline{\mathcal{M}}_n), \quad (\forall \mathcal{E}_n \in \mathcal{B}(\mathcal{E}_n)),
\] (12)
and the operator \(\overline{\Psi}_n\) is defined by
\[
\overline{\Psi}_{n+1} : \mathcal{P}(\mathcal{E}_n) \rightarrow \mathcal{P}(\mathcal{E}_{n+1}) \quad \mu \mapsto \overline{\Psi}_{n}(\mu)\overline{\mathcal{M}}_{n+1}.
\]

In the non linear case, \((11)\) cannot be solved analytically. Therefore, in the next section, we introduce an interacting particle system to approximate recursively the sequence of Feynman-Kac probability measures \((\pi_n)_{n \in \mathbb{N}}\).
2 Algorithm derivation

This section is about the algorithm associated with the Feynman-Kac distribution flow \( \tilde{\eta}_n \) defined in [9]. One considers the process \( \tilde{X}_n \) associated with the pair \( (\mathcal{G}_n, M_n) \), where the transition kernel \( M_n \) is defined in Proposition 1.2 and the potential function \( \mathcal{G}_n \) is defined in [10].

2.1 Idealized interacting particle model

Let \( N_1 \) be some positive integer. A \( N_1 \)-interacting particle system associated with the sequence \( ((\mathcal{G}_n, M_n))_{n \in \mathbb{N}} \) and the initial distribution \( \tilde{\eta}_0 \), is a sequence of non-homogeneous Markov chain, denoted by \( \tilde{X}_n^{[N_1]} \), taking value in the product space \( \mathbb{E}_n^{N_1} \),

\[
\tilde{X}_n^{[N_1]} \triangleq (\tilde{X}_n^1, \ldots, \tilde{X}_n^{N_1}) \in \mathbb{E}_n \triangleq \mathbb{E}_n \times \ldots \times \mathbb{E}_n,
\]

The initial state of the Markov chain \( \tilde{X}_0^{[N_1]} \) consists in \( N_1 \) independent random variables with common distribution \( \tilde{\eta}_0 \). The interacting particle system \((\tilde{X}_n^i)_{n=1}^{N_1}\) explores the state space \( \mathbb{E}_n \) and with the dynamic given to it, empirically samples the law \( \tilde{\eta}_n \). Each particle \( i \) of the system consists in a random variable \( \tilde{X}_n^i = (\theta_n^i, \eta_0^{X_n^i}) \in \mathbb{E}_n \). Therefore, the empirical process \( \tilde{\eta}_n^{N_1} \) is defined by

\[
\tilde{\eta}_n^{N_1} \triangleq \frac{1}{N_1} \sum_{i=1}^{N_1} \delta_{\tilde{X}_n^i}.
\]  

(13)

The elementary transition of the Markov chain \( \tilde{X}_n^{[N_1]} \) from \( \mathbb{E}_n^{N_1} \) to \( \mathbb{E}_{n+1}^{N_1} \) is given for any \( \tilde{x}_n^{[N_1]} \triangleq (\tilde{x}_n^1, \ldots, \tilde{x}_n^{N_1}) \in \mathbb{E}_n^{N_1} \) by

\[
\mathbb{P}^{\tilde{\eta}_n^{[N_1]}} \left( \tilde{X}_{n+1}^{[N_1]} \in d\tilde{x}_{n+1}^{[N_1]} \mid \tilde{X}_n^{[N_1]} \right) \overset{\Delta}{=} \prod_{i=1}^{N_1} \mathbb{P}_{n+1}(\tilde{\eta}_n^{N_1})(d\tilde{x}_{n+1}^{[N_1]})
\]

\[
= \prod_{i=1}^{N_1} \prod_{j=1}^{N_1} \frac{\mathcal{G}_n(\tilde{X}_n^i)}{\mathcal{G}_n(\tilde{X}_n^j)} \frac{M_{n+1}(\tilde{X}_n^j, d\tilde{x}_{n+1}^{[N_1]})}{M_{n+1}(\tilde{X}_n^i, d\tilde{x}_{n+1}^{[N_1]})}, \text{ thanks to } (11).
\]

Thus, the evolution of the particle swarm consists in two steps : a selection and a mutation. In the selection step, the particles \((\tilde{X}_n^i)_{i=1}^{N_1}\) are selected multinomially with probability proportional to their potentials \((\mathcal{G}_n(\tilde{X}_n^i))_{i=1}^{N_1}\). Selected particles are identified with a hat on Figure 1. Then the mutation step is performed independently using the kernel \( M_{n+1} \). The evolution scheme of the particles is illustrated on Figure 3. Using this algorithm one can empirically sample the measure \( \tilde{\eta}_n \) at each time step \( n \). Several results are available to qualify the subsequent estimator. However, as one may have noticed, for each \( \theta_n^i \) the measure \( \eta_{0,n}^{X_n^i} \) corresponds to the quenched distributions defined in (1.2). That means that one should have the exact quenched measure associated with the parameter realization \( \theta_n^i \) to use that standard particle algorithm. This can happen in two special cases.

Firstly, one special case is when the transition kernel \( M_{\theta_n^{X_n^i}} \) is Gaussian and the initial distribution \( \eta_{0,n}^{X_n} \) is Gaussian. Indeed, it turns out that this particle algorithm corresponds to the interacting Kalman filters (IKF) (see [4], [5]). That is a \( N_1 \)-interacting particle model which is composed of \( N_1 \) particles where the measure value part are Gaussian distributions. In other words, for each particle \( \theta_n^i \), one iterative step of the Kalman filter is run to update the measure,
The first one is a correction step which is given by

\[
\begin{align*}
\hat{m}_{\theta,n} & = m_{\theta,n} + K_{\theta,n} (Y_n - (C_{\theta,n} m_{\theta,n} + c_{\theta,n})) \\
\Sigma_{\theta,n} & = (I - K_{\theta,n} C_{\theta,n}) \Sigma_{\theta,n}
\end{align*}
\]

Figure 1: Evolution scheme of the interacting particle system for exact measures.
where $I$ is the identity matrix and $K_{\theta_n,n}$ is the classical gain matrix

$$K_{\theta_n,n} \triangleq \Sigma_{\theta_n,n}(C_{\theta_n,n})^T (C_{\theta_n,n}\Sigma_{\theta_n,n}(C_{\theta_n,n})^T + D_{\theta_n,n}\Sigma_Y(D_{\theta_n,n})^T)^{-1}.$$ 

The second step is the predicting step:

$$\begin{align*}
\{ m_{\theta_{n+1},n+1} &= A_{\theta_{n+1},n+1} m_{\theta_n,n} + a_{\theta_{n+1},n+1} \\
\Sigma_{\theta_{n+1},n+1} &= A_{\theta_{n+1},n+1} \Sigma_{\theta_n,n}(A_{\theta_{n+1},n+1})^T + B_{\theta_{n+1},n+1} \Sigma_X(B_{\theta_{n+1},n+1})^T.
\end{align*}$$

Then all the Kalman filters attached to each realization $\theta_{n+1}^i$ for $i \in [1,N]$ interact through their potential $\bar{G}_{n+1}(\theta_{n+1}^i,\eta_{X_{\theta_0}^0:n+1},n+1)$ defined in (10) by

$$\bar{G}_{n+1}(\theta_{n+1}^i,\eta_{X_{\theta_0}^0:n+1},n+1) = \eta_{X_{\theta_0}^0:n+1}(G_{\theta_{n+1}^i,n+1})$$

$$= N(m_{\theta_{n+1}^i,n+1},\Sigma_{\theta_{n+1}^i,n+1})(G_{\theta_{n+1}^i,n+1})$$

where $G_{\theta_{n+1}^i,n+1}$ is the likelihood function defined for every $x_{n+1} \in \mathbb{X}_{n+1}$ by

$$G_{\theta_{n+1}^i,n+1}(x_{n+1}) = \frac{dN(C_{\theta_{n+1}^i,n+1}x_{n+1},\Sigma_Y)}{dN(0,\Sigma_Y)}.$$ 

One finally ends up with the following expression:

$$\bar{G}_{n+1}(\theta_{n+1}^i,\eta_{X_{\theta_0}^0:n+1},n+1)$$

$$= \frac{dN(C_{\theta_{n+1}^i,n+1}m_{\theta_{n+1}^i,n+1},C_{\theta_{n+1}^i,n+1}\Sigma_{\theta_{n+1}^i,n+1}(C_{\theta_{n+1}^i,n+1})^T + \Sigma_Y)}{dN(0,\Sigma_Y)}. \quad (14)$$

See [4] for further details. The interacting Kalman filter for this general example is given by Algorithm [1].
Data: $\eta_0$, $(\overline{\nu}_p)_{p=0}^{n}$, $(\overline{\nu}_p)_{p=0}^{n}$, $m_{\theta,0}$ and $\Sigma_{\theta,0}$
Result: Interacting Kalman approximation of $\eta_n$

/* Initialization */
for $i \leftarrow 1$ to $N_1$ do
  Sample $\hat{X}_0^i = (\theta_0^i, \eta_{0,0}^X) \sim \eta_0$, i.e. $\theta_0^i \sim \eta_{0,0}^\Theta$ and $\eta_{0,0}^X = N(m_{\theta,0}, \Sigma_{\theta,0})$ ;
end
for $p \leftarrow 0$ to $n-1$ do
  /* Selection of Kalman filters */
  Sample $I_p = (I_p^i)_{i=1}^{N_1}$ according to a multinomial distribution with probability
  proportional to $\left(\tilde{G}_p(\theta_p^i, \eta_{0,p}^X)\right)_{i=1}^{N_1}$ given by (14) ;
  for $i \leftarrow 1$ to $N_1$ do
    /* Updating step for each Kalman filter */
    $\tilde{m}_{\theta,p}^{i+1} = m_{\theta,p}^{i+1} + K_{\theta,p}^{i+1} \left( Y_n - C_{\theta,p}^{i+1} m_{\theta,p}^{i+1} \right)$ ;
    $\tilde{\Sigma}_{\theta,p}^{i+1} = \left( I - K_{\theta,p}^{i+1} C_{\theta,p}^{i+1} \right) \Sigma_{\theta,p}^{i+1} ;$
    /* Mutation of each island */
    Sample independently $\theta_{p+1}^i$ according to $M^\Theta_{p+1}(\theta_{p+1}^i, \ldots)$ ;
    /* Prediction step for each Kalman filter */
    $m_{\theta,p+1}^{i+1} = A_{\theta,p+1, p+1} \tilde{m}_{\theta,p}^{i+1} + a_{\theta,p+1, p+1}$ ;
    $\Sigma_{\theta,p+1}^{i+1} = A_{\theta,p+1, p+1} \tilde{\Sigma}_{\theta,p}^{i+1} \left( A_{\theta,p+1, p+1} \right)^T + B_{\theta,p+1, p+1} \Sigma_{\theta,p+1, p+1} \left( B_{\theta,p+1, p+1} \right)^T$
  end
end

Algorithm 1: Interacting Kalman Filter - IKF

Secondly, when the non linear Equation 6 can be solved analytically i.e. when one has access to the exact measure $\eta_{0,n}^X$, one can apply a simple interacting particle model as described in Figure 1 where each particle corresponds to the pair: parameter and exact measure. However, in most cases, this equation cannot be solved analytically, so that an additional approximation is needed in order to estimate the measure $\eta_{0,n}^{X_i}$ for each $i \in [1, N_1]$. The next subsection is dedicated to the derivation of an algorithm to deal with this constraint.

2.2 Labeled island particle model

To tackle the case where $\eta_{0,n}^X$, $i \in [1, N_1]$ is not analytically known, the idea consists in using a particle estimation of $\eta_{0,n}^X$ inside the previous interacting particle model. The ensuing algorithm will be called labeled island particle model in reference to the island particle model developed in [7], even if in the present case, each island $i$ has a label $\theta_n^i$ whose evolution is given by the Markov kernel $M^\Theta_{p+1}$. The labeled island particle model consists in associating to each term of the sequence $(\theta_n^i)_{i=1}^{N_1}$ a sub $N_2$-interacting particle system. We call sub $N_2$-interacting particle system associated with the sequence $(G_{\theta_n^i, X_n^N})_{n \in \mathbb{N}}$ and the initial distribution $\eta_{0,n}^X$, the sequence of non-homogeneous Markov chain $(\xi_n^{i,j})_{j=1}^{N_2}$ taking value in the product space $E_n^{X,N_2}$, that is:

$\xi_n^{i,j} = (\xi_n^{i,j})_{j=1}^{N_2} \triangleq (\xi_n^{i,1}, \ldots, \xi_n^{i,N_2}) \in E_n^{X,N_2} \triangleq \bigotimes_{n=1}^{N_2} E_n^X$.  
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The interacting particle system, denoted by \((\xi_n^{i,j})_{j=1}^{N_2}\), explore the state space \(E_n^X\) and with the dynamic given to it, empirically sample the law \(\eta_{0,n}^X\).

The initial state of the Markov chain \(\eta_{0,n}^X\). In order to derive precisely this algorithm, first introduce the following sequence \(\eta_{0,n}^X\) kernel

\[
\eta_{0,n}^X \triangleq \frac{1}{N_2} \sum_{j=1}^{N_2} \delta_{\xi_n^{i,j}},
\]

the elementary transition of the process \(\xi_n^{i,[N_2]}\) from \(E_n^{X,N_2}\) to \(E_n^{X,N_2}\) is given for any \(\xi_n^{i,[N_2]} = (x_n^{i,1}, \ldots, x_n^{i,N_2}) \in E_n^{X,N_2}\) by

\[
P_{\eta_n^X}^{N_2} \left( \xi_n^{i,[N_2]} \in dx_{n+1}^{i,[N_2]} | \xi_n^{i,[N_2]} \right) \triangleq \prod_{j=1}^{N_2} \Phi_{n+1}^X \left( \theta_n^{i,j}, \eta_{0,n}^{X,N_2} \right) (dx_{n+1}^{j})
\]

\[
= \prod_{j=1}^{N_2} \Phi_{\theta_n^{i,j}}^X (\eta_{0,n}^{X,N_2}) M_{\theta_n^{i,j}}^{X} \left( \xi_n^{i,j}, dx_{n+1}^{j} \right)
\]

Define the mapping \(\tilde{\Phi}_n^X\) by

\[
\tilde{\Phi}_n^X : E_n^\Theta \times E_n^\Theta \times \mathcal{P}(E_n^X) \to \mathcal{P}(E_n^X)
\]

\[
((u,v), \nu) \mapsto \prod_{j=1}^{N_2} \Phi_n^X ((u,v), \nu)(dx_n^{i,j}),
\]

then

\[
\eta_{0,n}^{X,N_2} \triangleq \tilde{\Phi}_n^X \left( \theta_n^{i,j}, \eta_{0,n}^{X,N_2} \right).
\]

So, the evolution of the particle swarm \(\xi_n^{i,[N_2]}\) consists in two steps: a selection and a mutation. In the selection step, the particles are selected multinomially with probability proportional to their potentials \(G_{\theta_n^{i,j}}(\xi_n^{i,j})\). Then the mutation step is performed independently using the kernel \(M_{\theta_n^{i,j}}^{X}\). Hence, at each iteration \(n \in \mathbb{N}\), the empirical measure \(\eta_{0,n}^{X,N_2}\) approximates \(\eta_{0,n}^{X,N_2}\) when \(N_2\) tends to \(\infty\). Replacing \(\eta_{0,n}^{X,N_2}\) by \(\eta_{0,n}^{X,N_2}\) inside the first algorithm presented, one gets a nested particle model named **labeled island particle model**.

In order to derive precisely this algorithm, first introduce the following sequence \(\tilde{X}_n\) on \(E_n = E_n^\Theta \times \mathcal{P}(E_n^X)\), defined by \(\tilde{X}_n \triangleq (\Theta_n, \eta_{0,n}^{X,N_2})\), i.e. the couple environment and empirical measure of the process \(X_n\) conditionally on \(\Theta_{0,n}\), where \(\eta_{0,n}^{X,N_2} \triangleq \sum_{j=1}^{N_2} \delta_{\xi_n^{i,j}} / N_2\).

**Proposition 2.1.** \(\tilde{X}_n\) is a \(E_n\)-Markov chain with transition kernel \(\tilde{M}_n\) defined for every function \(\tilde{f}_n \in \mathcal{B}_0(\mathcal{E}_n)\) and \((u, \nu) \in \mathcal{E}_n\) by

\[
\tilde{M}_n(\tilde{f}_n)(u, \nu) = \int_{\mathcal{E}_n^\Theta} M_n^\Theta (u, dv) \tilde{f}_n(v, \phi_n^X ((u,v), \nu)),
\]

where \(\phi_n^X\) is defined in [16], and with initial distribution \(\tilde{\eta}_0 \in \mathcal{P}(\mathcal{E}_0)\) given by

\[
\tilde{\eta}_0(d(u, \nu)) \triangleq \tilde{\eta}_0^\Theta (du) \delta_{\xi_0^{X,N_2}} (d\nu).
\]
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Proof. Let $\sigma(\tilde{X}_0, \ldots, \tilde{X}_n)$ stands for the $\sigma$-algebra generated by the random variables $\tilde{X}_p$, $0 \leq p \leq n$. For all $\mathcal{F}_n \in \mathcal{B}_b(\mathbb{E}_n)$:

$$
\mathbb{E}_{\tilde{\eta}_0}[\mathcal{F}_n(\tilde{X}_n) \mid \sigma(\tilde{X}_0, \ldots, \tilde{X}_{n-1})]
= \mathbb{E}_{\tilde{\eta}_0}[\mathcal{F}_n(\Theta_n, \eta_{X,N_2}^{X,n}) \mid \sigma(\tilde{X}_0, \ldots, \tilde{X}_{n-1})]
= \mathbb{E}_{\tilde{\eta}_0}[\mathcal{F}_n(\Theta_n, \tilde{\Phi}_n^X((\Theta_{n-1}, \Theta_n), \eta_{X,N_2}^{X,n-1,n-1}) \mid \sigma(\tilde{X}_0, \ldots, \tilde{X}_{n-1})]
$$

by (16).

Recalling that $\tilde{X}_{n-1} = (\Theta_{n-1}, \eta_{X,N_2}^{X,n-1,n-1})$, one can conclude that

$$
\mathbb{E}_{\tilde{\eta}_0}[\mathcal{F}_n(\tilde{X}_n) \mid \sigma(\tilde{X}_0, \ldots, \tilde{X}_{n-1})]
= \mathbb{E}_{\tilde{\eta}_0}[\mathcal{F}_n(\tilde{X}_n) \mid \tilde{X}_{n-1}]
= \int_{\mathcal{F}_n(\tilde{X}_n) \mid \tilde{X}_{n-1}} \mathcal{F}_n(\tilde{X}_n) \prod_{p=0}^{n-1} \mathcal{G}_p(\tilde{X}_p)
$$

To the Markov chain $\tilde{X}_n$, one may associate the Feynman-Kac distribution defined for every $\mathcal{F}_n \in \mathcal{B}_b(\mathbb{E}_n)$ by

$$
\tilde{\eta}_n(\mathcal{F}_n) \equiv \tilde{\gamma}_n(\mathcal{F}_n)/\tilde{\gamma}_n(1),
$$

where $\tilde{\gamma}_n$ is defined such that

$$
\tilde{\gamma}_n(\mathcal{F}_n) \equiv \mathbb{E}_{\tilde{\eta}_0}\left[\mathcal{F}_n(\tilde{X}_n) \prod_{p=0}^{n-1} \mathcal{G}_p(\tilde{X}_p)\right],
$$

with $\mathcal{G}_p$ defined in (17).

In a similar way to $\tilde{\eta}_n$, the measure $\tilde{\Phi}_n$ satisfies a recursive equation $\tilde{\eta}_n = \mathcal{W}_{n-1}(\tilde{\eta}_{n-1})\tilde{M}_n$, with $\mathcal{W}_{n-1}$ the application defined in Proposition 1.3. This non linear equation can be rewritten as

$$
\tilde{\eta}_n = \tilde{\Phi}_n(\tilde{\eta}_{n-1}),
$$

where the mapping $\tilde{\Phi}_n$ is defined as follows:

$$
\tilde{\Phi}_n : \mathcal{P}(\mathbb{E}_{n-1}) \rightarrow \mathcal{P}(\mathbb{E}_n)
\eta \mapsto \mathcal{W}_{n-1}(\eta)\tilde{M}_n.
$$

As in Section 2.1, when this equation cannot be solved analytically one may use a particle model to approximate the probability measure $\tilde{\eta}_n$. In this case, the particles $(\tilde{X}_i^n \triangleq (\tilde{\eta}_i^n, \eta_{X,N_2}^{X,n,n})$, $i \in [1, N_1]$), would be testing points on the state space $\mathbb{E}_n$, for $(N_1, N_2) \in (\mathbb{N}^*)^2$. These particles explore the state space $\mathbb{E}_n$ and their dynamics empirically sample the law $\tilde{\eta}_n$ when $N_1$ gets large. An interacting particle system associated with the couple $(\mathcal{G}_n, \tilde{M}_n)$ and the initial distribution $\tilde{\eta}_0$, is a sequence of non-homogeneous Markov chain, $\tilde{X}_n^{[N_1]}$, taking value in the product space $\mathbb{E}_n^{N_1}$, defined by

$$
\tilde{X}_n^{[N_1]} \triangleq (\tilde{X}_i^{[N_1]})_{i=1}^{N_1} = (\tilde{X}_1^{[N_1]}, \ldots, \tilde{X}_n^{[N_1]}) \in \mathbb{E}_n^{N_1}.
$$

The initial state of the Markov chain $\tilde{X}_0^{[N_1]}$ consists in $N_1$ independent random variables with common distribution $\tilde{\eta}_0$. Denote by $\tilde{\eta}_n^{[N_1]}$, the empirical measure at time $n$, which is defined by

$$
\tilde{\eta}_n^{[N_1]} \triangleq \frac{1}{N_1} \sum_{i=1}^{N_1} \delta_{\tilde{X}_i^n}.
$$
The elementary probability transition, is given for any $\bar{\eta}_{n+1} \in \mathbb{E}_{n+1}^{N_1}$ by

$$P_{\bar{\eta}_{n+1}}^{N_1}(\bar{X}_{n+1}^{[N_1]} \in d\bar{\eta}_{n+1}^{[N_1]} | \bar{X}_{n}^{[N_1]}) = \prod_{i=1}^{N_1} \Psi_{n}(\bar{\eta}_{n}^{N_1}) \tilde{M}_{n+1}(\bar{X}_{n}^{i}, d\bar{\eta}_{n+1}^{i}).$$

The particle evolution is summarized in Figure 2 where by definitions (10) and (15),

$$G_{n}(\bar{X}_{n}^{i}) = \frac{1}{N_2} \sum_{j=1}^{N_2} G_{n}(\theta_{n}^{i}, \epsilon_{n}^{i,j}) = \frac{1}{N_2} \sum_{j=1}^{N_2} G_{\theta_{n}^{i}, n}(\epsilon_{n}^{i,j}).$$

The ensuing algorithm is described in Algorithm 2.

Figure 2: Evolution scheme of the labeled island particle model.
Data: $\tilde{\eta}_0, (M_p)_{p=0}^n$ and $\left(\overline{\Psi}_p\right)_{p=0}^n$

Result: Particle approximation of $\tilde{\eta}_n$

/* Initialization */

for $i \leftarrow 1$ to $N_1$ do
  Sample $X_0^i = (\theta_0^{i,d}, \eta_{0,i}^{X,N_2}) \sim \tilde{\eta}_0$, that is
  \[ \theta_0^{i,d} \sim \tilde{\eta}_0, \xi_0^{i,j} \sim \eta_{0,i}^{X} \text{ and } \eta_{0,i}^{X,N_2} = \frac{1}{N_2} \sum_{j=1}^{N_2} \delta_{\xi_0^{i,j}}. \]
end

for $p \leftarrow 0$ to $n-1$ do
  /* Selection of islands */
  Sample $I_p = (I_p^i)_{i=1}^{N_1}$ according to a multinomial distribution with probability
  \[ \left( \frac{1}{N_2} \sum_{j=1}^{N_2} G_p(\theta_{p+1}^i, \xi_{p+1}^{i,j}) \right)_{i=1}^{N_1}; \]
  for $i \leftarrow 1$ to $N_1$ do
    /* Selection of particles inside each island */
    Sample $J_i^p = (J_i^p)^{N_2}_{j=1}$ according to a multinomial distribution with probability
    \[ \left( G_p(\theta_{p+1}^i, \xi_{p+1}^{i,j}) \right)_{j=1}^{N_2}; \]
    /* Mutation of each island */
    Sample independently $\theta_{p+1}^i$ according to $M_{p+1}^{\Theta}(\theta_{p+1}^i, \cdot)$;
    for $j \leftarrow 1$ to $N_2$ do
      /* Mutation of particles */
      Sample $\xi_{p+1}^{i,j}$ according to $M_{p+1}^{X}(\theta_{p+1}^i, \xi_{p+1}^{i,j}, \cdot)$;
    end
  end
  $p \leftarrow p + 1$
end

Algorithm 2: Labeled island particle algorithm

For every $n \geq 0$, $\tilde{\eta}_n^{N_1}$ is an estimator of $\tilde{\eta}_n$, obtained through the labeled island particle model, i.e. for every $f_n \in \mathcal{B}(\mathbb{E}_n)$,

\[ \tilde{\eta}_n^{N_1}(f_n) = \frac{1}{N_1} \sum_{i=1}^{N_1} f_n(\theta_n^i, \eta_{0,i}^{X,N_2}) \]

converges to $\tilde{\eta}_n(f_n)$ when $N_1 \to +\infty$.

3 \textbf{L}^p \textbf{ bounds}

We are interested in this section in the $L^p$ bounds of the difference between the estimator $\tilde{\eta}_n^{N_1}$ and the measure $\tilde{\eta}_n$. To get these bounds we will use several notations. We define them before going further.
3.1 Notations

Let \((E, \mathcal{E})\) be a measurable space. For a real-valued measurable function \(h \in B_b(E)\), we denote the oscillator norm \(\text{osc}(h) \triangleq \sup_{(x,b') \in E^2} |h(x) - h(x')|\), and \(\text{osc}_1(E)\) the convex set of \(\mathcal{E}\)-measurable functions with oscillations less than one. The sup norm of \(h\) is noted \(\|h\|_\infty \triangleq \sup_{x \in E} |h(x)|\) and the \(L^p\)-norm \(\|h\|_p\). \(B_1(E) \subset B_b(E)\) refers to the set of functions whose sup norm is less than one. For two probability measures \((\mu, \eta) \in \mathcal{P}(E)^2\), the Zolotarev semi-norm \(\|\cdot\|_{\beta}\) attached to \(\beta\) a countable collection of bounded measurable functions in \(B_1(E)\) is defined by

\[
\|\mu - \eta\|_{\beta} \triangleq \sup_{f \in \beta} |\mu(f) - \eta(f)|.
\]

To measure the size of a given class \(\beta\), one considers the covering numbers \(N(\varepsilon, \beta, L^p(\mu))\) defined as the minimal number of \(L^p(\mu)\)-balls of radius \(\varepsilon > 0\) needed to cover \(\beta\). Let \(N(\varepsilon, \beta)\) and \(I(\beta)\) denote respectively the uniform covering numbers and entropy integral given by

\[
N(\varepsilon, \beta) \triangleq \sup_{\mu \in \mathcal{P}(E)} N(\varepsilon, \beta, L^2(\mu)) \quad (22)
\]

\[
I(\beta) \triangleq \int_0^1 \sqrt{\log(1 + N(\varepsilon, \beta))} \, d\varepsilon. \quad (23)
\]

Let \(\wedge\) denote the minimum operator and \(\vee\) denote the maximum operator. For a kernel \(M\) defined on \(E\), the Dobrushin coefficient of \(M\) is

\[
\beta(M) \triangleq \sup_{f \in \text{osc}_1(E)} \text{osc}(M(f)).
\]

Let \((d(n))_{n \geq 0}\) be a sequence defined for every \(m \geq 0\) by

\[
\begin{cases}
    d(2m)^{2m} \triangleq (2m)_m 2^{-m} \\
    d(2m + 1)^{2m+1} \triangleq (2m+1)_{m+1} 2^{-m+1/2},
\end{cases}
\]

where for any positive integers \((p, q) \in (\mathbb{N}^*)^2\), \((q + p)_p \triangleq (q + p)!/q!\).

For \(n \in \mathbb{N}\), introduce the Feynman-Kac semi-groups \(Q_n\) (resp. \(Q_n^X\) such that for all \((x_n, x_{n+1}) \in E_n \times E_{n+1}\) (resp. \((x_n, x_{n+1}) \in E_n^X \times E_{n+1}^X\))

\[
\begin{align*}
Q_{n+1}(x_n, dx_{n+1}) &\triangleq \mathcal{G}_n(x_n)M_{n+1}(x_{n+1}, dx_{n+1}), \\
&\quad \left(\text{resp.} \, Q_n^X(x_n, dx_{n+1}) \triangleq G_{\theta_{n-1,n}}(x_n)M_{\theta_{n+1,n}}(x_{n+1}, dx_{n+1})\right).
\end{align*}
\]

For every \((p, q) \in (\mathbb{N})^2\) such that \(p < q, set \)

\[
\mathcal{G}_{p,n} \triangleq \mathcal{G}_{p+1, n} \ldots \mathcal{G}_q, \quad \text{and} \quad \mathcal{F}_{p,n} \triangleq \mathcal{G}_{p,n}/\mathcal{G}_{p,n}(1),
\]

\[
\left(\text{resp.} \, Q_{\theta_{p,n}, p,n} \triangleq Q_{\theta_{p+1,n}, p+1} \ldots Q_{\theta_{q,n-1,n}} \text{ and } P_{\theta_{p,n}, p,n}(f_n) \triangleq Q_{\theta_{p,n}, p,n}(f_n)/Q_{\theta_{p,n}, p,n}(1)\right),
\]

and set the normalizing constant

\[
\mathcal{G}_{p,n} \triangleq \mathcal{G}_{p,n}(1), \quad \left(\text{resp.} \, G_{\theta_{p,n}, p,n} \triangleq Q_{\theta_{p,n}, p,n}(1)\right).
\]

Finally, set

\[
\mathcal{G}_{p,n} \triangleq \sup_{(x_n, y_n) \in (E_n)^2} \mathcal{G}_{p,n}(x_n), \quad \left(\text{resp.} \, G_{\theta_{p,n}, p,n} \triangleq \sup_{(x_n, y_n) \in (E_n^X)^2} G_{\theta_{p,n}, p,n}(x_n)\right).
\]
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In order to study the difference between $\tilde{\eta}_{n}^{N_{x}}$ and $\eta_{n}$, we use several results taken from [4]. Then, we will always assume that for all $n \in \mathbb{N}$, the potential functions $G_{\theta_{n}}$ defined in (3) satisfy the following condition ($G_{\theta}$):

there exists a sequence of strictly positive number $\epsilon_{n}(G_{\theta}) \in (0, 1]$ such that for any $(x_{n}, y_{n}) \in (E_{n}^{X})^{2}:

\begin{align*}
G_{\theta_{n}}(x_{n}) \geq \epsilon_{n}(G_{\theta})G_{\theta_{n}}(y_{n}) > 0
\end{align*}

(G_{\theta})

Therefore, for all $n \in \mathbb{N}$, the potential functions $G_{\theta_{n}}$ satisfy the following condition ($\bar{G}$):

there exists a sequence of strictly positive number $\epsilon_{n}(\bar{G}) \in (0, 1]$ such that for any $(\bar{x}_{n}, \bar{y}_{n}) \in (E_{n}^{X})^{2}:

\begin{align*}
\bar{G}_{n}(\bar{x}_{n}) \geq \epsilon_{n}(\bar{G})\bar{G}_{n}(\bar{y}_{n}) > 0
\end{align*}

(\bar{G})

Moreover we always assume that the collection of distributions $(\mathcal{M}_{n+1}(\bar{x}_{n}, \cdot), \bar{x}_{n} \in E_{n})$ are absolutely continuous with one another. That is for every $n \geq 0$ and $(\bar{x}_{n}, \bar{y}_{n}) \in (E_{n}^{X})^{2}$, one has

\begin{align*}
\mathcal{M}_{n+1}(\bar{x}_{n}, \cdot) \ll \mathcal{M}_{n+1}(\bar{y}_{n}, \cdot).
\end{align*}

In addition, we assume that the collection of distributions $(M_{n+1, \theta_{n+1}}^{X}(x_{n}, \cdot))_{x_{n} \in E_{n}^{X}}$ are absolutely continuous with one another. That is for every $n \geq 0$, $\theta_{n+1} \in E_{n+1}^{\theta}$ and $(x_{n}, y_{n}) \in (E_{n}^{Y})^{2}$, one has

\begin{align*}
M_{n+1, \theta_{n+1}}^{X}(x_{n}, \cdot) \ll M_{n+1, \theta_{n+1}}^{X}(y_{n}, \cdot).
\end{align*}

Note that for time homogeneous models on finite spaces condition those conditions are met as soon as the Markov chain is aperiodic and irreducible. Some examples are illustrated by typical examples in [4].

3.2 $L^p$ bound

Consider that for all $n \in \mathbb{N}$, the product space $E_{n} = E_{n}^{\theta} \times \mathcal{P}(E_{n}^{X})$ is equipped with the norm $\| \cdot \|_{E_{n}}$ such that for all $(u, v) \in (E_{n}^{Y})^{2}$ and $(\nu, \eta) \in (\mathcal{P}(E_{n}^{X}))^{2},$

\begin{align*}
\|(u, \nu) - (v, \eta)\|_{E_{n}} = |u - v| + \|\nu - \eta\|_{\mathfrak{G}_{n}}.
\end{align*}

where $\mathfrak{G}_{n}$ is a countable collection of functions in $B_{1}(E_{n}^{X}).$

**Theorem 3.1.** For any $p \in \mathbb{N}^{*}$, $n \in \mathbb{N}$, let $\tilde{f}_{n} \in \text{Osc}_{1}(E_{n})$ be a $k_{n}$-Lipschitz function. Assume that for any $\theta_{n} \in E_{n}^{\theta}$, the kernel transition $M_{n}^{X}_{\theta_{n}}$ can be written as $M_{n}^{X}_{\theta_{n}}(x_{n-1}, dx_{n}) = m_{\theta_{n}}^{X}(x_{n-1}, x_{n})p_{\theta_{n}}(dx_{n})$ for some measurable function $m_{\theta_{n}}^{X}$ on $E_{n-1}^{X} \times E_{n}^{X}$ and some probability measure $p_{\theta_{n}} \in \mathcal{P}(E_{n}^{X})$. Furthermore, assume that there exists a collection of mappings $\alpha_{\theta_{n}}$ on $E_{n}^{X}$ such that

\begin{align*}
\sup_{x_{n-1} \in E_{n-1}^{X}} |\log m_{\theta_{n}}^{X}(x_{n-1}, x_{n})| \leq \alpha_{\theta_{n}}(x_{n})
\end{align*}

with $p_{\theta_{n}}(e^{3\alpha_{\theta_{n}}}) < \infty$.

Then, the $L^{p}$ error is bounded by

\begin{align*}
\|\tilde{f}_{n}(\bar{f}_{n}) - \tilde{f}_{n}(\bar{f}_{n})\|_{p} \leq k_{n}a(p)\sqrt{N_{2}}(I(\mathfrak{G}_{n}) + b(n)) + 2\frac{d(p)}{\sqrt{N_{2}}} \sum_{q=0}^{n} \bar{f}_{q,n}b(\bar{f}_{q,n}), \quad (24)
\end{align*}

where the sequence $d(n)$ is defined in [24], $I(\mathfrak{G}_{n})$ is defined in [23], $(b(n))_{n \geq 0}$ is defined by
Therefore, in order to bound the first term, use the definitions of $F_n$ and $a$ respectively:

Let $n$ be a universal constant.

Let $\eta_n$ be defined in (9). Then using Theorem 7.4.4 from [4], one can bound the second term

$$||\eta_n^{N_1}(\mathcal{F}_n) - \eta_n(\mathcal{F}_n)||_p \leq 2 \frac{d(p)}{\sqrt{N_1}} \sum_{q=0}^n \gamma_{q,n} \beta(T_{q,n}).$$

Therefore, in order to bound the first term, use the definitions of $\tilde{\eta}_n^{N_1}$ and $\tilde{\eta}_n^N$ in (21) and (13) respectively:

$$||\tilde{\eta}_n^{N_1}(\mathcal{F}_n) - \tilde{\eta}_n^N(\mathcal{F}_n)||_p = \mathbb{E}_{\tilde{\eta}_n} \left[ ||\tilde{\eta}_n^{N_1}(\mathcal{F}_n) - \tilde{\eta}_n^N(\mathcal{F}_n)||_p^p \right]^{1/p}$$

$$= \mathbb{E}_{\tilde{\eta}_n} \left[ \left( \frac{1}{N_1} \sum_{i=1}^{N_1} \left| \mathcal{F}_n(\theta_i, \eta_{0,n}^{X,i} - \eta_{0,n}^{X,i}) - \mathcal{F}_n(\theta_i, \eta_{0,n}^{X,i}) \right| \right)^p \right]^{1/p}$$

As $\mathcal{F}_n$ is $k_n$-Lipschitz, it follows

$$\left| \mathcal{F}_n(\theta_i, \eta_{0,n}^{X,i}) - \mathcal{F}_n(\theta_i, \eta_{0,n}^{X,i}) \right| \leq k_n \left| (\theta_i, \eta_{0,n}^{X,i}) - (\theta_i, \eta_{0,n}^{X,i}) \right|_{\mathcal{F}_n}$$

where $\mathcal{F}_n$ is a countable collection of functions in $B_1(\mathbb{E}_n)$. Therefore one gets

$$||\tilde{\eta}_n^{N_1}(\mathcal{F}_n) - \tilde{\eta}_n^N(\mathcal{F}_n)||_p \leq \mathbb{E}_{\tilde{\eta}_n} \left[ \left( \frac{1}{N_1} \sum_{i=1}^{N_1} k_n \left| \eta_{0,n}^{X,i} - \eta_{0,n}^{X,i} \right| \right)^p \right]^{1/p}.$$

Denoting by $\theta^*$ the value at which the maximum of the Zolotarev semi-norms for $i \in [1, N_1]$ is reached, yields to

$$||\tilde{\eta}_n^{N_1}(\mathcal{F}_n) - \tilde{\eta}_n^N(\mathcal{F}_n)||_p \leq k_n \mathbb{E}_{\tilde{\eta}_n} \left[ \left( \frac{1}{N_1} \sum_{i=1}^{N_1} \left| \eta_{0,n}^{X,i} - \eta_{0,n}^{X,i} \right| \right)^p \right]^{1/p}.$$

But, according to [3], Corollary 7.4.4 (p. 247),

$$\mathbb{E}_{\tilde{\eta}_n} \left[ \left| \eta_{0,n}^{X,i} - \eta_{0,n}^{X,i} \right| \right]^{1/p} \leq \frac{a(p)}{\sqrt{N_2}} (I(\mathcal{F}_n) + b(n)),$$

where $I(\mathcal{F}_n)$ is the entropy of $\mathcal{F}_n$ defined in (23). Finally one ends up with

$$||\tilde{\eta}_n^{N_1}(\mathcal{F}_n) - \tilde{\eta}_n^N(\mathcal{F}_n)||_p \leq k_n \frac{a(p)}{\sqrt{N_2}} (I(\mathcal{F}_n) + b(n)) + 2 \frac{d(p)}{\sqrt{N_1}} \sum_{q=0}^n \gamma_{q,n} \beta(T_{q,n}).$$
3.3 Time uniform bound

Before stating the uniform estimate we define the following two additional conditions. There exists some integer $m \geq 1$ and some numbers $\in\{0, 1\}$ such that for $n \in \mathbb{N}$ and $(x_n, y_n) \in \mathbb{E}_n$, one has:

$$M_{n,n+1}(x_{n+1}) \geq M_{n+1}\ldots M_{n+m}(x_{n+1}) \geq \varepsilon_n(M) M_{n,n+1+\ldots,M_{n+m}}(y_{n+1}) \quad ((M)^m)$$

For all $i \in [1,N]$, there exists some integer $m_i \geq 1$ and some numbers $\varepsilon_n(M^i_{\varepsilon}) \in \{0, 1\}$ such that for $n \in \mathbb{N}$, $(x_n, y_n) \in (E^i_n)^2$, and $\theta^i_{n+1:n+m_i} \in \mathbb{E}^{\varepsilon}_{n+1} \times \ldots \times \mathbb{E}^{\varepsilon}_{n+m_i}$, one has:

$$M^i_{\theta^i_{n+1:n+m_i},n+m_i}(x_{n+m_i}) \geq \varepsilon_n(M^i_{\varepsilon}) M^i_{\theta^i_{n+1:n+m_i},n+m_i}(y_{n+m_i}) \quad ((M^i_{\varepsilon}))$$

**Theorem 3.2.** Suppose that conditions $(G)$, $(M^i_{\varepsilon})$ are met for some integer $m \geq 1$ and some pair parameters $(\varepsilon(G), \varepsilon(M))$ and set $\varepsilon(G) = \wedge_{m \geq 0} \varepsilon_n(G)$ and $\varepsilon(M) = \wedge_{m \geq 0} \varepsilon_n(M)$. Moreover, assume that for all $i \in [1,N]$ conditions $(G^i)$ and $(M^i_{\varepsilon})$ hold true for some sequence of integer $m_i$ and some pair parameters $(\varepsilon_n(G^i), \varepsilon_n(M^i_{\varepsilon}))$ and set $\varepsilon(G^i) = \wedge_{m_i \geq 0} \varepsilon_n(G^i)$ and $\varepsilon(M^i_{\varepsilon}) = \wedge_{m_i \geq 0} \varepsilon_n(M^i_{\varepsilon})$. Set $m \triangleq \vee_m m_i$.

Further assume that for all $n \geq 0$ and $\theta^i_{n} \in \mathbb{E}^{\varepsilon}_{n}$ the kernel transition $M^i_{\theta^i_{n},n}$ has the form $M^i_{\theta^i_{n},n}(x_{n-1},dx_n) = m^i_{\theta^i_{n},n}(x_{n-1}) p_{\theta^i_{n},n}(dx_n)$ for some measurable function $m^i_{\theta^i_{n},n}$ on $E^i_{n-1} \times E_{n}^{i}$ and some probability measure $p_{\theta^i_{n},n} \in \mathcal{P}(E^i_n)$. Also assume that $\sup_{x_{n-1} \in E^i_{n-1}} |\log m^i_{\theta^i_{n},n}(x_{n-1},x_n)| \leq \alpha_{\varepsilon}(x_n) \leq \alpha_{\varepsilon}(x_n)$ for some collection of mappings $\alpha_{\varepsilon}$ on $E^i_n$, and set:

$$p_{\varepsilon}(\alpha_{\varepsilon}) \triangleq \sup_{n \geq 0} p_{\theta^i_{n},n}(\alpha_{\varepsilon}) \leq \alpha_{\varepsilon}(x_n) \quad \text{and} \quad p_{\varepsilon}(\alpha) \triangleq \bigvee_{i \leq \varepsilon(\alpha_{\varepsilon})}.$$}

Then for any $p \in \mathbb{N}^*$, any $k_n$-Lipschitz functions $f_n \in \operatorname{Osc}_1(E_n)$ one has:

$$\sup_{n \geq 0} \sup_{f_n \in \operatorname{Osc}_1(E_n)} \|\tilde{f}_n f_n(f_n) - \pi_n(f_n)\| \leq \frac{2d(p)m}{\sqrt{N_1} \varepsilon(M)^3 \varepsilon(G)^2 m^{-1}} + k \alpha(p) \left(1 + \frac{m \varepsilon(M_{\varepsilon}) \alpha_{\varepsilon}(G_{\varepsilon})}{\varepsilon(M_{\varepsilon})} \right)$$

with

$$k = \sup_{n \geq 0} \varepsilon(M_{\varepsilon}) = \wedge_{m \geq 0} \varepsilon_n(M_{\varepsilon}) > 0, \quad \varepsilon(G_{\varepsilon}) = \wedge_{m \geq 0} \varepsilon_n(G_{\varepsilon}) > 0, \quad I \triangleq \sup_{n \geq 0} I(f_n) < \infty.$$}

**Proof.**

$$\sup_{n \geq 0} \sup_{f_n \in \operatorname{Osc}_1(E_n)} \|\tilde{f}_n f_n(f_n) - \pi_n(f_n)\| \leq \sup_{n \geq 0} \sup_{f_n \in \operatorname{Osc}_1(E_n)} \|\tilde{f}_n f_n(f_n) - \pi_n(f_n)\| + \sup_{n \geq 0} \sup_{f_n \in \operatorname{Osc}_1(E_n)} \|\tilde{f}_n f_n(f_n) - \pi_n(f_n)\|$$

From [H], Theorem 7.4.4 (p. 247), one has:

$$\sup_{n \geq 0} \sup_{f_n \in \operatorname{Osc}_1(E_n)} \|\tilde{f}_n f_n(f_n) - \pi_n(f_n)\| \leq \frac{2d(p)m}{\sqrt{N_1} \varepsilon(M)^3 \varepsilon(G)^2 m^{-1}}.$$
since conditions \( \mathbf{C}_1 \) and \( \mathbf{C}(\mathcal{M}) \) hold true. Then it follows that the only term one has to work on is the following.

\[
\sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \| \tilde{\eta}_{N_1}^n(\mathcal{T}_n) - \eta_{N_1}^n(\mathcal{T}_n) \|_p
\]

\[
= \sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \left\| \frac{1}{N_1} \sum_{i=1}^{N_1} \left\{ \mathcal{T}_n(\theta_{i,n}^n, \eta_{\theta_{i,n}^n}^n, n) - \mathcal{T}_n(\theta_{i,n}^n, \eta_{0_{i,n}}^n, n) \right\} \right\|_p
\]

\[
\leq \frac{1}{N_1} \sum_{i=1}^{N_1} \sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \| \mathcal{T}_n(\theta_{i,n}^n, \eta_{\theta_{i,n}^n}^n, n) - \mathcal{T}_n(\theta_{i,n}^n, \eta_{0_{i,n}}^n, n) \|_p.
\]

As the function \( \mathcal{T}_n \) is \( k_n \)-Lipschitz, for all \( i \in [1, N_1] \),

\[
\sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \| \mathcal{T}_n(\theta_{i,n}^n, \eta_{\theta_{i,n}^n}^n, n) - \mathcal{T}_n(\theta_{i,n}^n, \eta_{0_{i,n}}^n, n) \|_p
\]

\[
= \sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \mathbb{E}_{\pi_0} \left[ \| \mathcal{T}_n(\theta_{i,n}^n, \eta_{\theta_{i,n}^n}^n, n) - \mathcal{T}_n(\theta_{i,n}^n, \eta_{0_{i,n}}^n, n) \|_p^p \right]^{1/p}
\]

\[
\leq \sup_{n \geq 0} \mathbb{E}_{\pi_0} \left[ \left\| X_{N_2} - \eta_{\theta_{i,n}^n}^n \right\|_p^p \right]^{1/p}
\]

\[
\leq \sup_{n \geq 0} k_n \mathbb{E}_{\pi_0} \left[ \left\| X_{N_2} - \eta_{\theta_{i,n}^n}^n \right\|_p^p \right]^{1/p}.
\]

Set \( k \triangleq \sup_n k_n \), then

\[
\sup_{n \geq 0} \sup_{\mathcal{T}_n \in \text{Osc}_1(E_n)} \| \mathcal{T}_n(\theta_{i,n}^n, \eta_{\theta_{i,n}^n}^n, n) - \mathcal{T}_n(\theta_{i,n}^n, \eta_{0_{i,n}}^n, n) \|_p \leq k \sup_{n \geq 0} \mathbb{E}_{\pi_0} \left[ \left\| X_{N_2} - \eta_{\theta_{i,n}^n}^n \right\|_p^p \right]^{1/p}
\]

From [\( \mathbf{H} \), Corollary 7.4.5] (p. 249), as one assumes that there exists \( m_i \geq 1 \) for \( \theta_{n+m_i} \in E_1 \times \cdots \times E_{n+m_i} \),

\[
\sup_{n \geq 0} \mathbb{E}_{\pi_0} \left[ \left\| X_{N_2} - \eta_{\theta_{i,n}^n}^n \right\|_p^p \right]^{1/p} \leq a(p) \sqrt{N_2} \left( I + \frac{m_3 p_0 (e^{3m_3})}{\varepsilon (M_2^N)^{1/2} (G_2)^{2m_i}} \right),
\]

where \( I \triangleq \sup_{n \geq 0} I(\mathcal{G}_n) < \infty \). One concludes easily. \( \square \)

### 4 Asymptotic analysis of the labeled island particle algorithm

This section deals with the asymptotic behavior of the labeled island particle algorithm. Especially, we focus on the almost sure convergence.

Using \( \text{Theorem 3.1} \) obtained in \( \text{Section 3} \) one can easily get the almost sure convergence of the double estimator \( \tilde{\eta}_{N_1}^n \) toward \( \eta_n \) under the same assumptions as in \( \text{Theorem 3.1} \).

**Theorem 4.1.** Under the same assumptions as in \( \text{Theorem 3.1} \), for all \( n \geq 0 \) and for every \( k_n \)-Lipschitz function \( \mathcal{T}_n \in \text{Osc}_1(E_n) \), one has

\[
\tilde{\eta}_{N_1}^N(\mathcal{T}_n) \overset{a.s.}{\rightarrow} \eta_n(\mathcal{T}_n), \text{ as } N \rightarrow \infty,
\]

with \( N = N_1 N_2 \) such that \( N_1 = N^\alpha \) and \( N_2 = N^{1-\alpha} \) for all \( \alpha \in [0, 1] \).
Proof. Let \( \mathbf{T}_n \in \text{Osc}_1(\mathbb{E}_n) \) be a \( k_n \)-Lipschitz function and \( \varepsilon > 0 \) a real constant. For all \( p \in \mathbb{N}^* \), by Markov’s inequality, one has
\[
P \left( |\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)| > \varepsilon \right) \leq \frac{\mathbb{E}_{\mathcal{F}_n} \left[ |\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)|^p \right]}{\varepsilon^p}.
\]
Then, applying Theorem 3.1 and noting
\[
C(p, n) \triangleq k_n a(p) (I(\mathbf{T}_n) + b(n)) \quad \text{and} \quad \tilde{C}(p, n) \triangleq 2d(p) \sum_{q=0}^{n} g_{q,n} \beta\left(p_{q,n}\right),
\]
one has
\[
\|\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)\|_p \leq \left( \frac{C(p, n)}{\sqrt{N^\alpha}} + \tilde{C}(p, n) \right)^p = \sum_{k=0}^{p} \binom{p}{k} \frac{C(p, n)^k \tilde{C}(p, n)^{p-k}}{N^{(\alpha - \frac{1}{2})k + \frac{1}{2} - \alpha p}}.
\]
The finite sequence \( (s_{\alpha,p}(k))_{k=0}^{p} \) defined by \( s_{\alpha,p}(k) = (\alpha - 1/2)k + (1 - \alpha)p/2 \) is bounded from below by
\[
m_{\alpha,p} \triangleq \frac{\alpha p}{2} \mathbbm{1}_{0 < \alpha \leq 0.5} + \frac{(1 - \alpha)p}{2} \mathbbm{1}_{0.5 < \alpha < 1},
\]
so that
\[
\|\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)\|_p \leq \frac{(C(p, n) + \tilde{C}(p, n))^p}{N^{m_{\alpha,p}}}.
\]
Choose \( p \) a positive integer such that \( m_{\alpha,p} \geq 2 \) i.e. satisfying
\[
\begin{cases} 
    p > \frac{4}{\alpha} & \text{if } 0 < \alpha \leq 0.5 \\
    p > \frac{4}{1 - \alpha} & \text{if } 0.5 < \alpha < 1.
\end{cases}
\]
Hence,
\[
\|\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)\|_p \leq \frac{(C(p, n) + \tilde{C}(p, n))^p}{N^{2}}.
\]
By comparison of series of non-negative general term with a convergent Riemann series, one concludes that the series
\[
\sum_{N \geq 0} P \left( |\tilde{\eta}^N_1(\mathbf{T}_n) - \eta_n(\mathbf{T}_n)| > \varepsilon \right) \quad \text{is convergent},
\]
which implies by Borel-Cantelli’s lemma, that
\[
\tilde{\eta}^N_1(\mathbf{T}_n) \xrightarrow{a.s.} \eta_n(\mathbf{T}_n), \quad \text{as } N \to \infty.
\]

Taking such kind of \( N \) means that for a total budget \( N \) of particles, one can consider any decomposition (as a power of \( N \)) of the particles between islands and within each island.
5 Example of application

In order to give illustration of this algorithm and of the previous theoretical results obtained, we present in this section two estimation problems.

First let us recall the example of a mobile whose evolution is influenced by an unknown force which has been described in (1). Noisy observations of this physical systems are available. We resume the dynamics by the following system of equations:

\[
\begin{align*}
X_{n+1} &= X_n + V_n \left( \frac{\cos \alpha}{\sin \alpha} \right) \Delta t + \Theta_{n+1} \Delta t + B_n^X \\
V_{n+1} &= V_n + B_n^V \\
Y_n &= h(X_n, V_n) + B_n^Y
\end{align*}
\]

(26)

where \( X_{n+1} \) denotes the position of the mobile in the plane, \( V_n \) the proper speed of the mobile and \( Y_n \) their noisy observations through the observation function \( h \), with \( B_n^Y \sim N(0, \Sigma^Y) \). The course track of the mobile \( \alpha \) is constant over time. The vector \( \Theta_n \) is a random variable and denotes the unknown force acting on the position of the mobile. Its equation of evolution is given by

\[
\Theta_{n+1} = \begin{pmatrix} \Theta_{n+1}^1 \\ \Theta_{n+1}^2 \end{pmatrix} = \begin{pmatrix} \cos \Theta_n^1 \\ \sin \Theta_n^2 \end{pmatrix} + B_n^\Theta
\]

with \( B_n^\Theta \sim N(0, \Sigma^\Theta) \). The initial condition of the system is given by \( X_0 \sim N(m_{0,0}^X, \Sigma_0^X) \), \( V_0 \sim N(m_0^V, \Sigma_0^V) \) and \( \alpha = \pi/2 \). We are interested in the estimation of the position of the mobile, which depends on the parameter \( \Theta_n \). We thus need to learn both the force, the speed and the position of the mobile. The tricky part is that there is no observation of the force. Here we will consider that the speed is a Poisson process, that is \( B_n^V \) is a Poisson process of intensity 0.03 where the jumps high is given by a standard normal distribution of variance 3. Concerning \( B_n^X \), it is a Gaussian random variable such that \( B_n^X \sim N(0, \Sigma^X) \). We present now the results obtained for a simulating time of 125 minutes with \( \Delta t = 15s \). The value of the different variances are set to

\[
\Sigma^\theta = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \Sigma^X = \Sigma_{\theta,0}^X = \begin{pmatrix} 1.5 & 0 \\ 0 & 1.5 \end{pmatrix}, \quad \text{and} \quad \Sigma^Y = \begin{pmatrix} 0.5 & 0 & 0 \\ 0 & 0.5 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

As one can notice, to estimate the law of the couple \((\Theta_n, \eta_{\theta,0,n}^X)\) given the observations \( Y_{0:n} \), one can use Interacting Kalman filters and labeled island particle filters (LIPFs), detailed respectively in Algorithms 1 and 2. We present comparative results obtained thanks to both methods.

Concerning the labeled version, the potential of each particle is given by the density of the observations, that is for all \( x_n \in \mathbb{E}_n^X \) and for all \( \theta_n \in \mathbb{E}_n^\theta \):

\[
G_n(\theta_n, x_n) \propto \exp \left( -\frac{1}{2} (y_n - h(x_n, v_n))^T (\Sigma^Y)^{-1} (y_n - h(x_n, v_n)) \right).
\]

On all the figures the realization of the true signal is represented by the color black, the observations \( Y \) are represented by the color blue, the filtered signal obtained thanks to Algorithm 2 with \( N_1 = 100 \) and \( N_2 = 300 \) in red and results obtained using Algorithm 1 in green with \( N_1 = 100 \). On Figure 3, one realization of the signal \( V_n \), its observed and its estimations counterparts are represented with respect to time. As one may observe, the true signal is well estimated by the technique we develop. Indeed, here the Interacting Kalman filter is not optimal as the noise sequence is not Gaussian. On Figure 5, we represent the temporal evolution of the force strength estimation. One can notice that even if no observation is available, we are able to find back
the value of the true signal thanks to Algorithm 2 whereas Algorithm 1 retrieves only a global trend. Figure 4 represents the temporal evolution of one realization of the force orientation and its estimated counterparts. Results obtained thanks to Algorithm 2 give a better estimation of the true signal than the results obtained thanks to the Algorithm 1. From this example we can conclude that the labeled island particle filter is able to filter observations of the process while estimating the environment where the process evolves. Moreover the comparison with the Interacting Kalman filter algorithm shows that the labeled island particle filter is more effective to treat this double level estimation problem.

Let us consider the 2-D filtering problem inspired from the growth model [12]. This model, which is a standard benchmark example in the particle filtering literature, is given by the following system of equations:

$$
\begin{align*}
\Theta_{n+1} &= 8 \cos(1.2(n + 1)) + B_n^\Theta \\
X_{n+1} &= \frac{X_n}{2} + 25N(1/X_n^2) + \Theta_{n+1} + B_n^X \\
Y_n &= X_n + B_n^Y
\end{align*}
$$

where $\Theta_0 \sim N(0, \sigma_{\Theta}^2)$, $X_0 \sim N(0, \sigma_X^2)$, $B_n^\Theta \sim N(0, \sigma_\Theta^2)$, $B_n^X \sim N(0, \sigma_X^2)$ and $B_n^Y \sim N(0, \sigma_Y^2)$.

We use the labeled island particle model to estimate the law of the couple $(\Theta_n, \eta_{\Theta n, n})$ given the observations $Y_{0:n}$, where the potential functions $G_n$ are given by the likelihood of the observations, that is for all $x_n \in E_n^X$ and $\theta_n \in E_n^\Theta$:

$$
G_n(\theta_n, x_n) \propto \exp \left( -\frac{(Y_n - x_n)^2}{2\sigma_Y^2} \right).
$$

We present the results obtained for a simulating time of 1000 time steps. The different variances are set to $\sigma_\Theta^2 = 1$, $\sigma_X^2 = 1$ and $\sigma_Y^2 = 10$. On all the figures the realization of the true signal is represented in black color, the observations $Y$ are represented in blue, and the filtered signal obtained thanks to Algorithm 2 with $N_1 = 200$ and $N_2 = 100$ is represented in red. On Figure 6 one realization of the signal $X$ and its estimation obtained thanks to the labeled island particle algorithm are represented on a small period of time. As one may observe, the true signal is well estimated even if no observations are available. On Figure 7 one realization of the process $X$ is represented, its observed and its estimation counterparts. Even if the observations are really noisy, one is able to filter out the noise to find back the value of the true signal. Indeed, as one may have noticed, on Figure 8 the filtered power spectral density (in red) is closer to the black line, representing the “true” signal, than the observed power spectral density which has the same shape as a white noise for the high frequencies. Moreover, some frequencies are found even if there are not present in the observed signal. These two observations illustrate the convergence of the estimator constructed by the labeled island particle algorithm detailed in Algorithm 2.

Then we run 100 times the same experiment to get a sample of realizations for the true signal and the filtered signal. In that way one can illustrate the theoretical results obtained for the $L^p$ error bound. On figures 9 and 10 are presented the $L^2$ errors between the estimated law and the true law at one time step respectively for $\Theta$ and $X$ in function of the number of islands $N_1$ and the number of particles inside each island $N_2$. This error decreases both with the number of particles and the number of islands as it was suggested by the Theorem 3.1. Concerning the variance of the error made between the true law and the filtered one, on figures 11 and 12 for $\Theta$ and $X$ respectively, one can observe that the results obtained in Theorem 4.1 are confirmed. Moreover one can notice that the variance is more influenced by the number of islands than the number of particles inside each island. Indeed as in Figure 12 the variance obtained for a fixed time step is varying with respect to the number of islands and number of particles inside each
islands. But if the number of islands influences the variance, we can observe that the number of particles inside each island does not seem to be really influent for a given number of islands.
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Figure 3: Temporal evolution of the mobile’s speed, its observed and filtered counterparts.

Figure 4: Temporal evolution of the force orientation in rad

Figure 5: Temporal evolution of the force strength in m.s$^{-1}$

Figure 6: Temporal zoom on one realization of the $\Theta$ process and its estimated counterpart

Figure 7: Temporal zoom on one realization of the $X$ process, its observed and estimated counterparts
Figure 8: True, filtered and observed power spectral densities for one realization of the process $X$ over 1000 time steps.

Figure 9: Evolution of the estimation’s error for the law of $\Theta$ for 100 realizations of the process in function of $N_1$ and $N_2$

Figure 10: Evolution of the estimation’s error for the law of $X$ for 100 realizations of the process in function of $N_1$ and $N_2$

Figure 11: Evolution of the variance estimation’s error for the law of $\Theta$ for 100 realizations of the process in function of $N_1$ and $N_2$

Figure 12: Evolution of the variance estimation’s error for the law of $X$ for 100 realizations of the process in function of $N_1$ and $N_2$