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Abstract—Optimization and planning methods for tasks involving 3D objects often rely on prior knowledge and ad-hoc heuristics. In this work, we target learning-based long-horizon path generation by leveraging recent advances in 3D deep learning. We present PaintNet, the first dataset for learning robotic spray painting of free-form 3D objects. PaintNet includes more than 800 object meshes and the associated painting strokes collected in a real industrial setting. We then introduce a novel 3D deep learning method to tackle this task and operate on unstructured input spaces—point clouds—and mix-structured output spaces—unordered sets of painting strokes. Our extensive experimental analysis demonstrates the capabilities of our method to predict smooth output strokes that cover up to 95% of previously unseen object surfaces, with respect to ground-truth paint coverage. The PaintNet dataset and an implementation of our proposed approach will be released at https://gabrieletiboni.github.io/paintnet/.

I. INTRODUCTION

Interacting with free-form 3D objects while solving complex tasks is a central problem in robotics. Grasping and manipulation are only a few examples of these tasks, together with many others that have a significant impact on industrial applications. Among them, the tasks which unfold over long time horizons are particularly challenging and require large amounts of computational resources for optimization and planning. Possible solution strategies consist in designing new tailored learning models that can effectively represent the 3D objects while managing high-dimensional structured predictions under the guidance of expert supervision.

In this work, we put under the spotlight the long-horizon task of robotic spray painting of 3D objects. Since its introduction in production lines four decades ago [1], robotic spray painting has been progressing from the development of large and expensive robotic cells for painting high volumes of identical products, to smaller and more affordable systems suitable for processing small batches of diverse objects. This has been underpinned by the development of more flexible trajectory generation paradigms, since manual programming of painting trajectories can be too expensive and time consuming to be profitable on small production batches. Such limitation has been tackled with two main approaches: programming by demonstration (PbD), and trajectory optimization and planning. In PbD, the robotic manipulator can be either directly moved along the desired task trajectory (kinesthetic teaching), or teleoperated by a human expert [2]. On the other hand, trajectory optimization and planning methods employ in-depth domain knowledge both to define performance measures and to update trajectory candidates [3], [4]. However, both these approaches suffer from low generalization and adaptability: they do not easily manage new diversified objects with complex shapes.

Thus, despite its practical relevance for product manufacturing, the spray painting task currently lacks a reliable and affordable solution and it is still a largely understudied problem. Part of the reason lies in the limited scope (e.g., mainly planar or convex surfaces) and the proprietary nature of the data used in the existing research studies, which prevent extensive benchmarks.

With the purpose of offering a new impulse to research on this topic, we present three main contributions:

- We introduce PaintNet, the first supervised dataset for learning robotic spray painting paths generators for complex 3D objects. PaintNet includes a total of 845 object meshes covering a wide range of object shapes with growing complexity. Each object is paired with a set of painting pose paths collected in a real-world industrial scenario.
We propose to frame the task as a 3D learning problem (see Fig. [1]). We leverage the growing deep learning literature in this area that has shown excellent results for object classification, semantic segmentation, shape completion, and is proficiently used in several robotics open problems such as grasp pose prediction [5], [6]. Specifically, we develop a 3D learning pipeline that takes an object’s 3D point cloud as input and provides as output a set of sequences composed by 6D poses. Every pose describes the position and orientation of the spraying gun, while every sequence is a stroke composing the set of spraying paths.

We define a reproducible experimental framework with quantitative and qualitative metrics that allows extensive comparisons. Our preliminary analysis includes thorough ablation studies and shows promising results.

We expect this work to pave the way to 3D learning for long-horizon path generation with potential impact even on other robotics applications beyond spray painting. Indeed, the task presents relevant open challenges, such as learning from non-unique example trajectories and simultaneously predicting unordered sets of stroke paths of varying cardinality.

II. RELATED WORK

A. Trajectory Planning for Robotic Spray Painting

Several existing research works on spray painting focus on matching the sprayed workpieces with a combination of geometric components which are collected in a library of references [3], or in the form of geometric primitives [7] and simple basic surfaces [8], [9], [10]. The components are associated with painting strokes which are then merged after the geometric matching to the object. More recently a point cloud slicing technique has been adopted in [11] to model the object surface. Raster paths along different axes are sampled to define the spray painting trajectories.

If the CAD model and process parameters are available, classical parametric approaches can be employed to generate trajectories [12]. Given an initial trajectory candidate, [4] optimizes a painting quality objective function by adapting trajectory waypoints and velocities.

In [13], stroke trajectories are incrementally generated and optimized by a genetic algorithm based on the outcome of previous strokes. Reinforcement learning (RL) has also been recently proposed for training painting trajectory generators by optimizing a target painting-quality reward. For example, RL for stroke sequencing proved successful for reconstructing complex planar raster images [14], while preliminary results for a simplified spray-painting task are reported in [15]. Also Self-supervised learning showed to be effective for data-driven planning in non-uniform painting of 3D surfaces with aerial robots [16]. Still, this scenario does not consider all-round 3D objects, and it is significantly different from our target industrial painting scenario.

We remark that the availability of realistic spray-painting simulators plays a significant role for trajectory optimization. Commercial (private) solutions are available, and several works present process models and quality metrics for spray-painting simulation [17], [18], [19], [20].

B. Deep Learning on 3D Data

Deep learning has achieved remarkable performance in various computer vision tasks both on 2D and 3D data. The latter can be formalized in different ways, with consequently different architectures: early deep networks for 3D data exploited voxel representations of object volume occupancy [21] or multiple 2D views of the object [22].

Point clouds are unstructured sets of 3D points generally obtained with 3D scanners. The PointNet architecture [23] has been successfully applied to 3D object classification and semantic segmentation. Its improved version PointNet++ [24] is better able to capture local object features. The most recent point cloud-based models effectively tackle complex high-dimensional 3D tasks, including 3D shape completion [25], [26], [27], [28], [29] and robot grasp pose generation [5], [30], [31], [32], [33], [34]. In this work, we extend deep 3D learning approaches to long-horizon path planning of multiple robotic spray painting strokes.

III. THE PAINTNET DATASET

We introduce the PaintNet dataset to accelerate research on supervised learning for multiple pose paths prediction on arbitrary 3D objects. We remark that with the term pose we refer to the 6D combination of Cartesian position and orientation. Therefore, a pose path denotes a sequence of poses, also called stroke.

The data consists of pairs of an object shape $O$ and its corresponding spray painting paths set $T$. Each object shape is a triangular mesh $O = \{V,F\}$ defined by vertices $V \in \mathbb{R}^{V \times 3}$ and faces $F$. The three coordinates of each vertex are expressed in real-world millimeter scale. The paths set is formalized as a set of sequences $T = \{t^i\}_{i=1}^N$. Each sequence is a stroke, varying in length and number across objects: $t^i$ encodes the spray painting gun position and orientation along the stroke, containing a variable number of poses $t^i_{n=1,...,N_i} \in \mathbb{R}^6$. More precisely, we record positions (3D) as the ideal paint deposit point—12cm away from the gun nozzle—and orientation (3D) as Euler angles.

Each pose is collected by sampling from the end-effector kinematics at a rate of 4ms during offline program execution. The data was generously collected by the EFORT group and later preprocessing by the authors. The PaintNet dataset currently covers four object categories presented in the following order of growing complexity.

Cuboids: this confined class of 3D objects allows to test models under minimal generalization requirements and simpler ground truth pose paths assumptions. In particular, this category contains 300 rectangular cuboid-shaped meshes varying in height and depth—uniformly sampled in $[500,1500]$mm—with width fixed at 1000mm. The corresponding spray paths have been generated offline through a simple raster pattern design, with a fixed number of 6

[https://efort.com.cn/en/index.php/group](https://efort.com.cn/en/index.php/group)
strokes per mesh designed to paint the exterior surface of the cuboids.

**Windows**: 145 window-like 3D meshes from real-world use cases are provided, together with their hand-crafted spray painting paths. In contrast with the previous class, this set of objects introduces harder challenges for path generation, such as predicting a non-stationary number of strokes, and handling non-trivial gun orientations.

**Shelves**: we release 312 shelf-like objects to investigate path generation approaches for highly concave surfaces, a surprisingly understudied setting in robotic spray painting. Indeed, such surface types likely require global geometric information for accurately generating a path—e.g., dealing with separate surface patches alone may lead to unfeasible global patterns where the gun interferes with surrounding patches. Shelf meshes are provided in different sizes and variable number of inner shelves. Their ground truth spray pose paths have been generated through task-specific, proprietary heuristics.

**Containers**: a set of 88 industrial containers is finally included to test the generalization capabilities of deep learning-based methods. This category includes meshes with fairly heterogeneous geometric properties, and poses challenges in terms of surface convexity and object generalization under limited data. Moreover, as ground-truth paths have been manually designed by experts, the corresponding trajectories may contain inconsistencies across the dataset. This limitation requires methods to deal with the redundant nature of the 6D Cartesian spray painting task.

All object meshes are already provided in a subdivided, smoothed watertight [35] version to avoid sharp edges and holes. Moreover, any private information (e.g., original logos) was accurately anonymized. An overview of the characteristics of the dataset together with some of its instances is provided in Tab. We expect the list of object categories and number of observations per category to grow over time, as more data will be released in the future when it becomes available.

**IV. METHOD**

**A. Method Overview**

We propose to approach the multiple pose paths spray painting problem as a point cloud-based inference task, and present a tailored deep learning model to deal with mix-structured output spaces.

The input point cloud can be obtained by laser scanning the workpiece to be sprayed, which avoids the need for the exact CAD model from the object designer. When the object mesh is available, as in our case, the point cloud is simply generated by sampling from the known surface, e.g., through Poisson Disk sampling [36]. Unlike point clouds or sequences alone, the painting paths set is a mixture of structured (strokes) and unstructured (unordered collections of strokes of varying cardinality) components. Such nature prevents us from approaching the problem as a direct stroke prediction task. To manage this issue, we design the model output as a set of mini-sequences, which are intended to be subsets of the original strokes. The fixed length \( \lambda \in \mathbb{N}^+ \) of each mini-sequence is a parameter of the model. An optimal trade-off between the number of predicted mini-sequences and the mini-sequence length can inherently cope with the varying number of unordered strokes and varying stroke lengths. By the same logic, the ground-truth paths set is also decomposed in mini-sequences and used as a reference for the training process. The final objective of the deep learning model consists in predicting a set of mini-sequences that resembles the ground truth by being close to the original strokes and smoothly aligned with one another.

**B. Mini-sequence Model**

We indicate with \( S = \{s^k\}_{k=1}^K \) the set of mini-sequences composed of \( \lambda \) ordered strokes obtained from the ground truth strokes, with \( s^k \in \mathbb{R}^{\lambda \times 6} \). Specifically, we consider an overlap of one pose among consecutive within-stroke mini-sequences to encourage contiguous predictions, resulting in a total number of ground-truth mini-sequences \( K = \sum_{n=1,2}^{\frac{N^\lambda - \lambda - 1}{\lambda}} + 1 \).

Our approach takes as input the object point cloud \( X \) composed of unordered 3D points \( x_i, i = 1, \ldots, P \in \mathbb{R}^3 \), and provides as output a set of mini-sequences \( Y = \{y^i\}_{i=1}^K \), each of which contains \( \lambda \) ordered poses \( y_i^j \in \mathbb{R}^6 \). Note that here \( K^* = \lfloor (\sum_{n=1,2}^{\frac{N^\lambda - \lambda - 1}{\lambda}}) + 1 \rfloor \) is chosen as an upper bound to fit all the input instances.

The learning objective is pursued by minimizing the following loss:

\[
\mathcal{L}_{\text{y2s}} = \frac{1}{K^*} \sum_{y \in Y} \min_{s \in S} \|y - s\|^2 + \frac{1}{K} \sum_{y \in Y} \min_{s \in S} \|s - y\|^2. \tag{1}
\]

In words, this symmetric version of the Chamfer Distance [37] drives mini-sequences close to the ones in the ground truth, while maximizing the ground truth mini-sequence coverage. A weight vector is introduced during norm computation to properly combine the location and orientation distance.

Considering that ground truth mini-sequences are overlapping, thus connected to each other within each stroke, we would like to encourage a similar behavior in the model prediction \( \hat{Y} \). To this end, we introduce two sets of poses: \( B = \{b^k\}_{k=1}^K \) and \( E = \{e^k\}_{k=1}^{K^*} \). They respectively collect the beginning and ending poses of every predicted mini-sequence and we guide their prediction so that they attract each other via the following Chamfer-based loss:

\[
\mathcal{L}_{\text{b2e}} = \frac{1}{2K^*} \left\{ \sum_{y_i^j \in B} \min \|y_i^j - y_i^k\|^2 + \sum_{y_i^j \in E} \min \|y_i^k - y_i^j\|^2 \right\}, \tag{2}
\]

with \( j \neq k \). Overall, we train the model to optimize \( \mathcal{L} = \mathcal{L}_{\text{y2s}} + \alpha \mathcal{L}_{\text{b2e}}, \) with \( \alpha \in \mathbb{R}^+ \) being a problem-specific trade-off parameter.

\(^2\)This also facilitates the intra-stroke alignment of generated mini-sequences at the post-processing stage, as discussed in Section IV-C.
TABLE I: A summary overview of the PaintNet dataset. The schematic illustration on the left shows a simple 3D object with three painting strokes, each composed of an ordered sequence of 6D poses. On the right, we show representative examples of each object class with their corresponding painting paths. The bottom part of the table presents some statistics of the dataset, by reporting five-number summaries: (min, 1st quartile, median, 3rd quartile, max).

| Cuboids | Windows | Shelves | Containers |
|---------|---------|---------|------------|
| num. of meshes | 300 | 145 | 312 | 88 |
| num. of strokes $I$ | 6 | (5, 7, 7, 10, 31) | (11, 11, 17, 23, 131) | (8, 13, 15, 17, 33) |
| stroke length $N_i$ ($10^4$) | (2.6, 5.9, 7.5, 9.4, 14.9) | (0.1, 0.5, 0.9, 2.0, 6.0) | (0.6, 1.9, 3.0, 5.1, 16.5) | (0.2, 1.0, 1.6, 2.9, 12.3) |

C. Intra-stroke Alignment

Although offline spray painting simulation allows for the execution of disconnected mini-sequences separately, this may lead to problematic cycle times on real hardware. To this end, we propose to link predicted mini-sequences for generating smooth paths while keeping different strokes correctly separated. The links will correspond to oriented edges and the final stroke can be interpreted as a weakly connected graph composed of mini-sequences as nodes. This is obtained by evaluating the distance $d_k = \min_{j} \|y_j^k - y_j^l\|_2$ with $j \neq k$, and connecting the two mini-sequences with a directed edge from $k$ to $j$ in case $d_k$ falls below a defined threshold $\tau$. Finally, we merge—via averaging—the ending and beginning poses of the two mini-sequences at hand, leveraging the redundant overlapping poses induced in the training process for smoothing purposes.

In line with offline robot programming, we manually select the threshold parameter $\tau$ to achieve optimal qualitative stroke reconstruction while preserving spray painting coverage (see Section VI-D). Note that the $\tau$ selection procedure can potentially be automated (e.g., by cross validation) and customized to take into account additional constraints, such as desired spray painting thickness quality and enforcement of acyclic connected components.

V. EVALUATION METRICS

To assess the performance of our approach we consider two main metrics.

Pose-wise Chamfer Distance (PCD). It evaluates the similarity between the prediction and the ground truth by comparing them as two clouds of poses. This metric accounts for the predicted gun positions and orientations, while disregarding the structured nature of the predictions, i.e., the connectivity among poses. This allows us to fairly compare the predicted poses of models trained with different $\lambda$.

Paint Coverage (PC). Although not directly optimized at training time, we wish to assess the percentage of surface covered by the predicted strokes when executed on a spray painting simulator, relative to the ground truth. We start by defining a per-mesh painting threshold above which a vertex is identified as covered—chosen as the 10th percentile of non-zero ground-truth thickness values for the mesh in question. Then, on the subset of covered ground-truth vertices, we evaluate the percentage of vertices covered when executing our predicted strokes. Note how this metric is independent of the specific spray gun model parameters used during simulation—e.g., paint flux—thus suitable for benchmarking purposes.

VI. EXPERIMENTS

A. Implementation Details

Our pipeline leverages an encoder architecture based on PointNet++ [24], that acts as a feature extractor from the input point cloud of 5120 down-sampled 3D points to a latent space of dimensionality 1024. A 3-layer MLP is then appended to generate output poses, with hidden size (1024,1024) and output size $(\lambda \times 6) \times K^*$. We apply an L2-normalization to the output orientation vectors, effectively encoding orientations as point normals. This compact representation is permitted by our conic spray gun model in simulation, which is invariant to rotations around the approach axis. To cope with limited training data, we initialize our network with pre-trained weights from a shape classification task on ModelNet [38]. As PaintNet comes with four different categories of varying complexity and structure, we carry out separate trainings for each class, while keeping the same hyperparameters. This also allows us to measure the robustness of our pipeline on multiple object categories. Input point clouds and ground truth paths are normalized during training by independently centering to zero mean and down-scaling by a category-specific factor.
TABLE II: Left: Predicted mini-sequences visualization for varying length $\lambda$ on PaintNet test instances (light blue) and the corresponding ground-truth strokes (orange). Right: Spray painting coverage visualization based on the predicted mini-sequences for varying length $\lambda$ and corresponding ground-truth coverage.

| $\lambda$ | Predictions | $\lambda$ | Predictions | Ground Truth |
|-----------|-------------|-----------|-------------|--------------|
| Cuboids   | (a)         | Windows   | (b)         | Shelves      | Containers   |
| $\lambda = 1$ | ![Prediction](image1) | $\lambda = 4$ | ![Prediction](image2) | ![Ground Truth](image3) |
| $\lambda = 10$ | ![Prediction](image4) | $\lambda = 4$ | ![Prediction](image5) | ![Ground Truth](image6) |

Fig. 2: (a) predicted 6D-poses vs. (b) ground-truth 6D-poses ($\lambda = 4$). The original task-specific point normals are efficiently preserved and learned.

Overall, we optimize our proposed loss function $\mathcal{L}$ with $\alpha = 0.5$, normals weighted by 0.25, learning rate $10^{-3}$, Adam optimizer, and 1250 epochs. Rather than directly dealing with poses densely sampled every 4ms, we reduce the output dimensionality by down-sampling ground truth trajectories at a lower frequency. The number of obtained total poses per object category is indicated in the header of Table III. Finally, we randomly split all four categories into a training and a test set, with respective proportions of 80%-20%. All results reported in the manuscript are computed on previously unseen test instances. Additional results and visualizations are reported in the accompanying video.

B. Results: Mini-sequence Inference

We carry out a thorough analysis on the quality of the mini-sequences predicted by our trained model under varying $\lambda$ values. By doing so, we may investigate how a direct set-to-set task ($\lambda = 1$) would perform, in comparison with our mini-sequence model ($\lambda > 1$). For clear reasons, the $\mathcal{L}_{b2e}$ loss term and overlapping component are not taken into account with $\lambda = 1$, which effectively reduces to a Chamfer-based multi-pose generation task. We report qualitative results on a subset of test instances in Tab. III (Left), and the full quantitative results on the test set in terms of PCD in Tab. III. Our analysis shows that a direct set-to-set task leads to highly sparse, unordered data, which does not resemble the original strokes. On the other hand, our method show promising results by simply predicting mini-sequences rather than individual poses, effectively learning and preserving the desired output structure. Note that overly large values of $\lambda$ may hinder the results, as in the case of $\lambda = 10$ in our experiments. We suspect this phenomenon to be caused by learning on fixed permutations of long ground truth mini-sequences, which can make it hard for the network to find a general pattern. Nevertheless, we observe that a best trade-off can be obtained with $\lambda = 4$, which turns out to be optimal on all object categories by means of PCD. Finally, we report a close-up illustration of predicted poses vs. ground-truth poses in Fig. 2 demonstrating successful learning of positions and normals at the same time, even when strokes locally intersect each other.

TABLE III: Pose-wise Chamfer Distance averaged over each category’s test set, scaled by $10^4$. The number of effective down-sampled ground-truth points is reported in parenthesis.

| $\lambda$ | Cuboids (2000) | Windows (500) | Shelves (4000) | Containers (1000) |
|-----------|----------------|---------------|----------------|-------------------|
| $\lambda = 1$ | 959.29 | 950.72 | 455.74 | 1075.15 |
| $\lambda = 4$ | 18.25 | 57.17 | 36.65 | 274.84 |
| $\lambda = 10$ | 37.98 | 118.50 | 56.06 | 364.54 |

TABLE IV: Spray painting coverage quantitative results: percentage of covered mesh vertices with respect to ground-truth trajectories. Results are averaged over the test set.

| $\lambda$ | Cuboids (2000) | Windows (500) | Shelves (4000) | Containers (1000) |
|-----------|----------------|---------------|----------------|-------------------|
| $\lambda = 1$ | 5.42% | 39.90% | 26.40% | 71.99% |
| $\lambda = 4$ | **95.30%** | **84.05%** | **73.03%** | **89.32%** |
| $\lambda = 10$ | 79.64% | 68.84% | 70.88% | **82.88%** |
C. Results: Spray Painting Coverage

As intra-stroke alignment may result in over-optimistic coverage percentages due to wrongly connected sequences, we first perform a thorough paint coverage analysis on the sole, disconnected network predictions. Note how, even though predictions lack inter-sequence connections at this stage, the overlapping component allows—at least in theory—a smooth spray gun transition from one sequence to another, without skipping steps. We therefore obtain a painting feedback by simply executing each predicted mini-sequence in simulation in a random permutation. On the other hand, ground truth paint thickness references are obtained through the execution of the known long-horizon trajectory. A proprietary simulator developed by the EFORT group is used for this step, but similar tools may equally serve the scope [13]. Qualitative results on a few instances of PaintNet are depicted in Table [V] (Right), with a color map design that matches our paint coverage metric defined in Sec. [V]—i.e., vertex thicknesses higher than a relative threshold visually appear the same. Quantitative paint coverage values are reported in Table [V] averaged over all instances of each category’s test set. In general, we draw similar conclusions to the case of mini-sequence inference: direct set-to-set learning falls short ($\lambda = 1$), while an optimal value $\lambda = 4$ allows for up to 95.30% relative surface coverage and best overall coverage across all four object categories. These results importantly demonstrate that supervised learning is a promising approach for learning the downstream task from expert data, rather than directly optimizing for spray painting coverage.

D. Results: Intra-stroke Alignment

We finally inspect the outcome of our post-processing step in the attempt to reconstruct longer strokes for practical execution on robotic systems. By design, our training pipeline already encourages the prediction of overlapping mini-sequences and allows a simple technique based on graph connected components to be applied, avoiding complex ordering procedures. We demonstrate the effectiveness of the intra-stroke alignment step in Fig. 3, highlighting the contribution of both the mini-sequence attraction loss $L_{b2e}$ and overlapping component to obtain optimal qualitative and quantitative results. In particular, we note that paint coverage results are preserved after the intra-stroke alignment step, albeit not exactly the same—likely due to the merging of overlapping poses and smoothing.

VII. DISCUSSION

Our experimental evaluation shows that aggregating poses into overlapping mini-sequences is a winning strategy: with respect to the naïve set-to-set approach ($\lambda = 1$), it allows to preserve the desired output structure and successfully deal with the high-dimensional and mix-structured nature of ground-truth paths. Our method yields consistent accuracy and paint coverage performances with the same mini-sequence length $\lambda$ across different PaintNet object categories. Furthermore, the internal sequencing of output strokes can be reconstructed via a simple post-processing procedure, resulting in longer strokes that can be practically tracked by painting robots. We finally demonstrate the applicability and effectiveness of our method in simulation, achieving up to 95% average paint coverage with no significant deterioration caused by post-processing.

VIII. CONCLUSIONS

In this paper, we tackled the core robotic problem of long-horizon, multiple path generation for tasks involving free-form 3D objects. To this aim, we focused on robotic spray painting as a particularly well-suited task in such domain. In this context, we introduce PaintNet, the first industry-grade supervised dataset for robotic spray painting, including four object categories of increasing complexity and shape variety. PaintNet is aimed at fostering research in this challenging setting by providing real-world benchmark data which would otherwise be hard to acquire for robot learning researchers. Moreover, we present the first method for learning the underlying task by building on recently developed 3D deep learning architectures. We validate the method on the PaintNet dataset and evaluate its performance in simulation.

Future work enabled by PaintNet will include the evaluation of more painting quality metrics beyond coverage, such as thickness accuracy deviation. Investigating learning methods incorporating painting quality feedback, including reinforcement and imitation learning, could also lead to improved performance. Evaluation of sim-to-real methods in this setting involving complex and hard-to-model paint deposition is also an interesting direction with potential impact on real-world robotic manufacturing.
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