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ABSTRACT Based on the high-direction characteristic of millimeter wave (mmWave) transmission, randomly directional beamforming (RDB) can be used for the mmWave massive multiple-input single-output (MISO) non-orthogonal multiple access (NOMA) system to reduce the number of radio frequency (RF) chains. However, the impact of RDB on the signal-to-interference-plus-noise ratio (SINR) of each user is related to the corresponding beamforming gain and interference from other users. Thus, in this paper, we investigate the max-min SINR among all users to evaluate user fairness. In particular, we focus on the single-cell downlink mmWave MISO-NOMA system with RDB, where single-antenna users are divided into multiple NOMA clusters according to their azimuth angles. We formulate the minimum achievable SINR maximization problem associated with power allocation and propose the sum of power allocation coefficients based iterative algorithm (SPACIA) to find the max-min SINR. We also prove that the max-min SINR monotonically decreases as the number of paired users in an NOMA cluster increases as well as the number of beams in the cell with large-scale base station (BS) antenna array increases. Moreover, we derive the upper bound of the max-min SINR. Simulation results verify our theoretical analyses and demonstrate that the proposed algorithm guarantees user fairness, thus outperforming existing schemes.

INDEX TERMS Massive MISO, max-min SINR, mmWave, NOMA, randomly directional beamforming.

I. INTRODUCTION

Recently, non-orthogonal multiple access (NOMA), millimeter wave (mmWave) communication, and massive multiple-input multiple-output (MIMO) have been considered as three promising technologies in future wireless networks to meet demands for high data rate and massive connectivity [1]–[3]. For the three technologies, mmWave with short wavelengths enables large-scale antenna array to be integrated in limited space [4]–[6], while sufficient large-scale antenna array gain compensates for high path loss in mmWave transmission [7]–[9]. Moreover, the strong channel correlation of paired users in NOMA system can be satisfied by highly directional nature of mmWave transmission [10]–[13]. Inspired by the potential advantages, it is desirable to combine the three technologies in future wireless networks [4], [10]–[21].

The mmWave massive MIMO-NOMA system relies on analog processing or hybrid processing to reduce hardware cost and power consumption [18], [22]. Fortunately, analog precoding/combining or hybrid precoding/combining can be close to the optimal precoding/combining for sum rate optimization [8], [19], [23]–[27]. In particular, randomly directional beamforming (RDB), which is a form of analog precoding, can be applied to the mmWave massive multiple-input single-output (MISO) NOMA system where one base station (BS) is communicating with multiple single-antenna users. According to the RDB principle [10], [27], radio frequency (RF) signals at the BS can be processed by a set of random orthonormal vectors before being transmitted to users. Moreover, the uniform random single-path (UR-SP) channel model can be utilized. In the way, the BS randomly generates...
multiple beams, which are steered at different azimuth angles to cover the whole cell. Then, the users with channel vectors close to the same beam direction are paired together and served by the corresponding beam. However, RDB has a different impact on each user’s signal-to-interference-plus-noise ratio (SINR). Specifically, the beamforming gain of the user depends on how close its channel vector is to its serving beam direction, and interference suffered by the user is related to the azimuth angle differences between its channel vector and interference beam directions. As a result, compared with other users, RDB has a positive impact on SINRs of users with higher beamforming gain and lower interference. Moreover, the highly directional characteristic of mmWave transmission increases the probability that the user falls into the side lobes [28]–[30]. Thus, it is important to guarantee user fairness in the system with RDB.

As a typical criterion, the max-min fairness has been extensively studied. For example, some authors investigate the max-min fairness by proposing schemes related to beamforming, power allocation, or user pairing [11], [31]–[38]. In particular, in the mmWave massive MISO-NOMA system, the authors of [11] and [34] investigated the max-min user rate based on the assumptions that all scheduled users were in an NOMA cluster and each user was served by a steering beam. However, the assumptions are hard to meet when the number of the users is large. Furthermore, for other works in the mmWave massive MISO-NOMA system, the authors of [10] investigated the sum rate and outage probability in the scenario with RDB and azimuth angle-based user pairing (AAUP), where users in the cell were divided into multiple NOMA clusters and users in a cluster were served by a steering beam. Nevertheless, they do not consider user fairness. The authors of [4] pointed out that the number of clusters in the cell and the number of users in a cluster had an impact on the sum rate, whereas it was hard to find the elbow point. The authors of [39] analyzed variations of the user rate with the number of antennas and the number of beams, respectively. However, the effect of the number of paired users on the user rate is not taken into consideration.

Different from the aforementioned works, in this paper, we maximize the minimum achievable SINR among all users and investigate how the max-min SINR varies with system parameters in the single-cell downlink mmWave massive MISO-NOMA system with RDB, where users are paired based on their azimuth angles. The main contributions of this paper are summarized as follows:

1) We formulate the max-min SINR problem for power allocation in the single-cell downlink mmWave massive MISO-NOMA system, which is non-convex and hard to solve. Through variable substitution and optimal decoding order assignment for intra-cluster users, we convert the problem into an equivalent standard convex problem.

2) We derive the closed-form expressions of power allocation coefficients associated with the max-min SINR by investigating the constraints of the converted convex problem. Then, the sum of power allocation coefficients based iterative algorithm (SPACIA) is proposed to search for the max-min SINR. We further prove that the proposed algorithm achieves better performance than conventional orthogonal multiple access (OMA) scheme in terms of user fairness.

3) We prove that the max-min SINR decreases as the number of paired users in a cluster increases. We also prove when the number of BS antennas tends to infinity and the transmit SNR is high, the max-min SINR, with the fixed number of users in a cluster, decreases as the number of beams increases in the cell. In addition, we derive the upper bound of the max-min SINR when the maximum azimuth angle difference between each user’s channel vector and its serving beam direction tends 0.

The rest of this paper is organized as follows. Section II presents the single-cell downlink mmWave massive MISO-NOMA system model. In Section III, we formulate the max-min SINR problem and then propose SPACIA algorithm to obtain the optimal solution. In Section IV, we compare the max-min SINR in our system with that in the conventional OMA system and investigate the impact of system parameters on the max-min SINR. Section V presents simulation results. Finally, the paper concludes with Section VI.
have \( N_s \leq N \leq M \) \cite{5, 8, 41}. Without loss of generality, we assume \( N = N_s \).

### A. CHANNEL MODEL

Owing to the highly directional characteristic of mmWave transmission, in the mmWave channel there exist very few multipaths, which consist of a line-of-sight (LoS) path and few non-LoS (NLoS) paths \cite{4, 10, 25, 27}. Because the gain of the LOS path can be 20 dB stronger than that of any NLoS path, the LoS path is the dominant path. However, when the LoS path does not exist, the strongest NLoS path becomes the dominant path. Additionally, it is feasible to consider only one dominant path for mmWave channel. Thus, as the authors of \cite{4, 10, 25, 27} consider, in the paper we adopt the UR-SP channel model with only one dominant path. Consequently, the channel vector from the BS to the \( j \)-th user in the \( i \)-th cluster is expressed as

\[
\mathbf{h}_{ij} = \sqrt{M} \frac{a_{ij}}{\sqrt{1 + d_{ij}}} \mathbf{a}(\varphi_{ij}),
\]

where \( a_{ij} \sim CN(0, 1) \) denotes the complex gain of the dominant path, \( d_{ij} \) is the distance from the BS to the user, \( \alpha \) is the path loss exponent, \( 1 \leq i \leq N_s \), and \( 1 \leq j \leq K_i \). Moreover, \( \varphi_{ij} \) is the azimuth angle of departure (AoD). The response vector of the uniform linear array (ULA) with \( M \) elements, denoted by \( \mathbf{a}(\varphi_{ij}) \), is a directional or steering vector. Thus, \( \mathbf{a}(\varphi_{ij}) \) is written as follows

\[
\mathbf{a}(\varphi_{ij}) = \frac{1}{\sqrt{M}} \left[ 1, e^{-j2\pi \frac{D}{\lambda} \sin(\varphi_{ij})}, \ldots, e^{-j2\pi (M-1) \frac{D}{\lambda} \sin(\varphi_{ij})} \right]^H,
\]

where \( D \) is the distance between two adjacent antenna elements, \( \lambda \) is the wavelength \cite{42}, and \( [\cdot]^H \) denotes conjugate transpose. Without loss of generality, we assume \( D/\lambda = 1/2 \). Correspondingly, the normalized direction \( \theta_{ij} \) is

\[
\theta_{ij} = \frac{2D}{\lambda} \sin(\varphi_{ij}) = \sin(\varphi_{ij}).
\]

### B. SIGNAL MODEL

As shown in Fig. 2, we assume the \( i \)-th data stream bears the desired signals transmitted by the BS to users of the \( i \)-th NOMA cluster after power allocation, where \( 1 \leq i \leq N_s \). Passing through the RF chain, the signals of each cluster are processed by an analog precoding vector. Then, the weighted sum of the signals of \( N_s \) clusters is transmitted to all users in the cell. Thus, the received signal at the user consists of desired signal, noise, intra-cluster interference, and inter-cluster interference. Moreover, the number of scheduled users in different clusters may be different.

The signal vector for \( N_s \) clusters, denoted by \( \mathbf{s} \), can be written as

\[
\mathbf{s} = \begin{bmatrix} \sqrt{\rho_i} s_1 \\ \vdots \\ \sqrt{\rho_i} s_i \\ \vdots \\ \sqrt{\rho_i} s_{N_s} \end{bmatrix} = \begin{bmatrix} \sqrt{\rho_1} s_1 \\ \sqrt{\rho_1} s_i \\ \vdots \\ \sqrt{\rho_1} s_{N_s} \end{bmatrix} + \begin{bmatrix} \sqrt{\rho_2} s_{N_s+1} \\ \vdots \\ \sqrt{\rho_2} s_{2N_s} \\ \vdots \\ \sqrt{\rho_2} s_{M} \end{bmatrix} + \begin{bmatrix} \sqrt{\rho_3} s_{2M+1} \\ \vdots \\ \sqrt{\rho_3} s_{3M} \\ \vdots \\ \sqrt{\rho_3} s_{3M} \end{bmatrix} + \cdots
\]

\[
\cdots + \begin{bmatrix} \sqrt{\rho_{N_s}} s_{N_s M+1} \\ \vdots \\ \sqrt{\rho_{N_s}} s_{N_s M+2} \\ \vdots \\ \sqrt{\rho_{N_s}} s_{N_s M+N_s} \end{bmatrix}
\]

where \( s_i \) is the sum of the signals for the \( i \)-th cluster and \( \rho_i \) denotes the power allocated to the \( i \)-th cluster. Moreover, \( s_{i,j} \) is the desired signal and \( p_{i,j} \) denotes the intra-cluster power allocation coefficient of the \( j \)-th user in the \( i \)-th cluster, where \( 1 \leq i \leq N_s \) and \( 1 \leq j \leq K_i \). Thus, for the \( i \)-th cluster, the intra-cluster power allocation coefficient vector is written as

\[
\mathbf{\beta}_i = [\beta_{i,1} \cdots \beta_{i,K_i}]^H.
\]

The inter-cluster power allocation vector is

\[
\mathbf{p} = [\rho_1 \cdots \rho_{N_s}]^H.
\]

Let \( U = \{U_{i,j}\} \) denotes the set of all scheduled users in the cell, where \( U_{i,j} \) represents the \( j \)-th user in the \( i \)-th cluster. Since \( U_{i,j} \) is equipped with the single antenna, the received signal at \( U_{i,j} \) can be expressed as

\[
y_{i,j} = \mathbf{h}_{ij}^H \mathbf{W}_{i,j} + n_{i,j} = \mathbf{h}_{ij}^H \left[ \mathbf{w}_1 \cdots \mathbf{w}_{N_s} \right] \begin{bmatrix} \sqrt{\rho_1} s_1 \\ \vdots \\ \sqrt{\rho_1} s_{N_s} \end{bmatrix} + n_{i,j}
\]

\[
= \mathbf{h}_{ij}^H \sqrt{\rho_1} \mathbf{w}_s s_i + \mathbf{h}_{ij}^H \sum_{l \neq i} \sqrt{\rho_1} \mathbf{w}_l s_l + n_{i,j}
\]

\[
= \mathbf{h}_{ij}^H \sqrt{\rho_1} \mathbf{w}_s \beta_{i,s} + \mathbf{h}_{ij}^H \mathbf{w}_i \sum_{k \neq i} \sqrt{\rho_2} \mathbf{w}_k \beta_{i,k} + n_{i,j}
\]

\[
= \mathbf{h}_{ij}^H \sqrt{\rho_1} \mathbf{w}_s \beta_{i,s} + \mathbf{h}_{ij}^H \mathbf{w}_i \sum_{k \neq i} \sqrt{\rho_2} \mathbf{w}_k \beta_{i,k} + n_{i,j}
\]

\[
= \mathbf{h}_{ij}^H \sqrt{\rho_1} \mathbf{w}_s \beta_{i,s} + \mathbf{h}_{ij}^H \mathbf{w}_i \sum_{k \neq i} \sqrt{\rho_2} \mathbf{w}_k \beta_{i,k} + n_{i,j}
\]

\[
\text{desired signal} + \text{intra-cluster interference} + \text{inter-cluster interference}
\]

where \( \mathbf{W} = [\mathbf{w}_1 \cdots \mathbf{w}_{N_s}] \) is the \( M \times N_s \) analog precoding matrix, \( \mathbf{w}_i \) is the \( M \times 1 \) analog precoding vector for RDB, \( n_{i,j} \sim CN(0, \sigma^2) \) represents the additive Gaussian noise, and \( \sigma^2 \) is the noise power.
Based on (7), we write the equivalent channel gain as [4]

$$g_{i,j} = \frac{p_i |h_{i,j}^H w_i|^2}{\sum_{l \neq i} p_l |h_{i,l}^H w_l|^2 + \sigma^2},$$

(8)

where $| \cdot |$ denotes the absolute value. Without loss of generality, in the $i$-th cluster, we assume the equivalent channel gain becomes weaker and weaker from the first user to the $K_i$-th user. Therefore, the equivalent channel gains of users are sorted as

$$g_{i,1} \geq g_{i,2} \cdots \geq g_{i,K_i}.$$  

(9)

When successive interference cancellation (SIC) is adopted at users, the interference caused by weaker users at stronger users can be eliminated. As a result, when $j = 1$, the SINR of the $j$-th user is

$$\text{SINR}_{i,j}^j = \frac{p_i |h_{i,j}^H w_i|^2 \beta_{i,j}}{\sum_{k < j} p_i |h_{i,j}^H w_i|^2 + \sigma^2} = g_{i,j} \beta_{i,j}. $$

(10)

When $1 < j \leq K_i$, the SINR of the $j$-th user becomes

$$\text{SINR}_{i,j}^j = \frac{p_i |h_{i,j}^H w_i|^2 \beta_{i,j}}{p_i |h_{i,j}^H w_i|^2 \sum_{k < j} \beta_{i,k} + \sum_{l \neq i} p_l |h_{i,j}^H w_l|^2 + \sigma^2} = \frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k < j} \beta_{i,k} + 1}. $$

(11)

As shown in (10) and (11), the SINR of each user is related to desired signal, intra-cluster interference, inter-cluster interference, and noise. Moreover, the SINR of each user varies with respect to the intra-cluster power allocation coefficients. In Section III, in order to ensure the max-min fairness, we will find the optimal intra-cluster power allocation coefficients and the corresponding max-min SINR.

In addition, in the $i$-th cluster, when $1 \leq j < j' \leq K_i$, the SINR of the $j'$-th user decoded by the $j$-th user can be expressed as

$$\text{SINR}_{i,j}^{j'} = \frac{p_i |h_{i,j}^H w_i|^2 \beta_{i,j'}}{p_i |h_{i,j}^H w_i|^2 \beta_{i,j} \sum_{k < j'} \beta_{i,k} + \sum_{l \neq i} p_l |h_{i,j}^H w_l|^2 + \sigma^2} = \frac{g_{i,j} \beta_{i,j'}}{g_{i,j} \sum_{k < j'} \beta_{i,k} + 1}. $$

(12)

### III. PROBLEM FORMULATION AND SOLUTION SCHEME

In the section, firstly, we formulate the max-min SINR problem. Secondly, we convert the original non-convex problem into an equivalent convex one. Thirdly, we propose SPACIA algorithm to solve the convex problem.

### A. PROBLEM FORMULATION

In this paper, as the authors of [10] consider, we utilize $w_i = a(\bar{\theta}_i)$ and allocate the power equally to each cluster. $\bar{\theta}_i$ is the normalized central azimuth angle of the $i$-th cluster and it is given by

$$\bar{\theta}_i = \frac{\varepsilon + 2(n - 1)}{N_s}, 1 \leq n \leq N_s$$

(13)

where $\varepsilon$ is a random variable that is uniformly distributed between $-1$ and $1$. In this way, the cell is divided into $N_s$ sectors and RDB is achieved by the analog precoding vector $a(\bar{\theta}_i)$.

Additionally, we assume $P_T$ is the total power of the system. With the equal power among clusters, the maximum usable power for each cluster is

$$P_{\text{max}} = \frac{P_T}{N_s}.$$  

(14)

while the actually used power in the $i$-th cluster is

$$p_i = \max_{j=1}^{K_i} \beta_{i,j}.$$  

(15)

Consequently, the signals of the $i$-th cluster are transmitted along the beam vector $w_i = a(\bar{\theta}_i)$ due to the highly directional nature of mmWave transmission [5], [10], [26]. However, the SINR of each user is related to how close its channel vector is to its serving beam direction, which challenges user fairness. Thus, with the given $w_i = a(\bar{\theta}_i)$ and the equal power among clusters, we aim to maximize the minimum achievable SINR by intra-cluster power allocation to evaluate user fairness. Considering the power budget, lower SINR threshold of users, and power constraint for SIC at users, we formulate the max-min SINR problem for intra-cluster power allocation as follows.

$$\text{P1} : \max_{1 \leq i \leq N_s, 1 \leq j \leq K_i} \text{SINR}_{i,j}^j$$

s.t. $\text{SINR}_{i,j}^j \geq \Gamma,$

$$\sum_{j=1}^{K_i} \beta_{i,j} \leq 1, \beta_{i,j} > 0,$$

$$\sum_{i=1}^{N_s} p_i \leq P_T, \quad p_i > 0,$$

$$\beta_{i,1} \leq \beta_{i,2} \cdots \leq \beta_{i,K_i}.$$  

(16)

Constraint (16a) together with (16b) represents that the lower SINR threshold, denoted by $\Gamma$, is the same for each user to decode itself or be decoded by other better users for SIC. Constraint (16c) guarantees the power constraint in one cluster. Constraint (16d) ensures the total power constraint. Constraint (16e) denotes the power constraint for SIC at users. Problem P1 is non-convex and therefore it is hard to solve. However, it can be converted into an equivalent convex problem.
B. SOLUTION SCHEME

We convert problem P1 into an equivalent convex problem based on the following three aspects.

Firstly, constraint (16b) can be removed. We assume the desired signals are decoded from the $K_i$-th user with the weakest equivalent channel gain to the first one with the strongest equivalent channel gain at users, which is the optimal decoding order verified in [16], [17]. As a result, based on the condition that $\text{SINR}_{i,j}^l \geq \Gamma (1 < j \leq K_i)$, which is a subset of constraint (16a), we can derive (16b). Thus, constraint (16b) is redundant and can be removed. For the detailed proof, please refer to [4].

Secondly, problem P1 can be converted into an equivalent maximization problem through variable substitution. This is because P1 is quasi-concave, as presented in Proposition 1.

Proposition 1: Problem P1 is quasi-concave.
Proof: When the objective function is quasi-concave and the constraints are convex, a maximization problem is quasi-concave [32]. Obviously, in problem P1 the objective function $\min \text{SINR}_{i,j}^l \geq \gamma$ is equivalent to $\text{SINR}_{i,j}^l \geq \gamma$, where $1 \leq i \leq N_s$, $1 \leq j \leq K_i$, and $\gamma$ is an auxiliary variable to replace $\min \text{SINR}_{i,j}^l$ of problem P1 in the following work. Since $\text{SINR}_{i,j}^l \geq \gamma$ is linear with respect to $\beta_{i,j}$, the objective function is quasi-concave. Moreover, the constraints of P1 are convex because they are all linear inequalities associated with $\beta_{i,j}$; Therefore, problem P1 is quasi-concave.

Thirdly, problem P1 can be decomposed into $N_s$ decoupled subproblems. This is because the inter-cluster power allocation vector $\mathbf{p}$ and the precoding matrix $\mathbf{W}$ are known. Without loss of generality, we focus on the max-min SINR in one cluster, e.g., the $i$-th cluster, where $1 \leq i \leq N_s$.

Consequently, the original problem P1 is equivalently converted into a standard convex problem P2.

\[
P2 : \max_{1 \leq j \leq K_i, \beta_{i,j} \geq \gamma} \gamma \\
\text{s.t. (16a), (16c), (16d), (16e),} \\
\text{ } \\
\text{SINR}_{i,j}^l \geq \gamma. \tag{17a}
\]

For problem P2, $\min \text{SINR}_{i,j}^l$ of problem P1 is replaced by the auxiliary variable $\gamma$. In addition, when the max-min SINR achieves, constraints (16c) and (17a) are strictly equal, respectively. More details are provided in Lemma 1.

Lemma 1: When $\gamma$ is optimal, constraint (16c) becomes
\[
\sum_{j=1}^{K_i} \beta_{i,j} = 1, \tag{18}
\]
and constraint (17a) satisfies
\[
\text{SINR}_{i,j}^l = \gamma. \tag{19}
\]
Proof: Please see Appendix A.

Based on Lemma 1, we derive the optimal power allocation coefficients for the $i$-th cluster, which are detailed in Lemma 2.

Lemma 2: The optimal intra-cluster power allocation coefficients for the $i$-th cluster are
\[
\beta_{i,j} = \gamma \left( \sum_{k<j} \beta_{i,k} + \frac{\mathbf{h}_{ij}^H \mathbf{w}_j}{\gamma} \right) + \gamma \left( \sum_{k>j} \beta_{i,k} + \frac{\mathbf{h}_{ij}^H \mathbf{w}_j}{\gamma} \right), \quad 2 \leq j \leq K_i. \tag{20}
\]
Proof: $\rho = \frac{p_{\text{max}}}{\sigma^2}$ represents the transmit SNR. Substituting (10) and (11) into (19), we solve $\beta_{i,j}$ when $1 \leq j \leq K_i$. Then, equation (20) is obtained.

From (9), we have the equivalent channel gains of users are sorted as $g_{i,1} \geq g_{i,2} \cdots \geq g_{i,K_i}$. According to the NOMA principle, if the intra-cluster power allocation coefficients follow the order as $\beta_{i,1} \leq \beta_{i,2} \cdots \leq \beta_{i,K_i}$, SIC can be carried out at users successfully [16], [43], [44]. Thus, in Proposition 2, we prove $\beta_{i,1} \leq \beta_{i,2} \cdots \leq \beta_{i,K_i}$ in (20).

Proposition 2: For the $i$-th cluster, the power allocation coefficients in (20) satisfy $\beta_{i,1} \leq \beta_{i,2} \cdots \leq \beta_{i,K_i}$.
Proof: If $K_i \geq j' > j \geq 1$, we have $g_{i,j'} \geq g_{i,j}$. Then, based on (20), we obtain
\[
\beta_{i,j'} - \beta_{i,j} = \gamma \left( \sum_{k<j'} \beta_{i,k} + \frac{1}{g_{i,j'}} \right) - \gamma \left( \sum_{k<j} \beta_{i,k} + \frac{1}{g_{i,j}} \right) = \gamma \left( \sum_{k<j} \beta_{i,k} + \frac{1}{g_{i,j}} - \sum_{k<j'} \beta_{i,k} - \frac{1}{g_{i,j'}} \right) = \gamma \left( \sum_{k<j'} \beta_{i,k} - \sum_{k<j} \beta_{i,k} \right) + \left( \frac{1}{g_{i,j'}} - \frac{1}{g_{i,j}} \right) \geq \gamma \left( \sum_{k<j'} \beta_{i,k} - \sum_{k<j} \beta_{i,k} \right) > 0,
\]
which means the intra-cluster power allocation coefficients in (20) satisfy $\beta_{i,1} \leq \beta_{i,2} \cdots \leq \beta_{i,K_i}$ and thus SIC can be carried out at users. This also means constraint (16e) is redundant and may not be considered in the paper.

Lemma 1 ensures the max-min fairness in the system. Furthermore, in Lemma 2 the closed-form expressions of power allocation coefficients are given to effectively eliminate user differences caused by highly directional beams. Based on Lemma 2, we obtain the sum of power allocation coefficients in Theorem 1.
The sum of power allocation coefficients in the $i$-th cluster is expressed as

$$f(\gamma) = \sum_{j=1}^{K_i} \frac{\gamma (1 + \gamma)^{K_i-1}}{\gamma^{2}} \left( \sum_{l \neq i}^{N_l} \frac{\| \mathbf{h}^H_l \mathbf{w}_l \|^2}{\gamma^{2}} + \frac{1}{\rho} \right).$$

Proof: Please see Appendix B.

Obviously, $f(\gamma)$ is an increasing function with respect to $\gamma$. When $f(\gamma) = 1$, we have $\gamma = \gamma^*$, where $\gamma^*$ is optimal. Therefore, SPACIA algorithm is proposed to find $\gamma^*$ between the upper bound $\gamma_{\text{max}}$ and the lower bound $\gamma_{\text{min}}$, where initial $\gamma_{\text{max}}$ is set to be $\rho \times \max \left( \| \mathbf{h}^H_{ij} \mathbf{w}_i \|^2 \right)$ and initial $\gamma_{\text{min}}$ is set to be the lower SINR threshold $1 / \rho$. In steps 4 to 9, if $f \left( \gamma_{\text{max}} + \gamma_{\text{min}} / 2 \right) < 1$, $\gamma_{\text{min}}$ increases; otherwise, $\gamma_{\text{max}}$ decreases. The iterations stop until $|f(\gamma) - 1| \leq \varepsilon$, where $\varepsilon$ is the search accuracy that is small enough. More details about the algorithm are shown by the pseudo-code in Algorithm 1.

Algorithm 1 The Sum of Power Allocation Coefficients Based Iterative Algorithm (SPACIA)

1. Initialize $\bar{\gamma}_i$, $\mathbf{h}_{ij}$, $P_t$, $N_t$, $\gamma_{\text{min}}$, $\Delta$, $\rho$, $\zeta$, $\sigma^2$, $\varepsilon$.
2. Calculate the initial upper bound $\gamma_{\text{max}}$.
3. Repeat
4. $\gamma = \left( \gamma_{\text{max}} + \gamma_{\text{min}} / 2 \right)$
5. Calculate $f(\gamma)$ based on (22)
6. if $f(\gamma) > 1$
7. $\gamma_{\text{max}} = \gamma$
8. else
9. $\gamma_{\text{min}} = \gamma$
10. End until $|f(\gamma) - 1| \leq \varepsilon$
11. Output $\gamma^* = \gamma$.
12. Calculate the optimal $\beta_{ij}$ based on (20).

The searching time required by Algorithm 1 is $T = \log_2 \left( \left( \gamma_{\text{max}} - \gamma_{\text{min}} \right) / \varepsilon \right)$ [11]. Hence, the computational complexity of Algorithm 1 is $O(T)$.

IV. PERFORMANCE ANALYSIS

In the section, firstly, we demonstrate the max-min SINR in our proposed system outperforms that in the conventional OMA system. Secondly, we investigate the variation of the max-min SINR with the number of paired users in a cluster. Thirdly, we investigate the impact of the number of beams on the max-min SINR, which reflects the asymptotic behavior of the max-min SINR when the number of BS antennas tends infinity and the transmit SNR is high. Finally, we derive the upper bound of the max-min SINR. Correspondingly, the detailed conclusions are presented in the following four corollaries.

Corollary 1: With multiple users in a cluster, our proposed algorithm achieves better performance than the conventional OMA scheme in terms of the max-min SINR.

Proof: In the conventional OMA system, such as time division multiple access (TDMA) system, time resources can be equally allocated to each user in a cluster. Thus, in the $i$-th cluster, if $\gamma_{i,\text{OMA}}$ is the SINR of the $j$-th user, the data rate of the $j$-th user, denoted by $R_{j,\text{OMA}}$, is written as

$$R_{j,\text{OMA}} = \frac{1}{K_i} \log_2 \left( 1 + \left( \frac{\| \mathbf{h}^H_j \mathbf{w}_j \|^2}{\sum_{l \neq i}^{N_l} \| \mathbf{h}^H_l \mathbf{w}_l \|^2 + \frac{1}{\rho}} \right) \right) \frac{1}{K_i}$$

$$= \log_2 \left( 1 + \left( \frac{\| \mathbf{h}^H_j \mathbf{w}_j \|^2}{\sum_{l \neq i}^{N_l} \| \mathbf{h}^H_l \mathbf{w}_l \|^2 + \frac{1}{\rho}} \right) \frac{1}{K_i} \right)$$

Equation (23) can be rewritten as

$$(1 + \gamma_{i,\text{OMA}})^{K_i} - 1 = \frac{\| \mathbf{h}^H_j \mathbf{w}_j \|^2}{\sum_{l \neq i}^{N_l} \| \mathbf{h}^H_l \mathbf{w}_l \|^2 + \frac{1}{\rho}} = g_{i,j}.$$  

Substituting (24) into (22), we have

$$f \left( \gamma_{i,\text{OMA}} \right) = \sum_{j=1}^{K_i} \frac{\gamma_{i,\text{OMA}} (1 + \gamma_{i,\text{OMA}})^{K_i-j}}{\sum_{l \neq i}^{N_l} \| \mathbf{h}^H_l \mathbf{w}_l \|^2 + \frac{1}{\rho}}$$

$$= \sum_{j=1}^{K_i} g_{i,j} \gamma_{i,\text{OMA}} (1 + \gamma_{i,\text{OMA}})^{K_i-j}$$

$$= \sum_{j=1}^{K_i} \left( 1 + \gamma_{i,\text{OMA}} \right)^{K_i} - 1$$

$$= \frac{g_{i,j}}{g_{i,K_i}},$$  

where (a) follows from $g_{i,j} \geq g_{i,K_i}$ (1 $\leq j \leq K_i$) since $U_{i,K_i}$ is the user with the worst equivalent channel gain. When $j = K_i$, inequality (25) becomes

$$f \left( \gamma_{i,K_i,\text{OMA}} \right) \leq \frac{g_{i,K_i}}{g_{i,K_i}} = 1 = f \left( \gamma^* \right).$$

Because $f(\gamma)$ is an increasing function with respect to $\gamma$, we have

$$\gamma_{i,K_i,\text{OMA}} \leq \gamma^*.$$  

Thus, in the conventional OMA system, there exists at least one user $U_{i,K_i}$ with the SINR that is not greater than $\gamma^*$. The proof is complete.

Corollary 1 implies that in the mmWave massive MIMO system, the performance of our proposed NOMA scheme is
better than the conventional OMA scheme in terms of user fairness. This ensures that all users are fairly served even though they have different equivalent channel gains and suffer different interference.

**Corollary 2:** The max-min SINR is a decreasing function with respect to the number of paired users in a cluster when other parameters are fixed.

**Proof:** If a new user \( U_{l,K_{new}} \) is scheduled in the \( i \)-th cluster, the total number of users increases from \( K_i \) to \( K_i + 1 \). Correspondingly, we assume that the max-min SINR changes from \( \gamma^* \) to \( \eta^* \). The equivalent channel gain of the new user satisfies

\[
g_1 \geq g_{K_{new}} \geq g_{K_i + 1}.
\]

(28)

Based on (9) and (28), we have \( 1 \leq K_{new} \leq K_i + 1 \). When \( 1 < K_{new} < K_i + 1 \), we prove \( \gamma^* > \eta^* \) as follows

\[
\sum_{j=1}^{K_i} \frac{\gamma^*(1 + \gamma^*)K_i - j}{g_{i,j}} = f(\gamma^*) = 1 = f(\eta^*)
\]

\[
= \sum_{j=1}^{K_i + 1} \eta^*(1 + \eta^*)K_i - j \frac{g_{i,j}}{g_{i,j}}
\]

\[
= \sum_{j=1}^{K_i + 1} \eta^*(1 + \eta^*)K_i - j \frac{g_{i,j}}{g_{i,j}}
\]

\[
\frac{f}_{j=1}^{K_{new} - 1} \eta^*(1 + \eta^*)K_i - j \frac{g_{i,j}}{g_{i,j}}
\]

\[
\frac{f}_{j=K_{new}}^{j=K_i + 1} \eta^*(1 + \eta^*)K_i - j \frac{g_{i,j}}{g_{i,j}}
\]

\[
> \sum_{j=1}^{K_i} \eta^*(1 + \eta^*)K_i - j \frac{g_{i,j}}{g_{i,j}}.
\]

(29)

Because \( f(\gamma^*) \) is an increasing function with respect to \( \gamma^* \), we have \( \gamma^* > \eta^* \) when \( 1 < K_{new} < K_i + 1 \). In addition, when \( K_{new} = 1 \) or \( K_{new} = K_i + 1 \), following steps similar to those in (29), we also have \( \gamma^* > \eta^* \). Thus, Corollary 2 is true.

**Corollary 3:** When the number of BS antennas tends to infinity and the transmit SNR is high, the max-min SINR, with the fixed number of users in a cluster, decreases as the number of beams increases in the cell.

**Proof:** This is reasonable because with the number of beams increasing, inter-cluster interference increases, which is dominant in reducing the max-min SINR. For the detailed proof, please refer to Appendix C.

**Remark 1:** Assume the number of users in a cluster is not fixed. Based on Appendix C, we have that with the increase of the number of beams, whether the max-min SINR decreases depends on the number of users in the cluster. For example, when the total number of served users in the cell is fixed, more beams make users less likely to fall into the side lobes. This strengthens the desired signal gains of users, which may dominate the increase in the max-min SINR.

**Corollary 4:** When the maximum azimuth angle difference between each user’s channel vector and its serving beam direction, denoted by \( \Delta_i = \max_j (\hat{\theta}_i - \theta_{i,j}) \), tends 0, the max-min SINR is expressed as

\[
y = \left( \frac{1}{\rho} \sum_{i=1}^{M-1} \frac{1}{\sum_{m=0}^{\lceil \beta_i \rceil} \frac{g_i - \gamma_i}{\rho + (g_i - \gamma_i)^2}} \right)^{\frac{1}{K_i}} + 1.
\]

(30)

Furthermore, if \( M = n N_s \) for \( n = 1, 2, 3, \ldots \), (30) becomes

\[
y = \left( \frac{1}{\rho} \sum_{i=1}^{M-1} \frac{g_i - \gamma_i}{\rho + (g_i - \gamma_i)^2} \right)^{\frac{1}{K_i}} + 1.
\]

(31)

**Proof:** For the detailed proof, please refer to Appendix D.

**Remark 2:** As \( \Delta_i \) decreases, the average beamforming gain for each user increases. When \( \Delta_i \) equals 0, the beamforming gain of each user achieves the highest value. Furthermore, if \( M = n N_s \) for \( n = 1, 2, 3, \ldots \), inter-cluster interference becomes 0. Therefore, the upper bound of the max-min SINR is given by (31).

**V. SIMULATION RESULTS**

In this section, simulation results are provided to illustrate the performance of our proposed algorithm in terms of the max-min SINR as well as show the relationships between the max-min SINR and system parameters, such as the number of paired users, beams, and BS antennas. The BS is located in the center of the cell with the radius of 50 m. All users are uniformly distributed in the cell. The path loss exponent is set as \( \alpha = 2 \) and the noise power is set as \( \sigma^2 = -174 + 10 \log(B) \) in dBm, where the bandwidth is set as \( B = 100\text{MHz} \). Active users in the same sector can be scheduled in an NOMA cluster and served by a randomly directional beam. Each performance curve is obtained by taking the average of 5000 realizations.

Fig. 3 shows the based-10 logarithm of the sum of power allocation coefficients \( f(\gamma) \) against iterations, where \( M = 64, N_s = 16, \) and \( K_i = 2 \). The transmission power of a cluster is set to be 20 dBm and 30 dBm, respectively. The upper bound is set as \( \gamma = \rho \times \max_j \left( \left| H_{i,j}^H w_i \right|^2 \right) \). The lower bound \( \gamma_{min} \) is set to be the lower SINR threshold \( \Gamma \). For each curve, we observe that after dozens of iterations, the based-10 logarithm of \( f(\gamma) \) tends to 0, when the max-min SINR \( \gamma^* \) is obtained. Thus, SPACIA algorithm is convergent and effective. In addition, the higher transmission power of a cluster is, the more iterations are needed. The reason is that \( \gamma_{min} \) increases with the transmission power of the cluster,
which makes iterations increase. This also implies the algorithm complexity is affected by the search bounds.

Fig. 4a plots the SINR of the worst user over conventional OMA scheme, NOMA with SPACIA algorithm, NOMA with power allocation algorithm for system capacity maximization in [4], and NOMA with analog beamforming and power allocation algorithm for the max-min fairness in [11]. Fig. 4b depicts the sum of power allocation coefficients $f(\gamma)$ over the aforementioned schemes, where $\gamma$ is also the SINR of the user with the worst equivalent channel gain. In Fig. 4a and Fig. 4b, $M = 64$, $N_s = 4$, and $K_i = 2$. It is worth mentioning that Fig. 4a and Fig. 4b are consistent because $f(\gamma)$ is an increasing function with respect to $\gamma$. We observe that SPACIA algorithm has the best performance. Compared with SPACIA algorithm, the algorithm in [4] makes more power be allocated to the best user and less power be allocated to the users left in the same cluster. Moreover, the SINR obtained by the algorithm in [4] is an increasing function with respect to $c$, where $c = \Gamma / \gamma^*$. $\Gamma$ denotes the lower SINR threshold that is the same for all users, and $\gamma^*$ is the max-min SINR obtained by SPACIA algorithm. This is reasonable because greater ratio $c$ makes the worst user obtain more power. Only when $c = 1$, the SINR of the worst user in [4] equals $\gamma^*$.

Using the scheme in [11], we have each user is actually served by a beam, which makes inter-beam interference increase in our system and thus reduces the max-min SINR. Moreover, user fairness performance achieved by SPACIA algorithm is better than that achieved by OMA scheme, which verifies Corollary 1.

Fig. 5 illustrates the max-min SINR against the transmission power of a cluster under different number of paired users in a cluster, where $M = 64$ and $N_s = 16$. For each curve, when the transmission power of a cluster increases to a certain value, the max-min SINR achieves the stable value. This is because as the transmission power of a cluster increases, $1 / \rho$ decreases. When $1 / \rho$ is small enough, the max-min SINR is determined by the ratio of the desired signal and interference. In addition, for the same transmission power, as the number of paired users increases, the max-min SINR decreases. Thus, Corollary 2 is verified.

Fig. 6 shows the max-min SINR against the transmission power of a cluster under different number of beams in the cell, where $M = 64$ and $K_i = 2$. We observe that the max-min SINR decreases as the number of beams increases. The conclusion in Corollary 3 is verified. The beam width is a decreasing function with respect to the number of BS antennas. The increased number of beams decreases the spatial direction distance of the adjacent beams, which increases inter-cluster interference and thus makes the max-min SINR decrease.

Fig. 7 illustrates the max-min SINR against transmission power of a cluster, where $M = 64$ and the number of served users in the cell is 64. It is worth mentioning that different from Fig. 6, in Fig. 7 the number of paired users in a cluster is inversely proportional to the number of beams and thus the total number of served users in the cell is fixed. We observe that the max-min SINR increases as the number of beams increases in Fig. 7. This is because when the total number of users is fixed, more beams make users less likely to fall into the side lobes, which strengthens the desired signal.
gain. However, in Fig. 6 the max-min SINR decreases as the number of beams increases. Therefore, user fairness in the cell with more beams is not always worse than that with less beams. With the number of beams increasing in the cell, whether the max-min SINR decreases depends on the number of users in a cluster, which is explained in Remark 1.

Fig. 8 shows the max-min SINR against the base-2 logarithm of the number of BS antennas, where the number of served users in the cell is 64. The transmission power in a cluster is set to be 20 dBm when \( N_s = 32 \) and \( K_i = 2 \), and 23 dBm when \( N_s = 16 \) and \( K_i = 4 \). This ensures that the total power of the cell is the same for all the curves. The beam width is a decreasing function of the number of BS antennas. For each curve, as the number of BS antennas increases, the max-min SINR first increases due to the decrease of inter-cluster interference, and it then decreases because more users fall into the side lobes. From any two curves with the same \( \Delta_i \) that denotes the maximum azimuth angle difference between each user’s channel vector and its serving beam direction, we observe when the BS antenna array is small-scale, the system with less beams has higher SINR because inter-cluster interference is lower. However, when the BS antenna array is large-scale, the system with more beams has higher SINR because less users fall into the side lobes. From any two curves with different \( \Delta_i \) but the same \( N_s \) and \( K_i \), we observe the max-min SINR increases as \( \Delta_i \) decreases. This is because the increase of the beamforming gain dominates the increase of the max-min SINR, which is explained in Remark 2.

VI. CONCLUSION
This paper focused on the max-min SINR in the single-cell downlink mmWave massive MISO-NOMA system with RDB. We formulated the minimum SINR maximization problem associated with power allocation. In order to solve the problem, based on the closed-form expressions of intra-cluster power allocation coefficients, we proposed SPACIA algorithm, which outperforms the conventional OMA scheme in terms of the max-min fairness. Furthermore, we investigated variations of the max-min SINR with respect to system parameters. Specifically, we proved the max-min SINR decreases as the number of paired users in an NOMA cluster increases. We proved when the number of BS antennas tends to infinity and the transmit SNR is high, the max-min SINR is determined by joint the number of beams in the cell and the number of users in a cluster. We also derived the upper bound of the max-min SINR related to the number of BS antennas and the number of users in a cluster. Simulation results verified our theoretical analyses and demonstrated our proposed algorithm outperforms existing schemes. In the future, we plan to further investigate the max-min SINR in the mmWave massive MIMO-NOMA with the intelligent reflecting surface.

APPENDIXES
APPENDIX A
PROOF OF LEMMA 1
We denote by \( \gamma^* \) the optimal SINR and prove Lemma 1 with contradiction as follows.

Firstly, we prove (18). We assume \( \sum_{j=1}^{K_i} p_{i,j} < 1 \) when \( \gamma^* \) is achieved. The power left can be allocated to each user by multiplying intra-cluster power allocation coefficient vector \( \beta_i \) by a constant \( c \), where \( c > 1 \). Correspondingly, after reallocating the power left, we denote the SINR of \( j \)-th user
by $\text{SINR}_{i,j,r}^j$, where $1 \leq j \leq K_i$. As shown in (32), $\text{SINR}_{i,j,r}^j$ is higher than the original $\text{SINR}_{i,j}^j$, which means the increase in the SINR of each user. Therefore, $\gamma^*$ is not the optimal value, which contradicts the condition that $\gamma^*$ is the optimal value. Thus, equation (18) is true.

$$\text{SINR}_{i,j,r}^j = \frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k<j} \beta_{i,k} + 1} > \frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k<j} \hat{\beta}_{i,k} + 1}$$

$$= \text{SINR}_{i,j}^j. \quad (32)$$

Secondly, we prove (19). According to (10) and (11), when all other parameters are fixed, $\text{SINR}_{i,j}^j$ is an increasing function of $\beta_{i,j}$ and a decreasing function of $\beta_{i,k}$, where $k < j$. In addition, we observe that in a cluster, the first user is not interfered by intra-cluster users, whereas the $K_i$-th user is interfered by all other intra-cluster users. Because $\max_{1 \leq i \leq N_c, K_i \geq 1} \min_{j \neq \hat{j}} \text{SINR}_{i,j}^j = \gamma^*$, there must exist at least one user $U_{i,j}$ with $\text{SINR}_{i,j}^j = \gamma^*$. We assume there exists another user $U_{i,j'}$ with $\text{SINR}_{i,j'}^j > \gamma^*$, where $j' \neq \hat{j}$. Subtracting a very slight value $\Delta \beta_{i,j'}$ from the transmit power coefficient $\beta_{i,j'}$, inequality $\text{SINR}_{i,j}^j > \gamma^*$ still holds. We reallocate the reduced power $\Delta \beta_{i,j'}$ to $U_{i,j}$ for $j \neq j'$ and then denote the SINR of $j$-th user by $\text{SINR}_{i,j,r}^j$, which is compared with the original $\text{SINR}_{i,j}^j$ as follows.

Case 1: When $j' = K_i$, $U_{i,j'}$ does not interfere with any other intra-cluster users. By multiplying power allocation coefficient $\hat{\beta}_{i,j}$ ($j \neq \hat{j}$) by a constant $c$ ($c > 1$), $\Delta \beta_{i,j'}$ is allocated to $U_{i,j}$. The SINR of $U_{i,j}$ increases when $j \neq \hat{j}$, as shown in (33).

$$\text{SINR}_{i,j,r}^j = \begin{cases} 
\frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k<j} \beta_{i,k} + 1} > \text{SINR}_{i,j}^j, & 1 < j < K_i, \\
\frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k<j} \hat{\beta}_{i,k} + 1} > \text{SINR}_{i,j}^j, & j = 1.
\end{cases} \quad (33)$$

Case 2: When $j' = 1$, $U_{i,j'}$ interferes with all other intra-cluster users. If $\Delta \beta_{i,j'}$ is only allocated to $U_{i,K_i}$, the SINR of $U_{i,j}$ increases when $j \neq \hat{j}$, as shown in (34).

$$\text{SINR}_{i,j,r}^j = \begin{cases} 
\frac{g_{i,j} \beta_{i,j}}{g_{i,j} \sum_{k<j} \beta_{i,k} - \Delta \beta_{i,j'}} + 1 > \text{SINR}_{i,j}^j, & 1 < j < K_i, \\
\frac{g_{i,j} \left( \sum_{k<j} \beta_{i,k} - \Delta \beta_{i,j'} \right) + 1}{g_{i,j} \left( \hat{\beta}_{i,j} + \Delta \beta_{i,j'} \right) + 1} > \text{SINR}_{i,j}^j, & j = K_i.
\end{cases} \quad (34)$$

Case 3: When $1 < j' < K_i$, one part of $\Delta \beta_{i,j'}$, denoted by $\Delta \beta_{i,j_K}$, is allocated to $U_{i,K_i}$, and the other part $\Delta \beta_{i,j'} - \Delta \beta_{i,j_K}$ is allocated to $U_{i,j}$ ($1 \leq j < j'$) through multiplying each of their power allocation coefficients by a constant $c$ ($c > 1$). The SINR of $U_{i,j}$, where $1 \leq j < j'$, can be expressed by (33). The SINR of $U_{i,j}$, where $j' < j \leq K_i$, can be expressed by (34). Hence, the SINR of $U_{i,j}$ also increases when $j \neq \hat{j}$.

From the above three cases, we observe that the SINR of each user increases when $j \neq \hat{j}$. $\gamma^*$ is not the optimal SINR, which contradicts the condition that $\gamma^*$ is the optimal SINR. Thus, there is no $U_{i,j}$ with $\text{SINR}_{i,j}^j > \gamma^*$. Equation (19) is true.

**APPENDIX B**

**PROOF OF THEOREM 1**

We prove Theorem 1 with mathematical induction. When $K_i = 1$, it is easily verified

$$\sum_{j=1}^{1} \beta_{i,j} = \frac{\gamma \left( \sum_{j=1}^{N_i} \left| h_{i,j}^H w_i \right|^2 + \frac{1}{\rho} \right)}{\left| h_{i,j}^H w_i \right|^2}. \quad (35)$$

When $K_i = m > 1$, we assume

$$\sum_{j=1}^{m} \beta_{i,j} = \sum_{j=1}^{m} \beta_{i,j} + \beta_{i,m+1} = (1 + \gamma) \sum_{j=1}^{m} \beta_{i,j} + \beta_{i,m+1} + \gamma \left( \sum_{j=1}^{m} \left| h_{i,j}^H w_i \right|^2 + \frac{1}{\rho} \right) \quad (36)$$

When $K_i = m + 1$,

$$\sum_{j=1}^{m+1} \beta_{i,j} = \sum_{j=1}^{m} \beta_{i,j} + \beta_{i,m+1} + \gamma \left( \sum_{j=1}^{m+1} \left| h_{i,j}^H w_i \right|^2 + \frac{1}{\rho} \right) \quad (37)$$
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Thus, the proof is complete.

**APPENDIX C**

**PROOF OF COROLLARY 3**

Motivated by [27], [39], [48], [49], we prove Corollary 3 through replacing $|h_{i,j}^H w_i|^2$ with its expectation $E\{ |h_{i,j}^H w_i|^2 \}$ over the azimuth angle difference $\hat{\theta} = \tilde{\theta}_i - \tilde{\theta}_j$ and the distance $d_{i,j}$ from the user to the BS, where $E\{ \cdot \}$ denotes the expectation. Based on (1), (2), and (13), we have

$$|h_{i,j}^H w_i|^2 = M \frac{a_{i,j}^2}{M + 1 + d_{i,j}^a} |a^{H} (\tilde{\theta}_i) a (\tilde{\theta}_j)|^2$$

$$= \frac{a_{i,j}^2}{M (1 + d_{i,j}^a)} \left[ 1 - e^{-j\pi M \hat{\theta}} \right]^2$$

$$= \frac{a_{i,j}^2}{M (1 + d_{i,j}^a)} \left( 1 - e^{-j\pi M \hat{\theta}} \right) \left( 1 - e^{j\pi \hat{\theta}} \right)$$

$$= \frac{a_{i,j}^2}{M (1 + d_{i,j}^a)} \left( \sum_{t=0}^{M-1} e^{-j\pi t \hat{\theta}} \right) \left( \sum_{t=0}^{M-1} e^{j\pi t \hat{\theta}} \right)$$

$$= \frac{a_{i,j}^2}{M (1 + d_{i,j}^a)} \left( \sum_{t=0}^{M-1} e^{-j\pi t \hat{\theta}} \right) \left( \sum_{t=0}^{M-1} e^{j\pi t \hat{\theta}} \right)$$

Then, we have

$$E\left\{ |h_{i,j}^H w_i|^2 \right\}$$

$$= E \left\{ \frac{a_{i,j}^2}{M (1 + d_{i,j}^a)} \left( \sum_{t=1}^{M-1} (M - t) e^{-j\pi t \hat{\theta}} + e^{j\pi t \hat{\theta}} \right) \right\}$$

$$= \int_0^R \frac{1}{R} \times \frac{a_{i,j}^2}{1 + r_{i,j}^a} d r_{i,j}$$

$$\times \int_{\frac{1}{M} (l-\frac{1}{2}) \frac{\pi}{N_s}}^{\frac{1}{M} (l-\frac{1}{2}) \frac{\pi}{N_s}} N_s$$

$$\times \frac{1}{M} \left( M + \sum_{t=1}^{M-1} (M - t) (e^{-j\pi t \hat{\theta}} + e^{j\pi t \hat{\theta}}) \right) d \hat{\theta}$$

$$= A \times \int_{\frac{1}{M} (l-\frac{1}{2}) \frac{\pi}{N_s}}^{\frac{1}{M} (l-\frac{1}{2}) \frac{\pi}{N_s}} N_s$$

$$\times \left( M + \sum_{t=1}^{M-1} (M - t) (e^{-j\pi t \hat{\theta}} + e^{j\pi t \hat{\theta}}) \right) d \hat{\theta}$$

Let $e^{-j\pi \hat{\theta}} = z$, and (39) can be rewritten as (40), as shown at the bottom of this page, where the term $A$ is

$$A = \int_0^R \frac{1}{R} \times \frac{a_{i,j}^2}{1 + r_{i,j}^a} d r_{i,j}.$$  

We define a new function $\Psi (x)$ for algebraic manipulation as follows

$$\Psi (x) = \int_0^x \frac{\sin t}{t} dt.$$  

When $x \to -\infty$, $\Psi (x) = -\pi/2$; when $x \to +\infty$, $\Psi (x) = \pi/2$. When $M \to +\infty$, the term $B$ of (40) is
expressed as (43), as shown at the bottom of this page, where \( \kappa = M / N_s \) denotes the ratio of the BS antenna number to the beam number. When \( M \to +\infty \), we have \( \kappa \to +\infty \). This is because the number of beams \( N_s \) is limited by RF chains. Moreover, when \( M \to +\infty \), the term \( C \) of (40) is expressed as

\[
C = \frac{N_s}{\pi M} \sum_{i=1}^{M-1} \frac{-t}{t} \left( 2 \cos \left( \frac{2\pi (l - i) t}{N_s} \right) \times \sin \frac{\pi t}{N_s} \right)
\]

\[
= -\frac{N_s}{\pi} \sum_{i=1}^{M-1} \frac{1}{M} \left( 2 \cos \left( \frac{2\pi (l - i) \kappa x}{M} \right) \times \sin \frac{\pi \kappa x}{M} \right)
\]

\[
\Rightarrow \frac{M}{\to \infty} \frac{-N_s}{\pi} \int_0^1 \left( 2 \cos \left( \frac{2\pi (l - i) \kappa x}{M} \right) \times \sin \frac{\pi \kappa x}{M} \right) dx
\]

\[
= -\frac{N_s}{\pi} \int_0^1 \left( \sin \pi \kappa (1 + 2(l - i)) x + \sin \pi \kappa (1 - 2(l - i)) x \right) dx
\]

\[
\Rightarrow 1, \text{each term of (44) tends 0 and therefore (44) tends 0. Consequently, substituting (43) and (44) into (40), we have (45), as shown at the bottom of this page, when } l \neq i, \Psi [\pi \kappa (1 + 2(l - i))] + \Psi [\pi \kappa (1 - 2(l - i))] = 0; \text{ otherwise, } \Psi(\pi \kappa) = \pi / 2. \text{ In addition, when the transmit SNR } \rho \text{ is high, } 1/\rho \to 0. \text{ Substituting (45) into (22), we have }
\]

\[
1 = \sum_{j=1}^{K_i} \frac{\gamma (1 + \gamma)^{K_i-j} \left( E \left\{ \sum_{i=1}^{N_s} \left| h_{ij}^H w_i \right|^2 \right\} + \frac{1}{\rho} \right)}{A (1 + N_s)}
\]

\[
= \sum_{j=1}^{K_i} \frac{\gamma (1 + \gamma)^{K_i-j} (N_s - 1) A}{A (1 + N_s)}
\]

\[
= \frac{N_s - 1}{N_s + 1} \sum_{j=1}^{K_i} \gamma (1 + \gamma)^{K_i-j}
\]

\[
= \frac{N_s - 1}{N_s + 1} (1 + \gamma)^{K_i-1}.
\]

Furthermore, we rewrite (46) as

\[
(1 + \gamma)^{K_i-1} = \frac{N_s + 1}{N_s - 1} = 1 + \frac{2}{N_s - 1}.
\]

Finally, we have

\[
\gamma = \left( \frac{2N_s}{N_s - 1} \right)^{1/K_i} - 1.
\]

Thus, \( \gamma \) is a decreasing function of the number of beams \( N_s \) and the number of users \( K_i \) in the \( i \)-th cluster, respectively. We complete the proof.

\[
B = \frac{N_s}{\pi M} \sum_{i=1}^{M-1} \frac{M}{t} \left( 2 \cos \left( \frac{2\pi (l - i) t}{N_s} \right) \times \sin \frac{\pi t}{N_s} \right)
\]

\[
= \frac{N_s}{\pi} \sum_{i=1}^{M-1} \frac{1}{M} \left( 2 \cos \left( \frac{2\pi (l - i) \kappa x}{M} \right) \times \sin \frac{\pi \kappa x}{M} \right)
\]

\[
\Rightarrow \frac{M}{\to \infty} \frac{N_s}{\pi} \int_0^1 \frac{2 \sin \pi \kappa x \times \cos \frac{2\pi (l - i) \kappa x}{M}}{x} dx
\]

\[
= \frac{N_s}{\pi} \int_0^1 \left( \sin \pi \kappa (1 + 2(l - i)) x + \sin \pi \kappa (1 - 2(l - i)) x \right) dx
\]

\[
= \frac{N_s}{\pi} \left\{ \Psi [\pi \kappa (1 + 2(l - i))] + \Psi [\pi \kappa (1 - 2(l - i))] \right\},
\]

\[
E \left\{ \left| h_{ij}^H w_i \right|^2 \right\} = A \left( 1 + B + C \right)
\]

\[
= A \left\{ 1 + \frac{N_s}{\pi} \left\{ \Psi [\pi \kappa (1 + 2(l - i))] + \Psi [\pi \kappa (1 - 2(l - i))] \right\} \right\},
\]
\[
\sum_{j=1}^{K_i} \gamma (1 + \gamma)^{K_i-j} \left( \frac{\sum_{l \neq i} \|\mathbf{h}_{l,j}^H \mathbf{w}_i\|^2 + \frac{1}{\mu}}{M} \right)
\]

\[
\Delta \rightarrow 0 \sum_{j=1}^{K_i} \gamma (1 + \gamma)^{K_i-j} \left( \frac{\sum_{l \neq i} \left( \frac{1}{M} \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \right)^2 + \frac{1}{\mu}}{M} \right)
\]

\[
\Delta \rightarrow 0 \sum_{j=1}^{K_i} \gamma (1 + \gamma)^{K_i-j} \left( \frac{\sum_{l \neq i} \left( \frac{1}{M} \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \right)^2 + \frac{1}{\mu}}{M} \right)
\]

\[
= \sum_{j=1}^{K_i} \left[ \gamma (1 + \gamma)^{K_i-j} \left( \frac{\sum_{l \neq i} \left( \frac{1}{M} \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \right)^2 + \frac{1}{\mu}}{M} \right) \right]
\]

\[
= \frac{1}{\mu} \left[ \sum_{l \neq i} \left( \frac{1}{M} \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \right)^2 \right] + \frac{1}{\mu} \left( \gamma \left( \frac{1}{\mu} \right) \right)
\]

Replacing \( (1 + d_{ij}^a) / a_{ij}^2 \) with its expectation, (51) is converted into

\[
\gamma = \left( \frac{M}{\sum_{l \neq i} \left( \frac{1}{M} \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \right)^2 + \frac{1}{\mu} \left( \gamma \left( \frac{1}{\mu} \right) \right) \right) \left( \frac{1}{\mu} \right)
\]

Further, if \( l \neq i \) and \( M = nN_s \) for \( n = 1, 2, 3, \ldots \), we have

\[
1 \sum_{m=0}^{M-1} e^{-j\pi m(l-i)\Delta \theta_j} \left( \frac{1}{M} \right)^2 = \frac{\sin^2 \left( \frac{M}{2\pi} \frac{(l-i)\Delta \theta_j}{N_s} \right)}{M \times \sin^2 \left( \frac{1}{2} \frac{(l-i)\Delta \theta_j}{N_s} \right)} = F_M \left( \pi (l-i) \frac{2}{N_s} \right) = F_M \left( \pi (l-i) \frac{2n}{M} \right) = 0.
\]

\( F_M(x) \) denotes the Fejér kernel, which equals 0 when \( x = 2\pi k/M \) for \( k = 1, 2, 3, \ldots \). Thus, (53) can be further written as (55), as shown at the top of the next page.

Thus, (53) shows the max-min SINR when the maximum azimuth angle difference between each user’s channel vector and its serving beam direction tends 0. Moreover, the output
of (55) denotes the upper bound of the max-min SINR. We complete the proof.
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