Speaker attribution with voice profiles by graph-based semi-supervised learning
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Abstract

Speaker attribution is required in many real-world applications, such as meeting transcription, where speaker identity is assigned to each utterance according to speaker voice profiles. In this paper, we propose to solve the speaker attribution problem by using graph-based semi-supervised learning methods. A graph of speech segments is built for each session, on which segments from voice profiles are represented by labeled nodes while segments from test utterances are unlabeled nodes. The weight of edges between nodes is evaluated by the similarities between the corresponding speech segments. Speaker attribution then becomes a semi-supervised learning problem on graphs, on which two graph-based methods are applied: label propagation (LP) and graph neural networks (GNNs). The proposed approaches are able to utilize the structural information of the graph to improve speaker attribution performance. Experimental results on real meeting data show that the graph based approaches reduce speaker attribution error by up to 68\% compared to a baseline speaker identification approach that processes each utterance independently.

Index Terms: speaker attribution, speaker identification, graph neural networks, label propagation.

1. Introduction

Speaker diarization is the problem of "who spoke when", \textit{i.e.}, grouping the segments of a long audio recording into speaker-homogeneous clusters. The conventional speaker diarization task assumes no prior knowledge of speakers’ identities, so it is basically a clustering problem without speaker identification. However, there are scenarios, such as meeting transcription, where voice profiles of speakers are available and the identification of speakers is required. This task is called ‘speaker attribution’ in this paper. A straightforward approach is to build a multi-class classifier from the speaker profiles, and then classify the test segments one-by-one. A drawback of this approach is treating test segments independently without considering the context when making predictions. For example, those test segments that are similar to each other should be assigned to the same speaker.

Instead of predicting the speaker label for each speech segment independently, we propose to use graph-based semi-supervised learning methods that use the structural information among speech segments within a session. Each speech segment, either from profile audio or test audio, is represented as a node on a graph for each session. The feature of each node is represented by a fixed-dimensional speaker embedding, \textit{e.g.}, d-vectors \{1, 2, 3, 4, 5, 6, 7\}, extracted from the corresponding speech segment. Segments from the profile audio are treated as labeled nodes while those from the test audio are unlabeled nodes. The speaker attribution task can then be solved as a graph-based semi-supervised learning problem, which can now utilize the structural information of the graph in order to improve the accuracy of classifying the test nodes. The intuition is that if two nodes are similar to each other and share common neighbors on the graph, they are likely to have the same speaker label. Recently, graph-based methods have also been successfully applied on the conventional speaker diarization problem \cite{25}.

An overview of the proposed method is shown in Figure\textsuperscript{1}. First, we apply a pre-trained speaker embedding model to extract d-vectors for speech segments, which are obtained by uniformly segmenting the audio of one session after applying voice activity detection (VAD). Then a graph is built with both speech segments from profile audio and test audio as shown in Figure\textsuperscript{1}, on which each node is a speech segment whose average d-vector is used as the feature vector of the node. The weight of each edge represents the similarity between the correspond-
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ing segment pair. The profile segments are labeled nodes on the graph, while test segments are unlabeled. To classify the unlabeled nodes, we apply two graph-based semi-supervised learning methods: a graph Laplacian regularization-based approach (label propagation) and a graph embedding-based approach by GNNs. Experiments show that both of these two methods significantly outperform the classification-based methods on real multi-party meetings and present great potential for real-world applications. Our contributions can be summarized as:

• we propose the first solution to speaker attribution with speaker profiles through graph-based semi-supervised learning methods;
• we study two graph-based methods – label propagation and GNN-based – and their applications on a speaker attribution pipeline; and
• we evaluate the proposed methods on real meeting data. Results show that the graph-based methods significantly outperform the baseline method and present great potential for real-world applications.

2. Related work
2.1. Speaker diarization with speaker profiles
While the conventional speaker diarization problem is usually solved by clustering or end-to-end approaches [9], [10], [11], [12], [13], [14], speaker diarization with profiles can be handled as a speaker identification or classification task. Speech embedding models that map raw speech features into a low-dimensional space are widely used for speaker identification or classification. Traditional methods apply probabilistic linear discriminant analysis (PLDA) on top of i-vectors to classify speakers [15]. Recently, neural network-based speaker embedding models have become popular in which speaker embedding models are usually trained via classification loss [1], [2], triplet loss [3], [4], generalized end-to-end loss [5], or prototypical network loss [6]. The similarities between resulting speaker embeddings can be measured by simple metrics, such as cosine or Euclidean distances, and a speech segment is typically classified as the speaker whose profile embedding is closest to it in the embedding space.

2.2. Graph based semi-supervised learning
Graph-based semi-supervised classification methods perform classification on graphs, where a small fraction of the nodes are labeled. The label information is propagated from the labeled nodes to the unlabeled nodes along the structure of a graph. This can be formulated as adding a graph-based regularization term to the supervised loss [16], [17], [18], [19]. Instead of using explicit graph-based regularization, other types of methods utilize graph neural networks (GNNs) to encode the graph structure and learn new representations for both labeled and unlabeled nodes [20], [21], [22], [23]. The supervised loss is defined on the labeled nodes but the gradient can be distributed to the unlabeled nodes to learn new representations for all nodes, upon which a classifier can be trained for inference.

3. Speaker classification on graphs
In this section, we discuss graph-based methods for speaker attribution with speaker profiles. The approach is illustrated in Figure [8].

3.1. Building similarity graphs of speech segments
We build a graph for the audio segments of each meeting. Each node represents an audio segment, which could be word-level or utterance-level, or be extracted by a sliding window with a fixed window shift. We use the average d-vector of each segment as the node features. The weight of edges between nodes is represented by the cosine similarity of node features, which is normalized to [0, 1] linearly.

There are several methods to construct graphs from pairwise similarities [24]: (1) simply connect all nodes, and weigh all edges by the similarities between their nodes; (2) only connect two nodes if at least one node or both are among the k-nearest neighbors of the other; (3) only keep the edges on which the weight is larger than a threshold. In this paper, we apply method (3) and treat the threshold as a hyperparameter.

A meeting session, including related speaker profiles, can be represented as a graph \( G(V, E, A) \), where \( V \) is the set of nodes (speech segments), \( E \) is the set of edges, and \( A \in \mathbb{R}_D^{N \times N} \) is the affinity matrix with \( A_{ij} \geq 0 \) if edge \( e_{ij} = (v_i, v_j) \in E \) and \( A_{ij} = 0 \) otherwise. \( N \) is the total number of nodes, \( X = \{x_1, ..., x_N\} \in \mathbb{R}^D \) is the node feature matrix, where \( x_i \) is the average d-vector of the \( i \)-th node and \( D \) is the dimension of the embedding space. Without loss of generality, we assume the first \( M \) nodes are from speaker profiles and hence labeled, and \( 0 < M < N \).

3.2. Label propagation
For a meeting session, let \( F \in \mathbb{R}^{N \times C} \) be a set of matrices, where \( C \) is the number of speaker classes. Given a \( F \in \mathcal{F} \), \( y_i = \arg \max_{1 \leq j \leq C} F_{ij} \) is the predicted speaker ID for node \( i \). The label propagation algorithm is summarized as follows:

1. Construct the affinity matrix \( A \) with \( A_{ij} = \frac{1}{1 + \cos(d_i, d_j)} \) and \( A_{ii} = 0 \), where \( \cos(a, b) \) denotes the cosine similarity of \( a \) and \( b \).
2. Initialize \( F \) as \( F^{(0)}_{ij} = 1 \) if \( j = i \), \( i \leq M \) and \( F^{(0)}_{ij} = 0 \) otherwise, where \( l_i \) is the label of node \( i \).
3. Iteratively update \( F \) using \( F^{(t+1)}_{ij} = \alpha S F^{(t)}_{ij} + (1 - \alpha) F^{(0)}_{ij} \), where \( S = D^{-1/2} A D^{-1/2} \), \( D \) is the degree matrix of \( A \), \( \alpha \) is a hyperparameter between \((0, 1)\) and \( t \) is the iteration index.
4. Stop when \( F \) has converged to \( F^* \). The speaker ID of node \( i \) is obtained as \( y_i = \arg \max_{1 \leq j \leq C} F_{ij} \).

The initial matrix \( F^{(0)} \) represents our knowledge about the labels of the nodes. Through iterative updating of \( F \), the label information is propagated to the whole graph. In each iteration, the soft label assignment of a node \( F^{(t)}_{ij} \) is updated as a weighted sum of the soft label assignment of itself, its neighbors, and the initialization. In this way, each neighborhood in the graph will tend to have the same speaker ID. A limitation of label propagation is that it does not directly minimize the expected speaker classification errors through learning on the graph. It also lacks the free parameters that allows learning from labeled data. More details on label propagation can be found in [17].

In this work, we modified the label propagation by freezing the columns of \( F \) for labeled nodes, as we don’t want to change the label assignment of the profile segments. We found that this improves the robustness of label propagation on the speaker attribution task. We also use a fixed number of iterations instead of waiting until the algorithm converges, as the converged \( F \) does not always give the best performance.
3.3. Graph embedding based methods

To moderate the limitations of label propagation, we apply several variants of GNNs to the speaker attribution task. Specifically, we apply the variants under the framework of the message passing neural networks (MPNNs) and achieve better performance. Under the MPNN framework, as shown in Figure 2, the convolutional operator is expressed as a message passing scheme:

\[ x_i' = \gamma(e(x_i, e_{i,j} \in N(i))) = \sigma(W \sum_j L_{ij} x_j), \]

where \( x_i \) is the feature of node \( i \) of the current layer with dimension \( D \), \( x_i' \) is the node feature in the next layer with dimension \( D' \), \( e_{i,j} \) is the edge feature from node \( i \) to node \( j \). \( \gamma(\cdot) \) and \( \phi(\cdot) \) are the update function and message function, respectively (parameterized by \( \Theta \)), and \( \square \) denotes the aggregation function, e.g., sum, mean, max, etc. \( N(i) \) is the set of neighbors of node \( i \).

Specifically, one variant we apply is the graph convolutional network (GCN) described by (22) in which the \( \square \) function corresponds to taking a certain weighted average of neighboring nodes:

\[ x_i' = \sigma(W \sum_j L_{ij} x_j), \]

where \( L = \hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} \), \( \hat{A} = A + I_N \), and \( \hat{D} \) denotes the degree matrix of \( \hat{A} \). \( W \in \mathbb{R}^{D' \times D} \) is a layer specific trainable weight matrix, and \( \sigma(\cdot) \) is a non-linear function which, in our case, is the exponential linear units (ELU) activation function.

We build and train a model with several GCN layers for each meeting session separately. The output dimension of the last layer is equal to the number of speaker classes \( C \) in a meeting session. Instead of the ELU activation function, we apply the softmax activation function row-wise on the output embedding matrix \( X_{\text{out}} \in \mathbb{R}^{N \times C} \) from the last GCN layer, resulting in a predicted probability matrix \( \mathbf{Z} \in \mathbb{R}^{N \times C} \). The model is trained with regard to the cross-entropy loss over labelled segments in a meeting session:

\[ \mathcal{L} = - \sum_{i=1}^{M} \sum_{j=1}^{C} F_{i,j} \ln Z_{i,j} \]

Instead of using explicit graph-based regularization as in label propagation, GNNs can directly encode the graph structure into the model. Training signals can be distributed from the supervised loss \( \mathcal{L} \) along the graph structure, and thus the model can learn representations of both labelled and unlabelled speech segments. This enables GNN models to have more powerful classification ability than label propagation. However, for GNN models, we need to separate a subset from the labelled segments in each meeting session for validation purposes.

4. Experiments

4.1. Datasets

The graph-based methods are evaluated on two sets of in-house real meeting data, including a dev set containing 9 meetings and a test set containing 19 meetings. The number of speakers in a meeting ranges from 2 to 20, with a mean of 8. The average duration of the meeting sessions is about 41 minutes. The profile audio was recorded by laptop microphones or headphones, and the meeting audio was recorded by microphone arrays in meeting rooms. The duration of the profile audio for a speaker is about 20-40s long and each profile audio file consists of a few sentences. There is no signal processing applied on the profile audio, but the meeting audio is processed by beamforming to enhance the speech signal. After VAD, the profile audio is uniformly split into 1.2s long speech segments, while the meeting audio is split into 0.8s speech segments. For each segment, d-vectors are extracted and averaged to represent the speaker characteristics of the segment.

4.2. Implementation details

The d-vector extraction model is trained on the VoxCeleb2 dataset with data augmentation. In our baseline system, each enrolled speaker is represented by a single profile d-vector averaged from the d-vectors extracted from the speaker’s profile audio. A segment is assigned to the speaker whose profile d-vector has the highest cosine similarity with the segment’s d-vector.

We use the dev set to tune the hyperparameters for graph-based methods, including the threshold for graph edge pruning, parameter \( \alpha \) for LP, architecture and learning rate of the GNN model, etc. Specifically, to build graphs we only connect two nodes if their cosine similarity is larger than 0.6. The GNN model includes two GCN layers between which we apply the ELU activation function and a dropout layer. Each hidden layer contains 64 nodes. The output dimension is equal to the number of speakers of a session and a softmax layer is applied to output a probability distribution. The GCN layers are implemented with the PyTorch Geometric library.

For the GNN-based method, a network is trained for each meeting. We split the labeled nodes into two sets equally and train two models. In the first model, we use the first half of labeled nodes as training set and second half as cross validation set. In the second model, we switch the two sets. In this way, we can effectively use all the labeled nodes for training. For each model, the training stops if there is no improvement on the cross validation loss. During inference, the hidden activation vectors of the two models before the softmax layer are summed. Note the cross validation set here is used for model selection for a single meeting session, which is different from the dev set used for hyperparameter tuning.

4.3. Experimental design and evaluation metrics

For each meeting session the same number of profile d-vectors are provided for each speaker. To evaluate the performance of the methods with different amount of profile data, the number
Table 1: Segment error rate on the validation set. “#” denotes the number of labeled speech segments for each speaker. “Cosine” refers to the the baseline method based on cosine similarity. “mean” and “std.” refer to mean value and standard derivation, respectively. “RER” refers to relative error reduction with regard to the baseline method.

| #     | Cosine mean std. | LP mean std. | GCN mean std. | RER% | RER% | RER% |
|-------|------------------|--------------|---------------|------|------|------|
| 5     | 19.1 4.8         | 9.3 3.0      | 51.2          | 6.1  | 2.0  | 68.2 |
| 10    | 14.7 2.5         | 7.0 0.9      | 52.1          | 5.5  | 0.7  | 62.5 |
| 20    | 13.2 2.0         | 6.4 0.8      | 51.3          | 5.0  | 0.4  | 62.3 |
| 30    | 12.5 2.0         | 6.1 0.6      | 51.4          | 4.9  | 0.4  | 60.8 |

Table 2: Segment error rate on the test set. Same notations are used as in Table 1.

| #     | Cosine mean std. | LP mean std. | GCN mean std. | RER% | RER% | RER% |
|-------|------------------|--------------|---------------|------|------|------|
| 5     | 16.2 2.5         | 11.6 2.6     | 28.1          | 8.3  | 1.6  | 48.7 |
| 10    | 13.8 1.5         | 10.1 1.4     | 26.9          | 7.4  | 0.5  | 46.6 |
| 20    | 12.0 1.0         | 8.7 1.0      | 27.8          | 7.2  | 0.5  | 40.1 |
| 30    | 11.6 0.7         | 8.4 0.6      | 27.6          | 7.4  | 0.5  | 36.4 |

of profile d-vectors provided for training ranged from 5 to 30. The duration of the corresponding profile audio is from 5 to 25 seconds. For each meeting, we apply every method 10 times, each time with randomly sampled profile d-vectors. The profile d-vectors are obtained by randomly sampling consecutive audio segments rather than randomly sampled individual segments in order to be more accordant with practical circumstances. The sampling is performed only once per run, so different methods use exactly the same sampled profile segments. We report both the mean and standard deviation of the segment classification errors across the 10 runs.

4.4. Experimental results

The results on the dev and test sets are shown in Table 1 and 2 respectively. Graph-based methods significantly outperform the baseline method, resulting in much lower error rate and lower standard deviation. The relative error reduction against the baseline method is up to 68.2% and 48.7% on the dev and test sets, respectively. The GNN-based method demonstrates better performance over LP under all settings in terms of both accuracy and stability.

Although the baseline model is simple, it achieves reasonable results. Applying more complex classifiers, e.g., support vector machines (SVMs) or multilayer perceptron (MLP) models do not perform better than the baseline due to the small amount of training data (profile data) and the acoustic mismatch between profile audio and meeting audio. The graph-based semi-supervised learning methods were able to learn from both labeled and unlabeled data, alleviating the data sparsity and mismatch problem significantly.

As expected, the mean error rate and stand derivation drops with more profile d-vectors provided. The GNN-based method outperforms label propagation significantly, especially with fewer profile d-vectors. However, the performance of the baseline method improves on the test set while the performance of graph based methods drop. This might be due to the discrepancy of acoustic characteristics between the dev and test sets, to which the baseline approach is less vulnerable since it is parameter free.

5. Conclusion

In this work, we applied graph-based semi-supervised learning methods for the speaker attribution task with speaker voice profiles. We build a graph of speech segments for each meeting with both the profile audio and meeting audio. We applied two methods to this task – label propagation and a GNN-based method. Experiments on real multi-party meeting data showed that the graph-based methods outperformed the classifier-based methods significantly due to its use of meeting-wide structure information represented as graphs. Moving forward, we will extend the graph-based methods for online speaker identification and scenarios where some or all the speakers do not have voice profiles.
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