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Abstract
Artificial intelligence (AI) is an emerging technology that has great potential in reducing energy consumption, environmental burdens, and operational risks of chemical production. However, large-scale applications of AI are still limited. One barrier is the lack of quantitative understandings of the potential benefits and risks of different AI applications. This study reviewed relevant AI literature and categorized those case studies by application types, impact categories, and application modes. Most studies assessed the energy, economic, and safety implications of AI applications, while few of them have evaluated the environmental impacts of AI, given the large data gaps and difficulties in choosing appropriate assessment methods. Based on the reviewed case studies in the chemical industry, we proposed a conceptual framework that encompasses approaches from industrial ecology, economics, and engineering to guide the selection of performance indicators and evaluation methods for a holistic assessment of AI’s impacts. This framework could be a valuable tool to support the decision-making related to AI in the fundamental research and practical production of chemicals. Although this study focuses on the chemical industry, the insights of the literature review and the proposed framework could be applied to AI applications in other industries and broad industrial ecology fields. In the end, this study highlights future research directions for addressing the data challenges in assessing AI’s impacts and developing AI-enhanced tools to support the sustainable development of the chemical industry.
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The chemical industry plays a critical role in the global economy. In 2017, the contribution of the chemical industry to the global gross domestic product (GDP) was estimated to be $5.7 trillion (ICCA & Oxford Economics, 2019). The chemical industry is one of the most energy-intensive manufacturing industries (IEA, 2020a; Yao et al., 2014) and a major source of greenhouse gas (GHG) emissions. In 2010, the chemical and petrochemical industry accounted for 14% of the direct GHG emissions of the global industry (IEA, 2020b). In addition, chemical production often involves hazardous materials and high-pressure/high-temperature conditions, which may lead to fire, explosion, and other types of chemical accidents. Those chemical accidents could cause casualties, financial and social losses (Cui & Liu, 2017). To reduce the environmental burdens and enhance the energy efficiency and operational safety, many efforts have been made to develop and employ emerging technologies in the chemical industry (National Academies of Science Engineering & Medicine, 2016, 2018, 2019).

Artificial intelligence (AI) is one of the emerging technologies that have attracted increasing attention in recent decades. AI is a set of comprehensive frontier technologies that can perform activities as human intelligence (Ali et al., 2015; Mao et al., 2019). Symbolic AI, machine learning, and heuristics are different subsets of AI. Symbolic AI symbolizes cognition and logic deduction to reveal the process of human cognition (Haugeland, 1985). Typical symbolic AI technologies include expert system, fuzzy logic, and case-based reasoning. Machine learning is another type of AI that is able to learn and improve the performance of specific tasks from past experiences (Mitchell, 1997). Many machine learning techniques have been developed, such as artificial neural networks, support vector machines, and random forest. Heuristics are often used to solve high-dimensional problems by mimicking the natural biological evolution (e.g., genetic algorithm) or the collective behaviors of the animal societies (e.g., particle swarm optimization, ant colony optimization) (Tong et al., 2014). Other AI techniques include hybrid methods and agent-based modeling (Axtell et al., 2001; Bernhardt, 2007; Jennings, 2000; Wooldridge, 1997). In this study, the referred AI techniques exclude approaches in operations research (OR), such as optimization which is a mathematical process aiming at maximizing or minimizing the value of objective functions subject to constraints (Dantzig, 2016; Fang & Puthenpuray, 1993). Although OR has been widely applied in the chemical industry (Micheletto et al., 2008; Wang et al., 2015; Wu et al., 2017; Zhang et al., 2018), OR is not equivalent to AI, and the differences between AI and OR have been discussed in the literature. For example, traditional OR relies more on prescriptive methods that are solved to identify the optimal solution under defined constraints, while typical AI techniques lean toward predictive methods that provide projections of system performance and answer the question of what will happen (Hazen et al., 2018). Another study discussed OR as mathematical programming modeling relations between constraints, while AI focuses on the relationships between symbolic variables and symbolic structures (Venkatasubramanian, 2019). Given the differences, this study does not include OR literature whose authors do not recognize their work as AI (see Section 2 for keywords used in literature search). However, it is noticeable that with the more applications of AI techniques in OR (e.g., predicting the values or probability distributions of constraints (Bertsimas & Kallus, 2020)) and OR in AI (e.g., training the predictive models (Sra et al., 2012)), the limits and boundaries between AI and OR become fuzzier (Hazen et al., 2018).

The chemical industry is increasingly interested in using AI to address challenges in process modeling, optimization, control, and fault detection and diagnosis (Hajjar et al., 2016). Many of those aspects are related to the environmental, economic, and social sustainability of the chemical industry. According to a survey conducted by Accenture (Accenture, 2014), 94% of the executives of companies in the chemical and advanced materials industry expect an industry-wide digitalization, and AI plays an essential role in enabling the digital revolution (World Economic Forum, 2017). A few studies reviewed AI applications in the chemical industry (Ali et al., 2015; Kadlec et al., 2009; Zerrouki & Smadi, 2017). However, these reviews focused on the technical aspects of AI applications without examining the sustainability implications of using AI in the chemical industry. One study indicated the potential of AI in achieving sustainable development goals, but industry-specific investigations, specifically for the chemical industry, have not been conducted (Vinuesa et al., 2020). A few studies reviewed the impacts of AI application on higher education (Ma & Siau, 2018), public administration (Reis et al., 2019), and policy-making (Vesnic-Alujevic et al., 2020). All three studies focus on social and policy implications, but none have developed sustainability assessment frameworks. This study reviewed the literature that explored various AI applications in the chemical industry and quantitatively/qualitatively assessed the sustainability-related impacts of AI technologies. Based on the review, we proposed a conceptual framework encompassing industrial ecology approaches and different modeling/assessment methods for a holistic evaluation of AI’s impacts from environmental, economic, and social perspectives. In this paper, Section 2 reviews the AI applications in the chemical industry, Section 3 describes the conceptual framework, and Section 4 highlights the major conclusions and future research directions. The contributions of this work include:

- Performing the first comprehensive literature review focusing on the sustainability implications of AI applications in the chemical industry by different application types and impact categories.
- Identifying data and methodological gaps in understanding the environmental, economic, and social implications of AI applications in the chemical industry.
- Presenting a conceptual framework to guide the selection of methods and indicators for the impact assessment of AI applications in the chemical industry. This study also highlighted major data requirements and sources of each method.
- Highlighting future research directions for better assessing the impacts of AI applications and the potential integration of AI and industrial ecology approaches to support the sustainable development of the chemical industry.
2 REVIEW OF AI APPLICATIONS IN THE CHEMICAL INDUSTRY AND THEIR SUSTAINABILITY

In this study, we collected and reviewed 63 AI applications based on the following criteria: (1) published within 15 years; (2) published in peer-review journals or conference proceedings; (3) conducted quantitative analysis or qualitative assessment for the impacts of AI applications. Studies were searched in the Web of Science (2021) and Google Scholar Search Engine (Google, 2021) based on the combination of keywords "artificial intelligence" and "chemical industry," and then manually screened by the selection criteria mentioned above. We categorized these studies based on the type of AI applications (Section 2.1) and their potential impacts related to different aspects of sustainability (Section 2.2), and the detailed summary of each study is presented in the Supporting Information Table S2.

2.1 AI applications in the chemical industry

Based on the studies reviewed, we identified four different types of AI applications in the chemical industry:

- **Research & development (R&D).** R&D plays an essential role in industry innovation, especially for sustainability-related businesses (Hájek & Stejskal, 2018). AI has been used for predicting and optimizing chemical reactions (Marcou et al., 2015; Mohammadi & Penlidis, 2018; Zhou et al., 2017) and enhancing the chemical synthesis design (Segler et al., 2018). Machine learning has been explored for the screening and design of catalysts (Li et al., 2017; Li et al., 2017; Zahrt et al., 2019). Several studies highlighted the potential of AI in supporting the development of sustainable chemicals and materials (Doan et al., 2020; Gu et al., 2019). In addition to those technical aspects, one study investigated the use of artificial neural networks to evaluate and improve the job satisfaction of research labs (Azadeh et al., 2015).

- **Unit operations.** Unit operations (e.g., chemical synthesis and separation) are basic steps of chemical processes (Green & Perry, 2008). AI has been applied to improve the performance of specific unit operations, such as combustion (Zheng et al., 2009; Zhou et al., 2005), distillation (Ochoa-Estopier et al., 2013; Osuolale & Zhang, 2016, 2017), evaporation (Verma et al., 2017), compression (Qi et al., 2018), and reaction (Fernandes, 2006; Mosavi et al., 2019; Schweidtmann et al., 2018). Some studies focused on technical indicators such as yields (Fernandes, 2006; Geng et al., 2016; Keyvanloo et al., 2012; Schweidtmann et al., 2018), while the others focused on risk-related performance (Guo et al., 2009; Jaderi et al., 2019; Qi et al., 2018) and intelligent control of unit operations (Ji et al., 2016).

- **Processes and chemical plants.** AI has been explored in process system engineering for decades (Lee et al., 2018), for example, early AI applications in the 1990s for process control (Naidu et al., 1990; Saint-Donat et al., 1991; Ydstie, 1990). Recent studies explored different AI techniques such as deep neural networks, convolutional neural networks, and transfer learning (Wu & Zhao, 2018, 2020; Zhang & Zhao, 2017) to address process control problems in chemical plants that are much more complex than that in the 1990s (Luo et al., 2015; Sahebjamnia et al., 2016). A few studies integrated AI with risk assessment methods to improve the risk management of chemical plants (Aqlan & Mustafa Ali, 2014; Guo et al., 2019; Lavanvari et al., 2015; Yazdi & Kabir, 2017). Another AI application is chemical process and plant design (Cecchinii et al., 2012; Negny et al., 2012; Stéphane et al., 2010) that usually have direct impacts on the quality, cost, and environmental footprints of products (Stéphane et al., 2010). Several studies have explored the potential of AI in facilitating the eco-design of chemical processes (Robles et al., 2009; Ferrer et al., 2012; Negny et al., 2012). Other studies used AI to evaluate and enhance human factors such as health, safety, environment, and ergonomics (HSEE) in chemical plants (Azadeh et al., 2013; Azadeh & Zarrin, 2016).

- **Supply chain.** A supply chain is an integrated network where different entities such as suppliers, manufactures, and distributors work together to convert the raw materials into final products and deliver them to customers (Beamon, 1998). AI has been used to support the design, planning, and optimization of chemical supply chains with different environmental and economic aspects considered (e.g., genetic algorithm (Berning et al., 2004; Guillon et al., 2006), heuristic algorithm (Pozo et al., 2012)). Some studies focused on the supplier selection (e.g., case-based reasoning (Zhao & Yu, 2011), while others used AI techniques to forecast and manage disruptive events (e.g., agent-based modeling (Behdani et al., 2009, 2012, 2019; Ehlen et al., 2014)). Previous studies also integrated AI into traditional supply chain modeling techniques for renewable materials such as biomass (Castillo-Villar, 2014; Ghaderi et al., 2016; Lan et al., 2019).

2.2 Sustainability implications of AI applications

This section presents studies with measured/estimated/indicated sustainability-related impacts of AI by four types of applications. Five types of impacts were identified (Table 1), including economic, energy, environmental, safety and human factor, and time. Energy and time are separated from the other three categories. Although reducing energy consumption and computational time could improve environmental and economic performance, such benefits need to be confirmed with additional assessments such as life cycle assessment (LCA) or techno-economic analysis (TEA). Therefore, those studies focusing on energy and time without analyzing environmental and economic performance were classified into different categories from environmental or economic categories.
| Economic          | R&D     | Unit operations | Process and chemical plants | Supply chain |
|-------------------|---------|-----------------|-----------------------------|--------------|
| Direct and indirect costs | 6       | 3\(^a\) (3)\(^b\) | 6 (5)                      | N            |
| Profits           | N       | 3 (3)           | N                           | 6 (6)        |
| Capacity and yields | N       | 4 (4)           | 3 (3)                      | N            |
| Energy            |         |                 |                             |              |
| Energy efficiency | N       | 6 (6)           | 1 (1)                      | N            |
| Specific energy consumption | N       | 2 (2)           | 4 (4)                      | N            |
| Environment       |         |                 |                             |              |
| Emissions to air/water/land | Indirect reduction\(^c\) | 3 (3) | 2 (1) | 1 (1) |
| Life cycle environmental impacts | N       | N               | 1 (1)                      |              |
| Safety and human factor |         |                 |                             |              |
| Risk management   | N       | 2 (2)           | 5                           | 3 (3)        |
| Process monitoring and fault diagnosis | N   | 2 (2)           | 7 (6)                      | N            |
| Productivity      | 1 (1)   | N               | 3 (3)                      | N            |
| Simulation-based decision-making | N       | N               | N                          | 2            |
| Product safety    | 1 (1)   | N               | N                          | N            |
| Time              |         |                 |                             |              |
| Time for chemical product and process design | 4       | N               | N                          | N            |
| Experimental time | 4       | N               | N                          | N            |
| Computation time  | 3       | N               | N                          | 2 (2)        |

N indicates "None of the studies have been identified."

\(^a\)Total number of studies reviewed.
\(^b\)The number within the parenthesis is the number of studies that quantitatively evaluated the impacts.
\(^c\)Indicate reduction of environmental impacts by reducing the number of experiments needed.

Limited by the space, references were not shown in Table 1 but discussed in the following subsections. Table 1 shows in total 63 studies that are much smaller than the number of AI applications explored in the chemical industry (e.g., more than 180 studies based on previous reviews (Ali et al., 2015; Zerrouki & Smadi, 2017)). Furthermore, most studies shown in Table 1 only cover one or two impacts, and none of them have holistically assessed the impacts of AI from environmental, economic, and social aspects. Most studies (70%) in Table 1 include quantitative evaluation of AI’s benefits, while the rest only qualitatively discussed the potential benefits. This study only includes peer-reviewed studies and does not include unverified information online that qualitatively discussed the potential benefits of AI for the chemical industry. If they were included, the total number of studies with qualitative information of AI’s impacts would be much higher than that in Table 1. Both observations indicate a strong need for quantitative and holistic assessments to better understand the sustainability implications of AI applications in the chemical industry.

### 2.2.1 Economic aspect

The economic aspect in Table 1 refers to the direct or indirect impacts of AI on the economic gains of chemical production. Given that most chemical companies are for profit, it is not surprising to see the largest number of studies focusing on economic benefits in Table 1. Specific economic indicators evaluated in those studies are shown in Table 2.

Most studies focused on reducing the costs of chemical production through AI applications. Three studies assessed cost reduction using different indicators, as shown in Table 2 (Ochoa-Estopier et al., 2013; Osuolale & Zhang, 2016, 2017). We identified six studies that applied AI to chemical processes and/or chemical plants. Two of them focused on reducing the economic penalty from the imbalance between the planned and consumed natural gas (Kovačič et al., 2016; Kovačič & Dolenc, 2016). Other studies applied AI to decrease the operating costs related to energy (Jahromi et al., 2018), capital costs (Cecchini et al., 2012), and raw material costs (specifically the cost of crude oil consumption) (Han et al., 2019). For AI applications to supply chains, one study proposed a genetic algorithm-based methodology that can optimize the different indirect cost components for the chemical supply chain (Berning et al., 2004), but relevant AI applications were not identified.
Several AI studies focused on improving the profits of chemical production, all of which used quantitative methods (e.g., TEA) and process data (e.g., mass and energy balance). Three studies applied AI to unit operations, and they used profit indicators such as profit rate (Ji et al., 2016) and annual operating profit (Ochoa-Estopier et al., 2013; Osuolale & Zhang, 2017). The other three studies for supply chain used different indicators such as net present value (Pozo et al., 2012), expected profit (Ehrenstein et al., 2019; Guillén et al., 2006), and the average profit for scenarios with different supplier disruptions (Behdani et al., 2012, 2019), and other self-defined profit function (Cao et al., 2018). Note that this review does not include AI studies for bio-based chemicals as they have not been widely commercialized (Sharma et al., 2013), and readers are referred to a recent review of AI applications to biorefineries for more details (Liao & Yao, 2021).

In addition to costs and profits, some AI applications use indicators for plant capacity or product yields that directly impact the profits of chemical production. Some AI studies for R&D focus on improving the reaction yields (Mohammadi & Penlidis, 2018; Zhou et al., 2017) that could improve the profits if scaling up in the chemical production. However, none of these studies have provided unit-operation-level or process-level validations of potential economic benefits. Therefore, these studies are not included in Tables 1 and 2. Four studies used AI to increase the yields by developing predictive models for unit operations (Fernandes, 2006; Geng et al., 2016; Pereira et al., 2020; Schweidtmann et al., 2018) and employing heuristic-based yield optimization (Geng et al., 2016). Other studies developed AI-based predictive models for chemical products (Geng et al., 2017; Han et al., 2019), or used reinforcement learning to enhance the process control for optimizing the ratio of high-quality products (Sahebjamnia et al., 2016). These studies have quantitatively analyzed the improvements as these benefits are part of their modeling objectives.

In summary, many studies have quantified the economic benefits of AI applications in the chemical industry. They specifically focused on cost reduction, profits improvement, and capacity/yield increase, depending on the application types and specific AI techniques. All quantitative assessments need economic and process data (notably the data of energy and material flows), and many studies used economic analysis like TEA. These findings can be used as a reference for future economic assessment of different AI applications.

### 2.2.2 Energy aspect

Similar to the economic benefits, most AI studies reviewed in this section include quantitative analysis of either energy efficiency or energy consumption as these indicators are parts of the goals of AI applications (and economic and energy aspects are exchangeable in some cases when the economic indicator is energy cost). Those quantitative analyses rely on the existing energy/exergy analysis methods and energy data. Table 3 lists specific energy indicators used in previous AI studies. For chemical processes and plants, most studies integrated AI with analytical tools such as exergy and energy analysis to model and optimize the energy consumption of chemical and advanced material production (Golkarnarenji et al., 2018; Jahromi et al., 2018; Zhu et al., 2018). They showed 8.82%–43.3% reduction of specific or total energy consumption of studied systems, and their analysis heavily rely on the historical energy data of the plants. In addition, one study used agent-based modeling to combine different models and blocks (e.g., process models, process control block, fault detection model, and optimization block) for the polyethylene terephthalate
Production, which approximately reduced 10% of the heat medium flow of the entire factory (Luo et al., 2015). Another study used machine learning to improve the energy efficiency of the purified terephthalic acid production (Gong et al., 2017), and they qualitatively discussed the improvement of the plant-wide consumption of fuels, water, steam, and electricity. Unlike those studies for chemical plants, all studies for AI applied to unit operations used technology/facility-specific indicators to assess the energy benefits of AI, such as indicators specifically for distillation columns (Osuolale & Zhang, 2016, 2017), boilers (Zhou et al., 2005), evaporators (Verma et al., 2017), a centrifugal compressor (Heinrich & Schwarze, 2017), and a gas cyclone separator (Sun & Yoon, 2018). Furthermore, two studies used AI to improve the steam consumption of unit operations (Geng et al., 2016; Verma et al., 2017).

Although no studies were identified for R&D, AI could bring energy benefits in reducing the energy consumption of R&D activities by reducing the number of trials, as shown in Table 2. For AI applications for the supply chain, some generic energy indicators such as energy consumption and energy-saving potential could be used to quantify supply-chain-wide energy benefits of AI. Note that the energy consumption of AI applications (e.g., energy consumption of information technology, IT, infrastructure needed by computing) also needs to be considered. García-Martín et al. (2019) reviewed power estimation models for machine learning. For example, Rouhani et al. (2016) estimated the energy consumption of the training phase of a feedforward neural network by counting the number of arithmetic operations and communications in the training process. Rodrigues et al. (2018) estimated the energy consumption of a convolutional neural network by accounting for the power used by IT components, such as the processor, memory, and other peripherals. Depending on the types of AI and related hardware, estimating the energy consumption of AI and machine learning could be very complex.

### 2.2.3 Environmental aspect

Only seven studies (as shown in Table 1 and summarized in Table 4) have quantified the potential environmental impacts of AI applications in the chemical industry. AI can reduce the number of experiments in R&D, leading to a reduction of chemical usage and disposal from laboratories (that are considered as wastes to land or water) (Accenture, 2014; Choy et al., 2016). One study estimated a 19% reduction of chemical disposal by using the AI-based recursive operations strategy model for determining the optimal formula of product ingredients (Choy et al., 2016). AI may also reduce the life cycle impacts of conducting experiments. For example, all chemicals used in experiments have embodied impacts (e.g., embodied

### TABLE 4 Summary of environment indicators assessed in AI applications reviewed in this study

| Application types     | Quantitative indicators                                      |
|-----------------------|-------------------------------------------------------------|
| R&D                   | Chemical disposal (Choy et al., 2016)                       |
| Unit operations        | • NOx emissions (Zheng et al., 2009; Zhou et al., 2005)     |
|                       | • Naphtha generation (Geng et al., 2016)                    |
| Process and chemical plants | Reduced CO₂ emissions (Han et al., 2019)                  |
| Supply chain          | • Damage to human health/ecosystem quality/natural resources (Pozo et al., 2012) |
|                       | • GHG emissions (Cao et al., 2018)                         |
energy and carbon) that are impacts associated with the upstream production and transportation of chemicals (Yao & Masanet, 2018), reducing the number of experiments in R&D decreases the chemical usage, reducing the embodied impacts of chemical usage and as a result reducing the life cycle impacts of conducting experiments. The significance of such impacts will need to be quantified by systems tools such as LCA either for R&D activities (e.g., compare the life cycle impacts of experiments before and after AI implementation) or entire organization (e.g., conduct organizational LCA before and after AI implementation) (Martínez-Blanco et al., 2015). AI has been applied to unit operations and chemical plants to minimize the NOx emissions from the boiler (Zheng et al., 2009; Zhou et al., 2005), the naphtha generated from the ethylene cracking furnace (Geng et al., 2016), and the CO2 emissions from the ethylene production plant (Han et al., 2019). For the chemical supply chain, one study quantified and optimized supply-chain-wide GHG emissions by integrating a cyber-physical system (Cao et al., 2018). Another study that applied a nondominated sorting genetic algorithm in optimizing chemical supply chain design quantified the endpoint life cycle impacts of the supply chain (Pozo et al., 2012).

LCA has been used to evaluate the environmental impacts of emerging technologies in the chemical industry (Yao & Masanet, 2018). However, few studies have used LCA to quantify the potential life-cycle environmental impacts of AI applications, which could be caused by limited data availability (e.g., the lack of life cycle inventory (LCI) data of chemical plants, such as air emission data before and after AI implementation). Although the LCI data of some chemical production are available in databases such as Ecoinvent and USLCI (NREL, 2012; Wernet et al., 2016), the LCI data of specific facilities, unit operations, chemical plants, or supply chains before and after AI implementation are not available. Given that AI has not been widely adopted, how to acquire those data from either primary or secondary sources and integrate them into the traditional LCA framework is a challenge. Another critical issue is the acceptability of AI proposed solutions. The actual impacts of AI applications will depend on whether and how much those solutions generated by AI techniques can be accepted and feasibly implemented in the chemical industry. Addressing the uncertainty associated with the AI acceptability in qualitative assessment methods such as LCA is a research direction worth further investigation.

Although the LCAs of AI applications in the chemical industry are rare, AI has been used to facilitate the LCAs with limited LCI data. For example, one study has combined artificial neural network and process simulations to generate the LCI data of activated carbon produced from diverse biomass sources (Liao et al., 2019, 2020). Another study developed machine learning-based models to estimate the life cycle impacts of chemicals (Song et al., 2017), and a similar approach was used for predicting the life cycle impacts of sugarcane production (Kaab et al., 2019) and corn production (Romeiko et al., 2019). One study used LCA to estimate the environmental impacts of a chemical supply chain and integrated such impacts into their optimization models that utilized AI techniques (Pozo et al., 2012).

The LCA is needed for AI applications in the chemical industry to better understand AI’s potential environmental impacts and identify the most sustainable pathways for large-scale, industry-wide AI adoption. Conducting LCAs for AI applications shares many challenges with LCAs for other emerging technologies, such as the large data gap. It also could be more challenging to identify and assess how physical processes and specific technical parameters will be changed after AI implementation. This is one of the challenges that we hope the conceptual framework proposed in this paper can address.

### 2.2.4 Safety and human factor aspect

The safety and human factor aspect covers many factors from process safety to employee productivity, as shown in Table 5. AI applications for detecting abnormal conditions during chemical production can be traced back to the 1980s (Rich et al., 1989). Recent studies explored different AI techniques and application types. One study developed a fuzzy logic integrated chemical product design framework to improve chemical product safety in early-stage chemical R&D (Ten et al., 2016). In another study, AI increased the reliability and accuracy in detecting abnormal conditions, improving the process monitoring and fault diagnosis, and enhancing the overall chemical production safety (Zhang et al., 2011). For AI applied to unit operations, AI-enhanced process monitoring has been developed for a rectification column (Ji et al., 2016) and a chemical reactor (Sriyakul et al., 2017). Other studies used AI to enhance the monitoring for polymerization processes (Gonzaga et al., 2009) and refineries (World Economic Forum, 2017) considered as AI applications for chemical plants. In addition, AI-based fault detection has been developed for reciprocating compressors (Qi et al., 2018) and Tennessee-Eastman process (Wu & Zhao, 2018, 2020; Zhang & Zhao, 2017). The safety impacts of those AI-based models can be quantified by indicators such as fault detection rate (Zhang & Zhao, 2017), and reliability (Cecchini et al., 2012).

Risk assessment is a critical method for safety improvement and management in the chemical industry (Lee et al., 2016). Previous studies have investigated the potential of AI in supporting risk assessment using different indicators and quantitative methods. Two studies used artificial neural networks to estimate the criticality score of petrochemical facilities (Guo et al., 2009; Jaderi et al., 2019). For processes and chemical plants, several quantitative risk assessment methods are available such as failure modes and effects analysis, fault tree analysis, and bow-tie analysis. Fuzzy logic and Bayesian network have been combined with fault tree analysis (Guo et al., 2019; Lavasani et al., 2015; Yazdii & Kabir, 2017; Yazdii & Zarei, 2018) and bow-tie analysis (Aqlan & Mustafa Ali, 2014) to analyze the petrochemical plants. AI significantly enhanced the capacities of traditional risk assessment methods, especially for complex systems with small datasets. In addition, agent-based modeling has been used to simulate the large-scale chemical supply chains and quantify the risks (using indicators such as reduced average profits) from homeland security events (Ehlen et al., 2014) and the effectiveness of different risk mitigation strategies (Behdani et al., 2012, 2019).
TABLE 5 Summary of safety and human factor indicators assessed in AI applications reviewed in this study

| Application types                | Quantitative indicators                                                                 |
|----------------------------------|------------------------------------------------------------------------------------------|
| R&D                              | ★ Safety and health indexes of chemical products (e.g., soil sorption coefficient and flammability) (Ng et al., 2014; Ten et al., 2016) ★ Job satisfaction (Azadeh et al., 2015) |
| Unit operations                  | ★ Feedback time (Ji et al., 2016) ★ Sensor measurement deviation (Ji et al., 2016; Sriyakul et al., 2017) ★ Criticality score (Guo et al., 2009; Jaderi et al., 2019) |
| Process and chemical plants      | ★ Fault detection and diagnosis indicators (e.g., fault detection rate, false positive rate, accurate classification rate) (Qi et al., 2018; Wu & Zhao, 2018, 2020; Zhang & Zhao, 2017) ★ Sensor measurement deviation (Gonzaga et al., 2009) ★ Failure probabilities of top events (Aqlan & Mustafa Ali, 2014; Guo et al., 2019; Lavasani et al., 2015; Yazdi & Kabir, 2017; Yazdi & Zarei, 2018) ★ Reliability (Cecchini et al., 2012) ★ Number of faults in a period of time (Sahebjamnia et al., 2016) ★ Labor productivity indicators (e.g., job stress, staff efficiency, effectiveness, labor time) (Azadeh et al., 2013; Azadeh & Zarrin, 2016; Jiang et al., 2018) |
| Supply chain                     | ★ Supply-demand ratio (Ehlen et al., 2014) ★ Cumulative late order and tardiness (Behdani et al., 2009, 2019) ★ The similarity between the supplier qualification and the target qualification (Zhao & Yu, 2011) |

*System-level failure events considered as the outcome of fault and event trees (e.g., the explosion of oil storage tanks) (Ruijters & Stoelinga, 2015).*

For the impacts of AI applications on the human factor aspect, two types of impacts were identified: improved labor/enterprise productivity and enhanced decision-making. AI-based models were established to estimate and enhance the staff productivity indicators (e.g., job stress and job satisfaction) for hazardous R&D laboratories (Azadeh et al., 2015), and chemical plants (Azadeh et al., 2013; Azadeh & Zarrin, 2016; Jiang et al., 2018). The productivity of individuals working at R&D laboratories and chemical plants was quantified by the HSEE and resilience engineering (RE) scores based on the data collected from questionnaires. For AI applications to chemical supply chain, AI can be used to enhance the supply-chain decision-making, such as supporting supplier selection (Zhao & Yu, 2011) and evaluating the effectiveness of different supply chain management strategies (Behdani et al., 2009; DeRosa et al., 2016). For example, Zhao and Yu (2011) adopted the case-based reasoning approach that was built on the AI technology (i.e., back propagation neural network) and developed a method to enhance the decision-making on supplier choices for the petroleum enterprise using the large amount of case data cumulated by a petroleum company in China (Zhao & Yu, 2011).

For chemical production, safety and human factors are highly correlated (Gordon, 1998). But few studies have evaluated the correlations between these two impacts (e.g., how the enhanced safety would improve HSEE-related scores or vice versa). Most studies that provided quantitative information of AI’s impacts have included those impact indicators in their AI-based models. Those studies also have demonstrated the potential of AI in enhancing the traditional risk assessment from a methodology point of view and improving the employee productivity and supply chain decision-making from a practical point of view, although the latter improvement is much harder to be quantified than the former one.

2.2.5 Time aspect

The time aspect is referred to the reduced time for the design, experiment, and computation by applying AI-based methods. Although time reduction is not directly related to sustainability, it could reduce the environmental, economic, and social impacts by reducing resource consumption and support the sustainable development of chemical processes/products, which is why we included this aspect in this review. For example, previous studies showed that computational time has direct correlations with the energy and carbon footprints of AI and machine learning, and thus training time should always be reported (Dhar, 2020; Henderson et al., 2020; Lacoste et al., 2019; Strubell et al., 2020).

In total, we identified four studies for accelerating chemical process and product design, three studies for reducing experimental time, and three studies for decreasing computational time in R&D. Although almost all studies mentioned the time reduction benefits of AI, few of them quantified such benefits. Two studies applied heuristic algorithms for supply chain optimization that found near-optimal solutions with a shorter computational time than traditional optimization methods (Ehrenstein et al., 2019; Pozo et al., 2012). It is noteworthy that besides the chemical industry reviewed in this study, AI technologies are widely reported to reduce the computational time in other industries and fields, including the power sector, food industry, transportation system, and other areas (Abduljabbar et al., 2019; Ahn et al., 2020; Ma & He, 2019; Ongsakul & Dieu, 2019; Zahraee et al., 2016). Another area is green supply chain design and management (GSDM), an emerging area that integrates environmental considerations into
supply chain design and management (Srivastava, 2007). AI has been applied to supply chain management but mostly on the risk management domain (Baryannis et al., 2019). Liu et al. (2020) reviewed 36 studies that applied big data analytics to GSDM, and pointed out a few of them that have applied AI to green purchasing (Liu et al., 2020), although none of these are related to the chemical industry. Liao and Yao (2021) reviewed AI applications in the bioenergy field and discussed the potential benefits of AI in addressing computational barriers by providing near-optimal solutions for supply chain design problems (Liao & Yao, 2021).

3 | A CONCEPTUAL IMPACT ASSESSMENT FRAMEWORK FOR AI APPLICATIONS IN THE CHEMICAL INDUSTRY

AI is in digital form, but AI applications in the chemical industry require interactions between AI and physical activities. To better quantify the potential impacts of AI applications, comprehensive understandings of how AI has been applied and interacted with existing models (digital systems) and chemical production (physical systems) are needed. By examining different AI applications and how AI interacted with chemical systems in the literature reviewed in Section 2, we identified three modes of AI applications, as shown in Table 6. Technical parameters (TP) are controllable parameters (e.g., temperature and material flow rates for unit operations). PI are performance indicators that depend on technical parameters (e.g., profits, energy consumption, and environmental emissions) and are related to five aspects discussed in the previous section. These three modes majorly differentiate in the relationships between TP and PI of the traditional systems, namely unknown relationships, known relationships but unoptimized, and known relationships but requiring enhancement.

In the first mode, the quantitative relationships between TP and PI of the traditional systems are unknown, thus improving PI mostly relies on trial and error or empirical knowledge. Powered by AI, PI can be directly predicted or estimated based on existing datasets. A few examples include the AI-based predictive models for improving the process monitoring of unit operations (Fahmi & Cremaschi, 2012; Gonzaga et al., 2009; Han et al., 2019). AI techniques that have been applied under this mode include artificial neural networks (Zhou et al., 2005), support vector machine (Golkarnarenji et al., 2018), and random forest (Marcou et al., 2015).

In the second application mode, the relationships between the TP and PI are known for the traditional system (the main difference between the first and second mode), but the system has not been fully optimized and AI-based optimization is used to improve the PI. For example, one study used differential evolution algorithms to reduce the utility cost of an ethylene plant by over 2 million $/year compared with the baseline scenario (Jahromi et al., 2018). One study may use different application modes. For instance, besides using support vector machine to predict the process PI (AI application mode 1), Golkarnarenji et al. also used heuristic algorithms to optimize the energy consumption of a carbon fiber production line (AI application mode 2), and the optimized scenario showed ~40% reduction of energy consumption compared with the unoptimized traditional system (Golkarnarenji et al., 2018).

The third application mode used AI technologies to enhance the capabilities of traditional models for chemical production. For example, fuzzy logic has been used to enhance the fault tree analysis for the petrochemical industry (Lavasani et al., 2015; Yazdi & Zarei, 2018) by allowing for the estimation of failure probability with insufficient incident data. In this application mode, the relationship between TP and PI is also known as the traditional model, but the integration of AI can extend the capability of the traditional model.

The potential impacts of the first application mode may be the highest among the three since AI is used to establish the models that cannot be alternated by first-principle models (Venkatasubramanian, 2019). Such AI applications could potentially identify improvement opportunities that are very hard to be pinpointed without a comprehensive understanding of the relationships between TP and PI. The impacts of the second type of

| Traditional systems | Systems after AI adoption | Typical AI techniques | Potential impact |
|---------------------|---------------------------|-----------------------|-----------------|
| 1. TP → PI Unknown | TP → PI Al based | Neural networks, Support vector machine, Random forest | High |
| 2. TP → PI Unoptimized | TP → PI Al optimized | Genetic algorithm, Particle swarm optimization, Differential evolution | Medium |
| 3. TP → PI Traditional | TP → PI Al integrated | Fuzzy logic, Case-based reasoning, Agent-based modeling (ABM) | Low |
AI applications could also be high given that the systems have not been fully optimized. The third application mode may have the lowest impacts given that the system may already be well optimized by traditional models.

Based on the three modes of AI applications, the impacts of AI adoptions can be calculated as:

\[ \Delta E = P_{IAI} - P_{baseline} = F(TP_{AI}) - F(TP_{baseline}). \]  

\( \Delta E \) is the net impacts of the AI application, which is the difference between the PI after AI adoption \( (P_{IAI}) \) and the PI before AI adoption \( (P_{baseline}) \).

For those applications where the PI is quantitatively included in the AI model (as an objective function or parameter), such impact (or say PI difference) can be directly measured as demonstrated by studies reviewed in Sections 2.1–2.3 for economic, energy, and safety aspects. For those applications that do not include the PI in the AI models, such impacts can be estimated by parameterizing the PI by technical parameters \( TP(s) \) through a function \( F \) and evaluating the changes of TP caused by the AI adoption. Such an approach has been used to evaluate other emerging technologies in the chemical industry. For example, one study developed a process-based model for traditional ethylene production to parametrize the life cycle energy consumption of ethylene by energy efficiency and operational parameters so that the energy reduction enabled by the emerging technology can be estimated by changing the parameters affected by those technologies (Yao et al., 2016). A similar approach can be applied to AI applications.

The challenge then becomes the selection of PI and development of function \( F \) to perform the impact assessment. To address this challenge, we proposed a conceptual framework to guide the selection of PI and relevant quantitative assessment methods for assessing the sustainability impacts of AI, as shown in Figure 1. In this framework, the selection of the indicators is based on the AI application types and the major impact categories identified in the previous section. This study does not intend to develop a new impact assessment method. Instead, this work presents a conceptual framework to select appropriate indicators and qualitative assessment methods to understand system changes and relevant sustainability implications of AI adoption. As presented in Figure 1, five steps are included: (1) determine the AI application type; (2) select impact categories; (3) select performance indicators; (4) assess indicator; (5) quantify impacts and uncertainty of the AI application. The following subsections provide extended discussions for each step.

### 3.1 Determine AI application types and impact categories

AI application type should be determined first. Four application types are included based on the review in Section 2. The application type can be determined based on where AI is applied or what TP(s) will be affected, and multiple application types may be included for the initial consideration. For example, if an AI technique can improve the yield of a unit operation, which will affect the mass balance of the entire chemical plant. Then both the “unit operations” and “process and chemical plants” should be considered.
Based on the AI application type, potential impact categories need to be selected in the next step. Such a selection can be made based on the stakeholders’ interest, preliminary assessment, engineering experience, or similar studies in the literature. Five major impact categories are included in the framework based on the review in Section 2, but additional impacts could be considered on a case-by-case basis. Furthermore, some impacts may be correlated and thus need to be considered together, for example, energy consumption (energy aspect) and energy costs (economic aspect). If one or multiple AI technique(s) can be implemented in different ways (e.g., three adoption methods as shown in Table 6) and conducting a full assessment for each of them is challenging, we suggest using Table 6 as a reference to determine assessment priority by having a qualitative assessment for the significance of the potential impacts.

3.2 Indicator selection and refinement

Under each impact category by different application types, various PIs are available to assess the specific impacts of AI technologies (See Supporting Information Table S2). Figure 2 shows the major types of PIs under each impact category. A few additional aspects can be considered for indicator selection:

- Data availability. The data requirement of specific PIs and evaluation methods are shown in Figure 2. Primary data is obtained through direct measurement, and secondary data can be acquired from the literature, existing databases, or engineering estimations. The primary data of PIs or TPs by direct measurement should be used whenever available. Some data could be used to evaluate more than one indicator. For example, if the process data of energy and material flows are available, it is highly likely that different economic, energy, and environmental indicators can be estimated using TEA, LCA, and material flow analysis (MFA). A brief introduction of methods shown in Figure 2 and their data requirements are further discussed in the next section.

- Analysis capability. A variety of analytical methods for different PIs are provided in Figure 2. Most of those methods require specialized tools (e.g., engineering simulation software) and human resources (e.g., experienced LCA practitioners). Whether those resources are available for analyzing a specific PI in a reasonable timeframe is another factor to be considered.

- Indicator applicability. Some PIs are highly generic (e.g., yield and energy efficiency), while the others are limited to specific application types (e.g., isentropic efficiency for compressors and turbines). Generic PIs may be more suitable for comparisons across different
application types (for one or multiple AI techniques), while application-specific PIs will be more suitable for comparisons within the same application type.

3.3 Indicator evaluation and impact assessment

This section provides a brief discussion of methods presented in Figure 2. Different economic indicators can be evaluated by TEA, a widely used economic analysis method to quantify the technical and economic feasibility (Scott, 2015). A TEA needs process data of all energy and material flows and relevant economic data (Lan et al., 2020; Liu et al., 2018) for operational activities and/or capitals (depending on the indicators). Such process data are also needed by MFA and LCA. MFA is a core method used in the industrial ecology area that quantifies and tracks materials being used, reused, and lost (Graedel, 2019). MFA has been used to support the circular economy in different industries (Johnson et al., 2020; Moriguchi, 2007; Wang et al., 2016) and track chemical emissions related to environmental impacts (Li & Wania, 2016; van Gils et al., 2020). Therefore, MFA could be suitable for AI applications that affect material efficiency (e.g., yields) and chemical products. Another core method of industrial ecology is LCA. As discussed in Section 2.2.3, few studies have conducted LCA for AI applications and one major barrier is data availability. Many methods have been explored for LCI estimation, such as process simulations (Montazeri & Eckelman, 2016; Smith et al., 2017), process design calculations (Parvatker et al., 2019; Yao & Masanet, 2018), stoichiometry, molecular structure-based models (Wernet et al., 2008), and machine learning-based method (Liao et al., 2020; Song et al., 2017). How to leverage those methods to fill the data gaps for AI evaluation, especially leveraging state-of-the-art machine learning and data analytics, is a research question to be explored. In addition to the LCI data of chemical production, the LCI data of background processes (e.g., upstream production of electricity and chemicals) and the characterization factors of life cycle impact assessment (LCIA) are available in many secondary data sources (see Supporting Information Table S1).

Process simulation is a powerful method to provide the process data needed by TEA, LCA, and MFA. Process simulation uses mathematical models to represent physical/chemical transformation processes in unit operations (Chaves et al., 2015). Various chemical simulation software are available, such as Aspen Plus (AspenTech, 2020) and gPROMS (Process Systems Enterprise, 2021). Process simulation requires detailed process information such as operating conditions and stream properties (considered as TP in Equation 1), therefore process simulation can be used to derive the function $F$ in Equation (1), allowing for assessing AI’s impacts by investigating the changes of TPs caused by AI.

Energy and exergy analyses are included in the framework. Energy analysis relies on the first law of thermodynamics, while exergy analysis relies on the second law of thermodynamics (Aljundi, 2009). Both analyses provide energy-related PIs, but exergy analysis is increasingly popular given its ability to analyze the energy quality and irreversibility aspects of thermodynamic processes, none of which can be analyzed by energy analysis (Aghbashlo et al., 2013). However, exergy analysis may require more data (e.g., the temperature profile of the environment). Therefore, the selection between energy and exergy analysis needs careful consideration of the analysis scope and data availability.

The environmental impacts and safety of chemical products are highly related to chemical structures. For example, the toxicity of chemicals is related to their properties and chemical structure (Manzetti et al., 2014). A large variety of first-principle or empirical methods are available to estimate different physical/chemical properties of chemicals based on their structure. Those methods are useful to assess the impacts of AI applications related to the design of chemical synthesis, especially new chemical products.

Empirical estimation and failure analysis methods (e.g., fault tree analysis as discussed in Section 2.2.4) can be used to evaluate risk-related PIs. Data envelopment analysis (DEA) is a nonparametric linear programming technique for evaluating the relative efficiency and productivity of decision-making units (Azadi et al., 2015), and it has been used to evaluate human/labor productivity (Hu & Cai, 2004; Mugera et al., 2012), eco-efficiency (Zhang et al., 2008), and economic efficiency (Hoang & Alaudzin, 2012) in other industries. DEA could potentially be used to evaluate the impacts of AI on PIs related to human, environment, and economic, but it needs extensive data, especially the process data that can reflect system changes over a period, which could be a challenge. In addition, other relevant methods such as confusion matrix (Xie et al., 2019) for fault diagnosis may be possible in evaluating different performance indicators.

Figure 2 lists major requirements of primary and secondary data and their acquisition challenges assessed by the authors. Figure 2 is not a comprehensive list of all data. Instead, we list major types and sources of data to provide high-level information for researchers and analysts to select appropriate methods and design the specific assessment. Some examples of secondary data sources are provided in Supporting Information Table S1. The impacts of AI application can be quantified by using the methods listed in Figure 2 to estimate the PIs’ differences using Equation (1) discussed at the beginning of this section.

3.4 Applications and limitations of the proposed framework

In this study, the proposed framework is based on the review of assessing the sustainability impacts of AI applications in the chemical industry. This framework could be tailored and used in other industries, or broad industrial ecology field (e.g., industrial symbiosis (IS)). AI applications are emerging in industrial ecology (Abduljabbar et al., 2019; Ahmad et al., 2021; Lütje et al., 2017; Ongsakul & Dieu, 2019; Rahmanifard & Plaksina, 2019).
For IS, AI has been applied to several topics, including identifying and simulating potential elements of an industrial ecosystem that could cooperate by using ABM and participatory modeling (Batten, 2009), simulating and assessing the potential economic benefits of companies adopting IS relationship by using integrated ABM and enterprise input–output model (Yazan & Fraccascia, 2020), simulating the mass and energy flows of the symbiosis relationship by using machine learning and ABM (Lütje et al., 2017), and filtering the IS opportunities by using concurrent epistemic game structures (Yazdanpanah et al., 2019). Unlike the AI applications in the chemical industry, AI applications in IS commonly involve with multiple companies or systems that seek symbiosis (Yazan & Fraccascia, 2020). This could lead to the integration of multiple AI technologies, the combination of AI application modes (see Table 6) and AI application levels (see Step 1 in Figure 1). For example, two studies used AI technologies (e.g., machine learning) to identify the symbiosis opportunities, which may belong to the first AI application mode and an application level of supply chain (Lütje et al., 2017; Yazdanpanah et al., 2019). AI technologies (e.g., ABM) can also be employed to simulate the symbiosis relationship between industrial entities that may be only optimized individually, which may belong to the third AI application mode and the application level of supply chain and process and plant (Lütje et al., 2017; Yazan & Fraccascia, 2020). Then Steps 2–5 in the proposed framework (Figure 1) can be applied.

One limitation of the proposed framework is the exclusion of IT infrastructure that is essential for AI applications in the chemical industry. The IT infrastructure may include computing facilities, data storage, sensors, and other devices (Ahmad et al., 2021). As discussed in Section 2.2.2, IT infrastructure has impacts such as energy consumption that can be complex and lack robust methods to assess such impacts. (Ahmad et al., 2021; Huang & Masanet, 2015; Shehabi et al., 2016). Hence, in this study, IT infrastructure is excluded but can be further investigated by future research.

4 | CONCLUSION

This paper reviewed a variety of AI applications in the chemical industry and highlighted five major sustainability-related implications of AI adoptions. Although AI is not new to the chemical industry, quantitative analysis for AI’s impacts on the environmental, economic, and society is still limited. Most of the reviewed studies focused on the economic, energy, and safety aspects, while surprisingly, the environmental implications of AI have been rarely evaluated. Assessing the impacts of AI requires a comprehensive understanding of how AI interacts/affects physical and technical systems that generate economic, environmental, and social impacts. This review identified three modes of AI interactions with physical systems and highlighted the potential impacts for each mode. We then presented a conceptual framework based on the literature review and include methods from industrial ecology, economics, and engineering to guide the selection of performance indicators and evaluation methods for a holistic assessment of AI’s impacts. A practical application of the framework requires real-world case studies with sufficient process information, which may be challenging for researchers like the authors, given the confidentiality of most AI projects announced by chemical companies. However, it could be a useful tool for the chemical industry to estimate the various impacts of AI technologies with different types of applications, supporting their decision-making related to technology/application selection and investment. For AI and chemical researchers, this framework could be used to quantify the big-picture impacts of AI and identify the most beneficial pathways of AI applications, which may foster more interdisciplinary research between the two fields to support the sustainable production of chemicals and advanced materials.

Industrial ecology methods LCA and MFA are powerful tools, although few studies have used these methods to evaluate the impacts of AI given the large data gaps. Machine learning has been used to fill the data gaps of LCA (Liao et al., 2020; Nabinger et al., 2019; Song et al., 2017), which is a promising direction to broaden the applications of industrial ecology approaches and address the data challenges of assessing AI’s impacts. On the other hand, we identified AI applications in the industrial ecology field (e.g., potential AI application for an eco-industrial park (Zhang et al., 2017)). More AI case studies are needed to understand which AI technique should be used and how it can be used to support what specific industrial ecology practice.
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