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Abstract: In the communication networks, one of the major problems in the quality of service is congestion. Indeed, the phenomenon of congestion is due to the fact that many packets emitted follow the same paths. As a result, the increase the bandwidth offered can solve the problem only in the short term. In order to solve this problem, several solutions have been proposed, such as multipath routing algorithms, which distribute traffic between a source and a destination on several different paths, while taking into account the level of saturation of the intermediaries nodes, composing the different paths with a objective to avoid cluttered paths. Its purpose is to shed the excessive burden save a knot on its neighbors to improve performance and to exploit efficiently. In this paper we have analysis the load balancing in Multipath routing to achieve better network performance. We have study and reviewed the different load balancing algorithm in multipath network and based on review we have proposed a new load balancing algorithm in the multipath network. We have modified the packet of RREP and RREQ packet to transmit and receive the route information to compute the load of every path and we added a new field in RREP packet Buffer size to store the current node and their neighbor information to find the alternate route if network load in increase we have compare the performance of proposed protocol with the LB-AOMDV, SMR & AOMDV multipath routing protocols. NS2 is used for simulation.
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I. INTRODUCTION

The rapid evolution of mobile node processing capabilities and the improvement of the quality of the network linking these entities motivated the use of the ad hoc network as support for distributed calculations. A good use of this platform allows increasing the potential power of the nodes. The need for efficient load sharing and balancing algorithm is graver when the environment of network is more heterogeneous. Indeed, mobile computers have intrinsic resources (computing power, battery power) very variable peace rates, which may vary from resources comparable to those of PCs, in the case of laptops, to significantly lower resources, especially in the case of handheld computers. This processing capacity heterogeneous can cause situations where nodes are heavily loaded, while others remain poorly charged or unused. Proper use of each node helps to take advantage of its power without affecting its own work and potentially increase the power of the mobile nodes.

Ad-Hoc network consists of a collection of wireless mobile nodes, which constitute a temporary network without depending on an existing infrastructure or centralized administration [1]. Nowadays, people are moving and communicating more and more. They need new technologies that allow them to recover quickly and easily share information and communicate with distant people who may not be door where in the world. Recent years have seen the technological development of numerous components and electronic devices of all kinds to respond to these new needs. These communicating devices are becoming smaller, have capacities more and more efficient computing and are becoming more and more widespread. We meet them everywhere in our daily lives: at home, at the office, in cars, etc. Advancing research in the field of mobile networks and technologies communication has favored the design of new applications (audio and video) conference, television on demand, interactive group games, tele-teaching. etc) and the formation of collaborative groups. Several of these applications, such as communications of groups or the coordination of civil forces deploy on ad-hoc networks and require effective information shifts to increase collective knowledge. The most rudimentary modes of collaboration are limited to simple exchanges text messages (forums, mailing lists). However, users are becoming more aspirants for solutions that allow them to collaborate in situations of mobility with other users in order to offer their applications features that allow them to run faster and work to reduce their consumption energy. These new needs create new challenges to ensure group communications in an ad hoc network, offering quality of service for applications (reduced response time), while adapting to the nature of networks. Wireless Networks & their Ad hoc characteristics, mobility and dynamism of the nodes, energy. However, these mobile environments have a significant heterogeneous great variability both in terms of the processing capacity and the energy between the different nodes. Indeed, a more powerful node in terms of processing capacity can become idle, because he has quickly finished his work while the others, less powerful, are occupied for most of the time and thus consume more energy. The capacity of the powerful nodes can be exploited by overcrowded nodes if a fraction the charge of these is shared with them. The use of load balancing as solution for distribution of load is therefore crucial for improving the
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Due to the participation of the nodes to the routing operation and to the processing of the control traffic defined by the protocols.

II. LITERATURE REVIEW

Transmission power has a direct impact on the life of the batteries and their capacity of the network in terms of actual traffic carried. In addition, the range of a node directly influences the zone of interference. Increase the range, also involves increasing the probability of interference, the increase collision rate, decreases the capacity of nodes to transmit. The control of power or topology consists of adapting the ranges and transmission powers of the nodes to ensure a minimum consumption of energy while keeping the connectivity of the network. It is a question of finding an optimal transmission range for the nodes of the network, being able to be common or not, allowing to optimize the energy consumed during communications [3,13]. Topology control aims to reduce the range of nodes, if possible, from where reduce interferences and collisions for better conservation of energy [14]. Several proposals exist to ensure the control of topology and power. The mechanism proposed in [15] allows to adjust the power of a node until it has a limited number of neighbors. This does not ensure in all cases the connectivity of the network. Often nodes can end up in separate batches with a few direct neighbors. The purpose of the COMPOW [16] protocol is to adjust the power of the nodes according to a common value. This protocol also aims at increasing the capacity of transmission of the network with the lowest level of energy or range while keeping the connectivity of the network. Ensure minimal node reach while maintaining network connectivity poses the problem of finding the best network coverage and control of partitioning. The article [17] proposes to calculate the load at digraph on the whole nodes of the network, whose topology and location of the nodes is known at an instant given, then to deduce the Delaunay triangulation which allows to link the nodes having neighboring cells. The Delaunay diagram ensures total node connectivity network based on short links ensuring a minimum scope of the solutions proposed at this level define a sleep mode during which a node limits its network activity in order to conserve its energy. One of the mechanisms of reference for the conservation of energy in wireless networks is PSM (Power Saving Mode) proposed by the IEEE 802.11 standard. From the energy consumption point of view, a node can have three states. It can be in reception, dissipating some energy, in broadcast, dissipating another energy or in standby mode (passive listening of the channel) and in this case it also dissipates energy. The 802.11 standard defines the PS (Power Save) for conserve node energy in a wireless network with or without infrastructure. A station using PSM can see one of the following two states at a given time: - Awake: the station uses all its power to send and receive packets at any time. Doze: the station is unable to transmit or receive, it...
uses the minimum of its energy. If it has messages to send, it saves them locally. In 802.11, two modes of energy management are defined: - Active mode (AM): the station can receive packets at any time. She is in the awake state. - Power save (PS): The station may be in the state Doze but must wake up and return to the awake state to receive certain control, synchronization messages and receive the saved packets. All nodes in the network must be alive at the same time to change the messages they will have saved during the doze period. As a result, 802.11 defines a synchronization function that is based on the exchange of a packet called Beacon at the beginning of each Beacon Interval period. This period starts with a sub period called ATIM Window during which only the control messages and announcements (ATIM messages: Announcement Traffic Indication Message) on messages saved must be exchanged between the nodes. At the end of ATIM Window, if a node has not announced any packages to send and has not received any announcements so it can enter in Doze state for the rest of Beacon Interval. If not, he must remain Awake to carry out the necessary transfers and synchronize with all the nodes of the network at that level.

III. PROPOSED METHODOLOGY FOR LOAD BALANCING IN MULTIPATH NETWORK

The criterion for the shortest path depends on the minimum hop distance between the source-destination pair depending on which path is chosen. This national criterion selects central node pathways as hops between many source-destination pairs. This is why the transmission of the center node is higher than other nodes are the reason that the shortest path between any two points always passes through the center and the shortest path chooses the shortest route. Thus, it can be established that the load may be in equilibrium, if relaxed, we come up with a strategy that can drive traffic to the nodes in the center and allow for participation and diversity of active nodes as a whole. The other path with the peripheral node promises relatively optimum hoop distance while not choosing the center nodes of the network. One way to achieve this is by comparison the optimum unit is not an absolute unit of measurement but a hop distance that does not introduce unacceptable delays.

The participation of the center node is not ignored, but it is important to emphasize its role in providing the shortest path to many source-destination joints and therefore its mitigation is an obligation.

We have used certain parameters to compute the load balancing:

1. Compute the Minimum load among all possible nodes in all node as next hop and
2. Relatively smaller hop count than the optimal path

The number of routes a node can support, the hop between the valid source-destination paths can be judged by the number of routes returned to the source. Intuitively, we can argue that if an RREP comes back, it does. There is a high chance that the corresponding node will participate as an intermediate hop for data transfer. So, the conclusion is, the larger the RREP's return through the node, the greater the chance that it will be the center node of the network. Or, if not locally involved, we can comment on the neutral load distribution at that node which should be reduced.

3.1 The load metric in Multipath network

Each node maintains a counter-labeled load that will calculate all unique RREPs returned through it. Now, whenever a node returns an RREP, it will add to the RREP with its own load counter of the load field, and then return the RREP to the top node. This RREP counters in the RREP packet until it finally reaches the source. Source and intermediate nodes then choose among the valid RREPs that they adopt the best load balancing paths using the criteria mentioned above. Therefore, we have two novels for loads, yet they are different in the context of the node and the RREP, the former being an indication of the understanding of the node and the latter being a measure of the understanding of a path.

3.2 Criteria for choose path

The first criterion is to help us find a route that is too low or in other words not too much traffic in transit. The additive value of the load featured in the RREP is the measurement of the load across all nodes below that node. The dynamics of the node can often change this value, but due to regular routing, the routing table ensures that the load is kept at a new value than the bus.

The second criterion is to ensure that we do not choose larger routes in the pursuit of load balances that can lead to greater delays. Therefore, we choose the routes that are relatively favorable. Optimal optimization can only be achieved with the approval of the next hops that are separated from the optimal only by a recognized number of hops. The acceptable number of hops is dependent on the network diameter and this is another area of study but in our approach the maximum hop difference was fixed to 4, which is an experimental value with no good results beyond that.

The main idea of Multi path Protocol is to calculate multiple paths within the root discovery method to prevent link failure. In fact, the main purpose of conceptualizing this protocol is to search multiple routes during the same route discovery process, but only the best path is selected based on a few metrics (number of hops) and is used for data transmission between source and destination. If the primary path fails, the other path is used only.

3.3. Step for proposed algorithm

- If an RREP is received, the only route format from the source is used to send the data packet.
- If many RREPs are accepted, the source chooses the best route according to the short number of “hop counts”. Other routes are awaiting RERR packets that indicate failure of the root route; In this case the best path from the alternative path is used to transmit information. The routing decisions are as follows:

```python
If (number of path ==1)
{ call path discovery process:
   path_discovery(source, Destination, Hop_Count )
}
Else if (number of path >1)
{ Number of path ==1
   Then forward the data packet without load balancing to the discovered route
}
```
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Then call load_balancing(N) method to discover best optimal path

}  

3.4 New proposed metric

Selects routes with the lower hopcount to forward the protocol information. However, lower hopcount routes may provide shorter delays than the route providing lower hop count. To select low compression routes, we need a new metric that allows the source node to select low congestion routes. Because of this, we propose according to Equation (1) the following is a new metric for achieving load balancing among selected routes considering the number of active paths through each node:

\[ \text{Congestion level} = \frac{1}{n_p} \sum_{i=1}^{n_p} \text{sizeof(buffer}(i)) \]  

(1)

Where buffer(i) means the size of the buffer occupation of the link i transfers to an intermediate node participating in route p. With hops count, Route P which ensures that the metric takes the hop count number into account to estimate the traffic load.

Maximum_buffer_size is defined as the maximum occupation size of the buffer within each intermediate node. Occupation buffer size for each intermediate node (buffer_size i) is always less than or equal to max_buffer_size i.

In such protocols, link failure of the primary pathway, through which the transmission of information actually takes place, can switch the source to the alternate path rather than to discover another source. Discovering a new route occurs only when all precomputed paths break.

To develop a new protocol we have used the modified header of RERP and RREQ packet structure to transmit those packet in the route to compute the optimize path and for computation of optimized path and save the path information in packet we added a new field in the RREP packet structure which is buffer size which store the information of every route discover by the routing protocol and it maintain the information about their source and destination node of current path. It divides the value of the buffer size field by the expectation of each route between the source and the destination for the compression level.

| Source Node (S) | Destination Node (D) | Sequence Number (Seq_Number) | Hop_count | Time_out | Buffer_Size |
|-----------------|----------------------|-----------------------------|-----------|----------|-------------|

The algorithm for calculating the compression level of each route between source and destination is as follows:

V. RESULTS ANALYSIS

We use NS2 to simulate our proposed protocol. The following parameters are selected for the initial simulation and system validation:

| Parameter                      | Value                      |
|--------------------------------|----------------------------|
| Dimensions                     | 1000X1000 m²               |
| Number of nodes                | 30                         |
| Simulation time                | 300 s                      |
| Source type                    | CBR                        |
| Number of Connections          | 10                         |
| Packet size                    | 512 bytes                  |
| MAC Layer                      | IEEE 802.11b               |
| Buffer size                    | 50 packets                 |
| Propagation Radio Model        | Two Ray Ground             |
| Physical Layer                 | Band Width as 2Mbps/s      |
| Maximal speed                  | 10 m/s                     |
| Pause time                     | 10 s                       |
| Interval time to send          | 2 packets/s                |

The selected mobility model is the random waypoint model. In this mobility model, a node

All nodes have the same transmission range of 200 meters.
moves towards the destination with the minimum speed and the selected speed at the same speed at the same time.

4.1 Evaluation of Proposed Protocol (NCLB-AOMDV)
We compare the result of proposed NCLB-AOMDV protocol to evaluate the performance of different parameters. We have compare the result of LB-AOMDV, SMR & AOMDV routing protocol with proposed protocol. We study the variation effect of the following metrics:

- Packet Delivery Ratio (PDR).
- Average end to end packet delay (APD).
- Energy Spent

4.2 Simulation results
We have successful implemented the proposed protocol and achieve the result

Fig1 : Distribution of node in Wireless network

Above figure show that when we apply our proposed algorithm to exiting routing scheme then number of path is reduce and it show only optimized path available between the network

Fig2: Comparative analysis of Average delay in multipath Network

Fig3: Comparative analysis of Average energy spent in multipath Network

In proposed protocol result show that if the number of node is increased i.e. number of connection is increased then network traffic load is decreased up to 40 establish connection. which show that load is distribute to different route when the traffic is increased it consume less the 60% less energy to transmit the packet compare to LB-AOMDV protocol and 50% less energy than AOMDV

Fig 4 shows that the packet delivery ratio decreases according to connection number. Multipath routing performance is predictable under heavy loads. When the traffic load is about 40 connections (which is a heavy load), the PDR obtained by the LB-AOMDV protocol is 9% better than the PDR obtained by our proposed NCLB-AOMDV protocol, still the new protocol has better PDR than that of SMR & AOMDV protocol.

Fig 4 : Comparative analysis of packet deliver ratio of multipath network
After computing the all parameters our proposed protocol work good when the number of node is greater than 40 node, when the network connectivity is high then the performance of NCLB-AOMDV protocol is better in terms of Delay & Energy spent and is second best in terms of Packet Delivery rate.

V. CONCLUSION

In this paper we have analysis the load balancing in Multipath routing to achieve better network performance. We have study and reviewed the different load balancing algorithm in multipath network and based on review we have proposed a new load balancing algorithm in the multipath network. We have modified the packet of RREP and RREQ packet to transmit and receive the route information to compute the load of every path and we added a new field in RREP packet Buffer size to store the information of the current node and their neighbors, inorder to find the alternate route if network load, in increase we have compare the performance of proposed protocol with the LB-AOMDV, AOMDV & SMR multipath routing protocol. Proposed routing protocol performance show that if network load is increase the load is distributed to the different route and overall load of current route is decrease, and as the objective was to achieve lesser delay by providing load balancing based on Contribution of each existing route.
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