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ABSTRACT
In recent years, issues on global warming and climate change have received public attention. One of the causes of this problem is carbon emissions in the transportation sector. Therefore, a proper route can reduce this problem. This article aims to develop the Hybrid Whale Optimization Algorithm (HWOA) to minimize the distribution cost of the Green Vehicle Routing Problem (GVRP). The proposed algorithm is based on the Whale Optimization Algorithm (WOA) algorithm combined with the Tabu search algorithm and local search procedures. In the proposed HWOA algorithm, 10% of the whale search agents were adjusted according to the Tabu Search heuristic procedure. A local search was applied to improve the algorithm’s quality. Furthermore, a numerical experiment is carried out to test the proposed algorithm. The experiments are conducted to determine the effect of parameters and various speeds on total distribution cost and computation time. Moreover, The proposed algorithm is also compared to some previous algorithms. The findings showed that HWOA is more competitive in minimizing the total distribution cost of GVRP as compared to other algorithms.

1. Introduction
In recent years, global warming and climate change have raised attention (Eguia et al., 2013). The mitigation of climate change was discussed at the global climate summit in Copenhagen in 2009 (Zhang et al., 2015). The industrial sector contributes the most significant contribution to global warming (Bruglieri et al., 2019; Utama, 2019) because the distribution process uses fossil-fueled vehicles (Shuai et al., 2019). More than 40% of total company costs are used for transportation fuel consumption in China, and 30% of the total carbon emissions are caused by carbon emissions in goods transportation (Li & Zhang, 2014). Therefore, the transportation sector is one of the significant triggers of global warming and climate change (Ibrahim et al., 2020; Stellingwerf et al., 2018). Fossil-fueled vehicles produce CO2 gas, which influences climate change (Schröder & Cabral, 2019) because carbon emissions are produced by burning fossil fuel vehicles (Poonthalir & Nadarajan, 2018). Therefore, the routing problem by considering the environmental aspect is classified in the Green Vehicle Routing Problem (GVRP). It is a development of the Vehicle Routing Problem (VRP). Erdoğan and Miller-Hooks (2012) are the first researchers to propose GVRP. In the classic VRP, the objective functions are to minimize total costs (Utama et al., 2020a) and travel distance (Dantzig & Ramser, 1959; Garside et al., 2016; Masudin et al., 2019). Meanwhile, GVRP functions to minimize the environmental impacts caused by the distribution process. Therefore, with the right GVRP, a company can effectively reduce its carbon emissions and fossil fuel consumption (Sbihi & Eglese, 2007).

As an NP-Hard problem, the solution of GVRP is difficult to find at the time of polynomials (Baldacci et al., 2004; Oesterle & Bauernhansl, 2016). Consequently, experts develop heuristic and metaheuristic algorithms to solve this problem. Several metaheuristics algorithms have been studied in GVRP to minimize fuel consumption, such as Simulated Annealing (SA) (Eydi & Alavi, 2018; Felipe et al., 2014; Karagul et al., 2019; Koç & Karaoglan, 2016; Kuo, 2010; Normasari et al., 2019; Yasin & Vincent, 2013), Ant Colony Optimization (ACO) (Jabar et al., 2017; Zhang et al., 2019), and Revised Hybrid Intelligent Algorithm (Wang et al., 2018). Particle Swarm Optimization (PSO) (Norouzi et al., 2017; Poonthalir & Nadarajan, 2018), Tabu Search (TS) (Kuo & Wang, 2011), and Genetic Algorithms (GA) (Franco et al., 2017) were also proposed to solve it. Meanwhile, in terms of minimizing carbon emissions, several researchers proposed procedures for solving the GVRP problem. The proposed algorithms included the GA (de Oliveira da Costa et al., 2018), TS (Jabali et al., 2012; Kirici, 2016; Udin et al., 2017), Hybrid of MIP, and Iterated Neighborhood algorithm (Xiao & Konak, 2016), and SA (Abdoli et al., 2017; Cinar et al., 2015; Xiao & Konak, 2015). A different approach was also recommended by...
Afshar-Bakeshloo et al. (2016) using Mixed Integer Linear Programming (MILP). Xiao and Konak (2017) proposed a GA with the exact dynamic programming procedure to reduce emissions and fuel consumption. Moreover, Poonthailir and Nadarajan (2018) and Zhang et al. (2015) studied GVRP to minimize total distribution costs include fuel consumption and carbon emissions. They proposed the use of the TS algorithm.

Some previous studies have suggested several procedures for solving GVRP. However, the Hybrid Whale Optimization (HWOA) algorithm has never been investigated to solve the GVRP problem. Therefore, this research proposes HWOA, which combines the Whale Optimization Algorithm (WOA) algorithm, TS algorithm, and local search to solve this problem. Motive and challenges for researchers to apply HWOA in overcoming GVRP problems such as 1). The WOA is a new algorithm that mimics humpback whales’ behaviour in hunting for prey (Mirjalili & Lewis, 2016). 2). Several previous studies have shown that WOA has been effectively used in solving problems such as Inventory (Khalilpourazari et al., 2019), scheduling (Abdel-Basset et al., 2018; Utama et al., 2020c), Prediction (Osama et al., 2017), and Allocation (Yan et al., 2018). 3). As an NP-Hard problem, GVRP requires effective procedures to solve this problem. This research proposed that 10% of the search agents in the WOA is replaced based on the TS. TS is chosen because it is a popular heuristic procedure in GVRP. It has been successfully integrated with the Neighborhood Search Algorithm (Niu et al., 2018), SA (Ene et al., 2016), PSO (Shen et al., 2018), and MILP (Kwon et al., 2013). 4). This research offers a Local search procedure to improve algorithm performance. It is a popular procedure to improve performance algorithm to solve the NP-Hard problem (Pop et al., 2013; Stodola, 2020; Utama et al., 2020c).

Moreover, to the best of our knowledge, there have been very few studies discussing employing GVRP to minimize total distribution costs that incorporate fuel consumption, carbon emissions, and vehicle usage cost. This study proposes the HWOA algorithm to minimize the distribution cost that considers the fuel consumption, carbon emission, and vehicle-usage cost in GVRP. This problem based on research examined by Zhang et al. (2015), and the notations used are as follows:

\[ R_s^r = \text{the s-th node’s on the r-th route (for example } R_2^3 = 1, \text{the 2 path is 0-3-1-7-0, a node in the 3 is 1)} \]

\[ FC_{R_s^r}(R_s^{r+1}) = \text{total fuel consumption in r-th route from node s-th to node s+1} \]

\[ d_{R_s^r}(R_s^{r+1}) = \text{distance in r-th route from node s-th to node s+1} \]

\[ L_{PH_{R_s^r}}(R_s^{r+1}) = \text{the fuel consumption per unit time of unloading vehicle in r-th route from node s-th to node s+1} \]

\[ KFL_{R_s^r}(R_s^{r+1}) = \text{the travelled distance per unit fuel in r-th route from node s-th to node s+1} \]

\[ L_{v_s^r}(R_s^{r+1}) = \text{A load of vehicle in r-th route from s-th node to s+1 node} \]

\[ V_{v_s^r}(R_s^{r+1}) = \text{the average speed of unloaded vehicles} \]

\[ p = \text{the percentage increase of fuel when vehicle additional load weight M} \]

\[ M = \text{the vehicle increases fuel consumption when additional load weight M} \]

\[ N = \text{number of vehicles or number of routes} \]

\[ V_r = \text{number of nodes on route } r, r = 1, 2, \ldots, N \]

\[ st\text{ } v_s^r = \text{service time at the s-th node’s on the r-th route} \]

\[ q_s^r = \text{demand at the s-th node’s on the r-th route} \]

\[ Q = \text{vehicle capacity} \]

\[ C_e = \text{the emission carbon cost of per unit of fuel consumption} \]

\[ C_f = \text{fuel consumption cost (fuel prices)} \]

\[ C_v = \text{vehicle usage cost per unit time} \]

The definition of the GVRP problem is formulated in a mathematical model presented below:

\[
\text{Min} \sum_{r=1}^{N} \sum_{s=1}^{V_r-1} (C_f + C_e) \times \left(L_{PH_{R_s^r}(R_s^{r+1})} \times \frac{d_{R_s^r}(R_s^{r+1})}{V_{v_s^r}(R_s^{r+1})} \right) \\
\times \left(1 + p \times \frac{L_{v_s^r}(R_s^{r+1})}{M}\right) \right) \\
+ \sum_{r=1}^{N} \sum_{s=1}^{V_r-1} C_v \times \left(\frac{d_{R_s^r}(R_s^{r+1})}{V_{v_s^r}(R_s^{r+1})} + st_{v_s^r}\right)
\]

(1)
WQA is an algorithm to solve a continuous problem (Mirjalili & Lewis, 2016). In contrast, GVRP is an NP-hard combinatorial problem solved by discrete search space. Hence, WQA cannot solve a discrete problem. This study develops the HWOA algorithm to solve the GVRP problem. There are five steps suggested in this study: 1) converting the continuous value in the search agent position into travel sequences with Large Rank Value (LRV); 2) changing the position of 10% of search agent based on Tabu search; 3) carry out surrounding preys; 4) starting exploitation phase and exploration phase, and 5) perform a local search. TS and local search procedures are used to improve WQA performance. These are a combinatorial problem-solving procedure that is popularly used by researchers. In local search, the two chosen rules are swap and flip. The pseudo-code of the HWOA algorithm can be seen in algorithm 1. The five steps of HWOA procedures are described in the next section.

3. Proposed HWOA algorithm

This study proposes HWOA that develops from combining the Whale Optimization Algorithm (WOA) algorithm, TS algorithm, and local search. WQA is an optimization algorithm that is inspired by whales’ behaviour in locating their prey. This algorithm was first suggested by Mirjalili and Lewis (2016) to solve continuity problems. There are three main behaviours of whales in their search for prey, such as 1) Surrounding their prey, 2) exploitation phase (attacking their prey using bubbles); and 3) exploration phase. Moreover, the TS algorithm and local search are a popular heuristic algorithm. This study offers a combination of these algorithms to optimize the GVRP problem.

In this step, the search agent position is generated randomly. It must be ensured that there are no repeating numbers on the same search agent (Figure 1). To converting search agent position into travel sequences, this study proposed a procedure of the Large Rank Value (LRV). It is an appropriate procedure for transforming continuous numbers into discrete numbers. This procedure is popular and easy to use for combinatorial optimization problems (Ali et al., 2019; Utama et al., 2020b). In the LRV procedure, search agents’ values are sequenced from the largest to the smallest ones. An illustration of LRV can be seen in Figure 2. Figure 2b, the sequence is incorrect because,

\[
V_r - 1 \sum_{s=2}^{V_r-1} q_{rs} \leq Q, \quad \forall r = 1, 2, \ldots, N
\]

\[
L_{(R_s)(R_{s+1})} = \sum_{s=s}^{V_r-1} q_{rs}, \quad \forall r = 1, 2, \ldots, N
\]

\[
R_r^1 = R_r^N = 0, \quad \forall r = 1, 2, \ldots, N
\]

\[
N \geq 0, V_r \geq 0, R_r^s \subset V, \forall r = 1, 2, \ldots, N, \forall s = 1, 2, \ldots, V_r
\]

\[
\text{population} = \begin{bmatrix} 0.12 & 0.29 & 0.11 & 0.81 \\ 0.61 & 0.43 & 0.88 & 0.76 \\ 0.55 & 0.72 & 0.94 & 0.94 \end{bmatrix} \quad \text{population} = \begin{bmatrix} 0.12 & 0.33 & 0.51 & 0.51 \\ 0.61 & 0.82 & 0.43 & 0.43 \\ 0.55 & 0.76 & 0.72 & 0.94 \end{bmatrix}
\]

Figure 1. Position of search agent. (1) Accepted population. (2) Rejected population.

Figure 2. LRV Representation.
in one sequence/route, the vehicle visits the same places twice.

The route determination for each search agent is based on the travel sequence generated from the LRV. Arrangement of route considers the demand of each customer and vehicle capacity. The illustration of route Arrangement is presented in Figure 3. Furthermore, The results of the route determination are used to calculate the total distribution cost. LRV and the arrangement of the route are applied for each search agent in each iteration.

3.2. Tabu search algorithm

In the second step, this research offers the TS algorithm to replace the initial search agent WOA. Based on a study by Ene et al. (2016), TS requires a relatively large computational time. In addition, in the case of scheduling (Abdel-Basset et al., 2018), 10% of the WOA population is replaced by a heuristic algorithm that produces a more optimal solution than other algorithms. Therefore, this research proposes a 10% search agent WOA replaced using TS. This study applies TS proposed by Poonthalir and Nadarajan (2018) that has five main stages such as 1) Representation of Solution, 2) Initial Solution, 3) Neighborhood Solution, 4) Tabu List, and 5) Criteria for Aspiration and Dismissal. The TS stages are illustrated in Figure 4, which uses the neighbourhood solution swap, flip, and slide rules (see Figures 5–7). Swap, flip, and slide are carried out by exchanging two positions, reversing work orders, and shifting orders, respectively. Swap and flip in iteration to t are repeated as many as \( n(n - 1)/2 \) times. Furthermore, slide in iteration to t is repeated \( n^2 \) times. To find the solution, we need to check the tabu test using the Tabu list. The Tabu list is employed to avoid

![Figure 3. The illustration of route Arrangement.](image1)

![Figure 4. Flow Chart of Tabu Search Algorithm.](image2)

![Figure 5. Swap Illustration.](image3)
repetition in the search for the answer. Aspiration criteria are used to compare the new solution with the previous one. If the new solution’s quality is better than the previous solution, it serves as the best one. The dismissal criteria refer to the number of fulfilled iterations.

TS is an algorithm to solve combinatorial optimization problems (Pardalos et al., 1995). The solution of the TS algorithm in the GVRP problem is a solution in discrete space. So that TS can be combined with WOA, the study proposes an adjustment procedure from discrete space to continuous space. The adjustment procedure is based on the TS solution and the initial search agent position. An illustration of converting the TS solution to the WOA search agent’s position is shown in Figure 8. Converting the TS solution to the WOA search agent’s position is carried out at the search agent position initialization stage.

### 3.3. Surrounding preys

When the humpback whales know their prey’s location, they go to their prey and surround it. WOA algorithm assumes that the best solution is the targeted prey that is close to optimum. After the best search agent is determined, another search agent updates the position. Equations of the surrounding prey behaviour are described in equations 6 and 7 below.

\[
\tilde{D} = |\tilde{C} \cdot X^*(t) - \tilde{X}(t)|
\]

\[
\tilde{X}(t+1) = X^*(t) - \tilde{A} \cdot \tilde{D}
\]

\(\tilde{D}\) indicates the distance position from the whale to its prey, and \(\tilde{A}\) and \(\tilde{C}\) are vector coefficients that show in equations (8) and (9). \(t\) shows iteration, \(X^*\) refers to the vector position of the best-obtained solution, \(\tilde{X}\) shows the vector position, and \(|\ |\) signifies an absolute value. \(X^*\) must always be updated in every iteration if a better solution is found. During the experiment (in the exploration and exploitation phase), the value \(\tilde{a}\) decreases from 2 to 0, and \(\tilde{r}\) is a random vector with a range \([0,1]\).

\[
\tilde{A} = 2\tilde{a} \cdot \tilde{r} - \tilde{a}
\]

\[
\tilde{C} = 2 \cdot \tilde{r}
\]

### 3.4. Exploration and exploitation phase

In addition to the prey’s behaviour, whales have other interesting behaviours such as attacks by using bubbles and prey-seeking. Attack behaviour using bubbles is called the exploitation phase, and prey-seeking behaviour is called the exploration phase. Humpback whales attack their prey with two approaches, namely 1) circular shrinkage mechanism, and 2) updating the spiral position. In the circular shrinkage mechanism, the value of \(\tilde{a}\) in equation (8) is lowered from 2 to 0, and the mathematical model of the updated spiral position is formulated in equation (10). \(\tilde{D}' = |\tilde{X}'(t) - \tilde{X}(t)|\) indicates the distance of the whale to its prey (the best-obtained solution). \(i\) shows random values with the range \([-1,1]\), and \(b\) illustrates constants for defining spiral shapes. The circular shrinkage mechanism to update the whale’s position is formulated in equation

| Travel Sequence Solution by Tabu Search | 3 | 1 | 4 | 2 |
|----------------------------------------|---|---|---|---|
| Initialisation of search agent position| 0.12 | 0.29 | 0.11 | 0.81 |
| New search agent position Based on Tabu Search | 0.29 | 0.11 | 0.81 | 0.12 |

Figure 8. Conversion of Tabu Search Solution to WOA Search Agent Position.
Algorithm 1 Pseudo-code Hybrid Whale Optimization

Initialize a population of n random whales or search agents
Apply LRV on each search agent to be mapped into a sequence
Solve the VRP with fuel consumption and carbon emission cost using Tabu Search for 10% search agents
Adjust position 10% of search agents from the population use Tabu Search
evaluate each search agent
Evaluate the search agent using Tabu Search for 10% search agents

Evaluate each search agent
X* = the best search agent
Find X*

\[ t = 0 \]
while \((t < \text{maximum number of iterations})\)
for each search agent in the population
Update \(a, A, C, l, \) and \(p\)
if \((p < 0.5)\)
else if \((|A| < 1)\)
Update the position of the current search agent by the equation (6)
else if \((|A| > 1)\)
Select a random search agent \((X_{rand})\)
Update the position of the current search agent by the equation (12)
end if
end if
end for
Ensure no repeated values in the same search agent \(x_{t+1}\)
Apply LRV on each search agent \(x_{t+1}\)
for \(i = 0: 0.01 \times n\)
Perform swap mutation on the search agent \(x_{t+1}\)
if (evaluate \((x_{t+1}) < \text{evaluate} \((X^*)\))
\[ X^* = x_{t+1} \]
end if
end for
for \(i = 0: 0.01 \times n\)
Perform flip mutation on the search agent \(x_{t+1}\)
if (evaluate \((x_{t+1}) < \text{evaluate} \((X^*)\))
\[ X^* = x_{t+1} \]
end if
end for
\[ X^* = \text{Perform local search strategy on the best search agent} \ X^* \]
Evaluate the search agent
Update \(X^* \) if there is a better solution in the population
\[ t = t + 1 \]
end while
return \(X^* \)

(10), where \(p\) signifies random values with the range \([0,1]\).
The exploration phase is formulated in equations (12) and (13).

\[
\tilde{X}(t + 1) = D \cdot e^{bl} \cdot \cos(2\pi l) + X^*(t) \quad (10)
\]

\[ X(t + 1) = \begin{cases} X^*(t) - A \cdot \tilde{D} & \text{if } p < 0.5 \\ D \cdot e^{bl} \cdot \cos(2\pi l) + X^*(t) & \text{if } p \geq 0.5 \end{cases} \quad (11)
\]

\[
\tilde{D} = |\bar{C} \cdot X_{rand} - \bar{X}| \quad (12)
\]

\[
\tilde{X}(t + 1) = X_{rand} - A \cdot \tilde{D} \quad (13)
\]

3.5. Local search procedure

In the last step of the proposed algorithm, we offer the Local Search procedure to improve WOA performance. It is implemented for each iteration. When the solution of WOA is found out in iteration t, this solution is improved using local search. Swap and flip are the two rules proposed in the local search. Figure 9 shows an illustration of a swap for a search agent position. In the swap operation, two positions are chosen randomly and then swapped. Figure 10 illustrates the flip procedure for a search agent position. This procedure is completed by reversing the orders in which jobs are randomly selected. In HWOA, each iteration of t, swap, and flip are repeated as many as 0.01 * number of nodes (customers). Furthermore, LRV is applied in each swap and flip in each iteration for conversion to the route. The result of the route conversion is used to determine the total distribution cost.

4. Data collection and experiment procedure

In data collection, data were collected from several previous studies. The number of nodes, distance, demand, and vehicle capacity were taken from Dantzig and Ramser (1959), Gaskell (1967), and Christofides and Eilon (1969) that were classified as small, medium, and large cases. Eight variations of the problem were used in the study. These can be seen in Table 1. Cost, capacity, and speed were also obtained from Zhang et al. (2015). This study employed three-vehicle speed (high speed, medium speed, and low speed). High speed, Medium speed, and low speed were 107, 63, and 43 km/hour, respectively. The experiments were carried out in nine problem variations of GVRP. Fuel cost was 7.3 Yuan/liter (Zhang et al., 2015); carbon emission cost was 0.64 Yuan/liter (Zhang et al., 2015); and vehicle-use cost reached 80 Yuan/jam (Zhang et al., 2015). The increase in fuel consumption (p) for each additional load (M = 50) is 2%. The customer service time in all customer is 0.1 h.
The search agent position before swap apply

| Problem Case | Number of nodes | Vehicle Capacity | Sources           |
|--------------|----------------|------------------|-------------------|
| Small        | 12             | 6000             | Dantzig and Ramser(1959) |
|              | 21             | 6000             | Gaskell (1967)     |
|              | 22             | 4500             | Gaskell (1967)     |
| Medium       | 29             | 4500             | Gaskell (1967)     |
|              | 32             | 8000             | Gaskell (1967)     |
| Large        | 50             | 80               | Christofides and Eilon (1969) |
|              | 75             | 70               | Christofides and Eilon (1969) |
|              | 100            | 100              | Christofides and Eilon (1969) |

The experiments were designed to determine the effect of parameters and various speeds on cost and computation time. In this experiment, three problem case was used include 22 (Gaskell, 1967), 32 (Gaskell, 1967), and 50 nodes (Christofides & Eilon, 1969). Experiments were Carried out using different parameters HWOA such as populations and iterations. The population parameter made use of 3 levels, such as 10, 50, and 100 populations (small, medium, and large). The iteration parameter also employed three levels: 10, 50, and 100 iterations (small, medium, and large). The experiment was also conducted in three categories speed, which was carried out to determine the influence of various speeds on each case’s total distribution cost. Furthermore, the computation time recording was performed to determine the appropriate parameters of HWOA toward the cost. Hence, 81 experiments were carried out, and the cost of total distribution and computation time was recorded in each experiment.

The performance of the algorithm HWOA was compared with the state of the art algorithms such as TS (Zhang et al., 2015), SA (Kuo, 2010), ACO (Zhang et al., 2019), PSO (Norouzi et al., 2017), and GA (Franco et al., 2017). Eight variations of the problem were applied to compare each algorithm (see Table 1). The comparison was conducted on three variations of vehicle speed include small, medium, and large. The experimental parameters used to compare performance were 100 population and 100 iterations for SA, ACO, PSO, GA, WOA, and HWOA. In the TS algorithm, this research used 100 iterations. The experiment was carried out using Matlab R2014a on a Windows 8 Intel Celeron x64-64 RAM 2 GB processor. The performance was measured using the percentage of the algorithm gap solution on the optimal solution (equation 14) and the Solution Ratio (SR) (equation 15).

\[
\frac{\text{Solution}_{\text{Algorithm}} \ - \ \text{Solution}_{\text{Optimal}}}{\text{Solution}_{\text{Optimal}}} \times 100\%
\]  
\[
\frac{\text{Solution}_{\text{Algorithm}}}{\text{Solution}_{\text{Optimal}}} \times 100\%
\]  

5. Results and discussion

5.1. The comparison of varied parameters and speed towards the cost

As mentioned in section 4, experiments were conducted to determine the effect of comparing varied parameters and speed towards the total distribution cost. Table 2 shows the HWOA algorithm experiment results. It
describes that the number of iterations and a large population can minimize the total cost. Other findings are that for a small number of nodes, population parameters and iteration should use the medium parameter. Furthermore, high speed can reduce the cost of GVRP. These findings are consistent with Zhang et al. (2015).
5.2. The comparison of varied parameters and speed towards computation time

The results of the comparison of parameters and speed vary towards computation time are seen in Table 3. It demonstrates that the number of iterations and a large population can increase computational time. Interestingly, in small nodes, the computational time required for large parameters is very high, but the total distribution costs are fixed.Therefore, we recommend that for small nodes, the HWOA parameters used are medium. Moreover, results indicate that speed variations do not affect computation time. Meanwhile, the number of nodes affects computation time, in which a significant number of nodes intensify computation time.

5.3. The comparison of algorithms

Table 4 compares the total distribution cost of the proposed algorithm toward the state of the art algorithms. Overall, it shows that HWOA gives optimal solutions compare with other algorithms. In the small case, The HWOA and WOA produce the same optimal solution. However, for medium and large cases, HWOA is superior compared with WOA. It is better between other algorithms in all cases.

Moreover, the gap solution toward an optimal solution can be seen in Figure 11. In the gap solution, the optimal solution is indicated by the percentage average gap solution 0%, which means there is no error. If the solution gap is greater than 0%, it shows that the solution is not
good. Based on equation 14, the average gap of the solution toward optimal solution values of HWOA, TS (Zhang et al., 2015), SA (Kuo, 2010), Ant Colony (Zhang et al., 2019), PSO (Norouzi et al., 2017), GA (Franco et al., 2017), and WOA are 0%, 28%, 25%, 15%, 19%, 11%, and 3%, respectively. The results of the average gap solution indicate that the proposed algorithm is more competitive than other algorithms.

In addition, the average percentage of solution ratio (SR) also proved that the proposed algorithm is better than other algorithms (see Figure 12). SR values of HWOA, TS, SA, Ant Colony, PSO, GA, and WOA are 100%, 128%, 125%, 115%, 119%, 111%, and 103%, respectively. Therefore, HWOA proved effective in solving the GVRP problem.

6. Conclusion

This study aimed to develop the HWOA algorithm to minimize the distribution cost comprised of fuel cost, emission carbon cost, and vehicle-use cost. The Hybrid Whale Optimization Algorithm (HWOA) was suggested to solve GVRP inspired by whale behaviour combined with tabu search and local search procedures. This research succeeded in developing the HWOA algorithm to solve the GVRP problem. HWOA was compared to several procedures to test the effectiveness of the algorithm. The experimental results proved that the HWOA algorithm is competitive as compared to other algorithms. Future studies should aim at developing algorithms and problems with dynamic vehicle speeds. The computation time comparison of each algorithm has not been investigated. Hence, it needs further investigation. We also propose that future studies develop the HWOA algorithm with different meta-heuristic algorithms to obtain more optimal results.
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