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Optimal decision theory for diagnostic testing: Minimizing indeterminate classes with applications to saliva-based SARS-CoV-2 antibody assays
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A B S T R A C T

In diagnostic testing, establishing an indeterminate class is an effective way to identify samples that cannot be accurately classified. However, such approaches also make testing less efficient and must be balanced against overall assay performance. We address this problem by reformulating data classification in terms of a constrained optimization problem that (i) minimizes the probability of labeling samples as indeterminate while ensuring that the remaining ones are classified with an average target accuracy $X$. We show that the solution to this problem is expressed in terms of a bathtub-type principle that holds out those samples with the lowest local accuracy up to an $X$-dependent threshold. To illustrate the usefulness of this analysis, we apply it to a multiplex, saliva-based SARS-CoV-2 antibody assay and demonstrate up to a 30% reduction in the number of indeterminate samples relative to more traditional approaches.

1. Introduction

The SARS-CoV-2 pandemic has highlighted the importance of antibody testing as a means to monitor the spread of diseases such as COVID-19 [1,2]. But the widespread deployment of new assays has also revealed fundamental problems in the ability to reliably analyze the corresponding measurements. Early on, this shortcoming was attributed to low prevalence, which made it difficult to distinguish true and false positives [3]. However, it soon became clear that there were deeper issues related to statistical interpretation of raw data, suggesting the need to revisit the underlying theory of diagnostic classification [4–6].

In this context, a fundamental problem arises when many measurements fall near a cutoff used to distinguish positive and negative samples. The probability of correctly classifying these borderline cases hovers near 50%, so that even a small fraction thereof can significantly decrease overall accuracy. A common solution is to define a third, indeterminate class for which one cannot draw meaningful conclusions, although this is not always chosen to be near a cutoff [7–13]. While this approach increases the average accuracy for those samples that are classified, it also decreases testing efficiency. Thus, there is a need to develop strategies that balance the construction of indeterminate classes against overall assay performance.

The present manuscript addresses this problem by answering the question: what classification scheme (I) minimizes the fraction of indeterminate samples while (II) correctly identifying the remaining ones with a minimum average accuracy $X$? When an indeterminate class is not permitted, common practice categorizes a sample as positive or negative if its measurement value $r$ falls in a corresponding domain $D^*_r$ or $D^*_n$; see Fig. 1. Moreover, it was recently shown that these domains can be optimized by solving an unconstrained optimization problem that maximizes accuracy associated with “binary” classification [5]. In contrast, the present work views (I) and (II) as a constrained optimization problem, with the size of the indeterminate class being the objective and the desired accuracy recast as a constraint. We show that the solution to this problem extends the binary classification result by constructing the smallest indeterminate class via a bathtub-type principle applied to $D^*_r$ and $D^*_n$: one removes from them the measurements with the lowest probability of being correctly classified up to an $X$-dependent threshold. As a practical matter, this “waterline” bounding the indeterminate domain can be efficiently and accurately estimated via numerical techniques such as bisection, making our result computationally tractable. We provide examples and numerical validation using a saliva-based, multiplex SARS-CoV-2 antibody test; the Appendix provides mathematical proofs of our main results.
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At the outset and in contrast with traditional methods, it is important to note that concepts such as specificity and sensitivity per se are not fundamental quantities of interest in our analysis. As discussed in Section 6, they describe the accuracy of a fixed and subjective classification scheme in two degenerate cases: 0% and 100% prevalence. As such, it is trivial (but useless) to optimize either quantity by assigning all samples to a single class. Rather, we treat accuracy — defined as a prevalence-weighted, convex combination of sensitivity and specificity — as fundamental, since this naturally interpolates between the aforementioned degenerate cases. This choice also highlights an important (but often-ignored) fact: the numbers of false positives and false negatives change with prevalence. Thus, sensitivity and specificity may not be useful metrics of assay performance in a setting where a disease is actively spreading. The bathtub-type principle also reveals that these quantities are not mathematically fundamental, since they arise from more granular notions of conditional accuracy.

Ultimately, this analysis leads to the realization that classification accuracy has both a local and global interpretation, and the interplay between these interpretations is fundamental to both the problem considered herein and the general theory of classification. In particular, one can construct conditional probability density functions (PDFs) \( P(r) \) and \( N(r) \) of a measurement outcome \( r \) — i.e. a local property — for (known) positive and negative samples. As shown in Ref. [5], these PDFs are necessary to maximize the global accuracy \( X \), since the equation

\[
p P(r) = (1 - p) N(r)
\]

defines the boundary between \( D^*_{+} \) and \( D^*_{-} \) when \( p \) is the prevalence. In the present work, we show that \( P(r) \) and \( N(r) \) also directly define the local accuracy \( Z(r) \), and that its global counterpart \( X \) is the average value of \( Z(r) \). We next observe that the boundary given by Eq. (1) is the set for which \( Z \geq 50\% \), its lowest possible value. The corresponding points are the first to be held out, since they contribute most to the average error. Moreover, one sees that systematically removing the least accurate \( r \) yields the fastest increase in the global accuracy for the remaining points. Our bathtub-type principle formalizes this idea.

This intuition also distinguishes our approach from Ref. [5], which considered uncertainty in classification due to effects that are external to the assay. In that work, the authors demonstrated that the optimal binary domains become ambiguous when prevalence is only given to within confidence intervals. They showed that this problem can be addressed by holding out samples whose classes were likewise ambiguous. In contrast, our approach defines the indeterminate class as those measurements with the highest inherent uncertainty as quantified in terms of local accuracy. In practice, we find that such effects are often more important, especially as several references have addressed issues pertaining to accurate, unbiased prevalence estimation [5, 6, 14].

From a practical standpoint, the main inputs to our analysis are training data associated with positive and negative samples; thus our approach is compatible with virtually any antibody assay. These data are used to construct the conditional PDFs \( P(r) \) and \( N(r) \), so that the classification and holdout problems are reduced to mathematical modeling. This is also the key limitation of our approach insofar as such models are necessarily subjective. However, this problem is not unique to our method. Where possible, we incorporate objective information about the measurement process. See Section 4 and Ref. [5] for a deeper discussion of such issues and other limitations.

The remainder of this manuscript is organized as follows. Section 2 reviews key notation and terminology. Section 3 presents the general theory for defining optimal indeterminate classes. Section 4 illustrates this analysis in the context of a saliva-based, multiplex SARS-CoV-2 saliva assay. Section 5 considers numerical validation of our analysis, and Section 6 concludes with a discussion and comparison with past works. The Appendix provides a proof of our main result and other supporting information.

2. Notation and terminology

One of our primary goals is to provide practical, accessible tools for constructing indeterminate classes. In doing so, we must combine abstract ideas from measure theory with concepts in applied diagnostics; it is not reasonable to assume that any reader will have a background in both. In this section, we provide necessary information so that: (I) an expert in diagnostics can understand and implement our main results (i.e. construct holdout domains) without needing to derive the associated proofs; and (II) a mathematician can verify our work and understand the applied context. Readers with background in either the mathematical notation (Section 2.1) or diagnostic terminology (Section 2.2) may skip the corresponding sections. [We also advise mathematicians to see our definition of a bathtub-type principle in Section 2.1, as it differs from Theorem 1.14 in [15].] We also refer readers to Refs. [16, 17] for deeper background on measure theory.

2.1. Mathematical notation and concepts

- By a set, we mean a collection of objects, e.g. measurements or measurement values. By a domain, we typically mean a set in some continuous measurement space; see, e.g., Fig. 1.
- The symbol \( \in \) indicates set inclusion. That is, \( r \in A \) means that \( r \) is in set \( A \).
- The symbol \( \emptyset \) denotes the empty set, which has no elements.
- The operator \( \cup \) denotes the union of two sets. That is, \( C = A \cup B \) is the set containing all elements that appear in either \( A \) or \( B \).
- The operator \( \cap \) denotes the intersection of two sets. That is, \( C = A \cap B \) is the set of elements shared by both \( A \) and \( B \).
- The operator / denotes the set difference. We write \( C = A / B \) to mean the set of all objects in \( A \) that are not also in \( B \). Note that in general, \( A / B \neq B / A \). Equivalently, \( A / B \) can be interpreted as the “subtraction” or removal from \( A \) of the elements it shares in common with \( B \).
- The notation \( A = r : * \) defines the set \( A \) as the collection of \( r \) satisfying condition \( * \).
- By a bathtub-type principle, we mean the solution to a constrained optimization problem that determines an optimal set \( A^* \) via a nonlinear inequality of the form \( A^* = \{ r : f(r) \leq F^* \} \) for some constant \( F^* \) and function \( f(r) \).

Unless otherwise specified, the “size” or measure of a set refers to the probability of a sample falling within that set, i.e. its probability mass. By the same token, we generally avoid using size to describe the actual dimensions (in measurement space) of a domain.

2.2. Notation and concepts from applied diagnostics

- Training data correspond to samples whose true classes are known. In general, training data is used to construct probability models and/or validate an analysis.
- Test data corresponds to samples whose true classes are unknown, or treated as such for purposes of validation. Test data are the objects to which a classification analysis is applied.
- Prevalence is the fraction of samples in a population that are positive. As such, it is the probability that a person picked at random is positive, given no other information.
- Sensitivity \( S_+ \) (Specificity \( S_- \)) is the relative fraction of positive (negative) samples that are classified correctly. We take the common convention that these quantities refer to expectation values or averages.

---

2 The testing community has largely restricted its attention to global assay properties, since regulatory reporting focuses on assay performance for large populations [2].

3 An interesting corollary of the proofs in Ref. [5] is that \( Z \geq 50\% \) for optimally defined classification domains without indeterminates. Thus, we never need consider relative errors less than 50%. See also Section 3 and the Appendix.
2.3. Notation specific to the present work

- The non-caligraphic sets $D_p$ and $D_N$ denote positive and negative classification domains in the binary (no-holdout) problem.
- Calligraphic sets $\mathcal{D}_p$ and $\mathcal{D}_N$ are the corresponding domains in the classification problem with indeterminate samples. $\mathcal{D}_h$ is an indeterminate set.
- The shorthand $\mathcal{D} = \mathcal{D}_p \cup \mathcal{D}_N$ is used throughout and denotes the set of all samples that are classified as positive or negative.
- The use of a superscript $\star$ denotes an optimal quantity. For example, $D_p^\star$ is an optimal positive classification domain.

3. Minimum probability indeterminate class

We begin with the mathematical setting underlying classification. Consider an antibody measurement $r$, which can be a vector associated with multiple distinct antibody targets. We take the set of all admissible measurements to be $\mathcal{Q}$. Our goal is to define three domains, $\mathcal{D}_p$, $\mathcal{D}_N$, and $\mathcal{D}_h$ associated with positive, negative, and indeterminate (or $h$ for “hold-out”) samples. In particular, we say that a test sample $r$ is positive if it falls inside $\mathcal{D}_p$ (i.e. $r \in \mathcal{D}_p$), and likewise for the other domains.

We require that these domains have several basic properties to ensure that they define a valid classification scheme. Recalling that $P(r)$ and $N(r)$ are conditional probabilities associated with positive and negative samples, define the measures of a set $S \subset \mathcal{Q}$ with respect to $P$ and $N$ to be

$$
\mu_P(S) = \int_S dr P(r) \quad (2a)
$$

$$
\mu_N(S) = \int_S dr N(r). \quad (2b)
$$

That is, $\mu_P(S)$ is the probability of a positive sample falling in $S$, etc. We then require that

$$
\mu_P(\mathcal{D}_p \cup \mathcal{D}_N \cup \mathcal{D}_h) = \mu_N(\mathcal{D}_p \cup \mathcal{D}_N \cup \mathcal{D}_h) = 1 \quad (3)
$$

and

$$
\mu_P(S \cap S') = \mu_N(S \cap S') = 0 \quad (4)
$$

When $S \neq S'$, for $S, S'$ chosen from $\mathcal{D}_p, \mathcal{D}_N$, or $\mathcal{D}_h$, Eq. (3) states that the probability of any event falling in the positive, negative, or indeterminate domains is one; i.e. any sample can be classified. Eq. (4) states that the probability of a sample falling in more than one domain is zero, i.e. a sample has a single classification.

Given $P(r)$ and $N(r)$, the law of total probability [18] implies that

$$
Q(r) = pP(r) + (1−p)N(r) \quad (5)
$$

is the PDF that a test sample yields measurement $r$, where $p$ is the prevalence. The quantity $pP(r)$ is the probability that a sample is both positive and yields $r$, with a corresponding interpretation for $(1−p)N(r)$. This motivates us to define the total error rate

$$
\tilde{E}[\mathcal{D}_p, \mathcal{D}_N] = \int_{\mathcal{D}_p} dr(1−p)N(r) + \int_{\mathcal{D}_N} drP(r). \quad (6)
$$

The terms on the right-hand side (RHS) are the rates of false positives and false negatives (normalized by the number of tests). Eq. (6) treats any misclassification as equally undesirable, but importantly, indeterminates are not considered errors in Eq. (6). Thus, $\tilde{E}$ so defined is not the error rate of the assay restricted to samples that fall only within $\mathcal{D}_p$ and $\mathcal{D}_N$. The latter is defined as

$$
\tilde{E}_\star[\mathcal{D}_p, \mathcal{D}_N] = \frac{1}{pP(\mathcal{D}_p) + (1−p)\mu_N(\mathcal{D}_N)} \tilde{E}[\mathcal{D}_p, \mathcal{D}_N] \quad (7)
$$

where $\mathcal{D} = \mathcal{D}_p \cup \mathcal{D}_N$ is the set of all samples not in the indeterminate region. Eq. (7) is a conditional expectation; i.e. it is the average error conditioned on the set of samples that can be classified.

In Ref. [5] we showed that when the set $\mathcal{I}_{1/2} = \{r : pP(r) = (1−p)N(r)\}$ has measure zero and $\mathcal{I}_{1/2}$ is minimized by the binary classification scheme

$$
D_p^\star = \{r : pP(r) > (1−p)N(r)\} \quad (8a)
$$

$$
D_N^\star = \{r : (1−p)N(r) > pP(r)\} \quad (8b)
$$

for prevalence $p$. In light of the definition of $Q(r)$, interpretation of Eqs. (8a) and (8b) is straightforward: classify a sample as positive (negative) if the probability of being both positive (negative) and having value $r$ is greater than the corresponding probability of being negative (positive) and having value $r$. [See Chapter 3 of [19] for related ideas.] While $D_p^\star$ and $D_N^\star$ are not the optimal sets for the problem at hand, they play a fundamental role in the analysis that follows. We also note an important corollary that when the $\mathcal{I}_{1/2}$ has non-zero measure, Eqs. (8a) and (8b) are generalized to

$$
D_p^\star = \{r : pP(r) > (1−p)N(r)\} \quad (9a)
$$

$$
D_N^\star = \{r : (1−p)N(r) > pP(r)\} \quad (9b)
$$

where $\hat{Z}_p$ and $\hat{Z}_n$ are an arbitrary partition of $\mathcal{I}_{1/2}$. The physical interpretation of this generalization is that any point having equal probability of being negative or positive can be assigned to either class without changing the error. In practice, however, classification often reverts to Eqs. (8a) and (8b) as $\mathcal{I}_{1/2}$ has zero measure for many practical PDFs.

In the present work, we assume that there is a desired average accuracy $X$ and that $\mathcal{S} = 1−E_p[\mathcal{D}_p^\star, \mathcal{D}_N^\star] < X$ when all samples are classified. Our goal is to define a minimum probability indeterminate class $\mathcal{D}_{\star}$ and domains $\mathcal{D}_p^\star$ and $\mathcal{D}_N^\star$ for which $\mathcal{S}[\mathcal{D}_p^\star, \mathcal{D}_N^\star] = X$; that is, we wish to hold out the fewest samples so that those remaining are classified with the desired accuracy. Mathematically, we seek to minimize

$$
\mathcal{F}[\mathcal{D}_h] = \int_{\mathcal{D}_h} dr Q(r), \quad (10)
$$

subject to the constraint that

$$
p \int_{\mathcal{D}_p} dr P(r) + (1−p) \int_{\mathcal{D}_N} dr N(r) = X \int_{\mathcal{D}} dr Q(r) \quad (11)
$$

for $\mathcal{D} = \mathcal{D}_p \cup \mathcal{D}_N$. In light of Eq. (7), this constraint fixes the conditional expectation [20] of the assay accuracy restricted to $\mathcal{D}$, i.e. the accuracy of the assay excluding the holdout domain must be $X$.

To solve this problem, it is useful to introduce several auxiliary concepts. In particular, define the local accuracy of the unconstrained (i.e. no indeterminate), binary classification to be

$$
Z(r, D_p, D_N) = \begin{cases} 
pP(r)/Q(r) & r \in D_p \\
(1−p)N(r)/Q(r) & r \in D_N 
\end{cases} \quad (12)
$$

where $D_p$ and $D_N$ cover the whole set $\mathcal{Q}$ up to sets of measure zero; moreover, let $Z^*(r) = Z(r, D_p^\star, D_N^\star)$ be the local accuracy of the optimal solution to the binary problem. Then the solution to the constrained problem given by Eqs. (10) and (11) is

$$
\mathcal{D}_{\star} = \{r : Z^*(r) < Z_\theta(X)\} \cup \mathcal{E}(X) \quad (13a)
$$

$$
\mathcal{D}_p^\star = D_p^\star/\mathcal{D}_{\star} \quad (13b)
$$

$$
\mathcal{D}_N^\star = D_N^\star/\mathcal{D}_{\star} \quad (13c)
$$

where $Z_\theta(X)$ is the solution to the equation

$$
\int_{\mathcal{Q}\setminus[\{r : Z^*(r) < Z_\theta(X)\}\setminus\mathcal{E}]} dr \left[Z^*(r) − X \right] Q(r) = 0, \quad (14)
$$

for any set $\mathcal{E} \subset \{r : Z^*(r) = Z_\theta\}$ satisfying Eq. (14). Proof of this result, as well as the strict interpretation of $\mathcal{E}$ requires significant analysis of

---

4 See Refs. [5,14] for an unbiased method to estimate $p$ without needing to classify.

5 $\mathcal{E}$ and $\mathcal{E}_\star$ are equal when $\mathcal{I}_{1/2}$ is the empty set. Note also that one can measure $\mathcal{I}_{1/2}$ with respect to either $P$ or $N$. This is because the set $\mathcal{I}_{1/2}$ by definition entails that $pP(\mathcal{I}_{1/2}) = (1−p)\mu_N(\mathcal{I}_{1/2})$. 

---
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Eq. (11) and is reserved for Appendix. Here we provide an intuitive interpretation and describe a straightforward algorithm for computing Eqs. (13a)–(13c).

Eq. (13a) informs that the points to label indeterminate are those with the lowest local accuracy up to some threshold value \( Z_0 \) which depends on \( X \). Eqs. (13b) and (13c) then amount to the observations that the positive and negative domains are the same as in the unconstrained binary problem, except that we remove the corresponding points with low enough local accuracy. Eq. (14) requires that the average local accuracy for the classification sets \( \mathcal{D}_p \) and \( \mathcal{D}_n \) be identical. By virtue of the fact that \( \mathcal{D}_n = \Omega \mathcal{D}_p \), this fixes the boundary of the indeterminate set. That is, the upper bound \( Z_0(X) \) on the indeterminate local accuracy is the lower bound on the accuracy for sets that can be classified. The \( \theta(X) \) is a bookkeeping artifact accounting for the situation in which the set of points with local accuracy \( Z_0(X) \) has non-zero probability mass. In this case, not all of these points need to be held out if doing so would make \( \mathcal{D} \) greater than \( X \). The choice of which points to make indeterminate is subjective as they all have the same local accuracy. In practice (e.g. for smooth PDFs), \( \theta(X) \) is a set of measure zero with respect to \( Q \), so that we can ignore it in Eq. (13a).

From Eqs. (13a)–(14) it is clear that determining \( Z_0(X) \) is the key step in defining the optimal classification domains. Fortunately, the interpretation of Eq. (14) leads to a straightforward bisection method. First note that \( 1/2 \leq Z^*(r) \leq 1 \). Let \( \zeta_0 = 3/4 \) be an initial guess for the value of \( Z_0(X) \), and let \( \zeta_j \) be the \( j \)th update computed iteratively as follows. For each \( \zeta_j \) compute \( \mathcal{D}_p(\zeta_j), \mathcal{D}_n(\zeta_j) \), as well as the left-hand side (LHS) of Eq. (14), which we denote by \( J_j \). If \( J_j > 0 \), then set \( \zeta_{j+1} = \zeta_j - 2^{-i(j+1)} \); if \( J_j < 0 \), set \( \zeta_{j+1} = \zeta_j + 2^{-i(j+1)} \). If \( |J_j| \leq \epsilon_X \) for some user-defined tolerance \( \epsilon_X \), or if \( j \) reaches some maximum iteration number \( M \), stop the algorithm. In the former case, the classified samples will have an average accuracy \( \mathcal{D} \) in the range \( X - \theta(\epsilon_X) \leq \mathcal{D} \leq X + \theta(\epsilon_X) \). In the latter case, \( \eta_j - \theta(\epsilon_X) \leq Z_0(X) = \zeta_j + \theta(\epsilon_X) \), where \( \epsilon_X = 2^{-M+1} \) is the error in the estimate of \( Z_0(X) \). For context, 20 iterations of this algorithm yields errors \( \epsilon_X \) on the order of 1 in \( 10^4 \). In the second case, the existence of a non-trivial set \( \theta(X) \) can be deduced from the observation that \( J_j \) does not converge, but rather cycles between two well-separated values, depending on whether \( \zeta \) is greater than or less than \( Z_0(X) \). In this case, the set \( \theta(X) \) can be defined arbitrarily but consistent with Eq. (14) once \( Z_0(X) \) is identified to sufficient accuracy.
The results of this transformation are shown in Fig. 1, along with classification domains currently used with this assay. The goal of the analysis is to maintain accuracy while decreasing the number of indeterminate samples by finding the domain $D_h$ with the smallest probability mass. We remind the reader that size does not refer to the (generalized) volume in measurement space. Rather it refers to the local probability mass) on the lines shown in Fig. 1, this has the effect of accumulating data (and thus probability mass) on the lines $x = x_{\min}$ and $x = x_{\max}$, which is a manifestation of data censoring [21,22]. While details are reserved for the Appendix, this observation leads us to model positive and negative samples via a PDF of the form

$$P(x, y) = P_0(x, y) + P_1(x)\delta(x) + P_2(y)\delta(x - 1),$$

where $0 \leq x < 1$, $0 \leq y \leq \infty$, $\delta(x)$ is the Dirac delta function, and $P_0(x, y)$ is assumed to be bounded and continuous on the whole domain. The functions $P_0(x, y)$ and $P_0(y)$ characterize the probability of SARS-CoV-2 antibody levels for measurement values saturated at the left ($l$) and right ($r$) bounds. We emphasize that the use of delta functions in Eq. (15) is formal and should be treated with care. A more rigorous interpretation of what is meant by Eq. (15) is discussed in Appendix.

To model the function $P_0(x, y)$, we treat the total IgG measurements as independent normal random variables with an unknown mean and variance. Within the domain $0 < x < 1$ (note the strict inequalities) and $0 \leq y \leq \infty$, we assume that the SARS-CoV-2 measurements are well described by a Gamma distribution with a fixed (but unknown) scale factor and shape parameter with a sigmoidal dependence on $x$. This dependence is motivated by the correlation described previously. Taken together, this yields the PDF

$$P_0(x, y) = \frac{e^{-(x-\mu)^2/(2\sigma^2)}}{\sqrt{2\pi}\sigma} \frac{k(x)^{-1}}{f(k(x))\theta^{k(x)}} e^{-y/\theta}$$

where $\mu, \sigma, \theta$, and the $a_i$ are to-be-determined. The boundary functions are defined to be

$$P_1(x) = \frac{y^{k(0)\theta(0)}}{f(k(0))\theta(0)} \int_{-\infty}^{0} dx \frac{e^{-(x-\mu)^2/(2\sigma^2)}}{\sqrt{2\pi}\sigma},$$

$$P_2(y) = \frac{y^{k(1)\theta(1)}}{f(k(1))\theta(1)} \int_{1}^{\infty} dx \frac{e^{-(x-\mu)^2/(2\sigma^2)}}{\sqrt{2\pi}\sigma},$$

which describes the probability that a total IgG value below (above) $x = 0$ ($x = 1$) will be mapped back to the lower (upper) instrument bound. The free parameters are determined via maximum likelihood estimation using a censoring-based technique; see the Appendix and Refs. [21,22].

As an approximation, we truncate the $y$-domain to be $0 \leq y \leq 1$ and renormalize the resulting PDF on this domain. For the negative PDF $N(x, y)$, we anticipate that non-specific binding of the total IgG antibodies to the SARS-CoV-2 antigens will lead to a degree of correlation, albeit to a less extent than for positives. Thus, we use the same form of $P(x, y)$, but refit the parameters using the negative training data. Fig. 2 shows the outcome of this exercise for the two training sets. Because $P_1(x), P_1(y)$, and corresponding terms for $N(x, y)$ are continuous with respect to the Gamma portion of $P(x, y)$ and $N(x, y)$, the former can be inferred from the contour lines in the figure (up to a normalization factor) and are thus not shown.

Figs. 3 and 4 show $Z^*(r)$ and waterlines necessary to achieve different average accuracies. The bathtub-type principle is shown in the latter; see also Ref. [15] for related ideas. To ensure that $Z = X$, we only hold out samples up to the corresponding value of $Z_\phi (X)$. Note that indeterminates are concentrated in regions where there is significant overlap between positive and negative samples. Fig. 5 shows the corresponding classification domains computed according to the
5. Numerical validation

To validate that the sets $\mathcal{S}_p^\star$, $\mathcal{S}_n^\star$, and $\mathcal{S}_h^\star$ obtained in Section 3 are optimal, we consider a numerical experiment wherein we perturb $\mathcal{S}$ as a function of these domains. For point $r \in \mathcal{S}_h$ and $r' \in \mathcal{S}$, we formally define a “point-swap derivative” to be

$$\frac{\delta \mathcal{P}[\mathcal{S}_h]}{\delta r^\star} = \frac{Z(r) - X}{Z(r^\star) - X}.$$  \hspace{1cm} (19)

In principle $Z(r)$ can be an arbitrary definition of local accuracy, although in practice we take $Z(r) = Z^\star(r)$ in this section. The interpretation of Eq. (19) is as follows. In taking point $r'$ from $\mathcal{S}$ and adding it to $\mathcal{S}_h$ and vice-versa for $r$, we must ensure that the constraint Eq. (11) remains satisfied. The ratio $\frac{Z(r) - X}{Z(r^\star) - X}$ provides the “rate-of-exchange” of probability. For example, if $Z(r) < X < Z(r^\star) < 0$, then adding $r$ to $\mathcal{S}$ will infinitesimally decrease the global accuracy, so that we must hold out a larger yet still infinitesimal fraction of $Q$ in the vicinity of $r'$. It is clear that Eq. (19) goes through a singularity when $Z(r) < X < Z(r^\star) < 0$, and vice-versa for $r^\star$. The interpretation of this is straightforward: we should always reverse any swap for which a point with local accuracy greater than the average is put in the indeterminate class. Such points are not considered in the analysis below. More rigorous interpretations of Eq. (19) are considered in the Appendix, especially in the context of the singular PDF given by Eq. (15).

The benefit of Eq. (19) is that it allows us to estimate a “set-partial derivative” by computing the relative probability exchange for any point in the indeterminate domain. In particular, we compute

$$\frac{\delta \mathcal{P}[\mathcal{S}_h]}{\delta r} = \inf_{Z(r') < X, r' \in \mathcal{S}} \left[ \frac{Z(r) - X}{Z(r') - X} \right]$$  \hspace{1cm} (20)

for the optimal domains $\mathcal{S}_h^\star$ and $\mathcal{S}^\star$. Fig. 7 shows the logarithm of Eq. (20) for a mesh of points in the indeterminate region, taking $Z(r) = Z^\star(r)$. Note that swapping any point in the indeterminate region with one in the positive and negative classification domains increases the size of the indeterminate, as expected.

To validate that swapping points between $\mathcal{S}_p^\star$ and $\mathcal{S}_n^\star$, $\mathcal{S}_p^\star$ does not increase the accuracy of the assay or decrease the size of the indeterminate domain, we examine the quantity $Z(r)$ directly. In particular, the Appendix shows that $Z^\star(r) \geq 1/2$ for all $r \in \mathcal{S}^\star$ guarantees that $\mathcal{S}_p^\star = \mathcal{S}_p^\star/\mathcal{S}_n^\star$ and $\mathcal{S}_p^\star = \mathcal{S}_p^\star/\mathcal{S}_n^\star$ are optimal for the indeterminate region $\mathcal{S}_h^\star$. Fig. 3 demonstrates that this inequality holds for the solution given by Eqs. (13a)–(14). Thus, no rearrangement of points decreases the size of the indeterminate domain.
6. Discussion: Historical context, open direction, and limitations

6.1. The role of prevalence

Examination of Eq. (11) reveals that the terms of the LHS are proportional to prevalence-weighted estimates of sensitivity and specificity. In particular, recognize that

\[ S_Y = \left[ \int_{D} P(r) \, dr \right]^{-1} \int_{D} P(r) \, dr, \quad (21a) \]

\[ S_Y = \left[ \int_{D} N(r) \, dr \right]^{-1} \int_{D} N(r) \, dr \quad (21b) \]

are the sensitivity and specificity restricted to the domain \( D \). When there is no indeterminate domain, the normalizing factors \( \int_{D} P(r) \, dr = \int_{D} N(r) \, dr = 1 \), so that Eqs. (21a) and (21b) revert to the standard definitions of these quantities. In this case, we see that Eq. (11), which no longer acts as a constraint, amounts to the statement that the prevalence-weighted sum of sensitivity and specificity is equal to \( X \); that is

\[ \rho S_Y + (1 - \rho) S_Y = X. \quad (22) \]

When we permit an indeterminate class, however, the interpretation is not as straightforward. In particular, the presence of the term \( n_Q = \int_{D} N(r) \, dr \) on the right-hand side (RHS) appears problematic, for note that it implies

\[ n_Q^{-1} \left[ \rho \int_{D} P(r) \, dr + (1 - \rho) \int_{D} N(r) \, dr \right] = X. \quad (23) \]

The normalization factor \( n_Q \) differs from its counterparts in Eqs. (21a) and (21b). Thus, it is not obvious what our constraint enforces about the sensitivity and specificity of the assay restricted to \( D \).

The resolution to this conundrum is to recognize that the prevalence of the population also changes when we restrict classification to \( D \). This is not to say that the value of \( \rho \) itself (i.e., associated with the total population) changes, but rather that the relative fraction of positives and negatives differs on \( D \subset Q \). This is not unexpected, since the shape of the indeterminate region is a function of the local accuracy \( Z \), which depends on the specifics of the probability models. Mathematically, we understand these observations by rewriting Eq. (23) in the form

\[ \frac{\rho n_P}{n_Q} \left[ \int_{D_P} P(r) \, dr + \frac{(1 - \rho) n_N}{n_Q} \int_{D_N} N(r) \, dr \right] = X \quad (24) \]

where \( n_P = \int_{D} P(r) \, dr \) and \( n_N = \int_{D} N(r) \, dr \) are the required normalization constants. Eq. (24) becomes an analogue to Eq. (22) of the form

\[ \frac{\rho n_P}{n_Q} S_Y + \frac{(1 - \rho) n_N}{n_Q} S_Y = X \quad (25) \]

where \( \rho = \frac{n_P}{n_Q} \) is the prevalence restricted to the domain \( D \). Note that \( \rho \) has the properties necessary to be a prevalence:

\[ \frac{n_P}{n_Q} + \frac{(1 - \rho) n_N}{n_Q} = 1 \implies 1 - \rho = \frac{(1 - \rho) n_N}{n_Q} \quad (26) \]

which is a consequence of the definition of \( n_Q \). Thus, we see that the constraint corresponds to a domain-restricted-prevalence weighted sum of sensitivity and specificity.

From a theoretical standpoint, Eq. (26) is extremely serendipitous. The constraint as defined by Eq. (11) only refers to the prevalence of the full population. It is not obvious that this equation will remain a prevalence-weighted sum when holding out samples, especially as the restricted-prevalence does not in general equal \( \rho \). Further implications of this observation are explored in the next section.

However, an immediate practical consequence of Eq. (26) is that the relative fraction of positives from an assay using indeterminates is not a reliable estimator of total prevalence. In order for the restricted prevalence \( n_D \) to equal \( \rho \), one requires

\[ n_P - n_Q = 0 = \int_{D} P(r) - \rho P(r) - (1 - \rho) N(r) \, dr, \]

which implies

\[ 0 = \int_{D} P(r) - N(r) = n_P - n_N. \quad (27) \]

That is, \( \rho = n_D \) only occurs when the holdout domain removes equal mass from the probability models, which is extremely restrictive.

To overcome this problem, we recall that Ref. [5], demonstrated how an unbiased estimate of the total prevalence can be constructed without classifying samples using a simple counting exercise on subdomains of \( Q \). The validity of that method is independent of the assay accuracy, so that it can be used to estimate \( \rho \) in the present work. Indeed, such techniques are necessary to construct the optimal classification domains, given the fundamental role of \( \rho \) in their definitions. We refer the reader to Ref. [5] for a deeper discussion of such issues.

6.2. Other notions of optimality

A common practice in the testing community is to preferentially optimize an assay so that either the specificity or sensitivity reaches a desired target, but not explicitly a linear combination of the two. Eq. (25) and the bathtub-type principle suggest a route by which our method can solve an analogue of this problem. However, a deeper investigation of sensitivity and specificity is first necessary to motivate this generalization and understand how such methods differ from Eqs. (13a)–(14). [See also Ref. [23] for additional notions of optimality, as
well as Refs. [24–26] for other approaches to defining classification domains.]

Examination of the binary problem reveals that when \( p = 1/2 \), the domains \( D^*_p \) and \( D^*_\nu \) equally weight sensitivity and specificity; that is, errors in either are treated as equally undesirable. It is straightforward to show that increasing \( p \) will increase sensitivity at the expensive of specificity, and vice versa. The interpretation of this observation is that as the number of positive samples increases, we should increase the size of the positive classification domain so as to capture the their increasing share of the population. It is therefore possible and even likely that when the prevalence approaches 0 or 100%, either sensitivity or specificity may be unacceptably low, since the corresponding contribution to the total accuracy becomes negligible.

A possible solution to this problem is to recast Eq. (11) as an inequality constraint of the form

\[
p \int_{\partial \mathcal{P}} dP(r) + (1 - p) \int_{\partial \mathcal{N}} dN(r) \geq X \int_{\partial \mathcal{Q}} Q(r) \tag{28}
\]

together with the additional constraints

\[
S_\nu \geq X_\nu \tag{29}
\]
\[
S_\nu \geq X^- \tag{30}
\]

where \( X_\nu \) and \( X^- \) are user-defined lower bounds. While an optimal solution to this problem is beyond the scope of the current manuscript, the bathtub-type principle suggests a construction akin to active-set methods [27]. First, solve the optimization problem associated with Eqs. (10)–(11) and check the resulting values of sensitivity and specificity. If these quantities are deemed to small, remove samples up to user-defined waterlines \( Z_\nu \geq Z_0 \) and \( Z_\nu \geq Z_0 \) (which may be different), where \( Z_\nu \) and \( Z_\nu \) apply only to samples in the negative and positive classification domains. Fig. 8 shows an example of this approach applied to the data in previous figures. We originally set \( X = 0.99 \) but required that the empirical specificity be 100% for the training set. To accomplish this, we set \( Z_\nu = 0.972 \), which augments the size of the indeterminate domain (teal strip added to the light blue domain) without decreasing the number of true negatives.

6.3. Relationship between prevalence, sensitivity, and specificity

Eq. (25) and the examples of Secs. 6.1 and 6.2 beg the question: to what extent is prevalence-weighted accuracy a preferred or natural framework for diagnostic classification, as opposed to methods based on explicit reference to sensitivity and specificity? To unravel this, consider that the latter two are purely theoretical properties of a specific choice of classification domain and are only loosely connected to the reality of testing. This is evident from the definitions given by Eqs. (21a) and (21b). The concept of prevalence, i.e. *implying existence of a population*, does not enter; rather all that is needed is a choice of the classification domains. Thus, an assay can have exceptional sensitivity and yet still be wrong half the time if the prevalence is low. In a related vein, it is clear that specificity and sensitivity only characterize assay accuracy in the limits \( p \to 0 \) and \( p \to 1 \), respectively.

Here we encourage a new perspective. As a baseline strategy, the most important task is to correctly classify samples; at least this is of the utmost importance to patients. Moreover, computing accurate prevalence estimates is critical for epidemiologists (although we have shown previously that this problem is solved accurately without recourse to classification). With this goal in mind, the sensitivity and specificity are subservient to accuracy via Eq. (11), and it is not unreasonable to let them change with prevalence if doing so increases overall testing accuracy. We highlight this because under such a paradigm, \( S_\nu \) and \( S^- \) lose their status as the key performance metrics that define the “quality” of an assay, and they cannot be viewed as static properties. Such observations are not to say that \( S_\nu \) and \( S^- \) are useless, however. Clearly there are times when it is more important to correctly identify samples from one class, and this motivates the generalization of Section 6.2.

But these observations clarify our perspective of why the prevalence sets a natural scale for classification. In particular, Eq. (11) has two equivalent interpretations: (i) the accuracy of the assay must be \( X \); and (ii) the prevalence-weighted sensitivity and specificity must be \( X \). The equivalence of these interpretations arises from the fact that notions of accuracy assume the existence of a population to which the test is applied. Thus, Eq. (25) is perhaps unsurprising in light of Eq. (11) because both are self-consistent statements about the properties of a population.

The benefit of treating prevalence-weighting as a natural framework for diagnostic classification is that one can easily identify when objective elements (i.e. not intrinsic to the population) have been added to the analysis. For example, the indeterminate domain in Fig. 8 associated with the inequalities (28)–(30) is not optimal insofar as there is a smaller counterpart that yields the same average accuracy for the classified data. However, it is clear by construction how we have modified the latter, i.e. by adding a user-defined constraint on the specificity. Likewise, even Eq. (11) should be viewed as a subjective modification of the unconstrained, prevalence-weighted classification problem.

Ultimately the choice of classification method is best determined by assay developers, and there may be situations in which prevalence weighting is inappropriate. Nonetheless, we feel that the analysis herein highlights the assumptions behind our work and attempts to ground it in objective elements inherent to the population of interest.

6.4. Implications of an indeterminate class

The use of an indeterminate class in diagnostics can have consequences, especially for individual patients. We briefly consider such issues here.

We first note what does not change: it is still possible to estimate prevalence of an entire population, even though some samples are held out. This is a consequence of the methods in Ref. [5,14], which yield unbiased predictions of \( p \) that converge in mean-square without ever classifying data. These results are understood physically by recognizing that prevalence estimation entails determining the number of positive samples, not identifying their classes. The latter task is more specific
and amounts to a choice about how to interpret the data, which has no bearing on its underlying statistical properties (such as prevalence).

This observation highlights the subjective nature of classification insofar as Eqs. (6)–(11) are choices of the types of errors we wish to minimize. These choices are informed by the measurement setting and dictate what role an indeterminate class plays in reporting results to individuals. In mass surveillance studies, for example, the primary goal may be to deduce prevalence of various populations. In such cases, a large fraction of inconclusive results could reduce individual confidence in testing, although it should not affect the overall aims of the study. In other settings, such as antibody testing to assess immunity, the specific test results matter more. In some cases an indeterminate class as constructed herein (in terms of local accuracy) could in fact increase confidence and/or usefulness of the diagnostic. For example, in testing an immunocompromised individual, the potential loss associated with an incorrect result suggests the need for a more stringent criterion (e.g. using local accuracy) to determine if an individual has seroconverted.

6.5. Limitations and open directions

A fundamental limitation of our analysis is the assumption that the probabilistic models describing positive and negative samples can be used outside the scope of training data. This problem is common to virtually any classification scheme and is primarily an issue of modeling. Such issues have been explored in a previous manuscript, to which we refer the reader [5]. We note here, however, that model-form errors may introduce uncertainty on the order of a few percent in the conditional probability densities. Thus, it is likely that modeled estimates of accuracy will be incorrect by a proportional amount. This is seen, for example, in the holdout domain computed in Fig. 5. However, Section 6.2 provides means of ensuring that the indeterminate domains are recomputed to satisfy any constraints on empirical estimates of accuracy. We also note that approaches that do not explicitly account for prevalence and/or conditional probabilities are likely to have significantly more model-form errors than estimates based on our approach.

Regarding the indeterminate analysis, Eqs. (13a)–(14) and the generalization considered in Section 6.2 may be a challenging optimization problem to solve, although the solution could be extremely useful for satisfying regulatory and/or public health requirements. Moreover, formalizing the algorithm described in that section and studying its properties relative to the optimal solution may be useful.

A practical limitation of our analysis is the definition of assay performance, provided we allow for variable, prevalence-dependent classification domains. Current standards advocate using sensitivity and specificity estimated for a single validation population having a fixed prevalence. To realize the full potential of our analysis, it is necessary to (i) estimate assay accuracy and uncertainty therein, (ii) characterize the admissible classification domains, and (iii) compute sensitivities and specificities, all as a function of the variable prevalence. While such issues have been partly considered in [5], and deeper investigation of this uncertainty quantification is necessary for widespread adoption of these techniques.
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Appendix A. Proof of main result

Lemma 1. Assume that $P(r)$ and $N(r)$ are summable functions on $\Omega$ and that the measure of any point $r$ is zero with respect to all distributions. Also assume that $\mathbb{P}[D^*_p, D^*_n] < X$ and that there exists a set of non-zero measure for which $Z(r) > X$. Then the sets defined by Eqs. (13a)–(14) minimize Eq. (10) subject to Eq. (11).

We first show that Eq. (14) defines $Z_0(X)$ and $\mathbb{E}(X)$. Let $1/2 \leq \xi \leq 1$ and define

$$\mathbb{D}_\xi(\zeta) = \{r : Z^*(r) < \zeta\}$$

(31a)

$$\mathbb{D}_p(\zeta) = D^*_p / \mathbb{D}_\xi(\zeta)$$

(31b)

$$\mathbb{D}_N(\zeta) = D^*_n / \mathbb{D}_\xi(\zeta).$$

(31c)

Eq. (14) motivates the function

$$I(\zeta) = \int_{\mathbb{D}_p(\zeta) \cup \mathbb{D}_N(\zeta)} d\mathbb{G}(r) = \int_{\mathbb{D}_p(\zeta) \cup \mathbb{D}_N(\zeta)} d\mathbb{G}(r) - \int_{\mathbb{D}_p(\zeta) \cup \mathbb{D}_N(\zeta)} d\mathbb{G}(r),$$

(32)

which is a monotone increasing function of $\zeta$ satisfying the inequalities $I(1/2) = 0$ and $I(\zeta) > 0$ for some $\zeta < 1/2$. Thus, there exists a unique value of $Z_0(X)$ for which one of two situations holds: (i) the function $I(\zeta)$ is continuous at $Z_0(X)$ and $I(Z_0(X)) = 0$, which directly implies Eq. (14); or (ii) $I(\zeta)$ suffers a discontinuity, so that $I(Z_0(X)) < 0$ and $I(Z_0(X) + \epsilon) > 0$ for any positive $\epsilon$. The latter case occurs when $\delta = \{r : Z^*(r) = Z_0(X)\}$ has non-zero measure, and we may set $\delta$ to be any subset $\delta' \subset \delta$ provided Eq. (14) is satisfied. The existence of such a $\delta$ is guaranteed by the linearity of integration, which implies that

$$\tilde{I}(C) = \int_{\delta'} d\mathbb{G}(r) = \int_{\delta'} d\mathbb{G}(r) - \int_{\delta'} d\mathbb{G}(r)$$

is a continuous, monotone increasing function of the measure $C \subset \delta$ that passes through zero. Any zero of $\tilde{I}(C)$ implies Eq. (14) and defines an appropriate $\delta$.

The proof that Eqs. (13a)–(14) minimize Eq. (10) relies on the observation that any $Z^*(r) < Z_0(X)$ is farther from the mean value
By inequality (36), we see that corresponding bathtub principle identifies an optimal \( g \) the constraint that the expectation value of \( \leq \) of two functions, where \( \Delta \). Similarly there exists a lower limit \( x_{\text{mid}} \) up to which smaller measurements values are rounded. The goal of this section is to incorporate such information into probability modeling.

For concreteness, we restrict ourselves to the one dimensional measurements \( x \) associated with the total IgG assay. We assume that were the optical photodetector not restricted to the range \( [x_{\text{mid}}, x_{\text{max}}] \), the recorded measurement would have been \( x \) returned on the domain \( -\infty < x < \infty \). Because the measurements have been transformed to a logarithmic coordinate system, \( y = -\infty \) is meaningful. Without additional information about probability of total IgG antibody levels, we make a minimal assumption that \( x \) is described by a Gaussian distribution with an unknown mean \( \mu \) and variance \( \sigma^2 \). Thus, on the open domain \( (x_{\text{mid}}, x_{\text{max}}) \), assume that \( x = x \), so that the probability of measuring \( x \)

\[
P_d(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}, \quad x_{\text{min}} < x < x_{\text{max}}.
\]

However, on the boundaries \( x_{\text{mid}} \) and \( x_{\text{max}} \), we only know that the true values are below and above the respective thresholds. Thus, the probabilities of measuring \( x_{\text{mid}} \) and \( x_{\text{max}} \) are given by

\[
P_l = \int_{x_{\text{mid}}}^{x_{\text{max}}} P_0(x|\mu, \sigma^2) dx
\]

\[
P_r = \int_{x_{\text{mid}}}^{x_{\text{max}}} P_0(x|\mu, \sigma^2) dx
\]

where \( P_0(x|\mu, \sigma^2) \) is the same as Eq. (38), but with \( x \) replaced by \( x \). We may then write the full probability model for \( x \) as

\[
P(x) = \int_{x_{\text{mid}}}^{x_{\text{max}}} P_0(x|\mu, \sigma^2) dx + \delta(x-x_{\text{mid}}) P_l + \delta(x-x_{\text{max}}) P_r.
\]

To determine the values of \( \sigma \) and \( \mu \), we maximize with respect to these parameters the product of \( N \) likelihoods given by

\[

\mathcal{L}(x) = \prod_{j=1}^{N} L(x_j).
\]

or alternatively, we minimize the negative log of \( \mathcal{L}(x) \). To construct the two-dimensional PDF associated with Eq. (15), we assume a corresponding probability model for the SARS-CoV-2 IgG measurements and use standard MLE to identify the distribution parameters. The full PDF for training data is then given by the product of the corresponding PDFs for total IgG and SARS-CoV-2 measurements and has the form given by Eq. (15).

Note that Eq. (15) does not require modification of the proof in the previous section, since any point \( (x, y) \) is a set of measure zero, provided that \( \mathcal{R}(y) \) and \( \mathcal{R}(y) \) (and their negative counterparts) are bounded functions of \( y \). However, we do require care in defining the local accuracy and classification domains \( D^*_n \) and \( D^*_p \). Let

\[
A_k = \{ r : p \mathcal{R}(r) > (1-p) \mathcal{R}(r), x_{\text{min}} < x < x_{\text{max}} \}
\]

\[
B_k = \{ r : p \mathcal{R}(y) > (1-p) \mathcal{R}(y), x = x_{\text{min}} \}
\]

\[
C_k = \{ r : p \mathcal{R}(y) > (1-p) \mathcal{R}(y), x = x_{\text{max}} \}
\]

from which we construct \( D^*_n = A_k \cup B_k \cup C_k \) and the analogous definition for \( D^*_p \). Note that any point for which the prevalence-weighted probabilities of being negative and positive are identical can
be assigned to either class. The corresponding definition of $Z^*(r)$ is given by

$$Z^*(r) = \begin{cases} \frac{\max(\rho B(r), \rho' B'(r))}{\min(\rho B(r), \rho' B'(r))} & x < x_{\text{min}} \\ \frac{\max(\rho B(r), \rho' B'(r))}{\min(\rho B(r), \rho' B'(r))} & x = x_{\text{min}} \\ \frac{\max(\rho B(r), \rho' B'(r))}{\min(\rho B(r), \rho' B'(r))} & x = x_{\text{max}} \\ \frac{\max(\rho B(r), \rho' B'(r))}{\min(\rho B(r), \rho' B'(r))} & x > x_{\text{max}} \end{cases}$$

(45)

where $\beta(r)$ and $\beta'(r)$ are the analogous of $\beta(r)$ and $\beta'(r)$ for the negative PDF.

Appendix C. On the point-swap derivatives

To justify the use of Eq. (19), return to Eq. (11) and consider a set $\mathcal{D}$ and its complement $\mathcal{D}_c$. Consider balls $\mathcal{B} = B(r, \epsilon)$ and $\mathcal{B}' = B'(r', \epsilon')$ having radii $\epsilon$, $\epsilon'$ and centered about $r$ and $r'$. Let these balls be entirely contained in $\mathcal{D}$ and $\mathcal{D}_c$, respectively. Momentarily assume that the PDFs do not contain Dirac masses. Define $\mathcal{D}_N$ and $\mathcal{D}'_N$ to be the sets where $\mathcal{B}$ and $\mathcal{B}'$ have been interchanged without violating Eq. (11). Taking the difference of Eq. (11) defined relative to $\mathcal{D}$ and $\mathcal{D}'$ yields

$$\int_\mathcal{D} \text{d}Z(\mathcal{F}) - \int_\mathcal{D}' \text{d}Z(\mathcal{F}) - \int_\mathcal{D} \text{d}Z(\mathcal{F}) + \int_\mathcal{D}' \text{d}Z(\mathcal{F}) = 0.$$  

(46)

Assuming that $Z(\mathcal{F})$ and $Q(\mathcal{F})$ are sufficiently smooth, to leading order in $\epsilon$ and $\epsilon'$ one finds

$$e^\epsilon Z(\mathcal{F}) - X Q(\mathcal{F}) = (e^\epsilon)' Z(\mathcal{F}) - X Q(\mathcal{F}).$$  

(47)

where $d$ is the dimensionality of $r$. Rearranging this last equation yields

$$\frac{(e^\epsilon)' Q(\mathcal{F})}{e^\epsilon Q(\mathcal{F})} = \frac{Z(\mathcal{F}) - X}{Z(\mathcal{F}) - X}.$$  

(48)

Note that $e^\epsilon$ and $(e^\epsilon)'$ are proportional to the volumes of the respective balls about the points $r$ and $r'$, so that the quantity $(e^\epsilon)' Q(\mathcal{F})$ is, for example, proportional to the infinitesimal probability mass contained in the corresponding ball. Thus, the given by Eq. (48) is the relative change probability mass exchanged between $\mathcal{D}$ and $\mathcal{D}_N$ in swapping $r$ and $r'$.

If we change the class of $r$ (either from $\mathcal{D}_p$ to $\mathcal{D}_N$ or vice versa), it may be necessary to hold out additional points $r''$, or it may be possible to move points from the indeterminate into the classification domain. In either case, letting $\mathcal{B}$ and $\mathcal{B}'$ have the same definitions as before and assuming Eq. (11) holds, one finds

$$\int_\mathcal{D} \text{d}Z(\mathcal{F}) - 1 \mathcal{F}(\mathcal{F}) + \int_\mathcal{D}' \text{d}Z(\mathcal{F}) - \mathcal{F}(\mathcal{F}) = 0,$$  

(49)

where $\mathcal{B}'$ is the ball moved to (+) or from (–) the indeterminate domain, depending on the sign of the first term; note that we also require $Z < X$ inside $\mathcal{B}'$. Again taking the limit that the respective $\epsilon$ are small, one finds

$$e^\epsilon Z(\mathcal{F}) - X \mathcal{F}(\mathcal{F}) = \pm (e^\epsilon)' (X - Z(\mathcal{F}')) \mathcal{F}(\mathcal{F}).$$  

(50)

Dividing by $\pm (X - Z(\mathcal{F}))$ yields the infinitesimal probability mass moved to or from the indeterminate

$$e^\epsilon Q(\mathcal{F}) = \pm \frac{e^\epsilon Z(\mathcal{F}) - 1 \mathcal{F}(\mathcal{F})}{X - Z(\mathcal{F})}.$$  

(51)

The LHS must be positive, and the denominator on the RHS is positive. Thus, the + and - signs on the RHS occur when $Z(\mathcal{F}) > 1/2$ and $Z(\mathcal{F}) < 1/2$, corresponding to the situations in which probability mass moves to and from the indeterminate region. Thus, in assessing when $\mathcal{D}_p$ grows, it is sufficient to test the inequality $Z(\mathcal{F}) > 1/2$.

The analysis of this section is easily generalized to the case of Eq. (15) by noting that for points on the lines $x = 0$ and $x = 1$, the balls of radius $\epsilon$ should be taken as intervals on the line with length $2\epsilon$. This yields the appropriate generalization of probability associated with those points.
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