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Abstract—Noninvasive MR-guided focused ultrasound (MRgFUS) treatments are promising alternatives to the surgical removal of malignant tumors. A significant challenge is assessing the viability of treated tissue during and immediately after MRgFUS procedures. Current clinical assessment uses the non-perfused volume (NPV) biomarker immediately after treatment from contrast-enhanced MRI. The NPV has variable accuracy, and the use of contrast agent prevents continuing MRgFUS treatment if tumor coverage is inadequate. This work presents a novel, noncontrast, learned multiparametric MR biomarker that can be used during treatment for intratreatment assessment, validated in a VX2 rabbit tumor model. A deep convolutional neural network was trained on noncontrast multiparametric MR images using the NPV biomarker from follow-up MR imaging (3-5 days after MRgFUS treatment) as the accurate label of nonviable tissue. A novel volume-conserving registration algorithm yielded a voxel-wise correlation between treatment and follow-up NPV, providing a rigorous validation of the biomarker. The learned noncontrast multiparametric MR biomarker predicted the follow-up NPV with an average DICE coefficient of 0.71, substantially outperforming the current clinical standard (DICE coefficient = 0.53). Noncontrast multiparametric MR imaging integrated with a deep convolutional neural network provides a more accurate prediction of MRgFUS treatment outcome than current contrast-based techniques.
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I. INTRODUCTION

Minimally and noninvasive ablation therapies for treatment of different pathologies have become promising alternatives to surgical resection. Ablation treatments are currently applied to several indications, including prostate disease [1]–[3], uterine fibroids [4]–[6], bone metastases [7], [8], liver [9], [10], and breast [11], [12]. Magnetic-resonance-guided focused ultrasound (MRgFUS) is a noninvasive ablation treatment. An essential component of MRgFUS procedures is accurately monitoring the treatment in real time and assessing the viability of ablated tissue immediately after the procedure [12]. MR provides excellent soft tissue contrast for all phases of MRgFUS procedures, including treatment planning, real-time temperature monitoring, and treatment assessment. MR biomarkers derived from MR imaging are used to assess the extent of treated tissue. If untreated tissue is detected, then additional ablation needs to be performed [12].

The most common MR biomarker for assessing treated tissue is the nonperfused volume (NPV) [12], [13] that is derived from contrast-enhanced (CE) T1-weighted (T1w) MR imaging. The NPV is characterized by a lack of signal enhancement from impaired blood flow due to vascular damage and coagulation from MRgFUS ablation [12], [14]–[16]. However, the NPV biomarker obtained immediately after MRgFUS ablation treatment is not reliable for assessing the extent of the treated region due to confounding treatment effects that directly affect tissue perfusion such as edema, hyperemia, and increased vascular permeability [12]. Additionally, continuing treatment after CE imaging inhibits further treatment monitoring and can trap toxic contrast agent in the tissue, prohibiting further MRgFUS treatment if viable tumor tissue is detected [12], [17], [18]. The need is critical for noncontrast MR biomarkers that can accurately assess tissue viability during and immediately after treatment without inhibiting further MRgFUS ablation.

Several noncontrast, immediate MR biomarkers from multiparametric MR (MPMR) imaging have been investigated to assess MRgFUS immediately after treatment, including T2w images, MR temperature imaging (MRTI), and apparent diffusion coefficient (ADC) maps [1], [13], [19]–[21]. These acute MR biomarkers are based on intrinsic tissue properties that are sensitive to MRgFUS-induced changes [12]. However, the nonlinear relationship between MRgFUS-induced tissue property changes and tissue viability is unknown. Supervised machine learning provides a flexible platform to learn a nonlinear mapping between immediate MR biomarkers and tissue viability. Using the learned non-linear relationship would provide accurate treatment assessment during and immediately after MRgFUS treatments using noncontrast MR biomarkers. Supervised machine learning requires an accurate label of tissue viability. The NPV acquired immediately after MRg-
FUS ablation does not accurately identify tissue viability due to transient physiological changes. Alternatively, the NPV biomarker 3-5 days after MRgFUS treatment (follow-up NPV) is a more accurate label of tissue viability [9], [14], [15]. This follow-up NPV could be used as a label for nonviable tissue to facilitate learning MPMR biomarkers for immediate MRgFUS treatment assessment. However, this follow-up NPV is not aligned with the immediate MPMR biomarkers due to changes in patient pose, positioning, and tissue deformation. Image registration is necessary to account for changes in subject pose and positioning to provide a spatially accurate label of nonviable tissue for supervised machine learning.

Image registration has been an active research area for the analysis of longitudinal imaging, and numerous image registration algorithms have been proposed in the literature [21]–[26]. The objective of longitudinal registration is to correct for changes in patient position and pose between imaging sessions. The volume of tissues such as muscle, fat, and bone is preserved under normal physiological loading, such as the changes in patient position and pose [27]. Additionally, over the first 3-5 days, minimal tissue reabsorption and healing processes after MRgFUS ablation do not result in a measurable change in tissue volume [28]. A volume-conserving registration must be implemented to ensure registration does not introduce artificial changes in the ablation volume in 3-5 day MR images. Algorithms presented in the literature regularize volume change during registration, but they do not strictly enforce volume conservation [25], [26], [29]. To our knowledge, no publicly available volume conserving image registration pipeline exists.

A longitudinal registration method that strictly enforces volume preservation is needed to allow for accurate correction of pose and positioning deformations that occur between follow-up NPV and immediate MPMR images. To address the specialized registration need, we developed AVOCADO: A VOLUME CONSERVING ALGORITHM FOR DIFFEOMORPHISMS, a longitudinal registration pipeline that computes a volume-preserving deformation. AVOCADO aligns the follow-up NPV with the immediate MPMR images to yield a spatially accurate label of nonviable tissue.

This work utilizes this novel registration pipeline to evaluate a MULTIPARAMETRIC BIOMARKER CONVOLUTIONAL NEURAL NETWORK (MPB-CNN), a deep learning model for predicting nonviable versus viable tissue from immediate MPMR imaging. The resulting label of nonviable tissue from AVOCADO is used to train MPB-CNN to predict the nonviable tissue from immediate MPMR images without a contrast agent. These new techniques are demonstrated using in vivo data of a preclinical rabbit VX2 rabbit tumor model.

II. STUDY DESIGN

A rabbit tumor model [30] was used to generate a data set with and without contrast biomarkers to compare MPB-CNN against the clinical biomarker (NPV obtained immediately after treatment). The ablation procedure and associated imaging protocol were designed to capture MPMR and structural anatomical images (noncontrast T1w) at distinct time points throughout the procedure. MPMR images were acquired before, during, and after MRgFUS ablation treatment to generate the immediate MPMR biomarker images. CE T1w MR images were collected following the MPMR imaging protocol at the end of the MRgFUS ablation procedure and used to generate the clinical biomarkers. Following MRgFUS ablation, the animal recovered for 3-5 days post-treatment, and follow-up imaging, including the MPMR protocol and CE-T1w MR imaging, was performed to generate the follow-up NPV label of nonviable tissue. The specifics of the animal tumor model, ablation parameters, and image acquisitions are described below. The University of Utah Institutional Animal Care and Use Committee approved all procedures (#17-08012, September 7, 2017).

A. Animal Model and Hardware

A VX2 (5x10^6 cells in 50% media/Matrigel) cell suspension was injected intramuscularly into both quadriceps of New Zealand white rabbits (N=8). On MRgFUS treatment day, the animal was anesthetized with a ketamine/xylazine injection (IM, 25/5 mg/kg) and intubated. Anesthesia was maintained with inhaled isoflurane (0.5-4.0%). Under anesthesia, hair was removed via clippers and a depilatory cream (Nair®) was applied to obtain an appropriate acoustic window for treatment. Using a preclinical MRgFUS system (Image Guided Therapy, Inc., Pessac, France), ablation was performed on one tumor and surrounding muscle tissue with a 256-element phased-array transducer (Imasonic, Voray-sur-l’Ognon, France; 10-cm focal length, 14.4 x 9.8 cm aperture, f = 940 kHz, 1.8x2.5x10.2 mm full width half maximum size of the intensity profile) as measured in water via hydrophone (HNR-1000, Onda, Sunnyvale, CA)) inside a 3T MRI scanner (PrismaFIT Siemens, Erlangen, Germany). At 3-5 days post-treatment, the animal
was anesthetized and follow-up MR imaging was obtained (Table I). A depiction of the setup can be seen in Figure 1.

B. Ablation Parameters

Each animal received a mean of 11 sonications (range: 8-14) during the MRgFUS ablation procedure, with an mean acoustic power of 47 W (range: 30-69 W) and an average sonication duration of 31 seconds (range: 15-40 seconds), for an average total output energy of 17,665 J (range: 11,563-26,004 J). The number of sonications, power output, tumor volume, and total output energy are shown in Table II for each subject. The resulting lesion sizes have large variations due to subject-specific factors including inadequate acoustic coupling with residual hair in the ultrasound path, reflection and refraction issues due to the location of the tumor with respect to bone, beam reflection due to the incidence angle of ultrasound with the skin, heterogeneous acoustic tissue properties including assumed low tumor attenuation, and animal motion. All FUS sonications were monitored in real time with a 3D MRTI gradient echo sequence with a segmented echo planar imaging readout (Table I).

C. Image Acquisition

A custom, single-loop radiofrequency MR receiver coil was incorporated into the MRgFUS treatment table to improve the signal to noise ratio (SNR) of the MR imaging (Figure 1).

TABLE I: Parameters for the multiparametric scanning sequence used for ablation day and follow-up imaging. Coronal orientation was used for all MR acquisitions. TR: Repetition Time, TE: Echo Time, EPI: Echo Planar Imaging, SPACE: Sampling Perfection with Application Optimized Contrasts Using Different Flip Angle Evolution, VIBE: Volumetric Interpolated Breath-Hold, GRE: Gradient Recalled Echo, MRTI: Magnetic Resonance Temperature Imaging, SS: Single Shot, SE: Spin Echo, and ETL: Echo Train Length. * T1w sequence with contrast for NPV segmentation. ** T1w sequence without contrast for image registration.

| Scan Type | Sequence | TR (ms) | TE (ms) | Flip Angle | Field of View (mm) | Pixel Bandwidth (Hz/Pixel) | Acquisition Resolution (mm) | Number Averages | Acquisition Time (mm:ss:ms) |
|-----------|----------|---------|---------|------------|-------------------|--------------------------|----------------------------|----------------|-----------------------------|
| MRTI      | GRE-EPI  | 25      | 11      | 14°        | 192×150×20        | 750                      | 1.5×1.5×2.0               | 1              | 0:04.50                     |
| T1w*      | VIBE     | 7.19    | 2.05    | 15°        | 256×192×52        | 250                      | 1.0×1.0×1.0               | 1              | 1:03.00                     |
| T2w       | SPACE    | 2000    | 300     | 120°       | 256×192×52        | 700                      | 1.0×1.0×1.0               | 2              | 5:12.00                     |
| T1w**     | VIBE     | 7.19    | 2.52    | 15°        | 256×192×56        | 250                      | 0.5×0.5×1.0               | 3              | 6:19.00                     |
| Diffusion | SS-SE-EPI| 7500   | 117     | 90°        | 160×116×20        | 1260                     | 1.25×1.25×2.0             | 1              | 1:38.00                     |

TABLE II: Ablation details for each subject including number of ablation points, acoustic power output and total energy used for each subject.

| Subj. | Tumor Vol. (mm³) | Number of Sonications | Acoustic Power Mean ± Std. (W) | Total Energy (kJ) |
|-------|------------------|-----------------------|-------------------------------|-------------------|
| 1     | 1477.5           | 11                    | 36 ± 18                       | 16.50             |
| 2     | 757.0            | 13                    | 30 ± 8                        | 11.23             |
| 3     | 785.5            | 11                    | 57 ± 17                       | 23.14             |
| 4     | 594.5            | 10                    | 38 ± 5                        | 12.74             |
| 5     | 858.5            | 8                     | 44 ± 7                        | 11.56             |
| 6     | 248.1            | 12                    | 69 ± 18                       | 26.00             |
| 7     | 1929.5           | 14                    | 44 ± 9                        | 18.59             |
| 8     | 806.4            | 10                    | 56 ± 9                        | 18.55             |

MPMR images were acquired at three distinct time points: pre-ablation, immediately post-treatment, and 3-5 days post-treatment (follow-up). The details of each scan collected at each time point are outlined in Table I. In addition to collecting a T1w image at each time point without contrast, the same sequence was acquired immediately (∼30 seconds) after administering gadolinium contrast after ablation on treatment day and at the end of follow-up imaging 3-5 days post-treatment. The CE T1w images were collected to generate the NPV biomarker both immediately after and 3-5 days post-treatment. The NPVs were generated by semiautomatic segmentation of the CE images and were validated by an expert radiologist (NW). The high-resolution T1w image without contrast acquired at all time points depicts the quadriceps anatomy without showing the tumor or ablated regions and can therefore be used for registration without biasing the registration with the tumor or ablated regions.

III. Registration Methods

For completeness, we describe the specialized registration that was developed to facilitate the MPB-CNN prediction of tissue viability. For the described data set in section II, the source image is the noncontrast T1w MR image acquired during follow-up imaging, and the target image is the noncontrast T1w MR image acquired immediately after the MRgFUS ablation procedure. The noncontrast images do not include intensity features of the tumor or ablation sites, making the intensity-based registration unbiased to these features. Registration estimates a high-dimensional spatially smooth one-to-one and onto transformation, or a diffeomorphism, that maps the locations from a source image to a target image, specifically: $\phi: \Omega \subset \mathbb{R}^3 \to \Omega$. AVOCADO utilizes a multiscale gradient flow that is driven first by discrete landmarks and then by image intensity. Helmholtz-Hodge decomposition is used to guarantee volume conservation. These sequential steps result in a volume-preserving diffeomorphism that accurately maps the follow-up NPV biomarker to the immediate MPMR images. This accurate voxel-wise registration enables training MPB-CNN to generate an immediate MPMR biomarker to
assess the extent of MRgFUS ablation treatments without contrast imaging.

A. Gradient Flow

A multiscale algorithm was developed for generating a diffeomorphism that maps two anatomies based on the gradient flow methodology previously used for general image registration problems [31]–[33]. A diffeomorphism is constructed in terms of solutions to the Lagrangian transport equation, defined via the ordinary differential equation (ODE)

\[
\frac{d\phi(\vec{x}, t)}{dt} = v(\phi(\vec{x}, t), t), \quad \phi(\vec{x}, 0) = \vec{x}, \quad t \in [0, 1] \quad (1)
\]

where \( \vec{x} \) is position, \( t \) is time, and \( v(x, t) \) is a time-varying velocity vector field. The diffeomorphism \( \phi(\cdot, \cdot) \) at point time \( t \) is controlled by the velocity field \( v(x, t) \) via the associated integral equation

\[
\phi(\vec{x}, t) = \vec{x} + \int_0^t v(\phi(\vec{x}, \tau), \tau) d\tau, \quad x \in \Omega \quad (2)
\]

If the velocity field is sufficiently well behaved [36], [37], \( \phi(\vec{x}, t) \) is guaranteed to be a diffeomorphism. The inverse diffeomorphism \( \phi^{-1}(\vec{x}, t) \) satisfies the Eulerian ODE given by

\[
\frac{d\phi^{-1}(\vec{x}, t)}{dt} = -D \left[ \phi^{-1}(\vec{x}, t) \right] v(\phi^{-1}(\vec{x}, t), t) \quad (3)
\]

where \( D [\cdot] \) is the Jacobian. The above ODE can be approximately integrated via an implicit Euler method:

\[
\phi^{-1}(\vec{x}, t + \delta_t) = \phi^{-1}(x - \delta_tv(\vec{x}, t), t) \quad (4)
\]

where \( \delta_t \) is a scalar time step.

Using the transport equation above, a gradient flow is developed, governed by forcing functions \( g(x, t) \). The forcing functions are the gradient of an energy potential that defines the registration problem. A forcing function \( g(x, t) \) is related to the velocity field via

\[
Lv(\phi(x, t)) = g(\phi(x, t)) \quad (5)
\]

where \( L \) is a partial differential operator that has an associated smoothing kernel \( K \) such that

\[
v(\phi(x, t)) = Kg(\phi(x, t)). \quad (6)
\]

The operator \( K \) ensures the fields \( v(x, t) \) are smooth and gives sufficient differentiability for the existence and uniqueness of the solution to the ODE, which guarantees that \( \phi(x, t) \) is a diffeomorphism [32]. Properties of the final diffeomorphism can be controlled via the properties of \( v \) at every time step.

B. Helmholtz-Hodge Decomposition

Under normal physiological tissue loading, soft tissues exhibit incompressible behavior due to high water volume fractions [27]. Enforcing that the velocity fields \( v(x, t) \) in Equation (2) describe incompressible fluid flow ensures that the diffeomorphism is volume preserving. Mathematically, incompressibility is equivalent to ensuring the divergence of \( v(x, t) \) is zero: \( \nabla \cdot v(x, t) = 0 \) [38]. According to the Helmholtz-Hodge decomposition, a smooth and rapidly decaying vector field can be uniquely decomposed into an orthogonal sum of an irrotational, or curl-free, vector field and a solenoidal, or divergence-free, vector field [39]. Uniquely decomposing the velocity field \( v(x, t) \) allows the calculation of the solenoidal component by removing the irrotational component, which projects \( v(x, t) \) into the space of divergent-free vector fields [40]. By enforcing that each velocity field governing the ODE in Equation (1) is divergent free with the Helmholtz-Hodge decomposition, the deformation is constrained to be volume preserving and models realistic soft tissue deformation.

The Helmholtz-Hodge decomposition and vector field projection of a discretized velocity field is implemented in the Fourier domain. A vector field is projected to the space of solenoidal vector fields by removing the curl-free component:

\[
F_{\text{curl}}^v(\vec{\omega}) = \tilde{F}_v(\vec{\omega}) - \left( \frac{\tilde{W}(\vec{\omega}) \cdot \tilde{F}_v(\vec{\omega})}{\|\tilde{W}(\vec{\omega})\|} \right) \tilde{W}(\vec{\omega}) \quad (7)
\]

where \( \tilde{W}(\cdot) \) is the Discrete Fourier Transform (DFT) of the discrete gradient operator and \( \vec{\omega} \) is the angular frequency. The inverse DFT of \( F_{\text{curl}}^v(\vec{\omega}) \) gives a divergent-free velocity field \( v(x, t) \) solving Equation (1). Controlling the divergence of the velocity field at every iteration generates a final diffeomorphism with physiologically expected incompressibility. Additionally, the incompressibility can be spatially modulated using a spatially varying convex combination of the original velocity field and the projected velocity field as follows:

\[
v(x, t) = (1 - \alpha(x)) v_{\text{orig}}(x, t) + \alpha(x) v_{\text{divfree}}(x, t) \quad (8)
\]

where \( v(x, t) \) is the final velocity field, \( v_{\text{orig}}(x, t) \) is the original unconstrained velocity field and \( v_{\text{divfree}}(x, t) \) is the projected divergence free velocity field. When \( \alpha(x) = 1 \), the original volume is conserved point wise over the entire image domain. This study utilized \( \alpha(x) = 1 \).

An example of registration both with and without incompressibility can be seen in Fig. 2. The top row shows the source and target images and their respective starting areas (A) in units of pixels (px). The middle row shows the result of registration without projecting the velocity field \( v(x, t) \) to the space of divergent-free velocity fields. The area of the source object is reduced by 32.87% to match the target area. However, if the ellipse is a biological tissue, then the area source object is reduced by 32.87% to match the target area. The bottom row shows the volume-preserving result of registration with projecting the velocity field \( v(x, t) \) to the space of divergent-free velocity fields. The volume-preserving method generates deformations that reflect the incompressibility of biological tissues.

C. Rigid Registration

In the outlined study design, exactly replicating subject pose between treatment and follow-up imaging was impossible. For large changes in the subject pose, AVOCADO registration begins with a landmark registration problem based on user-defined source and target anatomical landmarks selected in follow-up and treatment-day coordinates, respectively. Anatomical landmarks are used to estimate a volume-preserving rigid transformation in two steps. First, an affine transformation \( A \) is estimated via a least squares minimization:

\[
A = \left( \vec{c}_i \vec{p}_i^T \right) \left( \vec{p}_i \vec{p}_i^T \right)^{-1} \quad (9)
\]
where $\vec{p}_i$ are the source landmarks and $\vec{c}_i$ are the target landmarks. Second, the affine transformation is projected to a rigid transformation $R$ via the singular value decomposition of the matrix $A$ [41].

**D. Landmark-Driven Gradient Flow**

Given the rigid transformation $R$, an anatomical landmark-driven higher dimensional transformation is estimated by using gradient flow on an energy potential $g(x) = E_{RBF}$, from Equation (5), which is a function only of the landmark points:

$$E_{RBF} = \sum_{i=1}^{M} \| R\vec{p}_i - \phi^{-1}(\vec{c}_i, t) \|^2$$

(10)

where $M$ is the number of landmark pairs and $\phi^{-1}(\cdot, t)$ is the inverse diffeomorphism at time $t$. A multiquadric radial basis function (RBF) is used as the smoothing operator $K$:

$$K(\vec{r}) = \sqrt{1 + (\epsilon \, \vec{r})^2}, \quad \vec{r} = \vec{x} - \vec{c}$$

(11)

where $\epsilon$ is a shape-tuning parameter, set to $\epsilon = 1.0$ for all experiments in this work. Although thin plate splines are commonly used, they are ill-conditioned without an affine transformation. However, an affine transformation is not volume preserving. The velocity field $v(x, t)$ is expressed as a summation of weighted RBF fields. Given the distance $d$ between points $\vec{d}_i = R\vec{p}_i - \phi^{-1}(\vec{c}_i, t)$, the weights $b$ are solved via

$$\begin{bmatrix} b_1(t) \\ \vdots \\ b_M(t) \end{bmatrix} = \begin{bmatrix} K(\vec{r}_{i1}) & \cdots & K(\vec{r}_{ij}) \\ \vdots & \ddots & \vdots \\ K(\vec{r}_{i1}) & \cdots & K(\vec{r}_{ij}) \end{bmatrix}^{-1} \begin{bmatrix} \vec{d}_{i1}(t) \\ \vdots \\ \vec{d}_{ij}(t) \end{bmatrix}$$

(12)

with $\vec{r}_{ij} = \phi^{-1}(\vec{c}_i, t) - \phi^{-1}(\vec{c}_j, t)$ [42]. The velocity field is given by

$$v(\vec{x}, t) = \sum_{i=1}^{M} b_i(t) K(\| R\vec{x} - \vec{c}_i \|)$$

(13)

The vector field $v(\vec{x}, t)$ is subsequently projected into the space of divergent-free vectors fields via the Helmholtz-Hodge decomposition described in section III-B. For a given time step, the diffeomorphism $\phi^{-1}$ is updated via

$$\phi^{-1}(\vec{x}, t + \delta t) = \phi^{-1}(\vec{x} - \delta t \vec{v}(\vec{x}, t), t)$$

(14)

where $\delta t$ is a scalar step size. For a given time step, we update the diffeomorphism according to Equation (4) until a convergence criterion is met. For matching landmarks, the convergence point is when the $E_{RBF}$ becomes less than the average interuser variability (e.g.) of selecting the landmarks, which is determined from the test-retest capability of users when selecting the source anatomical landmarks (section IV-A).

**E. Image Intensity-Driven Gradient Flow**

The final registration step is an image registration problem to match two anatomies based on image similarities of a source and target image. The image intensity-driven gradient flow is initialized with the diffeomorphism from landmark-driven gradient flow. The energy potential $E_{Image}$ for the image registration problem is

$$E_{Image} = \int_{\Omega} \| I_1(\phi^{-1}(\vec{x}, t)) - I_0(\vec{x}) \|^2$$

(15)

where $I_1$ is the source image (follow-up, noncontrast T1w VIBE image) and $I_0$ is the target image (treatment-day, non-contrast T1w VIBE image). The associated forcing function from Equation (5) is given by

$$g(\vec{x}, t) = \left( I_1(\phi^{-1}(\vec{x}, t)) - I_0(\vec{x}) \right) \nabla I_1(\phi^{-1}(\vec{x}, t))$$

(16)

where $\nabla$ is the gradient operator.

An operator of the Cauchy-Navier type is chosen for the $L$ operator from Equation (5) with $L = -\alpha \Delta + \gamma I$, where $\Delta$ is the Laplacian operator and $I$ is the identity operator. The scalars $\alpha$ and $\gamma$ control smoothness and ensure the operator is nonsingular, respectively. This operator has been used previously in image registration [43]. The smoothing kernel associated with $L$ is applied in the Fourier domain with $DFT\{K\} = DFT\{L\}^{-1}$ to get $v(x, t)$. The smoothed vector field is projected into the space of divergent-free vector fields using the Helmholtz-Hodge decomposition described in section III-B. For a given time step, the diffeomorphism is updated according to Equation (4). The intensity-based registration continues until the change in energy $E_{Image}$ in Equation (15) from the previous iteration is less than $\epsilon_I = 3 \times 10^{-4}$.

In total, the final diffeomorphism defined by AVOCADO is the composition of the rigid transformation, the gradient flow on anatomical landmarks, and the gradient flow on the image intensities. An outline of the final algorithm is shown in Figure 3. This volume-preserving method ensures that registration process does not bias the volume of the follow-up NPV biomarker.
Fig. 3: AVOCADO algorithm to calculate the diffeomorphism \( \phi^{-1}(\bar{x}) \) mapping two anatomies \( I_1 \) and \( I_0 \) while preserving volume.

IV. REGISTRATION VALIDATION

To ensure the accuracy and volume preservation of our registration method, we describe the methods to assess different aspects of the AVOCADO algorithm. The accuracy and volume preservation of our method will be compared with a state-of-the-art registration method.

A. Landmark-Based Registration Accuracy

The overall accuracy of AVOCADO will be evaluated using manually selected anatomical landmarks. Multiple observers (N=3) were given anatomical landmarks in the target images and asked to find the corresponding landmarks in the source images using 3D Slicer software [44]. Ten source and target landmark pairs were chosen for each subject over the entire region of interest. Examples of the validation landmarks can be seen in Figure 4. The TRE was calculated by deforming anatomical landmarks with the estimated deformation and computing the Euclidean distance between the deformed point and its corresponding target landmark. The landmarks for validation were chosen independently from the RBF initialization landmarks.

The landmark-based accuracy of AVOCADO was compared with another leading, general purpose registration algorithm to demonstrate the overall accuracy of AVOCADO. Deformable Registration via Attribute Matching and Mutual-Saliency Weighting (DRAMMS) is the leading registration method for longitudinal registration. DRAMMS has been shown to consistently outperform other registration methods. In previous publications, DRAMMS has outperformed 12 competing registration methods, including ANTS and Demons, in overall target registration error and region similarity measures [22], [25], [45], [46]. To test the relative accuracy, DRAMMS was executed on the same noncontrast registration images used during the AVOCADO pipeline with default input parameters. The resulting volume change and the TRE were computed to compare DRAMMS with AVOCADO. A two-sample-related t-test on the Euclidean error between deformed and target landmarks was used to test for a significant difference between DRAMMS and AVOCADO.

The error due to user variability when manually selecting anatomical landmarks was evaluated. Multiple observers selected validated landmark sets, and each observer was asked to repeat their landmark selection. The inter- and intra-observer variations were calculated by comparing the Euclidean distance between selected landmarks across observers and within a single observer, respectively. A two-sample related t-test between inter- and intra-observer errors was used to test for significance difference between the same observer and across observers.

B. Changes in User-Dependent Inputs

AVOCADO is dependent on the input anatomical landmarks for rigid and RBF transformations. Due to manual user selection, variance is expected in the initialization landmarks introduced by the user’s ability to select the anatomical landmarks. The robustness of AVOCADO to changes in the input landmarks was tested by applying a range of zero mean, normally distributed perturbations to each source landmark individually and executing the registration with the updated landmarks. Changes less than the re-test capability of the observers (intraobserver error) should not change the final registration accuracy.

C. Volume Preservation Capability

Transformations produced from AVOCADO should preserve volume when applied to follow-up MR imaging. The volume preservation capability of our model was validated using expert segmentations of the NPV biomarker on follow-up MR imaging [29]. The volume was calculated by integrating the binary segmentation and scaling by the product of the voxel spacing. The estimated deformation was then applied to the follow-up NPV segmented images to register them with the MR images obtained immediately after MRgFUS ablation. The segmentation volume before and after deformation was calculated and compared to determine the final volume change for each subject. A volume change of less than 0.5% was assumed to adequately preserve volume.

V. MULTIPARAMETRIC BIOMARKER CNN

The input data for the MPB-CNN are the pre- and post-MRG FUS ablation MPMR images described in Table I. The label was the follow-up NPV registered with the treatment-day MPMR images according the AVOCADO algorithm. The objective was to train the MPB-CNN to predict the nonviable tissue using only noncontrast MPMR images acquired pre- and post-MRG FUS ablation. The performance of the MPB-CNN was evaluated by comparing the prediction with the treatment-day NPV, which is a commonly used clinical metric of nonviable tissue. The network was considered successful if its prediction of the nonviable tissue was as accurate or more accurate than the treatment-day NPV as measured by the DICE coefficient [47]. The data set, preprocessing, and neural network architecture for deep learning MR biomarkers are described here.
A. Data Set and Preprocessing

The training data for MPB-CNN was selected from the results of AVOCADO registration between immediate MPMR and follow-up images. Two subjects were excluded from the MPB-CNN set due to small follow-up VP volumes, leaving N=6 animals for MPB-CNN data. In the six subjects used for training and validation, there was no notable growth in the tumor size in the 3-5 day period following treatment. Each acute MR image was resampled with linear interpolation onto a common grid with 0.5 mm isotropic resolution to accommodate the subset of immediate MPMR images acquired at lower resolutions. The target label for each subject was the expert segmentation of the follow-up VPV deformed with the subject-specific diffeomorphism from AVOCADO, which results in a common grid for all the real-time MR images and target images for each subject.

The six MR images input to the network were 2D slices from: (1) pre- and (2) post-ablation T2w images, (3) pre- and (4) post-ablation apparent diffusion coefficient (ADC) maps, (5) cumulative thermal dose (CTD) map, and (6) a maximum temperature projection (MTP) map, derived from MR temperature imaging. Although not inclusive of all MPMR contrasts, these inputs were chosen due to the resolution achievable in reasonable time limits (5-10 minutes per contrast) and prior work showing changes in these parameters to be indicative of ablation damage [13]. The ADC maps were calculated from diffusion weighted imaging using the MRI vendor’s proprietary image reconstruction pipeline (Siemens, Erlangen, Germany). The CTD maps were calculated from MRTI using the equivalent number of minutes of heating at 43 °C relationship commonly used for thermal therapies [48, 49]. The MTP maps were the highest temperature recorded for each pixel from the MRTI over time (using a rectal probe for starting temperature).

All images were cropped to a 128 × 128 × 90 region centered on the registered follow-up VPV segmentation, and image intensities were normalized using the average maximum from that image type across all subjects (e.g., the average maximum ADC map value across all subjects is used to normalize all the ADC maps, etc.). The center slice along the last dimension of each 128 × 128 × 90 volume was extracted for evaluation. However, the slices adjacent to the center slice are too similar to the evaluation slice to include in the training data. The four slices on either side of the evaluation slice were omitted from the testing and training data in an attempt to ensure the network is not biased. As a result, we had 486 ([90 - 9] × 6 animals) 128 × 128 2D samples for training and 6 128 × 128 2D samples for evaluation. Each input training batch was augmented with: 1) 0-10% random changes in the brightness, contrast, and saturation; 2) random horizontal and vertical flips; 3) random rotations of 0-20 degrees; and 4) zero mean Gaussian noise.

B. Network Architecture

A U-Net segmentation architecture was used for the MPB-CNN with six input channels [50]. In addition to the superior performance of U-Net compared to other CNN architectures, this architecture has demonstrated success with a small number of training samples, making it ideal for the MPB-CNN. The network returned a pixel-wise probability of the tissue viability, and the output of the network was evaluated against the follow-up VPV segmentation using a binary cross entropy loss function. The network was validated with the central slice from each input volume slab (which was excluded from the training data). When evaluating the network, the probability output from the network was thresholded at a value of 0.5 to yield a segmentation of viable versus nonviable tissue. The purpose of the MPB-CNN was to provide a more accurate and immediate prediction of treated tissue than the treatment-day VPV biomarker without using CE imaging. Comparison of the MPB-CNN biomarker with the treatment day VPV biomarker was computed by the DICE coefficient between each MPB-CNN prediction against the follow-up VPV segmentation.

VI. RESULTS

The overall goal of registration was to align the follow-up VPV with the acute MR imaging obtained immediately after MRgFUS ablation while preserving volume. Figure 5 shows a 2D slice of the 3D deformation grid from both DRAMMS and AVOCADO and the corresponding relative volume change (Jacobian determinant) of each field. Both methods were executed on the same noncontrast source and target images. The left column shows the target (top) and source (bottom) noncontrast images, the middle column shows the deformation grid, and the right column shows the Jacobian determinant, which indicates volume change relative to the starting volume. Note that AVOCADO produces a smoother deformation grid and preserves the original volume (Jacobian determinant of 1.0).

A. Registration Accuracy

The final TRE for DRAMMS and AVOCADO is plotted in Figure 6. For the eight rabbits analyzed in this study, the final TRE for AVOCADO ranged from 1.08 mm to 1.60 mm (mean ± STD = 1.33 ± 0.16 mm). For DRAMMS, the final TRE ranged from 1.07 mm to 2.78 mm (1.69 ± 0.64 mm). An
example of the deformations produced from DRAMMS and AVOCADO can be seen in Figure 5. The deformations $\phi^{-1}$ from AVOCADO are smoother than from DRAMMS, and the Jacobian determinant for AVOCADO is 1.0 over the entire volume. The TRE for AVOCADO was significantly lower than DRAMMS ($p = 0.018$) while preserving the original volume of the anatomies.

The intra-observer variability for the validation landmarks over the eight rabbits ranged from 0.82 mm to 1.22 mm (0.93 ± 0.13 mm). The inter-observer variability ranged from 0.65 mm to 1.26 mm (0.89 ± 0.18 mm). There was no significant difference between the inter-observer and intra-observer errors ($p = 0.95$).

**B. User-Dependent Model Inputs**

Figure 7 shows the results of perturbing the RBF initialization landmarks. For perturbations under the average user-repeatability (intraobserver) error, the final TRE changed minimally. As expected, if the perturbations became large (> 2 mm), the final TRE also increased.

**C. Volume Preservation**

The original volumes, deformed volumes, and the percent change for both the non-volume-preserving (DRAMMS) and volume-preserving (AVOCADO) registration methods are reported in Table III. The original volume of the expert NPV biomarker segmented on follow-up CE T1w MR imaging ranged from 0.02 ml to 3.96 ml (1.34 ± 1.39 ml). The absolute volume change after registration with AVOCADO ranged from 0.07% to 0.39% (0.28 ± 0.11%). All volume changes for AVOCADO are under our 0.5% threshold for discretization or interpolation error.

In every subject, registration with DRAMMS caused a larger change in the follow-up NPV segmentation volume when compared to the AVOCADO results. The average absolute volume change of the NPV biomarker due to registration with

| Subj. | Original Vol mm$^3$ | DRAMMS Vol mm$^3$ | % | AVOCADO Vol mm$^3$ | % |
|-------|---------------------|-------------------|---|-------------------|---|
| 1     | 1334.75             | 905.31            | -32.17 | 1339.66            | 0.37 |
| 2     | 38.00               | 55.77             | 46.76 | 38.13             | 0.34 |
| 3     | 915.38              | 903.44            | -1.30 | 911.82             | -0.39 |
| 4     | 161.00              | 145.09            | -9.88 | 161.57             | 0.36 |
| 5     | 20.38               | 12.61             | -38.11 | 20.42             | 0.22 |
| 6     | 1949.15             | 1614.37           | -17.18 | 1955.99            | 0.35 |
| 7     | 2628.12             | 3268.78           | 24.38 | 2629.99            | 0.07 |
| 8     | 3959.38             | 3878.74           | -2.04 | 3966.28            | 0.17 |

Fig. 7: Mean anatomical perturbation across all subjects plotted versus the final mean TRE of the registration. The mean intraobserver variability for selecting anatomical landmarks is 0.93 mm.

**TABLE III: Volumes and changes from non-volume-preserving (DRAMMS) and volume-preserving (AVOCADO) registration. A negative percent means a reduction in the final volume.**

![Figure 5: Subject-specific (subject 7) comparison of DRAMMS and AVOCADO deformation fields. The first column shows the noncontrast source and target images used for registration. The second column shows the deformation field produced by DRAMMS (top) and AVOCADO (bottom) after registering the source and target images. Note the smoothness of the deformation and homogeneity of the Jacobian determinant produced by AVOCADO.](image-url)
subject-by-subject basis are shown in Table IV. The DICE coefficient of the MPB-CNN prediction compared with the follow-up NPV (red contour) yields a more accurate prediction of the final treated tissue than the acute NPV prediction (green), and the CNN prediction (blue).

VII. Discussion

The results of MPB-CNN show that noncontrast, multiparametric MR biomarkers acquired during the treatment are more reliable for assessing MRgFUS treated tissue than the clinical NPV biomarker. The MPB-CNN was able to better predict the treated tissue seen on follow-up imaging than the clinical treatment-day NPV biomarker for five out of six subjects. The prediction was based on MR images that do not require gadolinium contrast agents. This allows treatment to continue following assessment without the risk of trapping toxic contrast agent in the tissue. Additionally, the total MR acquisition time of the MPMR images was only ~5.5 minutes, which is well within expected time limits for an assessment protocol [12].

The MPB-CNN prediction could be improved with additional MR parameters such as quantitative T1 or T2 mapping. The intrinsic T1 and T2 relaxation times are influenced by HIFU-induced changes that could correlate with tissue viability. Several studies have reported significant changes in T1, T2, and ADC values after thermal ablation [12]. These properties are sensitive to post-treatment tissue changes such as hemorrhage, edema, intra- and extra-cellular water content, which may correlate with tissue viability [12]. Although T1- and T2-weighted images are sensitive to these changes in relaxation times, their signal intensities are only relatively quantifiable and dependent on magnet strength, vendor, B0 drift, and scanning parameters. In contrast, quantitative T1 and T2 mapping provide intrinsic tissue properties independent of these factors. Therefore, quantitative inputs to the MPB-CNN may be more easily generalizable across patients or even studies. There is an ongoing, considerable effort in the field of MR to improve standardization and acquisition time of quantitative maps. Improved MR sequences are being developed to simultaneously acquire these MR contrasts to eliminate the least predictive input scans and optimize scan time [51].

General-purpose registration methods, such as DRAMMS, can cause volume change during registration, as shown in Table III. Even though the ablation volume was not visible in the source and target registration volumes, DRAMMS still introduced volume changes to these regions. The average volume change over the 8 subjects using DRAMMS was 21.48%. These volume changes are not plausible and are an artifact of the DRAMMS registration algorithm. If registration introduces a volume artifact, it will directly affect the prediction of the treatment outcome. If the volume of the follow-up NPV is increased or decreased during registration, the MPB-CNN would be trained to similarly over- or underestimate the nonviable tissue. AVOCADO constrains volume change so the original volume of the follow-up NPV did not change after applying the diffeomorphism. This deformation model is more physiologically relevant because tissues do not change volume during deformation. In addition to preserving the volume, our registration method out-performed registration accuracy of state-of-the-art DRAMMS registration method for this task.

Longitudinal registration of MRgFUS images still presents several challenges. The water used for acoustic coupling to

### Table IV: DICE comparison between the MPB-CNN biomarker and the Acute NPV biomarker for each subject (subjects 2 and 5 were excluded). Each biomarker was compared against the Day 3-5 NPV label. The best DICE score for each subject is bold.

| Marker     | Subject 1 | Subject 3 | Subject 4 | Subject 6 | Subject 7 | Subject 8 | Mean ± Std. |
|------------|-----------|-----------|-----------|-----------|-----------|-----------|-------------|
| Acute NPV  | 0.83      | 0.71      | 0.00      | 0.23      | 0.70      | 0.70      | 0.53 ± 0.30 |
| MPB-CNN    | 0.86      | 0.65      | 0.30      | 0.80      | 0.86      | 0.77      | 0.71 ± 0.21 |
the quadriceps created a large homogeneous intensity on the MR images, which causes automatic affine registration to favor matching the water signal as opposed to the quadriceps. Additionally, due to the rabbit being positioned on its side, the delineation between bladder and the quadriceps was often unclear, which made registration of just the quadriceps difficult. Although we encountered several registration challenges with the chosen model, MRgFUS ablation therapies are being investigated in application to other anatomies, including breast, brain, and prostate. With other anatomies, challenges specific to this study (such as the delineation between bladder and quadriceps) will not affect the registration; however, similar anatomy-specific issues may require individual attention. For example, in abdominal applications, changes in bladder fluid levels and bowel contents may induce volume changes in the images. Using patient-specific segmentations, AVOCADO can be easily extended to have a spatially varying volume preservation using the segmentations to define $\alpha(x)$ in Equation 8 to not constrain regions of the image undergoing known volume change, such as the fluid in the bladder. This would allow volume preserving registration in the ablated tissue regions between images with large volume changes due to contents of the bowel or bladder.

Despite these limitations, AVOCADO demonstrated that registration with volume conservation does not inhibit the accuracy of registration. Conversely, AVOCADO out performed DRAMMS because it produced deformations that are more indicative of physiological changes in patient position and pose. Whereas this study was implemented on a MRgFUS data set, the registration pipeline is generalizable to other longitudinal imaging studies with both therapeutic and diagnostic implications where volume preservation may be needed.

Although this initial MPB-CNN study presents promising results, it still had limitations. We recognize that the network presented here was trained using limited data. Obtaining data for a single subject to train the network is cumbersome and expensive. With limited retrospective data, the focus was on developing a promising network. However, future studies need to utilise the MBP-CNN to predict tissue viability following an ablation procedure and compare against the NPV biomarker 3-5 days later to fully test the efficacy of the network on subjects independent of training subjects. Additional data would allow for training more accurate and generalizable models. However, this work demonstrates that a CNN approach can provide more accurate measures of the treated tissue compared to traditional methods. Comparing immediate MPMR biomarkers with the follow-up NPV is a necessary intermediate step toward defining new immediate MPMR biomarkers for treatment assessment.

Although the MPB-CNN performed better than the NPV biomarker in predicting tissue necrosis, the performance must still be improved to be a accurate biomarker for malignant tumors. Future work will include adding additional input features to improve the prediction accuracy and subsequently analyzing the MPB-CNN to determine the inputs that provide the most predictive power for the network. With a better understanding of the optimal input features, the network could be retrained to provide a more accurate prediction of the treated tissue. By understanding the network weights, the underlying intrinsic tissue property that is the best indicator of tissue viability could be determined. Gaining this insight will allow the design of a more targeted MR protocol and modify the network inputs to maximize the predictive power of the MPB-CNN. Although the presented registration has been applied to a specific animal model and data, the methods can be expanded to investigate and improve other minimally and noninvasive MR guided treatments.
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