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Abstract—In this paper, we develop various beamforming techniques for downlink transmission for multiple-input single-output (MISO) non-orthogonal multiple access (NOMA) systems. First, a beamforming approach with perfect channel state information (CSI) is investigated to provide the required quality of service (QoS) for all users. Taylor series approximation and semidefinite relaxation (SDR) techniques are employed to reformulate the original non-convex power minimization problem to a tractable one. Further, a fairness-based beamforming approach is proposed through a max-min formulation to maintain fairness between users. Next, we consider a robust scheme by incorporating channel uncertainties, where the transmit power is minimized while satisfying the outage probability requirement at each user. Through exploiting the SDR approach, the original non-convex problem is reformulated in a linear matrix inequality (LMI) form to obtain the optimal solution. Numerical results demonstrate that the robust scheme can achieve better performance compared to the non-robust scheme in terms of the rate satisfaction ratio. Further, simulation results confirm that NOMA consumes a little over half transmit power needed by OMA for the same data rate requirements. Hence, NOMA has the potential to significantly improve the system performance in terms of transmit power consumption in future 5G networks and beyond.

Index Terms—Non-orthogonal multiple access (NOMA), Max-min fairness, Robust beamforming, Outage Probability.

I. INTRODUCTION

The exponential growth of mobile data and multimedia traffic imposes high data rate requirements in the next generation wireless networks [6], [33], [37], [44]. In handling this enormous amount of data traffic, multiple access techniques play a crucial role through efficiently accommodating multiple users [9], [21], [39], [42], [55]. Recently, non-orthogonal multiple access (NOMA) has been envisioned as one of the key enabling techniques to address these high data rate requirements and it is expected to significantly enhance throughput as well as to support massive connectivity in 5G networks and beyond. Conventional wireless transmission employs orthogonal multiple access (OMA) techniques in which orthogonal resources such as time, frequency and code are assigned to different users to remove inter-user interference. Although this approach allows simple transceiver implementations, it comes at the cost of spectral and energy efficiency. NOMA outperforms conventional multiple access schemes such as time division multiple access (TDMA), [11], [55], orthogonal frequency division multiple access (OFDMA) [4], and zero-forcing (ZF) [23], [61] by simultaneously sharing the available communication resources (i.e., frequency and time) between all users via the power or code domain multiplexing which offers a significant performance gain in terms of spectral efficiency [33], [44].

NOMA allocates more transmit power to the users with poor channel conditions whereas the users with better channel conditions are served with less transmit power. Then, successive interference cancellation (SIC) is applied at the receivers to efficiently remove the interference caused by the weaker users. The principle of superposition coding with SIC can be related to the concept of cognitive radio systems [5], [17]. In particular, NOMA allows controllable interference and allocates non-orthogonal resources to increase system throughput while introducing a reasonable additional complexity at the receiver [21].

In comparison with conventional user scheduling which prefers to allocate more power to the users with better channel gains and increase the overall system throughput but exacerbate unfairness, NOMA enables a more flexible management of the achievable rate of the users and provides better fairness. In fact, it facilitates a balanced tradeoff between system throughput and user fairness [51]. In the literature, there are two types of NOMA scheme considered: I) clustering NOMA [12], [39], [58], II) non-clustering NOMA [2], [3]. In the clustering NOMA scheme, all the users in a cell are grouped into \( N \) clusters with at least two users in each cluster, for which a transmit beamforming vector is designed to support each cluster through conventional multiuser beamforming designs. The users in each cluster are supported by a NOMA based beamforming approach. However, in the non-clustering NOMA scheme, there is no clustering and each user is supported by its own NOMA based beamforming vector. Clustering is generally employed in a NOMA system with a large number of users to reduce the computational complexity of the SIC. In addition, the performance of a beamforming design in cluster-based NOMA system mainly depends on how the users are grouped into a number of clusters with different number of users in each cluster. It is important to point out that the resulting combinatorial optimization problem is in general NP-hard, and performing an exhaustive search for an optimal solution is computationally prohibitive.

Recently, the NOMA scheme has received considerable attention in research community due to its potential benefits in 5G and beyond networks. In [27], the NOMA scheme was studied for downlink transmission in a cellular system with randomly deployed users whereas the design of uplink NOMA schemes has been proposed in [11]. In [22] a hybrid multiple access system has been presented by combining NOMA with the conventional multiple access scheme, where the impact of user pairing on the performance of NOMA systems is studied. In [23], a novel cooperative NOMA scheme has been proposed, giving derivations of the outage probability and diversity order. Joint power allocation and relay beamforming design is investigated in [56] for a NOMA based amplify-and-forward relay network where the achievable rate of the destination with the best channel condition is maximized with rate requirements at other destinations and individual transmit...
Multiple antenna techniques offer potential benefits in wireless communications through their additional spatial degrees of freedom [19, 29, 30], which can be exploited to further enhance the performance of NOMA. The authors in [31] have investigated a beamforming design to maximize sum rate in a multiple-input single-output (MISO) NOMA system using the CCP method which is mainly based on the Taylor series approximation to transform the non-convex constraints into convex form. Joint optimization with beamforming design and power allocation for clustering MISO-NOMA systems is considered in [32] where an iterative algorithm is proposed based on semidefinite relaxation (SDR) to minimize power, showing that this algorithm requires less transmit power than for power allocation and beamforming considered separately. In [33], a secure beamforming design is proposed for a MISO NOMA system by grouping the users into clusters.

A general framework for multiple-input multiple-output (MIMO) NOMA systems has been studied in [24] by exploiting signal alignment for both downlink and uplink transmission. In [26], a design for precoding and detection has been developed for MIMO-NOMA by deriving the outage probabilities for two different power allocation schemes whereas the MIMO-NOMA network with limited feedback is considered in [27]. The optimal and low complexity power allocation schemes have been proposed in [34] for a two-user MIMO-NOMA system. In [35], a NOMA scheme has been proposed for downlink transmission of a MIMO system by employing intra-beam superposition coding of multiple user signals and an intra-beam SIC. In this scheme, the number of transmitter beams is restricted to the number of transmitter antennas, which is the same as in OMA in LTE-Advanced systems. For the MIMO NOMA system, the secrecy rate maximization problem is solved in [40] where it is demonstrated that the NOMA scheme outperforms the conventional OMA scheme in terms of achieved sum secrecy rate by efficiently utilizing available bandwidth.

In most existing NOMA schemes, it is assumed that perfect channel state information (CSI) is available at the transmitter, however, in wireless transmissions, channel uncertainties are inevitable due to quantization and channel estimation errors, limited training sequences and feedback delays. Particularly, due to ambiguities introduced in SIC through user decoding order and superposition coding at the transmitter in NOMA, these uncertainties can greatly degrade the overall system performance. Therefore, to cultivate the desirable benefits offered by NOMA, these channel uncertainties should be accounted for in the design of resource allocation techniques. To circumvent the inevitable channel uncertainties, robust design is a well-known approach in the literature, which can be classified into two groups, the worst-case robust design [41, 46] and the stochastic robust design [42, 46]. In the worst-case design, it is assumed that the CSI errors belong to some known bounded uncertainty sets and robust beamforming design is proposed to tackle the worse error whereas in the stochastic design, the channel errors are random with a certain statistical distribution and constraints can be satisfied with certain outage probabilities. In fact, the bounded robust optimization is generally conservative owing to its worst-case criterion while probabilistic SINR constrained beamforming provides a soft SINR control. In the context of NOMA, a robust design with the norm-bounded channel uncertainties is studied in [42]. In [44], a clustering scheme was studied to maximize the worst-case achievable sum rate with a total transmit power constraint whereas the non-clustering NOMA approach with a dedicated beamformer was developed for a robust power minimization problem in [2].

In this paper, we consider a downlink MISO-NOMA system with a small number of users for which a number of beamforming techniques have been developed. The contributions of the proposed designs are summarized as follows:

- **Sum-power Minimization**: Low energy consumption is one of the key requirements in future wireless networks. As such, we first consider a power minimization problem where each user should be satisfied with a predefined quality of service (QoS), which is measured in terms of minimum rate requirements. This scenario could arise in a network consisting of users with delay-intolerant real-time services (real-time users) [7]. These users should achieve their required QoS at all times, regardless of channel conditions. To solve this power minimization problem in a standard MISO NOMA system, we applied two different approaches: I) Taylor series approximation and II) SDR to design the beamforming. Furthermore, we evaluated the performance of these approaches in terms of transmit power consumption and computational complexity while comparing their performance with that of the conventional OMA schemes.

- **Max-min fairness**: For the previously considered power minimization approach, the transmitter requires a certain amount of transmit power to achieve the target rate at each user. However, the maximum available transmit power is generally limited at the transmitter and therefore the power minimization problem might turn out to be infeasible due to insufficient transmit power. In this case, the target rate should be decreased, and optimization should be repeatedly performed until the problem becomes feasible. To overcome this infeasibility issue, a max-min fairness based approach is considered in which the minimum rate between all users is maximized while satisfying the transmit power constraint. This practical scenario could arise in a network consisting of users with delay-tolerant packet data services (non-real time users) [18, 45, 57], where packet size could be varied according to the achievable rate value. In the context of NOMA systems, there are a number of works that consider the max-min fairness scheme in single antenna NOMA systems [50, 54]. However, this has not been studied for a multi-antenna NOMA system. In this work, we consider the max-min problem in a MISO NOMA system to maintain fairness between users. Unfortunately, this max-min problem is non-convex and the corresponding solution cannot be easily obtained. Hence, we first transform the problem into a convex one and utilize a bisection method to obtain the optimal solution for the original max-min fairness problem. In addition, simulation results have been provided to demonstrate the effectiveness of this max-min beamforming design.

- **Robust design**: In the context of NOMA, a robust design with norm-bounded channel uncertainties is studied in [2, 58]. However, in the worst-case design, extremely conservative approaches are considered which might result in higher transmit power consumption to meet the required QoS, whereas the probability-based design requires less transmit power to satisfy the outage probability constraints. Accordingly, we have considered an outage probabilistic based robust beamforming design by
incorporating channel uncertainties, which has not been studied for the MISO NOMA system in the literature.

The rest of the paper is organized as follows. Section II describes the system model whereas beamforming design through the power minimization problem is presented in Section III with two different approaches. The user fairness based max-min problem is formulated and solved in Section IV. The robust beamforming approach is proposed through incorporating channel uncertainties in Section V. In Section VI, simulation results are provided to validate the effectiveness of the proposed schemes. Finally, Section VII concludes this paper.

Notations

Throughout this paper, we use lowercase boldface letters for vectors and uppercase boldface letters for matrices. \((\cdot)^{T}\), \((\cdot)^{H}\) and Tr(\(\cdot\)) denote transpose, conjugate transpose and the trace of a matrix, respectively. Pr(\(\cdot\)) and \(\mathbb{E}(\cdot)\) stand for the probability operator and statistical expectation for random variables, respectively. The symbols \(\mathbb{C}^{n}\) and \(\mathbb{R}^{n}_{+}\) are used for n-dimensional complex and nonnegative real spaces, respectively. \(A \preceq 0\) indicates that \(A\) is a positive semidefinite matrix and \(\text{vec}(A)\) is the vector obtained by stacking the columns of \(A\) on top of one another. \(\Re(\cdot)\) and \(\Im(\cdot)\) stand for the real and imaginary parts of a complex number, respectively. \(I\) denotes the identity matrix with appropriate size and \(\circ\) indicates Hadamard product. The Euclidean norm of a matrix is denoted by \(\|\cdot\|_{2}\). The notation \(\lfloor \cdot \rfloor_{mn}\) represents the \(mn^{th}\) element of a matrix. \(N\) and \(\mathcal{CN}\) stand for real and complex Gaussian random variables, respectively.

II. System Model

We consider a downlink transmission for \(N\) single antenna users, \(U_{k}, k \in \{1, \ldots, N\}\). The base station (BS), equipped with \(M\) antennas, exploits NOMA to simultaneously transmit signals to different users. In particular, the BS transmits a superposition of the individual messages, i.e., \(w_{k}s_{k}\), to all users, where \(s_{k}\) and \(w_{k}\) are the symbol intended for \(U_{k}\) \((\mathbb{E}(|s_{k}|^{2}) = 1\) and the corresponding beamforming, respectively. Note that \(\|w_{k}\|_{2}^{2}\) represents the transmit power assigned to user \(U_{k}\). The received signal at \(U_{k}\), is given by

\[
y_{k} = h_{k}^{H}w_{k}s_{k} + \sum_{m \neq k} h_{k}^{H}w_{m}s_{m} + n_{k},
\]

where \(h_{k} \in \mathbb{C}^{M}\) denotes the complex channel vector between the BS and the \(k^{th}\) user and \(n_{k}\) represents zero-mean circularly symmetric additive white Gaussian noise with variance \(\sigma^{2}\) at user \(U_{k}\), i.e., \(n_{k} \sim \mathcal{CN}(0, \sigma^{2})\).

Assume that users are ordered based on their channel quality i.e., \(\|h_{1}\|_{2} \leq \|h_{2}\|_{2} \leq \ldots \leq \|h_{N}\|_{2}\). NOMA exploits the power domain to transmit multiple signals over the same frequency and time domain, and performs SIC at the receivers to decode the corresponding signals \[52, 59\]. Based on this ordering, each user, \(U_{k}\), can detect and remove the first \(k - 1\) users’ signals in a successive manner whereas the message of the other users, i.e., from \(U_{k+1}\) to \(U_{N}\), is treated as noise. In other words, the \(k^{th}\) user’s signal should be detected by \(U_{l}\) for all \(l \in \{k, k+1, \ldots, N\}\) \[9, 31\]. We should mention here that this ordering may not be optimal, and better rates may be achievable for different decoding order of the users \[31\]. However, our work in this paper does not focus on the optimal decoding ordering problem, but in the robust design of the beamforming vectors that minimize the total transmit power of the system, for a given user ordering. Hence, the remaining signal at \(U_{l}\) to detect the \(k^{th}\) user is represented as follows:

\[
y_{k}^{l} = h_{k}^{H}w_{k}s_{k} + \sum_{m=k+1}^{N} h_{k}^{H}w_{m}s_{m} + n_{l},
\]

Based on these conditions, the achievable rate of the \(k^{th}\) user can be obtained as follows:

\[
R_{k} = \log_{2}\left(1 + \min_{l \in \{k,k+1,\ldots,N\}} \text{SINR}_{k}^{l}\right),
\]

where

\[
\text{SINR}_{k}^{l} = \frac{\|h_{k}^{H}w_{k}\|^{2}}{\sum_{m=k+1}^{N} \|h_{k}^{H}w_{m}\|^{2} + \sigma^{2}}.
\]

In SIC based receivers, each user decodes its own message after decoding the messages of weaker users and successfully removing their interference. In order to facilitate this SIC technique, the received power of the signals to be decoded should be made greater than the received powers of the other users’ signals. Hence, the above inequalities are defined to implement SIC by increasing the power of the signals intended for the weaker users. Through imposing these conditions, the users located far from the BS (cell-edge users) receive more signal power than that of the users near to the BS.

III. Power Minimization

In this section, we consider power minimization problem to satisfy throughput requirements at each user where it is assumed that the perfect CSI is available at all nodes. This power minimization problem can be formulated into the following optimization framework:

\[
\min_{w_{k} \in \mathbb{C}^{M \times 1}} \sum_{k=1}^{N} \|w_{k}\|_{2}^{2},
\]

\[
st. \log_{2}\left(1 + \min_{l \in \{k,k+1,\ldots,N\}} \text{SINR}_{k}^{l}\right) \geq R_{k}^{\min}, \forall k.
\]

recalling that \(\|w_{k}\|_{2}^{2}\) represents the transmit power assigned to \(U_{k}\) and the constraint in \(6b\) represents the minimum rate requirement \(R_{k}^{\min}\) at \(U_{k}\). Since the SINRs required to successfully implement SIC are satisfied through the minimum rate constraints in problem \(6\), the constraints in \(5\) become unnecessary in the design.

This power optimization problem is non-convex and cannot be directly solved to realize the solution. To tackle this issue, we exploit two different approaches to approximate the original problem and convert it into equivalent formulations. Before presenting a detailed treatment of our approaches, we start with some transformations to simplify the constraints.
Since \(\log(.)\) is a non-decreasing function, the constraint in (9b) can be represented as follows:
\[
\min_{l \in \{k, k+1, \ldots, N\}} \text{SINR}_k \geq \gamma_k^{\min}, \quad \forall k,
\]
where \(\gamma_k^{\min} = 2\gamma_k^{\min} - 1\) is the minimum required SINR at channel \(U_k\). Without loss of generality, the above constraint in (7) can be easily rewritten as follows:
\[
\begin{align*}
\min & \text{SINR}_k \geq \gamma_k^{\min}, \\
\text{s.t.} & \text{SINR}_{k+1} \geq \gamma_k^{\min}, \\
& \vdots \\
& \text{SINR}_N \geq \gamma_k^{\min},
\end{align*}
\]
\[
\Leftrightarrow \gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq |h_k^H w_k|^2,
\]
\[
\Leftrightarrow \gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq |h_{k+1}^H w_k|^2,
\]
\[
\Leftrightarrow \gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq |h_k^H w_k|^2,
\]
\[
\forall k, l = k, \ldots, N.
\]
(8)

Finally, the equivalent formulation of the original power minimization problem (6) can be reformulated as:
\[
\min_{w_k \in \mathbb{C}^M \times 1} \sum_{k=1}^{N} \|w_k\|_2^2,
\]
\[
\text{s.t.} \quad \gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq |h_k^H w_k|^2,
\]
\[
\forall k, l = k, \ldots, N.
\]
(9a)

### A. Non-Convex Constraint Approximation

In this subsection, we provide convex approximations for non-convex constraints. To this end, first we consider the constraint (9b) and equivalently transform it into a tractable form. In this beamforming design, choosing arbitrary phase for \(w_k\) will not have any impact on the optimization and will also provide the same solutions. Thus, any arbitrary phase can be selected for this beamformer. Furthermore, this enables us to assume that \(h_k^H w_k > 0\), which makes the square root of \(|h_k^H w_k|^2\) well-defined. By reshuffling the constraint and taking the square root, we can reformulate the non-convex constraints as a second-order cone (SOC) and linear constraints as follows:
\[
\gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq |h_k^H w_k|^2
\]
\[
\Leftrightarrow \begin{align*}
\bigg\{ \begin{array}{l}
\sqrt[\gamma_k^{\min}]{|h_{k+1}^H w_{k+1}|} \\
\vdots \\
\sqrt[\gamma_k^{\min}]{|h_N^H w_N|}
\end{array} \leq |h_k^H w_k|, \\
\exists (h_k^H w_k) = 0,
\end{align*}
\]
\[
\forall k, l = k, \ldots, N.
\]
(10)

However, it is impossible to have a phase rotation to simultaneously satisfy the following conditions:
\[
\exists (h_k^H w_k) = 0, \quad \forall l = k + 1, \ldots, N.
\]
\[
\exists (h_l^H w_l) = 0, \quad \forall k = l + 1, \ldots, N.
\]
(11)

Therefore, we have applied this phase rotation only to satisfy \(\exists (h_l^H w_l) = 0\), for \(l = k\), and exploited the Taylor series approximation [15], [20], [41] for \(l = k + 1, \ldots, N\) to convexify the non-convex constraints in (9b) based on the following Lemma:

**Lemma 1:** By using the first order Taylor series approximation of the function \(f_l(w_k)\) around \(w_k^l\) in \(l^{th}\) iteration, it holds that
\[
|h_l^H w_k|^2 = w_k^l h_l^H w_k \pm f_l(w_k) \geq w_k^l h_l^H w_k + 2 \text{Re}(w_k^l H h_l^H (w_k^l - w_k^l)) \pm g_l(w_k, w_k^l).
\]

This approximation is linear in terms of \(w_k\) and will be used instead of the original norm-squared function. All inequality constraints in (9b) for \(l = k + 1, \ldots, N\) will be replaced by the following approximated convex constraints:
\[
\gamma_k^{\min} \left( \sum_{m=k+1}^{N} |h_{k+m}^H w_m|^2 + \sigma^2 \right) \leq g_l(w_k, w_k^l).
\]
(12)

**Proof:** Please refer to Appendix A.

Based on the SOC representation in (10) and the approximation in Lemma 1, the following optimization problem is formulated:
\[
\min_{w_k \in \mathbb{C}^M \times 1} \sum_{k=1}^{N} \|w_k\|_2^2,
\]
\[
\text{s.t.} \quad \sqrt[\gamma_k^{\min}]{|h_{k+1}^H w_{k+1}|} \leq |h_k^H w_k|, \\
\exists (h_k^H w_k) = 0,
\]
\[
\forall k, l = k, \ldots, N.
\]
(13a)

An iterative algorithm is developed to solve the power minimization problem based on the approximated problem in (13) which is summarized in Table I. This algorithm will be initialized with \(w_k^l\) and the corresponding approximated problem will be solved to obtain the beamforming vector, i.e., \(w_k^l\). In other words, the corresponding initial solution is updated iteratively and the algorithm will be terminated once the required accuracy is achieved.

### B. Semidefinite relaxation approach

Here, we provide another scheme to solve the original non-convex power minimization problem in (9). By considering \(H_k = h_k h_k^H\) and \(W_k = w_k W_k^H\), a new matrix variable \(W_k\) is introduced and the original power minimization problem in (9) can be rewritten as:
\[
\min_{W_k} \text{tr}(H_k W_k),
\]
\[
\text{s.t.} \quad \text{tr}(H_k W_k) \geq \gamma_k^{\min},
\]
\[
\forall k, l = k, \ldots, N.
\]
(14)

This formulation can be solved using semidefinite relaxation techniques [42]. The SDP relaxation of (14) is given by:
\[
\min_{W_k} \text{tr}(\Lambda_k H_k W_k),
\]
\[
\text{s.t.} \quad \text{tr}(\Lambda_k H_k W_k) \geq \gamma_k^{\min},
\]
\[
\forall k, l = k, \ldots, N.
\]
(15)

where \(\Lambda_k\) is a diagonal matrix containing the variables \(\lambda_{kk}\). This relaxation is shown to be tight for certain cases [42]. However, in general, it may not provide a feasible solution for (9). In the next section, we will propose a modified approach to solve (9) without resorting to semidefinite relaxation techniques.
TABLE I

| Algorithm 1. Proposed Algorithm for solving problem (13) |
|-------------------------------------------------------|
| 1. Initialization: Set \( t = 0 \) and randomly generate a set of feasible \( \mathbf{w}_k \) for \( k \) for problem in (13). |
| 2. repeat |
| 3. Solve problem (13) |
| 4. Update \( \{ \mathbf{w}_k^{t+1} \} = \{ \mathbf{w}_k \} \), |
| 5. \( t \leftarrow t + 1 \) |
| 6. until \(| \mathbf{w}_k^{t+1} - \mathbf{w}_k | \leq \varepsilon \) |

Note that the rank-one constraint in (14) is non-convex. To obtain a solution, the rank-one constraint is relaxed by exploiting the SDR approach. Without the rank-one constraint, the following optimization problem is solved:

\[
\begin{align*}
\min & \sum_{k=1}^{N} \text{Tr}(\mathbf{W}_k) \\
\text{s.t.} & \sum_{m=k+1}^{N} \text{Tr}(\mathbf{H}_i \mathbf{W}_m) + \sigma^2 \leq \text{Tr}(\mathbf{H}_i \mathbf{W}_k), \\
& \forall k, l = k, \ldots, N, \\
& \mathbf{W}_k \succeq 0, \\
& \text{rank}(\mathbf{W}_k) = 1.
\end{align*}
\]

Algorithm 1. TAYLOR SERIES APPROXIMATION

\[
\begin{align*}
\min & \sum_{k=1}^{N} \text{Tr}(\mathbf{W}_k) \\
\text{s.t.} & \sum_{m=k+1}^{N} \text{Tr}(\mathbf{H}_i \mathbf{W}_m) + \sigma^2 \leq \text{Tr}(\mathbf{H}_i \mathbf{W}_k), \\
& \forall k, l = k, \ldots, N, \\
& \mathbf{W}_k \succeq 0, \\
& \text{rank}(\mathbf{W}_k) = 1.
\end{align*}
\]

In summary, the first scheme has a much better worst-case complexity than an SDR scheme. In contrast to the semidefinite formulation, there is no need to introduce the additional matrices \( \mathbf{W}_k \) for the first scheme and the resulting optimization involves significantly fewer variables. However, in the first scheme, we have to deal with an approximation which makes the solution suboptimal. On the other hand, the SDR method can yield the optimal solution if it given a set of rank-one matrices which eliminates the need for the iterative approach as in the Taylor series approximation scheme. Note that the first scheme requires an iterative process, however, as seen in Fig. 3, this approach converges with a small number of iterations which does not have significant impact on the order of the complexity of the proposed algorithm.

C. Complexity Analysis

In this paper, we have developed two approaches to transform the original non-convex optimization problem to a convex one. In the SDR approach, the optimization problem is formulated in SDP form by relaxing the non-convex rank one constraint. The optimal solution of the original problem can be obtained from this simple SDR method if it yields rank-one solutions. On the other hand, it is possible in some cases for the solution of the relaxed problem to turn out not to be rank-one. In this case, the proposed Taylor series approximation can be employed to convexify the original problem, resulting in a suboptimal solution. We analyze the complexity of the proposed algorithms by evaluating the computational complexity of each problem based on the complexity of the interior point methods [40], [43]. This complexity can be defined by quantifying the required number of arithmetic operations in the worst-case at each iteration and the required number of iterations to achieve the solutions with a certain accuracy. We define the computational complexity for each algorithm as follows.

1) In the first scheme, the beamformer design in the power minimization problem is formulated as a second-order cone program (SOCP) in problem (13). Therefore, the worst case complexity is determined by the SOCP in each step. It is well known that for general interior-point methods the complexity of the SOCP depends upon the number of constraints, variables, and the dimension of each SOC constraint. The total number of constraints in the formulation of (13) is \( 0.5N^2 + 1.5N \). Therefore, the number of iterations needed to converge with \( \varepsilon \) solution accuracy at the termination of the algorithm is \( O(\sqrt{0.5N^2 + 1.5N\log \frac{1}{\varepsilon}}) \) [40]. Each iteration requires at most \( O((MN)^2(0.33N^3 + 0.5N^2 + 1.16N + 1)) \) arithmetic operations to solve the SOC problem where MN and 0.33N^3 + 0.5N^2 + 1.16N + 1 are the number of optimization variables and the total dimension of the SOC constraints in (13).

2) The second scheme is a standard SDP. In this approach, the algorithm finds an \( \varepsilon \)-optimal solution for the semidefinite problem with an \( n \) dimensional semidefinite cone in at most \( O(\sqrt{n\log \frac{1}{\varepsilon}}) \) iterations where \( n = M^2 \) in our problem in (15). Each iteration requires at most \( O(mn^3 + m^2n^2 + m^4) \) arithmetic operations to solve the SDP where \( m \) denotes the number of semidefinite constraints [43]. Thus, \( O(0.5N(N + 1)M^6 + 0.25N^2(N + 1)^2M^4 + 0.125N^3(N + 1)^3) \) arithmetic operations are required in each iterations of solving the problem in (15).

In summary, the first scheme has a much better worst-case complexity than an SDR scheme. In contrast to the semidefinite formulation, there is no need to introduce the additional matrices \( \mathbf{W}_k \) for the first scheme and the resulting optimization involves significantly fewer variables. However, in the first scheme, we have to deal with an approximation which makes the solution suboptimal. On the other hand, the SDR method can yield the optimal solution if it given a set of rank-one matrices which eliminates the need for the iterative approach as in the Taylor series approximation scheme. Note that the first scheme requires an iterative process, however, as seen in Fig. 3, this approach converges with a small number of iterations which does not have significant impact on the order of the complexity of the proposed algorithm.

IV. MAX-MIN FAIRNESS PROBLEM

In this section, we investigate a max-min fairness problem for the NOMA downlink system. Since the users’ rates in the NOMA scheme can be managed more flexibly, it may be more appropriate to provide a uniform user experience in terms of achieved throughput. To balance the rate between different users in the network, the max-min fairness approach is an appropriate criterion where the minimum achievable rate of the users can be maximized for a given total power constraint. The corresponding max-min fairness problem can be formulated as
follows:
\[
\begin{align*}
\max_{w_k \in \mathbb{C}^{N \times 1}} r, \\
&\text{s.t.} |h_k^H w_1|^2 \geq \ldots \geq |h_k^H w_{k-1}|^2 \geq |h_k^H w_k|^2 \\
&\quad \geq |h_k^H w_{k+1}|^2 \geq \ldots \geq |h_k^H w_N|^2, \forall k.
\end{align*}
\]
(16a)
\[
N \sum_{k=1}^r \|w_k\|_2^2 \leq P_{\text{max}},
\]
(16b)
where \( r = \min_k R_k \) is given in (3) and the constraint in (16c) represents the maximum available transmit power, i.e., \( P_{\text{max}} \). It is difficult to realize the optimal solution for this max-min problem due to its non-convex nature. Hence, we first transform the problem into a convex one, then utilize a low-complexity polynomial algorithm to find an optimal solution.

**Lemma 2:** This max-min fairness problem is quasi-concave and can be solved through a bisection search.

**Proof:** A maximization optimization problem is quasi-concave when the objective function is quasi-concave and the constraints are convex. The constraint (16c) is convex, however the constraint (16b) can be converted to a convex one by using the methods provided in Section III. Based on the quasi-convex definition [13] a function \( f \) is called quasi-convex if its domain and all its level sets \( S_\alpha = \{ x \in \text{dom} f \mid f(x) \leq \alpha \} \), for \( \alpha \in \mathbb{R}^+ \), are convex. A function is quasi-concave if \(-f\) is quasi-convex, i.e., every super level set \( \{ x \in \text{dom} f \mid f(x) \geq \alpha \} \) is convex. Clearly, for our objective function in (16), \( \min R_k(w) \), to be quasi-concave, all its super level sets must be convex, i.e., \( S_\alpha = \{ R_k > \alpha, \forall k \} \) and the constraints \( R_k \geq \alpha, \forall k \) can be obtained as
\[
(2^\alpha - 1)(\sum_{m=k+1}^N |h_k^H w_m|^2 + \sigma^2) \leq |h_k^H w_k|^2,
\]
(17)
where \( g_k(w_m, w_k^l) \) is the Taylor series approximation of the term \( |h_k^H w_k|^2 \) around \( w_k^l \) in the \( t \)th iteration.

By employing the Taylor series approximation presented in Section III, the constraint in (16b) and (17) can be transformed into a convex one, which completes the proof.

Let us start with some transformations to simplify the constraints. From the inequalities in (16b), it holds that
\[
\begin{align*}
|h_k^H w_2|^2 &\leq |h_k^H w_1|^2, \\
|h_k^H w_{k+1}|^2 &\leq \min_{m \in \{1, k\}} |h_k^H w_m|^2, \\
|h_k^H w_{N}|^2 &\leq \min_{m \in \{1, N-1\}} |h_k^H w_m|^2,
\end{align*}
\]
(18)
After these simplifications, Lemma 1 in Section III can be employed to convexify (18) as
\[
|h_k^H w_n|^2 \leq g_k(w_n, w_m), \quad \forall k, n = 2, \ldots, N, m = 1, \ldots, n - 1.
\]
(19)
where \( g_k(w_m, w_k^l) \) is the Taylor series approximation of the term \( |h_k^H w_m|^2 \) around \( w_m \) in the \( t \)th iteration.

Similarly, the equivalent convex formulation for (17) can be

**Algorithm 2 Proposed Algorithm for solving problem (16)**

1. **Initialization:** Set \( t_{\text{min}} = 0, t_{\text{max}} = \log_2 (1 + \frac{P_{\text{max}}}{\sigma^2}) \).
2. **repeat**
3. Set \( t = (t_{\text{max}} + t_{\text{min}}) / 2 \) and solve (21) to obtain \( w_0 \)
4. if \( f(w_0) \) is satisfied then
5. Set \( t_{\text{min}} = t \).
6. else
7. \( t_{\text{max}} = t \).
8. until \( (t_{\text{max}} - t_{\text{min}} \leq \epsilon) \).

reformulated as
\[
(2^\alpha - 1)(\sum_{m=k+1}^N |h_k^H w_m|^2 + \sigma^2) \leq g_l(w_k, w_k^l),
\]
\( \forall k, l = k, k + 1, \ldots, N \). (20)

V. ROBUST POWER MINIMIZATION

In previous sections, it has been assumed that perfect CSI is available at the transmitter, which might be difficult under practical conditions due to estimation and quantization errors. In this section, to circumvent the inevitable channel uncertainties, we study a robust design for the problem considered in Section III. In particular, we consider the robust optimization problem with the outage probability constraints by incorporating channel uncertainties. It is assumed that an imperfect estimate of the channel covariance matrix is available at the BS. Let \( \hat{C}_k = \mathbb{E}(h_k^H h_k^\dagger) \in \mathbb{C}^{M \times M} \) denote the estimated channel covariance matrix of \( U_k \) and the corresponding uncertainty matrix is denoted by \( \Delta_k \in \mathbb{C}^{M \times M} \). The \( i,j \)th entry of \( \Delta_k \) is independently and identically distributed as \( |\Delta_k|_{i,j} \sim CN(0, \sigma_i^2) \). Hence, the actual channel covariance matrix can be modelled as
\[
C_k = \hat{C}_k + \Delta_k, \quad \forall k.
\]
(22)

Based on the SIC approach in Section II, the SINR of the signal intended for the \( k \)th user at the \( t \)th user can be written as
\[
\text{SINR}_k^t = \frac{w_k^H (\hat{C}_t + \Delta_t) w_k}{\sum_{m=k+1}^N |w_m^H (\hat{C}_t + \Delta_t) w_m + \sigma^2|}
\]
(23)
In the sequel, we reformulate the optimization problem by taking into account the channel uncertainties as

\[
\min_{W_k \in \mathbb{C}^{M \times 1}} \sum_{k=1}^{N} \|W_k\|_2^2,
\]

(24a)

s.t.

\[
\begin{aligned}
\min_{\ell \in \{k, k+1, \ldots, N\}} \sum_{m=k+1}^{N} W_m^H (\hat{C}_l + \Delta_l) W_m + \sigma^2 \geq \gamma_k^{\min}, \\
\forall k,
\end{aligned}
\]

(24b)

where \(\gamma_k^{\min}\) is the minimum required SINR at the user \(U_k\). Then, (24b) can be rewritten as

\[
\gamma_k^{\min}( \sum_{m=k+1}^{N} W_m^H (\hat{C}_l + \Delta_l) W_m + \sigma^2) \leq W_k^H (\hat{C}_l + \Delta_l) W_k,
\]

\[
\forall k, l = 1, \ldots, N.
\]

A. Outage probability based robust design

In practical scenarios, the channel parameters are prone to error, hence the robust beamforming design against statistical channel uncertainties is an important issue that needs to be addressed. By applying the outage probability to (24), the robust power minimization problem can be reformulated as

\[
\min_{W_k \in \mathbb{C}^{M \times 1}} \sum_{k=1}^{N} \|W_k\|_2^2,
\]

(26a)

s.t.

\[
\begin{aligned}
\Pr(\gamma_k^{\min}( \sum_{m=k+1}^{N} W_m^H (\hat{C}_l + \Delta_l) W_m + \sigma^2) \leq W_k^H (\hat{C}_l + \Delta_l) W_k) \geq (1 - \rho_k), \\
\forall k, l = 1, \ldots, N,
\end{aligned}
\]

(26b)

where \(\rho_k \in (0,1)\) is the outage probability at \(U_k\). In other words, the predefined probability of satisfying the required SINR at the user \(U_k\) is \((1 - \rho_k)\). The above robust problem in (26) is NP-hard and cannot be solved directly. In order to determine the solution for this robust problem, we introduce a new matrix variable \(W_k = W_k^H W_k^H\) and utilize a procedure to convert probabilistic constraints into a tractable form.

**Lemma 3:** The original robust power minimization problem in (26) can be reformulated as

\[
\begin{aligned}
\min_{W_k \in \mathbb{C}^{M \times 1}} & \sum_{k=1}^{N} \text{Tr}(W_k), \\
\text{s.t.} & \text{C}_{kl} \succeq 0, \quad \forall k, l = k, k+1, \ldots, N, \\
& W_k \succeq 0, \\
& \text{rank}(W_k) = 1,
\end{aligned}
\]

(27a)

(27b)

(27c)

(27d)

where \(C_{kl}\) is defined as (B.3) in Appendix B.

**Proof:** Please refer to Appendix B.

The constraints in (27b) and (27d) are semidefinite in terms of \(W_k\). Therefore, the optimization problem in (27) is a standard SDP without the non-convex rank-one constraint in (27d). This optimization problem can be solved through relaxing the non-convex rank-one constraint. In general, if the solution of the relaxed problem is a set of rank-one matrices \(W_k\), then it will be also the optimal solution to the original problem in (27). Otherwise, the randomization technique can be used to generate a set of rank-one solutions [42]. The beamforming vector \(W_k\) can be determined through extracting the maximum eigenvalue and the corresponding eigenvector of \(W_k\).

VI. SIMULATION RESULTS

In this section, the performance of the proposed beamforming designs for the NOMA scheme is evaluated through numerical simulations. We consider a single cell downlink transmission, where a multi-antenna BS serves single-antenna users which are uniformly distributed within the circle with a radius of 50 meters around the BS, but no closer than 1 meter. The small-scale fading of the channels is assumed to be Rayleigh fading which represents an isotropic scattering environment. The large-scale fading effect is modelled by \(d_k^{-\beta}\) to incorporate the path-loss effects where \(d_k\) is the distance between \(U_k\) and the BS, measured in meters and \(\beta\) is the path-loss exponent. Hence, the channel coefficients between the BS and user \(U_k\) are generated using \(h_k = \chi_k \sqrt{d_k^{-\beta}}\) where \(\chi_k \sim \mathcal{CN}(0,1)\) and \(\beta = 3.8\) [44]. It should be noted here that in simulations the user distances are fixed and the average is taken over the fast fading component of the channel vectors. It is assumed that the noise variance at each user
is 0.01 ($\sigma^2 = 0.01$) and the target rates for all users are the same. The term non-robust scheme refers to the scheme where the BS has imperfect CSI without any information on the channel uncertainties and the beamforming vectors are designed based on imperfect CSI without incorporating channel uncertainty information. In addition, for the imperfect-CSI case the variance of each entry (i.e., $[\Delta_k]_{ij}$) of the error covariance matrix $\Delta_k$ and the predefined outage probability ($\rho_k$) of the required QoS constraints are set to 0.005 and 0.1, respectively. These numerical results are obtained by averaging over different 1000 random channels.

A. Power minimization and max-min fairness designs

First, we evaluate the required total transmit power for both power minimization approaches (i.e., Taylor series approximation and SDR) with different system parameters. As can be seen from the figures, the results of these two methods are almost identical. The required total transmit power against different target rates is presented in Fig. 1 for the NOMA and OMA schemes with different numbers of transmit antennas. By increasing the minimum required rate at each user, the BS requires more power to satisfy the target rate requirements. For a given target rate, the required total transmit power can be reduced by employing more antennas at the transmitter. As shown in Fig. 1 for a specific rate requirement, the conventional OMA technique consumes more transmit power than the NOMA scheme. This demonstrates that the NOMA scheme outperforms the conventional OMA in terms of energy efficiency.

In Fig. 2 the required total transmit power for different numbers of users with different numbers of transmit antennas is obtained. As the number of antennas increases, the required transmit power decreases due to the spatial diversity gain. However, the BS requires more transmit power as the number of users increases. As shown in Fig. 2 both schemes, Taylor series approximation and SDR show a similar performance for a few users due to the small number of approximated terms in the Taylor series approximation. However, the number of approximated terms increases with the number of users. As a result, the performance gap between these two schemes increases and SDR outperforms the Taylor series approximation scheme in terms of required transmit power. The reason is that SDR can provide the optimal solution given that the solution is rank one whereas the other scheme relies on the Taylor series approximation which might lead to a suboptimal solution.

Fig. 3 depicts the convergence of the algorithm provided in Table I in terms of transmit power. As shown, this approach converges with a small number of iterations (most of the time with 3 iterations), which does not have a significant impact on the order of the complexity of the proposed algorithm. Moreover, we have numerically evaluated the impact of the initialization of the algorithm on the convergence of the Taylor series approximation. As shown in Fig. 4, the Taylor series approximation method converges to the same solution with different initializations.

Table III is provided to compare the required transmit power for each user and the total transmit power obtained through the Taylor series approximation and SDR approaches. As evidenced by these results, there is no significant difference between the two proposed approaches.

Next, we study the performance of the max-min fairness design for both NOMA and OMA schemes. The balanced rates maintaining fairness between users are demonstrated in Fig. 5 and Fig. 6, respectively, for different numbers of users and maximum available transmit power with different numbers of antennas. As expected, reducing the numbers of users or increasing the maximum available transmit power threshold improves the achievable fairness rate. Since the fairness rate is a logarithmic function of power, as the power threshold increases the rate improvement is compressed. These simulation results confirm that the QoS based beamforming design satisfies the required rate constraints at each user whereas the rates of the users are balanced in the fairness based approach. As shown in Fig. 5 and Fig. 6 for a specific available power, the NOMA scheme achieves more rate than the conventional OMA technique.

The power allocations and the balanced rates obtained by solving problem (16) are provided for five different random channels in Table IV. In order to validate the optimality of the proposed max-min fairness approach, we compare these with the power allocations through the power minimization solution in Section III. In particular, the balanced rates obtained through the fairness approach have been set as the target rates in the power minimization approach for the same set of channels, and the corresponding power allocations are obtained. As seen in Table IV and Table V both max-min fairness and power minimization approaches utilize the same power allocations to
achieve same rates at each user. This confirms the optimality of the proposed max-min fairness based design as the power minimization approach is optimal for a given set of target rates.

B. Performance Study of Robust Design

In this subsection, we study the impact of the proposed robust design on the achieved rate in comparison with the non-robust scheme. The effect of error variances on the required transmit power is represented in Fig. 7. It can be observed from Fig. 7 that the total transmit power at the BS increases as the errors in the CSI increase.

We compare the performance of the robust and the non-robust scheme through the rate satisfaction ratio \( \eta_k \), which is defined as the ratio between the achieved rate and the target rate at the user \( U_k \). Hence, \( \eta_k \geq 1 \) indicates that the rate requirement is satisfied at the user \( U_k \).

Fig. 8 and Fig. 9 depict the histogram of the rate satisfaction ratio for the robust and the non-robust schemes with the target rate, \( R_{\text{min}} = 3 \), respectively. We also study the rate satisfaction ratio for the robust and the non-robust OMA schemes in Fig. 10 and Fig. 11 respectively. It can be observed that in the robust design, rate constraint is satisfied in most cases and in only 10% of cases does the rate satisfaction ratio fall below one according to the outage probability requirement.

However, as evidenced by results presented in Fig. 9 and 11, the non-robust design cannot satisfy the target rate requirement for approximately 50 percent of the cases since it does not take into account any information regarding channel uncertainties.

VII. Conclusions

In this paper, we have proposed different beamforming techniques for NOMA based downlink transmission. In particular, these beamforming designs were developed through a) a power minimization approach to achieve the required target rate at each user; b) a max-min fairness approach to maintain user fairness in terms of the achieved rates and c) an outage probability based robust approach to satisfy the target rates with a set of predefined probabilities. To tackle the original non-convex problems, we have developed iterative algorithms by exploiting first order Taylor series approximations and SDR techniques for the first two problems whereas the robust design was solved through converting the non-convex constraints into a set of convex LMIs. Simulation results were provided to validate the performance of the proposed schemes in terms of the required transmit power and balanced rates. These results confirm that the proposed outage probability based robust approach outperforms the non-robust scheme in terms of the achieved rates and rate satisfaction ratio at each user. These simulation results also demonstrate that NOMA can achieve superior performance in terms of system throughput compared to the traditional multiple access and can efficiently utilize the bandwidth resources. In this work, we developed novel resource allocation techniques to improve the system throughput and maintain user fairness, which address the issues associated with multiple access scheme in next generation wireless networks.

APPENDIX A

PROOF OF LEMMA 1

We first summarize the following complex derivatives:

Generalized complex derivative:

\[
\frac{\partial f(z)}{\partial z} = \frac{1}{2} \left( \frac{\partial f(z)}{\partial \text{Re}(z)} - i \frac{\partial f(z)}{\partial \text{Im}(z)} \right)
\]  

(A.1)

Conjugate complex derivative:
TABLE III

COMPARISON OF POWER ALLOCATIONS BETWEEN TAYLOR SERIES APPROXIMATION AND SDR APPROACHES

| Channels | Taylor Series Approximation Scheme | SDR Scheme |
|----------|-----------------------------------|------------|
|          | $U_1$ Power (w) | $U_2$ Power (w) | $U_3$ Power (w) | Total Power (w) | $U_1$ Power (w) | $U_2$ Power (w) | $U_3$ Power (w) | Total Power (w) |
| Channel 1 | 5.3596 | 0.6702 | 0.0821 | 6.1119 | 5.3593 | 0.6701 | 0.0820 | 6.1114 |
| Channel 2 | 3.7419 | 0.4692 | 0.0636 | 4.2747 | 3.7417 | 0.4690 | 0.0635 | 4.2742 |
| Channel 3 | 7.6185 | 0.9595 | 0.1232 | 8.7012 | 7.6156 | 0.9591 | 0.1230 | 8.6977 |
| Channel 4 | 10.2415 | 1.2811 | 0.1642 | 11.6868 | 10.2367 | 1.2808 | 0.1641 | 11.6814 |
| Channel 5 | 8.4636 | 1.0626 | 0.1468 | 9.6730 | 8.4634 | 1.0625 | 0.1467 | 9.6726 |

TABLE IV

POWER ALLOCATIONS AND ACHIEVED RATE OF THE MAX-MIN FAIRNESS APPROACH

| Channels | $U_1$ Power (w) | $U_2$ Power (w) | $U_3$ Power (w) | Total Power (w) | $U_1$ Rate (bps/Hz) | $U_2$ Rate (bps/Hz) | $U_3$ Rate (bps/Hz) |
|----------|-----------------|-----------------|-----------------|-----------------|---------------------|---------------------|---------------------|
| Channel 1 | 13.9225 | 0.9990 | 0.0804 | 15 | 3.8010 | 3.8010 | 3.8010 |
| Channel 2 | 4.3137 | 0.5965 | 0.0929 | 5 | 2.8584 | 2.8584 | 2.8584 |
| Channel 3 | 9.1271 | 0.8013 | 0.0730 | 10 | 3.5140 | 3.5140 | 3.5140 |
| Channel 4 | 6.7110 | 0.7166 | 0.0754 | 7.5 | 3.2327 | 3.2327 | 3.2327 |
| Channel 5 | 11.5454 | 0.8814 | 0.0752 | 12.5 | 3.7119 | 3.7119 | 3.7119 |

TABLE V

POWER ALLOCATIONS FOR A GIVEN SET TARGET RATES (I.E., ACHIEVED IN FAIRNESS APPROACH) THROUGH POWER MINIMIZATION IN (9)

| Channels | Target Rate (bps/Hz) | Total Power (w) | $U_1$ Power (w) | $U_2$ Power (w) | $U_3$ Power (w) |
|----------|----------------------|-----------------|-----------------|-----------------|-----------------|
| Channel 1 | 3.8010 | 15 | 13.9225 | 0.9990 | 0.0804 |
| Channel 2 | 2.8584 | 5 | 4.3137 | 0.5965 | 0.0929 |
| Channel 3 | 3.5140 | 10 | 9.1271 | 0.8013 | 0.0730 |
| Channel 4 | 3.2327 | 7.5 | 6.7110 | 0.7166 | 0.0754 |
| Channel 5 | 3.7119 | 12.5 | 11.5454 | 0.8814 | 0.0752 |

Based on this first order approximation, we approximate $f_i(w_k) = w_k^H h_i h_i^H w_k$ as follows:

$$g_l(w_k, w_k^l) = w_k^H h_i h_i^H w_k^l + \frac{\partial f_l(w_k)}{\partial A} \left|_{w_k=w_k^l} \right. Re(w_k - w_k) + \frac{\partial f_l(w_k)}{\partial z} \left|_{w_k=w_k^l} \right. Im(w_k - w_k)$$

Next, we present the first order Taylor series approximation for a function $g(A)$ around $A_0$ as follows:

$$g(A) \approx g(A, A_0) = f(A_0) + \text{Tr} \left( \frac{\partial f(A)}{\partial A} \right) (A-A_0) + \text{Tr} \left( \frac{\partial f(A)}{\partial A^*} \right) ^T \text{Im}(A-A_0)$$

Based on this first order approximation, we approximate

This completes the proof of Lemma 1.
Fig. 8. Histogram for rate satisfaction ratio, i.e., $\eta_k$, for $R_{min} = 3$ bps/Hz in the robust NOMA scheme.

Fig. 9. Histogram for rate satisfaction ratio, i.e., $\eta_k$, for $R_{min} = 3$ bps/Hz in the non-robust NOMA scheme.

Fig. 10. Histogram for rate satisfaction ratio, i.e., $\eta_k$, for $R_{min} = 3$ bps/Hz in the robust OFDMA scheme.

Fig. 11. Histogram for rate satisfaction ratio, i.e., $\eta_k$, for $R_{min} = 3$ bps/Hz in the non-robust OFDMA scheme.
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In order to convert the probability based constraints in (26) into a tractable form the following lemma is required:

**Lemma 3.1:** Consider a hermitian random matrix $X \in \mathbb{C}^{M \times M}$ with each element being independent and identically distributed as $[X]_{ij} \sim \mathcal{CN}(0, \sigma^2_{ij})$. Then, for any hermitian matrix $Y \in \mathbb{C}^{M \times M}$, the following holds:

$$\text{Tr}(YX) \sim \mathcal{CN}(0, \|Y \odot \Sigma_X\|_F^2),$$

$$\text{Tr}(YX) = \|Y \odot \Sigma_X\|_F^2 U, \ U \sim \mathcal{N}(0, 1),$$

where $\odot$ indicates the Hadamard product and $\Sigma_X$ represents a real valued $M \times M$ matrix with each entry $[\Sigma_X]_{ij} = \sigma_{ij}$.

By defining a new rank-one positive semidefinite matrix $W_k = w_k w_k^H$, the constraints in (26) can be rewritten, respectively, as follows:

$$\text{Pr}\left(\text{Tr}(-B_k \Delta_l) \leq \text{Tr}(B_k \hat{C}_l) - \sigma^2\right) \geq (1 - \rho_k), \forall k, l = k, k+1, \ldots, N,$$

where $B_k = \gamma_k^{-1} W_k - \sum_{m=k+1}^{N} W_m$.

By exploiting Lemma 3.1 and the cumulative distribution function (CDF) of a standard normal distribution, (i.e.,

$$\text{Pr}(U \leq u) = \frac{1}{2}[1 + \text{erf}(\frac{u}{\sqrt{2}})],$$

where $U \sim \mathcal{N}(0, 1)$, the inequalities (B.1) can be represented as follows:

$$\text{Pr}\left(\text{Tr}(-B_k \Delta_l) \leq \text{Tr}(B_k \hat{C}_l) - \sigma^2\right) \geq \frac{1}{2}[1 + \text{erf}(\frac{\text{Tr}(B_k \hat{C}_l) - \sigma^2}{\|(-B_k \odot \Sigma_{\Delta_l})\|_F})] \geq (1 - \rho_k), \forall k, l = k, k+1, \ldots, N,$$

(B.2)

The inequalities in (B.2) can be presented in the following forms,

$$\Phi_{kl} \geq \sqrt{2} \text{erf}^{-1}(1 - 2\rho_k)\|\text{vec}(-B_k \odot \Sigma_{\Delta_l})\|,$$

(B.3)

where

$$\Phi_{kl} = \text{Tr}(B_k \hat{C}_l) - \sigma^2.$$

(B.4)

In order to cast the original robust problem into a convex optimization framework, the following lemma is required:

**Lemma 3.2:** The following second order cone
constraint on $x$:
\[ \|Ax + b\| \leq \epsilon^T x + d, \]
can be represented with the following linear matrix inequality (LMI):
\[ \begin{bmatrix} \epsilon^T x + d & Ax + b \\ (Ax + b)^T & \epsilon^T x + d \end{bmatrix} \succeq 0. \]

By applying Lemma 3.2, the constraints in (B.5) can be rewritten as
\[ C_{kl} = \frac{\Phi_k}{\sqrt{2\pi} (1 - 2\rho_k)} I_{2M} \quad \text{vec}(-B_k \otimes \Sigma_{\Delta_k}) \quad \text{vec}(H_k) \quad \Delta_k, \]
\[ \forall k, l = k, k + 1, \ldots, N. \]

This completes the proof of Lemma 3.
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