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Abstract—An over-the-air membership inference attack (MIA) is presented to leak private information from a wireless signal classifier. Machine learning (ML) provides powerful means to classify wireless signals, e.g., for PHY-layer authentication. As an adversarial machine learning attack, the MIA infers whether a signal of interest has been used in the training data of a target classifier. This private information incorporates waveform, channel, and device characteristics, and if leaked, can be exploited by an adversary to identify vulnerabilities of the underlying ML model (e.g., to infiltrate the PHY-layer authentication). One challenge for the over-the-air MIA is that the received signals and consequently the RF fingerprints at the adversary and the intended receiver differ due to the discrepancy in channel conditions. Therefore, the adversary first builds a surrogate classifier by observing the spectrum and then launches the black-box MIA on this classifier. The MIA results show that the adversary can reliably infer signals (and potentially the radio and channel information) used to build the target classifier. Therefore, a proactive defense is developed against the MIA by building a shadow MIA model and fooling the adversary. This defense can successfully reduce the MIA accuracy and prevent information leakage from the wireless signal classifier.

Index Terms—Adversarial machine learning, deep learning, membership inference attack, privacy, wireless signal classification, defense.

I. INTRODUCTION

Machine learning (ML) has emerged with powerful means to learn from and adapt to wireless network dynamics, and solve complex tasks in wireless communications subject to channel, interference, and traffic effects. In particular, deep learning (DL) that has been empowered by recent algorithmic and computational advances can effectively capture high-dimensional representations of spectrum data and support various wireless communications tasks, including but not limited to, spectrum sensing, signal classification, spectrum allocation, and waveform design [2]. However, the use of ML/DL also raises unique challenges in terms of security for wireless systems [3], [4]. With adversarial machine learning (AML), various attacks have been developed to launch against the ML/DL engines of wireless systems, including inference (exploratory) attacks [5]–[7], evasion (adversarial) attacks [8]–[26], poisoning (causative) attacks [27]–[31], Trojan attacks [32], spoofing attacks [33]–[35], and attacks to facilitate covert communications [36]–[38]. These AML-based attacks operate with small spectrum footprints and thus are harder to detect compared with conventional wireless attacks such as jamming of data transmissions [39], [40].

In conjunction with security threats, an emerging concern on ML-based solutions is privacy, namely the potential leakage of information from the ML models to the adversaries. One example is the model inversion attack, where the adversary has access to the ML model and some private information, and aims to infer additional private information by observing the inputs and outputs of the ML model [41]. Another privacy attack of interest is the membership inference attack (MIA) [42]–[54] that has been extensively studied in various data domains including computer vision, healthcare, and commerce. The goal of the MIA to infer if a particular data sample has been used in training data or not (see Fig. 1). While the MIA has been demonstrated as a major privacy threat for computer vision and other data domains, it has not been applied yet to the wireless domain. In practice, the broadcast and shared nature of wireless medium offers unique opportunities to an adversary to eavesdrop wireless transmissions and launch the MIA over the air against a wireless signal classifier to infer about the underlying radio device, waveform, and channel environment characteristics under which the ML/DL model of the target signal classifier is trained.

In this paper, we present the first application of the MIA...
in the wireless domain. In particular, we consider a wireless signal classifier based on a deep neural network (DNN) as the target ML engine against which the MIA is launched over the air. For the PHY-layer authentication of potentially massive number of heterogeneous users (e.g., Internet of Things (IoT) devices), a service provider (e.g., gNodeB in 5G applications such as network slicing) can use such a classifier to classify users as authorized or not based on the RF fingerprints in the received signals (reflecting the inherent characteristics of the user’s RF transceiver along with channel effects) and then admit communication requests of authorized users (e.g., it can be potentially implemented as xApps in the near Real-Time RAN Intelligent Controller (Near-RT RIC) of O-RAN). The adversary can sense the spectrum to observe the behavior of a target classifier and then launch the MIA to determine whether a data sample (a wireless signal) of interest is in the training data of the target classifier or not. This attack reveals whether a wireless signal classifier is trained against a particular waveform, radio device, or channel environment. This private information leakage can be further exploited by the adversary to launch other attacks. For example, the adversary can spoof signals similar to the ones from authorized users using the same type of radio device and waveform and under a similar spectrum environment. This way, the adversary can bypass the signal classifier trained for PHY-layer authentication, and can gain network access or prevent access of other users by occupying communication resources.

The wireless systems pose unique challenges in data collection and design for the MIA that are different from other data domains such as computer vision. While an eavesdropper can observe a transmitted signal over the air, its received signal is different from (but potentially correlated with) the signal received by the target signal classifier due to different channel characteristics. Therefore, the data collected by the adversary is inherently different from the data input to the target signal classifier. For RF fingerprinting, the service provider runs its DL classifier to determine whether the received signal is from an authorized user or not. The input of the DL classifier is the I/Q data and the underlying decision process of user classification is based on the RF fingerprint of the user that depends on the radio device, waveform and channel characteristics of that particular user. In this paper, we consider a black-box MIA, where the adversary does not know the target classifier. Even if the adversary knows this classifier (namely, the underlying DNN model), it may not use it to identify whether a signal is from an authorized user or not, since the signal received at the adversary is different from the signal received at the service provider. To overcome these challenges, the adversary builds a surrogate classifier by using the overheard signals as the input. With this surrogate classifier, the adversary can launch the MIA to determine for its received signal, whether the corresponding signal received at the service provider has been used in the training data or not.

We set up test scenarios of one service provider (such as a gNodeB in 5G or beyond applications) and some authorized users (such as user equipments (UEs) in terms of IoT devices). Signals of each user are transmitted over the air and thus are changed by both channel and device-specific phase shift and transmit power effects. The target DL classifier can reliably classify users (with close to 100% under various settings). On the other hand, an adversary observes spectrum data and classification results (by observing whether a user is accepted for communications) to build a surrogate classifier to classify its received signals. The adversary then launches the MIA to infer whether for a signal received at the adversary, its corresponding signal received at the service provider is a member of the training data or not. We consider two settings: (i) non-member signals (signals that are not in the training data set) can be generated by the same radio devices that generate member signals (signals that are in the training data set), or (ii) non-member signals are generated by other radio devices. In the first setting, the accuracy of the MIA reaches 88.62% when the signal-to-noise-ratio (SNR) is high (at 10 dB) while the accuracy of the MIA is 77.01% when the SNR is low (at 3 dB). In the second setting, there are some radio devices that generate signals as training data. These signals cover both strong and weak signals. There is also another device that generates signals as non-member data to test the MIA performance. The accuracy of the MIA reaches 97.88%.

Since wireless channels are random, they add uncertainties on received signals. Therefore, we study the impact of noisy variations in received signals by changing the question on whether a particular received signal is in training data to the question on whether some its noisy variations are in training data. For that purpose, we generate multiple samples with different levels of noisy variations and use either the average or maximum score in the MIA when evaluating the attack success. If we use the average score, the accuracy of the MIA decreases with the level of noisy variations. If we use the maximum score, the accuracy of the MIA on member samples (authorized users) increases while the accuracy of the MIA on non-member samples (unauthorized users) decreases with the level of noisy variations.

We then develop a proactive defense scheme for the MIA. The service provider first needs to build a shadow MIA model. Then, it applies the defense using this shadow MIA model. For that purpose, perturbations (some controlled noise) are added in the classification process such that (i) there is no change made on classification results and (ii) the MIA in the presence of defense achieves low accuracy. We formulate this defense as an optimization problem and modify it to an unconstrained optimization by changing of variables and using loss function to remove constraints. We then apply gradient search to find the optimal perturbation. We show that this defense scheme effectively protects against the MIA launched by the adversary and reduces the accuracy from 97.88% to 50%.

The novel contributions of the paper are summarized as follows:

1) We present the first MIA that is launched against a wireless classifier over the air to infer about training data and leak private information on waveform, device, and channel characteristics.
2) We consider two settings for the MIA: (i) the MIA should be able to identify signals from the same radio device as member and non-member, and (ii) non-member signals are generated by different radio devices.
3) We extend the MIA such that it is launched by using not only received signals but also their noisy variations by accounting for channel variations.
4) We show through detailed numerical results that the success of the MIA is high, i.e., the MIA can infer the training data membership of the wireless signal classifier with high accuracy.
5) We present a defense scheme to protect wireless signal classifiers from the MIA and show that this defense can reduce the accuracy of the MIA significantly.

The rest of the paper is organized as follows. Section II presents the system model. Section III describes the target classifier at the service provider. Section IV presents the MIA. Section V presents the defense scheme for the MIA. Section VI presents the numerical results for the MIA and the defense. Section VII concludes the paper.

II. SYSTEM MODEL

We consider a wireless system that provides different services to users on the same physical network as shown in Fig. 2. Example use cases include, but are not limited to, network slices in 5G and beyond applications, and IoT networks. A wireless signal classifier is used for PHY-layer authentication to detect authorized users of these services based on their signal characteristics. An adversary aims to launch the MIA such that it can determine which users’ signals are used in the training data. The adversary can then generate similar signals to gain access.

To authorize users for a particular service, the service provider uses a DL classifier, i.e., a DNN has been trained to classify users as authorized or not. During the training process, each authorized user transmits some signals (that are labeled as ‘authorized’ class) received subject to channel and noise effects, and other signals are labeled as ‘unauthorized’ class. The training data includes signals with different modulations, device-specific phase shifts as well as channel-specific gains and phase shift offsets in received signals. We assume that the environment does not change during training and test time beyond variations in channel realizations. As we will later show in Section VI such a classifier can achieve high accuracy and thus the service provider can reliably detect authorized users.

The process of launching the MIA is illustrated in Fig. 3. In this over-the-air MIA, an adversary collects signals transmitted from users and observes (overhears) classification results (their start of communications with the service provider as an indicator of service) due to the shared and broadcast nature of the wireless medium. Thus, the adversary can determine the class for each collected signal. The adversary can further build a surrogate classifier based on its over-the-air collected data to obtain classification labels on more signals. This corresponds to an exploratory (inference) attack. The adversary further analyzes signals and the outputs of classification process to launch the MIA that can determine whether a received signal is in the training data or not. Once the MIA is successful and signal characteristics of interest (e.g., device and channel) are...
identified, the adversary may perform other attacks, e.g., it may generate signals similar to those used in training data to gain access. The details of the MIA attack are provided in Sec. IV.

The process of defending against the MIA is illustrated in Fig. 4. The service provider first builds a shadow MIA to model and analyze the potential MIA launched by the adversary. Then, the proactive defense analyzes and changes the classification outputs so that the shadow MIA, as well as MIA, cannot work well. The details of the defense are provided in Sec. IV.

III. THE TARGET CLASSIFIER AT THE SERVICE PROVIDER

We consider a service provider that aims to provide communications for some authorized users that use a particular modulation (in particular, QPSK) and has certain radio device and channel characteristics. A simple classifier just for modulation recognition does not achieve this objective since it can only tell whether a signal is using QPSK or not, but cannot tell whether the source of a received signal is one of the authorized users as this decision also depends on the characteristics of radio devices and channels experienced by users. To detect authorized users, we need to consider user-specific properties. In particular, each user as a transmitter has its own phase shift due to unique radio hardware. Moreover, the channel from a user to the service provider has its own channel gain and phase shift. As a consequence, the phase shift and power of received signals are unique properties for users. Denote $\phi_i$ and $\phi_{ib}$ as the phase shift of user $i$ and channel from $i$ to service provider $b$, respectively, and $g_{ib}$ as channel gain from $i$ to $b$. For example, if the raw data is two bits 00 and transmit power is $p$, the received phase shift should be $\frac{\pi}{4} + \phi_i + \phi_{ib}$ and the received power should be $g_{ib}p$. In reality, the collected data may have small random errors, i.e., $n_\phi$ for noise on phase shift and $n_p$ for noise on power. Thus, a service provider collects phase shift and power of received signals as user-specific properties and uses them as features to build a classifier to detect authorized users. The labels of the classifier for users are ‘authorized’ and ‘unauthorized’.

All authorized users use QPSK-modulated signals, whereas unauthorized users may either use QPSK-modulated or BPSK-modulated signals. The service provider again collects the phase shift and the power as features. For example, if the raw data is a bit 0, the received phase shift from transmitter $j$ is $\phi_j + \phi_{jx} + n_\phi$ and the received power should be $g_{jx}p + n_p$. To have the same number of features, data is collected for each bit, i.e., data is collected twice for each coded QPSK symbol (corresponding two bits). Then, for $n$ bits, the number of collected features is $2n$, including $n$ phase shifts and $n$ powers.

During the training period, the service provider collects samples ($2n$ features and a label). Then, it trains a feedforward neural network as the DL classifier $C$. We consider three hidden layers for $C$, each with 100 neurons. ReLU is used as the activation function at hidden layers, and softmax is used as the output layer. The deep neural network is trained with backpropagation algorithm and Adam optimizer using cross-entropy as the loss function. The process of building classifier $C$ is shown in the top portion of Fig. 5.

IV. MEMBERSHIP INFERENCE ATTACK

The goal of the MIA is to identify data samples that have been used to train a ML classifier (as studied in computer vision and other data domains [42–52]). One possible application of the MIA in the wireless domain is a privacy attack on PHY-layer signal authentication, where the adversary aims to identify the signal samples that have been used in the training of a wireless signal classifier. Then, the adversary can leverage these signal samples and leaked information on waveform, device and channel characteristics of authorized users to generate signals in order to obtain service from the provider. The training data and the general data usually have different distributions (e.g., due to differences of radios and channels in training and test times) and the classifier may overfit the training data. The MIA analyzes the overfitting to leak private information.

We first give an insight on how the MIA works. Suppose the general distribution (of signal samples) is $\theta^*$ and the training data distribution is $\hat{\theta}$. For a given data sample $x'$, we can determine the probability of $x'$ generated by $\theta^*$ (or by $\hat{\theta}$). If $P^*_0(x') > P^*_0(x')$, then $x'$ is likely generated by $\hat{\theta}$ (where $P^*_0(x)$ denotes the probability of distribution $\theta$ evaluated at $x$). Moreover, we can calculate a confidence value for the MIA by $
abla_0(x') / P^*_0(x')$. This analysis provides a prediction on whether any given data sample is in the training data or not, along with a confidence value for this prediction. Note that if $\theta^* = \hat{\theta}$, the confidence value is always 0.5, i.e., we cannot make any better prediction than a blind guess. Thus, the basis of the MIA is
the difference between $\theta^*$ and $\hat{\theta}$. Next, we provide details of the MIA.

Suppose that each sample in the training data set is represented by a set of features $F$ and is labeled as one of two classes following a supervised learning approach. The MIA aims to identify whether a given sample is in the training data set to build the given classifier or not. This attack may be a white-box attack, i.e., the target classifier is available to the adversary, or a black-box attack, where the adversary does not know the classifier, but it can collect data from the target classifier. In this paper, we consider a black-box attack. To launch an effective MIA, we consider a general approach as follows. Suppose that features include all (useful, but potentially biased and noisy) information, where useful information in $F_u$ can be used to identify the class, biased information $F_b$ is due to the different distributions of training data and general test data, and noisy information $F_n$ is other information with no statistical significance. Note that to simplify discussion, we assume each feature includes only one type of information. For the general case that one feature includes multiple types of information, we can divide it into multiple features to meet our assumption. DL is relied upon to extract useful and biased information while ignoring noisy information. Then, a classifier is optimized to fit on useful and biased information ($F_u$ and $F_b$). While fitting on $F_u$ can provide correct classification on general test data, fitting on $F_b$ corresponds to overfitting, which provides correct classification on the given training data but wrong classification on general test data.

For both white-box and black-box MIAs, overfitting is the key factor leading to privacy issues as the classifier (or the inferred classifier) memorizes some characteristics of the training data in $F_b$ and reflects it in the model’s output behavior. Thus, we can infer the training data membership based on overfitting. In particular, if overfitting exists in training data, some features not related with a class may be used for classification. Therefore, a sample with such a feature is likely in the training data. By identifying such features in $F_b$, we can predict the membership and also provide a confidence score on such predictions. However, the distribution of training data may not be available and the distribution of general test data is unknown. Thus, features related with overfitting cannot be obtained directly for membership inference. Since DL models are sensitive to training data, the adversary can investigate parameters in the target (or inferred) classifier based on local linear approximation for each layer and the combination of all layers, as studied in [43]. This approach builds a classifier for membership inference. Unlike the naive attack, where only an inference result is obtained, the developed classifier can also provide a confidence score on the inferred results.

MIA can be launched using the sensed signals for samples with either class or score information [43], [51]. We first present how to launch MIA based on data sample $X$ and class $\hat{Y}$. The adversary can determine class $\hat{Y}$ for each $X$ from its score $s$. Alternatively, the adversary can first build a surrogate classifier, and then use this surrogate classifier $\hat{C}$ to determine a class $\hat{Y}$ for any given data sample $X$. Note that classifiers $\hat{C}$ and $C$ are not equal since for the same transmitted signal, the received signals at the service provider and at the adversary are different, i.e., the inputs to $\hat{C}$ and $C$ are different. Instead, these two classifiers should provide the same label for their inputs on the same transmitted signal. The process of building classifier $\hat{C}$ is shown in the middle portion of Fig. 3.

The MIA requires the adversary to further build an inference model $m(X, Y)$ to provide a probability of training data for any sample and its label. Let $P_{D}(X, Y)$ and $P_{D}(X, \hat{Y})$ denote the conditional probabilities of $(X, Y)$ for samples in training data $\mathcal{D}$ or not, respectively. Then, the gain function for the MIA developed in [43] is given by

$$G(m) = \frac{1}{2} \mathbb{E}_{(X, \hat{Y}) \sim P_{D}(X, \hat{Y})} [\log m(X, \hat{Y})]$$

$$+ \frac{1}{2} \mathbb{E}_{(X, \hat{Y}) \sim P_{D}(X, \hat{Y})} [\log (1 - m(X, \hat{Y}))],$$

where $\mathbb{E}[\cdot]$ is the expectation function. We use weight $\frac{1}{2}$ because we want to maximize the gain on both samples that are in training data and not in training data. In reality, we do not have $P_{D}(X, Y)$ and $P_{D}(X, \hat{Y})$, and thus cannot calculate the gain defined in (1). Thus, we consider an empirical gain on a data set $\mathcal{D}^A$, which is a representative subset of $\mathcal{D}$, and a data set $\mathcal{D}^E$, which is a representative subset of $\mathcal{D}$. The empirical gain is defined in [43] as

$$G_{\mathcal{D}^A, \mathcal{D}^E}(m) = \frac{1}{2|\mathcal{D}^A|} \mathbb{E}_{(X, \hat{Y}) \in \mathcal{D}^A} [\log m(X, \hat{Y})]$$

$$+ \frac{1}{2|\mathcal{D}^E|} \mathbb{E}_{(X, \hat{Y}) \in \mathcal{D}^E} [\log (1 - m(X, \hat{Y}))].$$

To find the optimal inference model $m(X, \hat{Y})$, we need to solve

$$\max_{m} G_{\mathcal{D}^A, \mathcal{D}^E}(m).$$

We can again see the need of different distributions of training data and general data from (11). If there is no difference, two representative subsets can be the same, i.e., $\mathcal{D}^A = \mathcal{D}^E$. For such sets, the optimal solution to the above problem is $m(X, \hat{Y}) = 0.5$ for all samples, i.e., the MIA is not successful if there is no difference on distributions. The process of launching the MIA based on the surrogate classifier is shown in the bottom portion of Fig. 3.

For the MIA, we consider two settings. In the first setting, non-member signals can be generated by the same radio devices that generate member signal. In the second setting, non-member signals are generated by other radio devices. For the second setting, the service provider sends the classification score to each user, which shows the confidence of classification. Note that only PHY-layer authentication is considered for the UEs such as IoT devices without relying on encryption that may be computationally difficult for simple UE devices. This score serves as CTS for authorized users. If a user is not classified as an authorized user, the service provider does not grant it any access. If an authorized user is classified as non-authorized (which occurs with low probability), it can
report this error along with the score and can reconfigure its signal characteristics (e.g., by changing power or location) to improve its score and gain access later. We then present how to launch the MIA based on data sample \( X \) and score \( s \). The MIA requires the adversary to further build an inference model \( m(X,s) \) to provide a probability of training data for any sample and its score. We again consider a data set \( D^A \) as a representative subset of \( D \) and a data set \( D^A \) as a representative subset of \( D \). We build the inference model on \( D^A \) and \( D^A \) to maximize the inference accuracy, i.e., the ratio of \( m(X,s) = 1 \) for \( X \in D^A \) and \( m(X,s) = 0 \) for \( X \in D^A \) over all samples in \( D^A \) and \( D^A \). The process of launching the MIA using classification score is shown in the top portion of Fig. 4.

**V. DEFENSE SCHEME**

To develop the defense, the defender (e.g., the gNodeB) first builds a shadow MIA and then develops its proactive defense against this shadow MIA. For that purpose, a shadow MIA is trained on a set of member samples and a set of non-member samples as we discussed in the last section. We then test the performance of this shadow MIA on some member and non-member samples. If \( \hat{m}(X,s) = 1 \) for a sample \( X \) and its score \( s \), we claim that \( X \) is a member, otherwise we claim \( X \) as a non-member. One observation is that for a set of scores, there are many possible orders of scores to build a vector, which corresponds to many inputs. The MIA problem on such a large space is not easy to train. Instead, we sort these scores to reduce the size of the input space and find that the performance of MIA can be improved by sorting.

Then, the defense scheme against this shadow MIA is developed as follows. The main idea of the defense is adding some perturbation (noise) vector \( n \) to \( s \) such that (i) the shadow MIA accuracy is low and (ii) the classification results are still good.

- For (i), we aim to make \( \hat{m}(X,s+n) \approx 0.5 \), which means that the shadow MIA cannot identify a member/non-member with high confidence. We can formulate the objective as
  \[
  \min_n |\hat{m}(X,s+n) - 0.5|.
  \]

Note that it is not a good strategy to push \( \hat{m}(X,s+n) \) close to 0 when \( \hat{m}(X,s) > 0.5 \) and to push \( \hat{m}(X,s+n) \) close to 1 when \( \hat{m}(X,s) < 0.5 \). This is because that under such a defense scheme, one can switch the MIA decisions to obtain good MIA results.

- Since the classification result is the class with the largest score, for (ii) we aim to achieve
  \[
  \argmax_c \{ s_c + n_c \} = c^* , \tag{4}
  \]

where \( s_c \) and \( n_c \) are the \( c \)-th element in \( s \) and \( n \), respectively, \( c^* = \argmax_c s_c \) is the predicted class by the target classifier \( C \). Note that we aim to keep the same results as the classification results by \( C \), not achieving the true class, since the true class information is not available.

The classification scores should be non-negative and sum up to 1. Then, we have the following constraints.

\[
\begin{align*}
  s_c + n_c &\geq 0 , \tag{5} \\
  \sum_c (s_c + n_c) &= 1 . \tag{6}
\end{align*}
\]

Therefore, for any score \( s \) (with \( s_c \geq 0 \) and \( \sum_c s_c = 1 \)), we solve the following problem to determine the optimal perturbation \( n \).

\[
\begin{align*}
  \min_n & |\hat{m}(X,s+n) - 0.5| \\
  \text{subject to} & \quad [4], [5], [6]. 
\end{align*}
\]

We can simplify this optimization problem \( [7] \) by changing variables. Define \( \hat{z}_c = \log(s_c + n_c) \). Then, we can use the softmax function \( \sigma(\hat{z}) \) to calculate \( s + n \) from \( \hat{z} \). Moreover, constraints \( [5] \) and \( [6] \) will always be met and thus can be omitted. Since \( \log(\cdot) \) is a monotone increasing function, constraint \( [4] \) can be replaced by

\[
\begin{align*}
  \argmax_c \hat{z}_c = c^* . \tag{8}
\end{align*}
\]

Then, we end up with a simpler problem as follows.

\[
\begin{align*}
  \min_n & |\hat{m}(X,\sigma(\hat{z})) - 0.5| \\
  \text{subject to} & \quad [8] , 
\end{align*}
\]

where \( \sigma(\hat{z})_j = \frac{e^{\hat{z}_j}}{\sum_c e^{\hat{z}_c}} \). We can reformulate the problem \( [9] \) as an unconstrained optimization by defining the following loss term for \( [8] \).

\[
L = \max\{ \max_{c \neq c^*} \hat{z}_c - \hat{z}_{c^*}, 0 \} . \tag{10}
\]

Then, the optimization problem is changed to

\[
\begin{align*}
  \min_n & |\hat{m}(X,\sigma(\hat{z})) - 0.5| + \lambda L , \tag{11}
\end{align*}
\]

where \( \lambda > 0 \) is a constant factor for the loss term. We can start with \( \hat{z} = \log s_c \) and apply the gradient search algorithm to find the optimal solution for the above unconstrained problem with a given \( \lambda \). We can try different \( \lambda \) values to find the best solution. But there is no need to find an optimal solution for defense purpose, i.e., we can stop as long as we find a solution with \( \hat{m}(X,\sigma(\hat{z})) \approx 0.5 \) and \( L = 0 \).

Finally, recall that the shadow MIA is working on a sorted score vector. An additional defense step is keeping the position \( c^* \) of the largest score unchanged and shuffling other scores. This does not change the performance of the shadow MIA but will make further protection for the MIA. The defense process for the MIA is shown in the bottom portion of Fig. 4.

**VI. PERFORMANCE EVALUATION OF THE MIA AND THE DEFENSE**

To evaluate the performance of the MIA and the defense, we consider one service provider, some authorized users, and other unauthorized users. Authorized users transmit BPSK-modulated or QPSK-modulated signals while other users can transmit with either BPSK-modulated or QPSK-modulated signals. The service provider aims to distinguish signals from authorized and other
users by using its classifier \( C \). This is not a simple modulation classifier since both authorized and unauthorized users may transmit signals with the same modulation. Each sample has phase shift and power values for 16 bits, i.e., there are 32 features. These values are collected with noise within small bounds \([-e_u, e_u]\), where \( e_u \) for phase values is 0.1 and for power values is the same as noise.

The adversary can overhear signals and outputs of classification process, and identify who gains access. Then, it can launch the MIA. The service provider can make a noisy decision such that the MIA by the adversary is not successful. For this purpose, the service provider builds a shadow MIA and determine the optimal perturbation on this shadow MIA. We will show that the determined perturbation also works for the MIA by the adversary.

### A. The MIA Performance

Given that a user device generates some signals as training data, one important question on the MIA is whether to consider other signals generated by this device as non-member or member in the MIA. By definition, other signals should be considered as non-member since they are not used as training data. However, signals generated by the same device share many common properties (i.e., fingerprint). Therefore, identifying them as non-member is challenging. In this section, we will study the MIA in two different settings. In the first setting, we require that the MIA should be able to identify signals from the same device as member and non-member while in the second setting, non-member signals are generated by different devices.

1) Setting 1: We consider three authorized users. The training data of \( C \) has 8000 signal samples. Half of them are class 1 samples, which correspond to QPSK signals from authorized users. The remaining samples are BPSK signals from other users. The training data set of \( \hat{C} \) has 1000 samples, one half is class 1 data and the other half is class 0 data. Note that the training data set of \( \hat{C} \) is smaller than that of \( C \), as the adversary may not have access or time to collect as many training data samples as in the target classifier \( C \) that was trained before the attack. In test time, we use 10000 samples for \( C \) and 1000 samples for \( \hat{C} \). The surrogate classifier \( \hat{C} \) achieves almost 100\% accuracy.

To evaluate the MIA performance, 1000 samples from 8000 training samples are used as member samples. Note that we do not use the received signals at the service provider since the adversary does not have access to the received signals at the adversary. Instead, we use corresponding signals received at the adversary. In addition, 1000 samples are used as non-member samples. Among these samples, half are QPSK signals from authorized users (class 1 data) and half are QPSK signals from other users (class 0) data. We first consider the case that the signals of authorized users are stronger than the signals of other signals. The SNR values are about 10 dB and 3 dB, respectively. This MIA attack uses 32 features on both phase shift and power, and the class of a sample as its input. The accuracy of the MIA (i.e., the average accuracy of predicting member and non-member samples) is 88.62\% and the confusion matrix is given in Table I.

| Real \ Predicted | non-member | member |
|------------------|------------|--------|
| non-member       | 0.9152     | 0.0848 |
| member           | 0.1429     | 0.8571 |

We also consider the scenario where the authorized users have weaker signals than other users, i.e., 3 dB for authorized users and 10 dB for other users. The accuracy of the MIA is measured as 77.01\% and the confusion matrix is given in Table II. These results show that as the authorized user signals become weaker, the success of the MIA drops.

Since there are random channel effects on received signals, we also consider the case when the MIA is launched by using not only received signals but also their noisy variations. The goal of the MIA is changed to determining whether both a given received signal and its noisy variations are in the training data or not. We determine the range of phase and power feature values. The level of noisy variations on a particular feature is measured by the ratio between changes and the maximum possible value for this feature. For the obtained vector of the level of noisy variations on each feature, we define the total level of variation as the norm of this vector. To study how considering noisy variations of received signals impacts the MIA, we generate different samples based on an original sample with 10 different levels of noisy variations, changing from 0.1 to 0.9. We generate 10 samples at each level. Since each sample has different classification scores, we use the average score or the maximum score to predict the original sample, and show results in Tables III and IV, respectively. If the average score is used, the accuracy to predict member signals decreases with the level of noisy variations while the accuracy on non-member signals does not change much. If the maximum score is used, the accuracy to predict member signals increases to 1 even when small noisy variations are added while the accuracy on non-member signals decreases sharply with the level of noisy variations.

2) Setting 2: In the second setting, to build the target classifier, we use 10 authorized devices to generate QPSK signals and 10 other devices to generate BPSK signals (i.e., 20 classes). These classes cover both strong and weak signals. To have non-member signals, we put another device at a different location to generate QPSK and BPSK signals. We train the target classifier \( C \) by a set \( A \) of 2000 samples and test it on another set \( \hat{B} \) of 2000 samples. This target classifier achieves high accuracy, namely 92.85\%, for the 20-class problem.
TABLE III
ACCURACY RESULTS WHEN THE AVERAGE SCORE IS USED FOR THE LEVEL OF NOISY VARIATIONS ADDED TO RECEIVED SIGNALS.

| Noisy variation level | non-member | member |
|-----------------------|------------|--------|
| 0                     | 0.9152     | 0.8571 |
| 0.1                   | 0.8594     | 0.5413 |
| 0.2                   | 0.9029     | 0.4688 |
| 0.3                   | 0.9241     | 0.4085 |
| 0.4                   | 0.9362     | 0.4007 |
| 0.5                   | 0.9118     | 0.3806 |
| 0.6                   | 0.9185     | 0.4163 |
| 0.7                   | 0.8940     | 0.3717 |
| 0.8                   | 0.8973     | 0.3884 |
| 0.9                   | 0.8783     | 0.4163 |

TABLE IV
ACCURACY RESULTS WHEN THE MAXIMUM SCORE IS USED FOR THE LEVEL OF NOISY VARIATIONS ADDED TO RECEIVED SIGNALS.

| Noisy variation level | non-member | member |
|-----------------------|------------|--------|
| 0                     | 0.9152     | 0.8571 |
| 0.1                   | 0.4252     | 1.0    |
| 0.2                   | 0.4040     | 1.0    |
| 0.3                   | 0.3761     | 1.0    |
| 0.4                   | 0.3270     | 1.0    |
| 0.5                   | 0.2478     | 1.0    |
| 0.6                   | 0.1931     | 1.0    |
| 0.7                   | 0.1741     | 1.0    |
| 0.8                   | 0.1563     | 1.0    |
| 0.9                   | 0.1350     | 1.0    |

We now consider an adversary, which can collect scores by overhearing the output of the target classifier and wants to launch the MIA. Suppose that it overhears the scores of some samples with both members and non-members, i.e., scores of 2000 samples in $A_1 + D_1$ for member set $A_1 \in A$, $|A_1| = 1000$ and non-member set $D_1 \in D$, $|D_1| = 1000$, to build its MIA classifier $m(s)$, which maps a sample $X$ with its score $s$ to either $m(s) = 1$ (member) or $m(s) = 0$ (non-member). Then, this MIA classifier is used for the score of 2000 samples in $A - A_1 + D - D_1$ to test its performance. The MIA achieves high accuracy 97.88% and its confusion matrix is shown in Table VIII.

B. The Defense Performance

In this section, we mainly focus on the defense results for the second setting, since the first setting is very challenging from the MIA point of view and therefore the MIA is not necessarily always very effective even no defense is applied, e.g., the MIA accuracy is not high if signal strength is not strong (e.g., the accuracy to identify member is 62.72% in Table IX). The defense scheme cannot achieve much effect on this MIA, e.g., the reduction on accuracy is only about 5%.

To develop a defense scheme for the MIA, the service provider first builds a shadow MIA. For the second setting, we train a shadow MIA on set $A$ for member samples and set $C$ of 2000 non-member samples. We then test the performance of this shadow MIA on set $A$ and another set $D$ of 2000 non-member samples. This shadow MIA is very successful with accuracy 99.00% and its confusion matrix is shown in Table VII.

We start with $\tilde{z} = \log s_c$, $\lambda = 10$, and apply the gradient search algorithm to solve (11). We try different $\lambda$ values to find optimal solution and stop once we find a solution with $\tilde{m}(\sigma(\tilde{z})) \approx 0.5$ and $L = 0$. With noise $n$, the accuracy of the shadow MIA reduces to 62.00% and the confusion matrix is shown in Table VII. Hence, the defense is effective for the shadow MIA.

We further check the performance of the MIA (developed in Section VI-A) under defense. The accuracy of the MIA is 50.00% and the confusion matrix is shown in Table VIII. This MIA claims all samples as members in training data under defense, which does not work at all. A summary of the MIA performance with and without defense is given in Table IX.

VII. CONCLUSION

In this paper, we studied the MIA as a novel privacy threat against ML-based wireless applications. The target application is a DL-based classifier to identify authorized users by their RF fingerprint. An example use case for this attack is PHY-layer
user authentication in 5G or IoT systems. The input of this model consists of the received power and the phase shift. An adversary launches the MIA to infer whether signals of interest have been used to train this wireless signal classifier or not. In this attack, the adversary needs to collect signals and their classification results by observing the spectrum. Then, it can build a surrogate classifier namely a functionally equivalent classifier as the target classifier at the intended receiver, e.g., a service provider. We showed that the surrogate classifier can be reliably built by the adversary under various settings. Then, the adversary launches the MIA to identify whether for a received signal, its corresponding signal received at the service provider is in the training data or not.

In the first setting where non-member signals can be generated by the same devices, the MIA accuracy is 88.62% for strong signals and 77.01% for weak signals. We studied the case that the member inference is investigated not only for received signals but also their noisy variations due to random channel effects. If the average score is used to predict the membership inference for original signals and their noisy variations, the accuracy of the MIA decreases with the level of noisy variations. On the other hand, if the maximum score is used, the accuracy on member samples increases while the accuracy on non-member samples decreases. In the second setting where non-member signals are generated by different devices, the MIA achieves better performance (97.88% accuracy). All these results indicate the MIA as a genuine threat for wireless privacy and show how the MIA can be effectively launched to infer private information from ML-based wireless systems over the air.

We further developed a defense scheme at the service provider that adds carefully crafted perturbations in the classification process such that there is no change on classification result but the MIA cannot work well. For the first setting, the MIA accuracy is originally not high and it is reduced by the defense only to a small extent (about 5%) while the defense is highly effective for the second setting and reduces the MIA accuracy to 50%.
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