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ABSTRACT

Deep learning models have significantly improved the visual quality and accuracy on compressive sensing recovery. In this paper, we propose an algorithm for signal reconstruction from compressed measurements with image priors captured by a generative model. We search and constrain on latent variable space to make the method stable when the number of compressed measurements is extremely limited. We show that, by exploiting certain structures of the latent variables, the proposed method produces improved reconstruction accuracy and preserves realistic and non-smooth features in the image. Our algorithm achieves high computation speed by projecting between the original signal space and the latent variable space in an alternating fashion.

Index Terms— compressive sensing, imaging inverse problems, GAN, generative models, deep learning

1. INTRODUCTION

In compressive sensing (CS), we seek to reconstruct a high-dimensional signal after observing a small number of linearly coded measurements. Mathematically, given a vector $x \in \mathbb{R}^N$, we obtain its linearly compressed representation $y$ in a low dimensional space $\mathbb{R}^M (M < N)$ by applying $y = \Phi x$, where $\Phi$ is the compression matrix in $\mathbb{R}^{M \times N}$. In the case of useful compression, for two distinct signals $x_1$ and $x_2$ in the original space, their corresponding representations $y_1$ and $y_2$ in the compressed domain also need to be separate. As $\Phi$ is an under-determined matrix with a null space, information cannot be preserved for all vectors in $\mathbb{R}^N$. Fortunately, real-life signals often have prominent structures and only lie in some subspace of $\mathbb{R}^N$.

Traditional CS focuses on sparse signals. When a signal $x$ has (or approximately has) a k-sparse representation in some basis, the compression matrix $\Phi$ can be constructed to preserve the distances between two signals in the compressed domain, a property formally known as the restricted isometry property [1]. Common methods to construct $\Phi$ include choosing each entry from an i.i.d. Gaussian [2], a fair Bernoulli, or an independent Sub-Gaussian distribution [3]. Similar results were also established for signals on a smooth manifold. [4]

In order to retrieve the original signal from the compressed measurements, some type of prior knowledge needs to be assumed. When the class of signal is well-studied, the prior knowledge comes from years of experience. For example, the sparsity model is often used to recover compressively sensed natural images. Now with the power of machine learning (ML), we can extract prior knowledge efficiently from collected datasets. The powerful function approximation capability of deep neural networks also allow us to discover and represent more complicated signal structures.

In this paper, we propose a fast compressive sensing recovery algorithm using generative models with structured latent variables. The prior information of the signals is captured by a generative adversarial network (GAN). The stability of the recovery algorithm is improved when the GAN’s latent variable space is well structured. Based on Alternating Direction Methods of Multipliers (ADMM), our algorithm achieves high reconstruction speed by alternatively projecting between the original signal space and the latent variable space, without involving gradient descent (GD).

To the authors’ knowledge, our work is the first to extend the ADMM-based CS recovery methods to GANs. Such an extension allows us to exploit the strong priors captured by GANs and significantly increases the recoverable compression ratio. Previous works on CS recovery using generative model either had limited model capacity [5] or were slow to carry out [6] due to relying heavily on GD. We demonstrate a structured latent variable space in GANs plays an important role in fast and stable recovery. Our proposed algorithm achieves comparable performance with a notable speed-up compared to the gradient-based methods. Although
We present our results by solving compressive sensing recovery problems, our model can be easily generalized to solve other inverse imaging problems.

2. RELATED WORK

Signal recovery from the compressed measurements can be formulated as an optimization problem of the following form:

\[ \min_{x} F(x) + \lambda J(x) \]  

The first term \( F(x) \) is the fidelity term which controls how well a candidate signal \( x \) matches the measurement \( y \) in the compressed domain. A common choice of \( F(\cdot) \) is to reflect the Euclidean distance in the compressed domain, such as \( ||y - \Phi x||_2^2 \). The second term \( J(\cdot) \) is the property term which encodes the properties the signal of interest must satisfy. In the case of sparse signals, \( J(\cdot) \) can be \( ||x||_0 \) or the convex relaxation form \( ||x||_1 \). When a dataset is available, one can “learn” the properties of the signals using ML algorithms. Unsupervised learning methods such as Gaussian mixture model (GMM) [5] and variational autoencoder (VAE) [6] have been proposed. A scalar \( \lambda \) controls the trade-off between the fidelity term and the property term.

Recovering sparse signals is a well-studied area. Algorithms such as orthogonal matching pursuit [9], linear programming [11], least angle regression stagewise [10], soft thresholding [11], and approximate message passing [12] were proposed to solve the variations of the optimization problem [1].

When \( J(\cdot) \) is learned directly from the data, it usually has a non-convex form. Although the global minimum is difficult to find, a local minimum may already result in satisfying results. One can also apply ADMM to (1), which leads to iterative solving steps:

\[
\begin{align*}
x^{(k+1)} &= \arg \min_x F(x) + \frac{\rho}{2} ||x - s^{(k)} + \mu^{(k)}||_2^2 \\
\lambda J(\cdot) &\rightarrow \lambda J(s) + \frac{\rho}{2} ||x^{(k+1)} - s + \mu^{(k)}||_2^2 \\
\mu^{(k+1)} &= \mu^{(k)} + x^{(k+1)} - s^{(k+1)}
\end{align*}
\]

ADMM introduces one auxiliary variable \( s \) and one dual variable \( \mu \). Let \( F(\cdot) \) take the form of \( ||y - \Phi x||_2^2 \), and the first update step in (2) can be easily computed by solving least squares. The second update step is a proximal operator of \( J(\cdot) \), and can be understood as finding a signal \( s \) that is close to the target signal \( x^{(k+1)} + \mu^{(k)} \) while satisfying the properties encoded in \( J(\cdot) \). Such a formulation is often considered as a “denoising” step and inspires many recent works on “plug-and-play” methods. In these works, the second update step is replaced by state-of-the-art denoisers. Instead of explicitly learning \( J(\cdot) \) to capture the statistics of the signals, denoisers are trained directly to mimic the behavior of the second update step with the properties of the signals embedded into the denoisers’ design. Common denoiser choices include block-matching and 3D filtering (BM3D) [13][14], and feed-forward neural networks [15][16]. Adversarial training was proposed in [17][18] to improve denoising and recovery. Discriminators were used to evaluate the denoising effect, however no generative model was trained to directly capture the statistics of the signal datasets.

In the aforementioned ADMM framework, \( x \) and \( s \) are both in the original space \( \mathbb{R}^N \) (with the ADMM underlying constraint \( x = s \)). When generative models are used to capture the signal statistics, latent variables \( z \in \mathbb{R}^L \) are usually introduced. [5] used a GMM to model a smooth manifold and searched \( z^* \) in the latent space which has a closed form solution. [6] used a VAE to learn a non-linear mapping \( G_{gen}(\cdot) \) from \( z \sim \mathcal{N}(\mu, \sigma^2) \) to \( x \) and applied GD to the optimization problem \( \min_z ||y - \Phi G_{gen}(z)||_2^2 + \lambda ||z||_2^2 \). Recent developments in GAN [19][20] shed new lights on learning signal statistics. [17] used a GAN to capture the image prior and applied GD to the same optimization problem as in [6] for recovery. [8] proposed an algorithm that alternates between one step GD on the fidelity term and searching the latent variable space with the latter still achieved by GD. These gradient-based methods suffer from high computational complexity and slow recovery speed. We seek to combine the fast computation from the ADMM-based methods and the strong prior-capture ability from the generative models to achieve fast CS recovery with ultra small number of measurements.

3. ALGORITHMS

In the proposed algorithm, we formulate the CS recovery problem as searching \( z \) and \( x \) in the original signal space and in the latent variable space, respectively:

\[
\begin{align*}
&\min_{x,z} ||y - \Phi x||_2^2 + \lambda H(z) \\
&\text{s.t. } x = G_{gen}(z)
\end{align*}
\]

We denote \( G_{gen}(\cdot) \) as the generative model and \( H(\cdot) \) as the function that captures the property that the latent variable \( z \) should satisfy. Even though the formulation above contains a non-linear equality constraint, we may still solve it by searching a stationary point of its augmented Lagrangian, which leads to the following ADMM-like update steps:

\[
\begin{align*}
x^{(k+1)} &= \left( \Phi^T \Phi + \rho I \right)^{-1} \left( \Phi^T y + \rho (G_{gen}(z^{(k)}) - \mu^{(k)}) \right) \\
z^{(k+1)} &= \arg \min_s \lambda H(z) + \frac{\rho}{2} ||x^{(k+1)} - G_{gen}(z) + \mu^{(k)}||_2^2 \\
\mu^{(k+1)} &= \mu^{(k)} + x^{(k+1)} - G_{gen}(z^{(k+1)})
\end{align*}
\]

The property imposed by \( H(\cdot) \) plays an important role in searching \( z \) in the latent variable space. In classic GAN models such as the deep convolutional GAN (DCGAN) proposed in [20], \( z \) is assumed to be drawn from a standard multivariate Gaussian distribution. Setting \( H(z) = ||z||_2 \) is a common
practice to enforce such latent space structure. However, this latent variable space is still lack of interpretability and controllability, and how each latent dimension contributes to the generated signal is unclear [21, 22, 23]. The CS recovery performance bound provided in [2] shows the number of required compressed measurements grows linearly with the latent variable dimension.

To enforce better structured latent variable space, we propose training the generative models with an InfoGAN setup [21], where each latent variable $z$ is split into a codeword $c$ and a “random-noise-like” variable $v$. An InfoGAN is trained to not only optimize the usual GAN’s loss function, but also maximize the mutual information between the codeword $c$ and the generated signal $G_{gen}(c, v)$. As a results, the codeword $c$ is able to control most of the semantic meaning in the generated signals, while $v$ only adds small variations to the results. This well-structured latent variable space helps CS recovery: When the number of compressed measurements is sufficient, both $c$ and $v$ may be inferred from the measurements, leading to more accurate reconstructions. When the number of compressed measurements is extremely limited, we can recover an approximate signal (within the small variation controlled by $v$) as long as $c$ can be inferred.

The $x$ update step in (4) solves a least square problem, while solving for the $z$ update is computationally expensive with GD. Similar to the “plug-and-play” ADMM method, we propose to use a projector neural network $G_{proj}$ to learn the solution of this optimization problem. Notice that during each iteration, $x^{(k+1)}$ contains the noise introduced by the previous least square update. We, therefore, propose to train $G_{proj}$ using randomly sampled latent variables and the noisy version of their generated samples.

Alternatively, we can cascade the projector network and the generator network to form a network $G_{gen}(G_{proj}(\cdot))$ similar to an “autoencoder”. We then draw samples directly from the dataset, and train the “autoencoder” to recover these samples from their noisy observations. $G_{gen}$ is fixed during this training process. When this method is used, our proposed algorithm is similar to a “plug-and-play” ADMM model with a generative-model-based denoiser. Such a similarity may provide a better understanding about the convergence behavior of the proposed algorithm, while our previous derivation provides a better understanding about the importance of using well-structured latent variables. The complete version of the proposed algorithm is summarized in Algorithm 1.

### Algorithm 1 Fast CS recovery using generative models (F-CSRG)

| Step | Description |
|------|-------------|
| 1. | Train a generative model $G_{gen}(\cdot)$ on the dataset. |
| **Method I:** | |
| 2. | Randomly sample latent variable $z$ following its distribution. |
| 3. | Generate random noise $\epsilon$ according to some distribution. |
| 4. | Construct noisy signal $\tilde{x}$ such that $\tilde{x} = G_{gen}(z) + \epsilon$. |
| 5. | Train a projector network $G_{proj}(\cdot)$ that maps $\tilde{x}$ to $z$. |
| **Method II:** | |
| 6. | Draw samples of $\tilde{x}$ from the training set. |
| 7. | Generate random noise $\epsilon$ according to some distribution. |
| 8. | Construct noisy signals $\tilde{x}$ such that $\tilde{x} = x + \epsilon$. |
| 9. | Train a projector network $G_{proj}(\cdot)$ such that $G_{gen}(G_{proj}(\cdot))$ maps $\tilde{x}$ to $x$. |
| 10. | $G_{gen}$ is fixed during training. |

**For signal recovery:**

Given a compression matrix $\Phi$ and compressed measurements $y$.

```latex
\begin{align*}
\text{while} \text{ Stopping criteria not met do} \\
& x^{(k+1)} = (\Phi^T \Phi + \rho I)^{-1} (\Phi^T y + \rho (G_{gen}(z^{(k)}) - \mu^{(k)})) \\
& z^{(k+1)} = G_{proj}(x^{(k+1)}) + \mu^{(k)} \\
& \mu^{(k+1)} = \mu^{(k)} + x^{(k+1)} - G_{gen}(z^{(k+1)})
\end{align*}
```

### 4. TESTING AND RESULTS

#### 4.1. MNIST Dataset

We test the proposed algorithm using the MNIST digits dataset [24]. Selected recovered results are shown in Figure 1. We use an i.i.d. Gaussian random matrix $\Phi$ for compression. For comparison purposes, we also include the results of three baseline algorithms. The first algorithm is the “plug-and-play” ADMM with a denoising autoencoder (DAE). As this denoiser is trained directly in the pixel domain (mapping $\tilde{x} = x + \epsilon$ back to $x$), it fails to capture a strong prior knowledge about the digits, and starts to produce images with large artifacts as the compression rate goes to 32x. The second baseline algorithm uses the well-known total variance (TV) [25] as the regularizer. The third baseline algorithm uses DCGAN [20] to capture the signal statistics, while the CS recovery is performed using gradient descent as proposed in [6]. We use the same DCGAN’s generator as $G_{gen}$ in our F-CSRG algorithm and train a neural network with fully connected layers (784-1024-512-256-100, ReLU activation) as $G_{proj}$. F-CSRG performs comparably with the gradient-descent-based algorithm, while only takes 1/20 of the computational time. When the number of compressed measurements is significantly reduced, both DCGAN-based models break down due to unstable projections caused by their less structured latent variable space. The best performance is achieved by incorporating InfoGAN (trained as suggested in [21]) into our algorithm, demonstrating the benefit of having well-structured latent variables.

We test three fast recovery algorithms on MNIST digits’ testing dataset and measure the Euclidean distance between the true images and the recovered images. The results are shown in Table 1. As the compression ratio increases, our algorithm with InfoGAN outperforms the other algorithms. We also use the classification accuracy as another metric to assess the recovery quality. We train a convolutional neural net-
work as the classifier which achieves 99.3% accuracy on the original MNIST testing dataset. We then apply this MNIST classifier to the images reconstructed by the three algorithms. As shown in Table 1 when the number of compressed measurements is extremely limited, our proposed InfoGAN algorithm achieves significantly higher accuracy than the other two methods, as a result of the InfoGAN’s structured latent variable space.

| Compression Ratio | DAE       | F-CSRG with DCGAN | F-CSRG with InfoGAN |
|-------------------|-----------|--------------------|---------------------|
| 4x                | 2.20 / 98.2% | 2.25 / 98.3%       | 2.68 / 97.7%        |
| 8x                | 2.54 / 97.8% | 2.72 / 97.3%       | 3.06 / 97.2%        |
| 16x               | 3.23 / 94.8% | 3.70 / 91.7%       | 3.79 / 93.8%        |
| 32x               | 5.13 / 73.5% | 5.86 / 66.4%       | 5.37 / 77.4%        |
| 64x               | 7.33 / 41.8% | 7.91 / 36.2%       | 7.43 / 48.0%        |

Table 1. Average reconstruction error (measured as the Euclidean distance) and classification accuracy of the reconstructed digits on MNIST digits’ testing dataset

4.2. Celeb A Datasets

We also test the proposed algorithm using the CelebA dataset [26]. Each image is of dimension 32 × 32, cropped and downsampled from the original dataset. Generative models are trained based on the standard DCGAN and InfoGAN architectures as proposed in the original papers. For InfoGAN, we use 5 categorical codes (one-hot encoding with 10 classes), 5 continuous codes, and a randomness variable of length 128, producing a latent variable of length 183. We train a fully connected network (1024-512-256-183, ReLu activation) as $G_{proj}$. Bases on whether the desired codeword is categorical or continuous, we use softmax as the activation function or simply skip activation on the output layer. We test the proposed algorithm with 4x, 8x, and 16x compression. For comparison purposes, we also include the results of two baseline algorithms. Similar to the testing on the MNIST dataset, the first baseline algorithm uses the TV regularization, and the second one uses the “plug-and-play” ADMM with a DAE trained directly in the pixel domain. Selected recovered results are shown in Figure 2.

As the compression rate increases, the quality of the images recovered by TV regularization degrades and few features on the face can be recovered. The recovery algorithm using a DAE produces comparable or sometimes even better reconstruction in the case of 4x and 8x compression, but becomes unstable under extremely high compression rate. In contrast, the proposed F-CSRG method is very stable against the drop in the number of compressed measurements. In addition, because generative model provides a strong image prior that assumes face images to have sharp features and not necessarily smooth everywhere, images reconstructed by the proposed algorithm preserve high-frequency contents of the original images. Out testing results also show that F-CSRG works better with an InfoGAN implementation than with a DCGAN. As we have discussed in previous sections, this improvement in recovered image quality comes from the more structured latent variable space produced by the InfoGAN’s codeword.
5. THEORETICAL RECOVERY GUARANTEE

We begin this section by stating the main theoretical result that provides a guarantee on the recovery performance in the compressed domain with respect to the performance without compression.

**Theorem 5.1** Assume a Lipschitz continuous mapping \( G(\cdot, \cdot) : \mathbb{R}^D \times \mathbb{R}^{L-D} \to \mathbb{R}^N \) that has Lipschitz constant \( T \) and satisfies:
\[
||G(c, v_1) - G(c, v_2)|| \leq \beta, \forall c \in B^D(r_c), v_1, v_2 \in B^{L-D}(r_v), \text{where } B^L(r) \text{ denotes a norm ball in } \mathbb{R}^L \text{ with radius } r; \ B^L(r) = \{z|z \in \mathbb{R}^L, ||z|| < r\} \text{ and } ||\cdot|| \text{ denotes the } L_2 \text{ norm. Assume also a random matrix } \Phi \in \mathbb{R}^{M \times N} \text{ whose entries are sampled from an i.i.d. Gaussian } N(0, 1/M). \text{ The compressed measurements are obtained as } y = \Phi x^* + w, \text{ where } x^* \text{ is the desired signal and } w \text{ is an independent additive noise. Define } \hat{x} = \arg \min_{x \in G(B^D(r_c), B^{L-D}(r_v))} ||x^* - x|| \text{ and } \hat{x} = \arg \min_{x \in G(B^D(r_c), B^{L-D}(r_v))} ||y - \Phi x||.\]

For some \( 0 < \epsilon < \frac{1}{2} \), \( 0 < \delta < 1 \), if \( M \geq O\left( \frac{N}{\epsilon^2} \log \frac{\sqrt{Tr} + r_c^2}{\delta} \right) \), then with probability at least \( 1 - \delta \):
\[
||x^* - \hat{x}|| \leq \frac{5 + 2\sqrt{N} - \epsilon}{1 - \epsilon} ||x^* - \bar{x}|| + \frac{6 + 2\sqrt{N} - 2\epsilon}{1 - \epsilon} \beta + \frac{2}{1 - \epsilon} ||w|| + O(\delta) . \tag{5}
\]

Furthermore, if \( M \geq O\left( \frac{L}{\epsilon^2} \log \frac{\sqrt{Tr} + r_c^2}{\delta} \right) \), then with probability at least \( 1 - \delta \):
\[
||x^* - \hat{x}|| \leq \frac{5 + 2\sqrt{N} - \epsilon}{1 - \epsilon} ||x^* - \bar{x}|| + \frac{2}{1 - \epsilon} ||w|| + O(\delta) . \tag{6}
\]

The first requirement of this theorem is a Lipschitz continuous mapping \( G(\cdot) \) from \( \mathbb{R}^L \) to \( \mathbb{R}^N \). Lipschitz continuity requires the difference between two outputs of the mapping generated by two inputs with bounded difference also be bounded up to a constant factor \( T \):
\[
||G(z_1) - G(z_2)|| \leq T ||z_1 - z_2|| . \tag{7}
\]

We also require the input variable of the mapping to be divided into two variables each with a bounded norm. Their contribution to the output of the mapping are significantly different. The first vector \( c \) controls the major variations, and once it is fixed, the other input vector \( v \)'s contribution to the output can be bounded by a small constant \( \beta \). These requirements can be satisfied by well-trained InfoGAN naturally. When sampling from a bounded latent variable space, the outputs of a generative model fall on the manifold described by the training data. The input of an InfoGAN is also separated into a codeword and a randomness variable. The former controls the major variations in the generated results while the latter only adds some details.

The compressive sensing matrix \( \Phi \) is a random Gaussian matrix, whose entries are i.i.d. sampled. Our theoretical results can be extended to other types of random matrices by plugging in their corresponding concentration bounds. The compressed measurements are assumed to contain some independent additive noise \( w \). We confine our search of the true solution in the output space of the generative model. Without compression, we define \( \bar{x} \) as the true signal \( x^* \)'s projection onto the generative model’s output space. \( \bar{x} \) has the shortest euclidean distance to \( x^* \) compared to all other points on the generative model’s output space. This distance is unlikely to be completely zero due to the generative model’s imperfect matching to the true signal space. This fundamental constraint present in the generative model itself without compressive sensing’s involvement poses a lower bound on the recovery performance. With compressive sensing, we only have access to the compressed measurements \( y \). In this case, we still conduct our search in the generative model’s output space, trying to find the signal that, after compression, best matches \( y \). Denote this signal as \( \hat{x} \) and we seek to bound how far compressive sensing pushes this recovered signal away from the true signal \( x^* \) with respect to the distance between \( \bar{x} \) and \( x^* \).

The performance bound we provide above contains two parts. In the first part, we consider the case when the number of compressed measurements are very limited. The required number of measurements in this case has a linear relationship with the dimension of the codeword space \( D \). In section 4 we have shown that \( D \) is often extremely small. The effect of compression mainly shows in terms of the right hand side of (5). The error caused by the generative model’s approximation of the true signal’s distribution is magnified by a factor of \( \sqrt{N} / M \). Moreover, some details in the original signal are inevitably lost due to the small number of measurements. These details, bounded by \( \beta \), is also magnified by the order of \( \sqrt{N} / M \) and contributes to the recovery error bound. However as the number of measurements increases, the details in the original signal become more likely to be recovered. In the second part of the theorem, when the number of measurements satisfies some linear relationship with the
dimension of the whole latent variable space $L$, the term involving $\beta$ is dropped from the right hand side in (9). This bound has been previously derived in [6]. We extend the previous work to generative models whose latent variable space is well-structured and provided recovery guarantees adaptive to the number of measurements.

5.1. Proof of the main theorem
Like many previous theoretical works in compressive sensing, our proof starts from the Johnson-Lindenstrauss (JL) lemma, which states the length preserving property of applying random projection on a finite set of vectors.

**Lemma 5.2 (JL lemma with i.i.d. Gaussian matrix)** For a finite set $S$ of $Q$ vectors ($|S| = Q$) in $\mathbb{R}^N$, a random matrix $\Phi \in \mathbb{R}^{M \times N}$ whose entries are sampled from an i.i.d. Gaussian $N(0, 1/M)$, and some $0 < \epsilon < \frac{1}{2}$, we have with probability at least $1 - 2Qe^{-\frac{\epsilon^2}{2M}}$, $\forall x \in S$:

$$
(1 - \epsilon)||x|| \leq ||\Phi x|| \leq (1 + \epsilon)||x|| .
$$

In other words, for some $0 < \epsilon < \frac{1}{2}$ and probability $0 < \delta < 1$, $(1 - \epsilon)||x|| \leq ||\Phi x|| \leq (1 + \epsilon)||x||$ holds with probability at least $1 - \delta$ as long as:

$$
M \geq \frac{8}{\epsilon^2} \log \frac{2Q}{\delta} .
$$

**Pairwise distance preserving in a covering set:** Now consider a Lipschitz mapping $G(\cdot) : \mathbb{R}^L \rightarrow \mathbb{R}^N$ with Lipschitz constant $T$, and a norm ball $B^L(r) = \{z \in \mathbb{R}^L, ||z|| < r\}$. We can construct an $\frac{\eta}{3L}$-covering for $B^L(r)$, denoted as $C^L(\frac{\eta}{3L})$. Then by the definition and covering and Lipschitz continuity $C^N(\eta) = G(C^L(\frac{\eta}{3L}))$ is an $\eta$-covering for $G(B^L(r))$. Applying the classic bound on the covering number, we have:

$$
|C^N(\eta)| = |C^L(\frac{\eta}{3L})| \leq \left(\frac{3Tr}{\eta}\right)^L .
$$

To prove the pairwise distance preserving property, we construct a new set $D^N(\eta) = \{d|d = x_1 - x_2, x_1, x_2 \in C^N(\eta)\}$. Then by the way we construct $D^N(\eta)$, we have:

$$
|D^N(\eta)| = \left(\frac{|C^N(\eta)|}{2}\right) \leq \frac{1}{2} |C^N(\eta)|^2 \leq \frac{1}{2} \left(\frac{3Tr}{\eta}\right)^{2L} .
$$

Plugging the upper bound as $Q$ in the JL Lemma, we derive that as long as

$$
M \geq \frac{8}{\epsilon^2} \log \left(\frac{16L}{\epsilon^2} \frac{3Tr}{\eta}\right)^{2L} ,
$$

$(1 - \epsilon)||x_1 - x_2|| < ||\Phi(x_1 - x_2)|| < (1 + \epsilon)||x_1 - x_2||$ holds with probability at least $1 - \delta$, for all $x_1, x_2 \in C^N(\eta)$. And by setting $\eta = 3\delta \frac{2\epsilon - 1}{2L}$, we have:

$$
M \geq \frac{16L}{\epsilon^2} \log \frac{T r}{\delta} ,
$$

is sufficient to have $(1 - \epsilon)||x_1 - x_2|| < ||\Phi(x_1 - x_2)|| < (1 + \epsilon)||x_1 - x_2||$ hold with probability at least $1 - \delta$, for all $x_1, x_2 \in C^N(\mathcal{O}(\delta))$.

**RIP for all signals in the output space of a generative model:** To generalize the distance preserving property to all $x_1, x_2 \in G(B^L(r))$, we apply a technique named “chaining”. First, we construct a chain of coverings for $G(B^L(r))$ with increasing radius. Then for every $x \in G(B^L(r))$, we can find a chain of vectors $q_F \in C^N(\frac{\eta}{2T})$, $q_{F-1} \in C^N(\frac{\eta}{2T - 1})$, $\ldots$, $q_0 \in C^N_0(\eta)$ that satisfies $||x - q_F|| \leq \frac{\eta}{2T}$ and $||q_{F+1} - q_f|| \leq \frac{\eta}{2T}, \forall f = 0, 1, \ldots, F - 1$. The construction starts from finding $q_F$ and then moves down along the chain. By the definition of covering, $q_f$ must exists given $q_{f+1}$. Even though the chaining vectors change with $x$, the coverings are fixed. In this way, the bound we derive later will hold for all $x$ simultaneously. The chaining processing also implies:

$$
||x - q_0|| = ||(x - q_F) + (q_F - q_{F-1}) + \ldots + (q_1 - q_0)|| \\
\leq ||x - q_F|| + ||q_F - q_{F-1}|| + \ldots + ||q_1 - q_0|| \\
\leq \frac{\eta}{2T} \leq 2\eta .
$$
Construct new sets \( \mathcal{D}_N^i = \{ d | d = q' - q, q \in C_{f+1}^N(\frac{\eta}{2f}) \}, \) \( q' \in C_{f+1}^N(\frac{\eta}{2f}) \). Then by the way we construct \( \mathcal{D}_N^i \), we have:

\[
|\mathcal{D}_N^i| \leq |C_{f+1}^N(\frac{\eta}{2f})| \leq (6T_r)^{2fL} \frac{r^2}{\eta^2}.
\]

To bound each term in (15), we apply a variation of the JL lemma:

**Lemma 5.3** For a finite set \( S \) of \( Q \) vectors \( |S| = Q \) in \( \mathbb{R}^N \), a random matrix \( \Phi \in \mathbb{R}^{M \times N} \) whose entries are sampled from an i.i.d. Gaussian \( \mathcal{N}(0, 1/M) \), and some \( \epsilon > 0 \), we have with probability at least \( 1 - Q((1 + \epsilon)e^{-\epsilon})^{M/2} \), \( \forall x \in S \):

\[
||\Phi x|| \leq (1 + \epsilon)||x||.
\]

Plugging (16) as \( Q \) in Lemma 5.3, we derive that with probability at least \( 1 - \delta_f = 1 - (6T_r)^{2fL}((1 + \epsilon_f)e^{-\epsilon_f})^{M/2} \),

\[
||\Phi (q_{f+1} - q_f)|| \leq (1 + \epsilon_f)||q_{f+1} - q_f|| \leq (1 + \epsilon_f)\frac{\eta}{2f}.
\]

By applying a union bound, we have with probability at least \( 1 - \sum_{f=0}^{F-1} \delta_f \):

\[
\sum_{f=0}^{F-1} ||\Phi (q_{f+1} - q_f)|| \leq \sum_{f=0}^{F-1} (1 + \epsilon_f)\frac{\eta}{2f}.
\]

In order for this bound to be useful, we require that \( \sum_{f=0}^{F-1} \delta_f \) and \( \sum_{f=0}^{F-1} (1 + \epsilon_f)\frac{\eta}{2f} \) to both converge as \( F \to \infty \). Let’s consider the following sequence of \( \epsilon_f \):

\[
\epsilon_f = \begin{cases} 
\epsilon_0(1 + f), & f \geq \left( \frac{1}{\epsilon_0} \right)^2 - 1 \\
\epsilon_0\sqrt{1 + f}, & f < \left( \frac{1}{\epsilon_0} \right)^2 - 1
\end{cases}
\]

with some \( \epsilon_0 < \frac{1}{2} \). Denote the splitting threshold as \( \bar{f} \): \( \bar{f} = \left( \frac{1}{\epsilon_0} \right)^2 - 1 \). Then (19) is in the order of \( \eta \):

\[
\sum_{f=0}^{\infty} (1 + \epsilon_f)\frac{\eta}{2f} = \sum_{f=0}^{\bar{f}} (1 + \epsilon_0\sqrt{1 + f})\frac{\eta}{2f} + \sum_{f=\bar{f}}^{\infty} (1 + \epsilon_0(1 + f))\frac{\eta}{2f} \\
\leq \sum_{f=0}^{\infty} (1 + \epsilon_0(1 + f))\frac{\eta}{2f} \\
= (2 + 4\epsilon_0)\eta.
\]

To bound the probability term \( 1 - \sum_f \delta_f \), we have:

\[
\sum_{f=0}^{\infty} \delta_f = \sum_{f=0}^{\infty} (6T_r)^{2fL}((1 + \epsilon_f)e^{-\epsilon_f})^{M/2}.
\]
Notice when $\epsilon_f < \frac{1}{2}$, $(1 + \epsilon_f)e^{-\epsilon_f} < e^{-\frac{1}{2}\epsilon_f}$, and when $\epsilon_f \geq \frac{1}{2}$, $(1 + \epsilon_f)e^{-\epsilon_f} > e^{-\frac{1}{2}\epsilon_f}$. In our proposed $\epsilon$ sequence (20), $\epsilon_f \geq \frac{1}{2}$ if and only if $f \geq \bar{f}$. Therefore, we bound the probability term by:

$$\sum_{f=0}^{\infty} \delta_f = \left(\frac{6Tr}{\eta}\right)^{2L} \left( \sum_{f=0}^{\bar{f}} 4f^{L}((1 + \epsilon_f)e^{-\epsilon_f})^{\frac{M}{2}} + \sum_{f=\bar{f}}^{\infty} 4f^{L}((1 + \epsilon_f)e^{-\epsilon_f})^{\frac{M}{2}} \right)$$

$$\leq \left(\frac{6Tr}{\eta}\right)^{2L} \left( \sum_{f=0}^{\bar{f}} 4f^{L}e^{-\frac{M}{2}\epsilon_f} + \sum_{f=\bar{f}}^{\infty} 4f^{L}e^{-\frac{M}{2}\epsilon_f} \right)$$

$$= \left(\frac{6Tr}{\eta}\right)^{2L} \left( e^{-\frac{M}{2}\delta} \sum_{f=0}^{\bar{f}} (4f^{L}e^{-\frac{M}{2}\epsilon_f})^{\bar{f}} + e^{-\frac{M}{2}\epsilon_0} \sum_{f=\bar{f}}^{\infty} (4f^{L}e^{-\frac{M}{2}\epsilon_f})^{\bar{f}} \right) .$$

(23)

Given $\epsilon_0 < \frac{1}{2}$, we have $e^{-\frac{M}{2}\epsilon_0} < e^{-\frac{M}{2}\delta_0}$. By denoting $\delta$ as the upper bound of the sum of $\delta_f$, we have:

$$\sum_{f=0}^{\infty} \delta_f < \left(\frac{6Tr}{\eta}\right)^{2L}e^{-\frac{M}{2}\epsilon_0} \sum_{f=0}^{\infty} (4f^{L}e^{-\frac{M}{2}\epsilon_f})^{\bar{f}} \leq \delta .$$

(24)

Then by setting $\eta = \frac{2\epsilon_0^{-1}}{2\epsilon} = \mathcal{O}(\delta)$, the inequality above leads to:

$$M \geq \frac{8}{\epsilon_0^2} \log \left( \left(\frac{6Tr}{\delta}\right)^{2L} + 2^{2L} \right).$$

(25)

Since $\|\Phi(x - q)\| \to 0$ when $F \to \infty$, we conclude that with $M \geq \mathcal{O}\left(\frac{L}{\epsilon} \log \frac{Tr}{\delta}\right)$, and probability at least $1 - \delta$, for any $x \in G(B^k(r))$, $\exists q \in C^N(\mathcal{O}(\delta))$, such that

$$\|\Phi(x - q)\| \leq \mathcal{O}(\delta).$$

(26)

Now, for every pair of vectors $x_1, x_2 \in G(B^L(r))$, we apply chaining to find two corresponding vectors $q_1, q_2$ such that $q_1, q_2 \in C^N(\mathcal{O}(\delta))$, and according to [14], $||x_1 - q_1|| \leq \mathcal{O}(\delta), ||x_2 - q_2|| \leq \mathcal{O}(\delta)$. We then apply the triangular inequality:

$$||\Phi(x_1 - x_2)|| \leq ||\Phi(q_1 - q_2)|| + ||\Phi(x_1 - q_1)|| + ||\Phi(q_2 - x_2)|| .$$

(27)

The first term on the right hand side is the distance between two vectors on the covering set. We have shown that with $M \geq \frac{16L}{\epsilon^2} \log \frac{Tr}{\delta}$ and probability at least $1 - \delta$, we have:

$$||\Phi(q_1 - q_2)|| \leq (1 + \epsilon)||q_1 - q_2|| = (1 + \epsilon)||q_1 - q_2 - x_1 + x_1 - x_2 + x_2||$$

$$\leq (1 + \epsilon)||x_1 - x_2|| + (1 + \epsilon)||x_1 - q_1|| + (1 + \epsilon)||x_2 - q_2||$$

$$\leq (1 + \epsilon)||x_1 - x_2|| + (1 + \epsilon)\mathcal{O}(\delta) .$$

(28)

We can now obtain the pairwise distance preserving property by plugging (28) and (26) into (27) and apply the union bound on the probabilities. We have only shown the derivation of the upper bound. The lower bound can be derived using similar techniques. The distance preserving property is formally stated in Lemma 5.4.

**Lemma 5.4** Assume a Lipschitz continuous mapping $G(\cdot) : \mathbb{R}^L \to \mathbb{R}^N$ with Lipschitz constant $T$ and a norm ball $B^L(r) = \{z|z \in \mathbb{R}^L, ||z|| < r\}$ where $|| \cdot ||$ denotes the $L_2$ norm. Assume also a random matrix $\Phi \in \mathbb{R}^{M \times N}$ whose entries are sampled from an i.i.d. Gaussian $\mathcal{N}(0, 1/M)$. Given some $0 < \epsilon < \frac{1}{2}$, $0 < \delta < 1$, if $M \geq \mathcal{O}\left(\frac{L}{\epsilon^2} \log \frac{Tr}{\delta}\right)$, then with probability at least $1 - \delta$:

$$(1 - \epsilon)||x_1 - x_2|| - \mathcal{O}(\delta) \leq ||\Phi(x_1 - x_2)|| \leq (1 + \epsilon)||x_1 - x_2|| + \mathcal{O}(\delta)$$

holds $\forall x_1, x_2 \in G(B^L(r))$.

**Compressive sensing recovery guarantee using a generative model:** When the compressed measurements $y = \Phi x^* + w$ are collected, we search in the subspace generated by $G(B^L(r))$ rather than $\mathbb{R}^N$. Define $\bar{x}$ as the true signal’s projection onto the output space of the generative model when no compression is presented:

$$\bar{x} = \arg \min_{x \in G(B^L(r))} ||x^* - x|| .$$

(30)
When given only the compressed measurements $y$, we search the generative model’s output space to find a signal that, after compression, best matches the compressed observations. Define this solution as $\hat{x}$:

$$\hat{x} = \arg\min_{x \in G(B^L(r))} \|y - \Phi x\|.$$  \hfill (31)

To show the guarantee of the compressive sensing recovery is to show that $\|x^* - \hat{x}\|$ is comparable to $\|x^* - \bar{x}\|$, essentially demonstrating that the compression has very small influence on the recovery. We start the proof by applying the triangular inequality:

$$\|x^* - \bar{x}\| \leq \|x^* - \hat{x}\| + \|\hat{x} - \bar{x}\|. \hfill (32)$$

Since $\hat{x}, \bar{x} \in G(B^k(r))$, Lemma 5.4 indicates that with $M \geq O\left(\frac{T}{\epsilon^2} \log \frac{T}{\delta}\right)$ and probability at least $1 - \delta$:

$$\|\bar{x} - \hat{x}\| \leq \frac{||\Phi(\bar{x} - \hat{x})|| + O(\delta)}{1 - \epsilon} \leq \frac{\|y - \Phi \hat{x}\| + \|y - \Phi \bar{x}\| + O(\delta)}{1 - \epsilon} \leq \frac{2\|y - \Phi \bar{x}\| + O(\delta)}{1 - \epsilon} \leq \frac{2\|\Phi(x^* - \bar{x})\| + 2\|w\| + O(\delta)}{1 - \epsilon}. \hfill (33)$$

To bound the term $||\Phi(x^* - \bar{x})||$, we apply the results of the random matrix [27][28][29]:

**Lemma 5.5** For a random matrix $\Phi \in \mathbb{R}^{M \times N}$ whose each entry is sampled from an i.i.d. Gaussian $\mathcal{N}(0,1/M)$, we have with probability at least $1 - 2e^{-\frac{M}{2}}$, $\forall x \in \mathbb{R}^N$:

$$\|\Phi x\| \leq (2 + \sqrt{\frac{N}{M}})\|x\|. \hfill (34)$$

That is, with probability at least $1 - \delta' = 1 - 2e^{-\frac{M}{2}}$:

$$\|\Phi(x^* - \bar{x})\| \leq (2 + \sqrt{\frac{N}{M}})\|x^* - \bar{x}\|. \hfill (35)$$

It can be shown that with $M \geq O\left(\frac{T}{\epsilon^2} \log \frac{T}{\delta}\right)$, a small $\epsilon$, and some reasonable values for $r, T, \delta' < \delta$. By plugging (35) into (33) and combining the two probability with a union bound, we arrive at the compressive sensing recovery guarantee using a generative model:

**Lemma 5.6** Assume a Lipschitz continuous mapping $G(\cdot): \mathbb{R}^D \rightarrow \mathbb{R}^N$ with Lipschitz constant $T$ and a norm ball $B^L(r) = \{z \mid z \in \mathbb{R}^L, \|z\| < r\}$ where $\|\cdot\|$ denotes the $L_2$ norm. Assume also a random matrix $\Phi \in \mathbb{R}^{M \times N}$ whose entries are sampled from an i.i.d. Gaussian $\mathcal{N}(0,1/M)$. The compressed measurements are obtained as $y = \Phi x^* + w$, where $x^*$ is the desired signal and $w$ is an independent additive noise. Define $\tilde{x} = \arg\min_{x \in G(B^L(z))} \|x - \bar{x}\|$ and $\hat{x} = \arg\min_{x \in G(B^L(z))} \|y - \Phi x\|$.

If $M \geq O\left(\frac{T}{\epsilon^2} \log \frac{T}{\delta}\right)$, then with probability at least $1 - \delta$:

$$\|x^* - \hat{x}\| \leq \frac{5 + 2\sqrt{\frac{N}{M}} - \epsilon}{1 - \epsilon} \|x^* - \bar{x}\| + \frac{2}{1 - \epsilon} \|w\| + O(\delta). \hfill (36)$$

**Compressive sensing recovery guarantee using a generative model with structured latent variable space:** We now impose some structures in the input space of the generative model. Assume a Lipschitz continuous mapping $G(\cdot, \cdot): \mathbb{R}^D \times \mathbb{R}^{L-D} \rightarrow \mathbb{R}^N$ with Lipschitz constant $T$ further satisfies: $\|G(c, v_1) - G(c, v_2)\| \leq \beta$, $\forall c \in B^D(r_c), v_1, v_2 \in B^{L-D}(r_v)$. The input space of the generative model is divided into two subspaces. The first input vector $c \in \mathbb{R}^D$ controls the most variations, and once it is fixed the magnitude of the other input vector $v \in \mathbb{R}^{L-D}$’s contribution to the output is bounded by a small constant $\beta$.

As in the previous proof, we start from the step of constructing a covering set $C^N(\eta)$ for $G(B(r_c), v_0)$, where $v_0$ is arbitrary and fixed. As the generated vectors are fully controlled by $c$ in this way, we have:

$$|C^N(\eta)| \leq \left(\frac{3T r_c}{\eta}\right)^D. \hfill (37)$$
By the assumption of the generative model, for any two signals generated by the model \( x_1 = G(e_1, v_1) \), \( x_2 = G(e_2, v_2) \), we can find \( x_{c1} = G(e_1, v_0) \) and \( x_{c2} = G(e_2, v_0) \) such that:

\[
\|x_1 - x_{c1}\| \leq \beta, \quad \|x_2 - x_{c2}\| \leq \beta .
\]  

(38)

Applying the triangular inequality, the pairwise distance after compression can be bounded by:

\[
\|\Phi(x_1 - x_2)\| \leq \|\Phi(x_{c1} - x_{c2})\| + \|\Phi(x_1 - x_{c1})\| + \|\Phi(x_2 - x_{c2})\| .
\]  

(39)

As \( x_{c1}, x_{c2} \in G(B(r_c), v_0) \), we apply Lemma 5.4. With \( M \geq O \left( \frac{D}{\epsilon^2} \log \frac{T \epsilon}{\delta} \right) \) and probability at least \( 1 - \delta \):

\[
\|\Phi(x_{c1} - x_{c2})\| \leq (1 + \epsilon)\|x_{c1} - x_{c2}\| + O(\delta) .
\]  

(40)

For the second and third terms in (39), we use Lemma 5.5 with probability as least \( 1 - \delta' = 1 - 2e^{-\frac{M}{2}} \):

\[
\|\Phi(x_1 - x_{c1})\| \leq (2 + \sqrt{\frac{N}{M}})\|x_1 - x_{c1}\| \leq (2 + \sqrt{\frac{N}{M}})\beta .
\]  

(41)

And with probability as least \( 1 - \delta'' = 1 - 2e^{-\frac{M}{2}} \):

\[
\|\Phi(x_2 - x_{c2})\| \leq (2 + \sqrt{\frac{N}{M}})\|x_2 - x_{c2}\| \leq (2 + \sqrt{\frac{N}{M}})\beta .
\]  

(42)

With \( M \geq O \left( \frac{D}{\epsilon^2} \log \frac{T \epsilon}{\delta} \right) \), a small \( \epsilon \), and some reasonable values for \( r, T, L \), we can show that \( \delta' < \delta \) and \( \delta'' < \delta \).

Now we can combine the the upper bound of each term in (39) and conclude that with \( M \geq O \left( \frac{D}{\epsilon^2} \log \frac{T \epsilon}{\delta} \right) \) and probability as least \( 1 - 3\delta \):

\[
\|\Phi(x_1 - x_2)\| \leq (1 + \epsilon)\|x_{c1} - x_{c2}\| + (4 + 2\sqrt{\frac{N}{M}})\beta + O(\delta)
\]

\[
\leq (1 + \epsilon)\|x_1 - x_2\| + (1 + \epsilon)\|x_{c1} - x_1\| + (1 + \epsilon)\|x_2 - x_{c2}\|
\]

\[
+ (4 + 2\sqrt{\frac{N}{M}})\beta + O(\delta)
\]

(43)

\[
\leq (1 + \epsilon)\|x_1 - x_2\| + (6 + 2\sqrt{\frac{N}{M}} + 2\epsilon)\beta + O(\delta) .
\]  

We have shown the derivation of the upper bound. The derivation of the lower bound follows similar steps. We state the following lemma for the pairwise preserving property:

**Lemma 5.7** Assume a Lipschitz continuous mapping \( G(\cdot, \cdot) : \mathbb{R}^D \times \mathbb{R}^{L-D} \rightarrow \mathbb{R}^N \) that has Lipschitz constant \( T \) and satisfies:

\[
\|G(e, v_1) - G(e, v_2)\| \leq \beta, \quad \forall e \in B^D(r_c), v_1, v_2 \in B^{L-D}(r_v), \text{ where } B^L(r) \text{ denotes a norm ball in } \mathbb{R}^L \text{ with radius } r: B^L(r) = \{z|z \in \mathbb{R}^L, ||z|| < r \} \text{ and } || \cdot || \text{ denotes the L}_2 \text{ norm. Assume also a random matrix } \Phi \in \mathbb{R}^{M \times N} \text{ whose entries are sampled from an i.i.d. Gaussian } N(0, 1/M) \text{. Given some } \epsilon > 0, \epsilon < 1, 0 < \delta < 1, \text{ if } M \geq O \left( \frac{D}{\epsilon^2} \log \frac{T \epsilon}{\delta} \right), \text{ then with probability at least } 1 - \delta:\n\]

\[
\|\Phi(x_1 - x_2)\| \geq (1 - \epsilon)\|x_1 - x_2\| - (6 + 2\sqrt{\frac{N}{M}} - 2\epsilon)\beta - O(\delta)
\]  

(44)

and

\[
\|\Phi(x_1 - x_2)\| \leq (1 + \epsilon)\|x_1 - x_2\| + (6 + 2\sqrt{\frac{N}{M}} + 2\epsilon)\beta + O(\delta)
\]  

(45)

holds \( \forall x_1, x_2 \in G(B^D(r_c), B^{L-D}(r_v)) \).

Going from the pairwise distance preserving property to the recovery guarantee, we follow the similar steps as shown in deriving Lemma 5.6 which leads to the following lemma:
Lemma 5.8 Assume a Lipschitz continuous mapping $G(\cdot, \cdot) : \mathbb{R}^D \times \mathbb{R}^{L-D} \to \mathbb{R}^N$ that has Lipschitz constant $T$ and satisfies:

$$\|G(c, v_1) - G(c, v_2)\| \leq \beta, \quad \forall c \in B^D(r_c), v_1, v_2 \in B^{L-D}(r_v),$$

where $B^L(r)$ denotes a norm ball in $\mathbb{R}^L$ with radius $r$: $B^L(r) = \{z \in \mathbb{R}^L, ||z|| < r\}$ and $|| \cdot ||$ denotes the $L_2$ norm. Assume also a random matrix $\Phi \in \mathbb{R}^{M \times N}$ whose entries are sampled from an i.i.d. Gaussian $\mathcal{N}(0, 1/M)$. The compressed measurements are obtained as $y = \Phi x^* + w$, where $x^*$ is the desired signal and $w$ is an independent additive noise. Define $\bar{x} = \arg \min_{x \in G(B^D(r_c), B^{L-D}(r_v))} ||x^* - x||$ and

$$\hat{x} = \arg \min_{x \in G(B^D(r_c), B^{L-D}(r_v))} ||y - \Phi x||.$$

For some $0 < \epsilon < 1$, $0 < \delta < \frac{1}{2}$, if $M \geq O \left( \frac{D^2}{\epsilon^2} \log \frac{Tr_c}{\delta} \right)$, then with probability at least $1 - \delta$:

$$||x^* - \hat{x}|| \leq \frac{5 + 2\sqrt{\frac{N}{M}} - \epsilon}{1 - \epsilon} ||x^* - \bar{x}|| + \frac{6 + 2\sqrt{\frac{N}{M}} - 2\epsilon}{1 - \epsilon} \beta + \frac{2}{1 - \epsilon} ||w|| + O(\delta). \quad (46)$$

Lemma 5.8 corresponds to the first part of our main theorem. The number of required measurements is linear with $D$ which is usually much smaller than the full latent variable dimension $L$. When the number of measurements increases, we can apply Lemma 5.6 directly with $r = \sqrt{r_c^2 + r_v^2}$ since $B^D(r_c) \times B^{L-D}(r_v) \subseteq B^L(\sqrt{r_c^2 + r_v^2})$, and arrive at the second part of our main theorem. We have now finished the entire proof of Theorem 5.1.
6. CONCLUSION

This paper proposed an algorithm of using generative models to solve compressive sensing inverse problems. This method is fast to carry out, by exploiting a projector network, and is stable under high compression factor, by putting constraints on the latent variable space. It consistently produces high-quality images even when the observations are highly compressed. The proposed algorithm can be easily generalized to solve inverse imaging problems besides CS recovery.1
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