Abstract

This paper proposes a generalized framework with joint normalization which learns lower-dimensional subspaces with maximum discriminative power by making use of the Riemannian geometry. In particular, we model the similarity/dissimilarity between subspaces using various metrics defined on Grassmannian and formulate dimensionality reduction as a non-linear constraint optimization problem considering the orthogonalization. To obtain the linear mapping, we derive the components required to perform Riemannian optimization (e.g., Riemannian conjugate gradient) from the original Grassmannian through an orthonormal projection. We respect the Riemannian geometry of the Grassmann manifold and search for this projection directly from one Grassmann manifold to another face-to-face without any additional transformations. In this natural geometry-aware way, any metric on the Grassmann manifold can be resided in our model theoretically. We have combined five metrics with our model and the learning process can be treated as an unconstrained optimization problem on a Grassmann manifold. Experiments on several datasets demonstrate that our approach leads to a significant accuracy gain over state-of-the-art methods.

1 Introduction

Modeling videos and image-sets by linear subspaces is shown to be beneficial in various visual recognition tasks. However, subspaces constructed from visual data are notoriously high-dimensional, which in turn limits applicability of existing techniques. Consequently, the emergence of a dimensionality reduction method designed for subspaces to learn a low-dimensional and more discriminative space is extremely urgent. Furthermore, subspaces in vision have a rigorous geometry which should be concerned for the corresponding method of dimensionality reduction. Linear subspaces with the same dimensionality reside on a special type of Riemannian manifold, i.e., Grassmann manifold, which has a nonlinear structure. Conventional methods, such as Principal Component Analysis (PCA) [16] and Linear Discriminant Analysis (LDA) [20], are devised for vectors in the flat Euclidean space instead of curved Riemannian space. Simply applying these method to subspaces may occur distortions in the geometry. In this context, a natural question arises: How can popular dimensionality reduction techniques be extended to subspaces with Riemannian geometry?

In response to this issue, this paper proposes a manifold-to-manifold method to learn a low-dimensional and more discriminative Grassmann manifold under a generalized framework, which can be regarded as a
geometry-aware dimensionality reduction of the Grassmann manifold (as shown in Fig.1). Noted that our framework is suitable for any metric on the Grassmann manifold instead of just being limited to the projection framework as [17, 29, 30]. Our main contributions of this paper are:

- We propose a method with the orthonormal constraint that learns a low-dimensional space of the Grassmann manifold from the high-dimensional one, which maximizes the discriminative power of the classification.

- We proposed a generalized Grassmannian framework which is more extended and complete compared to other similar models [17, 29]. Our model is more flexible and available for various metrics on the Grassmannian.

- We model the dimensionality reduction as an optimization problem on Grassmannian with joint normalization considering the orthogonalization. This guarantees the reduced matrices endowed with the Grassmannian geometry in each iteration.

The remaining parts are organized as follows: In section 2, we briefly introduce the nations of the Grassmann manifold and Riemannian metrics on it. Then the proposed method and the formulations to compute gradients are derived in section 3 and section 4. In section 5, we conduct several experiments to show the competitive performance of our approach compared with the state-of-the-art algorithms.

2 Background

2.1 Grassmannian Geometry

A Grassmann manifold G(n,D) is the set of n-dimensional linear subspaces in the D-dimensional Euclidean space \( \mathbb{R}^D \), which is the compact Riemannian manifold with \( n(D-n) \) dimensionality. A point on G(n,D) is a linear subspace \( \text{span}(X) \), which is spanned by its orthonormal basis matrix X of size \( D \times n \) such that \( X^TX = I_n \), where \( I_n \) is the \( n \times n \) identity matrix. In the rest of this paper, we denote X to represent its equivalence class \( \text{span}(X) \) for a point on the Grassmannian.

On a Riemannian manifold, points are connected via smooth curves. The distance between two points is called geodesic distance, which is defined as the length of the shortest curve connecting them on the manifold. And this shortest curve is named as geodesic. For the Grassmannian, the geodesic distance between two points \( X_1 \) and \( X_2 \) is given by

\[
d_{geo}(X_1, X_2) = \| \Theta \|_2
\]

where \( \Theta = (\theta_1, \theta_2, \cdots, \theta_i) \) is the vector of principal angles between \( X_1 \) and \( X_2 \).

In addition to the geodesic distance, several other metrics related to the principal angles which approximate the true Grassmannian geodesic distance can be employed to measure the similarity between Grassmannian points. Next, several prevalent Grassmannian distances which are widely used in many lectures [10, 8, 13] are introduced in Tab.1.

**Proposition 1.** All the metrics between two subspaces are right invariant to the group of orthonormal transformations \( O(n) \). For any distance \( d(X_1, X_2) \) on the Grassmannian manifold,

\[
d(X_1, X_2) = d(X_1 H_1, X_2 H_2), \quad \forall H_1, H_2 \in O(n)
\]
learning a projection kernel and then learns a map to a lower-dimensional and more discriminative space under Fisher LDA criteria. Based on GDA, Graph-embedding Grassmann Discriminant Analysis (GGDA) [14] provides a graph-embedding framework with a new Grassmannian kernel to learn a more discriminatory mapping on Grassmann manifolds. Combining with the sparse coding and dictionary learning on Grassmann manifolds, Grassmann Dictionary Learning (GDL) [17] updates a Grassmann dictionary under the projection embedding and proposes a kernelised method to solve non-linearity in the data.

However, the limitations of these methods are obvious. Firstly, the most important part is to find a desirable kernel function which is positive definite to satisfy Mercer’s theorem so that the valid RKHS can be generated. Secondly, the embedded data in the higher-dimensional Hilbert space will incur distortions through flattening the Grassmann manifold. Furthermore, the kernel functions only measure the similarity between data instead of the distance. Last but not least, the computational cost is considerably high when the size of data samples is large.

Recently, several works aim to learn the mapping from manifold to manifold directly and have attracted more and more attention. Harandi in [11] first learns a mapping with an orthonormal projection from the high-dimensional SPD manifold to a lower-dimensional and more discriminative one. Projection Metric Learning on Grassmann Manifold (PML) in [17] learns a Mahalanobis-like matrix on the symmetric positive semidefinite manifold to seek a lower-dimensional and more discriminative Grassmann manifold under the projection framework by embedding Grassmann manifolds onto the space of symmetric matrices. While [17] has reached some success, it is limited by the fixed model under the projection metric and doesn’t consider about the joint normalization to maintain orthogonality during the process of optimization, which still exists a gap to the best solution for this problem.

In this context, this paper is dedicated to a generalized Grassmannian framework to learn a lower-dimensional and more discriminative manifold without the limitation of certain metric while taking account of orthogonalization jointly during each iteration of optimization for a better solution due to respecting the geometry of Grassmannian.

| Measure Name                        | Mathematical Expression                                                                 | Metric/ Distance | Kernel |
|-------------------------------------|-----------------------------------------------------------------------------------------|------------------|--------|
| projection F-norm [8]               | $\|X_1 X_1^T - X_2 X_2^T\|_F = \|\sin(\Theta)\|_2$                                | ✓                | ×      |
| Fuñi-Study [8]                      | $d_{FS}(X_1, X_2) = \arccos\left(\det(X_1^TX_2)\right) = \arccos(\prod_i \cos(\theta_i))$ | ✓                | ×      |
| Binet-Cauchy distance [13]          | $d_{BC}^p(X_1, X_2) = 2 - 2\left(\det(X_1^TX_2)\right)^2 = 2 - 2\prod_i (1 - \sin^2\theta_i)$ | ✓                | ×      |
| projection kernel distance [13]     | $d_{pk}^p(X_1, X_2) = 2n - 2\left\|X_1^TX_2\right\|_F = 2n - 2\sum_i \cos^2(\theta_i)$    | ✓                | ✓      |
| Binet-Cauchy kernel [10]            | $d_{BCK}^p(X_1, X_2) = \det(X_1^TX_2X_2^TX_1) = \prod_i \cos^2(\theta_i)$                | ×                | ✓      |

Table 1: Different measures on the Grassmannian. $X_1$, $X_2$ are two points on the Grassmannian $G(n,D)$.

3 Joint Normalization and Dimensionality Reduction on Grassmannian

3.1 The proposed method

What we want to do is to learn a mapping $W$, which can map the Grassmann manifold in high dimensionality $G(n,D)$ to a lower one $G(n,d)$ for the purpose of better classification ($D \gg d$). More specifically, supposed $X \in G(n,D)$, $Y \in G(n,d)$, we want to find a column full rank matrix $W \in \mathbb{R}^{D \times d}$ so that a general mapping $f : G(n,D) \rightarrow G(n,d)$ can be learned:

$$f(X) = W^T X = Y \quad (2)$$

This mapping can be regarded as a special kind of dimensionality reduction of the Grassmann manifold, but we aim to find a new low-dimensional geometry where two image-sets are close to each other if they belong to the same class and far apart if they don’t. That is, given a set of image sets $\Gamma = \{X_1, X_2, \cdots, X_N\}$, this geometry is structured by the affinity matrix $G \in \mathbb{R}^{N \times N}$ which is undirected and symmetric. Each element $G(i,j)$ reflects
the pairwise relationship of the i-th image set and the j-th one. The detailed notation of G will be described in section 4.

When the affinity matrix G is given, we plan to make use of different metrics to encode this structure into the low-dimensional manifold. For this purpose, the objective function has the corresponding formula

\[ L(W) = \sum_{i,j} G(i,j) \cdot d(W^T X_i, W^T X_j) \]  

(3)

where \( d : M \times M \rightarrow R^+ \) represents \( d_{pr}^2, d_{FS}, d_{BC}^2, d_{pk}^2 \).

As the metrics used in Eq.3 are subspace distances, \( W^T X \) should be on the Grassmannian accordingly. However, \( W^T X \) is not guaranteed to be on the Grassmann manifold even if \( W \) is an orthogonal matrix in general. Note that only the linear subspaces spanned by orthonormal basis matrix can form a valid Grassmann manifold. To solve this issue, we use QR-decomposition to get the orthonormal components of \( W^T X \) s.t. \( W^T X = QR \), where \( Q \) is the orthonormal matrix consisted of the first \( d \) columns and \( R \) is the invertible upper-triangular matrix.

### 3.1.1 Joint Normalization of Y

As shown above, considering about the orthogonalization, the cost function will be led to the following formulation:

\[ L(W) = \sum_{i,j} G(i,j) \cdot d(Q_i, Q_j) \]  

(4)

where

\[ Q_i = W^T X_i R_i^{-1}, \quad Q_j = W^T X_j R_j^{-1} \]  

(5)

In order to avoid degeneracies of optimization and follow common practice in dimensionality reduction, we impose an orthogonality constraint on \( W \) such that \( W^T W = I_d \). Finally, dimensionality reduction is written as the optimization problem which seeks the solution to \( W \) by minimizing the cost function Eq.4:

\[ W^* = \arg \min_W L(W) \quad \text{s.t.} \quad W^T W = I_d \]  

(6)

From a mathematical perspective, the optimization problem with orthogonality constraints is actually an unconstrained optimization problem on the Stiefel manifold. Concretely, the search space of \( W \) is on the Stiefel manifold if the minimization problem \( L(W) \) has the orthogonality constraints, i.e., \( W^T W = I_d \). Moreover, if the objective function is invariant to the orthogonal group, i.e., \( L(W) = L(WH) \) for any \( H \in O(n) \), the search space of \( W \) is on the Grassmann manifold.

According to Proposition 1, it is easy to check that for any \( H \in O(n) \), we have

\[ L(W) = L(WH) \]  

(7)

which means Eq.4 is independent from the choice of basis spanned by \( W \). Thus, Eq.6 can be solved as an unconstrained minimization problem on \( G(d,D) \).

### 3.2 Optimization on the Riemannian Manifold

As mentioned above, Eq.6 is formulated as an optimization problem on a Grassmannian. Based on recent advances in optimization on Riemannian matrix manifolds [2], dimensionality reduction using the Grassmann or Stiefel manifolds is an emerging topic in computer vision and machine learning [5, 15, 30]. In this section, a generalized framework with joint normalization of orthogonalization is developed to find a solution on the Grassmannian.

In practice, the solution to Eq.6 can be sought through the conjugate gradient method [2, 8] on \( G(d,D) \), which is implemented in the ManOpt toolbox [4]. This nonlinear method essentially requires the gradient on the Riemannian manifold. More specifically, the Riemannian gradient on \( G(d,D) \) can be computed as

\[ R_W L(W) = (I_D - WW^T) \nabla_W L(W) \]  

(8)

where \( \nabla_W L(W) \) is the Euclidean gradient of \( L(W) \) with respect to \( W \), which is the Jacobian matrix of size \( D \times d \). In the next subsection, the detailed derivations of \( \nabla_W L(W) \) under different metrics are described.

---

1This is not the objective function in our model due to the lack of considering orthogonalization. We just use this one to introduce Eq.4 with the joint normalization.

2http://www.manopt.org
3.3 Computing the Gradient

3.3.1 The Matrix Chain Rule

In this subsection, we explain how the chain rule of matrix calculus is employed to compute the partial derivative of a matrix function. For two arbitrary matrix functions, \( f(X) = Y \) and \( L = L(Y) \), we have

\[
L = L(Y) = L \circ f(X)
\]

According to the matrix calculus theorem [9, 3], the Taylor expansions of \( L(Y) \) and \( L \circ f(X) \) are

\[
L(Y + dY) - L(Y) = \left( \frac{\partial L}{\partial Y} \right) : dY + O\left( ||dY||^2 \right)
\]

(9)

\[
L \circ f(X + dX) - L \circ f(X) = \left( \frac{\partial L \circ f}{\partial X} \right) : dX + O\left( ||dX||^2 \right)
\]

(10)

where \( X : Y = tr(X^T Y) \) is an inner product for matrices.

Referred to [19], when

\[
dY = df(X; dX)
\]

the Eq.9 and Eq.10 are equal. Consequently, the first order terms of the Taylor expansions in Eq.9 and Eq.10 are equal as well, which leads to the chain rule of matrix calculus.

\[
\frac{\partial L}{\partial Y} : dY = \frac{\partial L}{\partial Y} : \phi(dX) = \phi^*(\frac{\partial L}{\partial Y}) : dX = \frac{\partial L \circ f}{\partial X} : dX
\]

\[
\Rightarrow \frac{\partial L \circ f}{\partial X} = \phi^*(\frac{\partial L}{\partial Y})
\]

where

\[
dY = \phi(dX) = df(X; dX)
\]

and \( \phi^*(\cdot) \) is a non-linear adjoint operator [19] of \( \phi \).

3.3.2 The Derivation of Gradient

Firstly, due to the joint normalization of orthogonalization during each iteration of optimization, it is necessary to calculate the partial derivatives of QR decomposition for our framework referred to [18].

**Proposition 2** (QR Variations). Let \( X = QR \) with \( X \in \mathbb{R}^{m \times n} \) and \( m \geq n \), such that \( Q^T Q = I \) with \( Q \in \mathbb{R}^{m \times n} \) and \( R \) possessing the invertible upper-triangular structure with \( R \in \mathbb{R}^{n \times n} \). Then

\[
dQ = (I - QQ^T) dX R^{-1} + Q(Q^T dXR^{-1})_{\text{atril}}
\]

\[
dR = Q^T dX - (Q^T dXR^{-1})_{\text{atril}} R
\]

where \( A_{\text{atril}} = A_{\text{atril}} - (A_{\text{atril}})^T, A_{\text{atril}} \) denotes \( A \) with all upper-triangular elements set to 0. Consequently the partial derivatives are

\[
\frac{\partial L \circ f}{\partial X} = \left( (I - QQ^T) \cdot \frac{\partial L}{\partial Q} + Q(Q^T \cdot \frac{\partial L}{\partial b_{\text{atril}}}) \right) (R^{-1})^T + Q \left( \frac{\partial L}{\partial R} - (\frac{\partial L}{\partial R^T})_{\text{btril}} (R^{-1})^T \right)
\]

where \( A_{\text{btril}} = A_{\text{atril}} - (A^T)_{\text{tril}} \).

Next, the partial gradients of \( L(W) \) in Eq.4 with respect to \( W \) under five various metrics are computed. Let \( X_1, X_2 \in \mathbb{G}(n, D) \) are two points on the Grassmannian \( \mathbb{G}(n, D) \) and \( Y_1 = W^T X_1, Y_2 = W^T X_2 \) are corresponding transformed matrices with \( Y_1, Y_2 \in \mathbb{R}^{d \times n} \), such that \( Y_1 = Q_1 R_1, Y_2 = Q_2 R_2 \) are obtained by QR decomposition. From the perspective of matrix backpropagation, the gradient computation of \( L(W) \) can be split into 4 steps:

\[
W \rightarrow (Y_1, Y_2) \rightarrow (Q_1, Q_2) \rightarrow L
\]

We consider them in reverse order from the objective down to the inputs. In the first part, the derivative of the objective function \( L \) (i.e., \( \frac{\partial L}{\partial Q_1}, \frac{\partial L}{\partial Q_2} \)) can be calculated by the matrix chain rule. Then we focus on the part receiving \( Y_1 \) or \( Y_2 \) as inputs and producing the corresponding orthogonal components (i.e., \( Q_1 \) or \( Q_2 \)). These derivatives can be obtained with the application of Proposition 2. Finally, for the part taking \( W \) as input and producing \( Y_1 \) or \( Y_2 \), the derivatives are computed by the matrix chain rule (i.e., \( \frac{\partial L}{\partial W} = \frac{\partial L}{\partial Q_1} + \frac{\partial L}{\partial Q_2} \)).

Subsequently, the derivatives \( \nabla_W L(W) \) under different metrics are shown as following.

**Remark 1** (Variations under the projection metric). The resulting partial derivative of \( L(W) \) is

\[
\frac{\partial L \circ f}{\partial W} = X_1 R_1^{-1} \left( (I - Q_1 Q_1^T) \cdot \frac{\partial L}{\partial Q_1} + Q_1 (Q_1^T \cdot \frac{\partial L}{\partial b_{\text{atril}}})_{\text{btril}} \right)^T + X_2 R_2^{-1} \left( (I - Q_2 Q_2^T) \cdot \frac{\partial L}{\partial Q_2} + Q_2 (Q_2^T \cdot \frac{\partial L}{\partial b_{\text{atril}}})_{\text{btril}} \right)^T
\]

(11)
where
\[
\frac{\partial L}{\partial Q_1} = 2(Q_1 - Q_2 Q_2^T Q_1)
\]
\[
\frac{\partial L}{\partial Q_2} = 2(Q_2 - Q_1 Q_1^T Q_2)
\]

For other metrics, the form of \( \frac{\partial L}{\partial W} \) is the same as Eq.11, so we leave it out for the limitation of space.

**Remark 2** (Variations under the Fubini-Study metric). The resulting partial derivative of \( L(W) \) is
\[
\frac{\partial L}{\partial Q_1} = Q_2 \left( \frac{\partial L}{\partial A} \right)^T, \quad \frac{\partial L}{\partial Q_2} = Q_1 \frac{\partial L}{\partial A}
\]

and
\[
\frac{\partial L}{\partial A} = \frac{-1}{\sqrt{1 - |\det(A)|^2}} |\det(A)| \left( A^{-1} \right)^T
\]

where \( A = Q_1^T Q_2 \).

**Remark 3** (Variations under the Binet-Cauchy distance). The resulting partial derivative of \( L(W) \) is
\[
\frac{\partial L}{\partial Q_1} = Q_2 \left( \frac{\partial L}{\partial A} \right)^T, \quad \frac{\partial L}{\partial Q_2} = Q_1 \frac{\partial L}{\partial A}
\]

where
\[
\frac{\partial L}{\partial A} = -2 \left| \det(Q_1^T Q_2) \right| (Q_1^T Q_2)^{-1}
\]

**Remark 4** (Variations under the projection kernel distance). The resulting partial derivative of \( L(W) \) is
\[
\frac{\partial L}{\partial Q_1} = -4Q_2 Q_2^T Q_1, \quad \frac{\partial L}{\partial Q_2} = -4Q_1 Q_1^T Q_2
\]

**Remark 5** (Variations under the Binet-Cauchy kernel). The resulting partial derivative of \( L(W) \) is
\[
\frac{\partial L}{\partial Q_1} = Q_2 Q_2^T Q_1 \left( \frac{\partial L}{\partial A} + \left( \frac{\partial L}{\partial A} \right)^T \right)
\]
\[
\frac{\partial L}{\partial Q_2} = Q_1 \left( \frac{\partial L}{\partial A} + \left( \frac{\partial L}{\partial A} \right)^T \right) Q_1^T Q_2
\]

where
\[
\frac{\partial L}{\partial A} = \det(Q_1^T Q_2 Q_2^T Q_1) (Q_1^T Q_2 Q_2^T Q_1)^{-1}
\]

Overall, the proposed generalized framework for Grassmann manifolds with joint normalization is summarized in Algorithm 1, where \( \tau(H, W_0, W_1) \) denotes the parallel transport of tangent vector \( H \) from \( W_0 \) to \( W_1 \).

**Algorithm 1** Generalized Grassmannian DR (GGDR)

**Input:**
A set of Grassmannian points \( \{X_i\}_{i=1}^p \), \( X_i \in G(n, D) \)
The corresponding labels \( \{y_i\}_{i=1}^p \), \( y_i \in \{1, 2, \cdots, C\} \)
The dimensionality \( d \) of the induced manifold

**Output:**
The mapping matrix \( W \in G(D, d) \)

1. Generate \( G \) using Eq.12, Eq.13 and Eq.14
2. \( W \leftarrow I_{D \times d} \)
3. \( W_{new} \leftarrow W \)
4. \( H \leftarrow 0 \)
5. Repeat
6. Normalize \( Y_i \) according to Eq.5 for all i.
7. Compute \( \nabla_W L(W) \) by using Remark.1 to Remark.5.
8. \( H_{new} \leftarrow -R_W L(W_{new}) + \eta \tau(H, W, W_{new}) \)
9. Line search along the geodesic starting from \( W_{new} \) in the direction \( H_{new} \) to find \( W^* = \arg \min L(W) \)
10. \( H \leftarrow H_{new} \)
11. \( W \leftarrow W_{new} \)
12. \( W_{new} \leftarrow W^* \)
13. Until convergence

**4 Defining the Affinity Matrix**

As mentioned above, the affinity matrix can be constructed according to the supervised data, which will be used in Eq.4. Noted that our framework could also apply to the unsupervised and semi-supervised settings provided that the pairwise similarity can be measured (i.e.,
the measurement of distance). Let \( y_i \) denote the class label of the image set \( X_i \), with \( 1 \leq y_i \leq C \). Each element of the affinity matrix can be expressed as

\[
G(i, j) = G_w(i, j) - w_b(i, j)
\]

where \( G_w \) is the within-class similarity graph and \( G_b \) is the graph to measure the between-class similarity. Eq. 12 resembles the Maximum Margin Criterion (MMC) of [24].

\[
G_w(i, j) = \begin{cases} 
1, & \text{if } X_i \in N_w(X_j) \text{ or } X_j \in N_w(X_i) \\
0, & \text{otherwise} 
\end{cases}
\]

(13)

\[
G_b(i, j) = \begin{cases} 
1, & \text{if } X_i \in N_b(X_j) \text{ or } X_j \in N_b(X_i) \\
0, & \text{otherwise} 
\end{cases}
\]

(14)

where \( N_w(X_i) \) consists of \( k_w \) neighbors that belong to the same label as \( X_i \) and \( N_b(X_i) \) is the set of \( k_b \) neighbors that own different labels from \( X_i \). In practice, \( k_w \) is defined as the minimum number of points in each class and the value of \( k_b \leq k_w \) is set by cross-validation to balance the relationship of \( G_w \) and \( G_b \).

5 Experiments

In this section, we conduct extensive experiments to evaluate our proposed method on recognition tasks. Firstly, we use the demo-data to validate the effectiveness of our algorithm. Secondly, we evaluate our method on the Cambridge Hand Gesture dataset and the ballet dataset. Next, we conduct experiments on the Extended Yale B dataset for face recognition task. Finally, one challenging dataset for activity recognition, the JHMDB dataset, is chosen to test the performance of our method.

In our experiments, each image set is represented in the matrix form as \( X_i = (x_1, x_2, x_3, \cdots, x_n) \), where \( x_i \in R^D \) corresponds to the vectorized feature of the i-th frame. The image set can be constructed as a linear subspace through the singular value decomposition (SVD) of \( X_i \). More specifically, we preserve the first \( n \) singular-vectors to model the linear subspace of \( X_i \) as an element on the \( G(n, D) \). In all our experiments, the dimensionality of the low-dimensional Grassmann manifold\(^3\) (i.e., \( d \)) and the value of \( n \) are determined by cross-validation.

To evaluate the effectiveness of our proposed algorithm, we firstly select the simple Nearest Neighbor classifier (NN) based on different Grassmannian metric. This simple classifier can clearly and directly reflect advantages of the learning lower-dimensional manifold from the original one. Next, we use three state-of-the-art algorithms for comparison, GGDA [14], GDL [12] and PML [17]. Because both GGDA and GDL employ a kernel derived from the projection metric, we only apply them to the projection metric-based version of our method. For GGDA, the parameter \( \beta \) is tuned in the range of \( \{e^1, e^2, \cdots, e^{10}\} \). For GDL, the parameter \( \lambda \) is tuned in the range of \( \{e^{-1}, e^{-2}, \cdots, e^{-10}\} \). For PML, we use the code offered by the author and adopt the suggestions in the paper. Furthermore, we use GPCA, which computes the PCA of the data (i.e., \( x_i \)) in the first place, and then work with these low-dimensional descriptors. As for the popular deep learning techniques, we also concern about the VGG-net [26] to obtain CNN features. For fair comparison, the key parameters of each method are empirically tuned according to the recommendations in the original works. All algorithms used in our experiments are referred as following:

- NN/P/FS/PK/BC/BCK: NN classifier based on the Projection/ Fuibni-Study/ Projection kernel/ Binet-Cauchy/ Binet-Cauchy kernel metric.
- P/F/FS/PK/BC/BCK-DR: NN classifier with different metric on the low-dimensional Grassmann manifold.
- GGDA/GGDA-DR: Graph-embedding Grassmann Discriminant Analysis/ on the learning manifold.
- GDL/GDL-DR: Grassmann Dictionary Learning/ on the learning manifold with our method.
- PML: Projection Metric Learning on Grassmannian.
- GPCA: Subspaces with low-dimensional features obtained by PCA.

\(^3\)Here, we denote the dimensionality of \( G(n, d) \) as \( d \) in a less rigorous way. Actually, the dimensionality of \( G(n, d) \) is \( n(d-n) \).
VGG: Subspaces with high-dimensional CNN features obtained by VGG-net.

5.1 Validation Experiment

In this section, we choose the demo-data [17] to test the validity of our method. This dataset consists of 80 samples with 8 classes. Each class includes 5 training samples and 5 test samples. Each sample is a $37 \times 41$ matrix and can be represented as a point on the Grassmann manifold with the linear subspace of order 6 by SVD. In this case, we obtain 80 Grassmannian points with different labels. Fig. 2 illustrates the typical convergence behavior of our method. In practice, it is observed that the algorithm generally converges speedly in less than 25 iterations. All experiments are repeated 10 times and we report the average accuracies of classification.

As can be seen, Tab. 2 shows the performance of different methods. Compared with the results of NN and DR-NN method under five metrics (i.e., NN-P and P-DR), the accuracies are all improved after our mapping from the original Grassmannian to a lower-dimensional one. Especially, the result under $d_F$ is increased by 10%. Both GGDA and GDL are enhanced by our method and get the best results. These demonstrate our method generates a better Riemannian geometry for classification (i.e., the low-dimensional Grassmann manifold).

5.2 Hand Gesture Recognition

The Cambridge hand-gesture dataset [22] contains 900 image sequences in total with 9 different classes. All sequences are divided into 5 sets according to varying illuminations. Each set consists of 180 image sequences of 10 arbitrary motions performed by 2 subjects. We compute Histogram of Oriented Gradient (HOG) [6] features to construct linear subspaces of image sequences. Our protocol is to select the first 10 sequences as test data and the last 3 sequences as training data in each class.

Tab. 2 describes the performance of our method under different metrics and the state-of-the-art methods on this dataset. For NN method, all the metrics can reach competitive results which are more than 10% higher than PML. Specifically, P-DR is about 19% higher than PML. Both GGDA and GDL are improved on the learning lower-dimensional Grassmann manifold (i.e., GGDA-DR and GDL-DR). Furthermore, the accuracy of GGDA is boosted in a large extent by more than 21% (i.e., from 52.22% to 73.33%). GDL-DR improves the original method (i.e., GDL) and reaches the best performance.

5.3 Recognition on the Ballet Dataset

The ballet dataset includes 440 videos which are derived from an instructional ballet DVD [31]. All these videos can be classified into 8 complicated motion patterns acted by 3 persons. This dataset is challenging because the large intra-class variations exist in respects of spatial and temporal scale, clothing, speed and movement.

We generate 1328 image sets from the dataset by grouping every 12 frames which derive from the same action into one image set. Each image set is represented as a subspace based on the HOG feature. We select 20 image sets from each action (i.e., 160 samples in total) as training data and 1168 samples for test. For the projection metric and projection kernel metric, each image set is represented as a linear subspace of order 6. For other metrics, the dimension of each subspace is set to 3.

Tab. 2 shows the experimental evaluation on this dataset. From the results, we can observe that accuracies of NN classifier on the learning Grassmann manifold are always improved compared with results on the original manifold. P-DR not only outperforms GGDA about 15%, but also outperforms PML and GDL. For the best result of GDL-DR, our method boosts the accuracy of GDL on the learning Grassmann manifold about 6% and get 56.68%.
5.4 Face Recognition

The Extended Yale B dataset [23] contains 2432 face images of 38 human subjects under 64 different illumination conditions. All images used are front face images which are manually aligned, cropped, and then resized to the size 20x20. We construct each image set to form a subspace matrix by randomly choosing 4 images from each individual. We totally generate 380 Grassmann points from 38 subjects, which means that 10 image sets are produced for each individual. Finally, we choose 190 samples for training and the rest for testing.

The results are shown in Tab.2. The accuracies on the new Grassmannian under \(d_{pro}\) and \(d_{pk}\) (i.e., P-DR and PK-DR) are enhanced by 25% to the best result. Although the results on \(G(n,d)\) under other three metrics are around 90%, they are improved by a large extent about 45%, which catches up with the state-of-the-arts. Both the GDL-DR and the GGDA-DR improve the original methods and outperforms the other competing methods.

5.5 Action Recognition on the JHMDB Dataset

JHMDB Dataset [21] is a challenging dataset on activity recognition due to the complex and changeable scenarios. It contains more variations on scenes and viewpoints, which can be used to examine the robustness of the proposed methods in noised scenarios. We employ the Matconvnet [28] to extract the state-of-the-art CNN features on the FC6\(^4\) layer of the standard 16-layer VGG-net deep learning network [26] (i.e., VGG-16 Net). The VGG-16 Net model is pre-trained on Imagenet [7], and then fine-tuned on the data from the training sets of JHMDB and UCF101 [27] datasets. We generate 2730 samples (i.e., 1260 test samples and 1470 training samples) of \(G(10,4096)\) and report the performances in Tab.2. In the original manifold, NN-P and NN-PK are better than other three metrics in a large margin. However, after the dimensionality reduction, the results under five metrics reach a competitive level enhanced by our method. Based on NN classifier, PK-DR arrives the best performance with a promotion of more than 6\% and NN-FS has a significant gain of around 17\% especially. For the state-of-the-art methods, the results of GGDA and GDL are raised by about 9\% and 8\% respectively.

6 Discussion

The general convergence analysis of Newton method on Grassmannian has described theoretically in e.g. [1]. Our method also provides a desirable convergence performance as shown in Fig.2. Thanks to the Riemannian
geometry obtained by joint normalization, the optimization always iterates towards a good solution with the mild influence of the initialization $W$.

Because our paper aims to learn a discriminative low-dimensional manifold $G(n, d)$ from $G(n, D)$, the impact of the setting of the reduced dimensionality (i.e., $d$) should also be cared about. For this reason, the performances of our method with different $d$ on the Extended Yale B and JHMDB datasets are reported in Fig. 4. It is gratifying that our method gets a pleased accuracy with a desirable low dimensionality and the impact of $d$ tends to be mild when it is large enough.

Finally, we compare the capabilities of the five metrics in Table 1. From the experimental evaluations above, $d_{pro}$ and $d_{pk}$ obtain better results than remaining metrics (i.e., $d_{FS}$, $d_{BC}$ and $d_{BCK}$). This maybe occurs by the reason that these metrics compute the distances related to cosine or sine of the principle angles between subspaces. $d_{pro}$ and $d_{pk}$ are based on the accumulation operation while the others are based on multiplications. Luckily, these metrics lead to competitive results on the learning manifold by our method. We also compare the running time of our method under different metrics on the Extended Yale B dataset. The time cost of $d_{pro}$ is high because the computation complex of $X_iX_j^T$ is more expensive than that of $X_i^TX_j$ when the subspace dimension is large. From the perspectives of the time cost and accuracy, $d_{pk}$ is a good choice for our model.

| Metric   | $d_{pro}$ | $d_{FS}$ | $d_{pk}$ | $d_{BC}$ | $d_{BCK}$ |
|----------|-----------|----------|----------|----------|-----------|
| NN       | 88.26     | 0.77     | 0.89     | 0.78     | 1.12      |
| DR-NN    | 1.71      | 0.50     | 0.64     | 0.49     | 0.58      |

Table 3: Running time (seconds) under different metrics.
7 Conclusion and Future Work

To the best of our knowledge, this work is the first attempt to provide a generalized Grassmannian framework without certain metric limitation and shows the importance of respecting the Riemannian geometry when performing dimensionality reduction with joint normalization for orthogonality.

We introduced a novel supervised algorithm inherently to learn a low-dimensional and more discriminative Grassmann manifold from the original one under different metrics. Learning can be modeled as an optimization problem on a Grassmann manifold. Our new approach can not only serve as a dimensionality reduction method but also a discriminant learning technique for the Grassmann manifold. Our experimental evaluation has demonstrated that the resulting low-dimensional Grassmann manifold leads to state-of-the-art recognition accuracies on several challenging datasets. In the future, we plan to study more cost functions and metrics within our framework for more discriminative capability. Furthermore, we intend to extend our method to unsupervised and semi-supervised scenarios.
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