Abstract: The content of this paper shows the first outcomes of a supplementary method to simulate the behavior of a simple design formed by two rectangular leaflets under a pulsatile flow condition. These problems are commonly handled by using Fluid-Structure Interaction (FSI) simulations; however, one of its main limitations are the high computational cost required to conduct short time simulations and the vast number of parameter adjustments to simulate different scenarios. In order to overcome these disadvantages, we propose a system identification method with hereditary computation—AutoRegressive with eXogenous (ARX) input method—to train a model with FSI simulation outcomes and then use this model to simulate the outputs that are commonly measured from this kind of simulation, such as the pressure difference and the opening area of the leaflets. Numerical results of the presented methodology show that our model is able to follow the trend with significant agreement with the FSI results, with an average correlation coefficient $R_{tr} = 90.14\%$ and $R_{tr} = 92.27\%$ in training; whereas for validation, the average $R$ is $R_{val} = 93.31\%$ and $R_{val} = 83.08\%$ for opening area and pressure difference, respectively. The system identification model is efficiently capable of estimating the outputs of the FSI approach; however, it is not intended to substitute FSI simulations, but to complement them when the requirement is to conduct many repetitions of the phenomena with similar conditions.
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1. Introduction

One of the main characteristics of dynamical systems is their dependency on past information to forecast future information [1]. System Identification (SI) methods characterize dynamic systems by employing mathematical-based models using the measured data from these systems. One of the most common techniques in this area is the AutoRegressive with eXogenous (ARX) input model. Its reliability to replicate a broad spectrum of scenarios and its parametrization make this model an ideal approach to work with single-input single-output systems. The ARX model works as a black-box containing a set of parameters (in this case, coefficients) needed to construct a transfer function, which describes the behavior of the dynamic system. Regarding its applications, we can find examples for different fields such as gas conditioning for cement plants [2], thermal load prediction for buildings [3], and stock market forecasting [4]. Some other mechanical and electronic applications include the estimation of driving behavior [5,6], gearbox failure detection [7], vibration analysis for manipulators during grinding operations [8], controlling the position of a steel ball in a magnetic levitation system [9], an inverted pendulum [10], and the estimation of the state of charge for...
lithium-ion battery cells [11]. Besides, this method is able to handle applications involving biomedical signals such as interstitial glucose during physical activity [12], aortic blood pressure [13], middle cerebral arterial blood velocity [14], or in a recent work, an extension to the ARX including a moving average term to analyze the behavior of a simple leaflet structure within a fluid domain [15].

This last work is a simple representation of an experimental setup that simulates the behavior of artificial cardiac valves under a pulsatile flow. Taking into consideration this experimental setup, this paper continues the experimentation on the behavior of simple leaflet structures moving as a consequence of a pulsatile flow. For this purpose, Fluid-Structure Interaction (FSI) numerical simulations are one of most significant alternatives to understand the behavior of a solid material under certain flow conditions.

This method consists of a combination of two analyses: the dynamics of a solid body using a time-dependent Finite Element Method (FEM) and a Computational Fluid Dynamics (CFD) analysis for fluid motion. These approaches provide the facility of measuring information such as velocity fields, vorticity, pressure differences, stress fields, displacements, and opening area (in the case of leaflets), among others. The setup of an FSI simulation often follows a mesh-based configuration. Specifically, the main approaches are the Arbitrary Lagrange Eulerian (ALE) approach [16,17] and the Immersed Boundary Method (IBM) [18–20]. However, despite the vast number of studies, the most significant limitations of using mesh-based models consist of the necessity for continuous re-meshing and, as a consequence, a substantial computational cost, numerical noise, and the difficulty to simulate contact between solid materials [20,21]. Extensions to the IBM have been proposed as well [19,20]. Other alternative methods such as the Fictitious Domain Method (FDM) [22–24] and the Immersogeometric Analysis (IGA) [25,26] had been employed in the corresponding bibliography. A novel technique proposed to overcome these disadvantages is the use of mesh-free methods. For instance, the Smoothed Particle Hydrodynamics (SPH) approach [21,27,28] is based on a Lagrangian particle method where the fluid is discretized as a set of particles distributed along the solution domain without the necessity for a spatial mesh [21]. The main limitations of SPH are observed on the boundary layers, and this is because they are not fully constrained with a non-slip boundary condition. However, despite their differences, these two approaches have been widely used recently for simulating mitral or aortic valve issues by using 3D modeling configurations [29–35].

Furthermore, lumped models are another alternative to represent the dynamic behavior of a leaflet structure and its relation with the input flow. One of these models is the Windkessel Model (WM), which is an electric analogy that uses elements such as resistors, capacitors, inductors, and current sources to replicate parameters such as peripheral resistance, arterial compliance, the inertia of blood flow, and the input signal of the cardiac cycle [36–41].

Given previous considerations, the underlying aim of this paper is to introduce the first attempt to apply an SI method—usually employed for signal analysis—to simulate the opening area and pressure difference outputs from an FSI simulation of two rectangular leaflets moving as a consequence of a pulsatile flow. First, the model has to be trained with existing data, and then, when the coefficients for the model are obtained, we use bilinear interpolation to create new coefficients for specific conditions and then simulate a new output. The main purpose is to help researchers still obtain an accurate trend of the phenomena studied, and it is not intended to substitute the current FSI simulation method, but to complement it when time is critical and only a few parameters change between a set of situations, such as the time, the frequency of the fluid, the elastic modulus, and so on. The dataset to train the model is retrieved from an FSI parametric study (which consists of variations in the mechanical properties of both the fluid and solid domain of the leaflet structure). It is essential to point out that this work does not represent an exact mimicking of the flow moving across a native heart valve, nor does it produce or use real clinical data. Besides, we are considering the simplest representation of a valve model to reveal the basics involved in the opening and closing stages of the leaflets. In this manner, the data we are using from the FSI simulations are the result of our simple leaflet structure and are only intended to be used as a reference point for our ARX model characterization and to guide future research.
The content of this paper is as follows: In Section 2, the basic parameters to configure the FSI simulations and their respective results are given. Section 3 shows the SI method that uses the input and output signals of the FSI simulation to train the models that estimate each output of the system. Next, Section 4 presents the results of our model in comparison with the FSI approach. Then, with the parameters retrieved from the trained model, we use a new validation dataset to estimate both outputs and then compare them with its respective FSI simulations. Finally, Sections 5 and 6 present the discussion and conclusions of the presented methodology.

2. FSI Simulation of a Simplified 2D Leaflet Structure

The academic problem studied in this paper consists of using the data generated by a set of FSI simulations of a moving fluid across a 2D channel with a pair of leaflets fixed at the center and then creating an ARX model with these data. In this section, we explain how the experimental setup found in Ledesma-Alonso [42] was adapted for our simulations to be later used in the SI model.

The design presented in Figure 1a shows the leaflets and channel layout. The top and bottom boundary walls of the channel are separated by a distance of 2h, where h = 15 mm; both walls present a non-slip boundary condition, and the length of the channel is 20h. The experimental setup considered a 3D environment where the width of the channel was \( w = 50 \) mm; however, this simplified layout neglected this parameter to reduce computational cost, hence a 2D version of the problem has been studied. The location of the fixed tip of the leaflets was at the center of the channel (at \( x = 0 \) mm). This layout also considered the two experimental points located at \( \pm 5h \) horizontal distance from the center, in order to measure the pressures during all the simulation time.

Regarding the parameters used for the simulations, they consist of two different groups: the fluid and the solid domain. For the fluid domain (\( \Omega_f \)), the parameters of the input signal or input velocity are the magnitude (\( U_{\text{max}} \)), stroke volume (\( V \)), frequency (\( f \)), and the fluid parameters are the density (\( \rho_f \)), and dynamic viscosity (\( \mu \)). For the solid domain (\( \Omega_s \)), the parameters are the leaflet thickness (\( d \)) and length (\( l \)), material density (\( \rho_s \)), elastic modulus (\( E \)), and Poisson ratio (\( \nu \)). One of the materials chosen for the leaflets in the experimental case was silicone rubber; hence, the material properties applied to the solid bodies within the simulation are related to this material, which will be taken as the reference case. Under the circumstances of the proposed system, its dimensions are much larger than the size of red blood cells and, as a consequence, the working fluid can be considered as Newtonian [42].

Simulations were conducted using an HP workstation with an Intel Xeon Processor running at 3.40 GHz and 16 GB of RAM. The software selected was LS-DYNA (Livermore Software Technology
Corporation, Livermore, CA), which for previous tests has proven its capabilities to handle CFD and FSI simulations by using an ALE approach [43–45]. The output variables considered for these tests are the leaflets opening area ($S_v$), defined as the vertical distance between the tips of the leaflets, and the pressure difference ($\Delta P$), defined as $P_1 - P_0$ the pressure difference between points 1 and 0 (see Figure 1a). Then, our first approach of an FSI simulation was conducted using the parameters listed in Table 1.

### Table 1. List of parameters used for the FSI simulations.

| Fluid Parameters | Value       | Units | Solid Parameters | Value  | Units |
|------------------|-------------|-------|------------------|--------|-------|
| $U_{\text{max}}$ | 0.0964      | m/s   | $E$              | 2.15   | MPa   |
| $V$              | $6.127 \times 10^{-5}$ | m$^3$ | $v$              | 0.47   | -     |
| $f$              | 0.666       | Hz    | $\rho_s$        | 1070   | kg/m$^3$ |
| $\rho_f$         | 1000        | kg/m$^3$ | $d$              | 0.0004 | m     |
| $\mu$            | 0.001       | Pa$\cdot$s | $l$             | 0.026  | m     |

The time evolution of the phenomenon, for which $t$ is the independent variable, takes place along a period $T$, which is equivalent to $T = 1/f$. For this first scenario, the input velocity curve was a pulsatile flow curve divided into forward time ($t_f$) and backward time ($t_b$) stages (see Figure 1b), with $T = t_f + t_b$. Using $T$ as the characteristic time scale to normalize time, thus making $t^* = t/T$, the forward stage occurs during $t^* = [0.05, 0.49]$, whereas the backward stage happens during $t^* = (0.49, 1]$ and also occurs during a short time before the forward stage begins, i.e., $t^* = [0, 0.05]$. Hence, $t_f$ is constituted as $0.44T$, and $t_b$ stage is the remaining time of the period $T$. This signal is specifically designed in such a way to behave similarly to the configuration of the experimental study [42]. Therefore, the stroke volume $V$ used in this test follows the next formula:

$$V = T \cdot U_{\text{max}} \cdot \dot{G} = T \cdot U_{\text{max}} \cdot S \int_0^1 U_f^* (t^*) dt^*$$  \hspace{1cm} (1)

where the flow rate ($\dot{G}$) from the normalized velocity consists of a multiplication of the integral over a time of $U_f^* (t^*)$ times $S$, which is the cross-sectional area of the channel given by $S = 2hw$. The parameter $U_f^* (t^*)$ is the normalized velocity curve (see Figure 1b) defined as a piecewise function of $t^*$:

$$U_f^* (t^*) = \begin{cases} 
0.515 \tanh(32.73t^* - 4.24) + 0.515 & t^* \in [0, 0.18] \\
1 & t^* \in [0.18, 0.31] \\
0.533 \tanh(-20.69t^* + 8.74) + 0.478 & t^* \in [0.31, 0.58] \\
-0.031 \tanh(-13.25t^* + 9.08) - 0.027 & t^* \in [0.58, 0.78] \\
0 & t^* \in [0.78, 1]
\end{cases}$$  \hspace{1cm} (2)

The solution of the velocity integral over time, given in Equation (2), from 0 to 1, as defined in Equation (1), is 0.28219, which is a constant for all further numerical simulations. Hence, we end up having the following formula:

$$V = 0.2819 \cdot T \cdot U_{\text{max}} \cdot S$$  \hspace{1cm} (3)

Finally, the subplot of Figure 1b shows the fast Fourier transform of the normalized velocity with the most significant frequencies acting on this signal. This representation lets us know that most of the power of the signal in Equation (2) is transmitted, not along a unique frequency, but into more values lower than 10 Hz; the rest of the frequencies above this value are nearly zero.

### 2.1. FSI Simulation Results and Parametric Study

Results obtained in the FSI simulations are shown in Figure 2 by representing nine stages describing the following situations:
• Stage 1. Initial motionless stage with zero-flow conditions.
• Stage 2. Once flow rate $\dot{G}$ starts to increase from Stage 1 to 2, the leaflets are forced to open as a consequence of a negative pressure difference ($P_1 - P_0 < 0$).
• Stage 3. The flow rate and $S_v$ reach their maximum values.
• Stage 4. The pressure difference is relatively zero, allowing the leaflets to remain opened.
• Stage 5. The flow rate starts to decrease.
• Stage 6. The increment on the pressure difference ($P_1 - P_0 > 0$) causes a reduction in $S_v$.
• Stage 7. Leaflet closure only occurs when there is no significant downstream flow rate, producing a pressure difference that is slightly positive.
• Stages 8-9. The last stages show that once there is no flow conditions, the pressure difference and opening area values become zero. This condition does not necessarily mean that the leaflets remain static. Once they are fully closed, they begin to oscillate until the forward stage begins once again.

Figure 2. (a) Each stage represents the results of different stages of the FSI simulation using $U_{\text{max}} = 0.0964$ m/s, $T = 1.5015$ s, and $E = 2.15$ MPa. (b) This figure indicates the information (red marks) of the previous nine stages measured for $\dot{G}$, $\Delta P$, and $S_v$ as a function of $t^*$. The maximum values obtained are $\dot{G}_{\text{max}} = 0.1446 \times 10^{-3}$ m$^3$/s, $|P_{\text{min}}| = 163.697$ Pa, and $S = 0.03$ m.

The design of the input curve avoids a back-flow behavior in the leaflets; consequently, this curve was designed to only provide cases with correct functionality. Despite the slight differences produced by the 2D simplification, previous results on the FSI simulation of leaflets [15] showed a qualitative agreement with the aforementioned experimental case [42]. Finally, in order to observe the behavior of the leaflets under different conditions, a parametric study was carried out. The variations consisted of changing the elastic modulus ($E$) in the solid domain and the period $T$ of the input signal $U_f(t^*)$ in the fluid domain. The proposal was to have data of 45 different combinations, retrieved from five variations in $E$ and nine variations in $T$. All combinations shared the same values of $\rho_f$, $\mu$, $\nu$, $\rho_s$, $d$, and $l$ and possessed almost the same volume $V$. The variations for $E$ were chosen considering three different elastic conditions [46]. The first one is for situations where the leaflet material is particularly hard, with $S_v/S < 0.5$. The second considers the opposite, when the leaflet material is extremely soft, resulting in $S_v/S > 0.7$. The last condition considers an intermediate elastic behavior, leading to $0.5 \leq S_v/S \leq 0.7$. From a previous work [42], we considered an initial $E = 2.15$ MPa, two smaller values $E = 0.1$ MPa and $E = 1$ MPa, and two larger values $E = 3.16$ MPa and $E = 10$ MPa, in order to represent the three aforementioned conditions. More information regarding the mesh-size selection for both the fluid and solid domains, as well as a structural analysis for the leaflet model to obtain the initial conditions for the FSI simulations can be found in the Supplementary Material.

Regarding the variations in $T$, we initially tested one of the experimental periods proposed where $T = 1.502$ s. Additionally, two more values were chosen from here: $T = 1$ s and $T = 3.0$ s. Finally, in order to have nine variations, intermediate values were selected. With these forty-five combinations,
we conducted their respective FSI simulations, and the results showed the same behavior as the curves presented in Figure 2. The frequencies, and the corresponding periods, selected for this study are presented in Table 2.

### Table 2. Velocities used for the parametric study.

| $f$ (Hz) | $T$ (s) | $U_{\text{max}}$ (m/s) | $V$ (m$^3$) |
|----------|---------|------------------------|------------|
| 1.00     | 1.000   | 0.1448                 | $6.129 \times 10^{-5}$ |
| 0.90     | 1.111   | 0.1303                 | $6.128 \times 10^{-5}$ |
| 0.80     | 1.250   | 0.1158                 | $6.127 \times 10^{-5}$ |
| 0.70     | 1.429   | 0.1013                 | $6.126 \times 10^{-5}$ |
| 0.66     | 1.502   | 0.0964                 | $6.127 \times 10^{-5}$ |
| 0.60     | 1.667   | 0.0869                 | $6.132 \times 10^{-5}$ |
| 0.50     | 2.000   | 0.0724                 | $6.129 \times 10^{-5}$ |
| 0.40     | 2.500   | 0.0579                 | $6.127 \times 10^{-5}$ |
| 0.33     | 3.003   | 0.0482                 | $6.124 \times 10^{-5}$ |

### 3. System Identification Method

The main contribution of this paper is to present a complementary method that can help researchers obtain results as accurate as possible as if they were doing an FSI simulation. It has to be considered that the previous simulations are required to obtain the coefficients needed to estimate a specific output parameter. Once the model has been identified, the advantages of this method lie in skipping the many steps required to configure the simulation, namely geometry, boundary conditions, mesh quality, and topology, and mainly to overcome the high computational cost required to accomplish short simulation times and still obtain accurate results.

In general, these systems allow generating a model from the system input/output information. The model selected for these cases is an ARX, which constructs polynomial functions based on a set of coefficients according to the system order $n$.

#### 3.0.1. ARX Model

The goal of this model is to obtain the $\theta$ vector, which contains the parameters (coefficients) that represent the relation between the input and output of the system.

$$\theta = [a_1, \ldots, a_n; b_1, \ldots, b_m]^T$$ \hspace{1cm} (4)

Hence, the process to calculate the optimal parameter vector can apply the hereditary identification principle by using the experimental expectation [47] instead of the mathematical one [48]. This principle keeps the criterion minimization task quadratic; as a result, it avoids the use of non-linear optimization techniques, such as the gradient-based or Gauss–Newton techniques to derive and reduce the order of the coefficients. For this case, the distance (the difference) among the estimated trajectories (behavior of the signal after every iteration) is minimized. Hence, we could present:

$$E_t[\theta_\tau | y_\tau] = \frac{1}{t} \sum_{\tau=1}^{t} \theta_\tau^T y_\tau$$ \hspace{1cm} (5)

as the general form to obtain the coefficients $\theta_\tau$, $y_\tau$ as our main input/output signal using the experimental expectation over $[1, \ldots, t]$, and $\theta_\tau = \{\theta_{\tau, \tau = 1, \ldots, t}\}$. Now, in the case of the ARX model, we considered $y_\tau$ as the output, $u_\tau$ as the exogenous input, and $\hat{y}_\tau^t$ as the optimal past estimator of the behavior at instant $t$ for data over $[1, t]$, and it is calculated as follows:

$$\hat{y}^t_{\tau | \tau-1} = \sum_{i=1}^{n} a_i \hat{y}^{t-i}_{\tau-i | \tau-1-i} + \sum_{i=0}^{n} b_i u_{t-i}$$ \hspace{1cm} (6)
Then, the regression vector that contains the coefficients to describe the behavior of the system is defined by:

\[ q^{l-1}_t = [y_t, \ldots , y_{t-n+1}, \hat{y}^{l-1}_{t-1|t-2}, \ldots , \hat{y}^{l-n}_{t-n|t-n-1}, u_t, \ldots , u_{t-n+1}] \]  \hspace{1cm} (7)

Then, the parameter estimation is done by hereditary computation; therefore, it is required to know the experimental autocorrelation matrix of \( q^{l-1}_t \) and the inter-correlation vector of \( q^{l-1}_t \) and \( y_t \). Hence, to compute the system parameters \( \theta_i \) at instant \( t \), it is necessary to keep in memory all the past estimations \( \hat{y}^{l-1}_{t-1|t-1}, \ldots , \hat{y}^{l-n}_{t-n|t-n-1} \). Therefore, if we were not using hereditary computation, the complexity and computational cost would be higher. The general algorithm used to estimate the \( \theta_i \) vector is:

1. Initialization. As data before \( t = 1 \) are unknown, the projection over it is zero (division by a covariance a priori infinite). It is then possible to think of it as zero:

\[ \hat{y}^{l-i}_{t|t-1}, \forall \tau < 1, \forall i = 1, \cdots , n \]  \hspace{1cm} (8)

2. At instant \( t - 1 \), we already have data from the previous optimized estimations.

\[ \hat{y}^{l-i}_{t|t-1}, \forall \tau = 1, \cdots , t - 1, \forall i = 1, \cdots , n \]

3. At instant \( t \), new data \( y_t, u_t \) are available in order to update the experimental auto-correlation matrix and the inter-correlation vector:

\[ E[\hat{q}^{l-1} \bullet (\hat{q}^{l-1})^T] = \frac{1}{l} \sum_{\tau=1}^{l} \hat{q}^{l-1} \bullet (\hat{q}^{l-1})^T \]  \hspace{1cm} (9)

\[ E[y_t \bullet \hat{q}^{l-1}] = \frac{1}{l} \sum_{\tau=1}^{l} y_t \bullet \hat{q}^{l-1} \]  \hspace{1cm} (10)

4. The coefficient parameter vector at instant \( t \) is defined as \( \theta_t = [a_n, b_n]^T \), and it is obtained by inverting the autocorrelation matrix:

\[ \theta_t = E[\hat{q}^{l-1} \bullet (\hat{q}^{l-1})^T]^{-1} \times E[y_t \bullet \hat{q}^{l-1}] \]  \hspace{1cm} (11)

5. Hereditary part: With the obtained parameters, by using Equation (6), it is then possible to compute the new estimation \( \hat{y}^{l-1}_{t|t-1} \) based on the previous estimation \( \hat{y}^{l-i}_{t|t-1} \), which was computed at the preceding stage by employing the model \( \forall \tau = 1, \cdots , l \).

\[ \hat{y}^{l}_{t|t-1} = \sum_{i=1}^{n} a_i \hat{y}^{l-i}_{t-i|t-1-i} + \sum_{i=0}^{n} b_i u_{t-i} \]

6. Return to Step 2.

The algorithm describes the process to train only one signal and simulate one output. Hence, in order to obtain each set of coefficients for all forty-five combinations, Figure 3 describes the general process. In this case, the input signal \( U_{E,T} \) in Figure 3a is equivalent to the input used for the elastic modulus \( E \) and time \( T \) of the aforementioned ranges of the previous section. With this, we obtained two different outputs (\( \Delta \) or \( \Delta P \)) per input from the simulations. The ARX model proposed is a single-input single-output system; hence, each of the forty-five combinations has two ARX models, one per output.
parametric study for \(E = [1:5]\) and \(T = [1:9]\) for \(E^* = [1:2]\) and \(T^* = [1:2]\). The validation process simulates the output from new input signals for \(E^*\) and \(T^*\) representing the elastic modulus and periods that were not initially considered in the parametric study.

Secondly, Figure 3b shows the identification part (training), which uses the data obtained in Step (a) to calculate the \(\theta_{E,T}\) vector for all combinations. During the estimation, the parameter vector is updated after every iteration and uses the information from previous estimations to reduce the error between the original output and the estimated one. Then, for the combination \(E, T\), the input \(U_{E,T}\) is equivalent to the exogenous input \(u_T\) and \(\Delta P_{E,T}\) or \(Sv_{E,T}\) is equivalent to \(y_T\) of Equation (6), respectively. Finally, in Figure 3c, the validation part simulates both outputs for a new set of conditions—different from the 45 proposed—by only employing these new input signals and a new set of coefficients, which is calculated by doing a bilinear interpolation with the previous \(\theta_{E,T}\) vectors.

### 4. ARX Model Results

In order to evaluate the quality of the algorithm addressed in this work, we used a multiple correlation coefficient \(R\). This percentage indicates how well \(\hat{y}_T^i\) explains \(y_T\) [48]:

\[
R = \left(1 - \frac{\sum_{\tau=1}^{\tau=T} (y_T - \hat{y}_T^i)^2}{\sum_{\tau=1}^{\tau=T} y_T^2}\right) \times 100
\]  

(12)

After the training part, we end up having forty-five \(\theta_{E,T}\) vectors per output, containing the coefficients' information. In order to construct the transfer functions, these coefficients follow the next expression (presented in Fourier transform structure) defined in [48]:

\[
ARX(s) = \frac{B(s)}{1 - A(s)}
\]  

(13)

where \(B(s)\) is the set of coefficients for the numerator and \(A(s)\) is the set of coefficients for the denominator. Each output has its own model: for \(S_o\), we employed \(A(s)\) and \(B(s)\); whereas for \(\Delta P\), we used \(C(s)\) and \(D(s)\) to represent their respective coefficients. The models have a system order \(n_a\) and \(n_c\) for the \(a's\) and \(c's\) of the denominator and \(n_d\) and \(n_b\) for the \(b's\) and \(d's\) of the numerator of each equation. These equations were tested for \(n = [1, 2, 3, 4]\), and we found the best goodness of fit in \(\Delta P\) when \(n_c = 2\) and \(n_d = 1\); whereas for \(S_o\), we obtained the best results when \(n_a = 3\) and \(n_b = 2\). Hence, according to Equation (13), we have the next structure for the transfer functions of each output using the hereditary ARX computation:

\[
(a) \ ARX(s)_{\Delta P} = \frac{d_1s + d_0}{s^2 - c_1s - c_0}
\]

(14)
The coefficients found during the identification part for all the elastic moduli proposed are presented as field maps in Figure 4a,b for $\Delta P$ and $S_v$, respectively. In both outputs, we observe that the zone around $E = 1$ MPa and $T = 2.5$ s presents the highest or the lowest values, depending on the particular behavior of each coefficient. In the case of $\Delta P$, we see a change close to a local extrema ($E = 10$ MPa and $T = 2.50$ s) for the $c'$'s coefficients, whereas for the $d'$s, we appreciate this change in the area close to $E = 1$ MPa and $T = 1$ s. On the other hand, the coefficients for $S_v$ seem to have a constant behavior in all $a'$s and $b'$s coefficients surrounding the zone of $E = 1$ MPa and $T = 2.5$ s. As mentioned before, the quality of the algorithm was measured using the multiple correlation function $R$; for that, $R$ values of all combinations are shown in Table 3 (for more details of the entire set of reconstructed signals and the coefficients obtained for the SI model, see the Supplementary Material). In Figure 5a, the curves correspond to the reconstruction of $\Delta P$ following the structure of Equation (14), and by comparing them with the experimental curves, their behavior follows the same trend. Conversely, Figure 5b shows that $S_v$ is less accurate, since only the opening and closing moments were recovered; the reconstruction follows Equation (15).

Regarding the computational time, the training process for each period took 13 s approximately; hence, obtaining the results of the nine periods for both outputs, for one elastic modulus, took less than 4 min to finish the process. Considering this time, our ARX model calculated all 45 $\theta_{E,T}$ vectors for the training part of both outputs in about 20 min. Thereby, the execution time using the ARX model represents only 0.0465% of the total time (716.5 h) consumed by doing the forty-five FSI simulations of the parametric study. This means that once our model is trained, we can obtain estimations to complement further cases with it instead of doing more FSI simulations, which would require more computational time.
Table 3. R values obtained by the AutoRegressive with eXogenous (ARX) input model for both outputs.

| E (MPa) | E = 0.1 | E = 1 | E = 2.15 | E = 3.16 | E = 10 |
|---------|---------|-------|----------|----------|-------|
| T (s)   | R_AP   | R_SP  | R_AP    | R_SP    | R_AP  |
|---------|--------|-------|---------|---------|-------|
| 1.000   | 99.473 | 98.187| 97.966  | 97.966  | 97.966|
| 1.111   | 99.440 | 98.609| 98.671  | 98.671  | 98.671|
| 1.250   | 99.471 | 98.814| 98.828  | 98.828  | 98.828|
| 1.429   | 99.597 | 98.082| 99.013  | 99.013  | 99.013|
| 1.502   | 99.437 | 98.526| 98.464  | 98.464  | 98.464|
| 1.667   | 93.925 | 97.950| 97.914  | 97.914  | 97.914|
| 2.000   | 78.528 | 97.250| 97.247  | 97.247  | 97.247|
| 2.500   | 39.411 | 93.765| 94.318  | 94.318  | 94.318|
| 3.003   | 99.154 | 98.233| 98.096  | 98.096  | 98.096|

4.1. ARX Model Validation

One of the main goals of using an ARX model for this purpose is to have the possibility to use the parameter vectors found in the training part for estimating/simulating external conditions to the ones employed in the parametric study and verify the quality of our model without spending more time on FSI simulations. The simulation parameters considered for these changes are the same as the ones in the parametric study except for \( E \) and \( T \). These parameters now consider the following options: \( E = [1.5, 15] \) MPa and \( T = [0.90, 1.20] \) s. The selected ranges are close to the elastic conditions proposed in Section 2.1, and this allowed us to verify the behavior of our model in four different situations:

1. \( E = 1.5 \) MPa, \( T = 0.9 \) s: the elastic modulus lies inside, and the period is outside the training dataset.
2. \( E = 1.5 \) MPa, \( T = 1.2 \) s: both conditions are located inside the training dataset.
3. \( E = 15 \) MPa, \( T = 0.9 \) s: both conditions lie outside the training dataset.
4. \( E = 15 \) MPa, \( T = 1.2 \) s: the elastic modulus is outside the training dataset, whereas the period is located inside it.

The validation process forms the transfer functions of the aforementioned desired values by using a bilinear interpolation with the coefficients found in Figure 4. Finally, Table 4 presents the interpolated values for these new cases.

Figure 5. Signals reconstructed using the ARX model for \( E = 2.15 \) MPa during the training process. In (a), the pressure difference (ΔP) and, in (b), the normalized opening area (Sv). The average accuracy obtained for reconstructing the nine periods was \( R = 96.14\% \) and \( R = 89.35\% \) for ΔP and Sv respectively. The average goodness of fit of the five \( E' \)s is listed in Table 5.
Table 4. Coefficients calculated for the validation process.

| Coef | E = 1.5 MPa | E = 15 MPa | E = 1.5 MPa | E = 15 MPa |
|------|-------------|-------------|-------------|-------------|
|      | T = 0.9 s   | T = 1.2 s   | T = 0.9 s   | T = 1.2 s   |
| \(a\) | 1.18 \times 10^8 | -1.03 \times 10^8 | 9.00 \times 10^7 | 7.45 \times 10^7 |
| \(b\) | -1.34 \times 10^3 | -1.16 \times 10^3 | -8.47 \times 10^3 | -1.00 \times 10^3 |
| \(c\) | -0.147 | -0.427 | -0.517 | -0.594 |

In order to compare the signals obtained by our ARX model, we previously conducted the FSI simulations of these new conditions used for validation. The results seen in Figure 6 show that some simulations were not able to finish the calculation process; this was because they were unable to find equilibrium or convergence. For these reasons, estimation of the outputs was merely conducted until the moment before the simulation stopped. The accuracy of the validation results is shown Table 5, where the average value of accuracy was \(R_{val} = 93.31\%\) and \(R_{val} = 83.08\%\) for \(S_v\) and \(\Delta P\), respectively.

One limitation of this method is that it only works for stationary signals; hence, when dealing with transitory behaviors, it was not able to follow the trend expected efficiently. For example, in the opening area of Figure 6, we can see at the beginning of the forward stage \((T_f)\) how the leaflets began to open up to the highest position due to an inertial momentum before it went back to the value where it got stabilized by the flow. On the contrary, the pressure difference output was better estimated by our model because it did not contain a transitory behavior.

Figure 6. Validation results obtained using the coefficients maps to interpolate and extrapolate the new cases. In (a) we have results for the pressure difference cases and in (b) the reconstructed signals for opening area.

Table 5. Average goodness of fit obtained for the training and validation processes.

| Output | Elastic Modulus (E) (MPa) | Training | Validation |
|--------|--------------------------|----------|------------|
|        | 0.1 | 1.0 | 2.15 | 3.16 | 10 | \(R_{tr}\) | 1.5 | 15 | \(R_{val}\) |
| \(\Delta P\) | 89.84 | 97.03 | 96.14 | 95.42 | 82.94 | 92.27 | 97.77 | 68.39 | 83.08 |
| \(S_v\) | 92.76 | 93.21 | 89.35 | 92.57 | 82.81 | 90.14 | 92.48 | 94.13 | 93.31 |

This validation process showed that our model could be a promising support for the FSI simulations when dealing with different situations in a faster and still accurate way. Besides, it could eliminate the necessity of conducting several simulations before we can get a vast amount of
information by making small changes in the input signal and wait for very long times to see how these new conditions behave. We remark that our model follows trends, and it may require complementary techniques such as non-linear models to fully estimate the outputs.

4.2. Test for Gaussianity and Linearity

According to the results, our model proved to have better performance when dealing with the pressure difference than with the opening area. Hence, as a final step, we analyzed the prediction error vector \( \hat{y}_t = y_t - \hat{y}_t \) obtained in \( S_v \) to verify its distribution (Gaussian or non-Gaussian) and its possible non-linear behavior in some sections. The test proposed by Hinich [49] assumes two different hypotheses: the first one is to verify if the process is Gaussian distributed or not; then, if the first hypothesis is accepted, the second one consists of verifying whether the process is linear or not. Therefore, for Gaussianity, we have a Probability of False Alarm (PFA) parameter that indicates the probability that our data have a non-zero bispectrum. Hence:

- \( H_1 \): If \( PFA \leq 0.05 \); the process is non-Gaussian, i.e., non-zero bispectrum.
- \( H_0 \): If \( PFA > 0.05 \); the process is Gaussian, i.e., zero bispectrum.

Then, if \( H_1 \) is true, we can test \( \hat{y}_t \) to verify if it contains linear or non-linear behavior. Since this test assumes a non-zero bispectrum, it should only be considered if and only if \( \hat{y}_t \) obtained a \( PFA \leq 0.05 \). Thus, \( R_{est} \) is the estimated and \( R_{th} \) is the theoretical interquartile range of a chi-squared distribution:

- \( H'_1 \): If \( R_{est} \gg R_{th} \) or \( R_{est} \ll R_{th} \), the process is non-linear.
- \( H'_0 \): If \( R_{est} \approx R_{th} \), the process is linear.

Under these assumptions, we use the High Order Spectral Analysis (HOSA) toolbox for MATLAB® to conduct the test. Results in Table 6 show that all our \( \hat{y}_t \) vectors are non-Gaussian distributions and contain non-linear processes within them. Conclusively, for providing a more accurate analysis, future experiments should include a model that considers the estimation of these potential non-linear processes as well. For more details, see [49,50].

| Elastic Modulus (MPa) | \( PFA \) | \( R_{est} \) | \( R_{th} \) |
|-----------------------|----------|------------|------------|
| 0.1                   | 0        | 26.593     | 18.882     |
| 1                     | 0        | 2.660      | 12.509     |
| 2.15                  | 0.0087   | 2.223      | 12.144     |
| 3.16                  | 0        | 5.152      | 14.015     |
| 10                    | 0        | 21.180     | 15.131     |

5. Discussion

The main contribution of this paper is to provide a complementary method to avoid continuous repetitions of FSI simulations to know the behavior of an idealized and simplified academic problem, which studies two leaflets inside a channel and its interaction with a surrounding flow. We propose the use of a SI model to reduce the excessive computational time required to perform many repetitions of the same design under different flow conditions. The 2D leaflets’ structure simplification is taken from the experimental case found in [42], and it considers as outputs the opening area and pressure difference of the leaflets under a pulsatile flow. For our case, the input signal is only transmitted along two directions (\( x \) and \( y \) planes) and not in three, as the experimental setup. Besides, the experimental data are averaged across all cycles to produce a single representative cycle, reducing all possible
measurement noise. On the contrary, FSI simulations are merely carried out for a single cycle; hence, noise reduction by averaging the signal was not possible.

The SI method proposed is an ARX model that uses the information retrieved by the FSI simulations of a parametric study to obtain coefficients for the transfer functions that represent the specific outputs. With the parameter vectors $\theta_{E,T}$ obtained, we create coefficient maps to observe the behavior of each one for all the cases studied. Using these coefficient fields, we employ interpolations to obtain the values for the desired conditions in the validation process. These validation parameters are selected to have two cases within the dataset and two outside the dataset. The coefficients obtained from this step are used to create the transfer functions that estimate the trend of the output without the need for conducting continuous FSI simulations. Finally, the estimation performed for the validation process proves that the closer the parameters are to the dataset, the better the agreement of the simulated signal to be compared with the FSI results. On the other side, the cases that are outside or slightly far from the conditions of the dataset obtain a less accurate estimation, which however, still follows the trend of the signal.

6. Conclusions

A first approach to simulate the output of a simple leaflet model by employing a system identification method is presented. This model uses the information from previous FSI simulations to be trained and obtain a coefficient vector, which is later used in addition to an input signal to simulate the opening area and pressure difference outputs. Despite the fact that FSI simulations are a more complete tool to study this phenomena, our model could provide complementary help to obtain results in a faster way once it is trained. This method provided accurate tracking of the trends of those outputs with no transitory behaviors, but it does not sufficiently simulate the behavior of outputs that contain transitory ones. In this way, if we consider data retrieved from FSI simulations of more realistic 3D geometries with real patient data, we could also train our ARX model to get the necessary coefficients in order to simulate the output of such scenarios. This could lead to using this supplementary method in situations where faster analysis is required in hospitals without having to wait for longer periods, as it would be by only using FSI simulations. Furthermore, speaking of clinical or practical applications, with the implementation of a moving average (ARMAX) term, which minimizes the error, we could propose a prognostic health management process. By using data from real patients, we could make a classifier that, according to the coefficients obtained in the ARMAX model, we could infer the current health status of a person. The main difference with the ARX model is that ARMAX also considers the original output for the prediction error reduction and the adjustment of the coefficients.

The parametric study presented in this paper considers FSI simulations with five variations in the elastic modulus $E$ and nine variations in the period $T$, and it is used to train the model under a small set of conditions. Additionally, the ARX model trained takes approximately 20 minutes to finish all the coefficients calculation, which represents only 0.0465% of the time used by FSI simulations. Furthermore, the data generated by the FSI simulations need a post-processing (another five minutes approximately) before we can use them in the ARX model; giving a total time of less than 25 minutes to finish the training and validation processes of all data. The validation process is conducted by using interpolation to obtain the transfer functions that represent the conditions that are not initially considered for the parametric study. The proposed ARX method is able to follow the trend with 90.14% and 92.27% of accuracy respectively for $S_v$ and $\Delta P$. The identification stage considers 45 combinations per output; whereas, for the validation part, we obtain an average accuracy of 93.31% and 83.08% for $S_v$ and $\Delta P$ for four combinations per output. The validation results show that our model is able to follow the behavior of both outputs in a better way when the conditions are inside or close to the boundaries of our training dataset conditions. Finally, a linearity test proves that the prediction error $\tilde{y}_t$ of these signals contains non-linear behavior; hence, future work includes further study of these processes through a non-linear system identification model.
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