VECTOR INTERPRETATION OF THE MATRIX ORTHOGONALITY ON THE REAL LINE
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Abstract. In this paper we study sequences of vector orthogonal polynomials. The vector orthogonality presented here provides a reinterpretation of what is known in the literature as matrix orthogonality. These systems of orthogonal polynomials satisfy three-term recurrence relations with matrix coefficients that do not obey to any type of symmetry. In this sense the vectorial reinterpretation allows us to study a non-symmetric case of the matrix orthogonality. We also prove that our systems of polynomials are indeed orthonormal with respect to a complex measure of orthogonality. Approximation problems of Hermite-Padé type are also discussed. Finally, a Markov’s type theorem is presented.

1. Introduction

In the late eighties of the last century, the following problem attracted the interest of many researchers.

When a sequence of monic polynomials, \( \{ p_n \}_{n \in \mathbb{N}} \), satisfying a recurrence relation

\[
x^N p_n(x) = c_{n,0}p_n(x) + \sum_{k=1}^{N} [c_{n,k}p_{n-k}(x) + c_{n+k,k}p_{n+k}(x)],
\]

(1)

where \( c_{n,0} (n = 0, 1, \ldots) \) is a real sequence and \( c_{n,k}, (n = 1, 2, \ldots) \) are sequences of complex numbers for \( k = 1, 2, \ldots, N \) with \( c_{n,N} \neq 0 \), is related with some kind of orthogonality?

Several authors (A. J. Durán, F. Marcellán, W. Van Assche, and S. M. Zagorodnyuk, among others) were interested on this subject. Their contributions revealed an enormous interdisciplinarity between different kinds of orthogonality (like Sobolev orthogonality, orthogonality on rays of the complex plane) and several applications, mainly quadrature formulas. From the extensive bibliography on the subject we stand out the references [1, 3, 4, 6, 9, 12, 13, 14, 15, 16, 17, 18].

In his work [3], A. J. Durán presents for the first time a Favard’s theorem for sequences of polynomials \( \{ p_n \}_{n \in \mathbb{N}} \) satisfying recurrence relations like (1). Few years later this result was reformulated by the author together with W. Van Assche in [6] where they stated the connection between sequences of matrix orthogonal polynomials and sequences of polynomials that satisfy a higher order recurrence
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relation. As an application, the authors gave an interpretation of a Sobolev discrete inner product.

In this context the authors considered a positive integer number $N$ and the operators $R_{N,m}$, $m = 0, 1, \ldots, N - 1$, defined on the linear space of polynomials, $\mathbb{P}$, by

$$R_{N,m}(p)(x) = \sum_{n=0}^{\infty} \frac{p^{(nN+m)}(0)}{(nN + m)!} x^n,$$

i.e, the operator $R_{N,m}$ takes from $p$ just those powers with remainder $m$ (modulus $N$) and then removes $x^m$ and changes $x^N$ to $x$ proving then, the following result.

**Theorem 1** ([1]). Suppose that $\{p_n\}_{n \in \mathbb{N}}$, with $\deg p_n = n$, is a sequence of polynomials satisfying a $(2N + 1)$-term recurrence relation as ([1]) and let $\{P_n\}_{n \in \mathbb{N}}$ be a matrix polynomial sequence defined by

$$P_n(x) = \begin{bmatrix} R_{N,0}(p_{nN})(x) & \cdots & R_{N,N-1}(p_{nN})(x) \\ \vdots & \ddots & \vdots \\ R_{N,0}(p_{(n+1)N-1})(x) & \cdots & R_{N,N-1}(p_{(n+1)N-1})(x) \end{bmatrix}.$$

Then, this sequence is orthonormal on the real line with respect to a positive definite matrix of measures and satisfies a three-term recurrence relation with matrix coefficients.

Conversely, suppose that $\{P_n\}_{n \in \mathbb{N}}$, with $P_n = (P_{n,j}^{m,j})_{m,j=0}^{N-1}$, is a sequence of orthonormal matrix polynomials or, equivalently, they satisfy a symmetric three-term recurrence relation with matrix coefficients. Then the scalar polynomials defined by

$$p_{nN+m}(x) = \sum_{j=0}^{N-1} x^j P_n^{m,j}(x^N) \quad (n \in \mathbb{N}, 0 \leq m \leq N - 1)$$

satisfy a $(2N + 1)$-term recurrence relation of the form ([1]).

Taking into account the current relevance of the subject our work is concerned with the analysis of higher order recurrence relations, in this case, of order $2N + 1$

$$h(x)p_n(x) = c_{n+N-1}^n p_{n+N}(x) + \sum_{k=0}^{2N-1} c_{n+N-1-k}^{n+N-1} p_{n+N-1-k}(x) \quad (2)$$

where $h$ is a polynomial of fixed degree $N$ and where $c_{n+N-1}^n, \ n \geq 0$, are real sequences for $j = n - N, \ldots, n + N - 1$ with $c_{n+N-1}^n \neq 0$ and initial conditions on $p_i$ for $i = 0, \ldots, N - 1$ are given.

We begin by pointing out that in the structure of the recurrence relation ([2]) the polynomial $h$ is a generic polynomial with fixed degree $N$ and their coefficients do not satisfy any kind of symmetry.

Our aim is to analyze this more general case by studying the sequences of polynomials satisfying such a kind of recurrence relations in order to find out what type of orthogonality is associated with them. On the other hand, as an application, we expect to obtain some known results.

Let us consider the family of vector polynomials $\mathbb{P}^N = \{ [p_1 \cdots p_N]^T : p_j \in \mathbb{P} \}$, and $M_{N \times N}(\mathbb{R})$ the set of $N \times N$ matrices with real entries. Given a polynomial $h$,
with \( \text{deg } h = N \), we can split the linear space of polynomials, \( \mathbb{P} \), using the basis
\[
\{ 1, x, \ldots, x^{N-1}, h(x), x h(x), \ldots, x^{N-1} h(x), h^2(x), x h^2(x), \ldots \}.
\] (3)

Then, let \( \{ \mathcal{P}_j \}_{j \in \mathbb{N}} \) be a sequence of vector polynomials such that \( \mathcal{P}_j(x) = (h(x))^j \mathcal{P}_0(x) \), where \( \mathcal{P}_0(x) = [1 \ x \ \cdots \ x^{N-1}]^T \), \( j \in \mathbb{N} \). Let \( \{ p_m \}_{m \in \mathbb{N}} \) be a sequence of polynomials, \( \text{deg } p_m = m \), \( m \in \mathbb{N} \). We define the associated vector polynomial sequence \( \{ \mathcal{B}_m \}_{m \in \mathbb{N}} \) by
\[
\mathcal{B}_m = [p_{mN} \ \cdots \ p_{(m+1)N-1}]^T, \ n \in \mathbb{N}.
\]

A scalar polynomial \( p_{mN+k} \) of degree \( mN + k \), with \( 0 \leq k \leq N-1 \), can be expanded in the basis 3 as follows
\[
p_{mN+k}(x) = \sum_{i=0}^{m} \sum_{j=0}^{N-1} a_{i,j} x^i h^j(x).
\]

If we consider the operator \( R_{h,N,j} \) that takes from \( p_{mN+k} \) the terms of the form \( a_{i,j} x^i h^j(x) \) and then removes the common factor \( x^i \) and change \( h(x) \) to \( x \), we get
\[
p_{mN+k}(x) = \sum_{j=0}^{N-1} x^j R_{h,N,j}(p_{mN+k})(h(x)).
\]

It is easy to see that we can write \( \mathcal{B}_m \) in the matrix form
\[
\mathcal{B}_m(x) = V_m(h(x)) \mathcal{P}_0(x),
\]
where \( V_m \) is a \( N \times N \) matrix polynomial of degree \( m \) given by
\[
V_m(h(x)) = \begin{bmatrix}
R_{h,N,0}(p_{nN}) (h(x)) & \cdots & R_{h,N,N-1}(p_{nN}) (h(x)) \\
\vdots & \ddots & \vdots \\
R_{h,N,0}(p_{(n+1)N-1}) (h(x)) & \cdots & R_{h,N,N-1}(p_{(n+1)N-1}) (h(x))
\end{bmatrix}
\]
and \( \mathcal{P}_0(x) = [1 \ x \ \cdots \ x^{N-1}]^T \). Equivalently, we can write the elements of the sequence of matrix polynomials \( \{ V_m \}_{m \in \mathbb{N}} \) in the form
\[
V_m(h(x)) = \sum_{j=0}^{m} B_j^m(h(x))^j,
\]
where \( \{ B_j^m \} \) is a family of matrices with real entries.

First we want to prove that if a sequence of scalar polynomials \( \{ p_n \}_{n \in \mathbb{N}} \) satisfies a recurrence relation like 2 then there exists a sequence of vector polynomials denoted by \( \{ \mathcal{B}_m \}_{m \in \mathbb{N}} \) and a sequence of matrix polynomials \( \{ V_m \}_{m \in \mathbb{N}} \) defined by 4 that satisfies a recurrence relation with matrix coefficients and the converse is also true.

Notice that we can rewrite 2 changing \( n \) by \( n + N - 1 \),
\[
h(x)p_{n+N-1}(x) = c_{n+2(N-1)} p_{n+2N-1}(x) + \sum_{k=0}^{2N-1} c_{n+2(N-1)-k} p_{n+2(N-1)-k}(x)
\]
and then, consider the \( N \) equations associated with 2 and 5.
A straightforward calculation yields that the above system of $N$ linear equations can be written in the matrix form

$$h(x) \begin{bmatrix} p_n(x) \\ \vdots \\ p_{n+N-1}(x) \end{bmatrix} = \begin{bmatrix} c_{n+N}^{n+N-1} & \ldots & 0 \\ \vdots & \ddots & \vdots \\ c_{n+2N-2}^{n+2N-2} & \ldots & c_{n+2N-2}^{n+2N-2} \end{bmatrix} \begin{bmatrix} p_{n+N}(x) \\ \vdots \\ p_{n+2N-1}(x) \end{bmatrix} + \begin{bmatrix} c_{n-n}^{n-N} & \ldots & c_{n-n}^{n-N} \\ \vdots & \ddots & \vdots \\ c_{n-n}^{n+2N-2} & \ldots & c_{n-n}^{n+2N-2} \end{bmatrix} \begin{bmatrix} p_n(x) \\ \vdots \\ p_{n+N-1}(x) \end{bmatrix} + \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}.$$

Introducing the change of index $n = mN$ in the above relation we get

$$h(x) B_m(x) = A_m B_{m+1}(x) + B_m B_m(x) + C_m B_{m-1}(x), \quad m \geq 1, \quad (6)$$

Similarly, if we take into consideration Theorem 1 given by A. J. Durán, and instead of using the canonical basis for the linear space of polynomials, $\mathbb{P}$, we deal with the basis $\mathbb{B}$, then we get a sequence of polynomials $\{V_m\}_{m \in \mathbb{N}}$ that satisfies the three-term recurrence relation

$$V_m(z) = A_m V_{m+1}(z) + B_m V_m(z) + C_m V_{m-1}(z), \quad m \geq 1$$

with some given initial conditions.

Notice that if we multiply this last relation by $\mathbb{P}_0$ then we obtain the recurrence relation for the sequence of vector polynomials $\{B_m\}_{m \in \mathbb{N}}$ given by (6). Finally, from (6) and taking into account the structure of the recurrence relation as well as the expression of the vector $B_m$, we get the $(2N+1)$-term recurrence relation.

**Theorem 2.** Let $\{p_n\}_{n \in \mathbb{N}}$ be a sequence of scalar polynomials, $\{B_m\}_{m \in \mathbb{N}}$ the sequence of vector polynomials with

$$B_m(x) = \left[p_{mN}(x) \, p_{mN+1}(x) \, \ldots \, p_{(m+1)N-1}(x)\right]^T,$$

and $\{V_m\}_{m \in \mathbb{N}}$ the sequence of matrix polynomials given in (6). Then, the following statements are equivalent:

(a) The sequence of scalar polynomials $\{p_n\}_{n \in \mathbb{N}}$ satisfies (6).

(b) The sequence of vector polynomials $\{B_m\}_{m \in \mathbb{N}}$ satisfies

$$h(x) B_m(x) = A_m B_{m+1}(x) + B_m B_m(x) + C_m B_{m-1}(x), \quad m \geq 1,$$

with initial conditions $B_{-1}(x) = 0_{N \times 1}$ and $B_0(x)$ given.

(c) The sequence of matrix polynomials $\{V_m\}_{m \in \mathbb{N}}$ satisfies

$$zV_m(z) = A_m V_{m+1}(z) + B_m V_m(z) + C_m V_{m-1}(z), \quad m \geq 1,$$

with initial conditions $V_{-1}(z) = 0_{N \times N}$ and $V_0(z)$ a fixed matrix.
The matrices $A_m$, $B_m$, and $C_m$ in the recurrence relations are given, respectively, by

$$
\begin{bmatrix}
(m+1)^{-1} & \cdots & 0 \\
(m+1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
C_{(m+1)N} & \cdots & C_{(m+2)N-1}
\end{bmatrix},
\begin{bmatrix}
(m+1)^{-1} & \cdots & 0 \\
(m+1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
C_{mN} & \cdots & C_{(m+2)N-1}
\end{bmatrix},
\begin{bmatrix}
(m+1)^{-1} & \cdots & 0 \\
(m+1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
C_{mN} & \cdots & C_{mN-1}
\end{bmatrix}
$$

and

$$
\begin{bmatrix}
(m+1)^{-1} & \cdots & 0 \\
(m+1) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
C_{mN} & \cdots & C_{mN-1}
\end{bmatrix}.
$$

Now we consider the sequence of matrix polynomials $\{V_m\}_{m \in \mathbb{N}}$ defined by

$$xV_m(x) = A_mV_{m+1}(x) + B_mV_m(x) + C_mV_{m-1}(x) \quad m \geq 0,$$

with initial conditions $V_{-1}(x) = 0_{N \times N}$ and $V_0(x) = I_{N \times N}.$

The first question is to know when a sequence of matrix polynomials defined by (7) is related to the matrix orthogonality.

If $C_m = A_m^T$ and $B_m$ is a positive definite matrix of measures $\widetilde{W}$ supported on the real line then the polynomials $\{V_m\}_{m \in \mathbb{N}}$ are orthonormal with respect to a left inner product, i.e.,

$$
(V_i, V_j) = \int_{\mathbb{R}} V_i(x)d\widetilde{W}(x)V_j^T(x) = \delta_{i,j}I_{N \times N}.
$$

In the last years several authors have studied analytic properties of matrix orthonormal polynomials (see for example [3, 4, 5, 7]) and their connections with the spectral theory of linear differential operators with matrix polynomials as coefficients.

In the case when neither $C_m = A_m^T$ nor $B_m$ are symmetric we cannot guarantee that the system of matrix polynomials $\{V_m\}_{m \in \mathbb{N}}$ satisfying the recurrence relation (7) is orthogonal with respect to a inner product induced by a positive definite matrix of measures $\widetilde{W}$.

In [2] the authors presented a result that characterizes the existence of a matrix of measures $\widetilde{W}$ such that the system of polynomials $\{V_m\}_{m \in \mathbb{N}}$ is orthogonal in the sense of (8). In fact, if the matrices $A_m$ and $C_m$, for $m \in \mathbb{N}$, in the recurrence relation (7), are non-singular then there exists a matrix of measures on the real line with a positive definite Hankel matrix as moment matrix such that the system of polynomials $\{V_m\}_{m \in \mathbb{N}}$ defined by (7) is orthogonal with respect to the measure $\widetilde{W}$ in the sense of (8) if and only if there exists a sequence of non-singular matrices $\{R_m\}_{m \in \mathbb{N}}$ such that the following relations hold:

- $R_mB_mR_m^{-1}$ is symmetric, $\forall m \in \mathbb{N}_0$,
- $R_m^T R_m = C_m^T \cdots C_1^T (R_0^T R_0)A_0 \cdots A_{m-1}$, $\forall m \in \mathbb{N}_0$.

In this contribution we prove that a recurrence relation (7) characterizes a different kind of orthogonality. The structure of the paper is as follows: In section 2, we present the algebraic theory of the sequences of vector polynomials. In this context, we define a vector linear functional and we introduce the concept of right and left-orthogonality with respect to this linear functional. In section 3, we present
a reinterpretation of the matrix orthogonality in terms of the vector orthogonality showing that there are two sequences of matrix orthogonal polynomials with respect to a matrix of measures, not necessarily positive definite, which are bi-orthogonal with respect to a vector linear functional. In section 4, we analyze two type Hermite-Padé approximation problems and, finally, a Markov’s type Theorem is deduced.

2. Vector orthogonality

Let \((\mathbb{P}^N)^*\) be the linear space of vector linear functionals defined on the linear space of vector polynomials with complex coefficients \(\mathbb{P}^N\), i.e., \((\mathbb{P}^N)^*\) is the dual space of \(\mathbb{P}^N\). In this space we define a vector of functionals as follows.

**Definition 1.** Let \(u^j : \mathbb{F} \to \mathbb{R}\) with \(j = 1, \ldots, N\) be linear functionals. We define the vector of functionals \(\mathcal{U} = [u^1 \cdots u^N]^T\) in \(\mathbb{P}^N\) with values in \(\mathcal{M}_{N \times N}(\mathbb{R})\), by

\[
\mathcal{U}(\mathcal{P}) := (\mathcal{U}, \mathcal{P}^T)^T = \begin{bmatrix}
\langle u^1, p_1 \rangle & \cdots & \langle u^N, p_1 \rangle \\
\vdots & \ddots & \vdots \\
\langle u^1, p_N \rangle & \cdots & \langle u^N, p_N \rangle
\end{bmatrix},
\]

where “(,)” means the symbolic product of \(\mathcal{U}\) and \(\mathcal{P}^T\).

Let \(\hat{A}(x) = \sum_{k=0}^l A_k x^k\), where \(A_k \in \mathcal{M}_{N \times N}(\mathbb{R})\), be a matrix polynomial and \(\mathcal{U}\) be a vector of linear functionals. Let us consider the vector of linear functionals, the so called left multiplication of \(\mathcal{U}\) by \(\hat{A}\), that we will denote by \(\hat{A}\mathcal{U}\), such that

\[
(\hat{A}\mathcal{U})(\mathcal{P}) := (\hat{A}\mathcal{U}, \mathcal{P}^T)^T = \sum_{k=0}^l (x^k \mathcal{U})(\mathcal{P})(A_k)^T.
\]

We will introduce the concept of sequence of vector polynomials left-orthogonal with respect to the vector of linear functionals \(\mathcal{U}\) and we will prove that \(\mathcal{U}\) is quasi-definite, i.e., there exists a unique sequence of vector polynomials, up to the multiplication on the left by a non-singular matrix, that is left-orthogonal with respect to \(\mathcal{U}\).

**Definition 2.** Let \(\{p_n\}_{n \in \mathbb{N}}\) be a sequence of scalar polynomials with \(\text{deg } p_n = n\), \(n \in \mathbb{N}\). Let \(h\) be a polynomial of fixed degree \(N\), \(\{B_m\}_{m \in \mathbb{N}}\) be a sequence of vector polynomials with \(B_m(x) = [p_{mN}(x) p_{mN+1}(x) \cdots p_{(m+1)N-1}(x)]^T\), and let \(\mathcal{U} = [u^1 \cdots u^N]^T\) be a vector of linear functionals. \(\{B_m\}_{m \in \mathbb{N}}\) is said to be left-orthogonal with respect to the vector of linear functionals \(\mathcal{U}\) if

(a) \((h^k\mathcal{U})(B_m) = 0_{N \times N}, k = 0, 1, \ldots, m - 1.\)

(b) \((h^m\mathcal{U})(B_m) = \Delta_m, m \in \mathbb{N},\) where \(\Delta_m\) is a non-singular upper triangular matrix.

We introduce the notion of moment associated with the vector of linear functionals \(\mathcal{U}\). Taking into account that \(\{\mathcal{P}_j\}_{j \in \mathbb{N}}\), with \(\mathcal{P}_j(x) = (h(x))^j\mathcal{P}_0(x)\) and \(\mathcal{P}_0(x) = [1 x \cdots x^{N-1}]^T\), is a basis in the linear space of vector polynomials \(\mathbb{P}^N\),
we denote \((x^k \mathcal{U})(\mathcal{P}_j) = \mathcal{U}_j^k\) the \(j\)-th moment associated with the vector of linear functionals \(x^k\).

The \textit{Hankel matrices} associated with \(\mathcal{U}\) are the matrices
\[
D_m = \begin{bmatrix}
\mathcal{U}_0 & \cdots & \mathcal{U}_m \\
\vdots & \ddots & \vdots \\
\mathcal{U}_m & \cdots & \mathcal{U}_{2m}
\end{bmatrix}, \quad m \in \mathbb{N},
\]
where \(\mathcal{U}_j\) are \(j\)-th moments associated with the vector of linear functionals \(\mathcal{U}\). \(\mathcal{U}\) is said to be \textit{quasi-definite} if all leading principal submatrices of \(D_m, m \in \mathbb{N}\), are non-singular.

The following result provides a necessary and sufficient condition for the existence of a sequence of vector polynomials which are left-orthogonal with respect to the vector of linear functionals \(\mathcal{U}\).

\textbf{Theorem 3.} Let \(\mathcal{U}\) be a vector of linear functionals. Then \(\mathcal{U}\) is quasi-definite if, and only if, there exists a unique sequence of vector polynomials \(\{\mathcal{B}_m\}_{m \in \mathbb{N}}\) such that \(\mathcal{B}_m = \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j\), where \(\alpha_j^m \in M_{N \times N}(\mathbb{R})\) with \(\alpha_m^m\) is non-singular lower triangular matrix and a unique sequence, \(\{\Delta_m\}_{m \in \mathbb{N}}, \) of non-singular upper triangular matrices such that \(h^k \mathcal{U} (\mathcal{B}_m) = \Delta_m \delta_{k,m}, k = 0, 1, \ldots, m, \ m \in \mathbb{N}\).

\textbf{Proof.} To prove that \(\mathcal{U}\) is quasi-definite. Let \(\{\mathcal{B}_m\}_{m \in \mathbb{N}}\) be a sequence of vector polynomials with \(\mathcal{B}_m = \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j\), where \(\alpha_j^m \in M_{N \times N}(\mathbb{R})\) and \(\{\mathcal{P}_j\}_{j \in \mathbb{N}}\) is a basis in \(\mathbb{P}^N\), such that \(\mathcal{P}_j(x) = (h(x))^j \mathcal{P}_0(x), \ \mathcal{P}_0(x) = [1, x, \ldots, x^{N-1}]^T\).

From the orthogonality conditions, the vector sequence of polynomials \(\{\mathcal{B}_m\}_{m \in \mathbb{N}}\) is left-orthogonal with respect to the vector of linear functionals \(\mathcal{U}\) if, for \(k = 0, 1, \ldots, m - 1\),
\[
(h^k \mathcal{U}) (\mathcal{B}_m) = (h^k \mathcal{U}) \left( \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j \right) = \sum_{j=0}^{m} \alpha_j^m (h^k \mathcal{U}) (\mathcal{P}_j) = 0_{N \times N},
\]
and for all \(m \in \mathbb{N}\),
\[
(h^m \mathcal{U}) (\mathcal{B}_m) = (h^m \mathcal{U}) \left( \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j \right) = \sum_{j=0}^{m} \alpha_j^m (h^m \mathcal{U}) (\mathcal{P}_j) = \Delta_m.
\]

Taking into account \((h^k \mathcal{U})(\mathcal{P}_j) = \mathcal{U}(\mathcal{P}_{j+k})\), the above conditions can be read as
\[
\begin{bmatrix}
\alpha_0^m & \alpha_1^m & \cdots & \alpha_m^m
\end{bmatrix}
\begin{bmatrix}
\mathcal{U}(\mathcal{P}_0) \\
\vdots \\
\mathcal{U}(\mathcal{P}_m)
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & \Delta_m
\end{bmatrix}. \quad (9)
\]

For \(m = 0\), in (9) we have \(\alpha_0^0 \mathcal{U}_0 = \Delta_0\). Using the non-singularity of the matrices \(\alpha_0^0\) and \(\Delta_0\), \(\mathcal{U}_0\) is a non-singular matrix. In an analog way, taking \(m = 1\) in (9), we have
\[
\begin{align*}
\left\{ \begin{array}{l}
\alpha_0^1 \mathcal{U}_0 + \alpha_1^1 \mathcal{U}_1 = 0_{N \times N} \\
\alpha_0^1 \mathcal{U}_1 + \alpha_1^1 \mathcal{U}_2 = \Delta_1,
\end{array} \right. & \quad \text{i.e.} \quad \alpha_1^1 (\mathcal{U}_2 - \mathcal{U}_1 \mathcal{U}_0^{-1} \mathcal{U}_1) = \Delta_1.
\end{align*}
\]

Since \(\Delta_1\) and \(\alpha_1^1\) are non-singular matrices then \(\det(\mathcal{U}_2 - \mathcal{U}_1 \mathcal{U}_0^{-1} \mathcal{U}_1) \neq 0\) and, as a consequence, the second leading principal submatrix is non-singular. This argument can be inductively used and we obtain that \(\mathcal{U}\) is quasi-definite.
Conversely, to find the vector sequence of polynomials such that \( \{ B_m \}_{m \in \mathbb{N}} \) with
\[ B_m = \sum_{j=0}^{m} \alpha_m^{j} P_j, \]
where \( \alpha_m^{j} \in \mathcal{M}_{N \times N}(\mathbb{R}) \) and where \( \alpha_m^{m} \) is non-singular lower triangular matrix such that \( (h^k \mathcal{U})(B_m) = \Delta_m \delta_{k,m}, \; k = 0,1,\ldots, m, \; m \in \mathbb{N}, \) is equivalent to solve
\[
\begin{bmatrix}
\alpha_0^m & \alpha_1^m & \cdots & \alpha_m^m
\end{bmatrix}
\begin{bmatrix}
\mathcal{U}(P_0) & \cdots & \mathcal{U}(P_m) \\
\vdots & \ddots & \vdots \\
\mathcal{U}(P_m) & \cdots & \mathcal{U}(P_{2m})
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & \Delta_m
\end{bmatrix}.
\]

For \( m = 0 \), we have \( \alpha_0^0 \mathcal{U}_0 = \Delta_0 \). Using the non-singularity of \( \mathcal{U}_0 \), and the decomposition \( LU \), we can find uniquely \( \alpha_0^0 \) a non-singular lower triangular matrix and \( \Delta_0 \) a non-singular upper triangular matrix such that \( \alpha_0^0 \mathcal{U}_0 = \Delta_0 \).

For \( m = 1 \) we have
\[
\begin{align*}
\alpha_0^1 \mathcal{U}_0 + \alpha_1^1 \mathcal{U}_1 &= 0_{N \times N} \\
\alpha_0^1 \mathcal{U}_1 + \alpha_1^1 \mathcal{U}_2 &= \Delta_1,
\end{align*}
\]
i.e. \( \alpha_1^1 (\mathcal{U}_2 - \mathcal{U}_1 \mathcal{U}_0^{-1} \mathcal{U}_1) = \Delta_1 \).

Again, using that the second leading principal submatrix \( \mathcal{U}_2 - \mathcal{U}_1 \mathcal{U}_0^{-1} \mathcal{U}_1 \) is non-singular and the \( LU \) decomposition we can find uniquely \( \alpha_1^1 \) a non-singular lower triangular matrix and \( \Delta_1 \) a non-singular upper triangular matrix such that \( \alpha_1^1 = (\mathcal{U}_2 - \mathcal{U}_1 \mathcal{U}_0^{-1} \mathcal{U}_1) = \Delta_1 \). We also obtain from \( \alpha_0^1 \mathcal{U}_0 + \alpha_1^1 \mathcal{U}_1 = 0_{N \times N} \), uniquely the matrix \( \alpha_0^0 \). This argument can be inductively used and we obtain the stated result. \( \square \)

**Theorem 4.** Let \( \mathcal{U} \) be a quasi-definite vector of linear functionals and let \( \{ B_m \}_{m \in \mathbb{N}} \) be a sequence of vector polynomials. Then, the following statements are equivalent:

(a) The vector sequence of polynomials \( \{ B_m \}_{m \in \mathbb{N}} \) is left-orthogonal with respect to the vector of linear functionals \( \mathcal{U} \), i.e.,
\[
(h^k \mathcal{U})(B_m) = \Delta_m \delta_{k,m}, \quad k = 0,1,\ldots, m, \; m \in \mathbb{N},
\]
with \( \Delta_m \) a non-singular \( N \times N \) upper triangular matrix given by
\[
\Delta_m = C_m \cdots C_1 \Delta_0, \quad m \geq 1,
\]
where \( \Delta_0 \) is a \( N \times N \) non-singular matrix and \( \{ C_m \}_{m \in \mathbb{N}} \) is a sequence of non-singular upper triangular matrices.

(b) There exist sequences of \( N \times N \) matrices, by \( \{ A_m \}_{m \in \mathbb{N}} \), \( \{ B_m \}_{m \in \mathbb{N}} \), and \( \{ C_m \}_{m \in \mathbb{N}} \) with \( C_m \) a non-singular upper triangular matrix, such that
\[
h(x)B_m(x) = A_m B_{m+1}(x) + B_m B_{m}(x) + C_m B_{m-1}(x), \quad m \geq 1,
\]
with \( B_{-1}(x) = 0_{N \times 1} \) and \( B_0(x) = P_0(x) \), where \( P_0(x) = [1 \; x \; \cdots \; x^{N-1}]^T \).

**Proof.** To prove (a) \( \Rightarrow \) (b), first we consider the polynomial \( hB_m \), and then we take into account that \( hB_m \) is a polynomial of degree \( m + 1 \) that can be written
\[
h(x)B_m(x) = \sum_{k=0}^{m+1} A_k^{m} B_k(x), \; A_k^{m} \in \mathcal{M}_{N \times N}(\mathbb{R}).
\]
We will prove that \( A_k^{m} = 0_{N \times N}, \) for \( k = 0,1,\ldots, m - 2 \). Indeed, if we apply the vector of functionals \( \mathcal{U} \) to both sides of (12) then we get \( A_0^{m} = 0_{N \times N} \).
Thus we can rewrite (12)

\[ h(x)B_m(x) = \sum_{k=1}^{m+1} A_k^m B_k(x). \]  

Again, by applying the vector of functionals \( \mathcal{U} \) to both sides of (13) we obtain

\[ A_1^m = 0_{N \times N}. \]

Iterating this procedure, i.e., first by multiplying by \( h^2 \), afterwards by \( h^3 \) and then, successively, applying \( \mathcal{U} \) we get

\[ A_k^m = 0_{N \times N}, \quad \text{for} \quad k = 0, 1, \ldots, m - 2. \]

Thus, we can rewrite (12)

\[ h(x)B_m(x) = A_{m-1}^m B_{m-1}(x) + A_m^m B_m(x) + A_{m+1}^m B_{m+1}(x). \]  

If we multiply (14) by \( h^{-1} \) and we apply the vector of linear functionals \( \mathcal{U} \) then we obtain

\[ A_{m-1}^m = (h^m \mathcal{U})(B_m) \left( (h^{m-1} \mathcal{U})(B_{m-1}) \right)^{-1} = \Delta_m \Delta_{m-1}^{-1} m \geq 1. \]

Using the same technique we obtain

\[ A_m^m = \left[ (h^{m+1} \mathcal{U})(B_m) - A_{m-1}^m (h^m \mathcal{U})(B_{m-1}) \right] \left( (h^m \mathcal{U})(B_m) \right)^{-1} \]

and

\[ A_{m+1}^m = \left[ (h^{m+2} \mathcal{U})(B_m) - A_{m-1}^m (h^{m+1} \mathcal{U})(B_{m-1}) - A_m^m (h^m \mathcal{U})(B_m) \right] \Delta_{m+1}^{-1}. \]

The comparison with the coefficients in (11) yields the following explicit expressions for the coefficients in the recurrence relation:

\[ A_m = \left[ (h^{m+2} \mathcal{U})(B_m) - A_{m-1}^m (h^{m+1} \mathcal{U})(B_{m-1}) - A_m^m (h^m \mathcal{U})(B_m) \right] \Delta_{m+1}^{-1}, \]

\[ B_m = \left[ (h^{m+1} \mathcal{U})(B_m) - A_{m-1}^m (h^{m} \mathcal{U})(B_{m-1}) \right] \Delta_{m+1}^{-1}, \]

\[ C_m = \Delta_m \Delta_{m-1}^{-1}. \]

To prove (b) \( \Rightarrow \) (a), we must start by constructing a vector of linear functionals \( \mathcal{U} \), which is defined from the sequence of moments \( \{U_m \}_{m \in \mathbb{N}} \) using

\[ \mathcal{U}(B_0) = \Delta_0, \quad \mathcal{U}(B_m) = 0_{N \times N}, \quad m \geq 1, \]  

where \( \Delta_0 \) is a non-singular upper triangular matrix. Since \( \{\mathcal{P}_j\}_{j \in \mathbb{N}} \) with

\[ \mathcal{P}_j(x) = (h(x))^j \mathcal{P}_0(x) \quad \text{and} \quad \mathcal{P}_0(x) = \left[ 1 \ x \ \cdots \ x^{N-1} \right]^T, \]

is a basis for \( \mathbb{P}^N \), then there exists a unique family of matrices \( \gamma_j^m \in M_{N \times N}(\mathbb{R}) \) such that the vector of polynomials \( B_m \) can be written \( B_m(x) = \sum_{j=0}^{m} \gamma_j^m \mathcal{P}_j(x) \). Thus,

- For \( m = 0 \), \( \mathcal{U}(B_0) = \gamma_0^0 \mathcal{U}(\mathcal{P}_0) \), i.e., \( \mathcal{U}_0 = (\gamma_0^0)^{-1} \Delta_0. \)
- For \( m = 1 \), \( \mathcal{U}(B_1) = \sum_{j=0}^{1} \gamma_j^1 \mathcal{U}(\mathcal{P}_j) \), i.e., \( \mathcal{U}_1 = (\gamma_1^1)^{-1} \gamma_0^1 \mathcal{U}_0. \)
- For \( m = 2 \), \( \mathcal{U}(B_2) = \sum_{j=0}^{2} \gamma_j^2 \mathcal{U}(\mathcal{P}_j) \), i.e., \( \mathcal{U}_2 = -\sum_{j=0}^{1} (\gamma_2^1)^{-1} \gamma_j^2 \mathcal{U}_j. \)
For \( m \geq 3 \), we have
\[
U_m = - \sum_{j=0}^{m-1} (\gamma_j^m)^{-1} \gamma_j^m U_j.
\]

First, we will prove that for \( U \) defined as above, we have
\[
(h^k U)(B_m) = 0_{N \times N}, \quad m \geq k + 1.
\]

To prove it, we apply \( U \) in the recurrence relation:
\[
U(hB_m) = A_m U(B_{m+1}) + B_m U(B_m) + C_m U(B_{m-1}) = 0_{N \times N}, \quad m \geq 2.
\]

Again, if we multiply both sides of the recurrence relation by \( h \), then we obtain
\[
h^2(x)B_m(x) = h(x)A_m B_{m+1}(x) + h(x)B_m B_m(x) + h(x)C_m B_{m-1}(x),
\]
and, as a consequence, by applying \( U \) in the last relation, we have for \( m \geq 3 \)
\[
(h^2 U)(B_m) = A_m (hU)(B_{m+1}) + B_m (hU)(B_m) + C_m (hU)(B_{m-1}) = 0_{N \times N}.
\]

Proceeding in a similar way we get
\[
(h^k U)(B_m) = 0_{N \times N}, \quad m \geq k + 1, \quad \text{i.e.,} \quad (h^k U)(B_m) = 0_{N \times N}, \quad k = 0, 1, \ldots, m - 1.
\]

For \( k = m \), we have
\[
(h^m U)(B_m) = A_m (h^{m-1} U)(B_{m+1}) + B_m (h^{m-1} U)(B_m) + C_m (h^{m-1} U)(B_{m-1}),
\]
and so
\[
(h^m U)(B_m) = C_m (h^{m-1} U)(B_{m-1}) = C_m C_{m-1} \cdots C_1 \Delta_0, \quad m \geq 1.
\]

Therefore, the moments associated with the vector of linear functionals \( U \) are uniquely determined from (15). Thus, we obtain the orthogonality conditions (10). Hence, the result follows.

Next we will introduce the concept of right-orthogonality with respect to a vector of linear functionals and, afterwards, we will show how the right and left vector orthogonality are connected.

**Definition 3.** Let \( U = \begin{bmatrix} u^1 & \cdots & u^N \end{bmatrix}^T \) be a vector of linear functionals and let consider a sequence of matrix polynomials \( \{G_m\}_{m \in \mathbb{N}} \). \( \{G_m\}_{m \in \mathbb{N}} \) is said to be right-orthogonal with respect to the vector of linear functionals \( U \) if

(a) \( \deg G_m = m \),

(b) \( G_m^T(h(x))U(P_j) = 0_{N \times N}, \quad j = 0, 1, \ldots, m - 1 \),

(c) \( G_m^T(h(x))U(P_m) = \Theta_m, \quad m \in \mathbb{N} \), where \( \Theta_m \) is a non-singular lower triangular matrix.

Concerning the right-orthogonality we obtain some analog results to those we found for left-orthogonality. For example, the matrix right-orthogonal polynomial sequence is uniquely defined up to a multiplication on the right by a non-singular matrix and the vector of linear functionals \( U \) is quasi-definite with respect to the right-orthogonality. We will present these results but we shall skip the proofs since the techniques are the same as used in the left-orthogonality case.

**Theorem 5.** Let \( U \) be a vector of linear functionals. Then, \( U \) is quasi-definite if and only if there exists a sequence matrix polynomials \( \{G_m\}_{m \in \mathbb{N}} \), with \( G_m(h(x)) = \)
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\[ \sum_{j=0}^{m} \beta_j^n (h(x))^j, \text{ for } \beta_j^n \in M_{N \times N}(\mathbb{R}) \text{ where } \beta_j^n \text{ is non-singular upper triangular matrix and there exists a sequence of non-singular lower triangular matrices, } \{\Theta_m\}_{m \in \mathbb{N}}, \text{ such that} \]

\[ (G_m^T(h(x))\mathcal{U})(\mathcal{P}_m) = \Theta_m \delta_j, m = 0, 1, \ldots, m - 1, m \in \mathbb{N}. \]

Moreover,

\[ G_m = \begin{bmatrix} 1 & h & \cdots & h^m \end{bmatrix} \begin{bmatrix} \mathcal{U}(\mathcal{P}_0) & \cdots & \mathcal{U}(\mathcal{P}_m) \\ \vdots & \ddots & \vdots \\ \mathcal{U}(\mathcal{P}_m) & \cdots & \mathcal{U}(\mathcal{P}_{2m}) \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ \vdots \\ \Theta_m \end{bmatrix}. \quad (16) \]

**Theorem 6.** Let \( \mathcal{U} \) be a vector of linear functionals and let \( \{G_m\}_{m \in \mathbb{N}} \) be a sequence of matrix polynomials. Then, the following statements are equivalent:

(a) The sequence of matrix polynomials \( \{G_m\}_{m \in \mathbb{N}} \) is right-orthogonal with respect to the vector of linear functionals \( \mathcal{U} \), i.e.,

\[ (G_m^T(h(x))\mathcal{U})(\mathcal{P}_j) = 0_{N \times N}, \quad j = 0, 1, \ldots, m - 1, \]

\[ (G_m^T(h(x))\mathcal{U})(\mathcal{P}_m) = \Theta_m, \quad m \in \mathbb{N}, \]

where \( \Theta_m \) is a non-singular lower triangular matrix.

(b) There exist sequences of \( N \times N \) matrices, \( \{D_m\}_{m \in \mathbb{N}}, \{E_m\}_{m \in \mathbb{N}}, \) and \( \{F_m\}_{m \in \mathbb{N}} \) with \( F_m \) a non-singular lower triangular matrix, such that

\[ h(x)G_m(h(x)) = G_{m+1}(h(x))D_m + G_m(h(x))E_m + G_{m-1}(h(x))F_m, \quad m \geq 1, \]

with \( G_{-1}(x) = 0_{N \times N} \) and \( G_0(x) = I_{N \times N} \).

To show the connection between right and left vector orthogonality we will introduce some concepts on **duality theory**. We denote by \( \mathbb{P}^* \) the dual space of \( \mathbb{P} \), i.e., the vector space of complex valued linear functionals defined on \( \mathbb{P} \).

Let \( \{p_m\}_{m \in \mathbb{N}} \) be a sequence of scalar monic polynomials. The sequence of linear functionals \( \{L_n\}_{n \in \mathbb{N}} \), where \( L_n \in \mathbb{P}^* \) is said to be its dual sequence if \( L_n(p_m) = \delta_{m,n}, \quad m, n \in \mathbb{N} \), where \( \delta_{m,n} \) is the Kronecker delta.

Let \( \{L_n\}_{n \in \mathbb{N}} \) be a sequence of linear functionals. The vector sequence of linear functionals \( \{L_n\}_{n \in \mathbb{N}} \) given by

\[ L_n = [L_{nN} \cdots L_{(n+1)N-1}]^T, \quad n \in \mathbb{N}, \]

is said to be the vector sequence of linear functionals associated with \( \{L_n\}_{n \in \mathbb{N}} \).

Taking into account Definition 3 we get

\[ L_n(\mathcal{B}_m) = \begin{bmatrix} L_{nN}(p_{mN}) & \cdots & L_{(n+1)N-1}(p_{mN}) \\ \vdots & \ddots & \vdots \\ L_{nN}(p_{(m+1)N-1}) & \cdots & L_{(n+1)N-1}(p_{(m+1)N-1}) \end{bmatrix} = I_{N \times N} \delta_{m,n}. \]

**Definition 4.** Let \( \{\mathcal{B}_m\}_{m \in \mathbb{N}} \) be a vector sequence of polynomials. The vector sequence of linear functionals \( \{L_n\}_{n \in \mathbb{N}} \) is said to be its dual vector sequence if

\[ L_n(\mathcal{B}_m) = I_{N \times N} \delta_{m,n}; \quad n, m \in \mathbb{N}. \]

The next two results give the connection between right and left vector orthogonality through the equivalent conditions of these two types of vector orthogonality.
**Definition 5.** Let $\mathcal{U}$ be a vector of linear functionals. We denote by $\hat{\mathcal{U}}$, the normalized vector of linear functionals associated with $\mathcal{U}$, $\hat{\mathcal{U}} = ((\mathcal{U}(\mathcal{P}_0))^{-1})^T \mathcal{U}$, where $\mathcal{P}_0(x) = [1, x, \cdots, x^{N-1}]^T$.

Furthermore, from this definition we have

$$\hat{\mathcal{U}}(\mathcal{P}_0) = ((\mathcal{U}(\mathcal{P}_0))^{-1})^T \mathcal{U}(\mathcal{P}_0) = \mathcal{U}(\mathcal{P}_0)(\mathcal{U}(\mathcal{P}_0))^{-1} = I_{N \times N}.$$ 

**Theorem 7.** Let $\mathcal{U}$ be a quasi-definite vector of linear functionals, $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ be a sequence of vector polynomials, and let $\{\mathcal{L}_n\}_{n \in \mathbb{N}}$ be its dual vector sequence. Then, the following statements are equivalent:

(a) $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ is left-orthogonal with respect to $\mathcal{U}$.
(b) There exist sequences of $N \times N$ matrices, $\{A_m\}_{m \in \mathbb{N}}, \{B_m\}_{m \in \mathbb{N}},$ and $\{C_m\}_{m \in \mathbb{N}}$ with $C_m$ a non-singular upper triangular matrix, such that $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ satisfies the three-term recurrence relation

$$h(x)\mathcal{B}_m(x) = A_m \mathcal{B}_{m+1}(x) + B_m \mathcal{B}_m(x) + C_m \mathcal{B}_{m-1}(x), \quad m \geq 1 \tag{17}$$

with $\mathcal{B}_{-1}(x) = 0_{1 \times N}$ and $\mathcal{B}_0(x) = \mathcal{P}_0(x)$, where $\mathcal{P}_0(x) = [1, x, \cdots, x^{N-1}]^T$.
(c) There exist sequences of $N \times N$ matrices, $\{A_n\}_{n \in \mathbb{N}}, \{B_n\}_{n \in \mathbb{N}},$ and $\{C_n\}_{n \in \mathbb{N}}$, with $C_{n+1}$ a non-singular matrix, such that $\{\mathcal{L}_n\}_{n \in \mathbb{N}}$ is defined by the three-term recurrence relation

$$h(x)\mathcal{L}_n = (C_{n+1})^T \mathcal{L}_{n+1} + (B_n)^T \mathcal{L}_n + (A_{n-1})^T \mathcal{L}_{n-1}, \quad n \geq 1, \tag{18}$$

where $\mathcal{L}_0 = ((\mathcal{U}(\mathcal{P}_0))^{-1})^T \mathcal{U}$, $L_1 = (C_1^T)^{-1}(h(x)I - (B_0)^T)(\mathcal{U}(\mathcal{P}_0))^{-1} \mathcal{U}$.
(d) There exist matrix polynomials $G_n(h(x))$ with $G_n(h(x)) = \sum_{j=0}^{n} \beta_n^j(h(x))^j$, where $\beta_n^j$ is a non-singular matrix, such that the elements in the dual vector basis $\{\mathcal{L}_n\}_{n \in \mathbb{N}}$ can be written in terms of the vector of linear functionals $\mathcal{U}$ as follows

$$\mathcal{L}_n = (G_n(h(x)))^T \mathcal{U}, \quad n \in \mathbb{N}. \tag{19}$$

(e) The sequence of matrix polynomials $\{G_n\}_{n \in \mathbb{N}}$ defined by (19) satisfies

$$h(x)G_n(h(x)) = G_{n-1}(h(x))A_n - 1 + G_n(h(x))B_n + G_{n+1}(h(x))C_{n+1}, \quad n \geq 1, \tag{20}$$

with initial conditions $G_{-1}(h(x)) = 0_{N \times N}$ and $G_0(h(x)) = \mathcal{U}(\mathcal{P}_0)^{-1}$.
(f) The sequence of matrix polynomials $\{G_n\}_{n \in \mathbb{N}}$ defined by (19) is right-orthogonal with respect to the normalized vector of linear functionals $\hat{\mathcal{U}}$.

**Proof.** We will prove this theorem according to the following scheme:

(a) $\iff$ (b), (e) $\iff$ (f), (b) $\iff$ (c), (c) $\implies$ (d), (d) $\implies$ (e), and (e) $\implies$ (c).

The proofs of (a) $\iff$ (b) and (e) $\iff$ (f) follow immediately from Theorems 4 and 6. We start by proving that (b) $\implies$ (c). Let

$$h(x)\mathcal{L}_n = \sum_{j=0}^{n+1} \beta_n^j \mathcal{L}_j, \quad \text{where} \quad (\beta_n^j)^T = (h(x)\mathcal{L}_n)(\mathcal{B}_j) = \mathcal{L}_n(h(x)\mathcal{B}_j), \quad j \in \mathbb{N}.$$
Applying the vector of linear functionals $L_n$ in both sides of the three-term recurrence relation satisfied by $\{B_k\}_{k \in \mathbb{N}}$, we have

$$\left(\beta^m\right)^T = A_kL_n(B_{k+1}) + B_kL_n(B_k) + C_kL_n(B_{k-1})$$

$$= \begin{cases} A_{n-1}, & j = n - 1, \\ B_n, & j = n, \\ C_{n+1}, & j = n + 1, \\ 0_{N \times N}, & j \neq n - 1, n, n + 1, \end{cases}$$

i.e., $\beta^m_{n-1} = A^T_{n-1}, \beta^m_n = B^T_n$, and $\beta^m_{n+1} = C^T_{n+1}$. Thus the three-term recurrence relation satisfied by $m$ then it is also true for $p$.

To prove that $(c) \Rightarrow (b)$, let $hB_m = \sum_{j=0}^{m+1} \gamma^m_j B_j, \gamma^m_j \in M_{N \times N}(\mathbb{R})$. Applying the vector linear functional $L_n$ in both sides of the last relation, we get $hL_n(B_m) = \sum_{j=0}^{m+1} \gamma^m_j L_n(B_j) = \gamma^m_n$. Now, from our hypotheses, we have

$$\gamma^m_n = L_{n+1}(B_m)C_{n+1} + L_n(B_m)B_n + L_{n-1}(B_m)A_{n-1}$$

$$= \begin{cases} C_m, & n = m - 1, \\ B_n, & n = m, \\ A_m, & n = m + 1, \\ 0_{N \times N}, & n \neq m - 1, m, m + 1. \end{cases}$$

So, (17) holds.

To prove $(c) \Rightarrow (d)$ we will show by induction that $\{L_n\}_{n \in \mathbb{N}}$ has the following representation $L_n = (G_n(h(x)))^T \mathcal{U}, n \in \mathbb{N}$. For $n = 0$, we have that $L_0 = ((\mathcal{U})(P_0))^T \mathcal{U}$. Now, let us assume that the statement holds for $k = 0, 1, \ldots, p$, i.e., $L_k = (G_k(h(x)))^T \mathcal{U}$ with $\deg G_k = k, k = 1, \ldots, p$. We will show that it is also true for $k = p + 1$, i.e., $L_{p+1} = (G_{p+1}(h(x)))^T \mathcal{U}, p \in \mathbb{N}$. Considering the three-term recurrence relation satisfied by $\{L_p\}_{p \in \mathbb{N}}$ and taking into account the hypothesis of induction, we have

$$L_{p+1} = (C_{p+1})^{-T} \left[ (h(x)I - (B_p^T)G_p(h(x))) - (A_{p-1})^T G_{p-1}(h(x)) \right] \mathcal{U}$$

$$= \left[ (G_p(h(x))^T ((h(x)I - (B_p)) - G_{p-1}(h(x))A_{p-1}))C_{p+1}^{-1} \right]^T \mathcal{U}.$$
Applying this relation to $\mathcal{B}_k$ we get
\[
(h(x)G_n^T(h(x)))\mathcal{U}(\mathcal{B}_k) = \sum_{j=0}^{n+1} (a_j^m G_j^T(h(x)))\mathcal{U}(\mathcal{B}_k).
\]
Since, $\mathcal{L}_n = (G_n(h(x)))^T\mathcal{U}$, \quad $n \in \mathbb{N}$,
\[
\mathcal{L}_n(h(x)\mathcal{B}_k) = \sum_{j=0}^{n+1} \mathcal{L}_j(\mathcal{B}_k)(a_j^m)^T = (a_k^m)^T.
\]
Using (17) in (21) we get
\[
(a_k^m)^T = C_k \mathcal{L}_n(\mathcal{B}_{k-1}) + B_k \mathcal{L}_n(\mathcal{B}_k) + A_k \mathcal{L}_n(\mathcal{B}_{k+1})
\]
\[
= \begin{cases} 
A_{n-1}, & k = n - 1, \\
B_n, & k = n, \\
C_{n+1}, & k = n + 1, \\
0_{N \times N}, & k \neq n - 1, n, n + 1.
\end{cases}
\]
Thus, $\{G_n\}_{n \in \mathbb{N}}$ satisfies
\[
h(x)G_n(h(x)) = G_{n-1}(h(x))A_{n-1} + G_n(h(x))B_n + G_{n+1}(h(x))C_{n+1}.
\]
Finally, to prove that (c) $\Rightarrow$ (c), we must take the transpose in the recurrence relation (20) and, then, multiply on the right by $\mathcal{U}$ both sides of the resulting equation. Thus (18) follows. 

Theorem 8. Let $\mathcal{U}$ be a quasi-definite vector of linear functionals, $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ be a sequence of vector polynomials and $\{G_n\}_{n \in \mathbb{N}}$ defined by (16). Then, $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ and $\{G_n\}_{n \in \mathbb{N}}$ are bi-orthogonal with respect to $\mathcal{U}$, i.e.,
\[
((G_n(h(x)))^T \mathcal{U}) (\mathcal{B}_m) = I_{N \times N} \delta_{n,m}, \quad n, \quad m \in \mathbb{N},
\]
if and only if $\Delta_m = (\beta_m^m)^{-1}$ and $\Omega_m = (\alpha_m^m)^{-1}$.
As a consequence, the dual sequence $\{\mathcal{L}_n\}_{n \in \mathbb{N}}$ associated with $\{\mathcal{B}_m\}_{m \in \mathbb{N}}$ is given by $\mathcal{L}_n = (G_n(h(x)))^T \mathcal{U}$, \quad $n \in \mathbb{N}$.

Proof. There exists a unique family of matrices $(\alpha_j^m) \subset \mathcal{M}_{N \times N}(\mathbb{R})$ such that $\mathcal{B}_m = \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j$, where $\alpha_m^m$ is a non-singular matrix. Hence,
\[
(G_n^T(h(x))\mathcal{U})(\mathcal{B}_m) = (G_n^T(h(x))\mathcal{U})\left( \sum_{j=0}^{m} \alpha_j^m \mathcal{P}_j \right) = \sum_{j=0}^{m} \alpha_j^m (G_n^T(h(x))\mathcal{U})(\mathcal{P}_j).
\]
Since $\{G_n\}_{n \in \mathbb{N}}$ is right-orthogonal with respect to $\mathcal{U}$ then
\[
(G_n^T(h(x))\mathcal{U})(\mathcal{B}_m) = \begin{cases} 
\alpha_m^m \Theta_m, & m = n \\
0_{N \times N}, & m > n.
\end{cases}
\]
Thus, $G_n^T(h(x))\mathcal{U}(\mathcal{B}_m) = I_{N \times N}$ if and only if $\alpha_m^m \Theta_m = I_{N \times N}$, i.e., $\Theta_m = (\alpha_m^m)^{-1}$.
Now, let us consider
\[
(G_n^T(h(x))\mathcal{U})(\mathcal{B}_m) = \left( \sum_{j=0}^{n} \beta_j^n (h(x))^j \right)^T \mathcal{U} \mathcal{B}_m = \sum_{j=0}^{n} (h(x)^j \mathcal{U})(\mathcal{B}_m) \beta_j^n.
\]
As above, since \( \{B_m\}_{m \in \mathbb{N}} \) is left-orthogonal with respect to \( U \) then

\[
(G^T_n(h(x))U)(B_m) = \begin{cases} 
\Delta_m \beta_m^m, & m = n \\
0_{N \times N}, & m > n.
\end{cases}
\]

So, \( (G^T_n(h(x))U)(B_m) = I_{N \times N} \) if and only if \( \Delta_m = (\beta_m^m)^{-1} \).

To conclude this section notice that Theorems 2 and 7 suggest that the sequences of matrix polynomials \( \{V_m\}_{m \in \mathbb{N}} \) is orthogonal with respect to some matrix of measures. As a consequence of Theorem 7, the sequence of matrix polynomials \( \{G_m\}_{m \in \mathbb{N}} \) should also be orthogonal in the matrix sense. Finally, Theorem 8 suggests that the sequences of matrix polynomials \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) should be bi-orthogonal to each order, as we will prove in the next section.

3. THE CONNECTION BETWEEN VECTOR AND MATRIX ORTHOGONALITY

In this section we show how the vector and matrix orthogonality are connected when a special case of the matrix orthogonality is considered. In this sense, if the sequences \( \{G_n\}_{n \in \mathbb{N}} \) and \( \{B_m\}_{m \in \mathbb{N}} \) are bi-orthogonal with respect to the vector of linear functionals \( U \), then the sequences of matrix polynomials \( \{G_n\}_{n \in \mathbb{N}} \) and \( \{V_m\}_{m \in \mathbb{N}} \) are bi-orthogonal with respect to a complex matrix of measures.

**Definition 6.** Let \( U \) be a vector of linear functionals. We define the generalized Markov matrix function, \( \mathcal{F} \), associated with \( U \) by

\[
\mathcal{F}(z) := U_x \left( \frac{P_0(x)}{z - h(x)} \right) = \begin{bmatrix}
\langle u^1_2, z - h(x) \rangle & \cdots & \langle u^N_2, z - h(x) \rangle \\
\vdots & \ddots & \vdots \\
\langle u^1_2, z^{N-1} - h(x) \rangle & \cdots & \langle u^N_2, z^{N-1} - h(x) \rangle
\end{bmatrix},
\]

with \( z \) such that \( |h(x)| < |z| \) for every \( x \in L \) where \( L = \cup_{j=1}^{\sup \{ u^j_2 \}} \). Here \( U_x \) represents the action of \( U \) on the variable \( x \) and \( P_0(x) = [1 \; x \; \cdots \; x^{N-1}]^T \).

**Theorem 9.** Let \( U \) be a quasi-definite vector of linear functionals and let \( \mathcal{F} \) be its generalized Markov matrix function. Then, the following statements are equivalent:

a) The sequences \( \{G_n\}_{n \in \mathbb{N}} \) and \( \{B_m\}_{m \in \mathbb{N}} \) are bi-orthogonal with respect to \( U \), i.e.

\[
((G_n(h(x)))^T U_x)(B_m) = I_{N \times N} \delta_{n,m}, \quad n, m \in \mathbb{N}.
\]

b) The sequences \( \{G_n\}_{n \in \mathbb{N}} \) and \( \{V_m\}_{m \in \mathbb{N}} \), where \( B_m(z) = V_m(h(z))P_0(z) \), are bi-orthogonal with respect to \( \mathcal{F} \), i.e.,

\[
\frac{1}{2\pi i} \int_C V_m(z)\mathcal{F}(z)G_n(z)dz = I_{N \times N} \delta_{n,m}, \quad n, m \in \mathbb{N}.
\]

where \( C \) is a closed path in \( \{ z \in C : |z| > |h(x)|, x \in L \} \).

**Proof.** Taking into account that

\[
V_m(z)\mathcal{F}(z)G_n(z) = \left( \frac{V_m(z)P_0(x)}{z - h(x)} \right) U_x^T G_n(z) = \left( (G_n(z))^T U_x \right) \left( \frac{V_m(z)P_0(x)}{z - h(x)} \right),
\]

we have

\[
\frac{1}{2\pi i} \int_C V_m(z)\mathcal{F}(z)G_n(z)dz = \frac{1}{2\pi i} \int_C \left( (G_n(z))^T U_x \right) \left( \frac{V_m(z)P_0(x)}{z - h(x)} \right) dz.
\]
Because of \( G_n, V_m, \) and \( P_0 \) are analytic functions, according to the Cauchy integral formula we have

\[
\frac{1}{2\pi i} \int_C \left( (G_n(z))T \right. \left. \mathcal{U}_x \right) \left( \frac{V_m(z)}{z - h(x)} \right) dz = \left( (G_n(h(x)))T \right. \left. \mathcal{U}_x \right) (V_m(h(x))P_0(x)),
\]

and, as a consequence, for all \( n, m \in \mathbb{N} \)

\[
\frac{1}{2\pi i} \int_C V_m(z)\mathcal{F}(z)G_n(z)dz = \left( (G_n(h(x)))T \right. \left. \mathcal{U}_x \right) (\mathcal{B}_m(x)) = I_{N \times N} \delta_{n,m}.
\]

Thus the statement follows. \( \square \)

The last theorem tells us that \( \{ \mathcal{B}_m \}_{m \in \mathbb{N}} \) is a sequence of vector polynomials left-orthogonal with respect to \( \mathcal{U} \) if and only if \( \{ V_m \}_{m \in \mathbb{N}} \) associated with \( \{ \mathcal{B}_m \}_{m \in \mathbb{N}} \) is left-orthogonal with respect to \( \mathcal{F} \). Also, \( \{ G_m \}_{m \in \mathbb{N}} \) is a sequence matrix polynomials right-orthogonal with respect to \( \mathcal{U} \) if and only if \( \{ G_m \}_{m \in \mathbb{N}} \) is right-orthogonal with respect to \( \mathcal{F} \).

It is important to recall now that the definition of \( \mathcal{F} \) shows us that we only need \( N \) linear functionals to describe the matrix orthogonality. Usually, to describe the matrix orthogonality, \( (1 + N)N/2 \) measures are needed (see, for example [3, 4, 6]).

As we have already referred in the introduction, we need to know when a sequence of matrix polynomials defined by a recurrence relation (7) is related to some kind of matrix orthogonality. Partial answers were given to this problem, but no complete answer was given as far as we know. To do that, we start by considering a \( N \times N \) matrix of measures \( W \) that is not necessarily positive definite in \( \mathbb{R} \), and such that there exist matrix sequences \( \{ V_m \}_{m \in \mathbb{N}} \) and \( \{ G_m \}_{m \in \mathbb{N}} \), orthogonal with respect to \( W \) in the following sense

\[
\int_{\mathbb{R}} V_m(x)dW(x)x^k = \Omega^1_{m} \delta_{k,m}, \quad k, m \geq 0, \quad (23)
\]

\[
\int_{\mathbb{R}} x^k dW(x)G_m(x) = \Omega^2_{m} \delta_{k,m}, \quad k, m \geq 0, \quad (24)
\]

where \( \Omega^1_{m} \) is a non-singular upper triangular matrix, \( \Omega^2_{m} \) is a non-singular lower triangular matrix, and \( \delta_{k,m} \) is the Kronecker delta.

\( V_m \) and \( G_m \) are matrix polynomials of degree \( m \) with non-singular leading coefficients and they are defined up to the multiplication on the left or on the right by a unitary matrix, respectively. The matrix sequences \( \{ V_m \}_{m \in \mathbb{N}} \) (respectively, \( \{ G_m \}_{m \in \mathbb{N}} \)) satisfying (23) (respectively, (24)) are said to be the left-orthogonal matrix polynomial sequence (respectively, right-orthogonal matrix polynomial sequence), with respect to the matrix of measures \( W \).

Usually, in the theory of matrix orthogonal polynomials there are only references to the left-orthogonality. The reason is that the authors deal only with orthogonality with respect to a positive definite matrix of measures, that allows us to say that left and right orthogonality are, essentially, the same. Very few authors have emphasized this difference (see, for instance, [10]).

The moments of the matrix measure \( W \) are given by \( N \times N \) matrices

\[
S_k = \int_{\mathbb{R}} x^kdW(x), \quad k = 0, 1, \ldots
\]
From the orthogonality conditions it follows that the sequences \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) satisfy three-term matrix recurrence relations. It is not so obvious to prove the converse result, i.e. if a sequence of matrix polynomials is defined by a recurrence relation (7) or (20), then there exists a matrix of measures \( W \), not necessarily positive definite, such this sequence is left or right-orthogonal with respect to \( W \).

The following result proves this equivalence with respect to the left-orthogonality and gives an extension of the Favard’s theorem in the matrix case.

**Theorem 10.** Let \( \{V_m\}_{m \in \mathbb{N}} \) be a sequence of matrix polynomials. Then, the following statements are equivalent:

(a) The sequence \( \{V_m\}_{m \in \mathbb{N}} \) is left-orthogonal with respect to matrix of measures \( W \).

(b) There are sequences of scalar matrices \( \{A_m\}_{m \in \mathbb{N}}, \{B_m\}_{m \in \mathbb{N}} \) and \( \{C_m\}_{m \in \mathbb{N}} \), with \( A_m \) lower-triangular, and \( C_m+1 \) upper-triangular, non-singular matrices for \( m \in \mathbb{N} \), such that the sequence \( \{V_m\}_{m \in \mathbb{N}} \) satisfies

\[
z V_m(z) = A_m V_{m+1}(z) + B_m V_m(z) + C_m V_{m-1}(z), \quad m \geq 1,
\]

where \( V_{-1}(z) = 0_{N \times N} \) and \( V_0(z) = I_{N \times N} \).

**Proof.** First we will prove that (a) implies (b). Since the sequence \( \{V_m\}_{m \in \mathbb{N}} \) is a basis in the linear space of matrix polynomials we can write

\[
z V_m(z) = \sum_{k=0}^{m+1} A^m_k V_k(z), \quad A^m_k \in M_{N \times N}(\mathbb{R}).
\]

Then, from the orthogonality conditions, we get

\[
A^{m}_{j} \int_{\mathbb{R}} V_j(z) dW(z) z^j = \int_{\mathbb{R}} V_m(z)dW(z) z^{j+1} = 0_{N \times N} \quad \text{for} \quad j = 0, \ldots, m - 2.
\]

Thus,

\[
z V_m(z) = A^m_{m-1} V_{m-1}(z) + A^m_m V_m(z) + A^m_{m+1} V_{m+1}(z),
\]

where

\[
A^m_m = \left( \int_{\mathbb{R}} z V_m(z)dW(z) z^{m} \right) (\Omega^1_m)^{-1}, \quad A^m_{m-1} = \left( \int_{\mathbb{R}} z V_m(z)dW(z) z^{m-1} \right)
\]

\[
\times (\Omega^1_{m-1})^{-1}, \quad \text{and} \quad A^m_{m+1} = \left( \int_{\mathbb{R}} z V_m(z)dW(z) z^{m+1} \right) (\Omega^1_{m+1})^{-1}.
\]

Taking \( A_m = A^m_{m+1}, B_m = A^m_m \), and \( C_m = A^m_{m-1} \) the result follows.

Finally, to prove that (b) implies (a), we should start by defining recursively the matrix moments associated with the matrix of measures \( W \) by the following conditions

\[
S_0 = \int_{\mathbb{R}} dW(z) = \Omega^1_0 \quad \text{and} \quad \int_{\mathbb{R}} V_m(z)dW(z) = 0_{N \times N}, \quad m \geq 1,
\]

where \( \Omega^1_0 \) is a non-singular upper triangular matrix.

Taking into account that \( V_m \) can be written

\[
V_m(z) = V_{m,m} z^m + \cdots + V_{m,1} z + V_{m,0}
\]
with $V_{m,m}$ a non-singular matrix, then we have

$$0_{N \times N} = \int_{\mathbb{R}} V_m(z) dW(z) = V_{m,m} S_m + \cdots + V_{m,0} S_0.$$  

Thus, the moments are defined recursively by $S_m = V_{m,m}^{-1} \sum_{j=0}^{m-1} V_{m,j} S_j$.

Let us show that

$$\int_{\mathbb{R}} V_m(z) dW(z) z^k = 0_{N \times N}, \quad k = 0, \ldots, m - 1, \quad \text{and} \quad \int_{\mathbb{R}} V_m(z) dW(z) z^m = \Omega_m^1.$$  

From (25) we get $\int_{\mathbb{R}} z V_m(z) dW(z) = 0_{N \times N}$, $m \geq 2$, Again, by multiplying both sides of the recurrence relation by $z$ we get

$$z^2 V_m(z) = A_m z V_{m+1}(z) + B_m z V_m(z) + C_m z V_{m-1}(z),$$

and, as a consequence, $\int_{\mathbb{R}} V_m(z) dW(z) z^2 = 0_{N \times N}$, $m \geq 3$.

In an analog way, we conclude that $\int_{\mathbb{R}} V_m(z) dW(z) z^k = 0_{N \times N}, m \geq k + 1$, and

so $\int_{\mathbb{R}} V_m(z) dW(z) z^k = 0_{N \times N}, k = 0, \ldots, m - 1$.

For $k = m$ we have

$$\int_{\mathbb{R}} V_m(z) dW(z) z^m = C_m \int_{\mathbb{R}} V_{m-1}(z) dW(z) z^{m-1} = C_m C_{m-1} \cdots C_1 \Omega_0^1.$$  

Then

$$\int_{\mathbb{R}} V_m(z) dW(z) z^k = 0_{N \times N}, \quad k = 0, \ldots, m - 1 \quad \text{and} \quad \int_{\mathbb{R}} V_m(z) dW(z) z^m = \Omega_m^1,$$

where $\Omega_m^1 = C_m C_{m-1} \cdots C_1 \Omega_0^1$ is a non-singular upper triangular matrix. □

As an important remark the reader should notice that left vector orthogonality and matrix orthogonality are equivalent. This equivalence is given by Theorems 2, 7, and 10. A similar result can be obtained for the right-orthogonality.

**Theorem 11.** Let $\{G_m\}_{m \in \mathbb{N}}$ be a sequence of matrix polynomials. Then, the following statements are equivalent:

(a) $\{G_m\}_{m \in \mathbb{N}}$ is a right-orthogonal sequence of matrix polynomials with respect to a matrix of measures $W$.

(b) There are sequences of scalar matrices $\{A_m\}_{m \in \mathbb{N}}, \{B_m\}_{m \in \mathbb{N}}$ and $\{C_m\}_{m \in \mathbb{N}}$ with $A_{m-1}$ lower-triangular, and $C_{m+1}$ upper-triangular, non-singular matrices for $m \in \mathbb{N}$, such that the sequence $\{G_m\}_{m \in \mathbb{N}}$ satisfies

$$G_m(z) = G_{m-1}(z)A_{m-1} + G_m(z)B_m + G_{m+1}(z)C_{m+1}, \quad m \geq 1$$

where $G_1(z) = 0_{N \times N}$ and $G_0(z) = I_{N \times N}$.  


4. Some characterizations of the vector and matrix orthogonality

In this section we present some characterizations of the vector orthogonality as well as of the matrix orthogonality. First, we analyze two type Hermite-Padé approximation problems that characterize completely the right and left vector orthogonality, respectively.

**Definition 7.** Let \( \{B_m\}_{m \in \mathbb{N}} \) be a vector sequence of polynomials, let \( \{G_m\}_{m \in \mathbb{N}} \) be a sequence of matrix polynomials, and let \( \mathcal{U} \) be a quasi-definite vector of linear functionals. The sequence of polynomials \( \{B^{(1)}_m\}_{m \in \mathbb{N}} \) given by

\[
B^{(1)}_m(z) := \mathcal{U}_x \left( \frac{V_{m+1}(z) - V_{m+1}(h(x))}{z - h(x)} \right) \mathcal{P}_0(x),
\]

is said to be the sequence of associated polynomials of the first kind for \( \{B_m\}_{m \in \mathbb{N}} \) and \( \mathcal{U} \). In a similar way, the sequence of polynomials \( \{G^{(1)}_m\}_{m \in \mathbb{N}} \) given by

\[
G^{(1)}_m(z) = \left[ \left( \frac{G^T_{m+1}(z) - G^T_{m+1}(h(x))}{z - h(x)} \right) \mathcal{U}_x \right] (\mathcal{P}_0(x)),
\]

is said to be the sequence of associated polynomials of the first kind for \( \{G_m\}_{m \in \mathbb{N}} \) and \( \mathcal{U} \). Here \( \mathcal{U}_x \) represents the action of \( \mathcal{U} \) on the variable \( x \).

**Theorem 12.** Let \( \mathcal{U} \) be a quasi-definite vector of linear functionals, \( \{B_m\}_{m \in \mathbb{N}} \) a vector sequence of polynomials, \( \{B^{(1)}_m\}_{m \in \mathbb{N}} \) its sequence of associated polynomials of the first kind, and \( \mathcal{F} \) the generalized Markov function given in (23). Then \( \{B_m\}_{m \in \mathbb{N}} \) is left-orthogonal with respect to the vector of linear functionals \( \mathcal{U} \) if and only if

\[
V_{m+1}(z) \mathcal{F}(z) - B^{(1)}_m(z) = \Delta_{m+1} \frac{1}{z^{m+2}} + \cdots.
\]

**Proof.** From the definition of \( B^{(1)}_m \), we get

\[
B^{(1)}_m(z) = \mathcal{U}_x \left( \frac{V_{m+1}(z) - V_{m+1}(h(x))}{z - h(x)} \right) \mathcal{P}_0(x) = V_{m+1}(z) \mathcal{F}(z) - \mathcal{U}_x \left( \frac{B_{m+1}(x)}{z - h(x)} \right).
\]

But

\[
\mathcal{U}_x \left( \frac{B_{m+1}(x)}{z - h(x)} \right) = \mathcal{U}_x \left( \sum_{n=0}^{\infty} \frac{(h(x))^n}{z^{n+1}} B_{m+1}(x) \right) = \sum_{n=0}^{\infty} \frac{(h(x))^n \mathcal{U}_x(B_{m+1}(x))}{z^{n+1}}.
\]

Hence,

\[
\mathcal{U}_x \left( \frac{B_{m+1}(x)}{z - h(x)} \right) = \sum_{n=m+1}^{\infty} \frac{(h(x))^n \mathcal{U}_x(B_{m+1}(x))}{z^{n+1}} = \Delta_{m+1} \frac{1}{z^{m+2}} + \cdots,
\]

if and only if the sequence \( \{B_m\}_{m \in \mathbb{N}} \) is left-orthogonal with respect to \( \mathcal{U}_x \). \( \square \)

**Theorem 13.** Let \( \mathcal{U} \) be a quasi-definite vector of linear functionals, \( \{G_m\}_{m \in \mathbb{N}} \) a sequence of matrix polynomials with \( N \times N \) matrix coefficients, \( \{G^{(1)}_m\}_{m \in \mathbb{N}} \) its sequence of associated polynomials of the first kind, and \( \mathcal{F} \) is the generalized Markov function. Then \( \{G_m\}_{m \in \mathbb{N}} \) is right-orthogonal with respect to the vector of linear functionals \( \mathcal{U} \) if and only if

\[
\mathcal{F}(z) G_{m+1}(z) - G^{(1)}_m(z) = \Theta_{m+1} \frac{1}{z^{m+2}} + \cdots.
\]
The following statements are equivalent:  

\[ G_{m}^{(1)}(z) = \left[ \left( \frac{G_{m+1}^{T}(z) - G_{m+1}^{T}(h(x))}{z - h(x)} \right) U_z \right] (P_0(x)) \]

\[ = U_z \left( \frac{P_0(x)}{z - h(x)} \right) G_{m+1}(z) - \left( G_{m+1}^{T}(h(x)) U_z \right) \left( \frac{P_0(x)}{z - h(x)} \right). \]

But,

\[ (G_{m+1}^{T}(h(x)) U_z) \left( \frac{P_0(x)}{z - h(x)} \right) = \sum_{n=0}^{\infty} \frac{1}{z^{n+1}} (L_{m+1}^{x}) (P_n(x)). \]

Hence,

\[ (G_{m+1}^{T}(h(x)) U_z) \left( \frac{P_0(x)}{z - h(x)} \right) = \Theta_{m+1} \frac{1}{z^{m+2}} + \cdots, \]

if and only if the sequence \( \{G_m\}_{m \in \mathbb{N}} \) is right-orthogonal with respect to \( U_z \). \( \square \)

Next, some algebraic results concerning the behavior of the sequences of matrix orthogonal polynomials \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) are given.

**Theorem 14.** Let \( h \) be a polynomial of fixed degree \( N \) and \( U \) be a quasi-definite vector of linear functionals. Let \( \{G_m\}_{m \in \mathbb{N}} \) and \( \{B_m\}_{m \in \mathbb{N}} \) be, respectively, sequences of matrix polynomials with \( \deg G_m = m \), for all \( m \in \mathbb{N} \) and \( B_m(x) = V_m(h(x)) P_0(x) \), where \( V_m \) is a matrix polynomial with \( \deg V_m = m \), for all \( m \in \mathbb{N} \). Then, the following statements are equivalent:

(a) \( \{B_m\}_{m \in \mathbb{N}} \) is a sequence of vector polynomials left-orthogonal with respect to \( U \).

(b) \( \{L_n\}_{n \in \mathbb{N}} \) is a sequence of vector linear functionals bi-orthogonal with respect to \( \{B_m\}_{m \in \mathbb{N}} \) such that \( L_n = G_n^{T}(h(x)) U \).

(c) \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) satisfy the Christoffel-Darboux type formula

\[ (x - z) \sum_{k=0}^{m} G_k(z)V_k(x) = G_m(z)A_m V_{m+1}(x) - G_{m+1}(z)C_{m+1} V_m(x), \]  

(27)

with \( x, z \in \mathbb{C} \).

(d) For every \( m \in \mathbb{N} \), \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) satisfy the confluent formula

\[ G_m(x)A_m V_{m+1}(x) - G_{m+1}(x)C_{m+1} V_m(x) = 0_{N \times N}, \]

(28)

\[ \sum_{k=0}^{m} G_k(x)V_k(x) = G_m(x)A_m V'_{m+1}(x) - G_{m+1}(x)C_{m+1} V'_m(x), \]

(29)

(e) For every \( m \in \mathbb{N} \), \( \{V_m\}_{m \in \mathbb{N}} \) and \( \{G_m\}_{m \in \mathbb{N}} \) satisfy for all \( x \in \mathbb{C} \)

\[ G_m(x)A_m V_{m+1}(x) - G_{m+1}(x)C_{m+1} V_m(x) = 0_{N \times N}, \]

(30)

\[ \sum_{k=0}^{m} G_k(x)V_k(x) = G'_{m+1}(x)C_{m+1} V_m(x) - G'_{m}(x)A_m V_{m+1}(x). \]

(31)

**Proof.** To prove this theorem we will proceed according to the following scheme  

\( (a) \Leftrightarrow (b), (b) \Rightarrow (c) \Rightarrow (e), (e) \Rightarrow (b) \) and \( (c) \Rightarrow (d) \Rightarrow (a) \).
The equivalence $(a) \Leftrightarrow (b)$ is proved in Theorem 7. To prove that $(b)$ implies $(c)$ we remember that the sequences of matrix polynomials $\{V_m\}_{m \in \mathbb{N}}$ and $\{G_m\}_{m \in \mathbb{N}}$ verify, respectively, the recurrence relations

\[
x V_m(x) = A_m V_{m+1}(x) + B_m V_m(x) + C_m V_{m-1}(x) \\
z G_m(z) = G_m(z) A_{m-1} + G_m(z) B_m + G_{m+1}(z) C_{m+1}
\]

(32)

(33)

Multiplying on the left by $G_m(z)$ in both sides of (32) and on the right by $V_m(x)$ in both sides of (33) and subtracting the resulting expressions, we get

\[
(x-z)G_m(z)V_m(x) = [G_m(z) A_{m-1}(x) - G_{m-1}(z) A_{m-1} V_m(x)] \\
- [G_{m+1}(z) C_{m+1} V_m(x) - G_m(z) C_m V_{m-1}(x)]
\]

and so we have (27). To prove that $(c)$ implies $(d)$, we just have to take $z = x$ in (27) and then we obtain (28). (29) follows from (27) by differentiation with respect to $x$ and letting $z = x$.

To prove that $(c)$ implies $(e)$, we must take $z = x$ in (27) and then (30) holds. (31) follows in a similar way by differentiating (27) with respect to $z$ and taking $z = x$.

To complete the proof we need to show that $(d)$ implies $(a)$. We can rewrite the equation (29) as

\[
G_m(x) A_m V_{m+1}(x) - G_m(x) C_{m+1} V_m(x) = G_m(x) V_m(x) + \sum_{k=0}^{m-1} G_k(x) V_k(x),
\]

or, equivalently,

\[
G_m(x) V_m(x) = G_m(x) [A_m V_{m+1}(x) + C_m V_{m-1}(x)] - [G_{m+1}(x) C_{m+1} + G_{m-1}(x) A_{m-1}] V_m(x).
\]

Using (28) we get $[(A_m V_{m+1}(x) + C_m V_{m-1}(x))] = I_{N \times N}$. Then, we have $[A_m V_{m+1}(x) + C_m V_{m-1}(x)] V_m(x) = x I - B_m$,

i.e, $\{V_m\}_{m \in \mathbb{N}}$ satisfies a three-term recurrence relation. Now, multiplying both sides in the three-term recurrence relation by $P_0$, from the definition of $B_m$ and by Theorem 4 the result follows.

Finally, to prove that $(e) \Rightarrow (b)$ we proceed in a similar way as in the proof of $(d) \Rightarrow (a)$ starting from (31) and taking into account Theorem 7

\[
\square
\]

5. Markov Type Theorem

The block matrix

\[
J = \begin{bmatrix}
B_0 & A_0 & 0_{N \times N} \\
C_1 & B_1 & A_1 & \ddots \\
0_{N \times N} & C_2 & B_2 & \ddots \\
& \ddots & \ddots & \ddots 
\end{bmatrix}
\]

is related to the matrix polynomial sequences $\{V_m\}_{m \in \mathbb{N}}$ and $\{G_m\}_{m \in \mathbb{N}}$ through the recurrence relations (7) and (26). This block matrix is said to be the $N$-block Jacobi matrix associated with the above matrix polynomial sequences.
For polynomials satisfying a symmetric recurrence relation, it was proved in [8] that the zeros of the \( m \)-th matrix orthogonal polynomial are the eigenvalues of the leading principal submatrix \( J_{mN} \) of \( J \). This result can be generalized for sequences of orthogonal polynomials that satisfy non-symmetric recurrence relations. Thus, for \( m \in \mathbb{N} \), the zeros of the matrix polynomials \( G_m \) and \( V_m \) are the eigenvalues of the matrix \( J_{mN} \) (with the same order of algebraic multiplicity) where \( I_{mN \times mN} \) is the \( mN \times mN \) identity matrix and \( J_{mN} \) is the leading principal submatrix of dimension \( mN \times mN \) for the \( N \)-block Jacobi matrix.

**Lemma 1.** [5] Let \( V(t) \) be a \( N \times N \) matrix polynomial and let \( a \) be a zero of \( V(t) \) of multiplicity \( p \), i.e., a zero of multiplicity \( p \) of the scalar polynomial \( \det V(t) \). Let

\[
L(a, V) = \{ v \in \mathbb{C}^N : vV(a) = 0_{1 \times N} \} \quad \text{and} \quad R(a, A) = \{ v \in \mathbb{C}^N : V(a)v^* = 0_{N \times 1} \}.
\]

If \( \dim L(a, V) = \dim R(a, V) = p \), then

\[
(\operatorname{Adj} (V(t)))^{(l)} (a) = 0_{N \times N}, \quad \text{for} \quad l = 0, \ldots, p-2 \quad \text{and} \quad (\operatorname{Adj} (V(t)))^{(p-1)} (a) \neq 0_{N \times N}.
\]

Moreover, \( \operatorname{rank} (\operatorname{Adj} (V(t)))^{(p-1)} (a) = p \) and \( (\operatorname{Adj} (V(t)))^{(p-1)} (a) \) defines a linear mapping from \( \mathbb{C}^N \) onto \( L(a, V) \) which is an isomorphism from \( R(a, V) \) into \( L(a, V) \).

**Lemma 2.** Let \( x_{m,k}, \ k = 1, \ldots, s \) with \( s \leq mN \) be the zeros of the matrix polynomial \( V_m \). For any matrix polynomial \( V(t) \) of degree \( \leq n-1 \) we have the partial fraction decomposition \( t \in \mathbb{C} \setminus \{ x_{m,1}, \ldots, x_{m,s} \} \),

\[
V(t)V_m(t)^{-1} = \sum_{k=1}^{s} \frac{C_{m,k}}{x - x_{m,k}}
\]

where \( C_{m,k} = \frac{l_k}{\det(V_m(t)))^{(l_k)}(x_{m,k})} V(x_{m,k})(\operatorname{Adj} (V_m(t)))^{(l_k-1)}(x_{m,k}) \) and \( l_k \) is the multiplicity of \( x_{m,k} \), \( (l_k \leq N) \).

With these results we are able to establish a quadrature formula for the matrix orthogonal sequence \( \{V_m\}_{m\in\mathbb{N}} \).

**Theorem 15 (Quadrature Formula).** Let \( \{V_m\}_{m\in\mathbb{N}} \) be the sequence of matrix polynomials that is left-orthogonal with respect to the matrix of measures \( W \). Also let \( \{B_m\}_{m\in\mathbb{N}} \) be the sequence of vector polynomials defined by [4] and let \( \{B^{(1)}_m\}_{m\in\mathbb{N}} \), be the sequence of associated polynomials of the first kind for \( \{B_m\}_{m\in\mathbb{N}} \) and \( W \). Let \( x_{m,k}, \ (k = 1, \ldots, s) \) be the zeros of the matrix polynomial \( V_m \) (hence \( s \leq mN \)), and let \( \Gamma_{m,k} \) be the matrices

\[
\Gamma_{m,k} = \frac{l_k}{\det(V_m(x)))^{(l_k)}(x_{m,k})} (\operatorname{Adj} (V_m(x)))^{(l_k-1)}(x_{m,k})B^{(1)}_{m-1}(x_{m,k}),
\]

for \( k = 1, \ldots, s \) where \( l_k \) is the multiplicity \( x_{m,k} \).

Then, for any polynomial \( V \) of degree less than or equal to \( 2m - 1 \) the following quadrature formula holds

\[
\int V(h(x))dW(h(x)) = \sum_{k=1}^{s} V(x_{m,k})\Gamma_{m,k}.
\]
Proof. Let $V$ be a matrix polynomial of degree less than or equal to $2m - 1$. Since $V_m$ is a polynomial with non-singular leading coefficient, then (cf. [11])

$$V(x) = C(x)V_m(x) + R(x),$$

where $C$ and $R$ are matrix polynomials with degree of $R$ less than or equal to $m - 1$. Thus $V(x)V_m^{-1}(x) = C(x) + R(x)V_m^{-1}(x)$ assuming that $x$ is not a zero of $V_m$. Since degree $R(x) \leq m - 1$, using Lemma 2 we get

$$R(x)V_m^{-1}(x) = \sum_{k=1}^{s} \frac{C_{m,k}}{x - x_{m,k}},$$

where the matrices $C_{m,k}$ are given by

$$C_{m,k} = \frac{l_k}{(\det(V_m(x)))^{(l_k)}(x_{m,k})} R(x_{m,k})(\text{Adj}(V_m(x)))^{(l_k-1)}(x_{m,k}).$$

According to Lemma 1, $V_m(x_{m,k})(\text{Adj}(V_m(x)))^{(l_k-1)}(x_{m,k}) = 0_{N \times N}$ and taking into account that $R(x_{m,k}) = V(x_{m,k}) - C(x_{m,k})V_m(x_{m,k})$, the previous expression becomes

$$C_{m,k} = \frac{l_k}{(\det(V_m(x)))^{(l_k)}(x_{m,k})} V(x_{m,k})(\text{Adj}(V_m(x)))^{(l_k-1)}(x_{m,k}).$$

Then,

$$V(x) = C(x)V_m(x) + \sum_{k=1}^{s} \frac{V_m(x)}{x - x_{m,k}}.$$

Since

$$V_m(x_{m,k})(\text{Adj}(V_m(x)))^{(l_k-1)}(x_{m,k}) = (\text{Adj}(V_m(x)))^{(l_k-1)}(x_{m,k}) V_m(x_{m,k}) = 0_{N \times N}$$

we have

$$V(x) = C(x)V_m(x) + \sum_{k=1}^{s} \frac{V_m(x) - V_m(x_{m,k})}{x - x_{m,k}}.$$

Taking $x = h(t)$, we have

$$V(h(t)) = C(h(t))V_m(h(t)) + \sum_{k=1}^{s} \frac{V_m(x_{m,k}) - V_m(h(t))}{x_{m,k} - h(t)}.$$

Then, from the integral representation of the associated polynomials of the first kind

$$\mathcal{B}_{m-1}^{(1)}(z) = \int \frac{V_m(z) - V_m(h(z))}{z - h(z)} dW(h(z)),$$

it follows that

$$\int V(h(t))dW(h(t)) = \int C(h(t))V_m(h(t))dW(h(t)) + \sum_{k=1}^{s} C_{m,k}\mathcal{B}_{m-1}^{(1)}(x_{m,k}).$$

So, from the orthogonality of $\{V_m\}_{m \in \mathbb{N}}$ with respect to $W$ we have

$$\int V(h(t))dW(h(t)) = \sum_{k=1}^{s} C_{m,k}\mathcal{B}_{m-1}^{(1)}(x_{m,k}),$$

and the statement follows. \(\square\)
The next result is an extension of one proved by A. J. Durán in [5]. It deals with the ratio asymptotics of the $m$-th orthogonal polynomial $V_m$ with respect to the generalized Markov matrix function, $\mathcal{F}$, and the $(m - 1)$-th associated polynomial of the first kind $B_{m-1}^{(1)}$.

**Theorem 16 (Generalized Markov’s theorem).** Let $\mathcal{U}$ be a quasi-definite vector of linear functionals, $\{V_m\}_{m \in \mathbb{N}}$ be the sequence of matrix polynomials left-orthogonal with respect to the generalized Markov matrix function, $\mathcal{F}$, defined by (22), and let $\{B_m^{(1)}\}_{m \in \mathbb{N}}$ be the sequence of associated polynomials of the first kind for $\{B_m\}_{m \in \mathbb{N}}$ and $\mathcal{U}$. Then,

$$
\lim_{m \to \infty} V_{m-1}^{-1}(z)B_{m-1}^{(1)}(z) = \mathcal{F}(z)
$$

locally uniformly in $\mathbb{C} \setminus \Gamma$, where $\Gamma = \cap_{N \geq 0} M_N$, $M_N = \bigcup_{n \geq N} \{\text{zeros of } V_m\}$.

**Proof.** First, from Lemma 2 we get

$$
V_{m-1}^{-1}(z)B_{m-1}^{(1)}(z) = \sum_{k=1}^{s} \Gamma_{m,k} \frac{1}{z - x_{m,k}},
$$

where $\Gamma_{m,k}$ are the matrix coefficients that appear in the quadrature formula presented in Theorem [15] and $x_{m,k}$ are the zeros of $V_m$. On the other hand, there always exist complex numbers $y_{m,k}$ such that $h(y_{m,k}) = x_{m,k}$, and

$$
V_{m-1}^{-1}(z)B_{m-1}^{(1)}(z) = \sum_{k=1}^{s} \Gamma_{m,k} \frac{1}{z - h(y_{m,k})}.
$$

We consider the sequence of discrete matrices of measures $\{\mu_m\}_{m \in \mathbb{N}}$ defined by

$$
\mu_m = \sum_{k=1}^{s} \Gamma_{m,k} \delta_{y_{m,k}}.
$$

Thus,

$$
V_{m-1}^{-1}(z)B_{m-1}^{(1)}(z) = \sum_{k=1}^{s} \Gamma_{m,k} \frac{1}{z - h(y_{m,k})} = \int \frac{d\mu_m(h(x))}{z - h(x)} \tag{34}
$$

if $z$ is not a zero of $V_m$. Taking into account (34), it will be enough to prove that

$$
\lim_{m \to \infty} \int \frac{d\mu_m(h(x))}{z - h(x)} = \mathcal{F}(z) \quad \text{for } z \in \mathbb{C} \setminus \Gamma.
$$

The first step deals with the pointwise convergence. Otherwise, we assume that there exists a complex number $z \in \mathbb{C} \setminus \Gamma$, an increasing sequence of nonnegative integers $\{m_l\}_{l \in \mathbb{N}}$, and a positive constant $C$ such that

$$
\left\| \int \frac{d\mu_{m_l}(h(x))}{z - h(x)} - \mathcal{F}(z) \right\|_2 \geq C > 0, \quad l \geq 0, \tag{35}
$$

where $\| \cdot \|_2$ denotes the spectral norm of a matrix, i.e.,

$$
\|A\|_2 = \max\{\sqrt{\lambda} : \lambda \text{ is an eigenvalue of } A^* A\}.
$$

Taking an increasing sequence $\{a_k\}_{k \in \mathbb{N}}$ such that $a_k \to \infty$, and using the Banach-Alaoglu’s theorem there exists a subsequence $\{r_l\}_{l \in \mathbb{N}}$ from $\{m_l\}_{l \in \mathbb{N}}$, defined on a
curve \( \gamma_k \) contained in a disc \( |z| < a_k \), with the same \( k \)-th moment of the vector of linear functionals, \( \mathcal{U} \), for \( k \leq 2r_l - 1 \), such that
\[
\lim_{l \to \infty} \int_{\gamma_k} f(h(x))d\mu_{r_l}(h(x)) = \frac{1}{2i\pi} \int_{\gamma_k} f(h(z))\mathcal{U}_x \left( \frac{\gamma_0(x)}{z - h(x)} \right) \, dz. \tag{36}
\]
Moreover,
\[
\left\| \int_{\gamma_k} \frac{d\mu_{r_l}(h(x))}{z - h(x)} - \mathcal{F}(z) \right\|_2 \leq \left\| \int_{\gamma_k} \frac{d\mu_{r_l}(h(x))}{z - h(x)} - \mathcal{F}(z) \right\|_2 + \left\| \int_{\ell_k} \frac{d\mu_{r_l}(h(x))}{z - h(x)} \right\|_2,
\]
with \( \ell_k \) in the exterior of the disc \( |z| < a_k \). We write \( S_0 \) for the first moment of the matrices of measures \( \mu_{r_l} \), which is the first moment of \( \mathcal{U} \). Then, by taking \( k \) and then \( r_l \) large enough, from (35) and (36) we obtain
\[
\frac{C}{2} \leq \max \left( \frac{1}{|z - h(a_k)|} \right) \left\| \int_{\ell_k} d\mu_{r_l}(h(x)) \right\|_2 \leq \max \left( \frac{1}{|z - h(a_k)|} \right) \| S_0 \|_2.
\]
But this yields \( C = 0 \) and, therefore, (35) is not possible.

The next step is to prove that the analytic functions which are the entries of the matrix \( \int \frac{d\mu_m(h(x))}{z - h(x)} \) are uniformly bounded in compact sets of \( \mathbb{C} \setminus \Gamma \). Then, the uniform convergence in compact subsets of \( \mathbb{C} \setminus \Gamma \) will follow from Stieltjes-Vitali’s theorem.

Given a compact \( K \subset \mathbb{C} \setminus \Gamma \), let notice that \( K \cap M_N \neq \emptyset \), for \( N \) large enough, and then there exists \( A > 0 \) such that
\[
\left| \frac{1}{z - h(x)} \right| \leq A, \quad \text{for } z \in K \text{ and } h(x) \in M_N.
\]
Then, for \( n \geq N \)
\[
\left\| \int \frac{d\mu_n(h(x))}{z - h(x)} \right\| \leq A S_0.
\]

The spectral norm \( \int \frac{d\mu_m(h(x))}{z - h(x)} \) is uniformly bounded and, therefore, from the equivalence of the norms in finite dimensional spaces, the result follows.

Remark. In an analog way we can deduce the following result. Let \( \{G_m\}_{m \in \mathbb{N}} \) be the sequence of matrix polynomials right-orthogonal with respect to the generalized Markov function \( \mathcal{F} \) and let \( \{G_m^{(1)}\}_{m \in \mathbb{N}} \) be the sequence of associated polynomials of the first kind for \( \{G_m\}_{m \in \mathbb{N}} \) and \( \mathcal{U} \). Then,
\[
\lim_{m \to \infty} G_m^{(1)}(z)G_m^{-1}(z) = \mathcal{F}(z),
\]
for \( z \in \mathbb{C} \setminus \Gamma \) and the convergence is locally uniformly on \( \mathbb{C} \setminus \Gamma \), where
\[
\Gamma = \cap_{N \geq 0} M_N, \quad M_N = \bigcup_{n \geq N} \{ \text{zeros of } G_m \}.\]
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