Titration and hysteresis in epigenetic chromatin silencing
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Abstract
Epigenetic mechanisms of silencing via heritable chromatin modifications play a major role in gene regulation and cell fate specification. We consider a model of epigenetic chromatin silencing in budding yeast and study the bifurcation diagram and characterize the bistable and the monostable regimes. The main focus of this paper is to examine how the perturbations altering the activity of histone modifying enzymes affect the epigenetic states. We analyze the implications of having the total number of silencing proteins, given by the sum of proteins bound to the nucleosomes and the ones available in the ambient, to be constant. This constraint couples different regions of chromatin through the shared reservoir of ambient silencing proteins. We show that the response of the system to perturbations depends dramatically on the titration effect caused by the above constraint. In particular, for a certain range of overall abundance of silencing proteins, the hysteresis loop changes qualitatively with certain jump replaced by continuous merger of different states. In addition, we find a nonmonotonic dependence of gene expression on the rate of histone deacetylation activity of Sir2. We discuss how these qualitative predictions of our model could be compared with experimental studies of the yeast system under anti-silencing drugs.

1. Introduction

One of interesting biological phenomena is the possibility for the cells with the same DNA to have different heritable phenotypes. Such heritable locking of cells into different fates without irreversible change in genetic information is called epigenetic phenomenon [1]. One of the different mechanisms that can lead to epigenetic effects is transcriptional silencing through chromatin modification. Eukaryotic chromosomes are divided into euchromatin and heterochromatin regions, based on the degree of condensation. Euchromatin regions are lightly condensed and genes are accessible to transcription. In contrast, in heterochromatin regions, the chromosome is condensed throughout the mitotic cell cycle and genes are not normally transcribed. Consequently, the formation of heterochromatin is a way of silencing the expression of a number of adjacent genes and stabilizing gene expression patterns in specialized cells [2]. In order for the cell type to be preserved in cell division, the pattern of heterochromatin and euchromatin regions has to be inherited [3].

The first indication for the existence of systematically silenced regions which are inheritable during cell division came from the phenomenon of position effect variegation. Other examples of epigenetic silencing are the HML and HMR loci in budding yeast [4], and silencing of Hox genes, important in the development of body plans, by the Polycomb proteins [5].

Different models have been proposed for silencing in different organisms and even for different regions of the genome in one organism [2]. However, there is some similarity among some of the proposed mechanisms [6]. In general, whether a region of chromosome is in the heterochromatin or euchromatin state depends on the type of modification of histone proteins in the nucleosomes of the corresponding region. Here, we will discuss one of the models which applies to HML, HMR and telomeric silencing in budding yeast [4].
In this model, silencing initiates from a nucleation center which recruits certain proteins including histone modifying enzymes. In the next step, modification of some of the histone tails of neighboring nucleosomes provides binding sites for the components of a silencing complex, which, in turn, modify their neighboring nucleosomes. In such a manner, the silencing region propagates [6]. More recent experiments have shown that this picture of linear spreading of silencing from a nucleation center might be only valid for certain loci [7]. However, the questions that concern us are relevant even if there is only one region where such spreading happens. The key question is what stops the spreading of the silenced region?

There are two possible scenarios suggested by observation from different loci. In some cases, there are explicit boundary elements (e.g. strong gene promoters) stopping the propagation [8, 9]. On the other hand, in some other silent regions, experiments perturbing the system by altering the abundance of pro- and anti-silencing factors lead to graded changes in the extent of a silencing domain [10, 11, 7]. These observations are consistent with the other possibility that a self-organized stationary state between the silenced and active regions is reached, most likely because of the limited supply of the silencing proteins [12]. We will explore this last possibility in further detail here.

Biological models of epigenetic silencing suggest bistable dynamics involving positive feedback loops where the recruitment of new silencing factors is enhanced by the presence of chromatin bound ones in the neighborhood. Building upon that suggestion, there have been much computational studies of stochastic models of silencing and mean field formulation describing epigenetic states [12–17]. Earlier studies suggest that titration of silencing proteins, caused by the limited supply, has a significant impact on the behavior of the epigenetic silencing system [12]. The purpose of this paper is to systematically study the different regimes in which such titration causes qualitatively different phenomena, and explore the consequences and predictions of the model.

One characteristic of nonlinear bistable systems is the hysteresis effects. For example, in a study of the genetic switch in the lac operon system, the two-dimensional bifurcation diagram and the corresponding hysteresis effect were explored by changing the abundance of two different molecules which affect the parameters of the system [18]. In a similar spirit, it is possible to study hysteresis in epigenetic silencing by exposing the cells to varying amounts of drugs that affect histone modifying enzymes. Such drugs, especially histone deacetylase (HDAC) inhibitors, are already in use as anticancer agents [19]. In contrast to genetic switches like the lac system [18], epigenetic chromatin silencing has the additional feature of spreading along chromatin and titrating out silencing factors. This titration effect acts as a negative feedback competing with the positive feedback which gave rise to the bistable behavior in the first place. Therefore, it is important to analyze the interplay between these two phenomena. As we will see, depending upon the abundance of silencing proteins and the size of the regions affected by silencing, one might get very different outcomes in a hysteresis experiment in the silencing system.

In order to study the hysteresis behavior, one first needs to understand the bifurcation diagram and the constraint imposed by the titration effect. Therefore, we first study these two issues in a similar fashion as in [12]. We will then use these analyses as the basis for the derivation of our main results presented in sections 3.5 and 3.6.

2. Materials and methods

Much is known about the silencing proteins in budding yeast and the biochemistry of cooperative interactions between them. The key players are three proteins: Sir2p, Sir3p and Sir4p. These proteins form a complex named an SIR (silenced information regulator) complex [20]. Sir2p is a histone deacetylase which modifies the neighboring histones and provides binding sites for the other proteins in the SIR complex, namely Sir3p and Sir4p [21, 22, 20]. There are some other proteins which work in an opposing way to the silencing propagation. Particularly, Sas2, a histone acetyltransferase, attaches acetyl groups to certain lysines in histone tails and prevents SIR complex binding [11, 23]. Figure 1 shows an schematic presentation of the above model.

In 1989, Pillus and Rine [24] found that in sir1 mutants (where the nucleation effect is defective, if not absent), a population of yeast cells is divided into two distinguishable groups. In one group, HML locus is silenced similar to normal cells. In the other group, those loci are active and cells would not mate like a normal haploid. Both of the epigenetic states (silenced versus active) are quite stable and are inherited most of the time during cell division. This observation suggests that the system can be thought of as being in a bistable regime, where two stable states can exist under the same external condition. In the model studied below, this bistability is due to competition between opposing forces and cooperatively in the binding of SIR proteins. However, the conclusions drawn later in this study are not affected by the explicit mechanism of cooperatively.

2.1. Stochastic equations describing silencing mechanism

One can think of each chromosome as a one-dimensional lattice, where each site corresponds to a nucleosome. Each site \( i \) can be in the form of one of the following four possible states:

- Bound by silencing proteins with probability \( S_i \)
- Not bound by any proteins with probability \( E_i \)
Figure 2. Four possible states for each nucleosome. Chromosome is modeled as a one-dimensional lattice, where each site $i$ corresponds to one nucleosome. Site $i$ can be either in silenced ($S_i$), unbound ($E_i$), mono-acetylated ($A_i$) or double-acetylated ($D_i$) state. The deacetylation rate depends on the silencing state of neighboring nucleosomes (the term $\Gamma_i S_j$).

- Bound by one acetyl group with probability $A_i$
- Bound by two acetyl groups with probability $D_i$

Figure 2 shows these possible states and the transition rates between them. The rate of SIR binding, which is a function of the ambient SIR concentration, is denoted by $\rho$. Free Sir2p, Sir3p and Sir4p proteins in the environment do not form the SIR complex. Instead, they form the complex when they are attached to a nucleosome. In the case where each protein is in low abundance, $\rho$ is proportional to the product of the three concentrations for Sir2p, Sir3p and Sir4p.

For our analysis, we will not need to know the exact form of the dependence of titration and bistability is independent of the particular mechanism by which this nonlinearity is introduced.

In our model, we do not explicitly incorporate the cell division. Instead, we use a uniform rate, denoted by $\lambda$. For brevity, this dependence is not explicitly written.

We have included a double acetylation state, based on the fact that each nucleosome has two H4K16 sites. It should be mentioned that there is no experimental evidence for cooperativity in the acetylation of these two sites. The reason we include a double acetylation state is to get enough parameters may be position and/or time dependent. However, for the sake of brevity, this dependence is not explicitly written.

We have considered both the uniform solutions and non-uniform solutions in the continuum limit of these equations.

2.1.1. Uniform solutions. We consider uniform steady state solutions for the set of equations (1), namely we drop the subscript $i$ and put the left-hand sides equal to zero. Let us define $\gamma = \sum \Gamma_{ij}$. Using the above notation, the uniform solutions of the set of equations (1) has to satisfy

\[ 0 = \rho E - \eta S \]
\[ 0 = (\eta S - \rho E) + ((\lambda + \gamma S)A - 2\alpha E) \]
\[ 0 = 2\alpha E + 2(\lambda + \gamma S)D - (\alpha + \lambda + \gamma S)A \]
\[ 0 = \alpha A - 2(\lambda + \gamma S)D. \]

One can divide the above equations by $\lambda$ and redefine the rest of the parameters in units of $\lambda$:

\[ \frac{\rho}{\eta} \rightarrow \rho; \quad \frac{\alpha}{\lambda} \rightarrow \alpha; \quad \frac{\gamma}{\eta} \rightarrow \gamma. \]

We will consider the uniform solutions and non-uniform solutions in the continuum limit of these equations.

2.1.2. Bifurcation diagram. As explained in appendix A, by changing the parameters continuously, one can switch between the two regimes of monostability and bistability. At the point where this transition happens, the following equation has to be satisfied:

\[ \gamma = \left( S - 2S^2 - \sqrt{\frac{4(1 - S)S}{\rho}} \right)^{-1}, \]

Under the above assumptions, one obtains the following chemical kinetics equations:

\[ \frac{dS_i}{dt} = \rho E_i - \eta S_i \]
\[ \frac{dE_i}{dt} = (\eta S_i - \rho E_i) + ((\lambda + \Gamma_{ij} S_j) A_i - 2\alpha E_i) \]
\[ \frac{dA_i}{dt} = 2\alpha E_i + 2(\lambda + \Gamma_{ij} S_j) D_i - (\alpha + \lambda + \Gamma_{ij} S_j) A_i \]
\[ \frac{dD_i}{dt} = \alpha A_i - 2(\lambda + \Gamma_{ij} S_j) D_i. \]
\[ \alpha = \frac{(2(1-S) - \sqrt{4\rho^{-1}(1-S)^2})(\sqrt{\rho S(1-S)} - S)}{S(1-2S - \sqrt{4\rho S(1-S)})} \]  
\tag{4}

The variable \( S \) can be replaced by any value between 0 and 1, as long as parameters remain positive real numbers. These conditions can also be rewritten in the following format:

\[ \gamma = \frac{(\alpha - 2(1+\alpha S)) \pm \sqrt{(\alpha - 2(1+\alpha S))^2 - 4(1+\alpha)}}{2S} \]  
\tag{5}

\[ \rho = \frac{4(1-S)^3}{(S-2S^2-\gamma^{-1})^2}. \]  
\tag{6}

The derivation of the above conditions are presented in appendix B. Equations (3) and (4) can be used to draw a plane in the three-dimensional \( \rho - \alpha - \gamma \) coordinates. In fact, equations (5) and (6) give exactly the same plane in the three-dimensional coordinates. This plane separate the two regimes of monostability and bistability. It is convenient to draw the intersections of this plane with, for example, the constant \( \rho \) or the constant \( \alpha \) surface. To obtain the former one, we should keep \( \rho \) in equations (3) and (4) constant. Instead, for the later case, we should keep \( \alpha \) in equations (5) and (6) constant. In the following section, we find it convenient to work with equations (5) and (6). However, for now, we stick with equations (3) and (4).

Figure 3 shows the bifurcation diagram in the \( \alpha - \gamma \) plane (constant \( \rho \)). If \( \alpha \) (acetylation rate) is relatively low but \( \gamma \) (deacetylation effect of neighboring silenced sites) is high, then only one solution is possible. In this case, most sites are in the silenced state (see appendix B). The opposite happens for high \( \alpha \) and low \( \gamma \) values. There also exist an intermediate range of values for \( \alpha \) and \( \gamma \) for which the system is in the bistable regime. We will denote these two stable solutions by \( S_h \) and \( S_l \), referring to high and low silencing values. At the cusp is the critical point, where all the solutions merge together (equation (B.6)).

For the two stable solutions at each point in the bistable regime, we would like to know which one is more stable. Another interesting question has to do with the fact that we are dealing with an spatially extended system. One may wonder whether it is possible to have different parts of the system to be in different states (silenced versus active) with a stable boundary between them. The subject of the following section will address such issues.

2.2. Non-uniform solutions, coexistence of domains

In addition to uniform solutions discussed before, we would like to explore the possibility of having non-uniform spatial solutions for the parameter sets located in the bistable regime. In other words, we are looking for a solution which starts from one of the stable solutions (e.g. active state) and ends in the other one (e.g. silenced state). As we mentioned in the previous section, heterochromatin and euchromatin domains can occupy close by regions along the DNA without a clear boundary element stopping them from invading into each other. An example would be the region around the boundary of telomeres.

It turns out that in the bifurcation diagram in the \( \alpha - \gamma \) plane (constant \( \rho \)), the condition for the possibility of coexistence of domains defines a line where the velocity of the domain boundary is zero (see appendix C). We will call this subspace of the parameter space the coexistence line, as shown in figure 4. This line starts from the cusp and divides the bistable regime into two sections. In the lower part, close to the monostable silenced regime, the silenced state is more stable than the active one. The opposite happens in the upper section. In summary, in region I or II of figure 4, the front between two domains is unstable and moves in the direction of the favorite state; the zero velocity condition defines the coexistence line.

In the above discussion on the coexistence of different domains, we considered a continuum system. One might wonder how our results would change if we had, instead, studied a discrete lattice model. To gain insight into this, we simulated the stochastic system. As one may have expected,
in the discrete version, the coexistence line broadens into a band of propagation failure [12, 27]. In the stochastic version of the model, within this band, the boundary seems to fluctuate without any noticeable drift. In addition, even for very large values of the parameters (α, γ and ρ), the timescale of fluctuation in the boundary position is quite slow. One of our future plans is to have a theoretical estimate on the relation between boundary fluctuation and the parameters of the system.

3. Results and discussion

3.1. Location of the real system on the bifurcation diagram

We would like to examine whether the biological model of stepwise spreading of silencing fits into our mathematical description. First, we will assume all the parameters are constant. In region I of figure 4, we do not expect the silenced domain to spread from the nucleation center. Instead, this domain should be localized around the nucleation center. In contrast, in region II, the silenced domain spreads out from the nucleation center. Although this behavior is similar to the stepwise spreading model, it requires an explicit boundary element to stop it from taking over the whole active domain.

In the telomeric regions of DNA, there does not seem to be an explicit boundary element stopping the spread of silenced domain. For example, by over expressing the SIR proteins, the silenced domain invades into the active one to some extent and then stops again [28]. This implies that the boundary between the two domains is, in principle, dynamic. At first glance, the stable dynamic boundary between the domains suggests that the system is actually on the coexistence line in figure 4.

Assuming the system is on the coexistence line raises two concerns. The first one is that being on this line requires fine tuning of the parameter. The other issue is that if one of the parameters changes, e.g. ρ increases because of the over-expression of SIR proteins, the system moves away from the coexistence line. This will cause one domain to invade the other one. However, in reality, this invasion happens only to certain extent and the boundary stabilizes at a new place. So far, our mathematical description does not seem to capture this behavior.

In the above discussion, we assumed that all the parameters are constant. In particular, the available ambient concentrations of Sir proteins, reflected in ρ, was held constant. It turns out that by relaxing this assumption, not only our mathematical description explains the stability of the boundary, but also leads to some interesting predictions. The details are presented in the following part.

3.2. Consequences of limited supply of Sir proteins

We can consider the case where the total number of SIR complexes, which is the sum of the proteins in the ambient and the ones bound to the nucleosomes, is fixed. In other words, there is a limited supply of SIR complexes:

$$\rho v + \sum_{i} S_i = S_{\text{tot}} = \text{constant}. \quad (7)$$

Here, $v$ is proportional to the volume of the system. This equation means that whenever an SIR complex gets bound to the nucleosome, the ambient concentration of available complexes drops. Therefore, ρ is a self-adjusting parameter, as opposed to being constant. We will see that there will be two implications from this assumption: boundary stabilization and coupling of different silenced regions on the genome. Before going forward, let us look at the bifurcation diagram from another angle.

As we mentioned, the bifurcation diagram is a surface in the three-dimensional space formed by α, γ and ρ axes. So far we have chosen to look at the intersection of this surface with the constant ρ plane (formed by α–γ axis). For the following discussion, we change this choice and switch to the constant ρ plane. The diagram, which can be sketched using equations (B.7) and (B.8), is shown in figure 5.

3.3. Boundary stabilization without requirement for fine-tuning

Let us now consider a case with a single domain boundary between the silenced and the active regions. Consider a system...
located in region II of figure 5 and assume that there exists a small silenced domain or silencing has been initiated from a nucleation center. Being the favorite solution in region II, this silenced domain invades into the active one. However, as silencing spreads and SIR complexes get bound to the chromosome, the ambient SIR proteins decreases, namely $\rho$ drops. This means, as shown in figure 5, the system moves vertically downward and approaches the coexistence line. In this way, the system automatically goes on the coexistence line and the two silenced and active domains will have a stable boundary between them.

The same would have happened if we had started with a system in region I with some sites in the silenced domain. This time, the silenced domain would shrink and the system would move upward, as shown in figure 5, until it reaches the coexistence line. In the sense of the above discussion, the constraint given by equation (7) acts as a negative feedback on the perturbation to the system. Figure 6 shows a region with a single domain boundary between the two epigenetic states. In this case, the constraint given by equation (7) can be represented by the equation shown in the figure. In appendix D, we demonstrate how one can determine the location of a system with parameters $S_{tot}$, $v$, $\gamma$ and $L$ (size of the region) in the bifurcation diagram. In other words, it is shown how to calculate the self-adjusting parameters $\rho$ and $x$ (the fraction of the system in the silenced state).

3.4. Self-adjusting path in the bifurcation diagram

The result presented so far on the stabilization of domain boundary is qualitatively similar to the one studied in [12]. We would like to study the effect of changing the parameters on a bistable silenced system and the implications of titration of SIR proteins in greater detail. Owing to the constraint imposed by equation (7), altering any of the parameters produces an adjustment to the abundance of the proteins and creates a non-trivial trajectory in the parameter space. As we will see, one obtains qualitatively two different kinds of trajectories as the system traverses the bistable region. Studying the behavior of such trajectories is essential to predict and understand the results of a hysteresis experiment in the silencing system.

Imagine we have a knob which allows us to play with the value of $\gamma$. In fact, experimentally, such a knob is available. By changing the concentration of nicotinamide (NAM), an inhibitor of Sir2p, one can effectively modulate $\gamma$ [29]. We would like to know how a system changes as one varies the value of $\gamma$. Let us first consider the simple case where $\rho$ is constant, as opposed to being a self-adjusting parameter. Figure 7(a) shows the path of such a system which is simply a horizontal line (magenta line). Figure 7(b) shows the fraction of this system in the high $S$ solution. For the case shown here, since the path is close to the cusp point, the size of the regions I and II is small. However, the shape of the curve in figure 7(b), up to a shift along the $\gamma$ axis, is independent of how close or far from the cusp the path crosses the bistable regime. As long as we are in the monostable silenced regime or region II (above the coexistence line) of the bistable regime, the whole system is in the high $S$ domain. As soon as we cross the coexistence line into region I and monostable active regime, the whole system will be in the low $S$ domain.

How about when there is a limited supply of $\rho$ and the constraint given by equation (7) is in action? Figures 7(c) and (d) show an example. In this case, the magenta line in figure 7(c) and the pink line in figure 7(d) are, respectively, the functions $\rho(\alpha, \gamma)$ and $x(\alpha, \gamma)$ satisfying equation (D.2). For very large values of $\gamma$, all the sites are in the high $S$ solution and the system is either in the monostable silenced regime (not shown in the picture) or region II of the bistable regime. As one decreases $\gamma$, the system hits the coexistence line and the fraction $x$ drops to values lower than 1. Eventually, the silenced domain shrinks to zero and the system enters region I of the bistable regime and then the monostable active regime.

In the case of limited supply of SIR proteins, the scenario shown in figure 7(c) is not the only possibility and one can be in parameter ranges where something else takes place. This point is illustrated in figure 8. Figure 8(a) shows the scenario that we already discussed. As shown figure 8(b), reducing $\gamma$ causes the silencing domain to shrink to its minimum size.

The other possibility is that before the size of the silencing domain shrinks to zero, bistability is lost all together. In this case, which happens for higher abundances of SIR proteins, the self-adjusting path passes through the cusp point in the bifurcation diagram (figure 8(d)). As shown in figure 8(e), at the point where the bistability is lost, the size of the silenced domain is non-zero.

We can consider the two silencing solutions in the bistable regime, $S_1(\rho(\alpha, \gamma), \alpha, \gamma)$ and $S_2(\rho(\alpha, \gamma), \alpha, \gamma)$, as well as the single solution in the monostable regime, $S_{tot}(\rho(\alpha, \gamma), \alpha, \gamma)$, along the self-adjusting path. These functions are shown in figures 8(c) and (f) and calculated in appendix D. Note that for the case shown in figure 8(f), the two solutions for SIR occupancy in the bistable regime merge continuously at the point where the bistability is lost. If the overall supply of SIR proteins is even higher, then we could get to a regime where the system remains silenced all the way through the range of variation of the parameter $\gamma$ (not shown here).
3.5. Coupling different regions via ambient SIR concentration

We want to analyze a situation which is inspired by our model system, budding yeast. Each of the 16 chromosomes in a haploid yeast has 2 telomeric regions. In addition, there are two silenced regions, named HML and HMR, located on chromosome III. The HML/HMR loci are relatively small in size (~10 nucleosomes). In both HML/HMR loci and telomeres, silencing is initiated by nucleation centers. One important difference is that HML/HMR loci are surrounded by boundary elements stopping the silencing domain from spreading [8, 9]. On the other hand, telomeric regions have dynamic boundary between silenced and active domains.

Our goal is to study the effect of variation in $\gamma$ on this system. Since HML/HMR loci are small in size, let us ignore their contribution to the constraint imposed by equation (7). Telomeric regions have free boundary and from our discussion in the previous section, we know how to determine the self-adjusting path in the bifurcation diagram or equivalently the self-adjusting parameter $\rho(\alpha, \gamma)$. This parameter is the ambient concentration of SIR proteins which is also available to HML/HMR loci. In other words, HML/HMR loci read out the value of $\rho(\alpha, \gamma)$ as it changes due to variation of $\gamma$ and the resulting effect on the state of the telomeric silenced domain (see figure 9). The possible states for HML/HMR loci depends on the value of $\rho(\alpha, \gamma), \alpha$ and $\gamma$. In the bistable regime, the two possible silencing levels are denoted by $S_l(\rho(\alpha, \gamma), \alpha, \gamma)$ and $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$. In the monostable regime, there is only one possible solution, $S_m(\rho(\alpha, \gamma), \alpha, \gamma)$. These functions are calculated in appendix A. Figure 10 shows two examples of these functions corresponding to two different parameter regimes described in figure 8.

3.6. Hysteresis at HML and HMR loci

Let us start with the following initial condition. The system is initially on the coexistence line as in figure 8(a). The silenced domain at telomeric regions coexist with the active domain with a free boundary separating them. Both HML and HMR loci are in the silenced state, i.e. $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$. Point a in figure 10(a) corresponds to the value of $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$ at this initial state.

As we decrease $\gamma$, to stay on the coexistence line, $\rho(\alpha, \gamma)$ increases. The new value of $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$ can be obtained as shown in appendix D. Point b in figure 10(a) corresponds to a value of $\gamma$ for which the system is still on the coexistence line. Note that as long as the system is on the coexistence line, the change in $S_h$ is continuous.

An interesting thing happens when the path of the system exits the coexistence line and enters region I of the bistable regime. By this time, the silencing on the telomeric regions has shrunked to zero. Now, the $S_l(\rho(\alpha, \gamma), \alpha, \gamma)$ solution is more favorite than $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$. Therefore, the state of HML/HMR loci would change to the lower, more...
Figure 8. Two different possible self-adjusting path in the bifurcation diagram as $\gamma$ varies. (a)–(c) The case where the size of silencing domain shrinks to zero as $\gamma$ decreases. In this case, the path shown in panel (a) first enters region I of the bistable regime before moving on to the monostable active region. (c) The silencing solutions along the self-adjusting path. As the path crosses the bifurcation diagram to enter the monostable active region, one of the two stable $S$ solutions disappears and only one solution remains. There is always a discontinuity between the two stable solutions in the bistable regime. (d)–(f) The case where the bistability is lost before the size of the silencing domain shrinks to zero. (f) As the path crosses the bifurcation diagram through the cusp point to enter the monostable active region, the two stable solutions merge in a continuous manner and form the single monostable solution. For all panels, $L = 500$, $\alpha = 60$ and $v = 1$. Panels (a)–(c) $S_{\text{tot}} = 110$. Panels (d)–(f) $S_{\text{tot}} = 180$.

Figure 9. Several silencing systems coupled through a shared reservoir of ambient SIR proteins. Perturbing one of the parameters, e.g. $\gamma$, leads to the self-adjustment of the boundary location in regions with free boundary, such as telomeres. Consequently, the concentration of ambient SIR proteins, $\rho$, changes. This, in return, affects the silencing in other regions with explicit boundary elements such as HMR.

active solution. This transition is shown in figure 10(a) by the pink arrow. The new silencing state of the HML/HMR loci is represented by point $c$ in the figure. As we keep decreasing $\gamma$, the $S_L(\rho(\alpha, \gamma), \alpha, \gamma)$ solution decreases as well. Eventually, the system crosses the bifurcation line (point $d$) and goes into the active monostable regime (point $e$).

What happens if we increase $\gamma$? From point $e$ to $d$ to $c$ in figure 10, the state of HML and HMR loci goes back on the same path as before. However, at point $c$, where the system hits the coexistence line, the level of silencing at HML/HMR loci takes a new path. Previously, when we approached this transition point from right, HML/HMR loci were in the $S_h(\rho(\alpha, \gamma), \alpha, \gamma)$ solution, whereas this time, they are in the $S_l(\rho(\alpha, \gamma), \alpha, \gamma)$ solution. If we increase $\gamma$, then the state of these loci will stay on the lower branch and move toward point $f$. One counterintuitive behavior in the above discussion is that, at point $f$ compared to point $c$, although $\gamma$ is higher, the silencing has reduced. The same was also true between points $c$ and $d$: $S_f(\rho(\alpha, \gamma), \alpha, \gamma) < S_l(\rho(\alpha, \gamma), \alpha, \gamma) < S_d(\rho(\alpha, \gamma), \alpha, \gamma)$.

Intuitively, the decrease in the silencing level at the HML/HMR loci, despite the increase in the Sir2p activity can be understood
as follows: the increase in the Sir2p activity leads to the extension of silenced region at the telomeric regions. This extension depletes the ambient silencing proteins, which results in the reduction of the silencing level at the HML/HMR loci. In order to experimentally detect this drop in the silencing level, one need to quantitatively track the gene expression, for example, using fluorescent proteins inserted in the silenced locus. In principle, it is also possible to separate the cells located on the lower branch of figure 10(a), using a technology such as fluorescence-activated cell sorting, and perform chromatin immunoprecipitation to measure the degree of SIR binding to the histones.

Let us now examine the parameter regime where the self-adjusting path is described by figure 8(d), the above picture would get modified. The silencing solutions \((S_a, S_h, S_h)\) for this case are depicted in figure 10(b). Again, assume that we start at point \(a'\) in figure 10(b) where the silenced domain at telomeric regions coexists with the active domain with a free boundary separating them, and both HML and HMR loci are in the silenced state, i.e. \(S_h(\rho(\alpha, \gamma), \alpha, \gamma)\). When we decrease \(\gamma\), the silencing solution at HML/HMR loci moves to point \(b'\) in figure 10(b). As the path of the system exits the coexistence line and the bistable regime through the cusp point (see figure 8(d)), the silencing solution at HML/HMR loci changes smoothly and reaches the point denoted by \((c', d')\) in figure 10(b). Note that, in contrast to the case shown in figure 10(a), there is no jump in the silencing level at HML/HMR loci. Further decrease in \(\gamma\) will eventually move the silencing level toward the monostable regime (point \(e'\)).

As we start to increase \(\gamma\), the silencing level at HML/HMR loci goes from point \(e'\) back to points \(c', d'\). At this time, with further increase of \(\gamma\), the self-adjusting path in figure 8(d) crosses the cusp and moves along the coexistence line. As we mentioned before, the two stable solutions in the bistable regime are equally stable when the system is on the coexistence line. As a result, and in contrast to the case described in figure 10(a), the silencing level at HML/HMR loci does not necessarily follow the active branch (lower branch) toward the point \(f'\) in figure 10(b). Instead, it can go back from the upper branch toward the point \(b'\) with equal probability. In other words, by sweeping \(\gamma\) up and down, one does not necessarily obtain the familiar hysteresis loop.

The above discussion was based on a deterministic description of the system. However, that discussion still guides our conclusions for the behavior of a real system with stochastic effects. If we lower the Sir2 activity to go to the monostable active region, and then slowly bring the activity up, at some point, we come to the boundary of the bistable region. In case the system is passing through the cusp, one expects that the population breaks into two subpopulation, one following the upper branch, while the other takes the alternative lower branch. As long as the relative weights of the two subpopulation between these two branches remain different for different initial conditions, we still see a hysteresis effect.

4. Conclusion and outlook

In this paper, we concern ourselves with the hysteresis effect in a model of chromatin silencing in budding yeast. We compute the bifurcation diagram of the system and analyze the result of sweeping up and down one of the parameter, namely the catalytic activity of Sir2. In particular, we consider the case where there is limited supply of SIR proteins and show that the resulting depletion effects could alter our usual view of hysteresis. Two most interesting observations are the following.

The first is that as the Sir2 activity (represented by \(\gamma\)) is reduced, it is possible to go from the silenced branch of the system to the active branch without a jump. The other counterintuitive observation is that, along the active branch in the bistable regime, the silencing decreases as the Sir2 catalytic activity increases. Both of these observations lead to qualitative predictions that could be compared with experimental results. Features such as this are characteristic properties of switches based on chromatin modification where the extent of the silenced domain is a self-adjusting variable and stands in contrast with more familiar examples of switches based on transcriptional regulatory feedback.

One available set of tools from biomolecular chemistry is a large number of drugs than can alter the activity of histone
modifying enzymes [30–33]. In fact, the catalytic activity of some of the relevant proteins in the yeast silencing system, such as Sir2 and Sas2, could be affected by such chemical drugs. Of special interest are HDAC inhibitors of Sir2 such as NAM [29] and splitomycin [34]. By monitoring the presence and absence of long-term epigenetic memory as we sweep up and down in the parameter space using such inhibitors, we should be able to directly test the predictions made in this study.

With available drugs, it is possible to completely remove the Sir2p activity [34]. In other words, one can experimentally achieve the values of $\gamma$ small enough for the system to be in the monostable active region. On the other hand, in the wild-type system, $\gamma$ is high enough such that the system falls in the bistable region. Therefore, the range of experimentally accessible values for $\gamma$ is broad enough to allow testing the predictions of our model.

The implications of having limited supply of silencing proteins in cells, as discussed here in the context of budding yeast, can be present in some other chromatin silencing systems. The crucial ingredient is that the silencing proteins need to be present throughout the silencing domain, as opposed to be localized in a small region and affect histones at far away distances. In mammalian systems involving Polycomb group genes, the above requirement is believed to be satisfied [35–38], although it has been challenged in the context of Polycomb group genes in flies [39].
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Appendix A. Derivation of uniform solutions

By eliminating the variables in equation (2), we find

$$E = \frac{\eta S}{\rho}; \quad A = \frac{2\alpha \eta S}{\rho (\lambda + \gamma S)}; \quad D = \frac{\alpha^2 \eta S}{\rho (\lambda + \gamma S)^2}. \quad (A.1)$$

Let us also rescale the parameters by $\lambda$, as follow:

$$\rho' = \frac{\rho}{\eta}; \quad \alpha' = \frac{\alpha}{\lambda}; \quad \gamma' = \frac{\gamma}{\eta}. \quad (A.2)$$

From now on, we drop the primes on the rescaled parameters. Since the sum of the probabilities has to be 1, we have

$$S \left(1 + \frac{1}{\rho} + \frac{2 \alpha}{\rho (1 + \gamma S)} + \frac{\alpha^2}{\rho (1 + \gamma S)^2}\right) = 1,$$

which we can rewrite as

$$S \left(\frac{\rho (1 + \gamma S)^2}{(1 + \rho) (1 + \gamma S)^2 + 2 \alpha (1 + \gamma S) + \alpha^2}\right). \quad (A.3)$$

Figure A1 shows the graph of left-hand and right-hand sides of the above equation as a function of $S$ for a few different
combinations of the parameters. The above equation is of degree 3 and can have at most three real roots. For certain sets of parameters, referred to as the monostable regime, there is only one real solution (figure A1(a) and (b)). For relatively small values of \( \alpha \) (or high values of \( \gamma \) or \( \rho \)), this solution happens at high \( S \) (figure A1(a)), whereas for relatively high values of \( \alpha \), the solution is at low \( S \) (figure A1(b)). There is also a regime of parameters where there are three real solutions (figure A1(c)). The middle solution is unstable, whereas the other two solutions at low and high values of \( S \) are stable. We will denote these two stable solutions by \( S_l \) and \( S_h \), respectively. When the parameters allow us to have two stable solutions, we are in the bistable regime. As we play with the parameters, for example by increasing/decreasing \( \gamma \), two of the three solutions merge together (figure A1(d)) and we are on the boundary between the bistable and monostable regimes. At this point, the curves are tangent to each other. The critical point or the cusp in the bifurcation diagram is defined as the point where all three solutions merge together.

**Appendix B. Derivation of bifurcation diagram**

In appendix A, it was shown that by changing parameters continuously, one can switch between the two regimes where the set of equations (2) have one or three real solutions. At the transition between these two state, the two curves in figure A1 touch each other at a point. This is the point where two of the solutions merge and disappear or a degenerate solution appears and eventually give rise to two solutions, depending on the direction that we change the parameters. At this point, not only equation (A.3) is satisfied, but also the derivative of both sides with respect to \( S \) should be equal. Let us rewrite equation (A.3) as

\[
\rho \left( 1 + \gamma S \right)^2 = S\left(1 + \rho \right) \left( 1 + \gamma S \right)^2 + 2\alpha \left( 1 + \gamma S \right) + \alpha^2. \tag{B.1}
\]

Putting the derivative of both sides equal, and using equation (B.1), we obtain

\[
2 \rho \gamma S \left( 1 + \gamma S \right) = \rho \left( 1 + \gamma S \right)^2 \\
+ S^2 \left[ 2\gamma (1 + \rho ) \left( 1 + \gamma S \right) + 2\alpha \gamma \right]. \tag{B.2}
\]

This implies for the transition point:

\[
\alpha = \left( 1 + \gamma S \right) \left[ \frac{\rho (1 - S)}{S} - 1 - \frac{\rho \left( 1 + \gamma S \right)}{2 \gamma S^2} \right]. \tag{B.3}
\]

After replacing \( \alpha \) in equation (B.1) by the above equation and dividing both sides by \( S(1 + \gamma S)^2 \), we obtain

\[
\frac{\rho (1 - S)}{S} = \frac{\left[ \frac{\rho (1 - S)}{S} - \frac{\rho \left( 1 + \gamma S \right)}{2 \gamma S^2} \right]^2}{\sqrt{\rho (1 - S) \frac{S}{S}} = \frac{\rho (1 - S)}{S} - \frac{\rho \left( 1 + \gamma S \right)}{2 \gamma S^2}. \tag{B.3}
\]

The reason we take the positive root is because \( \alpha > 0 \); therefore, the term in the bracket in equation (B.3) is positive. We can solve the above equation for \( \gamma \):

\[
\gamma = \left( S - 2S^2 - \frac{4(1 - S)S^3}{\rho} \right)^{-1}. \tag{B.4}
\]

We can replace the above in equation (B.3) to obtain

\[
\alpha = \frac{(2(1 - S) - \sqrt{4\rho^{-1}(1 - S)S})(\sqrt{\rho S(1 - S)} - S)}{S - 2S - \sqrt{4\rho^{-1}(1 - S)S}}. \tag{B.5}
\]

In equations (B.4) and (B.5), for each value of \( \rho, \) \( S \) can take any value between 0 and 1 as long as both \( \alpha \) and \( \gamma \) are positive real numbers.

There is one more case that we did not mention and is not shown in figure A1. It is possible to have a situation where all three solutions merge together. This case is similar to figure A1(d), with the difference that the two curves intersect only at one point. To be in such a situation, in addition to equations (B.1) and (B.2), the second derivative of both sides of equation (B.1) with respect to \( S \) has to be equal. Putting the second derivatives equal, and using equations (B.1) and (B.2), we obtain

\[
S_c = \frac{\gamma \rho - 2\alpha - 2(1 + \rho)}{3\gamma(1 + \rho)}. \tag{B.6}
\]

The subscript \( C \) is meant to indicate the critical point or the cusp. Note that the parameters in the above equation have to satisfy equations (B.1) and (B.2) as well.

Equations (B.4) and (B.5) are the consequence of the two conditions (B.1) and (B.2) that we have imposed. Instead of solving for \( \alpha \) and \( \gamma \), we could have chosen to solve for \( \alpha \) and \( \rho \), or \( \rho \) and \( \gamma \). If we solve for \( \rho \) and \( \gamma \) in equations (B.1) and (B.2), then we find

\[
\gamma = \frac{(\alpha - 2(1 + \alpha S))}{2S} \pm \sqrt{\left[ \frac{(\alpha - 2(1 + \alpha S))}{2S} \right]^2 - \left( \frac{1 + \alpha}{S^2} \right)}. \tag{B.7}
\]

\[
\rho = \frac{4(1 - S)S^3}{(S - 2S^2 - \gamma^{-1})^2}, \tag{B.8}
\]

where \( \gamma \) in the second equation has to be replaced from the first one.

**Appendix C. Derivation of non-uniform solutions**

Given that we are dealing with a spatially extended system, in addition to uniform solutions for equation (2), we would like to explore the possibility of having non-uniform spatial solutions for the parameter sets located in the bistable regime. For a system with \( N \) nucleosomes, there are \( 4^N \) possible distinct states. We cannot directly solve the time-independent solutions of the stochastic system given by the set of equations (1). Therefore, we will resort to the continuum limit approximation. In this limit, set of equations (1) become

\[
\frac{dS(x)}{dr} = \rho E(x) - \eta S(x),
\]

\[
\frac{dE(x)}{dr} = \eta S(x) - \rho E(x) - 2\alpha E(x) + \left( \lambda + \int \Gamma(x - y)S(y) dy \right) A(x),
\]

\[
\frac{dA(x)}{dr} = 2\alpha E(x) + 2 \left( \lambda + \int \Gamma(x - y)S(y) dy \right) D(x).
\]
We can Taylor expand \( S(y) \) around \( x \). Since \( \Gamma(x - y) \) falls sharply as \(|x - y|\) increases, we will only keep up to the third order in the expansion:

\[
\int \Gamma(x - y)S(y)dy = \int \Gamma(x - y)\left(S(x) + (y - x) \frac{dS(x)}{dx} + \frac{(y - x)^2}{2} \frac{d^2S(x)}{dx^2} + \cdots \right)dy \\
\simeq \gamma S(x) + \gamma_2 \frac{d^2S(x)}{dx^2}. \tag{C.2}
\]

The second term in the Taylor expansion disappears since \( \Gamma(x - y) \) is symmetric. We have also defined

\[
\gamma = \int \Gamma(x - y) dy \quad \& \quad \gamma_2 = \int \Gamma(x - y) (y - x)^2 dy. \tag{C.3}
\]

Replacing (C.2) in the set of equation (C.1) and simplifying the equation we arrive at

\[
\gamma_2 \frac{d^2S(x)}{dx^2} = -1 - \gamma S(x) + \frac{S(x) + \sqrt{\rho S(x)(1 - S(x))}}{\rho(1 - S(x)) - S(x)}. \tag{C.4}
\]

If we define

\[
V(S) = +S + \frac{\gamma}{2} S^2 - \alpha \int^S \frac{S' + \sqrt{\rho S'(1 - S')}}{\rho(1 - S') - S'} dS', \tag{C.5}
\]

then equation (C.4) can be written in the following form:

\[
\gamma_2 \frac{d^2S(x)}{dx^2} = - \frac{dV(S)}{dS}. \tag{C.6}
\]

The similarity between (C.6) and the formula for the motion of a particle in a potential field in classical mechanics is clear. In this analogy, \( S \) here plays the role of the position of the particle and \( x \) plays the role of time.

For the two uniform stable solutions of equations (C.1), \( S_l \) and \( S_h \), the right-hand side of equation (C.4) is zero. At those points, the potential \( V \), defined in equation (C.5), is flat (\( \frac{dV}{dx}|_{S_l} = \frac{dV}{dx}|_{S_h} = 0 \)). Using equation (C.5), we can numerically calculate the values of \( V \) for the points between the two stable solutions. Figure C1 shows the result of numerical integration for different combination of parameters within the bistable regime.

We are looking for a solution which starts from one of the stable solutions (e.g., \( S_l \)) and ends in the other solution (e.g., \( S_h \)). From our experience in classical mechanics with equations in the form of (C.6), we know that the necessary condition is (figure C1(b))

\[
V(S_l) = V(S_h). \tag{C.7}
\]

It turns out that in the bifurcation diagram in the \( \alpha - \gamma \) plane (constant \( \rho \)), this condition defines a line that we will call the coexistence line. Figure 4 shows this coexistence line. Note that we can use this potential only to describe the zero-velocity fronts, and the general traveling solution.

### Appendix D. Configuration of a system with limited supply of SIR proteins

If the system is in the bistable regime, then there are two possible states, \( S_t(\rho, \alpha, \gamma) \) and \( S_h(\rho, \alpha, \gamma) \). In the silenced monostable or active monostable region, there is only one possible solution, \( S_m(\rho, \alpha, \gamma) \). Note that for fixed \( \alpha \) and \( \gamma \), these solutions are monotonically increasing function of \( \rho \).

Consider a particular value of \( \gamma \) and \( \alpha \). Assume that this value is high enough so that for certain range of \( \rho \) the system is in the bistable regime. Let us consider the following function:

\[
\phi(\rho, \alpha, \gamma, x) = \\
\begin{cases} 
\rho = S_m(\rho, \alpha, \gamma) L + \rho v & \text{if } \rho \text{ in active monostable region,} \\
\phi_2 = S_t(\rho, \alpha, \gamma) L + \rho v & \text{if } \rho \text{ in region I of bistable regime,} \\
\phi_3 = S_t(\rho, \alpha, \gamma) (1 - x) L + S_h(\rho, \alpha, \gamma) x L + \rho v & \text{if } \rho \text{ on the coexistence line and} \tag{D.1} \\
\phi_4 = S_h(\rho, \alpha, \gamma) L + \rho v & \text{if } \rho \text{ in region II of bistable regime,} \\
\phi_5 = S_m(\rho, \alpha, \gamma) L + \rho v & \text{if } \rho \text{ in silenced monostable region.}
\end{cases}
\]
The variable \( x \) represents the fraction of the system in the \( S_b \) domain. It can be different from zero or one only for a particular value of \( \rho \) for which the system is located on the coexistence line (see figure D1). Note that \( \phi \) is a monotonically increasing function of \( \rho \) and \( x \).

For a fixed value of \( \gamma \), \( \alpha \) and \( S_{tot} \), to determine what the configuration of a system is and where in the bifurcation it is located, one has to find

\[
\rho(\alpha, \gamma) \text{ and } x(\alpha, \gamma) \text{ such that } \rho(\alpha, \gamma, x) = S_{tot}. \tag{D.2}
\]

Note that we should have really written \( \rho(\alpha, \gamma, S_{tot}, L) \) and \( x(\alpha, \gamma, S_{tot}, L) \); however, for the sake of brevity, we did not write the last two parameters. How can we calculate \( \rho(\alpha, \gamma) \) and \( x(\alpha, \gamma) \)? Let us consider some particular values of \( \rho \) which are of interest. In the active monostable region, the minimum value of \( \rho \) is 0 and the maximum value happens when we touch the bifurcation line (green line) in figure 5 from below. We call this value \( \rho_{bu}(\alpha, \gamma) \) (\( b \) stands for bifurcation and \( u \) for active). Let us refer to the value of \( \rho \) on the coexistence line by \( \rho(\alpha, \gamma) \). As we increase \( \rho \), we hit the green line again, this time on the boundary between bistable regime and the silenced monostable one. Let us call this value \( \rho_{bs}(\alpha, \gamma) \) (\( b \) stands for bifurcation and \( s \) for silenced). With this notation, we have \( \rho_{bu} < \rho(\alpha, \gamma) < \rho_{bs} \). Using this notation and the definitions given in equation (D.1), we have

\[
\phi_1(\rho_{bu}(\alpha, \gamma), \alpha, \gamma, x = 0) < \phi_3(\rho(\alpha, \gamma), \alpha, \gamma, x = 0) < \phi_3(\rho_{bu}(\alpha, \gamma), \alpha, \gamma), \tag{D.3}
\]

Also, note that

\[\phi_1(\rho_{bs}(\alpha, \gamma), \alpha, \gamma) = \phi_2(\rho_{bs}(\alpha, \gamma), \alpha, \gamma) \quad \text{and} \quad \phi_4(\rho_{bs}(\alpha, \gamma), \alpha, \gamma) = \phi_5(\rho_{bs}(\alpha, \gamma), \alpha, \gamma). \tag{D.4}\]

The first step in determining the configuration of a system and where in the bifurcation diagram it is located is to compare \( S_{tot} \) with the four values involved in equation (D.3). If \( S_{tot} < \phi_1(\rho_{bu}(\alpha, \gamma), \alpha, \gamma) \), then the system is located in the active monostable region. Similarly, if \( S_{tot} > \phi_5(\rho_{bs}(\alpha, \gamma), \alpha, \gamma) \), the system is located in the silenced monostable region. If \( \phi_1(\rho_{bu}(\alpha, \gamma), \alpha, \gamma) < S_{tot} < \phi_3(\rho(\alpha, \gamma), \alpha, \gamma, x = 0) \), then the system will be in region I of figure 5. On the other hand, if \( \phi_3(\rho(\alpha, \gamma), \alpha, \gamma, x = 1) < S_{tot} < \phi_5(\rho_{bs}(\alpha, \gamma), \alpha, \gamma) \), the system will be in region II. For each of these regions, one can numerically solve the corresponding \( \phi \) in equation (D.1) for different values of \( \rho \) and find the one that satisfies the constraint given by equation (D.2).

\[\phi_3(\rho(\alpha, \gamma), \alpha, \gamma, x = 0) < S_{tot} < \phi_3(\rho(\alpha, \gamma), \alpha, \gamma, x = 1), \]

which corresponds to a system with domains of silenced and active regions coexisting with each other. The fraction of the system in the \( S_b \) domain is determined by satisfying

\[
S_b(\rho(\alpha, \gamma), \alpha, \gamma) \ (1-x) + S_h(\rho(\alpha, \gamma), \alpha, \gamma) \ x = S_{tot}, \tag{D.5}
\]

which implies

\[x = \frac{(S_{tot} - \rho_c(\alpha, \gamma) \ v - S_h(\rho(\alpha, \gamma), \alpha, \gamma) \ L)}{(S_h(\rho(\alpha, \gamma), \alpha, \gamma) \ L - S_h(\rho(\alpha, \gamma), \alpha, \gamma) \ L)} \tag{D.6}\]

In summary, we showed how to calculate the self-adjusting parameter \( \rho \) and the configuration of the corresponding system.
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