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ABSTRACT

Quantifying the topological similarities of different parts of urban road networks (URNs) enables us to understand the urban growth patterns. While conventional statistics provide useful information about characteristics of either a single node's direct neighbors or the entire network, such metrics fail to measure the similarities of subnetworks considering local indirect neighborhood relationships. In this study, we propose a graph-based machine-learning method to quantify the spatial homogeneity of subnetworks. We apply the method to 11,790 urban road networks across 30 cities worldwide to measure the spatial homogeneity of road networks within each city and across different cities. We find that intra-city spatial homogeneity is highly associated with socioeconomic statuses such as GDP and population growth. Moreover, inter-city spatial homogeneity obtained by transferring the model across different cities, reveals the inter-city similarity of urban network structures originating in Europe, passed on to cities in the US and Asia. Socioeconomic development and inter-city similarity revealed using our method can be leveraged to understand and transfer insights across cities. It also enables us to address urban policy challenges including network planning in rapidly urbanizing areas and combating regional inequality.

Introduction

Road networks have sprawled due to rapid urbanization over the past decades, especially in developing countries. Urban road networks (URNs) play a central role in efficient social communication1,2, the movement of goods3, and are complicated due to their interdependence with the population4,5, human mobility6,7. There are underlying signatures that reveal the interplay between the structure and functionality (such as road usage8, network dynamics9,10, traffic congestion11–13, and land use14). Urban scientists have exploited various topological features, such as road length distribution15, relative angle16, degree distribution17,18, betweenness centrality19,20, clustering coefficient21, block shape22, and travel routes morphology23. At an aggregate level, "scaling laws" are widely investigated theories that either characterize the distribution of road network topological features,9,15,17 or present the scale-invariant relationships between road networks and other urban indicators4,24–26. Many of these metrics and laws either focus on the direct neighbor node-level characteristics (e.g., node degree, clustering coefficient) or the aggregate-level characteristics of the entire network (e.g., betweenness, scaling laws) and are thus insufficient to capture indirect neighborhood node (such as two-hop neighbors) relationships. Here, node u is an indirect neighborhood of node v if and only if the shortest path between u and v has a length larger than 1.

Local network metrics such as local betweenness27–30 and local closeness29,31,32 inherit the same formulas from the global metric and focus on the subnetwork surrounding a specific node. Subgraph theories such as motifs33,34 and higher-order interactions35 mine the structure and interaction patterns among a group of nearby nodes. Both of them are capable of describing the indirect neighborhood node relationships. However, they do not directly quantify the similarity of subnetworks due to the lack of subsequent distance (or similarity) functions. Furthermore, many distance functions (e.g., Euclidean distance) are manually designed and return unbounded values from 0 to ∞, which contradicts the fact that existing similarity measures in statistics (e.g., Pearson correlation) are mostly bounded (Please find discussions in Supplementary Section 3.1). Hence, we currently lack a network metric that measures the similarities of local topological patterns across subnetworks considering indirect neighborhood node relationships (Fig. 1a). In this study, we use spatial homogeneity to describe the similarities between subnetworks capturing the indirect neighborhood relationships.

The spatial homogeneity of a URN represents the level of similarity in the topological signatures of intersection connections
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across different regions within a city, which may have been constructed in distinct periods with varying historical contexts. Intersections and neighborhood blocks constructed under unified road planning standards would have high spatial homogeneity, while roads planned under varying infrastructure policies would have low spatial homogeneity. Recall that the spatial homogeneity is defined from the multi-hop neighborhood node relationships, which embody local road network features that moving agents would perceive during daily travels. Hence, the spatial homogeneity is likely to reveal urban knowledge by extracting multi-hop neighborhood node information from URNs. On the one hand, the spatial homogeneity of URNs is promising to connect with socioeconomic development thanks to the relationships between urban planning, economic activities, and spatial homogeneity. These insights display nuanced interactions between infrastructure networks and socioeconomic environment\textsuperscript{36, 37}. On the other hand, if the scope of spatial homogeneity is extended from subnetworks within one city to subnetworks across multiple cities, the spatial homogeneity captures inter-city similarity\textsuperscript{38} of the road network structure and socioeconomic processes. Such observations are rather valuable to analyze the interactions of URNs from cities in developed and developing countries in a global manner.

To derive the aforementioned urban insights from URNs, the foremost task is to define the spatial homogeneity capturing indirect neighborhood node relationships that are missing in existing URN metrics. We overcome this challenge using graph neural networks (GNNs), which is an innovative model and a variant of deep neural networks designed for graph-structured data. GNNs have already achieved tremendous success in a diverse array of graph-based employments, such as drug discovery\textsuperscript{39}, social friendship prediction\textsuperscript{40}, social network embedding\textsuperscript{41}, human mobility computation\textsuperscript{42}, and visual question answering\textsuperscript{43}. The multi-hop message passing mechanism in GNNs effectively captures multi-hop node relationships\textsuperscript{44} in URNs. We claim there is a fundamental connection between the spatial homogeneity of URNs and the predictability of road links using GNN models, as they both measure the similarity of topology between subnetworks and the whole network. In addition, neural networks (NNs) have been successfully leveraged to not only predict urban factors\textsuperscript{45} but also reveal urban knowledge\textsuperscript{46, 47}. Consequently, we train GNN models to predict the existence of road links on URNs from 30 cities in the US, Europe, and Asia, and then use the prediction accuracy metrics to define the road network spatial homogeneity within and across cities. Despite using only the network information, the road network spatial homogeneity is found to have strong correlations with various socioeconomic factors, allowing us to further interpret the prediction results.

Remarkably, we find that road network spatial homogeneity uncovers profound socioeconomic development and inter-city urban similarity patterns that are invisible to existing road network metrics (Fig. 1a). Note that we use two standard indexes, GDP and population growth to characterize the socioeconomic development. We compute the intra-city spatial homogeneity and find that cities with high GDP and low population growth have significantly higher spatial homogeneity than other cities. To quantify inter-city spatial homogeneity, we establish the City Homogeneity Transfer Matrix (CHTM) by measuring the transferability of the GNN models among different cities. Results from CHTM suggest that city clusters are highly consistent across different areas (the US, Europe, and Asia) and reveal far-reaching global urban dissemination patterns\textsuperscript{48}.

Concisely speaking, the main contribution of this study is to mine fine-grained local urban road network information using GNNs and present its significant connections with intra-city development and inter-city urban similarity. Our goal is to understand entangled relationships between infrastructure and urban socioeconomic processes. Our metrics and findings are particularly valuable to various academic disciplines and stakeholders in practice (Fig. 1a): 1) intra-city spatial homogeneity helps urban regional and social scientists assess the spatial infrastructure equity\textsuperscript{49}, 2) inter-city spatial homogeneity serves as a quantitative measure of road network similarity to support various cross-city transfers of policies\textsuperscript{50} such as autonomous vehicle policy, and accident prevention policy, especially from cities in developed countries to developing countries, and 3) inter-city urban insights document the urban historical patterns which are useful for urban archaeologists.

Results

Measuring spatial homogeneity of 30 major global cities using GNN models

URNs are modeled as graphs, where intersections and road segments are denoted by nodes and links, respectively (Fig. 1b). We quantify the spatial homogeneity of the network by taking the F1 score (prediction accuracy) of the “link prediction” problem\textsuperscript{51–53}, where we predict the presence of a link based on the structural roles of its two endpoints, using a graph neural network model (R-GCN model)\textsuperscript{54}, as shown in Figs. 1cd (Methods). The intuition of selecting this task is that a URN with high spatial homogeneity is likely to contain many links that can be recovered (predicted) by the rest of the graph. We perform link prediction on 11,790 URNs from 30 cities in the US, Europe, and Asia (Supplementary Table 1) and achieve the overall average F1 score of 0.42 (Fig. 1e).

We first show that the spatial homogeneity metric is a composite measure that captures various existing network statistics, including the average degree and betweenness. We find that cities with low average betweenness and high average degrees (e.g., New York, Chicago, and San Antonio) have higher spatial homogeneity (P-values<0.001 under one-sided t-tests) when the 30 cities are evenly distributed into two groups based on their average betweenness and average degree values (Supplementary Fig. 17). This is due to intersections with more road segments receiving more neighborhood information via the message passing
mechanism in the GNN model, resulting in higher predictability. In contrast, a road segment with high betweenness (such as a bridge) attracts many shortest-path flows and is distinct from their neighboring road segments, and therefore provides low predictability.

Next, we interpret the prediction results by connecting them with road network clustering from existing works. As shown in Fig. 1e, although the overall performance is much higher than the random, the prediction results show a certain variance among different cities. A higher $F_1$ score implies that the subnetworks are more predictable using the global information, but this understanding is insufficient to connect with the existing urban science theories. Hence, we investigate whether different topology types of URNs, defined by existing urban science studies, have significantly different $F_1$ scores. In this way, we directly connect our new metric to the well-defined URN types, which are constructed based on multidimensional representations of existing network factors. Note that we perform the clustering on URNs based on multidimensional representations of existing network metrics rather than $F_1$ scores, because the former provides more complete topology information than the $F_1$ score.

For each one of 11,790 URNs, we calculate 11 existing network metrics and encode each URN as an 11-dimension vector whose elements are these metric values (Fig. 2a, Methods). Next, on the 11-dimension real number space, we cluster these 11,790 points into 4 types using the $K$-means algorithm. Results show that Type 1 URNs have the largest average degree (3.11, Types 2 to 4: 2.78, 2.64, 2.60) and the largest fraction of “Degree$\geq$4” nodes (37.8%, Types 2 to 4: 19.6%, 20.6%, 17.0%). Type 2 URNs are characterized with a large proportion of “Degree=3” nodes (47.7%, Types 1, 3, 4: 41.2%, 41.5%, 40.6%). The key features defining Type 3 URNs are the “Degree=1” nodes and dead-end edges. Type 4 URNs are distinct, with the largest values of circuity and fraction of bridges. Based on these dominant features, we label Types 1 to 4 as “Grid”, “Degree-3”, “Irregular grid”, and “Circuitous”, respectively. For each type, we visualize 12 representative URNs in the US, Europe, and Asia in Supplementary Figs. 20-23. The differences in $F_1$ scores across cities (Fig. 2b) can be explained using the road types. Fig. 2c shows the significant performance disparities across these four types of URNs. $F_1$ scores associated with “Grid” type (average: 0.526) are significantly higher than “Degree-3”, “Irregular grid”, and “Circuitous” (average: 0.413, 0.341, and 0.314) with $P$-values$<10^{-37}$ under one-sided $t$-tests, suggesting more predictable patterns existing in the “Grid” type. We thus hypothesize that a city with a large proportion of “Grid” type could have high predictability. To test the hypothesis, we calculate the URN type composition for each city (Fig. 2d; Supplementary Fig. 19). As expected, the average $F_1$ score of a city is positively correlated with the proportions of the “Grid” type (Pearson correlation=0.702). To evaluate the robustness of the clustering results, we randomly select 8, 9, and 10 features among the 11 metrics and re-run the clustering results. We find that the URN clustering results are highly consistent. For instance, at least 93.1%, 75.4%, 80.2%, and 84.4% of URNs from Types 1 to 4 have the same memberships when 3 features are removed (Supplementary Fig. 15).

To further dissect the spatial homogeneity metric, we perform the principal component analysis (PCA) on 11-dimension vector representations of URNs. The first principal component PC1 encodes a small average degree, large circuity and dendricity, explaining 48% of data variability (Supplementary Table 4). PC1 was defined as Street-Network Disconnectedness index (SNDi) and investigated in the previous studies, have significantly different $F_1$ scores. In this way, we directly connect our new metric to the well-defined URN types, which are constructed based on multidimensional representations of existing network factors. Note that we perform the clustering on URNs based on multidimensional representations of existing network metrics rather than $F_1$ scores, because the former provides more complete topology information than the $F_1$ score.

For each one of 11,790 URNs, we calculate 11 existing network metrics and encode each URN as an 11-dimension vector whose elements are these metric values (Fig. 2a, Methods). Next, on the 11-dimension real number space, we cluster these 11,790 points into 4 types using the $K$-means algorithm. Results show that Type 1 URNs have the largest average degree (3.11, Types 2 to 4: 2.78, 2.64, 2.60) and the largest fraction of “Degree$\geq$4” nodes (37.8%, Types 2 to 4: 19.6%, 20.6%, 17.0%). Type 2 URNs are characterized with a large proportion of “Degree=3” nodes (47.7%, Types 1, 3, 4: 41.2%, 41.5%, 40.6%). The key features defining Type 3 URNs are the “Degree=1” nodes and dead-end edges. Type 4 URNs are distinct, with the largest values of circuity and fraction of bridges. Based on these dominant features, we label Types 1 to 4 as “Grid”, “Degree-3”, “Irregular grid”, and “Circuitous”, respectively. For each type, we visualize 12 representative URNs in the US, Europe, and Asia in Supplementary Figs. 20-23. The differences in $F_1$ scores across cities (Fig. 2b) can be explained using the road types. Fig. 2c shows the significant performance disparities across these four types of URNs. $F_1$ scores associated with “Grid” type (average: 0.526) are significantly higher than “Degree-3”, “Irregular grid”, and “Circuitous” (average: 0.413, 0.341, and 0.314) with $P$-values$<10^{-37}$ under one-sided $t$-tests, suggesting more predictable patterns existing in the “Grid” type. We thus hypothesize that a city with a large proportion of “Grid” type could have high predictability. To test the hypothesis, we calculate the URN type composition for each city (Fig. 2d; Supplementary Fig. 19). As expected, the average $F_1$ score of a city is positively correlated with the proportions of the “Grid” type (Pearson correlation=0.702). To evaluate the robustness of the clustering results, we randomly select 8, 9, and 10 features among the 11 metrics and re-run the clustering results. We find that the URN clustering results are highly consistent. For instance, at least 93.1%, 75.4%, 80.2%, and 84.4% of URNs from Types 1 to 4 have the same memberships when 3 features are removed (Supplementary Fig. 15).

To further dissect the spatial homogeneity metric, we perform the principal component analysis (PCA) on 11-dimension vector representations of URNs. The first principal component PC1 encodes a small average degree, large circuity and dendricity, explaining 48% of data variability (Supplementary Table 4). PC1 was defined as Street-Network Disconnectedness index (SNDi) and investigated in the previous studies, have significantly different $F_1$ scores. In this way, we directly connect our new metric to the well-defined URN types, which are constructed based on multidimensional representations of existing network factors. Note that we perform the clustering on URNs based on multidimensional representations of existing network metrics rather than $F_1$ scores, because the former provides more complete topology information than the $F_1$ score.
Figure 1. **Spatial homogeneity.** (a) Description of the spatial homogeneity. Spatial homogeneity measures whether the part network shares analogous link existence patterns with the entire network. (b) A road network in Manhattan, New York. We model intersections as nodes, road segments as links in a graph neural network (GNN). (c) Message-passing between two layers in the GNN. The node embeddings (representations) of nodes 2 and 5 are non-linear aggregations of their neighborhood nodes’ (nodes 1, 3, nodes 4, 6, 7) embeddings in the lower layer (see Methods for details). (d) Connecting strength of a pair of nodes. It is calculated as a weighted dot product of the representations of two endpoint nodes ($W$ is a diagonal matrix). If the sigmoid connecting strength is above a threshold $\delta$, then we predict the link between nodes 2 and 5 exist. (e) The model performance represented by the precision-recall curves of the link prediction for the road network samples in 30 cities (Supplementary Table 1) under different GNN models. We define the road network spatial homogeneity as the $F_1$ score of the best GNN model with a well-tuned $\delta$. The triangle represents the model and $\delta$ with the best performance, which achieves the average recall and precision of 0.47 and 0.38, then the average $F_1$ score of 0.42. We later see significant discrepancies among 30 cities in terms of the $F_1$ score (see Results for details) and report a wide variety of urban insights based on these $F_1$ scores.
Figure 2. Interpretation of the spatial homogeneity. (a) Four urban road network types. This figure shows centroid coordinates of 4 types of URNs. For each road network, we calculate 11 different network metrics (Methods), perform the clustering on these 11-dimension vectors, and finally get the 4 types of URNs. (b) F1 score distribution. For each city, we train a GNN model and apply the model to many testing road network samples in the same city, then we get a distribution of F1 scores for all testing samples. We find Chicago achieves the highest average F1 score. (c) Comparison of F1 score across 4 types of URNs. We find Type 1 URN achieves a significantly higher F1 score than the other 3 types. (d) Type compositions and F1 scores of URNs in 10 cities. There is a general tendency that the average F1 score increases with the ratio of Type 1 URNs in the city (see the statistical evidence in Results, 30 cities’ results in Supplementary Fig. 19). (e) Relationship between the F1 score and the PC1 values. F1 score decreases when the PC1 value increases, suggesting that regular URNs are more likely to be homogeneous. (f-h) Samples of link prediction results. Green links denote true positive (links exist in both reality and prediction), red links denote false positive (links exist in prediction but not in reality), and blue links denote false negative (links exist in reality but not in prediction).
Figure 3. Socioeconomic development revealed by the intra-city road network spatial homogeneity. (a-c) The comparison of F1 scores for four types of cities defined by high and low GDP, high and low population growth (PG) from Year 1 to Year 2. The three figures differ in Year 1 (1950, 1960, and 1970) and have the same Year 2 (2020). We find that mature cities, defined as the cities in the “High GDP & Low PG” class, have significantly higher F1 score than other classes, which indicates that road networks in mature cities are more predictable and homogeneous than other cities (see Results for more discussions). (d) R² values for the linear regression with a single explanatory variable when the response variable is the F1 score. We find average betweenness, average degree, and road length explain a large ratio of the variance of the F1 score. (e) P-values for the explanatory variables in the linear regression which is the same as (d). To better visualize small P-values, we replace p<0.001 with p=0.001 and draw the wind plot based on \(-\log(p)\). Except for the three variables mentioned in (d), we notice that the F1 score is sensitive to the land area.

Road network spatial homogeneity reveals socioeconomic development

Road networks serve as the skeleton of urban space, evolving over the historical process of economic development and spatial population agglomeration. To facilitate the understanding of cities, we investigate the interplay between intra-city spatial homogeneity and socioeconomic statuses such as economy, population growth, and city ages. More precisely, we define the population growth (PG) as the ratio of population in Year 2 over Year 1 to measure the increase of the population from Year 1 to Year 2. PG for all 30 cities is calculated based on the population data spanning from 1950 to 2020 (Supplementary Fig. 26). We uniformly classify each city as one of the four categories based on its GDP and PG values. For example, London (GDP=634 billion dollars, PG(1950→2020)=1.140) ranks respectively in the first half, the latter half among 30 cities in terms of GDP and PG(1950→2020), so we classify London into the “High GDP & Low PG” class. In Figs. 3a-c, we perceive that during different time intervals, the cities in the “High GDP & Low PG” class have significantly higher prediction accuracy than the other three classes of cities (P-values<0.05 under one-sided t-tests). Moreover, all “High GDP & Low PG” cities (London, Paris, New York, Los Angeles, Chicago, Philadelphia, Osaka) are in developed countries and we refer to them as “mature cities”. These cities have invested much more in road network planning so that their road networks are more standardized and predictable. Moreover, the low PG in a “mature city” reveals that this city has already experienced rapid population growth and entered a stable period, therefore the forces of road network expansion are not as strong as before and consequently more predictable. We also investigate the relationships between existing network metrics (degree, betweenness) and city types, and do not find as significant results as the spatial homogeneity (Supplementary Fig. 25). Next, we study whether our new metric
is associated with the age of the city. We cluster the 30 cities into 4 types (“BC”, “1-16th century”, “17-18th century”, and “19-20th century”) based on the first settlement time (Supplementary Table 5). As shown in Supplementary Fig. 28, we find the cities in “17-18th century” or “19-20th century” types have significantly higher F1 values compared to cities constructed in “BC” and “1-16th century”. This result can be expected as road networks in “younger” cities grew at the motor age when standard and united urban planning was necessary at the city level.

To further explore the interactions between spatial homogeneity and urban factors, we perform regression analysis between the spatial homogeneity and 15 measures from 4 categories: socioeconomic factors, road network scale metrics, road density metrics, and network topology metrics. We conduct linear regression with the explanatory variable as one of these fifteen factors and the response variable as the average F1 score for the same city. The $R^2$ values (Fig. 3d) for the regression, the P-values (Fig. 3e) for the coefficients of 15 factors under two-sided t-tests are calculated to demonstrate the statistical significance. We recognize that PG is more relevant than the population itself in relating URN spatial homogeneity ($R^2$: 0.115 vs 0.048, P-values: 0.071 vs 0.243), implying the closer connection between spatial homogeneity and population growth rate. The F1 score is found to be associated with GDP where higher GDP leads to higher spatial homogeneity. Moreover, the spatial homogeneity is positively related to road network scale metrics whereas road density metrics are weak predictors ($R^2$ < 0.130). Note that the land area is not sufficient to solely estimate the F1 score ($R^2$=0.071) but is significantly related to F1 score (P-value < 0.001), revealing that the urban coverage affects but does not fully determine URN network spatial homogeneity.

**Transfer learning of road network spatial homogeneity quantitatively reveals inter-city similarity**

While socioeconomic development encodes the intra-city urban process, inter-city similarity focuses on the interactions between different cities. These relationships present how the urban patterns emerge, spread, and evolve over the globe and are fundamental properties of human urbanization history. However, these relationships are especially hard to accurately capture and quantitatively depict due to the complex urban network patterns and the massiveness of urban data. Here, we find that inter-city similarity can be captured by our spatial homogeneity metric defined from transferring GNN models across cities.

To compute the inter-city URN spatial homogeneity, we perform cross-city link prediction (train GNN models on city A and test on city B across 30 cities) and implement the hierarchical clustering on these cities based on their average F1 scores as the training sample and the testing sample. Each city is associated with 30 F1 scores when it serves as the training city, and the other 30 F1 scores when it is the testing city. For each city, we average the former 30 F1 scores, and the latter 30 F1 scores, respectively, and present the results in Figs. 4ab. Furthermore, Fig. 4e exhibits the City Homogeneity Transfer Matrix (CHTM) whose entry CHTM(A, B) is defined as the F1 score when applying the GNN trained on city A on another city B. Note that the CHTM is not symmetric: the F1 score obtained by training on city A and testing on city B differs from the F1 score when swapping city A and city B. In the CHTM, a high F1 score block is situated at the top-left corner (training: from Milan to Seoul; testing: from Chicago to Los Angeles). In this block, most training cities are historical European cities (Milan, London, Paris, etc.) or the US cities (Los Angeles, Chicago, New York, etc.), whereas testing cities are primarily the US cities (10 out of 13), revealing that URN patterns in the US are sufficiently covered by cities from Europe and other US cities. This result aligns with the history that the American urban planning style is inspired originally from European cities.

The second observation is that there are four city clusters from the testing side: “USA”, “Asia(c)”, “Asia(w)”, “Europe” (Figs. 4ac). In general, “USA” type cities have the highest F1 scores, and “Europe” type cities, all from Europe, are less predictable. The other two types with weak prediction performance are the “Asia(c)” type and the “Asia(w)” type. “Asia(c)” type cities were heavily affected by Chinese culture whereas “Asia(w)” cities had active connections with the western world. Collectively speaking, American cities were systematically planned and constructed and therefore predictable, while cities in Europe and Asia were shaped simultaneously by intricate historical and modern factors.

Another interesting observation is that setting a training city as a city from Milan to Seoul achieves higher F1 scores than remaining cities (Figs. 4bc). We deduce that if a city contains multiple sub-structures and has a large spatial coverage, it is likely that the topological features learned from this city are applicable to other cities. In this case, we reason that these cities have excellent road network “diversity”. Most Asian cities have deficient “diversity” as they did not exert significant and enduring impacts worldwide in modern urban planning as cities in Europe and the US.

We now encode the city by a 16-dimension vector composed of 5 metrics (i.e., number of nodes, number of links, total link length, betweenness, and total area) plus the 11 metrics we use in the road network clustering (please find them in Methods). These 16 metrics include aggregate measurement (e.g., number of nodes, degree measurement (e.g., average degree), centrality measurement (e.g., betweenness), degree measurement (e.g., average degree), circuitry metrics (e.g., logarithmic circuitry ($r \leq 0.5 km$), dendricity metrics (e.g., fraction of “bridge edges”), and therefore provide comprehensive descriptions of the urban road network characteristics.

We use the cosine value of two vectors to calculate the inter-city similarity and demonstrate the results in Figs. 4de. In general, Fig. 4d exhibits two clusters (from Brussels to Shanghai; from Madrid to Chicago). 8 out of 13 cities in the second cluster are cities in the United States. Compared with CHTM in this study, this similarity matrix does not clearly separate Asian and European cities. Fig. 4e fails to present interpretable patterns. In summary, the spatial homogeneity outperforms these existing
network metrics in revealing inter-city road network topological similarity patterns. More details about this experiment could be found in Supplementary Section 3.1.

Figure 4. Inter-city similarity revealed by the inter-city road network spatial homogeneity. We train a GNN model on one city, perform the link prediction on the other cities. (a) Average F1 score when a city is the testing city. The USA type cities (defined from the CHTM) have higher F1 scores than other types of cities and are generally more predictable. (b) Average F1 score when a city is the training city. The cities with high diversity (defined from the CHTM) achieve higher F1 scores. (c) The City Homogeneity Transfer Matrix (CHTM). Each entry denotes the average F1 score of URNs for each training-testing city pair. CHTM reveals the URN pattern dissemination sequence from Europe to the US, and then to Asia. We cluster these cities using only the F1 scores, and get 4 (2) classes from the testing (training) perspectives. The clustering results are highly consistent with the continents and we refer to them as "USA type", "Asia(c) type", "Asia(w) type", "Europe type", "high diversity", and "low diversity". (d, e) City similarity matrices using 16 conventional network metrics. d: We normalize the value linearly to 0 and 1 by the minimal and maximal value. e: We normalize the value by dividing the value by the maximal value.

Historical urban insights from inter-city transfer learning
Next, we downscale the analysis and study the predictability performance of inter-city transfer learning on local subnetworks to further investigate the historical urban insights. For instance, when the models are trained on Chicago, New York and tested on Los Angeles (LA) (Figs. 5ab), the south and west of downtown areas of LA achieve better prediction performance than both downtown, northern, and eastern LA, implying that southern and western LA are more consistent with Chicago and New York in terms of road network style. The early settlement in LA concentrated on the downtown area which evolved into a strong central business district (CBD) later. After the 1880s, rapid urban expansion converted the farmland into sprawled residential areas, along the direction of current Interstate-10 and Interstate-110, under a united municipal zoning ordinance which had a
far-reaching influence on contemporary American cities, resulting in the high predictability of roads in these “new” areas.\textsuperscript{64}

Contrasting results appear for a historical city such as Osaka. We find that the road networks in downtown Osaka can be well predicted by the model trained on Tokyo whereas the prediction performance for the surrounding areas is not very good (Fig. 5c). It is because cultural centripetal force and the short spatial distance helped Osaka and Tokyo form a tight socioeconomic (including road network planning) connection since the period when downtown Osaka was populated. However, the populated urban land far from downtown Osaka was mostly constructed after being incorporated as a city in 1889, when both the domestic and international urban planning mode exerted influence. As a result, road networks in downtown Osaka are weakly captured by London (Fig. 5d) and New York (Supplementary Fig. 27c).

The final key finding is the reclaimed land in Tokyo. We notice that URNs in the reclaimed area at the coast of Tokyo Bay are better captured by road network patterns learned from Chicago, New York (Figs. 5e, f), London, and Paris (Supplementary Figs. 27ef) than the broad areas in the western part of Tokyo. Administrations in Tokyo turned Tokyo Bay into usable land via landfill technologies. The “reclaimed land” marked in Figs. 5ef were mostly filled after 1987 for residence, exhibition, and amusement purposes.\textsuperscript{65} Road networks on these artificial islands are “modern” (not follow the traditional road network styles as inland Tokyo) and share some similarities with the URNs in other international cities.

**Figure 5.** Historical urban insights revealed using inter-city spatial homogeneity. (a, b) Spatial distribution of $F1$ scores for 1km by 1km URNs in Los Angeles (LA). Note that the red, white, and blue colors in each cell present high (>0.45), medium (0.25-0.45), and low (<0.25) $F1$ scores. The western and southern parts of LA along Interstate-10 and Interstate-110 are highly predictable. These areas were mostly urbanized after 1900 when the zoning ordinance policy in the US took effect. (c, d) $F1$ scores in Osaka. The URN patterns in downtown areas can be well captured by Tokyo but not London. It is because Osaka and Tokyo formed strong domestic socioeconomic communication bonds when the downtown was populated. (e, f) $F1$ scores in Tokyo. Both Chicago and New York contain more URN patterns in the reclaimed land area in Tokyo than the western Tokyo, which is consistent with the history that Tokyo administration performed the landfill in Tokyo Bay after 1987.
Discussion

Using GNN models, we propose a spatial homogeneity metric that reveals profound urban development and inter-city similarity patterns. We notice that cities with high GDP and low population growth have significantly more homogeneous road networks than other cities, revealing the hidden principle between road network structures and well-studied urban indicators used in the urban scaling law studies\textsuperscript{4,5,37,66}. Compared with existing network metrics, our spatial homogeneity has the unique functionality of quantifying the bidirectional inter-city urban similarity, providing a scientific foundation for many urban insight transfer methods\textsuperscript{57–69}, as well as methods to discover similarities between cities\textsuperscript{38}.

The spatial homogeneity of URNs shares some similarities with the concept of fractal\textsuperscript{70–72}, whose variants (multifractal, monofractal) describe the road network morphology\textsuperscript{37,73–75} and characterize road network evolution patterns\textsuperscript{76,77}. The spatial homogeneity of URNs measures the analogy of intersection “connection” patterns between the subset and the entire network, while the fractal dimension quantifies the invariance of road network “images” under different levels of resolutions. Both metrics summarize the structure properties of URNs, however, the spatial homogeneity applies for intra- and inter-city (via the CHTM) scenarios while the fractal is used for intra-city analysis.

This study has three limitations. First, although the GNN encodes intricate multi-hop node dependencies in road networks, the prediction performance degrades when the GNN goes deeper, suffering from vanishing gradients\textsuperscript{78} and over-smoothing\textsuperscript{79} issues during the model training. The prediction performance could be later improved using more advanced learning architectures and training algorithms. Second, the link prediction reliability of URNs, which is affected by node merging threshold (30m), train-test split ratio (75\%, 25\%), and link hidden percentage (20\%) (Supplementary Information), should be carefully considered. In fact, the parameter selection in road network studies is a common challenge. In the study of SNDi\textsuperscript{55,56}, Barrington-Leigh et al. set the node merging threshold as 20 meters after comparing it with 14 meters. In this study, we define it as 30 meters after checking the node merging results in New York and London (Supplementary Fig. 6). Comprehensive parameter sensitivity tests and a unified criterion tailored to different road networks are needed for further investigation. Third, we define the city region as the 20km-by-20km square area. A more optimal boundary definition should be: (1) the urban boundary from standard sources such as Metropolitan statistical areas (MSAs)\textsuperscript{80} or the Global Human Settlement Layer (GHSL)\textsuperscript{81} if socioeconomic data is unavailable; (2) the urban boundary defined from existing methods such as City Clustering Algorithm (CCA)\textsuperscript{82}, commuting data-based method\textsuperscript{83}, cellular automata model\textsuperscript{84}, or the percolation model\textsuperscript{85} if socioeconomic data is available. In addition, we find that the boundary road segments on URNs have minor effects on the overall spatial homogeneity evaluation (Supplementary Fig. 13). Further investigation to reduce the impact of these boundary road segments is needed.

This study has many academic and practical contributions:

- **Missing data completion (Humanitarian and mapping assistance):** In road network data-sparse regions, managers employ the GNN models to predict missing roads, and then verify their existence after comparing them with ground truth data such as satellite images.

- **Infrastructure equity evaluation (Urban science and policy):** In rapidly urbanizing cities, regional and social scientists leverage this metric to measure road network spatial homogeneity in different regions, and make equitable infrastructure and facility policy decisions\textsuperscript{89}.

- **Quantitative urban analysis (Urban archaeology):** Using the inter-city similarity results, urban archaeologists can better track the historical evolution of global road networks\textsuperscript{86} and the socioeconomic environment in a quantitative manner.

- **Transfer learning benchmarking (Urban computing):** Urban transfer learning methods\textsuperscript{68,69,87} transfer knowledge across cities, but ignore whether the transferring performance is universally adequate for different cities. Owing to the strong dependence of socioeconomic activities with URNs, measuring the spatial homogeneity of URNs across cities could assist the evaluation of inter-city transferability.

- **Cascading failure analysis (Network science):** The cascading failure evolves from the local to multi-hop neighbors and global scales in the network\textsuperscript{88}. The spatial homogeneity may be applied to understanding the cascading dynamics of failures, given that the metric captures multi-hop node relationships in the network.

In summary, the spatial homogeneity metric quantifies the similarity between the subsection and the entire network, and provides a wide variety of multidisciplinary contributions. In the future, high-granularity road networks and urban traffic data (such as road hierarchy, traffic flow) would promote the quantification of the traffic-network spatial homogeneity. In addition, user-friendly spatial homogeneity computing packages are also favorable to increase the machine learning implementation efficiency in practices. This study advances our understanding of complex road networks building on seminal work\textsuperscript{10–12,89,90} in recent years.
Methods

Datasets
We utilize the OSMnx\textsuperscript{91} to download the road network data from OpenStreetMap (OSM), which is widely used for academic purposes\textsuperscript{20,60,92}. We chose 30 major global cities (see Supplementary Information for more details) as samples to accommodate diverse cities in terms of age (ancient and modern cities), regions (cities in the US, Europe, and Asia), locations (coastal and inland cities), and development statuses (cities in developed and developing countries). The intuition of selecting mainly metropolitan cities is that road networks in metropolitan cities are representative of the road network planning paradigm in a specific region.

For each city, we define the study area as a 0.2 degrees (~20km×20km) grid area with 400 URNs with the size of 1km-by-1km (Supplementary Fig. 1). Note that grid cells have been widely used in existing urban studies\textsuperscript{36,56,93,94}. Despite the discrepancy of research objectives, the fundamental principle is that the grid cell size should fit the specific task. In our study, we find the 1km-by-1km grid cell contains a sufficient number of intersections and road segments for us to train the link prediction model, and thus determine the grid cell size as 1km-by-1km. In particular, we first build the grid around the city centroid point with the spatial distance as 0.01 degrees in the longitude and latitude directions. Next, we extract the road network data using OSMnx by calling the $G = \text{os.graph_from_point}(\text{location}, \text{distance}, \text{distance_type} = \text{bbox}, \text{network_type} = \text{drive})$ function. Here, the function input variable $\text{location}$ represents the longitude and latitude of the centroid of the extracted area, and the function input variable $\text{distance}$ represents half of the side length of the square area surrounding the centroid of the extracted area. Next, we study whether our definition of the URN as the grid cell affects the overall F1 scores. In particular, we shift the centroid of the 20km-by-20km grid for each city by half of the unit so that most boundary road segments in the previous setting are included within our URN after the centroid shifting. We re-train the machine-learning model and find (1) that both the median and variance of F1 score distribution for 30 cities changes slightly after the centroid shifting; (2) the spatial homogeneity order (from Chicago to Moscow) keeps stable despite some local changes (Supplementary Fig. 13).

We visualize 20km-by-20km city regions for all 30 cities in Supplementary Figs. 1,2,3,4. It can be seen that both the central and peripheral regions of the city have been included. We also compute spatial homogeneity values for 6 cities when the regions are defined as 30km-by-30km, and find that their F1 score distributions are highly close to the 20km-by-20km case (Supplementary Figs. 10,11,12). More importantly, the urban knowledge “the road networks in Chicago and Singapore have the highest and lowest spatial homogeneity, respectively” can be invariantly concluded for both 20km-by-20km and 30km-by-30km cases. The alternative city boundary definitions can be Metropolitan Statistical Areas (MSAs)\textsuperscript{92}, Larger Urban Zones (LUZs), or EU Urban Atlas (EUAs)\textsuperscript{95}. Note that MSAs (LUZs, EUAs) are the datasets for only the American (European, European) cities respectively. Owing to the lack of standard commuting data in all 30 cities, in this study we do not refer to urban functional delineation\textsuperscript{83,96–98}, which is an alternative to defining urban boundaries. Given that our objective includes comparing and transferring the spatial homogeneity across cities, we decide the consistent sampling sizes that include the urban cores and surrounding areas to avoid the exterior impact from variant urban sizes. We set the training and testing sample ratio as 3:1 (Supplementary Fig. 5). To deal with the “duplicate node problem”, we implement a node merging algorithm and verify the merging performance in New York and London (Supplementary Fig. 6). In addition, we collect the social indicator data (e.g., GDP, population) used in the association analysis (see Supplementary Information for more details).

GNN model
We predict the missing links based on the URN topology. It is easy to extend our model by adding known socioeconomic factors (e.g., land use, demographic statistics) as the node and link features, or predict other types of information (e.g., the number of road lanes, traffic flows) by formulating the task as a multi-class classification problem. Our machine-learning task is the link prediction on URNs, where we sample 80% of links and predict the presence of the rest 20% (Supplementary Information). The 11,790 URN data from 30 cities are fed into an R-GCN model to generate a low dimensional representation $h_i$ for each node $i$, which is the non-linear aggregation of its neighbors’ representation $h_j$ at the previous layer:

$$h_i^{l+1} = \tanh \left( \sum_{r \in R} \sum_{j \in N_r^l} \frac{1}{C_i} W_r^l h_j^l + W_i^l h_i^l \right),$$

(1)

where $l+1$ and $l$ are the layer numbers, $R$ is the relation set (Supplementary Section 2.3), $N_r^l$ is the neighborhood node set of node $i$ under the relation $r$, $W_r^l$ and $W_i^l$ are learnable parameter matrices. Next, we adopt a bilinear projection function, named $\text{DistMut}$\textsuperscript{99} to transform the representation of a pair of nodes into their connecting strength:

$$s(i, j) = h_i^T W_d h_j$$

(2)

and then use the sigmoid function to transform the range of scoring strength to (0,1) using $\sigma(s(i, j)) = \frac{1}{1+e^{-s(i, j)}}$. If the sigmoid connecting strength for a pair of nodes exceeds the threshold $\delta$ ($\sigma(s(i, j)) > \delta$), then we predict that the link $(i, j)$ exists. To
We perform the association analysis between the spatial homogeneity and network type, network irregularity (Supplementary Information). We compute 11 measurements (i.e., average degree, fractions of "degree=1", "degree=2", "degree=3", "degree≥4" nodes, logarithmic circuity ($r \leq 0.5km$), logarithmic circuity ($r > 0.5km$), fraction of "bridge edges" length, fraction of "bridge edges" number, fraction of "dead-end edges" length, and fraction of "dead-end edges" number) from 3 aspects, i.e., node degree, circuity, and dendricity (please find the description of these 11 measurements in Supplementary Tables 3, 4 and the explanation in Supplementary Section 3.2). Next, we try distinct numbers $k$ of clusters and notice under the case of $k = 4$, partitions of URNs have the best interpretability (Supplementary Fig. 18). It should be noted that a similar study that utilizes the urban image data to cluster the global cities might be useful to extend our spatial homogeneity definition idea from URNs to urban images. A detailed description can be found in Supplementary Fig. 16. Despite the input data difference, we find the Adjusted Rank Index (ARI) between our city clusters from the testing data in the CHTM (i.e., "USA", "Asia(c)", "Asia(w)", and "Europe") and their city clusters (i.e., "Motor City", "High Transit", "Intense", "Sparse", "Chequerboard", and "Informal") is 0.535, demonstrating certain consistency among the road network patterns among those cities. Please find the city cluster results in Supplementary Table 2. Note that the urban image data they use contains information about urban transit so that it can be reflected in their cluster results. In addition, we perform the principal component analysis on these vectors (Supplementary Table 4), using the PC1 to define the NI, which represents the sprawl of a URN.

Model performance
As “link prediction” is a highly imbalanced machine-learning task (more negative data than positive data), we evaluate the prediction performance using both the area under the precision-recall curve (AUPRC) and $F$1 score which is a weighted average of precision and recall. Overall, the R-GCN* achieves the prediction accuracy with AUPRC=0.28 and $F$1 score=0.42 and outperforms other models, demonstrating the power of R-GCN* in capturing the link existence patterns of a URN. The performance illustrates large variance among different cities with a maximum of 0.690 (Chicago) and a minimum of 0.199 (Stockholm). Since all models provide the connecting strength for each pair of nodes, we define the sigmoid connecting strength threshold as 0.61 by maximizing the $F$1 score in the best model, R-GCN*. If the sigmoid connecting strength for two nodes is at least 0.61, then we predict they are joined by a road segment in the real world, because their structural roles are similar in the road network. Complete receiver operator curves and precision recall curves can be found in Supplementary Figs. 8, 9.

Spatial homogeneity quantification
The spatial homogeneity describes the similarity between the local and the entire network. A network with high spatial homogeneity tends to be predictable because the link prediction utilizes the global road network information to predict the links in the local road network. Hence, we use the prediction performance metric, $F$1 score, to quantify the spatial homogeneity:

- for each road network unit, we define the spatial homogeneity as the $F$1 score under the link prediction.
- for each city, we define the city spatial homogeneity as the average $F$1 score of all road network units.

Association analysis
We perform the association analysis between the spatial homogeneity and network type, network irregularity (Supplementary Information). Specially, we follow Barrington-Leigh and Millard-Ball to obtain the URN type and compute the NI. We compute 11 measurements (i.e., average degree, fractions of "degree=1", "degree=2", "degree=3", "degree≥4" nodes, logarithmic circuity ($r \leq 0.5km$), logarithmic circuity ($r > 0.5km$), fraction of "bridge edges" length, fraction of "bridge edges" number, fraction of "dead-end edges" length, and fraction of "dead-end edges" number) from 3 aspects, i.e., node degree, circuity, and dendricity (please find the description of these 11 measurements in Supplementary Tables 3, 4 and the explanation in Supplementary Section 3.2). Next, we try distinct numbers $k$ of clusters and notice under the case of $k = 4$, partitions of URNs have the best interpretability (Supplementary Fig. 18). It should be noted that a similar study that utilizes the urban image data to cluster the global cities might be useful to extend our spatial homogeneity definition idea from URNs to urban images. A detailed description can be found in Supplementary Fig. 16. Despite the input data difference, we find the Adjusted Rank Index (ARI) between our city clusters from the testing data in the CHTM (i.e., "USA", "Asia(c)", "Asia(w)", and "Europe") and their city clusters (i.e., "Motor City", "High Transit", "Intense", "Sparse", "Chequerboard", and "Informal") is 0.535, demonstrating certain consistency among the road network patterns among those cities. Please find the city cluster results in Supplementary Table 2. Note that the urban image data they use contains information about urban transit so that it can be reflected in their cluster results. In addition, we perform the principal component analysis on these vectors (Supplementary Table 4), using the PC1 to define the NI, which represents the sprawl of a URN.

Hyperparameters
In this link prediction task, the number of negative samples (nonexistent links) is much larger than the positive samples (links). To prohibit the GNN model from focusing too much on the negative samples, we sample a subset of negative samples to make the ratio between positive and negative samples 1:5. The number of layers, epochs, learning rate, and neurons in the GNN are hyperparameters in the model. To determine these hyperparameters, we perform the standard five-fold cross validation. In particular, we set the number of epochs as 10, the learning rate as 0.001, the number of layers as 3, and the number of neurons as 50.

Data and code availability
We use the publicly available road network data from OpenStreetMap (https://www.openstreetmap.org/) via the OSMnx Python package (https://github.com/gboeing/osmnx). We also use images from Google Maps (https://www.google.com/maps) to
validate the node merging results. These images are also available to the public. The population data we use comes from https://worldpopulationreview.com/, which is a visualization platform of the open datasets owned by the United Nations. The airport flow data is from https://www.panynj.gov/airports/en/statistics-general-info.html owned by The Port Authority of New York and New Jersey and is also publicly available. Both the road network data, socioeconomic data, and source codes for training, testing results are available at the online data warehouse: https://github.com/jiang719/road-network-predictability.git.
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