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Abstract

Inverse rendering is the problem of decomposing an image into its intrinsic components, i.e. albedo, normal and lighting. To solve this ill-posed problem from single image, state-of-the-art methods in shape from shading mostly resort to supervised training on all the components on either synthetic or real datasets. Here, we propose a new self-supervised training paradigm that 1) reduces the need for full supervision on the decomposition task and 2) takes into account the relighting task. We introduce new self-supervised loss terms that leverage the consistencies between multi-lit images (images of the same scene under different illuminations). Our approach is applicable to multi-lit datasets. We apply our training approach in two settings: 1) train on a mixture of synthetic and real data, 2) train on real datasets with limited supervision. We showcase the effectiveness of our training paradigm on both intrinsic decomposition and relighting and demonstrate how the model struggles in both tasks without the self-supervised loss terms in limited supervision settings. We provide results of comprehensive experiments on SfSNet, CelebA and Photoface datasets and verify the performance of our approach on images in the wild.

1. Introduction

Image decomposition into its intrinsic components (albedo, normals and lighting), i.e. inverse rendering is a fundamental problem in computer vision \cite{45, 44}. Not only it allows us to understand the geometry of the scene, it also enables us to manipulate different components and generate a desired output image. For example, by changing the illumination while fixing the albedo and the surface normals, a relit image of the same scene is obtained. Inverse rendering has a wide range of applications in image editing, subject relighting and augmented reality.

On a single image specifically, intrinsic decomposition is extremely challenging. Under Lambertian assumption, this originates from an underconstrained system of equations, thus leading to ambiguity and non-uniqueness of the decomposition solution. In such scenarios having strong priors on the individual components help in accurate image decomposition. Deep learning models that are trained on large datasets have proven to form strong priors in various ambiguous settings such as 3D reconstruction from single view image \cite{49, 8}, image inpainting \cite{53} and super-resolution \cite{18}, to name a few.

Here, we also resort to a deep learning based data-driven approach for the single-image intrinsic decomposition task. Previous state-of-the-art methods have tackled this problem through supervised training on all intrinsic components either on synthetic \cite{26, 31}, real datasets \cite{52} or a combination of both \cite{37}. Here, we propose a new semi self-supervised training paradigm that helps in learning the intrinsic decomposition and relighting tasks in regimes where ground truth labels for intrinsic components are not avail-
able. Our approach leverages the images of the same scene lit under different illuminations, i.e. multi-lit images, and their inherent consistencies during training, while operating on single images at inference. For this purpose, we generate a multi-lit dataset from the synthetic SfSNet [37] and real CelebA [27] datasets, called multi-lit CelebA. Compared to self-supervised methods such as [54] applied to scene datasets, our method does not require multi-view image datasets and allows for hybrid training on synthetic and real datasets. We evaluate the effect of our training approach in two settings: 1) hybrid training on real and synthetic data, 2) training on real datasets with limited supervision.

We restate our contributions as: 1) We introduce a new self-supervised cross-relighting loss. Assuming a pair of multi-lit images, cross-relighting term enforces consistency between relit images obtained after swapping illumination vectors between the pair. To facilitate the use of this loss term, we generate a multi-lit dataset by relighting images from CelebA [27] with lighting vectors sampled from the synthetic SfSNet dataset [37]. 2) Through extensive experiments and comparison with multiple baselines, we demonstrate the importance of the cross-relighting loss term in either hybrid training on real and synthetic datasets or training with limited supervision on real datasets. We show that without this loss term, learning the intrinsic decomposition and relighting tasks fail in limited supervision settings.

2. Related Work

Intrinsic decomposition and subject relighting have been extensively studied in the literature. Here, we summarize the existing methods.

Intrinsic Image Decomposition: Early works on intrinsic image decomposition are mainly derived by solving the equations provided by the Lambertian reflectance model [3] [22] [34]. To impose proper constraints for intrinsic decomposition of single images which is a highly ill-posed problem, many papers introduced priors on different components [2]. However, deriving effective priors that model the underlying physics is challenging.

Recently, data driven models surged in the intrinsic decomposition field due to their exceptional performance in learning effective priors from large datasets. Deep belief networks [44] and encoder-decoder architectures [21] [41] [37] [26] [4] have particularly proven effective. In the latter, the image is encoded into a latent representation which is then processed by separate decoders, to achieve different components such as albedo, normals and lighting. These architectures are trained on 1) synthetic [31] [26] [23] [38] [59], 2) unconstrained real datasets [54], or 3) a mix of both [37] [36] [6] [58]. While models trained on purely synthetic data with full supervision obtain reasonable results on real images, they still suffer from the domain gap between the real and synthetic datasets. Training on real datasets addresses this domain gap. However, it introduces a new challenge: lack of ground truth labels for the intrinsic components. To resolve this issue, many papers pursue the generation of pseudo-labels for real portrait datasets by fitting a 3D morphable model (3DMM) [5] [41] [48], using a pre-trained model on synthetic data [37] [36], or photometric stereo [32]. The main drawbacks of estimating these labels are: 1) The estimated components can be erroneous. This error then propagates to the trained models on these datasets, 2) Obtaining labels is often prohibitively expensive and not attainable for commercial use.

Self-supervised learning has gained increasing popularity to allow training on unlabeled datasets. For the intrinsic decomposition task, self-supervison is obtained by dense correspondence between pixels across multiple views [54], training on a sequence of multi-lit images or video streams [25] [42], model-based shape reconstruction [46], or through reconstruction loss (imposing consistency between the original images and the re-rendered one from the estimated intrinsic components) while training on a mix of labeled and unlabeled datasets [37] [36] [16]. Here, we introduce a new self-supervised loss term that 1) reduces the need for pseudo-labels and multi-stage training [37], 2) does not require a sequence of images as input during training [25] [42], 3) does not rely on strong priors posed in [54] [25] [46] for training in limited supervision scenarios (no labels on albedos and normals exist) where the intrinsic decomposition from single image is highly ambiguous. Furthermore, compared to [28] proposing an unsupervised intrinsic decomposition technique given multi-lit images at training, we further disentangle the lighting component from the normals, thus facilitating relighting and light transfer between a source and a target image pair.

Subject Relighting: Relighting an image has been the focus of a multitude of recent works. [52] [29] use multiple input images alongside the target lighting to generate the relit subject. While in [29], these images are recorded under spherical color gradient illumination [12] [11], in [52] the input images correspond to multiple fixed directional lightings. These methods are in line with the idea that a new relit image is obtained by a combination of densely sampled images under one lighting at a time (OLAT) light stage [9]. Encoder-decoder models estimating the source lighting and the image latent vector that is later on fed to the decoder alongside the target lighting to generate the relit image are proposed in [57] [43]. Furthermore, the task of light transfer from a source to a target image has been addressed as a mass transport problem in [40]. While these methods are capable of relighting subjects under different illuminations, they lack the interpretability that is put forward by the intrinsic decomposition-based relighting models. Nestmeyer et al in [32] proposed a physics-based model that relights an image given a target lighting while taking into account non-
diffuse components. Joint relighting and multi-view synthesis from multiple input images has also been discussed in [51] [56] [7]. Opposed to our approach, these models rely on multiple input images at inference to extract the full geometry of the underlying scene.

### 3. Method

Our goal is to decompose a single-view RGB image $I$ into its intrinsic components including albedo $A$, normal $N$ and lighting $L$. The albedo and normals have the same dimensionality as the image, i.e. $n \times n \times 3$. While for the albedo, different channels represent color, for normals, they mark the orientation of the normal along 3D axes. Furthermore, we represent colored lighting by its spherical harmonic (SH) coefficients up to second order, thus $L \in \mathbb{R}^{9 \times 3}$. While SH coefficients up to second order mainly constitute low-frequency terms, they are sufficient to estimate the irradiance up to 1% error [33]. We assume $I$ is generated under Lambertian reflectance as,

$$ I(p) = f_{\text{render}}(A(p), N(p), L) = A(p) \circ (L^T N_{\text{SH}}(p)) $$

where $p$ marks the $p$-th pixel and $f_{\text{render}}$ is the differentiable function that maps the intrinsic components to the image domain. Also, $N_{\text{SH}}$ is the transformed normals in SH domain and $\circ$ denotes element-wise multiplication.

#### 3.1. Architecture

The decomposition architecture that we adopt here is inspired by the SfSNet architecture [37] depicted in Fig. 2, consisting of 1) a shared encoder, 2) two streams of cascaded residual blocks to extract albedo and normal features and 3) three decoders for albedo, normals and lighting. On the encoding path, the image is processed through convolution layers, batch norm [14] and ReLU [50] activations. On the decoding path, to upsample the downsampled features, we use deconvolution layers. To estimate the lighting, we concatenate the image, albedo and normal features and feed it to a trainable light estimator. This is inspired by the fact that given an image, its albedo and normals, lighting is estimated by solving a linear equation defined in (1). The light estimator block recovers the SH representation of lighting up to the second order.

#### 3.2. Training

We adopt a combination of supervised and self-supervised strategies using a mix of real and synthetic datasets. Below, we describe our training methods specific to the different datasets and the available annotations.

**Supervised**: For synthetic datasets, ground truth (GT) albedo, normal and lighting are available. Thus, these ground truth values are used to supervise the estimation of $A$, $N$ and $L$ during training. Further, through the reconstruction loss, we enforce the reconstructed image (combining the estimated components following (1)) to be close to the original input image.

**Self-supervised**: We also train our model on real datasets to improve generalization on unconstrained images in the wild. As ground truth intrinsic components are not often available for these datasets, we use self-supervision. Thus, apart from the reconstruction loss, we introduce a new term called cross-relighting loss.

To explain cross-relighting consistency terms, let us consider two images $I_1$ and $I_2$. These images share the same albedo and normals and only differ in terms of lighting, where $I_1 = f_{\text{render}}(A_1, N_1, L_1)$ and $I_2 = f_{\text{render}}(A_2, N_2, L_2)$, with $A_1 = A_2$ and $N_1 = N_2$. Therefore, we expect the estimated albedos and normals for $I_1$ and $I_2$ to be the same. Furthermore, by swapping the estimated lighting for the two images, we expect $f_{\text{render}}(\hat{A}_1, \hat{N}_1, L_2)$ to be close to $I_2$ and $f_{\text{render}}(\hat{A}_2, \hat{N}_2, L_1)$ to be close to $I_1$. This adds further consistency between the relit images which has shown to be
beneficial during training. Furthermore, we verify that the use of cross-relighting loss term reduces the need for providing pseudo-labels for the real unconstrained images [10]. Imposing the cross-relighting loss term is further illustrated providing pseudo-labels for the real unconstrained images [10].

Finally, the final loss that is used to train our architecture on a mix of synthetic and real datasets is defined as,

\[ L = \lambda_A \| \hat{A} - A \|_1 + \lambda_N \| \hat{N} - N \|_1 + \lambda_L \| \hat{L} - L \|_2 + \lambda_{rec} L_{rec} + \lambda_{relit} L_{relit} \]

(2)

where the first three terms mark the supervision on albedo, normals and lighting and are only effective for samples from the synthetic dataset. Furthermore, \( L_{rec} \) and \( L_{relit} \) are the reconstruction and relighting consistency terms defined as,

\[ L_{rec} = d(f_{encoder}(\hat{A}_1, \hat{N}_1, \hat{L}_1), I_1) + d(f_{encoder}(\hat{A}_2, \hat{N}_2, \hat{L}_2), I_2) \]

\[ L_{relit} = d(f_{encoder}(\hat{A}_1, \hat{N}_1, \hat{L}_1), I_2) + d(f_{encoder}(\hat{A}_2, \hat{N}_2, \hat{L}_2), I_1) \]

with \( d(\hat{x}, x) \) denoting the distance metric between \( \hat{x} \) and \( x \). In our experiments, we choose \( \| . \|_1 \) as \( d \) to better preserve the high frequency details in the reconstructed image and intrinsic components. We compute \( L_{rec} \) and \( L_{relit} \) in LAB color space, as it leads to a higher quality relighting results.

Note that, we only need a multi-lit dataset for the training phase, while inference is performed on a single image. We use existing multi-lit dataset PhotoFace [55] and also generate a multi-lit dataset from single-lit CelebA [27] and synthetic SfSNet [37] dataset. We call this dataset multi-lit CelebA. Details are discussed in Section 4.1.

Non-hybrid training: While we use (2) to train on a mixture of synthetic and multi-lit datasets, we also investigate a setting in which we only train on multi-lit datasets with lighting annotations. As discussed in Section 4.1, our multi-lit CelebA dataset consists of images of the same subjects under different lightings alongside the GT illumination vectors. In this setting, we train the same architecture in Fig. 2 with light supervision, \( L_{rec} \) and \( L_{relit} \) terms. Note that, here there is no longer any form of supervision on albedo and normals, as we are not training on synthetic data anymore. To provide some priors on the estimated albedos and normals, we make slight changes in the architecture. For the albedos, we add a sigmoid non-linearity to bound the estimated albedos between [0, 1]. Furthermore, to ensure that the normals have unit norms, we further normalize \( N \) pixel-wise. In Section 4, we present results on this form of training and argue that without \( L_{relit} \), the model is not able to learn a meaningful decompositions between the albedos and the normals. This highlights the importance of \( L_{relit} \) in regimes with limited available annotations.

4. Experiments

4.1. Generating Multi-Lit CelebA dataset

To generate the multi-lit CelebA dataset, we use the images from CelebA [27] and lighting vectors from synthetic SfSNet dataset [37]. To this end, we train a skip-connection based encoder-decoder architecture (similar to [37]) on the labeled synthetic dataset only. Then, we use this network to generate pseudo-labels for the CelebA dataset, while training another network with a mixture of SfSNet and CelebA datasets. Next, to relight CelebA images, we estimate their albedos and normals using the pretrained network, sample 5 different lighting vectors from the SfSNet dataset and generate relit images by passing the estimated albedo, normal and sampled lightings through the rendering function in (1). During training with \( L_{relit} \), we choose random pairs of the relit images of the same subject. When training on a mix of synthetic and multi-lit CelebA dataset, to ensure that the original samples from the CelebA are used, we always choose the original image from CelebA as one of the images in the multi-lit image pair, while choosing the other image randomly from the relit versions. Samples of the multi-lit CelebA dataset are provided in Fig. 3(a).

4.2. Training details

We examine two training paradigms: 1) train on a mix of synthetic and real datasets using the loss defined in (2), 2) train on multi-lit CelebA dataset with light supervision, \( L_{rec} \) and \( L_{relit} \). We adopt the synthetic dataset provided by [37] which includes GT albedos, normals, SH lighting and segmentation maps alongside each image. A sample of this dataset is visualized in Fig. 3(b). The SfSNet dataset consists of \( \sim 190k \) samples, where we use 70%, 10% and 20% as train, validation and test splits, respectively.

For real unconstrained images, we use CelebA [27] and Photoface [55] datasets. To incorporate \( L_{relit} \) on CelebA during training, we use multi-lit CelebA dataset. The CelebA dataset originally contains \( \sim 200k \) samples, but after generating its multi-lit version, \( \sim 600k \) pairs of multi-lit images are available. We use the same splits provided in [27] for CelebA and multi-lit CelebA datasets. On the other hand, the Photoface dataset already contains images of the same subject and pose under different lightings. It also provides annotations in the forms of albedos and normals computed from shape from shading methods [10]. For each subject and pose, 4 different lightings exist. Thus, during training we use \( \binom{4}{2} = 6 \) pairs of multi-lit images. To
avoid having samples of the same subject in different splits, we separate the splits on a subject basis with 100 identities in the test set (to further adhere to the existing baselines evaluated on this dataset). To preserve the personal identity of the subjects, we present results with redacted faces. We cover the eyes and mouth of the samples from real datasets with black boxes.

To further adapt CelebA images to the SfSNet dataset which only contain the face region, we extract the face region for each image. For this purpose, we create a face mask from the convex hull of the facial keypoints extracted by [19] (outlined by the jaw line and the eyebrows). All images are then resized to 128 × 128. In the rest of this section, unless otherwise stated our models are trained on SfSNet and multi-lit CelebA dataset using the loss in (2).

In our experiments, we used two different encoder-decoder based architectures. In the first architecture (Arch 1), we have skip connections between the encoder and both A and N decoders. We use Arch 1 for training models on SfSNet dataset only. In Arch 2, we no longer have skip-connections. This architecture is used for training models on a mixture of SfSNet and real datasets. We use a similar network architecture as [37] for Arch 1 and 2, following their ablation study and analysis on the effectiveness of each architecture in different settings. The light estimator module, consists of a 1 × 1 convolution layer followed by batch-norm, ReLU and adaptive average pooling that maps the features to a 256-dimensional vector. This vector is then fed to a fully connected layer to output a 27-dimensional lighting vector. In all experiments, we use the Adam optimizer with 5×10^{-4} weight decay and learning rates between 0.0002 and 0.001 depending on the experiment. More de-
4.3. Results

Light transfer: In Fig. 4, we compare the light transfer quality of our model in contrast to several benchmarks on various datasets including MultiPIE [13], DPR [57] and CelebA-HQ [17]. Note that, we did not use samples from MultiPIE, DPR and CelebA-HQ datasets and rather took screenshots of the images provided in [57] and evaluated the performance of our models on these screenshots. We provide a brief description of the baselines as: DPR [57] trains an encoder-decoder architecture on multi-lit image pairs with lighting annotations, Shih et al [39] and Li et al. [24] relight a content image given a style image, Shu et al [40] formulates the light transfer as a mass transport problem. Note that while these baselines have been trained on $512 \times 512$ images, our model and SfSNet [37] are trained on $128 \times 128$ images. To have a fair comparison on our model and SfSNet, we resize the input images to $128 \times 128$ and operate on facial region, while reporting results for the other baselines on $512 \times 512$ images.

Note that, in Fig. 4-(a) and (c), the DPR baseline has the advantage of knowing the target lighting and relighting the source image based on this GT illumination. However, for our method and SfSNet we estimate the lighting from the reference and transfer it to the source image. As our approach and SfSNet use colored light unlike DPR [57] (trained on monochromatic light), the color tone of the reference is transferred as the color of the light, thus the tone of the relit image matches the source. This is due to the
nature of the synthetic dataset we have trained on, which contains colored light and low variety of skin tones. One can use other synthetic datasets with variations in the skin tones and monochromatic lighting. Note that our approach succeeds in accurately estimating the lighting from the reference image and relighting the source image even though we are training on lower resolution images without knowing the target lighting vector. Also, compared to the baselines, the transferred light better matches the reference and the relit image looks more natural with no visible artifacts (compared to the results from [39, 24, 40]). These baselines suffer from accurately understanding the lighting from the reference image and then transferring it to the source image. Also in Fig. 4(a), compared to DPR, the facial shades on the relit images of our model better match the reference. This suggests that our model does a better job in estimating the lighting as it is trained on more natural looking images with a wide variation of lightings compared to the dataset used in DPR [57].

In Fig. 5, we closely examine the quality of the light transfer on CelebA dataset [27]. Note that compared to SfSNet, our model demonstrates more medium-frequency details (e.g. wrinkles) in the shading component (denoted by S_\* in the figure). This in turn leads to better quality of the relit images by our model compared to SfSNet. We presume this is because of the use of pseudo labels during training by SfSNet. While these labels are helpful in stabilizing the training on real dataset, they might be erroneous and thus limit the quality of the learnt components. Furthermore, our method is implicitly trained on the light transfer task through the cross-relighting loss term, thus improving light transfer quality compared to SfSNet. In addition, Fig. 5 exemplifies successful and challenging cases for the light transfer task. For instance, in the presence of cast shadows both our model and SfSNet have a hard time in accurately decomposing the albedo and normals by SfSNet. Even though, it is observed that the decomposition and the relighting task on parts of the face which are under strong shadows or dimly lit is more challenging as they contain less information.

In addition, we assess the quality of the estimated normals by our method against several baselines trained on Photoface in Table 1. The metric used is the angular error (in degrees) between the GT and estimated normals at each pixel. We report on mean (per pixel error) and the percentage of pixels with normal angular errors less than 20\degree, 25\degree and 30\degree. Note that, our method outperforms all previous methods in terms of the quality of the estimated normals. This gain verifies the importance of using \( L_{relit} \) and how it helps in a more accurate decomposition especially for low-light images.

**Decomposition performance:** In Fig. 4, we present the estimated intrinsic components by our model. We also relight Img. 1 with the estimated lighting from Img. 2, hence we expect the relit image to be close to Img. 2. Our results verify the accuracy in the estimated components and highlight challenging scenarios for the decomposition task (last three examples). While the model generalizes well on various poses, it is having difficulty in the intrinsic decomposition task on parts of the images which are partially occluded or contain cast shadows. This is due to the scarcity of such examples with GT labels in the training set.

**Importance of cross-relighting loss:** To highlight the importance of \( L_{relit} \), we train two models only on multi-lit CelebA dataset. In both models we train with light supervision and \( L_{rec} \). We also use \( L_{relit} \) while training the second model. Note that no form of supervision on \( \hat{A} \) and \( \hat{N} \) are provided in training these two models. In Fig. 8, we provide visual results on the quality of the decomposition and relighting. While both models are successful in the lighting estimation, the model trained without \( L_{relit} \) clearly fails in decomposing the albedo and normals. Even though, it still provides reasonable looking relit images in terms of the color tone, it evidently misses the correct shading which is a result of the interaction between lighting and normals. This stems from the ambiguity of the decomposition task, especially if no reference albedos and normals are provided.

![Table 2: Quantitative comparison with DPR and Pix2Pix on reconstructions and relighting tasks.](image)

| Metric/Model | DPR | Pix2Pix | Syn. only | SfSNet | Ours |
|--------------|-----|---------|-----------|--------|------|
| \( L_1 \) recon | 26.7 | 30.9 | 42.2 | 26.3 | **17.8** |
| \( L_1 \) relit | 34.9 | 48.7 | 48.7 | 39.2 | **30.8** |
| \( L_2 \) recon | 20.8 | 25.5 | 32.4 | 19.9 | **12.8** |
| \( L_2 \) relit | 27.3 | 37.0 | 37.4 | 30.4 | **23.5** |
| SSIM recon | 0.94 | 0.95 | 0.92 | 0.95 | **0.97** |
| SSIM relit | 0.9 | 0.89 | 0.89 | 0.92 | **0.93** |

Table 2: Quantitative comparison with DPR and Pix2Pix on reconstruction and relighting tasks.
Table 3: Quantitative evaluation on multi-lit CelebA dataset. The second row contains the results of a model trained only on the synthetic data, while the rest are trained on a mix of SfSNet and multi-lit CelebA datasets. (Pseudo sp: pseudo supervision, CR: cross-relighting).

| Model / Metric     | Decomp. | $L_1$ recon | $L_1$ relit | $L_2$ recon | $L_2$ relit | SSIM recon | SSIM relit |
|--------------------|---------|-------------|-------------|-------------|-------------|------------|------------|
| Syn. + Real + No Pseudo sp | ×       | 12.2        | 128.6       | 14.5        | 92.8        | 0.97       | 0.83       |
| Syn. only          | ✓       | 42.2        | 48.7        | 32.4        | 37.4        | 0.92       | 0.89       |
| Syn. + Real + Pseudo sp | ✓       | 26.3        | 39.2        | 19.9        | 30.4        | 0.94       | 0.92       |
| Syn. + Real + CR   | ✓       | 17.3        | 32.0        | 12.5        | 24.4        | 0.97       | 0.93       |
| Syn. + Real + CR + LAB | ✓       | 17.8        | 30.9        | 12.8        | 23.5        | 0.97       | 0.93       |
| Real + light       | ×       | 19.7        | 46.7        | 15.0        | 37.7        | 0.96       | 0.88       |
| Real + CR + light  | ✓       | 17.8        | 25.8        | 13.8        | 20.4        | 0.96       | 0.93       |

(Ablation study): In Table 3, we present a quantitative ablation study on the test set of the multi-lit CelebA dataset. Our metrics are average per pixel $L_1$ and $L_2$ errors for the reconstructed and relit images alongside structural similarity index measure (SSIM). While there is no GT labels for the albedos and normals for CelebA multi-lit dataset, we evaluate the decomposition performance visually. For training on synthetic data only i.e. Syn. Only, we train a network with Arch 1 using the SfSNet dataset. For the rest of the methods, we train a network with Arch 2. Pseudo sp (pseudo supervision) refers to the use of pseudo-labels obtained from the pre-trained Syn. Only model during training. The results demonstrate that without pseudo-supervision or the use of $L_{relit}$, learning intrinsic decomposition from a mix of synthetic and real datasets fail. Furthermore, the results verify the improvement provided by imposing $L_{rec}$ and $L_{relit}$ in LAB color space.

In the last two rows, we quantify the performance of the model trained only on multi-lit CelebA dataset with light and reconstruction supervision and with/without $L_{relit}$. The results again verify the importance of the cross-relighting loss in limited supervision settings and how a model trained with light, $L_{rec}$ and $L_{relit}$ on multi-lit CelebA dataset has close (or even better on some metrics) performance to the models trained on a hybrid dataset.

Comparison to DPR and Pix2Pix: We compare our model against two benchmarks specialized for the subject relighting task and retrained on multi-lit CelebA. For DPR [57], we train a skip-connection based encoder-decoder architecture which relights an input image given a target illumination. In Pix2Pix [15], we treat the lighting as a style vector and train a generator-discriminator pair adversarially, conditioned on the lighting vector. Note that for these two baselines, the target lighting is required and assumed to be known during training unlike our model. We report the quantitative results in Table 2 where we have retrained SfSNet on multi-lit CelebA. Note that our model outperforms all baselines on both reconstruction and relighting tasks. Compared to DPR and Pix2Pix which only focus on the relighting task and use the lighting vector alongside the image/features to relight an image, our model additionally performs intrinsic decomposition which is helpful in improving the relighting performance.

5. Conclusion

In this paper, we studied the inverse rendering problem, i.e. decomposing a single view image into its intrinsic components such as albedo, normals and illumination. We proposed a new self-supervised training paradigm, leveraging consistencies between images of the same scene under different illuminations, i.e. multi-lit images. We also generated a multi-lit dataset from the CelebA dataset, named multi-lit CelebA. We examined our training approach under two different settings: 1) hybrid training on synthetic and multi-lit CelebA dataset, 2) limited supervision training on multi-lit CelebA. We showed in both settings our model is successful in learning intrinsic decomposition and relighting tasks despite the challenging ambiguities of the
problem. We presented qualitative and quantitative comparisons with various state-of-the-art baselines to demonstrate the strength of our approach.
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6. Supplementary Material

This section includes supplementary results and descriptions of the experiments discussed in the main draft.

6.1. Notations

Let $\text{Conv}(c_i, c_o, k, s, p)$ denote a convolution layer with $c_i$ and $c_o$ input and output channels, $k$ kernel size, stride $s$ and padding $p$. Also, $\text{bn}(c_i)$ represents a batch normalization layer with $c_i$ input channels. We define a convolution layer followed by ReLU and batchnorm as a convolution block, denoted by $\text{ConvB}(c_i, c_o, k, s, p) = [\text{Conv}(c_i, c_o, k, s, p) - \text{relu} - \text{bn}(c_o)]$. We also define deconvolution block similarly as $\text{DeconvB}(c_i, c_o, k, s, p) = [\text{ConvTranspose}(c_i, c_o, k, s, p, p_o) - \text{relu} - \text{bn}(c_o)]$ with $p_o$ denoting the output padding. Also, $\text{FC}(n_i, n_o)$ is a fully connected layer with $n_i$ and $n_o$ input and output sizes.

6.2. Our architecture

We use two architectures in our experiments. In Arch 1 which is used for training on the synthetic dataset only, we have a U-net based encoder-decoder. The architecture of the encoder is $[\text{ConvB}(3, 32, 5, 2, 2) - \text{ConvB}(32, 64, 5, 2, 2) - \text{ConvB}(64, 128, 5, 2, 2) - \text{ConvB}(128, 256, 5, 2, 2)]$. The features output by the encoder are then passed through two separate cascade of convolution blocks ([$\text{ConvB}(256, 256, 3, 1, 1) - \text{ConvB}(256, 256, 3, 1, 1) - \text{ConvB}(256, 256, 3, 1, 1)$]), to represent the normal and albedo features. The normal and albedo features are then passed through two separate decoders with the same architectures as $[\text{DeconvB}(256, 128, 5, 2, 2, 1) - \text{DeconvB}(128, 64, 5, 2, 2, 1) - \text{DeconvB}(64, 32, 5, 2, 2, 1) - \text{DeconvB}(32, 16, 5, 2, 2, 1) - \text{ConvB}(16, 3, 5, 2, 1)]$. Note that we have skip-connections from different layers of the encoder to the respective layers of the decoders. For the light decoder, we concatenate the normal and albedo features along with the image features from the encoder and pass it through a $\text{ConvB}(768, 256, 1, 1, 0)$, an average pooling and $\text{FC}(256, 27)$.

In Arch 2, which is used for training on a combination of synthetic and real dataset, we no longer have skip connections. We use the same architecture as [37] for Arch 2.

6.3. Details on the DPR baseline

Our architecture for the DPR baseline is a skip-connection based encoder-decoder similar to [57]. The encoder consists of 5 convolution blocks as $[\text{ConvB}(3, 16, 5, 1, 2) - \text{ConvB}(16, 16, 3, 2, 1) - \text{ConvB}(16, 32, 3, 2, 1) - \text{ConvB}(32, 64, 3, 2, 1) - \text{ConvB}(64, 155, 3, 2, 1)]$. The last 27 channels of the extracted feature from the encoder is then passed through an adaptive average pooling layer followed by two fully connected layers to output a $27 \times 1$ lighting vector. This would be the estimated lighting vector for the input (source) image.

At the decoder side, the target lighting is first passed through two fully connected layers (followed by batch norm and ReLU) to generate a $27 \times 1$ feature vector for the target lighting. This feature vector is then repeated to have the same width and height as the 2D features generated by the encoder. This repeated feature is then concatenated with the first 128 channels of the encoder feature to form a feature with 155 channels. This feature is then passed through the decoder structured as: $[\text{DeconvB}(155, 64, 3, 2, 1, 1) - \text{DeconvB}(64, 32, 3, 2, 1, 1) - \text{DeconvB}(32, 16, 3, 2, 1, 1) - \text{DeconvB}(16, 16, 3, 2, 1, 1) - \text{ConvB}(16, 3, 3, 1, 1)]$. Note that we have 4 skip connections from the encoder to the decoder. The features from different layers of the encoder are passed through convolution layers with kernel size 3 and the same number of input/output channels as the input features. The loss function used to train the DPR baseline is:

$$L(\theta) = \| I_2 - f_\theta(I_1, L_2) \|_1 + \lambda \| L_1 - \hat{L}_1 \|_1 + \| I_1 - f_\theta(I_2, L_1) \|_1 + \lambda \| L_2 - \hat{L}_2 \|_1$$

where $(I_1, I_2)$ are the multi-lit image pair from the multi-lit CelebA dataset, $L_1$ and $L_2$ are the ground truth (GT) lighting vectors for $I_1$ and $I_2$ respectively. Also, $\hat{L}_1$ and $\hat{L}_2$ are the estimated source lighting vectors for $I_1$ and $I_2$ images and $f_\theta$ denotes the DPR encoder-decoder network parameterized by $\theta$. Note that while training the DPR baseline, we have supervision over the relit image and the estimated source lighting by the network.

6.4. Details on Pix2Pix baseline

For the Pix2Pix [15] baseline, we have a conditional GAN [30] model. The generator consists of a U-net based encoder-decoder. The encoder takes as input the image and the target lighting vector. To concatenate these two before feeding it to the encoder, we first repeat the lighting vector to have the same width and height as the input image. Then, we concatenate this repeated vector with the input image along the channel dimension. The encoder consists of 4 convolution layers with output channel sizes of 32, 64, 128 and 256 with ReLU activations and batchnorm, kernel size 5 and stride length 2. The decoder also have 4 deconvolution blocks to upsample the lower resolution feature from
the encoder. Also, there are skip-connections between respective layers of the encoder and decoder to allow the flow of high frequency features directly from the input to the output. The discriminator consists of 3 convolution layers, with 32, 64 and 128 channels and a kernel size of 5 and stride 2. The output of the cascaded convolution blocks is then passed through an adaptive average pooling layer and two fully connected layers with 128 and 1 output sizes. To have the final score from the discriminator between 0 and 1, we pass the final output through a sigmoid. The discriminator takes as input the relit image along the target lighting. We use the following loss to train the Pix2Pix baseline:

$$L(\varphi, \phi) = \lambda \| G_\varphi(I_s, L_t) - I_t \|_1 + \log(D_\phi(I_t)) + \log(1 - D_\phi(G_\varphi(I_s, L_t)))$$

where $G_\varphi$ and $D_\phi$ denote the generator and the discriminator parameterized by $\varphi$ and $\phi$. $I_s$ and $I_t$ are the source and target images and $L_t$ denotes the target lighting. Note that in (4) the first term enforces the relit image to be close to the ground truth target image. We train Pix2Pix baseline on multi-lit CelebA [27] dataset which contains lighting vectors from the SfSNet dataset [37].

6.5. Challenging examples

In Fig. 9 we present some challenging examples. Note that, the model has difficulties in the decomposition task for some non-frontal poses. Also, cast shadows alongside partial occlusions result in less accurate decomposition (although still reasonable).

6.6. Visual results on Photoface

In Fig. 10 we visualize decomposition and relighting results on the Photoface dataset [55] for a model trained from scratch on the Photoface dataset. We provide both successful and failed examples, outlined in green and red. For low-light images or parts of the face under shadow, the recovered albedo has low quality. This then leaks to the relit image, leading to a lower quality relit image and visible artifacts.

6.7. Decomposition results

In Fig. 11 we present more decomposition and relighting results for the weakly supervised model and the model trained on a combination of synthetic and real datasets.

6.8. Visual comparisons to DPR and Pix2Pix

In Fig. 12-13 we visually compare the relighting performance of our model against the DPR and Pix2Pix models we trained on the multi-lit CelebA dataset. Note that our model compared to the baselines generate relit images that better match the target lighting and look natural.

6.9. Light transfer

In Fig. 14-15 we present additional visual results and comparisons with SfSNet [37] on the light transfer task.
(a) The weakly supervised model. During training we have used light supervision, reconstruction and cross-relighting loss terms.

(b) Model trained on a mixture of synthetic and real datasets. We have full supervision on synthetic samples, while only use $L_{\text{rec}}$ and $L_{\text{relit}}$ for samples from multi-lit CelebA.

Figure 11: Decomposition results of different models.

Figure 12: Comparison between the relighting results of our model vs DPR [57] and Pix2Pix [15] baselines trained on multi-lit CelebA dataset. The target lights are depicted in the first row.

Figure 13: Comparison between the relighting results of our model vs DPR [57] and Pix2Pix [15] baselines trained on multi-lit CelebA dataset. The target lights are depicted in the first row.
Figure 14: Comparison between our model and SfSNet [37] for the light transfer task. $S\cdot$ denotes shading.

Figure 15: Comparison between our model and SfSNet [37] for the light transfer task. $S\cdot$ denotes shading.