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ABSTRACT

The 21-cm forest is a promising probe of the Epoch of Reionization. The local state of the intergalactic medium (IGM) is encoded in the spectrum of a background source (radio-loud quasars or gamma ray burst afterglow) by absorption at the local 21-cm wavelength, resulting in a continuous and fluctuating absorption level. Small-scale structures (filaments and minihaloes) in the IGM are responsible for the strongest absorption features. The absorption can also be modulated on large scales by inhomogeneous heating and Wouthuysen-Field coupling.

We present the results from a simulation that attempts to preserve the cosmological environment while resolving some of the small-scale structures (a few kpc resolution in a 50 h\(^{-1}\) Mpc box). The simulation couples the dynamics and the ionizing radiative transfer and includes X-ray and Lyman lines radiative transfer for a detailed physical modelling. As a result we find that soft X-ray self-shielding, Lyman-\(\alpha\) self-shielding and shock heating all have an impact on the predicted values of the 21-cm optical depth of moderately overdense structures like filaments. An accurate treatment of the peculiar velocities is also critical. Modelling these processes seems necessary for accurate predictions and can be done only at high enough resolution. As a result, based on our fiducial model, we estimate that LOFAR should be able to detect a few (strong) absorptions features in a frequency range of a few tens of MHz for a 20 mJy source located at \(z=10\), while the SKA would extract a large fraction of the absorption information for the same source.
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1 INTRODUCTION

Unveiling the Epoch of Reionization (EoR) is currently one of the most active field in observational extragalactic astronomy. The EoR is the period in the history of the universe when the light from the first stars and galaxies progressively reionized the cold neutral hydrogen in the Inter-Galactic Medium (IGM). Some existing and upcoming instruments focus on the sources of light (HST\(^1\), JWST\(^2\), E-ELT\(^3\)) while others are designed to quantify the 21-cm emission from the IGM (GMRT\(^4\), PAPER\(^5\), MWA\(^6\), LOFAR\(^7\), HERA\(^8\), SKA\(^9\)). First detecting and then measuring the statistical properties (power spectrum) of the 21-cm signal from the IGM in either absorption or emission against the CMB is a challenge, mainly because of the 4 to 5 orders of magnitude brighter foregrounds. Removing these foregrounds without losing the cosmological signal will require to measure the total signal with high accuracy. This means an excellent instrumental calibration and a good handle on the effects of the ionosphere and on radio interferences. Imaging the signal with the SKA will push these requirements even further.

Another option suggested by Carilli et al. \((2002)\) is to observe the signal in absorption against a point-like bright background source such as a radio-loud Quasi-Stellar Object (QSO) or the radio afterglow of a Gamma Ray Burst (GRB). The resulting absorption spectrum is called the 21-cm forest. How does observation against of point source compare with, for example, observation against the CMB during a strong absorption phase? In such a phase the spin temperature is already coupled to the kinetic temperature of the gas but the IGM is not yet much heated by X-rays. In this limiting case, the relevant signal is, in both types of observation, proportional to the flux of the background (point-source or CMB) times the local 21-cm optical depth of the IGM. At the typical imaging resolution with the SKA, 5’\(\times\)5’ \((\text{Mellema et al.} 2013)\), the flux from the CMB at 150 MHz
is \( \sim 4 \) mJy per pixel, not much weaker than the 10 – 20 mJy usually considered for the (as yet hypothetical) background QSOs. However, with a spectral resolution better than 10 kHz, 21-cm forest observations probe modes up to \( k = 10 \) h.Mpc\(^{-1}\), almost 2 orders of magnitude higher than 21-cm imaging against the CMB. The amplitude of the fluctuations in the signal may rise by a factor of 10 over those 2 orders of magnitude in \( k \) (Santos et al. 2010; Baek et al. 2010), giving an edge to 21-cm observations. Moreover, if the angular resolution is increased by using long base lines, the point-source signal of the 21-cm forest will not drop while the level of the spatially extended foregrounds will drop as the square of the angular resolution. When imaging the signal against the CMB, the signal also drops. This is possibly the biggest advantage of 21-cm forest observations. Finally, with a much more favourable ratio between signal and foreground the calibration requirements will be less stringent. But of course a 21-cm forest observation samples the ISM on a single line of sight, yielding much less information than the tomographic imaging of the signal against the CMB. And while there is no uncertainty about the CMB as a background source, the existence of a population of sufficiently bright point-sources at high enough redshift to make the 21-cm forest detectable is an open question.

While models predict a sufficient number of radio-loud QSOs at high redshift (Haiman et al. 2004; Wilman et al. 2008), the number of currently detected objects at \( z \sim 6 \) does not match the predictions (Bañados et al. 2015). A possible explanation is a more efficient mutual synthesis of the synchrotron radio emission in QSOs toward higher redshifts as electrons lose a larger fraction of their energy to the CMB through inverse Compton scattering (Afonso et al. 2015; Ghisellini et al. 2015). Concerning the radio afterglow of GRBs, Ciardi et al. (2015) finds that those originating from Pop II stars would be too dim to reveal the 21-cm forest even with the SKA, while the yet undetected GRBs from Pop III stars may be as bright as 10 mJy at 100 MHz and sufficient for 21-cm forest studies. However, at most 1 every few years may occur in the fraction of the sky accessible to the SKA, namely \( 10^8 \) square degrees (Campisi et al. 2011). Quite obviously we cannot expect an abundance of suitable background sources and a multi-beaming capacity for the SKA would greatly improve the chances of conducting a deep integration simultaneously with a 21-cm tomographic survey, on a source located outside the limited instantaneous field of view of the survey (\( 5' \times 5' \)).

Other than the brightness of the background source, the magnitude of the 21-cm forest is determined by \( \tau_{21} \), the optical thickness of the IGM to the 21-cm radiation. \( \tau_{21} \) depends on a number of physical constants and on the values of the neutral hydrogen number density, spin temperature and peculiar velocity gradient. Starless collapsed structures, usually called minihaloes, and milder overdensities such as filaments induce small scale fluctuations in \( \tau_{21} \). Moreover, \( \tau_{21} \) reaches its highest values in theses structures. Thus any attempt at modelling \( \tau_{21} \) has to deal with these small scale structures while providing a reasonable reionization environment that requires a large (\( > 100 \) CMrpc) volume. Indeed, optical depth fluctuations on \( > 100 \) CMrpc scale may exist in connection with X-ray heating fluctuations and Wouthuysen-Field (Wouthuysen 1952; Field 1958) coupling fluctuations (see e.g. Santos et al. 2010; Baek et al. 2010; Fialkov & Barkana 2014). This wide range of relevant scales is probably why many of the exiting works on the subject use an analytical or semi-numerical modelling. The pioneering work by Carilli et al. (2002) is a notable exception, using a full numerical simulation with rather detailed physics, albeit in a small volume. Because of their small virial radius (of the order 1 ckpc) the absorption by minihaloes has been modelled using analytical spherical profiles (Furlanetto & Loeb 2002; Furlanetto 2006; Xu et al. 2011; Meiksin 2011; Vasiliev & Shchekinov 2013; Shimabukuro et al. 2014). The resulting \( \tau_{21} \) values depends on the minihalo mass but the general agreement is that they should leave an imprint on the spectrum observable with the SKA.

Non-virialized overdensities such as filaments depart much more from spherical symmetry and a numerical approach is more suited. Mack & Wyithe (2012) and Ewall-Wice et al. (2014) use semi-numerical methods to study the large scale fluctuations in \( \tau_{21} \). Indeed, with resolution respectively of 200 ckpc and 1.5 CMrpc these works do not resolve the narrow absorption features created by filaments or minihaloes. Xu et al. (2009) and Ciardi et al. (2013) use numerical simulations, running the ionizing radiative transfer as a post-processing. Xu et al. (2009) uses a prescription for the baryons rather than follow their dynamics consistently and runs the radiative transfer at \( \sim 200 \) ckpc resolution, while Ciardi et al. (2013) computes the gas dynamics and computes the radiative transfer at \( \sim 400 \) ckpc resolution in a 35 h\(^{-1}\)Mpc box and at \( \sim 40 \) ckpc in a 4 h\(^{-1}\)Mpc box. None of these works either couples the radiative transfer to the dynamics or self-consistently computes the Wouthuysen-Field effect on the spin temperature. Surprisingly Carilli et al. (2002), based on simulations by Gnedin (2000) is the most complete in terms of physical modelling including coupled radiative hydrodynamics, molecular hydrogen formation and seemingly the computation of the Wouthuysen-Field effect (although whether it is computed homogeneously or not is not detailed). Their simulations are however limited to \( 2 \sim 8 \) h\(^{-1}\)Mpc boxes and show surprisingly high temperature in the neutral IGM, even at high redshift.

We will try to improve upon previous works by using a simulation in a 50 h\(^{-1}\)Mpc box, resolving most atomic cooling haloes (1024\(^3\) particles) and scales down to a few ckpc both for the dynamics and radiative transfer. The gas dynamics is fully coupled to the ionizing transfer, and the Wouthuysen-Field effect is computed in detail with a specific radiative transfer simulation in the Lyman lines as a post-processing. We will show how the detailed modelling associated with high resolution for the radiative transfer is critical in predicting the strongest absorption features occurring in the mildly overdense IGM. We do not however have the resolution to include the effect of minihaloes.

We describe the simulation in section 2. and present our results in section 3. Section 4. is devoted to our conclusions.
2 NUMERICAL METHODS AND DESCRIPTION OF THE SIMULATIONS

2.1 The LICORICE code

The LICORICE code computes the cosmological evolution of gas, dark matter, and radiation. It is particle-based and uses the Tree-SPH method to compute the dynamics (Semelin & Combes 2002). It includes star formation and feedback as subgrid recipes. The 3D radiative transfer of ionizing radiation (UV and X-rays) is implemented using the Monte-Carlo technique and is fully coupled to the dynamics. The numerical methods are detailed in Baek et al. (2009) and Baek et al. (2010) and the implementation has been validated in Iliev et al. (2009). Notable features of the implementation are that photons travel with the correct speed of light on an adaptive grid derived from the tree structure built to estimate the gravitational forces and that cosmological redshifting is included. This is especially important in the case of hard X-ray that can travel long distances in the IGM during the EoR before being absorbed.

LICORICE also performs the 3D radiative transfer for the Lyman lines series to compute the Wouthuysen-Field coupling of the spin temperature of hydrogen, a necessary step to compute the 21-cm signal. The implementation, also using the Monte Carlo technique, is described in Semelin et al. (2007) and Vonlanthen et al. (2011). The main difference with the modelling implemented in semi-numerical codes such as 21cmFast (Mesinger et al. 2011) and SimFast21 (Santos et al. 2010) is that the correct line profile is used, including the extended Lorentzian wings. This is known to produce a steeper radial profile for the flux near (< 10 cm) the source (Semelin et al. 2007; Chuzhoy & Zheng 2007). But it also allows for self-shielding effects that are absent if a Dirac-like line shape is used. We will show that such effects are important in the case of the 21-cm forest.

The upgrade in the version of the code used to run the present simulation is the addition of a layer of MPI parallelization on top of the previous OpenMP parallelization. Domain decomposition is performed on a Cartesian grid without load balancing (for now). Indeed for EoR simulations in large volumes and using large MPI domains thanks to the underlying OpenMP parallelization, fluctuation in the computation load of different MPI tasks does not exceed ~30% by the end of the simulation. For smaller computing volumes, using a larger number of domains, or pushing the simulation toward smaller redshifts, load balancing would be needed. The main radiative hydrodynamics simulation described below was performed on 4096 cores using 512 MPI tasks and required approximately 300000 CPU hours.

2.2 The radiative hydrodynamics simulation

The main simulation has been run in a 50 h\(^{-1}\)Mpc box using 1024\(^4\) particles, half baryons and half dark matter. The corresponding mass for dark matter particles is 2.1 \(10^7\) M\(_\odot\) and 4.2 \(10^6\) M\(_\odot\) for baryonic particles, allowing us to resolve marginally all atomic cooling haloes (i.e. haloes with masses larger than a few \(10^7\) M\(_\odot\)). We use a standard ΛCDM cosmology with \(H_0 = 70.4\) km.s\(^{-1}\).Mpc\(^{-1}\), \(\Omega_M = 0.272\), \(\Omega_b = 0.0455\), \(\Omega_\Lambda = 0.728\), \(\sigma_8 = 0.81\), and \(n_s = 0.967\). The gravitational softening is \(\epsilon = 1.5\) ckpc, and we use a fixed short time step of 0.5 Myr for the dynamics. Radiative transfer is computed with a shorter, adaptive time step as described in Baek et al. (2009). Snapshots are saved every 20 Myr.

Star formation is allowed to occur in gas particles with an over-density larger than 200. The formation rate then follows a Schmidt law with exponent 1: \(\dot{M}_{\star} = c_{\text{eff}} \rho_{\text{s}}\), where \(\rho_{\text{s}}\) is the local star density, \(\rho_{\text{g}}\) the local gas density and \(c_{\text{eff}}\) a tunable efficiency factor. \(c_{\text{eff}}\) can also be seen as the inverse of a conversion time which we set at 500 Myr in the simulation. As a result, 0.2% of the gas has been converted into stars by the end of the simulation at \(z = 7.97\). In simulations that focus on the IGM and do not fully resolve the internal structure of galaxies, the star formation efficiency is largely degenerate with the unresolved escape fraction of ionizing photons as far as reionization history is concerned, to the point where those two quantities are often bundled into a single photon-production-efficiency parameter in numerical works such as Iliev et al. (2006). Our rather low star formation efficiency is offset by the choice of a rather high escape fraction parameter (\(f_{\text{esc}} = 0.4\), see below), yielding a reasonable reionization history. A higher star formation efficiency and lower escape fraction parameter would presumably yield a similar reionization history.

We use a hybrid particle scheme where a fraction of a gas particle can be turned into stars at each time step. However, to avoid linking the dynamics of gas and stars we use a gathering scheme described in Semelin & Combes (2002), ensuring that whenever the star fraction in a set of neighboring gas particles becomes larger than a few percent, the stellar mass is gathered in a single pure star particle. Feedback from star formation is implemented but was not activated for this simulation: we relied on the feedback from photoheating to regulate star formation. Studying the relative efficiency of direct kinetic or thermal feedback and photo-heating is not the focus of this work: from our point of view the ionizing photon production rate and thus the SFR are tunable parameters set to yield a reasonable ionization history.

From each particle containing a non-zero fraction of stars we propagate a number of photon packets at each time step. Even if the star fraction of a particle is \(10^{-5}\), the corresponding stellar mass is still large enough to constitute a representative stellar population. Consequently, to each source particle we assign an intrinsic luminosity, spectrum, and lifetime computed from a Salpeter Initial Mass Function (IMF) between 1.6 and 120 M\(_\odot\) (for details see Baek et al. 2010). In addition each source particle emits 0.5\% of its stellar luminosity in the form of X-rays between 100 eV and 2 keV with a spectral index 1.6. This is a simple model that does no attempt to account for the different spectra and different distributions of various possible contributors such as QSO, SNe or X-ray binaries. With our model for the stellar population, the resulting X-ray luminosity is equivalent to using \(f_X = 2.6\) where \(f_X\) is the X-ray production efficiency defined for example in Furlanetto et al. (2006). A constant escape fraction of \(f_{\text{esc}} = 0.4\) is applied to ionizing UV photons and \(f_{\text{esc}} = 1\) to X-ray photons. For each time step we propagate a number of photon packets equal to \(\min(2 \times 10^6, 10^3 \times \text{number of source particles})\). In total we propagated more than \(10^{11}\) ionizing photon packets in the entire simulation.
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2.3 The Ly-α transfer simulation

The 3D transfer of photons through the IGM, scattering in the Ly-α to Ly-γ lines is computed using the (currently distinct) version of LICORICE described in Semelin et al. (2007) and Vonlanthen et al. (2011). Estimating the local flux at Ly-α frequency everywhere in the simulation box is necessary to compute accurately the spin temperature of hydrogen and thus the 21-cm optical depth (see next section). Since the kinetic heating of the neutral IGM by Ly-α photons is weak (Furlanetto & Pritchard 2006) compared to that of X-rays for our choice of X-ray luminosity, we neglect the feedback of the Ly-α flux on quantities other than the spin temperature and run the Lyman lines transfer as a post-treatment of the simulation.

For an identical number of photon packets the level of Monte Carlo noise is much higher in the case of Ly-α transfer than in the case of ionizing UV or X-ray transfer. Indeed, while UV and X-ray photon packets deposit a fraction of their content in each cell along the path, a photon emitted in the Lyman band will contribute to the local Lyman-α flux in a single cell, where it finally reaches the Ly-α frequency through cosmological redshifting. Roughly speaking, for \( N_p \) photons emitted in a grid with \( N_v^3 \) photons in the case of UV or X-rays and by \( N_p/N_v^3 \) photons in the case of Ly-α. In previous works (Baek et al. 2010; Vonlanthen et al. 2011; Zawada et al. 2014) we could content ourselves with a high level of noise in each cell since a pixel of a 21-cm brightness temperature map computed even at the SKA resolution (a few cMpc) would average over a number of simulation cells. In the case of the 21-cm forest, the absorption features are to be observed on much smaller scale so we need to reduce the Monte Carlo noise as much as possible. Consequently we performed the Ly-α on a uniform 512\(^3\) grid, emitting 25 billion photons packets between each snapshot (for a total of more than 400 billion photon packets). This yields an average noise level smaller than 10% for the Ly-α flux at a resolution of \( \sim 100 \) h\(^{-1}\)ckpc. As we will see, this unprecedented effort allowed us to reveal self-shielding effects in the structures responsible for the strong 21-cm absorption features. This simulation required close to 200 000 CPU hours.

2.4 Computing the 21-cm optical depth

The 21-cm forest signal is determined by two independent quantities: the continuum level of the background source and the optical depth of the IGM in the local 21-cm line. This work focuses on the latter while the former is mostly unknown at these high redshifts and is usually extrapolated from information at lower redshifts. The 21-cm optical depth of a patch of neutral hydrogen located at redshift \( z \) along the line of sight can be written (e.g. Madau et al. 1997; Furlanetto et al. 2006):

\[
\tau_{21} = \frac{3}{32\pi} \frac{h c^2 A_{10}}{k B \nu_0} \frac{n_{HI}}{H(z) T_s} \left( 1 + \frac{1}{H(z)} \frac{dv}{dl} \right)^{-1} (1)
\]

\[
\simeq 0.0092 (1 + z)^2 (1 - x_i) \left( 1 + \frac{\delta}{T_s} \left( 1 + \frac{1}{H(z)} \frac{dv}{dl} \right)^{-1} (2)
\]

where \( \nu_0 = 1420.4 \) MHz is the rest frame line frequency, \( A_{10} = 2.85 \times 10^{-15} \) s\(^{-1}\) the Einstein coefficient of the corresponding hyperfine transition, \( H(z) \) is the Hubble parameter, \( n_{HI} \) the local neutral hydrogen number density, \( T_s \) the local hydrogen ionization fraction, \( x_i \) the local hydrogen ionization fraction, \( \delta \) the local baryon overdensity, and \( \nu \) the frequency of the line of sight.

\[
T_s = \frac{T_{\text{CMB}}(z) + x_{\alpha} T_{\alpha}^{-1} + x_i T_{i}^{-1}}{1 + x_{\alpha} + x_i}
\]

Table 1. Different levels of modelling used in this work for computing \( \tau_{21} \) as defined by Eq. (1).

| Models | Case | Peculiar velocities included |
|--------|------|-----------------------------|
| Model 1 | \( T_s = T_K \) | no |
| Model 2 | \( T_s(x_i, \delta, x_i, T_K) \) | no |
| Model 3 | \( T_s = T_K \) | yes |
| Model 4 | \( T_s(x_i, \delta, x_i, T_K) \) | yes |

In this work we will present estimations of \( \tau_{21} \) produced with different levels of detail and accuracy. Namely, we will either use the actual value of \( T_s \) or approximate it to \( T_s = T_K \) and we will include the effect of peculiar velocity gradients or not. The formulation of the effect of velocity gradients in eq. (1) is the result of a specific choice of integration variable along the line of sight. While it is a common formulation it has the drawback of producing an unphysical divergence for negative velocity gradients equal to the Hubble flow (Mao et al. 2012). To avoid this issue we use a scheme very similar to the PPM-RRM scheme presented in Mao et al. (2012). The essence of the scheme is to move the gas particle by a comoving distance of \( \frac{dz}{1 + \frac{\delta}{T_s}} \) along the line of sight and recompute the density field in the resulting so-called redshift-space. This density can then be used to compute the correct optical depth without the need to include an approximate term to account for velocities.

Note that both the natural and the thermal line width of the 21-cm absorption line are mapped in redshift-space to \( \delta z \) much smaller than our cell size. Consequently, quantities from a single cell are used to compute the local value of \( \tau_{21} \). For each snapshot of the simulation, \( \tau_{21} \) was computed on a 2048\(^3\) grid, an intermediate choice between the higher spatial resolution that a 1024\(^3\) particle-based simulation can produce and the 512\(^3\) resolution of the \( x_i \) data. We did this for the 4 types of modelling described in table 1.
3 RESULTS

We will first present the global history of several quantities computed from the simulation to allow a baseline comparison with other works and then highlight the effect of our detailed physical modelling on the predictions of the 21-cm optical depth.

3.1 The global history

Ionization fraction and temperature

The simulation has been run down to $z = 7.97$ when the box is 80% ionized (by then, X-ray heating of the neutral IGM is such that the 21-cm optical depth is negligible). The history of the volume averaged ionized and neutral fractions of hydrogen is plotted in the upper panel of Fig. 1. This may be considered an early reionization history. Indeed observations of the Gunn-Peterson absorption trough in QSO spectra point to an end of reionization at $z \sim 6$ (Fan et al. 2006). It should be noted that the interpretation of these observations is somewhat uncertain. They probe only the very end of reionization (neutral fraction $<10^{-3}$) on a small sample of biased lines of sight. Mesinger (2010) argue for a possible later end to reionization. The Planck 2015 value for the Thompson scattering optical depth $\tau = 0.066\pm0.016$ (Planck Collaboration et al. 2015) indicates a later reionization than previous WMAP results and decrease the tension with QSO spectra constraints. Assuming complete ionization after our last snapshot, our simulation (performed before the Planck 2015 release and consistent with the previous value of $\tau$) yields $\tau = 0.078$, pointing again at a moderately early reionization history. However shifting the whole history by $\Delta z \sim 1$ would induce variations no larger than 10-20\% in the computed 21-cm optical depth values.

The lower panel of Fig. 1 shows the average temperature history of the neutral IGM (defined as having an ionization fraction $x_i < 0.92$). At such low temperature radiative cooling is negligible and the gas initially evolves adiabatically with the expansion of the universe and the formation of structures. After the first sources are formed in the simulation box ($z \sim 15$), X-ray heating kicks in and is the dominant contribution to the gas temperature evolution at $z < 10$. By the end of the simulation the average temperature in the neutral regions is larger than 100K, very much annihilating the prospects for detecting the 21-cm forest. Conservatively, we chose a moderately strong X-ray production efficiency. With a lower value, heating would be delayed and 21-cm optical depth values would be larger.

21-cm optical depth

The upper panel of Fig. 2 shows the evolution of the volume averaged value of $\tau_{21}$ for three different assumptions for computing $T_s$. Model 1 assumes that $T_s = T_K$ (equivalent to $x_e \gg 1$) and thus ignores results from the Ly-$\alpha$ transfer simulation (an approximation usually valid for $\langle x_i \rangle > 0.1$), while model 2 includes the complete computa-
tation of \( T_s \). Model 0 assumes \( x_e \gg 1 \) and that the gas was never heated by X-rays or shocks and thus followed an adiabatic evolution. In some sense model 0 shows the maximum possible value for \( \langle \tau_{21} \rangle(z) \). When including peculiar velocities, the effect on regions in expansion (voids) and regions in contraction (density peaks) averages out and we see no difference to the curves for the average value of \( \tau_{21} \).

Obviously, including the correct computation of \( T_s \) yields a value close to \( T_{\text{CMB}} \) early on, higher than \( T_K \), and thus leads to a weaker average absorption in the 21-cm forest. In our simulation the maximum value for \( \langle \tau_{21} \rangle \) is reached around \( z \sim 10 \), when the universe is a few percent ionized. To change the average ionization fraction corresponding to the maximum it would be necessary to modify the ratio between the X-ray photons production rate and the Lyman-band photons production rate. Changing \( f_X \) or the IMF would achieve this. For example a lower \( f_X \) would shift the maximum to a lower redshift and a larger value. We find that model 2 shows a behaviour similar in shape and amplitude to the semi-analytical work by Furlanetto (2006) that includes a simple modelling of the Wouthuysen-Field coupling, albeit shifted to lower \( z \) in our case. This is due to a later star formation history imposed by the limited resolution of the simulation. Model 1 is similar to the results of Mack & Wyithe (2012) who do not model the Wouthuysen-Field coupling, but shows a discrepancy (difference in amplitude at high \( z \)) with Ciardi et al. (2013) who include the effect of Ly-\( \alpha \) photons for heating but not for Wouthuysen-Field coupling.

Although the volume-averaged value of \( \tau_{21} \) is the first and simplest indicator of the absorption level in the spectrum of radio-loud background sources, it tells us very little about the observability of the phenomenon. When analysing the data, the average absorption will be fitted out along with the continuum. Only under the assumption that, along the line of sight, the absorption shows fluctuations of amplitude similar to its average value (which is true for example if an ionized bubble intersects the line of sight) does it begin to be relevant to assess the observability. A more telling quantity is the largest expected absorption value in the spectrum for a given frequency range. Considering that the spectral resolution for this type of observations on such instruments as LOFAR or SKA will be a few kHz and that we would like to trace the ionization history with a resolution better than \( \Delta z = 1 \), that is a frequency range of a few MHz, it is reasonable to estimate the average value of the one-thousandth cells in the simulation box with the largest \( \tau_{21} \) values. This is the quantity that is plotted, for the different levels of modelling, in the lower panel of Fig. 2. It shows, of course, an overall upward shift of the curves, but more importantly it shows that for this population of cells producing large absorption features, the effect of including peculiar velocities increase the optical depth by a factor of \( \sim 2 \).

### 3.2 Impact of the physical modelling

Before presenting more detailed statistics of the distribution of \( \tau_{21} \) values, we would like to highlight the impact of three non-trivial physical processes on the predicted values.

#### 3.2.1 Partial self-shielding from soft X-rays

It is generally considered that X-ray travel long distances in the neutral IGM before interacting with hydrogen atoms. This however is very dependent on the energy of the photons. Indeed the comoving mean free path is \( l = 2(1 + \delta)^{-1} \left( \frac{E}{10\text{keV}} \right)^3 \left( \frac{z}{3} \right)^2 \text{ckpc} \), where \( \delta \) is the overdensity, \( E \) the energy of the photon, and \( E_0 \) the energy at the ionization threshold. If \( E = 2 \text{keV} \) the mean free path approaches the Hubble radius, but if \( E = 100 \text{eV} \), the mean free path at overdensities of a few is of the order 100 ckpc. In the case of a soft X-ray spectrum a large fraction of the energy is emitted below 300 eV (90% for a 1.6 spectral index). Consequently we can expect that a structure with an overdensity of a few extending over \( \sim 1 \text{ckpc} \) at \( z \sim 10 \) will have a non-negligible optical thickness and will be partially self-shielded from a soft X-ray flux. As a result X-rays will heat it less than the surrounding diffuse gas.

This effect is visible in Fig. 3. In the upper left panel, where X-ray heating has not occurred yet, the temperature of the high-density region within the red ellipse is higher than that of the lower density surrounding medium because of adiabatic contraction. In the upper right panel, after X-ray heating kicked in, the temperature contrast is inverted. The low-density regions have been heated more efficiently, their temperature rising above that of the high-density regions. Structures exhibiting X-ray self-shielding are ubiquitous in the simulation box. It is however necessary to resolve the radiative transfer down to scales \( \sim 100 \text{ckpc} \) to capture this effect with reasonable accuracy. The resolution in our simulation is marginally adequate. In terms of \( \tau_{21} \), these self-shielded regions that have optical depth higher than average due to their density will receive a further boost from not being efficiently heated by X-rays.

#### 3.2.2 Partial self-shielding from Ly-\( \alpha \) pumping

The radiative transfer of photons in the Lyman lines is more complex than that of ionizing photons for two reasons. First, photons are most often scattered in the Lyman lines, not absorbed. Second, the Lyman-\( \alpha \) line is strong enough in typical IGM conditions during the EoR that scattering in the wings of the line does occur. In practice, a photon redshifting toward the Lyman-\( \alpha \) frequency will be scattered for the first time in the wing of the line \( \sim 10 \text{cm} \text{pc} \) from the location where it would reach the local rest frame Lyman-\( \alpha \) frequency (Semelin et al. 2007). The first order effect of wing scatterings is that for a flat-spectrum source the radial Lyman-\( \alpha \) flux profile does not follow a \( r^{-2} \) law as would be the case for a Dirac-like line profile. Even in a homogeneous IGM, there is a steepening of the profile close to the source (\(< 10 \text{cm} \text{pc} \) for the IGM at \( z \sim 10 \)) to \( \sim r^{-2/3} \) (Chuzhoy & Zheng 2007; Semelin et al. 2007). A more subtle effect, shown in Semelin et al. (2007) in an idealized situation, is that the local Lyman-\( \alpha \) flux may be depleted in moderately overdense regions. Photons that should redshift to the local frame Ly-\( \alpha \) frequency at the centre of the overdense structure are instead scattered in the wing of the line with increased probability in the outer parts of the overdense structure and may bounce off the structure altogether.
This effect is visible in the lower right panel of Fig. 3 where $x_\alpha$, which is proportional to the local Lyman-α flux, is depleted in overdense regions. Such an effect was not clearly detected in previous works (Baek et al. 2009; Vonlanthen et al. 2011) because it requires a spatial resolution of a few 100 ckpc at least and a low Monte Carlo noise level. It would be near impossible to see it in a 200 cMpc simulation box with the current computational power and even in our box it required a large number of photons. The depletion in $x_\alpha$ reaches a factor $2 - 3$ at overdensities of $\sim 10$ where collisional coupling is not quite sufficient to compensate. Fig. 4 shows a map of $x_\alpha$ values for a thin slice of the whole simulation box. Numerous dark regions associated with low $x_\alpha$ values are enclosed in a contour showing regions with a density larger than 1.38 times the average density of the universe. This shows that the partial self-shielding from Ly-α is ubiquitous in the neutral IGM.

Except in scenarios with very strong X-ray heating, $T_K$ will be lower than $T_{\text{CMB}}$ at redshifts when the Wouthuysen-Field coupling through Ly-α is not saturated and thus the self-shielding effect most significant. Consequently the hydrogen spin temperature $T_s$ will be higher (closer to $T_{\text{CMB}}$) in overdense regions and $\tau_{21}$ lower than in the absence of self-shielding. This effect, that affects the same regions as the previous one, goes in the opposite direction but is relevant during a shorter period.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Maps of a region $\sim 10$ cMpc on a side. The thickness of the slice is 35 ckpc for the first three and 140 ckpc for the bottom right map. The plotted quantities are: kinetic temperature at $z \sim 14$ (top left), kinetic temperature at $z \sim 10$ (top right), number density in cm$^{-3}$ at $z \sim 10$ (bottom left) and $x_\alpha$ coefficient at $z \sim 10$ (bottom right).}
\end{figure}
3.2.3 Gravitational (shock) heating

It is usually considered that coupled radiative hydrodynamics is needed in simulating the universe during the EoR only if structures with masses below $10^9 M_\odot$ are resolved, as their self-gravity is not sufficient to resist photo-heating. Focussing on moderately overdense structures in the neutral IGM however, the two relevant heating processes are heating by X-rays and heating through hydrodynamic dissipation during gravitational collapse. If these two are not computed simultaneously, it is not possible to compute $T_K$ accurately. Dissipation should not be very strong in moderately overdense structures, in the early stages of gravitational collapse. One the other hand, even heating of a few kelvins is significant for computing $\tau_{21}$. It is thus reasonable to check the impact of gravitational heating on $\tau_{21}$ and whether running radiative hydrodynamics simulations is needed.

If we compute $\tau_{21}$ assuming $x_e = 0$, $T_s = T_K$ (which is inconsistent) and neglecting the velocity effect, formula (1) simplifies to $\tau_{21} = 0.0092(1+z)^{\frac{2}{3}} \frac{\log (\delta)}{1+\delta}$. If we further assume that the gas followed an adiabatic evolution from $z \simeq 150$ when it thermally decoupled from the CMB, without significant heating or cooling, and that density fluctuations were negligible at $z = 150$ compared to $z = 6-15$, we get the simple relation $\tau_{21} \simeq 0.16 \left( \frac{100}{1+z} \right)^{\frac{1}{3}} (1+\delta)^{\frac{1}{3}}$. In some sense, this is the largest possible absorption value (not including velocity effect). In Fig. 5 we compare the value found in the simulation before the formation of the first source (computed using $T_s = T_K$ to conform to the above assumptions) with this maximal-absorption relation. We find that at overdensities a few tens, the simulated values are lower than dictated by the maximal absorption relation. We deduce that the corresponding temperatures are higher than those obtained through pure adiabatic evolution. No X-ray having been produced yet, the only possible cause is gravitational heating that is thus revealed to have a significant impact on the $\tau_{21}$ in overdense regions. If radiative transfer is run as a post-treatment it will be difficult to combine accurately X-ray heating, adiabatic heating and shock heating.

It is reasonable to mention that correctly modelling gravitational heating in any kind of cosmological simulation is a challenge. In reality this heating probably proceeds through the formation of shocks on scale much smaller than the resolution of the simulation, where the kinetic energy of the gas is radiated away. While there is little doubt that kinetic energy needs to be dissipated (otherwise shell crossing would occur unimpeded and galaxies would not condense), it is less clear whether radiations will redistribute the energy uniformly in the form of atomic thermal motion in the surrounding medium and on what scale. The viscosity of the SPH simulation ignores these complex processes and simply dissipates the energy at the simulation resolution. Consequently, while we believe that gravitational heating cannot be simply ignored in detailed modelling of the 21-cm forest, we recognize that its quantitative effect remains a source of uncertainty.

3.3 Statistical properties of the optical depth values

It is now time to characterize the distribution of $\tau_{21}$ in more details than the simple average value. We will show that the distribution is clearly non-Gaussian. Thus the average and variance do not encode the full information concerning the
distribution. We will study the full Probability Distribution Function (PDF).

3.3.1 The PDF of $\tau_{21}$

First, let us remember that the thermal width of the 21-cm line can be converted through the Hubble flow to scales of the order 10 ckpc in the typical conditions of the neutral IGM during the EoR. Travelling this distance, a photon will redshift from one side of the line to the other. This scale will act as a smoothing length on the 21-cm forest which is a continuous superposition of such lines. An observation of the 21-cm forest with spectral resolution $\Delta \nu$ will resolve scales of $\sim 17 \left(\frac{\Delta \nu}{1 MHz}\right)^2$ ckpc. Thus the SKA, with an expected spectral resolution of 1.5 kHz for 21-cm forest observation, will recover most of the information in the signal (provided the background source is bright enough). The cell size in our simulated $\tau_{21}$ cube is $\sim 35$ ckpc, in the same range as the SKA spectral resolution and the typical thermal width of the line. This does not mean that a higher resolution simulation would not change the simulated PDF but it would also require a more complex computation of $\tau_{21}$ to account for variation of physical quantities within the thermal line width.

The PDF of $\tau_{21}$ is presented in Fig. 6 at $z \sim 10$ when the average value of $\tau_{21}$ is largest and at $z \sim 9$ when the average of $\tau_{21}$ has decreased by a factor of $\sim 10$, mainly due to X-ray heating. First we can check that the PDF is indeed non-Gaussian. Next, and this is the crucial information in this figure, we see that, at $z \sim 10$, the full computation of $T_{s}$ affects a large range of $\tau_{21}$ value, while including peculiar velocity effects alters mainly the large $\tau_{21}$ wing of the distribution which is consistent with the lower panel of Fig. 2. Peculiar velocities enhance the PDF at $\tau_{21} > 3(\tau_{21})$. Later on, as the Wouthuysen-Field effect saturates, the $T_{s} = T_{K}$ approximation does not change the PDF (but the prospects of detection are much reduced) and including peculiar velocities in the computation only changes the distribution for the rare cells at $\tau_{21} > 20 (\tau_{21})$.

3.3.2 Distribution of $\tau_{21}$ as a function of the local density

$\tau_{21}$ is a function of several local quantities, namely the hydrogen atom number density, the velocity, the local Lyman-\(\alpha\) flux and the kinetic temperature. The Lyman-\(\alpha\) flux and kinetic temperature have large scale fluctuations, seeded by the distribution of sources, that are uncorrelated with the local density fluctuations in the IGM. Their small scale fluctuations through self-shielding and adiabatic evolution, on the other hand, are very much correlated with the local density. In the same way, peculiar velocity gradient are strongly correlated with the local density fluctuations. It appears then that the local baryon density is a crucial quantity in determining $\tau_{21}$.

In Fig. 7 we show the distribution of $\tau_{21}$ has a function of the total hydrogen number density at $z \sim 10$ for four different levels of approximation. Let us first mention that the high density ($n_{H} \gtrsim 3 \times 10^{-2}$ cm$^{-3}$) extension of the distribution is associated with gas particles at densities larger than the star formation threshold located in primordial galaxies, not in the IGM. While subject to a strong ionizing background, they are dense enough to retain some neutral hydrogen due to recombination. We do not consider that the resolution of our simulation is good enough to model the interstellar medium robustly and we do not further interpret this feature of the distribution.

The interesting part of the distribution is where $\tau_{21} > 10^{-2}$, in moderately overdense or underdense regions ($10^{-4} \lesssim n_{H} \lesssim 10^{-2}$). In the upper left panel, we see how $\tau_{21}$ is prevented from reaching the maximum value derived from a pure adiabatic evolution for the gas ($\tau_{21} \propto \rho^{5/2}$, materialized by the slanted line) by X-ray heating at densities around and below the average density and by shock heating at overdensities larger than $\sim 10$. We are guided in this interpretation by Fig. 5 where no X-ray heating has occurred. The upper right panel shows how taking into account the unsaturated Wouthuysen-Field coupling results in an overall decrease in $\tau_{21}$, except at overdensities of a few tens where $\tau_{21}$ actually increases. Indeed, at such densities Lyman-\(\alpha\) self-shielding bring $T_{s}$ closer to $T_{\text{cmb}}$, which is actually lower than the adiabatically increased $T_{K}$. In the lower left panel we see that including peculiar velocities in the computation of $\tau_{21}$ boosts the values by a factor of a few in overdense collapsing structures. This effect has been studied before, mainly in the context of the 21-cm 3D signal (e.g. Mellema et al. 2006; Mao et al. 2012). It is especially relevant for the 21-cm forest, boosting the signal in the re-
Figure 7. Distribution of $\tau_{21}$ values as a function of density at the redshift of strongest average absorption. The lines have the same meaning than in Fig. 5. The different panels corresponds to the different levels of modelling listed in table 1; the associated assumptions are explicit in the panels. The colour codes the normalized logarithmic abundance of cells in the bin.

regions that will be easiest to detect and thus making them detectable with dimer background sources. Finally the lower right panel presents the most accurate modelling, including both the effect of peculiar velocities and the correct computation of $T_s$. It is worth noticing that, with our best modelling, we find maximum $\tau_{21}$ values a factor of a few larger than with the more approximate modelling in the upper left panel, that has been often used in previous works. This, of course, improves the prospect for observational detection.

3.4 Prospects for detection

Estimating the observability of the 21-cm forest during the EoR is not the main focus of this work. However, we showed that several aspects of a careful modelling have an impact on the predicted value of the optical depth especially in high value regions. The combined result seems to be an increase of a factor of a few for the largest values of the optical depth. We will now present simple estimations of the expected signal-to-noise ratio for observations with LOFAR and SKA of our modelled signal.

3.4.1 Strongest and typical absorption feature detection

We will base our analysis on the whole population of $\tau_{21}$ values in each snapshot of the simulation (2048$^3$ values) that give us much better statistics than using a single line of sight. A single cell corresponds to an observed signal
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Continuous (but fluctuating) absorption along the line of sight, from the source, the relevant signal is so after the subtraction of the average absorbed continuum

$$S_0e^{-\tau_{21}}$$, where $$S_0$$ is the unabsorbed spectral flux received from the background source. However we deal with a continuous (but fluctuating) absorption along the line of sight, so after the subtraction of the average absorbed continuum from the source, the relevant signal is $$S_0(e^{-\tau_{21}} - (e^{-\tau_{21}}))$$. Thus the rms value of this quantities is a significant statistical quantity to characterize the signal. We will refer to it simply as the rms absorption. It allows us to quantify the possibility to extract most of the information along the line of sight in an observed spectrum. Another relevant diagnostics is the possibility to detect the largest absorption feature in a given frequency or redshift range. Here we will use again, as in section 3.1, a frequency range of 10 MHz and spectral resolution of 10 kHz, and thus we define the peak absorption as the maximum of the 1/1000th smallest $$e^{-\tau_{21}}$$ values, multiplied by $$S_0$$. We will compare the rms and peak absorption to the noise level.

We model the observational aspects with a very simple approach. First we will consider that the background source is dominant in the beam of the radio telescope, neglecting the effect of diffuse foregrounds and other point sources in the main lobe or in side lobes. Of course, this works best with a radio interferometer with long base lines and a tight beam. We will ignore issues related to the ionosphere, radio-interference and calibration. Consequently we simply model the level of noise with the radiometer equation:

$$\sigma_n = \frac{1}{\eta} \frac{2k_B T_{\text{sys}}}{A_{\text{eff}} \sqrt{\Delta \nu \Delta t}}$$

(4)

where $$T_{\text{sys}}$$ is the system noise including the electronics and the sky temperature, $$T_{\text{sys}} = 100 + 300 (\nu/1000 \text{MHz})^{-2.55}$$ K (Mellema et al. 2013), $$k_B$$ is the Boltzmann constant, $$A_{\text{eff}}$$ is the total effective collecting area of the radio telescope, $$\Delta \nu$$ is the frequency resolution, $$\Delta t$$ is the integration time and $$\eta$$ an overall efficiency coefficient for the instrument that we set equal to 0.5. Following Ciardi et al. (2013) we set $$A_{\text{eff}} = 48 \times 24 \times 16 \times \min(\Delta f^2, 1.56)$$ for LOFAR and for the SKA we consider the current rebaselining guideline for 130000 dipoles and an optimal frequency of 108 MHz, that is $$A_{\text{eff}} = 130000 \times \min(\Delta f^2, 2.56)$$. We consider an integration time of $$\Delta t = 1000h$$ and a fiducial spectral resolution $$\Delta \nu = 10$$ kHz.

In Fig. 8, the resulting signal-to-noise ratio of both rms and peak absorption is plotted for the SKA (top panel) and for LOFAR (bottom panel) for sources with varying luminosity. Each points of each curve is computed from statistics over all the pixel of the snapshot corresponding to the redshift value. Obviously, a single line of sight observation will not benefit from such high statistics and may show some variance compared to this plot. The evolution of the signal and of the noise with redshift is fully taken into account.

From this plot we find that the SKA can measure most of the absorption information only for $$\sim 20$$ mJy background sources and for a slice of the IGM during the early EoR (no more than a few percent of ionization). If this period in the history of the EoR is shifted to higher redshift, the rms absorption would be more difficult to measure due to the increased sky temperature. In contrast, the peak absorption could be detected for sources as dim as 2.5 mJy located at high enough redshift. With LOFAR, using our simple modelling, only the peak absorption should be detectable for $$\sim 20$$ mJy sources. If X-ray heating of the IGM is less efficient than in our simulation, the observational prospects improve somewhat. Finally let us emphasize again that minihaloes are not resolved in our simulation. As they may be responsible for strong absorption features, including them could improve the signal-to-noise for both the peak and rms absorption.

### 3.4.2 Influence of the spectral resolution

A relevant question is: what spectral resolution should be used to optimize the detection of the signal? If a coarser resolution is used the noise level decreases, but the signal from an absorption feature narrower than the spectral resolution will be diluted in the channel. In the limit of a dominant and very narrow absorption feature, the signal-to-noise ratio drops as $$\Delta \nu^{-\frac{2}{3}}$$. On the opposite, for a signal with spectral fluctuations on scales much larger than the resolution, the signal-to-noise increases as $$\Delta \nu^\frac{1}{2}$$. Using a spherically symmetric analytical model, it has been shown that minihaloes are expected to produce absorption features on scales of a few kHz (Furlanetto & Loeb 2002; Xu et al. 2011;
Using a resolution of a few tens of kHz would then smooth out the signal from minihaloes. Milder overdensities such as filaments also produce absorption features. They are less symmetric but easier to study with numerical simulations because they require lower mass resolution. Ciardi et al. (2013), for example, find that smoothing the signal on 20 kHz scale, a procedure similar to using a 20 kHz spectral resolution, improves the prospects for detection of strong absorption features.

We rebin our \(\tau_{21}\) data cubes in blocks of \(1 \times 1 \times 2^n\) cells \((n = 1, 2, \ldots, 8)\) corresponding to 8 logarithmically spaced frequency resolution values between \(\Delta\nu = 2\) to 256 kHz and re-evaluated the typical peak and rms absorption in a 10 MHz frequency range for each spectral resolution. Note that as frequency resolution worsen, the number of resolution elements in the 10 MHz frequency range decreases, and thus the typical peak absorption is evaluated using a fraction of the blocks of cells growing as \(\Delta\nu_{\text{min}}\). In Fig. 9 we plot the signal-to-noise ratios as a function of \(\Delta\nu\) for peak and rms absorption of a 20 mJy background source observed with LOFAR and the SKA at \(z \sim 10\). We can see that the detectability of the peak absorption features does not drop much toward small \(\Delta\nu\) indicating that these features occurs on a few kHz scale (which is confirmed by looking at the synthetic spectra themselves), corresponding a few tens of comoving kpc in terms of spatial scales. Let us mention that the average inter-particle distance in these mildly overdense structures is still more than 10 times larger than the gravitational softening \(\epsilon = 1.5\) ckpc: these are well resolved scales but a finer mass resolution might overlay even smaller scale structures on top of them. With increasing \(\Delta\nu\), the signal to noise does not vary much over a large range of frequency resolution, invalidating the hypothesis of a single, isolated and dominant absorption feature that would follow a \(S/N \propto \Delta\nu^{-1/2}\) law at large \(\Delta\nu\).

The rms absorption behaves somewhat differently, showing a steady increase in \(S/N\) toward larger \(\Delta\nu\), indicating a substantial contribution of large scale fluctuations in \(\tau_{21}\) up to scales of several cMpc (> 100 kHz). These behaviours may be used as guidelines in the analysis of observational data that should be recorded at the finest possible instrumental resolution anyway.

4 CONCLUSIONS

We have performed radiative hydrodynamics simulations in a cosmological volume to model the 21-cm forest. X-ray heating and Wouthuysen-Field coupling are evaluated from 3D radiative transfer. Our comparatively high resolution for radiative transfer (of the order 10 kcpc) and the choice of a large number of photon packets to reduce the Monte Carlo noise have allowed us to reveal that moderately overdense structures are partially self-shielded from both the (soft) X-ray background and the Lyman-α flux. Both effects modify the 21-cm optical thickness by a factor of a few (in opposite directions). The net effect depends on redshift (Lyman-α saturates while X-ray self-shielding keeps limiting the temperature increase) and on the relative production rate of Lyman-band photons and X-ray photons as a function of \(z\). We have also shown that shock heating cannot be ignored in these moderately overdense collapsing structures and modifies \(\tau_{21}\) by a factor of a few.

Looking at the distribution of \(\tau_{21}\) values as a function of the local density, we examine the impact of including a complete computation of \(T_e\) and the effect of peculiar velocities (along with the previously mentioned self-shielding and heating effects). The most relevant net trend is to boost the \(\tau_{21}\) value by a factor of the few in structures with over-density of the few tens. Finally we evaluate that the latest re-baselined SKA would be able to extract most of the information in the spectrum of a 20 mJy background source at \(z \sim 10\) with a 1000h integration and would be able to detect a few absorption features if the luminosity of the source is 2.5 mJy. A larger channel width is preferable when going after the rms absorption level (possible in the case of a luminous source), while the \(S/N\) is quite insensitive to the channel width (at least up to 256 kHz) when trying to detect absorption peaks only (the only option for a less luminous source).

The halved collecting area of SKA-Low following the recent re-baselining process (130 000 dipoles), combined with the small number of currently detected bright radio-sources at \(z > 6\) strongly argue in favour of a multibeaming capacity for SKA-Low. There is a high probability that suitable sources for 21-cm forest measurement will lie outside of the chosen instantaneous 21-cm tomographic survey field. As deep integration is more or less required, tomographic survey and 21 forest measurement would ideally be performed simultaneously.
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