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Abstract

This paper provides an analytically tractable framework of investigating the statistical properties of the signal-to-interference power ratio (SIR) with a general distribution in a heterogeneous wireless ad hoc network in which there are $K$ different types of transmitters (TXs) communicating with their unique intended receiver (RX). The TXs of each type form an independent homogeneous Poisson point process. In the first part of this paper, we introduce a novel approach to deriving the Laplace transform of the reciprocal of the SIR and use it to characterize the distribution of the SIR. Our main findings show that the closed-form expression of the distribution of the SIR can be obtained whenever the receive signal power has an Erlang distribution, and an almost closed-form expression can be found if the power-law pathloss model has a pathloss exponent of four. In the second part of this paper, we aim to apply the derived distribution of the SIR in finding the two important performance metrics: the success probability and ergodic link capacity. For each type of the RXs, the success probability with (without) interference cancellation and that with (without) the proposed stochastic power control are found in a compact form. With the aid of the derived Shannon transform identity, the ergodic link capacities of $K$-type RXs are derived with low complexity, and they can be applied to many transmitting scenarios, such as multi-antenna communication and stochastic power control. Finally, we analyze the spatial throughput capacity of the heterogeneous network defined based on the derived $K$ success probabilities and ergodic link capacities and show the existence of its maximum.
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I. INTRODUCTION

Consider a large-scale heterogeneous wireless ad hoc network in which there are $K$ different types of transmitters (TXs) and the TXs of each specific type form an independent Poisson point process (PPP) with a certain intensity (density). Each TX has a unique intended receiver (RX) away from it by some (random) distance. Namely, such a heterogeneous wireless network can be viewed as consisting of $K$-type TX-RX pairs independently scattering on an infinitely large plane $\mathbb{R}^2$. Usually, interference in such a wireless network significantly dominates the transmission performance that is effectively evaluated by the metric of the signal-to-interference power ratio (SIR) at RXs. By assuming all TXs in the network transmit narrow band signals and share the same spectrum bandwidth, the SIR of a typical type-$k$ RX located at the origin, called type-$k$ SIR, can be written as

$$\text{SIR}_k \triangleq \frac{S_k}{I_k} = \frac{P_k H_k R_k^{-\alpha}}{I_k} > \theta, \quad k \in K \triangleq \{1, 2, \ldots, K\}, \quad (1)$$

where $I_k$ denotes the interference power of the typical type-$k$ RX from all interferers in the network, $S_k = P_k H_k R_k^{-\alpha}$ is the received (desired) signal power of the typical type-$k$ RX, $P_k$ is the transmit
power, $H_k$ is the random channel (power) gain, $R_k$ is the (random) distance between the typical RX and its associated TX, $\alpha > 2$ is the pathloss exponent, and $\theta$ is the minimum required SIR for successfully decoding. Note that $S_k$ and $I_k$ are both random variables whose distributions depend upon (random) transmit power, random channel gain as well as pathloss models between TX-RX pairs. The SIR pertaining to several important transmitting performance metrics, such as success/outage probability, ergodic link capacity, network capacity, etc. Understanding the statistical properties of the SIR not only helps us realize how the received random signal powers affect the distribution of the SIR, but also provides us a crucial clue indicating the interplay of the transmitting policies and behaviors among many different TXs.

A. Prior Work and Motivation

Traditionally, the statistical properties of the SIR in a Poisson-distributed wireless network are only analytically accessible in very few special cases. Some prior works have already made a good progress on the analysis of the distribution of the SIR by presuming a specific channel gain model (typically see [1]–[5]). In reference [1], for example, the closed-form success probability, which is essentially the contemporary cumulative density function (CCDF) of the SIR in a single-type Poisson ad hoc network, was firstly found by assuming independent Rayleigh fading channels since the Rayleigh fading channel model gives rise to the solvable Laplace transform of the interference by means of the probability generating function (PGF) of a homogeneous PPP [3], [6], [7]. The outage probability, which is essentially the CDF of the SIR, is studied in [2] without considering random channel gain models and only its bounds are obtained. Although the closed-form Laplace transform of the interference with a general random channel gain model is found in [3], it can only be applied to find the CDF/CCDF of the SIR with an exponential-distributed received signal power. In [5], the bounds on the temporally averaged outage probability are studied specifically for Rayleigh fading channels due to the tractability in mathematical analysis. These prior works aim to study how channel gain randomness affects the success/outage probability so that they simply use constant transmit power and distance while doing analysis.

Since the SIR significantly depends upon the randomness of the received signal and interference powers, some previous works focus on exploiting the SIR randomness by distributed channel-aware scheduling and power control in order to improve the success probability is [8]–[13]. However, the success/outage probability in these works is only characterized by some lower and upper bounds since it lacks of a tractable Laplace transform of the interference. These bounds may not be always tight in different ranges of the TX intensity even though they are claimed to be asymptotically tight. In addition to the success/outage probability, another important performance metric regarding to the SIR is the ergodic link capacity (rate) of a TX and its analytical results are barely completely and deeply investigated. In the literature, the ergodic link capacity is either characterized by its bounds or obtained by integrating the CCDF of the link capacity that can be written in terms of the success probability [14], [15]. In other words, its accurate and simple expression is never discovered so that many prior works on network capacity (throughput) just simply use a minimum required constant link rate to define their capacity/throughput metrics [1]–[5], [8]–[13], [16]. Accordingly, the network capacity evaluated in the prior works may be far away from the real fundamental limit of the network capacity.

In the literature, the distribution of the SIR is tractably derived only in the context where the received signal power contains an exponential random variable that creates a natural condition of applying the PGF of homogeneous PPPs to resolve the Laplace transform of the interference. In other words, the distribution of the SIR is not significantly tractable if the receive signal power no longer possesses an exponential random variable. As a result, any transmitting policies adopted by TXs that make the received signal power loose/change its original exponential randomness cannot
result in a tractable analysis in the distribution of the SIR. A straightforward example is to let TXs control their transmit power to compensate or cancel the Rayleigh fading gain in their channel and the success probability under this power control cannot be found in closed-form despite the fact that the original success probability without power control has a closed-form [11]. To tractably study the statistical properties of the SIR with a general distribution, we need to find another way to deal with the interference generated in a Poisson field without utilizing the exponential randomness of the received signal power. Also, the heterogeneity of TXs is hardly modeled in prior works on Poisson ad hoc networks. Such a heterogeneity could exist in the future network of machine-to-machine (M2M) communication and internet of things (IoTs) and how it impacts the randomness of the SIR is still fairly unclear [17], [18]. These aforementioned issues foster our motive to develop a generalized framework of analyzing the distribution of the SIR in a heterogeneous wireless network.

B. Main Results and Contributions

In this work, our first main contribution is to derive the integral identity of the Shannon transform as well as devise the novel theoretical framework of tractably analyzing the CDF of the type-\( k \) SIR defined in (1). The main idea behind this framework is to first find the explicitly result of the Laplace transform of the reciprocal of \( SIR_k \) with a general distribution since we can tractably deal with it by the PGL of homogeneous PPPs. Then substituting it into the exploited fundamental identity between the CDF of \( SIR_k \) and the Laplace transform of the reciprocal of \( SIR_k \). For the analytical framework regarding to the statistical properties of \( SIR_k \) with a general distribution, the following summarizes our main findings.

- The general expression of the CDF of \( SIR_k \) without and with interference cancelation is characterized\(^1\) which can be practically evaluated by the numerical inverse Laplace transform. Its nearly closed-form result for pathloss exponent \( \alpha = 4 \) is found, whereas its low-complexity and tight bounds for an arbitrary \( \alpha > 2 \) are obtained as well.
- We show that the closed-form CDF of the \( SIR_k \) exists if and only if received signal power \( S_k \) has an Erlang distribution. Namely, any randomness in \( S_k \) (from the random transmit power, channel gain and distance) that lets \( S_k \) have an Erlang distribution can make the CDF of \( SIR_k \) have a closed-form result.
- The fractional moment of the \( SIR_k \) without interference cancelation is derived in closed-form and that with interference cancelation can be obtained in a neat integral expression.

Due to the generality of the CDF and fractional moment of \( SIR_k \), they can be used to find the explicitly results of some important performance metrics in many transmitting and receiving scenarios. In this work, our second main contribution is to apply our developed analytical framework to tractably study the success probability and the ergodic link capacity that are the two paramount metrics of evaluating transmission performance. For the success probability, the following are our main findings:

- The type-\( k \) success probability without and with interference cancelation can be acquired directly from the CCDF of \( SIR_k \). Thus, its nearly closed-form expression also exists for \( \alpha = 4 \) and its tight bounds for any \( \alpha > 2 \) are also found.
- Since the success probability is found with a general-distributed SIR, it can be used to explicitly evaluate the success probabilities with specified random models involved in the SIR. This fact helps us theoretically show that random channel gains do not necessarily jeopardize/benefit the

\(^1\)For the case of interference cancelation considered in this work, we assume each RX can cancel its first \( L \) “strongest” interferers, which is different from prior works that mainly assume RXs can cancel their “nearest” interferers [19], [20]. Considering the case of canceling the strongest interferers is more like the realistic situation since in practice the strongest interfering signal may not come from the nearest interfering TX due to channel fades.
success probability (relative to constant channel gains) as the TX intensities change and it very likely improves the success probability in a dense network.

- Due to the generality of the derived success probability, the success probability with the proposed stochastic power control is tractably characterized by its bounds or found in a nearly closed-form expression depending on if $\alpha$ is equal to 4 or not. It also reveals how to design the power control scheme to improve the success probability by exploiting the randomness of the received signal power.

The explicit expression of the ergodic link capacity in a Poisson network is hardly found in the literature when the SIR has a general distribution. In this work, we derive a low-complexity and general expression of the ergodic link capacity without and with interference cancellation by jointly using the derived integral identity of the Shannon transform and a novel integrating technique. According to the derived general results of the ergodic link capacity and the success probability, we define the spatial throughput capacity of the heterogeneous network that characterizes the area spectrum efficiency in an ergodic sense. We summarize some key observations of the ergodic link capacity and spatial throughput capacity as follows.

- Due to the generality of the derived ergodic link capacity, we can easily find the ergodic link capacity without and with channel fading so that we are able to conclude that channel fading does not always reduce or increase the ergodic link capacity (relative to no channel fading) as TX intensities change.
- The ergodic link capacity with the proposed stochastic power control is found and its fundamental upper and lower bounds are also characterized. These analytical results help us understand how to design the stochastic power control so that it can benefit the ergodic link capacity.
- The spatial throughput capacity proposed in this work can characterize the network capacity with TX heterogeneity, and it is closer to the fundamental limit of the network capacity than other network metrics with a constant link rate in prior works.

The salient trait of the derived CDF of $\text{SIR}_k$ and its corresponding performance metrics, compared with related prior works, is to indicate how they are impacted by the interferences of other types. This provides a very useful clue in optimally deploying the network with some performance constraints. In addition, our main analytical results and findings are correctly validated by numerical simulations so that they can offer a quick and correct approach to evaluating the network performance with a new protocol and/or deployment design.

II. SYSTEM MODEL AND PRELIMINARIES

A. Network Modeling and Performance Metrics

Consider a large-scale and interference-limited heterogeneous wireless ad hoc network on the plane $\mathbb{R}^2$ in which there are $K$ different types of TXs and the TXs of each type form an independent homogeneous Poisson point process (PPP). Specifically, assume each TX has a unique intended RX and the set $\Phi_k$ consisting of the type-$k$ TXs with intensity $\lambda_k$ is expressed as

$$\Phi_k \triangleq \{ (X_{ki}, H_{ki}, P_{ki}, R_{ki}) : X_{ki} \in \mathbb{R}^2, P_{ki}, H_{ki} \in \mathbb{R}_+, R_{ki} \in [1, \infty), i \in \mathbb{N} \},$$

where $k \in K \triangleq \{ 1, 2, \ldots, K \}$, $X_{ki}$ denotes the $i$th nearest TX of type $k$ to the origin and its location, $H_{ki}$ represents the random channel (power) gain from $X_{ki}$ to the typical RX located at the origin induced by fading and/or shadowing effects, $P_{ki}$ is the (random) transmit power of $X_{ki}$, $R_{ki}$ is the (random) distance between $X_{ki}$ and its receiver. Throughout this paper, all random variables (RVs) with subscript “$k$” are independent for all $k \in K$ and $i \in \mathbb{N}_+$ and they are i.i.d. for the same $k$. In addition, all channel gains $\{ H_{ki} \}$ have unit mean for all $k \in K$ and $i \in \mathbb{N}_+$. The main variables and symbols used throughout this paper are listed in Table I.
Assume all TXs adopt the slotted Aloha protocol to access the channel shared in the network so that the type-$k$ typical RX receives the interference given by

$$I_k \triangleq \sum_{X_{k_i} \in \Phi \setminus X_k} \frac{H_{k_i} P_{k_i}}{||X_{k_i}||^\alpha},$$  \hspace{1cm} (3)$$

where $\Phi \triangleq \bigcup_{k=1}^K \Phi_k$, $||X_i - X_j||$ denotes the Euclidean distance between TXs $X_i$ and $X_j$, and $\alpha > 2$ is the pathloss exponent. Accordingly, the type-$k$ SIR, as already defined in (1), can be explicitly rewritten as follows

$$\text{SIR}_k = \frac{S_k}{I_k} = \frac{P_k H_k R_k^{-\alpha}}{\sum_{X_{k_i} \in \Phi \setminus X_k} H_{k_i} P_{k_i} ||X_{k_i}||^{-\alpha}}. \hspace{1cm} (4)$$

Assuming the minimum SIR threshold for successful decoding the received signals at any RXs is $\theta$, the (transmitting) success probability of a type-$k$ TX is defined as

$$p_k(\theta) \triangleq \mathbb{P}[\text{SIR}_k > \theta], \hspace{1cm} (5)$$

whereas $1 - p_k$ is called the outage probability of a type-$k$ TX. Using the definitions of SIR and success probability, we define the type-$k$ ergodic link capacity as follows.

\[ \text{TABLE I} \]
\[ \text{NOTATION OF MAIN VARIABLES, SYMBOLS AND FUNCTIONS} \]

| Symbol | Meaning |
|--------|---------|
| $\Phi_k (\Phi)$ | Homogeneous PPP of the type-$k$ TXs ($\Phi \triangleq \bigcup_{k=1}^K \Phi_k$) |
| $\lambda_k$ | Intensity of the type-$k$ TXs |
| $\alpha > 2$ | Pathloss exponent |
| $H_{k_i}$ | Channel gain of TX $X_{k_i}$ with unit mean |
| $P_{k_i}$ | Transmit power of TX $X_{k_i}$ |
| $R_{k_i}$ | Transmit distance of TX $X_{k_i}$ |
| $S_k(S_k^{\text{pc}})$ | Type-$k$ received signal power (with power control) |
| $I_k(I_k^{\text{pc}})$ | Interference at a type-$k$ RX (with power control) |
| $\text{SIR}_k$ | Type-$k$ signal-to-interference power ratio |
| $\mathcal{L}\{\cdot\}(\mathcal{L}^{-1}\{\cdot\})$ | Laplace (Inverse Laplace) transform operator |
| $\mathcal{M}_Z(\tau)$ | $\mathbb{E}[e^{\tau Z}]$, Moment-generating function of RV $Z$ for $\tau > 0$ |
| $a \geq b (a \leq b)$ | $b$ is the tight lower (upper) bound on $a$ |
| $p_k(p_k^{\text{pc}})$ | Type-$k$ success probability (with power control) |
| $\theta$ | SIR decoding threshold |
| $c_k(c_k^{\text{pc}})$ | Type-$k$ ergodic link capacity (with power control) |
| $C(\theta)$ | Throughput capacity with threshold $\theta$ |
| $f_Z(\cdot)$ | pdf of random variable (RV) $Z$ |
| $F_Z(\cdot)(F_Z^{\text{pc}}(\cdot))$ | CDF (CCDF) of RV $Z$ |
| $\bar{Z}$ | $Z/\mathbb{E}[Z]$ (RV $Z$ normalized by its mean) |
| $\tilde{\lambda}_k(\tilde{\lambda})$ | $\bar{\lambda}_k \mathbb{E}[H_k^{\text{pc}}] \mathbb{E}[P_k^{\text{pc}}] (\tilde{\lambda} \equiv \sum_{k=1}^K \tilde{\lambda}_k)$ |
| $\gamma_k$ | Power control exponent |
| $L$ | Number of the canceled interferers |
| $D_L$ | Erlang RV with parameters $L$ and $\pi \tilde{\lambda}$ |
| $V_k, L$ | Variable $V_k$ with interference cancellation |
| $\Gamma(a)$ | $\int_0^\infty t^{a-1} e^{-t} dt$, Gamma function |
| $\Gamma(a, b)$ | $\int_0^\infty t^{a-1} e^{-t} dt$, Upper incomplete Gamma function |
| $\xi_y(x, x)$ | $z[1 - xy \Gamma(-x, y)]$, $x \in (0, 1)$ |
| $\text{erf}(x)$ | $\frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$, error function |
| $\text{erfc}(x)$ | $1 - \text{erf}(x)$, complementary error function |

\[ \text{Note:} \] We call this receiver located at the origin “typical receiver” since our following analysis will be based on the location of this typical RX and the statistical results obtained at this receiver are the same as those at all other RXs in the network based on the Slivnyak theorem [5]–[7].
Definition 1 (Ergodic Link Capacity). If the capacity-approaching code is used by all TXs, the ergodic link capacity (per unit bandwidth) of a type-$k$ TX-RX pair, called type-$k$ ergodic link capacity in the heterogeneous wireless ad hoc network, is defined as

$$c_k \triangleq \mathbb{E} \left[ \log_2(1 + \text{SIR}_k) \right] \text{ (bps/Hz), } k \in \mathcal{K}. \quad (6)$$

In prior works, the explicit expression of the ergodic link capacity in Poisson wireless networks was not well studied and derived in a simple and general form. As we will show later, the type-$k$ ergodic link capacity can be derived in a very neat form by our new proposed mathematical derivation approach. Most importantly, our derived ergodic link capacity is able to explicitly indicate how it is affected by the random channel gain, transmit power and distance models, which provides very useful insight into devising the power control schemes in order to benefit the transmission performance by combating and/or exploiting the randomness in the SIR.

B. Preliminaries

In this subsection, some preliminary results regarding the multiple independent homogeneous PPPs as well as the integral identity of the Shannon transform are introduced and discussed. These results are the underlying basis of paving a tractable way to analyze the success probability and ergodic link capacity in a very general manner. We first introduce the following theorem.

Theorem 1. Let $\Psi : \mathbb{R}_+ \to \mathbb{R}_+$ be a Borel-measurable non-increasing function and it is positively scalable, i.e., for any $\beta, x \in \mathbb{R}_+$ we have $\Psi (\Psi^{-1}(\beta)x) = \beta \Psi(x)$ where $\Psi^{-1}(\cdot)$ denotes the inverse function of $\Psi(\cdot)$. Suppose all $B_k$’s are independent nonnegative RVs for all $k \in \mathcal{K}$ and $i \in \mathbb{N}_+$ and they are i.i.d. for the same subscript $k$. If $\mathbb{E} \left\{ [\Psi^{-1}(B_k)]^{-2} \right\} < \infty$ for all $k \in \mathcal{K}$, the following identity

$$\mathbb{P} \left[ \sup_{X_k \in \Phi} B_k \Psi (\|X_k\|) \leq \Psi(x) \right] = \exp \left( -\pi x^2 \lambda' \right), \quad (7)$$

holds for the whole transmitter set $\Phi = \bigcup_{k \in \mathcal{K}} \Phi_k$ where $\lambda' \triangleq \sum_{k=1}^{K} \lambda_k'$ and $\lambda_k' \triangleq \lambda_k \mathbb{E} \left\{ [\Psi^{-1}(B_k)]^{-2} \right\}$.

Proof: First we know the following identity

$$\mathbb{P} \left[ \sup_{X_k \in \Phi} B_k \Psi (\|X_k\|) \leq \Psi(x) \right] = \mathbb{E}_\Phi \left\{ \prod_{X_k \in \Phi} \mathbb{P} \left[ B_k \Psi (\|X_k\|) \leq \Psi(x) \right] \right\}
\stackrel{(a)}{=} \mathbb{E}_\Phi \left\{ \prod_{X_k \in \Phi} \mathbb{P} \left( \Psi^{-1}(B_k) \leq \Psi(x) \right) \right\}
\stackrel{(b)}{=} \exp \left( -2\pi \sum_{k=1}^{K} \lambda_k' \int_0^\infty \mathbb{P} \left( \Psi^{-1}(B_k) \geq x \right) rdr \right)
\stackrel{(c)}{=} \exp \left( -\pi \sum_{k=1}^{K} \lambda_k' \int_0^\infty \mathbb{P} \left[ r^2 \leq \left( \frac{x}{\Psi^{-1}(B_k)} \right)^2 \right] dr \right),$$

where (a) following from the assumption that $\Psi(\cdot)$ is positively scalable, (b) is obtained by using the probability generation functional (PGF) of $K$ independent homogeneous PPPs [6] [21], (c) is due to the fact that $\Psi(\cdot)$ is non-increasing and invertible. Thus, carrying out the integral inside $\exp(\cdot)$ in (c) yields the result in (7).
Theorem 1 implicitly reveals an important fact that the biased and transformed supreme distance between the origin and the TXs in $\Phi$ has the same distribution as the nearest distance between the origin and a single homogeneous PPP of intensity $\lambda$. To elaborate on this point, letting $\Psi(x) = x^{-\alpha}$ and $B_{ki} = P_k H_{ki}$ gives $\sup_{X_k \in \Phi} P_k H_{ki} \|X_k\|^{-\alpha}$ and we have

$$
\mathbb{P} \left[ \sup_{X_k \in \Phi} \frac{P_k H_{ki}}{\|X_k\|^{\alpha}} \leq x^{-\alpha} \right] = \mathbb{P} \left[ \inf_{X_k \in \Phi} \frac{\|X_i\|}{(P_i H_i)^{\frac{1}{\alpha}}} \geq x \right] = \mathbb{P} \left[ \inf_{X' \in \Phi'} \|X'_i\| \geq x \right] = \exp \left( -\pi x^2 \lambda \right),
$$

which indeed shows that $\inf_{X_k \in \Phi} (P_k H_{ki})^{-\frac{1}{\alpha}} \|X_k\|$ is the biased shortest distance from the origin to $\Phi$ and it has the same distribution as the nearest distance from the origin to $\Phi'$. As we will see later, Theorem 1 facilitates the derivation processes in the analysis of interference cancellation.

Another important result that needs to be introduced here is the identity of the Shannon transform. The Shannon transform of a nonnegative RV $Z$ for a nonnegative $\rho \in \mathbb{R}_+$ is defined as [22]

$$
S_Z(\rho) = \mathbb{E} \left[ \ln(1 + \rho Z) \right], \quad (8)
$$

which has an integral identity as shown in the following theorem.

**Theorem 2** (The integral identity of the Shannon transform). Consider a nonnegative RV $Z$ and the Laplace transform of its reciprocal always exists, i.e., $\mathcal{L}_{Z^{-1}}(s) \triangleq \mathbb{E}[e^{-sZ^{-1}}] < \infty$. If $S_Z(\rho)$ defined in $(8)$ exists for any $\rho \in \mathbb{R}_+$, the following identity

$$
S_Z(\rho) = \int_{0^+}^{\infty} \frac{(1 - e^{-\rho s})}{s} \mathcal{L}_{Z^{-1}}(s) ds
$$

always holds. Furthermore, we can have

$$
\mathbb{E} \left[ S_Z(\rho) \right] = \int_{0^+}^{\infty} \frac{[1 - \mathcal{L}_\rho(s)]}{s} \mathcal{L}_{Z^{-1}}(s) ds \quad (9)
$$

if $\rho$ is a nonnegative RV independent of $Z$ and its Laplace transform exists.

**Proof:** The Shannon transformation of nonnegative RV $Z$ defined in $(8)$ can be rewritten as

$$
S_Z(\rho) = \int_0^1 \mathbb{E} \left[ \frac{\rho Z}{1 + \rho y Z} \right] dy = \int_0^1 \mathbb{E} \left[ \frac{1}{1/\rho Z + y} \right] dy.
$$

If $\mathcal{L}_{Z^{-1}}(s)$ always exists, for any $y \in [0, 1]$ we have

$$
\mathbb{E} \left[ \frac{1}{1/\rho Z + y} \right] = \int_0^\infty e^{-uy} \mathbb{E} \left[ e^{-u/\rho Z} \right] du = \int_0^\infty e^{-uy} \mathcal{L}_{Z^{-1}}(u/\rho) du = \int_0^\infty e^{-\rho y} \mathcal{L}_{Z^{-1}}(s) ds
$$

and then substituting this result into $S_Z(\rho)$ yields

$$
S_Z(\rho) = \rho \int_0^\infty \int_0^1 e^{-\rho y} \mathcal{L}_{Z^{-1}}(s) dy ds = \int_0^\infty \int_0^\infty \frac{(1 - e^{-\rho s})}{s e^z} f_z(z) dz ds
$$

(Letting $s = \rho z$).

$$
= \int_{0^+}^{\infty} \frac{(1 - e^{-\rho s})}{s} \mathcal{L}_{Z^{-1}}(s) ds,
$$

which is exactly the result in $(9)$. The result in $(10)$ readily follows from $(9)$ and the definition of the Laplace transform of a nonnegative RV. \qed
The ergodic link capacity in (6) can be expressed in terms of the integral identity of the Shannon transform as

\[ c_k = E \left[ S_k, I_k \right] = \frac{1}{\ln(2)} \int_0^\infty \frac{1}{s} \left[ 1 - L_{S_k}(s) \right] L_{I_k}(s) ds \]

(11)
since \( S_k \) and \( I_k \) are independent. This demonstrates that the integral identity of the Shannon transform is very useful in deriving the explicit expression of the ergodic link capacity if the Laplace transforms of the received signal power and interference are analytically tractable. More details about how to use the integral identity of the Shannon transform to find the ergodic link capacity of each type will be demonstrated in the following section. Next, we will first study the general distribution of the type-\( k \) SIR that is regarding the statistical properties under general random channel gain, transmit power and distance models. The fundamental theory pertaining to the general distribution of the type-\( k \) SIR will be established without specifying these random models involved in the SIR so that it is of the model-independent nature and valid for the distribution of the type-\( k \) SIR with any specific random signal models. Most importantly, the theory not only straightforwardly indicates how different random models involved in the SIR influence the performance metrics regarding the SIR, but also gives us insight into exploiting the model randomness in order to enhance the SIR.

III. THE STATISTICS OF THE TYPE-\( k \) SIR WITH A GENERAL DISTRIBUTION

Prior works on the distribution of the SIR in Poisson wireless networks are channel-model-dependent and the majority of the prior works reached the closed-form distribution of the SIR with assuming communication channel gains are exponentially distributed (i.e., Rayleigh fading), whereas the distribution of the SIR for the channel gains without an exponential distribution is generally intractable. As a result, the prior results cannot thoroughly reveal how the distribution of the SIR is impacted as the random models involved in the SIR are changed. In this section, our goal is to generally characterize the distribution expressions of the type-\( k \) SIR with a general (unknown) distribution. The fundamental approach to fulling our goal is to first study the Laplace transform of the interference of the type-\( k \) RXs since it plays a pivotal role in deriving the general distribution of the type-\( k \) SIR. Surprisingly, we will see that some closed-form (or near closed-form) expressions of the distribution of the type-\( k \) SIR indeed exist and they intuitively show how the statistical properties of the SIR are influenced by the randomness existing the SIR.

A. The Laplace Transforms of Interferences \( I_k \) and \( I_{k,L} \)

Let \( \Phi_L \) denote the set of the first \( L \) strongest interferers in set \( \{\Phi \setminus X_k\} \) for the type-\( k \) typical RX. Hence, the type-\( k \) interference \( I_k \) can be rewritten as

\[ I_k = \sum_{X_i \in \Phi_L} \frac{P_i H_i}{\|X_i\|^\alpha} + I_{k,L}, \]

(12)

where \( I_{k,L} \triangleq \sum_{X_i \in \Phi \setminus (\Phi_L \cup X_k)} \frac{H_i P_i}{\|X_i\|^\alpha} \) denotes the residual type-\( k \) interference by removing the first \( L \) strongest interferers in \( I_k \). For arbitrary random power-law channel and transmit power models, the Laplace transforms of \( I_k \) and \( I_{k,L} \) are shown in the following theorem.
Theorem 3. According to the type-\(k\) interference \(I_k\) given in [12], its Laplace transform can be shown in closed-form as\(^3\)

\[
L_{I_k}(s) = \exp \left\{ -\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) s^{\frac{2}{\alpha}} \lambda \right\},
\]  

(13)

where \(\lambda = \sum_{k=1}^{K} \bar{\lambda}_k\), \(\bar{\lambda}_k \triangleq \lambda_k E \left[ H_k^2 \right] E \left[ P_k^{\frac{3}{2}} \right]\) and \(\Gamma(a) = \int_0^\infty t^{a-1} e^{-t} dt\) for \(a > 0\) is the gamma function. The Laplace transform of the residual interference \(I_{k,L}\) defined in [12] can be found as

\[
L_{I_{k,L}}(s) = L_{I_k}(s) \cdot \mathcal{M}_{\ell DL}(s) \left( \pi \bar{\lambda} \right),
\]

(14)

where \(D_L \sim \text{Erlang} \left( L, \pi \bar{\lambda} \right)\) is an Erlang RV with parameters \(L \in \mathbb{N}_+\) and \(\pi \bar{\lambda}\), \(\mathcal{M}_{\ell DL}(s) \equiv \mathbb{E} \left[ e^{s \pi \ell DL(s D_L^{\frac{3}{2}})} \right]\), and \(\ell_z(y, x)\) with \(z, y \in \mathbb{R}_+\) and \(x \in (0, 1)\) is defined as

\[
\ell_z(y, x) \triangleq z \left[ 1 - xy^2 \Gamma(-x, y) \right]
\]

(15)

in which \(\Gamma(a, y) = \int_y^\infty t^{a-1} e^{-t} dt\) is the upper incomplete gamma function. Also, there exists an \(\omega \in (0, 1)\) for each sample of \(D_L\) such that \(L_{I_{k,L}}(s)\) is upper-bounded as

\[
L_{I_{k,L}}(s) \leq L_{I_k}(s) \cdot \mathcal{M}_{\omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}}} \left( \pi \bar{\lambda} s \right),
\]

(16)

where \(\mathcal{M}_{\omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}}} \left( \pi \bar{\lambda} s \right) \equiv \mathbb{E} \left[ \exp \left( \pi \bar{\lambda} s \omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}} \right) \right]\).

Proof: See Appendix A

There are a couple of crucial implications about \(L_{I_{k,L}}(s)\) in (14) that can be explained in more detail as follows. First, \(L_{I_{k,L}}(s)\) characterizes the statistical property of the interference which is partially cancelable at the RX side, and \(\mathcal{M}_{\ell DL}(s D_L^{\frac{3}{2}})\) in \(\mathcal{M}_{\ell DL}(s \pi \bar{\lambda})\) for the case of \(L = 0\) reduces to 0 so that \(L_{I_{k,L}}(s)\) is exactly equal to \(L_{I_k}(s)\) in (13). In other words, the second term of the right hand side in (14) compensates the Laplace transform of the canceled interference for \(L_{I_{k,L}}(s)\). Second, although \(L_{I_{k,L}}(s)\) can be theoretically written as a neat result as shown in (14), \(\mathcal{M}_{\ell DL}(s \pi \bar{\lambda})\) is actually somewhat complicated in practical applications and calculations. As a result, a low-complexity upper bound on \(L_{I_{k,L}}(s)\) is shown in (16), and it is very tight if \(\lambda s \omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}}\) is small with high probability and it becomes tighter as \(L\) gets larger since removing more interferers makes \(D_L\) increase so that the upper bound gets closer to the Laplace transform of \(I_{k,L}\). In the following subsection, we will show how to apply Theorem 3 to characterize the distribution of the type-\(k\) SIR without and with interference cancellation, which is the foundation of developing the generalized analytical approach to the success probability and ergodic link capacity.

B. Analysis of the Distributions of SIR\(_k\) and SIR\(_{k,L}\)

The definition of the SIR of the type-\(k\) typical RX with interference \(I_k\) is already given in (4). Similarly, if the type-\(k\) typical RX is able to cancel the aggregated interference contributed by the first \(L\) strongest interferers, its SIR in this case is defined as

\[
\text{SIR}_{k,L} \triangleq \frac{S_k}{I_{k,L}},
\]

(17)

\(^3\)Note that the Laplace transform of the interference generated by a wireless ad hoc network consisting of single-type TXs has been shown in [3] for constant transmit power and distance, whereas \(L_{I_k}(s)\) in (13) generalizes it to the case of \(K\) types of TXs with random transmit powers.
where interference $I_{k,L}$ is already defined in (12). In this subsection, our first focus is on the Laplace transforms of the reciprocals of $\text{SIR}_k$ and $\text{SIR}_{k,L}$ that play a pivotal role in deriving some important performance metrics of Poisson wireless networks, such as success probability, ergodic link capacity, etc. The explicit distribution expressions regarding to $\text{SIR}_k$ and $\text{SIR}_{k,L}$ are summarized in the following theorem.

**Theorem 4.** Let $f_Z(\cdot)$ and $F_z(\cdot)$ denote the probability density function (pdf) and the cumulative density function (CDF) of RV $Z$, respectively. The Laplace transform of the reciprocal of the type-$k$ SIR defined in (4) can be explicitly expressed as

$$
\mathcal{L}_{\text{SIR}_k^{-1}}(s) = \int_0^\infty s \mathcal{L}_I^k \left( \frac{1}{t \mathbb{E}[S_k]} \right) f_{\tilde{S}_k}(st) dt,
$$

(18)

where $\mathcal{L}_I^k(\cdot)$ is given in (13) and $\tilde{S}_k \triangleq S_k/\mathbb{E}[S_k] = P_k H_k R_k^{-\alpha}/\mathbb{E}[P_k H_k R_k^{-\alpha}]$ is called the type-$k$ received signal power with unit mean. The CDF of $\text{SIR}_k$ can be shown as

$$
F_{\text{SIR}_k}(\theta) = 1 - \mathcal{L}^{-1} \left\{ \int_0^\infty \mathcal{L}_I^k \left( \frac{1}{t \mathbb{E}[S_k]} \right) f_{\tilde{S}_k}(st) dt \right\} (\theta^{-1}),
$$

(19)

where $\theta \in \mathbb{R}_+$. If each type-$k$ RX can cancel its first $L$ strongest interferers, the Laplace transform of the reciprocal of $\text{SIR}_{k,L}$ in (17) can be expressed as

$$
\mathcal{L}_{\text{SIR}_{k,L}^{-1}}(s) = \int_0^\infty s \mathcal{L}_I^k \left( \frac{1}{t \mathbb{E}[S_k]} \right) \mathcal{M}_{tD_L}(s) \left( \frac{1}{\mathbb{E}[S_k]} \right) f_{\tilde{S}_k}(st) dt.
$$

(20)

Also, the CDF of $\text{SIR}_{k,L}$ can be shown as

$$
F_{\text{SIR}_{k,L}}(\theta) = 1 - \mathcal{L}^{-1} \left\{ \int_0^\infty \mathcal{L}_I^k \left( \frac{1}{t \mathbb{E}[S_k]} \right) \mathcal{M}_{tD_L}(s) \left( \frac{1}{\mathbb{E}[S_k]} \right) f_{\tilde{S}_k}(st) dt \right\} (\theta^{-1}),
$$

(21)

where $\mathcal{M}_{tD_L}(\cdot) \left( \frac{1}{\mathbb{E}[S_k]} \right) = \mathbb{E} \left\{ \exp \left[ \pi \tilde{\lambda} D_L \left( 1/ \mathbb{E}[S_k] t, \frac{\alpha}{\alpha} \right) \right] \right\}$.

**Proof:** See Appendix B.

Theorem 4 demonstrates the general expressions of the Laplace transforms of $\text{SIR}_k^{-1}$ and $\text{SIR}_{k,L}^{-1}$ as well as the CDFs of $\text{SIR}_k$ and $\text{SIR}_{k,L}$ without assuming any specific random channel gain, transmit power and distance models. Although in general the expressions in Theorem 4 cannot be completely found in closed-form, they can be calculated by using the numerical inverse Laplace transform. Nonetheless, as shown in the following corollary we still can characterize the low-complexity bounds on $F_{\text{SIR}_k}(\theta)$ and $F_{\text{SIR}_{k,L}}(\theta)$ and the near closed-form of $F_{\text{SIR}_k}(\theta)$ and $F_{\text{SIR}_{k,L}}(\theta)$ for $\alpha = 4$ without specifying the distribution of $S_k$.

**Corollary 1.** For a general $\alpha > 2$, the CDF of $\text{SIR}_k$ in (19) can be bounded as shown in the following:

$$
\min \left\{ 1, \pi \tilde{\lambda} \mathbb{E} \left[ S_k^{-\frac{2}{\alpha}} \right] \theta^\frac{2}{\alpha} \right\} \geq F_{\text{SIR}_k}(\theta) \geq \mathcal{L}^{-1} \left\{ \frac{\pi \Gamma(1 - \frac{2}{\alpha}) \tilde{\lambda}}{s^{1 - \frac{2}{\alpha}} \pi \Gamma(1 - \frac{2}{\alpha}) \tilde{\lambda} s^{\frac{2}{\alpha}} + \mathbb{E} \left[ S_k^{\frac{2}{\alpha}} \right]} \right\} (\theta^{-1}).
$$

(22)

In particular, if $\alpha = 4$, then $F_{\text{SIR}_k}(\theta)$ can be simply found as

$$
F_{\text{SIR}_k}(\theta) = \mathbb{E} \left[ \text{erf} \left( \frac{\pi \tilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right) \right]
$$

(23)
in which \( \text{erf}(x) \triangleq \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \) is the error function and \( \widetilde{\lambda} = \sum_{j=1}^{K} \lambda_j \mathbb{E}[\sqrt{T_j}] \mathbb{E}[\sqrt{H_j}] \), and thus we have the following closed-form bounds on \( F_{\text{SIR}_k}\)(\( \theta \)) in (23)

\[
\text{erf} \left( \frac{\pi^2 \widetilde{\lambda} \sqrt{\theta}}{2} \mathbb{E} \left[ \frac{1}{\sqrt{S_k}} \right] \right) \geq F_{\text{SIR}_k}(\theta) \geq \exp \left( \left( \frac{\mathbb{E} \left[ \sqrt{S_k} \right]}{\pi^2 \lambda \sqrt{\theta}} \right)^2 \right) \text{erfc} \left( \frac{\mathbb{E} \left[ \sqrt{S_k} \right]}{\pi^2 \lambda \sqrt{\theta}} \right),
\]

where \( \text{erfc}(x) = 1 - \text{erf}(x) \). Whereas there exists a lower bound on the CDF of \( \text{SIR}_{k,L} \) given by

\[
F_{\text{SIR}_{k,L}}(\theta) \geq 1 - L^{-1} \left\{ \frac{1}{s} \mathbb{E} \left[ \frac{1}{2} \sqrt{S_k} \right] \mathcal{M} \omega^{-\frac{\alpha}{2}} D_L^{-1} \left( \frac{\pi \lambda s}{S_k} \right) \right\} (\theta^{-1}).
\]

**Proof:** The CDF of \( \text{SIR}_k \) in (19) can be rewritten as

\[
F_{\text{SIR}_k}(\theta) = L^{-1} \left\{ \frac{1}{s} \mathbb{E} \left[ \frac{1}{2} \sqrt{S_k} \right] \mathcal{M} \omega^{-\frac{\alpha}{2}} D_L^{-1} \left( \frac{\pi \lambda s}{S_k} \right) \right\} (\theta^{-1})
\]

Using the inequality \( \frac{x}{1+x} \leq 1 - e^{-x} \leq x \) for \( x > 0 \), the upper bound on the result in (26) is

\[
F_{\text{SIR}_k}(\theta) \leq \mathbb{E} \left[ L^{-1} \left\{ \frac{\pi \Gamma(1 - \frac{2}{\alpha}) \tilde{\lambda}}{s^{1-\frac{2}{\alpha}} \mathbb{E} \left[ \frac{1}{2} \sqrt{S_k} \right] \mathcal{M} \omega^{-\frac{\alpha}{2}} D_L^{-1} \left( \frac{\pi \lambda s}{S_k} \right)} \right\} (\theta^{-1}) \]

and

\[
F_{\text{SIR}_k}(\theta) \geq L^{-1} \left\{ \frac{\mathbb{E} \left[ \pi \Gamma(1 - \frac{2}{\alpha}) \tilde{\lambda} \right]}{s^{1-\frac{2}{\alpha}} \mathbb{E} \left[ \frac{1}{2} \sqrt{S_k} \right] \mathcal{M} \omega^{-\frac{\alpha}{2}} D_L^{-1} \left( \frac{\pi \lambda s}{S_k} \right)} \right\} (\theta^{-1})
\]

\[
\alpha = 4 \exp \left( \left( \frac{\mathbb{E} \left[ \sqrt{S_k} \right]}{\pi^2 \lambda \sqrt{\theta}} \right)^2 \right) \text{erfc} \left( \frac{\mathbb{E} \left[ \sqrt{S_k} \right]}{\pi^2 \lambda \sqrt{\theta}} \right),
\]

where the second inequality holds due to the convexity of \( 1/(a + x) \) for \( a, x > 0 \) and the final equality follows from solving the inverse Laplace transform for \( \alpha = 4 \). Therefore, the upper and lower bounds in (22) and (24) are acquired. For \( \alpha = 4 \), the inverse Laplace transform in (26) can be found in closed-form so that we have

\[
F_{\text{SIR}_k}(\theta) = \mathbb{E} \left[ \text{erf} \left( \frac{\pi^2 \widetilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right) \right] \leq \text{erf} \left( \frac{\pi^2 \widetilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right),
\]

where the upper bound is obtained by applying Jensen’s inequality to \( \text{erf}(x) \) that is concave for \( x > 0 \). For the CDF of \( \text{SIR}_{k,L} \), it can be written as

\[
F_{\text{SIR}_{k,L}}(\theta) = 1 - L^{-1} \left\{ \frac{1}{s} \mathbb{E} \left[ \frac{1}{2} \sqrt{S_k} \right] \mathcal{M} \omega^{-\frac{\alpha}{2}} D_L^{-1} \left( \frac{\pi \lambda s}{S_k} \right) \right\} (\theta^{-1})
\]

and its lower bound in (25) is readily obtained by replacing \( s \) in (16) with \( s/S_k \).

We can elaborate on a couple of implications of Corollary 1 as follows.
• When \( \tilde{\lambda} E \left[ S_k^{-\frac{2}{\alpha}} \right] \ll 1 \) (e.g., the mean of the interference-to-signal power ratio is fairly small), \( F_{\text{SIR}_k}(\theta) \) is accurately approximated by the inverse Laplace transform of the Taylor’s expansion of the \( 1 - \exp(\cdot) \) term in (26) as

\[
F_{\text{SIR}_k}(\theta) \approx \sum_{n=1}^{[\alpha/2]} \frac{(-1)^{n+1}}{n! \Gamma(1 - \frac{2}{\alpha})} \pi^{\frac{2}{\alpha}} \left( \frac{\pi^2 \lambda \sqrt{\theta}}{2} \right)^n E \left[ S_k^{-\frac{2n}{\alpha}} \right],
\]

(28)

where \([x] \triangleq \max\{y \in \mathbb{Z} : y \leq x\}\). Namely, we have \( F_{\text{SIR}_k}(\theta) \in \Theta \left( \tilde{\lambda} E \left[ S_k^{-\frac{2}{\alpha}} \right] \right) \) for a given \( \theta > 0 \) as \( \tilde{\lambda} E \left[ S_k^{-\frac{2}{\alpha}} \right] \) approaches zero. In other words, \( F_{\text{SIR}_k}(\theta) \) in (28) is very accurate in this case and the bounds in (22) are very tight since they coverage to each other eventually.

• For \( \alpha = 4 \), the neat expression of \( F_{\text{SIR}_k}(\theta) \) and its closed-form bounds exist, and they can precisely reveal how much the disparate distributions of \( S_k \) affect \( F_{\text{SIR}_k} \). Third, in general, the lower bound in (25) is very tight if \( \tilde{\lambda} D_L^{-\frac{1}{2}} / \omega^2 S_k \ll 1 \) with high probability so that using \( e^x \approx 1 + x \) for \( x \ll 1 \) and the Laplace transform table in [23] makes \( F_{\text{SIR}_k}(\theta) \) tightly lower-bounded for \( \alpha = 4 \) as

\[
F_{\text{SIR}_{k,L}}(\theta) \geq E \left[ \text{erf} \left( \frac{\pi^2 \lambda \sqrt{\theta}}{2 \sqrt{S_k}} \right) \right] - E \left[ \frac{(\pi \lambda)^2 \theta^2}{2 S_k^2 \exp \left( \frac{\pi^2 \lambda \theta}{4 S_k} \right)} \right] E \left[ (\omega^2 D_L)^{-1} \right],
\]

(29)

where \( a \approx b \) (or \( a \ll b \)) denotes that \( a \) is the tight lower (upper) bound on \( b \). This tight lower bound implies \( F_{\text{SIR}_{k,L}}(\theta) \in \Omega \left( \tilde{\lambda} E \left[ 1/\sqrt{S_k} \right] \right) \) as well as the effect of interference cancellation is offset by strong received signal power \( S_k \). \textit{Interference cancellation benefits more the RXs with a weaker received signal power.}

For the case of received signal power \( S_k \) having an Erlang distribution, the closed-form results of \( F_{\text{SIR}_k}(\theta) \) and \( F_{\text{SIR}_{k,L}}(\theta) \) in Theorem 4 indeed exist, as shown in following corollary.

**Corollary 2.** If the type-\( k \) received signal power \( \hat{S}_k \) with unit mean is an Erlang RV (i.e., \( \hat{S}_k \sim \text{Erlang}(\mu, \mu) \) where \( \mu \in \mathbb{N}_+ \)), then we have

\[
F_{\text{SIR}_k}(\theta) = 1 - \frac{1}{(\mu - 1)!} d^{\mu-1} \left. \left[ v^{\mu-1} L_k \left( \frac{\mu}{v E[S_k]} \right) \right] \right|_{v=\theta^{-1}}
\]

(30)

and

\[
F_{\text{SIR}_{k,L}}(\theta) = 1 - \frac{1}{(\mu - 1)!} d^{\mu-1} \left. \left[ v^{\mu-1} L_k \left( \frac{\mu}{v E[S_k]} \right) \mathcal{M}_{DL} \left( \frac{\mu}{E[S_k]} \right) \right] \right|_{v=\theta^{-1}}.
\]

(31)

**Proof:** Since we assume \( \hat{S}_k \sim \text{Erlang}(\mu, \mu) \), \( F_{\text{SIR}_k}(\theta) \) in (19) can be written as

\[
F_{\text{SIR}_k}(\theta) = 1 - \mathcal{L}^{-1} \left\{ \frac{\mu S_k^{\mu-1}}{(\mu - 1)!} \int_0^{\infty} L_k \left( \frac{\mu}{v E[S_k]} \right) t^{\mu-1} e^{-\mu s t} d t \right\} (\theta^{-1})
\]

\[
= 1 - \frac{1}{(\mu - 1)!} \mathcal{L}^{-1} \left\{ s^{\mu-1} \int_0^{\infty} L_k \left( \frac{\mu}{v E[S_k]} \right) e^{-sv} d v \right\} (\theta^{-1}),
\]

(32)

Throughout this paper, we use the standard asymptotic notations to denote the scaling results in this paper: \( O(\cdot) \), \( \Omega(\cdot) \), and \( \Theta(\cdot) \) correspond to (asymptotic) upper, lower, and tight bounds, respectively. For instance, given two real-valued functions \( f(x) \) and \( g(x) \), we use \( f(x) \in \Theta(g(x)) \) to mean that there exist two positive constants \( c_1 \) and \( c_2 \) such that \( c_1 g(x) \leq f(x) \leq c_2 g(x) \) for \( x \to 0 \) or \( x \to \infty \).
and using the identity \( L \left\{ \frac{d^\mu}{dt^\mu} g(t) \right\} (s) = s^\mu \int_0^\infty g(t) e^{-st} dt \) to simplify \( F_{SIR}(\theta) \) in above yields the result in (30). Similarly, \( F_{SIR_{k,l}}(\theta) \) in (21) can be further expressed as

\[
F_{SIR_{k,l}}(\theta) = 1 - \frac{1}{(\mu - 1)!} L^{-1} \left\{ s^{\mu - 1} \int_0^\infty u^{\mu - 1} L_{I_k} \left( \frac{\mu u e^{-\pi u}}{\pi \lambda} \right) \mathcal{M}_{DL}(\frac{\pi \lambda}{\mu S_k}) \right\} (\theta^{-1}),
\]

which is exactly equal to the result in (31) due to the identity \( L \left\{ \frac{d^\mu}{dt^\mu} g(t) \right\} (s) = s^\mu \int_0^\infty g(t) e^{-st} dt \).

For any particular value of \( \mu \), the explicit closed-form expressions of \( F_{SIR_k}(\theta) \) and \( F_{SIR_{k,l}}(\theta) \) can be easily found by carrying out the \( \mu \)-th-order derivatives in (30) and (31), respectively. For instance, in the special case of \( \mu = 1 \), i.e., \( S_k \sim \exp(1,1) \) is an exponential RV with unit mean and variance, \( F_{SIR_k}(\theta) \) in (30) and \( F_{SIR_{k,l}}(\theta) \) in (31) respectively reduce to

\[
F_{SIR_k}(\theta) = 1 - e^{-\pi \Gamma(1-\frac{2}{\alpha})\lambda(\theta/E[S_k])^\frac{\alpha}{2}} = 1 - L_{I_k} \left( \frac{\theta}{E[S_k]} \right),
\]

and

\[
F_{SIR_{k,l}}(\theta) = 1 - F_{SIR_k}^c(\theta) \mathcal{M}_{DL}(\frac{\theta}{E[S_k]}) \left( \frac{\pi \lambda}{\mu S_k} \right) = 1 - L_{I_k} \left( \frac{\theta}{E[S_k]} \right) \mathcal{M}_{DL}(\frac{\theta}{E[S_k]}) \left( \frac{\pi \lambda}{\mu S_k} \right),
\]

where \( F_{SIR_k}^c(\theta) = 1 - F_{SIR_k}(\theta) \) denotes the CCDF of SIR\_k. Note that \( F_{SIR_k}(\theta) \) in (32) obviously shows that SIR\_k has a Weibull distribution with parameters \( \frac{2}{\alpha} \) and \( E[S_k]/(\pi \Gamma(1-\frac{2}{\alpha})\lambda)^\frac{\alpha}{2} \), which was shown in [3] for the network with a single PPP. Accordingly, we can say that SIR\_k has a “modified” Weibull distribution with parameters \( \frac{2}{\alpha} \) and \( E[S_k]/(\pi \Gamma(1-\frac{2}{\alpha})\lambda)^\frac{\alpha}{2} \) since \( F_{SIR_{k,l}}(\theta) \) can be expressed in terms of \( F_{SIR_k}(\theta) \).

Another case that \( F_{SIR_k}(\theta) \) and \( F_{SIR_{k,l}}(\theta) \) in Theorem 4 can be found in a simpler form is when the received signal power \( S_k \) does not possess any randomness, as shown in the following corollary.

**Corollary 3.** If the received signal power of a type-\( k \) RX is not a random variable, i.e., \( S_k \) in (4) and (17) is deterministic, the CDFs of SIR\_k in (19) and SIR\_{k,l} in (21) reduce to

\[
F_{SIR_k}(\theta) = 1 - L^{-1} \left\{ \frac{1}{s} L_{I_k} \left( \frac{s}{S_k} \right) \right\} (\theta^{-1})
\]

and

\[
F_{SIR_{k,l}}(\theta) = 1 - L^{-1} \left\{ \frac{1}{s} L_{I_k} \left( \frac{s}{S_k} \right) \mathcal{M}_{DL}(\frac{\pi \lambda}{\mu S_k}) \right\} (\theta^{-1}),
\]

respectively.

**Proof:** Notice that \( F_{SIR_k}(\theta) \) in (19) can be rewritten as follows

\[
F_{SIR_k}(\theta) = 1 - L^{-1} \left\{ \int_0^\infty \frac{1}{s} L_{I_k} \left( \frac{s}{u E[S_k]} \right) f_{S_k}(u) du \right\} (\theta^{-1})
\]

\[
= 1 - L^{-1} \left\{ E_{S_k} \left[ \frac{1}{s} L_{I_k} \left( \frac{s}{S_k} \right) \right] \right\} (\theta^{-1}).
\]

Thus, if \( S_k \) is a constant, we readily obtain (34). Similarly, \( F_{SIR_{k,l}}(\theta) \) in (21) also can be rewritten as

\[
F_{SIR_{k,l}}(\theta) = 1 - L^{-1} \left\{ \frac{1}{s} E_{S_k} \left[ L_{I_k} \left( \frac{s}{S_k} \right) \mathcal{M}_{DL}(\frac{\pi \lambda}{\mu S_k}) \right] \right\} (\theta^{-1}),
\]

\(^5\)This could happen in the case that the transmit power and distance are constant and the communication channel undergoes Rayleigh fading so that its gain distribution is exp(1,1).
which readily reduces to (35) if $S_k$ is a constant.

Although the inverse Laplace transforms in (34) and (35) in general still cannot be explicitly calculated, they can be evaluated by the numerical inverse Laplace transform for any particular value of $\theta$. For $\pi \tilde{\lambda}/S_k^2 \ll 1$, the closed-form approximation of $F_{\text{SIR}_k}(\theta)$ also can be inferred from (28) as

$$F_{\text{SIR}_k}(\theta) \approx \sum_{n=1}^{[\alpha/2]} \frac{(-1)^{n+1}}{\Gamma(1-\frac{2n}{\alpha})} \left[ \Gamma \left(1 - \frac{2}{\alpha}\right) \pi \tilde{\lambda} \left(\frac{\theta}{S_k}\right)^{\frac{2}{\alpha}} \right]^n.$$  \hfill (36)

Furthermore, for the special case of $\alpha = 4$, (34) has a closed-form expression directly obtained from (23) as

$$F_{\text{SIR}_k}(\theta) = \text{erf} \left( \frac{\pi \tilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right),$$ \hfill (37)

where $\tilde{\lambda} = \sum_{j=1}^{K} \lambda_j \mathbb{E} \left[ \sqrt{H_j} \right] \mathbb{E} \left[ \sqrt{P_j} \right]$ and $S_k = P_k H_k R_k^{-4}$ is a constant, and the closed-form tight lower bound on $F_{\text{SIR}_{k,L}}(\theta)$ for $\alpha = 4$ also can be found as

$$F_{\text{SIR}_{k,L}}(\theta) \geq \text{erf} \left( \frac{\pi \tilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right) - \frac{(\pi \tilde{\lambda})^{2\theta^2}}{2S_k^2 \exp \left(\pi \tilde{\lambda} \theta \lambda_k \right)} \mathbb{E} \left[ \sqrt{D_L} \right],$$ \hfill (38)

which is directly inferred from (29). The result in (37) is fascinating (even though it is only valid for $\alpha = 4$) since it shows that the outage probability with constant transmit power, distance and no channel fading has a closed-form result and it is only characterized by bounds in [2].

Although the CDFs of $\text{SIR}_k$ and $\text{SIR}_{k,L}$ in Theorem 4 are characterized for an arbitrary distribution of received signal power $S_k$, directly using them to find the moments of the SIRs cannot acquire a neat or tractable expression. In the following theorem, we show that the fractional moment of the $\text{SIR}_k$ and $\text{SIR}_{k,L}$ can be explicitly found in a closed/tractable form for a general distribution of $S_k$.

**Theorem 5.** For any $\delta \in \mathbb{R}_{++}$, the fractional moment of $\text{SIR}_k$ in (4) can be shown as

$$\mathbb{E} \left[ \text{SIR}_k^\delta \right] = \frac{\Gamma \left(1 + \frac{\delta \alpha}{2}\right) \left(\mathbb{E}[S_k]\right)^\delta}{\pi \Gamma \left(1 - \frac{2}{\alpha}\right) \tilde{\lambda}^{\frac{\delta \alpha}{2}}},$$ \hfill (39)

and the fractional moment of $\text{SIR}_{k,L}$ is given by

$$\mathbb{E} \left[ \text{SIR}_{k,L}^\delta \right] = \int_0^\infty \mathcal{L}_{\text{SIR}_{k,L}} \left( \frac{t^{\frac{1}{2}}}{\mathbb{E}[S_k]} \right) \mathcal{L}_{\tilde{\text{SIR}}_{k,L}}\left( t, 1-\frac{1}{4}\right) \left(\pi \tilde{\lambda}\right) dt.$$ \hfill (40)

**Proof:** See Appendix C. \hfill □

The results in Theorem 5 can be applied to estimate the success probability and the ergodic link capacity in some special contexts, as we will expound these applications in the following sections. Moreover, they also indicate that the fractional moment of the type-$k$ SIR increases as long as $\tilde{\lambda}/(\mathbb{E}[S_k])^{\frac{2}{\alpha}}$ decreases by maintaining some randomness in the SIR. To clarify this point easily, for example, assuming transmit power $P_k$ is a constant and transmit distance $R_k$ is unity, the term $\mathbb{E}[(P_k H_k)^{2/\alpha}]/\mathbb{E}[S_k]$ in $\tilde{\lambda}/(\mathbb{E}[S_k])^{\frac{2}{\alpha}}$ reduces to $\mathbb{E}[H_k^{2/\alpha}]/(\mathbb{E}[H_k])^{2/\alpha}$ which is less than or equal to one based on Jensen’s inequality. This manifests that channel randomness benefits the fractional moment of the SIR. Exploiting the signal randomness in the SIR can increase its fractional moment.
IV. APPLICATION OF THE SIR STATISTICS (I): SUCCESS PROBABILITY

The CDF of the SIR found in the previous section has a paramount application in evaluating the success probability defined in (5). For the successful decoding threshold $\theta > 0$, the success probability of a type-$k$ RX (called type-$k$ success probability) without or with interference cancellation can be simply written as

$$p_k(\theta) = F_{\text{SIR}_k}^c(\theta) \quad \text{and} \quad p_{k,L}(\theta) = F_{\text{SIR}_{k,L}}^c(\theta).$$

(41)

Now we first specify how to apply the CDF of the SIR to find the success probabilities in some practical application contexts of the random received signal power models. Afterwards, some numerical results are provided to validate our analytical findings.

A. Success Probability with General Random Models of the Received Signal Power

In general, the success probability $p_k(\theta)$ cannot be derived in an explicit closed form based on (19) if $S_k$ does not have an Erlang distribution. Nonetheless, the bounds on $p_k(\theta)$ and $p_{k,L}(\theta)$ can be characterized as shown in the following corollary.

Corollary 4. The type-$k$ success probability without interference cancellation can be bounded as follows

$$\left(1 - \pi \tilde{\lambda} \mathbb{E} \left[ S_k^{-\frac{2}{\alpha}} \right]^\frac{\theta}{2} \right)^+ \leq p_k(\theta) \leq \mathcal{L}^{-1} \left\{ \frac{\mathbb{E} \left[ S_k^{\frac{2}{\alpha}} \right]}{s \left( \pi \Gamma(1 - \frac{2}{\alpha}) \tilde{\lambda} s^{\frac{2}{\alpha}} + \mathbb{E} \left[ S_k^{\frac{2}{\alpha}} \right] \right)} \right\} (\theta^{-1}).$$

(42)

If $\alpha = 4$, $p_k(\theta)$ has a nearly closed-form expression given by

$$p_k(\theta) = \mathbb{E} \left[ \text{erfc} \left( \frac{\pi \frac{3}{2} \tilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right) \right],$$

(43)

where $\tilde{\lambda} = \sum_{j=1}^K \lambda_j \mathbb{E}[\sqrt{P_j}] \mathbb{E}[\sqrt{H_j}]$ and $S_k = P_k H_k R_k^{-4}$.

Proof: The proof is omitted since it is similar to the proof of Corollary [1].

In addition, using the error function’s Maclaurin series (43) can be further written as

$$p_k(\theta) = 1 - \frac{2}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! (2n + 1)} \left( \frac{\pi \frac{3}{2} \tilde{\lambda} \sqrt{\theta}}{2} \right)^{2n+1} \mathbb{E} \left[ \left( \frac{1}{\sqrt{S_k}} \right)^{2n+1} \right]$$

(44)

$$\geq \text{erfc} \left( \frac{\pi \frac{3}{2} \tilde{\lambda} \sqrt{\theta}}{2 \sqrt{S_k}} \right).$$

(45)

where the lower bound in (45) is obtained by applying Jensen’s inequality to the erfc function with a positive argument that is convex. Although the result in (43) is derived by considering the special case of $\alpha = 4$, it is still very important since it is applicable to any random channel gain, transmit power and distance models and able to directly provide some insight into how the randomness of the received signal power affects the success probability. Note that $p_k(\theta)$ in (44) reduces to (45) if $S_k$ is constant.

In order to have a more tractable result of $p_k(\theta)$ in practically applicable contexts with a general pathloss exponent, we consider normalized received signal power $\tilde{S}_k$ as a Gamma random variable with mean 1 and variance $1/m_k$, i.e., $\tilde{S}_k \sim \text{Gamma}(m_k, 1/m_k)$, for $m_k \in \mathbb{N}_+$. Such a received
signal power model is somewhat general because it characterizes the different randomness level of $S_k$. According to the results in Corollary 2 and $f_{\hat{S}_k}(x) = \frac{m_k^{m_k}e^{-m_kx}}{\Gamma(m_k)}$, $p_k(\theta)$ without interference cancellation based on (30) for a positive integer $m_k$ can be readily obtained by

$$p_k(\theta) = \frac{1}{(m_k - 1)!} \frac{d^{m_k-1}}{dv^{m_k-1}} \left[ v^{m_k-1} \mathcal{L}_{I_k} \left( \frac{m_k}{v\mathbb{E}[S_k]} \right) \right] \bigg|_{v = \theta^{-1}},$$

(46)

whose closed-form expression can be explicitly calculated once $m_k$ is designated. For the special case of $\hat{S}_k \sim \exp(1, 1)$ and Rayleigh fading interference channels, $p_k(\theta)$ in (46) reduces to

$$p_k(\theta) = \exp \left( -2\pi^2 \theta^2 \frac{\sum_{j=1}^{K} \lambda_j \mathbb{E} \left[ P_{j}^{\frac{3}{2}} \right]}{\alpha \sin(2\pi/\alpha)(\mathbb{E}[S_k])^{\frac{3}{2}}} \right),$$

(47)

which reduces to the seminal result firstly shown in [1] for $K = 1$, constant transmit power and distance. The success probability in (46) reveals a very important fact that the closed-form success probability exists as long as the received signal power has an Erlang distribution. This overthrows the traditional impression that the success probability only has a closed-form result for constant transmit power, distance and Rayleigh fading channels.

When the type-$k$ RXs can cancel their first $L$ strongest interferers, the type-$k$ success probability in (41), i.e., $p_{k,L}(\theta)$, is readily obtained by $F_{\text{SIR}_{k,L}}(\theta)$ in (21) for a general distribution of $S_k$ and has an upper bound as shown in the following corollary.

**Corollary 5.** The type-$k$ success probability with canceling the first $L$ strongest interferers is given by

$$p_{k,L}(\theta) = \mathcal{L}^{-1} \left\{ \int_0^{\infty} \mathcal{L}_{I_k} \left( \frac{1}{t\mathbb{E}[S_k]} \right) \mathcal{M}_{\frac{1}{2}D_L} \left( \frac{\pi \lambda S}{S_k} \right) f_{\hat{S}_k}(st) dt \right\} (\theta^{-1}),$$

(48)

and its upper bound is given by

$$p_{k,L}(\theta) \leq \mathcal{L}^{-1} \left\{ \frac{1}{s} \mathbb{E} \left[ \mathcal{L}_{I_k} \left( \frac{s}{S_k} \right) \mathcal{M}_{\frac{1}{2}D_L} \left( \frac{\pi \lambda S}{S_k} \right) \right] \right\} (\theta^{-1}).$$

(49)

**Proof:** Since we know $p_{k,L}(\theta) = 1 - F_{\text{SIR}_{k,L}}(\theta)$, (48) and (49) are directly inferred from (21) and (25), respectively.

Furthermore, if $\hat{S}_k \sim \Gamma(m_k, 1/m_k)$ with $m_k \in \mathbb{N}_+$, then $p_{k,L}(\theta)$ can be readily found by (31) as

$$p_{k,L}(\theta) = \frac{1}{(m_k - 1)!} \frac{d^{m_k-1}}{dv^{m_k-1}} \left[ v^{m_k-1} \mathcal{L}_{I_k} \left( \frac{m_k}{v\mathbb{E}[S_k]} \right) \mathcal{M}_{\frac{1}{2}D_L} \left( \frac{m_k \pi \lambda S}{v\mathbb{E}[S_k]} \right) \right] \bigg|_{v = \theta^{-1}},$$

(50)

and then its low-complexity upper bound can be found as

$$p_{k,L}(\theta) \leq \frac{1}{(m_k - 1)!} \frac{d^{m_k-1}}{dv^{m_k-1}} \left[ v^{m_k-1} \mathcal{L}_{I_k} \left( \frac{m_k}{\mathbb{E}[S_k]} \right) \mathcal{M}_{\frac{1}{2}D_L} \left( \frac{m_k \pi \lambda S}{\mathbb{E}[S_k]} \right) \right] \bigg|_{v = \frac{1}{\theta}}.$$  

(51)

For constant transmit power $P_k$ and distance $R_k$, $\hat{S}_k \sim \text{Gamma}(m_k, 1/m_k)$ means the communication channel of the type-$k$ RX suffers Nakagami-$m_k$ fading and $H_k \sim \text{Gamma}(m_k, 1/m_k)$. 

---

6For constant transmit power $P_k$ and distance $R_k$, $\hat{S}_k \sim \text{Gamma}(m_k, 1/m_k)$ means the communication channel of the type-$k$ RX suffers Nakagami-$m_k$ fading and $H_k \sim \text{Gamma}(m_k, 1/m_k)$.
by using Corollary 5 and the closed-form upper bound can be found once the value of \( m_k \) is designated. For example, if \( m_k = 1 \) (i.e., \( \tilde{S}_k \sim \exp(1, 1) \)) for all \( k \in \mathcal{K} \), the results in (51) and (52) reduce to a simple closed form given by

\[
p_{k,L}(\theta) = \mathcal{L}_{l_k} \left( \frac{\theta}{\mathbb{E}[\tilde{S}_k]} \right) \times \mathcal{M}_{\ell_D L}(\pi \omega \mathbb{E}[\tilde{S}_k]) \left( \pi \tilde{\lambda} \right)
\]

\[
\approx \mathcal{L}_{l_k} \left( \frac{\theta}{\mathbb{E}[\tilde{S}_k]} \right) \mathcal{M}_{\omega^{-\frac{1}{2}} D_L^{\frac{1}{2}}} \left( \frac{\pi \tilde{\lambda} \theta}{\mathbb{E}[\tilde{S}_k]} \right).
\]

Note that (52) is somewhat complicated in practical computation even though it is the exact expression of \( p_{k,L}(\theta) \) without specifying the distribution of \( \tilde{S}_k \), whereas the tight upper bound in (53) presents a low-complex formula of evaluating how different received signal random models impact the success probability with interference cancellation.

### B. Does the Randomness of the Received Signal Power Jeopardize the Success Probability?

The randomness of the received signal power could be induced by random channel gain, transmit distance and power. When it can definitely benefit or jeopardize the SIR has not yet been analytically shown and explained. In the following theorem, we show that the randomness of the received signal power does not necessarily jeopardize the success probability and it even could benefit the success probability if certain condition is satisfied.

**Theorem 6.** Suppose the type-\( k \) received signal power with unit mean is a Gamma RV with mean \( 1/m_k \), i.e., \( \tilde{S}_k \sim \text{Gamma}(m_k, 1/m_k) \) for all \( k \in \mathcal{K} \). For \( m_k \in \mathbb{N}_+ \) and a given \( \theta \), define set \( \tilde{\Lambda}_k(\theta) \) as follows

\[
\tilde{\Lambda}_k(\theta) \triangleq \left\{ \tilde{\lambda}_k \in \mathbb{R}^{++} : \exp \left( -\Gamma \left( 1 - \frac{2}{\alpha} \right) (m_k \theta)^{-\frac{2}{\alpha}} \tilde{\lambda}_k \right) \leq 1 - \varsigma_k \theta^{-\frac{2}{\alpha}} \tilde{\lambda}_k \right\},
\]

where \( \tilde{\lambda}_k \triangleq \pi \tilde{\lambda}/(\mathbb{E}[\tilde{S}_k])^{\frac{2}{\alpha}} \), \( \varsigma_k \triangleq \frac{(m_k-1)!}{\prod_{i=1}^{m_k-1}(i-\frac{2}{\alpha})} \mathbb{1}(m_k > 1) + \mathbb{1}(m_k = 1) \) and \( \mathbb{1}(A) \) is an indicator function which is one if event \( A \) is true and zero otherwise. If the network has \( \pi \tilde{\lambda}/(\mathbb{E}[\tilde{S}_k])^{\frac{2}{\alpha}} \in \tilde{\Lambda}_k(\theta) \) which is nonempty, the randomness of received signal power \( \tilde{S}_k \) must reduce the success probability of the type-\( k \) TXs.

**Proof:** See Appendix D.

Theorem 6 also indicates that the randomness of \( \tilde{S}_k \) could benefit \( p_k(\theta) \) if \( \pi \tilde{\lambda}/(\mathbb{E}[\tilde{S}_k])^{\frac{2}{\alpha}} \notin \tilde{\Lambda}_k(\theta) \). To make this point more understandable, consider a simple example of the success probability with pathloss exponent \( \alpha = 4 \), constant transmission distance \( R_k \), constant transmit power \( P_k \) and all channels with Rayleigh fading, i.e., \( H_k \sim \exp(1, 1) \). In this example, the success probability with Rayleigh fading is \( p_k(\theta) = \exp \left( -\sqrt{\pi \theta \tilde{\lambda}_k} \right) \) inferred from (47) and the success probability without fading is \( p_k(\theta) = \text{erfc} \left( \sqrt{\theta \tilde{\lambda}_k} \right) \) based on (43) so that Rayleigh fading benefits the success probability as \( \exp \left( -\sqrt{\pi \theta \tilde{\lambda}_k} \right) < \text{erfc} \left( \sqrt{\theta \tilde{\lambda}_k} \right) \), i.e., we have \( \tilde{\lambda}_k = \frac{\pi^{3/2} R_k^2}{2 \sqrt{P_k}} \sum_{j=1}^{K} \lambda_j \sqrt{F_j} < \frac{0.8951}{\sqrt{\theta}} \) and thus \( \tilde{\Lambda}_k(\theta) = \left( 0, \frac{0.8951}{\sqrt{\theta}} \right) \). Another crucial finding shown in Theorem 6 is that we are able to improve the success probability by changing the setups of the transmit powers and transmitter intensities based on the channel fading status in the network. That is, if channels do not suffer fading, the setups of the transmit powers and transmitter intensities that make \( \tilde{\Lambda}_k(\theta) \) *empty* help improve the success probability for the given threshold \( \theta \). On the contrary, we should change the setups of the transmit powers and TX intensities that make \( \tilde{\Lambda}_k(\theta) \) *nonempty* to increase the type-\( k \) success probability if channels suffer (severe) fading.
C. Success Probability with Stochastic Power Control

In this subsection, we would like to investigate how to improve the success probability by designing distributed stochastic power control schemes that change the distribution of the received signal power. The centralized power control schemes are difficult to be implemented in this heterogeneous ad hoc network since all TXs only know its own local information and cannot optimize their transmit powers jointly in order to maximize their success probabilities. According to the explicit results of the success probability in Section IV-A, the key to maximizing the success probability of the type-k TXs is how to minimize the term \( \frac{\lambda}{(\mathbb{E}[S_k])^{3/2}} \) by optimally devising distributed power control schemes. Since each TX only has its local information available, we specifically propose the stochastic power control scheme for a type-k TX as follows

\[
P_k = \frac{P_k \left( H_k R_k^{-\alpha} \right)^{\gamma_k}}{\mathbb{E} [H_k^{\gamma_k}] \mathbb{E} [R_k^{-\alpha \gamma_k}]},
\]

where \( P_k \) is the mean of transmit power \( P_k \), \( \gamma_k \) is the power control exponent needed to be designed. When there is no power control (i.e., constant transmit power is used), \( P_k = P_k \) (i.e., \( \gamma_k = 0 \)). This power control scheme is motivated by the fractional power control in [11] and the fact that the randomness of the received signal power could improve the success probability, as already pointed out in Section IV-B. We can change \( \gamma_k \) to adjust the randomness of \( S_k \) to improve the success probability in different network contexts. Therefore, the fundamental problem needed to be firstly studied is how the stochastic power control in (55) changes/benefits the type-k success probability. The success probability with stochastic power control was essentially intractable in prior works, whereas it becomes much more tractable if using the success probability results found in Section IV-B. The following theorem presents the type-k success probability with the proposed stochastic power control, denoted by \( p_k^{pc}(\theta) \).

**Theorem 7.** Suppose all the type-k TXs adopt the stochastic power control given in (55). Let \( S_k = \overline{P}_k H_k R_k^{-\alpha} \) here be the received signal power without stochastic power control and the CCDF of \( S_k \) has the property \( \mathbb{E}[F_{S_k}(Z)] \leq F_{S_k}(\mathbb{E}[Z]) \) for a nonnegative RV \( Z \). For \( \gamma_k > -1 \), the bounds on the type-k success probability with stochastic power control are shown as

\[
F_{S_k}^c \left( \frac{\Gamma(1 + \frac{\alpha}{2(1+\gamma_k)})(\theta \mathbb{E}[S_k^{\gamma_k}])^{1+\gamma_k}}{\pi \Gamma(1 - \frac{\alpha}{2})\tilde{\lambda}^{pc}} \right) \geq p_k^{pc}(\theta) \geq \left( 1 - \pi \tilde{\lambda}^{pc} \left( \mathbb{E} [S_k^{\gamma_k}] \right) \right)^{2} \mathbb{E} \left[ S_k^{-2(1+\gamma_k)} \right] \theta^{2\alpha},
\]

where superscript \( \text{pc} \) means “power control” and \( \tilde{\lambda}^{pc} \) is given by

\[
\tilde{\lambda}^{pc} = \sum_{j=1}^{K} \lambda_j \overline{P}_j^{\frac{\alpha}{2}} \mathbb{E} \left[ H_j^{\frac{2\gamma_j}{\alpha}} \right] \mathbb{E} \left[ R_j^{-2\gamma_j} \right],
\]

which is smaller than \( \tilde{\lambda} = \sum_{j=1}^{K} \lambda_j \overline{P}_j^{\frac{\alpha}{2}} \mathbb{E} \left[ H_j^{\frac{2}{\alpha}} \right] \). Furthermore, if \( \alpha = 4 \), then \( p_k^{pc}(\theta) \) has the following simple identity

\[
p_k^{pc}(\theta) = \mathbb{E} \left[ \text{erfc} \left( \frac{\pi^{\frac{\alpha}{2}} \tilde{\lambda}^{pc}}{2} \sqrt{\frac{\theta \mathbb{E}[S_k^{\gamma_k}]}{S_k^{\gamma_k+1}}} \right) \right],
\]
where \( \bar{\lambda}^{pc} \) is given in (57) with \( \alpha = 4 \) and \( S_k = P_k H_k R_k^{-4} \), and its lower bound is

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E} \left[ S_k^{-(\gamma_k+1)}/S_k+1 \right] \right),
\]
(59)

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E} \left[ S_k^{-(\gamma_k+1)} \right] \sqrt{\text{E}[S_k^{3\gamma_k}]} \right).
\]
(60)

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E} \left[ S_k^{-(\gamma_k+1)} \right] \sqrt{\text{E}[S_k^{3\gamma_k}]} \right).
\]
(60)

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E} \left[ S_k^{-(\gamma_k+1)} \right] \sqrt{\text{E}[S_k^{3\gamma_k}]} \right).
\]
(60)

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E} \left[ S_k^{-(\gamma_k+1)} \right] \sqrt{\text{E}[S_k^{3\gamma_k}]} \right).
\]
(60)

\[
\text{Proof: See Appendix E.}
\]

According to Theorem 4, the stochastic power control scheme with nonzero \( \gamma_k \) can reduce the interference since \( \bar{\lambda}^{pc} < \lambda \). This also implies that the “randomness” of transmit power always results in less interference no matter if the power depends on the channel gain and/or pathloss. Nonetheless, this does not mean the stochastic power control always benefits the success probability since it may not enhance the received signal power without using a proper value of \( \gamma_k \). To make stochastic power control benefit the type-\( k \) success probability, this condition \( p_k^{pc}(\theta) > p_k(\theta) \) must hold, which poses the constraint on the values of \( \gamma_k \) that are able to improve the type-\( k \) success probability. Unfortunately, the explicitly constraints on \( \gamma_k \)’s for all \( k \in \mathcal{K} \) are only tractably to be found for some special cases.

To understand more about the context in which the stochastic power control in (55) definitely benefits the success probability, consider the special case of \( \alpha = 4 \) and the success probability in (58). To make the stochastic power control benefit \( p_k(\theta) \) in this case, the following inequalities must hold:

\[
p_k^{pc}(\theta) = \text{E} \left[ \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta} \text{E}[S_k^{3\gamma_k}]}{2} \right) \right] \geq \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta} \text{E}[S_k^{3\gamma_k}]}{2} \right),
\]

\[
\geq \text{E} \left[ \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \text{E}[S_k^{3\gamma_k}]} \right) \right].
\]
(60)

By assuming \( H_k \sim \text{exp}(1, 1) \), constant \( R_k \) and \( \gamma_k = \gamma \) for all \( k \in \mathcal{K} \), we have \( P_k = P_k H_k^{\gamma+1}/\Gamma(1 + \gamma) \), \( \bar{\lambda} = \sum_{j=1}^{\mathcal{K}} \lambda_j P_j^{\gamma+1}/\sqrt{\text{E}[S_k^{3\gamma_k}]} \), \( \sqrt{\text{E}[S_k^{3\gamma_k}]} = \sqrt{\Gamma(1 + \gamma) P_k^{\gamma+1}/R_k^{2\gamma}} \), \( \sqrt{\text{E}[S_k]} = \sqrt{P_k/R_k} \), \( \text{E}[S_k^{3\gamma_k}/2] = \Gamma(1-2\gamma) R_k^{2(1+\gamma)}/P_k^{(1+\gamma)} \) and thus (60) reduces to

\[
p_k^{pc}(\theta) \geq \text{erfc} \left( \frac{1}{2} \Gamma \left( 1 + \gamma \right) \Gamma \left( \frac{1-\gamma}{2} \right) \pi^3 \sqrt{\theta} \right),
\]

\[
\geq \text{E} \left[ \text{erfc} \left( \frac{\pi^3 \bar{\lambda}^{pc} \sqrt{\theta}}{2} \right) \right] = \text{erfc} \left( \frac{-\pi^3 \sqrt{\theta} \bar{\lambda}^{pc}}{2} \right).
\]
(61)

The stochastic power control with any \( \gamma \in (-1, 1) \) that satisfies this inequality outperforms no power control in terms of the success probability. This demonstrates that we need to appropriately use different \( \gamma_k \) based on different values of \( \bar{\lambda}/\sqrt{\text{E}[S_k]} \) so that stochastic power control can always outperform no power control, which will be validated by the numerical results in Section IV-D.

D. Numerical Results

In this subsection, a few numerical results are provided to validate the success probabilities derived in the previous subsections. We consider the heterogeneous wireless ad hoc network consisting of three types of TXs and the simulation parameters for this heterogeneous network are listed in Table II. First, the simulated and theoretical results of the success probabilities without and with interference cancellation are shown in Fig. 1 and (53) is used to calculate the upper bound on the success probability with interference cancellation shown in the figure. As can be seen in Fig. 1, the
TABLE II
NETWORK PARAMETERS FOR SIMULATION

| Parameter \ TX Type $k$ | Type 1   | Type 2   | Type 3   |
|------------------------|----------|----------|----------|
| Transmit Power $P_k$ (W)| 1        | 0.5      | 0.05     |
| Intensity $\lambda_k$ (TXs/m$^2$) | $\lambda_1$ | $5\lambda_1$ | $10\lambda_1$ |
| Pathloss Exponent $\alpha$ | 4        |          |          |
| Transmit Distance $R_k$ (m) | 10       |          |          |
| Channel Gain $H_{k_i}$ | $\sim \exp(1, 1)$ |          |          |
| SIR Threshold $\theta$ | 1        |          |          |
| Power control exponent $\gamma_k$ | $\gamma$ |          |          |

Fig. 1. Simulation results of the success probabilities without and with interference cancellation: (a) $p_1(\theta)$ and $p_{1,L}(\theta)$ for $L = 1, 2, 3$, (b) $p_2(\theta)$ and $p_{2,L}(\theta)$ for $L = 1, 2, 3$ (c) $p_3(\theta)$ and $p_{3,L}(\theta)$ for $L = 1, 2, 3$. The upper bound on each type of the success probability is calculated by using (53).

simulation results of the success probabilities without interference cancellation perfectly coincide with their corresponding theoretical results given in (47). With properly chosen $\omega$, the upper bounds are also very much close to their corresponding simulated success probabilities so that the tightness of (53) is validated. Thus, our analytical results in Section IV-A regarding the success probabilities without and with interference cancellation are correct and accurate. Since all transmission distances are the same and the TXs with a higher type number $k$ have a much smaller transmit power, the mean of $S_k$ is always smaller than that of $S_{k-1}$ so that canceling interference should help to increase $p_k$ much more than $p_{k-1}$, as indicated in (53). We can easily see this phenomenon by comparing the three subfigures in Fig. 1.

In Section IV-B we have pointed out that the randomness of the received signal power does not necessarily jeopardize the success probability. This has been demonstrated in Fig. 2 for the success probabilities for channels with or without Rayleigh fading and we certainly observe that Rayleigh fading does not always weaken the success probability under different TX intensities. In a dense network, usually channel randomness helps to improve the success probability since it weakens the interference channels much more than the communication channel. Also, we can exactly find the intensity region in which Rayleigh fading benefits the success probability. For example, in the
simulation setting here we have \( \tilde{\Lambda}_2 = 2.662 \times 10^3 \lambda_1 \), \( p_2(\theta) = \exp(-\sqrt{\pi} \tilde{\Lambda}_2) \) for Rayleigh fading and \( p_2(\theta) = \text{erfc}(\tilde{\Lambda}_2) \) for no fading. According to the discussion in the paragraph right after Theorem 6, Rayleigh fading increases \( p_2(\theta) \) when \( \tilde{\Lambda}_2 > 0.8951 \), i.e., \( \lambda_1 > 3.36 \times 10^{-4} \), which is accurately illustrated by the curves of \( p_2(\theta) \) in Fig. 2.

The success probability found in Section IV-A is also applicable to the scenario of a TX or RX with multiple antennas. To demonstrate this point, consider the single-input-multiple-out (SIMO) case in which a TX has a single antenna and its intended RX has \( M \) receive antennas. According to (43), the success probability for this \( 1 \times M \) SIMO channel with independent Rayleigh fading can be written as

\[
p_k(\theta) = \frac{M_r^{M_r} (M_r - 1)!}{\lambda_r^{M_r} (M_r - 1)!} \int_0^\infty \text{erfc} \left( \frac{\pi^2 \tilde{\lambda}}{2 \sqrt{E[S_k]}} \sqrt{\frac{\theta}{x}} \right) x^{M_r - 1} e^{-x} dx
\]

\[
= \frac{(-1)^{M_r-1} M_r^{M_r}}{(M_r - 1)!} \left( \frac{d^{M_r-1}}{dy^{M_r-1}} \left[ \int_0^\infty \text{erfc} \left( \frac{\pi^2 R^2_k \sum_{j=1}^K \lambda_j \sqrt{P_j}}{4 \sqrt{M_r P_k}} \sqrt{\frac{\theta}{y}} e^{-y x} dx \right) \right] \right) \bigg|_{y=M_r}
\]

\[
= \frac{(-1)^{M_r-1} M_r^{M_r}}{(M_r - 1)!} \left( \frac{d^{M_r-1}}{dy^{M_r-1}} \left[ \frac{1}{y} \exp \left( -\frac{\pi^2 R^2_k \sqrt{\theta \sum_{j=1}^K \lambda_j \sqrt{P_j}}}{2 \sqrt{M_r P_k}} \right) \right] \right) \bigg|_{y=M_r},
\]

where \( E[S_k] = M_r P_k R_k^{-4} \), \( \tilde{\lambda} = \frac{\sqrt{\pi}}{2} \sum_{j=1}^K \lambda_j \sqrt{P_j} \), and \( \tilde{S}_k \sim \text{Erlang}(M_r, M_r) \) (i.e., \( H_k \) has a chi-square distribution with \( 2M \) degrees of freedom [24], [25]). For \( M_r = 4 \), the theoretical result of \( p_k(\theta) \) in (62) and its corresponding simulated result are shown in Fig. 3. As can be seen, they perfectly coincide each other, and the SIMO channel significantly improves the success probability due to spatial diversity by comparing the corresponding single-antenna simulated results in Figs. 2.
Fig. 3. Simulation results of the success probability with $1 \times 4$ SIMO Rayleigh fading channels. The theoretical results of $p_1$, $p_2$ and $p_3$ are based on the result in (62) for $M_r = 4$.

In addition, $p_k(\theta)$ with an MISO channel also can be derived by following the same technique used in (62).

In Fig. 4, we show the success probabilities when the stochastic power control schemes with $\gamma = -0.5$ and $\gamma = 0.5$ in (55) are adopted. In Fig 4(a) for $\gamma = -0.5$, we observe that stochastic power control (slightly) outperforms no power control in the low intensity region (roughly when $\lambda_1 < 0.0001$), whereas in Fig 4(b) for $\gamma = 0.5$ stochastic power control outperforms no power control in the high intensity region (roughly when $\lambda_1 > 0.0001$). This validates our previous discussion in Section IV-C that the power control exponent $\gamma$ should change based on different TX intensities in order to make stochastic power control work better than no power control, and exploiting more randomness of the received signal power in a dense network (i.e., using a larger power control exponent) achieves a larger success probability. In addition, the correctness of $p_k^{pc}(\theta)$ in (58) is validated in Fig. 4 since it is used to provide the theoretical results of $p_k^{pc}$ in the figure that perfectly coincide with their corresponding simulated results.

V. APPLICATION OF THE SIR STATISTICS (II): ERGODIC LINK CAPACITY AND SPATIAL THROUGHPUT CAPACITY

In this section, we study another main application of the distribution of the SIR in finding the explicit low-complexity expressions of the ergodic link capacity that is already defined in Definition 1. As we will show in the following, the expression is not derived by assuming any specific random channel gain, transmit power and distance models in advance so that they are generally applicable for many random signal models involved in the SIR. The type-$k$ ergodic link capacity with and without interference cancellation is studied first and then we derive and discuss the type-$k$ ergodic link
The type-k ergodic link capacity (bits/sec/Hz) in (6) can be expressed in terms of the type-k success probability as shown in the following:

$$c_k = \frac{1}{\ln(2)} \int_0^\infty \mathbb{P} \left[ \text{SIR}_k \geq 2^x - 1 \right] dx = \frac{1}{\ln(2)} \int_0^\infty \frac{p_k(\vartheta)}{1 + \vartheta} d\vartheta$$

$$= \frac{1}{\ln(2)} \int_0^\infty \mathcal{L}^{-1} \left\{ \frac{\mathcal{L}_{\text{SIR}_{k}^{-1}}(s)/s}{(1 + \vartheta)} \right\} (\vartheta^{-1}) d\vartheta. \quad (63)$$

This result cannot be further simplified to another neat expression except in some special cases that either the inverse Laplace transform of $\mathcal{L}_{\text{SIR}_{k}^{-1}}(s)/s$ or $p_k(\vartheta)$ is able to be found in closed-form. Thus, using the result of the success probability to find the ergodic link capacity, which is the common approach used in prior works, in general, cannot yield a tractable and low-complexity result for the received signal power with a general distribution. A more tractable approach to deriving $c_k$ is shown in the following theorem.

**Theorem 8.** If the type-k RXs do not cancel any interference and the Laplace transform of their
received signal power exists, the type-$k$ ergodic link capacity in (63) can be simply expressed as
\[
c_k = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \frac{1}{\vartheta} \left[ 1 - \mathcal{L}_{\hat{S}_k} (\vartheta) \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) d\vartheta, \quad k \in \mathcal{K}.
\] (64)

On the other hand, if the type-$k$ RXs can cancel their first $L$ strongest interferers, then their ergodic link capacity can be found as
\[
c_{k,L} = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \left[ 1 - \mathcal{L}_{\hat{S}_k} (\vartheta) \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) \mathcal{M}_{\ell_\Delta_L (\pi \vartheta)} (\pi \vartheta) \frac{d\vartheta}{\vartheta}, \quad k \in \mathcal{K}.
\] (65)

**Proof:** See Appendix F.

The results in Theorem 8 are important since they show the fairly simple expressions of calculating the type-$k$ ergodic link capacity with and without interference cancellation for a general random model of $S_k$ as long as the Laplace transform of $S_k$ exists, which are firstly shown in this work to the best of our knowledge. Like the case of the type-$k$ success probability, the type-$k$ ergodic link capacity in (64) can reduce to a simpler expression for some special cases. For example, consider constant $S_k$ and $c_k$ in (64) becomes
\[
c_k = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \frac{1 - e^{-\vartheta}}{\vartheta e^{\pi \lambda (1 - \alpha n) (\vartheta/S_k) \vartheta^2}} d\vartheta
\] (66)

since $\hat{S}_k = 1$ and $\mathcal{L}_{\hat{S}_k} (\vartheta) = e^{-\vartheta}$, which further can be expressed as
\[
c_k = \frac{\alpha}{2 \ln(2)} \sum_{n=1}^{\infty} \frac{(-1)^{n+1} \Gamma \left( \frac{\alpha n}{2} \right) S_k^n}{n! \left[ \pi \lambda \Gamma \left( 1 - \frac{\alpha}{2} \right) \right]^{\frac{\alpha n}{2}}}
\] (67)

by using the Taylor’s expansion of $e^{-x}$ for $x > 0$ and the Gamma function. This result can be applied to any scenarios that make the received signal power constant, such as constant transmit power, distance as well as no channel (fading) randomness. Another example is that we have $c_k$ in (64) with $\hat{S}_k \sim \text{Gamma}(m_k, 1/m_k)$ given by
\[
c_k = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \frac{1}{\vartheta} \left[ 1 - \left( \frac{m_k}{m_k + \vartheta} \right)^{m_k} \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) d\vartheta, \quad \text{for } m_k \in \mathbb{N}_+. \] (68)

By comparing (68) with (66), we immediately acquire the following important observations.

- We realize that $1 - (m_k/(m_k + \vartheta))^{m_k}$ monotonically increases up to $1 - e^{-\vartheta}$ as $m_k \to \infty$. If $c_k$ in (66) and $c_k$ in (68) have the same $\bar{\lambda} = \sum_{j=1}^{K} \lambda_j \mathbb{E} \left[ P_{j,k}^{\frac{\alpha}{2}} \right]$ (i.e., all interference channels do not suffer fading), $c_k$ in (68) must be smaller than $c_k$ in (66) in this case. Hence, $c_k$ in (66) is the maximum type-$k$ ergodic link capacity provided that only the communication channel of the type-$k$ RXs suffers fading, and the randomness of $S_k$ reduces the type-$k$ ergodic link capacity. Thus, for the special case of $m_k = 1$ for all $k \in \mathcal{K}$, $c_k$ in (68) reduces to
\[
c_k = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) \frac{d\vartheta}{(1 + \vartheta)^\alpha},
\] (69)

which is the minimum type-$k$ ergodic link capacity for $\hat{S}_k \sim \text{Gamma}(m_k, 1/m_k)$ and no fading interference channels.

- If all interference channel gains also suffer Nakagami-$m_k$ fading such that we have $H_{k,i} \sim \text{Gamma}(m_k, 1/m_k)$ for all $k$ and $i$, $\bar{\lambda}$ in (68) is equal to $\sum_{j=1}^{K} \lambda_j \mathbb{E} \left[ P_{j,k}^{\frac{\alpha}{2}} \right] \frac{\Gamma(m_j + \frac{\alpha}{2})}{\Gamma(m_j)}$ that is always smaller than $\bar{\lambda} = \sum_{j=1}^{K} \lambda_j \mathbb{E} \left[ P_{j,k}^{\frac{\alpha}{2}} \right]$ in (66) due to $\mathbb{E} \left[ H_{j,k}^{\frac{\alpha}{2}} \right] = \frac{\Gamma(m_j + \frac{\alpha}{2})}{\Gamma(m_j)} < 1$ for all $j \in \mathcal{K}$. 


Accordingly, \( c_k \) in (68) is not necessarily smaller/greater than \( c_k \) in (66). In other words, channel fading does not necessarily jeopardize or benefit the ergodic link capacity.

- According to (66) and (68), if \( \Lambda_k = \pi \lambda / (E[S_k])^{\frac{\alpha}{2}} \) and the following set \( \tilde{\Lambda}_k \)
  \[
  \tilde{\Lambda}_k^+ \triangleq \left\{ \tilde{\Lambda}_k \in \mathbb{R}_+^* : c_k(\tilde{\Lambda}_k) \text{ in (68)} > c_k(\tilde{\Lambda}_k) \text{ in (66)} \right\}
  \] (70)

is not empty, then the randomness of \( S_k \) increases \( c_k \) in the network with any \( \pi \tilde{\lambda}/(E[S_k])^{\frac{\alpha}{2}} \in \tilde{\Lambda}_k^+ \).

For given \( m_k \) and \( \alpha \), set \( \tilde{\Lambda}_k^+ \) is generally not possible to be explicitly found. However, it can be determined by numerical methods.

Although the explicit expression of the ergodic link capacity with interference cancellation is found in (65), it is somewhat complicate for practical computation. According to (16) and (65), the upper bound on \( c_{k,L} \) can be easily inferred from (16) as follows

\[
c_{k,L} \leq \frac{1}{\ln(2)} \int_{0^+}^{\infty} \left[ 1 - \mathcal{L}_{\hat{S}_k}(\vartheta) \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{E[S_k]} \right) \mathcal{M}_{\omega - \frac{\alpha}{2} D_L^{\frac{\alpha}{2}}} \left( \frac{\pi \hat{\lambda} \vartheta}{E[S_k]} \right) \frac{d\vartheta}{\vartheta},
\] (71)

which is much neater and easier computed. Most importantly, this upper bound shows that the larger mean of the received signal power offsets more the effect of interference cancellation and it is usually very tight. Similarly, if we consider \( \hat{S}_k \sim \text{Gamma}(m_k, 1/m_k) \), \( c_{k,L} \) in (65) becomes

\[
c_{k,L} = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \left[ 1 - \left( \frac{m_k}{m_k + \vartheta} \right)^{m_k} \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{E[S_k]} \right) \mathcal{M}_{\omega - \frac{\alpha}{2} D_L^{\frac{\alpha}{2}}} \left( \pi \hat{\lambda} \right) \frac{d\vartheta}{\vartheta},
\] (72)

and its upper bound in (71) is explicitly given by

\[
c_{k,L} \leq \frac{1}{\ln(2)} \int_{0^+}^{\infty} \left[ 1 - \left( \frac{m_k}{m_k + \vartheta} \right)^{m_k} \right] \mathcal{L}_{I_k} \left( \frac{\vartheta}{E[S_k]} \right) \mathcal{M}_{\omega - \frac{\alpha}{2} D_L^{\frac{\alpha}{2}}} \left( \pi \hat{\lambda} \right) \frac{d\vartheta}{\vartheta}.
\] (73)

Hence, we can find \( c_{k,L} \) and its upper bound for the different randomness levels of \( S_k \).

**B. Ergodic Link Capacity with Stochastic Power Control**

According to the analytical results and discussions in Section IV-C, the stochastic power control proposed in (65) does not always improve the success probability if the power control exponent is not properly chosen. This conclusion may also happen at the ergodic link capacity with the stochastic power control in that it can be found by using the integral formula in (63) that essentially contains the success probability. To gain a better understanding about when the stochastic power control benefits \( c_k \), we need to first study the explicit expression of \( c_k \) with the stochastic power control and it is shown in the following theorem.

**Theorem 9.** If the stochastic power control in (65) is adopted by the type-\( k \) TXs and let \( S_k = \mathcal{P}_k H_k R_k^{\alpha} \) be the type-\( k \) received signal power without stochastic power control, the type-\( k \) ergodic link capacity without interference cancellation is given by

\[
c_k^{pc} = \frac{1}{\ln(2)} \int_{0^+}^{\infty} \mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta E[S_k^\gamma]}{E[S_k^{\gamma + \gamma_k}]} \right) \left[ 1 - \mathcal{L}_{S_k^{\gamma + \gamma_k}} \left( \frac{\vartheta (E[S_k])^{\gamma_k + 1}}{E[S_k^{\gamma + \gamma_k}]} \right) \right] \frac{d\vartheta}{\vartheta},
\] (74)

where \( \mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta E[S_k^\gamma]}{E[S_k^{\gamma + \gamma_k}]} \right) \) is given by

\[
\mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta E[S_k^\gamma]}{E[S_k^{\gamma + \gamma_k}]} \right) = \exp \left( -\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \left( \frac{\vartheta E[S_k^\gamma]}{E[S_k^{\gamma + \gamma_k}]} \right)^{\frac{\alpha}{2}} \hat{\lambda}^{pc} \right),
\] (75)
and $\tilde{\lambda}^{pc}$ is already defined in (57). Also, the bounds on $c_k^{pc}$ can be shown as

$$
\int_{0}^{\infty} \mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta \mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \left( 1 - e^{-\vartheta} \right) d\vartheta \geq c_k \geq \int_{0}^{\infty} \mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta \mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \frac{d\vartheta}{(\ln 2)(1 + \vartheta)}. 
$$  
(76)

**Proof:** See Appendix G.

The expression of $c_k^{pc}$ in (74) is a fairly general and neat result that is never found in the prior works. It straightforwardly indicates under which circumstances the stochastic power control is superior/inferior to no power control by comparing $c_k^{pc}$ with $c_k$. To let $c_k^{pc} \geq c_k$ hold, we can let

$$
\left( \frac{\tilde{\lambda}^{pc}}{\lambda} \right)^{\frac{\alpha}{c_k}} \leq \frac{\mathbb{E}[S_k^{1+\gamma_k}]}{\mathbb{E}[S_k]{\mathbb{E}[S_k^{1+\gamma_k}]}},
$$  
(77)

and

$$
\int_{0}^{\infty} \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) \left[ \mathcal{L}_{S_k}^{k+1} \left( \frac{\mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \right] \frac{d\vartheta}{\vartheta} \geq 0,
$$  
(78)

hold because (78) can be rewritten as

$$
\int_{0}^{\infty} \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) \left[ -1 + \mathcal{L}_{S_k}^{k+1} \left( \frac{\mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \right] \frac{d\vartheta}{\vartheta} > 0,
$$

which leads to $c_k^{pc} \geq c_k$ if $\mathcal{L}_{I_k}^{pc}(\vartheta \mathbb{E}[S_k]/\mathbb{E}[S_k^{1+\gamma_k}]) \geq \mathcal{L}_{I_k}(\vartheta / \mathbb{E}[S_k])$ and (78) both hold. Whereas $\mathcal{L}_{I_k}^{pc}(\vartheta \mathbb{E}[S_k]/\mathbb{E}[S_k^{1+\gamma_k}]) \geq \mathcal{L}_{I_k}(\vartheta / \mathbb{E}[S_k])$ holds once (77) is valid. Hence, stochastic power control outperforms no power control in terms of the ergodic link capacity if (78) and (77) both satisfy. Similarly, we can show that no power control is superior to stochastic power control in terms of the ergodic link capacity if the following

$$
\left( \frac{\tilde{\lambda}^{pc}}{\lambda} \right)^{\frac{\alpha}{c_k^{pc}}} \geq \frac{\mathbb{E}[S_k^{1+\gamma_k}]}{\mathbb{E}[S_k]{\mathbb{E}[S_k^{1+\gamma_k}]}},
$$  
(79)

and

$$
\int_{0}^{\infty} \mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta \mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \left[ \mathcal{L}_{S_k}^{k+1} \left( \frac{\mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right) \right] \frac{d\vartheta}{\vartheta} \geq 0
$$  
(80)

both satisfy.

The bounds in (76) indicate the fundamental limits on $c_k$ that could be achieved by the stochastic power control. They reveal three important implications:

- The upper bound can be interpreted as $s_k^{pc}$ achieved by the stochastic power control that makes $\hat{S}_k$ be one (i.e., $S_k$ be a constant).
- The lower bound can be interpreted as $s_k^{pc}$ achieved by the stochastic power control that results in $\hat{S}_k \sim \exp(1, 1)$.
- The performance of the stochastic power control is dominated by the $\mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta \mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right)$ term in the bounds.

As a result, we should properly choose the power control exponent $\gamma_k$ that is able to increase the ergodic link capacity by increasing $\mathcal{L}_{I_k}^{pc} \left( \frac{\vartheta \mathbb{E}[S_k^{\gamma_k}]}{\mathbb{E}[S_k^{1+\gamma_k}]} \right)$. In a Rayleigh fading environment, for example, the stochastic power control with $\gamma_k = -1$ (i.e., channel inversion power control) is not welcome
since it leads to \( c_k^{pc} = 0 \) due to \( \mathbb{E}[S_k^{-1}] = \infty \) and \( \mathcal{L}_{I_k}^{pc} \left( \frac{\partial \mathbb{E}[S_k^\gamma]}{\mathbb{E}[S_k^{\gamma+1}]} \right) = \mathcal{L}_{I_k}^{pc} \left( \frac{\partial \mathbb{E}[S_k^{-1}]}{\mathbb{E}[S_k^{\gamma+1}]} \right) = 0 \). Another example of considering the special case of \( \gamma_k = \gamma \), \( H_k \sim \exp(1, 1) \) and constant \( R_k \) can easily show how to choose \( \gamma_k \) so that \( c_k^{pc} \) is increased. In this case, since \( \lambda^{pc} = \lambda (1 + \frac{2\lambda}{\alpha}) (\Gamma(1 + \frac{2}{\alpha}))^{-\frac{2}{\alpha}} \) and \( \mathbb{E}[S_k^{\gamma+1}]/\mathbb{E}[S_k]\mathbb{E}[S_k^\gamma] = 1/(1 + \gamma) \), (79) reduces to \( \Gamma(1 + \frac{2\lambda}{\alpha}) \frac{2}{\alpha} \leq \Gamma(2 + \gamma) \) and (80) holds for any \( \gamma \) since \( \mathcal{L}_{S_k}^{\gamma+1} \left( \frac{\partial \mathbb{E}[S_k]}{\mathbb{E}[S_k^{\gamma+1}]} \right) \geq \mathcal{L}_{S_k} (\vartheta ) = \frac{\vartheta}{1 + \vartheta} \) is always true based on the proof of Theorem 9.

Note that constraint \( \Gamma(1 + \frac{2\lambda}{\alpha}) \frac{2}{\alpha} \leq \Gamma(2 + \gamma) \) always holds as long as \( \gamma \geq 0 \). Hence, in this special case the stochastic power control with \( \gamma > 0 \) always benefits the ergodic link capacity.

We will numerically verify this interesting and important finding in Section V-D.

C. Analysis of Spatial Throughput Capacity

According to the type-\( k \) success probability and type-\( k \) ergodic link capacity, the (spatial) throughput capacity of the heterogeneous wireless ad hoc network without interference cancellation can be derived as follows.

**Definition 2** (Spatial Throughput Capacity). The spatial throughput capacity of the heterogeneous wireless ad hoc network with \( K \) different types of TXs and SIR threshold \( \theta \) is defined as

\[
C(\theta) \triangleq \sum_{k=1}^{K} c_k \lambda_k p_k(\theta), \quad \text{(bps/Hz/m}^2) \tag{81}
\]

which measures the successful transmitted data amount of \( K \) different types per unit bandwidth and area (i.e., the successful area spectrum efficiency of the network.).

Spatial throughput capacity \( C(\theta) \) can be explicitly expressed in terms of the explicit expressions of \( p_k(\theta) \) and \( c_k \) that are already derived in the previous sections. The salient feature of the throughput capacity defined in (81) is to realistically characterize how much per-unit-area data (area spectrum efficiency) can be successfully transported in the network with heterogeneity. Previous similar works on defining the network capacity, such as network throughput and transmission capacity [1], [5], [26], would be somewhat conservative and inaccurate in that they simply use the minimum link capacity \( \log_2(1 + \theta) \) to define their network capacity metrics due to having the difficulty in finding the explicit result of the ergodic link capacity.

Note that there must exist a set of optimal \( \lambda_k \)'s that maximizes \( C(\theta) \) based on the Weierstrass theorem since \( \lim_{\lambda_k \to \infty, \forall k \in \mathcal{K}} C(\theta) = 0 \) and \( C(\theta) \geq 0 \) is a continuous function of all \( \lambda_k \)'s [27]. We can find optimal \( \lambda_k^* \) and optimal \( C^*(\theta) \triangleq \sup_{\lambda_k} C(\theta) \) for \( \hat{S}_k \) (or \( S_k \)) with some special distribution. For example, consider the special case of \( \hat{S}_k \sim \exp(1, 1) \) for all \( k \in \mathcal{K} \) and \( C(\theta) \) is explicitly given by

\[
C(\theta) = \frac{1}{\ln 2} \sum_{k=1}^{K} \lambda_k \left( \int_{0}^{\infty} \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right) \frac{d\vartheta}{1 + \vartheta} \right) \mathcal{L}_{I_k} \left( \frac{\vartheta}{\mathbb{E}[S_k]} \right). \tag{82}
\]

By solving \( \frac{\partial C(\theta)}{\partial \lambda_k} = 0 \) for \( \lambda_k \), the unique optimal \( \lambda_k^* \) that maximizes \( C(\theta) \) can be found as

\[
\lambda_k^* = \frac{(\mathbb{E}[S_k])^{\frac{2}{\alpha}}}{\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \left( \vartheta \frac{2}{\alpha} + \theta \frac{2}{\alpha} \right) \mathbb{E} \left[ H_k^{\frac{2}{\alpha}} \right] \mathbb{E} \left[ P_k^{\frac{2}{\alpha}} \right]}.	ag{83}
\]
Then substituting $\lambda_k$ in (83) yields $C^*(\theta)$ given by

$$C^*(\theta) = \frac{\xi(\alpha, \theta)}{\pi(\ln 2)\Gamma(1 - \frac{\alpha}{2})} \sum_{k=1}^{K} \left( \frac{\mathbb{E}[S_k]}{\mathbb{E}[H_k^2]\mathbb{E}[P_k^2]} \right)^{\frac{1}{2}} e^{-\sum_{j=1}^{K} \left( \frac{\mathbb{E}[S_j]}{\mathbb{E}[H_k^2]\mathbb{E}[P_k^2]} \right)^{\frac{1}{2}}}$$

(84)

where $\xi(\alpha, \theta) \triangleq \int_0^{\infty} \left( \vartheta^{\frac{1}{2}} + \theta^{\frac{1}{2}} \right)^{-1} (1 + \vartheta)^{-1} d\vartheta$ which further reduces to

$$C^*(\theta) = \left[ \frac{\alpha \sin(2\pi/\alpha)}{(2\ln 2)^\alpha} \xi(\alpha, \theta) \right] \sum_{k=1}^{K} R_k^{-1} e^{-\sum_{j=1}^{K} \left( \frac{P_j}{R_k} \right)^{\frac{1}{2}}}$$

(85)

for $H_k \sim \exp(1, 1)$, constant $P_k$ and constant $R_k$. In addition, the spatial throughput capacity with canceling the first $L$ strongest interferers, denoted by $C_L(\theta)$, can be obtained by substituting the results of $p_{k,L}(\theta)$ and $c_{k,L}$ into (84). Likewise, the spatial throughput capacity with stochastic power control, denoted by $C^{pc}(\theta)$, also can be acquired by substituting the results of $P_k^{pc}(\theta)$ and $c_k^{pc}$ into (84). The maximum of $C_L(\theta)$ and $C^{pc}(\theta)$ should also exist, but in general they are not easily found in closed-form. We will present some numerical results of $C(\theta)$, $C_L(\theta)$ and $C^{pc}(\theta)$ in Section V-D and verify their maximum values indeed exist.

D. Numerical Results

In this subsection, the simulation results of the ergodic link capacity and spatial throughput capacity are presented to validate the theoretical analyses in the previous subsections. The main network parameters used for simulation here are the same as those in Table II. In Fig. 5, we show the simulation results of the type-$k$ ergodic link capacity with and without interference in order to compare the simulated $c_k$ with its theoretical result in (68) and compare the simulated $c_{k,L}$ with its upper bound found in (73) for $m_k = 1$ (Rayleigh fading), and we can see the simulated $c_k$ and

---

Fig. 5. Simulation results of the ergodic link capacities without and with interference cancellation for Rayleigh fading: (a) $c_1$ and $c_{1,L}$ for $L = 1, 2, 3$ (b) $c_2$ and $c_{2,L}$ for $L = 1, 2, 3$ (c) $c_3$ and $c_{3,L}$ for $L = 1, 2, 3$.
Fig. 6. The simulation results of the ergodic link capacities with and without Rayleigh fading. They show that channel fading does not always jeopardize the ergodic link capacity of each type.

Theoretical $c_k$ perfectly coincide with each other, and the derived upper bound on $c_k, L$ for each $k$ is also very tight and almost coincides with its simulated result, and interference cancellation suffer the diminishing returns problem even through it is able to significantly improve the ergodic link capacity by removing a few strong interfere. Fig. 6 presents the comparison results for the type-$k$ ergodic link capacities with and without Rayleigh fading. As we can see, the ergodic link capacity with Rayleigh fading is not always smaller than that without Rayleigh fading and fading actually improves the ergodic link capacity when the network is getting dense, which validates our discussion in Section V-A.

The trait of $c_k$ derived in (64) is that $c_k$ works for any distribution of $\hat{S}_k$ as long as the Laplace transform of $\hat{S}_k$ exists. To demonstrate the generality of $c_k$ in (64), consider an SIMO communication link in a type-$k$ TX-RX pair in which the TX has a single antenna and the RX has $M_r$ antennas. For this SIMO channel with receive beamforming, we have $\hat{S}_k \sim$ Erlang($M_r, M_r$), $E[S_k] = M_r P_k R_k^{-\alpha}$ for constants $P_k$ and $R_k$ and the distribution of $I_k$ does not change. Using (64), the type-$k$ ergodic link capacity with an $1 \times M_r$ SIMO channel can be shown as

$$
c_k = \frac{1}{\ln(2)} \int_{0}^{\infty} \frac{1}{\theta} \left[ 1 - \left( 1 + \frac{\theta}{M_r} \right)^{-M_r} \right] \mathcal{L}_{I_k} \left( \frac{\theta R_k^{\alpha}}{M_r P_k} \right) d\theta. \tag{86}
$$

The simulation results of $c_k$ with an $1 \times 4$ SIMO Rayleigh fading channel are shown in Fig. 7 and the theoretical results obtained from (86) perfectly matches their corresponding simulated results. In Fig. 8, we can see the simulation results of the ergodic link capacity with and without stochastic power control. The theoretical results in the figure are found based on (74) and they completely coincide with their corresponding simulated results. According to the discussions in Section V-B, we know the stochastic power control with $\gamma > 0$ always benefits the ergodic link capacity with
Fig. 7. Simulation results of the ergodic link capacity with SIMO Rayleigh fading channels. Each RX has 4 receive antennas and the theoretical results of $c_k$ are calculated based on (86).

Fig. 8. Simulation results of the ergodic link capacity with stochastic power control: (a) $c_k$ and $c_{k,c}^\text{pc}$ with $\gamma = -0.5$, (b) $c_k$ and $c_{k,c}^\text{pc}$ with $\gamma = 0.5$. 

$M_r = 4$
Rayleigh fading channels and such a conclusion can be easily perceived by comparing the results in Fig. 8(a) of $\gamma = -0.5$ with those in Fig. 8(b) of $\gamma = 0.5$.

The simulation results of the spatial throughput capacities $C(\theta)$, $C_{pc}(\theta)$, and $C_{L}(\theta)$ are shown in Fig. 9. We see that the spatial throughput capacities with stochastic power control (i.e., $C_{pc}(\theta)$ with $\gamma = 0.5, 1$) and interference cancellation (i.e., $C_{L}(\theta)$ with $L = 1$) all are higher than that without stochastic power control and interference cancellation. All spatial throughput capacities have a maximum vale, as expected. In addition, we observe that $C_{pc}(\theta)$ with $\gamma = 1$ is not always better than that with $\gamma = 0.5$ so that $\gamma$ should be carefully chosen based on the TX intensities, like the similar phenomenon observed in the case of the success probability. Finally, from Fig. 9 we can infer that interference cancellation does not always outperform stochastic power control and it works much better in the low intensity region. This is because stochastic power control can reduce a lot of interference when the network is dense, while canceling one or more interferers may not reduce interference as much as stochastic power control.

VI. CONCLUDING REMARKS

In prior works, the distribution of the SIR in a Poisson wireless ad hoc network is analyzed by presuming some specific random models used in the SIR. Such a model-dependent distribution is unable to provide some insight into how much the statistical properties of the SIR are impacted once the random models involved in the SIR change. Accordingly, in this paper we introduce a Laplace-transform-based framework of analyzing the distribution of the SIR with a general distribution. This framework successfully helps us find the model-free general expression of the CDF of the SIR without and with interference cancellation, and this expression can be significantly simplified.
to a nearly closed-form result for the pathloss exponent of four. We apply the CDF results of the SIR in finding the success probabilities, ergodic link capacities and spatial throughput capacities in the scenarios of interference cancellation, stochastic power control and SIMO/MISO transmission. These results are traditionally intractable due to the model-dependent limit on the distribution of the SIR previously derived. Nonetheless, they become much more tractable with the aid of the analytical framework proposed in this work. The proposed analytical framework of the SIR can be also applied to many other analyses pertaining to the distribution of the SIR, such as SIR with or without channel-aware opportunistic scheduling, SIR with multi-hop transmissions, link and network energy efficiency, and SIR analysis in heterogeneous cellular networks, etc.

APPENDIX
PROOFS OF THEOREMS
A. Proof of Theorem 3

Let \( \tilde{I}_k \) be the interference at the type-\( k \) typical RX generated by the homogeneous PPP \( \tilde{\Phi} \) of intensity \( \tilde{\lambda} = \sum_{k=1}^{K} \tilde{\lambda}_k \). According to Theorem 3 and the discussion right after it, \( I_k \) has the same distribution as \( \tilde{I}_k \). Namely, the interference \( I_k \) can be rewritten as

\[
I_k \overset{d}{=} \tilde{I}_k \triangleq \sum_{X_i \in \Phi} ||\tilde{X}_i||^{-\alpha} = \sum_{X_i \in \Phi} (||\tilde{X}_i||^2)^{-\frac{\alpha}{2}},
\]

where \( \overset{d}{=} \) means equivalence in distribution. Thus, the Laplace transform of \( I_k \) is equal to the Laplace transform of \( \tilde{I}_k \) that can be readily obtained as shown in (13) according to the result in [3]. Without loss of generality, we can assume \( \tilde{X}_i \) in (87) is the \( i \)th nearest node in \( \tilde{\Phi} \) to the type-\( k \) typical RX. Therefore, \( \tilde{X}_i \) is the nearest node to the type-\( k \) typical RX and the probability density function (pdf) of \( ||X_1||^2 \) is \( f_{||X_1||^2}(x) = \pi \lambda \exp(-\pi \lambda x) \) and thus \( ||\tilde{X}_i||^2 \) is an exponential RV with parameter \( \pi \lambda \). Also, we know \( ||\tilde{X}_{i+1}||^2 = ||\tilde{X}_i||^2 + ||\tilde{X}_1||^2 \) for \( i > 1 \) where \( ||\tilde{X}_i||^2 \) and \( ||\tilde{X}_1||^2 \) are independent [28], [29]. Accordingly, \( I_{k,L} \) has an identity in distribution given by

\[
I_{k,L} \overset{d}{=} \sum_{\tilde{X}_{L+j} \in \tilde{\Phi} \setminus \tilde{\Phi}_L} ||\tilde{X}_{L+j}||^{-\alpha} = \sum_{\tilde{X}_{L+j} \in \tilde{\Phi} \setminus \tilde{\Phi}_L} (||\tilde{X}_L||^2 + ||\tilde{X}_j||^2)^{-\frac{\alpha}{2}}, j = 1, 2, 3, \ldots,
\]

where \( \tilde{\Phi}_L \) consists of the first \( L \) nearest nodes in \( \tilde{\Phi} \) to the type-\( k \) typical RX.

For a given \( \tilde{X}_L \), the Laplace transform of \( I_{k,L} \) can be found as shown in the following:

\[
\mathcal{L}_{I_{k,L}}(\tilde{X}_L) = \mathbb{E} \left[ e^{-s \sum_{\tilde{X}_{L+j} \in \Phi \setminus \Phi_L} (||\tilde{X}_L||^2 + ||\tilde{X}_j||^2)^{-\frac{\alpha}{2}}} \right] = \mathbb{E} \left\{ \prod_{\tilde{X}_j \notin \Phi \setminus \Phi_L} e^{-s(||\tilde{X}_L||^2 + ||\tilde{X}_j||^2)^{-\frac{\alpha}{2}}} \bigg| \tilde{X}_L \right\}
\]

\[
\overset{(a)}{=} \exp \left\{ -\pi \tilde{\lambda} \int_{0}^{\infty} \left( 1 - e^{-s||\tilde{X}_L||^{-\alpha}(1 + \frac{s}{||\tilde{X}_L||^2})^{-\frac{\alpha}{2}}} \right) dr \right\},
\]

where \( (a) \) follows from the PGF of \( K \) independent homogeneous PPPs [6], [21]. Also, by letting
\[ Y \sim \exp(1, 1), \text{ the integral in (b) can be simplified as follows} \]
\[
    (b) = \int_0^\infty \mathbb{P} \left[ \left( \| \bar{X}_L \|^2 + r \right) \leq \left( \frac{s}{Y} \right)^\frac{2}{\alpha} \| \bar{X}_L \| \right] \, dr \int_0^\infty \mathbb{P} \left[ u \leq \left( \frac{s}{Y} \right)^\frac{2}{\alpha} \right] \, du
\]
\[
    = \int_0^\infty \mathbb{P} \left[ u \leq \left( \frac{s}{Y} \right)^\frac{2}{\alpha} \right] \, du - \int_0^1 \int_0^1 e^{-s(\omega, \| \bar{X}_L \|^2) - \frac{s}{\alpha}} \, d\omega - 1
\]
\[
    = s^\frac{2}{\alpha} \Gamma \left( 1 - \frac{2}{\alpha} \right) + \| \bar{X}_L \|^2 \left[ \frac{s^\frac{2}{\alpha}}{\| \bar{X}_L \|^2} \Gamma \left( \frac{2}{\alpha} \right) \right]
\]
\[
    = s^\frac{2}{\alpha} \Gamma \left( 1 - \frac{2}{\alpha} \right) - \| \bar{X}_L \|^2 \left[ \frac{1 - \left( \frac{2}{\alpha} \right)}{\| \bar{X}_L \|^2} \right]
\]
As a result, letting \( D_L = \| \bar{X}_L \|^2 \) yields \( L_{I_k, L | D_L} (s) \) given by
\[
    L_{I_k, L | D_L} (s) = L_{I_k} (s) \cdot \exp \left[ \pi \bar{\lambda} \ell_{D_L} \left( s D_L^{-\frac{2}{\alpha}}, \frac{2}{\alpha} \right) \right].
\]
Then note that the pdf of \( D_L \) is equal to the pdf of the sum of \( L \) i.i.d. \( (\| \bar{X}_1 \|^2) \)'s so that it is an Erlang distribution with parameters \( L \) and \( \pi \bar{\lambda} \), i.e., \( f_{D_L} (x) = \frac{(\pi \bar{\lambda} L)^L e^{-\pi \bar{\lambda} x}}{(L-1)!} \). Averaging \( L_{I_k, L | D_L} (s) \) over \( D_L \) exactly yields the result in (14).

Also, we know the following
\[
    -\ell_{D_L} \left( s D_L^{-\frac{2}{\alpha}}, \frac{2}{\alpha} \right) = \int_0^{D_L} \left( 1 - e^{-s u^{-\frac{2}{\alpha}}} \right) \, du \overset{\text{(c)}}{=} D_L \left( 1 - e^{-\frac{\bar{\lambda} \bar{\lambda} \omega^{-\frac{2}{\alpha}} D_L^{-\frac{2}{\alpha}}}} \right) \overset{\text{(d)}}{\leq} s \omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}},
\]
where (c) follows from the mean value theorem in calculus for \( \omega \in (0, 1) \) and (d) is due to \( 1 - e^{-x} \leq x \) for \( x \geq 0 \). Thus, it follows that
\[
    L_{I_k, L} (s) \leq L_{I_k} (s) \cdot \mathbb{E} \left[ \exp \left( \pi \bar{\lambda} s \omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}} \right) \right],
\]
which yields (16) since \( \mathcal{M}_{\omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{\alpha}} (\pi \bar{\lambda})} = \mathbb{E} \left[ \exp \left( \pi \bar{\lambda} s \omega^{-\frac{2}{\alpha}} D_L^{1-\frac{2}{alpha}} \right) \right].
\]

B. Proof of Theorem 7

According to (4) and (13), the Laplace transform of the reciprocal of SIR in (4) can be expressed as
\[
    L_{\text{SIR}} (s) = \mathbb{E}_{S_k} \left[ L_{I_k} \left( \frac{s / \mathbb{E}[S_k]}{S_k / \mathbb{E}[S_k]} \right) \right] = \mathbb{E}_{S_k} \left[ \exp \left( -\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \bar{\lambda} \left( \frac{s}{S_k} \right)^{\frac{2}{\alpha}} \right) \right]
\]
\[
    = L_{S_k^{-\frac{2}{\alpha}}} \left( \pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \bar{\lambda} \left( \frac{s}{S_k} \right)^{\frac{2}{\alpha}} \right) = \int_0^\infty e^{-\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \bar{\lambda} \left( \frac{s}{S_k} \right)^{\frac{2}{alpha}}} f_{\bar{S}_k} (x) \, dx
\]
\[
    = s \int_0^\infty e^{-\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \bar{\lambda} \left( \frac{s}{S_k} \right)^{\frac{2}{alpha}}} f_{\bar{S}_k} (ts) \, dt, \quad \text{(letting} \ t = x/s), \quad (88)
\]
where \( \hat{s} \triangleq s/E[S_k] \). By the definition of \( L_{SIR_k}^{-1}(s) \), we also know
\[
L_{SIR_k}^{-1}(s) = \int_0^\infty f_{SIR_k}^{-1}(t)e^{-st}dt = \int_0^\infty \frac{dF_{SIR_k}^{-1}(t)}{dt}e^{-st}dt = \int_0^\infty sF_{SIR_k}^{-1}(t)e^{-st}dt
\]
which indicates
\[
\int_0^\infty F_{SIR_k}^{-1}(t)e^{-st}dt = \int_0^\infty e^{-\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(tE[S_k])}^{\hat{k}} F_{S_k}(ts)dt,
\]
and then taking the inverse Laplace transform of the both sides of (89) yields
\[
F_{SIR_k}^{-1}(t) = 1 - F_{SIR_k}(t^{-1}) = L^{-1}\left\{ \int_0^\infty L_{I_k} \left( \frac{1}{tE[S_k]} \right) f_{S_k}(st)dt \right\}(t)
\]
and then setting the argument of \( F_{SIR_k}(t^{-1}) \) as \( t^{-1} = \theta \) results in (19).

Now consider the Laplace transform of \( SIR_{k,L}^{-1} \). Using the result in (14), we can have the following
\[
L_{SIR_{k,L}}^{-1}(s) = \mathbb{E}\left[ L_{I_k} \left( \frac{s}{S_k} \right) M_{\ell DL}(s/S_k)(\pi\hat{\lambda}) \right] = \int_0^\infty e^{-\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(\lambda x)}^{\hat{k}} M_{\ell DL}(\frac{\hat{x}}{\lambda}) \left( \pi\hat{\lambda} \right) f_{\hat{S}_k}(st)dt,
\]
which is exactly the result in (20). According to the steps of deriving \( F_{SIR_k}^{-1}(t) \) in above, we also can show
\[
F_{SIR_{k,L}}^{-1}(t) = L^{-1}\left\{ \int_0^\infty sL_{I_k} \left( \frac{1}{tE[S_k]} \right) M_{\ell DL}(\frac{1}{tE[S_k]}\pi\hat{\lambda}) \left( \pi\hat{\lambda} \right) f_{\hat{S}_k}(st)dt \right\}(t) = 1 - F_{SIR_{k,L}}(t^{-1}),
\]
which yields (21).

C. Proof of Theorem 5

According to the proof of Theorem 3 we know
\[
\mathcal{L}_{SIR_k}^{-1}(s) = \int_0^\infty sF_{SIR_k}^{-1}(t)e^{-st}dt = \int_0^\infty sF_{SIR_k}^c(t^{-1})e^{-st}dt
\]
\[
\int_0^\infty sF_{SIR_k}^c(st)dt = \int_0^\infty e^{\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(tE[S_k])}^{\hat{k}} f_{S_k}(st)dsdt,
\]
where \( F_{Z_k}^c(\cdot) \) is the CCDF of RV \( Z \). This result implies
\[
\int_0^\infty F_{SIR_k}^c(t^{-1})e^{-st}dsdt = \int_0^\infty \int_0^\infty \frac{f_{\hat{S}_k}(st)dsdt}{e^{\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(tE[S_k])}^{\hat{k}}}
\]
and this leads to
\[
\int_0^\infty \frac{1}{t} F_{SIR_k}^c(t^{-1}) dt = \int_0^\infty \frac{dt}{te^{\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(tE[S_k])}^{\hat{k}}},
\]
which yields
\[
\int_0^\infty F_{SIR_k}^c(t^{-1}) dt = \int_0^\infty e^{-\pi\Gamma(1-\frac{2}{\alpha})\hat{x}(tE[S_k])}^{\hat{k}} dt.
\]
Also, we know \( \mathbb{E}[\text{SIR}_k] = \int_0^\infty F_{\text{SIR}_k}(t^{1/\delta})dt \) so that \( \mathbb{E}[\text{SIR}_k] \) can be found by

\[
\mathbb{E}[\text{SIR}_k] = \int_0^\infty e^{-\pi \Gamma(1 - \frac{2}{\alpha})\tilde{\lambda}(t/S_k)^{\frac{2}{\alpha}}} dt = \left( \frac{\mathbb{E}[S_k]^{\frac{2}{\alpha}}}{\pi \Gamma(1 - \frac{2}{\alpha})} \right)^{\frac{\delta_0}{2}} \left( \frac{\delta_0}{2} \right) \int_0^\infty e^{-u \frac{\delta_0}{2}} du,
\]

whose last term is \( \Gamma(\frac{\delta_0}{2}) \) and the result in (39) is acquired accordingly. Similarly, we also can show

\[
\int_0^\infty F_{\text{SIR}_k,L}^c(t) dt = \int_0^\infty \frac{L_{DL,1/t}(\pi \tilde{\lambda})}{e^{\pi \Gamma(1 - \frac{2}{\alpha})\tilde{\lambda}(t/E[S_k])^{\frac{2}{\alpha}}}} dt
\]

and using it to find \( \mathbb{E}[\text{SIR}_k,L] = \int_0^\infty F_{\text{SIR}_k,L}^c(t^{1/\delta}) dt \) yields (40).

\[\text{D. Proof of Theorem 6}\]

Since \( \tilde{S}_k \sim \text{Gamma}(m_k, 1/m_k) \), the success probability, \( p_k(\theta) \), based on the result in Corollary 2, is given by

\[
p_k(v^{-1}) = \frac{1}{(m_k - 1)!} \frac{d^{m_k-1}}{dv^{m_k-1}} \left( \frac{v^{m_k-1}}{e^{\Gamma(1 - \frac{2}{\alpha})(m_k/v\mathbb{E}[R_k])^{\frac{2}{\alpha}}}} \right).
\]

In the case of constant \( S_k \), we know \( \tilde{S}_k = 1 \) and \( S_k = \mathbb{E}[S_k] \). Thus, the success probability based on the result in (34) is

\[
p_k(v^{-1}) = \mathcal{L}^{-1} \left\{ \frac{1}{s} \exp \left[ -\pi \Gamma \left( 1 - \frac{2}{\alpha} \right) \left( \frac{s}{\mathbb{E}[S_k]} \right)^{\frac{2}{\alpha}} \tilde{\lambda} \right] \right\} (v)
\]

\[
\overset{(a)}{=} 1 - \Gamma \left( 1 - \frac{2}{\alpha} \right) \frac{\pi \tilde{\lambda}}{(\mathbb{E}[S_k])^{\frac{2}{\alpha}}} \mathcal{L}^{-1} \left\{ s^{\frac{2}{\alpha} - 1} \right\} (v) = \left[ 1 - \frac{\pi \tilde{\lambda}}{(v \mathbb{E}[S_k])^{\frac{2}{\alpha}}} \right]^{+},
\]

where \((a)\) follows from the assumption that \( e^{-x} \geq 1 - x \) for \( x \geq 0 \) and \( (x)^+ \overset{\Delta}{=} \max\{x, 0\} \). Hence, when the following inequality

\[
\frac{d^{m_k-1}}{dv^{m_k-1}} \left( \frac{v^{m_k-1}}{e^{\pi \Gamma(1 - \frac{2}{\alpha})(m_k/v\mathbb{E}[S_k])^{\frac{2}{\alpha}}}} \right) \leq (m_k - 1)! \left[ 1 - \frac{\pi \tilde{\lambda}}{(v \mathbb{E}[S_k])^{\frac{2}{\alpha}}} \right]^{+}
\]

holds, the randomness of the received signal power does not benefit the success probability. By integrating both sides of this inequality \( m_k - 1 \) times and letting \( \theta = v^{-1} \), we have

\[
\pi \tilde{\lambda} \left( \frac{\theta}{\mathbb{E}[S_k]} \right)^{\frac{2}{\alpha}} \leq 1 - \exp \left\{ -\pi \tilde{\lambda} \Gamma \left( 1 - \frac{2}{\alpha} \right) \left( \frac{m_k \theta}{\mathbb{E}[S_k]} \right)^{\frac{2}{\alpha}} \right\},
\]

which can be simplified as

\[
\exp \left\{ -\Gamma \left( 1 - \frac{2}{\alpha} \right) (m_k \theta)^{\frac{2}{\alpha}} \tilde{\Lambda}_k \right\} \leq 1 - \theta^{\frac{2}{\alpha}} \varsigma_k \tilde{\Lambda}_k
\]

due to \( \tilde{\Lambda}_k = \pi \tilde{\lambda}/(\mathbb{E}[S_k])^{\frac{2}{\alpha}} \). Thus, the randomness of the received signal power does not benefit the success probability in the network with any \( \tilde{\Lambda} \in \tilde{\Lambda}_k(\theta) \) if \( \tilde{\Lambda}_k(\theta) \) is nonempty for any given \( \theta > 0 \).
E. Proof of Theorem 7

Since the power control scheme in (55) is adopted, the received signal power with power control is

\[ S_k^{pc} = \frac{\bar{P}_k (H_k R_k^{-\alpha})^{\gamma_k+1}}{E[H_k^{\gamma_k}] E[R_k^{-\alpha\gamma_k}]} = \frac{S_k^{\gamma_k+1}}{E[S_k^{\gamma_k}]} . \]

Therefore, \( E \left[ (S_k^{pc})^{-\frac{2}{\alpha}} \right] \) and \( E \left[ (S_k^{pc})^{\frac{2}{\alpha}} \right] \) are readily obtained as

\[ E \left[ (S_k^{pc})^{-\frac{2}{\alpha}} \right] = \left( E[S_k^{\gamma_k}] \right)^{-\frac{2}{\alpha}} E \left[ S_k^{\frac{2(1+\gamma_k)}{\alpha}} \right] , \]

\[ E \left[ (S_k^{pc})^{\frac{2}{\alpha}} \right] = \left( E[S_k^{\gamma_k}] \right)^{\frac{2}{\alpha}} E \left[ S_k^{-\frac{2(1+\gamma_k)}{\alpha}} \right] . \]

Also, \( \bar{\lambda}^{pc} \) can be found by

\[ \bar{\lambda}^{pc} = \sum_{j=1}^{K} \lambda_j E \left[ H_j^{\frac{2}{\alpha}} \right] E \left[ P_j^{\frac{2}{\alpha}} \right] = \sum_{j=1}^{K} \lambda_j \bar{P}_j^{\frac{2}{\alpha}} E \left[ H_j^{\frac{2}{\alpha}} \right] \frac{E[H_j^{\gamma_j}] E[R_j^{-2\gamma_j}]}{E[H_j^{\gamma_j}]^{\frac{2}{\alpha}} E[R_j^{-2\gamma_j}]^{\frac{2}{\alpha}}} \]

in which \( E \left[ H_j^{\frac{2}{\alpha}} \right] /E[H_j^{\gamma_j}] \leq 1 \) and \( E \left[ R_j^{-2\gamma_j} \right] /E[R_j^{-\alpha\gamma_j}] \leq 1 \) by Jensen’s inequality and thus \( \bar{\lambda}^{pc} \leq \lambda \). Since the lower bound in (42) are valid for any distribution of transmit powers, substituting \( E[(S_k^{pc})^{-\frac{2}{\alpha}}] \), \( E[(S_k^{pc})^{\frac{2}{\alpha}}] \) and \( \bar{\lambda}^{pc} \) into (42) yields the lower bound in (56). In order to have an explicit upper bound on \( p_k^{pc}(\theta) \), we use the result of Theorem 5 instead of using the upper bond in (56). The upper bound on \( p_k^{pc}(\theta) \) can be found as follows

\[ p_k^{pc}(\theta) = \mathbb{P} \left[ S_k^{pc} \geq \theta P_k^{pc} \right] = \mathbb{P} \left[ S_k \geq (\theta E[S_k^{\gamma_k}] P_k^{pc})^{\frac{1}{1+\gamma_k}} \right] = E \left[ F_{S_k}^{pc} \left( (\theta E[S_k^{\gamma_k}] P_k^{pc})^{\frac{1}{1+\gamma_k}} \right) \right] \leq F_{S_k}^{pc} \left( (\theta E[S_k^{\gamma_k}] P_k^{pc})^{\frac{1}{1+\gamma_k}} \right) . \]

Then \( E \left[ (P_k^{pc})^{\frac{1}{1+\gamma_k}} \right] \) can be explicitly found by using the \( \frac{1}{1+\gamma_k} \)-moment of the SIR in (39) with unit received signal power so that we have the upper bound shown in (56). Finally, the result in (58) is obtained by substituting \( S_k^{pc} \) and \( \bar{\lambda}^{pc} \) into (43) and the lower bound in (59) is due to the erfc function with a positive argument that is convex.

F. Proof of Theorem 8

Since the type-\( k \) RXs do not cancel any interference, the type-\( k \) ergodic link capacity in (4) can be rewritten as shown in the following:

\[ c_k = \frac{1}{\ln(2)} E \left[ \ln \left( 1 + \text{SIR}_k \right) \right] = \frac{1}{\ln(2)} \int_0^1 E \left[ \frac{\text{SIR}_k}{1 + y\text{SIR}_k} \right] dy \]

\[ = \frac{1}{\ln(2)} \int_0^1 E \left[ \frac{1}{1/\text{SIR}_k + y} \right] dy \]

Moreover, we know

\[ E \left[ \frac{1}{1/\text{SIR}_k + y} \right] = \int_0^\infty e^{-sy} E \left[ e^{-sf_k/S_k} \right] ds = \int_0^\infty e^{-sy} E \left[ L_{vk} \left( \frac{s}{S_k} \right) \right] ds \]
and thus $c_k$ is given by

$$
c_k = \frac{1}{\ln(2)} \int_0^\infty \int_0^1 \frac{e^{-sy}}{E[S_k]} \left[ \mathcal{L}_k \left( \frac{s}{S_k} \right) \right] dy ds
$$

$$
= \frac{1}{\ln(2)} \int_0^\infty \int_0^1 e^{-sy} E[S_k] \left[ \mathcal{L}_k \left( \frac{s/E[S_k]}{S_k} \right) \right] dy ds
$$

$$
= \frac{1}{\ln(2)} \int_0^\infty \int_0^1 \left( 1 - e^{-s} \right) \mathcal{L}_k \left( \frac{s}{x/E[S_k]} \right) f_{S_k}(x) dx ds
$$

\begin{align*}
\text{(a)} & \frac{1}{\ln(2)} \int_0^\infty \int_0^\infty (1 - e^{-s}) \mathcal{L}_k \left( \frac{s}{x/E[S_k]} \right) f_{\tilde{S}_k}(x) dx ds \\
\text{(b)} & \frac{1}{\ln(2)} \int_0^\infty \int_0^\infty (1 - e^{-s}) \mathcal{L}_k \left( \frac{s}{x/E[S_k]} \right) \mathcal{L}_k \left( \frac{\partial}{E[S_k]} \right) dx d\vartheta = \frac{1}{\ln(2)} \int_0^\infty \frac{1 - \mathcal{L}_{\tilde{S}_k}(\vartheta)}{d\vartheta e^{\pi \Gamma(1 - \frac{2}{\alpha})} (\vartheta/\kappa E[S_k])^{\frac{3}{\alpha}}} d\vartheta
\end{align*}

where (a) follows from the result of $\mathcal{L}_k(\cdot)$ in Theorem 3 and (b) is obtained by letting $s = \theta x$ and carrying out the integral $\int_0^\infty (1 - e^{-\theta x}) f_{\tilde{S}_k}(x) dx$. Hence, the results in (64) are obtained. According to the result of $c_k$ in above, $c_{k,L}$ can also be found as shown in the following

$$
c_{k,L} = \frac{1}{\ln(2)} \int_0^\infty \int_0^1 \frac{e^{-sy}}{E[S_k]} \left[ \mathcal{L}_{k,L} \left( \frac{s/E[S_k]}{S_k/E[S_k]} \right) \right] dy ds
$$

$$
= \frac{1}{\ln(2)} \int_0^\infty \int_0^1 (1 - e^{-s}) \mathcal{L}_{k,L} \left( \frac{s}{x/E[S_k]} \right) f_{\tilde{S}_k}(x) dx ds
$$

\begin{align*}
\text{(c)} & \frac{1}{\ln(2)} \int_0^\infty \int_0^\infty \left[ 1 - \mathcal{L}_{\tilde{S}_k}(\vartheta) \right] \mathcal{L}_{k,L} \left( \frac{\partial}{E[S_k]} \right) dx d\vartheta \\
\text{(d)} & \frac{1}{\ln(2)} \int_0^\infty \int_0^\infty \left[ 1 - \mathcal{L}_{\tilde{S}_k}(\vartheta) \right] \mathcal{L}_k \left( \frac{\vartheta}{E[S_k]} \right) \mathcal{L}_{\ell_{DL}} \left( \vartheta/E[S_k], d\vartheta E[S_k], \frac{2}{\alpha} \pi \right) \left( \pi \tilde{\lambda} \right) d\vartheta,
\end{align*}

where (c) follows from the result of $c_k$ in above and (d) follows from the result of $\mathcal{L}_{k,L}(\cdot)$ in (14). Therefore, the results in (65) are acquired.

G. Proof of Theorem 7

Since $c_k$ in (64) is valid for any distribution of transmit power, $c_k^{pc}$ can be obtained by substituting $P_k$ in (55) into $c_k$ in (64). Thus, $\mathcal{L}_k(\vartheta/E[S_k])$ in (64) with stochastic power control becomes $\mathcal{L}_k^{pc}(\vartheta/E[S_k^{pc}])$ given by

$$
\mathcal{L}_k^{pc} \left( \frac{\vartheta}{E[S_k^{pc}]} \right) = \exp \left( -\pi \Gamma \left(1 - \frac{2}{\alpha} \right) \left( \frac{\vartheta}{E[S_k^{pc}]} \right)^{\frac{2}{\alpha}} \tilde{\lambda}^{pc} \right)
$$

$$
= \exp \left( -\pi \Gamma \left(1 - \frac{2}{\alpha} \right) \left( \frac{\vartheta E[S_k^{\gamma_k}]}{E[S_k^{1+\gamma_k}]} \right)^{\frac{2}{\alpha}} \tilde{\lambda}^{pc} \right)
$$
because $S_{k}^{pe} = S_{k}^{1+\gamma_k}/E[S_{k}^{1+\gamma_k}]$. The normalized type-$k$ received signal power with stochastic power control is $S_{k}^{pe} = S_{k}^{\gamma_k+1}/E[S_{k}^{\gamma_k+1}]$ so that we have

$$L_{S_{k}^{pe}}(\theta) = E \left[ \exp \left( -\frac{\theta S_{k}^{\gamma_k+1}}{E[S_{k}^{\gamma_k+1}]} \right) \right] = L_{S_{k}^{\gamma_k+1}} \left( \frac{\theta E[S_{k}]}{E[S_{k}^{\gamma_k+1}]} \right).$$

Substituting $L_{I_k}(\frac{\theta}{E[S_k]})$ and $L_{S_{k}^{pe}}(\theta)$ found in above into (64) leads to $c_{k}^{pe}$ in (74). Also, the following lower bound

$$1 - L_{S_{k}^{\gamma_k+1}} \left( \frac{\theta E[S_{k}]}{E[S_{k}^{\gamma_k+1}]} \right) \leq 1 - e^{-\theta}.$$

can be obtained by Jensen’s inequality since $1 - L_{S_{k}^{\gamma_k+1}}(\cdot)$ is concave and the following upper bound

$$1 - L_{S_{k}^{\gamma_k+1}} \left( \frac{\theta E[S_{k}]}{E[S_{k}^{\gamma_k+1}]} \right) \geq E \left[ \frac{\theta S_{k}^{\gamma_k+1}}{E[S_{k}^{\gamma_k+1}]} \right] \geq \frac{\theta}{1 + \vartheta}$$

is true to $1 - e^{-ax} \leq \frac{ax}{1+ax}$ for $a, x \in \mathbb{R}_+$ and Jensen’s inequality. Hence, the bounds in (76) are valid.
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