AN EVOLVING SPACE FRAMEWORK FOR OSEEN EQUATIONS ON A MOVING DOMAIN

ANA DJURDJEVAC\textsuperscript{1}, CARSTEN GRÄSER\textsuperscript{2} AND PHILIP J. HERBERT\textsuperscript{3,*}

Abstract. This article considers non-stationary incompressible linear fluid equations in a moving domain. We demonstrate the existence and uniqueness of an appropriate weak formulation of the problem by making use of the theory of time-dependent Bochner spaces. It is not possible to directly apply established evolving Hilbert space theory due to the incompressibility constraint. After we have established the well-posedness, we derive and analyse a first order time discretisation of the system.

Mathematics Subject Classification. 35Rxx, 35K90, 76D07, 65M15, 46E30, 35R37.

Received January 24, 2023. Accepted September 2, 2023.

1. Introduction

The study of Partial Differential Equations (PDEs) in or on moving domains has received much attention recently, particularly the case of moving surfaces. This is not only due to the interesting analysis required but also the range of applications where it is necessary to consider the motion of a domain for a more accurate model. Typical applications include biological and physical phenomena, including pattern formation \cite{7,19,20,54} and the modelling of surfactants in multi-phase flow \cite{15,25}.

Classically the study of PDEs on moving domains involves pulling the equations back onto a given stationary reference domain. The work \cite{55} introduced a moving space framework whereby the equations are posed in time-dependent Bochner spaces. Shortly after, Alphonse et al. \cite{3} extended this to general Hilbert spaces, with examples given in \cite{4} and to Banach spaces in \cite{6}. Non-linear extensions have been considered in \cite{1,5} and non-local in \cite{2}. These examples and extensions however do not cover incompressible fluid equations.

We are motivated by the many physical situations in which one finds a moving domain in a fluid, examples range from large scale engineering \cite{28}, computational geophysics, in-cylinder flows in internal engines to cardiovascular biomechanics \cite{32,33,42}, etc. For more examples see for instance Chapter 1 of \cite{49}. Study of fluid equations in moving domains has been mathematically considered. Some of the classical results are \cite{8,23,29,37}. Those have been developed further by numerous authors such as \cite{24,29,37,46–48}. Note however that these approaches are based on the so-called method of pulling-back to the fixed domain. The aim of this article is to utilise time-dependent Bochner spaces to provide a structure which can directly be used for proving the well-
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posedness results, without the need to transform to a fixed domain. For the equations we consider, it is possible to pull back the PDE system to a reference space and apply standard theory on fixed domains after verifying the appropriate assumptions. The approach we develop allows the problem to be considered in its natural formulation. Handling the equations in natural spaces gives an elegance and simplicity which becomes particularly apparent in numerical implementation and finite element analysis [18] of PDEs on evolving surfaces/domains, while also being an interesting mathematical problem.

This article extends the moving space framework of Alphonse, Elliott and Stinner to include the example of incompressible fluid equations. We focus on a linear version of the Navier–Stokes Equations in a flat domain. We will derive and analyse a first order time-discretisation of the equation we study. We neglect the spatial discretisation. However, we will design the time-stepping method such that it is suited to an evolving finite element method, which relies on moving the mesh and basis functions together with the domain. In each time step this could be based on a classical mixed Finite Element Method [9].

As commented in [14], the challenging aspects of the incompressible fluid equations lie in the constraint that the velocity should remain divergence free. If one uses a standard pullback to the reference domain, the divergence free constraint on the velocity becomes a differential constraint which depends on time. In order to preserve the structure of the divergence constraint under domain deformations, one can use the so-called contravariant Piola transform. This appears in [8, 11, 37]. Both of these approaches have the difficulty that, instead of a moving domain, one has time dependent coefficients (cf. [8]). This can prove challenging when ensuring appropriate approximation properties in a spatial discretisation.

We will use this contravariant Piola transform. As a consequence of using a different pullback map, many of the necessary assumptions from [3] need to be verified. In addition, we consider a different pivot space from the typical choice of $L^2$, this means that there are some technical challenges which need to be addressed.

Discretisations for fluid equations in moving domains have been considered as early as the 1990s, where [13] considers a finite volume discretisation for Navier–Stokes in a moving domain. The article [52] provides an overview of of methods for discretisation of fluid dynamics with evolving domains. Let us note [11], which considers a method for discretising a non-stationary Stokes in a moving domain using geometrically unfitted meshes and ghost penalties.

Voulis and Reusken [57] consider an interface problem for a non-stationary Stokes equation, they show well-posedness and give space-time finite element discretisations. We note that, while they have an evolving interface, their fluid is contained within a stationary domain, therefore they do not need to use evolving space methods. It is worth commenting that the problem we consider may be considered as one of the phases of their interface problem.

Many of the evolving function space problems previously mentioned are for parabolic equations on surfaces. We do not currently consider surface problems for the fluid equations, see [10, 30, 31, 36] for such models. We point out the article [41] which considers the analysis of a tangential Navier–Stokes system using a similar evolving space methodology to that which we consider. The primal evolving spaces are also defined using the contravariant Piola transformation. Notice, however, that this work differs from the presented one in three fundamental aspects: First, Olshanskii et al. [41] considers 2-dimensional closed surfaces which does not cover the case of flat 2- and 3-dimensional domains with (non-periodic) boundary conditions. Second, the dual evolving space of the Gelfand-triple in [41] is defined using the adjoint (covariant) of the contravariant Piola transform, while we use the contravariant Piola itself which simplifies computations. Finally, Olshanskii et al. [41] proves well-posedness using a discretisation approach, whereas we apply the Banach–Nečas–Babuška Theorem.

It is furthermore worth noting that fluid equations on stationary hypersurfaces have been the subject of recent study in particular the numerical analysis of a Navier–Stokes equation [44] and Stokes equations [40, 43].

### 1.1. Formulation of the problem

We are interested in the flow of an incompressible fluid in a moving domain. For our purposes the flow of a fluid will be governed by a parabolic Oseen equation. The parabolic Oseen equation is a linear version of the
Navier–Stokes equations. In the future, one may wish to consider the non-linear Navier–Stokes equations in this moving domain setting.

For simplicity we will consider that the moving domain is a subset of an open bounded hold-all domain in $\mathbb{R}^d$, $d = 2, 3$. We will denote our moving domain by $\Omega(t)$, $t \in [0, T]$ for some $T > 0$, assuming that it flows with a given, sufficiently smooth velocity field $w$, which is divergence free. The standard parabolic Stokes equations in this domain moving with $w$ would be given as: find $(u, p)$ such that
\begin{equation}
\partial^\bullet_m u - \mu \Delta u + \nabla p = 0, \quad \text{div } u = 0 \quad \text{in } \Omega(t),
\end{equation}
where $\partial^\bullet_m$ is a physical material derivative defined by $\partial^\bullet_m u := u_t + (w \cdot \nabla) u$ and corresponds to the movement of the domain induced by $w$ and $\mu > 0$ is the viscosity. For simplicity, we will consider the case $\mu = 1$, the analysis we present will be valid for $\mu \neq 1$, however the constants which appear will depend on $\mu$. We will consider the more general case given by the parabolic Oseen equation: given $V$, find $(u, p)$ such that
\begin{equation}
u_t + (V \cdot \nabla) u - \Delta u + \nabla p = 0, \quad \text{div } u = 0 \quad \text{in } \Omega(t),
\end{equation}
where, for $V = w$, one recovers the previous equation (1); also see that for unknown $V = u$, one is in the non-linear Navier–Stokes setting. We note that one may also consider a porous medium term $c u$, where $c$ is a sufficiently regular scalar function and $c \geq 0$ almost everywhere.

Regarding the boundary conditions, we will consider non-zero Dirichlet boundary conditions, assuming that $u(t, \cdot)|_{\partial \Omega(t)} = u_d(t, \cdot)|_{\partial \Omega(t)}$, where $u_d$ is a given function which is divergence free and sufficiently smooth, i.e. it belongs to $H^1$. Taking the particular choice $u_d = w$ effectively corresponds to a no-slip condition, other conditions are possible [38]. We note that although the geometry of $\Omega(t)$ is determined entirely by the normal component of $w$ on $\partial \Omega(t)$, when considering the no-slip condition the tangential component of $w$ will affect the solution $u$. This is exemplified by the Taylor–Couette flow between two concentric cylinders [50].

We now introduce the problem we wish to study:

**Problem 1.1.** Given $\hat{f}$, $\hat{u}_0$, and $V$, find velocity field $\hat{u}$ and pressure field $p$ such that
\begin{align}
\hat{u}_t + (V \cdot \nabla) \hat{u} - \Delta \hat{u} + \nabla p &= \hat{f} \quad \text{in } \cup_{t \in (0, T)} \{t\} \times \Omega(t), \quad (3) \\
\text{div } \hat{u} &= 0 \quad \text{in } \cup_{t \in (0, T)} \{t\} \times \Omega(t), \quad (4) \\
\hat{u} &= u_d \quad \text{on } \cup_{t \in (0, T)} \{t\} \times \partial \Omega(t), \quad (5) \\
\hat{u}_{|t=0} &= \hat{u}_0 \quad \text{on } \{0\} \times \Omega(0). \quad (6)
\end{align}

In order to obtain zero Dirichlet boundary conditions, we consider $u := \hat{u} - u_d$, the above problem then becomes:

**Problem 1.2.** Given $\hat{f}$, $\hat{u}_0$, and $V$ find velocity field $u$ and pressure field $p$ such that
\begin{align}
u_t + (V \cdot \nabla) u - \Delta u + \nabla p &= \hat{f} - (u_d)_t - (V \cdot \nabla) u_d + \Delta u_d \quad \text{in } \cup_{t \in (0, T)} \{t\} \times \Omega(t), \quad (7) \\
\text{div } u &= 0 \quad \text{in } \cup_{t \in (0, T)} \{t\} \times \Omega(t), \quad (8) \\
\quad u &= 0 \quad \text{on } \cup_{t \in (0, T)} \{t\} \times \partial \Omega(t), \quad (9) \\
\quad u_{|t=0} = u_0 := \hat{u}_0 - u_d|_{t=0} &= \hat{u}_0 \quad \text{on } \{0\} \times \Omega(0). \quad (10)
\end{align}

Our goal in this article is to apply, where possible, the methods of [3] to this system by considering the certain time-dependent Bochner spaces along with an appropriate transformation.

**1.2. Outline**

The structure of the paper is the following. We begin in Section 2.1 by giving the conditions we require on the movement of our domain and briefly introducing the flow transformation of the domain. This is followed
by the construction of the evolving space structure in Section 2.2. More precisely, we introduce divergence free function spaces and the so-called Piola transformation which has the property of preserving the divergence-free structure. Based on this setting and the approach from [3], in Section 2.3 we define time-dependent Bochner spaces and material derivative (Sect. 2.4), which are exploited in Section 2.5 for the definition of the solution space. Existence and uniqueness, in a suitably weak sense, of Problem 1.1 are proved in Section 3. We state and derive time discretisation strategy for Problem 1.1 in Section 4 for which we also prove convergence.

2. INCOMPRESSIBLE FUNCTION SPACES ON MOVING DOMAINS

2.1. Assumptions on the evolution of the domain

We now outline some requirements we have on the initial domain and domain velocity \(w\), these conditions are used in order to properly define the evolving Hilbert space structures which we will use. The conditions we require for \(V\) are deferred until Assumption 3.2. We will henceforth fix \(D \subset \mathbb{R}^d\) a bounded open domain, \(\Omega_0\) open and compactly contained in \(D\) with \(C^2\) boundary, and \(w: D \to \mathbb{R}^d\).

**Assumption 2.1.** Assume that there is \(k \geq 2\) such that \(w \in C^1((0, T]; C^k_c(D; \mathbb{R}^d))\) with compact support in space. Also assume that \(\text{div} w = 0\) in \([0, T] \times D\).

We now define the transformation induced by \(w\).

**Definition 2.2.** Let \(\Phi: [0, T] \times D \to D\) be the solution of the ODE

\[
\frac{d}{dt} \Phi(t, \cdot) = w(t, \Phi(t, \cdot)) \quad \text{in } D, \quad \text{for } t \in (0, T),
\]

\[
\Phi(0, \cdot) = \text{Id}_D \quad \text{in } D.
\]

We write \(\Phi_t := \Phi(t, \cdot)\).

The fact that this \(\Phi\) exists is a standard result in the theory of ODEs, see [27] for example.

**Lemma 2.3.** The map \(\Phi: [0, T] \times D \to D\) exists, is unique and is a \(C^k\)-diffeomorphism.

We now use this flow map to define our moving domain.

**Definition 2.4.** We define the family of moving domains \(\{\Omega(t)\}_{t \in [0, T]}\) by \(\Omega(t) := \Phi_t(\Omega_0)\), the image of \(\Omega_0\) under \(\Phi_t\) for each \(t \in [0, T]\).

We now have the following properties of the family \(\{\Omega(t)\}_{t \in (0, T)}\).

**Lemma 2.5.** It holds that \(\Omega(0) = \Omega_0\). For each \(t \in [0, T]\), \(\Omega(t) \subset D\) and has \(C^2\) boundary. Finally, \(\text{det}(D\Phi_t) = 1\) in \(\Omega_0\) for all \(t \in [0, T]\).

**Proof.** First note that since \(\Phi_t = \text{Id}_D\), we have that \(\Omega(0) = \Omega_0\). The fact that \(\Omega(t) \subset D\) follows from the \(w\) having compact support in \(D\). Furthermore, since \(\Phi_t\) is a \(C^2\)-diffeomorphism, \(\partial \Omega(t)\) is \(C^2\). Finally, utilising \(\text{div} w = 0\) and \(\Phi_0 = \text{Id}_D\), one has \(\text{det}(D\Phi_t) = 1\). For further details, see Proposition 1.4 of [35]. \(\Box\)

2.2. Evolving function spaces and compatibility

We begin by defining function spaces of interest.

**Definition 2.6.** Let

\[
\mathcal{V} := \{u \in H^1_0(\Omega_0; \mathbb{R}^d) : \text{div} u = 0\},
\]

\[
\mathcal{H} := \{u \in L^2(\Omega_0; \mathbb{R}^d) : u \text{ is weakly divergence free}\},
\]
where we say \( u \in H^{-1}(\Omega_0; \mathbb{R}^d) \) is weakly divergence free if
\[
\langle u, \nabla q \rangle_{H^{-1}, H^1} = 0 \quad \forall q \in C_0^2(\Omega_0; \mathbb{R}).
\] (15)

We will equip \( \mathcal{V} \) with the \( H^1(\Omega_0) \) inner product, and \( \mathcal{H} \) with the \( L^2(\Omega_0) \) inner product:
\[
(u, v)_{H^1} = \int_{\Omega_0} Du : Dv + u \cdot v, \quad (u, v)_{L^2} = \int_{\Omega_0} u \cdot v.
\] (16)

The time-dependent spaces are, for each \( t \in [0, T] \),
\[
V(t) := \{ \tilde{u} \in H^1_0(\Omega(t); \mathbb{R}^d) : \text{div} \tilde{u} = 0 \},
\] (17)
\[
H(t) := \{ \tilde{u} \in L^2(\Omega(t); \mathbb{R}^d) : \tilde{u} \text{ is weakly divergence free} \},
\] (18)
where we say for \( \tilde{u} \in H^1(\Omega(t); \mathbb{R}^d) \), is weakly divergence free if
\[
\langle \tilde{u}, \nabla \tilde{q} \rangle_{H^{-1}, H^1} = 0 \quad \forall \tilde{q} \in C_0^2(\Omega(t); \mathbb{R}).
\] (19)

We will equip \( V(t) \) with the \( H^1(\Omega(t)) \) inner product, and \( H(t) \) with the \( L^2(\Omega(t)) \) inner product:
\[
(\tilde{u}, \tilde{v})_{H^1} := \int_{\Omega(t)} D\tilde{u} : D\tilde{v} + \tilde{u} \cdot \tilde{v}, \quad (\tilde{u}, \tilde{v})_{L^2} := \int_{\Omega(t)} \tilde{u} \cdot \tilde{v}.
\] (20)

Throughout, on inner-product spaces, we will use the induced norms \( \|u\|_X = \sqrt{(u, u)_X} \). In the above, we have dropped the domain and codomain for the spaces which appear in the subscripts to avoid cumbersome notation, this will be done whenever it is clear as to which is the appropriate domain.

It is clear that these spaces are Hilbert with their inner products. We also have that
\[
V(t) \subset H(t) \cong H(t)^* \subset V^*(t)
\] (21)
is a Gelfand triple for every \( t \in [0, T] \). The evolving family of Hilbert spaces that we will consider are \( \{V(t)\}_{t \in (0, T)} \) and \( \{H(t)\}_{t \in (0, T)} \). In this setting, we make use of the characterisation of the dual space \((\mathcal{H}, \mathcal{V})\) (20).

We will repeatedly use the fact that \( V(t) \subset H^1_0(\Omega(t); \mathbb{R}^d) \), \( H(t) \subset L^2(\Omega(t); \mathbb{R}^d) \), and \( V^*(t) \subset H^{-1}(\Omega(t); \mathbb{R}^d) \).

We now define a family of maps which will transform functions on \( \Omega_0 \) to functions on \( \Omega(t) \).

**Definition 2.7** (Piola transform). For each \( t \in [0, T] \), the linear map \( \phi_t : L^2(\Omega_0; \mathbb{R}^d) \rightarrow L^2(\Omega(t); \mathbb{R}^d) \) is defined by
\[
\phi_t u := (D\Phi_t u) \circ \Phi_t^{-1}
\] (23)
for \( u \in L^2(\Omega_0; \mathbb{R}^d) \). Similarly define the family of linear maps \( (\phi_{-t})_{t \in [0, T]} : L^2(\Omega(t); \mathbb{R}^d) \rightarrow L^2(\Omega_0; \mathbb{R}^d) \) by
\[
\phi_{-t} \tilde{u} := D\Phi_t^{-1}(\tilde{u} \circ \Phi_t)
\] (24)
for \( \tilde{u} \in L^2(\Omega(t); \mathbb{R}^d) \), for each \( t \in [0, T] \).

Notice that this transformation is different to the plain pull-back considered in [3, 4], which is induced by the given diffeomorphism of the domains. The reason for using this map is that we want to ensure that the transformation takes divergence free functions to divergence free functions. This transformation is known as the (contravariant) Piola transform in the particular case that \( \text{det}(D\Phi_t) \) is spatially constant, for more details see [45], for example. With this definition in mind and the appropriate regularity of \( \Phi_t \), courtesy of Lemma 2.3, we give the result that \( \phi_t \) and \( \phi_{-t} \) preserve the divergence of the functions they are applied to.
Lemma 2.8. For each $t \in (0, T)$, let $u \in C^1(\Omega_0; \mathbb{R}^d)$, it holds that
\[
\operatorname{div}(\phi_t u) = (\operatorname{div} u) \circ \Phi_t^{-1},
\] (25)
in addition, for $\tilde{u} \in C^1(\Omega(t) : \mathbb{R}^d)$ it also holds that
\[
\operatorname{div}(\phi_{-t} \tilde{u}) = (\operatorname{div} \tilde{u}) \circ \Phi_t.
\] (26)

This result may be found in e.g. [45] and makes use of Jacobi’s formula for the derivative of a determinant. For completeness, we provide the proof in Appendix A.

We now state that $\phi_t$ and $\phi_{-t}$ are defined in appropriate norms, the proof of which is also in Appendix A.

Lemma 2.9. For any $t \in (0, T)$, there are constants $C_1, C_2, C_3, C_4 > 0$ independent of $t$ such that
\[
\|\phi_t u\|_{H^1(\Omega(t))} \leq C_1 \|u\|_{H^1(\Omega_0)} \quad \forall u \in H^1(\Omega_0; \mathbb{R}^d),
\] (27)
\[
\|\phi_t u\|_{L^2(\Omega(t))} \leq C_2 \|u\|_{L^2(\Omega_0)} \quad \forall u \in L^2(\Omega_0; \mathbb{R}^d),
\] (28)
\[
\|\phi_{-t} \tilde{u}\|_{H^1(\Omega_0)} \leq C_3 \|	ilde{u}\|_{H^1(\Omega(t))} \quad \forall \tilde{u} \in H^1(\Omega(t); \mathbb{R}^d),
\] (29)
\[
\|\phi_{-t} \tilde{u}\|_{L^2(\Omega_0)} \leq C_4 \|	ilde{u}\|_{L^2(\Omega(t))} \quad \forall \tilde{u} \in L^2(\Omega(t); \mathbb{R}^d).
\] (30)

We now define the dual operators to $\phi_t$ and $\phi_{-t}$, this will allow us to appropriately define the extension of $\phi_t$ to $H^{-1}(\Omega_0; \mathbb{R}^d)$, similarly for $\phi_{-t}$ to $H^{-1}(\Omega(t); \mathbb{R}^d)$.

Definition 2.10. For each $t \in [0, T]$, we define the linear maps $\phi_t^* : L^2(\Omega(t); \mathbb{R}^d) \to L^2(\Omega_0; \mathbb{R}^d)$ and $\phi_{-t}^* : L^2(\Omega_0; \mathbb{R}^d) \to L^2(\Omega(t); \mathbb{R}^d)$ by
\[
\phi_t^* \tilde{u} := \text{div} (\Phi_t u \circ \Phi_t),
\] (31)
\[
\phi_{-t}^* u := (\text{div} \tilde{u} \circ \Phi_t) \circ \Phi_t^{-1},
\] (32)
for $\tilde{u} \in L^2(\Omega(t); \mathbb{R}^d)$ and $u \in L^2(\Omega_0; \mathbb{R}^d)$.

These maps are known as the covariant Piola transforms [45]. In future appearances of composition with maps, we will relax the number of brackets to avoid an excessive number in a single expression e.g. for (24), we will write $\text{div} (\Phi_t^{-1} \tilde{u} \circ \Phi_t)$ It is always the case that only the final term should be composed with the map (with brackets).

Remark 2.11.

- By a minor modification to the proof of Lemma 2.9, it follows that the maps $\phi_t^*$ and $\phi_{-t}^*$ are bounded.
- It is also possible to see that $\phi_t^*$ is dual to $\phi_t$ in the following sense: for $u \in L^2(\Omega_0)$, $\tilde{\eta} \in L^2(\Omega(t))$, we calculate, utilising that $\det(D\Phi_t) = 1$,
\[
(\phi_t u, \tilde{\eta})_{L^2} = \int_{\Omega(t)} \phi_t u \cdot \tilde{\eta} = \int_{\Omega(t)} (D\Phi_t u) \circ \Phi_t^{-1} \cdot \tilde{\eta} = \int_{\Omega_0} u \cdot D\Phi_t^T \tilde{\eta} \circ \Phi_t = \int_{\Omega_0} u \cdot \phi_t^* \tilde{\eta} = (u, \phi_t^* \tilde{\eta})_{L^2}.
\] (33)

We may do a similar calculation for $\phi_{-t}^*$ and $\phi_{-t}$ and $\tilde{u} \in L^2(\Omega(t))$ and $\eta \in L^2(\Omega_0)$,
\[
(\phi_{-t} \tilde{u}, \eta)_{L^2} = \int_{\Omega_0} \phi_{-t} \tilde{u} \cdot \eta = \int_{\Omega_0} D\Phi_{-t}^{-1} \tilde{u} \circ \Phi_t \cdot \eta = \int_{\Omega(t)} \tilde{u} \cdot (D\Phi_{-t}^T \eta) \circ \Phi_t^{-1} = \int_{\Omega(t)} \tilde{u} \cdot \phi_{-t}^* \eta = (\tilde{u}, \phi_{-t}^* \eta)_{L^2}.
\] (34)
An immediate consequence of this remark is that the maps $\phi_t$ and $\phi_{-t}$ may be extended to distributions via duality.

**Definition 2.12.** For each $t \in [0, T]$, we define the map $\phi_t: H^{-1}(\Omega_0; \mathbb{R}^d) \to H^{-1}(\Omega(t); \mathbb{R}^d)$ by: for $u \in H^{-1}(\Omega_0; \mathbb{R}^d)$, let $\phi_t u$ to be the unique element $g \in H^{-1}(\Omega(t); \mathbb{R}^d)$ such that
\[
\langle g, v \rangle_{H^{-1}, H^1} = \langle u, \phi_t^* v \rangle_{H^{-1}, H^1}, \quad \forall v \in H^1_0(\Omega(t); \mathbb{R}^d).
\] (35)

For each $t \in [0, T]$, we define the map $\phi_{-t}: H^{-1}(\Omega(t); \mathbb{R}^d) \to H^{-1}(\Omega_0; \mathbb{R}^d)$ by: for $\tilde{u} \in H^{-1}(\Omega(t); \mathbb{R}^d)$, we define $\phi_{-t} \tilde{u}$ to be the unique element $\tilde{g} \in H^{-1}(\Omega_0; \mathbb{R}^d)$ such that
\[
\langle \tilde{g}, \tilde{v} \rangle_{H^{-1}, H^1} = \langle \tilde{u}, \phi_{-t}^* \tilde{v} \rangle_{H^{-1}, H^1}, \quad \forall \tilde{v} \in H^1_0(\Omega_0; \mathbb{R}^d).
\] (36)

Notice that, by the calculations in (33) and (34), this is seen to be an extension of $\phi_t$ and $\phi_{-t}$ as defined on $L^2(\Omega_0)$ and $L^2(\Omega(t))$ respectively. The unique elements $g$ and $\tilde{g}$ exist by applications of the Riesz representation theorem. We comment that this definition of the maps between elements of $H^{-1}(\Omega(t); \mathbb{R}^d)$ and $H^{-1}(\Omega_0; \mathbb{R}^d)$ are in the same spirit of [3]. However, the maps are considered differently due to the way we wish to characterise our spaces; in particular the fact that we wish for our $V^*$ spaces to be divergence free $H^{-1}$ spaces, rather than the abstract dual of the $V$ spaces, which will be larger than $H^{-1}$.

**Lemma 2.13.** For $u \in V^*$, it holds that $\phi_t u \in V^*(t)$ and for $\tilde{u} \in V^*(t)$ it holds that $\phi_{-t} \tilde{u} \in V^*$.

**Proof.** The result follows by seeing that when $\eta \in C_0^2(\Omega_0)$, $\nabla(\eta \circ \Phi_{-1}) = \phi_{-1}^* \nabla \eta$, therefore
\[
\langle \phi_{-t} \tilde{u}, \nabla \eta \rangle_{H^{-1}, H^1} = \langle \tilde{u}, \phi_{-1}^* \nabla \eta \rangle_{H^{-1}, H^1} = \langle \tilde{u}, \nabla(\eta \circ \Phi_{-1}) \rangle_{H^{-1}, H^1} = 0,
\] (37)
since $\tilde{u}$ is weakly divergence free and $\eta \circ \Phi_{-1} \in C_0^2(\Omega(t))$. The converse direction follows through the same idea. \hfill \square

**Lemma 2.14.** For any $t \in [0, T]$, there are $C_1, C_2 > 0$ independent of $t$ such that
\[
\|\phi_t u\|_{H^{-1}(\Omega(t))} \leq C_1 \|u\|_{H^{-1}(\Omega_0)}, \quad \forall u \in H^{-1}(\Omega_0; \mathbb{R}^d),
\] (38)
\[
\|\phi_{-t} \tilde{u}\|_{H^{-1}(\Omega_0)} \leq C_2 \|\tilde{u}\|_{H^{-1}(\Omega(t))}, \quad \forall \tilde{u} \in H^{-1}(\Omega(t); \mathbb{R}^d).
\] (39)

**Proof.** This is a consequence of using the dual norm, the boundedness of $\phi_t^*$ and $\phi_{-t}^*$ and that the transformation is given by duality. \hfill \square

We now define what it means for our moving spaces to be *compatible* in the sense of [3].

**Definition 2.15.** A pair $(X, (\phi_t))$ is compatible if and only if the following holds:
- for every $t \in [0, T]$, $X(t)$ is a real separable Hilbert space and the map $\phi_t : X_0 \to X(t)$ is a linear homeomorphism such that $\phi_0$ is the identity;
- there exists a constant $C_X$ independent of $t$ such that
\[
\|\phi_t u\|_{X(t)} \leq C_X \|u\|_{X_0}, \quad \forall u \in X_0
\] (40)
\[
\|\phi_{-t} u\|_{X_0} \leq C_X \|u\|_{X(t)}, \quad \forall u \in X(t)
\] (41)

where $\phi_{-t}: X(t) \to X_0$ is the inverse of $\phi_t$;
- the map $t \mapsto \|\phi_t u\|_{X(t)}$ is continuous for all $u \in X_0$.

**Proposition 2.16.** The pairs $(H^1, \phi)$, $(L^2, \phi)$, and $(H^{-1}, \phi)$ are compatible pairs.

The proof of this follows as in the following result.
Proposition 2.17. The pairs \((V^*, \phi), (H, \phi)\) and \((V, \phi)\) are compatible.

Proof. It is standard to verify that \(V^*(t), H(t)\) and \(V(t)\) are real and separable. They are Hilbert spaces as closed subspaces of Hilbert space. Further it is seen that \(\phi_0\) is the identity since \(\Phi_0\) is defined to be the identity map, then the derivative of the identity map is the identity matrix. The bounds are shown in Lemmas 2.9 and 2.14.

In order to show continuity of the map \(t \mapsto (\|\phi_t v\|_{H(t)}, \|\phi_t v\|_{V(t)})\) for any \(u \in H\) and \(v \in V\), inspection of the formulae in the proof of Lemma 2.9 suffices, noting that all of the terms are assumed to be continuous in \(t\). To show continuity of the dual norm, we make use of the following explicit definition of the dual norm:

\[
\|\phi_t v\|_{H^{-1}} = \sup_{\xi} \frac{\langle \phi_t v, \phi_t \xi \rangle}{\|\phi_t \xi\|_{H^1}}. \tag{42}
\]

Let us choose \(\xi_t \in H^1(\Omega_0; \mathbb{R}^d)\) such that \(\xi_t \neq 0\) and \(\|\phi_t \xi_t\|_{H^{-1}} = \|\phi_t \xi_t\|_{H^{-1}} = 1\). It then holds that \(\|\phi_t v\|_{H^{-1}} \geq \|\phi_t \xi_t\|_{H^{-1}}^{-1} \langle \phi_t v, \phi_t \xi_t \rangle\). Furthermore,

\[
\|\phi_t v\|_{H^{-1}} - \|\phi_s \xi_t\|_{H^{-1}} \leq \langle v, \phi_t^* \phi_t \xi_t - \phi_s^* \phi_s \xi_t \rangle \|\phi_t \xi_t\|_{H^{-1}} + \langle v, \phi_s^* \phi_s \xi_t \rangle \left(\frac{1}{\|\phi_t \xi_t\|_{H^1}} - \frac{1}{\|\phi_s \xi_t\|_{H^1}}\right). \tag{43}
\]

From the regularity of \(\Phi\), the form of \(\phi_t^* \phi_t\), and the previously stated continuity of \(t \mapsto \|\phi_t \xi_t\|_{H^{-1}}\), it follows that the right hand side of (43) tends to zero as \(s \to t\). By repeating the same argument exchanging \(s\) and \(t\), it holds that \(t \mapsto \|\phi_t v\|_{H^{-1}}\) is continuous. \(\square\)

2.3. Time-dependent Bochner spaces

We now define the time-dependent Bochner spaces which will be of use for well-posedness. The following definition may be found in [3].

Definition 2.18. Let \(X(t)\) be a family of Hilbert spaces and \(\phi_t\) a family of maps which has extension onto \(X(t)^*\). Furthermore, let

\[
L^2_X := \{ u : [0, T] \to \bigcup_t X(t) \times \{t\}, t \mapsto (u(t), t) \mid \phi_{-\langle \cdot, \cdot \rangle} \mathcal{P}(\cdot) \in L^2(0, T; X_0) \}, \tag{44}
\]

\[
L^2_{X^*} := \{ f : [0, T] \to \bigcup_t X^*(t) \times \{t\}, t \mapsto (f(t), g(t)) \mid \phi_{-\langle \cdot, \cdot \rangle} \mathcal{P}(\cdot) \in L^2(0, T; X_0^*) \}, \tag{45}
\]

with inner products

\[
(u, v)_{L^2_X} := \int_0^T (u(t), v(t))_{X(t)} dt \tag{46}
\]

\[
(f, g)_{L^2_{X^*}} := \int_0^T (f(t), g(t))_{X^*(t)} dt \tag{47}
\]

In the above definition, at each \(t \in (0, T)\), \(u(t) = (\tilde{u}(t), t)\) where \(\tilde{u}(t)\) is an element of \(X(t)\) for almost every \(t\). We will identify \(u(t)\) with \(\tilde{u}(t)\) for convenience. We note that our definition of \(L^2_X\) does not use the map \(\phi_t^*\) as appears in the corresponding definition of [3]. We are instead using the map \(\phi_t\) as in Definition 2.12.

From Proposition 2.16 it follows that \(L^2_{H^1}, L^2_{L^2}, \) and \(L^2_{H^{-1}}\) are Hilbert spaces with the associated inner products, and that \(L^2_{H^1} \subset L^2_{L^2} \subset L^2_{H^{-1}}\) is a Gelfand triple. Similarly, from Proposition 2.17, the same conclusion follows for \(L^2_X \subset L^2_{H^1} \subset L^2_{H^{-1}}\). We note that \((L^2_X)^*\) is identified with \(L^2_{X^*}\), for further properties of these spaces, we refer the reader to [3].
2.4. Strong and weak material derivative

Since the domain is changing in time, it is necessary to consider the so-called material derivative, which takes into account not only the change in time of the function but the change in time of the domain. Recall first the definition of the strong material derivative as it appears in Definition 2.20 of [3].

**Definition 2.19.** Let \((X, \phi)\) be a compatible pair, for \(\xi \in C^0_X := C^0(0, T; X)\), we say \(\xi \in C^1_X := C^1(0, T; X)\) if the strong material derivative

\[
\dot{\xi}(t) := \phi_t \left( \frac{d}{dt}(\phi_{-t}\xi(t)) \right),
\]

exists with \(\dot{\xi} \in C^0_X\).

We choose to use the notation \(\dot{\cdot}\) to emphasise the contribution of \(\phi_t\) to the material derivative and further differentiate it from the standard material derivative.

Now we compute the strong material derivative induced by the Piola transformation given by \(\phi_t\). Note that this is different than the standard material derivative \(\partial^*\) induced by the plain pull-back transformation. For convenience, let us observe, by the definition of \(\dot{\cdot}\), and the product rule:

\[
\dot{\xi} = \left( \frac{d}{dt}(\xi \circ \Phi_t) \right) \circ \Phi_{-t} + \left( D\Phi_t \frac{d}{dt}(D\Phi_t^{-1}) \right) \circ \Phi_{-t}^{-1} \xi = \partial_w^* \xi + \left( D\Phi_t \frac{d}{dt}(D\Phi_t^{-1}) \right) \circ \Phi_{-t}^{-1} \xi. \tag{49}
\]

It is a standard case that, if we seek a solution to Problem 1.1 in \(C^1_t\), there might not be a solution. Essentially, it might be too much to ask for existence of a strong material derivative. For this reason we define the weak derivative as done in Section 2.4 of [3]. The main idea of the weak derivative is to use the transport theorem ([17], Thm. 5.1), which describes how the inner product on the pivot space varies in time. One has the following version of the Transport theorem.

**Theorem 2.20.** Let \(u, v \in C^1_H\), then

\[
\frac{d}{dt}(u(t), v(t)) = \left( \dot{\xi} \cdot v \right)_{L^2} + \left( u \cdot \dot{\xi} \right)_{L^2} + \lambda(t; u(t), v(t)), \tag{50}
\]

where \(\lambda(t; \cdot, \cdot): L^2(\Omega(t); \mathbb{R}^d) \times L^2(\Omega(t); \mathbb{R}^d) \to \mathbb{R}\) is a bounded bilinear form given by

\[
\lambda(t; u(t), v(t)) := \int_{\Omega(t)} u(t) \cdot \left( D\Phi_t^{-T} \frac{d}{dt}(D\Phi_t^T D\Phi_t^{-1}) \right) \circ \Phi_{-t}^{-1} v(t). \tag{51}
\]

**Proof.** Using that \(\det(D\Phi_t) = 1\), it holds that

\[
\frac{d}{dt} \int_{\Omega(t)} u(t) \cdot v(t) = \frac{d}{dt} \int_{\Omega_0} (u \circ \Phi_t) \cdot (v \circ \Phi_t) \det(D\Phi_t) = \frac{d}{dt} \int_{\Omega_0} (D\Phi_t \phi_{-t} u) \cdot (D\Phi_t \phi_{-t} v) \tag{52}
\]

\[
= \int_{\Omega_0} D\Phi_t \frac{d}{dt} \phi_{-t} u \cdot (D\Phi_t \phi_{-t} v) + (D\Phi_t \phi_{-t} u) \cdot D\Phi_t \frac{d}{dt} \phi_{-t} v \tag{53}
\]

\[
= \int_{\Omega(t)} \dot{\xi} \cdot v + u \cdot \dot{\xi} + u \cdot \left( D\Phi_t^{-T} \frac{d}{dt}(D\Phi_t^T D\Phi_t^{-1}) \right) \circ \Phi_{-t}^{-1} v. \tag{54}
\]

Boundedness of \(\lambda\) follows from inspection and the assumed regularity of \(\Phi\). \(\square\)
Before we give the definition for a weak derivative, we define the test functions.

**Definition 2.21.** We define the space $D(0, T)$ to be given by

$$D(0, T) := \left\{ u : [0, T] \rightarrow \bigcup_{t \in [0, T]} H^1_0(\Omega(t); \mathbb{R}^d) \times \{t\}, t \mapsto (v, t) : \phi_{(-)} v(\cdot) \in C^0(0, T; H^1_0(\Omega_0; \mathbb{R}^d)) \right\}. \tag{55}$$

The following definition of the weak material derivative is similar to that which appears in Definition 2.28 of [3].

**Definition 2.22.** For $u \in L^2_H$, the function $g \in L^2_{H-1}$ is called the weak material derivative of $u$ if it holds

$$\int_0^T \langle g(t), \eta(t) \rangle_{H^{-1}, H^1} = -\int_0^T \left( u(t), \frac{\partial}{\partial t} \eta(t) \right)_{L^2} - \int_0^T \lambda(t; u(t), \eta(t)), \tag{56}$$

for all $\eta \in D(0, T)$. We write $\partial^*_w u = g$.

Let us note that the operators $\partial^*_w$ and $\partial^*_\phi$ are defined independently, with $\phi$ and $w$ being different objects.

We are also abusing notation that $\partial^*_w$ is used for both a strong and weak material derivative.

In the definition we have given, when one takes the restriction $u \in L^2_V$, it is not immediate that $\partial^*_w u$ is in $L^2_V$. For strongly differentiable functions, one may consider the following formal calculation:

$$\text{div } \hat{u} = \text{div} \left( \phi_{(-)} \frac{d}{dt} (\phi_{(-)} u) \right) = \left( \frac{d}{dt} (\phi_{(-)} u) \right) \circ \Phi_t^{-1} \tag{57}$$

which makes use of Lemma 2.8, that $\text{div } u = 0$ and using regularity to commute $\text{div}$ and $\frac{d}{dt}$. The following lemma verifies this result for weakly differentiable functions.

**Lemma 2.23.** Let $\partial^*_w u$ be the weak derivative of $u \in L^2_V$, then it holds that $\partial^*_w u \in L^2_V$.

**Proof.** It is immediate that $\partial^*_w u$ lies in $L^2_{H-1}$, in order to show that $\partial^*_w u$ is in $L^2_V$, we are required to show that it is weakly divergence free. More precisely, we are required to show

$$\int_0^T \langle \partial^*_w u, \nabla q \rangle_{H^{-1}, H^1} = 0 \tag{58}$$

for all appropriately smooth $q$ with $\nabla q \in D(0, T)$. By the definition of weak derivative (56) we have that

$$\int_0^T \langle \partial^*_w u, \nabla q \rangle_{H^{-1}, H^1} = -\int_0^T \left( u(t), (\nabla q)(t) \right)_{L^2(\Omega(t); \mathbb{R}^d)} - \int_0^T \lambda(t; u(t), \nabla q(t)). \tag{59}$$

It is convenient to calculate $\lambda(t; u(t), \nabla q(t))$,

$$\lambda(t; u(t), \nabla q(t)) = \int_{\Omega(t)} u \cdot \left( D\Phi_t^{-T} \frac{d}{dt} (D\Phi_t^T D\Phi_t) D\Phi_t^{-1} \right) \circ \Phi_t^{-1} \nabla q$$

$$= \int_{\Omega(t)} u \cdot \left( D\Phi_t^{-T} \frac{d}{dt} (D\Phi_t^T) + \frac{d}{dt} (D\Phi_t) D\Phi_t^{-1} \right) \circ \Phi_t^{-1} \nabla q. \tag{60}$$
We also calculate \( \nabla q \) to compare,
\[
\nabla q = \left( D\Phi_t \frac{d}{dt} (D\Phi_t^{-1} ((\nabla q) \circ \Phi_t)) \right) \circ \Phi_t^{-1} = \left( \frac{d}{dt} ((\nabla q) \circ \Phi_t) \right) \circ \Phi_t^{-1} - \left( \frac{d}{dt} (D\Phi_t) D\Phi_t^{-1} \right) \circ \Phi_t^{-1} \nabla q, \tag{61}
\]
we see that the contribution of the second term of the above will cancel out the contribution of the second term of the final equality in (60). We now calculate, for the remaining contribution of (61)
\[
\frac{d}{dt} ((\nabla q) \circ \Phi_t) \circ \Phi_t^{-1} = \left( \frac{d}{dt} (D\Phi_t^{-T} \nabla (q \circ \Phi_t)) \right) \circ \Phi_t^{-1} = \left( \frac{d}{dt} (D\Phi_t^{-T}) \nabla (q \circ \Phi_t) + D\Phi_t^{-T} \frac{d}{dt} \nabla (q \circ \Phi_t) \right) \circ \Phi_t^{-1} = \left( \frac{d}{dt} (D\Phi_t^{-T}) D\Phi_t^{-T} \nabla q + D\Phi_t^{-T} \frac{d}{dt} \nabla (q \circ \Phi_t) \right) \circ \Phi_t^{-1}. \tag{62}
\]
We see the contribution of the first term in the final equality of the above will cancel out with the first term of (60). We are now left to handle the remaining term,
\[
\left( D\Phi_t^{-T} \frac{d}{dt} \nabla (q \circ \Phi_t) \right) \circ \Phi_t^{-1} = \left( D\Phi_t^{-T} \frac{d}{dt} (q \circ \Phi_t) \right) \circ \Phi_t^{-1} = \nabla \left( \left( \frac{d}{dt} (q \circ \Phi_t) \right) \circ \Phi_t^{-1} \right), \tag{63}
\]
where we are able to exchange the order of \( \frac{d}{dt} \) and \( \nabla \) by the smoothness of \( q \circ \Phi_t \) and we have made use of the fact that \( \nabla (f \circ \Phi_t^{-1}) = (D\Phi_t^{-T} \nabla f) \circ \Phi_t^{-1} \). We have therefore shown that
\[
\int_0^T (\partial^\diamond u \cdot \nabla q)_{H^{-1},H^1} - \int_0^T \left( u(t), \nabla \left( \left( \frac{d}{dt} (q \circ \Phi_t) \right) \circ \Phi_t^{-1} \right) \right)_{L^2}, \tag{64}
\]
which vanishes, since \( u(t) \) is divergence free for \( a.e. \ t \in (0,T) \) in the sense of (19).

\[\square\]

### 2.5. Solution space

Having the concept of Gelfand triple of evolving Hilbert spaces and weak material derivative, we can now define the solution space, following the general concept presented in Section 2.5 of [3].

**Definition 2.24** (Solution space). The solution space is defined by
\[
W(V,V^*) := \{ u \in L^2_{V} : \partial^\diamond u \in L^2_{V^*} \}, \tag{65}
\]
and it is endowed with the inner product
\[
(u,v)_{W(V,V^*)} := \int_0^T (u(t),v(t))_{H^1} + \int_0^T (\partial^\diamond u(t),\partial^\diamond v(t))_{H^{-1}}. \tag{66}
\]
In order to prove properties of the solution space, we will connect it with the standard Sobolev-Bochner space on the fixed domain, which is defined by
\[
\mathcal{W}(V,V^*) := \{ v \in L^2(0,T;V) : v' \in L^2(0,T;V^*) \}, \tag{67}
\]
where the weak derivative \( v' \) of \( v \) is defined by
\[
\int_0^T \langle v',\eta \rangle_{H^{-1},H^1} = -\int_0^T \left( u, \frac{d}{dt} \eta \right)_{L^2}, \quad \forall \eta \in C^1(0,T;H_0^1(\Omega_0;\mathbb{R}^d)). \tag{68}
\]
Furthermore, it is possible to calculate
\[ \int_0^T \int_{\Omega_0} \phi_{-t} \tilde{u} \cdot \frac{d}{dt} \eta \]
and show it is appropriately bounded. We have, from the weak differentiability of \( \tilde{u} \), that
\[ \int_0^T \langle \partial_t^\# \tilde{u}, \phi_{-t}^* \eta \rangle_{H^{-1}, H^1} = - \int_0^T \int_{\Omega(t)} \tilde{u} \cdot (\phi_{-t}^* \eta) - \int_0^T \lambda(t; \tilde{u}, \phi_{-t}^* \eta). \]  

From the definition of \( \phi_{-t}^* \) and the product rule on the derivative \( \frac{d}{dt} \), we have that
\[ (\phi_{-t}^* \eta) = D\Phi_t^{-T} \circ \Phi_t^{-1} \left( \frac{d}{dt} \eta \right) \circ \Phi_t^{-1} + (D\Phi_t^{-T} \circ \Phi_t^{-1}) \eta \circ \Phi_t^{-1}, \]
where we calculate
\[ (D\Phi_t^{-T} \circ \Phi_t^{-1}) \eta \circ \Phi_t^{-1} = \left( D\Phi_t \left( D\Phi_t^{-1} D\Phi_t^{-T} \right) D\Phi_t^T \right) \circ \Phi_t^{-1} \phi_{-t}^* \eta. \]

Furthermore, it is possible to calculate
\[ D\Phi_t \frac{d}{dt} (D\Phi_t^{-1}) = - \frac{d}{dt} (D\Phi_t) D\Phi_t^{-1}, \]
from this, one may see that
\[ D\Phi_t \frac{d}{dt} (D\Phi_t^{-1} D\Phi_t^{-T} \right) D\Phi_t^T = - D\Phi_t^{-T} \frac{d}{dt} (D\Phi_t^T D\Phi_t) D\Phi_t^{-1}, \]
which we notice is negative the integrand of \( \lambda(\cdot, \cdot, \cdot) \). Making use of this in (72), one has that
\[ \int_0^T \langle \partial_t^\# \tilde{u}, \phi_{-t}^* \eta \rangle_{H^{-1}, H^1} = - \int_0^T \int_{\Omega(t)} \tilde{u} \cdot D\Phi_t^{-T} \circ \Phi_t^{-1} \left( \frac{d}{dt} \eta \right) \circ \Phi_t^{-1} \]
\[ = - \int_0^T \int_{\Omega_0} \phi_{-t} \tilde{u} \cdot \frac{d}{dt} \eta, \]
which shows, by recalling the definition of weak derivative on a stationary domain (68), that \( \phi_{-t} u \) has a weak derivative. In particular, for a.e. \( t \), the weak derivative exists as an element of \( V^* \) and is given by
\[
(\phi_{-t} u)' = \phi_{-t} \partial^*_\phi u.
\] (78)
This has shown that \( (\phi_{-t} u)' \) exists in \( L^2(0, t; V') \), and the formula (78) demonstrates that there is \( C > 0 \) such that
\[
\|\phi_{-t}(\cdot)\|_{W(V, V^*)} \leq C\|\tilde{u}\|_{W(V, V^*)}.
\] (79)
Now we let \( u \in W(V, V^*) \) and want to show \( \phi_{t} u(\cdot) \in W(V, V^*) \). By Proposition 2.17, it follows that \( \phi_{t} u(\cdot) \in L^2_T \). Now, our goal is to show that \( \partial^*_\phi(\phi_t u) \) exists as a weak derivative in \( L^2_T \).

For test functions \( \eta \in D(0, T) \), we have that
\[
\int_0^T \left( \phi_t u, \eta^\phi \right)_{H(t)} = \int_0^T \int_{\Omega(t)} (D\Phi_t u) \circ \Phi_t^{-1} \cdot \left( D\Phi_t \frac{d}{dt} (D\Phi_t^{-1} \eta \circ \Phi_t) \right) \circ \Phi_t^{-1}
\]
\[
= \int_0^T \int_{\Omega_0} u \cdot \left( D\Phi_t^T D\Phi_t \frac{d}{dt} (D\Phi_t^{-1} \eta \circ \Phi_t) \right).
\] (80)
As in the previous part of this proof, we wish to transform the above so that it is \( u \) multiplied against the derivative of something times \( \eta \circ \Phi_t \). This is done in order to utilise that \( u \) has a weak derivative on the stationary domain. In light of this, it is convenient to note that
\[
\frac{d}{dt} (D\Phi_t^T \eta \circ \Phi_t) = D\Phi_t^T D\Phi_t \frac{d}{dt} (D\Phi_t^{-1} \eta \circ \Phi_t) + \frac{d}{dt} (D\Phi_t^T D\Phi_t) D\Phi_t^{-1} \eta \circ \Phi_t,
\] (81)
which is a consequence of the product rule. Combining (80) and (81), one has that
\[
\int_0^T \left( \phi_t u, \eta^\phi \right)_{H(t)} = \int_0^T \int_{\Omega_0} u \cdot \left( \frac{d}{dt} (D\Phi_t^T \eta \circ \Phi_t) - \frac{d}{dt} (D\Phi_t^T D\Phi_t) D\Phi_t^{-1} \eta \circ \Phi_t \right).
\] (82)
Applying the definition of the weak derivative on a stationary domain (68) with test function \( D\Phi_t^T \eta \circ \Phi_t \), one has
\[
\int_0^T \left( \phi_t u, \eta^\phi \right)_{H(t)} = -\int_0^T \langle u', (D\Phi_t^T \eta \circ \Phi_t) \rangle_{H^{-1}, H^1} - \int_0^T \int_{\Omega_0} u \cdot \frac{d}{dt} (D\Phi_t^T D\Phi_t) D\Phi_t^{-1} \eta \circ \Phi_t
\]
\[
= -\int_0^T \langle u', (D\Phi_t^T \eta \circ \Phi_t) \rangle_{H^{-1}, H^1} - \int_0^T \lambda(t; \phi_t u, \eta)
\] (83)
where we have used that \( \phi_{t}^* \eta := D\Phi_t^T \eta \circ \Phi_t \). Therefore, by recalling the definition of a weak derivative (56), one may conclude that for a.e. \( t \), as an element of \( V^*(t) \),
\[
\partial^*_\phi(\phi_t u) = \phi_t(u').
\] (84)
This has shown that \( \partial^*_\phi(\phi_t u) \) exists in \( L^2_T \), and the formula (84) demonstrates that there is \( C > 0 \) such that
\[
\|\phi_t u(\cdot)\|_{W(V, V^*)} \leq C\|u\|_{W(V, V^*)}.
\] (85)

**Remark 2.26.** We note that the above proof is very different to the result which appears in the abstract work of [3], however the result still shows a moving space equivalence. In the abstract setting of [3], the transformations satisfy the condition that \( T_t := \phi_t^* \phi_t \) takes \( \mathcal{H} \) to \( \mathcal{H} \). This is not the case with the definition of \( \phi_{t}^* \) which appears in this work. The transformations considered by Alphonse et al. [4] which are applications of the theory of [3] are “orthogonal” in the sense that \( \phi_{t}^* = \phi_{-t} \). In the present setting, one could potentially change the definition of \( \phi_{t}^* \) to achieve \( \phi_{t}^* \phi_t: \mathcal{H} \to \mathcal{H} \), however one may then lose the ability to write down a meaningful interpretation of \( \phi_{t}^* \).
An immediate corollary of Proposition 2.25 is the following.

**Corollary 2.27.** The solution space $W(V, V^*)$ with inner product (66) is a Hilbert space.

Furthermore, by application of Lemma 2.35 of [3] we have:

**Lemma 2.28.** The embedding $W(V, V^*) \subset C^0_H$ holds, that is, for any $t \in (0, T)$ and $u \in W(V, V^*)$ the map $t \mapsto u(t)$ is well defined.

This lemma also allows us to define the linear subspace

$$W_0(V, V^*) := \{ u \in W(V, V^*) : u(0) = 0 \},$$

which is also a Hilbert space.

Analogously to this section, one may define the space $W(H^1, H^{-1})$ and prove the same results. Due to the analytical simplicity of using a reduced velocity formulation, this space will not make an appearance until Section 3.1 where we will consider the saddle point formulation.

### 3. Well-posedness Result

Now that the variational evolving space framework has been set up, following the general setting presented in Section 4 of [3], we are able to prove well-posedness by a straightforward application of the Banach–Nečas–Babuška Theorem. The operator formulation of the problem we consider may be given as

$$L\partial_t^* u + Au + \Lambda u = f \text{ in } L^2_V,$$

$$u(0) = u_0 \in \mathcal{H},$$

where $L : L^2_{H^{-1}} \to L^2_{H^{-1}}$ and $A, \Lambda : L^2_{H^1} \to L^2_{H^{-1}}$. We compare (P) and Problem 1.2 to see that for each $t \in (0, T)$ and any $v \in W(V, V^*)$,

$$L : = \text{Id}_{L^2_{H^{-1}}}.$$

In the above, we have made use of the characterisation of $(\cdot)$ noted in (49) which may be transferred to the weak setting. Notice that $A$ has been removed from $A$, this is so that we may keep our notation and calculations as similar to [1] as possible. With these operators in mind, we give the definition of the following bilinear forms.

**Definition 3.1.** For each $t \in (0, T)$ we define the duality pairing

$$l(t; \cdot, \cdot) := (\cdot, \cdot)_{H^{-1}} : H^{-1}(\Omega(t); \mathbb{R}^d) \times H^1_0(\Omega(t); \mathbb{R}^d) \to \mathbb{R},$$

and the bilinear forms

$$b(t; \cdot, \cdot) : H^1(\Omega(t); \mathbb{R}^d) \times H^1(\Omega(t); \mathbb{R}^d) \to \mathbb{R},$$

$$a(t; \cdot, \cdot) : H^1(\Omega(t); \mathbb{R}^d) \times H^1(\Omega(t); \mathbb{R}^d) \to \mathbb{R},$$

by

$$b(t; u, v) := (u, v)_{H^1} - (u, v)_{L^2} + ((V - w) \cdot \nabla u) v_{L^2} \quad \forall u, v \in H^1(\Omega(t); \mathbb{R}^d)$$

$$a(t; u, v) := b(t; u, v) - \left( \frac{d}{dt} (D\Phi^{-1}_t)(\cdot) \circ \Phi^{-1}_t u, v \right)_{L^2} - \lambda(t; u, v) \quad \forall u, v \in H^1(\Omega(t); \mathbb{R}^d)$$

where we also recall the definition for $\lambda(t; \cdot, \cdot)$ as given in (51).
Notice that \((u, v)_{H^1} - (u, v)_{L^2} = \int_{\Omega(t)} Du : Dv\).

We now require some assumptions on \(V\) to show appropriate properties of the bilinear forms \(a\) and \(b\) for the well-posedness of our system.

**Assumption 3.2.** Assume that \(V\) satisfies one of the following:

- \(V \circ \Phi(\cdot) \in L^\infty(0, T; L^p(\Omega_0))\), where \(p \geq d\) and \(\text{div} V = 0\) weakly;
- \(V \circ \Phi(\cdot) \in L^\infty(0, T; L^\infty(\Omega_0))\).

These conditions are required to show the final point of the following proposition, which gives the properties on the bilinear forms. It is worth mentioning that the edge case \(V = w\) satisfies this assumption as does, for \(d = 2\), the case \(V = u\), where \(u\) is the solution to our parabolic problem. This case may be of interest when considering a moving domain Navier–Stokes problem.

**Proposition 3.3.** The bilinear forms \(a\), \(b\), \(\lambda\), and \(l\) satisfy the following conditions:

1. The maps

   \[
   t \mapsto b(t; u(t), v(t)) \quad \forall u, v \in L^2_{H^1},
   \]

   \[
   t \mapsto a(t; u(t), v(t)) \quad \forall u, v \in L^2_{H^1},
   \]

   \[
   t \mapsto \lambda(t; u(t), v(t)) \quad \forall u, v \in L^2_{L^2},
   \]

   \[
   t \mapsto l(t; u(t), v(t)) \quad \forall (u, v) \in L^2_{H-1} \times L^2_{H^1}
   \]

   are measurable.

2. The bilinear forms \(a\), \(b\), \(\lambda\), and \(l\) are bounded uniformly in \(t\).

3. There is \(C_1, C_2 > 0\) such that for any \(t \in (0, T)\), \(u \in H^1(\Omega(t); \mathbb{R}^d)\),

   \[
   b(t, u, u) \geq C_1 \|u\|_{H^1}^2 - C_2 \|u\|_{L^2}^2.
   \]

4. There is \(C_1, C_2 > 0\) such that for any \(t \in (0, T)\), \(u \in H^1(\Omega(t); \mathbb{R}^d)\),

   \[
   a(t, u, u) \geq C_1 \|u\|_{H^1}^2 - C_2 \|u\|_{L^2}^2.
   \]

**Proof. Part 1.** Since \(t \mapsto u(t), v(t)\) are measurable functions, the measurability of the bilinear forms \(b(t; u(t), v(t))\) and \(l(t; u(t), v(t))\) follows directly from their definitions and properties of measurable functions. Furthermore, the measurability of \(t \mapsto \lambda(t; u(t), v(t))\), can be proved in an analogous way as presented in Lemma 2.26 of [3], which directly implies the measurability of the \(a(t; u(t), v(t))\).

**Part 2.** The boundedness of \(l\) follows from inspection. For the boundedness of \(\lambda\), one appeals to the fact that \(\Phi_t\) is regular in time and space. In order to see that \(b\) and \(a\) are bounded, it is enough to prove boundedness of the term \(((V - w) \cdot \nabla)u \cdot v\). For this, it is sufficient to only consider the contribution due to \(V\) since we are assuming \(w\) to be regular in space and time. The minimal assumption in Assumption 3.2 is that \(V \circ \Phi(\cdot) \in L^\infty(0, T; L^p(\Omega_0))\) for \(p \geq d\), therefore

\[
\int_{\Omega(t)} (V(t) \cdot \nabla)u \cdot v \leq \|V(t)\|_{L^p} \|u\|_{H^1} \|v\|_{L^{p^*}},
\]

where \(\frac{1}{p} + \frac{1}{p^*} = \frac{1}{2}\) and \(p \geq d\). By Sobolev embedding, we see that there is \(C > 0\) such that

\[
\|v\|_{L^{p^*}} \leq C\|v\|_{H^1},
\]

which shows boundedness of \(b\) and \(a\).
Part 3. For the weaker coercivity condition (97), we first note that \( \text{div } w = 0 \) implies that \( ((w \cdot \nabla)u, u)_{L^2} = 0 \), by an integration by parts argument and \( u_{|\partial\Omega(t)} = 0 \). Hence the difficulty is again focused on \( V \). We consider the two cases of Assumption 3.2 separately. If \( \text{div } V = 0 \), the same integration by parts argument shows that \( (((V - w) \cdot \nabla)u, u)_{H^1} = 0 \), from which the result follows trivially with \( C_1 = C_2 = 1 \). In the case that \( \text{div } V \neq 0 \) we use the bound

\[
\left| \int_{\Omega(t)} (V(t) \cdot \nabla)u \cdot u \right| \leq \|V(t)\|_{L^\infty} \|u\|_{H^1} \|u\|_{L^2} \leq \frac{1}{2} \|u\|_{H^1}^2 + \frac{1}{2} \|V(t)\|_{L^\infty}^2 \|u\|_{L^2}^2
\]

to obtain the result with constants

\[
C_1 = \frac{1}{2} \quad \text{and} \quad C_2 = 1 + \frac{1}{2} \|V(t)\|_{L^\infty}.
\]  

(99)

Part 4. Finally, weaker coercivity of \( a \) follows from weaker coercivity of \( b \) and the fact that regularity of \( \Phi_i \) in space and time provides a bound for the difference

\[
|a(t; u, u) - b(t; u, u)| \leq C\|u\|_{L^2}^2
\]

(100)

with some \( \Phi \)-dependent constant \( C > 0 \).

\[\Box\]

With the bilinear forms defined and their properties given, we may state the abstract problem we wish to solve.

Problem 3.4. Given \( f \in L^2_V \), \( u_0 \in \mathcal{H} \), find \( u \in W(V, V^*) \) such that \( u_{|t=0} = u_0 \)

\[
\int_0^T l(t; \partial_t u, v(t)) + a(t; u(t), v(t)) + \lambda(t; u(t), v(t)) \, dt = \langle f, v \rangle_{L^2_{H^{-1}}, L^2_{H^1}} \quad \forall v \in L^2_V.
\]  

(101)

Remark 3.5. Notice that in the above formulation, other than the data \( f, V, \) and \( w \), there is minimal time dependence. Assuming appropriate smoothness, one may reformulate (101) using (49) into

\[
\int_0^T l(t; \partial_t u, v(t)) + a(t; u(t), v(t)) + b(t; u(t), v(t)) \, dt = \langle f, v \rangle_{L^2_{H^{-1}}, L^2_{H^1}} \quad \forall v \in L^2_V,
\]

which particularly emphasises the time dependence, or lack thereof. This form, however, is theoretically less convenient as it need not hold \( \partial_t u \in L^2_V \), in this setting. This particular form may be more useful for a mixed formulation, whereby one may only be interested in \( \partial_t u \in L^2_{H^{-1}} \).

A standard method is to seek this \( u \) such that it has decomposition:

\[
u(t) = \tilde{u}(t) + \tilde{y}(t),
\]

(102)

where \( \tilde{u} \in W_0(V, V^*) \) and \( \tilde{y} = \phi \langle \cdot, y \rangle \), for \( y \in W(V, V^*) \) with \( y(0) = u(0) \), which may potentially be chosen as the solution of an appropriate PDE, say a parabolic Stokes equation on \( \Omega_0 \). It may be seen that, after relabelling, it sufficient to seek \( u \in W_0(V, V^*) \).

Problem 3.6. Given \( f \in L^2_V \), \( u_0 \in \mathcal{H} \), find \( u \in W_0(V, V^*) \) such that

\[
\int_0^T l(t; \partial_t u(t), v(t)) + a(t; u(t), v(t)) + \lambda(t; u(t), v(t)) \, dt = \langle \tilde{f}, v \rangle_{L^2_{H^{-1}}, L^2_{H^1}} \quad \forall v \in L^2_V,
\]  

(103)

where

\[
\langle \tilde{f}, v \rangle_{L^2_{H^{-1}}, L^2_{H^1}} := \langle f, v \rangle_{L^2_{H^{-1}}, L^2_{H^1}} - \int_0^T \left( l(t; \partial_t \tilde{y}(t), v(t)) + a(t; \tilde{y}(t), v(t)) + \lambda(t; \tilde{y}(t), v(t)) \right) \, dt.
\]  

(104)
Our well-posedness, as in [3], follows from an application of the Banach–Nečas–Babuška theorem. The abstract theorem is given as:

**Theorem 3.7** (Banach–Nečas–Babuška theorem). Let $X$ be a Banach space and $Y$ be a reflexive Banach space. Let $B : X \times Y \to \mathbb{R}$ a bounded bilinear form and $F \in Y^*$. Then there is a unique $u_F \in X$ such that

$$B(u_F, v) = F(v) \quad \text{for all } v \in Y$$

if and only if

$$\exists C > 0 : \forall u \in X, \sup_{v \in Y} \frac{B(u, v)}{\|v\|_Y} \geq C\|u\|_X,$$

$$\forall v \in Y, \ (\forall u \in X, B(u, v) = 0) \implies v = 0. \quad (107)$$

A proof of this may be found in [21]. We note that Problem 3.6 is of the form (105) for the bilinear form $B : X \times Y \to \mathbb{R}$ defined by

$$B(u, v) := \int_0^T l(t; \partial_\theta^* u(t), v(t)) + a(t; u(t), v(t)) + \lambda(t; u(t), v(t)) \ dt \quad (108)$$

on the spaces $X = W_0^1(\Omega, V^*)$ and $Y = L^2_T$ and the right hand side $F = \tilde{f}$. Notice that showing well-posedness of of the problem now amounts in summarising that Proposition 3.3 guarantees (106) and (107) and thus the applicability of the abstract theorem.

**Theorem 3.8.** There is a unique solution to Problem 3.4.

**Proof.** We apply Theorem 3.7 to Problem 3.6 with $X, Y, B : X \times Y \to \mathbb{R}$, and $F$ as given above. To this end it is sufficient to show the inf-sup-type condition (106), the dual injectivity condition (107), and $F \in Y^*$.

Thanks to the properties of the bilinear forms shown in Proposition 3.3, conditions (106) and (107) follow directly from Lemmas 4.3 and 4.4 in [3], respectively, where a slightly different notation (operators instead of bilinear forms) is used.

Finally, one may verify that $\tilde{f} \in L^2_T$, since $\tilde{y}$, which appears in (102) satisfies $\tilde{y} \in W(\Omega, V^*)$. This gives us the $\tilde{u} \in W_0^1(\Omega, V^*)$, thus by (102), we recover $u \in W(\Omega, V^*)$ with $u(0) = u_0$. \hfill $\Box$

This has given the existence of a weak solution to the parabolic Oseen equation in a moving domain in a reduced velocity formulation.

### 3.1. Recovering a solution to the saddle point formulation

In the above analysis, we considered a reduced velocity formulation of a parabolic Oseen equation. It is then natural to ask if there is a solution to the formulation with pressure. For convenience, let us define the pressure space

$$L^2_{L^2_0} := \left\{ q : [0, T] \to \bigcup_{t \in [0, T]} L^2(\Omega(t)) \times \{t\} : q(\cdot) \circ \Phi_\gamma(\cdot) \in L^2((0, T); L^2(\Omega_0)), \int_{\Omega(\cdot)} q(\cdot) = 0 \ a.e. \right\}. \quad (109)$$

The answer to this question is given in the following corollary to Theorem 3.8.

**Corollary 3.9.** Let $u_0 \in \mathcal{H}$ and $f \in L^2_0(\Omega_0)$, and let $L^2_0(\Omega_0)$. Then there exist unique $(u, p)$ such that $u \in W(H^1, H^{-1})$, $p \in L^2_{L^2_0}$, $u|_{t=0} = u_0$, and

$$\int_0^T l(t; \partial_\theta^* u(t), v(t)) + a(t; u(t), v(t)) + \lambda(t; u(t), v(t)) + \int_{\Omega(t)} p(t) \text{div } v(t) \ dt = \langle f, v \rangle_{L^2_{H^{-1}}} \ L^2_{H^1}. \quad (110)$$
\[
\int_0^T \int_{\Omega(t)} q(t) \text{div} u(t) = 0
\] (111)

for all \( v \in L^2_{H_0^1} \) and for all \( q \) such that \( q \circ \Phi_t \in L^2(0,T; L^2_0(\Omega_0)) \). In particular, \( u \) is a solution to Problem 3.4.

The proof of the result follows almost identically to the proof of Theorem 5.1 in [57], where one must make appropriate changes for the fact our domain moves. An outline of the proof relies on taking the solution are certainly of interest, making use of unfitted meshes [11,56].

We now provide a justification for this proposed discretisation. For our system, we suggest the following time update step. For \( n \geq 0 \), let \( t_n = n\tau \) for some \( \tau > 0 \). Given \( u^n \in V(t_n) \), find \( u^{n+1} \in V(t_{n+1}) \) such that

\[
\int_{\Omega(t_{n+1})} u^{n+1} \cdot \eta + \tau \nabla u^{n+1} : \nabla \eta + \tau ((V - w)(t_{n+1}) \cdot \nabla)u^{n+1} \cdot \eta \\
= \int_{\Omega(t_n)} u^n \cdot (\eta \circ \Phi_{t_{n+1}}^{-1} \circ \Phi_{t_n}^{-1}) + \tau \int_{\Omega(t_{n+1})} f \cdot \eta
\] (113)

for all \( \eta \in V(t_{n+1}) \).

**Remark 4.1.** Despite the inconvenient terms involving \( D\Phi_t \) and derivatives which appear in the weak problem, Problem 3.4, we see that this discretisation has the form of a “standard” moving domain discretisation. That is to say the time discretisation we present appears to be the time discretisation one might propose from looking at (2). Let us note that the discretisation we provide is first order. Higher order discretisations are certainly possible, these could use higher order finite difference schemes, or even Discontinuous Galerkin strategies. However such schemes may or may not require the inclusion of the aforementioned inconvenient terms involving \( D\Phi_t \).

We now provide a justification for this proposed discretisation.

### 4.1. Derivation of discretisation

We recall the explicit form of Problem 3.4 for sufficiently smooth data \( f \),

\[
\int_0^T \int_{\Omega(t)} \partial_s u \cdot \eta - (D\Phi_t(D\Phi_t^{-1})) \circ \Phi_t^{-1} u \cdot \eta + \nabla u : \nabla \eta + ((V - w) \cdot \nabla)u \cdot \eta = \int_0^T \int_{\Omega(t)} f \eta
\]
for any $\eta \in L^2_\Omega$. Let us assume that $u$ is sufficiently smooth so that $\partial_t^\ast u = \dot{u}$. Using the transport formula from Theorem 2.20 and rewriting $\lambda$ using the chain rule yields

$$\frac{d}{dt} \int_{\Omega(t)} u \cdot \eta = \int_{\Omega(t)} \dot{u} \cdot \eta + u \cdot \dot{\eta} - \left( D\Phi_t(D\Phi_t^{-1}) \right) \circ \Phi_t^{-1} u \cdot \eta - u \cdot \left( D\Phi(D\Phi_t^{-1}) \right) \circ \Phi_t^{-1} \eta.$$  

Choosing $\eta$ to satisfy $\dot{\eta} = 0$, one arrives at

$$\frac{d}{dt} \int_{\Omega(t)} u \cdot \eta + \int_{\Omega(t)} u \cdot \left( D\Phi_t(D\Phi_t^{-1}) \right) \circ \Phi_t^{-1} \eta + \nabla u : \nabla \eta + ((V - w) \cdot \nabla) u \cdot \eta = \int_{\Omega(t)} f \cdot \eta$$

for almost every $t \in (0, T)$. We will now approximate the time derivatives which appear in (114). It is standard to approximate the time derivative of the inner product as:

$$\frac{d}{dt} \int_{\Omega(t)} u \cdot \eta \approx \frac{1}{\tau} \left( \int_{\Omega(t_{n+1})} u(t_{n+1}) \cdot \eta(t_{n+1}) - \int_{\Omega(t_n)} u(t_n) \cdot \eta(t_n) \right).$$

Notice that in (114) we have the time derivative of $D\Phi_t^{-1}$. This term could be included as is, providing a different discretisation to (113), however if one were to work with an unknown $w$, hence unknown $\Phi$, it may not be convenient to directly use $(D\Phi_t^{-1})'$, so discretisation may be appropriate. Here, we use a first order approximation $D\Phi_t(D\Phi_t^{-1})' = (D\Phi_t)'D\Phi_t^{-1} \approx -\frac{1}{\tau}(D\Phi_{t_{n+1}}D\Phi_{t_n}^{-1} - I)$, therefore

$$\int_{\Omega(t)} u \cdot \left( D\Phi_t(D\Phi_t^{-1})' \right) \circ \Phi_t^{-1} \eta \approx \frac{1}{\tau} \int_{\Omega(t_n)} u(t_n) \cdot \eta(t_n) - u(t_{n+1}) \cdot (D\Phi_{t_{n+1}}D\Phi_{t_n}^{-1}) \circ \Phi_{t_n}^{-1} \eta(t_n),$$

where the first term of this will cancel with the second term from the time derivative of the integral.

It is also convenient to calculate what $\eta(t_n)$ is in terms of $\eta(t_{n+1})$ under the relationship that $\eta(t) = \phi_t \eta_0$ for some given $\eta_0 \in V(0)$,

$$\eta(t_n) = \phi_{t_n} \phi_{-t_{n+1}} \eta(t_{n+1}) = \left( D\Phi_{t_n}D\Phi_{t_{n+1}}^{-1} \eta(t_{n+1}) \circ \Phi_{t_{n+1}} \right) \circ \Phi_{t_n}^{-1}. $$

This results in

$$\left( D\Phi_{t_{n+1}}D\Phi_{t_n}^{-1} \right) \circ \Phi_{t_n}^{-1} \eta(t_n) = \eta(t_{n+1}) \circ \Phi_{t_{n+1}} \circ \Phi_{t_n}^{-1}. $$

As such, when using (115)–(117) in (114) and approximating the other terms implicitly, we arrive at the discretisation in (113).

4.1.1. Existence and uniqueness of discrete solution

It is of course necessary to demonstrate that for appropriate data, there is a solution to the discrete system. It may be seen that this is the case, as the strong form of the problem posed in (113) is given by:

$$-\Delta u^{n+1} + ((V - w)(t_{n+1}) \cdot \nabla) u^{n+1} + \frac{1}{\tau} u^{n+1} + \nabla p^{n+1} = \frac{u^n \circ \Phi_{t_n} \circ \Phi_{t_{n+1}}^{-1}}{\tau} + f(t_{n+1}) \quad \text{in } \Omega(t_{n+1})$$

$$\text{div } u^{n+1} = 0 \quad \text{in } \Omega(t_{n+1}),$$

$$u^{n+1}|_{\partial\Omega(t_{n+1})} = 0.$$  

From this form, with suitable assumptions on $V$ which will be given in Assumption 4.2, it follows that there exists a unique solution $(u^{n+1}, p^{n+1})$ to the above system.
4.1.2. Interpolation of discrete solutions

For $n \geq 0$, for $t \in (t_n, t_{n+1})$, if one is interested in the interpolation between $u^n \in V(t_n)$ and $u^{n+1} \in V(t_{n+1})$, we note that it is not necessarily appropriate to consider the standard interpolation given by $\frac{1}{t_{n+1} - t_n} \left( u^{n+1} \circ \Phi_{t_{n+1}}(t - t_n) + u^n \circ \Phi_{t_n}(t_{n+1} - t) \right) \circ \Phi_{-t} \not\in V(t)$. Instead, one should consider $\frac{1}{t_{n+1} - t_n} \phi_t(\phi_{-t_{n+1}} u^{n+1}(t - t_n) + \phi_{-t_n} u^n(t_{n+1} - t)) \in V(t)$.

4.2. Proof of convergence of discretisation

We now prove, under certain regularity assumptions that the above discretisation will converge as $\tau \to 0$. Due to the moving space framework, this essentially boils down to calculating the error for an ODE.

Recall that $\dot{u} - (D\Phi_t(D\Phi_t^{-1})') \circ \Phi_t^{-1} u = \partial_w^* u$. We will use this to make the calculations somewhat shorter. It is convenient to use the following alternate formulation of the continuous equation:

$$\int_{\Omega(t)} \partial_w^* u \cdot \eta + \nabla u : \nabla \eta + ((V - w) \cdot \nabla) u \cdot \eta = \int_{\Omega(t)} f \cdot \eta$$

(122)

for $\eta \in V(t)$ for a.e. $t \in (0, T)$.

**Assumption 4.2.** We assume that $f$ is continuous in time and $L^2$ in space; $V$ satisfies either $V \circ \Phi(\cdot) \in C(0, T; L^p(\Omega_\delta))$ with $\text{div} V = 0$ for $p \geq d$ or $V \circ \Phi(\cdot) \in C(0, T; L^\infty(\Omega_\delta))$; $u$, the solution to Problem 3.6 satisfies $u \in C^2_\delta$; Equation (122) holds for every $t \in (0, T)$.

We note that the assumptions made on $f$ and $V$ are not expected to be sufficient to ensure the assumptions required on the solution $u$.

Furthermore we assume that the solution is sufficiently smooth to guarantee consistency with order $r > 0$ of the backward Euler method in the sense that its pullback by $\dot{u}(t) = u(t) \circ \Phi_t$ satisfies

$$\left\| \dot{u}(t + \tau) - \dot{u}(t) - \tau \frac{d \dot{u}}{dt}(t + \tau) \right\|_{L^2(\Omega(t))} \leq C(\tau)^{r+1}. \quad (123)$$

This can e.g. be shown with order $r = 1$ if $\dot{u}$ is $C^2(0, T; L^\infty(\Omega_\delta))$. For later reference we note that the time derivative of the pullback is given by the pullback of the material derivative, that is

$$\frac{d}{dt} \dot{u}(t) = \left( \frac{d}{dt} u(t) + \nabla u(t) \cdot w(t) \right) \circ \Phi_t = \partial_w^* u(t) \circ \Phi_t. \quad (124)$$

Thus the assumed consistency estimate can be written as

$$\left\| u(t_{n+1}) - u(t_n) \circ \Phi_{t_n} \circ \Phi_{t_{n+1}}^{-1} - \tau \partial_w^* u(t_{n+1}) \right\|_{L^2(\Omega(t_{n+1}))} \leq C(\tau)^{r+1}, \quad (125)$$

where we have again utilised that $\text{det}(D\Phi_t) \equiv 1$.

We will also assume that $\tau$ is sufficiently small.

**Theorem 4.3.** Let $u \in W(V, V^*)$ be the solution to Problem 3.4, let $\{u^n\}_{n \geq 1}$ be the solutions to the discrete system (113) with the same initial data. Under the assumption that (123) holds with $r \in (0, 1]$ and the conditions of Assumption 4.2 it holds that there is $C > 0$ independent of $\tau$ such that for each $n \geq 0$ with $\tau n < T$,

$$\left\| u^{n+1} - u(t_{n+1}) \right\|_{L^2(\Omega(t_{n+1}))}^2 + \tau \left\| \nabla (u^{n+1} - u(t_{n+1})) \right\|_{L^2(\Omega(t_{n+1}))}^2 \leq C \tau^{2r}. \quad (126)$$

Before we prove this statement, let us note that this result follows exactly the same argumentation as if one were using a discretisation based on the saddle point formulation, rather than the reduced velocity formulation provided. This is due to the lack of spatial discretisation, whereby in full discretisations, one may not have exactly divergence free velocity fields.
Proof. We aim to estimate the quantities \( \|u^{n+1} - u(t_{n+1})\|_{L^2} \) and \( \|\nabla(u^{n+1} - u(t_{n+1}))\|_{L^2} \). For convenience, let us write \( e_n := u^n - u(t_n) \) and \( \|\cdot\|_n = \|\cdot\|_{L^2(\Omega(t_n))} \). In the following we will make use of the fact that \( \|v\|_n = \|v \circ \Phi_n\|_{L^2(\Omega(t_n))} \). In Proposition 3.3, we have that there are constants \( \alpha, \beta > 0 \) such that

\[
\alpha \int_{\Omega(t_{n+1})} |\nabla e_n|^2 \leq \int_{\Omega(t_{n+1})} \left( |\nabla e_n|^2 + (V - w)(t_{n+1}) \cdot \nabla e_n \right) + \beta \int_{\Omega(t_{n+1})} e_n^2
\]

for all \( \eta \in H^1(\Omega(t_{n+1}); \mathbb{R}^d) \). The estimate (126) follows from the assumptions on \( V \) made in Assumption 4.2.

In order to estimate \( \|e_n\|_{n+1} \) and \( \|\nabla e_n\|_{n+1+1} \), it is convenient to define \( I \) as

\[
I := \|e_n\|_{n+1}^2 + \alpha \tau \|\nabla e_n\|_{n+1}^2 = \int_{\Omega(t_{n+1})} e_n^2 + \alpha \tau \int_{\Omega(t_{n+1})} |\nabla e_n|^2.
\]

We use this weaker coercivity (126) with \( \eta = e_n \) to estimate \( I \), we also rearrange the products into a form which will be convenient

\[
I \leq \int_{\Omega(t_{n+1})} u^{n+1} \cdot e_n + \tau \int_{\Omega(t_{n+1})} \nabla u^{n+1} : \nabla e_n + \tau \int_{\Omega(t_{n+1})} ((V - w)(t_{n+1}) \cdot \nabla)u^{n+1} \cdot e_n +
\]

\[
- \int_{\Omega(t_{n+1})} u(t_{n+1}) \cdot e_n - \tau \int_{\Omega(t_{n+1})} \nabla u(t_{n+1}) : \nabla e_n +
\]

\[
- \tau \int_{\Omega(t_{n+1})} ((V - w)(t_{n+1}) \cdot \nabla)u(t_{n+1}) \cdot e_n + \tau \beta \int_{\Omega(t_{n+1})} e_n^2.
\]

We use the discrete equation (113) with test function \( e_n \in V(t_{n+1}) \) to see that

\[
I \leq \int_{\Omega(t_{n+1})} u^n \cdot e_n + \Phi(t_{n+1}) \circ \Phi(t_{n+1}^{-1}) + 
\]

\[
\int_{\Omega(t_{n+1})} f^{n+1} \cdot e_n - \int_{\Omega(t_{n+1})} u(t_{n+1}) \cdot e_n +
\]

\[
- \tau \int_{\Omega(t_{n+1})} \nabla u(t_{n+1}) : \nabla e_n - \tau \int_{\Omega(t_{n+1})} ((V - w)(t_{n+1}) \cdot \nabla)u(t_{n+1}) \cdot e_n + \tau \beta \int_{\Omega(t_{n+1})} e_n^2.
\]

Using the assumption that the continuous equation (122) holds for every \( t \in (0, T) \), we test with \( e_n \in V(t_{n+1}) \) to see that

\[
I \leq \int_{\Omega(t_{n+1})} u^n \cdot e_n + \Phi(t_{n+1}) \circ \Phi(t_{n+1}^{-1}) + 
\]

\[
\int_{\Omega(t_{n+1})} f^{n+1} \cdot e_n - \int_{\Omega(t_{n+1})} u(t_{n+1}) \cdot e_n +
\]

\[
+ \tau \int_{\Omega(t_{n+1})} \partial w u(t_{n+1}) \cdot e_n + \tau \int_{\Omega(t_{n+1})} f^{n+1} \cdot e_n + \tau \beta \int_{\Omega(t_{n+1})} e_n^2.
\]

We now collect terms to get

\[
I \leq \int_{\Omega(t_{n+1})} u^n \cdot e_n + \Phi(t_{n+1}) \circ \Phi(t_{n+1}^{-1}) - 
\]

\[
\int_{\Omega(t_{n+1})} u(t_{n+1}) \cdot e_n + \tau \beta \int_{\Omega(t_{n+1})} e_n^2.
\]

Adding and subtracting the term \( \int_{\Omega_0} u(t_n) \cdot \Phi(t_n) \) and using the Cauchy–Schwarz inequality and the consistency error bound we get

\[
I \leq \|e_n\|_n \|e_{n+1}\|_{n+1} + C(u) \gamma + \|e_{n+1}\|_{n+1} + \tau \beta \|e_{n+1}\|^2_{n+1}.
\]

From now on we assume that \( \tau \) is sufficiently small, such that \( 0 < \gamma \leq 1 - \tau \beta \) holds true for some fixed \( \gamma > 0 \), independent of \( \tau \) and denote \( \gamma = (1 - \tau \beta)^{-1} \leq \gamma_0 \) for convenience. Then, by subtracting the last term from the previous estimate and inserting \( I \) we arrive at

\[
(1 - \tau \beta)\|e_{n+1}\|^2_{n+1} + \tau \alpha \|\nabla e_{n+1}\|^2_{n+1} \leq (\|e_n\|_n + C(u) \gamma) \|e_{n+1}\|_{n+1}.
\]
and by dropping the $\nabla e_{n+1}$ term and dividing by $(1 - \tau \beta)\|e_{n+1}\|_{n+1}$ at

$$
\|e_{n+1}\|_{n+1} \leq \gamma \|e_n\|_n + \gamma C(u) \tau^{r+1}.
$$

(134)

Using this estimate recursively together with $\|e_0\|_0 = 0$ yields

$$
\|e_n\|_n \leq \tau^{r+1} C(u) \sum_{k=1}^{n} \gamma k \leq \tau^{r} C(u)(n\tau) \exp((n\tau)\beta \gamma) = \tau^{r} C(u) T_n \exp(t_n / \beta \gamma)
$$

(135)

$$
\leq \tau^{r} C(u) T \exp(T \beta \gamma).
$$

Here we made use of the elementary estimate

$$
\sum_{k=1}^{n} \gamma k \leq n \gamma n \leq n \exp(\gamma - 1)^n = n \exp(n(\gamma - 1)).
$$

(136)

and $\gamma - 1 = \tau \beta \gamma$. Inserting (135) into (133) and bounding $t_n$ and $\gamma$ by $T$ and $\gamma_0$, respectively, we finally get

$$
\|e_n\|_n^2 + \tau \|\nabla e_n\|_n^2 \leq \tau^{2r} C(u, T, \alpha, \beta, \gamma_0).
$$

(137)

Corollary 4.4. Under the assumptions of the previous theorem and assuming $t \mapsto p(t, \cdot) \circ \Phi_t \in C([0, T); L_0^2(\Omega_0))$, it holds that for every $n \geq 1$ with $\tau n < T$,

$$
\|p^n - p(t_n)\|_{L_0^2} \leq C \tau^r,
$$

(138)

where $p(t_n)$ is the pressure component of the solution to the problem in Corollary 3.9 and $p^n$ is the pressure component to the solution to the discrete problem (119).

Proof. Let $e_n^u := u^n - u(t_n)$ and $e_n^p := p^n - p(t_n)$. One finds that $(e_n^u, e_n^p) \in H_0^1(\Omega(t_n); \mathbb{R}^d) \times L_0^2(\Omega(t_n))$ weakly satisfies

$$
-\Delta e_n^u + ((V - w) \cdot \nabla) e_n^u + \nabla e_n^p = \omega^* u(t_n) - \frac{u^n - u^{n-1}}{\tau} \text{ in } \Omega(t_n),
$$

(139)

$$
\text{div } e_n^u = 0 \text{ in } \Omega(t_n),
$$

(140)

$$
e_n^u |_{\partial \Omega(t_n)} = 0.
$$

(141)

Therefore the result follows by standard estimates for the above stationary Oseen equation and the estimate in (123).

5. Conclusion

In this work, we have shown the well posedness of the Oseen equation on an evolving domain, making use of an evolving space framework. It turned out that, by considering the problem in suitable evolving spaces of divergence free functions, it can essentially be treated like a parabolic problem on stationary domain. With this variational formulation, we have then derived and analysed a first-order time-discretisation.

Regarding further work, uncertainty quantification would be an interesting problem to study, in particular from the application perspective [22, 53]. For example one could model the uncertainty of the initial value, or to consider the equations on random moving domains. This type of problem was already considered by one of the authors for elliptic PDEs on curved random domain [12] and for linear parabolic equations on random domains [14], where the study of a parabolic Stokes equation on a moving domain was also mentioned. In this setting, the solution of the equation is a random variable and one is interested in its expected value, for example. We expect that combining our well-posedness result on moving domains with the ideas from [14] for random domains would allow for the treatment of Oseen problems on random domains. However, this is left for future consideration.
Appendix A. Proof of Lemmas 2.8 and 2.9

Proof of Lemma 2.8. We calculate the divergence of $\phi_t u$,

$$\text{div}(\phi_t u) = \sum_{i=1}^{d} \partial_i \left( (D\Phi_t u) \circ \Phi_t^{-1} \right) = \sum_{i,j=1}^{d} \partial_i \left( (\partial_j(\Phi_t)_{ij}) \circ \Phi_t^{-1} \right)$$

$$= \sum_{i,j,k=1}^{d} \delta_i (\Phi_t^{-1})_{ik} \delta_k (\partial_j(\Phi_t)_{ij}) \circ \Phi_t^{-1} = \sum_{i,j,k=1}^{d} (D\Phi_t^{-1})_{kj} \partial_k (\partial_j(\Phi_t)_{ij}) \circ \Phi_t^{-1}$$

$$= \sum_{i,j,k=1}^{d} \left( (D\Phi_t^{-1})_{kj} (D\Phi_t)_{ij} \partial_k u_j + (D\Phi_t^{-1})_{kj} \partial_k (D\Phi_t)_{ij} u_j \right) \circ \Phi_t^{-1}$$

$$= \left( \text{div} u \right) \circ \Phi_t^{-1} + \sum_{i,j,k=1}^{d} \left( (D\Phi_t^{-1})_{kj} \partial_k (D\Phi_t)_{ij} u_j \right) \circ \Phi_t^{-1}. \quad (A.1)$$

We now wish to show that the second term of (A.1) vanishes. Recall Jacobi’s formula, which gives the derivative of a determinant of a matrix

$$\partial_j \det(D\Phi_t) = \det(D\Phi_t) \sum_{i,k=1}^{d} (D\Phi_t^{-1})_{ki} \partial_k(D\Phi_t)_{ik} = \det(D\Phi_t) \sum_{i,k=1}^{d} (D\Phi_t^{-1})_{ki} \partial_k(D\Phi_t)_{ij}. \quad (A.2)$$

Moreover, in Lemma 2.5 we show that $\det(D\Phi_t)$ is constant, therefore the derivative vanishes. Hence the second term of (A.1) vanishes. This shows that $\text{div}(\phi_t u) = (\text{div} u) \circ \Phi_t^{-1}$.

Now we calculate the divergence of $\phi_{-t} \tilde{u}$,

$$\text{div}(\phi_{-t} \tilde{u}) = \sum_{i,j=1}^{d} \delta_i \left( (D\Phi_t^{-1})_{ij} \tilde{u}_j \circ \Phi_t \right)$$

$$= \sum_{i,j=1}^{d} \left( \partial_i (D\Phi_t^{-1})_{ij} \tilde{u}_j \circ \Phi_t + \sum_{k=1}^{d} (D\Phi_t^{-1})_{ij} \partial_k (D\Phi_t)_{ik} \tilde{u}_j \circ \Phi_t \right)$$

$$= \text{div}(\tilde{u}) \circ \Phi_t + \sum_{i,j=1}^{d} \partial_i (D\Phi_t^{-1})_{ij} \tilde{u}_j \circ \Phi_t. \quad (A.3)$$

We again must deal with the extra term, the second term of (A.3). It is known that the derivative of the inverse of a matrix is given by $\partial_i (D\Phi_t^{-1}) = -(D\Phi_t)^{-1} \partial_i D\Phi_t (D\Phi_t)^{-1}$, therefore

$$\sum_{i=1}^{d} \partial_i \partial_j (D\Phi_t)_{ij} = \sum_{i,k,l=1}^{d} (D\Phi_t^{-1})_{ik} \partial_i (D\Phi_t)_{kl} (D\Phi_t^{-1})_{lj}, \quad (A.4)$$

where we again note that, by Jacobi’s formula and $\det(D\Phi_t^{-1}) = 1$, $\sum_{i,k=1}^{d} (D\Phi_t^{-1})_{ik} \partial_i (D\Phi_t)_{kl} = 0$. This has shown $\text{div}(\phi_{-t} \tilde{u}) = \text{div}(\tilde{u}) \circ \Phi_t$ and completed the result. \hfill $\square$

Proof of Lemma 2.9. Let $u \in L^2(\Omega(t); \mathbb{R}^d)$, we calculate

$$\int_{\Omega(t)} |\phi_t u|^2 = \int_{\Omega(t)} |D\Phi_t u|^2 \circ \Phi_t^{-1} = \int_{\Omega_0} |D\Phi_t u|^2 \det(D\Phi_t), \quad (A.5)$$
where we recall $\det(D\Phi_t) = 1$, therefore,

$$\|\phi_t u\|_{H(t)} \leq \|D\Phi_t\|_{L^\infty} \|u\|_{\mathcal{H}}. \quad (A.6)$$

For $\tilde{u} \in L^2(\Omega(t); \mathbb{R}^d)$, the following, almost identical calculation,

$$\int_{\Omega_0} |\phi_{-t}\tilde{u}|^2 = \int_{\Omega(t)} \|D\Phi_t^{-1} \circ \Phi_t^{-1} \tilde{u}\|^2 \leq \|D\Phi_t^{-1}\|_{L^\infty}^2 \|\tilde{u}\|^2_{H(t)}. \quad (A.7)$$

Now let $u \in H^1_0(\Omega_0; \mathbb{R}^d)$, we calculate the Dirichlet energy,

$$\int_{\Omega(t)} |D(\phi_t u)|^2 = \int_{\Omega(t)} \|D(D\Phi_t \circ \Phi_t^{-1} u \circ \Phi_t^{-1})\|^2 = \int_{\Omega_0} \|D(D\Phi_t \circ \Phi_t^{-1} u \circ \Phi_t^{-1})\|^2 \circ \Phi_t. \quad (A.8)$$

We now look at the integrand termwise,

$$\partial_i (D\Phi_t \circ \Phi_t^{-1} u \circ \Phi_t^{-1})_j \circ \Phi_t = \sum_{k=1}^d \partial_i \left( \partial_k (\Phi_t) \circ \Phi_t^{-1} \right) \circ \Phi_t$$

$$= \sum_{k,l=1}^d \partial_i (\Phi_t^{-1})_l \circ \Phi_t \partial_l (\partial_k (\Phi_t) \circ \Phi_t) \circ \Phi_t^{-1} \leq \|D(\Phi_t^{-1})\|_{L^\infty} \left( \|D^2\Phi_t\|_{L^\infty} \|u\|_{\mathcal{H}}^2 + \|D\Phi_t\|_{L^\infty}^2 \|D u\|_{L^\infty} \right). \quad (A.9)$$

Hence

$$\int_{\Omega(t)} |D(\phi_t u)|^2 \leq C \|D(\Phi_t^{-1})\|_{L^\infty}^2 \left( \|D^2\Phi_t\|_{L^\infty}^2 \|u\|_{\mathcal{H}}^2 + \|D\Phi_t\|_{L^\infty}^2 \|D u\|_{L^\infty} \right), \quad (A.10)$$

therefore,

$$\|\phi_t u\|_{V(t)}^2 \leq C \|D(\Phi_t^{-1})\|_{L^\infty}^2 \left( \|D^2\Phi_t\|_{L^\infty}^2 \|u\|_{\mathcal{H}}^2 + \|D\Phi_t\|_{L^\infty}^2 \|u\|_{V(t)}^2 \right). \quad (A.11)$$

For $\tilde{u} \in H^1(\Omega(t); \mathbb{R}^d)$,

$$\int_{\Omega_0} |D(\phi_{-t}\tilde{u})|^2 = \int_{\Omega_0} \|D(D\Phi_t^{-1} \tilde{u} \circ \Phi_t)\|^2 = \int_{\Omega(t)} \|D(D\Phi_t^{-1} \tilde{u} \circ \Phi_t)\|^2 \circ \Phi_t^{-1}. \quad (A.12)$$

Again, looking at the integrand termwise,

$$\partial_i \left( (D\Phi_t^{-1})_{jk} \tilde{u}_k \circ \Phi_t \right) \ circ \Phi_t^{-1} = \sum_{k=1}^d \partial_i \left( (D\Phi_t^{-1})_{jk} \tilde{u}_k \circ \Phi_t \right) \ circ \Phi_t^{-1}$$

$$= \sum_{k,l=1}^d \partial_i (\Phi_t^{-1})_l \circ \Phi_t \partial_l (\partial_k (\Phi_t) \circ \Phi_t^{-1}) \circ \Phi_t \leq \|D\Phi_t\|_{L^\infty} \left( \|D^2(\Phi_t^{-1})\|_{L^\infty} \|\tilde{u}\|_{\mathcal{H}} + \|D(\Phi_t^{-1})\|_{L^\infty} \|D\tilde{u}\| \right). \quad (A.13)$$

As before, this gives

$$\|\phi_{-t}\tilde{u}\|_{V} \leq C \|D\Phi_t\|_{L^\infty} \left( \|D^2(\Phi_t^{-1})\|_{L^\infty} \|\tilde{u}\|_{H(t)}^2 + \|D(\Phi_t^{-1})\|_{L^\infty} \|\tilde{u}\|_{V(t)}^2 \right). \quad (A.14)$$

\[\square\]

Acknowledgements. The authors thank Charles M. Elliott and Thomas Ranner for many insightful discussions on fluid problems in moving domains.

Funding. This research has been funded and supported by Deutsche Forschungsgemeinschaft (DFG) through the grant CRC 1114: Scaling Cascades in Complex Systems, Project Number 235221301. Philip J. Herbert acknowledges the support of EPSRC (grant EP/W005840/1).
REFERENCES

[1] A. Alphonse and C.M. Elliott, A Stefan problem on an evolving surface. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 373 (2015) 20140279.

[2] A. Alphonse and C.M. Elliott, Well-posedness of a fractional porous medium equation on an evolving surface. Nonlinear Anal. 137 (2016) 3–42.

[3] A. Alphonse, C.M. Elliott and B. Stinner, An abstract framework for parabolic PDEs on evolving spaces. Portugaliae Math. 72 (2015) 1–46.

[4] A. Alphonse, C.M. Elliott and B. Stinner, On some linear parabolic PDEs on moving hypersurfaces. Interfaces Free Boundaries 17 (2015) 157–187.

[5] A. Alphonse, C.M. Elliott and J. Terra, A coupled ligand-receptor bulk-surface system on a moving domain: well posedness, regularity, and convergence to equilibrium. SIAM J. Math. Anal. 50 (2018) 1544–1592.

[6] A. Alphonse, D. Caetano, A. Djurdjevac and C.M. Elliott, Function spaces, time derivatives and compactness for evolving families of Banach spaces with applications to PDEs. J. Differ. Equ. 353 (2023) 268–338.

[7] R. Barreira, C.M. Elliott and A. Madzvamuse, The surface finite element method for pattern formation on evolving biological surfaces. J. Math. Biol. 63 (2011) 1095–1119.

[8] D.N. Bock, On the Navier–Stokes equations in noncylindrical domains. J. Differ. Equ. 25 (1977) 151–162.

[9] D. Boffi, F. Brezzi and M. Fortin, Mixed Finite Element Methods and Applications. Vol. 44. Springer (2013).

[10] P. Brandner, A. Reusken and P. Schwering, On derivations of evolving surface Navier–Stokes equations. Interfaces Free Boundaries 24 (2022) 533–563.

[11] E. Burman, S. Frei and A. Massing, Eulerian time-stepping schemes for the non-stationary stokes equations on time-dependent domains. Numer. Math. 150 (2022) 423–478.

[12] L. Church, A. Djurdjevac and C.M. Elliott, A domain mapping approach for elliptic equations posed on random bulk and surface domains. Numer. Math. 146 (2020) 1–49.

[13] I. Demirdzić and M. Perić, Finite volume method for prediction of fluid flow in arbitrarily shaped domains with moving boundaries. Int. J. Numer. Methods Fluids 10 (1990) 771–790.

[14] A. Djurdjevac, Linear parabolic problems in random moving domains. SIAM/ASA J. Uncertainty Quantif. 9 (2021) 848–879.

[15] O.R. Dunbar, K.F. Lam and B. Stinner, Phase field modelling of surfactants in multi-phase flow. Interfaces Free Boundaries 21 (2019) 495–547.

[16] G. Dziuk and C.M. Elliott, A fully discrete evolving surface finite element method. SIAM J. Numer. Anal. 50 (2012) 2677–2694.

[17] G. Dziuk and C.M. Elliott, Finite element methods for fluid PDEs. Acta Numerica 22 (2013) 299–396.

[18] C.M. Elliott and T. Ranner, A unified theory for continuous-in-time evolving finite element space approximations to partial differential equations in evolving domains. IMA J. Numer. Anal. 41 (2020) 1890–1845.

[19] C.M. Elliott and B. Stinner, Modeling and computation of two phase geometric biomembranes using surface finite elements. J. Comput. Phys. 229 (2010) 6585–6612.

[20] C.M. Elliott and B. Stinner, A surface phase field model for two-phase biological membranes. SIAM J. Appl. Math. 70 (2010) 2904–2928.

[21] A. Ern and J.L. Guermond, Theory and Practice of Finite Elements. Applied Mathematical Sciences. Springer, New York (2004).

[22] C.M. Fleeter, G. Geraci, D.E. Schiavazzi, A.M. Kahn and A.L. Marsden, Multilevel and multifidelity uncertainty quantification for cardiovascular hemodynamics. Comput. Methods Appl. Mech. Eng. 365 (2020) 113030.

[23] H. Fujita, On existence of weak solutions of the Navier–Stokes equations in regions with moving boundaries. J. Fac. Sci. Univ. Tokyo Sect. I 17 (1970) 403–420.

[24] H. Fujita and N. Sauer, On existence of weak solutions of the Navier–Stokes equations in regions with moving boundaries. J. Fac. Sci. Univ. Tokyo Sect. I 17 (1970) 403–420.

[25] H. Garcke, K.F. Lam and B. Stinner, Diffuse interface modelling of soluble surfactants in two-phase flow. Commun. Math. Sci. 12 (2014) 1475–1522.

[26] S. Gross and A. Reusken, Numerical Methods for Two-Phase Incompressible Flows. Vol. 40. Springer Science & Business Media (2011).

[27] P. Hartman, Ordinary Differential Equations. Vol. 38 of Classics in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA (2002).

[28] P. Heinrich, Nonlinear water waves generated by submarine and aerial landslides. J. Waterway Port Coastal Ocean Eng. 118 (1992) 249–266.

[29] A. Inoue and M. Wakimoto, On existence of solutions of the Navier–Stokes equation in a time dependent domain. J. Fac. Sci. Univ. Tokyo Sect. IA 24 (1977) 303–319.

[30] T. Jankuhn, M.A. Olshanskii and A. Reusken, Incompressible fluid problems on embedded surfaces: modeling and variational formulations. Interfaces Free Boundaries 20 (2018) 353–378.

[31] H. Koba, C. Liu and Y. Giga, Energetic variational approaches for incompressible fluid systems on an evolving surface. Q. Appl. Math. 75 (2017) 359–389.

[32] J. Lee, M.E. Moghadam, E. Kung, H. Cao, T. Beeby, Y. Miller, B.L. Roman, C.-L. Lien, N.C. Chi, A.L. Marsden and T.K. Hsiai, Moving domain computational fluid dynamics to interface with an embryonic model of cardiac morphogenesis. PloS One 8 (2013) e72924.
[33] J. Liu, W. Yang, I.S. Lan and A.L. Marsden, Fluid–structure interaction modeling of blood flow in the pulmonary arteries using the unified continuum and variational multiscale formulation. *Mech. Res. Commun.* **107** (2020) 103556.

[34] C. Lubich, D. Mansour and C. Venkataraman, Backward difference time discretization of parabolic differential equations on evolving surfaces. *IMA J. Numer. Anal.* **33** (2013) 1365–1385.

[35] A.J. Majda and A.L. Bertozzi, Vorticity and Incompressible Flow. *Cambridge Texts in Applied Mathematics*. Cambridge University Press (2001).

[36] T.-H. Miura, On singular limit equations for incompressible fluids in moving thin domains. *Q. Appl. Math.* **76** (2018) 215–251.

[37] T. Miyakawa and Y. Teramoto, Existence and periodicity of weak solutions of the Navier–Stokes equations in a time dependent domain. *Hiroshima Math. J.* **12** (1982) 513–528.

[38] S. Monniaux, Various boundary conditions for Navier–Stokes equations in bounded Lipschitz domains. *Discrete Continuous Dyn. Syst. – S* **6** (2013) 1355.

[39] M. Moubachir and J.-P. Zolesio, Moving Shape Analysis and Control: Applications to Fluid Structure Interactions. *CRC Press* (2006).

[40] M.A. Olshanskii, A. Quaini, A. Reusken and V. Yushutin, A finite element method for the surface Stokes problem. *SIAM J. Sci. Comput.* **40** (2018) A2492–A2518.

[41] M.A. Olshanskii, A. Reusken and A. Zhiliakov, Tangential Navier–Stokes equations on evolving surfaces: analysis and simulations. *Math. Models Methods Appl. Sci.* **32** (2022) 2817–2852.

[42] M.E. Rognes, R.C. Kirby and A. Logg, Efficient assembly of H(div) and H(curl) conforming finite elements. *SIAM J. Sci. Comput.* **33** (2012) 109–139.

[43] M.A. Olshanskii, A. Reusken and A. Zhiliakov, Virial theorem for the Navier–Stokes equations on evolving surfaces. *Math. Models Methods Appl. Sci.* **24** (2014) 137–173.

[44] R. Salvi, On the Navier–Stokes equations in non-cylindrical domains: on the existence and regularity. *Math. Z.* **199** (1988) 153–170.

[45] R. Tabary and P. Chartier, Computational Fluid Dynamics with Moving Boundaries. *CRC Press* (1995).

[46] G.I. Taylor, VIII. Stability of a viscous liquid contained between two rotating cylinders. *Philos. Trans. R. Soc. London Ser. A Containing Pap. Math. Phys. Charact.* **223** (1923) 289–343.

[47] R. Temam, Navier–Stokes Equations and Nonlinear Functional Analysis. Society for Industrial and Applied Mathematics (1995).

[48] T.E. Tezduyar, Finite element methods for fluid dynamics with moving boundaries and interfaces. *Encycl. Comput. Mech.* **3** (2004) 545–578.

[49] J.S. Tran, D.E. Schiavazzi, A.M. Kahn and A.L. Marsden, Uncertainty quantification of simulated biomechanical stimuli in coronary artery bypass grafts. *Comput. Methods Appl. Mech. Eng.* **345** (2019) 402–428.

[50] C. Venkataraman, T. Sekimura, E.A. Gaffney, P.K. Maini and A. Madzvamuse, Modeling parr-mark pattern formation during the early development of Amago Trout. *Phys. Rev. E* **84** (2011) 041923.

[51] M. Vierling, Parabolic optimal control problems on evolving surfaces subject to point-wise box constraints on the control–theory and numerical realization. *Interfaces Free Boundaries* **16** (2014) 137–173.

[52] I. Voulis and A. Reusken, A time dependent Stokes interface problem: well-posedness and space-time finite element discretization. *ESAIM: Math. Model. Numer. Anal.* **52** (2018) 2187–2213.