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Abstract
Automatic analysis for modern Chinese has greatly improved the accuracy of text mining in related fields, but the study of ancient Chinese is still relatively rare. Ancient text division and lexical annotation are important parts of classical literature comprehension, and previous studies have tried to construct auxiliary dictionary and other fused knowledge to improve the performance. In this paper, we propose a framework for ancient Chinese Word Segmentation and Part-of-Speech Tagging that makes a twofold effort: on the one hand, we try to capture the wordhood semantics; on the other hand, we re-predict the uncertain samples of baseline model by introducing external knowledge. The performance of our architecture outperforms pre-trained BERT with CRF and existing tools such as Jiayan.
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1. Introduction
Chinese Word Segmentation (CWS) and Part-of-Speech (POS) Tagging are two important tasks of natural language processing. With the rapid development of deep learning and pre-trained models, the performance of CWS and POS Tagging increased significantly. A simple model using pre-trained BERT and conditional random field (CRF) can reach a high accuracy. Since words are the most common components in a Chinese sentence and words can cause ambiguity, structures that can capture word information have been used in these tasks to get better performance.
Lexicon-based methods have been widely used in CWS, Chinese POS tagging and NER tasks to capture wordhood information (Yang et al., 2018; Li et al., 2020). These methods can leverage semantic information of words and improve model performance. However, lexicon-based methods have several drawbacks. One of the most severe problems is that they depend heavily on the quality of lexicons. Unfortunately, building an ancient Chinese lexicon is more difficult than building a modern lexicon, since there are few ancient Chinese corpus, and words from different corpus are different.
Further, sentences in ancient Chinese are always shorter than sentences in Chinese, which means words in ancient Chinese have a richer meaning and can cause misunderstanding or wrong classification.
The two problems mentioned above make ancient Chinese CWS and POS Tagging a harder problem. In our model, we combine bigram features with BERT to capture wordhood information in sentences. The semantic information of bigram plays a similar role to the lexicon, while it is unnecessary to build a large lexicon for ancient Chinese corpus. To deal with the ambiguity, or uncertainty in sentences, we use MC-dropout method to find uncertain parts of sentences.
Next we use a Knowledge Fusion Model to retrieve auxiliary knowledge and re-predict the uncertain parts. Our experiments show that our model outperforms pre-trained BERT model https://huggingface.co/SIKU-BERT/sikuroberta with CRF and Jiayan https://github.com/jiaeyan/Jiayan in our dataset Zuozhuan.

2. Background and Related Work
2.1. CWS and POS Tagging
Chinese Word Segmentation (CWS) is the fundamental of Chinese natural language understanding. It splits a sentence into several words, which are basic components of a Chinese sentence. CWS is necessary because there is no natural segmentation between Chinese words. Part-of-Speech Tagging (POS Tagging) further assigns POS tags for each word in a sentence.

2.2. Knowledge Retrieval
Knowledge retrieval is a method used to enhance the performance of language models, and they are most commonly used in NER tasks. Knowledge databases (Qiu et al., 2014; Gu et al., 2018) and search engines (Geng et al., 2022) are used to retrieve knowledge, and the knowledge retrieved is used to argument the input sentences.

3. Approach
As previous work (Qiu et al., 2019; Ke et al., 2020), the CWS and POS Tagging task is viewed as a character-based sequence labeling problem. Specifically, given input sequence $X = [c_1, c_2, ..., c_n]$ composed of continuous characters, the model should output a label sequence $Y = [y_1, y_2, ..., y_n]$ with $y_i \in TagSet$.
In this section, we will introduce the improvement proposed for local semantic information capture, followed
by the uncertainty sampling method. Finally, we will introduce our overall framework utilizing the uncertainty sampling method.

3.1. Local Semantic Enhancement
BERT (Devlin et al., 2018) is a Transformer based bidirectional language model, which solves the problem of long-term dependence in RNN models. However, this also makes BERT lose the ability to capture local semantic features. Therefore, we integrated the bigram features to introduce local semantic information. The overall architecture of our baseline model is displayed in Figure 1 and we call it Semantic Enhancement BERT.
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Figure 1: Architecture of baseline model.

3.1.1. Encoder
Given input sequence $X = [c_1, c_2, ..., c_n], X \in \mathbb{R}^n$. We employ BERT as our basic encoder, converting $X$ to hidden character representations as follows,

$$H = BERT(X),$$  

where $H \in \mathbb{R}^{n \times d_w}$.

3.1.2. Linear Bigram Layer
The vocabulary of ancient Chinese is short, concise and meaningful, and the bigram features have proved beneficial for CWS (Chen et al., 2017; Ke et al., 2020). Therefore, we construct the bigram concatenated vectors for every character $c_i$ by concatenating it’s hidden character representations with the previous character’s and the latter character’s. Then we convert the concatenated vectors to bigram feature vectors $b_{i1}, b_{i2}$ by two Linear bigram layer as follows,

$$b_{i1} = LinearLayer_1(h_{i-1} \oplus h_i),$$  
$$b_{i2} = LinearLayer_2(h_i \oplus h_{i+1}),$$

where $b_{i1}, b_{i2} \in \mathbb{R}^{d_b}$.

3.1.3. Linear Fusion Layer
We construct Composite feature vector $h_i$ for character $c_i$ by concatenating $h_{i1}, b_{i1}$ and $b_{i2}$ as follows,

$$h'_i = h_i \oplus b_{i1} \oplus b_{i2},$$

where $h'_i \in \mathbb{R}^{d_n+2 \times d_b}$.

$H'$ is defined as follows,

$$H' = [h'_1, h'_2, ..., h'_n].$$

Then, we use a simple fusion mechanism to convert the Composite feature vectors to Fusion feature vectors by a Linear Layer,

$$L = LinearLayer_3(H'),$$

where $H' \in \mathbb{R}^{n \times (d_b+2 \times d_b)}, L \in \mathbb{R}^{n \times d_t}$.

3.1.4. Decoder
The Fusion feature representations are converted into the probabilities over the POS labels by an MLP layer,

$$P^T = \text{Softmax}(WL^T + b),$$

where $P \in \mathbb{R}^{n \times d_t}$. $d_t$ is the number of POS tags. $P_{ik}$ represents the probability that the label of $c_i$ is $tag_k$.

Finally, we decode $P$ using Viterbi algorithm to obtain the final tag sequence $T = [t_1, t_2, ..., t_n], T \in \mathbb{R}^n$.

3.2. Uncertainty Sampling
BERT is already very powerful. Under the condition that the annotated dataset is very limited, simply increasing the complexity of the model structure will not make performance better. So we introduce uncertainty sampling and knowledge retrieving.

3.2.1. Uncertainty Sampling Method
MC Dropout (Gal and Ghahramani, 2016) is a general approach to obtain the uncertain components. Formally, given input sequence $X$, we first obtain the provisional label sequence $T_p$ utilizing trained baseline model. Then, we utilize MC dropout to keep dropout active and generate $k$ candidate label sequences $T_1, T_2, ..., T_k$ with Viterbi decoding. The difference between each candidate-predicted word set and the provisional-predicted word set can be considered uncertain words. Then we obtain uncertain components by merging all overlapping uncertain words.

3.2.2. Preliminary Statistics
Similar to Geng et al.’s (2022) evaluation approach, we conduct an investigation on test set of two Ancient Chinese datasets to verify the importance of the uncertainty component. We use Semantic Enhancement BERT as baseline model and generate 8 candidate label sequences using MC dropout. The results are displayed in Table 3.
3.3.1. Stage One: Provisional Results and Evaluation

In this part, we present our overall framework, which is displayed in Figure 2. The significant gap between certain components and uncertain components indicates that the uncertain components are real hard components and become bottle-necks for performance. Therefore, by querying about uncertain components, the ancient corpus with the same structure can be retrieved.

3.2.3. Retrieving

Different from the retrieval idea in the NER task [Geng et al., 2022], we first collect several Pre-Qin ancient texts to form our knowledge corpus. For word w corresponding to each uncertain component, we query the sentences containing w. In particular, if the uncertain component contains only one character, we construct bigram words w1 and w2 for the character w by concatenating it with the previous character and the latter character. Then we look for sentences containing w1 or w2 instead of w.

We rank sentences by similarities in order to obtain sentences with grammatical structures similar to X. Generally, the similarity between two sentences P and Q is defined as follows,

\[ s = \frac{\text{union}(P, Q)}{|P| + |Q|}, \]

where \( \text{union}(P, Q) \) is the total number of the same characters in P and Q, \(|P|\) and \(|Q|\) is the length of P and Q, respectively. Finally, we choose the most similar sentences as auxiliary knowledge.

3.3. Framework

In this part, we present our overall framework, which is displayed in Figure 2.

3.3.1. Stage One: Provisional Results and Uncertainty Sampling

Given input sequence \( X = [c_1, c_2, ..., c_n] \), we employ baseline model to obtain the provisional label sequence \( T_p \) as well as candidate label sequences. Then we obtain the uncertain component \( U = [c_i, c_{i+1}, ... c_{i+o}] \) using the method in Section 3.2.

If \( X \) has no uncertain component, \( T_p \) will be taken as the final prediction label sequence \( T \). Otherwise, we use \( U \) to retrieve the auxiliary knowledge \( K \). If there are multiple uncertain components, we retrieve them separately and process them independently using the method in Stage Two.

3.3.2. Stage Two: Knowledge Fusion Prediction

In the second stage, we re-predict the label sequence of input sequence \( X \) by combining the auxiliary knowledge \( K \) and the provisional label sequence \( T_p \) obtained in Stage One.

Similar to Geng et al. (2022), we concatenate \( X \) and \( K \) to obtain the knowledge-enhanced input sequence \( X' = [c_1, c_2, ..., c_n, [SEP], k_1, k_2, ..., k_m] \) and construct the auxiliary label sequence as follows,

\[
\begin{align*}
    t'_i &= \begin{cases} 
        i & \text{if } i \leq n \text{ and } c_i \notin U \\
        \text{[MASK]} & \text{if } c_i \in U \\
        \text{[PAD]} & \text{if } i > n
    \end{cases} \\
    T' &= [t'_1, t'_2, ..., t'_n, t'_{n+1}, ..., t'_{n+m+1}].
\end{align*}
\]

Finally, we combine \( X' \) and \( T' \) as the input of Bert-based Knowledge Fusion BERT (KF-BERT) to obtain the probability distribution \( D \),

\[
\begin{align*}
    E_{T'} &= \text{LabelEmbedding}(T'), \\
    E_{X'} &= \text{CharacterEmbedding}(X'), \\
    D &= \text{KF-BERT}(E_{T'} + E_{X'}). 
\end{align*}
\]

where \( D = [d_1, d_2, ..., d_n] \) and \( d_i \) is the probability distribution of \( c_i \), and \( d_{ij} \) is the probability of \( c_i \) being predicted to \( tag_j \).

Label Embedding and Character Embedding are parameters need to be trained. Finally, we get the final label sequence by Viterbi algorithm. In particular, if there are multiple uncertain components in \( X \), we process them separately in the second stage and average all obtained \( D \) before Viterbi decoding.
4. Experiment

We conducted a series of experiments to validate the effectiveness of our framework. We follow the competition EvaHan2022 [https://circse.github.io/LT4HALA/2022/EvaHan], using a tag set containing 22 POS tags and a tag set {B, M, E, S} to denote the beginning, middle, and end of a word as well as single words. Thus we have a total of 88 tags for joint CWS and POS Tagging classification. All experiments were conducted on a server with 8 GeForce RTX 3090.

4.1. Overall Performance

Table 2 shows the overall performance and some ablation experiments.

From Table 2, the performance of our model is much higher than the ancient Chinese processing toolkit Jiayan. Our efforts in both semantic enhancement (Siku-RoBERTa + CRF and SE-BERT) and knowledge fusion (SE-BERT + and SE-BERT + + KF-BERT) show that large improvements were achieved. We have also collected a lot of ancient Chinese text data, and further pretrained a BERT model (SE-BERT +). SE-BERT + can further improve the performance. Our final model combines all the advantages and achieves good results.

5. Discussion

Regarding the combination of bigram features, we did not introduce new knowledge or more complex structures in our framework. Ke et al. (2020) incorporated pre-trained bigram embedding into their model. Referring to the work of Ke et al. (2020), we conducted another experiment.

The experiment result in Table 2 shows that Semantic Enhancement BERT works better than BERT-Bigram. However, the idea still shows a good direction for future research. The ancient vocabulary is short and rich in meaning, and the performance may be further improved if well pre-trained N-gram embedding can be properly introduced.

6. Conclusion

In this paper, we propose a framework for ancient Chinese CWS and POS Tagging that implements semantic enhancement and knowledge fusion. By utilizing bigram features and re-predicting the uncertain samples by fusing knowledge, our framework makes good predictions.
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Appendix: Datasets and Hyperparameters
The training and test datasets for this experiment are from the competition EvaHan2022 https://circse.github.io/LT4HALA/2022/EvaHan. The training and test datasets were excerpted from Zuozhuan and the testb dataset was excerpted from the Shiji. The statistical information of the datasets is shown in Table 3.

| Dataset  | Size   | Length avg |
|----------|--------|------------|
| Train-Zuozhuan | 1083K  | 22.415     |
| Test-Zuozhuan   | 185K   | 20.902     |
| Test-Shiji      | 352K   | 29.302     |

Table 3: Dataset statistics.

| SE-Bert | KF-Bert |
|---------|---------|
| Epochs  | 20      | 20       |
| Batch Size | 32     | 32       |
| Weight Decay | 0.1     | 0.1      |
| Dropout | 0.1     | 0.1      |
| Learning Rate | 1e-5   | 1e-5     |
| Optimizer | AdamW  | AdamW    |
| Warm Up Ratio | 0.1   | 0.1      |
| Max Seq Len   | 128    | 128      |
| α          | -      | {0.1,1}  |

Table 4: Hyper parameters for Semantic Enhancement Bert and Knowledge Fusion BERT.

The hyper parameters are listed in table 4. To enhance the learning of uncertain component, we introduce weight coefficient $\omega_i$ to set different weights for uncertain components and certain components so that the model pays more attention to the prediction of uncertain parts. The loss function $L$ is defined as Eq. (14).

$$L = \frac{\sum_{1 \leq i \leq n} \omega_i \cdot loss_i}{\sum_{1 \leq i \leq n} \omega_i}, \quad (14)$$

$$\omega_i = \begin{cases} 1 & \text{if } c_i \in U \\ \alpha & \text{if } c_i \not\in U \end{cases}, \quad (15)$$

where $\omega_i$ is the weight coefficient at position $i$. $loss_i$ is the cross-entropy loss at position $i$. $\alpha$ is a hyper parameter ranges in $[0,1]$. In particular, we do not make predictions for auxiliary knowledge, nor do we calculate the loss of this part.