Multi-IF-over-fiber transmission using a commercial TOSA for analog fronthaul networks aiming beyond 5G
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Abstract: An IF-over-fiber (IFoF)-based analog transport technology for mobile fronthaul applications has recently attracted significant attention. However, most previous studies have employed discrete optical components. For the analog transport technology to be a more cost-effective and power-efficient solution, it is necessary to utilize existing integrated optical transceivers. In this paper, we demonstrate IFoF transmission using a commercial off-the-shelf transmitter optical sub-assembly (TOSA). Although the TOSA was developed for a digital system employing non-return-to-zero (NRZ) signals, we show that it is also possible for the TOSA to support high-capacity analog transmission. As a demonstration, by using the TOSA, we could successfully transmit 64- and 256-ary quadrature-amplitude-modulated (64/256QAM) orthogonal-frequency-division-multiplexed (OFDM) signals with net bit rates of 54.74 and 36.49 Gbps per wavelength, respectively. Since the TOSA has four wavelength channels, the total capacities are 218.94 and 145.98 Gbps, respectively. To the best of our knowledge, these rates are the highest among all the demonstrations using analog transport technology.
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1. Introduction

Due to the recent development of network-driven applications, such as cloud computing and augmented-reality and virtual-reality (AR/VR) technologies, the total amount of mobile traffic has been growing exponentially. Therefore, such tremendous traffic growth needs to be supported by adopting the high-capacity and low-latency fifth-generation (5G) mobile system. In particular, this data increase puts a burden on mobile fronthaul networks that use digital fiber-optic interfaces (e.g., CPRI) [1]. This is because digital fronthaul interfaces have a much higher data rate than the original throughput [2]. Thus, it is essential to accommodate such substantial traffic using more spectrally-efficient interfaces.

For this purpose, an IF-over-fiber (IFoF)-based analog transport technology for mobile fronthaul applications has recently attracted significant attention. Moreover, numerous demonstrations have shown that the IFoF-based mobile fronthaul network can easily support a CPRI-equivalent capacity as high as several hundred Gbps. However, most authors have used expensive Mach-Zehnder modulators (MZMs) to demonstrate such high-capacity transmission. On the other hand, Ref. [3] showed the applicability of directly-modulated lasers (DMLs) and electro-absorption modulated lasers (EMLs) for cost-effective deployment of analog fronthaul links. Reference [3] demonstrated DML/EML-based transmission using discrete laboratory equipment. The authors concluded that it is possible to realize DML/EML-based analog links without many technical difficulties. However, it is still desired to utilize more compact and less power-consuming integrated DML/EMLs rather than discrete components. Such integrated DML/EMLs have been developed mainly for high-speed Ethernet applications (e.g., 100GbE [4] and 400GbE [5]). We note that the price of high-speed transceivers should go down because the evolution of mega data centers has boosted the demand for them, and thus the sales volume has been increasing [6].
Therefore, we can implement high-capacity IFoF-based analog mobile fronthaul networks that are cost-effective and power-efficient by utilizing the existing low-cost optical transceivers.

In this paper, we demonstrate IFoF transmission using a commercial off-the-shelf transmitter optical sub-assembly (TOSA) module. Although the TOSA was developed for a digital system employing 4x25 Gbps non-return-to-zero (NRZ) signals, we show that it is also possible for the TOSA to support high-capacity analog transmission. In Ref. [7], we have already reported on IFoF transmission using the TOSA. By extending Ref. [7], this paper describes TOSA characterization and transmission performance in detail. In addition, as a demonstration, we could transmit 64- and 256-ary quadrature-amplitude-modulated (64/256QAM) signals with net bit rates of 54.74 and 36.49 Gbps per wavelength, respectively. Since the TOSA has four wavelength channels, the total capacities are 218.94 and 145.98 Gbps, respectively, which are higher than the capacity reported in Ref. [7]. Although an extremely high capacity of a 5.210-Tb/s CPRI-equivalent data rate was demonstrated using digital radio-over-fiber (D-RoF) technology [8], these bit rates are the highest among all the demonstrations using analog technology reported so far, to the best of our knowledge. The results indicate that IFoF technology can support high-capacity, cost-effective, and power-efficient mobile fronthaul networks by exploiting existing integrated optical transceivers.

2. Experiment

2.1. TOSA characterization

Figure 1(a) shows the external appearance of the TOSA, which was developed for IEEE 100GBASE-ER4 QSFP28 applications. (This TOSA was produced by Mitsubishi Electric.) One lane supports 25 Gbps. The TOSA consists of four individual EML lanes, built-in spatial optical isolators, and filters. The wavelengths of the EMLs are 1295.56, 1300.05, 1304.58, and 1309.14 nm, which follows the LAN-WDM wavelength grid. We note that the use of the O-band is a typical solution for such high-speed transceivers, and there are already a lot of commercial products based on the O-band. Therefore, we can also utilize such O-band solutions for analog systems. Additionally, although the C-band has lower-loss characteristics, the O-band is still attractive since we can operate analog systems in a dispersion-free region.

We characterized their transfer curves, as shown in Fig. 1(b). We biased all the EMLs at 100 mA in this measurement. It was found that the center of the curve comes around at $-1.25$ V. Therefore, we set reverse bias voltages at $-1.25$V in the following experiments. Note that since analog transmission systems require linear modulation, an electrical input signal to the EML needs to be operated within the linear region (from $-1$V to $-1.5$V.) Therefore, the actual peak-to-peak voltage to drive the EML was 0.5 Vpp.
We also measured the frequency response of the TOSA, as shown in Fig. 2. In the measurement, the optical output from each lane was detected using a 50-GHz PD. Note that the measured response of the TOSA had a small dip in the low-frequency side. This is because the response of the PD itself had the dip. As shown in Fig. 2, the 3-dB bandwidths were observed to be around 20 GHz. Since the TOSA supports a 25-Gbps per lane, the measured 3-dB bandwidth is a reasonable value. As will be discussed later, since the bandwidths of analog signals were < 12 GHz, the 3-dB bandwidth was sufficient for such analog signals.

![Fig. 2. Frequency response of the TOSA.](image)

### 2.2. IFoF transmission experiments

We demonstrate IFoF transmission using the TOSA. The experimental setup is depicted in Fig. 3. We tested two modulation formats in this experiment: 64QAM and 256QAM. In the case of 64QAM, we first generated 24 380.16-MHz orthogonal-frequency-division-multiplexed (OFDM) signals using a Keysight 5G NR waveform generator. Each signal had a subcarrier spacing of 120 kHz, and the FFT size and the number of subcarriers were set to be 4096 and 3168, respectively. All these parameters followed the specifications defined for the 5G frequency range 2 (FR2) [9].

Subsequently, we aggregated them in an IF band with a fixed interval of 400 MHz. We also set a guardband from a direct current (DC) component at 100 MHz. Due to the bandwidth limitation of a 5G NR analyzer used on the receiver side, we could not directly inject all 24 channels into the analyzer simultaneously. Therefore, we had to split the signal into several bands. For this purpose, we split the signal into four bands (#1-6, #7-12, #13-18, and #19-24). A band to be measured was extracted using a band-pass filter (BPF) and down-converted to a low-frequency region. Since such an analog filtering process required additional guard bands between the bands, we set fixed guard bands of 600 MHz. Therefore, the total bandwidth of the aggregated signal was around 11.5 GHz. On the other hand, in the case of 256QAM, we aggregated 12 380.16-MHz OFDM signals in an IF band with a fixed interval of 400 MHz. Since the analyzer’s bandwidth was sufficient for the signal, we could simply aggregate and directly analyze the 12 channels without an analog filtering process. Consequently, the total bandwidth of the signal became 4.9 GHz. The generated signal was amplified by an RF amplifier, combined with a reverse bias voltage using a bias tee, and injected into the TOSA module. The temperature of the module was maintained at 55°C during the experiment. After being modulated by the EML, the optical signal was transmitted over a single-mode fiber (SMF). Note that the fiber loss at 1.3 μm was around 0.33 dB/km.
On the receiver side, each WDM channel was extracted using a WDM filter, and the extracted optical signal was detected by a PIN photodiode (PD) with a linear transimpedance amplifier (TIA). The bandwidths of the PD and TIA were 20 GHz, which was sufficient for the analog signals. For the 64QAM case, band selection was performed using a BPF. The selected signal was then down-converted to a low-frequency region so that the 5G NR analyzer could detect it, as explained earlier. On the other hand, for the 256QAM case, the electrical signal was directly captured by the 5G NR analyzer. Finally, we measured the error-vector-magnitude (EVM) performance of each WDM channel one by one.

3. Results and discussion

Figure 4 shows the results for the 64QAM case. The solid and dotted lines show the back-to-back (B2B) case and the case after the 10-km transmission, respectively. First, we measured EVM values by varying received optical power. Figures 4(a), (b), (c), and (d) show EVM values for the WDM channel 1, 2, 3, and 4, respectively, and the red and blue curves show the EVM values for the first and last (24th) channel, respectively. We found that at a minimum received optical power of $>-5$ dBm was necessary to satisfy the 8% EVM requirement for 64QAM. Since the launched optical power of each WDM channel was around 1-2 dBm, the system margin is estimated to be around 6-7 dB. We should note that this margin can be further improved by employing optical amplifiers such as semiconductor optical amplifiers (SOAs) or avalanche PDs (APDs) on the receiver side. Since some vendors provide receiver optical sub-assembly (ROSA) modules integrated with APDs as off-the-shelf products, we can extend the margin by utilizing such commercial ROSA modules. Next, we show the EVM values for all 24 channels in both the B2B case and the case after 10 km transmission in Figs. 5(a) and (b), respectively, with insets showing the constellations. The received optical power in the B2B state was 0 dBm, while that after the 10-km transmission was around $-3$ dBm. It can be seen from the figures that the EVM values in both cases could be less than the threshold. Note that we performed pre-emphasis to flatten the frequency response. However, due to the mixer’s performance, we still had band-dependent EVM fluctuation, especially on the second band, even after performing pre-emphasis. In addition, each WDM channel had a different frequency response. In fact, there
was a variation of the EVM values on the first channel from 4.8% to 5.3%, as shown in Fig. 5(a). This resulted in the variation of the blue curves in Fig. 4. On the other hand, we had a larger variation in the last channel, as shown in Fig. 5(a). Due to this relatively large variation, the red curves in Fig. 4 also varied. It should also be noted that we performed pre-emphasis only based on the EVM performance in the B2B state. Since the TOSA was operated in the O-band, we had a negligible dispersion effect, and fiber transmission does not affect the frequency response. Therefore, we did not need to perform pre-emphasis for each transmission distance. If there is distance dependence on frequency response, a specific feedback algorithm may be necessary, which increases the system complexity. Since the use of the O-band eliminates such a necessity as well as the dispersion compensation process, it has the potential to simplify the entire fronthaul systems.

**Fig. 4.** Experimental results for the 64QAM case. (a), (b), (c), and (d) show the EVMs versus received optical power in the first, second, third, and fourth WDM channels, respectively. The solid and dotted lines show the B2B case and the case after the 10-km transmission, respectively.

**Fig. 5.** Experimental results for the 64QAM case. (a) and (b) show EVMs of all the IF channels in the B2B and 10-km cases, respectively, with insets showing the constellations.

Figure 6(a) shows the electrical spectra of the first WDM channel in the B2B case and the case after the 10-km transmission, respectively. In this experiment, we achieved a total net bit rate of
218.94 Gbps: 4 (WDM channel) × 24 (IF channel) × 380.16 MHz × 6 bit/s/Hz. We should note that this capacity is twice as high as the original 100GbE capacity. If these signals are transmitted by CPRI, the corresponding CPRI rate is calculated as 4 (WDM channel) × 24 (IF channel) × 2 (IQ) × 491.52 MHz (sampling rate) × 15 (resolution) × 16/15 (CPRI overhead) × 10/8 (8b/10b encoding) = 1.88 Tb/s. Note that the sampling rate is calculated as follows: the subcarrier spacing and the FFT size were set to be 120 kHz and 4096, respectively, as explained above. Therefore, the baseband sampling rate is 120 kHz × 4096 = 491.52 MHz [9]. It should also be noted that we assume the use of the 8B/10B encoding here, although the 64B/66B encoding is typically employed in high-speed interfaces. So far, most of the papers demonstrating analog RoF transmission assume the 8B/10B encoding in calculating CPRI-equivalent rates. Therefore, we also assume the 8B/10B encoding here to keep the consistency and make a fair comparison.

Fig. 6. Electrical spectra of the first WDM channel for the 64QAM case in the B2B state (a) and the case after the 10-km transmission (b).

Next, we show the results for the 256QAM case in Figs. 7 and 8. Figure 7 shows the EVM values in the B2B state. The solid and dotted lines show the B2B case and the case after the 3-km transmission, respectively. As can be seen in Figs. 7(a)-(d), received optical power needs to be larger than −2 dBm to satisfy the 3.5% EVM requirement for 256QAM. Therefore, the margin is estimated to be 3–4 dB. Due to this relatively small margin, we could transmit the signal only over 3 km. Figures 8(a) and (b) show the EVM values for all the 12 channels in both the B2B case and the case after 3-km transmission with insets showing the constellations. The received optical power in the B2B state was 0 dBm, while that after the 3-km transmission was around −1.5 dBm. Since the EVM performance was directly analyzed without analog filtering and down-conversion processing, the EVM curves could be flattened. As can be seen in the figures, all the channels could satisfy the 256QAM criteria. Figures 9(a) and (b) show the electrical spectra of the first WDM channel in the B2B case and the case after the 3-km transmission, respectively. In this case, we achieved a total net bit rate of 145.98 Gbps: 4 (WDM channel) × 12 (IF channel) × 380.16 MHz × 8 bit/s/Hz. The corresponding CPRI rate is calculated as 4 (WDM channel) × 12 (IF channel) × 2 (IQ) × 491.52 MHz (sampling rate) × 15 (resolution) × 16/15 (CPRI overhead) × 10/8 (8b/10b encoding) = 0.94 Tb/s.

Table 1 compares our results with those from other studies [10–26]. As shown in the table, [22] demonstrated 64QAM-based transmission with the widest bandwidth of 22.68 GHz. In this study, we successfully increased the bandwidth 1.6-fold, although we utilized four wavelengths. On the other hand, there have been few reports on 256QAM transmission. So far, [26] demonstrated 256QAM transmission with the widest bandwidth of 12.8 GHz using Gaussian dithering. In comparison with our results, we could further extend the bandwidth by 1.4 times.
Fig. 7. Experimental results for the 256QAM case. (a), (b), (c), and (d) show the EVMs versus received optical power in the first, second, third, and fourth WDM channels, respectively. The solid and dotted lines show the B2B case and the case after the 3-km transmission, respectively.

Fig. 8. Experimental results for the 256QAM case. (a) and (b) show EVMs of all the IF channels in the B2B and 3-km cases, respectively.

Fig. 9. Electrical spectra of the first WDM channel for the 256QAM case in the B2B state (a) and the case after the 3-km transmission (b).
4. Conclusion

We have demonstrated IFoF transmission using a commercial TOSA. We successfully transmitted 24 64QAM and 12 256QAM 380.16-MHz OFDM signals with net bit rates of 218.94 and 145.98 Gbps, respectively. The corresponding CPRI-equivalent capacities are 1.88 and 0.94 Tb/s, respectively. To the best of our knowledge, these bit rates are the highest among all the analog-based demonstrations reported so far. This study shows the feasibility of IFoF technology utilizing existing integrated optical transceivers. We believe that it is possible for analog fronthaul networks to be implemented at low cost by exploiting such existing transceivers.
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