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Bound states around an impurity are investigated for a two dimensional electron system in a strong magnetic field. Long-range Coulomb potential and related potentials are considered. Schrödinger equation is solved numerically to obtain the bound states. The energy and wave function of these bound states are indirectly observed by the scanning tunneling spectroscopy as local density of states (LDOS). Theoretically obtained LDOS is compared with experiment. Reasonable agreement is obtained.

I. INTRODUCTION

In recent experiments, Matsui et al. and Niimi et al. succeeded to observe local density of states at a surface of graphite by scanning tunneling spectroscopy (STS). In a strong magnetic field at low temperature, they observed a central peak and ring-like structure around impurities. Graphite is a three dimensional material; it is a semimetal having both electron band and hole band. However, HOPG (highly oriented pyrolytic graphite) that is used in the experiments looks like two-dimensional when observed by the transport and STS; the two dimensional Landau levels are observed, and quantum Hall like plateau is observed. The origin of the two-dimensionality is attributed to abundance of stacking faults in this type of graphite. In this paper we examine to what extent the observed structure can be understood by an ideal two-dimensional model, and clarify the meaning of the structure observed in these experiments.

Although graphite has both electron band and hole band, here we consider simple 2-dimensional electron system with parabolic dispersion. We place a positively charged impurity at the origin of the two-dimensional plane, or some distance $d$ separated from the origin in the direction perpendicular to the 2-d plane, taking into account the possibility that the impurity is situated in the bulk of graphite. In this model, electronic states around the origin in a strong magnetic field are investigated.

The angular momentum around the origin is a good quantum number, and the bound states of definite angular momentum are formed below each Landau level. Which value of the angular momentum gives the lowest energy state for each Landau level depends on the distance $d$. When $d$ is less than the order of the magnetic length, the states with angular momentum zero are the lowest energy states for each Landau level. If $d$ is much smaller than the magnetic length, the wave function of these states has a sharp peak at the origin, and the energy is separated from other states. In such a case the local density of states (LDOS) at the energy between the Landau levels shows a sharp central peak surrounded by ring-like structure. This shape of LDOS resembles experimental results. On the other hand, when $d$ becomes large, such structure as observed experimentally is lost. Thus, we claim that the observation of the LDOS by STS can give information on the possible structure of the impurity potential.

This investigation has been begun as collaboration with Fukuyama’s group for the explanation of their experimental data. Part of the present results are included in Niimi et al.’s letter. This paper gives general treatment of the problem and details of the calculation.

Recently, truly two-dimensional graphite is realized, which is known as graphene. In this case the energy spectrum is not parabolic, but linear, and carriers there are sometimes called massless Dirac fermions. How the LDOS around an impurity in this material shows up is also an interesting problem. Theoretical investigation for this case is given in a forth coming paper.

This paper is organized as follows. In §2 potential used in this calculation and the method are explained. In §3 we notice that the wave function and energy of positive angular momentum state is known from those of the negative angular momentum state in the presence of isotropic potential of arbitrary shape. The concrete energy and wave function in the presence of impurity potential are obtained in §4 and 5. We calculate local density of states in §6 using the results of energy and wave functions. Finally in §7 comparison with experiment is done.

II. MODEL AND METHOD

We consider a model of two-dimensional electron system in a magnetic field with a positively charged impurity at the origin. The Coulomb interaction between electrons is neglected, so we consider single electron states in this paper. Being a single electron problem, the spin freedom is also neglected. Then the Hamiltonian is

$$H = H_0 + V(\vec{r}),$$  \hspace{1cm} (1)

where

$$H_0 = \frac{1}{2m_e}(\vec{p} - e\vec{A})^2,$$  \hspace{1cm} (2)
is the unperturbed Hamiltonian, and \( V(\vec{r}) \) is the impurity potential. Here, \( m_e \) is electron’s band mass, and \( e < 0 \) is its charge. The momentum \( \vec{p} = (p_x, p_y) \), the coordinate \( \vec{r} = (x, y) \), and the vector potential \( \vec{A} = (A_x, A_y) \) are two-dimensional vectors. A uniform magnetic field \( B \) is applied perpendicular to the 2-d plane, so the vector potential is given as \( \vec{A} = (-By/2, Bx/2) \) in the symmetric gauge.

Considering a possibility that the impurity is situated at a distance \( d \) from the 2-d plane, we investigate a system where the impurity potential is given as

\[
V(\vec{r}) = -\frac{e^2}{4\pi\epsilon\epsilon_0 r^2 + d^2},
\]

where \( \epsilon \) is the dielectric constant. This potential includes two limiting cases; one is pure Coulomb case, \( d = 0 \), and the other is a case where \( d \) is large enough that the potential around the origin can be approximated by a harmonic potential:

\[
V(\vec{r}) = \frac{1}{2}m_e\omega_0^2 r^2 + \text{const.},
\]

where \( \omega_0^2 = e^2/4\pi\epsilon\epsilon_0 m_e \), and \( \omega_0 \) gives frequency of the harmonic oscillation of an electron around the origin in the absence of the magnetic field.

The eigenstates of this Hamiltonian in the limit of large \( d \), the harmonic potential case, has been analytically obtained and well known, but those with general values of \( d \) are not. Here, we solve this problem numerically. Namely, since we know the eigenstates of the unperturbed Hamiltonian, the Landau states, we calculate the matrix elements of the potential, and diagonalize the Hamiltonian with the basis of Landau states.

The procedure is straightforward. However, before giving the results, we summarize the eigenstates of the unperturbed Hamiltonian \( H_0 \), and also the eigenstates with the harmonic potential. One way to diagonalize \( H_0 \) is to use a set of canonical variables, the dynamical momentum \( \vec{\pi} \) and the center coordinate \( \vec{R} = (X, Y) \) instead of canonical momentum \( \vec{p} = (p_x, p_y) \) and coordinate \( \vec{r} = (x, y) \). They are defined as

\[
\vec{\pi} = \vec{p} - e\vec{A},
\]

and

\[
X = x - \frac{l_B^2}{\hbar} \pi_y,
\]

\[
Y = y + \frac{l_B^2}{\hbar} \pi_x,
\]

where \( l_B \equiv \sqrt{\hbar/|e|B} \) is the magnetic length. These variables satisfy commutation relations,

\[
[\pi_x, \pi_y] = -i\frac{\hbar^2}{l_B^2},
\]

and

\[
[X, Y] = il_B^2.
\]

In terms of these variables, the Hamiltonian \( H_0 \) and the angular momentum \( L_z \) are written in quadratic forms,

\[
H_0 = \frac{1}{2m_e} (\pi_x^2 + \pi_y^2),
\]

and

\[
L_z = -\frac{\hbar}{2l_B^2} (X^2 + Y^2) + \frac{l_B^2}{2\hbar} (\pi_x^2 + \pi_y^2).
\]

Then by introducing ladder operators for the Landau level,

\[
a^\dagger = \frac{l_B}{\sqrt{2\hbar}} (\pi_x + i\pi_y),
\]

\[
a = \frac{l_B}{\sqrt{2\hbar}} (\pi_x - i\pi_y),
\]

and those for the angular momentum,

\[
b^\dagger = \frac{1}{\sqrt{2l_B}} (X - iY),
\]

\[
b = \frac{1}{\sqrt{2l_B}} (X + iY),
\]

we rewrite \( H_0 \) and \( L_z \) as follows

\[
H_0 = \hbar\omega_c \left( a^\dagger a + \frac{1}{2} \right),
\]

and

\[
L_z = \hbar (a^\dagger a - b^\dagger b).
\]

Here \( \omega_c = |e|B/m_e \) is the cyclotron frequency. Simultaneous eigenstates of \( a^\dagger a \) and \( b^\dagger b \), \( |n, m\rangle \), which satisfies

\[
a^\dagger a |n, m\rangle = n|n, m\rangle,
\]

\[
b^\dagger b |n, m\rangle = m|n, m\rangle,
\]

is also the eigenstates of \( H_0 \) and \( L_z \), and eigenvalues are given as \( E_n = (n + 1/2)\hbar\omega_c \) and \( l_z \hbar = (n - m)\hbar \), respectively with \( n \) and \( m \) being non-negative integers.

The eigenstates in the presence of the harmonic potential \( V(\vec{r}) = (1/2)m_0\omega_0^2 r^2 \) are obtained by our using the ladder operators \( a^\dagger, a, b^\dagger, \) and \( b \) at larger magnetic field,

\[
\hat{B} \equiv \sqrt{1 + 4\frac{\omega_c^2}{\omega_0^2} B}.
\]
In terms of them, \( H \) and \( L_z \) are expressed as follows

\[
H = H_0 + \frac{1}{2} m \omega_0^2 z^2 \\
= \frac{\hbar}{2} \sqrt{\omega_c^2 + 4 \omega_0^2} (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} + 1) + \frac{\hbar}{2} \omega_c (\hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b}) ,
\]

(21)

and

\[
L_z = \hbar (\hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b}) .
\]

(22)

Thus, the eigenstate of the ladder operators at \( \hat{B} \), \( |n, m\rangle_B \), is the eigenstates of \( H \) and \( L_z \) at \( B \) with eigenvalues,

\[
H|n, m\rangle_B = E_{n,m}|n, m\rangle_B \\
= \left\{ \frac{\hbar}{2} \sqrt{\omega_c^2 + 4 \omega_0^2} (n + m + 1) + \frac{\hbar}{2} \omega_c (n - m) \right\} |n, m\rangle_B ,
\]

(23)

and

\[
L_z|n, m\rangle_B = \hbar (n - m)|n, m\rangle_B .
\]

(24)

It should be noted that in this case the lowest energy state for each Landau level is the state with \( m = 0 \), or angular momentum \( l_z = n \).

In order to obtain the eigenstates of the Hamiltonian in the presence of the Coulomb potential \( V(r) \), we express the total Hamiltonian as a matrix using the eigenstates of \( H_0 \) and \( L_z \), and numerically diagonalize it. For numerical calculation we parameterize the Coulomb potential:

\[
V(r) = \frac{\hbar \omega_c}{\sqrt{\xi^2 + \delta^2}} .
\]

(25)

where \( \xi = r/l_B, \delta = d/l_B \) and \( \alpha = e^2/4\pi \epsilon \hbar \omega_c l_B \). Namely, we use \( \omega_c \) and \( l_B \) as units of energy and length, respectively. In the following we use a symbol \( \mathcal{E} \) for energy expressed in the units of \( \hbar \omega_c \), namely, \( E = \mathcal{E} \hbar \omega_c \).

Even in the presence of \( V(r) \), the angular momentum remains to be a good quantum number. So the Hamiltonian is block diagonalized for each angular momentum. For a given \( l_z = n - m \), it is expressed as

\[
\frac{H}{\hbar \omega_c} = \sum_n |n, n - l_z\rangle \langle n, n - l_z| + \alpha \sum_{n_1, n_2} |n_1, n_1 - l_z\rangle \langle n_1, n_1 - l_z| \frac{1}{\sqrt{\xi^2 + \delta^2}} |n_2, n_2 - l_z\rangle \langle n_2, n_2 - l_z| .
\]

(26)

For the case of \( d/l_B = 0 \), the matrix elements are calculated analytically:

\[
\langle n_1, n_1 - l_z| \frac{1}{\xi} |n_2, n_2 - l_z\rangle = \frac{1}{\sqrt{2}} \left( \frac{N_1! N_2!}{(N_1 + |l_z|)!(N_2 + |l_z|)!} \right)^{1/2} \times \sum_{j=0}^{\min(N_1, N_2)} \Gamma(j + |l_z| + \frac{1}{2}) \frac{1}{2^{2N_1+2N_2-4j-2j}} \left( \begin{array}{c} 2N_1 - 2j - 1 \\ N_1 - j \end{array} \right) \left( \begin{array}{c} 2N_2 - 2j - 1 \\ N_2 - j \end{array} \right) ,
\]

(27)

where

\[
N_{1,2} = n_{1,2} - \frac{1}{2} (l_z + |l_z|) ,
\]

(28)

and \( \Gamma \) is the gamma function. We label the eigenstates by \( n \) and \( m \) so that they evolve continuously as \( \alpha \) increases.

III. RELATION BETWEEN POSITIVE AND NEGATIVE ANGULAR MOMENTA

In our system with isotropic impurity potential, the angular momentum is conserved. When the direction of the magnetic field is in the positive z-direction, which is...
The Hamiltonian in the polar coordinate \((r, \theta)\) is

\[
H = -\frac{\hbar^2}{2m_e} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right] + \frac{\hbar}{2} \hbar \omega_c \frac{\partial}{\partial \theta} + \frac{1}{2} m_e \omega_c^2 r^2 + V(r).
\]

In the left hand side of this equation only \(l_z^2\) appears. Therefore, we can see that we obtain the same \(R(r)\) for both positive and negative angular momenta. For the same \(R\), the eigenenergies are different, since the right hand side has bare \(l_z\). If we write the energy at positive \(l_z\) as \(E_+\) and that at negative angular momentum \(l'_z = -l_z\) as \(E_-\), these energies are related with the following equation:

\[
E_+ - \frac{\hbar}{2} \omega_c l_z = E_- - \frac{\hbar}{2} \omega_c l'_z = E_- + \frac{\hbar}{2} \omega_c l_z,
\]

Namely, the energy of a state with a positive angular momentum \(l_z\) is higher than the negative angular momentum counterpart by \(l_z \hbar \omega_c\): \(E_+ = E_- + l_z \hbar \omega_c\). In terms of the labelling of the eigenstates with \(n\) and \(m\), we can say that the wave functions are related as

\[
|\vec{r}| n, m \rangle e^{im\theta} = |\vec{r}| n, m \rangle e^{in\theta},
\]

and

\[
E_{n,m} = E_{m,n} + (n - m) \hbar \omega_c.
\]

It is easily checked that the eigenstates in harmonic potential have this property. Considering the fact that the classical orbits of these states are quite different, this result for the radial part of the wave function is quite noteworthy.

**IV. ENERGY LEVELS**

In the absence of the impurity potential, the energy spectrum consists of Landau levels, and they are degenerate with respect to \(m\). In the presence of the impurity potential, the degeneracy is lifted. The resultant energy spectrum for \(\delta = 0\) in the units of \(\hbar \omega_c\), \(\mathcal{E}\), is shown in Fig. 1 as functions of the potential strength \(\alpha\). In this figure states with angular momentum \(l_z \hbar = (n - m) \hbar = -2\hbar\) to \(\hbar\) are shown. As shown in this figure the lowest energy state among a given Landau levels is always the \(l_z = 0\) state. This is in contrast to the case of harmonic potential, in which case the lowest energy states are those with \(m = 0\), or \(l_z = n\). Thus, except for the lowest Landau level, the sequence of the energy levels is different.

The reason for the different behavior is understood when we consider corresponding classical orbits for each \(n\) and \(m\). In the absence of the potential, the classical cyclotron orbit is a circle centered at the center coordinate \(\vec{R} = (X, Y)\) with radius \(r_0\). The energy and the angular momentum in the classical mechanics are given as

\[
E = \frac{1}{2} m_e \omega_c^2 r_0^2,
\]

and

\[
L_z = \frac{1}{2} |e| B \left(r_0^2 - R^2\right)
\]

We write the wave function as

\[
\psi(r, \theta) = e^{i l_z \theta} R(r).
\]

Then the Schrödinger equation for \(R(r)\) with eigenenergy \(E\) is

\[
-\frac{\hbar^2}{2m_e} \left( \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} \right) R + \left[ \frac{1}{2} m_e \omega_c^2 r^2 + V(r) \right] R = \left( E - \frac{1}{2} \hbar \omega_c l_z \right) R.
\]
FIG. 2: Classical cyclotron orbits of an electron which has quantum number \( n = 1 \) and \( m = 0 \) to 3, or \( l_z = -2 \) to 1. The values of \( l_z \) is written by each orbit.

Thus, the Landau quantum number \( n \) is related to \( r_0^2 \), and \( m \) is related to \( R^2 \). Namely, \( r_0^2 = (2n+1)l_B^2 \) and \( R^2 = (2m+1)l_B^2 \). The classical orbits for the second lowest Landau level \((n = 1)\) with \( m = 0 \) to 3 or \( l_z = -2 \) to 1 are shown in Fig. 2 where the positions of the orbital centers are placed at distance \( R \) from the origin, the direction angle being increasing by \( \pi/2 \). If we consider the effect of the impurity potential perturbatively, the average of the impurity potential along the orbit gives the energy gain from the potential. Since the classical orbit with \( l_z = 0 \) always passes through the origin, where the \( 1/r \) potential diverges, it has the lowest energy. On the other hand, the orbit with \( m = 0 \) has orbit center nearest to the origin, so the average energy becomes lowest for the case of \( r^2 \) potential. These differences in the classical orbits are reflected in the behavior of the quantum-mechanical wave function. Namely, wave function with \( l_z = 0 \) only has non-zero value at the origin. The wave functions with \( l_z = 0 \) suffers large deformation in the presence of the \( 1/r \) potential as we will see in the next section. Thus, the energy lowers quadratically as \( \alpha \) increases. On the other hand, those with \( l_z \neq 0 \) do not have large amplitude where the potential has large negative value, and suffers less deformation. Thus, the energy lowers almost linearly with \( \alpha \).

We can expect that as the potential minimum at \( r = 0 \) becomes shallower, the potential approaches the harmonic potential, and the energy of the \( l_z = 0 \) state becomes higher than the \( m = 0 \) state. Thus, as the parameter \( d \) in the potential increases the sequence of the energy changes. The behavior of the energy spectrum at \( \alpha = 0.5 \) as a function of \( d \) is shown in Fig. 3. As expected, the level crossing occurs at around \( d \approx l_B \) except for the lowest Landau level, where state with \( m = 0 \) and that with \( l_z = 0 \) are the same state. In this figure, we notice that only the \( l_z = 0 \) states suffer large shift of energy as \( d \) increases. This behavior is understandable if we consider the classical orbits. Namely, as \( d \) increases only the potential around the origin changes. Thus, only states which passes through a space around the origin suffers shift in the energy.

V. Wave Functions

In the absence of the impurity potential, the wave function is

\[
\langle \vec{r}| n, m \rangle \equiv \psi_{n,m}(r, \theta) = \frac{1}{\sqrt{2\pi l_B}} \sqrt{\frac{N!}{(N+|l_z|)!}} \exp \left( -\frac{1}{4} \xi^2 + il_z \theta \right) \frac{1}{\sqrt{2}} \frac{l_{|l_z|}}{L_N^{|l_z|}} \left( \frac{1}{2} \frac{\xi^2}{2} \right),
\]

where \( \xi = r/l_B, l_z = n - m, N = n - (l_z + |l_z|)/2, \) and polar coordinate \((r, \theta)\) is used. At non zero \( \alpha \), state with the same \( l_z \) are mixed, and the wave functions are
deformed from this form. We will see in Figs. 4 to 6 how these wave functions are deformed in the presence of the 1/r impurity potential.

In Fig. 4 the squared absolute values of the wave function \(|\psi_{0,0}(r, \theta)|^2\) at \(\alpha = 0\) and that at \(\alpha = 0.5\) are shown. The round Gaussian peak of the wave function at \(r = 0\) for \(\alpha = 0\) is raised and deformed to a cusp in the presence of the potential. Actually, we can show analytically that the wave function with angular momentum zero has a cusp at \(r = 0\) by examining the Schrödinger equation at small \(r\). By considering the most important terms around \(r = 0\) we can show that

\[
|\psi_{n,n}(r, \theta)|^2 \simeq |\psi_{n,n}(0, 0)|^2 (1 - 4\alpha \xi) .
\]

(38)

For other examples of the wave functions, we show in Fig. 5 the wave function at \(n = 1\) and \(m = 1\), and in Fig. 6 those at \(n = 0\) and \(m = 1\) or at \(n = 1\) and \(m = 0\). The former is another example of the wave function at \(l_z = 0\). The latter is an example at \(l_z = 0\) where the potential diverges. The smaller deformation is also reflected in the smaller energy lowering of these states at \(l_z \neq 0\).

VI. LOCAL DENSITY OF STATES

The scanning tunneling spectroscopy (STS) measures local density of states as a function of energy \(E\) and position \(\vec{r}\). We here examine how the states around the impurity potential show up in the STS experiment. We consider an empty two-dimensional system with the Fermi energy \(E_F = 0\). Since, there is no electron in the two-dimensional system before electron tunnels into the system, interaction between electrons can be neglected, so single electron states considered so far give correct result. Assuming a constant level broadening \(\Gamma\) for states above the Fermi energy, we can write the local density of states (LDOS) as

\[
D(E, \vec{r}) = \frac{1}{\pi} \sum_n \sum_m \left( \frac{\Gamma}{(E - E_{n,m})^2 + \Gamma^2} \right) |\psi_{n,m}(\vec{r})|^2 ,
\]

(39)

where \(E_{n,m}\) is the energy of the state with the quantum numbers \(n\) and \(m\). This LDOS is proportional to the differential tunneling conductance, and measured in the experiment.

In the absence of the impurity potential, summation over \(m\) makes this LDOS independent of the position, and energy dependence is given by the superposition of the Lorentzian distribution functions. In the presence of the \(1/\sqrt{r^2 + d^2}\) potential at the origin, it becomes dependent on the distance from the origin. We will investigate how these dependences reflect the potential form.

Having in mind comparing the result with existing experiments, we choose parameters \(\alpha\) and \(\Gamma\) to be \(\alpha = 0.6\) and \(\Gamma = 0.2\hbar \omega_c\). As for the distance \(d\) we consider two cases, \(d = d/\ell_B = 0\) and \(d = 0.2\). First we show LDOS integrated in a circular area of radius \(1.5 \ell_B\) around the impurity in Fig. 7

\[
D_I(E) = \int_0^{1.5 \ell_B} dr 2\pi r D(E, \vec{r}) .
\]

(40)

The results for \(\delta = 0\) (solid line) and \(\delta = 0.2\) (dash-dotted line) almost coincides except for low energy region, where
FIG. 7: Local density of states integrated in a circular area of radius 1.5$\ell_D$ around the origin, where an impurity sits. To make the results dimensionless $\hbar \omega_c D_n(E)$ is plotted as functions of $E$. The dashed line shows the result for $\alpha = 0$, the solid line shows that for $\alpha = 0.6$, $\delta = 0$, and the dash-dotted line shows that for $\alpha = 0.6$, $\delta = 0.2$. Here the level broadening parameter $\Gamma = 0.2\hbar \omega_c$ is used.

The energy of the $n = m = 0$ state differs considerably between these two cases. The result without the impurity potential ($\alpha = 0$, dashed line) shows superposition of the Lorentzian distribution as stated above. The shift of the peaks to the lower energy side at finite $\alpha$ indicates formation of bound states around the origin. We will compare this result with experimental result later.

To examine the details of the LDOS we plot the value of $D(E, \mathbf{r})$ in gray scale in Figs. 8 and 9 for the case of $\delta = 0$ and $\delta = 0.2$, respectively. In these figures, the horizontal axis shows distance from the origin, the vertical axis shows energy in units of $\hbar \omega_c$, and the higher value of $D(E, r)$ is shown by brighter pixels. We notice that a series of ridges extend horizontally in these figures. Each ridge is mainly composed of states of the same $n$. The peak energies of the ridges tend to the energy of the Landau levels in the absence of the impurity $E = n + 1/2$ at $\xi \to \infty$. A remarkable difference between the case of $\delta = 0$ and $\delta = 0.2$ is that the ridges are not continuous for the case of $\delta = 0$, namely, several peaks are separated by saddle points along the ridges.

These peaks in Fig. 8 reflect the maximum of the squared wave functions. Namely, for the case of states with Landau index $n = 2$, the peak at $\xi = 0$ and $E = 2$ reflects the fact that a state with $n = 2$ and $l_z = 0$ has energy of about $2\hbar \omega_c$ and the wave function is peaked at $\xi = 0$. The next peak at around $\xi = 1$ and $E \approx 2.2$ comes from state with $n = 2$ and $l_z = 1$ and $l_z = -1$ whose wave functions are peaked around $\xi = 1$. For the case of $n = 1$ series, similar correspondence can be seen between the peaks in LDOS and wave functions.

To give more quantitative picture of LDOS, we show in Fig. 10 the $\xi$-dependence of $D(E, \mathbf{r})$ at fixed energy $E$, at $E = 2$, $2.1 \cdots$ and $3$. Comparing these figures with the wave functions in Figs. 5 and 9 we can see that the saddle points in Fig. 9 are formed by the deformation of the wave function, and by the difference in energies of these states. Figure 5 shows that the squared wave function of $l_z = 0$ state decreases around $0.5 \leq \xi \leq 1.0$. The increase of the squared wave function of $l_z \neq 0$ is not large enough to compensate this decrease, since the energy difference makes contribution to LDOS of these states at the energy of $l_z = 0$ state smaller.

On the other hand, when $\delta = 0.2$, these peaks of the wave functions overlap and saddle points are not so clear. This is because the energies of the states are similar, and deformation of the wave function around the origin is smaller in this case. Thus, even though the integrated LDOS looks similar for these two cases, the details of LDOS show clear difference. When $\delta$ increases further, the ridges become more smooth and they approach horizontal ridges of system with $\alpha = 0$.

A similar figure of LDOS at given energies as Fig. 10 for the case of $\delta = 0.2$ is shown in Fig. 11. In Figs. 10 and 11 we can also see how LDOS looks like at intermediate energies. Especially, we observe that at the energy of the Landau level far from the impurity, $E = 2.5$, LDOS becomes smaller than surrounding regions.

VII. DISCUSSION

We have seen that the LDOS around an impurity potential has structure reflecting the strength and shape of
the potential. For the case of $d = 0$, the peaks of LDOS have the same form as the wave function. This theoretical result indicates that under suitable conditions part of the wave function is directly observed by the STS experiment. In recent experiments on graphite, Niimi et al. experimentally observed LDOS in a strong magnetic field. The observed structure of the LDOS between the Landau levels shows quite similar structure as the present result for pure Coulomb potential ($d = 0$).

Here we make quantitative comparison between the theory and their results. First we show experimental differential tunnel conductance averaged over an area of $20 \times 20$ nm$^2$ in Fig. 12 to extract relevant parameters. The horizontal axis shows bias voltage of the probe relative to the Fermi level. This differential tunnel conductance is proportional to the LDOS, so $V > 0$ part of this figure should be compared with Fig. 4. Far from the impurity, we see equally separated peaks corresponding to Landau levels. The separation of peaks, about $14.6$ mev, is consistent with the cyclotron energy $\hbar \omega_c$ calculated at $B = 6$ T and with electron effective mass of $0.057 m_e$. The shape of the peaks looks like Lorentzian, and the parameter $\Gamma$ is deduced to be about $2$ mev. The three-dimensionality of the graphite also should give width to the peaks, but the shape of the peak in that case is not Lorentzian, so we consider that the width comes from the life time of the states above the Fermi energy.

The peaks observed around the impurity are shifted to the low energy side. From the size of the shift, we estimate approximate value for $\alpha$ to be $0.6$. If the impurity has a unit charge, $\alpha = 0.6$ at $B = 6$ T is obtained by putting the dielectric constant $\varepsilon \simeq 15 \varepsilon_0$. Since graphite is a semimetal, the dielectric constant is not well defined. Sometimes the value of $\varepsilon = 10 \varepsilon_0$ is used in the absence of the magnetic field as contribution from valence bands. In the present situation, apart from contribution from valence bands, existing free carriers in the partially filled Landau level may contribute to screening of the impurity potential. Virtual transitions between Landau levels also contribute to the dielectric constant. The data in Fig. 12 show that the Fermi level ($V = 0$) is a little above the hole Landau level peak at $V \simeq -2$ mev. Thus the Landau level is almost filled, and low density of free holes may be remaining. These holes can screen negatively charged impurities, but are ineffective in screening the positively charged impurities. Therefore, we can neglect the screening by free carriers in the present sample. On the other hand, the contribution from the virtual transition depends on the wave vector $q$, and enhancement of $\varepsilon$ at small $q$ is estimated by a simple calculation to be

$$1 + 2ql_B \frac{l_B}{a_B} e^{-q^2l_B^2/2},$$

where $a_B$ is the Bohr radius. In the present case the Bohr radius and the magnetic length is of the same order, and the enhancement factor at $q \simeq l_B^{-1}$ is about $2$. Thus the value $\varepsilon = 15 \varepsilon_0$ and $\alpha$ to be $0.6$ are acceptable.

Using these parameters, we compare spatial dependence of the LDOS measured between the first and the second Landau levels. In Fig. 13 experimental differen-
FIG. 11: Local density of states at fixed energies are shown as functions of $\xi$. In this figure $\alpha = 0.6$ and $\delta = 0.2$. Eleven values of $\varepsilon$ between $\varepsilon = 2$ and $3$ with interval $0.1$ are chosen. Here the level broadening parameter $\Gamma = 0.2\hbar\omega_c$.

FIG. 12: Experimental differential tunnel conductance $dI/dV$ averaged over an area of $20 \times 20$ nm$^2$. The data are taken at $B = 6$ T. The horizontal axis shows bias voltage of the probe relative to the Fermi level. The open circles show the data far from the impurity, and the closed circles show those around the impurity.

Potential conductance and calculated LDOS are compared at several magnetic fields. The value of $\alpha$ is chosen to be $0.6$ at $B = 6$ T. Since the $\alpha$ is inversely proportional to square root of the magnetic field, it increases as the magnetic field decreases. The values are $\alpha = 0.74$, $0.85$ and $1.04$ at $B = 4$ T, $3$ T and $2$ T, respectively. The energy at which the theoretical LDOS is calculated is chosen as $\varepsilon = 2.0$, $1.9$, $1.8$ and $1.65$ for $B = 6$ T, $4$ T, $3$ T and $2$ T, respectively, so that the central peak becomes highest. Theoretical LDOS for potential with $d/l_B = 0.2$ are also plotted by dashed lines for comparison. In this case, the values of $\varepsilon$ are $2.1$, $2.05$, $1.95$ and $1.85$ for $B = 6$ T, $4$ T, $3$ T and $2$ T, respectively. Comparison shows that the width of the central peak for $\delta = 0$ is quite similar to the experimental width. The sharpness of the experimental peak indicates that $d$ should be quite small; the potential at the impurity is well described by $1/r$ potential.

On the other hand, the position of the side peak, which forms ring-like structure around the central peak, is not well reproduced. Experimental peaks are nearer to the origin. If the value of $\alpha$ is much increased, the side peak comes nearer to the origin. However, it will increase the binding energy considerably, and behavior of the averaged differential conductance cannot be reproduced. Possible reason for the nearer side peak is the three dimensionality of the graphite. We need further investigation for the explanation of this discrepancy. In such investigation the actual band structure of the graphite should be taken into account. Although this discrepancy remains, the qualitative agreement of the central peak shows that the potential shape can be inferred from the measurement of STS, and clarifies that the shape of the wave function can also be observed.

In this paper we investigated bound states around an impurity for an ordinary two-dimensional electron system, and compared the results with experimental data on graphite, which is a three-dimensional system, actually. Recently true 2-d graphite is realized and called graphene. In this case the energy spectrum is not parabolic but linear. Similar calculation for this case of linear spectrum is underway. The result will be published in a near future.
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FIG. 13: Experimentally observed differential tunnel conductance (closed circles) and theoretical LDOS for a potential with $\delta = 0$ (solid line), and that for a potential with $\delta = 0.2$ (dashed line) as functions of the distance from the impurity $\xi = r/l_B$. The four values of magnetic fields, 2T, 3T, 4T and 6T are chosen.