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Abstract

Human-object interactions with articulated objects are common in everyday life. Despite much progress in single-view 3D reconstruction, it is still challenging to infer an articulated 3D object model from an RGB video showing a person manipulating the object. We canonicalize the task of articulated 3D human-object interaction reconstruction from RGB video, and carry out a systematic benchmark of five families of methods for this task: 3D plane estimation, 3D cuboid estimation, CAD model fitting, implicit field fitting, and free-form mesh fitting. Our experiments show that all methods struggle to obtain high accuracy results even when provided ground truth information about the observed objects. We identify key factors which make the task challenging and suggest directions for future work on this challenging 3D computer vision task.

1. Introduction

Indoor environments contain many articulated objects with which we interact on a daily basis. Doors, kitchen cabinetry, fridges, and drawers are but a few examples. Thus, a comprehensive 3D understanding of the world requires modeling how people interact with articulated objects.

There has been much recent progress in dynamic 3D reconstruction targeting humans [5, 15, 25, 29], animals [47–49], and objects [39, 43–45]. There is also increasing interest in whole-body human-object interactions (HOI) in 3D [3, 41, 46]. However, this line of work assumes static scenarios [41, 46], or assumes the object is not articulated [3].

There is much less work on modeling 3D HOI with articulated household objects (e.g., ‘opening a microwave’). Such scenarios exhibit many challenges. Firstly, both the person and articulating object are moving and changing in appearance. Moreover, even though the object may articulate many household objects such as furniture and appliances, are themselves not easily movable. This coupled with typically limited viewpoints for such interaction scenarios leads to significant occlusions between the object and the human, and in particular very partial observations of the object (e.g., the back of a fridge is rarely observed, see Figure 1). Thus inference of 3D HOI with articulated objects from monocular RGB video is a challenging problem, especially as there is limited ground truth data for supervision.

While there are challenges in modeling articulated 3D HOI, there are also opportunities. Many common objects with which people interact are composed of rigid parts, and can be abstracted to simple primitive shapes. For instance, 3DADN [30] recently simplified the articulated 3D HOI problem to a single 3D plane estimation for a moving part such as a microwave oven door. Xu et al. [42] introduced a dataset of RGB videos of 3D HOI with articulated objects, and demonstrated that the human pose can be used to refine the articulated object reconstruction. Additional physical constraints and priors connecting the static and moving parts...
of objects and the moving human body can likely enable even better articulated 3D HOI reconstruction.

In this paper, we define and canonize the “RGB video to articulated 3D HOI” task. Our goal is to analyze the performance of recent techniques for direct reconstruction of 3D articulated objects from RGB video. To this end, we systematically benchmark five families of techniques: plane estimation, cuboid abstraction, CAD model fitting, implicit fields, and freeform mesh fitting. We find that even with access to ground truth information all methods struggle to obtain high quality results especially when considering motion parameter estimation for articulated parts. Direct optimization methods using cuboidal abstractions or CAD models perform relatively well compared to more complex approaches, but in the latter case are limited by needing a dataset of CAD models matching the input videos.

2. Related Work

3D articulated object reconstruction. There has been growing interest in reconstructing 3D articulated objects i.e. objects with moving parts such as drawers and doors. Earlier work focused on using probabilistic models for modeling articulated objects as kinematic graphs [33, 34]. Other work predicted part poses [24] and articulation parameters [16, 23, 26], and reconstructed objects that can be articulated from partial 3D point clouds [19, 27]. Recent work has employed radiance fields to model articulated objects [35]. The above work typically operates on largely unoccluded views of a single object of interest. Such views are quite dissimilar from real-world videos of human interaction with common household objects, where clearly the object does not typically articulate on its own. Our task focuses on reconstructing a 3D articulated object from RGB videos of natural interactions involving both human and object.

Monocular 3D articulated objects from RGB video. We focus on single-view RGB video input as it is ubiquitous and captures the inherent temporal nature of motion by the human causing the object articulation. Despite this fact, there is little prior work taking advantage of the temporal nature of articulation. Some existing work relies on sequences of depth frames [16, 17] or estimated depth frames [24]. Methods that estimate 3D articulated objects from RGB video tend to assume predetermined articulation structure (e.g., human, four-legged animal) [4, 21]. More recent methods [39, 43–45] have explored category-agnostic articulated object reconstruction. There has also been work that discovers parts and joints from multiview video [28]. We focus on reconstructing a 3D model of an articulated object from a single fixed-view RGB video, during a natural interaction involving a human manipulating the object.

3D human object interaction. While there is a long line of work on 2D human-object interaction (see recent survey by Bergstrom and Shi [2]), there is much less work on 3D human-object interaction. Some work deals with hand-object interactions [6, 13] typically focusing on estimating hand pose for manipulations of rigid objects. There has been some recent work on hand interactions with deformable objects [36] and with articulated objects [10]. We focus on full-body interactions with common household furniture and appliances. Considering full-body 3D HOI there has been work on exploiting human-object constraints to model object arrangements [11, 18], populate humans in scenes [12] and to recover human object arrangements in 3D [32]. Zhang et al. [46] presented an optimization-based method to recover static human and object arrangements in 3D from a single RGB image. Bhatnagar et al. [3] infer 3D HOI from RGB videos. More recently, Xie et al. [41] handle dynamic interactions but again with non-articulating objects. None of this work on full-body 3D HOI work handles articulated objects. In contrast, Xu et al. [42] proposed to exploit human-object constraints to reconstruct 3D articulated objects from videos of 3D HOI. Like Zhang et al. [46], this work requires predefined category-level information in the form of CAD models for each object category. Qian et al. [30] estimate a 3D plane for the moving part of an articulating object in a 3D HOI video. In this paper, we systematically benchmark representative methods from these recent approaches for articulated 3D HOI on a standardized task definition and dataset.

3. Task Problem Statement

Here, we define our task. Given a single-view fixed-viewpoint RGB video with $N$ frames $X = \{x_1, x_2, ..., x_N\}$ showing a human interacting with an object, we reconstruct an articulated model of the object capturing the shape $S$, pose $P = \{R, T, \sigma\}$, and articulation parameters $A_t$ at each timestamp $t$. The object shape $S$ includes both the static parts of the object and a moving part that articulates according to $A_t$. The object pose is parameterized by a rotation $R$, translation $T$, and scale $\sigma$. The motion parameters $A_t = \{c_t, d_t, \alpha_t\}$ are composed of the motion axis origin $c_t \in \mathbb{R}^3$, motion axis direction $d_t \in \mathbb{R}^3$ (we also evaluate a directionless motion axis $a_t$), and motion state $\alpha_t$. For simplicity we assume that the object is stationary so there is a single motion axis (i.e. $c$, $d$, $a$ are constant across $t$). In this work, we restrict our study to rotational motion, and define $\alpha_t$ to be the rotated angle from the closed state. For consistency, we define positive angles to be counterclockwise about the motion axis direction. We measure task performance along three axes:

- **Reconstruction**: the object shape $S$ should accurately represent the object in the video.
- **Pose**: the inferred 3D pose of the object $P = \{R, T, \sigma\}$ should match the input video.
- **Motion**: the moving parts of $S$ should have accurate articulation parameters $A_t$. 
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The task defined above is challenging because: i) no 3D supervision is assumed and therefore the problem is highly under-constrained; and ii) we do not assume any category-level information for the objects (i.e. the objects being reconstructed are not known a priori). This significantly increases the space of possible reconstructions. Note that even though the video input includes a human actor, and modeling the human may be beneficial to methods tackling this task, we do not evaluate human pose estimation or mesh reconstruction.

4. Methods

Our goal is to benchmark different approaches for reconstructing an articulated 3D object from an RGB video of a human interacting with the object. We pick representative methods that span a spectrum of output 3D representations types: 3D planes, 3D cuboids, CAD models, implicit fields, and free-form meshes. This spectrum reconstructs the object with 3D representations ranging from “low-fidelity” to “high-fidelity”.

4.1. 3D Plane Estimation

Qian et al. [30] propose the 3D Articulation Detection Network (3DADN) to detect the articulating part and estimate a 3D plane for it given an RGB video of a human manipulating an object as input. Articulating part detection is done with a Mask R-CNN [14] architecture that is trained on internet videos to regress a part bounding box and motion axis. A part plane regression head and mask head are finetuned using ScanNet [8] scenes augmented with virtual humans. Then, a temporal optimization refines per-frame predictions across the video to improve motion axis consistency and compute motion values (i.e. rotation angles).

We adapt 3DADN to our task by making the following modifications. First, we approximate the moving part as a cuboid, which we obtain by extruding the estimated 3D plane along the plane normal by 5 cm. Since 3DADN does not estimate the static part of the object, we use the moving part as a proxy for the entire shape $S$. Second, the original 3DADN method assumes monotonically increasing or decreasing motion parameters in an input video (i.e. only opening or closing motion). Thus, we split input videos into parts containing only one type of motion (using the ground truth motion annotation), apply 3DADN to each part and recombine the output into a single sequence. Finally, since we use a pretrained 3DADN, we adjust input videos to match the field-of-view of its training dataset through central cropping and padding. Since 3DADN provides per-frame estimates of the motion axis and origin, we select the median of the predicted axes to obtain a consistent axis for all the frames.

4.2. 3D Cuboid Estimation

Our cuboid-based abstraction baseline CUBEOPT represents each articulated object with two cuboids, $S = \{C_b, C_m\}$, where $C_b$ represents the static part and $C_m$ represents the moving part of the object. The two cuboids are constrained to have an axis of rotation $\sigma_m$, which coincides with an edge of the base part $C_b$. Under this constraint, we optimize for a rotation $R$ and translation $T$ for the entire object assembly. Since the two parts can have different sizes, there are scale parameters $\sigma_b$ and $\sigma_m$ for the base part and the moving part respectively. Finally, we also optimize for articulation state parameters $\alpha_t$ which give the degree of rotation of the moving part at each timestamp $t$. Figure 2 provides an overview of the approach. See the supplement for more implementation details.

4.3. CAD Model Fitting

Xu et al. [42] proposed an optimization based approach that reconstructs articulated objects and humans from RGB video. The method adopts an optimization approach similar to CUBEOPT but approximates the object shape $S$ using a CAD model. The pose $P$ and articulation parameters $A_t$ are optimized by minimizing the silhouette discrepancy with object segmentation masks and using human-object interaction terms to constrain the relative position of the human and object in 3D.

We evaluate three variations of the D3DHOI method. The original method uses ground truth CAD models to fit the data which leads to very good results for object shape and articulation reconstruction. However, this is not realistic as we typically cannot assume we have ground truth CAD models for an object observed in the input video at test time. Therefore, we also evaluate two more variations of the method with less ground truth knowledge (and add the suffix “GT-CAD” to the original method name to communicate this privileged information is provided as input):
• **D3DHOI-Rand-Cat-CAD:** Instead of optimizing with the ground truth CAD model we randomly select a model from the same category. Note that while this variant assumes less information than the ground truth CAD model, it is still a strong baseline as it is given the category label of the object in the input video.

• **D3DHOI-Rand-CAD:** We randomly select a CAD model from all available CAD models. This variant is more general as it does not rely on a priori knowledge of the object category. However it is still restricted to the 24 CAD models in the dataset from Xu et al. [42].

### 4.4. Implicit Fields for Articulated Objects

Implicit field have recently been used for modeling articulated objects [19, 27]. We benchmark DITTO [19], a category-agnostic method for reconstructing articulated objects using implicit fields. DITTO takes as input a pair of point clouds (PCs) of the object before and after interaction (in two different articulation states). The method assumes that the two PCs are in the same pose. To adapt DITTO to our task we project the GT CAD model into each frame using GT pose and camera parameters. We then select one frame that is in the closed state (based on GT states) as the reference PC and iterate through the other frames using the PC obtained from the other frames treat other frames as the second PC. This effectively gives us partial (single-view) GT PCs for each frame. We use DITTO pretrained on the shape2motion [38] dataset and apply it to our dataset. For each frame we obtain a predicted mesh reconstruction, segmentation, and joint parameters. To obtain a consistent estimate of the joint axis and origin we take the median of the frame-wise predictions, similarly to 3DADN and LASR). We then compute the mean errors over all the frames. There are some additional differences between how we use DITTO and how it was used in the original paper, which we discuss in detail in the supplement.

### 4.5. Free-Form Mesh Fitting

As representatives of free-form 3D mesh fitting we use the LASR [43] and ViSER [44] methods. LASR is based on the classical “analysis by synthesis” approach i.e. instead of learning-based methods that learn a data-driven model using a large dataset, LASR reconstructs objects by overfitting to a single video. It takes a mesh sphere and “morphs” it into the object shape $S$ by optimizing for silhouette, optical flow and texture losses. This approach can work well with video data because videos can provide strong 3D multi-view constraints for a single object (relative to single-view images). Using videos also enables the use of optical flow which provides dense correspondence of features between two images.

LASR also learns the camera parameters jointly with the object reconstruction. We use the predicted camera parameters to compute the object pose parameters. However, we note that the predicted mesh often does not articulate and the motion in the video is mostly explained by rigid transformations of a largely static object mesh. Moreover, the predicted linear blend skinning weights do not carry semantic meaning making it difficult to create discrete “moving” and “static” parts, and compute the corresponding articulation motion parameters (e.g., axis of rotation). ViSER builds on LASR by learning surface embeddings to establish long range correspondences across video frames. Long-range video pixel correspondences are forced to be consistent with an underlying canonical 3D mesh through embeddings that capture the appearance of each surface point.

While these methods provide good results on reconstruction of moving articulated objects such as animals and people from monocular videos, they struggle to reconstruct unobserved parts of the object. We will see that these approaches fail to perform in our setting of indoor human-object interactions where many of the objects are partially observed.

### 5. Experiments

#### 5.1. Data

We conduct our experiments on the D3D-HOI dataset [42] which contains 256 RGB videos of a person interacting with nine types of common household objects. We choose this dataset because it provides challenging scenarios of humans interacting with common household objects. It is also the only human-object interaction dataset with fine-grained 3D annotations for the object shape and motion parameters. Each video is annotated with an articulated 3D CAD object which is aligned with the RGB image. In addition, Xu et al. [42] provide an estimated SMPL [25] mesh of the person predicted by running EFT [20]. Using the annotated CAD object we generate object and moving part segmentation masks which we treat as the ground truth segmentation masks in our experiments. We conduct our experiments on eight object categories with revolute motion which amount to a total of 239 videos.

#### 5.2. Metrics

We evaluate the five types of methods by measuring their performance at: 1) object shape reconstruction; 2) object pose estimation; and 3) motion parameter estimation (for the articulating part). For each, we define error metrics and accuracy metrics based on thresholding the errors. All metrics are computed per frame, and then averaged over each video, and then across videos. We adopt Chamfer Distance (CD) for our reconstruction metric [9], and translational, rotational and scale errors as object pose metrics [37, 40]. The motion parameter estimation metrics are based on computing the error for individual motion parameters.

**Reconstruction.** To evaluate the quality of the reconstructed
articulated object and its parts, we compute the Chamfer Distance (CD) between 10000 sampled surface points from the estimated 3D representation and the ground truth. Since our goal for this metric is to measure reconstruction quality, we factor out pose by normalizing the scale of both the predicted mesh and the ground truth mesh by their maximum dimension. We then apply ICP [1] to align the two meshes. This allows us to use the CD metric to capture the reconstruction error. We also measure the CD for both the entire object and the moving part in isolation. For the accuracy metric, we compute a combined accuracy (ACC*) that combines the thresholded reconstruction error accuracy for both the whole object and the moving part.

Pose. The scale normalization and ICP alignment from above are also used to evaluate the object pose. We measure the rotation and translation error based on the prediction-to-ground-truth mesh alignment transformation matrix calculated by ICP. For the rotation error, we calculate the error in degrees between two rotation matrices. For the translation error, we calculate the Euclidean distance. For the scale error, we compute the ratio between the maximum dimension of the ground truth object and the predicted object. If the ratio is larger than 1 we take its inverse. Then we subtract this value from 1 to obtain a relative scale error value in [0, 1]. For the accuracy metric, we define a combined rotation, translation and scale match accuracy (ACCR).

Motion. We evaluate the error of the predicted motion origin point, motion axis (ignoring direction since parameterizations based on both directions are possible), motion axis with direction, and finally motion state (rotation angle). We compute the angle error for the axis and direction, and the distance to the axis for the origin. Note that the maximum angle error is 90° for the motion axis and 180° for the motion axis direction. We report accuracy metrics for these motion parameters in staggered combinations, starting with motion origin (O), origin+axis (OA), OA+Direction (OAD), and overall motion parameter accuracy including all motion parameters: axis, direction, state error (ACCM).

Overall. Finally, we report combined accuracy for reconstruction, pose (ACCRP), and combined accuracy for reconstruction, pose, and motion state (ACCRPM).

5.3. Implementation Details

For 3DADN [30], D3D-HOI [42], LASR [43], ViSER [44] and DITTO [19] we use the open-sourced implementations provided by the authors to evaluate these methods on our benchmark. For DITTO, we use the pretrained network released by the authors to run inference on our data. We
implement the CuboidOPT method in PyTorch3D [31] and minimize the final objective function using gradient based optimization. We use PyTorch3D’s differentiable renderer to render the object and part masks used to compute the loss functions. We do not assume any ground truth information about the object shape and human-object interaction contact point so the optimization is over all templates and left/right hand combinations for human-object interaction terms. We select the optimization run achieving minimum loss. We use Adam [22] as our optimizer with a learning rate of 0.05 and a decay factor of 10 in the last 25% of the iterations. We optimize each model for a total of 500 iterations.

5.4. Results

We report error metrics for the five types of approaches in Table 1, and thresholded accuracies in Table 2. We also plot accuracies against error threshold for the accuracies in Figure 3. Finally, we show qualitative results in Figure 5. Most of the methods in this comparison have access to privileged information: LASR has access to the ground-truth (GT) object mask for each video frame, and CUBE OPT has access to the GT object and part masks.

How well does free-form mesh fitting work? LASR is the most flexible in shape reconstruction, and gives comparable object CD as CUBE OPT. However, it often has large errors in the pose of the object in camera coordinates. To extract motion parameters from LASR and ViSER outputs, we use the predicted bone weights to obtain a part segmentation of the object. We then extract part boundary vertices and compute the dominant axis direction using PCA. The median of the boundary vertices is used as the origin. We note that ViSER outputs typically have a very different pose compared to GT and therefore struggles more on motion parameter estimation. On the other hand, DITTO performs well on reconstruction and pose parameter estimation. This may be attributed to the fact that DITTO uses GT point clouds.

How much does knowing the ground-truth CAD model help? D3DHOI is the most privileged method with access to the GT object mask and the GT CAD model that captures the shape of the object, the moving part and how it is attached to the static part. There is limited need for reconstruction (though the scale factors σ still need to be estimated). Instead, the problem is reduced to just pose and motion parameter estimation. Unsurprisingly, D3DHOI has the best overall performance (in terms of reconstruction, pose, and motion errors). Reconstruction is still not perfect due to errors in estimating the scale parameters of the CAD model. For a fairer comparison, we also consider fetching a random model (over all models vs using one with the GT category). Performance deteriorates but is still fairly high for the D3DHOI-Rand-Cat-CAD as there is a limited number of models to sample from (24 overall, and on average about two given the category). D3DHOI-Rand-CAD is comparable to CUBE OPT, better on some metrics (moving part CD, pose rotation and translation), while worse on others (motion prediction).

How well can naïve cuboidal approximation of object shape work? We also evaluate CUBERAND, a “random” baseline based on CUBE OPT with random initialization. Note that this is stronger than a purely random baseline as CUBE OPT already has inductive biases due to the prior knowledge of the template structures that are built-in. While CUBERAND performs worse than the other methods in most of the error metrics, the pose error is actually similar to that of the optimized CUBE OPT and D3DHOI-Rand-CAD, indicating that a simple approximation with two cuboids captures the articulated object fairly well. From the accuracy results (Table 2), the weakness of this random baseline becomes more obvious, as it has extremely low accuracy on object reconstruction, pose rotation/translation, and zero accuracy on motion prediction metrics. The supplement provides additional ablations that investigate the impact of the loss terms in the CUBE OPT approach.

What if we used a plane approximation and had no access to GT object masks? 3DADN is given the least information. It is the only approach that does not assume access to the GT object mask. However, it can only model the moving part, so it has the highest object-level CD, but relatively low CD for the moving part. The pose error is also the highest of the methods, and motion error is also relatively high. 3DADN does not predict the motion state (i.e. rotation angle) for every frame as its temporal optimization algorithm selects subsets of frames from the input. We report the errors on the subset of the frames with predicted motion parameters.

How challenging are different object categories? Figure 4 shows a category-wise breakdown of the reconstruction accuracy metric for each method. Overall, laptops are most challenging (likely because the moving part is relatively small), while dishwashers are easiest (relatively large object and large moving part). CUBE OPT works much better for microwaves than D3DHOI (good fit with two-cuboid assumption). Both methods do well on dishwashers, but less well on ovens (the bottom proofing drawer likely makes the articulation edge not as clear for ovens).

What if we use predicted object masks for CUBE OPT? We also experiment with predicted object and part masks for CUBE OPT. Specifically, we compare using ground-truth (GT) vs predicted (Pred) object and part masks. We use the predicted part segmentation from 3DADN to as the moving part mask. For the object mask, we use Mask2Former [7] (Swin Large trained on COCO). Since the pretrained Mask2Former on COCO does not include all the categories for D3DHOI, we only evaluate on 4 categories (laptop, microwave, oven, refrigerator) from the original
Figure 3. Accuracy of reconstruction (AccR), pose (AccP), motion (AccM), reconstruction+pose (AccRP), reconstruction+pose+motion (AccRPM) at varying thresholds: < 0.25, 0.5, 1.0, 1.5, 2.0 for reconstruction (CD) and axis origin error, < 0.2, 0.3, 0.4, 0.5, 0.6 for scale error, < 5, 10, 15, 20, 25° for angle error (pose rotation, motion parameters). As the threshold is increased, the strictness of the condition for a prediction to be correct is relaxed, and the accuracy increases. D3DHOI-GT-CAD which relies on having the GT CAD model in addition to the GT object mask has the best overall performance. The cuboidal abstraction method CubeOPT has access to the GT object and part image mask, and the free-form mesh fitting LASR has access to the GT object mask. The latter is able to reconstruct the object somewhat but ends up underperforming the randomly initialized CubeOPT, showing that having a cuboidal assumption is helpful for many articulated objects. Ditto has access to GT point clouds of the objects and therefore outperforms all other baselines in pose estimation. 3DADN is a 2D method that does not have access to GT information and leverages pretraining on large amounts of internet videos. Since it models only the moving part, it cannot reconstruct the static part and has poor overall reconstruction performance. All methods other than CubeOPT and D3DHOI are unable to predict the combined motion parameters, and overall pose, indicating the significant challenges of this task.

Figure 4. Category-wise breakdown of the reconstruction accuracy metric (AccR) for all methods in our experiments. The microwave, laptop, and trashcan are overall most challenging for most methods. 3DADN is at zero in almost all categories except laptop and therefore not visible.

dataset (170 videos). We compare CubeOPT-Pred with 3DADN for these 170 videos, and find that CubeOPT achieves lower error and higher accuracy (see supplement).

Discussion. Overall, the results indicate that this is a challenging problem with much space for improvement. All methods, despite having access to GT information, have fairly high motion axis and direction errors and motion state errors. Some predictions are very good, but there are many poor results even within a single video input (as is indicated by the relatively high standard error margins on the reported mean error values in Table 1).

While fairly simple and limited in terms of object shapes it can model CubeOPT reconstructs the object without needing a CAD model dataset. The built-in bias towards cuboidal part articulated objects helps it outperform 3DADN which similarly does not rely on a database of 3D CAD models, unlike D3DHOI.

6. Conclusion

In this paper we defined a canonicalized articulated 3D human-object interaction task: single-view reconstruction of objects from RGB videos of humans interacting with an articulated object. We carried out a systematic benchmark of five classes of methods for this task. Using a set of metrics to evaluate the predicted object reconstruction, pose, and motion we saw that all methods struggle to obtain high quality results even when provided with privileged information such as ground truth object masks and CAD models. We see a number of opportunities for future work on improved methods for articulated 3D human-object interaction.
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Figure 5. Qualitative comparison of methods on several example videos. Obtaining high accuracy results for articulated 3D human-object interaction is quite challenging. All approaches (other than 3DADN) are given ground-truth object segmentation masks but still exhibit significant errors in object shape reconstruction (in particular 3DADN which only handles the moving part of the object), and in motion parameter estimation (in particular CUBeOPT which gets the motion axis wrong in the second to last row from the bottom). The LASR approach often struggles to estimate a reliable pose for the reconstructed object.
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