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ABSTRACT

Prototypical network (PN) is a simple yet effective few shot learning strategy. It is a metric-based meta-learning technique where classification is performed by computing Euclidean distances to prototypical representations of each class. Conventional PN attributes equal importance to all samples and generates prototypes by simply averaging the support sample embeddings belonging to each class. In this work, we propose a novel version of PN that attributes weights to support samples corresponding to their influence on the support sample distribution. Influence weights of samples are calculated based on maximum mean discrepancy (MMD) between the mean embeddings of sample distributions including and excluding the sample. Comprehensive evaluation of our proposed influential PN (IPNet) is performed by comparing its performance with other baseline PNs on three different benchmark dermatological datasets. IPNet outperforms all baseline models with compelling results across all three datasets and various N-way, K-shot classification tasks. Findings from cross-domain adaptation experiments further establish the robustness and generalizability of IPNet.
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1 Introduction

Over the last decade, rapid evolution of deep learning algorithms has led to applications in many diverse areas including medicine. Their resounding efficacy is demonstrated through state-of-the-performance across wide variety of computer vision tasks. However, these algorithms require large datasets with diverse examples to learn from. Unfortunately, prevalence of such large annotated datasets is quite uncommon in fields like medical imaging. To avoid issues of overfitting with small datasets, several alternatives have been proposed including transfer learning and domain adaptation.

Recently, Few Shot Learning (FSL), a type of meta-learning has been proposed that aims to learn from just a few examples like humans. While several variants of FSL have been designed that leverage prior knowledge about similarity, data and learning [Wang et al., 2020], metric-based Prototypical Networks (PN) have gained significant attention due their simplicity and efficiency. These networks learn a metric space where classification is performed by computing Euclidean distances to prototypical representations of each class. In standard PN [Snell et al., 2017], prototype of each class is generated by simply averaging the support samples belonging to that class in the latent feature space. This naïve approach considers each support sample to be equally important for prototype formation.

Since their inception, many versions of PNs have been proposed to improve their performance. In [Mahajan et al., 2020], Group Equivariant convolutions (G-convolutions) are incorporated into PN to compensate for lack of canonical structure in dermatological images. A re-weighing mechanism is explored in [Zhu et al., 2020], which reduces the influence of noisy samples when learning the prototype. This is achieved by an adaptive strategy of inverse distance weighting of samples to the feature embedding learned on the remaining samples. These efforts lack the potential to explicitly weight the support samples on the basis of their distinguishing characteristics i.e., samples that are similar
Influential Prototypical Networks for Few Shot Learning: A Dermatological Case Study

A P

REPRINT

(prototypes) and those that are dissimilar (criticisms) to the prototypes [Kim et al., 2016] . [Anirudh et al., 2017] proposed a method to identify influential samples by weighting them based on Maximum Mean Discrepancy (MMD). Inspired by this work, we propose a simple variation of classical PN that attributes weights to support samples based on their MMD score that represents their influence on the support sample distribution. The class-wise prototypes are then formed by taking the weighted mean of the corresponding support samples in the latent feature space. Towards this end, the main contributions of our work are as follows:

• We propose a novel version of prototypical network that assesses the influence of each sample based on the MMD score between the mean embeddings of sample distributions including and excluding the sample.
• Support samples are assigned influence weights, inverse of MMD weights, to form the prototypical class representations in the embedded space.
• We demonstrate the efficacy of the proposed Influential Prototypical Network (IPNet) by applying it to three benchmark dermatological datasets and compare with other versions of PNs.
• Additionally, we establish the robustness and generalizability of IPNet through cross-domain experiments.

2 METHODOLOGY

2.1 Preliminaries

Here we have considered the task based episodic training process of FSL for our problem formulation. For each training episode, random samples are chosen from \( N \) classes to create a support set \( S = (s_i, y_i)_{i=1}^K \) and query set \( Q = (q_i, y_i)_{i=1}^K \). Here, \( s_i \) and \( q_i \) represent the sampled images and \( y_i \) their corresponding labels belonging to \( N \) categories. As the support set contains \( K \) training samples, this represents the \( N \)-way, \( K \)-shot classification task.

The support set forms the crux of prototype formation in PN. The classic PN is a metric based FSL approach that learns a metric space by mapping each input \( x_i \in \mathbb{R}^D \) by an embedding function \( f_\theta(x_i) : \mathbb{R}^D \rightarrow \mathbb{R}^M \) that is parameterized by \( \theta \). In each episode, it computes a prototypical representation of each class by taking the mean of all support sample embeddings of that class as:

\[
p_c = \frac{1}{|S_c|} \sum_{x_i \in S_c} f_\theta(x_i)
\]

where \( S_c \) is the set of samples from class \( c \). Subsequently, the class label of a new sample from the query set \( Q \) is predicted by calculating the Euclidean distance of the sample \( x_i \) to each class prototypical vector and applying softmax on the distances as:

\[
p_\theta(y_i = c | x_i, p_c) = \frac{\exp(-d(f_\theta(x_i), p_c))}{\sum_{c'} \exp(-d(f_\theta(x_i), p_{c'}))}
\]

where \( d(\cdot) \) is the Euclidean distance function between query sample and prototypical vector. The \( \theta \) parameter is updated likewise in order to improve the likelihood computed on \( Q \) and is given as:

\[
\sum_{(x_i, y_i) \in Q} \log p(y_i = c | x_i)
\]

where \( y_i \) is the ground truth of \( x_i \). Although simple and quite effective, this naïve approach considers each support sample to be equally important for prototype formation.

The recently introduced RRPNet [Zhu et al., 2020] replaces the simple arithmetic mean used for computing the prototypes with a weighted average of the support sample embeddings to reduce the influence of noisy samples. Their adaptive weighting scheme assigns weight to each sample based on its distance to the prototype learned from the remaining support sample embeddings.

2.2 Proposed Approach

Inspired by the efforts on influential sample selection [Anirudh et al., 2017] using MMD [Tolstikhin et al., 2016], we propose a novel and principled approach to creating prototypes. The idea is to assign weights to the samples according
Influential Prototypical Networks for Few Shot Learning: A Dermatological Case Study

A.P.

ISIC-2018

Derm7pt

SD-198

|       | 3-shot  | 5-shot  | 3-shot  | 5-shot  | 3-shot  | 5-shot  | 3-shot  | 5-shot  |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|
| PNet  | 65.52 (0.71) | 74.21 (0.75) | 61.23 (0.64) | 67.21 (0.69) | 63.21 (0.66) | 67.21 (0.70) | 74.22 (0.78) | 60.21 (0.69) |
| MDDNet| 73.50 (0.76) | 79.70 (0.83) | 66.80 (0.65) | 69.50 (0.73) | -       | -       | 72.10 (0.75) | 80.20 (0.86) |
| RRPNet| 76.32 (0.79) | 80.25 (0.84) | 72.10 (0.74) | 77.49 (0.80) | 70.36 (0.67) | 75.56 (0.75) | 74.89 (0.75) | 77.90 (0.82) |
| IPNet (ours) | 79.00 (0.83) | 84.20 (0.87) | 75.66 (0.79) | 80.21 (0.86) | 75.35 (0.77) | 78.39 (0.82) | 78.41 (0.83) | 84.20 (0.87) |

Table 1: Performance comparison for intra-domain classification: Average accuracy and AUC (in brackets) for various N-way, K-shot classification tasks across three benchmark dermatological datasets.

to their influence on the sample distribution of that class. And the influence of a particular sample can be measured by how much the distribution changes in the absence of that sample. We use MMD for this purpose.

MMD is a kernel based approach that measures the distributional discrepancy between two datasets as distance between the mean embeddings of their features. Given two datasets with distributions $A$ and $B$ respectively, the MMD between them is given as:

$$MMD_\phi(A, B) = ||\mu_\phi(A) - \mu_\phi(B)||$$  (4)

where $\phi$ represents the mapping function to the latent space. Consequently, the conformity of a particular data sample $(s)$ to its corresponding dataset distribution $(V)$ can be measured using MMD as:

$$MMD(s) = MMD_\phi(V, V') = ||\mu_\phi(V) - \mu_\phi(V')||$$  (5)

where $V$ represents the whole dataset and $V'$ is the same dataset but excluding the sample $s$. As $MMD_\phi(A, B) = 0$ iff $A = B$, samples with lower MMD scores indicate high compliance with the distribution and data points with high MMD score signify deviation from the sample distribution. As the samples with high conformity to the distribution should be given more importance in creating the prototypical vectors, we define the influential (IF) weight of sample as

$$IF(s) = 1 - MMD(s)$$

after normalizing the MMD scores of all samples in the support set.

As a result, the prototypical representation of each class in our proposed IPNet is formed using:

$$p_c = \frac{\sum_{i=1}^{S_c} IF(f_\theta(x_i)) f_\theta(x_i)}{\sum_{i=1}^{S_c} IF(f_\theta(x_i))}$$  (6)

3 Experimental Results

3.1 Datasets

To evaluate the performance of our proposed IPNet on the few-shot classification task in the medical domain, we chose three benchmark dermatological datasets including ISIC-2018 [Codella et al., 2019], Derm7pt [Kawahara et al., 2019] and SD-198 [Sun et al., 2016]. From these three datasets, we utilized classes with maximum number of images as training classes (4, 13 & 20) and classes with very less count representing rare skin disease categories as test classes (3, 6 & 70) respectively. We also applied standard data augmentation (including rotation, scaling, etc.) to generate relatively balanced training classes.

3.2 Implementation Details

To ensure fair comparison, we use an architecture similar to the one proposed in [Mahajan et al., 2020], the standard Conv-6 backbone with batch normalization. It is a 6 layer CNN where each block
consisting of a $3 \times 3$ convolutional layer with 64 channels and a $2 \times 2$ max-pooling layer followed by Stochastic Gradient Descent (SGD) for optimization and ReLU as the activation function. We use a batch size of 5 and set the learning rate and momentum to 0.01 and 0.9 respectively. Furthermore, we implemented the standard PN from [Snell et al., 2017] (PNet) and robust, re-weighting PN from [Zhu et al., 2020] (RRPNet) using the same framework described above for objective comparison with our approach across various few-shot classification tasks. We also compare with the reported results of [Mahajan et al., 2020] (MDDNet) on the same datasets.

3.3 Experiments

We analyze both performance and robustness of different versions of prototypical networks in the context of (a) intra-domain, few-shot classification of unseen classes and (b) cross-domain adaptation with training and testing data belong to different domains as described below.

3.3.1 Intra-domain Classification

For this experiment, the training and testing classes are chosen from the same dataset to represent common diseases with lot of samples and rare diseases with very few samples respectively. Here, we perform 2-way and 5-way classification tasks on each of the three datasets where $N$-way refers to number of classes randomly chosen from the training classes with train-shot of ten images per class for training the models. Similarly, at test time, $N$ classes are chosen randomly from the unseen test classes with 3 and 5 support samples from each class to form 3-shot and 5-shot classification tasks. For ISIC-2018 dataset, the 5-way classification task is omitted as it has only 3 test classes. The average accuracy (along with standard deviation) and AUC values across 2000 testing episodes are used for performance analysis. These results are summarized in Table 1.

3.3.2 Cross-domain Adaptation

To evaluate the robustness as well as generalizability of the proposed IPNet, we perform cross-domain validation task where different versions of the prototypical models are trained on one dataset and tested on the remaining datasets. Here, we permute among the three datasets to ensure that each datasets gets assigned as training domain at least once. Similar to the intra-domain analysis, we experiment with both 3-shots and 5-shots but limit the evaluation to only 2-way classification tasks as the ISIC-2018 contains only three test classes. Table 2 depicts the results of cross-domain analysis using average accuracy and AUC as the metrics.

3.4 Results

As highlighted in Table 1, our proposed IPNet outperforms all other baseline prototypical networks – PNet, MDDNet and RRPNet across all three dermatological datasets and various $N$-way, $K$-shot classification tasks. On average, IPNet provides an improvement of 3.5% and 6.4% in average accuracy and 5.1% and 7.8% in AUC when compared to RRPNet and MDDNet respectively. Similar trends are also observed in Table 2 for cross-domain analysis. For 2-way classification on test domains, with both 3-shots and 5-shots, IPNet provides the best classification accuracy and AUC as compared to PNet and RRPNet. Finally, qualitative comparison of prototype representations of the models using t-SNE plots is shown in Figures 1 and 2 for Derm7pt and SD-198 datasets respectively. IPNet provides distinct clustering of support samples with clear segregation of class-specific prototypes.
Table 2: Performance comparison for cross-domain adaption: Average accuracy (with standard deviation) and AUC (in brackets) for models trained on one dataset and tested on the other two.

| TRAIN | Derm7pt | ISIC-2018 | SD-198 | Derm7pt | ISIC-2018 |
|-------|---------|-----------|--------|---------|-----------|
| TEST  | SD-198  | ISIC-2018 | SD-198 | Derm7pt | ISIC-2018 |
| 2-Way | PNet [Snell et al., 2017] | 58.44 ± 0.18 (0.60) | 60.32 ± 0.19 (0.61) | 60.23 ± 0.20 (0.65) | 61.21 ± 0.18 (0.63) | 62.77 ± 0.17 (0.68) | 61.98 ± 0.18 (0.67) |
| 3-Shot| RRPNet [Zhu et al., 2020] | 69.80 ± 0.17 (0.71) | 70.12 ± 0.18 (0.71) | 68.10 ± 0.19 (0.70) | 67.50 ± 0.17 (0.70) | 70.00 ± 0.10 (0.72) | 68.32 ± 0.18 (0.70) |
|       | IPNet   | 71.25 ± 0.17 (0.74) | 72.60 ± 0.18 (0.75) | 71.32 ± 0.18 (0.73) | 70.21 ± 0.17 (0.74) | 73.11 ± 0.17 (0.75) | 71.10 ± 0.17 (0.74) |
| 2-Way | PNet [Snell et al., 2017] | 63.66 ± 0.17 (0.64) | 63.11 ± 0.18 (0.65) | 67.22 ± 0.19 (0.70) | 66.90 ± 0.17 (0.71) | 68.9 ± 0.17 (0.71) | 67.2 ± 0.17 (0.72) |
| 5-Shot| RRPNet [Zhu et al., 2020] | 72.80 ± 0.17 (0.76) | 71.23 ± 0.18 (0.75) | 72.45 ± 0.18 (0.74) | 71.63 ± 0.17 (0.74) | 74.38 ± 0.17 (0.76) | 71.23 ± 0.17 (0.75) |
|       | IPNet   | 76.54 ± 0.16 (0.80) | 75.22 ± 0.17 (0.80) | 76.58 ± 0.17 (0.79) | 74.12 ± 0.16 (0.77) | 77.11 ± 0.16 (0.79) | 75.21 ± 0.16 (0.78) |

Figure 1: The t-SNE visualization of prototype representation on Derm7pt dataset for 3-Way Classification Task.

Figure 2: The t-SNE visualization of prototype representation on SD-198 dataset for 3-Way Classification Task.
3.5 Conclusion

We proposed a novel version of PN with adaptive weighting scheme that assigns weights to the samples according to their influence on the sample distribution of that class. Further, the influence factor of a sample is measured using MMD based on the shift in the distribution in the absence of that sample. Extensive experiments conducted on three benchmark dermatological datasets and various N-way, K-shot classification tasks, demonstrate that IPNet achieves compelling results as compared to other versions of PN. Our findings also establish the superiority of IPNet for cross-domain adaptation.
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