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**Abstract:** DSRP Theory is now over 25 years old with more empirical evidence supporting it than any other systems thinking framework. Yet, it is often misunderstood and described in ways that are inaccurate. DSRP Theory describes four patterns and their underlying elements—identity (i) and other (o) for Distinctions (D), part (p) and whole (w) for Systems (S), action (a) and reaction (r) for Relationships (R), and point (p) and view (v) for Perspectives (P)—that are universal in both cognitive complexity (mind) and material complexity (nature). DSRP Theory provides a basis for systems thinking or cognitive complexity as well as material complexity (systems science). This paper, as a relatively short primer on the theory, provides clarity to those wanting to understand DSRP and its implications.
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1. Introduction: DSRP Theory

DSRP Theory (DSRP stands for Distinctions, Systems, Relationships, Perspectives) describes four patterns and their underlying elements: identity (i) and other (o) for Distinctions (D), part (p) and whole (w) for Systems (S), action (a) and reaction (r) for Relationships (R), and point (p) and view (v) for Perspectives (P). The four patterns and their eight, base-paired, co-implying elements do not draw on the dictionary for their definitions. Instead they are equivalencies in which each pattern has the same structure given as: A pattern is defined as element\(_1\) co-implying element\(_2\) (\(P \equiv e_1 \iff e_2\)). Thus the four rules of DSRP Theory are:

- **Distinction** is defined as identity co-implying other (\(D \equiv i \iff o\)).
- **System** is defined as part co-implying whole (\(S \equiv p \iff w\)).
- **Relationship** is defined as action co-implying reaction (\(R \equiv a \iff r\)).
- **Perspective** is defined as point co-implying view (\(P \equiv p \iff v\)).

These simple rules, much like the simple rules of games like chess or go, result in an unexpected amount of complexity. Seemingly mundane or pedestrian rules can “roll up” to create surprising results (i.e., emergent properties, system behavior, etc.). For example, change the simple rule of what a queen or a rook can or cannot do in the game of chess, and the complexity and possibilities of the game also change dramatically. For example, allowing a pawn to go backward or to “take” forward would change the game. Limiting a queen from diagonal movement would change the game dramatically. There can be a near infinite amount of variety in the game of chess or in a given instantiation of a chess game, but the rules of how the agents move and relate are the universals that “roll up” into all that diversity. Similarly, the four DSRP rules result in the complexity of human thought, “systems thinking” or cognitive complexity. Awareness of these four rules—called metacognition—allows the user to make structural predictions based on two additional rules that emerge out of DSRP’s dynamics.
DSRP Theory explains that four patterns organize information to create meaning about what exists and what we perceive. The simplest accurate statement of DSRP Theory is thus:

“the ways that which is Organized
 equipped with Distinctions
relationships
and interconnected
from frames of reference
determines
what actually exists and what we think exists.”

DSRP Theory details quite a bit more than this simplification relays [1–6]. In addition, as pointed out in Cabrera, Cabrera, and Midgley [7] in a discussion of how DSRP Theory has brought about a fourth wave in systems thinking, the authors write:

Since Cabrera’s first writings, we now have the benefit of over 20 years of hindsight on the possible start of a fourth wave (which is as long as the gap between the first and second waves, and twice as long as the gap between the second and third waves). During those years, we have seen considerable testing of Cabrera’s DSRP Theory, including: (1) a burgeoning amount of empirical evidence (at least as much as has been offered in the previous waves); (2) substantial private sector funding to develop tools for systems thinking; (3) substantial public funding for research; (4) a substantial peer review and publication history, sizeable citation histories, including several special issues dedicated to DSRP; (5) considerable public exposure and critique; (6) public adoption; (7) high attendance annual conferences; institutional recognition and support; and (9) as yet, few competitor theories (at least, none that have been explicated and communicated to the same degree).

In short, in the 25 years since its discovery [8,9], DSRP Theory has more empirical evidence supporting it than any existing “systems theory” [6,7,10–17]. The term theory is used loosely here as it is in the field writ large. Most of what exists in the field are opinioned, mostly unvalidated frameworks. These frameworks—many that have been around for some time and are popular—are not “theories” like DSRP is, because a theory requires an accumulation of evidence. It should be further noted that establishing an accumulation of evidence for a theory requires both basic (existential) and applied (efficacy) research. To our knowledge, none of the existing frameworks for systems thinking have basic empirical evidence for their existence. In rare cases, there are efficacy studies which is a positive sign, but not a replacement for basic research that shows the existence of such claims. DSRP Theory sits within this wider comparative context of systems thinking frameworks that are sometimes mislabelled as theories. The systems thinking “universe” includes thousands of frameworks which Cabrera [6] explains capture the systems thinking and systems science universe, what he called in 2006 the “MFS universe” (named after these three authors).

Midgley, Francois and Schwarz—have made separate attempts to encapsulate the long history and vast terrain of knowledge-about-systems. Midgley acted as editor to the most complete review of systems thinking available today. Midgley’s four-volume collection, entitled Systems Thinking [18], includes ninety-seven papers that he and an International Advisory Board of “forty-seven distinguished writers from across the spectrum of the systems movement” (p5) thought were seminal… Francois assembled the two-volume International Encyclopedia of Systems and Cybernetics [19], which contains 3800 distinct systems concepts… Schwarz [20] developed a map entitled “Some Streams of Systemic Thought” with over 1000 nodes.

This universe includes a vast history of systems ideas from Lao Tsu to the Santa Fe Institute (SFI). Some of these ideas relate specifically to systems thinking. Additionally, within this subset of ideas a few notable frameworks have been proposed, some of the
most popular and enduring include: System Dynamics (SD), Soft Systems Methodology (SSM), Critical Systems Thinking (CST), and General Systems Theory (GST). Yet, while these theories have been substantively generative in terms of academic debate, dialogue, and even publication (to our knowledge) none have accumulated evidence of their existence as phenomena. If their premises, postulates, or principles are to stand as anything more than opinion, these premises must be tested empirically. Additionally, these empirical tests must go beyond the initial stages of efficacy and case studies with small sample sizes. Simply put, these frameworks have been around long enough to expect as much. This is not to say that the debate on DSRP Theory is closed—in science it never is. However, there is accumulating evidence in a relatively short period of time. Whereas, for these other frameworks, which have had substantively more time, there is little accumulated evidence that shows they are anything more than opinions supported by a tribe. In other words, if SD, SSM, GST, or CST are proffered frameworks of systems thinking, then where is the empirical data that shows they are real-world phenomena? This is especially the case when one differentiates between existent (basic research) and efficacy (applied research) studies, where the former is far less often available. Whereas DSRP Theory is relatively new, these frameworks have been around for a long time. One would expect that this accumulation of empirical evidence would be readily available, yet it is not. Jackson’s CST for example, has been around 40 years [21] yet in his recent book that summarizes his work, he provides just three qualitative case studies with small samples. No experimental studies. Of course, an absence of evidence is not evidence of absence, but it is a lack of evidence. These frameworks, which have been masquerading as theories of systems thinking are not theories, because they have not accumulated empirical evidence. Yet, they maintain an elevated status in the field. CST, with its unsupported claim for the efficacy of methodological pluralism and anti-universality leanings, maintains an innovation-killing stranglehold on the field. Unsupported by substantive empirical evidence, but with an abundance of straw-man tactics, the CST establishment detracts from empirically supported theories with the field’s dominant dog-whistle: accusations of reductionism. For universality, it uses straw-man tactics. For example, Jackson [22] dismisses DSRP Theory with a simplistic straw-man when he writes, “A classic attempt is that of Cabrera et al. (2015) who use four underlying “rules”—distinctions, systems, relationships, and perspectives (DSRP)—to unify and organize the field of systems thinking. These concepts mean different things according to the paradigm in which they are located. CST just has to learn to live with and manage paradigm incommensurability.” Jackson seems to believe that if terminology differs in its definitions (which it always does) then the theory is invalid, as if theory is validated by the commensurability of semantics. However, DSRP Theory is not simply “four words” any more than the theory of relativity is simply what people mean when they say energy, mass, and constant. The four DSRP words are representative of a complex set of structures and equivalencies. Translated into French, or Swahili, for example, would not threaten the underlying formalisms and predictions of DSRP.

Some of the terminology and concepts of DSRP Theory have been discussed back to antiquity (part–whole, for example). However, we hope the reader will see—as a result of this primer—that DSRP Theory is far more specific, predictive, and empirically testable than are these shared basic terminology or general concepts. DSRP Theory makes very specific predictions about the world. It is not merely a compilation, but a specific description of how things work and predictably how they will work. The reader who takes DSRP’s terminology on its face as being “old hat” will miss the specific predictions DSRP makes possible and its broader applications and implications. To argue, as some have, that DSRP is just a rehash of General Systems Theory (GST) is parcel of why this primer is needed. This primer spells out in certain, specific, and mathematical precision what DSRP Theory states and the predictions it makes. Nowhere in GST is such specificity offered. Merely using some of the same terminology (e.g., parts, wholes, relationships, etc.) is not enough.

DSRP Theory explicates the underlying simple rules of organization for both material and cognitive complexity. It states that these rules are universal, mutually exclusive, and
collectively exhaustive and that they operate in parallel. DSRP Theory makes specific, organizational, structural, predictions that can be tested.

For more on DSRP Theory proper, the reader should see the many citations provided herein, several of which include full literature reviews that involve hundreds of empirical studies. DSRP Theory provides the underlying rule structure for the complex adaptive system that yields the emergent property we call systems thinking (or increased cognitive complexity) as well as material complexity.

**Empirical Findings of DSRP across the Disciplines**

There is an abundance of interest, literature, and empirical findings on DSRP patterns across the disciplinary spectrum (i.e., the physical, natural, social and applied sciences). The literature on distinction making [23–57] and boundary judgments is well established, both in the cognitive sciences and the field of systems thinking. In the cognitive sciences (as well as the physical and natural sciences) it is clear that distinction making is existent [24–27,29–31]. In a review of literature, empirical studies illustrate both the universality of identity–other Distinctions across the disciplines [23–31,33–42,44–61] and that Distinctions are integrated with other universals (Systems, Relationships, Perspectives) [43,62–94].

The literature on part–whole Systems [6,25,95–109] (a.k.a., grouping, sorting, categorization, organization, etc.) is well established, both in the cognitive sciences and systems thinking contexts. In the cognitive sciences (as well as the physical and natural sciences) it is clear that part–whole Systems are ever present [97–99,101,105,107,108]. In systems thinking literature, categorization has been said to be, “(...) predicted from the structure of the environment at least as well as it can from the structure of the mind” [97]. While categorization is more limited than part–whole Systems, the research done on categorization [53,54,77–79,81,83,85,91,97–99,106–108,110] has shown the fundamental existence of the Systems rule. It is not new that categories are made through sorting parts into wholes, but what is new is that categories also imply a perspective, integrating the part–whole Systems rule into the rest of the DSRP theory. This critical insight—part of DSRP Theory—exposes the universality of part–whole systems at the theoretical level. In a review of literature, a number of empirical studies illustrate the universality of part–whole Systems across the disciplines [25,96–109] and part–whole Systems integrated with other universals (Distinctions, Relationships, Perspectives) [43,62,64–94].

The literature on Relationships [110–124] is also well established in both the cognitive sciences and systems thinking contexts. In the cognitive sciences (as well as the physical and natural sciences) it is clear that relationships are ever present [114,118,119,121,123]. Causality (a term that refers to phenomena that is a subset of action–reaction Relationships) has been shown to be present in children [114,119–121,124], adults, and can be utilized as, “(...) a tool for gaining deeper understanding” [123]. Cabrera [6] expanded the definition of Relationships by demonstrating that: (1) all relational processes were cases of relationships between an action and a reaction variable and (2) that action–reaction relationships were not reserved merely for the systems’ cause and effects alone, but were structural features occurring on fractal dimensions. This critical insight—part of DSRP Theory—exposed the universality of action–reaction Relationships at the theoretical level. This study empirically quantifies this theoretical construct. In a 2021 [16] review of literature, a number of empirical studies illustrate the universality of action–reaction Relationships across the disciplines [25,110–124]. It is also clear that Relationships are not enough. That they are necessary but not sufficient to explain an underlying, universal, structural grammar of cognition or to navigate the complexities of real-world systems. Empirical findings from the literature also reveal what DSRP Theory predicts: that action–reaction Relationships are integral with other universals (i.e., Distinctions, Systems, Perspectives) [43,62,64–94].

Perspective is one of the most important aspects of human cognition, given our status as social animals. In a literature review of perspective taking [16] a number of empirical studies show the universality of perspectives across the disciplines [125–157]. In the cognitive sciences (as well as the physical and natural sciences) it is clear that perspectives
are ever present [126,128–132,134,136,137,139,142,154]. It is also clear that perspectives are not enough. That they are necessary but not sufficient to explain an underlying, universal, structural grammar of cognition. Empirical findings from the literature also reveal what DSRP Theory predicts: that point–view Perspective is integral with other universals (i.e., Distinctions, Systems, Relationships) [43,62,64–94].

2. Research Methods

Fundamentally, DSRP Theory is a formal description of the *universals of organization* or the *patterns that connect* all knowledge (a.k.a., consilience). At its core, DSRP Theory asks the fundamental question: how are things organized in both mind and nature? An accumulation of research that supports DSRP Theory answers the research questions shown in Table 1.

| Mind *(cognitive complexity)* | Does DSRP Exist in Mind? (i.e., Does DSRP exist as universal, material, observable cognitive phenomena?) | Is Metacognitive Awareness of DSRP Effective? (i.e., Does it increase ability to align cognitive complexity to real-world complexity?) (a.k.a., parallelism) |
|-----------------------------|-------------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| Nature *(material complexity)* | Does DSRP Exist in Nature? (i.e., Does DSRP exist as universal, material, observable phenomena?) | |

**Table 1.** Research questions for DSRP Theory.

Basic research investigates the *existence* and *universality* of DSRP in mind/nature whereas applied research investigates the *efficacy* (defined as the effect of metacognitive awareness of DSRP) and *parallelism* (defined as the probability that organizational rules of mind align with organizational rules of nature), both of which are central to the idea of the Systems Thinking/DSRP Loop in Figure 1, which shows that DSRP–Systems Thinking fits mental models to real-world observables and feedback. It should be noted that the ST/DSRP Loop is the mirror opposite of confirmation bias. Confirmation bias reverses this loop, by fitting reality to one’s mental models. *Parallelism* is therefore the degree to which one’s cognitive paradigm, style, or mindset, aligns with nature’s.

![Figure 1. The ST/DSRP Loop.](image-url)
DSRP Theory articulates the universal structures and dynamics for organizing (⊙) information (I). Both in the mind, as part of mental models (M)—defined as the complex product of information and DSRP thinking (M = I ⊗ T)—but also as part of reality (R)—defined as the complex product of information and DSRP organization (R = I ⊗ O)—where both ⊗ and T = DSRP, and the hat symbol (‘) is used to denote the sample or sampling of information and structure, as shown in Equation (1). It should be noted that different symbols are sometimes used for organization (⊙) to differentiate thought-based organization (where T is used for “thinking”) versus more general organization (where ⊗ is used) of information as is the case for energy and matter (that information is a basic property of the universe). Thus, T = ̂O = DSRP. Thus, the goal of systems thinking is to increase the value of the fraction between our mental models and reality such that \( \frac{M}{R} = 1 \). The relationship between mental models and reality is a fraction because our mental models—quite literally—represent only a fraction of what exists. Incidentally, \( \frac{M}{R} = 1 \) need not be bounded by 1 other than that the number 1 represents unity as in \( \frac{1}{1} = 1 \). It could therefore equal any number over itself. This is an aspirational goal. However, interestingly, it is this aspirational goal that differentiates the phenomenon of systems thinking from plain-old thinking. Because systems thinking has an expressed aspirational goal of making the fraction between mental models (M) and reality (R) equal to 1, such that \( \frac{M}{R} = 1 \). Thinking does not have this aspirational goal, so it does not require metacognition (just cognition). Otherwise, they are exactly the same. However, that is a pretty big otherwise. The formalism for DSRP is detailed and explained in Equation (1):

\[
\Phi(m) = \frac{M_m}{R_T} = \frac{1 \otimes T \{ : D_o^j \circ S_o^j \circ R_o^j \circ P_o^j : \}_j}{1 \otimes O \{ : D_o^k \circ S_o^k \circ R_o^k \circ P_o^k : \}_k}
\]

A simple way to understand this formula is to focus on just one portion of the fraction between mental models and reality: \( \frac{M}{R} \). We will use the \( \frac{S_o^k}{S_o^j} \) by asking about your mental model of the parts of an ecology versus the actual parts of an ecology. Your mental model might include 247 parts whereas you estimate that the actual ecology includes many more than 247 parts (\( \gg 247 \)). Thus, \( \frac{S_o^k}{S_o^j} = \frac{247}{\gg 247} = 2.47 \times 10^{-7} = 2.47e-7 \) (i.e., scientific notation a very small number). The astute reader may recognize that mental models filter reality but could also amplify it. Nevertheless, this amplification becomes part of reality, even if it is invalid or “wrong” as is often the case with perspective. For example, many people believe the COVID-19 is a hoax. This perspective in and of itself has no validity, yet this invalid perspective drives agent behavior that manifests empirically in the system. If your understanding of those 2.47\( e-7 \) parts is useful in whatever it is you are trying to accomplish in the ecology, then the numerator (your mental model) suffices as a model for the denominator (reality). If it does not then you might make the structural prediction that there are more/different parts that you need to understand. Regardless, because (1) the denominator is almost always effectively much greater than the numerator, and (2) all signal from reality is filtered through our mental models, the formula above can be summarized to:
In other words, our mental models are built on meaningfully organizing information with DSRP. The formalism for DSRP Theory clarifies a number of important things:

1. the applicable domains (reality (or real-world systems) and mental models);
2. the goal (increasing the probability. Regarding $\frac{M}{R} = 1$, the evidence that DSRP Theory increases this probability—what we call parallelism—is that we see DSRP in both material (empirical) complexity and cognitive complexity (see [6,7,10–17,164]). Note that (a) the fraction, $\frac{M}{R} = 1$, is not the same as the probability that this fraction is closer to 1; (b) the closer it gets to 1 the more accurate the mental model; (c) evidence for the validity of a specific mental model (X) is not the same as evidence for this increased probability. These are sometimes confused as a match between mental models and reality (a.k.a., parallelism);
3. the universal structures and structural rules of organization (i.e., DSRP);
4. the dynamical rules (co-implication and simultaneity);
5. the fundamental action (organization, or $\mathcal{O}$);
6. the fundamental element being acted upon or organized (i.e., information, or $I$);
7. the relationship between information and organization over time (complex product, or $\otimes$);
8. the basis on which to make structural predictions that aid knowledge creation, innovation, invention and discovery.

This last item—structural predictions—represents the most important contribution of DSRP Theory: it lets us make predictions about highly probable structures in our thinking and then “fill in” these structures with informational variables (a.k.a., discovery at the personal, professional, social, or scientific scales). To understand where structural predictions come from, we must understand the co-implication and simultaneity rules. To do that, we travel a logical path, akin to Aristotle’s Law of the Excluded Middle, but without excluding the middle (thus nesting bivalent logic within multivalent or DSRP logic) [43]. The logic, explained in the following steps, explicates how in order for any “thing” to exist (call it $A$), DSRP structure is necessary.

Table 2 provides the basic logic of DSRP explained in visual form. It may seem more abstract or esoteric than it really is. However, what is being described aids in the invention of basic systems mapping software like Plectica or network analysis where a single information variable acts as several different structures simultaneously. In Figure 2, for example, you can see that the node labeled US Ambassador to China is an identity, with a specific, articulated point of view on several items in the map (all the blue dots), and, a part of several larger wholes including being one part of a diplomatic relationship between the US and China. Simultaneously, the US Ambassador is engaged in an interpersonal relationship with the Chinese Ambassador which is, in turn, part of a larger system of relationships. All of the various nodes in this system (even the inanimate ones) may have a perspective on some Global Issue X.

Figure 2 shows—using a simple example—how D, S, R, and P occur simultaneously and not as separate “buckets” or “categories”. D, S, R, and P are dynamical simple rules of interaction where, for example, a single relationship (R) can be distinguished (D), and systematized (S), from a perspective (P). These rules can be iterated for any bit of information.
Table 2. Derivation of DSRP rules: logic and definitions.

| Logic Step | Logic | Narrative |
|------------|-------|-----------|
| (1)        | \(A_i\) | If an identity \((i)\) exists, it implies another \((o)\). Therefore, Distinctions \((D_{i}^{\varphi})\) exist, universally. |
| (2)        | \(\neg A_i\) | If \((i)\) implies \((o)\), and vice versa, then \(\{i \underset{R}{\iff} o\}\), Therefore, a Relationship \((R_{i}^{\varphi})\) exists, universally. |
| (3)        | whole \((w)\) \(\neg A_i\) | If \(\geq 2\) things are related, a System \((S_{i}^{\varphi})\) exists, universally, where \(\{i, \iff, o\} \in w\). |
| (4)        | whole \((w)\) \(\neg B_o\) | If \((w)\) is defined by \((i)\), then an alternative system defined by \((o)\) exists and, therefore, a Perspective \((P_{o}^{\varphi})\) exists, universally. |
| (5)        | If \(A_i\), then \(D_{i}^{\varphi}, S_{w}^{\varphi}, R_{i}^{\varphi}, P_{o}^{\varphi}\) | If the identity \(A\) exists \((A_i)\), then DSRP is necessary and sufficient. |

3. Results In Practice

DSRP Theory explicates all of these facets of reality and of our mental models of reality with the hopes of getting them in better alignment. We will start with the steps in Table 2. The origin of DSRP starts with any identity—e.g., any concept or thing. The logical conclusion of DSRP Theory is simple: the existence of “\(\bullet\)” implies DSRP. Let us see how this simple conclusion is derived. In Step (1) of Table 2, if an identity \((i)\) structure exists, that we will informationally call “\(A\)”. Then by definition an other \((o)\) structure also exists that we can call “\(\neg A\)”. This means that if \(A\) exists (and \(A\) represents anything) then an identity–other Distinction \((D_{i}^{\varphi})\) must also exist.

In Step (2) of Table 2, it follows that if \(A\) co-implies \(\neg A\), then there is, by definition, a Relationship \((R)\) between them, in which an \(A\)-like action \((\overset{A}{\overset{\varphi}{\varphi}})\) has an \(\neg A\)-like reaction \((\overset{\neg A}{\overset{\varphi}{\varphi}})\). Vice versa, an \(\neg A\)-like action \((\overset{\neg A}{\overset{\varphi}{\varphi}})\) has an \(A\)-like reaction \((\overset{A}{\overset{\varphi}{\varphi}})\). Note that these action–reaction variables are themselves identities \((i)\) and they are also others \((o)\). This means that if \(A\) (i.e., anything) exists then an action–reaction Relationship \((R_{i}^{\varphi})\) must also exist.

In Step (3) of Table 2, we see that when \(\geq 1\) identities are related, a System \((S)\) exists in which all of the elements \((A, \neg A, \text{their action–reaction variables})\) of the system are...
parts (p) of the whole (w). Ergo, a whole (w) must also exist. This whole we can call “A/¬A” and it is also an identity (i). An other (o) therefore exists, ad infinitum. This means that if A (i.e., anything) exists then a part–whole System (Swh) must also exist. Importantly, DSRP Theory treats both structural parts and relational parts, as parts of the whole.

In Step (4) of Table 2, we see that the original (in Step (1)) system was defined entirely in terms of A. This means the frame of reference (a.k.a., Perspective (P)) is from the point-of-view of A, such that everything in the system is defined in terms of A, such as ¬A. However, ¬A is not merely defined in terms of A, it could also be defined on its own terms, let us call it B. Thus, we could as easily have started with B, and defined the system in terms of B such that B is the point (p) and ¬B is the view (v). In this case, ¬A = B and therefore, taking both perspectives at once, that A and ¬A and B and ¬B can simultaneously be identity (i), other (o), point (p), or view (v). In fact, all identities (i) can simultaneously be all of the element variables: identity (i), other (o), part (p), whole (w), action (a), reaction (r), point (p), or view (v). Thus, all patterns (DSRP) are co-implying coupled oscillators and their eight elements are simultaneously exciting and inhibiting. This means that if A (i.e., anything) exists then a point–view Perspective (Pv) must also exist. We see that the entire system is the same from a different perspective: from B, which we originally defined in terms of A as not-A. Thus, in the image in Step (3) in Table 2, B is a function of A (B = B(A)) whereas in the image in Step (4), A is a function of B (A = A(B)). Thus, B = ¬A and A = ¬B.

In Step (5) we arrive at the conclusion that in order for A to exist, D, S, R, and P must also exist (as well as their respective elements).

While Table 2 provides the basic steps explained in visual symbolic logic, the symbolic logic shown in Equation (3) through (8) highlights the simultaneity rule because it shows that of a single bit of information (blue) can act in several structural capacities (red). For example, Equation (3) shows that some bit of information can simultaneously take on some (in bold) or all of a matrix of the eight elemental structures i, o, p, w, a, r, ρ, v.

\[
\begin{array}{c}
\text{Information} \\
\hline
i & o \\
p & w \\
a & r \\
\rho & v \\
\end{array}
\]

Equation (4) shows the same idea shown in Step (1) in Table 2: that if an identity (i) called A exists (3), it is co-implied (⇒) that an other (o), ¬A exists and vice versa (red indicates universal DSRP elements and the blue represents the information variables). This means that if A exists (and A represents anything) then an identity–other Distinction (Dio) must also exist.

\[
\exists A_i \implies \exists \neg A_o
\]

\[
\exists \neg A_o \implies \exists A_i
\]

Therefore:

\[
\exists A_i \iff \exists \neg A_o
\]

If, according to Equation (4), A co-implies ¬A, then there is, by definition, a Relationship (R) between them. In Step (2) of Figure 2, this Relationship (R) is illustrated. Using color in Equation (5), we see that the Relationship is not only a structure or “thing” in and of itself, it also has structural parts (actions–reactions). The specific action–reaction parts of a Relationship (R) are often hidden when we describe it in words. For example, we might say that there is a relationship between a small and large circle (οΟ): one is smaller in relation and one is larger. What is implied is that there is a small-circle-like-action on the large circle.
and vice versa. If the circles were the same size, there would be no smaller or larger. Thus, because a Distinction \( A_i \Rightarrow \neg A_i \) exists, a Relationship (R) also exists where R is defined as the set of its action-reaction elements:

\[
R \equiv \left\{ \left[ A_i \Rightarrow \neg A_i \right], \left[ A_i \Rightarrow \neg A_i \right] \right\}
\]

Note that in (5) any bit of information (the specific content/labels in blue) has a matrix of multiple structural variables (in red) associated with them. These are the universal patterns and elements of DSRP. For example, because A’s reaction \( \bar{A} \) is not the same as A, then \( \bar{A} \neq A \), which means actions and reactions are both identities (i) and others (o). In (6), unbolded red text represents structural variables that are probable and predictable but not currently manifested in use:

\[
R \equiv \left\{ \left[ A_i \Rightarrow \neg A_i \right], \left[ A_i \Rightarrow \neg A_i \right] \right\}
\]

Step (3) in Table 2 illustrates that if \( \geq 2 \) things are related, a System \( S_w \) exists, universally, where \( \{i, \equiv, o\} \in w \). Importantly, DSRP Theory treats both structural parts and relational parts, as parts of the whole, because nature does. This has some rather large implications. A full discussion of emergence and the commonly held but misinformed trope that “the whole is greater than the sum of its parts” is beyond the scope of this paper (see [6] for a more complete analysis). However, it should be pointed out that the implications of accounting for (literally counting) relational elements as parts of the whole rather than de-valoring them as many a physicist and systems scientist has done for some time, is of crucial importance. Emergence need not be any less (often) surprising, perplexing, or marvelous. However, it does resolve the pesky problem of the whole being greater than its parts, which it never is because that would defy the definition of the whole, which includes relational parts. It goes without saying that relationships must be considered parts of the whole, because they are part of the whole. The whole is always exactly equal to its parts. Represented symbolically in (7), we see that a whole \( w \) exists with three parts (in parentheses below):

\[
(A/\neg A) \iff \left\{ A_i \Rightarrow \neg A_i \right\}
\]

Note in Step (4) in Table 2 and also above in Equation (7) that the original system was defined entirely in terms of \( A \), but could have alternatively been framed by \( B \). Equation (8) shows the same system shown in Equation (7) but from a different perspective: in terms of \( B \), which we originally defined in terms of \( A \) as not-\( A \). Thus, in Equation (7) \( B \) is a function of \( A \) or \( B = B(A) \), whereas in Equation (8) \( A \) is a function of \( B \), or \( A = A(B) \). Thus, \( B = \neg A \) and \( A = \neg B \). Represented symbolically in (8), we see that a whole \( w \) exists with three parts (in parentheses below):

\[
(B/\neg B) \iff \left\{ B_i \Rightarrow \neg B_i \right\}
\]
4. Discussion

Having walked through these logic steps, we arrive at several conclusions:

1. that if A (i.e., anything) exists then DSRP structures must also exist;
2. that information variables follow the same rules and thus simultaneously act as any of the various patterns and elements of DSRP;
3. that each pattern requires all of the patterns (and therefore elements) as necessary and sufficient in order to exist, where each pattern (D, S, R, and P) consists of exchangeable i/o and ρ/v and each is relational and systemic.

Table 3 illustrates how each pattern itself requires the other three patterns to exist.

| Self Similarity | Necessary and Sufficient |
|-----------------|--------------------------|
| **D**           | Any identity–other Distinction is also: (1) Two Distinctions (possible): \{i, ¬i\} and \{o, ¬o\}; (2) A Relationship (\(R^a_i\)): \(i \neg\rightarrow \text{exists} \ o\); (3) A System with parts: \(i, o\), and their relationship (\(R^a_i\)); (4) Two Perspectives (possible): \(i\) and \(o\). |
| **S**           | Any part–whole System is also: (1) Two Distinctions (possible): \{p, ¬p\} and \{w, ¬w\}; (2) A Relationship (\(R^a_p\)): \(p \neg\rightarrow \text{belongs to} \ w\); (3) A System with parts: \(p, w\), and their relationship (\(R^a_p\)); (4) Two Perspectives (possible): \(p\) and \(w\). |
| **R**           | Any action–reaction Relationship is also: (1) Two Distinctions (possible): \{a, ¬a\} and \{r, ¬r\}; (2) A Relationship (\(R^a_a\)): \(a \neg\rightarrow \text{affects} \ r\); (3) A System with parts: \(a, r\), and their relationship (\(R^a_a\)); (4) Two Perspectives (possible): \(a\) and \(r\); (5) The Relationship itself is distinct (D), a whole with parts (S), and a Perspective (P). |
| **P**           | Any point–view Perspective is also: (1) Two Distinctions (possible): \{ρ, ¬ρ\} and \{v, ¬v\}; (2) A Relationship (\(R^a_ρ\)): \(ρ \neg\rightarrow \text{observes} \ v\); (3) A System with parts: \(ρ, v\), and their relationship (\(R^a_ρ\)); (4) Two Perspectives (possible): \(ρ\) and \(v\). |

We have clarified what DSRP Theory is and what its for, but what about what DSRP Theory predicts? For that we must explore the structural predictions that result from DSRP’s dynamical rules. The co-implication rule yields that D, S, R, and P are a self-similar fractal are necessary and sufficient as they co-imply each other. The simultaneity rule explains that each bit of information exists as all four patterns at once; a distinction is a system, relationship, and can be a perspective. In Figure 3, both the co-implication rule (red lines) and the simultaneity rule (blue lines) are illustrated, where each blue line could be read as “any X element is predictably also a Y element” or alternatively that “any bit of information has the potential (and is probable) to be structured simultaneously as both X and Y”. The simultaneity rule can be read as “If X exists, the probability that it is also a Y is effectively 1.0 (0.99999)” or alternatively “X is simultaneously Y”. This means that for each fractal ruler size (level) there are co-implications totaling \(n(n - 1) = 8(7) = 56 + 4 = 60\) possible structural predictions. The probability of simultaneity \(P(s) = 0.99999\) whereas the probability of co-implication \(P(c) = 1.0\). Each one of these (red and blue) lines represents a structural prediction that can be made at any time step, any fractal level of scale about any information bit. A structural prediction is essentially a prediction that a structure...
exists and the resulting “filling in” of information. Thus, if an entirely new virus called Newvid appeared, about which nothing is known, you might start to make some structural predictions like Newvid is \{\ldots\} and Newvid is not \{\ldots\}; Newvid is part of \{\ldots\} and made up of the parts \{\ldots\}; Newvid connects to \{\ldots\} through \{\ldots\}, and, there are many different perspectives from which to look at Newvid including \{\ldots\}.

Figure 3. Visualization of the co-implication (red) and simultaneity (blue) rules of DSRP.

The co-implication rule has one postulate—**if a pattern exists, its elements exist, and vice versa**—with four conditions: \(D \iff \{i \iff o\}; S \iff \{p \iff w\}; R \iff \{a \iff r\}; P \iff \{\rho \iff v\}\). The simultaneity rule has two postulates: (1) **one pattern implies all patterns**. If \(D \lor S \lor R \lor P\) exists, then \(D \land S \land R \land P\) exist. In logic notation: \(\exists (D \lor S \lor R \lor P) \implies (D \land S \land R \land P)\). (2) **One element implies all elements**: If \(i \lor o \lor p \lor w \lor a \lor r \lor \rho \lor v\) exists, then \(i \land o \land p \land w \land a \land r \land \rho \land v\) exist. In logic notation: \(\exists (i \lor o \lor p \lor w \lor a \lor r \lor \rho \lor v) \implies (i \land o \land p \land w \land a \land r \land \rho \land v)\).

What does this all look like in applied terms? Imagine the complexity of this network if it took into account the DSRP rules where:

- **every edge** is a (relational) node. [Pay attention, this one rule alone leads to networks that are rarely explicated but universal in nature.];
- **every node** is a sub-network;
- **every node** is co-defined by all the other nodes;
- **every node** has a point of view (which effects its behavior).

We can see a simplified example of this in Figure 4 where we can predict that every node is defined by every other node in that node’s context. We can predict that nodes will be (and will not be) related and we can predict that where they are related, each edge is a material node (D) with material parts (S), making it a whole. That every node (including edge nodes) can be a distinct, boundaried system made up of parts and perspective as indicated by \(\oplus\). Additionally, we can predict that every node has a unique perspective (indicated by blue nodes) on its locality. Even meta-systems such as those shown in light red and blue exist across the larger system and even those systems can be related by distinguished and systematized nodes.

Indeed, DSRP Theory is not saying that this *could* be the case for all networks, but that it is *highly probable* that it is the case, *always*. For example, in one of the most complex networks—the Internet—each node (i.e., a domain or individual html page) is *actually* a unique identity and a whole made up of parts. Each relational edge is *actually* a distinct thing (a hyperlink) which itself is *actually* a whole made up of parts (i.e., an A-ref html opening tag, url, link title, anchor text, and A-ref closing tag). Each webpage is a perspective on the Internet itself (on what it connects to and does not, what it recognizes and does not, and where it sits in a hierarchical structure, not to mention it has its own page-level statistics, etc.) Further, structural predictions help us navigate these probable *real* structures to decide which to acknowledge or ignore.
This means that in order for any identity to exist, all four structures of DSRP, each with two elements (identity–other, part–whole, action–reaction, and point–view), are necessary and sufficient [14,15]. In other words, for any thing to exist—either in mind or in nature—all of DSRP is necessary and sufficient. The same DSRP structure described at the microscale for a single thing to exist, carries out fractally across scale into larger and larger complexes of things both in mind and in nature. Incidentally, long before anyone spoke of the phenomena of DSRP, your mind and nature had already been doing it for a very long time... In order to go from thinking (cognition) to systems thinking (cognitive complexity) metacognition (awareness of one’s thinking and mental models) is necessary. Making DSRP rules explicit, increases metacognition and allows one to make structural predictions that lead to new knowledge, innovation, invention, insights, and discovery. The DSRP simple rules can be taught (and have successfully been) to preschoolers or newcomers in a few minutes. They can get started by asking four simple questions:

1. What things are we seeing/not seeing?
2. How are these things grouped?
3. How are these things related?
4. From what or whose perspective?

Structural predictions take a very simple stepwise form that is manageable and useful, shown in Table 4. Note that there are many more structural predictions that can be converted into basic questions than the examples provided (e.g., Is (fish) a part (of a larger whole)? Or, does (fish) have a point (of view)?) For a more complete set of questions and examples see cabreraresearch.org/thinkquiry, (accessed on 1 December 2021) and [4,165].

One can quickly see that, once information is combined with structural organization, there are too many structural predictions possible to account for herein. This is especially true when one considers that structural predictions can be made for doubles, triples, quadruples, and n-tuples. However, if we simply take the case of doubles at the pattern and element level, the results are manageable and incredibly useful as shown in Tables 5 and 6.

DSRP is a fractal—which means it exists at and can be purposefully applied to fractured dimensions of scale. The idea of “fractured” dimensions can be traced back to the 1600s and was explored by Benoit Mandelbrot in 1967 [166] who cited Lewis Fry Richardson’s previous research. Mandelbrot coined the terms “fractional dimensions” or “fractal” in 1975. The basic idea, shown in Figure 5, is that the smaller the ruler the longer the coastline, or more generally speaking, a change in scale results in a subsequent change in detail.
Table 4. The steps to structural predictions.

| Step | Word Form | Visual Form |
|------|-----------|-------------|
| Step 1: Start with something (any thing). | What is the identity? (fish) |  |
| Step 2: Predict a structural container and label it with a question mark (?). | Is (fish) a whole (made up of parts)? Is (fish) related to something? |  |
| Step 3: Fill “empty structure” with information you discover (through search, research, observation, etc.) to discover new knowledge (about your topic) based on the universal structure of knowledge and nature. | A fish has parts: fins and gills. Fish are related to plankton. |  |

Table 5. Structural predictions of 2-pattern combinations at pattern level.

| Patterns | D | S | R | P |
|----------|---|---|---|---|
| D        |   | An S is predictably a D | An R is predictably a D | A P is predictably a D |
| S        | A D is predictably an S |   | An R is predictably an S | A P is predictably an S |
| R        | A D is predictably an R | An S is predictably an R |   | A P is predictably an R |
| P        | A D is predictably a P | An S is predictably a P | An R is predictably a P |   |

Table 6. Structural predictions of 2-element combinations at element level.

| Elements   | Identity | Other | Part | Whole | Action | Reaction | Point | View |
|------------|----------|-------|------|-------|--------|----------|-------|------|
| identity   | An other is predictably an identity | A part is predictably an identity | A whole is predictably an identity | An action is predictably an identity | A reaction is predictably an identity | A point is predictably an identity | A view is predictably an identity |
| other      | An identity is predictably an other | A part is predictably an other | A whole is predictably an other | An action is predictably an other | A reaction is predictably an other | A point is predictably an other | A view is predictably an other |
| part       | An identity is predictably a part | A part is predictably a part | A whole is predictably a part | An action is predictably a part | A reaction is predictably a part | A point is predictably a part | A view is predictably a part |
| whole      | An identity is predictably a whole | A part is predictably a whole | A whole is predictably a whole | An action is predictably a whole | A reaction is predictably a whole | A point is predictably a whole | A view is predictably a whole |
| action     | An identity is predictably an action | A part is predictably an action | A whole is predictably an action | An action is predictably an action | A reaction is predictably an action | A point is predictably an action | A view is predictably an action |
| reaction   | An identity is predictably a reaction | A part is predictably a reaction | A whole is predictably a reaction | An action is predictably a reaction | A reaction is predictably a reaction | A point is predictably a reaction | A view is predictably a reaction |
| point      | An identity is predictably a point | A part is predictably a point | A whole is predictably a point | An action is predictably a point | A reaction is predictably a point | A point is predictably a point | A view is predictably a point |
| view       | An identity is predictably a view | A part is predictably a view | A whole is predictably a view | An action is predictably a view | A reaction is predictably a view | A point is predictably a view | A view is predictably a view |
Figure 5. Fractals and ruler size

DSRP is a fractal and therefore the operations (rules) can be carried out at different levels of scale, on different dimensions, or based on different sizes of “rulers”. For example, the DSRP rules (both structural (patterns and elements) and dynamical (co-implication and simultaneity)) can be applied at the microlevel, affecting only DSRP structures. The rules can be applied at the neurological level (the level of synapses and neurons), or at the psychological level (feelings and thinkings, beliefs, mindsets, and biases) as well as the sociological level (the level where we socially mitigate and negotiate shared mental models, memes, belief systems, culture, etc.). These are just different-sized rulers for the same coastline. To understand fractal dimensionality one must distinguish it from “normal” dimensionality (a.k.a., Euclidian) and also “topical dimensionality” (a.k.a., Lebesgue) which although different are roughly similar in that an entity (point, line, plane, polyhedra, and time) are respectively compared with their dimensionality (respectively, 0,1,2,3,4).

The Koch snowflake is a good example. Topologically it is one dimensional because it is a “line” yet the length between any two of its points is infinite. Therefore, no part of the Koch snowflake—no matter how small—is “line-like” because it is made up of an infinite number of angled segments. Thus, its fractional dimensionality can be thought of as too simple to be 2-dimensional but too complex to be 1 dimensional. Its fractal dimension exists in between these two dimensions at ≈1.262. The fractal dimension, in this case, can range from 1.0 to 2.0. A low fractal dimension (1.1 or 1.2) may behave very much like a line. However, a larger fractal dimension (1.9) has interesting properties in that as it fills the space of an area it acts as if it is filling the space of a volume. This means that when we scale volume we get significantly greater growth than when we scale area. Carried out in 2 topical dimensions (a plane) the Koch snowflake looks and grows fractally according to its dimensions. It exhibits self-similarity where any part is exactly similar to the whole and where it is difficult to know at what level of scale one is at. The fractal dimension, in this case, can range from 1.0 to 2.0. A low fractal dimension (1.1 or 1.2) may behave very much like a line. However, a larger fractal dimension (1.9) has interesting properties in that as it fills the space of an area it acts as if it is filling the space of a volume. The area increases with the square of the lengths (which holds true for any two-dimensional shapes). For example, if we compare the following lengths to their areas (1ft: 1 × 1 = 1 sq. ft.; 2ft: 2 × 2 = 4 sq. ft.; 3ft: 3 × 3 = 9 sq. ft.; 4ft: 4 × 4 = 16 sq. ft.; 5ft: 5 × 5 = 25 sq. ft.; n ft: n × n = n² sq. ft.). The same is true for volumes. If we scale a factor of 2 (say 1ft to 2 ft) the volume of 1 cubic foot will increase to 8 cubic feet. The volume will increase with the cube of its linear dimensions (factor of 2: volume of 2 × 2 × 2 = 8 cu. ft.; factor of 3: volume of 3 × 3 × 3 = 27 cu. ft.; factor of 4: volume of 4 × 4 × 4 = 64 cu. ft.; factor of n: volume of n × n × n = n³ cu. ft.). This means that when we scale volume we get significantly greater growth than when we
scale area. Now let us return to fractals or fractal dimensions. When fractal dimensions are higher (1.8, 1.9) the scaling effects act more like volume scaling than like area scaling. This means that we get more “space filling” due to the fractal structure. This additional dimension means that fractals fill and scale more like 3-dimensional volumes than they do 2-dimensional areas. Geoffrey West [167] explains it this way,

“A crinkly enough line that is space filling can scale as if it’s an area. Its fractality effectively endows it with an additional dimension. Its conventional Euclidian dimension…still has the value 1, indicating that it’s a line, but its fractal dimension is 2, indicating that it’s maximally fractal and scaling as if it were an area. In similar fashion an area, if crinkly enough, can behave as if it’s a volume, thereby gaining an effective extra dimension: its Euclidian dimension is 2, indicating it’s an area, but it’s fractal dimension is 3”.

DSRP is a fractal, self-similar repeating structure. It applies a simple ruleset across scales from the tiniest to the largest phenomena. If one thinks of an identity as a simple line segment, D, S, R, and P provide additional rules of transformation to that line segment, similar to the Koch snowflake, thus space filling as if it was an area. This is illustrated in the idea that four also comes from the fractal space filling and scaling laws. Where does the “magical” number four come from? West [167] explains,

This additional dimension…leads to organisms’ functioning as if they are operating in four dimensions. This is the geometric origin of the quarter-power law. Thus, instead of scaling with classic 1/3 exponents, as would be the case if they were smooth nonfractal Euclidian objects, they scale with 1/4 exponents. Although living things occupy a three-dimensional space, their internal physiology and anatomy operate as if they were four-dimensional. (p. 153)

This, perhaps more than any other explanation, explains why there are four patterns and not 5, or 9.2, or 37, etc.). In nature, the number four appears with spooky regularity.

Indeed, as a subset of shared cognition at the sociological level, science represents a truly systemic enterprise. No thinking is more systemic than scientific thinking in the aggregate. This is because science is a collective cognition that continually tests against reality over time in a transparent way (and includes many people, all critiquing and adapting the work of others). In other words, the scientific thinking of a single scientist may not be systemic (indeed, it may be quite the opposite). However, scientific thinking, over time and in the aggregate, becomes increasingly systemic because different people see things from different perspectives. This does not mean that every thought of every scientist is “systemic”. It means that as a collective action, over time, the emergent property (governed by DSRP) is that science becomes systemic. For a representation of DSRP as a fractal, see Figure 6, where it is akin to (at top) 2D Cantor dust ($\log_3(4)$) for four patterns and/or (at bottom) 3D Cantor dust ($\log_3(8)$) for eight elements. This also illustrates why the 4 DSRP patterns can be used effectively without the elements, but also why the eight elements provide a “dimensional” level of sophistication in more specialized or technical applications.

In DSRP, as in any fractal, the size of your ruler matters. Figure 1 illustrates the ST/DSRP Loop in action at the basic human scale ($\approx10^0$ m). The central idea of DSRP Theory is the idea that there are universals of organization both in mind and in nature—an idea supported by empirical evidence. Because DSRP is a fractal, structural predictions can be made at any level of scale across micro and macro states in individual and collective cognition. The analytical specificity provided by DSRP Theory, combined with its integral dynamics offers a level of detail that makes analysis and synthesis possible and makes it possible to measure systems thinking.
5. Conclusions

The implications of DSRP Theory are many-fold but in many ways this is for history to judge. Systems thinking and systems science historians, however, such as Gerald Midgley have strongly suggested that DSRP Theory may have already launched a fourth wave in the field which fundamentally alters the practitioner paradigm as well as the research program of the field moving forward.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| DSRP         | DSRP Theory (Distinctions, Systems, Relationships, Perspectives) |
| D            | identity–other Distinctions |
| S            | part–whole Systems |
| R            | action–reaction Relationships |
| P            | point–view Perspectives |
| ST           | Systems Thinking |
| STMI         | Systems Thinking and Metacognition Inventory |
| RDS          | Relate-Distinguish-Systematize Jig |
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