ON THE PROJECTIVITY OF THE MODULI SPACE OF STABLE SURFACES IN CHARACTERISTIC $p > 5$
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ABSTRACT. We prove that every proper subspace of the moduli space of stable surfaces with fixed volume over an algebraically closed field of characteristic $p > 5$ is projective. As a consequence we also deduce that the same moduli space is projective over $\mathbb{Z}[1/30]$ modulo two conjectural local properties of the moduli functor.
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1. INTRODUCTION

1.1. Results

Stable varieties are the natural higher dimensional generalizations of stable curves (see Section 1.2 for an account on the importance of stable moduli spaces, on the history of their definitions and on the results on their existence). Unlike for stable curves, in dimension at least 2 the state of the construction of the coarse moduli space $\overline{M}_{n,v}$ of stable varieties of dimension $n$ and fixed volume $v > 0$ largely depends on what generality one considers:

1. In characteristic 0, $\overline{M}_{n,v}$ (and even its log-versions up to a little issue concerning the nilpotent structure) is known to exist [KSB88, Kol90, Ale94, Vie95, HK04, Kar00, AH11, Kol08, Kol13a, Kol13b, Fuj12, HMX14, Kol14, KP17].

2. In other situations (mixed and positive equicharacteristic), a few steps of the construction are known in any dimensions ([Kol08] and Corollary 9.5), however the existence of the coarse moduli space is not known in any sense in arbitrary dimensions.

3. Nevertheless, in equicharacteristic $p > 5$, the moduli $\overline{M}_{2,v}$ of stable surfaces is known to exist as a separated algebraic space (Corollary 9.8).

The first result concerns the latter case:

**Theorem 1.1.** Let $v > 0$ be a rational number, let $k$ be an algebraically closed field with $\text{char}(k) = p > 5$, and let $\overline{M}_{2,v}$ be the coarse moduli space of the moduli stack of stable surfaces of volume $v$ (which is known to exist as a separated algebraic space of finite type over $k$). Then, every proper closed sub-algebraic space $\overline{M}$ of $\overline{M}_{2,v}$ is a projective scheme over $k$. 
We need a conditional statement for the mixed characteristic implication, as in that case even the algebraic space structure of the coarse moduli space is unknown. We state this below:

**Theorem 1.2.** Fix a rational number \( v > 0 \). Let \( \overline{M}_{2,v} \) denote the moduli stack of stable surfaces of volume \( v \) (see Definition 1.5) and let (I) and (L) be the properties of \( \overline{M}_{2,v} \) defined in Definition 1.9 (intuitively meaning: existence of (L)imits, and (I)nversion of adjunction, where the latter is a deformation property of the singularities of stable varieties).

1. If \( \overline{M}_{2,v} \otimes_{\mathbb{Z}} \mathbb{Z}[1/30] \) satisfies (I) and (L), then \( \overline{M}_{2,v} \otimes_{\mathbb{Z}} \mathbb{Z}[1/30] \) admits a projective coarse moduli space over \( \mathbb{Z}[1/30] \).

2. If \( k \) is an algebraically closed field of characteristic \( p > 5 \), and \( \overline{M}_{2,v} \otimes_{\mathbb{Z}} k \) satisfies (L), then \( \overline{M}_{2,v} \otimes_{\mathbb{Z}} k \) admits a projective coarse moduli space over \( k \).

The proofs of both Theorem 1.1 and Theorem 1.2 are presented in Section 11. The two main ingredients are Theorem 1.3, shown in Section 10, and some folklore results about when \( \overline{M}_{2,v} \) admits a structure of a separated Artin stack of finite type with finite diagonal (see Section 9).

**Theorem 1.3.** If \( f : X \to T \) is a family of stable surfaces of maximal variation with a normal, projective base over an algebraically closed field \( k \) of characteristic \( p > 5 \), then for all divisible enough integer \( r > 0 \), \( \det f_* \mathcal{O}_X(rK_{X/T}) \) is a big line bundle. Here maximal variation means that general isomorphism classes of the fibers are finite. If all isomorphism classes of the fibers are finite, then \( \det f_* \mathcal{O}_X(rK_{X/T}) \) is ample.

Theorem 1.3 is shown using the “ampleness lemma method”, using Theorem 1.4. The latter theorem, stated below, is the hardest part of the article. The actual proof is given in Section 8, but most of the material before it is building up for this proof.

We also remark on the appearance of the boundary divisor \( D \) in Theorem 1.4. In fact, for the application to the above theorems, one does not need a boundary divisor. We still include it in the statement of Theorem 1.4, as we obtain this generality almost freely during the proof of the boundary free version. However, we are not able to use it to prove log-versions of the above theorems, as in the proof of the logarithmic projectivity in [KP17], arbitrary dimensional semi-positivity theorems were used in characteristic 0 (notable the last 3 lines of [KP17, page 995]). From this we are unfortunately very far in positive characteristic. We also remark, that the bound \( \frac{5}{6} \) on the coefficients of \( D \) appear in Theorem 5.1, as this is the largest log canonical threshold on surfaces, which is smaller than 1.

**Theorem 1.4.** Let \( f : (X,D) \to T \) be a family of stable log-surfaces (see Definition 1.5) over a proper, normal base scheme of finite type over an algebraically closed field \( k \) of characteristic \( p > 5 \) such that the coefficients of \( D \) are greater than \( 5/6 \). Then for every divisible enough integer \( r > 0 \), \( f_* \mathcal{O}_X(r(K_{X/T} + D)) \) is a nef vector bundle.

### 1.2. Historical overview

Although it has been defined only about fifty years ago, nowadays the moduli space \( \overline{M}_g \) of stable curves is regarded as a classical object. Its existence is motivated by many applications, some of which are:

1. Mayer [May69] and Mumford [Mum64] originally introduced it to build a compactification of the, by then constructed, moduli space \( M_g \) of smooth curves of genus at least 2. According to the best knowledge of the author of this article, the first application of \( \overline{M}_g \) was in the proof of the irreducibility of \( M_g \) [DM69].

2. \( \overline{M}_g \) is also an indispensable tool in the alternative construction of the coarse moduli space \( M_g \) for smooth curves pioneered by Knudsen in characteristic 0 [Knu83a, Knu83b] and completed by Kollár over \( \mathbb{Z} \) [Kol90]. The idea of this approach is that since both \( M_g \) and \( \overline{M}_g \) are DM-stacks, they admit coarse-moduli spaces \( M_g \) and \( \overline{M}_g \), respectively, which are algebraic spaces (e.g., [KM97, Con]). Furthermore, \( M_g \) is open in \( \overline{M}_g \). Hence it is enough to prove that \( \overline{M}_g \) is a scheme. However, since \( \overline{M}_g \) is proper, for that it is enough to exhibit an ample line bundle on \( \overline{M}_g \).
The significance of this approach is that it is not known how to make Mumford’s original Geometric Invariant Theory based approach work in higher dimensions or when one allows boundary divisors. Although it works in characteristic 0 for canonical surfaces [Gie77] or canonically polarized manifolds [Vie95], it does not work for stable varieties of dimension at least two and for stable weighted pointed curves [SB83, WX14] for some natural choices of polarizations on the Chow scheme. On the other hand Knudsen’s approach was very successfully applied to all these cases [Kol90, Fuj12, Has03, KP17], which will be explained further below.

(3) Having a well-understood compactification \( \overline{M}_g \) of \( M_g \) available also opens doors to applying the tools and results of the geometry of projective varieties. This is particularly spectacular, if the result itself is not about \( \overline{M}_g \), but \( \overline{M}_g \) is vital for the proof. One of the first such examples is the statement that \( M_g \) is of general type if \( g \geq 24 \) [HMS82, EH87]. The proof heavily uses intersection theory, hence a compactification is needed.

(4) Having a compactification of \( M_g \) is also indispensable for counting theories, such as Gromov-Witten theory. Yet again, the basic counting goals (i.e., counting curves with given conditions) have nothing to do with \( M_g \), and \( M_g \) comes into the picture as a technical tool, guaranteeing that certain degree cohomology classes can be integrated.

(5) Another famous applications of \( \overline{M}_g \), in which case the result is not even about \( M_g \), is De Jong’s proof of the existence of alterations [dJ97].

The above list hopefully persuaded the reader about the necessity of a natural compactification of the moduli spaces \( M_g \) of smooth curves. By similar reasons, one would like to construct a compactification of the higher dimensional version of \( M_g \). However, before discussing the compactification, let us start with what this higher dimensional variant of \( M_g \) should be. It should classify smooth, projective varieties of general type in any dimension. However the appearance of small birational maps on threefolds leads to the non-separability of the naïve functor of such moduli. Hence, birational varieties should be treated equivalent for moduli purposes. To make this idea technically feasible, one chooses a canonical representative of the birational equivalence classes, the canonical models. On the other hand there is a price for this, canonical models have (mild) singularities, called canonical singularities, and also they are not known to exist in many cases outside of the characteristic zero world: in dimension greater than 2 in mixed characteristic or in equicharacteristic 2, 3 and 5, and in dimension greater than 3 in equicharacteristic greater than 5.

Canonical singularities are much more manageable in dimension 2 than in any higher dimensions. This opened door to Gieseker’s construction of the moduli space \( M_{2,n} \) of canonical surfaces with fixed volume \( v > 0 \) in characteristic zero [Gie77]. As mentioned above, this is the exceptional case, the only case in higher dimensions where it was possible to push through the GIT method for constructing the moduli space of varieties of general type, or equivalently of canonical models. In fact, Mumford showed that asymptotically Chow stable varieties have singularities with bounded multiplicities [Mum77], which does not hold for canonical singularities in dimension greater than 2 ([Kol13b, Thm 3.46], and an unpublished work of Brown and Reid [Kol13b, 3.48]). Using [WX14], this show that [Gie77] is in a very precise sense the limit of how far it is possible to push the GIT methods.

Also, no other method has been found in dimensions higher than 2 for the construction of the moduli space of canonical models in itself, without involving its compactification. This parallels the above application (2) of \( \overline{M}_g \), and it is the main motivation of the introduction of the moduli space \( \overline{M}_{n,v} \) of stable varieties of dimension \( n \) and volume \( v \). This then (partially conjecturally) yields a natural, functorial compactification of the moduli space \( M_{n,v} \) of canonical models, which compactification specializes to \( \overline{M}_g \) in dimension 1. The construction of \( \overline{M}_{n,v} \) is known in characteristic zero, except some issues with the infinitesimal structure in the logarithmic case [KSB88, Kol90, Ale94, Vie95, HK04, Kar00, AH11, Kol08, Kol13a, Kol13b, Fuj12, HMX14, Kol14, KP17].

However, as have seen in the above application (5) of \( \overline{M}_g \), the construction of \( \overline{M}_{n,v} \) over \( \mathbb{Z} \) could lead to very important applications in the future, for example in the arithmetic direction.
For example, it would likely allow one to remove the assumption on the existence of a semi-stable reduction from many arithmetic statements, or provide new invariants for varieties of general type over number fields.

Nevertheless, not much is known about the general construction of $\overline{M}_{n,v}$ over $\mathbb{Z}$ in dimensions higher than 1, apart from 2 exceptions: Kollár’s base-change condition on reflexive powers of the relative canonical sheaves is known to be locally closed [Kol08], and that the the functor is bounded in dimension 2 [Ale94, HK16]. In particular, the cases of dimension higher than 2 seems to be out of reach at this point, hence we focus in this article on dimension 2.

We also note that in another direction, there are special components of $\overline{M}_{n,v}$ that are constructed over $\mathbb{Z}$, some of them even in arbitrary dimensions [Ale02, AP09]. These constructions exploit underlying combinatorial structures of the given situations. However, our goal is the general construction of $\overline{M}_{2,v}$ over $\mathbb{Z}$, where such structures do not exist, and hence we are not able to follow such methods.

1.3. Basic definition

Now, we present the precise definitions of the notions used in the theorems of Section 1.1. We start by defining stable (log-)varieties and their families.

**Definition 1.5.** $(X, D)$ is a stable log-variety if

1. $X$ is projective and connected over an algebraically closed field,
2. $(X, D)$ has semi-log canonical singularities (see the 1st paragraph of Section 2 for the definition), and
3. $K_X + D$ is ample.

A stable variety is a stable log-variety with $D = 0$, and a stable (log-)surface is a stable (log-)variety of dimension 2.

The moduli (pseudo-)functor $\overline{M}_{2,v}$ of stable surfaces of volume $v$ (over the category $\mathcal{S}ch_\mathbb{Z}$ of Noetherian schemes) is then as follows, where $v > 0$ is a rational number:

\[
\overline{M}_{2,v}(T) = \left\{ \left( \begin{array}{c|c} X & (1) f \text{ is a flat morphism,} \\
 & \\
 f & (2) \left( \frac{\omega}{[m]} \right)_S \cong \frac{\omega}{[m]}_{X_S/S} \text{ for every base change } S \rightarrow T \text{ and every integer } m, \\
T & \text{for each geometric point } t \in T, X_t \text{ is a stable surface,} \\
 & \text{such that } K_X^2 = v. \end{array} \right) \right\},
\]

In the pseudo-functor point of view one turns the above set into a groupoid by adding isomorphisms over $T$. Or, if viewed as a category over $\mathcal{S}ch_\mathbb{Z}$, then one includes Cartesian arrows over $\mathcal{S}ch_\mathbb{Z}$.

A family of stable (log-)varieties over a Noetherian, normal base $T$ is a pair $f : (X, D) \rightarrow T$, where $X$ is a flat scheme over $T$ with geometrically demi-normal fibers [Kol13b, 5.1], $D$ is a Weil divisor, avoiding the generic and the singular codimension 1 points of the fibers of $f$ (which is necessary to be able to restrict $D$ on the fibers), $K_X/T + D$ is $\mathbb{Q}$-Cartier and $(X_T, D_T)$ is a stable log-variety for each geometric point $t \in T$.

**Remark 1.6.** The above two definitions of stable families are compatible in the following sense: if $T$ is normal and $f : X \rightarrow T \in \overline{M}_{2,v}(T)$, then $f$ is also a family of stable (log-)varieties (with empty boundary), according to Lemma 2.3.

On the other hand, these two definitions are not compatible in the backwards direction. That is, if $f : X \rightarrow T$ is a family of stable varieties, $f : X \rightarrow T$ does not have to be in $\overline{M}_{2,v}(T)$. This has been known in positive characteristic for a while by an example of Kollár [HK10, Ex 14.7] and more recently in characteristic zero by Altmann and Kollár [AK16]. Then, maybe it is surprising that if $T$ is reduced, in characteristic zero it is still true that $f : X \rightarrow T \in \overline{M}_{2,v}(T)$ (combine [Kol08, Cor 25] and [Kol14, 4.4]). This latter result, over reduced bases, is not known to hold in positive or mixed characteristic.
Remark 1.7. In Definition 1.5, requirement (2) in the definition of the functor guarantees for example that \( t \mapsto K^2_{X/T} \) is constant for connected \( T \). In particular, requirement (3) then chooses the correct connected components of the functor defined by the previous two points, but otherwise it imposes no further conditions. Note that without requirement (2) the above constancy would fail [HK10, 14.A].

Remark 1.8. The above defined pseudo-functor \( \overline{M}_{2,v} \) is automatically a stack by the canonically polarized assumption. That is, according to Lemma 2.3, there is an integer \( m > 0 \) such that \( \omega^{[m]}_{X/T} \) is a line bundle for all \( f : X \to T \in \overline{M}_{2,v} \). Furthermore, by definition this line bundle is ample on the fibers, and then by the openness of amplitude [Gro66, Cor 9.6.4], \( \omega^{[m]}_{X/T} \) is ample over \( T \). Then, descent theory tells us that \( \overline{M}_{2,v} \) is in fact a stack [BCE+, Appendix A, in particular A.18].

Having defined stable (log-)varieties and their families, we define precisely the conditions used in the statement of Theorem 1.2. The first one requires that for certain small deformations (that is, for the ones having \( \mathbb{Q} \)-Cartier relative canonical), the singularities of stable varieties deform. The second one requires that at least one stable limit exists.

Definition 1.9. Let \( v > 0 \) be a rational number. Let \( S \) be a base-scheme, which is either an open set of \( \text{Spec } \mathbb{Z} \) or an algebraically closed field \( k \) of characteristic \( p > 5 \).

1. We say that (I) is known for \( \overline{M}_{2,v} \otimes \mathbb{Z} S \), if whenever we are given:
   i. an affine, normal, 1-dimensional scheme \( T \) of finite type over \( S \),
   ii. a flat, projective morphism of finite type \( f : X \to T \) with geometrically demi-normal surface fibers, such that \( K_{X/T} \) is \( \mathbb{Q} \)-Cartier, and
   iii. a closed point \( t \in T \) such that \( X_T \) is a stable surface of volume \( v \), then \( X \) is semi-log canonical in a neighborhood of \( X_t \).

2. We say that (L) is known for \( \overline{M}_{2,v} \otimes \mathbb{Z} S \), if whenever we are given:
   i. an affine, normal, 1-dimensional scheme \( T \) of finite type over \( S \),
   ii. a fixed closed point \( t \in T \), for which we set \( T^0 := T \setminus \{t\} \), and
   iii. \( f^0 : X^0 \to T^0 \in \overline{M}_{2,v}(T^0) \), then
   then there is an \( f : X \to T \in \overline{M}_{2,v}(T) \) extending \( f \).

Remark 1.10. (I) is equivalent to requiring the following: if \( (\overline{X,D}) \) is the normalization of \( X \) as in Section 2.5 (with setting \( D = 0 \)), then \( (\overline{X,D}) \) is log canonical in a neighborhood of the fiber over \( t \).

Remark 1.11. We note that condition (I) would follow for all \( v > 0 \) if we would know (the log canonical) inversion of adjunction on 3-folds over \( S \), which is probably how it will be shown eventually. Also, this would yield the stronger statement that not only \( X \) is semi-log canonical in a neighborhood of \( X_t \) but so is \( (X,X_t) \).

1.4. Outline of the proof and organization of the article

The proof has multiple parts. Logically first, but content-wise at the end of the paper, is the reduction of Theorem 1.2 to Theorem 1.3. In particular, this reduces the question to positive equicharacteristic. To perform the above reduction, first we show that \( \overline{M}_{2,v} \) is a separated Artin stack of finite type over the base, in the situation of Theorem 1.2. This is mostly folklore, and can be found in Section 9. Then, the main goal is to exhibit a relatively ample line bundle on \( T \) where \( f : X \to T \in \overline{M}_{2,v}(T) \) is a family mapping finitely to \( \overline{M}_{2,v} \) (Section 10). Now, in equicharacteristic, so in the case of Theorem 1.2(2), this is exactly Theorem 1.3. However, over \( \mathbb{Z}[1/30] \) there is a subtle issue here: in Theorem 1.3 we are not able to bound the \( q \)’s for which the statement works (in fact, this would mean a similar bound in Theorem 1.4, which eventually would mean bounding the power in Theorem 6.19 independently of the characteristic, something that we are not able to do). So, we have to guarantee that \( \det f_*\mathcal{O}_X(qK_{X/T}) \) is ample over a fixed open set of \( \mathbb{Z}[1/30] \) for every divisible enough \( q \). We know that this sheaf is ample over \( \mathbb{Q} \) for each divisible enough \( q \) [Fuj12], which would yield such
an open set, but depending on \( q \), something that would not be enough for us. The solution is to use the result of Xu and the author saying that the limits of these line bundles, which is called the CM line bundle, is also ample over \( \mathbb{Q} \) [PX15]. Then there is an open set of \( \mathbb{Z}[1/30] \) over which this limit is ample. Over this open set then one can show that \( \det f_\ast \mathcal{O}_X(qK_{X/T}) \) is also ample for \( q \) divisible enough (Section 11). This is the end of the outline of the reduction to Theorem 1.3.

Second, we reduce Theorem 1.3 to Theorem 1.4, using the method of the ampleness lemma, due to Kollár [Kol90]. This method constructs a space dominating \( T \) and a map from this space to a Grassmanian, so that there is a connection between \( \det f_\ast \mathcal{O}_X(qK_{X/T}) \) and the hyperplane section of the Plücker embedding of the Grassmanian. Then, the ampleness of the latter can be used to prove the ampleness of the former, provided that \( f_\ast \mathcal{O}_X(qK_{X/T}) \) is nef. Here, we use a minuscule modification of the previous two appearances of the ampleness lemma [Kol90, 3.9] [KP17, Thm 5.1], which is worked out in Section 10. This is the end of the outline of the reduction to Theorem 1.4.

So, the rest of the explanation is about the proof of Theorem 1.4. For the ease of notation we assume that \( D = 0 \) in the statement of Theorem 1.4. Then we have to prove that \( f_\ast \mathcal{O}_X(qK_{X/T}) \) is nef for every \( q \) divisible enough over a field of characteristic \( p > 5 \). The natural idea here would be to use the results of the author’s previous article [Pat14]. However, those results assume either the singularities to be \( F \)-regular, or the singularities to be \( F \)-pure and the Cartier index to be prime to \( p \). Both of these are too special for our case.

One can try to deform our situation to that of [Pat14]. However, pushforward sheaves behave badly with respect to deformation. On the other hand the nefness of \( K_{X/T} \) behaves well. So, the most we can squeeze out of [Pat14] is proving that \( K_{X/T} \) itself (without pushforwards) is nef (Theorem 5.1). The method of reduction to [Pat14] is somewhat standard MMP technology, that is, we pass to a dlt model, and then we approximate the dlt model by a klt pair, for which [Pat14, Thm 3.16] can be applied. During the process we need to do construct some of the standard MMP tools in dimension 3 in characteristic \( p > 5 \), such as inversion of adjunction for log canonical pairs and dlt models (Section 3). However, there is one aspect of the argument specific to positive characteristic: to make sure that a resolution also yields a resolution of general fibers, we need to pass to a finite base change, which is worked out in Section 4.

Hence, we are left to prove Theorem 1.4, knowing already that \( K_{X/T} \) is nef. This puts us in better shape to apply Frobenius lifting theory [Sch14], on which [Pat14] is also based. However, the above restriction on the results of [Pat14] were exactly caused by the peculiarities of this lifting theory. In the present article, we really need at least a theory that works for \( F \)-pure singularities and arbitrary indices. There seems to be no way of easily hacking the theory of [Sch14] to obtain this (on which experts agree). Hence, we choose the hard way, we develop a modified theory of Frobenius lifting that allows also indices divisible by \( p \) (Section 6). The main idea is the following: instead of restricting in the definition of non-\( F \)-pure ideal to divisible enough \( e \) for which the sheaves of the form \( \mathcal{O}_X((1 - p^e)(K_X + \Delta)) \) become line bundles if the Cartier index is not divisible by \( p \) (the approach of [Sch14]), we look at all values of \( e \) and allow ourselves to operate with also non-locally free rank 1 reflexive sheaves. Of course, there is a price to pay for this approach: the sheaves of the form \( \mathcal{O}_X((1 - p^e)(K_X + \Delta)) \) must restrict well to our log canonical centers (Proposition 6.5). As the log canonical centers in our applications are general fibers, this is a reasonable approach for us (Theorem 6.11).

The above explained modified Frobenius lifting theory then yields new versions of the non-\( F \)-pure ideal and the Frobenius stable space of sections, which agrees with the traditional one in the case when the Cartier index is not divisible by \( p \). Furthermore, our non-\( F \)-pure ideal is trivial if and only if the singularity is \( F \)-pure (including the case of index divisible by \( p \)). However, as we use later this to lift sections form fibers, and we want to do this in a bounded way over each curve of the base, we need a boundedness result on the above invariants of the fibers. For this we also have to develop the relative versions of the non-\( F \)-pure ideal and the Frobenius stable space of sections, mimicking the approach of [PSZ13] in the prime-to-p index case (Section 6.2 and Section 6.3).
When all the above developments about Frobenius lifting in the index divisible by \( p \) case are in place, it turns out that we are not quite able to prove that \( f_* \mathcal{O}_X(qK_{X/T}) \) is nef, even using the previously proven nefness of \( K_{X/T} \). Instead, we are roughly able to prove that \( f_*(\sigma(X/T) \otimes \mathcal{O}_X(qK_{X/T})) \) is nef, where \( \sigma(X/T) \) is the previously mentioned relative non-\( F \)-pure ideal. In fact, the only reason we write roughly because \( \sigma(X/T) \) lives on some Frobenius base-change of the family, so \( f \) in this formula should be replaced with this base-change. Nevertheless we have two things to do. First, show that \( f_*(\sigma(X/T) \otimes \mathcal{O}_X(qK_{X/T})) \) is a quite “big” subsheaf of \( f_* \mathcal{O}_X(qK_{X/T}) \), and that the cokernel \( \mathcal{C} \) of this embedding is also nef. For this, we show that the \( \sigma(X/T) \) is reduced for every semi-log canonical surface singularity \( \sigma \) (Section 7), and then that this implies that one can assume that the cokernel of \( \sigma(X/T) \mapsto \mathcal{O}_X \) is the structure sheaf \( \mathcal{O}_Z \) of the union of disjoint sections. Then the already shown nefness of \( K_{X/T} \) shows that that \( \mathcal{C} = f_*(\mathcal{O}_Z(qK_{X/T})) \) is also nef, as it is isomorphic to the direct sum of the line bundles obtained by restricting \( \mathcal{O}_X(qK_{X/T}) \) to the components of \( Z \) (Section 8).
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2. Notation and auxiliary lemmas

A variety is a reduced, equidimensional, connected, separable scheme of finite type over a field \( k \). That is, we allow a variety to have multiple irreducible components of the same dimension and also a non-closed ground field, contrary to the definition of [Har77]. A big open set \( U \) of a variety \( X \) is a dense open set such that \( \text{codim}_X X \setminus U \geq 2 \). If \( f : X \to T \) is a flat family of varieties, a relatively big open set \( U \subset X \) is a dense open set such that \( \text{codim}_X (X \setminus U)_t \geq 2 \) for every \( t \in T \). A pair \((X, \Delta)\) is a an \( S_2, G_1 \) variety, with an effective \( \mathbb{Q} \)-divisor \( \Delta \) on it such that \( \Delta \) avoids the singular codimension 1 points of \( X \). We denote by \( X_{\text{reg}} \) the regular locus of \( X \). A perfect point \( x \) of a scheme \( X \) is a map \( \text{Spec} \, k \to X \), where \( k \) is a perfect field. In this situation, we denote \( k \) by \( k(x) \). We use the standard singularity classes of the Minimal Model Program as defined in [KM98, Def 2.34] or [Kol13b, Def 2.8]. We note that these singularity classes can be checked on a resolution of singularities, where resolution means a birational, proper map from a regular scheme [Kol13b, Def 1.12, Cor 2.12]. This will be important in Section 4 and Section 9, where we cannot guarantee that the base is smooth, only that it is regular (for one reason if it is dominant and finite type over \( \mathbb{Z} \), there is no notion of smoothness). For the definition of semi-log canonical singularities, we use [Kol13b, Definition-Lemma 5.10, with the choice of \( (2,a) \)] (although that definition is stated in characteristic 0, the \( (2,a) \) part does make sense and it is the one usually used in arbitrary characteristic, e.g., [HK16, Def 1.3] or []). We note that semi-log canonical varieties are in particular demi-normal, meaning by definition that they are \( S_2 \) and have nodes at codimension 1 points [Kol13b, Def 5.1 & 1.41].

In general we denote with upper bar the geometric points. That is, if \( t \in T \) is an actual point of the scheme, then \( \overline{t} \) denotes the composition \( \text{Spec} \, k(t) \to \text{Spec} \, k(t) \to X \), where \( k(t) \) denotes an algebraic closure of \( k(t) \) (for us never matters which algebraic closure it is).

2.1. Reflexive sheaves

A coherent sheaf \( \mathcal{F} \) on an \( S_2, G_1 \) variety or on the total space of a flat family of \( S_2, G_1 \) varieties over a Noetherian base is reflexive, if the natural morphism \( \mathcal{F} \to (\mathcal{F}^*)^* \) is an isomorphism. Note that \( \omega_{X/T} \) is reflexive for projective, flat families of \( S_2, G_1 \) varieties [PSZ13, Proposition A.10], and then it is also reflexive if the family is only quasi-projective, since \( \omega_{X/T} \) is compatible
with restrictions to open sets on the source. Given a rank 1 coherent sheaf $\mathcal{F}$ on an $S_2, G_1$ variety $X$ (resp. on the total space of a flat family $f : X \to T$ of $S_2, G_1$ varieties) such that there is a big open set (resp. relatively big open set) $U : U \hookrightarrow X$ over which $\mathcal{F}$ is locally free, then the reflexive hull of $\mathcal{F}$ is defined as $\mathcal{F}^{[1]} := \iota_* (\mathcal{F}|_U)$. Note that (over a Noetherian base), $\mathcal{F}^{[1]}$ is indeed reflexive by [PSZ13, Proposition A.9] and is the unique reflexive extension of $\mathcal{F}|_U$ by [PSZ13, Corollary A.8], hence the name.

After the preliminary definitions of the previous paragraph, we are able to define $\mathcal{F}^{[m]}(rD)$, for $\mathcal{F}$ a rank 1 reflexive sheaf, $D$ a $\mathbb{Q}$-divisor and $m$ and $r$ integers such that $rD$ is a $\mathbb{Z}$-divisor.

We assume, all these objects are situated on a variety $X$ (resp. on the total space of a flat family $f : X \to T$ of $S_2, G_1$ varieties) such that there is a big open set (resp. relatively big open set) $U : U \hookrightarrow X$ over which $\mathcal{F}$ is locally free and $rD$ is Cartier. We assume $U$ is the biggest such open set. Then $\mathcal{F}^{[m]}(rD)$ is defined as $\iota_* (\mathcal{F}|_U^{[m]}(rD|_U))$. The two extreme cases are important: when $D = 0$, we write $\mathcal{F}^{[m]}$, and when $\mathcal{F} \cong \mathcal{O}_X$, we write $\mathcal{O}_X(rD)$.

### 2.2. Notation for fibrations and Frobenius base change

We use in a few proofs the following notation.

**Notation 2.1.** Let $f : X \to T$ be a flat morphism, and let

1. $T^n \to T$ denote the $n$-th iteration of the absolute Frobenius of $T$,
2. $\eta$ denote the generic point of $T$,
3. $\eta^n$ denote the generic point of $T^n$ (note that $k(\eta^n)$ can naturally be identified with $k(\eta)^{1/p^n}$),
4. $\eta^\infty := \text{Spec } k(\eta)^{1/p^\infty}$, where $k(\eta)^{1/p^\infty} = \lim_{e \to \infty} k(\eta)^{1/p^e}$, and
5. $\mathfrak{m} := \text{Spec } \overline{k(\eta)}$, i.e., the spectrum of the algebraic closure,

### 2.3. Base-change of divisors.

If $f : (X, D) \to T$ is a family of stable log-varieties, and $S \to T$ is a base-change, then we define the divisor $D_S$ on $X_S$ as follows. Let $U \subseteq X$ be any relatively big open set over which $D|_U$ is Cartier (such open set exists by the assumptions made in Definition 1.5). Then we define $D_S$ to be the unique closure of the divisor $(D|_U)_S$ in $U_S$.

**Lemma 2.2.** If $(X, D)$ is a projective pair over a field $k$, such that $(X^\mathbb{Q}, D^\mathbb{Q})$ is a stable variety, then $K_X + D$ is $\mathbb{Q}$-Cartier, with the same Cartier index as of $K_{X^\mathbb{Q}} + D^\mathbb{Q}$.

**Proof.** By the assumptions, there is an integer $m$, such that

$$(\mathcal{O}_X(m(K_X + D)))^\mathbb{Q}_k \cong \mathcal{O}_{X^\mathbb{Q}} \left( m \left( K_{X^\mathbb{Q}} + D^\mathbb{Q} \right) \right)$$

is a line bundle. So it is enough to prove that if for a coherent sheaf $\mathcal{F}$, $\mathcal{F}^\mathbb{Q}$ is a line bundle, then so is $\mathcal{F}$. According to [Har77, Exercise II.5.8.c] for this it is enough to prove that for each point $x \in X$, $\dim_{k(x)} \mathcal{F} \otimes_{\mathcal{O}_x} k(x) = 1$. So, fix $x \in X$, and let $\mathfrak{m} \in X^\mathbb{Q}$ be a point over $x$. Then, using [Har77, Exercise II.5.8.b] and that $\mathcal{F}^\mathbb{Q}$ is a line bundle we have

$$1 = \dim_{k(\mathfrak{m})} \mathcal{F}^\mathbb{Q} \otimes_{\mathcal{O}_{X^\mathbb{Q}}} k(\mathfrak{m}) = \dim_{k(\mathfrak{m})} \mathcal{F} \otimes_{\mathcal{O}_{X,x}} k(\mathfrak{m}) = \dim_{k(\mathfrak{m})} (\mathcal{F} \otimes_{\mathcal{O}_X} k(x)) \otimes_{k(x)} k(\mathfrak{m}),$$

which implies that $\dim_{k(x)} \mathcal{F} \otimes_{\mathcal{O}_x} k(x) = 1$. \hfill $\square$

**Lemma 2.3.** If $f : X \to T \subseteq \mathcal{M}_{2,v}(T)$ (for some $v > 0$ and any scheme $T$), then $\omega_{X/T}^{[m]}$ is a line bundle for some integer $m > 0$ depending only on $v$ (and not on the base space and the family).

In particular, if $T$ is normal, then $f$ is also a family of stable (log-) varieties.

**Proof.** According to [HK16, Theorem 1], there is a scheme $S$ of finite type over $\mathbb{Z}$, and a family $g : U \to Z \subseteq \mathcal{M}_{2,v}(\mathbb{Z})$ such that for each algebraically closed field $k$, and $Y \in \mathcal{M}_{2,v}(k)$, $Y$ is a geometric fiber of $g$. In particular, there is an integer $m$, such that $mK_Y$ is Cartier for any choice of $k$ and $Y$. In particular, by Lemma 2.2, for each point $t \in T$, $\omega_{X/t}^{[m]}$ is a line bundle.
Then using condition (2) in the definition of $\overline{M}_{2,v}$ (Definition 1.5) we obtain that $\omega_{X/T}^{[m]}$ is a line bundle.

**Lemma 2.4.** If $f : (X, D) \to T$ is a family of stable log-varieties (see Definition 1.5), then for any Noetherian, normal base change $S \to T$, $f_* (X_S, D_S) \to S$ is also a family of stable log-varieties. Furthermore, if $r$ is an integer such that $r(K_{X/T} + D)$ is Cartier, and $\pi : X_S \to X$ is the induced morphism, then

$$\pi^* \mathcal{O}_X (r(K_{X/T} + D)) \cong \mathcal{O}_{X_S} (rK_{X_S/S} + D_S).$$

**Proof.** Let $r$ be an integer such that $r(K_{X/T} + D)$ is a Cartier divisor. The only thing not formally immediate is that $\omega_{X_S/S}^{[r]} (rD_S)$ is a line bundle. To show this, choose an open set $U$ that is relatively big, and over which $f$ is Gorenstein and $D$ is Cartier. Then $\omega_{U_S/S}^{[r]} (rD_S|_{U_S})$ is the base-change of $\omega_{X/T}^{[r]} (rD)|_U$. In particular, $\omega_{X_S/S}^{[r]} (rD_S)$ will be a reflexive sheaf which agrees over $U_S$ with the relatively $S_2$ sheaf $\left( \omega_{X/T}^{[r]} (rD) \right)_S$. Then, the two agree globally by [PSZ13, Corollary A.8]. However, the latter is a line bundle, which implies that so is the former. \hfill $\square$

### 2.4. **Kollár’s condition**

Given a family $f : (X, D) \to T$, where

1. $f$ is flat,
2. $T$ is Noetherian,
3. $X_T$ is reduced, equidimensional, $S_2$ and $G_1$ for every geometric point $\overline{t} \in T$,
4. $D$ avoids the generic and the singular codimension one points of the fibers,
5. $m$ is the smallest positive integer such that $mD$ is a $Z$-divisor,

we say that $(X, D) \to T$ satisfies **Kollár’s condition**, if for every integer $q$ and every Noetherian base-change $S \to T$,

$$(2.4.a) \quad \left( \omega_{X/T}^{[qm]} (qmD) \right)_S \cong \omega_{X_S/S}^{[q]} (qmD_S).$$

Sometimes (2.4.a) is satisfied for just one value of $q$, in which case we say that Kollár’s condition is satisfied for $q$.

By the above assumptions, there is a relatively big open set $U \subseteq X$ such that a neighborhood of $\text{Supp} \ D|_U$ is smooth over $T$ and $f|_U$ is a Gorenstein morphism. In particular then $qm(K_{X/T} + \Delta)|_U$ is Cartier for all integers $q$. If $S = t$, for some $t \in T$, then (2.4.a) asks for $\omega_{X/T}^{[qm]} (qmD)|_{X_t}$ to be reflexive, and hence $S_2$. Therefore, (2.4.a) implies that $\omega_{X/T}^{[qm]} (qmD)$ is relatively $S_2$. On the other hand, if it is relatively $S_2$, then since the two sheaves in (2.4.a) are automatically isomorphic over $US$, and the one on the right is reflexive, (2.4.a) holds according to [PSZ13, Cor A.8]. Hence (2.4.a) is in fact equivalent to requiring $\omega_{X/T}^{[qm]} (qmD)$ to be relatively $S_2$. Furthermore, in this case $\omega_{X/T}^{[qm]} (qmD)$ is automatically flat over $T$ according to [BHPS13, Lem 2.13].

Furthermore, note that using the language of [Kol08], the above assumptions holds if and only if $\omega_{X/T}^{[qm]} (qmD)$ is a hull (of itself). Indeed, by [Kol08, 18.2] the hull of a reflexive sheaf can be only itself in our situation. Furthermore, by [Kol08, 17 & 15.4 ] $\omega_{X/T}^{[qm]} (qmD)$ is a hull if and only if it is relatively $S_2$.

**Theorem 2.5.** [Kol08, 21, c.f. 24] In the above situation, for a fixed integer $q$, there is a finite locally closed decomposition $\bigcup T_i \to T$, such that for any base change $S \to T$, $(X_S, D_S) \to S$ satisfies (2.4.a) for $q$ if and only if $S \to T$ factors through $\bigcup T_i$. In particular, there is a non-empty Zariski open set $T_0$ of $T$, such that $(X_{T_0}, D_{T_0}) \to T_0$ satisfies (2.4.a) for $q$. 

2.5. Normalization

For a pair \((X, D)\) with \(K_X + D\) Cartier, we will consider many times the normalization \(\phi : (\overline{X}, \overline{D}) \to (X, D)\), which means that \(\phi : \overline{X} \to X\) is the normalization, and we require

\[
\phi^*(K_X + D) = K_{\overline{X}} + \overline{D}
\]

to hold for a compatible choice of \(K_X\) and \(K_{\overline{X}}\). That is, we require \(\phi_*(K_{\overline{X}})|_{\text{reg}} = K_X|_{\text{reg}}\). In other words, \(\overline{D} = \phi^*D + C\), where \(C\) is the conductor. We will also use the above notation in the relative setting, when the canonical divisors are replaced by relative canonical ones.

3. MMP Input

In this section the base-field is \(k\) is algebraically closed and of characteristic \(p > 0\).

**Lemma 3.1.** If \(x \in (X, \Delta)\) is a log canonical surface singularity over \(k\), such that the coefficients of \(\Delta\) are greater than \(\frac{5}{6}\), then \((X, [\Delta])\) is also log canonical, including that \(K_X + [\Delta]\) is \(\mathbb{Q}\)-Cartier.

**Proof.** The statement is local, so we may work locally around \(x \in X\). Then, we may assume that \(x \in \text{Supp} \Delta\). In particular, \(X\) is (numerically) klt, and then \(X\) is \(\mathbb{Q}\)-factorial by [KM98, Prop 4.11] (which works in positive characteristic because only relative Kawamata-Viehweg vanishing is used in the proof for birational maps of surfaces). Since, the coefficients of \(\Delta\) are all greater than \(\frac{5}{6}\), the log canonical threshold of \([\Delta]\) is greater than \(\frac{5}{6}\). However then this log canonical threshold is in fact 1 according to [Pro99, Cor 6.0.9] (which also works in positive characteristic as noted in [HX15, proof of Them 3.2], because of the same reason as the above other reference).

**Lemma 3.2.** If \((X, \Delta)\) is a pair on a normal 3-fold such that \(p > 5\), \(K_X + \Delta\) \(\mathbb{Q}\)-Cartier and the coefficients of \(\Delta\) at most 1, then there exists a dlt blow-up. That is, a dlt pair \(f : (Y, \Gamma)\) endowed with a map \(f : X \to Y\), such that

1. \(Y\) is \(\mathbb{Q}\)-factorial,
2. \(\Gamma\) is reduced,
3. \(a(E; X, \Delta) \leq -1\) for every exceptional divisors \(E\) of \(f\), and
4. for \(G := \sum_{E \subseteq \text{Exc}(f)} E\) and any \(x \in X\), either \(f^{-1}(x) \subseteq \text{Supp} G\), or \(f^{-1}(x) \cap \text{Supp} G = \emptyset\).

**Proof.** Let \(\overline{X}\) be a projective compactification of \(X\). We may assume by blowing up \(\overline{X} \setminus X\) that \(\overline{X}\) \setminus X is an effective Cartier divisor \(H\). Let \(\overline{\Delta}\) be the smallest extension of \(\Delta\) to \(\overline{X}\). Let \(g : W \to (\overline{X}, \overline{\Delta} + H)\) be a log resolution and define \(D := \text{Exc}(g) + g_*^{-1}\overline{\Delta} + g_*^{-1}H\). Let \(g_i : (W_i, D_i) \to \overline{X}\) be a run of the LMMP over \(\overline{X}\) on \((W, D)\). Since we are working over \(\overline{X}\) [Bir13, Thm 1.5] applies and all our extremal contractions exist and are projective. Furthermore, by [Bir13, Thm 1.1] if the contraction is flipping, the flip exists. By special termination [Bir13, Prop 5.5], this run of the MMP is an isomorphism in a neighborhood of the log canonical centers for every \(i \geq j\). Choose an extremal ray \(R\) for the step \(W_j \twoheadrightarrow W_{j+1}\). Then \(R\) cannot intersect \(\text{Supp} g^i_*H\) for every \(i\), this implies that \(R\) maps into \(X\).

Define now \(W^0 := g^{-1}X\), \(D^0 := D|_{W^0}\) and \(g^0 := g|_{\overline{X}^0}\). Further, define \(F\) via

\[
(3.2.a) \quad K_{W^0} + D^0 = (g^0)^*(K_X + \Delta) + F,
\]

and let \(F_i\) be the strict transforms of \(F\) on \(W_i^0 := g^{-1}_iX\). Then \(F_i \subseteq \text{Exc}(g_i)\) for \(i \geq 0\). This, together with special termination, implies that \(R\), which by the above discussion lives on \(W^0\), avoids \(\text{Supp} F_j\). However, then \((3.2.a)\) implies that \(R \cdot (K_{W^0} + D^0) \geq 0\), where \(D^0_j := D_j|_{W^0}\). Hence our run of LMMP ends with \((W_j, D_j)\). Define \(Y := W^0\), \(f := g|_Y\) and \(\Gamma := D|_Y\). By \((3.2.a)\), \(F_i\) is an \(f\)-nef divisor which is exceptional over \(X\). In particular, \(F \leq 0\) by the
Lemma 3.3. If \( p > 5 \), then inversion of adjunction for threefolds holds. That is, if \( p > 5 \) and \((X, S + B)\) is a normal threefold pair over \( k \) such that \( S \) is a prime divisor and \( B \geq 0 \), then \((X, S + B)\) is lc in a neighborhood of \( S \) if and only if \((S^n, B_{S^n})\) is lc, where \( \nu : S^n \to S \) is the normalization and \( K_{S^n} + B_{S^n} = \nu^*((K_X + S + B)|_S) \).

Proof. The proof of [HX15, Thm 6.2] works verbatim, if one replaces the reference to [HX15, Thm 61.(2)], which works only for standard coefficients, with a reference to Lemma 3.2.

Lemma 3.4. Let \( p > 5 \) and \( f : X \to T \) be a flat family of geometrically demi-normal surfaces over a smooth curve over \( k \). Assume \( D \) is an effective \( \mathbb{Q} \)-divisor on \( X \) avoiding the generic and the singular codimension 1 points of the fibers. Furthermore assume that \( K_{X/T} + D \) is \( \mathbb{Q} \)-Cartier and for some \( 0 \in T \), \((X_0, D_0)\) is slc.

Let \((\bar{X}, \bar{D})\) be the normalization as in Section 2.5. Then \((\bar{X}, \bar{D} + \bar{X}_0)\) is log canonical in a neighborhood of \( \bar{X}_0 \), and hence so is \((\bar{X}, \bar{D})\).

Proof. If \( D \) has coefficients greater than 1 (around \( X_0 \)), then \((X_0, D_0)\) cannot be log canonical, hence we may assume that the coefficients of \( D \) are at most 1. Let \( \phi : (\bar{X}, \bar{D}) \to (X, D) \) and \( \xi : (G, \Delta) \to (X_0, D_0) \) be the normalizations as in Section 2.5. That is, the following equations hold for compatible choices of canonical divisors.

\[
\phi^*(K_X + D) = K_{\bar{X}} + \bar{D}, \text{ and } \xi^*(K_{X_0} + D_0) = K_G + \Delta.
\]

Note that \( \phi_0 \) automatically factors \( \xi_0 \), and hence the induced morphism \( \zeta : G \to \bar{X}_0 \) is also a normalization. Furthermore, by (3.4.b), we have

\[
K_{\bar{X}} + \bar{D}|_G = K_G + \Delta.
\]

The pair \((G, \Delta)\) is log canonical by (3.4.b), [Kol13b, Def-Lem 5.10] and the fact that \((X_0, D_0)\) is slc. Hence, according to Lemma 3.3, \((\bar{X}, \bar{D} + \bar{X}_0)\) is log canonical in a neighborhood of \( \bar{X}_0 \).

Proposition 3.5. Let \((X, D)\) be a log canonical 3-fold with \( p > 5 \), and assume that:

1. \( C \) is a maximal log canonical center of \((X, D)\),
2. \( B \) is a maximal element of the set of

\[
\{ A \subseteq C \text{ subvariety } | A = C \cap C' \text{ for some log canonical center } C' \neq C \text{ of } (X, D) \}.
\]

Then \( B \) is also a log canonical center of \((X, D)\).

Proof. Let \( \eta \) be the generic point of \( B \). We work locally around \( \eta \), so we may discard any closed set of \( X \) away from it. Let \( f : (Y, E) \to (X, D) \) be a \( \mathbb{Q} \)-factorial dlt model which was shown to exist in Lemma 3.2. The idea of the proof is then simple: we want to choose components \( S \) and \( S' \) of \( E \) lying over \( C \) and \( C' \) such that \( S \cap S' \neq \emptyset \). Then \( S \cap S' \) would be a log canonical center of \((Y, E)\) mapping to \( B \), which then would show that \( B \) is indeed a log canonical center. The problem is that to guarantee that \( S \cap S' \neq \emptyset \) we need that \( f^{-1}(\eta) \subseteq \text{Supp } E \), which is not necessarily true as \( X \) is not \( \mathbb{Q} \)-factorial (say \( C \) and \( C' \) are curves, and a \( \mathbb{Q} \)-factorialization takes apart the intersection points of \( C \) and \( C' \)). We remedy this situation by running an MMP on \( Y \) over \( X \) and then passing to another dlt model.

So, let \( g : Z \to X \) be the minimal model of \( Y \) over \( X \), let \( F \) be the pushforward of \( E \) to \( Z \) and let \( \xi : (V, G) \to (Z, F) \) be a dlt model with induced morphism \( h : V \to X \). The notation...
is shown on the following diagram:

Note that as \( K_Y + E \sim_{\mathbb{Q}/X} 0 \), we have \( K_Z + F \sim_{\mathbb{Q}/X} 0 \), and then also \( K_Y + G \sim_{\mathbb{Q}/X} 0 \). With other words, all the continuous arrows of the above diagram denote log-crepant birational morphisms. Also note that as \( Y \) is klt and \( \mathbb{Q} \)-factorial, so is \( Z \).

First, we claim that \( g^{-1}(\eta) \cap \text{supp } F \neq \emptyset \). Indeed, if \( g^{-1}(\eta) \cap \text{supp } F = \emptyset \), then \( (Z, F) \) is klt along \( g^{-1}(\eta) \), and hence so is \( X \) at \( \eta \) which is a contradiction. This proves our first claim.

Second, we claim that \( g^{-1}(\eta) \subseteq \text{Supp } F \). Indeed, using the previous claim otherwise there is a curve \( C \subseteq g^{-1}(B) \) such that \( C \) is vertical over \( X \) and \( \text{C} \cap \text{Supp } F \neq \emptyset \) but \( C \nsubseteq \text{Supp } F \). However, then

\[
0 < C \cdot (-F) = C \cdot K_Z \geq 0,
\]

which is a contradiction. This concludes our second claim.

Third, we claim that \( h^{-1}(\eta) \subseteq \text{Supp } G \) also holds. Let \( U \subseteq V \) be the isomorphism locus of \( \xi \). Then, by the previous step \( U \cap h^{-1}(\eta) \subseteq \text{Supp } G \). Furthermore, as \( Z \) is \( \mathbb{Q} \)-factorial, \( \text{Exc}(\xi) \subseteq \text{Supp } G \), which then concludes our third claim too.

As \( C \) is a maximal log canonical centers of \((X, D)\), there must be an irreducible component \( S \) of \( \text{Supp } G \) such that \( h(S) = C \). As \( h^{-1}(\eta) \) is connected, we may choose \( S \) such that it intersects some other component \( S' \) of \( \text{Supp } G \) such that \( S' \cap h^{-1}(\eta) \neq \emptyset \) and \( h(S') \neq C \). However, then \( S \cap S' \) is also a log canonical center, and \( h(S \cap S') = B \). This concludes our proof.

\[\square\]

4. NORMALIZATION AND RESOLUTION AFTER FINITE BASE-CHANGE

Lemma 4.1. Let \( f : (X, D) \to T \) satisfy the following assumptions

1. we work over a base-scheme \( S \), which is either \( \mathbb{Z} \) or an algebraically closed field \( k \) of characteristic \( p > 5 \),
2. all spaces are of finite type over \( S \),
3. \( T \) is normal
4. \( f \) is flat with geometrically demi-normal fibers of dimension 2,
5. \( D \) avoids the generic and the singular codimension 1 points of the fibers of \( f \),

Then, there is a finite base-change \( T' \to T \) from a normal variety and a regular open set \( U \subseteq T' \), such that

1. the normalization \((\overline{X_U}, D_U)\) of \((X_U, D_U)\) (see notation in Section 2.5) has geometrically normal fibers,
2. \((\overline{X_U}, D_U)\) admits a log resolution \((Z_U, \Gamma_U)\) (meaning that \( \Gamma_U \) is the sum of the strict transform of \( D_U \) and of the reduced exceptional divisor) such that all strata of \((Z_U, \Gamma_U)\) (including \( Z \) itself) are smooth over \( U \).
3. \( \overline{X_U} \) admits a resolution \( \phi_U : V_U \to \overline{X_U} \) such that \( V_U \) is smooth over \( U \) and over each point \( u \in U \), \( \phi_u \) is a minimal resolution.
4. If \( K_{X/U} + D \) is \( \mathbb{Q} \)-Cartier, \( \eta \) denotes the generic point of \( T \), and the bars denote normalization as usually (see Section 2.5), then the log canonical centers of \((X_\eta, D_\eta)\) (resp. \((\overline{X_\eta}, D_\eta)\) are exactly the components of the base-changes of the horizontal log canonical centers of \((X_U, D_U)\) (resp. of \((\overline{X_T}, D_T)\)).
Proof. Let $\eta$ be the generic point of $T$. Let $Y_\eta$ be the normalization of $X_\eta$ and $E_\eta$ the divisor on $Y_\eta$ induced by $D_\eta$ (as in Section 2.5). Let $(Z_\eta, \Gamma_\eta)$ be a log-resolution of $(Y_\eta, E_\eta)$, and let $\phi_\eta : V_\eta \to X_\eta$ be a minimal resolution. Then, there is a finite extension $L$ of $k(\eta)$ such that all the above spaces, divisors, maps between the spaces and the strata of the log resolution, descend over $L$, giving us $(Z_L, \Gamma_L) \to (Y_L, E_L) \to (X_L, D_L)$ and $\phi_L : V_L \to Y_L$ where the first map is a log-resolution, the second one is normalization, and the third one is a minimal resolution. In particular, there is an integer $m > 0$ such that $\omega_{V_L}^m$ is globally generated [Tan14, Thm 1.2].

Set then $T'$ to be the normalization of $T$ in $L$, and $(Z_T, \Gamma_T) \to (Y_T, E_T) \to (X_T, D_T)$ and $\phi_T : V_T \to Y_T$ any extension of $(Z_L, \Gamma_L) \to (Y_L, E_L) \to (X_L, D_L)$ and $\phi_L : V_L \to Y_L$ over $L$. Let $U \subseteq T'$ be a non-empty open set such that

- over $U$ all spaces considered are flat,
- $U$ is regular,
- over $U$, the geometric fibers of $Y_T \to T'$ are the normalizations of the geometric fibers of $X_T \to T'$ (which is an open condition by [Gro66, Thm 12.2.4.iv] and [Gro65, Cor 6.5.4]),
- over $U$, the strata of $(Z_T, \Gamma_T) \to T'$ are smooth,
- over $U$, $V_T \to T'$ is smooth, and
- over $U$, $\omega_{V_T}^m$ is generated over $T'$ (it is generated at the generic point, so such open set exists), and hence for each $u \in U$, $\phi_u$ is a minimal resolution.

$Y_U$ is then normal [Gro65, Cor 6.5.4] and $Z_U$ and $V_U$ are regular [Gro65, Prop 6.5.1], which concludes the proof of all statements but the one about log canonical centers.

For the statement about log canonical centers, note that $\overline{X_U} = Y_U$, $\overline{D_U} = E_U$, $\overline{X_\eta} = Y_\eta$ and $\overline{D_\eta} = E_\eta$. Then, as the log canonical centers of demi-normal varieties are just the images of the log canonical centers of the normalizations (using the correct boundary), we may prove only the case of the normalization, saying that the horizontal log canonical centers of $(Y_U, E_U)$ yield the ones of $(Y_\eta, E_\eta)$. For that let $\Delta_U$ be the $\mathbb{Q}$-divisor on $Z_U$ that makes $(Z_U, \Delta_U)$ a crepant resolution of $(Y_U, E_U)$. Then $(Z_\eta, \Delta_\eta)$ is again a crepant resolution of $(Y_\eta, E_\eta)$. Furthermore, the horizontal log canonical centers of $(Y_U, E_U)$ are just the images of the horizontal prime divisors $G$ on $Z_U$ for which $\text{coeff}_G \Delta_U = 1$. The components of $G$ are then exactly the prime divisors $\mathcal{H}$ on $Z_\eta$ for which $\text{coeff}_H \Delta_\eta = 1$. Furthermore, the images of these $\mathcal{H}$’s in $Y_\eta$ are exactly the log canonical centers of $(Y_\eta, D_\eta)$. This concludes our proof. \hfill $\square$

Remark 4.2. The reason why the above lemma is needed is that a resolution of singularities of $X$ might not yield a resolution of the fibers. A local model of this phenomenon is given by the family $X := \text{Spec } k[x,y,z,t] / (x^2 + y^2 + z^2 + t)$ to $T := \text{Spec } k[t]$ for $p > 2$. The fibers of this family are $A_{p-1}$ rational double point singularities, however the total space is smooth. So, let $\tau : Z \to X$ be a resolution. Then, by the smoothness of $Z$, $\tau^*K_X + E + K_Z$ for some effective divisor $E$ such that $\text{Supp } E = \text{Exc}(\tau)$. However, then for a general $t \in T$, $\tau^*K_{X_t} + E_t = K_{Z_t}$, such that $\text{Supp } E_t = \text{Exc}(\tau_t)$. Assume now that $Z_t$ is smooth. Then $\tau_t$ factors through the minimal resolution:

$$\begin{array}{c}
Z_t \\
\alpha \quad W \\
\beta \quad X_t
\end{array}$$

In particular, $K_{Z_t} = \alpha^*K_W + F$ for some $\alpha$-exceptional effective divisor $F$. However, $K_W = \beta^*K_X$, since $X_t$ has rational double point singularities. It follows then that $E_t = F$ and therefore $E_t$ is $\alpha$-exceptional. This contradicts the $\text{Supp } E_t = \text{Exc}(\tau_t)$ condition. It follows then that $Z_t$ cannot be smooth.

Corollary 4.3. Let $f : X \to T$ be a surjective morphism from a normal, projective threefold onto a smooth, projective curve with demi-normal geometric generic fiber over an algebraically closed field $k$ of positive characteristic. Then there is a finite base-change $T' \to T$ from a smooth projective curve, a non-empty open set $U \subseteq T'$ and proper birational maps $Z_{T'} \to Y_{T'} \to X_{T'}$. 
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where the first is a resolution and the second is a normalization such that for every \( u \in U \): \( Y_u \to X_u \) is a normalization and \( Z_u \to Y_u \) is a minimal resolution.

**Proof.** First replace \( T \) with the open set where the geometric fibers are demi-normal, and apply Lemma 2.4. Then replace the \( T' \) obtained this way with its normal, projective compactification. Let \( Y_{T'} \) be the normalization of \( X_{T'} \) and let \( Z_{T'} \) be a compactification of \( V_{T'} \) to a variety over \( Y_{T'} \). Finally replace \( Z_{T'} \) by a desingularization which is an isomorphism over \( U \) [CP08, CP09, Cut09].

\[ \square \]

## 5. Semi-positivity upstairs

The following is the main result of this section. In characteristic zero, it is usually shown as a consequence of Theorem 1.4. However, our approach goes the opposite way. First, we show the weaker statement of Theorem 5.1, which we then use in the proof of Theorem 5.1

**Theorem 5.1.** If \( (X, D) \to T \) is a family of stable log-surfaces (see Definition 1.5) over a proper, normal base scheme over an algebraically closed field \( k \) of characteristic \( p > 5 \) and the coefficients of \( D \) are greater than \( 5/6 \), then \( K_{X/T} + D \) is nef.

**Proof.** First, note that since nefness is decided on curves, according to Lemma 2.4 we may assume that \( T \) is a smooth, projective curve over \( k \). According to Lemma 4.1 and Lemma 2.4 again, we may also assume that the normalization \( \phi : \overline{X} \to X \) has normal general fibers over \( T \), and there is a resolution \( h : W \to \overline{X} \), such that \( W_t \to \overline{X}_t \) is the minimal resolution for \( t \in T \) general. Let \( \overline{D} \) be such that

\[
K_{\overline{X}} + \overline{D} = \phi^*(K_X + D).
\]

That is \( \overline{D} \) is the conductor plus \( \phi^*D \). According to Lemma 3.4 \((\overline{X}, \overline{D})\) is log canonical.

Define \( \Delta_W \) via the equation

\[
K_W + \Delta_W = h^*(K_{\overline{X}} + \overline{D}),
\]

and run MMP on \( W \) over \( \overline{X} \) [Bir13, Thm 1.2]. This yields a relative minimal model \( W \to Z \xrightarrow{g} \overline{X} \). If one defines \( \Delta_Z := \xi_*\Delta_W \), pushing forward (5.1.b) via \( \xi \) yields

\[
K_Z + \Delta_Z = g^*(K_{\overline{X}} + \overline{D}).
\]

Since \( W_t \to \overline{X}_t \) is a minimal resolution, for \( t \in T \) general the following two facts hold.

- \( \xi : W_t \to Z_t \) is an isomorphism, because: First, \( W \to \overline{X} \) is a minimal model over \( \overline{T}T_0 \) for the non-empty open set \( T_0 \subseteq T \) over which \( W_t \to T_t \) is a minimal resolution. Second, the minimal model given by [Bir13, Thm 1.2] in the case of smooth \( W \) and no boundary divisor is simply obtained by running a generalized MMP on \( W \) over \( \overline{X} \), according to [Bir13, 1st 4 paragraphs of the proof of Thm 1.2]. However, a run of the generalized MMP does not change \( W \) over \( \overline{T}T_0 \), because in each step the contraction morphisms are just the identities over \( \overline{T}T_0 \). So, in particular \( \xi \) is an isomorphism over \( T_0 \).

- \( (\Delta_Z)_t \) is effective (not necessarily simple) normal crossing and has coefficients at most 1, because: First, \((\overline{X}_t, \overline{D}_t)\) is log canonical by the semi-log canonical assumption on \((X_t, D_t)\) and the normality of \( \overline{X}_t \), and then \((\overline{X}_t, [\overline{D}_t])\) is also log canonical by Lemma 3.1. Since, \( g_t : Z_t \to \overline{X}_t \) is a minimal resolution by the previous point, effectiveness of \( (\Delta_Z)_t \) follows. Furthermore, define \( \Delta'_Z \) on \( Z \) such that

\[
K_Z + \Delta'_Z = g^*(K_{\overline{X}} + [\overline{D}]_t)
\]

It follows that \( \Delta'_Z \geq \Delta_Z \). In particular, it is enough to prove that \( (\Delta'_Z)_t \) is normal crossing and has coefficients at most 1. However, this is shown in [KM98, Thm 4.15] (which works in arbitrary characteristic), since \((\overline{X}_t, [\overline{D}_t]) = (\overline{X}_t, [\overline{D}_t])\) is log canonical, \([\overline{D}_t]\) has only coefficients 1 and \( K_{Z_t} + (\Delta'_Z)_t = g_t^*(K_{\overline{X}_t} + [\overline{D}_t]) \) by (5.1.d).
Similarly one can prove that $\Delta_Z$ itself is effective: Since $K_Z$ is $g$-nef, $\Delta_Z$ is $g$-anti-nef according to (5.1.c). As $g_*\Delta_Z = \overline{D} \geq 0$ also holds, $\Delta_Z$ is effective by the negativity lemma. In particular, $(Z, \Delta_Z)$ is a pair (including that $K_Z + \Delta_Z$ is $\mathbb{Q}$-Cartier), and since $Z$ is $\mathbb{Q}$-factorial, so is $(Z, (1-\varepsilon)\Delta_Z)$ for every rational number $0 < \varepsilon \ll 1$. Note that $K_Z + (1-\varepsilon)\Delta_Z$ is $g$-nef, because $\Delta_Z$ is $g$-anti-nef and $K_Z + \Delta_Z \equiv 0$ by (5.1.c).

Since $Z$ is terminal and $\mathbb{Q}$-factorial, and $(Z, \Delta_Z)$ is log-canonical by (5.1.c), $(Z, (1-\varepsilon)\Delta_Z)$ is klt. Hence, [Bir13, Thm 1.4] implies that $K_Z + (1-\varepsilon)\Delta_Z$ is $g$-semi-ample. Choose now $q > 0$ and $m > 0$ divisible enough integers such that $q(K_Z + (1-\varepsilon)\Delta_Z)$ is a $g$-globally generated Cartier divisor and

$$F := \mathcal{O}_X(m(K_X + \overline{D})) \otimes g_*\mathcal{O}_Z(q(K_Z + (1-\varepsilon)\Delta_Z))$$

is $\overline{f}$ globally generated. Then the composition of the following induced homomorphisms show that $\Gamma := q(K_Z + (1-\varepsilon)\Delta_Z) + g^*m(K_X + \overline{D})$ is $\overline{f} \circ g$-nef.

$$g^*\overline{f}F \rightarrow g^*F \rightarrow \mathcal{O}_Z(\Gamma)$$

In particular, using (5.1.c), $K_Z + (1-\varepsilon)\Delta_Z$ is $\overline{f} \circ g$-nef for every $0 < \varepsilon \ll 1$ (here we decrease our earlier $\varepsilon$).

For $t \in T$ general, there are two further facts that are important at this point:

- $(Z_t, (1-\varepsilon)(\Delta_Z)_t)$ has strongly $F$-regular singularities, since $(\Delta_Z)_t$ has normal crossing singularities, and the coefficients of $(1-\varepsilon)(\Delta_Z)_t$ are smaller than 1, and
- according to [Tan14, Thm 1.2] $K_{Z_t} + (1-\varepsilon)(\Delta_Z)_t$ is semi-ample.

Hence, [Pat14, Thm 3.16] applies to $(Z, (1-\varepsilon)\Delta_Z) \rightarrow T$ yielding that $K_{Z/T} + (1-\varepsilon)\Delta_Z$ is nef for every $0 < \varepsilon \ll 1$. However, then $K_{Z/T} + \Delta_Z$ is also nef, and according to (5.1.c) so is $K_{X/T} + \overline{D}$ and by (5.1.a), so is $K_{X/T} + D$. \hfill \Box

### 6. Frobenius stable sections

Having proved Theorem 5.1, we start working towards Theorem 1.4. As explained in Section 1.4, one of the main challenges at this point is to show lifting statements for arbitrary Cartier indices, including ones divisible by $p$. We work the general machinery of this out in the present section.

**In Section 6, the base field $k$ is a perfect field of arbitrary characteristic $p > 0$.**

#### 6.1. Lifting sections

**Notation 6.1.** Let $(X, \Delta)$ be a pair (, which is assumed to have an $S_2$ and $G_1$ underlying space in Section 2). Define then for each integer $e > 0$, $\mathcal{L}_{e, X, \Delta} := \mathcal{O}_X([((1-p^e)(K_X + \Delta)]$, which is denoted simply by $\mathcal{L}_e$ if $(X, \Delta)$ is clear from the context. Notice also the following natural injection.

$$\mathcal{L}_e[\otimes]F^{e^e-e}_e\mathcal{L}_{e^e-e} \cong F^{e^e-e}_e\left(\mathcal{L}_{e^e-e}[\otimes]\left(F^{e^e-e}_e\mathcal{L}_e\right)\right)$$

where $[\otimes]$ denotes the reflexive tensor product, $F$ is the projection formula, [Har94, Thm 1.9].

$$\cong F^{e^e-e}_e\mathcal{O}_X \left(\left[\left(1-p^{e^e-e}\right)(K_X + \Delta)\right] + \left[\left(1-p^e\right)(K_X + \Delta)\right]\right)$$

$$\leftarrow F^{e^e-e}_e\mathcal{O}_X \left(\left[\left(1-p^{e^e-e}\right)(K_X + \Delta)\right] \cong F^{e^e-e}_e\mathcal{L}_e\right)$$

Furthermore, fix integers $i > 0$ and $j > 0$, such that $r|p^i(p^j - 1)$, where $r$ is the Cartier index of $K_X + \Delta$. Note then that for $e = i + qj$.

$$\left[\left(1-p^e\right)(K_X + \Delta)\right] = \left[\left(1-p^i\right) + p^i \left(1-p^{qj}\right)\right](K_X + \Delta) = \left[\left(1-p^i\right)(K_X + \Delta)\right] + p^i(1-p^{qj})(K_X + \Delta).$$
Definition 6.2. In the situation of Notation 6.1, for every $e > 0$ there is an induced trace map $\text{Tr}_{e; X, \Delta}$ obtained as the following composition.

$$
F^e_* \mathcal{L}_e := F^e_* \mathcal{O}_X([(1 - p^e)(K_X + \Delta)]) \xrightarrow{\cdot [(p^e - 1)\Delta]} F^e_* \mathcal{O}_X((1 - p^e)K_X) \xrightarrow{\text{Tr}_{e; X, \Delta}} \mathcal{O}_X
$$

When $(X, \Delta)$ is clear from the context we write $\text{Tr}_e$ for $\text{Tr}_{e; X, \Delta}$.

The main difference between Definition 6.2 and the usual definition is that we do not require $(1 - p^e)(K_X + \Delta)$ to be a $\mathbb{Z}$-divisor. In particular, in general, especially if the Cartier index of $\Delta$ is divisible by $p$, it is not a line bundle, only a rank 1 invertible sheaf, which is locally free in codimension 1.

Fact 6.3. The trace maps of Definition 6.2 factor through each other as

$$
F^e_* \mathcal{L}_e \xrightarrow{(6.1.a)} F^e_* \left(\mathcal{L}_e[\otimes]F^{e'}_{e-e}\mathcal{L}_{e-e}\right) \xrightarrow{f^e_* (\text{id}_\mathcal{L}_e \otimes \text{Tr}_{e-e})} F^e_* \mathcal{L}_e \xrightarrow{\text{Tr}_e} \mathcal{O}_X.
$$

Proof. This follows from the factorization in the $\Delta = 0$ case, i.e., from

$$
\text{Tr}_{F_e'} = \text{Tr}_{F_e} \circ F^e_* \left(\text{id}\mathcal{O}_X(1 - p^e K_X)[\otimes] \text{Tr}_{F_{e-e}'-e}\right).
$$

Definition 6.4. In the situation of Notation 6.1, we define for any Weil divisor $L$ on $X$,

$$
S^0(X, \Delta; L) := \bigcap_{e \geq 0} \text{im} \left( H^0(X, \mathcal{O}_X(L)[\otimes] F^e_* \mathcal{L}_e \xrightarrow{H^0(X, \text{id}\mathcal{O}_X(L)[\otimes] \text{Tr}_e)} H^0(X, \mathcal{O}_X(L)) \right),
$$

According to Fact 6.3, the images in the above definition form a descending chain. Furthermore, if $X$ is proper over $k$ then the above intersection necessarily stabilizes, since $H^0(X, \mathcal{O}_X(L))$ is finite dimensional over $k$.

The following is our main lifting statement. It is an adaptation of [Sch14, Prop 5.3] to the present situation by strengthening its assumptions. Especially assumption (7.ii) is a strong restriction, which we guarantee in our situation using Kollár’s theory of hulls [Kol08] (in our situation $S$ is the general fiber of a fibration). In general one would need to prove an $S_3$-type condition for guaranteeing (7.ii).

Proposition 6.5. In the situation of Notation 6.1 with $X$ projective over $k$, let $S$ be a reduced Weil divisor and $L$ a Cartier divisor on $X$ such that

1. $K_X + \Delta$ is $\mathbb{Q}$-Cartier,
2. $S \leq \Delta$,
3. $S$ is $S_2$ and $G_1$,
4. $S$ is Cartier at its codimension 1 points,
5. $\Delta$ avoids the general and singular codimension 1 points of $S$,
6. $-K_X - \Delta$ is ample, and
7. for every integer $e > 0$,
   i. $[(1 - p^e)(\Delta - S)]|S = [(1 - p^e)(\Delta - S)|S]$, which is satisfied for example if the reduced divisor supported on $\text{Supp} \Delta$ restricts to a reduced divisor to $S$, and
   ii. $\mathcal{O}_X([(1 - p^e)(K_X + \Delta)]|S) \cong S(S([(1 - p^e)(K_S + (\Delta - S)]|S))$.

Then

$$
\text{im} \left( H^0(X, L) \to H^0(S, L) \right) \supseteq S^0(S, (\Delta - S)|S; L).
$$

Proof. First let us note that by assumptions (3), (4) and (5), $(\Delta - S)|S$ does make sense, and $K_X + \Delta|S = K_S + (\Delta - S)|S$. Furthermore, by the same assumptions, for every integer $e > 0$, there is a big open set $U_e \subseteq X$ such that $S \cap U_e$ is big in $S$ and $[(1 - p^e)(K_X + \Delta)]|U_e$ is Cartier. Therefore, there is the following commutative diagram for every integer $e > 0$ first over $U_e$ by
[Sch14, proof of Prop 5.3], and then extending reflexively from there using assumption (7)ii) over entire $X$.

$$
\begin{array}{c}
0 \\
\downarrow \\
F^*_e\mathcal{O}_X([((1-p^e)(K_X+\Delta)-S)]) \twoheadrightarrow \mathcal{O}_X(-S) \\
\downarrow \\
F^*_e\mathcal{O}_X([((1-p^e)(K_X+\Delta)]) \twoheadrightarrow \mathcal{O}_X \\
\downarrow \\
F^*_e\mathcal{O}_S([((1-p^e)(K_S+(\Delta-S)|_S)]) \twoheadrightarrow \mathcal{O}_S \\
0 \\
0
\end{array}
$$

Twisting by $L$ yields

$$
\begin{array}{c}
0 \\
\downarrow \\
F^*_e\mathcal{O}_X([((p^e-1)(L-K_X-\Delta)+L-S)]) \twoheadrightarrow \mathcal{O}_X(L-S) \\
\downarrow \\
F^*_e\mathcal{O}_X([((p^e-1)(L-K_X-\Delta)+L)]) \twoheadrightarrow \mathcal{O}_X(L) \\
\downarrow \\
F^*_e\mathcal{O}_S([((p^e-1)(L|_S-K_S-(\Delta-S)|_S)+L|_S)]) \twoheadrightarrow \mathcal{O}_S(L|_S) \\
0 \\
0
\end{array}
$$

Take now cohomology of the latter diagram. The image of $H^0(\_)$ applied to the bottom row yields $S^0(S, (\Delta-S)|_S; L|_S)$ for $e$ big enough. Hence it is enough to show that for every $q \gg 0$ and $e = i + qj$ (using Notation 6.1),

$$0 = H^1(X, F^*_e\mathcal{O}_X([((p^e-1)(L-K_X-\Delta)+L-S)]) \cong H^1(X, [(p^e-1)(L-K_X-\Delta)+L-S]) = H^1(X, [(p^i-1)(L-K_X-\Delta)+L-S] + p^j(p^{qj}-1)(L-K_X-\Delta)).$$

Therefore the above vanishing follows from assumption (6) and Serre vanishing. \qed

**Definition 6.6.** In the situation of Notation 6.1, if $L$ is a Weil-divisor on $X$, then define

$$\sigma(X, \Delta; L) := \bigcap_{e \geq 0} \text{im} \left( F^*_e\mathcal{O}_X([((1-p^e)(K_X+\Delta)+p^eL]) \xrightarrow{\text{Tr}_{e,X,\Delta}|_{\mathbb{G}_m}} \mathcal{O}_X(L) \right).$$

If $L = 0$, then we also use $\sigma(X, \Delta)$ instead of $\sigma(X, \Delta; L)$ and if also $\Delta = 0$, then $\sigma(X)$ instead of $\sigma(X, \Delta)$.

**Remark 6.7.** Note that if $X$ is an affine, $S_2$, $G_1$ variety, then by Gorthendieck duality $\mathcal{O}_X \to F^*_e\mathcal{O}_X$ has a splitting if and only if $F^*_e\mathcal{O}_X((1-p^e)K_X) \to \mathcal{O}_X$ is surjective. Hence, even in the non affine case, $X$ is $F$-pure if and only if $\sigma(X) = \mathcal{O}_X$. The meaning of $\sigma(X, \Delta, L)$ is less clear when one introduces $\Delta$ or $L$ into the picture. Its main use in the present article is that it determines all the sections in $S^0(X, \Delta; L)$ for $L$ ample enough according to Theorem 6.19.
Lemma 6.8. In the situation of Notation 6.1, if $L$ is a Q-Cartier Weil divisor, then the descending chain of images in Definition 6.6 stabilizes. In particular, $\sigma(X, \Delta; L)$ is a coherent sheaf.

Proof. Our proof follows the lines of [CEMS14, Lem 3.7], with the addition of a few details about dealing with the case of the Weil index divisible by $p$. First, note that because of (6.1.b) and Fact 6.3, it is enough to show that the images of the following maps stabilize for every integer $q > 0$ and $e = i + qj$.

\[(6.8.c) \quad F^e_* \mathcal{O}_X([((1-p^e)(K_X + \Delta)] + p^e L]) \rightarrow F^e_* \mathcal{O}_X([(1-p^i)(K_X + \Delta)] + p^j L])\]

Let $l$ be the Cartier index of $L$. By possibly increasing $i$ and $j$, we may assume that $l|p^i(1-p^j)$. Then similarly to (6.1.b) we obtain for $e = i + qj$ that

\[F^e_* \mathcal{O}_X([(1-p^e)(K_X + \Delta)] + p^e L) = F^e_* \mathcal{O}_X([(1-p^i)(K_X + \Delta-L)] + p^j(1-p^j)(K_X + \Delta-L)).\]

Since $p^j(1-p^j)(K_X + \Delta-L)$ is Cartier, and since our question is Zariski local, we may assume that $p^j(1-p^j)(K_X + \Delta - L) \sim 0$ for every integer $q > 0$. In particular, by setting $M := \mathcal{O}_X([(1-p^i)(K_X + \Delta - L)])$, the sheaves and morphisms in (6.8.c) fit into a chain

\[\ldots \rightarrow F^{l_3}_{s+j} M \rightarrow F^{l_2}_{s+j} M \rightarrow F^{l_1}_{s+j} M \rightarrow F^l_{s+j} M.\]

We claim that up to multiplications by a unit (in the source),

\[(6.8.d) \quad t_q = F^j_*(t_{q-1}).\]

First let us show (6.8.d) at the codimension 0 and 1 points. If $x \in X$ is either a generic point or a singular codimension 1 point, then $\Delta$ avoids $x$ and hence $t_q$ can be identified with $F^{i+j}_{s+j} \omega_{X,x}^{1-p^i+qj} \rightarrow F^{i+(q-1)j}_{s+j} \omega_{X,x}^{1-p^i+(q-1)j}$, which shows (6.8.d) at these points. On the other hand, since

\[p^j \left([(1-p^i)\Delta] + p^j(1-p^{i(q-1)j})\Delta\right) - [(1-p^i)\Delta] - p^i(1-p^{qj})\Delta\]

\[= p^j(p^j - 1)\Delta + p^j[(1-p^i)\Delta] - [(1-p^i)\Delta] = (p^j - 1) \left(p^j \Delta + [(1-p^i)\Delta]\right),\]

at every codimension 1 point $x$, $t_q$ at these points can be identified with the following composition.

\[F^{i+j}_{s+j} M_x \cong F^{i+j}_{s+j} \mathcal{O}_{X,x} \xrightarrow{(p^j - 1)(p^j \Delta + [(1-p^i)\Delta])} F^{i+j}_{s+j} \mathcal{O}_{X,x}.\]

In particular, we see $t_q = F^j_*(t_{q-1})$ also holds (up to multiplications by a unit in the source) at codimension one points. Hence, if one writes $t_q = F^j_*(t_{q-1} \cdot u)$ for a (unique) element $u$ of the total field of fractions of $F^{i+j}_{s+j} \mathcal{O}_X$, then we see that $u$ is in fact a honest section and a unit at every generic and codimension 1 point. Then it follows that $u$ is an actual function and a unit globally. This concludes our claim.

Having shown our claim, we see that the images of (6.8.c) agree with the higher and higher composition images of a Cartier module, which necessarily stabilizes by [Gab04, Lemma 13.1] (also [BS13, Proposition 8.1.4]).

\[\square\]
6.2. Relative non-$F$-pure ideals

Theorem 1.4 will be proved using $\Delta$ Proposition 6.5 to lift the sections in a Frobenius stable subsystem introduced in Definition 6.4. In particular, we need a boundedness result for when this canonical subsystem contains all the sections in the non-$F$-pure ideal introduced in Definition 6.6, for all fibers of a family. We show this by adapting the approach of [PSZ13]. Section 6.2 is devoted to the foundations of this approach.

**Notation 6.9.** Let $f : (X, \Delta) \to T$ be a flat family over an affine normal scheme over $k$ with reduced, $S_2$ and $G_1$ fibers of pure dimension $n$. Assume that $\Delta$ avoids all the generic and singular codimension 1 points of the fibers. Furthermore, assume that if $\Delta_{\text{red}}$ is the reduced divisor supported on $\text{Supp} \; \Delta$, then $\Delta_{\text{red}}|_{X_t}$ is reduced for all $t$, an assumption automatically satisfied if the coefficients of $\Delta_T$ for all geometric points $t \in T$ are greater than $1/2$ but at most $1$. This assumption implies that for every integer $e > 0$,

\[(1 - p^e)(K_{X/T} + \Delta)|_{X_t} \cong [(1 - p^e)(K_{X_t} + \Delta_t)].\]

We define for every integer $e > 0$,

\[L_{e,X,\Delta/T} := O_X([(1 - p^e)(K_{X/T} + \Delta)]).\]

If $(X, \Delta)$ is clear from the context we write $L_{e/T}$ instead of $L_{e,X,\Delta/T}$. Note that by the assumptions, there is a relatively big open set $U \subseteq X$ such that a neighborhood of $\text{Supp} \; \Delta|_U$ is regular and $f|_U$ is a Gorenstein morphism. In particular then $[(1 - p^e)(K_{X/T} + \Delta)]|_U$ is Cartier for all integers $e > 0$. We further assume that $K_{X/T} + \Delta$ is $\mathbb{Q}$-Cartier with Cartier index $r$. We define then $i$ and $j$ as in Notation 6.1, with which definition the relative version of $(6.1.1)$ holds.

We also use the notation of [PSZ13] in this section. That is, we deal with the relative Frobenius morphisms $F^e_{X/T}$ of $X$ over $T$ shown in the following commutative diagram:

\[
\begin{array}{ccc}
X^e & \xrightarrow{F^e_{X}} & X \\
\downarrow{F^e_{X/T}} & & \downarrow{f} \\
T^e & \xrightarrow{F^e_{T}} & T
\end{array}
\]

If a divisor $D$ is regarded on $X^e$ instead of $X$, we write $D^e$. In the case of a line bundle $L$ we write $L^{(e)}$ for the same to avoid confusion with the $e$-th power.

**Assumption 6.10.** In the situation of Notation 6.9, we sometimes further assume that $L_{i/T}$ is compatible with arbitrary base-change. (Here $i$, as stated in Notation 6.9, is the fixed integer for which $r|p^i(p^j - 1).$) That is, if $S \to T$ is a morphism from an affine integral scheme over $k$, then

\[(L_{i,X,\Delta/T})_S \cong L_{i;X_S,\Delta_S/S}.\]

If $S = t$, for some $t \in T$, then $(6.10.c)$ asks for $L_{i;X,\Delta/T}|_{X_t}$ to be reflexive, and hence $S_2$. Therefore, $(6.10.c)$ implies that $L_{i;X,\Delta/T}$ is relatively $S_2$. On the other hand, if it is relatively $S_2$, then since the two sheaves in $(6.10.c)$ are automatically isomorphic over $U_S$, and the one on the right is reflexive, $(6.10.c)$ holds according to [PSZ13, Cor A.8]. Hence $(6.10.c)$ is in fact equivalent to requiring $L_{i;X,\Delta/T}$ to be relatively $S_2$. Furthermore, in this case $L_{i;X,\Delta/T}$ is automatically flat over $T$ according to [BHPS13, Lem 2.13].

Furthermore, note that using the language of [Kol08], the above assumption holds if and only if $L_{i;X,\Delta/T}$ is a hull (of itself). Indeed, by [Kol08, 18.2] the hull of a reflexive sheaf can be only itself in our situation. Furthermore, by [Kol08, 17 \& 15.4] $L_{i;X,\Delta/T}$ is a hull if and only if it is relatively $S_2$. 
Theorem 6.11. [Kol08, 21] In the situation of Notation 6.9, there is a finite locally closed decomposition $\bigcup T_i \to T$, such that for any base change $T' \to T$, $(X_{T'}, \Delta_{T'}) \to T'$ satisfies Assumption 6.10 if an only if $T' \to T$ factors through $\bigcup T_i$. In particular, there is a non-empty Zariski open set $T_0$ of $T$, such that $(X_{T_0}, \Delta_{T_0}) \to T_0$ satisfies Assumption 6.10.

Definition 6.12. In the situation of Notation 6.9, for every integer $e > 0$, the relative trace map $\text{Tr}_{e; X, \Delta/T}$, similar to the absolute one of Definition 6.2, is given by the composition

$$\left( F_{X/T}^e \right)_* \mathcal{L}_{e; X, \Delta/T} = \left( F_{X/T}^e \right)_* \mathcal{O}_{X^e} \left( \left[(1 - p^e)(K_{X^e/T^e} + \Delta^e)\right] \right) \left( F_{X/T}^e \right)_* \mathcal{O}_X \left( (1 - p^e)K_{X/T^e} \right).$$

Here $\text{Tr}_{F_{X/T}^e}$ is given by the following isomorphism coming from Grothendieck duality (c.f. [PSZ13, (2.8.1) and (2.8.2)]):

$$\text{Hom}_{X^e} \left( \left( F_{X/T}^e \right)_* \mathcal{O}_X \left( (1 - p^e)K_{X^e/T^e}, \mathcal{O}_{X^e} \right) \right) \cong \text{Hom}_X \left( \mathcal{O}_X \left( (1 - p^e)K_{X^e/T^e} \right), \mathcal{O}_X \left( (1 - p^e)K_{X^e/T^e} \right) \right).$$

Remark 6.13. The above constructed trace map behaves well with respect to base-change. That is if $S \to T$ is a base-change, for which (6.10.c) holds, then $(\text{Tr}_{e; X, \Delta/T})_{S^e} = \text{Tr}_{e; X_S, \Delta_S/S}$ using the following isomorphism.

$$X^e_S \cong (X_S)^e.$$
\( A := \Gamma(T, \mathcal{O}_T) \) (recall \( T \) is affine),
\( R := \mathcal{O}_X \),
\( M := \mathcal{O}_X \left( (1 - p^j)(K_X/T + \Delta) \right) \),
\( L := \mathcal{O}_X \left( p^l(1 - p^j)(K_X/T + \Delta) \right) \), and
\( \mathcal{O}_{X^e} \) and \( \mathcal{O}_{T^e} \) are denoted by \( R^{1/p^e} \) and \( A^{1/p^e} \), respectively.

Using this notation \( X^e \times_{T^e} T^e \) becomes \( R^{1/p^e} \otimes_{A^{1/p^e}} A^{1/p^e} \). One benefit is that the following isomorphism becomes apparent:

\[
R^{1/p^e} \otimes_{A^{1/p^e}} A^{1/p^e} \cong \left( R \otimes A^{1/p^{e-1}} \right)^{1/p^e}.
\]

Also, note that according to the relative version of \((6.1.6)\), for \( e = i + qj \)

\[
L_{e,X,\Delta/T}^{(e)} = \left( M \otimes_R L \right)^{qj/(p^j-1)} \frac{1}{p^{i+qj}}.
\]

Furthermore, if \((6.10.c)\) holds for \( S \to T \) being the iterations of the Frobenius (which holds either in the situation of Assumption \(6.10\) or if \( T \) is regular), then \( \text{Tr}_{e,X,\Delta/T} \) factors as

\[
\left( M \otimes_R L \right)^{qj/(p^j-1)} \frac{1}{p^{i+qj}} \xi_{q,j} \left( M \otimes_R L \right)^{(q-1)j/(p^j-1)} \otimes_A A^{1/p^j} \left( M \otimes_R L \right)^{qj/(p^j-1)} \frac{1}{p^{i+qj}} \xi_{q-1,j} \ldots
\]

where \( \xi_q = \text{Tr}_{i/T} \otimes_{A^{1/p^j}} A^{1/p^{i+qj}} \), and \( \xi_{q,l} \) for \( 1 \leq l \leq q \) can be obtained by applying

\[
\left( A^{1/p^{(q-1)+j}} \otimes_{A^{1/p^j}} \otimes_R L \right)^{(q-1)/(p^j-1)} \frac{1}{p^{i+qj+j}}
\]

to

\[
\xi : \left( \mathcal{O}_X \left( (1 - p^{i+j})(K_X/T + \Delta) \right) \right)^{1/p^j} \cong \left( M \otimes_R L \right)^{1/p^j}
\]

\[
\to M \otimes_A A^{1/p^j} = \mathcal{O}_X \left( (1 - p^{i+j})(K_X + \Delta) \right) \otimes_A A^{1/p^j}.
\]

Indeed this factorization follows as soon as one knows the case of \( \Delta = 0 \) with \( X \) replaced by \( U \), which is proven in \([PSZ13, \text{Section 2.12}]\). Then we define

\[
\sigma'_{q,X,\Delta/T} := \text{im} \left( \left( M \otimes_R L \right)^{qj/(p^j-1)} \frac{1}{p^{i+qj}} \to M \otimes_A A^{1/p^j} \right),
\]

where the homomorphism in the parentheses is \((\xi_{q,1} \circ \ldots \circ \xi_{q,q})\). If \((X, \Delta)\) is clear from the context, we write \( \sigma'_{q/T} \) for \( \sigma'_{i+qj,X,\Delta/T} \). In particular, we have a commutative diagram

\[
(6.16.c) \quad \left( M \otimes_R L \right)^{qj/(p^j-1)} \frac{1}{p^{i+qj}} \xrightarrow{\sigma'_{q/T}} A^{1/p^j} \xrightarrow{\sigma'_{i+qj/T}} \; \sigma'_{i+qj/T},
\]

where the middle term lives on \( R \otimes_A A^{1/p^j} \).

**Proposition 6.17.** In the situation of Notation 6.1, assume that \( T \) is regular. Then there is an open set \( V \subseteq T \), such that for every \( q \gg 0 \),

\[
(6.17.f) \quad \sigma_{i+(q-1)j/T} \times_{V^{i+(q-1)j}} V^{i+qj} = \left( \sigma_{i+qj/T} \right)_{V^{i+qj}}, \text{ and } \sigma'_{q-1/T} \times_{V^{q-1}j} V^{qj} = \left( \sigma'_{q/T} \right)_{V^{qj}}.
\]
Proof. We use Notation 2.1, Notation 6.9 and Notation 6.16. By (6.16.e) it is enough to show the statement on \( \sigma' \). Since the maps,
\[
\left( 1 - p^q \right) (K_{X_{\eta^q}} + \Delta_{\eta^q}) \rightarrow \mathcal{O}_{X_{\eta^q}} \left( \left( 1 - p^q \right) (K_{X_{\eta^q}} + \Delta_{\eta^q}) \right)
\]
are the maps in the definition of \( \sigma (X_{\eta^q}, \Delta_{\eta^q}; \left( 1 - p^q \right) (K_{X_{\eta^q}} + \Delta_{\eta^q})) \), their images stabilize according to Lemma 6.8. Note now that \( \eta^q \rightarrow T \) is flat. Hence, by the stabilization of (6.17.g), Remark 6.13 and Remark 6.14 applied to the base change \( \eta^q \rightarrow T \), yields that \( \left( \sigma'_{q/T} \right)_{\eta^q} \) is the same for each \( q \gg 0 \). Since \( \eta^q \rightarrow \eta^q' \) is faithfully flat, also \( \left( \sigma'_{q-1/T} \right)_{\eta^q} = \left( \sigma'_{q/T} \right)_{\eta^q} \) for each integer \( q \gg 0 \). Hence, for a fixed \( q \gg 0 \), by possibly shrinking \( T \) we obtain
\[
\sigma'_{q/T} \otimes A^{1/p(q+1)}_t A^{1/p(q+1)}_t = \sigma'_{q+1/T}.
\]
Now we prove that in fact (6.17.h) holds for \( q \) replaced by any \( q' \geq q \). By induction, for that it is enough to show that it holds for \( q \) replaced by \( q + 1 \). Consider the following commutative diagram given by Notation 6.16 (in fact, we have to apply \( (\_)^{p^j} \) to the maps there).

\[
\begin{array}{c}
\sigma'_{q/T} \otimes A^{1/p(q+1)}_t A^{1/p(q+1)}_t = \sigma'_{q+1/T}.
\end{array}
\]

The important thing to notice at this point is that \( \beta \) can be obtained from \( (\xi_{q+1,1} \circ \cdots \circ \xi_{q+1,q+1})^{p^j} \) by applying the functor \( (\_ \otimes_R L \otimes_{A^{1/p(q+1)}} A^{1/p(q+1)})^{1/p^j} \) and \( \alpha \) can be obtained from \( (\xi_{q,1} \circ \cdots \circ \xi_{q,q})^{p^j} \) by applying \( (L \otimes_R \otimes_{A^{1/p(q+1)}} A^{1/p(q+1)})^{1/p^j} \). In particular, since \( L \) is locally free and \( A \rightarrow A^{1/p} \) if flat,
\[
\text{im} \beta = \left( \sigma'_{q+1/T} \otimes_R L \right)^{1/p^j}, \quad \text{and} \quad \text{im} \alpha = \left( L \otimes_R \sigma'_{q/T} \otimes_{A^{1/p(q+1)}} A^{1/p(q+1)})^{1/p^j} \right.
\]

Hence, \( \text{im} \beta = \text{im} \alpha \) by (6.17.h). However, then according to (6.17.i),
\[
\sigma'_{q+2} = \text{im} \delta = \text{im} \varepsilon \circ \beta = \text{im} \varepsilon \circ \alpha = \text{im} \gamma = \sigma'_{q+1} \otimes_{A^{1/p(q+1)}} A^{1/p(q+2)}. \]

Theorem 6.18. In the situation of Notation 6.9, assuming Assumption 6.10, there is an integer \( q_0 > 0 \) such that for all integers \( q \geq q_0 \) and every perfect point \( t \in T \) (via the identification \( X_t \cong X_{t+q_j} \) of Remark 6.13), \( \sigma_{t+q_j; X_t; \mathcal{O} X_{t+q_j}} \cong \sigma (X_t, \Delta_t) \).

Proof. By Proposition 6.17, Remark 6.13 and Remark 6.14, we know this holds for every \( t \) in an open set \( T_0 \) of \( T \). Set \( Z := T \setminus T_0 \). By Remark 6.13, \( \sigma_{t+q_j; X_t; \mathcal{O} X_{t+q_j}^{1/p^{q_j}}} = \sigma_{t+q_j; X_Z; \Delta_Z/Z} \). Noetherian induction applied to \( (X_Z, \Delta_Z) \rightarrow Z \) yields then the statement. \( \square \)
6.3. Relative boundedness of $S_0$

**Theorem 6.19.** In the situation of Notation 6.9, let $N$ be a relatively ample Cartier divisor on $X$, then there is an integer $m_0$ such that for all integers $m \geq m_0$ and all perfect points $t \in T$, 

$$S^0(X_t, \Delta_t; mN) = H^0(X_t, \sigma(X_t, \Delta_t) \otimes \mathcal{O}_{X_t}(mN)).$$

**Proof.** Set $\mathcal{N} := \mathcal{O}_X(N)$. We will use Notation 6.16 in this proof where necessary. Furthermore, since $X^e \times_{T^e} T^e \to T^e$ is a map between schemes with the same underlying spaces for each $e \leq e'$, and pushforward depends only on the underlying topological spaces, we the pushforwards via all these schemes for $f_*$. One warning should be given here: a sheaf $\mathcal{F}$ on $X^e \times_{T^e} T^e$ is an $A^{1/p^e}$ module. Hence so is $f_*\mathcal{F}$. This tells us that $f_*\mathcal{F}$ in fact lives on $T^e$ naturally instead of $T$. Hence the reader is supposed to track the $A^{1/p^e}$-module structures for each pushforward by hand, since it is omitted from the notation.

By noetherian induction, we may replace $T$ by any of its Zariski open sets. Hence after possibly shrinking $T$ we may assume:

1. $T$ is regular, and hence $A^{1/p} \to A^{1/p^s}$ is flat for $t \geq s$,
2. Assumption 6.10 holds by Theorem 6.11, and in particular $\mathcal{L}_{i/T}$ is flat over $T$ (and then so is $\mathcal{L}_{i+qj/T}$ since that is just a twist of $\mathcal{L}_{i/T}$ by a line bundle),
3. (6.17.f) holds by Proposition 6.17 for $q \geq q_0$ for some integer $q_0 \geq 0$, and
4. $\sigma_{i+qj; X, \Delta/T}$ and $\sigma^i_{T, X, \Delta/T}$ are flat for every $q \geq 0$ by the previous point.

In particular, by assumptions (4) and (3), there is an integer $m_0$, such that for all integers $q \geq 0, m \geq m_0$ and all perfect points $t \in T$, then

$$k \left( i^{t+qj} \right) \otimes f_* \left( \mathcal{N}_{T^e+q}^m \otimes \sigma_{i+qj; X, \Delta/T} \right) \cong H^0 \left( X_t, \sigma(X_t, \Delta_t) \otimes \mathcal{N}_{T^e+q}^m \right).$$

In particular according to Theorem 6.18, assumptions (4) and by the identification of Remark 6.14, by possibly increasing $q_0$, for all $q \geq q_0, m \geq m_0$ and all perfect points $t \in T$

$$k \left( i^{t+qj} \right) \otimes f_* \left( \mathcal{N}_{T^e+q}^m \otimes \sigma_{i+qj; X, \Delta/T} \right) \cong H^0 \left( X_t, \sigma(X_t, \Delta_t) \otimes \mathcal{N}_m \right).$$

Consider now the commutative diagram given by (6.19.a) for any perfect point $t \in T$,

$$\begin{array}{ccc}
& & k \left( i^{t+qj} \right) \otimes f_* \left( \mathcal{N}_{T^e+q}^m \otimes \mathcal{F}_{X/T}^{i+qj} \mathcal{L}_{i+qj, X, \Delta} \right) \\
& \downarrow & \downarrow \\
H^0 \left( X_t, \mathcal{N}_{T^e+q}^m \otimes \mathcal{F}_{X/T}^{i+qj} \mathcal{L}_{i+qj, X, \Delta} \right) & & H^0 \left( X_t, \mathcal{N}_m \otimes \sigma(X_t, \Delta_t) \right)
\end{array}$$

It implies that it is enough to prove that after possibly shrinking $T$ and increasing $m_0$ the homomorphism

$$f_* \left( \mathcal{N}_{T^e+q}^m \otimes \mathcal{F}_{X/T}^{i+qj} \mathcal{L}_{i+qj, X, \Delta} \right) \longrightarrow f_* \left( \mathcal{N}_m \otimes \sigma(X_t, \Delta_t) \right)$$

is surjective for every $q \geq q_0$ and every $m \geq m_0$, by possibly increasing $m_0$.

Now, we change to Notation 6.16. Consider for $0 \leq s < q$

$$\left( M \otimes_R L^{qj/p^{s+1}} \right)^{1/p^{s+qj}} \longrightarrow \left( M \otimes_R L^{(s+1)j/p^{s-1}} \otimes_A A^{1/p(q-s-1)j} \right)^{1/p^{s+qj}}.$$
It yields 
\[
\left( \sigma'_{q-s-1}/T \otimes_R L^{p^{(s+1)}j-1}_{p^j-1} \right)^{1/p^{i+(s+1)}} \rightarrow \left( \sigma'_{q-s}/T \otimes_R L^{p^j-1}_{p^j-1} \right)^{1/p^{i+j}}
\]
induced from the natural map on the right side of the exact sequence

\[(6.19.c) \quad \xymatrix{ 0 \ar[r] & B'_q \ar[r] & \left( \sigma'_{q-s-1}/T \otimes_R L \right)^{1/p^i} \ar[r] & \sigma'_q/T \ar[r] & 0,}
\]

where \( B'_{q-s} \) is defined as the kernel making the above sequence exact. Note that the latter sequence is a sequence of \( R \otimes_A A^{1/p^{i+j}} \) modules. Second define the \( R \otimes_A A^{1/p^{i+j}} \) module \( B_{i+qj} \) via the following exact sequence obtained from \((6.19.e)\).

\[(6.19.d) \quad \xymatrix{ 0 \ar[r] & B_q \ar[r] & \left( \sigma'/T \right)^{1/p^i} \ar[r] & \sigma_{i+qj}/T \ar[r] & 0}
\]

By assumption \( (4) \), \( B_q \) and \( B'_q \) are flat over \( A^{1/p^{i+j}} \) and furthermore by \((3)\) for \( q \geq q_0 \),

\[ B_q \cong B_{q_0} \otimes_{A^{1/p^{i+q_0}}} A^{1/p^{i+q}}, \quad \text{and} \quad B'_q \cong B'_{q_0} \otimes_{A^{1/p^{q_0}}} A^{1/p^q}. \]

Hence, by possibly increasing \( m_0 \), for every line bundle \( \mathcal{P} \) on \( X \) nef over \( T \) and every \( q \geq q_0 \),

\[(6.19.e) \quad R^{1}f_* (B_q \otimes_R L^{m_0} \otimes \mathcal{P}) = 0, \quad \text{and} \quad R^{1}f_* (B'_q \otimes_R L^{m_0} \otimes \mathcal{P}) = 0
\]

Furthermore, by possibly ever more increasing \( m_0 \), we may assume that \( L \otimes \mathcal{N}^{m_0} \) is nef. Now, to prove the surjectivity of \((6.19.b)\) it is enough to prove the surjectivity of

\[(6.19.f) \quad f_* \left( \left( \sigma'/T \right)^{1/p^i} \otimes_R \mathcal{N}^{m} \right) \rightarrow f_* \left( \sigma_{i+qj}/T \otimes_R \mathcal{N}^{m} \right)
\]

and of

\[(6.19.g) \quad f_* \left( \left( \sigma'_{q-s-1} \otimes_R L^{p^{(s+1)}j-1}_{p^j-1} \right)^{1/p^{i+(s+1)}} \otimes_R \mathcal{N}^{m} \right) \rightarrow f_* \left( \left( \sigma'_{q-s} \otimes_R L^{p^j-1}_{p^j-1} \right)^{1/p^{i+j}} \otimes_R \mathcal{N}^{m} \right)
\]

for every \( 0 \leq s < q \). The surjectivity of \((6.19.f)\) is given straight by \((6.19.e)\) according to \((6.19.d)\). For the surjectivity of \((6.19.g)\) we need that

\[ 0 = R^{1}f_* \left( \left( B'_{q-s} \otimes_R L^{p^j-1}_{p^j-1} \right)^{1/p^{i+j}} \otimes_R \mathcal{N}^{m} \right) \cong R^{1}f_* \left( \left( B'_{q-s} \otimes_R L^{p^j-1}_{p^j-1} \otimes_R \mathcal{N}^{m} \right)^{1/p^{i+j}} \right)
\]

\[ R^{1}f_* \left( B'_{q-s} \otimes_R \left(L \otimes \mathcal{N}^{m} \right)^{p^j-1}_{p^j-1} \otimes_R \mathcal{N}^{m} \right)^{p^{i+j}}_{p^j-1} \]

This also holds by \((6.19.e)\) and the fact that \( p^{i+j} - \frac{p^j-1}{p^j-1} > 1 \).

\[ \square \]

7. Reducedness of the non \( F \)-prue ideal of SLC surface singularities

In Section 7, the base-field \( k \) is algebraically closed and of characteristic \( p > 0 \). In this section, we prove that:

**Theorem 7.1.** If \( p > 5 \) and \( x \in (X, \Delta) \) is a semi-log canonical surface singularity over \( k \) such that the coefficients of \( \Delta \) are greater than \( \frac{5}{2} \), then \( m_{X,x} \subseteq \sigma(X, \Delta)x \subseteq \mathcal{O}_X \). Furthermore, \( \sigma(X, \Delta) \neq \mathcal{O}_X \), then \( x \notin \text{Supp} \Delta \), \( X \) is normal, log canonical but not klt at \( x \).

**Corollary 7.2.** If \( p > 5 \), and \( x \in (X, \Delta) \) is a semi-log canonical surface singularity over \( k \) such that the coefficients of \( \Delta \) are greater than \( \frac{5}{2} \), then \( \mathcal{O}_X/\sigma(X, \Delta) \) is reduced.
We prove Theorem 7.1 in the following subsections, proving it for wider and wider class of singularities in each subsection. We use in an essential way the classification of log canonical surface singularities (with empty boundary), e.g., [Har98, Appendix], and of log canonical pair singularities with reduced boundary [KM98, Thm 4.15]. Note that both of these are valid over an arbitrary algebraically closed field.

7.1. The case of most normal singularities with empty boundary

Proposition 7.3. [Har98, MS91] If \( p > 5 \), then every log canonical surface singularity \( x \in X \) is \( F \)-pure, except possibly the

1. simple elliptic singularities, such that the minimal resolution has a unique exceptional divisor which is a supersingular elliptic curve, and

the rational log canonical singularities with star shaped dual graphs of type

2. \((3,3,3)\),
3. \((2,3,6)\),
4. \((2,4,4)\), and
5. \((2,2,2)\).

Proof. This is shown for klt singularities in [Har98, Thm 1.1]. The singularities \( \tilde{D}_{n+3} \) (which are chains with two arms at both ends, see [Har98, Appendix, Figure A.2]) are also \( F \)-pure for \( p > 2 \) according to [Har98, Thm 1.2]. According to the classification in [Har98, Appendix], apart from the exceptions listed in the statement only the following two cases remain: cusps (the exceptional divisors of which is a cycle of rational curves or a nodal irreducible rational curve) and simple elliptic singularities the exceptional divisors of which is an irreducible smooth ordinary elliptic curve. These are shown to be \( F \)-pure in [MS91, Thm 1.2].

Corollary 7.4. Apart from the exceptions listed in Proposition 7.3, if \( p > 5 \), \( \sigma(x) = \mathcal{O}_X \) for a log canonical surface singularity \( x \in X \).

7.2. The case of simple elliptic singularity with supersingular exceptional divisor

Lemma 7.5. [Sch14, Prop 5.3] Let \((Z, \Delta)\) be a normal pair and a Cartier divisor \( M \) such that

1. there is a projective morphism \( g : Z \to X \) to an affine variety,
2. \( K_Z + \Delta \) is \( \mathbb{Q} \)-Cartier with index not divisible by \( p \), and
3. \( M - K_Z - \Delta \) is ample.

If \( V \) is an \( F \)-pure center, then the natural map

\[
S^0(Z, \sigma(Z, \Delta) \otimes \mathcal{O}_Z(M)) \to S^0(V, \sigma(V, \text{Diff}_{F,V}(\Delta) \otimes \mathcal{O}_V(M))
\]

is surjective.

Proof. The proof is verbatim the same as of [Sch14, Prop 5.3], using Serre duality over a ring instead over a field.

Lemma 7.6. Let \( x \in X \) be a normal surface singularity with minimal resolution \( g : Z \to X \) such that there is a unique \( g \)-exceptional divisor \( E \), for which

1. \( K_Z + E \equiv_0 0 \), and
2. \( S^0(E, \sigma(E, \text{Diff}_E(0)) \otimes \mathcal{O}_E(-E)) = H^0(E, \mathcal{O}_E(-E)).

Then \( \sigma(x) \geq m_{X,x} \). Furthermore, for each integer \( e > 0 \),

\[
\text{im}(H^0(Z, F^e_x \mathcal{O}_Z((1-p^e)K_Z)) \to H^0(Z, \mathcal{O}_Z(-E))) \subseteq H^0(Z, \mathcal{O}_Z(-E)).
\]

Proof. We may assume that \( X \) is affine. Since \( X \) is affine, for the first statement it is enough to show that for all \( e > 0 \),

\[
\text{im}(H^0(X, F^e_x \mathcal{O}_X((1-p^e)K_X)) \to H^0(X, \mathcal{O}_X)) \supseteq H^0(X, m_{X,x}).
\]
Note that \( g_* \mathcal{O}_Z(-E) = m_{X,x} \) and consider the following commutative diagram
\[
\begin{array}{ccc}
g_* (\mathcal{O}_Z(-E) \otimes F^*_e \mathcal{O}_Z((1 - p^e)(K_Z + E))) & \rightarrow & g_* \mathcal{O}_Z(-E) = m_{X,p} \\
g_* F^*_e \mathcal{O}_Z((1 - p^e)K_Z) & \rightarrow & g_* \mathcal{O}_Z \\
F^*_e \mathcal{O}_X((1 - p^e)K_X) & \rightarrow & \mathcal{O}_X
\end{array}
\]
It follows that it is enough to prove that for all \( e \gg 0 \),
\[
\text{im} \left( H^0 \left( Z, \mathcal{O}_Z(-E) \otimes F^*_e \mathcal{O}_Z((1 - p^e)(K_Z + E)) \right) \rightarrow H^0(\mathcal{O}_Z(-E)) \right) = H^0(\mathcal{O}_Z(-E)),
\]
which is equivalent using the language of [Sch14], to
\[
S^0(Z, \sigma(Z,E) \otimes \mathcal{O}_Z(-E)) = H^0(\mathcal{O}_Z(-E)).
\]

For this by Nakayama lemma and [Art66, Thm 4], it is enough to show that the natural homomorphism \( S^0(Z, \sigma(Z,E) \otimes \mathcal{O}_Z(-E)) \rightarrow H^0(\mathcal{O}_Z(-E)) \) is surjective. However, according to Lemma 7.5 and [Das15, Thm 5.3], \( S^0(X, \sigma(X,E) \otimes \mathcal{O}_X(-E)) \) surjects onto \( S^0(E, \sigma(E) \otimes \mathcal{O}_E(-E)) \) as soon as \(-E - K_X - E \) is ample. However, \(-E - K_X - E \equiv g - E \) by assumption (1), which is ample since \( E \) is the only exceptional curve. □

**Proposition 7.7.** If \( x \in X \) is a simple elliptic surface singularity with supersingular exceptional divisor \( E \), then \( \sigma(X) = m_x \). Furthermore, for the minimal resolution \( (Z,E) \) of \( x \in X \), and for each integer \( e > 0 \),
\[
\text{im} \left( H^0 \left( Z, F^*_e \mathcal{O}_Z((1 - p^e)K_Z) \right) \rightarrow H^0(\mathcal{O}_Z) \right) = H^0(\mathcal{O}_Z(-E)).
\]

**Proof.** Let \( g : Z \rightarrow X \) be the minimal resolution and assume that \( X \) is affine. We know that \( E^2 = -d \) for some integer \( d > 0 \). Furthermore, \( K_Z + E |E \sim K_E \sim 0 \). So, according to Lemma 7.6, we are supposed to show that
\[
S^0(E, \sigma(E, \text{Diff}_E(0)) \otimes \mathcal{O}_E(-E)) = H^0(\mathcal{O}_E(-E)).
\]
Since \( (Z,E) \) is log-smooth, \( \text{Diff}_E(0) = 0 \). Hence we are supposed to prove that \( S^0(E, \mathcal{O}_E(-E)) = H^0(\mathcal{O}_E(-E)) \).

Recall that \( B'_k \) is defined as the cokernel of the homomorphism \( \mathcal{O}_E \rightarrow F^*_e \mathcal{O}_E \). The surjectivity of \( H^0(E, L \otimes F^*_e \omega_E) \rightarrow H^0(E, L \otimes \omega_E) \) is equivalent to the injectivity of its dual \( H^1(E, L^* \otimes F^*_e \omega_E) \rightarrow H^1(E, L^* \otimes \omega_E) \). However, by the exact sequence
\[
H^0(E, L^* \otimes B'_k) \rightarrow H^1(E, L^*) \rightarrow H^1(E, L^* \otimes F^*_e \mathcal{O}_E)
\]
this follows as soon as \( H^0(E, L^* \otimes B'_k) = 0 \). According to [Tan72, Lem 10] this happens as soon as \( \deg L > \left\lceil \frac{2(\sigma(E)-1)}{p} \right\rceil \). Hence, since in our case \( E \) has genus 1, \( H^0(E, L \otimes F^*_e \omega_E) \rightarrow H^0(E, L \otimes \omega_E) \) is surjective whenever \( \deg L > 0 \). However, then it follows that \( H^0(E, L \otimes F^*_e \omega_E) \rightarrow H^0(E, L \otimes F^*_k \omega_E) \) is also surjective since that can be identified with \( H^0(E, L^p \otimes F^*_e \omega_E) \rightarrow H^0(E, L^p \otimes \omega_E) \). In particular, if \( \deg L > 0 \), then we have that \( S^0(E, \mathcal{O}_E(-E)) = H^0(\mathcal{O}_E(-E)) \). □

### 7.3 The case of star shaped dual graph of type \((3,3,3), (2,3,6), (2,4,4)\) and \((2,2,2,2)\)

For the convenience of the reader, we recall the possible dual graphs in Figure 1. The numbers at the vertices are the negatives of the discrepancies, and can be computed as usually using adjunction for the dual graphs in list in [Har98, Appendix].

**Lemma 7.8.** If \( x \in X \) is a log canonical surface singularity of type \( \tilde{D}_{n+3} \) then it is not Gorenstein.
Figure 1. Possible dual graphs, with the negatives of the discrepancies.

(1) \((3, 3, 3)\)

\[
\begin{array}{ccc}
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3} \\
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3} \\
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3}
\end{array}
\]

(2) \((2, 3, 6)\)

\[
\begin{array}{ccc}
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3} \\
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3} \\
\frac{1}{3} & - \frac{2}{3} & - \frac{1}{3}
\end{array}
\]

(3) \((2, 4, 4)\)

\[
\begin{array}{ccc}
\frac{1}{4} & - \frac{3}{4} & - \frac{1}{4} \\
\frac{1}{4} & - \frac{3}{4} & - \frac{1}{4} \\
\frac{1}{4} & - \frac{3}{4} & - \frac{1}{4}
\end{array}
\]

(4) \((2, 2, 2, 2)\)

\[
\begin{array}{ccc}
\frac{1}{2} & - \frac{1}{2} & - \frac{1}{2} \\
\frac{1}{2} & - \frac{1}{2} & - \frac{1}{2}
\end{array}
\]

Proof. Let \(f : Y \to X\) the minimal resolution, and assume that \(X\) is Gorenstein. The dual graph of \(\text{Exc}(f)\) is the following, where on the left the self intersections are shown (* means an integer at most \(-2\)), and on the right we introduce the notation for the components of \(\text{Exc}(f)\).

\[
\begin{array}{c}
-2 \quad * \\
-2 \\
E_1 - E_3 - E_4 - \ldots - E_n - E_{n+1} - E_{n+2} \\
E_2
\end{array}
\]

Let \(a_i\) be the discrepancy of \(E_i\). Since \(E_i \cong \mathbb{P}^1\), by adjunction, for \(i = 1, 2\) we have

(7.8.a) \(0 = -2 - E_i^2 = K_X \cdot E_i = a_i E_i^2 + a_3 E_i \cdot E_3 = -2a_i + a_3\).

Hence, \(a_1 = a_2 = \frac{1}{2} a_3\). So, using that \(0 \geq a_i \geq -1\) and that in the Gorenstein case all the \(a_i\) are integers, the only way \(x \in X\) can be Gorenstein is if \(a_3 = 0\), and then \(a_1 = a_2 = 0\). Again by adjunction \(-2 = (K_Y + E_3) \cdot E_3 = E_3^2 + a_4\). Since \(E_3^2 \leq -2\), and \(a_4 \leq 0\), \(E_3^2 = -2\) and \(a_4 = 0\) must hold. Inductively then one obtains that for \(i = 1, \ldots, n+1\), \(a_i = 0\) and all the corresponding self intersections must be \(-2\). Then, as in (7.8.a), we obtain that \(a_{n+2} = a_{n+3} = 0\) also holds. However, in this situation the dual graph does not give a negative definite intersection form anymore, since if we take \(1/2\) coefficients at the arms and \(1\) in the body, we get a \(0\) self-intersection divisor.

\(\square\)

Proposition 7.9. If \(x \in X\) is a non \(F\)-pure log canonical singularity with star shaped dual graph of type \((3, 3, 3)\), \((2, 3, 6)\), \((2, 4, 4)\) and \((2, 2, 2, 2)\) and \(p > 3\), then \(\sigma(X) \geq m_{X,x}\).

Proof. We may assume that \(X\) is affine. Let \(\pi : x' \in X' \to x \in X\) be the canonical cover. Since, according to Figure 1, the denominators of the discrepancies are divisors of 12, we know that \(p \not| \deg \pi\). Further, we know that \(x' \in X'\) is a Gorenstein log-canonical but not klt singularity. Hence, since \(D_{n+3}\) is never Gorenstein according to Lemma 7.8, \(x' \in X'\) is either a cusp (including the case of the rational nodal exceptional divisor) or a simple elliptic singularity. However, by [ST14, Theorem 6.28] if \(x' \in X'\) is \(F\)-pure, then so is \(x \in X\). Hence, according to [MS91, Thm 1.2], \(x \in X\) is a simple elliptic singularity such that the exceptional divisor of
the minimal resolution \( f' : (Z', E') \rightarrow X' \) is a supersingular elliptic curve. The cyclic \( G \) action on \( X \) induces a birational action on \( Z' \), fixing \( E' \). Further, if \( g \in G \) induces a birational map \( \phi : Z' \rightarrow Z' \) then we claim that \( \phi \) is in fact a morphism. Indeed, consider a be a resolution of this map:

\[
\psi : Z'' \xrightarrow{\xi} Z' \xrightarrow{\phi} Z'.
\]

Then the \( \xi \)-exceptional curves are rational curves, and \( f' \circ \psi \) maps them onto \( x' \). Hence, \( \psi \) maps them either onto a point of \( E' \) or onto \( E' \) itself. The second case is impossible, since \( E' \) has genus 1. Therefore, all the \( \xi \)-exceptional curves of the resolution \( Z'' \rightarrow Z' \) are contracted by \( \psi \), and hence \( \phi \) is an actual morphism. This concludes our claim, showing that \( G \) acts with morphisms on \( (Z', E') \).

Assume that there are elements of \( G \) the fixed point set of which contains \( E' \). Let \( H \) be the subgroup of such elements. Then \( Z'/H \) would map birationally onto \( X'/H \), such that \( E' \) would induce an exceptional curve onto which \( E' \) maps bijectively. Hence, \( X'/H \) would have an elliptic exceptional curve, and hence it would be an ordinary elliptic singularity. This would mean that \( X'/H \) is Gorenstein which is a contradiction.

Hence, the action of \( G \) on \( Z' \) is free at general points of \( E \), and therefore \( G \) acts freely on a big open set. Let \( \rho : Z' \rightarrow Z := Z'/G \) be the quotient map and let \( E \) be the image of \( E' \). Then \( Z \) is a partial resolution of \( X \) with the single exceptional curve \( E \). By the existence of the big open set over which \( G \) acts freely, there is a big open set \( U \subseteq Z \) over which \( \rho \) is étale. Twisting the commutative diagram of traces of \( \rho \) and the Frobenii of \( Z \) and \( Z' \) one obtains the following for each integer \( e > 0 \).

\[
\begin{align*}
\rho_* F^e_s \mathcal{O}_{Z'}((1 - p^e)K_{Z'}) & \xrightarrow{\text{Tr}_{F^e_s}} \rho_* \mathcal{O}_{Z'} \\
& \xrightarrow{\text{Tr}_\rho} \mathcal{O}_Z \\
F^e_s \mathcal{O}_Z((1 - p^e)K_{Z}) & \xrightarrow{\text{Tr}_{F^e_s}} \mathcal{O}_Z \\
& \xrightarrow{\text{Tr}_\rho} \mathcal{O}_Z
\end{align*}
\]

Furthermore, note that the vertical arrows are split, because over \( U \) they are given by traces of étale maps of degree relatively prime to \( p \).

Choose now \( s \in H^0(Z, \mathcal{O}_Z) \) vanishing along \( E \). Then by the splitting of \( \text{Tr}_\rho \), there is an \( s' \in H^0(Z', \mathcal{O}_{Z'}) \) such that \( \text{Tr}_{\rho}(s') = s \) and \( s' \) vanishes along \( E' \). According to Proposition 7.7, for each \( c > 0 \) there is a \( t' \in H^0(Z', \mathcal{O}_{Z'}((1 - p^c)K_{Z'})) \), such that \( \text{Tr}_{F^c_{Z'}}(t') = s' \). However, then

\[
\text{Tr}_{F^c_{Z'}}(t'(t')) = \text{Tr}_{\rho}(\text{Tr}_{F^c_{Z'}}(t'))) = \text{Tr}_{\rho}(s') = s.
\]

Hence \( \text{Tr}_{\rho}(t'(t')) \in H^0(Z, \mathcal{O}_Z((1 - p^c)K_{Z})) \) maps to \( s \) via \( \text{Tr}_{F^c_{Z'}} \). In particular, \( \pi_*(\text{Tr}_{\rho}(t')) \in H^0(X, \mathcal{O}_X((1 - p^c)K_X)) \) maps onto \( \pi_*s \in H^0(X, m_{X,x}) \). Hence \( \pi_*s \in \sigma(X) \). However, since \( \pi_*\mathcal{O}_Z(-E) = m_{X,x} \) and \( X \) is affine, every section of \( m_{X,x} \) can be written as \( \pi_*s \) for some \( s \in H^0(Z, \mathcal{O}_Z(-E)) \). It follows then that \( m_{X,x} \subseteq \sigma(X) \).

7.4. The case of non-empty boundary

Notation 7.10. Assume that \( p > 2 \) and let \( x \in X \) be demi-normal affine singularity and let \((\overline{X}, \overline{D})\) be the normalization of \( X \). Assume there is also a reduced effective divisor \( \Gamma \) given on \( \overline{X} \), such that \((\overline{X}, \overline{D} + \Gamma)\) is log canonical, \( \overline{D} + \Gamma \neq 0 \) and all the singular points of \((\overline{X}, \overline{D} + \Gamma)\) are mapping to \( x \). Let \( \rho : X' \rightarrow \overline{X} \) be a resolution of \((\overline{X}, \overline{D} + \Gamma)\) which is minimal over every singularity of \((\overline{X}, \overline{D} + \Gamma)\) except \( A^\theta_g \), where it is the blow-up of the intersection point once (see Figure 2 for the possible minimal resolutions of \((\overline{X}, \overline{D} + \Gamma)\)). Let \( D' \) be the strict transform of \( \overline{D} \) on \( X' \), which is smooth and hence the birational involution of \( \overline{D} \) extends to an automorphism \( \tau \) of \( D' \). Let \( \Gamma' \) be the strict transform of \( \Gamma \) on \( X' \). Sometimes we consider \( \tau \) also as an automorphism of \( \Gamma' + D' \), where \( \tau \) acts with identity on \( \Gamma' \). This is doable, since the components of \( \Gamma' \) and \( D' \) are disjoint by construction.
Figure 2. The minimal resolutions of log canonical pairs with coefficients 1, according to [KM98, Thm 4.15] (filled circles correspond to boundary divisors, empty circles correspond to exceptional divisors with self intersections at most $-2$ that makes the intersection matrix negative definite, and the $-2$ points correspond to exceptional divisors with $-2$ self intersection, all the intersections of exceptional and boundary curves are normal crossings).

\[ \bullet \circ \cdots \circ \bullet \quad A''_n \quad \bullet \circ \cdots \circ \bullet \quad A'_n \quad \circ \cdots \circ \quad -2 \quad \circ \quad -2 \quad \circ \]

\[ D'_{n+2} \]

Let $\overline{x}_1, \ldots, \overline{x}_s$ be the points of $\overline{X}$ over $x \in X$. Let $E := \text{Exc}(\rho) + D' + \Gamma' - Q$, where $\text{Exc}(\rho)$ is the reduced exceptional divisor, and $0 \le Q \le \text{Exc}(\rho)$ is the reduced divisor containing those exceptional curves at the images of which $(\overline{X}, \overline{D} + \overline{\Gamma})$ has singularities of type $A'_n$ or $D'_{n+2}$. Further, set $G := \text{Exc}(\rho) + D' + \Gamma'$ and $B := (G - E)|_E$. Let $U \subseteq E$ be the open set $E \setminus \text{Exc}(\rho)$ of $E$ (where $E$ and $\text{Exc}(\rho)$ denotes the reduced curves supported on the corresponding divisors).

**Lemma 7.11.** In the situation of Notation 7.10, for each integer $e > 0$, there is a choice of $t \in H^0(E, \mathcal{O}_E ((1 - p^e) (K_E + B)))$, such that via the composition

\[ H^0(E, F^e_* \mathcal{O}_E ((1 - p^e) (K_E + B))) \to H^0(E, \mathcal{O}_E ((1 - p^e)K_E)) \to H^0(E, \mathcal{O}_E) \]

$t$ maps to 1 and further $t|_U$ is invariant under $\tau|_U$.

**Proof.** Let $n : E^n \to E$ be the normalization, $H$ and $H^n$ the conductor of $n$ on $E$ and $E^n$ respectively and $U^n$ the preimage of $U$. Then $E^n$ is the disjoint union of a few copies of vertical $\mathbb{P}^1$’s and a few horizontal smooth affine curves. The conductor $H^n$ is reduced on each component, and it consists of two points on the vertical components. In particular, $(E^n, H^n + B^n)$ is globally $F$-split, where $B^n := n^*(B|_E)$. Consider then the top square of the following diagram, which commutes because first it commutes over the smooth locus of $E$, since there is an isomorphism, and then since every sheaf involved is $S_1$, commutativity extends.

Extend then the rows of this top square to short exact sequences as portrayed below. Note that since the middle arrow is surjective, so is the bottom arrow and hence the latter is in fact an isomorphism (being an endomorphism of the structure sheaf of a 0 dimensional reduced scheme).

(7.11.a)

\[ \begin{array}{c}
0 \\
\downarrow \\
F^e_* \mathcal{O}_E ((1 - p^e) (K_E + B)) \\
\downarrow \\
\mathcal{O}_E \\
\downarrow \\
n_* \mathcal{O}_{E^n} \\
\downarrow \\
n_* \mathcal{O}_{E^n} \\
\downarrow \\
\mathcal{O}_H \\
\downarrow \\
0
\end{array} \]

Let $D^n$ and $\Gamma^n$ be the disjoint union of the components of $E^n$ lying over $D'$ and $\Gamma'$, respectively. Set $R := D^n \cup \Gamma^n$. Then $\tau$ acts on $R$ as an automorphism, since $n|_R : R \to D' + \Gamma'$ is an isomorphism. Furthermore, notice that $H^n + B^n|_R$ is $\tau$ invariant.
Next, since \((E^n, H^n + B^n)\) is globally \(F\)-split, we may find a \(\tilde{t}^n \in H^0(E^n, F^*_E \mathcal{O}_{E^n}((1 - p^f)(K_{E^n} + H^n + B^n)))\) mapping to 1 in \(H^0(E^n, \mathcal{O}_{E^n})\). Then define \(t^n\) such that \(t^n|_R := \tilde{t}^n|_{E^n \setminus R} + \alpha^n_{R^n}(p \neq 2 \text{ is assumed})\) and such that \(t^n|_{E^n \setminus R} = \tilde{t}^n|_{E^n \setminus R}\). This way we obtain \(t^n \in H^0(E^n, F^*_E \mathcal{O}_{E^n}((1 - p^f)(K_{E^n} + H^n + B^n)))\) mapping onto 1 in \(H^0(E^n, \mathcal{O}_{E^n})\), such that \(t^n|_R\) is \(\tau\) invariant.

Finally we have to prove that \(t^n\) descends to \(t \in H^0(E, F^*_E \mathcal{O}_E((1 - p^f)(K_E + B)))\), that is it maps to 0 in \(\mathcal{O}_H\) of the left column of (7.11.a). However, \(t^n\) maps to 1 in the middle element of the right column, and hence to 0 in \(\mathcal{O}_H\) of the right column. Commutativity of (7.11.a) and the fact that the bottom horizontal arrow is an isomorphism, yields the descent.

\begin{lemma}
In the situation of Notation 7.10, the natural map
\[ H^0(X', F^*_E \mathcal{O}_{X'}((1 - p^f)(K_{X'} + G))) \rightarrow H^0(E, F^*_E \mathcal{O}_E((1 - p^f)(K_E + B))) \]

is surjective.
\end{lemma}

\begin{proof}
Consider then the exact sequence,
\[ H^0(X', F^*_E \mathcal{O}_{X'}((1 - p^f)(K_{X'} + G))) \rightarrow H^0(E, F^*_E \mathcal{O}_E((1 - p^f)(K_E + B))) \]
\[ \rightarrow H^1(X', F^*_E \mathcal{O}_{X'}((1 - p^f)(K_{X'} + G) - E)) \]

Hence we are supposed to prove that
\[ (7.12.b) \quad 0 = H^1(X', \mathcal{O}_{X'}((1 - p^f)(K_{X'} + G) - E)) \]

Since \(X\) is affine, it is enough to prove that \(R^1\rho_* \mathcal{O}_{X'}((1 - p^f)(K_{X'} + G) - E)\). That is, to prove (7.12.b) we may work locally around the points \(T_i\) \((1 \leq i \leq s)\). In particular, we may assume that \(s = 1\), so we only have \(T := T_1\). As mentioned in Notation 7.10, the possible singularity of \((X, D + \Gamma)\) at \(T\) is given by Figure 2. Note that in all possible cases of Figure 2, \((- (K_{X'} + G)\) is nef and in the case of \(A'_n\) and \(D'_{n+2}\) in fact there is an exceptional divisor (the ones on the end that do not connect to the boundary), over which \(-(K_{X'} + G)\) has positive degree. We show (7.12.b) by a case by case study.

**The case of \(A'_n\) and \(D'_{n+2}\).** In this case the dual graph is
\[
\begin{array}{c}
\text{Q}_{n+1} \\
\text{Q}_n \\
\vdots \\
\text{Q}_{n+2}
\end{array}
\]

We can write
\[ (1 - p^f) (K_{X'} + G) - E = (1 - p^f) (K_{X'} + G) - S = K_{X'} + (G - S) - p^f (K_{X'} + G). \]

The key here is that the coefficients of \(G - S = \sum_{i=1}^n Q_i\) are 1 on every exceptional curve and \(-p^f(K_{X'} + G)\) is nef and not numerically trivial. Hence [KK, Thm 2.2.1] applies, showing that (7.12.b) holds in this situation.

**The case of \(A''_n\).** In this case the dual graph is the following if \(n > 0\), with \(E = G = S_1 + S_2 + \sum_{i=1}^n Q_i\).
\[
\begin{array}{c}
S_1 \\
- Q_1 - \cdots - Q_n - S_2 \\
\vdots \\
\text{Q}_{n+2}
\end{array}
\]

If \(n = 0\) the situation is similar but instead of having no \(Q_i\), we have a single \(Q_1\). Let \(F\) be an arbitrary effective, exceptional anti-ample divisor, the coefficients of which are smaller than 1. It follows by the negativity lemma that all the components of \(F\) are greater than 0. Consider now the following equality.
\[ (1 - p^f)(K_{X'} + G) - E = (1 - p^f)(K_{X'} + G) - G = K_{X'} + F - F - p^f(K_{X'} + G) \]

Since \(K_{X'} + G \equiv_p 0\), \(-F - p^f(K_{X'} + G)\) is \(p\)-ample. Hence [KK, Thm 2.2.1] implies (7.12.b). This concludes our proof.
\end{proof}

\begin{proposition}
If \(p > 2\) and \(x \in (X, \Delta)\) is a semi-log canonical singularity such that \(\Delta\) has coefficients greater than \(\frac{1}{p}\) and either \(\Delta \neq 0\) or \(X\) is non-normal, then \(\sigma(X, \Delta) = \mathcal{O}_X\).
\end{proposition}
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Notation 7.10

\[ \Delta \text{ be the pullback of } \Delta \text{ to } \] and D.

Theorem 7.1 and the assumption

Before we pass over S.

Consider now \( \sigma(e; Z, \Delta\rangle / S \) for \( e = i + mj \), where \( p|p^j(p^j - 1) \) and m is big enough. The ideal \( \sigma(e; Z, \Delta\langle S \rangle \) naturally lives on \( Z_{S^e} \), so by replacing \( (Z, \Delta) \rightarrow S \) with \( (Z_{S_r}, \Delta_{S_r}) \rightarrow S^e \) we may

Proof. Let \( (\overline{X}, \overline{D}) \) be the normalization of X and let \( \overline{\Delta} \) be the pullback of \( \Delta \) to X. Then \( (\overline{X}, \overline{D} + \overline{\Delta}) \) is log canonical by [Kol13b, 5.10]. In particular, \( (\overline{X}, \overline{D} + \overline{\Delta}) \) satisfies Notation 7.10 with \( \Gamma := [\overline{\Delta}] \). In what follows we reference the notations introduced in Notation 7.10 with this choice of \( \Gamma \).

According to Lemma 7.11, for each integer \( e > 0 \), there is a choice of \( t \in H^0(E, O_E((1 - p^e)(K_E + B))) \), such that via the map

\[ H^0(E, F^e_\tau O_E((1 - p^e)(K_E + B))) \rightarrow H^0(E, O_E) \]

t maps to 1 and further \( t \vert_U \) is invariant under \( \tau \vert_U \). Furthermore, according to Lemma 7.12, \( t \) in fact lifts to an element of \( H^0(X', F^e_\tau O_{X'}((1 - p^e)(K_{X'} + G))) \). Pushing forward this lift to \( \overline{X} \) we obtain

\[ \overline{\tau} \in H^0(\overline{X}, F^e_\tau O_{\overline{X}}((1 - p^e)(K_{\overline{X}} + \overline{D} + [\overline{\Delta}]))) \]

mapping onto an element \( \overline{u} \in H^0(\overline{X}, O_{\overline{X}}) \) that does not vanish over \( x \). Furthermore, \( \overline{\tau} \) is \( \tau \) invariant over \( D \setminus \{x\} \) (where \( D \) is the conductor of \( X \)). However, then \( \overline{\tau} \) induces

\[ \hat{s} \in H^0(\overline{X}, F^e_\tau O_{\overline{X}}([[(1 - p^e)(K_{\overline{X}} + \overline{D} + [\overline{\Delta}])])) \]

also mapping to \( \pi \in H^0(\overline{X}, O_{\overline{X}}) \) and also being \( \tau \) invariant over \( D \setminus \{x\} \). In particular, \( \hat{s} \) descends to an element

\[ s \in H^0(X, F^e_\tau O_{\overline{X}}([[(1 - p^e)(K_X + \Delta)]])) \]

mapping to \( u \in H^0(X, O_X) \) that does not vanish at \( x \). Since this holds for every integer \( e > 0 \), this shows that \( \sigma(X) = O_X \).

\[ \square \]

7.5. Proof of Theorem 7.1

Proof of Theorem 7.1. The case of \( 0 \neq \Delta \) or non-normal \( X \) is worked out in Proposition 7.13, and the case of normal \( X \) and \( 0 = \Delta \) is worked out in Corollary 7.4, Proposition 7.7 and Proposition 7.9. The addendum then follows from the fact that \( \sigma(X, \Delta) \neq O_X \) was possible only in the case of Proposition 7.7 and Proposition 7.9.

\[ \square \]

8. Semi-positivity downstairs

Proof of Theorem 1.4. Note that there are integers \( r, L > 0 \) such that for any point \( t \in T \),

1. \( r(K_{X/T} + D) \) is Cartier by Definition 1.5,

2. the multiplication map \( m_d : \text{Sym}^d f_* (O_X (r(K_{X/T} + D))) \rightarrow f_* O_X (dr(K_{X/T} + D)) \) is surjective for any integer \( d > 0 \),

3. \( \dim_k \big( (O_{X_T}/(r(K_{X/T} + D_T))/L \big) \leq L \), by Theorem 7.1, Theorem 6.11 and Theorem 6.18,

4. for every integer \( i > 0 \) and ideal sheaf \( \mathcal{I} \subseteq O_X \) for which \( \dim_k O_{X_{T_i}}/\mathcal{I} \leq L \),

\[ H^i(\mathcal{I} \subseteq O_X (r(K_{X/T} + D_T))) = 0, \]

by flating decomposition and by the boundedness of the relative quot scheme, and

5. \( S^0(X_T, r(K_{X/T} + D_T)) = H^0(X_T, r(K_{X/T} + D_T)) \) by Theorem 6.19. According to (2), the nefness of \( f_* O_X (r(K_{X/T} + D)) \) implies the nefness of \( f_* O_X (dr(K_{X/T} + D)) \) for all integers \( d > 0 \), so it is enough to show the statement of our theorem for the above chosen single value of \( r \). Now choose a finite map \( \nu : S \rightarrow T \) from a smooth projective curve and set \( Z := X_S, \Delta := D_S, g := f_S \). Then, \( \nu^* f_* O_X (r(K_{X/T} + D)) \cong g_* O_Z (r(K_{Z/S} + \Delta)) \) by Lemma 2.4 and the assumption (4). As nefness is decided on curves, it is enough to show that \( g_* O_Z (r(K_{Z/S} + \Delta)) \) is nef. Furthermore, in what follows by the same argument we may freely apply finite base-changes to our family, before proving the nefness of \( g_* O_Z (r(K_{Z/S} + \Delta)) \).

At this point, we mention also a subtle point of the proof: it is essential that \( r \) stays fixed before we pass over \( S \), as we need to use the same \( r \) for all curves \( S \rightarrow T \). This is the reason why we started the proof with making all our choices concerning \( r \).

Consider now \( \sigma(e; Z, \Delta/S) \) for \( e = i + mj \), where \( r|p^j(p^j - 1) \) and \( m \) is big enough. The ideal \( \sigma(e; Z, \Delta/S) \) naturally lives on \( Z_{S^e} \), so by replacing \( (Z, \Delta) \rightarrow S \) with \( (Z_{S^e}, \Delta_{S^e}) \rightarrow S^e \) we may
assume by Theorem 6.18 and Theorem 6.11 that there is an ideal $\mathcal{I} \subseteq \mathcal{O}_Z$ and a non-empty open set $U \subseteq S$, such that:

\begin{enumerate}
\item $\mathcal{I} \cdot \mathcal{O}_S = \sigma(\mathcal{Z}_\mathcal{I}, \Delta_\mathcal{I})$ for every geometric point $\mathcal{I} \in U$.
\end{enumerate}

As the cosupport of $\sigma(\mathcal{Z}_\mathcal{I}, \Delta_\mathcal{I})$ is 0-dimensional and reduced for all $\mathcal{I} \in S$ by Theorem 7.1, $\dim \text{Supp}(\mathcal{O}_Z/\mathcal{I}_{f-1}U) \leq 1$ and the horizontal 1-dimensional components of $\mathcal{O}_Z/\mathcal{I}$ are reduced over $U$. So, by replacing $\mathcal{I}$ with the ideal of the (reduced structure on the) horizontal 1-dimensional components of $\text{Supp}(\mathcal{O}_Z/\mathcal{I})$, and also by possibly shrinking $U$, we may assume that

\begin{enumerate}
\item $\mathcal{O}_Z/\mathcal{I}$ is the structure sheaf of a reduced pure 1-dimensional subscheme, all the components of which dominate $S$.
\end{enumerate}

Passing then to a finite cover of $S$ dominating all the components of $\mathcal{O}_Z/\mathcal{I}$, we may assume that:

\begin{enumerate}
\item $\mathcal{O}_Z/\mathcal{I}$ is the union of sections of $g$.
\end{enumerate}

Let $V_i$ ($i = 1, \ldots, r$) be the sections forming $\text{Supp}(\mathcal{O}_Z/\mathcal{I})$.

We claim that after a finite base-change we may assume that the sections $V_i$ are disjoint from each other. To prove this claim we further assume more useful properties (after finite base changes), using Lemma 4.1:

\begin{enumerate}
\item[(9)] the normalization $\overline{Z}$ of $Z$ has geometrically normal fibers over $U$,
\item[(10)] using Lemma 4.1, the horizontal log canonical centers of $(\overline{Z}, \overline{\Delta})$ are in bijection with those of $(\mathcal{Z}_\mathcal{I}, \mathcal{\Delta}_\mathcal{I})$, where $\eta$ is the general point of $S$ and we define $\overline{\Delta}$ as usually with the formula $K_{\overline{Z}} + \overline{\Delta} = K_{\overline{Z}} + \Delta$.
\end{enumerate}

Note that by assumption (6), $V_i$ correspond to the points $P_i$ of the cosupport of $\sigma(\mathcal{Z}_\mathcal{I}, \Delta_\mathcal{I}) = \mathcal{I}_\mathcal{I}$.

However, according to Theorem 7.1, the points of the cosupport of $\sigma(\mathcal{Z}_\mathcal{I}, \Delta_\mathcal{I})$ are log canonical centers of $(\mathcal{Z}_\mathcal{I}, \mathcal{\Delta}_\mathcal{I})$ around which $\mathcal{Z}_\mathcal{I}$ is normal and which is not contained in $\text{Supp} \mathcal{\Delta}_\mathcal{I}$. In particular, $V_i \not\subseteq \text{Supp} \Delta$ and also $V_i$ is not contained in the non-normal locus. Then, as $\mathcal{Z}_\mathcal{I} \rightarrow \mathcal{Z}_\mathcal{I}$ is the normalization, $P_i$ yield unique points $Q_i$ of $\overline{Z}_\mathcal{I}$ which are also not contained in $\text{Supp} \mathcal{\Delta}_\mathcal{I}$.

Furthermore, the $Q_i$ correspond then to the strict transforms $\overline{V}_i$ of $V_i$ in $\overline{Z}$ (via passage to geometric generic point). Note now that as $\overline{Z}_\mathcal{I} \rightarrow \mathcal{Z}_\mathcal{I}$ is an isomorphism at $Q_i$, $\sigma(\overline{Z}_\mathcal{I}, \overline{\Delta}_\mathcal{I})$ is also non-trivial at $Q_i$. In particular, according to Theorem 7.1, $Q_i$ are log canonical centers of $(\overline{Z}_\mathcal{I}, \overline{\Delta}_\mathcal{I})$. From which it follows that $\overline{V}_i$ are log canonical centers of $(\overline{Z}, \overline{\Delta})$.

Assume now that either $V_i$ intersects either $V_j$ for some $j \not= i$ or it intersects $\text{Supp}(\Delta^{=1})$ (which is more than what we want to prove in our claim above, but this is the assumption that passes well to normalization). Then, as the conductor of $\overline{Z} \rightarrow Z$ is pure of codimension 1 [Kol13b, 5.2, end of 1st paragraph], the same holds for $\overline{V}_i$ too. That is, $\overline{V}_i$ intersects either $\overline{V}_j$ for $j \not= i$ or $\text{Supp}(\Delta^{=1})$. In particular, $\overline{V}_i$ intersects another log canonical center which does not contain $\overline{V}_i$. That is, by Proposition 3.5 the intersection point $z \in \overline{Z}$ is also a log canonical center. However, then $(\overline{Z}, \overline{\Delta} + \overline{F})$ is not log-canonical, where $\overline{F}$ is the fiber of $\overline{Z} \rightarrow S$ containing $z$. This contradicts Lemma 3.4, and concludes our claim. So, we may assume the following:

\begin{enumerate}
\item[(11)] $V := \bigcup_i V_i$ is the union of disjoint sections.
\end{enumerate}

Furthermore, then we also have:

\begin{enumerate}
\item[(12)] $V$ is flat over $S$, and hence $\mathcal{I}_{Z/V}$ is also flat over $S$.
\end{enumerate}

Lastly we want to make sure that we are in a good shape for applying Proposition 6.5. Indeed, as the coefficients of $\Delta$ are all greater than $5/6$ (and in particular greater than $1/2$), $\Delta$ cannot obtain multiplicities when restricted to closed fibers, so we have for every closed point $s \in S$:

\begin{enumerate}
\item[(13)] $[(1 - p^s)\Delta]|_{zs} = [(1 - p^s)\Delta|_{zs}]$.
\end{enumerate}

Furthermore, after possibly shrinking $U$ and applying Theorem 6.11 we have for each closed point $s \in U$:

\begin{enumerate}
\item[(14)] $\mathcal{O}_Z([(1 - p^s)(K_Z + \Delta)])|_{zs} \cong \mathcal{O}_{Zs}([(1 - p^s)(K_{zs} + \Delta|_{zs})])$
\end{enumerate}
Fix now a quotient line bundle \( g_*\mathcal{O}_Z(r(K_{Z/S} + \Delta)) \rightarrow \mathcal{L} \). We are supposed to show that \( \deg \mathcal{L} \geq 0 \). For any closed point \( s \in U \) consider the following composition:

\[
(0.8.0.a) \quad H^0(Z_s, \sigma(Z_s, \Delta_s) \otimes \mathcal{O}_{Z_s}(r(K_{Z_s} + \Delta_s))) \\
\rightarrow H^0(Z_s, \mathcal{O}_{Z_s}(r(K_{Z_s} + \Delta_s))) \cong k(s) \otimes g_*\mathcal{O}_X(r(K_{Z/S} + \Delta)) \rightarrow k(s) \otimes \mathcal{L}.
\]

If this composition is not zero then we apply Proposition 6.5 with \( L = r(K_{Z/S} + \Delta) + g^*K_S + 2Z_s \), \( D = \Delta + Z_s \) and \( S = Z_s \). For that, according to assumptions (13) and (14) above, we only have to show that \( L - K_{Z/S} - \Delta = (r - 1)(K_{Z/S} + \Delta) + Z_s \) is ample. However, this follows since \( K_{Z/S} + \Delta \) is nef and \( f \)-ample according to Theorem 5.1. Proposition 6.5 yields then that

\[
\text{im} \left( H^0(X, r(K_{Z/S} + \Delta) + g^*K_S + 2Z_s) \rightarrow H^0(Z_s, r(K_{Z_s} + \Delta_s)) \right) \\
\geq H^0(Z_s, \sigma(Z_s, \Delta_s) \otimes \mathcal{O}_{Z_s}(r(K_{Z_s} + \Delta_s))),
\]

which implies using \((0.8.0.a)\) that there is \( v \in H^0(Z, r(K_{Z/S} + \Delta) + g^*K_S + 2Z_s) \cong H^0(S, g_*\mathcal{O}_Z(r(K_{Z/S} + \Delta) + g^*K_S + 2Z_s)) \rightarrow H^0(S, \mathcal{L} \otimes \omega_S(2s)) \), then \( \overline{v} \neq 0 \). In particular, \( \deg \mathcal{L} \otimes \omega_S(2s) \geq 0 \). However, this holds if we replace for any integer \( e \geq 0 \), the considered family by \( g : (Z, \Delta) \rightarrow S \) by \( g_{Se} : (Z_{Se}, \Delta_{Se}) \rightarrow \mathcal{S}^e \) and \( \mathcal{L} \) by \((F^n_S)^*\mathcal{L} \cong \mathcal{L}^p \). Note that this is sensible, since \((F^n_S)^*g_*\mathcal{O}_Z(r(K_{Z/S} + \Delta)) \cong (g_{Se})_*\mathcal{O}_{Z_{Se}}(r(K_{Z_{Se/S}^e} + \Delta_{Se})), \) and hence \((F^n_S)^*\mathcal{L}\) is a quotient of \((g_{Se})_*\mathcal{O}_{Z_{Se}}(r(K_{Z_{Se/S}^e} + \Delta_{Se})). \)

However, after performing this replacement we obtain that \( \deg \mathcal{L}^p \otimes \omega_T(2t) \geq 0 \). Since this holds for all integers \( e \geq 0 \), it follows that \( \deg \mathcal{L} \geq 0 \).

Hence we may assume that for all \( s \in U \), \((0.8.0.a)\) is zero, whence by (6) we may assume that the following composition is zero:

\[
g_*((I_{Z,V} \otimes \mathcal{O}_Z(r(K_{Z/S} + \Delta)))) \rightarrow g_*\mathcal{O}_Z(r(K_{Z/S} + \Delta)) \rightarrow \mathcal{L}
\]

By (12) and (4), \( R^1g_*((I_{Z,V} \otimes \mathcal{O}_Z(r(K_{Z/S} + \Delta)))) = 0 \), which implies the exactness of the following sequence.

\[
0 \rightarrow g_*((I_{Z,V} \otimes \mathcal{O}_Z(r(K_{Z/S} + \Delta)))) \rightarrow g_*\mathcal{O}_Z(r(K_{Z/S} + \Delta)) \rightarrow (g|_V)_*\mathcal{O}_V(r(K_{Z/S} + \Delta)|_V) \rightarrow 0
\]

Hence, \( \mathcal{L} \) is a quotient of \((g|_V)_*\mathcal{O}_V(r(K_{Z/S} + \Delta)|_V) \), so it is enough to show the nefness of the latter. According to (11),

\[
(g|_V)_*\mathcal{O}_V(r(K_{Z/S} + \Delta)|_V) \cong \bigoplus_{i=1}^r \mathcal{O}_Z(r(K_{Z/S} + \Delta))|_{V_i}
\]

Since \( K_{Z/S} \) is nef according to Theorem 5.1, \( \deg \mathcal{O}_Z(r(K_{Z/S} + \Delta))|_{V_i} \geq 0 \), which concludes our proof.

\[ \square \]

9. Artin stack structure on the stack of stable surfaces

Here we show the folklore statement that \( \mathcal{M}_{Z,v} \otimes \mathcal{S} \) is an Artin stack in the situations considered in Theorem 1.2. The main theorem of the section is Theorem 9.7, and the statements before it are mostly just the ingredients needed for the proof of Theorem 9.7. The main statements of the latter type are Corollary 9.5, Corollary 9.3, Lemma 9.4 and Proposition 9.6.

We note that also quite a few of the results of the present section are also presented in the yet unpublished book of Kollár [Kol14], mostly in a little more general setting.

**Notation 9.1.** Let \( f : (X, D) \rightarrow T \) satisfy the following assumptions

1. everything is over a base-scheme \( S \), which is either an open set of \( Z \) or an algebraically closed field \( k \) of characteristic \( p > 5 \),
2. all spaces are of finite type over \( S \),
3. \( T \) is normal.
(4) $f$ is flat with geometrically demi-normal fibers of dimension 2,
(5) $D$ avoids the generic and the singular codimension 1 points of the fibers of $f$,
(6) in the case of $S$ being an open set of $\mathbb{Z}$, $D = 0$, and
(7) $K_{X/T} + D$ is $\mathbb{Q}$-Cartier.

Proposition 9.2. In the situation of Notation 9.1, the locus
\[
\{ t \in T | (X_t, D_t) \text{ is slc} \}
\]
is constructible.

Proof. It is enough to prove that after possibly replacing $T$ with a non-empty open set of one of its finite covers, either $(X_T, D_T)$ is slc for all $t \in T$, or $(X_T, D_T)$ is not slc for all $t \in T$.

If $(X_T, D_T)$ is not slc for all $t \in T$, then we are done. Hence we may assume that the points $t$ such that $(X_T, D_T)$ is slc are dense in $T$. Note that we may freely replace $(X, D) \to T$ by $(X_{T'}, D_{T'}) \to T'$, where $T'$ is a non-empty open set of a finite cover of $T$. In particular, we may assume that $T$ is regular.

According to Lemma 4.1, we may assume that we have morphisms: $(Z, \Gamma) \xrightarrow{\phi} (\overline{X}, \overline{D}) \xrightarrow{\overline{\phi}} (X, D)$, where $\pi$ is a crepant normalization as in Section 2.5, $\phi$ is a log resolution (meaning $\Gamma$ is the sum of the strict transform of $\overline{D}$ plus the reduced exceptional divisor), the geometric fibers of $\overline{X} \to T$ are normal and the strata of $(Z, \Gamma)$ are smooth over $T$. We may also assume that all spaces considered are flat over $T$.

For the above choice of $\overline{D}$, no component of any fiber of $\overline{X} \to T$ is contained in $\overline{D}$, since no component of any fiber of $X \to T$ is contained in the non-singular locus of $X$. In particular restriction of $\overline{D}$ onto fibers of $\overline{X} \to T$ does make sense. If neither $K_X$ nor $K_{\overline{X}}$ do not contain any component of $X_t$ in their support (which is always possible to attain locally on $X$), then
\[
\phi^*_t (K_{X_t} + D_t) = (\overline{\phi}^*(K_X + D))_t = (K_{\overline{X}} + \overline{D})_t = K_{\overline{X}_t} + \overline{D}_t.
\]
Hence, $(\overline{X}_t, \overline{D}_t)$ is log canonical if and only if $(X_t, D_t)$ is semi-log canonical [Kol13b, 5.10]. Therefore, we may assume that the geometric fibers of $f$ are normal.

By the smoothness assumption on the strata of $(W, \Gamma)$, $\phi_{\Gamma} : (W, \Gamma) \to X$ is a log-resolution for each $t \in T$. Define also another divisor $\Delta$ via
\[
K_W + \Delta = \phi^*(K_X + D)
\]
for compatible choices of $K_W$ and $K_X$. However, then for each $t \in T$,
\[
K_{\overline{X}_t} + \Delta_t = \phi_{\overline{X}_t}^*(K_{X_t} + D_t)
\]
So, $(X_t, D_t)$ is log canonical if and only if all the coefficients of $\Delta_t$ are at most 1. However, every component of $\Delta$ is smooth over $T$, so this is either true or fails for all closed points $t \in T$ at once.

Corollary 9.3. In the situation of Notation 9.1, assume in the case when $S$ is an open set of $\mathbb{Z}$ also that $K_{X/T}$ is ample over $T$ and that the condition (1) of Definition 1.9 holds for $\overline{M}_{2, v} \otimes_{\mathbb{Z}} S$, where $v$ is the volume of the fibers of $f$. Then the locus
\[
\{ t \in T | (X_t, D_t) \text{ is slc} \}
\]
is open.

Proof. According to Proposition 9.2, it is enough to prove that if a closed point $t \in T$ is in the above locus and $t \in C' \subseteq T$ is an affine curve, then the generic point $\eta_{C'}$ of $C'$ is also in the locus. According to Lemma 4.1, there is a generically finite map $C \to C'$ from a normal curve, with $t$ in the image, such that the normalization $(\overline{Y}, \overline{E})$ of $(Y := X_{C'}, E := D_{C'})$ has geometrically normal fibers over $C$ and there is a log-resolution $(Z, \Gamma)$ of $(\overline{Y}, \overline{E})$ all the strata are smooth over $C$. In particular, the base-changes of the normalization and the log-resolution
to $\tilde{\eta}$ is again a normalization and a log-resolution. In particular, the discrepancies of $(Y,E)$ (or equivalently of $(\tilde{Y},\tilde{E})$) agree with the discrepancies of $(X_{\eta\tilde{\eta}},D_{\eta\tilde{\eta}})$ (or equivalently, the normalization of $(X_{\eta\tilde{\eta}},D_{\eta\tilde{\eta}})$). In particular, it is enough to show that $(\tilde{Y},\tilde{E})$ is log canonical. However, that is given by applying Lemma 3.4 (in the case when $S = k$) or condition (I) of Definition 1.9 (in the case when $S$ is an open set of $\mathbb{Z}$) to $(\tilde{Y},\tilde{D}) \to C$. \hfill $\square$

**Lemma 9.4.** Assume that $(X_i,D_i) \to T$ ($i = 1,2$) both satisfy the assumptions of Notation 9.1, with $T$ being 1-dimensional and affine and $K_{X_i}/T + D_i$ ample over $T$. Assume also that

1. for a fixed closed point $0 \in T$, $(X_1,D_1)\mid_{T\setminus \{0\}} \cong (X_2,D_2)\mid_{T\setminus \{0\}}$, and
2. in the case when $S$ is an open set of $\mathbb{Z}$, we also assume that either that
   
   i. $(X_i,D_i) \cong (Y,\Delta) \times T$ for some pair $(Y,\Delta)$, or that
   
   ii. $S \subseteq \text{Spec } \mathbb{Z}[1/2]$, and the condition (1) holds for $\overline{\mathcal{M}}_{2,n} \otimes_{\mathbb{Z}} S$ (see Definition 1.9).

Then the isomorphism of (1) extends over the entire $T$.

**Proof.** By Lemma 3.4 or assumption (2), $(\tilde{X}_i,\tilde{D}_i + (\tilde{Y}_i))$ is log canonical in a neighborhood of $(\tilde{X}_i \times T)$. However, this is true for all choices of $t$. Hence $(\tilde{X}_i,\tilde{D}_i)$ are log canonical and all the divisors with negative discrepancy dominate $T$. In particular, if $Z$ is the normalization of the graph of the birational map $\tilde{X}_1 \dasharrow \tilde{X}_2$ with normal maps $\alpha_i : Z \to \tilde{X}_i$ and we endowed $Z$ with divisors $\Gamma_i$ satisfying

$$\alpha_i^* \left( K_{\tilde{X}_i} + \tilde{D}_i \right) = K_Z + \Gamma_i,$$

then the components $E_{j,i}$ of $\Gamma_i$ with positive coefficients $c_{j,i}$ are horizontal and hence they agree. Therefore we may define $\Gamma := \sum_j E_{j,i}c_{j,i}$, which definition is independent of the choice of $i$. Then we have

$$\tilde{X}_i = \text{Proj}_T \left( \bigoplus_{m \geq 0} H^0 \left( \tilde{X}_i, m(K_{\tilde{X}_i} + D_i) \right) \right) = \text{Proj}_T \left( \bigoplus_{m \geq 0} H^0 \left( Z, m(K_Z + \Gamma) \right) \right),$$

which shows that $\tilde{X}_1 \cong \tilde{X}_2$, and then we can identify the two and call it $\tilde{X}$ and $\tilde{D}$ the divisor on it. Furthermore, this isomorphism extends the one given by assumption (1) by construction.

However, we are not finished, as we still have to descend the above isomorphism to an isomorphism $X_1 \cong X_2$. For this we use Kollár’s glueing theory. According to [Kol13b, Prop 5.3], and our assumption that 2 is invertible in our setting, for that it is enough to show that the normalizations are isomorphic and this isomorphism respects the involution on the normalizations of the conductors. So, it is enough to verify that the above isomorphism of normalizations verify this conductor condition. However, we built the isomorphism on normalizations using the isomorphism of assumption (1), this is automatic over $T \setminus \{0\}$. So, we know that the necessary equality of morphisms holds over a dense open set, which then implies that it holds everywhere. \hfill $\square$

**Corollary 9.5.** If $X$ is a stable log-variety over $k = \bar{k}$, then $\text{Aut}(X,D)$ is finite.

**Proof.** Assume that $\text{Aut}(X,D)$ is not finite. Since $K_X + D$ is ample, for some divisible enough integer $q > 0$, $\text{Aut}(X,D)$ can be identified with the $k$-points of the linear algebraic group

$$G := \{ \alpha \in PGL(h^0(q(K_X + D)),k)|\alpha(X) = X, \alpha(D) = D \},$$

In particular, $G$ has infinitely many $k$-points, and hence it is positive dimensional. Therefore, it contains an algebraic subgroup $H$ isomorphic to $\mathbb{G}_m$ or to $\mathbb{G}_a$. This yields an isomorphism between two copies of $(X,D) \times \mathbb{P}^1_k$ over an open set of $\mathbb{P}^1_k$. However, then Lemma 9.4.(2) tells us that this isomorphism extends to an isomorphism over $\mathbb{P}^1$. That is, $G$ in fact contains a $\mathbb{P}^1$. Given that $G$ is affine, this is a contradiction. \hfill $\square$

**Proposition 9.6.** If $X$ is a projective, $S_2$, $G_1$ surface over an algebraically closed field $k$, such that $mK_X$ is an ample Cartier divisor for some $m > 0$, and $q > 2 + 4m$ is an integer, then $H^1(X,qK_X) = 0$. 

Proof. First we assume that \( \text{char} = p > 0 \), and that \( H^1(X, qK_X) \neq 0 \). As \( \mathcal{O}_X(qK_X) \) is Cohen-Macaulay, according to [KM98, Thm 5.71] we have
\[
0 \neq H^1(X, \mathcal{O}_X(qK_X)) \cong H^1(X, \mathcal{O}_X((1 - q)K_X)).
\]
Let \( Z \subseteq X \) be the locus where \( X \) is not Gorenstein and \( U := X \setminus Z \). As \( \dim Z = 0 \) and \( \mathcal{O}_X((1 - q)K_X) \) is \( S_2 \), we have \( H^2_Z(X, \mathcal{O}_X((1 - q)K_X)) = 0 \). Then, the long exact sequence of local cohomology yields an injection
\[
0 \neq H^1(X, \mathcal{O}_X((1 - q)K_X)) \rightarrow H^1(U, \mathcal{O}_X((1 - q)K_X)),
\]
implying that the latter group is non-zero. On the other hand, as \( mK_X \) is Cartier and \( \mathcal{O}_X \) is Cohen-Macaulay, there is an integer \( N > 0 \), such that \( H^1(X, \mathcal{O}_X(iK_X)) = 0 \) for all integers \( i > N \). In particular, for some \( e \geq 0 \) we have a diagram as follows:
\[
\begin{array}{ccc}
0 & \neq & H^1(X, \mathcal{O}_X(p^e(1 - q)K_X))\\
\downarrow & & \downarrow \downarrow
\end{array}
\]
\[
\begin{array}{ccc}
0 & = & H^1(X, \mathcal{O}_X(p^{e+1}(1 - q)K_X))
\end{array}
\]
This shows that we may find \( s \in H^1(U, \mathcal{O}_X(p^e(1-q)K_X)) \) that goes to zero in \( H^1(U, \mathcal{O}_X(p^{e+1}(1-q)K_X)) \). In particular, there is an \( \mathcal{O}_{U_\mathcal{O}_X((1-q)K_U)} \) torsor \( W \) over \( U \) [PW17, Prop 2.10]. Let \( f : V \rightarrow X \) be the normalization of \( X \) in the function field of \( W \). Then we have a canonical bundle formula saying \( K_V = f^*(K_X + (p - 1)p^e(1 - q)K_X) - D \) for some effective \( \mathbb{Z} \)-divisor \( D \) on \( V \). Set \( M := -K_V - D = f^*(q - 1)p - q)K_X \). Applying [Kol96, Thm II.5.8] to a general complete intersection curve \( C \) on \( V \), we obtain another irreducible rational curve \( L \) such that
\[
M \cdot L 
\]
\[
\leq 4 \frac{M \cdot C}{K_V \cdot C} = 4 \frac{(-K_V - D) \cdot C}{K_V \cdot C} \leq 4.
\]
However, using that \( mK_X \) is an ample Cartier divisor, we obtain the following contradiction:
\[
M \cdot L = p^e((q - 1)p - q)f^*K_X \cdot L \leq (q - 2)K_X \cdot L > 4.
\]
This concludes the case of \( \text{char} = 0 > 0 \). The \( \text{char} = 0 \) case then follows immediately by reduction mod \( p \).
\[\square\]

Theorem 9.7. Let \( v > 0 \) be a rational number and let \( S \) be either an open set of \( \mathbb{Z}[1/2] \) or an algebraically closed field of characteristic \( p > 5 \). Furthermore, in the former case assume also that \( (I) \) of Definition 1.9 is known for \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \). Then \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \) is a separated Artin-stack of finite type over \( S \) with finite diagonal.

Proof. For simplicity let us denote \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \) by \( \mathcal{M} \). By Lemma 9.4, we only have to show that \( \mathcal{M} \) is an Artin stack of finite type over \( S \) with finite diagonal. For that we need that \( \mathcal{M} \) has representative and finite diagonal, and there is a smooth surjection onto \( \mathcal{M} \) from a scheme of finite type over \( S \). For any stack \( \mathcal{X} \) and a morphism from a scheme \( T \rightarrow \mathcal{X} \times_S \mathcal{X} \) corresponding to \( s, t \in \mathcal{X}(T) \), the fiber product \( \mathcal{X} \times_{\mathcal{X} \times_S \mathcal{X}} T \) can be identified with \( \text{Isom}_T(s, t) \). However, the latter is known to be representable by a quasi-projective scheme over \( T \) for polarized, flat projective families [Kol96, Chap I,Exc 1.10.2], and it is quasi-finite in our case by Corollary 9.5 and actually finite, since it satisfies the valuative criterion by Lemma 9.4. Hence we are left to construct a cover \( V \) of \( \mathcal{M} \) by a scheme such that \( V \rightarrow \mathcal{M} \) is formally smooth. The rest of the proof is devoted to this. By [HK16, Theorem 1], stable surfaces with volume \( v \) form a bounded family over \( Z \). Hence there is an integer \( q > 0 \) such that \( qK_X \) is a very ample Cartier divisor. Using then Proposition 9.6, by possibly increasing \( q \), we can also assume that \( H^i(X, qK_X) = 0 \) for every integer \( i, j > 0 \). Let \( p_1(n), \ldots, p_s(n) \) be possible Hilbert-polynomials \( \chi(X, nqK_X) \) for all \( X \in \mathcal{M}(k) \) such that \( k = k \). For each \( p_i \) we construct a cover \( V_i \), which is smooth over \( \mathcal{M} \). Then \( V \) will be the disjoint union \( \bigcup V_i \). Hence fix an integer \( 1 \leq t \leq s \).

Set \( N := p_t(1) - 1 \). Then, \( \mathcal{H}_0 := \text{Hilb}^v_{\mathbb{Z}}(\mathbb{P}^N) \) contains a few geometric points for every \( X \in \mathcal{M}(k) \) with \( k = k \) and \( p_t(n) = \chi(X, nqK_X) \), given by \( i_{qK_X} : X \hookrightarrow \mathbb{P}^N \). We construct \( V_t \), starting by \( \mathcal{H}_0 \) and then constructing in several steps schemes \( \mathcal{H}_t \) such that \( \mathcal{H}_{t+1} \) is a scheme
over $H_i$ (although in most steps it will be just an open subset). Let $U_0 \subseteq \mathbb{P}^N \times H_0$ be the universal family over $H_0$. Then $U_i$ will denote $H_i \times H_0 U_0$ for each $i$. Note that $U_i$ comes equipped with a natural line bundle $U_i(1)$ very ample over $H_i$ pulled back from $\mathbb{P}^N$.

Let $H_1 \subseteq H_0$ be the open subscheme corresponding to $X \subseteq \mathbb{P}^N$, such that $H^i(X, O_X(j)) = 0$ for all integers $i > 0$ and $j > 0$. According to [Gro66, III.12.2.1], there is an open subscheme $H_2 \subseteq H_1$ parametrizing the geometrically reduced equidimensional and $S_2$ varieties. Since small deformations of nodes are either nodes or regular points, we see that there is an open subscheme $H_3 \subseteq H_2$ parametrizing the demi-normal varieties (where reducedness and equidimensionality is included in demi-normality). By [Kol08, 24] there is a locally closed decomposition $H_4$ of $H_3$ such that for a map $T \to H_5$, $U_5 \times H_3 T \to T$ satisfies Kollár’s condition (2.4.a) for $q$ if and only if $T$ factors through $H_4$. Let $H_5 \subseteq H_4$ be the open set over which $\omega_{U_5/H_5}$ is invertible. Then, by [Kol08, 25] there is a locally closed decomposition $H_6$ of $H_5$ such that for a map $T \to H_5$, $U_5 \times H_3 T \to T$ satisfies the full Kollár condition if and only if $T \to H_5$ factors through $H_6$. Lastly, let $H_7$ denote Isom $\big(\mathcal{O}_{U_0}(1), \omega_{U_0/H_0}\big)$. According to Corollary 9.3 there is an open set $H_6$ where the fibers of the universal family are slc. Call this open set $V_i$. Let $g : U \to V_i$ be the universal family over $V_i$ and $\gamma : \mathcal{O}_U(1) \to \omega_{U/V_i}^{\{q\}}$ the universal isomorphism. The family $g$ induces a morphism $V_i \to M$. We are left to show that this morphism is smooth.

First note the following. If $f : X \to T \in M(T)$ such that $T$ is Noetherian, then

1. the sheaf $f_*\omega_{X/T}^{\{q\}}$ is locally free and compatible with arbitrary base-change, since $H^i(X_t, qK_{X_t}) = 0$, and
2. giving a map $\nu : T \to V_i$ and an isomorphism $\alpha$ between $f$ and $g_T$ is equivalent to fixing a set of free generators $s_0, \ldots, s_n \in f_*\omega_{X/T}^{\{q\}}$.

Indeed, for the second statement, fixing such a generator set is equivalent to giving a closed embedding $\iota : X \to \mathbb{P}_T^N$ over $T$ together with an isomorphism $\zeta : \omega_{X/T}^{\{q\}} \to \iota^*\mathcal{O}_{\mathbb{P}_T^N}(1)$.

Now, we show that the map $V_i \to M$ is smooth. It is of finite type by construction, so we have to show that it is formally smooth. Let $\delta : (A', m') \to (A, m)$ be a surjection of Artinian local rings such that $m(\ker \delta) = 0$. Set $T := \text{Spec} A$ and $T' := \text{Spec} A'$. According to [Gro67, IV.17.14.2], we need to show that if there is a 2-commutative diagram of solid arrows as follows, then one can find a dashed arrow keeping the diagram 2-commutative.

$$
\begin{array}{ccc}
V & \xrightarrow{\nu} & T \\
\downarrow & & \downarrow \\
M & \xleftarrow{\iota} & T'
\end{array}
$$

In other words, given a family $f : X \to T' \in M(T')$, with an isomorphism $\beta$ between $f_T$ and $g_T$ over $T$, we are supposed to prove that $\beta$ extends over $T'$. However, as explained above, $\beta$ corresponds to free generators of $(f_T)_* \omega_{X/T}^{\{q\}}$, which can be lifted over $T'$ since $T \to T'$ is an infinitesimal extension of Artinian local schemes.

**Corollary 9.8.** Let $v > 0$ be a rational number, let $k$ be an algebraically closed field of characteristic $p > 5$. Then, $\overline{M}_{2,v} \otimes_k k$ admits a coarse moduli space, which is a separated algebraic space of finite type over $k$.

**Proof.** This follows immediately from [KM97, Con], and Theorem 9.7.

---

10. **Ampleness**

Here we prove Theorem 1.3. We start by recalling a version of ampleness lemma originating from [Kol90], with little additions done in [KP17].

**Proposition 10.1 (Ampleness Lemma).** Let $k$ be an algebraically closed field (of any characteristic), $W$ be a nef vector bundle of rank $w$ on a proper algebraic space $T$ over $k$ with structure group $G \subseteq \text{GL}(k, w)$ such that
(1) the closure of the image of $G$ in the projectivization $\mathbb{P}(\text{Mat}(k, w))$ of the space of $w \times w$ matrices is normal,
(2) $G = \times_{i=1}^{s} \text{GL}(k, v_{i})$,
(3) $W$ is the vector bundle associated to a semi-positive representation $\rho : G \to \text{GL}(k, w)$ [Kol90, Def 3.1, Ex 3.2.iv] and nef vector bundles $V_{i}$ of rank $v_{i}$.

Furthermore, let $Q_{j}$ be vector bundles of rank $q_{j}$ on $Y$ admitting surjective homomorphisms $\alpha_{j} : W \to Q_{j}$ for $j = 0, \ldots, n$. Let $Y(k) \to \prod_{j=0}^{n} \text{Gr}(w, q_{j})(k)/G(k)$ be the induced classifying map of sets. Assume that this map has finite fibers on a dense open set of $Y$. Then $\bigotimes_{j=0}^{n} \det Q_{j}$ is big. If the fibers of the classifying map are finite everywhere, then the above line bundle is ample.

Remark 10.2. We use Proposition 10.1 only with $s = n = 1$, $\rho$ the symmetric product representation $S^{i}(\_)$ for $t \neq p$ (which assumption is equivalent to requiring the induced map $S^{i} : \mathbb{P}(\text{Mat}(k, v_{1})) \to \mathbb{P}(\text{Mat}(k, w))$ to be an immersion, which in turn implies that assumption (1) of Proposition 10.1 is satisfied.). Note that $S^{i}(\_)$ is semi-positive according to [Kol90, Rem 3.2.1].

Proof of Proposition 10.1. First, the case proving ampleness reduces to the case proving bigness. Indeed by the Nakai-Moishezon criterion for ampleness a nef line bundle is ample if its restriction to every irreducible subvariety is big. Hence we may restrict our attention to the first statement proving bigness.

The proof then is almost verbatim the same as [KP17, Thm 5.5] using also the second reduction step of [KP17, Lem 5.6]. The only difference is in the last step, when one has to prove that a $G$-subbundle of a big self-direct product of $W$ is also nef. In [KP17, Thm 5.5] this is shown using reductivity of $G$. Instead of that here we use [Kol90, Prop 3.6.ii].

Proof of Theorem 1.3. Choose an $m \in \mathbb{Z}$ satisfying the following conditions for every integer $i, j, d > 0$:

- (A) $mK_{X/T}$ is Cartier,
- (B) $L_{d} := O_{X}(dmK_{X/T})$ is $f$-very ample,
- (C) $R^{i}f_{*}L_{d} = 0$.

These conditions imply that

- (D) $N \ni N := h^{0}(L_{1}|_{X_{t}}) - 1$ is independent of $t \in T$, and in fact
- (E) $f_{*}L_{d}$ is locally free and compatible with base-change.

By possibly increasing $m$ we may also assume that

- (F) $f_{*}L_{d}$ is nef by Theorem 1.4,
- (G) the multiplication map $\text{Sym}^{d}(f_{*}L_{1}) \to f_{*}L_{d}$

is surjective.

We fix an $m$ satisfying the above requirements for the rest of the section and use the global sections of $L_{1}|_{X_{t}}$ to embed $X_{t}$ into the fixed projective space $\mathbb{P}_{k}^{N}$ for every closed point $t \in T$. The ideal sheaf corresponding to this embedding will be denoted by $\mathcal{I}_{X_{t}}$. As the embedding of $X_{t}$ is well-defined only up to the action of $\text{GL}(N + 1, k)$, the corresponding ideal sheaf is also well-defined only up to this action. Furthermore, in what follows we deal with only such properties of $X_{t}$ and $\mathcal{I}_{X_{t}}$ that are invariant under the $\text{GL}(N + 1, k)$ action.

So, finally, we choose a $d > 0$ such that $p \nmid d$, and

- (H) for all $t \in T$, $X_{t}$ is defined by degree $d$ equations.

From now on we keep $d$ fixed with the above chosen value We make the following definitions:

- (I) $W := \text{Sym}^{d}(f_{*}L_{1})$,
- (J) $Q := f_{*}L_{d}$.
Our setup ensures that we have a natural surjective homomorphisms \( \alpha : W \to Q \) and we may make the following identifications for all closed points \( t \in T \) up to the above explained \( \text{GL}(N+1, k) \) action:

\[
\begin{align*}
W \otimes k(t) & \xrightarrow{} H^0 \big( \mathbb{P}^N, \mathcal{O}_{\mathbb{P}^N}(d) \big) \\
Q \otimes k(t) & \xrightarrow{} H^0 \big( X_t, \mathcal{O}_{X_t}(d) \big) \\
\ker \left[ W \otimes k(t) \to Q \otimes k(t) \right] & \xrightarrow{} H^0 \big( \mathbb{P}^N, \mathcal{I}_{X_t}(d) \big)
\end{align*}
\]

By the existence and quasi-projectivity of the Isom scheme for flat families of canonically polarized schemes, the assumption of the theorem guarantees that there is a non-empty open set \( V \subseteq T \), such that for \( t \in V \), there are only finitely many \( t' \in T \), such that \( X_t \cong X_{t'} \). Next we apply Proposition 10.1 by setting \( G := \text{GL}(N+1, k) \) (see Remark 10.2) with the natural action on \( W \). For this we have to prove that the restriction over \( V \) of the classifying map of the morphisms \( \alpha \) has finite fibers. Translating this required finiteness to geometric terms means that for a general \( t \in V(k) \), there are only finitely many other general \( t' \in T(k) \), such that for the fiber \( X_{t'} \) the degree \( d \) forms in the ideals of \( X_t \) can be taken by a single \( \phi \in \text{GL}(N+1, k) \) to the degree \( d \) forms in the ideals of \( X_{t'} \). However, if such a \( \phi \) exists, then \( X_t \cong X_{t'} \) (by (H)), which happens only for finitely many \( t' \) by the above choice of \( V \).

\( \Box \)

11. Projectivity

Proofs of Theorem 1.1 and of Theorem 1.2. We prove Theorem 1.1 and points (1) and (2) of Theorem 1.2 at once. We unify our notation based on the following table.

| notation | role            | Theorem 1.1 | point (2) of Theorem 1.2 | point (1) of Theorem 1.2 |
|----------|----------------|-------------|--------------------------|--------------------------|
| \( S \)  | base scheme    | Spec \( k \) | Spec \( k \)             | Spec \( \mathbb{Z}[1/30] \) |
| \( \mathcal{M} \)  | our stack      | \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \) \( S \) | \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \) \( S \) | \( \mathcal{M}_{2,v} \otimes \mathbb{Z} \) \( S \) |
| \( \overline{\mathcal{M}} \)  | proper stack   | \( \mathcal{M} \times \mathcal{M}_{2,v} \) \( S \) | \( \mathcal{M} \)           | \( \mathcal{M} \) |

According to Theorem 9.7, \( \mathcal{M} \) and hence also \( \overline{\mathcal{M}} \) are separated Artin stacks of finite type over \( S \) with finite diagonal. According to [EHKV01, Thm 2.7], there is a scheme \( g : T \to S \) and a finite surjective map \( T \to \mathcal{M} \) over \( S \). Let \( f : X \to T \) be the universal family. In the case of Theorem 1.1, set \( \mathcal{T} := \mathcal{M} \times \mathcal{M}_{2,v} \), and let \( \overline{\mathcal{T}} : \overline{X} \to \mathcal{T} \) be the base-change of \( f \) over \( T' \). In the other cases, set \( \mathcal{T} := T, \overline{X} := X \) and \( \overline{f} := f \).

Either by the properness assumption in the case of Theorem 1.1 or by the assumption (L) in the case of Theorem 1.2, \( \mathcal{T} \) is proper over \( S \). Hence, so is \( \overline{\mathcal{M}} \). According to [KM97, Con] both \( \mathcal{M} \) and \( \overline{\mathcal{M}} \) admit coarse moduli spaces \( M \) and \( \overline{M} \), respectively, over \( S \). Furthermore, there is a finite induced morphism \( \tau : \overline{M} \to M \), which is identity in the case of Theorem 1.2, but it is possibly non-trivial, possibly not even a closed embedding, in the case of Theorem 1.1.

Consider then the line bundle \( L = \text{det} f_\ast \mathcal{O}_X(qK_{X/T}) \) for some \( q \) divisible enough. According to [Ryd], some power of \( L \) descends to a line bundle \( L_M \) on \( M \). In particular, if we prove that \( \mathcal{L} := L_{\mathcal{T}} \cong \text{det} \mathcal{F}_\ast \mathcal{O}_{\overline{X}}(qK_{\overline{X}}) \) is ample, over \( S \), then so is \( L_M \), and then also \( L_{\overline{\mathcal{M}}} := \tau^\ast L_M \).

Hence, it is enough to prove that \( \mathcal{L} \) is ample over \( S \). In the cases when \( S \) is a field this is done in Theorem 1.3. Hence, we may assume that we are in the situation of point (1) of Theorem 1.2. As in this case \( L = \mathcal{L} \), we show that \( L \) is ample over \( S \).

Fix now an \( m \) divisible enough, and consider \( \text{det} f_\ast \mathcal{O}_X(dmK_{X/T}) \). It is known (e.g.[FR06, Thm 2.1]) that there are line bundles \( \lambda_i \) \( (i = 0, \ldots, 3) \), such that

\[(11.0.a) \quad \text{det} f_\ast \mathcal{O}_X(dmK_{X/T}) \cong \lambda_3^{(d)} \otimes \lambda_2^{(d)} \otimes \lambda_1^d \otimes \lambda_0.\]
According to [FR06, 2.6], $c_1(\lambda_3) = f_*(K_{X/T}^3)$ (which denotes the 3-rd self intersection as a cycle of $K_{X/T}$ followed by a cycle theoretic pushforward). In particular $\lambda_3$ agrees with the CM linebundle and hence it is ample over the generic point of $S$ [PX15]. Note that the results of [PX15] are stated over an algebraically closed field, but as ampleness is invariant under base-extension it also implies ampleness over $\mathbb{Q}$. Furthermore, ampleness is an open property [Gro66, Cor 9.6.4], so there is an open set $U \subseteq S$ such that $\lambda_3$ is ample over $U$. In particular, we may find integers $d_i$ ($i = 0, 1, 2$), such that $\lambda_3^{d_i} \otimes \lambda_i$ is also ample over $U$ for $i = 0, 1, 2$. Hence, using (11.0.a), $\det f_* \mathcal{O}_X(dmK_{X/T})$ is ample over $U$ whenever

$$0 \leq \binom{d}{3} - \binom{d}{2} - d_1d - d_0.$$ 

This holds for all $d$ big enough. Hence, by setting $q = dm$, $\det f_* \mathcal{O}_X(qK_{X/T})$ is ample over $U$ for all $q$ divisible enough.

As $S \setminus U$ contains finitely many points, by applying [Gro66, Cor 9.6.4] again, it is enough to see that for all closed points $s \in S$, $\det f_* \mathcal{O}_X(qK_{X/T})|_{[T, s]} \cong \det (f_*)_s \mathcal{O}_{X_s}(qK_{X_s/T})$ is also ample for $q$ divisible enough. However, this is exactly the statement of Theorem 1.3.

\[ \square \]
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