Semantic segmentation of multispectral photoacoustic images using deep learning
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ABSTRACT

Photoacoustic (PA) imaging has the potential to revolutionize functional medical imaging in healthcare due to the valuable information on tissue physiology contained in multispectral photoacoustic measurements. Clinical translation of the technology requires conversion of the high-dimensional acquired data into clinically relevant and interpretable information. In this work, we present a deep learning-based approach to semantic segmentation of multispectral photoacoustic images to facilitate image interpretability. Manually annotated photoacoustic and ultrasound imaging data are used as reference and enable the training of a deep learning-based segmentation algorithm in a supervised manner. Based on a validation study with experimentally acquired data from 16 healthy human volunteers, we show that automatic tissue segmentation can be used to create powerful analyses and visualizations of multispectral photoacoustic images. Due to the intuitive representation of high-dimensional information, such a preprocessing algorithm could be a valuable means to facilitate the clinical translation of photoacoustic imaging.

1. Introduction

Photoacoustic (PA) imaging (PAI) is an emerging and rapidly developing imaging modality that enables real-time, non-invasive, and radiation-free measurement of optical tissue properties [34]. PAI has the potential to spatially resolve valuable morphological and functional tissue information, such as the blood oxygen saturation ($sO_2$) [5], for up to several centimeters in depth [3]. While the recovery of accurate and reliable functional parameters from PA measurements is an ongoing field of research [11, 18, 31], providing accurate and interpretable visualizations of multispectral PA measurement data is a crucial step towards the clinical translation of PAI. One way to achieve this could be to classify tissue pixel-wise based on the multispectral PA signal, thus segmenting the tissue into disjunct regions, as illustrated in Figure 1. These can be annotated with relevant information, such as structure-specific $sO_2$.

Several groups have already worked on methods for automatic image segmentation in PAI, for example for the automatic identification of structures in small animal images [15, 16, 17], the segmentation of breast cancer [37], or for vessel segmentation both in simulation studies [19].
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a full image representation for the nnU-Net [13]. As many commonly used PA devices capture PA and ultrasound (US) data simultaneously [4, 32], we additionally compare the performance of our method for different types of input images, namely PA images, US images and combined PA and US images which we refer to as PAUS images. Our methods are trained, validated, and tested on separate splits of a data set of forearm, calf, and neck measurements acquired from 16 healthy volunteers.

2. Materials and methods

In this section, we describe the data set we acquired and annotated for the training and validation of our method (cf. Section 2.1) and the deep learning-based methods for semantic annotation of PA data (cf. Section 2.2).

2.1. Data

The following section provides details of the acquisition (cf. Section 2.1.1) and annotation (cf. Sections 2.1.2 and 2.1.3) of the PA and US data as well as specifics of the data split (cf. Section 2.1.4).

2.1.1. Data acquisition

The data set consisted of multispectral PA and US images of 16 healthy human volunteers. For each of the 16 volunteers, the forearm, calf, and neck were imaged at three distinct locations both on the left and right side of the body (cf. Figure 2 for the hierarchical representation of the data), yielding \( N = 288 \) unique multispectral PA and US image pairs in total. These locations were chosen as they are easily accessible, the least intrusive, and feature superficial blood vessels, which were of key interest for this study. 18 scans were acquired per volunteer as a trade-off between acquisition time (\( \sim 1h \)) and number of scans. Ethics approval was obtained from the committee of the medical faculty of Heidelberg University under reference number S-451/2020 and the study was registered with the German Clinical Trials Register under reference number DRKS00023205. The experiments were carried out in accordance with relevant guidelines and regulations of the ethics approval, as for example laser safety guidelines, and informed consent was obtained from all subjects.

![Image of data hierarchy](image.png)

**Figure 2:** Visualization of the hierarchical nature of the data. For each volunteer, the neck, calf, and forearm were imaged at three distinct poses both on the left and right side of the body.

The images were acquired using the multi-spectral optoacoustic tomography (MSOT) Acuity Echo device (iThera Medical, Munich, Germany) using 26 wavelengths equidistantly chosen between 700 nm and 950 nm, similar to [6] and allowing the results of this study to be easily applied to data-driven oximetry [9]. Each location was imaged freehand and as statically as possible for approximately 30 seconds. The US images were reconstructed using a proprietary backprojection algorithm provided by the vendor and the PA images were reconstructed using a custom implementation of the backprojection algorithm [14] within the Medical Imaging Interaction Toolkit (MITK) [24]. The sequences were post-processed including a correction for variations in the laser pulse energy and an optimization of the Signal-to-Noise-Ratio (SNR). To correct for the variations in laser pulse energy, the PA images were divided by the respective laser pulse energies. Because of the different reconstruction algorithms with different fields of view used for PA and US images, the PA images were cropped to enable co-registration with the US images. In particular, the skin visible in both PA and US images was used to manually co-register the images. To optimize the SNR, the co-registered sequences were divided into four sections of approximately 8 seconds that were averaged, and the averaged section with the highest acutance defined by the mean of the image gradients was used.

2.1.2. Data annotation

After image reconstruction and post-processing, similar to [6] and following the recommendations described in [21], the images were manually annotated by one of three available domain experts using a standardized annotation protocol which can be found in Supplemental Material 1. Eight equally important annotation classes were distinguished during the annotation process: blood, skin, fat, US gel, transducer membrane, coupling agent in the transducer head (mostly heavy water), other tissue, and coupling artefact. The other tissue class was assigned to the tissue below the fat layer that does not fall into the blood category and comprises e.g. muscle tissue or conjunctive tissue. The coupling artefact class was introduced to account for a loss of signal at the edges of the image due to a lack of coupling of the transducer to the skin. Note that the distribution of annotation classes was unbalanced, meaning that the amount of pixels assigned to each class is different.

2.1.3. Human annotation reliability

To approximate the effect of human annotation performance on our results, we performed a human annotation reliability study for the class blood, which is of particularly high clinical relevance [2]. To this end, a subset of ten test images (cf. Section 2.1.4) of one volunteer was chosen in a manner to include at least one image of every body region and body side, but otherwise random. The ten images were annotated by five domain experts and the performance of the five new annotators was assessed while using the original annotations as reference for two different metrics (cf. Section 2.1.4) of the PA and US data as well as specifics of the data split (cf. Section 2.1.4).
2.3). To account for both the hierarchical structure and the small amount of data, a linear mixed model [29] was applied on the per image and per annotator metric values. Here we considered the body region as a fixed effect and annotator and image id as random intercepts.

2.1.4. Data split

The data of the 16 volunteers was divided into training/validation and test sets while respecting the underlying hierarchical structure: A training and validation set was assembled from the images of randomly selected ten volunteers and split for five-fold cross-validation, where each fold used the data of two randomly chosen volunteers as the validation data (N=36) and the remaining data as the training data (N=144). The test set comprised 108 images from the remaining six volunteers that were neither included in the training nor the validation set. This data split was chosen to ensure a large number of training data while retaining a small validation data set for hyper-parameter tuning as well as to enable statistically more reliable conclusions on the test set with N>5.

2.2. Segmentation methods

Due to its breakthrough successes in various fields of research and practice, we based our segmentation method on deep learning. In this context, we investigated two well-known neural network architectures with complementary strengths: the U-Net and the FCNN. The main difference between these architectures is the different representation of the input data they are based on. As the input representation of the nnU-Net is the full image where the wavelength dependency is assigned to different input channels, the network leverages local context by inherent convolutional kernels. In contrast, the input data of the FCNN is represented by single-pixel spectra. This allows for a pixel-wise classification that is completely independent of the spatial distribution of the different classes (cf. Figure 3).

Details of the U-Net (cf. Section 2.2.1) and the FCNN (cf. Section 2.2.2) are presented in the following sections.

2.2.1. Details of the nnU-Net

In a recent literature review [10], we found the U-Net to be the most commonly used and successful network architecture for deep learning applications in PAI [9, 36]. Compared to previous architectures used for image segmentation, it requires fewer training images, yields less blurred segmentation results, and is thus particularly well-suited for medical applications [28].

We applied the nnU-Net framework\(^1\), the currently best-performing framework across numerous biomedical segmentation challenges [13]. The core idea of the nnU-Net framework is that not the network architecture but the detailed design choices (e.g. batch size, patch size, augmentation, ensembling of folds, etc.) are key to performance optimization. In this study, we used the 2D nnU-Net configuration, since initial results showed that this network architecture performs best on our validation data. The network architecture is based on the original U-Net design [28] with minor changes, such as strided convolutional downsampling layers instead of maxpooling layers. All details are described in [13] and a schematic of the network architecture can be found in Figure A.1 of the Supplemental Material 2.

The size of the input layer was chosen according to the full image size (256 × 128) with channels \(N_{in}\) that were assigned to the acquired wavelengths (i.e., 1 for US, 26 for PA, and 27 for PAUS), as also defined in the FCNN section. The size of the output layer was defined as the full image size (256 × 128) with 9 output channels \(N_{out}\) that corresponded to the one-hot encoded representation of the eight annotation classes and one background class. The nnU-Net was trained in a five-fold cross-validation and the estimations were ensembled. The loss was defined as the sum of the Cross-Entropy (CE) Loss and the Soft Dice Loss.

---

\(^1\)https://github.com/MIC-DKFZ/nnUNet
The CE Loss of the one-hot encoded estimated data X and reference data Y is defined as:

\[
L_{CE}(X, Y) = \text{mean}(\{l_1, \ldots, l_N\}^T),
\]

with \( l_n = -w_{yn} \log \frac{\exp(x_{n,y})}{\sum_{c=1}^{C} \exp(x_{n,c})} \),

where \( w_{yn} \) is a class-specific weighting factor, here set to 1, \( N \) is the minibatch size, and \( C \) the number of classes. The Soft Dice Loss here calculated per minibatch, is defined as:

\[
L_{SoftDice}(X, Y) = \frac{2|X \cap Y| + \epsilon_{\text{smooth}}}{|X| + |Y| + \epsilon_{\text{smooth}} + 1e^{-8}}
\]

where X and Y are the estimated and reference data, respectively, and \( \epsilon_{\text{smooth}} \) a smoothing factor, here set to \( 1e^{-5} \).

### 2.2.2. Details of the FCNN

Another popular network design is the FCNN. In the context of PAI, FCNNs are well-suited for working with single-pixel spectra as input, which increases the number of training samples and makes it easy to work with sparsely annotated data.

The FCNN architecture is based on a previous publication [9] and consisted of an input layer of size \( 1 \times 1 \) with dimensions \( N_{in} \) that, as for the nnU-Net, corresponded to the measured wavelengths (i.e., 26 for PA, and 27 for PAUS). The input layer was followed by an upscaling layer and a Tanh activation function, four hidden layers of channel size \( 4 \times N_{in} \) and a one-hot encoded output layer of dimension size \( N_{out} = 8 \). Dropout layers (20%) and leaky ReLUs were used in between the four hidden layers. A diagram of the network architecture can be found in Figure A.2 in the Supplemental Material 2. For training of the FCNN, we used a Soft Margin Loss [25] defined as:

\[
L_{SoftMargin}(X, Y) = \text{mean}(\{l_1, \ldots, l_N\}^T),
\]

with \( l_n = \sum_{c=1}^{C} \log(1 + \exp(-y_c \cdot x_n)) \)

where X and Y define the one-hot encoded estimated and reference data (containing -1 or 1), \( N \) the number of pixels per batch, and \( C \) is the number of classes. Same as the nnU-Net, the FCNN was implemented in Pytorch [25], trained in a five-fold cross-validation and the estimations were ensembled. The hyper-parameter optimization was based on a grid-search. We used a learning rate of \( 1e^{-5} \), a batch size of \( 1e^4 \), 1000 batches per epoch and trained the network for 200 epochs.

### 2.3. Performance assessment

We systematically compared the performances of different algorithm/data combinations using distance-based and overlap-based segmentation performance metrics. Specifically, we used the following metrics as recommended in [26] and applied in [1]:

**Dice Similarity Coefficient (DSC)** [7] which is defined as:

\[
DSC = \frac{2|X \cap Y|}{|X| + |Y|}
\]

where Y is the reference and X the estimation of a label class.

**Normalized Surface Distance (NSD)** [23] defined as:

\[
NSD = \frac{|S_x \cap B_y^\tau| + |S_y \cap B_x^\tau|}{|S_x| + |S_y|}
\]

with the tolerance \( \tau \) and the surfaces \( S_x \) and \( S_y \) and the border regions \( B_x \) and \( B_y \) of the reference X and the estimation Y respectively. Here, the tolerance was set to \( \tau = 1 \) pixel for all except the blood classes. This value was chosen as the most critical value since no inter-rater reliability was available. For blood, the tolerance was calculated based on the human annotation reliability analysis (cf. Section 2.1.3) as proposed in [23]. For every test image, the average nearest neighbor distances between the surface of the reference and the re-annotated blood vessel segmentations (surface distance) were calculated. The intercept of the fitted linear mixed model (cf. Section 2.1.3) was used as the NSD tolerance value \( \tau_{\text{blood}} = 5 \) pixels (cf. Table A.2 in the Supplemental Material 2).

For each test image, the performance metrics were calculated per annotation class, hence the validation results are not biased by imbalances in the amount of pixels of the different classes. Note that the metrics, depending on the implementation, handle edge cases differently. Here, we decided to not compute the DSC, if a class is not existent in the reference and to not compute the NSD, if a class is not existent in the reference or in the estimation. In addition to the annotation class-specific metric values, the class-specific values were averaged per test image, which we refer to as values of *all structures*. Furthermore, descriptive statistics over the test instances were computed that resulted in one average value per algorithm/data configuration, annotation class, and metric used. Note that this approach accounts for the hierarchical nature of the data.

---
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Additionally, for the class blood, the overall human performance was calculated using the DSCs of the reference and the re-annotated blood vessel segmentations. In analogy to the calculation of $f_{\text{blood}}$, the mean and the standard deviation of the performance of human annotators were determined by applying the linear mixed model on the per image and per annotator DSC values (cf. Section 2.1.3).

A comparison between the algorithms was performed using the challengeR toolkit\(^3\) which is especially suited to analyze and visualize benchmarking results [33]. A statistical rank-then-aggregate-based approach was chosen to rank the methods, similar to the ranking scheme of the Medical Segmentation Decathlon \([1]\). First, a ranking per test case and algorithm was calculated. Second, the mean of the rankings per algorithm was calculated, resulting in the final rank. We chose the DSC as the primary metric for the ranking and defined the segmentation for blood vessels, skin, and all structures as three separate tasks. The segmentation of skin and blood vessels can be considered two of the most crucial tasks for segmentation algorithms in the field of PAI \([10]\). The corresponding DSC values were aggregated across the three poses and two body sites (cf. Figure 2), resulting in $N = 18$ test cases per annotation class. Note that initial results of the challengeR toolkit did not show any major differences when using the NSD values or different aggregation schemes or a different (non test-based) ranking method.

### 3. Experiments and Results

We designed one experiment to qualitatively analyze the data annotations and two experiments to verify the following core hypotheses:

1. Automatic multi-label segmentation of PA and PAUS data is feasible (cf. Section 3.1).

2. Automatic multi-label segmentation is feasible even when being applied to morphologically different test data (cf. Section 3.2).

The following sections detail the experimental design and the results for each.

#### 3.1. Automatic multi-label segmentation of PA and PAUS data is feasible

We performed a feasibility experiment in which we used different combinations of data and inference models to evaluate differences in performance when segmenting the labelled annotation classes. We trained the nnU-Net on US data only, PA data only, and a combination of both PA and US data (PAUS) (cf. Figure 4). The FCNN training was performed only on PA and PAUS data because it estimates annotation classes from pixel-wise spectra alone, and the one-dimensional nature of the US data does not provide this information. Figure 5 shows the estimated segmentations (having at least 60 blood pixels) corresponding to the median DSC for the blood class. While the FCNN estimations for the PA data sets qualitatively look plausible, there is much more noise in the estimated labels compared to the nnU-Net estimates.

Table 1 shows the DSC and the NSD results of all input data for the nnU-Net and FCNN segmentation architectures. Figure 6 presents the distribution of the DSC for blood, skin, and the average over all structures. Especially the nnU-Nets trained on multispectral data achieve slightly higher DSCs for blood compared to the performance of the human annotators (mean of 0.66, standard deviation of 0.09). The results for all annotation classes can be seen in Table A.1 and details of the fitted linear mixed model can be found in Table A.2 in the Supplemental Material 2. The model performances differed the most in case of blood segmentation. Especially for this annotation class, the nnU-Net performed substantially better than the FCNN. Figure 7 confirms this finding and also indicates that it is beneficial to use PA or PAUS data compared to using US data as sole input for the blood segmentation. Additional qualitative results can be found in Figure A.3 in the Supplemental Material 2.

\(^3\)https://phabricator.mitk.org/source/challenger/
3.2. Automatic multi-label segmentation is feasible even when applied to morphologically different test data

To investigate the robustness of the proposed approach with respect to morphologically different target structures, we conducted experiments in which we used different target structures for training and testing of our algorithm. Specifically, we trained the networks exclusively on (A) the neck and calf, (B) the forearm and neck, and (C) the forearm and calf measurements of the training set and estimated the annotation classes on (A) the forearm, (B) the calf, and (C) the neck measurements of the test set. The different combinations of data and inference models were analogous to the feasibility experiments.

The DSC and the NSD scores for the baseline method as well as the scenarios (A - C) are shown in Table 2. In general, the nnU-Net models outperform the FCNN models. However, the differences of DSC results between the robustness and feasibility experiments, as shown in Figure 8, indicate that the FCNN is more robust to body sites that are not included in the training data set compared to the nnU-Net. Additional qualitative as well as quantitative results can be found in Figures A.4 - A.6 and Tables A.3 - A.5 in the Supplemental Material 2.
Figure 7: The nnU-Net generally outperforms the fully-connected neural network (FCNN) and when using US data only, the nnU-Net struggles to segment blood vessels. For each of the raw data plots in Figure 6 this figure shows an accompanying podium plot generated with the challengeR toolkit [33] that displays the relative performance of the Dice Similarity Coefficient (DSC) aggregated across the three poses and two body sides (cf. Figure 2). (Upper parts) Participating models and corresponding DSC values are color-coded and ordered according to the achieved ranks from best (1) to worst (5). DSC values corresponding to identical test cases are connected by a line (spaghetti structure). (Lower parts) The bar charts represent the relative frequency at which each model achieved the respective rank.

Table 1
The mean performance scores show the feasibility of the method across multiple performance metrics. The Dice Similarity Coefficients (DSCs) and Normalized Surface Distances (NSDs) for the estimation results achieved by the nnU-Net and the fully-connected neural network (FCNN) leveraging photoacoustic (PA) data, ultrasound (US) data, and a combination thereof (PAUS), were calculated over all structures and for blood and skin separately. Higher DSC and NSD values are better.
Table 2
Semantic segmentation results can differ on geometrically different test images when using a combination of photoacoustic and ultrasound (PAUS) data. The baseline feasibility experiment is compared to the robustness experiment results of semantic segmentation tested on images from geometries (forearm, calf, and neck) that were not included in the training set. We use the Dice Similarity Coefficient (DSC) as well as the Normalized Surface Distance (NSD). Higher DSC and NSD values are better.

| Scenario      | A          | B          | C          |
|---------------|------------|------------|------------|
| Training data | All (Baseline) | Neck/Calf | Forearm/Neck | Forearm/Calf |
| Test data     | All (Baseline) | Forearm   | Calf       | Neck        |
| Structure Type| nnU-Net/FCNN | nnU-Net/FCNN | nnU-Net/FCNN | nnU-Net/FCNN |
| DSC           |            |            |            |
| All           | 0.85 / 0.66 | 0.82 / 0.65 | 0.86 / 0.66 | 0.83 / 0.64 |
| Blood         | 0.74 / 0.53 | 0.70 / 0.52 | 0.74 / 0.54 | 0.72 / 0.49 |
| Skin          | 0.89 / 0.79 | 0.86 / 0.75 | 0.90 / 0.80 | 0.89 / 0.78 |
| NSD           |            |            |            |
| All           | 0.89 / 0.61 | 0.87 / 0.59 | 0.89 / 0.61 | 0.88 / 0.60 |
| Blood         | 0.85 / 0.75 | 0.84 / 0.68 | 0.83 / 0.78 | 0.85 / 0.75 |
| Skin          | 0.98 / 0.89 | 0.97 / 0.87 | 0.98 / 0.86 | 0.98 / 0.89 |
Figure 8: The fully-connected neural network (FCNN) tends to be more robust to body sites that were not included in the training data compared to the nnU-Net. The respective differences of the Dice Similarity Coefficient (DSC) results (a) averaged over all structures, (b) for skin, and (c) for blood between the robustness experiments and the feasibility experiment for the nnU-Net and FCNN trained on photoacoustic and ultrasound (PAUS) data are shown. Values higher than zero denote an improved performance of the robustness results compared to the feasibility results. Values smaller than zero indicate the opposite. The separate plots for each of the training/test data combinations are indicated by the respective test set: forearm models trained on calf and neck data and tested on forearm measurements, calf models trained on forearm and neck data and tested on calf measurements, and neck models trained on forearm and calf data and tested on neck measurements. Color/Shape coding enables distinguishing the six volunteers (six colors) as well as the different target structures (circle, plus, and star for forearm, calf, and neck respectively). Measurements from the left and right side of the volunteers’ bodies are plotted to the left and right of the vertical lines, respectively. The grey density plots show the relative score frequencies separately for each side. The frequency distributions of the FCNN differences are narrower compared to those of the nnU-Net.
4. Discussion

To our knowledge, this paper is the first to show that fully-automatic multi-label semantic image annotation of PA images with deep learning is feasible. We designed two experiments around one core hypothesis that questioned: 1) the general feasibility of multi-label image segmentation based on PA images and 2) the robustness towards changes in tissue geometry. We found that the task is generally feasible across different neural network architectures and that, compared with pure US images, the multispectral nature of PA images is particularly beneficial for blood segmentation (DSC of PAUS nnU-Net was 0.74, DSC of US nnU-Net was 0.32). To this end, we used two distinct types of networks throughout the experiments: an FCNN that utilizes single-pixel spectral information and a nnU-Net that additionally incorporates spatial context information. Specifically, we applied the nnU-Net, the current state of the art in medical image segmentation. On PAUS data, averaged across all annotation classes, the nnU-Net achieved a DSC of 0.85 and the FCNN of 0.66. Furthermore, the method was robustly applicable even to data where samples of the imaged body site were not included in the training data.

In the feasibility experiment, the nnU-Net trained on multispectral data achieved better results on average compared to the FCNN. We attribute this to its ability to take into account the spatial image context. However, even though the FCNN was only able to estimate the labels based on single-pixel spectra, the resulting images were plausible as well. The overall results of the networks were very convincing, achieving high overlap-based and contour-based metric values for the majority of classes. The worst performances were achieved for the blood and coupling artefact classes, for which the most obvious explanation is the difficulty of annotating these areas. Nevertheless, the spectra of the annotation classes seem to be very characteristic for the respective class. In an additional experiment, we noticed that the nnU-Net trained on PAUS data performs only marginally worse when using five wavelengths evenly sampled from the 26 wavelengths. This leads us to assume that, provided the characteristic spectra are sufficiently sampled, fewer wavelengths can be leveraged. A systematic analysis of failure cases (representative image shown in Figure A.3 in the Supplemental Material 2) revealed two common sources of error: (1) over-segmentation of small superficial vessels and (2) segmentation of regions of high intensity that were not identified as vessels by the annotators.

In our robustness experiment, the performance of the networks that were trained on PAUS data decreased slightly in comparison to the feasibility experiment in most of the cases. We suspect the domain shift between different body regions that were explicitly included in this experiment to be a reason for this finding. This indicates that the variations between different body regions might have an impact on the algorithm performance although the tissue composition of the regions investigated was similar. It can be expected that the performance would degrade even further for vastly different structures (e.g., in abdominal surgery) or when being applied to a different cohort, e.g., cancer patients. It has to be noted that the test data set of the robustness experiment compared to the feasibility experiment was smaller in size by a factor of three, which may also have caused the overall decrease in performance. Moreover, the smaller test set size could be a reason why the results of the robustness experiments partly outperformed those of the feasibility experiment. In future work including more data, the significance of the performance difference should be addressed. The experimental results could be a further indicator of the high potential of FCNNs for robust interpretation, which, in this study, is referred to as an independence of neural networks of morphologically different training and test data, as the distribution of DSC differences between the robustness and feasibility results was narrower than that of the nnU-Net. Compared to convolutional approaches, FCNNs are by design more independent of morphological variations within the training and target domains. Ensembling strategies based on the estimation uncertainty using both the nnU-Net and FCNN results, leveraging the FCNN results as a prior, or post-processing of the resulting images might be able to combine the respective advantages of both.

In the broader context of biomedical image analysis, it was suggested that model performance can be hampered by the quality of the reference segmentation labels [38]. The main problem with manual labelling is that the process is time-consuming, requires expert knowledge, and is error-prone. To reduce the differences between annotations, we devised a structured annotation protocol for standardization of the labelling process and facilitated differentiation of various structures (cf. Supplemental Material 1). A leave-one-out cross-validation of all acquired images did not reveal any obvious differences between the segmentation masks of the individual volunteers drawn by different annotators. Still, there remains ambiguity in the images, for example when delineating the apparent size and location of blood vessels in the PA signal, as highlighted in an additional human annotation reliability analysis. Especially the slightly higher blood DSC results of the nnU-Net trained on multispectral data compared to the performance of human annotators indicate that the networks might be able to replace manual labeling - if the annotation quality is high enough. In some images, we have found size and position mismatches between the PA and US images, which might be introduced by differences in the speed of sound across different volunteers or by a blurring of the PA signals, which can be attributed to the limited bandwidth of the US detection elements, their impulse response, as well as artefacts introduced by the reconstruction algorithm. These inherent ambiguities might be resolvable by multi-modal image registration [27] or by capturing 3D instead of 2D images to exploit the spatial context information. However, obtaining high-quality 3D reconstructions with handheld linear transducers is usually
very time-consuming and requires the use of additional hardware [12].

While our study indicates that multi-label semantic annotation of PA and/or US images with deep learning is feasible, the results should be interpreted with care. The biggest limitation of our study is the fact that we had a very low number of test images. With only 108 images from 6 volunteers, no broad conclusions should be drawn from the results, especially with respect to the relative performance of the different architecture/input combinations. A related potential problem is the hierarchical nature of the data set (16 volunteers, three imaging sites, three images per site, left and right side of the body), which complicates a rigorous statistical analysis. In fact, based on the data visualization in Figure 6, we found no clear evidence that the algorithms performed differently on test images of the left and right side of the body. At the same time, in some cases there is a clustering of DSC results within the same site. Our test data therefore cannot be regarded as independent, which was the reason for us to report the mean performance without standard deviation in Tables 1 and 2. Additionally, our experimental design may have led to a bias favoring networks trained on PAUS data. On the one hand, the manual annotations were done using both the PA and US images. On the other hand, the number of learnable parameters of the networks increased with the number of input channels (in this case corresponding to the number of input spectra), which may improve the performance of the corresponding networks [30]. Moreover, the presented work is limited to the given annotated classes. In this paper, we categorized pixels into eight classes. Future work with more training data could investigate semantic scene segmentation with hierarchical class structures, for example to differentiate arteries and veins within the class blood. It should be mentioned that initial experiments on distinguishing the two blood classes did not yield high performance with the limited training data per class that we currently have. In future work, this method could be extended to segment specific structures that are oncologically relevant. However, these structures would need to be located sufficiently close to the skin and show a characteristic PA spectrum.

Overall, our work indicates that neural network-based semantic image segmentation of multispectral PA images is feasible, producing robust estimates even with relatively small amounts of training data. We believe that algorithms for automatic analysis of photoacoustic images are an important step towards clinical translation as they can assist physicians in understanding multispectral photoacoustic images. Especially in combination with wavelength-dependent tools for functional parameter estimation, such as blood oxygen saturation, they allow for the creation of powerful and clinically impactful visualizations of the imaged tissue structures.
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