Non-perturbative insights into the spectral properties of QCD at finite temperature
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Abstract. In quantum field theories at finite temperature spectral functions describe how particle systems behave in the presence of a thermal medium. Although data from lattice simulations can in principle be used to determine spectral function characteristics, existing methods rely on the extraction of these quantities from temporal correlators, which requires one to circumvent an ill-posed inverse problem. In these proceedings we report on a recent approach that instead utilises the non-perturbative constraints imposed by field locality to extract spectral function information directly from spatial correlators. In particular, we focus on the application of this approach to lattice QCD data of the spatial pseudo-scalar meson correlator in the temperature range $220 - 960$ MeV, and outline why this data supports the conclusion that there exists a distinct pion state above the chiral pseudo-critical temperature $T_{pc}$.

1 Introduction

The dynamical properties of quantum field theories (QFTs) at finite temperature are entirely encoded in the correlation functions of the corresponding quantum fields, and hence the determination of these quantities is essential for describing the effects experienced by particles as they move through a thermal medium. Lattice simulations provide a powerful approach with which one can directly compute the form of correlation functions, and have led to significant advancements in the understanding of finite-temperature phenomena, particularly in QCD. By construction, this method works in imaginary time $\tau$, and for understanding the spectral properties of a theory the quantities of particular interest are the two-point functions of gauge-invariant operators $O_{\Gamma}(\tau, x)$

$$C_{\Gamma}(\tau, x) = \langle O_{\Gamma}(\tau, x) O_{\Gamma}^\dagger(0, 0) \rangle_T,$$

where $\Gamma$ denotes a set of quantum numbers, and the expectation value is over a thermal ensemble at temperature $T = 1/\beta$. Upon taking the spatial Fourier transform of Eq. (1) it follows from the assumption of thermal equilibrium \cite{1, 2} that

$$\tilde{C}_{\Gamma}(\tau, p) = \int_0^\infty d\omega \frac{\cosh\left[\left(\frac{\beta}{\tau} - |\tau|\right)\omega\right]}{\sinh\left(\frac{\beta}{2}\omega\right)} p_{\Gamma}(\omega, p),$$
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where the spectral function $\rho_\Gamma(\omega, p)$ corresponds to the thermal commutator of the operator $O_\Gamma(\tau, x)$. Equation (2) is highly significant because it demonstrates that physical characteristics, namely the information about particle excitations in the quantum number channel $\Gamma$ contained in $\rho_\Gamma(\omega, p)$, can be extracted from imaginary-time data. In the specific case $p = 0$ the resulting correlation function $\bar{C}_\Gamma(\tau)$ coincides with the spatial integral over $C_\Gamma(\tau, x)$, and is called the temporal correlator. If one instead fixes a spatial direction $x_3$, and integrates $C_\Gamma(\tau, x)$ over $\tau$ and the remaining spatial directions, one obtains the spatial correlator $C_\Gamma(x_3)$, which similarly to the temporal correlator can also be related to the real-time spectral function, in this case via

$$C_\Gamma(x_3) = \int_{-\infty}^{\infty} \frac{dp_3}{2\pi} e^{ip_3 x_3} \int_0^{\infty} \frac{d\omega}{\pi \omega} \rho_\Gamma(\omega, p_1 = p_2 = 0, p_3).$$

(3)

Since the dependence on $\rho_\Gamma(\omega, p)$ in Eqs. (2) and (3) is different, lattice simulations of temporal and spatial correlators, either continuum extrapolated or evaluated at the same lattice spacing, provide distinct ways of probing the structure of spectral functions.

In the literature, significant focus has been given to extracting spectral functions from temporal correlators. A fundamental issue is that this requires one to overcome an ill-posed inverse problem, namely that discrete temporal correlator data and the structure of Eq. (2) are not sufficient to uniquely reconstruct the form of $\rho_\Gamma(\omega, p)$. For this reason, most strategies for obtaining spectral functions require intricate statistical methods combined with additional input, either from perturbative calculations or phenomenological modelling [3, 4]. In the case of spatial correlators, particular progress has been made in establishing their properties in QCD in recent years [5–12]. At large distances it is expected that these correlators decay exponentially

$$C_\Gamma(x_3) \sim e^{-m_{\text{scr}}^{\Gamma} x_3},$$

(4)

where $m_{\text{scr}}^{\Gamma}$ is referred to as the screening mass. $m_{\text{scr}}^{\Gamma}$ is temperature dependent and provides a measure of the in-medium modifications experienced by the lowest-energy state created by $O_\Gamma$. A significant advantage of spatial correlators is that they can be calculated at arbitrarily large distances, whereas the extent of temporal correlators is limited by the inverse temperature $\beta$ due to their periodicity. In this sense, spatial correlators are more sensitive to the properties of the thermal system.

In these proceedings we provide an overview of a novel approach developed in Ref. [13] for extracting spectral function information from spatial correlators. We will outline the theoretical foundations upon which this approach is based, and its application to lattice QCD data of the spatial pseudo-scalar meson correlator at different temperatures above the chiral pseudo-critical temperature $T_{\text{pc}}$.

2 Locality constraints

2.1 Thermal spectral representation

In order to fully understand the characteristics of QFTs one necessarily requires a framework that is independent of the specific interaction regime of the system. Over the years, axiomatic formulations of local QFT have been developed in order to construct such a non-perturbative framework, and their applications have led to numerous foundational insights, including the relationship between spin and statistics, and the rigorous connection of Minkowski and Euclidean QFTs [14–16]. However, these insights have mostly been restricted to systems with
zero temperature, and it largely remains an open question as to how they should generalise when $T > 0$. In Refs. [17–21] significant steps were taken to understand how this generalisation might work for simple classes of QFTs involving scalar fields $\phi(x)$. The authors established that together with the well-known conditions brought about by the assumption of thermal equilibrium [1, 2], the *locality* of the fields$^1$ imposes significant constraints. In the case of the spectral function, this implies that it satisfies the following representation

$$\rho(\omega, p) = \int_0^\infty ds \int \frac{d^3u}{(2\pi)^3} \epsilon(\omega) \delta\left(\omega^2 - (p - u)^2 - s\right) \widetilde{D}_\beta(u, s).$$

Equation (5) is highly significant because it describes in general how the spectral properties of a QFT are affected by temperature. In fact, Eq. (5) represents the $T > 0$ generalisation of the well-known Källén-Lehmann spectral representation, a cornerstone result of local QFT [22, 23]. One can see from Eq. (5) that the temperature dependence is entirely captured by the *thermal spectral density* $\widetilde{D}_\beta(u, s)$, and so determining the properties of this quantity is of central importance for understanding the in-medium modification of scalar particles.

In Ref. [17] the authors proposed that if a theory contains a stable particle state of mass $m$ at $T = 0$, and no phase transition is met for $T > 0$, then the singular structure of $\widetilde{D}_\beta(u, s)$ in the variable $s$ is preserved relative to the vacuum theory, and hence one can write

$$\widetilde{D}_\beta(u, s) = \widetilde{D}_{m,\beta}(u) \delta(s - m^2) + \widetilde{D}_{c,\beta}(u, s),$$

where $\widetilde{D}_{c,\beta}(u, s)$ is continuous in $s$. There are several reasons for why the decomposition in Eq. (6) is natural for describing the presence of particle states at finite temperature:

- When $T > 0$ the *damping factor* $\widetilde{D}_{m,\beta}(u)$ is non-trivial, and due to the structure of Eq. (5) this causes the $T = 0$ peak in $\rho(\omega, p)$ to become broadened outside of the mass shell $p^2 = m^2$. Moreover, the properties of $\widetilde{D}_{m,\beta}(u)$, and hence the precise nature of this thermal broadening, has been shown to depend on the underlying dynamics [21].

- The structure of the discrete term implies that the dissipative effects experienced by particle states due to their interactions with the thermal medium is velocity dependent, as one would expect [20, 24].

- The decomposition in Eq. (6) can be generalised to describe intrinsically unstable states by replacing $\delta(s - m^2)$ with a suitable resonance-type function in $s$, such as a relativistic Breit-Wigner. The factorisation of the $(u, \beta)$ and $s$ dependence then ensures that the representation distinguishes between particle decays of different physical origin; those due to in-medium effects controlled by $(u, \beta)$, and those brought about by the instability of the underlying $T = 0$ particle states.

In Ref. [21] the specific structure of damping factors were explored in different models, and more recently in Refs. [25–27] it was shown that these quantities can be used to perform non-perturbative analytic calculations of in-medium observables such as the shear viscosity.

---

$^1$By locality we mean: $[\phi(x), \phi(y)] = 0$ for $(x - y)^2 < 0$, which corresponds to the physical assumption that all measurements respect causality.
2.2 The spatial correlator

In light of the thermal spectral representation in Eq. (5) it was shown in Ref. [13] that the spatial correlator of a scalar operator can be written in the following general manner

\[ C(x_3) = \frac{1}{2} \int_0^\infty ds \int_0^\infty dR \ e^{-R \sqrt{s}} D_\beta(R, s), \]  

(7)

where \( D_\beta(R, s) \) is the inverse Fourier transform of \( \tilde{D}_\beta(u, s) \), and depends only on \( R = |x| \) due to the isotropy of the thermal medium. Equation (7) demonstrates precisely how the spectral properties of a given theory affects the behaviour of the spatial correlator. Assuming that the decomposition in Eq. (6) holds, it follows from the structure of Eq. (7) that if the continuous component is non-vanishing for \( s \geq s_c \gg m^2 \), or is suppressed relative to the discrete particle contribution, the corresponding damping factor \( D_{m, \beta}(R) \) will dominate the behaviour of the spatial correlator

\[ C(x_3) \approx \frac{1}{2} \int_{|x|}^\infty dR \ e^{-mR} D_{m, \beta}(R), \]  

(8)

and this domination will be especially pronounced at large distances. In QCD, hadronic correlators generally receive contributions from multiple states, and in this case the previous arguments can be suitably extended [13]. The ultimate conclusion is that the lowest energy states will have the most influence on \( C(x_3) \) at large distances, and the damping factors associated with these states can be directly extracted from the large-\( x_3 \) behaviour of \( C(x_3) \). This is highly significant, since once the explicit form of the damping factors are known, Eq. (5) can be used to calculate their exact analytic contributions to the full spectral function \( \rho(\omega, p) \).

3 Pseudo-scalar meson correlators in QCD

3.1 Spatial correlator analysis

Given the non-perturbative constraints outlined in Sec. 2, one can apply these relations in order to extract spectral function information from lattice spatial correlator data. Here we provide an overview of the study performed in Ref. [13] which focussed on the analysis of QCD spatial pseudo-scalar meson correlators, defined by

\[ C_{PS}(x_3) = \int_{-\infty}^{\infty} dx_1 \int_{-\infty}^{\infty} dx_2 \int_{-\epsilon}^{\epsilon} d\tau \ \langle \Omega_\beta | O_{PS}^a(\tau, x) O_{PS}^a(0) | \Omega_\beta \rangle, \]  

(9)

where \( O_{PS}^a = \bar{\psi} \gamma_5 \frac{\tau^a}{2} \psi \), with \( \psi(x) = (u(x), d(x)) \) isospin doublets, and \( \tau^a \) the Pauli spin matrices. This study analysed the lattice QCD data from Ref. [28] which used two mass-degenerate flavours of domain wall fermions at temperatures \( T = 220, 320, 380, 480, 660, \) and 960 MeV. More details regarding the precise lattice setup can be found in Ref. [28]. Following the strategy in Sec. 2.2 we performed fits to these data at each temperature value, and found it to be well-described by the two-exponential ansatz

\[ C_{PS}(x_3) = Ae^{-m_{\pi^0}x_3} + Be^{-m_{\pi^0}x_3}. \]  

(10)

As discussed in Sec. 1, the exponents have the interpretation of screening masses for the two lightest states generated by the pseudo-scalar meson operator \( O_{PS}^a \), which in this case are the pion \( \pi \) and its first radial excitation \( \pi^* \). Given this pure exponential behaviour it was shown in
Ref. [13] from the spectral constraints outlined in Sec. 2.2 that Eq. (10) is consistent with the pseudo-scalar spectral function \( \rho_{\text{PS}}(\omega, \mathbf{p}) \) containing the thermal spectral density component

\[
D_{\beta}(x, s) = \sum_{i=\pi, \pi^*} \alpha_i e^{-\gamma_i|s|} \delta(s - m_i^2),
\]

where the temperature-dependent damping factor exponents \( \gamma_i \) are related to the screening masses \( m_i^{\text{scr}} \) and particle vacuum masses \( m_i \) as follows

\[
\gamma_i = m_i^{\text{scr}} - m_i, \quad i = \pi, \pi^*.
\]

Now that the explicit functional form of \( D_{\beta}(x, s) \) is known one can apply Eq. (5) to establish precisely how the \( \pi \) and \( \pi^* \) states contribute to \( \rho_{\text{PS}}(\omega, \mathbf{p}) \). Doing so, one finds

\[
\rho_{\text{PS}}(\omega, \mathbf{p}) = \epsilon(\omega) \left[ \theta(\omega^2 - m_\pi^2) \frac{4 \alpha_\pi \gamma_\pi \sqrt{\omega^2 - m_\pi^2}}{(\mathbf{p}^2 + m_\pi^2 - \omega^2)^2 + 2(\mathbf{p}^2 - m_\pi^2 + \omega^2)\gamma_\pi^2 + \gamma_\pi^4} \right. \\
+ \left. \theta(\omega^2 - m_{\pi^*}^2) \frac{4 \alpha_{\pi^*} \gamma_{\pi^*} \sqrt{\omega^2 - m_{\pi^*}^2}}{(\mathbf{p}^2 + m_{\pi^*}^2 - \omega^2)^2 + 2(\mathbf{p}^2 - m_{\pi^*}^2 + \omega^2)\gamma_{\pi^*}^2 + \gamma_{\pi^*}^4} \right].
\]

In order to interpret the physical implications of Eq. (13) it is simpler to consider the corresponding zero-momentum expression \( \rho_{\text{PS}}(\omega) := \rho_{\text{PS}}(\omega, \mathbf{p} = 0) \), which has the form

\[
\rho_{\text{PS}}(\omega) = \epsilon(\omega) \left[ \theta(\omega^2 - m_\pi^2) \frac{4 \alpha_\pi \gamma_\pi \sqrt{\omega^2 - m_\pi^2}}{(\omega^2 - m_\pi^2 + \gamma_\pi^2)^2} + \theta(\omega^2 - m_{\pi^*}^2) \frac{4 \alpha_{\pi^*} \gamma_{\pi^*} \sqrt{\omega^2 - m_{\pi^*}^2}}{(\omega^2 - m_{\pi^*}^2 + \gamma_{\pi^*}^2)^2} \right].
\]

Equation (14) possesses several distinct characteristics, including the existence of energy thresholds at \( \omega = m_\pi, m_{\pi^*} \), and the presence of peaked contributions for each of the particle components, with the locations of the peaks given by

\[
\omega_i^{\text{peak}} = \sqrt{m_i^2 + \frac{1}{3} \gamma_i^2}, \quad i = \pi, \pi^*.
\]

The temperature-dependent parameters \( \gamma_i \) have the interpretation of thermal width parameters since they control both the relative size and location of the spectral function peaks via Eq. (15). In the \( T \to 0 \) limit \( \gamma_i \) become increasingly smaller, and Eq. (13) approaches the zero-temperature form: \( 2\pi \epsilon(\omega) \sum_{i=\pi, \pi^*} \delta(\omega^2 - m_i^2) \), as expected.

Using the values of the parameters extracted from the fit ansatz in Eq. (10), together with Eq. (14), we were able to evaluate the explicit form of the spectral function at each of the available temperatures. This is displayed in Fig. 1. The left plot shows the unit-normalised spectral function \( \hat{\rho}_{\text{PS}}(\omega) \) with its respective 1\( \sigma \) error band for \( m_\pi = 140 \text{ MeV} \), and in the right plot is the corresponding rescaled expression \( \hat{\rho}_{\text{PS}}(\omega)/\omega^2 \). The most prominent feature in Fig. 1 (left) is that the pion component of the spectral function gives a pronounced peak at the lowest temperature \( T = 220 \text{ MeV} \), which corresponds to approximately 1.2\( T_{\text{pc}} \). As the temperature rises this peak eventually disappears due to increased thermal broadening, and because the peak location \( \omega_{\pi}^{\text{peak}} \) begins to exceed the \( \pi^* \) threshold at \( \omega = m_{\pi^*} \). Although the \( \pi^* \) features a distinct peak up to around \( T = 660 \text{ MeV} \) it is expected that the inclusion of higher-excited pion states, which are not captured by the lattice data, would modify this picture.
Overall, Fig. 1 supports the physical picture that the pion and its excitations are sequentially melted, and that this process happens gradually and at temperatures significantly larger than the effective chiral symmetry restoration scale $T_{pc}$. This picture is also consistent with the expectations of chiral spin symmetry, which predicts the existence of hadron-like states where chiral symmetry is effectively restored but quarks are still bound [28–30], and has been shown to be approximately realised in the temperature range $T_{pc} \lesssim T \lesssim 3T_{pc}$ on the same lattice configurations [28, 29].

3.2 Temporal correlator comparison

As outlined in Sec. 1, spatial and temporal correlators have very different dependencies on the spectral function. This therefore presents a straightforward and non-perturbative test of the consistency of any extracted spectral function: the spectral function determined from spatial correlators must predict the corresponding temporal ones, and vice versa. In Ref. [29] the authors generated temporal correlator data at $T = 220$ MeV with the same lattice setup as that used to calculate the spatial correlator in Ref. [28]. By combining Eq. (2) (at $p = 0$) with Eq. (14) one can therefore use the extracted spectral function at $T = 220$ MeV to predict the form of the temporal correlator and compare with the data of Ref. [29]. Since the spectral functions in Fig. 1 are unit normalised, in order to be consistent, the corresponding temporal correlator prediction $\hat{C}_{PS}(\tau)$ must be compared with the lattice data of Ref. [28] which is rescaled with the same normalisation. The details of this rescaling procedure are described in Ref. [13]. The comparison of the $\hat{C}_{PS}(\tau)$ prediction and rescaled lattice data at $T = 220$ MeV are displayed in Fig. 2.

One can see from Fig. 2 that the $\hat{C}_{PS}(\tau)$ prediction provides a good description of the lattice data at large values of $\tau$. As $\tau$ becomes smaller, the prediction begins to underestimate the lattice points, which is entirely expected since $\hat{\rho}_{PS}(\omega)$ only contains information about the two lowest-lying states $\pi$ and $\pi^*$, and for small values of $\tau$ the higher-excited states begin to exert a greater influence on the behaviour of $\hat{C}_{PS}(\tau)$. Indeed, we observe quantitative agreement for $\tau \gtrsim 0.0007$ MeV$^{-1} \approx m_\pi^{-1}$, which is the smallest screening length resolved by the spatial correlator. Figure 2 therefore provides robust evidence that the spectral function in Eq. (13) is fully consistent with the lattice correlator data from Refs. [28, 29] on length scales $\ell \gtrsim m_\pi^{-1}$ at $T = 220$ MeV.
4 Conclusions and outlook

Understanding the non-perturbative structure of correlation functions at finite temperature is essential for obtaining a correct physical interpretation of how particles behave in the presence of a thermal medium. The locality of fields in particular imposes significant constraints, including the existence of a spectral representation for the Euclidean spatial correlator $C(x_3)$. With this representation we demonstrate that under certain conditions the large-$x_3$ behaviour of $C(x_3)$ is dominated by the lowest-energy particle states, and that in such a regime the spectral function can be directly extracted from $C(x_3)$ data, avoiding the well-known inverse problem. Applying these results to lattice QCD data for the light-quark spatial pseudo-scalar meson correlator in the temperature range $220-960$ MeV we are able to determine the explicit contributions to the spectral function $\rho_{PS}(\omega, p)$ from the lowest-lying states. As a non-trivial test, we demonstrate that $\rho_{PS}$ is consistent with the corresponding temporal lattice correlator data for $T = 220$ MeV.

We find that the pion $\pi$ and its first-excited state $\pi^*$ dominate the behaviour of $\rho_{PS}$, and that the $\pi$ is distinguishable in a range of temperatures above the chiral pseudo-critical temperature $T_{pc}$. This suggests that non-perturbative effects continue to play an important role above $T_{pc}$ even for hadronic states composed of light quarks, which is consistent with the expectations based on the approximate realisation of chiral spin symmetry. Although this study focused on the spectral properties of correlators involving pseudo-scalar meson operators, this approach can be generalised to meson states with higher spin and different hadronic states, as well as to regimes with non-vanishing baryon density. This work therefore represents a step towards the analytic non-perturbative description of the QCD phase diagram.
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