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Abstract

Nowadays, video sharing websites are becoming more and more popular, such as YouTube, Tiktok. A good way to analyze a video’s sentiment would greatly improve the user experience and would help with designing better ranking and recommendation systems [1,2]. In this project, we used both acoustic information of a video to predict its sentiment levels. For audio data, we leverage transfer learning technique and use a pre-trained VGGish model as a features extractor to analyze abstract audio embeddings [6]. We then used MOSI dataset [5] to further fine-tune the VGGish model and achieved a test accuracy of 90% for binary classification. For text data, we compared traditional bag-of-word model to LSTM model. We found that LSTM model with word2vec outperformed bag-of-word model and achieved a test accuracy of 84% for binary classification.
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1 Introduction

Online video is becoming the dominant media on the internet. People upload and share a huge amount of video clips in video sharing website, such as YouTube. Besides, video plays an important role in social networks, such
as Facebook. With all graphical, acoustic and text information, video provides tons of information for customers. In the meanwhile, all these information gives business owners great potential to design and improve current web applications.

Sentiment level is an important factor for design user-friendly web product. Knowing customer's sentiment level can improve the experience of new feeds system, video recommendation system, etc. Currently, sentiment level prediction based on text data is well studied [1,2]. However, there are very limited studies that used acoustic information to analyze the sentimental levels [3,4]. In this work, we use both the acoustic and text data to train deep neural networks for predicting sentiment levels.

2 Methods

2.1 Dataset

We used Multimodal Opinion level Sentiment Intensity (MOSI) dataset to perform experiments [5]. The MOSI dataset contains 2199 video clips collected from YouTube. For each video clips, both audio recording and transcript is provided in separate files for each sentence. The sentiment level of each video clip is evaluated by five workers on a scale from -3 to 3.

2.2 Data pre-processing and label generation

We pre-processed the original MOSI dataset to generate labels for training. We generated 4 types of labels: 7-class, 3-class, binary and filtered binary class. We first calculated the mean value of the 5 human labeled scores. For 7-class, we rounded it to fall in one of the categories: -3, -2, -1, 0, 1, 2, 3. Then we add a constant 3 to each value to obtain the 7-class labels with all positive values. For 3-class labels, we set the label to be 0 if the mean value is less than 0, 1 if the value equal to 0, and 2 if the value is greater than 0. For binary labels, we set the label to be 0 if the mean value is less than 0, and to be 1 if greater than 0. We discarded the data whose mean score is equal to 0.

We added another step to remove the bias to the binary labels to obtain the filtered binary labels. Specifically, we calculated the standard deviation of the scores, and only kept the subset of samples whose standard deviation was less than 1. With the 7-class, 3-class and binary labels, we can better evaluate our models. With the comparison between the standard binary labels and the filtered binary labels, we can evaluate the effect of potential bias that exists in the MOSI dataset.

2.3 VGGish network and audio feature extraction

VGGish is a VGG-like pre-trained audio classification model which is released by Google [6,7,8]. This model is trained over 2 million human-labeled 10-second video soundtracks for acoustic scene classification tasks. The architecture of the VGGish model is shown in Fig. 1. The pre-trained VGGish network use VGG-like CNN architecture, and can generate embeddings of each 960ms audio window from its fully connected layers. In this work, we leverage this model to perform abstract features extraction on the MOSI dataset.

![Fig. 1. Architecture of pre-trained VGGish model for abstract acoustic feature extraction](image)
We first evaluated the performance of abstract audio embeddings with different dimensions, which are extracted directly from pre-trained VGGish model. The Accuracy for each 960ms window, as well as for each file are reported. The comparison result is shown in Fig. 2.
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**Fig. 2.** Sentiment classification accuracy of feature embeddings extract from different fully connected layers, using pre-trained VGGish model

The data shows that the features extracted from the third last 4096-dimensional layer perform the best. It gives a train accuracy of 81.65%, a test accuracy of 63.74% and a per file accuracy of 80.50%. The performance of the second last 4096-dimension layer is slightly worse than the first one. The last 128-dimension layer only has a train accuracy of 62.95%. Therefore, in the following experiment, without explicit description, we use the first 4096-dimensional fully connected layer for feature extraction, since the high-dimension feature vector is able to...
capture more information. The accuracy for each window and each file is similar, indicating that further increase the length of the audio clip will not improve the classifier performance.

We then conducted the experiment on other three types of labels. The result is shown in Fig. 3. The data shows that the filtered binary labels has an improved performance on training accuracy. However, the testing and per file accuracy are pretty close to the normal binary labels. The performance of 3-class and 7-class labels are worse than binary labels. However, all four types of labels perform better than random guess.

![Comparison of using different methods to generate labels](image)

**Fig. 3. Comparison of using different methods to generate labels for video sentiment level**

To further adapt the VGGish model to the MOSI dataset, we built an end-to-end system by adding a softmax layer in the end to fine tune the VGGish model. The learning history of this end-to-end model is showed in Fig. 4. The data shows a clear rising curve for train and test accuracy. For all four types of labels, test accuracies start from the random guess value, and rise to a plateau value. The final result from the end-to-end system is very close to that from using SVM to classified directly extracted features. For binary, filtered binary, 3-class, and 7-class classification, the test accuracy is around 63%, 63%, 43%, 26%.

![Learning history of fine-tuning VGGish model with MOSI audio data](image)

**Fig. 4. Learning history of fine-tuning VGGish model with MOSI audio data**
Using abstract feature vectors from this fine-tuned model from the first 4096-dimension layer, the classification accuracy improves by a large margin compared with pre-trained model. The results are shown in Fig. 5. Notably, the SVM training accuracy for both binary labels are greater than 97%, and the training accuracy for 3-class and 7-class are 95% and 98%, respectively. The test accuracy gets improved significantly as well. The test accuracy of filtered binary labels is 90.28%. The per-file-accuracy for all four types of labels are greater than 93%, which are significantly increased.

![Extract feature embeddings after fine tuning](image)

**Fig. 5.** Sentiment classification accuracy of feature embeddings extract from different fully connected layers, using fine-tuned VGGish model

### 3.2 Text: LSTM with word2vec

Before we implemented deep-learning methods, we tried bag-of-word model and other traditional machine learning methods (e.g., SVM with different kernels, random forest, k-neighbors). Best test accuracy came from Random Forest (78%). Using linear SVM, the model performed best in binary label. But in seven-class label, test accuracy is only 36%. The results are shown in Fig. 6 and Fig. 7, respectively.

![Performance of bag-of-word model](image)

**Fig. 6.** Performance of bag-of-word model for sentiment classification using different labeling strategies
Then we trained LSTM models to classify sentiment label based on work2vec conversion of the raw text. The training history is shown in Fig. 8.

The accuracy of the LSTM model using different labeling strategies is shown in Fig. 8. We can achieve a highest accuracy of 83% on binary filtered label.
4 Conclusion

In this work, with MOSI dataset, we implemented LSTM and word2vec embedding in text data, and use pre-trained VGGish model to extract abstract features from audio data. With filtered binary labels, LSTM model can reach 83% test accuracy, which is much higher than traditional machine learning models, such as SVM. For filtered binary labels, using SVM on features directly extracted from the pre-trained VGGish model gives a test accuracy of 62%. However, after fine tuning the VGGish model, the test accuracy is increased to 90%.

For future work, we will explore ways to directly concatenate audio and text embeddings together, to further improve the prediction accuracy for sentiment. We will also explore how to apply video sentiment information to existing video ranking and recommendation systems.
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