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Abstract

Anomaly detection refers to the task of finding unusual instances that stand out from the normal data. In several applications, these outliers or anomalous instances are of greater interest compared to the normal ones. Specifically in the case of industrial optical inspection and infrastructure asset management, finding these defects (anomalous regions) is of extreme importance. Traditionally and even today this process has been carried out manually. Humans rely on the saliency of the defects in comparison to the normal texture to detect the defects. However, manual inspection is slow, tedious, subjective and susceptible to human biases. Therefore, the automation of defect detection is desirable. But for defect detection, lack of availability of a large number of anomalous instances and labelled data is a problem. In this paper, we present a convolutional auto-encoder architecture for anomaly detection that is trained only on the defect-free (normal) instances. For the test images, residual masks that are obtained by subtracting the original image from the auto-encoder output are thresholded to obtain the defect segmentation masks. The approach was tested on two data-sets and achieved an impressive average F1 score of 0.885. The network learnt to detect the actual shape of the defects even though no detected images were used during the training.

1 Introduction

An anomaly is anything that deviates from the norm. Anomaly detection refers to the task of finding the anomalous instances. Defect detection is a special case of anomaly detection and has applications in industrial settings. Manual inspection by humans is still the norm in most of the industries. The inspection process is completely dependent on the visual difference of the anomaly (defect) from the normal background or texture. The process is prone to errors and has several drawbacks such as training time and cost, human bias and subjectivity, among others. Individual factors such as age, visual acuity, scanning strategy, experience, and training impact the errors caused during the manual inspection process [1]. As a result, these challenges faced in the manual inspection by humans, automation of defect detection has been a topic of research across different application areas such as steel surfaces [2], rail tracks [3] and fabric [4], to name a few. However, all these techniques face two common problems: lack of large labelled data and the limited number of anomalous samples. Semi-supervised techniques try to tackle this challenge. These techniques are based on the assumption that we have access to the labels for only one class type i.e. the normal class [5]. They try to estimate the underlying distribution of the normal samples either implicitly or explicitly. This is followed by the measurement of deviation or divergence of the test samples from this distribution to determine an anomalous sample. To take an example of semi-supervised anomaly detection, Schlegl et al. [6] used Generative Adversarial Networks (GANs) for anomaly detection in optical coherence tomography images of the retina. They trained a GAN on the normal data to learn the underlying distribution of the anatomical variability. But they did not train an encoder for mapping the input image to the latent space. Because of this, the method needed an optimization step for every test image to find a point in the latent space that corresponded to the most visually similar generated image which made it slow. In this research, we explore an auto-encoder based approach that also tries to estimate the distribution of the normal data and then uses residual maps to find the defects. It is described in the next section.

2 Method

The proposed network architecture is shown in Figure 1. It is similar to the UNet [7] architecture. The encoder (layers x1 to x5) uses progressively decreasing filter sizes from 11 × 11 to 3 × 3. This decreasing filter size is chosen to allow for a larger field of view for the network without having to use large number of smaller size filters. Since deeper networks have a greater tendency to over-fit to the data and have poor generalization. The decoder structure has kernel sizes that are in the reverse of the encoder order and uses Transposed Convolution Layers. The output from the encoder layers is concatenated with the previous layers before passing to layers x7 to x9. For every Conv2D(Transpose) layer the parameters shown are kernel size, stride and number of filters for that layer. After every layer, batch normalization [8] is applied which is followed by the ReLU activation function [9]. For a $H \times W$ input the network outputs a $H \times W$ reconstruction. The network is trained on only the defect-free or normal data samples. Tensorflow 2.0 was used for conducting the experiments. The loss function used was the L2 norm or MSE (Mean Squared Error). The label in this case is the original input image and the prediction is the image reconstructed by the auto-encoder. Adam optimizer [10] was used with default settings. The training was done for 50 epochs.

Our hypothesis is that the auto-encoder will learn representations that would only be able to encode and decode the normal samples properly and will not be able to reconstruct the anomalous regions. This shall cause large residuals for the defective regions in the residual map obtained by subtracting the reconstructed image from the input image as shown in Equation 1. The subtraction is done at per pixel-level. This is followed by a thresholding operation to obtain the final defect segmentation.

$$R = X - AE(X)$$  \hspace{1cm} (1)

where $R$ is the residual, $X$ is the input and $AE(X)$ is the output (reconstructed image) of the auto-encoder. The data-sets used for conducting the experiments are described next.

3 Data-sets

1. DAGM[11] is a synthetic data-set for industrial optical inspection and contains ten classes of artificially generated textures with anomalies. For this study, the Class 8 having the crack defect was randomly selected. It (hereafter referred to as DAGM8) contains 150 images with one defect per image and 1000 defect-free images.

2. RSDDs (Rail surface discrete defects) [12] contains varying sized images of two different types of rails. We randomly selected the RSDDs Type-I category (referred to as RSDDsI) containing 67 images from express rails for the experiments. Segmentation masks were available which were used to extract 300 × 160 patches from the images and were classified into the anomaly and normal class to build the training and test data-set.

4 Results

A few examples of segmentation results obtained after applying thresholding operation to the residual maps on the DAGM8 and RSDDsI data-set are shown in 2 (a) and (b) respectively and the F1 score values are shown in Table 1. As can be seen, on the synthetic DAGM8 data-set the network could detect the cracks (anomalies) and there was little to no noise. This is in concurrence with the high F1 score value of 0.96. However, for the RSDDsI data-set, the results are a bit noisy. The same point is reflected by a lower F1 Score value of 0.81. Even though the thresholded residual maps managed to detect the defects in most of the images, the results contained more noise. One more observation was that the segmentation result was very sensitive to the choice of the threshold and minor changes led to large variations in the detection output. For the RSDDsI data-set, the illumination conditions were also varying in addition to the inherent noise in the data-set. For some images in the data-set, these areas were also not properly reconstructed by...
**Fig. 1:** Proposed auto-encoder network architecture (similar to the UNet architecture). The encoder (layers x1 to x5) uses progressively decreasing filter sizes from $11 \times 11$ to $3 \times 3$. The decoder structure has kernel sizes that are in the reverse of the encoder order and uses Transposed Convolution Layers. The output from the encoder layers is concatenated with the previous layers before passing to layers x7 to x9. For every Conv2D(Transpose) layer the parameters shown are kernel size, stride and number of filters for that layer. After every layer, batch normalization is applied which is followed by the ReLU activation function. For a $H \times W$ input the network outputs a $H \times W$ reconstruction. The network is trained on only the defect-free or normal data samples.

**Fig. 2:** Few examples of defect detection output on the DAGMC8 (Fig. 2 (a)) and RSDDsI (Fig. 2 (b)) data-sets respectively.
the auto-encoder, leading to false positives. Even though the geometric shapes and extent of the defects were different across images, the actual shapes of the anomalies were detected. This could be beneficial for applications where certain specific metrics need to be calculated for the defects. However, the lack of control over the types of defects that are detected by the auto-encoder reduces the targeting capability in comparison to supervised approaches.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|}
\hline
Data-set & F1 Score \\
\hline
DAGM8 & 0.96 \\
RSDDsI & 0.81 \\
\hline
\end{tabular}
\caption{F1 Score values on the DAGMC8 and RSDDsI data-set obtained by using the proposed method.}
\end{table}

5 Conclusion and Future Work

In this work, we explored and presented a semi-supervised anomaly detection technique using deep learning based AutoEncoders. The proposed network architecture is similar to UNet. It can be trained using only the normal samples. This is an important feature that is essential for practical applications where a limited number of anomalous samples and a large number of normal samples are available. The approach led to an impressive average F1 score of 0.885 on two data-sets. Qualitative results obtained on two data-sets show that the technique leads to the detection of anomalies which can vary in terms of shape, geometry, etc. However, the method is sensitive to the choice of the threshold. Even illumination changes were picked up by the method as anomalies which is undesirable. For future work, experiments on data-sets with more than one defect type per image could be conducted. Structural Similarity Index (SSIM) could be explored as a loss function. It compares two images based on luminance, contrast, and structure and as a result is a better measure of visual similarity in comparison to the mean squared error. Also, some kind of statistic such as the L1 norm calculated on the residual images could be used as an anomaly score. Rather than subtracting the reconstructed image, other comparison methods should be explored. Exploring ways to make the network invariant to irrelevant factors such as illuminance needs to also be explored.
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