Moving object tracking employing rigid body motion on matrix Lie groups
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Abstract—In this paper we propose a novel method for estimating rigid body motion by modeling the object state directly in the space of the rigid body motion group SE(2). It has been recently observed that a noisy manoeuvring object in SE(2) exhibits banana-shaped probability density contours in its pose. For this reason, we propose and investigate two state space models for moving object tracking: (i) a direct product SE(2) × R^3 and (ii) a direct product of the two rigid body motion groups SE(2) × SE(2). The first term within these two state space constructions describes the current pose of the rigid body, while the second one employs its second order dynamics, i.e., the velocities. By this, we gain the flexibility of tracking omnidirectional motion in the vein of a constant velocity model, but also accounting for the dynamics in the rotation component. Since the SE(2) group is a matrix Lie group, we solve this problem by using the extended Kalman filter on matrix Lie groups and provide a detailed derivation of the proposed filters. We analyze the performance of the filters on a large number of synthetic trajectories and compare them with (i) the extended Kalman filter based constant velocity and turn rate model and (ii) the linear Kalman filter based constant velocity model. The results show that the proposed filters outperform the other two filters on a wide spectrum of types of motion.

I. INTRODUCTION

A wide area of robotics research has extensively focused on the practical approaches of using different types of manifolds. Besides performance, filters operating on manifolds can provide other advantages as they avoid singularities when representing state spaces with either redundant degrees of freedom or constraint issues [1], [2]. Among the manifolds, the homogeneous transformation matrices, also referred to as the rigid body motion group SE(n), hold a special reputation. They have been used in a variety of applications, and have risen to popularity firstly through manipulator robotics [3], [4] and later through vision applications [5], [6]. Even though the state description using the rigid body motion group, for both the 2D and 3D case, has been a well known representation, techniques for associating the uncertainty came into focus later [7]. So far, the rigid body motion group with associated uncertainty has been used in several robotics applications such as SLAM [8], motion control [9], shape estimation [10], pose estimation [11] and pose registration [12].

Among them, pose estimation represents one of the central problems in robotics. Recently in [11] the authors discussed the advantages of employing uncertainties on SE(2) (therein called the exponential coordinates) with respect to Euclidean spaces and have provided the means for working in the exponential coordinates rather than representing the robot's position with Gaussians in Cartesian coordinates. This stems from the fact that the uncertain robot motion, and consequently its pose, usually exhibit banana-shaped probability density contours rather than the elliptical ones [13], as illustrated in Fig. 1. The classical Kalman filter is designed to operate in the Cartesian space and as such does not provide a framework for filtering directly on the SE(2) group. Recently, some works have addressed the uncertainty on the SE(2) group proposing new distributions [14], [15]. However, these interesting approaches do not yet provide a closed-form Bayesian recursion framework (involving both the prediction and update) that can include higher order motion and non-linear models.

An extended Kalman filter on matrix Lie groups (LG-EKF) has been recently proposed in [16]. It provides an estimation framework for filtering directly on matrix Lie groups, of which the SE(2) group is a member. In accordance with the needs of moving object state estimation problems, higher order motion often needs to be exploited, as in the vein of the constant velocity (CV) or acceleration motion models [17], but in the space such as the rigid body motion group SE(2). In the present paper we propose a method for moving object tracking employing its second order motion directly on the SE(2) group based on the discrete LG-EKF. For this purpose, we model the state space either as a direct product of (i) a rigid body motion group and a Euclidean vector or (ii) two rigid body motion groups, i.e.,

\[
(i) \ SE(2) \times R^3 \quad \text{or} \quad (ii) \ SE(2) \times SE(2) = SE(2)^2.
\] 

In both cases the first term tracks the pose of the object, while...
the second one handles the velocities. In the end, we conduct experimental validation of the proposed filters on synthetic data and compare their performance with the CV and constant turn rate and velocity (CTRV) motion models [18] used within the classical extended Kalman filter (EKF) framework.

The rest of the paper is organized as follows. Section II gives an insight into the motivation behind the present paper. Section III provides the preliminaries including the basic definitions and operators for working with matrix Lie groups, with emphasis on the special euclidean group SE(2). The method for exploiting higher order motion is presented in Section IV and the proposed estimation strategies are investigated on a synthetic dataset and compared with two Kalman filter based methods. Finally, concluding remarks are drawn in Section V.

II. MOTIVATION

The choice of the state space and the approach to the motion modelling present a significant focus of this paper. The physical interpretation behind associating the uncertainty with the SE(2) group has been analyzed in [11]. Therein, the authors particularly study the shape of the uncertainty by considering differential drive mobile robot motion. The authors conclude that the SE(2) approach provides significant flexibility in describing the position uncertainty, enabling one to analytically work with banana-shaped uncertainty contours. In this work, given the previous moving object tracking discussion, we aim to track omnidirectional motion in order to achieve high flexibility in motion modeling. This is motivated by considering tracking in unknown dynamic environments comprising of multiple unknown moving objects. For example, a mobile robot building a map of an unknown environment consisting of humans and other robots with various kinematics, or a busy intersection with mixed traffic involving cars, trams, motorcycles, bicycles and pedestrians.

By searching for the flexibility to control the velocities in both $x$ and $y$ direction, as well as the rotational velocity, one comes to formulation of the state space as $\text{SE}(2) \times \mathbb{R}^3$. In this case, the SE(2) term tracks the pose of a rigid body object supporting the forming of banana-shaped uncertainty contours, while the $\mathbb{R}^3$ term describes velocities along the three axis in a classical manner forming elliptical-only contours. Examples of omnidirectional mechanical robot platforms implementations which can be described by this state space construction are the Palm Pilot Robot, Uranus, and Killough [19], which are based on the Swedish $45^\circ/90^\circ$ wheels.

However, if we consider a robot construction that has additional flexibility of controlling the steering angle of one or more wheels, it turns out that by sampling such kinematic models the uncertainty in the space of velocities also has banana-shaped contours. Given that, we further propose to model the state space as $\text{SE}(2)^2$ group where now the second term exploits the second order motion (velocities), and supports the flexibility of forming the banana-shaped uncertainty contours in the velocity space. Examples of mechanical omnidirectional robot platforms capable of such motion are the Nomad XR4000 and Hyperion [19]. Detailed physical and kinematic interpretations of these models are, however, out of the scope of this paper and are a subject for future work.

III. PRELIMINARIES

A. Lie groups and Lie algebra

In this section, we provide notations and properties for matrix Lie groups and the associated Lie algebras which will be used for the filter including the SE(2) group in the state space. For a more formal introduction of the used concepts, the interested reader is directed to [20], where the author provides a rigorous treatment of representing and propagating uncertainty on matrix Lie groups.

The SE(2), specifically, is a matrix Lie group. A Lie group is a group which has the structure of a smooth manifold, i.e., it is sufficiently often differentiable [2], such that group composition and inversion are smooth operations. Furthermore, for a matrix Lie group $G$ these operations are simply matrix multiplication and inversion, with the identity matrix $I_{n \times n}$ being the identity element [20]. An interesting property of Lie groups, basically curved objects, is that they can be almost completely captured by a flat object, such as the tangential space; and this leads us to another important concept—the Lie algebra $\mathfrak{g}$ associated to a Lie group $G$.

Lie algebra $\mathfrak{g}$ is an open neighborhood of $0_{n \times n}$ in the tangent space of $G$ at the identity $I_{n \times n}$. The matrix exponential $\exp_G$ and matrix logarithm $\log_G$ establish a local diffeomorphism between these two worlds, i.e., Lie groups and Lie algebras

$$\exp_G : \mathfrak{g} \rightarrow G \text{ and } \log_G : G \rightarrow \mathfrak{g}.$$ (2)

The Lie algebra $\mathfrak{g}$ associated to a $p$-dimensional matrix Lie group $G \subset \mathbb{R}^{n \times n}$ is a $p$-dimensional vector space defined by a basis consisting of $p$ real matrices $E_i$, $i = 1, ..., p$ [9]. A linear isomorphism between $\mathfrak{g}$ and $\mathbb{R}^p$ is given by

$$[\cdot]^\vee_G : \mathfrak{g} \rightarrow \mathbb{R}^p \text{ and } [\cdot]^\wedge_G : \mathbb{R}^p \rightarrow \mathfrak{g}. $$ (3)

Lie groups are not necessarily commutative and require the use two operators to capture this property and thus, enable the adjoint representation of (i) $G$ on $\mathbb{R}^p$ denoted as $\text{Ad}_G$ and (ii) $\mathbb{R}^p$ on $\mathbb{R}^p$ denoted as $\text{ad}_G$ [20]. All the discussed operators in the present section are presented later in the paper for the proposed state space constructions.

B. Concentrated Gaussian Distribution

Another important concept in the LG-EKF framework is that of the concentrated Gaussian distribution (CGD). In order to define the CGD on matrix Lie groups, the considered group needs to be a connected unimodular matrix Lie group [21], which is the case for the majority of matrix Lie groups used in robotics.

Let the probability density function (pdf) of $X$, a state on a $p$-dimensional matrix Lie group $G$, be defined as [22]

$$p(X) = \beta \exp \left(-\frac{1}{2}[\log_G(X)]^\vee_G P^{-1}[\log_G(X)]^\wedge_G\right), $$ (4)
where $\beta$ is a normalizing constant chosen such that (4) integrates to unity. In general $\beta \neq (2\pi)^{-p/2}|P|^{-1/2}$ with $| \cdot |$ being the matrix determinant and $P$ a positive definite matrix.

Furthermore, let $\epsilon$ be defined as $\epsilon \triangleq [\log_G(X)]_G$. If we now assume that the entire mass of probability is contained inside $G$, then $\epsilon$ can be described by $\epsilon \sim N_G(0^{p \times 1}, P)$. This represents the CGD on $G$ around the identity $e$. Furthermore, it is a unique parametrization space where the bijection between $\exp_G$ and $\log_G$ exists. Now, the pdf of $X$ can be ‘translated’ over the $G$ by using the left action of the matrix Lie group

$$X = \mu \exp G ([\epsilon]_G), \text{ with } X \sim G(\mu, P),$$

where $G$ denotes the concentrated Gaussian distribution [16], [22] with the mean $\mu$ and the covariance matrix $P$. In other words, the mean $\mu$ of the state $X$ resides on the $p$-dimensional matrix Lie group $G$, while the associated uncertainty is defined in the space of the Lie algebra $g$, i.e., by the linear isomorphism the Euclidean vector space $\mathbb{R}^p$. By this, we have introduced the distribution forming the base for the LG-EKF.

C. The SE(2) group

The motion group SE(2) describes the rigid body motion in 2D and is formed as a semi-direct product of the plane $\mathbb{R}^2$ and the special orthogonal group $SO(2)$ corresponding to translational and rotational parts, respectively. It is defined as

$$SE(2) = \left\{ \begin{pmatrix} R & t \\ 0 & 1 \end{pmatrix} \in \mathbb{R}^{3 \times 3} \mid \{R, t\} \in SO(2) \times \mathbb{R}^2 \right\}.$$

Now, we continue with providing the basic ingredients for handling SE(2), giving the relations for operators from III-A, needed for manipulation between the triplet (Lie group $G$, Lie algebra $g$, Euclidean space $\mathbb{R}^p$).

For the Euclidean spaced vector $x = [x \ y \ \theta]^T$, the most often associated element of the Lie algebra $\mathfrak{se}(2)$ is given as

$$[x]_{SE(2)} = \begin{bmatrix} 0 & -\theta & x \\ \theta & 0 & y \\ 0 & 0 & 0 \end{bmatrix} \in \mathfrak{se}(2).$$

Correspondingly, its inverse $[\cdot]_{SE(2)}^\vee$ is trivial.

The exponential map for the SE(2) group is given as

$$\exp_{SE(2)}([x]_G) = \begin{bmatrix} \cos \theta & -\sin \theta & t_x \\ \sin \theta & \cos \theta & t_y \\ 0 & 0 & 1 \end{bmatrix} \in SE(2).$$

The Adjoint operator $Ad_G$ used for representing $T \in SE(2)$ on $\mathbb{R}^3$ is given as

$$Ad_{SE(2)}(T) = \begin{bmatrix} R & Jt \\ 0 & 1 \end{bmatrix} \text{ with } J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.$$ (14)

The adjoint operator $ad_G$ for representing $\mathbf{x} \in \mathbb{R}^3$ on $\mathbb{R}^3$ is given by

$$ad_{SE(2)}(\mathbf{x}) = \begin{bmatrix} -\theta J & Jy \\ 0 & 1 \end{bmatrix},$$

where $y = [x \ y]^T \in \mathbb{R}^2$.

IV. RIGID BODY MOTION TRACKING

A. EKF on matrix Lie groups

For the general filtering approach on matrix Lie groups, the system is assumed to be modeled as satisfying the following equation [23]

$$X_{k+1} = f(X_k, n_k) = X_k \exp G \left([\Omega_k + n_k]_G \right),$$

where $X_k \in G$ is the state of the system at time $k$, $G$ is a $p$-dimensional Lie group, $n_k \sim N_{\mathbb{R}^p}(0^{p \times 1}, Q_k)$ is white Gaussian noise and $\Omega_k = \Omega(X_k) : G \rightarrow \mathbb{R}^p$ is a non-linear $C^2$ function.

The prediction step of the LG-EKF, based on the motion model (16), is governed by the following formulae

$$\mu_{k+1|k} = \mu_k \exp G \left([\hat{\Omega}_k]_G \right)$$

$$P_{k+1|k} = F_k P_k F_k^T + \Phi_G(\hat{\Omega}_k)Q_k \Phi_G(\hat{\Omega}_k)^T,$$

where $\mu_{k+1|k} \in G$ and $P_{k+1|k} \in \mathbb{R}^{p \times p}$ are predicted mean value and the covariance matrix, respectively, hence the state remains $G$-distributed $X_{k+1|k} \sim G(\mu_{k+1|k}, P_{k+1|k})$. The operator $F_k$, a matrix Lie group equivalent to the Jacobian of $f(X_k, n_k)$, and $\Phi_G$ are given as follows

$$F_k = \frac{\partial}{\partial \theta} \exp_G ([\theta]_G)_{\theta=0},$$

$$\Phi_G(v) = \sum_{m=0}^{\infty} \frac{(-1)^m}{(m+1)!} \exp_G ([\theta]_G)^m, \ v \in \mathbb{R}^p,$$

$$\mathcal{C}_k = \frac{\partial}{\partial \theta} \Omega(\mu_k \exp_G ([\theta]_G))_{\theta=0} = \frac{\partial}{\partial \theta} \Omega(\mu_k \exp_G ([\theta]_G))_{\theta=0}.$$

The discrete measurement model on the matrix Lie group is modelled as

$$Z_{k+1} = h(X_{k+1}) \exp G^* ([m_{k+1}]_{G^*}),$$

where $Z_{k+1} \in G^*$, $h : G \rightarrow G^*$ is a $C^1$ function and $m_{k+1} \sim N_{\mathbb{R}^q}(0^{q \times 1}, R_{k+1})$ is white Gaussian noise.

The update step of the filter, based on the measurement model (22), strongly resembles the standard EKF update procedure, relying on the Kalman gain $K_{k+1}$ and innovation vector $\nu_{k+1}$ calculated as follows

$$K_{k+1} = P_{k+1|k} H_{k+1}^T (H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1})^{-1},$$

$$\nu_{k+1} = K_{k+1} \left( [\log_{G^*} (h(\mu_{k+1|k})^{-1}Z_{k+1})]_{G^*} \right).$$
Finally, having defined all the constituent elements, the update

\begin{equation}
\mathcal{H}_{k+1} = \frac{\partial}{\partial \epsilon} \left[ \log_{\mathcal{G}} \left( h(\mu_{k+1}) \right)^{-1} \right]
\end{equation}

\begin{equation}
\mathcal{H}_{k+1}(\mu_{k+1}) \exp_{\mathcal{G}} \left( [\epsilon \mathcal{G}] \right) \right|_{\epsilon=0}.
\end{equation}

As in the case of the prediction step, the state $X_{k+1} \sim \mathcal{G}(\mu_{k+1}, P_{k+1})$ remains $\mathcal{G}$–distributed after the correction as well. For a more formal derivation of the LG-EKF, the interested reader is referred to [16].

Since the employment of the SE(2) × $\mathbb{R}^3$ follows the similar, but slightly simpler derivation, in the sequel we derive the LG-EKF filter for estimation on the state space modelled as SE(2)$^2$. This approach is in our case applied, but not limited, to the problem of moving object tracking.

B. LG-EKF on SE(2)$^2$

As mentioned previously, we model the state $X$ to evolve on the matrix Lie group $G = $ SE(2)$^2$ which is symbolically represented by

\begin{equation}
X = \begin{bmatrix} R_h & t \\ 0_{1 \times 2} & 1 \end{bmatrix} = \begin{bmatrix} T_h \\ T_d \end{bmatrix}_G,
\end{equation}

where $T_s$ is the stationary component and $T_d$ brings the second order dynamics. Note that the matrix Lie group composition and inversion are simple matrix multiplication and inversion, hence the previous symbolic representation can be used for all the calculations dealing with operations on $G$.

The Lie algebra associated to the Lie group $G$ is denoted as $\mathfrak{g} = \mathfrak{se}(2)^2$, thereby for $x = \left[ x_p \ x_d \right]^T \in \mathbb{R}^6$, where $x_p = [x \ y \ \omega]^T$ and $x_d = [v_x \ v_y \ \omega]^T$, the following holds

\begin{equation}
[x]_G^\wedge = \begin{bmatrix} [x_p]_{SE(2)}^\wedge \\ [x_d]_{SE(2)}^\wedge \end{bmatrix} = \begin{bmatrix} [x_p]_{SE(2)}^\wedge \\ [x_d]_{SE(2)}^\wedge \end{bmatrix} \in \mathfrak{g}.
\end{equation}

The exponential map for such defined $G$ is

\begin{equation}
\exp_{\mathcal{G}}([\epsilon \mathcal{G}]) = \begin{bmatrix} \exp_{SE(2)} \left( [\epsilon \mathcal{G}] \right) \\ \exp_{SE(2)} \left( [\epsilon \mathcal{G}] \right) \end{bmatrix}.
\end{equation}

Now, we have all the necessary ingredients for deriving the terms to be used within the LG-EKF. Several examples of the uncertain transformations following the SE(2)$^2$ motion model are shown in Fig. 2 (the SE(2) × $\mathbb{R}^3$ model would exhibit similar behaviour).

1) Prediction: We propose to model the motion (16) of the system by

\begin{equation}
\Omega(X_k) = \begin{bmatrix} T_{v_x} \\ T_{v_y} \\ T_{\omega} \\ 0 \\ 0 \end{bmatrix} \in \mathbb{R}^6,
\end{equation}

\begin{equation}
n_k = \begin{bmatrix} x^2 n_{x_k} \\ y^2 n_{y_k} \\ n_{\omega_k} \\ T_{n_{x_k}} \\ T_{n_{y_k}} \\ n_{\omega_k} \end{bmatrix} \in \mathbb{R}^6.
\end{equation}

With such a defined motion model, the system is corrupted with white noise over three separated components, i.e., $n_x$ the noise in the local $x$ direction, $n_y$ the noise in the local $y$ direction, $n_\omega$ as the noise in the rotational component. Given that, the intensity of the noise components acts as acceleration over the associated axes in the system. If the system state at the discrete time step $k$ is described with $X_k \sim \mathcal{G}(\mu_k, P_k)$, the mean value and the covariance can be propagated using (17) and (18).

The covariance propagation is more challenging, since it requires the calculation of (21). For the Lie algebraic error $\epsilon \triangleq [\epsilon_x \ \epsilon_y \ \epsilon_\omega \ \epsilon_{\omega_1} \ \epsilon_{\omega_2} \ \epsilon_{\omega_3}]$, we need to set the following

\begin{equation}
\Omega(\mu_k \exp_{\mathcal{G}} ([\epsilon \mathcal{G}])) = \begin{bmatrix} \Delta T v_{x_k} + \Delta T \cos \omega_k v_1 - \Delta T \sin \omega_k v_2 \\ \Delta T v_{y_k} + \Delta T \sin \omega_k v_1 + \Delta T \cos \omega_k v_2 \\ \Delta T \omega_k + \Delta T \epsilon_\omega \end{bmatrix}.
\end{equation}

where

\begin{equation}
v_1 = [\epsilon_{\omega_1} \ \sin \omega + \epsilon_{\omega_3} (\cos \omega - 1)] \epsilon_\omega^{-1},
v_2 = [\epsilon_{\omega_1} (1 - \cos \omega) + \epsilon_{\omega_3} \sin \omega] \epsilon_\omega^{-1}.
\end{equation}

Let $\Omega_{1,k} \ , \ \Omega_{2,k} \ , \ \Omega_{3,k}$ denote the first three rows of the vector (31), respectively (whereas the last three rows are trivial $\Omega_{4,k} = \Omega_{5,k} = \Omega_{6,k} = 0$). Even though the multivariate limits $\frac{\partial \Omega_{1,k}}{\partial \epsilon_\omega} \bigg|_{\epsilon=0}$ and $\frac{\partial \Omega_{2,k}}{\partial \epsilon_\omega} \bigg|_{\epsilon=0}$ appear involved, their derivation
follow from patient algebraic manipulations. The resulting terms are shown in (33). The matrix \( \mathcal{C}_k \) is finally then given as

\[
\mathcal{C}_k = \begin{bmatrix}
0^{3 \times 3} & \Delta T \cos \omega_k & -\Delta T \sin \omega_k & 0 \\
\Delta T \sin \omega_k & \Delta T \cos \omega_k & 0 & \Delta T \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

(34)

The adjoint operators \( \text{Ad}_G \) and \( \text{ad}_G \) are formed block diagonally as

\[
\text{Ad}_G(X) = \text{diag} \left( \text{Ad}_{SE(2)}(T_s), \text{Ad}_{SE(2)}(T_d) \right),
\]

\[
\text{ad}_G(x) = \text{diag} \left( \text{ad}_{SE(2)}(x_s), \text{ad}_{SE(2)}(x_d) \right).
\]

The last needed ingredient is the process noise covariance matrix \( Q_k \). Assuming the constant acceleration over the sampling period \( \Delta T \), we model the process noise as a discrete white noise acceleration over the three components: \( n_{x_k}, n_{y_k} \) and \( n_{\omega_k} \). At this point, we can use the equation (18) for predicting the covariance of the system.

2) Update: The predicted system state is described with \( X_{k+1|k} \sim \mathcal{G}(\mu_{k+1|k}, P_{k+1|k}) \) and now we proceed to updating the state by incorporating the newly arrived measurement \( Z_{k+1} \in G' \). In this case, we choose the measurements to arise in the Euclidean space \( \mathbb{R}^2 \), measuring the current position of the tracked object in 2D. This choice is application related and is more discussed in the next section. For this reason and since the Euclidean space is a trivial example of a matrix Lie group, we introduce the representation of \( z = [x_z \ y_z]^T \in \mathbb{R}^2 \) in the form of a matrix Lie group \( Z \in G' \subset \mathbb{R}^{3 \times 3} \) and Lie algebra \( [z]_G \in g' \subset \mathbb{R}^{3 \times 3} \).

\[
Z = \begin{bmatrix}
I^{2 \times 2} & z \\
0^{1 \times 2} & 1
\end{bmatrix} \quad \text{and} \quad [z]_G = \begin{bmatrix}
0^{2 \times 2} & z \\
0^{1 \times 2} & 0
\end{bmatrix}.
\]

(36)

Please note there exists a trivial mapping between the members of the triplet \( \mathbb{R}^2, g' \) and \( G' \), hence the formal inverses of the terms from (36) are omitted here.

The measurement function is the map \( h : \text{SE}(2)^2 \to \mathbb{R}^2 \). The element that specifically needs to be derived is the measurement matrix \( \mathcal{H}_{k+1} \), which in the vein of (33), requires using partial derivatives and multivariate limits. Again, we start with definition of the Lie algebraic error \( \epsilon = [\epsilon_x \ \epsilon_y \ \epsilon_v_x \ \epsilon_v_y \ \epsilon_\omega]^T \). The function to be partially derived is given as

\[
\left[ \log_{G'}(h(\mu_{k+1|k})^{-1}h(\mu_{k+1|k}\exp_G([z]_G))) \right]_G^Y =
\begin{bmatrix}
\cos \theta_{k+1|k} p_1 - \sin \theta_{k+1|k} p_2 \\
\sin \theta_{k+1|k} p_1 + \cos \theta_{k+1|k} p_2
\end{bmatrix},
\]

(37)
\[
\begin{align*}
\frac{\partial H_{1, k+1}}{\partial x}|_{\epsilon = 0} &= \cos \theta_{k+1|k} \frac{\sin \epsilon_\theta}{\epsilon_\theta} - \sin \theta_{k+1|k} \frac{\cos \epsilon_\theta - 1}{\epsilon_\theta} |_{\epsilon = 0} = \cos \theta_{k+1|k} \\
\frac{\partial H_{1, k+1}}{\partial y}|_{\epsilon = 0} &= \cos \theta_{k+1|k} \frac{\cos \epsilon_\theta - 1}{\epsilon_\theta} - \sin \theta_{k+1|k} \frac{\sin \epsilon_\theta}{\epsilon_\theta} |_{\epsilon = 0} = -\sin \theta_{k+1|k} \\
\frac{\partial H_{1, k+1}}{\partial \epsilon_\theta}|_{\epsilon = 0} &= \cos \theta_{k+1|k} \frac{(\epsilon_x \cos \epsilon_\theta - \epsilon_y \sin \epsilon_\theta)\cos \epsilon_\theta - (\epsilon_x \sin \epsilon_\theta + \epsilon_y (\cos \epsilon_\theta - 1))}{\epsilon_\theta^2} \\
&\quad - \sin \theta_{k+1|k} \frac{\epsilon_x \sin \epsilon_\theta + \epsilon_y \cos \epsilon_\theta - \epsilon_x (\cos \epsilon_\theta - 1) + \epsilon_y \sin \epsilon_\theta}{\epsilon_\theta^2} |_{\epsilon = 0} = 0 \\
\frac{\partial H_{2, k+1}}{\partial x}|_{\epsilon = 0} &= \sin \theta_{k+1|k}, \quad \frac{\partial H_{2, k+1}}{\partial y}|_{\epsilon = 0} = \cos \theta_{k+1|k}, \quad \frac{\partial H_{2, k+1}}{\partial \epsilon_\theta}|_{\epsilon = 0} = 0
\end{align*}
\]  

where

\[ p_1 = [\epsilon_x \sin \epsilon_\theta + \epsilon_y (\cos \epsilon_\theta - 1)] \epsilon_\theta^{-1} \]
\[ p_1 = [\epsilon_x (1 - \cos \epsilon_\theta) + \epsilon_y \sin \epsilon_\theta] \epsilon_\theta^{-1} \] (38)

Let \( H_{1,k+1} \) and \( H_{2,k+1} \) denote the two rows of expression (37). In order to derive (24), we need to determine partial derivatives and multivariate limits over all directions of the Lie algebraic error vector, and the result is given in (39). The final measurement matrix \( H_{k+1} \) amounts to

\[
H_{k+1} = \begin{bmatrix}
\cos \theta_{k+1|k} & -\sin \theta_{k+1|k} & 0 & 0 & 0 \\
\sin \theta_{k+1|k} & \cos \theta_{k+1|k} & 0 & 0 & 0 
\end{bmatrix}.
\] (40)

Again, the interested reader is directed to perform algebraic manipulations when calculating the multivariate limits for proving (40). Here we deal with rather simple and most common measurement space, but as well as in some recent works [24], the filter from Section IV-A enables us to incorporate nonlinear measurements if needed.

Now we have all the means for updating the filter by calculating the Kalman gain \( K_{k+1} \) and the innovation vector \( \nu_{k+1} \) (23), and finally correcting the mean \( \mu_{k+1} \) (25) and the covariance matrix \( P_{k+1} \) (26).

### C. Simulation

In order to test the performance of the proposed filters, we have simulated trajectories of a maneuvering object in 2D, where the motion of the system was described by the SE(2) \( \times \mathbb{R}^3 \) and SE(2) \( ^2 \) models. Three examples of generated trajectories with the SE(2) \( ^2 \) model, with different levels of rotational process noise, are given in Fig. 3. In order to test performance of the proposed filters, we conducted statistical comparison of SE(2) \( \times \mathbb{R}^3 \) and SE(2) \( ^2 \), with two conventional approaches, i.e., (i) the EKF based constant turn rate and velocity and (ii) the KF based CV models.

The noise parameters that generated the trajectories were set as follows: \( n_{\nu_x} \sim \mathcal{N}(0,0.1^2) \), \( n_{\nu_y} \sim \mathcal{N}(0,0.1^2) \), \( n_{\nu_x} \sim \mathcal{N}(0,\sigma_w^2) \), where \( \sigma_w \) took 30 equidistant values in the interval \([0,3]\). For each of these values of \( \sigma_w \) we have generated 100 trajectories and compared the performance of the four filters. The measurement noise was set to \( m_x \sim \mathcal{N}(0,0.5^2) \) and \( m_y \sim \mathcal{N}(0,0.5^2) \). Special attention was given to parametrization of process noise covariance matrices in order to make the comparison as fair as possible. Statistical evaluation of the root-mean-square-error (RMSE) in object’s position is depicted in Fig. 4. It can be seen that the SE(2) \( ^2 \) and SE(2) \( \times \mathbb{R}^3 \) filters significantly outperform the other filters. Specifically, when the rotation is not very dynamic, the KF based CV filter follows the trajectories well, while with the increase in \( \sigma_w \) its performance drops significantly. On the contrary, when the rotation is not very dynamic, the EKF based CTRV filter struggles to follow the trajectories correctly, while with the increase in \( \sigma_w \) its performance gets closer to the one of the proposed filters.

Considering the varying dynamism in the rotation, we assert that the SE(2) \( \times \mathbb{R}^3 \) and SE(2) \( ^2 \) show very similar behaviour, while significantly outperforming the other two filters. Particularly, they present the best of the two worlds: the CV and the CTRV behaviour. Here we present statistical evaluation conducted on the trajectories generated by the SE(2) \( ^2 \) model. Results on the trajectories generated by the SE(2) \( \times \mathbb{R}^3 \) model showed similar inter-performance, they are omitted from the present paper. Furthermore, in simulations we only measured the position, i.e., the measurement space was in \( \mathbb{R}^2 \), while measuring additionally the orientation, i.e., making the measurement space SE(2), would only further highlight the potential of the SE(2) \( ^2 \) filter. Both of the presented omnidirectional motion models are proven to be very flexible and capable of capturing various types of motion that can be encountered in, e.g., busy intersection consisting of cars, trams, bicycles, motorcyles, and pedestrians or an unknown environment that a robot enters for the first time consisting of different robot platforms and humans.

### V. Conclusion

In this paper we have proposed novel models for tracking a moving object exploiting its motion on the rigid body motion group SE(2). The proposed filtering approach relied on the extended Kalman filter for matrix Lie groups, since the rigid body motion group itself is a matrix Lie group. Therefore, we have modeled the state space as either a direct product of the of the SE(2) group and the \( \mathbb{R}^3 \) vector, i.e., SE(2) \( \times \mathbb{R}^3 \), or two SE(2) groups, i.e. SE(2) \( \times \text{SE}(2) \), where the first term described the current pose, while the second term handled second order dynamics. We have analyzed the performance of the proposed filters on a large number of
Fig. 4: Performance statistics obtained over 100 generated trajectories for 30 different values of $\sigma_{\omega}$. We have compared the proposed filter $\text{SE}(2)^2$ (blue) and $\text{SE}(2)\times\mathbb{R}^3$ (orange) with the EKF based CTRV (green), KF based CV (red), and measurements (black), where the solid lines correspond to mean values, while transparent areas correspond to one standard deviation (in both +/- directions) of each of the associated RMSEs. We can notice that the $\text{SE}(2)\times\mathbb{R}^3$ and $\text{SE}(2)^2$ filters, whose difference is barely noticeable, exhibit similar behaviour, outperforming the other two filters.

synthetic trajectories and compared them to (i) the EKF based constant velocity and turn rate and (ii) the KF based constant velocity models. The $\text{SE}(2)\times\mathbb{R}^3$ and $\text{SE}(2)^2$ filters showed similar performance on the synthetic dataset, and have significantly outperformed other well-established approaches for a wide range of intensities in the rotation component.

Even though the presented work was applied on a tracking problem, we believe it can serve as a starting point for further exploitation of estimation on matrix Lie groups and its applications on different problems. The use of higher order dynamics may be of special interest for the domain of robotics, as well as for multi-target tracking applications. Furthermore, these techniques could also find application in other rigid body motion estimation problems requiring precise pose estimation and higher-order motion.
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