Deep Convolutional Autoencoder for Assessment of Anomalies in Multi-stream Sensor Data
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Abstract—A fully convolutional autoencoder is developed for the detection of anomalies in multi-sensor vehicle drive-cycle data from the powertrain domain. Preliminary results collected on real-world powertrain data show that the reconstruction error of faulty drive cycles deviates significantly relative to the reconstruction of healthy drive cycles using the trained autoencoder. The results demonstrate applicability for identifying faulty drive-cycles, and for improving the accuracy of system prognosis and predictive maintenance in connected vehicles.
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I. INTRODUCTION

The need for deeper analysis and monitoring of in-vehicle embedded systems data is driven by the growth of autonomous vehicles, cloud connectivity, and other advanced vehicle functionality. The application of neural networks to deepen the analysis of vehicle sensor data has advanced functionality in areas such as autonomous driving security [1], [2], driver behavior analysis [3], [4], fuel consumption and efficiency [5], [6], and computer vision and object detection [7], [8]. For vehicle manufacturers, computational intelligence is also applied to improve quality in areas such as production, logistics, and vehicle fleet management [9].

Deep learning can also be used to improve the detection of abnormalities in a vehicle’s sensor signals for the prediction of system faults or failures. Existing diagnostics of on-board systems are typically triggered from a limited sensor domain such as the emissions-related ECU communication protocol required by ISO standards 9141 and 15031 [10], [11]. A less prescriptive more holistic vehicle health assessment based on a wide range of sensor data may extend on-board diagnostics to additional vehicle components. Literature reporting enhanced on-board diagnostics using sensor data analysis is limited due to the complex and proprietary nature of in vehicle embedded systems communications [12].

The focus of this work is on detecting rare and abnormal temporal patterns in a multi-sensor time-series data set collected from connected vehicles during drive cycle tests. The system performance metric is based on the evaluation of the reconstructed multi-sensor signal matrix by a trained deep neural network encoder-decoder, i.e., an autoencoder. Data are composed of powertrain-related sensor signals from several drive-cycles. A successful anomaly detector that can differentiate normal and abnormal drive cycle samples (samples performed with some drivetrain component fault) may have practical applications for the prediction of failure, for predictive maintenance, and to improve durability testing by manufacturers.

Here, we propose a fully convolutional autoencoder that is able to show the capability of distinguishing anomalous conditions from that of normal operating conditions based on high-dimensional, temporal signals from the vehicle’s embedded system. We compare this to three other anomaly detection algorithms, which are unable to distinguish the anomalous conditions from that of the normal drive-cycle data.

A. Related work

Traditional approaches to pattern recognition and signal processing of vehicle systems have been employed for fault detection and diagnostics with some degree of accuracy [13]. The usage of autoencoders for the detection of abnormal data is a textbook method for outlier detection because of...
a demonstrated effectiveness in dimensionality reduction over alternatives such as principle component analysis (PCA) or matrix factorization [14].

Establishing thresholds and interpreting anomalies remains a unique challenge presented by the nature of the multivariate time-series being studied. Some automatic threshold and anomaly classification techniques have been proposed [15], [16]. Although these address a similar objective, these methods tend to classify observation level events, such as single time-step anomalies in the time-series. The temporal patterns in drive cycles provide much more information to characterize normal versus abnormal events, with possibly very little information in a single observation. This is shown by the results testing the Python outlier detection (PyOD) methods [16] on the drive cycle data in Figure 4. These methods assign an anomaly score at the observation level, and the aggregated totals are used to evaluate outlier data points relative to a training data set.

Denoising autoencoders can be enhanced by utilizing PCA to eliminate outliers and noise without access to any clean training data[17]. While dimensionality reduction and a denoising component could potentially improve accuracy and remain a consideration for future work, it is not directly applicable to the present model which demonstrates success with minimal reductions to the input data.

Solutions for further characterization of rare events have been addressed using a semi-supervised approach, maximizing use of labels when available for small subsets of the data [18]. The scope of this work is focused on characterization of normal and abnormal data; however, given the availability of drive cycles with various classification of system faults, similar semi-supervised approaches could be considered to characterize or differentiate such events in future work. In this work, we assume that only normal observations are available for training the algorithm.

Novel architectures of autoencoders and temporal data representations through feature transformation for outlier detection have been proposed. A 2019 paper uses a multi-scale convolutional recurrent encoder-decoder (MSCRED) [19] using an approach that sub-samples the transformed inner product of sliding windows to maximize the representation of cross-sensor correlations, coupled with attention-based convolutional long-short-term memory (LSTM) networks to capture temporal patterns. The authors propose this as a method which incorporates time dependence, improves noise robustness, and interprets anomaly severity. Although shown to be successful in some use cases, the inner product representations seem to depend on the data composition of continuous and highly correlated features. The transformed inner product representations of drive cycle data lack such a correlation, prohibiting the network from improving the reconstruction through training. Testing indicates that the sliding window approach without feature transformation is more suited to the drive-cycle data, which is composed of uncorrelated features, highly variable ranges, and some non-continuous features.

B. Clustering-based approaches

Notable approaches to anomaly detection in multivariate time series include clustering based methods using traditional proximity-based methods and Fuzzy C-Means (FCM) clustering [20], [21], [14], [16]. One approach proposes a clustering-based anomaly detector with specific attention to the amplitude and the shape of multivariate time series [21]. The method employs sliding window sub-sampling, FCM clustering, and a reconstruction criteria to calculate an anomaly score. The authors then employ particle swarm optimization to improve detection. The clustering-based approach has the benefit of being less reliant on prior training data; however, drawbacks are high time and space complexity in testing. While extensive training may be required with our proposed autoencoder, validation and testing can be performed rapidly.

II. Drive Cycles Data Set

The drive cycles are composed of 58 temporal embedded system channels of the powertrain domain collected from connected hybrid-electric vehicle tests. The data features are broadly categorized in Table I. The data are composed mostly of continuous signals variables such as torque, RPM, and speed, with some discrete sensor signals such as the PRNDL state and brake status. Raw data are composed of several drive-cycles grouped into two categories: a) drive-cycle data collected with new batteries and normally operating powertrain components (data used for training and validation), and b) drive-cycles containing older batteries with faulted battery connectivity and otherwise normal functioning powertrain (data used for testing). Both of the categories are comprised of diverse types and combinations of drive-cycles that simulate different driving behaviors as to increase the robustness of the the trained autoencoder to different driving patterns. There are 271 healthy drive-cycles and 150 faulted drive cycles. The median drive-cycle length is 14,000, 0.1 sec time-steps—i.e., 1,400 sec total length—observations. For an approximately unbiased representation, the drive-cycles are randomly sub-sampled with a 128 time-step sliding window and 64 samples are cropped from each drive cycle for each mini-batch. The data is min-max normalized by dividing each feature of the data set by a known maximum value which is provided by domain experts.

III. Method

An unsupervised approach for detection of abnormal vehicle data is employed because there are typically no drive-cycle data points with labeled or known problems; rather, data collection was performed on new powertrains and approximately 3-year old powertrains with some issue that warranted a battery replacement. The objective of the experiment is to distinguish the old battery cycles from new battery cycles, and the assumption goes that if the older powertrain data can be distinguished from new properly running powertrains, then other abnormalities in drive-cycles can be distinguished using the same approach.
Table I: Summarized drive cycle data set feature categories and components

| Feature Category | Powertrain Components* |
|------------------|------------------------|
| Torque           | Engine, electric motor, gearbox, and driver torque request |
| RPM              | Engine, motor, gearbox |
| Electric Power   | Battery state of charge, voltage, current, temperature |
| Drive State      | PRNDL state, vehicle speed, brake status |

* not all powertrain components listed

The temporal patterns and complex signal relationships in the powertrain data do not exhibit obvious differences between normal and abnormal cycles, therefore traditional angle or distance based methods of detection such as angle-based anomaly detector (ABOD) and KNN—available in the PyOD library—are less successful. The autoencoder is validated and refined by regeneration of the input of normal drive cycles over numerous epochs of parameter optimization in the deep neural network. The network is then tested on a held out data set of normal drive cycles not used for training (validation set) and the abnormal drive cycles (the test set). The relative differences of calculated reconstruction error are analyzed for their correlation to the normal and abnormal drive cycles. The trained autoencoder is expected to reconstruct normal drive cycles with some degree of error. After extensive training, testing is performed by regenerating a subset of the healthy drive cycles. Test data belongs to a set of drive-cycle data from faulty powertrains which warranted replacement. The trained network can differentiate anomalous patterns in the abnormal drive-cycles through data regeneration, due to some distinct characteristics from the healthy drive-cycles indicated by a vast difference in the ranges of reconstruction error. From such data, an error threshold can be determined to predict whether the drive-cycle is normal or abnormal.

A. Model

Figure 1 shows a representation of the proposed autoencoder architecture. The model is constructed for multi-channel time-series inputs of up to 64 channels, though could be designed for any number of input channels (i.e., features). The autoencoder is a feed-forward convolutional neural network with hidden layers constructed using convolutional and transposed convolutional layers, built using the Tensorflow Keras Layers API. The ReLU activation function is used for each convolutional layer output. The loss function computes a variation between the input and reconstructed signals, which are sampled from the drive-cycles. A custom training loop uses the gradient tape function to record forward pass operations and compute back the differential gradients on the trainable variables, minimizing the reconstruction error calculated for each training epoch. The Adam optimizer is used with an initial learning rate of $8 \times 10^{-4}$ with a rate decay every 50 epochs of training. The network is trained using a step-by-step weight transfer scheme. The approach begins by training a network with very few layers, then transferring the weights to a deeper network where training is limited to the added layers. Additional epochs are then run, enabling training on the entire network for fine-tuning. The goal of the approach is to enable the use of a deeper network while preventing run-away gradients.

Drive-cycle sample matrices for input to the autoencoder are $X \in \mathbb{R}^{m\times n \times 1}$ with $m = 128$ time-steps, $n = 56$ features or signal channels, and an additional dimension for the channel last convention used in convolutional layers in the Keras Layers API. Layers are composed of 8 2-dimensional convolutional layers in the encoder mirrored by 8 transposed convolutional layers in the decoder for reconstruction of the latent signal with dimension $2 \times 2 \times 128$. The input data are padded in the number of channels to dimensions $64 \times 128$, and the initial convolutional kernel is size $7 \times 7$ followed by $3 \times 3$ kernels for convolutional layers 2 through 8. The number of filters are 64, 128, 256, 512, 1024, 521, 256 and 128 for the respective layers. The output $X'$ is cropped to the original signal dimensions in the final reconstruction.

B. Evaluation

The proposed method of evaluation is the relative degree of reconstruction error between normal and abnormal data. The cost function $J$ used for evaluation is the sum of mean square error (MSE), mean absolute error (MAE), and the standard deviation ($\sigma$) of the absolute difference matrix between input and reconstructed signals, shown here,

$$J(X, X') = \frac{1}{m} \sum_{i=0}^{m} (x^i - x'^i)^2 + \frac{1}{m} \sum_{i=0}^{m} |x^i - x'^i| + \sum_{i=0}^{m} \sigma |x^i - x'^i|.$$  (1)

IV. RESULTS

Figure 2 show the results of testing the trained autoencoder with three different sampling regimes on the Ford Explorer drive cycles. The results show the reconstruction error using the cost function $J(X, X')$ for each category of data, presented as error bars: max, 75%, median, 25%, and min. The left plot in Fig. 2 shows the results of the cost function for the batch sampled data $x^i \in \mathbb{R}^{256 \times 128 \times 58}$. The middle plot shows the average cost function result batched over each drive cycle sampled with a 128 time-step window $x^i \in \mathbb{R}^{128 \times 58}$. Each drive cycle is composed of roughly 15,000 time-steps, therefore $b \approx 120$. Finally, the plot on the left tests the cost function result for each individual 128 time-step window $x^i \in \mathbb{R}^{128 \times 58}$ sampling the entirety of available data. With the first two tests, which employed batch sampling, an error threshold was able to differentiate the normal and abnormal cycles with 100% accuracy in the test data. Testing the data...
Table II: Proposed autoencoder performance differentiating drive cycles based on reconstruction error threshold

| Data grouping                      | Performance               |
|-----------------------------------|---------------------------|
| Batch-size 256                    | accuracy: 100% recall: 100% F1 score: 100% |
| Reconstruction error average per drive-cycle | accuracy: 100% recall: 100% F1 score: 100% |
| Individual sample*               | accuracy: 97.4% recall: 95.5% F1 score: 96.0% |

* 128 time-steps per sample

by individual 128 time-step sample (approximately 0.8% of a drive cycle) differentiated normal and abnormal samples with 97% accuracy.

A. Model Comparison

Key challenges exist when comparing the proposed autoencoder with other models.

1) There exists no direct comparison for the automotive use-case to evaluate the relative efficacy of the autoencoder on vehicle system fault detection and deep learning applications with the particular sensor data is novel.

2) The drive cycle features are a mix of continuous, non-continuous binary and ordinal signal features which presents challenges for most other models. The MS-CRED model was tested with the drive-cycle data to compute the signal reconstruction using their proposed signature matrix transformations and recurrent neural network autoencoder. MSCRED takes a similar approach to identify anomalies in multi-variate time series data, however results are only presented on continuous multi-sensor data sets. The temporal patterns of cross sensor relationships in the drive-cycles after feature transformation to signature matrices are not apparent, and are likely the cause of a vanishing gradient.

3) The dimensionality requirement of the autoencoder architecture is a limitation, lower dimensional data can be fixed with padding, but causes over-fitting, while higher dimensional data must be reduced to the dimensionality of the architecture. Time-series data augmentation methods are studied [22], however one must preserve the time and space relationships between features.

To test the generalizing ability of the autoencoder to distinguish abnormalities in time-series data, a comparison data set with labeled anomalous and normal temporal events is trained using the autoencoder and analyzed for the reconstruction loss between the labeled anomalous and normal time-series events. The labeled data set is a multi-variate time series from Kaggle composed of approximately 509k samples with 11 features. Approximately 0.09% of the data is classified as anomalous [23]. Anomalous and normal data is separated, and anomaly labeled events occur approximately once every 9-time steps. The data is broken up into chunks of 126 time-steps evenly dividing anomalous signals in the test batch while approximating the dimensionality of the autencoder. Samples were randomly shuffled and augmentation was performed to increase the feature dimension. The feature axis was replicated 5 times, randomly shuffled, and concatenated on the entire data.
Figure 2: Reconstruction error $J(X, X')$ calculated using autoencoder trained on test vehicle drive cycles. The autoencoder was trained using the batched and cropped drive cycle data (left), reconstruction error is recalculated using the cost function J showing the average reconstruction error per drive cycle (middle) and reconstruction error calculated per individual 128-observation sample in entire data set (right).

set to expanding the 11 features to 55. Results shown in Figure 3 demonstrate the efficacy of the autoencoder to differentiate by reconstruction error anomalous and normal time-series data from a data set unrelated to the drive-cycles.

To test the efficacy of the unsupervised deep learning approach to other approaches which take require less training and network complexity, a model comparison performed on the drive-cycle data using the non-deep learning clustering approaches in the PyOD (Python outlier detection) library; the angle-based anomaly detector (ABOD) [24] and KNN [16], as well as a neural network autoencoder using fully connected dense layers in Fig. 4. The PyOD classifiers assign an anomaly score on observation level events using the performance metric of the classifier. ABOD uses a cosine variance score to it’s nearest neighbors, where a large cosine variance of surrounding neighbors indicates good clustering, while outliers far away from the clusters have smaller cosine variances approaching zero. The KNN classifier calculates a Minkowski distance [25] between k nearest neighbors. The autoencoder calculates a pairwise distance matrix between the input and reconstructed data. The original data sets used for training, testing, and validation of the autoencoder were reduced by calculating an average feature vector for each sample. In other words, the sample data set that was used to train the autoencoder $X \in \mathbb{R}^{i \times b \times m \times n}$ with $i = 64$ iterations of batches in the training data set, $b =$ batch size of 256, $m =$ 128 time-steps, and $n = 58$ features is vertically stacked to 16,384 samples $X \in \mathbb{R}^{i \times m \times n}$. Subsequently, each mxn sample of 128 time-steps by 58 features is reduced to an average feature vector so that $X \in \mathbb{R}^{m \times n}$, $x^i \in \mathbb{R}^{m \times n}$ representing the data set in a format which the PyOD outlier detectors are able to interpret. The results indicate that the drive-cycle data sets are not as clearly distinguishable using the outlier detectors, however the ABOD and KNN results do show a notable increased outlier density in the fault drive-cycles relative to the normal drive cycles.

V. CONCLUSION

Preliminary results show that the reconstruction error of faulty drive cycles deviates significantly from that of the reconstruction error of healthy drive cycles by training an autoencoder on a generalized multi-sensor data set from the powertrain domain without knowledge of the specific spatial-temporal events that express the abnormalities. The results may be applicable for identifying faulty drive-cycles, and improving the accuracy of system prognosis and predictive maintenance in connected vehicles. The deep convolutional neural network autoencoder is significantly more successful at differentiating normal and abnormal vehicle drive cycles than traditional clustering techniques and a non-convolutional fully-connected neural network autoencoder. The model can be generalized to detect abnormalities in other time-series data non-related to drive cycles; however, the data must be augmented to meet the dimensionality requirements of the large network architecture used.

A. Future work

This work demonstrated an algorithm that could distinguish anomalies in multi-channel temporal drive-cycle data in a hybrid-electric vehicle. In the future, we will look at how these results could be extended to consider multi-vehicle data across a connected fleet, which could further improve the ability of the autoencoder architecture to accurately discern anomalous conditions.
Figure 3: Reconstruction error $J(X, X')$ calculated using autoencoder trained on Kaggle anomaly data set[23] showing results for batched data used in training (left) and re-calculated using individual samples (right).

Figure 4: Performance metrics calculated using PyOD anomaly detectors: ABOD (left), PyOD autencoder (middle), and KNN (left), trained and tested using Ford Explorer drive cycles.
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