Learning Manipulation Trajectories Using Recurrent Neural Networks

Rouhollah Rahmatizadeh, Pooya Abolghasemi, Ladislau Bölöni
Department of Electrical Engineering and Computer Science
University of Central Florida
4000 Central Florida Blvd, Orlando FL 32816
{rrahmati, pabolghasemi, lboloni}@eecs.ucf.edu

Abstract

Robots assisting disabled or elderly people in the performance of activities of daily living need to perform complex manipulation tasks which are highly dependent on the environment and preferences of the user. In addition, these environments and users are not suitable for the collection of massive amounts of training data, as the manipulated objects can be fragile, and the wheelchair-bound users might have difficulty recovering from a failed manipulation task.

In this paper, we propose an end-to-end learning mechanism for the type of complex robot arm trajectories used in manipulation tasks for assistive robots. The trajectory is learned using a recurrent neural network that can generate the trajectory in real-time based on the current situation of the end-effector, the objects in the environment and the preferences of the user. The learning data is acquired from a simulation environment where the human can demonstrate the task in a simulation closely modeling his or her own environment. Experiments using two different manipulation tasks show that the robot can learn the manipulation planning as well as the ability to recover from failure.

1 Introduction

Assistive robotics, whether in the form of wheelchair mounted robotic arms or mobile robots with manipulators, promise to improve the independence and quality of life of persons with disabilities or the elderly. A typical use of such robots is to help users in the performance of Activities of Daily Living (ADLs) such as self-feeding, dressing, grooming, personal hygiene and leisure activities such as reading. Almost all ADLs involve some type of object manipulation.

Current assistive systems rely on remote control, but increasing efforts have been put into systems that exhibit some degree of autonomy in the identification of the objects, grasping and manipulation. Most of these systems are positioned as solving problems of object identification combined with problems in planning and control theory [Endres et al., 2013, Miller et al., 2012, Bollini et al., 2011].

One of the challenges of this approach is the very wide variability of the home environment, the physical objects involved in the ADL as well as the preferences of the user. For a practical deployment, it would be desirable for the assistive robot to learn the appropriate trajectories adapted to the user and the environment - similarly to the way a human caretaker would learn the needs and preferences of the disabled person, as well as the specific circumstances of her home.

In this work, we propose to use recurrent neural networks to learn and generalize patterns in demonstrated trajectories in order for the robot to learn to perform complex tasks autonomously. Recurrent neural networks, and especially Long Short Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997] with gating mechanism, had been proved to be effective in many sequence learning tasks. One of the most interesting advantages of LSTMs is that they are really good at capturing the long term patterns in the sequence. For instance, in character-level text generation [Karpathy et al., 2015], they can learn to close a parenthesis that had been opened earlier. This pattern is similar to opening the robot’s gripper to release the held object when it is closed somewhere before to grasp it.

One of the most successful approaches to teach the robot to perform tasks is Learning from Demonstrations (LfD). In LfD the human assists the robot in performing the task (for instance, by guiding its arm or by teleoperation). One of the challenges in utilizing neural networks in LfD is that neural networks require a comparatively large amount of training data. For applications in assistive robotics, this is further complicated by the fact that these environments and users are not suitable for the collection of massive amounts of training data. For instance, the manipulated objects and the environment can be fragile and the wheelchair-bound users might have difficulty recovering from a failed manipulation task, such as a dropped cup. Furthermore, the users who might have motor or cognitive disabilities, might not be able to consistently provide high quality demonstrations. The approach we propose in this paper involves the user performing the demonstrations in a virtual environment closely emulating the home environment that will be used for the physical robot. The “gamified” data collection model, and the ability to recover from failed demonstrations with minimal impact allows us to gather a significantly higher number of demonstrations than what would be possible with the physical robot. We are
considering two manipulation tasks frequently encountered in ADLs: (a) pushing objects to desired positions on the desk and (b) picking up and placing objects to desired positions. The collected demonstrations were used to train several models of neural networks: recurrent networks LSTM and Gated Recurrent (GRU) with different configurations, as well as a feed-forward network. The objective was to obtain a network that can perform the manipulation task on an arbitrary example scenario.

The reminder of this paper is organized as follows. Section 2 describes related work. In Section 3 we explain the proposed method for learning trajectories using recurrent neural networks. Section 4 describes the experiments and the method for collecting demonstration trajectories. Section 5 presents the results on the performance of different neural networks in learning the specified tasks. We discuss the findings of this research in Section 6 and conclude in Section 7.

2 Related work

Recurrent Neural Networks. Recurrent Neural Networks (RNNs) are proved to be an effective way to model and reproduce patterns in sequential data. Some of successful applications include handwriting recognition [Graves et al., 2009], language modeling [Karpathy et al., 2015], machine translation [Sutskever et al., 2014], speech recognition [Graves et al., 2013], visual recognition [Donahue et al., 2014], and image captioning [Vinyals et al., 2015].

Although recurrent neural networks had been proposed as early as the 1980s, primary versions suffered from the difficulty of training over sequential data, due to the difficulty to account for events occurring at different times in the training data sequences (the “vanishing error gradient” problem). Newer RNN models feature explicit gating mechanism [Hochreiter and Schmidhuber, 1997] that helped in storing and retrieving information over long time periods. In recent years, similar mechanisms were proposed such as Gated Recurrent Units (GRU) [Cho et al., 2014].

Autonomous trajectory execution. One of the most effective approaches for teaching robots to execute a desired task is Learning from Demonstration (LfD), a technique that develops policies from example state to action mappings [Argall et al., 2009]. In this method, sample trajectories for performing a task are demonstrated by the user. The challenge is to extend these demonstrations to unseen situations. Examples of successful application include autonomous helicopter maneuvers [Abbeel et al., 2010], playing table tennis [Kober et al., 2011], object manipulation [Pastor et al., 2009], and making coffee [Sung et al., 2015]. To gather enough data for the task learning, some researchers proposed to use cloud-based and crowdsourced data collection techniques [Kehoe et al., 2013], [Forbes et al., 2014], [Crick et al., 2011]. Such approaches can successfully multiply the training data for manipulation tasks where there is a user-independent solution, but cannot be used to train a robot to adapt to the user’s preferences.

Recently, deep neural networks were applied to complex robotic tasks and achieved interesting results. For instance, [Levine et al., 2015] utilized feed-forward neural networks to map robot’s visual input to control commands. In this approach, the visual input is processed using a convolutional neural network (CNN) to extract 2D feature points, then it is aggregated with the robot’s current joint configuration, and fed into a feed-forward neural network. The neural network then will predict the next joint configuration of the robot.

Using a feed-forward neural network and only giving the current configuration of the robot without considering the history of the executed trajectory would not be effective in learning complex tasks. For instance, consider two different trajectories with different aims. One of the waypoints (i.e. the configuration of the robot and also the visual input) in the first trajectory might be the same as one of the waypoints in the second trajectory. In this case, which occurs often in complex tasks, the network forgets which one of the trajectories was being executed; therefore, it will be confused. Recurrent neural networks can resolve this problem by storing the history of the sequence (trajectory waypoints) and using this information for predicting the next trajectory waypoint.

3 Method

3.1 Trajectory representation

Let us assume that $N$ demonstrations $D = \{d_1, \ldots, d_N\}$ of performing a task are available. Each demonstration $d_i = \{E_i, Q_i, P_i\}$ consists of $Q_i = \{q_{1i}, \ldots, q_{Ti}\}$ in which $q_{ti}$ is the state of environment at time step $t = 1 \ldots T$. $E_i = [e_{1i} \ldots e_{Ti}]$ in which $e_{ti}$ is the end-effector pose augmented with gripper status (open/close) at time $t$, and $P_i = [p_{1i} \ldots p_{Mi}]$ is the set of user preferences at each time step. The duration of execution of a demonstrated trajectory $T$ may be different for each demonstration. In this paper, we consider the state of the environment $Q$ as the sequence of poses of objects involved in a manipulation task. Therefore, we assume $q_t = \{o_{1t} \ldots o_{Jt} \ldots o_{Mt}\}$ in which $o_{jt}$ is the pose of object $j$ at time step $t$, and $M$ is the total number of objects involved in the manipulation. Pose $o_{tj} = [p_x, p_y, p_z, r_x, r_y, r_z, r_w]$ is the vector containing the position and rotation quaternion of an object with respect to the origin.

When a user demonstrates a task to the robot, the user will choose one of the many possible trajectories based on some hidden user preferences. For instance, the user might choose a trajectory where the robot arm slows down where it approaches the object for grasping, but moves faster after it accomplished the grasp. Naturally, it is also possible that the user might fail in a certain demonstration.

In the following parts, a generative model is proposed to perform a manipulation task based on user preferences.

3.2 The input and output of the neural network

Similar to feed-forward neural networks, RNNs take a fixed-size vector of inputs and produce a fixed-size vector of outputs. However, what makes the RNNs special is the feedback connection from the output of each layer to its input. This structure helps them to store a memory of the past and use this information while generating the output. We take advantage of this feature of RNNs to model a trajectory since the
current waypoint in the trajectory depends on the previous waypoints. It is possible to simply feed a waypoint containing $e_t$, the end-effector pose at time $t$, and ask the network to predict what will be $e_{t+1}$, the next end-effector pose at time $t+1$. In this scenario, however, the network learns to execute an average of demonstrated trajectories without considering the state of the environment. Since a manipulation trajectory also depends on the pose of all the object involved in the task, the state of the environment $q_t$ containing the pose of every involved object is fed into the network. In addition, the user preferences are fed to the network as a control signal to generate trajectory based on user preferences. Figure 1 shows the input and the output of RNN at each time step.

### 3.3 The structure of the neural network

The goal of the network is to learn a model of the trajectory by estimating the mean of the probability distribution of the next end-effector waypoint in the trajectory given all previous waypoints containing end-effector, environment state, and user preferences:

$$P(e_1, \ldots, e_T) = \prod_{t=1}^{T} P(e_t | \{e, q, p\}_1, \ldots, \{e, q, p\}_{t-1}) \quad (1)$$

For this purpose, RNNs learn a fixed-size representation of the input and use it to predict the output. This hidden representation can be stored in one or more layers. If we show the state of layer $l = 1 \ldots L$ at time step $t = 1 \ldots T$ by $h_{t}^{l}$, the layer’s input will be the current output of the previous layer $h_{t-1}^{l-1}$, and the output of the same layer from the previous time step $h_{t-1}^{l}$. The first layer $h_{1}^{l}$ will use the input $x_t = \{e_t, q_t, p_t\}$ and $h_{t-1}^{l-1}$, and the output of last layer $h_{T}^{L}$ will predict $y_T = e_{T+1}$. By calculating the recurrence form $(h_{t-1}^{l}, h_{t}^{l-1}) \rightarrow h_{t}^{l}$, we can generate waypoints one at a time to create a trajectory for the end-effector of the robot arm.

The recurrent networks we use in this paper are LSTM [Hochreiter and Schmidhuber, 1997] and GRU [Cho et al., 2014] that follow the general formulation explained above. For the precise mathematics of these models, the reader is referred to the original papers.

### Training

The network is unrolled for 50 time steps and at each timestep the loss function is defined as the squared error between the predicted and actual value for each element of the end-effector pose and also its status (1 for open and 0 for close). All the parameters are initialized uniformly between -0.08 to 0.08 following the recommendation by [Sutskever et al., 2014]. Stochastic gradient descent with mini-batches of size 10 is used to train the network. RMSProp [Tieleman and Hinton, 2012] with initial learning rate of 0.002 and decay of 0.95-0.99 (based on number of examples) is used to divide the gradients by a running average of their recent magnitude. In order to overcome the exploding gradients problem, the gradients are clipped in the range [-1, 1]. We use 90% of the data for training and keep the remaining 10% for validation.

### 4 Experiments

#### 4.1 Simulation environment

In order to gather the data required for training the network and test the execution of the task, we designed a virtual environment in the Unity3D game engine. Unity3D simulates the basic physics of the real world including gravity, collision between objects and friction. For experiments in a typical environment where ADLs take place, we created a model of a desk that holds a variety of objects. As the scenario we are assuming involves a wheelchair mounted robotic arm (such as an InMotion MANUS or Kinova Jaco), the virtual environment contains a simple two finger gripper that can be opened and closed to grasp and carry an object. The user can move the robot’s end-effector in the 3D Cartesian space using the mouse or joystick. It is also possible to rotate the end-effector using the keyboard or joystick. In addition, opening and closing the gripper at any time is possible, thus 7 degrees of freedom are provided to the user to accomplish a task. The reach of the robotic arm had been limited to match the possibilities of a wheelchair mounted robotic arm whose base is positioned at the side of the user, and thus close to the desk. Robot-specific considerations need to be made so that the end-effector trajectory can be converted to a sequence of joint configurations to be executed by the robot. For instance, we assumed the width of the table to be 2 meters, thus the robot needs to be mobile in order to reach the entire tabletop area. If a stationary robot is being used, the reach area of the gripper needs to be more limited.

During the demonstration, the pose of the gripper and all the objects involved in a manipulation task augmented with the gripper status (open/close) is recorded at a frequency of 33Hz and stored in a file. The sequence of recorded waypoints forms the data that will be used to train the network.

#### 4.2 Manipulation tasks for ADLs

The performance of ADLs such as self-feeding, dressing, grooming and personal hygiene normally involve manipulation tasks interrupted by pauses and cognitive decisions. Unless the users have severe cognitive disabilities, they would normally retain the cognitive decisions (such as deciding for
which food item to reach next). Thus, for this paper we have focused on two manipulation tasks that are constituents of many ADLs:

**Pushing.** The first task is to push a big box which is not graspable to somewhere close to the shelf in order to organize the desk. The robot starts from a random gripper position, moves the gripper close to the box, and gradually pushes the box towards the shelf. When the box reaches the desired area close to the shelf with 5cm tolerance error, the box will reappear in a random position on the desk with a random orientation. The gripper needs to circle around the box without colliding with it to repeat the task.

**Pick and place.** The second task is to pick up a small box located on top of the desk, and place it into the shelf. The robot needs to move the gripper from a random position to a point close to the box, open the gripper, position the fingers around the box, close the gripper, move towards the shelf, orient properly to not collide with the shelf, enter the shelf, and finally open the gripper to release the box. Once the box is released, it will reappear on top of the desk in a random position, and the robot needs to repeat the task starting from the current position of the gripper.

Both tasks need planning and precision to be completed successfully. There are many important features that need to be learned by the algorithm out of the raw trajectory data. For instance, the algorithm should find out where to open and close the gripper, where to move when the box is gripped and when it is not, and so on.

Autonomously performing these tasks is non-trivial since the simulation environment is realistically non-deterministic. For instance, while grasping the box, it might slip and not be grasped successfully. Therefore, the robot should understand if it is carrying the box or not and plan accordingly to try the grasp one more time or proceed towards the shelf.

### 4.3 User preferences

There are different ways to accomplish a task. For instance, when the goal is to put the box into the shelf, any trajectory that leads the box to be placed inside the shelf is acceptable. However, these trajectories may be different in their path, speed, smoothness, etc. In order to demonstrate how well our model can generate the trajectory based on user preferences, we consider two preferences in the pick and place task.

**Position of the box inside the shelf.** In the pick and place task, the user can place the box in an arbitrary location inside the shelf. It is possible to extract this preference from the recorded data and use it to control this behavior. For this purpose, the end point of each task execution (i.e. when the box is inside the shelf) is considered and the box’s position in that moment is extracted. The $z$ element of the position which is in the same direction as the shelf’s width is added as an input to the network for all the time steps of that particular task execution. Therefore, during the test by giving an arbitrary $z$ position to that input at each time step, the network should generate a trajectory to reach the desired $z$ position inside the shelf. To evaluate how well the network can generate a trajectory to reach the desired position inside the shelf, we compare the position of the box when the task is accomplished with the desired position.

**Trajectory duration.** Another user preference we consider is the duration of the trajectory. Sometimes the user wants the trajectory to be executed very fast and sometimes he wants a slow and cautious movement. In order to capture this preference, we measure how long the task execution takes and give this as an input to the network. The network needs to adjust the speed of the trajectory so that the task ends at the expected time. In order to evaluate the performance of the network in capturing this preference, we compare the duration of the trajectory with the expected duration.

### 4.4 Data

We have collected a dataset in which the pushing task was demonstrated 473 times while the pick and place task 290 times. During the demonstration, the demonstrating user occasionally made mistakes, thus, the data is noisy. Since the difference between the consecutive waypoints when the task is recorded at 33Hz is very small, the network cannot capture long range dependencies. Therefore, we keep only 1 waypoint from each 4 consecutive points to make the resulting trajectory rate 8Hz. By doing so, we ended up with 12908 waypoints for training the network on the first task.

In the second task, in order to properly capture user preferences, we need more data. To save user’s time while generating data and avoid overfitting, we added to the dataset synthetic trajectories obtained by transferring the whole trajectory in space and time. For space data augmentation, we shifted all the trajectory waypoints and the position of objects involved in the manipulation in 3D space. Since in this task the trajectory is still valid when everything is transferred on the $z$ axis (parallel to the shelf’s width), we shift the trajectory in that direction between -40 to 40cm to create a new set of trajectories at every 10cm. We choose a desk wide enough so that the shifted trajectories do not cause the robot to drop the object out of the workspace. However, the box still can be dropped if the robot does strange movements. We ask the network to place the box at a particular position on $z$ axis inside the shelf (which is 2 meters wide).

In order to learn to generate trajectories with different durations, the network needs to see a variety of demonstrations with different durations. To capture user preference of trajectory duration in the pick and place task, we shifted the data in time. We had removed 3 consecutive waypoints from each 4 to make the rate of the trajectory approximately 8Hz. We also removed 4 consecutive waypoints from each 5 to make a trajectory with rate of 6Hz and concatenate these trajectories to the previous ones. By doing this, the resulting trajectories of the second task take between 1 to 15 seconds to finish.

However, it is not practical to ask the network to finish the task in 1 second regardless of where the box and the gripper are located at the beginning of the task. In addition, the number of examples when the duration is very short or very long is limited. Therefore, we ask the network to generate trajectories with durations between 3 to 10 seconds. After shifting the trajectories of pick and place task in time and space, we ended up with 219555 waypoints available for training the network.
4.5 Network architectures

For our experimental study we trained four different neural networks of the following architectures and parametrization:

- LSTM-2: 2 layers of LSTM with 512 memory states in each layer
- LSTM-4: 4 layers of LSTM with total parameters close to the LSTM-2 network
- GRU-2: 2 layers of GRU with enough memory states to make the total number of parameters close to the previous networks
- FeedForward-4: a fully connected feedforward network with 4 layers and number of parameters close to the LSTM and GRU networks. The input is the current gripper’s pose and status augmented with the current pose of the objects involved in the manipulation and the output is the next predicted pose of the gripper and its status.

All the networks have approximately 4.2 million parameters.

5 Results

The sequence of images in the upper row of the Figure 2 shows an autonomous execution of the pushing task while bottom row shows the same for the pick and place task. The complete video can be found online [1].

In order to quantitatively evaluate the performance of our model, we let the robot perform the task 20 times. If it can not complete the task in a limited time (10 seconds for the first task and 30 seconds for the second one), or if the box falls down from the table, we count the try as a failure. Table 1 shows the difference in performance of compared models in the pushing task. The columns are:

- loss: training error in predicting the next pose and status (distance in meters; orientation and status(open/close) normalized between 0 and 1)
- success: the rate of successfully executing the task.
- time: average time it takes for the robot to accomplish the task.

| Model      | loss    | success(%) | avg. time (s) |
|------------|---------|------------|---------------|
| LSTM-2     | 0.00075 | 50         | 4             |
| LSTM-4     | 0.0012  | 0          | -             |
| GRU-2      | 0.00084 | 0          | -             |
| FeedForward-4 | 0.0059 | 0          | -             |

Table 1: Performance comparison of different networks on executing the pushing task. The success column is the rate of successfully accomplishing the task, and the time column is the average time takes to finish the task.

The results of the pick and place task is illustrated in Table 2. The user preference columns are:

https://youtu.be/yzH8gu_bEW0

- duration error (s): the average error in duration of execution of the trajectory in seconds.
- position error (cm): the average difference between the desired position of the box inside the shelf and the position resulting from the autonomous execution of the task in centimeters.
- position error (%): The percentile position error which is the position error divided by the width of the table (200cm).

Feedforward network. The feedforward network with a Markov assumption was not able to complete the tasks even once. In the pick and place task, it learns to follow the box and sometimes close the gripper, however, it stops there and does not continue towards the shelf. The reason might be that the user usually pauses after closing the gripper to see if the grasp is successful or not. Since the gripper does not move for a few waypoints and then continues to move, the memory-less network fails to determine when the gripper should stop and when it should continue towards the shelf.

Recurrent networks. The LSTM-2 network learns to successfully perform the tasks in most of the cases. It also learns to recover from failure; for instance, when the grasp fails in the pick and place task, the gripper does not continue towards the shelf without the box, instead it tries the grasp one more time. Similarly, in the pushing task, when the force to the big box was not enough to put it into the desired location, it tries again. These behaviors are learned by the model based on the performance of the user in similar situations.

The performance of LSTM-4 and GRU-2 networks are worse than the LSTM-2 network. They could not learn the pushing task, however, they learned the pick and place task. Note that the difference in the loss among the networks is minor, however, the performance is very different. This is because the error in generating one waypoint will be propagated to the future waypoints.

We found the LSTM-2 network to be especially good at generating trajectories based on user preferences. The gripper moves towards the specific location inside the shelf and does not release the box even when it is already inside the shelf until it reaches the desired location. In addition, to finish the task on the expected time, the gripper waits for a couple of seconds and makes mistakes to finish later, or performs the trajectory as fast as possible to finish sooner.

One of the reasons behind the better performance of the networks in the second task compared to the first task might be shifting the data in time and space in the second task that mitigates overfitting. This indicates that the networks are capable of modeling complex tasks, however, enough data is necessary to properly learn the task. This is the case especially when the network needs to learn everything from the scratch including the geometry of the space, speed, etc.

6 Discussion

Deterministic nature of the model. The proposed model is deterministic, which means that at each state, only one action can be taken. However, in some tasks there are different solutions from one state. As a simplified example consider the
Figure 2: A sequence of images showing the autonomous execution of pushing (above), and pick and place (bottom) by the robot controlled by a 2 layer LSTM network.

| Model-layers | loss    | success (%) | duration error (s) | position error (cm) | position error (%) |
|--------------|---------|-------------|--------------------|---------------------|-------------------|
| LSTM-2       | 0.0038  | 88          | 2.9                | 11.1                | 5.5               |
| LSTM-4       | 0.0043  | 60          | 4                  | 12.5                | 6.2               |
| GRU-2        | 0.0046  | 68          | 3.2                | 14.1                | 7                 |
| FeedForward-4| 0.0624  | 0           | -                  | -                   | -                 |

Table 2: Performance comparison of different models in generating trajectory based on user preferences in pick and place task. The preferences considered here are the final position of the box inside the shelf and the duration of the task execution. The “error” columns are the difference between the desired position/duration and the achieved ones.

task of pushing a box to northeast, there are two solutions: 1) first pushing it to north and then east 2) first pushing it to east and then north. Therefore, the model might take the mean of these paths and push the corner of the box to northeast which is not a right solution. In these kind of tasks, the proposed model fails to learn properly to accomplish the task. Such failures point to the necessity to integrate higher level decision making into the process as the tasks become more complex.

Extension to the real world environment. The proposed model can be trained using the data gathered from the simulation. For using the pre-trained method in real world, however, the pose of objects involved in the manipulation need to be captured by a vision module and fed into the model. Object pose estimation is a well-studied problem in computer vision and beyond the scope of this paper.

We preferred to control the end-effector instead of the arm to make the learned trajectory transferable to many robots with two finger grippers. In addition, we limited the movement range of the gripper to account for the limitations of wheelchair mounted robotic arms. Moreover, controlling the end-effector in 3D space is more intuitive and convenient for a human compared to controlling the joints of a high degrees of freedom robotic arm. The end-effector trajectory can be converted to joint space of the real robot for execution (e.g. [Pastron et al., 2009]).

Capturing long range dependencies while maintaining precision. Although recurrent neural networks are capable of capturing long range patterns in the sequence, this ability is not unlimited. According to our tests, if we record the data at a large rate (e.g. 30Hz), the network cannot learn the task efficiently. This is mainly because the dependencies in the sequence occur too far away apart from each other; therefore, the network cannot capture the pattern. In order to overcome this problem, we need to skip the recorded waypoints or use a smaller recording rate to make it easier for the network to learn the task. However, this will be achieved at the expense of reduction in the precision; thus, the generated trajectory might not be as smooth as the demonstration.

7 Conclusions

In this paper we described an approach through which an assistive robot can learn how to perform autonomously certain manipulation trajectories encountered in ADLs. The approach is based on teaching a neural network to generate the trajectory using demonstration sequences. As the networks require a relatively large number of demonstrations, we developed a virtual reality environment in which the demonstrations can be done more quickly and safely. We found that recurrent neural networks were able to learn the two tasks (push object and pick-and-place respectively) with a 2-layer LSTM network performing the best. On the other hand, we found that a feed-forward neural network, with its implicit Markov assumption is unable to learn any of these tasks.
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