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ABSTRACT

Modern recommendation systems ought to benefit by probing for and learning from delayed feedback. Research has tended to focus on learning from a user’s response to a single recommendation. Such work, which leverages methods of supervised and bandit learning, forgoes learning from the user’s subsequent behavior. Where past work has aimed to learn from subsequent behavior, there has been a lack of effective methods for probing to elicit informative delayed feedback. Effective exploration through probing for delayed feedback becomes particularly challenging when rewards are sparse. To address this, we develop deep exploration methods for recommendation systems. In particular, we formulate recommendation as a sequential decision problem and demonstrate benefits of deep exploration over single-step exploration. Our experiments are carried out with high-fidelity industrial-grade simulators and establish large improvements over existing algorithms.
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1 INTRODUCTION

Recommendation systems (RS) play a critical role in helping users find desired content within the ever-expanding universe of information that can be accessed via the Internet. Supervised learning procedures, such as collaborative filtering[35] and content-based filtering[3] that form the cornerstone of RS, are typically used to model the probability that each piece of content will immediately engage a given user. However, those methods are inadequate when optimizing for delayed user feedback [20, 22]. In particular, the value of a recommendation can become evident in later interactions with a user, rather than through immediate engagement. For example, a user might submit a positive rating about a news platform after a series of recommendations.

Delays in relevant feedback are prevalent in practical RS. One approach to developing a RS that accounts for delayed feedback is to maintain a model that predicts cumulative future value from interactions with each user, using reinforcement learning (RL) algorithms [6, 10, 18, 19, 24, 37, 40, 47]. Maximizing cumulative future value is especially important when making recommendations that can trigger informative feedback only after subsequent interactions with the user. Although the aforementioned work has demonstrated potential value of RL in RS, sparse and delayed feedback poses challenges to fully realizing the value of RL.

A major challenge to existing RS algorithms arises when positive feedback is rare and tends to arise only after a series of suitable recommendations. For the aforementioned methods to learn from such feedback, enormous quantities of data are required. Indeed, data requirements grow proportionately with the ratio between uninformative and informative feedback [11]. Recommendations that aim to elicit informative feedback can dramatically reduce data requirements. Some recent research focuses on bandit-based exploration algorithms such as upper-confidence bound (UCB) [27] and Thompson sampling [5] algorithms. However, such exploration strategies are myopic in the sense that they seek information only from immediate user feedback. Deep exploration [30] algorithms, on the other hand, further seek information revealed by sequences of rather than individual recommendations. This enables RS to more quickly learn users’ preferences even when their feedback is sparse and delayed. To the best of our knowledge, this paper is the first to demonstrate the importance of deep exploration in RS. We develop the first deep exploration algorithm for RS, leveraging randomized value functions [30] and epistemic neural networks (ENNs) [31].

2 RELATED WORK

Contextual Bandit (CB). One key advantage of adopting CB is to leverage the mechanism of exploration, where an agent seeks for useful information. The most common exploration strategy in RS is $\epsilon$-greedy [17, 21, 40]. $\epsilon$-greedy keeps a point estimate for the value of each recommendation and provides a random recommendation with probability $\epsilon$, which may or may not help learn more information about this recommendation. Beyond $\epsilon$-greedy, an agent can adopt the upper confidence bound (UCB) [1, 12] strategy, where the agent deems the upper bound of the reward of an arm as its belief of the environment and updates the confidence bound of each arm as it interacts with the environment. The strategy is extended to LinUCB [23] for logistic regression and neural networks [48]. Another branch of exploration strategy follows Thompson sampling [41], where an agent samples from its posterior belief of bandit arms’ rewards and selects the arm with highest sample estimate.
The algorithm is also extended to logistic regression [5] and neural network versions through ensemble sampling [25, 33] or neural Thompson sampling [32, 46]. However, both UCB and Thompson sampling for CB remain to explore myopically, i.e. only explore for immediate reward.

Reinforcement Learning (RL). Recent research in RS has expanded its focus beyond contextual bandits and starts to study the possible design of RL algorithms in RS. RL optimizes beyond immediate reward and maximizes cumulative reward. Using RL, we have seen significant user satisfaction improvements with massive datasets available for learning from offline RL with value function approximation [8, 14, 34, 39], policy gradient [6] and actor-critic [7], but none of the work above focuses on the data efficiency of their solutions and consumes a massive amount of data to produce a RL model. Exploration in deep RL goes beyond the exploration strategy in bandits. Agents leveraging RL aims to optimize long-term cumulative reward and hence needs to seek for information beyond immediate reward.

3 PROBLEM FORMULATION

In this section, we formulate RS as a sequential decision problem in which the agent interacts with a community of users. Each user is assigned a distinct positive integer index. At each time $t$, there is a set $U_t$ of active users. Any particular user may be in any combination of these sets across time. At each time, the agent registers an observation from and then provides a recommendation to each active user. We model interactions as generated by an environment, which is identified by a quintuple $E = (O, A, r, c, \rho)$.

1. **Observation set $O$**: At each time $t$, the agent receives an observation $O_{t,u}$ from each active user $u \in U_t$. The set $O$ is made up of all possible values of $O_{t,u}$.

2. **Action set $A$**: At each time $t$, the agent applies an action $A_{t,u}$ to each active user $u \in U_t$. The set $A$ is made up of all possible values of $A_{t,u}$.

3. **Reward function $r$**: The reward function generates a real-valued reward $R_{t,u} = r(O_{t,u})$ based on the observation $O_{t,u}$.

4. **Constraint function $c$**: It is common in RS that not all items are available to all users at all times. We model this in terms of a constraint function $c$, which prescribes a set of allowed recommendations. In particular, given an observation $O_{t,u}$, the corresponding action is constrained so that $A_{t,u} \in \mathcal{A}(O_{t,u}) \subseteq \mathcal{A}$.

5. **Observation probability function $\rho$**: Let $O_t = \{(u, O_{t,u}) \mid u \in U_t\}$ encode all the agent observes at time $t$, and let $A_t = \{(u, A_{t,u}) \mid u \in U_t\}$ encode all actions executed by the agent. Let $H_t = (O_0, A_0, O_1, \ldots, O_t) \in \mathcal{H}$ denote the history of the agent’s experience through time $t$. The observation probability function $\rho(\cdot \mid H_t, A_t) = \mathbb{P}(O_{t+1} = \cdot \mid H_t, A_t)$.

Agents will develop deep environments of the form we have described. The behavior of an agent can be characterized by a function $\pi_{agent}$ which, for any history $h$, specifies a probability mass function $\pi_{agent}(\cdot \mid h)$ over actions. The agent selects each action according to $A_t \sim \pi_{agent}(\cdot \mid H_t)$. To assess the performance of an agent in an environment $E = (O, A, r, c, \rho)$ over $T$ timesteps, we compute its cumulative reward $\sum_{t=0}^T \sum_{u \in U_{t+1}} R_{t+1,u}$. Note that this formulation is very general; interactions arising in most RS can be modeled in these terms.

4 WHY DEEP EXPLORATION?

Exploration is vital to sample efficiency when faced with sparse and delayed user feedback. Past research on RS has addressed exploration through either $\epsilon$-greedy schemes [17, 21, 40] in a RL context, or upper confidence bound (UCB) [26, 27] and Thompson sampling [4, 5] in a bandit learning context. The first approach randomly perturbs the exploitation strategy without strategically seeking useful information. The latter two approaches are guided by epistemic uncertainty of immediate feedback and lead to myopic exploration. However, actions of an intelligent agent ought to also depend on epistemic uncertainty about delayed feedback. We consider an approach that addresses this via estimating epistemic uncertainty about the optimal value function. Here, the optimal value function of a history-action pair $(h, a)$, denoted by $Q : \mathcal{H} \times \mathcal{A} \rightarrow \mathbb{R}$, refers to the expected reward an agent can accumulate by taking action $a$ at the history $h$ and adhering to an optimal policy thereafter.

Deep exploration refers to a strategic approach that positions an agent to more effectively gather information over subsequent time steps [30]. In this section, we investigate a deep exploration agent that maintains an approximation to the posterior distribution of the optimal value functions, samples a value function from this distribution upon engaging with a user and adheres to that sample until the user disengages. We refer to the period of user engagement as the user life-cycle. To evaluate the effectiveness of such an agent, we introduce SeqRec, which provides an example environment featuring sparse and delayed rewards. SeqRec represents a RS scenario in which users do not provide any feedback to the agent until the agent’s sequence of recommendations successfully meets their needs.

Example 1. SeqRec Environment

SeqRec features a fixed set of users, such that $U_t = U = \{1, 2, \ldots, N\}$ for all $t$. Specifically, SeqRec is defined by the following components, instantiating the environment quintuple $(O, A, r, c, \rho)$.

1. **The observation set $O = \{0, 1\}^2$. $O_{t,u} = (\text{Satisfied}_{t,u}, \text{Leave}_{t,u}) \in \mathcal{O}$, where $\text{Satisfied}_{t,u} \in \{0, 1\}$ indicates whether user $u$ is satisfied with the recommendation, and $\text{Leave}_{t,u} \in \{0, 1\}$ indicates whether the user intends to disengage with the RS agent. $O_0 = \{(u, (0, 0)) \mid u \in U_0\}$.**

2. **The action set $A = \{a_1, a_2, \text{no-op}\}$, where $a_1$ and $a_2$ are the only two genres of content for recommendation in the environment.**

3. **Reward $R_{t,u} = r(O_{t,u}) = \text{Satisfied}_{t,u}$.**

4. **The available set of actions $A_{t,u}$ at time step $t$ for user $u$ and the constraint function $c$ are defined as $A_{t,u} = \{a_1, a_2\}$, if $\text{Leave}_{t,u} = 0$, and $\{\text{no-op}\}$, if $\text{Leave}_{t,u} = 1$.**

5. **The observation probability mass function $\rho$ is described by the following mechanism. The environment tracks user satisfaction level $Y_{t,u} \in \mathbb{R}$ for every user $u \in U_t$. The environment uses an internal function, $g : \mathcal{U} \times \mathcal{A} \rightarrow \mathbb{R}$, to calculate the change in user satisfaction given an action. $Y_t+1,u = Y_t,u + g(u, A_{t,u})$, if $\text{Leave}_{t,u} = 0$, and 0 if $\text{Leave}_{t,u} = 1$.**
The environment, in addition, tracks each user $a$’s life-cycle length at time $t$ as $L_{t,u}$. $L_{t,u} = L_{t-1,u} + 1$, if $\text{Leave}_{t,u} = 1$, 0, if $\text{Leave}_{t,u} = 0$. Each user $u$ has a target satisfaction level $b_u$, where Satisfied$_{1,u} = 1$ if $Y_{t+1,u} > b_u$. A user decides to disengage with the agent, $\text{Leave}_{t+1,u} = 1$, when the user is satisfied with the agent, $Y_{t+1,u} \geq b_u$, the user’s satisfaction level drops below 0, $Y_{t+1,u} < 0$, or the user’s current life-cycle with the agent is longer than their engagement time budget $L_{t+1,u} = \tau_u, \tau_u \in \mathbb{N}$. Lastly we have the probability mass function $\rho$ as $\rho(O_{t+1} = \{(u, \text{Satisfied}_{t+1,u}, \text{Leave}_{t+1,u}) \mid u \in U_{t+1}\} \mid H_t, A_t) = 1$.

SeqRec represents an abstract and simplified model of user interaction. Delayed user feedback in this model is driven by the latent random variable $Y_{t,u}$ that tracks a users level of satisfaction. The environment, in addition, tracks each user $u$’s life-cycle to learn the optimal action. Delayed feedback is commonly observed in practical RSs arising in ratings on software applications, cumulative revenue, and total engagement time. In the following analyses, we will compare deep exploration against $\epsilon$-greedy, Thompson sampling with Gaussian priors, and UCB in a set of case studies using SeqRec.

### 4.1 SeqRec Sample Complexity: Single-User Case

Consider a SeqRec environment with a single user, $U = \{1\}$, with a satisfaction change function $g(1, a_1) = 0$ and $g(1, a_2) = 1$. The user’s satisfaction target level and engagement time budget are $b_1 = \tau_1 = T$. The agent’s goal is to maximize cumulative reward in SeqRec. The agent has prior knowledge that only one of $a_1$ and $a_2$ increases the user’s satisfaction level.

The optimal approach here is to consistently apply either action $a_1$ or $a_2$ until the user disengages, in order to determine which action leads to an increased satisfaction level. If the optimal strategy is not employed, the agent will not receive any positive rewards before the user disengages. In the following analysis, we demonstrate the difference between $\epsilon$-greedy, myopic Thompson sampling, myopic UCB and deep exploration.

Since the agent cannot observe any differences until it applies action $a_2$ for $T$ times, there is a unique sequence of recommendations that will reveal the optimal action. Employing $\epsilon$-greedy, the expected number of life-cycles required to learn the optimal policy is $\Theta(2^T)$, as there are $2^T$ possible permutations of recommendation sequences in $T$ steps.

Consider a myopic Thompson sampling bandit learning agent with zero-mean Gaussian priors. Given a history $h$, the agent samples from the posterior distributions over the immediate reward and selects the action with the higher reward sample. Since both actions’ immediate reward posteriors are zero-mean Gaussians before receiving any positive feedback, there is a $1/2$ probability of choosing either action $a_1$ or $a_2$. This probability remains constant after each posterior update until the desired sequence, applying action $a_2$ for $T$ times, is discovered. Thus, the expected number of user life-cycles with Thompson sampling is also $\Theta(2^T)$.

For the myopic UCB strategy, a common approach uses $\sqrt{\log(t)/N_t(a)}$ as the exploration bonus, in addition to the marginal reward estimate for a history-action pair, where $N_t(a)$ denotes the number of times action $a$ is executed up to timestep $t$. When the user starts to engage, the agent is equally optimistic about $a_1$ and $a_2$, with identical reward estimates. After each step, the agent reduces its exploration bonus for the selected action, ensuring that the same action will not be chosen in the next timestep. Consequently, the agent continuously alternates between the two actions and never achieves the desired sequence using UCB.

With our approach to deep exploration, the agent maintains an approximate posterior distribution of the optimal value functions $Q$. Initially, the agent’s prior belief assigns a $1/2$ probability to either $Q(h, a_1) = 1$ or $Q(h, a_2) = 1$ for any $h$ that consistently applies $a_1$ or $a_2$, respectively, and assigns a value of 0 to all other history-action pairs. During any user life-cycle prior to receiving positive feedback, there is a $1/2$ probability that the agent will consistently apply action $a_2$ for $T$ times, thereby eliminating the possibility of $Q(h, a_1) = 1$. In expectation, the agent needs 2 lifecycles to determine $Q(h, a_2) = 1$ when persistently applying $a_2$. Consequently, the agent requires only $\Theta(1)$ user life-cycle to learn the optimal policy using the deep exploration strategy.

### 4.2 SeqRec Sample Complexity: Multi-User Case

Consider a SeqRec environment with $N$ users, denoted as $U = \{1, 2, \ldots, N\}$. For some users in $U$, action $a_1$ increases satisfaction by 1, while for others, action $a_2$ does the same. For each user $u \in U$, the action that improves satisfaction is deterministic, and we refer to this action as user $u$’s preferred action. We have $b_u = \tau_u = T$ for all $u \in U$, and $N \ll 2^T$. The agent aims to optimize cumulative rewards across all users, with prior knowledge that either action $a_1$ or $a_2$ enhances each user’s satisfaction level. We assume a function approximator capable of accurately modeling each user’s preferred action after observing the preferred actions of $N/2$ users.

We extend Analysis 1 to a multi-user setting, where learnings from one user can be generalized to serve other users as well. Our aim is to demonstrate that deep exploration remains crucial to an agent’s success in a RS environment with a large user base, even when equipped with powerful generalization capabilities. Since the myopic UCB strategy is unable to identify the optimal policy even in single-user SeqRec, we exclude it from this analysis.

First, we consider the $\epsilon$-greedy and myopic Thompson sampling strategies. As an agent leveraging such strategies have a $\Theta(1/2^T)$ probability of learning the preferred action for any user $a$ in a life-cycle, the expected number of preferred actions learned after all $N$ users’ first life-cycles is $\Theta(N/2^T)$. In expectation, $\Theta(2^{T-1})$ life-cycles from all $N$ users are needed for the agent to learn all preferred actions. If the agent undergoes $M$ life-cycles and $M \leq 2^{T-1}$, the expected cumulative reward across the $N$ users in $U$ is $\Theta(MN/2^T)$ and $\Theta(N(M - 2^{T-1}))$ if $M > 2^{T-1}$.

Now, let’s consider deep exploration. This algorithm has a $1/2$ probability of learning each user’s preferred action after a single life-cycle of interaction. In expectation, after the first life-cycles of users in $U$, the system can perfectly model all users’ preferred actions, yielding an expected cumulative reward of $\Theta(NM)$ in $M$ life-cycles.

Analyses above highlight that intelligent exploration is crucial for learning both single-user and population preferences. $\epsilon$-greedy, myopic Thompson sampling, and myopic UCB, are ill-suited for
problems characterized by sparse and delayed consequences, even when paired with function approximators possessing strong generalization capabilities like deep neural networks. In contrast, deep exploration is much more adept at handling these types of problems.

5 EPISTEMIC UNCERTAINTY ESTIMATION VIA EPISTEMIC NEURAL NETWORKS (ENN)

Advanced models, such as Neural Collaborative Filtering [16], Wide & Deep [9], and Multi-Head Self-Attention [43], build sophisticated representations for users, recommendations, and their interactions. However, they are unable to identify what they do not know, i.e., assessing the epistemic uncertainty concerning the users’ preferences. In this section, we will focus on two neural networks (NN) for estimating epistemic uncertainty to carry out deep exploration.

1) Deep Ensemble [25, 28, 29]. Deep ensemble employs an ensemble of NNs to estimate the posterior distribution of a target variable. This architecture is initialized with $M$ base NNs, denoted as $\{f_{\beta_1}, \ldots, f_{\beta_M}\}$, with each network parameterized by $\beta_1, \ldots, \beta_M$, respectively. Additionally, $M$ prior NNs, $\{f_{\theta^p_1}, \ldots, f_{\theta^p_M}\}$, are initialized using Glorot sampling and remain unaltered throughout the model’s lifespan [13, 28]. These prior NNs serve to regularize the posterior parameters, preventing the posterior distribution from collapsing too easily [2, 45]. For a given input $x \in \mathbb{R}^d$, a deep ensemble generates a posterior sample estimate by sampling $z \sim \text{Unif}(1, \ldots, M)$ and computing $\hat{y} = f_{\beta_z}(x) + \alpha f_{\theta^p_z}(x)$. Here, $f : \mathbb{R}^d \rightarrow \mathbb{R}$, and $\alpha = (0, 1)$ is a scaling factor. This method is known as ensemble sampling [25], which approximates Thompson sampling [33]. Given a loss function $\mathcal{L}$ and a target variable $y$, an ensemble optimizes each particle $\beta_z$,

$$\beta_z = \arg \min_{\beta} \mathcal{L}(y, f_{\beta}(x) + \alpha f_{\theta^p}(x)).$$

For simplicity in notation, we denote $h_{\theta, \theta^p}(x, z) = f_{\beta_z}(x) + \alpha f_{\theta^p_z}(x)$ as the $z$th neural network in the ensemble, where $h : \mathbb{R}^d \times \{1, \ldots, M\} \rightarrow \mathbb{R}$ and $\theta = (\beta_1, \ldots, \beta_M), \theta^p = (\theta^p_1, \ldots, \theta^p_M).

2) EpiNet [31]. Although deep ensemble provides a valuable tool for epistemic uncertainty estimation, its scalability with large deep NNs remains a challenge. There are two primary bottlenecks of deep ensembles. First, the number of parameters required is $M$ times larger than that of a single NN. Second, a deep ensemble can only offer $M$ particles sampled from the approximate posterior distribution. EpiNet [31] proposes a potential solution to both bottlenecks.

EpiNet is an add-on architecture designed for general NN architectures, enabling epistemic uncertainty estimation and improved joint predictions. Given a NN function approximator $f_{\beta} : \mathbb{R}^d \rightarrow \mathbb{R}$, parameterized by $\beta$, EpiNet first extracts the last layer representation $\sigma_{\beta}(x)$, where $\sigma_{\beta} : \mathbb{R}^d \rightarrow \mathbb{R}^d$. Next, EpiNet concatenates the representation with an epistemic index $z \in \mathbb{R}^d$ and executes a forward pass on the concatenated vector. The epistemic index can be a one-hot vector or sampled from a Gaussian prior. EpiNet also maintains a main NN $g_{\theta}$ and a prior NN $g_{\theta^p}$, where $g : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$. Hence given a NN $f_{\beta}$, an input feature vector $x$ and an epistemic index $z$, the posterior sample is

$$\hat{y} = f_{\beta}(x) + \left\{ g_{\theta}(\sigma_{\beta}(x)), z \right\} + \alpha g_{\theta^p}(\sigma_{\theta^p}(x)), z \right\}^T z. \quad (1)$$

where $\text{sgl}[-]$ indicates stop-gradient in backpropagation. In a logistic regression case, $\hat{y}$ goes through an additional Sigmoid function.

For simplicity of notation and consistency with the notations for deep ensemble, we denote Equation 1 by $h_{\theta, \theta^p}(x, z)$, where $\theta = (\beta, \eta), \theta^p = \eta^p$. During optimization, given a target variable $y$,

$$\theta = \arg \min_{\theta} \sum_{z \in \mathcal{Z}} \mathcal{L}(y, h_{\theta, \theta^p}(x, z)).$$

Here $\mathcal{Z}$ is a set of epistemic indices sampled from $z$’s prior to approximate the loss across the prior distribution of $z$.

6 A DEEP EXPLORATION AGENT

In this section, we present an efficient implementation of deep exploration utilizing Randomized Value Function (RVF) [30] through ENNs and Deep Q-learning. RVF exhibits two main features. First, it perturbs rewards, encouraging exploratory behavior. Second, an RVF agent consistently adheres to the policy induced by the value function sampled from an ENN for the entire user lifecycle, facilitating deep exploration. We denote the representation of a user as $\psi_u \in \mathbb{R}^d$ and that of an action as $a \in \mathcal{A}$. Both $\psi_u$ and $\phi_a$ are deterministic and remain constant over time. Additionally, the agent is offered extract_interact_features : $\mathcal{H} \times \mathcal{U} \rightarrow \mathbb{R}^d$, where $\xi_{t,u} = \text{extract_interact_features}(h_t, u)$ represents the historical interaction between user $u$ and the agent up to timestep $t$.

6.1 Deep Q-learning

In the context of RS, a deep Q-learning agent uses a NN to estimate its value function, $Q_{\theta} : \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, parameterized by $\theta$. Following the problem definition in Section 3, at time step $t$, a deep Q-learning agent selects an action:

$$A_t = \left\{ u, \arg \max_{a \in \mathcal{A}_{t,u}} Q_{\theta}(\psi_{u}, \phi_a, \xi_{t,u}) : u \in \mathcal{U}_t \right\},$$

where $\mathcal{A}_{t,u} = c(O_{t,u})$.

The agent explores by either modifying $Q_{\theta}$ or adopting a random exploration approach. For instance, when using $c$-Greedy as the exploration strategy, with probability $c$, the agent chooses a random action and follows the value function greedily otherwise. After executing action $A_t$, the agent receives a new observation $O_{t+1}$ from the environment and computes reward $R_{t+1}$. If $u \neq \mathcal{U}_t \cap \mathcal{U}_{t+1}$, the agent stores a transition $(\psi_{t,u}, \phi_a, \xi_{t,u}, R_{t+1}, \xi_{t+1,u}, A_{t+1,u})$, where $\mathcal{A}_{t+1,u} = c(O_{t+1,u})$, in its replay buffer $\mathcal{D}$ for future learning. It is worth noting that this approach can be easily extended to accommodate multi-step transitions by referencing the last observation generated by user $u$.

After several interactions, the agent samples data from its replay buffer to improve its value function model $Q_{\theta}$. To stabilize learning, a deep Q-learning agent creates a copy of the value function model as the target model $Q_{\theta^p}$ and copying the parameters from $Q_{\theta}$ to $Q_{\theta^p}$ every $K$ steps. More formally, with learning rate $\alpha$, the update
for $\beta$ is:

$$\beta \leftarrow \beta - \alpha \nabla \beta \sum_{u \in \mathcal{U} \cap \mathcal{U}_{t+1}} \left[ (R_{t+1,u} + \max_{a \in \mathcal{A}_{t+1,u}} Q^\beta (\psi_u, \phi_{A_{t+1,u}, \xi_{t+1,u}}) - Q^\beta (\psi_u, \phi_{A_t,u}, \xi_{t,u}))^2 \right] |_{\beta=\beta_n} .$$

(2)

We omitted the discount factor, common in RL literature, as we are optimizing for fixed-horizon cumulative reward.

### 6.2 Deep Exploration via Randomized Value Function (RVF) and Epistemic Neural Network (ENN)

An agent can conduct deep exploration by employing Deep Q-learning through RVF and an ENN, $h_Q^{\theta, \theta_p}$, in order to estimate the posterior distribution of value functions. $h_Q^{\theta, \theta_p}$ takes a user representation, an action representation, an interaction feature vector and an epistemic index as input and outputs a value function sample from an approximate posterior distribution. At the beginning of a user life-cycle, the agent samples an epistemic index $z_0 \in \mathbb{R}^d_z$ from the prior distribution $P_z$, and maintains this index throughout the life-cycle. At timestep $t$, the agent greedily selects:

$$A_t = \left\{ u, \arg \max_{a \in \mathcal{A}_{t,u}} h_Q^{\theta, \theta_p} (\psi_u, \phi_a, \xi_{t,u}, z_u) : u \in \mathcal{U}_t \right\} .$$

(3)

See Section 5 for two potential architectures for $h_Q^{\theta, \theta_p}$. After taking $A_t$, the agent observes $O_{t+1}$ and computes $R_{t+1}$.

A deep exploration agent also maintains replay buffers. To incentivize exploration, we adopt the reward perturbation approach in [30] when updating the buffers. There is a notable distinction when using a deep ensemble compared to an EpiNet: an agent utilizing a deep ensemble must maintain a separate perturbed buffer for each particle NN within the ensemble, whereas an agent employing an EpiNet requires only a single perturbed buffer. To elaborate, if $u \in \mathcal{U}_t \cap \mathcal{U}_{t+1}$, an agent leveraging deep ensemble stores a transition $(\psi_u, \phi_{A_{t+1,u}}, \xi_{t,u}, R_{t+1,u} + W_{z}^{x_{t+1,u}, \xi_{t+1,u}, \mathcal{A}_{t+1,u}})$ in the zth buffer for future learning. Here, $\mathcal{A}_{t+1,u} = c(O_{t+1,u}), W_{z}^{x_{t+1,u}} \sim N(0, \sigma^2)$ and $\sigma^2$ is a hyperparameter. On the other hand, an agent employing an EpiNet only maintains a single replay buffer and stores a single transition with $W_{t+1,u} \sim N(0, \sigma^2)$.

The agent then samples from its buffer to update its parameter $\theta$. With learning rate $\alpha$, $\theta$ is updated via

$$\theta \leftarrow \theta - \alpha \nabla \theta \sum_{z \in Z} \sum_{u \in \mathcal{U}_t \cap \mathcal{U}_{t+1}} \left[ \tilde{R}_{t+1,u,z} + \right.$$  

$$\left. \max_{a \in \mathcal{A}_{t+1,u}} h_Q^{\theta, \theta_p} (\psi_u, \phi_a, \xi_{t+1,u,z}) - h_Q^{\theta, \theta_p} (\psi_u, \phi_{A_{t+1,u}, \xi_{t,u,z}})^2 \right] |_{\theta=\theta_n} .$$

(4)

Here, $\tilde{R}_{t+1,u,z}$ denotes the perturbed reward and $h_Q^{\theta, \theta_p}$ represents the target network. For an agent utilizing EpiNet, $Z$ is a set of epistemic indices sampled from $z$’s prior, which helps approximate the loss across the entire distribution of $z$. Moreover, $\tilde{R}_{t+1,u,z}$ remains consistent across all $z$ values. Conversely, for an agent that employs a deep ensemble, $\tilde{R}_{t+1,u,z}$ corresponds to the perturbed reward from the zth replay buffer in the ensemble, and $Z$ is defined as $\{1, \ldots, M\}$. For a comprehensive view of the deep exploration algorithm with EpiNet, please refer to Figure 1 for visualization.

### 7 EXPERIMENTS

In this section, we conduct a series of experiments to demonstrate the benefits of deep exploration. We present a toy experiment, an experiment based on an e-commerce environment, and another experiment for slate ranking with parallel user streams. These environments, designed by industry leaders, aim to ensure high-fidelity, model-based evaluation grounded on real-world data. We compare deep exploration agents based on both deep ensemble and EpiNet against Q-learning agents that utilize strategies such as ε-greedy, Neural Thompson Sampling (Neural TS) [46], Neural UCB [48], and Neural LinUCB [44]. In all experiments, the scaling factor of the prior network is set to 0.3. Deep ensemble’s cardinality is set to 10. For EpiNet, the number of epistemic indices during optimization is set to 50, with their dimension set to 10, drawn from a standard Gaussian prior. All agents share the same NN architecture, featuring a single hidden layer of 20 units for the toy experiment, and hidden layers (200, 100, 50, 25) for the remaining experiments. All experiments are executed on a cloud machine with 2 A100 GPUs. The results are presented in Table 1.

1) **SeqRec Experiment.** Following SeqRec in Example 1, we set $\mathcal{U}_t = 1, v_t$, with $v_1 = 10, b_1 = 1, g(1, a_1) = 0$, and $g(1, a_2) = 1$. Contrary to Analysis 1, we do not implicitly inject prior knowledge into the agent. The action features are provided to the agent as one-hot feature vectors and each entry of the interaction feature $\xi_{t,u}$ is defined as: $\xi_{t,u}[i] = -1$, if $i > L_{t,u}, 1$ if $A_{t-L_{t+u+1,u}} = a_1$ at time step $t = L_t + i$, and 0 otherwise, where $L_{t,u}$ is the user’s current life-cycle length. The results of the experiment, averaged over ten random seeds each with 100 life-cycles, are presented in the first column of Table 1. The results indicate that only deep exploration is able to learn a reasonable policy.

2) **E-Commerce Environment Experiment.** Virtual-Taobao [36], a model-based simulator on one of the world’s largest E-Commerce platforms, allows us to evaluate agent performance with high fidelity. The environment delivers user feedback and termination via Multi-Agent Adversarial Imitation Learning (MAIL) [38]. At the onset of each episode, the simulator samples a user from the user distribution via a Generative Adversarial Network (GAN) [15]. At each time step, the agent is presented with 100 recommendation candidates. The agent’s task is to select one to
Table 1: Average Life-Cycle Cumulative Reward across Users (DE Stands for Deep Exploration)

| Algorithm          | Toy E-Commerce Train | E-Commerce Eval | Multi-User Slate Ranking Train | Multi-User Slate Ranking Eval |
|--------------------|----------------------|-----------------|-------------------------------|------------------------------|
| \(\epsilon\)-Greedy | 0.0 ± 0.0            | 1.07 ± 0.02     | 0.95 ± 0.07                   | 94.79 ± 1.21                 |
| Neural TS          | 0.0 ± 0.0            | 6.55 ± 1.14     | 6.37 ± 0.90                   | 111.323 ± 1.34               |
| Neural UCB         | 0.0 ± 0.0            | 9.13 ± 0.04     | 8.035 ± 0.15                  | 117.341 ± 2.03               |
| Neural LinUCB      | 0.0 ± 0.0            | 9.42 ± 0.13     | 8.78 ± 0.17                   | 121.344 ± 4.40               |
| Ensemble - DE     | 0.59 ± 0.03          | 11.46 ± 0.83    | 9.82 ± 0.50                   | 135.844 ± 3.62               |
| EpiNet - DE       | 0.71 ± 0.15          | 16.64 ± 1.04    | 13.83 ± 0.25                  | 147.703 ± 7.11               |

(a) Average Life-Cycle Return for High-Fidelity E-Commerce Environment through Virtual-Taobao, 200 Users Each Serving 10 Times Sequentially

(b) Average Life-Cycle Return for High-Fidelity E-Commerce Environment with 200 Cold Start Users that Agent Has Never Seen Before

(c) Tradeoff between Life-Cycle Return and Computation for E-Commerce Experiment. Better Tradeoff towards Top Right.

(d) Average Life-Cycle Return for High-Fidelity Multi-User Slate Ranking Environment, 100 Users Each Served 10 Times with 10-User Parallel Streams

(e) Average Life-Cycle Return for High-Fidelity Multi-User Slate Ranking Environment with 100 Out of Sample Users in 10-User Parallel Streams

(f) Tradeoff between Life-Cycle Return and Computation for Multi-User Slate Ranking Experiment. Better Tradeoff towards Top Right.

Figure 2: Experiment Results across E-Commerce and Multi-User Slate Ranking Environments. Average life-cycle return in each of the figures above plots: \(\frac{1}{|U|} \sum_{u \in U} \sum_{t=1}^{T} R_{t,u}\) averaged over 30 distinct seeds, where \(U = \bigcup_{t=1}^{T} U_t\) is the community of all users the agent has served and \(R_{t,u}\) is the reward at time step \(t\) for user \(u\). Note that since the Eval set is a completely new set of users, it is normal to see evaluation’s average life-cycle return higher than training.

propose to the user. Additionally, the agent has access to feature vectors for users, recommendations and interaction history. Due to the computational limitations of neural Thompson sampling and neural UCB — both requiring inverting covariance matrices with the width of the NN’s full parameter size — we only utilize the last layer’s gradients for these methods.

Refer to Fig. 2a, which displays the results of an experiment involving 30 seeds serving 200 users, each engaged 10 life-cycles with the agent with each life-cycle happening sequentially. It is clear that both deep exploration strategies surpass other exploration methods. Notably, the deep exploration methods achieve reasonable performance much more rapidly than myopic exploration methods. We also evaluate the performance of agents trained online with 200 out-of-sample users, without any additional training. Please refer to Figure 2b. The deep exploration methods, particularly the EpiNet-based deep exploration, significantly outperforms all other candidates in out-of-sample evaluations. Finally, the computation-performance trade-off of the algorithms is illustrated in Fig. 2c,
where candidates situated towards the top right exhibit the optimal trade-off criteria. Here, again, the deep exploration strategies demonstrate a clear advantage.

3) Slate Ranking Experiment with Parallel User Streams.

We leverage RL4RS [42], a real-world simulator that provides parallel user streams and slate ranking. User behavior predictions are generated via the Deep Interest Evolution Network (DIEN) [49], and users are sampled from a real dataset with anonymized representations. The agent interacts with 10 users simultaneously, providing each user with a separate slate of recommendations. When a user concludes their interactions with the agent, the environment samples a new user to maintain a constant stream of 10 active users. At each time step, the agent is presented with 284 different combinations (slates) of recommendation items as its available actions. We apply the same treatment to NeuraTS and NeuraUCB as the E-Commerce Experiment. Refer to Fig. 2d for a 30-seed experiment serving 100 users, each with 10 life-cycles. The results illustrate that both deep exploration strategies outperform other exploration methods. On a set of 100 out-of-sample users, as shown in Fig. 2b, we observe that both deep exploration methods significantly outperform others. Lastly, we provide a visualization of the computation-performance tradeoff in Figure 2c and again both deep exploration strategies lead the competition.

8 CONCLUSION

In this paper, we addressed the issue of sparse and delayed feedback in RS and explored the potential for deep exploration to improve personalization. We formally defined the RS problem in the context of sequential decision making and presented real-world experimental results with deep exploration in different high-fidelity RS environments. We demonstrated promise, through these experiments, in improving data efficiency and amplifying the rate of positive feedback in a scalable manner relative to other exploration designs. We hope that this paper will inspire adoption of deep exploration and show impact on real-world platforms through data-efficient personalization.
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