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Abstract

The statistics of random-matrix spectra can be very sensitive to the unfolding procedure that separates global from local properties. In order to avoid the introduction of possible artifacts, recently it has been applied to ergodic ensembles of Random Matrix Theory (RMT) the singular value decomposition (SVD) method, based on normal mode analysis, which characterizes the long-range correlations of the spectral fluctuations in a direct way without performing any unfolding. However, in the case of more general ensembles, the ergodicity property is often broken leading to ambiguities between spectrum-unfolded and ensemble-unfolded fluctuation statistics. Here, we apply SVD to a disordered random-matrix ensemble with tunable non-ergodicity, as a mathematical framework to characterize the nonergodicity. We show that ensemble-averaged and individual-spectrum averaged statistics are calculated consistently using the same normal mode basis, and the nonergodicity is explained as a breakdown of this common basis.
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1. Introduction

Random Matrix Theory (RMT) has been very successful in the statistical study of quantum excitation spectra [1]. The standard Gaussian ensembles of RMT are constructed with matrices whose elements are determined independently from a Gaussian distribution [2]. However, this RMT modeling is not completely realistic, and there has been a search for models whose randomness would mimic physical reality closer. For example, many-body systems are effectively governed by one- and two-body forces, while RMT assumes many-body forces between the constituents, so that a stochastic modeling of the one- and two-body interaction would yield a much smaller number of independent random variables than used in RMT [3] [4]. Hence the interest in sparse matrices [5], band- or tridiagonal matrices [6] [7], specialized models such as the two-body random ensemble (TBRE) [8] [9], and the more general $k-$body embedded Gaussian ensembles (EGE) [10]. Other generalizations determine the matrix elements from a stable but non-Gaussian distribution, in particular the Lévy distribution [11]. Also, the statistical properties of addition [12] or multiplication [13] [14] [15] of random-matrix variables has been investigated. The main features of the new ensembles are correlations among matrix elements [16] [17], Gaussian instead of semicircular global eigenvalue densities [9], breaking of the power-law behavior of the integrated level density fluctuations [5] [6] [7] and nonergodicty [11] [8] [9]. These new features pose the question whether a more realistic stochastic modeling of many-body systems might yield results which differ from the standard RMT predictions.

In this context, one technical step prior to the statistical study of fluctuations of the standard Gaussian and more general RMT ensembles is the *unfolding* procedure, which serves two purposes: (i) to separate the global level density $\rho(E)$ from the local fluctuations $\tilde{\rho}(E) = \rho(E) - \overline{\rho}(E)$ and (ii) to rescale and normalize the fluctuations so that the statistics of different systems can be compared [1] [13]. In general, the unfolding is not trivial, and the statistical results can be very sensitive to the particular unfolding procedure applied [18] [19] [20] [21]. If the ensemble under study is ergodic, then spectrum-unfolded and ensemble-unfolded fluctuation statistics are equivalent. The breaking of ergodicity originates an ambiguity in the characterization of the spectral fluctuations because both measures lead to different results (see e.g. [11]).
In previous contributions, we applied a data-adaptive and parameter-free method, the singular value decomposition (SVD), to the standard Gaussian ensembles of RMT, such that each spectrum was decomposed exactly as the sum of trend and fluctuation normal modes, which constitute a basis for the whole ensemble [22, 23, 24]. The dominant modes (trend modes) are monotonous and describe the global spectral properties, whereas the other modes oscillate and constitute the fluctuations (fluctuation modes). An advantage of this method, is that an ensemble estimate is obtained for the spectral rigidity in terms of the scaling behavior of the normal modes, in a direct way, without performing any unfolding. On the other hand, the scaling of the fluctuations of each spectrum can also be studied individually, which leads to a spectrum estimate of the ergodicity. In the case of ergodic Gaussian ensembles, both estimates are identical, however, when there are doubts about the validity of the ergodicity hypothesis, the results obtained can lead to ambivalent conclusions. In this sense, a first successful application of SVD to the study of nonergodic ensembles was realized in Ref. [25], where the TBRE ensemble was considered. In the present contribution, we consider a disordered random-matrix model [14, 15], that allows to fine-tune the intensity of nonergodicity, to study its effect on the spectrum and ensemble estimates, employing the normal mode analysis.

2. A random-matrix model for nonergodic disordered ensembles

Let \( H_G(\sigma) \) be a random matrix from GOE (with Dyson index \( \beta = 1 \)) of dimension \( N \times N \), whose matrix elements are chosen independently from the Gaussian distribution \( \mathcal{N}(\mu, \sigma) \), with \( \mathcal{N}(0, 1) \) for the diagonal elements, and \( \mathcal{N}(0, 1/\sqrt{2}) \) for the nondiagonal elements [27]. The ergodicity of the Gaussian ensembles can be broken by the introduction of disorder. Since one of the characteristics of a disordered system is the competition between two types of independent random variables, we can construct a nonergodic disordered random-matrix ensemble, \( H(\sigma, \xi) \), by imposing an external source of randomness, \( \xi \), to the fluctuations of the Gaussian matrix [14, 15],

\[
H(\sigma, \xi) = \frac{H_G(\sigma)}{\sqrt{\xi/\bar{\xi}}},
\]

where \( \xi \) is a positive random variable chosen from a normalized probability distribution \( w(\xi) \) with average \( \bar{\xi} \) and variance \( \sigma_\xi^2 \). A demonstration of the
Figure 1: Disordered ensemble with $M$ realizations of eigenspectra with $N$ levels, using $N = M = 50$, for different shapes of the initial disorder distribution: (a) a Gaussian-shaped gamma distribution $w_0(\xi)$ for $\bar{\xi} = 200$, and (b) a long-tailed gamma distribution $w_0(\xi)$ for $\bar{\xi} = 0.5$. Three different realizations are shown for the the convergence of the disorder distribution $w_\nu(\xi)$ (non-shaded curves) towards similar positions along the initial gamma distribution $w_0(\xi)$ (black shaded curve) for $\bar{\xi} = 200$, and to very different positions for $\bar{\xi} = 0.5$. (Lower right insets) Eigenvalue density histograms $\rho(E)$ of the same three realizations, which are ergodic for $\bar{\xi} = 200$, and nonergodic for $\bar{\xi} = 0.5$. (Main figure) Eigenvalue sequences $E(m)_n(n)$ (continuous grey lines) for all $m = 1, \ldots, M$ realizations, which are ergodic for $\bar{\xi} = 200$, and nonergodic for $\bar{\xi} = 0.5$. Also shown are the parameter-free and data-adaptive global behavior $E(n)$ and $\rho(E)$ for one particular realization (dashed black line), and the ensemble average $\langle E(n) \rangle$ and $\langle \rho \rangle$ (continuous black lines). For the matrix dimensions $N \times N$ used in this calculation, the global level density is midway between a semicircle and a Gaussian distribution.

nonergodicity of the disordered ensemble introduced through Eq. 1 is given in [14] (Eqs. 11-14 in that reference). Although we can obtain the matrices of the disordered ensemble directly from Eq. 1, they may also be generated taking into account the correlations among their elements [14]. More specifically, it is possible to iteratively generate all the matrix elements of $H(\sigma, \xi)$, in the following way: at the $\nu$th step, a new element is sorted through the relation,

\[
h_\nu = \frac{h_{G}(\sigma)}{\sqrt{\xi_\nu/\bar{\xi}}},
\]
Here, $h_G$ are the $f = N(N+1)/2$ independent Gaussian matrix elements, ordered in such a way that the first $N$ ones are the diagonal elements $H_{ii}$, and the remaining ones are the rescaled off-diagonal elements $\sqrt{2}H_{ij}$. The reason for the factor $\sqrt{2}$ is explained in Ref. [16]. Subsequent values for the disorder random variable $\xi_\nu$ are sorted recursively from a disorder distribution,

$$w_\nu(\xi) = \frac{w_0(\xi)\xi^{(n-1)/2} \exp\left(-\frac{\beta \xi}{\sqrt{2} \sigma_\xi} \sum_{i=1}^{\nu-1} h_i^2\right)}{\int d\xi w_0(\xi)\xi^{(n-1)/2} \exp\left(-\frac{\beta \xi}{\sqrt{2} \sigma_\xi} \sum_{i=1}^{\nu-1} h_i^2\right)}.$$ (3)

Fixing the set of disorder variables $\xi_1, \xi_2, \ldots, \xi_f$ during the realization of a particular matrix for the ensemble maintains the univariance of $w_\nu(\xi)$ at all time, and allows it to converge rapidly with iteration number $\nu$ to a very narrow and peaked distribution around a mean value $\bar{\xi}$, where the position of $\bar{\xi}$ depends on the shape of the initial distribution $w_0(\xi)$. Now, let us consider as a particular choice for the distribution $w_\nu(\xi)$ the normalized gamma distribution

$$w_0(\xi) = \exp(-\xi)\xi^{\xi-1}/\Gamma(\xi),$$ (4)

with $\sigma_\xi^2 = \bar{\xi}$. The mean $\bar{\xi}$ controls the behavior of the distribution $w_0(\xi)$, which can be Gaussian-like (for very large values of $\bar{\xi}$), or long-tailed (for very small values of $\bar{\xi}$). The disorder distribution $w_\nu(\xi)$ will tend to converge to similar positions for Gaussian-like $w_0(\xi)$, and to different positions for long-tailed $w_0(\xi)$, see Fig. 1 (upper left insets). This can be understood through the coefficient of variation (CV), which considers standard deviation relative to the mean [26], and in the present case behaves as $CV = 1/\sqrt{\bar{\xi}}$, and tends to zero for large $\bar{\xi}$. This means that for very large values of $\bar{\xi}$ there will be little variation between the random initial positions for the disorder distribution, whereas for very small values of $\bar{\xi}$ all initial positions will likely be very different. Finally, the factor $(\xi/\bar{\xi})^{-1/2}$ multiplying the Gaussian matrices in Eq. (1) acts on the variance $\sigma^2$ of the Gaussian ensembles. Subsequent realizations of the matrix are generated using different sets of $\xi$, and the variance of each matrix depends on the width of $w_0(\xi)$, which in this way defines the ergodicity of the ensemble. This can be appreciated in

---

1 Other choices of the initial distribution can also be made. Note that the nonergodic behavior depend on the width of the distribution $w(\xi)$, in such a way that for a wide distribution it is expected that averages over the ensemble of matrices will not coincide with averages over one spectrum.
Fig. 1 (lower right insets), where the level density $\rho(E)$ is very similar for all realizations for $\bar{\xi} = 200$, but dissimilar for different realizations for $\bar{\xi} = 0.5$. Likewise, level sequences $E(n)$ evolve in similar ways for $\bar{\xi} = 200$, but behave differently for $\bar{\xi} = 0.5$ (main panel).

Figure 2: Analysis of eigenspectra in the nonergodic regime for $\bar{\xi} = 0.5, 1, 2$ (grey filled symbols) and in the ergodic regime $\bar{\xi} = 4, 10, 100, 200$ (black open symbols). (a) Ensemble perspective: The fluctuation part of the scree diagram $\lambda_k$ changes its scaling behavior from $\gamma = 2$ (Poisson statistics) for $\bar{\xi} = 0.5$ towards $\gamma < 1.5$ for $\bar{\xi} \geq 4$, compared with the numerical result $\gamma \approx 1.25$ for a very small GOE ensemble with $N = M = 50$ (vertical dashed line). (b) Individual spectrum perspective: The Fourier power spectrum $P(f)$ of the fluctuations $\bar{E} = E - \bar{E}$ of individual spectra results in $\beta_{ps} = 1$ (GOE statistics) independently from $\bar{\xi}$.

3. Normal mode analysis using Singular Value Decomposition (SVD)

3.1. Trend and fluctuation normal modes

In the following, we briefly review the normal mode analysis of Refs. [22, 23, 24]. Consider an ensemble of $m = 1 \ldots M$ level sequences $E^{(m)}(n)$, where each sequence consists of $n = 1 \ldots N$ levels, such as the ensembles with $N = M = 50$ presented in Fig. 1 (main panel). Each sequence constitutes one of the rows of a $M \times N$ dimensional matrix $X$, which we will interprete
as a multivariate time series,

\[
X = \begin{pmatrix}
E^{(1)}(1) & E^{(1)}(2) & \cdots & E^{(1)}(N) \\
E^{(2)}(1) & E^{(2)}(2) & \cdots & E^{(2)}(N) \\
\vdots & \vdots & & \vdots \\
E^{(M)}(1) & E^{(M)}(2) & \cdots & E^{(M)}(N)
\end{pmatrix}.
\]  

(5)

Singular Value Decomposition (SVD) is an exact and parameter-free matrix decomposition technique that allows us to rewrite \( X \) in a unique way as,

\[
X = U\Sigma V^T = \sum_{k=1}^{r} \sigma_k \vec{u}_k \vec{v}_k^T,
\]  

(6)

where \( \Sigma \) is an \( M \times N \)-dimensional matrix with only diagonal elements that are the ordered *singular values* \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r \), where \( r \leq \text{Min}[M, N] = \text{rank}(X) \). The vectors \( \vec{u}_k \) are orthonormal and they constitute the \( k \)th columns of the \( M \times M \)-dimensional matrix \( U \). They are called the *left-singular vectors* of \( X \), and they span its column space. Their physical significance will be explained further on. The vectors \( \vec{v}_k \) are orthonormal and they constitute the \( k \)th columns of the \( N \times N \)-dimensional matrix \( V \). They are called the *right-singular vectors* of \( X \), they span its row space, and therefore they constitute a basis of energy *normal modes* for the ensemble. The expression \( \vec{u}_k \vec{v}_k^T \equiv \vec{u}_k \otimes \vec{v}_k \) indicates the outer product of \( \vec{u}_k \) and \( \vec{v}_k \). A set \( \{\sigma_k, \vec{u}_k, \vec{v}_k\} \) is called an *eigentriplet*, and completely defines the eigenmode of order \( k \). Any matrix row of \( X \) containing a particular eigenspectrum can be written as,

\[
E^{(m)}(n) = \bar{E}(n) + \tilde{E}(n) = \sum_{k=1}^{r} \sigma_k U_{mk}\vec{v}_k^T(n),
\]  

(7)

where \( \lambda_k = \sigma_k^2 \) can be interpreted as *partial variances* that indicate how much a specific normal mode \( \vec{v}_k \) contributes to the total variance of the ensemble, and the matrix elements \( U_{mk} \) serve as coefficients that express a particular level sequence exactly as a weighted sum of normal modes. The normal modes \( \vec{v}_k \) with \( k = 1, \ldots, n_T \) that determine the global spectral properties \( \bar{E} \) of a particular spectrum behave monotonously and can easily be distinguished by their large partial variances \( \lambda_k \) that are orders of magnitude larger than the remaining \( \lambda_k \) with \( k = n_T + 1, \ldots, r \) associated to the oscillating normal modes of the fluctuations \( \tilde{E} \) \[22\]. In the present calculation, we find one
global mode \((n_T = 1)\) for the matrix ensembles in the ergodic regime, and two global modes \((n_T = 2)\) in the nonergodic regime. In Fig. 1 (main panels), the global behavior \(\overline{E}\) is shown for a particular level sequence, in comparison with the ensemble mean \(\langle E \rangle\). The global level density is easily calculated as the histogram \(\rho(E)\) of the global behavior \(\overline{E}\) and is compared with the ensemble average \(\langle \rho \rangle\) (lower right insets). It can be appreciated that in the ergodic regime the ensemble average \(\langle E \rangle\) or \(\langle \rho \rangle\) is representative for an individual spectral average \(E\) or \(\rho(E)\), whereas in the nonergodic regime the ensemble mean is not representative.

![Figure 3: Inverse Participation Ratio \(I_u(k)\) of the left-singular vectors \(\vec{u}_k\). In the ergodic regime (\(\xi = 200\), black open triangles), \(I_u(k)\) is low for most \(\vec{u}_k\) indicating that these vectors are influenced by most spectra and thus are representative for the whole ensemble. In the nonergodic regime (\(\xi = 0.5\), gray filled circles), peaks of high \(I_u(k)\) indicate that these vectors are influenced by one or only few spectra and thus are not representative for the whole ensemble. In comparison, results for \(I_u(k)\) are shown for an ensemble of GOE spectra of the same dimensions \(N = M = 50\) (black dashed lines).](image)

3.2. Fluctuation measures

In Refs. [22, 23, 24], we applied the above normal mode analysis to ergodic Gaussian ensembles. On the one hand, the fluctuation part \(k = n_T + 1, \ldots, r\) of the scree diagram of ordered partial variances behaves as a power law,

\[
\lambda_k \propto 1/k^{\gamma},
\]

which gives the ensemble estimate of the spectral rigidity in terms of how the normal modes \(\vec{v}_k\) common to all eigenspectra scale. On the other hand, the
Fourier power spectrum of the fluctuations $\tilde{E}(n)$ of the individual spectra also follows a power law,

$$P(f) \propto 1/f^{\beta_{ps}}.$$  \hfill (9)

which is the spectrum estimate of the spectral rigidity. For ergodic ensembles, it resulted that the spectral exponents of both estimates are equal [22]. The value $\beta_{ps} = \gamma = 1$ characterizes correlated spectra of the GOE type because of level repulsion. The value $\beta_{ps} = \gamma = 2$ reflects the Poissonian statistics of noncorrelated levels in the absence of level repulsion.

In the following, we analyze eigenspectra of the disordered matrix ensemble of Sect. 2. In Fig. 2 (panel (a)), the fluctuation part of the scree diagram $\lambda_k$ is shown for different values of $\xi$. Apart from a tail of nonsignificant $\lambda_k$ for high-order modes when the basis becomes over-complete [22], the power-law behaviour of Eq. (8) is observed for all realizations, and the value of the spectral exponent $\gamma$ changes in function of $\xi$ (see inset). For $\xi = 0.5$, in the nonergodic regime, we find $\gamma = 2$ corresponding to Poisson statistics. The spectral exponent $\gamma$ drops quickly for increasing $\xi$, reflecting a rapid decrease of intensity of nonergodicity, as will be explained in the next subsection. For $\xi \geq 4$, there is a further low approach to the ergodic limit, in correspondence with the results of Ref. [14] for the fluctuation measure $\Sigma^2$, obtained after a traditional ensemble unfolding. The expected value of $\gamma = 1$ for the ergodic limit is never obtained because of the small ensemble dimensions used in the present calculations $N = M = 50$, where the power law can be followed only over a very limited range of less than one order of magnitude. For a GOE ensemble with the same limited dimensions $N$ and $M$, the numerical result $\gamma \approx 1.25$ is obtained.

On the other hand, in Fig. 2 (panel (b)), the Fourier power spectrum of the fluctuations $\tilde{E}$ of individual eigenspectra follows the power law of Eq. (9) with spectral exponent $\beta_{ps} = 1$, indicating GOE statistics, as indeed expected if the unfolding is carried out appropriately [14]. Moreover, the value for spectral exponent $\beta_{ps}$ is independent from $\xi$. The spectral exponent $\gamma$ approaches the value for $\beta_{ps}$ for larger values of the control parameter $\xi$ when the ergodic limit is approached. Based on the above, we propose that the difference between the spectral exponents $\beta_{ps}$ and $\gamma$ can serve as a measure of nonergodicity.
3.3. Inverse participation ratio and breakdown of the normal-mode basis

Now, we explain the value of the spectral exponent $\gamma$. The component $m$ of a given left-singular vector $\vec{u}_k$ relates to the contribution of spectrum $m$ to that vector. Hence, the distribution of the components contains information about the number of spectra contributing to a specific left-singular vector. In order to distinguish between one vector with approximately equal components and another with a small number of large components, one can define the inverse participation ratio for a vector $\vec{u}_k$ [28, 29, 30, 31],

$$I_u(k) \equiv \sum_{m=1}^{M} [\vec{u}_k(m)]^4.$$  \hfill (10)

The physical meaning of $I_u(k)$ can be illustrated by two limiting cases, (i) an eigenvector with identical components $\vec{u}_k(m) = 1/\sqrt{M}$ has $I_u(k) = 1/M$, whereas (ii) an eigenvector with one component $\vec{u}_k(m) = 1$ and all the others zero has $I_u(k) = 1$. Therefore, $I_u(k)$ is related to the reciprocal of the number of eigenvector components significantly different from zero.

In Fig. 3, we can see that in the nonergodic regime for $\xi = 0.5$ almost half of the vectors $\vec{u}_k$ has a very high inverse participation ratio $I_u(k)$, indicating that one or only few spectra contribute to the eigentriplet $\{\sigma_k, \vec{u}_k, \vec{v}_k\}$, so that this eigenmode is not representative for the whole ensemble. The scree diagram is thus composed of many noncorrelated partial variances, resulting in Poissonian statistics. In the ergodic regime, for $\xi = 200$, inverse participation ratios $I_u(k)$ are small, indicating that most if not all spectra contribute to the eigentriplets, which are thus representative for the whole ensemble. The scree diagram is composed of fully correlated partial variances and results in GOE statistics. The few moderate peaks that appear in $I_u(k)$ for $\xi = 200$ with respect to the results for a GOE ensemble of the same dimensions $N = M = 50$ indicates that the fully ergodic limit has not yet been reached.

In this context, nonergodicity can be understood as a breakdown of the common normal-mode basis of the ensemble, not only at the large energy scale of the global spectral behavior $\overline{E}$, see Fig. 1 (main panels), but also at the small scale of the local fluctuations $\tilde{E}$, see Fig. 2 (panel (a)). In this way, the inverse participation ratio $I_u(k)$ serves as a measure for nonergodicity.
3.4. Rescaling

By applying the normal mode analysis presented here, the spectra are not unfolded, i.e., they are not rescaled but only detrended. If the purpose is to calculate traditional fluctuation measures such as the short-range nearest-neighbor spacing distribution (NNSD) or the long-range $\Sigma^2$ or $\Delta_3$ measures, which require an explicit normalization of the fluctuations [1], a data-adaptive unfolding can be performed using the fluctuation normal modes [32, 33, 25]. Time-series based fluctuation measures such as the scree diagram $\lambda_k$, or the Fourier power spectrum $P(f)$, absorb the scale of the fluctuations in the offset of the power law of Eqs. (8) and (9), whereas the statistics of the fluctuations is codified in the spectral exponents $\gamma$ and $\beta_{ps}$.

This can be illustrated with Fig. 2 (panel (a)), where the offset of the fluctuation part of the scree diagram varies over almost a whole order of magnitude. For very large values of $\xi$, the factor that determines the variance of the ensemble $(\xi/\bar{\xi})^{-1/2} \rightarrow 1$, and the variance of the disordered ensemble $H(\sigma, \xi)$ tends to remain unchanged with respect to the initial Gaussian ensemble $H(\sigma)$ (curves with black open symbols). For very small values of $\xi$, the factor $(\xi/\bar{\xi})^{-1/2}$ can become very large because of the divergence of $w_0(\xi)$ near $\xi = 0$, and the variance of the disordered ensemble is enhanced (curves with grey filled symbols). The case $\xi = 4$ is intermediate between these two regimes.

4. Conclusions

In the present contribution, we applied the SVD method to a disordered random-matrix model, that allows to fine tune the intensity of nonergodicity. In this way, we calculated ensemble-averaged and spectrum-averaged statistics in a parameter-free and consistent way, without performing any unfolding of the spectra, by using a data-adaptive basis of normal modes. In this context, nonergodicity was explained as the breakdown of the common normal mode basis, so that the inverse participation ratio, and the difference between the spectrum-averaged and the ensemble-averaged statistics, served as measures for the intensity of nonergodicity. Results obtained suggest that SVD could be a robust tool for characterizing spectra of systems in which nonergodicity may play an important role such as network spectra.
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