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We study a degenerate two-species gas of bosonic atoms interacting through a $p$-wave Feshbach resonance as for example realized in a $^{85}$Rb-$^{87}$Rb mixture. We show that in addition to a conventional atomic and a $p$-wave molecular spinor-1 superfluidity at large positive and negative detunings, respectively, the system generically exhibits a finite momentum atomic-molecular superfluidity at intermediate detuning around the unitary point. We analyze the detailed nature of the corresponding phases and the associated quantum and thermal phase transitions.

I. INTRODUCTION

A. Background and Motivation

Since the experimental realization of Bose-Einstein condensation (BEC) in trapped alkali-metal-atom gases\textsuperscript{12}, the resulting burgeoning field of degenerate atomic gases has seen an ever-expanding research activity. It has been fueled by the steady advances in new experimental techniques to control and interrogate the continually growing class of degenerate atomic systems. A Feshbach resonance (FR) has been one of these exceptionally fruitful experimental “knobs” that lends exquisite tunability (via magnetic field) of interactions in the ultracold atomic gases. For fermionic trapped gases, it enabled a realization of a fermionic atom-pair superfluidity and exploration of its BEC-BCS crossover and resonant universality\textsuperscript{6,32}.

Motivated by the demonstration of $p$-wave FR in $^{40}$K and $^{6}$Li, $p$-wave paired fermionic superfluidity has also been extensively explored theoretically\textsuperscript{40,41}, in contrast to their fermionic analogs, which undergo a smooth BEC-BCS crossover, resonant bosonic gases are predicted to exhibit magnetic-field- and/or temperature-driven sharp phase transitions between distinct molecular and atomic superfluid phases. One serious impediment to a laboratory realization of this rich physics is the predicted\textsuperscript{32,34} and observed\textsuperscript{35} instabilities of a resonantly attractive Bose gas sufficiently close to a FR. Nevertheless, a number of features of the phase diagram are expected to be exhibited away from the resonance and/or reflected in the nonequilibrium phenomenology (before the onset of the instability) of a resonant Bose gas. Furthermore, recent extension to an $s$-wave resonant Bose gas in an optical lattice\textsuperscript{33,36} demonstrated the stabilization through a quantum Zeno mechanism proposed by Rempe\textsuperscript{37}, which dates back to Bethe’s\textsuperscript{38} analysis of the triplet linewidth in hydrogen. The predictions\textsuperscript{29–31,35,36} have been supported by recent density matrix renormalization group\textsuperscript{29}, exact diagonalization\textsuperscript{31}, and quantum Monte Carlo\textsuperscript{32} studies, as well extensions to two species\textsuperscript{34}.

Along with the ubiquitous $s$-wave resonances, recent experiments on a $^{85}$Rb-$^{87}$Rb mixture have demonstrated an interspecies $p$-wave FR at $B = 257.8$ G\textsuperscript{32,43}. Although the consequences of this two-body $p$-wave resonance on the degenerate many-body state of such a gas mixture has not been explored experimentally, it provided the main motivation for our recent\textsuperscript{44} and present studies. We note that closely related studies of BEC in $p$ (and higher) bands in optical lattices have been carried out in Refs.\textsuperscript{44,45}.

The rest of the paper is organized as follows. We conclude the Introduction with a summary of our main results and their experimental implications. In Sec. II we introduce a microscopic two-channel $p$-wave FR model for a description of a two-component Bose gas, as for example realized by a $^{85}$Rb-$^{87}$Rb mixture. Having related the parameters of the model to two-body scattering experiments on a dilute gas, in Sec. III we present a general symmetry-based discussion of phases and associated phase transitions expected in such an atomic gas at finite density. In Sec. IV by minimizing the corresponding imaginary-time coherent state action, we map out a generic mean-field phase diagram for this system. In Sec. V we supplement this Landau analysis with a derivation of the corresponding Goldstone-mode Lagrangians and extract from them the low-energy elementary excitations and dispersions characteristic of each phase. The true (beyond-mean-field) nature of the quantum and thermal phase transitions is discussed in Sec. VI. In Sec. VII we study the topological defects, vortices and domain walls, in each of the phases. We make a more direct contact with cold-atom experiments in Sec. VIII by using a local density approximation (LDA) to include the effects of the trapping potential. We close with a brief summary in Sec. IX.
B. Summary of results

Before turning to the analysis of the system, we present the main predictions of our work, a small subset of which was previously reported in a Letter\textsuperscript{66}. Our key results are summarized by a FR temperature-detuning phase diagram, illustrated in Fig. 1 and by the properties of the corresponding phases and transitions. We find that in addition to the normal (i.e., non-superfluid) high-temperature phase, the \( p \)-wave Feshbach-resonant two-component \emph{balanced} Bose gas (e.g., equal mixture of \( ^{85}\text{Rb} \) and \( ^{87}\text{Rb} \) atoms) generically exhibits three classes of superfluid phases: atomic (ASF), molecular (MSF), and atomic-molecular (AMSF) condensates, where atoms, \( p \)-wave molecules, and both are Bose-Einstein-condensed, respectively. Our most interesting finding is that the AMSF phase, sandwiched between (large positive detuning) ASF and (large negative detuning) MSF phases, is necessarily a \emph{finite-momentum} \( Q \) spinor superfluid, akin to (but distinct from) a supersolid\textsuperscript{45–64}. It is characterized by a momentum \( hQ \), with its magnitude

\[
Q = \alpha m \sqrt{n_m} \sim \sqrt{\gamma_p \ell_n} \lesssim \sqrt{\gamma_p / \ell}, \tag{1.1}
\]
tunable with a magnetic field [via FR detuning, \( \nu \) that primarily enters through the molecular condensate density \( n_m(\nu) \)], with \( \alpha \), \( m \), \( \ell \), and \( \gamma_p \), respectively, the FR coupling, atomic mass, average atom spacing, and a dimensionless measure of FR width\textsuperscript{24}.

As illustrated in the phase diagram (Fig. 1), the ASF appears at a large positive detuning (weak FR attraction) and low temperature, where one of the three combinations (ASF\(_1\), ASF\(_2\), ASF\(_{12}\)) of the \( ^{85}\text{Rb} \) and \( ^{87}\text{Rb} \) atoms is Bose-Einstein-condensed into a conventional, uniform superfluid and the \( p \)-wave \( ^{85}\text{Rb} - ^{87}\text{Rb} \) molecules are energetically costly and therefore appear only as gapped excitations.

In the complementary regime of a large negative detuning, the attraction between two flavors of atoms is sufficiently strong so as to bind them into tight \( p \)-wave hetero-molecules (e.g., \( ^{85}\text{Rb} - ^{87}\text{Rb} \), molecule), which at low temperature condense into a \( p \)-wave superfluid, with atoms in the species-balanced case existing only as gapped excitations. In this tight-binding molecular regime the gas reduces to a well-explored system of a spinor-1 condensate\textsuperscript{47–64}, with the spinor corresponding to the relative orbital angular momentum \( \ell = 1 \) of the two constituent atoms of the \( p \)-wave molecule. Thus, for negative detuning we predict the existence of \( \ell_z = 0 \) “polar” (MSF\(_p\)) and \( \ell_z = \pm 1 \) “ferromagnetic” (MSF\(_{fm}\)) \( p \)-wave superfluid phases, with their relative stability determined by the ratio \( a_0/a_2 \) of molecular spin-0 (\( a_0 \)) to molecular spin-2 (\( a_2 \)) scattering lengths. We find that this ratio and therefore the first-order MSF\(_p\)-MSF\(_{fm}\) transition are, in turn, controlled with the \( p \)-wave FR detuning \( \nu \), or equivalently, the atomic \( p \)-wave scattering volume \( v \sim 1/\nu \), tunable with a magnetic field.

We emphasize that (in contrast to the \( s \)-wave case\textsuperscript{29,31}) because a \( p \)-wave resonance does not couple a \emph{uniform} atomic condensate to the molecular one, a \( p \)-wave molecular condensate is \emph{not} automatically induced inside the ASF state.

The most distinctive signatures of these superfluids should be directly detectable via time-of-flight shadow
images, with the ASF exhibiting an atomic condensate peak and the MSF displaying a $p$-wave molecular one. At higher densities in a trap, the bulk phase diagram as a function of the chemical potential (see Fig. 20 and 21) translates into shell structure of distinct phases, which we estimated within the LDA.

In addition to these fairly conventional uniform atomic and molecular BECs, for intermediate detuning around a unitary point we predict the existence of AMSF$_p$ and AMSF$_{fm}$ phases, characterized by a finite momentum $Q$ atomic condensate, that is a superposition of the two atomic species. Such a generically supersolid state is always accompanied by a $p$-wave molecular condensate, concomitantly induced through the $p$-wave FR interaction. In addition to exhibiting an off-diagonal long-range order (ODLRO) of an ordinary superfluid the two AMSF$_{p, fm}$ states (distinguished by the polar versus ferromagnetic nature of their $p$-wave molecular condensates) spontaneously partially break orientational and translational symmetries, akin to polar and smectic liquid crystals and the putative Fulde-Ferrell-Larkin-Ovchinnikov states of imbalanced paired fermions.

As illustrated in Fig. 1 in the AMSF$_p$ state, $Q$ aligns along the quantization axis along which the molecular condensate has a zero projection of its internal $\ell = 1$ angular momentum. For the case of the AMSF$_{fm}$ state, $Q$ lies in the otherwise isotropic plane, transverse to the $p$-wave molecular condensate axis, as illustrated in Fig. 4.

In the narrow FR approximation we find that the AMSF$_{p, fm}$ states are collinear, characterized by a single $Q$ of a Fulde-Ferrell-like form, as opposed to a $+ Q$ and $- Q$ Larkin-Ovchinnikov-like or other more complicated crystalline forms, found in imbalanced paired fermionic systems. However, because the detailed spatial structure of the AMSF$_{fm}$ (but not the AMSF$_p$ state) sensitively depends on the interactions (since it spontaneously breaks symmetry transverse to the $\ell_z = 1$ axis), we do not exclude a more general lattice structure in a more generic beyond-mean-field model, which is best analyzed numerically.

The phase boundaries between this rich variety of phases can be calculated for a narrow FR and in a dilute Bose-gas limit, but are notoriously difficult to estimate in a strongly interacting system, where they can only be qualitatively estimated within a mean-field analysis. In the former case the zero-temperature phase boundaries are given by critical detunings:

$$\nu_{c}^{\text{MSF}_p - \text{AMSF}_p} = -(g_1 + g_2 - 2g_{am} + \frac{ma^2}{\hbar^2}) n_m, \quad (1.2a)$$

$$\nu_{c}^{\text{AMSF}_p - \text{ASF}} = (2\lambda_1 - g_{am} + \frac{ma^2}{2\hbar^2}) n_a, \quad \text{for } g_2 < 0, \quad (1.2b)$$

with similar expressions for transitions out of the ferromagnetic phases, which can be found in Eq. (4.35). Here $g_1$’s and $\lambda_1$’s are molecular and atomic two-body interaction pseudopotentials, respectively related to the back-ground molecular $(a_{11}^{bg}, a_{22}^{bg}, a_{12}^{bg})$ and atomic scattering lengths $(a_{11}^{bg}, a_{22}^{bg}, a_{12}^{bg})$.

As any neutral superfluid, ASF, MSF, and AMSF are each characterized by Bogoliubov modes, illustrated in Figs. 15, 14, 13, and 10 with long-wavelength acoustic “sound” dispersions,

$$E^B(k) \approx c_\sigma \hbar k, \quad (1.3)$$

where $c_\sigma$ (with $\sigma = \text{ASF}_1, 2, 12$, MSF$_{p, fm}$, AMSF$_{p, fm}$) are the associated sound speeds with standard Bogoliubov form $c_\sigma \approx \sqrt{g_\nu n_\sigma / 2m}$. In each of these SF states one Bogoliubov mode (and only one in the ASF$_1$ states) corresponds to the overall condensate phase fluctuations. In addition, the MSF$_p$ exhibits two degenerate “transverse” Bogoliubov orientational acoustic modes. The MSF$_{fm}$ is also additionally characterized by one “ferromagnetic” spin-wave mode, $E^\text{Gap}_{\text{MSF}_{fm}} \approx k^2$ and one gapped mode, consistent with the characteristics of a conventional spinor-1 condensates.

Because MSF$_{p, fm}$’s are paired MSFs, they also exhibit gapped single atomlike quasiparticles (akin to Bogoliubov excitations in a fermionic paired BCS state) that do not carry a definite atom number. These single-particle excitations are “squeezed” by the presence of the molecular condensate, offering a mechanism to realize atomic squeezed states, which can be measured by interference experiments, similar to those reported in Ref. 52. The low-energy nature of these single-atom excitations is guaranteed by the vanishing of the gap at the MSF-AMSF transition at $\nu_{c}^{\text{MSF}_{p, fm} - \text{AMSF}_{p, fm}}$, with $E^\text{Gap}_{\text{MSF}}(\nu_{c}) = 0$.

We also note that inside the MSF$_{p, fm}$, for $\nu > \nu_{c}^{p, fm} = -(g_{p, fm} + C_{p, fm} m a^2 / \hbar^2) n_m$, where $C_{p, fm} = 2, 1$ for polar and ferromagnetic phases, respectively, the minimum of the single-atom excitations (that for $\nu < \nu_{c}$, is at $k = 0$) shifts to a finite momentum, $k \approx Q$. This is a precursor of the atomic gap-closing MSF-AMSF transition at $\nu_{c}^{\text{MSF} - \text{AMSF}}$, where atoms also Bose condense at finite momentum $Q$.

We predict that in addition to the conventional Bogoliubov superfluid mode associated with the phase common to the atomic and molecular condensates, the AMSF also exhibits a Goldstone mode corresponding to the fluctuation of a relative phase between the two atomic condensate components. Furthermore, a spatially periodic, collinear AMSF state, characterized by at least $\pm Q$ momenta (but not just single $Q$) further exhibits the condensate phonon mode $u$ corresponding to the difference between phases of the $\pm Q$ condensate components, akin to the Larkin-Ovchinnikov state.

For the single $Q$ AMSF states, we predict the smecticlike “phonon” spectra in the polar and ferromagnetic
cases,
\[
\omega_{\text{AMSF}}(k) = \sqrt{(Bk_z^2 + Kk_y^4)/\chi}, \quad (1.4a)
\]
\[
\omega_{\text{AMSF}_{\text{fm}}}(k) = \sqrt{(Bk_z^2 + k^2(K_xk_z^2 + K_yk_y^2))/\chi}, \quad (1.4b)
\]
as well as the conventional Bogoliubov modes associated with superfluid order, and an orientational mode \(\omega_{\text{fm}}\), associated with orientational symmetry breaking in AMSF
\[
\omega_{+p}(k) = \sqrt{\frac{2p_0}{\chi + m} k}, \quad (1.5a)
\]
\[
\omega_{\text{fm}}^\gamma(k) = \sqrt{\frac{jk^2(Bk_z^2 + k^2(K_xk_z^2 + K_yk_y^2))}{J_{\chi - k}^2 + k^2\kappa^2}}, \quad (1.5b)
\]
where \(B = \frac{2\pi\alpha}{m}, K = K_x = 2K_y = \frac{\hbar^2}{2m^2\alpha^2}, J = \frac{\hbar^2\alpha}{4m}, k = \frac{\hbar^2\alpha}{\alpha m}, \) and \(\chi^{-1} = \frac{1}{2}(\lambda - \lambda_{12}).\)

Having summarized the results of our study, we next turn to the definition of the two-component p-wave resonant Bose-gas model, followed by its detailed analysis.

II. MODEL

We study a gas mixture of two distinguishable bosonic atoms (e.g., \(^{85}\)Rb, \(^{87}\)Rb), created by field operators \(\psi_{\sigma}^+(r) = \left(\psi_{1}^+(r), \psi_{2}^+(r)\right)\) and interacting through a p-wave FR associated with a tunable “closed”-channel bound state. The corresponding p-wave \((l = 1)\) closed-channel hetero-molecule (e.g., \(^{85}\)Rb-\(^{87}\)Rb) is created by a Cartesian vector field operator \(\phi^+(r) = (\phi_x^+, \phi_y^+, \phi_z^+)\), related to \(\phi_x^+ = (\phi_x^+ \pm i\phi_y^+)/\sqrt{2}, \phi_z^+ = \phi_z^+\) operators, which create closed-channel molecules in the \(\ell_x = \pm 1, 0\) eigenstates, respectively. This system is governed by a grand-canonical Hamiltonian density (with \(h = 1\) throughout),
\[
\mathcal{H} = \sum_{\sigma=1,2} \hat{\psi}_{\sigma}^\dagger \hat{\epsilon}_{\sigma} \hat{\psi}_{\sigma} + \hat{\phi}_{\dagger}^\dagger \cdot \hat{\omega} \cdot \hat{\phi}_{\dagger} + \mathcal{H}_{bg}
\]
\[
+ \frac{\alpha}{2} \left(\hat{\phi}_{\dagger}^\dagger \left[\hat{\psi}_1(-i\nabla)\hat{\psi}_2 - \hat{\psi}_2(-i\nabla)\hat{\psi}_1\right] + h.c.,\right)
\]
where single-particle atomic and molecular Hamiltonians are given by
\[
\hat{\epsilon}_{\sigma} = -\frac{1}{2m} \nabla^2 - \mu_{\sigma}, \quad (2.2a)
\]
\[
\hat{\omega} = -\frac{1}{4m} \nabla^2 - \mu_{m}, \quad (2.2b)
\]
with the effective molecular chemical potential,
\[
\mu_{m} = \mu_1 + \mu_2 - \nu, \quad (2.3)
\]
adjustable by a magnetic-field-dependent detuning \(\nu\), the latter being the rest energy of the closed-channel molecule relative to a pair of open-channel atoms. For simplicity we have taken atomic masses to be identical (a good approximation for the \(^{85}\)Rb-\(^{87}\)Rb mixture that we have in mind) and will focus on the balanced case of \(\mu_2 = \mu_2 = \mu\), with \(\mu\) fixing the total number of \(^{85}\)Rb and \(^{87}\)Rb atoms, whether in the (open-channel) atomic or (closed-channel) molecular form. The FR interaction encodes a coherent interconversion between a pair of open-channel atoms 1, 2 (in a singlet combination of 1, 2 labels, as required by bosonic statistics) and a closed-channel p-wave molecule, with amplitude \(\alpha_{\text{fr}}\).

The FR coupling \(\alpha\) and detuning \(\nu\) are fixed experimentally through measurements of the low-energy two-atom p-wave scattering amplitude \((25, 86)\),
\[
f_p(k) = \frac{k^2}{\left|v - 1 + \frac{k_0^2k^2}{2} - ik^3\right|}, \quad (2.4)
\]
where \(v\) is the scattering volume (tunable via magnetic field dependent detuning \(\nu\)) and \(k_0\) (negative for the FR case) is the characteristic wave vector \((21, 87)\),
\[
v^{-1} = -\frac{6\pi}{m\alpha^2}(\nu - c_1), \quad (2.5a)
\]
\[
k_0 = -\frac{12\pi}{m^2\alpha^2}(1 + c_2), \quad (2.5b)
\]
respectively analogous to the scattering length \(a\) and the effective range \(r_0\) in s-wave scattering case. In the above equations, constants \(c_{1,2}\) are determined by the details of the p-wave interaction at small scales, which in the pseudopotential model above are given by \((21)\),
\[
c_1 = \frac{m\alpha^2}{9\pi^2\Lambda^3}, \quad (2.6a)
\]
\[
c_2 = \frac{m^2\alpha^2}{3\pi^2\Lambda}, \quad (2.6b)
\]
where \(\Lambda = 2\pi/d\) is the inverse size of the closed-channel molecular bound state, on the order of the interatomic potential range.

The p-wave resonance and bound-state energy are determined by the poles of \(f_p(k)\). At low energies (where \(ik^3\) can be neglected) the energy of the pole is given by
\[
E_p = \frac{k_0^2}{2m} \approx -\frac{1}{mv|k_0|}, \quad (2.7)
\]
which is real and negative and thus is a bound-state energy for \(v > 0\) (negative detuning) and a finite lifetime resonance for \(v < 0\) (positive detuning).

In the above, for simplicity we have focused on a rotationally invariant FR interaction, with \(\hat{\omega}\) and \(\alpha\) independent of the molecular component \(i\). This is an approximation for our system of interest, the \(^{85}\)Rb-\(^{87}\)Rb mixture, where, indeed, the p-wave FR around \(B = 257.8\) G \((22, 43)\) is split into a doublet by approximately \(\Delta B = 0.6\) G, similar to the fermionic case of \((40, 21, 23, 25, 86)\). We leave the more realistic, richer case for future studies.
The background (nonresonant) interaction density
\[ \mathcal{H}_{bg} = \mathcal{H}_a + \mathcal{H}_m + \mathcal{H}_{am} \] (2.8)
is given by
\[ \mathcal{H}_a = \sum_{\sigma=1,2} \frac{\lambda_\sigma}{2} \bar{\psi}^\dagger_\sigma \psi^\dagger_\sigma + \lambda_{12} \bar{\psi}^\dagger_1 \psi^\dagger_2 \psi^\dagger_1 \psi^\dagger_2, \] (2.9a)
\[ \mathcal{H}_m = \frac{g_1}{2} (\bar{\phi}^\dagger_1 \cdot \bar{\phi}^\dagger_2 + \bar{\phi}^\dagger_2 \cdot \bar{\phi}^\dagger_1)^2 + \frac{g_2}{2} |\bar{\phi}^\dagger \cdot \bar{\phi}|^2, \] (2.9b)
\[ \mathcal{H}_{am} = \sum_{\sigma=1,2} \sigma g_{am} \bar{\psi}^\dagger_\sigma \phi^\dagger \cdot \bar{\phi} \psi_\sigma, \] (2.9c)
where coupling constants \( \lambda_\sigma, \lambda_{12}, g_1, g_2, g_{am} \) are related to the corresponding background \( s \)-wave scattering lengths \((a_1, a_2, \text{etc.})\) in a standard way and thus are fixed experimentally through measurements on the gas in a dilute limit. Correspondingly, we take these background \( s \)-wave couplings to be independent of the \( p \)-wave detuning, an approximation that we expect to be quantitatively valid in the narrow resonance and/or dilute limits considered here. A miscibility of a two-component atomic gas requires
\[ a_1 a_2 > a^2_{12} \] (2.10)
which may be problematic for the case of \(^{85}\text{Rb}^{87}\text{Rb}\) due to the negative background scattering length of \(^{85}\text{Rb}^{87}\text{Rb}\).

The molecular interaction couplings \( g_1, g_2 \) (set by the \( L = 0 \) and \( L = 2 \) channels of \( p \)-wave molecule-molecule scattering), and \( g_{am} \) can be derived from a combination of \( s \)-wave atom-atom \((\lambda_\sigma)\) and \( p \)-wave FR \((\alpha)\) interactions. We present lowest order of this analysis in Sec. IV.D.3, which shows that these parameters can, in principle, be tuned via a magnetic field through the \( p \)-wave FR detuning \( \nu \).

The above two-channel model [Eq. (2.1)] faithfully captures the low-energy \( p \)-wave resonant and \( s \)-wave nonresonant scattering phenomenology of the \(^{85}\text{Rb}^{87}\text{Rb}\) \( p \)-wave Feshbach-resonant mixture\(^{32,33}\). Its analysis at nonzero balanced atomic densities, which is our focus here, leads to the predictions summarized in the previous section.

1. Lattice model

As discussed in the Introduction, based on the experience for the \( s \)-wave case\(^{32,33,80}\), it is likely that a stable realization of the above continuum \( p \)-wave resonant two-species bosonic model will require an introduction of an optical lattice\(^{35,36}\). This leads to a two-component atomic Hubbard model, with standard tight-binding atomic and molecular lattice-hopping kinetic energies, density-density interactions, and a lattice projection of the \( p \)-wave Feshbach resonant coupling that in a single-band Wannier basis is given by
\[ \mathcal{H}_{\text{lattice}}^{\text{FRp}} = \frac{\alpha}{2} \sum_{\mathbf{r},\mathbf{r}'\sigma} b_{\mathbf{r}\sigma}^\dagger (a_{1\mathbf{r}}, a_{2\mathbf{r}}, -\delta_\sigma - a_{1\mathbf{r}}, a_{2\mathbf{r}}, +\delta_\sigma) + h.c., \] (2.11)
where, for example, on a cubic lattice, \( \delta_\sigma \) are lattice vectors. A related finite angular-momentum FR lattice model was proposed and studied in an interesting paper by Kuklov\(^{34}\), predicting a robust \( p \)-wave atomic condensate in an optical lattice. As usual\(^{35,36}\), at low lattice filling this lattice model reproduces the phenomenology of the continuum model. As an additional qualitative feature, at commensurate lattice fillings we also expect it to admit a rich variety of zero-temperature Mott insulating phases and quantum phase transitions from them to the superfluid ground states exhibited by the continuum system studied here. We leave the detailed analysis of the lattice model to future studies.

2. Coherence-state formulation of thermodynamics

With the model defined by \( \hat{\mathcal{H}} \) [Eqs. (2.1), (2.8), and (2.9)], the thermodynamics as a function of the chemical potential \( \mu \) (or equivalently total atom density, \( n \)), detuning \( \nu \), and temperature \( T \) can be worked out in a standard way by computing the partition function
\[ Z = \text{Tr}[e^{-\beta \hat{\mathcal{H}}}] \] \((\beta \equiv 1/k_B T)\) and the corresponding free energy \( F = -k_B T \ln Z \). The trace over quantum mechanical many-body states can be conveniently reformulated in terms of an imaginary-time \((\tau = i t)\) functional integral over coherent-state atomic, \( \psi_\sigma(\tau, \mathbf{r}) \) \((\sigma = 1, 2)\), and molecular, \( \phi(\tau, \mathbf{r}) \), fields:
\[ Z = \int D\psi_\sigma^* D\psi_\sigma D\phi^* D\phi e^{-S}, \] (2.12)
where the imaginary-time action is given by\(^{31}\)
\[ S = \int_0^\beta d\tau \int d\mathbf{r} \left[ \psi_\sigma^* \partial_\tau \psi_\sigma + \phi^* \partial_\tau \phi \right. \]
\[ + \left. \mathcal{H}(\psi_\sigma^*, \psi_\sigma, \phi^*, \phi) \right] \]
\[ = \int_0^\beta d\tau \int d\mathbf{r} \mathcal{L}. \] (2.13a)
(2.13b)
The Lagrangian density is given by
Above (and throughout), the summation over a repeated index, as for $\sigma$ in the first term, is implied.

We note that closely related models also arise in completely distinct physical contexts. These include quantum magnets that exhibit incommensurate spin-liquid states\textsuperscript{29} and bosonic atoms in the presence of spin-orbit interactions\textsuperscript{33}.

The associated coherent-state action $S$ is the basis of all of our analysis in subsequent sections for the computation of the phase diagram, the nature of the phases and excitations in each of the corresponding phases of a $p$-wave resonant Bose gas.

III. PHASES AND THEIR SYMMETRIES

Before turning to a microscopic analysis, it is instructive to consider the nature of the expected phases, corresponding Goldstone modes and associated phase transitions based on the underlying symmetries and their spontaneous breaking.

The fully disordered symmetric state of our two-component Bose gas confined inside an isotropic and homogeneous\textsuperscript{24} trap exhibits the $U(1) \otimes U(1) \otimes O(3) \otimes T_r$ symmetries. The first two $U(1)$ groups are associated with the total (whether in atomic or molecular form) atom number $N = N_1 + N_2 + 2N_m$ and the atom species number difference $N_1 = N_1 - N_2$ conservations. The $O(3) \times T_r$ symmetries correspond to the Euclidean group of three-dimensional rotations and translations (in a trap-free case), and $T$ is a symmetry of time reversal.

Since our system is composed of bosonic atoms and molecules confined to a large trap\textsuperscript{35}, at sufficiently low temperature we expect it to be a superfluid that in three dimensions exhibits BEC, characterized by complex scalar atomic, $\Psi_a$, and/or 3-vector molecular, $\Phi$, order parameters. Thus, in addition to the high-temperature normal (non-superfluid) state, where all order parameters vanish and the full symmetry $U(1) \otimes U(1) \otimes O(3) \otimes T_r \otimes T$ is manifest\textsuperscript{26}, at low temperature we expect the system to exhibit three classes of SF phases,

1. Atomic Superfluid (ASF), $\Psi_a \neq 0$ and $\Phi = 0$,
2. Molecular Superfluid (MSF), $\Psi_a = 0$ and $\Phi \neq 0$,
3. Atomic Molecular Superfluid (AMSF), $\Psi_a \neq 0$ and $\Phi \neq 0$.

that spontaneously break one or more of the above symmetries. Although these phase classes resemble the previously studied phases of an $s$-wave Feshbach-resonant system\textsuperscript{28-31}, as is clear in the following discussion, there are important qualitative differences.

A. Atomic superfluid phases, ASF

At large positive detuning $\nu$ it is clear that the molecules are gapped and all atoms are in the unpaired open channel. In this regime, the gapped molecules can be neglected (or integrated out) and the Hamiltonian\textsuperscript{[2.1]} reduces to that of two bosonic atom species, that can exhibit BEC characterized by $\Psi_1$, $\Psi_2$ condensates. Such a two-component system is characterized by two types of phase-diagram topologies and has been extensively studied in the statistical physics community\textsuperscript{101-103}.

For $a_1a_2 > a_1^2$ it admits three ASF phases,

1. ASF$_1$ ($\Psi_1 \neq 0, \Psi_2 = 0$),
2. ASF$_2$ ($\Psi_1 = 0, \Psi_2 \neq 0$),
3. ASF$_{12}$ ($\Psi_1 \neq 0, \Psi_2 \neq 0$),

with ASF$_1$ and ASF$_2$ separated from ASF$_{12}$ and the normal phases by continuous phase transitions driven by temperature and density, or atomic polarization (or equivalently the chemical potential imbalance) as illustrated in a mean-field phase diagram (Fig. 4). These phases clearly break $U(1)$, $U(1)$, or both of these symmetries, respectively, and are therefore expected to exhibit conventional Bogoliubov modes corresponding to these $U(1)$ symmetries.

Alternatively, for $a_1a_2 < a_1^2$, the ASF$_{12}$ state is unstable, with ASF$_1$ and ASF$_2$ separated by a first-order transition and the associated phase separation visible in a trap.

We emphasize that, in contrast to the $s$-wave FR bosonic system (where atomic condensation necessarily induces a molecular one, and therefore the ASF phase is not qualitatively distinct from the $s$-wave AMSF phase, being separated from it by a smooth crossover\textsuperscript{29-31}, for a $p$-wave FR, above $k = 0$ atomic ASF condensates do not automatically induce a $p$-wave molecular condensate since for $k = 0$ the $p$-wave FR coupling vanishes. Thus, the ASF class of phases is qualitatively distinct from the AMSF class that we discuss below.

\[ \mathcal{L} = \psi^\dagger (\partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma) \psi + \phi^\dagger \cdot (\partial_\tau - \frac{\nabla^2}{4m} - \mu_m) \cdot \phi + \frac{\lambda_\sigma}{2} |\psi_\sigma|^4 \]

\[ + \lambda_{12} |\psi_1|^2 |\psi_2|^2 + g_{am} (|\psi_1|^2 + |\psi_2|^2) |\phi|^2 + \frac{g_1}{2} |\phi^\dagger \cdot \Phi |^2 + \frac{g_2}{2} |\Phi \cdot \phi|^2 \]

\[ + \frac{\alpha}{2} (\phi^\dagger \cdot [\psi_1(-i \nabla) \psi_2 - \psi_2(-i \nabla) \psi_1] + c.c.) \].

(2.14)
B. Molecular superfluid phases, MSF

In the opposite limit of a large negative detuning, atoms are gapped, tightly bound into heteromolecules that at low temperature condense into a $p$-wave MSF. In this regime of atomic vacuum, the gas reduces to that of interacting $p$-wave molecules, a system quite clearly isomorphic to that of the extensively studied $F = 1$ spinor condensate $^{51, 53, 56, 61}$, with the hyperfine spin $F$ here replaced by the orbital $\ell = 1$ angular momentum of two constituent atoms.

Like $F = 1$ spinor condensates, the $p$-wave MSF can exhibit two distinct phases depending on the sign of the renormalized interaction coupling $g_2$ in Eq. (2.9), or equivalently the sign of the difference $a_0^{(m)} - a_2^{(m)}$ of the molecular $L = 0$ and $L = 2$ channels $s$-wave scattering lengths $^{22}$.

1. Ferromagnetic molecular superfluid, MSF$_{fm}$

For $g_2 > 0$ the ground state is the so-called “ferromagnetic” molecular superfluid, MSF$_{fm}$, characterized by an order parameter, $\Phi = \frac{\Phi_{fm}}{\sqrt{2}}(\hat{n} \pm i\hat{m})$, with $\hat{n}$, $\hat{m}$, $\hat{\ell} = \hat{n} \times \hat{m}$ a real orthonormal triad, $\Phi_{fm}$ a real amplitude, and the state corresponding to $\ell_z = \pm 1$ projection of the internal molecular orbital angular momentum along the $\hat{\ell}$ axis. MSF$_{fm}$ spontaneously breaks the time reversal, the $O(3)$ rotational and the global gauge symmetry $U_N(1)$, the latter corresponding to a total atom number $N$ conservation. Inside MSF$_{fm}$ the low-energy order parameter manifold is that of the $O(3) = SU(2)/\mathbb{Z}_2$ group, corresponding to orientations of the orthonormal triad $\hat{n}$, $\hat{m}$, $\hat{\ell}$.

As its hyperfine spinor-condensate cousin, MSF$_{fm}$, exhibits two gapless Goldstone modes, one linear ($\propto k$) Bogoliubov mode associated with the broken global gauge symmetry and another quadratic ($\propto k^2$) corresponding to the ferromagnetic order, with associated spin waves $^{22}$, reflecting the precessional FM dynamics.

2. Polar molecular superfluid, MSF$_{p}$

Alternatively, for $g_2 < 0$ the ground state is the so-called “polar” molecular superfluid, MSF$_{p}$, characterized by a (collinear) order parameter, $\Phi = \Phi_{p} e^{i\varphi} \hat{n}$, with $\hat{n}$ a real unit vector, $\varphi$ a (real) phase, and $\Phi_{p}$ a (real) order-parameter amplitude, with the state corresponding to $\ell_z = 0$ projection of the internal molecular orbital angular momentum along $\hat{n}$. MSF$_{p}$ clearly spontaneously breaks rotational symmetry by its choice of the $\ell_z = 0$ quantization axis $\hat{n}$ and the global gauge symmetry, corresponding to a total atom number conservation. The low-energy order parameter manifold that characterizes MSF$_{p}$ is given by the coset space $(U(1) \otimes S_2)/\mathbb{Z}_2$, admitting half-integer “charge” vortices $^{61}$ akin to (but distinct from) the $s$-wave MSF $^{22, 23}$.

As we demonstrate explicitly in Sec. V based on symmetry we expect the polar MSF$_{p}$ state to exhibit three gapless Bogoliubov-like modes. One corresponds to the breaking of the global atom number conservation and two are associated with the breaking of rotational $O(3)$ symmetry $^{22}$.

C. Atomic-molecular superfluid phases, AMSF

As detuning is increased from large negative values of the MSF$_{p, fm}$ phases, for intermediate $\nu$ the gap to atomic excitations decreases, closing at a critical value of $\nu_{c, \text{AMSF}}$ at which, in addition, an atomic BEC takes place. General arguments show that this precedes the atomic condensation in the absence of FR coupling; that is, $\nu_{c, \text{AMSF}} < \nu_{c, \text{AMSF}}(0)$. The features of this MSF-AMSF transition and the AMSF phase are derived from the fact that at these intermediate detuning, the atomic condensation necessarily takes place at a finite momentum $k = Q$, set by a balance of the $p$-wave FR hybridization and the atomic kinetic energies.

We emphasize that in contrast to the $s$-wave Feshbach-resonant bosonic $^{29, 30}$, for which an atomic condensate necessarily induces a molecular condensate, thereby erasing a qualitative distinction between the AMSF and ASF states, for the $p$-wave case, ASF and AMSF phases are qualitatively distinct $^{29}$. The latter is ensured by the momentum-dependent nature of the $p$-wave coupling that breaks spatial rotational invariance and vanishes for $Q = 0$.

As with other crystalline states of matter $^{23, 74, 49}$, the detailed nature of the resulting AMSF states depends on the symmetry of the crystalline order, set by the reciprocal lattice vectors, $Q_s$, at which condensation takes place. Determined by a detailed nature of interactions and fluctuations, typically the nature of crystalline order is challenging to determine generically. Here we focus on the collinear states, with a parallel set of $Q_s = nQ$, that in the present system can be generically shown to be energetically preferred in the AMSF$_{p}$ state. There are two possible classes of such collinear states, which are bosonic condensate analogs of the Fulde-Ferrell (FF) $^{23}$ and Larkin-Ovchinnikov (LO) $^{24}$ states, extensively studied in fermionic paired superconductors and superfluids $^{29, 30}$. The qualitative features of these classes of finite-momentum superfluids are well captured by two simplest representative states, one with a single $Q$ and the other with a pair of $\pm Q$ condensate, which we respectively denote as “vector” (AMSF$^v$) and “smectic” (AMSF$^s$). With a choice of $Q$ the AMSF$^{v,s}$ states both break spatial rotational symmetry. However, they are qualitatively distinguished by the AMSF$^v$ also spontaneously breaking the time-reversal symmetry, while remaining homogeneous, and the AMSF$^s$ instead also breaking the translational symmetry along $Q$, while remaining symmetric under the time reversal. Because within a mean-field theory analysis it is the former, vector state that appears to be
favored, for simplicity we focus on the single $Q$ AMSF states.

The nature and symmetries of these AMSF states furthermore qualitatively depends on the parent MSF, with AMSF$_{fm}$ and AMSF$_p$ as two possibilities depending on the sign of the renormalized interaction coupling $g_2$. In addition to the symmetries already broken in its MSF parent, by virtue of atomic condensation the AMSF state breaks the remaining $U_{\Delta N}(1)$ global gauge symmetry associated with the conservation of the difference in atom species number, $\Delta N$. Other symmetries that it breaks depend on the detailed structure of the AMSF$_{v,s}^{fm,p}$ states.

1. Polar atomic-molecular superfluid, AMSF$_p$

The AMSF$_p$ emerges from the MSF$_p$. As we see in the next section, in the AMSF$_p$ the finite-momentum atomic condensate orders with $Q$ along the molecular condensate field $\Phi$, and therefore (as illustrated in Fig. 4) for a single $Q$ the vector superfluid does not break any additional spatial symmetries. With the molecular quantization axis, $\Phi$ locked to the atomic condensate momentum $Q$, on general symmetry grounds (simultaneous rotations of $\Phi$ and $Q$ is a zero-energy Goldstone mode), we expect and indeed find that (see Sec. V C) the superfluid phase will be characterized by a smectic Goldstone-mode Hamiltonian. The AMSF$_p$ superfluid, in addition breaks translational symmetry along $Q$, with low-energy fluctuations about this state described by a smectic phonon $u$ and a superfluid phase $\varphi$ Goldstone modes.

FIG. 4: (Color online) Schematic of the AMSF$_p$ state. The thick arrow indicates the atomic condensate momentum $Q$ and the $n$ arrow denotes the quantization axis along which the projection of molecular internal orbital angular momentum vanishes.

2. Ferromagnetic atomic-molecular superfluid, AMSF$_{fm}$

In contrast, a finite-momentum atomic condensation from the MSF$_{fm}$ leads to the AMSF$_{fm}$. In this state, a $p$-wave Feshbach resonant interaction leads to the energetic preference for a transverse orientation of the atomic condensate momentum $Q$ to the molecular quantization axis, $\hat{\ell} = \hat{n} \times \hat{m}$. Consequently, as illustrated in Fig. 5, the AMSF$_{fm}$ state breaks additional orientational symmetry of the uniaxial molecular state in the plane transverse to the molecular quantization axis $\hat{\ell}$. That is, the AMSF$_{fm}$ state is a biaxial nematic superfluid defined by $Q$ and $\hat{\ell}$ axes, with the superfluid phase described by a smectic Goldstone-mode Hamiltonian akin to that of the FF state. The latter form is enforced by the symmetry associated with a simultaneous reorientation of atomic momentum $Q$ and molecular gauge transformation. The biaxial AMSF$_{fm}$ superfluid, in addition breaks translational symmetry along $Q$, with low-energy fluctuations about this state described by two Goldstone modes, which are a smectic phonon $u$ and a superfluid phase $\varphi$ Goldstone modes.

FIG. 5: (Color online) Schematic of the AMSF$_{fm}$ state. The thick arrow indicates the atomic condensate momentum $Q$, lying in the plane transverse to the quantization axis $\hat{\ell}$, along which the projection of the molecular internal orbital angular momentum is $\ell_z = +1$.

IV. MEAN FIELD THEORY

Our main goal in this paper is to establish the phase diagram and nature of phase transitions exhibited by the $p$-wave Feshbach-resonant two-component Bose gas. This requires a minimization of the free energy which, in the presence of interactions and fluctuations is a nontrivial function of a number of systems’ physical parameters. However, outside the critical region, inside each phase where fluctuations are small, we can approximate the Landau free-energy functional $F[\Psi_1, \Phi]$ by replacing the atomic and molecular coherent state fields with the clas-
sical order parameters, $\Psi_\sigma(r)$, $\Phi(r)$, that minimize the action $S$ via the saddle-point method. In the simplest approximation, the Landau free-energy functional $F[\Psi_\sigma, \Phi]$ takes the form identical to $H[\hat{\Psi}_\sigma, \hat{\Phi}]$,

$$F[\Psi_\sigma, \Phi] = \int d^3r \left[ \sum_{\sigma=1,2} \left( \Psi_\sigma^* \tilde{\sigma}_\sigma \Psi_\sigma + \frac{\lambda_\sigma}{2} |\Psi_\sigma|^4 \right) 
+ \tilde{\lambda}_{12} |\Psi_1|^2 |\Psi_2|^2 + \tilde{g}_{am} (|\Psi_1|^2 + |\Psi_2|^2) |\Phi|^2 
+ \Phi^* \cdot \tilde{\omega} \cdot \Phi + \tilde{g}_1 |\Phi^*|^2 \Phi^2 + \tilde{g}_2 |\Phi|^2 \Phi^2 
+ \frac{\tilde{g}}{2} (\Phi^* \cdot [\Psi_1(\nabla)\Psi_2 - \Psi_2(\nabla)\Psi_1]) + c.c. \right],$$

(4.1)

with the effective couplings ($\tilde{\mu}_\sigma, \tilde{\mu}_m, \tilde{\lambda}_\sigma, \ldots$), which are functions of the microscopic parameters ($\mu_\sigma, \mu_m, \lambda_\sigma, \ldots$) in Eq. (2.1), encoding all the complexity of the fluctuations and interactions on short scales. Though nontrivial, these parameters are, in principle, derivable from the Hamiltonian. However, we are not concerned with this aspect of the problem. Instead, our goal is to capture the qualitative form of the phase diagram, taking fluctuations into account only when they qualitatively modify the nature of the phases and phase transitions. For simplicity of notation, we therefore neglect the distinction between the microscopic and effective couplings, dropping tildes.

A. Order parameters

We begin by introducing order parameters that in mean-field approximation completely characterize the states of the system. In contrast to a conventional (s-wave interacting) Bose gas, anticipating the energetics, we allow the atomic condensates $\Psi_1(r)$ and $\Psi_2(r)$ to be complex periodic functions characterized by momenta $Q_n$, with the simplest single $Q_1 = Q$ form given by

$$\psi_1(r) \rightarrow \Psi_1(r) = \Psi_{1,Q} e^{iQ \cdot r}, \quad (4.2a)$$

$$\psi_2(r) \rightarrow \Psi_2(r) = \Psi_{2,-Q} e^{-iQ \cdot r}, \quad (4.2b)$$

$$\phi(r) \rightarrow \Phi, \quad (4.2c)$$

where $\Phi$ is a complex 3-vector order parameter characteristic of the $\ell = 1$ molecular condensate and the choice of $\pm Q$ momentum relation for the two atomic condensate fields is dictated by momentum conservation.

More generally, the atomic condensate order parameter is given by

$$\Psi_\sigma(r) = \begin{pmatrix} \Psi_{1,Q} \cr \Psi_{2,-Q} \end{pmatrix}, \quad (4.3a)$$

$$\Psi_{Q_n} = \begin{pmatrix} \Psi_{1,Q_n} e^{iQ_n \cdot r} 
\Psi_{2,-Q_n} e^{-iQ_n \cdot r} \end{pmatrix}, \quad (4.3b)$$

However, as alluded to in the previous section, based on the energetics of the model, we expect that for most of the phase diagram a single $Q_\sigma = Q$ and double $Q_n = \pm Q$ collinear forms of the atomic order parameters are sufficient to capture the ground-state atomic condensates. The latter LO-like form can equivalently, more simply be written as

$$\Psi_\sigma(r) = \Psi_{\sigma,Q} e^{iQ \cdot r} + \Psi_{\sigma,-Q} e^{-iQ \cdot r},$$

(4.4)

with $\Psi_{\sigma, \pm Q}$, $\Phi$, and $Q$ to be determined by the minimization of the mean-field free energy. As we demonstrate in Appendix A it is the single $Q$ (FF-like) condensate that is preferred energetically in a mean-field approximation and is therefore the primary focus of the analysis presented here.

The molecular condensate complex order parameter $\Phi$ can, in general, be decomposed in terms of orthonormal real 3-vectors $u$ and $v$.

$$\Phi = u + iv. \quad (4.5)$$

As we demonstrate explicitly shortly, in this representation the two possible $\ell = 1$ MSFs, ferromagnetic and polar condensates are described by

$$u \perp v, \text{ “ferromagnetic”, } \ell_\xi = \pm 1 \text{ condensate,} \quad (4.6a)$$

$$u \parallel v, \text{ “polar”, } \ell_\xi = 0 \text{ condensate,} \quad (4.6b)$$

where for ferromagnetic state $u = v$ and the polar state can obviously be equivalently characterized by a vanishing of one (but not both) of $u$ and $v$. These two molecular condensate states are the bosonic analogs of the $p_x + ip_y$ and $p_x$ $p$-wave paired superfluids.

We next consider the Landau free energy as a function of these atomic and molecular order parameters and, by minimizing it for a range of experimentally tunable parameters, compute the mean-field phase diagram for this $p$-wave resonant two-component Bose gas.

B. Atomic Superfluid (ASF)

As is clear from Eqs. (2.3) and (4.1) for large positive detuning, $\nu$, the molecular chemical potential $\mu_m < 0$ is negative, with molecules gapped and therefore the ground state is a molecular vacuum. We can thus safely integrate out the small Gaussian molecular excitations, leading to an effective atomic free energy,

$$F_\sigma[\Psi_\sigma] \approx F[\Psi_\sigma, 0] \approx \int d^3r \left[ \sum_{\sigma=1,2} \left( \Psi_\sigma^* \tilde{\lambda}_\sigma \Psi_\sigma + \frac{\lambda_\sigma}{2} |\Psi_\sigma|^4 \right) 
+ \lambda_{12} |\Psi_1|^2 |\Psi_2|^2 \right],$$

(4.7)

with coefficients that are only slightly modified from their bare values in Eq. (4.1). This functional is a special $U(1) \otimes U(1)$ form of a $O(N) \otimes O(M)$ model, first studied
ordered by Fisher et al. and more recently in magnetic and many other contexts. This free energy is clearly minimized by a spatially uniform atomic order parameter, $\Psi$, giving

$$ f_{\text{af}} = F[|\Psi|, 0]/V $$

or

$$ f_{\text{af}} = \sum_{\sigma = 1, 2} \left[ -\mu_\sigma |\Psi_\sigma|^2 + \frac{\lambda_\sigma}{2} |\Psi_\sigma|^4 \right] + \lambda_{12} |\Psi_1|^2 |\Psi_2|^2 $$

as the ASF free-energy density.

As physical parameters are varied (e.g., a weaker periodic potential at commensurate atom filling), this would correspond to a Mott insulating phase extending down to zero temperature. In a continuum (e.g., a trap), the normal state can only be realized by heating the gas above its degeneracy temperature.

As physical parameters are varied (e.g., a weaker periodic potential, lower temperature, and higher density for one of the atomic species) for asymmetric mixture (different densities and/or masses), one of the two atomic chemical potentials, $\mu_1, \mu_2$, can turn positive, leading to a conventional normal-superfluid transition to ASF$_1$ or ASF$_2$ states, respectively. The order parameters and mean-field phase boundaries in each of these conventional single-component atomic BECs are given by

$$ \text{ASF}_1: \quad \Psi_1 = \sqrt{\frac{\mu_1}{\lambda_1}}, \quad \Psi_2 = 0, \quad \text{for } \mu_1 > 0, \quad \mu_2 < \frac{\lambda_{12}}{\lambda_1} \mu_1, $$

or

$$ \text{ASF}_2: \quad \Psi_1 = 0, \quad \Psi_2 = \sqrt{\frac{\mu_2}{\lambda_2}}, \quad \text{for } \mu_2 > 0, \quad \mu_1 < \frac{\lambda_{12}}{\lambda_2} \mu_2. $$

We note that generically for a symmetric two-component Bose gas mixture, these phases will be avoided by symmetry.

Further changes in the system’s parameters, so as to drive both chemical potentials positive, for $\lambda_1 \lambda_2 > \lambda_{12}^2$ leads to ASF$_1$ - ASF$_{12}$ or ASF$_2$ - ASF$_{12}$ transitions. The resulting two-component condensate, ASF$_{12}$, is characterized by two nonzero atomic condensates and mean-field phase boundaries given by

$$ \Psi_1 = \left[ \frac{\lambda_2 \mu_1 - \lambda_{12} \mu_2}{\lambda_1 \lambda_2 - \lambda_{12}^2} \right]^{1/2}, \quad \Psi_2 = \left[ \frac{\lambda_1 \mu_2 - \lambda_{12} \mu_1}{\lambda_1 \lambda_2 - \lambda_{12}^2} \right]^{1/2}, $$

for $\mu_1 > 0, \mu_2 > 0, \frac{\lambda_{12}}{\lambda_1} > \frac{\mu_2}{\mu_1} > \frac{\lambda_{12}}{\lambda_2}$. (4.11)

These classical phase transitions are generically continuous, in the XY universality class, breaking the associated $U(1)$ symmetries. The N-ASF$_{12}$ transition only takes place in a fine-tuned balanced mixture $\mu_1 = \mu_2$ (which is our primarily focus here) going directly through a tetrcritical point, $\mu_1 = \mu_2 = 0$. Extensive studies demonstrate it to be in the decoupled universality class.

For $\lambda_1 \lambda_2 < \lambda_{12}^2$, the ASF$_1$ and ASF$_2$ energies cross before either becomes locally unstable. Consequently, instead of continuous transitions to the ASF$_{12}$ state, the two-component ASF$_{12}$ is absent and the ASF$_1$ and ASF$_2$ phases are separated by a first-order transition, located at

$$ \mu_2 = \sqrt{\frac{\lambda_2}{\lambda_1}} \mu_1 $$

which terminates at a bicritical point. On this critical line the ASF$_1$ and ASF$_2$ states coexist and spatially phase separate.

C. Molecular Superfluid (MSF)

In the opposite limit of large negative detuning, that is, $-\nu \gg |\mu|$, open-channel atoms are gapped and the ground state is an atomic vacuum. Hence, for $\mu < 0$ the free energy $F[\Psi_\sigma, \Phi]$ is minimized by $\Psi_\sigma = 0$ and a uniform molecular condensate $\Phi$. The free-energy density
then reduces to

\[ f_{\text{msf}}[\Phi] = F[0, \Phi]/V, \]
\[ = -\mu_m |\Phi|^2 + \frac{g_1}{2} |\Phi|^4 + \frac{g_2}{2} |\Phi|^2 |\Phi|^2, \]
\[ = -\mu_m (u^2 + v^2) + \frac{g_1}{2} (u^2 + v^2)^2 + \frac{g_2}{2} (u^2 - v^2)^2, \]

identical to a spinor-1 bosonic condensate, corresponding to the \( \ell = 1 \) molecular Bose gas. Thus, the thermodynamics and low-energy excitations of the MSF are isomorphic to that of the well-studied spin-1 Bose-Einstein condensate.\(^{52,53}\)

The minimization of \( f_{\text{msf}}[\Phi] \) then leads to two superfluid phases, the MSF for \( g_2 < 0 \) and the MSF\(_{\text{fm}}\) for \( g_2 > 0 \) molecular condensates. For the polar MSF, the order parameter is given by

\[ \Phi = \sqrt{\frac{\mu_m}{g_1 + g_2}} \hat{n} = \Phi_p \hat{n}, \quad \text{for} \ g_2 < 0, \quad (4.14) \]

spanning the \([U(1) \times S_2]/Z_2\) manifold of degenerate ground states. For the ferromagnetic MSF, we instead find

\[ \Phi = \sqrt{\frac{\mu_m}{2g_1}} (\hat{n} + i\hat{m}) = \Phi_{\text{fm}} (\hat{n} + i\hat{m}), \quad \text{for} \ g_2 > 0, \quad (4.15) \]

spanning the \( SO(3) \) manifold of states. In the above equation, \( \hat{n}, \hat{m}, \hat{l} = \hat{n} \times \hat{m} \) is an orthonormal triad and \( \Phi_p, \Phi_{\text{fm}} \) are complex order-parameter amplitudes, breaking the \( SO(3) \times U_N(1) \) symmetry of the disordered phase. For finite \( T \) the N-MSF transitions are in the well-studied universality class of a complex \( O(3) \) model.\(^{12}\) The MSF\(_p\) and MSF\(_{\text{fm}}\) are separated by a first-order transition, at \( g_2 = 0 \) in mean-field approximation.

\[ \text{D. Atomic Molecular Superfluid (AMSF)} \]

For the intermediate detuning, we consider a condensation of both atoms and molecules, for generality allowing atoms to condense at a nonzero momentum. The latter is motivated by the discussion in the Introduction of the \( p \)-wave atom-molecule Feshbach coupling, which drives such finite momentum atom condensation.\(^{14,46}\)

To analyze the phase boundaries and the behavior of the order parameters in the AMSF phase, it is convenient to approach the AMSF state from the MSF phase at negative detuning, where molecular condensate is well formed, and study the atomic condensation upon the increase of the detuning and of the atomic chemical potential.

We focus on the simpler case of a single momentum, \( Q \) atomic condensate, that we also later find to be the preferred form of the AMSF state. We relegate to Appendix \( \[ \] \) the conceptually straightforward, but technically slightly involved, analysis of the more general \( \pm Q \) momenta state.

Using the order parameter form from Eqs. (4.2a), (4.2b), and (4.2c) inside the mean-field free-energy density \( f_{\text{amsf}} = F[\Psi_0, \Phi]/V = f_Q + f_{\text{msf}} \), we obtain

\[ f_Q = \epsilon_Q (\Psi_1^* \epsilon_Q  + \Psi_2^* \epsilon_Q) - \Delta Q \Psi_1^* \epsilon_Q \Psi_2^* \epsilon_Q - \Delta Q \Psi_1^* \epsilon_Q \Psi_2^* \epsilon_Q \]
\[ + \frac{\lambda_1}{2} |\Psi_1|^4 + \frac{\lambda_2}{2} |\Psi_2|^4 + \lambda_1 |\Psi_1|^2 |\Psi_2|^2, \quad (4.16) \]

where \( \epsilon_Q = \frac{g_2}{\mu_m} - \mu + g_{am} |\Phi|^2 \), \( \Delta Q = Q_0 Q \equiv |\Delta Q| e^{i\phi_0} \), and for simplicity we specialized to a balanced mixture set by \( \mu_1 = \mu_2 = \mu \). To determine the nature of the atomic condensate in the AMSF state, we diagonalize the quadratic part of the free-energy density, \( f_Q^0 \) with a unitary transformation \( U_0 \),

\[ U_0 = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\phi_0} & -e^{-i\phi_0} \\ 1 & 1 \end{pmatrix}, \quad (4.17) \]

obtaining

\[ f_Q^0 = (\Psi_1^* \Psi_2^*) \begin{pmatrix} \epsilon_Q & -\Delta Q \\ -\Delta Q & \epsilon_Q \end{pmatrix} \begin{pmatrix} \Psi_1 \Psi_2 \end{pmatrix}, \quad (4.18a) \]
\[ = (\Psi_1^* \Psi_2^*) U_0^* \begin{pmatrix} \epsilon_Q & -\Delta Q \\ -\Delta Q & \epsilon_Q \end{pmatrix} U_0 \begin{pmatrix} \Psi_1 \Psi_2 \end{pmatrix}, \quad (4.18b) \]
\[ = \epsilon_Q |\Psi_1|^2 + \epsilon_Q |\Psi_2|^2, \quad (4.18c) \]

where

\[ \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} = U_0 \begin{pmatrix} \Psi_1 \Psi_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-i\phi_0} \Psi_1 + \Psi_2 \\ -e^{-i\phi_0} \Psi_1 + \Psi_2 \end{pmatrix}, \quad (4.19) \]
and
\[ \epsilon^+ = \varepsilon Q + |\Delta Q|, \quad \epsilon^- = \varepsilon Q - |\Delta Q|. \quad (4.20) \]

Expressing the quartic terms of the free-energy density in terms of the diagonalized atomic condensate fields, \( \Psi_\pm \), we find

\[ |\Psi_1, q|^4 = \frac{1}{4} \left( |\Psi_+|^4 + |\Psi_-|^4 + 4|\Psi_+|^2|\Psi_-|^2 + (\Psi_+ \Psi_-)^2 + (\Psi_+^* \Psi_-^*)^2 \right. \]
\[ - 2|\Psi_+|^2 (\Psi_+ \Psi_- + \Psi_+^* \Psi_-^*) - 2|\Psi_-|^2 (\Psi_+ \Psi_- + \Psi_+^* \Psi_-^*) \right), \quad (4.21a) \]
\[ |\Psi_{2, q}|^4 = \frac{1}{4} \left( |\Psi_+|^4 + |\Psi_-|^4 + 4|\Psi_+|^2|\Psi_-|^2 + (\Psi_+ \Psi_-)^2 + (\Psi_+^* \Psi_-^*)^2 \right. \]
\[ + 2|\Psi_+|^2 (\Psi_+ \Psi_- + \Psi_+^* \Psi_-^*) + 2|\Psi_-|^2 (\Psi_+ \Psi_- + \Psi_+^* \Psi_-^*) \right), \quad (4.21b) \]
\[ |\Psi_1, q|^2 |\Psi_{2, q}|^2 = \frac{1}{4} \left( |\Psi_+|^4 + |\Psi_-|^4 - (\Psi_+ \Psi_-)^2 - (\Psi_+^* \Psi_-^*)^2 \right). \quad (4.21c) \]

Since \( \epsilon^+ < \epsilon^- \), the MSF-AMSF transition takes place at \( \epsilon^+ = 0 \), tuned to this point by the FR detuning, \( \nu \rightarrow \nu_{\text{MSF-AMSF}} \). At higher detuning, \( \nu > \nu_{\text{MSF-AMSF}} \), a finite momentum \( Q \) atomic condensate develops, characterized by a nonzero order parameter \( \Psi_- \neq 0 \), and \( \Psi_+ = 0 \). From the latter condition, we deduce that
\[ \Psi_{2, q} = e^{-i \varphi_0} \Psi_1, q, \quad (4.22) \]

and
\[ \Psi_1 = \sqrt{2} e^{-i \varphi_0} \Psi_1, q, \quad (4.23) \]

leading to a considerable simplification of the AMSF Landau free-energy density,
\[ f_{\text{amsf}} = \epsilon^- |\Psi_-|^2 + \frac{1}{2} \lambda |\Psi_-|^4 \]
\[ - \mu_m |\Phi|^2 + \frac{g_1}{2} |\Phi \cdot \Phi|^2 + \frac{g_2}{2} |\Phi|^2, \quad (4.24) \]

where \( \lambda = \frac{1}{2} (\lambda_1 + \lambda_2 + 2 \lambda_{12}) \). The minimization of \( f_{\text{amsf}}[\Psi_-, \Phi] \) over the order parameters and the atomic momentum \( Q \) is straightforward. The optimum \( |Q_0| = Q_0 \) is given by
\[ \frac{\partial f_{\text{amsf}}}{\partial Q} = 0, \quad (4.25) \]

and leads to
\[ Q_0 = \alpha m \left[ (u^2 - v^2) \cos^2 \theta_Q + v^2 \right]^{1/2}, \quad (4.26) \]

with \( \theta_Q \) the angle between \( Q_0 \) and \( u \). Without loss of generality, taking \( u > v \) and putting \( Q_0 \) back into the free energy shows that \( f_{\text{amsf}} \) is minimized by \( \theta_Q = 0 \), that is, by \( Q_0 \) aligned along the longest of the \( u \) and \( v \) components, giving
\[ Q_0 = \alpha m u \approx \alpha m \sqrt{n_m}, \quad (4.27) \]

Thus, as illustrated in Fig. 2, the momentum \( Q_0 \) is at its maximum value near the MSF-AMSF phase boundary and decreases continuously to zero with the molecular condensate \( n_m \) at the AMSF-ASF transition, tunable with a magnetic field via detuning, \( \nu \).

As in the treatment of the MSF phases, it is convenient to express the free energy in terms of the magnitudes of the real, \( u \), and imaginary, \( v \), vector components of \( \Phi \). Minimizing it over \( \Psi_-, \Phi \), we obtain
\[ f_{\text{amsf}} = -\frac{1}{2 \lambda} \left( \mu + \frac{m \alpha^2}{2} u^2 - g_{am}(u^2 + v^2) \right)^2 \]
\[ - \mu_m (u^2 + v^2) + \frac{g_1}{2} (u^2 + v^2)^2 + \frac{g_2}{2} (u^2 - v^2)^2, \quad (4.28) \]

with the atomic condensate given by
\[ |\Psi_-| = \left[ \left( \mu + \frac{m \alpha^2}{2} u^2 - g_{am}(u^2 + v^2) \right)/\lambda \right]^{1/2}. \quad (4.29) \]

Minimization of \( f_{\text{amsf}} \) with respect to \( u \) and \( v \) gives a number of solutions. In addition to the normal (\( \Psi_- = 0 \), \( \Phi = u = v = 0 \)) and the ASF (\( \Psi_- \neq 0 \), \( \Phi = u = v = 0 \)) phases, we find the AMSF (\( \Psi_- \neq 0 \), \( u \neq 0 \), \( v = 0 \)) and the AMSF (\( \Psi_- \neq 0 \), \( u \neq v \neq 0 \)) phases that are the descendants of the MSF and MSF molecular condensates.

1. Polar AMSF: \( \text{AMSF}_p \)

A straightforward minimization of \( f_{\text{amsf}}[u, v] \), Eq. (4.28), for \( g_2 < 0 \) leads to the AMSF phase,
characterized by order parameters,

\[
\begin{align*}
u_p &= \sqrt{\frac{\lambda \mu - \tilde{g}_{am} \mu}{\lambda (g_1 + g_2) - \tilde{g}_{am}^2}}, \quad \nu_p = 0, \quad (4.30a) \\
|\Psi_{-p}| &= \sqrt{\frac{(g_1 + g_2) \mu - \tilde{g}_{am} \mu}{\lambda (g_1 + g_2) - \tilde{g}_{am}^2}}, \quad (4.30b)
\end{align*}
\]

where \(\tilde{g}_{am} = g_{am} - \alpha \mu^2/2\). The phase boundaries corresponding to the MSF\(_p\) - AMSF\(_p\) and AMSF\(_p\) - ASF transitions are also easily worked out (set by the vanishing of the atomic and molecular condensates, respectively) and are given by

\[
\begin{align*}
u_c^{\text{MSF}_p - \text{AMSF}_p} &= -(g_1 + g_2 - 2\tilde{g}_{am}) n, \quad (4.31a) \\
&\approx -\frac{1}{2} (g_1 + g_2 - 2\tilde{g}_{am}) n, \quad (4.31b) \\
\nu_c^{\text{AMSF}_p - \text{ASF}} &= (2\lambda - \tilde{g}_{am}) n, \quad (4.31c) \\
&\approx (2\lambda - \tilde{g}_{am}) n, \quad (4.31d)
\end{align*}
\]

where we used \(\mu_m = 2\mu - \nu = (g_1 + g_2)n\) and \(\mu = \lambda n\) to eliminate the molecular and atomic chemical potentials in favor of the molecular condensate \(n\), the atomic condensate \(n_a\), and the detuning \(\nu\). We also used the fact that at low temperature and for weak interactions, \(n_m \approx n/2\) and \(n_a \approx n\) in the MSF and ASF, respectively.

It is clear from Fig. 5 (a) and Eq. (4.30b) for \(\Psi_{-p}\) that the condition

\[
\lambda (g_1 + g_2) - \tilde{g}_{am}^2 > 0 \quad (4.32)
\]

is necessary for the stability of AMSF\(_p\). We observe that in addition to setting the value of the finite momentum, \(Q_0\) of the atomic condensate, the \(p\)-wave FR coupling, \(\alpha\), expands the stability of the AMSF phase. Within the mean-field approximation, the MSF\(_p\)-AMSF\(_p\) and AMSF\(_p\)-ASF transitions are of second order. This will be qualitatively modified, as we see when we discuss fluctuation effects in Sec. [VI].

**FIG. 7:** (Color online) Schematic atomic (thick) and molecular (thin) order parameters versus the FR detuning \(\nu\) for the polar phase, with \(\nu_1 = \nu_c^{\text{MSF}_p - \text{AMSF}_p}\) and \(\nu_2 = \nu_c^{\text{AMSF}_p - \text{ASF}}\).

**FIG. 8:** Mean-field phase diagrams for polar phase as a function of atomic and molecular chemical potentials, \(\mu_A\), \(\mu_m\), respectively. The ferromagnetic phase is similar but with different parameters. (a) For \(\lambda (g_1 + g_2) - \tilde{g}_{am}^2 > 0\), all three superfluid phases—ASF, AMSF, and MSF—appear and are separated by continuous phase transitions (thick black lines). (b) For \(\lambda (g_1 + g_2) - \tilde{g}_{am}^2 < 0\), AMSF is unstable, and the ASF and MSF are separated by a first-order transition (hatched double line).

For \(\lambda (g_1 + g_2) - \tilde{g}_{am}^2 < 0\) [Fig. 8(b)], the AMSF\(_p\) state is unstable, replaced by a direct first-order ASF-MSF\(_p\) transition. The corresponding phase boundary is given by the degeneracy condition of the ASF and MSF\(_p\) free energies

\[
f_{\text{ast}} = \frac{\mu_m^2}{2\lambda} = \frac{\mu_m^2}{2(g_1 + g_2)} = f_{\text{MSF}_p}. \quad (4.33)
\]

2. **Ferromagnetic AMSF:** \(\text{AMSF}_{fm}\)

A minimization of the free energy, \(f_{\text{amSF}}[u, v]\) for a range of couplings shows that for intermediate detuning, the low-temperature state is the ferromagnetic \(\text{AMSF}_{fm}\).
characterized by

\[
\begin{align*}
    u_{fm} &= \sqrt{\frac{2\lambda g_2 \mu_m - g_{am} \mu_m - (g_1 + g_2)\tilde{g}_{am}\mu + (g_1 - g_2)g_{am}\tilde{\mu}_m + g_{am}\tilde{g}_{am}\mu_m}{4\lambda g_1 g_2 - 4g_2g_{am}\tilde{g}_{am} - (g_1 + g_2)(\alpha^2/2)^2}}, \\
    v_{fm} &= \sqrt{\frac{2\lambda g_2 \mu_m - \tilde{g}_{am} \mu - (g_1 + g_2)\tilde{g}_{am}\mu + (g_1 - g_2)g_{am}\tilde{\mu}_m + g_{am}\tilde{g}_{am}\mu_m}{4\lambda g_1 g_2 - 4g_2g_{am}\tilde{g}_{am} - (g_1 + g_2)(\alpha^2/2)^2}}, \\
    |\Psi_{fm}| &= \sqrt{\frac{g_2(4g_1 \mu - 4g_{am}\mu_m + \alpha^2 \mu_m)}{4\lambda g_1 g_2 - 4g_2g_{am}\tilde{g}_{am} - (g_1 + g_2)(\alpha^2/2)^2}}.
\end{align*}
\]

The behavior of these order parameters as a function of detuning, \( \nu \), is illustrated in Fig. 8. With increasing detuning, the component \( v \) (being smaller than \( u \)) vanishes first, signaling a transition of the ferromagnetic AMSF\(_{fm}\) to the polar AMSF\(_{p}\) state. Depending on the value of other parameters, upon further increase of \( \nu \) the system either continuously transitions at \( \nu_{c, \text{AMSF}_{p}} \) to one of the three ASF states or undergoes a first-order AMSF\(_{fm}\)-ASF transition with \( u \) discontinuously jumping to zero when \( \nu \) vanishes. As we discuss in Sec.V on general grounds, beyond the mean-field approximation, we expect the transitions from such smectic like superfluid phases (AMSF\(_{p,\text{fm}}\)) to homogeneous and isotropic ASF states to be driven first-order by fluctuations.

The detuning phase boundaries corresponding to the AMSF\(_{fm}\)-AMSF\(_{fm}\) and the AMSF\(_{fm}\)-AMSF\(_{p}\) transitions, determined by a vanishing of the atomic and the \( v \) (transverse to \( Q_0 \)) component of the molecular condensates, respectively, are given by

\[
\begin{align*}
    \nu_{c, \text{AMSF}_{fm}} &= -\frac{(g_1 - 2g_{am} + \alpha^2/2)n_m}{2}, \\
    \nu_{c, \text{AMSF}_{p}} &= \frac{8\lambda g_2 + g_{am}(2\alpha^2 - 4g_2) - \alpha^2(g_1 - g_2 + \alpha^2)n_a}{4g_2 + 2\alpha^2},
\end{align*}
\]

As with the polar state, the stability of the AMSF\(_{fm}\) is dictated by a condition on the interaction couplings, given by

\[4\lambda g_1 g_2 - 4g_2 g_{am} \tilde{g}_{am} - (g_1 + g_2)(\alpha^2/2)^2 > 0. \quad (4.36)\]
ergies,

\[ f_{\text{asf}} = \frac{\mu^2}{2\lambda} = -\frac{\mu_0^2}{g_1} = f_{\text{msf}}. \]  

(4.37)

3. Renormalized molecular interactions couplings

We conclude this section by noting that near a FR the microscopic pseudopotentials \( g_i, \lambda_i \) are modified by quantum fluctuations, replaced by corresponding experimentally determined scattering lengths. To lowest order (Born approximation, valid at low densities) in the FR coupling \( \alpha \), the diagrammatic corrections illustrated in Figs. 11 and Fig. 12 are given by

\[ \delta g^R_1 = \frac{m^4 \alpha^4 \Lambda^2}{\pi^4} \left( \frac{2\pi^2}{15m\Lambda} + \frac{a_{bg}}{9\pi} - \frac{m\alpha^2}{16}(0.468) \right), \]  

\[ \delta g^R_2 = \frac{m^4 \alpha^4 \Lambda^2}{\pi^4} \left( -\frac{\pi^2}{15m\Lambda} - \frac{m\alpha^2}{16}(0.0489) \right), \]  

(4.38a)

(4.38b)

where \( a_{bg} = a_1 + a_2 + 2a_{12} \), the scattering lengths are defined by a standard relation, \( \lambda_{\sigma\sigma'} = \frac{\pi \hbar^2 a_{\sigma\sigma'}}{m} \), and \( \Lambda \approx 2\pi/d \) is the ultraviolet cutoff set by the interatomic potential range. In the large \( \Lambda \) limit, \( \delta g^R_1 \) reduce to

\[ \delta g^R_1 \approx \frac{m^4 \alpha^4 \Lambda^2}{\pi^4} \frac{a_{bg}}{9\pi} \left( \frac{m\alpha^2}{16}(0.468) \right), \]  

(4.39a)

\[ \delta g^R_2 \approx \frac{m^4 \alpha^4 \Lambda^2}{\pi^4} \frac{m\alpha^2}{16}(0.0489). \]  

(4.39b)

This two-loop approximation (though valid only in the narrow FR limit), which finds \( \delta g^R_2 < 0 \), suggests that in the broad-resonance limit it is the MSF that prevails.

More generally, the importance of these fluctuation corrections to molecular interactions is that they provide a mechanism to tune and, in principle, even change the sign of the effective \( g_2 \), thereby allowing a detuning-driven MSF–MSF transition.

V. ELEMENTARY EXCITATIONS

Having established the existence of a variety of superfluid ground states, we now turn our attention to the nature of low-energy excitations in each of these phases. As long as fluctuations remain finite for a range of a system’s parameters, the phases detailed in the previous section are self-consistently guaranteed to be stable in these regimes and to retain their qualitative form.

We study quantum fluctuations within each of the ASF, MSF and AMSF classes of phases established above. To this end we expand the atomic and molecular bosonic operators around their mean-field condensate values \( \Psi_\sigma, \Phi \),

\[ \psi_\sigma = \Psi_\sigma + \delta \psi_\sigma, \]  

(5.1a)

\[ \phi_i = \Phi_i + \delta \phi_i, \]  

(5.1b)

where \( \delta \psi_\sigma (\sigma = 1, 2) \) are fluctuation fields for atoms of flavors 1 and 2, respectively, and \( \delta \phi_i (i = x, y, z) \) are triplet of the \( \ell = 1 \) molecular fluctuation fields.

For some of the analysis it is convenient to work in momentum space,

\[ \delta \psi_\sigma = \frac{1}{\sqrt{V}} \sum_k a_{\sigma,k} e^{ikr}, \]  

(5.2a)

\[ \delta \phi_i = \frac{1}{\sqrt{V}} \sum_k b_{i,k} e^{ikr}. \]  

(5.2b)
Using the above momentum representation inside the Hamiltonian [Eq. (2.1)] and expanding to second order in the fluctuations operators \( a_{\sigma,k}, b_{i,k} \), we obtain \( H = H_{\text{mft}}[\Psi, \Phi] + H_f \), with

\[
H_f = \sum_k \left[ \sum_{\sigma=1,2} \left( \frac{1}{2} \tilde{\varepsilon}_{\sigma,k} a_{\sigma,k}^\dagger a_{\sigma,k} + \tilde{\lambda}_{\sigma} a_{\sigma,-k}^\dagger a_{\sigma,k} + Q_{\sigma,k} a_{\sigma,k}^\dagger a_{\sigma,k} + t_1 a_{1,k}^\dagger a_{2,k}^\dagger + Q_{1,2,1,2} a_{2,1,2,1}^\dagger a_{2,1,2,1} + Q_{1,2,1,2} a_{2,1,2,1}^\dagger a_{2,1,2,1} \\ + \sum_{i=x,y,z} \left( \frac{1}{2} \tilde{\omega}_{i,k} b_{i,k}^\dagger b_{i,k} + \delta_{i} b_{i,-k} b_{i,k} \right) \right) + \frac{1}{2} \sum_{i,j=x,y,z} \left( g_{ij} b_{i,k}^\dagger b_{j,k} + \gamma_{ij} b_{i,k} b_{j,-k} \right) \right] \equiv \sum_{k,\alpha,\beta} c_{\alpha,k}^\dagger c_{\beta,k} + h.c.,
\]

(5.3a)

\[
\tilde{\varepsilon}_{\sigma,k} = \epsilon_k - \mu_{\sigma} + 2\lambda_{\sigma}|\Gamma_1|^2 + \lambda_{12} |\Psi_\sigma|^2 + g_{am} |\Phi|^2,
\]

(5.4a)

\[
\tilde{\omega}_{i,k} = \frac{1}{2} \omega_{i,k} - \mu_{mn} + g_{1} |\Phi|^2 + (g_{1} + 2g_{2}) |\Phi_i|^2, + g_{am} (|\Psi_1|^2 + |\Psi_2|^2),
\]

(5.4b)

\[
\tilde{\lambda}_{\sigma} = \frac{1}{2} \lambda_{\sigma} \Psi_\sigma^2,
\]

(5.4c)

\[
t_1 = \lambda_{12} \Psi_1 \Psi_2,
\]

(5.4d)

\[
t_{2,2} = \lambda_{12} \Psi_1 \Psi_2 - a |\Phi^* \cdot k|
\]

(5.4e)

\[
\delta_{i} = \frac{1}{2} g_{1} \Phi_i^* \Phi_i + \frac{1}{2} g_{2} \Phi_i^* \Phi_i
\]

(5.4f)

\[
g_{ij} = g_{1} \Phi_i^* \Phi_j + 2 g_{2} \Phi_i^* \Phi_j
\]

(5.4g)

\[
\gamma_{ij} = \frac{1}{2} g_{1} \Phi_i^* \Phi_i
\]

(5.4h)

\[
\alpha_{\sigma=(1,2),k} = \pm \alpha \Psi_\sigma Q_{\sigma} (Q_{\sigma} - k/2),
\]

(5.4i)

\[
\epsilon_k = \frac{k^2}{2m}, \quad \Gamma = 2, \quad \tilde{\sigma} = 1, \quad \text{and we suppressed the } Q \text{ subscript on the atomic condensate order parameter, } \Psi_\sigma Q. \quad \text{The ten-dimensional bosonic Nambu spinor } c_{\alpha,k} \text{ is given by}
\]

\[
c_{\alpha,k} = (a_{\sigma,k}, b_{i,k}, a_{\sigma,-k}^\dagger, Q_{\sigma,k}, b_{i,-k}^\dagger).
\]

(5.5)

A diagonalization of this ten-dimensional Bogoliubov Hamiltonian, preserving bosonic commutation relations of the \( c_{\alpha,k} \) components gives the spectrum of the five modes throughout the phase diagram. This can be done numerically, but is not very enlightening. Instead, we study the problem one phase at a time, which allows a significantly more revealing solution of the problem.

A. ASF phases

In the simplest limit of a large positive detuning, \( \nu > \nu_{\text{AMSF–ASF}} \), the molecules are gapped, one or both species of the atoms are condensed at zero momentum, \( Q = 0 \), and the system is in the ASF phases. As discussed in Sec. [III], these are conventional well-studied superfluids, characterized by one Bogoliubov mode for each of the atomic \( U(1) \) symmetry that is broken. In the ASF phases \( \Phi = 0 \), the three molecular modes are gapped and can therefore be integrated out (adiabatically eliminated). Away from the transition, this leads to only a small renormalization (that we will neglect) of effective parameters in the resulting \( H_f \). From Eq. (5.3a), the atomic sector of the Bogoliubov Hamiltonian is then given by

\[
H_f^{\text{ASF}} = \sum_k \left[ \sum_{\sigma=1,2} \left( \frac{1}{2} \tilde{\varepsilon}_{\sigma,k} a_{\sigma,k}^\dagger a_{\sigma,k} + \tilde{\lambda}_{\sigma} a_{\sigma,-k}^\dagger a_{\sigma,k} + \right) + t_1 a_{1,k}^\dagger a_{2,k}^\dagger + Q_{1,2,1,2} a_{2,1,2,1}^\dagger a_{2,1,2,1} + Q_{1,2,1,2} a_{2,1,2,1}^\dagger a_{2,1,2,1} \right] + h.c.. \]

(5.6)

1. ASF\(_ \sigma \): single atomic species BEC

In the regime where only a single atomic species of \( \psi_{1,2} \) condenses (i.e., \( \Psi_\sigma \neq 0, \Psi_\overline{\sigma} = 0 \)), the system is
species $\sigma$

$$E_{k\sigma}^{(a)} = \sqrt{\frac{k^2}{2m} \left( \frac{k^2}{2m} + \lambda_\sigma n \right)}, \quad (5.7a)$$

$$\approx c_a k, \quad (5.7b)$$

with $c_a \approx \sqrt{\frac{\lambda_\sigma}{2m}}$, and a gapped atomic mode for the complementary atomic species $\sigma$:

$$E_{k\sigma}^{(a)} \approx \frac{k^2}{2m} - \mu_\sigma + \lambda_\sigma n$$

where $\frac{\mu_\sigma}{2} \approx n_1 = n_2$ for a balanced case. Above, the coupling parameters are those from Eq. (4.1), with $\Phi = \Psi_\sigma = 0$, and $m^*_\pm$ are effective atomic masses renormalized by interaction

$$\frac{1}{m^*_+} = \frac{1}{m} + \frac{3a^2}{2(\nu + \lambda n + \frac{2g_m}{2}n)};$$

$$\frac{1}{m^*_-} = \frac{1}{m} - \frac{3a^2}{4(\nu + \lambda n + \frac{2g_m}{2}n)} . \quad (5.9a)$$

The remaining three molecular-like modes (corrected by coupling to atoms) are gapped and in a $k \to 0$ limit are given by

$$E_{k1}^{(m)} = E_{k2}^{(m)} = \frac{k^2}{4m} + \nu - \frac{\lambda_\sigma}{2} n + \frac{g_m}{2} n - \mu_\sigma . \quad (5.10a)$$

$$E_{k3}^{(m)} \approx \frac{k^2}{4m^*_-} + \nu - \frac{\lambda_\sigma}{2} n + \frac{g_m}{2} n - \mu_\sigma . \quad (5.10b)$$

$U(1)$ symmetries spontaneously broken, then leads to two gapless atomic Bogoliubov sound modes for species 1 and 2. Together with the gapped molecular excitations this leads to spectra of the five modes:

$$E_{k1}^{(a_1)} = \sqrt{\frac{k^2}{2m} \left( \frac{k^2}{2m} + 2\lambda n \right)}, \quad (5.11a)$$

$$E_{k2}^{(a_1)} \approx \sigma^{(a_1)} k, \quad (5.11b)$$

$$E_{k1}^{(m_{12})} = E_{k2}^{(m_{12})} = \frac{k^2}{4m} + \nu - 2\lambda n + g_m n, \quad (5.11c)$$

$$E_{k3}^{(m_{12})} \approx \frac{k^2}{4m^*} + \nu - 2\lambda n + g_m n , \quad (5.11d)$$

where for $E_{k1}^{(a_1)}$ and $E_{k2}^{(a_1)}$ we took $k \to 0$ and $\alpha \to 0$ limit and defined the sound velocity and effective atomic mass:

$$c^{(a_1)} = \sqrt{(\lambda - \lambda_{12})n} - \frac{3a^2(\lambda - \lambda_{12})n}{4(\nu - 2\lambda n + g_m n)}; \quad (5.12a)$$

$$\frac{1}{m^*} = \frac{1}{m} + \frac{3\nu(\lambda + \lambda_{12})n + g_m n a^2}{(\nu - 2\lambda n + g_m n)^2} . \quad (5.12b)$$

$E_{k1}^{(a_1)}$ and $E_{k2}^{(a_1)}$ are atomlike, gapless, in-phase and out-of-phase modes, respectively. $E_{k1}^{(a_1)}$ and $E_{k2}^{(a_1)}$ are modified by the FR interaction between atoms and molecules. The ASF-AMSF phase boundary is determined by the point where the molecular gap

$$E_{\text{gap}}^{\text{ASF}} = \nu - 2\lambda n + g_m n$$

FIG. 13: Schematic ASF single BEC (ASF$_\sigma$) excitation spectrum. The lowest curve is the atomic Bogoliubov mode and the upper curves are gapped atomic (thin) and molecular (thick) modes.

2. ASF$_{12}$: double atomic species BEC

In the regime where both atomic species of $\psi_{1,2}$ condense, that is, $\Psi_{1,2} \neq 0$, the system is in a two-species ASF$_{12}$ phase. Standard analysis, consistent with two

B. MSF phases

In the opposite limit of a large negative detuning, $\nu < U_{\text{MSF}}$, both atomic species are gapped, $\Psi_\sigma = 0$, 

FIG. 14: Schematic ASF double BEC (ASF$_{12}$) excitation spectrum. There are two gapless atomic Bogoliubov modes (thin) as well as three gapped molecular modes (thick).
and $p$-wave molecules are condensed into one of the two ($\ell = 1$) $\ell_z = 0$ MSF$_p$ and $\ell_z = \pm 1$ MSF$_{fm}$, isomorphic to spinor-1 condensates with well-studied properties.\cite{52, 57, 59}

To see this, we note that the atomic Bogoliubov excitations are gapped and can therefore be integrated out. Away from the transition, they lead to only a small renormalization of effective parameters. Neglecting these small effects, the vanishing of $\alpha_{\sigma,k} = \pm \alpha \Psi_{\sigma}(Q_{\sigma} - k/2) = 0$ decouples the Hamiltonian, $H_f = H_a + H_m$ into atomic and molecular parts, that then are straightforwardly diagonalized.

The atomic sector, $H_a$ is of standard Bogoliubov form, simplified to a $2 \times 2$ form by $t_1 = \lambda_\sigma$ is 0 inside the MSF phases, leading to the atomic excitation spectrum, that for the symmetric case of $\mu_1 = \mu_2 = \mu$ is given by

$$E_{a,k}^{\text{MSF}} = \sqrt{(\tilde{\varepsilon}_k + |\alpha \Phi \cdot k|)(\tilde{\varepsilon}_k - |\alpha \Phi \cdot k|)} ,$$

(5.14)

where $\tilde{\varepsilon}_k = k^2/2m - \mu + g_{am}|\Phi|^2$.

One key observation is that already inside the MSF phases the atomic spectrum, $E_{a,k}^{\text{MSF}}$ (degenerate for $\sigma = 1, 2$ species) develops a minimum at a nonzero momentum $k_{\text{min}} = Q_{p,\text{fm}}$, with the corresponding atomic gap minimum, $E_{o,\text{gap}}^{\text{MSF}_{p,\text{fm}}}$, given by a value dependent on the nature of the MSF$_{p,\text{fm}}$ phase.

1. MSF$_p$ state : $g_2 < 0$

As analyzed in Sec. IV, the MSF$_p$ phase is defined by a molecular condensate order parameter, which can be taken to be a three-dimensional real vector, $\Phi = u = \Phi_p n$, with $n_m = |\Phi_p|^2$. In the terms of the molecular condensate density $n_m \approx n/2$ the atomic chemical potential for the symmetric case, $\mu_1 = \mu_2 = \mu$ is given by

$$\mu = \frac{1}{2}(\mu_m + \nu) = \frac{1}{2}(g_1 + g_2)n_m + \nu) ,$$

(5.15)

controlled by the FR detuning, $\nu$.

For this symmetric case $\mu_1 = \mu_2 = \mu$ (easily generalizable for the asymmetric, imbalanced case), the atomic spectrum minimum is characterized by

$$k_{\text{min}} = Q_p ,$$

$$E_{\text{gap}}^{\text{MSF}_{p,\text{a}}} = -\mu + g_{am}n_m - \frac{m\alpha^2 n_m}{2} ,$$

(5.16a, 5.16b)

where in an isotropic trap the orientation of $k_{\text{min}}$ is spontaneously chosen. The MSF$_p$-AMSF$_p$ phase transition boundary is set by the closing of this atomic gap and is given by

$$\nu_c^{\text{MSF}_{p}-\text{AMSF}_{p}} = -(g_1 + g_2 - 2g_{am} + m\alpha^2) n_m .$$

(5.17)

Reassuringly, this is identical to the critical detuning for this phase boundary, which we obtained in Sec. IV from the value of detuning at which the finite-momentum atomic order-parameter became nonzero.

The diagonalization of molecular part $H_m$ is also straightforward, and is identical to the case of the spinor-1 condensates\cite{52, 57, 59}, with effective parameters of our physically distinct, $p$-wave resonant scalar Bose gas. Substituting characteristics of the polar phase MSF$_p$ (order parameters, $\mu, \mu_m \approx (g_1 + g_2)n_m, g_2 < 0$, etc. from above) into $H_m$, we obtain

$$H_{m,\text{MSF}} = \sum_k \left[ \left( \frac{1}{2} \varepsilon_k + (g_1 + g_2)n_m \right) b_{||,k}^\dagger b_{||,k}^\dagger + \left( \frac{1}{2} \varepsilon_k + |g_2| n_m \right) b_{\perp,k}^\dagger b_{\perp,k}^\dagger + \left( \frac{1}{2} (g_1 + g_2)n_m b_{||,k}b_{\perp,k}^\dagger \right) \right] ,$$

(5.18)

where $b_{\perp,k}$ are two degenerate transverse (to $Q_p$) molecular modes. This leads to three Bogoliubov-type dispersions,

$$E_{||,k}^{\text{MSF}_p} = \frac{1}{2} \sqrt{\varepsilon_k^2 + 4(g_1 + g_2)n_m \varepsilon_k} ,$$

$$E_{\perp,k}^{\text{MSF}_p} = \frac{1}{2} \sqrt{\varepsilon_k^2 + 4|g_2|n_m \varepsilon_k} ,$$

$$E_{\parallel,k}^{\text{MSF}_p} = \frac{1}{2} \sqrt{\varepsilon_k^2 + 4|g_2|n_m \varepsilon_k} ,$$

(5.19a, 5.19b, 5.19c)

where the longitudinal mode, $E_{||,k}^{\text{MSF}_p}$ describes the conventional MSF phase fluctuations and the doubly degenerate transverse mode, $E_{\parallel,k}^{\text{MSF}_p}$ is the dispersion for the $\ell = 1$ molecular orientational spin-waves. From the second set of $k \rightarrow 0$ expressions we read off the corresponding phase and spin-wave velocities, given by

$$c_{\parallel}^{\text{MSF}_p} = \sqrt{\frac{(g_1 + g_2)n_m}{2m}} ,$$

$$c_{\parallel}^{\text{MSF}_p} = \sqrt{\frac{|g_2|n_m}{2m}} ,$$

(5.20a, 5.20b)

2. MSF$_{fm}$ state : $g_2 > 0$

Inside the MSF$_{fm}$ state, the molecular condensate order parameter is given by $\Phi = \frac{\Phi_p}{\sqrt{2}}(\hat{n} + i\hat{m})$, expressed in terms of an orthonormal triad, $\hat{n} \times \hat{m} = \hat{\ell}$. From the earlier mean-field analysis, the molecular condensate density is given by $n_m = |\Phi|^2 = \mu_m/g_1$, leading for the symmetric case, $\mu_1 = \mu_2 = \mu$

$$\mu = \frac{1}{2} (g_1 n_m + \nu) .$$

(5.21)
The doubly degenerate atomic spectrum (upper thin curve) exhibits a minimum gap at nonzero \( k \), a precursor of finite-momentum atomic condensation inside the AMSF. The molecular spectra (thick curves), one longitudinal (lowest) and two degenerate transverse (middle) modes, are of Bogoliubov type.

To lowest order, the atomic spectrum inside MSF has identical structure as that of the MSF state [Eq. (5.19)], but with the replacement \( g_1 + g_2 \rightarrow g_1 \) and \( \alpha^2 \rightarrow \alpha^2/2 \),

\[
\begin{align*}
    k_{\text{min}} &= \mu + g_{am}n_m - \frac{\alpha^2 n_m}{4}, \\
    E^{\text{MSF}}_{\text{gap}, \alpha} &= -\mu + g_{am} n_m - \frac{m \alpha^2 n_m}{4}. \tag{5.22a}
\end{align*}
\]

The MSF-AMSF phase transition boundary is determined by the vanishing of the atomic gap, and is given by

\[
    \nu_{c, \text{MSF}}^{\text{AMS}} = - \left( g_1 - 2g_{am} + \frac{1}{2} m \alpha^2 \right) n_m, \tag{5.23}
\]

identical to the critical detuning obtained from mean-field theory for the order parameter in Sec. [IV].

Using the above parameters characteristic of the MSF phase inside \( H_m \), the molecular sector of the Hamiltonian reduces to

\[
H^{\text{MSF}}_m = \sum_k \left[ \left( \frac{1}{2}\epsilon_k + 2g_{2n_m}b_{+}^{\dagger}b_{+} + \frac{1}{2}\epsilon_k + g_{1n_m}b_{-}^{\dagger}b_{-} - \frac{1}{2}\varepsilon_k b_{+}^{\dagger}b_{-} - \frac{1}{2}\varepsilon_k b_{+}^{\dagger}b_{-} \right) - \frac{1}{2}g_{1n_m}b_{-}^{\dagger}b_{-} - \frac{1}{2}g_{1n_m}b_{+}^{\dagger}b_{+} \right], \tag{5.24}
\]

where

\[
\begin{align*}
    b_+ &= \frac{1}{\sqrt{2}}(b_n + ib_m), \tag{5.25a} \\
    b_- &= \frac{1}{\sqrt{2}}(b_n - ib_m), \tag{5.25b}
\end{align*}
\]

are expressed in terms of operators \( b_n, b_m \), that are components of \( \mathbf{b} \) along \( \mathbf{n}, \mathbf{m} \), respectively. Diagonalization of the above Hamiltonian then gives the following spectrum

\[
\begin{align*}
    E_{+,-}^{\text{MSF}} &= \frac{1}{2}\epsilon_k = \frac{k^2}{4m}, \tag{5.26a} \\
    E_{+}^{\text{MSF}} &= \frac{1}{2}\epsilon_k + 2g_{2n_m}, \tag{5.26b} \\
    E_{-}^{\text{MSF}} &= \frac{1}{2}\sqrt{\epsilon_k^2 + 4g_{1n_m}\epsilon_k}, \tag{5.26c} \\
    E_{-}^{\text{MSF}} &\approx \sqrt{\frac{g_{1n_m}}{2m}k}, \tag{5.26d}
\end{align*}
\]

where the Bogoliubov sound speed is given by \( c_{\text{MSF}} = \sqrt{g_{1n_m}/2m} \).

We note that despite a three-dimensional coset space, \( SO(3) \) characterizing MSF, only two modes (linear and quadratic in \( k \)) exhibit a spectrum that vanishes in \( k \rightarrow 0 \).
where \( Q = \pm Q \) for \( \sigma = 1, 2 \), respectively, \( \rho_m = \rho_{m0} + \delta \rho_m \) and \( \rho_\sigma = \rho_0 + \delta \rho_\sigma \) are the molecular and atomic densities, with the mean-field values \( \rho_{m0} = |\Phi|^2 \) and \( \rho_0 = |\Psi_\sigma|^2 \), and, based on Eq. (122), with the latter \( \sigma \) independent in the AMSF phase. In addition to the density fluctuations, \( \delta \rho_m, \delta \rho_\sigma, \) and two atomic and one molecular superfluid phases, \( \theta_\sigma, \varphi, \) the molecular Goldstone modes are characterized by a unit vector, \( \hat{\phi} \), whose form depends on the polar or ferromagnetic nature of the AMSF state:

\[
\hat{\phi} = \hat{n}, \quad \text{for AMSF}_p, \quad \quad (5.28a)
\]

\[
= \frac{1}{\sqrt{2}}(\hat{n} + i\hat{m}), \quad \text{for AMSF}_m. \quad \quad (5.28b)
\]

Substituting these parametrizations of the atomic and molecular fields into the Lagrangian, Eq. (2.14), we obtain \( \delta \mathcal{L} \) that controls fluctuations in the AMSF phases.

1. **AMSF**

Focusing first on the polar state, with \( \phi = \sqrt{\rho_m} \hat{n} e^{i\varphi} \), we find

\[
\delta \mathcal{L}_p = \rho_\sigma (i\partial^\tau \theta_\sigma - \mu_\sigma) + \frac{\rho_\sigma}{2m}(\nabla \theta_\sigma + Q_\sigma)^2 + \rho_m (i\partial^\tau \varphi - \mu_\varphi) + \frac{\rho_m}{4m}(\nabla \varphi)^2 + \frac{\rho_m}{4m}(\nabla \hat{n})^2 + \lambda_2 \rho_2 + g a m (\rho_1 + \rho_2) \rho_m + \frac{g^2 \rho_m^2}{2} - \mathcal{L}_{MFT}[\rho_0, \rho_{m0}, \hat{n}_0, Q],
\]

\[
= i\delta \rho_+ \partial_+ \theta_+ + \frac{\rho_m}{m} (\nabla \theta_+)^2 + i\delta \rho_- \partial_\tau \theta_- + \frac{\rho_m}{m} (\nabla \theta_- + Q)^2 + i\delta \rho_\varphi \partial_\tau \varphi + \frac{\rho_m}{4m} (\nabla \varphi)^2 + \frac{\rho_{m0}}{4m} (\nabla \hat{n})^2
\]

\[
= 2\alpha \rho_0 \sqrt{\rho_m} \nabla \theta_+ \cdot (\nabla \hat{n} + Q) \cos(\varphi - 2\theta_+)
\]

\[
+ \frac{1}{16m \rho_0} (\nabla \rho_+)^2 + \frac{1}{16m \rho_0} (\nabla \rho_0)^2 + \frac{1}{16m \rho_{m0}} (\nabla \rho_m)^2 + \frac{\lambda_1}{4} \delta \rho_+^2 + \frac{\lambda_1}{4} \delta \rho_-^2 + \frac{\lambda_2}{4} (\delta \rho_+^2 - \delta \rho_-^2) + g a m \delta \rho_+ \delta \rho_m + \frac{g}{2} \delta \rho_m^2,
\]

where \( g \equiv g_1 + g_2, \lambda = \lambda_1 = \lambda_2 \) for simplicity, and

\[
\theta_\pm = \frac{1}{2}(\theta_1 \pm \theta_2), \quad \quad (5.30a)
\]

\[
\delta \rho_\pm = \delta \rho_1 \pm \delta \rho_2, \quad \quad (5.30b)
\]

\[
\mu = \frac{1}{2}(\mu_1 + \mu_2), \quad \quad (5.30c)
\]

\[
h = \frac{1}{2}(\mu_1 - \mu_2), \quad \quad (5.30d)
\]

\[
Q = \alpha m \sqrt{\rho_{m0}} \hat{n}_0. \quad \quad (5.30e)
\]

In the second form [Eq. (5.29b)], we expanded the Lagrangian about its mean-field value \( \mathcal{L}_{MFT} \) to quadratic order in fluctuations, \( \theta_\sigma, \varphi, \delta \rho_\sigma, \delta \rho_m \), and neglected the constant and subdominant contributions, that are negligible at long scales and low energies. We note that, as
usual, the linear terms in $\delta L_p$ [Eq. (5.29a)] vanish identically, enforced by the saddle-point equations for the condensates, $\rho_0$, $\rho_{m0}$, and $Q$.

Examining the last form of $\delta L_p$, it is clear that important simplifications take place at long scales. In particular, the Feshbach resonant (Josephson-like) coupling, $-\alpha \cos(\varphi - 2\theta_+)$, between the closed-channel molecules and atoms (which is always relevant in three dimensions and therefore acts like a “mass”) locks their phases together at low energies giving

$$\varphi = 2\theta_+. \quad (5.31)$$

Integrating $\varphi$ out and completing the square for the $\nabla \theta_+ + Q$ and $\nabla \theta_-$, to lowest order then gives

$$\delta L_p = i(\delta \rho_+ + 2\delta \rho_m)\partial_+ \theta_+ + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + i\delta \rho_- \partial_+ \theta_- + \frac{\rho_0}{m}(\nabla \theta_- - Q - \alpha m \sqrt{\rho_{m0}} n)^2 + \frac{\rho_{m0}}{4m}(\nabla \dot{n})^2$$

$$+ \frac{1}{16 \rho_{m0}} (\nabla \rho_+)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_-)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_m)^2 + \frac{\lambda}{4} \delta \rho_+^2 + \frac{\lambda}{4} \delta \rho_-^2 + \frac{\lambda_2}{4} (\delta \rho_+^2 - \delta \rho_-^2) + g_{am} \delta \rho_+ \delta \rho_m + \frac{g}{2} \rho_m^2,$$

$$\quad (5.32a)$$

$$= i(\delta \rho_+ + 2\delta \rho_m)\partial_+ \theta_+ + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + i\delta \rho_- \partial_+ \theta_- + \frac{\rho_0}{m}(\nabla \theta_- - \alpha m \sqrt{\rho_{m0}} \dot{n})^2 + \frac{\rho_{m0}}{4m}(\nabla \dot{n})^2$$

$$+ \frac{1}{16 \rho_{m0}} (\nabla \rho_+)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_-)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_m)^2 + \frac{\lambda}{4} \delta \rho_+^2 + \frac{\lambda}{4} \delta \rho_-^2 + \frac{\lambda_2}{4} (\delta \rho_+^2 - \delta \rho_-^2) + g_{am} \delta \rho_+ \delta \rho_m + \frac{g}{2} \rho_m^2,$$

$$\quad (5.32b)$$

$$= i(\delta \rho_+ + 2\delta \rho_m)\partial_+ \theta_+ + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + i\delta \rho_- \partial_+ \theta_- + \frac{\rho_0}{m}(\partial_+ \theta_-)^2 + \frac{1}{4m^3\alpha^2}(\nabla \nabla \theta_-)^2$$

$$+ \frac{1}{16 \rho_{m0}} (\nabla \rho_+)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_-)^2 + \frac{1}{16 \rho_{m0}} (\nabla \rho_m)^2 + \frac{\lambda}{4} \delta \rho_+^2 + \frac{\lambda}{4} \delta \rho_-^2 + \frac{\lambda_2}{4} (\delta \rho_+^2 - \delta \rho_-^2) + g_{am} \delta \rho_+ \delta \rho_m + \frac{g}{2} \rho_m^2,$$

$$\quad (5.32c)$$

where

$$\rho_{m0} = \rho_0 + \rho_{m0}, \quad (5.33a)$$

$$\dot{z} = Q, \quad (5.33b)$$

and in the second form [Eq. (5.32b)] we used the minimum value of $Q$ [Eq. (5.30c)] characterizing the AMSF$_p$ phase, which leads to a minimal-like coupling between $\nabla \theta_-$ and $\dot{n}$, the latter transverse ($\perp$) to $n_0$ and $Q$. Subsequently, to obtain our final expression, we integrated out $\dot{n}$ that to lowest order via a Higgs-like mechanism introduced a low-energy constraint

$$\delta \dot{n} = \frac{1}{\alpha m \sqrt{\rho_{m0}}} \nabla \theta_-, \quad (5.34a)$$

$$= \frac{1}{Q} \nabla \theta_-. \quad (5.34b)$$

Using it inside the $(\nabla \dot{n})^2$ term then leads to a quantum smecticlike “elasticity” for the $\theta_-$ Goldstone mode, with $z$ chosen to lie along $Q$, that is, $\dot{z} = Q$. This smectic dispersion is expected based on the underlying rotational symmetry, which is spontaneously broken by the periodic AMSF$_p$ state. It is closely related to other periodic superfluids, such as, for example, the Fulde-Ferrell-Larkin-Ovchinnikov pair-density wave states.

As a final step we now integrate out the densities $\delta \rho_\pm$ fluctuations, obtaining at long scales (where $\nabla \rho_\pm$ can be neglected) our final form for the Goldstone mode Lagrangian in the AMSF$_p$ state:

$$\delta L_p = \frac{1}{2} \chi_+ (\partial_+ \theta_+)^2 + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + \frac{1}{2} \chi_- (\partial_+ \theta_-)^2 + \frac{\rho_0}{m}(\partial_+ \theta_-)^2 + \frac{1}{4m^3\alpha^2}(\nabla^2 \theta_-)^2,$$

$$\quad (5.35)$$

where the compressibilities are given by

$$\chi_- = \frac{2}{\lambda - \lambda_2}, \quad (5.36a)$$

$$\chi_+ = \frac{g + 4g_- - 4g_{am}}{g + g - g_{am}}. \quad (5.36b)$$
Thus, the in-phase and out-of-phase Goldstone modes are characterized by dispersions:

\[ \omega_{\pm}(k) = c_{\pm} k, \]  
\[ \omega_{\mp}(k) = \sqrt{(Bk_{\parallel}^2 + Kk_{\perp}^2)/\chi}, \] 

(5.37a, 5.37b)

with defined parameters

\[ c_{\pm} = \sqrt{2\rho_{0}/\chi + m}, \]  
\[ B = \frac{2\rho_{0}}{m}, \]  
\[ K = \frac{1}{2m^2\alpha^2}. \]  

(5.38a, 5.38b, 5.38c)

The linear \( \omega_{\pm}(k) \) dispersion of the superfluid phase \( \theta_{\pm} \) is the expected Bogoliubov mode corresponding to the superfluid order. The anisotropic smecticlike dispersion of the “phonon” \( \theta_{-} \) is a reflection of the uniaxial finite-momentum order in the AMSF \( \rho \) state, akin to the FF superconductors.

\[ \rho \]

2. AMSF\( \rho \)

The analysis for the AMSF\( \rho \) phase is very similar, with only a single modification of the MSF\( \rho \) order parameter, given instead by \( \phi \) in Eq. (5.28b). The corresponding fluctuations Lagrangian density is given by

\[ \delta L = i\bar{\delta}_\rho \partial_\tau \delta \rho + \frac{\rho_0}{m} (\nabla \delta \theta)^2 + i\bar{\delta}_\rho \partial_\tau \delta \rho + \frac{\rho_0}{m} (\nabla \delta \theta + \phi)^2 + i\bar{\delta}_\rho \partial_\tau (\delta \theta - \phi) + i\rho_0 \hat{n} \cdot \partial_\tau \hat{m} + \frac{\rho_0}{4m} (\nabla \phi)^2 
+ \frac{\rho_0}{8m} (\nabla \hat{n})^2 + \frac{\rho_0}{8m} (\nabla \hat{m})^2 + \frac{1}{16m\rho_0} (\nabla \rho_0)^2 - \sqrt{2}\alpha \rho_0 \sqrt{\rho_0} (\nabla \theta + \phi) \cdot [\hat{n} \cos(\phi - 2\theta) - \hat{m} \sin(\phi - 2\theta)] 
+ \frac{1}{16m\rho_0} (\nabla \rho_0)^2 + \frac{1}{16m\rho_0} (\nabla \rho_0)^2 + \frac{1}{4} \delta \rho^2 + \frac{1}{4} \delta \rho^2 + \frac{\lambda_1}{4} (\delta \rho^2 - \delta \rho^2) + g_{m}\delta \rho \delta \rho_m + \frac{\eta_1}{2} \delta \rho^2, \]  

(5.39a)

\[ \approx i\delta \rho \partial_\tau \delta \rho + \frac{\rho_0}{m} (\nabla \delta \theta)^2 + i\bar{\delta}_\rho \partial_\tau \delta \rho + \frac{\rho_0}{m} (\nabla \delta \theta - \phi) \cdot [\hat{n} \cos(\phi - 2\theta) - \hat{m} \sin(\phi - 2\theta)] 
+ \frac{\rho_0}{8m} (\nabla \hat{n})^2 + \frac{\rho_0}{8m} (\nabla \hat{m})^2 + \frac{1}{16m\rho_0} (\nabla \rho_0)^2 + \frac{1}{16m\rho_0} (\nabla \rho_0)^2 + \frac{1}{16m\rho_0} (\nabla \rho_0)^2 
+ \frac{\lambda_1}{4} \delta \rho^2 + \frac{1}{4} \delta \rho^2 + \frac{\lambda_1}{4} (\delta \rho^2 - \delta \rho^2) + g_{m}\delta \rho \delta \rho_m + \frac{\eta_1}{2} \delta \rho^2, \]  

(5.39b)

where to get the second form we performed a gauge transformation to absorb the \( \hat{n} - \hat{m} \) planar rotations angle \( \hat{m} \cdot \partial_\tau \hat{n} \equiv \partial_\tau \phi \) and to simplify the FR term,
as well as subsequently integrated out \( \varphi \), completed the square into a minimal-like coupling for \( \nabla \theta_- \), and chose \( Q = \alpha m \sqrt{\Delta \tau} \hat{n}_0 \), similar to the polar state analysis of the previous section.

Integrating out \( \delta \hat{n} \), with the effective minimal-coupling constraint \([\text{Eq. (5.34b)}]\) and the constraint on the in-plane \( \hat{n} - \hat{m} \) component of \( \delta \hat{m} \),

\[
\hat{n} \cdot \delta \hat{m} = -\hat{m} \cdot \delta \hat{n},
\]

at long scales we find

\[
\delta L_{\text{fm}} \approx i(\delta \rho_+ + 2\delta \rho_m)\partial_+ \theta_+ + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + i\delta \rho_- \partial_- \theta_- + \frac{\rho_{m0}}{m}(\partial_\perp \theta_-)^2 + \frac{1}{4m^3\alpha^2}(\nabla \nabla_\perp \theta_-)^2 + \frac{1}{4m^3\alpha^2}(\nabla \partial_\perp \theta_-)^2
\]

\[
+ \frac{i\sqrt{2\rho_{m0}}}{\alpha m} \delta \rho_+ \partial_\perp \theta_+ + \frac{\rho_{m0}}{8m}(\nabla \gamma)^2 + \frac{1}{16m\rho_0}(\nabla \rho_+)^2 + \frac{1}{16m\rho_0}(\nabla \rho_-)^2 + \frac{1}{16m\rho_{m0}}(\nabla \rho_m)^2
\]

\[
+ \frac{\lambda}{4} \delta \rho_-^2 + \frac{\lambda}{4} \delta \rho_-^2 + \frac{\lambda_\perp}{4} \delta \rho_-^2 - \delta \rho_-^2 + g_{3m} \delta \rho_+ \delta \rho_m + \frac{g_1}{2} \delta \rho_-^2,
\]

\[
= \frac{1}{2} \chi_+ (\partial_+ \theta_+)^2 + \frac{\rho_{m0}}{m}(\nabla \theta_+)^2 + \frac{1}{2} \chi_-(\partial_- \theta_-)^2 + \frac{1}{2} B(\partial_\perp \theta_-)^2 + \frac{1}{2} K_x(\nabla \partial_\perp \theta_-)^2 + \frac{1}{2} K_y(\nabla \partial_\perp \theta_-)^2
\]

\[
+ i\kappa \delta \rho_+ \partial_\perp \theta_+ + \frac{1}{2} J(\nabla \gamma)^2,
\]

where we used \( |\nabla (\delta \hat{m})|^2 = |\nabla (\hat{n} \cdot \delta \hat{m})|^2 + |\nabla (\hat{\ell} \cdot \delta \hat{m})|^2 \),

introduced couplings

\[
\kappa = \frac{\sqrt{2\rho_{m0}}}{\alpha m}, \quad (5.42a)
\]

\[
K_x = \frac{1}{m\alpha^2} K, \quad (5.42b)
\]

\[
K_y = \frac{1}{2m\alpha^2}, \quad (5.42c)
\]

\[
J = \frac{\rho_{m0}}{4m} = K_y Q^2, \quad (5.42d)
\]

defined a real scalar field

\[
\gamma \equiv \hat{\ell} \cdot \delta \hat{m}, \quad (5.43)
\]

for fluctuations of \( \hat{m} \) outside of the \( \hat{n} - \hat{m} \) plane, and chose axes

\[
\hat{x} = \hat{m}, \quad (5.44a)
\]

\[
\hat{y} = \hat{\ell}. \quad (5.44b)
\]

We note that the Goldstone-modes action \([\text{Eq. (5.34b)}]\) exhibits a \textit{biaxial} smectic energetics in the smectic phonon, \( \theta_- \), in addition to the \( xy \)-model energetics of the superfluid phase, \( \theta_+ \). The biaxiality is expected and arises due to a smectic in-plane polar \( (p\text{-wave}) \) order, characterized by a spinor, \( \phi_{\text{fm}} \), with the quantization axis, \( \hat{\ell} \). The finite angular momentum, \( \ell_z = \pm 1 \) along \( \hat{\ell} \) distinguishes AMSF\text{fm} from AMSF\text{p} and leads to an additional Goldstone mode \( \gamma \).

A straightforward diagonalization of the above Lagrangian leads to dispersions for three Goldstone modes

\[
\omega_{f_\ell}(k) = c_+ k, \quad (5.45a)
\]

\[
\omega_{f_\gamma}(k) = \sqrt{(Bk_x^2 + k_y^2(k_x^2 + k_y^2))/\chi_-}, \quad (5.45b)
\]

\[
\omega_j^\gamma(k) = \sqrt{Jk_x^2(k_x^2 + k_y^2) + J\chi_- k_y^2 + \kappa^2 k_y^2}/J\chi_- k_y^2, \quad (5.45c)
\]

The anisotropic \( \omega_j^\gamma(k) \) dispersion corresponds to the ferromagnetic spin waves in the plane of atomic condensate phase fronts (“smectic layers”) of the \( p \)-wave atomic-molecular condensate, AMSF\text{fm}, reducing to the dispersion of MSF\text{fm} in \([\text{Eq. (5.26)}]\) for a vanishing smectic order, with \( B = 0 \).

\[\text{VI. PHASE TRANSITIONS}\]

In this section, we study the quantum MSF - AMSF phase transitions beyond earlier mean-field approximation, demonstrating that they are described by a \( d+1 \)-dimensional quantum of Gennes (Abelian Higg’s) model\textsuperscript{[24]} akin to that for a normal-to-superconductor and nematic-to-smectic-A transitions. Based on the extensive work for these systems\textsuperscript{[105,106]}, in three (spatial) dimensions \( (d = 3) \) we predict that the effective gauge-field fluctuations drive this transition first order. The derivation is most transparent via a coherent-state Lagrangian, \([\text{Eq. (2.13)}]\).
\[ \mathcal{L} = \psi^* \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma \right) \psi_\sigma + \phi^* \cdot \left( \partial_\tau - \frac{\nabla^2}{4m} - \mu_m \right) \cdot \phi + \frac{\lambda_\sigma}{2} |\psi_\sigma|^4 \\
+ \lambda_{12} |\psi_1|^2 |\psi_2|^2 + g_{am} \left( |\psi_1|^2 + |\psi_2|^2 \right) |\phi|^2 + \frac{g_1}{2} |\phi^* \cdot \phi|^2 + \frac{g_2}{2} |\phi \cdot \phi|^2 \\
+ \frac{\alpha}{2} \left( \phi^* \cdot \left[ \psi_1 (-i \nabla) \psi_2 - \psi_2 (-i \nabla) \psi_1 \right] + \text{c.c.} \right), \quad (6.1) \]

working in polar representation similar to that of the previous section.

### A. MSFₚ-AMSFₚ polar transition

It is convenient to analyze the transition from the MSF side, where the atomic and molecular order parameters are given by

\[ \psi_\sigma = \psi_\sigma, Q_\sigma e^{i Q_\sigma \cdot r}, \quad Q_\sigma = \pm Q, \quad \text{for } \sigma = 1, 2 \quad (6.2a) \]
\[ \phi = \sqrt{\rho_m} e^{i \phi(r)} \hat{n}. \quad (6.2b) \]

\[ \mathcal{L}_p = \psi_{1,q}^* \partial_\tau \psi_{1,q} + \psi_{2,-q}^* \partial_\tau \psi_{2,-q} + \left( \frac{Q^2}{2m} - \hat{\mu} \right) \left( |\psi_{1,q}|^2 + |\psi_{2,-q}|^2 \right) + \frac{1}{2m} \nabla \psi_{\sigma,q}^* \nabla \psi_{\sigma,q} \|
+ \left( \frac{1}{2m} Q_\sigma \cdot \psi_{\sigma,q}^* (-i \nabla) \psi_{\sigma,q} - \alpha \sqrt{\rho_m} e^{i \phi} \hat{n} \cdot \left( Q_{\psi_{1,q}, \psi_{2,-q}} + \frac{1}{2} \left[ |\psi_{1,q} (-i \nabla) \psi_{2,-q} - \psi_{2,-q} (-i \nabla) \psi_{1,q} | + \text{c.c.} \right] \right) + \text{c.c.} \right) \\
+ i \delta \rho_m \partial_\tau \varphi + i \rho_m \delta m \cdot \partial_\tau \hat{n} + \frac{\rho_m}{4m} \nabla \varphi \|^2 + \frac{\rho_m}{4m} \nabla \hat{n} \|^2 + \frac{g_1}{2} \delta \rho_m^2 + \frac{g_2}{2} \rho_m^2 |\delta m|^2 + \mathcal{L}_{\text{int}} + \mathcal{L}_{\text{msf}}, \quad (6.3) \]

where terms linear in fields vanish by virtue of the saddle-point equations. The contribution \( \mathcal{L}_{\text{msf}} \) is the mean-field part analyzed in Sec. IV and \( \mathcal{L}_{\text{int}} \) is the higher order term. Defining

\[ \varepsilon_Q = \frac{Q^2}{2m} - \hat{\mu}, \quad (6.4a) \]
\[ \Delta Q = \alpha \sqrt{\rho_m} \cdot Q, \quad (6.4b) \]

and introducing atomic eigenfields \( \psi_\pm \),

\[ \psi_+ = \frac{1}{\sqrt{2}} (\psi_{1,q} + \psi_{2,-q}^*), \quad (6.5a) \]
\[ \psi_- = \frac{1}{\sqrt{2}} (\psi_{1,q} + \psi_{2,-q}^*), \quad (6.5b) \]

Using these forms inside \( \mathcal{L} \) [Eq. (6.1)] and for simplicity focusing on the balanced case with \( \hat{\mu} = \hat{\mu}_\sigma = \mu_\sigma - g_{am} \rho_m \), we obtain a mean-field version of which was obtained in Sec. IV the Lagrangian simplifies considerably to,
\[ L_p = -\psi^*_+ \partial_r \psi_- + \psi^*_+ \partial_r \psi^*_+ + \frac{1}{2m} \left( -i \nabla + Q + \alpha m \sqrt{\rho_{\text{m0}} n} \cos \varphi \right) \psi^*_+ + \frac{1}{2m} \left( -i \nabla + Q - \alpha m \sqrt{\rho_{\text{m0}} n} \cos \varphi \right) \psi^- \]
\[ + \left[ \epsilon_+ - \frac{1}{2m} \left( Q + \alpha m \sqrt{\rho_{\text{m0}} n} \cos \varphi \right) \right] |\psi^*_+|^2 + \left[ \epsilon_- - \frac{1}{2m} \left( Q - \alpha m \sqrt{\rho_{\text{m0}} n} \cos \varphi \right) \right] |\psi^-|^2 \]
\[ + i \alpha \sqrt{\rho_{\text{m0}} n} \cdot (\psi^*_+ (-i \nabla) \psi^- - \psi^*_+ (-i \nabla) \psi^-) \sin \varphi + \frac{1}{2g} (\partial_r \varphi)^2 + \frac{\rho_{\text{m0}}}{4m} (\nabla \varphi)^2 + \frac{1}{2g_2} (\partial_r \hat{n})^2 + \frac{\rho_{\text{m0}}}{4m} (\nabla \hat{n})^2 \]
\[ + L_{\text{int}} + L_{\text{msf}}, \]

(6.6)

where
\[ \epsilon_\pm = \epsilon_Q \pm |\Delta Q| \]

and we completed the square in \( L_p \). It can be shown that near a critical point the sin \( \varphi \) contribution leads to an irrelevant quartic correction to \( |\psi^-|^4 \) and renormalization of \( (\partial_t \psi^-)^2 \) stiffness. Furthermore, it is clear that the canonically conjugate field \( \psi^*_+ \) (it appears as a canonical momentum for the critical field \( \psi^- \)) remains massive at the MSF-AMSF transition, defined by the vanishing of the coefficient of \( |\psi^-|^2 \) term, consistent with Sec. IV. Therefore, safely integrating out \( \psi^*_+ \) and making a choice \( Q = \alpha m \sqrt{\rho_{\text{m0}} n_0} \) that minimizes the energy, leads to
\[ L_{\text{p}} = \epsilon^*_+ |\partial_t \psi_-|^2 + \frac{1}{2m} \left( -i \nabla + \alpha m \sqrt{\rho_{\text{m0}} n} \right) \psi^- \]
\[ + \epsilon^- |\psi^-|^2 + \frac{\lambda}{2} |\psi^-|^4 + \frac{1}{2g_2} (\partial_r \hat{n})^2 + \frac{\rho_{\text{m0}}}{4m} (\nabla \hat{n})^2 \]
\[ + \frac{1}{2g} (\partial_r \varphi)^2 + \frac{\rho_{\text{m0}}}{4m} (\nabla \varphi)^2, \]

(6.8)

with \( \lambda = \frac{1}{4}(\lambda_1 + \lambda_2 + 2\lambda_{12}) \), and we dropped the mean-field part and irrelevant interactions.

Thus, as anticipated on symmetry grounds, the zero-temperature MSF_{p-AMSF_{p}} transition is indeed described by a quantum ((d+1)-dimensional) de Gennes model (or equivalently the Ginzburg-Landau Lagrangian), where the role of the nematic director (gauge-field) is played by the \( \ell_z \approx 0 \) quantization axis of the \( p \)-wave molecular condensate.

### B. MSF_{m} - AMSF_{m} ferromagnetic transition

Using the field forms appropriate for the ferromagnetic case
\[ \psi_\sigma = \psi_\sigma Q_\sigma e^{i Q_\sigma \cdot \hat{r}}, \quad Q_\sigma = \pm Q, \quad \sigma = 1, 2 \]
\[ \phi = \sqrt{\frac{\rho_{\text{m0}}}{2}} (\hat{n} + i \hat{m}), \]

(6.9a)

(6.9b)
a very similar analysis leads to

\[ L_{\text{fm}} = \epsilon^*_+ |\psi_+|^2 + \epsilon^- |\psi_-|^2 + \frac{1}{2m} (\nabla \psi_+)^2 + \frac{1}{2m} (\nabla \psi_-)^2 + \frac{\rho_{\text{m0}}}{8m} (\nabla \hat{n})^2 + \frac{\rho_{\text{m0}}}{8m} (\nabla \hat{m})^2 \]
\[ + \alpha \frac{\sqrt{\rho_{\text{m0}}}}{\sqrt{2}} (\hat{n} - i \hat{m}) \cdot (\psi^*_+ (-i \nabla) \psi_- - \psi^*_+ (-i \nabla) \psi_-) \]
\[ + \frac{Q}{m} (\psi^*_+ (-i \nabla) \psi_+ - \psi^*_+ (-i \nabla) \psi_- - \psi^*_+ \partial_t \psi_- + \psi^*_+ \partial_t \psi^*_+ + \frac{g}{2} \rho^2_m + L_{\text{int}} + L_{\text{msf}}, \]

(6.10a)

\[ = -\psi^*_+ \partial_t \psi_- + \psi^*_+ \partial_t \psi^*_+ + \frac{1}{2m} \left( -i \nabla + Q + \frac{1}{\sqrt{2}} \alpha m \sqrt{\rho_{\text{m0}} n} \right) \psi^*_+ + \frac{1}{2m} \left( -i \nabla + Q - \frac{1}{\sqrt{2}} \alpha m \sqrt{\rho_{\text{m0}} n} \right) \psi^- \]
\[ + \left[ \epsilon_+ - \frac{1}{2m} \left( Q + \frac{1}{\sqrt{2}} \alpha m \sqrt{\rho_{\text{m0}} n} \right) \right] |\psi^*_+|^2 + \left[ \epsilon_- - \frac{1}{2m} \left( Q - \frac{1}{\sqrt{2}} \alpha m \sqrt{\rho_{\text{m0}} n} \right) \right] |\psi^-|^2 + i \rho_m \hat{n} \cdot \partial_t \hat{m} \]
\[ + \frac{\rho_{\text{m0}}}{8m} (\nabla \hat{n})^2 + \frac{\rho_{\text{m0}}}{8m} (\nabla \hat{m})^2 + \alpha \frac{\sqrt{\rho_{\text{m0}}}}{\sqrt{2}} (\hat{n} - i \hat{m}) \cdot (\psi^*_+ (-i \nabla) \psi_- - \psi^*_+ (+i \nabla) \psi^*_+ + \frac{g}{2} \rho^2_m + L_{\text{int}} + L_{\text{msf}}, \]

(6.10b)

where to obtain the final form we rotated \( \hat{n} \) and \( \hat{m} \) by \(-\varphi\) and completed the square. Similarly to the treatment of the polar case in the previous section, here it can be
shown that the linear \((-im)\) term only leads to irrelevant quartic coupling and can therefore be neglected. Integrating out the noncritical conjugate field \(\psi_+\) gives the final Lagrangian form

\[
\mathcal{L}_{\text{fm}} = \varepsilon_+^1 |\partial_\tau \psi_-|^2 + \frac{1}{2m} \left(-i \nabla - \frac{\alpha m \sqrt{\rho m_0}}{\sqrt{2}} \hat{m}\right) \psi_-^2 + \varepsilon_- |\psi_-|^2 + \frac{\lambda}{2} |\psi_-|^4 + \frac{\rho m_0}{8m} (\nabla \hat{n})^2 + \frac{\rho m_0}{8m} (\nabla \hat{m})^2 + i \rho \dot{\hat{m}} \cdot \partial_\tau \hat{m}
\]

of the quantum de Gennes-Ginzburg-Landau form that controls the MSF\(_{\text{fm}}\)-AMSF\(_{\text{fm}}\) transition. In the above we dropped the mean-field part and irrelevant interactions. As anticipated by symmetry, it is distinguished from the polar case by the additional biaxial order whose fluctuations are characterized by \(\hat{m}\).

\section{VII. TOPOLOGICAL DEFECTS}

Having established the nature of the ordered states, characterized by Landau order parameters, and the associated Goldstone modes, we now turn to a brief discussion of the corresponding topological defects. As usual, these singular excitations are crucial to a complete characterization of the states and their disordering, particularly in the case of non-mean-field (e.g., partially disordered) states that are not uniquely characterized by a Landau order parameter.

\subsection{A. Defects in ASF}

As discussed in Sec. IV, the ASF\(_i\) states (with \(i = 1, 2, 12\)) are characterized by two atomic condensate order parameters, \(\psi_\sigma = \sqrt{\rho_\sigma} e^{i\theta_\sigma}\). Correspondingly, as in an ordinary superfluid, because \(\theta_\sigma\) are compact phase fields \((\theta_\sigma + 2\pi\) are physically identified), in addition to their smooth Goldstone mode configurations, there are vortex topological excitations, corresponding to nonsingle-valued configurations of \(\theta_\sigma(\mathbf{r})\). These are defined by two corresponding integer-valued closed line integrals enclosing a vortex line

\[
\oint d\mathbf{\ell} \cdot \nabla \theta_\sigma = 2\pi p_{\pi}.
\]

In a differential form, the line defects are equivalently encoded as

\[
\nabla \times \nabla \theta_\sigma = \mathbf{m}_{\sigma},
\]

with vortex line topological “charge” density given by

\[
\mathbf{m}_{\sigma}(\mathbf{r}) = 2\pi \varepsilon \sum_i p_i^\sigma \hat{\mathbf{l}}(s_i) \delta^3(\mathbf{r} - \mathbf{r}_i(s_i)) ds_i,
\]

where \(s_i\) parametrizes the \(i\)th vortex line (or loop), \(\mathbf{r}_i(s_i)\) gives its positional conformation, \(\hat{\mathbf{l}}_i(s_i)\) is the local unit tangent, and vortex “charges” \(p_i^\sigma\) are independent of \(s_i\), since the charge of a given line is constant along the defect. Furthermore,

\[
\nabla \cdot \mathbf{m}(\mathbf{r}) = 0
\]

enforces the condition that vortex lines cannot end in the bulk of the sample; they must either form closed loops or extend entirely through the system.

Thus, vortices in the single-component ASF\(_i\) states are characterized by a \(n_{\sigma}\) integer, and in the two-component ASF\(_{12}\) the defects are specified by a pair of integers \((p_1, p_2)\). These are associated with the fundamental group \(\pi_1\) of the torus \(U(1) \otimes U(1)\), that characterizes the low-energy manifold of Goldstone modes of the ASF\(_{12}\) state. It is therefore closely related to other \(U(1) \otimes U(1)\) systems, such as easy-plane spinor-1 condensates\(^{107}\) and two-gap superconductors, for example, MgB\(_2\).

As in conventional superfluids vortices appear in response to imposed rotation and proliferate with enhanced quantum and thermal fluctuations, providing a complementary description of phase transitions out of the ASF\(_i\) states.

\subsection{B. Defects in MSF}

Because of its finite angular momentum, \(\ell = 1\), structure the defects in the MSF states are somewhat more complicated. However, relying on the aforementioned relation of the MSF to the well-explored spinor-1 condensates\(^{47,52,53,58,59,61}\), we inherit a clear characterization of defects in the two MSF phases. As discussed in Sec. IV, the polar MSF\(_p\) and the ferromagnetic MSF\(_{\text{fm}}\) states are respectively characterized by \([S_2 \times U_N(1)]/\mathbb{Z}_2\) (the mod out by \(\mathbb{Z}_2\) corresponds to the identification of \(\hat{n} \rightarrow -\hat{n}\) with \(\varphi \rightarrow \varphi + \pi)\) and \(SO(3)\) order-parameter (Goldstone mode) manifolds. The defects are characterized by the homotopy group of the corresponding manifolds. In the MSF\(_{\text{fm}}\) case the \(SO(3) = S_3/\mathbb{Z}_2\) manifold also appears in the dipole-locked A phase of helium-3 with topological defects well understood\(^{109}\).

The nature of defects in the MSF\(_p\) state was a subject of some debate, until it was definitively resolved by Mukerjee, et al\(^{61}\). These are characterized by elements of the homotopy groups \(\pi_n(S_2 \times U_N(1))/\mathbb{Z}_2 = \mathbb{Z}\). The key new feature is the appearance of a composite defect that is a \(\pi\) vortex and \(\hat{n}\) texture where \(\hat{n} \rightarrow -\hat{n}\), keeping the molecular order parameter single-valued at long scales. The consequences of this were discussed and explored through Monte Carlo simulations by Mukerjee, et al\(^{61}\), and is quite closely related to other realizations of composite half-integer defects\(^{29,31,83,84}\). We expect the MSF\(_p\) to exhibit similar phenomenology, which we do not explore further here.
C. Defects in AMSF

As discussed in Sec. [IV], in addition to the molecular condensate $\phi$, the two AMSF states are characterized by a finite momentum two-component atomic condensate order parameter, with a nonzero amplitude

$$\Psi_- = e^{i\varphi} \Psi_1, Q + \Psi_2, -Q,$$  \hspace{1cm} (7.5)

and a vanishing amplitude $\Psi_+ = 0$ [Eq. [4.19]]. The latter is consistent with the locking of the atomic condensate phase $\theta_+ = \frac{1}{2}(\theta_1 + \theta_2)$ to a MSF phase $\varphi/2$, imposed by the FR coupling [Eq. [5.29]]. It also locks the atomic condensate magnitudes to be equal, $|\Psi_1, Q| = |\Psi_2, -Q|$

Using the phase representation, the atomic condensate order parameter reduces to

$$\Psi_- \sim e^{i\theta_-} e^{-i\varphi/2} \cos(\theta_+ - \varphi/2).$$ \hspace{1cm} (7.6)

From this form it is clear that, as a conventional superfluid, the AMSF admits $2\pi$ vortices in $\theta_- = \frac{1}{2}(\theta_1 - \theta_2)$, and $\varphi = 0$, corresponding to a $2\pi$ “spin” vortex,

$$\theta_-(r) = \theta_1(r) - \theta_2(r),$$ \hspace{1cm} (7.7a)

$$\theta_+ = \theta, \hspace{1cm} 2\pi \text{“spin” vortex},$$ \hspace{1cm} (7.7b)

with equal counterpropagating (atomic species 1 and 2) currents and a vanishing “charge” (atomic number) current. Above, $\theta$ is a polar coordinate angle.

Another type of a defect is topologically equivalent to a $2\pi$ vortex in $\theta_+(r)$,

$$\theta_+(r) = \theta_1(r) = \theta_2(r),$$ \hspace{1cm} (7.8a)

$$\theta_+ = \theta, \hspace{1cm} 2\pi \text{“charge” vortex},$$ \hspace{1cm} (7.8b)

with equal copropagating (atomic species 1 and 2) currents and a vanishing “spin” current. However, as is clear from the Feshbach interaction form in Eq. [5.29],

$$\delta \mathcal{L}_{FBR} \sim \cos(\phi - 2\theta_+),$$ \hspace{1cm} (7.9)

for vortex-free molecular order parameter (e.g. $\varphi = 0$), inside the AMSF phase the “charge” vortex $2\pi$ winding and currents are confined to a domain wall whose thickness is set by the ratio of the superfluid stiffness and FR coupling $\alpha$, on the order of $1/Q$. As a result of this current confinement the energy of such domain-wall scales linearly in two dimensions and as a surface in three dimensions. Consequently, such $\pm 2\pi$ “charge” vortices are confined into neutral pairs inside the AMSF phase. However, in the presence of a molecular $4\pi$ vortex, with $\phi(r) = 2\theta_+(r) = 2\theta$, no domain wall appears and conventional $\pm 2\pi$ “charge” vortices can deconfine.

Finally, as with other analogous physical systems, the product form of the atomic condensate order parameter, $\Psi_- [Eq. [4.19]]$, admits composite defects with half-integer topological charge. These are characterized by a bound state of a 1/2-“spin” and $\pm 1$-“charge” vortices, with latter (as above) confined by FR interaction into a $\pm \pi$

domain wall. The simplest (topologically faithful) realization of this is a vortex only in one (but not both) atomic species,

$$\theta_+(r) = \theta_-(r) = \frac{1}{2} \theta_1(r) = \frac{1}{2} \theta_2(r) = 0,$$

$$+\pi - (+\pi) \text{ vortex domain wall},$$ \hspace{1cm} (7.10a)

$$\theta_+(r) = -\theta_-(r) = \frac{1}{2} \theta_2(r) = \frac{1}{2} \theta_1(r) = 0,$$

$$(-\pi) - (+\pi) \text{ vortex domain wall}.$$ \hspace{1cm} (7.10b)

Again, in the presence of a $\pm 2\pi$ molecular vortex, $\phi(r) = \pm \theta$, the $\pi$-“spin”, $\pi$-“charge” composite vortex, $\theta_- = \pm \theta_+(r) = \frac{\theta}{2}$ no longer exhibits a domain wall, since $\phi - 2\theta_+ = 2\pi p$. It is therefore not confined inside the AMSF state.

Clearly, out of the above six types of defects, the $2\pi$-“spin” vortex is least energetically costly, because it does not involve a “charge” domain wall in $\theta_+$ nor require an additional molecular vortex. On the other hand, it is the half-integer vortex domain-wall defects that are the elementary ones. This therefore opens up a possibility of unconventional nonsuperfluid states in the two-species $p$-wave resonant Bose systems, driven by unbinding of composite topological defects, like the $2\pi$-“spin” vortex. We leave the discussion of the resulting states to future work.

FIG. 18: (Color online) (a) 2π-“spin” vortex with equal counterpropagating atomic currents, $j_1, j_2$. (b) 2π-“charge” vortex with equal copropagating currents, confined to a domain wall (gray area) of width $\xi \sim 1/Q$, with atomic order parameter suppressed. In the presence of a molecular 4π vortex a domain wall is no longer required, and the “charge” vortex is deconfined.
FIG. 19: (Color online) $\pi - \pi$ vortex in $\alpha = 0$ limit. (a) In $\theta_1 - \theta_2$ representation; black (gray) arrows indicate $\theta_1$ ($\theta_2$). (b) In $\theta_+ - \theta_-$ representation, the pair of arrows indicate $\theta_+$ and $\theta_-$, while the wavy line indicates a domain wall. For $\alpha \neq 0$, the FR coupling “squeezes” the $\theta_+ \pi$-vortex textures into a domain wall of width $\xi \sim 1/Q$. In the presence of an additional molecular $2\pi$ vortex, the domain wall is absent and the composite defect is deconfined.

VIII. LOCAL DENSITY APPROXIMATION

Because the primary experimental application of our predictions is to degenerate atomic gases it is important to extend our analysis to include the trapping potential $V_t(r)$, which in a typical experiment is well-approximated by a harmonic potential. A full analysis of the effect of the trap is beyond the scope of this paper, and here we limit our treatment to a LDA.

Closely related to the WKB approximation\cite{57}, LDA amounts to the bulk system predictions, but with the chemical potential replaced by an effective local chemical potential $\mu(r) = \mu - V_t(r)$. The validity of the LDA relies on the smoothness of the trap potential, with the criterion that $V_t(r)$ varies slowly on the scale of the longest physical length $\lambda$ in the problem, i.e., $(\lambda/V_t(r))dV_t(r)/dr \ll 1$. Its accuracy can be equivalently controlled by a ratio of the single-particle trap level spacing $\delta E$ to the smallest characteristic energy $E_c$ of the studied phenomenon (e.g., the chemical potential, condensation energy, etc.), by requiring $\delta E/E_c \ll 1$. For our system the longest natural length scale is the period $2\pi/Q$, Eq. (1.1) of the finite-momentum atomic condensate inside the AMSF state. Thus, away from the AMSF-ASF phase boundary, where $Q$ vanishes (see Fig. 2), we expect an LDA treatment of the effects of the trap to be trustworthy.

A generalization of a resonant Bose-gas model [Eq. (2.1)] to include a trap is straightforward, accounted for by the additional Hamiltonian density

$$\mathcal{H}_{\text{trap}} = \sum_{\sigma = 1, 2} V_t(r) \bar{\psi}_\sigma^\dagger \psi_\sigma + 2V_t(r) \phi^\dagger \cdot \phi, \quad (8.1)$$

with $\mathcal{H} \rightarrow \mathcal{H} + \mathcal{H}_{\text{trap}}$. In the above, for simplicity we specialized to an atomic species-independent trapping potential and approximated the closed-channel molecular trapping potential by twice the atomic one, valid for the interaction range $r_0$ (typically less than 50 Å) much smaller than the cloud size $R$ (typically larger than a micron).

Henceforth, to be concrete, we shall focus on an isotropic harmonic trap (although this simplification can easily be relaxed) with

$$V_t(r) = \frac{1}{2} m \omega_t^2 r^2, \quad (8.2a)$$
$$\equiv \mu - \frac{r^2}{R^2}, \quad (8.2b)$$

the latter expression defining the cloud size $R$. Within LDA, locally the system is taken to be well-approximated as uniform, but with a local chemical potential given by

$$\mu(r) \equiv \mu - \frac{1}{2} m \omega_t^2 r^2, \quad (8.3a)$$
$$\equiv \mu \left( 1 - \frac{r^2}{R^2} \right), \quad (8.3b)$$

where $\mu$ is the true chemical potential (a Lagrange multiplier) enforcing the total atom number $N$. The spatially varying species 1 and 2 chemical potentials are then given by:

$$\mu_1(r) = \mu(r) + h, \quad (8.4a)$$
$$\mu_2(r) = \mu(r) - h, \quad (8.4b)$$

with a uniform chemical potential difference $h$ set by the atomic species imbalance.\cite{78,79,84}

Consequently, within LDA the system’s energy density is approximated by that of a uniform bulk system [Eq. (2.1)], with the spatial dependence entering only through $\mu(r)$. The ground-state energy is then simply a volume integral of this energy density. Thus, the phase behavior of a uniform system as a function of the chemical potential, $\mu$, translates into a spatial cloud profile through $\mu(r)$, with the critical phase boundaries $\mu_c$ corresponding to critical radii defined by $\mu_c = \mu(r_c, h)$\cite{78,79}. As predicted\cite{78,110} and observed\cite{111,112} in other systems, this leads to a shell-like cloud structure “imaging” of the bulk phase diagram as illustrated in Fig. 20.

Applying this LDA analysis to our system leads to a prediction of rich, magnetic-field, atom-number, and temperature-tunable shell structures in a $p$-wave resonant Bose gas, schematically illustrated in Fig. 21. For a range of atom number, detuning, and temperature admitting the AMSF phase, we expect a cloud shell with an $r$-dependent atomic condensate wavevector $q(r)$, given by

$$q(r) = \alpha m \sqrt{n_m(r)}, \quad (8.5a)$$
$$\approx q_0 \sqrt{1 - \frac{r^2}{R^2}}, \quad (8.5b)$$

for $r_{\text{MSF}} < r < r_{\text{ASF}}$, where $r_{\text{MSF}}(T, N, \nu)$ and $r_{\text{ASF}}(T, N, \nu)$ are the boundaries of the AMSF shell.
IX. SUMMARY AND CONCLUSIONS

To summarize, we studied a degenerate gas of two-species bosonic atoms interacting through a $p$-wave FR, as realized, for example, in a $^{85}$Rb-$^{87}$Rb mixture. We mapped out the corresponding phase diagram and thermodynamic properties of the phases as a function of temperature, atom number, and FR detuning, and analyzed the nature of corresponding phase transitions. We showed that at intermediate detuning such atomic quantum gas generically exhibits an AMSF state with atoms condensed at a finite tunable momentum $Q(\nu)$ along a direction set by the angular momentum axis of the molecular condensate. This AMSF state undergoes quantum phase transitions described by a quantum de Gennes model into a $p$-wave (orbital spinor-1) MSF and into an $s$-wave ASF at large negative and positive detunings, respectively. A magnetic field can be used to tune the modulation wavevector of the AMSF between zero and a value set by interactions as well as to drive quantum phase transitions in this rich system.
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Appendix A: Order parameter structure

As discussed in the main text, the detailed nature of the AMSF states depends on the structure (the set of reciprocal lattice vectors, $Q_n$) of the finite-momentum atomic order parameter. However, because $\Psi_{Q_n}$ depends on the details of the inter atomic interactions and fluctuations, to determine its form in general is a nontrivial problem, as exemplified by the FFLO problem and the conventional crystallization. However, as seen in Sec.IV for the case of the AMSF$_p$ state, the problem simplifies considerably as the energy is clearly minimized by a collinear state, with $Q_n$ parallel to \( \Phi \). Such collinear states fall into two universality classes, represented by...
the FF-like and the LO-like single harmonic forms,

\[ \Psi_{\sigma, Q} = \Psi\sigma, Q e^{iQ_\sigma r}, \]  
\[ \Psi_{\sigma} = \Psi\sigma, Q e^{-iQ_\sigma r} + \Psi_{\sigma, -Q} e^{-iQ_\sigma r}. \]

(A1)

(A2)

In the FF-like (LO-like) state each species is characterized by a single \( Q \) (double \( \pm Q \)) momentum, exhibiting a uniform (periodic) atomic density.

Focusing on these two collinear (FF and LO) states, in this appendix we demonstrate that, generically (at least within the mean-field theory), it is the FF state that is energetically selected by the interactions.

To this end, we reexpress the mean-field energy densities for FF and LO in terms of the corresponding eigenmodes, \( \Psi_{\pm Q} \), the latter involving two (\( \pm Q \)) critical modes,

\[ \varepsilon_{FF} = (\varepsilon_Q - |Q|)^2 + \frac{1}{2} \lambda |Q|^2, \quad (A3) \]

\[ \varepsilon_{LO} = (\varepsilon_Q - |Q|)^2 + |\Psi_{-Q}|^2 + \frac{1}{2} \lambda (|\Psi_{-Q}|^2 + |\Psi_{Q}|^2)^2 + \lambda' |\Psi_Q|^2 |\Psi_{-Q}|^2, \quad (A4) \]

where \( \lambda = \frac{1}{6} (\lambda_1 + \lambda_2 + 2\lambda_{12}) \) and \( \lambda' = \frac{1}{6} (\lambda_1 + \lambda_2 - 2\lambda_{12}) \).

These free energies thus show that the energetically preferred form of the AMSF state is determined by the coefficient \( \lambda' \) of last term in Eq. (A4). For \( \lambda' > 0 \), that is, \( \lambda_1 + \lambda_2 > 2\lambda_{12} \), the single \( Q \) FF-like state is selected. On the other hand, for \( \lambda' < 0 \), that is, \( \lambda_1 + \lambda_2 < 2\lambda_{12} \), it is the LO-like state that has the lowest energy.

Combining the above requirement on \( \lambda' \) for the stability of the LO-like state with the condition for two-species miscibility, \( \lambda_1 \lambda_2 > \lambda_{12}^2 \), we find an inequality,

\[ \frac{\lambda_1 + \lambda_2}{2} < \lambda_{12} < \sqrt{\lambda_1 \lambda_2} \quad (A5) \]

which for positive couplings \( \lambda_i \) can be shown to have a zero range of stability. Thus, as advertised, within mean-field approximation it is the single \( Q \) FF-like AMSF state that is always energetically selected. Perhaps the LO-like AMSF form can be realized for a metastable atomic gas with \( \lambda_i < 0 \), as, for example, realized by a \(^{87}\text{Rb}^{85}\text{Rb} \) mixture.
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