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Abstract

Sparse representations have proven their efficiency in solving a wide class of inverse problems encountered in signal and image processing. Conversely, enforcing the information to be spread uniformly over representation coefficients exhibits relevant properties in various applications such as digital communications. Anti-sparse regularisation can be naturally expressed through an \( \ell_\infty \)-norm penalty. This paper derives a probabilistic formulation of such representations. A new probability distribution, referred to as the democratic prior, is first introduced. Its main properties as well as three random variate generators for this distribution are derived. Then this probability distribution is used as a prior to promote anti-sparsity in a Gaussian linear inverse problem, yielding a fully Bayesian formulation of anti-sparse coding. Two Markov chain Monte Carlo (MCMC) algorithms are proposed to generate samples according to the posterior distribution. The first one is a standard Gibbs sampler. The second one uses Metropolis-Hastings moves that exploit the proximity mapping of the log-posterior distribution. These samples are used to approximate maximum a posteriori and minimum mean square error estimators of both parameters and hyperparameters. Simulations on synthetic data illustrate the performances of the two proposed samplers, for both complete and over-complete dictionaries. All results are compared to the recent deterministic variational FITRA algorithm.
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I. INTRODUCTION

Sparse representations have been widely advocated for as an efficient tool to address various problems encountered in signal and image processing. As an archetypal example, they were the core concept underlying most of the lossy data compression schemes, exploiting compressibility properties of natural signals and images over appropriate bases. Sparse approximations, generally resulting from a transform coding process, lead for instance to the famous image, audio and video compression standards JPEG, MP3 and MPEG [1], [2]. More recently and partly motivated by the advent of both the compressive sensing and dictionary learning paradigms, sparsity has been intensively exploited to regularize (e.g., linear) ill-posed inverse problems. The $\ell_0$-norm and the $\ell_1$-norm as its convex relaxation are among the most popular sparsity promoting penalties. Following the ambivalent interpretation of penalized regression optimization [3], Bayesian inference naturally offers an alternative and flexible framework to derive estimators associated with sparse coding problems. For instance, it is well known that a straightforward Bayesian counterpart of the LASSO shrinkage operator [4] can be obtained by adopting a Laplace prior [5]. Designing other sparsity inducing priors has motivated numerous research works. They generally rely on hierarchical mixture models [6]–[9], heavy tail distributions [10]–[12] or Bernoulli-compound processes [13]–[15].

In contrast, the use of the $\ell_\infty$-norm within an objective criterion has remained somehow confidential in the signal processing literature. One may cite the minimax or Chebyshev approximation principle, whose practical implementation has been made possible thanks to the Remez exchange algorithm [16] and leads to a popular design method of finite impulse response digital filters [17], [18]. Besides, when combined with a set of linear equality constraints, minimizing a $\ell_\infty$-norm is referred to as the minimum-effort control problem in the optimal control framework [19], [20]. Much more recently, a similar problem has been addressed by Lyubarskii et al. in [21] where the Kashin’s representation of a given vector over a tight frame is introduced as the expansion coefficients with the smallest possible dynamic range. Spreading the information over representation coefficients in the most uniform way is a desirable feature in various applicative contexts, e.g., to design robust analog-to-digital conversion schemes [22], [23] or to reduce the peak-to-average power ratio (PAPR) in multi-carrier transmissions [24], [25]. Resorting to an uncertainty principle (UP), Lyubarskii et al. have also introduced several examples of frames yielding computable Kashin’s representations, such as random orthogonal matrices, random subsampled discrete Fourier transform (DFT) matrices, and random sub-Gaussian matrices [21]. The properties of the alternate optimization problem, which consists of minimizing the maximum magnitude of the representation coefficients for an upper-bounded $\ell_2$-reconstruction error, have been deeply investigated in [26], [27]. In these latest contributions, the optimal expansion is called the democratic representation and some bounds associated with archetypal matrices ensuring
the UP are derived. In [28], the constrained signal representation problems considered in [21] and [27] is converted into their penalized counterpart. More precisely, the so-called spread or anti-sparse representations result from a variational optimization problem where the admissible range of the coefficients has been penalized through a $\ell_\infty$-norm

$$\min_{x \in \mathbb{R}^N} \frac{1}{2\sigma^2} \|y - Hx\|_2^2 + \lambda \|x\|_\infty.$$  \hfill (1)

In (1), $H$ defines the $M \times N$ representation matrix and $\sigma^2$ stands for the variance of the residual resulting from the approximation. Again, the anti-sparse property brought by the $\ell_\infty$-norm penalization enforces the information brought by the measurement vector $y$ to be evenly spread over the representation coefficients in $x$ with respect to the dictionary $H$. It is worth noting that recent applications have capitalized on these latest theoretical and algorithmic advances, including approximate nearest neighbor search [29] and PAPR reduction [30].

Surprisingly, up to our knowledge, no probabilistic formulation of these democratic representations has been proposed in the literature. The present paper precisely attempts to fill this gap by deriving a Bayesian formulation of the anti-sparse coding problem (1) considered in [28]. Note that this objective differs from the contribution in [31] where a Bayesian estimator associated with an $\ell_\infty$-norm loss function has been introduced. Instead, we merely introduce a Bayesian counterpart of the variational problem (1). The main motivations for deriving the proposed Bayesian strategy for anti-sparse coding are threefold. Firstly, Bayesian inference is a flexible methodology that may allow other parameters and hyperparameters (e.g., residual variance $\sigma^2$, regularization parameters $\lambda$) to be jointly estimated with the parameter of interest $x$. Secondly, through the choice of the considered Bayes risk, it permits to define a wide class of estimators, beyond the traditional penalized maximum likelihood estimator resulting from the solution of (1). Finally, within this framework, Markov chain Monte Carlo algorithms can be conveniently designed to generate samples according to the posterior distribution. Contrary to deterministic optimization algorithms which provide only one point estimate, these samples can be subsequently used to build a comprehensive statistical description of the solution.

To this purpose, a new probability distribution as well as its main properties are introduced in Section II. In particular, we show that $p(x) \propto \exp(-\lambda \|x\|_\infty)$ properly defines a probability density function (pdf). In Section III, this so-called democratic distribution is used as a prior distribution in a linear Gaussian inverse problem, which provides a straightforward equivalent of the problem (1) under the maximum a posteriori paradigm. Moreover, exploiting relevant properties of the democratic distribution, this section describes two Markov chain Monte Carlo (MCMC) algorithms as alternatives to the deterministic solvers proposed in [27], [28]. The first one is a standard Gibbs sampler which sequentially generates samples according to the conditional distributions associated with the joint posterior distribution. The second MCMC algorithm relies on a proximal Monte Carlo step recently
introduced in [32]. This step exploits the proximal operator associated to the logarithm of the target distribution to sample random vectors asymptotically distributed according to this non-smooth density. Section IV illustrates the performances of the proposed algorithms on numerical experiments. Concluding remarks are reported in Section V.

| Symbol | Description |
|--------|-------------|
| $N, n$ | Dimension, index of representation vector |
| $M, m$ | Dimension, index of observed vector |
| $x, x_n$ | Representation vector, its $n^{th}$ component |
| $y, y_m$ | Observation vector, its $m^{th}$ component |
| $H$ | Coding matrix |
| $e$ | Additive noise vector |
| $\lambda$ | Parameter of the democratic distribution |
| $\mu$ | Re-parametrization of $\lambda$ such that $\lambda = N\mu$ |
| $\mathcal{D}_N(\lambda)$ | Democratic distribution of parameter $\lambda$ over $\mathbb{R}^N$ |
| $C_N(\lambda)$ | Normalizing constant of the distribution $\mathcal{D}_N(\lambda)$ |
| $K_J$ | $A J$-element subset $\{i_1 \ldots i_J\}$ of $\{1, \ldots, N\}$ |
| $\mathcal{U}, \mathcal{G}, \mathcal{IG}$ | Uniform, gamma and inverse gamma distributions |
| $d\mathcal{G}$ | Double-sided gamma distribution |
| $\mathcal{N}_I$ | Truncated Gaussian distribution over $I$ |
| $C_n$ | Double convex cones partitioning $\mathbb{R}^N$ |
| $c_n, I_n$ | Weights and intervals defining the conditional distribution $p(x_n|x_{\setminus n})$ |
| $g, g_1, g_2$ | Negative log-distribution ($g = g_1 + g_2$) |
| $\delta$ | Parameter of the proximity operator |
| $\varepsilon_j, d_j, \phi_\delta(\mathbf{x})$ | Family of distinct values of $|\mathbf{x}|$, their respective multiplicity and family of local maxima of prox$_{\lambda\|\cdot\|_\infty}^\delta$ |
| $q(\cdot|\cdot)$ | Proposal distribution |
| $\omega_{in}, \mu_{in}, \sigma_2^2, I_{in}$ | Weights, parameters and intervals defining the conditional distribution $p(x_n|x_{\setminus n}, \mu, \sigma^2, y)$ |

II. DEMOCRATIC DISTRIBUTION

This section introduces the democratic distribution and the main properties related to its marginal and conditional distributions. Finally, two random variate generators are proposed. Note that, for sake
of conciseness, the proofs associated with the following results are reported in the companion report [33].

A. Probability density function

**Lemma 1.** Let $x \in \mathbb{R}^N$ and $\lambda \in \mathbb{R}_+$. The integral of the function $\exp (-\lambda \|x\|_\infty)$ over $\mathbb{R}^N$ is properly defined and the following equality holds

$$
\int_{\mathbb{R}^N} \exp (-\lambda \|x\|_\infty) \, dx = N! \left( \frac{2}{\lambda} \right)^N.
$$

**Proof:** See Appendix [33, App. A].

As a corollary of Lemma 1, the democratic distribution can be defined as follows.

**Definition 1.** A $N$-real-valued random vector $x \in \mathbb{R}^N$ is said to be distributed according to the democratic distribution $\mathcal{D}_N(\lambda)$, namely $x \sim \mathcal{D}_N(\lambda)$, when the corresponding pdf is

$$
p(x) = \frac{1}{C_N(\lambda)} \exp (-\lambda \|x\|_\infty)
$$

with $C_N(\lambda) \triangleq N! \left( \frac{2}{\lambda} \right)^N$.
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Fig. 1. The democratic pdf $\mathcal{D}_N(\lambda)$ for $N = 2$ and $\lambda = 3$.

As an illustration, the pdf of the bidimensional democratic pdf for $\lambda = 3$ is depicted in Fig. 1.

**Remark 1.** It is interesting to note that the democratic distribution belongs to the exponential family. Indeed, its pdf can be factorized as

$$
p(x) = a(x) \, b(\lambda) \, \exp (\eta(\lambda) T(x))
$$

where $a(x) = 1$, $b(\lambda) = 1/C_N(\lambda)$, $\eta(\lambda) = -\lambda$ and $T(x) = \|x\|_\infty$ defines sufficient statistics.
B. Moments

The two first moments of the democratic distribution are available through the following property.

**Property 1.** Let \( \mathbf{x} = [x_1, \ldots, x_N]^T \) be a random vector obeying the democratic distribution \( D_N(\lambda) \).

The mean and the covariance matrix are given by:

\[
\begin{align*}
\mathbb{E}[x_n] &= 0 & \forall n \in \{1, \ldots, N\} \\
\text{var}[x_n] &= \frac{(N + 1)(N + 2)}{3\lambda^2} & \forall n \in \{1, \ldots, N\} \\
\text{cov}[x_i, x_j] &= 0 & \forall i \neq j.
\end{align*}
\]

*Proof:*

See Appendix [33, App. B].

C. Marginal distributions

The marginal distributions of any democratically distributed vector \( \mathbf{x} \) are given by the following Lemma.

**Lemma 2.** Let \( \mathbf{x} = [x_1, \ldots, x_N]^T \) be a random vector obeying the democratic distribution \( D_N(\lambda) \).

For any positive integer \( J < N \), let \( \mathcal{K}_J \) denote a \( J \)-element subset of \( \{1, \ldots, N\} \) and \( \mathbf{x}_{\setminus \mathcal{K}_J} \), the sub-vector of \( \mathbf{x} \) whose \( J \) elements indexed by \( \mathcal{K}_J \) have been removed. Then the marginal pdf of the sub-vector \( \mathbf{x}_{\setminus \mathcal{K}_J} \in \mathbb{R}^{N-J} \) is given by

\[
p\left(\mathbf{x}_{\setminus \mathcal{K}_J}\right) = \frac{2^J}{C_N(\lambda)} \sum_{j=0}^{\min\{J,N\}} \frac{\binom{J}{j} (J-j)!}{\lambda^{J-j}} \|\mathbf{x}_{\setminus \mathcal{K}_J}\|_\infty^j \\
\times \exp\left(-\lambda \|\mathbf{x}_{\setminus \mathcal{K}_J}\|_\infty\right).
\]

*Proof: [33, App. C]*

In particular, as a straightforward corollary of this lemma, two specific marginal distributions of \( D_N(\lambda) \) are given by the following property.

**Property 2.** Let \( \mathbf{x} = [x_1, \ldots, x_N]^T \) be a random vector obeying the democratic distribution \( D_N(\lambda) \).

The components \( x_n \) (\( n = 1, \ldots, N \)) of \( \mathbf{x} \) are identically and marginally distributed according to the following \( N \)-component mixture of double-sided Gamma distributions\(^1\)

\[
x_n \sim \frac{1}{N} \sum_{j=1}^{N} d\mathcal{G}(j, \lambda).
\]

\(^1\)The double-sided Gamma distribution \( d\mathcal{G}(a, b) \) is defined as a generalization over \( \mathbb{R} \) of the standard Gamma distribution \( \mathcal{G}(a, b) \) with the pdf \( p(x) = \frac{x^{a-1}}{2\Gamma(a)} \exp(-b|x|) \).
Moreover, the pdf of the sub-vector $x_{\setminus n}$ of $x$ whose $n$th element has been removed is:

$$p(x_{\setminus n}) = \frac{1 + \lambda \|x_{\setminus n}\|_\infty}{N C_{N-1}(\lambda)} \exp\left(-\lambda \|x_{\setminus n}\|_\infty\right).$$

(9)

Proof: [33, App. C]

These two specific marginal distributions $p(x_{\setminus n})$ and $p(x_n)$ are depicted in Fig. 2 (top and bottom, right).

![Fig. 2. Top: marginal distribution of $x_{\setminus n}$ when $x \sim \mathcal{D}_N(\lambda)$ for $N = 3$ and $\lambda = 3$. Bottom: marginal distribution of $x_n$ when $x \sim \mathcal{D}_N(\lambda)$ for $N = 3$ (left) or $N = 50$ (right) and $\lambda = 3$.](image)

Remark 2. It is worth noting that the distribution in (8) can be rewritten as

$$p(x_n) = \frac{\lambda}{2N} \left(\sum_{j=0}^{N-1} \frac{\lambda^j}{j!} |x_n|^j\right) \exp\left(-\lambda |x_n|\right)$$

which behaves as $p(x_n) \approx \frac{\lambda}{2N}$ when $N \to +\infty$. This means that the components of $x$ tend to be marginally distributed according to uniform distributions over $\mathbb{R}$ in high dimension. This behavior is depicted in Fig. 2 bottom-right.

D. Conditional distributions

Before introducing conditional distributions associated with any democratically distributed random vector, let partition $\mathbb{R}^N$ into a set of $N$ non-overlapping double-convex cones $C_n \subset \mathbb{R}^N (n = 1, \ldots, N)$ defined by

$$C_n \triangleq \{ x = [x_1, \ldots, x_N]^T \in \mathbb{R}^N : \forall j \neq n, |x_n| > |x_j| \}. $$

(10)
These sets are directly related to the index of the so-called dominant component of a given democratically distributed vector $x$. More precisely, if $\|x\|_{\infty} = |x_n|$, then $x \in C_n$ and the $n^{th}$ component $x_n$ of $x$ is said to be the dominant component.

An example is given in Fig. 3 where $C_1 \subset \mathbb{R}^2$ is depicted. These double-cones partition $\mathbb{R}^N$ into $N$ equiprobable sets with respect to (w.r.t.) the democratic distribution, as stated in the following property.
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**Fig. 3.** The double-cone $C_1$ of $\mathbb{R}^2$ appears as the light red area while the complementary double-cone $C_2$ is the uncolored area.

**Property 3.** Let $x = [x_1, \ldots, x_N]^T$ be a random vector obeying the democratic distribution $\mathcal{D}_N(\lambda)$. Then the probability that this vector belongs to a given double-cone is

$$P [x \in C_n] = \frac{1}{N}. \quad (11)$$

**Proof:** See Appendix [33, App. D] paragraph D-A.

**Remark 3.** This property simply exhibits intuitive intrinsic symmetries of the democratic distribution: the dominant component of a democratically distributed vector is located with equal probabilities in any of the cones $C_n$.

Moreover, the following lemma yields some results on conditional distributions related to these sets.

**Lemma 3.** Let $x = [x_1, \ldots, x_N]^T$ be a random vector obeying the democratic distribution $\mathcal{D}_N(\lambda)$. Then the following results hold

$$x_n | x \in C_n \sim d\mathcal{G}(N, \lambda) \quad (12)$$

$$x_n | x \in C_n \sim \mathcal{D}_{N-1}(\lambda) \quad (13)$$

$$x_j | x_n, x \in C_n \sim \mathcal{U}(-|x_n|, |x_n|) \quad (j \neq n) \quad (14)$$
and

\[
\mathbb{P} \left[ x \in C_n | x \setminus n \right] = \frac{1}{1 + \lambda \|x_n\|_{\infty}} \tag{15}
\]

\[
p \left( x \setminus n | x \notin C_n \right) = \frac{\lambda}{N - 1} \frac{\|x_n\|_{\infty}}{C_{N-1}(\lambda)} e^{\lambda \|x_n\|_{\infty}}. \tag{16}
\]

**Proof:** See Appendix [33, App. D] paragraph D-B.

**Remark 4.** According to (12), the marginal distribution of the dominant component is a double-sided Gamma distribution. Conversely, according to (13), the vector of the non-dominant components is marginally distributed according to a democratic distribution. Conditionally upon the dominant component, these non-dominant components are independently and uniformly distributed on the admissible set, as shown in (14). The probability in (15) shows that the probability that the nth component dominates increases when the other components are of low amplitude.

Finally, based on Lemma 3, the following property related to the conditional distributions of $D_N(\lambda)$ can be stated.

**Property 4.** Let $x = [x_1, \ldots, x_N]^T$ be a random vector obeying the democratic distribution $D_N(\lambda)$. The pdf of the conditional distribution of a given component $x_n$ given $x \setminus n$ is

\[
p \left( x_n | x \setminus n \right) = \left( 1 - c_n \right) \frac{1}{2 \|x_n\|_{\infty}} \mathbf{1}_{\mathcal{I}_n}(x_n) + c_n \frac{\lambda}{2} e^{-\lambda (|x_n| + \|x_n\|_{\infty})} \mathbf{1}_{\mathcal{R} \setminus \mathcal{I}_n}(x_n) \tag{17}
\]

with $\mathcal{I}_n \triangleq \left(-\|x_n\|_{\infty}, \|x_n\|_{\infty}\right)$ and where $c_n = \mathbb{P} \left[ x \in C_n | x \setminus n \right]$ is defined by (15).

**Proof:** See Appendix [33, App. D] paragraph D-C.

**Remark 5.** The pdf in (17) defines a mixture of one uniform distribution and two shifted exponential distributions with probabilities $1 - c_n$ and $c_n / 2$, respectively. An example of this pdf is depicted in Fig 4. This property opens the door to a natural random variate generator according to the democratic distribution through the use of a standard Gibbs sampler. This random generation strategy is detailed in paragraph II-F2.

**E. Proximity operator of the negative log-pdf**

The pdf of the democratic distribution $D_N(\lambda)$ can be written as $p(x) \propto \exp (-g_1(x))$ with

\[
g_1(x) = \lambda \|x\|_{\infty}. \tag{18}
\]
Fig. 4. Conditional distribution of $x_n|x_{\setminus n}$ when $x \sim \mathcal{D}_N(\lambda)$ for $N = 2$, $\lambda = 3$ and $\|x_{\setminus n}\|_\infty = 1$ (left) or $\|x_{\setminus n}\|_\infty = 10$ (right).

This paragraph introduces the proximity mapping operator associated with the negative log-distribution $g_1(x)$ (defined up to a multiplicative constant). This proximal operator will be subsequently resorted to implement Monte Carlo algorithms to draw samples from the democratic distribution $\mathcal{D}_N(\lambda)$ (see paragraph II-F) as well as posterior distributions derived from a democratic prior (see paragraph III-B3b). In this context, it is convenient to define the proximity operator of $g_1(\cdot)$ as

$$\text{prox}^\delta_{g_1}(x) = \arg\min_{u \in \mathbb{R}^N} \lambda \|u\|_\infty + \frac{1}{2\delta} \|x - u\|^2_2$$  \hspace{1cm} (19)

Up to the authors’ knowledge, no closed-form expression is available for (19). However, this operator can be explicitly computed following the algorithmic scheme detailed in Algo. 1, based on the following property.

**Property 5.** Let $x \in \mathbb{R}^N$ and $\delta \in \mathbb{R}_+$. We denote $\varepsilon_1, \ldots, \varepsilon_J$ the $J$ distinct values among $\{|x_n|\}_{n=1}^N$ and $d_1, \ldots, d_J$ their respective multiplicity orders with $\sum_{j=1}^J d_j = N$. Then the $n$-th component of $\rho \triangleq \text{prox}^\delta_{g_1}(x)$, denoted as $\rho_n$, is given by

$$\rho_n = \begin{cases} \text{sign}(x_n)\phi_\delta(x) & \text{if } |x_n| \geq \phi_\delta(x) \\ x_n & \text{otherwise} \end{cases}$$  \hspace{1cm} (20)

where

$$\phi_\delta(x) = \max\left(0, \phi_\delta^1(x), \ldots, \phi_\delta^J(x)\right)$$  \hspace{1cm} (21)

and, for $j = 1, \ldots, J$,

$$\phi_\delta^j(x) = \frac{1}{\sum_{k=1}^J d_k} \left( \sum_{k=1}^J d_k \varepsilon_k - \lambda \delta \right).$$  \hspace{1cm} (22)
Algorithm 1: Algorithm to compute $\text{prox}_{\delta g_1}(x)$

**Input:** $x$, $\delta$

1. Identify $\varepsilon_1 \ldots \varepsilon_J$ as the $J$ different values of $|x_n|$'s, and $d_1 \ldots d_J$ their respective multiplicity order;
2. for $j \leftarrow 1$ to $J$ do
   3. Compute $\phi^j_\delta(x)$ following (22);
3. end
4. Compute $\phi_\delta(x) = \max\left(0, \phi^1_\delta(x), \ldots, \phi^J_\delta(x)\right)$;
5. for $n \leftarrow 1$ to $N$ do
   6. if $|x_n| \geq \phi_\delta(x)$ then
      7. $\rho_n = \text{sign}(x_n)\phi_\delta(x)$;
   8. else
   9. $\rho_n = x_n$;
10. end
11. end
12. Set $\rho = [\rho_1, \ldots, \rho_N]^T$;
13. **Output:** $\rho = \text{prox}_{\delta g_1}(x)$

**Proof:** See Appendix [33, App. E]

From Property 5, under this proximity mapping, all components greater than a threshold are reduced to a common value, while all the others remain unchanged.

**Remark 6.** As stated earlier, this proximity operator will be resorted while designing Monte Carlo algorithms able to generate random samples according to distributions derived from $g_1(\cdot)$. In this specific context, almost surely, the multiplicity orders $d_j$ ($j = 1, \ldots, J$) are all equal to one, i.e., $J = N$ and $\varepsilon_n = |x_n|$ ($n = 1, \ldots, N$).

**F. Random variate generation**

This paragraph introduces three distinct random variate generators that allow to draw samples according to the democratic distribution.
1) Exact random variate generator: Property 3 combined with Lemma 3 permits to rewrite the joint distribution of a democratically distributed vector according to the following chain rule
\[
p(x) = \sum_{n=1}^{N} p(x_n|x, x \in C_n) \ p(x_n | x \in C_n) \ P[x \in C_n]
\]
where \( P[x \in C_n], p(x_n | x \in C_n) \) and \( p(x_j | x_n, x \in C_n) \) are given in (11), (12) and (14), respectively. This finding can be fully exploited to design an efficient and exact random variate generator for the democratic distribution, see Algo. 2.

**Algorithm 2:** Democratic random variate generator using an exact sampling scheme.

**Input:** Parameter \( \lambda \), dimension \( N \)

1 % Drawing the cone of the dominant component
2 Sample \( n_{dom} \) uniformly on the set \( \{1 \ldots N\} \);
3 % Drawing the dominant component
4 Sample \( x_{n_{dom}} \) according to (12);
5 % Drawing the non-dominant components
6 for \( j \leftarrow 1 \) to \( N (j \neq n_{dom}) \) do
7 Sample \( x_j \) according to (14);
8 end

**Output:** \( x = [x_1, \ldots, x_N]^T \sim D_N(\lambda) \)

2) Gibbs sampler-based random generator: Property 4 can be exploited to design a democratic random variate generator through the use of a Gibbs sampling scheme. It consists of successively drawing the components \( x_n \) according to the conditional distributions (17), defined as the mixtures of uniform and truncated Laplacian distributions. After a given number \( T_{\text{bi}} \) of burn-in iterations, this generator, described in Algo. 3, provides samples asymptotically distributed according to the democratic distribution \( D_N(\lambda) \).

3) P-MALA-based random generator: An alternative to draw samples according to the democratic distribution is the proximal Metropolis-adjusted Langevin algorithm (P-MALA) introduced in [32]. P-MALA builds a Markov chain \( \{x^{(t)}\}_{t=1}^{T_{\text{MC}}} \) whose stationary distribution is of the form
\[
p(x) \propto \exp(-g(x))
\]
Algorithm 3: Democratic random variate generator using a Gibbs sampling scheme.

**Input:** Parameter $\lambda$, dimension $N$, number of burn-in iterations $T_{bi}$, total number of iterations $T_{MC}$, initialization $x^{(1,0)} = \begin{bmatrix} x_1^{(1,0)}, \ldots, x_N^{(1,0)} \end{bmatrix}^T$. 

1. for $t \leftarrow 1$ to $T_{MC}$ do
   2. for $n \leftarrow 1$ to $N$ do
      3. Set $x_n^{(t,n-1)} = \begin{bmatrix} x_1^{(t,n)}, \ldots, x_{n-1}^{(t,n)}, x_{n+1}^{(t,n-1)}, \ldots, x_N^{(t,n-1)} \end{bmatrix}^T$;
      4. Draw $x_{n}^{(t,n)}$ according to (17);
      5. Set $x^{(t,n)} = \begin{bmatrix} x_1^{(t,n)}, \ldots, x_{n-1}^{(t,n)}, x_{n+1}^{(t,n)}, \ldots, x_N^{(t,n-1)} \end{bmatrix}^T$;
   6. end
   7. Set $x^{(t+1,0)} = x^{(t,N)}$;
8. end

**Output:** $x^{(t,0)} \sim \mathcal{D}_N(\lambda)$ (for $t > T_{bi}$)

where $g$ is a positive convex function with $\lim_{\|x\| \to \infty} g(x) = +\infty$. It relies on successive Metropolis Hastings moves with Gaussian proposal distributions whose mean has been chosen as the proximal operator of $g(\cdot)$ evaluated at the current state of the chain. In the particular case of the democratic distribution, P-MALA can be implemented by exploiting the derivations in paragraph II-E, where $g(\cdot) = g_1(\cdot)$ has been defined in (18). More precisely, at iteration $t$ of the sampler, a candidate $x^*$ is proposed as

$$x^*|x^{(t-1)} \sim \mathcal{N}\left(\text{prox}_{g_1}^{\delta/2}(x^{(t-1)}), \delta I_N\right).$$

(23)

Then this candidate is accepted as the new state $x^{(t)}$ with probability

$$\alpha = \min\left(1, \frac{p(x^*|\lambda)}{p(x^{(t-1)}|\lambda)} \frac{q(x^{(t-1)}|x^*)}{q(x^*|x^{(t-1)})}\right)$$

(24)

where $q(x^*|x^{(t-1)})$ is the pdf of the Gaussian distribution given by (23). The algorithmic parameter $\delta$ is empirically chosen such that the acceptance rate of the sampler lies between 0.4 and 0.6. The full algorithmic scheme is available in Algo. 4.

4) Random generator performance comparison: Figure 5 compares the first 15 lags of the empirical autocorrelation function (ACF), computed with 500 samples drawn from the democratic distribution $\mathcal{D}_N(3)$ for $N = 2$ (left) and $N = 50$ (right) using the exact (top), Gibbs sampler-based (middle) and P-MALA (bottom) variate generators. In lower dimensional cases, the chain generated with exact sampling has remarkably lower autocorrelation.

Computational times required to generate 1000 samples from the democratic distribution for various dimensions are reported in Table II. These results show that the Gibbs sampler-based method has a
Algorithm 4: Democratic random variate generator using P-MALA.

**Input:** Parameter \( \lambda \), dimension \( N \), number of burn-in iterations \( T_{bi} \), total number of iterations \( T_{MC} \), algorithmic parameter \( \delta \), initialization \( x^{(0)} \)

1. for \( t \leftarrow 1 \) to \( T_{MC} \) do
   2. Draw \( x^{*|x^{(t-1)}} \sim \mathcal{N} \left( \text{prox}^{\delta/2}_{g_1} (x^{(t-1)}), \delta I_N \right) \);
   3. Compute \( \alpha \) following (24);
   4. Draw \( w \sim \mathcal{U}(0, 1) \);
   5. if \( w < \alpha \) then
      6. Set \( x^{(t)} = x^{*} \);
   7. else
      8. Set \( x^{(t)} = x^{(t-1)} \);
   9. end
10. end

**Output:** \( x^{(t)} \sim D_N(\lambda) \) (for \( t > T_{bi} \))

---

Fig. 5. First 15 lags of the empirical autocorrelation function when generating 500 samples drawn from \( D_N(\lambda) \) using the exact (top), Gibbs sampler-based (middle) and P-MALA (bottom) variate generators with \( \lambda = 3 \) for \( N = 2 \) (left) and \( N = 50 \) (right).
TABLE II
CUMULATIVE TIMES TO DRAW 500 SAMPLES ACCORDING THE DEMOCRATIC DISTRIBUTION $D_N(\lambda)$ WITH $\lambda = 3$ FOR VARIOUS $N$.

| $N$ | Exact (ms) | Gibbs (ms) | P-MALA (ms) |
|-----|------------|------------|--------------|
| 2   | $2.06 \times 10^{-1}$ | $2.05 \times 10^3$ | $1.11 \times 10^2$ |
| 5   | $3.30 \times 10^{-1}$ | $2.66 \times 10^3$ | $1.12 \times 10^2$ |
| 10  | $3.46 \times 10^{-1}$ | $3.60 \times 10^3$ | $1.14 \times 10^2$ |
| 50  | $9.24 \times 10^{-1}$ | $1.01 \times 10^4$ | $1.27 \times 10^2$ |
| 100 | $1.71 \times 10^0$   | $1.85 \times 10^4$ | $1.46 \times 10^2$ |

significantly higher cost when compared with the exact random generator. Whereas the exact sampler easily scales in higher dimension, the Gibbs based sampler needs approximately $10^4$ more time. This is explained by its intrinsic algorithmic structure: the Gibbs sampler-based method requires to draw a multinomial variable for each component, followed by either exponential or uniform distributed variables. Conversely, exact random generator only needs to generate one gamma distributed variable and $(N - 1)$ uniform samples.

From these findings, the Gibbs sampler-based and P-MALA strategies might seem out of interest since significantly outperformed by the exact random generator in terms of time computation and mixing performance. However, both exhibit interesting properties that can be exploited in a more general scheme. First, the Gibbs sampler-based generator shows that each component of a democratically distributed vector can be easily generated conditionally on the others. Then, P-MALA exploits the algorithmic derivation of the proximity operator associated with $g_1(\cdot)$ to draw vectors asymptotically distributed according to the democratic distribution. This opens the door to extended schemes for sampling according to a posterior distribution resulting from a democratic prior when possibly no exact sampler is available. This will be discussed in Section III.

III. DEMOCRATIC PRIOR IN A LINEAR INVERSE PROBLEM

This section aims to provide a Bayesian formulation of the model underlying the problem described by (1). From a Bayesian perspective, the solution of (1) can be straightforwardly interpreted as the MAP estimator associated with a linear observation model characterized by an additive Gaussian residual and complemented by a democratic prior assumption. Assuming a Gaussian residual results in a quadratic discrepancy measure and, as a consequence, in a quadratic data fidelity term as in (1). Setting the anti-sparse coding problem into a fully Bayesian framework paves the way to a comprehensive statistical description of the solution. Moreover, it permits to implement other algorithmic strategies beyond MAP estimation, namely Markov chain Monte Carlo techniques.
A. Hierarchical Bayesian model

Let \( y = [y_1 \ldots y_M]^T \) denote an observed measurement vector. These observations are assumed to be related to an unknown description vector \( x = [x_1 \ldots x_N]^T \) through a known coding matrix \( H \) according to the linear model

\[
y = Hx + e. \tag{25}
\]

The residual vector \( e = [e_1 \ldots e_N]^T \) is assumed to be distributed according to a centered multivariate Gaussian distribution \( N(0_M, \sigma^2 I_M) \). The Bayesian model is introduced in what follows. It relies on the definition of the likelihood function associated with the observation vector \( y \) and on the choice of prior distributions for the unknown parameters, i.e., the representation vector \( x \) and the residual variance \( \sigma^2 \), assumed to be a priori independent.

1) Likelihood function: The Gaussian property of the additive residual term yields the following likelihood function

\[
f(y|x, \sigma^2) = \left( \frac{1}{2\pi\sigma^2} \right)^{\frac{M}{2}} \exp \left[ -\frac{1}{2\sigma^2} \|y - Hx\|^2_2 \right]. \tag{26}\]

2) Residual variance prior: A noninformative Jeffreys prior distribution is chosen for the residual variance \( \sigma^2 \)

\[
f(\sigma^2) \propto \frac{1}{\sigma^2}. \tag{27}\]

3) Description vector prior: As motivated earlier, the democratic distribution introduced in Section II is assigned as the prior distribution of the \( N \)-dimensional unknown vector \( x \)

\[
x | \lambda \sim D_N(\lambda). \tag{28}\]

In the following, the hyperparameter \( \lambda \) is set as \( \lambda = N\mu \), where \( \mu \) is assumed to be unknown. Enforcing the parameter of the democratic distribution to depend on the problem dimension allows the prior to be scaled with this dimension. Indeed, as stated in (12), the absolute value of the dominant component is distributed according to the Gamma distribution \( \mathcal{G}(N, \lambda) \), whose mean and variance are \( N/\lambda \) and \( N/\lambda^2 \), respectively. With the proposed scalability, the prior mean is constant with the dimension

\[
E[|x_n| | x \in C_n, \mu] = 1/\mu \tag{29}\]

and the variance tends to zero

\[
\text{var}[|x_n| | x \in C_n, \mu] = 1/(N\mu^2). \tag{30}\]
4) **Hyperparameter prior:** The prior modeling introduced in the previous paragraph is complemented by assigning prior distribution to the unknown hyperparameter \( \mu \), introducing a second level in the Bayesian hierarchy. More precisely, a conjugate Gamma distribution is chosen as a prior for \( \mu \):

\[
\mu \sim \mathcal{G}(a, b).
\]  

(31)

since the conjugacy property allows the posterior distribution to be easily derived. The values of \( a \) and \( b \) will be chosen to obtain a flat prior.

5) **Posterior distribution:** The posterior distribution of the unknown parameter vector \( \theta = \{x, \sigma^2, \mu\} \) can be computed from the following hierarchical structure:

\[
f(\theta | y) \propto f(y | x, \sigma^2) f(x, \sigma^2 | \mu) f(\mu)
\]

(32)

where

\[
f(x, \sigma^2 | \mu) = f(\sigma^2) f(x | \mu)
\]

(33)

and \( f(y | x, \sigma^2), f(\sigma^2), f(x | \mu) \) and \( f(\mu) \) have been defined in Eq. (26) to (31), respectively. Thus, this posterior distribution can be written as

\[
f(x, \sigma^2, \mu | y) \propto \exp \left( -\frac{1}{2\sigma^2} \|y - Hx\|^2_2 \right) \\
\times \frac{1}{\mathcal{C}_N(\mu_N)} \exp (-\mu_N \|x\|_\infty) \\
\times \left( \frac{1}{\sigma^2} \right)^{\frac{\lambda}{2} + 1} \mathbf{1}_{\mathbb{R}_+}(\sigma^2) \\
\times \frac{b^a}{\Gamma(b)} \mu^{a-1} \exp (-b \mu).
\]

(34)

As expected, for given values of the residual variance \( \sigma^2 \) and the democratic parameter \( \lambda = \mu_N \), maximizing the posterior (34) can be formulated as the optimization problem in (1), for which some algorithmic strategies have been for instance introduced in [27] and [28]. In this paper, a different route has been taken by deriving inference schemes relying on MCMC algorithms. This choice permits to include the nuisance parameters \( \sigma^2 \) and \( \mu \) into the model and to estimate them jointly with the representation vector \( x \). Moreover, since the proposed MCMC algorithms generate a collection \( \{(x^{(t)}, \mu^{(t)}, \sigma^2(t))\}_{t=1}^{N_{MC}} \) asymptotically distributed according to the posterior of interest (32), they provide a good knowledge of the statistical distribution of the solutions.

**B. MCMC algorithm**

This section introduces two MCMC algorithms to generate samples according to the posterior (34). They are two specific instances of Gibbs samplers which generate samples according to the conditional distributions associated with the posterior (34), following Algo. 5. As shown below, the steps for sampling according to the conditional distributions of the residual variance \( f(\sigma^2 | y, x) \)
and the democratic parameter $f(\mu|x)$ are straightforward. In addition, generating samples for the representation vector $f(x|\mu,y)$ can be achieved component-by-component using $N$ Gibbs moves, following the strategy in paragraph II-F2. However, for high dimensional problems, such a crude strategy may suffer from poor mixing properties, leading to slow convergence of the algorithm. To alleviate this issue, an alternative approach consists of sampling the full vector $x|\mu,y$ using a P-MALA step [32], similar to the one proposed in paragraph II-F3. These two strategies are detailed in the following paragraphs.

Algorithm 5: Gibbs sampler

**Input:** Observation vector $y$, coding matrix $H$, hyperparameters $a$ and $b$, number of burn-in iterations $T_{bi}$, total number of iterations $T_{MC}$, algorithmic parameter $\delta$, initialization $x^{(0)}$

1. for $t \leftarrow 1$ to $T_{MC}$ do
   2. % Drawing the residual variance
      3. Sample $\sigma^{2(t)}$ according to (35).
   4. % Drawing the democratic parameter
      5. Sample $\mu^{(t)}$ according to (37).
   6. % Drawing the representation vector
      7. Sample $x^{(t)}$ using, either (see paragraph III-B3)
         a. Gibbs steps, i.e., following (38);
         b. P-MALA step, i.e., following (41) and (42);
   8. end

**Output:** A collection of samples $\{\mu^{(t)},\sigma^{2(t)},x^{(t)}\}_{t=T_{bi}+1}^{T_{MC}}$ asymptotically distributed according to (34).

1) Sampling the residual variance: Sampling according to the conditional distribution of the residual variance can be conducted according to the following inverse-gamma distribution

$$\sigma^{2|y,x} \sim IG\left(M^2,\frac{1}{2}\|y - Hx\|_2^2\right)$$ (35)

2) Sampling the democratic hyperparameter: Looking carefully at (34), the conditional posterior distribution of the democratic parameter $\mu$ is

$$f(\mu|x) \propto \mu^N \exp\left(-\mu \|x\|_{\infty}\right)\mu^{a-1} \exp\left(-b\mu\right).$$ (36)

Therefore, sampling according to $f(\mu|x)$ is achieved as follows

$$\mu|x \sim G(a + N, b + N \|x\|_{\infty})$$ (37)
3) Sampling the description vector: Following the technical developments of paragraph II-F, two strategies can be considered to generate samples according to the conditional posterior distribution of the representation vector \( f(x|\mu, \sigma^2, y) \). They are detailed below.

a) Component-wise Gibbs sampling: A first possibility to draw a vector \( x \) according to \( f(x|\mu, \sigma^2, y) \) is to successively sample according to the conditional distribution of each component given the others, namely, \( f(x_n|x_{\setminus n}, \mu, \sigma^2, y) \), as in algorithm of paragraph II-F2. More precisely, straightforward computations yield the following 3-mixture of truncated Gaussian distributions for this conditional

\[
x_n|x_{\setminus n}, \mu, \sigma^2, y \sim \sum_{i=1}^{3} \omega_{in} \mathcal{N}_{I_{in}} (\mu_{in}, s_{in}^2)
\]

(38)

where \( \mathcal{N}_{I}(\cdot, \cdot) \) denotes the Gaussian distribution truncated on the \( I \) and the truncation sets are defined as

\[
I_{1n} = (-\infty, -\|x_{\setminus n}\|_\infty)
\]
\[
I_{2n} = (-\|x_{\setminus n}\|_\infty, \|x_{\setminus n}\|_\infty)
\]
\[
I_{3n} = (\|x_{\setminus n}\|_\infty, +\infty)
\]

The probabilities \( \omega_{in} \) (\( i = 1, 2, 3 \)) as well as the (hidden) means \( \mu_{in} \) (\( i = 1, 2, 3 \)) and variance \( s_{in}^2 \) of these truncated Gaussian distributions are given in Appendix. This specific nature of the conditional distribution is intrinsically related to the nature of the conditional prior distribution stated in Property 4, which has already exhibited a 3-component mixture: one uniform distribution and two (shifted) exponential distributions defined over \( I_{2n}, I_{1n} \) and \( I_{3n} \), respectively (see Remark 5). Note that sampling according to truncated distributions can be achieved using the strategy proposed in [35].

b) P-MALA: Similarly to the strategy developed in paragraph II-F3 to sample according to the prior distribution, sampling according to the conditional distribution \( f(x|\mu, \sigma^2, y) \) can be achieved using a P-MALA step [32]. In this case, the distribution of interest can be written as

\[
f(x|\mu, \sigma^2, y) \propto \exp(g(x))
\]

where \( g(x) \) derives from the Gaussian (negative log-) likelihood function and the (negative log-) distribution of the democratic prior so that

\[
g(x) = \frac{1}{2\sigma^2} \|y - Hx\|_2^2 + \lambda \|x\|_\infty
\]

(39)

with \( \lambda = \mu N \). However, up to the authors’ knowledge, the proximal operator associated with \( g(\cdot) \) in (39) has no close form solution. To alleviate this problem, a first order approximation is considered².

²Note that a similar step is involved in the fast iterative truncation algorithm (FITRA) [30], a deterministic counterpart of the proposed algorithm and considered in the next section for comparison.
as recommended in [32]

\[ \text{prox}_{g/2}^\delta(x) \approx \text{prox}_{g_1}^\delta \left( x + \delta \nabla \left[ \frac{1}{2\sigma^2} \| y - Hx \|_2^2 \right] \right) \]  

(40)

where \( g_1(\cdot) = \lambda \| \cdot \|_\infty \) has been defined in paragraph II-F3 and the corresponding proximity mapping is available through Algo. 1. Finally, at iteration \( t \) of the main algorithm, sampling according to the conditional distribution \( f(x|\mu, \sigma^2, y) \) consists of drawing a candidate

\[ x^*|x^{(t-1)} \sim \mathcal{N} \left( \text{prox}_{g/2}^\delta \left( x^{(t-1)} \right), \delta I_N \right) \]  

(41)

and to accept this candidate as the new state \( x^{(t)} \) with probability

\[ \alpha = \min \left( \frac{f \left( x^* | \mu, \sigma^2, y \right) q \left( x^{(t-1)} | x^* \right)}{f \left( x^{(t-1)} | \mu, \sigma^2, y \right) q \left( x^* | x^{(t-1)} \right)} \right). \]  

(42)

C. Inference

The sequences \( \{ x^{(t)}, \sigma^2(t), \mu(t) \}_{t=1}^{T_{MC}} \) generated by the MCMC algorithms proposed in paragraph III-B are used to approximate Bayesian estimators. After a burn-in period of \( N_{bi} \) iterations, the set of generated samples \( \mathcal{X} = \{ x^{(t)} \}_{t=T_{bi}+1}^{T_{MC}} \) is asymptotically distributed according to the marginal posterior distribution \( f(x|y) \), resulting from the marginalization of the joint posterior distribution \( f(x, \sigma^2, \mu|y) \) in (34) over the nuisance parameters \( \sigma^2 \) and \( \mu \)

\[ f(x|y) = \int f(x, \sigma^2, \mu|y) \ d\sigma^2 d\mu \]  

(43)

\[ \propto \| y - Hx \|_2^{-\frac{M}{2}} \left( b + N \| x \|_\infty \right)^{-\left( a + N \right)}. \]  

(44)

As a consequence, while the minimum mean square error (MMSE) estimator of the representation vector \( x \) can be approximated as an empirical average over the set \( \mathcal{X} \)

\[ \hat{x}_{\text{MMSE}} = E \left[ x | y \right] \]  

(45)

\[ \simeq \frac{1}{T_r} \sum_{t=1}^{T_{MC}} x^{(t)}. \]  

(46)

with \( T_r = T_{MC} - T_{bi} \), the marginal maximum a posteriori (mMAP) estimator can be approximated as

\[ \hat{x}_{\text{mMAP}} = \arg \max_{x \in \mathbb{R}^N} f(x|y) \]  

(47)

\[ \simeq \arg \max_{x^{(t)} \in \mathcal{X}} f \left( x^{(t)} | y \right). \]  

(48)
IV. EXPERIMENTS

This section reports several simulation results to illustrate the performance of the Bayesian anti-sparse coding algorithms introduced in Section III. In paragraph IV-A, the validity of the samplers derived in paragraph III-B has been assessed following the experimental scheme in [36], exploiting some properties of the democratic distributions enounced in Section II. Paragraph IV-B evaluates the performances of the two versions of the samplers (i.e., using Gibbs or P-MALA steps) on a toy example, by considering measurements resulting from a representation vector whose coefficients are all equal up to a sign. Finally, paragraph IV-C compares the performances of the proposed algorithm and its deterministic counterpart introduced in [30]. For all experiments, the coding matrices \( H \) have been chosen as randomly subsampled columnwise DCT matrices since they have shown to yield democratic representations with small \( \ell_\infty \)-norm and good democracy bounds [27]. However, note that a deep investigation of these bounds is out of the scope of the present paper.

A. Assessment of the Bayesian anti-sparse coding algorithms

We first consider a first experiment to assess the validity of the Monte Carlo algorithms introduced in paragraph III-B and, in particular, the two methods proposed to sample according to the conditional distribution of the representation vector \( f (x|y, \sigma^2, \mu) \), see step 7 in Algo. 5. To this aim, the so-called successive conditional sampling strategy proposed by Geweke in [36] is followed for fixed nuisance parameters \( \sigma^2 \) and \( \mu \). This procedure does not fully assert the correctness of the sampler but it may help to detect errors, e.g., as in [37]. More precisely, it consists of drawing a sequence \( \{ x^{(t)}, y^{(t)} \}_{t=1}^{T_{MC}} \) asymptotically distributed according to the joint distribution \( f (x, y|\sigma^2, \mu) \) using the Gibbs sampler described in Algo. 6.

**Algorithm 6: Successive conditional sampling**

**Input:** Residual variance \( \sigma^2 \), democratic parameter \( \mu \), coding matrix \( H \).

1. Sample \( x^{(0)} \) according to \( D_\mathbb{N}(\mu N) \);

2. for \( t \leftarrow 1 \) to \( T_{MC} \) do

3. Sample \( y^{(t)}|x^{(t-1)}, \sigma^2 \sim \mathcal{N}(H x^{(t)}, \sigma^2) \);

4. Sample \( x^{(t)}|y^{(t)}, \mu, \sigma^2 \) using, either

   - Gibbs steps, i.e., following (38);

   - P-MALA step, i.e., following (41) and (42);

5. end

**Output:** A collection of samples \( \{ y^{(t)}, x^{(t)} \}_{t=T_{MC}+1}^{T_{MC}} \) asymptotically distributed according to \( f (y, x|\sigma^2, \mu) \).
One can notice that this algorithm boils down to successively sample according to the Gaussian likelihood distribution \( f(y|x, \sigma^2, \mu) \) and the conditional posterior of interest \( f(x|y, \sigma^2, \mu) \). This later step is achieved using either the component-wise Gibbs sampler or P-MALA technique described in paragraph III-B3. Within this framework, the generated samples \( x^{(t)} \) should be asymptotically distributed according to the prior democratic distribution \( f(x|\mu) \). Thus they can be exploited to specifically assess the validity of this step, by resorting to the properties of this distribution, see Section II. In this experiment, we propose to focus on one of these properties: the absolute value of the dominant component \( f(|x_n|\mu, x_n \in C_n) \) follows the gamma distribution \( G(N, \lambda) \) with \( \lambda = N\mu \), see (12). Figure 6 (left) compares the theoretical pdf of this gamma distribution with the empirical pdfs computed from \( T_{MC} = 2 \times 10^4 \) samples generated by the Geweke’s scheme with the Gibbs (top) and P-MALA (bottom) samplers, where \( M = N = 3, \mu = 2 \) and \( \sigma^2 = 0.25 \). Figure 6 (right) shows the corresponding quantile-quantile (Q-Q) plots which tends to ascertain the validity of the two versions of the MCMC algorithm.

B. Performance analysis on a toy example

This paragraph focuses on a toy example to illustrate the convergence of the two versions of the proposed algorithm, i.e., based on Gibbs or P-MALA steps detailed in paragraphs III-B3a and III-B3b, respectively. To this end, a simple experimental set-up with \( M = N = 16 \) has been considered where anti-sparse vectors \( x \) have been generated with coefficients randomly chosen among \( \{-N^{-1}, +N^{-1}\} \). Observation vectors are then obtained following the free-noise forward model \( y = Hx \).

The proposed MCMC algorithms are used to generate samples \( (x^{(t)}, \sigma^{(t)}, \mu^{(t)})_{t=T_{bi}}^{T_{MC}} \) asymptotically distributed according to the joint posterior distribution (34) with \( T_{MC} = 3000 \) iterations including \( T_{bi} = 2000 \) burn-in iterations. The MMSE and mMAP estimators of representation vector have been approximated from these samples following the strategy described in paragraph III-C. Two criteria have been used to evaluate the performance of these estimators

\[
\text{SNR}_x = 10 \log_{10} \frac{\|x\|^2_2}{\|x - \hat{x}\|^2_2}
\]

(49)

\[
\text{PAPR} = \frac{N \|\hat{x}\|^2_{\infty}}{\|\hat{x}\|^2_2}
\]

(50)

where \( \hat{x} \) refers to the MMSE or mMAP estimator of \( x \). The signal-to-noise ratio \( \text{SNR}_x \) measures the quality of the estimation with respect to the unknown (democratic) signal \( x \). Conversely, the peak-to-average power ratio \( \text{PAPR} \) quantifies anti-sparsity by measuring the ratio between the crest of the estimated signal and its average value. Note that the proposed algorithms do not aim at directly minimizing the PAPR: the use of a democratic distribution prior should promote anti-sparsity and therefore estimates with low PAPR.
Figure 6. Left: theoretical Gamma pdf of the dominant component absolute value (red) and empirical pdf (blue) resulting from $2 \times 10^4$ samples generated by successive conditional sampling (Algo. 6) with the Gibbs sampler (top) and P-MALA (bottom). Right: corresponding Q-Q plots.

Figure 7 shows the evolution of both criteria through iterations for both versions of the algorithm. Note that, according to (46) and (48), the mMAP estimators are approximated from all the generated samples while the MMSE estimates are only computed from samples generated after the burn-in period, located with a vertical line. The plots associated with the mMAP estimates show that, after less than 200 iterations, the Gibbs sampler generates vectors with PAPR lower that 1.05 and SNR_\text{x} higher than 75dB. The MMSE estimator computed from these samples quickly converges to similar results (after the burn-in period). Conversely, the estimators approximated from the samples generated using the P-MALA steps need 10 times more iterations to converge towards solutions with PAPR around 1.2 and SNR_\text{x} close to 40dB. However, considering the computational time with a personal computer equipped with a 2.8Ghz Intel i5 processor, the simulation of 3000 samples requires 20 seconds using Gibbs sampling and only 2 seconds using P-MALA steps. These observations highlight the fact that the algorithm based on P-MALA steps is much faster even though it needs more samples
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than the full Gibbs sampler to build robust estimators. To alleviate this limitation, the strategy adopted in the next experiments performs 20 Metropolis-Hastings moves (42) within a single iteration of the MCMC algorithm (as recommended in [32]).

**C. Performance comparison**

1) **Experimental set-up:** In this experiment, the observation vector \( y \) is composed of coefficients independently and identically distributed according to a Gaussian distribution, as in [27]. The proposed MCMC algorithm is applied to infer the anti-sparse representation \( x \) of this measurement vector \( y \) with respect to the \( M \times N \) coding matrix \( H \) for two distinct scenarios. Scenario 1 considers a small dimension problem with \( M = 50 \) and \( N = 70 \). In Scenario 2, a higher dimension problem has been addressed, i.e., with \( M = 128 \) and \( N \) ranging from 128 to 256, which permits to evaluate the performance of the algorithm as a function of the ratio \( N/M \). In Scenario 1 (resp., Scenario 2), the proposed mMAP and MMSE estimators are computed from a total of \( T_{MC} = 12 \times 10^3 \) (resp., \( T_{MC} = 55 \times 10^3 \)) iterations, including \( T_{bi} = 10 \times 10^3 \) (resp., \( T_{bi} = 50 \times 10^3 \)) burn-in iterations. For this latest scenario, the algorithm based on Gibbs steps, see paragraph III-B3a, has not been considered because of its computational burden, which experimentally justifies the interest of the proximal MCMC-based approach for large scale problems.
Algorithm performances have been evaluated over 20 Monte Carlo simulations thanks to two figures-of-merit. The anti-sparse level of the recovered representation vector \( \hat{x} \) has been measured using the PAPR defined in (50). Since the actual representation vector \( x \) is not available anymore (as in the previous experiment), the reconstruction error denoted \( \text{SNR}_y \) and defined by

\[
\text{SNR}_y = 10 \log_{10} \frac{\|y\|_2^2}{\|y - H\hat{x}\|_2^2},
\]

is the second figure-of-merit.

The proposed algorithm is compared with a recent PAPR reduction technique, detailed in [30]. This fast iterative truncation algorithm (FITRA) is a deterministic counterpart of the proposed MCMC algorithm and solves the \( \ell_\infty \)-penalized least-squares problem (1). Similarly to various variational techniques, FITRA needs the prior knowledge of the hyperparameters \( \lambda \) (anti-sparsity level) and \( \sigma^2 \) (residual variance) or, equivalently, of the regularization parameter \( \beta \) defined (up to a constant) as the product of the two hyperparameters, i.e., \( \beta = 2\lambda \sigma^2 \). As a consequence, in the following experiments, this parameter \( \beta \) has been chosen according to 3 distinct rules. The first one, denoted FITRA-mmse, consists of applying FITRA with \( \beta = 2\hat{\lambda}_{MMSE}\hat{\sigma}_{MMSE}^2 \), where \( \hat{\lambda}_{MMSE} \) and \( \hat{\sigma}_{MMSE}^2 \) are the MMSE estimates obtained with the proposed P-MALA based algorithm. In the second and third configurations, the regularization parameter \( \beta \) has been tuned to reach two solutions corresponding to either a target reconstruction error \( \text{SNR}_y = 20 \) dB (and free PAPR) or a target anti-sparsity level \( \text{PAPR} = 1.5 \) (and free \( \text{SNR}_y \)), denoted FITRA-snr and FITRA-papr, respectively. For all these configurations, FITRA has been run with a maximum of 500 iterations. Moreover, to illustrate the regularizing effect of the democratic prior (or, similarly, the \( \ell_\infty \)-penalization), the proposed algorithm and the 3 configurations of FITRA have been finally compared with the least-squares (LS) solution as well as the MMSE and mMAP estimates resulting from a Bayesian model based on a Gaussian prior (or, similarly, an \( \ell_2 \)-penalization).

2) Results: Table III shows the results in Scenario 1 (\( M = 50 \) and \( N = 70 \)) for all considered algorithms in terms of \( \text{SNR}_y \) and PAPR. For this scenario, the full Gibbs method needs approximately 6 minutes while P-MALA needs 8 seconds only. The mMAP and the MMSE estimates provided by P-MALA reach reconstruction errors of \( \text{SNR}_y = 23.7 \) dB and \( \text{SNR}_y = 22.4 \) dB, respectively. The mMAP estimate obtained using the full Gibbs sampler performs quite similarly while numerous estimates from the Gibbs MMSE have converged to solutions that do not ensure correct reconstruction, which explains worse \( \text{SNR}_y \) results. This is the signature of an unstable behavior of the Gibbs MMSE estimate. When using FITRA-mmse, solutions with similar \( \text{SNR}_y \) but lower PAPR are recovered. Both MCMC and FITRA algorithms have provided anti-sparse representations with lower PAPR than LS or \( \ell_2 \)-penalized solutions, which confirms the interest of the democratic prior or, equivalently, the \( \ell_\infty \)-penalization.
### Scenario 1: Results in terms of $\text{SNR}_y$ and $\text{PAPR}$ for various algorithms.

| Algorithm          | SNR  | PAPR |
|--------------------|------|------|
| P-MALA MMSE        | 22.4 | 3.69 |
| P-MALA mMAP        | 23.7 | 2.82 |
| Gibbs MMSE         | 9.6  | 3.69 |
| Gibbs mMAP         | 12.7 | 2.82 |
| FITRA-mmse         | 21.8 | 1.53 |
| FITRA-snr          | 19.9 | 1.86 |
| FITRA-papr         | 9.3  | 1.5  |
| LS                 | 306.4| 7.27 |
| Gaussian prior MMSE| 81.4 | 7.04 |
| Gaussian prior mMAP| 154.6| 6.92 |

Fig. 8 displays the results for a given realization of the measurement vector $y$ where the $\text{SNR}_y$ is plotted as a function of $\text{PAPR}$. To provide a whole characterization of FITRA and illustrate the trade-off between the expected reconstruction error and anti-sparsity level, the solutions provided by FITRA corresponding to a wide range of regularization parameter $\beta$ are shown. The mMAP and MMSE solutions recovered by the two versions of the proposed algorithm are also reported in this $\text{SNR}_y$ vs. $\text{PAPR}$ plot. They are located close to the critical region between solutions with low $\text{PAPR}$ and $\text{SNR}_y$ and solutions with high $\text{PAPR}$ and $\text{SNR}_y$: the proposed method recovers relevant solutions in an unsupervised way. While Gibbs estimates seem to reach a better compromise than P-MALA ones, we emphasize that the Gibbs sampler is in fact relatively unstable and therefore less robust. Moreover, the Gibbs sampler does not scale to high dimensions due to its prohibitive computational cost.

Scenario 2 permits to evaluate the performances of the algorithm as a function of the ratio $N/M$. For measurement vectors of fixed dimension $M = 128$, the anti-sparse coding algorithms aim at recovering representation vectors of increasing dimensions $N = 128, \ldots, 256$. As a consequence, for a given $\text{PAPR}$ level of anti-sparsity, the $\text{SNR}_y$ is expected to be an increasing function of $N/M$. Fig. 9 confirms this intuition since the performance of FITRA-papr in terms of $\text{SNR}_y$ (slightly) increases when $N/M$ increases. Conversely, for a given level $\text{SNR}_y$ of reconstruction error, the $\text{PAPR}$ is expected to be a decreasing function of this ratio. Fig. 10 shows that the $\text{PAPR}$ of FITRA-snr decreases when $N/M$ increases. Moreover, Fig. 9 shows that, in terms of $\text{SNR}_y$, the behavior of the P-MALA mMAP and MMSE estimates is similar to FITRA-mmse’s. However, they are able to
achieve lower PAPR once the ratio $N/M$ is greater than 1.3 and 1.4, respectively, as illustrated in Fig. 10.

V. CONCLUSION

This paper introduced a fully Bayesian framework for anti-sparse coding of a given measurement vector on a known and potentially over-complete dictionary. To derive a Bayesian formulation of the
problem, a new probability distribution was introduced. Various properties of this so-called democratic distribution were exhibited, which permitted to design an exact random variate generator as well as two MCMC-based methods. This distribution was used as a prior for the representation vector in a linear Gaussian inverse problem, a probabilistic version of the anti-sparse coding problem. The residual variance as well as the anti-sparsity level were included in a fully Bayesian model, to be estimated jointly with the anti-sparse code. A Gibbs sampler was derived to generate samples distributed according to the joint posterior distribution of the coefficients of representation, the residual variance and the anti-sparse level. A second sampler was also proposed to scale to higher dimensions. To this purpose, the proximity mapping of the $\ell_\infty$-norm was considered to design a P-MALA within Gibbs algorithm. The generated samples were used to approximate two Bayesian estimators of the representation vector, namely the MMSE and mMAP estimators.

The validity of the proposed algorithms was first assessed following the successive conditional sampling scheme proposed in [36]. Then, they were evaluated through various experiments, and compared with FITRA a variational counterpart of the proposed MCMC algorithms. While fully unsupervised, they produced solutions comparable to FITRA in terms of reconstruction error and PAPR, with the noticeable advantage to be fully unsupervised. In all experiments, as expected, the democratic prior distribution, was able to promote anti-sparse solutions of the coding problem. For that specific task, the mMAP estimator generally provided more relevant solutions than the MMSE estimator. Moreover, the P-MALA-based algorithm seemed to be more robust than the full

Fig. 10. Scenario 2: PAPR as a function of the ratio $N/M$. 
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Gibbs sampler and had the ability to scale to high dimension problems, both in term of computational times and performances.

Future works include the unsupervised estimation of the coding matrix jointly with the sparse code. This would open the door to the design of encoding matrices that would ensure equal spreading of the information over their atoms. Furthermore, since the P-MALA based sampler showed promising results, it would be relevant to investigate the geometric ergodicity of the sampler. Unlike most of the illustrative examples considered in [32], this property can not be easily stated for the democratic distribution since it is not $C^1$ but only $C^0$.
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APPENDIX

POSTERIOR DISTRIBUTION OF THE REPRESENTATION COEFFICIENTS

The (hidden) mean and variances of the truncated Gaussian distributions involved in the mixture distribution (38) are given by

$$
\mu_{1n} = \frac{1}{\|\mathbf{h}_n\|^2} (\mathbf{h}_n^T \mathbf{e}_n + \sigma^2 \lambda)
$$

$$
\mu_{2n} = \frac{1}{\|\mathbf{h}_n\|^2} (\mathbf{h}_n^T \mathbf{e}_n)
$$

$$
\mu_{3n} = \frac{1}{\|\mathbf{h}_n\|^2} (\mathbf{h}_n^T \mathbf{e}_n - \sigma^2 \lambda)
$$

and

$$
\sigma^2_n = \frac{\sigma^2}{\|\mathbf{h}_n\|^2}
$$

where $\mathbf{h}_i$ denotes the $i$th column of $\mathbf{H}$ and $\mathbf{e}_n = \mathbf{y} - \sum_{i \neq n} x_i \mathbf{h}_i$. Moreover, the weights associated with each mixture component are

$$
\omega_{in} = \frac{u_{in}}{\sum_{j=1}^3 u_{jn}}
$$

with

$$
u_{1n} = \exp \left( \frac{\mu_{1n}^2}{2 \sigma^2_n} + \lambda \| \mathbf{x}_{\setminus n} \|_{\infty} \right) \phi_{\mu_{1n}, \sigma^2_n} \left( - \| \mathbf{x}_{\setminus n} \|_{\infty} \right)
$$

$$
u_{2n} = \exp \left( \frac{\mu_{2n}^2}{2 \sigma^2_n} \right)
\times \left[ \phi_{\mu_{2n}, \sigma^2_n} \left( \| \mathbf{x}_{\setminus n} \|_{\infty} \right) - \phi_{\mu_{2n}, \sigma^2_n} \left( - \| \mathbf{x}_{\setminus n} \|_{\infty} \right) \right]
$$

$$
u_{3n} = \exp \left( \frac{\mu_{3n}^2}{2 \sigma^2_n} + \lambda \| \mathbf{x}_{\setminus n} \|_{\infty} \right)
\times \left( 1 - \phi_{\mu_{3n}, \sigma^2_n} \left( \| \mathbf{x}_{\setminus n} \|_{\infty} \right) \right)$$
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where \( \phi_{\mu,s^2}(\cdot) \) is the cumulated distribution function of the normal distribution \( N(\mu, s^2) \).
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