Relatable Clothing: Detecting Visual Relationships between People and Clothing
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Abstract—Detecting visual relationships between people and clothing in an image has been a relatively unexplored problem in the field of computer vision and biometrics. The lack of readily available public dataset for “worn” and “unworn” classification has slowed the development of solutions for this problem. We present the release of the Relatable Clothing Dataset which contains 35287 person-clothing pairs and segmentation masks for the development of “worn” and “unworn” classification models. Additionally, we propose a novel soft attention unit for performing “worn” and “unworn” classification using deep neural networks. The proposed soft attention models have an accuracy of upward 98.55% ± 0.35% on the Relatable Clothing Dataset and demonstrate high generalizable, allowing us to classify unseen articles of clothing such as high visibility vests as “worn” or “unworn”.

I. INTRODUCTION

The rapid development of object detection and visual relationship detection methodologies has provided the foundation for developing advanced computer vision workplace safety surveillance systems. Object detection involves classifying what classes of objects and localizing their positions in any given image [1]. Visual relationship detection is a lesser researched subject related to object detection. Visual relationship detection involves using object detection results from object detection algorithms and classifying the relationships between all the object pairs in an image [2]. Many methods, such as YOLOv3 [3] and Mask R-CNN [4], have been developed and optimized for object detection and achieve extraordinary results. Conversely, visual relationship detection research is still in its infancy when compared to object detection.

Visual relationship detection for “worn” and “unworn” clothing suffers from a lack of labeled datasets. In particular, there is currently no publicly available large dataset containing labels pertaining to worn and unworn clothing relationships amongst people-clothing pairs in an image. This is a major detriment as many of the developed solutions for object and visual relationship detection rely on deep learning methods and require large datasets to achieve performance acceptable for industry application. A basic classification system capable of classifying worn and unworn clothing and equipment would provide a strong backbone for advanced workplace safety surveillance systems.

This paper aims to contribute the following to the development and application of state-of-the-art clothing and person relationship detectors for use in industrial settings:

• The release of a large dataset, the Relatable Clothing Dataset, labeled for detecting visual relationships between people and worn/unworn clothing.
• A performance comparison of several popular feature extraction backbones such as ResNet50 [5], ResNet101 [5], InceptionV3 [6], and InceptionResNetV2 [7] for the visual relationship task of detecting worn and unworn clothing.
• A novel model architecture mechanism for soft attention and visual relationship detection when using ResNet backbone networks for feature extraction evaluated quantitatively through the Relatable Clothing Dataset. Additionally, qualitative results are examined for the applicable use case of personal protective equipment usage in the workplace.

The paper is organized as follows: Section II covers literature related to visual relationship detection datasets and clothing datasets which could be used for “worn” and “unworn” people-clothing pair classification. Section III details the development of the Relatable Clothing Dataset and our proposed soft attention models. Section IV summarizes the results of our proposed model. Sections V and VI concludes our paper and outlines the research to be done in the immediate future.

II. RELATED WORKS

A. Visual Relationship Datasets for Clothing

Verbs in COCO (V-COCO) is the most commonly used dataset for visual relationship detection [8], [9]. This dataset contains labels for people, objects, and verbs such as looking, riding, eating, and drinking. This dataset does not contain any labels for clothing and whether they are worn or unworn. Moreover, the dataset is focused on bounding box labels for objects and relationships (as opposed to instance segmentation labels). Recent works [10] and [11] propose novel attention mechanisms to perform visual relationship detection on this dataset.
A suitable training and evaluation dataset for classifying people on clothing objects is the DeepFashion2 dataset, which contains bounding box labels and instance segmentation labels as well as visual relationship labels. The latest iterations (V5 and V6) of the dataset provide both bounding box and instance segmentation labels for articles of clothing. This dataset also contains the visual relationship of “wears” for accessories such as sunglasses, necklaces, purses, and shoes; however, there are no visual relationship labels for larger articles of clothing such as shirts and pants.

DeepFashion2 [14] is another very large dataset containing bounding box labels and instance segmentation labels specifically for articles of clothing. The dataset contains class labels for top- and bottom-articles of clothing such as short sleeve tops, long sleeve outerwear, shorts, and trousers. Additionally, the dataset provides labels for unworn clothing. Unfortunately, images containing unworn articles of clothing never contain a person in the same image, making the dataset unsuitable for worn/unworn clothing detection in its current state.

Overall, visual relationship detection between objects and people in the field of computer vision has been slow to develop when compared to object detection. A niche application of visual relationship detection can be used in the field of biometrics to detect worn and unworn articles of clothing and protective equipment; however, no dataset exists with labeled the worn/unworn relationship of various pieces of clothing and protective equipment in an image. [10] and [11] are the most recent works focused on visual relationship classifiers, but neither of these include specifically clothing objects being worn or unworn and operate only on bounding box masks.

The DeepFashion2 dataset can be leveraged to generate images of worn and unworn clothing to train a model. Using results from person and clothing object detectors we can provide a visual relationship classifying network with “person” and “clothing” object priors which can be used to detect “worn” or “unworn”. Section III-A outlines the methodology to process the DeepFashion2 dataset to create the Relatable Clothing Dataset.

### III. METHODOLOGY

We propose to make use of the DeepFashion2 [14] to create a suitable training and evaluation dataset for classifying people and clothing pairs as worn or unworn. First, we design the Relatable Clothing Dataset from the DeepFashion2 dataset to create samples that contain labeled person and clothing pairs. We then feed our samples from the Relatable Clothing Dataset to a classification model which uses our proposed attention unit to classify relationships between person and clothing pairs as worn or unworn. Finally, we examine the generalizability of our model by conducting a qualitative test case on the practical application of detecting personal protective equipment usage.

#### A. Relatable Clothing Dataset

We must first address the lack of availability of a large scale dataset suitable for training and testing a model capable of worn/unworn clothing detection. The Relatable Clothing Dataset is a subset of the DeepFashion2 dataset [14]. The DeepFashion2 dataset contains segmentation masks for 13 categories of clothing. Additionally, the DeepFashion2 dataset also contains labels for worn/unworn clothing; however, there are a couple caveats preventing direct usage of this dataset to detect “worn” and “unworn” clothing in person-clothing pairs.

The first caveat is that the dataset contains no segmentation masks for people. This is necessary to create person-clothing pair samples for classification. The second caveat is that most unworn samples are a close-up image of the unworn clothing. There are no images that contain both a person and an unworn piece of clothing.

We overcome the first caveat by deploying a Mask R-CNN [4, 15] to automatically detect and segment people in the DeepFashion2 dataset. The Mask R-CNN network is pre-trained on the COCO dataset [9] then fine tuned specifically for person detection on the Open Images V5 dataset [12, 13] to provide these segmentations. Fig. 1(a) shows example person segmentation masks generated by the network.

The second caveat is overcome by using the segmentation masks for the unworn clothing to crop out their background. The cropped articles of clothing are then overlaid on another image from the dataset, to be called the “underlay” image. The “overlay” image contains the cropped unworn articles of clothing and is placed in a random (sampled from a uniform random distribution) offset on the “underlay” image. Boundary conditions on the uniform random distribution are made such that the “overlay” image’s original area is atleast 55% overlapping the “underlay” image. The “underlay” image contains a person and other articles of clothing (which are worn). Potential overlaps between the unworn article of clothing and the “underlay” image may exist. This methodology creates potentially overlapping masks which may contain both unworn and worn clothing sharing the same pixels. These potential overlaps complicate the problem to be more realistic.

For example, this can be a rough emulation of a person holding up an unworn article of clothing in such a way that it obscures a portion of their worn articles of clothing.

Fig. 1 shows the masks and image examples from the Relatable Clothing Dataset. Each person mask and article of clothing mask pairing is considered to be one sample in the Relatable Clothing Dataset.
The dataset contains a binary classification problem as defined by the Open Images Dataset [12].

Altogether there are 29852 person-clothing pairs (18726 “worn” and 11126 “unworn”) available for training and 5705 person-clothing pairs (3604 “worn” and 2101 “unworn”) for validation and testing. The dataset and additional technical details can be downloaded here (see supplementary file). The validation set is evenly partitioned into 10 folds for performance evaluation.

B. Worn and Unworn Classification

We propose a scalable lightweight mask feature extraction network as a soft attention mechanism to be used by the main backbone network architecture. Inspired by the BAR-CNN (Box Attention Relational CNN) paper proposed by Kolesnikov et al. [10], we start with the challenge of detecting the visual relationship triplet, \( \langle S, P, O \rangle \), represented by the probability \( p(S, P, O | I) \) where \( I \) is a provided image. \( P \) describes the relationship between \( S \) and \( O \). [10] simplifies the probability by the chain rule to achieve (1).

\[
p(S, P, O | I) = p(S | I) \times p(P | O | S, I)
\]

We further simplify the problem to focus strictly on predicate classification. We assume independence of \( S \) and \( O \) (i.e., the detection of a subject in an image is independent of the detection of an object in an image) to achieve (2).

\[
p(S, P, O | I) = p(S | I) \times p(O | I) \times p(P | S, O, I)
\]

The probability \( p(S, P, O | I) \) can then be calculated in two steps. The first step involves detecting a subject and object pair \( \langle \text{subject}(S), \text{object}(O) \rangle \) in any given \( I \). The second step uses the detected subject-object pair, \( \langle S, O \rangle \), to a relationship (predicate) classification model to determine \( p(P | S, O, I) \) and complete the visual relationship triplet of \( \langle \text{subject}(S), \text{predicate}(P), \text{object}(O) \rangle \). For example, we can feed an image through an object detection model to approximate \( p(S | I) \approx 0.98 \) and \( p(O | I) \approx 0.99 \). The results from this object detection are then fed to the proposed model in this paper to approximate \( p(P | S, O, I) \approx 0.96 \). We can then approximate \( p(S, P, O | I) \approx 0.980 \times 0.990 \times 0.960 \approx 0.931 \), indicating that overall there is a 93.1% confidence that there is a subject \( S \) and object \( O \) with predicate \( P \) in the given image \( I \). This confidence is then usable in risk assessment algorithms in future research. This paper focuses development on the predicate prediction, \( p(P | S, O, I) \).

Our proposed model will use the provided ground truth subject-object pairs in the Relatable Clothing Dataset. The dataset contains a binary classification problem as \( P = \{ \text{worn}, \text{unworn} \} \). Fig. 2 is the proposed soft attention architecture. The \( \langle S, O \rangle \) masks form the first and second channels of the Attention Input. The third channel of the Attention Input is the summation of the \( \langle S, O \rangle \) masks. The Attention Input allows the classification network to determine what \( \langle S, O \rangle \) pair is being classified. The Attention Input is then resized and passed through a convolutional layer.

The output of our soft attention unit can then be added with the output of the second convolutional layer of any ResNet bottleneck unit. See [16] for more information on the ResNet bottleneck unit convolutional outputs.
architecture and the bottleneck unit. We introduce our soft attention network to the all bottleneck units of both ResNet50 and ResNet101 structures. Our soft attention unit is capable of directing attention towards the \( \langle S, O \rangle \) pair at varying levels of abstraction in the ResNet backbone.

All models in this paper use the classification head depicted in Fig. 3. The features from the ResNet50 or ResNet101 backbone networks are subsampled with an average pooling layer before being fed to a multilayer perception for classification.

We quantitatively assess our soft attention unit on our Relatable Clothing dataset. All models in this paper are trained using the training samples from the Relatable Clothing Dataset for 50 epochs and their validation accuracy is monitored using the samples from the first validation partition. The model with the best validation accuracy is kept and then tested on all 10 partitions of the validation samples to provide an idea of model consistency and variance in accuracy, precision, sensitivity, specificity, and \( F_1 \) score. Future works using our dataset can directly compare with our results since we provide the Relatable Clothing Dataset with the appropriate partitioning.

A qualitative experiment of the proposed soft attention unit on a sample containing personal protective equipment is also done. The sample is taken from the PPE Dataset provided by [17]. The purpose of this qualitative experiment is to examine if there are any generalizability issues going from the Relatable Clothing Dataset to more practical real world examples with multiple people wearing multiple different articles of clothing, such as personal protective equipment.

An ablation study is used to quantitatively examine the effectiveness of the proposed methodology by removing the proposed mechanisms for improvement. The training and evaluation methodology is maintained and various network architectures and pre-processing are tested.

The first experiment in the ablation study involves reducing the number of soft attention units to 1 (from 16 for the ResNet50 backbone and from 33 for the ResNet101 backbone). This single unit is used with the first bottleneck unit of the ResNet backbones. We want to determine if the reduced complexity from fewer soft attention units significantly impacts model performance.

Next, several primitive hard attention models are used as a baseline level of performance for comparison to our soft attention models. The hard attention network is a naive implementation of given prior image masks to create a model capable of determining labels for the \( \langle S, O \rangle \) pair priors. Fig. 4 shows the input network architecture for the hard attention mechanism. The model uses the same network classification head as depicted in Fig. 3.

Finally, we also examine a soft attention unit which uses bounding box masks instead of segmentation masks for the \( \langle S, O \rangle \) pair. This mimics the bounding box masks used by BAR-CNN for V-COCO. Each segmented mask is processed and a bounding box is fit to the segmented mask. The bounding box is sized to contain the smallest possible area while still encompassing the entirety of the segmented mask. Fig. 5 shows examples of the mask-to-box conversion. These bounding box masks are then used instead of the segmentation masks for training and testing.

### IV. Results

Table I summarizes the results for our proposed soft attention models on the Relatable Clothing dataset validation methodology. Sensitivity performance across all models are fairly consistent and indicates that all models perform almost equivalently at detecting worn clothing, with the exception of the ResNet50V2 model with only 1 soft attention unit which performs considerably worse. The addition of more bottleneck units in ResNet101V2 improves precision and specificity over the ResNet50V2 models, indicating that the larger model is
TABLE I
PERFORMANCE METRICS FOR THE PROPOSED SOFT ATTENTION MODELS.

| Soft Attention | Soft Attention | Trainable | Accuracy (\%) | Precision (\%) | Recall (\%) | Specificity (\%) | F1 (\%) |
|----------------|---------------|-----------|---------------|----------------|-------------|------------------|--------|
| ResNet50V2     |               | 1         | 26,273,713    | 96.00 ± 1.03   | 98.79 ± 0.36 | 94.83 ± 1.41     | 97.98 ± 0.96 | 96.76 ± 0.85 |
| ResNet50V2     |               | 16        | 26,379,649    | 97.74 ± 0.40   | 97.76 ± 0.61 | 98.60 ± 0.46     | 96.17 ± 0.87 | 98.21 ± 0.36 |
| ResNet101V2    |               | 1         | 45,285,249    | 97.97 ± 0.63   | 98.96 ± 0.33 | 97.79 ± 0.98     | 98.24 ± 0.49 | 98.37 ± 0.54 |
| ResNet101V2    |               | 33        | 45,511,041    | 98.55 ± 0.35   | 99.16 ± 0.40 | 98.52 ± 0.50     | 98.58 ± 0.65 | 98.84 ± 0.29 |

TABLE II
PERFORMANCE METRICS FOR THE HARD ATTENTION MODELS.

| Backbone     | Accuracy (\%) | Precision (\%) | Sensitivity (\%) | Specificity (\%) | F1 (\%) |
|--------------|---------------|----------------|------------------|------------------|--------|
| ResNet50V2   | 92.52 ± 1.06  | 97.17 ± 1.00  | 90.79 ± 1.38     | 95.50 ± 1.52     | 93.87 ± 0.91 |
| ResNet101V2  | 94.11 ± 0.94  | 95.94 ± 0.72  | 94.67 ± 1.25     | 93.17 ± 0.89     | 95.30 ± 0.77 |
| InceptionV3  | 92.59 ± 0.93  | 94.76 ± 1.14  | 93.43 ± 0.98     | 91.17 ± 1.85     | 94.08 ± 0.75 |
| InceptionResNetV2 | 93.51 ± 0.70 | 94.27 ± 0.81 | 95.53 ± 0.82 | 90.04 ± 1.40 | 94.89 ± 0.60 |

TABLE III
PERFORMANCE METRICS FOR THE BOX ATTENTION MODELS.

| Backbone     | Soft Attention | Accuracy (\%) | Precision (\%) | Sensitivity (\%) | Specificity (\%) | F1 (\%) |
|--------------|----------------|---------------|----------------|------------------|------------------|--------|
| ResNet50V2   | 1              | 90.99 ± 1.09  | 91.90 ± 1.50   | 94.04 ± 0.88     | 85.78 ± 2.39     | 92.95 ± 0.87 |
| ResNet50V2   | 16             | 93.99 ± 0.53  | 98.81 ± 0.61   | 91.58 ± 0.96     | 98.09 ± 1.05     | 95.05 ± 0.52 |
| ResNet101V2  | 1              | 95.37 ± 0.76  | 94.79 ± 1.04   | 98.04 ± 0.61     | 90.79 ± 1.58     | 96.38 ± 0.66 |
| ResNet101V2  | 33             | 95.14 ± 0.89  | 97.98 ± 1.03   | 94.27 ± 1.18     | 96.69 ± 1.70     | 96.68 ± 0.71 |

Fig. 6 shows the Receiving Operating Characteristics curve for our proposed soft attention models on the validation set of the Relatable Clothing Dataset. All models perform very well, with AUC = 0.9974 for the 33 soft attention unit ResNet101V2 model.

Fig. 7 shows a more qualitative example of the performance of our proposed soft attention models. Along the rows are the person mask inputs and along the columns are the articles of clothing. The value in each cell is the confidence of our proposed model that the article of clothing in the cell column is being worn by the person of the cell row. This confidence can be interpreted as p(P|S,O,I). In total, there are three high visibility vests and three construction helmets being worn in the input image. There are three people, each wearing a single high visibility vest and a single construction helmet. The proposed model has a very high confidence when classifying articles of clothing that are labeled as worn, rounding to 1,000 at three decimal places and correctly classifying all worn articles of clothing as “worn”. It is interesting to note that the Relatable Clothing Dataset does not contain any headwear, but all “worn” construction helmets are properly classified to their respective person with high confidence. Unfortunately, the model outputs some highly variant confidence values for “unworn” articles of clothing and would perform poorly on the ROC curve.

Table I shows that increasing the number of soft attention units in the model slightly improves performance at the expense of increased training parameters. Since performance improvements of increased soft attention units are relatively small, we propose using a single soft attention unit for models when training and troubleshooting other model parameters. Additional soft attention units may be added once an optimal model architecture is designed to further improve metrics.

Table II summarizes the results for the baseline hard attention models. The ResNet backbones perform best in most metrics, but only marginally.

Table III summarizes the results for the bounding box soft attention mechanism. These models perform slightly better.
than the baseline hard attention models but significantly worse than our proposed soft attention models. We also observe similar trends on the box attention models as our proposed soft attention models. We also observe that the baseline hard attention models performed better than our proposed soft attention models but significantly worse than the proposed soft attention models. We also observe similar trends on the box attention models as our proposed soft attention models.

V. CONCLUSION

We proposed a novel soft attention unit for detecting worn and unworn clothing given person and clothing mask priors. In addition, we release a dataset for worn and unworn clothing detection called Relatable Clothing. We achieve the best performance using a ResNet101V2 backbone with 33 of our proposed soft attention units. This model achieved 98.55% ± 0.35% accuracy, 98.58% ± 0.65% specificity, and 98.84% ± 0.29% F1 score on the Relatable Clothing Dataset. We also present some promising use cases in workplace safety through qualitative results on a small high-visibility vest dataset.

VI. FUTURE WORKS

The works presented in this paper are in the preliminary stages. We look to expand upon our dataset and soft attention unit in the following ways:

- Using the proposed soft attention model to the Open Images V6 dataset and creating a semi-automated process for labeling "worn" and "unworn" person-clothing pairs. The results can then be manually corrected by human annotators to contribute to the Relatable Clothing Dataset.
- Expanding our soft attention unit to other visual relationship detection problems from the Open Images V6 dataset and the V-COCO dataset.
- Applying the soft attention model to industrial surveillance settings for the detection of proper personal protective equipment usage such as high visibility vests. This would involve potentially expanding the Relatable Clothing Dataset to include additional articles of clothing such as construction helmets, high visibility vests, and ear protection.

VII. ACKNOWLEDGMENT

This project was partially supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) through the grant “Biometric-enabled Identity Management and Risk Assessment for Smart Cities” and by the Department of National Defence’s Innovation for Defence Excellence and Security (IDEaS) program, Canada.

REFERENCES

[1] P. F. Felzenszwalb, R. B. Girshick, D. McAllester, and D. Ramanan, “Object Detection with Discriminatively Trained Part-Based Models,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 32, no. 9, pp. 1627–1645, sep 2010. [Online]. Available: http://ieeexplore.ieee.org/document/5255236/
[2] B. Dai, Y. Zhang, and D. Lin, “Detecting Visual Relationships with Deep Relational Networks,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), vol. 106, no. 3. IEEE, jul 2017, pp. 3298–3308. [Online]. Available: http://ieeexplore.ieee.org/document/8099835/
[3] J. Redmon and A. Farhadi, “YOLOv3: An Incremental Improvement,” 2018. [Online]. Available: http://arxiv.org/abs/1804.02767
[4] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” Proceedings of the IEEE International Conference on Computer Vision, vol. 2017-October, pp. 2980–2988, 2017.
[5] K. He, X. Zhang, S. Ren, and J. Sun, “Identity mappings in deep residual networks,” Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 9908 LNCS, pp. 630–645, 2016.
[6] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the Inception Architecture for Computer Vision,” Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, vol. 2016-December, pp. 2818–2826, 2016.
[7] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi, “Inception-v4, Inception-ResNet and the Impact of Residual Connections on Learning,” 31st AAAI Conference on Artificial Intelligence, AAAI 2017, pp. 4278–4284, feb 2016. [Online]. Available: http://arxiv.org/abs/1602.07261
[8] S. Gupta and J. Malik, “Visual semantic role labeling,” arXiv preprint arXiv:1505.04474, 2015.
[9] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollar, and C. L. Zitnick, “Microsoft coco: Common objects in context,” in Computer Vision–ECCV 2014. Springer, 2014, pp. 740–755.
[10] A. Kolesnikov, C. H. Lampert, and V. Ferrari, “Detecting visual relationships using box attention,” CoRR, vol. abs/1807.02136, 2018. [Online]. Available: http://arxiv.org/abs/1807.02136
[11] C. Gao, Y. Zou, and J. B. Huang, “ICAN: Instance-centric attention network for human-object interaction detection,” British Machine Vision Conference 2018, BMVC 2018, pp. 1–13, 2019.

[12] A. Kuznetsova, H. Rom, N. Alldrin, J. Uijlings, I. Krasin, J. Pont-Tuset, S. Kamali, S. Popov, M. Malluci, T. Duerrig, and V. Ferrari, “The open images dataset v4: Unified image classification, object detection, and visual relationship detection at scale,” arXiv:1811.00982, 2018.

[13] R. Benenson, S. Popov, and V. Ferrari, “Large-scale interactive object segmentation with human annotators,” in CVPR, 2019.

[14] Y. Ge, R. Zhang, L. Wu, X. Wang, X. Tang, and P. Luo, “DeepFashion2: A Versatile Benchmark for Detection, Pose Estimation, Segmentation and Re-Identification of Clothing Images,” 2019. [Online]. Available: http://arxiv.org/abs/1901.07973

[15] W. Abdulla, “Mask r-cnn for object detection and instance segmentation on keras and tensorflow,” 2017. [Online]. Available: http://github.com/matterport/Mask_RCNN

[16] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 770–778.

[17] M. Di Benedetto, E. Meloni, G. Amato, F. Falchi, and C. Gennaro, “Learning safety equipment detection using virtual worlds,” in Content-Based Media Indexing, 2019.