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Abstract: We examine holographic complexity in time-dependent Vaidya spacetimes with both the complexity=volume (CV) and complexity=action (CA) proposals. We focus on the evolution of the holographic complexity for a thin shell of null fluid, which collapses into empty AdS space and forms a (one-sided) black hole. In order to apply the CA approach, we introduce an action principle for the null fluid which sources the Vaidya geometries, and we carefully examine the contribution of the null shell to the action. Further, we find that adding a particular counterterm on the null boundaries of the Wheeler-DeWitt patch is essential if the gravitational action is to properly describe the complexity of the boundary state. For both the CV proposal and the CA proposal (with the extra boundary counterterm), the late time limit of the growth rate of the holographic complexity for the one-sided black hole is precisely the same as that found for an eternal black hole.
1 Introduction

Information theory and entanglement have long been seen to play a role in quantum gravity [1–4], however, this perspective has become central to many recent investigations of holography. In particular, it is now evident that quantum entanglement of the microscopic degrees of freedom is a key element leading to the emergence of the semi-classical spacetime geometry in the bulk [5, 6]. The novelty of the gauge/gravity duality [7, 8] is that the holographic dictionary between the bulk and boundary theories provides a framework where new tools and techniques from quantum information science can be precisely tested in quantum gravity. Much of this discussion has focused on the idea of holographic entanglement entropy [9–12], which has led to a remarkably rich and varied range of new insights, e.g., [13–23].

However, it was recently observed that holographic entanglement entropy will not capture certain features of the late time behaviour of eternal black hole geometries or of the dual boundary thermal states [24]. This motivated the suggestion that quantum circuit complexity may play a role in understanding holography. In the holographic context, we think about the quantum complexity of states, which is a measure of the resources required to prepare a particular state of interest, by applying a series of (simple) elementary gates to a (simple) reference state, e.g., see [25, 26] for reviews. Two parallel proposals have been developed in holography to describe the quantum
complexity of states in the boundary theory, namely, the complexity=volume (CV) conjecture [27, 28] and the complexity=action (CA) conjecture [29, 30]. The CV conjecture equates the complexity of the boundary state with the volume of an extremal (codimension-one) bulk surface anchored on a time slice $\Sigma$ in the boundary where the state is defined. More precisely,

$$C_V(\Sigma) = \max_{\Sigma = \partial B} \left[ \frac{V(B)}{G_N L} \right],$$  \hspace{1cm} (1.1)

where $B$ corresponds to the bulk surface of interest, while $G_N$ and $L$ denote Newton’s constant and the AdS curvature scale, respectively, in the bulk theory. Instead, the CA conjecture equates the complexity with the gravitational action evaluated on a region of spacetime, known as the Wheeler-DeWitt patch (WDW), corresponding to the causal development of any of the bulk surfaces $B$ appearing above. It reads

$$C_A(\Sigma) = \frac{I_{WDW}}{\pi \hbar}.$$  \hspace{1cm} (1.2)

Currently, both conjectures seem to provide viable candidates for holographic complexity but it still is far from clear how to construct a derivation for either of these proposals, i.e., how to translate a known calculation of complexity in the boundary theory into a geometric procedure in the bulk. However, the past few years have seen extensive interest in studying these new gravitational observables, complexity in quantum field theory and the corresponding conjectures, e.g., [31–52].

This paper presents another step in this research program, in which we investigate the full time evolution of holographic complexity for a class of time-dependent geometries. In particular, we study the time evolution of complexity in Vaidya shock wave spacetimes [53–55], with a collapsing shell of null matter in asymptotic AdS spacetimes. In fact, holographic complexity has already been studied for these geometries both for one-sided black holes, e.g., [47, 52], where the shell is injected into empty AdS space, and for two-sided black holes, e.g., [28–31], where the shell falls into an existing eternal black hole. In the present paper, we focus on the case of black hole formation, i.e., one-sided black holes, but we also consider shock waves falling into an eternal black hole in a companion paper [56]. First, we demonstrate that the null fluid action vanishes on-shell, and hence does not contribute to the WDW action. The standard prescription to evaluate the WDW action chooses the generators of the null boundaries to be affinely parametrized [33]. However, we demonstrate that this prescription yields unsatisfactory results, e.g., the complexity actually decreases in the case of a two-dimensional boundary CFT. However, this situation can be corrected by supplementing the gravitational action with an additional counterterm on the null boundaries. This counterterm
was introduced in [33] to establish the invariance of $I_{\text{WDW}}$ under reparametrizations of the null boundaries. For stationary spacetimes, the addition of this counterterm does not significantly change the properties of the holographic complexity, e.g., see [34, 46]. However, it appears to be an essential ingredient of the CA proposal (1.2) if the WDW action is to properly describe the holographic complexity of dynamical spacetimes, such as the Vaidya geometries. We also evaluate the holographic complexity for these spacetimes using the CV proposal (1.1) and compare the behaviour of the complexity for these two approaches. Our results are stated for general spacetime dimensions, as well as for both planar and spherical horizons.

The remainder of the paper is organized as follows: In section 2, we begin by constructing an action for a null fluid and we demonstrate that the on-shell fluid action vanishes. While this simplifies the evaluation of the WDW action, in section 2.2, we carefully examine the contribution of the region containing a narrow shell of null fluid and show that it vanishes as the width of the shell shrinks to zero. Hence with an infinitely thin shell, the WDW action can be evaluated as the sum of the actions for two separate regions, the first inside the shell and the second outside the shell. In section 2.3, we consider the counterterm for null boundaries and consider its contribution in presence of a collapsing shell of null fluid. In section 3, we study the evolution of the holographic complexity, using both the CA and CV conjectures, in the formation of a black hole modeled by the Vaidya geometry for a null shell collapsing into the AdS vacuum spacetime. In section 4, we briefly discuss our results and indicate some possible future directions.

2 Null Fluid and the Vaidya Geometry

We start by introducing the background spacetime for our present studies of holographic complexity, namely the AdS-Vaidya spacetime. Vaidya geometries are a special class of metrics which among other things provide an analytic description of the formation of black holes by a gravitational collapse [53, 54]. The collapse that can be studied here is generated by sending in a homogeneous shell composed of null fluid (or null dust), and the construction is easily extended to the case of asymptotically AdS boundary conditions, e.g., [55]. In the latter holographic setting, the limit of sending in an infinitely thin, spherically symmetric shell of matter with finite energy has been studied extensively — e.g., see [57–66].

We will be studying holographic complexity for a $d$-dimensional boundary CFT
dual to an asymptotically AdS$_{d+1}$ Vaidya spacetime with a metric given by
\[ ds^2 = -F(r, v)\, dv^2 + 2\, dr\, dv + r^2\, d\Sigma^2_{k,d-1} \]
with \( F(r, v) = \frac{r^2}{L^2} + k - \frac{f_p(v)}{r^{d-2}} \). \( \tag{2.1} \)

If we fix the profile \( f_p(v) = \omega^{d-2} \) to be a fixed constant, these metrics would correspond precisely to the black hole geometries in \( d \geq 3 \) for which the holographic complexity was studied in [34, 46].\(^1\) In particular, they are written in terms of the Eddington-Finkelstein coordinate \( v \), parameterizing ingoing null rays. Further, \( L \) denotes the AdS curvature scale while \( k \) indicates the curvature of the horizon\(^2\) situated at \( r = r_h \) where
\[ \omega^{d-2} = r_h^{d-2} \left( \frac{r_h^2}{L^2} + k \right). \] \( \tag{2.2} \)

However, the profile \( f_p(v) \) may be taken from a large class of functions and then the metric (2.1) describes the collapse of a shell of null fluid. Generally, one would require that the profile is positive to ensure that the total mass is positive at all times,\(^3\) and monotonically increasing so that the energy density of the shell is everywhere positive — see below. As an example, consider the profile
\[ f_p(v) = \omega_1^{d-2} (1 - \mathcal{H}(v - v_s)) + \omega_2^{d-2} \mathcal{H}(v - v_s), \] \( \tag{2.3} \)
where \( \mathcal{H}(v) \) is the Heaviside step function. This profile describes an infinitely thin shell collapsing along the null surface \( v = v_s \), and it generates a sharp transition connecting one black hole geometry with mass proportional to \( \omega_1^{d-2} \) to another black hole with mass proportional to \( \omega_2^{d-2} \). In section 3, we will choose \( \omega_1 = 0 \) in which case this profile (2.3) corresponds to a shell collapsing into the AdS vacuum and forming a (one-sided) black hole.

\(^{1}\)It is straightforward to extend these metrics to the special case of \( d = 2 \), and we treat the corresponding process of BTZ black hole formation separately in section 3.

\(^{2}\)As usual, \( k \) takes three different values, \( \{+1, 0, -1\} \), which correspond to spherical, planar, and hyperbolic horizon geometries, respectively. Following the notation of [34, 46], we will use \( \Omega_{k,d-1} \) to denote the dimensionless volume of the corresponding spatial geometry in the expressions below. For \( k = +1 \), this is just the volume of a \((d-1)\)-dimensional unit sphere, \( i.e., \Omega_{1,d-1} = 2\pi^{d/2}/\Gamma(d/2) \), while for hyperbolic and planar geometries, we must introduce an infrared regulator to produce a finite volume.

\(^{3}\)In fact, the stress-tensor depends on the derivative of the profile function with respect to \( v \) (see eq. (2.10) below), so that one should choose the profile to increase monotonically to ensure the energy density is everywhere positive. Note that for \( k = -1 \), the mass can take negative values in a restricted range, \( e.g., \) see [34].
2.1 Action for a Null Fluid

To evaluate the holographic complexity using the CA conjecture, we need to take into account the action of the matter fields in the collapsing shell. Hence, we present here a construction of the action principle for a null fluid, which is inspired in part by the fluid actions given in [67, 68]. Let us also note that, a null fluid action was also constructed in [76] using a complementary set of variables. Further, in a particular limit, it is also possible to use a massless scalar field as the source in the Vaidya metric [57].

The stress tensor of a null fluid takes the following simple form

\[ T_{\mu\nu} = \varepsilon(x^\mu) \ell_\mu \ell_\nu, \quad (2.4) \]

where \( \ell^\mu \) is a null vector, i.e., \( \ell^\mu \ell_\mu = 0 \). We can compare the above expression to the stress tensor for a conventional relativistic fluid: \( T_{\mu\nu} = (\varepsilon + p)u_\mu u_\nu + p g_{\mu\nu} \) where \( \varepsilon \) and \( p \) are the local energy density and pressure, respectively. Further, \( u^\mu \) is the local four-velocity of the fluid elements, with \( u^\mu u_\mu = -1 \). Hence eq. (2.4) can be thought of as the limit where the fluid velocity becomes null and the pressure vanishes, i.e., \( u^\mu \to \ell^\mu \) and \( p = 0 \). Now one can show that the on-shell action for a conventional fluid is simply an integral of the local pressure [67] and hence this result suggests that the on-shell action for a null fluid should vanish. We demonstrate below this intuitive result is in fact correct. We follow in part the construction in [68], but adapt it to describe the null fluid stress tensor (2.4).

We take the following ansatz for the fluid action

\[ I_{\text{fluid}} = \int d^{d+1}x \sqrt{-g} L_{\text{fluid}} \quad \text{where} \quad L_{\text{fluid}}(\lambda, \phi, s, \ell^\mu, g_{\mu\nu}) = \lambda g_{\mu\nu} \ell^\mu \ell^\nu + s \ell^\mu \partial_\mu \phi. \quad (2.5) \]

This action involves a number of auxiliary fields, beginning with \( \lambda \) which is a Lagrange multiplier imposing the constraint that \( \ell^\mu \) is null on shell. With only the first term in the Lagrangian, we would obtain equations of motion which set \( \ell^\mu = 0 \) (or \( \lambda = 0 \)) everywhere, and hence the corresponding stress tensor would also vanish. Therefore, the second term, involving a contraction of \( \ell^\mu \) with the derivative of a new scalar \( \phi \), is added in eq. (2.5). The field \( s \) can in principle be reabsorbed with a redefinition of \( \ell^\mu \) (and in this sense it represents a redundancy in the description) but we will keep it to

\footnote{There is an enormous literature on the subject of the action principle for relativistic fluids, e.g., see [69, 70] for further discussions of perfect fluids and [71–75] for recent developments in describing dissipative hydrodynamics.}

\footnote{We note that the on-shell action also vanishes using this alternative approach.}

\footnote{However, this description breaks down near the singularity, i.e., the solution is not well approximated by the Vaidya metric there. Therefore we did not adopt this approach since in general, the near-singularity region makes a finite contribution to the holographic complexity in CA calculations.}
allow for an arbitrary rescaling of $\ell^\mu$. The equations of motion for the full action (2.5) are:

\begin{align}
&\frac{1}{\sqrt{-g}} \frac{\delta I_{\text{fluid}}}{\delta \lambda} = \ell_\mu \ell^\mu = 0, \\
&\frac{1}{\sqrt{-g}} \frac{\delta I_{\text{fluid}}}{\delta \ell^\mu} = 2 \lambda \ell_\mu + s \partial_\mu \phi = 0, \\
&\frac{1}{\sqrt{-g}} \frac{\delta I_{\text{fluid}}}{\delta \phi} = -\nabla_\mu (s \ell^\mu) = 0, \\
&\frac{1}{\sqrt{-g}} \frac{\delta I_{\text{fluid}}}{\delta s} = \ell^\mu \partial_\mu \phi = 0.
\end{align}

These equations of motion provide us with an interpretation of the various fields. Of course, eq. (2.6a) enforces that $\ell^\mu$ is null on-shell. Eq. (2.6b) indicates that the null `fluid velocity' $\ell^\mu$ and the gradient of $\phi$ point in the same direction and fixes the prefactor in the proportionality relation between them in terms of the fields $s$ and $\lambda$. In this sense, $\phi$ plays a role analogous to the velocity potential in potential flows [68]. Eq. (2.6c) implies that $s$ has an interpretation of a conserved charge density. Since all fields are real (i.e., the fluid is neutral) $s$ can be understood as the entropy density [68]. Eq. (2.6d) follows automatically by contracting eq. (2.6b) with $\ell^\mu$. Varying the action with respect to the metric yields the stress tensor

\[ T_{\mu\nu} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta I_{\text{fluid}}}{\delta g^{\mu\nu}} = -s(\ell_\mu \partial_\nu \phi + \ell_\nu \partial_\mu \phi) - 2 \lambda \ell_\mu \ell_\nu + g_{\mu\nu}(s \ell^\sigma \partial_\sigma \phi + \lambda \ell^\sigma \ell_\sigma). \]  

On-shell, this expression reduces to the desired form

\[ T_{\mu\nu} = 2 \lambda \ell_\mu \ell_\nu, \]  

and comparing to eq. (2.4), we see that $\lambda$ is proportional to the energy density i.e., $\varepsilon = 2 \lambda$. Further, we note that imposing the equations of motion (2.6) yields a vanishing action (2.5), i.e.,

\[ [I_{\text{fluid}}]_{\text{on-shell}} = 0. \]

Therefore, in evaluating the holographic complexity using the CA conjecture, our calculations reduce to evaluating the geometrical quantities in the gravitational action (2.16) with the Vaidya metric (2.1) and there will be no explicit contribution from the matter fields.

Upon substituting the metric (2.1) into the Einstein equations, only the $vv$ component is nontrivial with

\[ E_{vv} = \frac{(d - 1)}{2 r^{d-1}} f'_p(v) = 8\pi G_N T_{vv}. \]  
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We see from eq. (2.8) that this forces $\ell_\mu$ to point in the $v$ direction, i.e., $\ell_\mu dx^\mu \propto dv$. Recall that retaining the parameter $s$ in eq. (2.5) meant that we could rescale $\ell_\mu$ at will, and we use this freedom to pick an affine parametrization of the form $\ell_\mu dx^\mu = dv$. In this case, combining eqs. (2.8) and (2.10) yields

$$\lambda = \frac{(d-1) f'_p(v)}{32\pi G N}.$$  \hfill (2.11)

Since we identified $\lambda = 2\varepsilon$, we see here that the energy density is proportional to the derivative of the profile $f_p(v)$. Next, eq. (2.6c) yields

$$\partial_r (r^{d-1} s) = 0$$ \hfill (2.12)

and as a result, the entropy density is given by

$$s = \frac{s_0}{r^{d-1}}.$$ \hfill (2.13)

In eq. (2.6b), we see that we must have $\phi = \phi(v)$ and the full equation becomes

$$s_0 \partial_v \phi + \frac{d-1}{16\pi G N} f'_p(v) = 0.$$ \hfill (2.14)

Integrating this equation then produces

$$\phi = \phi_0 - \frac{(d-1)}{16\pi G N s_0} f_p(v).$$ \hfill (2.15)

The integration constants, $s_0$ and $\phi_0$, will be fixed by the asymptotic boundary conditions for the matter.

### 2.2 Null Fluids & Complexity=Action

Having constructed a consistent null fluid action, which we showed vanishes on-shell, and found the corresponding source for the AdS-Vaidya geometry (2.1), we can begin to study the holographic complexity in these dynamical spacetimes. In particular, to study the complexity=action proposal (1.2), we showed that the null fluid action vanishes and so we need only to consider the gravitational action in the Vaidya spacetimes sourced by a collapsing shell of null fluid. Further, in section 3 and in a companion paper [56], we focus on the case where the shell is very thin, i.e., the profile takes the form given in eq. (2.3). Using the additivity of the gravitational action [33], the problem essentially then factorizes into evaluating the action for two stationary spacetime regions: one before the collapse, characterized by the mass parameter $\omega_1$, and one after, characterized by $\omega_2$. However, in this section, we wish to verify that the null shell does
not contribute to the Wheeler-DeWitt (WDW) action by first considering a thin but finite-width shell — see figure 1. That is, we split the spacetime into three regions: the stationary region before the collapse, the shell of finite width, and the stationary region after the collapse. In this section, we will only focus on the contribution of the null shell to the WDW action and we will confirm that in the limit that the width of the shell shrinks to zero this contribution vanishes, as expected. However, this analysis will also reveal a new boundary condition on the null normal to the past boundary of the WDW patch as it crosses the collapsing shell.

Recall that the CA conjecture (1.2) proposes that the complexity of the CFT state on some time slice \( \Sigma \) in the boundary is given by the bulk action evaluated on the corresponding WDW patch. In this work, we follow the conventions of [35]. For the Vaidya geometries with a null fluid, the bulk action becomes [33]

\[
I = I_{\text{grav}} + I_{\text{fluid}}
\]

\[
I_{\text{grav}} = \frac{1}{16\pi G_N} \int_M d^{d+1}x \sqrt{-g} \left( R + \frac{d(d-1)}{L^2} \right) + \frac{1}{8\pi G_N} \int_B d^d x \sqrt{|h|} K + \frac{1}{8\pi G_N} \int_\Sigma d^{d-1} x \sqrt{\sigma} \eta + \frac{1}{8\pi G_N} \int_{\Sigma'} d^{d-1} x \sqrt{\sigma} \kappa,
\]

and \( I_{\text{fluid}} \) was given in eq. (2.5). Recall that, as we showed in eq. (2.9), the fluid action \( I_{\text{fluid}} \) vanishes when evaluated for a solution of the fluid equations of motion (2.6a)-(2.6d). Of course, this does not imply that there is no consequence of the shock wave, but rather that its effect only appears through the backreaction of the geometry, namely, in forming the collapsing geometry (2.1). For the gravitational action \( I_{\text{grav}} \), we have the standard geometric quantities and boundary terms, which include contributions from null boundaries and joints [33]. The bulk integral contains the Einstein-Hilbert action with the Ricci scalar \( R \) and the cosmological constant \( \Lambda = -d(d-1)/(2L^2) \).

Next, we have the Gibbons-Hawking-York (GHY) surface term [77, 78] for smooth timelike and spacelike segments of the boundary, which is defined in terms of the trace of the extrinsic curvature \( K \). There is also an analogous boundary term for the null segments that depends on \( \kappa \), which indicates by how much the coordinate \( \lambda \) along the null boundaries departs from affine parametrization. Further, there are the Hayward joint terms [79, 80], which appear at the intersection of two timelike or spacelike boundary segments and which are defined in terms of the “boost angle”

\[\text{We noticed a typo in the null surface contribution to the action, proportional to } \kappa \text{, in [33, 35]. Correcting for this mistake, we have flipped the sign of the } \kappa \text{ term above. We comment further on this issue below where this sign becomes important — see eq. (2.23).}\]
Figure 1: The null shell has a finite thickness $2\varepsilon$ around the null ray $v = v_s$. The portion enclosed by the WDW patch is shaded in orange. The contribution of the two joints indicated by red dots exactly cancels the surface term for the portion of the null boundary connecting the joints, where we have a time dependent $\kappa(v)$.

$\eta$ between the corresponding normal vectors. Finally, the last contribution in $I_{\text{grav}}$ involving an analogous “angle” $a$ appears for the joints including at least one null segment [33].

As discussed in [33], there are inherent ambiguities in calculating the gravitational action for regions delimited by null boundaries. However, we follow the suggestion of [33], of choosing affine parametrization for the null normals (i.e., setting $\kappa = 0$) and fixing their overall normalization constant by normalizing with vectors at the boundary. In particular, at infinity there is an asymptotic timelike Killing vector $\hat{t} = \partial_t$ generating time translations in the boundary and we fix $\hat{t} \cdot k = \pm \alpha$, with the $+$ ($-$) for the normal to the future (past) null boundary. Both of these choices have the advantage that they do not make any reference to the background for which we are evaluating the complexity and so they allow for an unambiguous comparison of the complexities evaluated on different bulk geometries or on different boundary time slices in a given bulk geometry. Hence our evaluation of the WDW action in the following and in the next section will use both of these choices.

As discussed above, we want to consider an AdS-Vaidya spacetime (2.1) where the
shell of null fluid is narrow but still has a finite width. In particular, the shell will extend from \( v_{\text{min}} = v_s - \varepsilon \) to \( v_{\text{max}} = v_s + \varepsilon \), as shown in figure 1. Further, the shell will separate two stationary\(^8\) spacetime regions characterized by the mass parameter \( \omega^d_{1} \) inside the shell and by \( \omega^d_{2} \) outside the shell. The details of the profile \( f_p(v) \) in the metric will not be important but we assume that it is continuous (and smoothly increasing). Of course, from integrating eq. (2.10) across the shell, the profile must also satisfy

\[
\int_{\text{shell}} dv f'_p(v) = \omega^d_{2} - \omega^d_{1} .
\]  

(2.17)

With these choices, in the limit \( \varepsilon \to 0 \), the profile reduces to that given in eq. (2.3).\(^9\)

Now we will evaluate the contribution of the null shell to the WDW action, but we will be particularly interested in the limit where the shell becomes infinitely thin, \( i.e., \varepsilon \to 0 \). Let us examine the various terms in eq. (2.16). First, of course, the fluid action \( I_{\text{fluid}} \) vanishes on-shell, as we showed in the previous section. The bulk term in \( I_{\text{grav}} \) is (approximately) proportional to the volume of the shell and so vanishes in the limit that \( \varepsilon \to 0 \). Similarly evaluating the GHY term at the \( r = 0 \) singularity (following the prescription in [34]) yields a result which vanishes as \( \varepsilon \to 0 \). The Hayward joint terms are not relevant for this particular region and hence we turn to the null surface and null joint terms.

First, we must introduce (outward-directed) normals for the upper and lower null boundaries,\(^{10}\)

\[
\begin{align*}
  v = v_s + \varepsilon : & \quad k^+_{\mu} dx^\mu = \beta dv, \\
  v = v_s - \varepsilon : & \quad k^-_{\mu} dx^\mu = -\beta dv.
\end{align*}
\]  

(2.18)

With this choice, these null normals are affinely parameterized and therefore the null surface term vanishes, \( i.e., \kappa = 0 \), for these two boundaries. We might add that the null joint terms vanish where these boundaries meet the singularity at \( r = 0 \) because there the transverse volume vanishes for these two joints.

\(^8\)That is, \( \partial_t \) satisfies the usual Killing equations in either region.

\(^9\)Our calculations here are general enough to accommodate both black hole formation which we examine in section 3, and null shocks in an eternal black hole background which we will study in [56].

\(^{10}\)We have chosen the same normalization constant \( \beta \) for the two normals to simplify the final result, \( i.e., \), this choice ensures that the null joint terms exactly cancel with the surface term below. Of course, another choice would yield the same result for the total action of the WDW patch after summing with the relevant boundaries and joints for the portions of the WDW patch above/below the null shell, since these are all inner boundaries of the WDW patch that we have introduced. However, we note that if the two normals in eq. (2.18) were not normalized with the same constant, the null shell would make a nonvanishing contribution to the total action.
The final boundary for the shell region is a portion of the past null boundary of the WDW patch. From the metric (2.1), we can see that the normal to this boundary can be written as

\[ k^\mu \partial_\mu = H(r, v) \left( \frac{2}{F(r, v)} \partial_v + \partial_r \right), \]

where \( F(r, v) \) is the usual metric function — see eq. (2.1). Note that with eq. (2.19), we are describing the null normal for the entire past null boundary \( \mathcal{B}_{\text{past}} \). Hence in the regions beyond the shell, the metric function \( F \) simplifies to

\[ F(r, v) = f_i(r) = \frac{r^2}{L^2} + k - \frac{\omega_i^{d-2}}{r^{d-2}}, \]

(2.20)

with \( i = 1 \) and 2 denoting the region inside \((v < v_{\text{min}})\) and outside \((v > v_{\text{max}})\) of the shell, respectively. Of course, across the shell, \( F \) depends on both \( r \) and \( v \) as shown in eq. (2.1). Further, we have introduced an overall factor \( H(r, v) \) in eq. (2.19) to allow for the possibility that the normalization of the null normal changes when the past boundary crosses the shell of null fluid. For \( v > v_{\text{max}} \), we will set \( H \) to be a fixed constant, \( i.e., H(r, v) = \alpha \) to match the asymptotic boundary condition \( k \cdot \hat{t} = -\alpha \) (see discussion above). As we will see below, this simple choice also ensures that \( \kappa = 0 \) on this outer portion of the past boundary. Similarly for \( v < v_{\text{min}} \), we set \( H(r, v) = \tilde{\alpha} \) which is again a positive constant in order for the null generators to be affinely parametrized on the inner portion of the null boundary. However, we have taken the liberty to choose an independent constant \( \tilde{\alpha} \) since this portion of the boundary never reaches asymptotic infinity. Expressing this normal (2.19) as a form, we have

\[ k_\mu dx^\mu = H(r, v) \left( -dv + \frac{2}{F(r, v)} dr \right). \]

(2.21)

Then in the region above the shell where \( F(r, v) = f_2(r) \), eq. (2.21) takes the expected form \( k_\mu dx^\mu = -\alpha du \equiv -\alpha (dv - 2dr/f_2(r)) \). That is, in the region above the null shell, the past null boundary \( \mathcal{B}_{\text{past}} \) is a surface where the outgoing Eddington-Finklestein coordinate is constant (see eqs. (3.8) and (3.10) below) and fixing \( H \) to be a constant ensures that \( \kappa \) vanishes there. Similarly in the region below the null shell, we find \( k_\mu dx^\mu = -\tilde{\alpha} du \) and again \( \kappa = 0 \) on this portion of the past boundary.

On the other hand, because of the \( r \) and \( v \) dependence of \( F(r, v) \) and \( H(r, v) \) within the shell of null fluid, the null normal (2.19) will only be affinely parametrized on this portion of \( \mathcal{B}_{\text{past}} \) with a special choice of \( H \). We will return to this special choice below, but for now we consider more general possibilities for which \( \kappa \neq 0 \). In particular, using
\( k^\rho \nabla_\rho k_\mu = \kappa k_\mu \), we find

\[
\kappa = \left( \frac{2}{F} \partial_v + \frac{\partial_r}{r} \right) H(r, v) - \frac{2H}{F^2} \partial_v F(r, v) \\
= k^\mu \partial_\mu \log H(r, v) - k^\mu \partial_\mu \log F(r, v) + H \partial_v \log F(r, v) \\
= \frac{d}{d\lambda} \log \frac{H(r, v)}{F(r, v)} + \frac{H}{F} \partial_r F(r, v),
\]

(2.22)

where in the second line, we have used eq. (2.19) to express \( \kappa \) in terms of derivatives along the null boundary. In the final line, we have introduced \( \lambda \), which parametrizes the null rays in the boundary such that \( k^\mu = \partial x^\mu / \partial \lambda \). Note that in the extra term in the last line, there is a partial derivative with respect to \( r \), but to evaluate \( \kappa \), we must calculate this quantity on the null boundary.

The resulting surface term in the gravitational action is then\(^{11}\)

\[
I_\kappa = \frac{1}{8\pi G_N} \int_{B_{\text{past}}} d\lambda d^{d-1}\theta \sqrt{\gamma} \kappa \\
= \frac{\Omega_{k,d-1}}{8\pi G_N} \int_{B_{\text{past}}} d\lambda r^{d-1} \left[ \frac{d}{d\lambda} \log \frac{H(r, v)}{F(r, v)} + \frac{H}{F} \partial_r F(r, v) \right].
\]

(2.23)

Now at the center of the shock (i.e., \( v = v_s \)), the radial coordinate takes some value\(^{12}\) \( r = r_s \) and throughout the shell \( r = r_s + \mathcal{O}(\varepsilon) \). Hence to leading order in \( \varepsilon/r_s \), we can fix \( r = r_s \) in the above integral, in which case the first term reduces to

\[
I_{\kappa,1} = \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} d\lambda \frac{d}{d\lambda} \log \frac{H(r_s, v)}{F(r_s, v)} + \mathcal{O}(\varepsilon/r_s) \\
= \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{F(r_s, v_{\text{min}}) H(r_s, v_{\text{max}})}{F(r_s, v_{\text{max}}) H(r_s, v_{\text{min}})} + \mathcal{O}(\varepsilon/r_s).
\]

(2.24)

Now we must still evaluate the integral over the second term in eq. (2.23). Here it is convenient to convert this to an integration over \( v \) along the boundary using \( dv/d\lambda = 2H/F \) from eq. (2.19). Then this contribution to the boundary term becomes

\[
I_{\kappa,2} = \frac{\Omega_{k,d-1}}{16\pi G_N} \int_{v_{\text{min}}}^{v_{\text{max}}} dv \left[ v^{d-1} \partial_v F(r, v) \right]_{r=h(v)}.
\]

(2.25)

\(^{11}\)We would like to point out a crucial typo in [33] and [35]. In [33], there is a typo in the conventions established in appendix C (but not in the main text). In particular, in eq. (C1), the overall sign of the surface term for null boundaries should be flipped. Similarly, there should be an overall flip of the sign of this surface term in appendix A of [35], i.e., the sign in front of the null boundary term in eq. (A.1) should be a plus.

\(^{12}\)Of course, this position matches that described in the main text for an infinitely thin shell to within \( \mathcal{O}(\varepsilon) \).
where we have expressed the null boundary as a constraint equation \( r = h(v) \). Of course, for the present thin shell, we have \( r \simeq r_s + \varepsilon \tilde{h}(v/r_s) \) where \( \tilde{h}(v/r_s) \) is a smooth dimensionless function. Similarly, \( \partial_r F \) remains finite across the shell,\(^{13}\) and so we have \( I_{\kappa,2} = O(\varepsilon) \) since the range of integration is \( \delta v = v_{\text{max}} - v_{\text{min}} = 2\varepsilon \). Therefore, in the limit \( \varepsilon \to 0 \), the surface term reduces to

\[
I_\kappa = \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{2\beta \alpha}{f_2(r_s)} - \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{2\beta \tilde{\alpha}}{f_1(r_s)}, \tag{2.26}
\]

where we have written the final result as a sum of two terms, in a suggestive manner.\(^{14}\) Note that in converting the expression in eq. (2.24) to the above result, we have used the fact that at either edge of the shell, \( F(r,v) \) precisely matches the metric function \( f_i(r) \) in the corresponding region beyond the shell, e.g., \( F(r,v_{\text{max}}) = f_2(r) \). A similar matching applies for the normalization function, as we described above, i.e., \( H(r_s,v_{\text{max}}) = \alpha \) and \( H(r_s,v_{\text{min}}) = \tilde{\alpha} \).

Now the final contribution to the action of the null shell comes from the null joints where the two edges (i.e., \( v = v_s \pm \varepsilon \)) intersect the past boundary of the WDW patch (indicated by red dots in figure 1). Given the null normals in eqs. (2.18) and (2.19), it is straightforward to evaluate these contributions using the prescription given in [35] with the result

\[
I_{\text{joint}} = -\left[ \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{\beta \alpha}{f_2(r)} \right]_{r=h(v_{\text{max}})} + \left[ \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{\beta \tilde{\alpha}}{f_1(r)} \right]_{r=h(v_{\text{min}})}
\]

\[
= \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{\beta \alpha}{f_2(r_s)} + \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{\beta \tilde{\alpha}}{f_1(r_s)}, \tag{2.27}
\]

where \( r = h(v) \) again denotes the position of \( B_{\text{past}} \). In the second line, we have used that within our narrow shell, the radial position of this boundary is fixed up to order \( \varepsilon \) corrections, i.e., \( r \simeq h(v) \simeq r_s + \varepsilon \tilde{h}(v/r_s) \). Now we see that the two nonvanishing contributions to the action evaluated on the thin null shell precisely cancel! That is, combining eqs. (2.26) and (2.27), we have

\[
I_{\text{shell}} \xrightarrow{\varepsilon \to 0} I_\kappa + I_{\text{joint}} = 0. \tag{2.28}
\]

Therefore we have shown that in the limit of an infinitely thin shell, evaluating the WDW action in the Vaidya spacetime (2.1) reduces to two separate calculations: one for evaluating the action \( I_2 \) of the region outside of the shell \( (v > v_s) \) and another for evaluating the action \( I_1 \) of the inside region \( (v < v_s) \).

\(^{13}\)That is, \( \partial_r F \) does not acquire any terms proportional to a delta-function \( \delta(v) \) in the limit \( \varepsilon \to 0 \).

\(^{14}\)Recall that \( \beta \) is the normalization constant for the normals to the surfaces \( v = v_s \pm \varepsilon \) (see eq. (2.18)), but note that the log \( \beta \) terms cancel in the difference between the two terms in eq. (2.26).
Notice that our result (2.28) for the vanishing of the shell action did not require that we specify the value of $\tilde{\alpha}$, the normalization constant for the null normal on the portion of the past boundary $B_{\text{past}}$ before the collapse. Hence we are left with an ambiguity in evaluating $I_1$, the part of the WDW action coming from the region inside the null shell. This ambiguity is, of course, related to the ambiguities discussed in [33] and it arises here because our calculations left $\kappa$ unspecified on the portion of the past boundary inside the shell — see eq. (2.22). As discussed above, the most natural way to fix this ambiguity is to simply set $\kappa = 0$. In fact, we already made this choice for all of the other null boundaries above and it is certainly possible to fix $\kappa = 0$ on $B_{\text{past}}$ inside the shell as well. One would simply treat eq. (2.22) with $\kappa = 0$ as a (first order) differential equation for $H(r, v)$, or rather $H(\lambda)$ since we are only interested in the value of $H$ on the null boundary. The integration constant in this equation is fixed by setting $H = \alpha$ at the upper edge of the shell, i.e., at $v = v_{\text{max}}$. Solving the differential equation will then determine the value of $\tilde{\alpha}$ as the value that $H$ reaches at the lower edge of the shell, i.e., $v = v_{\text{min}}$. However, we can easily determine this value (at least in the limit $\varepsilon \to 0$) by examining the result for $I_\kappa$ in eq. (2.26). If $\kappa = 0$ everywhere along the boundary, this contribution must vanish and so we must have
\begin{equation}
\tilde{\alpha} = \alpha \frac{f_1(r_s)}{f_2(r_s)}.
\end{equation}
We might also observe that the sum of the null joint terms in eq. (2.27) also vanishes with this particular choice for $\tilde{\alpha}$. In any event, as expected, we see that fixing $\kappa = 0$ everywhere removes the ambiguity in evaluating $I_1$ by fixing the value of $\tilde{\alpha}$ along the corresponding portion of the past null boundary.

2.3 Counterterm for Null Boundaries

As we discussed above, various ambiguities arise in calculating the WDW action coming from contributions associated with the null boundaries [33]. We followed a standard approach suggested in [33] to fix the corresponding null normals, however, an alternate approach which was also suggested there was to add to the following counterterm action
\begin{equation}
I_{\text{ct}} = \frac{1}{8\pi G_N} \int_{B'} d\lambda d^{d-1}\theta \sqrt{\gamma} \Theta \log (\ell_{\text{ct}}\Theta),
\end{equation}
where $\ell_{\text{ct}}$ is an arbitrary (constant) length scale and $\Theta$ is the expansion scalar of the null boundary generators, i.e.,
\begin{equation}
\Theta = \partial_\lambda \log \sqrt{\gamma}.
\end{equation}
The expansion $\Theta$ only depends on the intrinsic geometry of the null boundaries and so this additional surface term (2.30) is not required to ensure that the gravitational
action (2.16) produces a well-defined variational principle. However, this counterterm was constructed to eliminate the dependence of the action on the parametrization of the null generators. Including this surface term does not affect certain key results for the CA proposal, \(e.g.,\) the complexity of formation \([34]\) or the late-time rate of growth for an eternal black hole \([46]\). On the other hand, it was found to modify the structure of the UV divergences in an interesting way \([81]\) and it also modifies the details of the transient behavior in the time evolution for an eternal black hole \([46]\).\(^{15}\) We note that these previous studies involved stationary spacetimes, and we will see below and in \([56]\) that the inclusion of the counterterm is essential in dynamical spacetimes, such as the Vaidya geometries (2.1), in order to reproduce some key properties of complexity.

We will explore the effect of the counterterm (2.30) in detail in the next section, but here we will extend some of the previous calculations to include the contributions of this surface term. In particular, let us consider including this term on the past null boundary \(\mathcal{B}_{\text{past}}\). In evaluating this contribution, the essential behavior will be determined by the normalization function \(H(r,v)\) appearing in the null normal (2.19). Hence, considering the limit \(\varepsilon \to 0\),\(^{16}\) we have \(H(r,v) = \alpha\) above the shell (\(i.e.,\) for \(v > v_s\)) and \(H(r,v) = \tilde{\alpha}\) below the shell (\(i.e.,\) for \(v < v_s\)). Recall that \(H(r,v)\) is only defined along the null boundary, and so in the following, it will be helpful to treat \(H\) as a function of the radial coordinate (along \(\mathcal{B}_{\text{past}}\)), \(i.e.,\)

\[
H(r,v) = \alpha \, \mathcal{H}(r - r_s) + \tilde{\alpha} \, (1 - \mathcal{H}(r - r_s)),
\]

(2.32)

where \(\mathcal{H}\) stands for the Heaviside function. Further, the inner normalization constant \(\tilde{\alpha}\) is determined by eq. (2.29). Further, from eq. (2.19), we have \(dr/d\lambda = H(r,v)\). Hence we evaluate the null expansion (2.31) as

\[
\Theta = \frac{H(r,v)}{r^{d-1}} \frac{d}{dr} \left( r^{d-1} \right) = \frac{(d - 1) H(r,v)}{r}.
\]

(2.33)

Now the counterterm contribution (2.30) becomes

\[
I_{ct} = \frac{\Omega_{k,d-1}(d-1)}{8\pi G_N} \int_{r_{\text{min}}}^{r_{\text{max}}} dr \, r^{d-2} \log \left( \frac{(d - 1) \ell_{ct} H(r,v)}{r} \right),
\]

(2.34)

where we replaced \(d\lambda = dr/H(r,v)\). The upper limit of the radial integral will be \(r_{\text{max}} = L^2/\delta\), where \(\delta\) is the short-distance cutoff in the boundary CFT. The lower limit \(r_{\text{min}}\) will depend on the details of the situation for which we are evaluating the

\(^{15}\)In particular, see appendices A and E of [46].

\(^{16}\)The following results would remain unchanged if we first evaluate the counterterm contribution with a small but finite width and only take the limit \(\varepsilon \to 0\) afterwards.
holographic complexity. Using eq. (2.32), we may evaluate the integral in eq. (2.34) to find

\[
I_{ct} = \frac{\Omega_{k,d-1}}{8\pi G_N} r_{\max}^{d-1} \left[ \log \left( \frac{(d-1) \ell_{ct} \alpha}{r_{\max}} \right) + \frac{1}{d-1} \right]
\]

\[
- \frac{\Omega_{k,d-1}}{8\pi G_N} r_{\min}^{d-1} \left[ \log \left( \frac{(d-1) \ell_{ct} \tilde{\alpha}}{r_{\min}} \right) + \frac{1}{d-1} \right] + \frac{\Omega_{k,d-1}}{8\pi G_N} r_{s}^{d-1} \log \left( \frac{\tilde{\alpha}}{\alpha} \right)
\]

and hence upon substituting for \(\tilde{\alpha}\) using eq. (2.29), we find

\[
I_{ct} = \cdots + \frac{\Omega_{k,d-1}}{8\pi G_N} r_{s}^{d-1} \log \left( \frac{f_1(r_s)}{f_2(r_s)} \right).
\]  

(2.36)

In this expression, we have focused on the contribution that appears where the past boundary crosses the null shell (i.e., \(r = r_s\)). Note that this term appears similar to the expressions appearing in eq. (2.26) or (2.27) if we substituted \(\tilde{\alpha} = \alpha\) in the latter. It will turn out that this particular surface contribution will play an essential role in determining the (proper) behaviour of the holographic complexity.

3 Complexity in Black Hole Formation

In this section, we study the case of a thin shell of null fluid collapsing in empty AdS to form a black hole. In these geometries describing a one-sided black hole, we evaluate the holographic complexity, using the Complexity=Action proposal in section 3.1, and the Complexity=Volume proposal in section 3.2. From the perspective of the boundary CFT, this geometry describes a quantum quench, e.g., see [58–61, 82–84]. The CFT begins in the vacuum state and then, say, at \(t = 0\), we act with a (homogeneous) operator which injects energy into the system creating an excited state.

The bulk geometry is described by eq. (2.1) with the profile

\[
f_p(v) = \omega^{d-2} H(v),
\]

(3.1)

where \(H(v)\) is the Heaviside step function. This is a simplified version of the profile in eq. (2.3) where we set \(\omega_1 = 0\) and \(v_s = 0\), as well as \(\omega_2 = \omega\). Here we focus on dimensions \(d \geq 3\), and the special case of BTZ black holes (i.e., \(d = 2\)) will be treated separately below. Hence the metric function \(F\) becomes

\[
v < 0 : \quad F(r,v) = f_{\text{vac}}(r) = \frac{r^2}{L^2} + k,
\]

(3.2)

\[
v > 0 : \quad F(r,v) = f_{\text{BH}}(r) = \frac{r^2}{L^2} + k - \frac{\omega^{d-2}}{r^{d-2}}.
\]

(3.3)
We consider these collapses for planar and spherical shells (and horizons), \( i.e., k = 0 \) and \( k = +1 \).\(^{17}\) As noted above, these AdS-Vaidya geometries can be interpreted as the holographic dual of the quantum quenches described above for the boundary CFT in the \( d \)-dimensional geometry:\(^{18}\)

\[
ds^2_{\text{bdry}} = -dt^2 + L^2 d\Sigma^2_{k,d-1} .
\]  

(3.4)

Here we have simply defined the boundary time \( t = v \) at \( r \to \infty \). In the regime \( t > 0 \) in the boundary CFT (\( i.e., v > 0 \)), the energy is determined as usual by the black hole mass from \( f_{\text{BH}}(r) \) in eq. (3.3), \( i.e., \)

\[
M = \frac{(d-1) \Omega_{k,d-1}}{16\pi G_N} \omega^{d-2} ,
\]  

(3.5)

where \( \Omega_{k,d-1} \) denotes the (dimensionless) volume of the spatial geometry (see footnote 2). In this part of the geometry, we determine the horizon radius with \( f_{\text{BH}}(r = r_h) = 0 \) which corresponds to

\[
\omega^{d-2} = r_h^{d-2} \left( \frac{r_h^2}{L^2} + k \right) .
\]  

(3.6)

Then, using the usual gravitational expressions, we can assign an effective temperature and entropy to the corresponding excited state:

\[
T = \frac{1}{4\pi} \frac{\partial f}{\partial r} \bigg|_{r=r_h} = \frac{1}{4\pi r_h} \left( d\frac{r_h^2}{L^2} + (d-2)k \right) , \quad S = \frac{\Omega_{k,d-1}}{4G_N} r_h^{d-1} .
\]  

(3.7)

In the following, it will also be useful to construct the radial tortoise coordinates on each side of the shock wave as:

\[
v > 0 : \quad r_{\text{BH}}^*(r) = -\int_r^\infty \frac{d\tilde{r}}{f_{\text{BH}}(\tilde{r})} ,
\]  

(3.8)

\[
v < 0 : \quad r_{\text{vac}}^*(r) = -\int_r^\infty \frac{d\tilde{r}}{f_{\text{vac}}(\tilde{r})} = \begin{cases} -L^2/r & \text{for } k = 0 \\ L \left( \tan^{-1} \left( r/L \right) - \frac{\pi}{2} \right) & \text{for } k = +1 \end{cases} ,
\]

where \( f_{\text{BH}}(r) \) and \( f_{\text{vac}}(r) \) are given in eqs. (3.3) and (3.2), respectively. Note that the sign is chosen in eq. (3.8) to ensure that \( dr^* = dr/f \) and the range of integration ensures that the tortoise coordinates vanish at infinity, \( i.e., \)

\[
\lim_{r \to \infty} r_{\text{vac,BH}}^*(r) \to 0 .
\]  

(3.9)

\(^{17}\)The case \( k = -1 \) with hyperbolic spatial sections is somewhat different since a time slice only covers half of a constant time surface in the global AdS boundary, \( e.g., \) see [34]. The present discussion could be extended to cover this case if shells of null fluid were injected symmetrically from both halves of a global boundary time slice.

\(^{18}\)As is conventional, the AdS curvature scale \( L \) also appears here as the curvature scale of the boundary. However, a simple Weyl scaling in the boundary theory can be used to separate these two scales, \( e.g., \) see [46].
Now we can define an outgoing null coordinate $u$ and an auxiliary time coordinate $t$ as
\[ u \equiv v - 2r^*(r), \quad t \equiv v - r^*(r). \tag{3.10} \]

Notice that these coordinates are discontinuous across the shell because $f(r)$ changes from the vacuum to a black hole spacetime, as in eqs. (3.2) and (3.3). Of course, $r$ and the ingoing coordinate $v$ are globally defined, but it is still useful to consider $t$ and $u$ if one properly matches these coordinates across the collapsing shell. In particular, we will represent the collapsing-shell geometries with Penrose diagrams, or rather 'Penrose-like' diagrams, as shown in figure 2. These diagrams can be smoothly ruled with lines of constant $u$ and $v$. Since $u$ is discontinuous, this introduces a(n unphysical) jump as the outgoing null rays cross the shell. The spacetime is, of course, continuous along this surface and the outgoing null rays are smooth, as can be seen by regulating the thin shell to have a small but finite thickness, as was discussed in section 2. Further, these jumps in the outgoing null rays can be removed by deforming the Penrose diagrams to the future or the past of the shell, but the undeformed figures are simpler to construct and we found that they provide a useful intuitive picture of the geometry.

In order to translate the bulk results into boundary quantities, it is useful to work in terms of the dimensionless variables (following [46]) defined as
\[ x \equiv \frac{r}{r_h}, \quad z \equiv \frac{L}{r_h}. \tag{3.11} \]

The temperature in eq. (3.7) can be recast in terms of $z$ as
\[ LT = \frac{1}{4\pi z} \left( d + k (d - 2) z^2 \right), \tag{3.12} \]
or alternatively, this expression can be inverted in order to express $z$ as a function of $LT$,
\[ z = \frac{d}{\sqrt{4\pi^2(LT)^2 - (d - 2)d k + 2\pi LT}}. \tag{3.13} \]

Note that for the planar case (i.e., $k = 0$), this expression simplifies $z = d/(4\pi LT)$. Now any result that depends on $z$ can be regarded as a boundary quantity defined in terms of $LT$ with eq. (3.13).

Further, following the notation in [46], it is useful to define a dimensionless tortoise coordinate. We write
\[ x^*(x, z) \equiv \frac{r_h}{L^2} r^*(r) = -\int_x^\infty \frac{dx}{\tilde{f}(x, z)}, \tag{3.14} \]
where \[ \tilde{f}(x, z) = z^2 f(r, r_h), \]
where $\tilde{f}(x, z)$ is the blackening factor written in terms of the dimensionless coordinates $x$ and $z$ and rescaled by $z^2$. That is, combining eqs. (3.2), (3.3), (3.6) and (3.11), we find

$$v < 0 : \quad \tilde{f}_{\text{vac}}(x, z) = x^2 + k z^2,$$

$$v > 0 : \quad \tilde{f}_{\text{BH}}(x, z) = x^2 + k z^2 - \frac{1 + k z^2}{x^{d-2}}.$$  \hfill (3.15)

We note that for the planar case (i.e., $k = 0$), $\tilde{f}(x, z)$ is actually independent of $z$.

### 3.1 Complexity=Action

The CA proposal (1.2) suggests that we can calculate the complexity of the CFT state on some time slice $\Sigma$ in the boundary by evaluating the action of the dual gravitational
configuration on the corresponding WDW patch in the bulk. We have already intro-
duced the null fluid and gravitational actions in section 2 — see eqs. (2.9) and (2.16).
Further in section 2.2, we showed that in the limit of a thin collapsing shell of null
fluid, the WDW action is given by the sum of the actions separately evaluated on the
portion of the WDW patch outside of the shell and on the portion inside the shell. As
we will see below, this greatly simplifies the calculation since the spacetime geometry
is stationary in each of these regions.

Let us begin by examining in more detail the structure of the WDW patch, as
shown in the Penrose-like diagrams of the collapsing geometries in figure 2. We anchor
the WDW patch to a constant time slice in the boundary, with some \( t = t_0 \geq 0 \) —
recall that the collapsing shell starts at the asymptotic boundary at \( t = 0 \). The future
null boundary of the WDW patch is then defined by the surface \( v = t_0 \) — see eqs. (3.9)
and (3.10) — and this boundary segment terminates at the curvature singularity at
\( r = 0 \). The past null boundary of the WDW patch is defined by \( u = t_0 = v - 2r^*_{\text{BH}}(r) \),
where the outgoing null coordinate is defined in eq. (3.10). However, at this point, we
must recall from eq. (3.8) that the definition of the radial tortoise coordinate \( r^*(r) \), and
hence the null coordinate \( u \), depends on whether we are to the future or the past of
the collapsing shell. The null boundary of the WDW patch meets the collapsing shell
at \( r = r_s \) which is given by

\[
2r^*_{\text{BH}}(r_s) + t_0 = 0, \tag{3.16}
\]

where we are using the tortoise coordinate defined for \( v \geq 0 \), and it will be useful in
the following to note that

\[
\frac{dr_s}{dt_0} = -\frac{1}{2} f_{\text{BH}}(r_s). \tag{3.17}
\]

Now \( v \) and \( r \) are continuous as we cross the collapsing shell, but since the form of the
tortoise coordinate changes here, there is a jump in \( u \) (and in our Penrose diagrams).
Hence to the past of the shell, the past boundary of the WDW patch is described by
\( u = -2r^*_{\text{vac}}(r_s) = v - 2r^*_{\text{vac}}(r) \), which then reaches \( r = 0 \) at \( v = 2r^*_{\text{vac}}(0) - 2r^*_{\text{vac}}(r_s) \). In
this description of the WDW patch, we have overlooked various cut-off surfaces, \( e.g. \),
at the UV boundary or at the curvature singularity, but these details will be the same
as in [34].

In our Vaidya geometry with an infinitely thin shell, the surface \( v = 0 \) naturally
divides the WDW patch into two regions: 1) for \( v < 0 \), the geometry is simply the AdS
crystal, and 2) for \( v > 0 \), the geometry matches that of a static AdS black hole. In
section 2.2, we smoothed out the geometry by giving the shell a (small) finite width
and we were able to rigorously show that the action of the shell (within the WDW
patch) vanishes when the width shrinks to zero. Hence in evaluating \( I_{\text{WDW}} \), we can
simply calculate the action on regions 1 and 2 separately, and then simply add the results together.

### 3.1.1 Action Calculation

The evaluation of the action (2.16) on the WDW patch was carefully analyzed in [33], and in calculating the various contributions below. The bulk integral can be written in the $r, v$ coordinates as

$$I_{\text{bulk}} = -\frac{d\Omega_{k,d-1}}{8\pi L^2 G_N} \int_{WDW} r^{d-1} dr \, dv,$$  

(3.18)

with the WDW patch as described above — see also figure 2. Integrating over $v$ first, yields

$$I_{\text{bulk}} = -\frac{d\Omega_{k,d-1}}{8\pi L^2 G_N} \left[ \int_0^{r_s} r^{d-1}(2r_v^*(r_s) - 2r_v^*(r) + t_0)dr - 2\int_{r_s}^\infty r^{d-1}r_v^*(r)dr \right].$$  

(3.19)

Using eq. (3.17) for $dr_s/dt_0$, it is possible to show that the time derivative of this integral becomes

$$\frac{dI_{\text{bulk}}}{dt_0} = -\frac{d\Omega_{k,d-1}}{8\pi L^2 G_N} r_s^d \left( 1 - \frac{f_{BH}(r_s)}{f_{vac}(r_s)} \right).$$  

(3.20)

We can write the above expression in terms of the black hole mass using eq. (3.5) and $d > 2$, which then leads to

$$\frac{dI_{\text{bulk}}}{dt_0} = -\frac{2M}{(d - 1)} \frac{x_s^2}{(d^2 + x^2_s)},$$  

(3.21)

where we have used the dimensionless coordinate $x_s \equiv r_s/r_h$.

We evaluate the GHY boundary term at the future singularity with the prescription discussed in [34], but with total time lapse equal to $t_0$. Therefore,

$$I_{\text{GHY}} = \lim_{r \to 0} \frac{\Omega_{k,d-1}}{16\pi G_N} r^{d-1} \left( \partial_r f_{BH}(r) + \frac{2(d - 1)}{r} f_{BH}(r) \right) t_0$$

$$\frac{dI_{\text{GHY}}}{dt_0} = \frac{d\Omega_{k,d-1}}{16\pi G_N} \omega^{d-2} = \frac{dM}{(d - 1)}. $$  

(3.22)

As usual, we demand that the null boundaries are affinely parametrized, which yields $\kappa = 0$. Hence the null surface terms do not contribute to the WDW action or its time derivative.

The only nonvanishing joint contributions to the time derivative of the holographic complexity arise where the past null boundary intersects with the collapsing shell, as
indicated by the two big red dots in figure 2. These joints are codimension-two surfaces at the intersection of two null hypersurfaces, and so we need to define the appropriate null normals. The null normal for the past boundary of the WDW patch was defined quite generally in eq. (2.21). For the present geometry described by eqs. (3.2) and (3.3), this expression becomes

\[
k_\mu dx^\mu = \begin{cases} 
\alpha (-dv + \frac{2}{f_{BH}(r)} dr) & \text{for } r > r_s , \\
\tilde{\alpha} (-dv + \frac{2}{f_{vac}(r)} dr) & \text{for } r < r_s .
\end{cases}
\] (3.23)

As we are dividing the WDW patch into two regions along the collapsing shell, we also need to introduce two (outward-directed) null normals which we denote

\[
v > 0 : \quad k_2^\mu dx^\mu = -\beta dv , \\
v < 0 : \quad k_1^\mu dx^\mu = \beta dv ,
\] (3.24)

where \( \beta \) is some arbitrary normalization constant. \(^{19}\) Combining the two joint contributions of interest then yields

\[
I_{\text{joint}} = \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{2\beta \alpha}{f_{BH}(r_s)} - \frac{\Omega_{k,d-1}}{8\pi G_N} r_s^{d-1} \log \frac{2\beta \tilde{\alpha}}{f_{vac}(r_s)}
\]

\[
= \frac{\Omega_{k,d-1} r_s^{d-1}}{8\pi G_N} \log \left[ \frac{\alpha f_{vac}(r_s)}{\tilde{\alpha} f_{BH}(r_s)} \right] .
\] (3.25)

However, at this point we recall that if we demand that \( \kappa = 0 \) all along this past boundary, then the normalization constant \( \tilde{\alpha} \) must be fixed as in eq. (2.29), which yields

\[
\tilde{\alpha} = \alpha \frac{f_{vac}(r_s)}{f_{BH}(r_s)} ,
\] (3.26)

for the present situation. However, we easily see that substituting this result into eq. (3.25) yields \( I_{\text{joint}} = 0 \)! Of course, this result might have been anticipated by realizing that the past null boundary is perfectly smooth and so without our division of the WDW patch into various regions the only way in which this boundary could contribute to \( I_{\text{WDW}} \) would be through the \( \kappa \) surface term. However, if we demand that \( \kappa = 0 \) everywhere along this boundary, then all of the contributions coming from this surface must vanish. Of course, since \( I_{\text{joint}} \) vanishes, it will not contribute to the time derivative of the WDW action.

\(^{19}\) We can compare these normals to those in eq. (2.18) for the edges of the finite-width shell.
3.1.2 Time Dependence of Complexity, Version 1

Hence combining all of the terms in eq. (2.16), we found that there are only two nonvanishing contributions to the time derivative of the WDW action. These come from the bulk integral in eq. (3.20), and GHY surface term on the spacelike boundary at the future singularity in eq. (3.22). Combining these two expressions, we find (for $d > 2$)

$$
\frac{dC_A}{dt_0} = \frac{d - 2}{d - 1} \frac{M}{\pi} \left( 1 + \frac{2}{d - 2} \frac{kz^2}{kz^2 + x_s^2} \right). \tag{3.27}
$$

For $k = 0$, this expression simplifies and the rate of growth of the complexity is simply a constant,

$$
\frac{dC_A}{dt_0} \bigg|_{k=0} = \frac{d - 2}{d - 1} \frac{M}{\pi}. \tag{3.28}
$$

However, we observe that this growth rate is much lower than the late time limit found in an eternal black hole background $[29, 30]$ i.e., $dC_A/dt_0|_{\text{eternal}} = 2M/\pi$ as $t_0 \to \infty$.

For $k = +1$, the rate acquires a time dependence through the coordinate $x_s$. At early times, $x_s$ is close to the boundary, i.e., $x_s \to \infty$ as $t_0 \to 0$, and hence the rate of change in eq. (3.27) starts at the same value of the planar geometry (3.28). On the other hand, at very late times, the meeting point approaches the horizon, i.e., $x_s \to 1$ as $t_0 \to \infty$ and hence the growth rate approaches

$$
\frac{dC_A}{dt_0} \bigg|_{\text{late time}} = \frac{d - 2}{d - 1} \frac{M}{\pi} \left( 1 + \frac{2}{d - 2} \frac{kz^2}{kz^2 + 1} \right). \tag{3.29}
$$

Hence for spherical black holes (i.e., $k = +1$), the late time limit yields a slightly larger growth rate that in the planar case. For very high temperatures, the increase is very small since in this regime the horizon radius is much larger than the AdS curvature scale and hence $z = L/r_h \ll 1$. The correction is largest at the Hawking-Page transition, for which $z = 1$ and we find $dC_A/dt_0 = M/\pi$ at late times. Hence the late time limit in eq. (3.29) is always smaller than the corresponding result $[29, 30]$ for the eternal black hole geometry with any $d$ and for both $k = 0$ and +1. This mismatch may seem somewhat surprising since at late times, the WDW patch in figure 2 is almost entirely in region 2, where the geometry matches that of a static black hole, as given in eq. (3.3). Further, the above expressions suggest that the rate vanishes for $d = 2$.

Strictly speaking the previous calculations must be redone for the case of BTZ black holes, but the new calculations reproduce $dC_A/dt_0 = 0$ for $d = 2$ — see below.

We will see in a moment that adding the boundary counterterm (2.30) to the gravitational action restores the expected late time limit, however, we first examine the late and early time limits in more detail. In eq. (3.27), we have written the rate of
complexity growth in terms of dimensionless boundary quantities. Hence, it is useful to write eq. (3.16) as an equation determining \( x_s \) as a function of the time (normalized by the temperature),

\[
2 x_{\text{BH}}^* (x_s, z) + \frac{4 \pi T t_0}{d + k z^2 (d - 2)} = 0,
\]

where \( x_{\text{BH}}^* \) is given by eq. (3.14) with \( \bar{f}_{\text{BH}}(x, z) \) in eq. (3.15). Again, the dynamical variable in the problem is the (dimensionless) distance \( x_s \), that ranges from infinity (i.e., close to the asymptotic boundary) at early times, to one (i.e., close to the event horizon) at late times.

**Early times:** We begin by examining the early time behaviour of the meeting point \( x_s \), i.e., immediately after the shell appears with \( T t_0 \ll 1 \). Again, we restrict the analysis to \( d \geq 3 \) and consider \( d = 2 \) separately below. From eq. (3.30), we can expand \( x_s \) for early times to find

\[
2 x_s = \frac{d + (d - 2) k z^2}{2 \pi} \frac{1}{T t_0} - \frac{2 \pi k z^2}{3 d + (d - 2) k z^2} T t_0 + \mathcal{O}(T^3 t_0^3) .
\]

(3.31)

Substituting the above expression into eq. (3.27) then yields

\[
\frac{d C_A}{d t_0} \bigg|_{\text{early time}} = \frac{d - 2}{d - 1} M + 8 \pi M \left( \frac{k z^2}{d + (d - 2) k z^2} \right) T^2 t_0^2 + \mathcal{O}(T^4 t_0^4) .
\]

(3.32)

Hence to leading order, we recover the limit given by eq. (3.28) and above, we see that the rate begins to grow at order \((T t_0)^2\).

**Late times:** To examine the late time behaviour, we follow the arguments in [46]. Suppose that we rewrite the rescaled blackening factor by factoring out the root corresponding to the horizon. In this way, we find

\[
\tilde{f}(x) = \tilde{F}(x)(x - 1) , \quad \text{where} \quad \tilde{F}(x = 1) = d + k(d - 2) z^2.
\]

(3.33)

In the second expression, we have used eq. (3.12) to evaluate the function \( \tilde{F}(x = 1) \) at the horizon. At late times \( x_s \) approaches 1, and we can solve the meeting condition in eq. (3.30) in this limit by using the decomposition

\[
\frac{1}{f(x, z)} = \frac{1}{\tilde{F}(1)(x - 1)} + \frac{\tilde{F}(1) - \tilde{F}(x)}{\tilde{F}(1) \tilde{F}(x)(x - 1)} .
\]

(3.34)

\^The corrections in eqs. (3.31) and (3.46) are slightly different for \( d = 3 \). In particular, we find \( x_s(d = 3) = \frac{3 + k z^2}{2 \pi} \frac{1}{T t_0} - \frac{2 \pi k z^2}{3(d + k z^2)} T t_0 + \frac{\pi^2 (1 + k z^2)}{(3 + k z^2)^2} (T t_0)^2 + \mathcal{O}(t_0^3 T^3) \), and \( \frac{d C_A}{d t_0} \bigg|_{d = 3} = \frac{2 M}{\pi} \left( \frac{1}{2} + \frac{2 \pi^2 (1 + k z^2 + 1)}{(3 + k z^2)^2} T^3 t_0^3 + \mathcal{O}(t_0^5 T^6) \right) \). Note the additional \( \mathcal{O}(T^2 t_0^2) \) term in the first expression while the \( \mathcal{O}(T^3 t_0^3) \) correction vanishes in the second expression.
Then we can write the tortoise coordinate as
\[ x^*(x) = \frac{1}{\tilde{F}(1)} \log \frac{|x - 1|}{\tilde{\ell}} + \int x \frac{\tilde{F}(1) - \tilde{F}(\tilde{x})}{\tilde{F}(1)\tilde{F}(\tilde{x})(\tilde{x} - 1)}, \tag{3.35} \]

and \(\tilde{\ell}\) is some integration constant. With this decomposition, we can solve eq. (3.30) for late times
\[ x_s = 1 + c_1 e^{-2\pi T t_0} + \cdots, \tag{3.36} \]

and the constant \(c_1\) is given by
\[ c_1 = \lim_{x_{\text{max}} \to \infty} (x_{\text{max}} - 1) e^{\int_{x_{\text{max}}}^{1} \frac{\tilde{F}(1) - \tilde{F}(\tilde{x})}{\tilde{x}(\tilde{x} - 1)}}, \tag{3.37} \]

which is a (finite) positive constant.

Substituting eq. (3.36) into the growth rate (3.27), the late time limit becomes
\[ \left. \frac{dC_A}{dt} \right|_{\text{late time}} = \frac{M (d - 2 + dkz^2)}{\pi(d - 1)(kz^2 + 1)} - \frac{4c_1 M kz^2}{\pi(d - 1)(kz^2 + 1)^2} e^{-2\pi t_0 T} + \mathcal{O}(e^{-4\pi T t_0}). \tag{3.38} \]

The first term matches our previous expression (3.29) for the late time limit. The second term shows that the limiting growth rate is approached from below, and that this behaviour corresponds to an exponential decay controlled by the thermal length scale, i.e., \(1/T\).

In fact, given the expression in eq. (3.27), it is not hard to show that the growth rate (for \(k = +1\)) begins at \(t_0 = 0\) with value given in eq. (3.28) and then rises monotonically to reach the late-time rate (3.29) in a time of order \(t_0 \sim 1/T\). Further, it is straightforward to explicitly evaluate eq. (3.27) and plot \(dC_A/dt_0\) as a function of time in various examples. Below in figures 3 and 4, we show the growth rates (both without and with the counterterm) for various temperatures with \(d = 2\), and with \(d = 3\) and \(4\), respectively.

### 3.1.3 Time Dependence of Complexity, Version 2

Next, we wish to examine the effect of adding the counterterm (2.30) for null boundaries to the gravitational action. Recall that for an eternal black hole background, adding this counterterm did not affect the late-time rate of growth of the holographic complexity but it did change the details of the transient behaviour in the time evolution [46].

In principle, this term should be evaluated on both the future and past null boundaries of the WDW patch — see figure 2. However, the future boundary is entirely in region 2, where the geometry is identical to that of the eternal black hole. In particular, in this region, the time \(t\) is a Killing coordinate and so the contribution of the
counterterm on the future boundary is unchanged under time translations. That is, on this boundary, the counterterm does not contribute to the complexity growth rate.

Therefore we only evaluate the counterterm on the past null boundary $B_{\text{past}}$. This calculation was discussed in section 2.3 and the required integral is given by eqs. (2.32) and (2.34). For the present case, the limits of integration are $r_{\text{max}} = L^2/\delta$ and $r_{\text{min}} = 0$. Hence the result in eq. (2.36) becomes

$$I_{ct} = \frac{\Omega_{k,d-1}}{8\pi G_N} \frac{L^2(d-1)}{\delta^{d-1}} \log \left( \frac{(d-1)\ell_{ct} \delta}{L^2} \right) + \frac{1}{d-1} + \frac{\Omega_{k,d-1}}{8\pi G_N} \int_{s}^{d-1} \log \left( \frac{f_{\text{vac}}(r_s)}{f_{\text{BH}}(r_s)} \right),$$

(3.39)

where implicitly we have assumed that $\kappa = 0$ and so the normalization constant $\tilde{\alpha}$ is fixed by eq. (2.29). The first term above contributes to the UV divergences in the complexity [35, 81] and is independent of $t_0$. Hence only the second term contributes to the growth rate through the variation of $r_s$, the radius where the past boundary meets the null shell. In particular, we recall from eq. (3.17) that

$$\frac{dr_s}{dt_0} = -\frac{1}{2} f_{\text{BH}}(r_s).$$

(3.40)

As a result, the time derivative of eq. (3.39) becomes

$$\frac{dI_{ct}}{dt_0} = -\frac{\Omega_{k,d-1}(d-1)}{16\pi G_N} r_s^{d-2} f_{\text{BH}}(r_s) \log \left( \frac{f_{\text{vac}}(r_s)}{f_{\text{BH}}(r_s)} \right) - \frac{\Omega_{k,d-1}}{16\pi G_N} r_s^{d-1} f_{\text{BH}}(r_s) \left[ \frac{f_{\text{vac}}'(r_s)}{f_{\text{vac}}(r_s)} - \frac{f_{\text{BH}}'(r_s)}{f_{\text{BH}}(r_s)} \right].$$

(3.41)

Expressing this result in terms of the dimensionless quantities (3.11) then yields

$$\frac{dI_{ct}}{dt_0} = \frac{d M}{d-1} \left( 1 - \frac{2 k z^2}{x_s^2 + k z^2} \right) + \frac{M x_s^{d-2} f_{\text{BH}}(x_s, z)}{\pi(1 + k z^2)} \log \left( \frac{f_{\text{BH}}(x_s, z)}{f_{\text{vac}}(x_s, z)} \right),$$

(3.42)

using eq. (3.6) for the mass, and the expression for $\tilde{f}(x, z)$ in eq. (3.15).

Hence when the action (2.16) is supplemented by the counterterm (2.30), the total time derivative of the holographic complexity is given by combining the expressions in eqs. (3.20), (3.22) and (3.41). Alternatively, we can simply add eq. (3.42) to the previous result in eq. (3.27), which yields

$$\frac{dC_A'}{dt_0} = \frac{2 M}{\pi} + \frac{M x_s^{d-2} f_{\text{BH}}(x_s, z)}{\pi(1 + k z^2)} \log \left( \frac{f_{\text{BH}}(x_s, z)}{f_{\text{vac}}(x_s, z)} \right),$$

(3.43)

for $t_0 \geq 0$. The most striking feature of the new result is that at late times, the new rate approaches the expected limit, i.e., $dC_A'/dt_0|_{t_0 \to \infty} = 2M/\pi$ [29, 30]. In particular,
as \( t_0 \to \infty \), \( r_s \) approach the horizon sending the blackening factor \( f_{\text{BH}}(r_s) \) to zero (\( i.e., \) at late times, \( x_s \to 1 \) and \( f_{\text{BH}}(x_s \to 1, z) \to 0 \)) and hence the second term in the above expression vanishes.

Further we note that at \( t_0 = 0 \), \( r_s \) begins at asymptotic infinity. As \( t_0 \) increases from zero, \( r_s \) decreases monotonically — see eq. (3.40) — and at late times, \( r_s \to r_h \). Using the explicit form of the blackening factors in eqs. (3.2) and (3.3), it is also straightforward to show that the second term in eq. (3.43) is always negative and that \( \frac{d^2 \mathcal{C}_A'}{dt_0^2} \geq 0 \). Therefore \( \frac{d \mathcal{C}_A'}{dt_0} \) is monotonically increasing and approaches the late time limit from below. These features contrast with the corresponding results for the eternal black hole [46], and as previously noted in [47], for the process of black hole formation, \( \frac{d \mathcal{C}_A'}{dt_0} \) respects the proposed bound on the rate of complexity growth suggested in [29, 30], \( i.e., \) \( \frac{d \mathcal{C}_A'}{dt_0} \leq 2M/\pi \).

We observe that for \( k = 0 \), eq. (3.43) simplifies somewhat yielding

\[
\frac{d \mathcal{C}_A'}{dt_0} = \frac{2M}{\pi} - \frac{M}{\pi} \left( \frac{x_s^d}{x_s} - 1 \right) \log \left( \frac{x_s^d}{x_s} - 1 \right),
\]

where \( x_s \) is given by

\[
\left( \frac{1}{x_s^d - 1} \right)^{1/d} _2 F_1 \left( \frac{2}{d}, \frac{d-1}{d} \mid 1 + \frac{1}{x_s^d - 1} \right) = \frac{2\pi T t_0}{d}.
\]

Next let us apply the previous analysis for early and late times to evaluate the behaviour of the complexity evaluated with the modified action. In both cases, we focus on \( d \geq 3 \) and consider the special case \( d = 2 \) in detail afterwards.

**Early times:** Here, we apply eq. (3.31) to evaluate the complexity growth rate in eq. (3.43) for \( T t_0 \ll 1 \),

\[
\left. \frac{d \mathcal{C}_A'}{dt_0} \right|_{\text{early time}} = \frac{2M}{\pi} \left( \frac{1}{2} + \frac{(2\pi)^d}{4} \frac{1 + k z^2}{(d + (d - 2) k z^2)} T^{d/2} t_0^d + \mathcal{O} \left( T^{d+2} t_0^{d+2} \right) \right).
\]

Therefore, we see that for \( d \geq 3 \), the early time behavior is given by \( M/\pi \), for both spherical and planar black holes, \( i.e., \)

\[
\left. \frac{d \mathcal{C}_A'}{dt_0} \right|_{t_0 \to 0^+} = \frac{M}{\pi}.
\]

That is, the rate of growth of the holographic complexity begins at precisely one-half the late time limit. Recall that in [46], it was found that for the eternal black hole, \( \frac{d \mathcal{C}_A}{dt_0} \) remained zero up to a critical time, at which point it became negatively divergent.

\[21\text{Recall that we are focusing on } k = 0 \text{ and } +1 \text{ in this discussion.}\]
The rate then quickly rose to positive values but this transient behaviour depended on the choice of the normalization constant $\alpha$. In the bulk, this transition corresponds to the moment when the past boundary of the WDW patch lifts off from the white hole singularity and the past null boundaries begin to meet at a joint above the past singularity.

**Late time expansion:** Next we apply eq. (3.36) to evaluate the late time expansion of the growth rate in eq. (3.43),

$$\frac{dC_A'}{dt_0}\bigg|_{\text{late time}} = \frac{2M}{\pi} - 2M \frac{d + (d - 2) k z^2}{(1 + k z^2)} e^{-2\pi T t_0} T t_0 + \cdots.$$  

(3.48)

As argued above, we see that the late time limit is approached from below. Further, this behaviour is an exponential decay controlled by the thermal length scale, i.e., $1/(2\pi T)$. A similar exponential decay is found in the eternal black hole geometry but there the late time limit is approached from above [46].

**Examples:**

We turn our attention to numerically evaluating eq. (3.43) in $d = 3$ and $d = 4$ with $k = +1$, as well as investigating the special case of $d = 2$ where the collapse forms a BTZ black hole. We start with the latter, for which the coordinate $x_s$ can be determined analytically as a function of time.

$d = 2$: For $d = 2$, the collapsing shell produces a BTZ black hole with [85, 86]

$$f_{\text{BH}}(r) = \frac{(r^2 - r_h^2)}{L^2}.$$  

(3.49)

Hence the corresponding dimensionless blackening factor (3.15) simplifies to $\tilde{f}_{\text{BH}}(x) = x^2 - 1$ for $\nu > 0$. The physical parameters describing the BTZ geometry are

$$M = \frac{\Omega_{k,1} r_h^2}{16\pi G_N L^2}, \quad T = \frac{r_h}{2\pi L^2}, \quad S = \frac{\Omega_{k,1} r_h}{4G_N} = \frac{\pi}{6} c \Omega_{k,1} L T,$$  

(3.50)

where $c = 3L/(2G_N)$ is the central charge of the boundary CFT. The choices $k = 0$ and 1 correspond to the Ramond and Neveu-Schwarz vacuum, respectively, of the boundary theory [87]. While in principle, the results for the Ramond vacuum are already described by eqs. (3.44) and (3.45) above, we consider both possibilities in the following.\(^{22}\) Eq. (3.30) simplifies with $d = 2$, and we can solve for $x_s$ analytically,

$$x_s = \coth(\pi T t_0).$$  

(3.51)

\(^{22}\)Recall that the ground state energy vanishes for the Ramond vacuum, but for the Neveu-Schwarz vacuum, it is negative: $E_{R,0} = -1/(8\pi G_N) = -c/(12\pi L)$.
First, we analyze the rate of change of complexity for BTZ black holes without the inclusion of the counterterm. The rate of change is then given by summing eqs. (3.20) and (3.22),

\[
\frac{dC_A}{dt_0} = -\frac{M}{\pi} \frac{2kz^2(x_s^2 - 1)}{x_s^2 + kz^2}.
\] (3.52)

There are differences in the rate of change of BTZ in comparison to the higher dimensional cases \((d > 2)\) in eq. (3.27). First, for a collapse of the Ramond vacuum \((k = 0)\), the rate of change is exactly zero!

Further, for the collapse from the Neveu-Schwarz vacuum \((k = +1)\), the rate of change begins with negative values,

\[
\frac{dC_A}{dt_0} \bigg|_{\text{early time}} = -\frac{2Mkz^2}{\pi} + 2Mkz^2\pi(1 + kz^2)T^2t_0^2 + \mathcal{O}(T^4t_0^4).
\] (3.53)

In fact, the time derivative never becomes positive and instead approaches the late time limit \((i.e., 0)\) from below,

\[
\frac{dC_A}{dt_0} \bigg|_{\text{late time}} = -\frac{8kz^2M}{\pi(1 + kz^2)} e^{-2\pi T t_0} + \mathcal{O}(e^{-4\pi T t_0}).
\] (3.54)

We show the full profile of the rate of change of complexity for various temperatures in the left panel of figure 3.

Next, we evaluate the rate of change of complexity including the contribution of the boundary counterterm. Continuing with either \(k = 0\) or 1, we have \(\tilde{f}_{\text{vac}}(x) = x^2 + kz^2\) from eq. (3.15). The time derivative of complexity then reads

\[
\frac{dC'_A}{dt_0} = \frac{2M}{\pi} - \frac{M}{\pi} \frac{(x_s^2 - 1) \log \left(\frac{x_s^2 + kz^2}{x_s^2 - 1}\right)}{x_s^2 + kz^2}.
\] (3.55)

Using eq. (3.51) for the early time limit \((i.e., x_s \to \infty)\), eq. (3.55) yields

\[
\frac{dC'_A}{dt_0} \bigg|_{t_0 \to 0^+} = \frac{M}{\pi} \left(1 - \frac{k}{4\pi^2 L^2 T^2}\right),
\] (3.56)

where we substituted \(z = 1/(2\pi LT)\), from eq. (3.12) with \(d = 2\). Recall that for higher dimensional black holes \((i.e., with d \geq 3)\), this limit was always \(M/\pi\), as shown in eq. (3.47). The above result matches this previous limit for the Ramond vacuum \((k = 0)\), but for the Neveu-Schwarz vacuum \((k = 1)\), the initial rate is reduced by a factor depending on the temperature. Notice that the correction factor \((i.e., the factor in brackets) in eq. (3.56) is positive above the Hawking-Page transition \((i.e., for 2\pi LT > 1)\), and it vanishes at precisely \(2\pi LT = 1\).
Figure 3: The growth rate for the complexity, evaluated without (left) and with (right) the boundary counterterm in $d = 2$. In both plots we have the collapse from Neveu-Schwarz vacuum (i.e., $k = +1$) with temperatures $LT = 0.16$ (blue, solid), $LT = 0.25$ (orange dashed) and $LT = 1.0$ (green dot-dashed). The collapse from Ramond vacuum (i.e., $k = 0$) is shown in red. For the NS vacuum, the growth rate always starts at different values for different temperatures, as given by eq. (3.53) (left) and eq. (3.56) (right). In both cases, the high temperature limit of the NS collapse approaches the Ramond collapse. At late times, independent of the temperature, the rate of change approaches zero on the left, and $2M/\pi$ on the right.

In the late time limit, combining eqs. (3.51) and (3.55) yields
\[
\frac{dC'_A}{dt_0} = \frac{2M}{\pi} \left( 1 - 4\pi T t_0 e^{-2\pi T t_0} + \cdots \right). \tag{3.57}
\]
Hence the growth rate approaches its late time value from below in more or less the same way as in eq. (3.48) for higher dimensions.

We show the full time evolution of $dC'_A/dt_0$ for a range of temperatures beginning with the Neveu-Schwarz vacuum (i.e., $k = +1$) in figure 3. For small temperatures, it starts at a different rate from the higher dimensional examples, as shown in eq. (3.56), but the rate starts at approximately $M/\pi$ for higher temperatures. In addition, the rate of growth increases monotonically from the initial rate and the late time limit is approached from below as well. Further, the $dC'_A/dt_0$ essentially reaches $2M/\pi$ at a time $t_0 \sim 1/T$

$d = 3$: Next, we turn our attention to evaluating numerically the growth rate of complexity with a spherical collapsing shell in $d = 3$. The dimensionless tortoise coordinate given by eq. (3.14) reads
\[
x^*_{BH}(x, z) = \sqrt{4kz^2 + 3} \left( 2\log \left( \frac{|x-1|}{\sqrt{k^2 + z^2 + x^2 + 1}} \right) + (4kz^2 + 6) \tan^{-1} \left( \frac{2x+1}{\sqrt{4k^2 + 3}} \right) \right) \tag{3.58}.
\]
We can then solve numerically the transcendental equation (3.30) for \( x_s \), and evaluate eq. (3.43).

We show the time dependence of both \( dC_\lambda/dt_0 \) and \( dC_\lambda'/dt_0 \) for the spherical boundary geometry (i.e., \( k = +1 \)) in the left panel of figure 4 for several temperatures. Recall that \( z \) is determined in terms of \( LT \) by eq. (3.13). As discussed above, \( dC_\lambda'/dt_0 \) (with the counterterm) approaches \( 2M/\pi \) from below at late times and starts with \( M/\pi \) immediately after the shell is injected from the boundary. For \( dC_\lambda/dt_0 \) (without the counterterm), the late time limit is much lower (i.e., it does not match that found with eternal black holes) and depends on the value of the temperature, as in eq. (3.29).

\( d = 4 \): For \( d = 4 \), the relevant dimensionless tortoise coordinate in eq. (3.14) reads

\[
x_{BH}^*(x, z) = -\frac{1}{2kz^2 + 4} \left[ \sqrt{kz^2 + 1} \left( \pi - 2 \tan^{-1} \left( \frac{x}{\sqrt{kz^2 + 1}} \right) \right) - \log \left( \frac{x - 1}{x + 1} \right) \right].
\]

(3.59)

Therefore, we can solve numerically eq. (3.30) for the meeting point \( x_s \), which then allows us to evaluate the complexity growth rates with and without the inclusion of the boundary counterterm (2.30) in eqs. (3.43) and (3.27), respectively. Recall that \( z \) is determined in terms of \( LT \) by eq. (3.13). We show \( dC_\lambda/dt_0 \) and \( dC_\lambda'/dt_0 \) for several temperatures (and the spherical geometry with \( k = +1 \)) in the right panel of figure 4. Again, as discussed above, we see that when the counterterm is included, \( dC_\lambda'/dt_0 \) starts with \( M/\pi \) at \( t_0 = 0 \) and rises monotonically to \( 2M/\pi \) at late times. Without the counterterm, the late time growth rate does not match the eternal black hole geometry, and it depends on the temperature, as given by eq. (3.29).

### 3.2 Complexity=Volume

In this section, we evaluate the holographic complexity following the CV conjecture (1.1) for the same Vaidya spacetime describing the formation of a black hole with the collapse of an infinitely thin shell of null fluid. Our calculations closely follow those in the CV section of [46]. The maximal volume surfaces take the form illustrated in figure 5.

We are again working with the Vaidya metric in eq. (2.1) with \( f_P(v) = \omega^{d-2}H(v) \), as in eq. (3.1). To find the maximal volume slices anchored to the boundary time slice at \( v = t_0 \), we must extremize the following

\[
\mathcal{V} = \Omega_{k,d-1} \int \mathcal{L} d\lambda = \Omega_{k,d-1} \int d\lambda r^{d-1} \sqrt{-F\dot{\bar{v}}^2 + 2\ddot{\bar{v}}},
\]

(3.60)

where we have taken advantage of the “rotational” symmetry to integrate out spatial boundary directions. The remaining radial direction on the (codimension-one) bulk
Figure 4: The growth rate for the complexity in $d = 3$ (left) and $d = 4$ (right) and spherical geometry ($k = +1$), evaluated without (red and orange curves) and with (blue and cyan curves) the boundary counterterm (2.30). In both cases, we evaluate the growth rate for temperatures $TL = 0.35$ (solid), $TL = 0.5$ (dashed) and $TL = 2.0$ (dot-dashed) in the left and $TL = 0.5$ (solid), $TL = 0.8$ (dashed) and $TL = 1.5$ (dot-dashed) in the right figure. In both dimensions, $d\mathcal{C}_\lambda/dt_0$ (without the counterterm) starts at the value of the planar rate of change given by eq. (3.32) and approaches the late time limit from below in eq. (3.29). The late time growth rate in this case is smaller than the one for the eternal black hole, and it depends on the temperature. With the inclusion of the counterterm, $d\mathcal{C}_\lambda'/dt_0$ starts at half of its late time limit, then it grows at times of the order of the thermal length, and approaches the eternal black hole bound from below.

surfaces is parameterized by $\lambda$ above and the surface is defined by its trajectory in the $rv$-plane, $(r(\lambda), v(\lambda))$.

Our metric is independent of the coordinate $v$ in each part of the spacetime, i.e., $v > 0$ and $v < 0$, separately. Hence, in each of these regions, we have the conserved “momentum,”

$$P = \frac{\partial L}{\partial \dot{v}} = \frac{r^{d-1}(\dot{r} - F \dot{v})}{\sqrt{-F \dot{v}^2 + 2}\ddot{v}}.$$  \hfill (3.61)

Now the expression in eq. (3.60) is invariant under reparametrizations of $\lambda$ and we make the following convenient gauge choice:

$$\sqrt{-F \dot{v}^2 + 2}\ddot{v} = r^{d-1}.$$  \hfill (3.62)

We can use this condition to simplify the $v$-momentum (3.61) as follows

$$P = \dot{r} - F \dot{v}.$$  \hfill (3.63)
We can then use eqs. (3.62) and (3.63) to express ˙\(r\) and ˙\(v\) in terms of \(r\) and \(P\)

\[
\dot{r} = \pm \sqrt{F(r)r^{2(d-1)} + P^2}, \\
\dot{v} = \frac{\dot{r} - P}{F(r)} = \frac{1}{F(r)} \left(-P \pm \sqrt{F(r)r^{2(d-1)} + P^2}\right),
\]

where in principle, either sign may play a role since \(r\) may be increasing or decreasing as we move along the surface. However, we will see that \(\dot{r}\) (as well as \(\dot{v}\)) will be positive in general for the solutions of interest, and \(P\) will be positive. Since \(P\) is not conserved in the full spacetime (due to the \(\mathcal{H}(v)\) in the profile (3.1)), it is convenient to have the full equations of motion:

\[
\ddot{v} = (d - 1)r^{2d-3} - \frac{\dot{v}^2}{2} \partial_r F, \\
\ddot{r} = \frac{\dot{v}^2}{2} \partial_r F + \frac{1}{2} \partial_v r^{(2d-2)} F,
\]

where we simplified these expressions using eq. (3.62). Here we see that \(\partial_r F\) only enters on the right-hand side of the equation for \(\ddot{r}\). Hence integrating eq. (3.65) over
an infinitesimal interval around the shell at \( v = 0 \), we conclude that \( \dot{v} \) is continuous across the shell while \( \dot{r} \) jumps discontinuously with

\[
\dot{r}_{\text{BH}}(r_s) = \dot{r}_{\text{vac}}(r_s) + \frac{\dot{v}(r_s)}{2} (f_{\text{BH}}(r_s) - f_{\text{vac}}(r_s)),
\]

where \( r_s \) denotes the value of the radial coordinate at which our extremal volume surface meets the collapsing shell. It is also useful to recast the \( \dot{r} \) equation as follows:

\[
\dot{r}^2 - \frac{F(r)}{r^2(d-1)} = P^2.
\]

This equation takes the form of a classical Hamiltonian constraint for a particle of mass \( m = 2 \) and with energy \( E = P^2 \) moving in a potential \( U(r) = -F(r)r^{2(d-1)} \). This gives us an intuitive picture to understand the evolution of the surface on either side of the collapsing shell. The effective potential is depicted in figure 6 for the black hole geometry. We see that depending on the value of \( P_{\text{BH}} \) certain values of \( r \) may not be accessed. It will be useful in what follows to keep in mind the maximal value of the black hole potential \( U_{\text{BH, max}} \equiv P_{\text{m}}^2 \) and the value \( r = r_m \) for which it is obtained. They are obtained by solving the following equations:

\[
\partial_r \left[ f_{\text{BH}}(r_m) r_m^{2(d-1)} \right] = 0, \quad P_m^2 = -f_{\text{BH}}(r_m) r_m^{2(d-1)}. \tag{3.68}
\]

The boundary conditions for our surface are determined as follows: In order for the extremal surfaces to avoid a conical singularity at \( r = 0 \), we require that \( \dot{t} = \dot{v} - \dot{r}/f = 0 \) there.\(^{24}\) Eq. (3.63) then fixes \( P_{\text{vac}} = 0 \), the conserved momentum in the vacuum part of the spacetime \( (v < 0) \). When the surface crosses the collapsing shell at \( r = r_s \), eq. (3.64) then determines

\[
\dot{r}_{\text{vac}}(r_s) = r_s^{d-1} \sqrt{f_{\text{vac}}(r_s)}, \quad \dot{v}(r_s) = \frac{r_s^{d-1}}{\sqrt{f_{\text{vac}}(r_s)}}, \quad \dot{r}_{\text{BH}}(r_s) = r_s^{d-1} \left( \frac{f_{\text{BH}}(r_s) + f_{\text{vac}}(r_s)}{2 \sqrt{f_{\text{vac}}(r_s)}} \right). \tag{3.69}
\]

Hence the value of the \( v \)-momentum and \( \dot{r} \) on the black hole side of the shell can be read from eqs. (3.63) and (3.66),

\[
P_{\text{BH}} = r_s^{d-1} \left( \frac{f_{\text{vac}}(r_s) - f_{\text{BH}}(r_s)}{2 \sqrt{f_{\text{vac}}(r_s)}} \right) = \frac{r_s \omega^{d-2}}{2 \sqrt{f_{\text{vac}}(r_s)}}, \quad \dot{r}_{\text{BH}}(r_s) = r_s^{d-1} \left( \frac{f_{\text{BH}}(r_s) + f_{\text{vac}}(r_s)}{2 \sqrt{f_{\text{vac}}(r_s)}} \right). \tag{3.70}
\]

\(^{23}\)Note that this picture also agrees with eq. (3.65), which away from the shell can be cast in the form: \( m \dot{r} = \partial_r U(r) \). Of course, we must keep in mind that both \( U(r) \) and \( E \) will jump discontinuously at \( r = r_s \) where the extremal surface crosses the shell.

\(^{24}\)We observe that this boundary condition yields \( \dot{t} = 0 \) throughout the vacuum region. Further, we note that while this boundary condition is obvious for \( k = +1 \), it is more subtle in the planar geometry with \( k = 0 \). In the latter case, we need to introduce a timelike regulator surface at some \( r = \epsilon_0 \) and consider the limit \( \epsilon_0 \to 0 \), as in [34].
Figure 6: Generic form of the potential $U(r) = -f_{BH}(r)r^{2(d-1)}$ (yellow curve) as a function of $r$ for black holes with $k = 1$ and $d \geq 3$, or for BTZ black holes in $d = 2$. The peak of the potential corresponds to $r_m$ (dashed gray line) and the corresponding energy $P^2_m$ (green line) is defined in eq. (3.68). The blue curve corresponds to the energy in the black hole side as a function of $r_s$ where the shell is crossed, for $k = 1$ and $d \geq 3$ or for BTZ black holes in $d = 2$ with the Neveu-Schwarz vacuum. The point where the yellow and blue curves meet indicates a change in the direction of the velocity $\dot{r}_{BH}(r_s)$.

To reach the asymptotic boundary we require $P^2_{BH} \geq P^2_m$. That is, $r_s$ should be larger than the value at the intersection of the blue and green curves — see inset.

The last boundary condition is that we are anchoring the extremal surface to the boundary time slice at $v = t_0 > 0$. Hence using eq. (3.64), we integrate from the shell to the asymptotic boundary

$$t_0 = \int_0^{t_0} dv = \int_\infty^{r_s} \frac{\dot{v}}{r} dr = \int_\infty^{r_s} \left(1 - \frac{P_{BH}}{\sqrt{f_{BH}(r)r^{2(d-1)} + P^2_{BH}}}\right) \frac{dr}{f_{BH}(r)}. \tag{3.71}$$

Now eqs. (3.70) and (3.71) relate the boundary time $t_0$, the momentum $P_{BH}$ in the black hole part of spacetime ($v > 0$), and the radius $r_s$ at which our extremal surface crosses the shell.

We can use these equations to prove that the momentum $P_{BH}$ on the black hole side is always positive. As a consequence the surfaces outside the black hole cross decreasing time slices. It is also easy to show that $P^2_{BH} - U(r)$ is in general positive, so that the Hamiltonian constraint (3.67) is consistent with $\dot{r}_{BH}^2 > 0$ and so we have
shown that the extremal surface is always able to cross the shell. Figure 6 depicts the effective potential \( U(r) = -f_{BH}(r) r^{2(d-1)} \) (yellow line) and also the effective energy \( P_{BH}^2 \) as a function of the crossing radius \( r_s \) (blue line), using eq. (3.70). We note that if the latter energy is below the peak of the potential, i.e., \( P_{BH}^2 < P_m^2 \) from eq. (3.68), then the trajectory cannot escape the potential barrier and terminates on the singularity at \( r = 0 \). A special point in the figure is where the yellow and blue curves meet — see inset. At that point \( \dot{r}_{BH}(r_s) \) vanishes and in fact, this is the point where the direction of \( \dot{r} \) is flipped. That is, \( \dot{r}_{BH}(r_s) \) is positive for larger values of \( r_s \), while it is negative for smaller values of \( r_s \) and the extremal surface is headed towards the singularity at \( r = 0 \) right after the crossing. In any event, we are only interested in extremal surfaces which reach the asymptotic boundary and so we require \( P_{BH}^2 \geq P_m^2 \).

We can see from eq. (3.71) that as the latter inequality is saturated the boundary time diverges, i.e., \( t_0 \to \infty \) when \( P_{BH}^2 \to P_m^2 \). This does not happen exactly at \( r_s = r_m \) but rather at a slightly lower value of \( r_s \) — see the inset in figure 6 where the energy \( P_{BH}^2(r_s) \) crosses \( P_m^2 \) (green line). To prove that the point for which the momentum is equal to \( P_m \) occurs with \( r_s < r_m \) we can use the following general argument: First we note from general consideration that \( \dot{r}_{BH} \) is a monotonic function of \( r_s \). In addition, we can check that \( \dot{r}_{BH}(r_s = r_m) \) is positive. To do that we use eq. (3.68) for \( r_m \)

\[
\frac{2r_m^2}{L^2} + 2k - \frac{\omega^{d-2}}{r_m^{d-2}} = \frac{2k}{d} ,
\]

as well as eq. (3.70) for the velocity \( \dot{r}_{BH} \) after the crossing

\[
\dot{r}_{BH}(r_s = r_m) = \frac{r_m^{d-2}}{2\sqrt{r_m^2/L^2 + 1}} \left( \frac{2r_m^2}{L^2} + 2k - \frac{\omega^{d-2}}{r_m^{d-2}} \right) = \frac{r_m^{d-2}k}{d\sqrt{r_m^2/L^2 + 1}} .
\]

The latter is strictly positive when \( k = 1 \) (and is exactly zero for \( k = 0 \)). In fact, the blue curve for \( k = 0 \) becomes a line of constant energy \( P^2 = P_m^2 \).

With the gauge choice in eq. (3.62), the maximal volume (3.60) becomes \( V = \Omega_{k,d-1} \int d\lambda r^{2d-2} \). We evaluate the latter as

\[
V = \Omega_{k,d-1} \left[ \int_0^{r_s} \frac{dr}{r} r^{2d-2} + \int_{r_s}^\infty \frac{dr}{r} r^{2d-2} \right]
\]

\[
= \Omega_{k,d-1} \int_0^{r_s} \frac{dr}{\sqrt{f_{\text{vac}}(r)}} + \Omega_{k,d-1} \int_{r_s}^{r_{\text{max}}} \frac{dr}{\sqrt{f_{BH}(r)r^{2(d-1)}} + P_{BH}^2} .
\]

and we have introduced the UV cutoff \( r_{\text{max}} \) to produce a finite volume. It is convenient
to use eq. (3.71) to re-express the second integral as follows

\[
\mathcal{V} = \Omega_{k,d-1} \left[ \int_0^{r_s} \frac{dr}{\sqrt{f_{\text{vac}}(r)}} + \int_{r_s}^{r_{\text{max}}} dr \left[ \frac{\sqrt{f_{\text{BH}}(r)} r^{2(d-1)} + P_{\text{BH}}^2}{f_{\text{BH}}(r)} - \frac{P_{\text{BH}}}{f_{\text{BH}}(r)} \right] + P_{\text{BH}} t_0 \right]. 
\]

(3.75)

We note that our expressions for the time and volume match those found in appendix A of [52] for the case of \(d = 2\) and \(r_h = L\).

With all this technology in hand, we are ready to compute the time derivative of the holographic complexity using eq. (1.1). It is straightforward to check that the continuity of \(\dot{v}\) across the shell implies that the contributions from differentiating the limits of integration vanish. Using again eq. (3.71), a second cancellation arises from the derivative of the momentum inside the second integral and in the last term of (3.75). We are finally left with

\[
\frac{d\mathcal{C}_V}{dt_0} = \frac{1}{G_N L} \frac{d\mathcal{V}}{dt_0} = \Omega_{k,d-1} \frac{\Omega_{k,d-1}}{G_N L} P_{\text{BH}}. 
\]

(3.76)

This surprisingly simple result bears some similarity to the expression for the rate of change of the volume complexity in the eternal black hole [46]. However, we note that the expression (3.70) relating the \(P_{\text{BH}}\) and \(r_s\) is different here than that relating the momentum and \(r_{\text{min}}\) there.

The above result (3.76) is implicit because in general it still requires solving eqs. (3.71) and (3.70) for \(P_{\text{BH}}\) (or equivalently \(r_s\)) given the boundary time \(t_0\). However, these equations are simply solved for the planar geometry with \(k = 0\) and one obtains

\[
P_{\text{BH}} = \frac{r_h^d}{2L}, \quad \frac{d\mathcal{C}_V}{dt_0} = \frac{8\pi M}{d-1}. 
\]

(3.77)

Hence for the planar geometry, holographic complexity begins growing as soon as \(t_0 > 0\) and the rate of growth is a fixed constant for all times. Further, this constant rate matches the late time rate of growth found for the eternal black hole in [28, 46]. Our results for the spherical geometry confirm that the interpretation presented in appendix A of [52] for BTZ black holes also holds in higher dimensions. Namely that the main contribution in the late time limit comes from the extremal surface wrapping around a surface of constant \(r = r_m\) while the contributions coming from the smaller value of \(r\) reached by our surface, as well as the portions reaching to the boundary, are approximately constant and do not influence the time derivative of the holographic complexity.
Early Time Behaviour

We can evaluate analytically the early time limit $t_0 \to 0$. For early times we know that $r_s \to \infty$ and using eq. (3.70), we see that for black holes in $d > 2$:

$$\lim_{t_0 \to 0} P_{\text{BH}} = \frac{L \omega^{d-2}}{2},$$

where as given in eq. (3.6), $\omega^{d-2} = r_h^{d-2}(r_h^2/L^2 + k)$. Now using eq. (3.76), this leads to

$$\lim_{t_0 \to 0} \frac{dC_V}{dt_0} = \frac{8\pi M}{d-1}.$$  \hspace{1cm} (3.79)

That is, as noted above for the planar geometry, the rate of growth of the holographic complexity immediately jumps to a nonvanishing (positive) value for $t > t_0$. We also observe that the early time rate in eq. (3.79), which holds for both $k = 0$ and $+1$, matches the $k = 0$ result in eq. (3.77), which holds for all times.

Late Time Behaviour

Another limit that we consider is the late time limit $t_0 \to \infty$: In the late time limit, we have already explained that the value of the momentum reaches $P_m$ defined in eq. (3.68). In this case, our surface wraps around the surface of constant $r = r_m$, but the volume required to reach the minimal value of $r_s$ below $r_m$ and to reach the boundary above $r_m$ remains (approximately) constant. The contribution to the increasing growth of complexity at late times comes from the part of the surface which wraps around the $r = r_m$ surface. This will give us the value of $P_{\text{BH}}$ in the late time limit for our numerical solutions below. One then finds that the rate of growth of the holographic complexity (for $d > 2$) at late times satisfies

$$\lim_{t_0 \to \infty} \frac{(d - 1) dC_V}{dt_0} = \frac{2 P_m}{\omega^{d-2} L}.$$  \hspace{1cm} (3.80)

In general, eq. (3.68) cannot be solved analytically. However we can solve it in a large temperature expansion (or equivalently for small $z = L/r_h$ — see eq. (3.11))

$$r_m = \frac{r_h}{2^\frac{d}{2}} \left[ 1 - \frac{(2^2/d(d-1)-d)}{d^2} k z^2 
+ \frac{(d-1)\left(-d^2 + 2^{\frac{d}{2}+1} d + 2^{4/d}(d-3)(d-1)\right)}{2 d^4} k^2 z^4 + O(z^4) \right].$$  \hspace{1cm} (3.81)
It is then possible to extract $P_m$ using eq. (3.68) and to use eq. (3.80) to determine the late time rate of change of the holographic complexity. Finally relating $z$ to the temperature with eq. (3.12), we conclude

$$
\lim_{t_0 \to \infty} \frac{(d-1) dC_V}{8\pi M} \frac{dt_0}{d_0} = 1 - \frac{2^{\frac{d}{2}-1} d^2 k}{(4\pi)^2 (LT)^2} + \frac{2^{\frac{d}{2}} (\gamma - d(d-3)) d^2 k^2}{(4\pi)^4 (LT)^4} + \mathcal{O}\left(\frac{1}{L^6 T^6}\right),
$$

(3.82)

where we have introduced the parameter $\gamma \equiv 2^{\frac{d}{2}-3}(3d-2)(d-2)$. Hence with a spherical spatial geometry (i.e., $k = +1$), there are curvature corrections which reduce the late time growth rate of the holographic complexity. That is, $dC_V/dt_0$ begins with the value $8\pi M/(d-1)$ shown in eq. (3.79), but then it decreases to a smaller growth rate at late times — see also figure 8. However, for the planar geometry (i.e., $k = 0$), the growth rate remains a fixed constant, as shown in eq. (3.77).

**Two Boundary Dimensions ($d = 2$)**

The collapse with $d = 2$ forms a BTZ black hole with $f_{\text{BH}}(r) = (r^2 - r_h^2)/L^2$ [85, 86]. Recall that the mass, temperature and entropy are given in eq. (3.50) and the choices $k = 0$ or 1 in $f_{\text{vac}}(r)$ correspond to the Ramond and Neveu-Schwarz vacuum, respectively, in the boundary theory.

The analysis follows identically to the previous case, with the obvious replacement of the blackening factors. For the early time limit we may use eq. (3.70) with $r_s \to \infty$ to obtain

$$
\lim_{t_0 \to 0} P_{\text{BH}} = \frac{L}{2} \left(\frac{r_h^2}{L^2} + k\right).
$$

(3.83)

Next, using eq. (3.76) for the rate of change of the holographic complexity, we obtain:

$$
\lim_{t_0 \to 0} \frac{dC_V}{dt_0} = 8\pi M \left(1 + \frac{k L^2}{r_h^2}\right) = 8\pi M \left(1 + \frac{k}{(2\pi LT)^2}\right).
$$

(3.84)

For the late time limit, we can solve eq. (3.68) analytically and obtain

$$
r_m = \frac{r_h}{\sqrt{2}}, \quad P_m = \frac{r_h^2}{2L},
$$

(3.85)

and hence we find

$$
\lim_{t_0 \to \infty} \frac{dC_V}{dt_0} = 8\pi M,
$$

(3.86)

which is independent of the value of $k$. For the Ramond vacuum (i.e., $k = 0$), $dC_V/dt_0$ is a fixed constant for all times, as expected from eq. (3.77) for the planar geometry. However, we see that for the Neveu-Schwarz vacuum (i.e., $k = 1$), the early rate of growth is higher that the late time rate of growth.\(^2^5\) In figure 7, we numerically evaluate the rate of growth of the holographic complexity for intermediate times.

\(^2^5\)Our results for the BTZ black hole are the same as those in appendix A of [52]. There the authors
Figure 7: Rate of change of complexity evaluated from the complexity=volume conjecture in the Vaidya-AdS spacetime for the BTZ black hole with the Neveu-Schwarz vacuum for several values of the temperature, i.e., for $TL = 0.16$ (blue), $TL = 0.32$ (red, dashed) and $TL = 0.64$ (purple, dot-dashed).

Numerical Results

We evaluated numerically the rate of growth of the holographic complexity for the spherical geometries with $d = 3$ and 4, shown in figure 8. We note a number of interesting features: First, of course, the early and late time rates match those discussed above. Second, in all of the cases shown, the rate of growth decreases at early times and the late time limit is approached from above. Recall from eq. (3.84), that the rate of growth is highest at early times for the Neveu-Schwarz vacuum in $d = 2$ — see also figure 7.

4 Discussion

In section 3, we examined holographic complexity in the Vaidya geometry (2.1) for the case where a shell of null fluid is injected into empty AdS and collapses to form a black hole. Hence these geometries describe one-sided black holes, a situation which was previously considered in, e.g., [47, 52] in the context of holographic complexity. Of course, using either the CA or CV approaches, we found that holographic complexity remains constant until the moment when the thin shell is injected. After that the complexity immediately begins to grow and the rate of growth monotonically approaches the corresponding late time limit.

have set $r_h = L$ and the early and late time limits in their eqs. (A.65) and (A.69) match with ours above.
Figure 8: Rate of change of complexity evaluated from the complexity=volume conjecture in the spherical \((k = 1)\) Vaidya-AdS spacetime in \(d = 3\) (left) for \(TL = 0.32\) (blue), \(TL = 0.52\) (red, dashed) and \(TL = 0.98\) (purple, dot-dashed) and \(d = 4\) (right) for \(TL = 0.48\) (blue), \(TL = 0.72\) (red, dashed) and \(TL = 1.32\) (purple, dot-dashed).

In fact, using the CV conjecture, we found that for planar geometries in \(d \geq 3\), the complexity grows at a constant rate which is equal to the late time rate of planar eternal black holes [28, 46], i.e.,

\[
\frac{dC_V}{dt} = \frac{8\pi M}{d-1}.
\]  

For spherical geometries, the growth rate at early times is the same as the above expression, but the rate then decreases monotonically, as shown in figure 8. Hence the (positive) curvature of the boundary geometry reduces the late time growth rate below that in eq. (4.1), but this reduction is smaller for high temperature black holes. In eq. (3.82) for large temperatures, we expressed the final rate in terms of an expansion in \(1/(LT)^2\), i.e., the curvature of the boundary geometry divided by the temperature, and we can see that the late time rate approaches eq. (4.1) for very high temperatures. Comparing eq. (3.82) to eq. (3.26) in [46], we can see that the curvature corrections for the present one-sided black holes precisely match those found for the analogous eternal black hole backgrounds. This agreement becomes obvious when we realize that eq. (3.68) which determines late time limit (3.80) is identical to the corresponding equation for the eternal black hole [46].

Similar results were found for the BTZ black hole. In particular, beginning with the Ramond vacuum (with \(k = 0\)), the growth rate is a fixed constant for all \(t_0 > 0\) and matches the expression in eq. (4.1) with \(d = 2\). Starting with the Neveu-Schwarz vacuum (with \(k = +1\)), the growth rate decreases, similar to what was observed above for \(d \geq 3\). However, in this case, the initial rate is increased, as shown in eq. (3.84), and the final rate (3.86) matches eq. (4.1), corresponding to the final rate for the eternal
black hole background — see also figure 7. The rate of change in complexity relaxes to its late time limit at times of the order of $t \sim 1/T$. All of these results are in accord with the expectations and calculations presented in [52]. In particular, the geometry of a one-sided black hole naturally includes regions behind the event horizon where time slices are growing to infinite volume (or as we discuss below, where the gravitational action grows without bound).

Above, we highlighted ways in which the CV results were the same for the one-sided and eternal (two-sided) black holes. However, we must also point out how the complexity for the Vaidya geometry differs from that for the eternal black holes [46, 88]. First, for planar black holes, the rate of growth of complexity in the eternal case had a transient period in which the rate of change in complexity gradually rose to its final value. As noted above for the collapsing shell, the growth rate jumps discontinuously at $t_0 = 0$ to a value in eq. (4.1) and remains constant. For spherical eternal black holes, the growth rate increased towards the final late time rate [46], while here we observed a decreasing rate which approaches the late time limit from above.

Turning to the CA proposal (1.2), we began in section 2 by constructing an action (2.5) for the null fluid, which sources the Vaidya metric (2.1). With this construction, we confirmed that when evaluated on a solution of the equations of motion, the null fluid action vanishes. As a result, in applying the CA conjecture (1.2) to evaluate the holographic complexity of the Vaidya metric in section 3 (as well as in [56]), the only nonvanishing contributions come from the gravitational action (2.16). While this simplifies the task of evaluating the WDW action, we also carefully examined the contribution of the spacetime region containing a narrow shell of null fluid and we found that it vanishes as the width of the shell shrinks to zero. We note that this vanishing result required a precise cancellation of the $\kappa$ surface term and joint terms on the past null boundary, as indicated in eq. (2.28). Hence with an infinitely thin shell, the WDW action can be evaluated as the sum of the actions for two separate regions, the first inside the shell and the second outside the shell. We might observe that a similar statement holds for the calculations with the CV proposal (1.1), where the extremal volume was found by evaluating separately the corresponding equations of motion inside and outside of the shell. Further in passing, we note that the vanishing of the gravitational action for the spacetime region containing the null fluid shell, was an implicit assumption in various previous studies of holographic complexity, e.g., [47–49].

In evaluating the holographic complexity on the collapsing null shell geometry in section 3.1, one of our most striking results was that the late time growth rate did not match that found in an eternal black hole background. To be precise, the result in

\[ \text{--- 42 ---} \]

\(^{26}\text{We remind the reader that a similar action was derived in [76] using complementary variables.} \)
eq. (3.29) for \(d \geq 3\) was evaluated using the gravitational action (2.16) and the standard prescription that the generators of the null boundaries are affinely parameterized (i.e., \(\kappa = 0\)).\(^{27}\) Perhaps even more striking is the result for \(d = 2\). Combining eqs. (3.51) and (3.52), we have

\[
\frac{dC_A}{dt_0} = -\frac{2M}{\pi} \frac{k}{4\pi^2 L^2 T^2 + (4\pi^2 L^2 T^2 + k) \sinh^2(\pi T t_0)},
\]

(4.2)

where we have also substituted \(z = 1/(2\pi L T)\) from eq. (3.13). Hence with \(k = 0\), the growth rate simply vanishes in \(d = 2\), while with \(k = +1\), it is actually negative and only approaches zero at late times. That is, for \(k = +1\) and \(d = 2\), the standard CA prescription yields a holographic complexity that decreases in time!

Clearly, this is an unsatisfactory result, however, we also found that the situation was corrected by adding the boundary counterterm (2.30) on the null surfaces. In particular, with this slightly modified prescription, the late time rate of growth was identical to that found for eternal black holes. That is, eq. (3.43) yields \(\frac{dC_A}{dt_0}|_{t_0 \to \infty} = 2M/\pi\) for both \(k = 0, +1\) and any \(d \geq 3\). Hence, both the CV and CA approaches yield a late time growth rate which matches the rate found for the analogous eternal black hole backgrounds, as long as the gravitational action includes the extra counterterm. Further, from eq. (3.55), we can see that for \(d = 2\),

\[
\frac{dC'_A}{dt_0} = \frac{2M}{\pi} - \frac{M}{\pi \sinh^2(\pi T t_0)} \log \left[1 + \left(1 + \frac{k}{4\pi^2 L^2 T^2}\right) \sinh^2(\pi T t_0)\right].
\]

(4.3)

Hence for both \(k = 0\) and \(+1\), there is a transient behaviour at early times but the growth rate reaches the expected late time limit by \(t_0 \sim 1/T\). We also note that eq. (4.3) yields \(\frac{dC'_A}{dt_0}\) which is positive for all times. Hence adding the boundary counterterm repairs the previous problematic result (4.2) for \(d = 2\). Therefore, we conclude that it is essential in defining the CA proposal (1.2) to supplement the gravitational action (2.16) with the boundary counterterm (2.30). This conclusion will be reinforced by our analysis of shock waves in an eternal black hole background in [56] — see further comments below.

We also discuss this conclusion further below, but first let us examine the behaviour of the holographic complexity, using the modified prescription, for the collapsing null shell in more detail. Of course, as observed above, the modified prescription yields the same universal late time limit as found for the eternal black holes [29, 30]. But closer examination of eq. (3.43) shows that \(\frac{dC'_A}{dt_0}\) begins at precisely half this rate

---

\(^{27}\)Recall that this prescription also fixes the relative normalization of the null normals on the two sides of the shell, see eq. (2.29).
at $t_0 = 0$ for $d \geq 3$ (as well as $d = 2$ with $k = 0$) and that the growth rate increases monotonically towards the late time limit. As shown in eq. (3.48), $dC_A'/dt_0$ relaxes to this limit with an exponential decay controlled by the thermal time scale $1/(2\pi T)$. Generally, as shown in figure 4, the growth rate has essentially reached this late time limit at $t \sim 1/T$.

We might recall that when the CA approach was applied to study the time evolution of the holographic complexity in the eternal black hole geometry [46, 88], a number of unusual features arose. First, the holographic complexity does not change at all until some $t_c \sim 1/T$ for $d \geq 3$. Second, at $t_c$, there is a sudden spike in $dC_A'/dt$ where it actually becomes (infinitely) negative. After this spike, $dC_A'/dt$ grows rapidly and overshoots the late time rate. Then the growth rate approaches the late time limit with an exponential decay from above. Further, we note that the details of this transient behaviour depend on $\alpha$, the parameter appearing in the normalization of the null normals on the boundaries of the WDW patch. Of course, these calculations were found using the standard prescription which did not include the null boundary counterterm. However, including the counterterm contributions does not modify the above description in any essential way, e.g., see appendices A and E of [46], except that the undetermined normalization constant $\alpha$ is replaced the undetermined scale $\ell_{ct}$, appearing in eq. (2.30).\(^{28}\) Hence it is interesting to observe that these unusual features are absent in $dC_A'/dt_0$ calculated for the formation of a black hole, rather than an eternal black hole. In particular, we emphasize the counterterm scale $\ell_{ct}$ does not come into play in the time evolution of the complexity for the collapsing shell.

Our conclusion above was that without the null surface counterterm (2.30), evaluating the gravitational action on the WDW patch did not yield an observable that could be associated with complexity in the boundary theory. For example, eq. (3.29) shows that the late time growth rate after the formation of a black hole does not match that found for an eternal black hole, i.e., $2M/\pi$. This discrepancy is somewhat surprising since at late times, the largest portion of the WDW patch is above the shell, where the geometry is precisely that of a static black hole — see figure 2. However, recall that in evaluating $dC_A'/dt$ in the eternal black hole geometry, an essential contribution comes from the joint where the two past null boundaries meet behind the past event horizon [33, 46]. Of course, there is no counterpart of this joint contribution in the Vaidya geometry describing black hole formation.\(^{29}\) However, upon adding the counterterm,\(^{28}\)The counterterm (2.30) was introduced to ensure the reparameterization invariance of the action and hence when this term is included, the action is completely independent of $\alpha$.\(^{29}\)Geometrically, the closest analog of this joint would be where the past null boundary reaches $r = 0$ in the AdS vacuum region. However, this point does not contribution to the gravitational action, as discussed in [34].
an extra boundary contribution appears where the past boundary of the WDW patch crosses the null shell (see eqs. (2.36) and (3.39)), and then its time derivative provides precisely the extra contribution needed to restore the late time growth rate for the holographic complexity (see eq. (3.42)).

Holographic complexity using the CA proposal has recently been applied in a number of situations involving null shells, e.g., [47–49, 89, 90]. In particular, we should also compare our results with those of [47], which evaluates the holographic complexity using the CA proposal for precisely the same Vaidya geometries (with $k = 0$) that were studied here. In fact, we can see that the results for the growth rate are precisely the same by comparing eq. (3.44) with eq. (56) of [47]. The primary way in which the two calculations differ is that in [47], the author sets $\tilde{\alpha} = \alpha$ and so implicitly the null generators of the past boundary are not affinely parameterized as they cross the null shell. However, this choice does not affect the final answer. Imagine that we allow $\alpha$ and $\tilde{\alpha}$ to be arbitrary constants. Then the counterterm contribution at $r = r_s$ appears in eq. (2.35) while the corresponding joint contributions appear in eq. (3.25). It is straightforward to see that combining these two contributions yields

$$I_{\text{joint}} + I_{\text{ct}} = \frac{\Omega_{k,d-1} r_s^{d-1}}{8\pi G_N} \log \left( \frac{f_{\text{vac}}(r_s)}{f_{\text{BH}}(r_s)} \right), \quad (4.4)$$

which is completely independent of both $\alpha$ and $\tilde{\alpha}$. One might note that in fact the counterterm contribution at $r_s$ vanishes with the choice $\tilde{\alpha} = \alpha$, as in [47]. Hence although some of the intermediate steps may differ, the final results for the holographic complexity here and in [47] agree.

In some of the other recent studies of the CA proposal with null shells, the counterterm (2.30) was included [49, 89] but in other, it was not [48, 90]. In all of these cases, it was assumed that the contribution of the (infinitely thin) null shell was zero, as we explicitly demonstrated in section 2.2, and so the WDW action was determined by adding together the action evaluated separately on the regions above and below the shell, as in our calculation. It is particularly interesting to compare [48] and [49], which both studied holographic complexity in hyperscaling violating geometries, but the first did not include the counterterm while the second did. The same simple but ad hoc prescription for the normalization of the null boundary normals was chosen in [48] as in [47], i.e., $\tilde{\alpha} = \alpha$. The observation above was that with this choice, the counterterm contribution generated at $r_s$ vanishes and so it is not surprising the main results for the growth rate in [48] and [49] agree. However, we note that differences appear in the transient behaviour if this ad hoc prescription is applied for a null shell falling into an eternal black hole [56]. Further, there is no obvious covariant principle which produces the choice $\tilde{\alpha} = \alpha$, i.e., this parameterization appears to be an arbitrary
coordinate-dependent choice. For example then, it is not clear what the corresponding prescription for a null shell of finite width should be.

Future Directions

One of our key results was that if the gravitational action evaluated on the WDW patch is to properly describe the complexity of the boundary state, then one must include the counterterm (2.30) on the null boundaries. This counterterm was originally constructed in [33] to ensure that the action did not depend on the parametrization of the null boundaries. In particular, this term does not play a role in producing a well-defined variational principle for the gravitational action. Previous studies of holographic complexity using the CA proposal focused on stationary spacetimes, e.g., eternal black hole backgrounds, and it was found that this extra surface term does not modify the essential properties of the holographic complexity, e.g., the complexity of formation [34] or the late-time rate of growth [46]. This points out the importance of testing various proposal for holographic complexity in dynamical spacetimes, such as the Vaidya geometries (2.1). We extend the present work with a study of holographic complexity for shock waves falling into an eternal black hole in a companion paper [56]. In this case, we find that including the counterterm on the null boundaries of the WDW patch is an essential ingredient in order to reproduce the “switchback effect”.

Additional topics to explore would include extending our results to collapsing charged shells, to shells of finite width, to shells of other kinds of matter, including higher curvature corrections as in [91] or to localized shocks as in [31].

As emphasized in [47], the growth rate for the collapsing null shell calculated using the (modified) CA proposal always obeys the bound $\frac{dC_A'}{dt} \leq 2M/\pi$. It was proposed in [29, 30] that this bound may be related to Lloyd’s bound for the maximum rate of computation for a system with a fixed energy [92]. However, as noted above, transient violations of the proposed bound were already identified in studying the time evolution of complexity in an eternal black hole background [46]. Further, even stronger violations were found in the dual of a noncommutative gauge theory [45] and in hyper-scaling violating geometries [48, 49].\(^3\)\(^0\) Therefore, while the proposed bound can not be universal, it remains an interesting question to understand the situations when it does apply and when not, and the underlying reasons for this.

Another interesting direction would be to study the evolution of complexity for quantum quenches in a field theory context. Some initial studies of this question appear in [95, 96], which examine the evolution of the complexity through a mass quench in a

\(^3\)\(^0\)Violations of the analogous bound proposed for systems with a chemical potential were also found in certain instances [30, 93, 94].
free scalar field theory (analogous to those studied in [82–84]). A remarkable feature
of these quenches is that the scalar field remains in a Gaussian state throughout the
entire process, and so methods developed in [42–44] can still be applied to evaluate
the complexity. The comparison of our holographic results with those in [95] is not
straightforward since, e.g., the initial and final masses are nonvanishing (i.e., neither
the initial nor final scalar theories are CFTs). However, we might note that the QFT
calculations suggest that the complexity growth rate at early times increases as the
energy injected by the quench increases. Hence this behaviour would be in rough
agreement with our holographic results where the initial growth rate is proportional
to the energy carried by the null shell, i.e., see eqs. (3.46) and (3.56) for the CA proposal,
and eq. (3.79) for the CV proposal. On the other hand, in [95], the authors found that
in most instances, the complexity quickly saturated (at least approximately) while, of
course, the holographic complexity continues to grow linearly at late times. Further,
the complexity in the QFT quench showed a strong dependence on the mass scale
$M$ associated with the unentangled reference state. In [42, 43], it was suggested
the dependence on $M$ could be associated with dependence of the holographic complexity
$\alpha$, which seems to be traded for the dependence on scale $\ell_{ct}$ with the addition of
the boundary counterterm [56]. However, the holographic growth rate, e.g., in eq. (3.43)
shows no dependence on $\ell_{ct}$ at all, and so this points to another mismatch between
the holographic and QFT results. One possible way to improve the comparison of the
holographic and QFT quenches would be to consider CFT-to-CFT quenches for a free
scalar (in which the initial and final masses both vanish) using the protocol described
in section 3.2 of [84]. Another simple extension of this work would be to study the
complexity for a mass quench of a free fermion, using the techniques of [44].
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