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ABSTRACT

CPU scheduling algorithms have a significant function in multiprogramming operating systems. When the CPU scheduling is effective a high rate of computation could be done correctly and also the system will maintain in a stable state. As well as, CPU scheduling algorithms are the main service in the operating systems that fulfill the maximum utilization of the CPU. This paper aims to compare the characteristics of the CPU scheduling algorithms towards which one is the best algorithm for gaining a higher CPU utilization. The comparison has been done between ten scheduling algorithms with presenting different parameters, such as performance, algorithm’s complexity, algorithm’s problem, average waiting times, algorithm’s advantages-disadvantages, allocation way, etc. The main purpose of the article is to analyze the CPU scheduler in such a way that suits the scheduling goals. However, knowing the algorithm type which is most suitable for a particular situation by showing its full properties.

1. INTRODUCTION

Scheduling is a major job of an operating system (O.S) [1]. The methods of scheduling play a big role in the performance of the central processing unit (CPU) since it decides the utilization of the resources [2]. For CPU switching between multi processes, there are a lot of algorithms. The primary aim of scheduling is to check the fairness among processes in the ready queue with increasing the throughput and minimizing some undesirable things such as the average waiting time [3]. Processes in the computer system have dissimilar forms for example “dis-joint process, co-operating process, and interacting processes”. Figure 1 presents the process lifecycle [4].

Relying on the process types and features, the processes will be located in the process control block (PCB). All the computation of the processes and also all of the data flow that happens inside the computer is controlled by this CPU with using one of the scheduling algorithms [5]. In the environment of multiprocessing, there is a lot of process at the same time consequently so, the demand for an efficient scheduling algorithm is very necessary [6]. The main types of CPU scheduling algorithms are: “first come first serve (FCFS), shortest job first (SJF), priority scheduling, and Round Robin (RR)” [7]. Furthermore, with the huge development in this technical era the serve of “very large-scale integrated circuit VLSI” is a good potential to create a processor with high power [8]. A Unitary standard that must be accomplished through scheduler is reducing the average waiting time for the processes entirely [9]. The operating system
usually has three scheduler types which are long-term scheduler also called high-level (long-term) scheduler, mid-term scheduler and short-term scheduler it also called CPU scheduler or dispatcher [10].

The long term determines which tasks or processes are to be accepted to get the ready queue so when establishing an attempt for process execution, its admission to the band of executing processes currently which is either authorized or stayed (delay) through the long-term scheduler. Hence, this scheduler orders which processes are to run on a system and the concurrency level should be backed at any time.

The mid-term scheduler temporarily deletes the processes of primary memory and puts them on the secondary memory for example, put them in a disk drive or contrariwise. This is usually concerned as processes swapping out or processes swapping in as well as incorrectly as paging out or paging in [11].

The short-term scheduler which is also called the CPU scheduler determines which of the processes being in the ready queue and in memory to be executed in another term of meaning which one is inserted in the CPU. As well as, it is controlled multiprogramming degrees for knowing how many jobs are accepted. This type of schedule can be preemptive by meaning that it is capable to delete processes forcibly from the CPU when it needs to settle another process to that CPU or it can be non-preemptive in that situation the scheduler is unable to remove the processes forcibly from the CPU.

The objective and motivation of this article are to know all the characteristics of the basic CPU scheduling algorithms. However, comparing between them based on many criteria for selecting appropriate algorithm according to the job and system requirements. The organization of the rest paper is depicted as; section 2 presents the related work. In section 3, the criteria of the CPU scheduling are explained. Describing the policies of scheduling algorithms are given in section 4. In section 5, many types of CPU scheduling algorithms are illustrated. In section 6, the comparisons between many scheduling algorithms are presented. Section 7 concludes the article.

2. RELATED WORK

A huge number of researches are published on the subject of operating system scheduling algorithms recently. This paper is the extension of the previous researches that printed in this field. A lot of the research workers formulate different scheduling algorithms, these different algorithms provide different work based on the model that they used to enhance these algorithms. There have been several approaches for CPU scheduling, this part of the article concentrates on the latest contributions of CPU scheduling.

S. Almakdi and et al., 2015 [12] discussed the significance of multi-programming, and how scheduling the processes by utilizing several CPU scheduling algorithms. Also simulated and assessed the algorithms in the state of more than one core. As well as they make a comparison among the performance of CPU scheduling algorithms with dissimilar parameters such as processes number. In addition, R. Guadilha and et al., 2013 [13] give an elaborate search on the CPU scheduling and investigated a lot of kinds of scheduling. Also, two scheduling strategies were mentioned in their papers which are the preemptive and non-preemptive scheduling strategies. For knowing which type of algorithms are suitable for the particular CPU scheduling goals, and for that many illustrations were given in each algorithm. However, they identify how does CPU helps jobs that are established by a user via a Scheduling Algorithm. CPU fulfills every program instruction in a chronological sequence and executes the fundamental arithmetic, logical, and I/O tasks of the system when the algorithm of scheduling is utilized through the CPU to cover all processes. L. Kishor and et al., 2013 [14] have talked about scheduling and then several kinds of scheduling.

Comparing the major algorithms is also presented by applying the MATLAB program which means they are implemented practically. Through such an observational install, they put an analysis for evaluating
the function of every basic scheduling algorithm. However, N. Goel and et al., 2012 [10] they explained some mechanism about the handling of shortest process in SJF scheduling that tends at the consequences increasing in the long processes waiting time so, the process with the long job never served and though that gives the smallest average waiting time and average turnaround time. The suggestion is that every type of simulation that used in the CPU scheduling contains accuracy but it is limited. For that limitation, the sole solution method for evaluation is a scheduling algorithm with coding it and then insert it into the real operating system, after that the best potentiality of working in the algorithm is assessed in real-time.

Furthermore, S. Nager and et al., 2017 [15] find out that FCFS is the simplest scheduling algorithm and the easiest one for implementation for that reason it is working properly with batch and interactional systems. The SJF algorithm is implemented easily in case the next CPU request length is known. R.R algorithm handle every process in an equal way and provide the same time quantum (TQ) for all process but, it is difficult to determine the (TQ) properly and fitted for time sharing. Whenever if the process has priority than the others it can schedule through priority scheduling. But the process with the lower priority has a problem of starvation.

Recently, these scheduling algorithms are mixed to construct a new model named multilevel queue scheduling. This type has starvation trouble for removing this problem it is changed into multilevel feedback queue scheduling. In addition, I. Qureshi, 2014 [16] This researcher provides a newer rating work research and used several algorithms, phases and methods about CPU scheduling in his paper, as well as he makes a comparison based on the overhead, throughput, turnaround time and response time of the CPU. Besides, a survey on many scheduling algorithms is illustrated through a group of parameters for example, the time of running, waiting and expecting are discussed. Moreover, K. ElDahshan and et al., 2017 [17] present a huge comparison on RR algorithm type with focusing on the pros and cons. Also, M. Abur and et al., 2011 [18] noticed after applying each scheduling algorithm via utilizing exponential distribution that RR leads to a minimum average waiting time but not in every environment. Simulations are costly and need a lot of time but, the Simulation method gives an accurate outcome in assessing the CPU Scheduling. Similarly, V. SINGH and et al., 2013 [19] utilized simulation of exponential probability distribution function. This simulator is applied for computing the waiting time (W.T) since W.T is the measure for examining the performance of the CPU.

3. THE CRITERIA OF CPU SCHEDULING

Different scheduling algorithms exist and the performance of each one can be evaluated by several criteria. Also, each one has dissimilar properties, and the selection of a special algorithm may favor one processes class above another one. In selecting an algorithm to be used in a particular place there is a point which is the properties of the various algorithms. A lot of measures have been proposed for CPU scheduling algorithm comparison and, any features are applied for comparison can make a crucial difference. Some features are [20], [21]:

a. Utilization of CPU: ahead of time till CPU stays as busy as possible, or maintain the CPU 100% busy all the time.

b. Throughput: the number of processes that finish the execution per time unit.

c. Burst time: the total time needed for executing the process.

d. Completion time: when the process finishes its execution that is called the completion time.

e. Turn-around time: the needed time to execute a process which means starting from the submission time until the completion time. It is referred by:

\[ \text{Turnaround time} = \text{Completion time} - \text{Arrival time} \]

f. Time of waiting: the sum of time that process spent in a queue. It is referred by:

\[ \text{Waiting time} = \text{Turnaround time} - \text{Burst time} \]

g. Response time: the quantity of time starting from the submission of a request to producing the first reaction.

h. Fairness: ensuring that every process obtains a fair CPU share.

4. CPU SCHEDULING POLICIES

Generally, the policies of scheduling either pre-emptive or non-preemptive [22].

4.1. Non-preemptive scheduling

Non-preemptive occurs in a multiprogramming system which means the short-term scheduler permits the process to run until it terminates or in some cases waiting for an event. In another word, the current process frees the CPU either by finishing or by changing to the state of waiting.
4.2. Preemptive scheduling

Pre-emptive rules push the process which is active currently for releasing the CPU on particular events for instance, a clock interrupts, input & output interrupts and a call of the system. The process that is executed currently needs to release the CPU involuntarily if a high-priority process puts into the ready queue.

5. CPU SCHEDULING ALGORITHMS

Scheduling stands for deciding which jobs run whenever there are more than runnable jobs. There are various objectives for competing these scheduling algorithms. These objectives are the throughput and turnaround time as well as the response time [23]. In another term of meaning the scheduling of CPU is the procedure of identifying which process in the queue will allocate firstly to the CPU. Many types of well-known scheduling algorithms will be described in the next subsections.

5.1. First come first served scheduling

It is the simplest type of scheduling algorithm and according to its name, any process that comes first will be executed first which means it is a FIFO queue. Hence there are a lot of troubles linked with this type such as if the process that served firstly is too long then other processes that are shorter must wait for a long time and as consequence, this will lead to increasing the average waiting time. This trouble is also called the convoy effect. The process does not abandon the CPU until it either finishes or performs I/O [24].

5.2. Shortest job first scheduling algorithm (non-preemptive)

In this scheduling algorithm, the selection of the process is according to the smallest burst time of the process execution. Because we get a minimum waiting and turnaround time, this scheduling algorithm is good when compares with FCFS scheduling algorithms [25]. But also, it contains some weaknesses such as it is extremely hard to know the following CPU burst time request. As well as this algorithm is not applied for the shortest level CPU scheduling. Finally, the major drawback of this type is the process starvations [26].

5.3. Longest job first scheduling non-preemptive

This type of algorithm is directly the opposite applies of the SJF type. It differs from its working by taking and putting the processes that are longer jobs before the shorter jobs to the CPU. In general, the advantages consist of the easiness of calculating the longer jobs that causes calculating the shorter jobs much easier. This type of schedule is very practicable in the engineering outfit especially in electro-mechanics [27].

5.4. Longest remaining time first scheduling

In this type, the burst time (BT) of the process is determined and examined after all the time units. After finishing one unit the process that consisting of the biggest burst time will be scheduled the following. It is also known as longest job first scheduling (LJFS) preemptive type.

5.5. Shortest remaining time first scheduling

In this case of the scheduling algorithm, the ready queue is prepared based on the burst times of the processes. The procedures which need a little measure of time for completion are put ahead of the queue [28]. It is preemptive and this goes to the partition of the process into two divisions, hence producing extra context switching. And the process burst time is watched after all time units. After finishing one unit check the process that inducing the shortest burst time to be next scheduled. This type also is known as the “Shortest Job First Scheduling-Preemptive type”.

5.6. Round Robin

The RR CPU scheduling algorithm is cited as standard RR and it is a preemptive type that allocates a slice of time named TQ which stands for time quantum. For every process in the ready queue [29]. Whenever the TQ completes, the current process is preempted and put in the rear of the ready queue [30]. RR is usually applied in real-time and time-sharing operating system because it provides every process an average share of time to utilize the CPU and gives a small response time. Moreover, the Standard RR algorithm has many weaknesses such as small throughput and big turnaround time as well as the big waiting time and also the huge context switches number [31]. The most exciting thing with the RR algorithm is the time quantum. On the one hand, putting a low TQ makes many context switches that lead to low performance of the CPU. On the other hand, putting a large TQ might lead to a bad response time. The RR algorithm works as FCFS.
5.7. Priority scheduling for preemptive and non-preemptive types

In the priority scheduling algorithm, there is a classification of processes according to some system criteria depending on the processed type. The priority of the process is made by a group of measures and any process inserting the ready queue provides its importance as a priority. Only the priority number determines the allocating decision to the CPU for a process in a way that the high-value priority of the process will arrive at the CPU first or next. Two types of version exist for this algorithm which is preemptive and non-preemptive. In the preemptive Type of this algorithm, the lowest priority process may be suffering from starvation in case of a process with big priority keep to coming to the ready queue [32], [33].

5.8. Multilevel queue scheduling

The processes can be categorized into dissimilar parts based on their position. For instance, the general partition among processes is foreground processes and background processes. Foreground processes are known as interactive processes and background processes are known as batch processes. These cases of processes contain dissimilar response-time demands and scheduling requirements. Besides, foreground processes consist of a priority above background processes. So, the ready queue is divided into various divide queues. Also, every queue contains its scheduling algorithm. For instance, the foreground queue applies Round-Robin Scheduling plus the background queue applies FCFS scheduling type [34]. In general, the big priority process is located at the top of the ready queue stage and small priority processes are invested in a backside ready queue stage. Whenever this method is adopted then the process is put at the bottom of the ready queue stage the problem of starvation may be increased. Figure 2 illustrates the state diagram of multilevel queue scheduling (MLQ).

5.9. Multilevel feedback queue scheduling

This same idea of multilevel queue scheduling is repeated here only, the processes that do not finish their execution at the top stage are disrupted and put in the following stage of the ready queue for removing the starvation problem. But, the essential troubles with this type of scheduling are firstly: how to determine and select the optimal queue numbers for scheduling? Secondly: how much the duration of time quantum for each queue is being? Finally: how the priority is put for every job. Hence, starvation will not occur. The majority of the multilevel feedback queue scheduling (MLFQ) schedulers allow for variable quantity duration of the time quantum TQ in the queues. Usually, big priority queues are allocated to small-time quantum for interactive jobs and the smaller priority queues are allocated to the long-time quantum. Hence, there are variances in the length of TQ between several queues. This algorithm attempt to optimize the medium turnaround time and MLFQ wants that the system must be reactive more so, that it leads to reduce the response time [35]. Nevertheless, this algorithm such as RR reduces the response time but regrettably maximizes the turnaround time [36].

6. COMPARISON BETWEEN VARIOUS SCHEDULING ALGORITHMS

In this section, all the characteristics of the upper mentioned scheduling algorithms are explained by the following Tables 1-4 which are consist of many significant criteria that related to each algorithm.
Table 1. Algorithm’s complexity & allocation way

| No. | Algorithms | Complexity | Allocation |
|-----|------------|------------|------------|
| 1   | FCFS       | Not complex| According to the order of the process arrives the CPU will allocate |
| 2   | SJF        | More complex than FCFS | The allocation of the CPU will be based on the lowest CPU burst time (BT) |
| 3   | LJFS       | More complex than FCFS | The allocation of the CPU will be based on the highest CPU burst time (BT) |
| 4   | LRTF       | More complex than FCFS | Such as LJFS the allocation of the CPU based on the highest CPU burst time (BT) But it is a preemptive type |
| 5   | SRTF       | More complex than FCFS | Such as SJF the allocation of the CPU will be based on the lowest CPU burst time (BT) But it is a preemptive type according to the order of the process arrives with fixed time quantum (TQ) |
| 6   | R. R       | The complexity depends on TQ size | According to the priority. The bigger priority task executes first according to the process that resides in the bigger queue priority |
| 7   | PR preemptive | This type is complex | According to the priority. The bigger priority task executes first according to the process of arrivals with given time quantum |
| 8   | PR non-preemptive | This type is less complex than PR | According to the priority. The smaller priority task executes first according to the process of arrivals with given time quantum |
| 9   | MLQ.       | Complex but the previous | According to the process that resides in the bigger queue priority |
| 10  | MFLQ       | Complex but also the complexity rate depends on the TQ size | According to the priority. The bigger priority task executes first according to the process that resides in the bigger queue priority |

Table 2. Algorithm’s AWT & starvation problem

| No. | Algorithms | Average waiting time (AWT) | Starvation |
|-----|------------|----------------------------|------------|
| 1   | FCFS       | Large.                     | No         |
| 2   | SJF        | Smaller than FCFS          | Yes        |
| 3   | LJFS       | Depend on some measures e.g., arrival time, process size, etc. | Yes        |
| 4   | LRTF       | Depend on some measures e.g., arrival time, process size, etc. | Yes        |
| 5   | SRTF       | Depend on some measures e.g., arrival time, process size, etc. | Yes        |
| 6   | R. R       | Large as compared to SJF and PR | No         |
| 7   | PR preemptive | Smaller than FCFS          | Yes        |
| 8   | PR non-preemptive | Smaller than FCFS          | Yes        |
| 9   | MLQ.       | Smaller than FCFS          | Yes        |
| 10  | MFLQ       | Smaller than all scheduling types in many cases | No         |

Table 3. Algorithm’s preemption support & performance

| No. | Algorithms | Preemption | Performance |
|-----|------------|------------|-------------|
| 1   | FCFS       | No         | Slow performance |
| 2   | SJF        | No         | Minimum AWT |
| 3   | LJFS       | No         | Big turn-around time. |
| 4   | LRTF       | Yes        | The preference is given to the longer jobs |
| 5   | SRTF       | Yes        | The preference is given to the short jobs |
| 6   | R. R       | No         | Each process has a fairly fixed time |
| 7   | PR preemptive | Yes       | Well performance but contain a starvation problem |
| 8   | PR non-preemptive | No        | Most beneficial with batch systems |
| 9   | MLQ.       | No         | Good performance but contain a starvation problem |
| 10  | MFLQ       | No         | Good performance |

Table 4. Algorithm’s implementation & advantages-disadvantages

| No. | Algorithms   | Implementation | Advantages | Dis-advantages |
|-----|--------------|----------------|------------|---------------|
| 1   | FCFS         | Easiest scheduling algorithm type. | The overhead of Scheduling is short | 1-Low throughput 2- This type might head to poor overlap of I/O |
| 2   | SJF          | This algorithm is more difficult than FCFS. But compatible with a batch system | 1-reduce waiting time 2-I/O jobs have a priority above CPU-bound jobs | Knowledge about the duration of the next CPU is needed & it is hard to estimate |
| 3   | LJFS         | Easy, it is the opposite of SJF difficult applying it in interactional systems | Implementation is easy. | Monopolise CPU potential of Starvation |
| 5   | SRTF         | In this type, the performance relies on the time quantum size | The little process executes fast. | 1-Difficult to maintain TQ 2- Equal timeshare is not good thought in every case for instance, in highly interactive processes. |
| 6   | R. R         | More complex than non-preemptive type. | In this type, the performance relies on the time quantum size | Overhead of Scheduling & Starvation. |
| 7   | Priority preemptive | “Priority non-preemptive” “MLQ” | Moderate complexity. | 1-Perform all processes fairly. 2- It is solved the Starvation trouble. |
| 8   | “Priority non-preemptive” “MLQ” | This type is hard to understand. | Waiting time step by step grows for equal priority process. | Get complex when priority selection process is not fair. |
| 9   | “MLQ”        | This type is hard to understand. | Various algorithms are used for various process types. | The problem of starvation. |
| 10  | “MFLQ”       | More complex than MLQ & the performance relies on the TQ size. | Neglect the starvation problem | Additional context switching is wanted. |
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7. CONCLUSION AND FUTURE WORK

CPU scheduling is one of the most significant duties of the operating system. Scheduling algorithms should be selected relying on the whole essential scheduling factors such as response time, waiting time, and turnaround time, in addition, all the other factors should be regarded as a major role for construction. In this paper, a comparison between ten major scheduling algorithm characteristics is introduced. Furthermore, a brief analysis of nine important criteria and measures that belongs to the mentioned ten algorithm types are presented. For instance, performance, implementation, advantages, and disadvantages as well as some other factors are demonstrated for showing the strength and weakness of every single algorithm type. This study concludes that there are a lot of techniques for CPU scheduling but on the other hand, none of them meets all the requirements. Because every single scheduling algorithm has its weakness. For example, FCFS and RR have a long average waiting time. However, SJF, LJFS, LRTF, and SRTF have a starvation problem, and MFLQ needs additional context switching. So, selecting the best algorithm type depends on the job and the system type according to the mentioned algorithm characteristics in the tables. Nevertheless, there are also a lot of things that may occur in future researches for gaining the best performance with minimum cost. Further investigations may find the ideal scheduling algorithms and provide an effective solution in this field.
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