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Abstract—Wind speeds in geographically adjacent areas are highly correlated, which correspondingly leads to wind power correlation. It is essential to consider the wind power correlation for steady-state related calculations in the modern power system with high wind power penetration. This short article presents a novel continuous permutation method for wind power correlation analysis. With the novel eigen-permutation, the proposed method is applicable to tackle the correlation analysis even the correlation matrix of random variables is not positive definite. A continuous permutation is then proposed to reduce the permutation deviation and, hence, to reduce the error of steady-state related calculations. Simulation results show the effectiveness of the proposed method in dealing with the nonpositive definite correlation matrix of the wind speeds. Also, compared to the traditional methods, the proposed method achieves more than an 80% reduction of the general error in the correlation analysis, which also contributes to higher accuracy in the power flow calculation.

Index Terms—Correlation problem, eigen-decomposition, renewable energy, sample permutation.

I. INTRODUCTION

The output of renewable energy generations, represented by wind farms (WFS), is commonly influenced by the variability of natural conditions. In the modern power system with high wind power penetration, some WFSs are installed in geographically adjacent areas where the wind speeds are correlated. To ensure the accuracy of steady-state related calculations such as probabilistic power flow (PPF) calculation and steady-state security analysis, the correlation between wind power needs to be fully considered.

At present, the copula method and permutation method are the most commonly used ways to analyze the wind power correlation. The copula method constructs the multidimensional distribution function (MDF) by using copula functions [1], thus, correlated samples can be obtained from the MDF. Different kinds of copula functions, such as Gaussian copula [2] and D-vine copula [3], are introduced to model the correlated outputs of WFSs. However, the copula method heavily relies on the time-consuming MDF sampling. Besides, combinations of copula functions are required for precisely describing the correlation of random variables, causing the increase of the computational burden. The permutation method generates the sample matrix, which contains the correlation information by permuting the samples of each variable. Since the permutation method does not rely on the MDF, it has broader applications such as combining with Monte Carlo method [4]–[6] and point estimation method [7], which are widely used to analyze uncertainties in power systems. Also, there is no time-consuming MDF sampling in permutation methods. The Cholesky decomposition method, the most commonly used permutation method, is applied to permute the samples and generate the sample matrix with correlation information [4]–[9]. However, the Cholesky decomposition method is not applicable to the case that the correlation matrix of variables is positive definite. In addition, all aforementioned studies did not consider the deviation of the correlation matrix caused by the permutation, which causes errors in the correlation analysis and steady-state related calculations.

This short article proposes a novel continuous permutation method based on eigen-decomposition (CPED) to solve the correlation problem of wind power. The contributions of this article are summarized as follows.

1) An eigen-decomposition method is presented in the CPED to permute the sample matrix and remedy the defect of traditional Cholesky methods, which are unable to solve the correlation problem with the nonpositive definite correlation matrix.
2) A relative-error matrix is established to evaluate the deviation between wind speed samples and original wind speed data, and this deviation has not been discussed in previous studies of permutation and copula methods.
3) An iterative algorithm is proposed to achieve the continuous permutation and reduce the permutation deviation by adjusting the target correlation matrix. This algorithm is also applicable to other traditional permutation methods for improving accuracy.

II. PERMUTATION BASED ON EIGEN-DECOMPOSITION

The wind speeds are usually modeled as correlated random variables whose correlation information is described by the correlation matrix as

\[
    C_t = \begin{bmatrix}
        1 & \rho_{12} & \cdots & \rho_{1d} \\
        \rho_{21} & 1 & \cdots & \rho_{2d} \\
        \vdots & \vdots & \ddots & \vdots \\
        \rho_{d1} & \rho_{d2} & \cdots & 1
    \end{bmatrix}
\]

(1)

where \(\rho_{ij}\) is the Pearson correlation coefficient between the \(i\)th variable and the \(j\)th variable, and \(d\) is the number of random variables. The \(C_t\) is the target correlation matrix for permuting the samples. Suppose an \(n \times d\) sample matrix \(X_p\) is generated by \(n\) times sampling to these random variables

\[
    X_p = [\eta_1^T, \eta_2^T, \ldots, \eta_d^T]^T
\]

(2)

where samples of \(d\) random variables obtained by each sampling constitute one row of \(X_p\), and the vector \(\eta_k\) is correspondingly composed of samples of the \(k\)th random variable \((k = 1, 2, \ldots, d)\). The correlation matrix \(C_p\) of these samples can be calculated based on the sample matrix \(X_p\) [6]. Normally, \(C_p\) and \(C_t\) are different because specific sequences are used for the fast sampling [2]–[5]. Zhang et al. [6] proved that \(C_p\) can be changed to be closed to \(C_t\) by permuting the positions of entries in columns of \(X_p\). In this article, an order matrix \(R\) is built
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for the permutation. Compared with the traditional Cholesky method, the eigen-decomposition method is applicable to the situation that the $C_t$ is nondefinite matrix. The steps of the permutation are as follow.

1) Implement eigen-decomposition to $C_p$ and $C_t$

$$C_p = U_p A_p U_p^T, \quad C_t = U_t A_t U_t^T \tag{3}$$

where $A$ is the diagonal matrix of the eigenvalues of the corresponding correlation matrix and $U$ denotes the matrix composed of eigenvectors.

2) Build the order matrix $R$

$$R = X_p (U_t \sqrt{A_t} \times (U_p \sqrt{A_p})^{-1})^T \tag{4}$$

3) Permute the entries of $X_p$ according to the $R$. Suppose $x_{ak}$ represents the entries in the $a$th row and $k$th column of $X_p$, and $r_{bh}$ represents the entry in the $b$th row and $h$th column of $R$. Find rank($x_{ak}$) = rank($r_{bh}$) and then adjust the position of $x_{ak}$ in $k$th column from $a$th to $b$th row, where rank($\cdot$) represents the ranking of the entry in its column.

After the permutation in step 3), $X_p$ is updated to a new sample matrix $X_p'$. Noted, when $C_p$ or $C_t$ is a negative definite matrix, some entries of $R$ would contain imaginary part. In this case, the moduli of these entries are used for the sample matrix permutation, as the size of the imaginary part is much smaller than the size of the real part. Although this replacement may cause the deviation of the correlation, the deviation will be reduced to a given tolerance of the error through the continuous permutation.

Algorithm 1: The CPED.

1: Procedure CPED ($X_p, C_f$)
2: Set loop counter and flag: $k \leftarrow 0$, flag $\leftarrow 0$
3: Initial target correlation matrix: $C_t^0 \leftarrow C_t$
4: Initial sample matrix: $X_p^0 \leftarrow X_p$
5: Calculate correlation matrix of $X_p$: $C_p^0 \leftarrow \text{corrcor}_{e}(X_p)$
6: start loop: $k=0$
7: while flag $\neq 0$ do
8: Generate $E_m^p$ and $e_{sum}^k$ according to (5) and (6)
9: Solve (3) and obtain: $U_p^k, A_p^k, U_t^k, U_t^k$
10: Obtain the order matrix $R_k$ by (4)
11: Permute sample matrix: $X_p^{k+1} \leftarrow \text{permute}(X_p, R_k)$
12: # according to the order matrix $R_k$
13: $C_{p,k+1}^{k+1} = \text{corrcor}_{e}(X_p^{k+1})$
14: Update: $E_m^{k+1}$, $e_{sum}$ # by (5) and (6) with $C_{p,k}^{k+1}$ and $C_{t}^{0}$
15: $k \leftarrow k+1$
16: if $k > 30$ then
17: flag $\leftarrow 0$
18: else
19: for $i \leftarrow 1$ to $d$, $j \leftarrow 1$ to $d$
20: if $e_{ij}^{k+1} > \text{tolerance} \& e_{sum} \leq e_{sum}^k$ then
21: Update $C_{t,k}^{k+1} \leftarrow C_{t}^{k}$ by:
22: $\rho_{ij}^{k+1} \leftarrow \rho_{ij}^{k} \times (1 - \text{weight} \times e_{ij}^{k+1})$
23: # where $\rho_{ij}^{k}$ are the entries of $C_{t,k}^{k}$
24: end loop
25: return $X_p^k \leftarrow X_p^{k+1}$

In cases studies, weight $= 0.1$, tolerance $= 1 \times 10^{-3}$.

III. CONTINUOUS PERMUTATION

The deviation between the new sample matrix $X_p^*$ and the target correlation matrix $C_t$ is called permutation deviation, which can lead to error of the PPF calculation or static security assessment of the power system. A relative-error matrix $E_p$ is established for indicating the permutation deviation, whose entry $e_{ij}$ is defined as

$$e_{ij} = \begin{cases} 0 & \text{if } i = j \\ \frac{\sigma_{ij} - \rho_{ij}}{\rho_{ij}} & \text{otherwise} \end{cases} \tag{5}$$

where $\sigma_{ij}$ and $\rho_{ij}$ are the entries at the $i$th row and $j$th column of $C_p$ and $C_t$, respectively. Also, the general error $e_{sum}$ is defined as

$$e_{sum} = \sum_{i,j} |e_{ij}| \times 100\% \tag{6}$$

The basic idea of the continuous permutation is to adjust $C_t$ according to the $e_{sum}$ and repeat the permutation with the adjusted $C_t$. Suppose the new sample matrix $X_p^*$ is generated by the $k$th permutation, namely $X_p^{k+1} = X_p^*$. By solving (5) and (6), $E_m^{k+1}$ and $e_{sum}^{k+1}$ can be also determined. Therefore, we can update the target correlation matrix to $C_t^{k+1}$ by adjusting its entries as

$$\rho_{ij}^{k+1} = \rho_{ij}^k \times (1 - \text{weight} \times e_{ij}^{k+1}) \tag{7}$$

where weight represents the step size. The detailed procedure of the continuous permutation is shown in Fig. 1 and Algorithm 1. The convergence condition of the continuous permutation is presented at the line 20 of Algorithm 1 where the procedure of the CPED is presented by the pseudocode. The corrcor$_e$ function in Algorithm 1 is to calculate the correlation matrix and permute ($X_p$, $R_k$) is to permutes $X_p$ according to order matrix $R_k$. The superscript $k$ of variables shown in Fig. 1 and Algorithm 1 denotes the number of iterations.

IV. CASE STUDIES

In order to study the performance of the CPED and its application, a 3-WFs IEEE 30-bus system [10] is used in this case running on a 2.6 GHz Intel Core i7 with 16 GB RAM. Three 30-MW (installed capacity) WFIs are integrated into the IEEE 30-bus system at bus-3, 5, and 7, respectively. The output of the active power $P(v)$ of each WF
can be expressed as

\[
P(v) = \begin{cases} 
0, & (0 < v < V_{ci} \text{ or } V_{co} < v) \\
\frac{v - V_{ci}}{V_{rs} - V_{ci}} \cdot P_N, & (V_{ci} \leq v \leq V_{rs}) \\
1, & (V_{rs} < v \leq V_{co})
\end{cases}
\]

where \(v\) is the wind speed and \(P_N = 30\) MW is the total installed capacity. Also, \(V_{ci}, V_{co},\) and \(V_{rs}\) denote the cut-in speed (\(V_{ci} = 3.5\) m/s), the cut-off speed (\(V_{co} = 25\) m/s) and the rated speed (\(V_{rs} = 9.5\) m/s), respectively. Two sets (Set-1 and Set-2) of wind speed samples are used as the original data of wind speed in WFs from the historical record in the northwest area of China [11], and each set of data contains 50,000 wind speed samples. The correlation information of the two sets of data is shown in Fig. 2.

Fig. 3 shows the general error \(e_{sum}\) of the sample matrix processed by different methods for data Set-1 (sampling size \(n = 400\)). After 14 iterations (14 times of permutations), the \(e_{sum}\) of the sample matrix processed by the CPED is converged to 0.27%, which is significantly lower than that of the Cholesky method and copula method (4.3% and 7.3%, respectively). It proves that the sample matrix permuted by the CPED retains the most correlation information of the original correlation matrix. Fig. 4 shows \(e_{sum}\) converges to 1.69% after 15 iterations of the CPED method with the data Set-2 whose correlation matrix is nonpositive definite. This error is larger than that in the data Set-1 case, which is mainly because some entries of the order matrix \(R\) for the permutation contain an imaginary part and the moduli of these entries are used for the sample matrix permutation. However, the \(e_{sum}\) of the sample matrix obtained by the CPED is still smaller than that of the copula method.

To show the performance of the proposed CPED applied to steady-state related calculations, the modified Latin hypercube sampling (LHS) [4] is combined with the CPED (LHS-CPED) and applied to calculate the PPF for wind power penetrated system, compared to the traditional LHS-Cholesky method. For data Set-2, where the correlation matrix is a nonpositive definite matrix, only the copula method [1] is used for comparison since the LHS-Cholesky method is not applicable for nonpositive definite matrix. The mean of the active power obtained by simple random sampling [4] with 50,000 times simulation is set as the reference and denoted as \(P_{b,s}\). The relative error of active power \(\varepsilon_{\mu}\) is used to describe the error of PPF results

\[
\varepsilon_{\mu} = \frac{1}{L} \sum_{b} \left| \frac{P_{b,a} - P_{b,s}}{P_{b,s}} \right| \times 100\%
\]

where \(L\) is the total number of branches of the grid, and \(P_{b,a}\) is the mean of the active power transmitted by the \(b\)th branch. Table I shows the \(\varepsilon_{sum}\) and \(\varepsilon_{\mu}\) of LHS-CPED are smaller than that of LHS-Cholesky and copula method in any size of sampling, reflecting the superiority of CPED in precision. Table II shows that the LHS-CPED method is more accurate than the copula method in the PPF calculation. In term of computation time for the PPF calculation, the LHS-CPED costs nearly the same time as the LHS-Cholesky method but less time than the copula method.

To further study the performance of the proposed method in a higher percentage wind penetration system, two more 10 MW WFs are added to the previous 3-WFs IEEE 30-bus system at bus-25 and 27, respectively, to make it a 5-WFs and 30-bus system. The wind speed samples used here are from Set-1. The correlation coefficient between new added WFs is 0.73, and the coefficient between new
added WF's with existing WF's is 0.42. In this case, the continuous permutation is combined with the Cholesky method (CP-CM) for the comparison. Fig. 5 shows $\varepsilon_{\text{sum}}^{P}$ of the sample matrix and the relative error $\varepsilon_{\mu}^{P}$ of the PPF results obtained by CP-CM and CPED (sample matrix is sampled by LHS with $n = 400$) with a different number of iterations. Also, as shown in Fig. 5, both $\varepsilon_{\text{sum}}^{P}$ and $\varepsilon_{\mu}^{P}$ are significantly improved by using the continuous permutation, especially when the iteration converges. It also indicates that continuous permutation can be applied for traditional permutation algorithms such as Cholesky method for better performance. In addition, $\varepsilon_{\text{sum}}^{P}$ and $\varepsilon_{\mu}^{P}$ of the CP-CM and CPED are significantly lower than that of the copula method.

Another case based on the IEEE 118-bus system [10] is carried out to investigate the performance of the proposed method in a large power system. Five WFs (30, 30, 30, 10, 10 MW) are integrated into the IEEE 118-bus system at the bus-4, 9, 38, 71, and, 83, respectively. The correlation matrix of the sample matrix is non-positive definite. Compared to the traditional Cholesky method and copula method, the CPED reduces the correlation deviation by more than 80%. It also shows that the reduction of the correlation deviation contributes to a lower error in the PPF calculation. Future work will be conducted to extend the application of the CPED to the static security analysis and optimal PPF calculation considering other kinds of uncertain energy sources, such as photovoltaic power generations.

V. CONCLUSION

This short paper proposes a novel method called CPED for wind power correlation analysis. The proposed method adopts the eigen-decomposition to realize the permutation process with a non-positive definite correlation matrix, which remedies the defect of the traditional Cholesky method. Besides, to reduce the correlation deviation, which is ignored in the existing studies, the continuous permutation process is proposed in this article. The case studies verify the effectiveness of the proposed CPED in the correlation analysis even the correlation matrix of the sample matrix is non-positive definite. Compared to the traditional Cholesky method and copula method, the CPED reduces the correlation deviation by more than 80%. It also shows that the reduction of the correlation deviation contributes to a lower error in the PPF calculation.
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