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Abstract

Information extracted from social media has proven to be very useful in the domain of emergency management. An important task in emergency management is rapid crisis mapping, which aims to produce timely and reliable maps of affected areas. During an emergency, the volume of emergency-related posts is typically large, but only a small fraction is relevant and help rapid mapping effectively. Furthermore, posts are not useful for mapping purposes unless they are correctly geolocated and, on average, less than 2% of posts are natively georeferenced. This paper presents an algorithm, called CIME, that aims to identify and geolocate emergency-related posts that are relevant for mapping purposes. While native geocoordinates are most often missing, many posts contain geographical references in their metadata, such as texts or links that can be used by CIME to filter and geolocate information. In addition, social media creates a social network and each post can be enhanced with indirect information from the post’s network of relationships with other posts (for example, a retweet can be associated with other geographical references which are useful to geolocate the original tweet). To exploit all this information, CIME uses the concept of context, defined as the information characterizing a post both directly (the post’s metadata) and indirectly (the post’s network of relationships). The algorithm was evaluated on a recent major emergency event demonstrating better performance with respect to the state of the art in terms of total number of geolocated posts, geolocation accuracy and relevance for rapid mapping.
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1 Introduction

Social media play an important role in emergency management. Indeed, information extracted from social media has proven to be very informative in crisis situations [1, 2]. An important activity in this context is rapid crisis mapping. Rapid mapping consists of producing timely and reliable maps of the areas affected by the emergency situation — typically a natural disaster — with the goal to support rescue teams and operators. For instance, the Copernicus Emergency Rapid Mapping Service1 is a rapid crisis mapping service based on Copernicus satellite data.

The production of maps needs to be rapid, that is, fast enough to support emergency management as soon as the emergency begins, during the so-called response phase. In this phase, issues such as the delineation of the perimeter of the emergency or the severity of the event are explored in a rush of turbulent aid-organization processes. Rapidly available maps represent an invaluable input for these life-saving activities.

Rapid mapping has very specific and challenging requirements, including:

– Multimedia content, especially pictures, is far more useful than text.
– Content is not useful unless geolocated. A map is a representation of selected information of a geographical area. To be represented on a map, information needs to be (automatically or manually) geolocated.
– The geolocation precision needs to be high enough to support the tasks at hand. For rapid crisis mapping, geolocation information needs to be associated with the extension of the target object: a bridge, a house, a road, a flooded area, etc.
– Geolocated information needs to be redundant to reinforce mapping decisions. Redundancy increases trust in information. For example, if all pictures of adjacent roads show a flooded situation, an entire zone can be mapped as flooded with high confidence.

During an emergency, the volume of emergency-related posts is large, but only a small fraction of posts are relevant and provide objective information and media that can effectively help rapid mapping activities [1]. Furthermore, posts are not useful for mapping purposes unless they are correctly geolocated and, on average, less than 2% of posts are natively georeferenced. In theory, rapid mapping professionals can find it beneficial to be supported by on-site visual information created and shared by social media users. However, in practice, without adequate tools to filter and automatically extract information, leveraging social media posts during emergencies is unsustainable. This creates a demand for integrated platforms to extract information from social media in a timely fashion [1], which need to be supported by algorithms and methods tailored to the needs and challenges posed by this domain.

This research was conducted as part of the E2mC European Project [3]2 with the aim of designing and testing a platform called Witness to support rapid mapping professionals with information extracted from social media. In this context, we designed a geolocation algorithm, called CIME, to identify and geolocate emergency-related posts which can be relevant for mapping purposes.

While native geocoordinates are most often missing, many posts contain geographical references in their metadata, such as texts or links, that can be used by CIME to filter and geolocate information. In addition, social media posts are not isolated entities, but
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1 http://emergency.copernicus.eu/mapping
2 https://cordis.europa.eu/project/id/730082
exist within a social network. CIME exploits this phenomenon to improve the geolocation process: each post is enhanced with indirect information from the post’s network of relationships with other posts (for example, a retweet can have geographical references associated with it, which are useful to geolocate the original tweet). To exploit all this information, CIME is designed to build a context for each candidate location extracted from the post. The context is defined as the information characterizing a post both directly (the post’s contents and metadata) and indirectly (the post’s network of relationships).

As discussed in the following section, other network-based geolocation techniques have been proposed previously. These aim to geolocate the authors of the posts, based on the analysis of static social relationships, such as friendship. In contrast, CIME aims to geolocate content (individual posts) on the basis of behavioral and dynamic social networks that are created by communication patterns among authors, who may or may not have a static social relationship. The rationale for this approach is that crisis situations create new social relationships that did not exist before the crisis, but are needed to manage the crisis [1]. Geolocating posts, rather than authors, can prove to be particularly useful for rapid mapping activities.

CIME exploits the behavioral social networks naturally arising during emergencies [1]. In these situations, social media posts are not isolated entities, but often belong to crisis-related social contexts. For example, a post can belong to a conversation or a crisis-related trending topic (hashtag). It can be observed how emergencies create multiple behavioral social networks, usually including a high number of messages about the event posted in a relatively short timeframe. CIME is capable of identifying and exploiting these behavioural networks to enrich the context which supports the geolocation task.

In principle, the proposed methodology is independent with respect to the social media at hand. In the E2mC project, Twitter, Flickr, Facebook/Instagram and YouTube have been identified as the most important sources of information for rapid mapping purposes. The motivations and the concepts behind these aspects have been explored in [3–7]. In particular, Twitter offers data access publicly and represents the most widely studied source of information for emergency management [1]. This paper presents CIME as a general algorithm that can be used on any social network. However, the examples and the experimental evaluation will refer, in particular, to Twitter, to facilitate the data collection/analysis and the comparison with previous approaches mentioned in the literature.

The main contributions of this work are as follows:

- We face the problem of geolocating social media posts, focusing on the requirements and challenges arising from supporting rapid mapping activities. These include: (1) the focus on posts, rather than users, (2) not relying on prior knowledge about the event or the area, since emergency events are, in general, unpredictable, (3) the focus on media contents associated with posts (in particular, images).
- To this end, we develop a context-based geolocation algorithm, named CIME, to disambiguate locations mentioned in posts. The context is both “local” (that is, built based on elements from the same post), and “global” (that is, built based on elements from other connected posts in a dynamic behavioral social network).
- We develop a complete pipeline to execute CIME. CIME is tested on two case studies.
- We evaluate CIME from the point of view of supporting the needs arising from leveraging social media analysis for rapid mapping activities. In particular, we focus on images associated with posts geolocated through CIME, and we compare their volume, precision and relevance to native (GPS-based) georeferences provided by Twitter for a selected subset of posts.
The structure of the paper is as follows: Section 2 discusses the state of the art. Section 3 discusses different types of interpretations that can be associated with locations associated with social media objects, to better define the scope of the proposed method and the experimental evaluation. Section 4 illustrates the proposed geolocation algorithm and Section 5 analyzes the outcomes of the proposed methodology with reference to a rapid mapping case study. Section 6 discusses the implementation details.

Finally, Section 7 discusses open issues and future work.

2 State of the art

2.1 Geolocation in social media

Geolocation means assigning a location to an entity, which, in the context of social media, is usually a user, a post or another content associated with users/posts. On social media, users can have a profile that statically associates a location to them. The location can be precise (a home address) or broad (a city or a region). Posts can be dynamically linked to a location indicating either the position of the user when the post was shared or the location of the post itself (for example, the location of a picture that is part of the post’s content).

Therefore, different types of locations can be extracted from social media: locations related to users, including the home residence [8–11], locations related to the posting position [12], as well as locations related to the posts themselves [13–16]. Recently, [17] surveyed the task of location prediction on Twitter. In this work, the authors distinguished three types of target locations: home location, tweet location and mentioned location, discussing different methods and evaluation metrics for each one. With respect to these categories, the present work focuses on mentioned locations. See Section 3 for an in-depth analysis of location types.

In some cases, a single piece of geolocation information is available and it can be difficult to associate it with a posting location, a location associated with the post topic or with the post multimedia content unequivocally. Often, a combination of different types of locations have been used in practical applications, as in [18]. In general, the different location types are independent of each other and they are all independent with respect to the features used to infer them. For example, a location mentioned in a post does not necessarily imply that the user or the message content are linked to that geolocation. Different features have been used to geolocate tweets [17, 19]: location mentions in the text of the tweet, friend’s network, metadata of the tweet, website IP addresses, geotags, URL links and time zones.

An important difference should be made between location disambiguation and location inference. While the former, also called “toponym resolution”, aims to geocode an expression — that is to find the location in terms of its coordinates — given a more or less qualified name, the latter aims to discover the location based on features such as the content, the metadata, the relationships with other documents, etc., even if no location is explicitly mentioned.

The proposed algorithm targets location disambiguation, surveyed in Section 2.2. Recent works about location inference with a similar goal — post-level geolocation — are mentioned in Section 2.3.
2.2 Location disambiguation

Location disambiguation is typical of text-based methods. Indeed, toponyms mentioned in unstructured text are, in general, ambiguous and unreliable. First of all, it is necessary to extract them from text, an activity called named entity recognition (NER) in general, when focused on names of locations, people, companies, etc., or also “geoparsing” when focused exclusively on names of locations [16]. The NER, which is typically performed through supervised techniques such as conditional random field (CRF), allows the extraction of a set of surface forms from the text. Each surface form is an n-gram potentially referring to a named entity [20] — that is, to a location when only location names are considered. Then, each surface form must be disambiguated, i.e., linked to a precise named entity in a knowledge base. Generally speaking, this activity is called named entity linking (NEL), also named “geocoding” or “location disambiguation” when focused on location names. This phase is challenging because the relationship between surface forms and entities is, in general, many-to-many: on the one hand, the same entity can have many names and variations, on the other hand, multiple entities can share the same name or part of it. Moreover, being downstream, the performance of the NEL phase is necessarily affected by the NER phase: wrongly recognized surface forms negatively affect the linking/disambiguation phase. Disambiguation of location names is made especially difficult by the existence of geo/non-geo ambiguities, such as the Italian city called None which coincides with a very common word in the English language, and geo/geo ambiguities such as in London, UK; London, ON, Canada; London, OH, USA; London, TX, USA; London, CA, USA [13].

These tasks have been mainly addressed through supervised learning techniques, as in [15, 16, 22–24]. Supervised models are used not only for the NER task, but also for the disambiguation itself. The main limitations of this kind of approach include the need for labeled data and the limited generalization ability (in terms of language, area and event). In some cases, supervised models are supported by heuristic disambiguation rules, as in [13]. In other cases, supervised techniques are avoided and only gazetteer insights are exploited, as in [25]. However, this requires knowledge of the target area in advance and the pre-loading of the related location names in the memory. In [26], the work presented in [25] is extended, demonstrating that a gazetteer-based approach outperforms other methods, including third-party services such as Geo-Names and Google Geocoder API. In some cases, disambiguation could target location names mentioned in an informal way (abbreviations and out-of-vocabulary words), which introduces a further degree of ambiguity. This is, for example, the goal of the two-stage supervised system presented in [24].

CIME uses pre-trained models only for the NER task. One of the goals of the proposed algorithm is to not rely on trained components for the disambiguation task, thus allowing no prior knowledge of the target area and avoiding any pre-loading, indexing or training phases.

2.3 Location inference

Supervised techniques have also been recently proposed for fine-grained geolocation inference at the venue level [27, 28]. In this case, rather than recognizing and disambiguating locations mentioned in tweets, the goal is to infer the tweet’s posting location in terms of
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3Examples of knowledge bases include Wikipedia, DBpedia, Freebase etc. Focusing on location names, knowledge bases correspond to gazetteers such as GeoNames (http://www.geonames.org) or OpenStreetMap [21]
specific venue starting from the tweet’s content. Such approaches allow geolocating fine-grained POIs, but require labeled data at the venue level, which can be difficult to acquire in general. For example, [27] proposes using data crawled from the location app Foursquare, where users associate their posts with specific venues. The paper [19] presents an overview of location inference techniques on Twitter, including those requiring prior knowledge of the target location or having an updated model of the target area. This kind of location inference technique is not appropriate, in general, for emergency events, when the target area is not known in advance and previous posts about it could be scarce. In contrast to this kind of technique, the methodology proposed in this work focuses on disambiguating location names in posts, rather than associating locations based on the post’s content. Moreover, the proposed methodology does not require any prior knowledge or model about the target event or area.

2.4 Network-based geolocation

Network-based geolocation methods exploit the social networks characterizing social media to propagate information. Network-based geolocation is mainly based on the property according to which users on social media tend to interact primarily with the same people with whom they interact in their everyday life. Therefore, this approach has been mainly used to identify users’ location on the basis of their friends’ locations. It has been noted how, “in many cases, a person’s social network is sufficient to reveal their location” [11]. For example, [8] uses an extension of label propagation through the social network to assign a location to nearly all users, starting from few labeled users, [29] proposes an algorithm that allows the selection of the right interpretation of the self-reported toponym of users starting from the (possibly ambiguous) self-reported toponyms of their friends. The geolocation performance depends on the users’ number of connections: users with too few or too many friends cannot be geolocated easily [30]. Supervised techniques are also employed: in [31], a decision tree is trained to show that some features of relationships (for example users who mention each other) are correlated with physical proximity, [11] formulates geolocation as a classification task where the class is the inferred location and the features include the locations of users’ friends.

Network-based and text-based methods are not mutually exclusive: [10] shows that a hybrid method (both text and network based) outperforms two baselines that consider only the text or the network. A special case of social network is the one containing all the posts from the same user, i.e., the list of posts from the same person in a given timeframe. Even if the size of this network is drastically smaller than a network considering multiple users, posts from the same user can have a higher probability of being (spatially) related. This concept is exploited in [28], where tweets are linked to fine-grained locations through a supervised approach that also leverages same-user posts.

All these network-based techniques target user home locations [8, 10, 11, 29, 31]. This is due to the fact that they focus on explicit (articulated) networks, such as friendship, as opposed to implicit (behavioral) networks, which are inferred from dynamic communication patterns. Explicit networks model “static” relationships among users, not capturing the relationships among actual posts. Whereas “implicit networks are particularly interesting in the crisis scenario because many exchanges happen among people who were not connected before the crisis” [1]. In [32], the authors discuss how different information diffusion patterns appear in Twitter in different contexts, and how the patterns typical of natural emergency situations are different, for instance, from the ones of videogame users.
Similarities among individual posts have also been exploited for post geolocation, for example in [33]. In this work, authors estimated the location of a post by leveraging similarities in the content of the target and a set of other geotagged posts, as well as their time-evolution features, using a supervised model. However, there is no real concept of behavioral social network (in terms of graph) in their work. Their approach is particularly effective for the geolocation of tweets related to time-focused events, especially those with a relatively short time-span (e.g., concerts). However, it has the same limitations of other supervised techniques in terms of required training and limited domain adaptation.

Most of the network-based techniques described in the literature focus on the location inference task, targeting the location disambiguation task more rarely [29]. Behavioral social networks have been successfully exploited for other tasks, such as topic identification [34], however, to the best of our knowledge, they have never been used for post/media geolocation on Twitter.

Different to most of the disambiguation algorithms previously mentioned in Section 2.2, CIME does not only rely on textual features, but also on contextual features, and in particular on posts’ social networks. An initial description of this approach was introduced in [35] and is presented in detail in this paper. Different with respect to the mentioned network-based methods, the proposed algorithm i) relies on social networks for post-level geolocation instead of user-level geolocation, thus focusing on behavioral social networks instead of static networks and ii) leverages social networks for location disambiguation instead of inference.

2.5 Context-aware social media analysis

The role of context in the proposed algorithm is central. In CIME, the context is built based on post metadata and social network features. Recently, different kinds of contextual information have been exploited for social media analysis. The concept of geographical context has been investigated and analyzed in [36], in particular with respect to hierarchical spatial relationships characterizing the user’s context.

It has been noted that the combination of social media and contextual authoritative sources of data can be helpful to identify useful information in disaster management [37, 38]. The joint analysis of GPS data, authoritative data and news report data (but not social media sources) has been recently described in [39], where a supervised approach for modeling human behavior following natural disasters has been proposed, demonstrating the advantages of integrating heterogeneous sources. Another way to exploit context is by considering multiple social media providing complementary information [40, 41].

2.6 Gazetteers

Different gazetteers have been employed for the geolocation task on social media [17, 19]. In a previous work [4], the authors used GeoNames. This initial case study helped us to define the requirements for the work presented in this paper, which instead adopted OpenStreetMap as gazetteer, as it provides a richer and larger knowledge base but also introduces new challenges.

Regarding gazetteer misses, they can be tackled only partially by geolocation algorithms. Gazetteer misses can be considered unavoidable since “the output of any geocoding algorithm is only as exact as the knowledge base that underlies it” [16].
3 Understanding the meaning of Tweet geolocation

As mentioned in Section 2, different types of locations can be associated with a social media post.

In [17], a distinction was made among different types of predictions: author’s home geolocation, tweet geolocation and mentioned geolocation. For this work we focus on geolocating locations mentioned in a post, with the assumption that media (in particular, images) associated with a post show the mentioned locations. This focus is due to the goal of our work, which is aimed at helping rapid mapping activities, providing evidence through images with an associated location information. As noted previously, visual content is of primary importance in these activities, as it can provide tangible evidence of the conditions of an area.

This section clarifies the approach adopted in this paper: social media posts were analyzed to extract locations on visual information associated to the posts. In the following, we illustrate which are the available elements in the post data and metadata, and which are the geolocations that can be inferred from their analysis. Figure 1 shows a model for locations in Twitter. The model can be adapted to other social media, taking into consideration their specific meta-data.

The figure shows the main entities that can be identified in a tweet: the content of the post itself (post), the user posting the tweet (user), and the images associated to a tweet (post image). For each of these entities, the available data and metadata are shown in the figure as attributes. In addition, in the following of the paper we will also consider the links that can be found in a post, either to posts in the same social network, i.e. through reply, quote, and retweet links, or as links to posts in other social networks, indicated as post link.

With regards to tweets, there are several possible sources of geographical information. The meta-data of the post and of the user provide the following information:

- location: The location defined by users for their account profile. This is free text inserted by users. In addition, the users in their profile can set a geo_enabled flag that enables the possibility of geotagging tweets based on their current position when posting (see below).
- coordinates: Tweets can be associated with an automatically derived geographical location, usually extracted from the GPS-enabled device from which the tweet is sent. This type of geographical location is referred to as georeference (or sometimes geotag), indicated as georef in the figure. Georefs are reportedly unusual in tweets, ranging from 0.3% [4] to 3%, and only in rare cases reaching 11% [37]. Georefs are longitude-latitude pairs.
- place: Recently, Twitter has added the possibility for users to specify a place, which is displayed at the bottom of the post when specified, next to the posting time. In general, places are given at city or country level and are not used to specify a precise address.

Notice that all these fields are nullable. The location can be unparsable and may not be a real location, and both location and place do not necessarily have an actual relationship with the users’ message content or actual position. Considering the global tweets randomly sampled, [18] reports that 41% of users agreed to share their location at least once, 35% of users have specified a location, only 2.5% of the tweets come with a non-null place field (which is at city-level in 89% of the cases) and only 2% of the tweets are geotagged with precise location coordinates.
Posts may be associated with media contents. In particular, *images* can be attached to tweets. In Twitter, images are stripped of any metadata when uploaded, so no geolocation information can be found in their metadata. As mentioned above, posts can also include links to other social media posts. A linked post may or may not be associated with a georeference.

In general, all these geographical locations (related to the user, the posting location, the content, the media, etc.) may or may not be consistent. For instance, users might be visiting a location far from their home location, and might post their tweets at a different time and in a different place from where the images or linked media were taken. These locations can also be given or derived at different levels of granularity.

Since georeferences are usually very scarce, research addressed the problem of automatically geolocating tweets (see Section 2) as a way to increase the number of posts linked to a location. Recent work has exploited tweets’ locations to analyze events. However, as discussed in Section 2, the concept of *location* needs to be clearly defined. In fact, inferred locations can be associated with different objects: i) inferred home locations; ii)
inferred posting locations; iii) inferred mentioned locations. Figure 1 shows possible different inferred locations as gray classes. The three inferred locations can be different, i.e., the user can have a home location which is different from the posting location, which in turn can be either the same as the one of the image (for instance, when a tweet is posting a just captured image) or different, in case images are posted later or derived from other sources.

Inferred locations are associated with two possible representations: geolocation coordinates (“geoloc coordinates”) - that is a point or an area - when a geographical representation is given in terms of coordinates; geolocation string (“geoloc string”), when a textual representation is provided. The location precision depends on the gazetteer being used.

As this paper focuses on posts related to emergencies, and on the need of extracting first hand information about a disaster, the proposed methodology focuses on locations mentioned in posts (inferred mentioned locations). In the following section, we illustrate our approach to disambiguate mentioned locations from the information available in posts (including text and metadata) and other related posts in the social network. Inferred locations are associated also to images contained in the post.

4 CIME geolocation algorithm

In this section we describe CIME, a novel algorithm for social-media content geolocation. With respect to the distinction discussed in Chapter 2, CIME can be considered a text-based geolocation algorithm, since it aims to disambiguate location references contained in posts. However, it can also be considered a network-based geolocation algorithm, since it exploits the social network to build a context exploited for geolocation. The main structure of the algorithm is social-media independent, even though the implementation and the evaluation of this work are specific to Twitter.

The algorithm is based on the idea of building a context for each ambiguous surface form extracted in a preceding NER step and using it as reinforcement to infer the most likely candidate location as the one with the highest “reinforcement level”, provided that the reinforcement level is higher than a confidence threshold. The context is built in two steps: firstly, using local features (that is, features associated with the individual post), and secondly, it is then extended based on global features (that is, features associated with other posts that are connected to the target post in the social network).

This approach aims to handle the following situations:

- If a surface form is a false positive outcome of the NER phase, it should not find a reinforcement in the context (local or global), and therefore the surface form should not be disambiguated at all. In this respect, the algorithm acts as a filter for the NER, addressing potential NER errors.
- If a surface form is contained in a post with a strong enough local context, the algorithm should be able to disambiguate it “locally,” without analyzing the global context of the post.
- If a surface form can not be disambiguated through the local context, it can be either a NER false positive or a disambiguation false negative. NER false positives are mainly due to the noisy and unstructured nature of social media texts, while disambiguation

4A NER false positive corresponds to the situation where the NER has recognized an n-gram as location while actually it is not a location, for example for a geo/non-geo ambiguity.

5Or, equivalently, it should be disambiguated to the null location.
false negatives are mainly due to the short and de-contextualized nature of social media posts. The global context can be used as support information to differentiate between NER false positives and disambiguation false negatives. Indeed, a NER false positive should not find a reinforcement in the global context since it is not a real location. Otherwise, the global context should allow the lacking local context to be overcome and find a reinforcement to disambiguate the surface form to a location with enough confidence.

The algorithm is described starting with the local phase in Section 4.1 and then with the global phase in Section 4.2. For the sake of readability, the main sets and functions defined in the following sections are summarized in Table 1.

### 4.1 Local geolocation based on a single-tweet analysis

The local phase of the algorithm is based on the analysis of a single post, in particular its text and metadata. The main steps are shown in Fig. 2. The input is a post \( p_i \). The surface forms, the place metadata and the hashtags are extracted from \( p_i \). Then, the candidate locations are retrieved from the gazetteer for each of these elements and a local context is built for each surface form. The local context-based ranking step allows the candidate locations for each surface form to be ranked given their local context. Finally, there are two possible outputs. If the confidence threshold has been reached for some candidate locations, the candidate location(s) with the highest score are selected as post location(s). Otherwise, the post is not geolocated, the surface forms are considered ambiguous and their candidate locations are kept for the subsequent global geolocation phase. We detail each of these steps in the following paragraphs.

### Table 1  Notation used in the description of the geolocation algorithm

| Notation       | Description                                      | Notes                        |
|----------------|--------------------------------------------------|------------------------------|
| \( P \)        | Set of posts                                     | Input                        |
| \( SF \)       | Set of surface forms                             |                              |
| \( LOC \)      | Set of locations                                 |                              |
| \( sf : P \to \mathcal{P}(SF) \)                   | Surface forms of each post                      |                              |
| \( C : SF \to \mathcal{P}(LOC) \)                   | Candidate locations of each surface form         |                              |
| \( C : P \to \mathcal{P}(LOC) \)                   | Candidate locations of each surface form of each post | NER + gazetteer search       |
| \( \text{hashtag}(p) \)                            | Hashtags associated to each post                 |                              |
| \( \text{place}(p) \)                              | Place associated with each post                  | Post metadata               |
| \( \text{lcxt}(sf, p) \)                            | Local context of the surface form \( sf \) in the post \( p \) | \( \subseteq LOC \)         |
| \( \text{score}(c, l) \)                            | Score of a candidate location \( c \) by the context element \( l \) |                              |
| \( \text{rk} : C \to \mathbb{R}^+ \)               | Rank of each candidate location of a surface form |                              |
| \( \text{rk}^* : C \to \mathbb{R}^+ \)              | Rank of each candidate location of a post        |                              |
| \( \text{loc} : P \to \mathcal{P}(LOC) \)         | Location(s) associated with a post \( p \)        | Post geolocation            |
| \( G = (P, E) \)                                    | Social network of posts                          |                              |
| \( \text{globalcontext}(p) \)                      | Global context seen by the post \( p \)          |                              |
| \( \text{gext}(sf, p) \)                            | Global context of the surface form \( sf \) in the post \( p \) | \( \subseteq LOC \)        |
4.1.1 Candidate locations and local context building

For each post \( p \), the text is analyzed to extract a set of surface forms. Each surface form is an \( n \)-gram potentially referring to a location [20]. This is formalized by the function \( sf : P \rightarrow \mathcal{P}(SF) \), which links to each post \( p \in P \) a set of surface forms: \( sf(p) = \{sf_1, sf_2, \ldots, sf_N\} \), with \( sf_1, sf_2, \ldots, sf_N \in SF \). This function corresponds to a NER. In the current implementation, the multilingual Stanford CoreNLP library [42, 43] has been used, however, the methodology is independent of the chosen NER library.

In general, since the focus of the algorithm is on the disambiguation of the surface forms, including the recognition of false positives,\(^6\) it can be convenient to employ a NER algorithm which privileges recall instead of precision. Indeed, if a surface form is a false positive, CIME should not be able to link it to anything, thus avoiding false positive locations, while a false negative in the NER phase cannot be fixed by CIME in the disambiguation phase and irremediably leads to a missed location. In this respect, CIME acts as a filter for false positives from the NER phase. Moreover, as discussed in the introduction, the management emergency domain often requires the recall to be maximized for operative reasons. To account for this, the CoreNLP NER library has been used, with a traditional model and with a caseless model which allowed handling “all lowercase, all uppercase, or badly and

\(^6\)The disambiguation phase should link a surface form to the “null” entity if the referred entity, for any reason, does not exists in the knowledge base (gazetteer), therefore detecting the false positive.
inconsistently capitalized texts,” keeping the union of the results. Moreover, the results of the dependency parsing analysis were used to increase the coverage, adding as surface forms those tokens that have a strong relationship with the detected surface forms (e.g., a compound relationship). Finally, to further increase the NER recall, the surface forms were enhanced with a rule-based regex NER to include typical location names of streets, roads, rivers and so on. This is based on the TokensRegexNERAnnotator provided in the CoreNLP library.

The surface forms extracted from a tweet are, in general, ambiguous, due to the many-to-many relationships existing between toponyms and locations, geo/geo and geo/non-geo ambiguities (see Section 2). Therefore, it is necessary to retrieve all the candidate locations for each surface form and disambiguate the correct one. We used OpenStreetMap as a gazetteer to retrieve all possible candidate locations for each surface form. OpenStreetMap is accessed through the Nominatim search engine in a local instance. Nominatim links to each location entity, among many other tags, a set of names referring to the location (including alternative names), a hierarchical system which allows the definition of relationships among locations and the polygon(s) corresponding to the area of the locations. Even if a location is typically a polygon, a center is also defined, simplifying the representation as a pair of coordinates.

Through the gazetteer, each surface form $sf$ is assigned to a set (0 or more) of candidate locations fully or partially matching $sf$. This is formalized by the function $C : SF \rightarrow \mathcal{P}(LOC)$ which links to each surface form $sf \in SF$ a set of locations: $C(sf) = \{c_1, c_2, \ldots, c_M\}$ with $c_1, c_2, \ldots, c_M \in LOC$. In turn, it is possible to associate all candidate locations related to all surface forms of a post through the function $C : P \rightarrow \mathcal{P}(LOC)$, considering the union of the individual sets $C(p) = C(sf_1) \cup C(sf_2) \cup \ldots \cup C(sf_N)$.

The local step of the proposed methodology aims to disambiguate the surface forms extracted from the post’s text using other information available in the post itself as context. This is referred to as the local context. In particular, the information exploited to build a surface form’s local context is:

- Other surface forms, through the associated candidate locations. This reflects the fact that the locations mentioned in a post have a high likelihood of being somewhat related to each other. For example, a user can mention a street and the related city or two streets belonging to the same city.
- Contextual information in the post. These are social-media dependent; focusing on Twitter, the contextual information that can be exploited are:
  - The hashtags in the tweet. Hashtags are used to assign a topic to a post. Topics can correspond to localities, especially when the post includes content related to a (damaged) area.

---

7[https://stanfordnlp.github.io/CoreNLP/caseless.html](https://stanfordnlp.github.io/CoreNLP/caseless.html)
8[http://universaldependencies.org/u/dep/](http://universaldependencies.org/u/dep/)
9The regex NER step detects capitalized words followed by a word in pre-defined set such as: “street”, “road”, “river”, etc.
10[https://stanfordnlp.github.io/CoreNLP/regexner.html](https://stanfordnlp.github.io/CoreNLP/regexner.html)
11[http://nominatim.openstreetmap.org/](http://nominatim.openstreetmap.org/)
12Different formats are provided; GeoJSON was chosen for its interoperability.
The place field of the post, which, “when present, indicates that the tweet is associated with (but not necessarily originates from) a place”.\footnote{https://developer.twitter.com/en/docs/tweets/data-dictionary/overview/tweet-object} The place field often corresponds to a coarse-grained location, but it can help to contextualize more fine-grained locations mentioned in the text of the tweet or enhance their confidence.

Therefore, the local context for the surface form $s_{fi} \in sf(p)$, defined as $lcxt(s_{fi}, p)$, is given by:

$$
lcxt(s_{fi}, p) := \left( \bigcup_{sf_{j} \in sf(p), j \neq i} C(sf_{j}) \right) \cup \left( \bigcup_{h \in hashtags(p)} C(h) \right) \cup C(place(p))
$$

### 4.1.2 Local context-based ranking

The candidate locations of each surface form get a score for each element in the context, thus defining a ranking function $rk(sf) : C(sf) \rightarrow \mathbb{R}^+$ that associates a positive number to each candidate location. In particular, the ranking is given by the sum of the individual scores:

$$
\forall c_{j} \in C(s_{fi}), \ rk(c_{j}) = \sum_{l_{k} \in lcxt(s_{fi}, p)} score(c_{j}, l_{k})
$$

In this formula, $score(c_{j}, l_{k})$ — the score given to the candidate location $c_{j}$ by the contextual element $l_{k}$ — is computed as follows (see Fig. 3):

(a) Based on the hierarchical relationship\footnote{Information on hierarchical relationships among locations are extracted from the OpenStretMap gazetteer} between $c_{j}$ and $l_{k}$. In particular, a score is given if $c_{j}$ is part of $l_{k}$. For example, if $c_{j}$ is a street belonging to the town $l_{k}$. A fixed score value is assigned to $c_{j}$, since it is more fine-grained (Fig. 3a).
Based on the common hierarchy between \( c_j \) and \( l_k \). For example, if both \( c_j \) and \( l_k \) are streets which exist in the same town, a fixed score value is assigned to both \( c_j \) and \( l_k \) (Fig. 3b).

Based on the distance between \( c_j \) and \( l_k \), considering their centers, if lower than a fixed threshold (20 km in the current implementation). \( c_j \) and \( l_k \) can be any type of location. A fixed score is assigned if the distance is 0 meters and decreases as the distance increases up to the threshold (Fig. 3c).

Specifically, \( \text{score} = \left( 1 - \frac{\text{distance}}{\text{distance threshold}} \right) \cdot \max \text{score} \)

These scores allow the algorithm to privilege, respectively, the situations in which a post describes a location as a specific part of another location (e.g., a street in a city), more locations in the same area (e.g., streets in the same city or cities in the same region) and places close to each other. In the current implementation, these fixed values were set at 3, 2 and 1, respectively.

### 4.1.3 Select post location

The ranking can be extended to all the candidate locations of a post \( p \) through the function \( r^k_\ast : C(p) \rightarrow \mathbb{R}_+^+ \). \( r^k_\ast \) is the global ranking for a post, based on all the individual rankings \( r^k_i (s^j_i) \) for all the surface forms in the post. The global ranking allows the identification of the most representative locations\(^{15} \) of the post, if any, defined as \( \text{loc}(p) \).

In particular, the location(s) with the highest global ranking are selected if \( r^k_\ast(p) \) is greater than a threshold. Otherwise, no location is selected (that is, the post’s location remains ambiguous). The threshold is a confidence or reinforcement level that the candidate location(s) need to satisfy to be confidently disambiguated. This is summarized in the following equation:

\[
\text{loc}(p) = \begin{cases} 
\emptyset & \exists c \in C(p) \mid r^k_\ast(c) > \text{threshold} \\
\arg \max (r^k_\ast) & \text{otherwise}
\end{cases}
\]

### 4.2 Global geolocation based on diffusion network

As previously discussed, in the CIME local geolocation step, a confidence threshold is essential to prevent false positives.

Social media posts are inherently short\(^{16} \), and they often need to be contextualized in terms of event, time and/or conversation flow to be meaningful.

Therefore, in some cases, even though all the surface forms have been correctly extracted from the text, it may still be impossible to disambiguate them with enough confidence because the local context is missing or not strong enough (see first case in Eq. 1).

These cases are tackled by CIME’s global geolocation step.

As discussed in Section 2, each post belongs to a social network\(^{17} \). CIME relies on behavioral (or implicit) social networks rather than the articulated (or explicit) social networks. While the latter are based on codified and static relationships among users, such as

---

\(^{15}\)Note that, in general, more than one location can be assigned to the same post. Indeed, the same post can have more than one topic location (see Fig. 1).

\(^{16}\)E.g., standard Twitter posts, which used to be limited to 140 characters, are currently limited to 280 characters.

\(^{17}\)In this context, a social network indicates a network built over one or more static or dynamic social interactions.
“friendship,” behavioral social networks are dynamically inferred from communication patterns and connect posts to other posts related to the same event, time or conversation, even if their authors have no explicit connections, which is a common case in emergency situations [1].

The proposed algorithm incrementally builds a behavioral social network based on the interactions among posts. This social network is encoded as a graph, called global graph. The global graph is then used to provide an additional context to posts that could not be geolocated in the local phase.

Moreover, the algorithm supports information propagation among posts recursively, in order to exploit already disambiguated posts in the global disambiguation step of other posts. Each of these steps is discussed in detail in the following paragraphs.

4.2.1 Behavioral social network

The behavioral social network is modeled through a graph $G = (P, E)$, called global graph. The nodes represent the posts, while the edges represent social interactions among posts. The graph is built incrementally as new posts are crawled. Because a behavioral social network is meant to capture transient relationships among posts, a sliding window is used to remove posts once they exceed a maximum timeframe (72 hours in the current implementation).

Posts are connected based on the following criteria:
- When they belong to the same conversation, for example through replies or quotes.
- When their authors interact with each other within a given time-frame (24 hours in the current implementation). For example, when a user mentions or retweets another user, a temporary connection is created and the posts of the two users in that time-frame are connected.
- When they share the same image (or very similar images). The assumption is that posts sharing the same image have a high probability of sharing the same topic. Perceptual hashing is used to compare images robustly.
- When the same hashtag is used in a given time-frame (four hours in the current implementation). A hashtag is a user-defined topic for a post. Therefore, posts using the same hashtags in the same time-frame are likely to be related to the same topic/event.

4.2.2 Global context building and global context-based ranking

The global graph allows each post $p$ to “see” a global context $\text{globalcontext}(p)$ built based on the union of the neighbors’ locations (that is, the other posts connected) in the graph which were previously disambiguated:

$$\text{globalcontext}(p) = \bigcup_{p_j | (p, p_j) \in E \land \text{loc}(p_j) \neq \emptyset} \text{loc}(p_j)$$

18 This time-frame has been established based on preliminary analysis, varying the window in the 8-72 hours range. We have observed that results are robust (i.e., they change only marginally) with respect to the choice of the time-frame. Primarily, a fixed time-frame allows the resulting social graph to be limited, reducing the average number of neighbors for each node (keeping, in particular, the most relevant ones) and therefore improving the performance of the global disambiguation step. This also allows the reduction of the computational and memory requirements.

19 https://github.com/JohannesBuchner/imagehash
The cardinality, that is the cumulative number of times each location appears in any of the disambiguated neighbors, is stored for each location in globalcontext\( (p) \):

\[
\forall l_k \in \text{globalcontext}(p), \text{cardinality}(l_k, p) = \left| \{ p_j \mid (p, p_j) \in E \land l_k \in \text{loc}(p_j) \} \right|
\]

The global context is combined with the local context of each ambiguous surface form of the post \( p \), defining gcxt\( (sf_i, p) \):  

\[
\text{gcxt}(sf_i, p) := \langle \text{lcxt}(sf_i, p), \text{globalcontext}(p), \text{cardinality}(l_k, p) \rangle
\]

gcxt\( (sf_i, p) \) is the global context for the surface form \( sf_i \) of the post \( p \), and it provides a new chance to select a candidate location with enough confidence when the local context \( \text{lcxt}(sf_i, p) \) is not enough.

A global ranking is defined through the same rules and score functions illustrated for the local context-based ranking in Section 4.1. However, the ranking function has been re-defined to take into account the cardinality of each location in the global context:

\[
\forall c_j \in C(sf_i), \text{rk}(c_j) = \sum_{l_k \in \text{lcxt}(sf_i, p)} \text{score}(c_j, l_k) + \sum_{l_k \in \text{globalcontext}(p)} \text{score}(c_j, l_k) \cdot \text{cardinality}(p, l_k)
\]

Doing this, disambiguated locations that appear in more than one neighbors contribute with their scores multiple times. This models a majority voting mechanism that accounts for the fact that neighbors can contribute with contradictory information. The assumption is that a post is more frequently connected to more similar (that is, coherent) posts. Finally, the ranking function for the post \( \text{rk}^*(p) \) is defined as in the local phase based on the individual rankings \( \text{rk}_i \) for all the surface forms \( sf_i \in p \).

Given the differences between the global context \( \text{gcxt} \) and the local context \( \text{lcxt} \), we define a reinforcement confidence threshold \( \text{threshold}_{\text{global}} \neq \text{threshold} \) to accept a candidate as location in the global step. Preliminary experiments have shown that locations in the global context have less chance of being related to the target post than locations in the local context. Therefore, locations in the global context must provide, collectively, a greater reinforcement. It follows that \( \text{threshold}_{\text{global}} \) should be greater than \( \text{threshold} \). In the current implementation \( \text{threshold} = 3 \) and \( \text{threshold}_{\text{global}} = 5 \).

### 4.2.3 Propagation and disambiguation over the social network

The algorithm also uses the global graph \( G \) to propagate the information from disambiguated nodes to ambiguous nodes. A global disambiguation attempt is performed in the following two cases:

- On a post \( p \), in case the local phase was not able to geolocate it.
- After the (local or global) disambiguation of a post \( p \), on the set \( S_D \) of all its neighbors \( p_i \) which are still ambiguous: \( S_D = \{ p_i \mid (p, p_i) \in E \land \text{loc}(p_i) \neq \emptyset \} \).

These rules are applied recursively, allowing chains of disambiguations. Once a location has been disambiguated in a post, this information can propagate over the social network allowing the disambiguation of other posts, recursively. At each step, a global disambiguation attempt is performed on a node only if its globalcontext has changed with respect to the previous attempt.
There exist surface forms which cannot be disambiguated. These include NER false positives (i.e., surface forms incorrectly detected by the NER) and gazetteer misses (i.e., locations not available in the gazetteer). To avoid an indefinite number of global disambiguation attempts on the same node, which would prevent the application of the algorithm in real-time scenarios, the number of global disambiguation attempts is bounded by a max_attempts parameter. After max_attempts global disambiguation attempts, the surface forms of a node are considered to be unable to disambiguate and the node is removed from the graph $G$.

5 Experimental evaluation

This section presents the experimental results of the proposed methodology. In the following, for ease of discussion, a location provided by Twitter (geotag) is indicated as a “georeference” and a location provided by the CIME algorithm is indicated as a “geolocation.” Moreover, the “local” step of the CIME algorithm that builds a context based on elements from the same post (Section 4.1) is referred to as CIME local, while the “global” step of the CIME algorithm that extends the context with elements from other connected posts in the behavioral social network (Section 4.2) is referred to as CIME global.

As discussed in the introduction, the CIME algorithm was developed with the goal of increasing the amount of geolocated images extracted from social media during an emergency to ultimately support rapid mapping activities. Therefore, we evaluated the proposed algorithm in the context of emergency events, evaluating the amount, the quality and the relevance of the geolocated posts and images, and discussing the impact of the geolocated images on rapid mapping activities.

Section 5.1 describes the experimental setting in terms of processing pipeline and the analysis method. Section 5.2 describes the emergency events selected as case studies. Section 5.3 summarizes the results and, finally, Section 5.4 discusses them.

5.1 Analysis method and processing pipeline

The post/image extraction process includes the following phases:

- **Crawling.** Posts from Twitter were crawled through the Twitter search API using a list of event-specific keywords as search parameters [3, 4].

- **Geolocation of posts.** Posts were geolocated as described in Section 4. Georeferences natively provided by Twitter were also stored for comparison and as a baseline.

- **Geolocation of images.** The geolocation assigned to a post by the algorithm was associated with all the images included in the post.

The results were analyzed considering the following criteria:

- **Recall:** defined as the percentage of items correctly retrieved with respect to a given target set. Since the focus has been placed on extracting and geolocating images, 100% corresponds to geolocating all images.

- **Precision:** defined as the percentage of relevant items among those retrieved. We can distinguish between:

---

20This parameter has been set to 3 in the current implementation.
The precision of the geolocations.

The relevance of the geolocated images to rapid mapping.

The geolocation precision is assessed by comparing CIME’s geolocations against Twitter’s native georeferences as well as manually annotated ones.

While evaluating recall and geolocation precision aims to demonstrate the validity of CIME by itself, evaluating the relevance of the geolocated images aims to demonstrate the usefulness of CIME for rapid mapping activities.

These evaluation criteria have been translated in the analysis summarized as follows:

– Overall number of media geolocated by CIME. Even if this value does not take into account the total number of media that can be potentially geolocated, it can be compared to the number of natively georeferenced tweets, quantifying the increase given by CIME.

– Comparison to natively georeferenced locations. In order to evaluate the precision of the media geolocated through CIME, we selected the ones which are also natively georeferenced, comparing the two locations. Georeferences are not always precise, but they are commonly used in applications and generally provide a reasonable quality [1]. To assess whether Twitter georeferences or CIME geolocations are more precise, we selected posts which include a media and we manually verified them using Google Street View if the locations were coherent with the media content.

– Geolocation precision. Considering the entire dataset, CIME geolocations were compared to manual annotations, quantifying the agreement.

– Geolocation recall. Considering the entire dataset, the percentage of tweets geolocated by CIME among those manually geolocated is calculated.

– Geolocation relevance to the emergency management task. We calculated the percentage of media geolocated by CIME which were manually labeled as “useful”. Images are useful if they can contribute to rapid mapping activities (e.g., a river image, a flooded road, a blocked road, groups of people gathered in a street and so on). This value was compared to the percentage of useful natively georeferenced media.

Note that not all these analyses were conducted on all case studies introduced in Section 5.2. The reason for this is that manual annotations are heavily time consuming and not practically feasible over certain volumes. For example, the geolocation precision analysis requires us to label all the tweets in the dataset, to recognize the mentioned locations for each tweet, and to find them in a gazetteer so as to annotate the associated coordinates. Therefore, this analysis was performed on one case study, namely the Hurricane Sandy case study. The dataset for the Hurricane Sandy case study was manually annotated starting from a dataset included in [25, 26], which was already annotated to identify location references in the text. The goal of our further annotation was to manually disambiguate location references using OpenStreetMap.

5.2 Case studies

5.2.1 Floods in Southern England, 2014

The first case study considered in this work is based on tweets related to the floods which occurred in Southern England in 2014.

Twitter was crawled with the keywords: “England” and “flood England” from 10th to 15th of February 2014, obtaining a dataset of 108,757 tweets.
In this time frame, the Copernicus EMS rapid mapping service was activated (activation EMSR069), producing rapid maps for the affected areas. In total 22 delineation maps were produced for the areas of Bridgwater, Hambledon, Kenley, Maidenhead, Staines and Worcester. Maps produced from Copernicus EMS are based on the analysis of high-resolution SAR (Synthetic Aperture Radar) images from the Copernicus satellite system. It has to be noted that, as stated in the map description, “the thematic accuracy might be lower in urban and forested areas due to known limitations of the analysis technique”\(^{21}\).

Figure 4 shows a portion of a mapped area in the UK. The areas in red are the areas for which Copernicus EMS produced maps. Dots with numbers and markers refer to geolocated tweets with images in the area of interest. The produced maps can be interactively browsed and the geolocated tweets/images individually inspected. Figure 5 is a detail of the delineation map produced by Copernicus EMS for Staines, with the areas in blue representing flooded areas.

Figure 6 shows an example of a tweet geolocated in Queen’s Road, Datchet, by the CIME algorithm (local). The tweet is not georeferenced, but the position was derived from the tweet’s text through CIME. On the right, the extracted information is shown. The text in bold is the textual description of the location, while the coordinates correspond to the center of the location, where the tweet has been placed on the map.

Figure 7 shows other cases where CIME identified the locality rather than the street. In these cases, the posts (and the attached media) were all linked to the center of the locality. Locations at this level of precision can be useful since media can carry additional

\(^{21}\)http://emergency.copernicus.eu/mapping/list-of-components/EMSR069
Fig. 5 Example of delineation map (detail of a part of the map Staines Detail01, Copernicus EMSR069)

information which can help human operators creating the maps. For instance, the image on the right contains the name of a restaurant, which is clearly visible, and the image on the left shows rail tracks that can be easily identified in the area inferred by CIME.

Fig. 6 Geolocated tweet with image (CIME local)
5.2.2 Hurricane Sandy in New York, 2012

Hurricane Sandy was the most devastating Atlantic storm in 2012, causing severe damage in New Jersey and New York. An annotated dataset of tweets mainly related to different locations of New York City and its surroundings was provided by the University of Southampton IT Innovation Centre [25]. The original dataset contains 1,996 tweets with manual annotations of the locations mentioned in the tweets. The dataset has been used as a basis for the evaluation of the algorithm, with an additional annotation performed by two persons for each post for location disambiguation. A total of 280 different locations that can be manually disambiguated has been obtained.

5.3 Results

5.3.1 Overall number of media geolocated by CIME

The first part of Tables 2 and 3 describes the datasets in terms of overall number of tweets, tweets with images and natively georeferenced tweets. We can observe that only the 0.28% and the 0.15% of tweets with images are natively georeferenced in the two case studies.

The second part of Tables 2 and 3 summarizes the results of CIME in terms of the total number of geolocated tweets with images, also distinguishing between images geolocated through the local and the global phase. In the Southern England case, 0.64% of tweets...
Table 2 Overall number of tweets with images, natively georeferenced and geolocated by CIME for the Southern England case

| Post type                               | Number | Percentage |
|-----------------------------------------|--------|------------|
| Tweets                                  | 108,757| 100%       |
| Tweets with images                      | 6,256  | 5.7%       |
| Georef tweets                           | 3,333  | 3.06%      |
| Georef tweets with images               | 310    | 0.28%      |
| Geolocated tweets with images           |        |            |
| CIME local                              | 378    | 0.35%      |
| CIME local and global                   | 695    | 0.64%      |

with images have been geolocated, which is more than twice the number of natively georeferenced images. In the Hurricane Sandy case, 1.10% of tweets with images have been geolocated, which is more than seven times the number of natively georeferenced images.

To evaluate the usefulness of the geolocated images in terms of new information provided to operators, we assessed whether the sets of geolocated and georeferenced images overlap. In the Southern England case, there are 45 overlapping images, which is only 6.5% of the CIME geolocated images, while in the Hurricane Sandy case, there are 3 overlapping images, which is only 12% of the geolocated images. This means that the vast majority of images geolocated through CIME would not be available by considering only georeferenced tweets.

Note that the percentages in Tables 2 and 3 are computed with respect to the total number of tweets in the datasets. The reason for such low outcome percentages for CIME is that only the tweets with images were considered in this analysis, which are only 3.7% and 5.7% of the tweets in the two datasets. If we focus solely on tweets with images, CIME was able to geolocate 11.1% and 33.78% of the posts in the two cases.

5.3.2 Comparison with natively georeferenced locations.

To evaluate the accuracy of the images geolocated through CIME, we focused on those which are also natively georeferenced for comparison.

This analysis was performed only on the Southern England case, because the other case study did not provide enough georeferenced and geolocated tweets (see Table 3).

Table 3 Overall number of tweets with images, natively georeferenced and geolocated by CIME for the Hurricane Sandy case

| Post type                               | Number | Percentage |
|-----------------------------------------|--------|------------|
| Tweets                                  | 1996   | 100%       |
| Tweets with images                      | 74     | 3.7%       |
| Georef tweets                           | 51     | 2.55%      |
| Georef tweets with images               | 3      | 0.15%      |
| Geolocated tweets with images           |        |            |
| CIME local                              | 22     | 1.10%      |
| CIME local and global                   | 25     | 1.25%      |
The georeferences and the locations provided by CIME for each tweet were validated by checking them on Google Maps and also by using Street View when needed, to assess whether they locate the content shown in the images correctly. The correct place for an image was considered as the place to be mapped (e.g., if a picture of a church was taken from a distance, the true location is the position of the church rather than the position where the picture was taken).

The locations were evaluated as follows: precise if on sight (max 1,000 mt.), same area if between 1 and 5 km, imprecise if > 5 km.

Figure 8 shows the results of the comparison of georeferenced and geolocated images. On the left, all images were considered for the comparison, while on the right, images which were manually tagged as unuseful (i.e., they do not show places, and therefore cannot be evaluated) were excluded.

To summarize the results, the following cases were identified: precise correspondence when both locations are precise, same area when both locations are in the same area or one of the two is in the same area and the other one is precise, geoloc correct, geotag incorrect when the geolocation is precise/same area while the other one is unprecise and vice-versa for geoloc correct, geotag incorrect. Imprecise denotes both imprecise locations.

We can observe that in 53% of cases, both CIME geolocations and georeferences referred precisely to the same place (precise correspondence or same area between 1 and 5 km). In several cases, only one of the two locations was accurate, and, in particular, CIME geolocations appeared to be more accurate than georeferences (23% vs 8%). It has also to be noted that about half of the images analyzed did not show useful content.

### 5.3.3 Geolocation precision

To evaluate the precision of CIME in terms of correctly disambiguated locations, all tweets were manually annotated to identify mentioned locations. The manual annotation involved both location recognition and location disambiguation (see Section 2 for details about these phases). While location recognition was purely a manual task, location disambiguation was performed manually with the aid of OpenStreetMap gazetteer accessed through the Nominatim web interface, thus using the same knowledge base of CIME. The gazetteer allows the human annotator to select a specific location, rather than just a name, so that a location mention can be associated with a pair of coordinates. This kind of manual annotation is heavily time-consuming and not practically feasible over certain volumes. Therefore, this
analysis was performed on the Hurricane Sandy case study, which included approximately 2,000 tweets, but not on the Southern England case study, which included over 100,000 tweets. For this analysis, each location was interpreted as a point by considering its center. A CIME location is considered “precise” if the distance to the manually annotated location is below a certain threshold. We varied the distance threshold in the range of 0—50 km with a 0.5 km step. The distance was computed using the geodesic distance with the WGS-84 ellipsoid.

Results are given in Fig. 9. Precision at 1 km is equal to 41%, at 10 km it is 57%, and it settles at 64% at 18 km. Precision does not increase significantly beyond this threshold up to 50 km. Indeed, we can observe that the largest increase in precision was obtained in the first few kilometers. Figure 10 focuses on the range of 0–5 km with a 0.1 km step and shows that the precision at 0.1 km is already 37%. Therefore, the majority of locations correctly disambiguated by CIME were identified with a very high geographic accuracy.

Fig. 9 Geolocation precision of CIME with respect to manual annotation varying the allowed distance in the range 0–50 km, 0.5 km steps

Fig. 10 Geolocation precision of CIME with respect to manual annotation varying the allowed distance in the range of 0—5km, 0.1 km steps
5.3.4 Geolocation recall

The second part of Tables 1 and 2 summarizes the total number of images geolocated by CIME. However, to evaluate the recall of the algorithm, it is necessary to take into consideration all the locations mentioned in tweets and to calculate the ratio of locations correctly identified. This analysis was based on the same annotations used to evaluate the precision on the Hurricane Sandy case study (Section 5.3.3).

Overall, CIME disambiguated 21% of the mentioned locations. The recall of CIME appears to be relatively lower than the precision. This is mainly due to the fact that CIME always seeks a context to disambiguate a location reference. Therefore, all the tweets mentioning just one isolated reference are excluded, even when that location is intuitively easy to disambiguate. This discussion is further developed in Section 5.4.

5.3.5 Relevance for the task to be performed

Geolocated and georeferenced tweets with images were annotated with respect to their relevance (that is, their potential usefulness) for the rapid mapping activities. A prerequisite for being useful is being in the area of interest (mapped area), therefore only those images were considered. An image was considered relevant if it shows roads, streets, areas, blocks or gatherings of people, with or without water. We were interested in comparing the relevance of georeferenced and geolocated images. This analysis was performed only on the Southern England case, because the other case study did not provide enough geolocated and georeferenced images (see Section 5.3.1).

The results of this analysis are reported in Table 4, where the relevance for images geolocated through the local and the global phase was evaluated separately. As shown, the majority of images with any kind of attached location is relevant, but CIME geolocations (local or global) are more relevant than natively georeferenced images. Possible reasons for this phenomenon are discussed in Section 5.4.

5.4 Discussion

Results demonstrate the validity of locations inferred by CIME, both in terms of volume and in terms of accuracy, with respect to natively georeferenced ones. Since natively georeferenced tweets are typically used in applications where located tweets are needed [1], the results show that CIME geolocated tweets can be reliably used in the same applications. Moreover, most of the CIME geolocated tweets are not natively georeferenced, thus providing an additional and complementary source.

Not only CIME geolocated tweets (local and global) double the number of geolocated media with respect to those natively georeferenced, but those media were also evaluated as more relevant than natively georeferenced ones (66% vs 79/83%). This phenomenon can be explained by the fact that, often, the text linked to relevant images is more descriptive.

| Tweet type                     | Percentage of relevant images |
|--------------------------------|-------------------------------|
| Georeferenced                  | 66%                           |
| Geolocated (CIME local)        | 79%                           |
| Geolocated (CIME global)       | 83%                           |

Table 4 Image relevance of natively georeferenced and geolocated tweets
and contains more references to locations, thus being a better target for CIME. Moreover, relevant media often lead to many interactions in terms of replies, retweets, etc., thus giving CIME global disambiguation an advantage.

The analysis reported in Fig. 8 for the Southern England case has shown that CIME geolocations are, on average, more precise than geotags. Additionally, this plot highlights the limitations of natively georeferenced tweets, which are often taken as ground truth in the analysis of existing algorithms (see for instance [17], which reports many methods using geotags as ground truth in Table 2). Indeed, among all the georeferenced tweets with a place-related image, 38% do not show a precise correspondence between the place depicted in the image and the tweet’s geotag.

One of the main limitations of CIME is related to its recall, comparatively lower than the precision on the same dataset. This is mainly the result of an algorithm’s design choice, which sees a tweet’s context as a necessary (but not sufficient) element to disambiguate location mentions. Therefore, all the isolated location references (i.e., location references without a context) are inherently unable to be disambiguated. CIME has been designed to privilege the precise disambiguation of context-dependent location references, which usually correspond to streets, roads and small villages, rather than locations which can be reliably disambiguated from the references themselves (e.g., “New York” in the Hurricane Sandy case study). Indeed, there are at least three important goals of CIME which are not reflected in a precision/recall analysis and which stem from the rapid mapping task. First of all, not all the locations have the same importance for rapid mapping, and often information about less known and comparatively small locations can add more value than information about large cities already covered by other media. Secondly, we can define a precision only by setting a certain accuracy threshold (see Fig. 9), which is application-dependent and needs to be low for rapid mapping. Finally, to aid rapid mapping activities, it is necessary to ensure both the relevance of the geolocated media and the precise correspondence of the locations depicted in the images to the geolocations. The analysis and the evaluation criteria presented in this paper try to capture these aspects. Nonetheless, nothing prevents the use of CIME as part of larger systems in conjunction with other high-recall geolocation methods to disambiguate isolated location references.

Comparing geolocation algorithms tailored to specific domains and applications (such as rapid mapping) is not an easy task. Indeed, as discussed, taking into consideration only precision/recall is often reductive and several other features — the relevance of which is largely domain-dependent — must also be taken into account. First of all, as described earlier, the precision is a function of the threshold to consider a location as “accurate”. Therefore, two different geolocation methodologies with different goals could perform better for different thresholds. CIME, in particular, privileges accuracy rather than volume, given a target domain that requires highly accurate geolocated items for rapid mapping purposes. This can be seen in Fig. 10, which highlights the precision at 1km (about 40%) and at 5km (about 50%). Moreover, other features and constraints of a geolocation algorithm have a major impact on its applicability in specific domains. For example, language-specific features, the necessity of prior knowledge about the target event/area, or application-specific preprocessing phases. All these different features hinder comparisons between different geolocation algorithms, because stronger constraints could bring about better performance but limit the applicability in specific domains and contexts. Finally, different geolocation algorithms could target different steps of the geolocation process (see Section 2) or different aspects of social media locations (such as home or post location, see Section 3), further hindering comparisons.
On this basis, the results of CIME on the Hurricane Sandy case study have been compared to those presented in [26] for the same dataset (originally described in [25]). A major difference between the two methodologies is the need for a preprocessing phase for the algorithm described in [26], with indices built limited to a specific target geographical area being considered. In contrast, CIME is designed to analyze tweets without any preparation or training phase, aimed at disambiguating locations by reacting to events in real-time.

The precision @1km obtained by CIME is comparable and slightly higher than the precision obtained in the tested datasets for geographical distances mentioned in [26] (40% vs 18-36%). The recall appears to be lower for CIME (21% vs 76-81%), and the motivations for a lower recall have been previously discussed.

6 Implementation

The algorithm has been developed in Python. The NER module is based on the Stanford CoreNLP library [42, 43] accessed through a Python wrapper22, with a caseless model to account for the frequently miscapitalized social media text [1]. OpenStreetMap is the gazetteer through which candidate locations are retrieved. It is accessed via a local instance of the Nominatim search engine, both through its API23 and through direct calls to its PostgreSQL database to extract information not exposed by the API, such as complete hierarchical relationships. The Python libraries used by CIME include geopy to compute geographical distances, numpy and pandas for data processing and networkx to build and manage both the global network of tweets and the local networks of tweets’ locations. Note that both the NER module and the gazetteer can be replaced by other functionally equivalent libraries without affecting the core algorithm.

CIME can be accessed as a service through dedicated REST APIs based on django. The APIs allow the user to submit a tweet and receive back the geolocation output in JSON. For each disambiguated location, the algorithm returns its geographic structure as a GeoJSON (point, line, polygon or multi-polygon), its centre, its fully qualified name (as returned by the gazetteer) and other gazetteer-dependent information such as the “class” and the “type” provided by Nominatim.

CIME has been designed to use several caches, at the gazetteer, at the NER and at the tweet level to minimize executions times. On average, it is able to geolocate a tweet in less than 1 second. The main computational requirements are those related to the local execution of Nominatim and CoreNLP.

7 Concluding remarks and future work

A fundamental objective of this work was to understand whether it is possible to automatically retrieve and geolocate multimedia content from social media in real-time and with high precision for rapid mapping purposes. The evidence gathered from the analyzed case studies suggests that relevant, geolocated content can be retrieved by complementing the extraction of natively georeferenced data with a context-based geolocation algorithm that exploits

22https://github.com/Lynten/stanford-corenlp
23https://wiki.openstreetmap.org/wiki/Nominatim
many available modalities (text, social network, and social interactions) for geolocation purposes.

Given that social media content is timely, as it is available in the first few hours after an emergency situation, it can represent an enabler for the faster delivery of maps of the affected areas in the first 24 hours after the event, when data from satellite and other official sources are not yet available. Clearly, increasing the volume of relevant images increases the benefits.

In this regard, the experimental evaluation carried out in this work has shown that CIME can double the number of geolocated images extracted from the stream of after-event posts with respect to using only natively georeferenced tweets. Moreover, we have shown that the accuracy of the locations inferred by CIME with respect to the locations shown in the images is higher or similar than natively georeferenced tweets, with also a higher percentage of locations linked to images relevant to rapid mapping activities. This analysis shows that images geolocated through CIME can effectively be used in applications, as natively georeferenced tweets are usually considered the standard for the task [17]. Furthermore, we have evaluated the precision of the inferred locations, showing how CIME is particularly effective in geolocating posts at very low distances, with most of the posts correctly geolocated at less than 5 km (41% precision at 1km, 57% precision at 10km).

Possible future directions include the extension of the algorithm to other information sources, including other social media, news sources and crowdsourcing. The flexible context-based approach of the proposed methodology can be easily extended to account for other contextual information that can improve the disambiguation process.

Future work also includes more extensive validations. The algorithm was analyzed in detail only in the case of emergency situations, and in particular floods and storms. The general validity of the results obtained in other types of events is still an open research topic. With regard to the evaluation of distances, this research applied a simple formula measuring distances between centers, independently from the content shown in images. A more precise evaluation should also take into account the type of picture (aerial, landscape, close detail). However, this appears difficult to automate without using image recognition techniques, which can, in turn, introduce other sources of errors. In addition, there is a need to evaluate the maximum level of precision that can be achieved given an image and its associated text and metadata. Even through crowdsourcing and manual annotations, a precise location cannot be associated to images in many cases, thus limiting the maximum theoretical precision achievable by an algorithm.

CIME relies on a number of external components (including the crawler, the NER and the gazetteer) that inevitably affect the performance of the resulting system. Even though CIME is, in principle, independent with respect to these components, the need to develop a system that can be deployed and tested on real events has inevitably led to specific choices with respect to these components. Taking into consideration multiple alternatives for each of these components would lead to an exponential number of possible configurations that would be impossible to evaluate experimentally. Nonetheless, further validation in this respect should be the subject of future work.

Another threat is related to the parameters of the algorithm presented in Section 4. The parameters are currently set based on assumptions related to their meaning and the experience acquired from the analyzed case studies. However, more sophisticated techniques can be employed to optimize the parameters for a single event or even a single phase in an event, further improving the geolocation performance. For example, parameters could be learned through machine learning techniques. Given the fact that CIME does not rely on any prior
information about the event, automatically learning event-specific parameters appears to be challenging.

Current work in the literature is going in the direction of using machine learning techniques to also filter out irrelevant images and classify useful ones, such as, for instance, in [44], where a social media pipeline combining human and machine evaluation is proposed to filter images and support damage assessment. The combination of text-based approaches, such as the one presented in this paper, with image-based techniques, should be the target of future work.

The results presented in this paper consider Twitter as the main information source, as many other papers in the literature do, given its relatively accessible API. However, the proposed methodology can be easily extended to other social media. Future research may explore the benefits of crawling other sources. This could provide additional content and help meet the information richness and reliability requirement needed for rapid mapping tasks by reinforcing decisions with possibly redundant information. Exploiting multiple social media has recently proved to be useful for enhancing the extracted information in terms of relevant keywords [41], also using CIME as a tool for geolocating YouTube posts. However, following the evolution of the content published on different social media during an emergency represents a rather unexplored research area that is very relevant for the rapid mapping context.
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