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Abstract. Let \( G = N \rtimes A \), where \( N \) is a stratified group and \( A = \mathbb{R} \) acts on \( N \) via automorphic dilations. Homogeneous sub-Laplacians on \( N \) and \( A \) can be lifted to left-invariant operators on \( G \) and their sum is a sub-Laplacian \( \Delta \) on \( G \). Here we prove weak type \((1,1)\), \( L^p \)-boundedness for \( p \in (1,2] \) and \( H^1 \to L^1 \) boundedness of the Riesz transforms \( Y \Delta^{-1/2} \) and \( Y \Delta^{-1} Z \), where \( Y \) and \( Z \) are any horizontal left-invariant vector fields on \( G \), as well as the corresponding dual boundedness results. At the crux of the argument are large-time bounds for spatial derivatives of the heat kernel, which are new when \( \Delta \) is not elliptic.

1. Introduction

Let \( N \) be a stratified Lie group of homogeneous dimension \( Q \). Let \( G \) be the semidirect product \( N \rtimes A \), where \( A = \mathbb{R} \) acts on \( N \) via automorphic dilations. The group \( G \) is a solvable extension of \( N \) that is not unimodular and has exponential volume growth. For all \( p \in [1, \infty] \), let \( L^p(G) \) denote the \( L^p \) space with respect to a right Haar measure \( \mu \) on \( G \).

Consider a system \( \hat{X}_1, \ldots, \hat{X}_q \) of left-invariant vector fields on \( N \) that form a basis of the first layer of the Lie algebra of \( N \) and let \( \hat{X}_0 \) be the standard basis of the Lie algebra of \( A \). The vector fields \( \hat{X}_0 \) on \( A \) and \( \hat{X}_1, \ldots, \hat{X}_q \) on \( N \) can be lifted to left-invariant vector fields \( X_0, X_1, \ldots, X_q \) on \( G \) which generate the Lie algebra of \( G \) and define a sub-Riemannian structure on \( G \) with associated left-invariant Carnot–Carathéodory distance \( \varrho \). A horizontal left-invariant vector field on \( G \) is any \( \mathbb{R} \)-linear combination of \( X_0, X_1, \ldots, X_q \).

Let \( \Delta \) be the left-invariant sub-Laplacian on \( G \) defined by

\[
\Delta = -\sum_{j=0}^{q} X_j^2.
\]

The operator \( \Delta \) extends uniquely to a positive self-adjoint operator on \( L^2(G) \). Here is our main result.

Theorem 1.1. Let \( Y, Z \) be any horizontal left-invariant vector fields on \( G \).

(i) The first-order Riesz transform \( Y \Delta^{-1/2} \) is of weak type \((1,1)\), bounded on \( L^p(G) \) for \( p \in (1,2] \) and bounded from \( H^1(G) \) to \( L^1(G) \).

(ii) The second-order Riesz transform \( Y \Delta^{-1} Z \) is of weak type \((1,1)\), bounded on \( L^p(G) \) for \( p \in (1, \infty) \) and bounded from \( H^1(G) \) to \( L^1(G) \) and from \( L^\infty(G) \) to \( BMO(G) \).

We refer to Section 4.3 below for a precise definition of the Riesz transforms \( Y \Delta^{-1/2} \) and \( Y \Delta^{-1} Z \). The spaces \( H^1(G) \) and \( BMO(G) \) in the above statement are the Hardy and bounded mean oscillation spaces associated with the metric-measure space \((G, \varrho, \mu)\) and its Calderón–Zygmund structure. It should be noted that the
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standard Calderón–Zygmund theory for doubling metric-measure spaces [1] does not apply to \((G, \rho, \mu)\), which has exponential volume growth. Instead we exploit the non-doubling Calderón–Zygmund theory of Hebisch and Steger [10] and the corresponding Hardy and BMO theory developed in [14] [24] [25].

Boundedness of Riesz transforms associated with Laplacians and sub-Laplacians has been studied in a variety of settings. Here we recall those results which have a direct connection with ours and refer to the cited works and references therein for a broader discussion. We remark that we are interested in \(L^p\)-boundedness with respect to a right Haar measure; in the case of a left Haar measure, the Riesz transforms \(Y\Delta^{-1/2}\) considered here are not \(L^p\)-bounded for any \(p \in [1, \infty]\) [11].

In the case \(N = \mathbb{R}^Q\) is abelian, the operator \(\Delta\) is a full Laplacian (although it is not the Laplace–Beltrami operator on the hyperbolic space \(\mathbb{R}^Q \times \mathbb{R}\)). In this case, various parts of Theorem 1.1 are contained in already known results. Weak type \((1, 1)\) and \(L^p\)-boundedness \((1 < p \leq 2)\) of the first-order Riesz transforms \(Y\Delta^{-1/2}\) is in [10] Theorem 2.4] (previous partial results are in [20]). Weak type \((1, 1)\) and \(L^p\)-boundedness \((1 < p < \infty)\) of the second-order Riesz transforms \(Y\Delta^{-1}Z\) is in [5] [6]. \(H^1 \to L^1\) boundedness of first- and second-order Riesz transforms is studied in [21] in the particular case \(Q = 2\). The main novelty of our result lies in the fact that we can consider nonabelian \(N\) and, correspondingly, nonelliptic \(\Delta\).

Other Riesz transforms on solvable extensions of stratified groups were previously studied in the literature for distinguished full Laplacians, especially in the context of Iwasawa \(NA\) groups of rank 1 [5] [6] [27]. All these results involving a full Laplacian make strong use of spherical analysis on semisimple Lie groups (see also [3] [10] [24] for the study of spectral multipliers of a full Laplacian in such a context). This tool is not available for the analysis of the sub-Laplacian \(\Delta\) on \(G\) (unless \(N\) is abelian), hence here different techniques are needed.

Due to the noncommutativity of \(G\), the Riesz transform \(Y\Delta^{-1}Z\) differs from \(YZ\Delta^{-1}\) and \(\Delta^{-1}YZ\). Indeed \(YZ\Delta^{-1}\) and \(\Delta^{-1}YZ\) are not \(L^p\)-bounded for any \(p \in [1, \infty]\), at least when \(N\) is abelian [5] [6], and therefore the Riesz transforms \(Y\Delta^{-1}Z\) are the only ones for which it makes sense to investigate \(L^p\)-boundedness. Hence Theorem 1.1 gives a complete picture regarding \(L^p\)-boundedness of second-order Riesz transforms associated with \(\Delta\), as well as \(L^p\)-boundedness for \(p \leq 2\) for the first-order Riesz transforms \(Y\Delta^{-1/2}\).

Note that the adjoint of \(Y\Delta^{-1}Z\) is \(Z\Delta^{-1}Y\), so it is natural that the \(L^p\)-boundedness range for these Riesz transforms is symmetric with respect to \(p = 2\). The same does not hold for first-order transforms, and \(L^p\)-boundedness for \(p > 2\) of \(Y\Delta^{-1/2}\) is equivalent to \(L^p\)-boundedness for \(p < 2\) of \((Y\Delta^{-1/2})^* = -\Delta^{-1/2}Y\). For the operators \(\Delta^{-1/2}Y\) very few results appear to be available in the literature: in the case \(Q = 2\), it is known that the operators \(\Delta^{-1/2}Y\) are not bounded from \(H^1(G)\) to \(L^1(G)\) [21]; on the other hand, in the case \(Q = 1\) (i.e., the “\(ax+b\) group” case), \(\Delta^{-1/2}Y\) is known to be of weak type \((1, 1)\) and \(L^p\)-bounded for \(p \in (1, \infty)\) for a particular choice of \(Y\) (i.e., when \(Y \in \mathbb{R}X_1\)) [17]. While the existing results do not exclude that \(\Delta^{-1/2}Y\) may be bounded for \(p < 2\) in greater generality, they seem to indicate that methods different from the ones employed in the present paper would be necessary for such an investigation.

Indeed the proof of our results goes through showing that the Riesz transforms under consideration are singular integral operators of Calderón–Zygmund type, which implies weak type \((1, 1)\) as well as \(H^1 \to L^1\) boundedness.

As it is well-known, Riesz transforms can be subordinated to the heat semigroup \(e^{-t\Delta}\) and their boundedness properties can be derived from estimates of suitable derivatives of the heat kernel \(h_t\). It should be noted that, while small-time estimates for heat kernels associated to sub-Laplacians are available in great generality, precise
large-time estimates on exponentially growing groups are known only in particular cases. Here we obtain weighted $L^1$-estimates

$$
\| e^{t^{1/2}/|\cdot|^2} h_t \|_1 \lesssim \epsilon, \quad \| e^{t^{1/2}/|\cdot|^2} Y h_t \|_1 \lesssim \epsilon t^{-1/2}
$$

for any $\epsilon \geq 0$ and all $t \in (0, \infty)$, where $| \cdot |_e$ denotes the $g$-distance from the identity and $Y$ is any horizontal left-invariant vector field. These estimates imply, via Calderón–Zygmund theory, the boundedness of the Riesz transforms $Y \Delta^{-1/2}$ for $p \in (1, 2]$. The above heat kernel estimates extend those in [10] (where only the case $N$ abelian is considered and explicit formulas for the heat kernel are exploited, which are not available in our generality) and enhance those in [14] (where unweighted estimates were proved for general $N$).

As for the second-order Riesz transforms $Y \Delta^{-1} Z$, the argument for $N$ abelian in [5,6] is based, among other things, on a precise characterisation and asymptotic analysis of a fundamental solution of $\Delta^{-1}$, which is made possible by the fact that this fundamental solution is radial (after multiplication by a suitable power of the modular function). These properties are no longer available in the case $N$ nonabelian and a different route is followed here, based on estimates of the second-order derivatives $Y(Z h_t)^*$ of the heat kernel (here $f \mapsto f^*$ is the usual $L^1$-isometric involution): note that $-\int_0^\infty Y(Z h_t)^* \, dt$ is the convolution kernel of the Riesz transform $Y \Delta^{-1} Z$. Indeed the “local part” $\int_0^\infty Y(Z h_t)^* \, dt$ of the kernel is shown to satisfy estimates of Calderón–Zygmund type as before. The “part at infinity” $\int_0^\infty Y(Z h_t)^* \, dt$, instead, turns out to be integrable. More precisely, in the case $Y, Z \in \mathfrak{span}\{X_1, \ldots, X_q\}$, we can prove that

$$
\| e^{t^{1/2}/|\cdot|^2} Y(Z h_t)^* \|_1 \lesssim \min\{t^{-1}, t^{-3/2}\}
$$

and the “extra decay” for large $t$ yields $\int_1^\infty Y(Z h_t)^* \, dt \in L^1(G)$. In the case one of $Y$ and $Z$ (or both) is a multiple of $X_0$, instead, a more careful analysis is employed, exploiting additional cancellations occurring in the integration in $t$.

Our analysis is essentially based on a formula [10,6] expressing the heat kernel $h_t$ on $G$ in terms of the corresponding heat kernel $h_t^N$ on $N$, as well as on a formula expressing the distance $g$ on $G$ in terms of the sub-Riemannian distance on $N$ [10,14]. Through a number of manipulations, estimates for derivatives of $h_t$ are then reduced to estimates for derivatives of $h_t^N$, which are well-known. In these respects, our methods appear to be more robust than those used in previous works in the case $N$ abelian: instead of symmetry and radiality properties (which are not available for general $N$), here we directly exploit the semidirect product structure of $G = N \rtimes A$ to relate analysis on $G$ to analysis on $N$.

The $L^p$-boundedness of first-order Riesz transforms given in Theorem [10,14] might be the starting point to discuss properties of homogeneous Sobolev spaces defined in terms of the sub-Laplacian $\Delta$, in the spirit of the work done for nonhomogeneous Sobolev spaces on nonunimodular groups in [19] and for both homogeneous and nonhomogeneous Sobolev spaces on unimodular groups in [2].

Moreover, it would be interesting to investigate boundedness properties for Riesz transforms associated with the sub-Laplacian with drift $\Delta - X$, where $X$ is a suitable horizontal left-invariant vector field, for which a multiplier theorem was proved in [15]. Some results in this direction were obtained in [12].

The structure of the paper is as follows. In Section 2 we recall a number of known facts regarding the groups $G$ and $N$, the sub-Riemannian structure, and the related Calderón–Zygmund theory. In Section 3 we derive weighted $L^1$-estimates for certain derivatives of the heat kernel. Finally, in Section 4 we prove our main result, Theorem [1,3].
Let us fix some notation that will be used throughout. $\mathbb{R}^+$ and $\mathbb{R}^+_0$ denote the open and closed positive half-lines in $\mathbb{R}$ respectively. The letter $C$ and variants such as $C_\delta$ denote finite positive constants that may vary from place to place. Given two expressions $A$ and $B$, $A \lesssim B$ means that there exists a finite positive constant $C$ such that $A \leq C B$. Moreover $A \sim B$ means $A \lesssim B$ and $B \lesssim A$.

2. Preliminaries

The material presented in this section summarises a number of definitions and results extensively discussed in [13], to which we refer for details and references to the literature.

2.1. Stratified groups and their extensions. Let $\mathcal{N}$ be a stratified group. In other words, $\mathcal{N}$ is a simply connected Lie group, whose Lie algebra $\mathfrak{n}$ is equipped with a derivation $D$ such that the eigenspace of $D$ corresponding to the eigenvalue 1 generates $\mathfrak{n}$ as a Lie algebra. The eigenvalues of $D$ are positive integers $1, \ldots, S$ and $\mathfrak{n}$ is the direct sum of the eigenspaces of $D$, which are called layers: the $j$th layer corresponds to the eigenvalue $j$. Moreover $\mathfrak{n}$ is $S$-step nilpotent, where $S$ is the maximum eigenvalue.

The exponential map $\exp_{\mathcal{N}} : \mathfrak{n} \to \mathcal{N}$ is a diffeomorphism and provides global coordinates for $\mathcal{N}$, that shall be used in the sequel without further mention. Any chosen Lebesgue measure on $\mathfrak{n}$ is then a left and right Haar measure on $\mathcal{N}$, which we fix throughout. The formula $\delta_t = \exp((\log t)D)$ defines a family of automorphic dilations $(\delta_t)_{t>0}$ on $\mathcal{N}$, and $Q = \text{tr } D$ is called the homogeneous dimension of $\mathcal{N}$.

Let $\mathcal{A} = \mathbb{R}$, considered as an abelian Lie group. Again we identify $\mathcal{A}$ with its Lie algebra $\mathfrak{a}$. Then $\mathcal{A}$ acts on $\mathcal{N}$ by automorphic dilations, and we can define the corresponding semidirect product $\mathcal{G} = \mathcal{N} \rtimes \mathcal{A}$, with operations

\[ (z, u) \cdot (z', u') = (z \cdot e^u D z', u + u') \quad \text{and} \quad (z, u)^{-1} = (-e^{-uD} z, -u) \]

and identity element $0_\mathcal{G} = (0_\mathcal{N}, 0)$. $\mathcal{G}$ is a solvable Lie group, and the Lie algebra $\mathfrak{g}$ of $\mathcal{G}$ is naturally identified with the semidirect product of Lie algebras $\mathfrak{n} \rtimes \mathfrak{a}$.

The left and right Haar measures $\mu_\ell$ and $\mu$ on $\mathcal{G}$ are given by

\[ d\mu_\ell(z, u) = e^{-Qu} dz \, du \quad \text{and} \quad d\mu(z, u) = dz \, du \]

and the modular function $m$ is given by $m(z, u) = e^{-Qu}$. In particular $\mathcal{G}$ is not unimodular and has exponential volume growth. In the following the right Haar measure $\mu$ will be used to define Lebesgue spaces $L^p(\mathcal{G}) = L^p(\mathcal{G}, d\mu)$ on $\mathcal{G}$ and $\|f\|_p$ will denote the $L^p(\mathcal{G})$-norm of a function $f$ on $\mathcal{G}$. Recall that $L^1(\mathcal{G})$ is a Banach $*$-algebra with respect to convolution and involution given by

\[ f \ast g(x) = \int_G f(xy^{-1}) g(y) \, d\mu(y), \quad f^*(x) = m(x) f(x^{-1}) \]

for all $f, g \in L^1(\mathcal{G})$ and $x \in \mathcal{G}$.

2.2. Sub-Riemannian structure. Consider a system $\tilde{X}_1, \ldots, \tilde{X}_q$ of left-invariant vector fields on $\mathcal{N}$ that form a basis of the first layer of $\mathfrak{n}$. These vector fields provide a global frame for a sub-bundle $HN$ of the tangent bundle $TN$ of $\mathcal{N}$, called the horizontal distribution. Since $\mathcal{N}$ is stratified, the first layer generates $\mathfrak{n}$ as a Lie algebra and consequently the horizontal distribution is bracket-generating.

Let $g^N$ be the left-invariant sub-Riemannian metric on the horizontal distribution of $\mathcal{N}$ which makes $\tilde{X}_1, \ldots, \tilde{X}_q$ into an orthonormal basis, and $g^N$ the associated Carnot–Carathéodory distance on $\mathcal{N}$. Since the horizontal distribution is bracket-generating, the distance $g^N$ is finite and induces on $\mathcal{N}$ the usual topology. Moreover, since $\tilde{X}_1, \ldots, \tilde{X}_q$ are left-invariant and belong to the first layer, the distance $g^N$ is left-invariant and homogeneous with respect to the automorphic dilations $\delta_t$. 


Let \( \tilde{X}_0 = \partial_u \) be the canonical basis of \( \mathfrak{a} \). The vector fields \( \tilde{X}_0 \) on \( A \) and \( \tilde{X}_1, \ldots, \tilde{X}_q \) on \( N \) can be lifted to left-invariant vector fields on \( G \) given by

\[
X_0|_{(z,u)} = \tilde{X}_0|_{z} = \partial_u, \quad X_j|_{(z,u)} = e^u \tilde{X}_j|_{z} \quad \text{for } j = 1, \ldots, q.
\]

Analogously as above, the system \( X_0, \ldots, X_q \) generates the Lie algebra \( \mathfrak{g} \) and defines a sub-Riemannian structure on \( G \) with associated horizontal distribution \( H G \), sub-Riemannian metric \( g \) and left-invariant Carnot–Carathéodory distance \( \tilde{g} \).

Let \( |x|_\tilde{g} = \tilde{g}(x,0_G) \) be the distance of \( x \in G \) from the identity; similarly, let \( |z|_N = \tilde{g}^N(z,0_N) \) be the distance of \( z \in N \) from the identity. The following relation between the Carnot–Carathéodory distances on \( G \) and \( N \) is proved in [13, Proposition 2.7] (see also [9]).

**Proposition 2.1.** For all \((z,u) \in G\),

\[
|z,u|_\tilde{g} = \arccosh \left( \cosh u + e^{-u}|z|_N^2/2 \right).
\]

For a (differentiable) function \( f \) on \( G \) we define the horizontal gradient \( \nabla_H f(x) \in H_x G \) at \( x \in G \) by

\[
g_x(\nabla_H f(x), v) = (df)_x(v) \quad \forall v \in H_x G,
\]

where \((df)_x \) is the differential of \( f \) at \( x \). It is easily seen that

\[
|\nabla_H f(x)|^2_\tilde{g} = g_x(\nabla_H f(x), \nabla_H f(x)) = \sum_{j=0}^q |X_j f(x)|^2.
\]

The close relation between the horizontal gradient \( \nabla_H \) and the sub-Riemannian distance \( \tilde{g} \) is clearly expressed by the following well-known estimate (see, e.g., [25, VIII.1.1] and [13, Lemma 5.4]). Here we denote by \( R_y \) the right translation operator defined by

\[
R_y f(x) = f(xy)
\]

for all \( f : G \to \mathbb{C} \) and \( x, y \in G \).

**Lemma 2.2.** For all \( f \in L^1_{\text{loc}}(G) \) such that \( \nabla_H f \) \( \tilde{g} \) \( L^1(G) \), and for all \( y, z \in G \),

\[
||R_y f - R_z f||_1 \leq \tilde{g}(y,z)||\nabla_H f||_\tilde{g}_1.
\]

2.3. **Calderón–Zygmund theory and Hardy spaces.** A detailed description of the Calderón–Zygmund and Hardy space theory on \((G, \mathfrak{g}, \mu)\) can be found in [14, Section 3], to which we refer also for the definition of the Hardy and bounded mean oscillation spaces \( H^1(G) \) and \( \text{BMO}(G) \). For the reader’s convenience, here we record a criterion for boundedness of singular integral operators, which is a rephrasing of [10, Theorem 1.2] and [14, Theorems 3.2 and 3.8] in the particular case of left-invariant operators on \( L^2(G) \). Note that any such operator \( T \) is a convolution operator:

\[
T \phi = \phi * k
\]

for some convolution kernel \( k \) (which in general is a distribution on \( G \)) and all \( \phi \in C_c^\infty(G) \); if \( k \) is a locally integrable function, then

\[
T \phi(x) = \int K(x,y) \phi(y) \, d\mu(y)
\]

for almost all \( x \in G \), where the integral kernel \( K \) of \( T \) is given by

\[
K(x,y) = k(y^{-1} x) m(y) \quad \text{for a.a. } x, y \in G.
\]

**Theorem 2.3.** Let \( T \) be a linear operator bounded on \( L^2(G) \) such that \( T = \sum_{n \in \mathbb{Z}} T_n \), where

(i) the series converges in the strong topology of operators on \( L^2(G) \);
(ii) every $T_n$ is a left-invariant operator with convolution kernel $k_n \in L^1(G)$;
(iii) there exist positive constants $b, B, \varepsilon, c$ with $c \neq 1$ such that, for all $n \in \mathbb{Z}$,
\begin{equation}
\int_G |k_n(x)| (1 + c^n|x|_g)^\varepsilon \, d\mu(x) \leq B,
\end{equation}
(2.4)

\begin{equation}
\int_G |k_n^+(xy) - k_n^+(x)| \, d\mu(x) \leq B (c^n|y|_g)^b \quad \forall y \in G.
\end{equation}
(2.5)
Then $T$ is of weak type $(1, 1)$, bounded on $L^p(G)$ for $p \in (1, 2]$, and bounded from $H^1(G)$ to $L^1(G)$.

**Remark 2.4.** In view of Lemma 2.2, the condition (2.5) with $b = 1$ can be replaced by the stronger condition

\[ \int_G |\nabla_H k_n^+(x)|_g \, d\mu(x) \leq B c^n. \]

3. **Heat kernel estimates for the sub-Laplacian $\Delta$**

3.1. **The sub-Laplacian and its heat kernel.** Let $\Delta$ be the sub-Laplacian defined in (1.1). We now briefly recall some well-known properties of $\Delta$ and the associated heat kernel (see, e.g., [26] and [14] Section 4.1 for further details).

Since the horizontal distribution on $G$ is bracket-generating, $\Delta$ is hypoelliptic. Moreover $\Delta$ is essentially self-adjoint and positive with respect to the right Haar measure; in fact, for all $f, g \in C_c^\infty(G),$

\[ \langle \Delta f, g \rangle = \sum_{j=0}^q \langle X_j f, X_j g \rangle, \]
(3.1)

where $\langle \cdot, \cdot \rangle$ denotes the inner product of $L^2(G)$. In particular $\Delta$ extends uniquely to a positive self-adjoint operator on $L^2(G)$.

The heat kernel $t \mapsto h_t$ is a semigroup of probability measures on $G$. By hypoellipticity of $\partial_t + \Delta$, the distribution $(t, x) \mapsto h_t(x)$ is in fact a smooth function on $\mathbb{R}^+ \times \mathcal{G}$ and satisfies

\[ h_t * h_{t'} = h_{t+t'}, \quad h_t \geq 0, \quad \|h_t\|_1 = 1, \quad h_t^* = h_t. \]

It is also possible to obtain small-time “Gaussian-type” estimates for $h_t$ and its group-invariant derivatives. Let $\Sigma$ and $\Sigma_0$ denote the sets of finite sequences of elements of $\{1, \ldots, q\}$ and $\{0, \ldots, q\}$ respectively (note that $\Sigma \subseteq \Sigma_0$). For $\alpha = (j_1, \ldots, j_k) \in \Sigma_0$ we write $|\alpha| = k$ and $X^\alpha = X_{j_1} \cdots X_{j_k}$. Similarly one defines $X^\alpha$ when $\alpha \in \Sigma$.

**Proposition 3.1.** For all $x \in G$, $\alpha \in \Sigma_0$, and $t \in \mathbb{R}^+$,

\[ |X^\alpha h_t(x)| \leq C_\alpha t^{-(Q + 1 + |\alpha|)/2} e^{\omega \alpha t} \exp(-b_\alpha |x|_g^2/t), \]

where $C_\alpha, b_\alpha, \omega_\alpha \in \mathbb{R}^+$. In particular, for all $t_0 \in \mathbb{R}^+$, $\epsilon \in \mathbb{R}_0^+$ and $\alpha, \beta \in \Sigma_0$,

\[ \|e^{\epsilon |\alpha|/t^{1/2}} X^\alpha (X^\beta h_t)^* \|_1 \leq C_{\alpha, \beta, t_0, \epsilon} t^{-(|\alpha|+|\beta|)/2} \]

for all $t \in (0, t_0]$.

**Proof.** The pointwise estimate is a particular instance of [13] Theorem 2.3(e)], which in turn is a rephrasing of results in [23]. Integrating this estimate against the weight $e^{\epsilon |\alpha|/t^{1/2}}$ on $G$ readily yields the $L^1$ estimate in the case $|\beta| = 0$ (see also the proof of [13] Theorem 2.3(f))]. Finally, the general case follows by observing that

\[ X^\alpha (X^\beta h_t)^* = X^\alpha (X^\beta (h_{t/2} * h_{t/2}))^* = (X^\beta h_{t/2})^* \ast (X^\alpha h_{t/2}); \]

hence, by Young’s inequality,

\[ \|e^{\epsilon |\alpha|/t^{1/2}} X^\alpha (X^\beta h_t)^* \|_1 \leq \|e^{\epsilon |\alpha|/t^{1/2}} X^\beta h_{t/2} \|_1 \|e^{\epsilon |\alpha|/t^{1/2}} X^\alpha h_{t/2} \|_1 \]

for all $t \in (0, t_0]$.\]
and one can apply the particular case of the estimate to each factor. 

We remark that analogous estimates hold for general connected Lie groups and sub-Laplacians thereon, but are effective for small times only; large-time estimates, instead, are a much more delicate problem in this generality.

One case where large-time estimates are not problematic is that of the heat kernel \( h^N_t \) associated to the sub-Laplacian \( \Delta^N \) on \( N \). Here homogeneity considerations (cf. [4, formula (1.73)]) readily imply that

\[
\langle \alpha \rangle (X^\beta h^N_{\lambda + \beta})^t(z) = \lambda^Q + |\alpha| + |\beta| \langle \alpha \rangle (\bar{X}^\beta h^N_{\bar{\lambda} + \beta})^t(\delta \lambda z) \quad \forall \lambda, t \in \mathbb{R}^+, z \in N, \alpha, \beta \in \Sigma,
\]

whence precise weighted \( L^1 \)-estimates follow.

**Proposition 3.2.** For all \( \alpha, \beta \in \Sigma \) and \( \gamma_0 \in \mathbb{R}^+_0 \), there exists \( C_{\alpha, \beta, \gamma_0} \in \mathbb{R}^+ \) such that, for all \( \gamma \in [0, \gamma_0] \) and all \( s \in \mathbb{R}^+ \),

\[
\left\| \cdot \right\|_{L^1(N)} \leq C_{\alpha, \beta, \gamma_0} s^{(1 + |\alpha| + |\beta|)/2}.
\]

**3.2. Weighted \( L^1 \)-estimates of heat kernel derivatives.** The heat kernel \( h_t \) associated to \( \Delta \) can be expressed in terms of the heat kernel \( h_t^N \) associated to the sub-Laplacian \( \Delta^N \) (see [15, §3] or [8, §2]):

\[
h_t(z, u) = \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{cosh u}{\xi} \right) h^N_{c^*4/\xi}(z) d\xi,
\]

where

\[
(3.4) \quad \Psi_t(\xi) = \frac{\xi^{-2}}{\sqrt{4 \pi^2 t}} \exp \left( \frac{\pi^2}{4t} \right) \int_0^\infty \sin \theta \sin \frac{\pi \theta}{2t} \exp \left( -\frac{\theta^2}{4t} - \frac{\cosh \theta}{\xi} \right) d\theta.
\]

The following identities and estimates involving the first derivative of the function \( \xi \mapsto \Psi_t(\xi) \) will be useful in the sequel.

**Lemma 3.3.** We have the following:

(i) \( \partial_\xi \xi \Psi_t(\xi) = \frac{\xi^{-2}}{\sqrt{4 \pi^2 t}} \int_0^\infty \cosh \theta \left[ \pi \cos \frac{\pi \theta}{2t} - \theta \sin \frac{\pi \theta}{2t} \right] \exp \left( \frac{\theta^2}{4t} - \frac{\cosh \theta}{\xi} \right) d\theta; \)

(ii) \( \int_1^\infty \partial_\xi \xi \Psi_t(\xi) d\xi = \frac{\xi^{-2}}{\sqrt{4 \pi^2 t}} \int_0^\infty \cos \frac{\theta^2}{2t} \exp \left( \frac{\theta^2}{4t} - \frac{\cosh \theta}{\xi} \right) \cosh \theta d\xi \)

(iii) \( \left| \int_1^\infty \partial_\xi \xi \Psi_t(\xi) \right| d\xi \leq C \xi^{-2} \int_0^\infty \exp \left( -\frac{\theta^2}{4} - \frac{\cosh \theta}{\xi} \right) \cosh \theta d\theta. \)

**Proof.** The proof of (1) is given in [14] Proposition 4.2. The identity (ii) follows from (11) and

\[
\int_1^\infty \exp \left( \frac{-\theta^2}{4t} \right) \left[ \pi \cos \frac{\pi \theta}{2t} - \theta \sin \frac{\pi \theta}{2t} \right] d\theta = \frac{\pi}{\sqrt{3/2}} \int_0^\pi \exp \left( \frac{\pi^2}{4t} - \frac{\theta^2}{2} \right) \cos \frac{\theta}{2} d\theta,
\]

which we now prove. Note first that

\[
\frac{1}{\sqrt{3/2}} \exp \left( \frac{-\theta^2}{4t} \right) \left[ \pi \cos \frac{\pi \theta}{2t} - \theta \sin \frac{\pi \theta}{2t} \right] = \Re \left[ \pi + \frac{i \theta}{\sqrt{3/2}} \exp \left( \pi + i \theta \right)^2 \right]
\]

and

\[
\int_1^\infty \pi + \frac{i \theta}{\sqrt{3/2}} \exp \left( \frac{(\pi + i \theta)^2}{4t} \right) d\theta = 2 \int_0^\pi \exp \left( \frac{w^2}{4} \right) dw,
\]

where the latter is meant as a contour integral in the complex plane. Moreover,

\[
\int_0^{\pi + i \theta} \exp \left( \frac{w^2}{4} \right) dw = \int_0^\theta + \int_{\pi + i \theta}^{\pi + i \theta}
\]
and the first summand is purely imaginary, as it is easily seen by integrating along a straight line. In conclusion,
\[
\int_1^\infty \exp \left( \frac{\pi^2 - \theta^2}{4t} \right) \left[ \pi \cos \frac{\pi \theta}{2t} \theta \sin \frac{\pi \theta}{2t} \right] \frac{dt}{t^{3/2}} = 2R \int_0^{\pi + i\theta} \exp \left( \frac{w^2}{4} \right) \, dw = 2 \int_0^\pi R \exp \left( \frac{(s + i\theta)^2}{4} \right) \, ds
\]
and (ii) is proved. The estimate (iii) is an immediate consequence of (ii). □

The following technical lemma, which we will repeatedly use in the sequel, extends [14] Lemma 4.1 and can be proved following the same lines.

**Lemma 3.4.** For all \( \alpha, \beta, \theta \in \mathbb{R}'_0^+ \) with \( \beta \geq \alpha \), and \( \delta \in [0, 1/2] \),
\[
\int \int_0^\infty \frac{\cosh(\alpha u)}{\xi^{2+\beta}} (\xi^\delta + (\cosh u)^\delta) \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) \, d\xi \, du \leq C_{\alpha,\beta} \begin{cases} e^{(\delta-1-\beta+\alpha)\theta} & \text{if } \alpha > 0, \\ e^{(\delta-1-\beta)\theta(1+\theta)} & \text{if } \alpha = 0, \end{cases}
\]
where the constant \( C_{\alpha,\beta} \) does not depend on \( \delta \).

We now derive weighted \( L^1 \)-estimates for \( h_t \) and its horizontal gradient, whose unweighted version is proved in [14] Proposition 4.2.

**Proposition 3.5.** For all \( \epsilon \in \mathbb{R}'_0^+ \), there exists \( C_\epsilon \in \mathbb{R}'_0^+ \) such that, for all \( t \in \mathbb{R}'_0^+ \),
\[
\left\| e^{\epsilon |\cdot| t^{1/2}} h_t \right\|_1 \leq C_\epsilon, \quad \left\| e^{\epsilon |\cdot| t^{1/2}} |\nabla H h_t|_g \right\|_1 \leq C_\epsilon t^{-1/2}.
\]

**Proof.** Fix \( t_0 \in \mathbb{R}'_0^+ \) sufficiently large so that \( \epsilon/t_0^{1/2} \leq 1/2 \).

By (2.3) it suffices to show that
\[
\left\| e^{\epsilon |\cdot| t^{1/2}} h_t \right\|_1 \leq C_\epsilon, \quad \left\| e^{\epsilon |\cdot| t^{1/2}} X_j h_t \right\|_1 \leq C_\epsilon t^{-1/2}
\]
for all \( j \in \{0, 1, \ldots, q\} \) and \( t \in \mathbb{R}'_0^+ \). In the case \( t \leq t_0 \), these estimates are given by Proposition 3.3. Therefore in the rest of the proof we will assume that \( t \geq t_0 \). We remark that the constants in these estimates may depend on \( \epsilon \), hence on \( t_0 \); therefore the same dependence is allowed for all the implicit constants in the estimates throughout the proof.

If \( \gamma_t = \epsilon/t^{1/2} \) and \( t \geq t_0 \), then \( \gamma_t \in [0, 1/2] \) and therefore, for all \( (z, u) \in G \), by Proposition 2.1,
\[
\exp(\gamma_t |(z, u)|_g) \leq (\cosh |(z, u)|_g)^\gamma_t \lesssim \left( \cosh u \right)^\gamma_t + \left( e^{-u} |z|_{\mathbb{H}}^2 \right)^{\gamma_t},
\]
where the implicit constant does not depend on \( t \in [t_0, \infty) \).

We discuss first the estimate for \( X_j h_t \) in the case \( j > 0 \). Recall that \( X_j = e^\alpha \tilde{X}_j \). Then, by (3.3) and differentiation under the integral sign,
\[
X_j h_t(z, u) = \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{\cosh u}{\xi} \right) e^\alpha \tilde{X}_j h_t e^{\epsilon_1 t^{1/2}}(z) \, d\xi.
\]
Therefore, by (3.5) and Proposition 3.2
\[
\|e^{\gamma t} x_j h_t\|_1 \leq \int \int_0^\infty (\cosh u)^\gamma \| \hat{X}_j h_N^{c_v} \|_{L^1} |\Psi_t(\xi)| \exp \left( -\frac{\cosh u}{\xi} \right) e^u \, d\xi \, du \\
+ \int \int_0^\infty e^{-\gamma u} \| \hat{X}_j h_N^{c_v} \|_{L^1} |\Psi_t(\xi)| \exp \left( -\frac{\cosh u}{\xi} \right) e^u \, d\xi \, du \\
\leq \int \int_0^\infty |\Psi_t(\xi)| e^u/\xi^{1/2} (\cosh u)^\gamma + \xi^{\gamma} \exp \left( -\frac{\cosh u}{\xi} \right) d\xi \, du.
\]
Since \( t \geq t_0 \), by (3.4) the above integral is controlled by a constant (depending on \( t_0 \), but not on \( t \)) times
\[
t^{-1/2} \int_0^\infty \sin \theta \left| \sin \frac{\pi \theta}{2t} \right| \exp \left( -\frac{\theta^2}{4t} \right) \times \int_0^\infty \frac{e^{u/2}}{\xi^{2+1/2} (\cosh u)^\gamma + \xi^{\gamma}} \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) d\xi \, du \, d\theta.
\]
By applying Lemma 3.4 (with \( \alpha = \beta = 1/2 \)), the integral in \( u \) and \( \xi \) is controlled by a constant times \( e^{(\gamma - 1/2)\theta} \), hence
\[
\|e^{\gamma t} x_j h_t\|_1 \leq t^{-1/2} \int_0^\infty \sin \theta \left| \sin \frac{\pi \theta}{2t} \right| \exp \left( -\frac{\theta^2}{4t} \right) \left( e^\theta \int_{t^{3/2}}^{\infty} - \frac{\theta^2}{4t} \right) d\theta \leq t^{-1/2}.
\]
This proves the estimate for \( X_j h_t \) in the case \( j > 0 \). A similar argument, using Lemma 3.4 with \( \alpha = \beta = 0 \), gives the estimate for \( h_t \).

It remains to discuss the estimate for \( X_0 h_t \). Note that, again by (3.3),
\[
X_0 h_t(z, u) = -\int_0^\infty \Psi_t(\xi) \sinh u \xi \exp \left( -\frac{\cosh u}{\xi} \right) h_N^{c_v} (z) \, d\xi \\
+ \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{\cosh u}{\xi} \right) \frac{\partial}{\partial u} [h_N^{c_v} (z)] \, d\xi \\
= -\int_0^\infty \Psi_t(\xi) e^u \xi \exp \left( -\frac{\cosh u}{\xi} \right) h_N^{c_v} (z) \, d\xi \\
- \int_0^\infty \partial \xi [\Psi_t(\xi)] \exp \left( -\frac{\cosh u}{\xi} \right) h_N^{c_v} (z) \, d\xi \\
= I_1 + I_2.
\]
Here the fact that \( \partial_u [h_N^{c_v} (z)] = \xi \partial \xi [h_N^{c_v} (z)] \), integration by parts and the identity \( \sinh u + \cosh u = e^u \) were used.

The norm \( \|e^{\gamma t} x_j h_t\|_1 \) of the summand \( I_1 \) can be controlled analogously as above (here Lemma 3.4 is applied with \( \alpha = \beta = 1 \)). As for \( I_2 \), we observe that, by (3.5) and Proposition 3.2
\[
\|e^{\gamma t} x_j h_t\|_1 \leq \int \int_0^\infty (\cosh u)^\gamma \| h_N^{c_v} \|_{L^1} |\partial \xi [\Psi_t(\xi)]| \exp \left( -\frac{\cosh u}{\xi} \right) d\xi \, du \\
+ \int \int_0^\infty e^{-\gamma u} \| h_N^{c_v} \|_{L^1} |\partial \xi [\Psi_t(\xi)]| \exp \left( -\frac{\cosh u}{\xi} \right) d\xi \, du \\
\leq \int \int_0^\infty |\partial \xi [\Psi_t(\xi)]| ((\cosh u)^\gamma + \xi^{\gamma}) \exp \left( -\frac{\cosh u}{\xi} \right) d\xi \, du.
\]
Consequently, by Lemma 3.3(i) since \( t \geq t_0 \), \( \|e^{t_1 \gamma_1^*} I_2\|_1 \) is bounded by a constant (depending on \( t_0 \)) times
\[
 t^{-3/2} \int_0^\infty \cosh \theta \left| \pi \cos \frac{\pi \theta}{2t} - \theta \sin \frac{\pi \theta}{2t} \right| \exp \left( -\frac{\theta^2}{4t} \right) \times \int_\mathbb{R} \int_0^\infty \xi^{-2} \left( (\cosh \gamma_1^r + \xi \gamma_1^r) \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) \right) d\xi du d\theta.
\]
By applying Lemma 3.4 (with \( \alpha = \beta = 0 \)), the integral in \( \xi \) and \( u \) is controlled by a constant times \( e^{(\gamma_1^r)^{10}(1 + \theta)} \), hence
\[
\|e^{t_1 \gamma_1^*} I_2\|_1 \lesssim t^{-3/2} \int_0^\infty \cosh \theta \frac{\cosh \theta}{e^{\theta^2}} (1 + \theta^2/t) (1 + \theta) \exp \left( \frac{\theta^2}{4t^2} - \frac{\theta^2}{4t} \right) d\theta \lesssim t^{-1/2}
\]
and we are done.

\[\square\]

**Remark 3.6.** Simple modifications of the proof of Proposition 3.5 yield that
\[
\left\|e^{t \gamma^1_{j,l}/t^1/2} X^\alpha h_t\right\|_1 \leq C_{\epsilon,\alpha} \max\{t^{-|\alpha|/2}, t^{-1/2}\}
\]
for all \( \epsilon \in \mathbb{R}^+_0 \), \( t \in \mathbb{R}^+ \) and \( \alpha \in \Sigma \) with \( |\alpha| > 0 \).

Similar techniques as above yield estimates for certain second-order derivatives of the heat kernel, which show an “extra decay” for large time.

**Proposition 3.7.** For all \( \epsilon \in \mathbb{R}^+_0 \), there exists \( C_{\epsilon} \in \mathbb{R}^+ \) such that, for all \( t \in \mathbb{R}^+ \) and \( j,l = 1, \ldots, q \),
\[
\left\|e^{t \gamma^1_{j,l}/t^1/2} X_t X_j h_t\right\|_1 \leq C_{\epsilon} \min\{t^{-1}, t^{-3/2}\}.
\]

**Proof.** Choose \( t_0 \) sufficiently large so that \( \epsilon/t_0^{1/2} \leq 1/2 \). For \( t \leq t_0 \) the desired estimate follows from Proposition 3.1, hence in what follows we assume that \( t \geq t_0 \).

By (2.1), (3.2) and (3.6) we deduce that
\[
(X_j h_t)^*(z, u) = e^{-Q u} \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{\cosh u}{\xi} \right) e^{-u X_j h_{-\xi/2}}(\xi) e^{-u D z} d\xi.
\]
Hence, for all \( l = 1, \ldots, q \),
\[
X_t(X_j h_t)^*(z, u) = \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{\cosh u}{\xi} \right) e^u (X_j h_{-\xi/2})^*(z) d\xi.
\]
By proceeding as in the proof of Proposition 3.5 and applying Proposition 3.2 if we define \( \gamma_t = \epsilon/t^{1/2} \), then we obtain that, for \( t \geq t_0 \),
\[
\|e^{t \gamma^1_{j,l}} X_t(X_j h_t)^*\|_1 \leq t^{-1/2} \int_0^\infty \sinh \theta \left| \sin \frac{\pi \theta}{2t} \right| \exp \left( -\frac{\theta^2}{4t} \right) \times \int_\mathbb{R} \int_0^\infty \frac{1}{\xi^{2l+1}} \left( (\cosh \gamma_t^r + \xi \gamma_t^r) \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) \right) d\xi d\theta d\theta \lesssim t^{-3/2},
\]
and we are done.
where Lemma 3.4 (with \( \alpha = 0 \) and \( \beta = 1 \)), Proposition 3.2 and the fact that \( \gamma_t \leq 1/2 \) were used.

An analogous decay for \( t \) large can be obtained for certain third-order derivatives of the heat kernel.

**Proposition 3.8.** For all \( \epsilon \in \mathbb{R}_+^* \), there exists \( C_\epsilon \in \mathbb{R}^+ \) such that, for all \( t \in \mathbb{R}_+^* \) and \( j = 1, \ldots, q \) and \( k, l = 0, \ldots, q \) with \((k, l) \neq (0,0)\),

\[
\left\| e^{\epsilon |\cdot| / t^{1/2}} X_k X_l (X_j h_t)^* \right\|_1 \leq C_\epsilon t^{-3/2}.
\]

**Proof.** Choose \( t_0 \) sufficiently large so that \( \epsilon / t_0^{1/2} \leq 1/2 \). For \( t \leq t_0 \) the desired estimate follows from Proposition 3.1. Consider now the case \( t \geq t_0 \). From (3.8) we deduce that, for all \( k, l = 1, \ldots, q \),

\[
X_k X_l (X_j h_t)^*(z,u) = \int_0^\infty \Psi_t(\xi) \exp \left( -\frac{\cosh u}{\xi} \right) e^{2cn_2(X_j h_t)N(\xi)}(z) d\xi.
\]

By proceeding as in the proof of Proposition 3.7 if we define \( \gamma_t = \epsilon / t^{1/2} \), then we obtain that, for \( t \geq t_0 \),

\[
\left\| e^{\gamma_t |\cdot| / t} X_k X_l (X_j h_t)^* \right\|_1 \lesssim \int_{\mathbb{R}} \int_0^\infty |\Psi_t(\xi)| \frac{e^{u/2}}{\xi^{3/2}} (\cosh u)^{\gamma_t} + \xi^{\gamma_t} \exp \left( -\frac{\cosh u}{\xi} \right) d\xi d\frac{\theta}{t} \lesssim t^{-1/2} \int_{\mathbb{R}} \int_0^\infty e^{u/2} (\cosh u)^{\gamma_t} + \xi^{\gamma_t} \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) d\xi d\frac{\theta}{t} \lesssim t^{-1/2} \int_{\mathbb{R}} \int_0^\infty \frac{\sinh \theta}{\sin \frac{\theta}{2t}} \exp \left( \frac{\theta^2}{4t} \right) d\xi d\frac{\theta}{t} \lesssim t^{-1/2} \int_{\mathbb{R}} \int_0^\infty \exp \left( \frac{\cosh \theta - \cosh u}{\xi} \right) \frac{\theta}{t} d\theta \lesssim t^{-3/2}
\]

where Lemma 3.4 (with \( \alpha = 1/2 \) and \( \beta = 3/2 \)), Proposition 3.2 and the fact that \( \gamma_t \leq 1/2 \) were used. This proves the desired estimate when \( k \neq 0 \neq l \).

Consider now the case where \( k = 0 \neq l \). Starting from (3.8) and proceeding as in the derivation of (3.7), one easily obtains that

\[
X_k X_0 (X_j h_t)^*(z,u) = I_1 + I_2,
\]

where

\[
I_1 = -\int_0^\infty \Psi_t(\xi) \frac{e^{u}}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) e^{u} \bar{X}_l (\bar{X}_j h_{\xi}^{\infty})^*(z) d\xi,
\]

\[
I_2 = -\int_0^\infty \partial_\xi [\Psi_t(\xi)] \exp \left( -\frac{\cosh u}{\xi} \right) e^{u} \bar{X}_l (\bar{X}_j h_{\xi}^{\infty})^*(z) d\xi.
\]

The estimate \( \left\| e^{\gamma_t |\cdot| / t} I_1 \right\|_1 \lesssim t^{-3/2} \) for \( t \geq t_0 \) is then proved analogously as above (here Proposition 3.2 and Lemma 3.4 with \( \alpha = 1 \) and \( \beta = 2 \) are used). As for \( I_2 \),
from Lemma 3.3(i) and Proposition 3.2 we obtain, for $t \geq t_0$, 
\[
\|e^{\gamma t}|_{\nu} I_2\|_1 
\leq \int_0^\infty \int_0^\infty \|\partial_\xi [\xi \Psi_\nu(\xi)]\| \frac{1}{\xi} ((\cosh u)^{\gamma_1} + \xi^{\gamma}) \exp \left(-\frac{\cosh u}{\xi}\right) \, d\xi \, du 
\leq t^{-3/2} \int_0^\infty \cosh \theta \left|\pi \cos \frac{\pi \theta}{2t} - \theta \sin \frac{\pi \theta}{2t}\right| \exp \left(-\frac{\theta^2}{4t}\right) \times \int_0^1 \frac{1}{\xi^{3+1}} ((\cosh u)^{\gamma_1} + \xi^{\gamma}) \exp \left(-\frac{\cosh \theta + \cosh u}{\xi}\right) \, d\xi \, d\theta 
\leq t^{-3/2} \int_0^\infty \cosh \theta \exp \left\{ \frac{\gamma}{\nu} - \frac{\cosh \theta - 1}{\nu} \right\} (1 + \theta)^2 \, d\theta \lesssim t^{-3/2} 
\]
where Lemma 3.4 (with $\alpha = 0$ and $\beta = 1$) and the fact that $\gamma_1 \leq 1/2$ were used. As for the case where $l = 0 \neq k$, note that $[X_0, X_k] = X_k$, hence 
\[
X_0 X_k (X_j h_1)^* = X_k (X_j h_1)^* + X_k X_0 (X_j h_1)^*. 
\]
The desired estimate then follows from the estimate $\|e^{\gamma t}|_{\nu} X_k (X_j h_1)^*\|_1 \lesssim t^{-3/2}$ for $t \geq t_0$, which has just been proved, and the estimate $\|e^{\gamma t}|_{\nu} X_k (X_j h_1)^*\|_1 \lesssim t^{-3/2}$ for $t \geq t_0$, which is in Proposition 3.7.

Finally, we obtain some pointwise estimates for second-order derivatives of the heat kernel for large time. While they do not yield decay in the space variables, these estimates will be nevertheless useful to justify the absolute convergence of the integral defining the “part at infinity” of the kernel of the second-order Riesz transforms (see formula (4.1) below).

**Proposition 3.9.** For all $t_0 \in \mathbb{R}^+$, $l, j \in \{0, \ldots, q\}$, there exists $C_{t_0} \in \mathbb{R}^+$ such that, for all $t \geq t_0$ and $(z, u) \in G$,
\[
|X_j (X_l h_1)^*(z, u)| \leq C_{t_0} t^{-3/2} e^{-Qu/2} \cosh u.
\]

**Proof.** Let us preliminarily observe that from (3.4) and Lemma 3.3(i) one readily obtains that, for all $t \geq t_0$ and $\xi > 0$, 
\[
(3.10) \quad |\Psi_\nu(\xi)| \lesssim t^{-3/2} \int_0^\infty \theta \frac{\sinh \theta}{\xi^2} \exp \left(-\frac{\cosh \theta}{\xi}\right) \, d\theta, 
\]
\[
|\partial_\xi [\xi \Psi_\nu(\xi)]| \lesssim t^{-3/2} \int_0^\infty (1 + \theta) \frac{\cosh \theta}{\xi^2} \exp \left(-\frac{\cosh \theta}{\xi}\right) \, d\theta, 
\]
\[
|\partial_\xi [\partial_\xi [\xi \Psi_\nu(\xi)]]| \lesssim t^{-3/2} \int_0^\infty (1 + \theta) \left[\frac{\cosh \theta}{\xi^2} + \frac{\cosh^2 \theta}{\xi^3}\right] \exp \left(-\frac{\cosh \theta}{\xi}\right) \, d\theta, 
\]
where the implicit constants may depend on $t_0$.

Suppose first that $j, l \in \{1, \ldots, q\}$. By (3.9), (3.2) and (3.10), we deduce that 
\[
(3.11) \quad |X_j (X_l h_1)^*(z, u)| \leq \int_0^\infty |\Psi_\nu(\xi)| \exp \left(-\frac{\cosh u}{\xi}\right) e^u |\tilde{X}_j (X_l h_1^N \xi/2)^*(z)| \, d\xi 
\leq e^{-Qu/2} \int_0^\infty |\Psi_\nu(\xi)| \exp \left(-\frac{1}{\xi}\right) \xi^{-Q/2-1} \, d\xi 
\lesssim t^{-3/2} e^{-Qu/2} \int_0^\infty \theta \sinh \theta \int_0^\infty \exp \left(-\frac{\cosh \theta + 1}{\xi}\right) \xi^{-Q/2-3} \, d\theta \, d\theta 
\]
and the integral in $\theta$ and $\xi$ is immediately seen to be convergent.
Assume instead that \( j \in \{1, \ldots, q\} \) and \( l = 0 \). From (3.7), (2.1) and (3.2) it follows that

\[
(X_0 h_t)^*(z, u) = -\int_0^\infty \Psi_t(\xi) \frac{e^{-u}}{\xi} \exp \left(-\frac{\cosh u}{\xi}\right) h^{N}_{e^u \xi/2}(z) \, d\xi \\
- \int_0^\infty \partial_\xi [\xi \Psi_t(\xi)] \exp \left(-\frac{\cosh u}{\xi}\right) h^{N}_{e^u \xi/2}(z) \, d\xi,
\]

whence

\[
X_j(X_0 h_t)^*(z, u) = -\int_0^\infty \Psi_t(\xi) \frac{1}{\xi} \exp \left(-\frac{\cosh u}{\xi}\right) \tilde{X}_j h^{N}_{e^u \xi/2}(z) \, d\xi \\
- \int_0^\infty \partial_\xi [\xi \Psi_t(\xi)] \exp \left(-\frac{\cosh u}{\xi}\right) e^\nu \tilde{X}_j h^{N}_{e^u \xi/2}(z) \, d\xi
= I_1 + I_2.
\]

Analogously as in (3.11), one can see that

\[
|I_1| \leq \int_0^\infty |\Psi_t(\xi)| \frac{1}{\xi} \exp \left(-\frac{\cosh u}{\xi}\right) |\tilde{X}_j h^{N}_{e^u \xi/2}(z)| \, d\xi \\
\lesssim t^{-3/2} e^{-u(Q+1)/2}.
\]

Moreover, by (3.2) and (3.10),

\[
|I_2| \leq \int_0^\infty |\partial_\xi [\xi \Psi_t(\xi)]| \exp \left(-\frac{\cosh u}{\xi}\right) e^\nu |\tilde{X}_j h^{N}_{e^u \xi/2}(z)| \, d\xi \\
\lesssim t^{-3/2} e^{-u(Q-1)/2} \int_0^\infty (1 + \theta) \cosh \theta \int_0^\infty \exp \left(-\frac{\cosh \theta + 1}{\xi}\right) \xi^{-(Q+5)/2} \, d\xi \, d\theta \\
\lesssim t^{-3/2} e^{-u(Q-1)/2},
\]

since the integral in \( \theta \) and \( \xi \) is convergent. In conclusion

\[
|X_j(X_0 h_t)^*(z, u)| \lesssim t^{-3/2} e^{-Q u/2} \cosh(u/2).
\]

Note that, if \( l \in \{1, \ldots, q\} \) and \( j = 0 \), then \( X_0(X_l h_t)^* = (X_l(X_0 h_t)^*)^* \), hence again

\[
|X_0(X_l h_t)^*(z, u)| \lesssim t^{-3/2} e^{-Q u/2} \cosh(u/2).
\]
Similarly as before, one then sees that
\[ (3.16) \]
\[
X_0(X_0 h_i)^*(z,u) = \int_0^\infty \Psi_t(\xi) \frac{e^{-u}}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
+ \int_0^\infty \Psi_t(\xi) \frac{e^{-u}}{\xi^2} \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
- \int_0^\infty \Psi_t(\xi) \frac{e^{-u}}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) \xi \partial_\xi |h_{c^\alpha \xi/2}^N(z)| \, d\xi \\
+ \int_0^\infty \partial_\xi [\xi \Psi_t(\xi)] \frac{\sinh u}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
- \int_0^\infty \partial_\xi [\xi \Psi_t(\xi)] \frac{\exp \left( -\frac{\cosh u}{\xi} \right) \xi \partial_\xi |h_{c^\alpha \xi/2}^N(z)| \, d\xi \\
= \int_0^\infty \Psi_t(\xi) \frac{1}{\xi^2} \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
+ 2 \int_0^\infty \partial_\xi [\xi \Psi_t(\xi)] \frac{\sinh u}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
+ \int_0^\infty \partial_\xi [\partial_\xi [\xi \Psi_t(\xi)]] \exp \left( -\frac{\cosh u}{\xi} \right) h_{c^\alpha \xi/2}^N(z) \, d\xi \\
= J_1 + 2J_2 + J_3.
\]
Similarly as before, one then sees that
\[ (3.17) \]
\[
|J_1| \leq \int_0^\infty |\Psi_t(\xi)| \frac{1}{\xi^2} \exp \left( -\frac{\cosh u}{\xi} \right) |h_{c^\alpha \xi/2}^N(z)| \, d\xi \lesssim t^{-3/2} e^{-Qu/2},
\]
\[
|J_2| \leq \int_0^\infty |\partial_\xi [\xi \Psi_t(\xi)]| \frac{\cosh u}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) |h_{c^\alpha \xi/2}^N(z)| \, d\xi \lesssim t^{-3/2} \cosh u e^{Qu/2},
\]
\[
|J_3| \leq \int_0^\infty |\partial_\xi [\partial_\xi [\xi \Psi_t(\xi)]]| \exp \left( -\frac{\cosh u}{\xi} \right) |h_{c^\alpha \xi/2}^N(z)| \, d\xi \lesssim t^{-3/2} e^{-Qu/2},
\]
so
\[
|X_0(X_0 h_i)^*(z,u)| \lesssim t^{-3/2} e^{-Qu/2} \cosh u
\]
and we are done. \hfill \Box

4. Riesz transforms

4.1. Preliminaries on the definition of Riesz transforms. Let $Y$ be a horizontal vector field. We consider $Y$ as a densely defined operator on $L^2(G)$, with maximal domain (i.e., the set of the $f \in L^2(G)$ whose distributional derivative $Yf$ is in $L^2(G)$). Then $Y$ is self-adjoint and $C^\infty_c(G)$ is dense in the domain of $Y$ with respect to the graph norm (see, e.g., [18]). Similarly, the sub-Laplacian $\Delta$ is self-adjoint, and moreover it has trivial $L^2$ kernel, so via the spectral theorem we can define its fractional powers $\Delta^\alpha$ ($\alpha \in \mathbb{R}$) as self-adjoint operators on $L^2(G)$.

Proposition 4.1. Let $Y$ and $Z$ be horizontal left-invariant vector fields.

(i) The domain of $\Delta^{1/2}$ is contained in the domain of $Y$.

(ii) The range of $\Delta^{-1/2}$ is contained in the domain of $Y$. The composition $Y^{\Delta^{-1/2}}$, defined on the domain of $\Delta^{-1/2}$, extends to a bounded operator $\tilde{Y}^{\Delta^{-1/2}}$ on $L^2(G)$ with norm at most $|Y|_g$. 

(iii) The range of $Y$ is contained in the domain of $\Delta^{-1/2}$. The composition $\Delta^{-1/2}Y$, defined on the domain of $Y$, extends to a bounded operator $\Delta^{-1/2}Y$ on $L^2(G)$ with norm at most $|Y|_g$.

(iv) $(\Delta^{-1/2}Y)^* = -Y\Delta^{-1/2}$ and $(\Delta^{-1/2}Y)^* = -\Delta^{-1/2}Y$.

(v) If $(F_n)_{n \in \mathbb{N}}$ is an increasing sequence of nonnegative bounded Borel functions on $(0, \infty)$ converging pointwise to $\lambda \mapsto \lambda^{-1/2}$, then the range of $F_n(\Delta)$ is contained in the domain of $Y$, the operators $YF_n(\Delta)$ and $F_n(\Delta)Y$ are bounded on $L^2(G)$ with norm at most $|Y|_g$, and

$$YF_n(\Delta) \to \Delta^{-1/2}Y,$$

$$F_n(\Delta)Y \to \Delta^{-1/2}Y$$

in the strong operator topology.

(vi) If $(G_n)_{n \in \mathbb{N}}$ is an increasing sequence of nonnegative bounded Borel functions on $(0, \infty)$ converging pointwise to $\lambda \mapsto \lambda^{-1}$, then the range of $G_n(\Delta)Z$ is contained in the domain of $Y$, the operators $YG_n(\Delta)Z$ are bounded on $L^2(G)$ with norm at most $|Y|_g|Z|_g$, and

$$YG_n(\Delta)Z \to \Delta^{-1/2} \Delta^{-1/2}Z$$

in the strong operator topology.

Proof. Part (iii) is a consequence of the fact that

$$\|Yf\|_2 \leq |Y|_g \|\nabla f\|_2, \quad \|\nabla f\|_2^2 = \langle \Delta f, f \rangle = \|\Delta^{1/2}f\|_2^2$$

for all $f \in C_c^\infty(G)$, and the density of $C_c^\infty(G)$ in the domains of $Y$ and $\Delta^{-1/2}$ for the respective graph norms. From this part (iii) follows immediately. Similarly, if the sequence $(F_n)_{n \in \mathbb{N}}$ is as in part (v) (note that such sequences do exist), then the range of $F_n(\Delta)$ is contained in the domain of $Y$ and the composition $YF_n(\Delta)$ is bounded with norm at most $|Y|_g$. Note now that, for all $f$ in the domain of $\Delta^{-1/2}$,

$$\|YF_n(\Delta)f - Y\Delta^{-1/2}f\|_2 \leq |Y|_g\|\Delta^{1/2}(F_n(\Delta) - \Delta^{-1/2})f\|_2$$

and the right-hand side tends to 0 as $n \to \infty$ by the properties of the Borel functional calculus; this and the uniform boundedness of the $YF_n(\Delta)$ immediately imply that $YF_n(\Delta) \to \Delta^{-1/2}Y$ in the strong operator topology.

Note now that $F_n(\Delta)Y$ is densely defined and $(F_n(\Delta)Y)^* = -YF_n(\Delta)$, whence $F_n(\Delta)Y$ is also bounded with norm $|Y|_g$. In addition $\|\Delta^{-1/2}f\|_2 = \sup_n \|F_n(\Delta)f\|_2$ for all $f \in L^2(G)$ (where $\|\Delta^{-1/2}f\|_2 = \infty$ if $f$ is not in the domain of $\Delta^{-1/2}$), so the uniform boundedness of the operators $F_n(\Delta)Y$ implies that the range of $Y$ is contained in the domain of $\Delta^{-1/2}$, and part (iii) follows.

Since both $\Delta^{-1/2}Y$ and $Y\Delta^{-1/2}$ are densely defined and bounded, part (iv) follows immediately. Moreover, by functional calculus, $F_n(\Delta)Yf \to \Delta^{-1/2}Yf$ in $L^2$ for all $f$ in the domain of $Y$, and this, together with the uniform boundedness of the $F_n(\Delta)Y$, implies that $F_n(\Delta)Y \to \Delta^{-1/2}Y$ in the strong operator topology; this proves part (v).

Finally, if $(G_n)_{n \in \mathbb{N}}$ is as in part (vi), then the sequence $(\sqrt{G_n})_{n \in \mathbb{N}}$ satisfies the assumptions of part (v), so the range of $G_n(\Delta)^{1/2}$ is contained in the domain of $Y$, and moreover $YG_n(\Delta)^{1/2} \to \Delta^{-1/2}Z$ and $G_n(\Delta)^{1/2}Z \to \Delta^{-1/2}Z$ in the strong operator topology. From this it follows that the range of $G_n(\Delta)Z = G_n(\Delta)^{1/2}G_n(\Delta)^{1/2}Z$ is contained in the domain of $Y$; moreover, for all $f$ in the domain of $Z$,

$$YG_n(\Delta)Zf = YG_n(\Delta)^{1/2}G_n(\Delta)^{1/2}Zf \to \Delta^{-1/2}Zf,$$

and part (vi) follows. □

We can now define the first-order Riesz transforms we are interested in as the $L^2$-bounded operators $R_Y = \Delta^{-1/2}$, for all horizontal left-invariant vector fields.
Let $Y$ be any horizontal left-invariant vector field. By Proposition 4.1, $\Gamma(1/2)Y\Delta^{-1/2}$ is $L^2$-bounded and

$$\Gamma(1/2)Y\Delta^{-1/2} = \sum_{n \in \mathbb{Z}} \int_{2^n}^{2^{n+1}} t^{-1/2} Y e^{-t\Delta} \, dt = \sum_{n \in \mathbb{Z}} T_n,$$

where the series converges in the strong $L^2$ operator topology.

Let $k_n$ denote the convolution kernel of the operator $T_n$, which is given by

$$k_n = \int_{2^n}^{2^{n+1}} t^{-1/2} Y h_t \, dt.$$

For every $n \in \mathbb{Z}$,

$$\nabla H k_n^* = \int_{2^n}^{2^{n+1}} t^{-1/2} \nabla H (Y h_t)^* \, dt$$

$$= \int_{2^n}^{2^{n+1}} t^{-1/2} \nabla H (Y (h_{t/2} \ast h_{t/2}))^* \, dt$$

$$= \int_{2^n}^{2^{n+1}} t^{-1/2} (Y h_{t/2})^* \ast \nabla H h_{t/2} \, dt,$$

where the fact that $h_t = h_{t/2} \ast h_{t/2}$ and $h_{t/2} = h_{t/2}$ was used. Hence

$$\|\nabla H k_n^*\|_1 \leq \int_{2^n}^{2^{n+1}} t^{-1/2} \|\nabla H h_{t/2}\|_1 \|Y h_{t/2}\|_1 \, dt$$

$$\lesssim \int_{2^n}^{2^{n+1}} t^{-3/2} \, dt \lesssim 2^{-n/2},$$

where we have applied Proposition 3.5.

Moreover, for every $n \in \mathbb{Z}$,

$$\int_G |k_n(x)| (1 + 2^{-n/2}|x|_e) \, d\mu(x) \leq \int_{2^n}^{2^{n+1}} t^{-1/2} \|Y h_t (1 + 2^{-n/2}|.|_e)\|_1 \, dt$$

$$\lesssim \int_{2^n}^{2^{n+1}} t^{-1/2} \|Y h_t \exp(t^{-1/2}|.|_e)\|_1 \, dt$$

$$\lesssim \int_{2^n}^{2^{n+1}} t^{-1} \, dt \lesssim 1,$$

by Proposition 3.5. The required boundedness properties of $Y \Delta^{-1/2}$ then follow from Theorem 2.3 and Remark 2.4.

\textbf{Proof of Theorem 1.1} Notice that by linearity it suffices to prove the result when $Y = X_j$ and $Z = X_l$, for every $j, l \in \{0, \ldots, q\}$.

By Proposition 4.1, the operator $X_j \Delta^{-1} X_l$ is $L^2$-bounded and its adjoint is $X_l \Delta^{-1} X_j$. Hence it is enough to prove that $X_j \Delta^{-1} X_l$ is of weak type $(1, 1)$, bounded on $L^p(G)$ for $p \in (1, 2]$, and bounded from $L^1(G)$ to $L^1(G)$. Moreover, again by Proposition 4.1

$$-X_j \Delta^{-1} X_l = \int_1^\infty X_j (X_l e^{-t\Delta})^* \, dt + \sum_{n < 0} \int_{2^n}^{2^{n+1}} X_j (X_l e^{-t\Delta})^* \, dt = T(\infty) + \sum_{n < 0} T_n,$$
thus changing the order of integration is justified by Fubini’s Theorem), whence,

\[ \int L \]

we then have

\[ \nabla_H k_n^* = \int 2^{n+1} (X_j h_{t/2})^* \nabla_H X_j h_{t/2} \, dt. \]

We then have

\[ \| \nabla_H k_n^* \|_1 \leq \int 2^{n+1} \| X_j h_{t/2} \|_1 \| \nabla_H X_j h_{t/2} \|_1 \, dt \lesssim \int 2^{n+1} t^{-3/2} \, dt \lesssim 2^{-n/2}, \]

by Proposition 3.1 (note that \( 2^{n+1} \leq 1 \)), while

\[
\begin{align*}
\int_G |k_n(x)| (1 + 2^{-n/2} |x|) \, d\mu(x) \\
\leq \int 2^{n+1} \| X_j h_{t/2} (1 + 2^{-n/2} \cdot \rho_0) \|_1 \| X_j h_{t/2} (1 + 2^{-n/2} \cdot \rho_0) \|_1 \, dt \\
\lesssim \int 2^{n+1} \| X_j h_{t/2} \exp(t^{-1/2} \cdot \rho_0) \|_1 \| X_j h_{t/2} \exp(t^{-1/2} \cdot \rho_0) \|_1 \, dt \\
\lesssim \int 2^{n+1} t^{-1} \, dt \lesssim 1,
\end{align*}
\]

again by Proposition 3.1. By Theorem 2.3 and Remark 2.4, this proves that \( \sum_{n<0} T_n \) is of weak-type \((1,1)\), bounded on \( L^p(G) \) for \( p \in (1,2] \) and bounded from \( H^1(G) \) to \( L^1(G) \).

In order to conclude, it is enough to show that the convolution kernel \( k^{(\infty)} \) of \( T^{(\infty)} \) is in \( L^1(G) \). Note that, similarly as above, (4.1)

\[ k^{(\infty)} = \int_1^\infty X_j (X_j h_t)^* \, dt. \]

Thanks to Proposition 3.9, the above integral is absolutely convergent and the convergence is uniform on compact subsets of \( G \).

To prove that \( k^{(\infty)} \) is in \( L^1(G) \) we need to distinguish different cases.

I. Case \( j, l \in \{1, \ldots, q\} \). By Proposition 3.7

\[ \| k^{(\infty)} \|_1 \leq \int_1^\infty \| X_j (X_j h_t)^* \|_1 \, dt \lesssim \int_1^\infty t^{-3/2} \, dt \lesssim 1. \]

II. Case \( j \in \{1, \ldots, q\}, l = 0 \). Recall from (3.13) the decomposition

\[ X_j (X_0 h_t)^* = I_1 + I_2. \]

By (4.1) it is enough to prove that \( \int_1^\infty I_1 \, dt \in L^1(G) \) and \( \int_1^\infty I_2 \, dt \in L^1(G) \).

The estimate \( \| I_1 \| \lesssim t^{-3/2} \) for \( t \geq 1 \) is obtained analogously as in the proof of Proposition 3.7 (here Lemma 3.4 with \( \alpha = 1/2 \) and \( \beta = 3/2 \) is used), whence \( \int_1^\infty I_1 \, dt \in L^1(G) \). As for the remaining summand,

\[
\int_1^\infty I_2 \, dt = -\int_0^\infty \int_0^\infty \partial_\xi [\xi \Psi_1(\xi)] \, d\xi \, dt \exp \left( -\frac{\cosh u}{\xi} \right) e^{\alpha \xi^N} h_{\alpha \xi^N}^\alpha(z) \, d\xi,
\]

the integral in \( \xi \) and \( t \) is absolutely convergent for fixed \( z \) and \( u \) due to (3.15), thus changing the order of integration is justified by Fubini’s Theorem), whence,
by Lemma 3.3(iii) and Proposition 3.2

\[ \left\| \int_1^\infty I_2 \, dt \right\| \lesssim \int_0^\infty \cosh \theta \exp \left( -\frac{\theta^2}{4} \right) \times \int_0^\infty \int_0^\infty \sin \left( \frac{\pi t}{2} \right) \frac{du}{\xi} \, d\xi \, d\theta \]

(4.2)

(here Lemma 3.4 was applied with \( \alpha = \beta = 1/2 \)).

III. Case \( l \in \{1, \ldots, q\}, \; j = 0 \). Notice that \((k^{(\infty)})^* = \int_1^\infty X_t(X_0 h_t)^* \, dt\) and we proved above that \( \int_1^\infty X_t(X_0 h_t)^* \, dt \) is in \( L^1(G) \). Thus \( k^{(\infty)} \) is integrable also in this case.

IV. Case \( l = j = 0 \). Recall from (3.16) the decomposition

\[ X_0(X_0 h_t)^*(z, u) = J_1 + 2J_2 + J_3. \]

Note now that, by (3.4) and Proposition 3.2 for \( t \geq 1 \),

\[ \|J_1\| \lesssim \int_\mathbb{R} \int_0^\infty |\Psi_t(\xi)| \frac{1}{\xi^2} \exp \left( -\frac{\cosh u}{\xi} \right) \, d\xi \, du \]

\[ \lesssim t^{-1/2} \int_\mathbb{R} \int_0^\infty \exp \left( -\frac{t^2}{4t} \right) \sinh \theta \, d\xi \, d\theta \]

(4.2)

(here Lemma 3.4 with \( \alpha = 0 \) and \( \beta = 2 \) was applied), whence \( \int_1^\infty J_1 \, dt \in L^1(G) \).

As for \( J_2 \), note that

\[ \int_1^\infty J_2 \, dt = \int_0^\infty \int_1^\infty \partial_t [\xi \Psi_t(\xi)] \frac{\cosh u}{\xi} \exp \left( -\frac{\cosh u}{\xi} \right) \, d\xi \, d\theta \]

(here the integral in \( \xi \) and \( t \) is absolutely convergent due to (3.17), so changing the order of integration is justified). Hence, similarly as in (4.2), one can apply Lemma 3.3(iii) and Proposition 3.2 as well as Lemma 3.4 with \( \alpha = \beta = 1 \), to obtain that \( \int_1^\infty J_2 \, dt \in L^1(G) \).

Finally,

\[ \int_1^\infty J_3 \, dt = \int_0^\infty \int_1^\infty \partial_t [\partial_t [\xi \Psi_t(\xi)]] \, d\xi \exp \left( -\frac{\cosh u}{\xi} \right) \, d\xi \]

(again, the integral in \( \xi \) and \( t \) is absolutely convergent due to (3.17)). Now, from Lemma 3.3(iii) it is immediately obtained that

\[ \int_1^\infty \partial_t [\partial_t [\xi \Psi_t(\xi)]] \, dt = \partial_t \left[ \xi \int_1^\infty \partial_t [\xi \Psi_t(\xi)] \, dt \right] \]

\[ = \frac{\xi - 2}{\sqrt{4\pi}} \int_0^\infty \int_0^\pi \cos \frac{s\theta}{2} \exp \left( \frac{s^2}{4} - \frac{\cosh \theta}{\xi} \right) \cosh \theta \left[ \frac{\cosh \theta}{\xi} - 1 \right] \, ds \, d\theta \]
and
\[ \left| \int_1^\infty \partial_\xi [\xi \partial_\xi [\xi \Psi_t(\xi)]] \, d\xi \right| \lesssim \xi^{-2} \int_0^\infty \exp \left( -\frac{\theta^2}{4} \frac{\cosh \theta}{\xi} \right) \cosh \theta \, d\theta \\
+ \xi^{-3} \int_0^\infty \exp \left( -\frac{\theta^2}{4} \frac{\cosh \theta}{\xi} \right) \cosh^2 \theta \, d\theta \\
= S' + S''. \]

Correspondingly
\[ \left| \int_1^\infty J_3 \, dt \right| \lesssim \int_0^\infty \left| \int_1^\infty \partial_\xi [\xi \partial_\xi [\xi \Psi_t(\xi)]] \, d\xi \right| \exp \left( -\frac{\cosh u}{\xi} \right) \frac{h_{\epsilon^1 \xi/2}}{h_{\epsilon^2 \xi/2}} \, d\xi \\
+ \int_0^\infty \left| \int_1^\infty \partial_\xi [\xi \partial_\xi [\xi \Psi_t(\xi)]] \, d\xi \right| \exp \left( -\frac{\cosh u}{\xi} \right) \frac{h_{\epsilon^1 \xi/2}}{h_{\epsilon^2 \xi/2}} \, d\xi \\
= J' + J''. \]

The fact that \( J' \in L^1(G) \) is then proved similarly as in (4.2), by using Proposition 3.2 and Lemma 3.4 with \( \alpha = \beta = 0 \). As for \( J'' \), a similar argument gives
\[ \|J''\|_1 \lesssim \int_0^\infty \cosh^2 \theta \exp \left( -\frac{\theta^2}{4} \right) \cdot \frac{1}{\xi^{2+1}} \exp \left( -\frac{\cosh \theta + \cosh u}{\xi} \right) \, d\xi \, d\theta \]
\[ \lesssim \int_0^\infty \cosh^2 \theta \exp \left( -\frac{\theta^2}{4} \right) \, d\theta \lesssim 1 \]
(here Lemma 3.4 was applied with \( \alpha = 0 \) and \( \beta = 1 \)), and we are done. \( \square \)

**Remark 4.2.** In view of the estimates of Propositions 3.7 and 3.8 one can prove that, in the case \( j, l \in \{1, \ldots, q\} \), the operator \( T^{(\infty)} \) in the above proof satisfies the size and smoothness assumptions (2.4) and (2.5) of Theorem 2.3 too.

**Acknowledgements**

The anonymous referee is gratefully thanked for a number of suggestions that helped to improve the presentation of this work.

The authors are members of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). This work was partially supported by the EPSRC Grant “Sub-Elliptic Harmonic Analysis” (EP/P002447/1), the Progetto GNAMPA 2017 “Analisi armonica e teoria spettrale di Laplaciani” and the Progetto PRIN 2015 “Varietà reali e complesse: geometria, topologia e analisi armonica”.

**References**

[1] R. R. Coifman and G. Weiss, *Analyse harmonique non commutative sur certains espaces homogènes*, Lecture Notes in Mathematics 242, Springer, Berlin-New York, 1971.

[2] T. Coulhon, E. Russ and V. Tardivel-Nachef, *Sobolev algebras on Lie groups and Riemannian manifolds*, Amer. J. Math. 123 (2001), no. 2, 283–342.

[3] M. G. Cowling, S. Giulini, A. Hulanicki and G. Mauceri, *Spectral multipliers for a distinguished Laplacian on certain groups of exponential growth*, Studia Math. 111 (1994), no. 2, 103–121.

[4] G. B. Folland and E. M. Stein, *Hardy spaces on homogeneous groups*, Princeton University Press, Princeton, N.J., 1982.

[5] G. I. Gaudry, T. Qian and P. Sjögren, *Singular integrals associated to the Laplacian on the affine group ax + b*, Ark. Mat. 30 (1992), 259–281.
[6] G. I. Gaudry and P. Sjögren, *Singular integrals on Iwasawa NA groups of rank 1*, J. Reine Angew. Math. 479 (1996), 39–66.

[7] G. I. Gaudry and P. Sjögren, *Haar-like expansions and boundedness of a Riesz operator on a solvable Lie group*, Math. Z. 232 (1999), 241–256.

[8] M. Gnewuch, *Differentiable $L^p$-functional calculus for certain sums of non-commuting operators*, Colloq. Math. 105 (2006), 105–125.

[9] W. Hebisch, *Analysis of Laplacians on solvable Lie groups*, Notes for the ICMS Instructional Conference “Analysis on Lie Groups and Partial Differential Equations” (Edinburgh, April 1999). Available at http://www.math.uni.wroc.pl/~hebisch/.

[10] W. Hebisch and T. Steger, *Multipliers and singular integrals on exponential growth groups*, Math. Z. 245 (2003), 37–61.

[11] N. Lohoué and S. Mustapha, *Sur les transformées de Riesz sur les groupes de Lie moyennables et sur certains espaces homogènes*, Canad. J. Math. 50 (1998), no. 5, 1090–1104.

[12] N. Lohoué and S. Mustapha, *Sur les transformées de Riesz dans le cas du Laplacien avec drift*, Trans. Amer. Math. Soc. 356 (2004), no. 6, 2139–2147.

[13] A. Martini, *Spectral theory for commutative algebras of differential operators on Lie groups*, J. Funct. Anal. 260 (2011), 2767–2814.

[14] A. Martini, A. Ottazzi and M. Vallarino, *Spectral multipliers for sub-Laplacians on solvable extensions of stratified groups*, J. Anal. Math. 136 (2018), no. 1, 357–397.

[15] A. Martini, A. Ottazzi and M. Vallarino, *A multiplier theorem for sub-Laplacians with drift on Lie groups*, Rev. Mat. Iberoam. 35 (2019), no. 5, 1501–1534.

[16] S. Mustapha, *Multiplicateurs de Mikhlin pour une classe particulière de groupes non-unimodulaires*, Ann. Inst. Fourier (Grenoble) 48 (1998), 957–966.

[17] A. Nagel, E. M. Stein and S. Wainger, *Balls and metrics defined by vector fields. I. Basic properties*, Acta Math. 155 (1985), 103–147.

[18] E. Nelson and W. F. Stinespring, *Representation of elliptic operators in an enveloping algebra*, Am. J. Math. 81 (1959), no. 3, 547–560.

[19] M. M. Peloso and M. Vallarino, *Sobolev algebras on nonunimodular Lie groups*, Calc. Var. Partial Differential Equations 57 (2018), no. 6, Art. 150, 34 pp.

[20] P. Sjögren, *An estimate for a first-order Riesz operator on the affine group*, Trans. Amer. Math. Soc. 351 (1999), 3301–3314.

[21] P. Sjögren and M. Vallarino, *Boundedness from $H^1$ to $L^1$ of Riesz transforms on a Lie group of exponential growth*, Ann. Inst. Fourier (Grenoble) 58 (2008), 1117–1151.

[22] E. M. Stein, *Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals*, Princeton University Press, Princeton, N.J., 1993.

[23] A. F. M. ter Elst and D. W. Robinson, *Weighted subcoercive operators on Lie groups*, J. Funct. Anal. 157 (1998), 88–163.

[24] M. Vallarino, *Analysis on harmonic extensions of H-type groups*, PhD Thesis, Università degli Studi di Milano–Bicocca, 2005, arXiv:1504.00329.

[25] M. Vallarino, *Spaces $H^1$ and BMO on an+b-groups*, Collect. Math. 60 (2009), 277–295.

[26] N. T. Varopoulos, L. Saloff-Coste and T. Coulhon, *Analysis and geometry on groups*, Cambridge University Press, Cambridge, 1992.

[27] M. Wängefors, *Estimates for Riesz operators on some solvable Lie groups*, PhD Thesis, Göteborg University, 2000.

(A. Martini) School of Mathematics, University of Birmingham, Edgbaston, Birmingham, B15 2TT, United Kingdom

Email address: a.martini@bham.ac.uk

(M. Vallarino) Dipartimento di Scienze Matematiche “Giuseppe Luigi Lagrange”, Dipartimento di Eccellenza 2018-2022, Politecnico di Torino, Corso Duca degli Abruzzi 24, 10129 Torino, Italy

Email address: maria.vallarino@polito.it