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ABSTRACT

We use sparse regression methods (SRM) to build accurate and explainable models that predict the stellar mass of central and satellite galaxies as a function of properties of their host dark matter halos. SRM are machine learning algorithms that provide a framework for modelling the governing equations of a system from data. In contrast with other machine learning algorithms, the solutions of SRM methods are simple and depend on a relatively small set of adjustable parameters. We collect data from 35,459 galaxies from the EAGLE simulation using 19 redshift slices between $z = 0$ and $z = 4$ to parameterize the mass evolution of the host halos. Using an appropriate formulation of input parameters, our methodology can model satellite and central halos using a single predictive model that achieves the same accuracy as when predicted separately. This allows us to remove the somewhat arbitrary distinction between those two galaxy types and model them based only on their halo growth history. Our models can accurately reproduce the total galaxy stellar mass function and the stellar mass-dependent galaxy correlation functions ($\xi(r)$) of EAGLE. We show that our SRM model predictions of $\xi(r)$ is competitive with those from sub-halo abundance matching and might be comparable to results from extremely randomized trees. We suggest SRM as an encouraging approach for populating the halos of dark matter only simulations with galaxies and for generating mock catalogues that can be used to explore galaxy evolution or analyse forthcoming large-scale structure surveys.
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1 INTRODUCTION

Within the $\Lambda$CDM paradigm (e.g. Planck Collaboration et al. 2014), an expanding universe filled with particles that interact only through gravity can be accurately modelled using N-body simulations (e.g. Springel et al. 2005). Because of advances in computational methods, such simulations can track the formation of galaxy-scale dark matter haloes within volumes approaching the size of the observable Universe. However, these simulations do not include the baryonic component that leads to the formation of stars and galaxies. Hydrodynamical simulations that include baryons need to deal with complicated cooling and feedback processes and are strongly influenced by events happening at scales much smaller than the size of the simulation grid. This makes them significantly more expensive to run and limits their volume to about 1 Gpc$^3$ (e.g. Springel et al. 2018). There is, therefore, an incentive for a hybrid approach, in which one uses hydrodynamic simulations to learn the relation between dark matter and baryonic tracers, and then uses these relations to populate N-body mock catalogues of larger volume.

In Icaza-Lizaola et al. (2021) we present a novel methodology that uses Sparse Regression Methods (SRM; Tibshirani 1996; Hastie et al. 2015) to model the relations between the stellar mass of a galaxy and its host halo in the Evolution and Assembly of Galaxies and their Environments (EAGLE, Schaye et al. 2015; Crain et al. 2015; McAlpine et al. 2016) 100 Mpc hydrodynamical simulation. SRM are a set of machine learning algorithms designed to iden-
tify the parameters that better describe a dependent variable, then discard the remaining unnecessary ones. Recently they have been suggested as the appropriate framework to extract the equation of states of a physical system from collected data and with minimal knowledge of the physics of the system (Brunton et al. 2016).

In Icaza-Lizaola et al. (2021) we were interested in developing and testing the methodology in a simple scenario without going into some of the more complicated challenges that populating a realistic N-body mock accurately would require. With that in mind, we tested our methodology on central galaxies (the main galaxy within each dark matter halo) only as they have monotonic growths with time which makes them easier to model. In this work, we extend our methodology to include satellite galaxies as well. Satellite galaxies (and their associated dark matter subhaloes) are created when a smaller dark matter halo is accreted by a larger one. This is a common process in the ΛCDM model. As they orbit within the larger halo, satellite galaxies (and their remnant dark matter subhaloes) undergo a much more diverse range of physical processes than their central galaxy counterparts.

Unlike the main dark matter halo, which undergoes monotonic mass growth, the remnants of smaller accreted haloes may decay with time (e.g. Bower & Balogh 2004; van den Bosch et al. 2018) as they lose mass due to processes such as tidal stripping and heating (Lynden-Bell 1967; Merritt 1983; Hayashi et al. 2003; Green & van den Bosch 2019). Moreover, the satellite galaxies residing in these remnant halos are subject to ‘environmental’ processes that remove cold gas and suppress the accretion of more material (Gunn & Gott 1972; Vollmer et al. 2001; Larson et al. 1980; Bahé & McCarthy 2015; Correa et al. 2019). As a result, star formation in satellite galaxies is significantly suppressed compared to central galaxies and we expect less stellar mass growth.

In EAGLE, the differentiation between central halos and subhalos is done by the SUBFIND algorithm (Springel et al. 2001). Within each halo, the algorithm identifies the self-bound overdensities and classifies them as independent subhalos. The subhalo with the lowest potential energy is classified as the central halo and assigned any diffuse mass that has not already been associated with a subhalo. This distinction is made separately at each output time and is not a fundamental differentiation, but dependent on the details of the algorithm. In some cases, this leads to anomalous behaviour, in particular inconsistent classifications of the same subhalo at different redshift slices (e.g. Behroozi et al. 2015). It is, therefore, desirable to use a methodology that does not make a fundamental distinction between central and satellite galaxies when modelling the stellar mass, but rather to use the same approach based on the overall halo mass history.

In this paper, we use a lower threshold in the host halo mass for our central galaxy sample compared to Icaza-Lizaola et al. (2021), reducing it from \( M = 10^{11}M_\odot \) to \( M = 10^{10.6}M_\odot \). This allows us to identify low mass haloes which contain relatively large galaxies (with stellar masses greater than \( 10^{9}M_\odot \)). This is a particularly important consideration for satellite galaxies, if we are to generate a stellar-mass complete catalogue.

Other works have used machine learning algorithms to model the relationship between the halo and stellar properties inside a hydrodynamical simulation (e.g. Kamdar et al. 2016; Agarwal et al. 2018). Their models accurately reproduce several statistics of the original simulation. However, given that these types of models generate black box answers it might be complicated to modify them to reproduce statistics from observations instead. Lowell et al. (2022) trains an extremely randomized tree (Geurts et al. 2006) model on data from the EAGLE simulation and uses it to populate the P-Millennium N-body simulation with galaxies (Baugh et al. 2018). Moster et al. (2021) uses a neural network approach that rewards the algorithm for reproducing observed statistics of a survey (like correlation functions and stellar mass functions) instead of properties of individual galaxies. This circumvents the problem of differences in statistics between the hydrodynamical simulation used to calibrate the model and those from an observational survey, at the cost of not requiring accuracy in the predictions of the individual values of galaxy properties. Given that our model is an equation of state with a set of input parameters fitted by the model, it is in principle possible to extract the best advantages of both approaches, extracting the important physical parameters by comparison to the simulation, but optimising the coefficients of these terms to reproduce the statistics of an observational data set.

This paper is organized as follows. Section 2 summarises the sparse regression methodology used in this work, with a complete discussion of the methodology presented in Icaza-Lizaola et al. (2021). Section 3 introduces the data set that we use and any enhancements to the model that we have made to handle the more complex data-set. In particular, §3.1 explains the details of the bijective match between the hydrodynamical EAGLE simulation and the EAGLE dark matter only (EAGLE DM hereafter) simulation. §3.2 and §3.3 describe the methodology used to extract our training data set from the EAGLE DM only simulation as well as the new parametrisation of the model and the new weighting scheme adopted. The results from our different models are shown and analysed in Section 4. In Section 4.2 we compare the stellar mass function and the clustering of our resulting models with the ones from the original EAGLE sample. In Section 4.3 we compare our resulting models with some available from the literature. Our conclusions and thoughts on the potential of the current methodology are discussed in Section 5.

2 METHODOLOGY

The methodology followed in this work is presented in detail in Icaza-Lizaola et al. (2021). Here we include a summary of the key concepts, and then in Sections 3.2 and 3.3, we describe the additions and changes to the methods adopted in this specific work.

Sparse Regression Methods (SRM; Tibshirani 1996; Hastie et al. 2015; Tibshirani & Friedman 2017) are a set of machine learning algorithms designed to develop a fitting function by selecting linear combinations from a large library of candidate functional forms. The method selects only a minimal subset of functions from the library such that the combination describes the input data well but does not over-fit and hence avoids poor interpolation between input points. One key advantage of SRM methods over other machine learning techniques is that the resulting model is in the form of an equation with nominally a small subset of terms, making it more likely to have a clear physical interpretation.

In Icaza-Lizaola et al. (2021) we used SRM to model the relation between the stellar mass \( (M^*) \) of central galaxies and a set of properties of their host halos. We found that a good, but simple description could be obtained based on the final mass of the host halo and its parameterized formation history. In this paper, we aim to provide a similar relationship that describes all galaxies in the simulation, whether they are the dominant galaxy within the halo (which we refer to as central) or a galaxy that was formed in a separate sub-halo that has been subsequently been accreted (we refer to such galaxy as a satellite). Although we follow very similar methodologies to Icaza-Lizaola et al. (2021), the halo and sub-halo
properties used as input parameters here have been adapted so that we can model both satellites and central galaxies consistently. The details are described in Section 3.2.

Let us call \( M \) the number of host halo properties, and \( N \) the total number of galaxies in our data set. For each halo property, we define the vector \( \tilde{x}_i = [x_{i1}, \ldots, x_{iM}] \) that contains the observed value of the \( i^{th} \) property of each host halo \( i \leq M \).

The input halo properties need to be standardised so that they all vary within a consistent range. This is done using the following transformation

\[
\tilde{x}_i = \frac{x_i - \mu(x_i)}{\sigma(x_i)} \tag{1}
\]

where \( \mu \) and \( \sigma \) are the mean and standard deviation operators respectively. We use the \( \tilde{x}_i \) vectors to build a set of \( D \) polynomial functions \( F_i(\tilde{x}) \) \((i < D)\), where the function \( F_i \) can be either a linear, a quadratic or cubic function of the dependent variables, i.e., \( F_{ia} = x_i \) or \( F_{ia} = x_i x_j \) or \( F_{ia} = x_i x_j x_k \), where \( 1 \leq i \leq j \leq k \leq M \) and \( \alpha < N \). We use all possible linear quadratic and cubic combinations of the input properties and so \( D = 1 + M + M(M + 1)/2 + M(M + 1)(M + 2)/6 \).

The value of the stellar mass predicted by our model for galaxy \( a (M_{\text{D,}a}) \) is expressed as the linear combination of functions \( F_{ia} \):

\[
M_{\text{D,}a} = \sum_{i=0}^{D} C_i F_{ia} \tag{2}
\]

where \( C = [C_0, \ldots, C_D] \) are a set of coefficients. The optimal values of these coefficients are the quantities determined by our methodology.

Following the SRM approach, most coefficients are discarded (i.e., we set \( C_j = 0 \)) and only a small subset of the possible coefficients are retained. This is achieved by minimising the LASSO function defined as:

\[
L(\tilde{C}) = \chi^2(\tilde{C}) + \lambda P(\tilde{C}) \tag{3}
\]

where \( \chi^2(\tilde{C}) \) is a statistic that determines the goodness of the fit, \( P(\tilde{C}) \) is a penalty term that incentivises the minimisation to discard unnecessary input parameters and \( \lambda \) is a hyperparameter of our methodology that regulates the relative magnitude of \( P(\tilde{C}) \). We define \( \chi^2(\tilde{C}) \) as:

\[
\chi^2(\tilde{C}) = \sum_{a=1}^{N} \frac{(M_a - M_{\text{D,}a}(C))^2}{\sigma_a^2} \tag{4}
\]

where \( \sigma_a \) is an estimate of the uncertainty of the measurement of \( M_a \) (as defined by equation 11 of Icaza-Lizaola et al. (2021)).

The penalty term \( P(\tilde{C}) \) is defined in such a way that it scales with the number of coefficients \( C_j \) that are non-zero. The shape of \( P(\tilde{C}) \) is given by the following equation:

\[
P(\tilde{C}) = \sum_{l=1}^{D} \left[ \sum_{m \neq l} |C_m| e^{-(\epsilon/C_m)} \right] |C_l| e^{-(\epsilon/C_l)} \tag{5}
\]

where \( \epsilon \) is a small constant that determines how close to zero a coefficient needs to be before its contribution to the penalty is negligible.

In this work, all coefficients below \( 10^{-3} \) are discarded. We refer the reader to Icaza-Lizaola et al. (2021) for a discussion of the choice of this specific value and of the optimal \( \epsilon \) value for third order polynomials.

Equation 3 is designed to avoid overfitting the input data, which is a necessity in any model with a large space of input parameters. This is achieved by the balancing between the goodness of fit and the penalty term. An overfitted model would have a small \( \chi^2 \) by including many non-zero parameters, which, in turn, would make the penalty term very large. Therefore the minimum of \( L(\tilde{C}) \) should correspond to a model that is as simple as possible (small \( P(\tilde{C}) \)) while still being a good fit (small \( \chi^2 \)). The equilibrium between the need to fit the data well and to keep the number of non-zero coefficients small is set by the choice of the \( \lambda \) parameter: a large value strongly reduces the number of coefficients selected, while a small value does not penalize the goodness of fit enough. We determine the optimal value using the k-fold methodology (Hastie et al. 2015), where the data is separated into a training set and a test set k-times. The optimal value of \( \lambda \) and its associated uncertainty, can then be determined by examining how well a model fitted to the training set can predict the data in the test set. The full details of this process are described in Icaza-Lizaola et al. (2021).

We use 85% of our data to train our model, with the remaining 15% labeled as the Holdout data set. The latter is used in section 4.1 to test the accuracy of the method, while the full data set is used in sections 4.2 and beyond.

### 3 DATA

Our data set comes from the EAGLE (Schaye et al. 2015; Crain et al. 2015; McAlpine et al. 2016) simulations, which are a suite of hydrodynamical simulations built using the Planck 2014 cosmology (Planck Collaboration et al. 2014). During the rest of this work we define the stellar mass of a galaxy in EAGLE as the sum of all stellar particles inside a sphere with an aperture of 30 kpc centered at the center of the potential of the galaxy.

We use the simulations built in a 100 comoving Mpc box, which is the largest box available. Halos in the simulation are identified using a Friends-of-Friends algorithm (FoF; e.g. Davis et al. 1985) with a linking length of \( b=0.2 \). Subsequently, the SUBFIND algorithm (Springel et al. 2001) finds the subhalos within each halo and selects one of them as the central halo. The simulation outputs are saved in 29 snapshots going from \( z=20 \) to \( z=0 \). The snapshots are used to build merger trees (Qu et al. 2017) by identifying halos with their progenitors at the previous redshift slice. Main progenitors are defined as the progenitors with the larger branch mass (De Lucia & Blaizot 2007), defined as the sum of the progenitors mass at all previous snapshots. During this work, we use the main progenitor branch to track the mass evolution of a halo.

### 3.1 Matching

The goal of this work is to develop a fitting function that allows the mass of a galaxy to be estimated from knowledge of its DM halo formation history only. Since DM halos in hydrodynamical simulations are affected by baryonic processes that might alter their density profile (Schaller et al. 2015b; Martizzi et al. 2012; Navarro et al. 1996), or other properties like the shape of the halo (Katz & Gunn 1991; Bryan et al. 2013), it is important that we match the haloes in the hydrodynamical simulation with the same haloes in a dark matter only simulation (with identical cosmology and initial
conditions). By making a one-to-one matching between the DM only simulation and the hydrodynamical one, the properties of the DM only simulations can be used as the input variables of the model (the vectors $x^i_j$ of Section 2) while the stellar mass is measured in the full-physics hydrodynamical simulation. The matching is done by following the procedure of Schaller et al. (2015a). To summarise, we look at the 50 most bound DM particles of each halo or subhalo in the hydrodynamical simulation: if a halo or subhalo of the DM only simulation contains at least half of these particles, then they are matched. The matching is done for all halos above $M_{\text{total}} > 2 \times 10^{10} M_\odot$ and both halos need to be above this value to be matched, where $M_{\text{total}}$ is the summed mass of all particles assigned to the halo or subhalo.

Fig. 1 shows the stellar mass function (SMF) of the full EAGLE hydrodynamical simulation and compares it to the SMF of the galaxies living in halos that were successfully matched (dashed lines). The plot shows results for both central halos (red) and satellites (green), and the combined sample of central and satellites halos (blue). The bottom panel shows the ratios of the SMF of comparable galaxy types (while keeping the colour coding the same as in the top panel) and quantifies the fraction of matching failures per galaxy type.

3.2 Halo Selection and Input Parameterisation

We begin our selection of haloes by tracing the evolution of the halo mass in the DM only simulation at 19 redshift slices between $z = 0$ and $z = 4$. This initial selection is based on $M_{\text{total}}(z)$, the total mass of the particles associated to the halo or sub-halo by the SUBFIND algorithm. These trajectories summarise the evolution of the galaxies host halo mass as a function of redshift and give us a relation between halo mass and time for each galaxy. In order to ensure that the trajectory is not overly affected by the algorithm used in the selection process, we use a Gaussian kernel with a $\sigma$ of one redshift slice to smooth this evolution history. Since halo masses can increase as well as decrease (for satellite galaxies in particular), we base our halo selection on the maximum value of $M_{\text{total}}(z)$ in the smoothed trajectory. The success rate of the matching is dependent on the halo mass, with more massive halos being more likely to be matched. We find that $M_{\text{max}}(M_{\text{total}}(z)) = 10^{10.66} M_\odot$, corresponds to the threshold at which more than 90 per cent of halos are successfully matched. We define this threshold as the halo mass cutoff of our sample. In order to avoid missing data, we discarded those that do not have a well-defined main progenitor in all redshift slices up to $z = 4$. For $M_{\text{max}}(M_{\text{total}}(z)) > 10^{10.66} M_\odot$, this cut is unimportant, with 99.6 per cent of the sample being kept. Our final sample consists of a total of 35,456 galaxies, of which 9,967 live inside subhalos, and 25,489 inside central halos.

As a pre-processing step, we use the interpolation scheme developed in Icaza-Lizaola et al. (2021) to ensure the halo masses of central galaxies are not affected by inconsistent classification between snapshots. Nominally halos in our models have their evolution tracked with $M_{\text{total}}(z)$ at all redshifts. We have compared models with different halo mass definitions for centrals, like $M_{200}$, and found negligible differences on the accuracy of the stellar mass predictions.

Since the satellite halo mass cannot be expected to grow monotonically with decreasing redshift, a more important parameter for each galaxy is instead its maximum halo mass. In the rest of the paper, we refer to this as $M_{\text{max}}$:

$$M_{\text{max}} = \text{Max}(M_{\text{total}}(z))$$

Central galaxies tend to grow monotonically with time, and $M_{\text{max}}$ is correlated with the stellar mass through the $z = 0$ stellar mass - halo mass (SMHM) relation. In satellite galaxies, however, $M_{\text{max}}$ corresponds to the redshift at which their host halo merges and becomes the subhalo of a larger system. Once a halo merges the mass of the halo declines due to tidal processes. We can expect, therefore, that the galaxy mass at $z = 0$ will be well correlated with the mass of the host halo before merging. Fig. 2 shows the distribution of galaxies in the $M_{\text{max}}$-$M^*$ space.

We note that the median stellar mass of satellite galaxies is larger than that of centrals at fixed $M_{\text{max}}$, i.e. for a fixed $M_{\text{max}}$ satellite galaxies are more massive. The offset in the SMHM relation for satellites and centrals is driven by two competing processes. On the one hand, satellites may undergo a strong suppression of

\[\text{The mass within a radius for which the density is 200 times larger than the critical density of the Universe. We note that } M_{200} \text{ is only defined for central galaxies in EAGLE.}\]
their star formation as they orbit within the main halo due to the combined effects of ram-pressure stripping (the removal of the interstellar medium of the galaxy by ram pressure) and strangulation (the absence of gas infall onto the satellite). On the other hand, while the halo mass of the central continues to grow with cosmic time, the satellite reaches its peak mass and \( M_{\text{max}} \) becomes frozen thereafter. The net offset is determined by whether the halo mass or the stellar mass grow fastest in the central galaxies, and by whether satellite galaxies are able to continue to grow in stellar mass after they are accreted (Behroozi et al. 2019). Because the effect on the stellar mass growth tends to be delayed compared to the effect on the halo, satellite galaxies tend to have larger stellar mass than their central counterparts.

We now describe the input parameters used in this work, which are the values of the vectors \( x_j \) of Section 2.

In Icaza-Lizaola et al. (2021), we tested different parameterisations and concluded that parameters that measure the SMHM relation and the halo growth trajectory are the most useful for modelling the stellar mass at \( z = 0 \). We also found no improvement in our models when adding parameters correlated with the angular momentum evolution of the halo. The best model that we found used \( \log_{10}(M_{200}^{\text{max}}(z = 0)/M_0) \) as the input parameter that traced the SMHM relation, as well as a set of formation criteria parameters \( FC_p \) that model the assembly history, where \( FC_p \) is the redshift by which a central galaxy has assembled \( p = [20, 30, 50, 70, 90] \) per cent of its current mass. In order to accommodate satellite galaxies, we substitute the input parameter \( M_{200}^{\text{max}}(z = 0) \) with \( M_{\text{max}} \) and we define the dimensionless parameter

\[
\log_{10}(M_{\text{max}}) = \log_{10}(M_{\text{max}}/M_0)
\]  

and redefine the formation criteria parameters \( FC_p \) as follows. First we find the redshift \( z_i \) at which a halo or subhalo reaches \( M_{\text{max}} \). Then we look at the evolutionary history of the halo from \( z = 4 \) up until \( z_i \), and find the redshift \( z_i \leq FC_p \leq z = 4 \) at which the halo has assembled a percentage \( p \) of \( M_{\text{max}} \).

Note that if \( z \) is such that \( M(z) = M_{\text{max}} \), then \( z < FC_{90} < FC_{50} \). This parameterisation is almost equivalent to the one used in Icaza-Lizaola et al. (2021) when only considering central galaxies as in this case \( M_{200}^{\text{max}}(z = 0) \sim M_{\text{max}} \). As a check, we ran our methodology on the data set of Icaza-Lizaola et al. (2021) with the new parameterisation. The resulting model is comparable to the original one in accuracy and simplicity. In total we use six independent variables in our methodology \([\log_{10}(M_{\text{max}}), FC_{20}, FC_{30}, FC_{50}, FC_{70}, FC_{90}]\). Each of these parameters is transformed to the standardised space defined by equation 1. Since we consider cubic combinations of these parameters this leads to a model with up to \( D = 84 \) parameters.

Many methodologies have found that parameters related to the circular velocity of halos, like the maximum of the radial circular velocity profile at \( z = 0 \) \( (V_{\text{peak}}) \) or even the maximum value of \( V_{\text{max}} \) among all redshifts \( (V_{\text{peak}}) \), are more accurate than the halo mass when modelling the stellar mass of their host galaxy (e.g. Conroy et al. 2006; Chaves-Montero et al. 2016; Mateo et al. 2017; Kamedar et al. 2016; Lovell et al. 2022). In our current implementation, strongly correlated parameters that serve a similar function in the modelling of the stellar mass, like \( V_{\text{max}}, V_{\text{peak}} \), and \( M_{\text{stellar}} \) are not easily distinguished by our algorithm. This leads to subtle variations in the surviving parameters of a given model that can depend on configuration parameters, like the starting point of the minimization and the specific training set selection. Degeneracies due to correlated model parameters are further discussed in Icaza-Lizaola et al. (2021) and at the end of Section 4.

We have run a model where we use both \( M_{\text{max}} \) and \( V_{\text{peak}} \) as free parameters simultaneously, and compare it to the model with only \( M_{\text{max}} \) that we present in the next section. We found no difference in accuracy or simplicity between the two models. However, the fact that one model is a function of both parameters made its interpretation less straightforward. For example, when running our algorithm using only \( M_{\text{max}} \), the SMHM relation is modelled as a third-order polynomial of \( M_{\text{max}} \) (as we show in Section 4.1), which makes intuitive sense when looking at Fig. 2. However, when using both \( M_{\text{max}} \) and \( V_{\text{peak}} \), the SMHM function is now modelled by a more complicated function of both parameters. Therefore, by adding parameters that are strongly correlated with \( M_{\text{max}} \), we lose explainability without gaining accuracy, and hence we decide to keep only one of the two correlated parameters. In Appendix B we discuss why we did select \( M_{\text{max}} \) instead of \( V_{\text{peak}} \). A possibility to work with correlated parameters without the need of doing this sort of correlation analysis beforehand would be to use some principal component analysis (e.g. Jolliffe 2005).

To test the differences between modelling satellite and central galaxies separately and modelling them together with a single model, we run three models independently of each other:

- A model that only contains central galaxies, with \( N = 25, 489 \) data points.
- A model that only contains satellite galaxies, with \( N = 9, 967 \) data points.
- A model that combines central and satellite galaxies and fits them all at the same time, with \( N = 35, 456 \) data points.

3.3 Weighting the Cost Function

In Icaza-Lizaola et al. (2021), we used a simple \( \chi^2 \) measure to assess the quality of the model’s prediction of the data (i.e. \( \chi^2 \) is the
cost function). In the CDM paradigm, however, smaller halos are always much more numerous than massive ones. As a consequence, such methodology would have a stronger incentive to fit numerous smaller halos more accurately at the expense of a less accurate fit to less numerous massive ones. In Icaza-Lizaola et al. (2021), we concluded that our methodology became more inaccurate for galaxies larger than $\log_{10}(M^*/M_\odot) > 11.0$ (see discussion of Fig. 14) due to a relatively small fraction of galaxies above the threshold (90 out of ~9,500). Given that in this iteration of the work we reduced the cutoff value of galaxies even further, we now have a larger number of smaller galaxies making the issue even more problematic. A good solution to this problem is to assign a weight $w_i$ to each halo. This weight determines how much of an incentive the code will have to fit a particular halo mass correctly. If the weight $w_i$ is larger for galaxies in larger halos, then by modifying Eq. 4 to include a normalised weight $\tilde{w}$ as below, we will give a larger importance to the rarer larger haloes:

$$\chi^2_w = \sum_{\alpha=1}^{N} \frac{w_\alpha (M_\alpha^* - M_\alpha^*(C))^2}{N^2}$$

(8)

To compute the weight of a halo we first look at the halo mass function (HMF) as a function of $\text{lg}M_{\text{max}}$. To avoid noisy weights from having a small number of objects in the more massive bins, we make use of a linear fit to the HMFs. Referring to the linear fits as $\text{fl}(\text{lg}M_{\text{max}})$, the weight of a halo is defined as:

$$w_\alpha = \sqrt{\frac{\text{fl}(\mu)}{\text{fl}(\text{lg}M_{\text{max}})}}$$

(9)

where $\mu$ is the median value of $\text{lg}M_{\text{max}}$. As a final step, we normalize the weights of a sample as follows

$$w_\alpha = \frac{N \times w_\alpha'}{\sum_{\alpha=1}^{N} (w_\alpha')}$$

(10)

We emphasise that in the combined model, the weighting scheme does not distinguish between central and satellite galaxies.

4 RESULTS

We start in Section 4.1 by comparing input and predicted stellar masses, using the holdout data only. As mentioned in Section 2, halos in the holdout set were not used to train the model. Therefore comparisons with the holdout data enables the accuracy of our method to be tested by making model predictions on EAGLE data that the model has not seen before. In section 4.2 we present model predictions using the full data set for the galaxy stellar mass function and galaxy clustering split by stellar mass. In Section 4.3 we compare our EAGLE SRM predictions with a SHAM model (Chaves-Montero et al. 2016) and a ML method (Lovell et al. 2022) applied to EAGLE as well. In section 4.4, we consider whether some of the additional parameters identified by the two aforementioned papers could improve our model.

4.1 Comparing input and predicted stellar masses

We now present the results of each of our three models. The surviving coefficients and their respective values are shown in Table 1.

| Coefficient     | Centrals | Satellites | Combined |
|-----------------|----------|------------|----------|
| Constant        | 0.122    | 0.172      | 0.171    |
| $\text{lg}M_{\text{max}}$ | 1.20     | 1.12       | 1.17     |
| $(\text{lg}M_{\text{max}})^2$ | -0.144   | -0.154     | -0.146   |
| $(\text{lg}M_{\text{max}})^3$ | 0.00527  | 0.00633    | 0.00509  |
| FC$_{20}$       | 0.0435   | -          | 0.0136   |
| FC$_{30}$       | -        | -          | 0.0223   |
| FC$_{50}$       | -0.0732  | 0.0603     | 0.0560   |
| FC$_{70}$       | 0.0803   | 0.110      | 0.0953   |
| FC$_{90}$       | 0.0262   | 0.100      | 0.190    |
| $(\text{FC}_{30})^2$ | -        | -          | 0.0107   |
| $(\text{lg}M_{\text{max}} \times \text{FC}_{20})$ | -0.0392  | -          | -0.0224  |
| $(\text{lg}M_{\text{max}} \times \text{FC}_{30})$ | -        | -          | -0.00508 |
| $(\text{lg}M_{\text{max}} \times \text{FC}_{50})$ | -0.0595  | -          | -0.0263  |
| $(\text{FC}_{20} \times \text{FC}_{90})$ | -        | -          | -0.0220  |
| $(\text{FC}_{30} \times \text{FC}_{90})$ | -        | -          | -0.0192  |
| $(\text{FC}_{50} \times \text{FC}_{90})$ | -0.0450  | -0.0636    |          |
| $(\text{FC}_{70} \times \text{FC}_{90})$ | -0.0121  | -          |          |
| $(\text{FC}_{30})^3$ | 0.0106   | -          |          |
| $(\text{FC}_{30})^4$ | 0.00521  | -          |          |
| $(\text{lg}M_{\text{max}}^2 \times \text{FC}_{30})$ | -        | -0.00217   |          |
| $(\text{lg}M_{\text{max}}^3 \times \text{FC}_{90})$ | -        | -0.00521   | -0.0124  |
| $(\text{lg}M_{\text{max}} \times \text{FC}_{20})^2$ | -0.00197 | -          |          |
| $(\text{lg}M_{\text{max}} \times \text{FC}_{30})^2$ | -        | -0.00433   |          |
| $(\text{FC}_{20})^2 \times \text{FC}_{30}$ | 0.00567  | 0.00875    |          |
| $(\text{FC}_{30})^2 \times \text{FC}_{20}$ | -        | -0.00186   |          |
| $(\text{FC}_{50})^2 \times \text{FC}_{20}$ | -0.00158 | 0.0243     |          |

Table 1. Parameters and their respective values for the surviving coefficients of the three models. Note that the parameters presented here are in the standardised space defined by Eq. 1. Parameters are shown to three significant figures, sufficient to make the RMSE accurate to four significant figures.

of the dependent variables. The values of these parameters for our combined model are given in Table 2.$^3$

Fig. 3 shows a comparison between the stellar masses predicted by the models for halos in the holdout set and their actual values in EAGLE. This choice of sample enables the accuracy on the model to be assessed by considering data that was not used in training the model. The left and right panels show the results for central and satellite halos respectively. The figure shows that the mean closely follows the one-to-one relation (black dashed line) for all models above $\log_{10}(M^*/M_\odot) > 8$. The bottom panels highlight how accurate the models are, with the shaded area corresponding to an estimate of the error on the mean. The latter is computed using the central 68% range of the stellar mass distribution divided by the square root of the number of galaxies in a given stellar mass bin. The mean model stellar mass is predicted to percent level accuracy for all stellar masses of interest and always within our estimate of the error on the mean.

Overall, the plot is encouraging and shows that the properties of satellites, as well as centrals, can be accurately predicted by the SRM approach. This is an important prerequisite for constructing accurate mock catalogues from dark matter simulations. We will explore the performance of the models in more detail below. A subsidiary aim, however, is to determine whether it was necessary to explicitly distinguish between central and satellite galaxies in constructing the model. We test this by comparing the model in

$^3$ Note that the resulting stellar mass also needs to be converted from standardised units, and we have therefore included the stellar mass parameters in Table 2 as well.
Figure 3. Comparison between the stellar masses of galaxies in EAGLE and those predicted by the models for all halos within the Holdout set. The coloured shaded areas on the top panels show the boundary encompassing 68% of this holdout galaxies within bins of fixed model SM, and the solid lines are their mean values. The black dashed line corresponds to the one-to-one line. The black horizontal lines show the resolution limit of galaxies within the EAGLE simulation (Schaye et al. 2015). Below this line galaxies are defined by fewer particles and numerical noise starts to become an issue. The left panel shows the result for the central halos: the solid blue line and light blue shading corresponding to the model trained on centrals alone, while the green dashed line and light green shading to the combined model, trained using centrals and satellites. The right panel is equivalent to the left panel but for satellite galaxies. The bottom panel shows the relative difference between our model prediction and EAGLE data, defined as 

\[ \frac{y - x}{x} = \frac{\log_{10}(M^{*}_{\text{EAGLE}}) - \log_{10}(M^{*}_{\text{Model}})}{\log_{10}(M^{*}_{\text{EAGLE}})} \]

which represents the relative difference between the coloured lines and shades and the one-to-one line (black dashed line) shown in the top panel.

Removing this binary condition should result in an algorithm that is less dependent on the details of the SUBFIND algorithm, making results simpler to interpret.

In order to compare the accuracy of the models, we use the mean square error (RMSE) statistic defined as:

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{a=1}^{N} (M^{*}_{\text{model}} - M^{*}_{\text{EAGLE}})^2} \]  

(11)

We find the same RMSE of 0.203 for the central galaxies in the holdout set when we predict their stellar mass with either our combined model or the model run with central galaxies only. Similarly, satellite galaxies in the holdout set have a RMSE of 0.236 in the individual model, and a RMSE of 0.243 in the combined model. This shows that a binary distinction between central and satellite galaxies does not improve significantly the accuracy of the models.

We can also look at all centrals and satellites of the individual models used together which have a RMSE of 0.215.

This is very comparable to the RMSE of the combined model which is 0.216.

This indicates that the individual models and the combined model have comparable accuracies. Note that the combined model ends up with 21 terms while modelling satellites and centrals individually requires 14 and 12 terms respectively (hence 26 terms in total).

We would like to highlight that none of the models shows a significant difference between the RMSE of the holdout and training sets at the third significant figure. This suggests that our methodology is robust against overfitting, as overfitting would result in a difference between the RMSE of the holdout and training set. Hence our method of selecting the hyperparameter \( \lambda \) in Eq. 3, designed to avoid overfitting, works as intended.

In the rest of this work, we present our statistics using the whole data set. This is justified as we have shown that the accuracy of the models is similar for galaxies in the training set and in the holdout set. The holdout set alone is rather small (about five thousand galaxies typically), and therefore statistics like stellar mass functions or galaxy correlation functions would result with comparatively large statistical uncertainties, if the models are applied to the holdout data only.

A significant appeal of the SRM approach is that the surviving terms in Table 1 have a physical interpretation. Following the discussion in Icaza-Lizaola et al. (2021), we note that there are four types of surviving parameters:

- A constant, or normalisation, term.
- Terms that only include \( \log M_{\text{max}} \) and no formation criteria pa-
parameter: these terms model the underlying relation between $M_{\text{max}}$ and $M^*$. For central galaxies they should correspond to a model of the SMHM relation.

- Terms that only include formation criteria parameters (e.g., $\text{FC}_{30}$ and higher order combinations): these terms quantify the growth history of the halo, capturing scatter in the relation.
- Terms that are a product of halo mass, $\lg M_{\text{max}}$, and formation criteria parameters: these terms model the dependence of the assembly history on the final halo mass.

Comparing the models, we see that the constant term and the coefficients that depend only on the $\lg M_{\text{max}}$ coefficients are similar between all three models. This reflects the similar underlying shape of the $M_{\text{max}}$ and $M^*$ relation.

In the combined model, central and satellite galaxies are treated on an equal footing and their offset is captured by the more complex dependence on formation time parameters. The combined model needs 21 parameters, which are less free parameters than the combination of the two separate models, which each require 12 and 14 parameters to model centrals and satellites respectively. One noticeable difference is that the combined model relies on terms of the shape $\text{FC}_1 \times \text{FC}_{30}$ which measure the time it takes a halo to evolve into their maximum mass with respect to the time it took them to reach a smaller percentage of that mass.

It is interesting to compare the central galaxy model with the one presented in Icaza-Lizaola et al. (2021). It is important to stress that we do not expect identical models, since we have broadened the range of masses considered and weighted the cost function to emphasize the importance of predicting stellar masses well over the full halo mass range. These changes resulted in a slightly simpler model.

The number of free parameters selected by the algorithm has decreased from 17 to 12. However, a close inspection of the surviving parameters of both models reveals a lot of striking similarities between the two. Many of the surviving terms are similar despite the differences in the definition of the halo mass term and, to some extent, the formation criteria definition (see Section 3.2). Here we use $\lg M_{\text{max}}$, while it was $\log(M_{\text{max}}^{(1)}) (z = 0)$ in Icaza-Lizaola et al. (2021). Both models have surviving coefficients of similar amplitudes for the constant, the $\log(M)$ term and the $\text{FC}_3$ terms (with $x < 3$), with a difference now that $\text{FC}_{20}$ is selected instead of $\text{FC}_{30}$. In summary, the main difference between both models is that the model in Icaza-Lizaola et al. (2021) required more cross terms between the mass and the formation criteria parameters while now we only require one ($\lg M_{\text{max}} \times \text{FC}_{20}$).

One difficulty becomes apparent when comparing the models in greater detail, however. Because of the significant correlation between parameters, models of almost equivalent accuracy and complexity can vary in the final parameters chosen if these parameters are correlated. For example, the current central model includes strong dependencies on terms in $\text{FC}_{20}$, while the model of Icaza-Lizaola et al. (2021) had most terms as function of $\text{FC}_{30}$.

It is difficult to decide on the significance of these differences because of the underlying correlations of $\text{FC}_{20}$ and $\text{FC}_{30}$. As mentioned in section 3.2, future investigations could consider methods like principal component analysis to transform our input functions into a parameter space where they are uncorrelated. However, this would lose the benefit of having a simple physical interpretation of the input parameters and the resulting model.

### 4.2 Predicting clustering and the stellar mass function

In this section, we explore the stellar mass function (SMF) and the clustering of the stellar population generated by applying our model to the halos in our DM only simulation. We compare our resulting statistics to the ones we get from the stellar population of the full EAGLE hydrodynamical simulation. All of the statistics presented here include all halos in the DM only simulation, even those that were not matched in Section 3.1. Fig. 4 shows how the SMF of our models, split by galaxy type (total in green, centrals in blue and satellites in red), compares to those from the EAGLE hydrodynamical simulation. The plot shows the SMF of the combined model (solid lines), of the individual models (dotted lines) and of the EAGLE data (shaded area), with the shading indicating a boot-
Figure 5. Correlation function of EAGLE galaxies split into different stellar mass bins (as indicated in the title of each panel). The solid (dotted) lines show the correlation function of all galaxies in our combined (individual) models. Like in Fig. 4, the colour coding refers to the galaxy sample type: all, central and satellite galaxies are in green, blue and red respectively. The shaded area correspond to the correlation function of the corresponding EAGLE galaxies including bootstrap errors. The bottom panels show the relative difference of the model predicted correlation function compared to the EAGLE one, with the same line styles and colours as in the top panels.

strap error estimate to account for sampling effects (Efron 1979). The different model SMFs are all comparable, as they seem to agree all similarly well with the EAGLE SMFs, with the agreement worsening somewhat for masses around \( \log_{10}(M^*/M_\odot) = 10.5 \), as identified already in Icaza-Lizaola et al. (2021). As we suggested in that work, one possible reason behind this disagreement is the stochasticity of certain baryonic processes which might affect the stellar mass, for example the feedback from supermassive black holes (Bower et al. 2017; Martizzi et al. 2012). While this would be a challenging phenomenon to predict using input parameters from a DM only simulation, it should be possible to develop, in a future work, SRM models that estimate both a central value and a stochastic scatter in the predicted quantities.

In what follows we show different predictions of galaxy correlation functions and analyze how do they compare with the original statistics from EAGLE. We emphasise that our model is not tuned to reproduce the clustering of EAGLE. Therefore any success that we may find is a consequence of correlation functions being preserved when populating the correct halos with galaxies of a given stellar mass.
Fig. 5 shows the galaxy correlation functions of our models, split by the predicted galaxy stellar mass. The figure also includes the correlation function of galaxies when split by their stellar mass in the EAGLE simulation. As with Fig. 4 we have included an estimate of the error due to sampling effects using the bootstrap method. The correlation function of both models with central and satellites galaxies (green lines) agrees within the errors with the EAGLE correlation function. The same is true for central galaxies (blue lines). On the other hand, satellite galaxies (red lines) are slightly more strongly clustered compared to EAGLE in the lowest stellar mass bin. There seem to be no discrepancies in the correlation functions when satellites and central galaxies are modelled together or separately. This is encouraging as it implies that the binary distinction between central and satellite galaxies becomes unnecessary to model the overall correlation function using our prescription.

One of the advantages of our methodology over standard machine learning techniques is the fact that our solution is expressed as a simple equation of state with 21 free parameters fitted by the algorithm. This is important as the model coefficients can be modified so that other data sets (different from EAGLE) can be fit. This would be needed when for example one wants to populate DM only simulations with EAGLE informed physical processes to create mocks that mimic observational data set. This could not be achievable by a more complex black box model.

4.3 Comparison with other models

4.3.1 Comparison with SHAM

We have stated that we are interested in using our methodology as an alternative for populating halos in DM only simulations with galaxies. To test if our methodology is adequate, we first need to compare our accuracy to that obtained from standard models like sub-halo abundance matching (SHAM) (e.g. Vale & Ostriker 2004; Conroy et al. 2006), that makes a one-to-one matching between halos and galaxies, based on a property that correlates with the stellar mass. More recent implementations of SHAM add some stochasticity to the methodology to account for the scatter in the correlation (e.g. Behroozi et al. 2010; Zentner et al. 2014). Therefore, regular SHAM implementations produce models that depend on only one free parameter and one subhalo property, which makes them simpler than our SRM models that consider six halo properties and fit several free parameters.

In what follows, we compare the correlation function from our combined model to the one presented by Chaves-Montero et al. (2016). They used a SHAM methodology to populate galaxies in the EAGLE simulation by studying the relation between the stellar mass of a galaxy and the maximum circular velocity of a halo once it reaches equilibrium after a merger.

Fig. 6 shows how our correlation functions (blue lines) compare to the ones from Chaves-Montero et al. (2016). The right panel shows that for larger stellar masses, both methods agree with EAGLE within the bootstrap errors, while they provide reasonable accuracy in recovering the correlation function for smaller stellar masses (as shown by the left panel). However Chaves-Montero et al. (2016) seems to struggle to recover the EAGLE correlation function on the smaller scales. They report differences of 20% to 30%, as confirmed in the bottom left panel of Fig. 6. Our SRM model shows a slight improvement on these smaller scales and agrees better with the EAGLE correlation function. For stellar masses larger than the ones shown in Fig. 6 we continue to agree with the EAGLE simulation within errors.

4.3.2 Comparison with Machine Learning Tree methods

We have stated that our goal is to develop an explainable machine learning methodology. However, for this to be of use we need to make sure that the accuracy of our model is comparable to that of more established machine learning (ML) methods. With this in mind, in what follows we compare our model with the ML model presented in Lovell et al. (2022), which uses extremely randomized trees (ERT) (Geurts et al. 2006) to model galaxy properties from EAGLE halo information. ERT methods are emerging as a popular and highly accurate ML method to model the relations between galaxies and host halos (e.g. Kamdar et al. 2015; Jo & Kim 2019).

The model of Lovell et al. (2022) is trained using data from the EAGLE and the C-EAGLE simulations (Barnes et al. 2017; Babé et al. 2017). The latter is a set of zoom-in hydrodynamical simulations of massive galaxy clusters. The calibration of C-EAGLE is slightly different from the standard EAGLE one, with changes in the values of the parameters determining the AGN feedback and the black hole accretion rates. This new parametrization is usually referred to as AGNdT9 (Schraye et al. 2015). The EAGLE data used in Lovell et al. (2022) comes from a smaller box of 50 comoving Mpc, that has the same resolution and cosmology as the standard 100 Mpc box, but uses the AGNdT9 parametrisation of C-EAGLE.

We decided to compare with the model of Lovell et al. (2022) as it was also constructed using the EAGLE simulation and therefore it shares the same cosmology and resolution and was built using the same algorithm that our data, which makes a direct comparison of the models more straightforward. ML methods that have been trained on other simulations might have differences in the accuracy of the models that could be a consequence of the training data and not of the methodology itself.

Lovell et al. (2022) uses either eight or twelve properties of the host DM halos to model the stellar properties of galaxies (depending on the specific model). Hence the number of input parameters they consider is comparable to our work, as we use six halo properties. Their properties include information that parameterize the host halo mass at $z = 0$, like the total mass of the halo $M_{F,0,F}$, and properties that are more correlated with the assembly history, like $V_{max}$ or the radius at which $V_{max}$ is reached. On the other hand our formation criteria parameters contain a more direct parametrisation of the assembly history.

The top left panel of Fig. 7 shows how the SMFs from our model and from Lovell et al. (2022) compare to the one from the EAGLE hydrodynamical simulation. The bottom left panel of Fig. 7 shows the relative difference of the model SMFs w.r.t. to the EAGLE 100 Mpc. We note that both models have comparable accuracy, with our SRM model being slightly more accurate for stellar masses between $\sim 10^9$ and $\sim 10^{10} M_{\odot}$. However, we should emphasize that given the Lovell et al. (2022) model is trained on a combination of C-EAGLE and AGNdT9 data, it is less likely to reproduce the SMF of EAGLE as accurately as a model that is trained solely on EAGLE, like ours.

McAlpine et al. (2016) show that the SMF of the AGNdT9 simulation agrees well with the one from the larger EAGLE 100 Mpc simulation, with both SMFs being identical in all but the larger stellar mass bins where AGNdT9 lacks volume to be representative, which is precisely what the C-EAGLE data used by Lovell et al. (2022) compensates for. Therefore it is reasonable to compare both models with the SMF of the EAGLE 100 Mpc box, bearing in mind those limitations.

The right panel of Fig. 7 shows the projected correlation func-
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Figure 6. Correlation functions of the combined model produced with our SRM method (green solid lines), of the SHAM results presented in Chaves-Montero et al. (2016) (blue solid lines), and of the EAGLE hydrodynamical simulation (red dashed line and shading). The correlation functions are computed for galaxies in the stellar mass bins indicated in the title of each panel. The shading correspond to bootstrap errors. The bottom panels show the relative difference of the model predicted correlation functions compared to the EAGLE ones, with the same line styles and colours as in the top panels.

Figure 7. Left panel: the SMF predicted by the ERT method of Lovell et al. (2022) (blue line) and our SRM model (green line) when applied to halos within the EAGLE DMO simulation box. Right panel: The projected correlation functions predicted by Lovell et al. (2022) (blue solid line) and by our SRM model (green solid line) when applied to halos within the EAGLE 100 Mpc DMO simulation, using the stellar mass bin of Lovell et al. (2022). In both top panels, the red dashed lines (and shading) show the corresponding statistics (and bootstrap errors) measured directly from the EAGLE hydrodynamical simulation. The blue dashed line of the right panel shows the projected correlation function of the EAGLE simulation built with the AGNdT9 parameterization. The bottom left panel show the relative difference of the model predicted SMF w.r.t. the EAGLE 100 Mpc box, with the same line styles and colours as in the corresponding top panels. The green line in the bottom right panel shows the relative difference of the projected correlation functions of our SRM model w.r.t. the one from the EAGLE 100 Mpc box, while the blue line is the relative difference of the projected correlation function from Lovell et al. (2022) model w.r.t. the one from the EAGLE AGNd9 50 Mpc box. We note that Lovell et al. (2022) model is trained on data from both the C-EAGLE and EAGLE AGNd9 simulations, and therefore it is less likely to reproduce the SMF of EAGLE as accurately as our model that is trained solely on EAGLE. See the main text for a more detailed discussion.
The projected correlation function \((w_p(r_p))\) \(^4\) for a stellar mass selected sample as defined by the panel title. The clustering of the 50 Mpc box built with the AGNdT9 parametrisation is slightly different from the one built with the standard 100 Mpc box, as shown by the two dashed lines in the right panel of Fig. 7. The AGNdT9 simulation (along with C-EAGLE data) was used to build Lovell et al. (2022) model and therefore the correlation function of the model applied to the DMO should be compared with the correlation function of the AGNdT9, which is why the ratio of the bottom panel of the right plot is done w.r.t. the EAGLE AGNdT9 50 Mpc box.

The two solid lines in the right panel of Fig. 7 correspond to two different models, as indicated by the key. We note that the projected correlation functions of our SRM model agrees well with the one from EAGLE; on all scales considered, the line from our SRM model is within the bootstrap errors of the EAGLE sample.

Similarly, the clustering of Lovell’s model applied to the DMO simulation agrees well with that of the EAGLE AGNdT9 simulation used to build the model. The accuracy with which this model reproduces the projected correlation function is similar to the one from our model in all but the smallest scales. This is clear from the bottom right panel of Fig. 7 where the relative clustering difference of the Lovell et al. (2022) model with respect to that of the EAGLE AGNdT9 sample is shown by the blue solid line. As the Lovell et al. (2022) model was tuned to a combination of C-EAGLE and AGNdT9 data it is not straightforward to make a direct comparison with the clustering of their training data, a comparison to the clustering of the AGNdT9 simulation is therefore the best alternative.

We have shown that the projected correlation function and the SMF resulting from our SRM methods are comparable to the ones obtained by Lovell et al. (2022) using ERT methods. As we have stated, the comparison between Lovell et al. (2022) and our model cannot be done fully accurately, as they use data from the C-EAGLE simulation to build their models. Nevertheless, we consider the fact that the models seem to have a similar level of accuracy as an encouraging result, especially as ERT methods are designed to be accurate and cost-efficient (Geurts et al. 2006). Unlike our SRM method, explainability is not an aim within the design philosophy of ERT models.

4.4 Models with additional halo properties

The parametrisation of halo properties presented in Section 3.2 is different from the parameters selected by other machine learning methods. For example, Lovell et al. (2022) uses exclusively properties at \(z=0\) to build a model with an accuracy comparable to ours. Lovell et al. (2022) finds that the maximum circular velocity \((V_{\text{max}})\), the half mass ratio \((R_{1/2})\), the mass of the halo at \(z=0\) \((M_0)\), and the potential energy of the halo \((E_p)\) are the parameters that have significant contributions to their stellar mass model (see Figure 11 of Lovell et al. 2022).

In this section we explore whether some of these parameters could improve our baseline model, as presented in section 4. This is not a trivial question, as some of these parameters, like \(V_{\text{max}}\) and \(R_{1/2}\), might be useful in other machine learning models as they are a better tracer of the inner part of the halo than \(M_{\text{max}}\). However, the halo evolution is already well tracked in our model by our parametrisation of the halo evolution with the \(FC_i\) parameters.

Another issue when including additional parameters is that some might be strongly correlated with each other. In Appendix C, we show that parameters like \(M_0\) and \(E_p\) will provide essentially the same information to our models. Including highly correlated parameters in our current implementation could reduce the explainability of the model, as coefficients corresponding to different polynomial terms of correlated parameters can have different physical interpretations while modeling the same underlying behaviour.

In SRM, the standard approach for dealing with extra variables that one does not know if they could improve a model or not is to add them as free parameters and to see if the algorithm discards them by itself. This is one of the original design philosophies behind these methodologies, as discussed in Brunton et al. (2016). Hence, we run our methodology using our regular six halo parameters to which we add five extra parameters: four free parameters defined at \(z=0\) and suggested by Lovell et al. (2022) \((V_{\text{max}}, R_{1/2}, \log_{10}(M_0)\) and \(\log_{10}(E_p)\)) and a fifth parameter \(V_{\text{peak}}\), defined in Section 3.2.

Throughout the rest of this work we use the following unitless parameters:

\[
\begin{align*}
\log V_{\text{peak}} &= \log_{10}(V_{\text{peak}}/(\text{km/s})) \\
\log V_{\text{max}} &= \log_{10}(V_{\text{max}}/(\text{km/s})) \\
\log E_p &= \log_{10}(E_p/(M_0/(\text{km/s})^2)) \\
\log M_0 &= \log_{10}(M_0/M_\odot).
\end{align*}
\]

Several of these new halo properties are correlated with each other, as shown in Appendix C. As discussed in Section 4.3 of Icaza-Lizaola et al. (2021), correlated parameters have the effect of generating multiple local minima, resulting in a highly non-convex configuration space to be explored. In such spaces, our implementation of the minimization algorithm struggles to find the global minimum, as it spends time exploring unstable local minima. This, in turn, has the net effect of building models with slight variations in the surviving coefficients, which depend on the starting point of the minimization and on the specific selection of galaxies in the holdout set. To address this limitation, we run our methodology five times, using the same initial set of galaxies, but modifying the random seed so that the subset of galaxies selected for the holdout set and the starting points for the minimization algorithm change. These five runs provide an idea of the average model that can be built with this new configuration. Finally, by adding 5 new parameters to the model, the number of coefficients to minimize over goes from 84 to 364, which increases significantly the dimensionality of the problem.

These three observations, i.e. correlated parameters, the need for statistically equivalent runs and the larger dimensionality of the problem, have the net effect of increasing significantly the computational cost of running our algorithm. As a consequence, we make the compromise of using only 4,000 randomly selected galaxies to run our models on (as opposed to the nominal 35,456 galaxies), as this keeps the overall computational running costs manageable. In parallel, we run another set of five models that uses our standard configuration of six parameters from Section 4, but built with the same 4,000 galaxies and random seeds as these new models. These five models correspond to our baseline models throughout this subsection, and we refer to them as our 6 parameter models. In the rest of this section these models are contrasted with their equivalent models built with extra parameters but the same random seeds, to which we refer to as our 6+5 parameter models.

Before analyzing the subset of parameters selected by the algorithm for the new 6+5 parameters models, we show that these models are as accurate as the models run with the nominal 6 parameter
configuration. All five 6+5 parameter models have a RMSE between 0.22 and 0.23, which is comparable to within the uncertainty of the model fitting to the RMSE of the corresponding nominal 6 parameter models, which is between 0.21 and 0.22. These values are also comparable with our final model from Section 4, that has an RMSE of 0.22 when estimated with the set of 4,000 galaxies used in this section. We note that all five runs of the 6+5 parameter models choose a similar number of surviving coefficients, with two runs selecting 13 and 15 coefficients each, while the other three runs all selecting 10. This is in agreement with the variance on the methodology due to variations in the holdout set selection found in Icaza-Lizaola et al. (2021). We find no correlation between the number of surviving coefficients and the RMSE of the models.

Fig. 8 shows the values of each of the selected coefficients for our five new models using both our new configuration with 6+5 parameters (left) and the standard configuration with 6 parameters (right).

Via the SRM methodology, most models will have a subset of their allowed parameters discarded (when none of the coefficients associated with these parameters are chosen by the algorithm). In our case, the five runs of the 6+5 parameter model end up keeping between 5 and 9 parameters. The differences in the number of surviving parameters between the runs show how correlated these parameters are with each other, making them somewhat interchangeable. As shown in the left panel of Fig. 8, the only new parameter selected by all five runs is \( R_{\text{peak}} \), while four out of the 6 standard model parameters (\( \log M_{\text{max}}, FC_{30}, FC_{70} \) and \( FC_{90} \)) are kept in each resulting new model.

We note that all of the 6 parameter models keep all input parameters without discarding any. This suggests that the information contained inside the parameters used in our standard configuration is more unique that the one from 6+5 parameter models used in this section. This is further discussed in Appendix C, where we show how most of the new parameters included are strongly correlated with each other and with \( \log M_{\text{max}} \), while the correlations between the formation criteria parameters are comparably weaker and hence contain more specific information. The fact that the models that start with 11 free parameters require in some cases a large number of parameters to reach an accuracy similar to the model in Section 4 suggests that the new parameters did not contain much additional (if any) new information that was not already present in our initial model.

The five runs with our standard 6 parameter model selected between 13 and 18 coefficients, less than the 21 coefficients of our final model from section 4. The differences in selected coefficients is due to these new models being built with less data. Given that the SRM method is very strict about avoiding over fitting, it becomes harder to justify a larger set of coefficients. As a test of this, we ran another set of five models using our standard six parameters but using 12,000 galaxies (3 times more than the data in this section and 3 times less than the nominal set) and we found that the selected models use between 16 and 19 coefficients.

From the left panel of Fig. 8, we note that the five 6+5 parameter models use between 10 and 15 coefficients, which is slightly less that the 13 to 18 coefficients of the 6 parameter models. This suggests that, while the new parameters might not necessarily contain much new information required to model the SMHM relation, they might be more efficient at compressing the relevant information.

While the 6+5 parameter models select on average less coefficients, it is significantly less consistent in the subset of coefficients selected by any particular model. This is shown by the fact that only 9 coefficients are selected in at least three models, while another 14 coefficients are selected once or twice only. This is in contrast with the 6 parameters models, where most coefficients are present in at least three models and only 6 out of 21 coefficients are selected once or twice. In fact, we note that even if the 6+5 parameter model uses

**Figure 8.** The left panel shows the absolute values of all selected coefficients for each of the five statistically equivalent 6+5 parameter models (RS-1 to RS-5) trained and validated on a sample of 4,000 galaxies. The right panel shows similar information using the same data set, but for our standard 6 parameter model. The coloured labels at the right of each plot correspond to parameters that were used in at least three of the five models, while the labels inside of the plot correspond to parameters used only in one or two of the models. The grey shadings show the threshold below which coefficients are discarded by a given model.
fewer coefficients per model, the number of coefficients selected by at least one model (23 coefficients) is comparable to that from the 6 parameter model (21 coefficients). This shows how the inclusion of correlated parameters increases the stochasticity of the method, which in turn complicates the interpretation of the resulting models.

Out of the 11 parameters, all 6+5 parameter models select linear contributions from $\lg M_{\text{max}}$, $\lg V_{\text{peak}}$, $FC_{70}$ and $FC_{30}$ and cubic contributions from $\lg V_{\text{peak}}$ and $FC_{30}$, in order of decreasing linear coefficient value. Almost all models select some contribution from $R_{1/2}$ and $FC_{30}$ as well, except for one model, RS-4 in the left panel of Fig. 8. That latter model has a comparable RMSE to the other models and requires ten coefficients, the same number as two other models.

This highlights the difficulties of using our current SRM implementation on spaces with highly correlated parameters: RS-4 has an accuracy (RMSE) and simplicity (number of parameters) that are equivalent to those of the other four models (within the variations of the methodology due to different holdout sets). Therefore it is neither better nor worse than the other models within the standards that we designed our models to meet. However, due to parameters being strongly correlated and sharing similar information, we see that this model requires two less free parameters and therefore would have a simpler physical interpretation than the others.

As shown in Section C, out of all new input parameters, $R_{1/2}$ is the one that is the least correlated with the rest of the new parameters. This suggests that the $R_{1/2}$ information provided to the model is possibly more unique than that from some of the other new parameters, which might explain why four new models had some contributions from the $R_{1/2}$ parameter.

We note that all models discard contributions from $\lg V_{\text{max}}$ and $\lg M_{\text{p}}$ up to order 3, and that only one model (RS-2 in the left panel of Fig. 8) includes a very minor contribution from $\lg M_{0}$ in the form of the coefficient $\lg M_{0}^{2} R_{1/2}$. This suggests that the contribution to the accuracy of the model after including any of these three parameters is negligible and that none of these parameters contributed additional information that was not already provided without them.

$FC_{20}$ is only selected by two models, RS-1 and RS-2 in the left panel of Fig. 8. Those models are the two that have the largest number of coefficients, which suggest that the information that was previously provided by $FC_{20}$ to our model is also contained in some of the new set of parameters.

In summary and as stated already, all five runs of the 6+5 parameter model selected contributions from $\lg M_{\text{max}}$, $\lg V_{\text{peak}}$, $FC_{70}$, $FC_{30}$, $FC_{90}$. Of these parameters, $\lg V_{\text{peak}}$ is the only one that is not within our original set of parameters. Given that the five new models do not seem to be more accurate than the model presented in Section 4, the contribution provided by $\lg V_{\text{peak}}$ could also be obtained by a combination of the $FC_{i}$ parameters within our original model, as shown in Appendix B. However, the fact that these new models require in general less coefficients seems to indicate that including $\lg V_{\text{peak}}$ is an efficient way of compressing some of the information contained in our $FC_{i}$ parameters.

Fig. 9 shows the SMFs of the five 6+5 parameter models (blue) and the complementary 6 parameter models (purple). These SMFs are built using a subset of 4,000 galaxies and we account for this sampling in the SMF estimates. The bottom panel indicates that all models have a similar accuracy (to within 25% typically) when predicting the SMF of EAGLE. This suggests that including the extra parameters does not improve our ability to reproduce the stellar mass distribution. In addition, while the corresponding 6 parameter models do not have better accuracy than their 11 parameter counterparts, they seem to be far more consistent with each other. This can be seen by the purple lines being more similar to each other than the blue ones in the bottom panel of Fig. 9. This is due to the 6 parameter models being more consistent in their selection of surviving coefficients, as shown in the right hand panel of Fig. 8.

As mentioned already, these models are trained with a small subset of the full data (4,000 galaxies as opposed to 35,456 galaxies). Given that our model from Section 4 is trained using our full data set, we could expect its stellar mass predictions to be less accurate for this smaller subset of data, as it was constrained to model a larger data set. However we see that both the RMSE and the SMF of the new models are comparable to the one from our final model in section 4. The fact that our original model seems to do as well as these new ones suggest that our method is robust against sample size variations, and that it is able to deal effectively with overfitting.

Given that we see no improvement in accuracy using these new models, and given that they were not trained on our full data, we do not quote these new models as our final result, but keep the model of Section 4 instead.

5 CONCLUSIONS

In Icaza-Lizaola et al. (2021) we used a sparse regression methodology to fit the stellar mass of central galaxies as a function of properties of their host halo. In this paper we expand our study to cover a wider halo mass range, and to model the properties of satellite galaxies. The distinction between central and satellite galaxies relies on identifying subhalos as self-bound substructures within

Figure 9. The SMF as predicted by the five new models (blue lines) that are built by adding five new parameters to our method. The purple lines show the SMF of our corresponding SRM models built with our standard configuration of six parameters. We also include the SMF predicted by our final model from Section 4 (green line) when applied to the same subset of 4,000 galaxies. The EAGLE SMF of this subset is shown as the red line. The bottom panel shows the ratio of each model predicted SMF to the EAGLE SMF, with all models predicting the SMF to a similar level of accuracy.
larger halos, for example by using the SUBFIND algorithm. This classification is uncertain and may be inconsistent for the same subhalos in adjacent snapshots outputs. We therefore explored whether we need to make a fundamental distinction between halos and subhalos. With this in mind, we use the maximum mass that a halo has ever reached during its evolution, denoted $\text{Max}(M_{\text{total}}(z))$ and use this in place of the final (sub)halo mass at $z = 0$. Given that central galaxies grow monotonically then $\text{Max}(M_{\text{total}}(z)) \sim M(z = 0)$ and this results in little change. In subhalos, however, it correspond to the mass of their main progenitor before merging with their central halo. In order to quantify the prior growth history of the halo, we define a set of formation criteria parameters, that measure the redshift at which a halo has reached some level of the total mass of the halo.

Our method compares favourably with the SHAM methodology from Chaves-Montero et al. (2016), with both models being able to reproduce well the correlation function of EAGLE at larger stellar masses with our SRM models being slightly more accurate on smaller scales.

Finally, we analyze the inclusion of additional halo properties into our methodology. This is done by building new models with some of the halo parameters used in other successful ML models. We run five new models to account for differences due to variance in our methodology, which increases due to the correlations between the new parameters. We find no improvement in accuracy which suggests that any information provided by the new parameters was already present in our standard parametrization. One of the underlying aims of this SRM methodology. Due to this fact along with the reduced stability of the model as evidenced by the increase in scatter of the predicted SMFs (Fig. 9), we do not quote these new models as final result.

All of this suggests that our methodology could be a promising approach to populate N-body simulations with galaxies of the correct stellar mass and spatial distribution.

However several complications will make this an interesting challenge. First, EAGLE is run in a comparatively small volume with respect to other DM simulations which means that the number of massive halos is comparatively small and it will be necessary to test the accuracy of the resulting SMF at the larger stellar masses. Second, larger simulations normally produce large amounts of output data, which generates challenges in storing the necessary halo history to build merger trees, some simulations either save only a small number of redshifts or no halo evolution information at all. Finally, the distribution of our required input halo parameters such as $\log_{10}(M_{\text{peak}})$ and $R_{1/2}$ are possibly more efficient at summarising some of the relevant information required to described the SMHM relation. However, the number of free parameters varies between five and nine depending on the model realisation, which complicates significantly the model interpretation, one of the underlying aims of this SRM methodology. Due to this fact along with the reduced stability of the model as evidenced by the increase in scatter of the predicted SMFs (Fig. 9), we do not quote these new models as final result.

All of this suggests that our methodology could be a promising approach to populate N-body simulations with galaxies of the correct stellar mass and spatial distribution.
Our ultimate goal is to generate mock catalogues that provide an accurate representation of the observed universe. An attractive idea is to iterate on the coefficients of the terms selected by comparison to EAGLE (or another hydrodynamic simulation), creating an even closer match to target observations. This would retain the same physical processes, but accept that their relative importance might differ between the true Universe and the simulation used for the training.
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6 DATA AVAILABILITY

The data used in this work can be shared if requested from the authors. The data from the EAGLE simulations has been publicly released, see McAlpine et al. (2016).
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APPENDIX A: MATCHING FAILURES

As mentioned in Section 3.1, the matching success rate of satellite galaxies is around 80%. With this in mind, we decided to apply our model to all halos in the DM only simulation (match and unmatched) and compare the resulting statistics to the ones obtained from all galaxies in the EAGLE hydrodynamical simulation.

Fig. A1 shows the success rate of the matching algorithm as a function of the halo mass $M_{\text{total}}$ at $z = 0$ for both the EAGLE-DMO simulation (red line) and the EAGLE hydrodynamical simulation.
Matching success rate (%) for halos in the hydrodynamical simulation (green line) and in the DM only simulation (red and blue lines) as a function of halo mass. The halo mass is \( M_{\text{total}} \) at \( z = 0 \), while for the blue line it is \( M_{\text{max}} \), the mass parameter used by our SRM model. The coloured shadings show the error on the matching rate assuming binomial statistics.

For halos larger than \( \log_{10}(M_{\text{total}}/M_\odot) = 11 \) the percentage of unmatched halos is small (< 2%) and similar across both simulations. This suggests that most of the halos that were unmatched in the hydrodynamical simulation did have an equivalent halo in the DM only simulation, but the algorithm had trouble matching them. This justifies the decision made in section 3.1 to compare models applied to all halos (match and unmatched) in the DM only simulation to all halos (match and unmatched) in the hydrodynamical simulation.

The matching algorithm runs at \( z = 0 \) and therefore the lines at this redshift are adequate to show the success rate of the algorithm. However, we select our halo sample using \( M_{\text{max}} \), which is the maximum mass reached by the halo at any redshift. The matching success rate as a function of \( M_{\text{max}} \) is shown as the blue line in Fig. A1. The matching success rate as function of \( M_{\text{max}} \) is smaller than when considering \( M_{\text{total}} \) at \( z = 0 \). The success rate is around 88% at \( \log_{10}(M_{\text{total}}/M_\odot) = 10.66 \) (our mass cut), and grows to around 94% at \( \log_{10}(M_{\text{max}}/M_\odot) = 11.5 \). These differences in success rate are due to a significant fraction of halos being disrupted after a merger. These disrupted halos would be smaller at \( z = 0 \) than at the redshift of their maximum mass, and therefore their probability of being matched decreases. This is consistent with other works that have found that an accurate measurement of \( M_{\text{max}} \) requires higher numerical resolution.

APPENDIX B: COMPARING WITH \( V_{\text{peak}} \)

In this section, we explore which one of the two halo properties \( V_{\text{peak}} \) and \( M_{\text{max}} \) would be a better input for our models. As stated in Section 3.2, the consensus is that stellar mass models that use properties correlated with the circular velocity profile of halos, like \( V_{\text{max}} \) and \( V_{\text{peak}} \), tend to outperform those based on the mass of the halo. This is due to \( V_{\text{max}} \) being a good representation of the inner part of the halo, which affects galaxies more directly and is less sensitive to mass stripping. However, we note that the evolutionary history of the halo is well tracked in our SRM model due to our definition of \( M_{\text{max}} \) and the inclusion of formation criteria parameters. Therefore it is not trivial to know which of the two properties will perform better in our model.

We run our combined model from Table 1, but substituting \( \log(M_{\text{max}}/M_\odot) \) for the unlitress parameter \( \log(V_{\text{peak}}) \) defined in Eq. 12.

As mentioned in Section 2 the optimal value of the hyperparameter \( \Lambda \) from Eq. 3 is found using a k-fold method, where the data is separated into a training set and a test set k-times. We examine how well a model fitted to the training sets at different values of \( \Lambda \) predicts the test sets. We refer the reader to Icaza-Lizaola et al. (2021) for an in-depth discussion of this process. Fig. B1 shows the RMSE resulting from the exploration of the \( \Lambda \) space for both models and the training and test sets of all k-folds. The figure shows how models that use \( \log(M_{\text{max}}/M_\odot) \) as a parameter are more accurate than those using \( \log(V_{\text{peak}}) \) for both training and test sets. We note that in this comparison the same set of formation criteria parameters were considered by both set of models and it is within this specific modelling context that we draw our conclusions.

The models that use \( \log(V_{\text{peak}}) \) are less accurate, but they are simpler than the one with \( \log(M_{\text{max}}/M_\odot) \), as the former require only six parameters. We can build a simpler \( \log(M_{\text{max}}/M_\odot) \) model by increasing the magnitude of \( \Lambda \) beyond its nominal optimal value. The black
dashed line in Fig. B1 shows the value of $\Lambda$ at which a model built with $\lg M_{\text{max}}$ reaches the same accuracy as the one with $\lg V_{\text{peak}}$. The resulting $\lg M_{\text{max}}$ model built with this $\Lambda$ contains seven free parameters, which is very comparable with the six of the $\lg V_{\text{peak}}$ model. With this in mind, we conclude that models built with $\lg M_{\text{max}}$ are more accurate and can be as simple as models built with $\lg V_{\text{peak}}$. This justifies our selection of $\lg M_{\text{max}}$ as the mass parameter used in this work.

APPENDIX C: CORRELATED PARAMETERS

Figure C1 shows the correlations of most halo properties used throughout this work, built from the 4,000 halos considered in Section 4.4. For clarity, the parameters $FC_{30}$ and $FC_{70}$ have been omitted, as they show similar correlation trends to the other three formation criteria parameters already included. Each panel includes $P_r$, the value of the Pearson correlation coefficient for each pair of halo properties. The closer the absolute value of this coefficient is to unity, the more linearly correlated those two parameters are.

Figure C1 shows that parameters can be divided into two subgroups of correlated halo properties:

- The first subgroup includes $\lg M_0$, $\lg M_{\text{max}}$, $\lg V_{\text{peak}}$, $\lg V_{\text{max}}$, $R_{1/2}$, and $\lg E_p$. They are all strongly correlated with each other, with $|P_r|$ around than 0.9 typically.
- The formation criteria parameters $FC_i$ form the second subgroup. Their correlations, as measured by the Pearson coefficient, are weaker than those within the first group, with $|P_r|$ less than 0.7 typically.

Out of all of the parameters in the first group, $R_{1/2}$ is the least correlated with the rest, with Pearson coefficients between 0.61 and 0.88 with respect to the rest of the halo properties of this subgroup. This might explains why most of the five models of Section 4.4 select a small but noticeable contribution from $R_{1/2}$ after already having strong contributions from $\lg M_{\text{max}}$ and $\lg V_{\text{peak}}$. It is also noticeable how correlated $\lg M_0$ and $\lg E_p$ are with each other, with a correlation coefficient of 0.99. This suggests that the information that they could provide to a model is almost identical. The strong correlation between both parameters comes from the similarities in the way they are defined and computed in EAGLE (see Appendix D in McAlpine et al. 2016).

The fact that the parameters of this first subgroup are so correlated with each other might explain why the model of Section 4.1, which is built using only $\lg M_{\text{max}}$ has comparable accuracy to the models of Section 4.4, which are made using all of the six parameters of this subgroup. The weaker correlations observed between parameters in the second group, i.e. the formation criteria parameters $FC_i$, suggest that the information held by those halo properties is somewhat more unique, especially when compared to the halo properties of the first subgroup. This might explain why all of the models presented in this work select several parameters of this subgroup simultaneously.

As we discuss in detail in Section 4.4, the inclusion of correlated parameters adds stochasticity to our resulting models. This can be seen in models selecting very different collections of surviving coefficients when built with different subsets of training data. As mentioned this is due to correlated parameters making the parameter space non-convex, with several local minima. Dealing with correlated parameters is something that would need to be implemented into our methodology in future work, if uniqueness of the solution and maximal parameter reduction is a priority.
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5 The Pearson correlation coefficient is defined as the ratio of the covariance of the parameters with the product of their standard deviations.
Figure C1. Correlations of most halo properties used in this work, as indicated by the axis labels of each panel. The Pearson correlation coefficient is indicated in each panel, as a measure of how correlated two halo properties are.