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The influence of online public opinion on agricultural product safety on the society is increasing. In order to correctly guide the direction of online public opinion on agricultural products, help the agricultural sector turn from passive to active public opinion, timely prevent the spread of negative public opinion, and reduce the negative impact on public opinion hot events, it is especially important to improve the ability of monitoring agricultural products’ network public opinion. This research is based on big data technology to develop an agricultural products’ network public opinion monitoring system that can collect, process, and analyze data in real time, discover and track hot topics, and calculate and visualize the polarity of public sentiment. The use of big data technology to increase the processing speed aims to strengthen the public’s supervision of the public opinion on the network security of agricultural products and provide an effective basis of the decision-making of relevant departments.

1. Introduction

Solving the quality and safety of agricultural products is to better improve and protect people’s livelihood. The quality of agricultural products will be quickly spread through various media and social networks. The Internet has almost become the main channel of information dissemination. The risk of public opinion on the quality and safety of agricultural products is generally caused by negative public opinion. The transmission and dissemination of various emotions, attitudes, and opinions on the quality and safety of agricultural products by netizens through the Internet will reduce the efficiency of the government’s emergency response, reduce the government’s credibility, mislead the public’s perceptions, and cause potential dangers such as chaotic socio-economic order [1]. After the spread of agricultural product safety issues, they were amplified and hyped. Without verifying the authenticity of the problem, it seriously affected consumers and industrial economy and brought unnecessary trouble to the quality and safety supervision of agricultural products. This increased the difficulty of supervision. And, it is difficult to respond positively and guide public opinion on a timely manner.

Use the agricultural product public opinion monitoring system to obtain timely public opinion issues and conduct correct guidance. As a soft power, Internet public opinion guidance plays an increasingly important role. It effectively controls the direction of public opinion, adjusts the content of public opinion, and grasps the size of public opinion. Manipulate the presence or absence of public opinion to realize the communication between the leader and the public [2]. In the era of big data, advanced computer technology should be used to conduct public opinion research [3, 4]. As the number of monitored websites increases, the situation is complex, and the content is wide, and manual analysis of public opinion has been difficult to deal with. The use of information technology to establish a network public opinion monitoring and analysis system has turned public opinion into active guidance [5, 6].

With the rapid development of the Internet and the ever-increasing amount of information, it is necessary to use big data technology to solve the processing speed and storage bottlenecks of traditional public opinion monitoring in the context of the big data era. The application of big data enables deeper analysis and more accurate
prediction of social public opinion. Use the Hadoop open source platform to build a big data foundation, realize distributed storage of data, realize distributed computing and processing data with MapReduce and Spark, perform text processing on the collected data, and use appropriate algorithm models to classify and cluster text information to complete the text emotional tendency analysis and topic discovery and tracking, and the research has a certain degree of innovation. Grasping the development status of public opinion information on agricultural products, and providing real-time and effective public opinion analysis services for relevant government departments, is of great significance for guiding the correct direction of public opinion on agricultural products and eliminating the adverse effects of public opinion on the safety and quality of agricultural products.

2. Research Content and Methods

This research takes the agricultural product public opinion monitoring system as the main research object. On the basis of the existing public opinion monitoring system, it solves the problem of using big data distributed technology to realize the public opinion monitoring of agricultural products in the vertical field from the massive Internet information. It uses big data technology to store data; uses big data computing power to process and analyze data; and uses Chinese natural language processing technology, including Chinese word segmentation and text classification and text clustering algorithms to process and calculate text and to mine data such as topics and sentiment tendency in public opinion information. These technologies can improve the processing efficiency of existing public opinion systems. The system module diagram is shown in Figure 1.

Based on the existing public opinion system, this research analyzes the needs of agricultural public opinion monitoring and designs a public opinion monitoring system. The functions are divided into four parts: public opinion information collection, public opinion information processing, public opinion information analysis, and public opinion service. Information collection first uses the distributed crawler Scrapy-Redis to collect the HTML pages in the pre-prepared seed URL, stores the collected data into the database HBase, and then uses the content extraction algorithm to extract the content of the saved HTML pages and store them in HBase again. Finally the data in HBase is synchronized to SolrCloud by Zookeeper, so as to establish an index to provide efficient retrieval function. Write the Spark program in Python and use jieba to segment the extracted content of Chinese. Calculate the word vectored through word2vec, and perform natural language processing, text classification, and text clustering on the captured information on topic recognition and tracking and sentiment judgment of public opinion. Use Django, Bootstrap, and other technologies to construct the display function of the agricultural product network public opinion system to realize public opinion warning and data display.

3. Key Algorithms of Agricultural Product Network Public Opinion Monitoring System Based on Big Data

Text feature selection and extraction are also research hotspots. Text feature selection is to find words with strong distinctions. For example, after preprocessing coarse word segmentation, it will filter function words, pronouns, and stop words in the word segmentation results. These words generally appear frequently but have no clear meaning. By reducing the useless features of text, the efficiency of text processing can be improved, such as text classification; use text features’ selection algorithms to select words that have an effect on distinguishing categories as text features. Text features’ selection algorithms include the following.

3.1. Document Frequency (DF). The frequency of words appearing in the document collection is called document frequency (DF), which is calculated in the following formula:

$$DF(t_i) = \frac{\text{The number of documents where the word } t_i \text{ appears}}{\text{Total number of documents in the document set}}$$ (1)

Set the upper threshold $f_u$ and lower threshold $f_d$ of document frequency (DF), and count the document frequency of words of the document collection. The document frequency is lower than $f_d$ ($DF(t_k) < f_d$), the word is not representative, and the word is removed from the text feature space. The document frequency is higher than $f_u$ ($DF(t_k) > f_u$), the word is not representative, and the word is removed from the text feature space [7]. The final texts’ feature space retains the words $f_u < DF(t_k) < f_d$.

3.2. Chi-Square Test (CHI). The chi-square tests first give the hypothesis and calculate the theoretical value based on the hypothesis. The correct rate of the theoretical value is judged by the deviation from the observed value and the theoretical value. If the correct rate is large, the hypothesis of the theoretical value is considered correct. The deviation calculation is shown in the following formula:

$$\chi^2 = \sum_{i=1}^{k} \frac{(A_i - E_i)^2}{E_i}.$$ (2)

In the above equation, $A$ is the observed value, $E$ is the theoretical value, and $k$ is the number of observed values. The closer the value of $\chi^2$ is to 0, the more likely the hypothesis we make is correct. When the deviation is larger, the hypothesis we make is more incorrect. The numerical standard for measuring the magnitude of the deviation is measured by the chi-square distribution.

In the feature selection of text classification, the chi-square test is used to measure the correlation between categories and words. There is a set $T$ containing feature words and a set $C$ containing category labels. $t_i$ belongs to the set $T$, and $c_j$ belongs to the set $C$. The chi-square test can measure the correlation between $t_i$ and $c_j$, assuming that $t_i$
and $c_j$ conform to the chi-square distribution of the first degree of freedom. $\chi^2$ of $t_i$ and $c_j$ is calculated as follows:

$$\chi^2(t_i, c_j) = \frac{N(AD - CB)^2}{(A + C)(B + D)(A + B)(C + D)}.$$  \hspace{1cm} (3)

In the above equation, $A$ is the number of texts in the text collection that contains $t_i$ and belongs to $c_j$, $B$ is the number of texts in the text collection that contains $t_i$ but does not belong to $c_j$, $C$ is the number of texts that do not contain $t_i$ but belong to $c_j$, $D$ is the number of texts that do not include $t_i$ or $c_j$ in the collection, and $N$ is the number of texts in the text collection. When the value of $\chi^2(t_i, c_j)$ is larger, it means that the correlation between $t_i$ and $c_j$ is stronger. When selecting features, the most relevant words with each category can be selected as text features for text processing such as classification.

3.3. Information Gain (IG). The information gain measures the importance of $t_i$ words according to the amount of information brought by the word $t_i$ to the classification system, so as to select feature words. The difference between the amount of information when the system contains $t_i$ and when $t_i$ is not included is the gain that this $t_i$ word brings to the entire classification system. The information gains consider the effect of the word on all categories rather than a single category. There are a set $T$ containing feature words and a set $C$ containing category labels. $t_i$ belongs to the set $T$, and $c_j$ belongs to the set $C$; there are $m$ categories in the $C$ category.
set, and the amount of information is obtained by calculating the information entropy. The gain is calculated as follows:

\[
G(t_i) = -\sum_{j=1}^{m} p(c_j) \log p(c_j) - p(t_i) \left[ -\sum_{j=1}^{m} p(c_j | t_i) \log p(c_j | t_i) \right] - p(T_i) \left[ -\sum_{j=1}^{m} p(C_j | T_i) \log p(C_j | T_i) \right].
\]

(4)

\(p(c_j)\) represents the probability of occurrence of category \(c_j\) in the text set, \(p(t_i)\) represents the probability of occurrence of the text containing the word \(t_i\) in the text set, \(p(c_j | t_i)\) represents the conditional probability of the text that contains \(t_i\) and belongs to the \(c_j\) category in the text set, \(p(T_i)\) represents the probability of occurrence of texts that do not contain the word \(t_i\) in the text set, and \(p(C_j | T_i)\) represents the conditional probability of texts that do not contain \(t_i\) but belong to the \(c_j\) category in the text set.

3.4. Mutual Information (MI). Mutual information is based on the basis of information theory. The frequency of occurrence in class \(c_j\) is higher, while the words \(t_i\) that appear less frequently in other categories \(C_j\) have greater mutual information with class \(c_j\). Through the above principles, the relevance of words and categories can be measured. The mutual information of the word \(t_i\) and the category \(c_j\) is calculated as follows:

\[
I(t_i, c_j) = \log \frac{p(t_i | c_j)}{p(t_i)p(c_j)} = \log \frac{p(t_i | c_j)}{p(t_i)} \approx \log \frac{AN}{(A + C)(A + B)}
\]

(5)

\(A\) is the number of texts in the text collection that contains \(t_i\) and belongs to \(c_j\), \(B\) is the number of texts in the text collection that contains \(t_i\) but does not belong to \(c_j\), \(C\) is the number of texts that do not contain \(t_i\) but belongs to \(c_j\), \(D\) is the number of texts that do not include \(t_i\) or \(c_j\) in the collection, and \(N\) is the number of texts in the text collection.

Both chi-square test and mutual information of text feature selection have the problem of low-frequency word defects. They only consider the case where the text contains \(t_i\) without considering the number of times \(t_i\) appears in the text, which makes the algorithm’s selection of low-frequency words have selection errors. The text feature selects representative words in the text set as features and reduces the number of features, thereby reducing the dimensionality of the space vector, achieving the dimensionality reduction of the text vector, reducing the pressure of computer operations, and greatly improving the efficiency of text processing.

The text feature selection retains the important features of the text. The text feature extraction calculates the weight of each feature of each text to measure the different weights of different texts under the same feature. The text feature extraction algorithms are as follows.

3.4.1. TF-IDF Algorithm. The TF-IDF algorithm calculates the weight of the feature by integrating the frequency of a single word in a single text and the document frequency of the word. The calculation formula is as follows:

\[
w_{i,j} = tf_{i,j} \times idf_{i,j}.
\]

(6)

\(tf_{i,j}\) is the frequency of the feature item, \(n_{i,j}\) is the frequency of the word \(t_i\) in the text \(d_j\), and \(w_{i,j}\) is the weight of the word \(t_i\) in the text \(d_j\). The calculation formula of the word frequency \(tf_{i,j}\) is shown in the following formula:

\[
tf_{i,j} = \frac{n_{i,j}}{\sum_{k=1}^{N} n_{k,j}}.
\]

(7)

\(idf_{i,j}\) is the inverse document frequency \([8], \left| \{ j : t_i \in d_j \} \right|\) is the number of texts containing the word \(t_i\), and \(|D|\) is the total number of texts in the text collection, and the calculation formula is as follows:

\[
idf_{i,j} = \log \frac{|D|}{1 + \left| \{ j : t_i \in d_j \} \right|} + 0.01.
\]

(8)

The result of the TF-IDF algorithm is to analyze the weight of a single word in a single text. The text is long or short. When it is necessary to compare and calculate with each other, such as calculating cosine similarity, the numerical deviation of different vectors seriously affects the calculation result. The result vector of TF-IDF is normalized, and each component of the vector is limited to the range of \([0, 1]\). The normalization formula is as follows:

\[
w_{i,j} = \frac{w_{i,j}}{\sqrt{\sum_{i=1}^{N} w_{i,j}^2}}.
\]

(9)

3.4.2. Word2vec Algorithm. The word2vec algorithm obtains a fixed-dimensional word vector through the training of the text set. The traditional one-hot coded word vector has a large dimension and is too sparse, which can easily cause a memory disaster.

With the rise of deep neural networks (DNN), DNN is used to train word vectors to process the relationship between words, but the vocabulary is generally millions, and the output layer of DNN needs to calculate the output probability of each word. The amount of calculation is huge, and this process is very time-consuming. The DNN Model is shown in Figure 2.

Word2vec uses the CBOW or skip-gram model (see Figure 3). The CBOW model predicts the target word through context, but does not use the traditional DNN model. It uses a simple method of summing all input word vectors and averaging as the map from the input layer to the hidden layer, and the Huffman tree is used to replace the neurons from the hidden layer to the output layer. The leaf nodes of the Huffman tree function as the output layer neurons. The number of leaf nodes is the size of the vocabulary. The internal nodes play the role of hidden layer neurons, and the Huffman tree is called the hierarchical softmax model. The leaf node with higher weight of the Huffman tree is closer to the root node, and the code is shorter, while the leaf node with lower weight is far from the root node, and the code is longer to ensure the shortest weighted path. The mapping from the hidden layer to the
output layer in word2vec follows the Huffman tree step by step, and the word vector of the root node is the word vector of the mapping from the input layer to the hidden layer, and then, the binary logistic regression method is used to specify the left side. The tree walk is a negative class (coded as 0), walking along the right subtree is a positive class (coded as 1), then, the binary logistic regression method is used to specify of the mapping from the input layer to the hidden layer, and

Suppose the word vector of the hidden layer mapping is \( \theta \) the leaf node where the target word is thenumber of summary points passed from the root nodeto

including the number of summary points passed from the root node to the leaf node where the target word is \( w \) is \( l_w \), the \( i \)th node passed is recorded as \( l_w \), and the corresponding Huffman code is recorded as \( d^w_i \), the internal node model parameters are expressed as \( \theta^w_i \), and the log likelihood function of \( w \) is given as follows:

\[
L = \prod_{j=2}^{l_w} \left(1 - d^w_j \right) \log \left[ \sigma (X_w, \theta^w_{j-1}) \right] + d^w_j \log \left[ 1 - \sigma (X_w, \theta^w_{j-1}) \right].
\]

Figure 2: DNN model.

Calculate the gradient expressions of \( \theta^w_{j-1} \) and \( X_w \) as follows:

\[
\frac{\partial L}{\partial \theta^w_{j-1}} = \left(1 - d^w_j - \sigma (X_w, \theta^w_{j-1}) \right) X_w,
\]

\[
\frac{\partial L}{\partial X_w} = \sum_{j=2}^{l_w} \left(1 - d^w_j - \sigma (X_w, \theta^w_{j-1}) \right) \theta^w_{j-1}.
\]

According to the gradient expression, the stochastic gradient ascent method can be used to iteratively update \( \theta^w_{j-1} \) and \( \theta^w_{j-1} \). Initially, the \( \theta \) parameters of internal nodes and all word vectors \( X_w \) are initialized randomly.

Solving the CBOW model based on the Huffman tree, the dimension of the word vector is assumed to be \( M \), the context size of the CBOW model is \( 2c \), and there are \( c \) words in the front and \( c \) words in the back. From the input layer to the projection layer (hidden layer), find the \( 2c \) word vectors around \( w \) and take the average value in the following formula:

\[
X_w = \frac{1}{2c} \sum_{i=1}^{2c} X_i.
\]

From the projection layer to the output layer, we update our \( \theta^w_{j-1} \) and \( X_w \) through the gradient ascent method. \( X_w \) is obtained by adding the \( 2c \) word vectors and averaging. The update of \( X_w \) is to \( 2c \) word vectors \( X_i (i \in \{1, 2, \ldots, 2c\}) \) is updated, the update formula of \( \theta^w_{j-1} \) is shown in formula (21), and the update formula of \( X_w \) is shown in formula (22), and \( \eta \) is the step size of the gradient ascent method:

\[
\begin{align*}
\theta^w_{j-1} &= \theta^w_{j-1} + \eta (1 - d^w_j - \sigma (X_w, \theta^w_{j-1})) \theta^w_{j-1}, \\
X_i &= X_i + \eta \sum_{j=2}^{l_w} (1 - d^w_j - \sigma (X_w, \theta^w_{j-1})) \theta^w_{j-1}, \quad i \in \{1, 2, \ldots, 2c\}.
\end{align*}
\]

Iteratively, update \( \theta^w_{j-1} \) and \( 2c \) word vectors \( X_i (i \in \{1, 2, \ldots, 2c\}) \) until the gradient convergence ends the iterative calculation.

The skip-gram model is solved based on the Huffman tree. The input layer is the word vector of \( w \), and the word vector of \( w \) is directly mapped to the projection layer (hidden layer). The output of the skip-gram model is a context size of \( 2c \) word vectors \( X_i (i \in \{1, 2, \ldots, 2c\}) \), and the skip-gram model does not iteratively update the input like the CBOW model, but iteratively updates the \( 2c \) outputs.

Huffman tree \( l_w \) encounters rare words with low weight, and \( l_w \) will be very large, and it takes continuous iterative samples until the gradient converges. To solve the complex calculation of Huffman tree rare words, negative sampling (NegativeSampling) can be used to solve the word2vec model. In the negative sampling, a total of \( 2c \) words before and after the central word \( w \) are recorded as context(\( w \),
where $w$ and \text{context}(w) constitute a positive example recorded as POS($w$) = \{$w_i$ (context($w$), $w_i$)\}; through negative sampling, we obtain neg central words $w_i$ ($i \in \{1, 2, \ldots, \text{neg}\}$) that are different from $w$, so that context($w$) and $w_i$ constitute neg negative examples, denoted as \text{NEG}(w) = \{$w_i$ (context($w$), $w_i$) (context($w$), $w_i$), $i \in \{1, 2, \ldots, \text{neg}\}$}. Take the positive example and the neg negative examples as a sample set ALL($w$) = POS($w$) $\cup$ \text{NEG}(w) = \{$w_i$ (context($w$), $w_i$), $w_i$ (context($w$), $w_i$), $i \in \{0, 1, 2, \ldots, \text{neg}\}$}, when $i = 0$, $w_i$ is the positive example $w$. Perform binary logistic regression to get the model parameter $\theta_i$ corresponding to each word $w_i$ ($i \in \{0, 1, 2, \ldots, \text{neg}\}$) and the word vector of each word. The whole process is simpler than the Huffman tree. The log likelihood function of $w$ is given in the following formula:

$$L = \sum_{i=0}^{\text{neg}} y_i \log \left( \sigma \left( x_{w_i}^T \theta_i \right) \right) + (1 - y_i) \log \left( 1 - \sigma \left( x_{w_i}^T \theta_i \right) \right), \quad y_i = 1, i = 0; \ y_i = 0, i \in \{1, 2, \ldots, \text{neg}\}. \quad (17)$$

The update formulas of $\theta_i$ and $x_{w_i}$ are shown in equations (18) and (19). Similarly, the update of $x_{w_i}$ of the CBOW model and skip-gram model is synchronized to the context 2c word vectors using negative sampling:

$$\theta_i = \theta_i + \eta (y_i - \sigma (x_{w_i}^T \theta_i)) x_{w_i}, \quad \text{(18)}$$

$$x_{w_i} = x_{w_i} + \eta \sum_{i=0}^{\text{neg}} (y_i - \sigma (x_{w_i}^T \theta_i)) \theta_i. \quad \text{(19)}$$

The similar words and similar values of rice are shown in Table 1. The similar words of Chinese medicinal materials and rice are obviously clustered together in Figure 4.

In order to compare the text representations of word2vec, tfidf (word frequency-inverse frequency), and bow (bag of words), the two-dimensional view of the text vector under random three types of text representations of tfidf, bow, and word2vec is calculated and drawn, respectively. Word2vec means that the text is the average of all word vectors of the text. The result is shown in Figure 5. The text vectors of tfidf and bow have obvious overlapping parts, and the boundaries of the three types of text represented by word2vec are more obvious.

Experimental comparison shows that word2vec has a stronger expression of text semantics and, at the same time, solves the high-dimensional sparse problem of tfidf and bow vectors, and bow text vectors perform poorly. In this paper, word2vec combined with tfidf will be used as the text feature input of the classification model.

3.5 Text Classification. Text classification categorizes texts of unknown categories into known categories, which involves manually classifying and labeling known text sets, using the labeled text of the training set combined with the text features of the unknown text to distinguish the text category. Text classification algorithms have methods based on traditional machine learning and deep neural network learning. Traditional machine learning has naive Bayes, K-nearest neighbor algorithm (KNN), support vector machine (SVM), neural network, etc. Deep neural network learning has fastText model, TextCNN model, TextRNN model, etc.

3.5.1 Naive Bayes (NB). The naive Bayes classifier is a probabilistic classifier that uses a bag-of-words model for text features and uses the frequency of each word as a document feature. Assume that the category $C = \{c_1, c_2, c_3, \ldots, c_m\}$ in the labeled text set has $m$ categories of text. There is a text $d$ to be classified, looking for the classification of $d$:
Formula (23) calculates the probability value of the text \( d \) under \( C = \{ c_1, c_2, c_3, \ldots, c_m \} \). Text \( d \) belongs to the category with the largest probability value. Assuming that the set of words in text \( d \) is \( \{ w_1, w_2, w_3, \ldots, w_n \} \), the calculation denominator \( p(d) \) for each category is the same and can be omitted. Equation (22) is further simplified as follows:

\[
p(c_i|d) = p(w_1|c_i)p(w_2|c_i)\cdots p(w_n|c_i), \quad i \in \{1, 2, \ldots, m\}.
\]  

(21)

Since naive Bayes assumes that the attributes (feature items) are mutually independent, formula (22) can be obtained:

\[
p(c_i|d) = \frac{p(d|c_i)p(c_i)}{p(d)}, \quad i \in \{1, 2, \ldots, m\}.
\]  

(20)

Through the statistics of the training set text, it is easy to calculate the probability of a word in each category, but the probability may be small, and the product result will become smaller and smaller. The logarithmic function is introduced, \( p(c_i|d) \):

\[
p(c_i|d) = \log p(c_i) + \sum_{j=1}^{n} \log p(w_j|c_i), \quad i \in \{1, 2, \ldots, m\}.
\]  

(23)

3.5.2. K-Nearest Neighbor Algorithm (KNN). To classify text \( d \), find the \( k \) texts closest to text \( d \) in the training text set. The classification of text \( d \) is based on the classification labels of these \( k \) texts. In simple terms, most of the classification labels of \( k \) texts belong to a certain category. Then, the text \( d \) also belongs to this category [9, 10]. The distance between the text \( d \) to be classified and the training sample can be calculated by Euclidean distance or cosine similarity [11, 12].

The advantages of KNN are suitable for automatic classification with relatively large sample size, but for small sample sizes, it is easy to cause misclassification. When the number of classifications of the training samples is unbalanced, the prediction accuracy of the text to be classified in a small number of categories is low.

3.5.3. Support Vector Machine (SVM). The SVM algorithm is a general learning method proposed by Vapnik and Bell Labs group in 1995, which is based on VC statistics and the principle of structural risk minimization [13]. The basic idea of the SVM classification method is to find a hyperplane in the \( n \)-dimensional space under the condition of linear
separability, distinguish two types of samples in the space, and solve the multiclassification problem by transforming it into a two-classification problem and then solve it.

In order to judge the performance of the classification algorithm, the necessary evaluation of the classification algorithm is performed, and the accuracy, precision, and recall are used to evaluate the performance of the model classification. The formulas are as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

In the formula, \( P \) and \( N \) in FP, FN, TP, and TN represent the judgment result of the model, and \( T \) and \( F \) evaluate whether the judgment result of the model is correct. FP is false positive, which means that the prediction is of this type, but the actual number is not the number of this type; FN is false negative, which means that the prediction is not of this type, but is actually the number of this type; TP is true positive, which means that the prediction is of this type, and it is also actually the number of this category; TN is true negative, which means that the prediction is not of this category, and it is not actually the number of this category. Considering the accuracy rate and recall rate comprehensively, calculate the F-Score (harmonic mean); the \( \beta \) weight is 1, and the F1-Score value is calculated. The larger the value, the better the model classification performance. The formula of F1-Score is as follows:

\[
F1 - \text{Score} = \frac{2 \times (\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}
\]

Plotting the true positive rate (TPR) and false positive rate (FPR) curve ROC is also a method to evaluate the classification model. The area under the ROC curve is AUC (Area under the ROC curve). The larger the AUC area, the better the classification effect.

3.5.4. TextCNN. TextCNN is the application of the convolutional neural network (CNN) in text classification. CNN initially achieved great success in the image field. CNN mainly captures local features. The CNN sentence classification model proposed by Kim [14] is shown in Figure 6.

The input layer of TextCNN is the word vector matrix in the text. Assuming that the text has \( n \) words and the word vector dimension is \( k \), then the size of this matrix is \( n \times k \). The word vector here can directly use the word vector calculated by word2vec, or it can be used as the embedding layer of the CNN model to participate in the back propagation algorithm for parameter optimization. The hidden layer of TextCNN is composed of a convolutional layer and a pooling layer. The convolutional layer has several different convolution kernels. The input matrix is subjected to convolution operations with several different convolution kernels to obtain several feature vectors. The pooling layer completes the work of reducing the dimensionality of the feature vector. There are usually average pooling and maximum pooling operations. TextCNN text classification generally chooses maximum pooling to compress each feature vector and select the maximum value of each feature vector. The output layer uses the softmax function to normalize the output vector and output the probability of each class. In the TextCNN experiment, you can arbitrarily combine multilayer convolution and pooling to achieve different experimental effects.

3.5.5. TextRNN. Recurrent Neural Network (RNN) introduces the concept of time series into the network structure, which has stronger adaptability in time series data analysis [15–17]. RNN processing time series data can save historical information and apply the information of the previous layer to the information of the lower layer. RNN training has the problems of gradient disappearance and gradient explosion [18]. Hochreiter and Schmidhuber. improved RNN, that is, long-term and short-term neural network (LSTM) [19], which can realize long-distance dependent information. The RNN model structure of LSTM is mostly used in text processing, as shown in Figure 7. LSTM adds cell state and gating unit to the structure of the original RNN to
complicate the structure of the unit (hidden layer). Information can be added or deleted through the structure of the unit’s input gate, forget gate, and output gate and can selectively send message.

In the text classification task, LSTM is connected by multiple cells. The input $\chi_t$ of each cell corresponds to a word in the text. $h_t$ of the last cell is output to the fully connected softmax layer, and the classification result $y$ is output.

3.6. Text Clustering. Text clustering is the process of automatically categorizing text collections. The classification of text collections is not determined in advance, but is obtained from the data itself. Text clustering is to maximize the similarity within classes and minimize the similarity between classes. Text clustering is an unsupervised learning method with a certain flexibility and high automatic processing ability [20]. According to the thought clustering algorithm, it
can be divided into partition clustering, hierarchical clustering, density clustering, and so on.

3.6.1. Divide Clusters. Dividing and clustering uses the split method to construct a dataset (N length) into K clusters (K < N). K-means belongs to the division clustering method. First, select the K initial centroids of the number of categories expected by the user, and randomly select the K centroids. Through distance calculation, the text is classified into the class of the closest mass point and the centroid of this class is recalculated; repeat the process until the position of the centroid does not change; then, the final result of clustering is obtained. The similarity calculation can use methods such as Euclidean distance to calculate the text vector to obtain the distance. The smaller the distance, the higher the similarity of the data. The K value of K-means needs to be determined in advance. For unsupervised tasks, the actual number of classifications of the dataset is not known. It is difficult to obtain the value of K. Generally, a rough estimate is obtained through the evaluation of clustering results and other hierarchical clustering. Based on the classic K-means algorithm, Ding Ruoyao introduced the idea of level-based, density-based, and partition-based to solve the problem of how many and how to choose the initial cluster center [21]. Update the centroid; if there are too many abnormal points, the centroid will be biased toward the coordinates of the abnormal points, resulting in a bad clustering effect. K-means uses Euclidean distance to measure the similarity of sample data, and the clustering results obtained are biased towards convex distribution, which is not friendly to nonconvex data clustering. And, the initial centroid is randomly selected, and the initial centroid has a certain influence on the clustering effect.

3.6.2. Hierarchical Clustering. Hierarchical clustering uses hierarchical decomposition to process a given dataset until the expected conditions are met. Hierarchical clustering has two schemes, “bottom-up” and “top-down.” BIRCH adopts balanced iterative protocol and clustering, scanning the dataset in a single pass, and using the clustering feature tree to help fast clustering. The BIRCH algorithm does not need to input the category number K value. If the K value is not input, the number of tuples of the final clustering feature tree is the final K; otherwise, the tuples of the clustering feature tree will be merged according to the input K value combined by distance. The BIRCH algorithm has fast clustering speed. It only needs to scan the training set once to build a clustering feature tree and identify noise points, but it does not perform well on high-dimensional feature data clustering.

3.6.3. Density Clustering. Compared with clustering based on distance calculation, density calculation solves the shortcoming that distance calculation can only find “quasi-circular” clusters. As a density clustering algorithm, DBSCAN is more suitable for convex distribution data than K-means and BIRCH, and it is also suitable for nonconvex distribution data. DBSCAN has the advantages of fast clustering speed, effective processing of noise points, and discovery of spatial clustering of arbitrary shapes, but the DBSCAN algorithm is not a completely stable algorithm.

3.7. Theme Crawler Algorithm. The topic crawler uses the LSTM + CNN classification model to judge the topic relevance of the collected information, and further extracts links from related information pages to further crawl information. The experimental data contains 23,000 pieces of agricultural information collected and 25,000 pieces of Sogou news data. The model structure is shown in Figure 8.

Proceed as follows:

(1) Data input: fixed the matrix parameters of the embedding layer. The parameter is the word vector trained by word2vec. All texts are processed into fixed-length time series data and network input. The embedding layer becomes a two-dimensional matrix. Each row is a word.

(2) Model training: the embedding layer parameters do not participate in model training, and the word2vec obtained is used directly. All the text sequences in the training set are used as the input layer data of the network, and the two-dimensional time series data is converted into the LSTM layer through the embedding layer, and the output of the LSTM layer is used as the input of CNN. The convolutional layer consists of 3 layers of convolution. After the maximum pooling process, it is connected to the 3 layers of fully connected layers. The activation function uses Relu, and finally, the layer containing the softmax activation function is used to output the classification results. Using backpropagation to update the parameters of the entire network, in order to improve the generalization ability of the model and avoid overfitting, some neural connections (Dropout) are randomly discarded [22], and batch normalization (Batch Normalization) [23] is added.

(3) Model verification: use the test set and the trained model for evaluation. The test set is used as the input of the model to compare the real classification label and the classification output of the model to verify the prediction accuracy of the model and related performance parameters.

The evaluation of the model calculated the accuracy rate, recall rate, and F1-Score under each experiment and plotted the ROC curve to visualize the classification effect of the classification algorithm. Experiments compare the differences between LSTM + CNN and other classification algorithms and conduct experiments on support vector machines (SVM), polynomial naive Bayes (MultinomialNB), and convolutional neural networks (CNN). SVM uses a linear kernel function for multiple classification. MultinomialNB uses statistics-based classification methods for text classification. CNN has the characteristics of local perception, global sharing, and multiple convolution kernels. The CNN model experiment uses a convolutional layer with a three-layer convolution kernel of 128, a maximum...
pooling layer, and a three-layer fully connected layer (RELU activation function). Finally, the softmax layer outputs the classification results. The LSTM model experiment uses a layer of LSTM with 500 units to connect to a 3-layer fully connected layer (RELU activation function) to output the classification results through the softmax layer. The LSTM+CNN model test is fused into the structure of CNN and LSTM [24]. The sequence output of LSTM is used as the input data of CNN for text classification. The classification results are shown in Table 2.

From the data in Table 2 and Figure 9, it can be seen that the method based on CNN-LSTM is superior to traditional SVM and Bayesian in various indicators. The main reason is that tf-idf is used to represent text features in traditional classification. This feature expression does not make full use of contextual information, and part of the information is lost. The simple CNN and LSTM classification methods are not as accurate as the features extracted after the combination of LSTM-CNN in the extraction of information features.

### Table 2: The classification of different classification methods (%).

| Model       | Accuracy |
|-------------|----------|
| SVM         | 52.55    |
| Bayes       | 92.78    |
| CNN         | 94.86    |
| LSTM        | 95.61    |
| LSTM + CNN  | 98.21    |

#### 3.8. Information Extraction Algorithm.

The TextRank model can be expressed as a directed weighted graph $G = (V, E)$, where $V$ is a set of points and $E$ is a set of edges. The weight of the edge between any two points $V_i$ and $V_j$ is $w_{ij}$. For a given point $V_i$, $\text{In}(V_i)$ is the set of points pointing to $V_i$, $\text{Out}(V_j)$ is the set of points pointed by $V_i$, and the scoring formula of this point is shown in the following formula:

$$WS(V_i) = (1 - d) + d \sum_{V_j \in \text{In}(V_i)} \sum_{V_k \in \text{Out}(V_j)} w_{kj} WS(V_j).$$
Figure 9: ROC curve.
Among them, $d$ is the damping coefficient, with a value range of 0 to 1, which represents the probability of pointing from a specific point to any other point in the graph and generally takes a value of 0.85. At the beginning, each point has a random initial value, and the Markov transition matrix method is used to recursively calculate until the result is converged (the error is less than the threshold).

The system uses TextRank as the keyword and abstract extraction algorithm. Keyword extraction uses co-occurring vocabulary relations under a certain window to sort words and extract keywords. The main steps are as follows:

(1) Split the text into sentences.
(2) For each sentence, perform word segmentation and part-of-speech tagging, filter stop words, and retain specified part-of-speech words (such as nouns, verbs, and adjectives).
(3) Construct the word graph $= (V, E)$, which is composed of the reserved words in step (2). Then, use the co-occurrence relationship to construct the $E$-edge set. There are edges between two points only if their corresponding words co-occur in a window of length $K$. $K$ represents the window size, that is, at most, $K$ words can co-occur.
(4) According to formula (1), iteratively calculate the score of each point until convergence.
(5) Reverse the score of each point to get the most important top words as candidate keywords.
(6) Mark the top candidate keywords in the original text. If adjacent phrases are formed, they are combined into multiword keywords.

Automatic summary extraction based on TextRank forms a summary by selecting sentences with higher importance in the text. The main steps are as follows:

(1) Divide the text into sentences to obtain $T = [S_1, S_2, \ldots, S_m]$, construct a graph $G = (V, E)$, where $V$ is the sentence set, segment the sentence, and remove the stop words, $S_i = [t_{i1}, t_{i2}, \ldots, t_{im}]$, where $t_i \in S_i$
(2) Construct the edge set $E$. According to the content coverage between sentences, given two sentences $S_i$ and $S_j$, the calculation is shown in the following formula:

$$
\text{Similarity}(S_i, S_j) = \frac{|t_k|}{\log(|S_i|) + \log(|S_j|)}, \quad t_k \in t_i \cap t_j.
$$

(30)

If the similarity is greater than the set threshold, the two sentences $S_i$ and $S_j$ are considered to be related, and the edge set $E$ is added, and the weight is set to the similarity value
(4) According to formula (1), iteratively solve each sentence score
(5) Form a summary of candidate sentences according to requirements

For automatic extraction of keyword and abstract, the “meta” label and “title” label in the information page collected can be referred. The information extraction example is shown in Table 3.
threshold M, proceed to the next step; otherwise, iteratively calculate (6) and (7) according to the new cluster center.

(9) Judge the increment number, which is 0; the algorithm ends and outputs the topic number K and the clustering result. Otherwise, go back to step (1) and process the next incremental text.

In step (2) of the above algorithm, the similarity between the text \( S \) and each topic is calculated, and a valid text is selected from each topic as the representative of the topic. The calculation is shown in the following formula:

\[
\begin{align*}
    d &= \max \left\{ \sum_{i \neq j}^{M_k} \sim \left( \mathbf{d}_i, \mathbf{d}_j \right) \right\}, \quad d_i, d_j \in C_k, \\
\end{align*}
\]

(32)

Select the effective text of the text composition topic with the largest average similarity from each topic, \( C_k \) is the current topic set, and \( M_k \) is the number of current topic texts. At the same time, there will be a certain degree of similarity between topics. The similarity between topics can be detected by related topic drift. The similarity between topics is calculated by the following formula [26]:

\[
\begin{align*}
    \sim(C_i, C_j) &= \max \left\{ \sim \left( \mathbf{d}_{C_i}, \mathbf{d}_{C_j} \right) \right\}, \quad \mathbf{d}_{C_i} \in C_i \text{ and } \mathbf{d}_{C_j} \in C_j. \\
\end{align*}
\]

(33)

The similarity is calculated for the text sets in each two topics, and the maximum similarity is taken as the similarity between the topics.

3.10. Topic Tracking Algorithm. In this paper, K-nearest neighbor (abbreviated as KNN) is used, and some improvements are made on the original basis. KNN compares and selects the nearest K known topic texts related to the classified text according to the topics of the K texts. To determine the subject of the text to be classified, the algorithm steps are as follows:

(1) Calculate the similarity between the text to be tracked and the effective text of a known topic. See formula (4) for effective text selection and formula (3) for similarity calculation. Select the K topics with the highest similarity.

(2) Calculate the similarity between all the texts of K topics and the text to be tracked, select the K texts with the highest similarity, and calculate the average similarity of the K texts in the unit of topic.

(3) The maximum average similarity \( \geq \) the threshold \( \rho \), and it is determined that the text to be tracked belongs to this topic.

3.11. Sentiment Analysis Algorithm. This paper adopts the method based on sentiment dictionary to detect sentiment tendency. The construction of sentiment dictionary is a complicated and arduous task. This article adopts the combination of HowNet sentiment dictionary and NTU built by Taiwan University as the basic sentiment dictionary and adds the basic sentiment dictionary to users. The dictionary is used for word segmentation and necessary expansion and improvement. Using Word2Vec and basic emotional dictionary to build a dictionary, the construction process is shown in Figure 10 [27, 28].

The main steps of constructing an emotional dictionary are as follows:

(1) To retain emotionally inclined words in the corpus, here retain adjectives and adverbs as candidate emotional words.

(2) Construct the word vector of the corpus based on the word2vec word vector calculation tool, and obtain the 10 words closest to the candidate word.

(3) Judge whether all 10 similar words cannot be found in the basic emotional vocabulary, and none of them can jump to step (5); otherwise, proceed to step (4).

(4) Determine the emotional tendency according to the semantic similarity between the candidate emotional word and the commendatory emotional word.
among the 10 similar words. The calculation is shown in the following formula:

\[
O(\text{word}) = m \sum_{i=1}^{m} \text{sim}(\text{word}, P\text{word}_{i}) - n \sum_{j=1}^{n} \text{sim}(\text{word}, N\text{word}_{j}).
\] (34)

Among them, sim\((\text{word1}, \text{word2})\) uses the word vector of word1 and word2 to calculate the cosine value as the similarity, and the calculation formula is shown in formula (34), and \(P\text{word}\) represents the praise word, \(N\text{word}\) represents the derogatory word, and \(O(\text{word}) > 0\) is the candidate word, and it is a commendatory word, and \(O(\text{word}) < 0\) means the word is a derogatory term.

(5) Select 15% of the commendatory and derogatory words with obvious and strong emotional tendency as seed words from the basic emotional vocabulary, and use the HowNet tool to calculate the semantic similarity between the candidate words and the seed words to determine the emotional tendency:

\[
O(\text{word}) = \frac{1}{m} \sum_{i=1}^{m} \text{sim}(\text{word}, P\text{word}_{i}) - \frac{1}{n} \sum_{j=1}^{n} \text{sim}(\text{word}, N\text{word}_{j}).
\] (35)

Among them, sim\((\text{word1}, \text{word2})\) is the semantic similarity calculated by the HowNet tool, and \(P\text{word}\) represents the praise word, \(N\text{word}\) represents the derogatory word, \(O(\text{word}) > 0\) means the candidate word is the praise word, and \(O(\text{word}) < 0\) means the word is a derogatory term. Emotional words are assigned, positive emotional words have a score of 1, negative emotional words have a score of -1, neutral words are 0, degree adverbs are based on the score given in the emotional dictionary, and negative words are all set to -1. Sum up the sentiment weights of all words in the text; if the score obtained is greater than 0, it is a positive sentiment. If the score is less than 0, it is a negative emotion. If the score is 0, it is a neutral emotion.

With the increase of sentiment annotation data, the sentiment judgment of public opinion information is realized by constructing a text sentiment classification model. Sentiment classification is different from domain classification. The general feature extraction algorithm in domain text classification can play a very good classification effect, but it has its own independent characteristics in sentiment classification, and the general text feature extraction algorithm cannot play a good effect. The features that can be selected in sentiment classification include sentiment words, negative words, transition words, and degree adverbs. See Table 4 for specific descriptions, Table 5 for dictionaries, and Table 6 for negative dictionary, turning dictionary, and degree adverb dictionary.

Aiming at the analysis of agricultural product network public opinion information and the large amount of information on the Internet, this paper proposes the design and implementation of a platform for agricultural public
opinion data collection and monitoring system based on big data technology. The system can collect large-scale data, expand collection sites flexibly, perform preliminary natural language processing on the collected data in real time and import it into the database. It realizes the recognition and tracking of public opinion topics, realizes the early warning of public opinion information based on emotional polarity calculation and keyword monitoring, and visually displays the data.

4. Summary

(1) First, analyze the current status of online public opinion under the current development of the network environment, further analyze the current status of agricultural public opinion, and elaborate on the importance of effective monitoring of agricultural online public opinion and the relevant background conditions of online public opinion research at home and abroad.

(2) Introduce related technologies such as Hadoop, Spark computing model, HBase database, Solr file retrieval service, and Scrapy-Redis distributed crawler in the big data ecological environment.

(3) System demand analysis and nonfunctional demand analysis: design and explain the physical structure and technical structure of the system, hierarchically design functional modules, and design HBase and MySQL public opinion system databases.

(4) Introduce the basic algorithms of text processing, text classification algorithms, and text clustering algorithms, and improve the algorithms in topic detection and tracking in public opinion analysis and sentiment analysis tasks.

5. Conclusion

(1) Experimental comparison shows that word2vec has a stronger expression of text semantics and, at the same time, solves the high-dimensional sparse problem of tfidf and bow vectors, and bow text vectors perform poorly.

(2) The research is concluded that the classification of agricultural product network public opinion information based on CNN-LSTM is superior to traditional SVM and Bayesian.

(3) The solution in this paper can meet the user’s requirements for the monitoring of network public opinion for agricultural products.

There are several shortcomings in the research of this paper that need to be improved. For example, the website’s anticrawling strategy and dynamic loading technology prevent the crawler to crawl information. The accuracy of algorithm analysis has been improved, but there are still errors, which can be further improved.
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