An efficient meshless radial point collocation method for nonlinear $p$-Laplacian equation
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Abstract
This paper considered the spectral meshless radial point interpolation (SMRPI) method to unravel the nonlinear $p$-Laplacian equation with mixed Dirichlet and Neumann boundary conditions. Through this assessment, which includes meshless methods and collocation techniques based on radial point interpolation, we construct the shape functions, with the Kronecker delta function property, as basis functions in the framework of spectral collocation methods. Studies in this regard require one to evaluate the high-order derivatives without any kind of integration locally over the small quadrature domains. Finally, some examples are given to illustrate the low computing costs and high enough accuracy and efficiency of this method to solve a $p$-Laplacian equation and it would be of great help to fulfill the implementation related to the element-free Galerkin (EFG) method. Both the SMRPI and the EFG methods have been compared by similar numerical examples to show their application in strongly nonlinear problems.
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1 Introduction
We are concerned for the numerical solution of the following nonlinear $p$-Laplacian equation:

$$-\text{div}(|\nabla u(x)|^{p-2}\nabla u(x)) = f(x), \quad x = (x_1, x_2) \in \Omega,$$

with the Dirichlet and Neumann boundary conditions

$$u(x) = g_1(x), \quad x = (x_1, x_2) \in \Gamma_1,$$

$$n \cdot \nabla u(x) = g_2(x), \quad x = (x_1, x_2) \in \Gamma_2,$$

respectively. Furthermore, $f$, $g_1$ and $g_2$ are given functions, $p \in (1, \infty) \setminus \{2\}$ is a given parameter, div and $\nabla$ are the gradient and divergence operator. Also, $\Omega$ is a two-dimensional bounded domain with boundary $\Gamma = \Gamma_1 \cup \Gamma_2$, $n = (n_1, n_2)^T$ is the unit outward normal to
\( \Gamma \) and \( u \) is the unknown function with the following scalar product in \( \mathbb{R}^2 \):

\[
|\nabla u(x)| = \sqrt{\nabla u(x) \cdot \nabla u(x)}.
\]

When \( p = 2 \), Eq. (1) degenerates to the linear Poisson equation. This issue has been used through modeling many nonlinear physical applications evidently. More specifically, \( p \)-Laplacian problem used to illustrate the mechanics and dynamic systems [1, 3, 5, 9, 11, 12]. Nonetheless it should be noted that, due to the high complexity of strongly nonlinear terms in partial differential equations (PDEs), the analytically handling of equations described by this nonlinearity is utterly difficult or even impossible. To prevail through this challenge, practical numerical/approximate methods have been presented to solve them [10, 15, 19].

The authors in [20], utilized the variational method and limiting approach to solving the minimization problems of the Dirichlet/Neumann eigenvalues of the one-dimensional \( p \)-Laplacian equation in which the existence of positive solutions of this problem had already been interrogated by Jankowski [13]. Liu and Yan [18] have used the quasi-norm techniques in order to perform an improved a posteriori error analysis for the \( p \)-Laplacian with only Dirichlet condition. Also, a nonlocal \( p \)-Laplacian-type diffusion equation with Dirichlet boundary condition has been investigated in [2]. An investigation on the Fucik spectrum of the negative \( p \)-Laplacian with different boundary conditions has been proposed in [22]. Other methods used to solve different types of this problems include the finite volume method [14], the finite element method [6], and the finite difference method [24]. Many meshless methods, as a special class of spectral methods, have been used for solving the \( p \)-Laplacian equation such as the Petrov–Galerkin method [21], the radial basis functions (RBFs)-based [4] and the WEB-spline-based mesh-free method [7]. On the contrary of easy implementation of these methods, the challenge of these methods is their low accuracy and high cost of computing in discretization. With an overview you will notice that in these references, the authors have tried to use the interpolate approximate basis functions to reformulated the \( p \)-Laplacian problem as an equivalent minimization problems. Since it is difficult to achieve satisfactory performance in these methods, the EFG method is expanded by Li and Dong in [16] for solving the problem (1)–(3) directly. Because of the high efficiency of nonlinear term in the \( p \)-Laplacian equation, the EFG discretization results in highly nonlinear algebraic systems. To overcome this challenge, the researcher used a linearized iterative process that vividly cause the much computational error in numerical results. Through the next year, they developed the EFG method and used the IEFG method [17] for this problem and show that the IEFG method can have a higher computational efficiency than the previous method.

The aforementioned properties of meshless methods have encouraged some researchers to develop new computing architectures and techniques where the primary focus was on hardware simplicity. In spite of great benefits in using the meshless weak form methods, the challenge of these methods is their limited accuracy, locality, complexity and high cost of computing in discretization. Unfortunately, because linear polynomials or linear elements have been used in all these methods, the use of a higher interpolation shows more complex dynamic characteristics in them. Furthermore, the complicated nature of the non-polynomial shape functions, which play an important role in the accuracy of these methods, is computationally expensive in the numerical integration scheme. To overcome these challenges, we invoke a new spectral collocation method (also called a
pseudo-spectral method) to expand a numerical solution of the $p$-Laplacian equations (1)–(3). The SMRPI method, comprised of meshless radial point interpolation and collocation techniques, has been assigned and applied to the 2-D and 3-D diffusion equations by Shivanian in [25–28]. Through this technique, the point interpolation method with the help of RBFs is proposed to construct shape functions which have the Kronecker delta function property and are used as basis functions in the framework of the SMRPI. The given method either utilizes any global basis functions for interpolating technique or uses arbitrary points for discretization, giving us a very flexible chart for solving the $p$-Laplacian equation. Using SMRPI as a meshless collocation method bears some advantages such as a simple evaluation of high-order derivatives of a given differential equation and being less expensive of computational costs. In addition, to implement this method we are not required to use any local integration in small quadrature domains, shape parameterization or refinement techniques as is essential in Galerkin weak form meshless methods such as the EFG method.

The overall organization of this paper is as follows. The next section presents SMRPI method briefly. Understanding functions in terms of the SMRPI approach can be a major challenge in this study. Then the third section shows our methodology. In this section, Eqs. (1)–(3) could be performed by the SMRPI method. The numerical results and comparison have been set in Sect. 4 and the conclusions as regards the results in the last section.

2 SMRPI scheme

To perform the continuous function $u(x)$ of $p$-Laplacian equations (1)–(3) via the SMRPI method, we have to outline it in this section. The continuous function $u(x)$ can be represented via RBF $R_i(x)$ and monomials in the point of interest $x \in \Omega_i$. So, the coefficients $a_i$ and $b_j$ can be considered as

$$u(x) = \sum_{i=1}^{n} R_i(x) a_i + \sum_{j=1}^{m} P_j(x) b_j = R^T(x) a + P^T(x) b,$$

in which $\Omega_i$ is a disk centered at $x_i$ with radius $r_i$, $n$ is the number of point in $\Omega_i$ and $m$ is the number of polynomial basis functions. When $m = 0$, only RBFs are used, otherwise, the RBF is augmented with $m$ polynomial basis functions. In the point of interest $x_i$, we enforce Eq. (4) to be satisfied at those $n$ nodes surrounding it. Then the linear algebraic system of equations (4) is represented as follows:

$$U_s = R^T a + P^T b,$$

in which $U_s$ is the vector of function values defined as

$$U_s = [u_1, u_2, u_3, \ldots, u_n]^T,$$

$R_n$ denotes the RBFs moment matrix as follows:

$$R_n = \begin{pmatrix} R_{1,1} & R_{1,2} & \cdots & R_{1,n} \\ \vdots & \vdots & \ddots & \vdots \\ R_{n,1} & R_{n,2} & \cdots & R_{n,n} \end{pmatrix},$$
and \( \mathbf{P}_m \) represents the polynomial moment matrix defined by

\[
\mathbf{P}_m = \begin{pmatrix}
p_1(x_1) & p_1(x_2) & \cdots & p_1(x_N) \\
p_2(x_1) & p_2(x_2) & \cdots & p_2(x_N) \\
\vdots & \vdots & \ddots & \vdots \\
p_m(x_1) & p_m(x_2) & \cdots & p_m(x_N)
\end{pmatrix}.
\]

(8)

Also, the vector of unknown coefficients for RBFs is

\[
\mathbf{a} = \{a_1, a_2, a_3, \ldots, a_n\}^T,
\]

(9)

and the vector of unknown coefficients for the basis polynomial is

\[
\mathbf{b} = \{b_1, b_2, b_3, \ldots, b_m\}^T.
\]

(10)

Assume that \( r_k, k = 1, 2, \ldots, n \), being the distance between nodes in the support domain, \( \mathbf{R}_{k,i} = \mathbf{R}(r_k) \) are the RBFs in (7). We added the following \( m \) equations in (5) to make a square matrix:

\[
\mathbf{P}_m^T \mathbf{a} = 0.
\]

(11)

So, the following system of equations is obtained from (5) and (11):

\[
\hat{\mathbf{U}}_s = \begin{pmatrix}
\mathbf{U}_s \\
0
\end{pmatrix} = \begin{pmatrix}
\mathbf{R}_n \\
\mathbf{P}_m
\end{pmatrix} \begin{pmatrix}
\mathbf{a} \\
\mathbf{b}
\end{pmatrix} = \mathbf{G} \hat{\mathbf{a}}_s,
\]

(12)

in which the matrix \( \mathbf{G} \) is theoretically non-singular [29] and

\[
\hat{\mathbf{a}}_s = \begin{pmatrix}
\mathbf{a} \\
\mathbf{b}
\end{pmatrix}.
\]

(13)

Now from (12) we have

\[
\hat{\mathbf{a}}_s = \mathbf{G}^{-1} \hat{\mathbf{U}}_s.
\]

(14)

By rewriting Eq. (4) we obtain

\[
u(x) = \hat{\Phi}(x) \hat{\mathbf{U}}_s,
\]

(15)

such that

\[
\hat{\Phi}(x) = \left[ \mathbf{R}_n(x), \mathbf{P}_m(x) \right] \mathbf{G}^{-1}.
\]

(16)

The shape functions corresponding to the nodal displacements of radial point interpolation method (RPIM), are the first \( n \) functions of the above vector and we show them by the vector \( \Phi^T(x) \):

\[
\Phi(x) = \left[ \phi_1(x), \phi_2(x), \ldots, \phi_n(x) \right].
\]

(17)
Now Eq. (15) converts to the following form:

\[ u(x) = \Phi(x)\mathbf{U}_s = \sum_{i=1}^{N} \phi_i(x) u_i. \]  

(18)

Also it is well known that the Kronecker delta function property is attached to the RPIM shape functions by (16), which is explicitly written thus:

\[ \phi_i(x_j) = \begin{cases} 1, & i = j, i, j = 1, 2, \ldots, n, \\ 0, & i \neq j, i, j = 1, 2, \ldots, n, \end{cases} \]  

(19)

and lead to a sparse global collocation system. We assume that the total number of nodes that cover the \( \bar{\Omega} = \Omega \cap \partial\Omega \) is \( N \). By rewriting Eq. (18), we have

\[ u(x) = \Phi(x)\mathbf{U}_s = \sum_{i=1}^{N} \phi_i(x) u_i. \]  

(20)

Since corresponding to node \( x_j \) there is a shape function \( \phi_i(x) \), \( i = 1, 2, \ldots, N \), obviously we have from Eq. (19)

\[ \forall x_j \in \Omega_{x_s}^c, \quad \phi_i(x_j) = 0, \]  

(21)

where \( \Omega_{x_s}^c = \{ x_j : x_j \notin \Omega_x \} \). Now the derivatives of \( u(x) \) respect to \( x_j \), \( i \)th component of \( x = \{ x_1, \ldots, x_i, \ldots, x_N \} \), determined as

\[ \frac{\partial u}{\partial x_i}(x) = \sum_{j=1}^{N} \frac{\partial \phi_j}{\partial x_i}(x) u_j, \]  

(22)

and for high derivatives of \( u(x) \) we have

\[ \frac{\partial^s u}{\partial (x_i)^s}(x) = \sum_{j=1}^{N} \frac{\partial^s \phi_j}{\partial (x_i)^s}(x) u_j, \]  

(23)

where \( \frac{\partial^s}{\partial (x_i)^s} \) is for the \( s \)th derivatives with respect to \( x_i \) implying that due to Eq. (21), \( \forall x_j \in \Omega_{x_s}^c, \frac{\partial^s \phi_j}{\partial (x_i)^s}(x) = 0, s = 1, 2, \ldots. \) Denoting \( u^{(s)}_x(\cdot) = \frac{\partial^s u(\cdot)}{\partial (x_i)^s} \) and setting \( x = x_i \) in Eq. (20). Then the following matrix form is given:

\[
\begin{pmatrix}
\mathbf{D}^{x_i}_{x_j}\mathbf{U}_s^{(s)}(x) \\
\mathbf{U}_s^{(0)}(x_1) \\
\vdots \\
\mathbf{U}_s^{(0)}(x_N)
\end{pmatrix} =
\begin{pmatrix}
\frac{\partial^{s} \phi_1}{\partial (x_i)^s}(x_1) & \cdots & \frac{\partial^{s} \phi_N}{\partial (x_i)^s}(x_1) \\
\vdots & \ddots & \vdots \\
\frac{\partial^{s} \phi_1}{\partial (x_i)^s}(x_N) & \cdots & \frac{\partial^{s} \phi_N}{\partial (x_i)^s}(x_N)
\end{pmatrix}
\begin{pmatrix}
\mathbf{U}_s^{(s)} \\
\mathbf{U}_s^{(0)} \\
\vdots \\
\mathbf{U}_s^{(0)}
\end{pmatrix}.
\]  

(24)

This matrix-vector form for high-order derivatives is as follows:

\[ \mathbf{U}_s^{(s)} = \mathbf{D}^{x_i}_{x_j}\mathbf{U}_s, \]  

(25)
where
\[ U_{x_i}^p = \{ u_{x_i}^{(1)}(x_1), \ldots, u_{x_i}^{(N)}(x_N) \}. \] (26)

### 3 Implementation of the SMRPI for $p$-Laplacian equation

By using (20) and (23), the following form is obtained for Eq. (1):

\[
- \text{div} \left( \frac{|\sum_{j=1}^{N} \nabla \phi_j(x) u_j|^{p-2}}{\sum_{j=1}^{N} \nabla \phi_j(x) u_j} \sum_{j=1}^{N} \nabla \phi_j(x) u_j \right) = f(x). \tag{27}
\]

For simplicity of computation, we replace the term \( |\sum_{j=1}^{N} \nabla \phi_j(x) u_j|^{p-2} \) by a linear combination of the basis functions \( \phi_j(x) \),

\[
\left| \sum_{j=1}^{N} \nabla \phi_j(x) u_j \right|^{p-2} = \sum_{j=1}^{N} \phi_j(x) \kappa_j(u), \tag{28}
\]

where \( u = [u_1, \ldots, u_N]^T \). Let \( x = x_i, i = 1, 2, \ldots, N_{\Omega} \) (\( N_{\Omega} \) is the number of nodes in \( \Omega \)), so with respect to (19) we have

\[
\left| \sum_{j=1}^{N} \nabla \phi_j(x) u_j \right|^{p-2} = \kappa_j(u), \quad i = 1, 2, \ldots, N_{\Omega}. \tag{29}
\]

Applying Eq. (28) to Eq. (27) implies

\[
- \text{div} \left( \sum_{j=1}^{N} \phi_j(x) \kappa_j(u) \sum_{j=1}^{N} \nabla \phi_j(x) u_j \right) = f(x_i), \quad i = 1, 2, \ldots, N_{\Omega}, \tag{30}
\]

and equivalently

\[
\sum_{k=1}^{N} - \text{div} \left( \sum_{j=1}^{N} \phi_j(x) \nabla \phi_k(x) \kappa_j(u) \right) u_k = f(x_i), \quad i = 1, 2, \ldots, N_{\Omega}. \tag{31}
\]

By using Eqs. (2) and (3) for the nodes which are located, respectively, on the boundary \( \Gamma_1 \) and \( \Gamma_2 \), we have the following equivalent relations:

\[
\sum_{j=1}^{N} \phi_j(x) u_j = g_1(x_i), \quad i = 1, 2, \ldots, N_{\Gamma_1}, \tag{32}
\]

\[
\sum_{j=1}^{N} \nabla \phi_j(x) \cdot n u_j = g_2(x_i), \quad i = 1, 2, \ldots, N_{\Gamma_2}. \tag{33}
\]

According to the above discussions, problem (1)–(3) is equivalent to the following system of algebraic equations:

\[
K(u)u = F, \tag{34}
\]
where

\[
\left[ K(u) \right]_{ij} = - \text{div} \left( \sum_{k=1}^{N} \phi_j(x_i) \nabla \phi_k(x_i) \kappa(u) \right),
\]

(35)

\[
F_i = f(x_i), \quad i = 1, \ldots, N, j = 1, \ldots, N,
\]

(36)

and also

\[
\left[ K(u) \right]_{ij} = \nabla \phi_i(x_i) \cdot n,
\]

(37)

\[
F_i = g_1(x_i), \quad i = N + 1, \ldots, N + N_1, j = 1, \ldots, N.
\]

An iterative method with an initial guess \( u_0 \) is applied to obtain an approximate solution of (34). For comparable results between our results and other literature, we can solve the nonlinear system (34) by invoking the Matlab function `fsolve`.

### 4 Numerical results

In this section, four numerical examples are solved to demonstrate the efficiency and accuracy of the present SMRPI method. These examples were solved by other methods such as EFG method [16], IEFG method [17], FVM [14], the DG method [8] and the MFEM [7, 23]. Since the best results of these methods are obtained using the EFG method, the comparison in this paper has been done between our results with those obtained in [16] and we omit any other attempts. Also, we need to recall the following Sobolev norms to analyze the error of our method:

\[
|u - u_h|_{0,p} = \left[ \int_{\Omega} |u - u_h|^p d\Omega \right]^{\frac{1}{p}},
\]

(38)

\[
|u - u_h|_{1,p} = \left[ \int_{\Omega} \left( \left| \frac{\partial}{\partial x_1} (u - u_h) \right|^p + \left| \frac{\partial}{\partial x_2} (u - u_h) \right|^p \right) d\Omega \right]^{\frac{1}{p}},
\]

(39)

\[
\|\sigma - \sigma_h\|_{0,q} = \left[ \int_{\Omega} |\sigma - \sigma_h|^q d\Omega \right]^{\frac{1}{q}},
\]

(40)

and quasi-norms as

\[
|u - u_h|_{(\alpha, p)} = \left[ \int_{\Omega} \left( |\nabla (u - u_h)| + |\nabla (u - u_h)|^{p-2} \right) |\nabla (u - u_h)|^{\frac{p}{2}} d\Omega \right]^{\frac{1}{2}},
\]

(41)

\[
|\sigma - \sigma_h|_{(\sigma, q)} = \left[ \int_{\Omega} \left( |\nabla (\sigma - \sigma_h)| + |\nabla (\sigma - \sigma_h)|^{q-2} \right) |\nabla (\sigma - \sigma_h)|^{\frac{q}{2}} d\Omega \right]^{\frac{1}{2}},
\]

(42)

where \( \sigma = |\nabla u|^{p-2} \nabla u \) is the flux associated to \( u \) and \( q = \frac{p}{p-1} \) denotes the dual of \( p \). Obviously, the norms in Eqs. (39)–(42) are equivalent when \( p = 2 \). To apply the SMRPI method on all examples, let \( r = 4.5h \), which is significant enough to have a sufficient number of
nodes for any support domain in which the radius of disks of the support domain is used to construct the basis functions. The location of central nodes in the region of the test problem is shown in Fig. 1. In Eq. (4) we use the thin plate spline (TPS) for RBF with three order $\phi(x) = \|x\|^6 \log \|x\|$ where $\| \cdot \|$ is the Euclidean norm in $\mathbb{R}^2$ and $x = (x_1, x_2)$. Also, let $m = 21$, leading to the polynomial basis functions

$$ P^T_m(x) = \left\{ 1, x_1, x_2, x_1^2, x_2^2, x_1 x_2, x_1^3, x_2^3, x_1^2 x_2, x_1^3 x_2, x_1^2 x_2^2, x_1 x_2^3, x_1^3 x_2^3, x_1^4, x_2^4, x_1^3 x_2^4, x_1^2 x_2^5, x_1 x_2^6, x_2^7 \right\}. $$

**Example 1** For the first example, we solved the radially symmetric problem in $\Omega = [0,1]^2$ with Dirichlet boundary condition. This problem has an analytical solution as follows:

$$ u(x_1, x_2) = \frac{p-1}{p-s} \left( \frac{1}{2-s} \right)^{\frac{1}{p-1}} (1 - r^{\frac{p-s}{p-1}}), \quad r = \sqrt{(x_1 + 1)^2 + (x_2 + 1)^2}, $$

in which $p$ and $s$ are two parameters, $u$ and $\sigma$ are infinitely smooth and the right-hand function in Eq. (1) is $f(x_1, x_2) = r^{-s}$. We take $p = 4.0$ and $s = 0.6$ for the solution of this problem. Figure 2 gives the SMRPI solution $u_h$ and the associated error $u - u_h$ with $h = 1/32$. The error results have been computed with different types of norms and quasi-norms as presented in Table 1. From the results which we can see in this table that the SMRPI method accurately provides approximate solutions. Moreover, the accuracy of the numerical results has been improved by decreasing the number of $h$. In addition, for evaluation of the
Table 1: Comparing errors with different types of norms and quasi-norms for Example 1 with $p = 4.0$ and $s = 0.6$ for SMRPI and EFG methods

| $h$ | $|u - u_h|_{l,p}$ | EFG       | SMRPI     | $|u - u_h|_{u,p}$ | EFG       | SMRPI     | $|\sigma - \sigma_h|_{l,q}$ | EFG       | SMRPI     | $|\sigma - \sigma_h|_{\sigma_q}$ | EFG       | SMRPI     |
|-----|-----------------|-----------|-----------|-----------------|-----------|-----------|-----------------|-----------|-----------|-----------------|-----------|-----------|
| 1   | 4.024 x 10^{-3} | 1.334 x 10^{-1} | 1.740 x 10^{-3} | 9.632 x 10^{-4} | 8.403 x 10^{-4} | 4.116 x 10^{-4} | 1.890 x 10^{-3} | 1.334 x 10^{-1} | 2.189 x 10^{-6} | 7.751 x 10^{-3} | 3.239 x 10^{-3} | 1.559 x 10^{-3} | 7.678 x 10^{-4} | 3.831 x 10^{-4} |
| 2   | 1.672 x 10^{-3} | 1.738 x 10^{-1} | 3.480 x 10^{-3} | 1.926 x 10^{-4} | 1.682 x 10^{-4} | 7.931 x 10^{-4} | 3.906 x 10^{-3} | 1.738 x 10^{-1} | 7.647 x 10^{-6} | 8.521 x 10^{-3} | 3.573 x 10^{-3} | 1.715 x 10^{-3} | 8.422 x 10^{-4} | 4.197 x 10^{-4} |
| 4   | 3.344 x 10^{-3} | 1.786 x 10^{-1} | 6.960 x 10^{-3} | 3.852 x 10^{-4} | 3.372 x 10^{-4} | 1.586 x 10^{-4} | 7.042 x 10^{-3} | 1.786 x 10^{-1} | 1.539 x 10^{-6} | 1.699 x 10^{-3} | 3.146 x 10^{-3} | 1.433 x 10^{-3} | 7.613 x 10^{-4} | 3.817 x 10^{-4} |
| 8   | 6.688 x 10^{-3} | 1.834 x 10^{-1} | 1.392 x 10^{-2} | 7.704 x 10^{-5} | 6.744 x 10^{-5} | 3.172 x 10^{-5} | 1.408 x 10^{-2} | 1.834 x 10^{-1} | 3.078 x 10^{-7} | 3.398 x 10^{-3} | 6.292 x 10^{-3} | 3.071 x 10^{-3} | 7.226 x 10^{-5} | 3.634 x 10^{-5} |

Figure 3: Comparison the errors of SMRPI (red line) and EFG (blue line) solutions with different choices of $h$ for Example 1

accuracy of the obtained results, we compared our results with the corresponding values of EFG in this table. Error comparison results for the EFG method and the SMRPI are given in Fig. 3. Obviously, both methods converge monotonously but our suggested approach is more effective.

Example 2: For the second case, we take $p = 1.5$ and $s = 0.6$ for the solution of Example 1. Here, $r = \sqrt{x_1^2 + x_2^2}$ and $u$ and $\sigma$ have a limited regularity for the performance of the SMRPI method. Figure 4 gives the SMRPI solution $u_h$ and the associated error $u - u_h$ with $h = 1/32$. Table 2 shows the values of computed errors with different types of norms and quasi-norms obtained by the EFG method and our present method. In addition, this table states the effect of various values of the nodal spacing $h$ on the results. As seen in this table, the accuracy of the SMRPI method can be easily investigated by comparing the error values improved by our introduced method with those obtained by the other methods.
Figure 4 Graphs of the SMRPI solution and the error with $h = 1/32$ for Example 2

Table 2 Comparing the errors with different types of norms and quasi-norms for Example 2 with $p = 1.5$ and $s = 0.6$ for SMRPI and EFG methods

| $h$ | $|u - u_h|_{1,p}$ | $|u - u_h|_{1,q}$ | $|\sigma - \sigma_h|_{0,q}$ | $|\sigma - \sigma_h|_{0,q}$ |
|-----|------------------|------------------|----------------------|----------------------|
|     | EFG              | SMRPI            | EFG                  | SMRPI                |
| 1/32| $7.135 \times 10^{-3}$ | $3.321 \times 10^{-1}$ | $7.194 \times 10^{-4}$ | $3.908 \times 10^{-4}$ |
| 1/16| $4.456 \times 10^{-3}$ | $2.025 \times 10^{-3}$ | $4.915 \times 10^{-4}$ | $2.125 \times 10^{-3}$ |
| 1/8 | $2.125 \times 10^{-3}$ | $8.286 \times 10^{-6}$ | $1.010 \times 10^{-4}$ | $3.518 \times 10^{-3}$ |
| 1/4 | $7.856 \times 10^{-4}$ | $4.151 \times 10^{-6}$ | $9.108 \times 10^{-4}$ | $1.825 \times 10^{-3}$ |

Example 3 In the third example, we consider a Dirichlet problem with

$$f(x, y) = \begin{cases} 0, & r = \sqrt{x_1^2 + x_2^2} < a, \\ 4^{p-1}(r-a)^{3p-4}(2-3p+\frac{p}{2}), & r \geq a, \end{cases}$$

in which $(x_1, x_2)^T \in \Omega = [0, 1]^2$ and $a = 0.3$. The analytical solution of this problem has the following form:

$$u(x_1, x_2) = \begin{cases} 0, & r < a, \\ (r-a)^4, & r \geq a. \end{cases}$$

Figure 5 gives the SMRPI solution $u_h$ and the associated error $u - u_h$ with $h = 1/32$. Table 3 gives the computed errors for EFG and SMRPI methods with $p = 1.5, 4.0$. Comparing these values reveals that the SMRPI method has a good convergence characteristic and the accuracy of the present method is higher than other methods.

Example 4 In the last example we solved a torsional creep problem by the SMRPI method in which the behavior of this problem was introduced in [16], so we ignore the details. Figure 6 gives the SMRPI solution $u_h$ with $h = 1/32$ for $p = 1.1, 2.0$, respectively. Figure 7 gives the SMRPI solution $u_h$ and the associated error $u - u_h$ with $h = 1/32$ and $p = 11$. The convergence rates of both the SMRPI and the EFG methods are compared for different parameters $p$ in Table 4. Error comparison results for
different choices of $p$ are given in Fig. 8. The numerical results clearly show the improvement of accuracy using the SMRPI method. So, our suggested approach is more effective.
Table 4 Comparing typical errors for Example 4 for SMRPI and EFG methods

| $h$ | EFG | SMRPI | EFG | SMRPI | EFG | SMRPI |
|-----|-----|-------|-----|-------|-----|-------|
| $p = 1.1$ | $|u - u_h|_{0,p} = 1.570 \times 10^{-1}$ | $1.775 \times 10^{-3}$ | $4.557 \times 10^{-3}$ | $1.572 \times 10^{-3}$ | $2.155 \times 10^{-3}$ | $5.141 \times 10^{-6}$ |
| | $|u - u_h|_{1,p} = 2.949 \times 10^{-1}$ | $4.448 \times 10^{-3}$ | $8.557 \times 10^{-3}$ | $1.225 \times 10^{-2}$ | $4.047 \times 10^{-3}$ | $4.311 \times 10^{-6}$ |
| | $|u - u_h|_{1,1} = 2.237 \times 10^{-2}$ | $3.971 \times 10^{-3}$ | $1.162 \times 10^{-2}$ | $1.588 \times 10^{-4}$ | $1.936 \times 10^{-2}$ | $1.685 \times 10^{-5}$ |
| $p = 2$ | $|u - u_h|_{0,p} = 1.582 \times 10^{-3}$ | $5.959 \times 10^{-4}$ | $2.509 \times 10^{-4}$ | $1.411 \times 10^{-6}$ | $2.509 \times 10^{-4}$ | $1.411 \times 10^{-6}$ |
| | $|u - u_h|_{1,p} = 3.163 \times 10^{-2}$ | $1.658 \times 10^{-3}$ | $1.643 \times 10^{-2}$ | $5.125 \times 10^{-5}$ | $2.738 \times 10^{-3}$ | $1.091 \times 10^{-6}$ |
| | $|u - u_h|_{1,1} = 3.921 \times 10^{-2}$ | $1.582 \times 10^{-4}$ | $2.171 \times 10^{-2}$ | $5.781 \times 10^{-6}$ | $7.164 \times 10^{-3}$ | $2.478 \times 10^{-6}$ |
| $p = 11.0$ | $|u - u_h|_{0,p} = 3.681 \times 10^{-2}$ | $5.849 \times 10^{-3}$ | $2.038 \times 10^{-2}$ | $5.985 \times 10^{-5}$ | $6.523 \times 10^{-3}$ | $1.258 \times 10^{-6}$ |
| | $|u - u_h|_{1,p} = 3.921 \times 10^{-2}$ | $1.582 \times 10^{-4}$ | $2.171 \times 10^{-2}$ | $5.781 \times 10^{-6}$ | $7.164 \times 10^{-3}$ | $2.478 \times 10^{-6}$ |
| | $|u - u_h|_{1,1} = 2.775 \times 10^{-2}$ | $8.520 \times 10^{-3}$ | $7.711 \times 10^{-3}$ | $4.112 \times 10^{-4}$ | $3.487 \times 10^{-3}$ | $6.632 \times 10^{-5}$ |

Figure 8 Graphs of the SMRPI solution with different values of $p$ and $h$ for Example 4

5 Conclusion

This paper is devoted to solving the $p$-Laplacian equation with mixed Dirichlet and Neumann boundary conditions by the SMRPI method. In spite of easy implementation of other methods for solving this problem, the challenge of these methods is their limited accuracy, locality, complexity and high cost of computing in linearization of the nonlinear terms. So, we propose an SMRPI scheme that, in addition, employs radial functions as a means of local interpolation, offers a very flexible framework with a high accuracy for solving $p$-laplacian equation. Numerical examples show that our suggested approach is more effective and accurate than the EFG method for various choices of norms and semi-norms. We show that the SMRPI method has a good convergence characteristic in comparison to other methods. The interested reader is advised to apply this method for others strongly nonlinear PDEs.
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