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Abstract

We consider the potential for positioning with a system where antenna arrays are deployed as a large intelligent surface (LIS), which is a newly proposed concept beyond massive-MIMO where future man-made structures are electronically active with integrated electronics and wireless communication making the entire environment “intelligent”. In a first step, we derive Fisher-information and Cramér-Rao lower bounds (CRLBs) in closed-form for positioning a terminal located perpendicular to the center of the LIS, whose location we refer to as being on the central perpendicular line (CPL) of the LIS. For a terminal that is not on the CPL, closed-form expressions of the Fisher-information and CRLB seem out of reach, and we alternatively find approximations of them which are shown to be accurate. Under mild conditions, we show that the CRLB for all three Cartesian dimensions (x, y and z) decreases quadratically in the surface-area of the LIS, except for a terminal exactly on the CPL where the CRLB for the z-dimension (distance from the LIS) decreases linearly in the same. In a second step, we analyze the CRLB for positioning when there is an unknown phase $\varphi$ presented in the analog circuits of the LIS. We then show that the CRLBs are dramatically increased for all three dimensions but decrease in the third-order of the surface-area. Moreover, with an infinitely large LIS the CRLB for the z-dimension with an unknown $\varphi$ is 6 dB higher than the case without phase uncertainty, and the CRLB for estimating $\varphi$ converges to a constant that is independent of the wavelength $\lambda$. At last, we extensively discuss the impact of centralized and distributed deployments of LIS, and show that a distributed deployment of LIS can enlarge the coverage for terminal-positioning and improve the overall positioning performance.

This paper will be presented in part \[1\] in IEEE 86th Vehicular Technology Conference (VTC-Fall), Toronto, Canada, 24-27 Sep. 2017.
Index Terms

Large intelligent surface (LIS), massive-MIMO, Fisher-information, Cramér-Rao lower bound (CRLB), terminal-positioning, central perpendicular line (CPL), arrive-of-angle (AoA), surface-area, phase-uncertainty.

I. INTRODUCTION

Wireless communication has evolved from few and geographically distant base stations to more recent concepts involving a high density of access points, possibly with many antenna elements on each. A Large Intelligent Surface (LIS) is a newly proposed concept in wireless communication that is envisioned in [2], where future man-made structures are electronically active with integrated electronics and wireless communication making the entire environment “intelligent”. We foresee a practical implementation of LIS as a compact integration of a vast amount of tiny antenna-elements with reconfigurable processing networks. Antennas on the surface cooperate to transmit and sense signals, both for communication and other types of functionality. Machine learning [3] can bring intelligence in the systems both for autonomous operation of the system and for new functionality. One such application is depicted in Fig. 1, where three different terminals are communicating to LIS in an outdoor and indoor scenarios, respectively.

The LIS concept can be seen as an extension of earlier research in several other fields. One strong relation is to the massive-MIMO concept [4]–[6], where large arrays comprising hundreds of antennas are used to achieve massive gains in spectral and energy efficiencies. However, LIS scales up beyond the traditional antenna array, and implies a clean break with the traditional access-point/base-station concept, as the entire environment is active in the communication. The natural limit of this evolution is that the LISs in an environment act as transmitting and receiving structures, which allows for an unprecedented focusing of energy in the three-dimensional space which enables, besides unprecedented data-rates, wireless charging and remote sensing with extreme precision. This makes it possible to fulfill the most grand visions in 5G communication [7] and Internet of Things [8] systems for providing connections to billions of devices.

A concept somewhat similar to what we call LIS seems to be first mentioned in the eWallpaper project at UC Berkeley [9], and in [2] we carry out a first analysis on information-transfer capabilities of the LIS, and show that the number of signal-space dimensions per square-meter ($m^2$) deployed surface-area is $\pi/\lambda^2$, where $\lambda$ is the wavelength, and the capacity that can be
harvested per $m^2$ surface-area is linear in the average transmit power, rather than logarithmic as in a traditional massive-MIMO deployment. Following [2], in this paper we take a first look at the potential of using LIS for terminal-positioning, where we assume that a terminal to be positioned is equipped with a single-antenna and located in a three-dimensional space in front of the LIS. For analytical tractability, although we do not deal with more complicated geometries, our results are fundamental in the sense that positioning of objects in rich scattering environments [10], [11] can be done in two steps: i) estimating the positions of a number of reflecting objects in the environment with line-of-sight (LoS) propagation to the LIS, and ii) backward computation of the position of the object of interest. Thus, the results obtained in this work are instrumental for understanding the accuracy in the first step for positioning with scatters.

In this work, we first derive the Cramér-Rao lower bounds (CRLBs) for positioning a terminal on the central perpendicular line (CPL) in closed-form, where the CPL is the line perpendicular to the LIS and crossing the LIS at its center point as shown in Fig. 2. For remaining cases, as closed-form expressions seem out of reach and we approximate the Fisher-information and CRLB in closed-form, which are shown to be accurate under mild conditions. We also show that, the CRLB in general decreases quadratically in the surface-area of the LIS, except for a terminal on the CPL where the CRLB for $z$-dimension decreases just linearly in the same. Meanwhile, the impact of wavelength is $\sim \lambda^2$. These scaling laws play in favor of a LIS when compared to other positioning technologies e.g., optical systems [12]. A LIS can compensate for its, comparatively, large wavelength by a much larger aperture.

Besides, we also analyze the CRLB for positioning when there is an unknown phase $\varphi$ presented in the analog circuits of the LIS, in which case the CRLBs for all dimensions are dramatically increased by $\varphi$ and in general decrease in the third-order of the surface-area. Therefore, LIS has significant gains over traditional massive MIMO for positioning as LIS has a much larger surface-area. Furthermore, the CRLB for estimating $\varphi$ is usually significantly large and about $\frac{4\pi^2}{\lambda^2}$ times of the CRLB for the $z$-dimension. Moreover, for an infinitely large LIS, the CRLB for the $z$-dimension with unknown $\varphi$ is 6 dB higher than with known $\varphi$, and the CRLB for estimating $\varphi$ converges to a constant.

Then, we also extensively discuss the impact of deployments with a single centralized LIS

\footnote{Note that, all CRLBs and their limits considered in this paper can be linearly scaled down by the signal-to-noise ratio (SNR) as a natural result.}
Fig. 1. Three users communicating with an LIS in an outdoor and an indoor scenarios.

and multiple distributed smaller LISs constrained to the same total surface-area. We show that, a distributed deployment with splitting the single LIS into 4 small LISs can extend the range of positioning and provide better average CRLB than the centralized deployment under the case that the terminal has a distance to the CPL larger than $\sqrt{6}R$, where $R$ is the radius of the single centralized LIS. Further splitting the 4 small LISs into 16 smaller LISs improves the CRLB, but may also increase the overheads of cooperating among different small LISs.

The rest of the paper is organized as follows. In Sec. II, we describe the signal propagation model for the LIS-terminal link and some common features of Fisher-information computations considered in the paper. In Sec. III, we derive the Fisher-information and CRLB for a terminal on the CPL. In Sec. IV, we discuss a terminal not on the CPL and put forth closed-form approximations of the Fisher-information and CRLB. Further, we also derive the CRLB for angles-of-arrival (AoA) and distance estimations. In Sec. V, we extend the signal model in Sec. II into having a common unknown phase rotation $\varphi$, caused by, e.g., the front-end circuits of the LIS and the terminal. In Sec. VI, we discuss the impacts on the CRLB of different deployments of the LIS. Numerical results are provided in Sec. VII and Sec. VIII summarizes the paper.

Notation: Throughout this paper, boldface letters indicate vectors and boldface uppercase letters designate matrices. Superscripts $(\cdot)^{-1}$, $(\cdot)^{1/2}$, $(\cdot)^*$, $(\cdot)^T$ and $(\cdot)^H$ stand for the inverse, matrix square root, complex conjugate, transpose, and Hermitian transpose, respectively. In addition, $\mathcal{R}\{\cdot\}$ takes the real part. Moreover, throughout this paper, the asymptotic notation $f(\tau) = \mathcal{O}(g(\tau))$ means that the limit of $f(\tau)/g(\tau)$ is equal to some constant as the parameter $\tau \to 0$, while $B(\tau) = o(g(\tau))$ means that the limit of $f(\tau)/g(\tau)$ goes to zero as $\tau \to 0$. 
II. SIGNAL MODEL WITH LIS

Expressed in Cartesian coordinates, we assume that the center of the LIS is located at coordinates \( x = y = z = 0 \) and a terminal is located at positive \( z \)-coordinate. The propagation model of a transmitting terminal at location \((x_0, y_0, z_0)\) to the LIS is depicted in Fig. 2. For analytical tractability, we assume an ideal situation where no scatterers or reflections are present, yielding a perfect LoS propagation scenario, and each terminal is assumed to radiate isotropically. Denoting the wavelength as \( \lambda \), and assuming a narrow-band system and ideal free-space propagation from the terminal to all points at the LIS, the received signal at the surface at location \((x, y, 0)\) radiated by a terminal at location \((x_0, y_0, z_0)\) is

\[
\hat{s}_{x_0, y_0, z_0}(x, y) = s_{x_0, y_0, z_0}(x, y) + n(x, y),
\]

(1)

where \( n(x, y) \) is modeled as zero-mean white Gaussian noise with spectral density \( N_0 \), and the noiseless signal \( s_{x_0, y_0, z_0}(x, y) \) is stated in Property 1.

**Property 1.** The noiseless signal \( s_{x_0, y_0, z_0}(x, y) \) can be modeled as

\[
s_{x_0, y_0, z_0}(x, y) = \frac{\sqrt{z_0}}{2\sqrt{\pi\eta^4}} \exp\left(-\frac{2\pi j \sqrt{\eta}}{\lambda}\right),
\]

(2)

where the metric

\[
\eta = z_0^2 + (y - y_0)^2 + (x - x_0)^2.
\]

(3)

**Proof.** The noiseless signal received by the LIS at location \((x, y, 0)\) and at time epoch \( t \) as shown in Fig. 2 reads,

\[
s_{x_0, y_0, z_0}(x, y) = \sqrt{P_L \cos \phi(x, y) s(t)} \exp(-2\pi j f_c \Delta t(x, y)),
\]

(4)

Fig. 2. The radiating model of transmitting signal to the LIS. We integrate the received signal of each point-element over the whole area spanned by the LIS. Therefore, for each point-element on the LIS, the Fraunhofer distance \[13\] is infinitely small and the received signal model \[1\] holds for both near-filed and far-field scenarios.
where $P_L$ denotes the path-loss, $\phi(x, y)$ is AoA of the transmitted baseband signal $s(t)$ at $(x, y, 0)$, and $f_c$ is the carrier-frequency. The transmit-time from the terminal to $(x, y, 0)$ equals $\Delta t(x, y) = \frac{\sqrt{R}}{c}$, where $c$ is the speed-of-light. Since we are considering a narrow-band system, the signal $s(t)$ can be assumed to be the same at all locations $(x, y, 0)$ of the LIS, hence we can let $s(t) = 1$ and remove it from (4). Further, as the free-space path-loss $P_L = \frac{1}{4\pi \eta}$ and $\cos \phi(x, y) = \frac{\eta}{c}$, inserting them back into (4) yields (2).

In order to analyze the CRLBs for positioning, we denote the first-order derivatives of the noiseless signal in (2) with respect to variables $x_0$, $y_0$ and $z_0$ as $\Delta s_1$, $\Delta s_2$, and $\Delta s_3$, respectively, which are equal to

\[
\Delta s_1 = \frac{\sqrt{\pi}}{2} \left( \frac{3}{2} \eta^2 - \frac{3}{2} \right) \int \frac{2\pi j \eta}{\lambda} \exp \left(-\frac{2\pi j \eta}{\lambda}\right),
\]

\[
\Delta s_2 = \frac{\sqrt{\pi}}{2} \left( \frac{3}{2} \eta^2 - \frac{3}{2} \right) \int \frac{2\pi j \eta}{\lambda} \exp \left(-\frac{2\pi j \eta}{\lambda}\right),
\]

\[
\Delta s_3 = \frac{\sqrt{\pi}}{2} \left( \frac{1}{2\pi^2} \eta^2 - \frac{3}{2} \right) \int \frac{2\pi j \eta}{\lambda} \exp \left(-\frac{2\pi j \eta}{\lambda}\right).
\]

From [14 Chapter 15], as $\bar{s}_{x_0, y_0, z_0}(x, y)$ is Gaussian with mean $s_{x_0, y_0, z_0}(x, y)$ and variance $N_0$, the elements of the Fisher-information matrix are given by the following double integral:\footnote{The integrals in (8) are due to the additive property of Fisher-information, which can be obtained by sampling the continuous signal $\bar{s}_{x_0, y_0, z_0}(x, y)$ with Nyquist frequency [14], and the band-limited property of $s_{x_0, y_0, z_0}(x, y)$ can be seen from [2].}

\[
I_{ij} = \frac{2}{N_0} \int \int x_{x,y} \Re\{\Delta s_j (\Delta s_i)^*\} \, dx \, dy,
\]

where the integrals are taken over the area of the LIS, which we assume to have a disk-shape\footnote{The assumption of assuming a LIS with a disk-shape is solely for the convenience of derivations. Other shapes such as rectangular, triangular, or ring shapes can be analyzed in similar ways. Moreover, when the terminal is in the far-field, i.e., $R \ll z_0$, the shape of the LIS is irrelevant and can be regarded as a disk-shape with equal surface-area.} with radius $R$. As CRLB scales down linearly in SNR, we set $N_0 = 2$ throughout the paper to eliminate the scaling factor in (8). Further, we define three functions $g_1(n)$, $g_2(n)$ and $g_3(n)$ which are necessary to compute the CRLB based on (5)-(8),

\[
g_1(n) = \int \int x^2 \eta^{-\frac{n}{2}} \, dx \, dy,
\]

\[
g_2(n) = \int \int y^2 \eta^{-\frac{n}{2}} \, dx \, dy,
\]

\[
g_3(n) = \int \int \eta^{-\frac{n}{2}} \, dx \, dy.
\]
In general, closed-form expressions of $g_1(n)$, $g_2(n)$ and $g_3(n)$ are out of reach, except for the case that $x_0=y_0=0$, i.e., the terminal is on the CPL, and it holds that

$$g_1(n) = g_2(n) = \frac{\pi}{n^2-6n+8} \left(2z_0^{4-n} - (R^2 + z_0^2)^{1-\frac{n}{2}} \left(nR^2 - 2R^2 + 2z_0^2\right)\right), \quad (12)$$

$$g_3(n) = \frac{z_0^{2-n} - (R^2 + z_0^2)^{1-\frac{n}{2}}}{n-2}. \quad (13)$$

For a terminal that is not on the CPL, to analyze the properties of CRLB, we will use effective approximations for the Fisher-information and CRLB with the results obtained for the CPL case.

### III. CRLB of a Terminal on the CPL

In this section, we analyze the CRLB for terminals along the CPL with coordinates $(0, 0, z_0)$. A nice property is that, the CRLB for all dimensions are in closed-form, i.e., the integrals \[ \int \] can be efficiently solved using (12) and (13). We denote the Fisher-information and CRLB for a terminal with coordinates $(x_0, y_0, z_0)$ and a LIS with radius $R$ as $I_i([x_0, y_0, z_0], R)$ and $C_i([x_0, y_0, z_0], R)$, where the suffix $i = x, y, z$ represents the $x$, $y$, and $z$ dimension, respectively. When suffix $i$ has multiple variables, we mean that all these dimensions contained in $i$ are of the same value. For instance, $I_{x,y}([x_0, y_0, z_0], R)$ denotes the Fisher-information for both $x$ and $y$ dimensions whenever they are equal.

We denote an useful parameter

$$\tau = \left(\frac{R}{z_0}\right)^2, \quad (14)$$

which measures the relative surface-area normalized by the squared distance of the considered terminal position to the LIS. For a terminal in the far-field (in relation to the radius $R$), the value of $\tau$ is small, and for a terminal close to the LIS, $\tau$ becomes large.

#### A. CRLB for Three Cartesian Dimensions

**Theorem 1.** The Fisher-information matrix $I$ for a terminal with coordinates $(0, 0, z_0)$ is diagonal and the Fisher-information for each Cartesian dimension is

$$I_{x,y}([0, 0, z_0], R) = \frac{1}{30z_0^2} f_1(\tau) + \frac{2\pi^2}{3\lambda^2} f_2(\tau),$$

$$I_z([0, 0, z_0], R) = \frac{1}{40z_0^2} f_3(\tau) + \frac{2\pi^2}{3\lambda^2} f_4(\tau),$$

$$f_1(\tau), f_2(\tau), f_3(\tau), f_4(\tau)$$

are the functions defined in the text.
where the functions \( f_1(\tau) \), \( f_2(\tau) \), \( f_3(\tau) \), and \( f_4(\tau) \) obtained with (12)-(13) are defined as

\[
\begin{align*}
  f_1(\tau) &= 1 - \frac{1 + 2.5\tau}{(1 + \tau)^{\frac{3}{2}}}, \\
  f_2(\tau) &= 1 - \frac{1 + 1.5\tau}{(1 + \tau)^{\frac{3}{2}}}, \\
  f_3(\tau) &= 13 - \frac{13 + 5\tau^2}{(1 + \tau)^{\frac{3}{2}}}, \\
  f_4(\tau) &= 1 - \frac{1}{(1 + \tau)^{\frac{3}{2}}}.
\end{align*}
\]

respectively. Then, the CRLB for each dimension can be computed according to

\[
C_i([0, 0, z_0], R) = I^{-1}_i([0, 0, z_0], R), \quad i = x, y, z. \tag{21}
\]

**Proof.** See Appendix A. □

From Theorem 1, the following conclusions can be derived. Firstly, when the terminal is close to the LIS, the Fisher-information is infinitely large for all dimensions, and the CRLB \( C_i([0, 0, z_0], R) \) becomes 0, while under the case \( R \ll z_0 \), the CRLB are \( \infty \). These observations are consistent with the nature of the problem at hand.

Secondly, in order to get a direct view of the CRLB in relation to surface-area of the LIS, we assume \( \lambda \ll z_0 \) (which in general holds as \( \lambda \) is the wavelength). Then, the terms of the Fisher-information comprising \( f_1(\tau) \) and \( f_3(\tau) \) in (15) and (16) can be omitted, and the CRLBs can be approximated as

\[
\begin{align*}
  C_{x,y}([0, 0, z_0], R) &\approx \frac{3\lambda^2}{2\pi^2 f_2(\tau)}, \\
  C_z([0, 0, z_0], R) &\approx \frac{3\lambda^2}{2\pi^2 f_4(\tau)},
\end{align*}
\]

respectively. As it can been seen that, the CRLB for all dimensions are uniquely decided by \( \lambda \) and \( \tau \). Hence, when \( z_0 \) is increased by a factor, the radius \( R \) of the LIS also has to increase by the same factor in order to have the same CRLBs. Another interesting fact is that, the CRLBs for \( x \) and \( y \) dimensions are higher than that for \( z \)-dimension due to

\[
f_2(\tau) < f_4(\tau), \tag{24}
\]

which can be seen directly from (18) and (20) using the fact \( \tau > 0 \).
Lastly, when the surface radius $R$ is much larger than the distance $z_0$ from the terminal to the LIS, it holds that

$$\lim_{\tau \to \infty} f_2(\tau) = \lim_{\tau \to \infty} f_4(\tau) = 1. \quad (25)$$

Therefore, the asymptotic CRLBs in (22) and (23) are identical and equal to

$$\lim_{\tau \to \infty} C_{x,y,z}(\{0, 0, z_0\}, R) = \frac{3\lambda^2}{2\pi^2}, \quad (26)$$

for all three dimensions and depend solely on the wavelength $\lambda$, which represents a fundamental lower limit to positioning precision.

In practical scenarios, a more interesting case is $R \ll z_0$, and then we have the following approximations by using Taylor expansions [15] at $\tau = 0$,

$$f_1(\tau) = \frac{15}{8}\tau^2 + o(\tau^2), \quad (27)$$
$$f_2(\tau) = \frac{3}{8}\tau^2 + o(\tau^2), \quad (28)$$
$$f_3(\tau) = \frac{65}{2}\tau + o(\tau), \quad (29)$$
$$f_4(\tau) = \frac{3}{2}\tau + o(\tau). \quad (30)$$

respectively. From Theorem 1, the CRLBs for different dimensions are equal to

$$C_{x,y}(\{0, 0, z_0\}, R) = 16\tau^{-2} \left( \frac{1}{z_0^2} + \frac{4\pi^2}{\lambda^2} \right)^{-1} + o(\tau^{-2}), \quad (31)$$
$$C_z(\{0, 0, z_0\}, R) = 16\tau^{-1} \left( \frac{13}{z_0^2} + \frac{16\pi^2}{\lambda^2} \right)^{-1} + o(\tau^{-1}). \quad (32)$$

As $\tau$ is proportional to $R^2$, for a terminal on the CPL the CRLBs for $x$ and $y$ dimensions decreases quadratically in the surface-area, while the CRLB for $z$-dimension decreases linearly in the same. Moreover, if we also assume that $\lambda \ll z_0$ (which usually holds as $\lambda$ is the wavelength), the CRLBs in (31) and (32) can be effectively approximated as

$$C_{x,y}(\{0, 0, z_0\}, R) \approx \frac{4\lambda^2}{\pi^2 R^2}, \quad (33)$$
$$C_z(\{0, 0, z_0\}, R) \approx \frac{\lambda^2}{\pi^2 R}, \quad (34)$$

respectively, which only depend on $\lambda$ and $\tau$. As will be shown in the next section, when the terminal moves away from the CPL, the CRLBs for all three dimensions degrade dramatically compared to (33) and (34), and decreases quadratically in the surface-area.
IV. CRLB OF A TERMINAL NOT ON THE CPL

In this section, we consider a terminal with arbitrary coordinates \((x_0, y_0, z_0)\). When \(x_0, y_0 \neq 0\), closed-form expressions of the CRLB seem out of reach due to the complicated integrals in (8). Therefore, we seek approximations, tight enough so that insights can still be drawn, of the CRLBs. Using the closed-form expressions of Fisher-information for a terminal on the CPL in Sec. III, the CRLBs for general cases can be well approximated as elaborated next.

A. CRLB Approximations for a Terminal with Coordinates \((x_0, y_0, z_0)\)

We first introduce two mild conditions:

\[
\lambda \ll \frac{z_0^2}{\sqrt{z_0^2 + x_0^2 + y_0^2 + R^2}}, \quad (35)
\]

and

\[
2R \ll \frac{z_0^2}{\sqrt{x_0^2 + y_0^2}} + \sqrt{x_0^2 + y_0^2}. \quad (36)
\]

As for the cases of interest \(R\) is relatively small compared to \(z_0\), and \(\lambda\) is much smaller than \(z_0\), these two conditions are usually satisfied. Letting

\[
z_1 = \sqrt{x_0^2 + y_0^2 + z_0^2}, \quad (37)
\]

the approximations for Fisher-information and CRLB matrices are stated in Property 2.

**Property 2.** Under the conditions (35)-(36), the Fisher-information matrix for a terminal with coordinates \((x_0, y_0, z_0)\) can be approximated as

\[
I = \begin{bmatrix}
\alpha + \frac{\beta x_0^2}{z_0} & \frac{\beta x_0 y_0}{z_0^2} & \frac{\beta x_0}{z_0} \\
\frac{\beta x_0 y_0}{z_0^2} & \alpha + \frac{\beta y_0^2}{z_0^2} & \frac{\beta y_0}{z_0} \\
\frac{\beta x_0}{z_0} & \frac{\beta y_0}{z_0} & \beta
\end{bmatrix} \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right), \quad (38)
\]

where \(\alpha\) and \(\beta\) are equal to

\[
\alpha = \frac{z_0}{z_1} I_{x,y}([0, 0, z_1], R), \quad (39)
\]

\[
\beta = \left(\frac{z_0}{z_1}\right)^3 I_z([0, 0, z_1], R), \quad (40)
\]

*These two conditions are only used to simplify the expressions (5)-(7). That is, only the terms containing \(1/\lambda\) in (5)-(7) are preserved and the remaining terms are omitted since they are negligible compared to other terms comprising \(1/\lambda\), which simplifies the calculations of Fisher-information as shown later in Appendix B.*
and \( I_{x,y}([0, 0, z_1], R) \), \( I_{z}([0, 0, z_1], R) \) are the Fisher-information for \( x, y \) and \( z \) dimensions for a terminal with coordinates \((0, 0, z_1)\) that are stated in Theorem 1. Then the CRLB matrix reads

\[
C = I^{-1} \approx \begin{bmatrix}
\frac{1}{\alpha} & 0 & -\frac{x_0}{\alpha z_0} \\
0 & \frac{1}{\alpha} & -\frac{y_0}{\alpha z_0} \\
-\frac{x_0}{\alpha z_0} & -\frac{y_0}{\alpha z_0} & 1 + \frac{x_0^2 + y_0^2}{\alpha z_0^2}
\end{bmatrix}.
\]

(41)

**Proof.** See Appendix B. □

From Property 2, the Fisher-information and CRLB are approximated in closed-form. As a special case, when \( x_0 = y_0 = 0 \), i.e., the terminal is on the CPL, the approximation (41) is exact as from Theorem 1. Further, we have the below corollary.

**Corollary 1.** Under the conditions (35)-(36), the CRLBs for \( x \) and \( y \) dimensions are approximately equal, and depend on \((x_0, y_0, z_0)\) through \( z_0 \) and \( \sqrt{x_0^2 + y_0^2} \). That is, terminals on the circle \( x_0^2 + y_0^2 = r^2 \) have the same CRLBs for all dimensions for a given distance \( z_0 \).

Applying (33)-(34) to approximate \( I_{x,y}([0, 0, z_1], R) \) and \( I_{z}([0, 0, z_1], R) \) in (39)-(40), we have the approximated CRLBs for the non-CPL case stated in Property 3.

**Property 3.** Under the case \( R \ll z_0 \) and with conditions in (35)-(36), the CRLBs for a terminal with coordinates \((x_0, y_0, z_0)\) can be approximated as

\[
C_{x,y} \approx \frac{4 \lambda^2 z_0^5}{\pi^2 z_0 R^4},
\]

(42)

\[
C_z \approx \frac{\lambda^2 z_0^2}{\pi^2 R^2} + \frac{4 \lambda^2 (x_0^2 + y_0^2) z_0^5}{\pi^2 z_0^3 R^4}.
\]

(43)

Compared to the CPL case, with a small \( R \) the CRLB for \( z \)-dimension is dramatically degraded when the terminal is away from the CPL, that is, \( x_0^2 + y_0^2 > 0 \). Further, when \( \sqrt{x_0^2 + y_0^2} > z_0 \), the CRLB for \( z \)-dimension becomes even larger than the CRLBs for \( x \) and \( y \) dimensions. Furthermore, the CRLBs decrease quadratically\(^5\) in the surface-area of the LIS for all three dimensions in this case, which is an important motivation to go beyond the massive MIMO deployment to the LIS, which provides significant gains (quadratical in the surface-area) of the CRLB for positioning a terminal.

\(^5\)This is a consequence of the increasing CRLB for a terminal not on the CPL. As the limits of the CRLB when \( R \) is \( \infty \) are the same for a terminal at any position with the same \( z_0 \), the CRLB for a terminal located not the CPL must decrease faster than when it is located on the CPL.
B. CRLB for AoA and Radius Estimations

Instead of estimating the coordinates \((x_0, y_0, z_0)\), in some cases it is of interest to estimate the AoA and the distance \(z_1\), in which case, the spherical coordinates reads

\[
x_0 = z_1 \sin \phi \cos \psi,
\]

\[
y_0 = z_1 \sin \phi \sin \psi,
\]

\[
z_0 = z_1 \cos \phi.
\]

(44)

Define a vector function \(g(x_0, y_0, z_0)\) such that

\[
[z_1, \phi, \psi] = g(x, y, z) = [g_1(x_0, y_0, z_0), g_2(x_0, y_0, z_0), g_3(x_0, y_0, z_0)].
\]

(45)

where

\[
g_1(x_0, y_0, z_0) = z_1,
\]

(46)

\[
g_2(x_0, y_0, z_0) = \arcsin \left( \frac{x_0}{z_1 \cos \psi} \right),
\]

(47)

\[
g_3(x_0, y_0, z_0) = \arctan \left( \frac{y_0}{x_0} \right).
\]

(48)

Then, the Jacobian matrix \(\nabla g\) with respect to \((x_0, y_0, z_0)\) equals

\[
\nabla g = \begin{bmatrix} \nabla g_1^T, \nabla g_2^T, \nabla g_3^T \end{bmatrix}^T
\]

(49)

where

\[
\nabla g_1 = \frac{\partial g_1}{\partial (x_0, y_0, z_0)} = \frac{1}{z_1} [x_0, y_0, z_0],
\]

\[
\nabla g_2 = \frac{\partial g_2}{\partial (x_0, y_0, z_0)} = \frac{|\cos \psi|}{z_1^2 \sqrt{z_1^2 \cos^2 \psi - x_0^2 \cos \psi}} \left[ z_1^2 - x_0^2, -x_0 y_0, -x_0 z_0 \right],
\]

\[
\nabla g_3 = \frac{\partial g_3}{\partial (x_0, y_0, z_0)} = \frac{1}{x_0^2 + y_0^2} [-y_0, x_0, 0].
\]

(50)

From [14], the CRLB matrix for estimating \((z_1, \phi, \psi)\) equals

\[
C = \nabla g I^{-1} (\nabla g)^H,
\]

(51)

and the CRLB for each parameter can be shown to be, after some manipulations,

\[
C_{z_1} = \frac{y_0^2 - x_0^2}{z_1^2} C_x + \frac{z_0^2}{z_1^2} C_z,
\]

(52)

\[
C_{\phi} = \frac{(z_1^4 - x_0^4 + x_0^2 y_0^2) C_x + x_0^2 z_0^2 C_z}{z_1^4 (z_1^2 \cos^2 \psi - x_0^2)},
\]

(53)

\[
C_{\psi} = \frac{1}{x_0^2 + y_0^2} C_x,
\]

(54)
where \( C_x, C_z \) are given in Property 2. Therefore, the CRLBs \( C_{z_1}, C_\phi, \) and \( C_\psi \) in general also decrease quadratically in the surface-area. As a special case, if we consider a terminal on the CPL, that is, \( \phi = \psi = 0 \), it holds that

\[
C_{z_1} = C_z, \tag{55}
\]

\[
C_\phi = \frac{1}{z_1^2} C_x. \tag{56}
\]

However, \( \phi = \psi = 0 \) is a singularity point for \( C_\psi \).

V. CRLB WITH PHASE UNCERTAINTY IN ANALOG CIRCUITS OF THE LIS

In practical scenarios, the front-end circuitry of the LIS and of the terminal is not ideal and presents unknown distortions to the signal model. Using off-line calibration of the LIS [16], the entire LIS can be calibrated up to a common constant which is unknown to the LIS. The terminal has its own distortion, but what comes into play here is the product of the two distortions, which is then a single scalar number. In this paper we will model this distortion as a random phase uncertainty \( \varphi \) since amplitude stability is easier to achieve in practice, see [16]. Such a presence of the unknown phase \( \varphi \) degrades the CRLB of positioning, and in this section we analyze the ensuing CRLB uncertainty thoroughly. To simplify the analysis, we take a special interest for a terminal on the CPL, while for the other positions we use numerical simulations.

With an unknown phase \( \varphi \), the noiseless signal in (2) is modified to

\[
\tilde{s}_{x_0, y_0, z_0}(x, y) = \sqrt{z_0} \exp \left(-j\varphi\right) = \frac{\sqrt{z_0}}{2^{3/4}} \exp \left(-j\frac{\lambda}{\sqrt{\eta}} \right). \tag{57}
\]

Similarly, we denote the first-order derivatives with respect to variables \( x_0, y_0, z_0 \) and \( \varphi \) as \( \Delta \tilde{s}_1, \Delta \tilde{s}_2, \Delta \tilde{s}_3, \) and \( \Delta \tilde{s}_4 \), respectively, which are

\[
\Delta \tilde{s}_i = \Delta s_i \exp (-j\varphi), \quad 1 \leq i \leq 3, \tag{58}
\]

\[
\Delta \tilde{s}_4 = -j \tilde{s}_{x_0, y_0, z_0}(x, y), \tag{59}
\]

where \( \Delta s_i \) are given in (5)-(7). As the received signal \( \hat{s}_{x_0, y_0, z_0}(x, y) \) is still Gaussian with mean \( \tilde{s}_{x_0, y_0, z_0}(x, y) \) and variance \( N_0 \), the elements of Fisher-information matrix are still given by the double integrals in (8). However, compared to the case without \( \varphi \), in this case the Fisher-information matrix is 4-dimensional and the CRLBs for all three Cartesian dimensions are degraded. We then state the Fisher-information matrix for the non-CPL case in Theorem 2.
**Theorem 2.** With an unknown phase $\varphi$ considered in (57), the Fisher-information matrix equals

$$
I = \begin{bmatrix}
I_0 & i^T \\
i & I_{44}
\end{bmatrix},
$$

where $I_0$ is the Fisher-information for $x, y$ and $z$ dimensions for the case with known phase $\varphi$, and the vector $i$ comprises the cross-terms of Fisher-information between the $x, y, z$ dimensions and the phase $\varphi$, which equals

$$
i = \begin{bmatrix} I_{14} & I_{24} & I_{34} \end{bmatrix} = \frac{z_0 g_3(4)}{\lambda} \begin{bmatrix} x_0 & y_0 & z_0 \end{bmatrix}.
$$

Further, the Fisher-information for the unknown $\varphi$ equals

$$
I_{44} = \frac{z_0}{4\pi} g_3(3),
$$

where $g_3(n)$ is the integral defined in (11).

**Proof.** See Appendix C. $\blacksquare$

From Theorem 2, if we know the CRLB matrix $C_0 = (I_0)^{-1}$ for $x, y$ and $z$ dimensions for the case with known $\varphi$, the CRLB matrix with $\varphi$ can be computed as

$$
C = \frac{1}{I_{44} - i C_0 i^T} \begin{bmatrix}
C_0 \left( I_{44} - iC_0 i^T \right) + C_0 i^T i C_0 & -C_0 i^T \\
-C_0 i & 1
\end{bmatrix},
$$

As can be seen from (63), the CRLB for estimating $\varphi$ equals

$$
C_{\varphi} = \frac{1}{I_{44} - i C_0 i^T},
$$

and the CRLB matrix for the three Cartesian dimensions becomes

$$
\tilde{C}_0 = C_0 + C_0 i^T i C_0 C_{\varphi}.
$$

Hence, from (65) the CRLBs are dramatically degraded due to the presence of $\varphi$ for the three Cartesian dimensions with the additional term $C_0 i^T i C_0 C_{\varphi}$. However, as $\varphi$ plays no role in the Fisher-information matrix in (60), we have the corollary below.

**Corollary 2.** The Fisher-information and CRLB for all three Cartesian dimensions and the phase $\varphi$ are independent of the true value of $\varphi$. 
Since in general we cannot get \( g_3(n) \) in closed-from, we start with analyzing the Fisher-information for a terminal on the CPL, which from Theorem 2 equals

\[
I = \begin{bmatrix}
I_{11} & 0 & 0 & 0 \\
0 & I_{22} & 0 & 0 \\
0 & 0 & I_{33} & I_{34} \\
0 & 0 & I_{34} & I_{44}
\end{bmatrix},
\]

(66)

Hence, the CRLBs for \( x \) and \( y \) dimensions remain the same with the unknown \( \phi \), and the CRLBs for \( z \)-dimension and phase \( \phi \) are equal to

\[
C_z = \frac{I_{44}}{I_{33}I_{44} - I_{34}^2},
\]

(67)

\[
C_\phi = \frac{I_{33}}{I_{33}I_{44} - I_{34}^2}.
\]

(68)

On the CPL, we can reach expressions for \( I_{34} \) and \( I_{44} \) in closed-from, and with \( I_{ii} \) \((1 \leq i \leq 3)\) computed in Theorem 1, the CRLB for all dimensions are stated in the below property.

**Property 4.** With an unknown phase \( \phi \), for a terminal on the CPL the CRLBs for \( x \) and \( y \) dimensions remain the same as with known \( \phi \), while the CRLBs for \( z \)-dimension and phase \( \phi \) are equal to

\[
C_z = \left( \frac{1}{10z_0^2f_5(\tau)} + \frac{\pi^2}{6\lambda^2f_6(\tau)} \right)^{-1},
\]

(69)

\[
C_\phi = \left( \frac{1}{2}f_7(\tau) + \left( \frac{\lambda^2}{10\pi^2z_0^2f_8(\tau)} + \frac{8}{3f_9(\tau)} \right)^{-1} \right)^{-1},
\]

(70)

where the functions \( f_5(\tau) \), \( f_6(\tau) \), \( f_7(\tau) \), \( f_8(\tau) \) and \( f_9(\tau) \) obtained with (12)-(13) are defined as

\[
f_5(\tau) = 1 - \frac{1 + 1.25\tau^2}{(1 + \tau)^{\frac{5}{2}}},
\]

(71)

\[
f_6(\tau) = 1 - \frac{4 - 3\sqrt{1+\tau} + 3\tau}{(1 + \tau)^{\frac{7}{2}}},
\]

(72)

\[
f_7(\tau) = 1 - \frac{1}{\sqrt{1 + \tau}},
\]

(73)

\[
f_8(\tau) = \frac{\tau^2\sqrt{1 + \tau}}{4 + 5\tau^2 - 4(1 + \tau)^{\frac{5}{2}}},
\]

(74)

\[
f_9(\tau) = \frac{\tau^2}{\sqrt{1 + \tau} - (1 + \tau)^{\frac{3}{2}}},
\]

(75)

**Proof.** See Appendix D.
Using Property 4, when $\tau \to \infty$ it holds that

$$\lim_{\tau \to \infty} f_5(\tau) = \lim_{\tau \to \infty} f_6(\tau) = 1,$$  \hspace{1cm} (76)$$
and the CRLB limit for $z$-dimension is

$$\lim_{\tau \to \infty} C_z = \frac{6\lambda^2}{\pi^2},$$  \hspace{1cm} (77)$$
which is 4 times of the CRLB for $z$-dimension with known $\varphi$, hence, the unknown phase causes 6 dB degradation of the positioning precisions for $z$-dimension for a terminal on the CPL. Further, as it also holds that

$$\lim_{\tau \to \infty} f_7(\tau) = 1,$$  \hspace{1cm} (78)$$
$$\lim_{\tau \to \infty} f_8(\tau) = -\frac{1}{4},$$  \hspace{1cm} (79)$$
$$\lim_{\tau \to \infty} f_9(\tau) = -1,$$  \hspace{1cm} (80)$$
the CRLB limit for phase $\varphi$ equals

$$\lim_{\tau \to \infty} C_\varphi = \left( \frac{1}{2} - \left( \frac{8}{3} + \frac{\lambda^2}{10\pi^2 z_0^2} \right)^{-1} \right)^{-1},$$  \hspace{1cm} (81)$$
which becomes a constant when $\lambda \ll z_0$,

$$\lim_{\tau \to \infty} C_\varphi = 8.$$  \hspace{1cm} (82)$$
Therefore, in order to estimate $\varphi$, the SNR should be extremely high regardless of the wavelength $\lambda$ and surface-area of the LIS.

To see the trends at small $\tau$, we also use Taylor expansions at $\tau = 0$ which results in

$$f_5(\tau) = \frac{5}{2}\tau + o(\tau),$$  \hspace{1cm} (83)$$
$$f_6(\tau) = \frac{1}{8}\tau^3 + o(\tau^3),$$  \hspace{1cm} (84)$$
$$f_7(\tau) = \frac{1}{2}\tau + o(\tau),$$  \hspace{1cm} (85)$$
$$f_8(\tau) = -\frac{1}{10}\tau + o(\tau),$$  \hspace{1cm} (86)$$
$$f_9(\tau) = -\frac{2}{3}\tau + o(\tau).$$  \hspace{1cm} (87)$$
From Property 4 and using (83)-(87), when $\tau$ is sufficiently small we have the approximations

$$C_z \approx \frac{48\lambda^2}{\pi^2\tau^3} \left( 1 + \frac{12\lambda^2}{\pi^2 z_0^2 \tau^2} \right)^{-1},$$  \hspace{1cm} (88)$$
$$C_\varphi \approx \frac{4}{\tau\lambda^2} \left( \lambda^2 + 4\pi^2 z_0^2 \right).$$  \hspace{1cm} (89)$$
An interesting fact is that, unlike the case with known $\phi$ where the CRLB for $z$-dimension decreases linearly in the surface-area, in the presence of an unknown $\phi$ the slope of the CRLB for $z$-dimension in relation to the surface-area (both are in logarithmic domain) varies between 1 and 3. This can be seen from (88) as we have the two cases:

- When $\frac{2\sqrt{3}\lambda}{\pi z_0} \ll \tau \ll 1$, it holds that
  \[ C_z \approx \frac{48\lambda^2}{\pi^2\tau^3}, \]  
  (90)
  which decreases in the third-order of the surface-area of the LIS.

- When $0 < \tau \ll \frac{2\sqrt{3}\lambda}{\pi z_0}$, it holds that
  \[ C_z \approx \frac{4z_0^2}{\tau}, \]  
  (91)
  which decreases linearly in the surface-area of the LIS.

**Remark 1.** Note that, the CRLB for $z$-dimension in (91) is independent of $\lambda$, which is different from the CRLB with known phase as in (34). Therefore, with phase uncertainty, decreasing the wavelength is not beneficial for improving the CRLB for estimating the distance $z_0$.

Moreover, when $\tau$ is sufficiently small and $\lambda \ll z_0$ holds, the CRLB for phase $\phi$ is significantly larger than that for $z$-dimension since

\[ \frac{C_\phi}{C_z} \approx \frac{4\pi^2}{\lambda^2}. \]  
(92)

In Fig. 3, we depict the CRLB for all three Cartesian dimensions with and without $\phi$, derived in Theorem 1 and Property 4, respectively, and we let $z_0 = 4$ m and $\lambda = 0.1$ m. Assuming that the distance between two adjacent antenna elements in the surface-deployment is half of $\lambda$, the number of antenna-elements deployed in the surface is then equal to

\[ N = \frac{4\pi R^2}{\lambda^2} = \frac{4\pi \tau z_0^2}{\lambda^2} = 2\tau \times 10^4. \]  
(93)

A typical massive-MIMO array comprising $N = 200$ antennas results in $\tau = 0.01$. We see that massive-MIMO for positioning falls just short of reaching the cubic slope, whereas LIS that increases the surface-area 10-20 fold reaches the cubic slope and yields significant gains.

In Fig. 4, we depict the CRLBs for $z$-dimension and phase $\phi$. As can be seen, the approximations in (88)-(89) are well aligned with the exact forms obtained in Property 4 when $\tau < 0.02$. Moreover, in this case the CRLBs for estimating $\phi$ is around $4\pi^2/\lambda^2 = 4000$ times of the CRLB for $z$-dimension which is shown in (92).
Following the similar discussion in Sec. IV and utilizing the approximations in Property 2 and (64)-(65), the CRLBs for a terminal not on the CPL can also be approximated. However, the derivations are relatively long and the conclusions are similar as those drawn for the case with a terminal on the CPL. Loosely speaking, the Fisher-information terms comprised in vector $i$ increases linearly in the surface-area and $C_0$ decreases quadratically in the surface-area for all dimensions as explained in Sec. IV. Further, as $C_\varphi$ decreases linearly in the surface-area, the CRLBs for $x$, $y$ and $z$ dimensions then decrease in the third-order of the surface-area from (65), which is the same as for the CPL case. Furthermore, as $\tau$ grows large, the limits of the CRLBs
for $x$ and $y$ dimensions remain the same for the case with known $\varphi$ since all positions can be approximated as on the CPL in the far-field, while for $z$-dimension the limit of CRLB is 6 dB higher than that with known $\varphi$ as shown in (77).

VI. DEPLOYMENT OF THE LIS

In this section we consider different deployments of the LIS on a large surface with size $W \times H$ where $W, H$ are the width and length, respectively. In particular, we consider the centralized-deployment (a) and distributed-deployments (b), (c) as depicted in Fig. 5. For simplicity, we assume $R, \lambda \ll z_0$ and consider the CRLBs for a terminal on the CPL with coordinates $(0, 0, z_0)$ without phase-uncertainty in the received signal, that is, positioning a terminal in the far-field.

For the centralized deployment (a), the CRLBs for all three dimensions are given in (33) and (34). With a distributed deployment (b), the LIS is split into four small LISs centered at $(\pm W/4, \pm H/4)$, each with radius $R/2$. Using Property 2, the symmetry of the LIS, and the approximations in (33)-(34), the sum of the Fisher-information matrices corresponding to the four small LISs can be shown to be diagonal, and the Fisher-information for the $x,y$ and $z$ dimensions are equal to

$$I_{x,y} \approx \frac{\pi^2 z_0 R^4}{16 \lambda^2 (z_0^2 + D^2)^{5/2}} + \frac{\pi^2 D^2 z_0 R^2}{2 \lambda^2 (z_0^2 + D^2)^{5/2}},$$

$$I_z \approx \frac{\pi^2 R^2 z_0^3}{\lambda^2 (z_0^2 + D^2)^{5/2}},$$

respectively, where $D$ equals

$$D = \frac{\sqrt{W^2 + H^2}}{4}.$$  

Assuming $D \ll z_0$, the Fisher-information can further be approximated as

$$I_{x,y} \approx \frac{\pi^2 R^4}{4 \lambda^2 z_0^4} \left( \frac{1}{4} + \frac{2 D^2}{R^2} \right),$$

$$I_z \approx \frac{\pi^2 R^2}{\lambda^2 z_0^2}.$$  

Comparing (33) to (97), it can be seen that the CRLB for $x$ and $y$ dimensions with the distributed deployment (b) is lower than that with the centralized deployment (a) only if

$$1 + \frac{2 D^2}{R^2} > 1,$$

or equivalently,

$$\sqrt{W^2 + H^2} > \sqrt{6} R.$$  

Fig. 5. Different deployments of the LIS in a surface with width $W$ and length $H$. Note that the total surface-area is the same for different deployments.

That is to say, in the far-field with the distributed deployment (b), the CRLBs for $x$ and $y$ dimensions are improved if the four small LISs are deployed sufficiently far apart in relation to radius $R$. Otherwise, the centralized deployment (a) provides lower CRLBs for $x$ and $y$ dimensions than that for the distributed deployment. However, the CRLB for $z$-dimension remains the same for both deployments. Further, when $R \ll D$, the Fisher-information in (97) becomes

$$I_{x,y} \approx \frac{\pi^2 D^2 R^2}{2\lambda^2 z_0^4},$$

which shows that, the CRLBs for $x$ and $y$ dimensions are not only improved, but also decreases linearly in the surface-area of the LIS with a distributed deployment rather than quadratically.

Following the same principle, one can split the LIS into more small pieces and obtain an ultra-densely distributed deployment such as in (c) of Fig. 5. In general, with a distributed deployment, the overall positioning performance is more robust than a centralized deployment, and the average positioning performance is improved which we show later with numerical simulations.

VII. NUMERICAL RESULTS

In this section, numerical results are provided to illustrate the theories and conclusions that we have developed in previous sections. As explained earlier, in all tests we set the noise spectral-density to $N_0 = 2$, and without explicitly pointed out, the unit for the coordinates of the terminal, the wavelength $\lambda$ and the radius $R$ of the LIS are all in $m$, while the unit for CRLB is $m^2$.

A. Exact-CRLB Evaluations

We first evaluate the CRLB for terminals both on and away from the CPL as discussed in Sec. III and Sec. IV. As only the radius $\sqrt{x_0^2 + y_0^2}$ matters as shown in Corollary 1, we illustrate
Fig. 6. CRLB for \( x \) and \( y \) dimensions, and the CRLBs for \( y \)-dimension are almost overlapped with those for \( x \)-dimension.

Fig. 7. CRLB for \( z \)-dimension with the same tests in Fig. 6 with offsets only in \( x \)-dimension. In Fig. 6 and Fig. 7, we test with \( R = 1, \lambda = 0.1, y_0 = 0, x_0 = 2, 4, 8, \) and \( z_0 = 4, 6, \) respectively, and some interesting results can be observed.

Firstly, as shown in Fig. 6, when \( \tau \) is small the CRLBs for \( x \) and \( y \) dimensions decrease quadratically in the surface-area of the LIS, while as shown in Fig. 7 the CRLB for \( z \)-dimension decreases only linearly in that. This is well aligned with the results in (33) and (34). Secondly, the CRLB for \( z \)-dimension increases dramatically when the terminal is away from the CPL. Furthermore, as long as \( x_0 \neq 0 \), the CRLB for \( z \)-dimension also decreases quadratically in the surface-area. These phenomena are well predicted by Property 2. Lastly, it can be seen that, as \( R \to \infty \) the CRLB converges to a limit \( \frac{3\lambda^2}{2\pi^2} = 1.5 \times 10^{-3} \) for all dimensions as shown in (26).
Fig. 8. CRLB computed with numerical integrations and their approximations using (42)-(43) in Property 2, and the normalized approximation errors.

Fig. 9. The CRLB differences for terminals on a circle that is parallel to the LIS with center $(0, 0, 4)$ and radius $r = 4$.

### B. CRLB-Approximation Accuracies

Next, we evaluate the CRLB approximations for a terminal not on the CPL as discussed in Sec. IV. We compare the numerical integration results\(^6\) of CRLB and their approximations using (42)-(43) in Property 2. We test with $R=0.5$, $\lambda=0.1$, $z_0=8$, and $x_0=y_0$ varying from 1 to 8.

The CRLBs and the normalized approximation errors that are computed as the normalized CRLB differences between the numerical integrations and the approximations are both shown in

---

\(^6\)For numerical computation of the CRLB, we use the Matlab built-in function ‘integral’ to calculate the integrals in the CRLB matrix directly, which has an absolute error of $10^{-10}$ and relative error of $10^{-6}$.\]
Fig. 10. The CRLB evaluated with unknown phase $\varphi$ for a terminal with different locations, both on and away from the CPL. As can be seen, the approximations given by Property 2 perform well, with normalized errors less than 0.5% for the $x$ and $y$ dimensions, and close to 1% for $z$-dimension.

In Fig. 9, we repeat the tests in Fig. 6 and Fig. 7 with numerical integrations, but setting $x_0 = r \cos \psi$ and $y_0 = r \cos \psi$, with $r = 4$ and $\psi$ changing over $[0, 2\pi]$. The CRLBs in all dimensions are normalized with those obtained at coordinates $(4, 0, 8)$. As can be seen, the CRLB for the $z$-dimension is identical for any angle $\psi$, while the CRLBs for $x$ and $y$ dimensions are almost identical. These observations corroborate Corollary 1.

C. CRLB with an Unknown Phase $\varphi$

Next, we evaluate the CRLB for positioning with an unknown phase $\varphi$ presented as discussed in Sec. V. As can be seen in Fig. 10 when the terminal is away from the CPL, the CRLBs for all dimensions are increased and the curves have similar shapes. For all three Cartesian dimensions, the CRLB starts to decrease in the third-order of the surface-area when $R$ is larger than a certain threshold as explained in (126). More interestingly, the CRLBs for $x$ and $y$ dimensions are lower than that for $z$-dimension when there is an unknown phase $\varphi$ present in the signal model. Furthermore, the behaviors of CRLB for a terminal not on the CPL is slightly different from the case located on the CPL. As can be seen, when $R$ is small, the CRLB decreases first quadratically in the surface-area instead of linearly, which is mainly because that the CRLB converges to the case with known $\varphi$, since the CRLB is so large that the impact of an unknown $\varphi$ is negligible. The CRLB for phase $\varphi$ is much higher than for the other Cartesian dimensions,
D. CRLB with Centralized and Distributed Deployments of the LIS

Finally, we evaluate the CRLB with the centralized and distributed deployments as discussed in Sec. VI. We set $W = H = 4$ and $z_0 = 8$. All curves are obtained with numerical integrations without any approximations. We compare the CRLB with different deployments depicted in Fig. 5 that is, a single LIS, 4 small LISs, and 16 smaller LISs, with the same total surface-area.

As shown in Fig. 11 for a terminal on the CPL, when (100) is fulfilled, i.e., $R \leq \sqrt{\frac{W^2 + H^2}{6}} = 2.31$, the distributed deployments with 4 and 16 small LISs render lower CRLBs than the centralized deployment for $x$ and $y$ dimensions, while the CRLB for $z$-dimension remains the same. When $R$ increases beyond the threshold, the distributed deployments become worse for $x$ and $y$ dimensions, although the CRLB for $z$-dimension is slightly better.

In order to evaluate the average positioning performance, we draw 1000 terminals with coordinates of $x$ and $y$ dimensions uniformly distributed in [-2, 2], and $z_0 = 12$ for all terminals. In Fig. 12 we plot the average CRLB for different dimensions. As can be seen, the average CRLB for all three dimensions are significantly improved with the distributed deployments. The average CRLB with 4 small LISs, each small LIS has a radius 0.005, can achieve the same average CRLB for a single LIS with $R = 0.2$, that is, the surface-area needed for the distributed deployment is only 0.25% of that for a centralized deployment when $R$ is small. As $R$ increases, different deployments converge to each other as expected. Further splitting the 4
Fig. 12. The average CRLB with different deployments of the LIS for 1000 uniformly distributed terminal locations, and with \( z_0 = 8 \) and different radius \( R \).

Fig. 13. The CDF of CRLB with different deployments of the LIS for 1000 uniformly distributed terminals with \( R = 1.39 \). small LISs into 16 smaller LISs provides marginal gains, but a likely cost of more stringent hardware requirements to achieve phase calibration and cooperation among the small LISs.

The cumulative distribution functions (CDF) of the CRLB are plotted in Fig. 13, where we can see that the CRLBs for all three Cartesian dimensions with a distributed deployment comprising 4 small LISs are significantly improved compared to a single centralized LIS. The CRLBs for \( x \) and \( y \) dimensions are relatively larger than that for \( z \)-dimension, however, the values of CRLB are also more concentrated than those for \( z \)-dimension. With 4 small LISs, the values of CRLB also become concentrated, which means that the overall positioning performance is improved with a distributed deployment of the LIS.
VIII. SUMMARY

In this paper, we have derived the Fisher-information and Cramér-Rao lower bounds (CRLBs) for positioning with large intelligent surfaces (LIS). For a terminal on the central perpendicular line (CPL), the CRLBs are derived in closed-form. For other positions we alternatively provide approximations in closed-form to compute the Fisher-information and CRLB which are shown to be accurate. We have also shown that, under mild conditions the CRLBs for \( x \) and \( y \) dimensions decrease quadratically in the surface-area of the deployed LIS. For \( z \)-dimension, the CRLB decreases linearly in the surface-area for a terminal on the CPL. When the terminal is away from the CPL, the CRLBs for all Cartesian dimensions increase dramatically and decrease quadratically in the surface-area of the LIS.

Further, we have also analyzed the CRLBs for positioning in the presence of a random unknown phase \( \varphi \) in the received signal model. We have shown that, the CRLBs are dramatically increased by the unknown phase, and in general the CRLBs for all dimensions decrease in the third-order of the surface-area, provided that the surface-area exceeds a certain threshold. We have also shown that, for an infinitely large LIS, the CRLB for \( z \)-dimension with an unknown phase is 6 dB higher than that with a known \( \varphi \), and the CRLB for estimating \( \varphi \) converges to a constant independent of the wavelength \( \lambda \).

Furthermore, we compare centralized and distributed deployments of the LIS and show that, the distributed deployments have the potential to extend the coverage of terminal-positioning and can provide better average CRLBs for all dimensions.

APPENDIX A: PROOF OF THEOREM 1

For a terminal on the CPL, we have \( x_0 = y_0 = 0 \), and then the first-order derivatives with respect to \( x \) and \( y \) are equal to

\[
\Delta s_1 = \frac{\sqrt{z_0 \lambda}}{2\sqrt{\pi}} \left( \frac{3}{2} \eta^{-\frac{3}{4}} + \frac{2\pi j}{\lambda \eta^{-\frac{3}{4}}} \right) \exp \left( -\frac{2\pi j \sqrt{\eta}}{\lambda} \right),
\]

\[
\Delta s_2 = \frac{\sqrt{z_0 \lambda}}{2\sqrt{\pi}} \left( \frac{3}{2} \eta^{-\frac{3}{4}} + \frac{2\pi j}{\lambda \eta^{-\frac{3}{4}}} \right) \exp \left( -\frac{2\pi j \sqrt{\eta}}{\lambda} \right),
\]

where \( \eta = z_0^2 + y^2 + x^2 \), and the first-order derivative with respect to \( z \) is in \([7]\). Since \( \eta \) is an even function with respect to \( x \) and \( y \), the cross-terms of different dimensions in the Fisher-
information matrix vanish, and we obtain a diagonal Fisher-information matrix with diagonal elements being

\[ I_{ii} = \iint_{x^2 + y^2 \leq R^2} |\Delta s_i|^2 \, dx \, dy. \] (104)

Calculating (104) directly yields

\[ I_{11} = I_{22} = \frac{z_0}{4\pi} \left( \frac{9}{4} g_1(7) + \frac{4\pi^2}{\lambda^2} g_1(5) \right), \] (105)

\[ I_{33} = \frac{z_3^3}{4\pi} \left( \frac{1}{4z_0^3} g_3(3) + \left( \frac{4\pi^2}{\lambda^2} - \frac{3}{2z_0^2} \right) g_3(5) + \frac{9}{4} g_3(7) \right), \] (106)

Utilizing the results in (12) and (13) and after some manipulations, the Fisher-information for different dimensions are then in (15) and (16).

\[ \text{APPENDIX B: PROOF OF PROPERTY 2} \]

With conditions (35)-(36), it holds that

\[ \eta = z_0^2 + (y - y_0)^2 + (x - x_0)^2 = z_1^2 + x^2 + y^2 + o(z_1), \] (107)

and the noiseless signal (2) can be written as

\[ \hat{s}_{x_0,y_0,z_0}(x,y) = \sqrt{\frac{z_0}{z_1}} s_{0,0,z_1}(x,y) \left( 1 + o(1) \right). \] (108)

The parameters \( \alpha \) and \( \beta \) are defined in (39) and (40). Note that with conditions in (35)-(36), the derivatives in (5)-(7) can be approximated as

\[ \Delta s_1 = \frac{\sqrt{\pi z_0}}{\lambda} (x - x_0) \eta^{-\frac{3}{4}} \exp \left( -\frac{2\pi j}{\lambda} \sqrt{\eta} \right) \left( 1 + \mathcal{O} \left( \frac{\lambda}{z_1} \right) \right), \] (109)

\[ \Delta s_2 = \frac{\sqrt{\pi z_0}}{\lambda} (y - y_0) \eta^{-\frac{3}{4}} \exp \left( -\frac{2\pi j}{\lambda} \sqrt{\eta} \right) \left( 1 + \mathcal{O} \left( \frac{\lambda}{z_1} \right) \right), \] (110)

\[ \Delta s_3 = -\frac{\sqrt{\pi z_0^3}}{\lambda} j \eta^{-\frac{3}{4}} \exp \left( -\frac{2\pi j}{\lambda} \sqrt{\eta} \right) \left( 1 + \mathcal{O} \left( \frac{\lambda^2}{z_1^2} \right) \right). \] (111)

First we consider the Fisher-information for the \( z \)-dimension. Since

\[ \Delta s_3 \, (\Delta s_3)^* = \frac{\pi z_0^3}{\lambda^2} \eta^{-\frac{9}{2}} \left( 1 + \mathcal{O} \left( \frac{\lambda^2}{z_1^2} \right) \right), \] (112)

and utilizing (108), the Fisher-information for the \( z \)-dimension with coordinates \((x_0, y_0, z_0)\) can be approximated based on that with coordinates \((0, 0, z_0)\), which is

\[ I_{33} = \beta \left( 1 + o \left( \frac{\lambda}{z_1} \right) \right). \] (113)
Similarly, as
\[
\Delta s_1 (\Delta s_3)^* = \left( -\frac{\pi x z_0^2}{\lambda^2} \eta^{-\frac{1}{2}} + \frac{\pi x_0 z_0^2}{\lambda^2} \eta^{-\frac{1}{2}} \right) \left( 1 + \mathcal{O}\left(\frac{\lambda^2}{z_1^2}\right) \right),
\]  
(114)
and the integrals over the term \(-\frac{\pi x z_0^2}{\lambda^2} \eta^{-\frac{1}{2}} \) (with respect to \(x\) and \(y\) in \(\eta\)) in \(\Delta s_1 (\Delta s_3)^*\) is zero since it is an odd function in \(x\), then by directly comparing the remaining term in (114) to (112), after integration over \(x\) and \(y\), it holds that
\[
I_{13} = \frac{x_0}{z_0} I_{33} \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right),
\]  
(115)
Furthermore, it also hold that
\[
\Delta s_1 (\Delta s_1)^* = \frac{\pi z_0 (x^2 - 2 xx_0 + x_0^2)}{\lambda^2} \eta^{-\frac{1}{2}} \left( 1 + \mathcal{O}\left(\frac{\lambda^2}{z_1^2}\right) \right).
\]  
(116)
Using (108), the integrals of the first term \(\frac{\pi z_0 x^2}{\lambda^2} \eta^{-\frac{1}{2}}\) in (116) can be approximated by \(\alpha\), which is calculated based on the Fisher-information of the \(x\)-dimension with coordinates \((0, 0, z_1)\). Then, the second term \(\frac{\pi z_0 x_0^2}{\lambda^2} \eta^{-\frac{1}{2}}\) is an odd function in \(x\) and the integral of it is zero. At last, comparing the last term \(\frac{\pi z_0 x_0^2}{\lambda^2} \eta^{-\frac{1}{2}}\) to (112) yields
\[
I_{11} = \left( \alpha + \frac{x_0^2}{z_0^2} \beta \right) \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right).
\]  
(117)
Using the symmetry between \(x\) and \(y\) dimensions, it can also be shown that
\[
I_{23} = \frac{y_0}{z_0} \beta \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right),
\]  
(118)
\[
I_{22} = \left( \alpha + \frac{y_0^2}{z_0^2} \beta \right) \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right).
\]  
(119)
Finally, as
\[
\Delta s_1 (\Delta s_2)^* = \frac{\pi z_0 (xy - xx_0 - yy_0 + x_0 y_0)}{\lambda^2} \eta^{-\frac{1}{2}} \left( 1 + \mathcal{O}\left(\frac{\lambda^2}{z_1^2}\right) \right),
\]  
(120)
the integrals of the first three terms in (120) vanish as they are odd functions either in \(x\) or \(y\). Comparing the last term to (112), it holds that
\[
I_{12} = \frac{x_0 y_0}{z_0^2} \beta \left( 1 + o\left(\frac{\lambda}{z_1}\right) \right).
\]  
(121)
Noting that the Fisher-information matrix is symmetric, and combining (115)-(121), the Fisher-information matrix is in (38), which completes the proof.
Appendix C: Proof of Theorem 2

First of all, since the unknown phase $\varphi$ only appears in the exponential terms of the first-order derivatives, it does not appear in the Fisher-information matrix, and the Fisher-information for $x$, $y$, and $z$ dimensions remain the same.

Next, we compute the cross-terms between $\varphi$-dimension and the other dimensions. Following the similar arguments as in the proof of Property 2, it can be shown that,

\[ I_{14} = \int \int_{x^2+y^2 \leq R} \mathcal{R}\{\Delta s_1 (\Delta s_4)^*\} \, dx \, dy = \frac{x_0 z_0}{2\lambda} g_3(4), \]  
(122)

\[ I_{24} = \int \int_{x^2+y^2 \leq R} \mathcal{R}\{\Delta s_1 (\Delta s_4)^*\} \, dx \, dy = \frac{y_0 z_0}{2\lambda} g_3(4), \]  
(123)

\[ I_{34} = \int \int_{x^2+y^2 \leq R} \mathcal{R}\{\Delta s_3 (\Delta s_4)^*\} \, dx \, dy = \frac{z_0^2}{2\lambda} g_3(4), \]  
(124)

and

\[ I_{44} = \int \int_{x^2+y^2 \leq R} |\Delta s_4|^2 \, dx \, dy = \frac{z_0}{4\pi} g_3(3), \]  
(125)

where $g_3(n)$ is defined in (11).

Appendix D: Proof of Property 4

Inserting the expressions of $I_{33}$, $I_{34}$, $I_{44}$ given in (113), (124), (125) to (67) and (68), we have the CRLBs for $z$-dimension and phase $\varphi$ equal to

\[ C_z = \left( \frac{z_0^3}{4\pi} \left( \frac{1}{4z_0^2} g_3(3) + \left( \frac{4\pi^2}{\lambda^2} - \frac{3}{2z_0^2} \right) g_3(5) + \frac{9}{4} g_3(7) - \frac{\pi z_0^3}{\lambda^2} g_3^2(4) \right) \right)^{-1}, \]  
(126)

and

\[ C_\varphi = \left( \frac{z_0}{4\pi} g_3(3) - \frac{\pi z_0}{\lambda^2} \left( \frac{1}{4z_0^2} g_3(3) + \left( \frac{4\pi^2}{\lambda^2} - \frac{3}{2z_0^2} \right) g_3(5) + \frac{9}{4} g_3(7) \right) \right)^{-1}, \]  
(127)

respectively. For a terminal on the CPL, using the formula of $g_3(n)$ in (13) yields

\[ g_3(3) = \frac{1}{z_0} - \frac{1}{R^2 + z_0^2}; \]  
(128)

\[ g_3(4) = \frac{1}{2} \left( \frac{1}{z_0} - \frac{1}{\sqrt{R^2 + z_0^2}} \right); \]  
(129)

\[ g_3(5) = \frac{1}{3} \left( \frac{1}{z_0} - \frac{1}{(R^2 + z_0^2)^{3/2}} \right); \]  
(130)

\[ g_3(7) = \frac{1}{5} \left( \frac{1}{z_0} - \frac{1}{(R^2 + z_0^2)^{5/2}} \right). \]  
(131)
Inserting (128)-(131) back into (126) and (127), after some manipulations, the CRLBs for z-dimension and phase $\varphi$ are in (69) and (70), respectively.
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