Do Fermi-LAT observations imply very large Lorentz factors in GRB outflows?
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ABSTRACT

Recent detections of GeV photons in a few gamma-ray bursts (hereafter GRBs) by Fermi-LAT imply huge bulk Lorentz factors to avoid a large $\gamma\gamma$ optical depth at high energy. Estimates can be as high as $\Gamma \approx 10^3$ in the most extreme cases. This puts severe constraints on models of the central engine and the jet acceleration in GRBs. These estimates are however obtained from a simplified single zone model. We present here a more realistic calculation of the $\gamma\gamma$ opacity which takes into account the time, space and direction dependent photon field existing in an outflow with several relativistically moving emitting zones. The formalism is very general and can be applied to many models of the prompt GRB emission. We present results obtained for a numerical implementation in the framework of the internal shock model. We show that (i) the minimum Lorentz factor $\Gamma_{\text{min}}$ in bright Fermi-LAT GRBs is reduced by a factor $\approx 2 - 3$ compared to previous estimates if the GeV and MeV emission are produced in the same region, and by an additional factor $\approx 2 - 8$ if the GeV emission is produced at larger radii. We provide an improved approximate formula for $\Gamma_{\text{min}}$ which is in good agreement with our numerical results and which can be directly applied to Fermi-LAT GRB data; (ii) a delayed onset of the GeV emission can be due to the time evolution of the opacity in a GRB outflow. As an illustration of these first two results, we present a synthetic GRB that reproduces most features of GRB 080916C with a mean Lorentz factor of $\approx 340$, an optically thin regime for $\gamma\gamma$ opacity at 3 GeV in time bin ‘b’, a variability timescale of $\approx 0.5$ s in the MeV lightcurve and a delayed onset of $\approx 5$ s of the GeV emission; (iii) the $\gamma\gamma$ opacity can smooth the short timescale variability in the GeV lightcurve. This last result implies that the observed variability at high energy is not necessarily a good test to distinguish between an internal and an external origin for the GeV emission in GRBs.
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1 INTRODUCTION

The combination of a short timescale variability with a huge radiated gamma-ray energies in gamma-ray bursts leads to the well-known compactness problem: $\gamma$-ray photons should not escape due to $\gamma\gamma$ annihilation. This contradiction is solved by assuming that the emitting region has an ultra-relativistic motion (Rees 1966). This leads to an important constraint on the minimum Lorentz factor of the outflow in cases where the GRB spectrum does not show any evidence for a high-energy cutoff (see e.g. Baring & Harding 1997, Lithwick & Sari 2001), or to a direct measurement of the Lorentz factor if such a cutoff is identified, as possibly in GRB 090926A (Ackermann et al. 2011).

Since the launch of Fermi in June 2008, the LAT instrument has detected high energy photons above 10 GeV in a few GRBs. The observed $\gamma$-ray spectrum often remains consistent with a Band function covering the GBM and LAT spectral ranges without any evidence of a high energy cutoff which could be identified as a signature of $\gamma\gamma$ annihilation (with possibly the exception of GRB 090926A, Ackermann et al. 2011). This extension by Fermi of the observed spectral range upper bound from a few MeV to a few tens of GeV implies constraints on $\Gamma_{\text{min}}$ which are much more severe than the ones obtained previously (see e.g. Racusin et al. 2011). In a few cases $\Gamma_{\text{min}}$ has been estimated to be of the order of 1000. For instance, in the four brightest Fermi-LAT GRBs, the estimated minimum values are $\Gamma_{\text{min}} \approx 887$ in GRB 080916C (Abdo et al. 2009b) $\approx 10^4$ in GRB 090902B (Abdo et al. 2009a), $\approx 1200$ in GRB
calculation of the $\gamma\gamma$ optical depth

2.1 General $\gamma\gamma$ opacity formula.

The $\gamma\gamma$ opacity $\tau_{\gamma\gamma}$ seen by a photon of high energy $E_{HE}$ propagating in a relativistic outflow is given by:

$$\tau_{\gamma\gamma}(E_{HE}) = \int dt \int d\Omega \frac{dE}{E} n_\gamma(E) \sigma_{\gamma\gamma}(E_{HE}, E, \psi) (1 - \cos \psi).$$

All the physical quantities are measured in the fixed frame associated to the central source (“laboratory frame”, hereafter the source frame): $E$ is the energy of the interacting field photon, $\psi$ represents the interaction angle between the HE photon and the interacting photon. The energy threshold $E_c$ of the field photon above which $\gamma\gamma$ annihilation can occur is

$$E_c(E_{HE}, \psi) = \frac{2(m_e c^2)^2}{E_{HE} (1 - \cos \psi)}. \quad (2)$$

and the $\gamma\gamma$ cross section $\sigma_{\gamma\gamma}$ is given by

$$\sigma_{\gamma\gamma}(y) = \sigma_I g(y). \quad (3)$$

where

$$g(y) = \frac{3}{16} (1 - y^2) \left[ (3 - y^4) \ln \frac{1 + y}{1 - y} - 2y(2 - y^2) \right]. \quad (4)$$

and $y$ is defined by

$$y = \sqrt{1 - \frac{2(m_e c^2)^2}{E_{HE} E (1 - \cos \psi)}} = \sqrt{1 - \frac{E_c}{E}} \quad (5)$$

for $E \geq E_c$ and $y = 0$ for $E \leq E_c$. Finally $n_\gamma(E)$ is the photon field distribution [ph·cm$^{-3}$·keV$^{-1}$·sr$^{-1}$] at a given location and time.

Eq. (1) is made of a triple integral: the $dt$-integration is done over the path of the GeV photon from its emission location to the observer, the $d\Omega$-integration is done over the solid angle distribution of the interacting photon field surrounding the GeV photon whereas the $dE$-integration is done over its energy distribution. Eq. (1) is general and can be applied to any photon emitted at a given location and time with a given direction of propagation in the GRB outflow.

2.2 $\gamma\gamma$ opacity created by a “spherical flash”.

2.2.1 Calculation of the $\gamma\gamma$ opacity

The kernel of our study is the calculation of the $\gamma\gamma$ opacity created by a spherical flash. Using this kernel, it is possible to model the case of a propagating radiating spherical front (representing for example a shock wave) by the succession of many spherical flashes. One critical step is the exact calculation of the photon density $n_\gamma$ (see Appendix A). The
emissivity [erg · cm\(^{-3} \cdot s^{-1} \cdot Hz^{-1} \cdot sr^{-1}\)] in the comoving frame of a spherical flash occurring at a radius \(R_0\) and time \(t_0\) (source frame) is given by:

\[
j'_\nu = \frac{1}{4\pi} \frac{1}{4\pi R_0^2} \frac{E_{\text{rad}}}{\Gamma_0} \frac{1}{\nu_{p,0}} B\left(\nu'/\nu_{p,0}\right) \delta(r-R_0)\delta(t-t_0), \quad (6)
\]

where \(E_{\text{rad}}\) is the total radiated energy, \(\Gamma_0 = 1/\sqrt{1-\beta_0^2}\) is the Lorentz factor of the material moving with velocity \(\beta_0 c\) and emitting the spherical flash, \(\nu'\) is the photon frequency in the comoving frame, \(\nu_{p,0}\) is the comoving peak frequency of the spectrum, and \(B\) is the normalized spectral shape (\(\int_0^\infty B(x)dx = 1\)).

The geometry associated to a spherical flash is described in Fig. 1 and the calculation of the created photon field \(n_\nu(E)\) is given in Appendix A. The resulting general expression of the \(\gamma\gamma\) opacity created by a spherical flash is

\[
\tau_{\gamma\gamma}(E_{\text{HE}}) = \int d^3r \frac{E_{\text{rad}}}{4\pi R_0^2} \frac{R_0}{sR_I} D^2 \int_0^{2\pi} d\phi \int_0^{\pi} \sin \Theta d\Theta \left(1 - \cos \psi\right)
\]

\[
\times \int_{E_0(E_{\text{HE}},\psi)}^{\infty} \frac{dE}{E} \tau_{\gamma\gamma}(E_{\text{HE}}, E, \psi) B\left(\frac{E}{DE_0}\right)
\]

\[
= \tau_0 \int d^3r \frac{R_0}{sR_I} D^2 \int_{E_0(E_{\text{HE}},\psi)}^{\infty} \frac{dE}{E} \tau_{\gamma\gamma}(E_{\text{HE}}, E, \psi) B\left(\frac{E}{DE_0}\right)
\]

\[
\times \int_0^{2\pi} d\phi \int_0^{\pi} \sin \Theta d\Theta B\left(\frac{E_{\text{HE}}}{DE_0(1-y^2)}\right), \quad (7)
\]

where \(E_{\gamma,0} = h\nu_{p,0}\) is the comoving peak energy, \(\psi\) is the interaction angle given by

\[
\cos \psi = \cos \Theta \cos \alpha_1 + \sin \Theta \sin \alpha_1 \cos \phi, \quad (8)
\]

\(D\) is the Doppler factor

\[
D = \frac{1}{\Gamma_0 (1-\beta_0 \cos \delta)}, \quad (9)
\]

and the dimensionless constant \(\tau_0\) is defined by

\[
\tau_0 = \frac{\sigma_\gamma E_{\text{rad}}}{4\pi R_0^2 \Gamma_0^2 E_0}. \quad (10)
\]

If the high energy photon is emitted at radius \(R_e\) and time \(t_e\) in a direction \(\Theta_e\) relative to the radial direction (see Fig. 1), the quantities appearing in Eq. (7) are given as a function of the length \(\ell\) traveled by the high energy photon from its emission point by

\[
R_I^2 = R_e^2 + \ell^2 + 2R_e \ell \cos \Theta_e, \quad (11)
\]

\[
\sin \Theta = \frac{R_e}{R_I} \sin \Theta_e, \quad (12)
\]

\[
s = c(t_1 - t_0) = c\left(\frac{t_e + \ell}{c} - t_0\right), \quad (13)
\]

\[
\cos \alpha_1 = \frac{R_e^2 + s^2 - R_0^2}{2R_e s}, \quad (14)
\]

\[
\cos \delta = \frac{R_e^2 - R_0^2 - s^2}{2R_0 s}, \quad (15)
\]

\[
D = \frac{1}{\Gamma_0 (1-\beta \cos \delta)}, \quad (16)
\]

\(^1\) Physical quantities with a prime are measured in the comoving frame.

In Eq. (11), the \(d\ell\)-integration is limited to the range of \(\ell\) allowing an interaction, i.e. fulfilling the condition

\[
|R_0 - R_I| \leq s \leq R_0 + R_I. \quad (17)
\]

- Case of a photon emitted on axis. If the high energy photon is emitted on axis (\(\Theta_e = \Theta = 0\) and \(\psi = \alpha_1\)) the axial symmetry gives a simplified formula:

\[
\tau_{\gamma\gamma}(E_{\text{HE}}) = \tau_0 \int d\ell \frac{R_0}{R_e + \ell} \left(\frac{c(t_e - t_0) + \ell}{c(t_e - t_0) + \ell}\right) \frac{D^2}{\Gamma_0 \sqrt{E_{\text{HE}}}}
\]

\[
\times \int_0^1 dy \frac{yg(y)}{1-y^2} B\left(\frac{E_{\text{HE}} E_0}{DE_0(1-y^2)}\right), \quad (18)
\]

with

\[
\cos \psi = \frac{(R_e + \ell)^2 + (c(t_e - t_0) + \ell)^2 - R_0^2}{2(R_e + \ell)(c(t_e - t_0) + \ell)}, \quad (19)
\]

\[
\cos \delta = \frac{(R_e + \ell)^2 - R_0^2 - (c(t_e - t_0) + \ell)^2}{2R_0 (c(t_e - t_0) + \ell)}. \quad (20)
\]

- Case of a flash having a power-law spectrum. If the spectrum of the flash emission can be approximated by a single power-law of photon index \(\beta\), the spectral shape function has the following form \(B(x) = A x^{1+\beta}\) for \(x \geq 1\) with \(A_0 = -(2 + \beta)\), and \(B(x) = 0\) for \(x < 1\). Then Eq. (7) can be further simplified:

\[
\tau_{\gamma\gamma}(E_{\text{HE}}) = \mathcal{I}(\beta) \tau_0 A_0 \left(\frac{2 (m_e^2)^2}{E_{\text{HE}} E_0}\right)^{1+\beta}
\]

\[
\times \int d\ell \frac{R_0}{sR_I} D^{2-\beta} \int_0^{2\pi} d\phi \int_0^{\pi} \sin \Theta d\Theta \left(1 - \cos \psi\right)^{-\beta}, \quad (21)
\]

where \(\mathcal{I}(\beta)\) is a finite number for \(\beta < 0\):

\[
\mathcal{I}(\beta) = \int_0^{\infty} \frac{y}{\sqrt{1-y^2}} g(y) dy. \quad (22)
\]

For \(\beta = -2, -2.2, -2.3, -2.5, -3\), this integral equals respectively \(\mathcal{I}(\beta) \approx 0.091, 0.078, 0.072, 0.063, 0.046\).

- Case of a photon emitted on axis interacting with a flash having a power-law spectrum. Finally if the two simplifications are combined, the \(\tau_{\gamma\gamma}\) formula becomes:

\[
\tau_{\gamma\gamma}(E_{\text{HE}}) = \mathcal{I}(\beta) \tau_0 A_0 \left(\frac{2 (m_e^2)^2}{E_{\text{HE}} E_0}\right)^{1+\beta}
\]

\[
\times \int d\ell \frac{R_0}{R_e + \ell} \left(\frac{c(t_e - t_0) + \ell}{c(t_e - t_0) + \ell}\right) \frac{D^{1-\beta}}{\Gamma_0 \sqrt{E_{\text{HE}} E_0}}. \quad (23)
\]

2.2.2 Approximate formula

Most estimates of the minimum Lorentz factor in GRB outflows are based on approximate formulae corresponding to the case of a high-energy photon emitted on axis and interacting with an isotropic radiation field over a length \(\ell' \sim R_0/\Gamma_0\) in the comoving frame of the emitting material assumed to move with a constant Lorentz factor \(\Gamma_0\) (see e.g. \cite{Lithwick & Sari 2001}, \cite{Gupta & Zhang 2008}, \cite{Abdo et al 2009a}, \cite{Zhang & Pe'er 2009}). In many GRB models, such as internal shocks, a more realistic approximation corresponds to the situation where the seed photons are produced by a flash emitted at radius \(R_0\) by a single thin shell moving...
with constant velocity $\beta_0$, and where the high-energy photon is emitted on-axis at $R_e$, and interacts with the resulting anisotropic radiation field. Then, the law of motion of the thin shell is $R_e - R_0 = \beta_0 c (t_e - t_0)$ and the high energy photon can interact with the seed photons from the flash only if

$$R_0 < R_e < \frac{2R_0}{1 - \beta_0} \approx 4t_0^2 R_0. \quad (24)$$

In this case, an approximate formula for the $\gamma\gamma$ opacity given by Eq. (23) can be obtained (see Appendix B):

$$\tau_{\gamma\gamma} \approx \left( \frac{2 (m_e c^2)^2}{E_{HE} E_{p,0}} \right)^{1+\beta} \frac{2^\beta I(\beta) \tau_0 \Gamma_0 \Gamma_0^{3+1}}{\left[ \left( 1 + \frac{1}{2} \frac{R_e - R_0}{R_0} \right) \left( 1 + \frac{R_e - R_0}{R_0} \right) \right]^{1-\beta}}. \quad (25)$$

To compare with observations, the radius $R_0$ is usually estimated by $\Gamma_0^2 c \Delta t_{\text{var}}$, where $\Delta t_{\text{var}}$ is the observed variability timescale, and the isotropic equivalent radiated energy $E_{rad}$ is deduced from the observed photon fluence $F(E) = \mathcal{F}_0 (E/E_{p,0})^\alpha [\text{ph} \cdot \text{cm}^{-2} \cdot \text{keV}^{-1}]$, where $E_{p,0} = \Gamma_0 E_{p,0}$ is the observed peak energy. This leads to

$$E_{rad} = 4\pi D^2 \frac{E_{p,0}^2 \mathcal{F}_0}{A_0}, \quad (26)$$

where $D$ is the distance of the source. Finally the $\gamma\gamma$ opacity reads

$$\tau_{\gamma\gamma} \approx K(R_e) \frac{\sigma T}{c \Delta t_{\text{var}}} \left( \frac{D}{c \Delta t_{\text{var}}} \right)^2 E_{p,0} \mathcal{F}_0 \Gamma_0^{-2(1-\beta)} \left( \frac{m_e c^2}{E_{HE} E_{p,0}} \right)^{1+\beta}, \quad (27)$$

where

$$K(R_e) = \frac{2^{1+2\beta} I(\beta)}{\left( \left( 1 + \frac{1}{2} \frac{R_e - R_0}{R_0} \right) \left( 1 + \frac{R_e - R_0}{R_0} \right) \right)^{1-\beta}} \quad (28)$$

is a coefficient that depends on the location where the high-energy photon is emitted. Most previous studies considered usually the limit $R_e \to R_0$ (all photons are radiated in the same region). This leads here to a coefficient $K_0 = K(R_e \to R_0)$ given by

$$K_0 \approx 2^{1+2\beta} I(\beta). \quad (29)$$

Compared to the simple model assuming an isotropic radiation field in the comoving frame of the outflow, the approximate formula derived here for an anisotropic field produced by an impulsive flash shows the same scaling with the parameters of the problem, but a different normalization $K_0$. Svensson (1987) has derived the exact coefficient for the single zone isotropic model and gives the following accurate approximation (error less than 0.3% for $-7 < \beta < -1$)

$$K_0^{\text{SST}} \approx \frac{7}{6 (-\beta)^{3/4} (1 - \beta)}. \quad (30)$$

The coefficient

$$K_0^{\text{ST9}} = \frac{4}{1 - \beta} I(\beta) = \frac{2^{1+2\beta}}{1 - \beta} K_0 \quad (31)$$

used by Abdo et al. (2009a) differs from $K_0^{\text{SST}}$ by less than 0.5%. The coefficient

$$K_0^{\text{LS01}} = -\frac{11}{180} \frac{1}{1 + \beta} \quad (32)$$

used by Lithwick & Sari (2001) is less accurate, with a difference by a factor 1.5 to 2 in the range $-3 < \beta < -2$.

For a typical value $\beta = -2.3$, the differences between the two assumptions (isotropic radiation field vs anisotropic field created by a flash) is noticeable. We have $K^{\text{ST9}}/K_0 \approx 14.7$ and $K^{\text{LS01}}/K_0 \approx 7.3$, already leading to some differences in the estimate of the minimum Lorentz factor in GRB outflows. Note that in all these single zone models, the opacity is built over a length $\ell \sim R$ in the source frame (see Appendix B and see also §3.3), so that the origin of the difference is mainly the geometry of the radiation field (isotropy vs anisotropy in the comoving frame). However, as described in §3.3, the estimate of $\Gamma_{\text{min}}$ is even more affected by dynamical effects, that are not included in these single zone models.

2.2.3 A case study

To better understand the different effects at stake when studying the $\gamma\gamma$ opacity in relativistic outflows, it is worth to focus first on the case of a single spherical flash for which we have obtained an approximate estimate in §2.2.2. Let us consider a spherical shell expanding at a constant Lorentz factor $\Gamma_0$ that emits a photon flash at a radius $R_0 = (\Gamma_0/100)^2 10^{14}$ cm. The total radiated energy (source frame) is $E_{rad} \approx 2 \times 10^{51}$ erg and the spectrum is a broken power-law with a comoving peak energy $E_{p,0} = (1 \text{ MeV}) / \Gamma_0$, a low energy photon index $\alpha = -1$, and a high energy photon index $\beta = -2.5$. With these assumptions, the observed pulse has a fixed duration $\Delta t_{\text{obs}} = R_0/(2\Gamma_0^3 c) \approx 0.17 \text{ s}$, a fixed bolometric isotropic equivalent energy $E_{rad}$ and a fixed observed peak energy $\approx \Gamma_0 E_{p,0} \approx 1 \text{ MeV}$. In addition, we assume that the same shell, expanding at a constant Lorentz factor $\Gamma_0$, is emitting a high energy photon at a radius $R_e \gg R_0$ and a colatitude $\Theta_e$. Eq. (27) allows to compute the optical depth for $\gamma\gamma$ annihilation $\tau_{\gamma\gamma}$ seen by this high energy photon, as a function of its energy $E_{HE}$. This photon is detected by a distant observer at time $t_{\text{obs}}^e$ given by

$$t_{\text{obs}}^e \approx t_{\text{obs}}^\text{flash} + \frac{R_e - R_0}{2\Gamma_0^3 c} + (1 - \cos \Theta_e) \frac{R_e}{c}, \quad (33)$$

where $t_{\text{obs}}^\text{flash}$ is the time at which the first photon from the flash is observed.

The four panels of Fig. 2 give an overview of the obtained results showing the different dependencies of $\tau_{\gamma\gamma}$.

**Dependence on the emission radius.** The top left panel of Fig. 2 gives the evolution of $\tau_{\gamma\gamma}$ as a function of $R_e$ for a photon emitted on axis ($\Theta_e = 0$). The opacity $\tau_{\gamma\gamma}$ remains constant for

$$\frac{R_e}{R_0} - 1 = \frac{t_{\text{obs}}^\text{HE} - t_{\text{obs}}^\text{flash}}{\Delta t_{\text{obs}}} \lesssim 0.2 \quad (34)$$

and then decreases as $\tau_{\gamma\gamma} \propto R_e^{-2(1-\beta)}$, in excellent agreement with the approximate formula given by Eq. (27). The top right panel of Fig. 2 shows the same curves $\tau_{\gamma\gamma}(R_e)$.
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Figure 2. Opacity created by a spherical flash. In each panel, the $\gamma\gamma$ opacity is plotted as a function of the high energy photon emission radius. In the first three panels, the Lorentz factor is $\Gamma_0 = 100$. Upper left panel: opacity seen by a 1 GeV photon emitted on axis. The numerical calculation is plotted in solid line and the approximate formula given by Eq. (25) in dashed line. Upper right panel: opacity seen by a 1 GeV photon for different emission colatitudes $\Theta_e$. $\Gamma_0 = 100$ (black, solid line); 0.03 (black, dashed line); 0.1 (black, dashed dotted line); 0.3 (black, dotted line); 1 (gray, solid line); 3 (gray, dashed line); 10 (gray, dashed dotted line). Bottom left: opacity seen by a high energy photon emitted on axis for $E_{HE} = 1; 10; 100$ MeV; 1; 10; 100 GeV; 1; 10; 1000 TeV. Bottom right: opacity seen by 1 GeV photons emitted on axis for different Lorentz factors $\Gamma_0 = 100; 200; 300; 400$.

but for different emission colatitudes $\Theta_e$. The evolution is more complicated but remains dominated by a transition from a plateau when $R_e$ is still close to $R_0$, to a steep decay at large radii. As explained in Appendix B, the plateau is due to a favorable configuration when $R_e \rightarrow R_0$: both the Doppler angle $\delta$ and the interaction angle $\psi$ are close to $1/\Gamma_0$ at the beginning of the propagation of the high-energy photon; at larger emission radii $R_e$, the Doppler angle increases, leading to a reduction of the specific intensity, and the interaction angle decreases, leading to a higher energy threshold for the seed photons and a lower effective cross section $(1 - \cos \psi) \sigma_{\gamma\gamma}$.

Dependence on the emission latitude. As seen in the top right panel of Fig. 2, the value of the opacity in the plateau discussed in the previous paragraph depends on the emission colatitude $\Theta_e$ of the high energy photon. When $\Theta_e$ is increasing, the dominant effect is initially an increase of the interaction angle $\Psi$ at the beginning of the propagation, which leads to an increase of the opacity. However, when
the colatitude $\Theta_o$ increases even more, this effect is reduced by an increasing Doppler angle: the opacity reaches a maximum for $\Theta_o \simeq 0.3\Gamma_0$ and then decreases. At very high colatitudes, the opacity is strongly reduced compared to the on-axis photon; e.g. by a factor $\simeq 30$ for $\Theta_o \simeq 10/\Gamma_0$.

Dependence on the photon energy. The bottom left panel of Fig. 2 gives the evolution of $\tau_{\gamma\gamma}$ as a function of $R_e$ for different photon energies $E_{\text{HE}}$. The curves are similar to the on-axis case discussed above. However, the value of $R_e$ increases by an increasing Doppler angle: the opacity reaches a maximum.

Dependence on the colatitude $\Theta$. The curves are strongly reduced compared to the initial plateau evolve with $E_{\text{HE}}$. For $\Psi \simeq 1/\Gamma_0$ (low emission radius $R_e$), the threshold for $\gamma\gamma$ annihilation is

$$E_e \simeq \frac{(2\Gamma_0 m c^2)^2}{E_{\text{HE}}}.$$

(35)

Then, for $E_{\text{HE}} < (2\Gamma_0 m c^2)^2 / E_{\gamma\gamma} \simeq 10 \text{ GeV}$, the threshold energy $E_e$ remains in the high energy branch of the spectrum and the dependence is simply $\tau_{\gamma\gamma} \propto E_{\text{HE}}^{-(1+\beta)}$ with $-(1+\beta) = 1.5$ for the present case. Then, for $E \gtrsim 10$ GeV the threshold $E_e$ begins to enter the low-energy branch of the spectrum and the dependency progressively evolves from $\tau_{\gamma\gamma} \propto E_{\text{HE}}^{-(1+\beta)}$ to $\tau_{\gamma\gamma} \propto E_{\text{HE}}^{-(1+\alpha)}$ because photons contributing mostly to $\tau_{\gamma\gamma}$ have an energy close to $E_e$. Due to the particular choice of $\alpha = -1$, we have $-(1+\alpha) = 0$ and the $\gamma\gamma$ opacity $\tau_{\gamma\gamma}$ becomes independent of $E_{\text{HE}}$ at very high energies (see the saturation effect observed in the middle panel of Fig. 2 when $E_{\text{HE}}$ is increasing).

Dependence on the Lorentz factor. The bottom right panel of Fig. 2 gives the evolution of $\tau_{\gamma\gamma}$ as a function of $R_e$ for different Lorentz factors $\Gamma_0$. In this case the scaling is simply $\tau_{\gamma\gamma} \propto \Gamma_0^{2(\beta-1)}$. As discussed in Appendix B this comes from the combination of three effects: (i) the threshold energy goes like $E_e \propto \Gamma_0^{2(\beta-1)}$ so that $\tau_{\gamma\gamma}$ is modified by a factor $\Gamma_0^{2(\beta-1)}$ (see Eq. (23)); (i) the $\Delta m_{\text{obs}}$ is fixed and $R_0 \propto \Gamma_0$, which modifies $\tau_{\gamma\gamma}$ by another factor $\Gamma_0^{-2}$; (iii) the geometrical factor $(1-\cos \psi) \simeq 1/2\Gamma_0^2$ brings another factor $\Gamma^{-2}$. Finally, the dependency is $\tau_{\gamma\gamma} \propto \Gamma_0^{2(\beta-1)-2} = \Gamma_0^{2(\beta-1)}$.

2.3 Towards a complex photon field geometry

Using the present approach, it is possible to treat any complex photon field configuration as long as it can be modeled as a collection of spherical photon flashes. The contribution from a flash emitted at $R_0$, $t_0$ by an expanding sphere with Lorentz factor $\Gamma_0$, with a spectrum defined by the comoving peak energy $E_{\gamma p,0}$ and the shape $B$ and with a total radiated energy $E_{\gamma\gamma,0}$, to the $\gamma\gamma$ opacity seen by a high-energy photon is given by

$$\tau_{\gamma\gamma}(E_{\text{HE}}, R_e, t_e, \Theta_o) = \sum_i \int_0^{\infty} \frac{\sigma T L_{\gamma\gamma,0}(t)}{4\pi R_{i0}^2(t) E_{\gamma p,0}} dt \times \int d\ell \mathcal{F} \left[ \ell; E_{\text{HE}}, R_e, t_e, \Theta_o; R_0, t_0, E_{\gamma p,0}, B \right],$$

where the sum on $i$ is on all emitting regions in the outflow (such as the shocked region behind a propagating shock wave), the $dt$-integral is computed over the whole propagation of the considered emitting region ($t$ being measured in the source frame), and the elemental contribution to the opacity of the propagating emitting region $i$ at time $t$ is given by the same formal expression as for a spherical flash, replacing the radiated energy $E_{\gamma\gamma}$ by the radiated luminosity $L_{\gamma\gamma,0}(t)$ at time $t$, and considering all other properties (radius, Lorentz factor, emitted spectrum) at time $t$. Finally, synthetic light-curves and spectra seen by a distant observer can be computed by integrating the flux from each emitting region on equal-arrival time surfaces, including at high energy the effect of $\tau_{\gamma\gamma}$.

2.4 Validation of the model

Before dealing with more complex dynamical configurations within the internal shock framework, the validity of our model has been tested on a simple single-shock case with a comparison to the previous semi-analytic study by Granot et al. (2008). In this study $\gamma\gamma$ light curves produced by an emitting thin shell in spherical expansion are computed at different energies taking into account the effect of the $\gamma\gamma$ opacity. Using our model and adopting the same prescriptions for the dynamics of the expanding shell and the properties of its emission (luminosity and spectrum), we reproduce the results of Granot et al. (2008). The excellent agreement between the two approaches is illustrated in Fig. 5 corresponding to the example considered in the middle panel of Fig. 9 in Granot et al. (2008). The only difference occurs at very early times (first 0.1 ms) due to the limitation of the discretization used in our numerical method. The semi-analytical approach used by Granot et al. (2008) does not suffer such a limitation but cannot be easily adapted to more complex outflows such as presented later in this paper. In this example, the $\gamma\gamma$ opacity obtained by Granot et al. (2008) and confirmed by our numerical calculation is found to be a factor 92 smaller than the prediction from the single zone isotropic model, using the normalization factor $K_{0.0}^{0.0}$ from Abdo et al. (2009) (see Table 2). This leads for instance to a cutoff energy in the time-integrated spectrum, defined as the energy $E_{\text{HE}}$ where $\tau_{\gamma\gamma} \simeq 1$, which is $\approx 45 m c^2$ instead of 0.49 $m c^2$. This strong discrepancy between single zone models and detailed calculations confirms how crucial it is to take into account the precise geometry and variations of the radiation field when computing the $\gamma\gamma$ opacity.

3 THE $\gamma\gamma$ OPACITY IN INTERNAL SHOCKS

In this section the model is applied to the dynamical evolution expected in the internal shock framework, where the
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This allows to follow the physical conditions in the shocked regions: Lorentz factor $\Gamma^*$, comoving mass density $\rho_*$ and specific internal energy $e_*$. A fraction $e_\nu$ of the internal energy is injected in relativistic electrons that are radiatively efficient. Therefore, the same amount of energy is radiated. We assume that each elementary collision produces a spherical flash as described in §2.2 and that the comoving emissivity follows a broken power-law spectrum with low- and high-energy photon indices $\alpha$ and $\beta$ and a peak energy

$$E_\nu^* = K \rho_* e_*^{\alpha/\beta},$$

where $K$, $x$ and $y$ are constant. We use the values of $x$ and $y$ provided by the standard fast cooling synchrotron model with constant microphysics parameters, i.e. $x = 1/2$ and $y = 5/2$. In this case, the constant $K$ depends on $e_\nu$, on the fraction $\epsilon_B$ of the energy which is injected in the magnetic field and on the fraction $\zeta$ of electrons that are accelerated by the shock (Daigne & Mochkovitch 1998, 2003). Once the dynamics and emission of internal shocks have been obtained, we apply the formalism described in Sect. 3 to compute the $\gamma\gamma$ opacity seen by high-energy photons. The assumption of a geometrically thin emitting region for each shock wave is well justified as electrons are in the fast cooling regime, limiting the size of the emitting region at the shock front to be of the order of $c \times t_{\text{rad}}$, where $t_{\text{rad}}$ is the radiative timescale and is much shorter than the dynamical timescale $t_{\text{dyn}}$. We have tested that the results presented in this paper are independent of the choice for the time discretization of the dynamical calculation, as long as the time step is chosen to be short compared to the variability timescale $\Delta t_{\text{var}}$ in the outflow. The results described hereafter in the paper have been obtained using a time step $t_{\text{obs}}/3000$, except for the example shown in Fig. 6 where the time step has been decreased to $t_{\text{obs}}/10000$ because of the short timescale variability in this particular case.

3.2 Use of the on axis $\gamma\gamma$ opacity as a good proxy

From this point until the end of Sect. 3, the $\gamma\gamma$ opacity computed on-axis will be used as a proxy for the complete (latitude dependent) calculation. More precisely for a given flash, the approximate opacity

$$\tau_{\gamma\gamma}(E_{\text{HE}}) = k \times \tau_{\gamma\gamma}(E_{\text{HE}}; \Theta_e = 0)$$

will be applied to all high energy photons of energy $E_{\text{HE}}$ radiated at the same radius, even those that are emitted off-axis. The constant factor $k$ is determined below, from a detailed comparison with the exact calculation. This approximation has the advantage of reducing the computing time without affecting the qualitative discussion. Even if the on-axis opacity (see Eq. 13) and the exact opacity $\tau_{\gamma\gamma}$

3 We have tested in the single pulse burst presented in Fig. 4 that the contribution of a local isotropic radiation field associated with the finite size of the emitting region is negligible as long as its width is smaller than $\sim c t_{\text{dyn}}/100$. In the realistic case where this width is fixed by the synchrotron timescale, the additional contribution to the opacity is about five orders of magnitude below the main contribution.

---

**Figure 3. Opacity in a single pulse: comparison with the semi-analytical work of Granot et al. (2008).** $\gamma\gamma$ absorbed lightcurves at four different energies $\epsilon = E_{\text{HE}}/m_e c^2$ are plotted as a function of the observer time for a single pulse using the prescriptions and model parameters corresponding to the middle panel of Fig. 9 in Granot et al. (2008). Our numerical calculation (solid line) is compared to the semi-analytical result (dashed line). Notations are the same (the observer time $T$ and observed fluxes $\epsilon F_\nu/F_0$ have normalized values). The agreement is excellent except for $T < 10^{-2}$, where the discrepancy is due to numerical resolution limitations (this corresponds to a true observer time $t_{\text{obs}} < 0.1$ ms).

---

**3.1 Description of the internal shock model**

We assume that the ejection by the central engine lasts for a duration $t_{\text{obs}}$ and we consider the relativistic outflow at the end of the acceleration process, where it is assumed that the energy content is dominated by the kinetic energy. It is then described by the distribution of the Lorentz factor $\Gamma(t)$ and of the kinetic power $E_{\text{kin}}(t)$. Both quantities can vary on a timescale $\Delta t_{\text{var}}$ (variability timescale of the central engine), which leads to the formation of internal shocks at larger distance. We model the dynamics of these internal shocks via a multiple shell model where the successive collisions between shells mimic the propagation of shock waves within the relativistic outflow (Daigne & Mochkovitch 1998, 2000).
Figure 4. $\gamma\gamma$ on-axis opacity as a good proxy. Same single pulse burst as in Fig. 4 (see Figs. 4 for the initial conditions in the outflow). Bottom panel: normalized photon flux in the 260 keV - 5 MeV energy range as a function of observer time; Top panel: $\gamma\gamma$ opacity seen by 1 GeV photons (source frame) as a function of the observer time. The solid line shows the flux-averaged value of the exact opacity (latitude dependent), as given by Eq. (39) using a constant factor $k = 3$. Note that the curve for the on-axis opacity stops at $t_{\text{obs}}/(1+z) \approx 1.33$ s when the on-axis internal shock emission stops, whereas the flux averaged opacity is still well defined after this point, when the observed flux is only due to the high-(co-)latitude emission. The approximate value of $\tau_{\gamma\gamma}$ (single zone model) is plotted as an horizontal thin dotted line using Eq. (39). Note that this approximate formula has been calibrated using time-integrated spectra (see 3.3.2).

(see Eq. 24) have different values, the ratio between the two remains fairly unchanged during the whole simulation as long as the on-axis emission is active. It is only at the very end of the prompt emission that the observed flux is dominated by the high-(co-)latitude emission and that this approximation is not appropriate anymore.

To illustrate the validity of this approximation, Fig. 4 shows, in the case of a simple single pulse burst, the evolution of the flux-averaged value of the exact opacity (latitude dependent) $\bar{\tau}_{\gamma\gamma}$ obtained by

$$e^{-\bar{\tau}_{\gamma\gamma}(t_{\text{obs}}, E_{\text{HE}})} = \frac{\sum_i F_i(t_{\text{obs}}, E_{\text{HE}})}{\sum_i F_i(t_{\text{obs}}, E_{\text{HE}})}$$

(40)

where $t_{\text{obs}}$ is the observer time and the summation is done over all collisions contributing to the observed flux at $t_{\text{obs}}$; for each $i$, $F_i(t_{\text{obs}}, E_{\text{HE}})$ is the contribution to the flux of collision $i$ and $\tau_{\gamma\gamma}(t_{\text{obs}}, \Theta_{\gamma\gamma})$ is the $\gamma\gamma$ opacity computed for collision $i$ taking into account the emission cotaltitude $\Theta_{\gamma\gamma}$ at time $t_{\text{obs}}$. It is compared to the evolution of the opacity for on-axis photons and to the evolution of the flux-averaged value of the approximate opacity $\bar{\tau}_{\gamma\gamma}$ defined by Eq. (39) using $k = 3$. In this example, the $\gamma\gamma$ opacity evolves over more than 2 orders of magnitude whereas the ratio $\bar{\tau}_{\gamma\gamma}/\tau_{\gamma\gamma}$ remains very close to unity, except at the end of the pulse, especially after the end of the on-axis emission. This small discrepancy is negligible in complex lightcurves as long as the central source is active.

3.3 Minimum Lorentz factor in GRB outflows

3.3.1 The case of GRB 080916C

The first natural application of our model is the estimate of the minimum bulk Lorentz factor $\Gamma_{\text{min}}$ in GRB outflows, obtained from the constraint $\tau_{\gamma\gamma}(E_{\text{HE, max}}) \approx 1$, where $E_{\text{HE, max}}$ is the highest photon energy detected in the burst. To illustrate this aspect, we applied our approach to the case of one of the four brightest GRBs detected in the GeV range by Fermi, GRB 080916C. The results are shown in Fig. 5. Using our numerical model, a synthetic GRB is generated, which reproduces the main observational features: the total radiated isotropic $\gamma$-ray energy ($E_{\text{iso}} = 8.8 \times 10^{54}$ ergs between 10 keV and 10 GeV), the spectral properties ($E_{\gamma}, \alpha, \beta$ parameters of the Band function), the envelop of the light curve and a short time-scale variability of 0.5 s in the observer frame. The study is focused on the most constraining time bin, bin ‘b’, during which the highest observed photon energy was $E_{\text{HE, max}} = 3$ GeV (16 GeV in the source rest frame): for this reason, only time bins ‘a’ and ‘b’ are reproduced in the synthetic GRB. These two intervals correspond to 32% of the total radiated energy. The ejection by the central engine lasts for $t_{\text{w}} = 1.8$ s, the injected kinetic power is taken constant and equals $\dot{E}_{\text{kin}}(t) = 8.1 \times 10^{55}$ erg.s$^{-1}$ (isotropic equivalent value) and the assumed initial distribution of the Lorentz factor $\Gamma(t)$ is plotted in the top-left panel of Fig. 5. This initial distribution leads to the formation of two shock waves. The first shock wave, propagating forwards, is short-lived as it reaches rapidly the front edge of the outflow. The second shock wave, propagating backwards, is the main source of radiation. Due to the initial shape of $\Gamma(t)$, the physical conditions in the shocked region vary during the propagation, leading to two main pulses in the light curve, with additional variability on shorter timescales (see Fig. 5 top-right panel). Despite its apparent complexity, this case remains relatively simple as there is only one propagating radiating front in the outflow.

4 In the examples presented in Figs. 4 and 8, high values of the kinetic power have been chosen as Fermi-LAT GRBs are among the brightest GRBs ever detected. For a jet opening angle from 1 to $10^\circ$, an isotropic equivalent kinetic power of $10^{55}$ erg.s$^{-1}$ corresponds to a true power of $1.5 \cdot 10^{52}$ to $1.5 \cdot 10^{53}$ erg.s$^{-1}$. In addition, the microphysics parameters are fixed to have an observed time-integrated peak energy $E_{p,0} = 1$ MeV/(1+z) and the low- and high-energy slopes are fixed to the typical values $\alpha = -1$ and $\beta = -2.2$ (Preece et al. 2000) in these five figures.

5 We use the values given by Abdo et al. (2009b) for time bin ‘b’.
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Figure 5. Minimum Lorentz factor for GRB 080916C. The two first panels are plotted for the critical case leading to $\tau_{\gamma\gamma}(3\text{ GeV}) = 1$ in time bin 'b', i.e. for a mean Lorentz factor $\Gamma = \Gamma_{\text{min}} = 340$. Upper left panel: initial Lorentz factor distribution in the outflow. Upper right panel: $\gamma$-ray lightcurves in the GBM/BGO band (8 keV – 5 MeV, top) and at 3 GeV (bottom). The lightcurves are plotted as a function of $t_{\text{obs}} - t_{\text{obs, trig}}$, where $t_{\text{obs, trig}}$ is the observer time of the first detected photons. Lower left panel: evolution of $\tau_{\gamma\gamma}$ at $E_{\text{HE}} = 3$ GeV against the mean Lorentz factor in the outflow $\Gamma$, following our detailed modeling (solid line) and using the single zone isotropic model from Abdo et al. (2009b) (dashed line). Lower right panel: time integrated spectrum over time bin 'b' for different mean Lorentz factors (the relative shape of the initial Lorentz factor distribution is kept the same) and reference spectrum without $\gamma\gamma$ annihilation (dashed line).

We find that the $\gamma\gamma$ opacity seen by high-energy photons is dominated by a local contribution, i.e. by the interaction with seed photons emitted almost at the same radius as the high-energy photon. Typically, we find that the opacity $\tau_{\gamma\gamma}(E; \Theta_e = 0)$ of a high-energy photon emitted on-axis at radius $R_e$ is built over a distance $\ell \simeq (0.1 \to 1) R_e$. In addition, in this simple case, the geometry makes impossible head-on collisions: the interaction angle is necessary in the range $0 \leq \Psi \leq 1/\Gamma$, resulting in a seed radiation field which is highly anisotropic. Therefore, the situation considered to model time bins 'a' and 'b' in GRB 080916C is not very far from the simplest case of a spherical flash, and, as discussed below, the approximate formulae derived in §2.2.2 remains relevant even in this more complex case.

The minimum mean Lorentz factor $\Gamma_{\text{min}}$ is obtained by requiring that $\tau_{\gamma\gamma}(E_{\text{HE},\text{max}}) \lesssim 1$ (see Fig. 5, lower panel). With the detailed calculation, we find a minimum mean
Lorentz factor $\Gamma_{\text{min}} = 340$, i.e. a factor 2.6 lower than the value $\Gamma_{\text{min}} = 887$, which was obtained from an approximate single zone isotropic model. Even more remarkable, the whole initial distribution of the Lorentz factor used in this model of GRB 080916C (from 170 to 700) remains below the “minimum” value of the Lorentz factor derived from single zone models (see Fig. 4 upper left panel).

Compared to GRB 080916C, the case of GRB 090926A (Ackermann et al. 2011) is more complex: the time-integrated high-energy spectrum shows a cutoff at about 1.4 GeV. If this cutoff is interpreted as due to $\gamma\gamma$ annihilation, it allows a direct measurement of the Lorentz factor instead of a minimum value. It is however difficult to confirm this interpretation from the spectral shape of the cutoff and other physical explanations are possible (see §3.3). Another source of complexity is due to the presence of an additional component at high-energy, which is not necessarily produced in the same region than the soft gamma-ray component (see the discussion in Sect. 4).

Nevertheless, interpreting the cutoff as a signature of $\gamma\gamma$ annihilation, Ackermann et al. (2011) obtain a Lorentz factor of $\Gamma \approx 720 \pm 76$ with the single zone model, and a value $\Gamma \approx 220$ (i.e. a factor $\sim 3$ lower) with a more realistic approach based on the formalism developed by Granot et al. (2008) (see §2.4 and §3.3.2). Using the approximate formula given in Eq. (55) below, which has been calibrated on the numerical results presented in this paper (see §3.7.3), we obtain a very similar value $\Gamma \approx 250$.

If the compactness argument imposes a minimum Lorentz factor for the outflow, we note on the other hand that – if the prompt emission has an internal origin – there is also an upper limit on the Lorentz factor, imposed by the condition that the internal dissipation should occur before the deceleration by the external medium becomes significant, i.e. at radii lower than the deceleration radius:

$$R_{\text{dec}} = \left( \frac{3 - s}{4\pi} \frac{E_{\text{kin}}}{\Gamma A c^2} \right)^{\frac{1}{1+s}} ,$$

where $\Gamma$ is the mean Lorentz factor and $E_{\text{kin}}$ the total kinetic energy of the outflow, and $A$ and $s$ parametrize the density profile of the external medium which follows

$$\rho_{\text{ext}} = \frac{A}{R^s} .$$

As $R_{\text{dec}}$ decreases as $\Gamma - \frac{2}{s}$, this condition may become severe for high values of $\Gamma_{\text{min}}$. This is especially true for the internal shock model, where the typical dissipation radius increases with the Lorentz factor as $\Gamma^{2}$. In the case of the synthetic burst used to model bins ‘a’ and ‘b’ of GRB 080916C, a typical efficiency of 5% for the internal shock phase leads to a total kinetic energy of the outflow $E_{\text{kin}} \simeq 1.4 \times 10^{56}$ erg. Therefore, for a wind-like (resp. uniform) medium with $A = 5 \times 10^{18}$ cm$^{-2}$ and $s = 2$ (resp. $A = 10^{27}$ cm$^{-3}$ and $s = 0$), the deceleration radius equals $R_{\text{dec}} = 1.9 \times 10^{17}$ (G/100)$^{-2/3}$ cm (resp. $R_{\text{dec}} = 5.6 \times 10^{16}$ (G/100)$^{-2/3}$ cm). On the other hand, internal shocks are found in the simulation to occur over a radial range $R_{\text{IS}} \simeq (8.7 \times 10^{13} \rightarrow 6.1 \times 10^{14}) (G/100)^{2/3}$ cm. Then the condition $R_{\text{IS}} < R_{\text{dec}}$ imposes $\Gamma \lesssim 420$ in the wind-like medium (resp. $\Gamma \lesssim 540$ in the uniform medium). Assuming dense external media such as expected around a massive star, previous estimates of $\Gamma_{\text{min}} = 887$ were not consistent with this constraint, whereas the more accurate estimate of $\Gamma_{\text{min}} = 340$ obtained in the present study fulfills the condition for both types of external medium.

### 3.3.2 Minimum Lorentz factor: detailed modeling vs simple estimates

The difference in the estimate of $\Gamma_{\text{min}}$ from single zone isotropic models and the detailed approach presented here has two origins: as shown in §2.2.2, the normalization obtained with single zone isotropic models is larger than the normalization obtained by considering the interaction of a high-energy photon with the anisotropic field created by a single flash, leading to a ratio in the estimate of the minimum Lorentz factor equal to $(K_{0}^{\text{LS01}}/K_{0})_{\text{min}} \simeq 1.5$ (Abdo et al. 2009b) (resp. $(K_{0}^{\text{LS01}}/K_{0})^{\text{min}} \simeq 1.3 \rightarrow 1.5$, Lithwick & Sari 2001) for $\beta = -2 \rightarrow -3$. However, the difference illustrated by the example of GRB 080916C is much larger, due to the fact that the dynamics of the outflow is properly taken into account in the detailed approach presented here. Such effects are important, see e.g. the dependency on $R_{\text{e}}$ in Eq. (26).

Note that a precise comparison between single zone models and our detailed approach is difficult, as the value of the Lorentz factor is not unique in our case. Indeed, the variations of $\Gamma$ are at the origin of the prompt emission, as we use the internal shock framework. In the example of GRB 080916C, the value $\Gamma_{\text{min}} = 340$ is the mean value for a distribution varying from $\Gamma_{\text{inf}} = 170$ to $\Gamma_{\text{sup}} = 700$. In the approximate formula for $\tau_{\gamma\gamma}$ obtained in §2.2.2, the dependency $\tau_{\gamma\gamma} \propto \Gamma_{0}^{2(1-\beta)}$ can be seen as the product of $\Gamma_{0}^{4}$ coming from the dependency of $\tau_{\gamma\gamma}$ on the emission radius, and $\Gamma_{0}^{2(1+\beta)}$ (i.e. $\Gamma_{0}^{-2.4}$ for $\beta = -2.2$) coming from the dependency of $\tau_{\gamma\gamma}$ on the photon field. In the internal shock model, the radius is mainly fixed by the minimum Lorentz factor $\Gamma_{\text{inf}}$ within the outflow. Indeed, in a two shell collision with a ratio $\kappa = \Gamma_{\text{sup}}/\Gamma_{\text{inf}}$ between the Lorentz factors and a variability timescale $\Delta t_{\text{var}}$, the internal shock radius depends only on $\Gamma_{\text{inf}}$ for efficient collisions. It equals $R \simeq 2\Gamma_{\text{inf}}^{2}c\Delta t_{\text{var}}$ with a precision better than 10% for $\kappa \gtrsim 3.2$. On the other hand the Lorentz factor relevant for the radiation field should be the Lorentz factor in the shocked regions, which is not too different from the mean Lorentz factor $\Gamma$ in the outflow. This leads to

$$\tau_{\gamma\gamma} \propto \Gamma_{\text{inf}}^{-4}\Gamma^{(1+\beta)} .$$

All the examples presented in this paper agree well with this scaling law. We find that a good approximate formula for the $\gamma\gamma$ opacity can be deduced from the comparison of Eq. (26) and the detailed numerical calculation presented in this paper and is given by

$$\tau_{\gamma\gamma}(E_{\text{HE}}) \simeq K_{0}^{\prime} \frac{\sigma_{\text{E}}}{c} \frac{E_{\text{HE}}}{\Delta t_{\text{var}}} \frac{\Gamma}{(m_{e}c^{2})^{2}} \frac{1}{E_{\text{HE}} E_{p,0}} \Gamma_{\text{inf}}^{-4} \Gamma^{(2+\beta)} ,$$

with $K_{0}^{\prime} = C_{1} K_{0} = C_{1} (2^{1+2\beta} \Gamma(\beta))$. The numerical
constant $C_1 \simeq 4 \cdot 10^{-2}$ has been obtained from the comparison of Eq. (41) with the result of the full numerical calculation in a series of runs based on the synthetic single pulse GRB shown in Fig. 4. In this example, we have $\Gamma_{\text{inf}} = 100$, $\Gamma = 290$, $E_{p,0} = 1$ MeV, $\beta = -2.2$, $\Delta t_{\text{var}} \simeq 0.4$ s and the radiative energy above $E_{p,0}$ is $1.3 \cdot 10^{53}$ erg, i.e. $E_{\text{rad}} = 5.2 \cdot 10^{52}$ erg after a correction by a factor $0.45/1$ s to estimate $E_{\text{rad}}$ over $\Delta t_{\text{var}}$. Then each of these parameters has been varied in different series of runs, to allow for the calibration of $C_1$. As seen in Fig. 4 it is not relevant to compare the approximate value of the opacity given by Eq. (44) with the result of the time-dependent calculation, where the opacity varies by several orders of magnitude during the evolution of the pulse. Therefore, the comparison is based on the time-integrated spectrum over the full duration of the burst. A “time-averaged” opacity is computed from the ratio of the unabsorbed over the absorbed spectrum, and then compared to Eq. (44). As the single zone model predicts an exponential cutoff at high-energy, whereas the detailed calculation shows a more complex shape (see § 3.3), the comparison can be done only in the relevant energy range, i.e. in the region where the opacity is close to unity. At higher energy, the $\gamma\gamma$ opacity is overestimated by a factor of 2. This leads to a minimum Lorentz factor $\Gamma_{\text{inf}}$ from 100 to 1000, the ratio $\kappa = \Gamma_{\text{sup}}/\Gamma_{\text{inf}}$ from 2 to 8, the kinetic power $E_{\text{kin}}$ from $10^{50}$ to $10^{56}$ erg s$^{-1}$, the duration $t_{\text{w}}$ from 0.1 to 10 s, and the peak energy $E_{p,0}$ from 100 keV to 10 MeV and we have found that -- after calibration -- the discrepancy for the $\gamma\gamma$ opacity remains less than a factor of 2, except for low $\kappa$ where it can increase to a factor of 10. This is because the simple scaling law between the internal shock radius and the Lorentz factor $\Gamma_{\text{inf}}$ is not valid anymore for $\kappa \lesssim 3$. We have checked a posteriori that the discrepancy for the opacity is less than a factor of 2 for all the cases presented in this paper.

To compare the estimates by (Abdo et al. 2009a) (resp. Lithwick & Sari 2001) where the details of the distribution of the Lorentz factor are unknown, we use Eq. (41) with $\Gamma_{\text{inf}} = \Gamma$. This leads to a minimum Lorentz factor $\Gamma_{\text{min}}$ which is reduced by a factor $(K_{0}^{\text{XSS}}/K_{0}^{\text{GRS}}) \frac{\Gamma_{\text{inf}}}{\Gamma_{\text{sup}}} \simeq 2.4$ (resp. $(K_{0}^{\text{XSS}}/K_{0}^{\text{GRS}}) \frac{\Gamma_{\text{inf}}}{\Gamma_{\text{sup}}} \simeq 2.2$) for $\beta = -2.3$. This is in reasonable agreement with the pre-Fermi study presented by Granot et al. (2008). In this earlier work, a semi-analytical calculation of $\tau_{\gamma\gamma}$ using a simple prescription for the propagation of the shock wave responsible for the pulse (constant Lorentz factor) but taking into account the exact radiation field led to a normalization in the equivalent of Eq. (41) given by (see Eq. (126) in Granot et al. 2008):

$$K_{0}^{\text{GRS}} \simeq 1.86 \cdot 10^{-4} \frac{1}{c_{2}} \frac{(-\beta/2)^{-5/3}}{5},$$

where $c_{2} \simeq 1$. For $\beta = -2.3$, this leads to a reduction factor $(K_{0}^{\text{XSS}}/K_{0}^{\text{GRS}}) \frac{\Gamma_{\text{inf}}}{\Gamma_{\text{sup}}} \simeq 2.6$ for the estimate of the minimum Lorentz factor.

### 3.4 Shape of the $\gamma\gamma$ attenuated time-integrated spectrum

As pointed out by Granot et al. (2008), due to the temporal evolution of $\tau_{\gamma\gamma}$, the opacity cutoff in a time-integrated spectrum will be smoother than a sharp exponential decay: the cutoff transition will be close to a power-law steepening. The detailed model presented here is appropriate to characterize from an observer point of view this time evolution effect. The smoother $\tau_{\gamma\gamma}$ transition is due to the fact that the time integrated spectrum is a superposition of instant spectra which can have different $\gamma\gamma$ cutoff photon energies. This time evolution takes place within a given $\gamma$-ray pulse, and can even be stronger in a complex burst where the light curve is made of many pulses (Aoi et al. 2010). In addition, in the latter case, cross-interactions between different pulses can become important and strongly influence the time evolution of the opacity: such cross-interactions are fully taken into account for the first time by our approach.

To illustrate this effect, two examples of synthetic GRBs are shown in Fig. 6. In the case of the “mono-pulse” GRB the $\gamma\gamma$ opacity seen by high energy photons evolves smoothly, with a regular decay (except at the very beginning when the interacting photon field progressively builds up, see also Granot et al. 2008): as a result, even for time intervals corresponding to a noticeable fraction of the burst duration, the $\gamma\gamma$ cutoff in the time-integrated spectrum remains close to an exponential cutoff. In the case of the “complex” multiple-pulse GRB, the $\gamma\gamma$ opacity shows much stronger variations, due to the intrinsic variability of the outflow, and consequently, the $\gamma\gamma$ cutoff is much closer to a power-law steepening.

To our knowledge, GRB 090926A is the best case where a cutoff in the spectrum at high energy has been clearly identified at about 1.4 GeV (Ackermann et al. 2011). However the shape of this cutoff is weakly constrained due to the poor photon statistics at high energy. As a result, it is difficult to further discuss if this break is due to the $\gamma\gamma$ annihilation or some other spectral effect. For example in a leptonic scenario, the main Band component could be produced by synchrotron emission whereas a second sub-dominant component at higher energy could be due to inverse Compton scatterings in Klein Nishina regime (see e.g. Bošnjak et al. 2009). In this scenario, it is difficult to distinguish the cutoff due to $\gamma\gamma$ annihilation from the expected cutoff of the inverse Compton component at high energy, without a good characterization of the spectral shape above 1 GeV. Even in the absence of clear spectral signatures of a cutoff for most Fermi GRBs, an evidence for an attenuation at high-energy in a large fraction of Fermi bursts is given by the comparison of the LAT detection rate and the theoretical rate obtained by extrapolating the GRB spectrum measured by the GBM (Beniamini et al. 2011). Unfortunately, this method does not allow any comparison of the spectral shape of the cutoff with theoretical predictions.
Figure 6. Temporal and spectral evolution of the $\gamma\gamma$ opacity - Example of two synthetic GRBs. The upper part of the four figures illustrates the case of a mono-pulse GRB with no additional temporal substructures whereas the bottom part show the case of a complex multiple-pulse GRB. The Lorentz factor during the ejection rises monotonously from 100 to 400 in the first case, leading to a collision between the slow and the fast parts of the outflow, and from 100 to 700 in the second case with the addition of variability on a shorter time-scales. The kinetic power of the outflow is assumed to be constant, with $E_{\text{kin}} = 10^{54} \text{erg s}^{-1}$ in the first case and $5 \cdot 10^{53} \text{erg s}^{-1}$ in the second case (so that the radiated energy $2 \cdot 10^{52} \text{ergs}$ is the same in both cases). Upper left panel: initial Lorentz factor distribution of the outflow as a function of the injection time $t_{\text{inj}}$. Upper right panel: the evolution of the approximate opacity $\tilde{\tau}_{\gamma\gamma}$, as defined in §3.2, seen by 1 GeV photons (source frame) as a function of the observer time $t_{\text{obs}} - t_{\text{obs, trig}}$. The curve is plotted only as long as the on-axis emission is active. Lower left panel: the $\gamma$-ray light curve at 1 MeV (source frame) as a function of the observer time $t_{\text{obs}} - t_{\text{obs, trig}}$, where $t_{\text{obs, trig}}$ is the observer time of the first detected photons in the complex GRB case. Three integration time bins for the simulated spectra (see lower right panel) are delimited by vertical dotted lines and labeled 'a', 'b' and 'c'. Lower right panel: Time-integrated spectra corresponding to time bins 'a', 'b' and 'c' (dotted line) and 'a+b+c' (dashed line). In the latter case, the time-integrated spectrum without $\gamma\gamma$ absorption is plotted in solid line.

3.5 Is the delayed onset of the GeV emission a signature of the $\gamma\gamma$ opacity?

3.5.1 Effect on the high-energy lightcurve of a time evolving $\gamma\gamma$ opacity

The high energy emission (above 100 MeV) detected by
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Figure 7. Delayed onset produced by the $\gamma\gamma$ opacity. We consider a single pulse burst generated by internal shocks in a relativistic outflow. **Upper left panel:** initial Lorentz factor distribution of the outflow as a function of the injection time $t_{\text{inj}}$. The kinetic power is constant and equals $10^{55}$ erg s$^{-1}$. **Upper right panel:** the approximate opacity $\tilde{\tau}_{\gamma\gamma}$, as defined in §3.2, seen by 1 GeV photons (source frame) is plotted as a function of the observer time $t_{\text{obs}}$. **Lower right panel:** high-energy light curves calculated for $E_{\text{HE}} = 10, 100, 300$ MeV, 1, 3, 10, 30 GeV (source frame). The delayed onset begins to show up above 1 GeV, which would correspond to 300 MeV for a GRB at $z = 2$ (such as GRB 090926A) or 200 MeV for a GRB at $z = 4$ (such as GRB 080916C). **Lower left panel:** time-integrated spectrum over the whole duration of the burst. The unabsorbed spectrum is plotted in dashed line. The vertical dotted lines mark the photon energies at which light curves are calculated.

compared to the softer $\gamma$-ray emission (below 5 MeV). The analysis by Zhang et al. (2011) indicates that such a delayed onset is present in at least 7 in a sample of 17 GRBs detected by Fermi-LAT. This feature seems to be common to long and short GRBs and its origin is debated (Granot et al. 2010). Among the proposed explanations (see e.g. Zou et al. 2009; Li 2010; Toma et al. 2009), the possibility that this delayed onset is induced by a $\gamma\gamma$ opacity temporal evolution effect has already been discussed by Abdo et al. (2009b): as the shock wave producing the $\gamma$-ray emission expands to larger radii, the opacity seen by the high energy photons evolve from an optically thick to an optically thin regime. The model developed in the present study is well appropriate to investigate this possibility in more details. Fig. 7 illustrates a simple example of a synthetic burst displaying a delay between the high-energy and soft $\gamma$-ray lightcurves due to $\gamma\gamma$ annihilation. The initial Lorentz factor distribution of the relativistic outflow...
is simple, with the formation of two shocks when the slow part of the ejecta catches up with the fast part: an internal “forward” shock sweeping the slow part and an internal “reverse” shock sweeping the fast part. The internal “forward” shock quickly disappears and contributes to the observed γ-ray emission only at early times \(t_{\text{obs}}/(1+z) < 0.21 \text{ s}\). On the other hand the internal “reverse” shock has a longer duration: it forms at \(R = 8 \cdot 10^{15} \text{ cm}\) and propagates until \(R = 3 \cdot 10^{17} \text{ cm}\), leading to most of the prompt γ-ray emission. During the propagation of the shock, two effects contribute to a reduction of the γγ opacity for high-energy photons detected at later times: both the radius and the Lorentz factor of the shocked material are increasing.

This example shows that the temporal evolution of the γγ opacity can actually induce a significant delay between the high energy and the soft γ-ray emission. The synthetic burst used in Fig. 5 to model bins ‘a’ and ‘b’ of GRB 080916C gives another example of a delayed onset at 3 GeV induced by an evolving γγ opacity. The first pulse is produced at lower radii and in lower Lorentz factor material and is therefore strongly absorbed. For this reason, it is almost suppressed in the 3 GeV lightcurve, whereas the second pulse is well visible.

3.5.2 Characteristics of the γγ induced delay

Consistency with the spectral analysis. Testing this theoretical idea for the observed delay remains difficult as the precise specifications of the high-energy γ-ray spectrum in Fermi-LAT GRBs are not fully understood. In some cases, the observed time integrated spectra are consistent with a unique Band function component over the GBM and LAT energy ranges (see e.g. GRB 080916C, Abdo et al. 2009b), but in some other cases, they show an additional component at high energy (e.g. GRB 090510, Ackermann et al. 2010, GRB 090926B, Abdo et al. 2009b and GRB 090926A, Ackermann et al. 2011). It is then unclear whether the observed evolution of the high-energy slope \(\beta\), such as the steepening from time bin ‘a’ to time bin ‘b’ in GRB 080916C, is real or related to the evolution of an additional high-energy weak component. In the former case, this spectral evolution could also contribute to the observed delay. Note that even if \(\beta\) is intrinsically constant, the time evolution of the γγ opacity discussed here to explain the delayed onset of the GeV emission would also affect the measured value of the high-energy slope, due to the power-law steepening of the spectrum (see §3.1). Clearly, despite a very significant improvement compared to previous instruments, Fermi-LAT cannot yet provide a detailed picture of the high energy part of the spectrum where several effects are expected to superimpose: shape of the high-energy tail of the main component, location and shape of the additional weak high energy component, location and shape of the γγ attenuation.

Predicted duration of the delay. An interesting prediction of the γγ induced delayed onset of the Fermi-LAT emission is that the delay should increase when observing at higher energy, since the transparency regime is reached at larger radii (and so at larger observer times) for photons of higher energies. However the paucity of photons above 1 GeV does not allow to strongly constrain this potential behavior.

In a simplified picture one could also expect that the delay could not be larger that the duration of the γ-ray pulse. Within the internal shock model, this would be true if each γ-ray pulse was due to a distinct shock wave. This is not necessarily the case as the observed lightcurves often show many superimposed pulses, which suggests that another, more complex, situation is possible, where a single propagating shock wave is responsible both for the envelope of the lightcurve and the superimposed short duration pulses, due to modulations in the kinetic power and/or the Lorentz factor of the outflow. For instance, the synthetic GRB shown in Fig. 5 to model bins ‘a’ and ‘b’ of GRB 080916C exhibits two main pulses with a superimposed short time-scale variability and is nevertheless due to a single shock wave with variations in the shocked region due to the modulation in the Lorentz factor (see top left panel of Fig. 5). The delayed onset in the GeV lightcurve induced by the evolving γγ opacity is of the order \(\beta \approx 5 \text{ s}\), i.e. much larger that the typical duration of short duration pulses in this burst (\(\approx 0.5 \text{ s}\)). Such a delay is in good agreement with Fermi-LAT observations.

A high-energy precursor? It has been argued by Granot et al. (2008); Abdo et al. (2009b) that a high-energy emission should also be detected at the very beginning of the burst while the photon field inducing the γγ opacity is still building up. However this early transparency phase is very short (of the order of \(\Delta t_{\text{obs}} \approx 100 \text{ ms}\) for the synthetic burst presented here) and occurs when the γ-ray emission is still at the beginning of its rise. As seen in the bottom right panel of Fig. 5, the high-energy precursor is visible at 1 GeV (source frame) but remains extremely weak. The relative amplitude of the precursor and the main pulse increases at higher energy but the flux becomes very low. It is then unlikely that such a high-energy precursor can be detected by current instruments.

3.6 Temporal smoothing at high energy

Within the internal shock model, another expected signature of the γγ annihilation process is the smoothing of the short time-scale variability in the high energy light curves. Indeed, in complex bursts where the γ-ray emission is made of several shock waves, the opacity at a given frequency will be larger for photons emitted at smaller radii where the smallest time-scales of the observed light curves are produced. This effect is illustrated in Fig. 5 where we have simulated a complex multi-pulses GRB, using a highly variable distribution of the initial Lorentz factor in the outflow. The variability has been produced on different timescales from 100 ms to 4 s, with a total duration of the ejection of 30 s. Lightcurves are plotted at three energies 10 MeV, 300 MeV and 3 GeV (source frame). The attenuation due to γγ annihilation becomes strong above a cutoff energy which evolves strongly during the burst. In particular, short pulses tend to have a lower cutoff energy, because they are produced at smaller radii. The cutoff remains however always above 10 MeV, so that the first lightcurve is un-attenuated and shows all the variability initially introduced in the Lorentz
factor distribution. At higher energies, the lightcurves show less and less variability, the suppression affecting mainly the short duration pulses. It has been proposed that the study of the variability in the GeV lightcurve could be used to test whether GeV photons observed by Fermi-LAT have an internal origin, or are produced by the external shock as proposed by Kumar & Barniol Duran (2010); Ghisellini et al. (2010). In practice, the temporal smoothing effect described here could make such a test difficult.

3.7 Other sources of opacities in the outflow

Thomson scatterings by leptons in the outflow are an additional source of opacity to take into account in GRBs. Both primary electrons injected in the outflow by the central source with baryons, and secondary electron-positron pairs produced by $\gamma\gamma$ annihilation should be considered (see e.g. Lithwick & Sari 2001).

3.7.1 Thomson opacity from primary electrons

The Thomson opacity $\tau_e$ due to the primary electrons can be computed in a variable outflow following the procedure described in Daigne & Mochkovitch (2002) to estimate the photospheric emission expected in the internal shock model. Fig. 4 presents the result of such a calculation for a synthetic GRB very close to the example used in Fig. 1 except for a slightly higher Lorentz factor (mean value of 360 instead of 290) chosen to have well separated contributions to the opacity in Fig. 2. The $\gamma\gamma$ opacity at 1 GeV (source frame) is plotted as a function of the observer time and follows the evolution which has already been described earlier. The Thomson opacity due to primary electrons continuously decreases as a function of the observer time, due to the dilution associated to the radial expansion of the radiating shocked region. As expected, if we exclude the very beginning of the internal shock phase, most of the internal shock propagation occurs well above the photosphere of the outflow ($\tau_e \ll 1$). Note that this calculation is not as detailed as the calculation of the $\gamma\gamma$ opacity presented here, as we limit it to on-axis photons (for a detailed discussion of the off-axis photosphere, see e.g. Pe’er 2008). Another source of uncertainty is the initial number $Y_e$ of electrons per nucleons in the outflow. It has however a limited impact, at most a factor 2 in $\tau_e$. Everywhere in this paper, we adopt $Y_e = 0.5$.

3.7.2 Thomson opacity from pair-produced $e^\pm$

The detailed calculation of the opacity $\tau_e$ due to secondary pairs of leptons produced by $\gamma\gamma$ annihilation is beyond the scope of this paper. We estimate $\tau_e$ with several simplifying assumptions: (i) we assume that the Thomson regime is valid which is reasonable since even if the pairs $e^\pm$ could be highly energetic right after their production, they will radiate rapidly their energy. In practice, pairs will be mainly produced by the annihilation of photons at energy $E_{cut}$ defined by $\tau_{\gamma\gamma}(E_{cut}) \simeq 1$, with seed photons interacting with a typical interaction angle $\Psi \simeq 1/\Gamma$ at the threshold of pair production, i.e. at energy

$$E_{cut} \simeq \frac{(2\Gamma m_e c^2)^2}{E_{cut}}.$$ (46)

The two pair-produced leptons in this case have an energy (lab frame)

$$\Gamma \gamma_{\pm} m_e c^2 \simeq \frac{1}{2} \left( E_{cut} + \tilde{E}_{cut} \right).$$ (47)

For $E_{cut} \simeq 300$ MeV to 1 GeV, and $\Gamma \simeq 300$, this leads to low values of the Lorentz factor of the leptons, $\gamma_{\pm} \simeq 2 - 4$. The scattering of typical $\gamma$-ray photons at energy $E_{p,0}$ (source frame) by these leptons will occur in the Thomson regime if the photon energy in the proper frame of the lepton is small compared to the rest mass energy of the lepton, i.e. if

$$w_{\pm} = \frac{\gamma_{\pm} E_{p,0}}{\Gamma m_e c^2} \ll 1.$$ (48)

$^6$ If the Klein Nishina corrections were not negligible, the interaction cross-section would be smaller, reducing $\tau_{\pm}$. 

\begin{figure}[h]
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\caption{Temporal smoothing effect of the $\gamma\gamma$ opacity at high energy. A complex multi-pulse burst has been generated by assuming an outflow ejected for 30 s with a constant kinetic power $2 \cdot 10^{54}$ erg s$^{-1}$ and an initial Lorentz factor varying between 50 and 350 with modulations on timescales varying from 100 ms to 4 s. Left: initial distribution of the Lorentz factor in the outflow. Center: time-integrated spectrum. The unabsorbed spectrum is plotted in dashed line. The three vertical dotted lines indicate the energies corresponding to the three lightcurves in the next panel. Right: lightcurves at 10 MeV (top), 300 MeV (middle) and 3 GeV (bottom) (source frame). Note the attenuation of the short duration pulses in the 3 GeV lightcurve.}
\end{figure}
Figure 9. Comparison between the $\gamma\gamma$ and the Thomson opacities. We consider a single pulse burst generated by an outflow with a distribution of Lorentz factor from 125 to 500 with a similar shape as in Fig. 7, a total duration of 1 s and a kinetic power of $E_{\text{kin}} = 10^{55}$ erg s$^{-1}$. Left panel: opacities seen by photons emitted on the line of sight as a function of the observer time $t_{\text{obs}}$: $\gamma\gamma$ opacity $\tau_{\gamma\gamma}$ seen by 1 GeV photons (source frame) in solid line; Thomson opacity $\tau_e$ due to the primary electrons in dashed line; Thomson opacity $\tau_{\pm}$ due to pair-produced $e^\pm$ in dotted line. These three opacities are plotted only as long as the on-axis emission is active. Right panel: the cutoff energy due to $\gamma\gamma$ (source frame, top) and the Thomson opacity due to primary electrons (dashed line, bottom) and secondary leptons (dotted line, bottom) are plotted as a function of the mean Lorentz factor $\tilde{\Gamma}$, keeping the same relative shape for the initial distribution of the Lorentz factor in the outflow. The evolutions of $E_{\text{cut}}$ and $\tau_{\pm}$ show a break at $\tilde{\Gamma} \simeq 170$ when $E_{\text{cut}} = E_{\text{self}}$ (see Eq. 50). In addition, the evolution of $E_{\text{cut}}$ is interrupted at $\tilde{\Gamma} \simeq 810$ when $E_{\text{cut}} = E_{p0}$. The location of the case shown in the left panel with $\tilde{\Gamma} = 360$ is indicated with a vertical thin solid line. The minimum value of the Lorentz factor for the outflow to remain optically thin for the Thomson opacity (here dominated by the contribution of secondary leptons) is indicated with a big dot and corresponds to $\tilde{\Gamma} = 270$.

3.7.3 What is the dominant opacity ?

In the example shown in Fig. 9, all opacities ($\gamma\gamma$ opacity at 1 GeV and Thomson opacities due to primary electrons and pair-produced leptons) are decreasing with time. For most of the burst, especially at the maximum of the lightcurve at $t_{\text{obs}} \simeq 0.4$ s (see Fig. 7), the dominant opacity is the $\gamma\gamma$ opacity at 1 GeV, which means that, assuming that a GeV photons is detected in this burst, the most constraining limit on the minimum Lorentz factor in the outflow will be provided by the $\gamma\gamma$ opacity limit discussed earlier. However, the dependency of these three opacities with the Lorentz factor of the outflow is not the same. Then, depending on the maximum energy of detected photons, the limit could be provided by any of the three constraints, as discussed in Lithwick & Sari (2001).

In the right panel of Fig. 9, we have plotted the value of the Thomson opacity due to primary electrons and secondary leptons and the cutoff energy due to the $\gamma\gamma$ opacity as a function of the mean Lorentz factor in the outflow (other parameters are kept constant; see caption). We find that these values are in good agreement with the following approximate formulæ:

(i) Opacity due to $\gamma\gamma$ annihilation: Eq. (44);
(ii) Thomson opacity due to primary electrons: from Daigne & Mochkovitch (2002), this opacity is approxima-
ivalently given by
\[ \tau_\pm \simeq C_3 \times \left\{ \begin{array}{ll}
\frac{K_0}{2\Gamma^4} \left( \tau_\inf \Gamma^{-3} \right)^{1+\beta} & \text{if } E_{\text{cut}} > E_{\text{self}} \\
\frac{K_0}{2\Gamma^4} \tau_\inf \Gamma^{-5-\beta} & \text{if } E_{\text{cut}} < E_{\text{self}}
\end{array} \right. \] (50)
with
\[ \tau = \frac{A_0 \sigma_T \epsilon_{\text{rad}}}{4\pi (c\Delta t_{\text{var}})^2 E_{\text{p},0}} \left( \frac{m_e c^2}{E_{\text{p},0}} \right)^{1+\beta} \] (51)
and where \( C_3 \simeq 3 \) is a correction factor introduced from the comparison with the detailed calculation. The cutoff energy due to \( \gamma\gamma \) annihilation can be estimated from Eq. (44):
\[ E_{\text{cut}} \simeq m_e c^2 \left( \frac{K_0}{2\Gamma^4} \right) \left( \frac{1+\beta}{\Gamma^4} \right)^{3/2} \] (52)
The condition \( E_{\text{cut}} > E_{\text{self}} \) is equivalent to
\[ \frac{K_0^2}{2\Gamma^2} \tau_\inf \Gamma^{4+\beta} < 1. \] (53)
The approximate formulae for \( \tau_{\pm} \) and \( \tau_0 \) assume a power-law spectrum, as in [2.22]. Therefore, these equations are valid if \( E_{\text{p},0} \) is understood as the energy above which the power-law with slope \( \beta \) is observed, \( \epsilon_{\text{rad}} \) is the radiated energy above \( E_{\text{p},0} \) over a timescale \( \Delta t_{\text{var}} \) and \( E_{\text{cut}} \) and \( E_{\text{self}} \) are above \( E_{\text{p},0} \). For a comparison with Fermi observations, \( \epsilon_{\text{rad}} \) can be estimated from the measured photon fluence above \( E_{\gamma,0} \) (see Eq. (26)). The variability timescale can be estimated from the observed variability timescale in the GBM lightcurve. In addition, corrections due to the redshift \( z \) of the source should also be taken into account.

We have checked that all simulations presented in this paper (including the model of GRB 080916C in Fig. 3) corresponds to situations where the GRB outflow during the emission is optically thin for Thomson scatterings by primary electrons or pair-produced leptons. However, from the scaling laws listed above, it appears that the limit on the minimum Lorentz factor in the outflow could be constrained by any of the three opacities, depending on the highest energy photon detected in a given burst [Lithwick & Sari 2001]. With our corrected estimates of the three opacities, we obtain the following limits, assuming \( \Gamma \simeq \Gamma_\inf \simeq \Gamma \) to allow a comparison with previous single-zone studies:

(i) **Opacity due to \( \gamma\gamma \) annihilation.** From Eq. (44), if the highest energy photon has an energy \( E_{\text{max}} \) (source frame), the minimum Lorentz factor is given by
\[ \Gamma_{\min,\gamma\gamma} \simeq \left[ \frac{C_1 K_0}{4\pi \sigma_T \epsilon_{\text{rad}}} \right] \frac{1}{\tau_{\inf} \Gamma^{-3}} \frac{1}{E_{\text{max}} E_{\text{p},0}} \] (54)
If the cutoff energy \( E_{\text{cut}} \) is identified, the previous equation can be used with \( E_{\text{cut}} \) instead of \( E_{\text{max}} \) to estimate the Lorentz factor;

(ii) **Thomson opacity due to primary electrons.** From Eq. (19), the minimum Lorentz factor for transparency is given by
\[ \Gamma_{\min,\epsilon} \simeq \left[ \frac{C_2 Y_{\gamma\gamma} \epsilon_{\text{rad}}}{8\pi m_e c^2 (c\Delta t_{\text{var}})^2 f_\gamma} \right]^{1/2} \] (55)

(iii) **Thomson opacity due to pair-produced leptons.** From Eq. (55), the minimum Lorentz factor for transparency is given by
\[ \Gamma_{\min,\pm} \simeq \left[ \frac{C_2 C \gamma_{\gamma\gamma} \epsilon_{\text{rad}}}{8\pi m_e c^2 (c\Delta t_{\text{var}})^2 f_\gamma} \right]^{1/2} \] (56)

We have plotted in Fig. 10 the three constraints in a plane Lorentz factor – radiated energy, based on Eq. (51), Eq. (55) and Eq. (56). In panel (a), for \( \beta = -2.2 \) and \( E_{\text{p},0} = 1 \text{ MeV} \) (source frame), the minimum value of the Lorentz factor is determined by the \( \gamma\gamma \) opacity as long as the cutoff energy is above \( \pm 1 \text{–} 3 \text{ GeV} \) (the precise limit depends on the radiated energy \( \epsilon_{\text{rad}} \)). For a reasonable range in the radiated energy, \( \epsilon_{\text{rad}} = 10^{49} \rightarrow 10^{55} \text{ erg} \), and for cutoff energies below 100 GeV, this leads to minimum Lorentz factors from 21 to 440. If the cutoff energy due to \( \gamma\gamma \) annihilation is below 1 GeV, then the minimum Lorentz factor is determined by the Thomson opacity due to leptons. In the present case, it is dominated by the opacity from pair-produced leptons. This limit goes from \( \Gamma = 18 \) for \( K_0 \simeq 0 \) to \( \Gamma = 55 \) if \( K_0 \simeq 0 \) \( \pm 1 \text{–} 3 \text{ GeV} \) (the precise limit depends on the source frame). For lower cutoff energies, the Thomson opacity is now dominated by secondary Thomson opacity due to pair-produced leptons. Notice that the cutoff energies listed here are measured in the source frame. In the observer frame, the limit at 1-3 GeV is located in the low-energy part of the LAT spectral range (100 MeV–1 GeV) for usual GRB redshifts.

In panel (b), we study the impact of the high-energy spectral slope \( \beta \) by using \( \beta = -2.5 \) and \( E_{\text{p},0} = 1 \text{ MeV} \) (source frame). The main effect is to increase the region where the \( \gamma\gamma \) opacity is dominant: for a cutoff energy above 1 GeV for large \( \epsilon_{\text{rad}} \) and above 300 MeV for lower \( \epsilon_{\text{rad}} \). For lower cutoff energies, the Thomson opacity is now dominated by secondary leptons at low \( \epsilon_{\text{rad}} \) and primary electrons at high \( \epsilon_{\text{rad}} \). The corresponding minimum Lorentz factor is not very different from the previous case. In panel (c), we study the influence of the peak energy by using \( \beta = -2.5 \) and \( E_{\text{p},0} = 100 \text{ keV} \). The main effect is that the Thomson opacity is now always dominated by the contribution of primary electrons. We have also studied the effect of a change in the variability timescale: it mainly moves the limits towards higher Lorentz factors when the variability timescale decreases.

### 3.7.4 \( \gamma\gamma \) opacity due to the interaction with the circumburst medium

Another mechanism which could be a cause of \( \gamma\gamma \) annihilation in GRBs are scatterings of \( \gamma \)-ray photons by electrons in...
the circumburst medium (Thompson & Madau 2006). This process has been investigated in details by Beloborodov (2002). After their emission in the jet, $\gamma$-ray photons will progressively overtake the relativistic outflow due to a difference $\sim c/2\Gamma^2$ in velocity, and sweep the ambient medium which has not been shocked yet. Under appropriate conditions, this can lead to an efficient pre-acceleration of the circumburst medium, as photons deposit energy and momentum via Compton scatterings. The small fraction of scattered photons tends to be isotropized by the scatterings, which results in efficient $\gamma\gamma$ annihilation with unscattered photons (due to the possibility of head-on interactions), and therefore to the pair-enrichment of the circumburst medium. Both Compton scatterings and $\gamma\gamma$ annihilations are strongly reduced when the radius increases (dilution) and when the motion of the medium becomes relativistic (beaming). The dynamics of the deceleration (which is delayed) and the emission of the shocked external medium (which is lepton rich) are modified by this mechanism: first the relativistic outflow is expanding in an empty cavity, then the external shock forms but is weaker due to the relativistic motion of the pre-accelerated material; at larger distances there is no pre-acceleration any more but the circumburst medium remains pair-enriched; finally the standard deceleration is recovered.

Such a mechanism may affect the prompt high-energy spectrum of the GRB, due to the $\gamma\gamma$ annihilations between scattered and unscattered $\gamma$-ray photons. As shown by Beloborodov (2002), when effective, these annihilations lead to a break at $5-50$ MeV in the prompt GRB spectrum. For a typical high density wind-like medium, the annihilations rate is large enough to produce a break if the prompt GRB photons enter the ambient medium at a radius $R_{\text{esc}}$ lower than a characteristic radius $R_{\gamma\gamma,\text{ext}}$ given by (see equation (70) of Beloborodov 2002):

$$R_{\gamma\gamma,\text{ext}} \approx \left(6 \cdot 10^{14} \to 10^{15}\right) \left(\frac{E_{\text{rad,53}}}{\mu_e}\right)^{\frac{1}{2}\gamma} \left(\frac{A}{A_5}\right)^{-\frac{3\beta}{2}} \text{ cm},$$

(57)

where $E_{\text{rad,53}}$ is the radiated prompt $\gamma$-ray energy of the GRB in unit of $10^{53}$ erg, $\mu_e$ is the mean particle mass per electron in the ambient medium ($\mu_e = 1$ for ionized hydrogen), $A$ is the normalization of the wind density profile (see Eq. (72) and $A_5 = 5 \cdot 10^5$ g cm$^{-1}$ is the value of $A$ expected for a typical Wolf-Rayet star wind.

We note that the escape radius $R_{\text{esc}}$ of the prompt photons is usually larger than their emission radius $R_e$, except for photons radiated at the very front of the jet. Typically, $R_{\text{esc}} \approx R_e + 2\Gamma^2 \Delta_e$, where $\Delta_e$ is the width of the outflow located in front of the emission region. Taking into account this effect, we compute the escape radius of all emitted photons in the synthetic burst used to model GRB 080916C in Fig. 5. We obtain a minimum value of $R_{\text{esc}} \approx 5 \cdot 10^{15}$ cm. For $\beta = -2.2$, $E_{\text{rad,53}} = 88$ (as in GRB 080916C), and $\mu_e = 1$, we get $R_{\gamma\gamma,\text{ext}} \approx (2.2 \rightarrow 3.6) \cdot 10^{15} (A/A_5)^{0.423}$ cm. Therefore, the condition $R_{\text{esc}} \lesssim R_{\gamma\gamma,\text{ext}}$ to avoid a break in the prompt spectrum is fulfilled as long as $A/A_5 \lesssim 0.2 \to 0.05$.

4 CONSEQUENCES OF DISTINCT EMISSION REGIONS FOR MEV AND GEV PHOTONS

4.1 Are GeV and MeV photons produced in the same region ?

It has been proposed in several recent studies that the delayed onset and/or the long-lasting tail of the high energy emission could be an evidence of two different regions for
the emission of MeV and GeV photons. An extreme version is the scenario proposed by [Kumar & Barniol Duran 2010] and [Ghisellini et al. 2010] where the whole GeV emission (prompt and long lasting) is produced by the external shock during the early deceleration of the relativistic outflow. Note that this scenario leads to strong constraints on the density and magnetization of the external medium (Piran & Nakar 2010) and that the observed temporal slope of the long-lasting high-energy emission would imply a strongly pair-enriched medium as discussed in [3,7,3] (Ghisellini et al. 2010).

Even in scenarios where the prompt GeV emission has an internal origin, a partially distinct emission region could be due to a spectral evolution of the prompt mechanism. For instance, in the framework of internal shocks, the evolution of the physical conditions in the shocked region during the propagation of a shock wave leads to an evolving efficiency of the IC scatterings, depending on the importance of Klein-Nishina corrections. This naturally leads to a variable high-energy component following with a delay the main (Band) component in the MeV range (Wang et al. 2004; Bošnjak et al. 2009; Daigne et al. 2011). Successive generations of collisions in a variable outflow can also lead naturally to different emission regions ([Lj 2010]). An evolution in the microphysics of the acceleration process could also be responsible for some spectral evolution in scenarios where there is a dominant hadronic component at high energy (see e.g. Asano et al. 2009). Finally, two emission regions are naturally expected in photospheric models, as it is often assumed that the main (Band) component has a photospheric origin and that internal shocks or magnetic dissipation occurring at larger distance produce an additional component at high energy (see e.g. Toma et al. 2011; Vurm et al. 2011).

4.2 Loosening the constraint on \( \Gamma_{\min} \)

As discussed in Zhao et al. (2011); Zou et al. (2011); Racusin et al. (2011), the possibility for the GeV photons to be produced in a different region than the MeV photons can loosen the constraint on the minimum Lorentz factor in GRB outflows. To investigate this effect, we consider the same synthetic GRB as used in [3,3] to model time bins ‘a’ and ‘b’ of GRB 080916C. We focus on the onset of the GeV component, which occurs at \( t_{\text{obs, onset}} = t_{\text{obs, trig}} + 0.67 (1 + z) \) s, where \( t_{\text{obs, trig}} \) corresponds to the observer time of the first MeV photons. The MeV photons observed at \( t_{\text{obs, onset}} \) are emitted at radius \( R_{\text{MeV}} \) and it is assumed that the emerging GeV photons observed at the same time were emitted by material moving with Lorentz factor \( \Gamma_{\text{GeV}} \) (velocity \( \beta_{\text{GeV}} c \)) at radius \( R_{\text{GeV}} \) and time \( t_{\text{obs, onset}} \) (source frame) with \( t_{\text{obs}} - R_{\text{MeV}} / c = t_{\text{obs, onset}} / (1 + z) \). The flash of GeV photons emitted at \( R_{\text{GeV}} \) is assumed to have a power-law spectrum with photon slope \( \beta = -2.2 \). We define a latitude-averaged \( \gamma \gamma \) opacity for GeV photons of energy \( E_{\text{GeV}} \) by

\[
e^{-\tau_{\gamma\gamma}(E_{\text{GeV}})} = \int e^{-\tau_{\gamma\gamma}(E_{\text{GeV}}, \Theta_\phi)} D(\Theta_\phi) d\Theta_\phi d\Theta_\theta,
\]

(58)

where \( \tau_{\gamma\gamma}(E_{\text{GeV}}, \Theta_\phi) \) is the opacity seen photons emitted at colatitude \( \Theta_\phi \) and \( D(\Theta_\phi) = (\Gamma_{\text{GeV}} (1 - \beta_{\text{GeV}} \cos \Theta_\phi)^{-1}\]

is the corresponding Doppler factor. The contribution of each collatid to the mean value is weighted by the corresponding fluence, leading to the \( 1 - \beta \) exponent.

We plot in Fig. [11] the evolution of the latitude averaged \( \gamma \gamma \) opacity for \( E_{\text{GeV}} = 16 \) GeV (source frame) as a function of \( R_{\text{GeV}} / R_{\text{MeV}} \) for \( R_{\text{GeV}} > R_{\text{MeV}} \) and for different values of the Lorentz factor \( \Gamma_{\text{GeV}} \). When GeV and MeV photons are emitted at the same location, we find that \( \tau_{\gamma\gamma} \lesssim 1 \) for \( \Gamma_{\text{GeV}} \gtrsim \Gamma_{\text{min, GeV, same zone}} \approx 340 \), i.e. the same limit as in [3,3]. When \( R_{\text{GeV}} \) increases, the opacity \( \tau_{\gamma\gamma} \) decreases as expected, which loosen the constraint on the minimum Lorentz factor \( \Gamma_{\min, \text{GeV}} \) of the material emitting GeV photons:

\[
\frac{R_{\text{GeV}}}{R_{\text{MeV}}} \approx 1.2 \quad 1.2 \quad 5.1 \quad 13
\]

\( \Gamma_{\min, \text{GeV}} / \Gamma_{\min, \text{GeV, same zone}} \approx 0.59 \quad 0.29 \quad 0.15 \)

This follows approximately the dependency on \( R_{\text{GeV}} / R_{\text{MeV}} \) found in [2,2] i.e. \( \tau_{\gamma\gamma} \propto (R_{\text{GeV}} / R_{\text{MeV}})^{2(\beta - 1)} \). When \( R_{\text{GeV}} \gg R_{\text{MeV}} \), leading to \( \Gamma_{\min, \text{GeV}} \propto (R_{\text{GeV}} / R_{\text{MeV}})^{-1} \). As shown in [3,3], the detailed modeling of the \( \gamma \gamma \) opacity in a scenario where GeV and MeV photons are emitted in the same regions leads to a reduction of the minimum Lorentz factor by a factor \( \approx 2 - 3 \) compared to single zone models. The calculation presented here shows in addition that the minimum Lorentz factor can be reduced further more by another factor \( \approx 2 - 8 \) for \( \Gamma_{\text{GeV}} \) if GeV emission becomes efficient at a radius larger than for MeV photons. Assuming that the radiated energy at \( R_{\text{MeV}} \) is not larger than the radiated energy at \( R_{\text{MeV}} \), we have checked that the outflow remains optically thin for the Thomson opacity due to primary electrons and secondary leptons at \( R_{\text{GeV}} \) in the case shown in Fig. [11].

Note that the loosening of the constraint on the minimum Lorentz factor does not apply to models where GeV photons are entirely due to the external shock. Indeed, the small value of \( t_{\text{obs, onset}} \) implies an early deceleration. As the isotropic equivalent energy of GRB 080916C is huge, this leads to a minimum Lorentz factor \( \Gamma > 10^3 \) in the outflow, which is more constraining that the \( \gamma \gamma \) opacity limit.

The discussion of the effect of a distinct GeV emission region presented here is quite simplified and some limitations should be kept in mind. If an additional GeV component could be firmly identified in GRB 080916C, the maximum energy \( E_{\text{MeV, max}} \) of photons associated with the main component should be taken into account to derive a new constraint \( \Gamma_{\min} \) on the Lorentz factor of the outflow during the MeV emission phase. We have assumed here \( \Gamma = 340 \) as derived in [3,3] using \( E_{\text{MeV, max}} \) = 16 GeV (source frame) but \( \Gamma_{\min} \) will be reduced by a factor \( (E_{\text{MeV, max}} / 16 \text{ GeV})^{\sim 0.5} \) if \( E_{\text{MeV, max}} \) is lower. There is one further complication: the component produced at \( R_{\text{MeV}} \) extends probably in the soft gamma-ray range, as suggested by the observation of a soft excess correlated with the high energy component in some GRBs such as GRB 0909026 (Ackermann et al. 2011), GRB 090926 (Abdo et al. 2009a) and GRB 090510 (Ackermann et al. 2010). It has been assumed here that the annihilation rate of GeV photons with the seed photons produced at \( R_{\text{GeV}} \) is negligible compared to the annihilation rate with MeV photons produced earlier.
in the outflow, to pairs created by $\gamma\gamma$ annihilation and to $\gamma\gamma$ annihilation with prompt photons back-scattered by the external medium. For all the examples presented in the paper, the $\gamma\gamma$ opacity is the dominant term (see $\S$7). We have obtained the following results:

(i) Spectral shape of the $\gamma\gamma$ cutoff: as described by Granot et al. (2008), due to a time evolution of the $\gamma\gamma$ opacity, the spectral shape of the $\gamma\gamma$ cutoff in time-integrated spectra is not expected to be exponential, but rather power-law like. We illustrate this effect in a synthetic burst in $\S$4.3. This spectral shape makes more difficult the identification of the cutoff in Fermi-LAT spectra. The main candidate is GRB 090926A (Ackermann et al. 2011), where the number of photons detected above the cutoff at $\gtrsim 1.4$ GeV is too low to allow for a precise characterization of the spectral shape. Nevertheless, in most Fermi-LAT GRBs, there is no evidence for an observed cutoff, which puts interesting constraints on the outflow.

(ii) Minimum Lorentz factor in GRB outflows: when taking into account the exact photon field, the $\gamma\gamma$ opacity for GeV photons is reduced compared to single zone isotropic estimates, leading to minimum Lorentz factors which are a factor of $\gtrsim 2 - 3$ lower. As an illustration, we present in $\S$4.3 a synthetic burst that reproduces well the observed features of time bins ‘a’ and ‘b’ of GRB 080916C with a mean Lorentz factor of $\gtrsim 340$. This minimum Lorentz factor is obtained assuming that there is only one component in the emitted spectrum, responsible both for the MeV and the GeV photons. This is not necessarily the case as several Fermi-LAT bursts show evidence of an additional high-energy component. We show in $\S$4.2 that the minimum Lorentz factor can be reduced by another factor 2 to 8 if the GeV photons are emitted at larger radius than the main component. This study clearly illustrates the need for a detailed modeling to constrain the Lorentz factor in GRB outflows. When it is not possible, a reasonably accurate estimate of $\Gamma_{\min}$ can be obtained from the following formula

$$
\Gamma_{\min} \simeq \frac{C_1 2^{1+2z} \mathcal{I}(\beta)}{(1+z)^{1+2z}} \left[ \frac{1}{2} \left( 1 + \frac{R_{\text{MeV}}}{R_{\gamma\gamma}} \right) \mathcal{R}_{\gamma\gamma} \right]^{1/2} \left[ \frac{E_{\min} F(E_{\gamma\gamma})}{(m_e c^2)^2} \right]^{\frac{\beta+1}{2(\beta-1)}},
$$

(59)

where $C_1 \simeq 4 \cdot 10^{-2}$, $z$ and $D_L(z)$ are the redshift and the luminosity distance of the source, $\Delta t_{\text{var}}$ is the observed variability timescale, $R_{\gamma\gamma}/R_{\text{MeV}}$ is the ratio of the radii where the GeV and MeV components are emitted, and where the high energy spectrum (over a duration $\sim \Delta t_{\text{var}}$) is assumed to follow a power-law with photon index $\beta$ above an observed characteristic energy $E_{\gamma\gamma}$: $\mathcal{E}(E) = \mathcal{E}(E_{\gamma\gamma})(E/E_{\gamma\gamma})^\beta$ (ph.cm$^{-2}$keV$^{-1}$). Energy $E_{\min}$ is the observed energy of the most energetic detected photons. The integral $\mathcal{I}(\beta)$ is defined by Eq. (22) in $\S$2.2. As usually the spectrum is measured over a time interval $\Delta t_{\text{spec}}$ which is larger than the variability timescale $\Delta t_{\text{var}}$, the normalization $F(E_{\gamma\gamma})$ entering in Eq. (59) (fluence at energy $E_{\gamma\gamma}$ in ph.cm$^{-2}$keV$^{-1}$) must be corrected by a factor

$F(E_{\gamma\gamma}) = \frac{\mathcal{E}(E_{\gamma\gamma}) \times (\Delta t_{\text{var}}/\Delta t_{\text{spec}})}{\mathcal{E}(E_{\gamma\gamma})}.$

This can be equation.
directly applied to Fermi-LAT observations and generalizes the usual formula given by Abdo et al. (2009b) by introducing two corrections: (1) a more accurate normalization taking into account the anisotropy of the radiation field and including a numerical factor $C_1$ obtained from the comparison with numerical simulations in (43) (2) the possibility to take into account two different emitting regions for MeV and GeV photons. The standard limit is obtained with $R_{\text{GeV}}/R_{\text{MeV}} = 1$ (same region); then the denominator in Eq. (59) equals 1. The radius $R_{\text{MeV}}$ is estimated from the variability timescale by $R_{\text{MeV}} \simeq T^2 c \Delta t_{\text{var}}/(1+z)$, which is valid for most models of the prompt emission. The radius $R_{\text{GeV}}$ is difficult to constrain without a detailed model of the high-energy emission mechanism. If GeV photons have an internal origin, an upper limit for $R_{\text{GeV}}$ is given by the deceleration radius. In the future, a measurement of the variability timescale in the GeV lightcurve could provide a better estimate of this radius.

(iii) Delayed onset of the GeV emission: due to the variable nature of the GRB phenomenon, the $\gamma \gamma$ opacity is expected to be strongly time dependent. This can lead naturally to a delayed onset of the high-energy component, if it is initially highly absorbed. For instance, in internal shocks, the emission radius increases during the propagation of a given shock wave, which favors such an evolution. We show several examples of synthetic bursts where a delayed onset of the GeV component is observed. In the case of internal shocks, the delay before the onset is comparable with the observed duration associated with the propagation of the shock wave that produces the seed photons for $\gamma \gamma$ annihilation. This duration has to be distinguished from the shortest timescale of variability. In the synthetic burst which models time bins 'a' and 'b' of GRB 080916C, we obtain a GeV onset delayed by $\gtrsim 5\,\text{s}$, comparable with the observed value, while reproducing variability on shorter timescales ($\gtrsim 0.5\,\text{s}$) in the MeV lightcurve. A time evolving $\gamma \gamma$ opacity appears as a good candidate to explain the observed delayed onset of the GeV emission. Note that this effect is obtained here assuming a single component in the emitted spectrum. More complex spectral evolution, such as a varying inverse Compton component (Bošnjak et al. 2009), may be an additional source of delay.

(iv) Smoothing the variability in the GeV lightcurve: in highly variable outflows, the short timescale variability in the GRB lightcurve is expected to be associated with emission regions at low radius. Therefore, the associated high-energy emission may be highly absorbed by $\gamma \gamma$ annihilation due to a denser photon field. This predicts a smoothing of the lightcurve in the GeV range. We illustrate this effect in the framework of the internal shock model in (43). For this reason, the variability of the GeV lightcurve is an indicator to use carefully if one wants to distinguish between an internal and an external origin for the GeV emission.

Our results loosen the constraints on models of GRB central engines as Lorentz factor of $10^3$ do not seem to be required, even in the most extreme bursts observed by Fermi-LAT. In addition, they solve another contradiction. For Lorentz factors of $10^3$, the deceleration by the external medium occurs very early. Then, it becomes difficult to interpret Fermi-LAT GRBs such as GRB 080916C if the prompt emission is radiated well above the photosphere (see also Zhang & Pe'er 2004). On the other hand, the early steep decay observed in X-ray afterglows by Swift-XRT is a strong evidence that the prompt emission phase ends at a large radius (Lyutikov 2006; Lazzati & Begelman 2004; Kumar et al. 2007; Genet & Granot 2009). With lower limits on the Lorentz factor as obtained in the present paper, bright Fermi-LAT GRBs such as GRB 080916C are consistent with models, including internal shocks, where the prompt emission is produced between the photospheric and the deceleration radii.

APPENDIX A: PHOTON FIELD CREATED BY A SPHERICAL FLASH

Let us consider the interaction between a spherical flash and a high energy photon (the geometry is illustrated in Fig. 1, see also the caption of the figure for the adopted notations). The emissivity in the source frame is given:

$$j_{\nu} = D^2 j'_{\nu},$$

where the Doppler factor $D$ is defined by

$$D = \frac{\nu}{\nu'} = \frac{1}{1 - \beta \cos \delta}.$$  

(A2)

The specific intensity $I_{\nu} [\text{erg} \cdot \text{cm}^{-2} \cdot \text{s}^{-1} \cdot \text{Hz}^{-1} \cdot \text{sr}^{-1}]$ created by the spherical flash at the interaction point $I$ (radius $R_1$ and time $t_1$) in direction $\alpha$ is given by

$$I_{\nu} (R_1, t_1, \alpha) = \int j_{\nu} (\tilde{s}, t_1 - \frac{\tilde{s}}{c}) \, d\tilde{s},$$

(A3)

assuming negligible absorption at frequency $\nu$. Indeed, high energy photons interact preferentially with seed low energy photons close to the threshold with $\psi \simeq 1/\Gamma$, i.e.

$$\frac{E}{10 \, \text{MeV}} \frac{E_{\text{HE}}}{1 \, \text{GeV}} \simeq 1.04 \left( \frac{\Gamma}{100} \right)^2.$$  

(A4)

As the number of emitted photons at energy $E$, $N(E)$, decreases as a power-law with energy (typically $N(E) \propto E^\beta$ with $\beta \simeq -2$ to $-3$ above 1 MeV), the ratio $N(E_{\text{HE}})/N(E)$ is always small and the fraction of absorbed seed photons negligible. The radius $r$ is related to $\tilde{s}$ and $\alpha$ by

$$r^2 = R_1^2 + \tilde{s}^2 - 2R_1 \tilde{s} \cos \alpha,$$

which leads to

$$\int \delta (r - R_0) \, d\tilde{s} = \frac{R_0}{\tilde{s} - R_1 \cos \alpha}.$$  

(A6)

The same relation applied at $r = R_0$ ($\tilde{s} = s$) leads to

$$\delta (t_1 - \frac{s}{c} - t_0) = \frac{c}{s R_1 \sin \alpha} \delta (\alpha - \alpha_1).$$  

(A7)

Therefore, from Eq. (6) and Eq. (A3), we obtain

$$I_{\nu} (R_1, t_1, \alpha) = \frac{1}{4\pi} \frac{\varepsilon_{\text{rad}}}{4\pi R_1^2} \frac{D^2}{\nu'_{\mu,0}} \left( \frac{\nu}{D \nu'_{\mu,0}} \right) \times \frac{c R_0}{s R_1 \sin \alpha} \delta (\alpha - \alpha_1).$$  

(A8)
APPENDIX B: APPROXIMATE FORMULA FOR THE $\gamma\gamma$ OPACITY

In this appendix, we derive the approximate formula given by Eq. (25) for the $\gamma\gamma$ opacity seen by a on-axis high energy photon emitted at $R_0$ interacting with a spherical flash radiated at $R_0$ and having a power-law spectrum. Using $R_e = R_0 + \beta_0 c (t_e - t_0)$ and introducing normalized coordinates $X = (R_e - R_0) / R_0$ et $x = \ell / R_0$, the opacity given by Eq. (23) reads

$$\tau_{\gamma\gamma}(E_{HE}) = \mathcal{I}(\beta) \tau_0 A_0 \left( \frac{2 (m_c c^2)^2}{E_{HE} E_{p,0}} \right)^{1+\beta} \Gamma_0^{1+\beta} \times \int_0^{+\infty} \frac{dx}{X} \frac{1}{1+X+x\frac{X}{\beta_0+x}} D^{1-\beta} (1-\cos \psi)^{-\beta}$$

(B1)

Several contributions appear in the integral:

- **Dilution term**: the first factor, $(1+X+x)^{-1}$, expresses the dilution of the radiation from the flash since its emission.
- **Propagation term**: the second factor, $(X/\beta_0+x)^{-1}$, takes into account the propagation of the high energy photon up to location of the interaction.
- **Doppler term**: the third factor, $D^{1-\beta}$, is due to the Doppler effect applied to the seed photons.
- **Interaction angle term**: the fourth term, $(1-\cos \psi)^{-\beta}$, expresses the effect of the interaction angle $\psi$ on the effective cross section.

The product of these four terms is a strictly decreasing function, so that the integral is dominated by the contributions at low $x$. For $x < X$ and $\Gamma_0 \gg 1$, we have $(1+X+x)^{-1} \simeq (1+X)^{-1}$ (dilution), $X/(X/\beta_0+x) \simeq \beta_0 \simeq 1$ (propagation), $D^{1-\beta} \simeq (2\Gamma_0/(2+X))^{1-\beta}$ (Doppler) and $(1-\cos \psi)^{-\beta} \simeq (2\Gamma_0^2/(1+X))^\beta$ (interaction angle), where we have used the Taylor expansion of the Doppler angle $\delta$ and the interaction angle $\psi$:

$$\delta \simeq \frac{\sqrt{1+X}}{\Gamma_0},$$

$$\psi \simeq \frac{1}{\sqrt{1+X}\Gamma_0}.$$

The product of the four terms is therefore approximatively constant for $x < X$, before starting a steep decay. Keeping only the contribution for $0 \leq x \lesssim X$ to the integral gives the following approximate formula:

$$\tau_{\gamma\gamma}(E_{HE}) \simeq \mathcal{I}(\beta) \tau_0 A_0 \left( \frac{2 (m_c c^2)^2}{E_{HE} E_{p,0}} \right)^{1+\beta} \Gamma_0^{1+\beta} \times \int_0^X dx \frac{1}{X} \frac{1}{1+X} \left( \frac{2\Gamma_0}{2+X} \right)^{1-\beta} \left( 2\Gamma_0^2/(1+X) \right)^\beta \simeq 2^{1+2\beta} \mathcal{I}(\beta) \tau_0 A_0 \left( \frac{m_c c^2}{E_{HE} E_{p,0}} \right)^{1+\beta} \Gamma_0^{2(1+\beta)} \times \frac{1}{[(1+X) (1+\frac{X}{\beta_0})]^{1-\beta}}$$

(B2)

which leads to Eq. (25). This approximate formula is compared to the exact calculation in the top-left panel of Fig. 2. The behaviour of the opacity with the emission radius of the high-energy photon can be simply understood from the Taylor expansions above: the integral is dominated by the product of the dilution, Doppler et interaction angle terms. When the high energy photon is emitted just after the flash ($R_e \rightarrow R_0$, i.e. $X \rightarrow 0$), the dilution term is negligible, the Doppler term is optimal as $\delta \simeq 1/\Gamma_0$ and the interaction angle term is also optimal as $\psi \simeq 1/\Gamma_0$. Therefore, $\gamma\gamma$ annihilation is efficient. At larger emission radii ($R_e \gg R_0$, i.e. $X \rightarrow +\infty$), the dilution factor ($\propto X^{-1}$) reduces the seed radiation field, the Doppler term ($\propto X^{\beta-1}$) also reduces strongly the seed radiation field as $\delta$ becomes large compared to $1/\Gamma_0$, and the interaction angle term ($\propto X^{\beta}$) strongly reduces the probability of interaction as $\psi \rightarrow 0$. This explains the steep decay of $\tau_{\gamma\gamma} \propto X^{2(\beta-1)}$ for $X \gtrsim 1$.
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