3D Photoacoustic Tomography System Based on Full-View Illumination and Ultrasound Detection
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Abstract: A 3D photoacoustic computed tomography (3D-PACT) system based on full-view illumination and ultrasound detection was developed and applied to 3D photoacoustic imaging of several phantoms. The system utilized an optics cage design to achieve full-view uniform laser illumination and completed 3D scanning with the rotation of a dual-element transducer (5 MHz) and the vertical motion of imaging target, which obtains the best solution in the mutual restriction relation between cost and performance. The 3D-PACT system exhibits a spatial resolution on the order of 300 µm, and the imaging area can be up to 52 mm in diameter. The transducers used in the system provides tomography imaging with large fields of view. In addition, the coplanar uniform illumination and acoustic detection configuration based on a quartz bowl greatly enhances the efficiency of laser illumination and signal detection, making it available for use on samples with irregular surfaces. Performance testing and 3D photoacoustic experiments on various phantoms verify that the system can perform 3D photoacoustic imaging on targets with complex surfaces or large sizes. In future, efforts will be made to achieve full-body 3D tomography of small animals and a multimodal 3D imaging system.
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1. Introduction

Photoacoustic imaging (PAI) is a non-invasive and non-ionized multimodal biomedical imaging method based on transient thermoelastic effects of the biological tissue. The principle is that the energy of pulsed laser light deposited in biological tissue during the process of laser absorption is converted into an ultrasonic signal which is called the photoacoustic signal through instantaneous thermoelastic expansion, and the ultrasonic transducer can receive the signal that carries information about the properties of laser absorption in biological tissue [1–7]. Through the corresponding signal processing and image reconstruction algorithms, a photoacoustic image reflecting the internal structure and function of the tissue can be obtained. Photoacoustic imaging effectively overcomes the limitations of existing pure optical imaging and pure ultrasound imaging, the contrast is based on the absorption of laser light during the photoacoustic excitation period, while the resolution is derived from the ultrasonic detection during the photoacoustic emission period. Photoacoustic imaging breaks through the limit depth of diffusion of high-resolution optical imaging (about 1 mm), and uses laser-generated ultrasonic waves as a carrier to obtain optical absorption information of tissue [8,9]. It is mainly suitable for the tissues whose acoustic properties are uniform but optical properties are not. Therefore, photoacoustic imaging combines the advantages of high contrast characteristics of optical imaging.
and high penetration characteristics of ultrasonic imaging, and can provide photoacoustic images with high optical contrast and high acoustic resolution at a deeper imaging depth [10]. As a new generation of biomedical imaging technology, photoacoustic imaging can effectively realize the structure and functional imaging of biological tissue, which provides an important method for studying the morphological structure, physiological characteristics, pathological characteristics, and metabolic functions of biological tissues [11–13].

Scientific research on 3D photoacoustic imaging of small animals has become increasingly popular in recent years. There have been many 3D photoacoustic tomography (PACT) systems using different photoacoustic coupling methods, optical transmission models [14], and ultrasonic detection designs [15–20]. However, due to the limited detection angle of ultrasonic transducers, linear array PACT [16–19], spherical array PACT [20,21], arc-shaped array PACT [22], and the half-ring multispectral optoacoustic tomography (MSOT) [23] generally need to obtain complete photoacoustic signal via spatial multiplexing. In photoacoustic tomography, uniform illumination helps to obtain more comprehensive light absorption information of the imaging cross section [24]. The traditional circular scanning mainly irradiates the laser beam from the top to the bottom of the object [25–28], which results in the loss of deeper tissue structure information, while at the same time, the scattering effect of the light cannot effectively illuminate the irregular section and affects the imaging effect. From the perspective of the cost, the array ultrasonic transducer with high performance makes it not only expensive, but also a huge challenge for transducer manufacturing and data acquisition. Once formed, its scanning radius cannot be adjusted according to the size of the imaging targets, which limits the scope and flexibility of its application. There are also some photoacoustic tomography systems that acquire photoacoustic signals point by point through a single-element transducer carried by a rotary motor, whose advantages are their low cost and easy operability. The ultrasonic transducer performs a rotary motion at a predefined speed and completes the acquisition of the photoacoustic signal of the imaging section during the continuous motion process, the continuous scan of data acquisition is faster than a stop-and-go scan [29–31]. In addition, in order to improve the resolution of the photoacoustic imaging system, a negative lens can be mounted on the surface of the ultrasonic transducer to increase the receiving angle [32,33]. Due to the large field-of-view of the virtual point ultrasound transducer, some research has applied virtual point ultrasonic transducers to a photoacoustic imaging system [34–36]. Nie LM et al. developed a virtual point ultrasonic transducer with a large receiving angle and applied it to the photoacoustic tomography system. The signal-to-noise ratio of the system is greatly improved compared with the negative-lens transducers [35]. Hao F. Zhang et al. use a synthetic-aperture focusing technique based on the virtual point detector to obtain a high-resolution photoacoustic image of hemoglobin oxygen saturation in living mice [36].

In this paper, a 3D photoacoustic imaging system based on “dual-element” ultrasonic transducer is proposed under the premise of full-view imaging and uniform illumination. The system contains 1-to-8 fan-out fiber bundles and an optical cage design, which delivers approximately uniform laser radiation toward the imaging phantom and provides an exciting source for completing the photoacoustic tomography of each B-scan (B-scan refers to a cross section of photoacoustic tomography in this paper). The rotary motor carries two customized dual-foci virtual point ultrasonic transducers for photoacoustic data acquisition in the process of rotary motion, while the precise vertical stepper motor drives the imaging target to do vertical movement to complete the 3D scanning of it. The dual-foci virtual point ultrasonic transducer can expand the signal acceptance angle in the short focusing direction because of its large field of view, such that a relatively complete photoacoustic signal can be acquired with fewer detection units, which reduces the cost of the photoacoustic imaging system and accelerates the photoacoustic imaging speed. In the long focusing direction, the narrow sound beam and the annular illumination beam are coupled to form a photoacoustic coplanar mode, which improves the signal to noise ratio of the photoacoustic signal. The pattern of 360° circular laser radiation provides uniform illumination at all angles around the imaging cross section, which facilitates photoacoustic tomography of imaging phantom with irregular surfaces. Furthermore, the
feasibility and operability of the 3D-PACT system is validated through systematic testing and 3D photoacoustic experiments on a variety of phantoms.

2. Methods

2.1. Introduction to the 3D-PACT System

Figure 1 shows a schematic of the 3D-PACT system. The system consists of four parts, which are optical illumination, photoacoustic signal acquisition, data processing, and human computer interaction. A pulsed Nd:YAG laser source (Vigour-A-100S, Ziyu, Anshan Liaoning Province, China) with the wavelength of 532 nm was used for the optical illumination. The nanosecond pulsed laser with pulse repetition rate of 20 Hz could provide a laser beam with the pulse width of 5 ns. The laser beam was coupled into the multimode fiber (Ceram Optec, Bonn, Germany, damage threshold was 9.1 mJ/mm²) located in the fiber coupler after collimating and correcting the optical path. Furthermore, the multimode fiber was divided into eight branches at the output end that were evenly distributed around the water tank. After testing, the coupling ratios of the eight sub-fibers were 9.35%, 9.25%, 9.33%, 9.34%, 9.40%, 9.43%, 9.44%, and 9.41%, respectively, and the total coupling ratio of the fiber was 74.95%. The laser beam out of each branch passed through a convex lens and a plano-convex cylinder lens to form a rectangular strip with a thickness of about 2 mm, as shown in Figure 2a,b, which shows the top view and the front view of the optical path, respectively. The convex lens collimates and corrects the laser beam, while the plano-convex cylinder lens focused the beam in the direction of thickness. Eight laser beams separately passed through the water tank and the transparent quartz bowl, which were placed as shown in Figure 2b, eventually converging in the middle of the tank to form a bright circular area that irradiated the surface of the sample. According to the experimental verification, the light transmittance of the water tank used in this system was about 98%, which was due to the acrylic material that had excellent light transmittance.

Figure 1. Schematic of the 3D-PACT system.
The surface of the dual-foci transducer adopted the method of dual concave crafting in order to achieve optimal photoacoustic signal excitation and detection. The light transmittance and efficiency are two critical parameters for a quartz bowl, which were 88.25% and 202.465%. The signal generated by the sample was reflected by the quartz bowl and detected by the dual-foci virtual point ultrasonic transducer (Olympus, Tokyo, Japan) placed vertically above the bowl with a 5 MHz central frequency and an 18 mm diameter of the detection plane, as shown in Figure 2c. The surface of the dual-foci transducer adopted the method of dual concave crafting in order to achieve foci in two perpendicular directions, respectively indicated by the letters A and B in Figure 2c. The focal length was 11.25 mm and the directional angle was 100° in direction A, while in direction B, the focal length was about 90.0 mm and the directional angle was 11.4°. It can be concluded from the above parameters that the large receiving angle based on its virtual point in direction A contributed to sparse sampling, while the long focal length in direction B formed a long focal zone (≈52 mm) that determined its applicability for large imaging targets. The installation position of the ultrasonic transducer is shown in Figure 2d. In the 3D-PACT system, two custom-built virtual-point ultrasonic transducers were evenly distributed on the motor rotary table. The rotating motor performed a circular motion according to the preset speed, and the high-speed data acquisition device could complete the collection of the photoacoustic signal in the process of the motor rotation according to the timing trigger signal.

During the whole working process, the photoacoustic signals were obtained through rotating the swivel table 180° driven by a rotary stepping motor and moving the sample 0.1 mm vertically at a time driven by a vertical stepper motor. After amplification (Ultrasonic Transceiver, 5073PR, Olympus, Tokyo, Japan) and digitization (Data Acquisition card, ATS330, AlazarTech, Canada),...
the raw photoacoustic data was be sent and stored in a personal computer (PC) to reconstruct the 3D photoacoustic image. The detection signal under the large receiving angle held by the virtual point-based ultrasonic transducer used in this system could provide more sample information, which contributed to recovering images with less data. In the reconstruction algorithm, the shape of the sample could be reconstructed by the improved back-projection reconstruction algorithm. The photoacoustic system adopted LabVIEW_2014 to implement the overall control system design, which realized the fully automatic man-machine interaction.

2.2. The Reconstruction Algorithm of the 3D-PACT System

According to the principle of photoacoustic imaging, the homogeneous wave equation can be formulized as:

$$\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) p(r, t) = -p_0(r) \frac{d\delta(t)}{dt}$$

(1)

where \( c \) is the velocity of sound and \( p \) is the initial sound pressure generated by the energy deposition of the pulsed laser. By solving the above wave equation, the photoacoustic signal detected by the ultrasonic transducer at any time \( t \) and any position \( r' \) is obtained, which can be expressed as:

$$p(r', t) = \frac{\partial}{\partial t} \left[ \frac{1}{4\pi c^3} \int dS \left[ \frac{1}{t} \int [p(r, t) - \frac{\partial p(r, t)}{\partial t}] \right]_{t=|r'-r|/c} \right]$$

(2)

The distribution of the original photoacoustic signal can be recovered by using the back-projection reconstruction algorithm [37–39]. Furthermore, the traditional back-projection reconstruction algorithm is shown in Equation (3):

$$p_0(r) = \frac{1}{4\pi c^3} \int dS \frac{1}{t} \left[ \frac{1}{t} \int [p(r, t) - \frac{\partial p(r, t)}{\partial t}] \right]_{t=|r'-r|/c}$$

(3)

With the development of the traditional back-projection reconstruction algorithm, a reconstruction algorithm of a ring-shaped array photoacoustic image based on a sensitivity factor is proposed in this study. The photoacoustic signals collected by the transducer were back-projected to each pixel on the arc established by time in the imaging area, which is illustrated in Figure 3a as a schematic diagram. The aforementioned virtual point ultrasonic transducer has a large signal receiving angle (100°, corresponding to the angle \( \Phi \) in the figure), and the transducer is relatively sensitive to the central region of its receiving scope. Therefore, a variable sensitivity factor \( S(\psi) \) was introduced in the algorithm of image reconstruction, and it decreased with the increase of \( \psi \), which is the angle between the connecting line of the pixel and probe and the center line of the detection area. In the process of algorithm implementation, the basic Equation (4) needed to be discretized first:

$$p_0(r) = \sum_{i=1}^{n} [p(r'', t) - t \frac{\partial p(r', t)}{\partial t} |_{t=|r''-r|/c}]$$

(4)

where \( r'' \) is a distance parameter introduced in the process of discretization. Taking the angle of the receiving signal of the ultrasound probe into account, the back-projection reconstruction algorithm based on sensitivity factor is proposed and can be expressed as:

$$p_0(r) = \sum_{i=1}^{n} S(\psi)_{r,j} [p(r'', t) - t \frac{\partial p(r', t)}{\partial t} |_{t=|r''-r|/c}]$$

(5)
In order to perform the 3D image rendering, a large number of B-scans were loaded into Amira 5.4.3 to be superimposed and processed, as shown in Figure 3b.

3. Results

3.1. Performance Test of the 3D-PACT

3.1.1. Feasibility Verification of Quartz Bowl in the System

First of all, the photoacoustic experiments were carried out in the ultrasonic transmission mode and ultrasonic reflection mode to verify the feasibility of the quartz bowl. The schematic diagrams of the two experimental devices are shown in Figure 4a,b, respectively. Black tape was selected as the target due to the strong laser absorption. The energy at the fiber exit was around 100 μJ. The energy E in Table 1 refers to the laser energy of the imaging target surface.

$$H = \frac{G_{ref}}{G_{trm}}$$

(6)
where \( G_{ref} \) is the signal amplitude per microjoule laser energy in the ultrasonic reflection mode and \( G_{trm} \) is the signal amplitude per microjoule laser energy in the ultrasonic transmission mode. Furthermore, \( G_{trm} \) was about 0.01232 V/μJ, found by analyzing the photoacoustic signal obtained from photoacoustic experiment in ultrasonic transmission mode. The quartz bowl was divided into eight areas (Q1–Q8), and the quartz bowl’s ultrasonic reflection efficiency was tested after subtracting the light attenuation of each area.

| Areas | \( E \) (μJ) | Mean of Signal Amplitude \( P \) (V) | \( G_{ref} = P/E \) (V/μJ) | \( H = G_{ref}/G_{trm} \) |
|-------|--------------|-------------------------------------|-----------------------------|-----------------------------|
| Q1    | 88.7614      | 2.236                               | 0.02519                     | 204.46%                     |
| Q2    | 88.3206      | 2.214                               | 0.02507                     | 203.49%                     |
| Q3    | 88.0611      | 2.183                               | 0.02480                     | 201.30%                     |
| Q4    | 88.1574      | 2.195                               | 0.02490                     | 202.11%                     |
| Q5    | 88.2163      | 2.222                               | 0.02520                     | 204.54%                     |
| Q6    | 88.0742      | 2.156                               | 0.02448                     | 198.70%                     |
| Q7    | 88.0688      | 2.174                               | 0.02469                     | 200.41%                     |
| Q8    | 88.3672      | 2.229                               | 0.02522                     | 204.71%                     |

The ultrasonic reflection efficiency of quartz bowl was between 198.70% and 204.71%, which could be seen by noting that the amplitude of the photoacoustic signal was nearly doubled in ultrasonic reflection mode. Experiments showed that the quartz bowl used in the system had a higher efficiency of ultrasonic signal reflection, which was helpful for the collection of photoacoustic signals in PACT.

3.1.2. Resolution Test of the System

In the resolution test experiment, a black sphere with a diameter of 0.3 mm in 2% agar was used as an imaging target and photoacoustic signal source, and was placed in the center of the circular illumination zone, as shown in Figure 5a. Because of its all-black color, the sphere was a good absorber at the laser wavelength of 532 nm used in the system. In the process of data acquisition, the sampling rate was 50 MHz, the number of sampling points in a B-scan was 180 and the total laser energy reaching the surface of the phantom was about 3.2 mJ (the optical fluence of each bundle was 0.7 mJ/mm²). During the experiment, the imaging target, quartz bowl, and the ultrasonic transducer were all immersed in distilled water to achieve acoustic coupling. The reconstructed photoacoustic image is shown in Figure 5b. It should be noted that the imaging resolution in this research was defined as the full width at half maximum of the normalized absorption intensity at the centerline of photoacoustic image Figure 5b. As shown in Figure 5c, the imaging resolution of the system was 0.31 ± 0.02 mm based on quantitative calculations. In addition, according to the raw data analysis of the photoacoustic signal shown in Figure 5d, it can be seen that the intensity of the photoacoustic signal of the imaging target was relatively uniform at the cross section, and there was no phenomenon showing that the photoacoustic signal was submerged. These also reflected the ability of the system to maintain the photoacoustic coplanar property.

![Figure 5](image-url) (a) Phantom of resolution test, (b) reconstructed PA image of target, (c) the profile along the dotted line in (b), and (d) raw data of a B-scan.
3.1.3. The Superiority of Photoacoustic Coplanar Configuration and Virtual Point Detection

In the photoacoustic tomography system proposed herein, the narrow sound beam of dual-foci virtual point ultrasonic transducer and the annular illumination beam were coupled to form a photoacoustic coplanar mode based on the quartz bowl with the characteristics of laser transmission and ultrasonic reflection. To prove the advantages of the virtual-point ultrasonic detection and photoacoustic coplanar mode, a comparative experiment was performed using a conventional unfocused ultrasonic transducer (V310, Olympus, Tokyo, Japan). The results of the comparative experiment are shown in Figure 6. In the experiment, the black tape was evenly wrapped around a steel column with a diameter of 25 mm as an imaging phantom, as shown in Figure 6a. The number of sampling points per imaging section was 90, and it took about 9 s to complete a photoacoustic data acquisition of a cross section. Figure 6c,d showed the reconstruction images from the dual-foci virtual point ultrasonic transducer and unfocused ultrasonic transducer, respectively. From a qualitative point of view, it is obvious that the quality of the reconstructed image with the dual-foci transducer was better than its counterpart in terms of qualities such as shape-similarity and image-purity.

Figure 6. (a) Phantom of the comparative experiment. (b) Reference standard image by K-Wave simulation. Reconstructed PA images obtained with (c) the dual-foci transducer and (d) the traditional unfocused transducer. (e) A-Line plots from dual-foci transducer and traditional unfocused transducer. (f) Absorption intensity distribution at the centerline of (a–c).

In order to quantitatively analyze the reconstruction quality of Figure 6c,d, the simulation result of the imaging target (shown in Figure 6b) was used as a reference standard. The photoacoustic raw data of Figure 6b was obtained using a K-wave simulation, and then reconstructed using the improved back projection algorithm mentioned above. The performance indicators, such as MSE (mean squared
error), PSNR (peak signal to noise ratio), and SSIM (structural similarity) [40–42] were calculated separately according to the following formulae. The MSE index is given as:

\[
\text{MSE} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} |I(i, j) - K(i, j)|^2
\]  

(7)

The \( I(i, j) \) and \( K(i, j) \) in the formula represent the reconstructed image and the reference standard image, which refer to the reconstructed photoacoustic image and the K-Wave simulation image in this paper, and the parameters \( m \) and \( n \) represent the length and width of the image.

PSNR is defined as:

\[
\text{PSNR} = 20 \cdot \log_{10}(\frac{\text{MAX}_1}{\sqrt{\text{MSE}}})
\]  

(8)

where \( \text{MAX}_1 \) is the gray level of the image. Lastly, the SSIM is given as:

\[
\text{SSIM}(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(|\mu_x|^2 + |\mu_y|^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}
\]  

(9)

where \( x \) and \( y \) represent the two images for comparison, \( \mu_x \) and \( \mu_y \) are the mean of the image, \( \sigma_x \) and \( \sigma_y \) represent the variance of image, \( \sigma_{xy} \) is the covariance of \( x \) and \( y \), \( c_1 = (k_1L)^2 \) and \( c_2 = (k_2L)^2 \) are two constants used to avoid division by zero in the formula, \( L = 2^{B-1} \) is the range of pixel values, and \( k_1 = 0.01, k_2 = 0.03 \) are default values.

The results of the above three performance indexes are shown in the following Table 2.

| Index | PSNR (dB) | MSE   | SSIM |
|-------|-----------|-------|------|
| PA image (c) (Dual-foci transducer) | 35.9379  | 0.0051 | 0.9995|
| PA image (d) (Unfocused transducer) | 15.2504  | 0.0350 | 0.9174|

It can be seen form Table 2 that the performance indicators SSIM and PSNR of the reconstructed images were greatly improved in the case of virtual-point ultrasound detection, while the value of MSE was obviously reduced. The three performance indicators of the reconstructed photoacoustic image under the dual-foci virtual point transducer were better than those under the unfocused transducer that verified the reliability of the proposed system.

The PSNR of the photoacoustic signal from the dual-foci virtual point ultrasound transducer was 35.9379 dB, which was much larger than that of the conventional unfocused transducer (15.2504 dB), indicating that the dual-foci virtual point transducer had a higher detection sensitivity. Moreover, the high detection sensitivity of the photoacoustic tomography system is further illustrated in Figure 6e, in which the blue and red A-line plots corresponding to the raw photoacoustic signal with the dual-foci virtual-point ultrasonic transducer and the traditional unfocused ultrasonic transducer are depicted, respectively. The two A-line plots were randomly obtained under the premise of the same scanning position and sampling points. It can be seen that the photoacoustic signal from the dual-foci ultrasonic transducer had an amplitude increase of nearly 2.5-fold, which greatly improved the signal to noise ratio of the photoacoustic image. Figure 6f shows the absorption intensity at the position of the centerline of the reconstructed image, and it can be found that the absorption intensity of the centerline position of the photoacoustic image obtained by the unfocused ultrasonic transducer was weak (corresponding to the black dotted line in the Figure 6f), and there are signs that the signal was flooded by noise.

In addition, the virtual-point ultrasonic transducer has a large receiving angle, which makes the photoacoustic tomography under sparse sampling possible. In the experiment mentioned above, although the number of sampling points per cross section was 90, the system with virtual-point
According to the photoacoustic images of this test experiment, it can be concluded that even if there were some artifacts in the photoacoustic image under the traditional unfocused transducer. The experiment proved that the system proposed in this paper can improve the imaging speed and reduce the burden of data acquisition device using sparse sampling. The comparative experiments analyzed the photoacoustic signal acquisition mode based on photoacoustic coplanar structure and virtual-point ultrasound detection from a quantitative point of view.

### 3.1.4. Verification Experiment on Large-Scale Imaging

In order to verify the large-scale imaging characteristics of the system, a photoacoustic tomography experiment was performed using a phantom (a hollow cylinder wrapped with black tape, the diameter is 52 mm), as shown in Figure 7a. Figure 7b shows a photoacoustic image of a cross section. It can be seen that the imaging range of the system could be up to 52 mm in diameter.

![Figure 7. (a) Phantom of imaging range test, (b) Reconstructed PA image.](image)

To show the 3D photoacoustic imaging in a wide area, four black polyethylene tubes with large spatial distances were designed as imaging targets, as shown in Figure 8a. Figure 8b is a reconstructed photoacoustic image of the scanning section indicated by the dotted line in the real figure. Figure 8c is one of an A-line signal of the B-scan, in which the four signal peaks correspond to the four polyethylene tubes respectively, and the distance between the signal peaks matches the distance between actual tubes. Figure 8d is a 3D photoacoustic image of the imaging target, and the quantized spatial distance is consistent with those shown in Figure 8a,b. It can be seen that the 3D photoacoustic image could more accurately reflect the information of the phantom, such as shape, size, deformation, and so on. According to the photoacoustic images of this test experiment, it can be concluded that even if there was a large space distance, the target shown in Figure 8a could still be clearly imaged.

![Figure 8. (a) Phantom of confirmatory experiment on scope, (b) reconstructed PA image of target, (c) one of an A-line of (b), and (d) 3D photoacoustic image.](image)

### 3.2. Photoacoustic Experiments of Different Kinds of Phantoms

After completing the test experiment of resolution and the verification experiment of a large imaging range, a 3D photoacoustic imaging experiment of the vascular phantom was performed to further verify the feasibility of the imaging system. Two black wires with a diameter of 1 mm were used to make a phantom that simulates blood vessels in tissue, as shown in Figure 9a. In this experiment, photoacoustic signals from 180 positions were acquired on each imaging section, that is, a photoacoustic signal was collected for every $2^\circ$ of rotation of the ultrasonic probe; it took about 18 s
to acquire the information of a B-scan. The step size of the vertical movement of the phantom was 0.2 mm, and 120 B-scans were scanned during the experiment. Figure 9b shows the photoacoustic images of three B-scans and the corresponding raw data. It can be seen that the system can accurately reflect the shape and size of the phantom. Figure 9c shows the three-dimensional photoacoustic image of the phantom, which not only clearly identifies the different parts of the phantom, but also reflects the change of it in the vertical direction, that is, the reconstructed result is highly consistent with the blood vessel phantom. This result indicates that the 3D-PACT is capable of 3D imaging small objects of different spatial distribution and orientation in high quality.

![Figure 9](image9.png)

**Figure 9.** (a) Photograph of a blood vessel phantom, (b) PA images and A-lines of several B-scans, and (c) 3D photoacoustic image.

Subsequently, a 3D photoacoustic experiment was performed on a tumor phantom obtained by soaking the plasticine, whose dimensions are shown in Figure 10a, in black ink. In this experiment, a total of 90 images were obtained by scanning the phantom with a vertical interval of 0.1 mm, and the energy of the pulsed laser reaching the phantom surface was approximately 3.6 mJ. It can be seen that the laser could penetrate the imaging phantom and the laser absorption characteristics of each B-scan, and each point on it could be well-reflected from both two-dimensional and three-dimensional photoacoustic images demonstrated in Figure 10b,c separately. By comparing Figure 10a,c, it can be seen that the size of the absorption region on the photoacoustic image was substantially the same as the actual size of the corresponding section, which verified the feasibility and reliability of this system by showing that the shape and size of tumor analogs can be well-reflected through 3D photoacoustic imaging.

![Figure 10](image10.png)

**Figure 10.** (a) Photograph of a tumor phantom, (b) PA image of a B-scan, and (c) three-dimensional photoacoustic image.

Finally, in order to verify the photoacoustic imaging of some irregularly shaped tissues, 3D photoacoustic experiments were carried out on complex-shaped phantoms. For example, a phantom made of knotted black wire with a diameter of about 0.6 mm is shown in Figure 11a. The sampling frequency, sampling position, laser energy, and z-axis spacing of this experiment were the same as those above. Figure 11b is a 3D photoacoustic image reconstructed by using the detected photoacoustic signals detected from 90 B-scans spaced 0.1 mm apart, indicating that the reconstructed photoacoustic image could present the actual shape and dimensions of the target clearly and with high quality.
A 3D-PACT imaging system based on full-view illumination and detection was proposed and developed in this study. In the design of optical path, the system adopted a mode of circular illumination with the even arrangement of eight laser beams around the water tank to ensure that the imaging target received more uniform laser radiation, which improved the low-efficiency of photoacoustic imaging whose illumination was from the top to the bottom. Second, drawing on the design of photoacoustic coaxial confocal in photoacoustic microscopy imaging technology, a photoacoustic coplanar structure was proposed by means of a quartz bowl with light-transmitting and ultrasound-reflecting properties. The system extended the photoacoustic coupling from a single dimension to a two-dimensional space, increasing the photoacoustic detection range of the imaging section and improving the signal to noise ratio of the photoacoustic signal. In addition, the dual-foci virtual point ultrasonic transducer with a large receiving angle improved the imaging speed of the system via sparse sampling. In the reconstruction method of the photoacoustic image, taking the receiving angle of ultrasound transducer into account, the improved back-projection reconstruction algorithm based on sensitivity factor was achieved, and the photoacoustic image reconstruction using the algorithm took 1.4287 s.

The practicality of the illumination method and the designed structure enable the system to perform clear and high-quality 3D photoacoustic imaging on targets with complex surfaces or requiring a large imaging range. The feasibility of the system was verified through systematic testing of resolution, imaging range, and photoacoustic coplanar property and 3D photoacoustic experiments on various phantoms. The best compromise was reached between imaging performance and system cost.

The imaging speed of the system was about 9 s in one cross section (90 sampling points per B-scan, it took about 15 min to scan 100 B-scans), and had not reached the requirements of fast imaging; however, the phantom experiments conducted in this study have demonstrated the characteristics of the system. The next step will be focused on the research of sparse circular array ultrasonic transducer based on virtual point and resolution improvement. In practical applications, the system is expected to be used for corresponding work in the pathological study of an in vitro tumor and the research of targeted photoacoustic probes for breast cancer cells. Moreover, the 3D reconstruction will be further investigated.
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