The role of shape operator in gauge theories
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We introduce the concept of shape operator and rotating blade (also known in the theory of embedded Riemannian manifolds as the second fundamental form and the Gauss map) in the realm of Yang-Mills theories. Hence we arrive at new gauge-invariant variables, which can serve as an alternative to the usual gauge potentials.

I. INTRODUCTION

Gauge symmetries play a fundamental role in the current formulation of physics as they provide a unifying principle from which all fundamental interactions of the standard model, as well as gravity, derive [1, 2].

This principle of gauge invariance, i.e., invariance of the theory under local transformations, leads to the introduction of covariant derivatives of the form [3]

\[ D_\mu \psi = \partial_\mu \psi + iA_\mu \psi. \] (1)

Throughout this paper we omit the coupling constant, and will assume, for definiteness, that the matter field \( \psi \) takes values in \( \mathbb{C}^n \), and the gauge group is the unitary group \( U(n) \) (or its subgroup). The gauge potential \( A = A_\mu dx^\mu \) is then a differential 1-form with values in \( n \) by \( n \) hermitian matrices, i.e., \( iA_\mu(x) \) are elements of the Lie algebra \( u(n) \). In particular, for the Abelian case of gauge group \( U(1) \), the \( A_\mu \) are components of the electromagnetic four-potential.

The field intensities (or field strengths) are encapsulated in the curvature two-form \( F = dA + iA \wedge A \), whose components are given by the commutator of covariant derivatives:

\[ F_{\mu\nu} = -i[D_\mu, D_\nu] = \partial_\mu A_\nu - \partial_\nu A_\mu + i[A_\mu, A_\nu]. \] (2)

In the case of electromagnetism it reduces to the Faraday tensor \( \mathcal{F}_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), which assembles both electric and magnetic intensities.

Although Maxwell’s equations of classical electromagnetism are formulated purely in terms of the field intensities, the four-potential is a practical tool in their analysis. More importantly, it allows one to develop the action principle [4, Ch. 4], and lay electromagnetism within quantum theory. At the same time, however, the gauge freedom involves redundancy in the description of physical configurations, which needs to be dealt with by gauge fixing, or, as in the Faddeev-Popov procedure of the path-integral formulation [5, Ch. 9.4], by factoring out the volume of the gauge orbit.

The purpose of this article is to present new variables – the rotating blade, and its derivative, the shape operator – which provide an alternative description of electromagnetism as well as general Yang-Mills theories. These quantities are rather standard in the context of embedded Riemannian manifolds, where the rotating blade represents the moving tangent plane, and the shape operator is a measure of extrinsic curvature [6, Ch. 6.5][7]. We review these facts about embedded manifolds in Section II, and in Section III introduce analogous quantities in the realm of Yang-Mills theories.

An essential step, as we shall see, is to solve the equation

\[ \mathcal{V}^\dagger \partial_\mu \mathcal{V} = iA_\mu. \] (3)

where \( \mathcal{V}(x) \) takes values in complex matrices with \( N \geq n \) rows and \( n \) columns satisfying the constraint \( \mathcal{V}^\dagger \mathcal{V} = I \). (By \( I \) we denote the identity matrix with appropriate dimension.) For large enough \( N \), Eq. (3) can be solved for any gauge potential \( A_\mu \). This result of the theory of universal connections\(^1\) holds for arbitrary

---

\(^1\) The theory asserts that for a principal bundle over
compact gauge group [8] (in fact, even for arbitrary connected Lie group [9]). In Appendix A a simple proof in the case of electromagnetism is provided, which gives $N = 4$.

Having the function $V$ at our disposal, we introduce the rotating blade to be the manifestly gauge-invariant quantity $R = 2VV^\dagger - 1$, from which the shape operator is obtained by differentiation: $S_\mu = -\frac{1}{2}R\partial_\mu R$.

Further in Section III we point out that the shape operator can be viewed as a special gauge, the shape gauge, derived from $A_\mu$ via a gauge transformation within the extended gauge group $U(N)$. Also, we briefly discuss dynamics, and show that the standard Yang-Mills action yields less restrictive equations of motion when formulated in terms of the variable $V$.

In Section IV we work in the simplest scenario $n = 1$ and $N = 2$, and presents two examples of electromagnetic fields cast in the rotating blade representation: planar wave and magnetic monopole. Although our investigations in this article are mainly local, the magnetic monopole example suggests that the rotating blade variable could be rather useful when it comes to global aspects of gauge theories.

II. SHAPE OPERATOR FOR EMBEDDED MANIFOLDS

We consider a $d$-dimensional manifold $M$, with coordinates $x = (x^\mu)$, embedded in $\mathbb{R}^N$ (endowed with standard scalar product $\cdot\cdot\cdot$) by means of a smooth function $f : M \rightarrow \mathbb{R}^N$. The tangent space is spanned by the vectors $f_\mu \equiv \partial_\mu f$ whose scalar product induces a metric $g_{\mu\nu} = f_\mu \cdot f_\nu$ on $M$.

The covariant derivative of a tangent vector field $v$ is commonly defined [10, Ch.9.1] by projecting (by the projector $P$) the result of partial differentiation back onto the tangent space: $D_\mu v = P\partial_\mu v$. Denoting by $P_\perp = 1 - P$ the projection on the normal space (the orthogonal complement of the tangent space), the covariant derivative of any vector field with values in $\mathbb{R}^N$ is defined as

$$D_\mu v = P\partial_\mu (Pv) + P_\perp \partial_\mu (P_\perp v) = \partial_\mu v + S_\mu v,$$  \hspace{1cm} (4)

where we have introduced the shape operator$^2$

$$S_\mu = P\partial_\mu P + P_\perp \partial_\mu P_\perp = \frac{1}{2}R\partial_\mu R.$$  \hspace{1cm} (5)

Here $R = 2P - I$ is reflection with respect to the tangent plane. Since $R^2 = R$, and $R^2 = I$, $S_\mu$ is for each $\mu$ a skew-symmetric linear operator that maps normal vectors to the tangent space and vice versa.

For each point of the manifold, the tangent space can be identified with a $d$-dimensional linear subspace of $\mathbb{R}^N$, and hence is an element of the (real) Grassmannian manifold $G_{dN}(d,N)$. We represent tangent spaces explicitly by reflections $R$ (or, equivalently, projections $P$), and call the function $R(x)$ (or $P(x)$) the rotating blade.$^3$ (See Fig. 1.) In more abstract terms, rotating blade is the generalized Gauss map [15, Ch. VII-2], a mapping from $M$ to $G_{dN}(d,N)$.

---

$^2$ In classical differential geometry, the shape operator (or Weingarten map) of a codimension-1 hypersurface is introduced via differentiation of the unit normal field $n$ [11, Ch. 5][12, Ch. 13]. This gives the components of matrices $S_\mu$ in Eq. (5), since, by a simple calculation,

$$f_\nu \cdot S_\mu (n) = -f_\nu \cdot (\partial_\mu n) = (\partial_\mu f_\nu) \cdot n.$$

Note also that the right-hand side are the coefficients of the second fundamental form [13, p.33].

$^3$ The term ‘blade’ is used in geometric algebra for decomposable multivectors of a real Clifford algebra [14]. These provide yet another representation of linear subspaces.
the second derivatives of the metric tensor
an abstract Riemannian manifold one needs
calculate the intrinsic (Riemann) curvature of
first derivatives of the rotating blade.

This observation can be used to simplify the
operator, which then satisfies the identity
∂_μS_ν − ∂_νS_μ = −2[S_μ, S_ν]. \quad (6)

That is, the curvature Ω_μν is determined al-
gebraically from the shape operator, or from
first derivatives of the rotating blade.

At this point it is worth to recall that to
calculate the intrinsic (Riemann) curvature of
an abstract Riemannian manifold one needs
the second derivatives of the metric tensor g_μν
(or the first derivatives of the connection co-
efficients – the Christoffel symbols). Meanwhile,
in the embedded case the intrinsic cur-
vature can be obtained from the tangent part
of Eq. (7):  R_{μρμν} = ∂_ρ(Ω_μνΩ_ρ), \quad (7)
There is, therefore, a certain trade-off between the
differential complexity (the degree of derivatives
needed) in the intrinsic approach, and the al-
gebraic complexity (the number of extra di-
ensions of the ambient space) in the embed-
ded approach.

III. SHAPE OPERATOR AND
ROTATING BLADE FOR YANG-MILLS
THEORIES

We now wish to define appropriate ana-
logues of the shape operator and the rotating
blade in the realm of U(n) Yang-Mills theo-
ries. These objects will be denoted by the
same symbols as in the previous section, al-
though the respective equations will differ by
some conventional extra factors of i (the imag-
inary unit).

We start with a d-dimensional spacetime
M, an n-component field ψ, and a covariant
derivative given by Eq. (1). Finding an N × n-
matrix-valued function V that satisfies Eq. (3),
the covariant derivative acquires the form

D_μψ = ∂_μψ + iA_μψ
= V^†∂_μ(Vψ). \quad (8)

At each point of the spacetime the columns
of V define an n-dimensional linear subspace
of C^N along with a choice of its orthonormal
basis. The covariant derivative as expressed
in Eq. (8) has appealing geometric interpreta-
tion: ψ is being lifted to the subspace defined
by V, then differentiated by means of a flat
partial derivative, and finally projected by V^†
back to its original C^n space.

Having subspaces defined by the function V
(or correspondingly by the projector P = VV^†)
at our disposal, we can introduce, in complete
analogy with Eq. (4), a covariant derivative
that acts on any C^N-valued field Ψ,\n
D_μΨ = P∂_μ(PΨ) + P_⊥∂_μ(P_⊥Ψ)
= ∂_μΨ + iS_μΨ, \quad (9)

and which for Ψ = Vψ reduces to VD_μψ.\n
The Yang-Mills shape operator reads

S_μ = −i/2R∂_μR, \quad (10)

where again R = 2P − 1 is the reflection with
respect to the subspace defined by V, and the
function R(x) will be referred to as the (Yang-
Mills) rotating blade.\n
\footnote{Note that in comparison with Eq. (5) we added
a factor i in front of the shape operator S_μ to parallel
the expression (1) of Yang-Mills covariant derivative.}

\footnote{We shall use this denomination with either the ab-
stract subspace or its representation by the projector
P or the reflection R in mind as each one of these
defines uniquely and straightforwardly the others.}
since $RS_\mu = -S_\nu R$, the rotating blade is covariantly constant: $D_\mu R = 0$.

The curvature of $D_\mu$ is given by (cf. Eq. (2))

$$\Omega_{\mu\nu} = -i[D_\mu, D_\nu] = -i[S_\mu, S_\nu] = -i[\partial_\mu R, \partial_\nu R] = -i[\partial_\mu P, \partial_\nu P],$$

where we have made use of the fact that $R^2 = 1$, and hence

$$\partial_\mu S_\nu - \partial_\nu S_\mu = -2i[S_\mu, S_\nu].$$  \hspace{1cm} (12)

We remark that the latter equation can be neatly written as

$$D_\mu S_\nu = D_\nu S_\mu.$$  \hspace{1cm} (13)

A change of gauge implemented by a $U(n)$-valued function $u(x)$ entails the transformations

$$\psi' = u\psi,$$

$$A'_\mu = u A_\mu u^\dagger - iu\partial_\mu u^\dagger,$$

$$F'_{\mu\nu} = u F_{\mu\nu} u^\dagger,$$

$$V' = Vu^\dagger,$$  \hspace{1cm} (14)

where the first three rules are standard, and the last one has been postulated in accordance with Eq. (3). The projection $P$, as well as the derived quantities $R$, $S_\mu$, and $\Omega_{\mu\nu}$, are then manifestly invariant under $U(n)$ gauge transformations, and the same holds for the product $V\psi$. Therefore, by lifting the ‘matter’ field $\psi$ to $\Psi = V\psi$, and the covariant derivative $D_\mu$ to $\nabla_\mu$, the $U(n)$ gauge has been eliminated from the formalism, and it only reemerges once we choose an orthonormal frame for the rotating blade, i.e. assign a concrete $V$ to the projection $P$.

There is, in fact, a preferred way how to make this assignment, and hence choose a gauge for $A_\mu$. To see this, we write $V = UV_0$, where $V_0 = (1, 0)^T$, and $U(x) \in U(N)$. Next, we make use of the Cartan decomposition [16, Ch. VI.3], which implies that any unitary matrix can be uniquely decomposed into a product of unitaries $V = U_1 U_2$, such that $U_2 R_0 = R_0 U_2$, while $U_1 R_0 = R_0 U_1^\dagger$. (Here $R_0$ is the reflection corresponding to $V_0$.) It follows that

$$V = U_1 U_2 V_0 = U_1 V_0 U_2' = U_1 V_0^\prime U_2,$$  \hspace{1cm} (15)

where $U_2' = V_0^\prime U_2 V_0$ is $n$ by $n$ unitary. The choice of $U_2$ has no effect on the rotating blade $R$, and we may decide to fix it as $U_2 = 1$. This yields the gauge-fixed potential

$$iA_\mu = V_0^\prime (U_1^\dagger \partial_\mu U_1) V_0.$$  \hspace{1cm} (16)

**A. Shape gauge**

To better understand the relationship between the covariant derivatives $D_\mu$ and $\nabla_\mu$ we extend $V$ at each point to an $N$ by $N$ unitary matrix $U = (V, W)$, i.e., choose (at each point) an orthonormal basis of the orthogonal complement of the rotating blade. The shape operator can then be viewed as a result of a $U(N)$ gauge transformation,

$$S_\mu = U \left( \begin{array}{cc} A_\mu & 0 \\ 0 & C_\mu \end{array} \right) U^\dagger - iU \partial_\mu U^\dagger,$$  \hspace{1cm} (17)

of a combined gauge potential $A_\mu \oplus C_\mu$ acting on fields with values in $\mathbb{C}^n \oplus \mathbb{C}^{N-n}$, where $iC_\mu = W^\dagger \partial_\mu W$. 

\[\text{FIG. 2. For a } U(n) \text{ Yang-Mills theory, the rotating blade } R(x) \text{ defines at each point of the spacetime manifold } M \text{ an } n \text{-dimensional linear subspace of the extended internal space } \mathbb{C}^n. \text{ This subspace is spanned by the columns of the matrix } V(x).\]
The corresponding curvatures are gauge-related:

\[ \Omega_{\mu\nu} = U \left( \begin{array}{cc} F_{\mu\nu} & 0 \\ 0 & G_{\mu\nu} \end{array} \right) U^\dagger, \quad (18) \]

where \( G_{\mu\nu} \) denotes the curvature of the complementary connection \( C_{\mu\nu} \). Conversely, we can write \( F_{\mu\nu} = V^\dagger \Omega_{\mu\nu} V, \) and \( G_{\mu\nu} = W^\dagger \Omega_{\mu\nu} W. \)

It is important to distinguish between the ‘small’ \( U(n) \) gauge transformations \( u \), under which \( S_{\mu} \) is invariant, and ‘big’ \( U(N) \) gauge transformations \( U = (V, W) \), which relate \( A_\mu \oplus C_\mu \) with a shape gauge \( S_{\mu} \).

In this context it should be noted that the shape gauge is not unique, i.e., there can be various \( S_{\mu} \) corresponding to a given gauge potential \( A_\mu \), as there can exist various solutions \( V \) of Eq. (3) (from which the shape operator derives). Namely, from any solution \( V \) we obtain another solution \( U^\dagger V \) whenever the \( U(N) \)-valued field \( U_1 \) satisfies \( V^\dagger(U_1^\dagger \partial_\mu U_1)V = 0 \).

**B. Rotating blade dynamics**

For flat spacetime, and no currents, the dynamics of the gauge fields \( A_\mu \), and their intensities \( F_{\mu\nu} \) is controlled by the Yang-Mills equations [1, Ch. 6.3]

\[ D^\mu F_{\mu\nu} = 0, \quad (19) \]

which reduce to vacuum Maxwell’s equations \( \partial^\mu F_{\mu\nu} = 0 \) in the case of electromagnetism. \footnote{The covariant derivative acts on matrix-valued fields (with gauge transformation \( M' = uMu^\dagger \)) as \( D_\mu M = \partial_\mu M + i[A_\mu, M] \).}

Eq. (19) can also be derived by varying the action

\[ S_{YM}[A_\mu] = -\frac{1}{4} \int d^4x \text{Tr}(F_{\mu\nu}F^{\mu\nu}). \quad (20) \]

It is worth to note that expressing \( A_\mu \) in terms of \( V \), through Eq. (3), the equations that result from variation of the action \( S_{YM}[V] \) are less restrictive (i.e., they allow more solutions)

than the Yang-Mills equations (19) (regarded as equations for \( V \)).

To see this, we parametrize infinitesimal variations that respect the constraint \( V^\dagger V = 1 \) as \( V \to e^{iB}V \), with \( \delta B^\dagger = \delta B \), to find

\[ \delta A_\mu = V^\dagger (\partial_\mu \delta B)V, \quad (21) \]

and hence the equation of motion

\[ \partial^\mu (V(D^\mu F_{\mu\nu})V^\dagger) = 0. \quad (22) \]

For electromagnetism this reduces to

\[ (\partial^\mu F_{\mu\nu}) \partial^\nu R = 0. \quad (23) \]

Note that the Yang-Mills equations (19) can be cast as equations for the rotating blade when transformed to the shape gauge. We obtain

\[ P D^\mu \Omega_{\mu\nu} = 0, \quad (24) \]

where the projection \( P \) picks out only the \( F \)-part of Eq. (18).

Let us make one more comment. The Yang-Mills Lagrangian in (20) is often described as the simplest gauge-invariant Lorentz-scalar quantity one can construct out of the degrees of freedom \( A_\mu \) \[1, p.196\]. In fact, for the rotating blade \( R \) one can consider an even simpler action

\[ S_\sigma[R] = -\frac{1}{4} \int d^4x \text{Tr}(\partial_\mu R \partial^\mu R), \quad (25) \]

defining a nonlinear Grassmannian \( \sigma \)-model \[17–19\]. The equation of motion

\[ \partial_\mu S^\mu = 0, \quad (26) \]

which follows from variations \( R \to e^{iB}Re^{-iB} \), is trim, but its physical relevance, i.e., implications for the field intensities \( F_{\mu\nu} \), is not clear.

**IV. ELECTROMAGNETISM – EXAMPLES**

We will now investigate the \( U(n = 1) \) gauge theory – the electromagnetism – and present two concrete examples of rotating blades for \( N = 2 \).
The matrix \( V \) then reduces to a normalized column vector
\[
V = \begin{pmatrix} e^{i\alpha} \cos \rho \\ e^{i\beta} \sin \rho \end{pmatrix},
\]
parametrized by three real-valued functions \( \alpha, \beta \) and \( \rho \). The ensuing rotating blade
\[
R = \begin{pmatrix} \cos 2\rho & e^{i(\alpha-\beta)} \sin 2\rho \\ e^{-i(\alpha-\beta)} \sin 2\rho & -\cos 2\rho \end{pmatrix}
\]
has one degree of freedom fewer, as it is invariant under a common shift of \( \alpha \) and \( \beta \) (which corresponds to a \( U(1) \) gauge transformation). Eq. (3) becomes
\[
\cos^2 \rho \partial_\nu \alpha + \sin^2 \rho \partial_\nu \beta = A_\mu, \tag{29}
\]
or \( \cos^2 \rho \, d\alpha + \sin^2 \rho \, d\beta = A \) in the language of differential forms.

The Faraday tensor, i.e., the curvature of \( \Gamma_\mu \), is given by the exterior differential
\[
F = dA = d(\cos^2 \rho) \wedge d(\alpha - \beta). \tag{30}
\]
This is a decomposable 2-form, which always satisfies \( F \wedge F = 0 \), and hence the condition \( B \cdot E = 0 \) between the electric and the magnetic field [4, Sec. 25]. This condition can be removed by taking \( N = 4 \) (see Appendix A).

Let us also remark that the vector
\[
\mathcal{W} = \begin{pmatrix} -e^{-i\beta} \sin \rho \\ e^{-i\alpha} \cos \rho \end{pmatrix}, \tag{31}
\]
is an orthogonal complement of \( V \), which yields the complementary connection \( C_\mu = -A_\mu \), and its field strength \( G_{\mu\nu} = -F_{\mu\nu} \).

A. Example: Plane wave

The electromagnetic plane wave with wavevector \( k_\mu \) and polarization \( n_\mu \) is characterized by the four-potential
\[
A_\mu = n_\mu \sin(k_\nu x^\nu), \tag{32}
\]
and Eq. (29) is solved by the functions
\[
\alpha = n_\mu x^\mu, \\
\beta = -n_\mu x^\mu, \\
\rho = \frac{1}{2} k_\mu x^\mu - \frac{\pi}{4}. \tag{33}
\]
Looking back at Eq. (23) we note that its plane-wave solutions must satisfy the condition \((k_\mu k^\mu)(n_\mu n^\mu) = (k_\mu n^\mu)^2 \), which features the four-vectors \( k \) and \( n \) completely symmetrically. This condition is weaker than the conditions on plane-wave solutions of Maxwell’s equations, \( k_\mu k^\mu = k_\mu n^\mu = 0 \).

B. Example: Magnetic monopole

Next we consider a magnetic monopole with strength \( g \), i.e., a radial magnetic field configuration
\[
B = \frac{x}{r^3}. \tag{34}
\]
In spherical coordinates \((r, \theta, \varphi)\) this can be described by a pair\(^7\) of potentials \([10, Ch. 16.4e]\]
\[
A^{(\pm)} = g(\pm 1 - \cos \theta) d\varphi, \tag{35}
\]
where \( A^{(+)} \) is not defined for \( \theta = \pi \), while \( A^{(-)} \) is not defined for \( \theta = 0 \). On the overlap of their domains, the potentials are gauge-related: \( A^{(+)} = A^{(-)} + 2gd\varphi \).

Eq. (29) is solved by
\[
\alpha^{(+)} = 0, \quad \alpha^{(-)} = -2g\varphi \\
\beta^{(+)} = 2g\varphi, \quad \beta^{(-)} = 0 \\
\rho^{(\pm)} = \frac{\theta}{2}, \tag{36}
\]
which, when plugged into Eq. (28) yields a single rotating blade \( R = R^{(+)} = R^{(-)} \). If the (quantization) condition \( 2g \in \mathbb{Z} \) is met, this \( R \) is defined on the whole of \( \mathbb{R}^3 \) except at the origin.

Let us remark that a similar description of magnetic monopole was achieved in Ref. [20], with our quantity \( V \) in Eq. (27) regarded as an element of a 3-sphere \( S^3 \).

\(^7\) If a single global potential \( A \) existed, then the integral of \( F = dA \) over a sphere centered at the origin would have to vanish as a result of the Stokes theorem, but at the same time be equal to \( 4\pi g \) due to the radial form of the magnetic field (34).
V. CONCLUSION

We introduced the rotating blade variable, and its derivative – the shape operator – in the realm of Yang-Mills theories, borrowing intuition from analyses of embedded manifolds. In view of Eq. (9) the shape operator plays the role of connection coefficients of the covariant derivative $D_\mu$, and at the same time ‘factorizes’ the curvature $\Omega_{\mu\nu}$ in the sense of Eq. (11).

The essential technical observation in our approach was that via Eq. (3) any $U(n)$ gauge potential $A_\mu$ can be represented by sufficiently large matrix $V$, which defines an $n$-tuple of orthogonal vectors in $\mathbb{C}^N$. Factoring out the internal rotations of this $n$-tuple we arrived at the rotating blade $R$, which thus captures $A_\mu$ together with all gauge-equivalent potentials, i.e., the entire gauge orbit. In the rotating-blade formulation, the Yang-Mills theories are no longer gauge theories, since there is no gauge redundancy any more. At the same time, however, it should be stressed that the gauge orbit is not represented by a unique rotating blade, so it looks as if the gauge ambiguity has been replaced by another type of ambiguity (see the comment at the end of Sec. III A).

It remains to be seen whether rotating blades could present a viable alternative to the traditional gauge potentials. Let us consider, for example, the Yang-Mills equations. In their traditional form, Eq. (19), these are second-order partial differential equations for the gauge potential $A_\mu$, which simplify to linear (Maxwell’s) equations in the case of electromagnetism. Their shape-gauge image, Eq. (24), is a second-order equation for $R$ (first-order for the shape operator $S_\mu$), which is nonlinear also for the electromagnetic theory. One can thus expect certain technical challenges when working with rotating blades.

Let us conclude with an intriguing quote of David Hestenes [7, p. 11] presented during his analysis of manifolds: “... the treatment of intrinsic geometry can be simplified by coordinating it with extrinsic geometry!” Our aim has been to suggest that this could be the case, in some respect, also in the context of gauge theories and connections on fibre bundles.
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Appendix A: Rotating blade for electromagnetism

In the case of electromagnetism, i.e., a $U(n = 1)$ gauge theory, on a $d$-dimensional spacetime, we take advantage of the fact (the Darboux theorem [21, p. 40]) that the 1-form $A = A_\mu dx^\mu$ can be locally expressed as

$$A = \sum_{k=0}^{r} \pi_k d\phi_k, \quad (A1)$$

where $\{\pi_k, \phi_k\}$ are independent functions. Here $r < \frac{d}{2}$ is the rank of the differential 1-form $A$, defined by the conditions

$$A \wedge (dA)^r \neq 0, \quad A \wedge (dA)^{r+1} = 0. \quad (A2)$$

The corresponding rotating blade is given by $R = 2VV^\dagger - I$, where $V$ a solution of Eq. (3) constructed as follows:

$$V = \frac{1}{\sqrt{r+1}}\begin{pmatrix} v_0 \\ \vdots \\ v_r \end{pmatrix}, \quad (A3)$$

where the two-component vectors (see Eq. (27))

$$V_k = \begin{pmatrix} e^{i\alpha_k} \cos \rho_k \\ e^{i\beta_k} \sin \rho_k \end{pmatrix} \quad (A4)$$
satisfy
\[
\cos^2 \rho_k \, d\alpha_k + \sin^2 \rho_k \, d\beta_k = \pi_k \, d\phi_k \tag{A5}
\]
(no sum over \(k\)). The latter equation is solved, for example, by
\[
\alpha_k = -\beta_k = \phi_k, \quad \rho_k = \frac{1}{2} \arccos \pi_k, \tag{A6}
\]
where we have assumed that the functions \(\pi_k\) are scaled so that on a local neighbourhood of interest \(|\pi_k| \lesssim 1\).

The vector \(V\) has \(N = 2(r + 1)\) components, which gives \(N = 4\) in the case of four-dimensional spacetime. This is an improvement over the algorithm of Ref. [8, Sec. 3], which yields \(N = 9\). However, the latter algorithm is purely algebraic, whereas our construction requires solving the differential problem of finding the Darboux coordinates \(\{\pi_k, \phi_k\}\), to be used in Eq. (A1).
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