The non-linear perturbation of a black hole by gravitational waves. I. The Bondi–Sachs mass loss
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Abstract

In previous work [3] we presented a numerical framework to study the impact of gravitational waves on an initially static or stationary system by solving a particular initial boundary value problem for Friedrich’s generalised conformal field equations. This allows us to (at least in principle) follow the evolution for infinitely long physical time and to infinitely large distances. Here, we present the first results from simulations of the response of an initially static Schwarzschild black hole to strong gravitational waves coming in from a large sphere surrounding the black hole. We follow the ensuing non-linear distortions of the space-time and the scattered gravitational waves out to null-infinity $I^+$ obtaining a semi-global evolution. We observe a particular oscillating behaviour of the gravitational field which seems to be related to the onset of quasi-normal ringing. We also verify numerically that the Bondi–Sachs mass loss formula is satisfied in our simulation by computing the relevant asymptotic quantities directly on $I^+$ based on the general expressions for the Bondi–Sachs energy–momentum, news and flux derived in a recent paper [10]. This provides a strong check on the accuracy of our numerical computations.
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1. Introduction

With the work by Bondi [6], Sachs [30], Newman and Penrose [23–25] in the 1960s it has become clear that Einstein’s theory admits gravitational waves. It has also become apparent
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that, just as in Maxwell’s theory, the notion of radiation is well defined only at infinitely large distances from a source. Penrose’s proposal for the geometric treatment of asymptotically flat space-times [26] demonstrated that the notion of infinity can be precisely captured by the idea of conformal compactification which stipulates that asymptotically flat space-times are those for which one can conformally rescale the metric in such a way that one can attach a conformal boundary, commonly called null infinity and denoted by $\mathcal{I}^+$ (for more details see [9, 18, 34]). The mass loss formula proved by Bondi et al [6, 30], Newman and Penrose [23, 25] is a balance law between asymptotic quantities, i.e. it holds at null infinity $\mathcal{I}^+$, relating the decrease of energy–momentum contained inside the space-time at a certain instant over time to the gravitational flux radiated away from the source.

In the new era of gravitational physics which started with the detection of gravitational waves [1] the fact that wave forms can be computed accurately only at infinity poses a problem, at least in principle. Current commonly employed frameworks for numerically solving the Einstein equations operate on a finite part of the space-time and thus approximation and limiting procedures must be used (see [5] for an overview). Nevertheless, these methods have been very successful in practice, in particular for calculating outgoing gravitational waveforms from compact binaries for comparison with observational data from LIGO.

There do exist methods by which the asymptotic quantities can be computed directly without the need for approximation or limiting procedures. They all make use, to varying degrees, of compactification. One of the earliest methods [5, 19, 20] is based on characteristic hypersurfaces which are compactified in order to bring the points at infinity to a finite location. Another method, recently increasingly popular, is based on the hyperboloidal initial value problem in which the space-time is foliated by space-like hypersurfaces which extend to null infinity. These hyperboloidal hypersurfaces are spatially compactified [29]. The method of Cauchy-characteristic matching [4] tries to combine the characteristic method with a Cauchy evolution of the Einstein equations with a matching procedure across a time-like interface. The first two methods have been implemented successfully but have certain drawbacks. The characteristic approach suffers from the fact that the null hypersurfaces may develop caustics in strong fields while the equations used in the hyperboloidal method are singular on $\mathcal{I}^+$.

Friedrich’s conformal field equations [12–14] are a system of equations which generalise Einstein’s equations by implementing Penrose’s proposal of conformal compactification [26]. In this way, the conformal field equations address an asymptotically simple space-time including its conformal boundary (and beyond). Recently, an initial boundary value problem (IBVP) framework for the generalized conformal field equations (GCFE) [14] was presented and verified to be well-posed (at least numerically) for a variety of different initial and boundary conditions [3]. In particular, $\mathcal{I}^+$ was successfully incorporated in the computational domain for the numerical evolution of a Schwarzschild space-time perturbed by gravitational waves. To do so, the equations were written completely in the space-spinor formalism [32] and Newman and Penrose’s $\tilde{\alpha}$-calculus [27, 28] for spin-weighted spherical harmonics on the sphere was employed to allow for fast and accurate pseudo-spectral methods to be utilized [21]. A method for prescribing boundary conditions was put forward which guarantees constraint propagation and was numerically verified. It was shown that in axisymmetry and using a simple $Y_{20}$ mode for the ingoing gravitational radiation, the numerical evolution was stable up to and beyond $\mathcal{I}^+$.

Since the computational domain contains at least a portion of the conformal boundary, one can compute the global energy–momentum quantities there which is what we will focus on in this work. Eventually, each time-slice of this numerical evolution will intersect null infinity in a cut. On each cut, one can calculate the asymptotic quantities such as the components of the Bondi–Sachs momentum four-covector. However there is a major snag: in the literature (e.g.
judicial choices of the coordinates, frame and conformal factor are made to simplify the mathematical analysis as much as possible. These choices, which are generally made based on geometric considerations, are in general inconsistent with what is required to implement a stable numerical scheme. So then, how does one who has run a numerical evolution that includes $S$ in the computational domain actually compute the correct quantities? In a recent paper [10] we discuss this question and derive expressions for the Bondi–Sachs energy–momentum and the gravitational flux which are valid on arbitrary cuts and for any choice of coordinates, frame and conformal factor.

The aim of this paper is to apply these formulae in a concrete setting and to numerically test them for non-linear gravitational perturbations of the Schwarzschild space-time using the IBVP framework for the GCFE as the numerical evolution scheme. Since this scenario was described in detail in [3] we refer the reader there for thorough checks of correctness, such as constraint convergence tests etc.

The layout of the paper is as follows: section 2 provides a summary the IBVP framework for the GCFE while in section 4 we describe the specifics of the system to be evolved. Section 3 describes how we make use of the formula for the Bondi components given in [10] and section 7 presents the numerical results. The paper is concluded with a brief discussion and a summary in section 8. We use the conventions of [3] throughout. In particular, spinor components are labelled by the number of $\iota$ spinors that are contracted, i.e. $T_{\iota A\iota B} =: T_{01}$, or if $T_{\iota A\iota B} = T_{(\iota A\iota B)}$, then $T_{\iota A\iota B} =: T_{2}$.

2. Overview of the GCFE and the IBVP framework

Here we briefly summarize the most relevant aspects of the GCFE and the IBVP framework for them and point the reader to [3, 15] respectively for a more comprehensive review.

Given a space-time $(\tilde{M}, \tilde{g})$, thought of as the ‘physical’ space-time, Einstein’s vacuum field equation with vanishing cosmological constant is given by $\tilde{R}_{\alpha\beta} = 0$. We are interested in the properties of solutions of this equation ‘at infinity’. In order to access the points at infinity one introduces an appropriate conformal factor $\Theta$ and defines the ‘conformal’ metric as $g = \Theta^2 \tilde{g}$ and the conformal boundary is then defined as the set of points for which $\Theta = 0$ and $d\Theta \neq 0$. This condition defines a regular hypersurface $I$ in the conformal space-time $(M, g_{\alpha\beta})$ which can be shown to be null in the case of vanishing cosmological constant.

The metric conformal field equations are a regular extension of the vacuum equations incorporating the conformal rescaling of the physical metric. They express the physical content of the Einstein equations entirely in terms of the geometry on the conformal manifold. The relevant quantities are $\{g_{\alpha\beta}, \Theta, s, P_{\alpha\beta}, K_{\alpha\beta\gamma}\}$ where $s := \frac{1}{2} \nabla^{\gamma} \nabla_{\gamma} \Theta - \frac{1}{16\pi} R \Theta$, $P_{\alpha\beta}$ is the Schouten tensor and $K_{\alpha\beta\gamma} := \Theta^{-1} C_{\alpha\beta\gamma}$ is the gravitational field tensor. In this form of the conformal field equations the conformal factor $\Theta$ is taken to be an unknown of the system, and hence the location of the conformal boundary is not known before a numerical evolution is performed, it must be determined during the evolution.

The GCFE arise by utilizing the full conformal freedom available. This is accomplished by freeing the connection from being compatible with a metric and instead demanding only that it be compatible with the conformal class of the physical metric i.e. by using a Weyl connection $\tilde{\nabla}$. This allows for the use of conformal geodesics, curves which are defined with respect to a Weyl connection in a similar way to how geodesics are defined in terms of a metric connection. The conformal Gauß gauge can be introduced in analogy to the standard Gauß gauge but being adapted to time-like conformal geodesics instead of time-like geodesics. This gives rise to an additional term in the geodesic deviation equation, which aids in the avoiding the development
of caustics, and one can in fact obtain a semi-global covering of the Schwarzschild space-time in this gauge [16].

A startling consequence of exploiting the full conformal freedom through introducing a Weyl connection and the conformal Gauß gauge is that the conformal factor can now be explicitly determined from initial data alone. This means that the location of the Schwarzschild space-time is known before the evolution proceeds. In addition, the evolution equations simplify significantly which has important consequences for the design of boundary conditions. We will now briefly describe the system of equations and the variables we use for the problem at hand.

In complete analogy to other approaches in numerical relativity we perform a decomposition of the space-time and the variables. The difference in our approach compared to others is due to the use of spinors to decompose the variables into irreducible parts. This is motivated mainly by the fact that the Bianchi equation for the rescaled Weyl spinor takes a very efficient form when written in the spinor formalism compared to a tensorial formulation. We use the space-spinor formalism which implements the 3 + 1 decomposition in a straightforward way. Most tensorial quantities are written in a spinorial representation with respect to a spin-frame ($s^A, t^\epsilon$) and its complex conjugate. The resulting $SU(2, \mathbb{C})$ spinors are then transformed to $SU(2)$ spinors i.e. primed indices are transformed to unprimed ones using the Hermitian form $t_{AA'}$ (normalised by $t_{AA'} t^{AA'} = 2$) on spin space defined by the time-like tangent vector to the congruence of time-like conformal geodesics used for the Gauß gauge. Finally, the resulting unprimed spinors are then decomposed into irreducible parts.

In a similar way, we split the covariant derivative $\hat{\nabla}_a$ at every point of the space-time manifold into a part which is parallel to $t^a = t^{AA'}$, and a part orthogonal to it. We define $\vartheta$ as the covariant derivative operator in the tangential direction which annihilates $t^a$ and $\vartheta_{AB}$ is a covariant derivative in the orthogonal direction, also annihilating $t^a$, so that

$$t^A_{AB} \hat{\nabla}_A = \frac{1}{2} \varepsilon_{AB} \vartheta + \vartheta_{AB}. \quad (1)$$

We define frame components $c^\mu_{AB}$ as the action of $\vartheta_{AB}$ on the coordinates

$$c^\mu_{AB} := \vartheta_{AB} x^\mu, \quad (2)$$

and the $\gamma_{ABC}$ as the action of $\vartheta_{AB}$ on the spin-frame

$$\gamma_{ABC} := \vartheta_{AB} c^\nu, \quad (3)$$

where the analogous quantities defined with the $\vartheta$ are fixed as $c^\mu := \vartheta x^\mu = \sqrt{2} \delta^\mu_0$ and $\gamma_A := \vartheta_0 = 0$.

Written in the form of [3] the GCFE are given as a system of differential equations for the unknowns

$$(c^\mu_{AB}, \gamma_{ABC}, K_{ABCD}, f_{AB}, P_{ABCD}, \psi_{ABCD}), \quad (4)$$

where $c^\mu_{AB}$ are frame components, $\gamma_{ABC}$ are connection coefficients, $K_{ABCD}$ can be thought of as the extrinsic curvature of hypersurfaces of constant time, $f_{AB}$ is defined by the action of the Weyl connection $\hat{\nabla}$ on the conformal metric $g$ as $\hat{\nabla}_a g_{ab} = -2 f_{ab}$, $P_{ABCD}$ is the Schouten spinor with respect to the Weyl connection and $\psi_{ABCD} := \Theta^{-1} \psi_{ABCD}$ is the rescaled Weyl spinor, which describes the gravitational field.

These are evolved with the symmetric hyperbolic evolution system

$$\partial_t c^0_{AB} = -\sqrt{2} f_{AB} - K_{AB} c^0_{CD}, \quad (5a)$$
\[ \partial c_{iAB} = -K_{AB}^{CD} c_{CD}, \quad i = 1, 2, 3. \]  

(5b)

\[ \partial K_{ABCD} = -K_{AB}^{EF} K_{EFCD} - 2P_{AB(CD)} + \Theta \psi_{ABCD} + \Theta \hat{\psi}_{ABCD}, \]  

(5c)

\[ \begin{align*}  
\partial \gamma_{ABC} &= -K_{AB}^{EF} \gamma_{EFC} - o_A K_{BCDE} f^{DE} + \frac{1}{2} o_C K_{ABEF} f^{EF} \\
&\quad + K_{ABCE} f^D_o D + \frac{1}{2} P_{ABE} o_C + \varepsilon_{CAB} P_{BDE} E o^D \\
&\quad - \frac{1}{2} \Theta \psi_{ABCD oD} + \frac{1}{2} \Theta \hat{\psi}_{ABCD oD}, 
\end{align*} \]  

(5d)

\[ \partial f_{AB} = -K_{ABEF} f^{EF} + P_{ABC} C, \]  

(5e)

\[ \partial P_{ABCD} = -K_{ABEF} P^{EF}_{CD} + \psi_{ABCE} h^E_D - \hat{\psi}_{ABDE} h^C_F, \]  

(5f)

\[ \begin{align*}  
\partial \psi_{ABCD} &= 2\partial_A^E \psi_{BCD} E - 2K_{(A}^{EF} \psi_{BCD)E} + 3K_{A}^{EF} B^F \psi_{CD} E F \\
&\quad - K_{EA}^{EF} \psi_{BCDF}. 
\end{align*} \]  

(5g)

Here, \( \hat{\psi}_{ABCD} \) denotes the Hermitian conjugate of \( \psi_{ABCD} \) defined in the space-spinor formalism by complex conjugation followed by transvection with appropriately many \( t^A_A \). It can be seen from this system that there are no equations for the conformal factor \( \Theta \) and the one-form \( h_a \). In fact, the conformal factor and the components of \( h_a \) can be obtained explicitly from the Gauß gauge

\[ \Theta(t) = \underline{\Theta} + Z t + \frac{1}{4} H \hat{t}, \]  

(6)

\[ h_0(t) = \frac{1}{2} H t + h_0, \quad h_k(t) = h_k, \quad k = 1, 2, 3, \]  

(7)

where the underlined quantities are computed solely with initial data with \( t = 0 \). The corresponding constraint equations are given in the appendix.

As indicated above this system of evolution equations shows a remarkable structure: all equations except for (5g) are simply transport equations along the time-like conformal geodesics. Only the equation for the gravitational field features a derivative in spatial directions. In fact, it is easy to show that this subsystem for the rescaled Weyl spinor is symmetric hyperbolic. This fact is mirrored in the constraint propagation system (see [3] for these equations) in which the constraints for \( \psi_{ABCD} \) are propagated with a symmetric hyperbolic system of equations as well, while all the other constraint quantities are simply advected along the time-like conformal geodesics.

Now that we have defined our system, we need to take care of imposing boundary conditions for the components of \( \psi_{ABCD} \). This has to be dealt with very carefully, and we follow the maximally dissipative approach as in [17], which was successfully numerically implemented...
also in [11]. This approach looks at how an ‘energy’ changes over time, and the boundary conditions are chosen so that no energy propagates in from the boundaries. In short, using that the evolution system for $\psi_{ABCD}$ is symmetric hyperbolic we can diagonalize and find the five distinct characteristic variables $\{\tilde{\psi}_0, \tilde{\psi}_1, \tilde{\psi}_2, \tilde{\psi}_3, \tilde{\psi}_4\}$ with speeds $\{-\alpha, -\beta, 0, \beta, \alpha\}, \alpha, \beta \neq 0$. These speeds correspond to $\tilde{\psi}_0$ and $\tilde{\psi}_4$ travelling along light-cones and $\tilde{\psi}_1$ and $\tilde{\psi}_3$ travelling in a time-like fashion. We will assume for the rest of this paper that $\alpha, \beta > 0$. The diagonalization procedure yields a transformation between the $\psi_{ABCD}$ and the diagonalized $\tilde{\psi}_{ABCD}$. The idea is to prescribe free data for the components of $\tilde{\psi}_{ABCD}$ that have ingoing modes which is then translated back into boundary conditions for the components of $\psi_{ABCD}$.

These boundary conditions immediately imply that at a given boundary there will be two ingoing modes, two outgoing modes and one mode travelling tangential to the time-like boundary. These boundary conditions must be such that they do not cause the constraint propagation system to have ingoing modes of its own, otherwise the constraints will become non-zero (or in practice, non-machine precision) on the boundary, and this error will propagate into the computational domain.

Thus we must also perform a characteristic analysis of the constraint propagation system. The only constraint equation of interest is

$$G_{AB} := \partial^C \psi_{ABCD} + K^{CE} \partial_D \psi_{ABCD} + K^{CDE} (A \psi_{B}^{\phantom{B}CDE} = 0,$$ \hspace{1cm} (8)

whose propagation equation has the principle part

$$\partial G_{AB} = \partial^C (A G_{B}^{\phantom{B}C}.$$ \hspace{1cm} (9)

The characteristics of the components of this constraint propagation equation for components $\{G_0, G_1, G_2\}$ are $\{-\beta, 0, \beta\}$. It is of no surprise that there is a correspondence between the characteristics of the evolution and subsidiary systems, see for example [2]. We exploit this relation to make sure when imposing boundary conditions for $\psi_{ABCD}$, that there are no ingoing modes of $G_{AB}$.

To accomplish this, first assume that our space-time manifold has topology $M^2 \otimes S^2$, where $M^2$ is any two-dimensional manifold. Then fix a coordinate system $\{t, r, \theta, \phi\}$, where $t$ is a time coordinate that is also an affine parameter along the time-like conformal geodesics used in the construction of the conformal Gauß gauge, $r$ is a radial coordinate and $\{\theta, \phi\}$ are coordinates that span the sphere. We will use this coordinate system throughout the paper. Then we are interested in the characteristics in the $r$-direction. Suppose that our boundaries are located at $r = r_l$ and $r = r_r$ with $r_l < r_r$. The most physically relevant components of $\psi_{ABCD}$ are the ingoing gravitational radiation $\psi_0$ and the outgoing gravitational radiation $\psi_4$, which we would like to freely impose on the appropriate boundaries. However our characteristics tell us that we must also specify boundary data for $\psi_1$ and $\psi_3$. How do we fix these? We know that the Einstein equations have only one (complex) physical degree of freedom, and this discrepancy of having both $\psi_0$ and $\psi_1$ to specify on the right boundary ($\psi_3$ and $\psi_4$ on the left) is resolved by imposing that $G_{AB}$ has no modes propagating into the computational domain from the boundaries. As $G_0$ and $G_2$ have exactly the same characteristics as that of $\psi_1$ and $\psi_3$, we can always fix the boundary conditions for $\psi_1$ and $\psi_3$ by requiring that the propagation system for $G_{AB}$ contains no modes propagating into the computational domain. We do not elucidate this procedure further here and again refer to [3] for a full account.
3. The Bondi–Sachs components

In this section we summarize the results obtained in [10] and put forward the analytical expressions required to compute the Bondi–Sachs energy on arbitrary cuts of $\mathcal{I}^+$. First, we need to transform to a Bondi frame, i.e., $\{L^a, N^a, M^a, M^c\}$, which is a null tetrad such that $N^a$ points along the null generators, and that $M^a$ is tangent to a given cut $C$. These conditions are expressed as equations on $\mathcal{I}^+$

$$\nabla_a \Theta = -A N_a, \quad M^a \nabla_a t = 0, \quad (10)$$

where $A$ is a positive non-zero scalar on $\mathcal{I}^+$. The inclusion of this factor is necessary for maintaining the GHP formalism. However, even if one would fix the choice of a frame in some way then $A$ would show up as a normalisation factor. This frame can be thought of as a physical detector on $\mathcal{I}^+$, which can ‘detect’ the radiation coming from the physical space-time.

Next we consider the Bondi–Sachs momentum four-covector components, henceforth called Bondi components, where each component is defined as an integral over the cut $C$. The work in [10] results in a generalised expression for these components and represents them in a conformally invariant GHP (cGHP) formalism. As there are many quantities in these equations that need an explanation, we first present them all and then unpack their meanings. The Bondi components are obtained from integration over $C$ through

$$m_C[U] = \frac{1}{4\pi} \int_C U \left( \sigma N + \overline{\psi}_2 \right) A^{-1} \mathrm{d}^2 \Sigma, \quad (11)$$

where

$$N := \Phi_{20} - \rho' \sigma - \overline{\psi}_1 \tau + \overline{\psi}_2^2, \quad (12)$$

is closely related to Bondi’s news function and $U$ is an asymptotic translation obtained from the equations

$$\overline{\delta}_c U = \mathcal{R} U, \quad \overline{\delta}_c \mathcal{R} + \overline{\delta}_c Q = 0, \quad Q := \mathcal{K} - \overline{\psi}_1 \tau. \quad (13)$$

To unpack all this, we note the presence of the spin-coefficients $\rho', \sigma, \tau$ from the Newman–Penrose formalism, the $\overline{\partial}$ and $\overline{\partial}'$ operators from the associated GHP formalism and their conformally invariant counterparts $\overline{\partial}, \overline{\partial}'$ from the cGHP formalism. The quantity $\Phi_{20}$ is a component of the spinor $\Phi_{ABCD}$ which essentially represent the trace-free Ricci tensor and $\overline{\psi}_2$ is the spin-zero component of the gravitational spinor. Finally, $\mathcal{K}$ is related to the Gauss curvature $k$ of the cut which is given on $C$ by $k := 2K = 2(\Phi_{11} + \Lambda - \rho' \rho)$, which is a real quantity, where $\Lambda$ is the scalar curvature and $\Phi_{11}$ is another component of $\Phi_{ABCD}$. We note that the three terms in the parentheses in equation (11) are together referred to as the mass aspect.

Equation (11) is manifestly conformally invariant, assumes no conditions on the conformal factor $\Theta$, which is used to compactify the space-time, or spin-coefficients and reduces to the original definition when the specialization in [28] is taken. $U$ represents an element of the translation subgroup of the super-translation group, which itself is a subgroup of the BMS group. The quantity $Q$ arises naturally from action of the commutator $[\overline{\partial}_c, \overline{\partial}_c]$ on properly weighted quantities. The quantity $\mathcal{R}$ is uniquely determined by $Q$ and is referred to as the co-curvature.

1 Note, that here we divert in notation with [28] where $N^\alpha = -\nabla^\alpha \Theta$. 
If the cut was a unit sphere and we were in standard polar coordinates, then the equation for $U$ would reduce to $\nabla^2 U = 0$ and it would have four independent solutions, namely the first four spherical harmonics $Y_{lm}$ ($l = 0, m = 0$ and $l = 1, m = -1, 0, 1$). These four choices for $U$ correspond to asymptotic time and space translations, and when normalized with a certain Lorentzian metric lead to the energy and momenta, respectively, when integrated against the mass aspect as given by equation (11) in a Bondi frame.

It is useful to present the Bondi–Sachs mass-loss

$$m_2[U] - m_1[U] = \frac{1}{4\pi} \oint_{\mathcal{I}^+} N N^c d^3V,$$  

(14)

where $\mathcal{N} := N + \bar{R}$. When $U$ represents an appropriately normalized asymptotic time translation, equation (14) relates the difference in Bondi energy at two different cuts of $\mathcal{I}^+$ to the ‘energy flux’ between the cuts due to the outgoing gravitational radiation. This will be numerically verified in section 7.3.

In this paper we consider only the Bondi energy, where the associated $U$ is equal to the conformal factor $\Omega$ that scales the metric of a given cut $C$ of $\mathcal{I}^+$ to the unit two-sphere metric [10].

4. The setup

In the previous section we outlined how to solve an IBVP for the GCFE, taking proper care of the boundary conditions. We now discuss our choice of initial data. We choose to evolve Schwarzschild initial data from a space-like initial hypersurface as laid out in [16] and following the previously implemented numerical evolution in [3]. This choice of initial data, evolved with the GCFE, was analytically shown [16] to remain smooth and free of degeneracies up to and including null infinity. Even with gravitational waves impinging on this space-time region from the time-like outer boundary, we have demonstrated in [3] that the evolution of these initial data remains valid up to $i^+$, where the code breaks down due to the physical singularity there.

Even though the code is written to handle a general 3D problem for efficiency we now assume that the space-time is axisymmetric to reduce the problem to $2 + 1$ dimensions. This has the consequence that the spectral coefficients of a function in the spin-weighted spherical harmonic basis $Y_{lm}$ vanish when $m = 0$.

Our coordinate basis is written $\{ \partial_t, \partial_r, \tilde{\delta}, \tilde{\delta}' \}$ and dual $\{ dt, dr, \tilde{m}, \tilde{m}' \}$, where $\{ \tilde{\delta}, \tilde{\delta}' \}$ span the spheres of $t = \text{const.}, r = \text{const.}$ (with dual $\tilde{m}, \tilde{m}'$) and are related to the standard spherical coordinates $\{ \theta, \phi \}$ by

$$\tilde{\delta} = \frac{1}{\sqrt{2}} \left( \partial_r - \frac{i}{\sin \theta} \partial_{\theta} \right), \quad \tilde{\delta}' = \frac{1}{\sqrt{2}} \left( \partial_r + \frac{i}{\sin \theta} \partial_{\theta} \right).$$  

(15)

The left and right time-like boundaries of constant $r$ are denoted by $r_l$ and $r_r$, respectively with $r_l < r_r$.

4.1. Initial data

The Schwarzschild metric in isotropic coordinates is

$$\tilde{g} = \left( \frac{1 - \frac{m}{2r}}{1 + \frac{m}{2r}} \right)^2 dt^2 - \left( 1 + \frac{m}{2r} \right)^4 \left[ dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right].$$  

(16)
The initial data to fix the conformal Gauß gauge on the surface \( t = 0 \) are chosen following [16]. An underline is used to represent functions evaluated there. We first fix the conformal factor on the surface as

\[
\Theta = \frac{r^2}{(r + \frac{m}{2})^2},
\]  

This then defines a conformal metric \( g = \Theta^2 \tilde{g} \), a frame \( \{ e_0, e_1, m, \bar{m} \} \)

\[
\begin{align*}
\tilde{e}_0 &= \frac{(r + \frac{m}{2})^5}{r^2 (r - \frac{m}{2})^2} \partial_t, \\
\tilde{e}_1 &= \frac{(r + \frac{m}{2})^2}{\sqrt{2}r} \partial_r, \\
m &= \frac{(r + \frac{m}{2})^2}{\sqrt{2}r} \left( \tilde{\gamma} - i \tilde{\delta} \right),
\end{align*}
\]  

which satisfies \(-g(\tilde{e}_0, \tilde{e}_0) = g(\tilde{e}_1, \tilde{e}_1) = g(m, \bar{m}) = -1\) and we choose \( h_2 = \nabla_a \Theta \) to fix the remaining freedom in the gauge. This yields the full expressions for \( \Theta \) and \( h_0 \) as

\[
\begin{align*}
\Theta &= \frac{r^2}{(r + \frac{m}{2})^4} - r^2 \left( \frac{r - \frac{m}{2}}{r + \frac{m}{2}} \right)^2, \\
h_0 &= h_2 = 0, \quad h_1 = -\sqrt{2}r \left( \frac{r - \frac{m}{2}}{r + \frac{m}{2}} \right)^2, \quad h = -2 \sqrt{2} \left( \frac{r - \frac{m}{2}}{r + \frac{m}{2}} \right)^2,
\end{align*}
\]  

where we have decomposed \( h_0 \) as \((1/2)h_{0AB} + h_{AB} \), with \( h_{AB} = h_{AB} \). We find initial data for the system variables (4) by using together the evaluation of the line element (16) at \( t = 0 \), (19), (20) and the condition that \( K_{ABCD} = 0 \) at \( t = 0 \). The result is the initial data set of non-vanishing system variables as

\[
\begin{align*}
c_0^2 &= -c_2^2 = -\left( \frac{r + \frac{m}{2}}{r} \right)^2, \\
\tilde{c}_1 &= \frac{(r + \frac{m}{2})^2}{\sqrt{2}}, \\
\tilde{c}_0 &= \frac{r + \frac{m}{2}}{\sqrt{2}}, \\
P_{01} &= P_{10} = \frac{m(r + \frac{m}{2})^2}{r^3}, \\
\psi_2 &= -\frac{m(r + \frac{m}{2})^6}{r^3},
\end{align*}
\]  

where \( \tilde{\gamma}_{ABC} \) is the complex conjugate of \( \gamma_{ABC} \) as defined in [3].

### 4.2. Boundary data

At this point, (19), (20) and (21) represent exact Schwarzschild initial data together with a specific choice of the conformal Gauß gauge. Now we need to choose our boundary conditions on \( r_i \) and \( r_f \). The characteristics on the initial surface are in the same form as section 2, namely the characteristics for \( \{ \psi_0, \psi_1, \psi_2, \psi_3, \psi_4 \} \) have signs \( \{-,-,0,+,+\} \). Thus we must provide boundary data for \( \psi_2 \) and \( \psi_4 \) on the \( r_i \) boundary and provide boundary data for \( \psi_0 \) and \( \psi_1 \) on the \( r_f \) boundary. These translate into the boundary conditions for the corresponding untitled
system variables that are used in the evolution. As in section 2 we fix $\tilde{\psi}_1$ and $\tilde{\psi}_3$ uniquely by imposing that the constraint propagating system has no ingoing modes, thus being left with prescribing the physically-motivated $\tilde{\psi}_0$ and $\tilde{\psi}_4$ as desired. We do this by choosing the free datum $q_0$ for $\tilde{\psi}_0$ and $q_4$ for $\tilde{\psi}_4$, which represent the free wave profiles, as

$$q_{0}(t, r, \theta) = \begin{cases} 4ai\sqrt{\frac{2\pi}{15}} 2Y_{20}(\theta)\sin^8(4\pi t) & t \leq \frac{1}{4} \\ 0 & t > \frac{1}{4} \end{cases}$$

$$q_{4}(t, r, \theta) = 0,$$  \hfill (22)

where the constant $a$ is the amplitude for the ingoing gravitational wave. We note that the choice of an imaginary wave profile has the welcome side effect of allowing the system variables to become complex which gives rise to more checks of correctness.

4.3. Numerical setup

We implement the above IBVP in the Python package COFFEE [8] which contains all the necessary infrastructure as previously described in [3]. As a brief overview of the numerical scheme, we use: the method of lines, an explicit RK4 method for time integration, a fourth order finite differencing scheme (third order close to the boundaries) that satisfies the summation-by-parts property for approximating derivatives in the $r$-direction [33], a fast spin-s spherical harmonic transform for approximation of the $\partial$ and $\partial'$ derivatives [21] and the simultaneous approximation term method for stable imposition of boundary conditions [7].

Fixing the Schwarzschild mass as $m = 1/2$, we discretized the $r$ and $\theta$ directions into equidistant points in the two-dimensional interval $[m/2, 5m/2] \times [0, \pi]$. Convergence tests were carried out in [3] and showed that the constraints propagate and converge at the correct order; we refer the reader there for more details. Thus, we can be confident that the code produces a converging approximation to the solution of the IBVP.

4.4. Regridding

Ideally we want to evolve our fields as far along $\mathcal{I}^+$ towards time-like infinity $i^+$ as possible. However, due to the nature of the time-like conformal geodesics, on which our evolution scheme is based, as we get closer to $i^+$ an increasing portion of the computational domain lies either inside the black hole horizon or outside $\mathcal{I}^+$. The region inside the horizon will inevitably hit the singularity, causing system variables to diverge and stop our simulation. In addition, the evolution does not behave well in the unphysical region outside $\mathcal{I}^+$ since the $t = \text{const}$. surfaces tend to become null, which creates large gradients and ultimately causes the simulation to crash.

To remedy this, we simply cut these parts out of the computational domain once certain conditions are met, such as fields getting too large when approaching the singularity or $\mathcal{I}^+$ has gotten a certain number of radial grid points away from the outer boundary. Neither of these regions are of interest to us, and both regions cannot physically influence the domain between them including $\mathcal{I}^+$. Suppose the regridding procedure has been activated on the left boundary, then the simulation proceeds as follows: the current time $t_c$ and all system variables are written out to NumPy files. The spatial computational domain is then cut at a fixed $r_c \in (r_l, r_r)$, so that the new radial interval becomes $[r_c, r_l]$. A new computational grid is created by discretizing the new interval
into the same number of points as the old interval. The system variables are then interpolated onto the new interval’s grid points using a B-spline of order 5 with the Python package SciPy. These are then fed back into COFFEE as initial data at time $t_c$ and the simulation continues.

After the first regrid, one has to be careful as to what boundary conditions are imposed. Take the outer boundary as the example. Suppose we have evolved our system to a time after the wave has been introduced and the boundary is outside $I^+$. Then the boundary conditions are $\psi_0 = 0$ from equation (22) and the other for $\psi_1$ is fixed by the procedure outlined in section 2. Now suppose the first regrid has occurred. What should the boundary condition be on the new outer boundary, which used to be an inner point? It is unlikely that the $\psi_0 = 0$ boundary condition is compatible with whatever the value of $\psi_0$ already is there and this could potentially introduce an instability, or at best, ‘kinks’, into the system variables.

Both of our boundaries lie in regions where information cannot propagate into the physical space-time outside the black hole. Thus one only needs a numerically stable way of handling the boundaries. A resolution to this problem, for both inner and outer boundaries, is to stop imposing boundary conditions at all. This is numerically reasonable as the evolution procedure as the method of lines will always fill these boundary points. This procedure is found to be numerically stable. It does affect the constraints numerically on $I^+$, but in a small enough way to keep the subsequent results valid. Regridding occurs first on the right boundary as this always passes beyond $I^+$ before the left boundary propagates close to the singularity. Figure 1 shows how the computational domain will change with regridding and figure 3 from section 7 shows the effect along $I^+$ and in the physical space-time arising from wave packets of different amplitudes.

5. Calculating the Bondi components

5.1. Data on $I^+$

The first step in preparing ourselves to compute the Bondi components is to locate $I^+$ in the computational domain. In [3] it was shown, using the choice $m = 1/2$, that the numerical evolution will eventually reach null infinity and even go through it into the unphysical region. Once this has happened then on a $t = \text{const.}$ time-slice that intersects $I^+$, the cut is found at a fixed and analytically known $r$ value due to the conformal factor being independent of the
angular coordinates. The values of the system variables on this cut are then computed via interpolation. Doing this on each $t = \text{const.}$ surface that contains $\mathcal{I}^+$ gives us a sequence of cuts and values of the system variables on them. Below, we will need first and second derivatives of the system variables evaluated on $\mathcal{I}^+$. Time derivatives can be computed through use of the evolution equations, radial derivatives can be computed using information from within the time-slice and then interpolating to $\mathcal{I}^+$ and the angular derivatives can be computed directly on $\mathcal{I}^+$.

5.2. Transforming to a Bondi frame

The next step is to set up a null tetrad that is adapted to $\mathcal{I}^+$ and the cuts. We will denote the adapted frame by $\{L^a, N^a, M^a, \overline{M}^a\}$ with corresponding spin-frame $\{\omega^A, I^A\}$. This can be accomplished through null rotations of the original spin-frame. We first rotate $\omega^A$ around $\omega^A$ to align it with the null generators of $\mathcal{I}$, and then rotate $\omega^A$ around the new $\omega^A$ to make $M^a$ tangent to the cuts. This gives

$$\omega^A = \omega^A + Y(\omega^A + X\omega^A), \quad I^A = \omega^A + X\omega^A.$$ (23)

The null rotation functions $X, Y$ are fixed by the requirements that $\nabla_o^A \Theta = -AN_o$ and $M^a \nabla_o^a = 0$ which yield expressions involving frame coefficients and derivatives of the conformal factor.

It is noted that for our choice $\gamma_A = 0$ the spin-frame $\{\omega^A, \omega^A\}$ automatically satisfies that $\omega^a = \omega^A A^A$ is tangent to each cut of $\mathcal{I}^+$, so that $X = 0$.

The next step is to calculate the necessary spin-coefficients and the Ricci spinor component in this frame as well as transform $\psi_2$. We redefine quantities such as $\psi_2, \rho'$ to mean quantities with respect to the adapted frame to avoid cluttered notation. Then

$$\psi_2 := \psi_{ABCD} O^A O^B I^C I^D, \quad \sigma := O^A O^B \nabla_{BB} O_A, \quad \rho' := -I^A O^B \nabla_{BB} I_A, \quad \Phi_{20} := \Phi_{ABAB} I^A I^B \tilde{O}^A \tilde{O}^B.$$ (24)

These are calculated by using (23) to replace the Bondi spin-frame spinors $O^A, I^A$ with $X, Y, \omega^A, \omega^A$ so the expressions are given in terms of system variables, null rotation functions, and their derivatives. Using this approach, any spin-coefficient or curvature component can be obtained with respect to the new null tetrad.

5.3. Transformation of the $\delta$-operators

The last and most awkward task is to express the $\delta$-derivative as used in section 3 in terms of the derivatives with respect to the coordinates $(t, r)$ and angular derivatives encoded in the numerical $\delta$-operators. The action of any $\delta$-operator on a function $f$ with weights $(p, q)$ is given by

$$\delta f = (\delta - p\beta + q\bar{\beta})f, \quad \delta f = (\delta' + p\beta' - q\bar{\beta})f,$$ (25)

where the $\delta$-derivatives and the spin-coefficients are computed with respect to some complex null vector $m^a$. For the Bondi $\delta$-operators these are the vectors $M^a$ and $\overline{M}^a$.

In order to calculate the action of these operators we reexpress the quantities appearing on the right-hand side with those that we have available, namely the GCFE system variables,
\( t \) and \( r \) coordinate derivatives and the numerical \( \tilde{\partial} \)-derivatives. The spin-coefficients can be reexpressed in the same way as done in (24), and the operators \( \delta, \delta' \) are easily reexpressed via

\[
\delta = M^a \nabla_a = O^A \tilde{\partial}^A = F_i \partial_i + F_r \partial_r + F_\theta \tilde{\partial} + F_\varphi \tilde{\partial}',
\]

and
\[
\delta' = \bar{M}^a \nabla_a = \bar{I}^A \tilde{\partial}^A = \bar{F}_i \partial_i + \bar{F}_r \partial_r + \bar{F}_\theta \tilde{\partial} + \bar{F}_\varphi \tilde{\partial}'.
\]

where the \( F_i \) are known functions of the null rotation functions \( X, Y \) and the frame coefficients \( e^a_j \). In the same way one can express the Bondi frame \( \partial \) operators in terms of the numerical \( \tilde{\partial} \) operators by using the appropriate connection coefficients \( \gamma_{ABC} \). This process results in properly weighted equations so that all equations can be expressed consistently with this \( \tilde{\partial} \)-formalism.

5.4. Coordinate expression of the area element

The area element \( d^2 \Sigma \) used in (11) is the one given with respect to the induced metric on the cut \( C \). Thus, we can compute it as the pull-back of the two-form \( 2I M[a M] \) to the cut and it must be proportional to the coordinate two-form \( d^2 S := \sin \theta d\theta \wedge d\phi \). Using the expansion of \( M_a \) in terms of the coordinate differentials and the null rotation functions we obtain

\[
d^2 \Sigma = J d^2 S,
\]

where \( J \) is a scalar function on the cut, a known expression involving the frame components and the null rotation functions.

5.5. Conformal rescaling to the unit two-sphere

As mentioned in section 3, to compute the Bondi energy on a cut one needs an appropriate time translation \( U \). This can be chosen as the conformal factor which scales the unit-sphere to the induced metric on the cut. This is not the only possibility, other choices correspond to frames which are relatively boosted and therefore give a different energy component. In principle, one should be concerned with the invariant mass of the system, but in the present case it is easy to see that due to the axisymmetry, any momentum contribution must lie along the symmetry axis, and due to the initial and boundary data being invariant under reflection at the equator also this component will vanish. Thus, the energy is equal to the mass in the present context.

In order to compute the conformal factor \( \Omega \) one needs to consider the transformation of the Gauß curvature \( k \) of a surface under the rescaling of its metric \( q_{ab} \). Let \( q_{ab} = \Omega^2 \bar{q}_{ab} \) then the corresponding curvatures are related by

\[
\hat{k} = k \Omega^2 - \Omega \nabla_a \nabla_a \Omega + \nabla_a \Omega \nabla^a \Omega,
\]

where \( \nabla_a \) denotes the covariant derivative with respect to the metric \( q_{ab} \). In our context, this metric is the induced metric \( 2M_a \tilde{\gamma}_a \) on the cut \( C \) and \( \nabla_a \) can be expressed in terms of the \( \tilde{\partial} \)-operators defined with respect to the complex null vector \( M^a \) which is tangent to the cut. The unit-sphere has Gauß curvature \( \hat{k} = 1 \) so that the equation reads

\[
k \Omega^2 + 2 \Omega \tilde{\partial}^a \Omega - 2 \tilde{\partial} \tilde{\partial} \Omega^2 \Omega = 1.
\]

The Gauß curvature \( k \) of the induced metric on the cut can be obtained from the four-dimensional curvature since \( k = K + \hat{K} \) where \( K \) is the ‘complex curvature’

\[
K = \sigma \sigma' - \Psi_2 + \Phi_{11} + \Lambda - pp',
\]
which simplifies on $\mathscr{I}$, where both $\sigma'$ and $\Psi_2$ vanish, so that
\[ k = 2(\Phi_{11} + \Lambda - \rho\rho'). \]
Expressing the $\partial$-derivatives as before in terms of the numerical derivatives the equation is then represented as the vanishing of
\[ Z_0 \tilde{\partial}^2 \Omega + Z_1 \tilde{\partial} \tilde{\partial}' \Omega + Z_2 \tilde{\partial} \tilde{\partial} \Omega + Z_3 \tilde{\partial}' \Omega + Z_4 \tilde{\partial} \Omega + Z_5 \tilde{\partial} \tilde{\partial} \Omega + k\Omega^2 - 1, \quad (30) \]
where the functions $Z_i$ are known numerically on the cut and recalling that $\tilde{\partial}$, $\tilde{\partial}'$ are the numerical $\partial$-operators on the sphere. This equation can be solved by transforming the expression to the spin-weighted spherical harmonic basis $sY_{lm}$, using the Clebsch–Gordon coefficients to calculate products of the basis functions directly in spectral space, using the expansion $\Omega = \sum_{l,m} \Omega_{lm} Y_{lm}$ to get a non-linear algebraic system of equations for the expansion coefficients $\Omega_{lm}$, which is solved numerically. Once the spectral coefficients for $\Omega$ are known $\Omega$ can be reconstructed as a function on the cut.

5.6. Calculation of the Bondi energy

At this stage all the quantities—the mass aspect, the time translation, the area element—necessary to evaluate the integral (11) have been determined. When everything is inserted this integral has the form
\[ \int_{S^2} I(\theta, \phi) \sin \theta \, d\theta d\phi \]
for some scalar function $I(\theta, \phi)$. Writing this function as an expansion in terms of spherical harmonics $Y_{lm}$ shows that it is only the ‘monopole’, i.e. the coefficient $I_{00}$ of $Y_{00}$ that contributes to the integral. Thus, the value of the integral is simply
\[ E = m_C[\Omega] = \frac{1}{\sqrt{4\pi}} I_{00}. \quad (31) \]

6. Useful quantities

6.1. Location of MOTS

It is useful to approximate the location of the marginally outer trapped surface (MOTS), to get a rough location of the event horizon of the black hole for visualization purposes. The idea is to determine on each time-slice the locus $\rho = 0$ with $\rho' \leq 0$, where $\rho$ resp. $\rho'$ are convergences of the outgoing resp. ingoing null congruences emanating from the spheres given by constant $r$. This is not a genuine MOTS because the convergences do not refer to that surface itself. However, it should provide a reasonable approximation which is easier to compute. We could also determine an annulus in which the MOTS should be contained by search the smallest sphere which has one point at which $\rho = 0$ and the largest sphere which is entirely trapped.

The procedure to determine these spheres is straightforward. A null frame is constructed which is adapted to the spheres of constant radius $r$ on each time-slice and then the spin-coefficients $\rho$ and $\rho'$ can be found by the usual transformation rules. We construct the null frame in three steps

2 This describes the procedure in general. In the present case, all terms with $m \neq 0$ vanish.
• A null rotation of $n^a$ around $l^a$ to satisfy $\dot{M}^a \nabla_a t = 0$.
• A scaling of $l^a$ and $n^a$ to make $\nabla_t$ proportional to the new $l^a + n^a$.
• A spatial rotation around the surface normal (which maintains the first two conditions) to make $\dot{M}^a \nabla_a r = 0$.

As before, the resulting transformation is given as a complicated expression in terms of the frame components $\epsilon^\mu_{AB}$. Once the transformation is found, the spin-coefficients can be computed and the two-surface with $\rho = 0$ and $\rho' \leq 0$ can be located.

To find the true MOTS, where the above conditions for $\rho, \rho'$ are satisfied in the frame adapted to the MOTS, an iterative method must be performed as in [31]. As we are only interested in an approximation for visualization purposes for now, we leave this for future work.

6.2. Bondi time

The retarded time $u$, also called Bondi time, is a parameter along each null generator of $\mathcal{I}^+$. It is determined in terms of the conformal factor $\Theta$ which is used to compactify the space-time by the relationship

$$-\nabla^a \Theta \nabla_a u = 1 \iff D' u = A^{-1}.$$  

It can also be characterised in terms of the second order equation along the generators

$$p_2^0 u = (D' - \epsilon' - \epsilon' - 2\rho') D' u = 0.$$  \hspace{1cm} (32)

Either of these equations can be solved numerically along a null generator of $\mathcal{I}^+$ with a simple Euler step using the interpolated data.

7. Numerical results

The purpose of this section is to numerically investigate the response of the Schwarzschild black hole to a gravitational wave and how the Bondi energy along $\mathcal{I}^+$ is affected. With this in mind, it is useful to know the location of time-like infinity $i^+$ a-priori for the exact Schwarzschild space-time in our gauge, and how the system variables behave near there. Friedrich [16] finds that $i^+$ is located at $t_{i^+} = 2/(\sqrt{5}m)$ and $r_{i^+} = (3 + \sqrt{5})m/4$. These should be reasonable indications for the location of $i^+$ also in the perturbed case. Further, our system variables diverge there, as can be seen explicitly by, for example, $\psi_2$ along the conformal geodesic $r = r_{i^+}$

$$\psi_2 = \frac{40m^2}{(4 - 5m^2t^2)^2}. \hspace{1cm} (33)$$

This is not surprising, as $i^+$ is a singular point in this space-time.

Unless otherwise stated, we choose the initial mass of the black hole $m = 0.5$ and solve the equations using an $r$-resolution of 401 points, a $\theta$-resolution of 33 points with an associated $l_{\text{max}}$ of 22, a time-step of $\Delta t = c \Delta r$ with CFL number $c = 0.5$. The location of $i^+$ for the exact Schwarzschild space-time is $t_{i^+} \approx 1.789$ and $r_{i^+} \approx 0.655$. As the system is evolved numerically it is found that the system variables diverge as $i^+$ is approached, causing the simulations to stop due to the generation of NaNs.
7.1. Checks of correctness

In the following list we describe details for a variety of checks done to ensure correctness of the code. In the description, an equation being 'satisfied' is taken to mean that it converges at the correct order.

- All 48 components of the constraint equation (appendix A) converge throughout the entire computational domain given high enough resolution, with some of them being trivially zero. Convergence tests are provided in figure 2, showing at least a fourth order convergence with increasing radial resolution, in line with our fourth order finite differencing stencil in the radial direction. We show only radial convergence tests as using 33 angular points with an associated maximum $l$-value of 20 is enough to resolve all of the system variable’s spectral coefficients to machine precision.

- The effect of the regridding procedure is exemplified in figure 3(a) where we plot a constraint over time along $I^+$ for simulations with different initial wave amplitudes $a$. Although the constraints begin increasing when regridding starts, they do not become greater than $10^{-4}$. Figure 3(b) shows a convergence test in time for a fixed initial wave amplitude.

- The asymptotic Einstein condition $\nabla_{A'}(A)\nabla_{B'}\Theta = 0$, which is valid on $I^+$, gives rise to the conformally invariant relations $\partial_\tau A = 0 = \partial_\tau A$ and $\partial_\tau \Lambda = 0$, in addition to the equations $\sigma' = 0 = \kappa'$ with respect to the adapted frame. All these equations are satisfied.

- A variety of the spin-coefficient equations (equation (4.12.32) of [27]) written with respect to the adapted null-frame were shown to be satisfied on $I^+$ as well as across the time-slices. These contain spin-coefficients, $\mathfrak{c}, \mathfrak{c}', \mathfrak{h}, \mathfrak{h}'$ acting on spin-coefficients, $\Lambda$ and components of $\Psi_{ABCD}$ and $\Phi_{ABA'B'}$. These confirmed the consistent interplay between the above quantities and operators.

- A variety of components of the Bianchi identity associated with the conformal metric (equation (4.12.36-40) of [27]) were shown to be satisfied on $I^+$. These contain spin-coefficients, $\Lambda$ and components of $\Psi_{ABCD}$ and $\Phi_{ABA'B'}$ and their $\mathfrak{c}, \mathfrak{c}', \mathfrak{h}, \mathfrak{h}'$ derivatives. This further showed the consistency and accuracy of the above quantities and derivative operators, as well as the relation $A\psi_i = -\mathfrak{h}\Psi_i$.

- The Gauß–Bonnet theorem on a cut $C$ of $I^+$ is written $\int_C k d^2\Sigma = \int_C kj d^2S = 4\pi$. This can be evaluated numerically and was shown to be satisfied along $I^+$. This is used as a confirmation for the correctness of the expressions for the area-element $J$ and the Gauß curvature $k$.

- The reality of the Bondi energy (i.e. the vanishing of the imaginary part of the integral) is satisfied, which requires a non-trivial interplay between the imaginary parts of several quantities that appear in the mass-aspect.

- There are two representations of the mass-aspect used in the definition of the Bondi components [10]. These are made up of completely different system variables and the Bondi energy resulting from using these two different mass aspects has been found to agree up to numerical precision.

- The Bondi–Sachs mass-loss given by equation (14) is satisfied. This is shown in figure 5.

7.2. A global evolution and curvature oscillations

In this section we show visualizations of the space-time resulting from the setup described in section 4 using $a = 1$ in the boundary condition for $\psi_0$, to get an idea of the main features.
Figure 2. Convergence test in the radial resolution of the spin-zero component of the Bianchi constraint $G_{AB}$ at $t = 1.65$ with $N_r$ radial points and $N_\theta$ angular points at: (a) a fixed angle over the radial grid and (b) a fixed radius close to $i^+$ over the angular grid in the situation described in section 7.2. In (a) the vertical dashed line represents the location of $i^+$. The curves representing coarse to fine resolution are given from top to bottom.

Figure 3. (a) The effect of regridding on a constraint quantity along $i^+$ for a fixed angle $\theta$ and a variety of wave amplitudes $a$. The first regrid close to the right boundary occurs around $t = 1.2$ and the first regrid close to the left boundary occurs around $t = 1.5$. The simulations stop around $t = 1.77$, the vertical dashed line represents $i^+$ and the curves representing $a = 1, 2, 5, 10$ are given from bottom to top. (b) A convergence test in the radial resolution along $i^+$ of the $L^2$-norm of the spin-zero component of the Bianchi constraint $G_{AB}$. The vertical dashed line represents $i^+$.

Figure 4(a) shows a contour plot of $\Psi_0$ over the entire computed space-time for a fixed angle. Note, that this is the Weyl spinor component, which vanishes on $\mathcal{I}$ and not the gravitational spinor. The curve emanating from the bottom left corner is our approximation to the MOTS, as detailed in section 6.1. One can see the path of the ingoing wave emanating from just above the bottom right corner. Our regridding procedure results in the continual trimming of the spatial computational domain, starting on the left boundary just before $t = 1.4$ and just after $t = 0.8$ on the right boundary. As expected, the components of $\Psi_{ABCD}$ and hence $\psi_{ABCD}$ diverge as we approach $i^+$, which has a slightly different location to exact Schwarzschild.
Figure 4. Contour plots of the modulus of the $l = 2$ mode of the Weyl spinor components $\Psi_0$ and $\Psi_4$ over the space-time with the initial wave amplitude $a = 1$. The green curve emanating from the lower left quadrant is the approximate MOTS, while the pink curve emanating from the lower right quadrant is $i^+$. Note that the levels for (a) were chosen to resolve the detail in the periodic behaviour rather than the initial part of the ingoing wave.

Importantly, figure 4 also showcases a periodic behaviour in $\Psi_0$ and $\Psi_4$, most notably close to the left boundary, but also outside of the black hole. It appears there are three periods before the space-time becomes extremely compactified close to $i^+$. This seems to be an effect associated with the expected oscillations of a perturbed black hole. After a suitable amount of time, this behaviour can be described in terms of quasinormal modes (QNM), and has been the subject of extensive studies (see [22] for a review).

First, the QNM are determined outside the horizon of the unperturbed black hole and are fixed by a purely ingoing boundary condition at the horizon. In accordance with this, figure 4 shows that the excitation of the black hole penetrates into the horizon and approaches the space-like singularity, which is cut out of the computational domain.

Second, we can also see that our approximation of the event horizon by an approximate MOTS is increasingly inaccurate towards time-like infinity since we would expect that the event horizon, $\mathcal{I}$ and the singularity are all approaching the same ‘point’ as they do in the exact Schwarzschild solution. This means that we should not be too alarmed by the fact that in the diagram (d) it looks like there is information coming out of the horizon. This is almost certainly not true since the event horizon will be located to the right of the green line.

Third, we seem to see three oscillations before the spatial and temporal compactification quickens and obscures any further observations. It is useful to compute the proper physical time to see how far the simulation has evolved, which allows a comparison of these oscillations with what one would expect within a similar timeframe in the linear regime. A significant feature of the conformal Gauß gauge is the relationship between the proper physical time $\tau$ and conformal time $t$ which is given along a spatially constant curve by the equation $d\tau^2 = \Theta^{-2} dt^2$. As the
conformal factor $\Theta$ is known analytically \textit{a priori}, we can explicitly find the relationship along a curve with constant $r = r_c$:

$$
\tau = \frac{(m + r_c)^3}{r_c\left(\frac{m}{2} - r_c\right)} \text{arctanh}\left[\frac{t}{r_c}\left(\frac{m^2}{2} - r_c^2\right)\right].
$$

Depending upon the study in question, this is potentially problematic as the $\text{arctanh}$ function maps the entire real line onto the interval $(-1, 1)$. In fact, along $r_{i+} = (3 + \sqrt{5})m/4$ at $t \approx 1.75$ we have $\tau \approx 6.31$. This implies that the remaining space-time is roughly compactified into the conformal time interval $[1.75, t_{i+} \approx 1.789]$.

A simple calculation shows that the leading order $l = 2$ QNM along $r_{i+}$ has a half period $\tau \approx 1.87994$. Supposing the oscillations begin just after the ingoing wave passes $r_{i+}$ at $t \approx 0.65$ (i.e. the earliest possible time), and as our simulation ends at $t = 1.75$ there is $\tau \approx 5.24$ of proper physical time in the ‘oscillatory region’. If the simulation was (a) in the linear regime and (b) in the ringing phase, we could in principle see nearly three ‘rings’. However it is clear that (a) is not true due to the size of the ingoing wave. Thus we are really seeing non-linear distortions which dominate the linear effects, and the region where the linear effects take over must be when $t > 1.75$.

If one was to try to evolve the space-time far enough in proper physical time to make a comparison with the QNM, the compactification will hide important features as the conformal time-step during the numerical evolution will ultimately step over the ringing. It is guaranteed that at some point the conformal time-step required to accurately resolve the physical ringing will be less than machine-precision. However, any compactification in time, will result in the last time-step in conformal time covering an infinite amount of physical time. Thus, there is a trade-off between trying to determine as many oscillations as possible and approaching time-like infinity as closely as possible.

There might be a possibility to evolve the space-time towards a position where a comparison with the QNM is possible. This is due to a special property of conformal geodesics. In contrast to affine geodesics for which an affine parameter is fixed up to an affine transformation $t \mapsto at + b$, the conformal parameters can be reparameterized by Möbius transformations in $t$

$$
 t \mapsto \frac{at + b}{ct + d} \quad \text{with} \quad ad - bc = 1,
$$

which could possibly be helpful to allow a more detailed look at these oscillations. Choosing suitable transformations may delay the arrival at $i^+$ and therefore provide a longer evolution in proper physical time before the compactification quickens. However, this discussion is outside the scope of this paper and will be left for future work.

### 7.3. The Bondi–Sachs energy and mass-loss

We performed five simulations with the amplitude parameter $a$ in the wave profile fixed as 1, 2, 5 and 10. They evolved up to $t = 1.77$ at which point the system variables start to diverge, become NaNs and stop the simulation before reaching $i^+$ at $t \approx 1.789$. This is expected due to $\psi_2$ becoming singular at this point in our gauge for the exact Schwarzschild space-time (see equation (33)). Figure 5(a) shows how the Bondi energy changes with the amplitude of the impinging wave. This shows a ‘wiggling’ which is probably associated with the oscillations as seen in figure 4. It is clear that as $a \to 0$ the Bondi energy decreases down towards the original Schwarzschild mass $m = 0.5$. Figure 5(b) shows the Bondi–Sachs mass-loss formula given by equation (14) is satisfied to very good precision. It also shows an oscillatory behaviour (which is still of the order $1 \times 10^{-9}$) beginning at around $t = 1.5$. This is roughly when the periodic
Figure 5. (a) The Bondi energy for different initial wave amplitudes $a$ and (b) the error in the satisfaction of the Bondi–Sachs mass-loss formula equation (14) for $a = 10$ along $\mathscr{I}^+$.

Table 1. The Bondi energy evaluated on the first cut of $\mathscr{I}^+$ for different initial wave amplitudes $a$.

| $a$   | 1   | 2   | 5   | 10  |
|-------|-----|-----|-----|-----|
| $m_0(\Omega) - m$ | 0.00007 | 0.00028 | 0.00173 | 0.00685 |

behaviour begins in figure 4 and the wiggling starts in figure 5(a). It is then feasible to conclude that this is the time when we transition from pure backreaction to the black hole’s non-linear oscillations. Table 1 presents the difference of the Bondi energies on the first cut of $\mathscr{I}^+$ and the initial mass $m = \frac{1}{2}$ of the Schwarzschild black hole for different wave amplitudes $a$ (to 5 decimal places). It is clearly seen that this scales like $a^2$, i.e. the energy of the space-time due to the ingoing gravitational wave is quadratic in its amplitude, as one would expect from the linearized theory of gravitational waves.

Although there is still an infinite amount of physical time between the end of our simulation at $t = 1.77$ and where $\mathscr{I}^+$ meets $\mathcal{I}^+$, figure 5 suggests the Bondi energy might be settling down to values different to the original Schwarzschild mass $m$. This would imply that the wave energy imparted to the space-time through the ingoing gravitational wave was more than what was lost through the subsequent outgoing gravitational radiation. To answer this question in more detail it is necessary to extend the evolution time.

8. Summary and discussion

In this paper we presented a framework for studying the interaction between gravitational waves hitting a black hole. This is achieved by setting up and solving an IBVP for the general conformal field equations. We described the effect of a gravitational wave impinging on an initially spherically symmetric (Schwarzschild) black hole. The advantage of using the GCFE together with the conformal Gauß gauge is that the time-like boundary eventually reaches and intersects null infinity so that the full information of the outgoing radiation becomes available. This allows us to evaluate the expressions for the Bondi–Sachs energy–momentum and numerically verify the validity of the mass loss formula directly on $\mathcal{M}$. 
After the gravitational wave is sent into the space-time we observe a periodic behaviour in the components of the Weyl spinor (and other field quantities as well). It is tempting to relate these to the QNM of a linearly perturbed Schwarzschild black hole which have been extensively studied previously. A small calculation suggested that there is room for these to occur before the simulations stop, provided the linear regime was entered and the ringing started sufficiently early. However, it is noted that due to the size of the ingoing perturbation, the periodic behaviour seen is really in the non-linear regime. In order to make a rigorous comparison of our simulations with the QNM we would need to extend the simulation in proper physical time to reach the region where linear effects dominate. This is non-trivial due to the nature of the conformal compactification and is left for future work.

Due to the use of the conformal Gauß gauge which has the property that the relationship between the physical (proper or retarded) times and the conformal time parameter is ultimately exponential we do not proceed far enough to see the linear oscillations. However, we pointed out that rescaling the conformal parameter could be used to extend the simulation, in principle indefinitely. Another possibility would be to abolish the conformal Gauß gauge altogether and use a different choice. However, this would entail non-trivial changes to the system of equations. In particular, we would lose the simplicity of the GCFE with the clear splitting into wave-type equations for the Weyl curvature and advection equations for the remaining variables. This would have the consequence that the IBVP would become much more complicated and one would have to discuss much more complicated boundary conditions.

The framework as presented here seems to be ideal to study the interaction of black holes and gravitational waves. The possibility of setting up initially unperturbed situations and injecting the perturbation from the boundary opens the way to study many more questions of principle. For example, our next task will be to study whether we can ‘kick’ a black hole by injecting gravitational waves with a linear momentum into the space-time. It should be straightforward also to replace the initial Schwarzschild black hole with a Kerr or Reissner–Nordström black hole. This would allow us to study phenomena such as super-radiance, the effect of gravitational perturbations on the inner Cauchy horizons and the stability of the solutions in general.
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Appendix A. The constraint equations

The constraint equations for the GCFE in the conformal Gauß gauge read as follows

\[
0 = Z_{AB}^C := \partial^C_{(A} c_{B)C} + \frac{1}{\sqrt{2}} K_{(A}^C B) C, \tag{A.1a}
\]

\[
0 = Z_{AB}^C := \partial^C_{(A} c_{B)C} c, \quad i = 1, 2, 3. \tag{A.1b}
\]
\begin{align}
0 &= J_{A BC} \equiv -\partial_A \epsilon_{B C D} + \frac{1}{4} f_{A B} f_{C D} \partial^D + \frac{1}{2} K_A^{E \, E} K_{B C D} \partial^E \\
&\quad - \frac{1}{8} (P_{A C B D} + P_{C A B D}) \, \partial^D - \frac{1}{8} (P_{A D B C} + P_{D A B C}) \, \partial^D \\
&\quad + \frac{1}{4} (P_A^{D \, B D} + P_B^{D \, A D}) \, \partial_C + \frac{1}{8} (P_A^{E \, (CD) B} + P_B^{E \, (CD) A}) \\
&\quad - \frac{1}{8} (\epsilon_{A C B} P_B^{E \, (DE)} + \epsilon_{B C A} P_A^{E \, (DE)}) \, \partial^D \\
&\quad - \frac{1}{2} \partial^D \partial_A f_{B C} + \frac{1}{2} \partial_A \partial_B f_{C E}. \tag{A.1c}
\end{align}

\begin{align}
0 &= Z_{A B C D} \equiv -\partial_A \epsilon_{B C D} - \frac{1}{2} f_{C D} K_A^{E \, B E} - \frac{1}{2} f_{C A} K_B^{E \, D E} \\
&\quad - \frac{1}{2} \epsilon_{C A} f_{E F} K_{B D E F} - \frac{1}{2} \epsilon_{D A} f_{E F} K_{B C E F} + \frac{1}{2} \epsilon_{C A} P_B^{E \, D E} \\
&\quad + \frac{1}{2} \epsilon_{D A} P_{B C E} + \frac{1}{2} \Theta \psi_{A B C D} - \frac{1}{2} \Theta \hat{\psi}_{A B C D}. \tag{A.1d}
\end{align}

\begin{align}
0 &= T_{A B} \equiv -\partial_A \epsilon_{B E} + \frac{1}{2} P_A^{E \, B E} - \frac{1}{2} P_{E A}^{E \, B}. \tag{A.1e}
\end{align}

\begin{align}
0 &= U_{A B C D} \equiv -\partial_A \epsilon_{B C D} - \frac{1}{2} f_{C E} P_A^{E \, B D} - \frac{1}{2} f_{D E} P_A^{E \, |C| B} \\
&\quad - \frac{1}{2} (f_{D A} P_B^{E \, C E} + f_{C A} P_B^{E \, D E}) + \frac{1}{2} P_A^{E \, |C|} K_{B E D F} \\
&\quad - \frac{1}{2} P_A^{E \, |D|} K_{B C E F} + \frac{1}{2} \psi_{A B C E} h^E + \frac{1}{2} \psi_{E A B D} h^E. \tag{A.1f}
\end{align}

\begin{align}
0 &= G_{A B} \equiv \partial^C \psi_{A B C D} + K_{E \, E}^{C \, D} \psi_{A B C D} + K_{C D E}^{A} \psi_{A B C E} \tag{A.1g}
\end{align}
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