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An analogy between behavior of electrons in narrow-gap semiconductors (NGS) and relativistic electrons in vacuum is reviewed. Energy band structures $\varepsilon(k)$ are considered for various NGS materials and their correspondence to the energy-momentum relation in special relativity is emphasized. It is indicated that special relativity for vacuum is analogous to a two-band $k \cdot p$ description for NGS. The maximum electron velocity in NGS is $u \approx 1 \times 10^8 \text{cm/s}$, which corresponds to the light velocity in vacuum. An effective mass of charge carriers in semiconductors is introduced, relating their velocity to quasimomentum and it is shown that this mass depends on electron energy (or velocity) in a way similar to the mass of free relativistic electrons. In $\text{Hg}_{51-} \text{Cd}_{49} \text{Te}$ alloys one can reach vanishing energy gap at which electrons and light holes become three-dimensional massless Dirac fermions. A wavelength $\lambda_z$ is defined for NGS, in analogy to the Compton wavelength in relativistic quantum mechanics. It is estimated that $\lambda_z$ is on the order of tens of Angstroms in typical semiconducting materials which is experimentally confirmed in tunneling experiments on energy dispersion in the forbidden gap. Statistical properties of the electron gas in NGS are calculated and their similarity is demonstrated to those of the Juttner gas of relativistic particles. Interband electron tunneling in NGS is described and shown to be in close analogy to the predicted but unobserved tunneling between negative and positive energies resulting from the Dirac equation for free electrons.

It is demonstrated that the relativistic analogy holds for orbital and spin properties of electrons in the presence of an external magnetic field. In particular, it is shown that the spin magnetic moment of both NGS electrons and relativistic electrons approaches zero with increasing energy. This conclusion is confirmed experimentally for NGS. Electrons in crossed electric and magnetic fields are described theoretically and experimentally. It is only the two-band description for NGS, equivalent to the Dirac or Klein-Gordon equations for free particles, that gives a correct account of experimental results in this situation. A transverse Doppler shift in the cyclotron resonance observed in crossed fields in InSb indicates that there exists a time dilatation between an oscillating electron and an observer. The phenomenon of Zitterbewegung (ZB, trembling motion) for electrons in NGS is considered theoretically, following the original proposition of Schrödinger for free relativistic electrons in vacuum. The two descriptions are in close analogy, but the frequency of ZB for electrons in NGS is orders of magnitude lower and its amplitude orders of magnitude higher making possible experimental observations in semiconductors considerably more favorable. Finally, graphene and carbon nanotubes, as well as topological insulators are considered in the framework of relativistic analogy. These systems, with their linear energy-quasimomentum dispersions, illustrate the extreme semirelativistic regime. Experimental results for the energy dispersions and the Landau quantizations in the presence of a magnetic field are quoted and their analogy to behavior of free relativistic electrons is discussed. Approximations and restrictions of the relativistic analogy are emphasized. On the other hand, it is indicated that in various situations it is considerably easier to observe semirelativistic effects in semiconductors than the relativistic effects in vacuum.

I. INTRODUCTION

Since the beginning of solid state physics, theoretical description of movable electrons and holes used physical quantities borrowed from free particles. In practice it meant that the motion of electrons and holes was described in analogy to free charged particles, with the free mass replaced by an effective mass which reflected the influence of periodic lattice potential. A theoretical basis for the effective-mass approach was provided by Luttinger and Kohn [1955] followed by Zak and Zawadzki [1966]. It turned out, somewhat counter-intuitively, that the effective masses $m^*$ of electrons in semiconductors are considerably smaller than the free electron mass. In the presence of external magnetic field, spin magnetic moments of charge carriers come into play, characterized by the corresponding spin $g$-factors. Effective values of $g^*$ in semiconductors can be dramatically different from the free-electron value $g = +2$ due to the effect of spin-orbit interaction and small energy gap, as first demonstrated by Roth et al. [1959].

However, the effects of periodic potential are not limited to the effective values of $m^*$ and $g^*$, particularly in narrow gap semiconductors (NGS). Kand [1957] was the first to show that, in the energy bands of narrow-gap material InSb, one deals with a nonquadratic $\varepsilon(k)$ dependence, where $\varepsilon$ is the electron energy and $\hbar k$ is the absolute value of quasimomentum. This feature, called band’s nonparabolicity, also results from small value of the gap and can be quite well described by a so called two-band model of interacting conduction and light-hole bands. It was remarked by Keldysh [1963], Wolf [1964], Zawadzki and Lax [1966], Aronov and Pikus [1966] that the two-band (or two-level) model of the $k \cdot p$ theory.
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is analogous to the Dirac equation for relativistic electrons in vacuum. For over 50 years this analogy between the behavior of electrons in narrow gap semiconductors and that of relativistic electrons in vacuum has been traced for various physical situations, culminating in recent years with the discoveries of graphene and topological insulators. The present article reviews this effort, see also Zawadzki [1971, 1997].

We describe various “semirelativistic” effects for electrons in semiconductors and indicate corresponding features for relativistic electrons with appropriate references. We mention cases in which, in contrast to observations in semiconductors, relativistic effects in vacuum have not been observed. Some of the basic derivations for semiconductors are given without going into details, others are simplified in order to make basic ideas more easily accessible. Limitations of the relativistic analogy are emphasized. An effort has been made to quote the important semiconduct work on the subject.

The review is organized as follows. First, we introduce the relativistic analogy and follow its consequences for semiconductor electrons in absence of external fields. Next, semiconductor electrons are considered in the presence of a magnetic field and in crossed electric and magnetic fields. In the third part we describe separately graphene, carbon nanotubes, and topological insulators, as they are characterized by reduced dimensionalities and possess quite special properties. The review is concluded by a discussion.

II. BAND STRUCTURES IN SEMICONDUCTORS. RELATIVISTIC ANALOGY

We begin by considering charge carriers in semiconductors in the absence of external fields. In this case one can use for their description the \( \mathbf{k} \cdot \mathbf{p} \) theory [Luttinger and Kohn, 1955]. We present it here in a simple form neglecting spin effects, in order to come across the basic idea. The initial eigenvalue equation for an electron in a periodic potential reads

\[
\left[ \frac{\mathbf{p}^2}{2m_0} + V_0(\mathbf{r}) \right] \Psi = \varepsilon \Psi
\]

where \( \mathbf{p} \) is the momentum operator, \( m_0 \) is the free electron mass, \( V_0(\mathbf{r}) \) is the periodic potential of a crystal lattice and \( \varepsilon \) is the energy. It is well known that solutions of Eq. (1) are the Bloch functions

\[
\Psi_{nk}(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} u_{nk}(\mathbf{r})
\]

in which \( \hbar \mathbf{k} \) is the quasimomentum and \( u_{nk}(\mathbf{r}) \) is the periodic Bloch amplitude for the \( n \)-th energy band. The Bloch states are expanded in terms of the Luttinger-Kohn (LK) functions

\[
\chi_{nk} = e^{i\mathbf{k} \cdot \mathbf{r}} u_{n0}(\mathbf{r})
\]

where \( u_{n0} \) are the periodic LK amplitudes taken at the \( \mathbf{k} \) value corresponding band’s extremum (we take \( \mathbf{k} = 0 \) for simplicity). It then follows from Eq. (1) that the LK amplitudes satisfy the eigenvalue equations

\[
\left[ \frac{\mathbf{p}^2}{2m_0} + V_0(\mathbf{r}) \right] u_{n0} = \varepsilon_{n0} u_{n0}
\]

where \( \varepsilon_{n0} \) is the energy of the \( l \)-th band at \( \mathbf{k} = 0 \). The amplitudes \( u_{n0} \) are orthonormal

\[
\frac{1}{\Omega} \langle u_{n0} | u_{l0} \rangle = \delta_{nl}
\]

where \( \Omega \) is the volume of the unit cell and the integration is over \( \Omega \). One proves that the LK functions represent a complete set, with \( l \) running over all energy bands. This means that one can expand the Bloch state for the \( n \)-th band in terms of the LK functions (index \( n \) is omitted on both sides)

\[
\Psi_{nk} = \sum_l c_l(k) u_{lk} u_{n0}(\mathbf{r})
\]

where the sum runs over all the bands \( l \). One performs the elementary operations following from Eqs. (1) and (4), and uses Eq. (4). Multiplying both sides by \( u_{l0}^{*}/\Omega \) for \( l' = 1, 2, 3, \ldots \) and integrating over \( \Omega \), one obtains the \( \mathbf{k} \cdot \mathbf{p} \) theory in the form

\[
\sum_l \left[ (\varepsilon_{n0} - \varepsilon + \frac{\hbar^2 k^2}{2m_0}) \delta_{ll'} + \frac{\hbar^2 k^2}{m_0} p_{ll'} \right] c_l = 0
\]

where \( l' = 1, 2, 3, \ldots \) and the momentum matrix elements are

\[
p_{ll'} = \frac{1}{\Omega} \langle u_{l0}^{*} | \mathbf{p} | u_{l0} \rangle.
\]

Equation (7) represents the \( \mathbf{k} \cdot \mathbf{p} \) theory for the energies \( \varepsilon_n(k) \) and the expansion coefficients \( c_l(k) \) for the Bloch state \( \Psi_{nk} \). The phenomenological parameters are \( \varepsilon_{l0} \) and \( p_{ll'} \). If all the bands are included, set \( \mathbf{p} \) contains no approximations.

It can be seen that, apart from the free-electron term \( \hbar^2 k^2/2m_0 \), the structure of Eq. (7) looks very much like the Dirac equation (DE): it has band-edge energies on the diagonal and quasi moments \( \hbar \mathbf{k} \) off the diagonal (in DE one deals with the momenta). This similarity provides the basis for the relativistic analogy.

In its full form [7], the \( \mathbf{k} \cdot \mathbf{p} \) matrix has infinite dimensions, so finding its complete solutions is not a practical task. Following Luttinger and Kohn [1955] one can separate the energy bands by using second-order perturbation theory and show that, in the parabolic \( \varepsilon(k) \) approximation, each band is characterized by an effective mass. However, one can take a different route, first indicated by Kane [1957]. Namely, one can neglect distant bands and find approximate solutions for a finite number of bands separated by small energy gaps. This procedure corresponds to the perturbation theory for nearly degenerate energy levels. The simplest approximation without
spin is the two-band model (or two-level model) for InSb-type materials in which one takes into account at \( k = 0 \) the conduction level of s-like symmetry and the valence triple-degenerate level of p-like symmetry, separated from each other by the energy gap \( \varepsilon_g \). This approximation is justified if the gap \( \varepsilon_g \) is distinctly smaller than energy separations from other bands. We choose the zero of energy in the middle of the gap. Thus, at \( k = 0 \), one has for the conduction and valence levels \( \varepsilon_g/2 \) and \(-\varepsilon_g/2\), respectively, the LK amplitudes

\[
\begin{align*}
\epsilon_{10} &= iS, \\
\epsilon_{20} &= (X - iY)/\sqrt{2}, \\
\epsilon_{30} &= Z, \\
\epsilon_{40} &= (X + iY)/\sqrt{2}.
\end{align*}
\]

Taking into account symmetry of the momentum matrix elements, one obtains the reduced \( \mathbf{k} \cdot \mathbf{p} \) matrix in the form

\[
\begin{bmatrix}
-\epsilon' + \varepsilon_g/2 & Chk_- & Chk_z & Chk_+ \\
Chk_+ & -\epsilon' - \varepsilon_g/2 & 0 & 0 \\
Chk_z & 0 & -\epsilon' - \varepsilon_g/2 & 0 \\
Chk_- & 0 & 0 & -\epsilon' - \varepsilon_g/2
\end{bmatrix}
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{bmatrix}
= 0,
\]

where \( C = (-i/m_0)\langle S|\hat{p}_x|X \rangle \) is a real number, \( \epsilon' = \varepsilon - \hbar^2 k^2/2m_0 \) and \( k_\pm = (k_x \pm ik_y)/\sqrt{2} \). One solves set (11) and obtains four energy roots

\[
\begin{align*}
\epsilon_{1,2}' &= \pm \left[ \left( \frac{\varepsilon_g}{2} \right)^2 + \varepsilon_g \frac{\hbar^2 k^2}{2m_0} \right]^{1/2} \\
\epsilon_{3,4}' &= -\varepsilon_g/2,
\end{align*}
\]

\[
\frac{1}{m_0} = \frac{2C^2}{\varepsilon_g}.
\]

The roots \( \epsilon_{1,2}' \) correspond to the conduction and light-hole bands, while \( \epsilon_{3,4}' \) correspond to two heavy-hole bands. It turns out that \( 1/m_0 \varepsilon_g \) of Eq. (14) is usually much larger than \( 1/m_0 \varepsilon_g \), so that one can neglect the free-electron term in Eq. (12) and put \( \epsilon'(k) \approx \varepsilon(k) \) and \( \epsilon_{3,4}' \approx -\varepsilon_g/2 \). In this approximation we have finally for the conduction and light-hole bands

\[
\begin{align*}
\epsilon_{1,2} &= \pm \left[ \left( \frac{\varepsilon_g}{2} \right)^2 + \varepsilon_g \frac{\hbar^2 k^2}{2m_0^*} \right]^{1/2},
\end{align*}
\]

where \( m_0^* \), given by Eq. (14), is the effective mass of electrons and light holes. In the above model the resulting bands are spherical, i.e. the energy depends on the absolute value of \( k \), not on its direction.

Equation (14) presents an important result. First, for not too large \( k \) values one can expand the square root and take the first two terms. This gives \( \varepsilon_{1,2} = \pm (\varepsilon_g/2 + \hbar^2 k^2/2m_0^*) \), which is the standard parabolic approximation to the conduction and light-hole bands. Second, for sufficiently large \( k \) values one can neglect the first term in the square root and obtain \( \varepsilon_{1,2} = \pm (\varepsilon_g/2m_0^*)^{1/2} \hbar k \). This linear \( k \) approximation is valid for not too large \( k \) values since it is known that, near the Brillouin zone boundaries, the \( \varepsilon(k) \) dependence must be horizontal. Third, and this is our essential point, formula (12) has the “relativistic” character. The energy-momentum relation re-
sulting from the Dirac equation for relativistic electrons in vacuum is [Dirac 1958]

\[ \varepsilon = \pm \left[ \frac{2m_0c^2}{2} \right]^2 + 2m_0c^2 \frac{p^2}{2m_0} \right]^{\frac{1}{2}}. \quad (16) \]

It is seen that the dispersion relations (15) and (16) have identical forms with the following correspondence

\[ 2m_0c^2 \rightarrow \varepsilon_g \]
\[ m_0 \rightarrow m_0^* \]
\[ p \rightarrow h\kappa \]

The correspondence expressed in Eqs. (15) and (16) is illustrated in Fig. 1. Energy gaps in semiconductors are many orders of magnitudes smaller than 2m_0c^2 \approx 1 \text{MeV} and the effective masses m_0^* are considerably smaller than m_0. Expression (16) suggests that the quasimomentum of semiconductor electrons corresponds to the momentum of electrons in vacuum. We emphasize that, while the quasimomentum has indeed many properties of the momentum, this is not always the case, as we will show below in the description of Zitterbewegung. The quasimomentum appears for electrons in solids instead of momentum because in the presence of a periodic potential the Bloch states are characterized by this quantity, see Eq. (6) and Zawadzki (2013). One can use the same procedure for HgTe-type of materials: α-Sn, HgSe, HgS, in which the p-like triple-degenerate level is above the s-like level, see Groves and Paul (1963). One obtains solutions of this problem by simply replacing \( \varepsilon_g \) by \( -\varepsilon_0 \), where \( \varepsilon_0 \) is positive. In this case the relativistic analogy still holds for the conduction and light-hole bands. It is seen that, as far as the nonparabolicity of the bands is concerned, the role of \( \varepsilon_g \) is now played by \( \varepsilon_0 \), often called “the interaction gap”. The main difference from the previous case is that now at \( k = 0 \) the conduction band is degenerate with two heavy-hole bands. For this reason the HgTe-type materials are often called zero-gap semiconductors.

We are now in a position to enumerate approximations and restrictions necessary to use the semirelativistic analogy of Eqs. (17) – (19). As to approximations, we have neglected distant bands keeping only one s-like and one p-like level. This results in the two-band model, the heavy holes also appearing but not being a part of the picture. We have also neglected the free electron term in Eq. (15). As to restrictions, the two-band model is valid for not too large \( k \) values, approximately up the inflection points on the complete \( \varepsilon(k) \) curve. Second, the sphericity of the bands described in Eq. (15) is related to the fact that in III-V InSb-like and II-VI HgTe-like materials the band extrema of our interest occur in the center of the Brillouin zone (the Γ point). In other materials, for example in IV-VI lead chalcogenides, this may not be the case. Finally, as we show below, in semiconductors one does not deal in reality with relativistic electron velocities, so that the relativistic analogy has a rather formal character. Still, it leads to many physical similarities.

Ternary alloys Hg\textsubscript{1-x}Cd\textsubscript{x}Te offer an interesting possibility which also can be interpreted in terms of the relativistic analogy. CdTe has the “straight” band ordering of InSb-type while HgTe has the “inverted” band ordering. By producing ternary alloys of these two materials in different chemical proportions one can go continuously from one band structure to the other. In particular, one can reach the situation in which the energy separation between s-like and p-like levels, i.e. the interaction gap, is exactly zero, see e.g. Dornhaus and Nimtz (1976). This occurs for \( x = 0.165 \) at 300 K. The two-band model describes this case very well. For \( \varepsilon_g = 0 \) the first term under the square root in Eq. (15) vanishes. In the second term the gap cancels out, see Eq. (14), and the dispersion becomes

\[ \varepsilon(k) = \pm Chk \]

i.e. it is linear in \( k \). In terms of the relativistic analogy this means that one deals with the “extreme relativistic” situation. The transition from straight band ordering to the inverted one in the HgCdTe system is illustrated in Fig. 2.

In narrow gap lead chalcogenides PbTe, PbSe, PbS and their ternary alloys the conduction band minima and valence band maxima are at the L points of the Brillouin zone. As a consequence, the \( \varepsilon(k) \) dispersion relations are not spherical but spheroidal, the complete bands having cubic symmetry. However, the two-band \( k \cdot p \) description is still valid for not too high electron energies. Choosing
the zero of energy in the middle of the gap one has, see Dimmock and Wright [1964]
\[
\varepsilon = \pm \left[ \left( \frac{\varepsilon_0}{2} \right)^2 + \varepsilon_0 \left( \frac{\hbar^2 k^2}{2m_{*0}} + \frac{\hbar^2 k^2}{2m_{*0}} \right) \right]^{\frac{1}{2}}, \tag{21}
\]
where \( m_{*0} \) and \( m_{*0} \) effective masses describe the band ellipsoids. One can obtain the spherical description in \( k \) by performing a transformation of \( k_0 \) and \( k_0 \) components, see Aronov and Pikus [1966].

Ternary alloys of PbSnSe and PbSnTe also offer a possibility of going through zero energy gap, see Strauss (1967), Nintz and Schlicht [1983]. As follows from Eq. (21), in this situation one also deals with the linear dispersion \( \varepsilon(k) \). Since in lead salts the band structure in each material depends strongly on the temperature, one can reach vanishing gaps as functions of \( T \).

We conclude this section by remarking that the band descriptions of Eqs. (15) and (20) offer better approximations to real \( \varepsilon(k) \) dispersions than may appear at first glance, see Zawadzki and Koldziejezak [1964]. Suppose one deals with a spherical energy band of an almost arbitrary form \( \varepsilon(k) \) having a minimum at the \( k = 0 \) point. This occurs, for example, when one takes into account more bands in the \( k \cdot p \) theory. In this situation one can expand quite generally the \( k^2(\varepsilon) \) dependence in a power series of energy
\[
k^2(\varepsilon) = \lambda_0 + \lambda_1 \varepsilon + \lambda_2 \varepsilon^2 + \lambda_3 \varepsilon^3 + \ldots \tag{22}
\]
It is seen that, taking the first two terms of this expansion, one obtains the standard parabolic description of an energy band. However, taking the first three terms and solving the resulting quadratic equation for the energy one obtains an \( \varepsilon(k) \) relation of the type given by Eq. (15). The conclusion of this reasoning is that the first nonparabolic approximation to any \( \varepsilon(k) \) dependence is always of the relativistic type. Also the linear \( \varepsilon(k) \) dispersions are accounted for by taking \( \lambda_0 = \lambda_1 = 0 \) and \( \lambda_2 \neq 0 \). Thus, the above two-band formulas are just special cases of the general rule. It is clear that the above phenomenological expansion is valid also for two-dimensional and one-dimensional systems.

III. CONSEQUENCES OF BAND STRUCTURE

We now follow the first physical consequences of the semirelativistic \( \varepsilon(k) \) relation given by Eq. (15).

A. Effective Mass

We begin with the important concept of the effective mass of charge carriers. In standard textbooks on semiconductors, the effective mass of electrons or holes is defined by a relation between force and acceleration. This leads to the inverse mass given by the second derivative of the energy with respect to quasimomentum, see below. However, we show that a considerably more useful definition of the mass \( m^* \) comes from a relation between the electron velocity \( \mathbf{v} \) and its quasimomentum \( h \mathbf{k} \). Thus we define the “velocity” effective mass
\[
m^* \mathbf{v} = h \mathbf{k}, \tag{23}
\]
where \( m^* \) is generally a tensor. There is
\[
v_i = \frac{\partial \varepsilon}{\partial h k_i} = \frac{1}{h} \frac{d\varepsilon}{dk} k = \frac{1}{h} \frac{d\varepsilon}{dk} \sum_j k_j \delta_{ij}, \tag{24}
\]
where the summation is over the coordinates: \( j = 1, 2, 3 \). On the other hand, there is
\[
v_i = h \sum_j k_j (m^*)^{-1}_{ij} \tag{25}
\]
in which \( (m^*)^{-1}_{ij} \) is the inverse mass tensor. Comparing Eqs. (21) and (25) one obtains
\[
(m^*)^{-1}_{ij} = \frac{1}{h^2 k} \frac{d\varepsilon}{dk} \delta_{ij}, \tag{26}
\]
where \( \delta_{ij} \) is the Kronecker delta. This means that the inverse tensor of the effective mass for a spherical energy band is a scalar. As a consequence, Eq. (26) becomes
\[
\frac{1}{m^*} = \frac{1}{h^2 k} \frac{d\varepsilon}{dk}. \tag{27}
\]
The constitutive equality (23) with the scalar effective mass \( m^* \) takes the form
\[
m^* \mathbf{v} = h \mathbf{k}. \tag{28}
\]
By writing down the three components of the above equation, squaring them, adding and taking the square root of both sides, one shows that the relation (28) holds also for the absolute values of velocity and quasimomentum, i.e.
\[
m^* v = h \mathbf{k} \tag{29}
\]
The above velocity mass appears in the cyclotron resonance and, most important, in the transport theory. On the other hand, the mass relating force to acceleration: \( \mathbf{F} = M^* \mathbf{a} \), is given by
\[
(M^*)_{ij}^{-1} = \frac{1}{h^2 k} \frac{\partial^2 \varepsilon}{\partial k_i \partial k_j}. \tag{30}
\]
The mass \( M^* \) is less useful than the mass \( m^* \) defined above. In particular, it is not a scalar for a spherical energy band.

We can now determine the maximum electron velocity in energy bands described by the two-level model. One can use Eq. (15) to calculate the velocity from Eq. (24) and take its limit for large \( k \) values. But a simpler way is to use directly the correspondence of Eqs. (17) and (18)
and obtain the same result. According to relativity, the maximum electron velocity is $c$. We can write

$$c = \left(\frac{2m_0c^2}{2m_0}\right)^{\frac{1}{2}} \to \left(\frac{\varepsilon_g}{2m_0^*}\right)^{\frac{1}{2}} = u. \quad (31)$$

Clearly, one obtains the same for the light holes. The maximum velocity $u$ in a material can be estimated by using experimentally determined values of $\varepsilon_g$ and $m_0^*$. It turns out that the resulting value is $u \simeq 10^8$ cm/s. Further, this value is very similar for various semiconducting materials. Thus $u$ is about 300 times smaller than the light velocity $c$ indicating that we do not deal in semiconductors with truly relativistic velocities. The value of $u$ is reasonable since typical electron velocities in semiconductors are of the order of $10^7$ cm/s.

By using $u$ one can write the dispersion relation in the form

$$\varepsilon = \pm \left[\left(m_0^*u^2\right)^2 + u^2(\hbar k)^2\right]^\frac{1}{2}, \quad (32)$$

which is even more reminiscent of the relativistic formula, with $u$ replacing $c$ and $\hbar k$ replacing $p$. It is known that in special relativity one also defines the mass by the relation between velocity and momentum: $p = mv$. This velocity mass is a scalar and it depends on the velocity (or energy). The relativistic increase of the electron mass with growing velocity has been observed in many experiments, see e.g. Guye and Lavanchy (1915), Rogers et al. (1940), Kaplan (1952). Objections concerning the use of velocity-dependent mass in the theory of relativity have been expressed in the literature, as such a mass does not have proper transformation properties, see e.g. Ginzburg (1979). However, in semiconductors the energy-dependent effective mass is an important physical quantity.

One can determine an explicit form of the velocity mass within the two-band model. Calculating $dz/dk = \varepsilon_g(2e\hbar k)/(e2m_0^*)$ and using Eq. (31) for $u$, we get

$$m^*(\varepsilon) = m_0^*(2e/\varepsilon_g) = \varepsilon/u^2. \quad (33)$$

Thus the mass is proportional to the energy counted from the middle of the gap. It then follows

$$\varepsilon = m^*u^2. \quad (34)$$

This formula is in a direct analogy with the famous relation of special relativity: $\varepsilon = mc^2$. In both expressions the energy is given by the velocity mass multiplied by the square of maximum velocity.

In the theory of relativity one often quotes the dependence of the mass on velocity: $m(v) = m_0(1 - v^2/c^2)^{-1/2}$. We can derive an analogous formula for the effective mass of carriers in a spherical energy band within the two-band model. Equation (34) gives: $v_i = (u^2/\varepsilon)(\hbar k)$, from which one easily gets

$$v^2\varepsilon^2/u^4 = (\hbar k)^2. \quad (35)$$

On the other hand

$$\frac{v^2\varepsilon^2}{u^2} = m_0^*v^2 + \frac{(\hbar k)^2v^2}{u^2}. \quad (36)$$

Combing this with Eq. (35) and using the definition (29) for the effective mass $m^*$, we obtain

$$m_0^*(1 - v^2/u^2) = \hbar k, \quad (37)$$

from which it follows

$$m^* = m_0^*(1 - v^2/u^2)^{-1}, \quad (38)$$

which is in direct analogy with the relativistic formula quoted above.

Now we give a few experimental examples for the energy-dependent effective masses of electrons in semiconductors which illustrate their semirelativistic behavior. At low temperatures the mass is usually measured at the Fermi energy within the band. As a consequence, one often plots the mass as a function of the electron density which determines the Fermi energy. Figure 3 shows the effective masses of electrons in InSb, as measured by various authors, plotted versus the electron density $n$. The corresponding values of the Fermi energy, as counted from the conduction band edge, are indicated on the upper abscissa. It is seen that the experimental values are in good agreement with the predictions of the two-band model. Somewhat too high experimental values at low densities result from the fact that, at the room temperature, the electron gas is not degenerate, so the average measured masses are higher than those at the Fermi energy. At the highest densities $n = 10^{19}$ cm$^{-3}$ the Fermi energy is about 0.5 eV above the band edge while the gap value at 300 K is around 0.18 eV, so that one is well within the nonparabolic (or semirelativistic) regime.

The situation is qualitatively similar for electrons in GaAs. This material is a medium-gap semiconductor, having $\varepsilon_g \simeq 1.5$ eV. As the electron density $n$ increases...
from $10^{16}$ to $10^{20}$ cm$^{-3}$, the electron effective mass $m^*$ at the Fermi energy increases from 0.065 $m_0$ to 0.13 $m_0$, see Pfeffer and Zawadzki (1990). This example illustrates the fact that, what matters for the semirelativity is not so much an absolute value of the gap, but rather the ratio of electron energy above the band edge to the gap value. Electrons in any material will exhibit semirelativistic properties if excited sufficiently high into the band.

The situation is quite similar for the “inverted” band structure of HgTe-type semiconductors, as discussed above. Figure 4 illustrates the increase of electron mass in HgSe. In this material one cannot reach electron densities below $2 \times 10^{17}$ cm$^{-3}$.

As we mentioned above, in HgCdTe one can have a vanishing interaction gap, see Fig. 1. For the resulting “ultrarelativistic” linear $\varepsilon = uh\mathbf{k}$ dependence, see Eq. (20), one obtains from Eq. (29) the effective mass

$$m^* = \varepsilon/u^2 = \hbar k/u.$$  \hspace{1cm} (39)

It follows that for $\varepsilon = 0$ the mass vanishes. Thus, at the band edge one deals with three-dimensional “massless fermions”. However, as the energy increases the mass is nonzero. From Eq. (39) we obtain again the relation $\varepsilon = m^* u^2$. For the vanishing gap the mass is a linear function of quasimomentum $\hbar k$. This relation can be directly verified.

Equation (39) indicates that the effective mass at the band edge is proportional to the interaction gap $\varepsilon_0$ (or $\varepsilon_0$). Figure 5 shows the electron mass $m^*_0$ in Hg$_{1-x}$Cd$_x$Te at $T = 4.2$ K versus the interaction gap going through zero for chemical composition $x \approx 0.165$. On the other hand, Fig. 6 illustrates dependence of the mass on the wave vector $k$ for HgCdTe in the zero-gap situation, as given by Eq. (39). For the degenerate electron gas the electron density is $n = (1/3\pi^2)k^3$, so that $k = (3\pi^2n)^{1/3}$. It is seen that, indeed, in agreement with Eq. (39), the mass is linear in $n^{1/3}$, i.e. it is proportional to $k$.

As we mentioned before, in lead chalcogenides and their mixed crystals the bands are ellipsoidal and one deals with transverse and parallel effective masses, see Eq. (21). It follows from formula (21) that both masses depend on the energy the same way. It is important that also in this case one can define the effective masses relating electron velocity to its quasimomentum (Zawadzki, 1974; Zukoński and Kolodziejczak, 1963). In order to follow the energy dependence of the masses one defines the density-of-states effective mass $m^*_d$ masses in PbS and PbTe, as measured by various authors. The straight lines are calculated for the spheroidal two-band model. It is seen that the latter describes the data very well. Similar agreement is obtained for PbSe (Zawadzki, 1974). This demonstrates that the semirelativity generalized to the spheroidal bands works for the narrow-gap lead chalcogenides.
B. Dispersion in the Gap

One of important physical quantities in the relativistic quantum mechanics for electrons is the Compton wavelength $\lambda_c = \hbar/m_0c = 3.8 \times 10^{-3}$ Å, see e.g. Bjorken and Drell (1964). There exists a corresponding quantity $\lambda_z$ in the two-band $\mathbf{k} \cdot \mathbf{p}$ description of electrons in NGS which is defined with the use of relativistic analogy (Zawadzki, 1997, 2005b):

$$\lambda_z = \frac{\hbar}{m_0^* u} = \frac{2}{m_0^* e_g} \left( \frac{\hbar}{m_0^* u} \right)^{\frac{1}{2}}. \quad (40)$$

In NGS one can have $m_0^* \approx 5 \times 10^{-2} m_0$ and since $u \approx c/300$, one obtains $\lambda_z \approx 2 \times 10^4 \lambda_c \approx 50$ Å. This is a sizable length for semiconductor nanostructures.

The dispersion relation (15) can be rewritten in terms of $u$ and $\lambda_z$ in the form, see Zawadzki (2005b):

$$\varepsilon(k) = \pm \hbar u \left( \lambda_z^{-2} + k^2 \right)^{\frac{1}{2}}. \quad (41)$$

Let us consider the case $k_x = k_y = 0$. For $k_z^2 \geq 0$, Eq. (41) describes the conduction and light hole bands. For $k_z^2 < 0$, that is for imaginary values of $k_z = i\kappa_z$, this equation describes the dispersion in the forbidden energy gap. The length $\lambda_z$ can be determined experimentally. The gap region is classically forbidden, but
it can become accessible through one-dimensional quantum tunneling. Figure 8 shows the dispersion in the gap of InAs obtained from tunneling experiments with double Schottky barriers. The solid line in Fig. 8 indicates the fit obtained using Eq. (41). The value of $\lambda$ is determined directly by $k_{z0}$ for which the energy vanishes: $\lambda z^2 = k_{z0}^2$. This gives $\lambda = 41.5 \text{ Å}$ and $u = 1.33 \times 10^8 \text{ cm/s}$, in good agreement with the above estimations. Similar experiments were carried in GaAs and general picture of the dispersion in the gap is similar to that shown in Fig. 8, see Padovani and Stratton (1966), Conley and Mahan (1967), Pfeffer and Zawadzki (1990).

Coming back to the relativistic electrons in vacuum, one obtains from Eq. (41) the dispersion analogous to that shown in Fig. 8, see Padovani and Stratton (1966), Conley and Mahan (1967), Pfeffer and Zawadzki (1990). For energies in the gap, i.e. for $p_z^2 < 0$, it takes the one-dimensional form similar to that shown in Fig. 8 properly scaled. To our knowledge, there have been no attempts to investigate this relation for relativistic electrons in vacuum.

**IV. STATISTICAL PROPERTIES OF ELECTRON GAS**

Description of statistical and thermodynamic properties of carriers in the relativistic-like energy bands of narrow-gap and middle-gap semiconductors requires a specialized mathematical formalism, as reviewed by Zawadzki (1974). Here we present limited results which can be directly compared to those for the relativistic Juttner gas, see Juttner (1911), Syng (1957), Arzelies (1968). We begin with the simplest calculation of a three-dimensional electron concentration $n$ in an arbitrary spherical energy band $\epsilon(k)$. It is assumed that the electrons are governed by the Fermi-Dirac statistics $f_0 = [\exp(\zeta - \eta) + 1]^{-1}$, where $\zeta = \epsilon/k_{0T}$ and $\eta = \zeta/k_{0T}$ are the reduced energy and the reduced Fermi energy, respectively. We have

$$n = (1/3\pi^2)(1),$$

where in general

$$\langle A \rangle = \int_0^\infty \left(-\frac{\partial f_0}{\partial \epsilon}\right) A\epsilon^3(\epsilon) d\epsilon.$$  

(44)

In order to obtain Eq. (43) one writes $d^3k = k^2 dk \sin \theta d\theta d\varphi$, integrates over the angles $\theta$ and $\varphi$, and integrates over $dk$ by parts noticing that at $k = 0$ there is $\epsilon = 0$ and at $k = \infty$ there is $f_0 = 0$. It turns out that all statistical properties of the electron gas can be expressed by the integrals [43] with reasonably behaving $A(\epsilon)$ functions. Since $-\partial f_0/\partial \epsilon$ is nonzero only in a limited range of energies around the Fermi level, integrals [43] can be computed numerically without much difficulty. In particular, at $T = 0$ one deals with the complete degeneracy of the electron gas, so that $-\partial f_0/\partial \epsilon = \delta(\epsilon - \zeta)$, where $\delta$ is the Dirac delta function. The integral [43] is then reduced to one point at $\epsilon = \zeta$. This gives $k_0 = (3\pi^2)^{1/3}n^{1/3}$. The above relation was used in Fig. 8 to show that the effective mass in HgCdTe for vanishing energy gap is proportional to $k_0$.

However, we shall be interested here in the nondegenerate electron gas obeying the Maxwell- Boltzmann (MB) statistics. In this limit there is $f_0 = -\partial f_0/\partial \epsilon$. Let us calculate internal energy of the electron gas $U_{MB}$ for this situation (Zawadzki, 1974; Zawadzki and Kośodziejczak, 1964). Carrying integration by parts one obtains

$$U_{MB} = \frac{2}{(2\pi)^3} \int \epsilon_0 \epsilon d^3 k = n k_{0T} \left(\frac{d}{dz}\right),$$

(45)

where, in general, an average value is defined as $\bar{A} = \langle A \rangle / \langle 1 \rangle$ and the differentiation acts on the $k^3(\epsilon)$ function. For nonparabolic bands described by Eq. (15) the internal energy becomes

$$\frac{U_{MB}}{n} = \frac{3}{2} k_{0T} \Gamma \frac{D^{1/2}(\beta)}{D_0^{3/2}},$$

(46)

where $nD^{m}_0$ are the generalized Fermi integrals, see Zawadzki et al. (1965)

$$nD^{m}_0(\beta) = \int \exp(-z)z^n(z + \beta z^2)^m(1 + 2\beta z^2) dz.$$  

(47)

Here $\beta = k_{0T}/\epsilon_g$ characterizes the degree of nonparabolicity. For $\beta = 0$ one deals with a parabolic band and in this case D integrals can be expressed by the $\Gamma$ special function. It can then be easily verified that one obtains $U_{MB}/n = (3/2)k_{0T}$, which is a well known result for a nondegenerate electron gas. However, for a nondegenerate gas in which electrons have a nonparabolic $\epsilon(k)$
dispersion this is not the case. Figure 10 shows the calculated mean internal energy as a function of $\beta$. With increasing $\beta$, i.e. growing nonparabolicity, the mean internal energy increases from $(3/2)k_0T$ to $3k_0T$. The corresponding mean specific heat at a constant temperature is $C_v = \partial U/\partial T$ and it also increases from $(3/2)k_0$ to $3k_0$. It is known that the relativistic nondegenerate electron gas in vacuum has identical statistical properties to those presented above: its mean internal energy per electron at high temperatures is not $(3/2)k_0T$ but $3k_0T$ and its mean specific heat per electron at a constant temperature is not $(3/2)k_0$ but $3k_0$, see Synge (1957), Kubo (1965). The reason for this similarity is the correspondence of dispersion relations indicated above.

V. INTERBAND TUNELLING

The phenomenon of tunneling between valence and conduction bands can also be interpreted in terms of the relativistic analogy. We begin by reproducing the simplest semiclassical calculation for a constant electric field within the framework of the two-band model of a semiconductor. Figure 10 shows the space dependence of the potential energy $V(x) = eEx$ and the corresponding energy gap between $+(\varepsilon_g/2) + V(x)$ and $-(\varepsilon_g/2) + V(x)$. The electron-hole pair creation results from the electron tunneling from the filled valence band through the classically forbidden region. The probability of such a tunnel process is described semiclassically by

$$P \approx \exp \left( -\frac{2}{\hbar} \int_{x_-}^{x_+} q(x) \, dx \right),$$

where the imaginary momentum is, cf. Eq. (11)

$$q(x) = \frac{1}{u} \left( \left( \frac{\varepsilon_g}{2} \right)^2 - (\varepsilon - eEx)^2 \right)^{\frac{1}{2}},$$

in which $\varepsilon$ is the energy and $x_{\pm}$ denote the classical turning points for which $q(x_{\pm}) = 0$. The transverse momentum components $p_y$ and $p_z$ have been omitted. Changing the variables $s = (\varepsilon - eEx)/(\varepsilon_g/2)$ and using $\varepsilon_g/2 = m_0^*u^2$ one obtains

$$P \approx \exp \left( -\frac{2}{\hbar u} |e| E \left( \frac{\varepsilon_g}{2} \right)^2 \int_{-1}^{-1} \sqrt{1 - s^2} \, ds \right) = \frac{\pi m_0^* u^3}{|e| E \hbar}.$$

If we define the critical electric field $E_{cr}$ by the condition $P \approx 1$, we obtain $eE_{cr}\lambda_z \approx (\pi/2)\varepsilon_g$, where, as before, $\lambda_z = \hbar/m_s^*u$. The physical meaning of $E_{cr}$ is that it gives the potential drop equal to the gap over the distance $\lambda_z$. Taking $\varepsilon_g = 0.2$ eV and $\lambda_z = 20 \AA$ one obtains $E_{cr} \approx 10^6$ V/cm. This is close to operating fields for semiconductor tunnel diodes (Calawa et al. 1960).

The above reasoning can be transposed to the tunneling in the frame of the Dirac equation for electrons and positrons, see e.g. Akhiezer and Berestetskii (1961), Greiner and Reinhardt (1994). Figure 10 is still valid for this case. Using the relativistic analogy, i.e. replacing $\varepsilon_g/2$ by $m_0 c^2$, $m_0^*$ by $m_0$ and $u$ by $c$, the transition probability is

$$P \approx \left( \frac{\pi m_0^2 c^3}{|e| E \hbar} \right).$$

The condition for the critical field is now $eE_{cr}\lambda_z \approx (\pi/2)2m_0 c^2$, which means that $E_{cr}$ should cause the potential drop of $2m_0 c^2$ over the distance $\lambda_z$. This gives $E_{cr}(\text{relat}) \approx 10^{16}$ V/cm, which is not accessible in terrestrial conditions. This shows the power of relativistic analogy: the physics is similar for relativistic electrons in vacuum and two-band electrons in semiconductors but the parameters involved are much more “user friendly” in semiconductors.

VI. ELECTRONS IN MAGNETIC FIELD

We begin this section by considering properties of relativistic electrons in vacuum in the presence of a magnetic field and then proceed with the relativistic analogy describing magnetic behavior of electrons in semiconductors. In order to find eigenenergies of relativistic electrons in a uniform magnetic field $\mathbf{H} = H \mathbf{e}_z$ one has to solve the Dirac equation for the problem. This can be done analytically taking the vector potential $\mathbf{A} = [-H \mathbf{e}_y, 0, 0]$, see Rabi (1928), Johnson and Lippman (1949), Strange et al. (1998). The result is

$$\delta(n, p_z, \pm) =$$

$$= \pm \left[ (m_0 c^2)^2 + 2m_0 \sqrt{D(n, p_z) \pm \frac{1}{2} \hbar \omega_c} \right]^{\frac{1}{2}},$$

$$D(n, p_z) = \hbar \omega_c \left( n + \frac{1}{2} \right) + p_z^2/2m_0.$$
In addition, it follows from Eq. (52) and Fig. 11 that, in the relativistic range of energies, also the spin splitting decreases with energy. This can be regarded as a decrease of the $g$-factor or of the Bohr magneton. At this point one can ask a question: how does the spin magnetic moment of a relativistic electron behave when its energy increases? One can find an explicit energy dependence of $\mu_B$ by keeping $g = 2$, see Zawadzki (1971). We have

$$\mu_B(\mathcal{E}) = \lim_{H\to 0} \frac{\mathcal{E}(n+1,p_z,+) - \mathcal{E}(n,p_z,-)}{2H} = \frac{e\hbar}{2m(\mathcal{E})c}$$

where $m(\mathcal{E})$ is the above relativistic electron mass given in Eq. (56). Thus, the spin magnetic moment of a relativistic electron is given by the Bohr magneton in which the electron mass in the numerator is the relativistic mass. This means that the spin magnetic moment goes to zero as the electron energy increases. If one does not want to employ the energy-dependent mass, one can write $\mu_B(\mathcal{E}) = e\hbar c/2\mathcal{E}$. The relativistic decrease of spin splitting with the energy is manifested also in the expansion of the relativistic Hamiltonian to $v^2/c^2$ terms Zawadzki (2005a). It should be mentioned that the same result for the spin magnetic moment of the Dirac electron was recently obtained by consideration of Zitterbewegung (trembling motion), see Sasabé (2013).

In order to trace the relativistic analogy for magnetic properties of electrons in NGS, we need to outline a generalization of the $\mathbf{k} \cdot \mathbf{p}$ theory for the presence of an external magnetic field. We call it the $\mathbf{P} \cdot \mathbf{B}$ theory for reasons given below. To include properly the spin effects one needs to take into account the spin-orbit interaction related to the periodic potential. Thus, the initial Hamiltonian for the problem reads

$$\hat{\mathcal{H}} = \frac{1}{2m_0} \mathbf{p}^2 + V_0(\mathbf{r}) + \frac{\hbar}{4m_0^2 c^2} (\mathbf{\sigma} \cdot \nabla V_0) \cdot \mathbf{P} + \mu_B \mathbf{H} \cdot \mathbf{\sigma}$$

where $\mathbf{P} = \mathbf{p} + (e/c)\mathbf{A}$ is the kinetic momentum, $\mathbf{A}$ is the vector potential of magnetic field $\mathbf{H}$, $e$ is the absolute value of electron charge, $\mathbf{\sigma}$ are the Pauli spin operators and other quantities have been defined above. The vector potential is assumed to be slowly varying over the unit cell $\Omega$. The spin-orbit interaction and the Pauli term are written in the standard form. In the presence of $\mathbf{A}$, the Hamiltonian (58) is not periodic and one may not look for its eigenstates in the form of Bloch functions. In a somewhat simplified derivation one tries to find for the eigenenergy problem

$$\hat{\mathcal{H}} \Psi = \varepsilon \Psi,$$

a solution in the form

$$\Psi(\mathbf{r}) = \sum_l f_l(\mathbf{r}) u_{l0}(\mathbf{r}),$$

where the summation is over the energy bands (Zawadzki, 1980). Functions $u_{l0}$ are the Luttinger-Kohn periodic amplitudes introduced in Eq. (3). They satisfy the

FIG. 11 Quantized energy levels at $p_z = 0$ for a relativistic electron in a magnetic field according to the Dirac equation (schematically). Orbital quantization is indicated on the left, the spin-split levels on the right.
The eigenvalue problem of Eq. (61) and are orthonormal within the unit cell. On the other hand, the envelope functions \( f_i(r) \) are assumed to be slowly varying in the coordinate space, extending over many unit cells. Putting the form (60) into the problem (59) one obtains

\[
\sum_l \left[ \frac{1}{2m_0} (p^2 u_{l0}) + \frac{1}{m_0} (pu_{l0}) \cdot p + \frac{1}{2m_0} u_{l0} p^2 + \frac{e}{2m_0 c} (pu_{l0}) \cdot A + \frac{e}{2m_0 c} u_{l0} (p \cdot A) + \frac{e}{2m_0 c} A \cdot (pu_{l0}) + \frac{\hbar}{2m_0 c^2} (\sigma \times \nabla V_0) \cdot (pu_{l0}) + \frac{\hbar}{4m_0 c^2} (\sigma \times \nabla V_0) u_{l0} \cdot p + \frac{\hbar}{4m_0 c^2} (\sigma \times \nabla V_0) u_{l0} \cdot (\frac{e}{c} A) + \mu_B H \cdot \sigma u_{l0} \right] f_i(r) = \varepsilon \sum_l f_i(r) u_{l0} \quad (61)
\]

Next, both sides of the above equation are multiplied on the left by \((1/\Omega) u_{l0}^*\) and integrated over the unit cell. Since it has been assumed that both \( f_i(r) \) and \( A(r) \) are slowly varying, they can be considered constant within the unit cell and taken out of the integral sign. Making use of Eq. (4) and of the orthonormality of \( u_{l0} \), the eigenenergy problem (61) is obtained in the form

\[
\sum_l \left\{ \left( \frac{1}{2m_0} p^2 + \varepsilon_{l0} - \varepsilon \right) \delta_{l'l} + \kappa_{l'l} \cdot \mathbf{p} + \frac{\hbar}{4m_0 c^2} (\mathbf{\sigma} \times \nabla V_0) \cdot \mathbf{p} \right\} f_i(r) = 0 \quad \text{for} \quad l = 0 \quad (62)
\]

\[
\kappa_{l'l} = \frac{1}{m_0} (u_{l0}^* \mathbf{p} + \frac{\hbar}{4m_0 c^2} (\mathbf{\sigma} \times \nabla V_0) u_{l0}). \quad (63)
\]

Similarly to the \( k \cdot p \) theory discussed above, in case of narrow-gap or medium-gap materials one can include a finite number of interacting bands and try to find analytical solutions. For carriers in the presence of a magnetic field the minimum number of levels at \( k = 0 \) is three, because the spin-orbit interaction of valence levels determines the spin properties of conduction electrons. Following Bowers and Yafet (1953) one solves the three-level model (eight states including spin). There are two s-like \( \Gamma_0 \) conduction levels, four p-like \( \Gamma_8 \) levels separated by the energy gap \( \varepsilon_g \), and two p-like \( \Gamma_7 \) levels split-off by the spin-orbit energy \( \Delta \). Neglecting the free electron terms in Eq. (62) and taking the vector potential in the form \( A = -\mathbf{Hy}, 0, 0 \) one can solve the resulting \( 8 \times 8 \) set of equations by a single column of harmonic oscillator functions \( \phi_n(y - y_0)/L \), where \( y_0 = k_L^2 \) and \( L = (\hbar c/eH)^{1/2} \) (Bowers and Yafet 1955, Zawadzki 1980, 1991). Taking, as before, the zero of energy in the middle of the gap, the resulting energies are

\[
\begin{align*}
(\varepsilon - \frac{\varepsilon_g}{2}) (\varepsilon + \frac{\varepsilon_g}{2}) (\varepsilon + \frac{\varepsilon_g}{2} + \frac{3}{2} \Delta) + & \nonumber \\
-\kappa^2 \hbar^2 \left[ s(2n + 1) + k^2 \right] (\varepsilon + \frac{\varepsilon_g}{2} + \frac{3}{2} \Delta) \pm \frac{1}{3} \kappa^2 \hbar^2 \Delta s = 0
\end{align*}
\]

where \( n \) is the Landau quantum number, \( s = cH/\hbar c \) and \( \kappa = (-i/m_0) \langle S|p_z|z \rangle \). Signs \( \pm \) correspond to two effective spin states. Three roots of this equation give the energy levels in the conduction, light-hole and split-off energy bands. For \( \varepsilon \ll \varepsilon_g + 2\Delta/3 \) the resulting quadratic equation gives for the conduction band

\[
\varepsilon(n, k_z, \pm) = \left[ (\frac{\varepsilon_g}{2})^2 + \varepsilon_g D(n, k_z, \pm) \right]^{1/2}, \quad (65)
\]

\[
D(n, k_z, \pm) = \hbar \omega_c \left[ n + \frac{1}{2} \right] + \frac{\hbar^2 k_z^2}{2m_0} \pm \frac{1}{2} \mu_B g_0^* H, \quad (66)
\]

where \( \omega_c = cH/m_0^*c \) is the effective cyclotron frequency and \( g_0^* \) is the effective spin-\( g \)-value at the band edge. For the InSb-type of materials one obtains

\[
\begin{align*}
\frac{1}{m_0^*} &= \frac{4\kappa^2}{3\varepsilon_g} \left( \Delta + (3/2)\varepsilon_g \right) \quad (67) \\
g_0^* &= \frac{m_0}{m_0^*} \left( \frac{\Delta}{\Delta + (3/2)\varepsilon_g} \right) \quad (68)
\end{align*}
\]

For HgTe-type of materials the conduction band energies in the region \( \varepsilon \ll (2/3)\Delta \) are also given by Eq. (65) with \( \varepsilon_g \) replaced by \( \varepsilon_0 \) (the interaction energy). In this case there is: \( 1/m_0^* = 4\kappa^2/3\varepsilon_0 \) and \( g_0^* = -m_0/m_0^* \).

We can now trace the relativistic analogy for electrons in quantizing magnetic fields. It can be seen that Eqs. (55) and (60) for the electron energies in NGS have the same form as Eqs. (52) and (53) for relativistic electrons in vacuum. The main difference is that, in the relativistic case, the spin splitting is equal to the orbital
splitting and corresponds to the value of \( g = +2 \), whereas in semiconductors the spin splitting is usually (not always) smaller than the orbital splitting and corresponds to negative values of \( g \). This is a consequence of the spin-orbit interaction expressed by the spin-orbit energy \( \Delta \). However, qualitatively, electrons in both systems behave quite similarly. In particular, it follows from Eqs. (65) and (66) that both orbital and spin energy differences decrease with energy. The decrease of orbital splittings can again be related to the increase of effective mass with energy, described above. As to the spin splitting, it is seen from Eq. (68) that the \( g \)-factor is inversely proportional to the mass, so one can expect that, with the increase of the mass, the \( g \)-factor decreases. Calculations based on Eq. (64) were carried in the limit of small magnetic fields numerically by Bowers and Yafet (1959) and analytically by Zawadzki (1963). The analytical result for InSb-type materials is

\[
g^*(\varepsilon) = 2 \left[ 1 - \left( \frac{m_0}{m^*(\varepsilon)} - 1 \right) \frac{\Delta}{3(\varepsilon + \varepsilon_g/2) + 2\Delta} \right]
\]

where \( m^*(\varepsilon) \) is the energy-dependent effective mass. The units in square brackets are due to the free electron terms. It is seen that, if the latter are neglected and one takes the limit of \( \Delta \gg \varepsilon_g \), one obtains \( g^*(\varepsilon) = m_0/m^*(\varepsilon) \), which is strictly analogous to the relativistic result. The only difference is that, for the reasons of tradition, in the relativistic formulation we have kept \( g = 2 \) and put the energy dependence into the Bohr magneton, whereas for semiconductors we have put in Eq. (65) the energy dependence into the \( g \)-factor.

The energy dependence of the spin \( g \)-value in InSb was first measured by Bemski (1960). Figure 12 shows more complete experimental results for \( g^* \) measured by the spin resonance for electrons in InSb as a function of the free electron density \( n \). The dashed line is theoretical, following Eq. (69). As we already explained above when discussing the effective mass, an increase of the electron density raises the Fermi energy at which the \( g \)-value is measured. Thus Fig. 12 illustrates the decrease of \( g^*(\varepsilon) \) with the increasing electron energy in the band. One should note that the electron \( g \)-value in InSb is negative as a result of the large spin-orbit energy, see Eq. (68).

The energy in the band can be raised not only by going to higher electron densities but also by increasing an external magnetic field. Figure 13 shows an experimental decrease of electron \( g \)-value in HgSe having the “inverted” band structure (Kacman and Zawadzki, 1971).}

![FIG. 12 Electron spin g-factor at the Fermi level versus electron concentration in InSb. The dashed line is calculated according to formula (69). After Isaacson (1968).](image1)

![FIG. 13 Spin g-factor of the first Landau level in Hg\(_{0.797}\)Cd\(_{0.203}\)Te versus magnetic field. The dashed line is calculated according to Eq. (69). After McCombe et al. (1970).](image2)
infinity for the same value of \( x \), as seen in Fig. 14. The highest measured value of \( g^* \) is about \(-400\). Similar data were reported by Weiler et al. (1978), who observed the spin \( g \)-value of about \(-500\). A comparable behavior of the effective electron mass and \( g \)-value as functions of the interaction gap was demonstrated for Pb\(_{1-x}\)Sn\(_x\)Te solid solutions by Gureev et al. (1978).

As we indicated above, the two-band model works well for \( \varepsilon_\| = 0 \). The same may be said about the two-level model in the presence of a magnetic field. Cancelling in Eqs. (69) and (60) \( \varepsilon_\| \) with \( m_0^* \) in the orbital and spin terms one obtains an analytical expression for the energy. It is easy to see that, for \( k_z = 0 \), there is \( \varepsilon \sim H^{1/2} \). This behavior is characteristic of massless fermions, see below. The \( H^{1/2} \) behavior of the conduction Landau levels was observed in interband magneto-optical transitions on Hg\(_{1-x}\)Cd\(_x\)Te in zero-gap situation by Kim and Narita (1976).

We emphasize again that the behavior described above corresponds to the relativistic analogy since, according to Eqs. (17) and (69), both spin magnetic moments of relativistic and NGS electrons are inversely proportional to the corresponding energy-dependent masses. According to our knowledge, the energy dependence of spin magnetic moment has not been measured experimentally for free relativistic electrons in vacuum.

VII. ELECTRONS IN CROSSED ELECTRIC AND MAGNETIC FIELDS

We now consider semiconductor electrons in crossed electric and magnetic fields which provide a spectacular example of the relativistic analogy. We begin by using the one-band effective mass approximation. In other words, we treat electrons in the conduction band of a semiconductor as free nonrelativistic electrons with the free electron mass \( m_0 \) replaced by the effective mass \( m_0^* \), see Aronov (1963), Zak and Zawadzki (1966), and Gureev et al. (1980). The eigenenergy equation for the envelope function is

\[
[\frac{1}{2m_0^*}(\hat{p} + \frac{e}{c} A)^2 + eE \cdot r] f(r) = \varepsilon f(r) , \tag{70}
\]

We choose the electric field along the \( y \) direction \( \mathbf{E} = [0, E, 0] \). It is then convenient to take for \( \mathbf{H} \parallel z \) the vector potential \( \mathbf{A} = [-Hy, 0, 0] \). With the above choice of \( \mathbf{A} \) one looks for the envelope function in the form \( f(r) = C(ik_x x + ik_z z)\phi(y) \). Solutions of Eq. (70) without the electric field term are given by the harmonic oscillation functions. The electric field, introducing the term linear in \( y \), does not change the character of solutions. It simply shifts the potential well which results in the shift of the oscillator center. Eigenenergies of Eq. (70) are

\[
\varepsilon = \hbar \omega_c^* \left( n + \frac{1}{2} \right) + \frac{\hbar^2 k_z^2}{2m_0^*} - eE k_x L^2 - \frac{m_0^* e^2 E^2}{2H^2} \tag{71}
\]

where \( n = 1, 2, 3, \ldots \) enumerate the Landau levels and \( L = (\hbar c/eH)^{1/2} \) is the magnetic radius. For \( E = 0 \), Eq. (71) is reduced to the eigenenergies for the electron in a magnetic field alone.

One can interpret the above result by considering the classical motion of a free electron in crossed fields. The

FIG. 14 Spin \( g \) factor at the band edge of Hg\(_{1-x}\)Cd\(_x\)Te versus interaction gap. As the effective mass vanishes the \( g \)-value becomes very high. After Guldner et al. (1977), see also Rigaux (1980).

FIG. 15 Classical motion of an electron in crossed electric and magnetic fields according to the relativistic equation of motion. a) For \( E/H \ll 1 \) the motion is a superposition of the cyclotron motion and motion with the velocity \( v_c = cE/H \) transverse to both fields. b) For \( E/H > 1 \) the motion is predominantly along the direction of electric field slightly deflected by magnetic field.
nonrelativistic equation of motion

\[ m^*_e \dddot{\mathbf{r}} = -e \mathbf{E} - \left( \frac{e}{c} \right) (\mathbf{v} \times \mathbf{H}) \]  \hfill (72)

can be easily solved, see e.g. Landau and Lifshitz (1959). The resulting motion for the initial conditions \( \mathbf{r} = \mathbf{v} = 0 \) is a cycloid, i.e. a superposition of the circular cyclotron motion in the \( x-y \) plane with the frequency \( \omega_c = eH/m^*_e c \) and the transverse motion along the \( x \) direction with the velocity \( v_{tr} = E/H \) transverse to both fields. This is illustrated with trace \( a \) in Fig. 15. As follows from the energies (71) and the classical motion, the described electron behavior is essentially of the magnetic type: the cyclotron motion is still the dominant feature and there is no net acceleration along the electric field.

Experiments on interband optical absorption and dispersion on germanium in crossed electric and magnetic fields confirm these conclusions. As follows from Eq. (71), the main effect of electric field is to shift all conduction Landau levels downwards by the amount \( m^*_e c^2 E^2/2H^2 \). The valence Landau levels shift upwards since their mass \( m^*_v \) has the negative sign. As a consequence, the effect should be observable in interband optical transitions whose energies decrease at the rate \( (m^*_c + m^*_v)c^2 E^2/2H^2 \), as first remarked by Aronov (1963). The experimental results are shown in Fig. 16 and the decrease of interband energies is illustrated in Fig. 17. Thus the one-band effective mass approximation describes the data very well. However, this cannot be the full story since it is not clear what to do with the term \( (E/H)^2 \) when \( H \) goes to zero. On the other hand, once one accepts the initial Eq. (70) the energies (71) follow as an exact result. In other words, according to Eq. (70) and Fig. 15 as soon as \( H \neq 0 \) the solutions are of the magnetic type. In still other words, even a very small magnetic field seems to have a dramatic effect on the character of the motion. This does not make much physical sense because for large electric and small magnetic fields an electric type of motion should prevail.

In fact, experiments performed for high electric and low magnetic field intensities clearly indicate that one deals with electric-type solutions. Figure 18 illustrates results for the optical absorption of germanium (direct...
transitions across the gap of about 0.804 eV) in the presence of a constant high electric field and different values of transverse magnetic field. It is seen that for \( H = 0 \) one observes the usual Franz-Keldysh effect, i.e. the photon-assisted tunneling, see [Franz, 1958], [Keldysh, 1958]. The absorption has an exponential nonresonant behavior, which is characteristic of the electric-type of motion. Low magnetic fields do not affect dramatically the electric behavior, diminishing slightly the absorption below the gap, see [Zawadzki, 1969]. These results indicate that the theory should treat electric and magnetic fields symmetrically, whereas the above treatment, as presented in Eqs. (70) and (72), does not possess this property.

The relativistic analogy allows one to find the key to the problem. According to the nonrelativistic motion in crossed fields, the troublesome high values of \( E/H \) ratio correspond to high transverse velocities \( v_\perp = eE/H \). It is clear that for sufficiently large values of \( E/H \) this description should not be valid, as it would lead to a possibility of producing \( v_\perp > c \), which cannot be. Thus, one may not use the nonrelativistic equation of motion and the corresponding quantum treatment of Eq. (70) for large values of \( E/H \). For electrons in vacuum it is then necessary to use the relativistic equation of motion

\[
\frac{d}{dt} \left[ m_0 \left( 1 - \frac{v^2}{c^2} \right)^{-\frac{1}{2}} v \right] = -eE - \frac{\epsilon}{c}(v \times H) . \tag{73}
\]

This problem is treated in textbooks on electrodynamics, see e.g. [Landau and Lifshits, 1959], [Jackson, 1962]. For small values of \( E/H \) the treatment reduces to the nonrelativistic limit and the motion is described, as before, by the cycloid of Fig. 15 trace \( \alpha \). However, for \( E/H > 1 \) the motion becomes of the electric type: there are no oscillations and there is a net acceleration in the direction \( y \) of electric field. In other words, for \( E/H < 1 \) one can perform the Lorentz transformation eliminating \( E \), while for \( E/H > 1 \) one can perform the transformation eliminating \( H \). In Fig. 15 the electric regime corresponds to the trace \( \beta \): there are no oscillations, the electron does not come back to the line \( y = 0 \) but accelerates along the \( y \) direction with some deflection caused by the magnetic field.

To obtain the corresponding results in quantum theory it is necessary to solve the Dirac equation for a free electron in crossed fields. However, since we are interested in general features of the motion and not in details of spin effects, it is enough to consider the simpler Klein-Gordon equation for a spinless particle. Then the problem reads

\[
\left[ \left( \hat{p} + \frac{e}{c} \hat{A} \right)^2 - \left( \frac{\epsilon}{c} + \frac{eV}{c} \right)^2 + m_0^2 c^2 \right] \Psi = 0 . \tag{74}
\]

Taking as before \( V = eEy \) and \( A = -H_y, 0, 0, \) and separating \( x \) and \( z \) variables one obtains

\[
-\frac{\hbar^2}{2m_0} \frac{\partial^2}{\partial y^2} + \alpha y + \frac{e^2}{2m_0 c^2} (H^2 - E^2) y^2 \right] \varphi(y) = \lambda \varphi(y) . \tag{75}
\]

where \( \alpha \) and \( \lambda \) are \( c \)-numbers. Examination of Eq. (75) is instructive. For \( E = 0 \) one has an eigenvalue problem for the harmonic oscillator with the resulting Landau levels quantized in terms of \( \hbar \omega_c \). In other words, one deals with the magnetic-type of motion. As long as \( E < H \), i.e. as long as the magnetic term in the parentheses is larger than the electric one, one still has a parabolic well, so that the eigenenergies are quantized and the motion remains of the magnetic type. However, for \( E > H \) the coefficient in front of \( y^2 \) term becomes negative, there is no potential well anymore, i.e. no quantization, and one deals with electric-type solutions (the Weber functions). For free electrons the transition between the two cases occurs for \( E/H = 1 \), in agreement with the classical relativistic result. Thus relativity gives a symmetric description of the crossed-field situation with respect to magnetic and electric fields.

Going back to the relativistic analogy one should expect a similar description from the two-level model of the \( \mathbf{P} \cdot \mathbf{r} \) theory supplemented by the presence of electric field. Thus, one should include in Eq. (62) the electric potential \( e \mathbf{E} \cdot \mathbf{r} \). The complete formulation is

\[
\sum_l \left[ \left( \frac{1}{2m_0} P^2 + eE \cdot r + \varepsilon_{l0} - \varepsilon \right) \delta_{l'1} + \frac{1}{m_0} \mathbf{p}_{l'1} \cdot \mathbf{P} \right] f_l(\mathbf{r}) = 0 \tag{76}
\]

where, as before, \( \mathbf{P} = \mathbf{p} + (e/c) \mathbf{A} \), and \( l' = 1, 2, 3, \ldots \) runs over all bands. In Eq. (76) we have neglected the spin-orbit interaction. We now consider the two-band model neglecting free electron terms and obtain set of two equations

\[
\begin{bmatrix}
-\varepsilon + \frac{\varepsilon_g}{2} + eE \cdot r & \frac{1}{m_0} \mathbf{p}_{c1} \cdot \mathbf{P} \\
\frac{1}{m_0} \mathbf{p}_{c1} \cdot \mathbf{P} & -\varepsilon - \frac{\varepsilon_g}{2} + eE \cdot r
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2
\end{bmatrix}
= 0 \tag{77}
\]

Set (77) has manifestly the structure of the Dirac equation with the band-edge energies and potential on the diagonal and kinetic momenta off the diagonal. With the previous choice of \( E \) and \( A \) one can separate \( x \) and \( z \) variables and solve the set by substitution. The final equation is, see [Zawadzki and Lax, 1966]

\[
\begin{aligned}
&\left[ -\frac{\hbar^2}{2m_0} \frac{\partial^2}{\partial y^2} - \alpha y + \frac{e^2}{2m_0 c^2} (\frac{e^2 H^2}{m_0^2 c^2} - \frac{2e^2 E^2}{m_0^2 c^2} y^2) \\
&+ \frac{3}{8} \frac{\hbar^2}{m_0^2 c^2} \frac{eE}{eEy - \varepsilon - \frac{\varepsilon_g}{2}} \right] \varphi(y) = \lambda \varphi(y) \tag{78}
\end{aligned}
\]

where \( \alpha \) and \( \lambda \) are \( c \)-numbers. The last term in the square bracket is small and can be neglected, see [Weiler et al, 1967]. Comparing Eq. (78) with the one-band equation (70) one can see the basic difference between the
two descriptions. The one-band description is linear in 
the electric potential, whereas in the two-band description the electric potential appears also squared. It is the 
negative quadratic term that makes the difference. The 
relative importance of magnetic and electric quadratic 
terms gives the possibility of having two types of motion, 
as observed experimentally. It follows from Eq. (78) that 
the transition between the magnetic and electric type of 
motion occurs for $e^2H^2/m_0^*e^2 = 2e^2E^2/m^*\varepsilon_g$, i.e. for

$$cE/H = u$$

in analogy to the relativistic case (79), with $c$ replaced 
by $u$.

One can summarize the above analysis by saying that 
the nonrelativistic theory does not give a physically 
sound description of electrons in crossed magnetic and 
electric fields because it always predicts the magnetic 
type of motion, even for weak magnetic and strong electric 
fields. It is the relativistic theory that gives the phys-
ically sound result predicting the magnetic motion for 
strong magnetic and weak electric fields and the electric 
motion in the opposite case. This is in fact observed ex-
perimentally in semiconductors and correctly described 
with the use of the two-band model equivalent to semi-rela-
тивivity. In other words, the two-band description for elec-
trons in crossed electric and magnetic fields leads not only 
to quantitative differences, as compared to the one-band 
description, but to the qualitatively different picture.

Another spectacular demonstration of the semirela-
tivistic behavior of NGS electrons in crossed fields is pro-
vided by experiments on the cyclotron resonance (CR). 
With the advancement of metal-oxide-semiconductor 
structures it became much easier to apply strong electric 
fields without the danger of burning semiconductor ma-
terial. Figure 19 shows experimental cyclotron mass of 
conduction electrons in InSb measured in crossed fields 
as a function of $H$ for $E = 0$ and two nonvanishing electric 
fields. For $E = 0$ the CR mass increases with $H$ because 
of band’s nonparabolicity, but begins at the band-edge 
value at $H = 0$. On the other hand, for $E \neq 0$ the CR 
mass is strongly enhanced as $H \to 0$, which can be inter-
preted as the semirelativistic growth when $v_{tr} = cE/H$ 
increases and approaches $u$.

To treat the problem theoretically one uses again the 
P·p theory supplemented by the electric potential $eE\cdot r$, 
see Zawadzki et al. (1985, 1986). One needs here the 
three-level model since the electron spin $g$-factor is not 
negligible in InSb. One also assumes $\Delta \gg \varepsilon_g$ which is 
well satisfied for this material. Assuming the usual con-
figuration, taking the same electric and magnetic poten-
tials and separating the variables $x$ and $z$, one reduces the 
$2 \times 2$ set of equations into the following effective equation 
for the conduction band

$$\left[ -\frac{\hbar^2}{2m_0^*} \frac{\partial^2}{\partial y^2} - \alpha y + \frac{m_0^*}{2} \omega_{eff}^2 y^2 \right] \phi_{\pm} = \lambda_{\pm} \phi_{\pm}$$

(80)

where $\omega_{eff}^2 = \omega_0^2 - 2e^2E^2/m_0^*e_g$, $\alpha = \hbar \omega_c - 2eE\varepsilon/\varepsilon_g$ and

$$\lambda_{\pm} = \frac{\varepsilon^2}{\varepsilon_g} - \frac{1}{4} \varepsilon_g \mp \frac{1}{2} \delta^2 \mu B \hbar - \frac{\hbar^2 k_z^2}{2m_0^*} - \frac{\hbar^2 k_x^2}{2m_0^*}$$

(81)

in the standard notation. To arrive at the above equation 
one neglects the small term resulting from the noncom-
mutation of $p_y$ and $eEy$ operators, see Eq. (78). The CR 
experiments are done in the magnetic regime of crossed 
fields, i.e. for $\omega_{eff} > 0$ which determines quantized en-
ergies. After completing the square and carrying the 
harmonic-oscillator-type quantization in Eq. (80), one 
solves the resulting quadratic equation for the energy and 
obtains for $k_z = 0$

$$\varepsilon(l, k_x, \pm) = \frac{eE}{H} \hbar k_x + (1 - \delta^2)^{\frac{1}{2}} \left[ \left( \frac{\varepsilon_x}{2} \right)^2 + \varepsilon_y D_{l_{\pm}}^2 \right]^{\frac{1}{2}}$$

(82)

where

$$D_{l_{\pm}} = \hbar \omega_c (1 - \delta^2)^{\frac{1}{2}} (l + \frac{1}{2}) \pm \frac{1}{2} \delta^2 \mu B H$$

(83)

and $\delta^2 = v_{tr}^2/u^2$. Figure 19 shows the theoretical results
for the cyclotron mass defined as \( m^* = e\hbar H/(\varepsilon_{l+1}^+ - \varepsilon_l^+)c \) and calculated for \( l = 1 \).

It is remarkable that the difference \( \varepsilon(l+1) - \varepsilon(l) \) can be interpreted as the transverse Doppler shift (TDS) of the radiation frequency emitted by a moving source. This is related to the Voigt geometry of the experiment. In the special theory of relativity TDS is described by \( \omega = \omega_0(1 - \nu^2/c^2)^{1/2} \), which corresponds to the \((1 - \delta^2)^{1/2}\) in front of the square root in Eq. (52). Physically it means that the electron oscillates with the effective cyclotron frequency \( \omega_{\text{eff}} \) and simultaneously moves with the drift velocity \( v = cE/H \). Because of the drift, the immobile observer sees the frequency reduced by the factor \((1 - \delta^2)^{1/2}\). In the theory of relativistic TDS is considered to be a direct manifestation of the time dilatation.

It should be mentioned that [Aronov and Pikus (1991)], in their review of optical effects in semiconductors in the presence of crossed electric and magnetic fields also referred to the relativistic analogy.

VIII. ZITTERBEWEGUNG (TREMBLING MOTION)

Now we consider a somewhat mysterious phenomenon for electrons in vacuum and in semiconductors called the Zitterbewegung (ZB, trembling motion). In addition to the relativistic analogy, this phenomenon gives us an opportunity to analyze an important difference between electron’s momentum and its quasimomentum in semiconductors.

The phenomenon of Zitterbewegung and its name were conceived by Schrödinger (1930) who observed that, in the Dirac equation, the 4 velocity matrices do not commute with the free-electron Hamiltonian. As a consequence, the electron velocity is not a constant of the motion also in absence of external fields. Such an effect must be of a quantum nature as it does not obey Newton’s first law of the classical motion. Schrödinger’s idea stimulated numerous theoretical investigations but no experiments since the predicted ZB frequency is \( h\omega \approx 2m_0c^2 \approx 1 \text{ MeV} \) and its amplitude is about \( \lambda_{\text{ZB}} = h/m_0c \approx 3.86 \times 10^{-3} \text{ Å} \). These values are not accessible to current detection techniques. It was recognized that ZB is due to an interference of states corresponding to positive and negative electron energies resulting from the Dirac equation, see [Bjorken and Drell (1964), Sakurai (1967), Greiner (1990)]. Lock (1979) showed that, if the electron is represented by a wave packet, its ZB has a transient character, i.e. it decays with time.

In Fig. 20 we show the ZB phenomenon resulting from the one-dimensional Dirac equation, as simulated by Gerritsma et al. (2010) with the use of laser beams interacting with cold atomic ions. An important property of this simulation is that one can modify the parameters of DE, so that both the frequency and amplitude of ZB acquire measurable values. It is seen that, since the electron is represented by a Gaussian wave packet, the Zitterbewegung has indeed a decaying character.

It was conceived years after the pioneering proposition of Schrödinger’s that the trembling electron motion should occur also in crystalline solids if their band structure is represented by the two-band model reminiscent of the Dirac equation, see [Lurie and Cremer (1970), Ferrari and Russo (1990), Vonsovskii et al. (1990), Zawadzki (1997)]. Thus we are back to the relativistic analogy. The simple reason for this result is that, for the two-band description, the velocity operator does not commute with the Hamiltonian. Let us consider the band Hamiltonian for an InSb-type narrow-gap material within the model including \( \Gamma_6 \) (conduction), \( \Gamma_8 \) (light and heavy hole), and \( \Gamma_7 \) (split-off) bands. It represents an \( 8 \times 8 \) operator matrix [Bowers and Yafet (1958), Zawadzki (1984)]. Assuming \( \Delta \gg \varepsilon_g \) and neglecting the free-electron terms since they are negligible for NGS, one obtains a \( 6 \times 6 \) Hamiltonian having \( \pm \varepsilon_g/2 \) terms on the diagonal and linear momenta \( \hat{p} \) off the diagonal, similarly to DE for free electrons. However, the three \( 6 \times 6 \) matrices multiplying the momentum components do not have the properties of \( 4 \times 4 \) Dirac matrices, which considerably complicates subsequent calculations. For this reason, with only a slight loss of generality, one takes \( p_x \neq 0 \) and \( p_y = p_z = 0 \). In the remaining matrix two rows and columns corresponding to the heavy holes contain only zeros and they can be omitted. The remaining Hamiltonian for the conduction and light hole bands reads

\[
\hat{H} = u\hat{\alpha}_z\hat{p}_z + \frac{1}{2}\varepsilon_g\hat{\beta}
\]

where \( \hat{\alpha}_z \) and \( \hat{\beta} \) are the well known \( 4 \times 4 \) Dirac matrices. The Hamiltonian \[53\] has the form appearing in DE, with \( c \) replaced by \( u \) and \( m_0c^2 \) by \( \varepsilon_g/2 \), so that it is possible to calculate the Zitterbewegung following the procedure used by Schrödinger (Zawadzki, 2005b, Zawadzki and Rusin, 2011).
The electron velocity is \( \dot{z} = (1/i\hbar)[z, \hat{H}] = u\dot{\alpha}_3 \). In order to determine \( \dot{\alpha}_3(t) \) one calculates \( \dot{\alpha}_3(t) \) by commuting \( \dot{\alpha}_3 \) with \( \hat{H} \). A resulting simple linear differential equation for \( \dot{\alpha}_3(t) \) is solved, which gives \( z(t) \), and one calculates \( z(t) \) integrating with respect to time. The final result is

\[
\begin{align*}
\dot{z}(t) &= z(0) + \frac{u^2 p_z}{H} + \frac{i u}{2H} \dot{\alpha}_0 \exp \left( \frac{-2i\dot{H} t}{\hbar} \right) - 1, \\
\text{(85)}
\end{align*}
\]

where \( \dot{\alpha}_0 = \dot{\alpha}_3(0) - up_z/\dot{H} \). There is \( 1/\dot{H} = \dot{H}/\varepsilon^2 \), in which \( \varepsilon \) is the electron energy. The first two terms of Eq. (85) represent the classical electron motion. The third term describes time dependent oscillations with a frequency of \( \omega_z = \varepsilon_g/\hbar \). Since \( \dot{\alpha}_0 \simeq 1 \), the amplitude of oscillations is \( hu/2m^*_0u^2 = \lambda_z/2 \). In Fig. 21 we show calculated velocity oscillations for an electron moving in a one-dimensional Kronig-Penney periodic potential. Inset illustrates the two-band model resulting from the potential. The decreasing amplitude of oscillations is due to the fact that the electron is represented by a Gaussian wave packet, similarly to the situation showed in Fig. 20.

As mentioned above, in relativistic quantum mechanics the analogous oscillations are called Zitterbewegung. We remark that the result (85) is given in terms of operators. This means that, in order to get physically observable quantities, one must average this result over a state. The same remark applies to the original treatment of Schrödinger’s. It should be noted that, while one obtains similar description of ZB for free relativistic electrons in vacuum and those in NGS due to the formal analogy between the Dirac equation and the two-band equation, physical reasons for the ZB phenomena in both cases are different. In solids, the electron has an oscillating component of the velocity due to the motion in a periodic potential (see below), while free relativistic electrons do not move in a periodic potential and their “two-band” description results from the nature of Dirac formalism.

Finally, we emphasize that the phenomenon of ZB in solids contradicts the common conviction that electrons in a periodic potential behave like free particles with the electron mass replaced by an effective mass. In order to keep the total energy constant when moving in a periodic potential, an electron accelerates and slows down, see Smith (1961), Zawadzki and Rusin (2010), Zawadzki (2013). It is this energy conservation that is responsible for the Zitterbewegung in crystalline solids. The instantaneous velocity is related to electron’s momentum: \( v = p/m_0 \), which is not a constant of the motion in the presence of a periodic potential. It is the quasimomentum \( \hbar k \) which is a constant of the motion and the corresponding constant velocity \( v = \hbar k/m^*_0 \) is an average velocity of the electron in a crystal, see Kireev (1978), Zawadzki (2013).

Wilamowski et al. (2010) investigated experimentally and theoretically the spin resonance in asymmetric silicon structures in a magnetic field. The findings were analyzed in terms of the Rashba spin splitting that causes non-commutativity of the velocity and Hamiltonian operators. The precession of electron spin with the Larmor frequency results via the spin-orbit interaction in an ac current. The latter is a source of the Joule heat which is manifested in additional effects in the spin resonance.

Very recently, a coherent Zitterbewegung of electrons was observed experimentally in n-type InGaAs in the presence of a magnetic field by Stepanov et al. (2016). The Zitterbewegung of electron velocity originates in the interference between two spin states split by the magnetic field, while non-commutativity of the Hamiltonian and velocity operators is related to the spin-orbit interaction manifested in the Bychkov-Rashba and Dresselhaus interactions. Many electrons tremble with the same phase being all excited across the InGaAs gap with laser pulses to the same spin state. The ZB motion is measured as an AC current. The amplitude of ZB oscillations is estimated to be about 20 nm and their frequency at the field \( B = 3 \text{T} \) is 26 GHz.

### IX. GRAPHENE

Now we describe monolayer graphene discovered by Novoselov et al. (2004). As mentioned in the Introduction, graphene, together with carbon nanotubes and topological insulators, are considered separately from the 3D materials because they are characterized by reduced
FIG. 22 Linear energy dispersion $\varepsilon(k)$ and the Landau levels for monolayer graphene in a magnetic field (schematically). The basic energy is $\hbar \Omega = \sqrt{2} \hbar u / L$.

Dimensionalities, have different crystal symmetries from other NGS and possess rather special properties.

Graphene is a two-dimensional (2D) monolayer of carbon atoms with the honeycomb atomic array. Graphene’s band structure, at each of the two K points of the Brillouin zone, is described by the 2D $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian (omitting spin). It can be considered as a special case of the two-band model with a vanishing energy gap, see Wallace (1947), Slonczewski and Weiss (1958), Semenoff (1984),

$$\hat{H} = u \begin{bmatrix} 0 & \hat{p}_z - i\hat{p}_y \\ \hat{p}_z + i\hat{p}_y & 0 \end{bmatrix},$$  \hspace{1cm} (86)

where $u$ has dimensions of velocity. In the absence of external fields, solutions of the eigenenergy equation are given by 2D exponentials $\exp(i\mathbf{k} \cdot \mathbf{p})$ and it is easy to see that the resulting energy dispersion is linear in quasimomentum

$$\varepsilon = \pm u \hbar k,$$  \hspace{1cm} (87)

where $k^2 = k_x^2 + k_y^2$. This dispersion is shown in Fig. 22. In view of the relativistic analogy, this situation may be regarded as “extreme relativistic limit” because the linear $\varepsilon(k)$ relation in the semirelativistic and relativistic dispersions corresponds to high values of momentum and high velocities. Since the velocity is $v = \varepsilon / \hbar k = u$, its absolute value is always equal to $u$ independently of the value of $k$. Remarkably, $u \approx 1 \times 10^8 \text{cm/s}$ is again very close to the “universal” value for many materials, although the symmetry of bands is different, see Novoselov et al. (2005), Zhang et al. (2005).

The velocity effective mass can be defined as before:

$$m^* v = \hbar k,$$

which leads to: $1/m^* = \left(1/\hbar^2 k\right) d\varepsilon / dk$. Thus

$$m^* = \frac{\hbar k}{u} = \frac{\varepsilon}{u^2}.$$  \hspace{1cm} (88)

This means that at $k = 0$, i.e. at the band edge (called “the Dirac point”), the effective mass vanishes and one deals with 2D “massless fermions”. However, as the energy increases the mass increases as well and is not zero anymore. It follows

$$\varepsilon = m^* u^2.$$  \hspace{1cm} (89)

Thus the analogy to the relativistic relation holds. If one applies an external electric force to the electron, the change of its energy cannot change the velocity, so it goes entirely into the change of the effective mass according to Eq. (88).

The proportionality of the mass to quasimomentum $\hbar k$, which is a signature of the linear $\varepsilon(k)$ dispersion, can be verified experimentally. For the degenerate 2D electron gas the density is $n = k^2 / \pi$ (including spin and valley degeneracy). This gives the mass at the Fermi level

$$m^* = \frac{\hbar (\pi n)^{3/2}}{u}.$$  \hspace{1cm} (90)

Figure 23 shows dependence of the velocity mass in graphene on $n^{1/2}$ as measured by Novoselov et al. (2005) with the use of Shubnikov-deHass effect for both positive and negative electron energies.

The linear $\varepsilon(k)$ band dispersions in monolayer graphene have been spectacularly illustrated in angle-resolved photoemission spectroscopy (ARPES), a powerful technique which is able to trace energy bands in thin layers of solids. In Fig. 24 we quote an example of such studies of graphene energy bands.

Next we consider the phenomenon of electron Zitterbewegung in monolayer graphene, i.e. in the “extreme relativistic limit” of zero energy gap, see Rusin and Zawadzki.
FIG. 24 Linear energy dispersions of conduction and valence bands in monolayer graphene determined by angle resolved photoemission spectroscopy (ARPES). The linear $\varepsilon(k)$ dispersions correspond to the extreme semirelativistic regime. After Coletti et al. (2010).

FIG. 25 Oscillatory electric current caused by the Zitterbewegung (trembling motion) in monolayer graphene versus time, as calculated for a Gaussian wave packet with $k_0 = 1.2 \times 10^9$ m$^{-1}$ and various packet widths. The transient character of ZB due to the packet representation is seen. After Rusin and Zawadzki (2007).

FIG. 26 Energies of experimental magneto-optical transitions in ultrathin graphite layers (indicated in the inset) plotted versus $H^{1/2}$. Black symbols are obtained for tilted magnetic field keeping the perpendicular field component constant. The dashed lines are calculated with the same velocity $u = 1.03 \times 10^6$ cm/s. After Sadowski et al. (2006).

Using the Hamiltonian (86) one calculates the quantum velocity: $v_i = \partial H/\partial p_i$. The latter does not commute with the Hamiltonian, so that the velocity is not a constant of the motion. In the Heisenberg picture there is $\hat{v}(t) = \exp(i\hat{H}t/\hbar)\hat{v}\exp(-i\hat{H}t/\hbar)$. Using Eq. (86) one obtains

$$v_x^{(11)} = u k_x \sin(2ukt) .$$

The above equation describes the trembling motion with the frequency $\omega_z = 2uk$, determined by the energy difference between upper and lower energy branches for a given value of $k$. One calculates an average velocity of a charge carrier represented by a 2D Gaussian wave packet with the nonzero momentum $k_0$. The results for an electric current $j_x = ev_x$ are plotted in Fig. 25 for different packet widths. It is seen that the ZB frequency does not depend on the width, while the amplitude and the decay time do. One can compare Figs. 20 and 25 noting that in Fig. 20 one plots electron’s position while in Fig. 25 the current is proportional to velocity. It can be concluded that, once again, free relativistic electrons and semiconductor electrons described by the two-band model behave quite similarly.

The “ultrarelativistic” nature of electrons in graphene is also reflected in the presence of a magnetic field. The Hamiltonian for this situation is (spin is omitted)

$$\hat{H} = \begin{bmatrix} 0 & P_x - iP_y \\ P_x + iP_y & 0 \end{bmatrix} ,$$

where $P_i = \hat{p}_i + eA_i$. Using the asymmetric gauge: $\hat{A} = [-Hy, 0, 0]$ for $\mathbf{H} \parallel z$ transverse to the monolayer plane,
where the frequency is $\Omega = \sqrt{2}u/L$. The solutions are given in terms of the oscillator functions $\phi_n(\xi)$ and the eigenenergies are

$$\varepsilon_{ns} = s\hbar\Omega\sqrt{n} \quad (94)$$

where $n = 0, 1, 2, 3, \ldots$ and plus and minus signs of $s$ correspond to the conduction and valence bands, respectively. Thus, importantly, the spectrum of orbital magnetic quantization contains the zero of energy. This is illustrated in Fig. 22.

The above treatment does not include electron spin. The spin g-factor for electrons in graphene is almost exactly $+2$ because the spin-orbit interaction in carbon is very weak. As a consequence, the spin splitting is much smaller than the orbital splitting and does not behave in the semirelativistic manner.

The magnetic quantization described above was confirmed in intraband and interband magneto-optical experiments performed on very thin graphite layers, see Fig. 22. The involved transitions are indicated in the inset. The experiment verifies main conclusions of the theory: energy dependence on $(\mu H)^{1/2}$, existence of the zero-energy level and the velocity value $u = 1.03 \times 10^8$ cm/s. Interestingly, as we indicated above, the magnetic levels resulting from the Dirac equation follow the same scheme as the one shown in Fig. 22. Because the spin splitting “compensates” the orbital splitting, the level $\varepsilon = 0$ appears. Thus the relativistic analogy still holds, even though in this case it occurs somewhat accidentally. One should remark on this occasion that the name “Dirac fermions” given to electrons in graphene does not apply to their spin.

X. CARBON NANOTUBES

Carbon nanotubes (CNT) are graphene sheets rolled into tubes. They represent one-dimensional (1D) systems in which charge carriers can move only along the tubes (in y direction). Omitting spin, the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian at the K point of the Brillouin zone is a $2 \times 2$ operator, see Ajiki and Ando [1993]

$$\hat{H} = u \begin{bmatrix} 0 & a_n - i\hat{p} \\ a_n + i\hat{p} & 0 \end{bmatrix} \quad (95)$$

where $u$ is a velocity coefficient, $\hat{p}$ is the quasimomentum in the $y$ direction. This Hamiltonian is similar to that given for graphene in Eq. [89] except that, because of the periodic boundary conditions around the tube’s circumference $L_c$, the quasimomentum $p_x$ is quantized and takes discrete values $a_n = \hbar k_x(n) = \hbar(2\pi/L_c)(n-\nu/3)$, where $n = 0, \pm 1, \pm 2, \ldots$, and $\nu = \pm 1$ for semiconducting CNT. The resulting subband energies are

$$\varepsilon(k) = \pm u \left( a_n^2 + \hbar^2 k^2 \right) \frac{1}{2} \quad (96)$$

where $\hbar$ replaces $p$. The upper signs are for the conduction and the lower for the valence subbands. The above relation is the 1D analog of the dispersion for free relativistic electrons in vacuum and can be cast into the standard form of Eq. (15), see Zawadzki [2004]. The geometry of CNT has important consequences. There exist energy gaps $\varepsilon_g = 2au_0$ and effective masses at the subband edges: $m^*_0 = a_n/u$, which have different values for various subbands.

The electron velocity is $v = dc/dhk = u^2 \varepsilon/k$. For large $k$ the velocity reaches saturation value $u = (\varepsilon_g/2m^*_0)^{1/2}$, the same for all subbands. As for other NGS, the maximum velocity $u$ plays for electrons in CNTs the role of the light velocity $c$ in relativity. We define an energy-dependent effective mass $m^*$ relating velocity to quasimomentum: $m^*u = \hbar k$, and calculate $m^* = \hbar k/v = \varepsilon/u^2$, which gives the 1D analogue of the relativistic formula. We can also express the mass $m^*$ by the velocity. Beginning with the relation $\hbar^2 k^2 u^2 = v^2 \varepsilon^2/u^2$, using $\varepsilon^2 = (m^*_0 u^2)^2 + u^2 \hbar^2 k^2$ and solving for quasimomentum, one obtains

$$\hbar k = m^*_0 \gamma v \quad (97)$$

where $\gamma = (1 - v^2/u^2)^{-1/2}$. Using the above definition $\hbar k = m^*v$ we have $m^* = m^*_0 \gamma$ which has the familiar relativistic form with $u$ replacing $c$. In this notation the semirelativistic formula reads $\varepsilon = m^*_0 \gamma^2 v^2$.

Next we assume, similarly to the special relativity: $d(hk)/dt = F$, where $F$ is the force. One can now define another effective mass $M^*$, relating force to acceleration

$$M^*a = F \quad (98)$$

Since $a = dv/dt = (dv/dhk)(dhk/dt) = d^2\varepsilon/d(hk)^2 F$, one obtains $1/M^* = d^2\varepsilon/d(hk)^2$. With the use of the dispersion (96) one has finally

$$M^* = \frac{\varepsilon^2}{m^*_0 u^6} = m^*_0 \gamma^3 \quad (99)$$

This again has the corresponding relation in special relativity when the acceleration is parallel to the force.

It is instructive to estimate the introduced quantities. One obtains $u = 0.98 \times 10^8$ cm/s, see Ajiki and Ando [1993]. This is, again, very similar to the value of $u$ obtained for other narrow gap materials. The lowest energy gap is $\varepsilon_g = 2au_0$, where $a_0 = \hbar^2\pi/3L_c$. For the circumference $L_c = \Theta$ one gets $\varepsilon_g(0) = 0.45$ eV. The effective mass is $m^*_0/m_0 = a_0/u\tau_0 = 0.041$ for the same
conditions. The above parameters are similar to those of typical narrow-gap InAs. However, CNTs of higher diameters have smaller $\varepsilon_g$ and $m^*_0$.

When considering quantum effects in CNT it is again useful to introduce the quantity

$$
\lambda_z = \frac{\hbar}{m^*_0 u} = \frac{\hbar}{a_n}.
$$

(100)

This length is analogous to the Compton wavelength $\lambda_c$ for relativistic electrons. Again, $\lambda_z$ is a few orders of magnitude larger than $\lambda_c$. Taking $m^*_0 = 0.041m_0$ and $u = 0.98 \times 10^8 \text{cm/s}$ one obtains $\lambda_z = 28.6 \text{Å}$. Using the procedure presented above one can calculate the 1D phenomenon of Zitterbewegung in analogy to the idea described by Schrödinger (1930). In addition to the classical motion one obtains an oscillatory component with the frequency $\hbar\omega_z \approx \varepsilon_g$ and the amplitude $\lambda_z$, see Rusin and Zawadzki (2007).

There exist also metallic carbon nanotubes with the vanishing energy gap (Saito et al., 1998). The $\varepsilon(k)$ dispersion in the lowest 1D subband of such systems is linear in quasimomentum. In terms of the relativistic analogy this situation represents the “ultrarelativistic” regime and the properties of charge carriers are similar to those in graphene, as discussed above. All in all, the above examples of graphene and carbon nanotubes demonstrate that the relativistic analogy extends to two-dimensional and one-dimensional semiconductor systems.

FIG. 27 Energy dispersions $\varepsilon(k)$ of topological surface states in Bi$_2$Se$_3$ observed by ARPES studies. The linear $\varepsilon(k)$ conduction band corresponds to the extreme semirelativistic regime. After Xia et al. (2009).

XI. TOPOLOGICAL INSULATORS

Finally, we briefly consider very intensively studied subject of the so called topological insulators (TIs). We do not go into the origin of TIs and are not in a position to quote important papers on the subject since there are very many of them. We concentrate, as before, on the semirelativistic aspect of these systems. In the simplest description, a 3D TI is a 2D metallic-like state on the surface of a 3D insulator. It appears that the first theoretical possibility of such states had been predicted by Volkov and Pankratov (1985) who observed that, if one puts into contact two pieces of Pb$_{1-x}$Sn$_x$Te having opposite signs of energy gap, one finds at the contact 2D states having linear $\varepsilon(k)$ dispersion (massless fermions). Kane and Mele (2005) came up with the “modern” theoretical version of similar states which has started a real surge of theoretical and experimental investigations continuing until present.

Figure 27 shows $\varepsilon(k)$ dispersion of a 2D surface state observed by means of angle resolved photoemission spectroscopy (ARPES) on the surface of Bi$_2$Se$_3$. It is seen that one deals with an almost linear dispersion, but the $\varepsilon(k)$ branches below and above the Dirac point are not
temperatures and the nontrivial one to the reversed order. Critical

Figure 28 illustrates the (belong to different dispersion cones. quasimomentum, so that spin-up and spin-down states observed in STM spectra because the spin is coupled to TI in the presence of a magnetic field but this is not be noted that the spin splitting of the energies exists in

terms of the relativistic analogy this dispersion represents for the upper branch the extreme semirelativistic regime of massless fermions. As we showed above for graphene, in the presence of a magnetic field the characteristic $2 \times 2$ Hamiltonian of Eq. (56) gives the orbital quantized energies: $\varepsilon(n) = \varepsilon_D + a(2eHn/c)^{1/2}$ with $n = 0, 1, 2, \ldots$. Figure 28 illustrates the $(nH)^{1/2}$ dependence of magnetic quantization of surface states in Bi$_2$Se$_3$ observed with the use of scanning tunneling microscopy (STM). It should be noted that the spin splitting of the energies exists in TI in the presence of a magnetic field but this is not observed in STM spectra because the spin is coupled to quasimomentum, so that spin-up and spin-down states belong to different dispersion cones.

An interesting situation occurs in Pb$_{1-x}$Sn$_x$Se mixed crystals in which the so called topological crystalline insulator (TCI) states are formed. The TCIs are special kinds of TIs, related not to the time and space inversion symmetry of their “host” crystals, but to the symmetry of energy bands in their “host” crystals, see [Fu 2011, Hsieh et al 2012]. And so, some band orderings are called “trivial” because they do not allow for TCI formation, whereas others are “nontrivial” since they allow for TCIs. As we mentioned above, see section II the band structure of lead chalcogenides is very sensitive to temperature and can reach, as $T$ decreases, zero of energy gap and change the band ordering from trivial to nontrivial in the above sense. In PbSnSe system the trivial ordering corresponds to the $L_6$ band above the $L_6$ band and the nontrivial one to the reversed order. Critical temperatures $T_c$ vary for different chemical compositions $x$. In Pb$_{0.77}$Sn$_{0.23}$Se the critical temperature is below 100 K.

In Fig. 29 we quote ARPES spectra of surface states in Pb$_{0.77}$Sn$_{0.23}$Se for four decreasing temperatures in the range of $300 K < T < 9 K$. As the temperature is lowered, the spectra show an evolution of the energy gap and the corresponding curvatures of conduction and valence bands to the situation with zero gap and the corresponding linear energy bands. At the critical temperature the gap in the bulk vanishes and the transition from trivial to nontrivial band ordering occurs. When the temperature is lowered further, the zero gap and linear energy branches of the surface states remain since one continues to be in the nontrivial band ordering of the bulk crystal.

As to the relativistic analogy, the first three panels of Fig. 29 can be regarded as a textbook illustration of relativistic-like energy bands for decreasing gaps and the resulting diminishing band-edge effective masses. They also illustrate that, as the gap decreases, the gradual transition from parabolic to linear $\varepsilon(k)$ band dispersion occurs at smaller $k$ values. In addition, in PbSnSe the conduction and valence branches are almost mirror images of each other, which is often not the case in other materials, cf. Fig. 27 All in all, the first three panels follow almost literally the scheme presented in our Fig. 11.

Again, the linear $\varepsilon(k)$ energies in the presence of a magnetic field are quantized into $\varepsilon \sim (nH)^{1/2}$, where $n = 0, 1, 2, \ldots$. This “extreme relativistic” quantization is verified on TCI in PbSnSe by STM studies, as illustrated in Fig. 30. One should, however, remark that the $(nH)^{1/2}$ quantization is not rigorously observed in all TI, see e.g. Hanaguri et al 2010.

One concludes from our brief review of graphene, carbon nanotubes and topological insulators that electrons in these 2D and 1D systems fit very well into the frame of relativistic analogy, representing in fact the “extreme semirelativistic” conditions. In other words, their properties extend the relativistic analogy to systems of reduced dimensionality which do not exist in vacuum.
FIG. 29 Energy dispersions of surface states in Pb$_{0.77}$Sn$_{0.23}$Se for four temperatures, as observed by ARPES studies. Panels at 300 K and 200 K correspond to the “trivial” order of bulk energy bands, panels at $T \leq 100$ K correspond to the “nontrivial” order of bulk bands at which metallic crystalline surface states with zero gap and linear energy dispersions are formed at the surface. The linear $\varepsilon(k)$ bands correspond to the extreme semirelativistic regime. After Dziawa et al. (2012).

FIG. 30 Energies of STM peaks observed on Pb$_{0.66}$Sn$_{0.34}$Se crystalline surface states quantized into Landau levels $n$ by magnetic field, plotted versus $(nB)^{1/2}$. After Okada et al. (2013).

XII. DISCUSSION

As we mentioned above, the analogy between behavior of free relativistic electrons in vacuum and that of electrons in narrow-gap semiconductors, although far reaching, is subject to approximations and limitations. The approximations, enumerated in section III, are not essential as they are well satisfied, especially in NGS. On the other hand, as shown at the end of section II, first non-parabolic corrections to any spherical energy band are always of the relativistic type. The restrictions present a more serious limitation. The relativistic analogy extends to not too high energies in the band, approximately to the inflection points on the $\varepsilon(k)$ dispersion curves. At higher energies the slopes of $\varepsilon(k)$ dependences begin to decrease and the analogy fails. Still, in practice the relativistic-like dispersions usually work very well for achievable charge carrier densities in III-V, II-VI and IV-VI NGS compounds, as illustrated in Figs. 3, 4 and 7, respectively. For spheroidal energy bands the analogy holds after a simple transformation of the $k$-space. On the other hand, it works only approximately for light holes in warped valence bands. The analogy involves the momentum of electrons in vacuum and quasimomentum of electrons in semiconductors, as explicitly seen in the phenomenon of Zitterbewegung discussed in Section VIII. We emphasize this point, as it is rarely treated in textbooks.

We discussed above quite a few phenomena and properties for illustrating the relativistic analogy, but this catalogue is by no means complete. It is well known from the relativistic quantum mechanics that solutions of the Dirac equation are four-component spinors. The two-band $k \cdot p$ theory gives similar multi-component wave functions, as seen for example in Section VI. But multi-component functions give also rise to scattering effects...
for both relativistic and NGS electrons which were not discussed above (Zawadzki, 1982). This aspect is related to the so called Foldy-Wouthuysen transformation which allows one to separate four-component spinors into two-component functions corresponding to positive and negative energies in DE (Foldy and Wouthuysen [1950]. An analogous transformation exists also for the two-band model in $k \cdot p$ theory (Zawadzki, 2005a, 2006) which was not discussed above. A striking similarity between the Dirac equation for vacuum and the two-band $k \cdot p$ model for NGS is provided also by the fact that, according to the Dirac interpretation, the negative energies resulting from DE are completely filled with electrons (the Fermi sea), so that an electron-positron pair creation by a photon may be interpreted as an excitation of an electron across the gap $2m_0c^2$ leaving a hole in the Fermi sea. An identical interpretation is given in semiconductors to an electron excitation by a photon from the full valence to the empty conduction band leaving a hole in the valence band. Tracing the relativistic analogy for many-body phenomena would require an application of the quantum field theory which we did not attempt here.

It is known by now that the so called Dirac cones, i.e. linear $\epsilon(k)$ energy dispersions of cylindrical symmetry, exist also in organic conductors (Tajima et al., 2007) and d-wave superconductors (Balatsky et al., 2006). More such systems will certainly appear in the future which will extend the relativistic analogy beyond narrow gap semiconductors. As we showed above, the analogy is not limited to three dimensions, but is valid also for 2D (graphene, some topological insulators) and 1D (carbon nanotubes) physical objects.

With regard to graphene and topological insulators we want to stress again that the terms “Dirac fermions”, “Dirac point”, “Dirac cone” et cetera, are somewhat misleading because they refer in the recent usage only to the linear dispersion relations, whereas the Dirac equation gives for relativistic electrons and positrons not the linear dispersion but the square-root dispersion given in Eq. (16). Thus, it would be more appropriate to call “the Dirac fermions” electrons in all narrow-gap materials for which the description by the two-band model applies. Further, it follows from our considerations that the orbital properties of the “Dirac fermions” in the solid state resemble those of the relativistic Dirac electrons, while their spin properties are usually different. This is particularly true of the topological insulators whose spin properties are quite unusual.

We mentioned above some semirelativistic properties and effects which have been observed for charge carriers in semiconductors but not observed for relativistic electrons in vacuum. As a consequence, the relativistic analogy has been used in the past and can be used in the future not only from the relativity to semirelativity but also in the opposite direction.

Last but not least, we should briefly mention why the semirelativity in semiconductors is not the “true” relativity. There are two main reasons for that. First, in true relativity the highest possible velocity of particles is equal to the light velocity $c$, whereas in semiconductors the highest possible electron or hole velocity $v$ is roughly hundred times smaller than the light velocity in the crystal. This makes the standard relativity considerations of signal propagation and simultaneity of events in vacuum not valid in solids. Second, relativity is based on the equivalence of different reference frames. However, in a crystal, different frames of reference are not equivalent because the frame attached to the lattice is singled out. For this reason we did not try to apply the Lorentz transformations to the time dilatation, elimination of electric or magnetic fields, etc. Still, some semirelativistic effects in NGS behave so similarly to the corresponding relativistic effects in vacuum that one can suspect also a similarity of more fundamental laws underlying these two seemingly different physical realities.
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