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In this paper, a new flexible generator of continuous lifespan models referred to as the Topp-Leone Weibull G (TLWG) family is developed and studied. Several mathematical characteristics have been investigated. The new hazard rate of the new model can be “monotonically increasing,” “monotonically decreasing,” “bathtub,” and “J shape.” The Farlie Gumbel Morgenstern (FGM) and the modified FGM (MFGM) families and Clayton Copula (CCO) are used to describe and display simple type Copula. We discuss the estimation of the model parameters by the maximum likelihood (MLL) estimations. Simulations are carried out to show the consistency and efficiency of parameter estimates, and finally, real data sets are used to demonstrate the flexibility and potential usefulness of the proposed family of algorithms by using the TLW exponential model as example of the new suggested family.

1. Introduction and Motivation

There has already been a great emphasis on building more flexible distributions in the recent past. To simulate real-life data in various practical disciplines, including finance, engineering, medical sciences, biological research, environmental studies, and insurance, over the last few decades, a variety of G families of distributions has been constructed and researched. We have generated numerous kinds of distributions by generalizing G families. With these new families, at least one shape parameter is merged with the baseline one, allowing for greater versatility, for instance, the generalized transmuted exponentiated G [1], Weibull (W) G (WG) [2], the Burr type X-G by [3], Type II half logistic G [4], exponentiated transmuted G by [5], a new compound G family [6], the beta W G by [7], the generalized odd W G [8], the transmuted W G by [9], a new W G [10], TL G [11], a special generalized mixture class of probabilistic models [12], sine Topp-Leone G [13], Type 2 power Topp-Leone G [14], a new version of Power Topp-Leone G [15], and Type 2 generalized Topp-Leone G [16], among others.

According to [11], the cumulative distribution function (CDF) of the TL G (TLG) class could well be found with

\[ F_\alpha(z) = \left[1 - G_\phi(z)^2\right]^\alpha = G_\phi^\alpha(z) \left[2 - G_\phi(z)\right]^\alpha, \quad (1) \]

where \(G_\phi(z)\) refers to the CDF of the baseline model, and the corresponding density function (PDF) of (1) can be derived as

\[ f_\alpha(z) = 2\alpha g_\phi(z) \left[1 - G_\phi^2(z)\right]^{\alpha-1} G_\phi(z), \quad (2) \]

where \(G_\phi(z) = dG_\phi(z)/dz\) refers to the PDF of the baseline model. According to [2], the WG family’s CDF may be computed via

\[ G_\phi(z) = G_{\mu}(z) = 1 - \exp \left[-O_\phi(z)^{\beta}\right], \quad (3) \]

where \(O_\phi(z) = G_\phi(z)/G_{\phi}(z)\) and \(G_{\phi}(z) = 1 - G_\phi(z)\). Then,
using (3) and (1), the CDF of the TLWG (TLWG) class may indeed be expressed via

\[ F_{a,\beta,\phi}(z) = \left\{ 1 - \exp \left[ -2O_{\phi}(z)^\beta \right] \right\}^a. \]  

(4)

The corresponding PDF is

\[ f_{a,\beta,\phi}(z) = 2a\beta O_{\phi}(z) \exp \left[ -2O_{\phi}(z)^\beta \right] \frac{G_{\phi}(z)^{\beta-1}}{G_{\phi}(z)^{\beta+1}} \left\{ 1 - \exp \left[ -2O_{\phi}(z)^\beta \right] \right\}^{a-1}. \]  

(5)

The hazard rate function (HRF) can be easily derived using \( h_{a,\beta,\phi}(z) = f_{a,\beta,\phi}(z)/(1 - F_{a,\beta,\phi}(z)) \). The function \( h_{a,\beta,\phi}(z) \) is called the failure rate of \( F_{a,\beta,\phi}(z) \) and often referred to as the rate function or the intensity function or failure rate or instantaneous failure rate; in actuarial mathematics, it is named the “force of mortality,” and in demographic disciplines, it is called the “mortality rate.” It represents the failure intensity of an \( x \)-year-old equipment. It denotes the likelihood of an operational item failing in the next time period or the likelihood of a failure in a tiny unit interval of time \((z, z+\Delta z)\) given that no failure has occurred in \([0, z]\) and satisfies \( h_{a,\beta,\phi}(z) > 0 \) and \( \int_0^z h_{a,\beta,\phi}(z) \, dz = 0 \). The HRF is critical because it intuitively translates as the level of risk associated with an object that has lived to time \( x \). In life (death) tables, \( h_{a,\beta,\phi}(z) \) is approximated by the probability that a certain individual of age \( x \) will die during the next year. Some notions of aging refer to the HR such as \( h'_{a,\beta,\phi}(z) > 0 \) means positive aging, \( h'_{a,\beta,\phi}(z) = 0 \) means no aging, and \( h'_{a,\beta,\phi}(z) < 0 \) means negative aging. The idea of aging in statistical lifetime and reliability analysis does not imply that the unit grows older in the sense of time. Rather, it is a concept associated with residual life.

### 2. Important Expressions

Take a look at the binomial series expansion provided as

\[ \sum_{l=0}^{\infty} (-1)^l \left( \frac{a_1}{a_2} \right)^l \left( \frac{a_3}{l} \right) \mid_{b>0 \text{ and } |a_1/a_2|<1} \]

(6)

Then, the PDF in (5) can be expressed as

\[ f_{a,\beta,\phi}(z) = 2a\beta \frac{G_{\phi}(z)^{\beta-1}}{G_{\phi}(z)^{\beta+1}} \sum_{l=0}^{\infty} (-1)^l \left( \frac{a-1}{l} \right) \exp \left[ -2(1+l)O_{\phi}(z)^\beta \right]. \]

(7)

Applying the power series expansion to \( A(z) \), we have

\[ A(z, \beta, \phi) = \sum_{l=0}^{\infty} \frac{1}{l!} [2(1+l)]^l O_{\phi}(z)^\beta, \]

(8)

where \( O_{\phi}(z)^{\beta d} = G_{\phi}(z)^{\beta d}/G_{\phi}(z)^{\beta d} \). Then,

\[ f_{a,\beta,\phi}(z) = 2a\beta \sum_{l=0}^{\infty} \frac{(-1)^d}{d!} [2(1+l)]^l \left( \frac{a-1}{l} \right) \frac{G_{\phi}(z)^{\beta d-1}}{G_{\phi}(z)^{\beta d+1}}. \]

(9)

but \( G_{\phi}(z)^{-(1+d)} = \sum_{k=0}^{\infty} \binom{\beta(d+1)+1}{k} G_{\phi}(z)^k \). Then, the \( f_{a,\beta,\phi}(z) \) can be written as

\[ f_{a,\beta,\phi}(z) = \sum_{l,d,k=0}^{\infty} v_{(l,d,k)} h^{\beta d}(z) \mid_{|\beta' = \beta(1+d+k)} \]

(10)
Figure 1: Plots illustrating the PDF of the TLWE model.
where

\[ v_l, d, k = 2 \alpha \beta \sum_{l,d,k=0}^{\infty} (-1)^{l+d} \binom{\alpha - 1}{l} \binom{\beta (d + 1) + 1}{k} \frac{[2(l+1)]^d}{d! \beta^d}, \]  

and \( h_{\beta^*}(z) = \beta^* g_{\Phi}(z) G_{\Phi}(z) \beta^{-1} \) depicts the PDF of the exponentiated G (ExG) distribution with parameter \( \beta^* \).

3. Copula

3.1. Via FGM Family. Starting with the joint CDF for the FGM family of random variables (RVs) \((Z_1, Z_2)\) where \( F_{Z_1}(u, w) \) is given by:

\[ u = F_{\alpha_1, \beta_1, \Phi}(z_1) = \left\{ 1 - \exp \left[ -2O_\Phi(z_1)^{\beta_1} \right] \right\}^{\alpha_1}, \]

\[ w = F_{\alpha_2, \beta_2, \Phi}(z_2) = \left\{ 1 - \exp \left[ -2O_\Phi(z_2)^{\beta_2} \right] \right\}^{\alpha_2}, \]

where \( O_\Phi(z_1) = G_{\Phi}(z_1) / G_{\Phi}(z_1) \) and \( O_\Phi(z_2) = G_{\Phi}(z_2) / G_{\Phi}(z_2) \); then, we have a \((5 + \Phi)\) dimension parameter family

\[ F_{Z_1}(z_1, z_2) = \left\{ 1 - \exp \left[ -2O_\Phi(z_1)^{\beta_1} \right] \right\}^{\alpha_1} \left\{ 1 - \exp \left[ -2O_\Phi(z_2)^{\beta_2} \right] \right\}^{\alpha_2} \times \left\{ 1 + \left( 1 - \left\{ 1 - \exp \left[ -2O_\Phi(z_1)^{\beta_1} \right] \right\}^{\alpha_1} \right) \times \left( 1 - \left\{ 1 - \exp \left[ -2O_\Phi(z_2)^{\beta_2} \right] \right\}^{\alpha_2} \right) \right\}. \]
3.2. Via MFGM Copula. As an example, take the MFGM Copula (see [17–22])

\[ C_{\tau}(u, v) = uv[1 + r\Phi(u)\Psi(v)] = uv + r\Phi(u)\Psi(v), \]

(14)

where \( \Phi(u) = u\Phi(u) \) and \( \Psi(v) = v\Psi(v) \). Where \( \Phi(u) \) and \( \Psi(v) \) are two absolutely continuous CDFs on \((0, 1)\) where \( \Phi(0) = \Psi(0) = \Phi(1) = \Psi(1) = 0 \), let

\[ \varepsilon = \ln \left\{ \frac{\partial \Phi(u)}{\partial u} \right\}_{C_1} > 0, \beta = \sup \left\{ \frac{\partial \Phi(u)}{\partial u} \right\}_{C_1} < 0, \]

\[ \xi = \ln \left\{ \frac{\partial \Psi(v)}{\partial v} \right\}_{C_2} > 0, \eta = \sup \left\{ \frac{\partial \Psi(v)}{\partial v} \right\}_{C_2} > 0. \]

(15)

Then, \( \min(\varepsilon\beta, \xi\eta) \geq 1 \), where \( \frac{\partial \Phi(u)}{\partial u} = \Phi(u) + (u\Phi'(u)/\partial u) \),

\[ C_1 = \left\{ u \mid u \in (0, 1), \frac{\partial \Phi(u)}{\partial u} \text{ exists} \right\}, \]

\[ C_2 = \left\{ v \mid v \in (0, 1), \frac{\partial \Psi(v)}{\partial v} \text{ exists} \right\}. \]

(16)

Type I MFGM:

Consider \( \Phi(u) \) and \( \Psi(v) \) as defined above, then

\[ C_{\tau}(u, v) = \tau \left[ \Phi(u)\Psi(v) \right] + \left\{ 1 - \exp \left[ -2O_{\Phi}(u)^{\beta_1} \right] \right\}^{\alpha_1} \]

\[ \times \left\{ 1 - \exp \left[ -2O_{\Psi}(v)^{\beta_2} \right] \right\}^{\alpha_2}, \]

(17)

where

\[ \Phi(u) = u\left( 1 - \left\{ 1 - \exp \left[ -2O_{\Phi}(u)^{\beta_1} \right] \right\}^{\alpha_1} \right), \]

\[ \Psi(v) = v\left( 1 - \left\{ 1 - \exp \left[ -2O_{\Psi}(v)^{\beta_2} \right] \right\}^{\alpha_2} \right). \]

(18)

Type II MFGM:

Let

\[ \Phi(u)_{\tau_1 > 0} = u^{\tau_1}(1 - u)^{1 - \tau_1}, \]

\[ \Psi(v)_{\tau_2 > 0} = v^{\tau_2}(1 - v)^{1 - \tau_2}. \]

(19)

Then, the corresponding bivariate Copula can be derived directly from

\[ C_{\tau_1, \tau_2}(u, v) = uv[1 + r\Phi(u)\Psi(v)] = uv + r\Phi(u)\Psi(v), \]

(20)

Type III MFGM:

The CDF of the bivariate Type III MFGM model can be derived from

\[ C_{\tau}(u, w) = uF^{-1}(w) + wF^{-1}(u) - F^{-1}(u)F^{-1}(w), \]

(21)
Figure 6: TTT plots, box plots, Q-Q plots, and KDE for the two real data sets.
\( F_{1}^{-1}(u) = G_{1}^{-1}\left\{ \frac{1}{1 - \log \left( 1 - u^{1/ \alpha_{1}} \right)^{1/ \beta_{1}}} \right\} \),

\( F_{2}^{-1}(w) = G_{2}^{-1}\left\{ \frac{1}{1 - \log \left( 1 - u^{1/ \alpha_{2}} \right)^{1/ \beta_{2}}} \right\} \).

3.3 Via CCO. The CCO is a weighted variant of the CCO, which has the following form:

\[ C(u, w) = \left[ u^{r_1} + v^{r_2} - 1 \right]^{r_1}. \]  \hfill (23)

Then, setting

\[ u = u_{a_1, \beta_1, \Phi_1}(z_1) = \left\{ 1 - \exp \left[ -2 \Phi \left( z_1 \right)^{\beta_1} \right] \right\}^{a_1}, \]

\[ w = w_{a_2, \beta_2, \Phi_2}(z_2) = \left\{ 1 - \exp \left[ -2 \Phi \left( y \right)^{\beta_2} \right] \right\}^{a_2}. \]  \hfill (24)
where

\[ H(z; y) = \left( \{1 - \exp[-2\alpha(z)^\beta]\}^{-\alpha} + \{1 - \exp[-2\alpha(y)^\beta]\}^{-\alpha} - 1 \right)^{-1}. \]  

A simple \( d \)-dimensional expansion of the above will be as follows:

\[ H(z_1, z_2, \ldots, z_d) = \left( \sum_{d=1}^{d} \{1 - \exp[-2\alpha(z_i)^\beta]\}^{-\alpha} + 1 - d \right)^{-1}. \]  

Recently, many new articles are allocated to study some of these types, see [23, 24].

### 4. Structural Properties of the TLWG Family

#### 4.1. Quantile Function

The TLWG quantile function (QuF), say \( z = Q(u) \), might be obtained by filliping (4); we have

\[ z = Q(u) = G^{-1}\left\{ \frac{-1/2 \log (1 - u^{1/\alpha})^{1/\beta}}{1 + [-1/2 \log (1 - u^{1/\alpha})^{1/\beta}} \right\}. \]  

We can easily generate \( z \) by taking \( u \) as a uniform RVr in \((0, 1)\).

#### 4.2. Moments

The \( r \)-th moment (MO) of TLWG could be acquired in the prescribed sequence:

\[ \mu_r = \int_0^\infty z^r f(z) dz = \sum_{l,k=0}^{\infty} v_{(l,k)} I_{(l,k)}(\beta^*, s, t), \]

where \( I_{(l,k)}(\beta^*, s, t) = \int_0^\infty z^r h_{\beta^*}(z) dz \) is the \( r \)-th moment of the ExG model using parameter \( \beta^* \).

#### 4.3. Conditional Moments

The \( s \)-th lower and upper incomplete MOs (ICMOs) of \( Z \) characterized features \( V_s(t) = E(Z^s |_{<Z=t}) = \int_0^t z^s f(z) dz \) and \( \zeta_s(t) = E(Z^s |_{>Z=t}) = \int_t^\infty z^s f(z) dz \), respectively, for just about every real \( s > 0 \). The \( s \)-th lower ICMO of TLWG is

\[ V_s(t) = \int_0^\infty z^s f(z) dz = \sum_{l,k=0}^{\infty} v_{(l,k)} I_{(l,k)}(\beta^*, s, t), \]

where \( I_{(l,k)}(\beta^*, s, t) = \int_0^\infty z^r h_{\beta^*}(z) dz \) is the \( r \)-th lower ICMO of ExG model with exponential parameter \( \beta^* \).

Similarly, the \( s \)-th upper ICMO of TLWG is

\[ \zeta_s(t) = \int_t^\infty z^s f(z) dz = \sum_{l,k=0}^{\infty} v_{(l,k)} I_{(l,k)}(\beta^*, s, t), \]

where \( I_{(l,k)}(\beta^*, s, t) = \int_t^\infty z^r h_{\beta^*}(z) dz \) is the \( r \)-th upper ICM of ExG model with exponential parameter \( \beta^* \).

#### 4.4. Bonferroni and Lorenz Curves

A positive RVr \( Z \) is described by the following Lorenz curve

\[ L(p) = \frac{1}{\mu} \int_0^p z f(z) dz = \frac{1}{\mu} \sum_{l,k=0}^{\infty} v_{(l,k)} I_{(l,k)}(\beta^*, 1, q), \]

where \( q = G^{-1}(p) \). Also, the Bonferroni curve is defined by

\[ B(p) = \frac{1}{\mu} \int_0^p z f(z) dz = \frac{1}{\mu} \sum_{l,k=0}^{\infty} v_{(l,k)} I_{(l,k)}(\beta^*, 1, q). \]

There are numerous uses for the Bonferroni curve in economics to analyze income and poverty, as well as dependability, medical, and insurance areas.
5. Special Cases

In this part, we will look at various TLWG family-specific situations. We provide six TLWG family special models equivalent to the baseline exponential (E), Weibull (W), Lomax (Lx), Burr-X (BX), log-logistic (LL), and Lindley (L) distributions. The odd ratio \( O_\Phi(z) \) of these baseline models along with the new models are listed in Table 1.

The above-mentioned PDF parameters are all positive actual numbers. Figure 1 shows graphs of the PDF of the TLWE model. Figure 2 depicts the TLWE model’s HRF graphs. According to Figure 1, the new PDF can have a variety of useful forms. According to Figure 2, the new HRF can be increasing (\( \alpha = \beta = \theta = 1 \)), bathtub (\( \alpha = 1, \beta = 0.15, \theta = 0.5 \)), J shape (\( \alpha = 1, \beta = 0.15, \theta = 5 \)), and decreasing (\( \alpha = 1, \beta = 0.2, \theta = 2 \)).

6. Maximum Likelihood (MLL) Estimation

Suppose \( z_1, \cdots, z_n \) be an \( n^{th} \) random sample from the TLWG class provided via (5). Take \( \mathcal{P} = (\alpha, \beta, \delta) \) become the vector of parameters. The total log-likelihood (LLL) function for \( \mathcal{P} \) is

\[
L_n(\mathcal{P}) = n \log(2\beta\alpha) + \sum_{l=1}^{n} \log g_\Phi(z_l) + (\beta - 1) \sum_{l=1}^{n} \log G_\Phi(z_l)
\]

\[
- (\beta + 1) \sum_{l=1}^{n} \log G_\Phi(z_l) - 2 \sum_{l=1}^{n} \left[ O_\Phi(z_l) \right]^\delta \\
+ (\alpha - 1) \sum_{l=1}^{n} \log \left( 1 - \exp \left\{ -2 \left[ O_\Phi(z_l) \right]^\delta \right\} \right),
\]

(34)

where \( O_\Phi(z_l) = G_\Phi(z_l) / G_\Phi(z_l) \). The LLL can really be optimized immediately employing SAS software or the R-language, or implicitly through solving nonlinear LL formulas acquired through differentiating (34). The score function’s related components \( U_n(\psi) = \frac{\partial L_n(\mathcal{P})}{\partial \alpha}, \frac{\partial L_n(\mathcal{P})}{\partial \beta}, \frac{\partial L_n(\mathcal{P})}{\partial \Phi} \) are

\[
\frac{\partial L_n(\mathcal{P})}{\partial \alpha} = \frac{n}{\alpha} + \sum_{l=1}^{n} \log \left( 1 - \exp \left\{ -2 \left[ O_\Phi(z_l) \right]^\delta \right\} \right),
\]

FIGURE 7: P-P, KMS plot, FPDF, and FCDF for the 1st data.
where $\delta_k$ is the $k$th member of the parameter vector $\delta$. The MLL estimation (MLLE) of $P$ is achieved through solving the nonlinear equations $U_n(P) = 0$.

7. Graphical Simulations

(i) We could perform numerical simulations to visually analyze the finite sample performance of the MLLEs utilizing biases (Bs) and mean squared errors (MSEs). For the assessment, the basic procedure had been used

(ii) Generate $N = 1000$ samples of size $n = 50, 100, ..., 500$ from the TLWE model using (7)

(iii) Compute the MLLEs for $N = 1000$ samples

(iv) Compute the standard errors (SErs) of the MLLEs for the 1000 samples

(v) Compute the Bs and MSErs given for $P = \alpha, \beta, \theta$

The biases (left boxes) and MSEs (right windows) for the parameters are shown in Figures 3–5. The plots on the left demonstrate how the three biases grow with large sample $n$, while the graphs on the right platform how the three MSEs change with $n$. The zero biases are depicted by the broken line as shown in Figure 1. From Figures 3–5, the biases with each parameter are typically negative and eventually drop to 0 as $n$ tends to infinity the MSEs with each parameter decrease to 0 as tends to infinity.
8. Modelling

Inside this part, we look at two real-world data sets to show how adaptable the TLWE model is. The first data set (1.1, 1.4, 1.3, 1.7, 1.9, 1.8, 1.6, 2.2, 1.7, 2.7, 4.1, 1.8, 1.5, 1.2, 1.4, 3, 1.7, 2.3, 1.6, and 2) (see [25]) is known as the “failure times data,” and it comprises lifetime data on “relief times” (in minutes) of analgesic-using individuals. In the second data set, [26] investigated and reported the “survival times” in days for 72 guinea pigs infected with virulent tubercule bacilli (0.1, 0.03, 0.44, 0.56, 0.59, 0.72, 0.74, 0.77, 0.92, 0.93, 0.96, 1, 1, 1.02, 1.05, 1.07, 0.7, 1.08, 1.08, 1.08, 1.09, 1.12, 1.13, 1.15, 1.16, 1.2, 1.21, 1.22, 1.22, 1.24, 1.3, 1.34, 1.36, 1.39, 1.44, 1.46, 1.53, 1.59, 1.6, 1.63, 1.63, 1.68, 1.71, 1.72, 1.76, 1.83, 1.95, 1.96, 1.97, 2.02, 2.13, 2.15, 2.16, 2.22, 2.2, 2.3, 2.4, 2.45, 2.51, 2.53, 2.54, 2.54, 2.78, 2.93, 3.27, 3.42, 3.47, 3.61, 4.02, 4.32, 4.58, and 5.55). Figure 6 shows the total time in the test (TTT) plot for determining the form of the empirical HRFs (first row). To explore the extreme observations, the box plot is sketched in Figure 6 (second row). To ensure that the normality state is maintained, the Q-Q plot is reported in Figure 6 (third row). Kernel density estimation (KDE) may be used to investigate the initial form of real-world data, and it is seen within Figure 6 (fourth row). According to Figure 6 (first row), we note that the HRF is “asymmetric monotonically increasing” for the two data sets. Based on Figure 6 (second row), we note that some extreme observations were spotted. Based on Figure 6 (third row), we see that the normality does not exist. Based on Figure 6 (fourth row), it is noted that the nonparametric Kernel densities are asymmetric.

We will compare the TLWE distribution’s fits to various competing models, particularly exponential (E), odd Lindley E (OLE), Marshall-Olkin (MO) E (MOE), Moment E (MomE), the logarithmic Burr-Hatke E (LBHE), generalized MOE (GMOE), beta E (BE), MO Kumaraswamy E (MOKwE), Kumaraswamy E (KwE), and Kumaraswamy MOE (KwMOE). See the PDFs of the competitive models in [27, 28].

We discuss the Anderson-Darling ($C_1$) and the Cramér-Von Mises ($C_2$) statistics, as well as the Kolmogorov-Smirnov (D1) statistic as well as its associated P value (D2). Moreover, we consider some other goodness-of-fit measures including the Akaike-Information-Criterion (IC) ($C_1$), Bayesian IC ($C_2$), Consistent-Akaike-IC ($C_3$), and Hannan-Quinn IC ($C_4$); Table 2 gives the MLLEs, SEs, and confidence interval (C.I.) values for the relief time data. Table 3 gives the MLLEs, SEs, and C.I. values for the survival time data. Table 4 illustrates the $C_{11}$, $C_{21}$, $C_{22}$, $C_{31}$, $C_{32}$, $C_{51}$, and $D_1$ and $D_2$ for the survival time data. Table 5 refers to the $C_{11}$, $C_{21}$, $C_{22}$, $C_{31}$, $C_{32}$, $C_{51}$, and $D_1$ and $D_2$ for the survival time data. Figure 7 gives the P-P plot, Kaplan-Meier survival (KMS) plot, fitted PDF (FPDF), and FCDF for the 1st data. Figure 8 offers the P-P plot, KMS plot, fitted PDF (FPDF), and FCDF for the 2nd data.

The TLWE model is much better than many common competitive models such as the exponential (standard version), MOE, OLE, LBHE, MomE, GMOE, KwE, MOKwE, and KwMOE models. As a result, the new lifespan model offers a practical alternate to all these models. For both data sets, we can see from Figures 7 and 8 that the TLWE model fits the two real data sets well.

9. Discussion and Concluding Remarks

We described and explored the TLWG family, a novel generator of continuous lifespan distributions, in this work. Statistical attributes of the family are offered, such as density function expansion, moments, incomplete moments, mean deviation, and Bonferroni and Lorenz curves. The new HRF might be described as “monotonically rising,” “bathtub,” “J shape,” or “monotonically declining.” FGM and MFGM families and CCO are often used to describe and visualize Copula of the basic kind. Regarding estimating model parameters, we glance at the MLL methodology. We conducted simulated studies to examine the limited sample behavior of MLL estimations utilizing graphs, biases, and mean squared errors. Two applications to actual data sets demonstrate the relevance and versatility of the intended family.

As a future work, we can apply many new useful goodness-of-fit tests for right-censored validation such as the Nikulin-Rao-Robson goodness-of-fit test, modified Nikulin-Rao-Robson goodness-of-fit test, Bagdonavicius-Nikulin goodness-of-fit test, and modified Bagdonavicius-Nikulin goodness-of-fit test. However, some bivariate versions could be studied in more details.
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