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Implementation of standards into predictors of financial stability
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ABSTRACT

This article proposes a methodology for modifying bankruptcy models. The authors focused on the role of partial predictors in predicting companies' bankruptcy. According to the authors, it is necessary to analyse the anomalies that occur in companies that are losing financial stability. It has been hypothesized that some anomalies in the form of extreme values may deviate the overall final value of the model to such an extent that they lead to an erroneous evaluation of the company by the bankruptcy model. As a result, companies in bankruptcy may be incorrectly classified as 'financially stable' or, conversely, financially sound companies with certain extreme values could be mistaken for companies in bankruptcy. To verify the hypothesis, the authors analysed the probability distribution of partial predictors of the bankruptcy Model 1 on a test and verification sample of more than 1,100 companies. Limits were set to eliminate extreme values and, as a result, the accuracy of the model has been increased. The introduction of limits has increased the accuracy of the model, especially in bankruptcy prediction. For bankruptcies, the accuracy increased from 85.82% to 88.65% for the test sample and from 84.00% to 88.00% for the verification sample.
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1. Introduction

Bankruptcy models were created for the purpose of quick and easy company rating. Their creation and development dates back to the time when Professor Altman created and popularized his Z-score in 1968 (Altman, 1968). He was followed by a number of experts with their own bankruptcy prediction models (e.g., Ohlson, 1980; Zavgren, 1985; Shumway, 2001; Ahn & Kim, 2009; Li et al., 2011).

The vast majority of these models usually try to answer the question of current financial health using a weighted average of selected predictors. Predictors usually take the form of financial ratios that can eliminate the effect of business size to ensure that the model is applicable to all businesses. These ratios vary from model to
model. These are usually tools used in financial analysis in the field of measuring profitability, liquidity, indebtedness, and activity of the company - or their modifications (see e.g. Ajaz et al., 2019; Blazkova & Dvoulety, 2018; Voda et al., 2021; Kovacova et al., 2019). However, these ratios do not evaluate the company comprehensively. Therefore, these financial ratios are supplemented by a selected bankruptcy model or other comprehensive indicator (e.g. Belas et al., 2020; Prodanova et al., 2019).

The input values of these indicators are accounting data. The recommended values of these financial indicators are set for a normal or financially sound company. Sometimes, however, the book values deviate from normal, especially in bankrupt companies. To a certain extent, this is precisely the characteristic of a bankrupt company, on the basis of which the model designates it as bankrupt. But standard financial analysis indicators do not take into account that several extreme values could occur within one ratio. Given that traditional bankruptcy models are also designed for the lay user, such a user of the model cannot be expected to evaluate one or more predictors that are part of the bankruptcy model as erroneous values that do not correspond to reality, due to the combination of several extreme values. Such an extreme may subsequently deviate the overall rating and the ability of the model to correctly classify the company as bankrupt or non-bankrupt. In the opinion of the authors, these are mainly cases where the state of inventories or other assets is minimized due to a malfunction of the company, a negative value of equity, indebtedness above 100%, or zero value of certain accounting items.

In the past there have been various ways how to improve the model accuracy. For example, focus on a specific region, business size, manufacturing/services, industry, or specific product. Various statistical methods are tested and qualitative predictors or macroeconomic variables with different success rates are also implemented in the models. It is usually a combination of several of these options in parallel.

However, no expert has yet dealt with a deeper analysis of unwanted anomalies. So far, all studies have focused only on the elimination of outliers in data samples, which were then to be used in creating a bankruptcy model. Therefore, this empirical research focused on the analysis of outliers in the companies to which the model is applied.

The study is constructed in the following way. In the first section is presented introduction. In second section is the literature review. In third section is aim, sample of data and methodology description. In the fourth are research results. The last part includes conclusion.

2. Literature review

Not all models are specialised in companies based on the branch, the specific business activity or company size. Gupta et al. (2018) analysed the diversity between micro, small, and medium-sized companies while predicting bankruptcy and financial distress. He found that survival (failure) probability increases (decreases) with increasing company size and companies in different size categories have varying determinants of bankruptcy, whereas factors affecting their financial distress are mostly invariant. Given that this information provides a source of information for the development of
quantitative predictors, the logical deduction is that the industry factor may have an impact on the model's predictive power. And studies confirm the impact of the industry (e.g. Pech et al., 2020). For example, company size and industry classification factors were taken into account by Slavícek and Kubenka (2016), who suggested their own prediction model for small companies in the construction industry called Model 1. The impact awareness of the size and industry of a company on the model's predictive power existed much earlier, but many authors did not take these factors into account in the development of their models, for example (Jiang & Jones, 2018; Christopoulos et al., 2019). The impact of the industry and size in certain specific cases has already been proved. For this reason, we are in favour of the need to create models directly for a particular size category of companies and a specific industry or closely related industries despite the fact that this in turn reduces their applicability. Also, the company's management 'records' can be maintained in different accounting systems which affects the structure of financial data as well as the value of accounting items (Mousavi et al., 2019; Jabeur, 2017; Charalambous et al., 2020). Most of these model makers are firmly convinced that each region is so specific that its own local model should be developed. On the contrary, Alaminos et al. (2016) claim that their global model is more accurate in comparison to regional models over three years prior to bankruptcy. Other multiregional models were developed by Eling and Jia (2018), Jones (2017), or Jones and Wang (2019). In light of the above, we believe that a degree of influence of the model's regional focus on its accuracy should be considered. Historically, model makers analysed what source information should be included in predictors to maximize their predictive power. They also addressed the question what role source quantitative and qualitative information play in the success of predictors. The existing predictors contain quantitative, qualitative or a combination of this information. Key quantitative factors of financial stability usually include cash flow, liquidity, profitability, leverage and another financial data from account data included in financial statements (Alaka et al., 2017). The accounting data is created in accordance with the established rules of accounting systems based on the legislation of the given country or region. It ensures that data is systematic and consistently created for the given region. However, accounting systems show certain differences (Honkova, 2015). Key qualitative factors are undoubtedly management characteristics, owners, internal strategy, and macroeconomic environment. The assessment of these and other qualitative factors may sketch the actual financial position of the company and may help to predict the future development, including oncoming insolvency more accurately. Against it Bao et al. (2020) draw attention to a danger related to a purposeful falsification of information provided by managers when they strive to present mainly positive aspects of the company activities. Another problem is the availability of such qualitative data.

The vast majority of prediction models use quantitative data from corporate accounting systems or financial markets with clearly prevailing accounting data in information sources (see e.g. Jones, 2017). Just a small number of models have recently started to include macroeconomic data from the external environment in their predictors. For example, Vo et al. (2019) said that 'The empirical findings confirm that the corporate financial distress prediction model, which includes accounting
factors with macroeconomic indicators, performs much better than alternative models.’ This is also confirmed by Bhattacharjee and Han (2014), Zikovic (2016) and Tinoco et al. (2018). Many model makers reviewed the accuracy of prediction in a period of several years before bankruptcy. In most cases, they tried to quantify how much the model’s predictive power was reduced 1 to 5 years before bankruptcy. The results show that as the number of years preceding bankruptcy increases, the accuracy of the model decreases (see e.g. Karas & Režňákova, 2017; Jabeur, 2017). A more recent idea is to include more periods in the model to reflect the dynamics of changes in input variables. Kim and Partington (2015) and Jones (2017) studied the accounting and financial market data. Their research shows and they claim that a dynamic model incorporating a period of the last two or more years is more accurate than the static model.

Experts have been looking at different ways to improve the models accuracy. They often eliminate outliers in business samples before creating new models. But what if the model encounters an outlier when it is applied to a specific business later?

Efforts have been made in the past to examine the relationship between the occurrence of outliers and the models’ accuracy. Certainly, methods where values are categorized (e.g. CART, CHAID or Tamari’s, 1966 Risk Index) efficiently, deal with this problem. However, most other models do not solve this problem.

For example, McLeay and Azmi (2000) examined the effect of outliers on MDAbased models and on logistic regression. It turned out that outliers really reduce the models’ accuracy. They also proposed solutions to eliminate the impact of outliers.

Linares-Mustaros et al. (2018) put forward an alternative financial statement analysis method for classifying firms which aims at solving skewed distributions, outliers, and redundancy and draws from compositional data analysis. The method is based on the use of the existing clustering methods with standard software on transformed data by means of the so-called isometric logarithms of ratios.

Yang et al. (2004) propose a novel “two-phase” support vector regression training algorithm to detect outliers and reduce their negative impact. Their experimental results has improvement on the prediction.

Nyitrai and Virag (2019) propose the CHAID-based categorization of financial ratios as an effective way of handling outliers with respect to the predictive performance of bankruptcy prediction models.

Other examples of how to mitigate or eliminate the impact of outliers can be found. However, the authors of this article base their research on the requirements of bankruptcy models, which is, among other things, the speed of calculation and user friendliness guaranteeing that the model can be used by a lay person. Therefore, the authors of this article focused on the improvement of a model accuracy while maintaining simplicity in its application.

3. Aim, data and methodology

3.1. Aim of the research

The authors are not aware of the case of the bankruptcy model, which would focus its attention on remote values only when applying the model. The authors are
convinced that so far no expert has addressed the influence of negative combinations of outliers in predictors of financial distress. Therefore, this research addresses this problem in order to find another way to increase the accuracy of existing bankruptcy models. To this end, two hypotheses were introduced:

H1: Partial predictors of the selected bankruptcy model, when applied to a data sample, also show outliers.

H2: Reducing outliers of partial predictors can improve the predictive power of a selected bankruptcy model.

The aim of the research is to eliminate undesirable anomalies of partial predictors and, as a result, to increase the accuracy of the selected bankruptcy model.

3.2. Data

The survey works with four representative sets of companies, which were created by random sampling. A test sample and a verification sample were created from small companies operating in the Czech Republic in the construction industry, which contains accounting data of each company in the last five years, i.e. from 2014 to 2018. The test sample contains a set of non-bankrupt companies with data for the last 5 years and a set of companies which went bankrupt, also 1 year (t-1) to 5 years (t-5) before their bankruptcy in 2019. Predictor limits will be applied to this sample in order to eliminate extremes which, in the authors’ opinion, reduce the predictive power of the tested Model 1. The verification sample also includes a set of bankruptcy companies as well as a set of non-bankruptcy companies. It will then prove or disprove whether the limits found can be successfully applied to other companies in order to achieve better predictive power of the Model 1. The test sample contains 752 companies and the verification sample 415 companies. Their structure is shown in Figure 1 and Table 1. Data were gathered from The Bisnode’s MagnusWeb (2020) database (www.magnusweb.cz).

Samples has been selected on the random basis. None of the companies in the set of non-bankrupt companies showed signs of bankruptcy in the form of insolvency or negative equity (the same methodology as Kubenka, 2018) in this case from 2014 to 2018 and one year later (2019). Set of bankrupt companies includes also financial

![Figure 1. Samples of data.](source: Own processing)
statements according to Czech Accounting Standards. These companies went bankrupt in 2019 according to Act No. 182/2006 Coll., on Insolvency, as amended in Czech law.

3.3. Model used

A bankruptcy model was chosen which has a clear and publicly available structure and a sufficiently described creation methodology, and also met the following criteria:

- novelty,
- focus on a specific sector (the model used is focused on construction),
- high accuracy of the model,
- availability of accounting data of companies created on the same accounting basis as the accounting data used to create the model (these are Czech Accounting Standards for Entities Accounting under Regulation no. 500/2002, according to Act No 563/1991 Coll., on Accounting).

For example, models created using neural networks do not meet such requirements. The model from the authors Slavicek & Kubenka from 2016, which the authors call Model 1, meet the requirements. The model was created on the basis of logit regression on a sample of 22 non-bankrupt and 11 bankrupt companies from the construction sector.

The M1 component is a combination of financial ratios and weights of importance and contains one constant. The financial ratios in Table 2 (ITR, CR1, ROA, TIR) are

Table 1. Description of samples from Figure 1.

| Sample   | Average Assets | Average Short-term assets | Average Sales | Average Earnings after taxes | JSC | Ltd. |
|----------|---------------|---------------------------|--------------|-------------------------------|-----|-----|
| 141 pcs  | 15609         | 7906                      | 23898        | -2811                         | 1   | 140 |
| 611 pcs  | 91493         | 46961                     | 126960       | 5960                          | 17  | 594 |
| 75 pcs   | 16195         | 9321                      | 22424        | -5176                         | 0   | 75  |
| 340 pcs  | 95942         | 54335                     | 125792       | 6137                          | 13  | 327 |

Note: JSC means “a joint stock company”, Ltd. means “a limited company”, conversion of CZK to EUR according to the exchange rate of the Czech National Bank (25.643 CZK/EUR).
Source: Author’s calculations.

Table 2. Indicators used to calculate the M1 component* included in model 1.

| Group of Ratios | Indicator                      | Enumeration                        |
|-----------------|--------------------------------|------------------------------------|
| Turnover ratios | ITR – Inventory Turnover       | 360 x inventory revenues           |
| Liquidity ratios| CR1 – Liquidity 1              | short – term financial property    |
| Activity ratios | ROA – Return on Assets         | operating profit                   |
| Debt ratios     | TIR – Total Debt Ratio         | total debt                         |

Note: The authors tried to use other components when creating the model. The component in this article, designated M1 component, was rated as the best to maximize model accuracy.
Source: composed by the authors based on Slavicek and Kubenka (2016).
multiplied by the weights of importance W1 (0.0173), W2 (-4.7107), W3 (-0.0412), W4 (0.0918), as indicated the following functions (1).

\[
M_1 \text{ component} = 0.0173IT -4.7107L1 -0.0412ROA + 0.0918TIR -7.5378 \quad (1)
\]

Model 1 draws input data from the accounting records of the company, which is assessed by this bankruptcy model. This is financial information about the company recorded in the balance sheet and profit/loss statement. Using this model, the company is classified as either a bankrupt firm (for \( \pi > 0.5 \)) or a non-bankrupt firm (for \( \pi < 0.5 \)) according to the following formula (2).

\[
\pi = \frac{e^{M_1}}{1 + e^{M_1}} \quad (2)
\]

### 3.4. Expression of model accuracy

The following method was chosen to express the accuracy of the model, because it expresses separately the accuracy in the classification of bankruptcy and separately the accuracy in estimating non-bankruptcy. The success rate of bankruptcy prediction for the financially unstable enterprises will be hereinafter referred to as sensitivity also called true positive rate (TPR) and expressed as a percentage. This share indicator has the following form:

\[
TPR = \frac{\text{True I.}}{\text{True I.} + \text{Error I.}} \quad (3)
\]

'True I. ' and 'Error I.' in formula (3) are the numbers of bankruptcy companies that were correctly and incorrectly classified according to classification matrix (Table 3). TNR will be used for the true negative rate also called specificity. The resulting value is also expressed as a percentage. For most models, specificity > sensitivity, the respective success rate of the company’s financial stability prediction (non-bankrupt) is higher than the success rate of bankruptcy prediction. Formula (4) expresses the method of calculating the TNR.

\[
TNR = \frac{\text{True II.}}{\text{Error II.} + \text{True II.}} \quad (4)
\]

Then the total success rate (TSR) of a concrete model can be calculated as an arithmetical average of TPR and TNR as follows.

| Table 3. Classification matrix. |
|-------------------------------|
|                                | Bankrupt | Non-bankrupt | 
| Fact                          | True I.  | Error I.      |
| Bankrupt                      |          |               |
| Non-bankrupt                  |          |               |

Source: created by the authors based on Kubenka and Myskova (2019).
\[ TSR = \frac{TPR + TNR}{2} \]  

3.5. Wilcoxon signed-rank test

This non-parametric test is used to compare two related samples, in our case repeated measurements, on a single sample to assess whether their means differ. That is the answer to the question of whether two analysed samples were selected from populations having the same distribution.

Lowry (2020) states that the Wilcoxon test makes certain assumptions and can be meaningfully applied only insofar as these assumptions are met. Namely, that the scale of measurement for sample 1 and sample 2 has the properties of an equal-interval scale, that the differences between the paired values of sample 1 and sample 2 have been randomly drawn from the source population, and that the source population from which these differences have been drawn can be reasonably supposed to have a normal distribution.

The null hypothesis of the Wilcoxon signed rank is the same as the sign test (Mendenhall et al., 1990), i.e. both tests test hypothesis about the median. A complete description of methodology of Wilcoxon signed-rank test is given, for example, in Akeyede et al. (2014).

3.6. Grubbs’ test for outliers detection

Grubbs’ test is based on the assumption of normality. However, this test will be used with reference to the central limit theorem because the data files are large and the probability distribution is close to the normal distribution. After sorting the data points from smallest to largest, we find the mean (\( \bar{X} \)) and standard deviation of the data set. G test statistic for a two-tailed test uses the following equations:

\[ G = \max_{i=1, \ldots, N} |Y_i - \bar{Y}| \]  

where \( \bar{Y} \) is the sample mean, \( s \) = sample standard deviation.

G critical values we can find in tables or manually we can find the G critical value with a formula:

\[ G > \frac{N-1}{\sqrt{N}} \sqrt{\frac{t_{a/(2N), N-2}^2}{N-2 + t_{a/(2N), N-2}^2}} \]  

where \( t_{a/(2N), N-2} \) is the upper critical value of a t-distribution with N-2 degrees of freedom.

If we compare G test statistic to the G critical value and \( G_{\text{test}} > G_{\text{critical}} \), then we should reject the point as an outlier. We should keep the point in the data set if \( G_{\text{test}} < G_{\text{critical}} \) because it is not an outlier.
4. Research results and discussion

Model 1 was applied to sample 1 (611 non-bankrupt, 141 bankrupt). The resulting values of M1 components are graphically shown in Figure 2. The median and quantiles of 25% – 75% in non-bankrupt enterprises (in Figure 2 market as “NON”) show relatively stable values.

For companies in bankruptcy, we can observe changes in median values towards positive values. Also, the 25% quantile and much more the 75% quantile increase their deviation from the median and increase their value.

Wilcoxon signed-rank test proved with statistical significance that the M1 component index changed 2 years before the bankruptcy of bankrupt companies (that is, between years \( t-2 \) and \( t-3 \), and years \( t-1 \) and \( t-2 \)). In previous years, the Wilcoxon test did not prove this in bankruptcy companies (i.e. year-on-year between years \( t-5 \) and \( t-4 \) and between years \( t-4 \) and \( t-3 \)). For non-bankrupt companies, the Wilcoxon test did not show a statistically significant year-on-year change in M1 component in any year in the entire period under review for five consecutive years.

Based on these facts, the success of the model (TNR or TPR) was monitored 3 years before the bankruptcy or non-bankruptcy, including basic characteristics of M1 components. It is clear that companies that are heading for bankruptcy are starting to show negative symptoms several years before bankruptcy. This is reflected in the growth of the M1 components (median) index, the growth of which should point to the impending bankruptcy.

It is clear from Table 4 that the accuracy of the prediction of financial health in years is relatively stable for non-bankrupt enterprises and TNR values range from 88.54 to 89.85% with an upward trend in TNR growth. In contrast, Table 5 shows that the economic situation of bankruptcy companies is deteriorating gradually, and the closer the company is to its bankruptcy, the more negative symptoms manifest. This is proved by the increase of accuracy (TPR) between the years \( t-3 \) and \( t-1 \) by

![Figure 2. Box plots of non-bankrupt (NON) firms and bankrupt (BAN) firms. Source: Author’s calculations](image)
about 30%. In addition to the widening of the gap between the quantiles and the median of M1 components in the last year, bankruptcy companies are also experiencing an extreme increase in the standard deviation.

The authors assume that the inaccuracy of the prediction when using the Model 1 with M1 component is partly caused by the occurrence of extreme values in the partial predictors (ITR, CR1, ROA, TIR). In general, we could divide these extreme values into two categories:

a. desired deviations - these are those that indicate a negative development,

b. undesirable deviations - these are those that indicate a negative development, but thus reach high/low values that they may undermine the basic principles of the operation of ratio indicators.

To verify $H1^1$, the distribution of the values of the partial predictors will be graphically assessed.

The spot graph of ITR, CR1, ROA, TIR in figure 3 shows that this is not a normal distribution. The graphs visually show that outliers exist for the ITR, CR1, ROA and TIR predictors. Therefore, a Grubbs’ test of outliers was applied to the sets of predictors of bankruptcy and non-bankrupt companies from 2018. This test also confirmed the existence of outliers. As expected, the outliers test showed that for none of the sub-predictors did the number of outliers exceed 1% of the largest or smallest values. Therefore, limits were set at the .01 percentile for the smallest of the values of the ITR, CR1, ROA, TIR sub-predictors and at the .99 percentile for the highest values.

Tables 6 and 7 show that the statistics of the partial predictors of bankruptcy and non-bankruptcy enterprises in some cases even overlap in the achieved values.

However, when using the Model 1, the analyst will not know whether he is testing a company that will go bankrupt in the future or will be financially stable. This is regardless of the achieved $\pi$ value, because the model does not have an accuracy of 100%. Therefore, the .01 and .99 percentiles of predictors in M1 component need to be determined for the entire test sample, which is a total of 752 bankrupt and non-bankrupt companies. Percentiles 0.01 and 0.99 are listed in Table 8.

---

**Table 4.** TNR of Model 1 and statistical values of M1 components in non-bankrupt enterprises.

| $t$ | $n$ | $\pi < 0.5$ | Accuracy (TNR) | $\text{Mean}_{M1}$ | $\text{Median}_{M1}$ | $\text{Min}_{M1}$ | $\text{Max}_{M1}$ | $Q1_{M1}$ | $Q3_{M1}$ | $\text{SD}_{M1}$ |
|-----|-----|-------------|----------------|---------------------|---------------------|-----------------|-----------------|----------|----------|-------------|
| t-3 | 611 | 541         | 88.54%         | -4.054              | -3.015              | -57.392         | 15.546          | -5.552   | -1.039   | 5.805       |
| t-2 | 611 | 545         | 89.20%         | -4.216              | -2.981              | -81.646         | 19.453          | -5.498   | -1.003   | 6.544       |
| t-1 | 611 | 549         | 89.85%         | -4.521              | -3.201              | -73.597         | 21.899          | -5.778   | -1.038   | 6.601       |

Source: Author’s calculations.

**Table 5.** TPR of model 1 and statistical values of M1 components in bankrupt enterprises.

| $t$ | $N$ | $\pi > 0.5$ | Accuracy (TPR) | $\text{Mean}_{M1}$ | $\text{Median}_{M1}$ | $\text{Min}_{M1}$ | $\text{Max}_{M1}$ | $Q1_{M1}$ | $Q3_{M1}$ | $\text{SD}_{M1}$ |
|-----|-----|-------------|----------------|---------------------|---------------------|-----------------|-----------------|----------|----------|-------------|
| t-3 | 141 | 79          | 56.03%         | 0.650               | 0.933               | -17.816         | 15.184          | -0.836   | 2.578    | 5.100       |
| t-2 | 141 | 93          | 65.96%         | 2.660               | 1.291               | -22.273         | 17.329          | -0.065   | 5.558    | 6.625       |
| t-1 | 141 | 121         | 85.82%         | 7.262               | 4.887               | -56.794         | 47.703          | 1.365    | 13.024   | 14.251      |

Source: Author’s calculations.
Figure 3. Spot graph of ITR, CR1, ROA, TIR in 2018.
Source: Own processing
Sample 1 was used to confirm or refute H2. For all companies in sample 1 the p value was calculated and the accuracy of the model was determined in its standard use procedure. Subsequently, the p calculation was performed using the limits of values of partial predictors ITR, CR1, ROA, TIR in M1 component. There was no change in the accuracy for non-bankrupt enterprises and the success rate of the forecast (TNR) remained at 89.85%. For bankruptcies, the accuracy (TPR) increased from 85.82% to 88.65% (see Table 9).

The positive effect of the set limits on the accuracy of the model could be accidental. Therefore, to confirm H2, the sample accuracy test was repeated on the sample 2 without set limits and with set limits for partial predictors. The results in Table 9...

**Table 6.** Percentiles 0.01 and 0.99 of non-bankrupt enterprises in M1 component.

|     | n   | Mean   | Median | Min   | Max   | Q1    | Q3    | Perc. .01 | Perc. .99 |
|-----|-----|--------|--------|-------|-------|-------|-------|-----------|-----------|
| ITR | 611 | 55.430 | 46.218 | 0.000 | 1255.816 | 25.393 | 71.001 | 2.466     | 199.568   |
| CR1 | 611 | 0.417  | 0.083  | −0.249 | 14.311  | 0.020  | 0.281  | 0.0002    | 5.894     |
| ROA | 611 | 6.002  | 0.478  | −36.831 | 87.240  | 0.879  | 9.920  | −18.166   | 37.683    |
| TIR | 611 | 47.502 | 46.898 | 3.158 | 99.641  | 29.014 | 64.752 | 7.476     | 94.507    |
| M1  | 611 | −4.431 | −3.077 | −73.597 | 21.900  | −5.758 | −0.931 | −33.503   | 2.290     |

Notes: ITR - Inventory Turnover Ratio. CR1 – Liquidity 1. ROA: Return on Assets; TIR: Total Debt Ratio. Source: Author’s calculations.

**Table 7.** Percentiles 0.01 and 0.99 bankruptcies.

|     | n   | Mean | Median | Min   | Max   | Q1    | Q3    | Perc. .01 | Perc. .99 |
|-----|-----|------|--------|-------|-------|-------|-------|-----------|-----------|
| ITR | 141 | 105.240 | 12.683 | 0     | 2794.076 | 0     | 57.052 | 0         | 2794.076  |
| CR1 | 141 | 0.07655 | 0.0153 | −0.18056 | 1.93415  | 0.00357 | 0.05568 | −0.17535  | 0.66049   |
| ROA | 141 | −155.972 | −23.752 | −16608.826 | 26.959  | −57.142 | −5.040 | −227.649  | 26.629    |
| TIR | 141 | 354.311 | 126.320 | 33.856 | 24556.062 | 91.892 | 218.179 | 34.503    | 1572.131  |
| M1  | 141 | 32.874  | 5.886  | −11.786 | 2930.990 | 1.564  | 16.231  | −5.397    | 138.607   |

Source: Author’s calculations.

**Table 8.** Percentiles 0.01 and 0.99 of predictors in M1 for the whole test sample.

|     | n   | Mean   | Median | Min   | Max   | Q1    | Q3    | Perc. .01 | Perc. .99 |
|-----|-----|--------|--------|-------|-------|-------|-------|-----------|-----------|
| ITR | 752 | 64.769 | 42.579 | 0.000 | 2794.080 | 20.251 | 70.619 | 0.000     | 324.000   |
| CR1 | 752 | 0.353  | 0.063  | −0.200 | 14.310  | 0.013  | 0.233  | 0.049     | 4.941     |
| ROA | 752 | −24.368 | 2.999  | −16608.8 | 87.240  | −2.158 | 8.453  | −150.260  | 36.118    |
| TIR | 752 | 105.028 | 55.745 | 3.200 | 24556.062 | 32.623 | 79.308 | 7.570     | 541.189   |
| M1  | 752 | 2.5631 | −2.220 | −73.600 | 2930.990 | −5.050 | 0.355  | −28.687   | 50.007    |

Source: Author’s calculations.

**Table 9.** Accuracy before and after the introduction of limits for partial predictors.

| Sample structure | Level of modification | TNR | TNR1-TNR0 (change) | TPR | TPR1-TPR0 (change) |
|------------------|-----------------------|-----|-------------------|-----|-------------------|
| Before Sample 1 (testing) | 611 non-bankrupt | 0* | 89.85% | 0.00% | 85.82% | 2.83% |
| After Sample 1 (testing) | 611 non-bankrupt | 1** | 89.85% | 0.00% | 88.65% |
| Before Sample 2 (verification) | 340 non-bankrupt | 0* | 90.29% | 0.30% | 84.00% | 4.00% |
| After Sample 2 (verification) | 340 non-bankrupt | 1** | 90.59% | 0.35% | 88.00% |

Notes: *Original methodology.. **Calculation with predictor limits (percentiles 0.01 and 0.99 in Table 8). Source: Author’s calculations.
show again that the set limits have almost no effect on non-bankrupt enterprises (change in TNR by only 0.30%). On the contrary, the limits again helped to significantly increase the success of bankruptcy prediction (change in TPR from 84.00% to 88.00%).

Therefore, if the method does not use scales in terms of its construction, the extreme values entering the model must be limited "additionally". Knowing the standard values of the partial predictors in the model, it is possible to "trim" their extreme values so that they do not cause "deviation" of the prediction model results. Deviation of the partial predictors would reduce its overall predictive power, as reported by McLeay and Azmi (2000), for example.

A number of already established procedures focused on the effect of deviations on the accuracy of models have improved the accuracy of the prediction model based on lengthy calculations with higher demands for the user’s role.

The purpose of the prediction model is to inform a lay person about a certain degree of probability of a company going bankrupt. Neither more nor less than that. The prediction model will never replace a comprehensive evaluation of the company which can be prepared in quite a long time by an experienced financial analyst. Therefore, the proposed method mainly eliminates, or rather reduces, the extreme values to acceptable limits with the aim of higher accuracy of the analysed model. This procedure has no special requirements, nor does it extend the application time. The authors tried to find the optimal solution between the complexity of the application and the explanatory power of the model or its accuracy.

Similarly, it is possible to refine other financial distress predicting models.

Applicability of the found ITR, CR1, ROA, TIR predictor limits in Table 7 has its limitations in terms of accounting systems and specific features of economy and industry. Model 1 as well as the above indicated methodology of creating limits for partial predictors were made for the Czech legislation and the Czech accounting system, which provides the source data (the Czech Accounting Standards) and for small companies operating in the construction sector. When used in another accounting system in another economy, the set limits may not be optimal.

Further research will focus on data-based model where the extreme quantities of partial predictors will be limited. The model accuracy will then be tested on the data where the partial predictors will also be limited. The simultaneous use of this approach may further increase the model accuracy.

5. Conclusions

The financial bankruptcy of a company has negative consequences not only for the company itself, but also for its business partners. Therefore, ways are being sought to predict the company’s bankruptcy and, if necessary, to prevent it by taking appropriate steps. When using bankruptcy models, companies can monitor the financial health of a business partner and thus eliminate the negative effects that their bankruptcy would cause them. The use of bankruptcy models is wide and therefore the effort to create a model with maximum accuracy is great. The authors chose one of the many bankruptcy models, which has a standard structure and consists of partial
predictors and assigned weights of importance. On this model, they verified their hypothesis that the partial predictors contain outliers and some combinations of them may lead to a reduction in the accuracy of the company’s bankruptcy prediction. After setting the limits of the values of the partial predictors at the level of percentile 0.01 and percentile 0.99, the Model 1 shows higher accuracy. This was demonstrated by the results when applied to a sample of 752 companies (test sample 1) and subsequently to a sample of 415 companies (verification sample 2). The performed analyses also included the shift of the limits to the level of the 0.02 percentile vs. percentile 0.98, percentile 0.03 vs. percentile 0.97, but this no longer led to an increase in accuracy. The authors are aware that the introduction of limits for partial predictors may not lead to an improvement in predictive ability automatically for other bankruptcy models. What effect the limits of partial predictors may have on the accuracy of other bankruptcy models will be the subject of further investigation. The aim of this research was to prove or disprove the hypothesis that in some cases the introduction of limits for partial predictors may have a positive effect - and this was successful.

Note
1. Partial predictors of the selected bankruptcy model, when applied to a sample of data, also show outliers.
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