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Abstract—To alleviate labeling complexity, in multi-instance multi-label learning, each sample/bag consists of multiple instances and is associated with a set of bag-level labels leaving instances therein unlabeled. This setting is more convenient and natural for representing complicated objects with multiple semantic meanings. Compared to single-instance labeling, this approach allows for labeling larger datasets at an equivalent labeling cost. However, for sufficiently large datasets, labeling all bags may become prohibitively costly. Active learning (AL) uses an iterative labeling and retraining approach to provide reasonable classification performance using a small number of labeled samples. To our knowledge, only two approaches have been previously proposed for AL in the MIML setting. These approaches either require labeling all classes in a selected bag or involve partial instance-level labeling. To further reduce labeling costs, we propose a novel bag-class pair-based approach for AL in the MIML setting. Due to the partial availability of bag-level labels, we focus on AL in the incomplete-label MIML setting. For the query process, we adapt AL criteria to the novel bag-class pair selection strategy. Additionally, we introduce an online approach for learning a discriminative graphical model based classifier. Numerical experiments on benchmark datasets demonstrate the effectiveness of the proposed approach.

Index Terms—Active learning, multiple instance multiple label learning, expected gradient length, uncertainty sampling, incomplete-label learning, bag-class pair.

1 INTRODUCTION

In many real-world applications, there are plentiful unlabeled data but limited labeled data, and the acquisition of class labels is usually costly and difficult. By actively and iteratively selecting the most valuable data to query their supervised information, active learning tries to train an effective model with least labeling cost. Under the traditional single-instance single-label (SISL) learning, where each example is labeled by a single label, active learning methods select the most valuable instances and then query their labels from the annotator (oracle) [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]. The key task is to design a criterion for instance selection. In multi-instance learning (MIL), instances are grouped into bags which may contain any number of instances. A bag is labeled negative if and only if it contains all negative instances. A bag is labeled positive, however, if at least one of its instances is positive. There are two scenarios in active learning for MIL. The first is to simply allow the learner to query for the label of unlabeled bags [24], [25]. A second scenario is one in which all bags in the training set are labeled and the learner is allowed to query for the labels of instances selected from positive bags [26]. In multi-label learning (MLL), where each example is labeled by a label set, there are several query approaches for active learning: (i) An instance is selected and the label for each class is obtained in a single query [27], [28], [29], [30]. (ii) An instance-class pair is selected to be labeled at each query [31], [32]. (iii) An instance is selected first and then a class for the selected instance is labeled in each query [33]. In MIML setting, every example is represented by a bag of multiple instances and is annotated with multiple class labels to express the presence or absence of each class in the bag. The MIML setting provides an appropriate framework for learning with complex objects. However, when the instance feature vector dimension and the number of classes increase, training an effective model requires more data. Moreover, since there are a large number of candidate labels in MIML, it becomes much more costly to annotated an example comparing to MIL. Hence, active learning for MIML is highly desired to reduce the labeling cost. Similar to active learning in MIL, the query process for active learning in MIML learning presents several options. To the best of our knowledge, the only two approaches of querying in MIML, which are available in the literature are: (i) A bag is selected and all classes are labeled at each query [34]. This approach may lead to redundant labeling of classes, which do not help to increase the performance of the model. (ii) A bag is selected first and then a single class for that bag is selected to be labeled at each query [35], [36]. In [35], [36], after selecting the bag and the class to be labeled, the oracle decides whether they are relevant. If the oracle returns a negative label the query process is complete and all instances are assumed negative for the selected class. If the oracle returns a positive label, then the oracle is queried for an instance in the bag that is positive for the selected class. In either case, the information provided in each query can be directly mapped to instance labels. In turn, an instance level model is updated based on the specific instance information. The queried bags are moved from the unlabeled set to the labeled set once all the labels of these bags are available. Beyond the standard cost for labeling a bag-class label pair,
an additional cost is involved in the process of querying the labeler for the key instance associated with a positively-labeled class. To the best of our knowledge, there are no active learning methods for a single bag-class label pair query. This approach can be faster and/or less costly to label because in each query only one bag-class pair is presented to the labeler to label. The increase in labeling all classes in a given bag (e.g., the number of times the labeler reviews the bag-of-instances) compared to labeling a single class in the bag (i.e., a bag-class pair) may be small when the number of classes is small. If the number of classes considered is large, the cost of labeling all classes in a bag compared to a single class may be significant, e.g., proportional to the number of classes considered. For example, in bird species recognition [37], a labeler can listen to an audio recording one time and determine the presence or absence of a single target species or even a small set of target species. However, if the number of target species is large, the labeler may need to repeatedly listen to the audio recording as they carefully review each class in their provided list of target species. Though labeling a single bag-class pair can reduce the labeling cost, this approach introduces the following challenge. After a bag is labeled for one of its classes, the available label set for the bag is incomplete. Incomplete-label MIML is used to describe the setting, in which each training bags are provided with a subset of the correct label set. Since up until recently no incomplete-label MIML methods were available, training based on data from the aforementioned active learning method was a challenge. The recent work in [38] introduces a method to train data with sub-set of labels available. With the availability of training methods for incomplete MIML, we are now in position to evaluate the bag-class label pair query paradigm for active learning in MIML. Fig. 1 presents active learning query types for different learning settings including SISL, MIL, MLL, and MIML. The active learning strategy proposed in this paper is highlighted.

In summary, in this paper, we propose a novel framework for active learning under the MIML-ILL setting. Our MIML-ILL classifier bases on the discriminative graphical model with exact inference. We develop an online version of the model update to maximize the marginal log-likelihood to reduce the computational complexity of our framework and make it scalable. In the query process, we propose a novel approach to select bag-class pair based on EGL and uncertainty sampling that rely on the bag-class probability determined by our model. Finally, we build up a comprehensive comparisons to show the effectiveness of the proposed approach.

Fig. 1: Active learning different settings. (a) Active learning in SISL setting. Each query selects the most informative instances from the unlabeled data to ask for labeling. (b1) Each query selects a bag of instances to label. (b2) Each query selects an instance from a positive bag to label. (c) Active learning in MIL setting. (c1) Each query selects an instance to label all classes. (c2) Each query selects pair of instance and class to label. (c3) Each query selects one instance, and then select which class to label for selected instance. (d) Active learning in MLL setting. (d1) Each query selects a bag to label all classes. (d2) Each query selects one bag, and then select which class to label for selected instance. (d3) (Our approach) each query selects pair of bag and class to label.
Active learning selectively queries the most valuable information from the oracle and aims to train an effective model with least queries. The key task in active learning is to design a proper strategy such that the queried information is most helpful for improving the learning model. There have been many active learning methods proposed under traditional single instance single label (SISL) setting [39] with three main settings. (i) Membership query synthesis: the learner may request labels for any unlabeled instance in the input space, including (and typically assuming) queries that the learner generates de novo, rather than those sampled from some underlying natural distribution [1], [2], [3], [4]. (ii) Stream-based selective sampling: the key assumption is that obtaining an unlabeled instance is free (or inexpensive), so it can first be sampled from the actual distribution, and then the learner can decide whether or not to request its label [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]. (iii) Pool-based sampling: there is a small set of labeled data and a large pool of unlabeled data available. Queries are selectively drawn from the pool, which is usually assumed to be closed [15], [16], [17], [18], [19], [20], [21], [22], [23].

While most active learning research focuses on traditional setting, there are a few works extend the ideas to multi-instance learning [24], [25], [26] or multi-label learning [27]. [28], [29], [30], [31], [32]. In [26], the authors introduce two active query selection strategies in multi-instance (MI) active learning: MI uncertainty sampling and expected gradient length. They explore the case where a MI learner may query unlabeled instances from positively labeled bags in order reduce the inherent ambiguity of the MI representation. In [24], the authors describe a multi-instance active learning algorithm for such incremental learning in the context of building models of relevant domain objects. Each bag of instance is selected to be labeled after each query. They introduce the concept of bag uncertainty sampling, enabling robots to identify the need for feedback, and to incrementally revise learned object models by associating visual cues extracted from images with verbal cues extracted from limited high-level human feedback. Two general multi-instance active learning (MIAL) methods are introduced in [25]. Multiple-instance active learning with a simple margin strategy (S-MIAL) and multiple-instance active learning with Fisher information (F-MIAL). These two approaches are applied to the active learning in localized content based image retrieval. S-MIAL considers the most ambiguous picture as the most valuable one, while F-MIAL utilizes the Fisher information and analyzes the value of the unlabeled pictures by assigning different labels to them. Both methods select a bag to label for each query. For active learning in the MLL setting, the approaches in [27], [28], [29], [30] select a single instance to label all classes after each query. In [27], the authors first propose two novel multi-label active learning strategies, a max-margin prediction uncertainty sampling strategy and a label cardinality inconsistency strategy, and then integrate them into an adaptive framework of multi-label active learning. In [29], the authors propose a multi-label SVM active learning method. They provide two selection strategies: max loss strategy and mean max loss strategy. Auxiliary learner is introduced in [30]. They extend maximum loss reduction with maximum confidence (MMC) to a more general framework that removes the heavy dependence and clarifies the roles of each component in MMC. In particular, the framework is characterized by a major learner for making predictions, an auxiliary learner for helping with query decisions and a query criterion based on the disagreement between the two learners. In [28], the authors propose a semantic-gap-oriented active learning method, which incorporates the semantic gap measure into the information-minimization-based sample selection strategy. The basic learning model used in the active learning framework is an extended multi-label version of the sparse-graph-based semi-supervised learning method that incorporates the semantic correlation. The different strategy of active learning in MLL is introduced in [31], [32]. In these approaches, a pair of instance-label is selected simultaneously to label after each query. Specifically, in [31], the authors propose a novel example-label based multi-label active learning method. They consider how to select the most informative example-label pairs by computing the uncertainty of each example-label pair with the boundary, but they did not take the label correlation of an example into consideration. In [32], the authors propose to select sample-label pairs to minimize a multi-label Bayesian classification error bound. This active learning strategy not only considers the sample dimension but also the label dimension and is termed Two-Dimensional Active Learning (2DAL). In [33], the authors propose an approach to select a single instance first and then a class for the selected instance is labeled after each query. In this approach, the selected instance is the one that maximizes the label cardinality inconsistency (LCI). LCI measures the inconsistency between the number of predicted positive labels of an instance and the average label cardinality (the average of the number of positive labels) on the fully labeled data. And then a class is selected based on the distance between its and the dummy label. All the above studies are focusing on either multi-instance or multi-label learning, and cannot be directly applied to MIML setting. There are several studies which are developed for active learning in MIML setting. The method in [34] is specifically designed based on MIMLSVM. It firstly degenerates the bags to single-instance representation and then directly employ traditional active learning method for label querying (select each bag to label all classes for each query), which does not truly exploit the characteristics of MIML tasks. The authors in [35] propose an approach for active learning in MIML setting based on the work in [35]. For each query, the bag is selected first based on the uncertainty (the gap between the predicted number of positive labels of the bag and the average number of positive labels of the training data) and diversity of the bag (how many labels of the bag was queried before). Then a class is pointed out to be labeled for the selected bag based on the distance from the label to the thresholding dummy label. In their methods, not only one selected label is queried, but also the key instance which is most relevant to queried label is asked. In [36], the authors extend work in [35] with a modification in bag label prediction achieving from instance-level predictions to predicting protein functions of bacteria genomes. All these approaches select a bag to label all classes or a bag and then select a class to label. To the best of our knowledge, there
are no studies that focus on selecting a bag-class pair in the MIML setting.

3 The proposed approach

In this section, we introduce the problem of active learning for MIML data with missing labels. We present a novel instance selection approach, in which the presence or absence of a specific class in a given bag is obtained with each query. We demonstrate how criteria such as expected gradient length (EGL) and uncertainty sampling, commonly developed for querying a multi-class label for the single instance case, can be modified for the selection of the bag-class pair as an instance. Finally, to facilitate an efficient model update, we develop an online SGD approach for learning the model parameters.

3.1 Problem formulation

Our main goal is to develop a model to learn an effective classifier that can label a newly unseen bag/instance under the setting of MIML learning with missing labels with as small as possible number of training data using active learning. We begin with a description of the data and related notation. We then continue with the probabilistic model for this setting and the associated inference approaches.

Data description: We consider an entire dataset consisting of a collection of \( B \) bags and their associated label sets \( \{(X_b, Y_b)\}_{b=1}^B \), respectively. Each bag \( X_b \) is a set of instance feature vectors, \( X_b = \{x_{b1}, x_{b2}, \ldots, x_{bn_b}\} \), where \( x_{bi} \in \mathcal{X} \subseteq \mathcal{R}^d \) is the feature vector for the \( i \)-th instance in the \( b \)-th bag and \( n_b \) denotes the number of instances in the \( b \)-th bag. Bag \( b \) is labeled by a label vector \( Y_b \in \{-1, 0, 1\}^C \), where \( C \) is the number of classes and for each class the \( c \)-th entry \( Y_{bc} \in \{-1, 0, 1\} \) indicates a positive label 1, negative label 0, and the absence of the label -1. The set of available labels in bag \( b \) is denoted by \( S_b \), which is defined as:

\[
S_b = \{c | Y_{bc} \neq -1, c = 1, 2, \ldots, C\}.
\]  (1)

Additionally, we introduce the set of positively labeled classes \( S_b^+ \), negatively labeled classes \( S_b^- \), and unlabeled classes \( S_b^0 \) in bag \( b \):

\[
S_b^+ = \{c | Y_{bc} = 1, c = 1, 2, \ldots, C\}
\]

\[
S_b^- = \{c | Y_{bc} = 0, c = 1, 2, \ldots, C\}.
\]

\[
S_b^0 = \{c | Y_{bc} = -1, c = 1, 2, \ldots, C\}.
\]  (2)

Note that \( S_b = S_b^+ \cup S_b^- \) and \( \bar{S}_b \) is the complement of \( S_b \). For example, let \( C = 6 \) and \( Y_b = [0, -1, 1, 1, 0, -1]^T \). Hence, we only observe a label for \( Y_{b1}, Y_{b3}, Y_{b4} \) and \( Y_{b5} \). Therefore, \( S_b = \{1, 3, 4, 5\}, S_b^+ = \{3, 4\}, S_b^- = \{1, 5\} \), and \( \bar{S}_b = \{2, 6\} \). Moreover, we can define the set \( \mathcal{L} \), the available label index set, as the set of indices \( (b, c) \) for which \( Y_{bc} \neq -1 \), i.e., \( \mathcal{L} = \{(b, c) | Y_{bc} \neq -1\} \). Similarly, we can define the unavailable label index set, as the set of indices \( (b, c) \) for which \( Y_{bc} = -1 \), \( \mathcal{U} = \{(b, c) | Y_{bc} = -1\} \).

We consider two steps in active learning: (1) instance selection and (2) model update. An instance selection criterion is applied to obtain bag-class pair \( (b^*, c^*) \in \mathcal{U} \) for which a label will be provided. After a label is provided for such an instance, the corresponding \( Y_{b^*c^*} \) will no longer be -1 and consequently \( \mathcal{L} \leftarrow \mathcal{L} \cup \{(b^*, c^*)\} \) and \( \mathcal{U} \leftarrow \mathcal{U} \setminus \{(b^*, c^*)\} \). For the model update, it is common to retrain the model after obtaining an additional label. It is important to note that using our notations the training set remains \( \{(X_b, Y_b)\} \) regardless of how many unavailable labels. Their availability is directly encoded in the \( Y_b \) vector. With more bag-class pairs becoming known, some of the entries in \( Y_{bc} \) change from -1 to either 1 or 0. Though bags for which \( Y_b \) is the all -1 vector are also included in the training set, they play no role in the update step since the log-likelihood will only be computed based on the available labels.

Given this setting, we develop a novel framework of active learning in MIML-ILL. In which, (i) we adopt the MIML-ILL model from [38] (as reviewed in this section) to learn the base classifier; (ii) we propose a novel instance selection, called bag-class pair selection based on EGL and uncertainty sampling for the MIML-ILL setting to select the most informative bag-class pair from the unlabeled data to update the model; (iii) we present an online version of optimization problem to maximize the marginal log-likelihood of the model in [38]. The complete algorithm of our proposed approach is summarized in Algorithm 1.

### Algorithm 1 The MIML-ILL-AL algorithm

1. Input: \( B = \{(X_b, Y_b)\}_{b=1}^B \): entire dataset (may include incomplete label vectors). \( \mathcal{U} = \{(b, c) | Y_{bc} = -1\} \): the unavailable bag-class pairs; \( Q \): number of queries (no more than \( |\mathcal{U}| \))
2. Initialize: \( q = 1 \), \( w_0 = 0 \)

\( w = \text{Model Update}(B, w_0) \) (as in Section 3.2)

3. while \( q < Q \)

\( \text{q} = \text{Instance Selection} (B, \mathcal{U}, w) \) (as in Section 3.3)

4. Query \( y_b c^* \)

5. Update training data: \( \mathcal{U} \leftarrow \mathcal{U} \setminus \{(b^*, c^*)\} \)

6. \( w = \text{Model Update}(B, w) \) (as in Section 3.4)

7. \( q = q + 1 \)

8. end while

3.2 Background

Our proposed model is adopted from [38] paper (presented in Fig. 5). Specifically, we assume that the instance feature vectors and the bag labels in each bag are independent across bags, i.e., observations \( (X_b, Y_b) \) are independent for \( b = 1, 2, \ldots, B \). To define the model for a single bag, we assume that the latent multi-class instance labels \( y_{bi} \) for \( i = 1, 2, \ldots, n_b \) are independent conditioned on \( X_b \) and the probability for \( y_{bi} \in \{1, 2, \ldots, C\} \) given \( x_{bi} \) follows the multinomial logistic regression model

\[
P(y_{bi} = c | x_{bi}, w) = \frac{e^{w^T_i x_{bi}}}{\sum_{c=1}^C e^{w^T_i x_{bi}}},
\]  (3)

where \( w = [w_1^T, \ldots, w_C^T]^T \) is the model parameter column vector and \( w_c \) for \( c = 1, 2, \ldots, C \) is a \( d \)-dimensional column vector. As discussed in the introduction, due to various reasons (e.g., labeling cost and/or labeling strategy), only a subset of the classes \( \{1, 2, \ldots, C\} \) may be labeled. We model the labeled (i.e., observed) entries of \( Y_b \) conditioned on \( y_{bi} = [y_{b1}, \ldots, y_{bn_b}] \) as independent and consequently

\[
P(Y_b | y_{bi}) = \prod_{c \in S_b} P(Y_{bc} | y_{bi}).
\]

To model \( Y_{bc} \) for \( c \in \bar{S}_b \) given \( y_{bi} \), we follow the OR rule assumption, i.e., \( Y_{bc} = 1 \) if at least
one of the \(y_{bi}\)'s equals to \(c\) and 0 otherwise. Hence, we define the probability of \(Y_{bc}\) for \(c \in S_b\) given \(y_b\) as:

\[
P(Y_{bc} = Y|y_b) = Y(1 - \prod_{i=1}^{n_b} I(y_{bi} \neq c)) + (1 - Y) \prod_{i=1}^{n_b} I(y_{bi} \neq c),
\]

(4)

where \(Y \in \{0, 1\}\). Based on the aforementioned modeling assumptions, the single bag log-likelihood for the \(b\)th bag is given by

\[
\log P(Y_b, X_b) = \log \sum_{y_b \in C} \prod_{i=1}^{n_b} P(Y_{bi}|y_{bi}) \prod_{j=1}^{n_b} P(y_{bj}|x_{bj}, w) + \log P(X_b),
\]

(5)

where \(P(y_{bj}|x_{bj}, w)\) and \(P(Y_{bc}|y_b)\) are given by (3) and (4), respectively. Note that term \(\log P(Y_b)\) is not a function of the parameter vector \(w\) and hence is treated as a constant.

According to [38], the computational complexity associated with the E-step of EM algorithm used to maximize the log-likelihood function is the exponential degree of the number of positive labels per bag. To reduce the computational complexity associated with the E-step when the number of positive labels per bag is large, we adopted the marginal maximum likelihood (MML) approach to maximum likelihood. We consider an objective that is the sum of the log-MML for the probability of \(y\) given \(X\) from (4) [38]. The aforementioned step along with some simplifications yields the following expression for the marginal log-likelihood objective:

\[
L_{MML}(w) = \sum_{b=1}^{B} \sum_{t \in S_b} \left\{ I(Y_{bt} = 0) \sum_{i=1}^{n_b} \log P(y_{bi} \neq t) + I(Y_{bt} = 1) \log \left(1 - e^{\sum_{i=1}^{n_b} \log P(y_{bi} \neq t)}\right) \right\}.
\]

(7)

For \(c = 1, \ldots, C\), the update rule of \(w_c\) is given by

\[
w_c^{k+1} = w_c^k + \eta_k \frac{\partial L_{MML}(w)}{\partial w_c} |_{w=w^k},
\]

(8)

where \(\frac{\partial L_{MML}(w)}{\partial w_c}\) is computed as

\[
\sum_{b=1}^{B} \sum_{i=1}^{n_b} \left( I(Y_{bt} = 1) P(Y_{bt} = 0) \frac{P(y_{bi} = c)}{P(Y_{bt} = 1)} - I(Y_{bt} = 0) P(y_{bi} = t) \right) \left( I(c = t) - I(c \neq t) \right) \frac{P(y_{bi} = c)}{1 - P(y_{bi} = t)} x_{bi}
\]

(9)

and

\[
P(Y_{bt} = 0) = \prod_{i=1}^{n_b} P(y_{bi} \neq t),
\]

(10)

\[
P(Y_{bt} = 1) = 1 - P(Y_{bt} = 0).
\]

The step size \(\eta_k\) is determined using the backtracking line search algorithm.

We develop our framework for active learning under the MIML-ILL setting based on this model. The aforementioned inference [8, 10] was proposed in [38] as means of training the model-based MIML-ILL classifier. In active learning, the model is typically updated with every query to ensure that instance selection is taking into account the most current and accurate model. This task is computationally intensive with a computational complexity that grows linearly with the the size of the labeled data. To reduce the computational complexity of our framework and make it scalable, we develop an online version of the model update to maximize the marginal log-likelihood (the detail is provided in Section 3.4). In the query process, we propose a novel approach to select bag-class pair based on EGL and uncertainty sampling that rely on the bag-class probability determined by this model. Details are provided in Section 3.3.

3.3 Instance Selection

Recall an unavailable label index set, as the set of indices \((b, c)\) for which \(Y_{bc} = -1\), \(U = \{(b, c)|Y_{bc} = -1\}\), where \(Y_{bc} \in \{-1, 0, 1\}\) and \(c = 1, \ldots, C\). Let \(l \in \{0, 1\}\). In our active learning scenario, each query selects a pair of bag-class \((b, c)\) in \(U\) and queries for \(Y_{bc} = l\). We introduce two criterion to select bag-class pair from the unlabeled pool: (i) EGL and (ii) uncertainty sampling.

3.3.1 EGL for MIML

Expected gradient length is an approach used for discriminative probabilistic model classes. This approach selects the instance that would impart the greatest change to the current model if we knew its label. Specifically, the learner should query instance \(x\) which, if labeled and added to training data \(\mathcal{L}\), would result in the new training gradient of the largest magnitude. Let \(f_\theta(\mathcal{L})\) be the objective function used in training a classifier (e.g., log-likelihood or regularized loss), and \(\nabla f_\theta(\mathcal{L})\) be the gradient of the objective function \(f_\theta(\mathcal{L})\) with \(\theta\). Now let \(\nabla f_\theta(\mathcal{L} \cup \{(x, y)\})\) be the new gradient obtained by adding the training tuple \((x, y)\) to the previously available data \(\mathcal{L}\). Since the query
algorithm does not know the true label $y$ in advance, we must instead calculate the length as an expectation over the possible labelings:

$$x^*_{\text{EGL}} = \arg\max_{x \in U} \sum_y P(y|x, w)\|\nabla f_y(L \cup \{(x, y)\})\|. \tag{11}$$

This EGL approach is applied in single-instance single-label (SISL) or multi instance learning (MIL). For multi-label learning (MLL), to consider all label sets of one instance, we need to sum of gradient of $2^C$ possible cases, where $C$ is the number of classes. This leads to issue of computational complexity when $C$ is large. However, since we restrict our attention to selecting the bag-class pair, we manage to avoid the high computation cost associated with the calculation of the EGL criterion for an entire bag. Moreover, with selecting the bag-class pair, we might also reduce the redundant labeled classes due to query the labels of the entire bag. To that end, we develop a novel extension of the EGL criterion to the MIML-ILL setting to select a bag-class pair for labeling during the query phase. Given the model parameters and the current training data, for each bag-class pair in the unlabeled data, we compute the gradient of the marginal log-likelihood $\nabla \log P(Y|x, w)$ associated with the training data after a new bag-class pair is included. The bag-class pair that has the most impact to the gradient of the marginal log-likelihood on the training data with this pair included is selected for the label querying. This pair is then added to the current training data for model update. Specifically, given the current label index set $L = \{(b, c)|Y_{bc} \neq -1\}$ and the current model parameter vector $w$, for each pair of bag-class $(b, c)$ in $U$, we add this pair to current available index set $L$, then compute the gradient of the marginal log-likelihood (ML) on this new available index set. The number of available indices in $L$ will increase by 1 and the gradient of the marginal log-likelihood for new available index set is:

$$G_{L,\{(b,c)\}} = \frac{1}{|L| + 1} \sum_{(b',c') \in \{(b,c)\}} \nabla \log P(Y_{b',c'}|x_b, w)$$

$$= \frac{1}{|L| + 1} \sum_{(b',c') \in \mathcal{L}} \nabla \log P(Y_{b',c'}|x_b, w) + \frac{1}{|L| + 1} \nabla \log P(Y_{bc}|x_b, w)$$

$$= \frac{|L|}{|L| + 1} G + \frac{1}{|L| + 1} \nabla \log P(Y_{bc}|x_b, w). \tag{12}$$

We proceed with the assumption that the minimization of the marginal log-likelihood was successfully accomplished prior to the current query such that $G_{L,\{(b,c)\}} = 0$ for the resulting $w$. Consequently, we can simplify the expression for the gradient of marginal log-likelihood after adding the pair $(b, c)$ as:

$$G_{L,\{(b,c)\}} = \frac{1}{|L| + 1} \nabla \log P(Y_{bc}|x_b, w). \tag{13}$$

Because $Y_{bc} \in \{0, 1\}$, then the EGL of the marginal log-likelihood after adding pair $(b, c)$ is computed as:

$$EGL_{bc} = \frac{1}{|L| + 1} (P(Y_{bc} = 1|x_b, w)\|\nabla \log P(Y_{bc} = 1|x_b, w)|| + P(Y_{bc} = 0|x_b, w)\|\nabla \log P(Y_{bc} = 0|x_b, w)||,$$

$$= \sum_{i=1}^{n_b} \log \left(1 - e^{-\sum_{c=1}^{C} \log P(y_{ic} \neq c)}\right)$$

$$= I(Y = 0) \sum_{i=1}^{n_b} \log P(y_{ic} \neq c) + I(Y = 1) \log(1 - e^{-\sum_{c=1}^{C} \log P(y_{ic} \neq c)}) \tag{14}$$

as in $[11]$ and
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We proceed with the assumption that the minimization of the marginal log-likelihood was successfully accomplished prior to the current query such that $G_{L,\{(b,c)\}} = 0$ for the resulting $w$. Consequently, we can simplify the expression for the gradient of marginal log-likelihood after adding the pair $(b, c)$ as:

$$G_{L,\{(b,c)\}} = \frac{1}{|L| + 1} \nabla \log P(Y_{bc}|x_b, w). \tag{13}$$
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where
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$$= I(Y = 0) \sum_{i=1}^{n_b} \log P(y_{ic} \neq c) + I(Y = 1) \log(1 - e^{-\sum_{c=1}^{C} \log P(y_{ic} \neq c)}) \tag{14}$$

as in $[11]$ and
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Uncertainty sampling is a common approach to active learning in the standard supervised setting. For probabilistic classifiers, this involves applying the classifier to each unlabeled instance and querying those with most uncertainty about the class label. Specifically, the learner should query instance $x$ about which it is least certain how to label. Let $P(y|x, w)$ be the probability that instance $x$ belongs to class $y$. A more general uncertainty sampling variant might query the instance whose prediction is the least confident:

$$x^* = \arg\max_{x \in U} (1 - P(\hat{y}|x, w)), \tag{18}$$

where $\hat{y} = \arg\max_{y \in \{1, \ldots, C\}} P(y|x, w)$. This uncertainty sampling approach is applied in single-instance single-label (SISL) or multi instance learning (MIL). To apply this uncertainty sampling principle directly to multi-label learning, we need to determine $\hat{Y} = \arg\max_{Y \in \{0, 1\}^C} P(Y|x, w)$. The computational complexity of this step is $O(2^C)$, which leads to the same issue of computational complexity with the aforementioned general EGL when $C$ is large. We restrict our attention to selecting the bag-class pair which (i) avoids the high computation cost associated with the calculation of the uncertainty sampling criterion for an entire bag; (ii) avoids labeling potentially-redundant classes by querying the most informative class only. To do so, we adopt the idea of uncertainty sampling for binary classification. In this setting, uncertainty sampling queries the instance, which is nearest to the boundary. For example, in $[25]$, instance is selected to query its label if this instance satisfies:

$$x^* = \arg\max_{x \in U} 2P(y = 1|x, w)(1 - P(y = 1|x, w)), \tag{19}$$

Specifically, instead of considering all classes of a bag, we propose an approach to select a bag-class pair from unlabeled data to query based on uncertainty sampling. Given the model parameters and the current training data, for each
bag-class pair in the unlabeled data, we compute its score based on the probability of the class being present in the bag. The bag-class pair that its class probability is close to the boundary is considered as the most informative pair and will be selected to add to training data for model update. For each \((b, c) \in U\), we compute the score of each unlabeled pair as:

\[
S_{bc} = 2P(Y_{bc} = 1|X_b, w)(1 - P(Y_{bc} = 1|X_b, w)),
\]

where \(P(Y_{bc} = 1|X_b, w) = 1 - \prod_{i=1}^{n_b} P(y_{bi} \neq c)\) and \(P(Y_{bc} = 0) = 1 - P(Y_{bc} = 1)\). Note that we can also compute the score using the following formula \(S_{bc} = |P(Y_{bc} = 1|X_b, w) - 0.5|P(Y_{bc} = 0|X_b, w) - 0.5|\). The pair that satisfies the following condition is selected for querying:

\[
(b^*, c^*) = \arg \max_{b,c} S_{bc}.
\]

As with EGL, our selection based on uncertainty sampling approach requires only the features of bag \(b\), \(X_b\), and the model parameter vector \(w\). The computational complexity of the selection phase is \(O(n_b C d)\), where \(n_b\) is the number of instances in bag \(b\), \(C\) is the number of classes, and \(d\) is the dimension of the feature vector \(x_{bi}\).

### 3.4 Model Update

In this section, we present the model update process after every query. We will begin with the update of training data after one query is performed and proceed with the update of the model parameters.

#### 3.4.1 Training data update

After querying the bag-class pair from the unlabeled pool, we update this pair into the training data. Specifically, let \(b^k, c^k\) is the selected pair at the \(k\)th query, \(t \in \{0, 1\}\) is the value of \(Y_{b^k,c^k}\), and \(S_1^k, \ldots, S_B^k\) are the available label set of \(B\) bags at the \(k\)th query, we have:

\[
Y^k_{bc} = \begin{cases} Y^{k-1}_{bc}, & \text{if } (b, c) \neq (b^k, c^k) \\ t, & \text{if } (b, c) = (b^k, c^k). \end{cases}
\]

and

\[
S^k_b = \begin{cases} S^{k-1}_b, & \text{if } b \neq b^k \\ S^{k-1}_b \cup \{c^k\}, & \text{if } b = b^k; \end{cases}
\]

\[
U \leftarrow U \setminus \{(b^k, c^k)\}
\]

#### 3.4.2 Model parameter update

We demonstrate how our model is updated after a bag-class pair is queried. Specifically, after each query, our goal is to update the model parameters by minimizing the MML objective that takes into account all the available labels:

\[
\tilde{F}^k(w) = \frac{1}{\sum_b |S^k_b|} \sum_{i=1}^{k} f_{b^*, c^*}(w, Y^i_{b^*, c^*}),
\]

where

\[
f_{bc}(w, l) = -[l(0) \sum_{i=1}^{n_b} \log P(y_{bi} \neq c) + l(1) \log(1 - \sum_{i=1}^{n_b} \log P(y_{bi} \neq c))].
\]

is the objective associated with the label of bag \(b\) and class \(c\). To reduce the computational complexity associated with the minimization of the MML objective that includes the entire available data, we propose a stochastic gradient descent (SGD) approach that involves updating the parameter vector based on the gradient associated with the newly obtained label:

\[
w^k = \mathcal{P}(w^{k-1} - \eta_k g^k(w^{k-1})),
\]

where \(g^k = \nabla f_{b^k, c^k}(w, Y^k_{b^k, c^k})\), \(\eta_k\) is the step-size, and \(\mathcal{P}\) is used to denote a projection onto the feasible solution set. For the gradient, \(g^k\) is computed by

\[
g^k = \sum_{i=1}^{n_b} \left( I(Y_{bc_i} = 1)P(Y_{bc_i} = 0)\frac{P(y_{bi} = c)}{P(Y_{bc_i} = 1)} - I(Y_{bc_i} = 0)P(y_{bi} = c) \right)
\]

\[
\left( I(c = c_k) - I(c \neq c_k) \frac{P(y_{bi} = c)}{1 - P(Y_{bc_i} = c_k)} \right) x_{bi}.
\]

We consider a monotonically decreasing step size that follows this form: \(\eta_k = \frac{c^r}{\max(c^0, \lambda^r)}\), where \(c^r\) and \(c^0\) are constants, \(\lambda\) is the regularization term. Similar to algorithms such as PEGASOS [40], we can show that the optimal solution is guaranteed to be contained in a sphere of a given radius. For our problem, we can show that the radius is \(\tau = \sqrt{\frac{2}{\lambda} \max\{\log(C), \max_{b,c} (\frac{|S_b|}{n_b})\}}\) and the solution must reside in the sphere \(S_\tau = \{w | \|w\| \leq \tau\}\). The projection operator onto the sphere \(S_\tau\) is denoted by \(\mathcal{P}\) and is given by

\[
\mathcal{P}(w) = \begin{cases} w, & \|w\| \leq \tau, \\ \tau \frac{w}{\|w\|}, & \|w\| > \tau. \end{cases}
\]

The detailed derivation of \(\tau\) is provided in Appendix A.

### Consider the MML as the average of bag-class pairs to solve the minimization problem using SGD leads to more randomness and increases the variant of the gradient. Therefore, we introduce another method for update the model parameter after a bag-label pair comes. Instead of update only the queried pair, we update the full bag that contain the bag-label queried pair. Specifically, after each query, we update the model parameters by minimizing the following MML:

\[
\tilde{F}^k(w) = \frac{1}{\sum_b |S^k_b|} \sum_{b=1}^{B} \sum_{c \in S^k_b} f_{bc}(w, Y^k_{bc}),
\]

where \(f_{bc}(w, Y^k_{bc})\) is computed as in (24). The update rule is the same with the bag-class update (25):

\[
w^k = \mathcal{P}(w^{k-1} - \eta_k g^k(w^{k-1})),
\]

where \(\eta_k\) and \(\mathcal{P}(\cdot)\) are described right after (25). The difference here is that \(g^k\) is the gradient of the full bag \(g^k = \nabla \sum_{c \in S_b} f_{bc}(w, Y_{bc})\) and \(g^k\) w.r.t \(w_c\). This bag contains the queried bag-class pair. The gradient \(g^k\) is computed as:

\[
g^k = -\sum_{c \in S_b} \left( I(Y_{bc} = 1)P(Y_{bc} = 0)\frac{P(y_{bi} = c)}{P(Y_{bc} = 1)} - I(Y_{bc} = 0)P(y_{bi} = c) \right)
\]

\[
\left( I(c = c_k) - I(c \neq c_k) \frac{P(y_{bi} = c)}{1 - P(Y_{bc_i} = c_k)} \right) x_{bi}.
\]
From (26) and (29), the only difference between the bag-class pair update and the full bag update is the gradient of the marginal log-likelihood \( g^k \) used in updating the model parameters. In the bag-class pair update, \( g^k \) is the gradient of the bag-class pair queried. Other available class labels of this bag are not taken into account to update the model. However, in the full bag update, all other available class labels beside the queried bag-class pair are used in updating the model.

4 Experiments

In this section, we evaluate our proposed approach for learning an instance/bag-level classifier under the MIML active learning with missing labels by deploying three different experimental settings: (i) model update inference, we compare our online (SGD) approach with offline GD approach in [38] to verify the correctness of our approach; (ii) instance selection criterion and type comparison: we run our model with four different selection criteria; specifically, we compare our proposed bag-class pair selection based on EGL and uncertainty sampling with other two selection criteria: bag selection and bag-then-label selection from [34] and [35], respectively, to verify the effectiveness of our selection criterion and type; (iii) finally, we compare our framework with two other state-of-the-art approaches on the MIML setting with active learning [34], [35]. To perform the comparison, with each compared method, we run our model with the instance selection strategy used by the compared method. In our comparison, we evaluate bag-level metrics as a function of the epochs and the number of bag-class pair queries.

Dataset: We perform a comparison on three benchmark datasets, including: HJA - a bird song recordings dataset [37], and two letter datasets [41] (i.e., Letter Carol and Letter Frost). HJA is bird song audio recordings dataset. Each 10-second audio recording is converted into a bag consisting of audio segments obtained via time-frequency domain segmentation and featureized as in [37]. The bags are manually labeled to indicate the presence or absence of bird species. HJA dataset includes 645 bags with a total of 13 bird species. Letter Carol and Letter Frost are also MIML datasets, each is taken from a poem [41]. Each word (bag) contains multiple letters. Each letter is described by a 16-dimensional feature vector and is annotated by one of 26 letter labels from 'a' to 'z'. The labels for each word are the union of its letter labels. On each dataset, we generate 10 cross validation sets and the results are reported based on the average of these 10 sets.

4.1 Model update inference methods - comparison

In this section, we run our online SGD and offline GD approach in [38] on three aforementioned datasets. In our online SGD, we run experiments when model is updated with new coming bag, called bag-SGD and with new coming bag-class pair, called pair-SGD. For each dataset and on each cross validation set, we run all training data to learn the model parameter. We run three algorithms until convergence to show that the performance of our online SGD approach is comparable to GD approach.

Evaluation metrics: We report the results based on bag accuracy used for MIML learning evaluation in [42] as the function of the number of epochs. Besides, we present the log-likelihood function as the function of number of epochs.

Result analysis: The performance of our two online SGD update method (the bag-class pair update and the full bag update) vs. the full data GD update method in terms of bag accuracy and the log-likelihood is shown in Fig. 3 and Fig. 4. In these two figures, the x-axis is the number of epochs - each epoch is the number of iteration in which all training data is learned to update the model parameters. As can be seen in Fig. 3, the value of the log-likelihood of three methods converges after 1500 epochs. The full data GD update takes more time to converge in comparing to the bag-SGD update and the bag-class pair update, but it converges to a higher value of log-likelihood than our two online update methods, which is expected.

4.2 Instance selection criterion and type

We run our model (MIMLILL-AL) on four selection strategies selected from a combinations of two instance selection criteria: (i) EGL and (ii) uncertainty sampling and three types of query level: (1) bag only, (2) bag-class pair (our approach), and (3) bag-then-label. For (1) bag only criterion, a bag is selected from the unlabeled data based on uncertainty criteria, then all labels of the selected bag are queried to be added into the current training data to update the model. For (2) a bag-class pair criterion (our approach), a bag-class pair is selected simultaneously. For (3) bag-then-label criterion, a bag is selected from the unlabeled data based on the uncertainty sampling and diversity, then a class of the bag(s) is queried based on the distance from the label to the thresholding dummy label. From the six combinations, we ignore two bag only selection strategies based on (i) EGL and (ii) uncertainty sampling to avoid the computational complexity issue mentioned in Section 3.3.

To initialize all active learning methods, for each dataset and cross validation, a small number of bags is fully labeled and is used for training the initial model and the remaining bags are unlabeled. Queries are then made to label bags or bag-class pairs from the unlabeled data. Additionally, we consider random instance selection of bag-class pairs as a baseline method.

Evaluation metrics: We report the results based on metrics used for MIML learning evaluation in [42] including: bag accuracy, average precision, Hamming loss, and one-error as the function of the number of bag-class pair queries.

Result analysis: The performance of our framework on different selection criteria is presented in Fig. 5, Fig. 6. In these figures, the x-axis presents the number of bag-class pair label queries, the y-axis shows the bag accuracy, average precision, Hamming loss, and one error of our method on five different selection criteria. From the curves of five different criteria, we can see that the performance of our two proposed bag-class pair selection criteria based on EGL and uncertainty sampling surpasses the state-of-the-art two selection criteria: bag selection [34] and bag-then-label [35] and the baseline random selection. Our two approaches reach to the performance, which is obtained when all
training data is available, very earlier then the rest methods. Note, in the entire bag selection, after each query, all classes of the selected bag are labeled. To reflect the increase in labeling cost that is proportional to the number of target classes, we plot the performance of each method against the number of bag-class queries rather than queries. When an entire bag is queried, the number of associated individual bag-class queries is $C/k$, where $k$ is the number of classes in a bag that takes the equivalent labeling cost with a single class in the bag. In our illustration, $k = 1$, this means that the labeling cost for a single class in a bag equals to the labeling cost for a bag-class pair. We can select $k \geq 1$ when the number of classes is small. Hence, it should be noted that the performance curves in Figs. [38] for bag query methods appear to be sampled less densely than the methods that rely on bag-class queries.

### 4.3 Comparison with alternative methods

We compare our model (MIMLILL-AL) with the state-of-the-art algorithms for MIML active learning: MIML-AL [33] and MIMLSVM-AL [34]. On each dataset and on each cross validation, a small part of training data is available, the rest is considered as unlabeled data for active learning. Each query request data to label from the unlabeled data.

**Algorithms:** The method in [34] is specifically designed based on MIMLSVM. It firstly degenerates bags to single-instance representation and then directly employ traditional active learning method for label querying (select a bag to label all classes every query), which does not truly exploit the characteristics of MIML tasks. The authors in [35] propose an approach for active learning in MIML setting based on the work in [33]. For each query, the bag is selected first based on the uncertainty (the gap between the predicted number of positive labels of the bag and the average number of positive labels of the training data) and diversity of the bag (how many labels of the bag was queried before). Then a class is pointed out to be labeled for the selected bag based on the distance from the label to the thresholding dummy label. In their methods, not only one selected label is queried, but also the key instance which is most relevant to queried label is asked.

**Evaluation metrics:** We report the results based on metrics used for MIML learning evaluation in [42] including: bag accuracy and Hamming loss as the function of the number of queries.

**Result analysis:** The performance of our approach and the MIML-AL [33] method that is based on bag-then-label selection criterion is shown in Fig. [9] and Fig. [10]. The x-axis is the number of bag-class pair label queries and the y-axis is bag accuracy or Hamming loss. From these figures, our framework appears superior to MIML-AL in
both initialized performance and during querying process. This may be due to the difference of the base classifiers used in our framework and MIML-AL. In MIML-AL, the base classifier is based on fastMIMIL \cite{43}, which constructs a low-dimensional subspace shared by all labels, and then trains label specific linear models to optimize approximated ranking loss via stochastic gradient descent. Note that the performance of MIML-AL in terms of Hamming loss shown in Fig. 10 is comparable to the one reported in MIML-AL paper \cite{35} in Carroll and Frost datasets. The performance of our approach and the MIMLSVM-AL \cite{34} method that is based on bag only selection criterion is shown in Fig. 11 and Fig. 12. The x-axis is the number of bag queries and the y-axis is bag accuracy or Hamming loss. From these figures, the performance of our framework surpasses the performance of MIMLSVM-AL in Carroll and Frost datasets in terms of bag accuracy and Hamming loss. In case of HJA dataset, the performance of MIMLSVM-AL in terms of Hamming loss and bag accuracy is greater than ours in earlier queries. When the number of queries increases,
the performance of our approach reaches and surpasses the performance of MIMLSVM-AL. We suspect that the size of HJA dataset is big enough and the number of classes of HJA dataset is small enough in comparison to Carroll and Frost datasets such that SVM can obtain good classification performance during the initialization step. After that, the performance of MIMLSVM-AL increases gradually when the number of queries increases. The rate of performance increase for MIMLSVM-AL is slower than the rate for our approach. Therefore, our approach achieves better performance in terms of Hamming loss and bag accuracy than MIMLSVM-AL after some queries.
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Fig. 11: Bag accuracy as the function of the number of bag queries of our method and MIMLSVM-AL [34] on three datasets: Carroll, Frost, and HJA.
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Fig. 12: Hamming loss as the function of the number of bag queries of our method and MIMLSVM-AL [34] on three datasets: Carroll, Frost, and HJA.

5 CONCLUSION
In this paper, we developed a comprehensive framework for active learning under the MIML-ILL setting. We considered the MIML-ILL model for the classifier use in this paper. To alleviate the computational complexity associated with model update after each query, we developed an online version for maximizing the marginal log-likelihood of the MIML-ILL model. For the query stage, we proposed a novel approach for selecting a bag-class pair by extending EGL and uncertainty sampling to the MIML setting. The experimental evaluation demonstrated the effectiveness and efficiency of the proposed approach.
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A. BOUNDING THE OPTIMAL PARAMETER VECTOR

In the following, we derive a bound on the $l_2$-norm of the parameter vector $w$. We begin by expressing the regularized negative marginal log-likelihood objective as follows:

$$ f(w) = f_0(w) + \frac{\lambda}{2} \|w\|^2 $$  \hfill (30)

where $f_0(w)$ is the negative marginal log-likelihood objective function, $\lambda$ is the quadratic regularization parameter, and $\| \cdot \|$ denotes the $l_2$-norm. Specifically the negative marginal log-likelihood is given by

$$ f_0(w) = \frac{1}{\sum_b |S_b|} \sum_{b=1}^{B} \sum_{c \in S_b} f_{bc}^0(w, Y_{bc}) $$  \hfill (31)

where

$$ f_{bc}^0(w, l) = -I(l = 0) \sum_{i=1}^{n_b} \log P(y_{bi} \neq c) - I(l = 1) \log (1 - e^{\sum_{i=1}^{n_b} \log P(y_{bi} \neq c)}). $$  \hfill (32)

Let $w^*$ the model parameter vector, which minimizes $f(w)$. Consequently, we have

$$ f(w^*) \leq f(w) \quad \forall w. $$  \hfill (33)

Since (33) holds for any $w$, replacing $w = 0$ into (33) and replacing $f(w^*)$ with the RHS of (30) with $w^*$ in place of $w$ yields

$$ f_0(w^*) + \frac{\lambda \|w^*\|^2}{2} \leq f(0) = f_0(0). $$  \hfill (34)

Reorganizing (34), we obtain

$$ \|w^*\| \leq \sqrt{\frac{2}{\lambda} (f_0(0) - f_0(w^*)}). $$  \hfill (35)

Since $f_0(w^*) \geq 0$, we can upper bound the RHS of (35) by $\sqrt{\frac{2}{\lambda} f_0(0)}$ and obtain the following bound on $\|w^*\|$:

$$ \|w^*\| \leq \sqrt{\frac{2}{\lambda} f_0(0)}. $$  \hfill (36)

Next, we proceed by bounding $f_0(0)$ to further simplify the RHS of (36). Substituting

$$ P(y_{bi} \neq c|w) |w=0 = \frac{C - 1}{C}. $$  \hfill (37)

into (32), we obtain

$$ f_{bc}^0(0, l) = (1 - I(l = 1)) K_b + I(l = 1)(- \log (1 - e^{-K_b})), $$  \hfill (38)

where $K_b = n_b \log \frac{C}{e-1}$. We can simplify the bound by replacing the indicators in (38) with the max function as follows:

$$ f_{bc}(0, l) \leq \max(K_b, - \log (1 - e^{-K_b})). $$  \hfill (39)
To bound the first term in the max function of (39), we bound $K_b$ as follows:

$$K_b = n_b \log \frac{C}{C-1} \leq \max_b n_b \log \frac{C}{C-1} \leq \frac{\max_b n_b}{C-1} \quad (40)$$

where the last inequality uses $\log(1 + x) \leq x$ with $x = \frac{1}{C-1}$. To bound the second term in the max function of (39), we start by lower bounding $K_b$ by $K_b \geq \log \frac{C}{C-1}$ and then bound $-\log(1 - e^{-K_b})$, which is monotonically decreasing in $K_b$ as follows:

$$-\log(1 - e^{-K_b}) \leq -\log(1 - e^{-\log \frac{C}{C-1}}) = -\log(1 - e^{-\log \frac{C}{C-1}}) = -\log(1 - \frac{C}{C-1}) = -\log(\frac{C - (C-1)}{C}) = -\log(\frac{1}{C}) = \log(C). \quad (41)$$

Substituting the bounds on the first and second term within the max of (39), respectively, (40) and (41), back into (39), we obtain:

$$f^b_{bc}(0, l) \leq \max(\log(C), \max_b n_b) \frac{1}{C-1} \quad (42)$$

Substituting the bound on $f^b_{bc}(0, l)$ in (42) into (31), we obtain

$$f_0(0) \leq \max(\log(C), \max_b n_b) \frac{1}{C-1} \quad (43)$$

Finally, by substituting the bound on $f_0(0)$ in (43) in (36), we obtain the following bound on the $l_2$-norm of the optimal parameter vector:

$$\|w^*\| \leq \sqrt{\frac{2}{\lambda} \max(\log(C), \max_b n_b) \frac{1}{C-1}} \quad (44)$$

Let $\tau = \sqrt{\frac{2}{\lambda} \max(\log(C), \max_b n_b) \frac{1}{C-1}}$, we have $\|w^*\| \leq \tau$ and $\tau$ is the bound on the $l_2$-norm of the parameter vector $w$. Note that this bound holds regardless of the value of the data.