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Abstract—This paper highlights several properties of large urban networks that can have an impact on machine learning methods applied to traffic signal control. In particular, we note that the average network flow tends to be independent of the signal control policy as density increases past the critical density. We show that this property, which so far has remained under the radar, implies that no control (i.e. a random policy) can be an effective control strategy for a surprisingly large family of networks, especially for networks with short blocks. We also show that this property makes deep reinforcement learning (DRL) methods ineffective when trained under congested conditions, independently of the particular algorithm used. Accordingly, in contrast to the conventional wisdom around learning-based methods promoting the exploration of all states, we find that for urban networks it is advisable to discard any congested data when training, and that doing so will improve performance under all traffic conditions. Our results apply to all possible grid networks thanks to a parametrization introduced here. The impact of the turning probability was found to be very significant, in particular to explain the loss of symmetry observed in the grid networks thanks to a parametrization introduced here. The results are based on the microscopic model NETSIM over urban networks that can have an impact on machine learning methods applied to traffic signal control. We call this property the “congested network property”, and it is the main motivation of this paper to examine its consequences for traffic control.

I. INTRODUCTION

Congested urban networks are known to behave chaotically and to be very unpredictable, with microscopic outputs being hypersensitive to the input demand [1], [2], [3], [4]. An explanation for these unpredictable dynamics has long been conjectured [5], [6], [7], [8], [9] based on the analogy of gas-liquid phase transitions [10]. In this analogy, near the critical density chaotic dynamics emerge as a result of the power-law distribution of congested clusters—the area and the time-space plane where vehicles are stopped. Power laws are the hallmark of fractal objects and complex systems having phase transitions, and due to their infinite variance are responsible for the chaotic and unpredictable dynamics [11]. This complexity has proven hard to tackle in the literature, where numerous signal control algorithms, mathematical programs and learning-based control methods to optimize network performance have shown only mild success [12], [13], [14], [15], [16], [17], [18]. Although operational improvements have been shown in these references, they mostly correspond to light traffic conditions or very small networks. And success has been limited when it comes to outperforming greedy benchmarks even under lightly congested conditions [19].

But on large networks and on a coarser network-level scale the empirical verification of the existence of a network-level Macroscopic Fundamental Diagram (MFD) is a statement of the “order emerging from chaos” so ubiquitous in complex dynamical systems. The MFD gives the average link flow on a network as a function of the average link density, arguably independently of trip origins and destinations, and route choice. This robustness strongly suggests that the effects of signal timing might be limited. We argue here that the main cause of our struggles to control large congested urban networks is not complexity but simplicity. While small networks might exhibit high throughput variations [2], we show here that large congested networks tend to produce a throughput that is quite predictable, and which cannot be controlled in congestion because it tends to be independent of the signal control policy. We call this property the “congested network property”, and it is the main motivation of this paper to examine its consequences for traffic control.

An early indication of this property, which unfortunately remained under the radar all these years, can be traced back to the work of Robert Herman and his group in the mid-eighties around the two-fluid model [20], [21], [22]. Although not mentioned explicitly in these references, some of the figures reveal a significant insensitivity of network performance with respect to signal control.1 They also find that block length positively influences network throughput. Notice that these results are based on the microscopic model NETSIM over an idealized grid network with identical block lengths, which might explain why the authors were reluctant to highlight the

1For example, figures 9a, 10a and 11a in [23] show that providing signal progression does not significantly improve the average speed on the network; figures 5.10 and 5.13 in [21] show that signal offset has no discernible influence on network throughput.
insensitivity to traffic signal control. Here we show that the congested network property applies even for networks with different block lengths and signal settings.

A more recent indication of this property can be found in the stochastic method of cuts [24], showing that the network MFD can be well approximated by a function of only three measurable network parameters:

$$\lambda \propto E(\text{block length})/E(\text{green time}), \quad (1a)$$
$$\delta = COV(\text{block length}) \quad (1b)$$
$$\rho = E(\text{red time})/E(\text{green time}) \quad (1c)$$

where $E(\cdot)$, $COV(\cdot)$ stand for expectation and coefficient of variation, respectively, and block length refers to the distance between consecutive traffic lights. But $\rho = 1$ when we consider all travel directions on grid networks, such as in this paper, and therefore can be dropped from the formulation. This strongly suggests that signal timing might be irrelevant when considering all directions of travel and only affects network performance by the average green time across all directions of travel.

Other recent indications of the congested network property are hard to find, to the best of our knowledge. With the exception of [25]—who found locally adaptive signals to have little effect on the MFD in heavily congested networks—we conjecture that this is because the congested network property is easy to miss unless (i) the space of all possible large-scale networks is explored (i.e., networks with different parameters $\lambda$ and turning proportion), and perhaps more crucially, unless (ii) the performance is analyzed under all density levels, e.g., with the MFD. As mentioned in the first paragraph, a single, small network is used in most studies, which prevents any general conclusions. In addition, typically performance is evaluated for prescribed demand patterns that do not span the whole range of densities. Even studies based on the MFD have not observed this property. Reference [26] studied the impacts of several control strategies on the MFD of an idealized grid network, and found that the impacts of coordination were highly sensitive to the signal cycle time, and that poor coordination can significantly decrease the network capacity and free-flow travel speed. Similarly, [27] reported positive simulation results from signal control over a large network of Los Angeles (CA) downtown area with 420 intersections. The most likely explanation for these observations is that long-block networks were used; in fact, a quick sample of the block length for this latter study reveals that it is around 300 meters, which would imply a long-block network for an average green time (not reported in the study) below 70 seconds, which appears very plausible.

The lack of awareness of the congested network property is having negative consequences on emerging control technologies, and preventing this is the main motivation of the paper. A case in point is deep reinforcement learning (DRL), where, we claim, potentially all training methods proposed to date are unable to learn effective control policies as soon as congestion appears on the network. In fact, two decades ago [28] showed that training above the critical density the resulting DRL policies deteriorate significantly. While the current explanation of these observation is the potentially non-stationary and/or non-Markovian behavior of the environment [29], [30], here we posit that the congested network property, and not the particular DRL method used, is entirely to blame.

We also show that the turning probability at intersections is also a key variable that significantly affects the MFD. Unfortunately, its impacts are not well understood in the literature as existing MFD estimation methods are based on arterial corridors without turning movements, and have been used as an approximation to the MFD of the whole network. This implies assuming that turning movements do not affect the MFD, which is not always the case. Reference [31] found the time for a one-way street network seems to be insensitive to the probability of turning, but [32] found random turning ratios lead to more symmetric traffic patterns and higher flow-rates, and [25] found that a fixed turning probability of 0.2 leads a one-way street network towards gridlock more quickly than with random turning. A recent study [33] adopted a double-ring network approach to estimate analytically the impacts of turning on the MFD using the stochastic method of cuts. They found only slight variations in the MFD as a function of the turning probability.

In this paper we (i) provide additional evidence for the congested network property by expanding the experiments in [20], [21], and [22] to all grid network topologies, (ii) unveil additional properties such as loss of symmetry, overlapping and detaching, and (iii) analyze how these properties affect the performance of machine learning methods applied to signal control using both the kinematic wave model (in the main text) and the off-the-shelf simulation model SUMO [34] (in the appendix). Towards this end, the remainder of the paper is organized as follows. We start with the background section on the MFD, DRL and a survey of related work. Then, we define the problem setup and apply it to a series of experiments that highlight the main properties found here. Finally, the paper concludes with a discussion and outlook section.

II. BACKGROUND

A. The Macroscopic Fundamental Diagram (MFD)

The network MFD has its origins in [35] as a way of describing the traffic flow of urban networks at an aggregate level, and has been used in the past as a concise way of displaying network simulation output [20], [36], [37], [38]. For a given traffic network, it describes the relationship between traffic variables averaged across all lanes in the network. The main requirement for a well-defined MFD is that congestion be homogeneously distributed across the network, i.e. there must be no “hot spots” in the network. For analytical derivations it is often also assumed that each lane of the network obeys the kinematic wave model [39], [40] with common fundamental diagram [24], [41]. In this way, upper bounds for the MFD have been found using the method of cuts in the case of homogeneous networks [41]. In a flow-density diagram a “cut” is a straightsline with slope (wave speed) corresponding to the average speed of a moving observer and intercept given by the maximum passing rate the observer would measure. By varying the observer speed one obtains a series of cuts.
whose lower envelope gives an approximation of the MFD. For general networks, [24] introduces the stochastic method of cuts and shows that (the probability distribution of) the MFD can be well approximated by a function of the three parameters in (1). In particular to this paper, the cuts’ wave speed produced by this theory for extreme free-flow, $u_0$, and extreme congestion, $-u_0$, are given by:

$$u_0 = u_0 = \frac{4\lambda}{d^2 + 2\lambda + 1}. \tag{2}$$

after using $\rho = 1$ in equation (17b) of [24].

As we show in this paper, it turns out that the parameter $\delta$ that regulates the variance of block lengths affects the MFD only slightly, and thus can also be dropped from the formulation. The only variable left is $\lambda$, a measure of the propensity of the network to experience spillbacks, which waste capacity. It was shown in [24] that $\lambda < 1$ is the “short-block condition”, i.e. the network becomes prone to spillback, which can have a severe effect on capacity. Conversely, a network with $\lambda > 1$ has long blocks (compared to the green time) and therefore will not exhibit spillback. We show here that the congested network property is more pervasive in networks with short blocks, where throughput tends to be insensitive to signal control for all density levels; in networks with long blocks this property tends to be observed in extreme free flow and extreme congestion only, leaving room for operational improvements around the critical density.

Notice that these estimation methods give the MFD of an arterial corridor without turning movements, and have been used as an approximation to the MFD of the whole network. This implies assuming that turning movements do not affect the MFD, which is not the case as will be shown here. Also note that the MFD will be used in this paper simply to illustrate the results in the most concise manner possible, and does not intervene in generating these results.

B. Reinforcement Learning

The use of deep neural networks within Reinforcement Learning algorithms has produced important breakthroughs in recent years. These deep reinforcement learning (DRL) methods have outperformed expert knowledge methods in areas such as arcade games, backgammon, the game Go and autonomous driving [42], [43], [44]. In the area of traffic signal control numerous DRL control methods have been proposed both for isolated intersections [45], [46] and small networks [15], [17], [47], [48]. The vast majority of these methods have been trained with a single (dynamic) traffic demand profile, and then validated using another one, possibly including a surge [15].

In the current signal control DRL literature the problem is treated, invariably, as an episode process, which is puzzling given that the problem is naturally a continuing (infinite horizon) one. Here, we adopt the continuing approach to maximize the long-term average reward. We argue that in signal control there is no terminal state because the process actually goes on forever. And what may appear as a terminal state, such as an empty network, cannot be considered so because it is not achieved through the correct choice of actions but by the traffic demand, which is uncontrollable.

An explanation for this puzzling choice in the literature might be that DRL training methods for episodic problems have a much longer history and our implemented in most machine learning development frameworks. For continuing problems this is not unfortunately the case, and we propose here the training algorithm REINFORCE-TD, which is in the spirit of REINFORCE with baseline [49] but for continuing problems. To the best of our knowledge, this extension of REINFORCE is not available in the literature.

Reinforcement learning is typically formulated within the framework of a Markov decision process (MDP). At discrete time step $t$ the environment is in state $S_t \in \mathcal{S}$, the agent will choose and action $A_t \in \mathcal{A}$, to maximize a function of future rewards $R_{t+1}, R_{t+2} \ldots$ with $\mathcal{R} : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$. There is a state transition probability distribution $Pr(s', r|s, a) = Pr(S_t = s', R_t = r|S_{t-1} = s, A_{t-1} = a)$ that gives the probability of making a transition from state $s$ to state $s'$ using action $a$. The state is denoted $Pr(s, a, s')$, and is commonly referred to as the “model”. The model is Markovian since the state transitions are independent of any previous environment states or agent actions. For more details on MDP models the reader is referred to [50], [51], [52], and [53].

The agent’s decisions are characterized by a stochastic policy $\pi(a|s)$, which is the probability of taking action $a$ in state $s$. In the continuing case the agent seeks to maximize the average reward:

$$\eta(\pi) \equiv \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} E_{\pi}[R_t] \tag{3}$$

The term $E_{\pi}$ means that the expected value (with respect to the distribution of states) assuming the policy is followed.

In the case of traffic signal control for large-scale grid network, methods based on transition probabilities are impractical because the state-action space tends to be too large as the number of agents increases. An alternative approach that circumvents this curse of dimensionality problem—the approach we pursue here—are “policy-gradient” algorithms, where the policy is parameterized as $\pi(a|s; \theta), \theta \in \mathcal{R}^m$, typically a neural network. Parameters $\theta$ are adjusted to improve the performance of the policy $\pi$ by following the gradient of cumulative future rewards, given by the identity

$$\nabla \eta = E_{\pi}[G_t \nabla \log \pi(a|s)] \tag{4}$$

as shown in [54] for both continuing and episodic problems. In continuing problems cumulative rewards $G_t$ are measured relative to the average cumulative reward:

$$G_t = \sum_{i=t+1}^{\infty} (R_i - \eta(\pi)) \tag{5}$$

and is known as the differential return.

C. Related Work

Signal control has a long history in several research domains. It is beyond the scope of this study to survey all of the existing methods. Instead, in this section we will focus on...
the recent RL-based signal control methods that are applicable to congested large urban networks.

The related literature is split between two approaches for formulating the large-scale traffic control problem, either a centralized DRL algorithm or a decentralized method with communication and cooperation among multi-agents. The centralized approach [13], [45], [46] adopts a single-agent and tries to tackle the high-dimensional continuous control problem by memory replay, dual networks and advantage actor-critic [42], [55]. The decentralized method takes advantage of multiple agents and usually requires the design of efficient communication and coordination to address the limitation of partial observation of local agents. Current studies [12], [16], [17], [18] often decompose the large network into small regions or individual intersections, and train the local-optimum policies separately given reward functions reflecting certain level of cooperation with neighboring agents. How to incorporate those communication information to help design the reward function for local agents remains an open question.

The environment modeling, state representation and reward function design are key ingredients in DRL. For the environment emulator, most studies use popular microscopic traffic simulation packages such as AIMSUN or SUMO. Recently, FLOW [56] has been developed as a computational framework integrating SUMO with some advanced DRL libraries to implement DRL algorithm on ground traffic scenarios. [57] provided a benchmark for major traffic control problems including the multiple intersection signal timing. There also exist studies [15], [47], [58] adopting methods to use self-defined traffic models as the environment. Complementary to those microscopic simulation packages, macroscopic models are able to represent the traffic state using cell or link flows. The advantage of macroscopic models is twofold: i) reducing complexity in state space and computation ii) being compatible with domain knowledge from traffic flow theory such as MFD theory.

Expert knowledge has been included in some studies to reduce the scale of the network control problem. In [14], critical nodes dictating the traffic network were identified first before the DRL was implemented. The state space can be remarkably reduced. MFD theory cannot provide sufficient information to determine the traffic state of a network. For instance, [47] successfully integrated the MFD with a microscopic simulator to constrain the searching space of the control policies in their signal design problem. They defined the reward as the trip completion rate of the network, and simultaneously enforcing the network to remain under or near the critical density. The numerical experiments demonstrated that their policy trained by the integration of MFD yields a more robust shape of the MFD, as well as a better performance of trip completion maximization, compared to that of a fixed and a greedy policy.

While most of the related studies on traffic control only focus on developing effective and robust deep learning algorithms, few of them have shown traffic considerations, such as the impact of traffic density. The learning performance of RL-based methods under different densities have not been sufficiently addressed. To the best of our knowledge, [28] is the only study which trained a RL policy for specific and varied density levels, but unfortunately their study only accounted for free-flow and mid-level congestion. [59] classified the traffic demand into four vague levels and reported that inflow rates at 1000 and 1200 veh/h needed more time for the algorithm to show convergence. But they did not report network density, nor try more congested situations nor discussed why the converging process has been delayed. Most studies only trained RL methods in non-congestion conditions, [15] adopted the Q-value transfer algorithm (QTCDQN) for the cooperative signal control between a simple 2 × 2 grid network and validated the adaptability of their algorithm to dynamic traffic environments with different densities, such as the recurring congestion and occasional congestion.

It can be seen that most recent studies focus on developing effective and robust multi-agent DRL algorithms to achieve coordination among intersections. The number of intersections in those studies are usually limited, thus their results might not apply to large networks. Although the signal control is indeed a continuing problem, it has been always modeled as an episodic process. From the perspective of traffic considerations, expert knowledge has only been incorporated in down-scaling the size of the control problem or designing novel reward functions for DRL algorithm. Few studies have tested their methods on a full spectrum of traffic demands, the learning performance under different traffic densities, especially the congestion regimes, has not been fully explored.

It is worth noting that, based on the recent development of the MFD theory in the traffic flow domain, many perimeter and boundary signal control methods have been developed to reduce congestion. Relevant to our research, [60], [61], [62] proposed and investigated the perimeter control method, whose general idea is to control the inflow/outflow across city zones by adjusting the signals at the boundaries such that the congestion level in certain zones can be managed. The MFD control method is novel and promising. It well incorporates the expert knowledge from the traffic flow theory, and it is also centralized, which significantly differs from the decentralized signal control popular in the learning-based literature. To this end, we believe the MFD control methods suggest a promising research direction, which is to better leverage traffic flow models, and use cooperative multi-agent reinforcement learning (MARL) to better explore the learning potential. MARL is a heated research direction in computer science, and is certainly beyond the scope of this paper. Instead, we will limit the learning-based signal control methods to those who do not require a centralized controller or communications from neighbors, such that all signals in the network apply the same policy.

### III. Problem Definition

This section formalizes all the ingredients needed to formulate our problem, including the traffic flow model to describe the behavior of vehicles, the type of network, the vehicle routing assumptions and the traffic signal configuration.

**The traffic flow model** used in this paper is the kinematic wave model (or LWR model) [39], [40] with a triangular
flow-density fundamental diagram \cite{63}. This is the simplest model able to predict the main features of traffic flow, and it has become the standard analysis tool and traffic flow theory. It turns out that there are several models in the literature that are equivalent to the kinematic wave model: the celebrated Newell’s car-following model \cite{63} is the car-following version, which can be formulated as a cellular automaton (CA) model \cite{64}. But \cite{65} showed that the shape of the triangular fundamental diagram is irrelevant thanks to a symmetry in the kinematic wave model, allowing us to use an isosceles fundamental diagram, which has many useful properties in practice; see \cite{65} for the details. This implies that elementary CA rule 184 \cite{66} is in turn equivalent to the kinematic wave model, and will be used in this paper. Accordingly, here we set both the free-flow speed and the wave speed equal to 1, implying that the saturation flow is 1/2, the critical density is 1/2 and the jam density 1, without loss of generality.\cite{6}

In a CA model, each lane of the road is divided into small cells $i=1,2,\ldots,\ell$ the size of a vehicle jam spacing, where cell $\ell$ is the most downstream cell of the lane. The value in each cell, namely $c_i$, can be either “1” if a vehicle is present and “0” otherwise. The update scheme for CA Rule 184, shown in Fig. 1, operates over a neighborhood of length 3, and can be written as:

$$c_i \leftarrow c_{i-1} \lor c_{i-1} \land c_i \lor c_i \land c_{i+1}$$

The vector $c$ is a vector of bits and (6) is Boolean algebra, which explains the high computational efficiency of this traffic model. Notice that CA Rule 184 implies the exceedingly simple traffic rule “advance if you can”, which can be understood as the canonical rule for traffic flow. This also implies that the current state of the system is described completely by the state in the previous time step; i.e. it is Markovian and deterministic. Stochastic components are added by the signal control policy, and therefore our traffic model satisfies the main assumption of the MDP framework.

The network corresponds to a grid network of bidirectional streets with one lane per direction and with a traffic light on all intersections. To attain spatial homogeneity, the network is defined on a torus where each street can be thought of as a ring road where all intersections have 4 incoming and 4 outgoing approaches; see Fig. 2. Let us define the “N-S axis” as the set of N-S bidirectional streets; similarly for the “E-W axis”.

Vehicle routing is random: A driver reaching the stop line, say Mary, will choose to turn with probability $p$ or keep going straight with probability $1-p$. If Mary decides to turn, she will turn left, right or U-turn with equal probability. For instance, $p=3/4$ gives an equal probability of 1/4 to all possibilities and therefore promotes a uniform distribution of density on the network.\cite{3} If two or more vehicles are bound for the same approach during a time step, the tie is broken randomly. If the downstream approach is blocked then Mary will not move during that time step, and will repeat the same selection process during the next time step.

Notice that this random routing can be viewed as a simplified form of driver adaptation, which avoids unrealistic bifurcations in the MFD \cite{31}.\footnote{We have verified that our results are independent whether or not one includes U-turns.} It also makes our results applicable only to grid networks where both supply and demand are spatially homogeneous, e.g. where origins and destinations are uniformly distributed across the network, such as in a busy downtown CBD. In the appendix we have tried other assignment methods that do create bifurcation, showing that the results of the paper remain unchanged.

In the spirit of our discussion surrounding (1) we parameterize the space of all grid networks by $\lambda$ and $\delta$. As such, the block length, defined as the distance (in number of cells) between two neighboring traffic lights on a given street, is a random variable with coefficient of variation $\delta$, while keeping its mean, $\ell$, constant. Notice that we have verified that values of $\ell \geq 6$ do not change simulation results.

Traffic signals operate under the simplest possible setting with only red and green phases (no lost time, red-red, yellow nor turning phases). All the control policies consider here\footnote{Bifurcation takes place when drivers cannot clear the intersection because the downstream link in their route is jammed. If the driver does not adapt and change her route, the jam propagates even faster, eventually leading to a deadlock, with a portion of the links in the network being jammed, and the rest being empty. With driver adaptation, however, the jam propagation is slowed down by distributing congestion more uniformly across the entire network.}

Fig. 1. CA Rule 184: The top row in each of the eight possible cases shows the neighborhood values $(c_{i-1}, c_i, c_{i+1})$ and the bottom row shows the updated $c_i$. Traffic flows from left to right in each of the 8 panels.

Fig. 2. Example 4 $\times$ 5 traffic network. The connecting links to form the torus are shown as dashed directed links; we have omitted the cells on these links to avoid clutter. Each segment has $\ell=10$ cells; an additional cell has been added downstream of each segment to indicate the traffic light color.
are incremental in the sense that decisions are taken every $g$ time steps, which can be interpreted as a minimum green time: After the completion of each green time of length $g$, the controller decides whether to prolong the current phase or to switch light colors.

The following signal control policies will be used as baseline in this paper:

1) LQF: “longest queue first” gives the green to the direction with the longest queue; it is a greedy methods for the “best” control,
2) SQF: “shortest queue first”, a greedy methods for the “worst” control,
3) RND: “random” control gives the green with equal probability to both directions, akin to no control.

The motivation to include SQF is that any possible control method will produce performance measures in between LQF and SQF.

To achieve the $\lambda$-parametrization we note from (1a) the expected green time is $E(green\ time) = \ell/(1/u + 1/w)/\lambda$, where $(1/u + 1/w)$ is the proportionality constant in (1a), $u$ and $-w$ are the fundamental diagram free-flow speed and wave speed, respectively, which are both equal to 1 in our scaling, so:

$$E(green\ time) = 2\ell/\lambda \quad (7)$$

But under incremental control the expected green time is unknown a priori; it can only be estimated after the simulation run. In particular, setting a minimum green time $g$ in the simulation will yield $E(green\ time) \geq g$ due to the possibility of running two or more minimum green phases in a row. We have verified that under LQF $E(green\ time) \approx g$, which is as expected because after a discharge it is very unlikely that the same approach would have the largest queue. Under the random policy the number of minimum green phases in a row is described by a Bernoulli process of probability one half, and therefore $E(green\ time) \approx 2g$. With this, we are able to compare LQF and RND control for a given $\ell$ by setting a minimum green time $g$ in the simulation as:

$$g = \begin{cases} 2\ell/\lambda & \text{for LQF} \\ \ell/\lambda & \text{for RND} \end{cases} \quad (8a)$$

Unfortunately, under SQF a $\lambda$-parametrization is not possible because $\lambda$ becomes ill-defined. As we will detail shortly, at a given intersection $E(green\ time) \to \infty$ for one direction and $E(green\ time) \to 0$ for the other; i.e., after a few iterations the signal colors becomes permanent at all intersections. Although this behavior is clearly unpractical, it turns out that SQF is the key in understanding the behavior of DRL methods in congestion.

R.3 Effects of network parameters. The block length parameter $\lambda$ has a significant impact on the MFD, especially for $\lambda < 2$ and for the LQF and random control. This is as expected given that the probability of spillbacks in the network is directly related to $\lambda$. The variability of block length parameter $\delta$ does not impact network throughput very significantly: by comparing the diagrams in each column of Fig. 3 we can see that the shape of the MFDs is practically the same, with inhomogeneous networks
producing slightly less capacity ($\approx 5\%$ on average). This result is surprising and indicates that networks with highly variable block lengths with mean $\ell$ performs only slightly less efficiently than an idealised chessboard network with identical blocks of length $\ell$. To simplify our analysis in the sequel, we now assume $\delta = 0$.

R-2 Loss of symmetry. There is a loss of symmetry in the MFDs for the LQF and RND policies, which can be traced to the turning probability $p$. From Fig. 4 we have mapped the level of skewness in the ($\lambda, p$)-plane and summarize the results in the middle and right panels of Fig. 5. It can be seen that the patterns are very different between the two policies, which is unexpected. Notice that for large turning probabilities the MFDs in congestion lie above the theoretical estimates, indicating that congestion propagates significantly faster due to turning movements.

R-3 Detaching: emergence of permanent street colors under SQF. The middle row in Fig. 4 shows two examples where SQF flows exceed all other policies in congestion. This “detaching” behavior in the MFD happens in $p \leq 0.3$, and is a consequence of the signal color under SQF becoming permanent at each intersection. This induces a surprising collective pattern where all streets in the network are either under a permanent green and at high flows, namely “green streets”, or under permanent red and at zero flow, namely “red streets”. All green streets belong to the same axis, say N-S, which may contain some red streets; the other axis, E-W, contains only red streets. This is shown in Fig. 6 (left), where it can be seen that the network reached an equilibrium where half of the N-S streets are green, and all other streets are red. Although permanent street colors tend to emerge for all values of $p$, we have observed that detaching only occurs in $p \leq 0.3$, where the high flows in the green streets, shown as a green disk in the right side of the figure, are able to compensate for the zero flow in all red streets (red disk in the figure), such that the average traffic state in the network (gray disk) is above the LQF-MFD. Consideration shows that depending on the proportion of green streets the average traffic state lays anywhere within the shaded triangle in the figure, whose left edge is achieved when the proportion of green streets is maximal, i.e. $50\%$ in the case of square networks. Points along the line of slope $-w$ in the figure indicate that the N-S axis is operating in the congested branch of the FD, and points in the detaching area, that the N-S axis is operating in its free-flow branch. This is clearly unpractical but indicates that a good strategy under severe congestion might be to favor one axis over the other.

R-4 LQF/RND overlap. In a large number of networks the LQF and RND policies overlap over a significant range of densities, which indicates that no control (i.e. RND) is an effective control method in such cases. This happens in extreme congestion and (to a lesser extent) in extreme free-flow on all networks. Consideration of (an extended version of) Fig. 4 reveals that the regions in the ($\lambda, p$)-plane where these policies overlap for all densities can be summarized as in the bottom left panel of Fig. 5. It can be seen that these regions represent a significant proportion of all possible grid networks.

R-5 The congested network property: As density increases above the critical density, network throughput tends to be more and more independent of signal control, to the point of becoming absolutely independent of signal control once extreme congestion is reached. The precise density at which this tendency is noticeable depends on the parameters $\lambda$ and $p$, and can be approximated by the density at which LQF and RND first overlap in congestion. This is shown in the bottom right panel of Fig. 5, which depicts the regions in the ($\lambda, p$)-plane where these policies first overlap in moderate congestion. It can be seen that the majority of networks are affected by this property.

The precise mechanisms roughly outlined above are still under investigation and will be formulated on sequel papers. Here, we focus on the impact of the congested network property in emerging control technologies, as it shows that urban networks are more predictable than previously thought with respect to signal control. Recall from the introduction that earlier works from the late eighties found some evidence of the congested network property in R-5 using simulation on a homogeneous grid network; studied the impacts of several control strategies on the MFD of an idealized grid network. We have also highlighted the importance of parametrizing urban networks by $\lambda$ and $p$ because of the unique and repeatable features that emerge under particular values of these parameters.

As we will see in the next section the congested network property creates a challenge for learning effective control
A. Supervised Learning Policies

This section reports a rather surprising result: training the policy with only two examples yields a near-optimal policy. These examples are shown in Fig. 8 and correspond to two extreme situations where the choice is trivial: the left panel shows extreme state $s_1$, where both N-S approaches are empty and the E-W ones are at jam density (and therefore red should be given to those approaches with probability one), while the right panel shows $s_2$, the opposite situation (and therefore red should be given to N-S approaches with probability zero); in both cases all outgoing approaches are empty. The training data is simply:

$$\pi(s_1) \to 1, \quad \pi(s_2) \to 0. \quad (9)$$

We have verified that this policy gives optimal or near-optimal policies for all network parameters; see Fig. 9 for selected parameter values.

B. DRL Policies

Here the policy parameters are trained using DRL on a single intersection using Algorithm 1 in the appendix. The density of vehicles in the network, $k$, is kept constant during the entire training process. We define the reward at time $t$, $R_t$, as the average advantage flow per lane, defined here as the average flow through the intersection during $(t, t + g)$ minus the flow predicted by the LQF-MFD at the prevailing density. In this context the LQF-MFD can be seen as a baseline for the learning algorithm, which reduces parameter variance.

The results for network parameters $\lambda = 1/2$, $p = 3/4$, and random initial policy weights $\theta$ are shown in Fig. 10. Each...
Fig. 8. Supervised learning experiment. Left: Extreme state $s_1$, where both N-S approaches are empty and the E-W ones are at jam density; we have omitted the cells on links other than the ones observable by the middle intersection to avoid clutter. Right: extreme state $s_2$, the opposite of $s_1$.

Fig. 9. Supervised learning experiment: Resulting MFD (shaded area) for selected parameter values. Dots represent simulation points, and the dashed line the corresponding LQF-MFD.

row corresponds to a constant training density $k$, while the first column depicts the NS red probabilities of the extreme states, $\pi(s_1)$ and $\pi(s_2)$ (described in Section V-A) as a function of the iteration number, and these probabilities should tend to (9) for “sensible” policies. To facilitate the discussion, let DRL-F be a DRL policy trained under free-flow conditions, i.e. $k < 0.5$ and DRL-C under congestion, i.e. $k \geq 0.5$. We can see from Fig. 10 that:

1) DRL-F policies are only near-optimal, with lower training densities leading to policies closer to LQF.
2) DRL-C policies are suboptimal and deteriorate as $k$ increases. Sensible policies cannot be achieved for training density $k \geq 0.7$ as probabilities $\pi(s_1)$ and $\pi(s_2)$ converge to the SQF values; see the first column in Fig. 10.

These observations indicate that DRL policies are only near-optimal and lose their ability to learn a sensible policy as the training density $k$ increases. This is consistent with the congested network property, whereby the more the congestion, the less the policy affects intersection throughput. This can make the DRL-C gradient $\nabla_\theta \log \pi \rightarrow 0$ for $p \geq 0.5$, not because an optimal policy has been reached but because there is nothing to be learned at that density level; see Fig. 12. Notice that for lower turning probabilities the tendency of the DRL-C gradient is similar to the other panels in the figure, but still the probabilities $\pi(s_1)$ and $\pi(s_2)$ converge to the SQF values.

While the above findings are true for all network parameters, it is important to note that DRL can outperform LQF in some cases. In $0.05 \leq p \leq 0.2, \lambda < 1$ detaching is learned by (i) DRL-F with random initial weights, and by (ii) DRL-F and DRL-C with optimal weights given by supervised learning. That DRL-F can learn detaching is surprising since at that training density level ($k < 0.5$) detaching does not take place. Not so for DRL-C because we have shown that it tends to SQF. The DRL detaching behavior is even more pronounced than SQF, which indicates that the number of “green streets” obtained by this policy is higher than under SQF. This improvement upon SQF is unexpected and indicates that DRL is able to learn how to outperform LQF in congestion, albeit impractically since signal colors become permanent.

This is shown in Fig. 13, where the first panel shows how the resulting MFD detaches from the LQF-MFD, in a way consistent with our explanation in Fig. 6. The remaining panels show simulation results with the same policy but with higher turning probabilities during simulation, $p_{\text{sim}}$ in the figure. It can be seen that the detaching decreases with $p_{\text{sim}}$ eventually disappearing for $p_{\text{sim}} \geq 0.3$, at which point the network is subject to the congested network property.

Finally, Fig. 11 shows a summary of results in the ($\lambda, p$)-plane. The left panel shows the regions where the DRL policies are only near-optimal, with lower training densities leading to policies closer to LQF. The right panel shows the evolution of the gradient $L_2$-norm $||\nabla_\theta \log \pi||_2$ as a function of the iteration number. The gradient goes to zero not because an optimal policy has been reached but because all actions yielded similar throughput near point “A” in Fig. 3.

Fig. 10. Policies trained with constant demand and random initial parameters $\theta$ with $\lambda = 1/2$ and equally likely turning probability $p = 3/4$. The label in each diagram gives the iteration number and the constant density value.

First column: NS red probabilities of the extreme states, $\pi(s_1)$ in dashed line and $\pi(s_2)$ in solid line. The remaining columns show the flow-density diagrams obtained at different iterations, and the last column shows the iteration producing the highest flow at $k = 0.5$, if not reported on a earlier column. Each row corresponds to a different density for training.

Fig. 11. Summary of results in the ($\lambda, p$)-plane. Left: regions where, starting from random initial parameters, the “best” DRL policy across training densities) performs better (>), worse (<) or slightly worse than ($\leq$) LQF. Right: regions where the DRL policy trained in congestion deteriorates, starting with optimal parameters. The font size is proportional to the effect being shown in each panel.

Fig. 12. Evolution of the gradient $L_2$-norm $||\nabla_\theta \log \pi||_2$ as a function of the iteration number. The gradient goes to zero not because an optimal policy has been reached but because all actions yielded similar throughput near point “A” in Fig. 3.
policy trained at any density and starting from random initial parameters performs better (>), worse (<) or comparable to (≈) LQF. It can be seen that except for detaching, the DRL policy always underperforms LQF. The right panel shows the regions where the DRL policy trained in congestion deteriorates, starting with optimal parameters from the supervised experiment. In summary, except for detaching and when \( p = 0 \), the additional DRL training under congested conditions leads to a deterioration of the policy, which increases with \( p \).

VI. DISCUSSION AND OUTLOOK

This paper has raised more questions than answers by exposing several important properties of urban networks that have remained unnoticed for decades, and that have important implications for traffic control. While a sequel paper will explore the theoretical aspects of these properties, here we focused on their impact on machine learning methods applied to traffic signal control on large networks. Although our results apply only to inhomogeneous grid networks with uniformly distributed origins and destinations, we strongly suspect that the mechanisms unveiled here remain important driving forces in more general networks. For example, a key lesson is that urban networks need to be parameterized at least by \( \lambda \) and \( p \) before anything meaningful can be said about their performance. This consistent gap in the literature, which treats long- and short-block networks alike, may be responsible for the admittedly incremental advances of traffic signal control in the last decades.

Our main result is the congested network property: on congested urban networks the intersection throughput tends to be independent of signal control. This property affects all types of signal control once the density exceeds the critical density, by rendering them more and more similar to random (i.e. no) control as density increases. The bottom right panel of Fig. 5 shows that the MFD for LQF and RND policies start to overlap in moderate congestion in roughly 2/3 of the cases, which is an indication that the congested network property applies to most urban networks. It is worth recalling that in severe congestion all policies (LQF, RND and SQF) overlap on all networks, indicating that signal control has absolutely no effect on network throughput at those densities. Of course, this may be as expected since in extreme congestion all approaches are full; the LQF/RND overlap in other traffic states is less intuitive, and remains an open question.

A. Implications for DRL

1) Conjecture on the Challenges Faced by DRL: We have seen that the congested network property hinders the training process under congested conditions, which in some cases leads to learning the worst policy, SQF. Even starting with initial weights given by the supervised training policy, we saw that additional training under congested conditions leads to a deterioration of the policy. We have verified similar behavior under dynamic demand loads whenever congestion appears in the network. This means, potentially, that all the DRL methods proposed in the literature to date are unable to learn sensible policies and deteriorate as soon as congestion appears on the network. It might also explain DRL’s limited success for traffic signal control problems observed so far, currently believed to be due to urban networks being non-stationary and/or non-Markovian [29], [30]. We believe instead that the congested network property is to blame, independently of the DRL method used (see appendix), and that future work should focus on new DRL methods able to extract relevant knowledge from congested conditions. In the meantime, it is advisable to train DRL policies under free-flow conditions only, discarding any information from congested ones, as we have shown here that such free-flow DRL policies are comparable to LQF.

A full explanation of the effects of the congested network property on DRL is still missing. An important clue was provided earlier that the DRL-C gradient tends to vanish, not because an optimal policy was found but because there is nothing to be learned at that density level; see Fig. 12. This is consistent with the chaotic nature of network traffic near the critical density mentioned in the introduction, and research is needed to test whether or not this is sufficient to explain the gradient behavior observed here.

We conjecture that SQF may provide additional insight, since its behavior is markedly different in both traffic regimes; recall Figs. 3 and 4. An explanation consistent with our observations is presented in Fig. 14, where it is conjectured that the “learning potential” at a given density is proportional to the gap, in absolute value, between the network supply function under LQF and the flow under SQF: maximal in free flow, starts shrinking at the critical density \( k_c \) to become negligible when reaching extreme congestion and finally increasing again as density keeps increasing. The precise shape of this diagram, and the underlying impacts for traffic control, depends only on parameters \( \lambda \) and \( p \), as expected. For example, on a long-blocks network the potential to the right of point “A” in the figure would be negligible, explaining why DRL does not learn detaching on these networks. But the shape of this diagram also depends on the flow under the SQF policy, which we strongly suspect is heavy-tailed. Additional research is needed to validate our conjecture.

That DRL successfully learns LQF in free-flow conditions indicates that most of what the agent needs to learn, e.g. flushing the longest queue, is encoded in free flow. This might be intuitive considering that in free flow the reward tends to grow linearly with the state variables since there are no spillbacks. Less intuitive is that DRL consistently learns SQF in congestion. Since the gradient information tends to become less useful due to the congested network property, one would expect that it learns RND instead. Why this happens remains an open question, and might hold the key to improving DRL methods in moderate congestion.
2) Turning Probabilities: The impact of the turning probability $p$ turned out to be very significant, not only for explaining the behavior of baseline policies but also for endorsing DRL to find policies that exceed SQF’s ability to produce the detaching phenomenon introduced in this paper. The case $p \to 0$ can be problematic in the current framework because the environment tends to be deterministic, which contradicts the assumptions of the type of stochastic gradient descent methods traditionally used in DRL. We observed that for $p < 5\%$ near-optimal DRL policies are hard to find. Turning probabilities also explain the loss of symmetry observed for LQF and RND baseline policies, which is not captured by existing theories that rely on corridor approximations without turns. Unveiling the mechanisms for the loss of symmetry due to turning should provide significant insight into the operation of urban networks. It becomes clear that future research should focus on mapping the origin and destination table and dynamic traffic assignment models to turning probabilities. Future work should also explore whether a simple double-ring network is able to capture the main results in this paper, possibly extending the framework proposed in [33].

3) State Representations: Although not shown in the main text, we have verified that other state representations have little impact on the resulting machine learning policies. Besides from a vector of length 8 used in the main text as input to the neural net, where each entry represents the number of queued vehicles in each approach to/from the intersection, we also tried (i) a vector of length 4 only considering incoming approaches, (ii) a $8 \times \ell$ matrix of bits, given the four incoming and the four outgoing $c$-vectors from the CA model, one for each approach to/from the intersection, and (iii) a $4 \times \ell$ matrix only considering incoming approaches. Considering all 8 approaches to/from the intersection would make it possible for the model to learn to avoid spillbacks. But according to the main result in this paper, this does not happen. Instead, we found that with the $8 \times \ell$ input (but not the $4 \times \ell$) supervised learning yields a near-optimal policy with only two examples. This is surprising because the outgoing approaches are simply null vectors in these two examples used for training, but somehow the larger configuration endows the model with better extrapolation capabilities.

B. The Promise of Supervised Learning

Notably, we also found that supervised learning with only two examples yields optimal or near-optimal policies for all network parameter values. This intriguing result indicates that extreme states $s_1$ and $s_2$ encode vital information and that the neural network can successfully extrapolate to all other states. Understanding precisely why this happens could lead to very effective supervised learning methods based on expert knowledge, and perhaps to supplement DRL’s inability to learn under congested conditions.

C. Generality of Our Results

A crucial assumption in this work was full driver adaptation to avoid bifurcations in the MFD, which have not been observed in the field to the best of our knowledge. In the appendix, we have verified the congested network property and its detrimental impact on DRL still hold true with more realistic routing behaviors and network configurations in SUMO, where vehicles have actual destinations and different levels of driver adaptation. The code is also shared in an open Github repository: https://github.com/HaoZhouGT/signal_control_paper

With non-adaptive drivers a different DRL framework would have to be used with the reward function having to capture the possibility of localized gridlocks and the state observable by the agent having to capture their spatial extent. The agent might also need to learn the origin-destination matrix since gridlock probabilities grow with the number of nearby origins and destinations. One of our ongoing studies [68] is focusing on more realistic driver adaptation mechanisms. We conjecture that their impacts will be observed mainly on networks with short blocks under extreme congestion, where the blockage probability is higher, and that this will lead to bifurcations depending on the parameters of the driver adaptation model.

D. Implementation Challenges of Detaching

Finally, detaching is a surprising finding that deserves more attention. Fig 6 provides a complete picture of the theory behind it, but its implementation might be controversial. One alternative might be favoring one axis over the other most of the time, but still giving the right of way to the other axis from time to time. This implementation challenge is the focus of future research by the authors.

APPENDIX A

THE TRAINING ALGORITHM REINFORCE-TD

In this paper we propose the training algorithm REINFORCE-TD, which is in the spirit of REINFORCE with baseline [49] but for continuing problems. To the best of our knowledge, this extension of REINFORCE is not available in the literature, which is almost entirely focused on episodic problems as discussed earlier. Notice that we tried other methods in the literature with very similar results, so REINFORCE-TD is chosen here since it has the fewest hyperparameters: learning rates $\alpha$ and $\beta$ for weights, $\theta$, and average reward, $\eta(\pi)$, respectively. Using a grid search over these hyperparameters resulted in $\alpha = 0.2$ and $\beta = 0.05$.

Recall that REINFORCE is probably the simplest policy gradient algorithm that uses (4) to guide the weight search. In the episode setting it is considered a Monte-Carlo method.
since it requires full episode replay, and it has been considered to be incompatible with continuing problems in the literature [69]. Here, we argue that a one-step Temporal Difference (TD) approach [70] can be used instead of the Monte-Carlo replay to fit the continuing setting. This boils down to estimating the differential return (5) by the temporal one-step differential return of an action:

\[ G_t \approx R_t - \eta(\pi) \] (10)

Notice that the second term in this expression can be interpreted as a baseline in REINFORCE, which are known to reduce weight variance. The pseudocode is shown in Algorithm 1.

**Algorithm 1 REINFORCE-TD**

1: Input: weighted policy \( \pi(a|s; \theta) \), \( \theta \in \mathbb{R}^m \), average density \( k \)
2: Set hyper-parameter \( \alpha, \beta \), set average reward \( \eta = 0 \)
3: Initialize vector \( \theta \)
4: Initialize the network state \( S \) as a Bernoulli process with probability \( k \) over the cells in the network
5: repeat
6: Generate action \( A \sim \pi(\cdot|S; \theta) \)
7: Take action \( A \), observe the new state \( S' \) and reward \( R \) (by running the traffic simulation model for \( g \) time steps)
8: \( G \leftarrow R - \eta \)
9: \( \eta \leftarrow \eta + \beta \ G \)
10: \( \theta \leftarrow \theta + \alpha \ G \nabla_\theta \log \pi(A|S; \theta) \)
11: \( S \leftarrow S' \)
12: until forever

We include this appendix to highlight that the results presented here can be replicated and extended using the the open-source microscopic traffic simulator SUMO [34].

All DRL settings are kept as in the main text, except for the state representation, which corresponds here to a vector containing the queue lengths of each lane approaching the intersection. For training, we implemented both REINFORCE-TD and more advanced DRL methods for the continuing setting in [69], including the well-known Actor to Critic (A2C). We also verified the learning challenge found by this paper is independent of the algorithm. As evidence we repeated the same DRL experiment using a more recent alternative to A2C, the Proximal Policy Optimization (PPO) [71] which is known to be more robust to gradient variances by constraining the update step using a similar idea of trust region optimization. The results of PPO method is shown in Fig.17, where we tested the trained policy using PPO against a straightforward scenario where the queue only takes place at the east-west left-turn lanes and accordingly a sensible policy should choose to give green lights to east-west with a high probability close to 1. Fig.17 shows that the PPO algorithm successfully outputs a sensible policy when trained in the free flow state (\( k = 0.1 \)), but the learning fails to converge at high densities, e.g. (\( k = 0.7 \)). The results suggests that the learning challenge found in this paper should be independent of DRL algorithm. The code is also shared in an open Github repository:https://github.com/HaoZhouGT/signal_control_paper

Fig 16 shows the (untransformed) SUMO experiment results for the 3 baseline policies studied here and for a DRL policy trained under congested conditions (DRL-C) using REINFORCE-TD. It can be seen that these results are consistent with the model in the main text.

**APPENDIX B REPEATING DRL EXPERIMENTS IN A MICROSCOPIC SIMULATOR: SUMO**

The DRL learning experiments in this paper assumes full driver adaptation at intersections and vehicles do not have destinations, which is designed to maintain a constant density level and avoid the notorious gridlock issues. In this appendix we provide more evidence that our findings still hold given more realistic routing behaviors and ODs.

As all vehicles are equipped with true destinations which are evenly distributed over the network, and human drivers can be adaptive or not according to a probability \( P_r \). For adaptive human drivers, it means the route will be recalculated and updated to reduce the travel time based on the dynamic traffic conditions. It needs one more parameter, the rerouting period \( T_r \), which indicates how frequently they might update their routes according to dynamic traffic conditions. To see the effect of gridlock on the network output, Fig.18 depicts the history of completed trips from 50 repetitive simulations under LQF signal control with \( k = 0.2 \), \( P_r = 0.5 \), \( T_r = 120s \).
Fig. 17. Using the PPO algorithm: ns_thru, ew_thru, ns_left and ew_left correspond to the four phases for north-south through, east-west through, north-south left-turn, and east-west left turn traffic. The tested intersection traffic state is specifically designed such that a sensible policy must turn the green light for the ew_left phase. (a) when the training data is in free-flow, a sensible policy is learned. (b) The policy deteriorates when trained with congested data.

Fig. 18. Deterioration of the network output under the LQF signal control ($k = 0.2, P_r = 0.5, T_r = 120s$): each curve corresponds to one simulation.

Fig. 19. Comparing LQF and random policies at fixed densities with different driver adaptation: upper and lower bounds correspond to 90% and 10% percentiles of the network trip completion rates collected from 200 cycles.

Apparently, realistic routing behaviors can not produce stable network throughput. To derive a sensible MFD, the network trip completion rates are collected only from first 150 cycles of each simulation to avoid the gridlocks, and the results are summarized in Fig.19. Unlike the throughput we showed in the paper with random turnings, the network throughputs here are all unstable and decay towards zero due to the gridlock.

The simulations with realistic routing behaviors output different MFD shapes under the same signal control policies. However, the new results still support our major finding on the effect of signal control: the LQF outperforms a random policy in light and moderate congestion, but they are almost equivalent in extreme congested scenarios. Thus we conclude the congested network property does not vary with the driver adaptation levels, and research is ongoing to investigate the challenges of non-adaptive drivers to learning methods.
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