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1 Introduction

Feynman integrals evaluate generically to transcendental functions, in the simplest case to multiple polylogarithms. Starting from two-loops, we encounter Feynman integrals, which are related to elliptic curves [1–60] and go beyond the class of multiple polylogarithms. Known examples of these types of Feynman integrals evaluate in the univariate case to iterated integrals of modular forms and in the multivariate case to iterated integrals of
integrands related to the coefficients of the Kronecker function (and modular forms). It is known that in even more complicated cases the elliptic curve generalises to Calabi-Yau manifolds [61–66], with an elliptic curve being a Calabi-Yau one-fold.

It is standard practice to compute the Feynman integrals within dimensional regularisation. A Feynman integral evaluates then to a Laurent series in the dimensional regularisation parameter $\varepsilon$. We are interested in the coefficients of this Laurent series. These are the transcendental functions mentioned above. A convenient tool is the method of differential equations [67, 68]. In particular, if the differential equation for a system of Feynman integrals can be transformed to an $\varepsilon$-form [69], the Laurent series in the dimensional regularisation parameter $\varepsilon$ follows immediately. A transformation of the differential equation to an $\varepsilon$-form has been achieved for many Feynman integrals evaluating to multiple polylogarithms and has been the driving force for the tremendous progress in this field in recent years. Furthermore, there are examples of Feynman integrals, which depend on a single elliptic curve and where the associated differential equation has been transformed to an $\varepsilon$-form. These integrals can then be solved systematically to all orders in the dimensional regularisation parameter. For Feynman integrals associated to generic Calabi-Yau manifolds usually only the first non-trivial term in the $\varepsilon$-expansion has been investigated by other methods and techniques to transform the differential equation to an $\varepsilon$-form are still missing.

In this paper we go beyond the case of Feynman integrals depending on a single elliptic curve and consider a two-loop four-point function associated to two elliptic curves. Throughout this paper we label the two curves by curve $(a)$ and curve $(b)$. The corresponding family of Feynman integrals has 12 master integrals and depends on 2 kinematic variables. We transform the differential equation to an $\varepsilon$-form and study the entries of the connection matrix. The entries are differential one-forms. We will encounter some old friends, already known from multiple polylogarithms and the case of a single elliptic curve: dlog-forms, modular forms and one-forms related to the coefficients of the Kronecker function. In addition, there are new differential one-forms, depending on both elliptic curves. These are the objects that will be of particular interest in this paper.

Let us motivate the particular choice of the Feynman integral of this paper: our aim is to learn something about Feynman integrals depending on more than one elliptic curve. To this aim we study one of the simplest examples in this class: a two-loop four-point function with one non-zero internal mass, dubbed “sector 79”. This Feynman integral is a sub-topology of the double-box integral with an internal top-loop relevant to top-pair production at the LHC. While the latter family of Feynman integrals has 44 master integrals and depends on three elliptic curves, the Feynman integral studied in this paper is simpler, while having all essential features: the family of Feynman integrals has 12 master integrals and depends on two elliptic curves.

We expect that the entries of the differential equation will also show up in other systems of Feynman integrals. In this sense the differential one-forms appearing in the differential equation are more universal than the specific Feynman integral we are considering. For this reason our emphasis is on the entries of the differential equation.

This paper is organised as follows: in the next section we define the Feynman integral, introduce various kinematic variables and review the Kronecker function. In section 3 we
Figure 1. The graph for sector 79. Solid lines correspond to particles of mass $m$, dashed lines to massless particles.

define the master integrals. In section 4 we discuss the entries of the differential equation, which at most depend only on one elliptic curve. We call these the non-mixed entries. There are four entries of the differential equation, which depend on both elliptic curves. These are discussed in section 5. Our conclusions are given in section 6. There are two appendices: appendix A gives the expressions for the mixed entries in the $(x,y)$-coordinates. (These coordinates are defined in section 2). In appendix B we relate dlog-forms to differential one-forms related to curve $(b)$.

2 Notation and definitions

2.1 Definition of the Feynman integral

We consider the family of two-loop integrals corresponding to the graph shown in figure 1. The solid internal lines correspond to propagators with a mass $m$. The external momenta satisfy

$$p_1 + p_2 + p_3 + p_4 = 0, \quad p_1^2 = p_2^2 = 0, \quad p_3^2 = p_4^2 = m^2.$$  \hspace{1cm} (2.1)

We set

$$s = (p_1 + p_2)^2, \quad t = (p_2 + p_3)^2.$$  \hspace{1cm} (2.2)

The graph of figure 1 is of particular interest as it is one of the simplest examples where the corresponding family of Feynman integrals is associated with two elliptic curves: there is one elliptic curve associated to the graph of figure 1 and a second elliptic curve to the sub-graph shown in figure 2. The latter is known as the sunrise graph.

The graph of figure 1 occurs as a sub-graph of the planar double box graph relevant to top-pair production with a closed top loop [37, 38]. It is convenient to adapt the notation from the planar double box graph. We define a family of Feynman integrals in $D$-dimensional Minkowski space by

$$I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \nu_7 \nu_8 \nu_9} \left( D, s, t, m^2, \mu^2 \right) = e^{2\gamma E \varepsilon} \left( \mu^2 \right)^{\nu-D} \int \frac{d^D k_1}{i\pi^{\frac{D}{2}}} \frac{d^D k_2}{i\pi^{\frac{D}{2}}} \prod_{j=1}^{9} \frac{1}{p_{\nu_j}^{\mu}},$$  \hspace{1cm} (2.3)
where $\gamma_E$ denotes the Euler-Mascheroni constant, $\mu$ is an arbitrary scale introduced to render the Feynman integral dimensionless, the quantity $\nu$ is given by

$$\nu = \sum_{j=1}^{9} \nu_j$$  \hspace{1cm} (2.4)

and

$$P_1 = -(k_1 + p_2)^2 + m^2, \quad P_2 = -k_1^2 + m^2, \quad P_3 = -(k_1 + p_1 + p_2)^2 + m^2,$$

$$P_4 = -(k_1 + k_2)^2 + m^2, \quad P_5 = -k_2^2, \quad P_6 = -(k_2 + p_3 + p_4)^2,$$

$$P_7 = -(k_2 + p_3)^2 + m^2, \quad P_8 = -(k_1 + p_2 - p_3)^2 + m^2, \quad P_9 = -(k_2 - p_2 + p_3)^2. \hspace{1cm} (2.5)$$

A sector is defined by the set of propagators with positive exponents. We define a sector ID by

$$\text{ID} = \sum_{j=1}^{9} 2^{j-1} \Theta(\nu_j).$$  \hspace{1cm} (2.6)

In this article we are interested in the sector 79 and all of its subsectors. This is the subset of Feynman integrals, where none of the propagators $\{P_5, P_6, P_8, P_9\}$ has a positive exponent. The relevant topologies are shown in section 3 in figure 3.

We define the dimensional shift operators $\mathbf{D}^\pm$ by

$$\mathbf{D}^\pm I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \nu_7 \nu_8 \nu_9} (D) = I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \nu_7 \nu_8 \nu_9} (D \pm 2).$$  \hspace{1cm} (2.7)

2.2 Coordinates

Without loss of generality we may set $\mu = m$ in eq. (2.3). Then the Feynman integrals in eq. (2.3) depend only on two dimensionless ratios, which may be taken as

$$\frac{s}{m^2}, \quad \frac{t}{m^2}. \hspace{1cm} (2.8)$$
In other words, we may view the integrals $I_{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5 \nu_6 \nu_7 \nu_8 \nu_9}$ as functions on $M = \mathbb{P}^2(\mathbb{C})$, where

$$
[s : t : m^2]
$$

denote the homogeneous coordinates.

Note that we are free to choose any convenient coordinates on $M$. One possibility is given by eq. (2.8). We will refer to this choice as $(\frac{s}{m^2}, \frac{t}{m^2})$-coordinates. Other choices which we use are

$$(x, y), \quad (x', y'), \quad (\tau(a), \tau(b)), \quad (\bar{q}^a, \bar{q}^b), \quad (\bar{w}^b, \bar{q}^b). \quad (2.10)$$

We will move frequently between different choices of coordinates. With the exception of $z^b$ and $ar{w}^b$ we define the coordinates below. The coordinates $z^b$ and $ar{w}^b$ are defined in section 4.3.1. The reason for postponing the definition of $z^b$ and $ar{w}^b$ is the following: the defining equation for $z^b$ (and in turn $ar{w}^b$) is obtained from the differential equation of the master integrals. Thus we first define the master integrals in section 3 and the coordinates $z^b$ and $ar{w}^b$ afterwards.

Let us now consider the coordinates $x, y, x', y', \tau(a), \tau(b), \bar{q}^a$ and $\bar{q}^b$. We start with the coordinate set $(x, y)$. The coordinates $x$ and $y$ are related to $s$ and $t$ by

$$
\frac{s}{m^2} = -\frac{(1-x)^2}{x}, \quad \frac{t}{m^2} = y. \quad (2.11)
$$

We will refer to this choice as $(x, y)$-coordinates. The coordinate $x$ rationalises the square root $\sqrt{-s(4m^2 - s)}$. For the inverse transformation we choose the sign such that $s = -\infty$ corresponds to $x = 0$:

$$
x = \frac{1}{2} \left[ \frac{-s}{m^2} + 2 - \frac{1}{m^2} \sqrt{-s (4m^2 - s)} \right]. \quad (2.12)
$$

In addition it will be convenient to rationalise the zeros of the two quartic polynomials defining the two elliptic curves (defined below in eq. (2.23) and eq. (2.24)). We encounter the two roots

$$
\sqrt{\frac{t}{m^2}}, \quad \sqrt{\frac{t}{m^2} + \frac{(m^2-t)^2}{m^2 s}}. \quad (2.13)
$$

This can be done by [70, 71]

$$
x = -\frac{[(1-x')^2 - y'^4 (1+x')^2]}{4x'y'^2}, \quad y = y'^2. \quad (2.14)
$$

We will refer to this choice as $(x', y')$-coordinates. The inverse transformation is given by

$$
x' = \frac{1 + y^2 - 2xy - 2\sqrt{y(y-x)(1-xy)}}{1 - y^2}, \quad y' = \sqrt{y} \quad (2.15)
$$

and maps $x = 0$ to $x' = (1-y)/(1+y)$. 


Derivatives with respect to one coordinate are taken within a coordinate chart with the other coordinates kept fixed. Thus
\[ \frac{\partial f}{\partial y} \] (2.16)
denotes the derivative of \( f \) with respect to \( y \) with \( x \) kept fixed, while
\[ \frac{\partial f}{\partial y'} \] (2.17)
denotes the derivative of \( f \) with respect to \( y' \) with \( x' \) kept fixed. As \( \frac{\partial y'}{\partial x} = 0 \) we have
\[ \frac{\partial f}{\partial x} = \left( \frac{\partial x'}{\partial x} \right) \frac{\partial f}{\partial x'}, \]
\[ \frac{\partial f}{\partial y} = \left( \frac{\partial x'}{\partial y} \right) \frac{\partial f}{\partial x'} + \left( \frac{\partial y'}{\partial y} \right) \frac{\partial f}{\partial y'}. \] (2.18)

There are two more sets of coordinates, which we are going to use: these are the sets \((\tau^a, \tau^b)\) and \((\bar{q}^a, \bar{q}^b)\) where the superscripts \((a)\) and \((b)\) refer to the two elliptic curves. These coordinates are obtained as follows.

We start from a general elliptic curve defined by a quartic polynomial
\[ E : w^2 - (z - z_1)(z - z_2)(z - z_3)(z - z_4) = 0, \] (2.19)
where the \( z_j \) (with \( j \in \{1, 2, 3, 4\} \)) denote the roots of the quartic polynomial. We set
\[ Z_1 = (z_3 - z_2)(z_4 - z_1), \quad Z_2 = (z_2 - z_1)(z_4 - z_3), \quad Z_3 = (z_3 - z_1)(z_4 - z_2). \] (2.20)
We define the modulus and the complementary modulus of the elliptic curve \( E \) by
\[ k^2 = \frac{Z_1}{Z_3}, \quad \bar{k}^2 = 1 - k^2 = \frac{Z_2}{Z_3}. \] (2.21)

Our standard choice for the periods and quasi-periods is
\[ \psi_1 = \frac{4K(k)}{Z_3^2}, \quad \psi_2 = \frac{4iK(\bar{k})}{Z_3^2}, \]
\[ \phi_1 = \frac{4[K(k) - E(k)]}{Z_3^2}, \quad \phi_2 = \frac{4iE(\bar{k})}{Z_3^2}. \] (2.22)
The two elliptic curves \( E^{(a)} \) and \( E^{(b)} \) are obtained from the maximal cut of the corresponding Feynman integrals \([37, 38]\). To define the elliptic curves we just have to give the four roots \( z_1-z_4 \). For the elliptic curve \( E^{(a)} \) we specialise to
\[ z^{(a)}_1 = y'^2 - 4, \quad z^{(a)}_2 = -1 - 2y', \quad z^{(a)}_3 = -1 + 2y', \quad z^{(a)}_4 = y'^2, \] (2.23)
for the elliptic curve \( E^{(b)} \) we specialise to
\[ z^{(b)}_1 = y'^2 - 4, \quad z^{(b)}_2 = -1 - 2\chi^{(b)}, \quad z^{(b)}_3 = -1 + 2\chi^{(b)}, \quad z^{(b)}_4 = y'^2, \] (2.24)
with

$$\chi^{(b)} = \frac{y' (1 + y'^2) (1 - x'^2)}{(1 - x'^2) + y'^2 (1 + x'^2)}. \tag{2.25}$$

Eq. (2.23) together with eq. (2.19) defines the elliptic curve \( (a) \), eq. (2.24) together with eq. (2.19) defines the elliptic curve \( (b) \). Furthermore, eq. (2.22) defines then the periods and quasi-periods for the curve \( (a) \) and \( (b) \):

$$\psi_1^{(a)}, \psi_2^{(a)}, \phi_1^{(a)}, \phi_2^{(a)}, \psi_1^{(b)}, \psi_2^{(b)}, \phi_1^{(b)}, \phi_2^{(b)}. \tag{2.26}$$

The Wronskians are defined by

$$W_z^{(c)} = \psi_1^{(c)} \frac{d}{dz} \psi_2^{(c)} - \psi_2^{(c)} \frac{d}{dz} \psi_1^{(c)} = \frac{4 \pi i}{Z_3^{(c)}} \frac{d}{dz} \ln \frac{Z_2^{(c)}}{Z_1^{(c)}} \tag{2.27}$$

with

$$c \in \{a, b\}, \quad z \in \{x, y, x', y'\}. \tag{2.28}$$

We have for example

$$W_y^{(a)} = -\frac{6 \pi i}{y (1 - y) (9 - y)}, \quad W_y^{(b)} = -\frac{2 \pi i (1 - x)^2 (3 x^2 - 2 x y - 4 x + 3)}{(1 - y) (y - x) (1 - y) (9 - 14 x - y - 2 x y + 9 x^2 - x^2 y)}. \tag{2.29}$$

We further define the modular parameters

$$\tau^{(a)} = \frac{\psi_2^{(a)}}{\psi_1^{(a)}}, \quad \tau^{(b)} = \frac{\psi_2^{(b)}}{\psi_1^{(b)}}, \tag{2.30}$$

and

$$\tilde{q}^{(a)} = e^{2 \pi i \tau^{(a)}}, \quad \tilde{q}^{(b)} = e^{2 \pi i \tau^{(b)}}. \tag{2.31}$$

In addition we set

$$\tau_n^{(a)} = \frac{\tau^{(a)}}{n}, \quad \tilde{q}_n^{(a)} = e^{2 \pi i \tau_n^{(a)}} = e^{\frac{2 \pi i \tau^{(a)}}{n}}, \tag{2.32}$$

$$\tau_n^{(b)} = \frac{\tau^{(b)}}{n}, \quad \tilde{q}_n^{(b)} = e^{2 \pi i \tau_n^{(b)}} = e^{\frac{2 \pi i \tau^{(b)}}{n}}.$$

The equations above define \( \tilde{q}_2^{(a)} \) and \( \tilde{q}_2^{(b)} \) as functions of \( x' \) and \( y' \). We would like to change variables from \( (x', y') \) to \( (\tilde{q}_2^{(a)}, \tilde{q}_2^{(b)}) \). This requires the inverse relation: we would like to express the variables \( x' \) and \( y' \) in terms of the variables \( \tilde{q}_2^{(a)} \) and \( \tilde{q}_2^{(b)} \). This can be done as follows: we may exchange the variable \( y' \) with \( \tilde{q}_2^{(a)} \):

$$y' = 3 - \frac{\eta \left( 2 \tau_2^{(a)} \right)^2 \eta \left( 12 \tau_2^{(a)} \right)^4}{\eta \left( 6 \tau_2^{(a)} \right)^2 \eta \left( 4 \tau_2^{(a)} \right)^4}, \tag{2.33}$$
where $\eta$ denotes Dedekind’s eta-function. The first few terms read

\[ y' = 3q_2^{(a)} - 6 \left( \frac{q_2^{(a)}}{q_2^{(a)}} \right)^3 + 9 \left( \frac{q_2^{(a)}}{q_2^{(a)}} \right)^5 + \mathcal{O} \left( \left( \frac{q_2^{(a)}}{q_2^{(a)}} \right)^7 \right). \tag{2.34} \]

This change of variables is known from the literature [7, 13, 72], our notation follows closely ref. [16]. In order to express the variable $x'$ in $\bar{q}_2^{(a)}$ and $\bar{q}_2^{(b)}$ we proceed as follows:

\[ \Lambda = \frac{1}{16} \left( k^{(b)} \right)^2 \left( \bar{k}^{(b)} \right)^2. \tag{2.35} \]

On the one hand $\Lambda$ is a rational function in $x'$ and $y'$

\[ \Lambda = \frac{Z_1^{(b)} Z_2^{(b)}}{16 \left( Z_3^{(b)} \right)^2}, \tag{2.36} \]

which has a Taylor expansion around $x' = 1$, starting with the linear term. On the other hand we have

\[ \Lambda = \frac{\eta \left( \tau_2^{(b)} \right)^{24} \eta \left( 4 \tau_2^{(b)} \right)^{24}}{\eta \left( 2 \tau_2^{(b)} \right)^{48}}. \tag{2.37} \]

Here we may view $\Lambda$ as a power series in $\bar{q}_2^{(b)}$, again starting with the linear term. Power series reversion gives then $x'$ as a power series in $\bar{q}_2^{(b)}$ with coefficients being functions of $y'$:

\[ x' = 1 - 2y' \left( 3 - y'^2 \right) \bar{q}_2^{(b)} + 2y'^2 \left( 3 - y'^2 \right)^2 \left( \bar{q}_2^{(b)} \right)^2 + \mathcal{O} \left( \left( \bar{q}_2^{(b)} \right)^5 \right). \tag{2.38} \]

For $y'$ we then use eq. (2.33). This gives us a power series in $q_2^{(a)}$ and $\bar{q}_2^{(b)}$.

### 2.3 Singularities

It is helpful to know the singularities of the differential equation. These are already known from refs. [37, 38]. In the denominators we encounter the following polynomials (normalised with $m^2$): polynomials, which only depend on $x$ are

\[ \frac{(-s)}{m^2} = \frac{(1 - x)^2}{x}, \quad \frac{4m^2 - s}{m^2} = \frac{(1 + x)^2}{x}. \tag{2.39} \]

Polynomials, which only depend on $y$ are

\[ \frac{t}{m^2} = y, \quad \frac{m^2 - t}{m^2} = 1 - y, \quad \frac{9m^2 - t}{m^2} = 9 - y. \tag{2.40} \]
Polynomials, which depend on $x$ and $y$ are

\[
\begin{align*}
\frac{st + (m^2 - t)^2}{m^4} &= \frac{(1 - xy) (y - x)}{x}, \\
\frac{m^2 - t - s}{m^2} &= 1 - x + x^2 - xy, \\
\frac{3s + 2t - 2m^2}{m^2} &= 3 - 4x + 3x^2 - 2xy, \\
\frac{s (t - 9m^2) + 4m^2 (m^2 - t)}{m^4} &= 9 - 14x - y - 2xy + 9x^2 - x^2 y.
\end{align*}
\] (2.41)

At the point $x = y = 0$ the polynomials

\[
x, \quad y, \quad y - x
\] (2.42)

vanish, all other polynomials attain a finite non-zero value.

### 2.4 Special kinematic configurations

Let us discuss a few special kinematic configurations: for $y = 0$ we have

\[
y = 0 : y' = 0, \quad \tau^{(a)} = i \infty, \quad \bar{q}^{(a)} = 0.
\] (2.43)

In this limit the two roots $z_2^{(a)}$ and $z_3^{(a)}$ coincide and the curve (a) degenerates to a nodal curve.

For $x = y$ we have

\[
x = y : x' = 1, \quad \tau^{(b)} = i \infty, \quad \bar{q}^{(b)} = 0.
\] (2.44)

In this limit the two roots $z_2^{(b)}$ and $z_3^{(b)}$ coincide and the curve (b) degenerates to a nodal curve.

The third special case is the case $x = 0$, for which we have

\[
x = 0 : x' = \frac{1 - y'^2}{1 + y'^2}, \quad \tau^{(a)} = \tau^{(b)}, \quad \bar{q}^{(a)} = \bar{q}^{(b)}.
\] (2.45)

We are interested in the behaviour of the differential equation in these limits. The study of these limits gives us useful information. The limits are simpler, as they only depend on one kinematic variable. However, in these limits we have to treat the differential one-forms

\[
d \ln (x), \quad d \ln (y), \quad d \ln (y - x)
\] (2.46)
carefully. This is of particular importance, as we would like to change freely between different coordinate systems. We proceed as follows: for the limit $x \to 0$ we first subtract from a differential one-form of interest a suitable multiple of $d \ln (x)$, such that the difference is regular at $x = 0$. We then study the regular remainder. The limits $y \to 0$ and $x \to y$ are treated in a similar way.

This procedure avoids the following problems:
1. Consider the limit $x = 0$. The case $x = 0$ implies $x = \text{const}$ and we would like to set all differential one-forms proportional to $dx$ to zero. This includes $dx/x$. Consider now a variable transformation $\tilde{x} = yx$ and suppose $y \neq 0$. The points $(x, y) = (0, y)$ in a neighbourhood of $y_0 \neq 0$ are mapped to $(\tilde{x}, y) = (0, y)$, hence we have $\tilde{x} = \text{const}$. Setting $d\tilde{x}/\tilde{x}$ to zero leads to the contradiction

$$
\frac{d}{d y} \ln (\tilde{x}) = \frac{d}{d y} \ln (x) + \frac{d}{d y} \ln (y) \Rightarrow \frac{d}{d y} \ln (y) = 0.
$$

(2.47)

Of course, the problem originates from the fact that $dx/x$ and $d\tilde{x}/\tilde{x}$ are actually of the type $0/0$.

2. We consider again the limit $x = 0$, implying $\overline{q}^{(a)} = \overline{q}^{(b)}$. Very often we will first expand in $\overline{q}^{(b)}$ followed by an expansion in $\overline{q}^{(a)}$. For this double expansion we will assume the hierarchy

$$
\left| \frac{\overline{q}^{(b)}}{\overline{q}^{(a)}} \right| < \left| \overline{q}^{(a)} \right| \ll 1,
$$

(2.48)

such that $\left| \frac{\overline{q}^{(b)}}{\overline{q}^{(a)}} \right| < 1$. This includes a neighbourhood of $x = y$, but does not include the region $x = 0$. To give an example, in a neighbourhood of $x = y$ we may expand the following logarithm in $\overline{q}^{(b)}$:

$$
\ln \left( \overline{q}^{(a)} - \overline{q}^{(b)} \right) = \ln \left( \overline{q}^{(a)} \right) - \sum_{j=1}^{\infty} \frac{1}{j} \left( \frac{\overline{q}^{(b)}}{\overline{q}^{(a)}} \right)^j.
$$

(2.49)

Obviously, the series does not converge for $\overline{q}^{(a)} = \overline{q}^{(b)}$.

### 2.5 The Kronecker function

In this section we review the Kronecker function $F(z, y, \tau)$. This function and its expansion in $y$ appear frequently in the elliptic setting. Standard references are [39, 73, 74]. Apart from the well-known expansion around $y = 0$ we also introduce the expansion around $y = \frac{1}{2}$.

The Kronecker function $F(z, y, \tau)$ is defined in terms of the first Jacobi theta function by

$$
F(z, y, \tau) = \overline{\theta}_1 (0, \overline{q}) \frac{\overline{\theta}_1 (z + y, \overline{q})}{\overline{\theta}_1 (z, \overline{q}) \overline{\theta}_1 (y, \overline{q})},
$$

(2.50)

where

$$
\overline{\theta}_1 (z, \overline{q}) = -i \sum_{n=\infty}^{\infty} (-1)^n \overline{q}^{\frac{1}{2} (n + \frac{1}{2})^2} e^{i \pi (2n + 1) z}.
$$

(2.51)

$\overline{\theta}_1$ denotes the derivative with respect to the first argument. For our purpose a more convenient representation is given by

$$
F(z, y, \tau) = -2 \pi i \left[ \frac{1 + \overline{w}}{2 (1 - \overline{w})} + \frac{1 + \overline{v}}{2 (1 - \overline{v})} + \overline{E}_{0,0} (\overline{w}; \overline{v}; \overline{q}) \right],
$$

(2.52)
We define the differential one-forms
\[
\omega_k^{\text{Kronecker}} (z, \tau) = \frac{(2\pi i)^{2-k}}{(2\pi i)^{2-k}} \left[ g^{(k-1)} (z, \tau) \, dz + (k-1) \, g^{(k)} (z, \tau) \, d\tau \right].
\]

The Kronecker function is symmetric in \( z \) and \( y \). We are interested in the Laurent expansion in one of these variables. We define functions \( g^{(k)} (z, \tau) \) through
\[
F (z, y, \tau) = \sum_{k=0}^{\infty} g^{(k)} (z, \tau) y^{k-1}.
\]

The coefficient functions \( g^{(k)} (z, \tau) \) have already appeared in many applications \([39, 73, 74]\).

In addition to the functions \( g^{(k)} (z, \tau) \), which appear in the expansion of the Kronecker function around \( y = 0 \) we define functions \( h^{(k)} (z, \tau) \), which appear in the expansion of the Kronecker function around \( y = \frac{1}{2} \):
\[
F (z, y, \tau) = \sum_{k=0}^{\infty} h^{(k)} (z, \tau) \left( y - \frac{1}{2} \right)^{k-1}.
\]

The \( \bar{q} \)-expansion of the \( g^{(k)} (z, \tau) \) functions is given by
\[
\begin{align*}
g^{(0)} (z, \tau) &= 1, \\
g^{(1)} (z, \tau) &= -2\pi i \left[ \frac{1 + w}{2 (1 - w)} + \mathcal{E}_{0,0} (w; 1; \bar{q}) \right], \\
g^{(k)} (z, \tau) &= -\frac{(2\pi i)^k}{(k-1)!} \left[ -\frac{B_k}{k} + \mathcal{E}_{0,1-k} (w; 1; \bar{q}) \right], \quad k > 1,
\end{align*}
\]
where \( B_k \) denotes the \( k \)-th Bernoulli number, defined by
\[
\frac{x}{e^x - 1} = \sum_{j=0}^{\infty} \frac{B_j}{j!} x^j.
\]

The first few Bernoulli numbers are
\[
B_0 = 1, \quad B_1 = -\frac{1}{2}, \quad B_2 = \frac{1}{6}, \quad B_3 = 0, \quad B_4 = -\frac{1}{30}.
\]

The \( \bar{q} \)-expansion of the \( h^{(k)} (z, \tau) \) functions is given by
\[
\begin{align*}
h^{(0)} (z, \tau) &= 0, \\
h^{(1)} (z, \tau) &= -2\pi i \left[ \frac{1 + w}{2 (1 - w)} + \mathcal{E}_{0,0} (\bar{w}; -1; \bar{q}) \right], \\
h^{(k)} (z, \tau) &= -\frac{(2\pi i)^k}{(k-1)!} \left[ (1 - 2^k) \frac{B_k}{k} + \mathcal{E}_{0,1-k} (\bar{w}; -1; \bar{q}) \right], \quad k > 1.
\end{align*}
\]
These differential one-forms are closed
\[ d\omega_k^{Kronecker} = d\omega_{k-\frac{1}{2}}^{Kronecker} = 0. \] (2.61)

We will encounter \( \omega_2^{Kronecker, \frac{1}{2}} \) and \( \omega_3^{Kronecker, \frac{1}{2}} \). These may be reduced to \( \omega_2^{Kronecker} \) and \( \omega_3^{Kronecker} \) with the help of the following formulae
\[
\begin{align*}
\omega_2^{Kronecker, \frac{1}{2}} (z, \tau) &= -\omega_2^{Kronecker} (z, \tau) + 2\omega_2^{Kronecker} \left( \frac{z}{2}, \tau \right) + 2\omega_2^{Kronecker} \left( \frac{z}{2} + \frac{1}{2}, \tau \right), \\
\omega_3^{Kronecker, \frac{1}{2}} (z, \tau) &= -\omega_3^{Kronecker} (z, \tau) + 4\omega_3^{Kronecker} \left( \frac{z}{2}, \tau \right) + 4\omega_3^{Kronecker} \left( \frac{z}{2} + \frac{1}{2}, \tau \right).
\end{align*}
\] (2.62)

Eq. (2.62) allows us to deduce the modular transformation properties of \( \omega_2^{Kronecker, \frac{1}{2}} \) and \( \omega_3^{Kronecker, \frac{1}{2}} \) from the known modular transformation properties of \( \omega_k^{Kronecker} \). Under a modular transformation the variables \( \tau \) and \( z \) transform as
\[
\tau' = \frac{a\tau + b}{c\tau + d}, \quad z' = \frac{az + b}{c\tau + d}, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{Z}).
\] (2.63)

We have to consider a slight generalisation: let
\[ L(z) = \alpha z + \beta \] (2.64)
be a linear function of \( z \) and set
\[ \alpha' = \alpha, \quad \beta' = \frac{\beta}{c\tau + d}. \] (2.65)

Then
\[ L'(z') = \frac{L(z)}{c\tau + d} \] (2.66)
and
\[ \omega_k^{Kronecker} (L'(z'), \tau') = (c\tau + d)^{k-2} \sum_{j=0}^{k} \frac{1}{j!} \left( \frac{cL(z)}{c\tau + d} \right)^{j} \omega_{k-j}^{Kronecker} (L(z), \tau). \] (2.67)

Eq. (2.62) allows us as well to deduce the periodicity and reflection properties, for example
\[
\begin{align*}
\omega_k^{Kronecker, \frac{1}{2}} (z + 1, \tau) &= \omega_k^{Kronecker, \frac{1}{2}} (z, \tau), \\
\omega_k^{Kronecker, \frac{1}{2}} (-z, \tau) &= (-1)^{k} \omega_k^{Kronecker, \frac{1}{2}} (z, \tau),
\end{align*}
\] (2.68)
for \( k \in \{2, 3\} \). Eq. (2.62) also states that \( \omega_2^{Kronecker, \frac{1}{2}} \) and \( \omega_3^{Kronecker, \frac{1}{2}} \) can be eliminated. However, it is useful to keep \( \omega_2^{Kronecker, \frac{1}{2}} \) and \( \omega_3^{Kronecker, \frac{1}{2}} \) as some expressions are shorter when expressed in terms of these one-forms.

Locally we may introduce primitives for \( \omega_k^{Kronecker} \). We set
\[ \omega_k^{Kronecker} = d\Omega_k^{Kronecker}. \] (2.69)
This defines $\Omega_k^{\text{Kronecker}}$ up to an additive constant. We have

\begin{align}
\Omega_0^{\text{Kronecker}}(z,\tau) &= -\ln \bar{q}, \\
\Omega_1^{\text{Kronecker}}(z,\tau) &= \ln \bar{w}, \\
\Omega_2^{\text{Kronecker}}(z,\tau) &= \ln (1 - \bar{w}) - \frac{1}{2} \ln \bar{w} + \frac{1}{12} \ln \bar{q} - \bar{E}_{1,0}(\bar{w},1,\bar{q}), \\
\Omega_k^{\text{Kronecker}}(z,\tau) &= \frac{B_{k-1}}{(k-1)!} \ln \bar{w} + \frac{(k-1)B_k}{k!} \ln \bar{q} - \frac{1}{(k-2)!} \bar{E}_{1,2-k}(\bar{w},1,\bar{q}), \quad k \geq 3.
\end{align}

### 3 The master integrals

Using integration-by-parts identities [75, 76] we may reduce any Feynman integral

\[ I_{\nu_1\nu_2\nu_3\nu_4\nu_5\nu_6\nu_7\nu_8\nu_9} \]  

(with $\nu_5, \nu_6, \nu_8, \nu_9 \leq 0$) to a linear combination of master integrals. This reduction can be carried out with public available computer programs like FIRE [77, 78], Reduze [79, 80] or Kira [81, 82]. There are 12 master integrals for the sector 79. A straightforward basis of master integrals is for example

\[ \vec{I} = \left( I_{100100000}, I_{011000000}, I_{101001000}, I_{200100100}, I_{010100100}, I_{111100000}, I_{110100100}, \\
I_{011100100}, I_{021100100}, I_{111100100}, I_{211100100}, I_{121100100} \right)^T. \]  

The corresponding diagrams are shown in figure 3.

Differentiation under the integral sign combined with integration-by-parts identities allows us to derive the differential equations for the master integrals. For the basis $\vec{I}$ one finds

\[ d\vec{I} = \tilde{A} \vec{I}, \]  

where the $(12 \times 12)$-matrix $\tilde{A}$ depends on the kinematic variables and the dimensional regularisation parameter $\varepsilon$. This differential equation is not in $\varepsilon$-form. The matrix $\tilde{A}$ is readily computable, albeit the result is not particularly aesthetic.

We seek another basis $\vec{J}$ of master integrals, such that the differential equation is of the form

\[ d\vec{J} = \varepsilon A \vec{J}, \]  

where $A$ is now independent of the dimensional regularisation parameter $\varepsilon$. If the bases $\vec{J}$ and $\vec{I}$ are related by

\[ \vec{J} = U \vec{I}, \]  

the matrix $A$ is given by

\[ \varepsilon A = U \tilde{A} U^{-1} - U dU^{-1}. \]
Figure 3. The diagrams for all master topologies. In total there are 8 master topologies. A master topology may contain several master integrals. This is the case for sector 73 (two master integrals), sector 78 (two master integrals) and sector 79 (three master integrals).
Given the existing literature for this family of Feynman integrals, it is not too difficult to find a basis $\vec{J}$ with this property. In [37, 38] a basis of master integrals is given, such that

$$\tilde{A} = A^{(0)} + \varepsilon A^{(1)},$$

(3.7)

such that $A^{(0)}$ and $A^{(1)}$ are independent of $\varepsilon$ and in addition $A^{(0)}$ is strictly lower triangular. In this case we find the sought-after basis $\vec{J}$ by integrating the non-zero entries of $A^{(0)}$.

It will be convenient to perform in addition a minor modification by choosing a different pair of periods compared to [37, 38]: compared to [37, 38] we exchange the definitions of $Z_1$ and $Z_2$ (see eq. (2.20)). This amounts to a modular transformation

$$\gamma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \quad (3.8)$$

The motivation for this modification is as follows: we are going to analyse the system in a neighbourhood of $\tilde{q}^{(a)} = 0$ and $\tilde{q}^{(b)} = 0$. For the choice of the periods as defined in section 2 the hyperplanes in $(x, y)$-space defined by $\tilde{q}^{(a)} = 0$ and $\tilde{q}^{(b)} = 0$ intersect at $(x, y) = (0, 0)$ with normal crossings, while for the choice as in [37, 38] the hyperplane defined by $\tilde{q}^{(a)} = 0$ is contained in a neighbourhood of $(x, y) = (-1, 1)$ in the (reducible) hyperplane defined by $\tilde{q}^{(b)} = 0$. This can be inferred from the position of the cusps of the two elliptic curves in $(x, y)$-space. For the curve (a) the cusps at finite distance are given by

$$\text{Curve (a)} : \{y = 0\} \cup \{y = 1\} \cup \{y = 9\}. \quad (3.9)$$

For the curve (b) the cusps at finite distance are given by

$$\text{Curve (b)} : \{y = 1\} \cup \{y = x\} \cup \{x + 1 = 0\} \cup \{1 - xy = 0\} \cup \left\{x^2 y - 9x^2 + 2xy + 14x + y - 9 = 0\right\}. \quad (3.10)$$

The position of the cusps is shown in figure 4.
This minor modification leads again to a differential equation linear in $\varepsilon$, where the $\varepsilon^0$-term is strictly lower triangular. This minor modification is not essential, but it makes it easier to analyse the system of differential equations.

By integrating the $\varepsilon^0$-terms we may transform the system to an $\varepsilon$-form ([83], see also chap. 7.1 of [84]). We recall that $D^-$ denotes the dimensional shift operator defined in eq. (2.7). We arrive at

Sector 9: \[ J_1 = \varepsilon^2 D^- I_{100100000}, \]
Sector 14: \[ J_2 = \varepsilon^2 \frac{(1 - x)(1 + x)}{2x} D^- I_{011100000}, \]
Sector 73: \[ J_3 = \varepsilon^2 \frac{\pi}{\psi^{(a)}_1} D^- I_{100100100}, \]
\[ J_4 = \left( \frac{\psi^{(a)}_1}{2\pi i \epsilon W_y^{(a)}} \right) d J_3 + \frac{1}{24} \left( 3y^2 - 10y - 9 \right) \left( \frac{\psi^{(a)}_1}{\pi} \right)^2 J_3, \]
Sector 74: \[ J_5 = 4\varepsilon^2 D^- I_{010100100}, \]
Sector 15: \[ J_6 = -\varepsilon^3 (1 - \varepsilon) \frac{(1 - x)^2}{x} I_{111100000}, \]
Sector 75: \[ J_7 = \varepsilon^3 (1 - y) I_{110200100}, \]
Sector 78: \[ J_8 = \varepsilon^2 \frac{(1 - x^2)^2}{x^2} I_{021200100} - \frac{3\varepsilon^2 (1 - x)^2}{2x} I_{020200100}, \]
\[ J_9 = \varepsilon^3 \frac{(1 - x^2)}{x} I_{011200010}, \]
Sector 79: \[ J_{10} = \varepsilon^3 \frac{(1 - x^2)}{x} \frac{\pi}{\psi^{(b)}_1} I_{111200100}, \]
\[ J_{11} = \varepsilon^3 (1 - 2\varepsilon) \frac{(1 - x)^2}{x} I_{111100100} + F_{11,10} J_{10}, \]
\[ J_{12} = \frac{\psi^{(b)}_1}{2\pi i \epsilon W_y^{(b)}} \frac{\partial}{\partial y} J_{10} + F_{12,11} \left( J_{11} - \frac{2}{3} J_8 - \frac{4}{3} J_7 - \frac{2}{3} J_6 + \frac{1}{9} J_5 \right) + F_{12,10} J_{10} + F_{12,3} J_3. \]

The functions $F_{11,10}$, $F_{12,11}$, $F_{12,10}$ and $F_{12,3}$ remove the $\varepsilon^0$ terms and are obtained by integration. We denote by $\gamma$ the integration path from $(x', y') = (1, 0)$ first to $(1, y')$ (with $x' = 1 = \text{const}$) and then to $(x', y')$ along $y' = \text{const}$. The integration path $\gamma$ is shown for various coordinate systems in figure 5. The function $F_{11,10}$ is given by

\[ F_{11,10} = \int_{\gamma} f_{11,10}, \]
\[ f_{11,10} = -\frac{\psi^{(b)}_1}{\pi} \frac{1}{(3 - 4x - 2xy + 3x^2)} \left[ (1 - y) \frac{(5 - 6x - y + 5x^2 - 2xy - x^2 y)}{(1 - x^2)} dx + (1 - x)^2 dy \right] \]
\[ - \frac{\partial \psi^{(b)}_1}{\pi} \frac{(9 - 14x - y - 2xy + 9x^2 - x^2 y)}{(1 - x^2)(3 - 4x - 2xy + 3x^2)} \left[ (1 - y^2) dx - (1 - x^2) dy \right]. \]
The function $f_{11,10}$ is closed:

$$df_{11,10} = 0. \quad (3.13)$$

The functions $F_{12,11}$ and $F_{12,10}$ are related algebraically to $F_{11,10}$:

$$F_{12,11} = \frac{3}{8} \left[ -F_{11,10} + \frac{\psi_1^{(b)}}{\pi} \frac{(9-14x-y-2xy+9x^2-x^2y)}{(3-4x-2xy+3x^2)} \right],$$

$$F_{12,10} = \frac{3}{16} \left[ -F_{11,10}^{(2)} + \frac{\psi_1^{(b)}}{\pi} \frac{P_{12,10}}{3(1-x)^2(3-4x-2xy+3x^2)} \right], \quad (3.14)$$

$$P_{12,10} = 63 - 238x - 38y + 358x^2 + 122yx + 7y^2 - 238x^3 - 192yx^2 - 10y^2x + 63x^4$$

$$+ 122y^2x + 30y^2x^2 - 2y^3x - 38y^3x - 10y^2x^3 - 4y^3x^2 + 7y^2x^4 - 2y^3x^3. \quad (3.15)$$

The two algebraic relations follow from the observed relations

$$A_{10,10} = A_{12,12}, \quad 8A_{10,11} = 3A_{11,12}. \quad (3.16)$$

With $z^{(b)}$ defined in the next section, one finds that $F_{11,10}$ is given by

$$F_{11,10} = \frac{2}{\pi} g^{(1)} \left( z^{(b)} + \frac{1}{6} \tau^{(b)} \right). \quad (3.17)$$

We are free to choose an integration constant in eq. (3.12). We require that $A_{10,10}$ (and $A_{12,12}$) reduce in the limit $x = 0$ to $A_{3,3}$. This fixes the integration constant to zero. In this limit we then have (note that $\psi_1^{(a)} = \psi_1^{(b)} = \psi_1$ in this limit)

$$F_{11,10}|_{x=0} = \frac{1}{3} (y - 9) \frac{\psi_1}{\pi}. \quad (3.18)$$

The function $F_{12,3}$ is given by

$$F_{12,3} = -\frac{1}{4} + \int f_{12,3},$$

$$f_{12,3} = \frac{1}{24} \frac{\psi_1^{(a)}}{\pi} \frac{\psi_1^{(b)}}{\pi} \frac{1}{(3-4x-2xy+3x^2)^2} \left[ \frac{(1-x)(1-y)Q_1}{(1+x)} dx - Q_2 dy \right]$$

$$+ \frac{1}{24} \frac{\partial_y \psi_1^{(a)}}{\pi} \frac{\psi_1^{(b)}}{\pi} \left[ \frac{(1+x)y(1-y)(9-y)}{x(1-x)} dx - \frac{Q_3}{(3-4x-2xy+3x^2)} dy \right]$$

$$+ \frac{1}{24} \psi_1^{(a)} \frac{\partial_y \psi_1^{(b)}}{\pi} \frac{(1-y)(x-y)(1-xy)Q_4Q_5}{x(1-x^2)(3-4x-2xy+3x^2)^2} dx \quad (3.19)$$
with

\[ Q_1 = 45 - 6x + 30y + 45x^2 - 52yx - 3y^2 + 30yx^2 - 22y^2x - 3y^2x^2, \]
\[ Q_2 = 45 - 108x - 3y + 142x^2 - 44yx - 108x^3 + 62yx^2 + 45x^4 - 44yx^3 + 16y^2x^2 - 3y^2x^4, \]
\[ Q_3 = 27 - 42x + 30y + 27x^2 - 52yx - y^2 + 30yx^2 - 18y^2x - y^2x^2, \]
\[ Q_4 = 9 - 6x - 4xy + 9x^2, \]
\[ Q_5 = 9 - 14x - y + 9x^2 - 2xy - x^2y. \] (3.20)

The one-form \( f_{12,3} \) is closed:

\[ df_{12,3} = 0. \] (3.21)

The integration constant for \( F_{12,3} \) in eq. (3.19) has been chosen such that in the limit \( x = 0 \) (corresponding to \( \bar{q}^{(a)} = \bar{q}^{(b)} \)) we have

\[ F_{12,3}\big|_{x=0} = \frac{1}{144} \left( y^2 - 30y - 27 \right) \frac{\psi_2^2}{\pi \tau}. \] (3.22)

As advertised, the differential equation for the basis \( \vec{J} \) is in \( \varepsilon \)-form:

\[ d\vec{J} = \varepsilon A\vec{J}. \] (3.23)

The entries of the \((12 \times 12)\)-matrix \( A \) are differential one-forms. The non-zero entries are

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A_{2,1} & A_{2,2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{3,3} & A_{3,4} & 0 & 0 & 0 & 0 & 0 & 0 \\
A_{4,1} & 0 & A_{4,3} & A_{4,4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & A_{6,2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{7,3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & A_{8,2} & 0 & 0 & A_{8,5} & 0 & A_{8,8} & A_{8,9} & 0 & 0 \\
0 & 0 & 0 & 0 & A_{9,5} & 0 & A_{9,8} & A_{9,9} & 0 & 0 \\
0 & 0 & A_{10,3} & 0 & A_{10,5} & A_{10,6} & A_{10,7} & A_{10,8} & 0 & A_{10,10} & A_{10,11} & A_{10,12} \\
0 & A_{11,2} & A_{11,3} & 0 & A_{11,5} & A_{11,6} & A_{11,7} & A_{11,8} & A_{11,9} & A_{11,10} & A_{11,11} & A_{11,12} \\
0 & A_{12,2} & A_{12,3} & A_{12,4} & A_{12,5} & A_{12,6} & A_{12,7} & A_{12,8} & A_{12,9} & A_{12,10} & A_{12,11} & A_{12,12}
\end{bmatrix}. \] (3.24)

The colour coding is as follows: entries not highlighted by any colour are dlog-forms. Entries highlighted in yellow are related to curve \((a)\), but independent of curve \((b)\). These entries are of the form

\[ f_k(\tau^{(a)})2\pi i\tau^{(a)}, \] (3.25)

where \( f_k(\tau^{(a)}) \) is a modular form for curve \((a)\). Entries highlighted in red are related to curve \((b)\), but independent of curve \((a)\). These are of the form

\[ f_k(\tau^{(b)})2\pi i\tau^{(b)}, \quad \omega_k^{\text{Kronecker}} \left( az^{(b)} + b, \tau^{(b)} \right), \] (3.26)

with \( \omega_k^{\text{Kronecker}} \) defined in eq. (2.60).
The entries highlighted in orange depend on both elliptic curves and are the most interesting ones. The non-zero entries are $A_{10,3}$, $A_{11,3}$, $A_{12,3}$ and $A_{12,4}$. We call them the mixed terms and all other entries the non-mixed terms.

4 The non-mixed entries of the differential equation

Let us first discuss the non-mixed terms appearing in the differential equation. We start with the dlog-forms, followed by the terms related to curve $(a)$, and finish with the terms related to curve $(b)$.

The entries of the matrix $A$ in the lines $1-9$ are all well-known. They depend either only on $s$ or only on $t$, but not on both variables. The entries which only depend on $s$ are all dlog-forms. The entries which only depend on $t$ are proportional to modular forms of $\Gamma_1(6)$. The non-mixed entries in the lines $10-12$ depend on both variables $s$ and $t$.

We may express them in terms of differential one-forms related to the moduli space $\mathcal{M}_{1,2}$. Coordinates on this moduli space are $(\tau^{(b)}, z^{(b)})$. We construct $z^{(b)}$ in section 4.3.1.

4.1 The dlog-forms

We start with the dlog-forms. We introduce

$$\omega_{mpl,0}^s = \frac{ds}{s} = \frac{2dx}{x-1} - \frac{dx}{x},$$

$$\omega_{mpl,4}^s = \frac{ds}{s-4m^2} = \frac{2dx}{x+1} - \frac{dx}{x},$$

$$\omega_{mpl,0,4}^s = \frac{ds}{\sqrt{-s(4m^2-s)}} = \frac{dx}{x}. \quad (4.1)$$

Then

$$A_{2,1} = -\omega_{mpl,0,4}^s, \quad A_{2,2} = -\omega_{mpl,4}^s,$$

$$A_{6,2} = -\omega_{mpl,0,4}^s,$$

$$A_{8,2} = \omega_{mpl,0,4}^s, \quad A_{8,5} = \frac{1}{2}\omega_{mpl,4}^s, \quad A_{8,8} = -2\omega_{mpl,0,4}^s - \omega_{mpl,4}^s, \quad A_{8,9} = -3\omega_{mpl,0,4}^s,$$

$$A_{9,5} = -\frac{1}{6}\omega_{mpl,0,4}^s, \quad A_{9,8} = \omega_{mpl,0,4}^s, \quad A_{9,9} = \omega_{mpl,4}^s. \quad (4.2)$$

4.2 The entries related to curve $(a)$

We introduce

$$\omega_{0,\text{modular},(a)} = 2\pi id\tau^{(a)} = \frac{2\pi iW_2^{(a)}}{\psi_1^{(a)}} dy,$$

$$\omega_{2,0,\text{modular},(a)} = \omega_{mpl,0}^t = g_{2,0}(\tau^{(a)})(2\pi i) d\tau^{(a)} = \frac{dy}{y},$$

$$\omega_{2,1,\text{modular},(a)} = \omega_{mpl,1}^t = g_{2,1}(\tau^{(a)})(2\pi i) d\tau^{(a)} = \frac{dy}{y-1},$$

$$\omega_{2,9,\text{modular},(a)} = \omega_{mpl,9}^t = g_{2,9}(\tau^{(a)})(2\pi i) d\tau^{(a)} = \frac{dy}{y-9},$$

$$\omega_{8,1,\text{modular},(a)} = \omega_{mpl,1}^s = g_{8,1}(\tau^{(a)})(2\pi i) d\tau^{(a)} = \frac{dy}{y-1},$$

$$\omega_{8,9,\text{modular},(a)} = \omega_{mpl,9}^s = g_{8,9}(\tau^{(a)})(2\pi i) d\tau^{(a)} = \frac{dy}{y-9}.$$
\[ \omega_3^{\text{modular}} = g_3(\tau^{(a)}) (2\pi i) d\tau^{(a)} = \frac{\psi_1^{(a)}}{\pi} dy, \]

\[ \omega_4^{\text{modular}} = f_4(\tau^{(a)}) (2\pi i) d\tau^{(a)} = \frac{(y + 3)^4}{48y (y - 1) (y - 9)} \left( \frac{\psi_1^{(a)}}{\pi} \right)^2 dy. \] (4.3)

\( g_{2,0}, g_{2,1}, g_{2,9}, g_3 \) and \( f_4 \) are modular forms of \( \Gamma(1) \). \( \omega_{2,0}^{\text{modular}}, \omega_{2,1}^{\text{modular}}, \omega_{2,9}^{\text{modular}} \) and \( \omega_4^{\text{modular}} \) are also dlog-forms and we denote them alternatively by \( \omega_{t,0}^{\text{mpl}}, \omega_{t,1}^{\text{mpl}} \) and \( \omega_{t,9}^{\text{mpl}} \), respectively.

We have

\[ A_{3,4} = \omega_0^{\text{modular}}, \]

\[ A_{3,3} = \frac{1}{2} \omega_{t,0}^{\text{mpl}} - \omega_{t,1}^{\text{mpl}} - \omega_{t,9}^{\text{mpl}}, \quad A_{4,4} = \frac{1}{2} \omega_{t,0}^{\text{mpl}} - \omega_{t,1}^{\text{mpl}} - \omega_{t,9}^{\text{mpl}}, \]

\[ A_{4,1} = -\frac{1}{3} \omega_3^{\text{modular}}, \quad A_{7,3} = -\frac{1}{3} \omega_3^{\text{modular}}. \] (4.4)

### 4.3 The entries related to curve (b)

Let us now turn to the non-mixed entries in lines 10–12. This concerns the columns 2 and 5–12. In order to express these entries we introduce differential one-forms, which can be grouped into three categories: dlog-forms, differential one-form proportional to modular forms (for curve (b)) and differential one-forms related to the coefficients of the Kronecker function. For the latter we first define an additional variable \( z^{(b)} \). Together with \( \tau^{(b)} \) the pair \((\tau^{(b)}, z^{(b)})\) defines the standard coordinates on the moduli space \( \mathcal{M}_{1,2} \) of a genus one curve with two marked points. The variable \( \tau^{(b)} \) parametrises the shape of the curve, the variable \( z^{(b)} \) gives the location of one marked point on the curve. By translation invariance, the other marked point can be fixed at the origin.

#### 4.3.1 Constructing \( z^{(b)} \)

In this paragraph we construct \( z^{(b)} \). By modular weight counting we expect \( A_{10,11} \) to be of modular weight 1 with respect to curve (b). On \( \mathcal{M}_{1,2} \) the only differential one-form of modular weight 1 is

\[ \omega_1(z^{(b)}, \tau^{(b)}) = 2\pi i d z^{(b)}. \] (4.5)

We therefore expect \( A_{10,11} \) to be proportional to \( \omega_1(z^{(b)}, \tau^{(b)}) \):

\[ d z^{(b)} = \frac{\lambda}{2\pi i} A_{10,11}, \] (4.6)

where \( \lambda \) denotes the constant of proportionality. Integration gives

\[ z^{(b)} = z_0^{(b)} + \frac{\lambda}{2\pi i} \left[ \frac{3}{2} \ln \left( \frac{\sqrt{(1 + y^2) (3 - y^2)} - i (1 - y^2)}{2} \right) \right] 
\]

\[ -\frac{9}{2} (1 - y^2) \sqrt{(1 + y^2) (3 - y^2)} q^{(b)} \]

\[ -\frac{3}{4} (1 - y^2) \left( 3 + 70y^2 - 35y^4 \right) \sqrt{(1 + y^2) (3 - y^2)} \left( q^{(b)} \right)^2 + O \left( \left( q^{(b)} \right)^3 \right). \] (4.7)
and \( \lambda \) are (at the moment) two unknown constants. We make the ad-hoc choice

\[
z_0^{(b)} = \frac{1}{12}, \quad \lambda = \frac{2}{3}i.
\]  

(4.8)

This choice is motivated by the following two observations: it is easily checked that \( dz^{(b)} = 0 \) on the hypersurface \( x' = (1 - y'^2)/(1 + y'^2) \) and therefore \( z^{(b)} \) is constant there. We require that on the hypersurface \( x' = (1 - y'^2)/(1 + y'^2) \) we have

\[
z^{(b)} = 0.
\]  

(4.9)

This gives the relation

\[
z_0^{(b)} = -\frac{1}{8}i\lambda.
\]  

(4.10)

We obtain additional information on \( \lambda \) as follows: we define

\[
\bar{w}^{(b)} = e^{2\pi iz^{(b)}}.
\]  

(4.11)

Then

\[
\bar{w}^{(b)} = e^{2\pi iz_0^{(b)}} \left[ \left( \frac{\sqrt{1 + y'^2}(3 - y'^2) - i(1 - y'^2)}{2} \right)^{\frac{3\lambda}{2\pi}} + O(\bar{q}^{(b)}) \right].
\]  

(4.12)

We expect the exponent \( \frac{3\lambda}{2\pi} \) to be a rational number. The simplest choice would be that the exponent is \( \pm 1 \). Requiring that the exponent equals 1 gives the value of \( \lambda \) given in eq. (4.8). In summary, we define \( z^{(b)} \) by

\[
z^{(b)} = \frac{1}{12} + \frac{1}{3\pi} \int \gamma A_{10,11}.
\]  

(4.13)

The first few terms in the expansion in \( q^{(a)} \) and \( \bar{q}^{(b)} \) are

\[
z^{(b)} = \frac{3\sqrt{3}}{2\pi} \left\{ \bar{q}^{(a)} - \bar{q}^{(b)} - \frac{11}{2} \left( \bar{q}^{(a)} \right)^2 + 6\bar{q}^{(a)} \bar{q}^{(b)} - \frac{1}{2} \left( \bar{q}^{(b)} \right)^2 + 31 \left( \bar{q}^{(a)} \right)^3 
+ 21 \left( \bar{q}^{(a)} \right)^2 \bar{q}^{(b)} - 102\bar{q}^{(a)} \left( \bar{q}^{(b)} \right)^2 + 50 \left( \bar{q}^{(b)} \right)^3 + \ldots \right\}.
\]  

(4.14)

We remark that the concrete choice of \( z_0 \) and \( \lambda \) does not really matter, we just have to make some choice. We will soon see that the \( z \)-arguments of the Kronecker functions \( g^{(k)}(z, \tau) \) are linear functions

\[
\alpha z^{(b)} + \beta.
\]  

(4.15)

The constants \( \alpha \) and \( \beta \) will be different for different choices of \( z_0 \) and \( \lambda \) and compensate any ad-hoc choice of \( z_0 \) and \( \lambda \).
Having defined \( z(b) \) we may now give the expressions for the non-mixed entries in the lines 10–12 of the matrix \( A \). In order to express these entries we introduce differential one-forms, which can be grouped into three categories: dlog-forms, differential one-form proportional to modular forms and differential one-forms related to the coefficients of the Kronecker function. We start with the simplest differential one-forms. These are the dlog-forms. In addition to the dlog-forms already introduced we will need dlog-forms, which depend on both variables \( s \) and \( t \). We introduce

\[
\omega_{mpl,s,t,1} = d \ln (x - y) + d \ln (xy - 1), \\
\omega_{mpl,s,t,2} = d \ln (xy - 1).
\]  

(4.16)

In addition, we will encounter differential one-forms, which are proportional to modular forms. These depend only on a single variable \( \tau(b) \). They are given by

\[
\omega_{\text{modular},0} = 2\pi i d\tau(b), \\
\omega_{\text{modular},1} = b_2(\tau(b)) \frac{d\tau(b)}{2\pi i}, \\
\omega_{\text{modular},4} = e_4(\tau(b)) \frac{d\tau(b)}{(2\pi i)^3}.
\]

(4.17)

\( e_k(\tau) \) denotes the standard Eisenstein series

\[
e_k(\tau) = \sum_{(n_1,n_2) \in \mathbb{Z}^2 \setminus (0,0)} \frac{1}{(n_1 + n_2\tau)^k},
\]

(4.18)

where the subscript \( e \) at the summation symbol indicates that Eisenstein’s summation prescription is understood. \( b_2(\tau) \) is defined by

\[
b_2(\tau) = e_2(\tau) - 2e_2(2\tau).
\]

(4.19)

\( b_2(\tau) \) is a modular form of \( \Gamma_0(2) \), \( e_4(\tau) \) is a modular form of \( \text{SL}_2(\mathbb{Z}) \).

For the differential one-forms related to the coefficients of the Kronecker function we note that at weight zero and one we have

\[
\omega_{\text{Kronecker},0}(z(b), \tau(b)) = -\omega_{\text{modular},0}(b) = -2\pi i d\tau(b), \\
\omega_{\text{Kronecker},1}(z(b), \tau(b)) = 2\pi i dz(b).
\]

(4.20)

At modular weight 0 with respect to curve \( (b) \) we have

\[ A_{10,12} = \omega_{\text{modular},0}(b). \]

(4.21)

At modular weight 1 with respect to curve \( (b) \) we have

\[
A_{10,5} = i\omega_{\text{Kronecker},0}(z(b), \tau(b)), \\
A_{10,6} = i\omega_{\text{Kronecker},1}(z(b), \tau(b)).
\]
At modular weight 2 with respect to curve (b) we have

\[ A_{10,10} = -6\omega_2 \text{Kronecker} \left( z(b) + \frac{2}{3}, \tau(b) \right) + \omega_{\text{mpl},1} - 2\omega_{\text{mpl}} - \omega_{s,4} - \omega_{s,0,4}, \]

At modular weight 3 with respect to curve (b) we have

\[ A_{11,10} = -8i\omega_3 \text{Kronecker} \left( 2z(b) + \frac{1}{3}, \tau(b) \right) - 8i\omega_3 \text{Kronecker} \left( z(b) + \frac{2}{3}, \tau(b) \right), \]

\[ A_{12,2} = \frac{i}{2} \omega_3 \text{Kronecker} \left( 3z(b), \tau(b) \right) - \frac{3i}{2} \omega_3 \text{Kronecker} \left( z(b) + \frac{2}{3}, \tau(b) \right), \]

\[ A_{12,5} = -\frac{i}{4} \omega_3 \text{Kronecker} \left( 3z(b), \tau(b) \right) + \frac{i}{3} \omega_3 \text{Kronecker} \left( 2z(b) + \frac{1}{3}, \tau(b) \right) - \frac{1}{6} \omega_3 \text{Kronecker} \left( z(b) + \frac{1}{6}, \tau(b) \right), \]

\[ A_{12,6} = i\omega_3 \text{Kronecker} \left( 2z(b) + \frac{1}{3}, \tau(b) \right) + 6i\omega_3 \text{Kronecker} \left( z(b) + \frac{2}{3}, \tau(b) \right) + 4i\omega_3 \text{Kronecker} \left( z(b) + \frac{1}{6}, \tau(b) \right), \]
\[ A_{12,8} = \frac{3i}{2} \omega_3^{\text{Kronecker}} \left( 3z^{(b)}, \tau^{(b)} \right) - 2i \omega_3^{\text{Kronecker}} \left( 2z^{(b)} + \frac{5}{6}, \tau^{(b)} \right) \]
\[ - \frac{5i}{2} \omega_3^{\text{Kronecker}} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) - 4i \omega_3^{\text{Kronecker}} \left( z^{(b)} + \frac{1}{6}, \tau^{(b)} \right) , \]
\[ A_{12,9} = -\frac{3i}{2} \omega_3^{\text{Kronecker}}, \frac{1}{2} \left( 3z^{(b)}, \tau^{(b)} \right) - \frac{3i}{2} \omega_3^{\text{Kronecker}}, \frac{1}{2} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \] (4.27)

and
\[ A_{12,11} = \frac{3}{8} A_{11,10}, \quad A_{12,7} = 2 A_{12,6}. \] (4.28)

At modular weight 4 with respect to curve (b) we have
\[ A_{12,10} = -12 \omega_4^{\text{Kronecker}} \left( 2z^{(b)} + \frac{1}{3}, \tau^{(b)} \right) - 24 \omega_4^{\text{Kronecker}} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) + 72 \omega_4^{\text{modular,(b)}}. \] (4.29)

5 The mixed entries of the differential equation

In this section we discuss the mixed entries
\[ A_{10,3}, \quad A_{11,3}, \quad A_{12,3}, \quad A_{12,4}. \] (5.1)

These depend on both elliptic curves (a) and (b).

We study various representations of these entries. The most straightforward representation is the one in the variables (x, y). This representation is directly obtained from the differential equation. The representation of the mixed entries in the (x, y)-coordinates is given in appendix A.

We also would like to express the mixed entries in the coordinates \( \tau^{(a)}, \tau^{(b)} \) and \( z^{(b)} \). These coordinates are more natural from a mathematical point of view. As our Feynman integral depends only on two kinematic variables, the three variables \( \tau^{(a)}, \tau^{(b)}, z^{(b)} \) are not independent. We may choose \( \tau^{(a)} \) and \( \tau^{(b)} \) as our basic variables and express \( z^{(b)} \) as a function of the first two:
\[ z^{(b)} = z^{(b)} \left( \tau^{(a)}, \tau^{(b)} \right). \] (5.2)

In this way we obtain a double series expansion in \( \bar{q}^{(a)} \) and \( \bar{q}^{(b)} \). The result is given in section 5.1. This result is particular useful for numerical evaluations.

On the more formal side we also would like to have a representation, which makes the modular transformation properties under modular transformations with respect to curve (a) and independently curve (b) more transparent. Thus we seek a representation in terms of the three variables \( \tau^{(a)}, \tau^{(b)}, z^{(b)} \), with the understanding that one variable is a function of the two others. Such a representation is of course not unique, as we only require that these representations agree on a two-dimensional hypersurface inside a three-dimensional space. It turns out, that integrability together with constraints from degenerate limits gives a natural representation in terms of the three variables \( \tau^{(a)}, \tau^{(b)}, z^{(b)} \). We study degenerate limits in section 5.2 and integrability in section 5.3.
5.1 Expansions

We start with the practical aspects: for numerical evaluations we would like to know the expansions of the differential one-forms \( A_{10,3}, A_{11,3}, A_{12,3} \) and \( A_{12,4} \) in \( q^{(a)} \) and \( q^{(b)} \). The first few terms can be obtained without any problems. In order to present the mixed entries in a compact form, we introduce primitives by

\[
A_{10,3} = d\Omega_{10,3}, \quad A_{11,3} = d\Omega_{11,3}, \quad A_{12,3} = d\Omega_{12,3}, \quad A_{12,4} = d\Omega_{12,4}.
\] (5.3)

For the first few terms we have

\[
\begin{align*}
\Omega_{10,3} &= \frac{1}{4} \ln q^{(b)} - \frac{1}{2} \ln (q^{(a)} - \bar{q}^{(b)}) \\
&\quad + \left[ 5 + 27q^{(b)} - 82\left(\bar{q}^{(b)}\right)^2 - 2310\left(\bar{q}^{(b)}\right)^3 + \cdots \right] q^{(a)} \\
&\quad - \frac{1}{2} \left[ 65 + 212q^{(b)} - 11043\left(\bar{q}^{(b)}\right)^2 + \cdots \right] \left(\bar{q}^{(a)}\right)^2 \\
&\quad + \frac{1}{3} \left[ 689 - 4968q^{(b)} + \cdots \right] \left(q^{(a)}\right)^3 + \cdots ,
\end{align*}
\]

\[
\begin{align*}
\Omega_{11,3} &= -\sqrt{3} \left[q^{(a)} - 3q^{(b)} + \frac{13}{2} \left(\bar{q}^{(a)}\right)^2 - 12q^{(a)}\bar{q}^{(b)} - \frac{3}{2} \left(\bar{q}^{(b)}\right)^2 - 81 \left(\bar{q}^{(a)}\right)^3 \\
&\quad + 363 \left(\bar{q}^{(a)}\right)^2 q^{(b)} - 438q^{(a)} \left(q^{(b)}\right)^2 + 150 \left(q^{(b)}\right)^3 + \cdots \right] ,
\end{align*}
\]

\[
\begin{align*}
\Omega_{12,3} &= \frac{1}{8} \ln q^{(a)} + \frac{1}{8} \ln q^{(b)} - \frac{1}{4} \left[ 15q^{(a)} + 15q^{(b)} - \frac{111}{2} \left(\bar{q}^{(a)}\right)^2 + 48q^{(a)}\bar{q}^{(b)} + \frac{141}{2} \left(q^{(b)}\right)^2 \\
&\quad + 471 \left(\bar{q}^{(a)}\right)^3 - 249 \left(q^{(a)}\right)^2 q^{(b)} + 174q^{(a)} \left(q^{(b)}\right)^2 - 78 \left(q^{(b)}\right)^3 + \cdots \right] ,
\end{align*}
\]

\[
\begin{align*}
\Omega_{12,4} &= \frac{1}{4} \ln q^{(a)} - \frac{1}{2} \ln (q^{(b)} - \bar{q}^{(a)}) \\
&\quad + \left[ 5 - 27\bar{q}^{(a)} + 53 \left(\bar{q}^{(a)}\right)^2 + 552 \left(\bar{q}^{(a)}\right)^3 + \cdots \right] \bar{q}^{(b)} \\
&\quad - \frac{1}{2} \left[ -43 - 328\bar{q}^{(a)} + 11043 \left(\bar{q}^{(a)}\right)^2 + \cdots \right] \left(\bar{q}^{(b)}\right)^2 \\
&\quad + \frac{1}{3} \left[ -526 + 20790\bar{q}^{(a)} + \cdots \right] \left(q^{(b)}\right)^3 + \cdots .
\end{align*}
\] (5.4)

Note that the non-logarithmic terms of \( \Omega_{10,3} \) start with \( \bar{q}^{(a)} \), e.g. there are no \( (\bar{q}^{(a)})^0 \)-terms. Similar, the non-logarithmic terms of \( \Omega_{12,4} \) start with \( q^{(b)} \), e.g. there are no \( (q^{(b)})^0 \)-terms. In addition we have the relation

\[
\bar{q}^{(b)} \frac{\partial}{\partial \bar{q}^{(b)}} \Omega_{10,3} + q^{(a)} \frac{\partial}{\partial q^{(a)}} \Omega_{12,4} = 0.
\] (5.5)

In section 5.3 we will see that this relation follows from integrability.

5.2 Limits

In this section we investigate the restrictions of the mixed entries to the hypersurfaces \( x = 0, y = 0 \) and \( y - x = 0 \). This provides additional information, which we use together with the information on integrability in section 5.3. Before we study the various limits of
the connection matrix $A$, we first determine the residues on the hypersurfaces $x = 0$, $y = 0$ and $y - x = 0$. The singular dlog-forms are

\[
\begin{align*}
    d\ln(x) &= \omega_{2,0}^{\text{mpl}} \\
    d\ln(y) &= \omega_{2,0}^{\text{modular,(a)}} \\
    d\ln(y-x) &= \omega_{s,1}^{\text{mpl}} - \omega_{s,2}^{\text{mpl}}.
\end{align*}
\]

(5.6)

We write

\[
A = C_x d\ln(x) + C_y d\ln(y) + C_{y-x} d\ln(y-x) + A^{\text{reg}},
\]

(5.7)

where $A^{\text{reg}}$ is regular at $(x,y) = (0,0)$. The residue matrices are given by

\[
C_x = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -\frac{1}{6} & 0 & 0 & 3 & -3 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{6} & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
C_y = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]
In particular we have
\[
A_{10,3} = A_{10,3}^{\text{reg}} - \frac{1}{2}d\ln (x) + \frac{1}{4}d\ln (y - x),
\]
\[
A_{11,3} = A_{11,3}^{\text{reg}},
\]
\[
A_{12,3} = A_{12,3}^{\text{reg}} + \frac{1}{8}d\ln (y) + \frac{1}{8}d\ln (y - x),
\]
\[
A_{12,4} = A_{12,4}^{\text{reg}} - \frac{1}{2}d\ln (x) + \frac{1}{4}d\ln (y).
\]
We would like to convert the singular dlog-forms in the variables \((x, y)\) to the variables \(\bar{q}^{(a)}\) and \(\bar{q}^{(b)}\). We have the following relations
\[
\lim_{x \to 0} \left[ d\ln (x) - d\ln \left( 1 - \frac{\bar{q}^{(b)}}{\bar{q}^{(a)}} \right) \right] = 2d\ln (\psi_1) + d\ln (y) + d\ln (y - 9) - d\ln (y + 3),
\]
\[
\lim_{y \to 0} \left[ d\ln (y) - d\ln \left( \bar{q}^{(a)} \right) \right] = 0,
\]
\[
\lim_{x \to y} \left[ d\ln (y - x) - d\ln \left( \bar{q}^{(b)} \right) \right] = d\ln (y - 1) + d\ln (y + 1) + 2d\ln (y - 3).
\]
Note that the right-hand sides are not necessarily zero (see remark 1 in section 2.4). The first equation is derived as follows: in the limit \(x \to 0\) we have
\[
\tau^{(b)} = \tau^{(a)} + x \left( \frac{\partial \tau^{(b)}}{\partial x} \right) \bigg|_{x=0} + O \left( x^2 \right),
\]
and
\[
\left. \frac{\partial \tau^{(b)}}{\partial x} \right|_{x=0} = \frac{W_x^{(b)}}{(\psi_1^{(b)})^2} \bigg|_{x=0} = \frac{2\pi i}{\psi_1^2} \cdot \frac{(y + 3)}{y (y - 9)}. \tag{5.12}
\]
Hence
\[
\lim_{x \to 0} \left[ \ln (x) - \ln \left( 1 - \frac{\bar{q}^{(b)}}{\bar{q}^{(a)}} \right) \right] = 2\ln \left( \frac{\psi_1}{2 \pi i} \right) + \ln \left( \frac{y (9 - y)}{(y + 3)} \right). \tag{5.13}
\]
The other two equations are derived in a similar way.
5.2.1 The limit $x = 0$

We first consider the case $x = 0$. This corresponds to $x' = (1 - y'^2)/(1 + y'^2)$ and $\bar{q}^{(a)} = \bar{q}^{(b)} = \bar{q}$. In this limit we have $\psi_1^{(a)} = \psi_1^{(b)} = \psi_1$, $\tau^{(a)} = \tau^{(b)} = \tau$, $\bar{\psi}^{(b)} = 0$ and

$$F_{11,10} = -\frac{1}{3} (y - 9) \psi_1, \quad F_{12,3} = \frac{1}{144} \left( y^2 - 30y - 27 \right) \frac{\psi_1^2}{\pi^2}. \quad (5.14)$$

The matrix $A$ reduces to

$$A - C_x d \ln (x) = 2 \pi i d\tau \quad (5.15)$$

$$\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
-\frac{1}{2} g_3 & 0 & f_4 & -f_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & -\frac{1}{2} g_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & \frac{1}{2} h_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & 0 & -h_3 & 0 & \frac{1}{3} g_{2,1} & -k_2 & 2k_2 & -\frac{2}{3} g_{2,1} & g_{2,0} & 0 & g_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
0 & -\frac{1}{2} g_3 & h_4 & \frac{1}{2} h_2 & -k_3 & -\frac{1}{6} g_3 & -\frac{1}{3} g_3 & \frac{1}{12} g_3 & -\frac{1}{4} g_3 & f_4 & 0 & -f_2 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.$$  

All entries are modular forms of $\Gamma_1(6)$. At modular weight 2 we introduced the linear combinations

$$f_2 = -\frac{1}{2} g_{2,0} + g_{2,1} + g_{2,9},$$

$$g_2 = g_{2,0} - 2g_{2,1},$$

$$h_2 = g_{2,0} - \frac{7}{3} g_{2,1} + g_{2,9},$$

$$k_2 = g_{2,0} - \frac{4}{3} g_{2,1}. \quad (5.16)$$

At modular weight 3 and 4 we have apart from the modular forms $g_3$ and $f_4$ defined previously in addition the modular forms

$$h_3 = \frac{1}{108} y (y + 3) (y - 9) \psi_1^3, $$

$$k_3 = \frac{1}{864} y (y + 23) (y - 9) \psi_1^3,$$

$$h_4 = \frac{1}{1728} \left( 13y^4 - 194y^3 + 432y^2 - 1134y + 243 \right) \psi_1^4. \quad (5.17)$$

All entries may be expressed as polynomials in

$$\frac{\psi_1}{\pi} \text{ and } \frac{\psi_1}{\pi} y. \quad (5.18)$$
In order to obtain the $\hat{q}^{(a)}$-expansion of the integration kernels we introduce a basis \{\epsilon_{1,1}, \epsilon_{1,2}\} for the modular forms of modular weight 1 for the Eisenstein subspace $E_1(\Gamma(6))$:

$$\epsilon_{1,1} = E_1(\tau(\alpha); \chi_1, \chi_{-3}) , \quad \epsilon_{1,2} = E_1(2\tau(\alpha); \chi_1, \chi_{-3}) ,$$

where $\chi_1$ and $\chi_{-3}$ denote primitive Dirichlet characters with conductors 1 and 3, respectively. All occurring integration kernels may be expressed as polynomials in $\epsilon_{1,1}$ and $\epsilon_{1,2}$, by expressing $\frac{\psi_1}{\pi}$ and $\frac{\psi_1}{\pi} y$ in terms of $\epsilon_{1,1}$ and $\epsilon_{1,2}$:

$$\frac{\psi_1}{\pi} = 2\sqrt{3}(\epsilon_{1,1} + \epsilon_{1,2}) , \quad \frac{\psi_1}{\pi} y = 6\sqrt{3}(\epsilon_{1,1} - \epsilon_{1,2}) .$$

Alternatively, we may express these two functions in terms of the functions $g_1(z, \tau)$:

$$\frac{\psi_1}{\pi} = \frac{1}{2\pi} \left( g_1^{(1)}(\frac{1}{3}, \tau) + g_1^{(1)}(\frac{1}{6}, \tau) \right) , \quad \frac{\psi_1}{\pi} y = \frac{1}{2\pi} \left( 9g_1^{(1)}(\frac{1}{3}, \tau) - 3g_1^{(1)}(\frac{1}{6}, \tau) \right) .$$

The four mixed entries $A_{10,3}$, $A_{11,3}$, $A_{12,3}$ and $A_{12,4}$ are given in terms of the one-forms $\omega_k\text{Kronecker}(z, \tau)$ by

$$A_{10,3} + \frac{1}{2} d\ln(x) = A_{12,4} + \frac{1}{2} d\ln(x) = \omega_2\text{Kronecker} \left( \frac{1}{2}, \tau \right) + 2\omega_2\text{Kronecker} \left( \frac{1}{3}, \tau \right) ,$$

$$A_{11,3} = -2i\omega_3\text{Kronecker} \left( \frac{1}{3}, \tau \right) + 4i\omega_3\text{Kronecker} \left( \frac{1}{6}, \tau \right) ,$$

$$A_{12,3} = -11\omega_4\text{Kronecker} \left( 0, \tau \right) - 28\omega_4\text{Kronecker} \left( \frac{1}{2}, \tau \right) - \omega_4\text{Kronecker} \left( \frac{1}{3}, \tau \right) - 20\omega_4\text{Kronecker} \left( \frac{1}{6}, \tau \right) .$$

### 5.2.2 The limit $x = y$

As a second limiting case we consider the case $x = y$. The case $x = y$ corresponds to $x' = 1$ and $q^{(b)} = 0$. In this case we have

$$\frac{\psi_1^{(b)}}{\pi} = \frac{2}{\sqrt{(1+y)(3-y)}} , \quad \lim_{x \to y} \frac{\partial_x \psi_1^{(b)}}{\pi} = \frac{2(3 + 3y - 3y^2 + y^3)}{\sqrt{(1+y)(3-y)(1-y^2)(3-y)^2}} .$$

On the left-hand side of the second equation we first take the derivative with respect to $y$ and then the limit $x \to y$. The functions $F_{11,10}$ and $F_{12,3}$ reduce to

$$F_{11,10} = 2\sqrt{\frac{3-y}{1+y}} , \quad F_{12,3} = -\frac{1}{4} .$$

In this limit we have

$$z^{(b)} = \frac{1}{2\pi i} \ln \left( \frac{r_3}{2} \left( y - 1 - i\sqrt{(1+y)(3-y)} \right) \right) ,$$

$$y = \frac{r_3}{\bar{w}^{(b)}} \left[ 1 + \frac{w^{(b)}}{r_3} + \left( \frac{w^{(b)}}{r_3} \right)^2 \right] ,$$

where $r_3 = \exp(2\pi i/3)$ denotes a third root of unity. We have

$$A_{10,3} - \frac{1}{4} d\ln(y-x) = - \left[ \frac{9-6y+5y^2}{12y\sqrt{(1+y)(3-y)}} \frac{\psi_1^{(a)}}{\pi} + \frac{1}{4(y-1)} + \frac{1}{4(y+1)} + \frac{1}{2(y-3)} \right] dy ,$$

$$\ldots$$
\[ A_{11,3} = -\frac{2}{3} \omega_3^{\text{modular},(a)} + \frac{dy}{\sqrt{(1+y)(3-y)}}, \]
\[ A_{12,3} - \frac{1}{8} d\ln(y-x) = \left[ \frac{(9-6y+5y^2)}{24y\sqrt{(1+y)(3-y)}} \frac{\psi_1^{(a)}}{\pi} - \frac{1}{8y} + \frac{1}{8(y-1)} - \frac{1}{2(y-3)} \right] dy, \]
\[ A_{12,4} = -\frac{1}{4} \omega_0^{\text{modular},(a)}. \]  

**5.2.3 The limit \( y = 0 \)**

As a third limiting case we consider the case \( y = 0 \). The case \( y = 0 \) corresponds to \( y' = 0 \) and \( \tilde{q}^{(a)} = 0 \). In this case we have

\( \frac{\psi_1^{(a)}}{\pi} = \frac{2}{3} \sqrt{3}, \quad \frac{\partial_y \psi_1^{(a)}}{\pi} = \frac{2}{9} \sqrt{3}. \)  

(5.27)

\( F_{12,3} \) reduces to

\[ F_{12,3} = \frac{1}{4} - \frac{\sqrt{3}}{12} \frac{(9 - 14x + 9x^2)}{(3 - 4x + 3x^2)} \frac{\psi_1^{(a)}}{\pi} dx. \]  

(5.28)

We have

\[ A_{10,3} = -\frac{1}{4} \omega_0^{\text{modular},(b)}, \]
\[ A_{11,3} = i\omega_1^{\text{Kronecker},(b)}, \]
\[ A_{12,3} - \frac{1}{8} d\ln(y) = \frac{\sqrt{3}}{8} \left( \frac{1}{x} - \frac{2}{x-1} \right) \frac{\psi_1^{(b)}}{\pi} dx - \frac{1}{4} A_{10,10}, \]
\[ A_{12,4} - \frac{1}{4} d\ln(y) = -\frac{\sqrt{3}}{4} \left( \frac{1}{x} - \frac{2}{x-1} \right) \frac{\psi_1^{(b)}}{\pi} dx. \]  

(5.29)

**5.3 Integrability**

In this section we explore the constraints from integrability.

The connection matrix \( A \) appearing in the differential equation (3.23) is flat (or integrable):

\[ dA - A \wedge A = 0. \]  

(5.30)

As \( A \) is proportional to \( \varepsilon \), it follows that \( dA \) is proportional to \( \varepsilon \) while \( A \wedge A \) is proportional to \( \varepsilon^2 \). This implies the two separate equations

\[ dA = 0, \quad A \wedge A = 0. \]  

(5.31)

The equation \( dA = 0 \) states that all entries of \( A \) are closed differential one-forms. If an entry can be written as double series in \( \tilde{q}^{(a)} \) and \( \tilde{q}^{(b)} \)

\[ A_{i,j} = \sum_{k,l} c_{k,l}^{(a)} (\tilde{q}^{(a)})^k (\tilde{q}^{(b)})^l \frac{dq^{(a)}}{\tilde{q}^{(a)}} + \sum_{k,l} c_{k,l}^{(b)} (\tilde{q}^{(a)})^k (\tilde{q}^{(b)})^l \frac{dq^{(b)}}{\tilde{q}^{(b)}}, \]  

(5.32)
the closedness condition implies for the coefficients $c^{(a)}_{k,l}$ and $c^{(b)}_{k,l}$

$$le^{(a)}_{k,l} - kc^{(b)}_{k,l} = 0.$$  \hspace{1cm} (5.33)

This implies in particular

$$c^{(a)}_{0,l} = 0 \text{ for } l \neq 0,$$
$$c^{(b)}_{k,0} = 0 \text{ for } k \neq 0.$$ \hspace{1cm} (5.34)

The equation $A \wedge A = 0$ implies seven relations for the mixed entries $A_{10,3}$, $A_{11,3}$, $A_{12,3}$ and $A_{12,4}$. The relations are

$$A_{10,3} \wedge \omega^{\text{modular,}(a)}_0 - A_{12,4} \wedge \omega^{\text{modular,}(b)}_0 = 0,$$
$$A_{11,3} \wedge \omega^{\text{modular,}(a)}_0 + 4iA_{12,4} \wedge \omega^{\text{Kronecker,}(b)}_1 = 0,$$
$$A_{12,3} \wedge \omega^{\text{modular,}(a)}_0 - A_{12,4} \wedge (A_{12,12} - A_{4,4}) = 0,$$
$$A_{10,3} \wedge (A_{3,3} - A_{10,10}) + \frac{3}{2}iA_{11,3} \wedge \omega^{\text{Kronecker,}(b)}_1 - A_{12,3} \wedge \omega^{\text{modular,}(b)}_0$$
$$+ \frac{2}{3} \omega^{\text{modular,}(a)}_3 \wedge \omega^{\text{Kronecker,}(b)}_1 = 0,$$
$$A_{10,3} \wedge A_{11,10} + A_{11,3} \wedge (A_{11,11} - A_{3,3}) - 4iA_{12,3} \wedge \omega^{\text{Kronecker,}(b)}_1$$
$$- \frac{1}{3} \omega^{\text{modular,}(a)}_3 \wedge A_{11,7} = 0,$$
$$A_{10,3} \wedge A_{12,10} + A_{11,3} \wedge A_{12,11} + A_{12,3} \wedge (A_{12,12} - A_{3,3}) - A_{12,4} \wedge \omega^{\text{modular,}(a)}_4$$
$$- \frac{1}{3} \omega^{\text{modular,}(a)}_3 \wedge A_{12,7} = 0,$$
$$A_{12,4} \wedge \omega^{\text{modular,}(a)}_3 - 2A_{12,2} \wedge A_{2,1} = 0.$$ \hspace{1cm} (5.35)

If we write

$$A = A^{(a)}2\pi i d\tau^{(a)} + A^{(b)}2\pi i d\tau^{(b)},$$ \hspace{1cm} (5.36)

integrability alone allows us to express seven of the eight functions

$$A^{(a)}_{10,3}, A^{(b)}_{10,3}, A^{(a)}_{11,3}, A^{(b)}_{11,3}, A^{(a)}_{12,3}, A^{(b)}_{12,3}, A^{(a)}_{12,4}, A^{(b)}_{12,4}$$ \hspace{1cm} (5.37)

in terms of one function to be determined by other means.

With the additional information on the limits and the closedness we may determine all functions in terms of the variables $\tau^{(a)}, \tau^{(b)}, z^{(b)}$ as follows: We first note that the first six equations of eq. (5.35) define a linear system of equations for the six functions

$$A^{(a)}_{10,3}, A^{(b)}_{10,3}, A^{(a)}_{11,3}, A^{(b)}_{11,3}, A^{(a)}_{12,3}, A^{(b)}_{12,3}.$$ \hspace{1cm} (5.38)

Solving this system allows us to express these six functions in terms of

$$A^{(a)}_{12,4}, A^{(b)}_{12,4}$$ \hspace{1cm} (5.39)
and other (already known) functions. It is therefore sufficient to focus on $A_{12,4}^{(a)}$ and $A_{12,4}^{(b)}$. The latter we get directly from the seventh equation of eq. (5.35), the former then from the closedness property and the limit $x = y$. Let’s see how this works out in detail: we write

$$A_{12,2} \wedge A_{2,1} = -\frac{i}{2} \left[ \text{Kronecker,} \omega_3 \frac{\theta}{3} \left( 3z^{(b)}, \tau^{(b)} \right) - 3\text{Kronecker,} \omega_2 \frac{\theta}{3} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right]$$

$$\wedge \left[ \text{Kronecker,} \omega_2 \frac{\theta}{3} \left( 3z^{(b)}, \tau^{(b)} \right) - \text{Kronecker,} \omega_2 \frac{\theta}{3} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right]$$

$$= -\frac{i}{2} H_4 \left( z^{(b)}, \tau^{(b)} \right) \left( 2\pi i dz^{(b)} \right) \wedge \left( 2\pi i d\tau^{(b)} \right),$$

(5.40)

where $H_4$ is given by

$$H_4 \left( z^{(b)}, \tau^{(b)} \right) = \frac{1}{(2\pi i)^4}$$

(5.41)

$$\left\{ \left[ h^{(2)}(3z^{(b)}, \tau^{(b)}) - 3h^{(2)} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right] \left[ h^{(2)}(3z^{(b)}, \tau^{(b)}) - h^{(2)} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right] - \left[ h^{(3)}(3z^{(b)}, \tau^{(b)}) - 3h^{(3)} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right] \left[ h^{(3)}(3z^{(b)}, \tau^{(b)}) - h^{(3)} \left( z^{(b)} + \frac{2}{3}, \tau^{(b)} \right) \right] \right\}.$$ 

$H_4$ is of modular weight four with respect to curve (b). Then

$$A_{12,4}^{(b)} = i \frac{H_4 \left( z^{(b)}, \tau^{(b)} \right) \partial z^{(b)}(\tau^{(a)}, \tau^{(b)})}{g_3 (\tau^{(a)})} \frac{\partial z^{(b)}(\tau^{(a)}, \tau^{(b)})}{\partial \tau^{(a)}}.$$ 

(5.42)

Integration in $\tau^{(b)}$ gives $\Omega_{12,4}$ up to a function depending on $\tau^{(a)}$, but independent of $\tau^{(b)}$. However, this function we know from the limit $x = y$ (and the expansion in eq. (5.4)). We find

$$\Omega_{12,4} = \frac{1}{4} \ln q^{(a)} + \frac{i}{g_3 (\tau^{(a)})} \int \frac{dq^{(b)}}{q^{(b)}} H_4 \left( z^{(b)}, \tau^{(b)} \right) \frac{\partial z^{(b)}(\tau^{(a)}, \tau^{(b)})}{\partial \tau^{(a)}}.$$ 

(5.43)

In the integrand $z^{(b)}$ is viewed as a function of $\tau^{(a)}$ and $\tau^{(b)}$:

$$z^{(b)} = z^{(b)} \left( \tau^{(a)}, \tau^{(b)} \right).$$ 

(5.44)

$A_{12,4}^{(a)}$ is then given by

$$A_{12,4}^{(a)} = \left( q^{(a)} \frac{\partial \Omega_{12,4}}{\partial q^{(a)}} \right) \cdot 2\pi i d\tau^{(a)}.$$ 

(5.45)

6 Conclusions

We studied a two-loop Feynman integral with four external legs and one internal mass, depending on two kinematic variables. This Feynman integral has two elliptic curves associated to it: one elliptic curve (curve (b) in our notation) is associated to the maximal cut of the top sector, the second elliptic curve (curve (a) in our notation) is associated to
the sunrise sub-topology. For generic kinematic variables the two curves are not isogenic (and hence not isomorphic). We studied the differential equation for this family of Feynman integrals. Our main results are threefold: we first showed that the differential equation can be transformed to an $\varepsilon$-form. To the best of our knowledge, this is the first time this has been achieved for a Feynman integral beyond the ones evaluating to multiple polylogarithms or depending on a single elliptic curve. This result supports the conjecture that an $\varepsilon$-form can be reached for any Feynman integral.

We then studied the entries of the differential equation, and here in particular the ones giving the derivatives of the three master integrals in the top sector. We found that most of these entries depend only on curve $(b)$, but not on curve $(a)$. These entries can be expressed in terms of differential one-forms already encountered in the unequal-mass sunrise integral. This shows the universality of these differential one-forms. This is our second main result.

There are four entries, which depend on both elliptic curves. We studied them in detail. In particular we expressed them in the natural coordinates (from a mathematical point of view) $\tau^{(a)}$ and $(\tau^{(b)}, z^{(b)})$. The former is a coordinate on the moduli space $M_{1,1}$ associated with curve $(a)$, the latter two are coordinates on the moduli space $M_{1,2}$ associated with curve $(b)$. As the Feynman integral under consideration depends only on two kinematic variables, we may express one variable from the set $(\tau^{(a)}, \tau^{(b)}, z^{(b)})$ in terms of the other two. A representation in terms of three variables $(\tau^{(a)}, \tau^{(b)}, z^{(b)})$ (together with the relation among the variables) is therefore not unique. However, integrability gives us a natural representation of the mixed entries in terms of these three variables, which makes the modular transformation properties with respect to the two elliptic curves transparent. This is our third main result.

We expect that the patterns found in this Feynman integral carry over to more complicated Feynman integrals.

A The mixed entries in $(x, y)$-coordinates

The four mixed entries in the $(x, y)$-coordinates read

$$A_{10,3} = \left[ -\frac{(1-x)N_1}{6x(1+x)P_1} \psi_1^{(a)} + \frac{4(1-x)N_2}{(1+y)(y-x)(1-xy)P_2} \left( \frac{\pi}{\psi_1^{(b)}} \right)^2 F_{12,3} \right] dx$$

$$\quad - \frac{4(1-x)^2P_1}{(1-y)(y-x)(1-xy)P_2} \left( \frac{\pi}{\psi_1^{(b)}} \right)^2 F_{12,3} dy,$$
Polynomials appearing in the denominator (and possibly in the numerator) are

\[ P_1 = 3 - 4x + 3x^2 - 2yx, \]
\[ P_2 = 9 - 14x - y + 9x^2 - 2yx - yx^2. \]
\[ N_5 = 63 - 316 x + 103 y + 522 x^2 - 268 y x - 43 y^2 - 316 x^3 + 282 y x^2 + 76 y^2 x + 5 y^3 + 63 x^4 - 268 y x^3 - 18 y^2 x^2 - 4 y^3 x + 103 y x^4 + 76 y^2 x^3 - 18 y^3 x^2 - 4 y^3 x^4 - 4 y^3 x^4 + 5 y^3 x^4, \]
\[ N_6 = 81 - 126 x - 27 y + 81 x^2 - 134 y x - 93 y^2 - 27 y x^2 + 326 y^2 x + 7 y^3 - 93 y^2 x^2 - 2 y^3 x + 7 y^3 x^2, \]
\[ N_7 = 21 - 34 x - 9 y + 21 x^2 + 2 y x - 9 y x^2 + 8 y^2 x, \]
\[ N_8 = 162 x - 729 y - 252 x^2 + 2556 y x + 243 y^2 + 162 x^3 - 3862 y x^2 - 932 y^2 x - 27 y^3 + 2556 y x^3 + 1554 y^2 x^2 + 336 y^3 x + y^4 - 729 y x^4 - 932 y^2 x^3 - 618 y^3 x^2 - 78 y^4 x + 243 y^2 x^4 + 336 y^3 x^3 + 98 y^4 x^2 + 4 y^5 x - 27 y^3 x^3 - 78 y^4 x^3 + 38 y^5 x^2 + y^4 x^4 + 4 y^4 x^5, \]
\[ N_9 = 27 - 42 x + 30 y + 27 x^2 - 52 y x - y^2 + 30 y x^2 - 18 y^2 x - y^2 x^2. \] (A.3)

**B Differential one-forms**

In this appendix we give the expressions of the dlog-forms in terms of the coefficients of the Kronecker function.

\[ \omega_{s,0}^{\text{mpl}} = -\omega_2 \text{Kronecker}\left(3z(b),\tau(b)\right) + 2\omega_2 \text{Kronecker}\left(2z(b) + \frac{5}{6},\tau(b)\right) - \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) \]
\[ - 2\omega_2 \text{modular}(b), \]
\[ \omega_{s,4}^{\text{mpl}} = -\omega_2 \text{Kronecker}\left(3z(b),\tau(b)\right) + 2\omega_2 \text{Kronecker}\left(2z(b) + \frac{1}{3},\tau(b)\right) - \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) \]
\[ + 2\omega_2 \text{Kronecker}\left(3z(b) + \frac{1}{6},\tau(b)\right) - 2\omega_2 \text{modular}(b), \]
\[ \omega_{s,0,4}^{\text{mpl}} = \omega_2 \text{Kronecker}\left(z(b),\tau(b)\right) - \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right), \]
\[ \omega_{t,1}^{\text{mpl}} = -2\omega_2 \text{Kronecker}\left(2z(b) + \frac{1}{3},\tau(b)\right) + \omega_2 \text{Kronecker}\left(2z(b) + \frac{5}{6},\tau(b)\right) \]
\[ + 2\omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) + 2\omega_2 \text{Kronecker}\left(z(b) + \frac{1}{6},\tau(b)\right) - 3\omega_2 \text{modular}(b), \]
\[ \omega_{s,t,1}^{\text{mpl}} = -\omega_2 \text{Kronecker}\left(3z(b),\tau(b)\right) + \omega_2 \text{Kronecker}\left(z(b),\tau(b)\right) + 4\omega_2 \text{Kronecker}\left(2z(b) + \frac{1}{3},\tau(b)\right) \]
\[ + 2\omega_2 \text{Kronecker}\left(2z(b) + \frac{5}{6},\tau(b)\right) + 9\omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) \]
\[ + 8\omega_2 \text{Kronecker}\left(z(b) + \frac{1}{6},\tau(b)\right) - \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) - 2\omega_2 \text{modular}(b), \]
\[ \omega_{s,t,2}^{\text{mpl}} = -\frac{1}{2} \omega_2 \text{Kronecker}\left(3z(b),\tau(b)\right) + \frac{1}{2} \omega_2 \text{Kronecker}\left(3z(b),\tau(b)\right) \]
\[ - 2\omega_2 \text{Kronecker}\left(2z(b) + \frac{1}{3},\tau(b)\right) + \omega_2 \text{Kronecker}\left(2z(b) + \frac{5}{6},\tau(b)\right) \]
\[ + \frac{9}{2} \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) + 4\omega_2 \text{Kronecker}\left(z(b) + \frac{1}{6},\tau(b)\right) \]
\[ - \frac{5}{2} \omega_2 \text{Kronecker}\left(z(b) + \frac{2}{3},\tau(b)\right) - \omega_2 \text{modular}(b). \] (B.1)
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