Effects of pesticide dose on Holling II predator–prey model with feedback control
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ABSTRACT

We establish a Holling II predator–prey system with pesticide dose response non-linear pulses and then study the global dynamics of the model. First, we construct the Poincaré map in the phase set and discuss its main properties. Second, threshold conditions for the existence and stability of boundary periodic solution and order-k\((k \geq 1)\) periodic solutions have been provided. The results show that the pesticide dose increases when the period of control increases, while it will decrease as threshold increases. Sensitivity analyses reveal that critical condition for the stability of boundary periodic solution is very sensitive to control parameters and pesticide doses. The bifurcation analysis reveals that the proposed model exists complex dynamics. Compared to the model with fixed moments, it demonstrates that the density of pest population not only can be controlled below the threshold but also can avoid some negative effects due to pesticide application, confirming the importance of biological control.

1. Introduction

Chemical control is viewed as a classical method to control pests, which is usually realized by spraying insecticides. However, many pest populations have developed resistance to insecticide when chemical control is applied repeatedly [31]. Thereafter, insecticide will no longer be effective even if we increase the doses [8]. To overcome the problem of pest resistance and further control pest with resistance, integrated pest management (IPM) is proposed, which suggests that chemical control is implemented together with biological control [33]. Biological control is another important control strategy with aim of reducing number of pest populations by means of releasing natural enemies [24].

In order to determine the critical times or thresholds for IPM applications, we first need to know the interactions between predator and prey populations. It has been pointed out that Holling type II predator–prey system plays a significant role in describing the relations between the pest population and natural enemy population, which can be formulated by the following ordinary differential equations:

\[
\frac{dx(t)}{dt} = rx(t) \left( 1 - \frac{x(t)}{K} \right) - \frac{ax(t)y(t)}{1 + wx(t)},
\]

ARTICLE HISTORY

Received 17 October 2017
Accepted 15 May 2018

KEYWORDS

Dose response; chemical control; Poincaré map; sensitivity analyses

CONTACT

Jin Yang seehom@126.com; Yuanshun Tan tanys@cquc.edu.cn

© 2018 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
where \( x(t) \) and \( y(t) \) denote densities of the prey (pest) and predator (natural enemy) populations at time \( t \). \( r \) is the intrinsic growth rate of the prey, \( K \) represents carrying capacity, \( ax(t)/(1 + wx(t)) \) indicates the Holling type II functional response, \( d \) is the death rate of the predator and \( c \) is the ratio of biomass conversion and satisfies \( 0 < c < a \). Kuang and Freedman pointed out that system (1) either exists a stable limit cycle or exists a stable positive equilibrium under certain conditions [10].

Based on system (1), many pulsed mathematical models with IPM have been proposed and analysed. Liu and coauthors constructed a pulsed model (1) with IPM applied at fixed moments, they investigated the existence and stability of pest-free periodic solution and proved that the proposed model is permanent, then bifurcation analysis with respect to the killing rate, releasing period and releasing amount was addressed [13,14]. In reality, IPM is often applied when pest number or density reaches the economic threshold (ET) rather than at fixed moments [7,25–27]. Thus the state-dependent feedback control, which provides a more reasonable description for IPM applications, is described by the impulsive semi-dynamical systems [4]. Thereafter, Liu and coauthors proposed model (1) with state-dependent feedback control. They studied the existence and stability of order-1 and order-2 periodic solutions, the results showed that the pests and enemies could stabilize along periodic solutions when the killing rate and releasing amount satisfied certain conditions. These studies were based on the assumptions that the killing rates of chemical control are constants.

Recently, Yang and Qin extended the impulsive model by considering the effect of resource limitation as non-linear pulse [21,35]. They not only showed that system (1) with pulsed control has periodic solutions with any period but also indicated that resource limitation has great influence on successful pest control. In addition, Liang and coauthors proposed and investigated impulsive pest-natural enemy models with evolution of pesticide resistance as non-linear pulses [12]. In these studies, non-linear pulses were introduced to assess how killing rates caused by insecticide affect the outbreaks of pest population. However, none of the models incorporate the effects of pesticide doses (i.e. dose response) into the classical model (1) with pulse control, and this raises several questions: (1) What is the relationship among doses, the releasing period and threshold ET? (2) How do control parameters including doses, releasing period and ET affect the successful pest control? (3) How do insecticide doses affect the dynamics of the proposed impulsive predator–prey system? To conquer these questions, we develop novel impulsive model (1) concerning the effects of doses of chemical control by introducing state-dependent feedback control, which are formulated by the following system:

\[
\begin{align*}
\frac{dx(t)}{dt} &= rx(t) \left( 1 - \frac{x(t)}{K} \right) - \frac{ax(t)y(t)}{1 + wx(t)} \quad x(t) < ET,
\frac{dy(t)}{dt} &= \frac{cx(t)y(t)}{1 + wx(t)} - dy(t) \\
\begin{align*}
x(t^+) &= S_1(D)x(t) \\
y(t^+) &= S_2(D)y(t) + \tau
\end{align*} \quad x(t) = ET,
\end{align*}
\]
where $S_1(D)$ and $S_2(D)$ represent survival fractions of prey and predator populations when a given dose $D$ of insecticides is applied, and $0 \leq S_1(D), S_2(D) \leq 1$. We assume that insecticide kills both of prey and predator populations, but that the killing rates differ for both populations, with the response curves in all cases given by the exponential functions $S_1(D) = e^{-k_1 D}$, and $S_2(D) = e^{-k_2 D}$ [20], and $0 \leq k_i \leq 1(i = 1, 2)$ denote the pharmacokinetics of insecticide. $\tau > 0$ is the release amount of the predator when a dose $D$ of insecticide was sprayed. We denote $x(0^+)$ and $y(0^+)$ as the initial densities of prey and predator populations. From biological significance, the initial density of prey is assumed to be less than the given threshold $ET$. As the density of prey grows, the threshold $ET$ will finally be reached at time $t$. Thereby, a given dose $D$ of pesticide will be sprayed and a certain amount $\tau$ of predators will then be released in order to control the prey, and consequently the amounts of prey and predator are updated to $e^{-k_1 D}ET$ and $e^{-k_2 D}y(t) + \tau$, respectively.

The rest of paper is arranged as follows: the useful definitions and important lemmas about the impulsive semi-dynamical systems can be found in Section 2. In Section 3, we will first deduce the expression of the Poincaré map and then give its main properties. In Section 4, we mainly prove the existence of boundary periodic solution and order-$k(k \geq 1)$ periodic solutions. In Section 5, numerical results including sensitivity analyses and bifurcation analyses are carried out, and biological implications about the pest control are addressed. At last, a conclusion is presented.

2. Preliminaries

The generalized planar impulsive semi-dynamical systems can be defined by the following system [1,22]:

$$\begin{align*}
\begin{cases}
\frac{dx(t)}{dt} = P(x,y) \\
\frac{dy(t)}{dt} = Q(x,y) \\
x^+ = x + \alpha(x,y) \\
y^+ = y + \beta(x,y)
\end{cases}
\end{align*}
$$

(3)

where $(x, y) \in \mathbb{R}^2$, let $x^+ = x(t^+)$ and $y^+ = y(t^+)$, and $P, Q, \alpha, \beta$ are continuous functions from $\mathbb{R}^2$ to $\mathbb{R}$. Let $\mathcal{I} \subset \mathbb{R}^2$ be impulsive set. For any $z(x,y) \in \mathcal{I}$, the map $I: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is defined as

$$z^+ = I(z) = (x + \alpha(x,y), y + \beta(x,y)) = (x^+, y^+) \in \mathbb{R}^2,$$

and $z^+$ is denoted as impulsive point of $z$.

We denote $\mathcal{P} = I(\mathcal{I})$ as phase set (i.e. for any $z \in \mathcal{I}, I(z) = z^+ \in \mathcal{P}$), and $\mathcal{P} \cap \mathcal{I} = \emptyset$. Let $X$ be a metric space and $R_+$ be set of all non-negative reals, then we call $(X, \Pi, R)$ or $(X, \Pi)$ as a semi-dynamical system. For any $z \in X$, the function $\Pi_z : R \rightarrow X$ defined by $\Pi_z(t) = \Pi(z, t)$ is clearly continuous such that $\Pi(z, 0) = z$ for all $z \in X$, and $\Pi(\Pi(z, t), s) = \Pi(z, t + s)$ for all $z \in X$ and $t, s \in R_+$. $G(z, t) = \{w \in X : \Pi(w, t) = z\}$ is the attainable set of $z$ at $t \in R_+$ and let $\mathcal{I}(z) = \mathcal{I}^+(z) \cup \mathcal{I}^-(z)$. Based on these notations, we introduce some Definitions and Lemmas [3,9].

**Definition 2.1**: An impulsive semi-dynamical system $(X, \Pi; \mathcal{I}, I)$ consists of a continuous semi-dynamical system $(X, \Pi)$ together with a non-empty closed subset $\mathcal{I}$ (or impulsive
set) of $X$ and a continuous function $I : I \rightarrow X$ such that the following property holds. No point $z \in X$ is a limit point of $I(z); \{t \in \mathbb{R} \mid G(z, t) \cap \mathbb{R} \neq \emptyset \}$ is a closed subset of $R$.

**Definition 2.2:** A trajectory $\Pi_x$ in $(X, \Pi, I, I)$ is said to be periodic of period $T_k$ and order $k$ if there exist non-negative integers $m \geq 0$ and $k \geq 1$ such that $k$ is the smallest integer for which $z^+_{m+k} = z^+_{m+k}$ and $T_k = \sum_{i=m}^{m+k-1} s_i$.

**Lemma 2.3:** [1,22] The $T$-periodic solution $(x, y) = (\xi(t), \eta(t))$ of system

$$
\frac{dx}{dt} = P(x, y), \quad \frac{dy}{dt} = Q(x, y), \quad \text{if} \quad \phi(x, y) \neq 0,
$$

$$
x^+ = x + \alpha(x, y), \quad y^+ = y + \beta(x, y), \quad \text{if} \quad \phi(x, y) = 0,
$$

is orbitally asymptotically stable and enjoys the property of asymptotic phase if the Floquet multiplier $\mu_2$ satisfies the condition $|\mu_2| < 1$, where

$$
\mu_2 = \prod_{k=1}^{q} \Delta_k \exp \left( \int_0^T \left[ \frac{\partial P}{\partial x} (\xi(t), \eta(t)) + \frac{\partial Q}{\partial y} (\xi(t), \eta(t)) \right] dt \right)
$$

with

$$
\Delta_k = \frac{P_+ \left( \frac{\partial \beta}{\partial y} \frac{\partial \phi}{\partial x} - \frac{\partial \beta}{\partial x} \frac{\partial \phi}{\partial y} + \frac{\partial \phi}{\partial x} \right) + Q_+ \left( \frac{\partial \alpha}{\partial y} \frac{\partial \phi}{\partial x} - \frac{\partial \alpha}{\partial x} \frac{\partial \phi}{\partial y} + \frac{\partial \phi}{\partial y} \right)}{P \frac{\partial \phi}{\partial x} + Q \frac{\partial \phi}{\partial y}},
$$

and $\phi$ is continuously differentiable with respect to $x, y$. $(x, y) \notin I$ can also be denoted by $\phi(x, y) \neq 0$. $P, Q, \partial \alpha/\partial x, \partial \alpha/\partial y, \partial \beta/\partial x, \partial \beta/\partial y, \partial \phi/\partial x$ and $\partial \phi/\partial y$ are calculated at the point $(\xi(t_k), \eta(t_k))$, $P_+ = P(\xi(t_k^+), \eta(t_k^+))$ and $Q_+ = Q(\xi(t_k^+), \eta(t_k^+))$. $t_k (k, q \in N, N$ is non-negative integers) is the time of the $k$th jump.

System (1) is the classical Holling II predator–prey system [10]. There are two isoclines denoted as $L_1$ and $L_2$,

$$
L_1 : x = \frac{d}{c - dw}, \quad L_2 : y = \frac{r}{aK} (K - x)(1 + wx).
$$

There are three equilibria for system (1), two boundary equilibria are $(0, 0)$ and $E_0(K, 0)$, the unique interior equilibrium $E^*(x^*, y^*)$ is positive provided $K(c - wd) - d > 0$ with $x^* = d/(c - dw)$, $y^* = (rc(K(c - wd) - d))/(aK(c - wd)^2)$.

**Lemma 2.4:** (i) If $K(c - wd) - d < 0$, then $E_0$ is globally stable.
(ii) If $x^* > (wK - 1)/2w$, then $E^*$ is a stable focus or node.
(iii) If $x^* \leq (wK - 1)/2w$, then $E^*$ is unstable and system (1) exists a unique stable limit cycle.

The above Definitions and Lemmas play key roles in the rest of the paper. In reality, the pest population may reach the carrying capacity $K$ if human actions are not applied. So we focus on the case (i) of Lemma 2.4 where $(0, 0)$ is a saddle, $E_0$ is globally stable and all solution will finally tend to $E_0$. Thereby, $ET < K$ holds naturally throughout the paper. The main objective of this paper is to investigate how the strength of control affects the outcomes of the pest control.
3. Poincaré map

3.1. The domains of the Poincaré map

The global dynamics of system (2) are not only influenced by the threshold $ET$ but also determined by the survival fractions of prey and predator populations, because these two factors affect the domains of the impulsive and phase sets, in addition to the domains of the Poincaré map. While the existence of periodic solutions can be realized by discussing the fixed points of the Poincaré map. Therefore, the exact domains of the Poincaré map together with its main properties are needed to be investigated first.

The lines related to the impulsive and phase sets are defined by

\[ L_3 : x = e^{-k_1 D} ET, \quad L_4 : x = ET. \]

In view of $0 < ET < K$, the lines $L_3$ and $L_4$ always have intersect points with the line $L_2$. The unique intersect point of $L_2$ and $L_4$ is denoted as $Q(ET, y_Q)$, while the unique intersect point of $L_2$ and $L_3$ is denoted as $P(e^{-k_1 D} ET, y_P)$, where

\[ y_Q = \frac{r(K - ET)(1 + wET)}{aK}, \quad y_P = \frac{r(K - e^{-k_1 D} ET)(1 + w e^{-k_1 D} ET)}{aK}. \]

Based on the definitions, system (2) defines an impulsive semi-dynamical system with

\[ \alpha(x, y) = x(e^{-k_1 D} - 1), \quad \beta(x, y) = y(e^{-k_2 D} - 1) + \tau, \]

the impulsive set is part of the line $L_4$, and

\[ \mathcal{I} = \left\{(x, y) \in \mathbb{R}^2 \mid x = ET, 0 \leq y \leq \frac{r(K - ET)(1 + wET)}{aK}\right\}, \]

while the continuous function takes the following expression:

\[ I : (ET, y) \in \mathcal{I} \longrightarrow (x^+, y^+) = \left(e^{-k_1 D} ET, e^{-k_2 D} y + \tau\right) \in \mathbb{R}^2. \]

Thus the phase set is

\[ \mathcal{P} = I(\mathcal{I}) = \left\{(x^+, y^+) \in \mathbb{R}^2 \mid x^+ = e^{-k_1 D} ET, y^+ \in D\right\} \]

with $D = [\tau, r e^{-k_2 D}(K - ET)(1 + wET)/aK + \tau]$. Without loss of generality, unless otherwise specified we assume that the initial point $(x_0^+, y_0^+)$ belongs to $\mathcal{P}$.

3.2. Poincaré map and its main properties

In the first quadrant, $L_3$ is chosen to define the Poincaré map. Since $E_0$ is globally stable, any trajectory initiating from point $H_k^+(e^{-k_1 D} ET, y_k^+) \in L_3$ must meet $L_4$ at a unique point $H_{k+1}(ET, y_{k+1})$. Owing to the Cauchy–Lipschitz Theorem, $y_{k+1}$ is only determined by $y_k^+$ and can be expressed by $y_{k+1} = g(y_k^+)$. Because $L_4$ contains part of the domain of impulsive set $\mathcal{I}$, point $H_{k+1}$ experiences one time pulse and then maps to $L_3$ at point
\[ H_{k+1}^+(e^{-k_1 D} ET, y_{k+1}^+) \text{ with } y_{k+1}^+ = e^{-k_2 D} y_{k+1} + \tau. \] Thus the Poincaré map can be defined by
\[ y_{i+1}^+ = e^{-k_2 D} g(y_i^+) + \tau \triangleq \varphi(y_i^+). \quad (5) \]

Now, we deduce the expression of the Poincaré map \( \varphi \) and then discuss its main properties. To do these, let
\[
P(x(t), y(t)) = rx(t) \left( 1 - \frac{x(t)}{K} \right) - \frac{ax(t)y(t)}{1 + wx(t)},
\]
\[
Q(x(t), y(t)) = \frac{cx(t)y(t)}{1 + wx(t)} - dy(t),
\]
then model (2) can be rewritten as the following scalar differential equation:
\[
\frac{dy}{dx} = \frac{\frac{cx(t)y(t)}{1 + wx(t)} - dy(t)}{rx(t) \left( 1 - \frac{x(t)}{K} \right) - \frac{ax(t)y(t)}{1 + wx(t)}} \triangleq \omega(x, y),
\]
\[ y(e^{-k_1 D} ET) = y_0^+. \quad (6) \]

Denote
\[ \Omega = \left\{ (x, y) \mid x > 0, y > 0, y < \frac{r(K - x)(1 + wx)}{aK} \right\}, \quad (7) \]
it is clear that function \( \omega(x, y) \) is continuously differentiable in \( \Omega \). Let \( x_0^+ = e^{-k_1 D} ET, y_0^+ = S, S \in P \) with \( S < y_P \) which guarantees the initial point \((x_0^+, y_0^+) \in \Omega\). Define
\[ y(x) = y(x; e^{-k_1 D} ET, S) = y(x, S), \quad e^{-k_1 D} ET \leq x \leq ET, \]
and then model (6) gives
\[ y(x, S) = S + \int_{e^{-k_1 D} ET}^x \omega(s, y(s, S)) \, ds. \quad (8) \]
Concerning (5) and (8), the expression of the Poincaré map \( \varphi \) is
\[ \varphi(S) = e^{-k_2 D} ET y(ET, S) + \tau. \quad (9) \]

**Theorem 3.1:** The main properties of the Poincaré map \( \varphi \) are listed as follows (Figure 1):

I. The domain and range of \( \varphi \) are \([0, +\infty)\) and \([\tau, \varphi(y_P)) = [\tau, e^{-k_2 D} y(e^{-k_1 D} ET, y_P) + \tau]\), and further \( \varphi \) is increasing on \([0, y_P]\) and decreasing on \([y_P, +\infty)\).
II. \( \varphi \) is continuously differentiable in \( \Omega \).
III. \( \varphi \) is concave on \([0, y_P]\).
IV. There always exists a unique fixed point for \( \varphi \).
V. As \( y_k^+ \to +\infty, \varphi \) is bounded and exists a horizontal asymptote \( \varphi = \tau \).
Figure 1. The Poincaré map $\varphi$ related to the impulsive point series $y^+_k$ with parameters fixed as $r = 1.5$, $K = 100$, $a = 0.3$, $w = 0.3$, $c = 0.225$, $d = 0.8$, $k_1 = 0.5$, $k_2 = 0.3$, $ET = 35$ and $\tau = 10$. (a) $D = 0.8$; (b) $D = 0.2$.

Proof: (I) Since $E_0$ is globally stable, all solutions will finally arrive at $E_0$. So any solution starting from the phase set experiences pulses, and $\varphi$ is defined on $[0, \infty)$. Choosing any two points with $y^+_i, y^+_j \in [0, y_P] \subseteq L_3$, without loss of generality we assume that $y^+_i < y^+_j$, the Cauchy–Lipschitz Theorem implies that $y_{i+1} < y_{j+1}$ holds. After one single pulse, we obtain $\varphi(y^+_i) = e^{-k_2 D} y_{i+1} + \tau < e^{-k_2 D} y_{j+1} + \tau = \varphi(y^+_j)$. Thus $\varphi$ is increasing on $[0, y_P]$. By using the same methods, choosing two points $y^+_i, y^+_j \in [y_P, +\infty) \subseteq L_3$ with $y^+_i < y^+_j$, the curves starting from these two points will first across the isocline $L_2$ and then arrive $L_3$ at points $(e^{-k_1 D} ET, y^+_i)$ and $(e^{-k_1 D} ET, y^+_j)$. In this case, the sign of the vector field has changed, it indicates that $y'_i > y'_j$. Soon afterwards these two curves meet $L_4$ at two points $(ET, y_{i+1})$ and $(ET, y_{j+1})$ with $y_{i+1} > y_{j+1}$. After one time pulse, one obtains

$$\varphi(y^+_i) = e^{-k_2 D} y_{i+1} + \tau > e^{-k_2 D} y_{j+1} + \tau = \varphi(y^+_j).$$

Therefore, on $[0, y_P]$ the map $\varphi$ increases and on $[y_P, +\infty)$ the map $\varphi$ decreases, and the range of $\varphi$ is $[\tau, e^{-k_2 D} y(e^{-k_1 D} ET, y_P) + \tau]$.

(II) It is clear that $P(x, y)$ and $Q(x, y)$ are both continuous and differentiable in the first quadrant. In the light of the Cauchy–Lipschitz Theorem with parameters, $\varphi$ is also continuously differentiable in $\Omega$. 


(III) From (6), we have
\[
\frac{\partial \omega}{\partial y} = \frac{rx(1 - \frac{x}{K})}{(rx(1 - \frac{x}{K}) - \frac{axy}{1 + wx})^2}, \quad \frac{\partial^2 \omega}{\partial y^2} = \frac{2rx(1 - \frac{x}{K})}{(rx(1 - \frac{x}{K}) - \frac{axy}{1 + wx})^3}.
\]
In the light of \(x \leq ET\), we have
\[
rx\left(1 - \frac{x}{K}\right) - \frac{axy}{1 + wx} > 0 \quad \text{and} \quad \frac{cx}{1 + wx} - d < 0
\]
provided \(0 \leq y < y_p\). It means that \(\partial \omega/\partial y < 0\) and \(\partial^2 \omega/\partial y^2 < 0\). For the scalar differential equation, it follows from Cauchy–Lipschitz Theorem with parameters that
\[
\frac{\partial y(x, S)}{\partial S} = \exp\left[\int_{e^{-k_1DET}}^x \frac{\partial}{\partial y} \left(\frac{Q(z, y(z, S))}{P(z, y(z, S))}\right) dz\right] > 0
\]
and
\[
\frac{\partial^2 y(x, S)}{\partial S^2} = \frac{\partial y(x, S)}{\partial S} \int_{e^{-k_1DET}}^x \frac{\partial^2}{\partial y^2} \left(\frac{Q(z, y(z, S))}{P(z, y(z, S))}\right) \frac{\partial y(x, S)}{\partial S} dz < 0,
\]
which suggests that \(\varphi\) is concave on \([0, y_p]\) (Figure 1).

(IV) Since \(\varphi(y)\) is increasing on \([0, y_p]\) and decreasing on \([y_p, +\infty)\), there are \(y^1 \in [0, y_p]\) and \(y^2 \in [y_p, +\infty)\) such that \(\varphi(y^1) > y^1\) and \(\varphi(y^2) < y^2\). If \(\varphi(y_p) < y_p\), then the Poincaré map \(\varphi\) has at least a fixed point \(y_f\) provided \(\varphi(0) = \tau > 0\), and \(0 < y_f < y_p\) (Figure 1a). Since \(\varphi\) is decreasing on \((y_p, +\infty)\), no other fixed point exists for all \(y > y_p\). If \(\varphi(y_p) \geq y_p\), then the Poincaré map \(\varphi\) has at least a fixed point \(y_f\) provided \(\varphi(y^2) < y^2\), and \(y_p \leq y_f < +\infty\) (Figure 1b). Because \(\varphi\) is concave, so the fixed point \(y_f\) of \(\varphi\) is unique.

(V) Denote the closure of \(\Omega\) by
\[
\bar{\Omega} = \{(x, y); x > 0, y > 0, y \leq \frac{r(K - x)(1 + wx)}{aK}\}.
\]
Under case (i), the \(\bar{\Omega}\) is an invariant set of system (2). In fact, let
\[
L = y - \frac{r(K - x)(1 + wx)}{aK}.
\]
If
\[
\left[\left(P(x, y), Q(x, y)\right) \cdot \left(\frac{r}{a} \left(\frac{2wx + 1}{K} - w\right), 1\right)\right]_{L=0} \leq 0,
\]
where \(\cdot\) is the scalar product of two vectors, then the vector field will finally enter into the boundary \(\bar{\Omega}\), which means that \(\bar{\Omega}\) is an invariant set. By calculation one obtains
\[
V(x) \big|_{L=0} = x \left(\frac{rx(1 - \frac{x}{K})}{(rx(1 - \frac{x}{K}) - \frac{axy}{1 + wx})^2} - \frac{axy}{1 + wx}\right) \cdot \frac{r}{a} \left(\frac{2wx + 1}{K} - w\right) + \left(\frac{cx}{1 + wx} - d\right)y < 0.
\]
Since \(\varphi\) is decreasing on \([y_p, +\infty)\) and increasing on \([0, y_p]\). Thus \(\varphi(y^+_0)\) is bounded for any \(y^+_0 \in [0, y_p]\) and \(\varphi([y_p, +\infty)) \subset \varphi([0, y_p])\). In addition, \(dy/dt < 0\) holds all
along the line $L_3$ in the first quadrant. These lead to $\lim_{y_k^+ \to +\infty} g(y_k^+) = 0$ when $y_k^+ \in D$. Furthermore, the trajectory initiating from $(e^{-k_1D}ET, 0)$ meets the impulsive set at finite time, after one single pulse, we obtain

$$\lim_{y_k^+ \to +\infty} \varphi(y_k^+) = \lim_{y_k^+ \to +\infty} e^{-k_2D}g(y_k^+) + \tau = \tau.$$ 

All the results reveal that there is a horizontal asymptote $\varphi = \tau$ if $y_k^+ \to +\infty$ (Figure 1). This completes the proof.

4. Order-$k$ periodic solutions

4.1. Boundary periodic solution of system (2)

For system (2), if predator population $y(t)$ goes to extinction and the release of predator is also terminated, then there is a boundary periodic solution of system (2). These lead to the following simple subsystem:

$$\frac{dx(t)}{dt} = rx(t) \left(1 - \frac{x(t)}{K}\right), \quad x(t) < ET,$$

$$x(t^+) = e^{-k_1D}x(t), \quad x(t) = ET,$$

(11)

solving above equation with initial value $x(0^+) = e^{-k_1D}ET$, we obtain

$$x^T(t) = \frac{e^{-k_1D}ETK \exp(rt)}{K - e^{-k_1D}ET + e^{-k_1D}ET \exp(rt)},$$

and the solution initiating from $(x^T(t), 0)$ will meet the line $L_4 = ET$ with time $T$, so let $x^T(T) = ET$ we have

$$ET = \frac{e^{-k_1D}ETK \exp(rT)}{K - e^{-k_1D}ET + e^{-k_1D}ET \exp(rT)},$$

solving it with respect to $T$ and $D$, then

$$T = \frac{1}{r} \ln \frac{K - e^{-k_1D}ET}{e^{-k_1D}(K - ET)}, \quad D = \frac{1}{k_1} \ln \frac{ET + e^T(K - ET)}{K},$$

where $T$ represents the period of the boundary periodic solution, and $D$ represents the insecticide dose needed to be sprayed in order to control the pest number below the threshold $ET$. Thereby, the boundary periodic solution of model (2) with period $T$ gives

$$x^T(t) = \frac{e^{-k_1D}ETK \exp(r(t - (k - 1)T))}{K - e^{-k_1D}ET + e^{-k_1D}ET \exp(r(t - (k - 1)T))},$$

$$y^T(t) = 0.$$ (12)
**Theorem 4.1:** The boundary periodic solution \((x^T(t), 0)\) of system (2) is orbitally asymptotically stable provided

\[
R_0 \triangleq \frac{d}{rDk_2} \ln \frac{e^{-k_1 D (K - ET)}}{K - e^{-k_1 D ET}} + \frac{cK}{rDk_2 k_1 (1 + wK)} \ln \frac{(1 + wET)(K - e^{-k_1 D ET})}{(K - ET)(1 + wET e^{-k_1 D})} < 1.
\]

**Proof:** It follows from Lemma 2.3 that we obtain

\[
P(x, y) = rx \left(1 - \frac{x}{K}\right) - \frac{axy}{1 + wx}, \quad Q(x, y) = \frac{cxy}{1 + wx} - dy,
\]

\[
\alpha(x, y) = x(e^{-k_1 D} - 1), \quad \beta(x, y) = y(e^{-k_2 D} - 1) + \tau, \quad \phi(x, y) = x - ET,
\]

\[
(x^T(T), y^T(T)) = (ET, 0), \quad (x^T(T^+), y^T(T^+)) = (e^{-k_1 D ET}, 0).
\]

The derivations of the above formulas are

\[
\frac{\partial P}{\partial x} = r - \frac{2rx}{K} - \frac{ay}{(1 + wx)^2}, \quad \frac{\partial Q}{\partial y} = \frac{cx}{1 + wx} - d,
\]

\[
\frac{\partial \alpha}{\partial x} = e^{-k_1 D} - 1, \quad \frac{\partial \beta}{\partial y} = e^{-k_2 D} - 1,
\]

\[
\frac{\partial \phi}{\partial x} = 1, \quad \frac{\partial \alpha}{\partial y} = \frac{\partial \beta}{\partial x} = \frac{\partial \phi}{\partial y} = 0,
\]

so

\[
\Delta_1 = \frac{P^+\left(\frac{\partial \beta}{\partial y} \frac{\partial \phi}{\partial x} - \frac{\partial \beta}{\partial x} \frac{\partial \phi}{\partial y} + \frac{\partial \phi}{\partial x}\right) + Q^+\left(\frac{\partial \alpha}{\partial x} \frac{\partial \phi}{\partial y} - \frac{\partial \alpha}{\partial y} \frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y}\right)}{P \frac{\partial \phi}{\partial x} + Q \frac{\partial \phi}{\partial y}} \cdot \frac{P^+(x^T(T^+), y^T(T^+))(1 + \frac{\partial \beta}{\partial y})}{P(x^T(T), y^T(T))} = \frac{e^{-k_2 D} e^{-k_1 D (K - e^{-k_1 D ET})}}{K - ET}.
\]

Moreover,

\[
\exp \left( \int_0^T \left[ \frac{\partial P}{\partial x}(x^T(t), y^T(t)) + \frac{\partial Q}{\partial y}(x^T(t), y^T(t)) \right] dt \right)
\]

\[
= \exp \left( \int_0^T \left[ r - d - \frac{2rx^T(t)}{K} + \frac{cx^T(t)}{1 + wx^T(t)} \right] dt \right)
\]

\[
= \left( \frac{K - e^{-k_1 D ET}}{e^{-k_1 D (K - ET)}} \right)^{(r-d)/r} \left( \frac{K - ET}{K - e^{-k_1 D ET}} \right)^2 \times \left( \frac{(1 + wET)(K - e^{-k_1 D ET})}{(K - ET)(1 + wET e^{-k_1 D})} \right)^{cK/(1+wK)r}.
\]
Then the explicit expression of Floquet multiplier $\mu_2$ is
\[
\mu_2 = \Delta_1 \exp \left( \int_0^T \left[ \frac{\partial P}{\partial x}(x^T(t), y^T(t)) + \frac{\partial Q}{\partial y}(x^T(t), y^T(t)) \right] dt \right) \\
= e^{-k_2D} \left( \frac{K - e^{-k_1D}ET}{e^{-k_1D}(K - ET)} \right)^{-d/r} \left( \frac{(1 + wET)(K - e^{-k_1D}ET)}{(K - ET)(1 + wETe^{-k_1D})} \right)^{cK/(1+wKr)} .
\] (14)

The condition of (13) ensures that $|\mu_2| < 1$, which means that the boundary periodic solution $(x^T(t), 0)$ is orbitally asymptotically stable. This completes the proof. ■

4.2. Periodic solutions when $\tau > 0$

The focus of this section is to discuss the fixed points of the Poincaré map $\varphi$ when $\tau > 0$, which are related to the existence of the order-$k$ periodic solutions of system (2). Note that any solution starting from point $(e^{-k_1D}ET, y_0^+)$ will reach the impulsive set, after finite or infinite many pulses, the corresponding pulsed point series $y_n^+(n = 1, 2, \ldots)$ are rewritten as $\varphi^n(y_0^+) = y_n^+$. The results of Theorem 3.1 tell us that there must be a fixed point of the Poincaré map of system (2), it reveals that system (2) always exists an order-1 periodic solution denoted as $(\xi(t), \eta(t))$. For simplicity, we first provide a generalized condition for the stability of this periodic solution.

**Theorem 4.2:** The order-1 periodic solution $(\xi(t), \eta(t))$ is orbitally asymptotically stable if and only if
\[
\left| \frac{e^{-k_2D} e^{-k_1D} \left( r \left( 1 - \frac{e^{-k_1D}ET}{K} \right) - \frac{a(e^{-k_2D}ET + \tau)}{1 + wET} \right)}{r(1 - ET/K) - \frac{a\eta_0}{1 + wET}} \exp \left( \int_0^T G(t) dt \right) \right| < 1,
\] (15)

where $G(t) = r - d - 2r\xi(t)/K + c\xi(t)/(1 + w\xi(t))$.

**Proof:** We denote the initial point and the end point of the order-1 periodic solution by $M(ET, \eta_0)$ and $M^+(e^{-k_1D}ET, e^{-k_2D}\eta_0 + \tau)$. It follows from Theorem 4.1 that the Floquet multiplier $\mu_2$ is obtained
\[
\mu_2 = \Delta_1 \exp \left( \int_0^T \left[ \frac{\partial P}{\partial x}(\xi(t), \eta(t)) + \frac{\partial Q}{\partial y}(\xi(t), \eta(t)) \right] dt \right) \\
= e^{-k_2D} e^{-k_1D} \left( r \left( 1 - \frac{e^{-k_1D}ET}{K} \right) - \frac{a(e^{-k_2D}ET + \tau)}{1 + wET} \right) \exp \left( \int_0^T G(t) dt \right) .
\]

In the light of (15) we have $|\mu_2| < 1$, so the order-1 periodic solution $(\xi(t), \eta(t))$ is always orbitally asymptotically stable. This completes the proof. ■

**Theorem 4.3:** If $\varphi(y_P) < y_P$, then there is an globally asymptotically stable order-1 periodic solution of system (2).
Proof: If $\varphi(y_p) < y_p$, then the property (IV) of Theorem 3.1 suggests that the Poincaré map $\varphi$ exists a unique fixed point $y_f$ with $0 < y_f < y_p$. It indicates that system (2) exists a unique order-1 periodic solution, which is orbitally asymptotically stable due to Theorem 4.2.

For any trajectory initiating from $(e^{-k_1DE}, y_0^+)$, if $y_0^+ \in [0, y_f)$, then $0 < y_0^+ < \varphi(y_0^+) < y_f$ because of properties (II) and (IV) of Theorem 3.1. Followed by $n$ times pulses, $\varphi^n(y_0^+)$ is monotonically increasing, so $\lim_{n \to +\infty} \varphi^n(y_0^+) = y_f$ (Figure 1a).

In contrary, the impulsive point series $\varphi^n(y_0^+)$ are needed to be discussed if $y_0^+ > y_f$. First, if $\varphi^n(y_0^+) > y_f$ always hold, then it is concluded that $\varphi^n(y_0^+)$ is monotonically decreasing because $\varphi(y_0^+) < y_0^+$, thereby $\lim_{n \to +\infty} \varphi^n(y_0^+) = y_f$. Second, $\varphi^n(y_0^+) > y_f$ is true not for all $n$. Let $n_1$ be the smallest positive integer which satisfies $\varphi^{n_1}(y_0^+) < y_f$. Like the first case, there must be a positive integer $n_2$ ($n_2 > n_1$) such that $\varphi^{n_2}(y_0^+)$ is monotonically increasing as $n_2$ increases, and thus $\lim_{n_2 \to +\infty} \varphi^{n_2}(y_0^+) = y_f$. Therefore, this unique order-1 periodic solution is globally attractive and so is globally asymptotically stable. This completes the proof.

Theorem 4.4: If $\varphi(y_p) > y_p$ and $\varphi^2(y_p) \geq y_p$, then system (2) either exists a stable order-1 periodic solution or a stable order-2 periodic solution.

Proof: From Theorem 3.1, we know that $\varphi$ is monotonically increasing on $[0, y_p]$ so $\varphi$ does not have fixed points on $[0, y_p]$ when $\varphi(y_p) > y_p$. Thus there is an positive integer $i$ which satisfies $y_{i-1} < y_p$ and $y_i^+ \geq y_p$. It follows from the definition of the Poincaré map $\varphi$ that we obtain $y_i^+ = \varphi(y_{i-1}) \leq \varphi(y_p)$ and $y_i^+ \in [y_p, \varphi(y_p)]$. Since $\varphi$ is decreasing on $[y_p, +\infty)$, for any $y_0^+ > y_p$, after one single pulse, we obtain $y_1^+ = \varphi(y_0^+) \leq \varphi(y_p)$. It means that $y_i^+ \in [y_p, \varphi(y_p)]$ holds for all $i \geq 1$. Furthermore, $\varphi^2$ is monotonically increasing on $[y_p, +\infty)$, thus

$$\varphi([y_p, \varphi(y_p)]) = [\varphi^2(y_p), \varphi(y_p)] \subset [y_p, \varphi(y_p)].$$

In order to study the existence of the periodic solutions, chosen any $y_0^+ \in [y_p, \varphi(y_p)]$ and let $y_1^+ = \varphi(y_0^+) \neq y_0^+$, $y_2^+ = \varphi^2(y_0^+) \neq y_0^+$. Otherwise, if $y_1^+ = \varphi(y_0^+) = y_0^+$ and $y_2^+ = \varphi^2(y_0^+) = y_0^+$, then $y_0^+$ is the fixed point of $\varphi$ which indicates system (2) either exists a stable order-1 periodic solution or a stable order-2 periodic solution. Thereby, the relations among $y_p, \varphi(y_p), y_0^+, y_1^+$ and $y_2^+$ are needed to be discussed, which enable us to study the fixed points of the Poincaré map.

\begin{enumerate}
\item[(C1)] $y_p \leq y_2^+ < y_0^+ < y_1^+ \leq \varphi(y_p)$. Then $y_1^+ = \varphi(y_0^+) < \varphi(y_2^+) = y_3^+$ and $y_2^+ = \varphi(y_1^+) = y_2^+$. Thereby $y_4^+ < y_2^+ < y_0^+ < y_1^+ < y_3^+$. It can be obtained by mathematical induction that

$$y_p \leq \cdots < y_{2n+2}^+ < y_{2n}^+ < \cdots < y_2^+ < y_0^+$$

$$< y_1^+ < \cdots < y_{2n-1}^+ < y_{2n+1}^+ < \cdots \leq \varphi(y_p).$$

\item[(C2)] $y_p \leq y_0^+ < y_2^+ < y_1^+ \leq \varphi(y_p)$. So $\varphi(y_1^+) = y_2^+ < y_3^+ = \varphi(y_2^+) < \varphi(y_0^+) = y_1^+$ and $y_2^+ = \varphi(y_1^+) < \varphi(y_3^+) = y_4^+ < y_3^+ = \varphi(y_2^+) = y_1^+$, i.e. $y_0^+ < y_2^+ < y_4^+ < y_3^+ < y_1^+.$
\end{enumerate}
By mathematical induction, one obtains

$$y_P \leq y_0^+ < y_1^+ < \cdots < y_{2n}^+ < y_{2n+2}^+$$

$$< \cdots < y_{2n+1}^+ < y_{2n-1}^+ < \cdots < y_1^+ \leq \varphi(y_P).$$

(C3) \( y_P \leq y_1^+ < y_2^+ < y_0^+ \leq \varphi(y_P). \) Like case (C2), we have

$$y_P \leq y_1^+ < \cdots < y_{2n-1}^+ < y_{2n+1}^+ < \cdots$$

$$< y_{2n+2}^+ < y_{2n}^+ < \cdots < y_2^+ < y_0^+ \leq \varphi(y_P).$$

(C4) \( y_P \leq y_1^+ < y_0^+ < y_2^+ \leq \varphi(y_P). \) By using the same method as case (C1), one obtains

$$y_P \leq \cdots < y_{2n+1}^+ < y_2^+ < \cdots < y_1^+ < y_0^+$$

$$< y_2^+ < \cdots < y_{2n}^+ < y_{2n+2}^+ < \cdots \leq \varphi(y_P).$$

For case (C2), since \( \varphi^{2n}(y_0^+) = y_{2n}^+ \) is monotonically increasing and \( \varphi^{2n+1}(y_0^+) = y_{2n+1}^+ \) is monotonically decreasing, it is concluded that there is a fixed point \( y_f \) so that

$$\lim_{n \to +\infty} y_{2n+1}^+ = \lim_{n \to +\infty} y_{2n}^+ = y_f, \quad y_f \in [y_P, \varphi(y_P)].$$

For case (C3), there are two fixed points \( y_f^1 \) and \( y_f^2 \) such that

$$\lim_{n \to +\infty} y_{2n+1}^+ = y_f^1 \quad \text{and} \quad \lim_{n \to +\infty} y_{2n}^+ = y_f^2,$$

and \( y_f^1, y_f^2 \in [y_P, \varphi(y_P)] \) and \( y_f^1 \neq y_f^2 \). The results verify that system (2) either exists an order-1 periodic solution or an order-2 periodic solution (Figure 1b or 2a). Moreover, there only exists an order-2 periodic solution for cases (C1) and (C4). This completes the proof. 

Theorem 4.5: Let \( y_{\text{min}}^+ = \min\{y^+ : \varphi(y^+) = y_P\} \). If \( \varphi(y_P) > y_P \) and \( \varphi^2(y_P) < y_{\text{min}}^+ \), then system (2) exists an order-3 periodic solution.

Proof: If \( \varphi(y_P) > y_P \), then the results of Theorem 3.1 and Theorem 4.4 reveal that the Poincaré map exists a unique fixed point \( y_P \) on \((y_P, \varphi(y_P))\). For the existence of an order-3 periodic solution, we only need to find a fixed point \( \tilde{y} \in [0, +\infty) \) that satisfies \( \varphi^3(\tilde{y}) = \tilde{y} \) and \( \varphi(\tilde{y}) \neq \tilde{y} \). Further, the results of Theorem 3.1 indicate that \( \varphi^3(y) \) is continuous on \([0, +\infty)\), and from the assumptions the Poincaré map \( \varphi^3 \) satisfies

(I) \( \varphi^3 \) is increasing on \([0, y_{\text{min}}^+]\) and \( \varphi^3(0) = \varphi^2(\tau) > 0; \)

(II) \( \varphi^3(y_{\text{min}}^+) = \varphi^2(y_P) < y_{\text{min}}^+ \).

In the light of the intermediate value theorem and continuity of \( \varphi^3 \), there must be a positive \( \tilde{y} \in (0, y_{\text{min}}^+) \) that ensures \( \varphi^3(\tilde{y}) = \tilde{y} \) and \( y_{\text{min}}^+ < y_P \), and it is clear that \( \tilde{y} \neq y_f \) because \( y_f \in (y_P, \varphi(y_P)) \). Therefore, the Poincaré map \( \varphi^3 \) exists a fixed point \( \tilde{y} \in (0, y_{\text{min}}^+) \), and system (2) exists an order-3 periodic solution (Figure 2b). This completes the proof.
Figure 2. The fixed points of the Poincaré map $\varphi^2$ and $\varphi^3$, which are just the order-2 and order-3 periodic solutions of system (2). We let $r = 1.5$, $K = 100$, $a = 0.3$, $w = 0.3$, $c = 0.225$, $d = 0.8$, $k_1 = 0.5$, $k_2 = 0.3$, $ET = 35$ and $\tau = 21$. (a) $D = 1.5$; (b) $D = 0.4$.

5. Numerical results and biological conclusions

This part mainly deals with two important aspects. The first relates to sensitivity analysis about some key factors with respect to the applications of control tactics. The second involves the bifurcation analysis not only to support our analytical results but also to address how control measures affect the complex dynamics of system (2), in addition to the outcomes of the control.

5.1. Sensitivity analyses

From Section 4.1, when the predator population dies out and the pest reaches threshold $ET$, we obtained the expression of the boundary periodic solution $(x^T, 0)$, and the expression of insecticide dosage was also obtained. These enable us to discuss how the key elements affect the insecticide dosage $D$. Fixed the parameters as shown in Figure 3, the results show that we must increase the dose $D$ when threshold $ET$ is increasing, and when $ET$ tends to the carrying capacity $K$, the trend is even more pronounced (Figure 3a). In fact, when $ET$ tends to $K$, there is only a very small portion of pest population which exceeds $ET$ that needs to be killed. Further, the dose $D$ is increasing when the period $T$ of chemical control is increasing (Figure 3b). Biologically, when $T$ is increasing, the durations between each chemical control are increasing. It indicates that the pest population is exposed to a very small dose of residual pesticides, which results in the reproduction of pest population with fast speed, thereby the dose is also increased. It is claimed that the dose $D$ sprayed in reality needs to take both threshold $ET$ and the period $T$ seriously into account.
Figure 3. The effects of key parameters on the dose $D$ of chemical control: (a) $r = 1.5$, $K = 100$, $T = 5$ and $k_1 = 0.5$; (b) $r = 1.5$, $K = 100$, $ET = 35$ and $k_1 = 0.5$.

Figure 4. The effects of control parameters on the threshold condition $R_0$, we set parameters as $r = 1.5$, $K = 100$, $a = 0.3$, $w = 0.3$, $d = 0.8$, $k_1 = 0.5$, $k_2 = 0.2$ and $\tau = 0$: (a) $ET = 35$; (b) $D = 0.5$. 
The threshold condition (13) provides a simple criterion whether chemical control alone can stabilize the boundary periodic solution or not, that is to say, \( R_0 < 1 \) implies that chemical control with dose \( D \) alone can control the pest population below threshold \( ET \) and vice versa. Thus how the dosage \( D \) and threshold \( ET \) affect the threshold condition of \( R_0 \) has attracted wide interests. To do these, we carry out numerical investigations as shown in Figure 4, \( R_0 \geq 1 \) for a small dose \( D \) and \( R_0 < 1 \) when \( D \) exceeds a certain value, and \( R_0 \) is very sensitive to the parameter \( c \). It reveals that a large dose \( D \) can control the pest population below \( ET \) when a single chemical control is applied, and the dose \( D \) increases as \( c \) increases (Figure 4a). In contrary, for a relative small \( ET \) we have \( R_0 < 1 \), while \( R_0 \geq 1 \) once \( ET \) exceeds a certain value. It indicates that for a fixed \( c \) a smaller value of \( ET \) is more helpful for pest control. Additionally, the earlier the chemical control is implemented, the more beneficial it is to control pests (Figure 4b). Furthermore, if we set \( D = 2 \), then \( R_0 > 1 \) (Figure 4a), and the boundary periodic solution becomes unstable and it suggests that a single chemical control cannot control pests effectively. In this case, the phenomenon of bursting is observed which implies that the pest population outbreaks intermittently with a long period (Figure 5). Because high frequencies of chemical applications will cause insect resistance to insecticides, biological control such as release of natural enemies is a reasonable and effective way to control pest. These results directly reflect the inevitability of integrated implementation of chemical control and biological control.
In short, it is found that the dosages in practice play the significant roles in pest control, which relies on all other control parameters. So the question is how to distinguish the parameters from which are beneficial or detrimental for pest control and further to make sure which parameter has greatest effect, moderate effect or little effect on the outcomes of the control? To achieve these, the uncertainty and sensitivity analysis are carried out [2,18,19]. The PRCCs for various input parameters against the condition of $R_0$ with the Latin hypercubes sampling (LHS) method of 3000 samples are evaluated, and we use a uniform distribution function to address the significance of all parameters with wide ranges (Figure 6). The results reveal that parameters $c$, $k_2$, $D$ and $ET$ have positive effects on $R_0$, while parameters $r$, $K$, $a$, $w$, $d$ and $k_1$ have negative effects on $R_0$. Furthermore, the changes of parameter values of $r$, $w$, $c$, $D$ and $ET$ make great contributions to $R_0$, and parameters $K$, $a$, $d$, $k_1$ and $k_2$ have moderate or little effects on $R_0$. The results indicate how variations of key parameter values affect the successful impulsive control strategies, and it suggests that the dose $D$ and the threshold $ET$ should be chosen carefully not only to control pest population but also to avoid insect resistance.

### 5.2. Bifurcation analysis

It follows from Theorem 4.5 that there exists an order-3 periodic solution of system (2) under certain conditions, which means that system (2) exists periodic solutions with any period [5,11]. We will resort to a one-dimensional bifurcation analysis not only to
gain preliminary insight into the possible dynamics of system (2) but also to verify the theoretical results. As discussed above, the key parameters representing the intensity of control play a critical role in pest control. Thus the dosage $D$ and the release amount of $\tau$ are chosen as the bifurcation parameters and we fixed all others as shown in Figure 7.

The results show that system (2) indeed exists periodic solutions with any period as $D$ increases. When $D > 0$, there is an order-3 periodic solution of system (2) and then system (2) has a series of chaotic windows, periodic windows and crisis. At last, period-halving bifurcations from chaos leading system (2) to an order-1 periodic solution (Figure 7a,b). Meanwhile, the outbreak periods of pest populations, which represent the frequency when pest reaches threshold $ET$, are also drawn with respect to $D$. Moreover, it is also shown that the release of natural enemies also has great impacts on the complex dynamics of system (2) (Figure 7c,d). In particular, period-doubling bifurcations from order-1 periodic solution leading system (2) to chaos and period-halving bifurcations leading system (2) to an order-1 periodic solution, and the effects of dose $D$ on the frequencies of outbreaks of pest population are also indicated.

**Figure 7.** Bifurcation diagrams with respect to $D$ and $\tau$ when $(K,0)$ is globally stable with parameters fixed as $r = 1.5, K = 100, a = 0.3, w = 0.3, c = 0.225, d = 0.8, k_1 = 0.5, ET = 35$: (a) $\tau = 21$ and $k_2 = 0.3$; (b) $D = 0.5$ and $k_2 = 0.4$. 

Figure 8. Bifurcation diagrams with respect to $D$ and $\tau$ when system (2) exists a unique interior equilibrium $E^*(x^*, y^*)$: (a) $\tau = 7$; (b) $D = 0.5$. All other parameters are fixed as $r = 1, K = 50, a = 0.19, w = 0.19, c = 0.0855, d = 0.36, k_1 = 0.5, k_2 = 0.4$ and $ET = 25$.

It is emphasized that system (2) also exhibits very rich and complex dynamics when there is an interior equilibrium $E^*$. For example, assume that the unique $E^*$ is unstable, we fix all parameters as shown in Figure 8 and then choose the control parameters $D$ and $\tau$ as bifurcation parameters. It is shown that model (2) exhibits very complex dynamics including period-doubling bifurcations, period-halving bifurcations, period-decreasing bifurcations, chaotic windows, periodic windows and crisis (Figure 8). All these results suggest that the control measures not only play a decisive role in the growth and outbreak of pests but also have great impacts on the coexistence of the pests and natural enemies.

5.3. Comparisons with pulsed model (2) at fixed moments

In reality, the control strategies are often applied with open-loop or closed-loop technics, while open-loop technic is related to control applied at fixed moments and closed-loop technic corresponds to control applied according to the number of pests (i.e. state-dependent feedback control). Fixed all parameters as shown in Figure 9, Figure 9(a) and 9(b) are time series of $x$ and $y$ of model (2) with period 6.8485, Figures 9(c) and 9(d) are time series of $x$ and $y$ of model (2) with control applied at fixed moment $T = 6.8485$. The results reveal that model (2) with state-dependent feedback control can control the pest below $ET = 35$ (Figure 9a,b), but the number of pests is far beyond $ET$ and near the carrying capacity $K = 100$ when control strategies are applied at fixed moments (Figure 9c,d). In this case, to control the pest below the threshold, there are several feasible measures including decreasing period $T$ (Figure 10a); increasing dose $D$ (Figure 10b); decreasing period $T$ and increasing dose $D$ (Figure 10c); increasing both dose $D$ and $\tau$ (Figure 10d).
Figure 9. Time series of system (2) with different control strategies. (a and b) Control strategies are applied when $x$ reaches $ET$; (c and d) control strategies are applied with fixed period. All other parameters are fixed as $r = 1.5, K = 100, a = 0.3, w = 0.3, c = 0.225, d = 0.8, k_1 = 1, k_2 = 0.4, D = 8, \tau = 5$ and $ET = 35$.

However, it is found that after a certain time only increasing the dose $D$ cannot control the pest efficiently because of pest resistance, while increasing release amount $\tau$, or decreasing period $T$ or their combinations not only can control the pest within normal range, but also may decrease pest resistance, which confirms the superiority of biological control.

6. Conclusion

Since many problems of human interventions originated from real world need to be mathematically modelled and solved, impulsive semi-dynamical systems, which are described by impulsive differential equations, are often being proposed to model control strategies of closed-loop type, rather than fixed time pulsed model which are used to solve problems of open-loop techniques [17, 36, 37]. For predator–prey systems with closed-loop control (or state-dependent feedback control), many factors of human actions were investigated including culling, resource limitation, insect resistance, biological and chemical control, media report and so on [16, 23, 28–30, 34, 38]. For simplicity, the killing rates or reductions
resulting from these elements are usually considered as constants. In order to study the mechanisms of control strategies more profoundly, we proposed a Holling II predator-prey model with insecticide dose as pulsed control. We not only show the global dynamics of system (2) but also address how variations of doses affect the dynamics, in addition to the outcomes of successful pest control.

First of all, we construct a Poincaré map in the definition domain and then discuss its main properties including monotonicity, differentiability, concavity and existence of fixed points. Subsequently, the expressions of the boundary periodic solution with period \( T \) and the exact insecticide dose \( D \) are obtained, and then we show this periodic solution is stable under certain condition. The result indicates that a single chemical control can maintain the prey population below threshold \( ET \) and may stabilize the pests along this boundary periodic solution. When biological control (i.e. \( \tau > 0 \)) is introduced, we investigate the existence and stability of order-\( k (k \geq 1) \) periodic solutions, which reveals that the pest and natural enemy populations can not only coexist below \( ET \) but also stabilize along order-\( k \) periodic solutions.
In order to address biological implications with respect to the key control parameters, we carry out a series of numerical simulations. It is quite evident that the dose $D$ is decreasing when threshold $ET$ is increasing, and the dose $D$ is increasing as the chemical control period $T$ is increasing. Thereby, the insecticide dose $D$ should be sprayed incorporating both threshold $ET$ and period $T$. Furthermore, threshold condition $R_0$ provides a basic criterion when do we need biological control. For a fixed $c$, it is found that $R_0$ first increases with $R_0 \geq 1$ and then decreases with $R_0 < 1$ when dose $D$ increases. So a single chemical control with large dose can stabilize the prey population below threshold $ET$. Meanwhile, $R_0$ first increases with $R_0 < 1$ and then exceeds 1 as threshold $ET$ increases when we fix $c$. Thus spraying insecticide earlier is more conducive to pest control. In addition, it is observed that the pest population outbreaks intermittently with high frequencies when $R_0 \geq 1$, which increases risk of insect resistance. In this case, biological control such as releasing of natural enemies is initiated to overcome this problem.

Meanwhile, PRCC results demonstrate that control parameters of dose $D$ and threshold $ET$ make great positive contributions to $R_0$. Indeed, biological control together with chemical control not only avoids side effects resulting from a single chemical control but also provides a better way to control pests. Moreover, one-dimensional bifurcations confirm that system (2) exists periodic solutions of any period. Finally, system (2) with closed-loop technics can control pest population below a given threshold. However, under same conditions, system (2) with open-loop technics cannot achieve the purpose of successful pest control, and the feasible measures consist of decreasing period $T$, increasing dose $D$, decreasing period $T$ and increasing dose $D$, in addition to increasing both dose $D$ and $\tau$. Precisely, if a single chemical control is applied after a certain time, then only increasing dose $D$ do not work because of insect resistance. Thus increasing release amount $\tau$ plays a decisive role in pest control.

Compared to previous studies with state-dependent feedback control, we summed up some of the highlights of this study: (1) the killing rates or reductions of chemical control are always assumed to be constants. In fact, the killing rates are dosage dependent which have been involved into our model (2); (2) the existence of periodic solutions is realized by proving existence of fixed points of Poincaré map concerning its main properties; (3) the effects of insecticide dose on the outcomes of a single chemical control or combinations of chemical control and biological control are investigated; (4) bifurcation diagrams show that system (2) exists very complex dynamics when dose $D$ was chosen as a bifurcation parameter.

For the classical Holling II predator–prey model, we consider the effects of dosage of chemical control on prey and predator as non-linear pulse perturbations, it is assumed that insecticide plays its role in decreasing the pest population once it is sprayed. However, there is a certain time for insecticides from spraying to play the role in killing insect, and this action can be described essentially as hysteresis effect. It is well known that Filippov dynamical systems can provide a natural description for such hysteresis effects [6,32]. It is hoped that such research, planned for the near future and to be reported elsewhere, will be useful for agricultural scientists.
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