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Abstract—Data science relies on pipelines that are organized in the form of interdependent computational steps. Each step consists of various candidate algorithms that maybe used for performing a particular function. Each algorithm consists of several hyperparameters. Algorithms and hyperparameters must be optimized as a whole to produce the best performance. Typical machine learning pipelines typically consist of complex algorithms in each of the steps. Not only is the selection process combinatorial, but it is also important to interpret and understand the pipelines. We propose a method to quantify the importance of different layers in the pipeline, by computing an error contribution relative to an agnostic choice of algorithms in that layer. We demonstrate our methodology on image classification pipelines. The agnostic methodology quantifies the error contributions from the computational steps, algorithms and hyperparameters in the image classification pipeline. We show that algorithm selection and hyper-parameter optimization methods can be used to quantify the error contribution and that random search is able to quantify the contribution more accurately than Bayesian optimization. This methodology can be used by domain experts to understand machine learning and data analysis pipelines in terms of their individual components, which can help in prioritizing different components of the pipeline.

Index Terms—image classification, hyperparameter optimization, error contribution, algorithm selection

I. INTRODUCTION

Machine learning and data science have entered many domains of human effort in modern times. The number of self-reported data scientists has doubled in recent years [1]. They have entered various domains including academia, industry and business among others. There has therefore been a demand for machine learning tools that are flexible, powerful and most importantly, interpretable. The effective application of machine learning tools unfortunately requires an expert understanding of the frameworks and algorithms that are present in a machine learning pipeline. It also requires knowledge of the problem domain and understanding of the assumptions used in the analysis. In order for tools to be used adequately by non-experts; new tools must be developed for understanding and interpreting the results of a data analysis pipeline in a specific domain. Pipelines in machine learning and data science are commonly organized in the form of interdependent components. Such components that make up a data analysis pipeline include data preprocessing, feature extraction, feature transformation, model building and model evaluation among others. Fig. 1 shows a generic representation of data analysis pipelines as a feed-forward network. Each computational step of the pipeline \( S_i \) consists of several algorithms \( A_{ij} \) to choose from. Each algorithm in the pipeline has its own hyperparameters \( \theta_{ij} \) that must be optimized. Therefore, there are an exponential number of combinations of algorithms and hyperparameters in a given data analysis pipeline, which makes it computationally intensive task to optimize the pipeline. Tuning this pipeline can be viewed as the optimization of an objective function that is noisy and expensive to evaluate. The input to the pipeline is a dataset \( X \), the pipeline \( P \) (a network consisting of the steps \( S_i \), the algorithms \( A_{ij} \) and corresponding hyperparameters \( \theta_{ij} \)) and the objective to optimize \( Y \) such as validation error, accuracy, F1-score, or cross-entropy loss etc. The goal of a data scientist is to find the best set of algorithms and hyperparameters in this pipeline that optimizes the objective function. This corresponds to finding an optimal path through the pipeline in Fig. 1. Simple methods such as grid and random search [2] have been used to tackle this problem. More complicated approaches such as Bayesian optimization [3], [4] have been used successfully for approaching more difficult problems. Pipeline optimization as a whole has also been approached using genetic algorithms [5], [6]. We use grid search, random search and Bayesian optimization methods for optimization of the pipeline and each individual path in it. Our present goal is not to improve ways to optimize the pipeline,
but to use any one such method to help a domain scientist quantify the importance of different steps in the pipeline. For example “How important is feature extraction?”.

Domain experts prefer to understand how predictive decisions are made by the pipeline. Recently there has been an advent of models and techniques for improving the interpretability of machine learning. [7] introduces a model-agnostic method for interpreting the results of complex machine learning algorithms. [8] uses influence functions to understand blackbox predictions. In this work, we attempt to provide an interpretation of machine learning pipelines in terms of the importance and sensitivity of components in the pipeline (steps, algorithms and hyperparameters) as opposed to the approaches which are geared toward interpretation of algorithms based on the dataset (see [8]). Using our approach, one can understand the importance of different steps like feature extraction and feature transformation and individual algorithms and hyperparameters. To our knowledge, this type of approach to interpretation has not been taken before. To this end, we propose the understanding of the contribution of error in data analysis pipelines using a method that we denote as the agnostic methodology. Essentially, to quantify the contribution of a particular component, we compute the error from the pipeline when the component is selected agnostically. We use the cross-entropy loss as the performance metric of the pipeline when the component is selected.

Pipeline optimization methods and algorithms like grid search, random search [2] and Bayesian optimization [3] are used to optimize the pipeline for performing experiments with our agnostic error contribution methodology. We take two different approaches to optimization. The first is hyperparameter optimization (HPO) where a computational path in Fig. 1 is optimized. The second type of optimization is denoted as combined algorithm selection and hyperparameter optimization (CASH). This term was introduced in [9]. This is a more difficult problem, because the pipeline is optimized globally, in that the result of the optimization is a single optimized path that produces the best performance over all the paths in the machine learning workflow.

We use four datasets to demonstrate the error contribution methodology. The problem we focus on is image classification. We show the performance of the optimization frameworks (HPO and CASH) for the experiments. We show experimentally that CASH using random search and Bayesian optimization can be efficiently used for quantification of errors from the different computational steps of the pipeline. In addition, HPO frameworks of both Bayesian optimization and random search provides estimates of error contributions from the algorithms and hyperparameters in a particular path of the pipeline. We demonstrate from the results that the agnostic error contribution methodology maybe used by both data science and domain experts to improve and interpret the results of image classification pipelines. In addition, we observe that random search is a more accurate estimator of error contribution than Bayesian optimization. Finally, we demonstrate a visualization on a real pipeline.

II. FOUNDATIONS

In this section we describe the optimization problem and methods that are used in this work.

A. Algorithm selection and hyper-parameter optimization

We approach the problem of optimization of the pipeline from two frameworks. In one framework, each path in the pipeline in Fig. 1 is individually optimized. This essentially boils down to the problem of hyper-parameter optimization (HPO) because the hyperparameters of each algorithm are optimized for each individual path. In the second framework, the entire pipeline is optimized. This means that the algorithms and hyperparameters are optimized together. This is denoted as combined algorithm selection and hyper-parameter optimization (CASH).

1) Hyper-parameter optimization (HPO): Let the n hyperparameters in a path be denoted as \( \theta_1, \theta_2, \ldots, \theta_n \), and let \( \Theta_1, \Theta_2, \ldots, \Theta_n \) be their respective domains. The hyperparameter space of the path is \( \Theta = \Theta_1 \times \Theta_2 \times \ldots \times \Theta_n \).

When trained with \( \theta \in \Theta \) on data \( D_{train} \), the validation error is denoted as \( \mathcal{L}(\theta, D_{train}, D_{valid}) \). Using k-fold cross-validation, the hyperparameter optimization problem for a dataset \( D \) is to minimize:

\[
f^D(\theta) = \frac{1}{k} \sum_{i=1}^{k} \mathcal{L}(\theta, D_{train}^{(i)}, D_{valid}^{(i)})
\]

Hyperparameters \( \theta \) may be numerical, categorical or conditional with a finite domain. The minimization of this objective function provides the optimal configuration of hyperparameters on a particular path in the pipeline in Fig. 1. The optimization of the objective function defined by Eq. 1 is very expensive. Depending on the type of hyper-parameter variables, the derivatives and convexity properties may be unknown, and derivative free global optimization methods like Bayesian optimization and techniques like random search may be used to tackle this problem. This framework is represented in Fig. 2.

2) Combined algorithm selection and hyper-parameter optimization (CASH): We can define the CASH formulation using Fig. 1. Let there be \( n \) computational steps in the pipeline. Each step \( i \) in the pipeline consists of algorithms \( A_i(\Theta_i) \), where \( A_i(\Theta_i) = \{A_{i1}(\theta_{i1}), \ldots, A_{imi}(\theta_{imi})\} \), \( m_i \) is the number of algorithms in step \( i \), \( A_{ij} \) represents the \( j \)-th algorithm in step \( i \), and \( \theta_{ij} \) represents the set of hyperparameters corresponding to \( A_{ij} \). The entire space of algorithms and hyperparameters is therefore given by
A. Error contribution with the agnostic methodology

In this section the proposed methodology for quantification of error contribution is presented. The method is independent of the optimization methods that maybe used for both the HPO and CASH formulations.

B. Optimization methods

The critical step in HPO or CASH is to choose the set of trials in the search space, which is Θ for HPO and A for CASH. In this section, methods that are used in this paper for optimization of Eq. 1 and Eq. 2 are described. Grid search, random search and Bayesian optimization are used in this work.

1) Grid search: Grid search is the simplest of all methods for coming up with trials in the search space. The set of trials in grid search is formed by assembling every possible set of values in Θ (HPO) and A (CASH) and computing the validation loss for each. The configuration θ ∈ Θ or A ∈ A that minimizes the validation loss L is chosen as the optimum configuration. Unfortunately grid search is computationally very expensive. For HPO, the number of trials corresponds to Π|Θ|, and for CASH this is Π|A|. This product makes grid search suffer from the curse of dimensionality. This is because the number of trials grows exponentially with the number of hyperparameters. However, grid search has certain advantages. Firstly, parallelization and implementation is trivial. In addition, grid search is robust in the sense that results maybe replicated easily.

2) Random search: Random search is the optimization method where trial configurations are randomly sampled from the search space of Θ (HPO) or A (CASH). [2] shows empirically and theoretically that randomly selecting trials is sufficiently accurate and more efficient than performing optimization using grid search. We also show similar results in this work.

3) Bayesian optimization: Sequential model based Bayesian optimization (SMBO) [10] is the method of choice when it comes to optimization of complicated black-box functions. In a nutshell, it consists of two components. The first is a probabilistic model and the second is an acquisition function. The probabilistic model can be modelled using Gaussian processes (Spearmint) [3], random forests (SMAC) [10] and using density estimation with Tree-structured Parzen estimators (TPE) [11]. The acquisition function determines the future candidates or trials for evaluation. The acquisition function is relatively cheap to evaluate compared to the actual objective function fD. One of the most prominent acquisition functions is expected improvement (EI) [12]. We use the sequential model-based algorithm configuration (SMAC) that uses random forests as the Bayesian optimization framework. This is because it can be used for optimizing conditional hyperparameter configurations. The choice is also based on empirical results in [13].

III. PROPOSED METHODS

In this section the proposed methodology for quantification of error contribution is presented. The method is independent of the optimization methods that maybe used for both the HPO and CASH formulations.

A. Error contribution with the agnostic methodology

We propose an agnostic methodology for quantifying error contributions from different parts of the pipeline. It is defined as the minimum error obtained by being agnostic to a particular component of the pipeline (computational step, algorithms or hyperparameters). We shall define what agnostic refers to for both computational steps, algorithms and hyperparameters individually.

1) Quantification of error from computational steps: The agnostic methodology maybe used for quantification of contributions from computational steps like feature extraction, data pre-processing and learning algorithms. Being agnostic to a computational step means that the algorithms in that step are selected randomly for that step while the remaining pipeline is optimized. The average of the minimum errors obtained
with each algorithm in the step used as the only algorithm in that particular step, provides an estimate of the agnostic error from a particular pipeline. More formally, the agnostic methodology is implemented for computational steps in the following manner. Using Fig. 1 as a reference, let $n$ be the number of steps in the pipeline. Each step in the pipeline is denoted as $S_i$. $|S_i|$ is the number of algorithms in step $i$. $A_{ij}$ denotes the $j$-th algorithm in the $i$-th step. $E^*$ represents the minimum validation error found after optimization of the entire pipeline (using the CASH framework). $E^*_{A_{ij}}$ is the minimum validation error found with $A_{ij}$ as the only algorithm in step $i$. The error contribution from step $i$, $EC^*_{S_i}$ is given by Eq. (3)

$$EC^*_{S_i} = \frac{1}{|S_i|} \sum_{z=1}^{|S_i|} E^*_{A_{iz}} - E^*,$$

(3)

where, $i = 1, ..., n$ and $j = 1, ..., |S_i|$. Taking the difference with respect to the global minimum in Eq. (3) provides an estimate of the error contribution from step $i$ of the pipeline. A large value of $EC^*_{S_i}$ would mean that step $S_i$ is important for the pipeline.

2) Quantification of error from algorithms: The agnostic methodology for algorithms is implemented as follows. Similar to the agnostic methodology for steps, we define the agnostic methodology for algorithms. In this case, we focus on a single path in the pipeline in Fig. 1. Let’s assume we are trying to quantify the error contribution of a particular algorithm $A_{ij}$ that lies on path $p$. Being agnostic to $A_{ij}$ means we optimize everything else on the path except the algorithm. This means that we pick the hyperparameters $\theta_{ij}$ of algorithm $A_{ij}$ randomly while optimizing the rest of the algorithms on the path. This is formally calculated by taking the average of the optimum errors on the path for each configuration of $\theta_{ij}$. The minimum validation error on the path is then subtracted from this error to give us the error contribution from the hyperparameter $\theta_{ij}$ on path $p$. This is again computed using the HPO framework described in section II-A1.

$$EC^*_{\theta_{ij}} = \frac{1}{|\theta_{ij}|} \sum_{z=1}^{|\theta_{ij}|} E^*_{\theta_{ijz}} - E^*_{A_{ij}},$$

(5)

where, $i = 1, ..., n$, $j = 1, ..., |\theta_{ij}|$, $k = number of hyperparameters of algorithm A_{ij}$, $|\theta_{ij}|$ represents the number of configurations of $\theta_{ij}$, $E^*_{\theta_{ij}}$ is the minimum error obtained with the $z$-th configuration of $\theta_{ij}$ and $E^*_{A_{ij}}$ is the minimum error found over the path $p$ that consists of algorithm $A_{ij}$.

IV. EXPERIMENTS AND RESULTS

In this section, we describe the experiments performed on the data analysis pipeline to quantify the error contributions from different components of the pipeline. Image classification is the data analysis problem chosen for demonstrating the error quantification experiments.

![Fig. 3: Representation of the image classification pipeline as a directed acyclic graph used in this work. This is an instantiation of the generalized data analysis pipeline in Fig. 1](image)

The above figure shows the pipeline used in this work. There are 3 computational steps in this pipeline, namely feature extraction ($S_1$), feature transformation ($S_2$) and learning algorithms ($S_3$). The steps, algorithms and corresponding hyperparameters $A_{ij}(\theta_{ij})$ is described in the table.

The algorithms defined in the table are selected for making up the components of the pipeline in Fig. 3. This is meant to serve as an example for demonstrating the experiments using the error contribution framework described in section III. It can easily be generalized to any data analysis problem that involves pipelines.
A. Optimization frameworks

Experiments are performed using two optimization frameworks. These frameworks have been described in detail in Section II-A. The first global optimization framework is the CASH framework described in Section II-A2. Here, the pipeline is optimized as a whole including the algorithms, feature extraction and transformation steps, and hyperparameters of the network are considered. This framework is depicted in Fig. 2b. This is used for quantification of the contribution of error with respect to computational steps in the pipeline.

The second framework is the hyperparameter optimization (HPO) framework where each path in the pipeline is optimized individually. This is described in detail in section II-A1. This framework is used for quantifying the contribution of error with respect to algorithms and hyperparameters in the each path of the pipeline. The framework is depicted in Fig. 2a. Specifically, we choose the path haralick texture features - PCA - random forests to demonstrate the error quantification approach for algorithms and hyperparameters.

TABLE II: Description of the datasets used in this work

| Dataset (notation) | Distribution of classes |
|--------------------|-------------------------|
| Breast cancer (breast) | benign: 151, in-situ: 93, invasive: 202 |
| Brain cancer (brain) | glioma: 16, healthy: 210, inflammation: 107 |
| Material science 1 (matsc1) | dendrites: 441, non-dendrites: 132 |
| Material science 2 (matsc2) | transverse: 393, longitudinal: 48 |

B. Datasets

Four datasets from the domains of medicine and material science are used in this work. They are image datasets of breast cancer [21], brain cancer [22], and two datasets of microstructures in material science [23]. They are described in Table III.

Table III represents datasets from the scientific domain. These datasets have been chosen because they represent examples of real world datasets. They are noisy in the sense that they have artefacts in the images, are heavily imbalanced and are small in terms of number of samples. They are different from the very large datasets like ImageNet [14], where deep learning techniques like convolutional neural networks have been shown to be superior. Even though deep neural networks represent an end-to-end workflow where the input image is fed into the network and the output classification is obtained at the other end, they may also be represented as pipelines, if the hyperparameters of the network are considered. [24] has shown that machine learning problems involving datasets from medical imaging may be solved using pre-trained and fine-tuned neural networks rather than training them from scratch. We have therefore used pre-trained models such as VGGNet [15] and InceptionNet [16] as pre-trained feature extraction models that fit naturally in the pipeline framework described here for the purpose of illustrating the error quantification methodology.

C. Error quantification experiments

Experiments based on the quantification of error contributions framework described in section III-A are presented here.
Fig. 4: Plots of error contributions from computational steps in the pipeline. The x-axis represents the steps in the pipeline - feature extraction, feature transformation and learning algorithms. The y-axis shows the values of the contributions from the corresponding steps in the pipeline. The maximum contribution in terms of error is from the feature extraction step in the pipeline. Random search (blue) follows the behavior of grid search (red) more accurately than Bayesian optimization (yellow). Hence, random search maybe used to quantify the error contributions instead of grid search.

The plots are of the error contribution values calculated using Eqs. 3, 4 and 6 on the 4 datasets described in Table II.

1) Experimental setting: Optimization using the 3 algorithms in section II-B is performed using the pipeline in Fig. 3 on the 4 datasets in Table II. The domain and possible values of the hyperparameters are described in Table III. The convergence criteria (a hyper-hyper-parameter) is set at 50 iterations of unchanging function value for each of the optimization methods. The choice of the convergence criteria and hyperparameters are independent of the error quantification methods. Results maybe obtained by using any choice of values for these components. The continuous hyperparameters maximum features, C and γ have been discretized specifically for comparison of the optimization methods with grid search. In general, discretization of the hyperparameters is not necessary for performing optimization.

The error contribution values are obtained from the trials in the optimization methods described in Section II. Grid search is only run once while the other algorithms are averaged over 5 runs with the mean and standard deviation shown in the following plots. These results are computed on the validation error (cross-entropy loss) obtained at the end of the pipeline. Random search and Bayesian optimization (using the SMAC algorithm) are implemented on both the frameworks described in Section IV-A. The grid search results maybe used as the gold standard to compare the performance of other optimization algorithms.

2) Error contribution from computational steps: The mean and standard deviation values of $EC_S$ calculated using Eq. 3 is represented in Fig. 4 for the 4 datasets in Table II. The error is calculated using the formulation of $EC_S$ in section III-A1. We observe that most of the contribution comes from feature extraction algorithms. This means that it is most important to optimize the feature extraction step among the other steps as...
Fig. 5: Plots of error contributions from algorithms in the pipeline. The x-axis represents the algorithms in the path - *haralick texture features*, *PCA* and *random forests*. The y-axis shows the values of the contributions from the corresponding algorithms in the path. Random search again mirrors the trend of grid search more than Bayesian optimization. Therefore random search maybe used instead of grid search for computing the contribution of error from algorithms in a path. The plots also show that it is more important to tune *haralick texture features*, and *random forests* than it is to tune *PCA*.

Let us look at Fig. 4a (contribution of the steps on the breast) as an example. Here we see that the contribution from the steps reduces in magnitude as we move towards the end of the pipeline. This trend is quantified by all of the three methods - grid search, random search and Bayesian optimization. However, Bayesian optimization is not able to capture the contribution from feature transformation as accurately as random search with respect to grid search. The standard deviation of grid search is 0 because it was only run once for each dataset due to the time required for computation and also because of the robustness of the grid search method (the results don’t change because we try out every single configuration). We observe from the results, that random search follows the behavior of grid search. It mirrors the behavior of grid search, but the results are not robust because of the high standard deviation. This is expected because the search trials may not include all the configurations in the pipeline as opposed to grid search where all the configurations of algorithms and hyperparameters are evaluated. The results of SMAC (Bayesian optimization) in the CASH framework do not follow the behavior of grid search as closely as random search. This is because the trials for SMAC are even more sparse with respect to the algorithms it selects for optimization of the error in Eq. SMAC only samples a few configurations based on the updated probabilistic model as it narrows in on the optimum configuration. Therefore, it sometimes gives erroneous results as can be seen by the contribution of feature transformation in Fig. 4.

3) Error contribution from algorithms: In Fig. 5 the error contributions from algorithms are quantified using the formulation in Section III-A2. We select *haralick texture features*,

- breast
- brain
- matsc1
- matsc2

it is of most importance based on the plots. This confirms our intuitive belief that feature extraction algorithms are the most important components of a machine learning pipeline.
Fig. 6: Plots of error contributions from hyperparameters in the pipeline. The x-axis represents the algorithms in the path - Haralick distance, whitening, Number of estimators and Maximum features. The y-axis shows the values of the contributions from the corresponding hyperparameters in the path. Random search again mirrors the trend of grid search more than Bayesian optimization. Therefore random search maybe used instead of grid search for computing the contribution of error from hyperparameters in a path. The plots also show that it is more important to tune the hyperparameters Haralick distance, and Number of estimators than it is to tune the other hyperparameters.

4) Error contribution from hyperparameters:

Fig. 6 shows the error contributions from hyperparameters quantified using the formulation in Section III-A3. We again select Haralick texture features, PCA and random forests as the path to demonstrate the contribution of error from algorithms. The hyperparameters (from Table III) in this path are Haralick distance, whitening, Number of estimators and Maximum features. Again, we see the trend that random search performs better in terms of following the behavior of grid search than Bayesian optimization.

Let us take the example of the error contribution of algorithms over the selected path in the brain dataset depicted in Fig. 5b. We observe that random forests has the most amount of contribution with respect to the error followed by Haralick texture features and PCA respectively. Again we see that Bayesian optimization is not able to capture the error contributions from random forests adequately.

4) Error contribution from hyperparameters: Fig. 6 shows the error contributions from hyperparameters quantified using the formulation in Section III-A3. We again select Haralick texture features, PCA and random forests as the path to demonstrate the contribution of error from algorithms. The hyperparameters (from Table III) in this path are Haralick distance, whitening, Number of estimators and Maximum features. Again, we see the trend that random search performs better in terms of following the behavior of grid search than Bayesian optimization. In addition, we observe that it is in general more important to tune the hyperparameters Haralick distance, and Number of estimators than it is to tune the other hyperparameters. This again could be due to the number of
Fig. 7: Front-end of the application that shows the interactive screens of the CIR. The first screen from the left shows the actions taken by the experts in the room, and the list of algorithms in the pipeline. The second screen shows a module where the experts may interact with the CIR. The third screen shows the dialogue among the experts and the results of the analysis. The right most screen shows how the error contribution results maybe used by domain experts and data scientists in the room to solve the problem of breast cancer diagnosis.

configurations of the respective hyperparameters in Table III, where a hyper-parameter with a larger search space has more contribution to the error and is therefore more important to tune.

Let us look at the plot in Fig. 6b (contribution of hyperparameters with respect to the brain). In this plot, we again observe that the maximum contribution in terms of error is from the number of estimators hyper-parameter. Similar to the error contribution from steps and algorithms, we observe that even though, Bayesian optimization follows the trend in grid search, it is not able to accurately capture the contribution, especially for the number of estimators hyperparameter.

Fig. 8: Comparison of computational time for running each of the 3 optimization methods in the two optimization frameworks (HPO and CASH) in section II-A averaged over the 4 datasets in Table II. Random search and Bayesian optimization are both more efficient than grid search in terms of computation time and maybe used to quantify the error contribution more efficiently than grid search.

V. APPLICATION

We describe an ongoing application of this work in a project known as the Cognitive Immersive Systems Laboratory (CISL) at Rensselaer Polytechnic Institute (RPI). The next Cognitive and Immersive Situations Room (CIR) to augment group intelligence is being built here.

A demonstration of the CIR for breast cancer diagnosis is shown in Fig. 9. The front-end of the CIR for this specific use-case is shown in Fig. 7. The experts in the room look at

5) Comparison of computation time: Fig. 8 shows the average computation times of each of the algorithms used in the error quantification experiments. We can observe that random search and Bayesian optimization are both efficient in terms of computational time as opposed to grid search. Therefore, both CASH and HPO optimization frameworks using algorithms like Random search and Bayesian optimization maybe used for computation of the error contributions instead of grid search. However, as we have seen repeatedly from the plots in Figs. 4, 5 and 6, random search captures the behavior of grid search more accurately and is more robust than grid-search. Hence, random search maybe used to quantify the contributions from steps, algorithms and hyperparameters accurately and efficiently.

A use case of CISL is to diagnose breast cancer with the help of experts consisting of medical professionals (domain experts) and computer scientists (data scientists). This group of experts come together to solve the problem with the help of the artificial intelligence in the room (CIR).

A demonstration of the CIR for breast cancer diagnosis is shown in Fig. 9. The front-end of the CIR for this specific use-case is shown in Fig. 7. The experts in the room look at
various aspects of the problem which are depicted in the figure. This is an ideal application of the error contribution framework where the experts can look at the contributions of the various components in Fig. 7 and decide on which components to optimize and improve the image classification pipeline.

VI. Conclusion

The suggested approach involves understanding the sources of error contribution in data analysis pipelines. Specifically, we propose an agnostic methodology to quantify the error contributions from different parts of an image classification pipeline, namely computational steps, algorithms and hyperparameters. This is described in Section IV-A. The results in Section IV-C show that the global optimization methods like random search and Bayesian optimization is able to quantify the error contributions as well as grid search. The framework of Bayesian optimization is not as accurate and robust as random search due to reasons specified in Section IV. In general we expect optimization algorithms that have more trials in a larger region of the search space of the configurations to quantify the contributions from components in the pipeline accurately. We intend to explore the results from more hyper-parameter optimization algorithms in the future. The agnostic error contribution methodology maybe used by machine learning practitioners to understand and interpret results of a specific machine learning problem on a dataset. Understanding the sources of contribution will help data scientists quickly iterate over pipelines, algorithms and hyperparameters and find the best set of configurations for solving a particular task by focussing on the important components of the pipeline found from the results. Domain experts like biologists and scientists from different disciplines can use this method to understand and interpret the error in terms of the pipeline used to solve their specific problem. In terms of future work, this formulation could be expanded to cover more data analysis problems more algorithms. The error quantification framework maybe used by any practitioner that works with pipelines for solving a machine learning problem. The pipeline may even be extended to include processes like data cleaning and data normalization. This framework may also be included to understand and interpret deep neural networks, which are more end-to-end in nature. This maybe used for comparing the performance of candidate networks for solving the problem.

References

[1] L. D. Harrison, “The validity of self-reported data on drug use,” Journal of Drug Issues, vol. 25, no. 1, pp. 91–111, 1995.
[2] J. Bergstra and Y. Bengio, “Random search for hyper-parameter optimization,” Journal of Machine Learning Research, vol. 13, no. Feb, pp. 281–305, 2012.
[3] J. Snoek, H. Larochelle, and R. P. Adams, “Practical bayesian optimization of machine learning algorithms,” in Advances in neural information processing systems, 2012, pp. 2951–2959.
[4] Y. Zhang, M. T. Bahadori, H. Su, and J. Sun, “Flash: fast bayesian optimization for data analytic pipelines,” in Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2016, pp. 2065–2074.
[5] R. S. Olson, N. Bartley, R. J. Urbanowicz, and J. H. Moore, “Evaluation of a tree-based pipeline optimization tool for automating data science,” in Proceedings of the Genetic and Evolutionary Computation Conference 2016. ACM, 2016, pp. 485–492.
[6] R. S. Olson and J. H. Moore, “Ttop: A tree-based pipeline optimization tool for automating machine learning,” in Workshop on Automatic Machine Learning, 2016, pp. 66–74.
[7] M. T. Ribeiro, S. Singh, and C. Guestrin, “Model-agnostic interpretability of machine learning,” in Workshop on Automatic Machine Learning, 2016, pp. 66–74.
[8] P. W. Koh and P. Liang, “Understanding black-box predictions via influence functions,” arXiv preprint arXiv:1703.04730, 2017.
[9] C. Thornton, F. Hutter, H. H. Hoos, and K. Leyton-Brown, “Auto-weka: Combined selection and hyperparameter optimization of classification algorithms,” in Proceedings of the 19th ACM SIGKDD international conference on Knowledge discovery and data mining. ACM, 2013, pp. 847–855.
[10] F. Hutter, H. H. Hoos, and K. Leyton-Brown, “Sequential model-based optimization for general algorithm configuration,” in International Conference on Learning and Intelligent Optimization. Springer, 2011, pp. 507–523.
[11] J. S. Bergstra, R. Bardenet, Y. Bengio, and B. Kégl, “Algorithms for hyper-parameter optimization,” in Advances in neural information processing systems, 2011, pp. 2546–2554.
[12] J. Močkus, “On bayesian methods for seeking the extremum,” in Optimization Techniques IFIP Technical Conference. Springer, 1975, pp. 400–404.
[13] K. Eggersperger, M. Feurer, F. Hutter, J. Bergstra, J. Snoek, H. Hoos, and K. Leyton-Brown, “Towards an empirical foundation for assessing bayesian optimization of hyperparameters,” in NIPS workshop on Bayesian Optimization in Theory and Practice, vol. 10, 2013.
[14] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on. IEEE, 2009, pp. 248–255.
[15] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.
[16] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 2818–2826.
[17] S. Wold, K. Esbensen, and P. Geladi, “Principal component analysis,” Chemometrics and intelligent laboratory systems, vol. 2, no. 1-3, pp. 37–52, 1987.
[18] J. B. Tenenbaum, V. De Silva, and J. C. Langford, “A global geometric framework for nonlinear dimensionality reduction,” science, vol. 290, no. 5500, pp. 2319–2323, 2000.
[19] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–32, 2001.
[20] C. Cortes and V. Vapnik, “Support-vector networks,” Machine learning, vol. 20, no. 3, pp. 273–297, 1995.
[21] C. Bilgin, C. Demir, C. Nagni, and B. Yener, “Cell-graph mining for breast tissue modeling and classification,” in Engineering in Medicine and Biology Society, 2007. EMBS 2007. 29th Annual International Conference of the IEEE. IEEE, 2007, pp. 5311–5314.
[22] C. Gunduz, B. Yener, and S. H. Gultekin, “The cell graphs of cancer,” Bioinformatics, vol. 20, no. suppl_1, pp. i145–i151, 2004.
[23] A. Chowdhury, E. Kautz, B. Yener, and D. Lewis, “Image driven machine learning methods for microstructure recognition,” Computational Materials Science, vol. 123, pp. 176–187, 2016.
[24] H.-C. Shin, H. R. Roth, M. Gao, L. Lu, Z. Xu, I. Noguees, J. Yao, D. Mollura, and R. M. Summers, “Deep convolutional neural networks for computer-aided detection: Cnn architectures, dataset characteristics and transfer learning,” IEEE transactions on medical imaging, vol. 35, no. 5, pp. 1285–1298, 2016.
[25] H. Su, “The cognitive and immersive situations room,” XRDS: Crossroads, The ACM Magazine for Students, vol. 23, no. 3, pp. 20–23, 2017.