Comparison of K-Nearest Neighbour and support vector machine for choosing senior high school
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Abstract. The aim of this research is to compare K-Nearest Neighbour (KNN) and Support Vector Machine (SVM) algorithm which are used for choosing senior high school recommendation. As we know that education is an important aspect in the development of a nation. The methodology that used in this research is data mining through Knowledge Discovery in Database (KDD) stages, which consist of cleaning, data integration, data selection, data transformation, data mining, pattern evaluation, and knowledge presentation. KNN and SVM are the most common algorithms used in data mining and decision support system. Either KNN or SVM in this research used for classifying the type of senior high school by input parameters, among others national examination score, student interest, and counsellor suggestion. Based on the experiment with several training and testing data, the result shows that SVM is better than KNN. SVM has an accuracy value around 97.1%, while KNN has an accuracy value around 88.5%. And also, SVM has processing time faster than KNN.

1. Introduction
Education is the most important sector in the development of a nation. A nation is said to be an advanced nation if the education level of its citizens is good. The aim and function of national education is to develop the ability and build the dignified national civilization in order to educate the life of the nation, to develop the potential of students to become believers and fear of God Almighty, noble, healthy, knowledgeable, capable, creative, independent and become a democratic and responsible citizen.

To realize the aim of national education optimally, each student needs to take formal education at least until students take senior high school and it is better to continue to university. The level of formal education starts with basic education (elementary school), then continues with secondary education (junior high school and senior high school). Senior high school in Indonesia consists of general secondary education and vocational secondary education. General secondary education such as senior high school (SMA), Madrasah Aliyah (Islamic senior high school/ MA), vocational high school (SMK), vocational Madrasah Aliyah (MAK), or other equivalent secondary education.

In line with the explanation above, after graduating from junior high school, every grade IX student (third-year student) should continue their education to senior high school, Madrasah Aliyah, vocational high school, or another equivalent school. Commonly, class IX students who take junior high school education will certainly faced with the problem of choosing senior high schools, both general senior high school, and vocational high schools. Choosing a right senior high school is an important factor because it relates to the future of students. In determining of senior high school, a
variety of considerations needed, one of them is the student concerned. Because every student has the right to choose a school according to his talent. Therefore, it is necessary to design an expert system that can help students to determine their advanced studies by their potentials. Expert system is a system that stores expert knowledge, not used to replace the role of an expert, but to help solve problems like an expert [1-3].

Similar studies that had been conducted, including: bank credit risk analysis with k-nearest-neighbour classifier: case of Tunisian banks[4]; the implementation of Nearest Neighbour and CBR algorithms on expert systems of sexual behavior deviations [5]; ace recognition uses SVM Multi Kernel with increased learning [6]; the comparation of text mining with Naïve Bayes classifier, nearest neighbour, and decision tree to detect Indonesian swear words on Twitter [7]; classification system of philodendron leaf ornamental plants using the K-Nearest Neighbour (KNN) method based on the Hue Saturation Value (HSC) [8]; and the comparison of Naïve Bayes Classifier with Nearest Neighbour for identification of eye diseases [9]. This study uses as well as comparing the use of the KNN algorithm with SVM for the determination of senior high school for junior high school students

2. Methods
This study uses a prototype model as software development life cycle. Prototyping is a fast development and testing of the model (prototype) of a software through an interactive process [10-12]. Then, for modelling the analysis and design of this study use the Unified Modelling Language (UML) approach that parses the system with visual models [13]. The algorithm that chosen as the model implemented in the system is a data mining mechanism. Data Mining is a useful technology to find the most important information (insight of data) [6]. The data mining methodology used in this study uses the Knowledge Discovery in Database (KDD) model. Beginning from database collection that used for cleaning and integration data, preparing flat files in data warehouse then conducting selection and transformation from data warehouse, conducting data mining itself, and the last find the knowledge from evaluation and presentation as the result of data mining process.

In detail, the phases of KDD, among others [14]: Data Cleaning: is a process to eliminate data that contains noise, inconsistent data, or redundant data; Data Integration: in this stage, the data will be merged from various sources; Data Selection: is a process to select a relevant data from database; Data Transformation: in this stage, the data will be transformed into the suitable format for the needs of data mining process; Data Mining: is an important process where the pattern of data will be extracted using various methods or algorithms; Pattern Evaluation: the patterns that have been produced from data mining process will be evaluated based on certain metrics for finding interesting pattern; and Knowledge Presentation: this is the last stage where the knowledge that have found will be visualized to described the important information more clearly and easily. System reliability in this research is reached by analytical, logical, conceptual, and operational verification [15].

3. Result and Discussion

3.1. Problem Analysis
This research is an information system design to help junior high school students to choose a senior high school based on their potentials. Information system combine the technology and human activities [16], such as used to support decision making [17]. Information systems are systems that manage the organized data [1], that built based on user requirements [18], information systems have a good flexibility that allows them to be developed into better systems [19], and capable of solving complex data [20]. The expert system can also be said as an intelligent information system that has expert knowledge and solve the problem as like as an expert [21]. Based on much previous research, information system has advantages such as good data accessibility [22], efficient processing time [23], accurate [24], precise support decision [25], more economical [26], widely used [27], increase the understanding of user [2], improve productivity [28], present data and information well [29], and as media to save data [30].

In this study, data mining is used as a technique to recommend selection of senior high school, and counsellors are needed as an expert to give their knowledge and judgments for the functioning quality
of the system in solving the problem. Data Mining is defined as a series of processes to get knowledge or patterns from a data set [31]. The development of data mining cannot be separated from the advancement of information technology that allows large amounts of data to accumulate. As data mining is increasingly needed, several classification algorithms appear to process large amounts of data [32].

Classification is a supervised learning process. Classification is defined as a form of data analysis to extract a model that will be used to predict class labels [14]. Classification methods commonly used such as Decision Tree, KNN, Naïve Bayes, Artificial Neural Network, and SVM. KNN is a classification method that determines the label (class) of a new object based on the class that is a majority from k-neighbour in the training set. KNN is a classification algorithm based on analogy, which compares testing data with training data that are close to and have similarities to the test data. [33]. While SVM Algorithm is a classification method in machine learning with Structural Risk Minimization (SRM) principle that aim to find the best hyperplane that separates two classes in the input space [34]. Either KNN or SVM algorithms has advantages and disadvantages. Therefore, in this study will make a comparison between KNN and SVM algorithms to obtain which algorithm that has better accuracy in the classification that determines the senior high schools’ recommendation for class IX junior high school students (the case study of this research at Madrasah Tsanawiyah/ MTS/ Islamic Junior High School Nurul Anwar). So, the comparison parameters of the KNN and SVM algorithms are the accuracy of the classification result and the processing time.

3.2. Data Mining

3.2.1. K-Nearest Neighbour Algorithm. The KNN algorithm is a method for classifying objects based on learning data that are closest to the object. Learning data is projected to be a multi-dimensional space, where each dimension represents the features of the data. This space divided into sections based on the classification of learning data. A point in this space is marked with class c, if class c is the classification that most often found in the k-neighbour of the closest to that point [35].

KNN is a supervised method, where the results of querying new instances classified according to the majority of categories on the KNN. In the training phase, this algorithm only stores feature vectors and classifications of training sample data. In the classification phase, the same features calculated for data testing (the classification is unknown). The distance from this new vector to all sample training vectors calculated, and the closest k will taken. The new point of classification that is already predicted to included in the most classification of these points. Equation (1) is used to calculate the similarity of the data in k-neighbour.

\[
\text{Similarity} (T, S) = \frac{\sum_{i=1}^{n} \text{Sim}(K(T), K(S))w_i}{\sum_{i=1}^{n} w}
\]

Where:  
T = testing data  
S = training data  
n = total of criteria  
w = weight of criteria  
Sim (K(T), K(S)) = Similarity value or criteria distance between case target and source target

3.2.2. Support Vector Machine Algorithm. SVM is a learning machine method that works on the principle of Structural Risk Minimization (SRM) with the aim of finding the optimal hyperplane that separates two classes in the input space [6]. The optimal hyperplane is a hyperplane that located in the middle between two sets of objects from two classes. The optimal hyperplane as a separator between the two classes can be found by measuring the margin of the hyperplane and finding its maximum point. The margin is the distance between the hyperplane and the closest pattern of each class. The closest pattern is called support vector [34]. Figure 1 describes the concept of SVM to find the optimal hyperplane.
3.3. Implementation and Experiment

3.3.1. K-Nearest Neighbour Algorithm. The processes of KNN Algorithm are among others: Determine k parameter (total closest neighbour); Calculate the square of the Euclidean distance of the object against the given training data; Sort the result of (b) from the highest value into a lowest value; Gather Y category (nearest neighbour classification based on k value); and by using the closest majority category, the category of the class of objects can predicted. Table 1 until Table 4 presents the calculation of closeness value between an object with 10 data sample. Where SMA is general senior high school, SMK is vocational high school, MA is Madrasah Aliyah. The percentage of each parameter given by school academics and counselor.

Table 1. Value closeness with the KNN algorithm

| National Exam Score (30%) | Student Interest (50%) | Counsellor Suggestion (20%) |
|---------------------------|------------------------|-----------------------------|
| Training Data | Testing Data | Closeness Value | Training Data | Testing Data | Closeness Value | Training Data | Testing Data | Closeness Value |
| High | High | 1 | SMK | SMK | 1 | SMK | SMK | 1 |
| High | Middle | 0.5 | SMK | SMA | 0.5 | SMK | SMA | 0.5 |
| High | Low | 0 | SMK | MA | 0 | SMK | MA | 0 |
| Middle | High | 0.5 | SMA | SMK | 0.5 | SMA | SMK | 0.5 |
| Middle | Middle | 1 | SMA | SMA | 1 | SMA | SMA | 1 |
| Middle | Low | 0.5 | SMA | MA | 0.5 | SMA | MA | 0.5 |
| Low | High | 0 | MA | SMK | 0 | MA | SMK | 0 |
| Low | Middle | 0.5 | MA | SMA | 0.5 | MA | SMA | 0.5 |
| Low | Low | 1 | MA | MA | 1 | MA | MA | 1 |

Table 2. Training data sample for KNN Algorithm

| No | Name | National Exam Score | Student Interest | Counsellor Suggestion | Goal |
|----|------|---------------------|------------------|-----------------------|------|
| 1  | Ade Y | Middle | SMK | SMK | SMK |
| 2  | Anggi | Middle | SMK | SMK | SMK |
| 3  | Laela | High | SMA | SMA | SMA |
| 4  | Indra | Middle | SMK | SMK | SMK |
| 5  | Wati | Middle | SMA | SMA | SMA |
| 6  | Risma | Middle | SMA | SMA | SMA |
| 7  | Siti P | Middle | SMA | SMA | SMA |
| 8  | Faysal | Low | SMA | MA | MA |
| 9  | Lastri | Middle | SMA | SMA | SMA |
| 10 | Hana | Middle | SMK | SMK | SMK |
Furthermore, senior high school recommendations in 3.3.2.

Table 3. Calculation of closeness value eith KNN Algorithm

| Closeness | National Exam Score | Student Interest | Counsellor Suggestion | Closeness Value | Class   |
|-----------|---------------------|------------------|-----------------------|----------------|--------|
| data1     | S R 0.5 0.3 0.2 SMK | SMK 1 0.5 0.5 SMK | MA 0 0.2 0 0.65    |                |        |
| data2     | S R 0.5 0.3 0.2 SMK | SMK 1 0.5 0.5 SMK | MA 0 0.2 0 0.65    |                |        |
| data3     | T R 0 0.3 0 SMA    | SMK 0.5 0.3 SMK | MA 0 0.2 0 0.25    |                |        |
| data4     | S R 0.5 0.3 0.2 SMK | SMK 1 0.5 0.5 SMK | MA 0 0.2 0 0.65    |                |        |
| data5     | S R 0.5 0.3 0.2 SMA | SMA 0.5 0.3 SMA | MA 0.5 0.2 0.1 0.50|                |        |
| data6     | S R 0.5 0.3 0.2 SMA | SMA 0.5 0.3 SMA | MA 0.5 0.3 0.3     |                |        |
| data7     | S R 0.5 0.3 0.2 SMK | SMK 1 0.5 0.5 SMK | MA 0 0.2 0 0.65    |                |        |
| data8     | R R 1 0.3 0.3 SMA   | SMK 0.5 0.3 SMK | MA 1 0.2 0.2 0.75  |                |        |
| data9     | S R 0.5 0.3 0.2 SMA | SMA 0.5 0.3 SMA | MA 0.5 0.2 0.1 0.50|                |        |
| data10    | S R 0.5 0.3 0.2 SMK | SMK 1 0.5 0.5 SMK | MA 0 0.2 0 0.65    |                |        |

Legend: \( R = \) Low; \( S = \) Middle; \( T = \) High; \( N1 = 1st \) test value \( N2 = 2nd \) test value; \( K = \) Closeness; \( BN = \) Weight value \( HN = K \ast BN \)

Table 4. The Result of KNN Algorithm

| No | Name | National Exam Score | Student Interest | Counsellor Suggestion | Closeness Value | Class   |
|----|------|---------------------|------------------|-----------------------|----------------|--------|
| 1  | Faysal | Low            | SMA              | MA                    | 0.75           | MA     |
| 2  | Ade   | Middle            | SMK              | SMK                   | 0.65           | SMK    |
| 3  | Anggi | Middle            | SMK              | SMK                   | 0.65           | SMK    |
| 4  | Indra | Middle            | SMK              | SMK                   | 0.65           | SMK    |
| 5  | Siti  | Middle            | SMK              | SMK                   | 0.65           | SMK    |
| 6  | Hana  | Middle            | SMK              | SMK                   | 0.65           | SMK    |
| 7  | Lastri| Middle           | SMA              | SMA                   | 0.50           | SMA    |
| 8  | Wati  | Middle            | SMA              | SMA                   | 0.50           | SMA    |
| 9  | Risma | Middle            | SMA              | SMA                   | 0.40           | SMA    |
| 10 | Laela | High              | SMA              | SMA                   | 0.25           | SMA    |

3.3.2. Support Vector Machine. Implementation of SVM algorithm is the same as the sample that used in KNN algorithm. The process and the result of SVM presented in Table 5 until Table 7. Furthermore, senior high school recommendations class is separated with three dividing lines, among others \( Y_1, Y_2, \) and \( Y_3 \) (Figure 2)

Table 5. Data Training of SVM algorithm (the weight value can see in Table 6)

| No | Name  | Weight of National Exam Score | Weight of Student Interest | Weight of Counsellor Suggestion |
|----|-------|-------------------------------|---------------------------|-------------------------------|
| 1  | Ade   | 0.5                           | 1                         | 1                             |
| 2  | Anggi | 0.5                           | 1                         | 1                             |
| 3  | Laela | 1                             | 0.5                       | 1                             |
| 4  | Indra | 0.5                           | 1                         | 1                             |
| 5  | Wati  | 0.5                           | 0.5                       | 0.5                           |
| 6  | Risma | 0.5                           | 0.5                       | 1                             |
| 7  | Siti  | 0.5                           | 1                         | 1                             |
| 8  | Faysal| 0                             | 0.5                       | 0                             |
| 9  | Lastri| 0.5                           | 0.5                       | 0.5                           |
| 10 | Hana  | 0.5                           | 1                         | 1                             |

Table 6. Criteria for SVM algorithm

| Criteria   | Letter Value | Weight Value |
|------------|--------------|--------------|
| National Exam Score | High | 1        |
| Low        | 0            |
| Student Interest | SMK | 1        |
| SMA        | 0.5          |
| MA         | 0            |
| Counsellor | SMK | 1        |
| Suggestion | SMA | 0.5     |
| MA         | 0            |
3.3.3. Result of Accuracy and Processing Time. The experiment of accuracy and processing time of KNN and SVM algorithm use were conducted using 35 student’s data. The results of accuracy and processing time using KNN classifier with 30 data in the correct class and 4 data in the incorrect class. Based on the result, the KNN has an accuracy of around 85.71%. While, for the SVM algorithms classify 34 in the correct class and 1 data in the incorrect class, so that SVM has an accuracy around 97.10%. And also, the processing time for SVM is faster than KNN, SVM has 0.001383 seconds while KNN has 0.003690 seconds of processing time.

4. Conclusion

Based on the experiment of this research, the implementation SVM, and KNN algorithm in classify the recommendation of the senior high school selection, the SVM algorithm has better accuracy and processing time compared to the KNN algorithm, which in this study uses data samples from class IX students of MTs Nurul Anwar, Sindangkasih, Ciamis. This study recommends the use of the SMV algorithm (compared to the KNN algorithm) for expert systems in determining senior high schools or for another similar study.
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