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ABSTRACT

Observations of redshift-space distortions in spectroscopic galaxy surveys offer an attractive method for measuring the build-up of cosmological structure, which depends both on the expansion rate of the Universe and our theory of gravity. The statistical precision with which redshift space distortions can now be measured demands better control of our theoretical systematic errors. While many recent studies focus on understanding dark matter clustering in redshift space, galaxies occupy special places in the universe: dark matter halos. In our detailed study of halo clustering and velocity statistics in $N$-body simulations, we uncover a complex dependence of redshift space clustering on halo bias. We identify two distinct corrections which affect the halo redshift space correlation function on quasilinear scales ($\sim 30 - 80 h^{-1}$Mpc): the non-linear mapping between real and redshift space positions, and the non-linear suppression of power in the velocity divergence field. We model the first non-perturbatively using the scale-dependent Gaussian streaming model, which we show is accurate at the < 0.5 (2) per cent level in transforming real space clustering and velocity statistics into redshift space on scales $s > 10 (s > 25) h^{-1}$Mpc for the monopole (quadrupole) halo correlation functions. The dominant correction to the Kaiser limit in this model scales like $b^3$. We use standard perturbation theory to predict the real space pairwise halo velocity statistics. Our fully analytic model is accurate at the 2 per cent level only on scales $s > 40 h^{-1}$Mpc for the range of halo masses we studied (with $b = 1.4 - 2.8$). We find that recent models of halo redshift space clustering that neglect the corrections from the bispectrum and higher order terms from the non-linear real-to-redshift space mapping will not have the accuracy required for current and future observational analyses. Finally, we note that our simulation results confirm the essential but non-trivial assumption that on large scales, the bias inferred from real space clustering of halos is the same one that determines their pairwise infall velocity amplitude at the per cent level.
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1 INTRODUCTION

The growth of large-scale structure, as revealed in the clustering of galaxies observed in large redshift surveys, has historically been one of our most important cosmological probes. This growth is driven by a competition between gravitational attraction and the expansion of space-time, allowing us to test our model of gravity and the expansion history of the Universe. Despite the fact that galaxy light doesn’t faithfully trace the mass, even on large scales, galaxies are expected to act nearly as test particles within the cosmological matter flow. Thus the motions of galaxies carry an imprint of the rate of growth of large-scale structure and allows us to both probe dark energy and test General Relativity (see e.g. Jain & Zhang 2008; Nesseris & Perivolaropoulos 2009; Song & Koyama 2009; Song & Percival 2009; Percival & White 2008; McDonald & Seljak 2008; White, Song & Percival 2009 for recent studies).

This measurement of the growth of structure relies on redshift-space distortions seen in galaxy surveys (Kaiser 1987). Even though we expect the clustering of galaxies in real space to have no preferred direction, galaxy maps produced by estimating distances from redshifts obtained in spectroscopic surveys reveal an anisotropic galaxy distribution. This anisotropy arises because galaxy recession velocities, from which distances are inferred, include components from both the Hubble flow and peculiar velocities driven by the clustering of matter (see Hamilton 1998 for a
On large scales, where linear perturbation theory is valid, it is natural to work in a Fourier basis because the symmetries of the background solution imply that k-modes evolve independently. On smaller scales, and especially once survey non-idealities and fingers-of-god become important, the choice is not so clear. Because the velocity field departs from its linear theory prediction on extremely large scales \( k \lesssim 0.03 \, h \, \text{Mpc}^{-1} \), models beyond linear theory must be used to extract cosmological information from redshift surveys. This has been long recognised and a variety of methods have been attempted to model the distortions. Several recent studies of redshift space distortions have provided non-linear descriptions of the matter density field in Fourier space (Taruya, Nishimichi & Saito 2010; Jennings, Baugh, & Pascoal 2011), which agree well with direct N-body calculations of the effect. However, we do not generally observe the matter density but rather tracers which tend to live in dark matter halos. This introduces further effects which must be carefully modelled if we are to achieve the desired accuracy. In this paper we find a strong dependence on halo bias in the shape of the redshift space correlation function, indicating the need for more sophisticated theoretical models (see also Taruya, Saito & Nishimichi 2010 for a Fourier-space approach). We trace this strong bias dependence primarily to the non-linear mapping between real and redshift space. While more slowly varying with bias, non-linear evolution of the pairwise velocity distribution also substantially changes the redshift space clustering in comparison to linear theory.

The outline of the paper is as follows. We first review linear and quasilinear descriptions of redshift space distortions in both Fourier and configuration space, and introduce the scale-dependent Gaussian streaming model that we study in detail in this paper. In Section 2.2, we present a simplified Fisher matrix calculation of the expected constraint on the peculiar velocity field from the ongoing Baryon Oscillation Spectroscopic Survey (BOSS; Schlegel, White & Eisenstein 2009; Eisenstein, et al. 2011). This calculation sets the target for the accuracy of our model. In Section 3, we compare the streaming model ansatz as a transformation between real space clustering and velocity statistics and clustering in redshift space for halo mass bins, finding very good agreement. Then Section 4 examines the ability of perturbation theory to describe the four ingredients of the streaming model ansatz for tracers of the matter density field: the real space correlation function, the mean tracer pairwise velocity, and the tracer velocity dispersions along and perpendicular to the line-of-sight (LOS). We show in Section 5 that using our perturbation theory description as input into the scale-dependent Gaussian streaming model, we have an analytic model accurate at the 2 per cent level on scales \( r > 40 \, h^{-1} \, \text{Mpc} \).

We begin by reviewing the effect of redshift space distortions in linear theory both in Fourier space and configuration space. While Fourier space is usually preferred for theoretical investigations, configuration space is simpler when dealing with wide-angle effects (e.g. Papai & Szapudi 2008) and often preferred in observational analyses.

## 2 MODELLING REDSHIFT SPACE DISTORTIONS

### 2.1 Linear theory: Fourier space

The redshift-space position \( s \) of a galaxy differs from its real-space position \( r \) due to its peculiar velocity,

\[
s = r + v_z(x) \hat{z},
\]

where \( \hat{z} \) is the line-of-sight (LOS) component of the galaxy velocity (assumed non-relativistic) in units of the Hubble velocity, and we have taken the LOS to be the \( z \)-axis. We shall adopt the “plane-parallel” approximation, so this direction is fixed for all tracers (halos, galaxies, etc.).

The galaxy overdensity field in redshift-space can be obtained by imposing mass conservation, \( (1 + \delta) d^3s = (1 + \delta) d^3r \). For a uniform, \( z \)-independent mean galaxy density, the exact Jacobian for the real-space to redshift-space transformation is

\[
\frac{ds}{dr} = \left( 1 + \frac{v_z}{c} \right) \left( 1 + \frac{dv_z}{dc} \right)^{-1}
\]

In the limit where we are looking at scales much smaller than the mean distance to the pair, \( v/c \) is small and it is only the second term that is important (Kaiser 1987 but see Papai & Szapudi 2008; Shaw & Lewis 2008).

\[
1 + \delta_z^2 = \left( 1 + \delta_z \right) \left( 1 + \frac{nv_z}{d_z} \right)^{-1}.
\]

If we assume an irrotational velocity field we can write \( v_z = -\partial_\theta \varphi \nabla^2 \theta \), where \( \theta = -\nabla \cdot \mathbf{v} \), and \( \nabla^2 \) is the inverse Laplacian operator. In Fourier space, \( \partial_\theta \varphi \nabla^2 \theta = (k_z/k)^2 = \mu^2 \), where \( \mu \) is the cosine of the LOS angle, so we have

\[
\delta_z^2(k) = \delta_z(k) + \mu^2 \theta(k),
\]

to linear order. It is further often observed that the velocity field comes from linear perturbation theory. Then

\[
\theta(k) = f \theta_\mathcal{M}(k),
\]

where \( f \equiv d \ln D/d\ln a \approx \Omega_m^{0.5} \) (Peebles 1980).

For a population of galaxies, which we denote with a subscript \( g \), the linear, redshift-space power spectrum is then proportional to the linear, real-space matter power spectrum,

\[
P^g_s(k) = \left( b + f \mu^2 \right)^2 P_m(k) = b^2 \left( 1 + \mu^2 \right)^2 P_m(k).
\]
We reproduce the relevant linear theory velocity predictions here, but generalised to linearly biased tracers with bias $b$:

$$v_{12}(r) = v_{12}(r)\hat{e} = -\frac{L_b}{2\pi} \int dk \, p_m^*(k)j_1(kr)$$

$$v_{12}(r) = \Psi_1(r)\delta_\mu + [\Psi_1(r) - \Psi_2(r)]\Phi_j$$

$$\Psi_1(r) = \frac{\rho^2}{2\pi} \int dk \, p_m^*(k) \left[ \hat{j}_0(kr) - \frac{2j_1(kr)}{kr} \right]$$

$$\sigma^2_{12}(r,\mu) = 2\left[ \sigma^2_{12} - \mu^2\Psi_1(r) - (1 - \mu^2)\Psi_2(r) \right]$$

where $\mu = \mathbf{r} \cdot \mathbf{r}$ denotes the angle between the LOS and the pair separation vector and $\sigma^2_{12}$ is the one-dimensional velocity dispersion, $\frac{1}{2}(\nabla \cdot v(x))$. Our Fourier courier is

$$f(x) = \int \frac{dk}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{x}} f(k); \quad \hat{f}(k) = \int d^3xe^{-i\mathbf{k} \cdot \mathbf{x}} f(k).$$

Fisher (1995) derived the linear theory redshift space distortion limit in configuration space under the assumption that the density and velocity fields are Gaussian, which amounts to evaluating the following expression:

$$1 + \xi^s(r_x, r_y) = \left\langle \int dy \, (1 + \delta_1)(1 + \delta_2) \delta^3(r_x - y + v_1 - v_2) \right\rangle,$$

where $\delta_1$ and $\delta_2$ are the density and LOS velocity at two points with real space separation $y$ along the LOS and $r_x$ perpendicular to the LOS, and $\delta^3$ is the Dirac delta function ensuring that the pair is mapped to redshift space separation $r_x$. We can then re-express $\delta^3$ and compute the expectation value, assuming Gaussian statistics (eq. 20 of Fisher 1995):

$$1 + \xi^s(r_x, r_y) = \int \frac{dy}{2\pi \sigma^2_{12}(y)} \exp \left[ \frac{(r_x - y)^2}{2\sigma^2_{12}(y)} \right] \times$$

$$\left[ 1 + \xi^s(r_x) + \frac{v_y^2(r_x)}{r} \sigma^2_{12}(y) - \frac{1}{2} \frac{\partial^2}{\partial y^2} \sigma^2_{12}(y) \right],$$

If we expand Eq. (15) to linear order, the redshift space correlation function is equivalent to

$$\xi^s(r_x, r_y) = \xi^s(s) - \frac{d}{dy} \left[ \frac{v_y(r_y)}{r} \right]_{\text{los}} + \frac{1}{2} \frac{d^2}{dy^2} \left[ \sigma^2_{12}(y) \right]_{\text{los}} + (1 - \mu^2)\Psi_1(r),$$

where $\xi^s(s) = b^2\xi^s(s)$ is the real space linear galaxy correlation function evaluated at redshift space separation $s^2 = r_x^2 + r_y^2$. The magnitude of the squashing along the LOS is referred to as the ‘fingers-of-god.’

Figure 1. Contours of constant $\xi$ as a function of separation perpendicular (R) and parallel (Z) to the line-of-sight (LOS) from the mock galaxy catalogues in White et al. (2011). The magnitude of the squashing along the Z axis depends on the amplitude of the peculiar velocity field, which is related to the overdensity field on large scales (Eq. 9). The stretching of the contours near R=0 results from small-scale velocity dispersions and is often referred to as the ‘fingers-of-god.’
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As is so often the case, our strongest statistical constraints come from the smaller scales where we have a large number of independent samples within our survey. These are also the scales for which the simple linear theory described in the last section is the least applicable. A standard approach to include small-scale non-linearities manifest as fingers-of-god is to use a streaming model, where linear theory is spliced together with an approximation for random motion of particles in collapsed objects (e.g. Peacock 1992). This arises from ignoring the scale-dependence of the mapping between real and redshift space separations and assuming an isotropic velocity dispersion and amounts to convolving the linear theory result with a LOS smearing or multiplying the power spectrum by the Fourier transform of the small-scale velocity PDF. Peacock (1992) proposed a simple extension of linear theory for the matter power spectrum in redshift space:

\[ P_\text{m}(k, \mu) = \left(1 + f\mu^2 \right) P_\text{m}^{\text{LT}}(k) e^{-k^2\sigma^2_v} \]  
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and halos in N-body simulations, assuming a relation like Eq. \[2\] but with a more general multiplicative damping term. Their procedure does not work for halos unless they account for a higher order term in perturbation theory which scales like \(b^2 P_{\delta\delta} \).

Going beyond linear theory perturbatively introduces extra "mode coupling" terms, some of which can be resummed into a \(\mu\)-dependent damping. Bharadwaj (1999) Eisenstein, Seo & White (2007) Crocce & Scoccimarro (2008) Matsubara (2008a,b) Nishimichi & Saito (2010). For example, in the formalism of Matsubara (2008a,b) the damping is exponential with an angular dependence \((k + f k s k)^2\) or \[1 + f (2 + f / \mu^2) k^2\] and the mode-coupling terms go up to \(\mu^2\). However the range of validity of perturbation theory is limited, and it clearly cannot be extended to the dynamics of collapsed objects, so it is not clear how much guidance these forms provide.

Another issue of utmost importance in the application to galaxy surveys, but that was not addressed in most of these recent perturbation theory studies, is the inclusion of bias. Heavens, Matarrese, & Verde (1998) computed the redshift space power spectrum for biased tracers in standard perturbation theory. This approach is complicated by the need to introduce a smoothing scale by which to define local Eulerian biasing, and Roth & Porciani (2011) found that this biasing scheme is not very accurate compared with halos in N-body simulations. Finally, standard perturbation theory cannot be used to predict the behaviour of the correlation function because \(\xi_{\delta\delta}(k)\) diverges for large \(k\), which contributes to \(\xi(r)\) even for large \(r\) (see discussion in Section IIIB of Matsubara 2008a,b).

Recently Matsubara (2008a,b) have addressed both of these shortcomings of SPT by developing a Lagrangian perturbation theory (LPT) description including non-linear local Lagrangian bias in redshift space which does not require the introduction of a smoothing scale, and is well-behaved at large \(k\) for \(\xi(r)\) to be computed. In Fig. \[2\], we compare the prediction from this theory to our N-body simulation results for halo clustering for three different halo masses given in Table \[4\]. The bottom right panel shows good agreement for both the monopole and quadrupole on BAO scales (see also Padmanabhan, White & Cohn 2009; Noh, White & Padmanabhan 2009). The upper left panel shows reasonable agreement for \(\xi_{\delta\delta}\) between the theory and simulations. However, the theory predictions for \(\xi_{\delta\delta}\) and \(\xi_{\delta\delta}\) do not fit the quasilinear scales of interest in this paper (\(\sim 30 – 80 h^{-1}\) Mpc), and so a more accurate theory must be developed in order to infer the peculiar velocity field amplitude from halo clustering in redshift space.

**Figure 3.** The radial pairwise halo velocity probability distribution function for the HOD halo subsample in Table 1 for pair separations \(30 h^{-1}\) Mpc \(< r < 31.5 h^{-1}\) Mpc (solid curves) compared with a Gaussian distribution (dashed curves) with the same mean (\(-1.6 h^{-1}\) Mpc) and variance (8 \((h^{-1}\) Mpc)²). The normalisation is arbitrary. While the halo PDF has clear skewness and kurtosis, the PDF for dark matter particles in our simulation has 30 per cent larger variance and exponential tails. The mean infall between dark matter particles (\(-0.9 h^{-1}\) Mpc) is smaller than the more highly biased halo samples.

### Table 1. Halo samples from N-body simulations.

| Sample | log(M) range | \(b_{\text{lin}}\) | \(b_{\text{LPT}}\) | \(\tilde{n}(h^{-3}\text{Mpc})^{-1}\) |
|--------|--------------|------------------|------------------|----------------------------------|
| High   | >13.387      | 2.67             | 2.79             | \(7.55 \times 10^{-3}\)          |
| Low    | 12.484 - 12.784 | 1.41             | 1.43             | \(4.04 \times 10^{-4}\)          |
| HOD    | -            | 1.84             | 1.90             | \(3.25 \times 10^{-4}\)          |

Table 1. Halo samples from N-body simulations. The first two samples are defined by sharp cuts in FoF halo mass (linking length 0.168), while the third sample contains all halos that host at least one galaxy in the mock catalogues of White et al. (2011). This is equivalent to a catalogue of all mock central galaxies and no satellite galaxies. The bias values \(b_{\text{lin}}\) and \(b_{\text{LPT}}\) we list are derived by fitting the real space halo correlation function to the linear theory and Lagrangian perturbation theory predictions for \(\xi(r)\), including scales \(r > 30 h^{-1}\) Mpc. \(b_{\text{lin}}\) assumes a scale-independent linear bias, while \(b_{\text{LPT}}\) is fit including the second order bias implied from the peak background split (see Matsubara 2008a,b) for details.)
Here $r = r_1^2 + r_2^2$ is the pair separation in real space and $\mu = y/r$. This model sums over all pairs with real space LOS separation $y$ that are mapped to redshift space LOS separation $r_\text{x}$ with a Gaussian probability distribution whose mean and dispersion depend on both scale $r$ and angle with the LOS, $\mu$. Note that our approach is not mathematically rigorous, but is rather an attempt to capture the most important non-perturbative effects. It can be thought of as a generalisation of models such as Eq. [25] to include the scale dependence of the exponential terms.

Non-linear evolution causes the dark matter pairwise velocity PDF to be significantly non-Gaussian on all scales; Eq. [25] neglects this. In Fig. [3] we compare the halo pairwise velocity PDF (solid) with that of the dark matter (dotted) for pairs separated by $30 h^{-1} \text{Mpc} < r < 31.5 h^{-1} \text{Mpc}$. The dashed lines show a Gaussian PDF with the same mean and variance as the halo PDF measured from the simulations. The PDF for the dark matter has a lower mean infall (as expected in linear theory). The dark matter PDF has 30 per cent larger variance than the halos, and clear exponential tails at large velocities, as one would expect given that intrahalo virial velocities contribute only to the dark matter PDF. In contrast, the variance of the halo PDF is close to the expectation from linear theory. While skewness and kurtosis are clearly evident in the halo velocities, this approximation is adequate on scales of tens of $h^{-1} \text{Mpc}$, even when we insert the linear theory predictions for $\xi_g(r)$ and $\sigma_g^2(r)$ (Equations [7] to [11]) into this in Fig. [4]. The mapping both smooths the BAO feature (but see also Tian et al. 2011) and enhances $\xi_4$ on quasilinear scales, while only slightly suppressing $\xi_2$. Clearly, the amplitude of the correction terms to the Kaiser prediction depend strongly on bias; we will study the bias dependence in more detail in Section 8.

3 SETTING THE BAR: TARGET MODEL PRECISION

Before entering a detailed study of the accuracy with which various models reproduce the clustering of halos in $N$-body simulations, we consider the level of model accuracy desired in the near-term future. One aspect of this problem is the raw statistical power of current and upcoming surveys; for concreteness we focus on the ongoing Baryon Oscillation Spectroscopic Survey (BOSS; Schlegel, White, & Eisenstein 2009; Eisenstein et al. 2011). The other aspect to consider is the level at which competing theories differ in redshift-space distortion observables, and on what scales the differences are largest.

For any expansion history $H(z)$ and negligible dark energy clustering, general relativity makes a unique prediction for the

### Table 2. Constraints on $f_{\sigma_8}$ from Percival et al. (2004), Guzzo et al. (2007), da Angela et al. (2008), Samushia, Percival, & Raccanelli (2011), and Blake et al. (2011), respectively.

| $z$     | $f_{\sigma_8}$ | survey  |
|---------|----------------|---------|
| 0.17    | 0.51 ± 0.06    | 2dFGRS  |
| 0.77    | 0.49 ± 0.18    | VVDS    |
| 1.5     | 0.72 ± 0.15    | 2SLAQ   |
| 0.25    | 0.39 ± 0.05    | SDSS    |
| 0.37    | 0.43 ± 0.04    | SDSS    |
| 0.22    | 0.42 ± 0.07    | WiggleZ |
| 0.41    | 0.45 ± 0.04    | WiggleZ |
| 0.6     | 0.43 ± 0.04    | WiggleZ |
| 0.78    | 0.38 ± 0.04    | WiggleZ |
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3.1 Fisher Matrix Analysis in Configuration Space

In this section we present a calculation of the linear theory constraints on \( b_{\sigma} \), \( f_{\sigma} \), and \( \sigma \), using Eq. 23 as our underlying model, and assuming perfect knowledge of \( P_\ell (k) \); the same calculation was done in White, Song & Percival (2009) in Fourier space.

Throughout this section, we work at \( z = 0.55 \) where \( f = 0.74 \) in our fiducial cosmology. Our fiducial value for \( \sigma \) is \( 300 \, \text{km s}^{-1} = 3.5 \, h^{-1} \text{Mpc} \). Fig. 5 compares the relative error on \( f_{\sigma} \) and \( b_{\sigma} \) as a function of the minimum redshift space pair separation \( s_{\text{min}} \) used in the analysis; we assume \( s_{\text{min}} = 180 \, h^{-1} \text{Mpc} \). In the figure, solid lines show constraints including \( \xi_{0,2,4} \), while dashed lines include only \( \xi_0 \) and \( \xi_2 \). We consider two cases: one in which \( \sigma \) is marginalised over (upper two curves in both panels), and the other where \( \sigma \) is assumed known (lower three curves in both panels). The parameter \( \sigma \) in Eq. 23 traditionally represents the effect of redshift errors and small scale velocity dispersions (fingers-of-god), but has also been used to absorb some of the theoretical uncertainty in the redshift space power spectrum (e.g., Percival & White 2008; Taruya, Nishimichi & Saito 2010). If \( \sigma \) can be constrained by better modelling of redshift space halo clustering in the quasi-linear regime and/or complementary observables sensitive to the small-scale galaxy velocity distribution, Fig. 5 indicates a large sensitivity gain to the large scale peculiar velocity field amplitude for \( s_{\text{min}} \sim 30 \, h^{-1} \text{Mpc} \) in this paper we will focus only on the former approach.

Except in the case of unknown \( \sigma \), in the range \( 20 \, h^{-1} \text{Mpc} < s_{\text{min}} < 40 \, h^{-1} \text{Mpc} \), very nearly all of the information on \( f_{\sigma} \) is contained in \( \xi_0 \) and \( \xi_2 \). We therefore focus our modelling efforts on those two moments, though accurate modelling of \( \xi_2 \) will be important if the geometric factors \( D_A \) and \( H \) are also being fitted (Taruya, Saito & Nishimichi 2010; Kazin, Sánchez & Blanton 2011).

Finally, in the case of fixed, perfectly known \( \sigma \), we can compare the constraints in configuration space to those in Fourier space using the public code released with White, Song & Percival (2009), shown as dotted curves as a function of \( 1.15 \pi / k_{\text{max}} \), which provides an empirical mapping between \( s_{\text{min}} \) and \( k_{\text{max}} \) that gives nearly identical errors on \( f_{\sigma} \) over the range of scales we consider. Reassuringly, the same fractional errors are recovered in both configuration and Fourier space when all scales are included. While the relatively smaller errors on \( b_{\sigma} \) in Fourier space indicate that there is more information on the shape of the power spectrum at fixed non-linear scale \( s_{\text{min}} \sim \pi / k_{\text{max}} \), the present analysis ignores the fact that shot noise will contribute at all \( k \) to the power spectrum, and cannot be assumed Poissonian at this level of accuracy for halos or galaxies (e.g. Cooray & Sheth 2002; Smith, Scoccimarro, & Sheth 2007; Hamana et al. 2010).

4 COMPARING THE SCALE-DEPENDENT GAUSSIAN STREAMING MODEL FOR HALOS WITH N-BODY SIMULATIONS

4.1 Simulations

To assess the accuracy of our analytic model we compare it to halo correlation functions derived from the 20 N-body simulations of White et al. (2011) which have \( L_{\text{box}} = 1.5 \, h^{-1} \text{Gpc} \) and particle masses \( m_p = 7.6 \times 10^{10} h^{-1} \text{M}_\odot \) (see White et al. (2011) for more details). The simulations are of a CDM cosmology with \( \Omega_m = 0.274, \Omega_{\Lambda} = 0.726, h = 0.7, n = 0.95, \) and \( \sigma_8 = 0.8 \). In this section we consider only a single snapshot at \( z = 0.55 \). The halo catalogues are generated by the Friends of Friends (FoF) algorithm.
Figure 6. Redshift space Legendre moments $\xi_{2,4}$ as a function of redshift space separation $s$ divided by the linear theory expectations. Points with errors show measurements from N-body simulations for the high (circles), low (triangles), and HOD (diamonds) samples described in Table 1. The upper left panel shows the fraction of the high- and low- halo sample by ±10 per cent, respectively, for clarity. Black solid curves show the result of the scale-dependent streaming model, Eq. [25], in the case where $\xi_l^{25}(r), v_{\|}^{25}(r)$, and $v_{\perp}^{25}(r)$ have been measured directly from the N-body simulation real space clustering and velocity statistics for the same halos. This comparison tests the approximations in the form of Eq. [25] supposing we had a perfect theory for the real space statistics. The bottom right panel shows the fractional error of the streaming model on $\xi_2$ as a function of scale. For all halo mass bins we studied, the streaming model is accurate at the 2 per cent level (or better) at $s = 25 h^{-1}$Mpc.

(Davis et al. 1985) with linking length 0.168 times the mean interparticle spacing. The principal purpose of this investigation is to generate an accurate model of redshift space distortions as a function of halo bias. Throughout this section we will compare models with three distinct halo samples; the same level of agreement was found for all mass bins we investigated. The detailed properties of the samples are listed in Table 1—the ‘high’ and ‘low’ samples impose sharp halo mass cuts, while the ‘HOD’ sample includes all halos hosting a mock galaxy in the catalogues used in White et al. (2011). This catalogue is different from the mock galaxy catalogue only in that the “satellite” galaxies are excluded from the sample. The purpose of this sample is to demonstrate that a sample including a broad range of halo masses can still be described by our model, bringing us one step closer to modelling what we observe: the galaxy density field.

4.2 Results

In this section we test the approximations entering the scale-dependent Gaussian streaming model, Eq. [25] for halos in N-body simulations. We do so by assuming we have a perfect model for all the real-space quantities entering Eq. [25]: the halo correlation function $\xi_l^{25}(r)$, the mean pairwise infall velocity as a function of separation, $v_{\|}^{25}(r)$, and the pairwise velocity dispersions parallel and perpendicular to the pair separation vector, $v_{\perp}^{25}(r)$. We simply measure these quantities from our N-body simulations and input them into Eq. [25] to generate model curves for Fig. 6 shown as black solid curves (we will consider analytic models for these functions in Section 5.1).

Fig. 6 shows $\xi_{2,4}$ for the high (circles), low (triangles), and HOD (diamonds) halo subsamples in Table 1; these are the same as in Fig. 2. We again offset the ‘high’ and ‘low’ samples by ±10 per cent for clarity in the $\xi_0$ panel. In the lower right we plot the fractional difference between the simulation results and our model for the quadrupole $\xi_2$, highlighting the percent level agreement between the streaming model and the N-body results down to $s \sim 25 h^{-1}$Mpc.

For clarity we omit the results on BAO scales; the agreement is as good as the Matsubara (2008) model shown in the bottom right panel of Fig. 2. On smaller, “quasi-linear” scales, we find a drastic improvement over the model of Matsubara (2008), which is unsurprising since our model includes real space halo clustering and velocity statistics derived from N-body simulations, and treats the non-linear mapping between real and redshift space non-perturbatively. The streaming model provides a sufficiently accurate description of the monopole $\xi_0$ down to $10 h^{-1}$Mpc, with no detectable deviation even for this large volume of simulations. The streaming model is an accurate model for $\xi_2$ at the 1-2 per cent level for redshift space separations greater than $\sim 25 h^{-1}$Mpc. However, both the LPT and streaming model predictions are poorer descriptions to the N-body results for higher multipole moments. On scales $s < 80 h^{-1}$Mpc, $\xi_4$ deviates from the linear theory prediction by 0.1% (1). However, the streaming model has the right dependence on $b$ and may be sufficiently accurate for some range of scales for upcoming surveys, given the large measurement errors on $\xi_4$. We are also optimistic that treatment of non-Gaussian small-scale velocities that are uncorrelated with the linear theory pairwise infall velocities we wish to measure may absorb some of the remaining discrepancy. We reserve this line of study for future work.

As we emphasised earlier, both $P_{\theta\theta}$ and $P_{\phi\phi}$ are suppressed compared with linear theory on relatively large scales $(k \geq 0.03 h $Mpc$^{-1}$), and we expect that suppression to affect redshift space clustering on similar scales. Even at $s = 50 h^{-1}$Mpc, $\xi_2$ is suppressed by 2, 6, and 8 per cent compared to the linear theory expectation, in line with the findings of Okumura & Jing (2011). Comparison with Fig. 2 shows that on the scales of interest ($\sim 30-80 h^{-1}$Mpc), both non-linear corrections to the velocity field and the non-linear mapping from real to redshift space are relevant to predicting $\xi_2$, at a level comparable to the latest ~7 per cent peculiar velocity field constraints (Samushia, Percival, & Raccaelli 2011; Blake, et al. 2011), and certainly at the level of constraints projected for BOSS in Fig. 5.

5 COMPONENTS OF THE SCALE-DEPENDENT GAUSSIAN STREAMING MODEL: PERTURBATION THEORY

In this section, we consider perturbation theory models for the components of the scale-dependent Gaussian streaming model in pursuit of an analytic model for the redshift space correlation function of biased tracers. While our model for the real space halo correlation function $\xi_l^{25}(r)$ includes non-linear Lagrangian bias, our perturbation theory calculations for halo infall velocities and dispersions were carried out in standard perturbation theory, where considering non-linear biasing requires the definition of a smoothing scale (Heavens, Matarrese, & Verde 1998; Roth & Porciani 2011) also
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found that the Eulerian local biasing scheme is not very accurate, and it is not equivalent to a Lagrangian biasing scheme (Matsubara 2011). For these reasons, we perform our velocity calculations for the large scale bias as a free parameter. For the dashed-dot curves, we show the Matsubara (2008b) prediction when we artificially set $b_2 = 0$, just to show the order of magnitude of the contribution from non-linear halo bias. Using the linear theory covariance matrix, we find a good fit for scales $r > 25 h^{-1}$Mpc to our simulation results, which total 67.5$h^{-1}$Gpc$^3$. BAO scales are not shown here, but the fit is good on those scales as well.

5.2 Mean halo infall velocities, $v_{12}(r)$

A mean (pairwise halo) velocity along the pair separation vector arises from the correlation of the density field with the velocity field:

$$v_{12}(r) = \frac{\langle 1 + b \delta(x) [1 + b \delta(x + r)] (v(x + r) - v(x)) \rangle}{\langle 1 + b \delta(x) [1 + b \delta(x + r)] \rangle}$$  \hspace{1cm} (26)

where $b$ is the linear halo bias. In perturbation theory, the density and velocity fields are written as a sum of terms ($\delta = \delta_1 + \delta_2 + ...$), with the subscript denoting the order of their dependence on the linear density field, $\delta_1(k)$. Up to fourth order in $\delta_1(k)$, there are three distinct corrections to the linear theory expectation $v_{12}(r)$ given in Eq. 27 each with a different dependence on bias:

$$\bigg[ 1 + b^2 \xi_{\delta_1}(r) \bigg] \frac{\xi_{\delta_1}(r)}{\xi_{\delta_0}(r)} = 2b \langle \delta_1(x)v_1(x + r) \rangle + 2b^2 \sum_{i,j=0} \langle \delta_i(x)\delta_j(x + r)v_{i+j}(x + r) \rangle.$$  \hspace{1cm} (27)

The three $\langle \delta_i(x) \rangle$ terms arise from the perturbation theory corrections to $P_{\delta\delta}$, and the bias dependence is the same as the linear theory term, $\langle \delta_1 v \rangle$. The terms from three-point corrections $\langle b_1 \delta_0 \delta_{i+j} \rangle$ scale with $b^2$, so their contribution will be larger for more highly biased tracers. Note that these terms are exactly the ones evaluated in Appendix B of Tang, Kayo, & Takada (2011). We provide explicit expressions for all of these terms in Appendix A. Finally, the pairwise weighting correction, $1/[1 + b^2 \xi_{\delta_1}(r)]$, will be larger at a given scale for more biased objects. The relative contribution for these three corrections is shown in Fig. 8 for $b = 2$. At least for $b = 2$ of interest to BOSS, the two-point corrections from $P_{\delta\delta}$ never dominates, so only including the two-point corrections (as in Eq. 24) will be a poor model for the redshift space power spectrum; we should expect important contributions from the bispectrum as well (Scoccimarro 2004; Taruya, Nishimichi & Saito 2010, Tang, Kayo, & Takada 2011).

In the left panel of Fig. 9 we compare the deviations from linear theory infall velocity predictions measured from our simulations to our perturbation theory calculation. The expected $v_{12}(r)$ depends on the halo bias, and for this we use the first order bias deduced from fitting the real-space halo clustering to the LPT model of Matsubara (2008b). Table 1 indicates that the best fit LPT bias can differ at the few percent level from the best fit linear bias. At the percent level, Fig. 9 shows that the LPT bias predicts the correct infall velocity amplitude on the largest scales. This confirms the common assumption in the literature that “velocity bias” is small, at least for halos in the bias range we have studied. Perturbation theory provides a relatively good description of the departure from linear theory. The difference between the simulations and perturbation theory depend on halo bias and agree best for the HOD halo subsample, which Fig. 7 indicates is the sample with the smallest second-order bias. We note that there is good theoretical motivation to expect the bias relevant to the matter-velocity cross-correlation to differ from the one inferred from clustering, and have scale-dependence (Desjacques & Sheth 2010). While including a more complicated biasing model may improve agreement with the pairwise velocity statistics of halos, our results suggest that these corrections are small on the scales of interest here.

5.3 Halo velocity dispersions, $\sigma^2_{\delta_0}(r, \mu^2)$

Analogous to Eq. 27 we compute the pair-weighted velocity dispersion. The result depends only on $\mu^2 = \cos^2(\phi_s)$, where $\phi_s$ is the angle between the LOS and the pair separation vector. As in

![Figure 7. Real space correlation functions for the halo samples in Table I.](image)
Figure 9. Left panel: Pairwise halo infall velocities for the halo subsamples listed in Table 1 divided by the linear theory expectation (Eq. 7); the high (circles) and low (triangles) bias bins are offset by ±0.1 per cent for clarity relative to the HOD sample (diamonds). Note that the expected $v_{\perp}(r)$ depends on halo bias; we use the best fit LPT bias given in Table 1. The solid curves show the prediction for linearly-biased tracers from our perturbation theory calculation, Eq. (27). Middle and right panels: Pairwise halo velocity dispersions measured from the simulations are shown as dotted curves for the directions along and perpendicular to the pair separation vector. For $\sigma^2_{12}(r)$ we subtract the square of the mean infall $v_{12}(r)$ to get the dispersion about the mean, and account for this accordingly in the perturbation theory prediction. On large scales there is a small offset from the linear theory predictions (dashed curves). We shift the measured dispersions by a constant value (lower dotted curves) to compare the scale-dependence with both linear theory (dashed) and perturbation theory (solid; also shifted to agree with linear theory at $r = 180 h^{-1}$ Mpc). For $\sigma^2_{1}(r)$, the agreement between the perturbation theory calculation and the halo dispersions in simulations is so good that the curves are difficult to distinguish in the figure.

Eq. (11) we present results for the velocity dispersion perpendicular and parallel to the LOS, which can be combined to give the dispersion as a function of $(r, \mu^2)$,

$$\sigma^2_{12}(r, \mu^2) = \frac{(1 + b_0(x))(1 + b_0(x + r))(v_r(x + r) - v_r(x))^2}{(1 + b_0(x))(1 + b_0(x + r))}$$ (28)

We again separate the terms by their bias and scale dependence, and provide explicit expressions in Appendix [A]

$$\left[1 + b_0^2 \xi(x)\right] \sigma^2_{12}(r, \mu^2) = 2\left(\langle v^2(x) \rangle - \langle v(x) v(x + r) \rangle\right) + 2b\left(\langle v(x) \rangle^2 \right)$$ (29)

$$2b\left(\langle v(x) \rangle^2 \right) - 2\left(\langle v(x) \rangle^2 \right) + (30)$$

$$+ 2b^2\left[\langle v(x) \rangle^2 - \langle v(x) \rangle \langle v(x + r) \rangle \right]$$ (31)

The higher order terms in line (29) can be accounted for in the form of Equations [2] and [10] but replacing $P_{n}(k)$ with the perturbation theory result for $P_{n}(k)$. The term in line [30] evaluates to a constant, which for our fiducial cosmological parameters is $13.24b^2 f^2 (h^{-1} Mpc)^2$. While the perturbation theory calculation overestimates the amplitude of the effect, Fig. [9] does show a large scale offset between the linear theory velocity dispersions and those measured for halos in our simulations; the offset for our HOD sample is ~ 1.5 ($h^{-1}$ Mpc)$^2$. There is a slight dependence on halo mass, with the high mass sample offset ~ 1.0 ($h^{-1}$ Mpc)$^2$ and the low mass sample offset ~ 2.2 ($h^{-1}$ Mpc)$^2$. The offsets for the parallel and perpendicular components are in agreement with each other at the level of 0.1 ($h^{-1}$ Mpc)$^2$. In a future paper we expect to accommodate this offset into our theory along with other small scale isotropic dispersions due to redshift errors and fingers-of-god from satellite galaxies. However, we point out that for halos, the small-scale, incoherent velocity dispersion is much smaller than the linear theory dispersion $\sigma^2 = 21 (h^{-1}$ Mpc)$^2$ that appears in Eq. (24).

Line [31] has many terms that depend on $B_{\text{bias}}$; we evaluate them explicitly in the Appendix [A]. Finally, line [32] reduces to

$$B_{\text{bias}}^2 \xi_1(r) \sigma^2_{12}(r, \mu^2) + \frac{1}{2} \sigma^2_{12}(r, \mu^2)^2$$ (33)

This shows that the pair-weighting factor cancels out to leading order, and the dispersion should be increased along the separation vector due to the linear infall. The middle and right panels of Fig. [9] compare the scale dependence of the HOD halo subsample velocity dispersions parallel and perpendicular to the LOS, respectively. The upper dotted curves show the dispersions about the mean infall measured from the halos in the simulations. To compare the scale dependence, we subtract a constant from the measured velocity dispersions (lower dotted curves), forcing agreement with the linear theory expectation (dashed curves) on the largest scales. The solid curves show the perturbation theory expectation after subtracting the expected mean infall contribution, $(v_{12}(r))^2 \mu^2$, and a constant to force agreement on the largest scales. As the figure shows, the agreement between the scale-dependence of the dispersions predicted from perturbation theory and the simulations is excellent for the HOD subsample. We find that it is only slightly worse in the radial direction for the other mass bins.

6 ACCURACY OF THE PERTURBATION THEORY

SCALE-DEPENDENT GAUSSIAN STREAMING MODEL

By combining the results in Section 5.1, using Eq. [25] we have an analytic prediction for $\xi_{12}$. Because $\xi_{12}$ contains almost all of the available information on $f_{\text{bias}}$ (see Fig. [5]), we focus on that quantity here. Fig. [10] shows the same simulation results as in Fig. [6] for $\xi_{12}$ (symbols with errors) while the lines show the prediction of the perturbation theory scale-dependent Gaussian streaming model. While the agreement is excellent for the HOD halo subsample, the accuracy of the model is worse than 2 per cent for scales smaller than ~ 40 $h^{-1}$ Mpc. This disagreement can be traced almost entirely to insufficient accuracy in the perturbation theory prediction for $v_{12}(r)$. Replacing the perturbation theory prediction for $v_{12}(r)$ with
the simulation results, keeping all other terms fixed, dramatically improves the agreement with simulations. This explains why $\xi_2$ for the HOD model agrees so well for the HOD subsample – it is for this sample that the perturbation theory model for $v_{12}$ agrees best with the simulations. Eq. [17] demonstrates that even in the linear limit, both $v_{12}(r)$ and its derivative contribute to $\xi_2$, so the degradation in accuracy from $v_{12}(r)$ to $\xi_2$ is primarily because the slope of $v_{12}(r)$ is inaccurate for the low and high mass halo sample, but coincidentally correct for the HOD subsample. We plan to explore other perturbation theory approaches for $v_{12}(r)$ in a future paper in hopes of improving the accuracy of the model.

7 REDSHIFT DEPENDENCE

Though we have focused on $z = 0.55$, Fig. [1] shows that the scale-dependent Gaussian streaming model works extremely well for massive halos both at $z = 1$ and $z = 0$. In the upper panel, we compare samples containing all halos above $M_{\min} = 10^{13.97} h^{-1} M_\odot$, for which the best fit bias values are $b_{PT} = 3.83, 2.79$ and $1.88$ (in order of decreasing redshift). In the lower panel, we vary $M_{\min} = 10^{12.9}, 10^{13.37}, 10^{13.97} h^{-1} M_\odot$, so that the bias of the samples is fixed at $b_{PT} = 2.8$. The redshift dependence of $\xi_2/\xi_{2,lin}$ on small scales is opposite in the two panels, which can be understood simply in terms of the absolute real space clustering amplitude that enters the convolution in Eq. [25]. At the fixed value of $M$ we have chosen, $\xi' \propto h(z)\sigma_8(z)$ decreases as structure grows, whereas at fixed bias, $\xi'$ increases with time as $\sigma_8(z)$. We use this example to emphasise that the non-linear corrections are not necessarily smaller at higher redshift, since more highly biased objects are often being selected. We have checked the behaviour of the perturbation theory predictions at $z = 0$ and $z = 1$ for the real space statistics examined in Section 5.1 and find good agreement with naive expectations. At fixed $b = 2.8$, the sudden upturn in the LPT prediction for $\xi'$ occurs at increasingly large $r$ as structure evolves $(22, 26,$ and $31 h^{-1} \text{Mpc}$ at $z = 1, 0.5, 0$, respectively). At fixed $z$, the upturn increases with $b$, as can be seen in Fig. [1]. We find similar results when comparing pairwise halo velocity statistics; in general, the perturbation theory predictions are better at higher redshift and lower bias. However, the “sweet spot” in the perturbation theory prediction at $b = 1.9$ in Fig. [9] persists at $z = 0$ as well, though the halo mass range at fixed $b$ depends on $z$.

8 BIAS DEPENDENCE

As we have emphasised, there are two relatively large corrections to the Kaiser prediction for $\xi_2$. In this section we illustrate explicitly how they depend on bias. The suppression of the halo velocity statistics relative to linear theory lowers the amplitude of $\xi_2$, while the non-linear mapping between real and redshift space increases the amplitude of $\xi_2$ in the bias range we have studied (see Fig. [4]). To illustrate the effect of the former, we use the Kaiser limit mapping between real space clustering and velocity statistics (Equation [15] through [16]), but input the real space N-body simulation results for these quantities rather than the linear theory expectations. The results for the halo subsamples in Table 2 are the lower three curves in Fig. [3]. The weak dependence of the non-linear corrections on the velocity statistics (Fig. [9] translates into a relatively weak dependence on halo bias on $\xi_2$. In contrast, the effect of
To check the redshift dependence of our model, we show $\xi_2/\xi_{2,\text{lin}}$ at different simulation snapshots $z = 1$ (circles), $z = 0.55$ (triangles), and $z = 0$ (diamonds). In the upper panel, we select all halos above a fixed minimum halo mass $M_{\text{min}} = 10^{13.30} h^{-1} M_\odot$. In the lower panel, we vary the minimum halo mass included in the sample such that the sample bias remains fixed at 2.8; the $\xi = 0.55$ sample (the 'high subsample' in previous plots) is the same in both panels. The solid lines are the predictions from the Gaussian scale-dependent clustering model with input real space clustering and velocity statistics measured from the N-body simulations (as in Fig. 9).

Figure 11.

The non-linear mapping depends strongly on halo bias. To see this explicitly, one can expand Eq. (25) by assuming that the pairwise velocity PDF $P(v_i; r)$ is a smooth and slowly varying function of $r$; this procedure will be more accurate at small $\mu$, where a smaller range of real space separations contribute pairs at a given redshift space separation. Eq. 53 of Scoccimarro (2004) does this in the case of the exact Gaussian result, and the same terms (along with many others) appear when the expansion is performed on our Eq. (25). We have verified that the dominant non-linear correction term for $\xi_{2,2}$ in our bias range comes from the term $-d/d\mu [\xi_{12}]$:

$$\Delta \xi_{\text{mapping}}(r) = (\mu^2 - 1) \frac{\xi_{12}(r)}{r} - \mu^2 \frac{d[\xi_{12}(r)]}{dr}.$$  (34)

The upper curves in Fig. 12 are the same as the lower ones, but with this extra term included to approximate the non-linear mapping step; these predictions are in reasonable agreement with Eq. (25) but performing the full integral is a noticeably better fit to the simulation results. What we wish to emphasise is that the non-linear mapping produces a term (Eq. (34)) that contributes to $\xi_0$ and $\xi_2$ and scales like $b^3$. This is in disagreement with the recent results of Tang, Kayo, & Takada (2011), who use a non-linear correction term equivalent to the $(\delta_0 \delta_{1,2})$ contribution in our Eq. (27). We can see why that term (the dotted curve in Figure 8) provides a reasonable fit to their simulation results at one value of $b$: its shape vaguely mimics our non-linear mapping term that dominates on small scales. However, our more detailed analysis demonstrates that many other terms are of comparable size to the one considered in Tang, Kayo, & Takada (2011).

Okumura & Jing (2011) find that the value of $b$ recovered from massive halos $b \gtrsim 1.5$ is relatively close to the expected linear value, but lower mass halos recover a smaller value compared with linear theory. Fig. 12 illustrates why: for our central galaxy sample (dotted curves), the non-linear effects of velocity suppression and real-to-redshift space mapping approximately cancel for $s > 30 h^{-1} $Mpc; at low halo bias, we expect the non-linear mapping corrections to be small, and the measured $\xi_2$ should be closer to the lower curves. Of course, the bias where this near-cancellation occurs will depend on redshift, and because of the $b^3$ correction term, it will only be true in a limited range of bias values.

To be more quantitative, for the halo bias range we have studied ($b = 1.4 - 2.8$), fitting the Kaiser formula to $\xi_0$ and $\xi_2$ to derive constraints on $b$ and $f$ on scales $r > 30 h^{-1} $Mpc will bias the constraints on $f$ by +2, -6, and -10 per cent for $b_{\text{min}} = 2.67, 1.84, 1.41$, respectively, under the assumption that the smallest scales included dominate the signal-to-noise. These biases are already at the level of current statistical errors.

While our simulations cannot reach halos with $b \sim 1$, our analysis can shed some light on what behaviour to expect for $b = 0.8 - 1.2$ halos of relevance to the WiggleZ survey (Blake et al. 2011) and more closely related to the perturbation theory studies for matter. Fig. 13 shows that the non-linear mapping should be a small correction for $r \gtrsim 30 h^{-1} $Mpc, but that it still amplifies $\xi_2$ on smaller scales. If we evaluate our perturbation theory predictions for $b = 1$, we find that the total correction to $\xi_{12}(r)$ can be well-approximated by only the $P_{ab}$ term; however, the higher or-
under terms still dominate the corrections to the velocity dispersions. Therefore, while the bispectrum terms should not be negligible, fitting formulae based on Eq. 26 with \( \sigma_z^2 \) treated as a free parameter capture at least some of the relevant non-linear corrections and can absorb the rest into \( \sigma_z^2 \); even while providing a good fit to the data, we are not guaranteed that the underlying peculiar velocity field amplitude will be recovered at the few per cent level, especially when fitting down to \( k_{\text{max}} = 0.3 \ h \ Mpc^{-1} \) (i.e., \( \kappa_{\text{min}} \approx 10 \ h^{-1} \text{Mpc} \)).

9 DISCUSSION

In contrast to many recent theoretical investigations of redshift space distortions, which have focused on the matter density field and/or performed analyses in Fourier space, in this paper we focus on the redshift space distortion of dark matter halos in configuration space, and use 67.5 h\(^{-1}\) Gpc\(^3\) of N-body simulations to make precise measurements of \( \xi_{2, \Delta, \Delta} \) as a function of halo bias. In our modelling we focus on two distinct corrections to the linear theory predictions: the non-linear mapping between real and redshift space, and the non-linearity of the halo pairwise velocities. We find both corrections to be important on the quasilinear scales of interest to this work (~ 30 – 80 h\(^{-1}\)Mpc).

To model the non-linear real to redshift space mapping of pairs, we take a non-perturbative approach and employ the scale-dependent Gaussian streaming model, Eq. 25 in which the pairwise velocity probability distribution function (PDF) is assumed to be Gaussian, but where the pairwise velocities have a mean and dispersion that depend on the pair separation distance \( r \) and the angle of the pair separation vector with the LOS. A similar model has been used with some success on somewhat smaller scales (Tinker, Weinberg, & Zheng 2006; Tinker 2007). Fig. 4 shows that this model significantly enhances both \( \xi_{2, \Delta} \) on quasilinear scales for real space statistics expected in linear theory. When we know perfectly the real space clustering and velocity statistics, Fig. 6 shows that this model is accurate at the \( \lesssim 2 \) per cent level for \( s \gtrsim 25 \ h^{-1} \text{Mpc} \), i.e., at about the level demanded by ongoing experiments like BOSS.

For the first time (to our knowledge), we have computed the next-to-leading order corrections to pairwise mean infall velocities and dispersions for linearly biased halos as a function of real space separation in standard perturbation theory. While we find relatively good agreement between our calculations and halo samples drawn from a large volume of N-body simulations (see Fig. 9), when used as input into the streaming model, there remain offsets at the several per cent level for \( s \ll 40 \ h^{-1} \text{Mpc} \). We are able to trace the discrepancy to the scale-dependent inaccuracy of the perturbation theory prediction for halo infall velocities; note that even in linear theory, the redshift space quadrupole \( \xi_2 \) depends on the derivative \( dv_2(r)/dr \). In future work we hope to explore other perturbation theory schemes as a means to improve the level of accuracy of the mean pairwise velocity perturbation theory prediction; more complex biasing schemes may also improve agreement (Desjacques & Sheth 2010).

Both of the corrections we described above have significant higher order contributions that depend on the halo bias. In Section 6 we show that while the bias dependence is detectable but weak for the non-linear mapping terms, the dominant correction for the non-linear mapping from real and redshift space scales as \( b^3 \). These effects have opposite signs in the halo bias range we have studied, so that for some limited range of halo bias and scale, they approximately cancel. Our findings demonstrate, in line with other recent works, that a model of the form in Eq. 25 that only includes two-point corrections cannot accurately describe the dependence of redshift space halo clustering on bias.

Finally, we note that in order to infer \( f \sigma_z \) from redshift space distortions in halo clustering, one must make the assumption that the bias inferred from real space clustering is the same one that determines the halo pairwise infall velocity amplitude. Our large volume of N-body simulations allows us to confirm this assumption at the per cent level on large scales, once we incorporate the effects of non-linear growth using perturbation theory.

Before our model can be applied to analysing real galaxy surveys, the large velocity dispersions of satellite galaxies must be accounted for separately in the model. We are cautiously optimistic that these additional corrections, at least for \( \xi_3 \), will be relatively small. In a preliminary study, we found that \( \xi_3(s = 30 \ h^{-1} \text{Mpc}) \) is damped by \( \lesssim 2 \) per cent when satellites from the best fit HOD of White et al. (2011) are included. However, our model prediction for \( \xi_3 \) is worse than for the halo-only samples. We reserve this line of research for a future work.

ACKNOWLEDGEMENTS

BAR thanks Jeremy Tinker and Ravi Sheth for insightful discussions. Support for this work was provided by NASA through Hubble Fellowship grant 51280 awarded by the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., for NASA, under contract NAS 5-26555. MW is supported by the NSF and NASA. The simulations used in this paper were analysed at the National Energy Research Scientific Computing Center, the Shared Research Computing Services Pilot of the University of California and the Laboratory Research Computing project at Lawrence Berkeley National Laboratory.

APPENDIX A: PERTURBATION THEORY CALCULATION DETAILS

We refer the reader to Bernardeau et al. (2002) for an introduction to standard perturbation theory. In this appendix we provide explicit expressions for all terms contributing up to fourth order in the linear density field \( \delta(k) \) to pairwise mean velocities and dispersions for linearly biased tracers. Our results are presented using the Fourier convention given in Eq. 12.

A1 Mean halo infall velocities

Terms in Eq. 25 that depend on only \( \delta \) can be written in terms of the perturbation theory density-velocity cross power \( P_{\delta v} \):

\[
2\beta \left( \langle \delta(x) v_j(x + r) \rangle + \sum_{i \neq j} \langle \delta(x) v_i(x + r) \rangle \right) = -r f_b \int \frac{dk}{k^3} k^2 P_{\delta v}^j(k) \frac{d}{dr} \cos(kr) \tag{A1}
\]

We evaluate \( P_{\delta v}^j \) using the publicly available Copter code (Carlson, White, & Padmanabhan 2009). Strictly speaking, the perturbation theory result for \( P_{\delta v}^j(k) \) becomes negative at large \( k \); we simply truncate the integral over \( k \) at \( k_{\text{max}} = 2 \ h \ Mpc^{-1} \), where linear theory predictions are already well converged.
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There are three distinct contributions of the form \( \tilde{\delta}_i \tilde{\nu}_{i+\cdots} \): 
\[
\langle \delta_i(x) \delta_j(x+r) \rangle = 2 \int \frac{d^4k_1 d^4k_2}{(2\pi)^4 k_1^4 k_2^4} P(k_2 + k_1) P(k_1) F_2(-k_1, k_2 + k_1) e^{i(k_1 \cdot x_k + k_2 \cdot r)} \tag{A2}
\]
where \( P_2 \) and \( G_2 \) are the standard perturbation theory kernels for \( \sigma_z \) and \( \Delta \), respectively.

Performing some of the angular integrations, we find
\[
\langle \delta_i(x) \delta_j(x+r) \rangle = \frac{e^{i(k_1 \cdot x_k + k_2 \cdot r)}}{2 \pi^4} \int_0^r dy_1 dy_2 J^4(y_1) y_1^2 y_2^2 (1 + y_2^2 - 2y_1 y_2) \tag{A5}
\]
where we have defined \( T = \tan^{-1}(y_1/1 + y_2^2) \). Note the last integrand can also be expressed as a sum of products of one-dimensional integrals that each depend on \( y_1 \). We prefer the expression above, which can be combined with Eq. [A5] before doing the final integral over \( y_1(y_2) \). We caution the reader that the integrals are only well-behaved in combination; for instance, \( \langle \delta_i(x) \delta_j(x+r) \rangle \) and \( \langle \delta_i(x) \delta_j(x+r) \rangle \) do not converge individually for a CDM-like power spectrum, where \( P(k) \sim k^{-2.6} \) at large \( k \). Moreover, the integral over \( x = u y \) in Eq. [A5] yields a constant at large \( u \), which should then be integrated against \( u^9 P(u) \langle \sigma \rangle \); combining with Eq. [A6] before performing the integral on \( u \) yields in integrals that behaves like \( u^{-10} J(y) \) at large \( u \), which converges.

A2 Halo velocity dispersions

In this section we evaluate the contributions to \( \sigma_{vz}^2(r, \mu^2) \), given in Equations [28][32]. We first introduce some shorthand notation:
\[
J(\mu_{\perp}, kr) = \mu_{\perp} \left( j_0(kr) - \frac{2 j_1(kr)}{kr} \right) + (1 - \mu_{\perp}^2) \frac{j_1(kr)}{kr} \tag{A7}
\]
\[
I_{\mu_{\perp}}(y) = \int_0^y \sin^{\mu_{\perp}}(\theta) \cos^{\mu_{\perp}}(\theta) e^{i\mu_{\perp} \theta} d\theta \tag{A8}
\]
The higher-order contributions to line [29] can be expressed in terms of the perturbation theory result of the velocity divergence power spectrum:
\[
\langle \nu(x) \nu(x+r) \rangle = \frac{f^2}{2\pi^2} \int dk P_{\nu}^T(k) J(\mu_{\perp}, kr) \tag{A9}
\]
which is equivalent to Equations [3][10] at linear order. We evaluate \( P_{\nu}^T \) with \( Coper \) as well, again truncating the integral over \( k \) at \( k_{\text{max}} = 2h \text{ Mpc}^{-1} \), where linear theory predictions are already well converged. The term in line [30] adds a constant to \( \sigma_{vz}^2(r, \mu^2) \):
\[
\langle \delta_i(x) \nu(x+r) \rangle = \frac{f^2}{2\pi^2} \int dk P_1 P(k) (k^2 + 2y^2)^2 (1 + y^2)^2 T \tag{A10}
\]
where again neither term converged individually. There are five distinct contributions to the terms in line [31]:
\[
-2 \langle \delta_i(x) \nu(x+r) \rangle = 2 \langle \delta_i(x) \nu(x+r) \rangle \tag{A11}
\]
Performing as many angular integrals as possible, we are left with the following expressions, which we evaluate numerically.

REFERENCES

da Angela J., et al., 2008, MNRAS, 383, 565
Berlind A., Narayanan V.K., Weinberg D.H., 2001, ApJ, 549, 688
Bernardeau, et al., 2002, Physics Reports, 367, 1
Bharadwaj S., 1996, ApJ, 472, 1
Bharadwaj S., 2001, MNRAS, 327, 577
Blake, et al., 2011, preprint [arXiv:1104.2348]
Carlson J., White, M., Padmanabhan, N., 2009, PRD, 80, 043531
Cole S., Fisher K.B., Weinberg D.H., 1994, MNRAS, 267, 785
Cooray, A., & Sheth, R. 2002, Physics Reports, 372, 1
Crocce M., Scoccimarro R., 2008, Phys. Rev. D77, 023533
Davis, M., et al. 1985, ApJ, 292, 371

© 0000 RAS, MNRAS 000
