Topological contribution to magnetism in the Kane-Mele model: An explicit wave function approach
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In our previous publication [S. Ozaki and M. Ogata, Phys. Rev. Research 3, 013058], the quantization of the orbital-Zeeman (OZ) cross term in the magnetic susceptibility, or the cross term of spin Zeeman and orbital effect, was shown for the Kane-Mele model using the expansion around the Dirac points. In the present study, we accurately evaluate the orbital, spin-Zeeman, and OZ cross term of the Kane-Mele model using a recently developed formulation. This formula is written in terms of the explicit Bloch wave functions, and enables us to evaluate each contribution taking account of the integration over the whole Brillouin zone and the summation over all the bands. As a result, additional contributions such as core-electron diamagnetism are found. Furthermore, our evaluation confirms the quantization of the OZ cross term and reveals its behavior including the metallic case. The possibility of experimental detection of the quantization is discussed.

I. INTRODUCTION

Much research in recent years has focused on topological insulators (TIs). TIs show anomalous phenomena such as electric conduction on sample surfaces, and the search for candidate materials is one of the most important problems in this field. In particular, the novel phenomena such as spin Hall effect and the conducting edge state robust against nonmagnetic impurities are expected in two-dimensional (2D) TIs. However, only a few materials have been confirmed to be 2D TIs. So far, the confirmation of TI is achieved by finding the edge state in angle-resolved photoemission spectroscopy and in the transport experiments, which are both by the methods to find the anomalous edge states. Therefore, it is desirable to develop some alternative methods that detect the topological nature of a material through some observation of bulk physical quantities. One example for such quantities is the magnetic susceptibility.

Usually, the magnetic susceptibility in itinerant systems without two-body interactions is discussed in terms of the spin Zeeman effect and the orbital effect individually. Generally, however, in the system with spin-orbit interaction (SOI) the cross term of the topological model, the so-called “orbital-Zeeman (OZ) cross term” in the following. Although the OZ cross term were discussed for some situations [13 21], further research on it is desired.

Nakai and Nomura reported that the OZ cross term $\chi_{OZ}$ in the Bernevig-Hughes-Zhang model [2] is proportional to the spin Chern number $\text{Ch}_s$, the topological invariant for spin-conserving 2D TIs. Recently, we clarified that the coefficient of $\text{Ch}_s$ is generally given by the universal value $\chi_0 = 4|e|\mu_B/\hbar$, and confirmed the quantization in the Kane-Mele model [2, 3] by using the $k \cdot p$ approximation explicitly [21]. This quantization is associated with the Berry curvature, and physically, it originates from the edge currents characteristic of the 2D TIs. Based on these results, the magnetic susceptibility is expected to be used for the detection of the change in the topological invariant for 2D TIs. However, the evaluation for the Kane-Mele model in the previous paper was based on the effective Hamiltonian in the vicinities of K and K’ points of graphene, where the massless Dirac electron system is realized. Therefore, the contributions from the distant $k$ region from the K or K’ points or from the bands other than the two bands forming the Dirac dispersion were not evaluated precisely. Besides, the previous publication does not include some additional contributions, such as core-electron diamagnetism, the newly found Fermi surface term, and the correction term from the occupied states [22 24]. To compare the theory with experiments, it is desirable to be able to evaluate all these contributions.

Therefore, in this paper, we clarify all the contributions in magnetic susceptibility including the spin Zeeman, orbital, and OZ cross term in the Kane-Mele model, taking care of the contributions from the whole Brillouin zone. We will show that the OZ cross term has a reasonable magnitude compared with the other contributions and confirm the quantized jump at the topological phase transition. We also study the chemical potential dependence of each contribution and find that the OZ cross term also has a contribution at the van Hove singularity irrespective of whether the system is topological or not.

Here, it should be noted that the Kane-Mele model is based on the tight-binding model of graphene. The effect of the magnetic field is often introduced as the Peierls phase of the transfer integral in the tight-binding model. However, it is known that the Peierls phase is not enough to describe the effect of the magnetic field [25 26]. To obtain the whole magnetic susceptibility, it is necessary to use the continuum Hamiltonian with the SOI. The formulation of the orbital magnetism in such a case is not so simple owing to the complicated interband effects of the magnetic field, and a lot of efforts...
where \( \chi \) is a Berry curvature-related term. The explicit expressions for these contributions are shown in Ref. \[36\]. To apply the above formula to the tight-binding model of Kane-Mele, we use the method of linear combination of atomic orbitals (LCAOs) for the Kane-Mele, we use the method of linear combination of atomic orbitals (LCAOs) for the Kane-Mele model. The explicit wave functions for the Kane-Mele model are developed in Appendix A. This model is known as the model for silicene \[37-41\], in which we can control \( \Delta_0 \) by changing the electric field applied perpendicularly to the layer owing to the buckled structure of silicene.

This paper is organized as follows. In Sec. II, we first review the fundamental properties of the Kane-Mele model such as the energy dispersion and topological phase diagram. Then, we derive the continuum-space Bloch wave function assuming that it consists of \( 2p_z \) atomic orbitals. In Sec. III, we apply the general formula for the magnetic susceptibility to the Kane-Mele model and derive analytic expressions for each contribution. In Sec. IV, we numerically evaluate the results obtained in the previous section and discuss the experimental observability of each term, especially the OZ cross term. Section V is devoted to summary.

II. EXPLICIT WAVE FUNCTIONS FOR THE KANE-MELE MODEL

We study the energy dispersion and write down the explicit wave functions for the Kane-Mele model. The tight-binding Hamiltonian is given by \[2, 3\]

\[
H = - \sum_{\langle i,j \rangle} t_{ij} c_{i\alpha}^\dagger c_{j\alpha} + \Delta_0 \left( \sum_{i \in A, \alpha} c_{i\alpha}^\dagger c_{i\alpha} - \sum_{i \in B, \alpha} c_{i\alpha}^\dagger c_{i\alpha} \right) + \sum_{\langle\{i,j\}\rangle, \alpha \beta} i \tau^2 \nu_{ij} c_{i\alpha}^\dagger \sigma_{\alpha\beta}^z c_{j\beta},
\]

where \( c_{i\alpha}^\dagger \) creates an electron with spin \( \alpha \) at site \( i \), and \( \langle i, j \rangle \) \( (\langle\{i,j\}\rangle) \) run over all the nearest- (next-nearest-) neighbor sites of a two-dimensional honeycomb lattice defined in Fig. 1. The first term represents usual nearest-neighbor hoppings with transfer integral \( t \). The second term represents a staggered on-site potential, \( +\Delta_0 \) for the sites in the A sublattice and \( -\Delta_0 \) for those in the B sublattice. The summation \( \sum_{i \in A} (\sum_{i \in B}) \) means the sum over the sites in the A (B) sublattice. The last term represents the hopping between the next-nearest-neighbor sites due to SOI, where \( \sigma_{\alpha\beta}^z \) is the \( (\alpha\beta) \) component of the spin operator in the \( z \) direction, and \( \nu_{ij} = -\nu_{ji} = +1 \) \((-1)\) if the electron makes a left (right) turn to propagate to a next-nearest site [see Fig. 1]. Only the \( \sigma^z \) component of SOI appears, \[3, 37, 38\] whose microscopic derivation using the LACOs is shown in Appendix A. This model is known as the model for silicene \[37-41\], in which we can control \( \Delta_0 \) by changing the electric field applied perpendicularly to the layer owing to the buckled structure of silicene.

As discussed in Sec. II to include all the effect of a magnetic field correctly, we consider the Hamiltonian in the continuum space,

\[
H^{\text{full}} = \frac{1}{2m} (p - eA)^2 + V(r) + \frac{\hbar^2}{8m^2c^2} \nabla^2 V + \frac{\hbar}{4m^2c^2} \sigma \cdot \nabla V \times (p - eA) - \frac{eh}{2m} \sigma \cdot B,
\]

where \( e(< 0) \) is the electron charge, \( A(r) \) is a vector potential (\( B = \text{rot}A \)). \( V(r) \) is the periodic potential that represents the honeycomb lattice and the fourth term represents the SOI derived from the relativistic Dirac equation. We have set the \( g \) factor in the last term (spin Zeeman term) to be \( g = 2 \) neglecting the QED corrections. When we consider a tight-binding model under a magnetic field, a renormalization of the \( g \) factor generally occurs owing to the virtual interband process \[42, 43\], and the effective \( g \) factor deviates from \( g = 2 \) in the focused bands. However, since the Hamiltonian Eq. \[3\] contains all the bands, the Zeeman term in Eq. \[4\] should have

FIG. 1. Honeycomb lattice for the Kane-Mele model. A and B represent the sublattices and \( \alpha \) is the distance between the adjacent two sites. The arrows show the hopping between the next-nearest-neighbors due to SOI. The signs of this hopping depends on the path: It is +1(−1) if the electron makes a left (right) turn to propagate to a next-nearest site.
the bare $g$ factor, $g = 2$. At the end of calculation including the interband processes, the effective $g$ factor should naturally appear.

We apply Eq. (3) to the Kane-Mele model. In Eq. (4), $V(r)$ is chosen to be the periodic potential formed by the atoms on the honeycomb lattice,

$$V(r) = \sum_{i \in A} V_A(r - R_{Ai}) + \sum_{i \in B} V_B(r - R_{Bi}),$$

where $R_{Ai}$ ($R_{Bi}$) represents the position of the site in the $A$ ($B$) sublattice in the $i$th unit cell. For the continuum Hamiltonian Eq. (3), we write down the Bloch wave function $\varphi_{nk}(r)$ with

$$\varphi_{nk}(r) = \int \phi_{2p_z}(r - R_i) \exp(ik \cdot r) dr,$$

with $a_B^*$ being the renormalized Bohr radius, the orthogonalized basis is given by

$$\Phi(r - R_i) = \phi_{2p_z}(r - R_i) - \sum_{j,n,n} j \phi_{2p_z}(r - R_j),$$

Here, the renormalized Bohr radius $a_B^*$ is $a_B^* = a_B/Z_{\text{eff}}$, where $a_B = h^2/m_e c^2$ is the Bohr radius and $Z_{\text{eff}} = 3.25$ is the effective charge of carbon atoms. In Eq. (6), $j$ summation is taken over the nearest-neighbor (n.n.) sites of $R_i$, and $s$ is the overlap integral between the adjacent sites,

$$s = \int \phi_{2p_z}^*(r - R_i) \phi_{2p_z}(r - R_j) dr.$$

The orthogonality of $\Phi(r - R_i)$ is maintained up to the first order with respect to $s$. Note that $s$ is independent of the direction $R = R_j - R_i$ since the $p_z$ orbital is isotropic in the $xy$-plane.

Next, we perform a Fourier transform and obtain the basis

$$\varphi_{Ak}(r) = \frac{1}{\sqrt{N}} \sum_{R_{Ai}} e^{-ik(r - R_{Ai})} \Phi(r - R_{Ai}),$$

and

$$\varphi_{Bk}(r) = \frac{1}{\sqrt{N}} \sum_{R_{Bi}} e^{-ik(r - R_{Bi})} \Phi(r - R_{Bi}),$$

where $N$ is the total number of sites on each sublattice. The periodic part of the Bloch wave function $u_{ik\sigma}(r)$ is determined by the eigenvalue equation,

$$H_{k\sigma} u_{ik\sigma} = E_{ik\sigma} u_{ik\sigma}, \quad H_{k\sigma} = e^{-ik \cdot r} H \text{full} e^{ik \cdot r},$$

where $l$ and $\sigma(= \pm 1)$ represent the band index and the eigenvalue of the $z$-component of spin of an electron: $\sigma = 1$ for spin-up and $\sigma = -1$ for spin-down. We denote the two energy dispersions and the two eigenfunctions near the Fermi level as $E_{k\sigma}^\pm$ and $u_{k\sigma}^\pm(r)$, respectively. To determine $E_{k\sigma}^\pm$ and $u_{k\sigma}^\pm(r)$, we calculate the matrix elements of the Hamiltonian $H_{k\sigma}$ in terms of the obtained basis,

$$h_{nm\sigma}(k) = \int \varphi_{nk\sigma}^*(r) H_{k\sigma} \varphi_{mk\sigma}(r) dr,$$

with $n, m = A, B$. They become

$$h_{AA\sigma} = \Delta_{k\sigma} + E_0,$$

$$h_{BB\sigma} = -\Delta_{k\sigma} + E_0,$$

$$h_{AB\sigma} = h_{BA\sigma} = -\gamma_k,$$

where $E_0$ is the energy constant.

$$\Delta_{k\sigma} = \Delta_0 + 4\sigma t_2 \sin\frac{\sqrt{3}}{2} k_x a \left( \cos \frac{\sqrt{3}}{2} k_y a - \cos \frac{\sqrt{3}}{2} k_y a \right),$$

and

$$\gamma_k = e^{-ik_y a} + e^{i(\sqrt{3}k_x + \frac{1}{2}k_y) a} + e^{i(-\sqrt{3}k_x + \frac{1}{2}k_y) a},$$

with $a$ being the distance between the nearest-neighbor sites. Hereafter, we set $E_0 = 0$ without loss of generality. $\Delta_0$ corresponds to the staggered on-site potential in Eq. (2) and the nearest-neighbor hopping $t$ can be expressed as a kind of overlap integral. As shown in Appendix A, the SOI in Eq. (3) does not give contributions to the nearest-neighbor hopping, but it leads to a next-nearest-neighbor hopping $t_2$ in Eq. (2), which is also expressed by a kind of the overlap integrals. In Appendix A, it is also shown that the next-nearest-neighbor hopping have only the $z$ component of spin $\sigma^z\sigma\sigma$; therefore, the spin is conserved.

By diagonalizing the Hamiltonian $h_{nm\sigma}(k)$, we obtain the energy dispersion,

$$E_{k\sigma}^\pm = \sqrt{\Delta_{k\sigma}^2 + \epsilon_{k}^2},$$

where $\epsilon_k := |\gamma_k|$. At $K = (4\pi/3\sqrt{3}a,0)$ and $K' = (-4\pi/3\sqrt{3}a,0)$ in the Brillouin zone, $\gamma_k$ vanishes. Figure 2 shows the energy dispersions Eq. (17) with $\sigma = +1$ (up spin). The solid and the dashed lines in Fig. 2 are for the cases of $\Delta_0/t = 1/4, t_2/t = \sqrt{3}/2$ (topologically trivial) and $\Delta_0/t = 1/4, t_2/t = \sqrt{3}/24$ (topologically nontrivial), respectively. The dispersions are similar to those of graphene but gaps open at $K$ and $K'$ points. The magnitudes of the gaps at $K$ and $K'$ points are given by

$$2 \left| \Delta_0 + 3\sqrt{3} t_2 \right|, \quad 2 \left| \Delta_0 - 3\sqrt{3} t_2 \right|,$$

respectively. Owing to the SOI, the energy dispersions
FIG. 2. Energy dispersion of Eq. (2) for \( \sigma = 1 \) (up spin) along the path \( \Gamma \to K \to K' \to \Gamma \) for two typical choices of parameters: (a) solid line, \( \Delta_0/t = 1/4, t_2/t = \sqrt{3}/72 \) (topologically trivial) and (b) dashed line, \( \Delta_0/t = 1/4, t_2/t = \sqrt{3}/24 \) (topologically nontrivial). The energy dispersion for \( \sigma = -1 \) (down spin) is obtained by exchanging K for K' points. Inset: Phase diagram of the present model. This figure is taken from Ref.[21].

The two eigenfunctions, \( u_{l\sigma k}^\pm (r) \), are obtained as

\[
u_{k\sigma}^\pm (r) = e^{\pm i\theta_k} \sin \eta_{k\sigma} \varphi_{Ak}(r) + e^{-\pm i\theta_k} \cos \eta_{k\sigma} \varphi_{Bk}(r),
\]

(19)

and

\[
u_{k\sigma}^- (r) = e^{\pm i\theta_k} \sin \eta_{k\sigma} \varphi_{Ak}(r) + e^{-\pm i\theta_k} \cos \eta_{k\sigma} \varphi_{Bk}(r).
\]

(20)

where

\[
\cos \eta_{k\sigma} = \frac{1}{2} \left( 1 + \frac{\Delta_{k\sigma}}{E_{k\sigma}^\pm} \right),
\]

(22)

\[
\sin \eta_{k\sigma} = \frac{1}{2} \left( 1 - \frac{\Delta_{k\sigma}}{E_{k\sigma}^\pm} \right).
\]

(23)

If we set \( \eta_{k\sigma} = \frac{\pi}{4} \), these eigenfunctions coincide with those for (massless) graphene [24].

Note that the Hamiltonian Eq. 3 contains all the bands. In the following, the eigenenergies and eigenfunctions of all the other bands are denoted as \( E_{l'k\sigma} \) and \( u_{l'k\sigma}(r) \) with \( l' \neq \pm \). As we will show later, they are used in the interband contribution of magnetic susceptibility \( \chi_{\text{inter}} \), but the explicit forms of \( E_{l'k\sigma} \) and \( u_{l'k\sigma}(r) \) are not necessary.

### III. MAGNETIC SUSCEPTIBILITY

Generally, the magnetic susceptibility consists of six contributions shown in Eq. [22, 32]. Using the eigenenergies and eigenfunctions mentioned above, each term in Eq. 1 becomes
\[
\chi_{\text{LP}} = \frac{e^2}{2\hbar^2} \sum_{\pm, k, \sigma} f'(E_{k\sigma}^\pm) \left[ \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_x^2} \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_y^2} - \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_x \partial k_y} \right)^2 \right]
\]

(24)

\[
\chi_{\text{inter}} = -2 \sum_{\pm} \sum_{t' \neq \pm, k, \sigma} \frac{f(E_{t'k\sigma}^\pm)}{E_{t'k\sigma}^\pm - E_{k\sigma}} |M_{t'k\sigma}|^2
\]

(25)

\[
\chi_{\text{FS}} = \frac{e^2}{2\hbar^2} \text{Re} \sum_{\pm, k, \sigma} f'(E_{k\sigma}^\pm) \left[ \left\{ \frac{\partial E_{k\sigma}^\pm}{\partial k_x} \int \frac{\partial u_{k\sigma}^+}{\partial k_y} (\frac{\partial H_k}{\partial k_x} + \frac{\partial E_{k\sigma}^\pm}{\partial k_x}) \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr \right. \right. \\
- \left. \left. \frac{\partial E_{k\sigma}^\pm}{\partial k_x} \int \frac{\partial u_{k\sigma}^+}{\partial k_y} (\frac{\partial H_k}{\partial k_y} + \frac{\partial E_{k\sigma}^\pm}{\partial k_y}) \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr \right\} + \{ \frac{1}{m} \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_x^2} \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr - \frac{1}{m} \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_y^2} \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr - \frac{1}{m} \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_y^2} \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr \right) \right) \right] \right] (x \leftrightarrow y) \right) \}
\]

(26)

\[
\chi_{\text{FS-P}} = - \sum_{\pm, k, \sigma} f'(E_{k\sigma}^\pm) |M_{\pm \sigma}|^2
\]

(27)

\[
\chi_{\text{occ1}} = -\frac{e^2}{4\hbar^2} \sum_{\pm, k, \sigma} f(E_{k\sigma}^\pm) \left[ \left\{ \frac{\partial E_{k\sigma}^\pm}{\partial k_x} \int \frac{\partial u_{k\sigma}^+}{\partial k_y} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr + \left( \frac{\hbar^2}{m} - \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_y^2} \right) \int \frac{\partial u_{k\sigma}^+}{\partial k_y} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr \right\} \right] + \{ \frac{1}{m} \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_x^2} \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr - \frac{1}{m} \left( \frac{\partial^2 E_{k\sigma}^\pm}{\partial k_y^2} \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \, dr \right) \right] \right] (x \leftrightarrow y) \]

(28)

\[
\chi_{\text{occ2}} = -\frac{e^2}{4\hbar^2} \sum_{\pm, k, \sigma} f(E_{k\sigma}^\pm) M_{\pm \sigma} \Omega_{\pm \sigma},
\]

(29)

where \( M_{\mu \sigma} \) is the magnetic moment defined by

\[
M_{\mu \sigma} = -\frac{ie}{2\hbar} \left\{ \int \frac{\partial u_{k\sigma}^+}{\partial k_x} \left( \frac{\partial H_k}{\partial k_y} + \frac{\partial E_{k\sigma}^\pm}{\partial k_y} \right) u_{k\sigma} \, dr \right. \\
- \left. \int \frac{\partial u_{k\sigma}^+}{\partial k_y} \left( \frac{\partial H_k}{\partial k_x} + \frac{\partial E_{k\sigma}^\pm}{\partial k_x} \right) u_{k\sigma} \, dr \right\}
\]

(30)

and \( \Omega_{\pm \sigma} \) is the \( z \)-component of the Berry curvature

\[
\Omega_{\pm \sigma} = i \int \frac{d\epsilon}{2m} \left( \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} - \frac{\partial u_{k\sigma}^+}{\partial k_x} \frac{\partial u_{k\sigma}^+}{\partial k_y} \right).
\]

(31)

In principle, there are contributions of core level electrons (i.e., in the 1s orbital etc.) in \( \chi_{\text{occ1}} \) and \( \chi_{\text{occ2}} \), which we do not consider in the following.

Various integrals appearing in the above equations are calculated by using the Bloch wave functions in Eqs. (19) and (20) up to the first order with respect to the “overlap integrals” \( s, t, \) and \( t_2 \), whose integrands contain the overlap of atomic orbitals \( \phi_{2p_i}(r - R_j) \phi_{2p_j}(r - R_j) \) with \( R_i \) and \( R_j \) being the nearest-neighbor sites or next-nearest-neighbor sites. The obtained integrals are shown in Appendix B. In the following, we write \( E_{k\sigma} := \sqrt{\Delta_{k\sigma}^2 + \epsilon_k^2} \) (i.e., \( E_{k\sigma}^\pm = \pm E_{k\sigma} \)). Furthermore, to simplify the expressions we abbreviate \( \epsilon_k, \theta_k, E_{k\sigma}, \Delta_{k\sigma}, \) and \( \eta_{k\sigma} \) as \( \epsilon, \theta, E, \Delta, \) and \( \eta \), respectively, as far as they do not cause ambiguity. We also use the abbreviations,

\[
\varepsilon_\mu = \frac{\partial \varepsilon}{\partial k_\mu}, \quad \theta_\mu = \frac{\partial \theta}{\partial k_\mu}, \quad E_\mu = \frac{\partial E}{\partial k_\mu}, \quad \Delta_\mu = \frac{\partial \Delta}{\partial k_\mu}, \quad \eta_\mu = \frac{\partial \eta}{\partial k_\mu}
\]

(32)

for \( \mu, \nu = x \) or \( y \). For example, using the formula (F3) in Appendix B, we obtain the Berry curvature as

\[
\Omega_{\pm \sigma} = \mp \frac{\varepsilon}{E} (\theta_x \eta_y - \theta_y \eta_x) + O(s^2).
\]

(33)

On the other hand, using the formulae (F1) and (F7) in Appendix B, the diagonal matrix element of magnetic moment \( M_{\pm \sigma} \) becomes

\[
M_{\pm \sigma} = \frac{e}{2\hbar} (\Delta_x \theta_y - \Delta_y \theta_x) + \frac{e\hbar}{2m} \sigma + O(s^2).
\]

(34)

Here we have used a relation

\[
\frac{\Delta}{E} E_\mu - 2\varepsilon \eta_\mu = \Delta_\mu,
\]

(35)

which are shown in Appendix C. Other useful relations are also shown in Appendix C.

From the explicit forms of \( E_\Omega, \Omega, \) and \( M_{\pm \sigma} \), it is straightforward to write down \( \chi_{\text{LP}}, \chi_{\text{FS-P}}, \) and \( \chi_{\text{occ2}} \). \( \chi_{\text{FS}} \) and \( \chi_{\text{occ1}} \) are shown in Appendix D, where we have used the integral formulae in Appendix B. \( \chi_{\text{inter}} \) contains the summation over \( E_{t'k\sigma}^\pm \) and \( u_{t'k\sigma} \), which are the other energy dispersions and wave functions than for the two
bands forming the Dirac dispersion. We can calculate the summation over \( l' \) without using the explicit expression of \( u_{\nu,k_0} \) by making use of the completeness condition,

\[
u_{+}^{l}(r)u_{k_0}^{+}(r') + u_{k_0}^{-}(r)u_{\nu-}^{l}(r') + \sum_{\nu \neq \pm, \sigma} u_{\nu,k_0}(r)u_{l',k_0}(r') = \delta(r - r'). \tag{36}
\]

The details of calculations are shown in Appendix E. \( \chi_{\text{total}} \) [Eq. (1)] is calculated in Appendix D, which is classified into a few groups as follows:

\[
\chi_{\text{total}} = \chi_{\text{LP}} + \chi_{\text{Pauli}} + \chi_{OZ} + \chi_{\text{atomic}} + \chi_1 + \chi_2, \tag{37}
\]

with

\[
\chi_{\text{LP}} = \frac{e^2}{12\hbar^2} \sum_{\pm, k_0} f' (\pm E) \left[ E_{xx} E_{yy} - E_{xy}^2 \right], \tag{38}
\]

\[
\chi_{\text{Pauli}} = -\frac{e^2 \hbar^2}{4m^2} \sum_{\pm, k_0} f' (\pm E), \tag{39}
\]

\[
\chi_{OZ} = \frac{e^2}{m} \sum_{\pm, k, \sigma} f' (\pm E) \sigma (\eta_x \theta_y - \eta_y \theta_x) + \frac{e^2}{m} \sum_{\pm, k, \sigma} f (\pm E) \sigma \Omega_{\pm, \sigma} + O(s^2), \tag{40}
\]

\[
\chi_{\text{atomic}} = -\frac{e^2}{4m} \sum_{\pm, k, \sigma} f (\pm E) (x^2 + y^2) = -\frac{3e^2 a_{\text{atom}}}{m} \langle \mu \rangle + O(s^2) \tag{41}
\]

\[
\chi_1 = \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f (\pm E) \left[ \pm \frac{\eta_x^2}{2E} (\varepsilon \varepsilon_{yy} + \Delta \Delta_{yy}) + \frac{\eta_x \eta_y}{2E} (\varepsilon \varepsilon_{xy} + \Delta \Delta_{xy}) + \frac{\Delta \Delta_{xy}}{4E} (\eta_x \theta_x \theta_{yy} - \eta_x \theta_y \theta_{xy}) \right.
\]

\[
\pm \frac{1}{8} (E_x \theta_x \theta_{yy} - E_x \theta_y \theta_{xy}) \mp \frac{\theta^2}{8E} (\Delta \Delta_{yy} + 2\varepsilon \Delta y \eta_y) \pm \frac{\theta_x \theta_y}{8E} (\Delta \Delta_{xy} + 2\varepsilon \Delta x \eta_y) \big] + (x \leftrightarrow y) \tag{42}
\]

\[
\chi_2 = \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f (\pm E) \left[ \mp \frac{(y^2)}{4E} (-a_2^2 \varepsilon^2 + \Delta \Delta_{xx} + \Delta \Delta_{yy}) \mp \frac{\hbar^2}{4m} \left( \frac{a_2^2 \varepsilon^2}{2Et} - \frac{e^2}{E} (x^2 + y^2) R \right) \right] + O(s^2). \tag{43}
\]

The “expectation values” \( \langle \cdots \rangle \) and \( \langle \cdots \rangle_R \) are defined by

\[
\langle x^2 + y^2 \rangle = \int \Phi^*(r)(x^2 + y^2)\Phi(r)dr, \tag{44}
\]

and

\[
\langle x^2 + y^2 \rangle_R = \int \Phi^*(r - R)(x^2 + y^2)\Phi(r)dr, \tag{45}
\]

with \( R \) being one of the vectors that point adjacent sites. Note that the value \( \langle x^2 + y^2 \rangle_R \) depends on \( R = |R| \), and does not depend on the direction of \( R \). The present result is consistent with the previous one for graphene, but there appear several new contributions due to the presence of the staggered on-site potential \( \Delta_0 \) and SOI \( t_2 \).

\( \chi_{\text{Pauli}} \) is the Pauli paramagnetism and \( \chi_{OZ} \) is the OZ cross term obtained in \[21\]. \( \chi_{\text{atomic}} \) represents the contributions from the occupied states in the partially filled \( 2p_z \)-band, which we call “intraband atomic diamagnetism” \[22\] \[24\]. \( n(\mu) \) in \( \chi_{\text{atomic}} \) represents the total electron number with spin considered when the chemical potential is \( \mu \). The other contributions \( \chi_{\text{LP}}, \chi_1 \) and \( \chi_2 \) are the primary orbital contributions. Note that in the absence of the SOI, \( \Delta_x = \Delta_y = \Delta_{xx} = \Delta_{yy} = \Delta_{xy} = 0 \), so that \( \chi_1 \) and \( \chi_2 \) become simple.
IV. NUMERICAL RESULTS

A. Chemical potential dependence

Performing the numerical integration for the $k$-summation, we obtain the magnetic susceptibility. The parameters used are taken from the values in graphene, which are tabulated in Table I [24]. Figure 3 shows each contribution to magnetic susceptibility for some choices of parameters, $\{\Delta_0, t_2\}$: (a) $\{\Delta_0/t, t_2/t\} = \{1/2, 0\}$, (b) $\{1/4, \sqrt{3}/72\}$, and (c) $\{1/4, \sqrt{3}/24\}$ as functions of chemical potential. In each figure, the classified contributions are shown. The top figures show $\chi_{LP}$ (red, solid line), $\chi_1$ (blue, dashed line), and $\chi_2$ (green, dot-dashed line). The middle figures show $\chi_{OZ}$ (red, solid line), $\chi_{atomic}$ (blue, dashed line), and $\chi_{Pauli}$ (green, dot-dashed line). The bottom figures show the total contribution $\chi_{total}$. The values are shown in units of $\chi_0 = c^2 L^2 a^4/(2\pi\hbar)^2$. There are several remarks on the above results.

(i) For $t_2 = 0$ case [Fig. 3 (a)], $\chi_{LP} + \chi_1$ coincides with the result by Raoux et al. 32, which is based on the Peierls-phase formulation. The present result has additional contributions, $\chi_{Pauli}, \chi_2$ and $\chi_{atomic}$. Figure 1 shows $\chi_{LP} + \chi_1$ (i.e., the result by Raoux et al.; red, solid line), $\chi_{Pauli}$ (blue, dashed line), and $\chi_2 + \chi_{atomic}$ (green, dot-dashed line). $\chi_2 + \chi_{atomic}$ originates from the deformation of the wave functions [22,24,26], which is not considered in the Peierls-phase formulation. This effect also exists for finite $t_2$ cases. Note that $\chi_{OZ}$ vanishes in this case.

(ii) The term $\chi_{atomic}$ in Eq. (31) is in the zeroth order with respect to the overlap integrals as in the square lattice and graphene cases [23,24]. This term is proportional to the electron number of 2$p_z$ band, $n(\mu)$. Since this originates from the motion of an electron in an atom, this term does not depend on the magnitude of the overlap integral or the amplitude of transfer integral. This term produces asymmetric dependence on $\mu$.

(iii) At the band bottom ($\mu \approx -\sqrt{9a^2 + \Delta_0^2}$), only $\chi_{LP}$ and $\chi_{Pauli}$ have contributions. The former represents the Landau-Peierls diamagnetism [23,25], which is understood as the extension of Landau's diamagnetism for a periodic system; the latter represents Pauli paramagnetism, the magnitude of which is proportional to the density of states. The ratio of these contribution is given by $|\chi_{LP}/\chi_{Pauli}| = \frac{1}{\sqrt{2}}(m/m^*)^2$ where $m^*$ is the effective mass at the band bottom [13]. For $\Delta_0 = 0$ case, $m^* = 2\hbar^2/3ta$ [24] and the ratio becomes $|\chi_{LP}/\chi_{Pauli}| = 0.659$ with the parameters shown in Table I. Thus the total magnetic susceptibility is paramagnetic at the band bottom.

(iv) At the van Hove singularity ($\mu \approx \pm \Delta_0$), we observe sharp peaks in $\chi_{LP}, \chi_{Pauli},$ and $\chi_{OZ}$. This fact suggests that $\chi_{OZ}$ is not just a small correction to the magnetic susceptibility, but one of the primary contributions. The term $\chi_{OZ}$ exists when $t_2 \neq 0$ and reflects the sign of $t_2$, and its peak at the van Hove singularity can be negative for $t_2 < 0$.

(v) In $\chi_{total}$ near $\mu = 0$ shown in Fig. 3 (a)-(c), we find one plateau for $t_2 = 0$ and two plateaus for finite $t_2$. These behaviors are explained as follows. First, the effective Hamiltonian in the vicinities of K and K’ points is given by

$$H_{eff} = \hbar v k_x \tau_x + \hbar v y \tau_y + m_0 \tau_z,$$

where $v = 3ta/2\hbar$ is velocity and $m_0 = |\Delta_0 + 3\sqrt{3}t_2|/(|\Delta_0 - 3\sqrt{3}t_2|)$ for K (K’) point. For this system, the orbital magnetic susceptibility with chemical potential $\mu$ is obtained as

$$\chi_{2DDirac}(\mu, T, m_0) = \frac{3\tau t}{2|m_0|} (f(|m_0|) - f(\mu)) \chi_0,$$

$$\chi_{OZ}(\mu, T, m_0) = -\frac{3\tau t}{2|m_0|} \chi_0 \theta(|m_0| - |\mu|) \quad (T = 0).$$

This equation shows that $\chi_{2DDirac}(\mu, T = 0, \Delta_0)$ has a finite negative value only when $\mu$ is in the gap. For finite $t_2$ cases, gaps of different sizes open at K and K’ points, and thus, the multi-plateau structure is formed.

(vi) For the case of $t_2 = \sqrt{3}/24$ (Fig. 3(c)), apart from the contribution discussed in (v), we observe an extra diamagnetic contribution $\chi_{OZ}$ at $\mu = 0$. This condition corresponds to the topologically nontrivial state, and $\chi_{OZ}$ reflects the topological invariant of the model, the spin Chern number [10]. Note that the sign of $\chi_{OZ}$ depends on $t_2$, and $\chi_{OZ}$ is not always diamagnetic. In Sec. IV C we discuss the relation in detail.

TABLE I. Parameters for graphene that are used in the numerical integration [24]

| Parameters | Value |
|------------|-------|
| $a$        | 1.42  |
| $s$        | 0.237 |
| $t$        | 3.55  |
| $Z_{eff}$  | 3.25  |

B. Scaling of the diamagnetic peak at $\mu = 0$

In this subsection, we discuss the jumps in the orbital magnetic susceptibility, i.e., $\chi_{LP} + \chi_1$, at the both ends of the gap [see Fig. 4]. (Note that $\chi_2$ does not contribute to jump.) We denote the magnitude of the jump as $\Delta \chi_{dia}$. We expect that $\Delta \chi_{dia}$ should be equal to the jump $3\pi t \chi_{OZ}/|m_0|$ obtained analytically in the effective Hamiltonian with two valleys considered [see Eq. (15)]. The open circles in Fig. 5 show $\Delta \chi_{dia}$ obtained from our numerical result for several values of $t/\Delta_0$ at $t_2/t = 0.1$ and $k_B T/t = 0.001$. We can see that the open circles are excellently on the line $-3\pi t \chi_{OZ}/\Delta_0$. (Note that $|m_0| = \Delta_0$ at $t_2 = 0$.)
(a) $\Delta_0/t = 1/4$, $t_2/t = 0$

(b) $\Delta_0/t = 1/4$, $t_2/t = \sqrt{3}/72$

(c) $\Delta_0/t = 1/4$, $t_2/t = \sqrt{3}/24$

FIG. 3. Each contributions to the magnetic susceptibility as a function of the chemical potential. Top: $\chi_{LP}$ (red, solid line), $\chi_1$ (blue, dashed line), and $\chi_2$ (green, dot-dashed line). Middle: $\chi_{OZ}$ (red, solid line), $\chi_{atomic}$ (blue, dashed line), and $\chi_{Pauli}$ (green, dot-dashed line). Bottom: figures show the total contribution $\chi_{total}$.

For finite $t_2$ cases, there are two different gaps at $K$ and $K'$ points, the sizes of which we denote as $\Delta^K$ and $\Delta^{K'}$, respectively. Similarly, we find the jumps in the orbital magnetic susceptibility $\chi_{LP} + \chi_1$ at the both ends of each gap, and each jump coincides with the calculated value for the corresponding gap, $\chi_{2DDirac}(\mu = 0, T, \Delta^K)$ or $\chi_{2DDirac}(\mu = 0, T, \Delta^{K'})$.

C. Relation between $\chi_{OZ}$ and the topological phase

We discuss the Berry curvature-related contribution $\chi_{OZ}$ on the basis of the discussion previously given by the authors [21]. We concentrate on the case of $T = 0$ and $\mu = 0$, where the chemical potential is located in the
FIG. 5. Difference in magnetic susceptibility at the both ends of the chemical potential at $\Delta_0 = 0.5t$ and $t_2 = 0$. The solid (red), dashed (blue), and dot-dashed (green) lines correspond to $\chi_1 + \chi_{LP}$ (i.e., the result by Raoux et al.), $\chi_{Pauli}$, and $\chi_2$, respectively. The jump at the both ends of gap in $\chi_1 + \chi_{LP}$ is denoted as $\Delta\chi_{dia}$.

FIG. 4. Contributions to magnetic susceptibility as a function of the gap in $\chi$ respectively. The jump at the both ends of gap in $\chi$ conserved system is characterized by the Chern number, $\text{Ch}_{l,\sigma}$. Note that the topology of wave functions in a spin-gap. In this case, $\chi_{OZ}$ is given by

$$\chi_{OZ}(\mu = 0) = \frac{2e|\mu_B|}{h} \sum_{l\text{occupied}} \sum_{k,\sigma} \sigma \Omega_{l\sigma}. \quad (49)$$

Note that the topology of wave functions in a spin-conserved system is characterized by the Chern number, $\text{Ch}_{l,\sigma}$, where $l$ and $\sigma$ represents the band index and spin. The Chern number is explicitly given by

$$\text{Ch}_{l,\sigma} = \frac{1}{2\pi} \int dk \Omega_{l\sigma} = \frac{2\pi}{L^2} \sum_k \Omega_{l\sigma}. \quad (50)$$

and takes an integer value. Using this relation, $\chi_{OZ}$ at $\mu = 0$ is given by

$$\chi_{OZ}(\mu = 0) = -\frac{4e|\mu_B|L^2}{h} \cdot \frac{1}{2}(\text{Ch}_{occ,\uparrow} - \text{Ch}_{occ,\downarrow}). \quad (51)$$

The right-hand side is proportional to the spin Chern number for the occupied band, a topological invariant for 2D TIs, defined by $(\text{Ch}_{occ,\uparrow} - \text{Ch}_{occ,\downarrow})/2$. This result indicates that $\chi_{OZ}(\mu = 0)$ is quantized in units of the universal value, $\chi_o = 4e|\mu_B|/h = 13.37\chi_0$ per area, reflecting the topological phase of materials.

Figure 6 shows the distribution of $\Omega_{l\sigma}(k)$ for some choices of parameters. For the case $t_2 = 0$ with different sizes of gaps [Fig. 6(a,b)], the relation of the Berry curvature $\Omega_{l\sigma}(-k) = -\Omega_{l\sigma}(k)$ holds and the summation of $\Omega_{l\sigma}$ in the Brillouin zone vanishes. For nonzero $t_2$, the relation $\Omega_{l\sigma}(-k) = -\Omega_{l\sigma}(k)$ does not hold in general. Nevertheless, as long as $|\Delta_0| > 3\sqrt{3}|t_2|$, the summation of the Berry curvature in the Brillouin zone is zero and $\chi_{OZ}(\mu = 0)$ also vanishes [Fig. 6(c)]. This corresponds to the fact that the system is still topologically trivial. On the other hand, for $|\Delta_0| < 3\sqrt{3}|t_2|$, the summation becomes nonzero [Fig. 6(d)]. In this parameter region, the system is topologically nontrivial and $\chi_{OZ}$ has a finite contribution. These results show that $\chi_{OZ}(\mu = 0)$ reflects the topological order of the Kane-Mele model.
As the ratio of $t_2$ to $\Delta_0$ changes, a jump in $\chi_{\text{OZ}}(\mu = 0)$ occurs at the topological phase transition.

Let us discuss experimental detection of the jump. For $\mu = 0$, the primary contribution is $\chi_1$ as well as $\chi_{\text{OZ}}$. As shown in Sec. IV B, $\chi_1$ diverges at the critical point $|\Delta_0| = 3\sqrt{3}/2$. Although it seems difficult to detect the jump due to this divergence, $\chi_{\text{OZ}}$ will be experimentally observed according to the discussion below.

It is naturally assumed that the diverging interband contribution comes from the vicinities of K and K’ points. As we mentioned, we can evaluate the contribution from K and K’ at $\mu = 0$ as $\chi_{2\text{DDirac}}(\mu = 0, T, \Delta^K) + \chi_{2\text{DDirac}}(\mu = 0, T, \Delta^{K'})$. If we subtract this value from the observed total magnetic susceptibility, we obtain the residue containing the jump in $\chi_{\text{OZ}}$, i.e., the topological phase transition-related jump. Figure 7 shows the residue obtained by the above subtraction as a function of $\Delta_0/t_2$. In this way, we can find the evidence of a topological phase transition. Note that the staggered on-site potential is variable by an electric field applied perpendicularly to the 2D plane. Therefore, the magnitude of the electric field corresponds to the horizontal axis in Fig. 7.

Figure 7 indicates that the magnitude of the jump in the total contribution slightly deviates from the predicted value $13.37\chi_0$. This deviation originates from the Berry-curvature-related term in the purely orbital, Berry-curvature-related contribution contained in $\chi_{\text{OZ}}$ [see Eqs. (29) and (30)], which also changes discontinuously at topological phase transitions. This fact does not contradict the statement that $\chi_{\text{OZ}}$ is universally quantized.

Note that the effect of the Berry curvature on the orbital magnetism was studied in some literatures [17, 53]. In our formulation, the effect of the Berry curvature is included in $\chi_1$, and causes the deviation of the jump from quantized value. However, this effect is purely orbital and does not affect $\chi_{\text{OZ}}$.

V. SUMMARY

We calculated the orbital, spin-Zeeman, and OZ magnetic susceptibility for the Kane-Mele model, using the formula written in terms of explicit wave functions, which enables us to evaluate each contribution taking account of the integration over the whole Brillouin zone and the summation over all the bands. The result includes additional contributions to the previous results [21], such as core electron diamagnetism, originating from the deformation of the wave functions by an external field. Furthermore, the numerical calculation has revealed the following:

1. The quantization of the OZ cross term is confirmed. If we can evaluate the size of the gap with some methods, we will be able to detect the OZ cross term experimentally and observe the change in the spin Chern number directly.

2. The OZ cross term can be a relatively large contribution, especially for insulating states and at the van Hove singularity, and is one of the primary contributions to the magnetic susceptibility.

The present study clarifies the behavior of the OZ cross term and its magnitude compared with the other contributions. We expect that the OZ cross term will serve as a useful tool for experimental studies on TIs.
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have chosen $V_A(r - R_{Ai}) + V_B(r - R_{Bj})$ out of $V(r)$ since the other terms in $V(r)$ should be small at $r = R_{Ai}$ or $r = R_{Bj}$. We show the spin component of the wave functions explicitly. Other matrix elements $h_{AB\sigma\sigma'}^{SO}(k)$ and $h_{BB\sigma\sigma'}^{SO}(k)$ are expressed in similar ways, which are to be discussed later.

The matrix elements of SOI in Eq. (3) between $\varphi_{Ak}(r)$ and $\varphi_{Bk}(r)$ is given by

\[ h_{AB\sigma\sigma'}^{SO}(k) \approx \frac{1}{N} \sum_{R_{Ai}, R_{Bj}} e^{-ik(R_{Ai} - R_{Bj})} \int dr \Phi_{\sigma}^*(r - R_{Ai}) \frac{\hbar^2}{4m^2c^2} \times (\sigma)_{\sigma\sigma'} \cdot \nabla \{ V_A(r - R_{Ai}) + V_B(r - R_{Bj}) \} \times \{ -i \nabla \Phi_{\sigma'}(r - R_{Bj}) \} , \tag{A1} \]

where we have chosen $V_A(r - R_{Ai}) + V_B(r - R_{Bj})$ out of $V(r)$ since the other terms in $V(r)$ should be small at $r = R_{Ai}$ or $r = R_{Bj}$. We show the spin component of the wave functions explicitly. Other matrix elements $h_{AB\sigma\sigma'}^{SO}(k)$ and $h_{BB\sigma\sigma'}^{SO}(k)$ are expressed in similar ways, which are to be discussed later.

The dominant contribution in Eq. (A1) is between the nearest-neighbor-sites. By choosing an appropriate coordinates, the $r$ integral can be expressed as in Fig. (8a). We can assume that $V_A(r - R_{Ai})$, $V_B(r - R_{Bj})$, $\Phi_{\sigma}(r - R_{Ai})$ and $\Phi_{\sigma'}(r - R_{Bj})$ are even functions with respect to $y$. Therefore, when one of the two nablas in Eq. (A1) is $\frac{\partial}{\partial y}$, the $r$ integral vanishes. We can also assume that $\Phi_{\sigma}(r - R_{Ai})$ and $\Phi_{\sigma'}(r - R_{Bj})$ are even functions with respect to $z$, while $\Phi_{\sigma}(r - R_{Ai})$ and $\Phi_{\sigma'}(r - R_{Bj})$ are odd functions. Therefore, when one of the two nablas in Eq. (A1) is $\frac{\partial}{\partial z}$, the $r$ integral vanishes again. As a result, $h_{AB\sigma\sigma'}^{SO}(k)$ vanishes.

Next, we discuss $h_{AB\sigma\sigma'}^{SO}(k)$. The dominant contribution is between the next-nearest-neighbor pair,

\[ h_{AB\sigma\sigma'}^{SO}(k) \approx \frac{1}{N} \sum_{R_{Ai}, R_{Aj}} e^{-ik(R_{Ai} - R_{Aj})} \int dr \Phi_{\sigma}^*(r - R_{Ai}) \frac{\hbar^2}{4m^2c^2} \times (\sigma)_{\sigma\sigma'} \cdot \nabla \{ V_A(r - R_{Ai}) + V_B(r - R_{Bj}) + V_A(r - R_{Aj}) \} \times \{ -i \nabla \Phi_{\sigma'}(r - R_{Bj}) \} . \tag{A2} \]

The appropriate coordinates give the configurations as in Fig. (8b) and (c). In the following, we neglect the overlap integral $s$ in $\Phi_{\sigma}(r)$ and replace $\Phi_{\sigma}(r)$ with $\phi_{\sigma}(r)$. All the potentials in Eq. (A2) will be even functions with respect to $z$, while $\phi_{\sigma}^*(r - R_{Ai})$ and $\phi_{\sigma'}(r - R_{Aj})$ are odd functions. Therefore, as in the case of Eq. (A1), when one of the two nablas is $\frac{\partial}{\partial z}$, the $r$ integral vanishes. Similarly, the terms in Eq. (A2) with $V_A(r - R_{Ai})$ and $V_A(r - R_{Aj})$ are even functions with respect to $y$. Therefore they vanish as in the case of Eq. (A1). In contrast, the term with $V_B(r - R_{Bj})$ gives a nonzero value,

\[ \frac{\hbar^2}{4m^2c^2} \int dr \phi_{\sigma}^*(r - R_{Ai})(\sigma^2)_{\sigma\sigma'} \left[ \frac{\partial}{\partial x} V_B(r - R_{Bj})(-i \frac{\partial}{\partial y}) \phi_{\sigma'}(r - R_{Aj}) \right. \]
\[ \left. \frac{\partial}{\partial y} V_B(r - R_{Bj})(-i \frac{\partial}{\partial x}) \phi_{\sigma'}(r - R_{Aj}) \right] dr. \tag{A3} \]

If we assume $R_{Bj} = (0, b, 0)$, $R_{Aj} = (a, 0, 0)$, $V_B(r - R_{Bj}) = V_B(\rho, z)$, and $\phi_{\sigma'}(r - R_{Aj}) = \phi_{\sigma'}(\rho_A, z)$ with $\rho = \sqrt{x^2 + (y - b)^2}$ and $\rho_A = \sqrt{(x - a)^2 + y^2}$ for Fig. (8b), the integral in Eq. (A3) becomes

\[ -i \int dr \phi_{\sigma}^*(r - R_{Ai})(\sigma^2)_{\sigma\sigma'}(ay + bx - ab) \frac{1}{\rho \rho_A} \frac{\partial V_B(\rho, z)}{\partial \rho} \frac{\partial \phi_{\sigma'}(\rho_A, z)}{\partial \rho_A} . \tag{A4} \]
Similarly, for Fig. 8(c), we obtain

\[ -i \int d\rho^*_\sigma (r - R_A)(\sigma^\dagger)_{\sigma\sigma'}(ay - bx + ab) \frac{1}{\rho'\rho_A} \partial V_B(\rho', z) \partial \phi_{\sigma'}(\rho_A, z), \]

(A5)

with \( \rho' = \sqrt{x^2 + (y + b)^2} \). When we make the change of the integral variable \( y \rightarrow -y \), we can see that Eq. (A5) exactly equals \((-1)\) times Eq. (A4). In the same way, we can obtain \( h_{\text{SO}}^{B\text{BB}}(k) \). These next-nearest-neighbor hoppings exactly have the same symmetry as Kane-Mele assumed, although the absolute value and the sign is determined from the details of the functional forms in Eq. (A3).

Appendix B: Integration Formulae

Table II shows the order estimates of several quantities with respect to the “overlap integrals” \( s \), \( t \) or \( t^2 \) (all denoted as \( s \) in the following) for the two cases of \( \Delta_0 \gg t \) and \( \Delta_0 \lesssim t \). Note that \( E_{k\sigma} = \sqrt{\Delta_{k\sigma}^2 + \varepsilon_k^2} \). In the following calculations, we keep the terms up to the order of \( s^1 \).

| \( \Delta_0 \gg t \) | \( \Delta_0 \lesssim t \) |
|---------------------|---------------------|
| \( E_{k\sigma} \) | 1 \( s \) |
| \( \partial E_{k\sigma} / \partial k_{\mu} \) | \( s \) |
| \( \eta_{k\sigma} \) | 1 \( s \) |
| \( \partial \eta_{k\sigma} / \partial k_{\mu} \) | 1 \( s \) |
| \( \theta_{k\sigma} \) | 1 \( s \) |
| \( \partial \theta_{k\sigma} / \partial k_{\mu} \) | 1 \( s \) |
| \( \Delta_{k\sigma} \) | 1 \( s \) |
| \( \partial \Delta_{k\sigma} / \partial k_{\mu} \) | 1 \( s \) |

First, we show several integration formulae using \( u_{k\sigma}^0(r) \) of Eqs. (19) and (20), which will be used in calculating \( \chi \). To simplify the expressions, we abbreviate \( \varepsilon_k, \theta_k, E_{k\sigma}, \Delta_{k\sigma}, \) and \( \eta_{k\sigma} \) as \( \varepsilon, \theta, E, \Delta, \) and \( \eta \), respectively, in the following Appendices. Furthermore, we use the abbreviations,

\[
\begin{align*}
\varepsilon_{\mu} &= \frac{\partial \varepsilon}{\partial k_{\mu}}, & \theta_{\mu} &= \frac{\partial \theta}{\partial k_{\mu}}, & E_{\mu} &= \frac{\partial E}{\partial k_{\mu}}, & \Delta_{\mu} &= \frac{\partial \Delta}{\partial k_{\mu}}, & \eta_{\mu} &= \frac{\partial \eta}{\partial k_{\mu}}, \\
\varepsilon_{\mu\nu} &= \frac{\partial^2 \varepsilon}{\partial k_{\mu}\partial k_{\nu}}, & \theta_{\mu\nu} &= \frac{\partial^2 \theta}{\partial k_{\mu}\partial k_{\nu}}, & E_{\mu\nu} &= \frac{\partial^2 E}{\partial k_{\mu}\partial k_{\nu}}, & \Delta_{\mu\nu} &= \frac{\partial^2 \Delta}{\partial k_{\mu}\partial k_{\nu}}, & \eta_{\mu\nu} &= \frac{\partial^2 \eta}{\partial k_{\mu}\partial k_{\nu}},
\end{align*}
\]

(B1)
for \( \mu, \nu = x \) or \( y \). Then we obtain

\[
\begin{align*}
(F1) & \int u_{k\sigma}^{+} \frac{\partial u_{k\sigma}^{+}}{\partial k_{\mu}} \, dr = \pm i \frac{\Delta}{2E} \theta_{\mu} + O(s^2), \\
(F2) & \int u_{k\sigma}^{+} \frac{\partial u_{k\sigma}^{+}}{\partial k_{\mu}} \, dr = i \frac{\varepsilon}{2E} \theta_{\mu} \pm \eta_{\mu} + O(s^2), \\
(F3) & \int \frac{\partial u_{k\sigma}^{+}}{\partial k_{\mu}} \cdot \frac{\partial u_{k\sigma}^{+}}{\partial k_{\nu}} \, dr = \langle x_{\mu}, x_{\nu} \rangle + \frac{1}{4} \sigma_{\mu} \sigma_{\nu} + \eta_{\mu} \eta_{\nu} \pm i \frac{\varepsilon}{2E}(\theta_{\mu} \eta_{\nu} - \theta_{\nu} \eta_{\mu}) \pm \frac{\varepsilon}{E} \text{Re}X_{\mu \nu} + O(s^2), \\
(F4) & \int \frac{\partial u_{k\sigma}^{+}}{\partial k_{\mu}} \cdot \frac{\partial u_{k\sigma}^{+}}{\partial k_{\nu}} \, dr = -i \frac{\Delta}{2E}(\theta_{\mu} \eta_{\nu} - \theta_{\nu} \eta_{\mu}) + Y_{\mu \nu}^{+} + O(s^2), \\
(F5) & \int u_{k\sigma}^{+} \frac{\partial \Phi_{k}}{\partial k_{\mu}} u_{k\sigma}^{+} \, dr = \pm E_{\mu}, \\
(F6) & \int u_{k\sigma}^{+} \frac{\partial \Phi_{k}}{\partial k_{\mu}} u_{k\sigma}^{+} \, dr = \mp 2E \int u_{k\sigma}^{+} \frac{\partial \Phi_{k}}{\partial k_{\mu}} \Phi_{k}^{+} \, dr = \mp i \varepsilon \theta_{\mu} - 2E \eta_{\mu} + O(s^2), \\
(F7) & \int u_{k\sigma}^{+} \frac{\partial \Phi_{k}}{\partial k_{\mu}} u_{k\sigma}^{+} \, dr = - \frac{\hbar^2}{2m} \delta_{\mu \nu} \pm \frac{1}{2} E_{\mu} + i \frac{\Delta}{2E} E_{\mu} \theta_{\nu} - i \varepsilon(\eta_{\mu} \theta_{\nu} - \eta_{\nu} \theta_{\mu}) + O(s^2), \\
(F8) & \int u_{k\sigma}^{+} \frac{\partial \Phi_{k}}{\partial k_{\mu}} u_{k\sigma}^{+} \, dr = \pm \frac{i}{2} \varepsilon \theta_{\mu} - \eta_{\mu} E_{\nu} - E\eta_{\mu} + \pm \frac{i}{2} \varepsilon \theta_{\nu} + O(s^2),
\end{align*}
\]

(B3)

with

\[
X_{\mu \nu} = \sum_{R} e^{-i \eta_{\nu} e^{-i k \cdot R}} \langle x_{\mu}, x_{\nu} \rangle_{R},
\]

\[
Y_{\mu \nu}^{\pm} = \pm \frac{\Delta}{E} \text{Re}X_{\mu \nu} \pm i \text{Im}X_{\mu \nu}.
\]

(B4)

The meaning of the \( R \) summation and \( \langle \cdots \rangle_{R} \) are shown below. \( X_{\mu \nu} \) and \( Y_{\mu \nu}^{\pm} \) are in the order of \( s \).

1. Derivation of (F1)-(F4)

The \( k_{\mu} \) derivative of \( u_{k\sigma}^{+} \) becomes

\[
\frac{\partial u_{k\sigma}^{+}}{\partial k_{\mu}} = \frac{i}{2} \theta_{\mu} \cos 2\eta_{\mu} u_{k\sigma}^{+} + \left( \frac{i}{2} \theta_{\mu} \sin 2\eta_{\mu} \right) u_{k\sigma} + e^{i \theta} \cos \eta \frac{\partial \varphi_{Ak}}{\partial k_{\mu}} - e^{-i \theta} \sin \eta \frac{\partial \varphi_{Bk}}{\partial k_{\mu}}.
\]

(B5)

To obtain (F1), we must calculate the integral of product of Bloch wavefunction \( u_{k\sigma}^{+} \) and \( k \)-derivative of \( \varphi_{A/Bk}(r) \). They become

\[
\int u_{k\sigma}^{+} \frac{\partial \varphi_{Ak}}{\partial k_{\mu}} \, dr = -e^{-i \theta} \cos \eta \sum_{R_{A_{i}} \neq R_{A_{j}}} e^{-ik(R_{A_{i}} - R_{A_{j}})} \int (x - R_{A_{j}x}) \Phi^{+}(r - R_{A_{i}}) \Phi(r - R_{A_{j}}) \
+ e^{i \theta} \sin \eta \sum_{R_{A_{j}}} e^{i k(R_{A_{j}} - R_{A_{i}})} \int (x - R_{A_{j}}x) \Phi^{+}(r - R_{B_{i}}) \Phi(r - R_{A_{j}}) \
= -ie^{-i \theta} \cos \eta \langle x \rangle + i \sin \eta \sum_{R} e^{ikR} \langle x \rangle_{(-R)},
\]

(B7)
where \( \mathbf{R} \) runs over the three vectors from a B site to its adjacent A sites. The expectation values \( \langle O \rangle \) and \( \langle O \rangle_R \) are defined as

\[
\langle O \rangle = \int \Phi^*(r) \hat{O} \Phi(r) \, dr,
\]

and

\[
\langle O \rangle_R = \int dr \Phi^*(r - \mathbf{R}) \hat{O} \Phi(r) \, dr.
\]

We can see that \( \langle x \rangle \) and \( \langle x \rangle_R \) are in the order of \( s^2 \). Therefore, we obtain

\[
\int u_{k_\sigma}^+ \partial \varphi_{\Delta k_\sigma}^* \, dr = O(s^2).
\]

(B10)

For \( \partial \varphi_{\Delta k_\sigma}/\partial k_\mu \), we have the similar relation

\[
\int u_{k_\sigma}^+ \partial \varphi_{\Delta k_\sigma} \, dr = O(s^2).
\]

(B11)

Using Eqs. (B10) and (B11), we have

\[
\int u_{k_\sigma}^+ \partial u_{k_\sigma}^+ \, dr = \frac{i}{2} \theta \mu \cos 2\eta + O(s^2),
\]

(B12)

and

\[
\int u_{k_\sigma}^- \partial u_{k_\sigma}^- \, dr = \frac{i}{2} \theta \mu \sin 2\eta + \eta \mu + O(s^2).
\]

(B13)

If we substitute \( \eta \to \eta - \pi/2 \), \( u_{k_\sigma}^+ \) and \( u_{k_\sigma}^- \) become \( u_{k_\sigma}^- \) and \( -u_{k_\sigma}^+ \), respectively. With the relations

\[
\sin 2\eta = \frac{\varepsilon}{E}, \quad \cos 2\eta = \frac{\Delta}{E},
\]

(B14)

we obtain (F1) and (F2).

Similarly to the derivation of (F1) and (F2), we obtain

\[
\int \partial \varphi_{\Delta k_\sigma}^* \partial \varphi_{\Delta k_\sigma} \, dr = \int \partial \varphi_{\Delta k_\sigma} \partial \varphi_{\Delta k_\sigma} \, dr = \langle x_{\mu} x_{\nu} \rangle + O(s^2),
\]

(B15)

and

\[
\int \partial \varphi_{\Delta k_\sigma}^* \partial \varphi_{\Delta k_\sigma} \, dr = \sum_{\mathbf{R}} e^{-i k \cdot \mathbf{R}} \langle x_{\mu} x_{\nu} \rangle_R + O(s^2).
\]

(B16)

Using these relations and substitution of \( \eta \to \eta - \pi/2 \), we obtain (F3) and (F4). In the different sign cases (e.g., \( \int \partial u_{k_\sigma}^* \partial u_{k_\sigma}^+ \, dr \)), we can calculate the integral in almost the same way.

2. Derivation of (F5) and (F6)

We start from the Schrödinger equation,

\[
H_k u_{k_\sigma}^\pm = \pm E u_{k_\sigma}^\pm.
\]

(B17)

Differentiating the both sides of this equation by \( k_\mu \), we obtain

\[
\left( \frac{\partial H_k}{\partial k_\mu} \mp \frac{\partial E}{\partial k_\mu} \right) u_{k_\sigma}^\pm = (\pm E - H_k) \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu}.
\]

(B18)

When we multiply \( u_{k_\sigma}^\pm \) and integrate the product, we obtain (F5). Similarly, multiplying \( u_{k_\sigma}^\pm \) and using (F2), we obtain (F0).
3. Derivation of (F7)

To obtain (F7), we first calculate

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} + \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr \]  

(B19)

and

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} - \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr. \]  

(B20)

Differentiating both sides of Eq. (B18) by \( k_\nu \), we obtain

\[ \left( \frac{\hbar^2}{m} \delta_{\mu\nu} + \frac{\partial^2 E}{\partial k_\mu \partial k_\nu} \right) u_{k_\sigma}^\pm + \left( \frac{\partial H_k}{\partial k_\mu} + \frac{\partial E}{\partial k_\mu} \right) \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} + \left( \frac{\partial H_k}{\partial k_\nu} + \frac{\partial E}{\partial k_\nu} \right) \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} + (H_k + E) \frac{\partial^2 u_{k_\sigma}^\pm}{\partial k_\mu \partial k_\nu} = 0. \]  

(B21)

Here we have used the relation

\[ \frac{\partial^2 H_k}{\partial k_\mu \partial k_\nu} = \frac{\hbar^2}{m} \delta_{\mu\nu}. \]  

(B22)

Then, multiplying \( u_{k_\sigma}^\pm \) and integrating, we obtain

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} + \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr = - \frac{\hbar^2}{m} \delta_{\mu\nu} \pm E_{\mu\nu} + i \frac{\Delta}{2E} (E_\mu \theta_\nu + E_\nu \theta_\mu) + O(s^2). \]  

(B23)

Here we have used the formula (F1).

Next, we calculate Eq. (B20). By using the explicit forms of \( \frac{\partial H_k}{\partial k_\nu} \) and \( \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} \) and using the fact that \( \phi(r) \) (\( p_2 \)-orbital) is an eigenstate of angular momentum, \( L_z \phi(r) = 0 \), we can write

\[ \frac{\partial H_k}{\partial k_y} \frac{\partial u_{k_\sigma}^\pm}{\partial k_x} - \frac{\partial H_k}{\partial k_x} \frac{\partial u_{k_\sigma}^\pm}{\partial k_y} = \frac{\partial H_k}{\partial k_y} \left[ \pm \left( \frac{\theta_x}{2} \frac{\Delta}{E} + \frac{s\varepsilon \pm \varepsilon}{2t} \right) u_{k_\sigma}^\pm + \left( \frac{i \varepsilon}{2} \frac{\varepsilon}{E} + \delta_{\mu\sigma} \pm \frac{\Delta}{2t} \right) \right] \]

\[- (x \leftrightarrow y) + O(s^2). \]  

(B24)

Then multiply \( u_{k_\sigma}^\pm \) and integrate the product. After some algebra, we obtain

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} - \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr = i \frac{\Delta}{2E} (E_\mu \theta_\nu - E_\nu \theta_\mu) - 2i \varepsilon (\eta_\mu \theta_\nu - \eta_\nu \theta_\mu) + O(s^2). \]  

(B25)

Here, we have used the formulae (F5), and (F6). Combining Eqs. (B23) and (B25), we obtain (F7).

4. Derivation of (F8)

Similarly to the derivation of (F7), we calculate

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} + \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr, \]  

(B26)

and

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} - \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr. \]  

(B27)

First, we multiply \( u_{k_\sigma}^\pm \) to Eq. (B21) and integrate the product. Then we obtain

\[ \int u_{k_\sigma}^\pm \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\nu} + \frac{\partial H_k}{\partial k_\nu} \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \right) \, dr = \pm E_\nu \int u_{k_\sigma}^\pm \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \, dr \pm E_\nu \int u_{k_\sigma}^\pm \frac{\partial u_{k_\sigma}^\pm}{\partial k_\mu} \, dr \pm 2E \int u_{k_\sigma}^\pm \frac{\partial^2 u_{k_\sigma}^\pm}{\partial k_\mu \partial k_\nu} \, dr \]  

(B28)
To calculate the last term, by differentiating (F2) by \(v_\nu\), we find a relation,

\[
\int u_{k\sigma}^{\pm} \frac{\partial^2 u_{k\sigma}^{\pm}}{\partial k_\mu \partial k_\nu} \, dr = - \int \frac{\partial u_{k\sigma}^{\pm}}{\partial k_\mu} \frac{\partial u_{k\sigma}^{\pm}}{\partial k_\nu} \, dr + \frac{\partial}{\partial k_\mu} \int u_{k\sigma}^{\pm} \frac{\partial u_{k\sigma}^{\pm}}{\partial k_\nu} \, dr
\]

\[
= \frac{i}{2E} \left( \theta_\mu \eta_\nu + \eta_\mu \theta_\nu \right) + i \frac{\varepsilon}{2E} \theta_{\mu\nu} \mp \eta_{\mu\nu} = Y_{\mu\nu}^{\pm} + O(s^2), \tag{B29}
\]

where we have used a relation Eq. (C1) or Eq. (C2). Substitution of this relation to Eq. (B28) leads to

\[
\int u_{k\sigma} \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k\sigma}^{\pm}}{\partial k_\nu} \frac{\partial H_k}{\partial k_\nu} \right) \, dr
\]

\[
= \pm \frac{i}{2} (\varepsilon_\mu \theta_\nu - \varepsilon_\nu \theta_\mu) - (E_\mu \eta_\nu + E_\nu \eta_\mu) \pm \varepsilon_\mu \theta_{\mu\nu} + 2EY_{\mu\nu}^{\pm} - 2E\eta_{\mu\nu} + O(s^2). \tag{B30}
\]

On the other hand, using Eq. (B24), we obtain

\[
\int u_{k\sigma}^{\pm} \left( \frac{\partial H_k}{\partial k_\mu} \frac{\partial u_{k\sigma}^{\pm}}{\partial k_\nu} \right) \, dr
\]

\[
= \pm \left( \frac{\Delta \theta_\nu}{2E} + \frac{s \varepsilon_\nu}{2tE} \right) \int u_{k\sigma}^{\pm} \frac{\partial H_k}{\partial k_\mu} u_{k\sigma}^{\pm} \, dr - (\mu \leftrightarrow \nu)
\]

\[
+ \left( \frac{i \varepsilon_\theta_\mu}{2s} \mp \eta_\nu \pm \frac{is \varepsilon_\nu}{2tE} \right) \int u_{k\sigma}^{\pm} \frac{\partial H_k}{\partial k_\mu} u_{k\sigma}^{\pm} \, dr - (\mu \leftrightarrow \nu)
\]

\[
= \mp \frac{i}{2} (\varepsilon_\mu \theta_\nu - \varepsilon_\nu \theta_\mu) - \frac{1}{2E} (\varepsilon_\mu \Delta_\nu - \varepsilon_\nu \Delta_\mu) + O(s^2), \tag{B31}
\]

where we have used (F5), and (F6). Combining Eqs. (B30) and (B31), we obtain (F8).

**Appendix C: Several relations between momentum derivatives**

We find various relations between \(E_\mu, \eta_\mu, \varepsilon_\mu, \Delta_\mu,\) and \(\theta_\mu\), which are used in various occasions. Using \(\sin 2\eta = \varepsilon/E\) and \(\cos 2\eta = \Delta/E\), we can see

\[
\frac{\partial}{\partial k_\mu} \left( \frac{\varepsilon}{E} \right) = \frac{\partial}{\partial k_\mu} \sin 2\eta = 2\eta_\mu \cos 2\eta = \frac{2\Delta}{E} \eta_\mu. \tag{C1}
\]

By writing explicitly the left-hand side, we obtain

\[
\Delta_\mu + \frac{\varepsilon}{2E} E_\mu = \frac{\varepsilon_\mu}{2}. \tag{C2}
\]

Similarly, from the derivative of \(\Delta/E = \cos 2\eta\), we have

\[
- \varepsilon \eta_\mu + \frac{\Delta}{2E} E_\mu = \frac{\Lambda_\mu}{2}. \tag{C3}
\]

which was used in the text Eq. (55). Furthermore, by making the \(k_\nu\)-derivative of Eqs. (C2) and (C3), we obtain

\[
E_{\mu\nu} + E_\mu \eta_\nu + E_\nu \eta_\mu = \frac{1}{2E} (\varepsilon_\mu \varepsilon_\nu - \varepsilon_\mu \Delta_\nu). \tag{C4}
\]

and

\[
E_{\mu\nu} - 4E_{\mu} \eta_\nu = \frac{1}{E} (\varepsilon_\mu \varepsilon_\nu + \Delta_\mu \nu). \tag{C5}
\]

In the previous paper, we obtained the following relationships \cite{24}

\[
\varepsilon (\theta_x^2 + \theta_y^2) - \varepsilon_{xx} - \varepsilon_{yy} = a^2 \varepsilon,
\]

\[
\varepsilon (\theta_{xx} + \theta_{yy}) + 2\varepsilon_x \theta_x + 2\varepsilon_y \theta_y = 0, \tag{C6}
\]

with \(a\) being the length between the nearest-neighbor carbons. These special relations hold since \(\varepsilon\) and \(\theta\) are closely related to each other through \(\gamma_k\). Here we find additional relations.

Let us consider

\[
\sum_R (R_x^2 - R_y^2) e^{-ik \cdot R}, \tag{C7}
\]

where \(R\) runs over the three vectors from a B site to its adjacent A sites. By using the explicit three vectors in Fig. 1, we can see that it is equal to

\[
- \frac{1}{2} \frac{\partial}{\partial k_y} \sum_R e^{-ik \cdot R}. \tag{C8}
\]

Then, from the definitions of \(\gamma_k\) and \(\theta\), we can obtain the relationship:

\[
\left( - \frac{\partial^2}{\partial k_x^2} + \frac{\partial^2}{\partial k_y^2} \right) \gamma_k |e^{i\theta}| = - i a \frac{\partial}{\partial k_y} \gamma_k |e^{i\theta}|. \tag{C9}
\]

By taking the real and imaginary part of both sides, we obtain

\[
\varepsilon (\theta_x^2 - \theta_y^2) - \varepsilon_{xx} + \varepsilon_{yy} = a \varepsilon \theta_y,
\]

\[
\varepsilon (\theta_{xx} - \theta_{yy}) + 2\varepsilon_x \theta_x - 2\varepsilon_y \theta_y = a \varepsilon_y. \tag{C10}
\]
From Eqs. (C6) and (C10), we can see we obtain

\[
\begin{align*}
\varepsilon_{xx} &= \varepsilon \theta_x^2 - \frac{a^2}{2} \varepsilon - \frac{a}{2} \varepsilon \theta_y, \\
\varepsilon_{yy} &= \varepsilon \theta_y^2 - \frac{a^2}{2} \varepsilon + \frac{a}{2} \varepsilon \theta_y, \\
\varepsilon \theta_{xx} &= -2 \varepsilon \varepsilon \theta_x + \frac{a}{2} \varepsilon, \\
\varepsilon \theta_{yy} &= -2 \varepsilon \varepsilon \theta_y - \frac{a}{2} \varepsilon.
\end{align*}
\]  

(C11) \[
\begin{align*}
\varepsilon_{xy} &= \varepsilon \theta_x \theta_y - \frac{a}{2} \varepsilon \theta_x, \\
\varepsilon_{yx} &= -\varepsilon \theta_x \theta_y + \frac{a}{2} \varepsilon \theta_x.
\end{align*}
\]  

(C13)

Similarly by using

\[
\sum_R R_x R_y e^{-i \mathbf{k} \cdot \mathbf{R}} = -\frac{\partial^2}{\partial k_x \partial k_y} |\gamma_k| e^{i \theta} = -\frac{\alpha}{2} \frac{\partial}{\partial k_x} |\gamma_k| e^{i \theta},
\]

(C12)

Appendix D: Each contribution of \( \chi \)

In the present case, the Landau-Peierls contribution simply becomes Eq. (38). Next, the \( l' \)-summation in \( \chi_{\text{inter}} \) is carried out in Appendix E and the result is given by

\[
\chi_{\text{inter}} = \frac{e^2}{h^2} \sum_{\pm \mathbf{k}} f(\pm E)
\]

\[
\times \left[ \left( \frac{\hbar^2}{16m} \pm \frac{\varepsilon^2}{4E} (y^2) \pm \frac{\hbar^2 s \varepsilon^2}{8m E} \right) \hat{\theta}_x^2 \pm \frac{\hbar^2}{4m} \left( \eta_x^2 \pm \frac{s \Delta}{E t} \eta_x \varepsilon_x \right) \right] \pm E \langle y^2 \rangle \eta_x^2 \\
\pm \frac{\eta_x^2}{4E} (\varepsilon \varepsilon_{yy} + \Delta \Delta_{yy}) \pm \frac{\eta_x \eta_y}{4E} (\varepsilon \varepsilon_{xy} + \Delta \Delta_{xy}) \pm \frac{\theta_x^2}{16E} (\varepsilon \varepsilon_{yy} - \Delta \Delta_{yy}) \pm \frac{\theta_x \theta_y}{16E} (\varepsilon \varepsilon_{xy} - \Delta \Delta_{xy}) \\
\pm \frac{\Delta_e \eta_y - \varepsilon \eta_y^2}{4E} \left( \frac{\theta_x \theta_y}{4E} (\varepsilon \varepsilon_{xy} - \Delta \Delta_{xy}) \mp \frac{\varepsilon \Delta}{4E} (\eta_x \theta_x \theta_y - \eta_x \theta_y \theta_y) \right) + (x \leftrightarrow y) + O(s^2).
\]

(D1)

For \( \chi_{FS} \), we multiply the Hermitian conjugate of Eq. (D2) by \( \frac{\partial \tilde{\varepsilon}}{\partial \tilde{\varepsilon}} \) and integrate the product. Then, with the help of (F7) and (F8), we obtain

\[
\chi_{FS} = \frac{e^2}{2h^2} \sum_{\pm \mathbf{k} \sigma} f'(\pm E) \left[ \frac{\hbar^2 s \varepsilon E}{2m 2tE} \hat{z} E x + \frac{\varepsilon^2 E^2}{4E} (\theta_x \theta_y - \theta_x \theta_y) + \frac{\Delta E_x}{4E} (\Delta_x \theta_y^2 - \Delta_y \theta_x \theta_y) \\
+ \frac{E_x}{2E} \left( \eta_y (\varepsilon \varepsilon_{xy} - \varepsilon \Delta_{xy}) - \eta_x (\varepsilon \varepsilon_{yy} - \varepsilon \Delta_{yy}) \right) + \frac{E_x^2}{4} \left( (y^2) + \frac{1}{4} \theta_y^2 \right) - \frac{1}{4} E_x E_y \theta_x \theta_y + (x \leftrightarrow y) \right] \\
+ \frac{e^2}{2h^2} \sum_{\pm \mathbf{k} \sigma} f'(\pm E) \frac{\hbar^2}{m 2E} \sigma (E_x \theta_y - E_y \theta_x) + O(s^2),
\]

(D2)

where we have used the relation in Eqs. (C3) and (C4). The last term in Eq. (D2) comes from the contribution of the Zeeman term. We find that it is convenient to make partial integrations in the last three terms, which will be
obtain \( \chi_1 \), \( \chi_2 \), and \( \chi_{\text{OZ}} \) in the main text. With the partial integrations, we obtain

\[
\chi_{\text{FS}} = \frac{e^2}{2\hbar^2} \sum_{\pm, k, \sigma} f'(\pm E) \left[ \frac{\hbar^2}{2m} \frac{s}{2E} \varepsilon \varepsilon_x E_x + \frac{e^2 E_x}{2E} (\theta_y \theta_{xy} - \theta_x \theta_{yx}) + \frac{\Delta x}{2E} (\Delta_x \theta_y^2 - \Delta_y \theta_x^2) \right.
\]
\[
+ \frac{E_x}{2E} \left( \eta_y (\Delta x_{xy} - \varepsilon \Delta_{xy}) - \eta_x (\Delta x_{yx} - \varepsilon \Delta_{yx}) \right) + (x \leftrightarrow y) \left. \right]
\]
\[
- \frac{e^2}{2\hbar^2} \sum_{\pm, k, \sigma} f(\pm E) \left[ \pm E_{xx} \left( \langle y^2 \rangle + \frac{1}{4} \theta_y^2 \right) + \frac{\hbar^2}{m} E_{xx} \theta_x \theta_y \right.
\]
\[
+ \frac{\hbar^2 \varepsilon}{m} \Re X_{yy} \left. \right] + (x \leftrightarrow y) + O(s^2), \quad (D3)
\]

\( \chi_{\text{FS-P}} \) is directly obtained by substituting \( M_{\pm \sigma} \) as

\[
\chi_{\text{FS-P}} = - \sum_{\pm, k, \sigma} f'(\pm E) \left[ \frac{e^2}{4\hbar^2} (\Delta_x \theta_y - \Delta_y \theta_x)^2 + \frac{\Delta x^2}{2m} (\Delta_x \theta_y - \Delta_y \theta_x) + \frac{\hbar^2}{4m^2} \sigma^2 \right] + O(s^2). \quad (D4)
\]

Using the integration formulae (F3) in Appendix B we obtain \( \chi_{\text{occ}1} \) as

\[
\chi_{\text{occ}1} = - \frac{e^2}{4\hbar^2} \sum_{\pm, k, \sigma} f(\pm E) \left[ \pm \langle y^2 \rangle \left( \frac{1}{4} \theta_x \eta_y + \eta_x \theta_y \right) + \left( \frac{\hbar^2}{m} + E_{xx} \right) \left( \langle y^2 \rangle + \frac{1}{4} \theta_y^2 + \eta_y^2 \right) \right.
\]
\[
\left. + \frac{\hbar^2 \varepsilon}{m} \Re X_{yy} \right] + (x \leftrightarrow y) + O(s^2), \quad (D5)
\]

Finally \( \chi_{\text{occ}2} \) becomes

\[
\chi_{\text{occ}2} = \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f(\pm E) \left[ \pm \varepsilon \left( \frac{\Delta x}{2E} \eta_y \theta_x - \theta_x \eta_y \Delta_x \eta_y + (x \leftrightarrow y) \right) \right. + \frac{\hbar^2 \varepsilon}{2m E} \sigma (\theta_x \eta_y - \theta_y \eta_x) \left. \right] + O(s^2). \quad (D6)
\]

In the total of these contributions, some terms cancel with each other. In the zeroth order of \( s \) (s\(^0\)), there are terms proportional to \( \frac{\hbar^2}{m} \langle y^2 \rangle \) and \( \frac{\hbar^2}{m} \sigma^2 \) in \( \chi_{\text{occ}1} \) and \( \chi_{\text{inter}} \). However, the latter cancels with each other and only the former appearing in \( \chi_{\text{occ}1} \) contributes to the total susceptibility in the zeroth order. In the previous paper, \( \chi_{\text{atomic}} \) we call this contribution as “intraband atomic diamagnetism”, which is shown as \( \chi_{\text{atomic}} \) in Eq. (11).

Collecting the contributions proportional to \( \hbar^2/m \) and \( \langle y^2 \rangle \) and using integration by parts for terms in \( \chi_{\text{FS}} \), we obtain

\[
\chi_2 = \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f(\pm E) \left[ \pm \varepsilon \left( \frac{\Delta x^2}{2E} \eta_y \eta_x + \eta_x \eta_y \Delta_x \eta_y + (x \leftrightarrow y) \right) \right. + \frac{\hbar^2 \varepsilon}{2m E} \sigma (\theta_x \eta_y - \theta_y \eta_x) \left. \right] + O(s^2). \quad (D7)
\]

where we have used the relations of Eqs. (C1) and (C5). Finally when we use the relation Eq. (C1), we obtain Eq. (13). The last term in \( \chi_{\text{FS-P}} \) is the usual Pauli paramagnetism, Eq. (39). The orbital-Zeeman (OZ) cross-terms are characterized by the presence of \( \sigma \) and they appear in \( \chi_{\text{FS}}, \chi_{\text{FS-P}}, \) and \( \chi_{\text{occ}2} \). Their total becomes

\[
\chi_{\text{OZ}} = \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f'(\pm E) \frac{\hbar^2}{m} \sigma \left[ \varepsilon (\eta_x \theta_y - \eta_y \theta_x) - \frac{\Delta}{4E} (E_x \theta_y - E_y \theta_x) \right]
\]
\[
+ \frac{e^2}{\hbar^2} \sum_{\pm, k, \sigma} f(\pm E) \left[ \pm \frac{\hbar^2}{2m} \frac{\varepsilon}{E} (\theta_x \eta_y - \theta_y \eta_x) \right] + O(s^2), \quad (D8)
\]

where we have used Eq. (C3) for \( \Delta_x \) and \( \Delta_y \). Then using the integration by parts in the second term and using Eq. (C3) again, we obtain \( \chi_{\text{OZ}} \) in Eq. (14). The other terms lead to Eq. (12).
Appendix E: $l'$ summation in $\chi_{\text{inter}}$

To carry out the summation in $\chi_{\text{inter}}$ Eq. (20), we first consider the case of $l' = \mp$. From (F2) and (F8), we have

$$M_{\pm l' = \mp} = \mp \frac{e}{2\hbar} \Delta (\eta_x \theta_y - \eta_y \theta_x),$$

(E1)

where we have used a relation Eq. (C5). Then, we have

$$-2 \sum_{\pm, \kappa, \sigma} \frac{f(\pm E)}{(\pm E) - (\mp E)} |M_{\pm l' = \mp}|^2 = \frac{e^2}{2\hbar^2} \sum_{\pm, \kappa, \sigma} f(\pm E) \left[ \mp \frac{\Delta^2}{2E} (\eta_x \theta_y - \eta_y \theta_x)^2 \right].$$

(E2)

Next, we consider the case of $l' \neq \pm, \mp$. In this case, using Eq. (B24) we can rewrite $M_{\pm l' = \mp}$ as

$$M_{\pm l' = \mp} = -\frac{ie}{2\hbar} \left[ A_x (\pm E - E_{l'}) \int \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_y} u_{l'\kappa\sigma} \, dr + B_x (\mp E - E_{l'}) \int \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_y} u_{l'\kappa\sigma} \, dr \right]$$

$$\pm E_{l'} \int \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_x} u_{l'\kappa\sigma} \, dr - (x \leftrightarrow y),$$

(E3)

where

$$A_\mu = \mp i \frac{\Delta}{2E} \theta_\mu \pm \frac{s}{2l} E \varepsilon_\mu,$$

$$B_\mu = -i \frac{\varepsilon}{2E} \theta_\mu \mp \eta_\mu \mp \frac{s \varepsilon}{2l} \theta_\mu - \frac{s}{2l} E \varepsilon_\mu,$$

(E4)

for $\mu = x, y$. Then, $M_{\pm l' = \mp}$ can be rewritten as

$$M_{\pm l' = \mp} = (M_{1}^{xy} + M_{2}^{xy}) - (x \leftrightarrow y),$$

(E5)

with

$$M_{1}^{\mu
u} = -\frac{ie}{2\hbar} \left( A_\mu (\pm E - E_{l'}) \mp E_\mu \right) \int \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_\nu} u_{l'\kappa\sigma} \, dr$$

$$M_{2}^{\mu
u} = -\frac{ie}{2\hbar} \left( B_\mu (\pm E - E_{l'}) \mp 2EB_\mu \right) \int \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_\nu} u_{l'\kappa\sigma} \, dr.$$  

(E6)

Using these abbreviations, $|M_{\pm l' = \mp}|^2$ becomes

$$|M_{\pm l' = \mp}|^2 = |M_{1}^{xy}|^2 + |M_{2}^{xy}|^2 + (M_{1}^{xy}M_{2}^{xy} + \text{c.c.}) - M_{1}^{xy}M_{1}^{xy} - M_{2}^{xy}M_{2}^{xy} - (M_{1}^{xy}M_{2}^{xy} + \text{c.c.})$$

$$+ (x \leftrightarrow y).$$

(E7)

Thus, we need to calculate the six types of matrix elements. In these calculations, we can write the $l'$ summation in a form,

$$\sum_{l' \neq \pm, \mp} \frac{(\pm E - E_{l'})^n}{\pm E - E_{l'}} \int X^* u_{l'\kappa\sigma} \, dr \int u_{l'\kappa\sigma}^{*} Y \, dr,$$

(E8)

with $n = 0, 1, \text{and} 2$, and

$$X, Y = \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_\mu}, \frac{\partial u_{\kappa\sigma}^{*}}{\partial k_\nu}, \text{etc.}$$

(E9)

We can carry out these $l'$ summation in the following ways:

(a) $n = 0$ case:

The denominator $\pm E - E_{l'}$ is in the zero-th order with respect to $s$, and the numerator is in the second order of $s$ because the prefactors $E_\mu$ and $EB_\mu$ are both in the order of $O(s)$. Therefore, we can neglect this contribution of $n = 0$ in the calculation in the order of $O(s)$.  

(b) \( n = 1 \) case:

Using the completeness condition, \( \sum_{l'} u_{l'}(r) u_{l'}^*(r') = \delta(r - r') \), we obtain

\[
\sum_{l' \neq \pm, \mp} \int X^* u_{l'} dr \int u_{l'}^* Y dr = \int X^* Y dr - \int X^* u_{k\sigma}^\pm dr \int u_{k\sigma}^\mp Y dr - \int X^* u_{k\sigma}^\mp dr \int u_{k\sigma}^\pm Y dr. \tag{E10}
\]

(c) \( n = 2 \) case:

Similarly, using the completeness condition,

\[
\sum_{l' \neq \pm, \mp} \frac{(\pm E - E_{l'})^2}{\pm E - E_{l'}} \int X^* u_{l'} dr \int u_{l'}^* Y dr = \sum_{l' \neq \pm, \mp} \int X^* (\pm E - H_{k\sigma}) u_{l'} dr \int u_{l'}^* Y dr
\]

\[
= \int X^* (\pm E - H_{k\sigma}) Y dr \mp 2E \int X^* u_{k\sigma}^\mp dr \int u_{k\sigma}^\pm Y dr. \tag{E11}
\]

Using the formulae (F1)-(F8), (E13), (E16), and (E11), we can carry out the summation of all the combinations as follows,

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{xy}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ |A_x|^2 \left\{ \frac{\hbar^2}{2m} \pm \frac{\varepsilon^2}{2E} \theta_y^2 + 2E\theta_y + 2E \right\} \mp \frac{2E}{2} \text{Re}[A_x] \langle y^2 \rangle + O(s^2) \right], \tag{E12}
\]

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{yz}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ |B_x|^2 \left\{ \frac{\hbar^2}{2m} \pm \frac{\varepsilon^2}{2E} \theta_y^2 + 2E\theta_y + 2E \right\} + O(s^2) \right], \tag{E13}
\]

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{xz}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ |B_x|^2 \left\{ \frac{i}{2} (2\varepsilon \theta_y + \varepsilon \theta_y) - \frac{1}{2E} (\Delta \varepsilon_{y} - \varepsilon \Delta \theta_y - \varepsilon \theta) \right\} + O(s^2) \right], \tag{E14}
\]

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{zy}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ \pm A_x A_y^* \left\{ \frac{1}{2} E_{xy} - \frac{\varepsilon^2}{2E} \theta_y \theta_y - 2E \right\} + O(s^2) \right], \tag{E15}
\]

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{zx}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ \pm B_x B_y^* \left\{ \frac{1}{2} E_{xy} - \frac{\varepsilon^2}{2E} \theta_y \theta_y - 2E \right\} + O(s^2) \right], \tag{E16}
\]

\[
\sum_{l' \neq \pm, \mp} \frac{|M_{l,l'}^{zx}|^2}{\pm E - E_{l'}} = \frac{e^2}{4\hbar^2} \left[ \pm A_x B_y^* \left\{ \frac{i}{2} (\varepsilon \theta_y + \varepsilon \theta_y) - \frac{1}{2E} (\Delta \varepsilon_{xy} - \varepsilon \Delta \theta_y - \varepsilon \theta) \right\} + O(s^2) \right]. \tag{E17}
\]

Here we have used the relation in Eq. (C4). Then, substituting \( A_{\mu} \) and \( B_{\mu} \), and keeping the terms up to the order of \( O(s) \), we obtain Eq. (10).
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