Large deviation principle for persistence diagrams of random cubical filtrations
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Abstract

The objective of this article is to investigate the asymptotic behavior of the persistence diagrams of a random cubical filtration as the window size tends to infinity. Here, a random cubical filtration is an increasing family of random cubical sets, which are the union of randomly generated higher-dimensional unit cubes with integer coordinates in a Euclidean space. We first prove the strong law of large numbers for the persistence diagrams, inspired by the work of Hiraoka, Shirai, and Trinh, where the persistence diagram of a filtration of random geometric complexes is considered. As opposed to prior papers treating limit theorems for persistence diagrams, the present article aims to further study the large deviation behavior of persistence diagrams. We prove a large deviation principle for the persistence diagrams of a class of random cubical filtrations, and show that the rate function is given as the Fenchel–Legendre transform of the limiting logarithmic moment generating function. In the proof, we also establish a general method of lifting a large deviation principle for the tuples of persistent Betti numbers to persistence diagrams for broad application.
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1 Introduction

Many large complex systems such as social and biological networks are modeled by random graphs, where each vertex and edge represent an object and a connection between two individual objects, respectively. Random graph theory, which dates back to the work of Erdős and Rényi [17, 18], has been providing a good understanding of such large complex systems. However, we are often interested in relations among multiple objects rather than pairwise relations in some applications. In such cases, simplicial complexes, composed of various dimensional simplices (e.g. vertices, edges, solid triangles, and solid tetrahedra), are useful as natural higher-dimensional objects of graphs. Motivated by various problems in the growing field of topological data analysis, there has been considerable study of the topology of random simplicial complexes.

The study of random simplicial complexes has its origin in the work of Linial and Meshulam [36]. They introduced a random 2-dimensional simplicial complex, the so-called 2-Linial–Meshulam–Wallach complex, as a high-dimensional generalization of Erdős–Rényi graphs, and showed the phase transition of the vanishing of its first homology group with mod 2 coefficients. More generally, the k-Linial–Meshulam–Wallach complex was introduced by Meshulam and Wallach [41], and its topology has been studied, for example, in [2, 3, 6, 8, 11, 12, 13, 14, 15, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. Besides, there has been extensive study of other random simplicial complex models as generalizations of Erdős–Rényi graphs. Among them, the multi-parameter random simplicial complex model, introduced by Costa and Farber, has been drawing attention as a fairly general model (see, e.g., [10, 12, 13, 11, 19, 20, 34, 42]).

Another type of random simplicial complex, the so-called random geometric complex, was introduced in [29] as a natural higher-dimensional generalization of random geometric graphs [43]. In a random geometric complex, the vertices are given as random points in a metric space, and the higher-dimensional simplices are placed according to some deterministic rule based on the proximity relationship among
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those points (cf. Čech complex, Vietoris–Rips complex, alpha complex). Yogeshwaran–Subag–Adler \cite{18} proved the strong law of large numbers for the Betti numbers (the dimension of the homology group with real-coefficients) of a random geometric complex built over an ergodic and stationary point process in a Euclidean space as the window size tends to infinity. See \cite{32} for manifold settings instead of Euclidean spaces. For comprehensive surveys of random simplicial complex models, see also \cite{5, 6, 30}.

In this article, we deal with cubical sets, composed of various dimensional elementary cubes (e.g., lattice points, line segments, squares, and cubes) in a Euclidean space, rather than simplicial complexes. In digital image analysis, a cubical set is exploited to represent a digital image data and to obtain information of a given data but also measure the robustness of the holes. Let us take a grayscale image data for example. Since a grayscale image can be regarded as a function representing the intensity of light on each elementary cube, we can construct a cubical filtration, an increasing family of cubical sets, by considering the sublevel sets of the function at varying thresholds. Then, the persistent homology can extract the information about the birth and death times of holes in the filtration. By plotting all birth-death pairs into a 2-dimensional parameter space, we get a useful descriptor, called a persistence diagram, of the multiscale topological features embedded in the grayscale image data. A birth-death pair far from the diagonal line of persistence diagram is, in fact, robust to a perturbation of data \cite{9}, and usually considered as a characterization of data. However, since grayscale image data usually contain measurement noise, or more importantly could be drawn from some probability distribution, it is significant to examine the effect of randomness on persistence diagrams. With the motivation, we study the persistence diagram of a random cubical filtration.

The objective of this work is to investigate the asymptotic behavior of the persistence diagrams of random cubical filtrations as the window size tends to infinity. We first prove the strong law of large numbers for the persistence diagrams of a class of random cubical filtrations, which states that the persistence diagram converges vaguely to a deterministic measure almost surely (Theorem \ref{thm:strongLaw}). The proof is highly inspired by the work of Hiraoka, Shirai, and Trinh \cite{24}, where the persistence diagram of a filtration of random geometric complexes is considered. As the first step of the proof, we prove the strong law of large numbers for persistent Betti numbers, roughly speaking which is the number of holes that persist over a fixed time-interval, using their nearly additive property (Theorem \ref{thm:strongLawBetti}). Second, we apply the method of lifting the strong law of large numbers for persistent Betti numbers to persistence diagrams, developed in \cite{26}.

The principal aim in this article is to study the large deviation behavior of the persistence diagrams of random cubical filtrations. In other words, we are interested in the small probability that the persistence diagram is far away from the deterministic limiting measure in the strong law of large numbers. Though such an event is usually rare, they may exert a material impact on functionals of persistence diagrams. The (Donsker–Varadhan type) large deviation principle characterizes such small probabilities in terms of a rate function, which quantifies the rareness of the events (see Definition \ref{def:LDP}). We prove a large deviation principle for the persistence diagrams of a class of random cubical filtrations, and show that the rate function is given as the Fenchel–Legendre transform of the limiting logarithmic moment generating function (Theorem \ref{thm:LDP}). For the proof, we establish a general method of lifting a large deviation principle for the tuples of persistent Betti numbers to persistence diagrams (Theorem \ref{thm:lifting}). As described in Section \ref{sec:lifting}, our method relies on the technique of exponentially good approximation in the large deviation theory. Furthermore, in order to show the large deviation principle for the tuples of persistent Betti numbers, we generalize a large deviation principle for regular nearly additive real-valued processes, established by Seppäläinen and Yukich \cite{46}, to vector-valued processes with weaker nearly additive property (Theorem \ref{thm:generalLDP}).

We remark on a few studies on the large deviation behaviors of several topological invariants. Yogeshwaran and Adler \cite{18} proved a concentration inequality for the Betti numbers of a random geometric complex. Samorodnitsky and Owada \cite{47} studied an upper tail large deviation estimate for the Betti numbers of a multi-parameter random simplicial complex in the critical dimension. Furthermore, Hirsch and Owada \cite{23} proved a large deviation principle for counting measures associated to the configuration of a homogeneous Poisson point process in a Euclidean space. As an application, they proved the large deviation principle for the first persistent Betti numbers of a filtration of random geometric complexes (alpha complexes) built over a homogeneous Poisson point process in 2-dimensional Euclidean space. In their setting, the large deviation principle for the higher-order persistent Betti numbers in higher-dimensional Euclidean spaces is still an open problem since they exploit the fact that the number of 1-simplices in the planar Delaunay triangulation grows at most linearly with respect to the number of vertices, which is not the case for higher-dimensional simplex counts (see \cite{24}, Remark 4.2 for details). In contrast, in the case of random cubical filtration model, we prove large deviation principles for arbitrarily higher-order persistent
Betti numbers (Theorem 2.17). Moreover, Theorem 2.18 is the first result on the large deviation principle for persistence diagrams themselves throughout all the models.

The remainder of this article is organized as follows. In Section 2 we provide some definitions, namely cubical set, cubical homology, cubical filtration, persistent homology, persistence diagram, and random cubical filtration. Furthermore, we introduce our random cubical filtration model and summarize the main results. Section 3 presents a general large deviation principle for exponentially regular nearly additive vector-valued processes. In Section 4 we discuss the exponential regularity and exponentially near additivity of persistent Betti numbers. In Section 5 we establish a general method of lifting a large deviation principle for the tuples of persistent Betti numbers to persistence diagrams using the technique of exponentially good approximation. In Appendix A we prove the strong law of large numbers for strongly regular nearly additive vector-valued processes. As we will see in Remark A.3 the strong regularity and strongly nearly additivity is weaker than the exponential regularity and exponentially nearly additivity, respectively. In Appendix B we review basic methods, needed in Section 5, to move around LDPs between different spaces. In Appendix C we provide a sufficient condition for an LDP for random measures, which is also used in Section 5.

2 Model and main results

Throughout this article, we fix $d \in \mathbb{N}$ as the dimension of the state space $\mathbb{R}^d$ where cubical sets and cubical filtrations are considered. In Subsection 2.1 we review the definitions of cubical sets and cubical homology concisely. See Chapter 2 of [28] for more detailed description. In Subsection 2.2 we define the persistence diagram and persistent Betti number of cubical filtrations precisely. In Subsection 2.3 we introduce our random cubical filtration model. Finally, we summarize our main results in Subsection 2.4.

2.1 Cubical homology

An elementary interval is a closed interval $I \subset \mathbb{R}$ of the form $I = [l, l+1]$ or $I = \{l\}$ for some $l \in \mathbb{Z}$. Such elementary intervals $I = [l, l+1]$ and $I = \{l\}$ are said to be nondegenerate and degenerate, respectively. An elementary cube in $\mathbb{R}^d$ is a product set $I_1 \times I_2 \times \cdots \times I_d \subset \mathbb{R}^d$ of $d$ elementary intervals $I_1, I_2, \ldots, I_d$. Let $\mathcal{K}_d$ denote the set of all elementary cubes in $\mathbb{R}^d$. Given an elementary cube $Q = I_1 \times I_2 \times \cdots \times I_d$ in $\mathbb{R}^d$, its dimension $\dim Q$ is defined as the number of nondegenerate elementary intervals in $I_1, I_2, \ldots, I_d$. We call an elementary cube $Q$ with $\dim Q = q$ an elementary $q$-cube in $\mathbb{R}^d$. For each $q \in \mathbb{Z}$, let $\mathcal{K}_q$ be the set of all elementary $q$-cubes in $\mathbb{R}^d$. A cubical set in $\mathbb{R}^d$ is a union of elementary cubes in $\mathbb{R}^d$. Note here that the above union of elementary cubes is not necessarily a finite union unlike the definition in [28]. Instead, we call a finite union of elementary cubes in $\mathbb{R}^d$ a bounded cubical set in $\mathbb{R}^d$.

Let $X$ be a cubical set in $\mathbb{R}^d$. In what follows, we refer to an elementary cube $Q$ such that $Q \subset X$ as an elementary cube in $X$. For $q \in \mathbb{Z}$, let $\mathcal{K}_q(X)$ denote the set of all elementary $q$-cubes in $X$. The $q$th cubical chain group $C_q(X)$ is defined as the $\mathbb{R}$-vector space consisting of all formal linear combinations of finitely many elementary $q$-cubes in $X$ with coefficients in $\mathbb{R}$. Each element is called a cubical $q$-chain and of the form $a_1 Q_1 + a_2 Q_2 + \cdots + a_m Q_m$ for some $a_i \in \mathbb{R}$ and $Q_i \in \mathcal{K}_q(i = 1, 2, \ldots, m)$. Some authors use the notation $Q_1 \cup Q_2 \cup \cdots \cup Q_m$ instead of $a_1 Q_1 + a_2 Q_2 + \cdots + a_m Q_m$ in order to stress that the elementary cubes are regarded as algebraic objects and that the linear combination here is in the formal sense. Obviously, $C_q(X) = 0$ for $q < 0$ or $q > d$ since $\mathcal{K}_q(X) = \emptyset$ in such cases. Furthermore, $\mathcal{K}_q(X)$ forms the canonical basis of $C_q(X)$ whenever $\mathcal{K}_q(X) \neq \emptyset$. For $q \in \mathbb{Z}$, we define the $q$th cubical boundary map $\partial_q: C_q(X) \to C_{q-1}(X)$ as the linear extension of

$$\partial_q X := \sum_{j=1}^q (-1)^{j-1} (Q_j^+ - Q_j^-) \in C_{q-1}(X)$$

for any $Q = I_1 \times I_2 \times \cdots \times I_d \in C_q(X)$. Here, $Q_j^+ \in C_{q-1}(X)$ and $Q_j^- \in C_{q-1}(X)$ are defined by degenerating the $j$th nondegenerate elementary interval in $I_1, I_2, \ldots, I_d$ upward and downward, respectively. More precisely, letting $I_i = [l_i, l_i + 1], I_{i+1} = [l_{i+1}, l_{i+1} + 1]$ be the nondegenerate elementary intervals in $I_1, I_2, \ldots, I_d$, we define $Q_j^+ := I_1 \times \cdots \times I_{j-1} \times [l_j + 1] \times I_{j+1} \times \cdots \times I_d$ and $Q_j^- := I_1 \times \cdots \times I_{j-1} \times [l_j] \times I_{j+1} \times \cdots \times I_d$.

Example 2.1. Set $d = 2$, and consider a cubical set $X = [0, 1]^2$ in $\mathbb{R}^2$.

(1) Let $Q = \{0\} \times \{0\} = \{(0,0)\} \in \mathcal{K}_0(X)$. Then,

$$\partial_0 Q = 0 \in C_{-1}(X).$$
(2) Let $Q = [0, 1] \times \{0\} \in \mathcal{K}^d_\partial(X)$. Then,
\[ \partial^1_\partial Q = \{1\} \times \{0\} - \{0\} \times \{0\} = (1, 0) - (0, 0) = C_0(X). \]

(3) Let $Q = [0, 1] \times [0, 1] \in \mathcal{K}^d_\partial(X)$. Then,
\[ \partial^1_\partial Q = \{(1) \times [0, 1] - \{0\} \times [0, 1]\} - \{(0, 1) \times [0, 1] - \{0, 0\} \times [0, 1]\} = [0, 1] \times \{0\} + [1, 1] \times \{0\} \subseteq \{0\} \times [0, 1] \subseteq C_1(X). \]

For $q \in \mathbb{Z}$, define subspaces $Z_q(X) := \ker \partial^q_\partial$ and $B_q(X) := \text{Im} \partial^q_{q+1}_\partial$ of $C_q(X)$, which are called the $q$th cubical cycle group and the $q$th cubical boundary group, respectively. A straightforward calculation yields $\partial^q_\partial \circ \partial^{q+1}_\partial = 0$ for all $q \in \mathbb{Z}$, that is, $Z_q(X) \supseteq B_q(X)$. The $q$th cubical homology group $H_q(X) = H_q(X; \mathbb{R})$ with coefficients in $\mathbb{R}$ is defined as the quotient $\mathbb{R}$-vector space $Z_q(X)/B_q(X)$. When $X$ is a bounded cubical set in $\mathbb{R}^d$, the dimension of $H_q(X)$ is called the $q$th Betti number of $X$, denoted by $\beta_q(X)$.

### 2.2 Persistent homology for cubical filtrations

In this subsection, we review the definition of persistence diagram of an increasing family of cubical sets in $\mathbb{R}^d$. A right-continuous cubical filtration in $\mathbb{R}^d$ is an increasing family $X = \{X(t)\}_{t \geq 0}$ of cubical sets $X(t)$ in $\mathbb{R}^d$ such that $X(t) = \bigcap_{t' > t} X(t')$ for every $t \geq 0$. In what follows, we omit the word “right-continuous”, and simply call $X$ a cubical filtration. We say that a cubical filtration $X = \{X(t)\}_{t \geq 0}$ in $\mathbb{R}^d$ is bounded if $\bigcup_{t \geq 0} X(t)$ is bounded. Note that if $X = \{X(t)\}_{t \geq 0}$ is a bounded cubical filtration in $\mathbb{R}^d$, then $X(t)$ differs from $\bigcup_{t' \geq 0} X(t')$ only finitely many times.

Let $\mathbb{R}\{[z^t : t \geq 0]\}$ be an $\mathbb{R}$-vector space of formal linear combinations of finitely many monomials $z^t (t \geq 0)$, where $z$ is an indeterminate. The product of two elements in $\mathbb{R}\{[z^t : t \geq 0]\}$ is defined by the linear extension of $a z^t \cdot b z^{t'} := ab z^{t+t'} (a, b \in \mathbb{R}, t, t' \geq 0)$. This operation equips $\mathbb{R}\{[z^t : t \geq 0]\}$ with a graded ring structure.

Let $X = \{X(t)\}_{t \geq 0}$ be a bounded cubical filtration in $\mathbb{R}^d$. For each $q \in \mathbb{Z}$, the $q$th persistent homology group $H_q(\mathbb{R})(X)$ of $X$ is defined by
\[
H_q(\mathbb{R})(X) := \bigoplus_{t \geq 0} H_q(X(t)).
\]

We define the action of monomial $z^u$ ($u \geq 0$) on $H_q(\mathbb{R})(X)$ by
\[
z^u : (c_0 + B_q(X(t)))_{t \geq 0} := (c'_0 + B_q(X(t)))_{t \geq 0}, \text{ where } c'_0 := \left\{ \begin{array}{ll} c_{t-u} & \text{if } t \geq u, \\ 0 & \text{if } t < u. \end{array} \right.
\]

By the linear extension of the above action of monomials, $H_q(\mathbb{R})(X)$ has a graded module structure over the graded ring $\mathbb{R}\{[z^t : t \geq 0]\}$. The following theorem, which is often called the structure theorem of persistent homology group, is crucial for defining the persistence diagram of $X = \{X(t)\}_{t \geq 0}$.

**Theorem 2.2** ([2], Theorem 2.1). Let $q \in \mathbb{Z}$ be fixed. There exists a finite family $\{(b_i, d_i)\}_{i=1}^p$ with $0 \leq b_i < d_i \leq \infty$ such that the following graded module isomorphism holds:
\[
H_q(\mathbb{R})(X) \simeq \bigoplus_{i=1}^p ((z^{b_i})/(z^{d_i})).
\]

Here, $(z^t)$ expresses an ideal in $\mathbb{R}\{[z^t : t \geq 0]\}$ generated by the monomial $z^t$, and $(z^\infty)$ is regarded as the zero ideal. Furthermore, $\{(b_i, d_i)\}_{i=1}^p$ is uniquely determined as a multiset.

In the above theorem, $\{b_i\}_{i=1}^p$ and $\{d_i\}_{i=1}^p$ are called the $q$th birth times and death times, respectively, and each pair $(b_i, d_i)$ is called the $q$th birth-death pair of the cubical filtration $X = \{X(t)\}_{t \geq 0}$. Intuitively speaking, each birth-death pair $(b_i, d_i)$ corresponds to a $q$-dimensional hole that appears at time $b_i$ and persists over the time-interval $[b_i, d_i)$, and disappears at time $d_i$. We note that the number of the $q$th birth-death pair of the cubical filtration $X = \{X(t)\}_{t \geq 0}$ is trivially bounded above by the number of elementary $q$-cubes in $\bigcup_{t \geq 0} X(t)$.

Now, let us write
\[
\Delta = \{(s, t) \in [0, \infty)^2 | 0 \leq s < t \leq \infty\},
\]
which is naturally homeomorphic to $\{(x, y) | 0 \leq x < y \leq 1\}$ equipped with the usual topology. For $q \in \mathbb{Z}$, we define the $q$th persistence diagram $\mathcal{E}_q^X$ of the cubical filtration $X = \{X(t)\}_{t \geq 0}$ as a counting measure
\[
\mathcal{E}_q^X := \sum_{i=1}^p \delta_{(b_i, d_i)}
\]
on $\Delta$, where $\delta_{(b_i, d_i)}$ is the Dirac measure at $(b_i, d_i)$, i.e., for any Borel set $A \subseteq \Delta$,
\[
\delta_{(b_i, d_i)}(A) := \begin{cases} 1 & \text{if } (b_i, d_i) \in A, \\ 0 & \text{if } (b_i, d_i) \not\in A. \end{cases}
\]
In order to deal with the convergence of persistence diagrams, we will regard each persistence diagram as an element of the space $M(\Delta)$ of Radon measures on $\Delta$ defined below. A Borel measure $\xi$ on $\Delta$ is called a Radon measure if $\xi(K) < \infty$ for any compact set $K \subset \Delta$. Let $M(\Delta)$ denote the set of all Radon measures on $\Delta$. We equip $M(\Delta)$ with the vague topology, i.e., the weakest topology such that for any $f \in C_c(\Delta)$, the map $\mathcal{M}(\Delta) \ni \xi \mapsto \int f \, d\xi \in \mathbb{R}$ is continuous. Here, $C_c(\Delta)$ be the set of all real-valued continuous functions on $\Delta$ with compact support. Note that for a sequence $\{\xi^n\}_{n \in \mathbb{N}}$ in $M(\Delta)$ and $\xi \in M(\Delta)$, the Radon measure $\xi^n$ converges vaguely to $\xi$ as $n \to \infty$ if and only if $\lim_{n \to \infty} \int f \, d\xi^n = \int f \, d\xi$ for any $f \in C_c(\Delta)$.

Next, we review the notion of persistent Betti number. Let $0 \leq s \leq t < \infty$. We denote by $i_s^t$ the inclusion map from $X(s)$ to $X(t)$, and by $(i_s^t)_*: H_q(X(s)) \to H_q(X(t))$ the induced linear map of $i_s^t$. We call the rank of the map $(i_s^t)_*$, the $q$th persistent Betti number of $X$ at $(s,t)$, and denote it by $\beta_q^s(t)$. The notion of persistent Betti number is a generalization of Betti number. Indeed, $\beta_q^0(t) = \beta_q(X(t))$ holds for every $t \geq 0$. Since

$$\text{Im}(i_s^t)_* \simeq \frac{H_q(X(s))}{\ker(i_s^t)_*)} = \frac{Z_q(X(s))}{Z_q(X(s)) \cap B_q(X(t))} \simeq \frac{Z_q(X(s))}{Z_q(X(s)) \cap B_q(X(t))},$$

we have

$$\beta_q^s(t) = \dim \frac{Z_q(X(s))}{Z_q(X(s)) \cap B_q(X(t))}. \quad (2.1)$$

Intuitively speaking, $\beta_q^s(t)$ expresses the number of $q$-dimensional holds that appear before time $s$ and persist to time $t$ in the filtration $X = \{X(t)\}_{t \geq 0}$. The following relationship between the persistence diagram and the persistent Betti number is highly important, which is called the $k$-triangle lemma in [3, 14].

**Theorem 2.3 ([3, 14]).** Let $q \in \mathbb{Z}$ and $0 \leq s \leq t < \infty$ be fixed. Then, it holds that

$$\xi_q^s([0,s] \times (t,\infty)) = \beta_q^s(t). \quad (2.2)$$

**Remark 2.4.** The persistence diagram $\xi_q^s$ is in fact characterized as the unique counting measure on $\Delta$ satisfying (2.2) for any $0 \leq s \leq t < \infty$.

The following is an immediate corollary of Theorem 2.3 together with the inclusion-exclusion principle.

**Corollary 2.5.** Let $q \in \mathbb{Z}$ and $0 \leq s_1 \leq s_2 \leq t_1 \leq t_2 < \infty$ be fixed. Then,

$$\xi_q^s([0,s_2] \times (t_1,t_2]) = \beta_q^{s_2}(t_1) - \beta_q^{s_2}(t_2)$$

and

$$\xi_q^s([s_1,s_2] \times (t_1,t_2]) = \beta_q^{s_2}(t_1) - \beta_q^{s_2}(t_2) + \beta_q^{s_1}(t_2) - \beta_q^{s_1}(t_1).$$

### 2.3 Random cubical filtration model

For a cubical filtration $X = \{X(t)\}_{t \geq 0}$ in $\mathbb{R}^d$ and an elementary cube $Q \in \mathcal{K}^d$, the birth time of $Q$ in $X$ is defined by

$$t_Q^+ := \inf\{t \geq 0 \mid Q \in X(t)\}.$$

By convention, we regard $t_Q^+ := \infty$ if $Q \notin \bigcup_{t \geq 0} X(t)$. Obviously, $Q' \subset Q \subset \mathcal{K}^d$ implies $t_Q^+ \leq t_{Q'}^+$. Conversely, given a family $\{t_Q\}_{Q \in \mathcal{K}^d}$ in $[0,\infty]$ satisfying that

$$Q' \subset Q \subset \mathcal{K}^d \Rightarrow t_Q^+ \leq t_{Q'}, \quad (2.3)$$

we can define a cubical filtration $X = \{X(t)\}_{t \geq 0}$ in $\mathbb{R}^d$ so that $t_Q^+ = t_Q$ for any $Q \in \mathcal{K}^d$. Indeed, we may simply set

$$X(t) = \bigcup\{Q \in \mathcal{K}^d \mid t_Q^+ \leq t\}$$

for every $t \geq 0$. We call such $X = \{X(t)\}_{t \geq 0}$ the cubical filtration in $\mathbb{R}^d$ corresponding to $\{t_Q\}_{Q \in \mathcal{K}^d}$.

Now, let $\mathcal{C}^d$ be the set of all cubical filtrations in $\mathbb{R}^d$, and let $\mathcal{F}^d$ be the smallest $\sigma$-field such that the map $\mathcal{C}^d \ni X \mapsto t_Q^+ \in [0,\infty]$ is measurable for any $Q \in \mathcal{K}^d$. In other words, $\mathcal{F}^d$ is the $\sigma$-field generated by the maps $\{t_Q^+ \mid Q \in \mathcal{K}^d \}$: $\mathcal{F}^d \subset \mathcal{C}^d$. We call a random variable taking values in the measurable space $(\mathcal{C}^d, \mathcal{F}^d)$ a random cubical filtration in $\mathbb{R}^d$.

Next, we introduce our random cubical filtration model. For any subsets $A, B \subset \mathbb{R}^d$, define $d_{\text{max}}(A, B) := \inf\{\|x - y\|_{\text{max}} \mid x \in A, y \in B\}$, where $\|\cdot\|_{\text{max}}$ is the max norm in $\mathbb{R}^d$. In this article, we consider a random cubical filtration $X = \{X(t)\}_{t \geq 0}$ in $\mathbb{R}^d$ satisfying the following two assumptions.

**Assumption 2.6 (Stationarity).** For every $z \in \mathbb{Z}^d$, the $[0,\infty)^{\mathcal{K}^d}$-valued random variables $\{t_Q^+\}_{Q \in \mathcal{K}^d}$ and $\{t_Q^+\}_{Q \in \mathcal{K}^d}$ have the same probability distribution. Here, $z + Q := \{z + x \mid x \in Q\} \in \mathcal{K}^d$ for any $z \in \mathbb{Z}^d$ and $Q \in \mathcal{K}^d$. In such case, we say that $X$ is stationary.
Assumption 2.7 (Local dependence). There exists an integer \( R > 0 \) such that for any subsets \( A, B \subset \mathbb{R}^d \) with \( d_{\text{max}}(A, B) > R \), the families \( \{ t_Q^g : Q \in K^d, Q \subset A \} \) and \( \{ t_Q^h : Q \in K^d, Q \subset B \} \) are independent. In such case, we say that \( X \) is \( R \)-dependent.

As typical random cubical filtration models that satisfy Assumptions 2.6 and 2.7 we introduce the upper and lower random cubical filtrations.

Example 2.8. Let \( \{ F_q \}_{q=0}^n \) be a family of probability distribution functions on \([0, \infty)\), i.e., \( F_q(\infty) = 1 \) (while not necessarily \( F_q(0) = 0 \) or \( \lim_{x \to \infty} F_q(x) = 1 \) for each \( 0 \leq q \leq d \). To each elementary cube \( Q \in K^d \), we assign a \([0, \infty]\)-valued random variable \( u_Q \) with probability distribution function \( F_{\text{lim}-Q} \) independently. For each \( Q \in K^d \), we set

\[
T_Q = \min\{ u_Q' \mid Q' \subset K^d, Q' \supset Q \} \quad \text{and} \quad L_Q = \max\{ u_Q' \mid Q' \subset K^d, Q' \subset Q \}.
\]

Noting that both the families \( \{ T_Q \}_{Q \in K^d} \) and \( \{ L_Q \}_{Q \in K^d} \) satisfy (2.3), we define \( \hat{X} = \{ X(t) \}_{t \geq 0} \) and \( \underline{X} = \{ \underline{X}(t) \}_{t \geq 0} \) as the random cubical filtrations in \( \mathbb{R}^d \) corresponding to \( \{ T_Q \}_{Q \in K^d} \) and \( \{ L_Q \}_{Q \in K^d} \), respectively. Obviously, \( \hat{X} \) and \( \underline{X} \) are stationary, also 1- and 0-dependent, respectively. We call \( \hat{X} \) and \( \underline{X} \) the upper and lower random cubical filtrations, respectively, with probability distribution functions \( \{ F_q(t) \}_{q=0}^n \).

Remark 2.9. The word “upper” and “lower” in Example 2.8 derives from the upper and lower random simplicial complex model, extensively studied in [10, 12, 13, 14, 15, 19, 22]. In fact, for every \( t \geq 0 \), the random cubical sets \( \hat{X}(t) \) and \( \underline{X}(t) \) can be regarded as the cubical versions of the upper and lower random simplicial complex with parameters \( \{ F_q(t) \}_{q=0}^n \), respectively.

We additionally introduce other random cubical filtration models that satisfy Assumptions 2.6 and 2.7 where the birth times of elementary cubes are given in more geometric ways. For lattice points \( z, z' \in \mathbb{Z}^d \), we say that \( z \) and \( z' \) are adjacent if \( \| z - z' \|_{L^1} = 1 \). Here, \( \| \cdot \|_{L^1} \) is the \( L^1 \)-norm in \( \mathbb{R}^d \).

Example 2.10. Let \( \mu \) be a probability measure on \( \mathbb{R}^d \). Let \( \{ \varepsilon_z \}_{z \in \mathbb{Z}^d} \) be i.i.d. random variables drawn from \( \mu \), and define \( x_z := z + \varepsilon_z \) for every \( z \in \mathbb{Z}^d \). For each \( Q \in K^d \), we set

\[
t_Q = \inf\{ t \geq 0 \mid \| x_z - x_{z'} \|_{L^1} \leq t \quad \text{for any adjacent lattice points } z \text{ and } z' \text{ in } Q \}.
\]

Noting that the family \( \{ t_Q \}_{Q \in K^d} \) satisfies (2.3), we define \( \hat{X} = \{ X(t) \}_{t \geq 0} \) as the random cubical filtration in \( \mathbb{R}^d \) corresponding to \( \{ t_Q \}_{Q \in K^d} \). Obviously, \( \hat{X} \) is stationary and 0-dependent.

Example 2.11. Let \( \mu \) be a probability measure on \( \mathbb{R}^d \) with compact support. Let \( \{ \varepsilon_z \}_{z \in \mathbb{Z}^d} \) and \( \{ x_z \}_{z \in \mathbb{Z}^d} \) be the same as in Example 2.10. For each \( Q \in K^d \), we set

\[
t_Q = \inf\{ t \geq 0 \mid Q \subset \bigcup_{z \in \mathbb{Z}^d} \bar{B}(x_z, t) \}.
\]

Here, \( \bar{B}(x_z, t) \) is the closed ball of radius \( t \) centered at \( x_z \). Noting again that the family \( \{ t_Q \}_{Q \in K^d} \) satisfies (2.3), we define \( \hat{X} = \{ X(t) \}_{t \geq 0} \) as the random cubical filtration in \( \mathbb{R}^d \) corresponding to \( \{ t_Q \}_{Q \in K^d} \). Obviously, \( \hat{X} \) is stationary. Furthermore, \( \hat{X} \) is locally dependent since \( \mu \) has a compact support.

2.4 Main results

In this subsection, we summarize our main results. For each \( n \in \mathbb{N} \), we set a rectangular region

\[
\Lambda^n = [-n, n]^d \subset \mathbb{R}^d.
\]

Given \( n \in \mathbb{N} \) and a random cubical filtration \( \hat{X} = \{ X(t) \}_{t \geq 0} \) in \( \mathbb{R}^d \), define a restricted random cubical filtration \( \hat{X}^n = \{ X^n(t) \}_{t \geq 0} \) by

\[
X^n(t) := X(t) \cap \Lambda^n
\]

for every \( t \geq 0 \). Note that \( \hat{X}^n = \{ X^n(t) \}_{t \geq 0} \) is a random bounded cubical filtration. In what follows, \( |A| \) denotes the \( d \)-dimensional Lebesgue measure of a Borel subset \( A \subset \mathbb{R}^d \). In particular, \( |\Lambda^n| = (2n)^d \).

The first result is the strong law of large numbers for the persistent Betti numbers of a random cubical filtration satisfying Assumptions 2.6 and 2.7.

Theorem 2.12. Let \( \hat{X} = \{ X(t) \}_{t \geq 0} \) be a random cubical filtration in \( \mathbb{R}^d \) satisfying Assumptions 2.6 and 2.7. Fix an integer \( 0 \leq q < d \) and \( 0 \leq s \leq t < \infty \). Then, there exists a constant \( \tilde{\beta}_q(s, t) \in [0, \infty) \), depending on \( q, s, \) and \( t \), such that

\[
\frac{\mathbb{E}[\beta_{q}^{X^n}(s, t)]}{|\Lambda^n|} \to \tilde{\beta}_q(s, t) \quad \text{as } n \to \infty
\]

and

\[
\frac{\beta_{q}^{X^n}(s, t)}{|\Lambda^n|} \to \tilde{\beta}_q(s, t) \quad \text{almost surely as } n \to \infty.
\]
Remark 2.13. Since $\beta_q^{x^n}(t, t) = \beta_q(X^n(t))$ for every $t \geq 0$, Theorem 2.12 implies the strong law of large number for Betti numbers. This was first obtained by Hiraoka and Tsunoda [22, Theorem 2.8] for the upper random cubical filtration model with a slightly general setting, where the probability distribution of $\{u_{ij}\}_{i,j \in K^n}$ is taken in Example 2.8 is ergodic with the canonical translation on $\mathbb{Z}^d$. See [22, Section 2] for more details.

The next result is the strong law of large numbers for the persistence diagrams of a random cubical filtration satisfying Assumptions 2.6 and 2.7. For every $n \in \mathbb{N}$ and $q \in \mathbb{Z}$, the mean measure $E[\xi_q^{x^n}]$ of $\xi_q^{x^n}$ is defined by $E[\xi_q^{x^n}](A) := E[\xi_q^{x^n}(A)]$ for any Borel set $A \subset \Delta$. Since the number of the $q$th birth-death pair of $X^n$ is bounded above by the number of elementary $q$-cubes in $\Lambda^n$, we have

$$\xi_q^{x^n}(\Delta) \leq \# K_q^d(\Lambda^n).$$

(2.4)

In particular, $E[\xi_q^{x^n}]$ is a Radon measure on $\Delta$.

Theorem 2.14. Let $X = \{X(t)\}_{t \geq 0}$ be a random cubical filtration in $\mathbb{R}^d$ satisfying Assumptions 2.6 and 2.7. Fix an integer $0 \leq q < d$. Then, there exists a Radon measure $\xi_q$ on $\Delta$ such that

$$\frac{E[\xi_q^{x^n}]}{|\Lambda^n|} \overset{\sim}{\rightarrow} \xi_q \quad \text{as } n \rightarrow \infty.$$

Here, $\overset{\sim}{\rightarrow}$ denotes the vague convergence of Radon measures on $\Delta$. Furthermore,

$$\frac{\xi_q^{x^n}}{|\Lambda^n|} \overset{\sim}{\rightarrow} \xi_q \quad \text{almost surely as } n \rightarrow \infty.$$

The principal aim in this article is to investigate large deviation principles for the persistence diagrams of a random cubical filtration satisfying Assumptions 2.6 and 2.7. We start with the definition of large deviation principle in a general setting.

Definition 2.15. Let $\{a_n\}_{n \in \mathbb{N}}$ be a sequence of positive numbers tending to infinity as $n \to \infty$. Let $X$ be a Hausdorff topological space equipped with the Borel $\sigma$-algebra. An $X$-valued process $\{S^n\}_{n \in \mathbb{N}}$, i.e., a sequence of $X$-valued random variables, satisfies a (Donsker–Varadhan type) large deviation principle (LDP) with speed $a_n$ if there exists a lower semicontinuous function $I: X \to [0, \infty]$ such that

- for any closed set $F \subset X$,
  $$\limsup_{n \to \infty} a_n^{-1} \log P(S^n \in F) \leq - \inf_{x \in F} I(x),$$
  (2.5)

- for any open set $G \subset X$,
  $$\liminf_{n \to \infty} a_n^{-1} \log P(S^n \in G) \geq - \inf_{x \in G} I(x).$$

The function $I$ is called a rate function. If, furthermore, the sublevel set $\{x \in X \mid I(x) \leq \alpha\}$ is compact for every $\alpha \in [0, \infty)$, then $I$ is called a good rate function.

Remark 2.16. By taking $F = X$ in (2.5), we have $\inf_{x \in X} I(x) = 0$. When $I$ is a good rate function, this implies that $I$ has at least one (not necessarily unique) zero point.

The next result is the LDP for the tuples of the persistent Betti numbers of a random cubical filtration satisfying Assumptions 2.6 and 2.7. Before stating the result, we provide the basics of the Fenchel–Legendre transform. In what follows, $(\cdot , \cdot)_{\mathbb{R}^d}$ denotes the canonical inner product in $\mathbb{R}^d$, and $\| \cdot \|_{\mathbb{R}^d}$ is its induced norm. Given a function $\varphi: \mathbb{R}^d \to [-\infty, \infty]$, its Fenchel–Legendre transform $\varphi^*: \mathbb{R}^d \to [-\infty, \infty]$ is defined by

$$\varphi^*(x) := \sup_{\lambda \in \mathbb{R}^d} \{ (\lambda, x)_{\mathbb{R}^d} - \varphi(\lambda) \}$$

(2.6)

for any $x \in \mathbb{R}^d$. Every Fenchel–Legendre transform is convex and lower semicontinuous since it is the supremum of affine functions. If $\varphi(0) = 0$, then we can check that $\varphi^*(x) \in [0, \infty]$ for every $x \in \mathbb{R}^d$ by taking $\lambda = 0$ in (2.6). In the large deviation theory, the Fenchel–Legendre transform appears as a natural candidate for rate functions of LDPs in a general setting (see, e.g., Theorem 4.5.3 (b) in [13]). We now state our first LDP result.

Theorem 2.17. Let $X = \{X(t)\}_{t \geq 0}$ be a random cubical filtration in $\mathbb{R}^d$ satisfying Assumptions 2.6 and 2.7. Fix an integer $0 \leq q < d$ and a finite family $P = \{(s_i, t_i)\}_{i = 1}^h$ with $0 \leq s_i \leq t_i < \infty$. Then, for every $\lambda = (\lambda_1, \ldots, \lambda_h) \in \mathbb{R}^d$, the limit

$$\varphi_{q, P}(\lambda) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log E \left[ \exp \left( \sum_{i=1}^h \lambda_i \beta_q^{x^n}(s_i, t_i) \right) \right]$$

is achieved by a unique $\lambda^* \in \mathbb{R}^d$. If $\varphi_{q, P}(\lambda^*) = 0$, then $\lambda^*$ is a rate function for the LDP. If $\varphi_{q, P}(\lambda^*) > 0$, then $\lambda^*$ is a good rate function for the LDP.
exists in $\mathbb{R}$, and the $\mathbb{R}^h$-valued process

$$\left\{ \left( \beta^{(n)}_{\lambda^n}(s_1, t_1), \beta^{(n)}_{\lambda^n}(s_2, t_2), \ldots, \beta^{(n)}_{\lambda^n}(s_h, t_h) \right) \right\}_{n \in \mathbb{N}}$$

satisfies the LDP with speed $|\Lambda^n|$ and good convex rate function $\varphi^{\ast}_{q, p} : \mathbb{R} \to [0, \infty]$. Furthermore, $\varphi^{\ast}_{q, p}(x) = 0$ if and only if $x = (\hat{\beta}(s_1, t_1), \ldots, \hat{\beta}(s_h, t_h))$.

Next, we state the LDP for the persistence diagrams of a random cubical filtration satisfying Assumptions 2.6 and 2.7.

**Theorem 2.18.** Let $X = \{X(t)\}_{t \geq 0}$ be a random cubical filtration in $\mathbb{R}^d$ satisfying Assumptions 2.6 and 2.7. Fix an integer $0 \leq q < d$. Then, for every $f \in C_c(\Delta)$, the limit

$$\varphi_q(f) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{E}\left[ \exp \left( \int_{\Delta} f \, d\xi^{(n)}_{\lambda} \right) \right]$$

exists in $\mathbb{R}$, and the $\mathcal{M}(\Delta)$-valued process $\{\xi_q^{(n)} / |\Lambda^n|\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $|\Lambda^n|$ and a good convex rate function $I_q : \mathcal{M}(\Delta) \to [0, \infty]$ defined by

$$I_q(\xi) := \sup_{f \in C_c(\Delta)} \left\{ \int_{\Delta} f \, d\xi - \varphi_q(f) \right\} \quad (2.7)$$

for any $\xi \in \mathcal{M}(\Delta)$. Furthermore, $I_q(\xi) = 0$ if and only if $\xi = \hat{\xi}_q$.

## 3 Large deviation principle for exponentially regular nearly additive processes

In this section, we develop a general LDP result for exponentially regular nearly additive vector-valued processes, which is crucial for the proof of Theorem 2.17 in Section 2. In Subsection 3.1 we define the notions of exponentially near additivity and exponential regularity, and state the general LDP result (Theorem 3.4). Subsection 3.2 presents the proof of Theorem 3.4. The proofs of technical lemmas needed in the proof of Theorem 3.4 is deferred to Subsection 3.3.

### 3.1 Statement of result

Throughout this section, we fix $h \in \mathbb{N}$, and consider an $\mathbb{R}^h$-valued process $\{S^n\}_{n \in \mathbb{N}}$, i.e., a sequence of $\mathbb{R}^h$-valued random variables. In the applications dealt with in Section 2 $S^n$ is taken to be a random vector associated to the rectangular region $\Lambda^n = [-n, n]^d$, and $|\Lambda^n|$ indicates its $d$-dimensional Lebesgue measure. However, we here regard $S^n$ and $|\Lambda^n| := (2n)^d$ as just a random vector indexed by $n$ and a scaling factor, respectively.

The following notions are crucial for stating the main theorem in this section (Theorem 3.4).

**Definition 3.1.** Let $r \geq 0$ be an integer. We say that an $\mathbb{R}^h$-valued process $\{S^n\}_{n \in \mathbb{N}}$ is exponentially $r$-nearly additive if there exist $\mathbb{R}^h$-valued random variables $\{S^{n,r}\}_{n \in \mathbb{N}, r \in \mathbb{Z}^d}$ such that the following conditions are satisfied:

- $\{S^{n,r}\}_{r \in \mathbb{Z}^d}$ are independent copies of $S^n$ for every $n \in \mathbb{N}$;
- for any $\varepsilon > 0$ and $C > 0$, there exists an integer $K > r$ such that

$$\mathbb{P}\left( \left\| S^{(2n+1)k} - \sum_{r \in \mathbb{Z}^d \cap [-m, m]^d} S^{k-r} \right\|_{\mathbb{R}^h} > \varepsilon |\Lambda^{(2n+1)k}| \right) \leq \exp(-C|\Lambda^{(2n+1)k}|)$$

for all $k \geq K$ and $m \in \mathbb{N}$.

We also say that an $\mathbb{R}^h$-valued process $\{S^n\}_{n \in \mathbb{N}}$ is exponentially nearly additive if there exists an integer $r \geq 0$ such that $\{S^n\}_{n \in \mathbb{N}}$ is exponentially $r$-nearly additive.

**Remark 3.2.** The exponentially near additivity in Definition 3.1 with $h = 1$ and $r = 0$ corresponds to the definition of the near additivity in Assumption 2.1 of [2].

**Definition 3.3.** We say that an $\mathbb{R}^h$-valued process $\{S^n\}_{n \in \mathbb{N}}$ is exponentially regular if the following property holds for each fixed $k \in \mathbb{N}$: if $m_0$ is taken as the unique integer satisfying that $(2m_0 + 1)k \leq n < (2m_0 + 3)k$ for each $n \in \mathbb{N}$, then for any $\varepsilon > 0$ and $C > 0$, there exists $N \in \mathbb{N}$ such that

$$\mathbb{P}(\|S^n - S^{(2m_0+1)k}\|_{\mathbb{R}^h} > \varepsilon |\Lambda^n|) \leq \exp(-C|\Lambda^n|)$$

for all $n \geq N$. 
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Let \( \{S^n\}_{n \in \mathbb{N}} \) be an exponentially regular nearly additive \( \mathbb{R}^b \)-valued process consisting of integrable random variables. If \( \sup_{n \in \mathbb{N}} \|E[S^n]\|_{\mathbb{R}^b}/|\Lambda^n| < \infty \), then \( \{S^n\}_{n \in \mathbb{N}} \) satisfies a strong law of large numbers, i.e., the limit
\[
\hat{S} := \lim_{n \to \infty} \frac{E[S^n]}{|\Lambda^n|}
\]
exists in \( \mathbb{R}^b \), and
\[
\frac{S^n}{|\Lambda^n|} \to \hat{S} \quad \text{almost surely as } n \to \infty.
\]
See Appendix for the proof under a weaker assumption.

The following is a large deviation principle for exponentially regular nearly additive processes.

**Theorem 3.4.** Let \( \{S^n\}_{n \in \mathbb{N}} \) be an exponentially regular nearly additive \( \mathbb{R}^b \)-valued process satisfying that
\[
\sup_{n \in \mathbb{N}} |\Lambda^n|^{-1} \log E[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^b})] < \infty
\]
for any \( \lambda \in \mathbb{R}^b \). Then, for every \( \lambda \in \mathbb{R}^b \), the limit
\[
\varphi(\lambda) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log E[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^b})]
\]
exists in \( \mathbb{R} \), and the \( \mathbb{R}^b \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( |\Lambda^n| \) and good convex rate function \( \varphi^*: \mathbb{R}^b \to [0, \infty] \). Furthermore, \( \varphi^*(x) = 0 \) if and only if \( x = \hat{S} \), defined by (3.1).

**Remark 3.5.** In the above theorem, we note that if (3.2) holds for any \( \lambda \in \mathbb{R}^b \), then each \( S^n \) is integrable and \( \sup_{n \in \mathbb{N}} \|E[S^n]\|_{\mathbb{R}^b}/|\Lambda^n| < \infty \) holds from an elementary calculation. Hence, the limit \( \hat{S} \) defined in (3.1) exists.

**Remark 3.6.** The above theorem can be regarded as a generalization of Theorem 2.1 in [46], where exponentially regular 0-nearly additive real-valued processes are considered.

Combining Theorem 3.4 and the preceding discussion on the strong law of large numbers, we immediately obtain the following useful corollary.

**Corollary 3.7.** Let \( \{S^n\}_{n \in \mathbb{N}} \) be an exponentially regular nearly additive \( \mathbb{R}^b \)-valued process satisfying that
\[
\sup_{n \in \mathbb{N}} |\Lambda^n|^{-1} \log E[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^b})] < \infty
\]
for any \( \lambda \in \mathbb{R}^b \). Then, the following statements hold.

1. The limit
\[
\hat{S} := \lim_{n \to \infty} \frac{E[S^n]}{|\Lambda^n|}
\]
exists in \( \mathbb{R}^b \), and
\[
\frac{S^n}{|\Lambda^n|} \to \hat{S} \quad \text{almost surely as } n \to \infty.
\]

2. For every \( \lambda \in \mathbb{R}^b \), the limit
\[
\varphi(\lambda) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log E[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^b})]
\]
exists in \( \mathbb{R} \), and the \( \mathbb{R}^b \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( |\Lambda^n| \) and good convex rate function \( \varphi^*: \mathbb{R}^b \to [0, \infty] \). Furthermore, \( \varphi^*(x) = 0 \) if and only if \( x = \hat{S} \).

### 3.2 Proof of Theorem 3.4

The proof of Theorem 3.4 relies mainly on two theorems in the large deviation theory. The first one shows the existence of an LDP for the \( \mathbb{R}^b \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) with a (not necessarily convex) rate function \( I: \mathbb{R}^b \to [0, \infty] \) (Theorem 3.8). The second one guarantees that if the rate function \( I \) is convex, then \( I \) is given as the Fenchel–Legendre transform of the limiting logarithmic moment generating function (Theorem 3.9).

For these theorems, we first review basic notions. An \( \mathbb{R}^b \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) is said to be exponentially tight (with speed \( |\Lambda^n| \)) if for any \( \alpha > 0 \), there exists a compact set \( K \subset \mathbb{R}^b \) such that
\[
\limsup_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{P}(S^n \notin K) \leq -\alpha.
\]
A function \( I: \mathbb{R}^b \to [0, \infty] \) is said to be convex if for any \( x_1, x_2 \in \mathbb{R}^b \) and \( t \in (0, 1) \), it holds that
\[
tI(x_1) + (1 - t)I(x_2) \geq I(tx_1 + (1 - t)x_2).
\]
In what follows in this section, we use the following notation: for any Borel function \( f : \mathbb{R}^h \to \mathbb{R} \) and \( n \in \mathbb{N} \),
\[
\Gamma_n(f) := \log \mathbb{E} \left[ \exp \left( |\Lambda^n|^2 f \left( \frac{S^n}{|\Lambda^n|} \right) \right) \right] \in (-\infty, \infty].
\]

Furthermore, let \( \mathcal{F}(\mathbb{R}^h) \) be the class of Lipschitz continuous and concave real-valued functions on \( \mathbb{R}^h \).

Here, a real-valued function \( f \) on \( \mathbb{R}^h \) is said to be concave if \( -f \) satisfies (3.3) for any \( x_1, x_2 \in \mathbb{R}^h \) and \( t \in (0, 1) \). The class \( \mathcal{F}(\mathbb{R}^h) \) is well-separating in the sense that

- \( \mathcal{F}(\mathbb{R}^h) \) contains the constant functions,
- \( \mathcal{F}(\mathbb{R}^h) \) is closed under finite pointwise minima, i.e., \( f_1, f_2 \in \mathcal{F}(\mathbb{R}^h) \) implies \( f_1 \land f_2 \in \mathcal{F}(\mathbb{R}^h) \),
- \( \mathcal{F}(\mathbb{R}^h) \) separates points in \( \mathbb{R}^h \), i.e., for any two points \( x \neq y \in \mathbb{R}^h \) and \( a, b \in \mathbb{R} \), there exists a function \( f \in \mathcal{F}(\mathbb{R}^h) \) such that both \( f(x) = a \) and \( f(y) = b \) hold.

The following theorem is a special case of Theorem 4.4.10 in [14] with the state space \( \mathbb{R}^h \) and the well-separating class \( \mathcal{F}(\mathbb{R}^h) \).

**Theorem 3.8 (14, Theorem 4.4.10).** Let \( \{S^n\}_{n \in \mathbb{N}} \) be an \( \mathbb{R}^h \)-valued process. Suppose that the \( \mathbb{R}^h \)-valued process \( \{S^n / |\Lambda^n|\}_{n \in \mathbb{N}} \) is exponentially tight, and that the limit \( \lim_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) \) exists in \( [-\infty, \infty] \) for any \( f \in \mathcal{F}(\mathbb{R}^h) \). Then, for every \( f \in C_b(\mathbb{R}^h) \), the limit
\[
\Gamma(f) := \lim_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f)
\]
also exists in \( \mathbb{R} \), and the \( \mathbb{R}^h \)-valued process \( \{S^n / |\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( |\Lambda^n| \) and a good rate function \( I : \mathbb{R}^h \to [0, \infty] \) defined by
\[
I(x) := \sup_{f \in C_b(\mathbb{R}^h)} \left\{ f(x) - \Gamma(f) \right\}.
\]

The rate function defined by (3.3) is not necessarily convex unlike the Fenchel–Legendre transform. The following theorem in the large deviation theory identifies the good convex rate function for an LDP as the Fenchel–Legendre transform of the limiting logarithmic moment generating function (see also Theorem 3.30 in Appendix C for a more general statement in the setting of a topological vector space instead of \( \mathbb{R}^h \)).

**Theorem 3.9 (14, Theorem 4.5.10).** Let \( \{S^n\}_{n \in \mathbb{N}} \) be an \( \mathbb{R}^h \)-valued process. Suppose that the \( \mathbb{R}^h \)-valued process \( \{S^n / |\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( |\Lambda^n| \) and a good convex rate function \( I : \mathbb{R}^h \to [0, \infty] \), and also that
\[
\sup_{n \in \mathbb{N}} |\Lambda^n|^{-1} \log \mathbb{E} [\exp(|\lambda, S^n|_{\mathbb{R}^h})] < \infty
\]
for any \( \lambda \in \mathbb{R}^h \). Then, for every \( \lambda \in \mathbb{R}^h \), the limit
\[
\varphi(\lambda) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{E} [\exp(|\lambda, S^n|_{\mathbb{R}^h})]
\]
exists in \( \mathbb{R} \), and \( I = \varphi^* \) holds.

In order to prove Theorem 3.8, what remains to be shown are the following: to check that the assumption of Theorem 3.8 is satisfied, to verify the convexity of the good rate function obtained via Theorem 3.9, and to characterize the zero point of the good rate function. Those are accomplished by the following three lemmas in this order. These proofs are deferred to Subsection 3.3.

**Lemma 3.10.** Suppose that \( \{S^n\}_{n \in \mathbb{N}} \) is an exponentially regular nearly additive \( \mathbb{R}^h \)-valued process satisfying that
\[
\sup_{n \in \mathbb{N}} |\Lambda^n|^{-1} \log \mathbb{E} [\exp(|\lambda, S^n|_{\mathbb{R}^h})] < \infty
\]
for any \( \lambda \in \mathbb{R}^h \). Then, \( \{S^n / |\Lambda^n|\}_{n \in \mathbb{N}} \) is exponentially tight, and the limit \( \lim_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) \) exists in \( [-\infty, \infty] \) for any \( f \in \mathcal{F}(\mathbb{R}^h) \).

For the next lemma, we introduce a rate function associated with the empirical means of i.i.d. random variables. For each \( k \in \mathbb{N} \), let \( \psi_k : \mathbb{R}^h \to (-\infty, \infty] \) be the logarithmic moment generating function of \( \mathbb{S}^k / |\Lambda^k| \), i.e.,
\[
\psi_k(\lambda) := \log \mathbb{E} [\exp(|\lambda, \mathbb{S}^k / |\Lambda^k|_{\mathbb{R}^h})]
\]
for any \( \lambda \in \mathbb{R}^h \), and let \( J_k \) denote the Fenchel–Legendre transform of \( \psi_k \). Then, it is well known that, if we set \( \{W_i\}_{i=1}^\infty \) as independent copies of \( \mathbb{S}^k / |\Lambda^k| \), then
\[
\limsup_{m \to \infty} m^{-1} \log \mathbb{P} \left( \frac{1}{m} \sum_{i=1}^m W_i \in F \right) \leq - \inf_{x \in F} J_k(x)
\]
for any closed set \( F \subset \mathbb{R}^h \), and
\[
\liminf_{m \to \infty} m^{-1} \log \mathbb{P} \left( \frac{1}{m} \sum_{i=1}^m W_i \in G \right) \geq - \inf_{x \in G} J_k(x)
\]
for any open set \( G \subset \mathbb{R}^h \) (see, e.g., [14, Theorem 2.2.30]).
Lemma 3.11. Let \( \{S^n\}_{n \in \mathbb{N}} \) be an exponentially nearly additive \( \mathbb{R}^h \)-valued process. Suppose that the \( \mathbb{R}^h \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( |\Lambda^n| \) and a rate function \( I : \mathbb{R}^h \to [0, \infty] \). Then, the following hold.

1. For every \( x \in \mathbb{R}^h \),
   \[
   I(x) \leq \liminf_{n \to \infty} \frac{J_n(x)}{|\Lambda^n|}, 
   \]
   (3.5)
2. \( I \) is convex.

Lemma 3.12. Let \( \{S^n\}_{n \in \mathbb{N}} \) be an exponentially nearly additive \( \mathbb{R}^h \)-valued process. Suppose that the \( \mathbb{R}^h \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( |\Lambda^n| \) and a rate function \( I : \mathbb{R}^h \to [0, \infty] \). Suppose also that the limit

\[
\hat{S} := \lim_{n \to \infty} \mathbb{E}[S^n] 
\]
(3.6)
exists in \( \mathbb{R}^h \), and that \( S^n/|\Lambda^n| \) converges to \( \hat{S} \) in probability as \( n \to \infty \). Then, \( I(x) = 0 \) if and only if \( x = \hat{S} \).

Combining these lemmas with the above two theorems and the strong law of large numbers for \( \{S^n\}_{n \in \mathbb{N}} \), we can immediately prove Theorem 3.4.

Proof of Theorem 3.4. From the assumption, Lemma 3.10 implies that \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) is exponentially tight, and the limit \( \lim_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) \) exists in \( [-\infty, \infty] \) for any \( f \in \mathcal{F}^{(2)} \). By Theorem 3.3, for every \( f \in C_b(\mathbb{R}^h) \), the limit

\[
\Gamma(f) := \lim_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) 
\]
exists in \( \mathbb{R} \), and the \( \mathbb{R}^h \)-valued process \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( |\Lambda^n| \) and a good rate function \( I : \mathbb{R}^h \to [0, \infty] \) defined by

\[
I(x) := \sup_{f \in C_b(\mathbb{R}^h)} \{f(x) - \Gamma(f)\}. 
\]
Furthermore, \( I \) is convex by Lemma 3.11. Therefore, it follows from Theorem 3.4 that for every \( \lambda \in \mathbb{R}^h \), the limit

\[
\varphi(\lambda) := \lim_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{E}[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^h})] 
\]
exists in \( \mathbb{R} \), and \( I = \varphi^* \) holds. Lastly, combining Lemma 3.12 with the strong law of large numbers for \( \{S^n\}_{n \in \mathbb{N}} \) discussed before Theorem 3.4, we conclude that \( \varphi^*(x) = 0 \) if and only if \( x = \hat{S} \), which completes the proof.

### 3.3 Proofs of Lemmas 3.10, 3.11 and 3.12

In this subsection, we prove Lemmas 3.10, 3.11 and 3.12 in this order.

Proof of Lemma 3.10. We set \( A(\lambda) = \sup_{\lambda \in |\Lambda^n|\mathbb{R}^h} |\Lambda^n|^{-1} \log \mathbb{E}[\exp(\langle \lambda, S^n \rangle_{\mathbb{R}^h})] \) \( < \infty \) for any \( \lambda \in \mathbb{R}^h \), and write \( S^n = (S^n_1, S^n_2, \ldots, S^n_h) \). For any \( \alpha \geq 0 \), the Markov inequality after exponentiating yields

\[
|\Lambda^n|^{-1} \log \mathbb{P} \left( \sum_{i=1}^h |S^n_i| \geq \alpha |\Lambda^n| \right) \leq |\Lambda^n|^{-1} \log \mathbb{E} \left[ \exp \left( \sum_{i=1}^h |S^n_i| \right) \right] - \alpha. 
\]

Furthermore,

\[
\mathbb{E} \left[ \exp \left( \sum_{i=1}^h |S^n_i| \right) \right] = \sum_{J \subset [h]} \mathbb{E} \left[ \exp \left( \sum_{i=1}^h |S^n_i| \right) ; S^n_j \geq 0 \text{ for } j \in J, S^n_j < 0 \text{ for } j \notin J \right] 
\]
\[
\leq \sum_{J \subset [h]} \mathbb{E}[\exp(\langle \lambda_J, S^n \rangle)] 
\]
\[
\leq \sum_{J \subset [h]} \exp(A(\lambda_J)|\Lambda^n|), 
\]
(3.7)
where \( [h] := \{1, 2, \ldots, h\} \) and \( \lambda_J \in \mathbb{R}^h \) is a vector whose \( j \)-th element is 1 if \( j \in J \), otherwise \(-1\). Combining the above estimates, we obtain

\[
\limsup_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{P} \left( \sum_{i=1}^h |S^n_i| \geq \alpha |\Lambda^n| \right) \leq \max_{J \subset [h]} A(\lambda_J) - \alpha, 
\]
which immediately implies the exponential tightness of \( \{S^n/|\Lambda^n|\}_{n \in \mathbb{N}} \).
Let \( f \in \mathcal{F}(\mathbb{R}^k) \) be fixed, and set

\[
\bar{\Gamma}(f) := \limsup_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) = \limsup_{n \to \infty} |\Lambda^n|^{-1} \log \mathbb{E} \left[ \exp \left( |\Lambda^n| f \left( \frac{S^n}{|\Lambda^n|} \right) \right) \right] \in [-\infty, \infty].
\]

If \( \bar{\Gamma}(f) = -\infty \), then there is nothing to prove. Hence, we assume \( \bar{\Gamma}(f) > -\infty \). Writing the Lipschitz constant of \( f \) by \( \|f\|_{\text{Lip}} \), we have

\[
\exp \left( \beta |\Lambda^n| f \left( \frac{S^n}{|\Lambda^n|} \right) \right) \leq \exp(\beta |\Lambda^n| f(0) + \beta \|f\|_{\text{Lip}} \|S^n\|_{\mathbb{R}^h}) \leq \exp(\beta |\Lambda^n| f(0)) \exp \left( \beta \|f\|_{\text{Lip}} \sum_{i=1}^h |S_i^n| \right)
\]

for any \( \beta \geq 0 \). Therefore, it follows from a similar calculation to (3.7) that for any \( \beta \geq 0 \), there exists a constant \( A_{\beta} \geq 0 \) such that

\[
\mathbb{E} \left[ \exp \left( \beta |\Lambda^n| f \left( \frac{S^n}{|\Lambda^n|} \right) \right) \right] \leq \exp(A_{\beta}|\Lambda^n|)
\]

for all \( n \in \mathbb{N} \). In particular, \( \bar{\Gamma}(f) \leq A_1 < \infty \) by taking \( \beta = 1 \).

Now, we let \( \varepsilon > 0 \) and show that

\[
\liminf_{n \to \infty} |\Lambda^n|^{-1} \Gamma_n(f) \geq \bar{\Gamma}(f) - \varepsilon.
\]

Set \( \varepsilon_0 := \varepsilon/(2\|f\|_{\text{Lip}} + 1) \) and take a sufficiently large \( C_0 \geq 0 \) satisfying that \( (A_2 - C_0)/2 < \bar{\Gamma}(f) - \varepsilon \). By the exponentially near additivity of \( \{S^n\}_{n \in \mathbb{N}} \), we can take an integer \( r \geq 0 \), random variables \( \{S_{n,z}^n\}_{n \in \mathbb{N}, z \in \mathbb{Z}^d} \), and an integer \( K > r \) such that \( \{S_{n,z}^n\}_{z \in \mathbb{Z}^d} \) are independent copies of \( S^n \) for every \( n \in \mathbb{N} \) and

\[
P \left( \left\| S_{(2m+1)^k} - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right\|_{\mathbb{R}^h} > \varepsilon_0 |\Lambda|^{(2m+1)k} \right) \leq \exp(-C_0 |\Lambda|^{(2m+1)k})
\]

holds for all \( k \geq K \) and \( m \in \mathbb{N} \). We may choose the integer \( K \) large enough so that

\[
\frac{A_2 - C_0}{2} < \left( 1 - \frac{r}{K} \right)^d \bar{\Gamma}(f) - \varepsilon.
\]

Now, we fix \( k \geq K \) such that

\[
|\Lambda|^{k-r} |\Lambda|^{-1} \Gamma_{k-r}(f) \geq \bar{\Gamma}(f) - \varepsilon_0.
\]

Let \( m_n \) be the unique integer satisfying that \( (2m_n + 1)k \leq n < (2m_n + 3)k \) for each \( n \in \mathbb{N} \). Then, from the exponential regularity of \( \{S^n\}_{n \in \mathbb{N}} \), we can take \( N \in \mathbb{N} \) such that

\[
P(\|S^n - S_{(2m_n+1)^k}\|_{\mathbb{R}^h} > \varepsilon_0 |\Lambda^n|) \leq \exp(-C_0 |\Lambda^n|)
\]

for all \( n \geq N \). By the Lipschitzness of \( f \), we have

\[
f \left( \frac{S^n}{|\Lambda^n|} \right) \geq f \left( \frac{1}{|\Lambda^n|} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right) - \frac{\|f\|_{\text{Lip}}}{|\Lambda^n|} \left\| S^n - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right\|_{\mathbb{R}^h}
\]

\[
\geq f \left( \frac{1}{|\Lambda^n|} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right) - \frac{\|f\|_{\text{Lip}}}{|\Lambda^n|} (R_1(n) + R_2(n)),
\]

where

\[
R_1(n) := \left\| S^n - S_{(2m_n+1)^k} \right\|_{\mathbb{R}^h} \text{ and } R_2(n) := \left\| \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right\|_{\mathbb{R}^h}.
\]

Furthermore, the concavity of \( f \) yields

\[
f \left( \frac{1}{|\Lambda^n|} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S_{k-r,z}^n \right) \geq f \left( \frac{(2m_n + 1)^d |\Lambda|^{k-r}}{|\Lambda^n|} \right) - \frac{1}{(2m_n + 1)^d} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} f \left( \frac{S_{k-r,z}^n}{|\Lambda|^{k-r}} \right)
\]

\[
\geq \frac{(2m_n + 1)^d |\Lambda|^{k-r}}{|\Lambda^n|} f \left( \frac{1}{(2m_n + 1)^d} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} f \left( \frac{S_{k-r,z}^n}{|\Lambda|^{k-r}} \right) \right) + \left( 1 - \frac{(2m_n + 1)^d |\Lambda|^{k-r}}{|\Lambda^n|} \right) f(0)
\]

\[
\geq \frac{|\Lambda|^{k-r}}{|\Lambda^n|} \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} f \left( \frac{S_{k-r,z}^n}{|\Lambda|^{k-r}} \right) + \left( 1 - \frac{(2m_n + 1)^d |\Lambda|^{k-r}}{|\Lambda^n|} \right) f(0).
\]
For the first inequality, we note that \((2m_n + 1)^d|A^{k-r}f| \leq |A|\). Combining the above estimates, we have

\[
|A^n|f\left(\frac{S_n}{|A^n|}\right) - \{|A^n| - (2m_n + 1)^d|A^{k-r}f\}|f(0) \\
\geq |A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right) - \|f\|_{\text{Lip}}(R_1(n) + R_2(n)).
\]

By exponentiating and taking expectation,

\[
\mathbb{E}\left[\exp\left(|A^n|f\left(\frac{S_n}{|A^n|}\right)\right)\right] - \exp\left(-\{|A^n| - (2m_n + 1)^d|A^{k-r}f\}|f(0)\right) \\
\geq \mathbb{E}\left[\exp\left(|A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right] \cdot \exp\left(-\|f\|_{\text{Lip}}(R_1(n) + R_2(n))\right) \\
\geq \mathbb{E}\left[\exp\left(|A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right] \cdot \exp\left(-\|f\|_{\text{Lip}}\varepsilon_0(|A^n| + |A|)\right) \\
- \mathbb{E}\left[\exp\left(|A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right] \cdot \mathbb{P}(R_1(n) > \varepsilon_0|A^n|) \\
- \mathbb{E}\left[\exp\left(|A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right] \cdot \mathbb{P}(R_2(n) > \varepsilon_0|A|^{(2m_n+1)k})
\]

\[
=: I_1 - I_2 - I_3.
\]

For the following calculations, we note that \(\{S^{r,x}_{-1}\}_{z \in \mathbb{Z}^{d}}\) are independent copies of \(S^n\) for every \(n \in \mathbb{N}\). Note also that \((2m_n + 1)^d|A^{k-r}f| \leq |A|\). By \((3.12)\),

\[
I_1 = \mathbb{E}\left[\exp\left(|A^{k-r}| f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right]^{(2m_n + 1)^d} \cdot \exp\left(-\|f\|_{\text{Lip}}\varepsilon_0(|A^n| + |A|)\right) \\
\geq \exp((2m_n + 1)^d|A^{k-r}f|)(\mathbb{E}f - \varepsilon_0) \cdot \exp\left(-\|f\|_{\text{Lip}}\varepsilon_0(|A^n| + |A|)\right) \\
\geq \exp((2m_n + 1)^d|A^{k-r}\mathbb{E}f| - (2\|f\|_{\text{Lip}} + 1)\varepsilon_0|A^n|) \\
= \exp\left((2m_n + 1)^d|A^{k-r}\mathbb{E}f - \varepsilon|\right)^{1/2}.
\]

By the Cauchy–Schwarz inequality, \((3.13)\), and \((3.8)\) with \(\beta = 2\),

\[
I_2 \leq \mathbb{E}\left[\exp\left(2|A^{k-r}| \sum_{z \in \mathbb{Z}^{d}[-m_n, m_n]^d} f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right]^{1/2} \cdot \mathbb{P}(R_1(n) > \varepsilon_0|A^n|)^{1/2} \\
= \mathbb{E}\left[\exp\left(2|A^{k-r}| f\left(\frac{S^{k-r,x}_{-1}}{|A^{k-r}|}\right)\right)\right]^{(2m_n + 1)^d/2} \cdot \exp(-C_0\|\nabla^2\|/2) \\
\leq \exp\left(\frac{A_2 - C_0}{2}|A^n|\right)
\]

for all \(n \geq N\). Similarly, by the Cauchy–Schwarz inequality, \((3.10)\), and \((3.5)\) with \(\beta = 2\),

\[
I_3 \leq \exp(A_2\|\nabla^2\|/2 - C_0|A|^{(2m_n+1)k}/2) = \exp\left(\frac{1}{2} \left(\frac{A_2 - C_0}{2} \frac{|A|^{(2m_n+1)k}}{|A^n|}\right)\right) \\
\]

for all \(n \geq N\). Since

\[
\lim_{n \to \infty} \frac{(2m_n + 1)^d|A^{k-r}f|}{|A^n|} = \left(1 - \frac{r}{K}\right)^d
\]

and

\[
\lim_{n \to \infty} \frac{|A|^{(2m_n+1)k}}{|A^n|} = 1,
\]

it follows from \((3.11)\) that

\[
\frac{A_2 - C_0}{2} \leq \frac{1}{2} \left(\frac{A_2 - C_0}{2} \frac{|A|^{(2m_n+1)k}}{|A^n|}\right) < \frac{(2m_n + 1)^d|A^{k-r}f|}{|A^n|} \leq \frac{1}{2} \mathbb{E}f - \varepsilon
\]

for sufficiently large \(n\). Therefore, an elementary calculation yields

\[
\liminf_{n \to \infty} |A^n|^{-1} \log(I_1 - I_2 - I_3) \geq \left(1 - \frac{r}{K}\right)^d \mathbb{E}f - \varepsilon.
\]
Thus, combining this estimate with (3.12), we obtain
\[
\lim_{n \to \infty} |A^n|^{-1} \Gamma_n(f) - \left(1 - \left(1 - \frac{r}{K} \right) \right) f(0) \geq \left(1 - \frac{r}{K} \right) \hat{\Gamma}(f) - \varepsilon.
\]
Taking \(k \to \infty\) in the above inequality along a suitable subsequence so that (3.12) is satisfied yields (3.9), which completes the proof since \(\varepsilon > 0\) is arbitrary.

Next, we turn to prove Lemma 3.11.

Proof of Lemma 3.11 (1) If \(\liminf_{k \to \infty} J_k(x)/|A|^k = \infty\), then there is nothing to prove. Hence, we assume that \(\liminf_{k \to \infty} J_k(x)/|A|^k < \infty\). Let \(c < I(x)\) be fixed. By the lower semicontinuity of the rate function \(I\), we take \(\varepsilon > 0\) such that \(y \in B(x, \varepsilon)\) implies \(I(y) \geq c\). We set \(C := \liminf_{k \to \infty} J_k(x)/|A|^k + 1 < \infty\).

From the exponentially near additivity of \(\{S^n\}_{n \in \mathbb{N}}\), we can take an integer \(r \geq 0\), random variables \(\{S^{n,z}\}_{n,z \in \mathbb{Z}^d}\), and an integer \(K > r\) such that \(\{S^{n,z}\}_{n,z \in \mathbb{Z}^d}\) are independent copies of \(S^n\) for every \(n \in \mathbb{N}\) and
\[
P\left(\left\|S^{(2m+1)k} \right\|_{L^\infty} - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right\|_{L^\infty} > \frac{\varepsilon}{2} |A^{(2m+1)k}| \right) \leq \exp(-C|A^{(2m+1)k}|) \tag{3.15}
\]
holds for all \(k \geq K\) and \(m \in \mathbb{N}\). We may choose the integer \(K\) large enough so that
\[
|A^{K-r}| \leq B(x, \varepsilon/2). \tag{3.16}
\]

Now, we fix \(k \geq K\) satisfying
\[
\frac{J_{k-r}(x) + 1}{|A^{K-r}|} < C. \tag{3.17}
\]

By the large deviation principles for \(\{S^n/|A^n|\}_{n \in \mathbb{N}}\) controlled by \(I\), we have
\[
-c \geq \inf_{y \in B(x, \varepsilon)} I(y)
\]
\[
\geq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log P\left(\frac{S^{(2m+1)k}}{|A^{(2m+1)k}|} \in B(x, \varepsilon) \right)
\]
\[
\geq \limsup_{m \to \infty} \frac{1}{|A^{2m+1}|} \log \left\{P\left(\frac{1}{|A^{(2m+1)k}|} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \in B(x, \varepsilon/2) \right) - P\left(\left\|S^{(2m+1)k} \right\|_{L^\infty} - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right\|_{L^\infty} > \frac{\varepsilon}{2} |A^{(2m+1)k}| \right) \right\}
\]
\[
\geq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log \left\{P\left(\frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right) \leq \frac{|A^{K}|}{|A^{K-r}|} \in B(x, \varepsilon/2) \right) - \exp(-C|A^{(2m+1)k}|) \right\}. \tag{3.18}
\]

The fourth inequality was obtained by (3.14). In order to estimate the right-hand side of (3.18), we will use the lower bound of Cramér’s large deviation theorem for
\[
\left\{\frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right\}_{m \in \mathbb{N}}
\]
controlled by \(J_{k-r}:
\[
\liminf_{m \to \infty} \frac{1}{(2m+1)^d} \log P\left(\frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right) \in \frac{|A^k|}{|A^{K-r}|} B(x, \varepsilon/2) \right) 
\]
\[
\geq - \inf \left\{J_{k-r}(y) \mid y \in \frac{|A^k|}{|A^{K-r}|} B(x, \varepsilon/2) \right\}.
\]

Since the right-hand side of the above inequality is bounded below by \(-J_{k-r}(x)\) from (3.16), we obtain
\[
P\left(\frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right) \leq \frac{|A^k|}{|A^{K-r}|} B(x, \varepsilon/2) \right) \geq \exp(-\{J_{k-r}(x) + 1\}(2m+1)^d) \tag{3.19}
\]
for sufficiently large $m$. Combining (3.18) and (3.19),
\[-c \geq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log \left\{ \exp\left( -J_{k-r}(x) (2m + 1)^d \right) - \exp\left( -C |A^{(2m+1)k}| \right) \right\} = \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log \left( \frac{\exp\left( -J_{k-r}(x) + 1 \right)}{|A^k|} - \frac{\exp\left( -C |A^{(2m+1)k}| \right)}{|A^k|} \right) = - J_{k-r}(x) + 1 \frac{|A^k|}{\left| A^{(2m+1)k} \right|}.
\]

For the last line, we note (3.17). Letting $k \to \infty$ in the above inequality along a suitable subsequence so that (3.17) is satisfied, we conclude that $c \leq \liminf_{k \to \infty} J_k(x)/|A^k|$, which completes the proof since $c < I(x)$ is arbitrary.

(2) Let $x_1 \neq x_2 \in \mathbb{R}^k$ and $t \in (0,1)$ be fixed, and set $x := tx_1 + (1 - t)x_2$. We will show
\[tI(x_1) + (1 - t)I(x_2) \geq I(x). \tag{3.20}\]
We may assume that $I(x_1) < \infty$ and $I(x_2) < \infty$. We first take an integer $r \geq 0$ and random variables \( \{S^n\}_{n \in \mathbb{N}, x \in \mathbb{Z}^d} \) in the definition of the exponentially near additivity of \( \{S^n\}_{n \in \mathbb{N}} \). Let $l \in \mathbb{N}$ be fixed. We set $\delta > 0$ such that $ty_1 + (1 - t)y_2 \in B(x, l^{-1})$ for any $y_1 \in B(x_1, \delta)$ and $y_2 \in B(x_2, \delta)$. From the exponentially near additivity of \( \{S^n\}_{n \in \mathbb{N}} \), letting $C > \max \{I(x_1), I(x_2)\}$, we can take an integer $K_l > r$ such that
\[P\left( \left\| S^{(2m+1)k} \mathbf{x}_l - \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} x \mathbf{A}^{k-r} \right\| \geq \frac{\delta}{3} |A^{(2m+1)k}| \right) \leq \exp(-C |A^{(2m+1)k}|) \tag{3.21}\]
for all $k \geq K_l$ and $m \in \mathbb{N}$. We may choose the integer $K_l$ large enough so that for $i = 1, 2$,
\[|A^{K_l}| B(x_i, 2\delta/3) \subset B(x_i, \delta). \tag{3.22}\]
Then, by the large deviation principle for \( \{S^n/|A^n|\}_{n \in \mathbb{N}} \) controlled by $I$ and Cramér’s large deviation theorem for
\[\left\{ \frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} x \mathbf{A}^{k-r} \right\}_{m \in \mathbb{N}} \]
controlled by $J_{k-r}$, for any $k \geq K_l$ and $i = 1, 2$,
\[-I(x_i) \leq - \inf_{y \in B(x_i, \delta/3)} I(y) \leq \liminf_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log P \left( \frac{S^{(2m+1)k}}{|A^{(2m+1)k}|} \in B(x_i, \delta/3) \right) \leq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log P \left( \frac{1}{(2m+1)^d} \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} x \mathbf{A}^{k-r} \in \mathbf{A}^{k-r} B(x_i, \delta/3) \right) \]
\[+ P \left( \left\| S^{(2m+1)k} - \sum_{x \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} x \mathbf{A}^{k-r} \right\| \geq \frac{\delta}{3} |A^{(2m+1)k}| \right) \leq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log \left[ \exp \left( - \inf_{y \in B(x_i, \delta)} J_{k-r}(y) - 1 \right) (2m + 1)^d \right] \exp(-C |A^{(2m+1)k}|) \]
\[\leq \limsup_{m \to \infty} \frac{1}{|A^{(2m+1)k}|} \log \left\{ \inf_{y \in B(x_1, \delta)} J_{k-r}(y) - 1 \right\} |A^{k}| - C \bigg\}.
\]
The fourth inequality follows from (3.21) and (3.22). Since $C > \max \{I(x_1), I(x_2)\}$, we obtain
\[I(x_i) \geq \inf_{y \in B(x_i, \delta)} J_{k-r}(y) - 1 \frac{|A^{k}|}{|A^{(2m+1)k}|} \tag{3.23}\]
for any $k \geq K_l$ and $i = 1, 2$. Therefore, it follows from the convexity of $J_{k-r}$ and the setting of $\delta$ that
\[tI(x_1) + (1 - t)I(x_2) \geq \frac{t}{\inf_{y \in B(x_1, \delta)} J_{k-r}(y)} + (1 - t) \inf_{y \in B(x_2, \delta)} J_{k-r}(y) - 1 \frac{|A^{k}|}{|A^{(2m+1)k}|} \geq \frac{\inf_{y \in B(x, \delta)} J_{k-r}(y) - 1}{|A^{k}|}.
\]
for any $k \geq K_l$. From the lower semicontinuity of $J_{k-r}$, there exists $y_l \in \bar{B}(x, l^{-1})$ such that

$$J_{k-r}(y_l) = \inf_{y \in B(x, l)} J_{k-r}(y).$$

From the above discussion, there exists a sequence $\{K_l\}_{l \in \mathbb{N}}$ of integers $K_l > r$ and $\{y_l\}_{l \in \mathbb{N}} \subset \mathbb{R}^k$ such that

$$\lim_{l \to \infty} y_l = x$$

and

$$tI(x_1) + (1 - t)I(x_2) \geq \frac{J_{k-r}(y_l) - 1}{|A^l|}$$

for any $l \in \mathbb{N}$ and $k \geq K_l$. By taking $k \to \infty$ in the above inequality and using (3.6), we have

$$tI(x_1) + (1 - t)I(x_2) \geq \lim_{k \to \infty} \frac{J_k(y_l)}{|A^k|} \geq I(y_l)$$

for any $l \in \mathbb{N}$. Letting $l \to \infty$ in the above inequality, we obtain (4.20) from the lower semicontinuity of $I$, which completes the proof.

Lastly, we prove Lemma 3.12.

Proof of Lemma 3.12. We first show $I(\bar{S}) = 0$. Let $\varepsilon > 0$ be fixed. From the lower semicontinuity of $I$, there exists $\delta > 0$ such that $x \in B(\bar{S}, \delta)$ implies $I(x) \geq I(\bar{S}) - \varepsilon$. Then, by the assumption,

$$0 = \lim_{n \to \infty} \sup \log P \left( \frac{|A^n|}{|A^n|} \in B(\bar{S}, \delta) \right) \leq - \inf_{x \in B(\bar{S}, \delta)} I(x) \leq -I(\bar{S}) + \varepsilon.$$

Since $\varepsilon > 0$ is arbitrary, we obtain $I(\bar{S}) = 0$.

Next, suppose that $I(x) = 0$. Let $\delta > 0$ be fixed. By almost the same calculation to obtain (4.20), we can conclude that there exists $K \in \mathbb{N}$ such that

$$0 = I(x) \geq \inf_{y \in B(x, \delta)} J_{k-r}(y) - \rho$$

for any $k \geq K$ and $\rho > 0$. Since $\rho > 0$ is arbitrary, for any $k \geq K$,

$$\inf_{y \in B(x, \delta)} J_{k-r}(y) = 0,$$

which implies that $\mathbb{E}[|S^{k-r}|/|A^{k-r}|] \in B(x, \delta)$ since $\mathbb{E}[|S^{k-r}|/|A^{k-r}|]$ is a unique zero point of the rate function $J_{k-r}$. Using (3.6), we obtain $\bar{S} \in B(x, \delta)$. Since $\delta > 0$ is arbitrary, it must be $x = \bar{S}$.

4 Large deviation principle for persistent Betti numbers

In this section, we prove Theorems 2.12 and 2.17. In Subsection 4.1, we estimate the difference of the persistent Betti numbers of two cubical filtrations in $\mathbb{R}^d$. In Subsection 4.2, we check the exponential regularity and exponentially near additivity of persistent Betti numbers using the estimate, and prove Theorems 2.12 and 2.17 by applying Corollary 3.4.

4.1 Properties of persistent Betti number

We start with the simple bound of the persistent Betti number of a cubical filtration in $\mathbb{R}^d$.

**Proposition 4.1.** Let $X = \{X(t)\}_{t \geq 0}$ be a bounded cubical filtration in $\mathbb{R}^d$. Fix an integer $0 \leq q < d$ and $0 \leq s \leq t < \infty$. Then,

$$\beta^X_q(s, t) \leq \beta_q(X(s)) \leq \#k^d_q(X(s)). \quad (4.1)$$

**Proof.** Since $Z_q(X(s)) \cap B_q(X(t)) \supset Z_q(X(s)) \cap B_q(X(s)) = B_q(X(s))$, it follows from (4.1) that

$$\beta^X_q(s, t) = \dim \frac{Z_q(X(s))}{Z_q(X(s)) \cap B_q(X(t))} \leq \dim \frac{Z_q(X(s))}{B_q(X(s))} = \beta_q(X(s)).$$

Furthermore,

$$\beta_q(X(s)) = \dim \frac{Z_q(X(s))}{B_q(X(s))} \leq \dim Z_q(X(s)) \leq \dim C_q(X(s)) = \#k^d_q(X(s)).$$

Next, we estimate the difference of the persistent Betti numbers of two cubical filtrations in $\mathbb{R}^d$. We will use the following basic fact in linear algebra.
Lemma 4.2. Let

\[ D = \begin{bmatrix} A & B \\ 0 & C \end{bmatrix} \]

be a block matrix, and let \( l \) be the number of columns in \( B \) and \( C \). Then,

\[ \text{rank } A \leq \text{rank } D \leq \text{rank } A + l \quad \text{and} \quad \dim \ker A \leq \dim \ker D \leq \dim \ker A + l. \]

Proof. Since the rank coincides with the number of linearly independent columns, the first conclusion is trivial. The second conclusion follows immediately from the first conclusion with the rank-nullity theorem: letting \( k \) be the number of columns in \( A \),

\[ \text{rank } D + \dim \ker D = k + l \quad \text{and} \quad \text{rank } A + \dim \ker A = k. \]

The following is a generalization of Lemma 3.1 of \cite{[24]} to persistent Betti numbers as well as an analogous result of Lemma 2.11 in \cite{[23]}, where they consider filtrations of simplicial complexes.

**Proposition 4.3.** Let \( X = \{X(t)\}_{t \geq 0} \) and \( Y = \{Y(t)\}_{t \geq 0} \) be bounded cubical filtrations in \( \mathbb{R}^t \) with \( X(t) \subset Y(t) \) for every \( t \geq 0 \). Fix an integer \( 0 \leq q < d \) and \( 0 \leq s \leq t < \infty \). Then,

\[ |\beta^Y_q(s, t) - \beta^X_q(s, t)| \leq \#(K^d_q(Y(s)) \setminus K^d_q(X(s))) + \#(K^d_{q+1}(Y(t)) \setminus K^d_{q+1}(X(t))). \]  

(4.2)

Proof. From (4.1)

\[ \beta^Y_q(s, t) - \beta^X_q(s, t) = \{ \dim(Z_q(Y(s))) - \dim(Z_q(Y(s)) \cap B_q(Y(t))) \}

- \{ \dim(Z_q(X(s))) - \dim(Z_q(X(s)) \cap B_q(X(t))) \}

= \dim \left( \frac{Z_q(Y(s))}{Z_q(X(s))} \right) - \dim \left( \frac{Z_q(Y(s)) \cap B_q(Y(t))}{Z_q(X(s)) \cap B_q(X(t))} \right). \]

Since

\[ \dim \left( \frac{Z_q(Y(s)) \cap B_q(Y(t))}{Z_q(X(s)) \cap B_q(X(t))} \right) \leq \dim \left( \frac{Z_q(Y(s))}{Z_q(X(s))} \right) + \dim \left( \frac{B_q(Y(t))}{B_q(X(t))} \right) \]

from an elementary calculation, we obtain

\[ |\beta^Y_q(s, t) - \beta^X_q(s, t)| \leq \dim \left( \frac{Z_q(Y(s))}{Z_q(X(s))} \right) + \dim \left( \frac{B_q(Y(t))}{B_q(X(t))} \right). \]

Using Lemma 4.2 we have

\[ \dim \left( \frac{Z_q(Y(s))}{Z_q(X(s))} \right) = \dim \ker \partial^Y_q(s) - \dim \ker \partial^X_q(s) \leq \#(K^d_q(Y(s)) \setminus K^d_q(X(s))) \]

and

\[ \dim \left( \frac{B_q(Y(t))}{B_q(X(t))} \right) = \text{rank } \partial^Y_q(t) - \text{rank } \partial^X_q(t) \leq \#(K^d_{q+1}(Y(t)) \setminus K^d_{q+1}(X(t))). \]

Combining the above estimates, the conclusion follows.

The following is useful when we estimate the right-hand sides of (4.1) and (4.2). This is an easy consequence of the fact that each elementary \( d \)-cube contains exactly \( \binom{d}{q} \) \( 2^{d-q} \) number of elementary \( q \)-cubes for each integer \( 0 \leq q \leq d \).

**Lemma 4.4** (\cite{[23]}, Lemma 3.2). Let \( X \) and \( Y \) be bounded cubical sets with \( X \subset Y \). Fix an integer \( 0 \leq q \leq d \). Suppose that the subset \( Y \setminus X \subset \mathbb{R}^d \) is covered by \( v \) number of elementary \( d \)-cubes. Then,

\[ \#(K^d_q(Y) \setminus K^d_q(X)) \leq \binom{d}{q} 2^{d-q} v. \]

In particular, \( \#(K^d_q(Y) \setminus K^d_q(X)) \leq \#(K^d(Y) \setminus K^d(X)) \leq 3^d v. \)

### 4.2 Proofs of Theorems 2.12 and 2.17

In this subsection, let \( X = \{X(t)\}_{t \geq 0} \) be a random cubical filtration in \( \mathbb{R}^d \) satisfying Assumptions 2.6 and 2.2. We fix an integer \( 0 \leq q < d \) and a finite family \( \{(s_i, t_i)\}_{i=1}^h \) with \( 0 \leq s_i \leq t_i < \infty \), and write \( S^m = (\beta^X_q(s_1, t_1), \ldots, \beta^X_q(s_h, t_h)) \) for each \( n \in \mathbb{N} \). We herein prove Theorems 2.12 and 2.17 by applying Corollary 6.3.

**Proofs of Theorems 2.12 and 2.17**. By the Cauchy–Schwarz inequality, we have

\[ |\Lambda^n|^{-1} \log \mathbb{E}[\exp(\lambda, S^m_{2^n})] \leq |\Lambda^n|^{-1} \log \mathbb{E} \left[ \exp \left( \| \lambda \|_{2^n} \left( \sum_{i=1}^h \beta^X_q(s_i, t_i) \right)^2 \right)^{1/2} \right] \]

\[ \leq \sqrt{h} \| \lambda \|_{2^n} \frac{\#(K^d_q(\Lambda^n))}{|\Lambda^n|} \]

\[ \leq 3^d \sqrt{h} \| \lambda \|_{2^n} \]
for any \( \lambda = (\lambda_1, \ldots, \lambda_h) \in \mathbb{R}^h \). Here, the second inequality follows from Proposition 4.4. For the third inequality, we used Lemma 4.4. In order to apply Corollary 4.7 to \( S_n \) for \( n \in \mathbb{N} \), we additionally require the exponential regularity and exponentially near additivity of \( \{S_n\}_{n \in \mathbb{N}} \).

We first show the exponential regularity of \( \{S_n\}_{n \in \mathbb{N}} \). Let \( k \in \mathbb{N} \) be fixed, and let \( m_n \) be the unique integer satisfying \( (2m_n + 1)k \leq n < (2m_n + 3)k \) for each \( n \in \mathbb{N} \). From Proposition 4.3 and Lemma 4.4, it holds that

\[
\|S_n - S_{(2m_n+1)k}\|_{\mathbb{R}^h} = \left( \sum_{i=1}^{h} \left( \beta_q^n(s_i, t_i) - \beta_q^{(2m_n+1)k}(s_i, t_i) \right)^2 \right)^{1/2} \leq \left( \frac{k}{q} \right)^{2d-\eta} \left( \frac{d}{q+1} \right)^{2d-(q+1)} \left( |\Lambda^n| - |\Lambda^{(2m_n+1)k}| \right)^{1/2} \leq 3^d \sqrt{h} (|\Lambda^n| - |\Lambda^{(2m_n+1)k}|).
\]

Therefore, we obtain

\[
|\Lambda^n|^{-1} \|S_n - S_{(2m_n+1)k}\|_{\mathbb{R}^h} \leq 3^d \sqrt{h} \left( 1 - \frac{(2m_n+1)k}{n} \right)^d.
\]

The right-hand side of the above inequality converges to zero as \( n \to \infty \), which immediately implies the exponential regularity of \( \{S_n\}_{n \in \mathbb{N}} \).

We turn to prove the exponentially near additivity of \( \{S_n\}_{n \in \mathbb{N}} \). We take the integer \( R \geq 0 \) as in Assumption 4.7. and choose an integer \( r \) such that \( 2r > R \). For each \( n \in \mathbb{N} \) and \( z \in \mathbb{Z}^d \), define

\[
\Lambda^n_z := 2(n+1)z + \Lambda^n, \quad \mathbb{X}^{n,z} := \{X(t) \cap \Lambda^n_z \}_{t \geq 0}, \quad \mathbb{S}^{n,z} := \{\beta_q^{X(t)}(s_1, t_1), \ldots, \beta_q^{X(t)}(s_h, t_h)\}.
\]

Note that \( d_{\mathbb{X}}(\Lambda^n_z, \mathbb{X}^{n,z}) \geq 2r > R \) for any distinct \( z, z' \in \mathbb{Z}^d \). Therefore, \( \{\mathbb{X}^{n,z}\}_{z \in \mathbb{Z}^d} \) are independent copies of \( S_n \) for every \( n \in \mathbb{N} \) from Assumptions 4.3 and 4.4. For each \( k, m \in \mathbb{N} \), we also define

\[
\Lambda^{(2m+1)k}_z := \bigcup_{z \in \mathbb{Z}^d \cap [-m,m]^d} \Lambda^{k-r,z} \quad \text{and} \quad \mathbb{X}^{(2m+1)k}_z := \{X(t) \cap \Lambda^{(2m+1)k}_z \}_{t \geq 0}.
\]

Since \( \Lambda^{(2m+1)k} \) is a disjoint union of \( \Lambda^{k-r,z} \)'s, we have

\[
\beta_q^{(2m+1)k}(s_i, t_i) = \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} \beta_q^{k-r,z}(s_i, t_i)
\]

for every \( i = 1, 2, \ldots, h \). Therefore, again from Proposition 4.3 and Lemma 4.4, it follows that

\[
\left\| \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} \mathbb{S}^{k-r,z} \right\|_{\mathbb{R}^h} = \left\| \left( \beta_q^{(2m+1)k}(s_1, t_1), \ldots, \beta_q^{(2m+1)k}(s_h, t_h) \right) - \left( \beta_q^{(2m+1)k}(s_1, t_1), \ldots, \beta_q^{(2m+1)k}(s_h, t_h) \right) \right\|_{\mathbb{R}^h} \leq 3^d \sqrt{h} (|\Lambda^{(2m+1)k}| - |\Lambda^{(2m+1)k}_z|).
\]

Therefore, we obtain

\[
|\Lambda^{(2m+1)k}|^{-1} \left\| \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} \mathbb{S}^{k-r,z} \right\|_{\mathbb{R}^h} \leq 3^d \sqrt{h} \left( 1 - \frac{|\Lambda^{(2m+1)k}|}{|\Lambda^{(2m+1)k}_z|} \right) \leq 3^d \sqrt{h} \left( 1 - \frac{1}{R} \right)^d.
\]

Since the right-hand side of the above inequality converges to zero as \( k \to \infty \), the exponentially near additivity of \( \{S_n\}_{n \in \mathbb{N}} \) follows.

Consequently, applying Corollary 4.7 with \( S^n = (\beta_q^n(s_1, t_1), \ldots, \beta_q^n(s_h, t_h)) \), we complete the proofs of both Theorems 4.7 and 4.8.
5 Large deviation principle for persistence diagrams

In this section, we prove Theorems 2.14 and 2.18. In Subsection 5.1, we briefly describe a method of lifting the strong law of large numbers for persistent Betti numbers to persistence diagrams, developed in 24. Moreover, we develop a general method of lifting an LDP for the tuples of persistent Betti numbers to persistence diagrams (Theorem 5.2). Applying those methods, we prove Theorems 2.14 and 2.18 in Subsection 5.2. The proof of Theorem 5.2 is deferred to Subsection 5.3.

5.1 Statement of result

Before proceeding to our LDP result, we introduce a method of lifting the strong law of large numbers for persistent Betti numbers to persistence diagrams, developed in 24, Section 3 and Appendix A. The following theorem is immediately obtained by combining 24, Proposition 3.4 and 24, Corollary A.3 together with the inclusion-exclusion principle.

Theorem 5.1. Let \( \{\xi^n\}_{n \in \mathbb{N}} \) be an \( \mathcal{M}(\Delta) \)-valued process. Assume that \( \mathbb{E}[\xi^n] \in \mathcal{M}(\Delta) \) for all \( n \in \mathbb{N} \) and that for any \( 0 \leq s < t < \infty \), the limit

\[
c_{s,t} := \lim_{n \to \infty} \mathbb{E}[\xi^n([0, s] \times (t, \infty))]
\]

exists in \([0, \infty)\). Then, there exists a Radon measure \( \hat{\xi} \in \mathcal{M}(\Delta) \) such that \( \mathbb{E}[\xi^n] \) converges vaguely to \( \hat{\xi} \) as \( n \to \infty \). Assume further that for any \( 0 \leq s < t < \infty \),

\[
\xi^n([0, s] \times (t, \infty)) \to c_{s,t} \quad \text{almost surely as} \quad n \to \infty.
\]

Then, \( \xi^n \) converges vaguely to \( \hat{\xi} \) almost surely as \( n \to \infty \).

Next, we state our LDP result, which is useful to lift an LDP for the tuples of persistent Betti numbers to persistence diagrams. In what follows in this section, let \( \{a_n\}_{n \in \mathbb{N}} \) be a sequence of positive numbers tending to infinity as \( n \to \infty \). The following is the main result in this section.

Theorem 5.2. Let \( \{\xi^n\}_{n \in \mathbb{N}} \) be an \( \mathcal{M}(\Delta) \)-valued process. Assume that

\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}\left[\exp(a_n \lambda \xi^n(\Delta))\right] < \infty \quad (5.1)
\]

for any \( \lambda > 0 \). Assume further that for any finite family \( \mathcal{P} = \{(s_i, t_i)\}_{i=1}^n \) with \( 0 \leq s_i < t_i < \infty \), the \( \mathbb{R}^n \)-valued process

\[
\{\xi^n([0, s_1] \times (t_1, \infty)), \xi^n([0, s_2] \times (t_2, \infty)), \ldots, \xi^n([0, s_n] \times (t_n, \infty))\}_{n \in \mathbb{N}}
\]

satisfies an LDP with speed \( a_n \) and a good rate function \( I_P \colon \mathbb{R}^n \to [0, \infty] \). Then, the \( \mathcal{M}(\Delta) \)-valued process \( \{\xi^n\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( a_n \) and a good rate function \( I \colon \mathcal{M}(\Delta) \to [0, \infty] \). Furthermore, the following statements hold.

1. Suppose that there exists a constant \( K > 0 \) such that \( \xi^n(\Delta) \leq K \) for all \( n \in \mathbb{N} \). If \( I_P \) has a unique zero point for each finite family \( \mathcal{P} = \{(s_i, t_i)\}_{i=1}^n \) with \( 0 \leq s_i < t_i < \infty \), then so does \( I \).
2. If \( I_P \) is convex for each finite family \( \mathcal{P} = \{(s_i, t_i)\}_{i=1}^n \) with \( 0 \leq s_i < t_i < \infty \), then for every \( f \in C_c(\Delta) \), the limit

\[
\varphi(f) := \lim_{n \to \infty} a_n^{-1} \log \mathbb{E}\left[\exp\left(a_n \int_{\Delta} f \, d\xi^n\right)\right]
\]

exists in \( \mathbb{R} \), and it holds that

\[
I(\xi) = \sup_{f \in C_c(\Delta)} \left\{ \int_{\Delta} f \, d\xi - \varphi(f) \right\}
\]

for any \( \xi \in \mathcal{M}(\Delta) \).

5.2 Proofs of Theorems 2.14 and 2.18

In this subsection, we apply Theorems 5.1 and 5.2 to prove Theorems 2.14 and 2.18 respectively.

Proof of Theorem 2.14
Note first that \( \xi^n \left(\mathbb{R}^n \times \{t\} \right) = \beta^n_Q(s, t) \) for every \( 0 \leq s < t < \infty \) from Theorem 2.3. Therefore, Theorem 2.14 implies that for any \( 0 \leq s < t < \infty \),

\[
\lim_{n \to \infty} \frac{\mathbb{E}[\xi_Q^n([0, s] \times (t, \infty))] \left|\Lambda^n\right|}{\left|\Lambda^n\right|} = \tilde{\beta}_Q(s, t)
\]

and

\[
\frac{\xi_Q^n([0, s] \times (t, \infty)) \left|\Lambda^n\right|}{\left|\Lambda^n\right|} \to \tilde{\beta}_Q(s, t) \quad \text{almost surely as} \quad n \to \infty.
\]

Note also that \( \mathbb{E}[\xi^n] / \left|\Lambda^n\right| \in \mathcal{M}(\Delta) \). Therefore, applying Theorem 5.1 with \( \xi^n = \xi_Q^n / \left|\Lambda^n\right| \) and \( a_n = \left|\Lambda^n\right| \), we obtain the conclusion.

\( \square \)
Proof of Theorem 2.18. We fix a finite family $\mathcal{P} = \{(s_i, t_i)\}_{i=1}^{n}$ with $0 \leq s_i < t_i < \infty$. Since $\xi_n^\beta([0, s] \times (t, \infty]) = \beta_n \xi_n^\beta(s, t)$ from Theorem 2.13, it follows from Theorem 2.17 that the $\mathbb{R}^h$-valued process
\[
\left\{ \left( \frac{\xi_n^\beta([0, s_1] \times (t_1, \infty])}{|\Lambda^n|}, \frac{\xi_n^\beta([0, s_2] \times (t_2, \infty])}{|\Lambda^n|}, \ldots, \frac{\xi_n^\beta([0, s_h] \times (t_h, \infty])}{|\Lambda^n|} \right) \right\}
\]
satisfies the LDP with speed $|\Lambda^n|$ and a good convex rate function that has a unique zero point. Furthermore, combining (2.31) and Lemma 5.2, we have $\xi_n^\beta(\Delta) \leq \#K_n(\Lambda^n) \leq 3^3|\Lambda^n|$. Therefore, (5.1) with $\xi_n^\beta = \xi_n^\beta/|\Lambda^n|$ and $a_n = |\Lambda^n|$ is satisfied for any $\lambda > 0$. Consequently, Theorem 5.2 implies that the $\mathcal{M}(\Delta)$-valued process $\{\xi_n^\beta/|\Lambda^n|\}_{n\in\mathbb{N}}$ satisfies the LDP with speed $|\Lambda^n|$ and a good convex rate function $L_n$, defined in (2.37), that has a unique zero point. Furthermore, the unique zero point of $L_n$ must be $\bar{\xi}_n$ in Theorem 5.13.\[\square\]

5.3 Proof of Theorem 5.2

In this subsection, we will prove Theorem 5.2. We first introduce the notion of histogram of a given measure $\xi \in \mathcal{M}(\Delta)$, which is useful for the proof of Theorem 5.2. For $l \in \mathbb{N}$, let $\mathcal{I}$ be the set of all disjoint rectangular regions $I$ of the form either
\[
I = \left[0, \frac{1}{2^{l+1}} \right] \times \left[j \cdot \frac{1}{2^{l+1}}, (j+1) \cdot \frac{1}{2^{l+1}} \right] \quad \text{for } j \in \mathbb{N} \text{ with } 3 \leq j \leq l \cdot 2^{l+1} \tag{5.2}
\]
or
\[
I = \left[j \cdot \frac{1}{2^{l+1}}, (j+1) \cdot \frac{1}{2^{l+1}} \right] \times \left[0, \frac{1}{2^{l+1}} \right] \quad \text{for } \{i, j\} \in \mathbb{N}^2 \text{ with } 2 \leq i \leq j \leq l \cdot 2^{l+1} \text{ and } i - j \geq 2. \tag{5.3}
\]
Given $I \in \bigcup_{l=1}^\infty \mathcal{I}$, we denote by LR$(I)$, UR$(I)$, UL$(I)$, and LL$(I)$ the lower-right, upper-right, upper-left, and lower-left corners of $I$, respectively. Note that any $I \in \bigcup_{l=1}^\infty \mathcal{I}$ is a relatively compact set in $\Delta$ since LR$(I) \in \Delta$. Therefore, for any $\xi \in \mathcal{M}(\Delta)$ and $I \in \mathcal{I}$, it holds that $\xi(I) < \infty$. Note also that
\[
\bigcup_{l=1}^\infty \bigcup_{I \in \mathcal{I}} I = \Delta. \tag{5.4}
\]
Given $\xi \in \mathcal{M}(\Delta)$ and $l \in \mathbb{N}$, we define the histogram of $\xi$ with fineness degree $l$ by
\[
\text{HIST}_l(\xi) := \{\xi(I)\}_{I \in \mathcal{I}} \in \mathbb{R}^{|\mathcal{I}|}.
\]

Lemma 5.3. Let $\{\xi^n\}_{n\in\mathbb{N}}$ be an $\mathcal{M}(\Delta)$-valued process, and let $l \in \mathbb{N}$ be fixed. Assume that for any finite family $\mathcal{P} = \{(s_i, t_i)\}_{i=1}^{n}$ with $0 \leq s_i < t_i < \infty$, the $\mathbb{R}^h$-valued process
\[
\{\{\xi_n^\beta([0, s_1] \times (t_1, \infty]), \xi_n^\beta([0, s_2] \times (t_2, \infty]), \ldots, \xi_n^\beta([0, s_h] \times (t_h, \infty])\} \}_{n \in \mathbb{N}}
\]
satisfies an LDP with speed $a_n$ and a good rate function $I_\mathcal{P} : \mathbb{R}^h \to [0, \infty]$. Then, the $\mathbb{R}^{|\mathcal{I}|}$-valued process $\{\text{HIST}_l(\xi^n)\}_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function $I_l : \mathbb{R}^{|\mathcal{I}|} \to [0, \infty]$. Furthermore, the following statements hold:

1. If $I_\mathcal{P}$ has a unique zero point for each finite family $\{(s_i, t_i)\}_{i=1}^{n}$ with $0 \leq s_i < t_i < \infty$, then so does $I_l$.

2. Suppose that $I_\mathcal{P}$ is convex for each finite family $\{(s_i, t_i)\}_{i=1}^{n}$ with $0 \leq s_i < t_i < \infty$, and also that
\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \sum_{I \in \mathcal{I}} \lambda_I \xi_n^\beta(I) \right) \right] < \infty
\]

for any $\lambda = (\lambda_I)_{I \in \mathcal{I}} \in \mathbb{R}^{|\mathcal{I}|}$. Then, for every $\lambda = (\lambda_I)_{I \in \mathcal{I}} \in \mathbb{R}^{|\mathcal{I}|}$, the limit
\[
\varphi_l(\lambda) := \lim_{n \to \infty} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \sum_{I \in \mathcal{I}} \lambda_I \xi_n^\beta(I) \right) \right]
\]

exists in $\mathbb{R}$, and $I = \varphi_l^*$ holds.

Proof. Set $\mathcal{P}_l = \bigcup_{I \in \mathcal{I}} \{LR(I), UR(I), UL(I), LL(I)\}$. We define a linear map $F_{\mathcal{P}_l} : \mathbb{R}^{\mathcal{P}_l} \to \mathbb{R}^{\mathcal{I}}$ by
\[
(F_{\mathcal{P}_l}(\beta))(I) := \begin{cases} 
\beta(LR(I)) - \beta(UR(I)) & \text{if } I \text{ is of the form (5.2)}, \\
\beta(LR(I)) - \beta(UL(I)) + \beta(UL(I)) - \beta(LL(I)) & \text{if } I \text{ is of the form (5.3)}
\end{cases}
\]

for any $\beta = (\beta(p))_{p \in \mathcal{P}_l} \in \mathbb{R}^{\mathcal{P}_l}$ and $I \in \mathcal{I}$. Note that $F_{\mathcal{P}_l}$ is continuous. Now, for $p = (s, t) \in \mathbb{R}^2$ with $0 \leq s \leq t < \infty$, we write $\beta^p(p) = \xi_n^\beta([0, s] \times (t, \infty])$ for convenience. Then, by the inclusion-exclusion principle, we have
\[
\text{HIST}_l(\xi^n) = F_{\mathcal{P}_l}(\beta^p(p))_{p \in \mathcal{P}_l}).
\]
Since the $\mathbb{R}^\mathbb{N}$-valued process $\{(\beta_n(p))_{p \in P_1}\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and a good rate function $I_1$, from the assumption, it follows from Theorem 5.3 that the $\mathbb{R}^\mathbb{N}$-valued process $\{\text{HIST}(\xi^n)\}_{n \in \mathbb{N}}$ also satisfies the LDP with speed $a_n$ and a good rate function $I_1: \mathbb{R}^{\mathbb{N}} \rightarrow [0, \infty]$ defined by

$$I_1(H) := \inf_{\beta \in P_1^{-1}(\{H\})} I_1(\beta)$$

for any $H \in \mathbb{R}^{\mathbb{N}}$. Statement (1) follows immediately from Remark 5.2 (1). Furthermore, combining Remark 5.2 (2) with Theorem 5.3 (with speed $a_n$ instead of $|\lambda|^n$) yields Statement (2). \[\quad \square\]

Next, we prove the following lemma using the technique of exponentially good approximation (see Appendix B). In what follows, for $\xi \in \mathcal{M}(\Delta)$ and $f \in C_c(\Delta)$, we write $\xi_f = \int f d\xi \in \mathbb{R}$ for simplicity.

**Lemma 5.4.** Let $\{\xi^n\}_{n \in \mathbb{N}}$ be an $\mathcal{M}(\Delta)$-valued process, and let $m \in \mathbb{N}$ and $f_1, f_2, \ldots, f_m \in C_c(\Delta)$ be fixed. Assume that $\xi^n \rightarrow \xi^{\infty}$ for each $n \rightarrow \infty$. Statement (1) follows immediately from Remark 5.2 (1). Fur thermore, combining Remark 5.2 (2) with Theorem 5.3 (with speed $a_n$ instead of $|\lambda|^n$) yields Statement (2). \[\quad \square\]

Next, we prove the following lemma using the technique of exponentially good approximation (see Appendix B). In what follows, for $\xi \in \mathcal{M}(\Delta)$ and $f \in C_c(\Delta)$, we write $\xi_f = \int f d\xi \in \mathbb{R}$ for simplicity.

**Lemma 5.4.** Let $\{\xi^n\}_{n \in \mathbb{N}}$ be an $\mathcal{M}(\Delta)$-valued process, and let $m \in \mathbb{N}$ and $f_1, f_2, \ldots, f_m \in C_c(\Delta)$ be fixed. Assume that $\xi^n \rightarrow \xi^{\infty}$ for each $n \rightarrow \infty$. Statement (1) follows immediately from Remark 5.2 (1). Fur thermore, combining Remark 5.2 (2) with Theorem 5.3 (with speed $a_n$ instead of $|\lambda|^n$) yields Statement (2). \[\quad \square\]
Therefore, for $l \geq L$,
\[
\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} \leq \left( \sum_{i=1}^{m} \left( \int_{\Delta} |f_i - f_i^{(l)}| \, d\xi^n \right)^2 \right)^{1/2} \leq \frac{\xi^n(\Delta)}{K} \delta,
\]
which implies that
\[
\limsup_{n \to \infty} a_n^{-1} \log P(\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} > \delta) \leq \limsup_{n \to \infty} a_n^{-1} \log P(\xi^n(\Delta) > K) \leq -\alpha.
\]
Thus, we obtain
\[
\limsup_{n \to \infty} \limsup_{l \to \infty} a_n^{-1} \log P(\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} > \delta) \leq -\alpha.
\]
Since $\alpha > 0$ is arbitrary,
\[
\limsup_{n \to \infty} a_n^{-1} \log P(\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} > \delta) = -\infty,
\]
which means that $(Z^{n,l})_{n,l \in \mathbb{N}}$ is an exponentially good approximation of $(Z^n)_{n \in \mathbb{N}}$ with speed $a_n$.

Next, we fix $l \in \mathbb{N}$, and prove that the $\mathbb{R}^m$-valued process $(Z^{n,l})_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a rate function. For each $i \in \{1, 2, \ldots, m\}$, we define a linear map $G_i^{(l)} : \mathbb{R}^l \to \mathbb{R}$ by
\[
G_i^{(l)}(H) := \sum_{l \in \mathcal{I}_l} f_i(\text{UR}(I)) H(I)
\]
for any $H = (H(I))_{I \in \mathcal{I}_l} \in \mathbb{R}^l$, and also define a linear map $G_i^{(l)} : \mathbb{R}^l \to \mathbb{R}^m$ by
\[
G_i^{(l)} := (G_i^{(l)}(1), G_i^{(l)}(2), \ldots, G_i^{(l)}(m)).
\]
Since
\[
G_i^{(l)}(\text{HIST}_l(\xi^n)) = \sum_{l \in \mathcal{I}_l} f_i(\text{UR}(I)) \xi(I) = \xi_i f_i^{(l)}
\]
for all $i \in \{1, 2, \ldots, m\}$, we have $G_i^{(l)}(\text{HIST}_l(\xi^n)) = Z^{n,l}_i$. Therefore, it follows from the assumption and Theorem B.1 that $(Z^{n,l})_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function.

Furthermore, since $\|\xi^n f_i\| \leq (\sup_{x \in \Delta} |f_i(x)|) \|\xi^n(\Delta)\|$, the exponential tightness of $(Z^n)_{n \in \mathbb{N}}$ with speed $a_n$ follows immediately from that of $(\xi^n(\Delta))_{n \in \mathbb{N}}$. Thus, by Theorem B.3, the $\mathbb{R}^m$-valued process $(Z^n)_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function.

For Statement (1), suppose that there exists $K > 0$ such that $\xi^n(\Delta) \leq K$ for all $n \in \mathbb{N}$. Then, we can replace $\alpha$ in (5.4) to $\infty$. Hence, instead of (5.6), we obtain
\[
\limsup_{n \to \infty} a_n^{-1} \log P(\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} > \delta) = -\infty
\]
for any $l \geq L$. Therefore, the conclusion follows from Remark B.5 (1).

Lastly, we prove Statement (2). By the Cauchy–Schwarz inequality,
\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \sum_{j=1}^{m} \lambda_j(\xi^n f_j) \right) \right] \leq \sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \|\lambda\|_{\mathbb{R}^m} \left( \sum_{j=1}^{m} (\xi^n f_j)^2 \right)^{1/2} \right) \right] \leq \sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \|\lambda\|_{\mathbb{R}^m} \left( \sum_{j=1}^{m} \sup_{x \in \Delta} |f_j(x)|^2 \right)^{1/2} \xi^n(\Delta) \right) \right]
\]
for $\lambda = (\lambda_j)_{j=1}^{m} \in \mathbb{R}^m$. The right-hand side of the above inequality is finite by (5.1). Thus, combining Remark B.5 (2) with Theorem C.3 (with speed $a_n$ instead of $|\Lambda^n|$) yields Statement (2).

Finally, we prove Theorem 5.2 using Theorem C.3, which is a general statement to ensure an LDP for random measures (see Appendix C).

\begin{proof}[Proof of Theorem 5.2] Combining Lemmas B.3 and B.4, we conclude that for any $m \in \mathbb{N}$ and $f_1, f_2, \ldots, f_m \in C_c(\Delta)$, the $\mathbb{R}^m$-valued process $(\xi^n f_1, \xi^n f_2, \ldots, \xi^n f_m)_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function. Therefore, Theorem C.3 implies that the $M(\Delta)$-valued process $(\xi^n)_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function.

For Statement (1), suppose that there exists $K > 0$ such that $\xi^n(\Delta) \leq K$ for all $n \in \mathbb{N}$. Then, the conclusion is an immediate consequence of combining Statements (1) of Lemmas 5.3 and 5.4 and Theorem C.3.

Lastly, we prove Statement (2). We first note that from (5.2),
\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \sum_{l \in \mathcal{I}_l} \lambda_l(\xi^n(l)) \right) \right] \leq \sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E} \left[ \exp \left( a_n \max_{l \in \mathcal{I}_l} |\lambda_l| \cdot \xi^n(\Delta) \right) \right] < \infty
\]
for any \( \lambda = (\lambda_t)_{t \in T} \in \mathbb{R}^T \), and
\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n \xi^n f)] \leq \sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}\left[ \exp \left( a_n \sup_{x \in \Delta} |f(x) \cdot \xi^n(\Delta)| \right) \right] < \infty
\]
for any \( f \in C_c(\Delta) \). Therefore, Statement (2) follows immediately by combining Statements (2) of Lemmas 5.3 and 5.4 and Theorem C.3.

\[ \square \]

## A Strong law of large numbers for strongly regular nearly additive processes

In this section, we prove the strong law of large numbers under a weaker assumption than that in Section 3. In what follows, let \( h \in \mathbb{N} \) be fixed.

**Definition A.1.** Let \( r \geq 0 \) be an integer. We say that an \( \mathbb{R}^h \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) is **strongly \( r \)-nearly additive** if there exist \( \mathbb{R}^h \)-valued random variables \( \{S^n\}_{n \in \mathbb{N}, z \in \mathbb{Z}^d} \) such that the following conditions are satisfied:

- \( \{S^n\}_{z \in \mathbb{Z}^d} \) are independent copies of \( S^n \) for every \( n \in \mathbb{N} \);
- it holds that
  \[
  \sup_{m \in \mathbb{N}} |A^{(2m+1)k}|^{-1} \left\| S^{(2m+1)k} - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} \rightarrow 0. \tag{A.1}
  \]

We also say that an \( \mathbb{R}^h \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) is **strongly nearly additive** if there exists an integer \( r \geq 0 \) such that \( \{S^n\}_{n \in \mathbb{N}} \) is strongly \( r \)-nearly additive.

**Definition A.2.** We say that an \( \mathbb{R}^h \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) is **strongly regular** if the following property holds for each fixed \( k \in \mathbb{N} \): if \( m_n \) is taken as the unique integer satisfying that \( (2m_n+1)k \leq n < (2m_n+3)k \) for each \( n \in \mathbb{N} \), then
\[
|A^n|^{-1} \left\| S^n - S^{(2m_n+1)k} \right\|_{\mathbb{R}^h} \xrightarrow{a.s.} 0. \tag{A.2}
\]

**Remark A.3.** By a standard Borel–Cantelli argument, we can easily verify that the exponential regularity and exponentially near additivity implies the strong regularity and strongly near additivity, respectively.

**Theorem A.4.** Let \( \{S^n\}_{n \in \mathbb{N}} \) be a strongly regular nearly additive \( \mathbb{R}^h \)-valued process consisting of integrable random variables. Suppose that \( \sup_{n \in \mathbb{N}} \|\mathbb{E}[S^n]\|_{\mathbb{R}^h}/|A^n| < \infty \). Then, the limit
\[
\hat{S} := \lim_{n \to \infty} \frac{\mathbb{E}[S^n]}{|A^n|} \tag{A.3}
\]
exists in \( \mathbb{R}^h \), and
\[
\frac{S^n}{|A^n|} \to \hat{S} \text{ almost surely as } n \to \infty.
\]

**Proof.** Since \( \sup_{n \in \mathbb{N}} \|\mathbb{E}[S^n]\|_{\mathbb{R}^h}/|A^n| < \infty \) from the assumption, there exists an accumulation point \( \hat{S} \in \mathbb{R}^h \) of the sequence \( \{\mathbb{E}[S^n]/|A^n|\}_{n \in \mathbb{N}} \). From the strongly near additivity of \( \{S^n\}_{n \in \mathbb{N}} \), we can take an integer \( r \geq 0 \) and \( \mathbb{R}^h \)-valued random variables \( \{S^{n,r,z}\}_{n \in \mathbb{N}, z \in \mathbb{Z}^d} \) such that \( \{S^{n,r,z}\}_{z \in \mathbb{Z}^d} \) are independent copies of \( S^n \) for every \( n \in \mathbb{N} \) and
\[
\sup_{m \in \mathbb{N}} \frac{1}{|A^{(2m+1)k}|} \left\| S^{(2m+1)k} - \sum_{z \in \mathbb{Z}^d \cap [-m,m]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} \xrightarrow{k \to \infty} 0. \tag{A.4}
\]

Now, let \( k \in \mathbb{N} \) be fixed, and let \( m_n \) be the unique integer satisfying that \( (2m_n+1)k \leq n < (2m_n+3)k \).
for each \( n \in \mathbb{N} \). Then, by the triangle inequality,

\[
\left\| \frac{S^n}{|\Lambda^n|} - \hat{S} \right\|_{\mathbb{R}^h} \leq \frac{1}{|\Lambda^n|} \left\| S^n - S^{(2m_0+1)k} \right\|_{\mathbb{R}^h} + \frac{|\Lambda^{(2m_0+1)k}|}{|\Lambda^n|} \left\| S^{(2m_0+1)k} - \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} + \frac{(2m_0+1)^d |\Lambda^{k-r}|}{|\Lambda^n|} \left\| \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} - E[S^{k-r}] \right\|_{\mathbb{R}^h} + \frac{1}{|\Lambda^n|} \left\| \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} + \frac{1}{|\Lambda^n|} \left\| S^{k-r} - E[S^{k-r}] \right\|_{\mathbb{R}^h} + \left( 1 - (2m_0+1)^d |\Lambda^{k-r}| \right) \left\| \hat{S} \right\|_{\mathbb{R}^h} \]

(A.5)

for any \( n \in \mathbb{N} \). For the second inequality, we also used \((2m_0+1)^d |\Lambda^{k-r}| \leq |\Lambda^{(2m_0+1)k}| \leq |\Lambda^n| \). The first and third terms in the right-hand side of (A.5) converges to zero almost surely as \( n \to \infty \) because of the strongly regularity of \( \{S^n\}_{n \in \mathbb{N}} \) and the strong law of large numbers, respectively. Noting also that

\[
\lim_{n \to \infty} \frac{(2m_0+1)^d |\Lambda^{k-r}|}{|\Lambda^n|} = \left( 1 - \frac{r}{k} \right)^d,
\]

we take \( n \to \infty \) of both sides of (A.3) to obtain

\[
\limsup_{n \to \infty} \frac{S^n}{|\Lambda^n|} - \hat{S} \leq \frac{1}{|\Lambda^{(2m_0+1)k}|} \left\| S^{(2m_0+1)k} - \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} + \frac{|\Lambda^{(2m_0+1)k}|}{|\Lambda^n|} \left\| \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} - E[S^{k-r}] \right\|_{\mathbb{R}^h} + \frac{1}{|\Lambda^n|} \left\| \sum_{z \in \mathbb{Z}^d \setminus [-m_0,m_0]^d} S^{k-r,z} \right\|_{\mathbb{R}^h} + \frac{1}{|\Lambda^n|} \left\| S^{k-r} - E[S^{k-r}] \right\|_{\mathbb{R}^h} + \left( 1 - \left( 1 - \frac{r}{k} \right)^d \right) \left\| \hat{S} \right\|_{\mathbb{R}^h}.
\]

By letting \( k \to \infty \) in the above inequality (choose a suitable subsequence in \( k \) if necessary), we conclude from (A.3) that \( S^n/|\Lambda^n| \) converges to \( \hat{S} \) almost surely as \( n \to \infty \). In particular, \( \hat{S} \) is a unique accumulation point of the sequence \( \{E[S^n]/|\Lambda^n|\}_{n \in \mathbb{N}} \). Finally, the uniqueness of the accumulation point \( \hat{S} \) together with \( \sup_{n \in \mathbb{N}} \|E[S^n]/|\Lambda^n|\|_{\mathbb{R}^h} < \infty \) implies (A.3).

**Remark A.5.** The weakly near additivity and weak regularity of an \( \mathbb{R}^h \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) are defined by replacing the almost sure convergence in (A.1) and (A.2) to the convergence in probability. For a weakly regular nearly additive \( \mathbb{R}^h \)-valued process \( \{S^n\}_{n \in \mathbb{N}} \) consisting of integrable random variables with \( \sup_{n \in \mathbb{N}} \|E[S^n]/|\Lambda^n|\|_{\mathbb{R}^h} < \infty \), the weak law of large numbers holds: the limit

\[
\hat{S} := \lim_{n \to \infty} \frac{E[S^n]}{|\Lambda^n|}
\]

exists in \( \mathbb{R}^h \), and

\[
\frac{S^n}{|\Lambda^n|} \to \hat{S} \quad \text{in probability as } n \to \infty.
\]

Since the proof is almost the same, we omit the proof.

## B Transformations of large deviation principles

We here review basic methods to move around LDPs between different spaces. In the following, let \( \{a_n\}_{n \in \mathbb{N}} \) be a sequence of positive numbers tending to infinity as \( n \to \infty \).

We first state the contraction principle, which states that an LDP is preserved under continuous maps.

**Theorem B.1** (Theorem 4.2.1). Let \( X \) and \( Y \) be Hausdorff topological spaces, and let \( F : X \to Y \) be a continuous function. Assume that an \( X \)-valued process \( \{Z^n\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( a_n \) and a
good rate function \( I: \mathcal{X} \to [0, \infty] \). Then, the \( \mathcal{Y} \)-valued process \( \{F(Z^n)\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( a_n \) and a good rate function \( I^*: \mathcal{Y} \to [0, \infty] \) defined by

\[
I'(y) := \inf_{x \in F^{-1}(\{y\})} I(x) \quad (B.1)
\]

for any \( y \in \mathcal{Y} \). Here, the infimum over the empty set is regarded as \( \infty \) by convention.

**Remark B.2.** We remark on the uniqueness of the zero point and the convexity of the rate function \( I' \) in Theorem B.4.

1. (Uniqueness of the zero point) If the good rate function \( I \) has a unique zero point, then so does \( I' \). Indeed, let \( \hat{x} \in \mathcal{X} \) be the unique zero point of \( I \). Then, \( I'(F(\hat{x})) = 0 \) from the definition of \( I' \). Furthermore, if \( I'(y) = 0 \), then there exists \( x \in F^{-1}(\{y\}) \) such that \( I(x) = 0 \) by the goodness of the rate function \( I \) together with the continuity of \( F \). Thus, \( x = \hat{x} \) from the uniqueness of the zero point of \( I \), hence necessarily \( y = F(\hat{x}) \).

2. (Convexity) Suppose that \( \mathcal{X} = \mathbb{R}^h \) and \( \mathcal{Y} = \mathbb{R}^{h'} \) for some \( h, h' \in \mathbb{N} \) and that \( f \) is a linear map. We can easily verify from [B.1] that if the rate function \( I \) is convex, then so is \( I' \).

Next, we review the notion of exponentially good approximation, and state a technical result, which deduces a new LDP from LDPs for approximation sequences.

**Definition B.3.** Let \( (\mathcal{Y}, d_{\mathcal{Y}}) \) be a metric space, and let \( \{Z^n\}_{n \in \mathbb{N}} \) and \( \{Z^{n,l}\}_{n,l \in \mathbb{N}} \) be \( \mathcal{Y} \)-valued random variables. \( \{Z^{n,l}\}_{n,l \in \mathbb{N}} \) is called an exponentially good approximation of \( \{Z^n\}_{n \in \mathbb{N}} \) with speed \( a_n \) if for any \( \delta > 0 \),

\[
\lim_{l \to \infty} \limsup_{n \to \infty} a_n^{-1} \log P(d_{\mathcal{Y}}(Z^n, Z^{n,l}) > \delta) = -\infty.
\]

Combining [14, Lemma 1.2.18] and [14, Theorem 4.2.16], we immediately have the following.

**Theorem B.4.** Let \( (\mathcal{Y}, d_{\mathcal{Y}}) \) be a metric space, and let \( \{Z^n\}_{n \in \mathbb{N}} \) and \( \{Z^{n,l}\}_{n,l \in \mathbb{N}} \) be \( \mathcal{Y} \)-valued random variables. Assume that the following three conditions are satisfied.

- \( \{Z^{n,l}\}_{n,l \in \mathbb{N}} \) is an exponentially good approximation of \( \{Z^n\}_{n \in \mathbb{N}} \) with speed \( a_n \).
- For each fixed \( l \in \mathbb{N} \), the \( \mathcal{Y} \)-valued process \( \{Z^{n,l}\}_{n \in \mathbb{N}} \) satisfies an LDP with speed \( a_n \) and a rate function \( I_l: \mathcal{Y} \to [0, \infty] \).
- \( \{Z^n\}_{n \in \mathbb{N}} \) is exponentially tight with speed \( a_n \) for any \( \alpha > 0 \), there exists a compact set \( K \subset \mathcal{Y} \) such that

\[
\limsup_{n \to \infty} a_n^{-1} \log P(Z^n \notin K) \leq -\alpha.
\]

Then, the \( \mathcal{Y} \)-valued process \( \{Z^n\}_{n \in \mathbb{N}} \) satisfies the LDP with speed \( a_n \) and a good rate function \( I: \mathcal{Y} \to [0, \infty] \) defined by

\[
I(y) := \sup_{\delta > 0} \limsup_{l \to \infty} \inf_{y' \in B(y, \delta)} I_l(y') \quad (B.2)
\]

for any \( y \in \mathcal{Y} \).

**Remark B.5.** We remark on the uniqueness of the zero point and the convexity of the rate function \( I \) in Theorem B.4.

1. (Uniqueness of the zero point) Suppose that \( \{Z^{n,l}\}_{n,l \in \mathbb{N}} \) satisfies the following slightly stronger condition than the usual exponentially good approximation condition: for any \( \delta > 0 \), there exists \( L_\delta \in \mathbb{N} \) such that

\[
\lim_{n \to \infty} a_n^{-1} \log P(\|Z^n - Z^{n,l}\|_{\mathbb{R}^m} > \delta) = -\infty
\]

for any \( l \geq L_\delta \). In this case, by a simple modification of the proof of Theorem B.4, the rate function \( I \) is given by

\[
I(y) = \sup_{\delta > 0} \limsup_{l \to \infty} \inf_{y' \in B(y, \delta)} I_l(y').
\]

From (B.2), it is not hard to verify that if \( I_l \) has a unique zero point for each \( l \in \mathbb{N} \), then so does \( I \). In fact, the unique zero point of \( I \) is given as the limit of the unique zero point of \( I_l \) with respect to \( l \).

2. (Convexity) Suppose that \( \mathcal{X} = \mathbb{R}^h \) and \( \mathcal{Y} = \mathbb{R}^{h'} \) for some \( h, h' \in \mathbb{N} \). Then, (B.2) implies that if the rate function \( I_l \) is convex for each \( l \in \mathbb{N} \), then so is \( I \).
C Large deviation principle for random measures

In this section, we provide a sufficient condition for an LDP for random measures. Theorem C.3 is the main statement in this section, which will be used for proving the LDP for persistence diagrams in Section 5.

Let $\Delta$ be a (general) locally compact Hausdorff space with countable base, hence necessarily $\Delta$ is a complete and separable metric space, the so-called Polish space. Let $C_c(\Delta)$ be the set of all real-valued continuous functions on $\Delta$ with compact support. A Borel measure $\xi$ on $\Delta$ is called a Radon measure if $\xi(K) < \infty$ for every compact set $K \subset \Delta$. Let $M(\Delta)$ denote the set of all Radon measures on $\Delta$. We equip $M(\Delta)$ with the vague topology, i.e., the weakest topology such that for every $f \in C_c(\Delta)$, the map $M(\Delta) \ni \xi \mapsto \xi f := \int f \, d\xi \in \mathbb{R}$ is continuous. In fact, $M(\Delta)$ with the vague topology is a Polish space (see, e.g., Lemma 4.6 in [33]).

Given a Radon measure $\xi \in M(\Delta)$, we define a linear functional $L_\xi$ on $C_c(\Delta)$ by $L_\xi(f) := \xi f$ for any $f \in C_c(\Delta)$. Note that $L_\xi$ is positive in the sense that $L_\xi(f) \geq 0$ for any $f \in C_c(\Delta)$ with $f \geq 0$. It is well known that there exists a one-to-one correspondence between $M(\Delta)$ and the set of all positive linear functionals on $C_c(\Delta)$, and the correspondence is given by $\xi \mapsto L_\xi$.

Theorem C.1 (Riesz–Markov–Kakutani representation theorem). Let $\Delta$ be a locally compact Hausdorff space with countable base. Then, for any positive linear functional $L$ on $C_c(\Delta)$, there exists a Radon measure $\xi$ on $\Delta$ such that $L(f) = \xi f$ for any $f \in C_c(\Delta)$.

Remark C.2. Let $C_1(\Delta)'$ be the set of all linear functionals on $C_c(\Delta)$, and let $C_*(\Delta)'$ denote the subset of $C_1(\Delta)'$ consisting of all positive linear functionals. It follows from Theorems C.1 and the preceding discussion that the map $\Phi: M(\Delta) \ni \xi \mapsto L_\xi \in C_*(\Delta)'$ is bijective. We equip $C_*(\Delta)'$ with the weak-* topology, i.e., the weakest topology such that for every $f \in C_c(\Delta)$, the evaluation map $\pi_f: C_*(\Delta)' \ni L \mapsto L(f) \in \mathbb{R}$ is continuous. In other words, the weak-* topology on $C_*(\Delta)'$ is generated by all the sets of the form $\pi_f^{-1}(A)$ for some $f \in C_c(\Delta)$ and open set $A \subset \mathbb{R}$. Hence, we can easily verify that $C_*(\Delta)'$ is a closed set of $C_1(\Delta)'$, and that the map $\Phi: M(\Delta) \to C_*(\Delta)'$ is homeomorphic with respect to the vague topology on $M(\Delta)$ and the relative topology on $C_*(\Delta)'$, induced from the weak-* topology on $C_*(\Delta)'$.

Our aim in this section is to prove the following theorem. In what follows, let $\{a_n\}_{n \in \mathbb{N}}$ be a sequence of positive numbers tending to infinity as $n \to \infty$.

Theorem C.3. Let $\Delta$ be a locally compact Hausdorff space with countable base. Let $\{\xi^n\}_{n \in \mathbb{N}}$ be an $M(\Delta)$-valued process. Assume that for any $m \in \mathbb{N}$ and $f_1, f_2, \ldots, f_m \in C_c(\Delta)$, the $\mathbb{R}^m$-valued process $\{\langle \xi^n f_1, \xi^n f_2, \ldots, \xi^n f_m \rangle\}_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function $I_{f_1, f_2, \ldots, f_m}: \mathbb{R}^m \to [0, \infty]$. Then, the $\mathbb{R}^m$-valued process $\{\xi^n\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and a good rate function $I_{f_1, f_2, \ldots, f_m}: \mathbb{R}^m \to [0, \infty]$ defined by

$$I(\xi) := \sup_{m \in \mathbb{N}} \sup_{f_1, f_2, \ldots, f_m \in C_c(\Delta)} I_{f_1, f_2, \ldots, f_m}(\langle \xi f_1, \xi f_2, \ldots, \xi f_m \rangle)$$

for any $\xi \in M(\Delta)$. Furthermore, the following statements hold.

1. If $I_{\xi}$ has a unique zero point for every $f \in C_c(\Delta)$, then so does $I$.

2. Suppose that $I_{f_1, f_2, \ldots, f_m}$ is convex for any $m \in \mathbb{N}$ and $f_1, f_2, \ldots, f_m \in C_c(\Delta)$, and also that

$$\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n \xi^n f)] < \infty$$

for any $f \in C_c(\Delta)$. Then, for every $f \in C_c(\Delta)$, the limit

$$\varphi(f) := \lim_{n \to \infty} a_n^{-1} \log \mathbb{E}[\exp(\xi^n f)]$$

exists in $\mathbb{R}$, and it holds that

$$I(\xi) = \sup_{f \in C_c(\Delta)} \{\xi f - \varphi(f)\}$$

for any $\xi \in M(\Delta)$.

A key for the proof is the Dawson–Gärtner theorem, which is a useful tool to lift a collection of LDPs in relatively small spaces into an LDP in a larger space identified as their projective limit. We begin by reviewing the notion of projective system and projective limit. Let $(\mathcal{J}, \preceq)$ be a partially ordered set. Assume that for any $i, j \in \mathcal{J}$, there exists $k \in \mathcal{J}$ such that both $i \preceq k$ and $j \preceq k$ hold. Let $\{Y_j\}_{j \in \mathcal{J}}$ be a family of Hausdorff spaces, and let $\{p_{ij}: Y_j \to Y_i\}_{i \preceq j \in \mathcal{J}}$ be a family of continuous maps satisfying that $p_{ij} p_{jk} = p_{ik}$ for any $i \preceq j \preceq k$ and that $p_{jj}$ is the identity map on $Y_j$ for any $j \in \mathcal{J}$. A pair $(Y_j, p_{ij})_{i \preceq j \in \mathcal{J}}$ is called a projective system. The projective limit of a projective system $(Y_j, p_{ij})_{i \preceq j \in \mathcal{J}}$ is defined as

$$\mathcal{Y} = \lim_{j \to \mathcal{J}} Y_j := \left\{ x = (y_j)_{j \in \mathcal{J}} \in \prod_{j \in \mathcal{J}} Y_j \mid y_i = p_{ij}(y_j) \text{ for any } i \preceq j \in \mathcal{J} \right\},$$

equipped with the relative topology induced from the product topology of $\prod_{j \in \mathcal{J}} Y_j$. For each $j \in \mathcal{J}$, let $p_j: \mathcal{Y} \to Y_j$ denote the canonical projection that maps $(y_j)_{j \in \mathcal{J}} \in \mathcal{Y}$ to $y_j \in Y_j$. 
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Theorem C.4 (Dawson–Gärtner theorem). Let $\tilde{Y}$ be the projective limit of a projective system $(Y_j, p_{ij})_{i \leq j}$, and let $\{S^n\}_{n \in \mathbb{N}}$ be a $\tilde{Y}$-valued process. Suppose that for every $j \in J$, the $Y_j$-valued process $\{p_j(S^n)\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and a good rate function $I_j: Y_j \to [0, \infty]$. Then, the $\tilde{Y}$-valued process $\{S^n\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and good rate function $I: \tilde{Y} \to [0, \infty]$ defined by
\[
I(x) := \sup_{j \in J} I_j(p_j(x))
\]
for any $x \in \tilde{Y}$.

An important application of Theorem C.4 is the case where the projective limit is identified as an algebraic dual, equipped with the weak-* topology, of an infinite dimensional real vector space as follows. Given a real vector space $W$, let $W'$ denote its algebraic dual, i.e., the set of all linear functionals on $W$. We define a topological space $X$ as the algebraic dual $W'$ with the weak-* topology, i.e., the weakest topology such that for every $w \in W$, the evaluation map $\pi_w: \mathcal{L} \ni x \mapsto x(w) \in \mathbb{R}$ is continuous. Then, $\mathcal{L}$ can be regarded as a projective limit in the following way. First, let $\mathcal{V}$ be the set of all finite dimensional linear subspaces of $W$, equipped with a partial order $\leq$ simply given by the inclusion. Next, for each $V \in \mathcal{V}$, we define $\mathcal{V}_V$ as the algebraic dual of $V$ equipped with the weak-* topology. This makes $\mathcal{V}_V$ a Hausdorff space. Also, for any $V \leq U \in \mathcal{V}$, we define a continuous map $p_{UV}: \mathcal{V}_U \to \mathcal{V}_V$ by the restriction: $p_{UV}(L) := L|_U$ for any $L \in \mathcal{V}_U$. Then, obviously, $p_{UV}$ is a projective system. Let $\tilde{Y}$ denote the projective limit of $(\mathcal{V}_V, p_{UV})_{V \leq U \in \mathcal{V}}$. Finally, we define a map $\Psi: \mathcal{L} \to \tilde{Y}$ by $\Psi(L) := (L|_V)_{V \leq U \in \mathcal{V}}$ for any $L \in \mathcal{L}$. One can show that the map $\Psi$ is in fact homeomorphism using the consistency condition: every $(y_U)_{U \in \mathcal{V}}$ satisfies the LDP in the topological space $\mathcal{L}$ is transferred to that in the projective limit $\tilde{Y}$, which reduces to LDPs in finite dimensional linear subspaces of $W$ by Theorem C.4. Such application of Theorem C.4 is summarized into the following useful theorem.

Theorem C.5 ([14, Theorem 4.6.9]). Let $W$ be a real vector space, and let $\mathcal{L}$ be its algebraic dual $W'$ equipped with the weak-* topology. Let $\{x^n\}_{n \in \mathbb{N}}$ be an $\mathcal{L}$-valued process. Assume that for any $m \in \mathbb{N}$ and $w_1, w_2, \ldots, w_m \in W$, the $\mathbb{R}^m$-valued process $\{(x^n(w_1), x^n(w_2), \ldots, x^n(w_m))\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and a good rate function $J_{w_1, w_2, \ldots, w_m}: \mathbb{R}^m \to [0, \infty]$. Then, the $\mathcal{L}$-valued process $\{x^n\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and good rate function $J: \mathcal{L} \to [0, \infty]$ defined by
\[
J(x) := \sup_{m \in \mathbb{N}, w_1, w_2, \ldots, w_m \in W} J_{w_1, w_2, \ldots, w_m}((x(w_1), x(w_2), \ldots, x(w_m)))
\]
for any $x \in \mathcal{L}$.

In the proof of Theorem C.5, we also use the following basic lemma in the large deviation theory.

Lemma C.6 ([14, Lemma 4.1.5 (b)]). Let $\mathcal{E}$ be a closed set of a topological space $\mathcal{L}$, and let $\{S^n\}_{n \in \mathbb{N}}$ be an $\mathcal{L}$-valued process such that $S^n \in \mathcal{E}$ for every $n \in \mathbb{N}$. If the $\mathcal{L}$-valued process $\{S^n\}_{n \in \mathbb{N}}$ satisfies an LDP with speed $a_n$ and a good rate function $\Gamma: \mathcal{E} \to [0, \infty]$, then $\{S^n\}_{n \in \mathbb{N}}$ as an $\mathcal{L}$-valued process satisfies the LDP with speed $a_n$ and good rate function $\Gamma': \mathcal{E} \to [0, \infty]$.

Combining Theorem C.5 with Remark C.2 and Lemma C.6, we can prove Theorem C.3 except for Statement (2).

Proof of Theorem C.3 except for Statement (2). Note first that $(\Phi(x^n))(f) = L_{x^n}(f) = x^n(f)$ for every $f \in C_c(\Delta)$ from the definition of $\Phi$ in Remark C.2. Therefore, it follows from the assumption and Theorem C.5 with $W = C_c(\Delta)$ that the $C_c(\Delta)'$-valued process $\{\Phi(x^n)\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and good rate function $I': C_c(\Delta)' \to [0, \infty]$ defined by
\[
I'(L) := \sup_{m \in \mathbb{N}, f_1, f_2, \ldots, f_m \in C_c(\Delta)} \sup_{I_{f_1, f_2, \ldots, f_m}} (L(f_1), L(f_2), \ldots, L(f_m))
\]
for any $L \in C_c(\Delta)'$. Since $C_c(\Delta)' \subset C_c(\Delta)'$ is a closed set as mentioned in Remark C.2. Lemma C.6 implies that the $C_c(\Delta)'$-valued process $\{\Phi(x^n)\}_{n \in \mathbb{N}}$ also satisfies the LDP with speed $a_n$ and good rate function $I'|_{C_c(\Delta)'}: C_c(\Delta)' \to [0, \infty]$. Recalling that the map $\Phi: \mathcal{M}(\Delta) \to C_c(\Delta)'$ is homeomorphism, we can conclude that the $\mathcal{M}(\Delta)'$-valued process $\{\xi^n\}_{n \in \mathbb{N}}$ satisfies the LDP with speed $a_n$ and the good rate function defined by $I'$. 

Next, we prove Statement (1). The existence of a zero point of $I$ follows immediately from the goodness of $I$. For the uniqueness of the zero point of $I$, suppose that $I(\xi) = I(\zeta) = 0$. Then, $I_j(\xi) = I_j(\zeta) = 0$ for any $f \in W$ by (C.1). The uniqueness of the zero point of $I_j$ implies that $\xi(f) = \zeta(f)$, hence necessarily $\xi = \zeta$.

In order to prove Theorem C.3(2), we use a generalization of Theorem C.5 to the setting of topological vector spaces. We first review some notion of topological vector space. All vector spaces below are over the field of real numbers. A topological vector space $\mathcal{L}$ is a vector space equipped with a topology such that the vector space operations are continuous, i.e.,
• the addition \(X \times X \ni (x, x') \mapsto x + x' \in X\) is continuous,
• the scalar multiplication \(\mathbb{R} \times X \ni (\alpha, x) \mapsto \alpha x \in X\) is continuous.

A topological vector space \(X\) is said to be locally convex if there exists a local base at 0 consisting of convex sets. Given a topological vector space \(X\), let \(X^* \subset X\) be the subspace consisting of all continuous linear functionals on \(X\). We refer to \(X^*\) as the topological dual of \(X\). For \(x \in X\) and \(\lambda \in X^*\), define \((\lambda, x) := \lambda(x)\) by convention. The following theorem is useful to obtain a topological vector space that makes it a locally convex topological vector space.

**Theorem C.7** ([14, Theorem 3.10]). Let \(X\) be a vector space, and let \(H\) be a separating subspace of \(X^*\), i.e., \(H \subset X^*\) is a subspace satisfying that for any \(0 \neq x \in X\), there exists \(\lambda \in H\) such that \((\lambda, x) \neq 0\). Then, the \(\mathcal{H}\)-topology makes \(X\) into a locally convex Hausdorff topological vector space with \(X^* = \mathcal{H}\). Here, \(\mathcal{H}\)-topology is the weakest topology on \(X\) such that every \(\lambda \in \mathcal{H}\) is continuous.

**Corollary C.8.** Let \(W\) be a vector space, and let \(X\) be its algebraic dual \(W^*\) equipped with the weak-* topology. Then, \(X\) is a locally convex Hausdorff topological vector space. Moreover, \(X^*\) and \(W\) are isomorphic as vector spaces.

Proof. We define an injective linear map \(\iota: W \rightarrow X^*\) by \(\iota(w) := \pi_w\) for any \(w \in W\). Recall here that \(\pi_w\) is the evaluation map. Set \(\mathcal{H} := \text{Im}(\iota)\). Then, the \(\mathcal{H}\)-topology on \(W^*\) is nothing but the weak-* topology. Additionally, we can easily verify that \(\mathcal{H}\) is a separating subspace of \(X^*\). Therefore, \(X\) is a locally convex Hausdorff topological vector space by Theorem C.7. Furthermore, \(X^* = \mathcal{H}\), which together with the injectivity of \(\iota\) implies that \(X^*\) and \(W\) are isomorphic as vector spaces.

The following theorem states that the good convex rate function for an LDP in a locally convex Hausdorff topological vector space is identified as the Fenchel–Legendre transform of the limiting logarithmic moment generating function (cf. Theorem C.7).

**Theorem C.9** ([14, Theorem 4.5.10]). Let \(X\) be a locally convex Hausdorff topological vector space, and let \((S^n)_{n \in \mathbb{N}}\) be an \(X^*\)-valued process. Suppose that the \(X^*\)-valued process \((S^n)_{n \in \mathbb{N}}\) satisfies an LDP with speed \(a_n\) and a good convex rate function \(I^*: X^* \rightarrow [0, \infty]\) given by

\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n(\lambda, S^n))] < \infty
\]

for any \(\lambda \in X^*\). Then, for every \(\lambda \in X^*\), the limit

\[
\varphi(\lambda) := \lim_{n \to \infty} a_n^{-1} \log \mathbb{E}[\exp(a_n(\lambda, S^n))]
\]

exists in \(\mathbb{R}\), and \(I = \varphi^*\) holds. Here, \(\varphi^*: X^* \rightarrow [0, \infty]\) is the Fenchel–Legendre transform of \(\varphi: X^* \rightarrow [0, \infty]\):

\[
\varphi^*(x) := \sup_{\lambda \in X^*} \{\langle \lambda, x \rangle - \varphi(\lambda)\}
\]

for any \(x \in X\).

Now, we are ready to prove Theorem C.3 (2).

**Proof of Theorem C.3** (2). Let \(X\) denote the algebraic dual \(C_\ell(\Delta)^*\) with the weak-* topology. From Corollary C.8, with \(W = C_\ell(\Delta)\), \(X\) is a locally convex Hausdorff topological vector space and \(X^* = \text{Im}(\iota)\). Here, \(\iota\) is the injective linear map defined in the proof of Corollary C.8. As mentioned in **Proof of Theorem C.3** except for (2), the \(C_\ell(\Delta)^*\)-valued process \((\Phi(\xi^n))_{n \in \mathbb{N}}\) satisfies the LDP with speed \(a_n\) and a good rate function \(I': C_\ell(\Delta)^* \rightarrow [0, \infty]\) defined by

\[
I'(L) := \sup_{m \in \mathbb{N}} \sup_{f_1, f_2, \ldots, f_m \in C_\ell(\Delta)} I_{f_1, f_2, \ldots, f_m}(L(f_1), L(f_2), \ldots, L(f_m))
\]

for any \(L \in C_\ell(\Delta)^*\).

We next claim that \(I'\) is a convex function from the assumption of Statement (2). Indeed, suppose that \(L_1, L_2 \in C_\ell(\Delta)^*\) and \(t \in (0, 1)\), and write \(L' := tL_1 + (1 - t)L_2\). Then, for any \(m \in \mathbb{N}\) and \(f_1, f_2, \ldots, f_m \in C_\ell(\Delta)\),

\[
I_{f_1, f_2, \ldots, f_m}((L'(f_1), L'(f_2), \ldots, L'(f_m)))
\]

\[
= I_{f_1, f_2, \ldots, f_m}(tL_1(f_1), L_1(f_2), \ldots, L_1(f_m)) + (1 - t)L_2(f_1), L_2(f_2), \ldots, L_2(f_m))
\]

\[
\leq tI_{f_1, f_2, \ldots, f_m}(L_1(f_1), L_1(f_2), \ldots, L_1(f_m)) + (1 - t)L_2(f_1), L_2(f_2), \ldots, L_2(f_m))
\]

\[
\leq tI'(L_1) + (1 - t)I'(L_2),
\]

which implies that \(I'(L') \leq tI'(L_1) + (1 - t)I'(L_2)\). Consequently, \(I'\) is convex. Furthermore, for any \(\lambda = \iota(f) \in \text{Im}(\iota) = X^*\),

\[
\sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n(\lambda, \Phi(\xi^n)))] = \sup_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n\xi^n f)] < \infty
\]
from the assumption. Therefore, Theorem C.9 implies that for every \( \lambda \in \mathcal{X}^* \), the limit
\[
\varphi(\lambda) := \lim_{n \in \mathbb{N}} a_n^{-1} \log \mathbb{E}[\exp(a_n(\lambda, \Phi(\xi^n)))]
\]
exists in \( \mathbb{R} \), and it holds that
\[
I'(L) = \sup_{\lambda \in \mathcal{X}^*} \{ \langle \lambda, L \rangle - \varphi(\lambda) \} = \sup_{f \in C_c(\Delta)} \{ L(f) - \varphi(\lambda) \}
\]
for any \( L \in \mathcal{X} \). Consequently, using Lemma C.6 with the closed set \( C_c(\Delta)^+ \subset C_c(\Delta) \) and the fact that the map \( \Phi : \mathcal{M}(\Delta) \to C_c(\Delta)^+ \) is homeomorphism, we can conclude that the \( \mathcal{M}(\Delta) \)-valued process \( \{ \xi_n \}_{n \in \mathbb{N}} \)

satisfies the LDP with speed \( a_n \) and the good rate function defined by (C.2).
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