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Abstract

For an arbitrary generalized quantum integrable spin chain we introduce a “master $T$-operator” which represents a generating function for commuting quantum transfer matrices constructed by means of the fusion procedure in the auxiliary space. We show that the functional relations for the transfer matrices are equivalent to an infinite set of model-independent bilinear equations of the Hirota form for the master $T$-operator, which allows one to identify it with $\tau$-function of an integrable hierarchy of classical soliton equations. In this paper we consider spin chains with rational $GL(N)$-invariant $R$-matrices but the result is independent of a particular functional form of the transfer matrices and directly applies to quantum integrable models with more general (trigonometric and elliptic) $R$-matrices and to supersymmetric spin chains.
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The aim of this paper is to make precise the long anticipated connection between transfer matrices of quantum integrable models and $\tau$-functions of classical integrable hierarchies of non-linear partial differential equations. We show that properly defined generating function for commuting Hamiltonians of quantum models is a $\tau$-function in the sense that it obeys exactly the same bilinear identities of the Hirota form \cite{1,2} as the classical $\tau$-function does. Since the operator-valued generating functions commute for all values of the auxiliary parameters (one of which being the familiar spectral parameter), there is no problem with their ordering in non-linear equations.

A similarity between quantum transfer matrices and classical $\tau$-functions was first pointed out in \cite{3} (see also \cite{4}), where a discrete integrable dynamics in the space of integrals of motion of a quantum integrable model was introduced. This classical dynamics was identified with the discrete 3-term Hirota equation with special boundary conditions. It is equivalent to the so-called $T$-system which is a system of fusion relations among mutually commuting transfer matrices for bosonic \cite{5} or supersymmetric \cite{6}
quantum integrable spin chains. Solutions to the Hirota equation carry full information about spectral properties of the quantum model. The diagonalization of transfer matrices by means of the nested Bethe ansatz technique was shown to be equivalent to an “undressing” chain of Bäcklund transformations for the discrete Hirota equation. Later this approach was extended to supersymmetric integrable models [7].

An important further step was recently made in [8], where an operator realization of the Bäcklund flow describing the “undressing” process was suggested and a commuting family of transfer matrices (T-operators on different levels of the nested Bethe ansatz) depending on a number of discrete variables (labels of representation in the auxiliary space) and on the spectral parameter was constructed. These T-operators obey the discrete Hirota equation not only for usual but also for supersymmetric integrable models, as it was directly demonstrated in [9] for $GL(M|N)$-invariant spin chains.

The question which remained open after these works was how to embed these T-operators depending on discrete variables into an infinite classical integrable hierarchy with continuous time flows compatible with the discrete ones. In the present paper we suggest an answer which is rather simple and natural. Below in the introduction we describe it in a concise form.

In this paper we consider generalized quantum integrable spin chains with rational $GL(N)$-invariant $R$-matrix [10]

$$R^\lambda(u) = u \mathbb{I} \otimes \mathbb{I} + \sum_{i,j=1}^N e_{ji} \otimes \pi_\lambda(e_{ij}) \quad (1.1)$$

which acts in the tensor product of the $N$-dimensional vector representation $\pi_\square$ and an arbitrary finite dimensional irreducible representation $\pi_\lambda$ of the group $GL(N)$ labeled by a Young diagram $\lambda$. Here $e_{ij}$ are standard generators of the algebra $gl(N)$, $\mathbb{I}$ is the unit matrix and $u \in \mathbb{C}$ is the spectral parameter. A family of commuting operators (quantum transfer matrices or simply T-operators), shown in figure [1] can be constructed as

$$T^\lambda(u) = \text{tr}_{\pi_\lambda} \left( R^\lambda(u - \xi_L) \otimes \ldots \otimes R^\lambda(u - \xi_1)(\mathbb{I} \otimes \pi_\lambda(g)) \right), \quad (1.2)$$

where $\xi_i$ are arbitrary parameters (inhomogeneities at the lattice sites) and $g \in GL(N)$ is called the twist matrix. The tensor product is taken over the quantum space (in the first space of (1.1)). The trace is taken in the auxiliary space where the representation $\pi_\lambda$ is realized. The T-operators act in the physical Hilbert space of the model $\mathcal{H} = (\mathbb{C}^N)^{\otimes L}$ which is the tensor product of $L$ local spaces $\mathbb{C}^N$ of the vector representations. Formally, our setting includes also models with higher representations at the sites because they can be obtained by fusing several vector representations at the sites with properly chosen parameters $\xi_i$. The Yang-Baxter equation for the $R$-matrix implies that the T-operators with the same $g$ commute for all $u$ and $\lambda$ and can be diagonalized simultaneously. They obey some functional relations which are given by the Cherednik-Bazhanov-Reshetikhin (CBR) determinant formulas [11, 12]:

$$T^\lambda(u) = \left( \prod_{k=1}^{\lambda'_1-1} T^{0}(u-k) \right)^{-1} \det_{i,j=1,\ldots,\lambda'_i} T^{(\lambda_i-i+j)}(u-j+1), \quad (1.3)$$

where $\lambda'_i$ is the height of the first column of the Young diagram $\lambda$ and $\emptyset$ is the empty diagram. These relations mean that the transfer matrices for arbitrary diagrams functionally depend on the transfer matrices corresponding to the 1-row diagrams.
\[
\lambda = \begin{array}{c}
\cdots \\
R^\lambda(u-\xi_1) \\
R^\lambda(u-\xi_2) \\
\ldots \\
R^\lambda(u-\xi_{L-2}) \\
\pi_\lambda(g)
\end{array}
\]

Figure 1: T-operator for an integrable, inhomogeneous spin chain with twisted boundary condition.

We call such models “spin chains” in a rather broad sense, not implying existence of any local Hamiltonian of the Heisenberg type (integrable local interactions in general do not exist for inhomogeneous spin chains). However, even in the general case of arbitrary parameters \(\xi_i\) the model still makes sense as a generalized spin chain with non-local interactions. The “spin variables” are vectors from the spaces \(\mathbb{C}^N\) at each site. Instead, one may prefer to keep in mind integrable lattice models of statistical mechanics rather than spin chains as such. In either case the final goal of the theory is the diagonalization of the transfer matrices of the type (1.2) which is usually achieved by the nested Bethe ansatz method in one or another form (see, e.g., [13]).

The key point of our approach is dealing with all the T-operators simultaneously by introducing their generating function of a special form which we will call the master T-operator. This generating function depends on an infinite number of auxiliary parameters \(t = \{t_1, t_2, \ldots\}\) which we call times

\[
T(u, t) = \sum_\lambda s_\lambda(t) T^\lambda(u).
\]

(1.4)

Here \(s_\lambda(t)\) are the standard Schur functions (2.13) and the sum goes over all Young diagrams \(\lambda\) including the empty diagram. By construction, the master T-operators commute for different values of the times:

\[
[T(u, t), T(u', t')] = 0.
\]

(1.5)

Our claim is that the master T-operator is the \(\tau\)-function of the KP hierarchy with the times \(t_1, t_2, \ldots\). In other words, the transfer matrices \(T^\lambda(u)\) are Plücker coordinates for the element of the infinite dimensional Grassmann manifold corresponding to the \(\tau\)-function \(T(u, t)\). This means that \(T(u, t)\) obeys the Hirota bilinear equation

\[
\begin{aligned}
(z_2 - z_3)T(u, t + [z_1^{-1}]) & T(u, t + [z_2^{-1}] + [z_3^{-1}]) \\
+ (z_3 - z_1)T(u, t + [z_2^{-1}]) & T(u, t + [z_1^{-1}] + [z_3^{-1}]) \\
+ (z_1 - z_2)T(u, t + [z_3^{-1}]) & T(u, t + [z_1^{-1}] + [z_2^{-1}]) = 0
\end{aligned}
\]

(1.6)

\footnote{In a different form such an operator was introduced in [8].}
with respect to the \( t \)-variables with fixed \( u \). Here the standard notation \( t + [z^{-1}] = \{t_1 + z^{-1}, t_2 + \frac{1}{2} z^{-2}, t_3 + \frac{1}{3} z^{-3}, \ldots \} \) is used. This functional relation encodes infinitely many partial differential equations for \( T \) obtained after expanding the left hand side in inverse powers of \( z_i \).

Moreover, when one incorporates the \( u \)-dependence of the master \( T \)-operator, the KP \( \tau \)-function extends to the \( \tau \)-function of the modified KP (MKP) hierarchy with the times \( t_0 = u, t_1, t_2, \ldots \). This means that \( T(u, t) \) obeys another Hirota bilinear equation

\[
z_2 T(u + 1, t + [z_1^{-1}]) T(u, t + [z_2^{-1}]) - z_1 T(u + 1, t + [z_2^{-1}]) T(u, t + [z_1^{-1}]) \\
+ (z_1 - z_2) T(u + 1, t + [z_1^{-1}] + [z_2^{-1}]) T(u, t) = 0
\]

which encodes infinitely many differential-difference equations of the MKP hierarchy. In fact this statement is very general and is independent of a specific functional form of \( T^{\lambda}(u) \). It also does not depend on particular features of the quantum models in question: they can be lattice or continuous, bosonic or supersymmetric, with rational, trigonometric or elliptic \( R \)-matrices, etc.

Most part of the paper is devoted to the proof of this statement. Our technical tools are the realization of the KP hierarchy as a dynamical system on an infinite dimensional Grassmann manifold \([14]\) and the free fermionic construction of the \( \tau \)-function \([15, 16]\) developed by the Kyoto school. The main idea of the proof is to identify the generating series \((1.4)\) for the master \( T \)-operator with the Schur function expansion of the \( \tau \)-function \( \tau_n(t) \) of the MKP hierarchy:

\[
\tau_n(t) = \sum_{\lambda} s_\lambda(t)c_\lambda(n).
\]

The key fact proven in section 3 with the use of the free fermionic formalism is that the coefficients \( c_\lambda(n) \) (Plücker coordinates) obey the determinant relations of the form

\[
c_\lambda(n) = \left( \prod_{k=1}^{\lambda_i'-1} c_\emptyset(n-k) \right)^{-1} \det_{i,j=1,\ldots,\lambda_i'} c_{(\lambda_i-i+j)}(n-j+1).
\]

They mean that the Plücker coordinates for arbitrary diagrams are expressed through the basic ones, corresponding to the 1-row diagrams. Identifying \( n \) with the spectral parameter \( u \) and \( c_\lambda(n) \) with the \( T^{\lambda}(u) \), one can see that \((1.3)\) coincides with \((1.9)\). So, the statement that the master \( T \)-operator is the \( \tau \)-function appears to be equivalent to the Cherednik-Bazhanov-Reshetikhin (CBR) determinant relations for \( T^{\lambda}(u) \).

For spin chains with rational \( R \)-matrices, one can say more. In this case, the master \( T \)-operator has an explicit realization in terms of the co-derivative introduced in [9]. It was also remarked in [9] that the basic bilinear identity for the \( gl(M|N) \)-characters and their co-derivatives, which was the key part of the direct proof of the CBR formulas, might be related to the Hirota equation for a classical integrable hierarchy. Indeed, now we can see that the “master identity” from [8] is a particular case of the bilinear equation \((1.7)\) for the master \( T \)-operator. Therefore, the master \( T \)-operator contains all Baxter

\[\text{known as a particular solution to the discrete version of the KdV equation}\]
Q-operators and T-operators on all levels of the nested Bethe ansatz. Presumably, this is also true for models with other types of $R$-matrices. The most important characteristic property of the master $T$-operators for finite spin chains with rational $R$-matrices is that they are polynomials in $u$:

$$T(u, t) \propto \prod_{j=1}^{L} (u - u_j(t)).$$  \hspace{1cm} (1.10)$$

The class of $\tau$-functions with this property is well studied in the theory of soliton equations and can be characterized \[17, 18\] in terms of algebraic geometry of curves with cusp singularities. Furthermore, the dynamics of the roots $u_j$ as functions of times $t_i$, is known \[19\] to be given by the rational Ruijsenaars-Schneider model.

Sections 2-4 of the paper contain the necessary material on the classical KP and MKP hierarchies and their $\tau$-functions. Although the main result can be proved without using the formalism of free fermions, we found it instructive to present all arguments in the fermionic operator language of the Kyoto school. In section 2 the free fermion operators and the vacuum states are introduced and the vacuum expectation values are defined. In section 3 the $\tau$-function is introduced as the vacuum expectation value of a group-like element and bilinear identities for it are derived. In most cases we use the standard notation and conventions from \[15, 16\]. Section 4 is devoted to a detailed review of rational solutions to the MKP hierarchy. It is precisely the class of solutions relevant to quantum integrable models with rational $R$-matrices. The core of the paper is section 5, where the master $T$-operator is introduced and shown to satisfy the classical bilinear identities and Hirota equations.

## 2 Free fermions

In this section we recall the formalism of free fermions \[15, 16\] used for construction of $\tau$-functions of integrable hierarchies.

### 2.1 Fermionic operators

Let $\psi_n, \psi_n^*$, $n \in \mathbb{Z}$, be free fermionic operators with usual anticommutation relations $[\psi_n, \psi_m]_+ = [\psi_n^*, \psi_m^*]_+ = 0$, $[\psi_n, \psi_m^*]_+ = \delta_{mn}$. They generate an infinite dimensional Clifford algebra. We also use their generating series

$$\psi(z) = \sum_{k \in \mathbb{Z}} \psi_k z^k, \quad \psi^*(z) = \sum_{k \in \mathbb{Z}} \psi_k^* z^{-k}$$  \hspace{1cm} (2.1)$$

which can be regarded as free fermionic fields in the complex plane of the variable $z$.

Of particular importance is the operator

$$J_+ = \sum_{k \geq 1} t_k J_k, \quad J_k = \sum_{j \in \mathbb{Z}} \psi_j \psi_{j+k}^*,$$  \hspace{1cm} (2.2)$$
where \( t_k \) are arbitrary parameters (called times). It is convenient to denote the set of times by \( t = \{ t_1, t_2, \ldots \} \) and to introduce their generating function
\[
\xi(t, z) = \sum_{k \geq 1} t_k z^k.
\]

It is easy to check that the fields \( \psi(z), \psi^*(z) \) transform diagonally under the adjoint action of the operator \( e^{J^+} \):
\[
e^{J^+} \psi(z) e^{-J^+} = e^{\xi(t, z)} \psi(z), \quad e^{J^+} \psi^*(z) e^{-J^+} = e^{-\xi(t, z)} \psi^*(z). \tag{2.3}
\]

In terms of the symmetric Schur polynomials \( h_k(t) \) defined by
\[
e^{\xi(t, z)} = \sum_{k \geq 0} h_k(t) z^k \tag{2.4}
\]
the corresponding formulas for \( \psi_n, \psi^*_n \) can be written as
\[
e^{J^+} \psi_n e^{-J^+} = \sum_{k \geq 0} \psi_{n-k} h_k(t), \quad e^{J^+} \psi^*_n e^{-J^+} = \sum_{k \geq 0} \psi^*_{n+k} h_k(-t). \tag{2.5}
\]

### 2.2 Dirac vacua and excited states

Next, we introduce a vacuum state \(|0\rangle\) which is a “Dirac sea” where all negative mode states are empty and all positive ones are occupied:
\[
\psi_n |0\rangle = 0, \quad n < 0; \quad \psi^*_n |0\rangle = 0, \quad n \geq 0.
\]
(For brevity, we call the modes with indices \( n \geq 0 \) as positive). With respect to this vacuum, the operators \( \psi_n \) with \( n < 0 \) and \( \psi^*_n \) with \( n \geq 0 \) are annihilation operators while the operators \( \psi^*_n \) with \( n < 0 \) and \( \psi_n \) with \( n \geq 0 \) are creation operators. The dual vacuum state has the properties
\[
\langle 0 | \psi^*_m = 0, \quad m < 0; \quad \langle 0 | \psi_n = 0, \quad n \geq 0.
\]

We also need the “shifted” Dirac vacua \(|n\rangle\) and the dual vacua \(\langle n|\) defined as
\[
|n\rangle = \begin{cases} 
\psi_{n-1} \ldots \psi_1 \psi_0 |0\rangle, & n > 0 \\
\psi^*_n \ldots \psi^*_{-2} \psi^*_{-1} |0\rangle, & n < 0
\end{cases}
\]
\[
\langle n| = \begin{cases} 
\langle 0| \psi^*_0 \psi^*_1 \ldots \psi^*_{n-1}, & n > 0 \\
\langle 0| \psi_{-1} \psi_{-2} \ldots \psi_n, & n < 0
\end{cases}
\]

Similarly to the properties of the Dirac vacuum, for the shifted Dirac vacuum we have:
\[
\psi_m |n\rangle = 0, \quad m < n; \quad \psi^*_m |n\rangle = 0, \quad m \geq n, \tag{2.6}
\]
\[
\langle n| \psi_m = 0, \quad m \geq n; \quad \langle n| \psi^*_m = 0, \quad m < n. \tag{2.7}
\]
We will also use

\[ \psi_n |n\rangle = |n+1\rangle, \quad \psi_n^* |n+1\rangle = |n\rangle, \quad (2.8) \]

\[ \langle n+1 | \psi_n = \langle n | \quad \langle n | \psi_n^* = \langle n+1 |. \quad (2.9) \]

Excited states are obtained by filling some empty states and creating some holes. Let us introduce a convenient basis of states in the fermionic Fock space \( \mathcal{F} \). The basis states \( |\lambda, n\rangle \) are parameterized by Young diagrams \( \lambda \) and numbers \( n \) of the Dirac vacua in the following way. Given a Young diagram \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) with \( \ell = \ell(\lambda) \) nonzero rows, let \( (\vec{\alpha}|\vec{\beta}) = (\alpha_1, \ldots, \alpha_{d(\lambda)}|\beta_1, \ldots, \beta_{d(\lambda)}) \) be the Frobenius notation for the diagram \( \lambda \) [20]. Here \( d(\lambda) \) is the number of boxes in the main diagonal and \( \alpha_i = \lambda_i - i, \beta_i = \lambda_i' - i \), where \( \lambda' \) is the transposed (reflected about the main diagonal) diagram \( \lambda \). In other words, \( \alpha_i \) is the length of the part of the \( i \)-th row to the right from the main diagonal and \( \beta_i \) is the length of the part of the \( i \)-th column under the main diagonal (not counting the diagonal box). Then

\[ |\lambda, n\rangle := \psi_{n-\beta_1-1}^* \cdots \psi_{n-\beta_{d(\lambda)}-1}^* \psi_{n+\alpha_1} \cdots \psi_{n+\alpha_{d(\lambda)}} |n\rangle \]

\[ \langle \lambda, n| := \langle n | \psi_{n+\alpha_1}^* \cdots \psi_{n+\alpha_{d(\lambda)}}^* \psi_{n-\beta_{d(\lambda)}-1} \cdots \psi_{n-\beta_1-1}. \quad (2.10) \]

The definition of the vacua implies that \( e^{J_+} |n\rangle = |n\rangle \) while the dual coherent states \( \langle n| e^{J_+} \) are expanded as linear combinations of the basis vectors as follows:

\[ \langle n| e^{J_+} = \sum_{\lambda} (-1)^{b(\lambda)} s_\lambda(t) \langle \lambda, n|, \quad (2.11) \]

where the sum runs over all Young diagrams \( \lambda \) including the empty diagram,

\[ b(\lambda) = \sum_{i=1}^{d(\lambda)} (\beta_i + 1) \quad (2.12) \]

and \( s_\lambda(t) \) is the Schur polynomial corresponding to the diagram \( \lambda \). It can be expressed through the functions \( h_k(t) \) defined in (2.4) (which are Schur polynomials for one-row diagrams) with the help of the Jacobi-Trudi formula [20]:

\[ s_\lambda(t) = \det_{i,j=1,\ldots,\ell(\lambda)} h_{\lambda_i-i+j}(t). \quad (2.13) \]

### 2.3 The expectation values and normal ordering

The vacuum expectation value \( \langle n| \ldots |n\rangle \) is a Hermitian linear form on the Clifford algebra defined on bilinear combinations of fermions by the properties \( \langle n|n\rangle = 1, \langle n| \psi_i \psi_j |n\rangle = \langle n| \psi_i^* \psi_j^* |n\rangle = 0 \) for all \( i,j \) and

\[ \langle n| \psi_i \psi_j^* |n\rangle = \delta_{ij} \quad \text{for} \quad j < n, \quad \langle n| \psi_i \psi_j^* |n\rangle = 0 \quad \text{for} \quad j \geq n. \]

One can see that the basis vectors (2.10) are orthogonal with respect to the scalar product induced by the expectation value:

\[ \langle \lambda, n| \mu, m\rangle = \delta_{mn} \delta_{\lambda \mu}. \]
Expectation values of general products of fermionic operators are given by the Wick’s theorem. Let \( v_i = \sum_j v_{ij} \psi_j \) be linear combinations of \( \psi_j \)'s only and \( w_j^* = \sum_i w_i^* \psi_i^* \) be linear combinations of \( \psi_i^* \)'s only, then the standard Wick’s theorem states that
\[
\langle n | v_1 \ldots v_M w_M^* \ldots w_1^* | n \rangle = \det_{i,j=1,\ldots,M} \langle n | v_i w_j^* | n \rangle .
\]

One may define the normal ordering \( \hat{\cdot} (\ldots) \hat{\cdot} \) with respect to the Dirac vacuum \( |0\rangle \): all annihilation operators are moved to the right and all creation operators are moved to the left taking into account their anti-commutativity under mutual permutations. For example, \( \hat{\psi}_1^* \psi_1 = -\psi_1 \psi_1^* = \psi_1 - 1 \), and \( \hat{\psi}_m^* \psi_n = \psi_m^* \psi_n - \langle 0 | \psi_m^* \psi_n | 0 \rangle \). More generally, for any linear combinations \( f_0, f_1, \ldots, f_m \) of the fermion operators \( \psi_i, \psi_j^* \) we have the recursive formula
\[
f_0 \hat{\cdot} f_1 f_2 \ldots f_m \hat{\cdot} = f_0 f_1 f_2 \ldots f_m \hat{\cdot} + \sum_{j=1}^{m} (-1)^{j-1} \langle 0 | f_0 f_j | 0 \rangle \hat{\cdot} f_1 f_2 \ldots \hat{\mathbf{f}}_{j-1} \hat{\cdot} f_{j+1} \ldots f_m \hat{\cdot} \tag{2.14}
\]
where \( \hat{\mathbf{f}} \) means that this factor should be omitted.

In fact a normal ordering can be defined with respect to any vacuum state. Another useful normal ordering is the one defined with respect to the bare vacuum \( |\infty\rangle \), which is the absolutely empty state. We denote this normal ordering by \( \hat{\chi} (\ldots) \hat{\chi} \). It means that all \( \psi^* \)'s are moved to the left and all \( \psi \)'s to the right, with taking into account the sign factors appeared each time one operator is permuted with another. For example,
\[
\hat{\chi} \psi_m^* \psi_n \hat{\chi} = \psi_m^* \psi_n, \quad \hat{\chi} \psi_n \psi_m^* \hat{\chi} = -\psi_m^* \psi_n \text{ which is equivalent to } \hat{\chi} \psi_n \psi_m^* \hat{\chi} = \psi_n \psi_m^* - \langle \infty | \psi_n \psi_m^* | \infty \rangle .
\]
In general, for this normal ordering equation \( 2.14 \) holds for the vacuum expectation taken with respect to the bare vacuum.

### 2.4 Group-like elements

Neutral bilinear combinations \( \sum_{mn} b_{mn} \psi_m^* \psi_n \) of the fermions, with certain conditions on the matrix \( b = (b_{mn}) \), generate an infinite-dimensional Lie algebra \([16]\). Exponentiating these expressions, one obtains an infinite dimensional group (a version of \( GL(\infty) \)). Elements of this group can be represented in the form
\[
G = \exp \left( \sum_{i,k \in \mathbb{Z}} b_{ik} \psi_i^* \psi_k \right) \tag{2.15}
\]
The inverse element can be written in the same way with the matrix \((-b_{mn})\). An important example is provided by the operator \( e^{iH} \) \( 2.2 \).

It is straightforward to see that the group elements of the form \( 2.15 \) obey a rather special property that the adjoint action of such elements preserves the linear space spanned by the fermion operators \( \psi_n \) and the dual space spanned by \( \psi_n^* \). More precisely, we have:
\[
\psi_n G = \sum_l R_{nl} G \psi_l, \quad G \psi_n^* = \sum_l R_{ln} \psi_l^* G , \tag{2.16}
\]
where the matrix \( R = (R_{nl}) \) of the induced linear transformation is given by \( R = e^{b} \).
Let us note, following the works of the Kyoto school \[16, 21\], that the group elements can be equivalently represented as normal ordered exponents of bilinear forms. For example, \(G\) given in (2.15) can be written as

\[
G = \exp\left(\sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k\right) \exp\left(\sum_{i,k \in \mathbb{Z}} A_{ik} \psi_i^* \psi_k\right) = \det(I + P_+ B) \cdot \exp\left(\sum_{i,k \in \mathbb{Z}} A_{ik} \psi_i^* \psi_k\right),
\]

with the matrices \(A, B\) determined by the matrix \(b\) in (2.15) according to the formulas \[21\]

\[
B = e^b - I, \quad B - A = AP_+ B.
\]

Here \(I\) is the unity matrix and \(P_+\) is the projector on the positive mode space ((\(P_+\))\(ik = \delta_{ik}\) for \(i, k \geq 0\) and 0 otherwise). The product of two group-like elements is also a group-like element:

\[
\exp\left(\sum_{i,k \in \mathbb{Z}} A_{ik} \psi_i^* \psi_k\right) \exp\left(\sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k\right) = \exp\left(\sum_{i,k \in \mathbb{Z}} C_{ik} \psi_i^* \psi_k\right),
\]

where \(C = A + B + AB\). As a slight generalization of (2.17), one can obtain the formulas

\[
\langle n | \exp\left(\sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k\right) \psi_s^* \psi_r | n \rangle = \det\left(I + B^{(n)}\right),
\]

where \(B^{(n)} = (B_{ik})_{i,k \geq n}\) is the half-infinite matrix obtained from \(B\) by truncation up to the \(n\)-th row and \(n\)-th column and

\[
\langle n | \exp\left(\sum_{i,k \in \mathbb{Z}} a B_{ik} \psi_i^* \psi_k\right) \psi_r | n \rangle = \begin{cases} \det\left(I + B^{(n)}\right) \left[1 + B^{(n)}\right]_{r,s}^{-1} & \text{if } r, s \geq n \\ 0 & \text{otherwise}. \end{cases}
\]

Note that the r.h.s of the last formula is the \((rs)\)-minor of the matrix \(I + B^{(n)}\) (up to a sign).

The general theory of normal ordering and the group elements in the the Clifford algebra was given in \[21\]. What is important here, is that the normal ordering allows one to represent in the form (2.17) not only the group elements but also some non-invertible elements of the Clifford algebra that satisfy the same commutation relations (2.16) with some matrix \(R\).

We call the elements \(G\) of the Clifford algebra, such that the commutation relations (2.16) hold with some (not necessarily invertible) matrix \(R\), the group-like elements. If the matrix \(R\) fails to be invertible, so does \(G\), as an element of the Clifford algebra. In this case it can not be represented in the exponential form (2.15). However, in general it still admits a representation as a normal ordered exponent of bilinear forms in the fermionic operators.

Let us give an example. Let \(\Psi, \Phi^*\) be arbitrary linear combinations of the fermion operators \(\psi_n, \psi_n^*\), respectively, and consider the element

\[
G = e^{\gamma \Phi^* \Psi} = \exp\left(\sum_{i,k \in \mathbb{Z}} A_{ik} \psi_i^* \psi_k\right) \exp\left(\sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k\right) = 1 + \alpha \gamma - \alpha \Psi \Phi^*,
\]

where \(\gamma := \langle \infty | \Psi \Phi^* | \infty \rangle\) and \(\alpha, \beta\) are related as \(e^{\gamma \beta} = 1 + \gamma \alpha\). For general values of \(\alpha\) (and for \(\gamma \neq 0\)) this element is invertible and the two representations are equivalent.

However, at \(\alpha = -1/\gamma\) the invertibility breaks down and the element \(G\) becomes

\[
G = \frac{\Psi \Phi^*}{\langle \infty | \Psi \Phi^* | \infty \rangle}.
\]
which can not be written in the exponential form (2.15) but can be represented as the normally ordered exponent.

From (2.16) it easily follows that any group-like element obeys the commutation relation

\[ \sum_{k \in \mathbb{Z}} \psi_k G \otimes \psi_k^* G = \sum_{k \in \mathbb{Z}} G \psi_k \otimes G \psi_k^* \]

(2.21)

which is equivalent to the bilinear identity

\[ \sum_{k \in \mathbb{Z}} \langle U | \psi_k G | V \rangle \langle U' | \psi_k^* G | V' \rangle = \sum_{k \in \mathbb{Z}} \langle U | G \psi_k | V \rangle \langle U' | G \psi_k^* | V' \rangle. \]

(2.22)

valid for any states \(|V\), \(|V'\), \langle U \rangle, \langle U' \rangle\) from the space \(\mathcal{F}\) and its dual. This is the basic identity for deriving various bilinear equations for the \(\tau\)-function (see below).

### 2.5 The generalized Wick’s theorem

Let \(v_i = \sum_j v_{ij} \psi_j\) be linear combinations of \(\psi_j\)'s only and \(w_i^* = \sum_j w_{ij}^* \psi_j^*\) be linear combinations of \(\psi_j^*\)'s only, as before. A more general version of the Wick’s theorem given in [15] is

\[ \frac{\langle n | v_1 \ldots v_m w_m^* \ldots w_1^* G | n \rangle}{\langle n | G | n \rangle} = \prod_{i,j=1,...,m} \frac{\langle n | v_j w_j^* G | n \rangle}{\langle n | G | n \rangle}, \]

(2.23)

where \(G\) is any group-like element. Here we imply that \(\langle n | G | n \rangle \neq 0\) for all \(n\) but in fact this restriction can be removed by multiplying the both sides by an appropriate power of \(\langle n | G | n \rangle\). The similar formula with the exchange \(v_j \leftrightarrow w_j\) also holds. This statement can be proved by induction using the bilinear identity (2.22) (see Appendix A). The following particular case is often useful in applications. Writing \(\langle n - m | = \langle n | \psi_{n-1} \ldots \psi_{n-m}\) with \(m > 0\), we get from (2.23):

\[ \frac{\langle n - m | w_m^* \ldots w_1^* G | n \rangle}{\langle n | G | n \rangle} = \prod_{i,j=1,...,m} \frac{\langle n | \psi_{n-j} w_j^* G | n \rangle}{\langle n | G | n \rangle}. \]

(2.24)

For our purpose, it is important to note that there exists an alternative determinant representation of the expectation value in the l.h.s. of (2.24), which is another form of the generalized Wick’s theorem:

\[ \frac{\langle n - m | w_m^* \ldots w_1^* G | n \rangle}{\langle n | G | n \rangle} = \prod_{i,j=1,...,m} \frac{\langle n - j | w_j^* G | n - j + 1 \rangle}{\langle n - j + 1 | G | n - j + 1 \rangle}. \]

(2.25)

Indeed, the first columns of the two matrices in the r.h.s. of (2.24) and (2.25) coincide and one can show that the \(j\)-th column of the matrix in (2.24) is equal to the \(j\)-th column of the matrix in (2.25) plus a linear combination of the first \(j - 1\) columns (see Appendix A). We also note an equivalent form of (2.25):

\[ \frac{\langle n | G v_1 \ldots v_m | n - m \rangle}{\langle n | G | n \rangle} = \prod_{i,j=1,...,m} \frac{\langle n - j + 1 | G v_i | n - j \rangle}{\langle n - j + 1 | G | n - j + 1 \rangle}. \]

(2.26)

which is obtained from it by conjugation of the states and operators.
3 The τ-function and the Baker-Akhiezer functions

As it has been established in the works of the Kyoto school, the expectation values of group-like elements are tau-functions of integrable hierarchies of nonlinear differential equations. In particular,

$$\tau(t) = \langle 0 | e^{J_+ t} G | 0 \rangle$$  \hspace{1cm} (3.1)

is the tau-function of the KP hierarchy depending on the times $t = \{t_1, t_2, \ldots \}$, which means that it obeys an infinite set of Hirota bilinear equations \[1, 2\]. More generally, introducing a “discrete time” $n$ via

$$\tau_n(t) = \langle n | e^{J_+ t} G | n \rangle$$  \hspace{1cm} (3.2)

one obtains a τ-function which solves the modified KP (MKP) hierarchy \[22, 23, 24\].

Equations of the MKP hierarchy are differential-difference equations which include shifts of the variable $n$. At each fixed $n$, the τ-function \(3.2\) is a τ-function of the KP hierarchy, so the $n$-evolution represents an infinite chain of Bäcklund transformations. The meaning of the discrete variable $n$ depends on the class of solutions. For some classes of solutions $n$ can be regarded as a continuous, or even complex, variable. The last point will be of a prime interest for us since in section \[5\] $n$ will be identified with the spectral parameter $u$ of the quantum transfer matrix of a spin chain.

3.1 Bilinear equations for τ-function

3.1.1 The bilinear identity

The τ-function obeys a bilinear identity which is a direct consequence of \[22, 22\]. Setting $|V\rangle = |n\rangle$, $|V'\rangle = |n'\rangle$ with $n \geq n'$, where $|n\rangle$ and $|n'\rangle$ are two shifted Dirac vacua, we have

$$\sum_{k \in \mathbb{Z}} \langle U | \psi_k G | n \rangle \langle U' | \psi_k G | n' \rangle = 0$$  \hspace{1cm} (3.3)

because either $\psi_k$ or $\psi^*_k$ kills the state in each term in the r.h.s. of \[22\]. Now, setting $\langle U \rangle = \langle n + 1 | e^{J_+ t} \rangle$, $\langle U' \rangle = \langle n' - 1 | e^{J_+ t'} \rangle$, we can write

$$0 = \sum_k \langle n + 1 | e^{J_+ t} \psi_k G | n \rangle \langle n' - 1 | e^{J_+ t'} \psi^*_k G | n' \rangle$$

$$= \text{res}_{z=\infty} \left[ z^{-1} \langle n + 1 | e^{J_+ t} \psi(z) G | n \rangle \langle n' - 1 | e^{J_+ t'} \psi^*(z) G | n' \rangle \right]$$

$$= \text{res}_{z=\infty} \left[ e^x(t-t',z) z^{n-n'} \langle n | e^{J_+ (t-[z^{-1}])} G | n \rangle \langle n' | e^{J_+ (t+[z^{-1}])} G | n' \rangle \right],$$

where we have used the commutation relations of the fermion operators with $e^{J_+ t}$ and the bosonization rules

$$\langle n | \psi(z) e^{J_+ t} = z^{n-1} \langle n - 1 | e^{J_+ (t-[z^{-1}])}$$

$$\langle n | \psi^*(z) e^{J_+ t} = z^{-n} \langle n + 1 | e^{J_+ (t+[z^{-1}])}$$

\[3\] In \[24\] a slightly more general version, called there a coupled modified KP (cMKP) hierarchy, was considered.
established by the Kyoto school. Here and below we use the standard notation
\[ t \pm [z^{-1}] = \{ t_1 \pm z^{-1}, t_2 \pm \frac{1}{2} z^{-2}, t_3 \pm \frac{1}{3} z^{-3}, \ldots \}. \]

In this way we arrive at the bilinear identity
\[
\oint_{\mathcal{C}} e^{\xi(t-t',z)} z^{n-n'} \tau_n(t-[z^{-1}]) \tau_{n'}(t'+[z^{-1}]) dz = 0 \tag{3.5}
\]
for the \( \tau \)-function valid for all \( t, t' \) and \( n \geq n' \). It encodes all the PDE’s of the MKP hierarchy.

The choice of the integration contour \( \mathcal{C} \) depends on the type of the time evolution. Formally, the evolution factor \( e^{\xi(t-t',z)} z^{n-n'} \) has an essential singularity at \( \infty \), and the contour should then encircle the whole complex plane (only the singularity at \( \infty \) stays outside the contour). This is the usual prescription and if only a finite number of times \( t_k \) are nonzero, then it is correct. However, in general, when the values of the times \( t_k \) are such that the factor \( e^{\xi(t-t',z)} z^{n-n'} \) has singularities for finite values of \( z \), then the prescription is as follows: the contour \( \mathcal{C} \) must encircle all singularities of the function \( \tau_n(t-[z^{-1}]) \tau_{n'}(t'+[z^{-1}]) \), leaving all the singularities of \( e^{\xi(t-t',z)} z^{n-n'} \) outside the contour.

**Remark.** There is a freedom to multiply the \( \tau \)-function of the MKP hierarchy by an exponent of any linear form of times with constant coefficients and by an arbitrary function of \( n \):
\[
\tau_n(t) \rightarrow C(n) \exp \left( \sum_{k \geq 1} C_k t_k \right) \tau_n(t). \tag{3.6}
\]

Clearly, this transformation preserves the form of the bilinear identity. By noting that
\[
x \exp \left( \sum_{j \in \mathbb{Z}} d_j \psi_j^* \psi_j \right) x |n\rangle = C(n) |n\rangle, \quad d_n = \frac{C(n)}{C(n+1)} - 1,
\]
we see that the transformation \( \tau_n(t) \rightarrow C(n) \tau_n(t) \) means \( G \rightarrow G_x e^{\sum_j d_j \psi_j^* \psi} G_x \) for the group-like element. In the MKP hierarchy, there are no restrictions on the form of \( C(n) \). Such restrictions appear in the more general 2D Toda lattice hierarchy, where this function is constrained to be of the form \( C(n) = C e^{C_0 n} \) with constant \( C, C_0 \).

### 3.1.2 3-term bilinear equations

Setting \( n' = n \) and \( t'_k = t_k - \frac{1}{k} (z_1^{-k} + z_2^{-k} + z_3^{-k}) \) in (3.5), we see that the essential singularity at \( \infty \) splits into 3 simple poles at \( z_1, z_2, \) and \( z_3 \):
\[
e^{\xi(t-t',z)} = \frac{1}{(1 - \frac{z}{z_1})(1 - \frac{z}{z_2})(1 - \frac{z}{z_3})}.
\]

Taking the residues, we arrive at the 3-term relation
\[
(z_2 - z_3) \tau_n \left( t - [z_1^{-1}] \right) \tau_n \left( t - [z_2^{-1}] - [z_3^{-1}] \right) \tau_n \left( t - [z_3^{-1}] \right) = (231) + (312) = 0, \tag{3.7}
\]
where the last two terms are obtained from the first one by the cyclic permutations of the indices. Another choice is \( n' = n \) and \( t'_k = t_k + \frac{1}{k} z_{-k} - \frac{1}{k} (z_{1}^{-k} + z_{2}^{-k} + z_{3}^{-k}) \), then

\[
e^{\xi(t-t', z)} = \frac{1 - \frac{z}{z_0}}{(1 - \frac{z}{z_1})(1 - \frac{z}{z_2})(1 - \frac{z}{z_3})}.
\]

This leads to a slightly more general equation

\[
(z_0 - z_1)(z_2 - z_3)\tau_n (t - \lfloor z_0^{-1} \rfloor - \lfloor z_1^{-1} \rfloor) \tau_n (t - \lfloor z_2^{-1} \rfloor - \lfloor z_3^{-1} \rfloor) + (231) + (312) = 0. \tag{3.8}
\]

Setting \( n' = n - 1, \ t'_k = t_k - \frac{1}{k} (z_{-k}^{-1} + z_{-k}^{-1}) \), we see that the essential singularity at \( \infty \) splits into simple poles at \( z_1, z_2 \):

\[
z e^{\xi(t-t', z)} = \frac{z}{(1 - \frac{z}{z_1})(1 - \frac{z}{z_2})}.
\]

Besides the residues at these points, there is also a contribution from the residue at \( \infty \), so we obtain the 3-term relation

\[
z_2 \tau_{n+1} (t - \lfloor z_2^{-1} \rfloor) \tau_n (t - \lfloor z_1^{-1} \rfloor) - z_1 \tau_{n+1} (t - \lfloor z_1^{-1} \rfloor) \tau_n (t - \lfloor z_2^{-1} \rfloor) + (z_1 - z_2) \tau_{n+1} (t) \tau_n (t - \lfloor z_1^{-1} \rfloor - \lfloor z_2^{-1} \rfloor) = 0. \tag{3.9}
\]

It can be formally regarded as a particular case of (3.8) in the limit \( z_3 \to \infty, z_0 \to 0 \). The limit \( z_3 \to \infty \) is smooth while the other one requires to assign a meaning to \( \lim_{z_0 \to 0} \tau_n (t - \lfloor z_0^{-1} \rfloor) \). The form of the evolution multiplier, \( z^n e^{\xi(t, z)} \), suggests to set formally

\[
\lim_{z_0 \to 0} \tau_n (t \pm \lfloor z_0^{-1} \rfloor) = \tau_{n+1} (t) \tag{3.10}
\]

which actually holds if the function \( \tau_n (t - \lfloor z^{-1} \rfloor) \) for arbitrary \( n \) can be analytically continued from a neighborhood of \( \infty \) to a neighborhood of the point \( z = 0 \) and is regular there. If it is singular, as in the case of solutions relevant to quantum spin chains, (3.10) should be substituted by a more general prescription (for an example see (3.14) below) which, however, also allows one to regard (3.9) as a particular case of (3.8).

### 3.2 Examples of \( \tau \)-functions

Here we consider some particular cases of the general fermionic construction of \( \tau \)-functions which will be important for us in section 5.

Let us start from a very simple example. Set \( \Psi = \psi (p) + \alpha \psi (q) \) and consider the operator \( e^{i \Psi \psi^* (r)} \) (with \( |r| < \min (|p|, |q|) \)). It is a group-like element for any \( \beta \) but at \( \beta = \beta_0 = (\langle 0 | \Psi \psi^* (r) | 0 \rangle)^{-1} \) it is not invertible and equals \( \beta_0 \Psi \psi^* (r) \). Therefore,

\[
\tau_n (t) = \langle n | e^{i \Psi (t)} \Psi \psi^* (r) | n \rangle
\]

is a \( \tau \)-function of the MKP hierarchy. Then we would like to consider the limit \( r \to 0 \). The limit is singular and requires some care. From

\[
r^{n-1} \psi^* (r) | n \rangle = \sum_l r^{n-l-1} \psi^*_l | n \rangle = \sum_{l \leq n-1} r^{n-l-1} \psi^*_l | n \rangle = | n - 1 \rangle + O(r)
\]
we see that in order to get a well-defined limit, one should multiply the \( \tau \)-function by \( r^{n-1} \) before tending \( r \to 0 \) (this is just a transformation of the form \( (3.6) \)). Then we come to the conclusion that

\[
\tau_n(t) = \langle n | e^{J^+(t)} \Psi | n - 1 \rangle = \langle n | e^{J^+(t)} \left( \psi(p) + \alpha \psi(q) \right) | n - 1 \rangle = p^{n-1}e^{\xi(t,p)} + \alpha q^{n-1}e^{\xi(t,q)}
\]

is a \( \tau \)-function. Indeed, it is the \( \tau \)-function for the 1-soliton solution of the MKP hierarchy.

This example can be generalized. Fix a finite set of distinct points \( p_i \in \mathbb{C}, i \in I \), and construct a (finite) linear combination of the operators \( \psi(z) \) and their \( z \)-derivatives at the points \( p_i \):

\[
\Psi_I := \sum_{i \in I} \sum_{m \geq 0} a_{im} \partial_z^m \psi(z) \bigg|_{z=p_i} \tag{3.11}
\]

Examples of the operators \( \Psi_I \) are \( \psi(p), \psi(p) + \alpha \psi'(p), \psi(p_1) + \alpha \psi(p_2), \psi(p_1) + \alpha \psi'(p_2) + \beta \psi''(p_2) \) etc, where \( \psi'(z) \equiv \partial_z \psi(z) \). Clearly, \( \langle n | e^{J^+(t)} \cdot e^{\beta \psi(r)} \cdot | n \rangle \) is a \( \tau \)-function for any fixed \( \beta \). Let us take \( \beta = \langle (0) | \Psi_I \psi(r) | 0 \rangle \)^{-1}, then the group-like element is non-invertible but \( \langle n | e^{J^+(t)} \Psi_I \psi(r) | n \rangle \) is still a \( \tau \)-function. The limit \( r \to 0 \) can be performed as in the previous example and we conclude that

\[
\tau_n(t) = \langle n | e^{J^+(t)} \Psi_I | n - 1 \rangle
\]

is a \( \tau \)-function.

This example can be further generalized by considering products of operators of the form \( \Psi_I \). Take \( N \) operators of the form \( \Psi_I \) for different sets \( I_1, \ldots, I_N : \Psi_{I_1}, \ldots, \Psi_{I_N} \). As before, we can construct the group-like elements \( e^{\beta_1 \Psi_{I_1} \psi^*(r_1)} \cdot \ldots \cdot e^{\beta_N \Psi_{I_N} \psi^*(r_N)} \). Take \( \beta_j = \langle (0) | \Psi_{I_j} \psi^*(r_j) | 0 \rangle \)^{-1}, then each operator becomes the product \( \beta_j \Psi_{I_j} \psi^*(r_j) \) (non-invertible). Thus the above \( \tau \)-function reduces to a \( \tau \)-function of the form \( \langle \beta_1 \cdot \beta_N | e^{J^+(t)} \Psi_{I_1} \cdot \ldots \cdot \Psi_{I_N} \cdot \psi^*(r_N) \cdot \psi^*(r_1) | n \rangle \).

In order to implement the limit \( r_j \to 0 \), we redefine \( r_j \to \varepsilon r_j \) with \( \varepsilon \to 0 \), then it is not difficult to verify that

\[
\varepsilon^{(n-1)N/2} N(N-1) \psi^*(\varepsilon r_N) \ldots \psi^*(\varepsilon r_1) \cdot | n \rangle = (r_1 \ldots r_N)^{-n+1} \Delta_N(r_i) | n - N \rangle + O(\varepsilon)
\]

\[
\varepsilon^{-N/2} N(N-1) \psi(\varepsilon r_N) \ldots \psi(\varepsilon r_1) \cdot | n \rangle = (r_1 \ldots r_N)^n \Delta_N(r_i) | n + N \rangle + O(\varepsilon),
\]

where

\[
\Delta_N(r_i) = \det_{i,j=1,\ldots,N} r_i^{j-1} = \prod_{i>j} (r_i - r_j)
\]

is the Vandermonde determinant. The first equation says that in order to get a well-defined limit, one should multiply the \( \tau \)-function by \( \varepsilon^{(n-1)N/2} N(N-1) \) before tending \( \varepsilon \to 0 \). The \( r_i \)-dependent factors \( (r_1 \ldots r_N)^{-n+1} \Delta_N(r_i) \) in the r.h.s. of \( (3.12) \) are irrelevant because they can be eliminated by a transformation of the form \( (3.6) \). We thus conclude that

\[
\tau_n(t) = \langle n | e^{J^+(t)} \Psi_{I_1} \ldots \Psi_{I_N} | n - N \rangle \tag{3.13}
\]

is a \( \tau \)-function.
In this case the prescription (3.10) is not directly applicable. The behavior of the function $\tau(t \pm [z_0^{-1}])$ at $z_0 \to 0$ can be found by using the bosonization formulae (3.4) in the opposite direction and moving the fermion operators $\psi(z_0)$ or $\psi^*(z_0)$ to the very right position. In this way we obtain a more general version of the prescription (3.10):

$$\lim_{z_0 \to 0} \left[ (-z_0)^{\pm N} \tau_n(t \mp [z_0^{-1}]) \right] = \tau_{n \pm 1}(t)$$

(3.14)

which is equally enough to deduce the bilinear equation (3.9) from (3.8) as a limiting case.

### 3.3 Plücker coordinates

One may expand the $\tau$-function in the Schur polynomials:

$$\tau_n(t) = \sum_\lambda c_\lambda(n)s_\lambda(t).$$

(3.15)

The coefficients $c_\lambda(n)$ ("Plücker coordinates") can be determined from the formula (3.2) by inserting the complete set of states in between the operators $e^{J_+}$ and $G$ and using (2.11):

$$\tau_n(t) = \sum_\lambda \langle n| e^{J_+(t)} |\lambda, n\rangle \langle \lambda, n| G |n\rangle = \sum_\lambda (-1)^{b(\lambda)} s_\lambda(t) \langle \lambda, n| G |n\rangle,$$

so

$$c_\lambda(n) = (-1)^{b(\lambda)} \langle \lambda, n| G |n\rangle$$

(3.16)

$$= (-1)^{b(\lambda)} \langle n| \psi^*_{n+\alpha_1} \ldots \psi^*_{n+\alpha_d(\lambda)} \psi_{\beta_{d(\lambda)}-1} \ldots \psi_{\beta_1-1} G |n\rangle,$$

where $b(\lambda)$ is defined in (2.12). The Schur function expansions of $\tau$-function are also discussed in [25, 26].

The coefficients $c_\lambda(n)$ generalize the characters of representations of the linear groups. Remarkably, they admit determinant representations of the Giambelli type as well as of the Jacobi-Trudi type which express $c_\lambda(n)$ for arbitrary $\lambda$ through $c_\lambda(n)$ for the hook and the one-row diagrams, respectively.

#### 3.3.1 Formulas of the Giambelli type

Applying to (3.16) the Wick’s theorem in the form (2.23), we obtain the Giambelli-like formula for $c_\lambda(n)$:

$$c_\lambda(n) = (-1)^{d(\lambda)}(\langle n| G |n\rangle)^{-d(\lambda)+1} \det_{i,j=1,\ldots,d(\lambda)} \langle n| \psi^*_{n+\alpha_i} \psi_{\beta_j-1} G |n\rangle$$

$$= c_\emptyset(n)^{-d(\lambda)+1} \det_{i,j=1,\ldots,d(\lambda)} c_{(\alpha_i|\beta_j)}(n).$$

(3.17)

Here $c_{(\alpha_i|\beta_j)}(n)$ are the Plücker coordinates corresponding to the hook diagrams $(\alpha_i|\beta_j) = (\alpha_i + 1, 1^\beta_j)$. In the last expression, we have taken into account that

$$\langle n| G |n\rangle = \tau_n(0) = c_\emptyset(n).$$
Formulas of the Giambelli type for the expansion coefficients, or Plücker coordinates of the $\tau$-function were given in [26]. Using the Jacobi identity for determinants, it is easy to see that they are equivalent to the 3-term bilinear relation for the coefficients $c_\lambda$ given in [16].

3.3.2 Formulas of the Jacobi-Trudi type

Alternatively, we may apply to (3.16) the Wick’s theorem in the form (2.25). The details are given in Appendix B. The result is

$$c_\lambda(n) = \left(\prod_{k=1}^{\lambda'_1} c_\emptyset(n - k)\right)^{-1} \det_{i,j=1,\ldots,\lambda'_1} c_{\lambda_i-i+j}(n - j + 1), \quad (3.18)$$

where $c_s(n) := c_{(s-1)\emptyset}(n) = \langle n-1 \mid \psi^*_{n+s-1} G \mid n \rangle$ are the expansion coefficients for one-row diagrams and $\lambda'_1$ is the height of the first column of the diagram $\lambda$.

Therefore, the Plücker coordinates of any MKP $\tau$-function satisfy the determinant relations (3.18) of the Jacobi-Trudi type sometimes called quantum Jacobi-Trudi formulas. Note that the transformation $c_\lambda(n) \to C(n)c_\lambda(n)$ with arbitrary $C(n)$ preserves the determinant formula (3.18). Clearly, this freedom corresponds to the possibility of multiplying the $\tau$-function by any $C(n)$, see (3.6).

In fact the inverse statement is also true: given any set of quantities $c_\lambda(n)$ that satisfy the determinant relations (3.18), the function $\sum_{\lambda} c_\lambda(n)s_\lambda(t)$ is a $\tau$-function of the MKP hierarchy. In order to prove this, it is enough to show that for any given set of quantities $c_0(n) = c_\emptyset(n)$, $c_s(n) = c_{(s-1)\emptyset}(n)$, $s \geq 1$, one can find a ($n$-independent) group-like element $G$ such that

$$c_s(n + 1) = \langle n \mid \psi^*_{n+s} G \mid n + 1 \rangle = \langle n \mid \psi^*_{n+s} G \psi_{n} \mid n \rangle, \quad n \in \mathbb{Z}, \ s = 0, 1, 2, \ldots \quad (3.19)$$

Let us give a sketch of proof. First of all we note that the element $G$, if it exists, is not unique because $\sum_{i > k} A_{ik}\psi_i^*\psi_k \psi_k^* \mid n \rangle = \langle n \rangle$ for any strictly lower triangular matrix $A$. This means that we can consider only upper triangular matrices. For simplicity we assume that $c_\emptyset(n) \neq 0$ for all $n$. Then we can (and from now on will) put $c_0(n) = 1$ without any loss of generality because this is the matter of normalization due to the freedom to multiply the MKP $\tau$-function by an arbitrary function of $n$ as in (3.6). It is convenient to formally put $c_k(n) \equiv 0$ for $k < 0$. Consider the infinite matrix $C_{nm} = c_{n-m}(n+1)$ ($m, n \in \mathbb{Z}$). It is an upper triangular matrix with 1’s on the main diagonal. One can see that for any matrix $C$ of this form there exists a strictly upper triangular matrix $B$ such that

$$C_{nm} = \langle n \mid \psi^*_{m} \exp\left(\sum_{i < k} B_{ik}\psi_i^*\psi_k\right) \psi_{n} \mid n + 1 \rangle.$$  

Indeed, according to (2.20), $C_{nm} = [(I + B^{(n)})^{-1}]_{nm}$. Set $M = (I + B)^{-1}$, then for strictly upper triangular $B$ it holds $M^{(n)} = (I + B^{(n)})^{-1}$, and so the matrix $B$ is uniquely determined as $B_{ik} = (C^{-1})_{ik} - \delta_{ik}$. 
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3.3.3 Example: characters

As an example, let us consider the $\tau$-function corresponding to the coherent states

$$G \, |n\rangle = \exp \left( \sum_{k \geq 1} x_k J_{-k} \right) \, |n\rangle,$$

where $J_{-k}$ are given by equation (2.2), $x_k = \frac{1}{k} \, \text{tr} \, g^k$, $g \in GL(N)$. The $\tau$-function (3.2) is explicitly given by

$$\tau_n(t) = \exp \left( \sum_{k \geq 1} k t_k x_k \right) = \exp \left( \sum_{k \geq 1} \sum_{i=1}^N t_k p_{ki}^i \right)$$

(3.20)

where $p_i$ are eigenvalues of the matrix $g$. This $\tau$-function does not depend on $n$. Therefore, the coefficients $c_\lambda(n)$ are $n$-independent and coincide with $GL(N)$-characters evaluated for the element $g \in GL(N)$:

$$c_\lambda(n) = \chi_\lambda(g) = s_\lambda(x) = \det_{1 \leq i,j \leq N} \left( p_{\lambda i}^j - i + N \right) \prod_{1 \leq l < k \leq N} \left( p_{\lambda i}^j - p_{\lambda k}^j \right).$$

(3.21)

The formulas (3.17) and (3.18) become the well-known determinant formulas for characters (Giambelli and Jacobi-Trudi respectively).

Remark. This simple example may be somewhat misleading because in this case the $\tau$-function (3.20) is simultaneously the $\tau$-function with respect to the “negative” times $t_{-k} = x_k$. For more complicated solutions constructed below from the group element $g \in GL(N)$ with $x_k = \frac{1}{k} \, \text{tr} \, g^k$ this is not true in general.

3.4 Baker-Akhiezer functions and wave operators

The Baker-Akhiezer (BA) function and its adjoint are given by the Sato formulas

$$\psi_n(t, z) = z^n e^{\xi(t,z)} \frac{\tau_n(t - [z^{-1}])}{\tau_n(t)} = \frac{\langle n + 1 | e^{J_+(t)} \psi(z) G | n \rangle}{\langle n | e^{J_+(t)} G | n \rangle};$$

$$\psi^*_n(t, z) = z^{-n} e^{-\xi(t,z)} \frac{\tau_n(t + [z^{-1}])}{\tau_n(t)} = \frac{\langle n - 1 | e^{J_+(t)} \psi^*(z) G | n \rangle}{z \langle n | e^{J_+(t)} G | n \rangle}.$$ (3.22)

(3.23)

In terms of the BA function and its adjoint, the bilinear identity (3.5) acquires the form

$$\oint_C \psi_n(t, z) \psi^*_n(t', z) \, dz = 0.$$ (3.24)

An important role in the theory (27) is played by the wave operator (or dressing operator) $W(n, t)$ directly related to the BA functions. It is a pseudo-difference operator of the form

$$W(n, t) = \sum_{k \geq 0} w_k(n, t) e^{-k \theta_n}, \quad w_0(n, t) = 1.$$ (3.25)
and its formal inverse

\[ W^{-1}(n, t) = \sum_{k \geq 0} e^{-k\partial_n} w_k^*(n + 1, t), \quad w_0^*(n, t) = 1. \] (3.26)

The Baker-Akhiezer functions are obtained by applying the wave operators to the bare exponent \( z^n e^{\xi(t, z)} \):

\[ \psi_n(t, z) = W(n, t) z^n e^{\xi(t, z)} = \left( 1 + \frac{w_1(n, t)}{z} + \frac{w_2(n, t)}{z^2} + \ldots \right) z^n e^{\xi(t, z)} \] (3.27)

\[ \psi^*_n(t, z) = (W^{-1}(n-1, t))^\dagger z^{-n} e^{-\xi(t, z)} = \left( 1 + \frac{w_1^*(n, t)}{z} + \frac{w_2^*(n, t)}{z^2} + \ldots \right) z^{-n} e^{-\xi(t, z)} \] (3.28)

(by definition, the adjoint operator for \( A = f(n)e^{k\partial_n} \) is \( A^\dagger = e^{-k\partial_n} f(n) \)). Using formulas (3.22), (3.23) we obtain

\[ w_k(n, t) = \frac{h_k(-\bar{\partial})\tau_n(t)}{\tau_n(t)}, \quad w_k^*(n, t) = \frac{h_k(\bar{\partial})\tau_n(t)}{\tau_n(t)}, \] (3.29)

where the standard notation \( \bar{\partial} = \{ \partial_{t_1}, \frac{1}{2} \partial_{t_2}, \frac{1}{3} \partial_{t_3}, \ldots \} \) is used. These formulas allow us to express the wave operator and its inverse in terms of the \( \tau \)-function as follows (cf. [28]):

\[ W(n, t) = \sum_{k \geq 0} \frac{h_k(-\bar{\partial})\tau_n(t)}{\tau_n(t)} e^{-k\partial_n} \] (3.30)

\[ W^{-1}(n, t) = \sum_{k \geq 0} e^{-k\partial_n} \frac{h_k(\bar{\partial})\tau_{n+1}(t)}{\tau_{n+1}(t)} \] (3.31)

The (pseudo-difference) Lax operator of the MKP hierarchy is obtained by dressing the shift operator \( e^{\partial_n} \) with the wave operators:

\[ L = W(n, t)e^{\partial_n}W^{-1}(n, t) = e^{\partial_n} + a_0(n, t) + a_1(n, t)e^{-\partial_n} + \ldots \] (3.32)

The Lax operator obeys the Lax equations

\[ \partial_{t_k} L = [(L^k)_{\geq 0}, L], \] (3.33)

where \( (L^k)_{\geq 0} \) means the (finite) part of the series containing the shift operators \( e^{j\partial_n} \) with \( j \geq 0 \).

### 4 Rational solutions of the KP and MKP hierarchy

In this section we study rational solutions of the KP and MKP hierarchies. For these solutions, the \( \tau \)-function is a polynomial function of the times \( n \) and \( t_i \) (possibly multiplied by an exponential function of a linear combination of the times). Stressing the fact that \( n \) for solutions of this class is not necessarily integer but can be any complex number \( u \in \mathbb{C} \), we change the notation \( n \to u \).
4.1 The construction of rational solutions

The general construction of rational solutions to the KP hierarchy was given by Krichever in [17], see also [18]. This construction can be directly extended to the MKP hierarchy. In this section we show how it works starting from the bilinear identity (3.5). The solutions are obtained in the Casorati determinant form which is a discrete analog of the Wronskian determinant (see, e.g. [29]).

4.1.1 Baker-Akhiezer functions and bilinear identity

First of all, let us specify the bilinear identity for the case at hand. Since in the solutions we are going to consider \( u \) is not necessarily integer, 0 and \( \infty \) are in general branch points of the BA function. In this case the appropriate form of the bilinear identity is

\[
\oint_{C_{[0,\infty]}} \psi_u(t, z) \psi_u^*(t', z) \, dz = 0, \tag{4.1}
\]

where \([0, \infty]\) is an arbitrary cut between 0 and \( \infty \) and the contour \( C_{[0,\infty]} \) is such that it encircles the cut but does not enclose any other singularity of the BA functions.

According to the Krichever’s theory of rational and more general algebro-geometric solutions, they can be characterized and explicitly constructed by fixing certain analytic properties of the BA function on a Riemann surface. For rational solutions, the Riemann surface is the Riemann sphere (compactified complex plane), which represents a genus zero algebraic curve with singularities. Correspondingly, the BA function is, in this case, a rational function on the complex plane multiplied by power-like and exponential factors which give the required asymptotics (3.27) (the essential singularity at infinity). Let us assume the following ansatz for the BA function:

\[
\psi_u(t, z) = z^u e^{\xi(t,z)} \left( 1 + \frac{w_1(u,t)}{z} + \ldots + \frac{w_N(u,t)}{z^N} \right), \tag{4.2}
\]

where the coefficients \( w_i \) depend on the times \( u, t_j \). In fact this is just the truncated series (3.27). The multiplicity \( N \) of the pole at \( z = 0 \) of the function \( z^{-u} e^{-\xi(t,z)} \psi_u(t, z) \) is a discrete parameter characterizing the class of solutions to be constructed.

Given the BA function of the form (4.2), an important dynamical information is contained in the adjoint BA function. In general, it may have poles of arbitrary order at some points \( p_i \in \mathbb{C} \) (we assume that \( p_i \neq 0 \)). As we shall see soon, the bilinear identity is consistent when the number of these points does not exceed \( N \), and, in case of general position their number is just equal to \( N \). Let us adopt this and fix \( N \) distinct points \( p_i \in \mathbb{C}, p_i \neq 0 \), and also assume that the adjoint BA function has poles of orders \( M_i + 1 \) at \( p_i \). Therefore, its general form is

\[
\psi_u^*(t, z) = z^{-u} e^{-\xi(t,z)} \left( 1 + \sum_{i=1}^{N} \sum_{m=0}^{M_i} \frac{m! \tilde{a}_{im}(u,t)}{(z - p_i)^{m+1}} \right), \tag{4.3}
\]

where \( \tilde{a}_{im}(u,t) \) is set to be 0 for \( m \geq M_i + 1 \). As we shall see in section 5, the \( \tau \)-functions of our principal interest (master \( T \)-operators for spin chains with rational \( R \)-matrices) are, by construction, polynomials in \( u \). This means that the coefficients \( \tilde{a}_{im}(u,t) \) are rational functions of \( u \), so we assume this in the present section.
4.1.2 Krichever’s conditions from the bilinear identity

Since the poles at \( p_i \) are the only singularities of the product \( \psi_u(t, z)\psi^*_u(t', z) \) outside the contour \( C_{[0, \infty)} \), the bilinear identity (3.24) then implies that

\[
\sum_{i=1}^{N} \text{res}_{z=p_i} (\psi_u(t, z)\psi^*_u(t', z)) = 0
\]

for all \( u, t_j, u', t'_j \). Let us rewrite this identically in the form

\[
\sum_{i=1}^{N} p_i^{-u'} R_i(u', t'; u, t) = 0,
\] (4.4)

where the functions \( R_i \) are

\[
R_i(u', t'; u, t) = \sum_{m=0}^{M_i} \tilde{a}_{im}(u', t') p_i^m \partial_z^m \left( z^{-u'} e^{-\xi(t', z)} \psi_u(t, z) \right) \bigg|_{z=p_i}.
\]

From the polynomiality of the \( \tau \)-function it is clear that they are rational functions of \( u' \). If so, the only way to satisfy (4.4) for all \( u' \) is to put each term equal to zero separately (because it is a sum of different exponential functions multiplied by rational functions which can be identically zero if and only if all rational functions vanish identically).

Therefore, the bilinear identity is equivalent to \( N \) conditions

\[
\sum_{i=1}^{N} \text{res}_{z=p_i} (\psi_u(t, z)\psi^*_u(t', z)) = 0,
\] (4.5)

or, more explicitly,

\[
\sum_{m=0}^{M_i} \tilde{a}_{im}(0, 0) \partial_z^m \psi_u(t, z) \bigg|_{z=p_i} = 0,
\] (4.6)

which hold for any values of \( u, u' \) and \( t_i, t'_i \). In particular, at \( u' = t'_i = 0 \) we have

\[
\sum_{m=0}^{M_i} a_{im}(0, 0) \partial_z^m \psi_u(t, z) \bigg|_{z=p_i} = 0
\]
or

\[
\sum_{m=0}^{M_i} a_{im} \partial_z^m \psi_u(t, z) \bigg|_{z=p_i} = 0,
\] (4.7)

where \( a_{im} \equiv k_i \tilde{a}_{im}(0, 0) \) with arbitrary non-zero \( k_i \) are parameters of the solution in the Krichever’s approach. We call equations (4.7) the Krichever’s conditions [17].

Remark. In the Krichever’s approach, the parameters \( a_{im} \) can be taken arbitrary while in our case \( \tilde{a}_{im}(0, 0) \) appear to be constrained by \( N \) conditions of the form (4.23), as we shall see below. That is why we prefer to work with the set of independent parameters \( a_{im} \).

The initial values of the adjoint BA function coefficients \( \tilde{a}_{im}(0, 0) \) appear to be constrained by the properly chosen \( N \) factors \( k_i \).

The set of conditions (4.7) yields a system of \( N \) linear equations for \( N \) coefficients \( w_k \) which demonstrates the consistency of the bilinear identity for BA functions of the
assumed form and allows one to fix them. Then the \( \tau \)-function associated with the \( \psi \)-function according to (3.22) solves the MKP hierarchy. The points \( p_i \) and the entries of the matrix \( a_{\im} \) are free parameters of the solution. The coefficients \( w_k \) appear to be rational functions of their arguments \( u, t_i \) while the \( \tau \)-function is a polynomial (multiplied by the exponential function of a linear combination of times). From the algebro-geometric point of view this solution is associated with a highly singular algebraic curve which is the Riemann sphere with cusp singularities at the points \( p_i \).

### 4.1.3 Solving the linear system

It is easy to see that conditions (4.7) are equivalent to the system of linear equations

\[
A_i(u, t) + \sum_{k=1}^{N} A_i(u - k, t) w_k = 0, \quad (4.8)
\]

where

\[
A_i(u, t) = \sum_{m=0}^{M_i} a_{\im} \partial_z^m \left( z^u e^{\xi(t, z)} \right) \bigg|_{z=p_i}. \quad (4.9)
\]

These functions are polynomials in \( u, t_i \) multiplied by the exponential factor \( p_i^u e^{\xi(t, p_i)} \). In the case when all \( t_i \) are equal to 0, they admit a more explicit representation:

\[
A_i(u, 0) = p_i^u \left( a_{i0} + a_{i1} p_i^{-1} u + a_{i2} p_i^{-2} u(u-1) + a_{i3} p_i^{-3} u(u-1)(u-2) + \ldots \right). \quad (4.10)
\]

Note that \( A_i(0, 0) = a_{i0} \).

The system (4.8) can be solved by applying the Cramer's rule. This results in the following determinant representation for the BA function:

\[
\psi_u(t, z) = z^u e^{\xi(t, z)} \frac{\begin{vmatrix}
1 & z^{-1} & \ldots & z^{-N} \\
A_1(u, t) & A_1(u - 1, t) & \ldots & A_1(u - N, t) \\
\vdots & \vdots & \ddots & \vdots \\
A_N(u, t) & A_N(u - 1, t) & \ldots & A_N(u - N, t) \\
A_1(u - 1, t) & \ldots & A_1(u - N, t) \\
\vdots & \ddots & \vdots \\
A_N(u - 1, t) & \ldots & A_N(u - N, t)
\end{vmatrix}}{\begin{vmatrix}
A_1(u, t - [z^{-1}]) & \ldots & A_1(u - N, t) \\
\vdots & \ddots & \vdots \\
A_N(u, t - [z^{-1}]) & \ldots & A_N(u - N, t)
\end{vmatrix}} \quad (4.11)
\]

From the definition (4.9) we have

\[
A_k(u, t - [z^{-1}]) = \sum_{m=0}^{M_k} a_{km} \partial_{\zeta}^m \left( \zeta^u e^{\xi(t, \zeta)} \left( 1 - \frac{\zeta}{z} \right) \right) \bigg|_{\zeta=p_i} = A_k(u, t) - A_k(u + 1, t) z^{-1}. \quad (4.12)
\]

Using this, it is straightforward to verify that equation (4.11) agrees with the general relation (3.22), with the \( \tau \)-function being given by the determinant in the denominator:

\[
\tau_u(t) = \frac{\det_{i,j=1,\ldots,N} A_i(u - j, t)}{A_1(u - 1, t) \ldots A_1(u - N, t) \ldots A_N(u - 1, t) \ldots A_N(u - N, t)} \quad (4.13)
\]
It is a polynomial in $u$ of degree $\sum_{j=1}^{N} M_j$ multiplied by $\prod_{i=1}^{N} p_i^i e^{\xi(t,p_i)}$.

It follows from (4.11) that the last coefficient in (4.2), $w_N$, is given by

$$w_N(u, t) = (-1)^{N} \frac{\tau_{u+1}(t)}{\tau_u(t)}. \quad (4.14)$$

We also note the property

$$\partial_t A_k(u, t) = A_k(u + 1, t) \quad (4.15)$$

from which one can see that the first coefficient in (4.2), $w_1$, is given by

$$w_1(u, t) = -\partial_t \log \tau_u(t). \quad (4.16)$$

### 4.1.4 The adjoint BA function

Similarly to (4.12), we have:

$$A_k(u, t + [z^{-1}]) = \sum_{m=0}^{M_k} a_{km} \partial^m_{\zeta} \left( \frac{z^u e^{\xi(t, \zeta)}}{1 - \zeta/z} \right)_{\zeta=p_k}, \quad (4.17)$$

Note that this function regarded as a function of $z$ has a pole of order $M_k + 1$ at $z = p_k$.

The principal term is

$$A_k(u, t + [z^{-1}]) = \frac{M_k! a_{km} p_k^{u+1} e^{\xi(t, p_k)}}{(z - p_k)^{M_k+1}} + O((z - p_k)^{-M_k}). \quad (4.18)$$

We also see from (4.17) that the function $A_k(u, t + [z^{-1}])$ has a simple zero at $z = 0$.

In order to obtain a more detailed information about singularities of this function, let us add and subtract the term $z^u e^{\xi(t, z)}$ in the numerator in (4.17) and separate the nonsingular part as $z \to p_k$ from the singular one:

$$A_k(u, t + [z^{-1}]) \equiv z^{u+1} e^{\xi(t, z)} \sum_{m=0}^{M_k} \frac{m! a_{km}}{(z - p_k)^{m+1}} - z \left( \sum_{m=0}^{M_k} a_{km} \partial^m_{\zeta} \left( \frac{z^u e^{\xi(t, \zeta)}}{z - \zeta} \right) \right)_{\zeta=p_k} \quad (4.19)$$

The first sum gives the multiple pole structure at the point $p_k$ while the second term is obviously regular at $p_k$ and has possible (essential) singularities and branching only at 0 and $\infty$. Note that $A_k(u, t + [z^{-1}])$ is, by construction, a rational function of $z$ with simple zero at $z = 0$. This is obvious from (4.17) but not from (4.19). On the other hand, the representation (4.19) explicitly shows the multi-pole structure of this function which is rather obscure in (4.17).

Rewriting (4.12) in the form

$$A_k(u, t + [z^{-1}]) = A_k(u, t) + z^{-1} A_k(u + 1, t + [z^{-1}]),$$

it is straightforward to check that

$$\tau_u(t + [z^{-1}]) = \begin{vmatrix} A_1(u-1, t + [z^{-1}]) & A_1(u-2, t) & \ldots & A_1(u-N, t) \\ A_2(u-1, t + [z^{-1}]) & A_2(u-2, t) & \ldots & A_2(u-N, t) \\ \vdots & \vdots & \ddots \vdots \\ A_N(u-1, t + [z^{-1}]) & A_N(u-2, t) & \ldots & A_N(u-N, t) \end{vmatrix} \quad (4.20)$$
Expanding [4.17] in powers of \( z \), we get

\[
A_k(u, t + [z^{-1}]) = A_k(u, t) + A_k(u + 1, t)z^{-1} + A_k(u + 2, t)z^{-2} + \ldots
\]

and so the expansion of \( \tau_u(t + [z^{-1}]) \) around \( \infty \) reads

\[
\tau_u(t + [z^{-1}]) = \sum_{s=0}^{\infty} z^{-s} \begin{vmatrix}
A_1(u+s-1, t) & A_1(u-2, t) & \ldots & A_1(u-N, t) \\
A_2(u+s-1, t) & A_2(u-2, t) & \ldots & A_2(u-N, t) \\
\vdots & \vdots & & \ddots \\
A_N(u+s-1, t) & A_N(u-2, t) & \ldots & A_N(u-N, t)
\end{vmatrix} \tag{4.21}
\]

We thus see that the adjoint BA function has the determinant representation

\[
\psi_u^*(t, z) = z^{-u} e^{-\xi(t, z)} \begin{vmatrix}
A_1(u-1, t + [z^{-1}]) & A_1(u-2, t) & \ldots & A_1(u-N, t) \\
A_2(u-1, t + [z^{-1}]) & A_2(u-2, t) & \ldots & A_2(u-N, t) \\
\vdots & \vdots & & \ddots \\
A_N(u-1, t + [z^{-1}]) & A_N(u-2, t) & \ldots & A_N(u-N, t)
\end{vmatrix} \tag{4.22}
\]

It has multiple poles at the singular points \( p_i \) of the algebraic curve which is the Riemann sphere with complicated cusp-like singularities. The principal parts at the poles are easily extracted from the determinant representation and equation [4.19].

Since the function \( A_k(u, t + [z^{-1}]) \) has a simple zero at \( z = 0 \), it is clear from [4.13] that the function \( \tau_u(t + [z^{-1}]) \) and thus the function \( z^{u} e^{\xi(t, z)} \psi_u^*(t, z) \) have zero of order \( N \) at \( z = 0 \), whence the coefficients \( \tilde{a}_{im}(u, t) \) in [4.3] appear to be constrained by \( N \) relations

\[
\sum_{i=1}^{N} \sum_{m=0}^{M_i} (-1)^m(m + n)! \tilde{a}_{im}(u, t)p_i^{-m-n-1} = \delta_{n,0}, \quad n = 0, 1, \ldots, N - 1. \tag{4.23}
\]

**4.1.5 The multi-pole structure of the adjoint BA function**

Let us introduce the notation

\[
\tilde{A}_k(u, t) := \det_{i=1, \ldots, N}^{j=1, \ldots, N} A_i(u + 1 - j, t) \tag{4.24}
\]

for the minor \( M_{k,N} \) of the \( N \times N \) matrix \( A_i(u + 1 - j), 1 \leq i, j \leq N \). Then, expanding the determinant in the numerator of [4.22] in the first column, we obtain:

\[
\psi_u^*(t, z) = \frac{z^{-u} e^{-\xi(t, z)}}{\tau_u(t)} \sum_{k=1}^{N} (-1)^{k-1} \tilde{A}_k(u - 2, t) A_k(u - 1, t + [z^{-1}]).
\]
Using (4.19) we can extract the poles:

\[ \psi^*_u(t, z) = \sum_{k=1}^{N} (-1)^{k-1} \frac{\bar{A}_k(u-2, t)}{\tau_u(t)} \sum_{m=0}^{M_k} \frac{m! a_{km}}{(z-p_k)^{m+1}} + \text{terms regular at all } p_k. \quad (4.25) \]

Therefore,

\[ \text{res}_{z=p_k} \left[ (z-p_k)^n \psi^*_u(t, z) \right] = (-1)^{k-1} n! a_{kn} \frac{\bar{A}_k(u-2, t)}{\tau_u(t)} \quad (4.26) \]

for all \( n \geq 0 \), or, in terms of the \( \tau \)-function,

\[ \text{res}_{z=p_k} \left[ (z-p_k)^n z^{-u} e^{-\xi(t,z)} \tau_u(t + [z^{-1}]) \right] = (-1)^{k-1} n! a_{kn} \bar{A}_k(u-2, t). \quad (4.27) \]

Note that the expression in the r.h.s. has the same structure as (4.13) and, therefore, is a polynomial \( \tau \)-function. This fact will be used below for the Bäcklund transformations.

We also note the factorization formula

\[ \text{res}_{z=p_k} \left[ z^u e^{\xi(t,z)} \psi^*_u(t', z) \right] = (-1)^{k-1} \bar{A}_k(u'-2, t') \frac{A_k(u, t)}{\tau_u(t')} \quad (4.28) \]

which follows from (4.25). At \( u' = u = t' = t_j = 0 \) this formula gives the relation between \( \bar{a}_{k0} \equiv \bar{a}_{k0}(0, 0) \) and \( a_{k0} \):

\[ \bar{a}_{k0} = (-1)^{k-1} \frac{\bar{A}_k(-2, 0)}{\tau_0(0)} a_{k0}. \quad (4.29) \]

### 4.2 Undressing Bäcklund transformations for the rational solutions

As it will be clear in section 5, the main relations of the Bethe ansatz method are naturally built into the construction of rational solutions to the MKP hierarchy. In particular, the functions \( \bar{A}_k(u, t) \) and \( A_k(u, t) \) will be identified, up to some irrelevant factors, with the (eigenvalues of) \( T \)-operators on the first and the last levels of nesting in the nested Bethe ansatz scheme. The parameters \( p_i \) will be identified with eigenvalues of the twist matrix \( g \). We will also see that all these formulas can be understood in the operatorial sense (in the quantum space of the spin chain) since they involve only commuting \( T \)-operators.

The nested Bethe ansatz scheme itself appears to be equivalent to a chain of some special Bäcklund transformations of the initial rational MKP solution with Krichever’s data \( p_i, a_{im} \) that “undress” it to the trivial solution by reducing the number of singular points in succession. Here we present the idea solely in terms of the MKP hierarchy leaving the precise identification with objects from quantum integrable spin chains for the next section.

Adding/removing a point \( p_i \) to/from the Krichever’s data of a rational solution is a Bäcklund transformation. It sends a polynomial \( \tau \)-function to another one. The key equation that allows one to implement such a transformation is (4.27). Let us start with the \( n = 0 \) case. Specifically, consider the function

\[ \tau^{[i]}_u(t) = (-1)^{i-1} \text{res}_{z=p_i} \left( z^{-u-1} e^{-\xi(t,z)} \tau_{u+1}(t + [z^{-1}]) \right). \quad (4.30) \]
According to the \( n = 0 \) case of (4.27), it is equal to

\[
\tau_u^{[i]}(t) = a_{i0}
\]

\[
\begin{pmatrix}
A_1(u-1, t) & A_1(u-2, t) & \ldots & A_1(u-N+1, t) \\
\vdots & \vdots & \ddots & \vdots \\
A_{i-1}(u-1, t) & A_{i-1}(u-2, t) & \ldots & A_{i-1}(u-N+1, t) \\
A_{i+1}(u-1, t) & A_{i+1}(u-2, t) & \ldots & A_{i+1}(u-N+1, t) \\
\vdots & \vdots & \ddots & \vdots \\
A_N(u-1, t) & A_N(u-2, t) & \ldots & A_N(u-N+1, t)
\end{pmatrix},
\tag{4.31}
\]

i.e., to the minor \( M_{i,1} \) of the matrix \( A_i(u+1-j) \) multiplied by \( a_{i0} \). Therefore, it is a \( \tau \)-function, i.e., it satisfies the same 3-term Hirota equation as \( \tau_u(t) \) does and \( \tau \rightarrow \tau^{[i]} \) is indeed a Bäcklund transformation. Below we assume that \( a_{i0} \neq 0 \) for all \( i = 1, \ldots, N \), then the transformation is non-trivial.

Having at hand \( \tau_u^{[i]}(t) \), one can construct the BA function

\[
\psi_u^{[i]}(t, z) = z^u e^{\xi(t,z)} \frac{\tau_u^{[i]}(t - [z^{-1}])}{\tau_u^{[i]}(t)}
\]

which obeys the same Krichever’s conditions (4.7) at the points \( p_1, \ldots, p_N \) except the point \( p_i \), where no condition is imposed. Note that the BA function \( \psi_u^{[i]} \) has the expansion around the point \( z = 0 \) of the same form (4.2) but with a pole of order \( N - 1 \) rather than \( N \), so the number of conditions again matches the number of unknown coefficients of the singular part at \( z = 0 \). The adjoint BA function is

\[
\psi_u^{[i]}(t, z) = z^{-u} e^{-\xi(t,z)} \frac{\tau_u^{[i]}(t + [z^{-1}])}{\tau_u^{[i]}(t)}.
\]

(4.33)

It has multiple poles at the points \( p_1, \ldots, p_N \) except the point \( p_i \).

This process can be continued by taking the residue of \( z^{-u-1} e^{-\xi(t,z)} \tau_u^{[i]}(t + [z^{-1}]) \) at some other singular point \( p_j, j \neq i \):

\[
\tau_u^{[ij]}(t) = (-1)^j \varepsilon_{ij} \text{Res}_{z=p_j} \left( z^{-u-1} e^{-\xi(t,z)} \tau_u^{[i]}(t + [z^{-1}]) \right)
\]

\[
= (-1)^{i+j-1} \varepsilon_{ij} \text{Res}_{z=p_j} \left( z_i z_j \right) \left( z_i z_j \right)^{-u-2} e^{-\xi(t,z_i) - \xi(t,z_j)} (z_j - z_i) \tau_{u+2}(t + [z_i^{-1}] + [z_j^{-1}])
\]

\[
= a_{i0} a_{j0} \det_{1 \leq r \leq N, r \neq i, j}^{1 \leq s \leq N, s \neq i, j} A_r(u-s, t).
\]

(4.34)

Here and below \( \varepsilon_{ij} = 1 \) if \( i < j \) and \(-1\) if \( i > j \).

We thus obtain a chain of Bäcklund transformations \( \tau \rightarrow \tau^{[i]} \rightarrow \tau^{[i1i2]} \rightarrow \ldots \). The general recursive formula at the \( n \)-th level is

\[
\tau_u^{[i_1 \ldots i_n]}(t) = (-1)^{i_n-1} \text{Card}\{k|k \leq i_n, 1 \leq k \leq n-1\} \text{Res}_{z_{i_n}=p_{i_n}} \left( z_{i_n}^{-u-1} e^{-\xi(t,z_{i_n})} \tau_u^{[i_1 \ldots i_{n-1}]}(t + [z_{i_n}^{-1}]) \right),
\]

(4.35)
which leads to
\[
\tau_u^{[i_1\ldots i_n]}(t) = (-1)^{d_n} \operatorname{res}_{z_i=p_i} \left[ \left( \prod_{\alpha=1}^n z_{i_{\alpha}}^{-u-n} e^{-\xi(t,z_{i_{\alpha}})} \right) \Delta_n(z_{i_1}, \ldots, z_{i_n}) \tau_{u+n} \left( t + \sum_{\beta=1}^n [z_{i_{\beta}}]^{-1} \right) \right]
\]
\[
= \left( \prod_{\alpha=1}^n a_{i_{\alpha}0} \right) \det_{1\leq r\leq N, i\neq j; 1\leq s\leq N-n} A_r(u-s, t).
\] (4.36)

In the first line \( d_n = i_1 + \ldots + i_n + \frac{1}{2} n(n + 1) \) and
\[
\Delta_n(z_{i_1}, \ldots, z_{i_n}) = \prod_{i>j} (z_i - z_j)
\] (4.37)
is the Vandermonde determinant. In particular, on the second to last level we have
\[
\tau_u^{[12\ldots j\ldots N]}(t) = \left( \prod_{i=1, i\neq j}^N a_{i0} \right) A_j(u - 1, t)
\] (4.38)

and on the last level \( \tau_u^{[12\ldots N]}(t) = \prod_{i=1}^N a_{i0} = \text{const} \). Note that \( a_{i0} = A_i(0,0) \).

By taking residues of the Hirota equations in the form (3.7), (3.9), one can obtain bilinear relations for the \( \tau \)-functions on the neighboring levels of this chain. In particular, we have:
\[
\varepsilon_{ij} \tau_u^{[ij]}(t) \tau_{u+1}^{[k]}(t) + \varepsilon_{jk} \tau_u^{[jk]}(t) \tau_{u+1}^{[i]}(t) + \varepsilon_{ki} \tau_u^{[ki]}(t) \tau_{u+1}^{[j]}(t) = 0,
\] (4.39)
\[
\varepsilon_{ij} \tau_u^{[ij]}(t) \tau_{u+1}(t) = \tau_u^{[i]}(t) \tau_{u+1}^{[j]}(t) - \tau_u^{[j]}(t) \tau_{u+1}^{[i]}(t).
\] (4.40)

We can also rewrite the determinant (4.36) in terms of (4.38):
\[
\tau_u^{[i_1\ldots i_n]}(t) = \left( \prod_{\alpha=1}^N a_{i_{\alpha}0} \right)^{-N+n+1} \det_{1\leq r\leq N, i\neq j; 1\leq s\leq N-n} \tau_u^{[1,2,\ldots, j',\ldots,N]}(t).
\] (4.41)

Note that (4.39) and (4.40) are respectively the Plücker and Jacobi identities for (4.41).

Equation (4.27) allows one to make the same Bäcklund transformations by picking the coefficients in front of higher order poles of the function \( \tau_u(t + [z^{-1}]) \) at \( z = p_1, \ldots, p_N \). The results differ by normalization factors independent of \( u, t \). For example, instead of taking residues one may pick up the highest singularity (the pole of order \( M_i + 1 \) at \( p_i \)) and define
\[
\tau_u^{(i)}(t) = (-1)^{i-1} \operatorname{res}_{z=p_i} \left( (z-p_i)^{M_i} z^{-u-1} e^{-\xi(t,z)} \tau_{u+1} \right)
\]
\[
= (-1)^{i-1} p_i^{-u-1} e^{-\xi(t,p_i)} \operatorname{res}_{z=p_i} \left( (z-p_i)^{M_i} \tau_{u+1} \right)
\] (4.42)
\[
= M_i! \, a_{iM_i} \bar{A}_i(u - 1, t).
\]
In a similar way, one may define the “undressing chain” of such transformations as in (4.35) and (4.36):

\[
\tau_u^{(i_1 \ldots i_n)}(t) = (-1)^{i_n-1} \text{Card}\{k| i_k < i_n, 1 \leq k \leq n\}
\times \text{res}_{z_{i_n}=p_{i_n}} \left( (z_{i_n} - p_{i_n})^M z_{i_n}^{-u-1} e^{-\xi(t,z_{i_n})} \tau_{u+1}^{(i_1 \ldots i_{n-1})} (t + [z_{i_n}^{-1}]) \right),
\]

which leads to

\[
\tau_u^{(i_1 \ldots i_n)}(t) = \left( \prod_{\alpha=1}^{n} M_{\alpha} ! a_{\alpha \alpha} M_{\alpha} \right) \det_{1 \leq r \leq N, \delta_{i_r \neq i_1, \ldots, i_{n-1}}} \left[ A_r(u - s, t) \right].
\]

The construction of the undressing based on the highest poles is somewhat more complicated because it explicitly uses the multiplicities of the highest poles but the advantage is that it always gives the non-vanishing result (because the coefficients in front of the highest poles cannot vanish by their definition).

### 4.3 Fermionic realization of rational solutions

Here we suggest a realization of the rational solutions as vacuum expectation values of some fermionic operators.

As before, we fix \( N \) points \( p_i \) and the coefficients \( a_{im} \). Let us introduce the following fermionic operators:

\[
\Psi_i(z) := \sum_{m=0}^{M_i} a_{im} \partial_z^m \psi(z)
\]

The operators \( \Psi_i(p_i) \) are particular cases of \( \Psi_I \) (3.11) when each set \( I_i \) contains just one element \( N + 1 - i \). Therefore, we already know that the matrix element

\[
\tau_n(t) = \langle n | e^{J_+(t)} \Psi_1(p_1) \ldots \Psi_N(p_N) | n - N \rangle
\]

is a \( \tau \)-function.

On the other hand, we can calculate it using the Wick’s theorem in the form (2.26).
We get:

\[
\tau_n(t) = \det_{i,j=1,\ldots,N} \langle n - j + 1 | e^{J_+(t)} \Psi_i(p_i) | n - j \rangle
\]

\[
= \det_{i,j=1,\ldots,N} \sum_{m=0}^{M_i} a_{im} \partial_z^m \left[ e^{\xi(t,z)} \langle n - j + 1 | \psi(z) \psi_{n-j}^* | n - j + 1 \rangle \right]_{z=p_i}
\]

\[
= \det_{i,j=1,\ldots,N} \sum_{m=0}^{M_i} \sum_{k \in \mathbb{Z}} a_{im} \partial_z^m \left[ z^k e^{\xi(t,z)} \langle n - j + 1 | \psi_k \psi_{n-j}^* | n - j + 1 \rangle \right]_{z=p_i}
\]

\[
= \det_{i,j=1,\ldots,N} A_i(n - j, t)
\]

which coincides with the \( \tau \)-function (4.13) after the change \( n \to u \). Let us also note the formulas

\[
\tau_n(t - [z^{-1}]) = z^{-n} e^{-\xi(t,z)} \langle n + 1 | e^{J_+(t)} \psi(z) \Psi_1(p_1) \ldots \Psi_N(p_N) | n - N \rangle \quad (4.48)
\]

\[
\tau_n(t + [z^{-1}]) = z^{n-1} e^{\xi(t,z)} \langle n - 1 | e^{J_+(t)} \psi^*(z) \Psi_1(p_1) \ldots \Psi_N(p_N) | n - N \rangle \quad (4.49)
\]

which directly follow from the bosonization rules (3.4).

The simplest example is \( M_i = 0 \) when \( \Psi_i(p_i) = \psi(p_i) \) (we take \( a_{i0} = 1 \)) and

\[
\tau_n(M_i=0)(t) = \langle n | e^{J_+(t)} \psi(p_1) \ldots \psi(p_N) | n - N \rangle
\]

which is easily calculated to be \( \tau_n(M_i=0)(t) = \prod_{i>j} (p_i^{-1} - p_j^{-1}) \prod_{k=1}^{N} p_k^{n-1} e^{\xi(t,p_k)}. \)

In the same way as (4.46), we have a fermionic realization of the intermediate \( \tau \)-functions for the Bäcklund transformations. The \( \tau \)-functions corresponding to (4.36) have the form

\[
\tau_n^{[i_1, \ldots, i_m]}(t) = \left( \prod_{\alpha=1}^{m} a_{i_\alpha 0} \right) \langle n | e^{J_+(t)} \prod_{j=1, \neq i_1, \ldots, i_m}^{N} \Psi_j(p_j) | n - N + m \rangle, \quad (4.50)
\]

where \( m \) is a non-negative integer (\( 0 \leq m \leq N \)). The \( \tau \)-functions corresponding to (4.43) have the same form except for the prefactor \( \cdots \). These \( \tau \)-functions reduce to (4.46) for \( m = 0 \). The determinant formulas (4.36) for these \( \tau \)-functions follow from the Wick's theorem (2.26) in the same way as \( m = 0 \) case (4.47). The BA functions for (4.50) are defined by

\[
\psi_n^{[i_1, \ldots, i_m]}(t, z) = z^n e^{\xi(t,z)} \frac{\tau_n^{[i_1, \ldots, i_m]}(t - [z^{-1}])}{\tau_n^{[i_1, \ldots, i_m]}(t)}. \quad (4.51)
\]
The BA functions for (4.43) are defined exactly in the same way. In addition, both of them coincide under the condition that the prefactor of the $\tau$-functions are not zero. By using a formula similar to (4.48), we obtain

$$\psi_{\{i_1,\ldots,i_m\}}(t,z) = \frac{\langle n + 1 | e^{J^+(t)} \psi(z) \prod_{j=1,\neq i_1,\ldots,i_m}^N \Psi_j(p_j) | n - N + m \rangle}{\langle n | e^{J^+(t)} \prod_{j=1,\neq i_1,\ldots,i_m}^N \Psi_j(p_j) | n - N + m \rangle}.$$ (4.52)

Then the Krichever’s conditions for the Bäcklund transformations

$$\sum_{j=0}^{M_k} a_{kj} \partial_j \psi_{\{i_1,\ldots,i_m\}}(t,z) \bigg|_{z=p_k} = 0 \quad \text{for} \quad k \in \{1,2,\ldots,N\} \setminus \{i_1,\ldots,i_m\}$$ (4.53)

follow straightforwardly from (4.52) and the relation $(\Psi_k(p_k))^2 = 0$.

5 The $\tau$-function in quantum integrable models

5.1 $T$-operators

We consider generalized quantum integrable spin chains with rational $GL(N)$-invariant $R$-matrix. The $R$-matrix acting in the tensor product of the $N$-dimensional vector representation of $GL(N)$ and an arbitrary finite dimensional representation $\pi_\lambda$ (labeled by a Young diagram $\lambda$) has the form

$$R^\lambda(u) = u I \otimes I + \sum_{i,j=1}^N e_{ij} \otimes \pi_\lambda(e_{ij}),$$ (5.1)

where $u \in \mathbb{C}$ is the spectral parameter and $e_{ij}$ are standard generators of the algebra $gl(N)$ with matrix elements $(e_{ij})_{\alpha\beta} = \delta_{i\alpha} \delta_{j\beta}$. In the second term, the vector representation (the one for the Young diagram with one box) $\pi_\lambda(e_{ij})$ is abbreviated to $e_{ij}$.

A large family of commuting operators (quantum transfer matrices or simply $T$-operators) can be constructed as

$$T^\lambda(u) = \text{tr}_{\pi_\lambda} \left( R^\lambda(u - \xi_L) \otimes \ldots \otimes R^\lambda(u - \xi_1) (I^\otimes L \otimes \pi_\lambda(g)) \right),$$ (5.2)

where $\xi_i$ are arbitrary parameters (inhomogeneities at the lattice sites) and $g \in GL(N)$ is called the twist matrix. For technical simplicity, we assume below that the twist matrix has distinct, non-zero eigenvalues. The trace is taken in the auxiliary space where the representation $\pi_\lambda$ acts. The $T$-operators act in the physical Hilbert space of the model $\mathcal{H} = (\mathbb{C}^N)^\otimes L$. The Yang-Baxter equation implies that the $T$-operators with the same $g$ commute for all $u$ and $\lambda$ and can be diagonalized simultaneously. It follows then from (5.1) and (5.2) that all their eigenvalues are polynomials in $u$ of degree $\leq L$.

It is natural to define the $T$-operator for the trivial representation (empty Young diagram) as

$$T^\emptyset(u) = \prod_{i=1}^L (u - \xi_i),$$ (5.3)

4 Our definition of the spectral parameter differs from that in [7, 9] by a factor of 2
where the multiplication by the identity operator in the r.h.s. is implicit. We introduce a special notation
\[
\phi(u) := \prod_{i=1}^{L} (u - \xi_i)
\] (5.4)
for the polynomial in the r.h.s. This polynomial characterizes the model through its zeros \(\xi_i\). Another normalization, sometimes more convenient, is to set
\[
T^\lambda(u) = \frac{T^\lambda(u)}{T^\emptyset(u)}.
\] (5.5)
In this normalization all \(T\)-operators are rational functions which may have poles only at the points \(\xi_i\) and \(T^\emptyset(u) = 1\).

5.2 Determinant formulas for \(T\)-operators

The \(T\)-operators for different representations in the auxiliary space are known to obey an infinite number of functional relations which follow from the fusion procedure and, eventually, from the Yang-Baxter equation.

First, there are determinant formulas which express \(T^\lambda(u)\) for arbitrary \(\lambda\) through \(T\)-operators for symmetric representations \(T^s(u) := T^{(s)}(u)\) corresponding to one-row diagrams \((s)\) [11, 12]. They are called Cherednik-Bazhanov-Reshetikhin (CBR) formulas or quantum Jacobi-Trudi identities. In our normalization they have the form
\[
T^\lambda(u) = \left(\phi(u)\right)^{-1} \det_{i,j=1,\ldots,\lambda_1'} T_{\lambda_i-i,j}(u - j + 1).
\] (5.6)
A direct proof “from the first principles” for the models with the rational \(GL(N|\mathcal{M})\)-invariant \(R\)-matrix was given in [9]. The proof uses the operation of co-derivative with respect to the twist matrix \(g\) (see below). When the dependence on the spectral parameter disappears (say, in the limit \(u \to \infty\)) one obtains the standard Jacobi-Trudi formulas (2.13) for characters. We note in passing that the determinant formula for the generalized Schur functions (constructed in terms of the Gauss decomposition of a matrix (resp. orthogonal polynomials)) obtained in [30] (resp. [31]) has a structure similar to (5.6).

Second, there are determinant formulas of the Giambelli type which express \(T^\lambda(u)\) for arbitrary \(\lambda\) through the \(T\)-operators \(T_{l,k}(u) := T^{(l+1,k)}(u)\) corresponding to the hook diagrams \((l+1,1^k)\) [32]:
\[
T^\lambda(u) = (\phi(u))^{-d(\lambda)+1} \det_{i,j=1,\ldots,d(\lambda)} T_{\lambda_i-i,j}(u).
\] (5.7)
Note that there are no shifts of the spectral parameter here. In Appendix C we prove that the determinant representation of the Giambelli type (5.7) follows from the quantum Jacobi-Trudi identities (5.6).

In the normalization (5.5) the pre-factors cancel and the determinant formulas look simpler:
\[
T^\lambda(u) = \det_{i,j=1,\ldots,\lambda_1'} T_{\lambda_i-i,j}(u - j + 1) = \det_{i,j=1,\ldots,d(\lambda)} T_{\lambda_i-i,j}(u).
\] (5.8)
Below we will argue that these formulas allow one to establish a close connection with classical MKP integrable hierarchy and to recover a hidden free fermionic structure in the auxiliary space.

### 5.3 The master $T$-operator

Let us introduce a generating function of the $T$-operators (the master $T$-operator) depending on an infinite number of parameters $t = \{t_1, t_2, \ldots\}$:

$$T(u, t) = \sum_\lambda s_\lambda(t) T^\lambda(u).$$  (5.9)

These operators commute for different values of the parameters: $[T(u, t), T(u', t')] = 0$. The $T$-operators $T^\lambda(u)$ can be restored from the master $T$-operator according to the formula

$$T^\lambda(u) = s_\lambda(\tilde{\partial})T(u, t) \bigg|_{t=0},$$  (5.10)

where $\tilde{\partial} = \{\partial_{t_1}, \frac{1}{2}\partial_{t_2}, \frac{1}{3}\partial_{t_3}, \ldots\}$. In particular, $T(u, 0 + [z^{-1}])$ is the generating series for $T$-operators corresponding to the symmetric representations:

$$T(u, [z^{-1}]) = \sum_{s \geq 0} z^{-s} T_s(u).$$  (5.11)

#### 5.3.1 The master $T$-operator as a $\tau$-function

Comparing formulas (5.6) with (3.18) and (5.7) with (3.17), one can see that they coincide after the identification $u \leftrightarrow n$ and $T^\lambda(u) \leftrightarrow c_\lambda(n)$. According to section 3.3.2, this implies that there exists a fermionic group-like element $\hat{G}$ (an operator in the quantum space of the model) and a $u$-dependent operator $\hat{C}(u)$ such that

$$T^\lambda(u) = (-1)^{b(\lambda)} \hat{C}(u) \langle \lambda, u | \hat{G} | u \rangle$$  (5.12)

(which makes sense at least for integer values of $u$), and thus the master $T$-operator is the $\tau$-function of the MKP hierarchy:

$$T(u, t) = \hat{C}(u) \langle u | e^{J(t)} \hat{G} | u \rangle.$$  (5.13)

Setting $t_k = 0$, we get $T(u, 0) = T^0(u)$ whence

$$\hat{C}(u) \langle u | \hat{G} | u \rangle = \phi(u)$$  (5.14)

(multiplication by the identity operator in the quantum space of the model is implied in the r.h.s.)

A weaker statement, that the master $T$-operator is the $\tau$-function of the KP-hierarchy if $T^\lambda(u)$ in (5.9) has the CBR-determinant representation, can be proved independently in the following way. Suppose $T^\lambda(u)$ has the CBR determinant representation (5.6). Then it can be expressed as the Giambelli determinant (5.7) in the Frobenius notation.
for the Young diagram $\lambda = (\alpha_1, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)$ (see Appendix C). For any $k, l \in \{1, 2, \ldots, d(\lambda)\}$, $k < l$, the Jacobi identity for this Giambelli determinant reads:

$$T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \hat{\beta}_l, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)}(u)T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \beta_l, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)}(u)$$
$$- T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \beta_l, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)}(u)T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \beta_l, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)}(u)$$
$$+ T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \alpha_d | \beta_1, \ldots, \hat{\beta}_l, \ldots, \beta_d)}(u)T^{(\alpha_1, \ldots, \hat{\alpha}_k, \ldots, \alpha_d | \beta_1, \ldots, \hat{\beta}_l, \ldots, \beta_d)}(u) = 0, \quad (5.15)$$

where $\hat{\alpha}_k$ (resp. $\hat{\beta}_l$) means that $\alpha_k$ (resp. $\beta_l$) is removed from the original diagram $(\alpha_1, \ldots, \alpha_d | \beta_1, \ldots, \beta_d)$. This is nothing but the 3-term relation given in [14], which is known to be the necessary and sufficient condition that $T(u, t)$ solves the KP hierarchy. Therefore, $T(u, t)$ is a $\tau$-function. In other words, the functional relations (5.6), (5.7) mean that the $T$-operators $T^\lambda(u)$ are Plücker coordinates for the $\tau$-function $T(u, t)$.

We emphasize that the notion of the master $T$-operator is independent of the specific form of the $R$-matrix. The key point is that $T^\lambda(u)$ in (5.9) is the transfer matrix obtained by the standard fusion procedure in the auxiliary space (the horizontal leg) labeled by the Young diagram $\lambda$. The master $T$-operator is thus well-defined for spin chains with trigonometric and elliptic $R$-matrices as well and the statement that it is a $\tau$-function still holds. The statement is also applicable to the $T$-operator corresponding to any higher representation in the quantum space of the model. It can be also applicable to the $q$-characters of representations of quantum affine algebras [35].

### 5.3.2 Hirota equations for the master $T$-operator

As any $\tau$-function, the master $T$-operator satisfies the bilinear identity

$$\oint_C e^{\xi(t' - t, z)} z^{u - u'} T(u, t - [z^{-1}]) T(u', t' + [z^{-1}]) \, dz = 0 \quad (5.16)$$

for all $u, u', t, t'$. Here the integrand should be interpreted as a formal power series on $z$ and the contour $C$ should encircle $z = \infty$. By standard manipulations, one can derive from (5.16) the infinite KP and MKP hierarchies of differential equations. Making the shift of variables $t \to t + a$, $t' \to t - a$ in (5.16), where $a = (a_1, a_2, \ldots)$ and setting

---

5 $\alpha_k$ and $\beta_k$ here are related to the parameters in page 959 of [16] as $i_k = \alpha_k, j_k = -\beta_k - 1, r = d$.

6 For the trigonometric case (or the rational case), we can define the “universal master $T$-operator”. Let $R$ be the universal R-matrix associated with $U_q(\mathfrak{gl}(N))$. $R$ is considered to be an element of $B_+ \otimes B_-$, where $B_\pm$ are Borel subalgebras. Let $\pi_\lambda(u)$ be an evaluation representation of $U_q(\mathfrak{gl}(N))$ based on a tensor representation of $U_q(\mathfrak{gl}(N))$ labeled by the Young diagram $\lambda$. This representation depends on the spectral parameter $u$ since the evaluation map does. We can define the universal $T$-operator (cf. [33]) as $T^\lambda(u) = (\text{Tr} \otimes \text{id})(\pi_\lambda(u) \otimes \text{id})(g \otimes 1) R$, where $g$ is a twist element (a function of the Cartan elements). Then our universal master $T$-operator is obtained by substituting this into (5.9). Now (5.9) is an element of $B_-$. One can obtain a master $T$-operator on a particular quantum space $V$ if we consider a representation of $B_-$. For example, if we consider $V = \pi_{(1)}(\xi_1) \otimes \pi_{(1)}(\xi_2) \otimes \cdots \otimes \pi_{(1)}(\xi_L)$, where $\{\pi_{(1)}(\xi_l)\}_{l=1}^L$ are fundamental representations we obtain the master $T$-operator for a lattice model in section 5.3.3 (as a limit $q \to 1$). If we consider a space of the vertex operators of CFT for $V$, we will obtain a master $T$-operator for CFT. It is tempting to rewrite the universal master $T$-operator as a kind of determinant over some function of $(\pi_{(1)}(u) \otimes \text{id})(R)$, where $\pi_{(1)}(u)$ is the fundamental representation. This should be a generalization of a generating function of transfer matrices (cf. [34]).
\( u - u' \in \mathbb{Z}_{\geq 0} \), one obtains, in the usual way, the following Hirota-type bilinear differential equation for the MKP hierarchy:

\[
\sum_{m=0}^{\infty} h_m(2a)h_{m+u-u'+1}(-\hat{D})e^{\sum_{k=1}^{\infty} \lambda_k D_k} T(u, t) \cdot T(u', t) = 0. \tag{5.17}
\]

Here \( \hat{D}_t = (D_{t_1}, \frac{1}{2} D_{t_2}, \frac{1}{3} D_{t_3}, \ldots) \), where \( D_{t_k} \) is the Hirota derivative with respect to \( t_k \).

For example, the first equation of the MKP hierarchy reads

\[
\partial_t \log \frac{T(u + 1, t)}{T(u, t)} = \partial_{t_1}^2 \log \left( T(u + 1, t) T(u, t) \right) \left( \partial_{t_1} \log \frac{T(u + 1, t)}{T(u, t)} \right). \tag{5.18}
\]

The bilinear relations \( (3.7), (3.9) \) for \( T(u, t) \) can be written as

\[
(z_2 - z_3) T \left( u, t + [z_1^{-1}] \right) T \left( u, t + [z_2^{-1}] + [z_3^{-1}] \right) + (231) + (312) = 0 \tag{5.19}
\]

(z_2 - z_3) T \left( u + 1, t + [z_1^{-1}] \right) T \left( u, t + [z_2^{-1}] \right) + z_1 T \left( u + 1, t + [z_2^{-1}] \right) T \left( u, t + [z_1^{-1}] \right)

\[
\quad + (z_1 - z_2) T \left( u + 1, t + [z_1^{-1}] + [z_2^{-1}] \right) T \left( u, t \right) = 0 \tag{5.20}
\]

(comparing to \( (3.7), (3.9) \), we have made the overall shift of the time variables \( t \rightarrow t + [z_1^{-1}] + [z_2^{-1}] + [z_3^{-1}] \) in \( (5.19) \) and \( t \rightarrow t + [z_1^{-1}] + [z_2^{-1}] \) in \( (5.20) \)).

For any positive integer \( K \) and any subset \( \{i_1, i_2, \ldots, i_n\} \subset \{1, 2, \ldots, K\} \) where all \( i_k \) are different, we introduce the operator

\[
T^{(i_1, i_2, \ldots, i_n)}(u, t) = T(u, t + \sum_{k=1}^{n} [z_{i_k}^{-1}]). \tag{5.21}
\]

Solving \( (5.20) \) for \( (5.21) \) recursively, we obtain the determinant formulas

\[
T^{(i_1, i_2, \ldots, i_n)}(u, t) = \frac{\det_{1 \leq k, j \leq n} (z_{i_k}^{j-n} T^{(i_k)} (u - j, t))}{\det_{1 \leq k, j \leq n} (z_{i_k}^{j-n}) \prod_{k=1}^{n} T(u - k, t)}, \tag{5.22}
\]

\[
T^{\{1,2,\ldots,K\} \setminus \{i_1, i_2, \ldots, i_n\}}(u, t) = \frac{\det_{1 \leq k, j \leq n} (z_{i_k}^{j-n} T^{\{1,2,\ldots,K\} \setminus \{i_k\}} (u + j - 1, t))}{\det_{1 \leq k, j \leq n} (z_{i_k}^{j-n}) \prod_{k=1}^{n} T^{\{1,2,\ldots,N\}} (u + k, t)}, \tag{5.23}
\]

Note that \( (5.19) \) is a Plücker identity for \( (5.22) \) and \( (5.20) \) is the Jacobi identity for \( (5.22) \).

### 5.3.3 The master \( T \)-operator in models with rational \( R \)-matrices

For models with rational \( R \)-matrices, the \( T \)-operators \( T^\lambda(u) \) \( (5.2) \) admit a more explicit realization in terms of the co-derivative operators acting on functions of the twist matrix \( g \in GL(N) \) \( 9 \):

\[
T^\lambda(u) = (u - \xi_1 + \hat{D}) \otimes \ldots \otimes (u - \xi_L + \hat{D}) \chi_\lambda(g)
\]

\[
= \bigotimes_{i=1}^{L} (u - \xi_i + \hat{D}) \chi_\lambda(g). \tag{5.24}
\]
where $\chi_{\lambda}(g) = \text{tr} \pi_{\lambda}(g)$ is the character of $g$ in the representation $\pi_{\lambda}$. All necessary information about the co-derivative $\hat{D}$ is given in Appendix D.

Set

$$F_g(t) = \exp \left( \sum_{k \geq 1} t_k \text{tr} g^k \right). \quad (5.25)$$

As immediately follows from its definition, the master $T$-operator (5.9) can be written in terms of the co-derivative as follows

$$T(u, t) = \bigotimes_{i=1}^{L} (u - \xi_i + \hat{D}) F_g(t). \quad (5.26)$$

Note that each term in the direct product introduces a spin into the underlying quantum spin chain.

Alternatively, using the fact that $(\det g)^{-u} \hat{D} (\det g)^u = \hat{D} + u$, we can also write it as

$$T(u, t) = (\det g)^{-u} \bigotimes_{i=1}^{L} (\hat{D} - \xi_i) F_g(u, t), \quad (5.27)$$

hiding the spectral parameter into the trivial $\tau$-function (with no spins)

$$F_g(u, t) = (\det g)^{u} F_g(t) = (\det g)^{u} \exp \left( \sum_{k \geq 1} t_k \text{tr} g^k \right).$$

In this form it is clear that the spectral parameter is naturally combined with $t_i$ into a hierarchy of times $u = t_0, t_1, t_2, \ldots$:

$$F_g(u, t) = \exp \left( \sum_{k \geq 0} t_k \text{tr} g^{(k)} \right), \quad \text{where } g^{(k)} = \begin{cases} g^k & \text{if } k > 0 \\ \log g & \text{if } k = 0. \end{cases} \quad (5.28)$$

The explicit form of the simplest $T$-operators for a chain of length $L = 1, 2$ is:

$$T_{(L=1)}(u, t) = \left( (u - \xi_1) I + \sum_{k \geq 1} k t_k g^k \right) \exp \left( \sum_{l \geq 1} t_l \text{tr} g^l \right), \quad (5.29)$$

$$T_{(L=2)}(u, t) = \left( (u - \xi_1)(u - \xi_2) I \otimes I + (u - \xi_1) \sum_{k \geq 1} k t_k I \otimes g^k + (u - \xi_2) \sum_{k \geq 1} k t_k g^k \otimes I \\
+ \sum_{k \geq 1} \sum_{k' \geq 1} k k' t_k t_{k'} g^k \otimes g^{k'} + \sum_{k \geq 1} \sum_{\alpha=0}^{k-1} k t_k P (g^\alpha \otimes g^{k-\alpha}) \right) \exp \left( \sum_{l \geq 1} t_l \text{tr} g^l \right), \quad (5.30)$$

where $P$ is the permutation operator (see Appendix D for definitions). For clarity, the unit matrix $I$ is everywhere written explicitly.

Using the method of [8], it is possible to show that the master $T$-operator contains the whole family of Baxter $Q$-operators as well as the $T$-operators that emerge on intermediate levels of the nested Bethe ansatz. This will be explained in section 5.5.
It follows from (5.26) that

\[ T(u, t - [z^{-1}]) = \bigotimes_{i=1}^{L} (u - \xi_i + \hat{D}) \left[ (\det(\mathbb{I} - z^{-1}g))F_g(t) \right], \]

(5.31)

\[ T(u, t + [z^{-1}]) = \bigotimes_{i=1}^{L} (u - \xi_i + \hat{D}) \left[ (\det(\mathbb{I} - z^{-1}g))^{-1}F_g(t) \right]. \]

Using these formulas, one can explicitly verify that

\[ \lim_{z \to 0} \left[ (-z)^{\pm N}T(u, t \mp [z^{-1}]) \right] = (\det g)^{\pm 1}T(u \pm 1, t). \]

(5.32)

Comparing with the prescription (3.14), we see that there is an extra factor $(\det g)^{\pm 1}$ which is due to a slightly different definition of the $\tau$-function: in our case it is a pure polynomial in $u$ while in (3.14) it is a polynomial multiplied by an exponential function.

Denoting $\hat{D}_L(u) := \bigotimes_{i=1}^{L} (u - \xi_i + \hat{D})$ and $w(z) = (\det(\mathbb{I} - zg))^{-1}$ for brevity, we can rewrite (5.19), (5.20) in the form

\[ (z_2 - z_3) \left( \hat{D}_L(u)w(z_1^{-1})F_g \right) \left( \hat{D}_L(u)w(z_2^{-1})w(z_3^{-1})F_g \right) + (231) + (312) = 0, \]

(5.33)

\[ z_2 \left( \hat{D}_L(u + 1)w(z_1^{-1})F_g \right) \left( \hat{D}_L(u)w(z_2^{-1})F_g \right) - z_1 \left( \hat{D}_L(u + 1)w(z_2^{-1})F_g \right) \left( \hat{D}_L(u)w(z_1^{-1})F_g \right) \]

\[ + (z_1 - z_2) \left( \hat{D}_L(u + 1)w(z_1^{-1})w(z_2^{-1})F_g \right) \left( \hat{D}_L(u)F_g \right) = 0. \]

(5.34)

In the second equation, one can recognize the “master identity” from [8] (to identify them, the redefinition $z_i \to 1/z_i$ is required). The relation (5.32) implies that equation (5.34), which is the Hirota equation for MKP hierarchy, follows from (5.33), which is the Hirota equation for the KP hierarchy, in the limit $z_3 \to 0$. Note that at $t_i = 0$ (i.e., $F_g = 1$) and $u = \xi_1 = \cdots = \xi_L = 0$, the third term in equation (5.34) vanishes since $\hat{D}_L \cdot 1 = 0$ and the equation becomes the “basic identity” (5.9) from [9]

\[ z \left( (1 + \hat{D})^{\otimes L} w(z) \right) \left( \hat{D}^{\otimes L}w(z') \right) = z' \left( (1 + \hat{D})^{\otimes L}w(z') \right) \left( \hat{D}^{\otimes L}w(z) \right), \]

(5.35)

where we put $z = z_1^{-1}, z' = z_2^{-1}$.

When $z \to 0$, (5.35) reduces to the following identity [9] linear in $w$,

\[ \hat{D}^{\otimes L}w(z') = z' \left( g_1 \mathcal{P}_{1...L} \right) \left( (1 + \hat{D})^{\otimes L}w(z') \right), \]

(5.36)

where we used $w(z) = 1 + z \text{tr } g + O(z^2)$ and

\[ \hat{D}^{\otimes L} \text{tr } g = g_1 \mathcal{P}_{1...L}. \]

(5.37)

Here $\mathcal{P}_{1...L} = \mathcal{P}_{12}\mathcal{P}_{23}\cdots\mathcal{P}_{L-1,L}$ is the full cyclic permutation in the quantum space stemming from (D3) and from the repeated use of (D7) (see Appendix D). The subscript in $g_1$ means that it acts, as a matrix, in the space number 1 of the spin chain. Note that
the order of operators in (5.35) is irrelevant due to the commutation of transfer-matrices with arbitrary auxiliary representations. Similarly, for \( z' \to 0 \), in the first order in \( z' \) we obtain:

\[
 z \left( 1 + \hat{D} \right) \otimes \mathcal{P}(z) = \left( \hat{D} \otimes \mathcal{P}(z) \right) (g_1 \mathcal{P}_{1..L})^{-1} .
\] (5.38)

It is a direct consequence of (5.36) if we recall that the two factors in (5.38) commute: both are particular cases of the same family of commuting transfer-matrices. Eqs. (5.36) and (5.38) were proven in a combinatorial way in [9]. Multiplying the left hand sides and the right hand sides of (5.36) and (5.38) we restore again the relation (5.35) which served there as the main tool for the direct proof of the CBR formulas.

As is explained above, equation (5.38) was proven in [9] in a combinatorial way. Let us now show how the case \( F_g = 1 \) of (5.34), i.e.,

\[
 z_2 \left( \hat{D}_L(u+1)w(z^{-1}_2) \right) \left( \hat{D}_L(u)w(z^{-1}_2) \right) - z_1 \left( \hat{D}_L(u+1)w(z^{-1}_2) \right) \left( \hat{D}_L(u)w(z^{-1}_2) \right) + (z_1 - z_2) \left( \hat{D}_L(u+1)w(z^{-1}_2)w(z^{-1}_2) \right) \left( \hat{D}_L(u)1 \right) = 0 .
\] (5.39)

can be deduced from it. First we notice that when \( L \geq 1 \), equation (5.35) is the particular case of (5.39) when \( \xi = u \) for all \( i = 1, \ldots, L \). Next we notice that although (5.35) only holds if \( L \geq 1 \), the third term in (5.39) is such that (5.39) also holds (trivially) when \( L = 0 \). Since the left hand side of (5.39) is polynomial in the variables \( u_i := u - \xi_i \), this allows for a recurrence procedure which proves that the term with an arbitrary degree in each \( u_i = (u - \xi_i) \) in (5.39) is equal to zero. See Appendix E for a detailed proof on this.

### 5.3.4 Proof of the determinant representation and the Hirota equation for the master \( T \)-operator

A chain of arguments in [9, 8] allows one to give a self-contained proof “from the first principles” of the central claim of this paper: the master \( T \)-operator for rational spin chains is a tau-function of the MKP hierarchy. Here we give a direct proof of this statement using the representation of the master \( T \)-operator through the co-derivatives.

The master identity in the form (5.20) or (5.34) directly follows from the determinant formula (5.22) by applying the Jacobi identity. So in order to prove the master identity it is enough to prove (5.22). In fact, for this proof we can assume, without loss of generality, that \( t = 0 \). Indeed, the product\footnote{Here we change all \( z_k \to \frac{1}{z_k} \) for convenience.}

\[
 F_g(t + \sum_{k=1}^{K} [z_k] \bigg|_{t=0} = \prod_{k=1}^{K} w(z_k) \tag{5.40}
\]

can approximate \( F_g(t) \) for any set of \( t \) with any needed accuracy, if \( K \) is sufficiently large, by an appropriate choice of the parameters \( z_1, z_2, \ldots, z_K \). In other words, we change the variables from \( t \) to \( z_1, z_2, \ldots, z_K \) (which is the Miwa change of variables):

\[
 T^{(1,2,\ldots,K)}(u) := T \left( u, \sum_{k=1}^{K} [z_k] \right) = \hat{D}_L(u) \prod_{k=1}^{K} w(z_k) \tag{5.41}
\]
or, for a subset \( \{i_1, i_2, \ldots, i_n\} \subset \{1, 2, \ldots, K\} \),

\[
T^{\{i_1, i_2, \ldots, i_n\}}(u) := T \left( u, \sum_{k=1}^{n} [z_{i_k}] \right) = \hat{\mathcal{D}}_L(u) \prod_{k=1}^{n} w(z_{i_k}). \tag{5.42}
\]

Then, in order to prove (5.34) for arbitrary \( t \), it is sufficient to prove (5.34) for arbitrary \( t = 0 + \sum_{k=1}^{K} [z_k] \), which is equivalent to proving (5.22) when \( t = 0 \). Therefore, we only have to prove the identity

\[
T^{\{i_1, i_2, \ldots, i_n\}}(u) = \frac{\det_{1 \leq k, j \leq n} \left( z_{i_k}^{n-j} \hat{\mathcal{D}}_L(u - j + 1) w(z_{i_k}) \right)}{\det_{1 \leq k, j \leq n} \left( z_{i_k}^{n-j} \hat{\mathcal{D}}_L(u - j) w(z_{i_k}) \right)}, \tag{5.43}
\]

This formula expresses the general \( T^{\{i_1, i_2, \ldots, i_n\}}(u) \) through \( T^{\{i\}}(u) \) with only one index (the generating operator for transfer matrices in symmetric representations). The proof goes along the same lines as the proof of the CBR formula in [9]. It consists of two steps:

1. We should prove that \( T^{\{i_1, i_2, \ldots, i_n\}}(u) \) is a polynomial operator of the power \( L \), as it is clear from the definition;

2. We should prove that the coefficients of polynomials in the r.h.s. and the l.h.s. of (5.43) are equal.

In order to prove the first statement, it is enough to show that the determinant in the numerator vanishes at all zeros of the denominator, namely at \( u = \xi_l + j \), \( l = 1, \ldots, L \), \( j = 1, \ldots, n - 1 \). For that, let us compare two consecutive columns, the \( j \)'th and the \( (j+1) \)'th, of the matrix in the numerator. If the \( 2 \times 2 \) minor determinant

\[
\det \begin{vmatrix}
  z_{i_k}^{n-j} \hat{\mathcal{D}}_L(u - j + 1) w(z_{i_k}) & z_{i_k}^{n-j-1} \hat{\mathcal{D}}_L(u - j) w(z_{i_k}) \\
  z_{i_{k'}}}^{n-j} \hat{\mathcal{D}}_L(u - j + 1) w(z_{i_{k'}}) & z_{i_{k'}}}^{n-j-1} \hat{\mathcal{D}}_L(u - j) w(z_{i_{k'}})
\end{vmatrix}
\tag{5.44}
\]

built out of any two arbitrary rows \( k \) and \( k' \) of these two columns are zero, then the whole determinant vanishes. Indeed, the corresponding operatorial identity

\[
z \left( \hat{\mathcal{D}}_L(\xi_l + 1) w(z) \right) \left( \hat{\mathcal{D}}_L(\xi_l) w(z') \right) - z' \left( \hat{\mathcal{D}}_L(\xi_l + 1) w(z') \right) \left( \hat{\mathcal{D}}_L(\xi_l) w(z) \right) = 0 \tag{5.45}
\]

appeared in [9] in relation to the proof of the CBR formula. This identity can be deduced from (5.39), where the third term is equal to zero at position \( u = \xi_l \). The identity (5.39) itself is, as shown above, deduced from the relation (5.35) (which is proven diagrammatically in [9]) by recurrence over the size \( L \) of the spin chain.

The proof of the second statement, about the equality of coefficients in polynomials on both sides of (5.43), can be achieved by comparing their large \( u \) asymptotics. First, we can rewrite (5.43) as follows:

\[
T^{\{i_1, i_2, \ldots, i_n\}}(u) = \frac{u_1 u_2 \cdots u_L \det_{1 \leq k, j \leq n} \left( z_{i_k}^{n-j} \otimes_{l=1}^{L} \left( 1 + \frac{1}{u_l + 1 - j} \hat{\mathcal{D}} \right) w(z_{i_k}) \right)}{\det_{1 \leq k, j \leq n} \left( z_{i_k}^{n-j} \right)}. \tag{5.46}
\]

\(^8\)Of course these minors vanish only under the constraint that \( u = \xi_l + j \), where \( l = 1, \ldots, L \), and \( j = 1, \ldots, n - 1 \).
The r.h.s. must be a linear polynomial in each of the variables \(u_l\). We can then reconstruct this polynomial from the large \(u_l\) asymptotics. For example, for large \(u_1\) we find

\[
T^{\{i_1,i_2,...,i_n\}}(u) \propto \frac{u_2u_3 \cdots u_L(u_1 + \hat{D}) \det_{1 \leq k,j \leq n} \left( z_{i_k}^{n-j} \otimes_{l=2}^L \left( 1 + \frac{1}{u_l+1-j} \hat{D} \right) w(z_{i_k}) \right)}{\det_{1 \leq k,j \leq n} \left( z_{i_k}^{n-j} \right)},
\]

where we used the fact that at large \(u_1\) the co-derivative in the bracket \( \left( 1 + \frac{1}{u_1+1-j} \hat{D} \right) \) can occur only once in each of \( L! \) terms of determinant and the Leibniz rule to give the right overall asymptotics \( u_1 \times 1/u_1 = 1 \). Expanding in this way for each of the remaining \( u_l \)'s we recover in the r.h.s. the original definition (5.42).

In this way we have proved the determinant formula (5.22). It amounts not only to the proof of the master identity (5.20) but also to the fact that the master \( T \)-operator satisfies the whole general Hirota bilinear identity (5.16) for the MKP hierarchy.

Let us note that the commutativity of two general master operators (1.5) follows, in virtue of the determinant representation (5.22), from the commutativity of generating functions of \( T \)-operators for the symmetric tensor representations

\[
\left( \hat{D}_L(u)w(z) \right) \left( \hat{D}_L(u')w(z') \right) = \left( \hat{D}_L(u')w(z') \right) \left( \hat{D}_L(u)w(z) \right).
\]

A proof of this last relation can be also found in [9].

### 5.3.5 Analyticity properties of the BA functions related to the master \( T \)-operator

Equations (5.31) also allow us to characterize the class of solutions of the classical Hirota equations relevant to the quantum spin chain. First of all, it is obvious that the master \( T \)-operator is a polynomial in \( u \) of degree \( L \). Second, consider the (operator-valued) BA function and its adjoint:

\[
\psi_u(t, z) = \frac{z^u e^{\xi(t, z)} T(u, t - [z^{-1}])}{T(u, t)}, \quad \psi_u^*(t, z) = z^{-u} e^{-\xi(t, z)} \frac{T(u, t + [z^{-1}])}{T(u, t)}.
\]

From (5.31) it is clear that the function \( \psi \) is of the form (4.2) while the function \( \psi^* \) is of the form (4.3) with the poles at the points \( p_i \) which are the eigenvalues of the twist matrix \( g \) (assumed to be all distinct and nonzero). This means that in the appropriate basis \( g \) can be diagonalized:

\[
g = \text{diag} \left( p_1, p_2, \ldots, p_N \right).
\]

The maximal possible order of each pole is \( L+1 \). Indeed, the \( T \)-operator for the empty spin chain (at \( L = 0 \)) gives first order poles at \( p_i \):

\[
T_{(L=0)}(u, t + [z^{-1}]) = \left( \prod_{i=1}^N \frac{z}{z - p_i} \right) \exp \left( \sum_{i=1}^N \sum_{k \geq 1} t_k p_i^k \right),
\]

and each co-derivative increases the order of each pole by 1. Note also that (5.51) (and thus the adjoint BA function) has zero of order \( N \) at \( z = 0 \).
5.4 The wave operators as non-commutative generating series

The wave operators (3.30), (3.31) for the master \( T \)-operator are of the form

\[
W(u, t) = \sum_{a \geq 0} h_a(-\tilde{\partial}) T(u, t) e^{-a\partial_u},
\]

\[
W^{-1}(u, t) = \sum_{s \geq 0} e^{-s\partial_u} h_s(\tilde{\partial}) T(u+1, t) \frac{T(u+1, t)}{T(u, t)}.
\]

Expanding both sides of (5.31) in powers of \( z \), we get

\[
h_k(\tilde{\partial}) T(u, t) = \prod_{i=1}^L (u - \xi_i + \hat{D}) \left[ \chi_k(g) F_g(t) \right],
\]

\[
h_k(-\tilde{\partial}) T(u, t) = \prod_{i=1}^L (u - \xi_i + \hat{D}) \left[ (-1)^k \chi^k(g) F_g(t) \right],
\]

where \( \chi_k(g), \chi^k(g) \) are characters of symmetric and antisymmetric representations respectively. From (5.55) it is clear that \( h_a(-\tilde{\partial}) T(u, t) = 0 \) for \( a > N \) because the antisymmetric \( GL(N) \) character \( \chi^a(g) \) vanishes. Therefore, the series (5.52) is truncated:

\[
W(u, t) = \sum_{a=0}^N h_a(-\tilde{\partial}) T(u, t) e^{-a\partial_u}.
\]

Moreover, since for \( GL(N) \) \( \chi^N(g) = \det g \), we have from (5.55):

\[
h_N(-\tilde{\partial}) T(u, t) = \prod_{i=1}^L (u - \xi_i + \hat{D}) \left[ (-1)^N \det g F_g(t) \right]
\]

\[
\quad = (-1)^N \det g \prod_{i=1}^L (u + 1 - \xi_i + \hat{D}) F_g(t)
\]

\[
\quad = (-1)^N \det g T(u+1, t),
\]

and so the coefficient in front of the last term in (5.56) is equal to \( (-1)^N \det g \frac{T(u+1, t)}{T(u, t)} \) as it should, as soon as the points \( p_i \) are identified with eigenvalues of the matrix \( g \) (compare with (4.14) and recall that the \( \tau \)-function from section 4 and the master \( T \)-operator from this section should be identified as \( \tau_{\text{u}}(t) = (\det g)^u T(u, t) \)).

We conclude that the \( \tau \)-function (5.9) corresponding to the \( GL(N) \)-invariant spin chain on \( L \) sites must obey the following two conditions:

- It is a polynomial in \( u \) of degree \( L \) multiplied by exponential function of a linear function of times,

- The series for the wave operator (or, equivalently, the expansion of the Baker-Akhiezer function) truncates at the \( N \)-th term.
At last, we remark that the wave operator (5.52) at \( t_i = 0 \) is nothing else than the "non-commutative generating series" of \( T \)-operators for antisymmetric (fundamental) representations \( T^a(u) := T^{(1^a)}(u) \):

\[
W(u, 0) := W(u) = \sum_{a=0}^{N} (-1)^a \frac{T^a(u)}{\phi(u)} e^{-a\partial_u}.
\] (5.57)

Similarly, \( W^{-1}(u) \) is the "non-commutative generating series" of \( T \)-operators for symmetric representations \( T_s(u) := T^{(s)}(u) \) (cf. [3]):

\[
W^{-1}(u) = \sum_{s=0}^{\infty} e^{-s\partial_u} \frac{T_s(u + 1)}{\phi(u + 1)} = \sum_{s=0}^{\infty} \frac{T_s(u-s+1)}{\phi(u-s+1)} e^{-s\partial_u}.
\] (5.58)

The operator \( T^N(u) = \det g T^0(u+1) = \det g \phi(u+1) \) is known as the quantum determinant of the quantum monodromy matrix. These formulas become more simply looking in the normalization (5.5):

\[
W(u) = \sum_{a=0}^{N} (-1)^a T^a(u) e^{-a\partial_u}, \quad W^{-1}(u) = \sum_{s=0}^{\infty} e^{-s\partial_u} T_s(u + 1).
\] (5.59)

It would be interesting to clarify the role of the classical Lax operator (3.32) in the quantum spin chain.

### 5.5 Undressing Bäcklund flow and Baxter \( Q \)-operators

The construction of \( Q \)-operators originally introduced by Baxter [39] in his solution to the 8-vertex model is now generalized and developed in the literature in various directions (see e.g. [33, 40, 41]). In this section, we explain how the Baxter \( Q \)-operators emerge from the master \( T \)-operator using the approach of [8].

#### 5.5.1 Preliminary remarks

We will construct a set of \( Q \)-operators which can be identified with the Baxter \( Q \)-operators in the sense that:

1. The \( Q \)-operators are building blocks for the \( T \)-operators meaning that the latter are written in terms of the former in the Wronskian form. The Wronskian formulas resolve functional relations for the \( T \)- and \( Q \)-operators known as \( TQ \)-relations.

2. The \( Q \)-operators satisfy bilinear functional relations (the \( QQ \)-relations). With the additional input of analytical properties of the \( Q \)-operators (which are polynomials in \( u \) in our case), they imply the system of Bethe equations for their roots.

---

9 It is known that one can generate the \( T \)-operators for infinite-dimensional representations just by changing the expansion point of the non-commutative generating series [36, 37]. It will be very interesting to see how this phenomenon shows up for the master \( T \)-operator and to realize formulas for \( T \)-functions in [38] as operators.
Our construction of the $Q$-operators is directly related to the undressing chain of Bäcklund transformations from section 4.2. In our approach, the nested Bethe ansatz is represented by this undressing chain, where the size of the matrices involved in the Wronskian-like solution is successively reduced, as in equation (4.36). As it was shown in section 4.2, the undressing procedure basically consists in picking the singular terms of the function $T(u, t + [z^{-1}])$ (in this section it is an operator) at the poles at $z = p_1, p_2, \ldots, p_N$. Since the poles are in general of a high order, there are different versions of this procedure according to the possibility to consider different terms in the singular part of the Laurent expansion. As it was argued in section 4.1.5, they are essentially equivalent and differ by certain normalization factors only. Below in this section we consider in some detail two distinguished choices: picking the coefficients in front of the highest and the lowest poles.

As it was already mentioned, the master $T$-operator introduced in section 5.3.3 is a polynomial $\tau$-function in the variable $u$ while the $\tau$-functions from section 4 are polynomials multiplied by the overall exponential factor $\prod_{i=1}^{N} p_i$, so that the definition of the master $T$-operator differs from the $\tau$-function (4.13) by the factor $(\det g)^{-u}$. More precisely, let $|\omega\rangle$ be a basis of eigenvectors of the master $T$-operator and let $\langle\omega|\omega'\rangle = \delta_{\omega,\omega'}$. Then

$$\langle\omega| T(u, t) |\omega\rangle = (\det g)^{-u} \tau_u(t; |\omega\rangle),$$

(5.60)

where the $\tau$-function in the r.h.s. depends on the state $|\omega\rangle$. According to this, the undressing procedure should be slightly modified in order to preserve polynomiality of the $\tau$-functions at each level.

In this section we will work in the basis $e_\alpha$ where the twist matrix $g$ is diagonal: $ge_\alpha = p_\alpha e_\alpha$, $\alpha = 1, 2, \ldots, N$:

$$e_i = t(0, 0, \ldots, 0, 1, 0, \ldots, 0).$$

A basis of eigenvectors of $g^\otimes L = g \otimes g \otimes \ldots \otimes g$ is then given by

$$|\alpha_1 \alpha_2 \ldots \alpha_L\rangle = e_{\alpha_1} \otimes e_{\alpha_2} \otimes \ldots \otimes e_{\alpha_L}$$

with eigenvalues $p_{\alpha_1} p_{\alpha_2} \ldots p_{\alpha_L} = \prod_{j=1}^{N} p_i^{M_i}$, where $M_i$ is the number of indices $\alpha_i$ in the vector $|\alpha_1 \alpha_2 \ldots \alpha_L\rangle$ equal to $i$. These numbers can be regarded as eigenvalues of the operator $^{10}$

$$M_i = \sum_{k=1}^{L} \left( \prod_{(k-1)} \otimes m_i \otimes \prod_{(L-k)} \right), \quad \text{where} \quad m_i = \text{diag}(0, 0, \ldots, 0, 1, 0, \ldots, 0) = e_i^t e_i$$

(5.61)

Note that $m_i$ is a Cartan element $e_{ii}$ of $gl(N)$ in the fundamental representation and $M_i$ is its coproduct $\Delta^{(L-1)}(e_{ii})$. In addition, $g$ can be written as $g = \exp(\sum_{i=1}^{N} \log p_i e_{ii}) = \prod_{i=1}^{N} p_i^{e_{ii}}$ with respect to the above eigenbasis.
on the states $|\alpha_1\alpha_2\ldots\alpha_L\rangle$, so one can write $g^\otimes L = p_1^{M_1}p_2^{M_2}\ldots p_N^{M_N}$. It directly follows from the definition that $\sum_{i=1}^N M_i = L\otimes L$ and thus $\sum_{i=1}^L M_i = L$.

In [9, 8], it is shown that the $T$-operators can be explicitly written through diagrammatic expressions, and $T(u, t)$ is then a combination of permutations and diagonal operators. As a consequence, the operators $M_i$ commute with all the $T$-operators. In fact this follows from the $GL(N)$-invariance of the $R$-matrix and means that the eigenstates $|\omega\rangle$ of the $T$-operators can be classified according to the set of quantum numbers $M_i = M_i(|\omega\rangle) = \langle\omega| M_i |\omega\rangle$ and

$$\langle\omega| g^\otimes L |\omega\rangle = \prod_{i=1}^N p_i^{M_i(|\omega\rangle)}.$$ 

For what follows it is important to note that $M_i(|\omega\rangle)$ is the multiplicity of zero at $z = p_i$ of the eigenvalue of the operator $(z\mathbb{1} - g)^\otimes L$ on the state $|\omega\rangle$. More precisely, the following operator identity holds:

$$(z\mathbb{1} - g)^\otimes L = (z - p_1)^{M_1} (z - p_2)^{M_2} \ldots (z - p_N)^{M_N}. \tag{5.62}$$

### 5.5.2 The undressing procedure

For our purpose in this section the most convenient version of the undressing procedure is picking the coefficient in front of the most singular term of the Laurent expansion of $T(u, t + [z^{-1}])$ around its poles. As is shown in section 4.2, this version differs from the one based on taking residues by a normalization factor (which is an operator in the present section).

Applying the undressing procedure based on the highest poles, we note that there are $N$ different ways to define the $T$-operator at the first level of nesting by choosing $i \in \{1, \ldots, N\}$ and picking the coefficient in front of the highest pole at $p_i$:

$$T^{(i)}(u, t) = (-1)^{i-1} \det g p_i^{-1} e^{-\xi(t,p_i)} \res_{z=p_i} \left[ (z - p_i)^{M_i} T(u + 1, t + [z^{-1}]) \right], \tag{5.63}$$

where $M_i$ is the operator defined in [5.61]. This “operator multiplicity” reflects the fact that the order of the highest pole depends on the sector of the Hilbert space where the diagonalization is performed and is equal to $M_i + 1$. This expression (5.63) is nothing but the equation (4.42) with an extra factor

$$\langle\omega| T^{(i)}(u, t) |\omega\rangle = \left( \prod_{k=1, k \neq i}^N p_k^{-u} \right) \tau_u^{(i)}(t) \Big|_{\omega}, \tag{5.64}$$

which ensures the polynomiality of $T^{(i)}(u, t)$. Here we introduced a notation $||\omega\rangle$ to denote the state dependence of the function.

As the simplest example, consider the case $L = 1$. From (5.29) we find:

$$T_{(L=1)}(u, t + [z^{-1}]) = \left( \left(u - \xi_1\mathbb{1} + \sum_{k \geq 1} k t_k g^k + \frac{g}{z - g} \right) - e^{\sum_{l \geq 1} t_l\tr g^l} \right) \frac{1}{\det(\mathbb{1} - z^{-1}g)}. \tag{5.65}$$
As \( z \to p_i \), the r.h.s. has a double pole in the subspace spanned by the basis vector \( e_i \) and a simple pole when restricted to the subspace spanned by \( e_j \) with \( \alpha \neq i \). In the former subspace the eigenvalue of \((z - p_i)^M_i\) is \( z - p_i \) while in the latter it is 1. The explicit calculation of (5.63) gives:

\[
T_{(L=1)}^{(i)}(u, t) = (-1)^{i-1} p_i \left[ \sum_{j=1, \neq i}^N (u + 1 - \xi_1 + \sum_{k \geq 1}^N k t_k p_j^k + \frac{p_j}{p_i - p_j}) e_{jj} + p_i e_{ii} \right] \prod_{1 \leq \alpha \leq N, \alpha \neq i}^N \frac{p_\alpha e^{-\xi(t, p_\alpha)}}{1 - p_\alpha / p_i}
\]

where \( e_{ij} \) are the standard generators of the algebra \( gl(N) \).

At the next level of the Bäcklund nesting chain, one should choose \( j \in \{1, \ldots, N\} \setminus \{i\} \) and define:

\[
T^{(ij)}(u, t) = (-1)^{ij} (\det g)^2 (p_i p_j)^{-2} e^{-\xi(t, p_i) - \xi(t, p_j)} (p_j - p_i) \times \res_{z_i = p_i, z_j = p_j} \left[ (z_i - p_i)^M_i (z_j - p_j)^M_j T(u + 2, t + [z_i^{-1}] + [z_j^{-1}]) \right].
\]

The sign factor is \((-1)^{ij} = (-1)^{i+j+1} \varepsilon_{ij}\), where \( \varepsilon_{ij} = 1 \) if \( i < j \) and \(-1 \) if \( i > j \).

With this sign convention \( T^{(ij)}(u, t) \) is symmetric in the indices \( i, j \), or, equivalently, the transformations \( T \to T^{(i)} \to T^{(ij)} \) and \( T \to T^{(j)} \to T^{(ji)} \) commute for any \( i, j \), namely, \( T^{(ij)} = T^{(ji)} \).

The expression (5.67) is nothing but the \( n = 2 \) case of (4.43) with an extra factor

\[
\langle \omega | T^{(ij)}(u, t) | \omega \rangle = \left( \prod_{k=1, \neq i, j}^N p_k^{-u} \right) \tau_u^{(ij)}(t) \bigg|_{\omega}.
\]

This factor is necessary to make \( T^{(ij)}(u, t) \) a polynomial of the variable \( u \).

In order to proceed to higher levels, one should fix a subset \( I = \{i_1, i_2, \ldots, i_n\} \subset \{1, 2, \ldots, N\} \) and denote by \( J \) its complement: \( J = \{1, \ldots, N\} \setminus \{i_1, i_2, \ldots, i_n\} \). The “nesting level” is defined to be the number \( n \) of indices in the set \( \{i_1, i_2, \ldots, i_n\} \). In complete analogy with the cases \( n = 1, 2 \) considered above, we define \( T \)-operators \( T^{(i_1 \ldots i_n)}(u, t) \) on all intermediate levels by the formula (cf. (4.43)):

\[
T^{(i_1 \ldots i_n)}(u, t) = (-1)^{i_{n-1} - \text{Card}\{k|k < i_n, 1 \leq k \leq n-1\}} (\det g) \left( \prod_{\alpha=1}^n p_{i_\alpha}^{-u} \right) e^{-\xi(t, p_{i_n})} \times \res_{z_{i_n} = p_{i_n}} \left[ (z_{i_n} - p_{i_n})^M_{i_n} T^{(i_1 \ldots i_{n-1})}(u + 1, t + [z_{i_n}^{-1}]) \right],
\]

which leads to

\[
T^{(i_1 \ldots i_n)}(u, t) = (-1)^d_n \Delta_n (p_{i_1}, \ldots, p_{i_n}) (\det g)^n \left( \prod_{\alpha=1}^n p_{i_\alpha}^{-n} e^{-\xi(t, p_{i_\alpha})} \right) \times \res_{z_{i_k} = p_{i_k}} 1 \leq k \leq n \left[ \left( \prod_{i \in I} (z_i - p_i)^M_i \right) T(u + n, t + \sum_{i \in I} [z_i^{-1}]) \right],
\]

(5.70)
where $\Delta_n$ is the Vandermonde determinant [4.37] and $d_n$ is defined in section 4.2. The $T$-operator at level $n = 0$ is the master $T$-operator defined in [5.26]. According to this definition, the correspondence of eigenvalues of the $T$-operators at level $n$ and the $\tau$-functions at level $n$ given by [4.44] is as follows:

$$
\langle \omega | T^{(i_1 i_2 \ldots i_n)}(u, t) | \omega \rangle = \left( \prod_{j \in J} p_j^{-u} \right) \tau^{(i_1 i_2 \ldots i_n)}(t) \bigg|_{|\omega\rangle}.
$$

(5.71)

The $\tau$-function in the r.h.s. is obtained by the undressing procedure from $\tau_u(t; |\omega\rangle)$ according to the rules presented in section 4. Note that the eigenstate $|\omega\rangle$ is common for all the $T$-operators. One can also introduce “Plücker coordinates” for the $T$-operators on intermediate levels by the expansion

$$
T^{(i_1 i_2 \ldots i_n)}(u, t) = \sum_{\lambda} s_{\lambda}(t) T^{(i_1 i_2 \ldots i_n), \lambda}(u)
$$

(5.72)

whose form is identical to [5.9]. The diagrams $\lambda$ correspond here to representations of the subalgebra $gl(N - n) \subset gl(N)$.

It is clear that the bilinear relations of the form [4.39], [4.40] (cf. [5.19], [5.20]) hold for the $T$-operators $T^{(i_1 \ldots i_n)}(u, t)$ at any level and relate $T^{(i_1 \ldots i_n, ij)}(u, t)$ to $T^{(i_1 \ldots i_n, kl)}(u, t)$ and $T^{(i_1 \ldots i_n)}(u, t)$:

$$
\varepsilon_{ij} p_k^{-1} T^{(i_1 \ldots i_n, ij)}(u, t) T^{(i_1 \ldots i_n, kl)}(u + 1, t) + \varepsilon_{jk} p_i^{-1} T^{(i_1 \ldots i_n, ij)}(u, t) T^{(i_1 \ldots i_n, k)}(u + 1, t) = 0,
$$

(5.73)

$$
p_j^{-1} T^{(i_1 \ldots i_n, ij)}(u, t) T^{(i_1 \ldots i_n, kl)}(u + 1, t) + p_k^{-1} T^{(i_1 \ldots i_n, kl)}(u, t) T^{(i_1 \ldots i_n, ij)}(u + 1, t)
$$

(5.74)

$$
= \varepsilon_{ij} T^{(i_1 \ldots i_n, ij)}(u, t) T^{(i_1 \ldots i_n)}(u + 1, t),
$$

where $i, j, k \in \{1, 2, \ldots, N\} \setminus \{i_1, i_2, \ldots, i_n\}, i \neq j, i \neq k, j \neq k$.

We thus have the undressing chain that terminates at the level $N$:

$$
T(u, t) \rightarrow T^{(i_1)}(u, t) \rightarrow T^{(i_1 i_2)}(u, t) \rightarrow \ldots \rightarrow T^{(12 \ldots N)}(u, t) \rightarrow 0.
$$

(5.75)

It can be shown that the last (completely undressed) member of this chain is an invertible operator which does not depend on $u, t$: $T^{(12 \ldots N)}(u, t) = T^{(12 \ldots N)}$. An advantage of the undressing at the highest poles is that this operator has a simple explicit form:

$$
T^{(12 \ldots N)} = \frac{g^{\otimes L}}{\det_{1 \leq i, j \leq N} p_i^{-j}} \prod_{i=1}^{N} M_i! = \frac{(\det g)^{N} g^{\otimes L}}{\prod_{1 \leq l < k \leq N} (p_l - p_k)} \prod_{i=1}^{N} M_i!,
$$

(5.76)

which follows from the comparison of the large $u$ asymptotics of [4.13] and [5.26]. Namely, from [4.13] and [4.9] it follows that

$$
\tau_u(t) = (\det g)^{u \sum_{i=1}^{N} M_i} \left( \prod_{j=1}^{N} (a_{jM_j} e^{t \xi(t, p_j)}) \frac{\det_{1 \leq k, m \leq N} (p_k^{m-M_k})}{p_k^{m-M_k}} + O(u^{-1}) \right)
$$

(5.77)
while for $T(u, t)$ we have

$$T(u, t) = u^L \otimes L e^{\sum_{k=1}^{N} \xi(t, p_k)} + O(u^{L-1}). \quad (5.78)$$

Then (5.76) follows from (5.77), (5.78), (5.71) and the expression for the eigenvalues of the $T$-operator on the last level of nesting (follows from (4.44) and (5.71) for $n = N$):

$$\langle \omega | T^{(1\ldots N)} | \omega \rangle = \prod_{j=1}^{N} (M_j ! a_j M_j) \left| \langle \omega \rangle \right|. \quad (5.77)$$

Set

$$Q_j(u, t) = (T^{(1\ldots N)})^{-1} T^{(1\ldots j\ldots N)}(u, t). \quad (5.79)$$

In the notation of section 4 (see eq. (4.44)), we can write

$$\langle \omega | Q_j(u, t) | \omega \rangle = p_j^{-u} \frac{A_j(u-1, t)}{M_j ! a_j M_j} \left| \langle \omega \rangle \right|, \quad (5.80)$$

where the r.h.s. should be evaluated for the $\tau$-function corresponding to the state $|\omega\rangle$.

Similarly, one can define

$$Q_J(u, t) = (T^{(1\ldots N)})^{-1} T^{(i_1 \ldots i_n)}(u, t), \quad J = \{1, \ldots, N\} \setminus I. \quad (5.81)$$

In this general notation, the previously defined operator is $Q_j(u, t) = Q_{\{j\}}(u, t)$. From equation (4.44) we have, for $J = \{j_1, j_2, \ldots, j_{N-n}\}$:

$$Q_j(u, t) = \det_{1 \leq k, l \leq N-n} \left(p_k^{l-1} Q_{j_k}(u - l + 1, t)\right). \quad (5.82)$$

In particular, at $J = \{1, 2, \ldots, N\}$ this yields

$$T(u, t) = g^L \prod_{i=1}^{N} \frac{M_i !}{1 \leq k, l \leq N-n} \left(p_k^{N-1} Q_k(u - l + 1, t)\right) \left| \langle \omega \rangle \right|, \quad (5.83)$$

where we have used (5.76). These Wronskian-like determinants can also be obtained by taking residues of (5.23) at $z_{i_k} \to p_{i_k}$. The Jacobi identity for the determinant (5.82) gives the so-called $QQ$-relations, from which the Bethe equations follow.

In fact the operators $Q_j(u, t)$ introduced in the way explained above are the (specially normalized) $T$-operators on the intermediate levels of the undressing procedure. The Baxter $Q$-operators $Q_J(u)$ are then defined as their restrictions to zero values of $t$:

$$Q_J(u) = Q_J(u, t = 0). \quad (5.84)$$

We see from the above formulae that $Q_J(u)$ is expressed as a residue of the master T-operator. Moreover, if we restrict (5.80) to $t = 0$, and expand it similarly to (4.10) then we see that the coefficients $a_{im}$ in (4.9) can themselves be expressed from the residues of the master T-operator.
Comparing (5.11) to the equation (4.21) (restricted to \(t = 0\)) and using the definition (5.72), we conclude that for the symmetric representation \(\lambda = (s) = (s, 0, 0, \ldots)\) the following formula holds:

\[
T^{(i_1 \ldots i_n), \lambda}(u) = \det_{1 \leq i \leq N-n} \left( p_k^{\lambda_i + 1 - l} Q_k(u - l + \lambda_i + 1) \right). \tag{5.85}
\]

The Jacobi identity for this determinant is known as the \(TQ\)-relation. For all other representations this result can be plugged into an analogue of the CBR-formula (1.3):

\[
T^{(i_1 \ldots i_n), \lambda}(u) = \prod_{k=1}^{N-1} T^{(i_1 \ldots i_n)}(u-k)^{-1} \det_{i,j=1,\ldots,\lambda_i} T^{(i_1 \ldots i_n), (\lambda_i - i + j)}(u-j+1), \tag{5.86}
\]

to get that the determinant formula (5.85) actually holds for arbitrary Young diagrams with at most \(N - n\) rows (if it has more than \(N - n\) rows, then the \(T\)-operator vanishes identically). In the particular case \(I = \emptyset\) equation (5.85) yields the Wronskian determinant representation of the \(T\)-operator at fixed representation:

\[
T^\lambda(u) = g^{\otimes L} \left( \prod_{i=1}^{N} M_i! \right) \frac{\det_{1 \leq k,l \leq N} \left( p_k^{N+1-l+\lambda_i} Q_k(u - l + \lambda_i + 1) \right)}{\det_{1 \leq k,l \leq N} (p_k^{N-l})}. \tag{5.87}
\]

At \(L = 0\) the pre-factors and the operators \(Q_k(u)\) become simple (equal to \(1/p_j\)) and this formula coincides with the determinant representation (3.21) for characters. By construction, all the \(Q\)-operators are polynomials in \(u\) and the determinant formula (5.87) at \(\lambda = \emptyset\) must give the fixed polynomial \(\phi(u) = \prod_{j=1}^{L} (u - \xi_j)\). This requirement implies the system of Bethe equations for roots of the \(Q\)-operators (or rather their eigenvalues).

The undressing procedure is schematically illustrated in Fig. 2 for the case \(N = 2\). The green double arrow corresponds to the Bäcklund transformation (5.91), which "undresses" the \(T\)-operators by gradually decreasing the size of the matrices at each site of the lattice (which is the maximal possible height for the Young diagrams giving rise to non-zero \(T\)-functions). The blue arrow shows how the original \(T\)-operators are reconstructed by "dressing" with the \(Q\)-operators.

### 5.5.3 On other versions of the undressing procedure

The undressing procedure and the \(Q\)-operators can be defined in a number of equivalent ways. Here we mention some of them.

**Lowest poles.** Instead of picking the highest order pole, one might consider another version of the undressing procedure, based on taking residues at other poles (not of the highest order), as in section 4.2. For example, at the first level (cf. (4.30)), we may define:

\[
T^{(i)}(u, t) \propto \text{res}_{z=p_i} \left[ \left( \frac{z}{p_i} \right)^{-u-1} e^{-\xi(t,z)} T(u+1, t+ [z^{-1}]) \right]. \tag{5.88}
\]

This definition does not use the operators \(M_i\), at the price of less transparent normalization factors. In particular, the definition (5.88) with the unit pre-factor leads to a more complicated operator \(T^{(12 \ldots N)}\).
Construction of [8]. At last, let us compare our present construction with the one introduced in [8]. On the first level, noticing that \((z - p_i)^{M_i} = \frac{(zI - g) \otimes L}{\prod_{j=1, j \neq i} (z - p_j)^{-M_j}}\), we can rewrite (5.63) as

\[
T^{(i)}(u, t) = \det g \, p_i^{-1} e^{-\xi(t, p_i)} N_i \text{res}_{z=p_i} \left[ (zI - g)^{\otimes L} T(u + 1, t + \left[z^{-1}\right]) \right], \tag{5.89}
\]

where \(N_i = (-1)^{i-1} \prod_{j=1, j \neq i} (p_i - p_j)^{-M_j}. \tag{5.90}\)

The normalization factor \(N_i\) is independent of \(u\) and \(t\), and commutes with all the \(T\)-operators. For this reason it was disregarded in [8].

On higher levels (5.70) can as well be written as:

\[
T^{(i_1 \ldots i_n)}(u, t) = (\det g)^n \left( \prod_{\alpha=1}^{n} p_{i_{\alpha}}^{-n} e^{-\xi(t, p_{i_{\alpha}})} \right) N_{i_1 \ldots i_n}
\times \text{res}_{z_{i_k}=p_{i_k}} \left[ \prod_{\gamma=1}^{n} (z_{i_\gamma}I - g)^{\otimes L} T(u + n, t + \sum_{\alpha=1}^{n} [z_{i_\alpha}^{-1}]) \right], \tag{5.91}
\]

where \(N_{i_1 \ldots i_n}\) is an operatorial normalization factor which we don’t specify here. Let us now show that (5.91) coincides with equation (32) from [8].
1. In [8], the set of times \( t \) was not introduced. But as it can be seen from \([5,31]\), the transformation \( t \mapsto t + [z^{-1}] \) is equivalent to the insertion of \( w(z^{-1}) = (\det(\mathbb{1} - z^{-1}g))^{-1} \) to the right of the co-derivatives.

2. The limit \( z_j \to 1/x_j \) used in [8] has the same effect as taking residue at the point \( z_j = p_j \) if we change notations \( z \to 1/z, p_j \to x_j \), and notice that \( \text{res}_{z=p_j}f(z) = \lim_{z \to p_j}(z - p)f(z) \) for a function \( f \) with a simple pole.

3. In [8], depending on the representation, an overall factor is necessary to convert characters of \( g = \text{diag}(p_i|1 \leq i \leq N) \in GL(N) \) into characters of \( g_J = \text{diag}(p_j|j \in J) \in GL(|J|) \). In our current notations, this amounts to changing \( F_g(t) \) to \( F_{g_J}(t) \). One can easily see that this is exactly what the factor \( e^{-\sum_{\alpha=1}^{n_\alpha}(t,p_{i\alpha})} \) does. Indeed, \( e^{-\sum_{\alpha=1}^{n_\alpha}(t,p_{i\alpha})} = F_{g_J}(t)/F_g(t) \).

This comparison shows that the undressing procedures of [8] and the one of the present paper are essentially equivalent. But in the setting of our present paper this undressing procedure has a transparent connection to the classical integrable hierarchy and its polynomial \( \tau \)-functions.

Our construction clarifies the combinatorial structure of the set of the \( 2^N \) \( Q \)-operators on the Hasse diagram found in [42]. Moreover, it naturally takes into account the fact that all these \( Q \)-operators, as well as all the \( T \)-operators, are polynomials in the spectral parameter \( u \). As a consequence, the Bethe equations are automatically contained in this analysis, as it was explicitly demonstrated in [8].

### 5.6 Dynamics of zeros of the master \( T \)-operator

As we have seen, for a \( GL(N) \)-invariant generalized spin chain on \( L \) lattice sites the master \( T \)-operator \( T(u, t) \) is essentially a polynomial in \( u \) of degree \( L \). It can be represented in the form

\[
T(u, t) \propto \prod_{j=1}^{L} (u - u_j(t))
\]

where the roots \( u_j \) depend on all other times \( t_i \) (we have omitted an irrelevant exponential function in front of the product). In some special cases\(^\text{11}\) one or more roots \( u_j \) can tend to infinity and so the degree of the polynomial can be less than \( L \). Note that we treat equation \( (5.92) \) as an operator relation and the roots \( u_j(t) \) are (commuting) operators. Another possibility is to treat \( (5.92) \) as a relation for eigenvalues of the master \( T \)-operator, then the roots of each eigenvalue have their own dynamics in the times \( t_i \). This dynamics is known \([19]\) to be given by the rational Ruijsenaars-Schneider model. A solution of the spectral problem for the master \( T \)-operator in terms of the integrable dynamics of its zeros and a connection with Bethe equations will be given elsewhere. As is well known, the Ruijsenaars-Schneider model contains the Calogero-Moser system of particles as a limiting case. In this connection let us note that a similar relation between the quantum Gaudin model (which can be regarded as a degeneration of quantum spin chains or vertex

\(^{11}\)For example, when the boundary twist parameters tend to 1
models with rational $R$-matrices) and classical Calogero-Moser system was found in [43] from a different reasoning.

An important remark is in order. As is seen from (5.3), the inhomogeneity parameters $\xi_i$ are coordinates of the Ruijsenaars-Schneider particles at $t_i = 0$: $\xi_i = u_i(0)$. Clearly, they provide only a half of the initial data necessary to fix the dynamics. The other half is initial values of momenta which are implicitly determined by the above mentioned conditions on the $\tau$-function (5.9). Since the quantum transfer matrix for the spin chain is of the size $N^L \times N^L$, it has not more than $N^L$ different eigenvalues. This means that the system of equations that fix the initial momenta has only a finite number of solutions, corresponding to common eigenstates of the transfer matrices.

6 Concluding remarks

Our main result in this paper is the identification of the generating function of commuting integrals of motion in generalized quantum spin chains (called here the master $T$-operator) with the $\tau$-function for integrable hierarchies of classical soliton equations. Among other things, this result means that quantum integrable models have a hidden free fermionic (Grassmann) structure in the auxiliary (“horizontal”) space. It would be very interesting to relate it to the hidden Grassmann structure uncovered in [44, 45] in the quantum (“vertical”) space of quantum integrable models. Another context where $\tau$-functions of classical integrable hierarchies enter the theory of quantum integrable models and associated 2D lattice models of statistical mechanics is calculation of scalar products and partition functions with domain wall boundary conditions [46, 47, 48].

Many things remain to be done in order to further clarify and generalize this classical-quantum correspondence and, possibly, to use it for inventing new methods to solve both kinds of problems. Here we list some obvious directions of further development:

- To construct the Bethe vectors within this formalism (which does not use the standard algebraic Bethe ansatz) and to clarify their role in the classical MKP hierarchy and its polynomial reduction according to Krichever.

- To extend the results to quantum integrable models with trigonometric $R$-matrices. This is more or less straightforward and clear how to do. Whether the approach based on the co-derivative is applicable is not quite clear at the moment, however. Instead of rational solutions of the MKP hierarchy one should consider solutions with trigonometric dependence on the spectral parameter. The Krichever’s construction is directly extendable to this case. Zeros of the master $T$-operator move as particles of the trigonometric Ruijsenaars-Schneider model.

- To extend the results to quantum integrable models with elliptic (Belavin’s) $R$-matrices. This is the most general and most interesting case. Zeros of the master $T$-operator move as particles of the elliptic Ruijsenaars-Schneider model. The relevant class of MKP solutions is a special subclass of general elliptic (two-periodic) solutions. One of the interesting problems here is to characterize this subclass in algebrao-geometric terms through the corresponding algebraic curves. Elliptic solutions in general position correspond to smooth curves which are coverings of
elliptic curves. Presumably, the solutions relevant for quantum spin chains are not of general position and the corresponding algebraic curves are singular.

- To extend the results to supersymmetric $GL(N|M)$-invariant integrable spin chains. The general definition of the master $T$-operator and the Hirota equation remain the same. The realization through the co-derivative is known from [8], and can certainly be related to Krichever’s rational $\tau$-function.

- The fact that the Baxter $Q$-operators and $T$-operators on intermediate levels of the nested Bethe ansatz are contained in the master $T$-operator seems to be general and not restricted to models with rational $R$-matrices. One can try to find a general procedure to obtain these objects from the master $T$-operator applicable in all the cases listed above. The example of rational solutions suggests that such a procedure should be formulated in terms of Baker-Akhiezer functions on singular algebraic curves.

- A development of this work might also contribute to representation theory of quantum affine algebras and, in particular, to the theory of $q$-characters introduced by Frenkel and Reshetikhin [35] as a spectral parameter dependent version of usual characters.

- We also expect that our result can be extended to quantum models associated with more general Lie algebras. This is in accordance with the fact that the KP hierarchy has analogs for Lie algebras other than $A_{N-1}$ [16].

- Our classical interpretation of the quantum integrability should be also applicable to the 2-dimensional integrable quantum sigma models, where the operatorial formalism is almost unexplored. The most interesting case of such applications could be the construction of an operatorial form of the AdS/CFT Y-system (and the associated T-system) [37, 49, 50, 51] and clarification of its relation to the classical integrable hierarchies.

A more ambitious goal is to suggest an alternative approach to diagonalization of quantum transfer matrices which would not use the Bethe ansatz at any step. This does not seem hopeless because the quantum problem appears to be reducible to a purely classical integrable dynamics of Calogero-like systems of particles.
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Appendix A: The generalized Wick’s theorem

Let \( v_i = \sum_j v_{ij} \psi_j \) be linear combinations of \( \psi_j \)'s only and \( w_i^* = \sum_j w_{ij}^* \psi_j^* \) be linear combinations of \( \psi_j^* \)'s only. The following version of the Wick’s theorem holds:

\[
\left< n | v_1 \ldots v_m w_m^* \ldots w_1^* G | n \right> = \det_{i,j=1,\ldots,m} \frac{\left< n | v_i w_j G | n \right>}{\left< n | G | n \right>},
\]

(A1)

where \( G \) is any group-like element. This statement can be proved by induction using the bilinear identity (2.22). Indeed, suppose (2.23) is valid for some \( m \geq 1 \) (it is trivially valid at \( m = 1 \)). Set

\[
\langle U \rangle = \left< n | w_1^* \right>, \quad \langle U' \rangle = \left< n | v_1 v_2 \ldots v_{m+1} w_{m+1}^* w_m^* \ldots w_2^* \right>, \quad \langle V \rangle = \langle V' \rangle = \left< n \right>.
\]

Plugging this in the bilinear identity, we see that its r.h.s. vanishes while the rest yields, after some transformations:

\[
\left< n | G | n \right> \left< n | v_1 \ldots v_m w_m^* \ldots w_1 G | n \right>
\]

\[
= \sum_{j=1}^{m+1} (-1)^{j-1} \left< n | v_j w_1 G | n \right> \left< n | v_1 \ldots \n_{j}^* \ldots v_{m+1} w_{m+1}^* \ldots w_2 G | n \right>
\]

(here \( \n_j^* \) means that \( v_j \) is omitted). But the r.h.s. is the expansion of the determinant for \( m + 1 \) in the first column.

To show that the two determinant formulas (2.24) and (2.25) are equivalent, let us take

\[
\langle U \rangle = \langle n+1 | \psi_l w_i^* \rangle, \quad \langle U' \rangle = \langle n |, \quad \langle V \rangle = \langle n \rangle, \quad \langle V' \rangle = \langle n+1 \rangle
\]

(A2)

in the bilinear identity (2.22). Using the relations (2.6)-(2.9), we see that only one term in the r.h.s. remains:

\[
\sum_k \langle n+1 | \psi_l w_i^* \psi_k G \rangle \langle n | \psi_k^* G | n+1 \rangle = \langle n+1 | \psi_l w_i^* G | n+1 \rangle \langle n | G | n \rangle
\]

In the l.h.s. we plug \( w_i^* = \sum_j w_{ij}^* \psi_j^* \) and move \( \psi_k \) in the first factor to the left position. Using the anti-commutation relation for the fermion operators, and transforming the sum \( \sum_k w_{ik}^* \psi_k^* \) back to \( w_i^* \) in the second factor, we arrive at the 3-term identity

\[
\langle n | G | n \rangle \langle n+1 | \psi_l w_i^* G | n+1 \rangle = \langle n+1 | G | n+1 \rangle \langle n | \psi_l w_i^* G | n \rangle + \langle n+1 | \psi_l G | n \rangle \langle n | w_i^* G | n+1 \rangle.
\]

(A3)
Let us divide it by \( \langle n | G | n \rangle \langle n+1 | G | n+1 \rangle \), take a sum over the values of \( n \) equal to \( n-j, n-j+1, \ldots, n-1 \), and then put \( l = n-j \). Then we obtain the relation

\[
\frac{\langle n | \psi_{n-j} w^*_j G | n \rangle}{\langle n | G | n \rangle} = \frac{\langle n-j | w^*_j G | n-j+1 \rangle}{\langle n-j+1 | G | n-j+1 \rangle} + \sum_{k=1}^{j-1} \frac{\langle n-k+1 | \psi_{n-j} G | n-k \rangle \langle n-k | w^*_j G | n-k+1 \rangle}{\langle n-k+1 | G | n-k+1 \rangle} \tag{A4}
\]

which shows that the columns of the matrix in (2.24) are the linear combinations of the columns of the matrix in (2.25) and their determinants are thus equal.

**Appendix B: Proof of the quantum Jacobi-Trudi formulas for the Plücker coordinates (3.18)**

In this appendix we prove the “quantum Jacobi-Trudi” formulas (3.18) for the coefficients \( c_\lambda(n) \) (3.16).

Let us begin with the case when \( \lambda = (\alpha|\beta) \) is a hook. We have:

\[
c_{(\alpha|\beta)}(n) = (\alpha|\beta+1) \langle n | \psi_{n+\alpha}^* \psi_{n-\beta-1} G | n \rangle
= (\alpha|\beta+1) \langle n-\beta-1 | \psi_{n-\beta-1}^* \cdots \psi_{n-1}^* \psi_{n+\alpha}^* \psi_{n-\beta-1} G | n \rangle
= \langle n-\beta-1 | \psi_{n-\beta}^* \cdots \psi_{n-1}^* \psi_{n+\alpha}^* G | n \rangle.
\]

Applying the Wick’s theorem in the form (2.25), we get

\[
\frac{\langle n-\beta-1 | \psi_{n-\beta}^* \cdots \psi_{n-1}^* \psi_{n+\alpha}^* G | n \rangle}{\langle n | G | n \rangle} = \frac{\langle n-j | \psi_{\lambda_{i+1}} G | n-j+1 \rangle}{\langle n-j+1 | G | n-j+1 \rangle} \det_{i,j=1,\ldots,\beta+1} \frac{c_{(\lambda_{i+1}+j-1|0)}(n-j+1)}{c_{(\lambda_{i+1}+j-1|0)}(n-j+1)},
\]

where \( \lambda_1 = \alpha + 1, \lambda_2 = \lambda_3 = \ldots = \lambda_{\beta+1} = 1 \). The numerator in the r.h.s. can be easily identified with \( c_{(\lambda_i-i+j-1|0)}(n-j+1) \), so we finally obtain

\[
c_{(\alpha|\beta)}(n) = \tau_{\alpha}(0) \det_{i,j=1,\ldots,\lambda'_{\lambda_{i+1}}} \frac{c_{(\lambda_{i+1}+j-1|0)}(n-j+1)}{c_{(\lambda_{i+1}+j-1|0)}(n-j+1)} \left( \prod_{k=1}^{\lambda_{i+1}-1} c_{\lambda_{i+1}}(n-k) \right)^{-1} \det_{i,j=1,\ldots,\lambda'_{\lambda_{i+1}}} c_{\lambda_{i+1}+j}(n-j+1), \tag{B1}
\]

where \( c_s(n) := c_{(s-1|0)}(n) \) are the expansion coefficients for one-row diagrams.

In a similar way, one can prove that the determinant formulas of the Jacobi-Trudi
type hold for arbitrary Young diagrams. Let us rearrange (3.16) as follows:

\[ c_\lambda(n) = (-1)^{b(\lambda)} \langle n | \prod_{i=1}^{d(\lambda)} \psi_{n+\alpha_i}^* \prod_{j=1}^{d(\lambda)} \psi_{n-\beta_j-1} G | n \rangle \]

\[ = (-1)^{b(\lambda)+d(\lambda)+\frac{(d(\lambda)-1)d(\lambda)}{2}} \langle n | \prod_{j=1}^{d(\lambda)} \psi_{n-\beta_j-1} \prod_{i=1}^{d(\lambda)} \psi_{n+\alpha_i}^* G | n \rangle \]

\[ = (-1)^{b(\lambda)+d(\lambda)+\frac{(d(\lambda)-1)d(\lambda)}{2}} \langle n - \beta_1 - 1 | \prod_{k=1}^{\beta_1+1} \psi_{n-k}^* \prod_{i=1}^{d(\lambda)} \psi_{n+\alpha_i}^* G | n \rangle. \quad (B2) \]

By using the relations \( \psi_m^* \psi_m = 1 - \psi_m \psi_m^* \) and \( \langle n - \beta_1 - 1 | \psi_m = 0 \) for \( m \in \{n-\beta_j-1\}_{j=1}^{d(\lambda)} \), we obtain

\[ c_\lambda(n) = \langle n - \beta_1 - 1 | \prod_{k=1}^{\beta_1+1} \psi_{n-k}^* \prod_{i=1}^{d(\lambda)} \psi_{n+\alpha_i}^* G | n \rangle. \quad (B3) \]

Taking into account the following relations for the Frobenius notation: \( \{i - \lambda_i\}_{i=1}^{d(\lambda)} = \{-\alpha_i\}_{i=1}^{d(\lambda)} \), \( \{i - \lambda_i\}_{i=d(\lambda)+1}^{\beta_1+1} = \{1, 2, \ldots, \beta_1 + 1\} \setminus \{\beta_i + 1\}_{i=1}^{d(\lambda)} \), we can rewrite this as follows:

\[ c_\lambda(n) = \langle n - \beta_1 - 1 | \prod_{i=1}^n \psi_{n-i+\lambda_i}^* G | n \rangle. \quad (B4) \]

Applying the Wick’s theorem in the same way as for the \( \lambda = (\alpha | \beta) \) case, we finally obtain the desired result (3.18).

**Appendix C: Proof of the quantum Giambelli formula**

The quantum Giambelli formula was proposed in [32] in relation to the analytic Bethe ansatz for finite dimensional \( U_q(B_N^{(1)}) \) modules. It was also mentioned there that this formula follows from Sylvester’s theorem without detailed calculations. To make the text self-contained, we will give a proof of (5.7) based on the CBR formula (5.6). Here we follow [20] page 88, example 22, where the classical case (without spectral parameter) is discussed. In this section, we will use Frobenius notation for a Young diagram mentioned in section 2.2. We introduce the following notation: \( t_{i,j} = T_{j-i}(u - j + 1), \) \( n = \lambda_1, \) \( d = d(\lambda), \) \( \phi(u - k + 1) = T_0(u - k + 1) = t_{k,k}. \) We also introduce tuples \( I = (-\alpha_1, \ldots, -\alpha_d, 1, 2, \ldots, n), \) \( J = (1, 2, \ldots, n). \) We will use the following relations for the Frobenius notations: \( \{i - \lambda_i\}_{i=1}^d = \{-\alpha_i\}_{i=1}^d, \) \( \{i - \lambda_i\}_{i=d+1}^n = \{1, 2, \ldots, n\} \setminus \{\beta_i + 1\}_{i=1}^d. \) Then (5.6) can be written as

\[ T^\lambda(u) = \left( \prod_{k=2}^n t_{k,k} \right)^{-1} \det_{1 \leq i,j \leq n} (t_{i-\lambda_i,j}) = \left( \prod_{k=2}^n t_{k,k} \right)^{-1} \det_{i \in I \setminus \{\beta_k+1\}_{k=1}^d, j \in J} (t_{i,j}). \quad (C1) \]
Next we introduce the following matrices:

\[ M_1 = (t_{i,j})_{(i,j) \in I_1 \times J}, \quad M_2 = (t_{i,j})_{(i,j) \in J \times I_1}, \quad U = (\delta_{i,j+1})_{(i,j) \in J \times I_1}, \quad (C2) \]

\[ A = \begin{pmatrix} \mathbb{I}_{d \times d} & 0_{d \times n} \\ U & M_2 \\ \end{pmatrix}, \quad B = \begin{pmatrix} 0_{d \times d} & M_1 \\ U & M_2 \\ \end{pmatrix}, \quad (C3) \]

where \( I_1 = (\alpha_1, \ldots, \alpha_d), \) \( J_1 = (1, 2, \ldots, d), \) and \( \mathbb{I}_{d \times d} \) is a \( d \times d \) unit matrix and \( 0_{d \times n} \) is a \( d \times n \) zero matrix. Then we find

\[ \det_{i \in I_1 \setminus \{ \beta_k+1 \}} \prod_{k=1}^d (t_{i,j}) = (-1)^{\sum_{j=1}^d \beta_j + d^2} \det B. \quad (C4) \]

Let us replace \( j \)-th row of \( A \) with \( i \)-th row of \( B \) and write the determinant of this matrix as \( c_{i,j} \). We will consider a matrix \( C = (c_{i,j})_{1 \leq i,j \leq d+n} \). Taking note on the relations \( c_{ij} = \delta_{ij} \det A \) for \( d+1 \leq i,j \leq d+n \) and \( c_{ij} = 0 \) for \( d+1 \leq i \leq d+n, 1 \leq j \leq d \), we obtain

\[ \det_{1 \leq i,j \leq d+n} (c_{i,j}) = \det_{1 \leq i,j \leq d} (c_{i,j})(\det A)^n. \quad (C5) \]

We will use \( \det A = \prod_{j=1}^n t_{j,j} \). Expanding the \( j \)-th row of the determinant \( c_{i,j} \), we obtain

\[ c_{i,j} = \sum_{k=1}^{n+d} (-1)^{j+k} b_{i,k} \det_{1 \leq p,q \leq n+d, \ p \neq j, q \neq k} (a_{p,q}) \quad (C6) \]

\[ = \sum_{k=1}^{n+d} b_{i,k} (A^{-1})_{k,j} \det A = (BA^{-1})_{i,j} \det A \quad (C7) \]

Then we obtain an identity

\[ \det_{1 \leq i,j \leq d} (c_{i,j}) = \det B (\det A)^{d-1}. \quad (C8) \]

We can calculate \( (C11) \) for the hook diagram \( \lambda = (a+1, b) \):

\[ T^{(a+1,b)}(u) = T_{a,b}(u) = \left( \prod_{k=2}^{b+1} t_{k,k} \right)^{-1} \sum_{k=1}^{b+1} (-1)^{k+1} t_{-a,k} \det_{1 \leq p \leq b, 1 \leq q \leq b+1, \ p \neq k} (t_{p,q}) \quad (C9) \]

For \( 1 \leq i,j \leq d \), we can calculate explicitly

\[ c_{i,j} = \sum_{k=1}^n (-1)^{\beta_j + k} t_{-\alpha_i,k} \det_{1 \leq p,q \leq n, \ p \neq \beta_j+1, q \neq k} (t_{p,q}) \quad (C10) \]

\[ = \sum_{k=1}^{\beta_j+1} (-1)^{\beta_j + k} t_{-\alpha_i,k} \det_{1 \leq p \leq \beta_j, 1 \leq q \leq \beta_j+1, \ p \neq \beta_j+2} (t_{p,q}) \prod_{p=\beta_j+2}^n t_{p,p} \quad (C11) \]

\[ = (-1)^{\beta_j+1} T_{\alpha_i,\beta_j}(u) \prod_{p=2}^n t_{p,p}, \quad (C12) \]
where we used (C9). Based on this identity, we obtain

\[
\det_{1 \leq i,j \leq d} (c_{i,j}) = (-1)^{\sum_{j=1}^{d} \beta_j + d} \det_{1 \leq i,j \leq d} (T_{\alpha_i,\beta_j}(u)) \prod_{p=2}^{n} t_{p,p}^d
\]

(C13)

Hence, from (C4), (C1), (C8), (C13) we get

\[
T^\lambda(u) = (t_1,1)^{-d+1} \det_{1 \leq i,j \leq d} (T_{\alpha_i,\beta_j}(u)).
\]

This is (5.7).

**Appendix D: The co-derivative**

In this appendix we summarize formulas on the co-derivative introduced in [9].

The (left) co-derivative is the operator that acts on any function \( f \) of a group element \( g \in GL(N) \). Symbolically, it is defined as follows:

\[
\hat{D} \otimes f(g) = \left. \frac{\partial}{\partial \phi} \otimes f(e^{\phi e}g) \right|_{\phi=0} \tag{D1}
\]

Here \( \phi \cdot e = \sum_{\alpha,\beta=1}^{N} \phi^\alpha_{\beta} e_{\alpha \beta} \) is a general element of the Lie algebra \( gl(N) \) parametrized by \( \phi^\alpha_{\beta} \), with \( e_{\alpha \beta} \) being the matrix with only one nonzero (equal to 1) matrix element at the place \( (\alpha,\beta) \): \( (e_{\alpha \beta})^\mu_{\nu} = \delta_{\alpha \mu} \delta_{\beta \nu} \). To put this more precisely, let us start from scalar functions. In this case, we do not need the symbol \( \otimes \) and get:

\[
\hat{D} \text{tr} g^n = n g^n
\]

(D2)

\[
\hat{D} \det g = \det g \cdot \mathbb{I},
\]

(D3)

where \( \mathbb{I} \) is \( N \times N \) unit matrix. If \( f \) is a \( N \times N \) matrix valued function, the result of (D1) belongs to \( N^2 \times N^2 \) matrix. In particular, if \( f(g) = g \), we have in components:

\[
(\hat{D} \otimes g)^{i_1 i_2}_{j_1 j_2} = D^{i_1}_{j_1} g^{i_2}_{j_2} = \left. \frac{\partial}{\partial \phi^{j_1}_{i_1}} (e^{\phi e}g)^{i_2}_{j_2} \right|_{\phi=0} = \delta_{j_1 i_2} g^{i_1}_{j_2}
\]

In invariant form, this formula can be written as

\[
\hat{D} \otimes g = \mathcal{P}(\mathbb{I} \otimes g)
\]

(D4)

where \( \mathcal{P} \) is the permutation operator defined as \( \mathcal{P}(A \otimes B) = (B \otimes A) \mathcal{P} \) for any \( N \times N \) matrices \( A,B \). Explicitly, we have \( \mathcal{P} = \sum_{a,b=1}^{N} e_{ab} \otimes e_{ba} \).

In the main text, we considered actions of the co-derivative on functions in \( (\mathbb{C}^N)^{\otimes L} \). In this case, it is convenient to define the co-derivative in the following way. Let us

\[\text{In this paper, we assign the left matrix suffix to the superscript and the right suffix to the subscript. For example, } (i,j) \text{ element } A_{ij} \text{ of a matrix } A = (A_{ij}) \text{ is written as } A_{ij}^i.\]
consider an embedding of any matrix $A$ on $\mathbb{C}^N$ into $(\mathbb{C}^N)^\otimes L$, and introduce the following notation:

$$A_i = \underbrace{I \otimes \cdots \otimes I}_i \otimes A \otimes \underbrace{I \otimes \cdots \otimes I}_{L-i}.$$  \hfill (D5)

The action of $\hat{D}_i$ on any function of $g \in GL(N)$ in $(\mathbb{C}^N)^\otimes L$ is defined as

$$\hat{D}_i f(g) = \sum_{a,b=1}^{N} e^{(i)}_{ab} \frac{\partial}{\partial \phi^a} f(e^{\phi-e}g)|_{\phi=0},$$  \hfill (D6)

where $e^{(i)}_{ab} = \underbrace{I \otimes \cdots \otimes I}_{(i-1)} \otimes e_{ab} \otimes \underbrace{I \otimes \cdots \otimes I}_{(L-i)}$. In components, (D6) reads

$$(\hat{D}_i f(g))^{\alpha_1 \ldots \alpha_L}_{\beta_1 \ldots \beta_L} = \sum_{\gamma} \frac{\partial}{\partial \phi^i} \left( f(e^{\phi-e}g) \right)^{\alpha_1 \ldots \alpha_{i-1} \gamma \alpha_{i+1} \ldots \alpha_L}_{\beta_1 \ldots \beta_L} |_{\phi=0}$$

For example for $f(g) = g_j$, we obtain a generalization of (D4):

$$\hat{D}_i g_j = \mathcal{P}_{ij} g_j,$$  \hfill (D7)

where $\mathcal{P}_{ij} = \sum_{a,b} e^{(i)}_{ab} e^{(j)}_{ba}$. For $i = j$ case, the permutation operator reduces to the second order Casimir, and in this case, it is $\mathcal{P}_{ii} = \sum_{a,b} e^{(i)}_{ab} e^{(i)}_{ba} = \sum_{a,b} e^{(i)}_{aa} = N \underbrace{I \otimes \cdots \otimes I}_{\otimes L}$ since we are considering the fundamental representation. Then we obtain $\hat{D}_i g_i = N g_i$. In particular for $L = 2$ case, $\hat{D}_1 g_2 = \mathcal{P}_{12} g_2$ stands for (D4), while $\hat{D}_2 g_1 = \mathcal{P}_{21} g_1$ stands for $(\underbrace{I \otimes \cdots \otimes I}_{\otimes L}) (g \otimes I) = \mathcal{P}(g \otimes I)$. Now the Leibniz rule for any functions $A(g), B(g)$ of $g \in GL(N)$ can be written as

$$\prod_{i \in I} \hat{D}_i A(g) B(g) = \sum_{I=J \cup K, J \cap K = \emptyset} \left[ \prod_{i \in J} \hat{D}_i A(g) \right] \left[ \prod_{j \in K} \hat{D}_j B(g) \right],$$  \hfill (D8)

where $I = (i_1, i_2, \ldots, i_n)$, $J = (i_{\alpha_1}, i_{\alpha_2}, \ldots, i_{\alpha_k})$, $K = (i_{\beta_1}, i_{\beta_2}, \ldots, i_{\beta_{n-k}})$ ($\alpha_1 < \cdots < \alpha_k; \beta_1 < \cdots < \beta_{n-k}$) are, as sets, subsets of $\{1, 2, \ldots, L\}$, which satisfy $I = J \cup K, J \cap K = \emptyset$. The ordered product on any indexed operator $\{A_i\}_{i \in I}$ is defined as $\prod_{i \in I} A_i = A_{i_1} \cdots A_{i_n}$. The Leibniz rule can be used, for example,

$$\hat{D}_i g_j^n = \sum_{k=0}^{n-1} g_j^k (\hat{D}_i g_j) g_j^{n-k-1} = \sum_{k=0}^{n-1} g_j^k (\mathcal{P}_{ij} g_j) g_j^{n-k-1} = \sum_{k=0}^{n-1} \mathcal{P}_{ij} g_i^k g_j^{n-k},$$  \hfill (D9)

where $n \in \mathbb{Z}_{\geq 0}$. Let us introduce commutative element acting in $(\mathbb{C}^N)^\otimes L$

$$C^{(n)}_I = \sum_{\sum_{i \in I} m_i = n, m_i \in \mathbb{Z}_{\geq 0}} \prod_{i \in I} g_i^{m_i},$$  \hfill (D10)

where $I \subset \{1, 2, \ldots, L\}$, $n \in \mathbb{Z}_{\geq 0}$, $C^{(0)}_I = \underbrace{I \otimes \cdots \otimes I}_{\otimes L}$ and $C^{(n)}_I = 0$ for $n < 0$. Note that this commutes with any permutation indexed by the $I$. (D9) can be written as

$$\hat{D}_i g_j^n = \sum_{i,j}^{(n-1)} C^{(n-1)}_{\{i,j\}} \hat{D}_i g_j \cdot C^{(n-1)}_{\{i,j\}} \mathcal{P}_{ij} g_j = \mathcal{P}_{ij} C^{(n-1)}_{\{i,j\}} g_j$$  \hfill (D11)
This can be generalized for example as

\[ \hat{D}_i \hat{D}_j g_k^n = C_{\{i,j,k\}}^{(n-2)} (\hat{D}_i g_j) (\hat{D}_i g_k) + C_{\{i,j,k\}}^{(n-1)} \hat{D}_i \hat{D}_j g_k \]

\[ = C_{\{i,j,k\}}^{(n-2)} \mathcal{P}_{ij} g_j \mathcal{P}_{ik} g_k + C_{\{i,j,k\}}^{(n-1)} \mathcal{P}_{jk} \mathcal{P}_{ik} g_k \quad \text{(D12)} \]

Let \( S^{(n)}(J) \) be a subgroup of the permutation group over the set \( J \) whose elements have exactly \( n \) cycles: any element \( \sigma \) of \( S^{(n)}(J) \) has a cycle decomposition \( \sigma = \tau_1 \cdots \tau_n \) (\( \{\tau_i\} \) are mutually disjoint cyclic permutations on \( J \)). Then we have the following formula

\[
\prod_{i=1}^{L} (u_i + \hat{D}_i) w(x)^{\alpha} = \sum_{I \cup J = \{1,2,\ldots,L\}} \prod_{i \in I} u_i \prod_{j \in J} \hat{D}_j w(x)^{\alpha}
\]

\[ = \sum_{I \cup J = \{1,2,\ldots,L\}} \prod_{i \in I} u_i \sum_{n=1}^{\text{Card}(J)} \alpha^n \sum_{\sigma \in S^{(n)}(J)} \mathcal{P}_\sigma \prod_{k \in J} (g_k x)^{\theta(k-\sigma^{-1}(k))} \frac{1 - g_k x}{1 - g_k x} w(x)^{\alpha}. \quad \text{(D13)}
\]

Here \( \mathcal{P}_\sigma \) is a matrix in the space \((\mathbb{C}^N)^{\otimes L}\), with the matrix elements

\[
[\mathcal{P}_\sigma]_{i_1 \cdots i_L}^{j_1 \cdots j_L} = \delta_{i_1, j_{\sigma(1)}} \cdots \delta_{i_L, j_{\sigma(L)}}.
\]

The action of \( \sigma \in S^{(n)}(J) \) on \( i \in \{1,2,\ldots,L\} \setminus J \) is formally defined as \( \sigma(i) = i \). The summations are taken over all the decompositions of \( \{1,2,\ldots,L\} \) into two disjoint sets \( I \) and \( J \). The above identity can be proven by induction in \( L \) and using the Leibniz rule.

**Yang-Baxter equation and commutation of co-derivatives**  One can check that these co-derivatives obey the following commutation relation

\[ \hat{D}_i \hat{D}_j - \hat{D}_j \hat{D}_i = (\hat{D}_i - \hat{D}_j) \mathcal{P}_{ij} = -\mathcal{P}_{ij} (\hat{D}_i - \hat{D}_j), \quad \text{(D14)} \]

where the last equality comes from \( \hat{D}_j \mathcal{P}_{ij} = \mathcal{P}_{ij} \hat{D}_i \).

This relation can be understood from the following Yang-Baxter equation :

\[
(u_j - u_i + \mathcal{P}_{ij}) \prod_{k=1}^{L} (u_k + \hat{D}_k) = \prod_{k=1}^{L} (u_{\tau(k)} + \hat{D}_{\tau(k)}) (u_j - u_i + \mathcal{P}_{ij}) \quad \text{(D15)}
\]

where \( \tau(k) = \begin{cases} i & \text{if } k = j \\ j & \text{if } k = i \\ k & \text{otherwise} \end{cases} \) and \( i < j \). \quad \text{(D16)}

For instance, if we write \((\text{D15})\) when \( L = 2 \), and \( u_2 = 0 \), then the coefficient of degree one in \( u_1 \) gives exactly \((\text{D14})\). Multiplying \((\text{D15})\) by \( \mathcal{P}_{ij} \) from the left, we can rewrite \((\text{D15})\) in the notation of the tensor product used in the main text:

\[
(1 + (u_j - u_i) \mathcal{P}_{ij}) \bigotimes_{k=1}^{L} (u_k + \hat{D}) = \bigotimes_{k=1}^{L} (u_{\tau(k)} + \hat{D}) (1 + (u_j - u_i) \mathcal{P}_{ij}). \quad \text{(D17)}
\]
The equation (D15) can either be proven “from scratch” by proving explicitly the property (D14) of co-derivatives, or it can be deduced (when the co-derivatives act on linear combinations of characters, which is sufficient for this paper) from the usual Yang-Baxter Identity.

Appendix E: Proof of (5.39)

The left hand side of (5.39) is a polynomial of $u_1, u_2, \ldots, u_L$. The degree of this polynomial with respect to each $u_i$ ($1 \leq i \leq L$) is 0, 1 or 2. Taking note on this fact, we will prove (5.39) using the induction with respect to the length of the chain $L$. The proof that (5.39) holds for $L = L_0$, consists in the following three steps:

(i) First we will see that the terms of degree two in one of the variables $u_i$ are zero under the hypothesis that (5.39) holds for a chain with length $L = L_0 - 1$.

This step is easy since the term of degree two in $u_i$ is obtained by the substitutions $\hat{D}_{L_0}(u) \rightsquigarrow \bigotimes_{i=1}^{j-1}(u_i + \hat{D}) \otimes u_j \otimes \bigotimes_{i=j+1}^{L_0}(u_i + \hat{D})$ and $\hat{D}_{L_0}(u+1) \rightsquigarrow \bigotimes_{i=1}^{j-1}(u_i + 1 + \hat{D}) \otimes u_j \otimes \bigotimes_{i=j+1}^{L_0}(u_i + 1 + \hat{D})$. We see that the operator obtained from the action of these co-derivatives is a trivial operator on the $j$th space times an operator acting on a spin chain with $L_0 - 1$ spins (corresponding to all sites except the site $j$). We can then recognize that the coefficient of $u_i^2$ in the left-hand side of (5.39) at $L = L_0$ is equal to the left-hand side of (5.39) at $L = L_0 - 1$ (up to a relabelling of the spaces), which is zero by the recurrence hypothesis.

(ii) The other terms have degree one in some variables $u_{i_1}, u_{i_2}, \ldots, u_{i_n}$ and degree zero in the other variables $u_{j_1}, u_{j_2}, \ldots, u_{j_{L_0 - n}}$ (where $\{j_1, \ldots, j_{L_0 - n}\}$ denotes the complement of $\{i_1, \ldots, i_n\}$). We can show that all the terms where $1 \in \{i_1, \ldots, i_n\}$ vanish, assuming that (5.39) holds for a chain with length $L = L_0 - 1$.

To perform this step, we have to investigate the coefficient of degree one in $u_1$, in each term of the left-hand-side of (5.39). For instance, in the operator

$$(\hat{D}_{L_0}(u+1)w(z_1^{-1})) (\hat{D}_{L_0}(u)w(z_2^{-1})),$$

the term of degree one in $u_1$ is given by

$$
\left( \left( \mathbb{I} + \hat{D} \right) \bigotimes_{i=2}^{L_0}(u_i + 1 + \hat{D})w(z_1^{-1}) \right) \left( u_1 \mathbb{I} \bigotimes_{i=2}^{L_0}(u_i + \hat{D})w(z_2^{-1}) \right)
+ \left( u_1 \mathbb{I} \bigotimes_{i=2}^{L_0}(u_i + 1 + \hat{D})w(z_1^{-1}) \right) \left( \hat{D} \bigotimes_{i=2}^{L_0}(u_i + \hat{D})w(z_2^{-1}) \right)
=u_1(\mathbb{I} + \hat{D}) \bigotimes_{i=2}^{L_0}(u_i + 1 + \hat{D})w(z_1^{-1}) \left( \bigotimes_{i=2}^{L_0}(u_i + \hat{D})w(z_2^{-1}) \right), \quad (E1)
$$

where the right-hand-side is obtained by the Leibniz rule. The same analysis is easily performed for the other terms $(\hat{D}_{L_0}(u+1)w(z_2^{-1})) (\hat{D}_{L_0}(u)w(z_1^{-1}))$ and
\(
(\mathcal{D}_{L_0}(u + 1)w(z_1^{-1})w(z_2^{-1})) \left( \mathcal{D}_{L_0}(u) \right), \) (appearing in (5.39)) and we obtain that the coefficient of degree one in \( u_1 \) is obtained by the action of \((\mathbb{I} + \hat{D})\) on the left-hand-side of the identity with \( L = L_0 - 1 \) spins. Hence the recurrence hypothesis shows that they vanish.

(iii) Finally, we will deduce the vanishing of the term of degree one in the variables \( u_i, u_{i_2}, \ldots, u_{i_n} \) and degree zero in the variables \( u_j, u_{j_2}, \ldots, u_{j_{L_0-n}} \), where \( \{j_1, \ldots, j_{L_0-n}\} \) denotes the complement of \( \{i_1, \ldots, i_n\} \). We will prove this vanishing by recurrence over \( n \) (i.e. we will assume that it holds for \( n - 1 \), and we will deduce it for \( n \)).

First, let us assume that the terms with degree one in \( u_k \) and degree zero in \( u_{k+1} \) (i.e. the terms where \( k \in \{i_1, \ldots, i_n\} \) and \( k + 1 \in \{j_1, \ldots, j_{L_0-n}\} \)) do vanish, and let us deduce that the term with degree zero in \( u_k \) and degree one in \( u_{k+1} \) (i.e. the terms where \( k \in \{j_1, \ldots, j_{L_0-n}\} \) and \( k + 1 \in \{i_1, \ldots, i_n\} \)) also vanish. To this end, we can use a Yang-Baxter equality \([D17]\) for each term in the identity (5.39). For instance for the first term (i.e. for \( z_2(\mathcal{D}_{L_0}(u + 1)w(z_1^{-1}))(\mathcal{D}_{L_0}(u)w(z_2^{-1})) \)) we write

\[
z_2 \left( 1 + (u_k + u_{k+1}) \mathcal{P}_{k,k+1} \left( \bigotimes_{i=1}^{L_0} (u_i + 1 + \hat{D}) w(z_1^{-1}) \right) \left( \bigotimes_{i=1}^{L_0} (u_i + \hat{D}) w(z_2^{-1}) \right) \right)
- z_2 \left( \bigotimes_{i=1}^{L_0} (u_{\sigma(i)} + 1 + \hat{D}) w(z_1^{-1}) \right) \left( \bigotimes_{i=1}^{L_0} (u_{\sigma(i)} + \hat{D}) w(z_2^{-1}) \right) \left( 1 + (u_{k+1} + u_k) \mathcal{P}_{k,k+1} \right)
\]

\[
= 0 \quad (E2)
\]

where \( \sigma(i) = \begin{cases} 
  k + 1 & \text{if } i = k \\
  k & \text{if } i = k + 1 \\
  i & \text{otherwise}
\end{cases} \quad (E3) \]

If we sum this Yang-Baxter identity for each term in (5.39) and we keep only the terms of degree one in the variables \( u_{i_1}, u_{i_2}, \ldots, u_{i_n} \) and degree zero in the variables \( u_{j_1}, u_{j_2}, \ldots, u_{j_{L_0-n}} \), then we get an identity for the sum of the following terms:

- First, the terms which contain \( \mathcal{P}_{k,k+1} \). As the total degree in \( u_k \) is one and the total degree in \( u_{k+1} \) is zero, these terms do not have any occurrence of \( u_k \) or \( u_{k+1} \) in the factors containing co-derivatives. One can easily see that (up to multiplication by \( \mathcal{P}_{k,k+1} \)) these terms are exactly the terms of (5.39) with degree zero in the variables \( u_{j_1}, u_{j_2}, \ldots, u_{j_{L_0-n}} \) and \( u_k \), and degree one in the other variables. By the hypothesis of the recurrence over \( n \), these terms vanish.

- Next, the terms of the first line in (E2) which do not contain \( \mathcal{P}_{k,k+1} \). If we sum them for the three terms of (5.39), we exactly obtain the terms of degree one in the variables \( u_{i_1}, u_{i_2}, \ldots, u_{i_n} \) and degree zero in the variables \( u_{j_1}, u_{j_2}, \ldots, u_{j_{L_0-n}} \) of (5.39) (with \( k \in \{i_1, \ldots, i_n\} \) and \( k + 1 \in \{j_1, \ldots, j_{L_0-n}\} \)). By hypothesis these terms do vanish.
• Finally, the terms of the second line in \([E2]\) which do not contain \(P_{k,k+1}\). If we sum them for the three terms of \((5.39)\), we exactly obtain the coefficient of degree one in \(u_{k+1}\) and degree zero in \(u_k\) (and with degree one, resp zero in the other variables \(i_m\) resp \(j_m\)). These last terms vanish (because the sum of expressions of the form \([E2]\) is zero, and because the other terms vanish). Here we used the fact that the coefficient of \(u_1^0 u_{k+1}^0\) in a polynomial \(f(u_{\sigma(1)}, u_{\sigma(2)}, \ldots, u_{\sigma(L)})\) coincides with the coefficient of \(u_1^0 u_{k+1}^0\) in a polynomial \(f(u_1, u_2, \ldots, u_L)\), where \(f(u_1, u_2, \ldots, u_L)\) is any polynomial in \(u_1, u_2, \ldots, u_L\).

This shows that if the terms with degree one in \(u_k\) and degree zero in \(u_{k+1}\) (i.e. the terms where \(k \in \{i_1, \ldots, i_n\}\) and \(k+1 \in \{j_1, \ldots, j_{L_0-n}\}\)) do vanish, then the term with degree zero in \(u_k\) and degree one in \(u_{k+1}\) (i.e. the terms where \(k \in \{j_1, \ldots, j_{L_0-n}\}\) and \(k+1 \in \{i_1, \ldots, i_n\}\)) also vanish.

The same result is easily obtained if replace \(k + 1\) with \(k - 1\), and by iterating this argument, we obtain that the term of degree one in any set of \(n\) variables \(u_{i_1}, u_{i_2}, \ldots, u_{i_n}\) (and degree zero in the other variables) do vanish. Indeed, the above argument allows to reduce these term where \(1 \in \{i_1, \ldots, i_n\}\), treated above. This proves the equation \((5.39)\) by recurrence.
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