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Abstract
We introduce a Python package that provides simple and unified access to a collection of datasets from fundamental physics research—including particle physics, astroparticle physics, and hadron- and nuclear physics—for supervised machine learning studies. The datasets contain hadronic top quarks, cosmic-ray-induced air showers, phase transitions in hadronic matter, and generator-level histories. While public datasets from multiple fundamental physics disciplines already exist, the common interface and provided reference models simplify future work on cross-disciplinary machine learning and transfer learning in fundamental physics. We discuss the design and structure and line out how additional datasets can be submitted for inclusion. As showcase application, we present a simple yet flexible graph-based neural network architecture that can easily be applied to a wide range of supervised learning tasks. We show that our approach reaches performance close to dedicated methods on all datasets. To simplify adaptation for various problems, we provide easy-to-follow instructions on how graph-based representations of data structures, relevant for fundamental physics, can be constructed and provide code implementations for several of them. Implementations are also provided for our proposed method and all reference algorithms.
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Introduction
Access to high-quality training data is a known key requirement for progress in machine learning and well-curated open benchmark datasets allow reliable comparisons and promote sustained progress. Well-known benchmarks and competitions such as MNIST [1], CIFAR [2], and ImageNet [3] were pivotal in bringing about the powerful deep learning models for image processing observed today. Research in fundamental physics is no different in this regard. Existing datasets and challenges [4–11] are crucial and enable continuous improvements.

A particularly challenging and specific aspect of data science developments in physics is the abundance of needed data representations and accordingly different architecture designs resulting from different experiment designs and theoretical descriptions. Data might come in the form of high-level observables without additional structure [4], as rectangular [12–15] or hexagonal [16, 17] images, as sequences [18, 19] or sequences of images [20], as point clouds of vectors in space [21, 22], as graphs [23], as data points distributed on non-Euclidean manifolds [24], or even as hybrid of different sources [25].

Of course, it would be possible to work with domain and experiment-specific data representations for each problem. However, such a strategy would be inefficient and wasteful as different groups and communities need to replicate very similar developments instead of using ready-made solutions. Therefore, flexible representations and network architectures
simultaneously suited for multiple sources of data would be of great potential use and distribute the gains from deep learning for scientific applications in science more readily and widely.

While some common benchmark datasets exist in physics, these usually are domain specific. Instead, this contribution, together with the provided Pd4ml Python package, unifies data across different domains and both from experiment and theory with minimal barriers to access. 1 A key difference to existing datasets and collections is that Pd4ml provides a simple interface to download and import all included datasets in a consistent ready-to-use way, without the need for additional pre-processing. We will outline a protocol for extending this collection with additional contributions below.

We focus on supervised learning tasks and include examples of both classification and regression problems. While weakly supervised, semi-supervised, and unsupervised learning tasks are of increasing relevance also for physics applications (see, e.g., Ref. [7] for a recent overview), the question of a suitable representation of data can already be answered in a supervised setting. This approach also benefits from easy-to-define and evaluate performance metrics such as accuracy and the area under the ROC curve (AUC) for classification and the resolution for regression tasks.

Another key feature is that all datasets come with a reference implementation of a suitable algorithm representing the state-of-the-art for the specific problem and domain. Specifically included are:

- distinguishing hadronically decaying top-quarks from light quarks or gluon jets in simulated collisions in an LHC experiment (Top Tagging Landscape) [6];
- identifying interesting events in the Belle II simulation before detector simulation and reconstruction (Smart Backgrounds) [26, 27];
- identifying the effects of a non-equilibrium deconfinement phase transition in relativistic nuclear collisions (Spinodal or Not) [28];
- assigning the correct nature of phase transitions with additional domain adaptation issues (EOSL) [29];
- and reconstructing the shower maximum from the simulated signal patterns recorded by a cosmic-ray observatory (Air Showers).

These initial datasets already cover aspects of LHC physics, flavor physics, hadron- and nuclear physics as well as astroparticle physics. 2 The different data volumes and structures ensure that models performing well on these datasets will generalize well to other datasets in fundamental physics.

Given the diverse nature of data in physics, finding suitable representations and compatible network architectures that simultaneously capture relevant symmetries while providing sufficient expressiveness is a persistent problem. On one end of the spectrum lie fully connected networks (FCNs). These can be applied to any data, but provide no useful additional symmetries leading to inefficient training and potential overfitting. On the other end are specific architectures designed for a unique problem. These might be simple convolutional operations or even encode specific physical properties [30–32]. Their main disadvantage is that they need to be fine-tuned to a specific physics challenge. An intermediate solution—generic enough to be widely applicable, but with sufficient performance—could greatly simplify model development for many applications in physics. Based on the assembled datasets, we investigate if representing data as graphs has the potential to act as such a lingua franca. Previously, graphs were already successfully explored in a range of fundamental physics applications [23, 33–47].

Graphs are a versatile data structure, consisting of nodes connected by edges. Broadly speaking, graph networks process information by passing messages between connected nodes. A detailed description is given in “Graph-Based Network”.

When applying graph networks to physics data, it is necessary to decide how to best represent the data as a graph. This might be trivial—for example, if the data are naturally represented as a graph as is the case for shower histories—or require additional processing steps—if the data are embedded in a geometrical space and locality in that space can be used to build a graph structure. Along with each dataset, we present a strategy to build a corresponding graph.

The remainder of this paper is organized as follows: We introduce the different physics tasks and datasets in “Datasets” and discuss the Python interface in “Python Interface”. An example application of developing and comparing fully connected and graph-based common tagging architectures is discussed in “Example Application”. A summary along with a further outlook are given in “Outlook and Conclusions” while specific reference architectures for all tasks are summarized in Appendix A.

1 Datasets and models are available at https://github.com/erum-data- idt/pd4ml.

2 The authors explicitly welcome further contributions of suitable supervised learning problems from fundamental physics and related domains. These can be made by implementing the binding functions following the structure of in https://github.com/erum-data-idt/ pd4ml and creating a pull request. Data can be stored at any place that allows automated downloads, such as the Zenodo platform (https:// zenodo.org/).
Datasets

An overview of the included datasets is given in Table 1. The provided data do not only cover a range of different physics problems but also show the diversity of data regularly encountered in data analysis in fundamental physics. In the following, additional information on the physics challenge, data generation process, and other details are given for all datasets.

Top Tagging Landscape

Distinguishing or tagging different types of initial particles using their measured decay products is a very common problem at the LHC and forms the basis for subsequent analysis of collision events. The identification of hadronically decaying top quarks with a high Lorentz boost is especially relevant as top quarks are a common decay product in many theories predicting physics beyond the Standard Model.

The top tagging reference dataset [48] was initially produced to allow a fair and consistent comparison of different network architectures developed for this specific problem [6]. It is widely used to benchmark classification algorithms in particle physics and its inclusion in the present collection allows a direct comparison of the obtained more general algorithms with the state-of-the-art on this problem.

The dataset consists of light-quarks and gluon (background) and hadronically decaying top quarks (signal) generated using Pythia [49] and detector simulation applied with Delphes [50]. A particle flow algorithm is used for reconstruction, and jets are formed using the Anti-KT algorithm [51] with $R = 0.8$ implemented in FastJet [52]. Per event, the 200 constituent four-vectors of the highest transverse momentum jet are stored. Zero-padding is used when fewer constituents are available. Altogether, 1.2M training examples and 400k examples each for testing and validation are provided. Additional details on the dataset and processing are given in Ref. [6].

Smart Backgrounds

Simulation is one of the major computing challenges for experiments like Belle II that take large amounts of data and require correspondingly large amounts of simulated data. The full simulation process consists of a typically fast event generation step, where decay chains from the initially produced particles to stable final state particles are simulated according to measured or predicted decay models, and a more involved detector simulation and reconstruction step. As it is not known a priori which types of background events are relevant for a particular analysis, the background generation has to include all possible decay chains. Event selection criteria are applied, to simulated and measured data alike, to increase the significance of signals. A powerful selection discards a large fraction of background events while keeping the fraction of rejected signal events low. This is in particular important for searches for rare processes that are highly sensitive to new physics. The fraction of retained simulated background events can be of the order $10^{-7}$ or even below for analyses at Belle II. Therefore, significant computing resources are wasted to produce simulated background events that are then discarded.

This can potentially be improved by applying filters already after the event generation step, which typically takes only a small fraction of computing resources in the whole process. In our case, the fraction of time needed for generation is about 0.1%. The challenge is to predict which events will pass the final event selection after detector simulation and reconstruction without running it. This classification problem was first successfully approached using CNNs in Ref. [26] and subsequently improved with graph neural network approaches [27].

The Smart Backgrounds dataset consists of simulated $e^+e^- \rightarrow Y(4S) \rightarrow B^0 \bar{B}^0$ events with subsequent decays at the event generation step, created using the EvtGen [53] event generator in the context of [26]. The features are the components of the four-momentum of each particle in the decay chain, their production vertex positions and time, the particle type, represented by the PDG [54] identifier, and the index of the mother particle which allows forming a graph of the decay tree. On average, 40 particles are generated per event. Each event in the dataset contains 100 particles, where the features are set to 0 and the mother particle indices to -1 in events with less than 100 particles in the decay chain. PDG identifiers are mapped to an integer number between 1 and 506.

| Table 1 Overview of the provided datasets |
|-------------------------------------------|
| Task | Examples (train/test/validation) | Structure | Dimension |
| Top Tagging Landscape | Class. | 1.2M/400k/400k | Four vectors | 200 particles, 4 features/particle |
| Smart Backgrounds | Class. | 157k/39k/84k | Decay graph | 100 particles, 9 features/particle |
| Spinodal or Not | Class. | 16.3k/4k/8.7k | 2D Histogram | 20 x 20 histogram of pion spectra |
| EoS | Class. | 121k/25k/54k | 2D Histogram | 24 x 24 histogram of pion spectra |
| Air Showers | Regr. | 56k/30k/14k | 81 1D traces | 81 stations, 80 signal bins + timing |
The label indicates whether the event passes filtering criteria based on an event reconstruction using the Full Event Interpretation (FEI) algorithm that tries to reconstruct hadronic B decays from the information after detector simulation and reconstruction. The FEI selection is shared by many analyses and, therefore, has a relatively high retention rate of 5%.

**Spinodal or Not**

The spinodal dataset is a simulated dataset, created to identify the effects of a non-equilibrium deconfinement phase transition in relativistic nuclear collisions. The underlying physical question is to understand the non-perturbative interactions of the strong interaction in the high baryon density regime. These questions are closely related to the understanding of the deconfinement mechanism and consequently the dynamical generation of mass in Quantum Chromo Dynamics (QCD). To uncover the properties of dense and hot nuclear matter, the Compressed Baryonic Matter (CBM) experiment is under construction at FAIR (Facility for Anti-proton and Ion Research) at GSI Darmstadt. At FAIR, heavy nuclei (mostly lead and/or uranium) are accelerated to beam energies of several GeV per nucleon and brought to collision with a similar target at the CBM experiment. In this way, the nuclear matter is simultaneously heated and compressed, and since large nuclei are used, for a very short time, an equilibrated system of QCD matter at several times the nuclear saturation density and temperatures of up to 100 MeV is created. The dynamics that govern this system are determined by the strong interaction, i.e., QCD. Since the dynamic many-body problem of QCD cannot be solved explicitly nor numerically, our understanding of the matter created is based on interpretations of the collected data. This interpretation is done by comparing sophisticated model simulations, either based on relativistic fluid dynamics or microscopic transport simulations, with experimental observations. The presented dataset is the result of such a model simulation, based on a fluid dynamical simulation of heavy ion collisions in the presence of a first-order deconfinement phase transition. In particular, the dataset was created using two distinct scenarios, one where spinodal decomposition occurs and one where it does not. Spinodal decomposition is a well-known effect that describes the dynamics of phase separation and leads to the exponential growth of density fluctuations. It is now of particular interest how these density fluctuations influence the observable final particle spectra as measured by the CBM experiment. In addition, since even the theoretical background of these fluctuations in the fast-expanding and small collision systems is not well understood, it is even of interest to understand whether all events will show such signals or they only occur on rare occasions. Thus, the application of machine learning methods to possibly uncover the effects of the QCD phase transition measured momentum spectra is of great interest. The task for this effort is to identify those events which have undergone spinodal decomposition. In addition, for the physical interpretation, it is also important to see what a characteristic spinodal event looks like compared to a non-spinodal event. Finally, it is important to achieve high accuracy to see whether all events, simulated as spinodal events, also can be identified as such or if not every event shows the relevant characteristics. More information on the physics background and scientific motivation behind this dataset can be found in Ref. [28, 62]. The data included are a coarse-grained—and hence more difficult—version of these data. To create the spinodal classification dataset, 27,000 central collision events of lead on lead are generated at a (typical FAIR/GSI) beam energy of $E_{\text{lab}} = 3.5$ A GeV, for each scenario: spinodal or not. From each event, an ‘image’ is then generated, containing information on the net baryon density distribution in the transverse spatial $x - y$ plane. This corresponds then to a 20-by-20 pixel histogram. We renormalized the pictures by their maximum bin value for each event separately, to avoid possible artifacts from one class having a larger density. The histograms are then flattened to a 400-column array-list of events.

**EoS**

The EoS dataset is simulated with relativistic hydrodynamics including afterburner hadronic cascade for describing high energy heavy ion collisions. One of the primary motivations for these collision experiments is to understand the QCD phase structure, to which large international efforts have been devoted. The current beam energy scan project at RHIC (BNL) and the forthcoming program at FAIR (GSI) particularly aim at searching for signals and location of the critical end point (CEP) in the QCD phase diagram. This CEP separates the crossover transition and the conjectured first-order phase transition from normal hadronic matter to strongly coupled quark–gluon matter. In the laboratory (LHC, RHIC, or future FAIR, NICA), a huge amount of experimental data have been accumulated for heavy ion collisions, making it a fantastic test ground to study these QCD bulk properties. Conventionally, people look into critical fluctuations in experiments to locate the CEP. However, the currently observed signals are too weak to give plausible conclusions. Also, it is rather involved to disentangle many different physical factors (e.g., initial state effects, transport properties, freeze-out physics) in the collision evolution given only the final states observables. Thus, we lack a reliable bridge between the QCD bulk matter properties (EoS) produced in the collisions and the experimental observables. Being different from conventional strategy, we explored another avenue by formulating this task into a classification...
task well suited to deep learning, see Ref. [29, 63–66]. The
EoS dataset here has the purpose of utilizing deep learning
to investigate the nature of the QCD transition happening
during nuclei collision, which can be manifested inside the
equation of state (EoS) to be employed within the hydrody-
namic simulation for the collision. Previously, it was demon-
strated in Ref. [63] that under pure Hydrodynamic evolution
(without afterburner hadronic cascade) a deep Convolutional
Neural Network (CNN) can identify the nature of the QCD
transition encoded in the dynamical evolution with high
accuracy provided solely by the pion spectra. This perfor-
mance was also shown to be robust against other physical
factors. Later, a further generalization [64] included more
realistic simulation compared to experiment was investigated
by considering stochastic particalization and UrQMD had-
ronic cascade followed by hydrodynamics, where the reso-
nance decay effects were taken into account as well as in such a
hybrid model. The dataset here is the one used in this study.
Specifically, the iEBE-VISHNU hybrid model was used to
perform event-by-event simulations, with MC-Glauber and
also MC-KLN model for the fluctuating initial condition
generation. Two different types of EoS are employed in the
dynamics: a crossover EoS from lattice-QCD parameteriza-
tion and the first-order EoS from a Maxwell construction
between hadron resonance gas and ideal gas of quark–gluons
with a transition temperature at $T_c = 165$ MeV. After the
hydrodynamic evolution, the fluid cells are projected into
particles (hadrons) using the Cooper–Frye formula, and
further, the UrQMD follows for simulating the hydronic
cascade. We vary different physical parameters (viscosity,
initial condition, switching temperature from hydro to cas-
cade) to generate diverse collision events for the robustness
test. This also aims to encourage the network to capture
the genuine imprint of the QCD transition onto the final
states spectra, instead of being biased by any specific setup
of features or uncertain physical properties. Inside the EoS
dataset, the two classes of events were labeled as EOSL and
EOSQ, where each event can be viewed as an “image” to be
the input observable of the deep-learning-based algorithm:
the two-dimensional histogram of pion spectra with 24 trans-
verse momentum bins and 24 azimuthal angle bins.

**Cosmic-Ray-Induced Air Showers**

When ultra-high-energy cosmic rays (UHECRs) penetrate
the Earth’s atmosphere, they induce large particle cascades
called extensive air showers. Using cosmic-ray observa-
tories consisting of ground-based particle detectors, e.g.,
water-Cherenkov detectors or scintillators, the footprint
of air showers can be detected. Here, each detector station
measures the time-dependent density of shower particles.
This results in signal traces, where the shapes encode infor-
mation on the shower development. By reconstructing the
air-shower characteristics and in particular $X_{\text{max}}$—the depth
of shower maximum—information of the cosmic-ray mass
can be obtained.

So far, the reconstruction of $X_{\text{max}}$ is confined to observa-
tions using fluorescence telescopes. However, in contrast
to ground-based particle detectors, telescopes have a much
smaller duty cycle, as fluorescence observations are only
possible in clear and moonless lights. An accurate and exten-
sive measurement of $X_{\text{max}}$ using ground-based particle detec-
tors could significantly increase the statistics, and thus, give
new insights into the cosmic-ray composition.

The air-shower dataset [67] consists of cosmic-ray events
and enables the reconstruction of $X_{\text{max}}$ using a simulated
ground-based observatory. The observatory is placed at the
height of 1400 m above sea level and features a Cartesian
detector array with 1500 m spacing. The design is inspired
by the Pierre Auger Observatory [68] and the Telescope
Array Project [69].

The used simulation of signals is a fast-simulation
approach and utilizes parameterizations and a simplified
shower development. It was introduced in Ref. [70]. To
decrease memory consumption, simulated air-shower foot-
prints are reduced to a cutout of 9 × 9 stations centered at the
station that recorded the largest signal. Thus, the arrange-
ment of detectors can be interpreted as a small 2D image.
A third dimension is given by the time-dependent signal
measurement at each detector station. The signal trace of
each station is shortened by selecting the 80 time steps after
the first signals were measured. The width of a one-time step
corresponds to 25 ns. Furthermore, for each detector station,
an arrival time is given. It states the arrival time of the first
shower particles at each station, which corresponds to the
time where the signal traces start.

The goal of this regression task is to predict $X_{\text{max}}$ from the
detector readouts with the best possible resolution, defined
as the standard deviation of the distribution given by the
difference between the predictions and the actual values of
$X_{\text{max}}$.

**Python Interface**

To make the datasets conveniently accessible to a wide range
of users, we provide a Python interface to make their use as
simple as possible. With a few lines of code, it is possible to
load any of the five datasets, perform dataset-specific pre-
processing, and create a dataset-specific adjacency matrix
for graph neural network algorithms. The package is easily
extendable by providing additional wrappers to allow the
inclusion of other datasets in the same environment.

The essential function is load which allows loading of
the training and testing datasets. The dataset features $X$ as
well as the labels $y$ are returned as NumPy [71] arrays. We
can see below an example of code that loads the train and the test set of the Spinodal dataset:

```python
from pd4ml import Spinodal
X_train, y_train = Spinodal.load('train')
X_test, y_test = Spinodal.load('test')
```

If the dataset is not found at the provided path, it is automatically downloaded. The option to force the download is provided and an MD5 check is implemented.

The package provides an additional loading method called `load_data`. In this case, the loaded data undergo a pre-processing routine implemented by the dataset providers. One can require the data to be loaded in the form of a graph by setting the appropriate value to the `graph` argument. The returned adjacency matrices are constructed in the same way described in “Pre-processing and Adjacency Matrix”. An example would be:

```python
X, y = Spinodal.load_data('train',
                          path = '.',
                          graph = True)
```

The dataset description can be printed out by executing the following command:

```python
Spinodal.print_description()
```

The output contains both technical information on the dataset (like the number of events) and references to the papers providing the physics context and the in-detail description of the reference models.

Additionally, we made available in the repository the TensorFlow 2.3 [72] implementation of the reference models described in Appendix A and the common models presented in “Example Application”.

### Example Application

To demonstrate the potential added value of such a common interface for transfer learning and similar tasks, we consider two common architectures: FCNs (Fully Connected Network) and GraphNets (“Graph-Based Network”). In both cases, the same model (the only difference being a different number of input layers) is trained on all datasets.

Additionally, a reference model, against which the performance can be compared, is provided for each dataset (Fig. 1). These are described in Appendix A. In the case of well-established datasets (such as the Top Tagging Landscape task), state-of-the-art models are used. For novel datasets, an implementation is provided by the dataset providers as well.

### Fully Connected Network

Networks based on the FCN architecture are a useful and versatile baseline as they require no assumptions about the structure of the data. For this reason, we construct an FCN architecture to be trained and evaluated on all datasets described in “Datasets”. The network has a depth of 12 hidden layers each with a size of 256 nodes and the ReLU activation function. The output layer, as well as the loss function, is dependent on the task of the network:

![Figure 1: Schematic representation of the FCN. Additional details are provided in the text. For classification tasks, Sigmoid is used as loss in the final layer; for regression, a linear activation is used instead.](image)

5 Contributions of additional algorithm implementations via github pull-requests are possible as well.

6 No extensive tuning of these hyperparameters was performed but we verified that changes in the number of layers, batch size, and learning rate did not significantly alter the results.

---

3 The choice of storage location lies with the dataset providers.

4 [https://github.com/erum-data-idt/pd4ml](https://github.com/erum-data-idt/pd4ml).
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Classification task: Sigmoid output and Binary Cross Entropy loss;  
Regression task: Linear output and Mean Squared Error loss.

The input data are split into batches of 256 examples and the training is performed across 300 epochs regulated by early stopping which terminates the training when no improvement of the validation loss is observed for more than 15 epochs to prevent overfitting effects. We train using the the Adam [73] algorithm with an initial learning rate of 0.001. The learning rate is reduced by a factor of 10 if no improvement of the validation loss is observed within 8 epochs from the last best score.

Graph-Based Network

Many types of data can either be naturally represented as a graph or transformed into a graph without loss of information. This is also the case for data in fundamental physics where measurement signals can be represented as nodes in a graph and their relations or the relation of the measurement devices as the edges. This additional information about distances and connectivity between data points is something a simple FCN cannot process.

In the following, we consider undirected graphs with \( N \) nodes — meaning that an edge between node \( i \) and \( j \) is equivalent to an edge between \( j \) and \( i \). We further assign a vector of features \( \mathbf{n}_i \in \mathbb{R}^M \) (where \( M \) is the dimension of the feature space) to each node. Only unweighted graphs are considered for simplicity, although assigning features to the edges is possible as well. In this case, we can describe the graph representing one input example by two matrices: the feature matrix \( \mathbf{X} \in \mathbb{R}^{N \times M} \) and the adjacency matrix \( \mathbf{A} \in \mathbb{Z}^{N \times N} \). An entry of 1 in the row \( i \) and column \( j \) of the adjacency matrix denotes that there is a connection from node \( i \) to node \( j \). Zeros imply unconnected nodes. A dataset then consists of many such graphs, in general, one feature matrix and one adjacency matrix per data point.

In principle, most types of data can be turned into a graph without losing information. We have outlined a few examples in this paper. For example, data represented as an image can easily be turned into a graph structure by building an adjacency matrix based on each pixels’ neighboring pixel (see “Pre-processing and Adjacency Matrix”). If the absolute pixel position is relevant, it can be added as per-node feature.

The architecture of our common GraphNet implementation is very similar to the Smart Backgrounds reference model in “Smart Backgrounds”. The input data are split into batches of 32 elements and the training is performed across 400 epochs regulated by an early stopping with patience of 50 epochs. To optimize the training, the Adam algorithm with an initial learning rate of 0.001 is used that is then reduced by a factor of 10 if no improvement of the validation loss is observed within 8 epochs from the last best score.

The main difference in comparison to the FCN is given by the addition of an adjacency matrix that is input to the graph convolutional layers [74]. The architecture consists of three fully connected layers per node with weight-sharing across nodes, followed by three graph convolutional layers, followed by a 1D global average pooling operation, followed by three fully connected layers, and an output layer. Starting from the graph convolutional layers, after each layer batch normalization is applied as well as dropout [75] (fraction of 0.2 for all layers except the last one where the fraction is 0.1). All layers employ 256 trainable nodes and PReLU [76] activation functions, except the output layer using a sigmoid or a linear activation function depending on the task (classification or regression). A schematic representation is given in Fig. 2. The same preprocessing steps are performed as for the FCN. Additionally, a dataset-specific step is required to build the adjacency matrices as explained in the following section.

Pre-processing and Adjacency Matrix

For each dataset, basic data preprocessing is performed. The dataset-specific preprocessing is closely inspired by its counterpart in the reference models. The Top Tagging Landscape dataset is transformed from four vectors to four hadronic coordinates, more specifically into the logarithm of the transverse energy \( \log(E) \), the logarithm of the energy \(\log(p_T)\), the logarithm of the energy \( \log(E) \), the relative pseudorapidity \( \Delta \eta \), and the relative \( \Delta \phi \) angle. For the SmartBKG dataset, the Particle ID information is one-hot encoded, while not changing the other features. The EoS dataset is standardized and the air-shower dataset is preprocessed by taking the logarithm of the filled signal bins and by normalizing the timing. No preprocessing is performed for the Spindal or Not dataset.

Each adjacency matrix has been designed to suit the specific dataset characteristics. For the Top Tagging Landscape dataset (“Top Tagging Landscape”) the adjacency matrix has been built performing a \( k \) nearest neighbor clustering using the information of the jet constituents with \( k = 7 \). In the case of the SmartBKG dataset, the generator-level particles have been used in combination with the mother-daughter relation. Since the EoS and the Spindal data come in the
form of 2D histograms, we exploit this image-like structure and build the adjacency matrix counting as neighbors the eight (three at corners, five at edges) adjacent bins to each “pixel”. In the air-shower dataset the detectors are arranged in a nine-by-nine rectangular grid, which allows the construction of the adjacency matrix implementing the “eight adjacent bin” technique as well. A summary of these graph-building methods is given in Table 2.

**Performance Evaluation**

The performance of all the models has been evaluated by five trainings using the same data but different random initialization. Then, the mean and standard deviation of the obtained scores are calculated. The accuracy (fraction of correctly classified data points) and the area under curve (AUC) are given for the classification task, while for the regression task we use the resolution as described in “Cosmic-Ray-Induced Air Showers”.

---

**Table 2** Summary how different structures can be represented as graphs

| Dataset              | Structure         | Graph building         |
|----------------------|-------------------|------------------------|
| Top Tagging Landscape| Four vectors      | k-nearest neighbor clustering |
| Smart Backgrounds    | Decay Graph       | (not needed)           |
| Spinodal or Not      | 2D Histogram      | Adjacent pixels        |
| EoS                  | 2D Histogram      | Adjacent pixels        |
| Air Showers          | 81 1D Traces      | Geometric relation of detector stations |

**Table 3** Accuracy scores of the different models. Provided are the mean value and its standard deviation of five independent trainings on the same data.

| Dataset  | Reference | GraphNet | FCN |
|----------|-----------|----------|-----|
| TopTag   | 0.940 ± 0.001 | 0.935 ± 0.001 | 0.908 ± 0.001 |
| SmartBkg | 0.823 ± 0.001 | 0.824 ± 0.001 | 0.737 ± 0.002 |
| Spinodal | 0.873 ± 0.004 | 0.854 ± 0.004 | 0.824 ± 0.001 |
| EoS      | 0.691 ± 0.005 | 0.687 ± 0.005 | 0.605 ± 0.019 |
An overview of the results is given in Table 3 (accuracy) and Table 4 (AUC). A graphical representation of the accuracy relative to the accuracy achieved by the reference model is given in Fig. 3. The GraphNet achieves equal or similar performance as the reference model on all classification tasks. The largest gap is observed for the Spinodal dataset where the graph network underperforms the reference model by 2% in AUC (1% in accuracy). The performance difference to the FCN is much larger—here the largest difference is 12% for the EoS dataset. Regression performance on the air-shower dataset (Table 5) shows a larger drop in performance with a ten percent worse resolution for the GraphNet and 30% for the FCN.

Table 4 AUC scores of the different models. Provided are the mean value and its standard deviation of five independent trainings on the same data

|            | Reference | GraphNet | FCN  |
|------------|-----------|----------|------|
| TopTag     | 0.986 ± 0.001 | 0.983 ± 0.001 | 0.966 ± 0.002 |
| SmartBkg   | 0.906 ± 0.009 | 0.903 ± 0.001 | 0.811 ± 0.001 |
| Spinodal   | 0.925 ± 0.005 | 0.916 ± 0.005 | 0.883 ± 0.001 |
| EoS        | 0.788 ± 0.005 | 0.766 ± 0.005 | 0.739 ± 0.008 |

Table 5 MSE and resolution values measured on the air-shower dataset. Provided are the mean value and its standard deviation of five independent trainings on the same data

| Air Shower | MSE   | Resolution |
|------------|-------|------------|
| Ref. Model | 1000 ± 52 | 31.32 ± 0.75 |
| GraphNet   | 1185 ± 26 | 34.12 ± 0.47 |
| FCN        | 1661 ± 19 | 40.63 ± 0.40 |

Outlook and Conclusions

With the increasing use of machine learning in fundamental physics, a corresponding need for common datasets and algorithms that can be used across various scientific tasks arises. The collected datasets highlight various facets of this challenge and provide data from very different problems and communities in a unified and simple-to-use setup with the extension to more data and learning tasks planned for the future.

The obtained results show that a common graph-based architecture can achieve (close to) state-of-the-art performance with shared hyperparameters across all tasks. This is encouraging and the proposed architecture can serve as a solid starting point—or perhaps even algorithm of choice without further optimization—for machine learning tasks in fundamental physics. Similarly, the discussed methods to build graphs for common data structures serve as a template for similar applications.

However, the observed difference in performance for cosmic-ray induced air-shower data implies that further improvements, especially for highly complex data, are needed. Similarly, there is no reason why the reference models should be the upper limit and a sufficiently advanced common model might outperform the baseline on all tasks. Innovations in architectures are needed to overcome this challenge.

An implementation available at https://github.com/erum-data-idt/pd4ml
These results are just the first steps in taking machine learning in our fields from innovative developments to industrial-style production. A common baseline architecture makes automated training and optimization on user-provided datasets without further manual intervention possible. Such a service could greatly reduce the turn-around and development time for many standard applications of machine learning in our field. Of course, exotic, novel, or otherwise unique tasks will still require dedicated efforts. Thinking further, one could also consider using similarities in the structure of data representing physical measurements and further improve the performance via transfer learning across datasets.

Appendix A: Reference Models

In the following, a reference model is provided for each dataset. These reference models represent an algorithm specifically designed and optimized for the problem at hand. They serve as a benchmark to judge the performance of the proposed dataset-independent algorithms.

A.1: Top Tagging Landscape

The ParticleNet [77] algorithm is used as reference for the Top Tagging Landscape dataset. This architecture was one of the best models in a comparison study performed earlier on this dataset [6]. The graph convolutional network is constructed by viewing the input data as point clouds, i.e., each jet is considered an unordered set of particles. To build these point clouds, the particles in each jet are ordered by transverse momentum and zero-padded to up to 100 particles per jet. From the particles 4-momenta seven input features for the network are computed: the logarithm of the transverse energy (log(p_T)), the logarithm of the energy (log(E)), the relative pseudorapidity (Δη), the relative Δϕ angle, the logarithm of the particle’s p_T relative to the jet p_T (log(\(\frac{p_T}{p_T[jet]}\))), the logarithm of the particle’s energy relative to the jet energy (log(\(\frac{E}{E[jet]}\))), and the angular separation between the particle and the jet axis (\(\Delta R = \sqrt{(Δη)^2 + (Δϕ)^2}\)). The relative angles are calculated with respect to the jet axis. Based on these inputs, a graph is built for every jet. The edges of this graph are found by a k nearest neighbor search of the k = 7 closest particles. The architecture itself is build of three EdgeConv layers [78], followed by a global pooling operation over all the particles to preserve permutation invariance, followed by two fully connected layers.

A.2: Smart Backgrounds

The graph structure of the event decay tree is an ideal input for graph neural networks. A structure based on graph convolutional layers [74] provides high classification performance. The PDG identifiers are passed through an embedding layer to produce an eight-dimensional embedding space which is subsequently concatenated with the remaining eight-dimensional feature vector. These combined particle features are fed to 3 fully connected layers, where the weights are shared across all particles, followed by the ReLU activation function. The next transformation consists of 3 graph convolutional layers, where the adjacency matrix of the decay graph is constructed from the indices of mother particles. Furthermore, it is symmetrized to provide mother-daughter in addition to daughter–mother relationships. By taking the average of the resulting vector along the particle dimension it is reduced to event-level quantities which are finally transformed by 3 more fully connected layers, followed by the ReLU activation function. A final fully connected layer, followed by the sigmoid activation function provides the classification score. All hidden layers, including the graph convolutional layers, contain 128 units.

A.3: Spinodal or Not

Since the simulated output for the data corresponds to a 20x20 histogram, a natural choice for the network structure is that of a convolutional neural network. In this particular case, we employ three convolutional layers with intermediate pooling layers, followed by a single hidden fully connected layer and the output layer. The complete structure of the network is shown in Ref. [28].

A.4: EoS

Inspired by the good performance of CNNs in image recognition tasks, we constructed a VGG-like [79] CNN with 3 convolutional layers followed by fully connected layers for the EoS binary classification task. The histogram of the pions at min-rapidity is taken as the image-like input for the CNN. Batch normalization, dropout, and PReLU activation are used to avoid overfitting. Details of the network architecture and training are discussed in Ref. [64]. We also refer to Ref. [63] for more technical explanations.

A.5: Cosmic-Ray-Induced Air Showers

To process the time-and-space-dependent air-shower footprints, the model uses a two-fold architecture, inspired by Ref. [17, 70]. The first recurrent network part is used to
analyze the signal traces recorded by each detector station. Therefore, a two-layer subnetwork—consisting of Long short-term memory networks [80]—is shared over each of the $9 \times 9$ detector stations and extracts ten features out of each signal trace.

As the resulting output is image-like ($9 \times 9 \times 10$), in the second part, the obtained ten feature maps are concatenated to the map of arrival times ($9 \times 9 \times 1$) and analyzed in the following on spatial correlations using convolutional operations. This is performed using two blocks, which are separated by a pooling operation. Each of these blocks holds five residual units [81] with convolutional layers and batch normalization [82]. After the residual block, global max pooling and dropout are applied. To speed up the model’s convergence we use a layer that re-normalizes the yielded outputs, which lie at the start of the training mostly between 0 and 1, to the scale of the $X_{\text{max}}$ distribution. For the reference architecture, we preprocessed the data by performing a logarithmic re-scaling of the signal traces to compensate for the very different signal sizes. We further normalized the arrival times with respect to the time measured at the central station (station with the largest signal). For more details, refer to Ref. [70].
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