Athermal jamming vs. glassy dynamics for particles with exponentially decaying repulsive pair interaction potentials with a cutoff
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Abstract – We study athermal jamming as well as the thermal glassy dynamics in systems composed of spheres that interact according to repulsive interactions that exponentially decay as a function of distance. As usual, a cutoff is employed in the simulations. While the athermal jamming transition that is determined by trying to remove overlaps is found to depend on the arbitrary and therefore unphysical choice of the cutoff, we do not find any athermal jamming transition or crossover that only relies on the physical decay length. In contrast, the glassy dynamics mainly depends on the decay length. Our findings constitute another demonstration of the fact that the athermal jamming transition is not related to thermal glassy dynamics. In addition, we argue that interactions without sharp physical cutoff should be considered more often as a model system in jamming. The reevaluation of widely used theoretical approaches or methods of analysis in the field of jamming and the task to change them such that they do not depend on unphysical cutoffs will lead to deeper insights into the nature of athermal and thermal jamming.
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Introduction. – Jamming in athermal systems that are composed of spheres with finite-ranged repulsive interactions can be described and studied by a energy landscape exploration method introduced by O’Hern et al. [1,2]. The spheres are initially placed at random positions and then one tries to remove the overlaps by minimizing the energy without crossing energy barriers. In case all overlaps can be removed, the system is called un jammed, while in the case of remaining overlaps the system is termed jammed. In the large system limit a sharp transition is found from un jammed to jammed packings of spheres [1,2] for increasing packing fraction. Close to this athermal jamming transition critical power-law scaling of various quantities can be observed (cf. [3] as a review).

In thermal systems jamming can be defined in various ways. In many particulate systems one can observe a dramatic slowdown of the dynamics if the density is increased, the temperature is decreased, or external perturbations like shear forces are decreased [4]. Here we mainly focus at the slowdown of the dynamics as a function of the packing fraction at small temperatures. In case typical timescales of rearrangements in the systems become larger than the time that is accessible in experiments or simulations such that the system becomes effectively non-ergodic, one often speaks of the (dynamical) glass transition (see, e.g., [5]). Note that the dynamical glass transition usually differs from a possible structural or ideal glass transition that might be defined by the configurational entropy [5–8].

While it has been conjectured initially that the athermal jamming transition might be the end point of the dynamical glass transition as some kind of thermal jamming transition in the limit of small temperatures [2,4], theoretically they can occur in the same mean field approaches but as distinct phenomena [6–8]. In simulations the differences between athermal and thermal jamming have been discussed, though they usually occur close together (see, e.g., [9]).

In this work we study athermal jamming and glassy dynamics for a system with repulsive interactions that decay exponentially with the distance but ideally do not posses a natural cutoff. This model interaction can be seen as simplification of DLVO interactions that occur in
charge-stabilized colloidal systems [10,11] or for dust particles in plasmas [12], where the exponential decay is due to screening characterized by the so-called screening length. From a theoretical point of view, the potential is important to gain a deeper insight into the quasiusingularity of repulsive interactions [13,14]. In simulations the interactions are usually implemented with a cutoff. Here we demonstrate that athermal jamming that is determined with the usual protocol is dominated by the (unphysical) choice of the cutoff, while the glassy dynamics in thermal systems mainly depends on the screening length. While these results might not be considered to be unexpected, we want to stress the importance of studying athermal and thermal jamming in systems with interactions that do not possess a sharp, unique cutoff as many definitions and protocols depend on such a cutoff. We argue that the study of interactions without natural cutoff might help to reveal the true nature of jamming that should not depend on an arbitrary, unphysical cutoff.

Method. – A monodisperse system of \(N\) spheres in three spatial dimensions is considered. The interaction between the spheres is purely repulsive and given by the pair potential

\[
V(r) = \begin{cases} 
\epsilon \exp\left(-r/l_s\right) - V_c(r), & \text{if } r < l_c, \\
0, & \text{if } r \geq l_c,
\end{cases}
\]

where \(r\) is the distance between the particles, \(\epsilon\) sets the energy scale, \(l_s\) corresponds to the screening lengths, i.e., the physically motivated length scale of the interaction potential, and \(l_c\) is a cutoff length that is usually introduced as a purely technical parameter in order to simplify simulations. The function \(V_c(r)\) is a linear function that is chosen such that the interaction potential and in case of athermal jamming in addition its derivative do not possess any discontinuity at \(r = l_c\).

To determine the jamming behavior at zero temperature, we employ the same energy landscape exploration method as in [1,2]: The particles are initially placed at random positions into a simulation box with periodic boundary conditions and volume \(V\) and with a given number density \(\rho = N/V\). Here \(N = 700\) particles are used. Note that depending on what length one considers as typical size of the particle, one can define a packing fraction \(\phi_s = \pi \rho l_s^3/6\) given by the screening length \(l_s\) or \(\phi_c = \pi \rho l_c^3/6\) depending on the cutoff length \(l_c\). By employing a conjugate gradient method we then minimize the energy, i.e., we determine the local minimum of the energy without crossing any energy barriers. As in [1,2] the system is considered to be (athermally) unjammed, if all overlaps can be removed by the minimization. If overlaps prevail, the system is called jammed. To avoid the lengthy final removal of small overlaps we consider configurations to be unjammed if the overlap energy \(E\) becomes smaller than \(10^{-10} \epsilon\). As a consequence, for counting the number of contacts, overlaps are only counted if larger than \(10^{-3} l_c\). We checked that the results do not depend on these choices and that for harmonic interactions the results from [1,2] can be reproduced.

In order to explore the dynamics of thermal systems, we perform local Monte Carlo simulations, i.e., Monte Carlo simulations with only local moves such that the number of Monte Carlo sweeps can be used as an approximate measure of the time [15]. We determine the relaxation time (number of Monte Carlo sweeps) \(\tau\) for which the self-intermediate scattering function for \(k = 2\pi \phi^{1/3}/l\) decays to \(1/e\) of its initial value. For the analysis where the cutoff is taken as length scale, \(\phi = \phi_s\) and \(l = l_c\). If the screening length is taken in the analysis, \(\phi = \phi_c\) and \(l = l_c\). For the dynamical simulations, we employ a bidisperse system, where half of the \(N = 1000\) particles are larger by a factor 1.4, i.e., the same interaction potential as for athermal jamming is employed, but all lengths are scaled by a factor 1.4 in the case of two large particles and by 1.2 if a small particle interacts with a large one. We start with a packing fraction \(\phi_s\) or \(\phi_c = 0.05\) and later increase the packing fraction in intervals of 0.05. At each density, the relaxation time is measured after an initial relaxation of \(10^5\) Monte Carlo sweeps with adaptive maximum displacements per step. Afterwards the relaxation time is measured with a constant maximum size of displacements per Monte Carlo step of \(l/l_s^3/20\). Different temperatures from \(k_B T/\epsilon = 0.1\) to \(k_B T/\epsilon = 0.5\) are considered.

Results. –

Athermal jamming. – In fig. 1 the overlap energy that is reached after a minimization towards a local minimum, i.e., without crossing energy barriers is shown. In fig. 1(a) it is plotted as a function of \(\phi_s\). In fig. 1(b) the same data is shown as a function of \(\phi_c\). Therefore, in fig. 1(a) the cutoff length \(l_c\) determines the packing fraction while in fig. 1(b) the data is organized by the screening length \(l_s\).

In fig. 1(a) the well-known behavior with no overlaps below a transition packing fraction \(\phi_1\) and an increasing overlap energy above the transition is observed. The transition occurs at the same \(\phi_1\) for all screening lengths \(l_s\) and is in agreement with the transition packing fraction of spheres with harmonic interactions as reported in [1,2]. The inset of fig. 1(a) shows the difference of the number of per particle contacts \(Z_\epsilon\), i.e., neighbors that are closer than the cutoff length \(l_c\), and the isostatic contact number \(6\) as a function of the difference of the packing fraction \(\phi_c\) and the transition packing fraction \(\phi_1\). For large packing fractions \(\phi_c\) the data depends slightly on \(l_s\), but otherwise \(l_s\) hardly affects the overlap energy. From the fit in the inset of fig. 1(a), we find an athermal jamming transition packing fraction of \(\phi_1 = 0.638\) which is in agreement with the result \(\phi_1 = 0.639 \pm 0.001\) reported in [2] for monodisperse systems. Note that in bidisperse systems the athermal jamming transition packing fraction is known to be slightly larger, e.g., in the system that we will consider when we study the dynamics, one expects \(\phi_1 = 0.648\) [1]. However, these small differences are not important for our investigations.
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In addition is shown in the legend of fig. 2(b) while the symbols
fraction $\phi$ in the fit, we find the overlap energy is shown as a function of the packing
fraction $\phi$ as can be read in (a) and in addition is shown in the legend of fig. 2(b) while the symbols
mark $\phi_s$ as visible in (b) and in the legend of fig. 2(a). The grey line in the main figure of (a) is a quadratic fit function
that starts from zero at a transition packing fraction $\phi_t$. From the fit, we find $\phi_t = 0.638$. The inset in (a) shows the well-
known power-law scaling with exponent 0.5 for the number
of contacts $Z_s$ per particle, defined by overlaps concerning the
cutoff length $l_c$, in excess of the isostatic contact number 6 as a
function of the packing fraction $\phi_s$. In the inset in (b) $Z_s$, which gives the number of
neighbours per particle that are closer than the screening length $l_s$, is plotted as a function of $\phi_s$.

If the overlap energy is plotted as a function of the packing fraction $\phi_c$ that is given by the screening length $l_s$, all curves with $\phi_c \leq \phi_J$ are zero everywhere, and the curves for $\phi_c > \phi_J$ are slightly increasing with increasing
$\phi_s$. Otherwise, there is no indication for any transition or crossover that could explain a connection between the rapid slowdown of the dynamics that we present in the next subsection and the inherent structures whose overlap energy is shown here.

The inset of fig. 1(b) shows the number of contacts $Z_s$ given by the number of neighbors that are closer than the screening length $l_s$ as a function of $\phi_s$. A sharp increase only occurs in case $\phi_s \approx \phi_c \approx \phi_J$. For $\phi_c < \phi_J$ the number of contacts $Z_s$ starts to deviate from 0 below $\phi_J$ while for $\phi_c > \phi_J$ there is a continuous increase that roughly starts at $\phi_J$. As a consequence, no universal transition behavior can be found if $l_s$ is used for the analysis of contacts.

In fig. 2 we present pair distribution functions $g(r)$ for the structures obtained after the minimization process.
In fig. 2(a) the length is plotted in units of the cutoff length $l_c$ and curves slightly above the athermal jamming transition, i.e., for constant $\phi_c = 0.66$, are shown for various $\phi$. All curves collapse onto each other within the size of the symbols. Therefore, close to athermal jamming, $g(r)$ is almost independent of the screening length $l_s$. As a consequence, the inherent structures close to athermal jamming depend on the cutoff length $l_c$ but not on the screening length $l_s$.

In fig. 2(b), (c) $g(r)$ for a constant $\phi_c = 0.66$ and various $\phi$ are shown. Therefore, cases further away from the athermal jamming transition are included. If the length is plotted in units of the cutoff length $l_c$, as depicted in fig. 2(b), one finds that the first peak of $g(r)$ occurs at $l_c$ but otherwise the other features of $g(r)$ are not determined by $l_c$. If the length is shown in units of $l_s$ (see fig. 2(c)), there are still significant differences between the curves. However, for sufficiently large density ($\phi_c \geq 0.6$) all peaks with the exception of the first one occur at the same lengths. As a consequence, while the first peak is given by the cutoff, otherwise the structure is dominated by the screening length. As we will show in the next subsection, the dynamics is mainly given by the screening length and therefore we conclude that the dynamics hardly depends on the contact behavior, but mainly is given by longer-ranged correlations.

Glassy dynamics of thermal systems. The thermal jamming of particles that interact according to the DLVO-potential has been studied, e.g., in [16]. Here we want to explore how the two length scales, i.e., the screening length $l_s$ and the cutoff $l_c$, affect the glassy dynamics.

In fig. 3 the relaxation time obtained by dynamical Monte Carlo simulations as described in the second section is plotted as a function of the packing fraction. If plotted as a function of $\phi_c$ and for an analysis based on the cutoff length $l_c$ (see fig. 3(a)), the slowdown of the dynamics for different ratios of $l_s/l_c$ occurs at very different packing fractions. Obviously, the cutoff length is not a good way to characterize the dynamics.

As a function of $\phi_c$ and with an evaluation also otherwise based on the screening length $l_s$ (see fig. 3(b)), the curves arrange in groups where the slowdown for a given temperature (as indicated by the color) is at least similar even for different $l_s/l_c$. As a consequence, the dynamics of the system mainly depends on the screening length $l_s$. The cutoff length still has a significant influence on the dynamics but in contrast to the athermal jamming cannot be used as control parameter alone.

These results probably are not surprising: Concerning the dynamics in thermal systems, one usually does not expect that the thermal dynamics strongly depends on a cutoff length. For example, Yukawa-like particles, e.g., charged particles in plasmas, can be studied by using the isomorph invariance [13,14,17–20] that relies on the screening lengths. It was also shown that the rheology of such particles depends on the screening length and not

![Fig. 3: Relaxation time from dynamical Monte Carlo simulations as a function of (a) $\phi_c$, (b) $\phi_s$, and (c) $\phi_s$ rescaled with a factor based on the Barker-Henderson approximation [26] as explained in the text. (a)–(c) The temperature is denoted by $T$. (d) Mean squared displacement of systems with 50 spheres with temperature $k_B T/\epsilon = 0.1$ for $l_s/l_c = 0.6$ at packing fractions $\phi_c = 0.5, 0.64,$ and 0.7.](image-url)
Concerning the connection of structure and glassy dynamics our results suggest that the dynamics mainly depends on the longer-ranged correlations while the structure close to contact is less important. In our system, for the glassy dynamics the particles do not have to be close to the case of touching spheres that occurs at the athermal jamming transition. The repulsions for distances in the vicinity of the cutoff length and even down to the screening length are small. As a consequence, there usually is a substantial overlap at the packing fractions where the dynamics starts to slow down dramatically. Therefore, the system does not have to be close to the hard-sphere limit.

On a first view the results might appear trivial. The conventional definition of the athermal jamming transition relies on the range of the interaction potential. However, in the following we want to point to important, non-trivial conclusions and questions that arise due to our findings.

Sometimes the athermal jamming transition has been described as some kind of end point of a thermal jamming line that is related to the glass transition [2,4]. For the system that we consider here such an interpretation is impossible, because the athermal jamming transition depends on the cutoff while the glass transition is mainly controlled by the screening length. Athermal and thermal jamming can occur at very different packing fractions. Therefore, by using the exponential interaction potential with a cutoff athermal and thermal jamming can be tuned and studied separately.

Since the athermal jamming transition in our system can be seen as an artifact caused by basing the definition on a cutoff, there is an imminent question: Is there an athermal jamming transition (or at least a crossover) at all for interaction potentials that are not finite-ranged? Obviously, mechanical properties like elastic modules of a suspension depend on the density. Our results suggest that the rigidification for increasing density is a smooth process as there is no obvious physical way to define whether there is a contact between neighboring particles or not. As a consequence, a term like isostaticity should not be used for particle where the interaction is not finite-ranged.

In many theoretical works (see, e.g., [6–8]) the differences between athermal jamming and the glass transition are carefully considered. However, the jamming line that occurs as limiting line of the glassy behavior predicted by mean-field theory (cf. [7,8]) probably does not exist at all without cutoff. As we have shown by using the exponential interactions with cutoff, the dynamics glass transition and athermal jamming can be tuned almost independently. Therefore we suggest that it could be of great interest to use this model system to explore how other predicted intermediate transitions behave, e.g., the Gardner transition.

Many simulation studies dealing with the thermal glass transition assume or find that the thermal glass transition occurs close to athermal jamming (see, e.g., [5,9,32–35]). In addition, many works successfully employ an analysis that is based on an athermal jamming-like definition with
overlaps [36–39] or deal with inherent structures (in the sense of local minima of the energy landscape) [35,40–44] though without cutoff the energy landscape might consist of only one connected energy basin just as in systems with cutoff below athermal jamming [38]. However, in systems where athermal jamming is an artifact related to an arbitrary cutoff, why should the athermal jamming point be a valid starting point to explore glassy dynamics or to find properties of the glass transition? Is there something special about the often employed harmonic or Hertzian interactions that athermal and thermal jamming seem to be closely related in these systems?

We believe that it is of great importance to find out which properties connected to glassy behaviors rely on a cutoff length or not. The definitions, analysis, or theoretical approaches should be changed such that they are independent of unphysical cutoffs. The interaction potential used in this letter is suitable to explore which properties and phenomena depend on the screening length and therefore can be related to the glassy dynamics and which ones rely on the cutoff.

For example, in [38,39,45] we have found a directed percolation transition in time that breaks ergodicity and therefore corresponds to the dynamical glass transition between ergodic states that can reach the ground state and non-ergodic states where the ground state is inaccessible [38,39]. In principle, such an ergodicity breaking can also occur for particles without finite-ranged interactions though the recognition of ground states is more difficult because they no longer can be associated to configurations without overlaps. Therefore, in a future work, we want to study ergodicity breaking without relying on athermal jamming or any definition based on overlaps.

Furthermore, there are many protocols that investigate the energy or free energy landscape, e.g., to study its hierarchical properties close to the glass transition or the Gaardner transition [43,46]. It is an open question whether the same results can be obtained in absence of a nearby athermal jamming transition and therefore whether these findings are really related to the glass transition.

Finally, in future works we want to find out how jamming in case of additional attractive interactions can be properly defined. In case of short finite-ranged interactions with weak attractions, athermal jamming can be studied in a similar way as for finite-ranged repulsive interactions [47]. However, in colloidal gel-forming systems the interactions and dynamics are more complex and usually at longer distances there is a repulsive interaction as considered in this letter [48–51] and it is not expected that a cutoff length significantly affects the properties of a gel. However, it remains an open question how the mechanical solidification of a gel might be related to the athermal jamming, especially because gelation sometimes is associated to a rigidity percolation transition [51,52] that is based on whether strands of isostatic particles, as defined in athermal jamming with some cutoff, percolate or not.
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