Quantification of cytochrome c oxidase and tissue oxygenation using CW-NIRS in a mouse cerebral cortex
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Abstract: We provide a protocol for measuring the absolute concentration of the oxidized and reduced state of cytochrome c oxidase (CCO) in the cerebral cortex of mice, using broadband continuous-wave NIRS. The algorithm (NIR-AQUA) allows for absolute quantification of CCO and deoxyhemoglobin. Combined with an anoxia pulse, this also allows for quantification of total hemoglobin, and tissue oxygen saturation. CCO in the cortex was $4.9 \pm 0.1 \mu M$ (mean $\pm$ SD, n=6). In normoxia, 84% of CCO was oxidized. We include hypoxia and cyanide validation studies to show CCO can be quantified independently to hemoglobin. This can be applied to study oxidative metabolism in the many rodent models of neurological disease.
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1. Introduction

Near-infrared spectroscopy (NIRS) has an optical window that allows one to measure absorption of oxyhemoglobin (HbO), deoxyhemoglobin (dHb) and cytochrome C oxidase (CCO). NIRS has been widely used to study cerebral physiology, with the focus mainly on the strong absorption feature of hemoglobin (Hb) [1–3]. Hb data can provide indirect information about hemodynamics, oxygen delivery, and oxygen saturation in the tissue ($S_tO_2$). CCO plays an essential role in oxidative energy metabolism as it is the terminal electron acceptor of the electron transport chain [4]. By measuring CCO with NIRS one can assess the redox state of the CuA center located in the enzyme [5].

Here we present a novel NIRS approach that allows for the simultaneous quantification of the absolute redox state of CCO, the total amount of the enzyme (totCCO), the total hemoglobin (tHb) concentration and $S_tO_2$. As rodent models are foundational in our studies of neurological processes, we focused in developing this method for use in rats and mice.

Several clinical and pre-clinical studies have confirmed the importance of CCO as an intracellular biomarker of $O_2$ metabolism and energy state of the brain [6]. These include studies investigating brain injury in adults [7] and neonates [8], and functional activation in adults and infants [9,10]. It has been argued that CCO redox data are a more sensitive indicator of brain $O_2$ deficienacy and energy failure than the change of $O_2$ saturation in blood [11–13].

Quantifying CCO in the presence of strong hemoglobin absorption is challenging, mainly because its concentration is about one order of magnitude lower than Hb, and the absorption peak of the CuA centre is very broad [6]. The current state of quantification is done by measuring the spectral change in the difference between the oxidized and the reduced forms of the enzyme known as the “difference spectra of CCO” or $\Delta$oxCCO. This allows one to report relative changes over time in the oxidation state of CCO in arbitrary units (AU) or $\Delta\mu M$ [6,8,9,14–16].
NIRS methods used to resolve ΔoxCCO are based on multi-wavelength data acquisition and fitting. Many algorithms, based either on the modified Beer-Lambert law (MBLL) [8,17] or on an analytical solution to the diffusion approximation (DA) [18,19], have been developed to analyze NIRS data and report ΔoxCCO. NIRS methods, along with the combination of appropriate algorithms for data analysis, such as the UCL algorithm, have been shown to be capable of accurately separating ΔoxCCO signals from those of Hb [8,15,16]. Advances in optical instrumentations have increased the reliability of monitoring ΔoxCCO with NIRS [6,20]. Although studies have shown that it is possible to reduce the number of wavelengths required to extract ΔoxCCO data, to 16 or less, the data are still analyzed as relative changes [21,22]. As NIRS technology has evolved, so have other combinations been developed. It has been shown that hybrid NIRS systems which combine a broadband spectrometer with a frequency-domain spectrometer can be successful at resolving ΔoxCCO [23,24]. Time-Resolved (TR) NIRS has also been used [22]. A Diffuse Optical spectroscopy (DOS) study, which combined frequency-domain and broadband NIRS, studied the impact of cyanide toxicity and treatment on oxidized and reduced CCO in the thigh muscles of a rabbit model [24]. However, all these studies have reported relative changes over time.

Since the total concentration of CCO should not change over short-time periods, using the difference spectra of CCO to report changes in the redox state of the enzyme would be sufficient to indicate a change in the cellular oxidative metabolism. However, knowing the absolute redox state of the enzyme or the concentration of the oxidized form relative to the reduced form would allow better comparison between subjects and provide novel information. For instance, the concentration of CCO is likely to change with maturity and energy metabolism of the brain tissue [25]. A change in the concentration of CCO would indicate a change in the mitochondria density or a change in the number of respiratory complexes per mitochondrion.

In this study, we introduce a new absolute quantification algorithm, titled “NIR-AQUA”, to quantify absolute concentrations of oxidized CCO (oxCCO), reduced CCO (reCCO) and totCCO, in addition to dHb from broadband NIR data. Combining this approach with a brief anoxia pulse, allows the quantification of tHb, and therefore HbO and S\textsubscript{t}O\textsubscript{2}. As we are focusing on using rodents, the anoxia pulse is acceptable.

One issue, when trying to resolve data from multi-wavelength absorption spectra, is that spectra of one absorber can impact those of another (crosstalk). In early animal studies, CCO NIRS signals were investigated using blood-free or perfluorocarbon-exchange animal models where hemoglobin was completely removed from the animal, to facilitate CCO detection [26]. Other studies investigated crosstalk between Hb and CCO NIRS signals, by changing one absorber independently from another. At low doses, cyanide (CN) inhibits the electron flow through CCO without compromising cerebral oxygenation. Therefore, CN was used to change CCO conditions of differing oxygenation [14,27].

To validate the ability of NIR-AQUA to independently quantify these absorbers in vivo, two studies were conducted with a custom-built broadband CW-NIRS system. In the first study, spectral data were non-invasively collected from the cerebral cortex of anesthetized and spontaneously ventilated mice, under different fractions of inspired oxygen (F\textsubscript{i}O\textsubscript{2}), to change hemoglobin saturation and CCO. In the second study, CN was administered to uncouple Hb and CCO, to help confirming the assumption that we are measuring real changes in CCO redox state and not crosstalk caused by the changes in dHb and HbO concentrations.

2. Methods

2.1. Instrumentation

A custom-built continuous wavelength (CW) NIRS system, with a broadband white light source, a spectrograph, and a charge-coupled device (CCD) were employed to collect in vivo data from the cerebral cortex of mouse models. A schematic of the experimental setup is shown in Fig. 1. The
system was briefly described in previous studies [28,29]: A Hard-Clad Silica Core Multimode optical fibre with a 1000 \( \mu \text{m} \) core diameter and 0.39 NA (FT1000EMT, Thorlabs Inc, USA) was used to deliver the broadband NIR light provided by the fiber optic illuminator (model 77501, Oriel Instruments Inc., USA) to the mouse head. The illuminator features a 100-Watt broadband quartz tungsten-halogen light bulb and emits light in the VIS-NIR range. A focal lens (AC127-019-B-ML, Thorlabs Inc, USA) was used to focus the output light onto the fibre optic. In addition, an iris and a shutter were used to moderate the light entering the fibre. A GRIN lens with a 1.80 mm diameter and 0.55 NA (#64-525, Edmund Optics, USA) and a 90° prism with a leg length of 2 mm (#45-524, TECHSPEC N-SF11, Edmund Optics, USA) were glued with a cyanoacrylate containing adhesive (Krazy Glue, Elmer’s Products, Inc, USA) to the end of the fiber to collimate the light and direct it into the tissue. A thin layer of dental cement was applied to strengthen the connection between the end of the fibre, the lens, and the prism.

![Fig. 1. Schematic design of the custom-built CW NIRS system used to non-invasively collect broadband NIR data from the mouse cortex. Inset shows a closeup view of the optic fibres positioned on the shaved scalp of the mouse.](image)

A similar fibre-GRIN lens-prism assembly was used to transport the NIR light collected from the mouse head to the spectrograph (Shamrock 303i, Andor Technology Inc, Northern Ireland). The spectrograph has a f/4 aperture and a 303 mm focal length with a mechanical scan range of 0-1450 nm, a motorized input slit and a motorized triple grating turret (68 mm \( \times \) 68 mm). The light collected by the receiver fibre, was delivered into the input slit of the spectrograph which was set to 350 \( \mu \text{m} \). The spectrograph spread the input NIR light along wavelengths, using the diffraction grating with a density of 300 lines/mm blazed at 500 nm providing a wavelength resolution of 3.7 nm, 281 nm bandwidth, and an effective quantum efficiency (QE) range of 250-1150 nm with a peak efficiency of 80%. Complete absorption spectra were collected over the range 700.23-967.82 nm. The diffracted light was then projected onto a back-illuminated CCD camera (DU420-BR-DD, Andor Technology Inc, Northern Ireland), which has a two-dimension array of 1024 \( \times \) 256 pixels with 26\( \mu \)m \( \times \) 26\( \mu \)m pixel size. The QE of the detector is \( \geq 90\% \) in the 700-900 nm range, with a peak QE of 94% at 800 nm, and \( \leq 70\% \) above 960 nm. The CCD camera was cooled to -40°C to significantly reduce the dark noise contribution.
Collected data were transmitted to a computer via an internally installed controller card (Andor Technology). In-house software developed with Matlab (The MathWorks, Inc. USA) was used to communicate with the spectrograph and the CCD camera.

2.2. In vivo experiments

Animals. Male C57BL/6J mice were purchased from Charles River, Québec, Canada, housed and maintained in the University of Calgary Animal Care facility with a 12 h light and dark cycle with access to water and food pellets *ad libitum*. Animal protocols were approved by the Animal Care Committee of the University of Calgary and conformed to the guidelines established by the Canadian Council of Animal Care (CCAC).

**In-vivo Setup.** The mice were anesthetized with 5% isoflurane added to a gas mixture of 70% N₂ and 30% O₂. Anesthesia was reduced, after induction, to 2% (balance N₂), and further reduced during the studies if needed to maintain breathing. The mice were fixed in a stereotactic, laid on a heating pad and stabilized with two ear bars and a nose cone (Fig. 1). Hair from the mice head were removed using depilatory cream (Nair; Church & Dwight Co. Inc., USA) to reduce the scattering effect and improve the coupling between the optic fibers and the head. To enhance the light transmission through the skin, the prisms on the optic fibres were covered by a thin layer of Glycerol. The fibers were secured on top of the animal head, near bregma, by covering the area with masking tape connected to the outside ear bars, to keep them pressed down on the head of the mouse. Fibers were spaced with a black rubber separator to keep the optimal distance constant between the source and detector fibers (4 mm width) and to help reduce direct light transmission between the source and detector. Breathing rate was monitored to ensure a stable physiology. Two sets of experiments were conducted to validate the use of our custom-built system and the proposed algorithm *in vivo*, and are detailed below:

**Varying FiO₂ Study.** 6 mice (14-15 weeks old), weighing 38.5 ± 1.2 g (mean ± SEM) were used in this study. Breathing rates and NIRS absorption spectra were stable prior to data acquisition. NIR spectra were collected over a time course of 30-35 minutes, under 4 different levels of inhaled O₂ (100%, 30%, 10%, and 0%). The experiments started with a baseline measurement where the animals were supplied by a 70% N₂, 30% O₂ mixture for 5 minutes. The FiO₂ level was then changed to 100%, 30%, and 10% respectively, each for 5 minutes. This was to induce a wide range of oxygenation from hyperoxia to hypoxia. A short anoxia pulse (45 seconds) was given to the animals, where the air mixture ratio was altered to 100% N₂ / 0% O₂. After the anoxia pulse, the O₂ level was restored to 30% for recovery.

The collected spectra were converted into absolute chromophores concentrations using NIR-AQUA. To obtain a mean concentration of the chromophores at each FiO₂ level, the concentrations were averaged from when a steady state was achieved, to the end of that block of FiO₂. Statistical significance was determined using a one-way ANOVA test with repeated measures and a Bonferroni post-hoc analysis, to compare between chromophores values at different FiO₂ level. All data were expressed as mean ± SD, and p ≤ 0.05 was considered statistically significant. All statistical analyses were performed in IBM SPSS Statistics v24.

**NaCN Study.** Prior to NIR data acquisition, the mice were anesthetized with 2% isoflurane, and a catheter was placed in the lateral tail vein to administer continuous intravenous NaCN. The catheter (Intramedic PE10 tubing) was drawn down to a fine diameter with a 45° bevel on the end and primed with saline containing 10 IU/ml heparin. 10 mice (8-9 weeks old), weighing 25.7 ± 0.6 g (mean ± SEM) were used to test a range of NaCN doses (10-35 mg/kg) in order to determine the dose that would cause an uncoupling between Hb and CCO without affecting the cardiac system. The study dose was a solution of 0.4 mg NaCN in 124 µl saline infused at 2 µl/min, to deliver appropriate final dose of 15 mg NaCN/kg animal weight, through the tail vein catheter. During NIR data acquisition, the mice were maintained on 2% isoflurane and core temperature was 36.6 ± 0.5 °C. Heart rate, breathing rate and arterial oxygen saturation were
monitored by the MouseOx MRI-compatible pulse oximeter (Starr Life Sciences, USA) placed on the shaved right thigh of the animal.

NIRS data were collected before NaCN infusion at 30% (10 min), 0% (45 sec) and 100% $F_{iO_2}$ (10 min) with balanced levels of $N_2$. Afterwards, NaCN was delivered over 55 minutes at 100% $F_{iO_2}$ and 1.5% isoflurane. Data collection was continued after the completion of NaCN infusion, for 10 min at 100% $F_{iO_2}$, and an additional 10 min at 30% $F_{iO_2}$. A short anoxia pulse (45 seconds) was given to the animal at the end, where the air mixture ratio was altered to 100% $N_2$ and 0% $O_2$. The whole experiment lasted for 3 hours per mouse, including surgery time. Mice were sacrificed directly after the experiment by intravenous injection of sodium pentobarbital. The spectra collected pre-, during and post- NaCN, were converted into absolute chromophores concentrations using NIR-AQUA.

### 2.3. Acquisition protocol

The in-house Matlab software controlling the NIRS system incorporated 3 steps: system calibration, signals acquisition, and signals pre-processing (Fig. 2(A-C)).

![Fig. 2. Flow diagram of the acquisition protocol and the proposed algorithm (NIR-AQUA).](image)

The acquisition protocol includes System Calibration (A), Data Acquisition (B), and Pre-Processing (C) steps. Attenuation spectra are transferred to the Processing Algorithm (NIR-AQUA) (D) which estimates the differential pathlength and derives the absolute concentration of the chromophores.
**System Calibration.** The calibration process included a wavelength-calibration, and light intensity calibration. During the wavelength calibration, the detector fiber was pointed to the neon lamp located on the front panel of the illuminator, and the spectrum was collected. This lamp has a known standard spectrum, which was provided by Newport Corporation (California, USA). The measured spectrum was compared to the standard spectrum, and a linear best fit between the two spectra was found. The calibration coefficients were derived and used to match pixel number on the CCD camera with spectrum wavelength. The wavelength resolution after calibration is approximately 0.33 nm. Next, the light intensity calibration was performed to determine the spectra of the reference light ($I_{ref}$) penetrating the investigated tissue [30]. For this, the source and detector fibres were lined one against the other, so the light coming out from the source entered directly to the detector. First, background measurements were collected, with no light coming in. And then the same measurements were repeated when the light source was turned on, so the detector fibre directly collected the broadband light coming out of the illuminator. The background measurements were subtracted from the high-intensity measurements to eliminate any background signals, and to form the spectrum of the reference light ($I_{ref}$). After being fully calibrated, the system was ready to acquire signals from the desired subject.

**Signal Acquisition.** During the signal acquisition, a background reading (illuminator off) was taken from the mouse head and repeated 100 times. The average background signal was calculated over 1024 pixels which were translated to wavelengths using the wavelength calibration step. Next, the illuminator was turned on and the spectra from the mouse cortex were collected continuously at a sampling rate of 6 Hz. In order to increase the signal-to-noise ratio (SNR), every 10 spectral acquisitions were averaged to give a temporal resolution of 1.7 s.

**Signal Pre-Processing.** The average background reading was subtracted from the collected raw spectra, and the resulted spectra were converted into light attenuation by applying the natural logarithm to the ratio of the incident light intensity ($I_{ref}$) determined in the calibration step, and the light intensity ($I_S$) transmitted through the sample, which is the mouse head in this case [31]:

$$ A = -\ln \left( \frac{I_S}{I_{ref}} \right) $$

(1)

To overcome the sensitivity of the second derivative analysis to noise in the data, a Parks-McClellan filter was applied on the calculated attenuation, with passband ripple of 0.1 dB at 0.3π, and stopband attenuation of 80 dB at 0.4π [30]. The filtered time-series attenuation was then transferred to the processing algorithm (NIR-AQUA) for further processing and calculation of absolute concentrations of the chromophores.

2.4. **Algorithm (NIR-AQUA)**

NIR-AQUA is the new processing algorithm suggested, to quantify the absolute concentrations of oxCCO, reCCO, HbO, dHb, in addition to tHb and $S\text{t}O_2$, from broadband CW-NIRS equipment and a brief anoxia pulse.

2.4.1. **Principles and assumptions**

NIR-AQUA uses the modified Beer-Lambert law [32] to relate the wavelength-dependent light attenuation to chromophores concentration:

$$ A(\lambda) = \sum_{i=1}^{n} d \cdot DPF \cdot e_i \cdot C_i + G(\lambda) $$

(2)

$A$ denotes the attenuation of light at a given wavelength $\lambda$. $d \cdot DPF$ denotes the total path length of photons travelling through the tissue to the detector. $C_i$ is the absolute concentration of the chromophore of interest, $i$. $G(\lambda)$ represents photon losses owing to scattering.
The main assumption underlying this algorithm is that tissue scattering, and water content remain constant throughout the measurement period. Therefore, NIR-AQUA is based on the second derivative approach, commonly applied in broadband NIRS methods [3,33], to remove the scattering effect. It also uses the water absorption features and its known concentration in the brain tissue to estimate the mean optical pathlength that the photons travel. The algorithm applies multi-linear regression to fit the second differential spectra of the attenuation with the known second differential spectra of the pure chromophores over a specific range of wavelengths, for each chromophore. The absolute concentration of the chromophores is obtained by dividing the fitted curve of each chromophore by the estimated pathlength. A flow diagram summarizing the processing steps is shown in Fig. 2(D). The main factors affecting the reliability and adequacy of the algorithm are described below:

2.4.2. Scattering effect

Due to its wavelength linear dependence, the scattering coefficient $G(\lambda)$ can be eliminated from the modified Beer-Lambert law (Eq. (2)), by applying the second differential method [34], so that $\frac{d^2}{d\lambda^2} G(\lambda) = 0$. The relationship between the derivative and the concentration is conserved:

$$\frac{d^2}{d\lambda^2} A(\lambda) = \sum_{i}^{n} \frac{d^2 \varepsilon_i}{d\lambda^2} \cdot d \cdot DPF \cdot C_i$$

(3)

The Savitsky-Golay (SAVGOL) smoothing algorithm [35] was employed to obtain the second derivative of the spectra. This step is used for computing derivatives of spectra and eliminating high-frequency noises and baseline shifts. The algorithm calculates the derivative value for each point of the spectra based on the moving average (MA) principle [35]. To apply the SAVGOL algorithm on the measured spectra, the number of smoothing points, the polynomial order, and the derivative order should be considered. In our case, a quartic polynomial and a 45-points smooth span were found to remove high frequency noise without sacrificing the spectral features [36].

2.4.3. Pure chromophores spectra

The specific absorption spectra of Hb and CCO have been previously identified and characterized in vitro and in vivo [3,26,33]. In order to determine the concentration of these chromophores in the tissue, the algorithm fit the in vivo collected spectra with the reference spectra of the pure chromophores. For this purpose, the matlab function “lsqnonneg” was used to solve a non-negative least square problem and find the best-fitting. For consistency purposes, SAVGOL with the same smoothing and fitting parameters, was applied on both the in vivo measured spectra and the pure chromophores spectra before performing multilinear regression fitting. The data sets for the specific absorption spectra of the pure chromophores were downloaded from the medical physics UCL website [37] and reproduced in Fig. 3. In these experiments, the dHb and HbO data were obtained by measuring known concentrations of lysed blood samples using a commercial scanning spectrometer [33]. The specific extinction spectra of oxCCO and reCCO were obtained from bovine heart, measured by Dr. John Moody at the University of Plymouth.

2.4.4. Mean optical pathlength

Since water concentration usually stays within a narrow range, it is often used as a reference chromophore to assess the optical pathlength of photons in the area of interest [26]. Water has three well-defined features in the NIR region, around 740 nm, 840 nm, and 960 nm. To determine the amplitude of the water features, NIR-AQUA applied the “lsqnonneg” function to perform a non-negative least-squares fit of the second differential of the in vivo measured attenuation spectra, with the second differential of pure water spectrum taken from University College of
Fig. 3. Specific absorption spectra and second differential spectra of the five chromophores in living tissues: dHb, HbO, oxCCO, reCCO, and H2O. The data are downloaded from the medical physics UCL website; dHb and HbO data were obtained by measuring known concentrations of lysed blood samples using a commercial scanning spectrometer. oxCCO and reCCO were measured from bovine heart.

London medical physics website [37]. The algorithm based the pathlength estimation on the second spectral feature of water (840 nm) and performed the non-negative least squares fitting (lsqnonneg) over the wavelength range of 800-850 nm. This fitting resulted in a scale factor which was divided by the assumed concentration of water in the cerebral cortex of the rodent and provided the mean pathlength of light. Our algorithm is mostly used to estimate the concentration of the chromophores in the cerebral cortex of mice, therefore, the cerebral water content was assumed to be 80% [38] which is equivalent to 44.4 M.

2.4.5. Wavelength range

The broadband NIRS system used here offers a range of measurement wavelengths (705–960 nm), spanning the spectral range of dHb, HbO, oxCCO and reCCO. Since the absorption features of these chromophores partially overlap in this wavelength range, a separate wavelength window was carefully allocated for each chromophore. Theoretically, the optimal wavelength window that allows a reliable fitting for each chromophore would be located around its maximum absorption feature and should be wide enough to allow accurate fitting. To identify these optimal wavelengths windows, modeling of artificial datasets was employed. The purpose of the analytical modeling is to fine-tune the upper and lower bounds of the wavelength range for each chromophore (see details in next section). The model was also used to test the NIR-AQUA on an artificial dataset and assess its accuracy in quantifying each chromophore, in the absence of interfering features of other chromophores, before applying it on the animal model.

Analytical modeling for wavelength allocation  An analytical model was written with Matlab to generate attenuation spectra of artificial datasets replicating physiological parameters in the cortex of a living mouse model. The artificial datasets were generated using an analytical diffusion theory through an infinite-slab geometry. The diffusion theory expresses the relation between light attenuation, absorption, and scattering coefficients. It has been shown that this
model accurately describes the light transport in tissue, and it has been used previously to validate similar NIRS algorithms [3]:

\[
\Lambda = -\log_{10} \left( \frac{\sinh(\frac{\sigma}{\mu^\prime_\text{s}})}{\sqrt{2\pi\sinh(\sigma\rho)}} \right)
\]

(4)

\( \rho \) is the apart distance between the source-detector optode pair; \( \sigma = \sqrt{3\mu_a(\mu_a + \mu^\prime_\text{s})} \); \( \mu_a = \sum_{i=1}^{N_c} C_i \varepsilon_i \) is the wavelength-dependent tissue total absorption coefficient, \( C_i \) is the concentration and \( \varepsilon_i \) is the specific absorption coefficient of the chromophore \( i \) at NIR wavelengths range; \( \mu^\prime_\text{s} \) is the tissue reduced-scattering coefficient, given at wavelength \( \lambda \), by the following formula:

\[
\mu^\prime_\text{s} = \left( \frac{1}{\text{nm}^5} \right)
\]

(39).

The current model considered the five main chromophores in biological tissues: \( \text{H}_2\text{O}, \text{dHb}, \text{HbO}, \text{oxCCO}, \) and \( \text{reCCO} \). Each chromophore concentration was set to be independent and varying within its physiological range. The concentration of water was fixed at 80%, which is equivalent to 44.4 M in mice brains [38]. The nominal concentration of \( \text{dHb} \) and \( \text{HbO} \) varied between 10 \( \mu \text{M} \) and 60 \( \mu \text{M} \), while \( \text{oxCCO} \) and \( \text{reCCO} \) concentrations varied between 1.5 \( \mu \text{M} \) and 6 \( \mu \text{M} \). The absorption coefficient \( \mu_a \) of each chromophore is the product of its standard absorption spectra (Fig. 3) and its nominal concentration. The overall absorption coefficient of the tissue is the linear combination of the absorption coefficients of the five chromophores together. The separation distance of the source-detector pair \( \rho \) was 4 mm to mimic the case of mouse models, and the wavelength (\( \lambda \)) range was set from 705 nm to 960 nm. Equation (4) was used to convert the overall \( \mu_a \), together with all the parameters mentioned above to several attenuation spectra (A) with different concentrations of chromophores. NIR-AQUA was applied on these artificial datasets to derive the concentrations of the chromophores. The first step of the processing algorithm was to get the second derivative of the attenuation spectra by applying the SAVGOL function. The attenuation of one of the artificial spectra and its corresponding second differential spectrum are shown in Fig. 4(A-B). Figure 4(C) shows the non-negative least-squares model fit of this second differential spectrum with the second derivative of the specific absorption spectrum of water around its second spectral feature (800-850 nm). The wavelength-independent residuals distributed around zero show the accuracy of the fitting model over this wavelengths range.

As the test attenuation spectra had nominal concentrations of the chromophores, they can be used to optimize the fitting process and find the optimal wavelength range for each chromophore. The main criteria guiding the selection of these wavelength ranges were: 1) inclusion of the main absorption feature of the chromophore of interest, 2) having a wide fitting range, as a higher number of wavelengths allows more accurate fitting, and 3) having minimal overlap with other chromophores features to avoid distortions caused by these chromophores. An iterative approach was taken to optimize the wavelength windows for each chromophore. In each iteration, the chromophore concentration was calculated using NIR-AQUA. The derived concentrations were compared to the nominal ones and the percentage error was calculated. The wavelength range yielding minimum percentage error was defined as the optimal wavelength range to be used in the NIR-AQUA when applied to in vivo data:

**dHb and HbO.** dHb has a well-defined absorption peak at 760 nm, therefore by using the model, we tried to find the optimal wavelength range that includes 760 nm, and fulfills the criteria mentioned above. Figure 5(A) shows the concentrations of dHb derived by NIR-AQUA versus the nominal concentrations set in the artificial datasets. These datasets consist of 10-60 \( \mu \text{M} \) dHb, 60-10 \( \mu \text{M} \) HbO and 44.4 M H2O. An example of two different wavelength windows used to extract the concentration of dHb from the spectra of these datasets are shown. The optimal wavelength window for dHb fitting was found to be 720-810 nm. The mean absolute percentage error (MAPE) over this wavelength window is 5.6%. Figure 5(B) shows the fitting of the second differential of
one simulated dataset (20\(\mu\)M dHb) over the range of 720-810 nm. The wavelength-independent residuals indicate a good fit over this range.

Despite the flat absorption spectra of HbO, a very broad feature can be seen in its specific absorbance spectra around 770–925 nm (Fig. 3). Therefore, wide ranges of wavelengths were tested in the fitting process, as it would be more accurate to fit over a high number of wavelengths. Figure 5(C) shows an example of some of the tested wavelength ranges used to fit artificial spectra consisting of 10-60 \(\mu\)M dHb, 60-100 \(\mu\)M HbO and 44.4 M \(\text{H}_2\text{O}\). The wavelength range that provided the most accurate concentration of HbO, with an error ranging from 1.5% to 30%, was 760-860 nm. Figure 5(D) shows the results of the fitting process of the second differential of one simulated dataset consisting of 40 \(\mu\)M HbO over the wavelength range of 760-860 nm. Reasonable estimates of HbO were obtained with this wavelength range (Fig. 5(D)), indicating that such quantification is possible. Even though the algorithm could calculate HbO values from fitting, for this study, HbO values \textit{in vivo} will be back calculated by using an anoxia pulse and setting \(t\text{Hb} = d\text{Hb}\) at the peak of the pulse. This anoxia pulse method has been previously validated and is more commonly used [11,28,29]. A 45-50 sec period of 0% \(\text{O}_2\) inhalation was proved to be sufficient to reach steady state of dHb with no significant effect on other physiological parameters [11,28].

\textit{oxCCO and reCCO}. CCO has a broad dominant absorption feature in its oxidised form (oxCCO) around 830 nm, while its reduced form (reCCO) has relatively featureless spectra (Fig. 3). To report absolute values of oxCCO and reCCO, the current algorithm fit the measured attenuation to the specific absorption spectra of oxCCO and reCCO independently, rather than to the difference absorption spectra (oxidized-reduced CCO). To determine the optimal wavelength range reflecting, as accurate as possible, the concentration of each of the CCO forms, several wavelength sets were examined. To our knowledge, we are the first to look at the pure spectra of oxCCO and reCCO separately and at distinct wavelength windows. Figure 6(A) and Fig. 6(C) show examples of the concentration of oxCCO and reCCO respectively, derived by NIR-AQUA.
Fig. 5. The absolute concentration of dHb (µM) (A) and HbO (µM) (C) derived by NIR-AQUA, versus the input concentration of simulated datasets. Different wavelength windows were applied in the fitting process, to find the most accurate wavelength range. The theoretical concentration line (black) where derived = input concentration is shown for comparison. (B) A second-differential spectrum of a simulated dataset (blue dots) consisting of 20 µM dHb and (D) 40 µM HbO, and their non-negative least-squares model fit with the second derivative of the specific absorption spectra (black line). The fitted data show the strong absorption feature of dHb around 760nm (B) and the weak features of HbO (D) between 760nm and 860nm. Fitting dHb and HbO was found to be optimal over the wavelength range 720 - 810nm and 760 - 860nm, respectively. Residuals (purple plus signs) show the accuracy of the fitting model over these wavelength ranges. Dashed vertical lines indicate the wavelength range chosen for the fitting.

versus the nominal concentration set in the artificial datasets which consist of 1.5-5 µM oxCCO, 2.5-6 µM reCCO and 44.4 M H₂O. Examples of different sets of wavelength windows that were used in the fitting process are shown. For oxCCO, the optimal wavelength set was found to be 825–900nm with a MAPE of 16%. This wavelength range includes the dominant feature around 830nm and has the highest number of wavelengths with minimum overlap with the dominant features of H₂O (960nm) and dHb (760nm).

Although reCCO has flat spectra relative to oxCCO, its second derivative still shows weak features around 780 and 850nm (Fig. 6(D)). Fitting over a wider range such as 750-945 shows smaller percentage error, however it would overlap with the dominant features of dHb and H₂O. Therefore, the optimal fitting range was found to be 800-945. Although this range overlaps with the oxCCO features, wider fitting range was prioritized in this case. The MAPE for this wavelength window is 23%. Examples of the fitting of the second differential of a simulated dataset consisting of 3µM oxCCO and 5µM reCCO with their specific absorption spectra over the optimal wavelength windows are shown together with the wavelength-independent residuals in Fig. 6(B) and Fig. 6(D), respectively.
Fig. 6. The absolute concentration of oxCCO (µM) (A) and reCCO (µM) (C) derived by NIR-AQUA, versus the input concentration of simulated datasets. Different wavelength windows were applied in the fitting process, to find the most accurate wavelength range. The theoretical concentration line (black) where derived = input concentration is shown for comparison. (B) A Second-differentialspectrum of a simulated dataset (blue dots) consisting of 3 µM oxCCO and (D) 5µM reCCO, and their non-negative least-squares model fit with the second derivative of the specific absorption spectra (black line). Fitting oxCCO and reCCO was found to be optimal over the wavelength range 825 - 900nm and 800 - 945nm, respectively. Residuals (purple plus signs) show the accuracy of the fitting model over these wavelength ranges. Dashed vertical lines indicate the wavelength range chosen for the fitting.

2.5. Comparison between NIR-AQUA and the published algorithm (UCLn)

To provide supporting evidence for the absolute measurements of the chromophores by NIR-AQUA, data from the “Varying FjO2 study” were analyzed using the modified Beer-Lambert law (MBLL) as applied with the UCLn algorithm. This algorithm was originally described by Matcher et al. [17] and applied in previous studies [8,16,21,22]. This is a least-squares fitting procedure based on multiple regression analysis, used to calculate the change in concentrations (ΔdHb, ΔHbO, ΔoxCCO), formulated as:

\[
\begin{bmatrix}
\Delta A(\lambda_1) \\
\Delta A(\lambda_2) \\
\vdots \\
\Delta A(\lambda_n)
\end{bmatrix} = \text{pathlength} \cdot \begin{bmatrix}
\varepsilon_{\text{HbO}}(\lambda_1) & \varepsilon_{\text{dHb}}(\lambda_1) & \varepsilon_{\text{oxCCO-reCCO}}(\lambda_1) \\
\varepsilon_{\text{HbO}}(\lambda_2) & \varepsilon_{\text{dHb}}(\lambda_2) & \varepsilon_{\text{oxCCO-reCCO}}(\lambda_2) \\
\vdots & \vdots & \vdots \\
\varepsilon_{\text{HbO}}(\lambda_n) & \varepsilon_{\text{dHb}}(\lambda_n) & \varepsilon_{\text{oxCCO-reCCO}}(\lambda_n)
\end{bmatrix} \begin{bmatrix}
\Delta [\text{HbO}] \\
\Delta [\text{dHb}] \\
\Delta [\text{oxCCO}]
\end{bmatrix}
\]

where \(\Delta A\) is the attenuation change measured over \(n\) number of wavelengths, \(\lambda\). \(\Delta A(\lambda_n)\) is defined as: \(\Delta A(\lambda_n) = \log_{10}\left(\frac{I(\lambda_n)}{I(\lambda_n)}\right)\), with \(I(\lambda_n)\) being the average signal recorded during the first 3-5
mins of the experiment at 30% $F_iO_2$, and $I(\lambda_n)$ being the recorded signal at time t. $\varepsilon_{HbO}$, $\varepsilon_{dHb}$, $\varepsilon_{oxCCO-reCCO}$ are the specific extinction coefficient provided in [9]. The log10 is applied here to calculate the attenuation, and the specific extinction coefficients are used to resolve the change in concentrations of the chromophores. Also, $\varepsilon_{oxCCO-reCCO}$ is used to resolve the change in the redox state of CCO, which is denoted here as $\Delta[oxCCO]$. The wavelength range used for the calculation is 770 to 900 nm. Since this is the first time, to our knowledge, that NIRS data from the mouse cortex is analysed, there is no published pathlength that we could use here. Therefore, we used the mean optical pathlength calculated with NIR-AQUA, which is similar to the method described in Matcher et al. [33]. In order to examine the effect of the wavelength-dependency of the pathlength, the same wavelength-dependence used in [8] was applied. Although there was no significant difference in concentrations when compared to calculations using mean optical pathlength only, we still included this, to be consistent with previous studies that used UCL.

To facilitate the comparison between the two algorithms, absolute concentrations quantified with NIR-AQUA were converted into relative changes. The change in the redox state of CCO was calculated as the difference between the absolute concentration of oxCCO and reCCO.

3. Results

3.1. Validation under varying levels of $F_iO_2$

In order to validate the algorithm, we first assessed the impact of varying levels of inhaled oxygen on the absolute values of dHb, HbO, oxCCO, reCCO, tHb and $S_tO_2$. A time-series of NIRS signals were recorded in 6 mice over a time course of 30-35 minutes for each mouse, under 4 different levels of inhaled $O_2$ (100%, 30%, 10%, and 0%). Figure 7 shows an example of the intensity of the light source spectra ($I_{ref}$) after calibration (Fig. 7(A)), and the light intensity ($I_s$) recorded from the cortex of a representative mouse during the 4 different levels of $F_iO_2$ (Fig. 7(B)). For clarity, each spectrum displayed here is the average of all the continuously collected spectra over the period of the corresponding $F_iO_2$ which is 3-5 minutes for 10%, 30% and 100% $F_iO_2$ and 45s for the anoxia pulse. The change in the shape of these spectra reflects the change in the concentration of the chromophores due to varying $O_2$ conditions. Figure 7(C) shows the attenuation of these spectra calculated with Eq. (1). The second derivative of the attenuation spectra shown in Fig. 7(D) eliminates baseline shifts, however high-frequency noises are dominating. Figure 7(E) and 7(F) show the effect of the SAVGOL algorithm on eliminating these noises with two different numbers of smoothing points. The parameters used in our algorithm are: Polynomial order = 4, Number of smoothing points = 45, and the derivative order = 2 (Fig. 7(F)). These data clearly showed the distinct absorption peaks of dHb at 760 nm and $H_2O$ at 840 nm, whereas the absorption features of oxCCO and reCCO were less recognizable. $H_2O$ peak was constant, while the features of dHb and CCO varied with the level of $F_iO_2$. The same smoothing is applied to the specific absorption spectra of the chromophores. Higher number of smoothing points (not shown here) causes over-smoothing which may lead to sacrificing small features of chromophores and therefore to calculation errors.

The mean optical pathlength in the mouse cortex was estimated using the second absorption peak (800-850 nm) of $H_2O$ and its assumed concentration in the brain tissue (80%). Fitting the second differential of the attenuation collected from the mouse cortex to the second differential of $H_2O$ over the wavelength range 800-850 nm, yields a scaling factor which is the apparent mean optical pathlength through the cortex. Figure 8(A) shows the mean optical pathlength from a representative mouse calculated from the recorded spectra over a time course of 30 minutes. Figure 8(B) shows this measurement from 6 mice. The average pathlength did not change significantly between 30% $F_iO_2$ (0.50 ± 0.20 cm) and 100% $F_iO_2$ (0.48 ± 0.19 cm). At 10% $F_iO_2$, the average pathlength was significantly higher (0.70 ± 0.22 cm, $p \leq 0.05$) than its value at 30% and 100%. During the anoxia pulse, the average pathlength was significantly higher than its value at the three other $F_iO_2$ levels (0.81 ± 0.29 cm, $p \leq 0.05$).
Fig. 7. Representative NIR spectra collected from the cortex of one mouse. A. Spectra of the light source after calibration ($I_{ref}$). B. Light intensity ($I_S$) recorded from the cortex of the mouse during different $F_iO_2$ levels. Each line represents the average of all the spectra collected during the period of the corresponding $O_2$ challenge. C. Attenuation spectra of the mouse cortex calculated with $A = - \ln \left( \frac{I_S}{I_{ref}} \right)$. D. Second derivative of the attenuation spectra in (C). E. Second derivative of the attenuation spectra in (C) using the smoothing algorithm SAVGOL with the number of smoothing points = 15. F. Second derivative of the attenuation spectra in (C) using the smoothing algorithm SAVGOL with the number of smoothing points = 45.

Figure 9(A) shows the absolute concentrations of the 4 chromophores (dHb, HbO, reCCO, oxCCO) extracted by NIR-AQUA, from the raw NIRS spectra, under the different levels of $F_iO_2$. As expected, dHb and reCCO concentrations increased in low levels of $O_2$, while HbO and oxCCO concentrations decreased. tHb concentration is equal to the concentration of dHb at the peak of the anoxia pulse. dHb, and tHb concentrations were used to determine HbO and the oxygen saturation in tissue ($S_tO_2$) with the following equation:

$$S_tO_2(\%) = 100\% \times \frac{[tHb] - [dHb]}{[tHb]}$$

(6)

The correlation between the concentration of oxCCO, reCCO, totCCO and the calculated levels of $S_tO_2$ in a representative mouse is shown in Fig. 9(B). oxCCO shows a positive linear correlation with $S_tO_2$, while reCCO shows a negative linear correlation, and the total concentration of the enzyme (totCCO) remains constant with the different levels of $S_tO_2$. 
Fig. 8. A. The mean optical pathlength from a representative mouse calculated by fitting the recorded spectra with H$_2$O absorption spectra over the range 800-850 nm under 4 different F$_i$O$_2$ (100%, 30%, 10%, 0%). B. Measurement of mean optical pathlength under varying F$_i$O$_2$ levels in a group of control mice. Each black dot represents the average value at the corresponding F$_i$O$_2$ level for each mouse (mean ± SD, n = 6). Statistical analysis was performed to compare these values under the different F$_i$O$_2$ using one-way ANOVA with repeated measures and a Bonferroni post-hoc test (*- p ≤ 0.05). Significance between repeated F$_i$O$_2$ levels is not shown for clarity.

Fig. 9. A. The absolute concentration (µM) of cortical dHb, HbO, reCCO, and oxCCO, under varying F$_i$O$_2$ levels, quantified from the raw spectra of a representative mouse, using NIR-AQUA. Dashed lines indicate the initiation of a different level of inhaled O$_2$. B. The correlation between the concentration of oxCCO (red circles), reCCO (blue circles), totCCO (black circles) and S$_t$O$_2$ levels. oxCCO has a positive linear correlation, reCCO has a negative linear correlation and totCCO remains constant with S$_t$O$_2$.

Figure 10 summarizes all the parameters quantified with NIR-AQUA in 6 mice, under varying levels of F$_i$O$_2$. For each mouse, the value of each correlate at a particular F$_i$O$_2$ level is obtained by averaging the concentrations extracted from all the spectra collected at the same F$_i$O$_2$ level. The average concentration of dHb and HbO ranged from 5.8 ± 2.3 µM to 77.7 ± 15.2 µM (16.1 ± 7.8 µM at normoxia), and 0.02 ± 0.04 µM to 71.4 ± 15.2 µM (61.1 ± 15.4 µM at normoxia) respectively. S$_t$O$_2$ values were 0.03 ± 0.07% at 0% F$_i$O$_2$, 79.2 ± 12.6% at 30% F$_i$O$_2$, and 92.3 ± 4.9% at 100% F$_i$O$_2$. oxCCO and reCCO concentration ranged from 1.6 ± 0.9 µM to 4.5 ± 0.8 µM (4.0 ± 0.8 µM at normoxia), and 0.4 ± 0.3 µM to 3.5 ± 1.2 µM (0.9 ± 0.6 µM at normoxia), respectively. totCCO concentration was constant over the different O$_2$ levels (4.9 ± 0.1 µM). For all the parameters shown in Fig. 10 (except of totCCO), there was a significant
difference between their values at the different F\textsubscript{i}O\textsubscript{2} levels, however, between 0% and 10% F\textsubscript{i}O\textsubscript{2} there was no significant difference.

Fig. 10. In vivo measurement of cortical dHb, HbO, S\textsubscript{t}O\textsubscript{2}, oxCCO, reCCO and totCCO under varying F\textsubscript{i}O\textsubscript{2} levels in a group of control mice. Absolute concentrations are extracted from the raw attenuation spectra using NIR-AQUA. Each black dot represents the average value extracted from all the spectra collected at the corresponding F\textsubscript{i}O\textsubscript{2} level in each mouse (mean ± SD, n = 6). Statistical analysis was performed to compare these values under the different F\textsubscript{i}O\textsubscript{2} using one-way ANOVA with repeated measures and a Bonferroni post-hoc test (* - p ≤ 0.05, ** - p ≤ 0.01, *** - p ≤ 0.001). Significance between repeated F\textsubscript{i}O\textsubscript{2} levels is not shown for clarity.

To verify the changes of the chromophores concentrations under varying F\textsubscript{i}O\textsubscript{2}, changes in dHb, HbO and the redox state of CCO were calculated using the conventional UCL\textsubscript{n} algorithm described in the Methods section. Absolute values quantified with NIR-AQUA were converted into relative changes and compared to the relative changes quantified with UCL\textsubscript{n}. Figure 11 shows the comparison between the relative changes obtained from one mouse using the two algorithms. A strong correlation (r = 0.99) was found between the two methods, with a slope that is very close to the unity line.

3.2. Validation in the presence of cyanide

In this study, NaCN was employed as a mitochondrial inhibitor, to demonstrate that the NIR-AQUA can quantify the absolute concentrations of oxCCO and reCCO, independently of changes in dHb and HbO. A range of NaCN doses (10-35 mg/kg) was tested to determine the dose that would cause an uncoupling between Hb and CCO without affecting the heart rate, under spontaneous ventilation. The data presented here are from 2 mice that were infused with 15 mg/kg NaCN. Baseline measurements were recorded pre-NaCN infusion at 100% F\textsubscript{i}O\textsubscript{2}. After 55 minutes of NaCN infusion, collecting data continued for additional 10 minutes to investigate the effect of NaCN on the different chromophores. A brief anoxia pulse was given pre and post NaCN to quantify tHb under both conditions. Figure 12 shows a comparison between Hb and CCO
correlates pre and post NaCN infusion. All the data collected over 10 minutes at each condition were averaged for each mouse. While dHb concentration did not change, a significant increase in HbO (+7.5 µM, - p ≤ 0.0001), tHb (+8.9 µM, - p ≤ 0.0001), and S₉O₂ (+0.6%, - p ≤ 0.0001) was observed. In terms of CCO, there was a significant increase in reCCO (+0.2 µM, - p ≤ 0.0001), decrease in oxCCO (-0.1 µM, - p ≤ 0.001) and the redox state which is equal to the difference between the concentrations of oxCCO and reCCO (-0.3 µM, - p ≤ 0.0001). The total concentration of CCO (totCCO) did not change.

**Fig. 11.** Broadband NIR data from a representative mouse were analyzed with UCLₙ and NIR-AQUA. A strong correlation (r = 0.99) was found between the two methods, with a slope that is not significantly different from the unity line.

**Fig. 12.** In vivo measurement of Hb and CCO pre, and post NaCN infusion. NIR spectra were collected from 2 mice pre and post NaCN (15 mg/kg) infusion at 100% FᵢO₂. Spectral data were collected over 10 minutes under each condition and used to quantify the chromophores from the 2 mice (mean ± SD). t-test was used to compare values pre and post NaCN infusion (*** - p ≤ 0.0001).

Over the time course of NaCN infusion, dHb concentrations showed a decrease while reCCO showed an increase (data not shown here). dHb was restored after the termination of the cyanide
challenge, while a part of CCO was locked in its reduced state. This shows that CCO quantification does not mirror the change in dHb.

4. Discussion

4.1. Algorithm

The overall goal of this study was to show that NIRS quantification of chromophores is possible in a mouse brain and to further advance the quantification from broadband NIR spectroscopy. To this end, the algorithm NIR-AQUA, which is based on the modified Beer-Lambert law, was proposed. It is an evolution of previous algorithms, such as [8,15–19,40]. NIR-AQUA differs in that the output is an absolute quantification of concentrations. The main assumptions underlying this algorithm are that tissue scattering and water content remain constant throughout the in vivo measurement period. Spectral features ascribed to tissue scattering, along with baseline shifts and linear trends were eliminated from the attenuation spectra by applying the second derivative. This approach increases the sensitivity and selectivity of the features in the original spectra and allows easier distinguishing of little changes in the position, intensity, and shape of the different chromophores features [1,34].

Mean Optical Pathlength. Converting in vivo attenuation data into absolute concentrations of chromophores requires a real-time estimation of the optical pathlength. The wavelength-dependent pathlength has been suggested as a solution for distinguishing between chromophores and reducing crosstalk issues [41]. However, CW-NIRS cannot measure the wavelength-dependent pathlength [42]. In such cases, researchers have used tabular values or a constant differential pathlength factor that was experimentally determined with time or frequency resolved NIRS in prior studies [32,43].

In the current study we estimated the mean optical pathlength by fitting the second differential of the recorded spectra to the second differential of H₂O absorption spectra over the wavelength range 800-850 nm. This approach has been demonstrated to provide an accurate assessment for the mean optical pathlength in the tissue [33]. Previous fitting algorithms based their calculation on either one or two of the three water absorption features (740, 840, and 960 nm) [3,17,33]. Since the 840 nm feature is located within the range of wavelengths usually used to extract chromophores concentrations (700-960 nm), it contains more accurate wavelength-dependent information and thus is a better pathlength estimator. Moreover, it has been demonstrated that fitting against the 840 nm water feature yields pathlength estimates which are consistent with those measured with time-resolved systems, without the need for correction factors or prior knowledge regarding the absorption and scattering coefficients in the tissue [33]. Therefore, in this study, we did not correct for the wavelength-dependency of the mean optical pathlength. Additionally, such experiments have not been done in mouse brain before, therefore using tabular values extracted from other animal models or neonates would not be accurate, as optical properties and hence pathlength vary with species, tissue layers, age, and individuals [44].

Wavelength Range. An additional important factor affecting the accuracy of calculating concentrations from attenuation spectra, is the selection of wavelengths corresponding to each chromophore. The optimal wavelength window for chromophores, especially those which lack dominant and well-defined features, would be the result of a good compromise between the number of wavelengths used in the fitting process, and their location relative to other chromophore absorption peaks [17,21]. Since CCO has a broad absorption feature, partially overlapping with the absorption feature of the dominant dHb, NIR-AQUA uses the higher number possible of wavelengths and excludes shorter wavelengths to reduce the contribution from dHb which has a sharp, well-defined peak at 760 nm. The wavelength ranges selected for the fitting of dHb (720-810 nm) and oxCCO (825-900 nm) do not overlap. reCCO has weaker absorption features, therefore the wavelength range selected was wider (800-945). Although the analytical model showed that a higher number of wavelengths provided a slightly better fit, the selected range...
for reCCO was a good compromise between accuracy and minimizing contamination from the well-defined features of dHb and H$_2$O. The range of wavelengths were selected iteratively. The ranges that gave the smallest %error in concentration, when inputting known concentrations, were selected (Fig. 5.6).

**Validity of the algorithm.** The first step in validating the algorithm was to apply it to artificial spectra of known chromophore concentrations. The comparison between nominal and derived concentrations (Fig. 5,6) showed that the algorithm underestimated dHb and reCCO by a mean absolute percentage error (MAPE) of 5.6% and 23% respectively. It overestimated oxCCO by a MAPE of 16%. These percentage errors between nominal and derived concentrations are expected in such algorithms mainly because the second differential approach cannot completely remove the scattering effects. The scattering effect induced in these artificial data, and in vivo scattering effects as well, may still have residuals contaminating the signals of the chromophores of interest. In addition, the consideration of water, dHb, HbO, oxCCO and reCCO as the only main chromophores contributing to the absorption in the tissue may also result in errors. Another source of error may be due to the fact that the wavelength-dependency of the pathlength was not considered.

Such an algorithm can be adopted as a simple and inexpensive NIRS method for the quantification of Hb and CCO in vivo. Although there are errors, they are in a predictable direction and so, to some extent, can be accounted for in the interpretation.

4.2. **In vivo validation**

While the previous section assessed the errors using model spectra, the current section adds to the validation of the algorithm by quantifying in vivo data under conditions aimed at causing differential changes in the chromophores, such as changing inspired oxygen and inhibiting CCO with cyanide. Broadband NIR data were collected non-invasively from the cortex of a mouse model and analysed with NIR-AQUA.

4.2.1. Impact of oxygenation on pathlength

Estimating the mean optical pathlength in each mouse was critical to obtain reliable quantification of chromophores. An inter-subject variation in the pathlength was observed, justifying the need to estimate this parameter in each subject independently. Similar variations were observed in neonates with CW, time- and phase-resolved spectroscopy [1,44–46] showing that intrinsic anatomical variations affect the optical properties in the tissue and hence the measured pathlength. Such variations are likely due to the inhomogeneous nature of the brain, the thickness of the layers that may vary between subjects [43,45] and the variability in scattering [46].

The pathlength was significantly affected by severe hypoxia (10% F$_i$O$_2$) and anoxia (0% F$_i$O$_2$), however, it didn’t change when the chromophore concentrations changed between 100% and 30% F$_i$O$_2$. The optical pathlength in this model is determined by scattering. Therefore, an increase in the pathlength under hypoxia and anoxia indicates an increase in scattering. Cellular nuclei and mitochondria are the main components causing light scattering [47]. It has been shown that anoxia causes shrinkage in the matrix of mitochondria and therefore a reversible increase in light scattering [48,49]. These optical changes are not due to the change in the density or total mitochondrial volume [48,49]. A change in light scattering was also observed in studies where brain oxygen saturation was decreased by lowering F$_i$O$_2$ below 10% [50,51]. These changes show the importance of concurrent estimation of the pathlength for accurate quantification of chromophores under varying oxygen conditions.

4.2.2. Impact of oxygenation on chromophores

This study showed how the chromophore concentrations derived by NIR-AQUA reflect physiological alterations due to changes in cerebral oxygenation. An increase in oxCCO and a decrease
in reCCO was observed when high levels of O$_2$ were inhaled (Fig. 9, 10). Since O$_2$ is the final electron acceptor in the electron transport chain, lack or reduced levels of O$_2$ causes to an accumulation of electrons leading to the reduction of CCO. Consistent with this, there was an increase in reCCO and a decrease in oxCCO levels during hypoxia. In normoxic conditions (30% F$_{i}$O$_2$), 84% of the enzyme was in its oxidized form while 16% was in its reduced state.

This is consistent with the observation that, in an in vitro mixture of CCO and Cytochrome C under normal physiological conditions, 15% of the Cu$_A$ site of CCO was available for reduction by the electron donor, Cytochrome C [52]. Moreover, in a previous NIRS study, the fraction of oxidized Cu$_A$ in the adult rat brain was calculated to be 82.0 ± 16.6% [11]. In hyperoxia (100% F$_i$O$_2$) the percentage of the oxidized form was higher (91%) because of the higher availability of O$_2$, but the enzyme was not fully oxidized due to the presence of the electron donor, Cytochrome C which constantly re-reduces the Cu$_A$ site. During the anoxia pulse where F$_i$O$_2$ was switched to 0% for a period of 45 s, only 75% of the enzyme was in its reduced state. This indicates that such short durations of 0% O$_2$ do not result in total reduction of CCO.

The total concentration of CCO, which was calculated as the sum of oxCCO and reCCO, remained constant and was not affected by the oxygenation level. This is consistent with the fact that the content of the enzyme should not change over such short periods of time [6]. The quantification of the absolute concentration of the enzyme (totCCO) makes it possible to study regulation of CCO content. totCCO would be a marker for mitochondrial damage in some diseases that are expressed for instance, by an abnormal number of mitochondria and/or abnormal number of respiratory complexes per mitochondrion. Knowing the absolute concentration of CCO in addition to its absolute redox state allows us to compare between subjects, without any prior baseline measurements and without any external interventions such as applying O$_2$ challenges.

There is no gold standard for the measurement of absolute levels of CCO in vivo. To our knowledge, this is the first time the absolute concentration of CCO has been non-invasively measured in the brain of living mice. A previous study used visible spectral changes in a homogenized suspension of extracted rat brains and reported an absolute concentration of CCO ranging from 1.2 µM at birth and 5.5 µM in adult rats [53]. The concentration of CCO reported here is 4.9 ± 0.1 µM (mean ± SD, n=6), which falls in the range reported in the in vitro study.

In addition to CCO quantification, dHb and HbO, were also quantified and changed with F$_i$O$_2$. The concentration of tHb (77.7 ± 15.2 µM, Fig. 10) falls within previously measured values in rats [3,11]. S$_t$O$_2$ of 79.2 ± 12.6% (Fig. 10) was also similar to that observed in an isoflurane anesthetized mouse and rat models while breathing 30% O$_2$ [29,40]. A brief anoxia pulse [11,28,54] was needed in order to measure tHb (and therefore HbO and S$_t$O$_2$). Applying such manipulation may be a drawback of the 2nd derivative approach, as it is unable to report HbO concentrations through direct quantification from NIR spectra. As we are focusing on using rodents, the anoxia pulse is acceptable. This method has been previously validated and proved to allow a steady state of dHb with no significant effect on other physiological parameters [11,28,29]. However, this approach is not applicable in humans. An alternative approach, using “Graded Hypoxia”, has been shown previously by us and others to report similar results to those reported by the anoxia pulse method [28,55–57]. Therefore, the graded hypoxia method could be applied alternatively, to facilitate the quantification of tHb in humans.

Decreases in cerebral S$_t$O$_2$ have been shown to correlate with decreases in the mean arterial blood pressure, which could cause reduced cerebral blood flow and oxygen delivery [58]. As we did not maintain blood pressure or heart rate during hypoxia, there is a possibility that the reduction in Hb saturation and CCO redox is larger than if we had maintained cardiovascular function. In addition, it has been shown that severe hypoxic-ischemic injury disrupts the metabolic response to anoxia, leading to a difference in the response of CCO [59]. However, the data...
presented here do represent the whole-body physiological changes that occur in a mouse under isoflurane anesthesia at these levels of inspired oxygen.

The absolute concentration changes calculated with NIR-AQUA were found consistent with the relative changes calculated with the UCLₐ algorithm, a conventional NIRS algorithm based on the MBLL [8,9,16,17,21,22]. This supports the conclusion that NIR-AQUA is reliable for quantifying the absolute values of dHb, HbO, oxCCO and reCCO.

4.2.3. Impact of cyanide on chromophores

The purpose of this study was to demonstrate that the values of CCO quantified with NIR-AQUA are independent of Hb concentration. This validation is important as crosstalk between Hb and CCO quantification is a major issue that NIRS algorithms try to overcome [11,27]. We used cyanide which is known to target the active sites of CCO and inhibit the reduction of oxygen, leading to the uncoupling of CCO and Hb saturation.

In this study, a reduction in the redox state of CCO occurred during the infusion of mild doses of NaCN (15 mg/kg) under spontaneous ventilation. The concentration of reCCO increased by 9%, while the concentration of oxCCO decreased by 3% in average. The redox state of CCO decreased by 25% in average at the end of the NaCN infusion. Such reduction in ΔoxCCO have been reported previously in ΔµM [27,60] and arbitrary units (AU) [14]. The changes in the concentration of oxCCO and reCCO detected in the current study may be relatively smaller, compared to other published data [24,27,60]. This may be due to the different animal models and setups that have been used previously in order to induce full reduction of CCO. In addition, high levels of inhaled oxygen led to increased oxidation level of CCO which could decrease the rate of NaCN binding to CCO [61,62]. It is important to note that the change in the concentration of oxCCO and reCCO was not equal. It has been proved that although cyanide binds with both the reduced and the oxidized forms of the enzyme [62,63], the interaction rate with reCCO is two order of magnitudes faster than its reaction with the oxidized form [63]. This may contribute to the difference in the change observed between oxCCO and reCCO and explain why the change is observed more in reCCO than in oxCCO.

The transient inhibition of CCO during NaCN infusion caused a decrease in cerebral oxygen consumption, and thus a lower oxygen extraction. This led to an increase in S̄O₂ (0.6%) and HbO (12%). tHb increased (14%) significantly as well, indicating that the blood volume increased due to CN poisoning. This is consistent with the increase of relative blood volume reported in literature [27,61]. It has been shown that in such cases, where sublethal doses of CN were used, the relative blood volume increased but the mean arterial pressure didn’t drop below the autoregulatory threshold [27,61], therefore oxygen delivery was not compromised.

The reduction in the redox state of CCO, along with a higher tissue oxygenation are both evidence that the mild NaCN dose impacted mitochondria and that inhibiting CCO impacted the relationship between tissue oxygenation and redox. The ability to quantify the opposite change in redox state of CCO and tissue oxygenation support the conclusion that NIR-AQUA is able to differentiate CCO from Hb.

The mild CN doses applied here did not appear to critically impair the cardiovascular system. The mice remained alive after the infusion, and dHb returned to pre-CN levels after CN infusion ended, while reCCO did not fully recover. Additional evidence for this being an acceptably mild dose of CN was that CCO was not fully inhibited and did not become locked in a reduced state. If CCO were fully inhibited by CN, reducing F̄iO₂ would lead to a drop in HbO and an increase in dHb without additional reduction of CCO. This was not the case here since the response of CCO to the different F̄iO₂ challenges, was similar pre- and post-CN infusion.
4.3. Summary of validation

Previous measures of CCO with NIRS use algorithms that measure relative change. When comparing between animals, or over time, in metabolic disease models, it would be useful to have a more quantitative metric. The following summarizes the validations we noted above.

The total CCO concentrations quantified with our algorithm were within the range of reported values [53,54]. In addition, when animals were measured repeatedly over days, similar values were obtained. For instance, we measured totCCO in 6 mice and found the baseline to be $4.9 \pm 0.1 \mu M$ with a coefficient of variation of 2%. This is an excellent coefficient of variation (CV < 15%) for between animal studies. We also showed that repeated measures of CCO in the varying levels of $F_iO_2$ experiment, had large shifts in oxCCO and reCCO while totCCO didn’t change. These had an average within animal repeated measures CV of 6.9% between the 7 measures of totCCO in each animal (Fig. 10(F)).

We suggest that the comparison with UCLn based algorithms is helpful. This algorithm has been used multiple times to quantify changes in the oxidation state of CCO. We compared the relative changes quantified with the UCLn algorithm with those obtained with NIR-AQUA, where we quantified the absolute value at each $F_iO_2$, but then converted the values to relative changes. These compare very well with the UCLn data (Fig. 11).

Finally, we note that many factors could impact the absolute values such as adding additional chromophores (fat, other cytochromes), correcting for the spectral responsivity of the camera, improving the fit with additional modeling, changing the water concentration etc. As a result, we acknowledge that the absolute values have error. However, the variation between measurements is relatively low, and the values are in an expected range, making this method useful for looking at metabolic changes between strains and over time.

5. Conclusions

We present a new NIRS analysis (NIR-AQUA), that enables continuous monitoring and quantification of absolute values of oxCCO, reCCO and totCCO in the cerebral cortex of living mice, in addition to tHb and tissue oxygenation, which were quantified using a brief anoxia pulse. An analytical modeling was used to identify wavelength ranges suitable for each chromophore and optimize the fitting process. In vivo experiments were used to validate the suggested approach; Changes in CCO redox state were measured under different levels of $F_iO_2$, showing capability of the suggested algorithm to identify cerebral metabolic perturbations. The NIR-AQUA algorithm was able to detect changes in the concentration of oxCCO and reCCO, caused by the mitochondrial inhibitor CN, independently of cerebral oxygenation, and in the presence of hemoglobin. This provides the first absolute quantitative assessment of oxCCO, reCCO and totCCO, simultaneously with dHb, HbO, tHb and $S_iO_2$, in a mouse model.

The novel approach presented here will prove useful in expanding our understanding of how hemodynamics, redox state and concentration of CCO, and cerebral oxygen saturation respond to many physiological perturbations. It also lays the groundwork for future research into neurological diseases where alterations in oxygen metabolism and mitochondrial damage are known to be involved.
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