Application of data mining techniques for predicting residents’ performance on pre-board examinations: A case study
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Abstract:
CONTEXT: Predicting residents’ academic performance is critical for medical educational institutions to plan strategies for improving their achievement.
AIMS: This study aimed to predict the performance of residents on preboard examinations based on the results of in-training examinations (ITE) using various educational data mining (DM) techniques.
SETTINGS AND DESIGN: This research was a descriptive cross-sectional pilot study conducted at Iran University of Medical Sciences, Iran.
PARTICIPANTS AND METHODS: A sample of 841 residents in six specialties participating in the ITEs between 2004 and 2014 was selected through convenience sampling. Data were collected from the residency training database using a researcher-made checklist.
STATISTICAL ANALYSIS: The analysis of variance was performed to compare mean scores between specialties, and multiple-regression was conducted to examine the relationship between the independent variables (ITEs scores in postgraduate 1st year [PGY1] to PG 3rd year [PGY3], sex, and type of specialty training) and the dependent variable (scores of postgraduate 4th year called preboard). Next, three DM algorithms, including multi-layer perceptron artificial neural network (MLP-ANN), support vector machine, and linear regression were utilized to build the prediction models of preboard examination scores. The performance of models was analyzed based on the root mean square error (RMSE) and mean absolute error (MAE). In the final step, the MLP-ANN was employed to find the association rules. Data analysis was performed in SPSS 22 and RapidMiner 7.1.001.
RESULTS: The ITE scores on the PGY-2 and PGY-3 and the type of specialty training were the predictors of scores on the preboard examination ($R^2 = 0.129$, $P < 0.01$). The algorithm with the overall best results in terms of measuring error values was MLP-ANN with the condition of ten-fold cross-validation (RMSE = 0.325, MAE = 0.212). Finally, MLP-ANN was utilized to find the efficient rules.
CONCLUSIONS: According to the results of the study, MLP-ANN was recognized to be useful in the evaluation of student performance on the ITEs. It is suggested that medical, educational databases be enhanced to benefit from the potential of DM approach in the identification of residents at risk, allowing instructors to offer constructive advice in a timely manner.
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Introduction

The field of educational data mining (EDM) has emerged as a result of the growing availability of educational data as well as the need to analyze large amounts of data generated from the educational ecosystem. EDM is a multidisciplinary field focusing on the development, study, and application of computerized methods to detect patterns in large collections of educational data which may be impossible to analyze.

The effort of educational institutions in developing countries has been focused on the generation of only facts and figures. However, it was reported that these simple facts and figures provide no assistance for educational institutions in improving educational settings. Today, more sophisticated and emerging trends are required to enable educational institutions to turn their data into valuable information. In the domain of medical education, data frequently collected from students’ interactions, course information, and other academic sources (e.g., administration and curricula) is of such size and type that require special techniques to discover new knowledge.

Students of medical sciences are the future workers in the healthcare system, and thus, the quality of healthcare systems directly depends on the quality of medical science education. The residency training program is a highly critical and difficult course. Assessment of learning outcomes during residency is performed by internal evaluation and annual in-training examination (ITE) at the end of the residency course, and the performance of residents is assessed by the preboard qualifying and board certification examinations. ITEs (also known as promotion examinations) are held annually in the clinical disciplines of medical residency courses. These examinations are considered one of the most important summative examinations during this period. Residents can be promoted to the next PGY level based on these evaluations. Predicting residents’ academic performance is critical for educational institutions because strategic programs can be planned to improve or maintain residents’ performance during their period of education.

A commonly applied prediction method in medical education disciplines is the linear regression model, mainly due to its ease of construction and data interpretation. However, the interrelationship between variables and factors for predicting performance are complicated and nonlinear, and traditional linear models are simply inadequate for dealing with the modeling of data containing nonlinear characteristics. As a result, data analysis techniques require sophisticated algorithms to predict student performance. As a result, traditional methods may not be directly applicable to these types of data and problems.

One line of research which is promising in this area is the application of DM techniques which can turn large datasets into useful information and knowledge. In general, DM allows us to conduct a predictive analysis which cannot be easily associated with a particular theory used for identifying variables regarding the study context. An educational DM can be implemented with numerous techniques. The use of these methods can lead to the discovery of several types of knowledge, such as association rules (ARs) as well as classification, clustering, and pruning the data. Several algorithms involved in the classification task are utilized to predict students’ performance. Researchers in several studies have compared different DM techniques, including artificial neural network (ANN), Support vector machine (SVM), genetic algorithm (GA), and AR mining to predict student's final grades.

The present study aimed to apply DM techniques to predict the academic performance of residents based on their historical data in the residency training program. In this regard, previous studies employed the linear regression model despite being impractical in this area. In the present research, a more practical method was introduced and applied based on the prediction functions of DM algorithms. The multi-layer perceptron (MLP), SVM algorithms, and multiple regression were used on residents’ data to predict their performance, and the most accurate model for future predictions of resident performance was proposed.

Participants and Methods

A retrospective cohort study was conducted on 841 residents entering the residency programs of ophthalmology, internal medicine, cardiology, general surgery, otolaryngology, and neurology at the Iran University of Medical Sciences, Tehran, Iran, between 2004 and 2014.

The present research was a descriptive cross-sectional pilot study in which the data belonging to residents and their outcomes were retrieved from the computerized database of the Department of Residency Training at the Iran University of Medical Sciences. The use of this de-identified database was approved by the Institutional Review Board of Residency Training, and thus informed consent was not required. Six out of 27 specialties, including internal medicine, ophthalmology, general surgery, neurology, cardiology, and otolaryngology were selected using convenience sampling. The research population comprises 1317 residents who had entered the six mentioned residency programs in 2004 and
graduated by 2014. Residents with a large proportion of missing data were excluded from the study, and for 67 residents (5%) with one missing value, the scores were replaced by the mean value. Thus, the final analysis was performed on the data of 841 residents.

Data collection instrument
The data collection instrument was a researcher-made checklist consisting of two parts; the first part examined the demographic data of the residents, and the second part asked for the residents’ scores. Based on findings from the literature review and expert suggestions, the composite score of ITEs in PGY-1 to PGY-3 of 300 points, formative clinical assessment scores of 150 points, formative written examinations of 90 points, annual written examinations of 60 points, sex, and type of specialty training were selected as the independent predictors of performance on the PGY-4, i.e., preboard examination, scores.

Data analysis
Descriptive analysis was performed to identify the general characteristics of data. A one-way analysis of variance (ANOVA) with post hoc comparisons was used to determine whether there was a statistically significant difference in ITE mean scores across specialties. Moreover, multiple regression analysis was employed to investigate the predictive power of independent variables for preboard scores. In the next step, three common supervised classifiers, including MLP-ANN, SVM, and linear regression, were used to construct models predicting residents’ preboard scores based on variables selected as described above. These algorithms extract information and infer patterns from the data in two phases of training and testing. In the first phase, the algorithm takes the values of independent variables (input) and the dependent variable (output) to learn the relationship between them to construct a prediction model. Afterward, in the testing phase, the constructed models are validated to predict the categories (class labels) of new data. In this study, 10 cross-validation methods were applied to validate the models, in which the dataset was randomly divided into 10 parts, with nine parts used for training and one-tenth reserve for testing. This procedure was repeated 10 times, each time reserving a different tenth for testing. The predictive performance of the three models was then compared. The root mean square error (RMSE) and MAE were utilized to evaluate the accuracy of the models. Since the classification algorithm is applied to categorical data, the residents’ composite scores on ITEs were classified in four categories of excellent (≥245), good, (215–245) medium (185–215), and poor (≤185). Finally, the patterns discovered in the training phase were converted into confident classification rules by the frequent pattern-growth algorithm. The minimum confidence of 0.3 and minimum support of 0.2 were set to select the rules. SVM and ANN significant parameters used during training are presented in Table 1. All the parameters were obtained using the trial-and-error method. Furthermore, the GA was utilized to improve the parameters in the ANN.

Statistical software
Data analysis was performed in RapidMiner 7.1.001 statistical software (RapidMiner, Dortmund, North Rhine-Westphalia, Germany) and SPSS 22 (IBM, Armonk, NY, USA).

Results
From the 841 residents, 67, 250, 54, 123, 88, and 259 were studying in the fields of neurology, internal medicine, otolaryngology, general surgery, ophthalmology, and cardiology, respectively. In this research, mean scores for all residents increased in each year of training. The mean score for PGY-1 residents was 220 (standard deviation [SD] = 15.5), whereas it was 224 (SD = 17.02), 233 (SD = 16.8), and 244 (SD = 17.2) for PGY-2, PGY-3, and preboard examinations, respectively. Tables 2 and 3 present the descriptive statistics of the mean scores of residents in PGY1–4 divided by specialty and sex.

According to one-way ANOVA, a significant difference was observed among the six specialties in terms of the mean scores of PGY-1 and preboard examinations ($P < 0.000$) [Table 4].

In this study, a multiple regression model was used to measure the relationship of independent variables (specialty, sex, and ITEs scores in PGY-1, PGY-2, and PGY-3) and the dependent variable (score of the preboard examination). As shown in Table 5, only three of the eight predictive variables showed significant results based on the results of beta weights, including

| Table 1: The artificial neural network and support vector machine parameters applied during training |
|-----------------------------------------------|
| **Parameter** | **Value** |
| ANN | |
| Number of layers | 1 |
| Number of neurons | 3 |
| Training cycle | 1000 |
| Iteration | 800 |
| Learning rate | 0.7 |
| Momentum | 0.48 |
| SVM | |
| Kernel type | dot |
| C | 3.48 |
| Convergence epsilon | 8.22 |
| Max Iteration | 100000 |

AMM=Artificial neural network, SVM=Support vector machine
Table 2: Descriptive statistics -the mean score on in-training examinations by field of study and gender

| Field         | Gender  | PGY-1 score | PGY-2 score | PGY-3 score | Preboard score | Total |
|---------------|---------|-------------|-------------|-------------|----------------|-------|
| Internal medicine | Female (145, 58%) | 223.4 | 230.4 | 236.2 | 245.8 | 234 |
|               | Male (105, 42%) | 221.9 | 226.4 | 235.2 | 246.9 | 232.6 |
| Cardiology     | Female (128, 49%) | 226.5 | 219.6 | 229.2 | 241.7 | 229.2 |
|               | Male (131, 51%) | 226.3 | 218.1 | 232.2 | 243.4 | 230.03 |
| Neurology      | Female (45, 63%) | 221.4 | 238.6 | 245.4 | 254.2 | 239.9 |
|               | Male (22, 37%) | 216.8 | 229.4 | 241.4 | 251.3 | 234.7 |
| Surgery        | Female (35, 29%) | 210.1 | 215.4 | 225.8 | 240.1 | 222.8 |
|               | Male (88, 71%) | 207.9 | 218.8 | 227.8 | 243.5 | 224.4 |
| Ophthalmology  | Female (38, 44%) | 219.1 | 223.5 | 236.1 | 247.5 | 231.5 |
|               | Male (50, 56%) | 213.8 | 222.6 | 234.5 | 242.2 | 228.3 |
| ENT            | Female (25, 46%) | 208.6 | 230.9 | 239.6 | 250.1 | 232.3 |
|               | Male (29, 54%) | 211.1 | 226.2 | 238.3 | 243.2 | 229.6 |
| Total          | Mean     | 220.07 | 224.02 | 233.80 | 244.9 | 230.07 |

The model summary observed on preboard scores for the variables of PGY-1 (0.100) and sex (0.713). The model summary revealed the $R^2 = 0.129$ (12.9%) of the variance explained by the predictors of the variables ($F = 24.652$; $df = 5.836$; $P = 0.000$ or $P < 0.05$).

On the other hand, no significant impact was observed on preboard scores for the variables of PGY-1 scores (0.100) and sex (0.713). The model summary revealed the $R^2 = 0.129$ (12.9%) of the variance explained by the predictors of the variables ($F = 24.652$; $df = 5.836$; $P = 0.000$ or $P < 0.05$).

The PGY-2 and PGY-3 scores and type of specialty training had a low correlation with preboard examination scores. Nevertheless, as a consequence of the nonlinearity of some variables, the total model failed to reach statistical significance to explain the variability in preboard examination scores. Therefore, this study also considered a comparative analysis of three machine learning algorithms, including MPL-ANN, SVM, and linear regression to predict residents’ performance on the preboard examinations.

Table 4: Analysis of variance mean differences between specialties

| ANOVA | PGY-1 score | PGY-2 score | PGY-3 score | Preboard score | Total |
|-------|-------------|-------------|-------------|----------------|-------|
| $F$   | 34.16       | 20.6        | 13.15       | 5.02           | 21.87 |
| Significant | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

The PGY-2 and PGY-3 scores and type of specialty training had a low correlation with preboard examination scores. Nevertheless, as a consequence of the nonlinearity of some variables, the total model failed to reach statistical significance to explain the variability in preboard examination scores. Therefore, this study also considered a comparative analysis of three machine learning algorithms, including MPL-ANN, SVM, and linear regression to predict residents’ performance on the preboard examinations.

Table 5: Multiple linear regression of predictive variable on preboard results

| Model | Variable | Unstandardized coefficients | Standardized coefficients | Significant |
|-------|---------|-----------------------------|---------------------------|-------------|
|       | $B$     | $SE$                        | $\beta$                   | $t$         |
| Model 1 | Constant | 143.975 | 11.880 | 12.119 | 0.000 |
|       | Gender  | 0.418 | 1.134 | 0.012 | 0.388 | 0.713 |
|       | Filed   | -0.609 | 0.310 | -0.069 | -1.961 | 0.050 |
|       | PG2 score | 0.102 | 0.038 | 0.102 | 2.696 | 0.007 |
|       | PG3 score | 0.285 | 0.035 | 0.278 | 8.125 | 0.000 |
|       | PG1 score | 0.063 | 0.038 | 0.058 | 1.645 | 0.100 |

The PGY-2 ($B = 0.102, P = 0.007$) and PGY-3 ($B = 0.278, P = 0.000$) scores and the type of specialty training ($B = -0.069$, $P = 0.050$). On the other hand, no significant impact was observed on preboard scores for the variables of PGY-1 scores (0.100) and sex (0.713). The model summary revealed the $R^2 = 0.129$ (12.9%) of the variance explained by the predictors of the variables ($F = 24.652$; $df = 5.836$; $P = 0.000$ or $P < 0.05$).

Table 6 represents the error measures of all algorithms, indicating that the MLP-neural network has a minimum error based on RMSE and MAE from among other algorithms. This result demonstrated that the MLP neural network model is able to correctly predict the performance...
of residents on preboard exams (RMSE = 0.091, MAE = 0.061 condition: 10-fold cross-validation).

In the final step, the MLP neural network was applied to derive efficient rules from the data using the selected attributes, including the type of specialty training, sex, and the mean score on the ITE exams. Eventually, 49 rules were generated for minimum confidence (0.3) and minimum supports (0.2). Table 7 presents information about the top seven created rules. Two rules were selected based on expert opinion as follows:

1. If the field of the resident is surgery and the average score is 185–215, then the sex is male, i.e., male surgery residents obtain lower scores than residents in other disciplines.
2. If the average score of the resident is >245 and the field of the resident is internal medicine, then the gender is female, i.e., female internal medicine residents obtain higher scores than residents in other disciplines.

Discussion

To the best of the author’s knowledge, this paper was the first study to assess the important associations between the scores of residents on ITEs. According to the results, the MLP neural network has a higher accuracy in designing the residents’ performance prediction system compared to linear regression and SVM. In this regard, our findings are consistent with results reported by Ajiboye and Arshaa[23] showing that the neural network provided superior prediction results. However, our results are not in line with those obtained by Almarabeh[20] demonstrating that the Bayesian network classifier had the highest accuracy from among various classifiers. In addition, Strecht et al.[22] concluded that the SVM algorithm had the best results from among the evaluated methods. Finally, Depren et al.[24] reported that logistic regression outperformed other algorithms in terms of performance classification.

According to the results of the present research, there was a predictable correlation between residents’ PGY-2, PGY-3, and preboard scores with the duration of residency, which is in congruence with prior studies. For instance, Grossman et al.[24] found that performance on the ITE was accurately predicted and highly correlated with performance on the ABIMCE. Other studies in several specialties (e.g., internal medicine, family medicine, orthopedic surgery, obstetrics/gynecology, psychiatry, and ophthalmology) demonstrated a positive relationship between ITE performance and future performance on board certification examinations over time (8; 9; 10, 11, 12, 13; 14; 15; 16). In our study, based on the results of AR mining, a female resident with the score of > 245 would belong to the discipline of internal medicine. On the other hand, a male resident studying in the field of surgery would obtain a score within the range of 215–245. In addition, multivariate analysis indicated that the residents’ discipline was the only demographic characteristic to reach statistical significance as the predictor variable for the score of preboard examination. Our results revealed that general surgery residents had significantly lower levels of mean scores compared to other residents.

However, using multiple regression analysis, no significant association was observed between residents’ sex and performance on preboard examinations, which is consistent with the results obtained by Brateanu et al.[12] Nevertheless, Stohl[25] introduced sex as a reliable predictor for the performance of residents. In the present study, multiple linear regression results indicated that the total results of ITEs predicted only 12.9% of the variance in the scores of preboard examinations. This low percentage of explained variance indicated that the predictor variables were not adequate for explaining our model. There are several possible explanations for this low coefficient. First, “variance explained” may not be the best metric for interpreting the predictive ability of test scores. As discussed earlier, the linear regression model achieved a lower precision in predicting the residents’ performance on preboard exams compared to ANN and SVM. Second, we
employed the total score of ITEs for predicting residents’ performance based on insufficient recorded data. In the present study, not all residents’ scores on PGY-1–PGY-4 and board certification were available. In addition, no subscores of ITEs, including internal written or verbal exam, mini-clinical evaluation exercise, directly observed procedural skills, chart stimulated recall, objective structured clinical examination, or professionalism scores was applied in this study.

Conclusions

This study utilized techniques including ANN, SVM, and linear regression for predicting residents’ performance on the preboard examination. It can be concluded that ANN has superior results in terms of less error compared to other methods. It is expected that EDM should offer benefits for residents and medical schools. We hope that our results will encourage other researchers to apply more sophisticated DM techniques to assess the possibility of additional predictors which were not included in the present study due to insufficient recorded data, such as predicting board certification results based on all component scores of ITEs. Therefore, it is recommended that information technology solutions be applied for the medical education centers to systematically collect all residents’ data, including low- and high-stakes assessments. Furthermore, it is suggested that the existing systems be upgraded to utilize prediction algorithms for forecasting performance and making decisions about residents’ progress during the residency training program. In addition, a major drawback of the present study was including only six residency programs. Consequently, future studies must evaluate students’ performance from all residency programs.
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