Optical Signatures of the Coupling between Excitons and Charge Transfer States in Linear Molecular Aggregates
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Charge Transfer (CT) has enjoyed continuous interest due to increasing experimental control over molecular structure leading to applications in, for example, photovoltaics and hydrogen production. In this paper, we investigate the effect of CT states on the absorption spectrum of linear molecular aggregates using a scattering matrix technique that allows us to deal with arbitrarily large systems. The presented theory performs well for both strong and weak mixing of exciton and CT states, bridging the gap between previously employed methods which are applicable in only one of these limits. In experimental spectra the homogeneous linewidth is often too large to resolve all optically allowed transitions individually, resulting in a characteristic two-peak absorption spectrum in both the weak- and strong-coupling regime. Using the scattering matrix technique we examine the contributions of free and bound states in detail. We conclude that the skewness of the high-frequency peak may be used as a new way to identify the exciton-CT-state coupling strength.

I. INTRODUCTION

Crystal structures of organic molecular aggregates have become more refined over the last decade. By clever choice of side chains the molecular packing can be imposed with great precision, which allows one to study the effects of tight molecular packing on functional properties, such as optical absorption and excitation energy transport. Already in the previous century the effects of close packing have been linked to the formation of charge transfer (CT) states [1-3] With CT states being found recently in new materials [4–8] and their appearance in biological light-harvesting systems [9–12] interest in modeling of CT systems persisted [13–17] which fuelled the need for a better understanding how the competition between various interactions leads to specific observable properties.

This paper focuses on the effects of CT states on the absorption spectrum of linear molecular aggregates. Using a scattering matrix technique we obtain a method applicable for both strong and weak mixing of Frenkel and CT exciton states. This method enables the identification of bound and free states in the absorption spectrum. We show that, in principle, this method allows one to obtain the mixing strength between Frenkel and CT exciton states from the absorption spectrum alone, without having to perform quantum chemical calculations. Furthermore, by applying the presented method to experimental spectra and comparing to results obtained using traditional methods of direct Hamiltonian diagonalization, we conclude that the latter can lead to ambiguous interpretations.

Organic molecular aggregates are often formed through van der Waals interactions, in contrast to the covalent bonds found in inorganic compounds. As a result, the molecular orbitals (MOs) of the individual molecules are a good approximation of the electronic states of the aggregate. For this reason, optical (charge neutral) excitations in these materials often can be understood as linear combinations of single-molecule excited states, i.e., states in which a single molecular excitation quantum is shared coherently by many molecules. Such states are known as Frenkel excitons; their delocalization is driven by resonance excitation transfer interactions, usually of dipolar origin. This coupling leads to the well known H- and J-aggregate behavior as described by the Kasha model [18].

During the last decades, several tightly packed molecular structures have been obtained in experiments [19]. Tight packing of molecules, e.g., with inter-molecular distances of ~3Å, causes the MOs of CT systems to overlap [19]. This overlap gives rise to additional couplings, referred to as CT couplings, where an electron is transferred from an excited molecule to its neighbor, leaving a negatively and a positively charged molecule. In solid-state physics language, this may be regarded as an electron and a hole, which subsequently may move further away from each other through CT couplings with other molecules. The Coulomb attraction between the electron and hole, the third relevant interaction in these type of systems, creates bound states which are reflected as individual peaks in the absorption spectrum. Many characteristics of Wannier excitons in traditional inorganic semiconductors also apply to CT states. For example, the spectrum of bound state solutions of CT systems bears close resemblance to the hydrogen spectrum [20-21].

The combination of the three interactions introduced above, i.e., resonant excitation transfer interactions, CT couplings, and Coulomb attraction, results in an intricate Hamiltonian that is hard to solve exactly. In one dimension this Hamiltonian can be solved using hypergeometric functions [1] but this method does not lead to workable expressions for practical applications. Hence, in the last couple of decades one often diagonalized the Hamiltonian using numerical techniques [13-24] which even in absence of vibrations is numerically challenging, because the Hamiltonian dimension grows quadratically with the system size. In order to keep the calculation computationally feasible, the basis set has to be truncated by lim-
iting the number of molecules and by restricting the maximum charge separation of the CT states. For some materials, the charge separation can even be restricted to nearest neighbors,\textsuperscript{17,25,26} while retaining good agreement with experimental results. However, restricting the maximum charge separation effectively deepens the Coulomb well depth, thus complicating the interpretation of model parameters. In this paper we avoid restriction of the charge separation by truncating the Coulomb interaction instead.

Here we use a Green’s function method\textsuperscript{29} to calculate the absorption spectrum, where the Coulomb attraction between the electron and hole is treated using a scattering matrix technique. With this method there is no need to truncate the basis, which allows us to study an infinitely long one-dimensional chain. The scattering matrix technique enables us to discern bound states from continuum states by investigating the poles of this matrix.\textsuperscript{14} We use this distinction to improve our understanding of the resulting absorption spectrum.

The absorption spectrum is dominated by Frenkel excitons, as they posses the largest transition dipole moment and hence, the effect of CT states on the absorption spectrum depends on the mixing between the Frenkel- and CT excitons. This mixing is determined by the ratio of the CT coupling and the Coulomb well depth. We will show that, in the limit of a large homogenous linewidth, the weak, intermediate, and strong mixing regimes all have a corresponding two-peak absorption spectrum. This result is in line with previous studies which found a two-peak spectrum in a dimer\textsuperscript{15,17,23,26} of this matrix.\textsuperscript{14} We use this distinction to improve our understanding of the resulting absorption spectrum.

The structure of this paper is as follows. In Section II we first introduce the model Hamiltonian used to describe the system. Then we derive the unperturbed Green function and the scattering matrix arising from the Coulomb interaction. The Green function is solved in Section III where we consequently explore the parameter space of the model and show how we can use the second peak in the absorption spectrum as a proxy for exciton-CT-state mixing. Finally, we conclude in Section IV. Several details of derivations and the computation are described in appendix A and B.

II. MODEL AND METHOD

A. Model Hamiltonian

While the scattering method presented below may in principle be applied equally well to higher-dimensional systems, for simplicity and ease of interpretation we consider a one-dimensional model system. Here, it is relevant to note that it has been shown that the one-dimensional chain provides a good approximation for many organic crystals exhibiting CT couplings.\textsuperscript{15,17,25,26} We consider the chain to be infinitely long and consisting of identical molecules. The system thus exhibits translational invariance and contains one molecule per unit cell.

Our focus lies on the linear absorption spectrum and we assume the relevant molecular electronic orbitals are the HOMO and the LUMO and only consider states with a single electronic excitation. The molecular ground state is the fully occupied HOMO. A dipole allowed electronic excitation on a single molecule brings an electron from the HOMO to the LUMO, leaving two partially filled orbitals. In solid state physics terminology, a partially filled LUMO and HOMO may be considered to represent an electron and hole, respectively. A general basis for this system is spanned by \(|n; s\rangle\), where \(n = 0, 1, 2, \cdots\) denotes the position of the electron and \(s = 0, \pm 1, \pm 2, \cdots\) is the position of the hole relative to the electron. When \(s = 0\), the state describes a molecular (local) excitation and when \(s \neq 0\), it describes a CT state.\textsuperscript{12}

Conventionally, the Hamiltonian is constructed by extending the exciton part of the Hamiltonian to include CT states.\textsuperscript{30} Here we take a different approach and write the total Hamiltonian as \(H = H_0 + H'\), where the unperturbed Hamiltonian \(H_0\) considers the electron and hole to be completely free and independent particles governed by the CT couplings and \(H'\) contains all the remaining interactions. Explicitly we have:

\[
H_0 = \sum_{n,s} E_{CT} |n; s\rangle \langle n; s| + \sum_{n, i, \pm} \left(t_e |n; s\rangle \langle n \pm 1; s \mp 1| + t_h |n; s\rangle \langle n; s \pm 1| \right),
\]

where the energy of a state in the site basis is denoted \(E_{CT}\), which in the real system, including Coulomb interactions, represents the energy of a state with infinite charge separation. Due to wave function overlap between neighboring molecules, the electron and hole can move between sites. These CT couplings, denoted with \(t_e\) and \(t_h\) for the electron and hole respectively, are defined as the matrix elements of the full electronic Hamiltonian \(H_{el}\) between the LUMO or HOMO orbitals on neighboring sites, i.e.,

\[
t_e = \langle \text{LUMO}_1 | H_{el} | \text{LUMO}_2 \rangle, \tag{2}
\]

\[
t_h = \langle \text{HOMO}_1 | H_{el} | \text{HOMO}_2 \rangle. \tag{3}
\]

The CT couplings only extend to nearest neighbors and are highly sensitive to the molecular packing.\textsuperscript{19,33}

The perturbation Hamiltonian \(H'\) contains the Coulomb attraction \(V(s)\) of the electron-hole pair and the resonant excitation transfer interactions \(J_{n,m}\) between excitations on molecules \(n\) and \(m\),

\[
H' = \sum_{n,s} V(s) |n; s\rangle \langle n; s| + \sum_{n \neq m} J_{n,m} |n; 0\rangle \langle m; 0|. \tag{4}
\]

The Coulomb potential is given by

\[
V(s) = -(A + \Delta) \delta_{s,0} - \frac{A}{s} (1 - \delta_{s,0}), \tag{5}
\]
Energy
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FIG. 1. Energy level diagram indicating the energies of the basis states \(|n; s\rangle\). The dashed red line denotes the energy \(E_{\text{CT}}\) of states with infinite charge separation. The molecular excited state, corresponding to zero charge separation \(s\), generally has the lowest energy \((E_0)\). The nearest-neighbor CT states \((|s| = 1)\) are detuned from the molecular excitation energy by \(\Delta\) and the Coulomb well depth is indicated by \(A\). As a consequence of the resonant excitation transfer interaction \(J_{n,m}\) (see Eq. (3)), the single-molecule excitation energy is shifted by an amount \(J_k\) (see Eq. (2) below; \(k\) the total quasimomentum) to the exciton energy (green dashed line), which alters the detuning to \(\delta_k\).

where \(\Delta\) is the energetic detuning between a molecular excitation and a nearest-neighbor CT state and \(A\) denotes the Coulomb well depth. Thus, the excitation energy of a single molecule may be written \(E_0 = E_{\text{CT}} - A - \Delta\). This energy level and the Coulomb potential are depicted in Fig. 1 by the solid blue lines. On length scales of several Å a screened Coulomb potential as in Eq. (5) provides a fairly good approximation for the interactions between orbitals of neutral molecules. The interactions \(J_{n,m}\) usually have a large dipolar contribution, but they may also contain contributions from higher-order multipoles. For the purpose of this paper, no specific origin needs to be specified.

As will be described in the next sections, the total Hamiltonian \(H\) allows us to construct the Green function and consequently find the absorption spectrum.

B. Absorption spectrum

The absorption spectrum \(I(\omega)\) may be obtained from the auto-correlation function of the dipole operator, which leads to

\[ I(\omega) = \text{Im} \left( \langle g | \hat{\mu} G(\omega) \hat{\mu} | g \rangle \right). \]

Here, \(\omega\) denotes the energy of the incoming photon (\(\hbar = 1\)), \(|g\rangle\) is the chain’s ground state (in which all molecules have a doubly occupied HOMO), \(G(\omega)\) is the Green function (see below), and \(\hat{\mu}\) denotes the dipole operator of the system

\[ \hat{\mu} = \mu \sum_n \langle |g\rangle \langle n; 0 | + \langle n; 0 | g\rangle \rangle, \]

where \(\mu\) is the transition dipole of a single molecule (all equal in magnitude and orientation). The above dipole operator only accounts for the transition dipole between the molecular ground and excited states. The wave function overlap between molecules may result in nearest-neighbor CT states to also obtain a non-zero transition dipole moment from the ground state. This CT transition dipole moment, however, is often an order of magnitude smaller than that of excitons. Therefore, we will neglect this contribution, as is commonly done. Within this approximation, CT states have to mix with exciton states to obtain oscillator strength and the absorption spectrum directly probes the mixing between CT states and excitons.

The Green function in Eq. (6) is the one-sided Fourier transform of the time evolution operator and is given by

\[ G(\omega) = (H - \omega - i\Gamma)^{-1}, \]

where \(H\) is the total Hamiltonian. The term \(-i\Gamma\) describes dephasing originating from system-bath interactions and induces a Lorentzian absorption lineshape with a full width at half maximum (FWHM) of \(2\Gamma\) for every isolated eigenstate of \(H\).

C. Green function

In this subsection, we derive an expression for the Green function. Using \(H = H_0 + H'\) we may write

\[ G = G_0 + G_0 H' G_0 + G_0 H' G_0 H' G_0 + \cdots = G_0 + G_0 T G_0, \]

where \(G_0 = \left(H_0 - \omega - i\Gamma\right)^{-1}\) describes the propagation of a free electron and hole and the \(T\)-matrix \(T\) describes the scattering on the Coulomb interactions \(H'\) (Eq. (4)).

The unperturbed Green function \(G_0(\omega)\) can be obtained analytically. As we are interested in the limit of long chains, we may employ periodic boundary conditions to diagonalize \(H_0\). This results in performing two Fourier transforms and a relocation of the center of mass of the electron and the hole. The first Fourier transform is given by

\[ |k; s\rangle' = \frac{1}{\sqrt{N}} \sum_n e^{ik(\frac{2n + s}{N})} |n; s\rangle, \quad k = 0, \pm \frac{2\pi}{N}, \pm \frac{4\pi}{N}, \cdots, \pi, \]

where \(N\) is the number of molecules in the chain. For odd \(N\) the \(k = \pi\) state is omitted. Note that we Fourier transform with respect to the center of mass coordinate \((n + s)/2\) of the electron and hole. Thus, \(k\) denotes the wavenumber of the center of mass. The matrix elements of \(H_0\) are then further simplified by relocating the center of mass with the phase factor \(\alpha_k = \tan^{-1} \left(\frac{k - h}{k + h}\right)\) as follows:

\[ |k; s\rangle = e^{i\alpha_k} |k; s\rangle'. \]

After the above two transformations, \(H_0\) is block diagonal in \(k\) and its non-zero matrix elements are:

\[ \langle k; s | H_0 | k; s \pm 1 \rangle = \epsilon_k, \]

\[ \langle k; \pm (N/2 + 1) | H_0 | k; \mp N/2 \rangle = \epsilon_k e^{\pi ik}, \]

where \(\epsilon_k\) is the band dispersion (see below).

\[ \frac{\mu}{n} \approx \epsilon_k \]

\[ \frac{\mu}{n} \approx \epsilon_k \]

\[ \frac{\mu}{n} \approx \epsilon_k \]
where $\epsilon_k = \sqrt{\frac{1}{2} + \frac{r^2}{2} + 2t_r \cos(2\pi k/N)}$. Further diagonalization is achieved through a second Fourier transform with respect to the charge separation $s$. Here, special care is to be taken with the $k$ dependent periodic boundary condition of Eq. (13). The eigenstates of $H_0$ are then found to be

$$|k; v\rangle = \frac{1}{\sqrt{N}} \sum_j e^{ivj} |k; s\rangle,$$

(15)

where for even values of $k$ the wavenumbers are $v = 0, \pm \frac{\pi}{N}, \pm \frac{2\pi}{N}, \ldots, \pi$ and for odd values of $k$ we have a Möbius like Hamiltonian and obtain $v = \pm \frac{\pi}{N}, \pm \frac{3\pi}{N}, \ldots, \pm \frac{N-1}{N} \pi$. Again, for odd $N$ the wavenumbers $v = \pi$ and $v = -\frac{1}{N} \pi$ are omitted, respectively. The corresponding eigenenergies are

$$\lambda(k; v) = E_{CT} + 2\epsilon_k \cos(v).$$

(16)

Using the eigen-decomposition of $H_0$ the unperturbed Green function may now be written as

$$G_0(\omega) = \sum_{k, v} \frac{|k; v\rangle \langle k; v|}{\lambda(k; v) - \omega - i\Gamma}.$$  

(17)

Taking the limit of $N \to \infty$ transforms the summations over $k$ and $v$ into integrations. The poles of $G_0(\omega)$ now form a branch cut on the real axis. The band of $H_0$ thus becomes continuous, spanning the interval $[-2\epsilon_k, 2\epsilon_k]$. For both even and odd $N$ the matrix elements of $G_0$ are given by

$$\langle k; s | G_0(\omega) | k'; r\rangle = \frac{1}{2\pi} \int_0^\pi dv \frac{e^{iv(s-r)}}{\omega + i\Gamma - E_{CT} - 2\epsilon_k \cos(v)} \delta_{k, k'}.$$  

(18)

The integral has two solutions depending on $\omega$ lying inside or outside the band of $H_0$. For $\omega$ outside the band, i.e., $|\omega| > |(\omega - E_{CT})/2\epsilon_k| > 1$,

$$\langle k; s | G_0(\omega) | k'; r\rangle = \frac{\delta_{k, k'}}{\sqrt{(\omega - E_{CT})^2 - 4\epsilon_k^2}} \left(x - \sqrt{x^2 - 4}\right)^{|s-r|}.$$  

(19)

while for $\omega$ inside the band ($|\omega| < 1$) we have

$$\langle k; s | G_0(\omega) | k'; r\rangle = \frac{-i\delta_{k, k'}}{\sqrt{4\epsilon_k^2 - (\omega - E_{CT})^2}} \left(x - \sqrt{x^2 - 4}\right)^{|s-r|}.$$  

(20)

In order to obtain the full Green function $G(\omega)$, we need the $T$ matrix in Eq. (9), which is defined as

$$T(\omega) = H' + H'G_0(\omega)H' + H'G_0(\omega)H'HG_0(\omega)H' + \cdots = H' \left(1 - G_0(\omega)H'\right)^{-1}.$$  

(21)

To find the $T$ matrix, we first note that $H'$ is diagonal on the basis $|k, s\rangle$ defined by Eq. (11)

$$\langle k; s | H' | p; r\rangle = \delta_{k, p} \delta_{s, r} [(E_{CT} + V(s))] + \delta_{s, 0} J_k.$$  

(22)

where $J_k$ is the Fourier-transformed resonant excitation transfer interaction $J_{n,m}$.

$$J_k = \sum_{n \neq 0} e^{kn} J_{0,n},$$  

(23)

where we used the translational invariance. Hence, a single Fourier transform turns the excitation transfer interactions $J_{n,m}$ into an energy term $J_k$ for the exciton states, as is well-known for Frenkel exciton systems. The energy difference between the exciton and nearest-neighbor CT state after the Fourier transformation is a relevant quantity, which hereafter we refer to as the detuning $\delta_k = \Delta - J_k$. The energy of the exciton state including the effect of $J_k$ is depicted in Fig. 1 by the dashed green line.

From Eq. (21), we observe that if we consider all interactions in $H'$, the calculation of $T(\omega)$ requires inverting an $N \times N$ matrix for every $k$, which means that the introduction of the perturbation $H'$ and the $T$ matrix does not really simplify the evaluation of $G(\omega)$ compared to direct diagonalization of the full Hamiltonian for every $k$. However, it is possible to take advantage of the separation of $H_0$ and $H'$ by truncating the range of $H'$ and only considering contributions to $H'$ with $|\omega| \leq s_{\text{trunc}}$. This boils down to ignoring the Coulomb attraction between the electron and hole for distances larger than $s_{\text{trunc}}$. As we shall show below, this allows us to obtain $G(\omega)$ using the inversion of matrices of dimension $2s_{\text{trunc}} + 1$, independent of system size.

The truncated Coulomb potential reduces the perturbation in the subspace of the center-of-mass wavenumber $k$ to:

$$\tilde{H}_k = \sum_{s, r = s_{\text{trunc}}}^{s_{\text{trunc}}} (V(s) + J_k \delta_{s, 0}) |k; s\rangle \langle k; s|$$  

(24)

Using this in Eq. (21) yields for the $T$ matrix in the subspace $k$:

$$\tilde{T}_k(\omega) = \sum_{s, r = s_{\text{trunc}}}^{s_{\text{trunc}}} \langle k; s | \tilde{H}' \left(1 - \tilde{G}_{0, k}(\omega)\tilde{H}'\right)^{-1} |k; r\rangle \langle k; r|,$$

(25)

with

$$\tilde{G}_{0, k}(\omega) = \sum_{s, r = s_{\text{trunc}}}^{s_{\text{trunc}}} \langle k; s | G_0(\omega) | k; r\rangle \langle k; s| \langle k; r|,$$

(26)

i.e., the unperturbed Green function in the subspace $k$ ($G_{0, k}(\omega)$), projected onto the truncated $s$ basis. $G_{0, k}(\omega)$ can be obtained directly from Eqs. (19) and (20). Obviously, determining $\tilde{T}_k(\omega)$ involves manipulating matrices of dimension $2s_{\text{trunc}} + 1$ only. Substituting $\tilde{T}_k(\omega)$ into Eq. (9) for the total Green function in the subspace $k$ yields

$$G_k(\omega) = G_{0, k}(\omega) + G_{k, k}(\omega) \tilde{T}_k(\omega) G_{0, k}(\omega),$$

(27)

with $G_k(\omega) = \sum_{r, s} \langle k; s | G(\omega) | k; r\rangle \langle k; s| \langle k; r|$ and $G_{0, k}(\omega) = \sum_{s, r} \langle k; s | G_0(\omega) | k; r\rangle \langle k; s| \langle k; r|$. Thus the total Green function $G(\omega) = \sum_k G_k(\omega)$ may be obtained by manipulating matrices of dimension $2s_{\text{trunc}} + 1$. 
The total Green function can yield two different types of states, namely free and bound states. The free states correspond to the continuum part of the spectrum and are delocalized over all values of $s$. Bound states arise outside the continuum band at the poles of the scattering matrix. Bound states are localized around $s = 0$ states and appear as sharp peaks in the density of states. \(^{29}\)

It is well known from exciton theory that, for the situation where all transition dipole vectors are equal (as we consider), all oscillator strength resides in the $k = 0$ band. This can be shown easily by considering the dipole operator in the continuum part of the spectrum. Instead, our Green function method presented above, one could directly diagonalize the Hamiltonian. This would require some form of basis truncation in order to keep it computationally feasible. The basis truncation will discretize the continuum part of the spectrum. Consequently, Hamiltonian diagonalization is suitable for obtaining the absorption spectrum only when the homogeneous linewidth is larger than the average energy separation between states inside the continuum part of the spectrum. In this large linewidth regime, the interpretation of the absorption spectrum becomes harder, since one can not properly distinguish bound and free states. The large homogeneous linewidth thus clouds the interpretation of the absorption spectrum. Instead, our Green function method is applicable for all values of the linewidth and therefore allows us to distinguish bound and free states and interpret the absorption spectrum in more detail.

III. RESULTS

A. General analysis of the absorption spectrum

As we showed in Section II C calculating the Green function and, hence, the absorption spectrum using the scattering approach, involves the inversion of matrices of dimension $2s_{\text{trun}} + 1$. This allows for an efficient numerical procedure to obtain these quantities up to values of $s_{\text{trun}}$ that are large enough to obtain spectra that are fully converged, i.e., that do not change anymore upon further increasing $s_{\text{trun}}$. In Appendix A we show that using $\Gamma = \varepsilon_0/5$, the spectra are converged at $s_{\text{trun}} = 10$ already. Therefore, we use $s_{\text{trun}} = 15$ unless stated otherwise.

In addition to the absorption spectrum, it is useful to consider the density of states (DOS) in the $k = 0$ band, which is given by

$$D_0(\omega) = -\frac{1}{\pi} \text{Im} \left( \sum_{s} \langle k = 0; s | G(\omega) | k = 0; s \rangle \right).$$

A typical $D_0(\omega)$ is shown in Fig. 2 together with the corresponding absorption spectrum. The DOS shown is continuous in the range $2\varepsilon_0 < \omega < 6\varepsilon_0$, corresponding to the band of the unperturbed Green function $G_0$. This continuum part of the DOS, corresponding to free states, mostly follows the cosine dispersion of Eq. (16) shifted over $J_0$. It shows van Hove singularities at both band edges and is centered around $\delta_0 + A$.

To the left of the continuum band, sharp peaks with a FWHM of $2\Gamma$ appear, corresponding to bound states. The bound states have a finite charge separation due to the confining Coulomb well. The distribution of the bound states becomes more concentrated near the continuum band edge, as is typical for systems with a Coulomb potential, such as the hydrogen atom and GaAs.

Comparison of the DOS and absorption spectrum in Fig. 2 shows that not all bound states have oscillator strength. This can be explained using the symmetry of the perturbation Hamiltonian $H'$. The eigenfunctions of $H'$ can be even or odd around the exciton position and only the even wave functions have a non-zero exciton contribution, and hence, a nonzero transition dipole moment. The contribution of continuum states to the absorption spectrum is small, as there is relatively little mixing between exciton and CT states. At the end of this subsection we provide a more detailed analysis of the contribution of continuum states to the absorption spectrum.

The CT system parameterized by $\delta_0$ and $A$ can produce a wide range of different absorption spectra as shown in Fig. 3. First the effect of the detuning $\delta_0$ on the absorption spectrum is studied while neglecting the Coulomb well, i.e., using $A = 0$ (Fig. 3a). This case reduces to a single-impurity problem because the potential $V(s) = \delta_0 \delta_0$ then. This leads to an exact solution for the absorption spectrum, as described in Appendix B. A single impurity induces exactly one bound state, for which the energy can be expressed analytically as
where \( \text{sgn}(\delta_0 + A) \) is the sign (+ or −) of \( \delta_0 + A \). In the limit of \( \epsilon_0 \ll |\delta_0 + A| \) we find \( E_{\text{bound}} \approx 0 \) and there is no contribution of continuum states to the spectrum. In the opposite limit \( \epsilon_0 \gg |\delta_0 + A| \) we have \( E_{\text{bound}} \approx \pm 2\epsilon_0 \) and the notion of bound states disappears while continuum states possess most oscillator strength. These limits lead to the definition of the coupling strength between the excitons and the CT states as the ratio

\[
M = \frac{2\epsilon_0}{|\delta_0 + A|},
\]

The further the bound state moves away from the continuum, the more oscillator strength it accumulates at the expense of the continuum part of the spectrum, as is clear from Fig. 3. The mixing of exciton and CT states is highest when \( \delta_0 = 0 \), which is the case when the resonant excitation transfer coupling \( J_0 \) equals the exciton-CT energy gap \( \Delta \), i.e., the exciton state becomes resonant with the nearest-neighbor CT state. Since \( \Delta \) is generally positive, the former condition is mostly met when \( J_0 > 0 \), i.e., for H-aggregates.

In Fig. 3b1 the Coulomb well depth \( A \) is varied while the detuning \( \delta_0 \) is set to zero. Since the Coulomb potential will always have a positive contribution to the energy, we only consider positive values of \( A \). As expected, increasing \( A \) leads to the formation of additional bound states outside the band edge. When \( A \) becomes much larger than \( \epsilon_0 \), the rate at which bound states arise increases. However, the newly formed bound states have little oscillator strength and thus will hardly be visible in the absorption spectrum. It depends on the sign of \( \delta_0 \) at which band edge the bound states form, as can be seen in Fig. 3b2. For large Coulomb well depths, e.g., \( A > 4.0\epsilon_0 \), we approach the limit where the absorption spectrum is dominated by the Frenkel exciton state and the \( |s| = 1 \) CT states, leading to two dominant absorption peaks (Figs. 3b and 3d).

Both \( \delta_0 \) and \( A \) have an effect on the energy \( E_1 \) of the first bound state as is shown in Fig. 4. When both \( \delta_0 \) and \( A \) are zero, \( E_1 \) is seen to lie at the band edge. The value plotted is shifted slightly due to the finite linewidth, which causes the peak maximum to lie just next to the band edge. Upon increasing \( \delta_0 \), \( E_1 \) tends towards the energy of the \( k = 0 \) Frenkel exciton. Setting \( A \) to zero is equivalent to truncating the Coulomb well beyond nearest neighbors (\( s_{\text{trun}} = 0 \)) and therefore, in Fig. 3a and Fig. 4, we see perfect agreement between the \( A = 0 \) curve and the result of Eq. (30).

As observed in Fig. 4 using a finite Coulomb well depth \( A \), causes \( E_1 \) to shift upward. The reason is that upon increasing \( A \), the continuum band (centered at \( \omega = \delta_0 + A \)) shifts to higher energies, pulling the bound states with it. For \( A > 3\epsilon_0 \) the energy separation between the bound states becomes much larger than the CT coupling \( \epsilon_0 \) and the peak position converges. At this point one approaches the regime where only the nearest-neighbor CT state affects the exciton. One can show that in this limit the energy of the lowest bound state is given by

\[
E_1 = \frac{\delta_0}{2} - \sqrt{\left(\frac{\delta_0}{2}\right)^2 + \epsilon_0^2},
\]

a result that is shown by the dotted red line in Fig. 4. The oscillator strength ratio between the first and second peak is then

\[
\frac{\left(\delta_0^2 + 4\epsilon_0^2 + 2\delta_0 \sqrt{\delta_0^2 + 4\epsilon_0^2}\right)}{\left(\delta_0^2 + 4\epsilon_0^2 - 2\delta_0 \sqrt{\delta_0^2 + 4\epsilon_0^2}\right)}.
\]

Thus, an increase of the detuning shifts oscillator strength towards the first peak as can be seen when comparing Figs. 3b3 and 3b4 for the values of \( A > 5\epsilon_0 \).

In the limit of large detuning the energy of the bound state can be described using first-order perturbation theory in the coupling \( \epsilon_0 \). By writing an effective Hamiltonian one can incorporate the effect of CT states as an effective resonance coupling \( J_{\text{CT}} \) between neighboring sites and an energy correction term \( \Delta E_{\text{CT}} \), given by Ref. [46]

\[
J_{\text{CT}} = -\frac{2J_{\text{eth}}}{\Delta},
\]

and

\[
\Delta E_{\text{CT}} = -\frac{\epsilon_0^2 + \epsilon_0^2}{\Delta},
\]

respectively. The energy of the first peak is then given by

\[
E_1 = E_0 + \Delta E_{\text{CT}} + 2(J_{\text{CT}} + J_0).
\]

Equation (35) is plotted as blue dashed line in Fig. 4, where it becomes clear that this result only holds when the detuning \( \delta_0 \) is much larger than the bandwidth of the unperturbed Green function \( 2\epsilon_0 \).

Figure 4 shows large differences between the various analytical approximations. The single-impurity result of Eq. (30) bridges the gap between the previously found nearest-neighbor and perturbative results of Eqs. (32) and (33) respectively. Note that including a non-zero Coulomb well depth to Eq. (30) simply shifts the curve to the left, as \( \delta_0 + A \) is the important quantity. Figure 4 also shows that the effect of the Coulomb well depth \( A \) on the position of the lowest-energy peak can be quite significant.

From Fig. 4 one can infer the effect on the lowest-energy peak upon truncating the maximum charge separation in the basis set too much. Truncating the maximum charge separation between the electron and hole effectively creates an infinite potential at the truncation distance, thus increasing the effective Coulomb well depth. This results in a blueshift of the lowest-energy peak \( E_1 \). If one is not aware of this effect, one could wrongly include the truncation induced blueshift in the gas-to-crystal shift when interpreting experimental spectra.

While for non-zero values of \( \delta_0 \) and \( A \) most oscillator strength resides in the bound states, some of the continuum states may still contribute significantly to the absorption spectrum. For the single-impurity case (\( A = 0 \)), the relative continuum contribution to the spectrum is found in Appendix B to be

\[
Y_{\text{cont}} = \frac{\int d\omega |\text{cont}(\omega)|}{\int d\omega |\omega|} = 1 - \frac{\delta_0}{\sqrt{\delta_0^2 + 4\epsilon_0^2}} [A = 0].
\]
When both the detuning $\delta_0$ and Coulomb well depth $A$ are zero, there are no bound states and $Y_{\text{cont}} = 1$. Upon increasing the detuning, $Y_{\text{cont}}$ decreases and eventually approaches zero when $\delta_0 \gg \epsilon_0$ (and thus $M \ll \frac{1}{2}$), which means the absorption spectrum is dominated by bound states.

More generally, for a non-zero Coulomb well depth, the relative contribution of the bound states, $Y_{\text{bound}} = 1 - Y_{\text{cont}}$, can be estimated numerically by integrating the positive part of the scattering term $G_0T G_0$. As bound states are newly formed scattering states, they manifest themselves as positive contributions in $G_0T G_0$, while the diminished contribution of the continuum part of the spectrum is negative in sign. The relative weight of the continuum part of the spectrum is then obtained through $Y_{\text{cont}} = 1 - Y_{\text{bound}}$. Plotting the thus obtained $Y_{\text{cont}}$ as function of detuning and Coulomb well depth (see Fig. 5) reveals a resonance condition of the bound states with the continuum. For a shallow Coulomb well we recover the result of Eq. (2). For large Coulomb well depths ($A > 4\epsilon_0$) the dependence of $Y_{\text{cont}}$ on $\delta_0$ converges and probes the density of states of the $k = 0$ band at high charge separation. As the states at high charge separation do not feel the Coulomb attraction, the dispersion of these states remains a cosine centered at $E_{\text{CT}}$ and with a bandwidth of $4\epsilon_0$. In the limit of a large Coulomb well $A$ and a large negative detuning $\delta_0$ the Frenkel exciton becomes resonant with CT states with a large charge separation. As the density of states is very high at large charge separation, this resonance causes a Fano effect\cite{47,48}, which is manifested by a sharp peak in the absorption spectrum. As seen in the inset of Fig. 5 such a Fano resonance will only occur when $\delta_0 \sim A + \Delta$.

The above observations highly depend on the relative size of the CT-coupling, $\epsilon_0 = t_c + t_h$, with respect to the detuning $\delta_0$ and the Coulomb well depth $A$. Previous research\cite{23} has shown that the sign of $t_c$ and $t_h$ is very sensitive to the molecular packing and, thus, $t_c$ and $t_h$ may interfere destructively (out of phase) or constructively (in phase). As a result the ratios $\delta_0/\epsilon_0$ and $A/\epsilon_0$ are small/large when the CT integrals are in/out of phase.
B. Two-peak nature of the absorption spectrum

Earlier experimental and theoretical works on this topic have noted that CT couplings often lead to spectra with only two peaks.\textsuperscript{15,17,23,26} Using the Green function method described above, the nature of these two peaks can now be investigated in more detail. In Fig. 6 absorption spectra for different coupling regimes are compared, using either a small or a large homogeneous linewidth. For a small linewidth a collection of separate peaks is observed for all coupling strengths. Upon increasing the homogeneous linewidth, the peaks will merge and the aforementioned two-peak spectrum is obtained. The lowest-energy peak is always due to a single bound state and hence has a simple Lorentzian lineshape. The second peak, however, is very different in nature for weak, intermediate, and strong coupling, respectively, as will be analyzed below.

In the weak-coupling limit ($M \ll 1/2$) two dominant bound states are visible in the absorption spectrum, which result from mixing between the Frenkel exciton and nearest-neighbor CT states. Upon an increase of the homogeneous linewidth $\Gamma$ each peak still corresponds to a bound state of the system and only the FWHM of the two peaks increases. For intermediate coupling ($M \approx 1/2$) and large $\Gamma$ the higher-energy peak is formed by multiple bound states together with a small contribution of continuum states. These peaks are close in energy and the second peak no longer has a Lorentzian lineshape but is now skewed towards higher energies. Finally, for strong coupling ($M \gg 1/2$) the second peak is dominated by free states causing its position to be close to the high-energy edge of the continuum band. The continuum states fill the region between the bound state and the high-energy continuum band edge. The second peak now skews towards lower energies.

To provide a more quantitative picture we analyze the second peak separately. The first peak is excluded from the spectrum by fitting it with a Lorentzian lineshape and subtracting this peak. The residual spectrum is then analyzed in terms of the energy $E_2$ at which it reaches its maximum and a measure of the peak’s skewness defined as

$$S = \frac{\text{RWHM} - \text{LWHM}}{\text{RWHM} + \text{LWHM}},$$

where RWHM and LWHM refer to the right and left width at half maximum respectively. The results for $E_2$ and $S$ are shown in Fig. 7 as a function of $M$ for several values of $A/\delta_0$. Most notably we see a sharp transition in the peak position of the second peak when $M = 1/2$. For small $M$ the energy of the second peak $E_2$ lies at the high-energy side of the continuum band of $G_0$. Upon increasing the detuning and Coulomb well depth, $E_2$ moves towards the lower-energy edge of the continuum band of $G_0$. Then a sharp transition is visible after which $E_2$ suddenly increases again. This point determines the transition from the strong- to the weak-coupling limit. Around this point a second bound state will appear in the spectrum which quickly dominates the residue spectrum.

Looking at the LWHM and RWHM underlines this interpretation. For a high $M$ the residue spectrum is mostly skewed towards the left as indicated by the negative skewness. After the transition point a second bound state forms and both the LWHM and RWHM quickly converge to $\Gamma$, the half-width at half maximum of the Lorentzian peak associated with this bound state. As a result the skewness $S$ becomes zero.

The energy and skewness of the second peak may serve as practical measure to estimate the CT coupling strength $M$. Future studies will have to demonstrate how vibronic coupling,
which adds high-energy vibronic absorption bands, affects this measure.

To illustrate the potential of the presented Green’s function method we fit the spectrum measured for perylene-diimide aggregates [17] shown in Fig. 8. The resonant exciton transfer interactions $J$ and the CT couplings have been taken equal to the ab-initio values [17]. In order to reach a good fit in Ref. [17] the ab-initio values for $t_0 = 994$ cm$^{-1}$ and $t_h = 392$ cm$^{-1}$ had to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depth are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).

The resulting fits reproduce a (mainly) two-peak spectrum with the correct energy splitting and peak height ratio between the two main peaks. The fit with one vibration gives an impression of how the fit can be improved when including vibronic coupling. The proper addition of vibronic coupling will create a larger tail on the right side of the high-energy peak and increase the oscillator strength of the bound states to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depths are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).

The resulting fits reproduce a (mainly) two-peak spectrum with the correct energy splitting and peak height ratio between the two main peaks. The fit with one vibration gives an impression of how the fit can be improved when including vibronic coupling. The proper addition of vibronic coupling will create a larger tail on the right side of the high-energy peak and increase the oscillator strength of the bound states to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depths are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).

The resulting fits reproduce a (mainly) two-peak spectrum with the correct energy splitting and peak height ratio between the two main peaks. The fit with one vibration gives an impression of how the fit can be improved when including vibronic coupling. The proper addition of vibronic coupling will create a larger tail on the right side of the high-energy peak and increase the oscillator strength of the bound states to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depths are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).

The resulting fits reproduce a (mainly) two-peak spectrum with the correct energy splitting and peak height ratio between the two main peaks. The fit with one vibration gives an impression of how the fit can be improved when including vibronic coupling. The proper addition of vibronic coupling will create a larger tail on the right side of the high-energy peak and increase the oscillator strength of the bound states to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depths are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).

The resulting fits reproduce a (mainly) two-peak spectrum with the correct energy splitting and peak height ratio between the two main peaks. The fit with one vibration gives an impression of how the fit can be improved when including vibronic coupling. The proper addition of vibronic coupling will create a larger tail on the right side of the high-energy peak and increase the oscillator strength of the bound states to be scaled with an additional fitting parameter. In our case we do not need this additional scaling. Just as in Ref. [17] the detuning and the Coulomb well depths are taken as free fitting parameters. Since our model does not allow for vibronic coupling as of yet, we neglect those for now. Instead, we add a vibration in a hand-waving fashion by creating a copy of the absorption spectrum weighted by the relevant Franck-Condon factor and shifted by a vibrational quantum, both taken from Ref. [17]. The resulting spectrum with one vibrational mode that for varying $\delta_0$ and $A$ best resembles the experimental one, is shown as blue solid curve in Fig. 8 (the red solid curve is the spectrum calculated without a vibrational replica).
The parameters used are $s_0 = 18260 \text{ cm}^{-1}$, $\epsilon_0 = \epsilon + \hbar = 1386 \text{ cm}^{-1}$, $J_0 = \sum_n J_{0,n}/\epsilon = 547.27 \text{ cm}^{-1}$, $\Delta = 950 \text{ cm}^{-1}$, $\Delta = 4000 \text{ cm}^{-1}$, and $\Gamma = 700 \text{ cm}^{-1}$. The entire spectrum is shifted by $\Delta E = 1000 \text{ cm}^{-1}$ to align the lowest-energy peak. For the vibronic replica a Franck Condon factor of $\text{FC} = \lambda e^{-\Delta^2/2}$ is used with a Huang-Rhys factor $\Delta^2 = 0.6$ and a vibrational frequency of $\omega_{\text{vib}} = 1400 \text{ cm}^{-1}$. All parameters where taken from Ref. [17] except for the energy shift $\Delta E$, the detuning $\Delta$, and the Coulomb well depth $A$, which have been taken as free fitting parameters. By contrast to Ref. [17], the CT couplings $\epsilon_c$ and $\epsilon_b$ were not scaled relative to their ab initio values.

IV. CONCLUSIONS

In this paper we give insight into the exciton and CT states that constitute the absorption spectrum of organic molecular aggregates. The empirical observation of a two peak absorption spectrum is confirmed in the limit where the linewidth $\Gamma$ is larger than the average energy spacing between states. We have found that the two-peak spectrum occurs regardless of the coupling strength between exciton and CT states, but is rather a feature of the large homogeneous linewidth. In particular, the second peak often results from a collection of bound and free states (see Fig. 3), which makes it hard to interpret experimental fits.

Both the detuning $\delta_0$ and Coulomb well depth $A$ play an important role in the position of the first peak (see Fig. 6). By truncating the range of the Coulomb well, a new analytical expression is found for the position of the lowest-energy peak, which bridges the gap between previous analytical results (see Eq. (50)).

Using the position and lineshape of the higher-energy peak, we can estimate the coupling strength between the exciton and CT states (see Fig. 7), which is determined by the ratio of CT couplings with the Coulomb well energy, $M = \frac{2\epsilon_0}{\delta_0 + A}$. This provides a new way to obtain model parameters from the experimental absorption spectrum alone.

Previous numerical methods are prevalent mostly in the weak-coupling regime. Hence, the method presented here provides a new approach to understand experimental spectra in the intermediate- and strong-coupling limit, while avoiding costly numerical calculations. While this research bridges the gap between earlier methods, there are limitations which remain to be solved. Examples are the lack of vibronic coupling and the use of a relatively simple system-bath coupling. As indicated by Lalov et. al. [29] it is possible to include vibronic coupling in a Green’s function formalism, which provides a perspective for future improvements.

It is possible to extend the model to 2D and 3D systems and still obtain analytical expressions for $G_0(\omega)$. Extending the number of spatial dimensions also alters the effect of the scattering matrix $T$. As is well known from scattering theory [26], a perturbation will always lead to at least one bound state in 1D and 2D systems but not necessarily in 3D systems.
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Appendix A: Convergence when increasing $s_{\text{trun}}$

The Green function method used in this paper circumvents truncation of the basis by truncating the Coulomb potential instead. In Fig. 9 the effect of this truncation on the absorption spectrum is shown for a shallow Coulomb well ($A = \epsilon_0$). When $s_{\text{trun}} = 0$, the Coulomb potential is effectively neglected and only an energetic detuning between the exciton state and the CT states is included. This results in an absorption spectrum where both the bound state and continuum contributions are significant. When including the effect of the Coulomb well, by increasing $s_{\text{trun}}$, the dominant bound state moves away from the continuum and new bound states form around the lower-energy band edge. The Green function accumulates a real part within the continuum part, causing the overall shape of the absorption spectrum to change. The spectra at $s_{\text{trun}} = 10$ and $s_{\text{trun}} = 15$ barely show any differences, hence we use $s_{\text{trun}} = 15$ as we found all shown absorption spectra to be converged at this value.
Appendix B: Absorption spectrum for \( s_{\text{trun}} = 0 \)

When the Coulomb well range is truncated using \( s_{\text{trun}} = 0 \), the Green function can be found analytically. In this particular case all site-basis states have an energy of \( E_{\text{CT}} \), while the \( k = 0 \) exciton state has an energy of \( E_{\text{CT}} - A - \delta_0 \). In this case all scattering happens at the exciton state \( (s = 0) \), making the system equivalent to a single-impurity system. For a single impurity the bound state energy in the \( k = 0 \) band is simply computed by determining the poles of the scattering matrix \( T \) determined by

\[
1 - (\delta_0 + A) G_0 (E_{\text{bound}}) = 0. \tag{B1}
\]

This equation is readily solved to yield

\[
E_{\text{bound}} = E_{\text{CT}} - \text{sgn}(\delta_0 + A) \sqrt{(\delta_0 + A)^2 + 4\varepsilon_0^2} \tag{B2}
\]

where \( \text{sgn} \) is the sign (+ or -) of \( \delta_0 + A \). By evaluating the residue of \( G \) at \( E_{\text{bound}} \) we obtain for the normalized wave function \( |b_0\rangle \) of the bound state \( \langle k = 0; s | b_0 \rangle = \beta^{|s|} \alpha \) with

\[
\beta = \frac{-(\delta_0 + A) - \text{sgn}(\delta_0 + A) \sqrt{(\delta_0 + A)^2 + 4\varepsilon_0^2}}{2\varepsilon_0}, \tag{B3}
\]

and

\[
\alpha = \left( \frac{\delta_0 + A}{\sqrt{(\delta_0 + A)^2 + 4\varepsilon_0^2}} \right)^{1/2}. \tag{B4}
\]

The absorption spectrum of the bound state is given by a Lorentzian lineshape centered around \( E_{\text{bound}} \) and height \( \alpha^2 \frac{\varepsilon_0}{\pi (\omega - E_{\text{bound}})^2 + \Gamma^2} \),

\[
I_{\text{bound}}(\omega) = \frac{1}{\pi} \frac{\alpha^2 \Gamma}{(\omega - E_{\text{bound}})^2 + \Gamma^2}. \tag{B5}
\]

From Eqs. (B3) and (B4), the average charge separation in the bound state is found to be

\[
\langle \delta \rangle_{\text{bound}} = \frac{2\beta^2}{1 + \beta T}. \tag{B6}
\]

In the case of a single impurity, the continuum part of the absorption spectrum can also be found by inserting Eqs. (25)-(27) into Eq. (6) and evaluating the imaginary part within the continuum band of \( G_0 \). This leads to

\[
I_{\text{cont}}(\omega) = \frac{1}{\pi} \frac{\sqrt{4\epsilon_0^2 - (\omega - \delta_0 - A)^2}}{\epsilon_0^2 - \omega^2 + 2\alpha(\omega + \delta_0)} \text{ for } \frac{|\omega - \delta_0 - A|}{2\epsilon_0} < 1. \tag{B7}
\]

Equations (B2), (B3), and (B7) reproduce the absorption spectra in Fig. 3. We find the total contribution of the bound state and continuum states to the absorption spectrum by integrating Eq. (B5) and (B7) respectively. The contribution of the bound state is

\[
Y_{\text{bound}} = \frac{\int d\omega I_{\text{bound}}(\omega)}{\int d\omega I(\omega)} = |\langle k = 0; s = 0 | b_0 \rangle|^2 = \alpha^2. \tag{B8}
\]

By integrating Eq. (B7) or using the fact that \( Y_{\text{bound}} + Y_{\text{cont}} = 1 \) we find the total contribution of continuum states to the absorption spectrum

\[
Y_{\text{cont}} = \frac{\int d\omega I_{\text{cont}}(\omega)}{\int d\omega I(\omega)} = 1 - Y_{\text{bound}} = 1 - \alpha^2, \tag{B9}
\]

which is shown as the black dotted line in Fig. 5.
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