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**Abstract**
In this paper we will compare the connectivity dimension $c(P/I)$ of an ideal $I$ in a polynomial ring $P$ with that of any initial ideal of $I$. Generalizing a theorem of Kalkbrener and Sturmfels [M. Kalkbrener, B. Sturmfels, Initial complex of prime ideals, Adv. Math. 116 (1995) 365–376], we prove that $c(P/LT_<(I)) \geq \min\{c(P/I), \dim(P/I) - 1\}$ for each monomial order $<$. As a corollary we have that every initial complex of a Cohen–Macaulay ideal is strongly connected. Our approach is based on the study of the cohomological dimension of an ideal $a$ in a noetherian ring $R$ and its relation with the connectivity dimension of $R/a$. In particular we prove a generalized version of a theorem of Grothendieck [A. Grothendieck, Cohomologie locale des faisceaux cohérents et théorèmes de Lefschetz locaux et globaux (SGA 2), in: Séminaire de Géométrie Algébrique du Bois Marie, 1962]. As consequence of these results we obtain some necessary conditions for an open subscheme of a projective scheme to be affine.
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**Introduction**

All rings considered in this paper are commutative with identity. Moreover, throughout the paper, we use the following notation:

(a) $R$ is a noetherian ring;
(b) $a \subseteq R$ is an ideal of $R$;
(c) $P = k[x_1, \ldots, x_n]$ is a polynomial ring in $n$ variables (with $k$ an arbitrary field);
(d) $I \subseteq P$ is an ideal of $P$.
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With a slight abuse of terminology in the following we say that \( I \) is Cohen–Macaulay to mean that \( P/I \) is a Cohen–Macaulay ring. Given a monomial order \( \prec \) on \( P \) we will denote by \( \text{LT}_\prec(I) \) the initial ideal of \( I \) with respect to \( \prec \). A main theme in Gröbner bases theory is to compare \( I \) and \( \text{LT}_\prec(I) \). In this direction a theorem, due to Kalkbrener and Sturmfels [18, Theorem 1], asserts that if \( I \) is a prime ideal, then \( P/\text{LT}_\prec(I) \) is equidimensional, solving a conjecture of Kredel and Weispfenning (see [19]). Moreover, if \( k \) is algebraically closed, Kalkbrener and Sturmfels proved also that \( P/\text{LT}_\prec(I) \) is connected in codimension 1, opening up a new line of research. In light of these results it is natural to ask, for example, whether \( \text{LT}_\prec(I) \) has some special features when \( I \) is Cohen–Macaulay. To answer this question we generalize in Theorem 2.5 the result of Kalkbrener and Sturmfels by comparing the connectivity dimension of \( P/I \) with that of \( P/\text{LT}_\prec(I) \). Our result is characteristic free (and holds also for non-algebraically closed fields). As a corollary we obtain

**Corollary 2.13.** Assume that \( I \) is Cohen–Macaulay. Then \( P/\text{LT}_\prec(I) \) is connected in codimension 1.

To prove these statements we follow the approach of Huneke and Taylor [17, Appendix 1], which makes use of local cohomology techniques. In particular we generalize some of the ideas contained in the appendix written by Taylor. But of course we have to refine these ideas to obtain a stronger result. Among other things, we need also Grothendieck’s Connectedness Theorem (see Grothendieck [10, Exposé XIII, Théorème 2.1] or Brodmann and Sharp [3, Theorem 19.2.9]) which asserts that if \( R \) is local and complete, then

\[
c(c(R/a)) \geq \min\{c(R), \text{sdim} R - 1\} - \text{ara}(a)
\]

where \( c(\cdot) \) stands for the connectivity dimension, \( \text{sdim}(\cdot) \) for the subdimension and \( \text{ara}(\cdot) \) for arithmetical rank, see Section 1 for the definitions.

Since \( \text{ara}(a) \) is bounded below by the cohomological dimension \( \text{cd}(R, a) \) of \( a \), it is natural to ask whether the Connectedness Theorem holds also with \( \text{ara}(a) \) replaced by \( \text{cd}(R, a) \). We prove in Theorem 1.6 that this is indeed the case. As a corollary we will recover a theorem of Hochster and Huneke [16, Theorem 3.3].

Theorem 1.6 also appears in the paper of Divaani-Aazar, Naghipour and Tousi [5, Theorem 2.8]. However, when we wrote this paper, we were not aware of their result. We illustrate a relevant error in [5, Theorem 3.4] in Remark 1.8.

In Section 1.2 we present versions of our results for positively graded \( k \)-algebras (see Theorem 1.15 and Corollary 1.17), and for local rings satisfying Serre’s condition \( S_2 \) (Proposition 1.13).

In Section 1.3 we obtain some results in the context of projective schemes over a field, studying the cohomological dimension of their open subschemes. In particular, we give some new necessary conditions for the affineness of these open subschemes. To this aim, we use the results of Section 1.2 and the Serre–Grothendieck correspondence.

As a consequence of the main result we establish the Eisenbud–Goto conjecture for a new class of ideals (Remark 2.9), those which do not contain a linear form, are connected in codimension 1 and have a radical initial ideal.

Finally, in the last subsection, we generalize and strengthen a result of Hartshorne [12], which asserts that a Cohen–Macaulay local ring is connected in codimension 1 (Proposition 2.11 and Corollary 2.12).

1. **On connectivity and cohomological dimension**

In this section we use some techniques of local cohomology: for the basic definitions, properties and results consult Grothendieck’s lectures [11] or [3].

For an \( R \)-module \( M \) let \( H^i_a(M), i \in \mathbb{N} \), denote the \( i \)th local cohomology module of \( M \) with respect to \( a \). An interesting integer related to these local cohomology modules is

\[
\text{cd}(M, a) := \sup\{i \in \mathbb{N} : H^i_a(M) \neq 0\}
\]

called the cohomological dimension of \( a \) with respect to \( M \).
We have the bounds
\[ \text{ht}_M(a) \leq \text{cd}(M, a) \leq \dim M \]
where \( \text{ht}_M(a) := \min\{\dim M_\wp : \wp \supseteq a\} \).

Moreover, it is well known that, for all \( R \)-modules \( M \), we have
\[ \text{cd}(R, a) \geq \text{cd}(M, a). \]

Hence we call \( \text{cd}(R, a) \) the cohomological dimension of \( a \).

A numerical invariant of \( a \) related to its cohomological dimension is
\[ \text{ara}(a) := \min\{r \in \mathbb{N} : \text{exist} f_1, \ldots, f_r \in R \text{ such that } \sqrt{a} = \sqrt{(f_1, \ldots, f_r)} \} \]
called the arithmetical rank of \( a \); we have
\[ \text{ara}(a) \geq \text{cd}(R, a). \]

Let \( b \) be an ideal of \( R \), and \( x \in R \) an element of \( R \). There are two interesting exact sequences: the first is the Mayer–Vietoris sequence
\[
\cdots \to H^{i-1}_{a \cap b}(M) \to H^i_{a + b}(M) \to H^i_a(M) \oplus H^i_b(M) \\
\to H^i_{a \cap b}(M) \to H^{i+1}_{a + b}(M) \to \cdots
\]
and the second is
\[
\cdots \to H^{i-1}_a(M_x) \to H^i_{a+(x)}(M) \to H^i_a(M) \\
\to H^i_a(M_x) \to H^{i+1}_{a+(x)}(M) \to \cdots
\]

As we have anticipated, we divide this section in three subsections: in the first subsection we prove the stronger version of Grothendieck's result; in the second subsection we analyze this result in more concrete cases, for example when \( R \) is a positively graded \( k \)-algebra; in the third subsection we give the previous results in the language of algebraic geometry.

1.1. A stronger version of the Connectedness Theorem

We begin by reviewing the definition of connectivity dimension of a ring. Let \( T \) be a noetherian topological space; the connectivity dimension \( c(T) \) of \( T \) is defined as the integer:
\[ c(T) := \min\{\dim Z : Z \subseteq T, \ Z \text{ is closed and } T \setminus Z \text{ is disconnected} \} \]
with the convention that the emptyset is disconnected of dimension \(-1\). If, for a positive integer \( d \), \( c(T) \geq \dim(T) - d \) we say that \( T \) is connected in codimension \( d \). Notice that this definition is slightly different from that given in [12]; however in the case which we examine in this paper, thanks to the fact that we deal with catenary rings, the two notions are the same.

For an \( R \)-module \( M \), we write \( c(M) \) instead of \( c(\text{Supp}(M)) \). For more details about this definition we refer to [3, Chapter 19].

A notion related to connectivity dimension is the subdimension, \( \text{sdim} T \), of a non-empty noetherian topological space \( T \) : it is defined as the minimum of the dimensions of the irreducible components of \( T \). Again, for an \( R \)-module \( M \), we write \( \text{sdim} M \) instead of \( \text{sdim}(\text{Supp}(M)) \).
Remark 1.1. We state an elementary result which better explains the concept of connectivity dimension.

For a noetherian topological space $T$, the following are equivalent:

1. $c(T) \geq d$;
2. for each $T'$ and $T''$, irreducible components of $T$, there exists a sequence $T' = T_0, T_1, \ldots, T_r = T''$ such that $T_i$ is an irreducible component of $T$ for all $i = 0, \ldots, r$ and $\dim(T_j \cap T_{j-1}) \geq d$ for all $j = 1, \ldots, r$.

The condition in (2) is the characterization of connectivity dimension used in [18].

The Connectedness Theorem, whose proof can be found in [10, Exposé XIII, Théorème 2.1] or in [3, Theorem 19.2.9], follows:

Theorem 1.2 (Grothendieck’s Connectedness Theorem). Let $(R, \mathfrak{m})$ be complete and local. Then

$$c(R/\mathfrak{a}) \geq \min\{c(R), \text{sdim} R - 1\} - \text{ara}(\mathfrak{a}).$$

So it is natural ask weather the inequality of the above theorem still hold with ara(\mathfrak{a}) replaced by cd(R, \mathfrak{a}). As we show below in Theorem 1.6, the answer to the above question is affirmative. To prove Theorem 1.6 we follow the lines of the proof of [3, Theorem 19.2.9], underlining the necessary changes.

We first prove a proposition which relates the cohomological dimension of the intersection of two ideals with the dimension of their sum (corresponding to [3, Proposition 19.2.7]).

Proposition 1.3. Let $(R, \mathfrak{m})$ be a complete local domain and let $\mathfrak{b}$ be an ideal of $R$. Assume that $\min\{\dim R/\mathfrak{a}, \dim R/\mathfrak{b}\} > \dim R/(\mathfrak{a} + \mathfrak{b})$. Then

$$\text{cd}(R, \mathfrak{a} \cap \mathfrak{b}) \geq \dim R - \dim R/(\mathfrak{a} + \mathfrak{b}) - 1.$$  

Proof. Set $n := \dim R$ and $d := \dim R/(\mathfrak{a} + \mathfrak{b})$, and we induct upon $d$. If $d = 0$ we consider the Mayer–Vietoris sequence, Eq. (1),

$$\cdots \to H^{n-1}_{\mathfrak{a} \cap \mathfrak{b}}(R) \to H^n_{\mathfrak{a} + \mathfrak{b}}(R) \to H^n_{\mathfrak{a}}(R) \oplus H^n_{\mathfrak{b}}(R) \to \cdots.$$  

Since $R$ is a complete domain and since $\dim R/\mathfrak{a} > 0$ and $\dim R/\mathfrak{b} > 0$ we can use the Hartshorne–Lichtenbaum theorem (see [3, Theorem 8.2.1]) to deduce that $H^n_{\mathfrak{a}}(R) = H^n_{\mathfrak{b}}(R) = 0$. Moreover, since $d = 0$, $\sqrt{\mathfrak{a} + \mathfrak{b}} = \mathfrak{m}$, so we have $H^n_{\mathfrak{a} + \mathfrak{b}}(R) = 0$ (see [3, Theorem 6.1.4]). Then we must have $H^{n-1}_{\mathfrak{a} \cap \mathfrak{b}}(R) \neq 0$, hence $\text{cd}(R, \mathfrak{a} \cap \mathfrak{b}) \geq n - 1$.

Let, now, $d > 0$. The difference between our proof and that in [3, Proposition 19.2.7] is in this step. We can choose $x \in \mathfrak{m}$, $x$ not in any minimal prime of $\mathfrak{a}$ and $\mathfrak{a} + \mathfrak{b}$. Then let $\mathfrak{a}' := \mathfrak{a} + (x)$ and $\mathfrak{b}' := \mathfrak{b} + (x)$. From the choice of $x$ it follows that $\dim R/(\mathfrak{a}' + \mathfrak{b}') = d - 1$, $\dim R/\mathfrak{a}' = \dim R/\mathfrak{a} - 1 > d - 1$ and $\dim R/\mathfrak{b}' = \dim R/\mathfrak{b} - 1 > d - 1$; hence by induction we have $s := \text{cd}(R, \mathfrak{a}' \cap \mathfrak{b}') \geq n - d$.

Since $\sqrt{\mathfrak{a} \cap \mathfrak{b} + (x)} = \sqrt{\mathfrak{a}' \cap \mathfrak{b}'}$, then $H^i_{\mathfrak{a}' \cap \mathfrak{b}'}(R) = H^i_{\mathfrak{a} \cap \mathfrak{b} + (x)}(R)$ for all $i \in \mathbb{N}$, so in this case the exact sequence in Eq. (2) becomes

$$\cdots \to H^{s-1}_{\mathfrak{a} \cap \mathfrak{b}}(R_x) \to H^s_{\mathfrak{a}' \cap \mathfrak{b}'}(R) \to H^s_{\mathfrak{a} \cap \mathfrak{b}}(R) \to \cdots.$$  

We have $H^s_{\mathfrak{a} \cap \mathfrak{b} + (x)}(R) \neq 0$, hence $H^s_{\mathfrak{a} \cap \mathfrak{b}}(R) \neq 0$ or $H^{s-1}_{\mathfrak{a} \cap \mathfrak{b}}(R) \neq 0$, so $\text{cd}(R, \mathfrak{a} \cap \mathfrak{b}) \geq s - 1 \geq n - d - 1$. \hfill \small{\rule{5pt}{5pt}}

Our goal, now, is to generalize Proposition 1.3 to the case when $R$ is not necessarily a domain.
To this purpose we need the following useful lemma.

**Lemma 1.4.** Let \( T \) be a non-empty noetherian topological space.

(a) For \( r \in \mathbb{N} \), denote by \( S(r) \) the set of all ordered pairs \((A, B)\) of non-empty subsets of \( \{1, \ldots, r\} \) for which \( A \cup B = \{1, \ldots, r\} \); if \( T_1, \ldots, T_r \) are the irreducible components of \( T \), then

\[
\dim c(T) = \min \left\{ \dim \left( \bigcup_{i \in A} T_i \right) \cap \left( \bigcup_{j \in B} T_j \right) : (A, B) \in S(r) \right\}.
\]

(b) \( c(T) \leq s\dim T \). Moreover, if \( T \) has finite dimension, equality holds here if and only if \( T \) is irreducible.

A proof of (a) can be found in [3, Lemma 19.1.15] and a proof of (b) can be found in [3, Lemma 19.2.2]. Now we are ready to generalize Proposition 1.3.

**Proposition 1.5.** Let \( (R, m) \) be complete and local and \( b \) an ideal of \( R \). Assume that \( \min \{\dim R/a, \dim R/b\} > \dim R/(a + b) \). Then

\[
\text{cd}(R, a \cap b) \geq \min\{c(R), s\dim R - 1\} - \dim R/(a + b).
\]

**Proof.** Set \( d := \dim R/(a + b) \), and let \( \wp_1, \ldots, \wp_n \) be the minimal primes of \( R \).

We first assume that for all \( i \in \{1, \ldots, n\} \) we have \( \dim R/(a + \wp_i) \leq d \) or \( \dim R/(b + \wp_i) \leq d \). After a rearrangement we choose \( s := \sup\{t \in \{1, \ldots, n\} \mid \dim R/(a + \wp_i) \leq d \text{ for all } i \leq t\} \). Notice that \( 1 \leq s \leq n - 1 \), since we have \( \max\{\dim R/(b + \wp_k) : k \in \{1, \ldots, n\}\} = \dim R/b > d \) and \( \max\{\dim R/(a + \wp_k) : k \in \{1, \ldots, n\}\} = \dim R/a > d \); hence \((1, \ldots, s), (s + 1, \ldots, n) \in S(n) \) (with the notation of Lemma 1.4). We define the ideal of \( R \)

\[
K := (\wp_1 \cap \cdots \cap \wp_s) + (\wp_{s+1} \cap \cdots \cap \wp_n)
\]

and let \( \wp \) be a minimal prime of \( K \) such that \( \dim R/\wp = \dim R/K \). By Lemma 1.4(a), \( \dim R/\wp \geq c(R) \). Moreover, since there exist \( i \in \{1, \ldots, s\} \) and \( j \in \{s + 1, \ldots, n\} \) such that \( \wp_i \subseteq \wp \) and \( \wp_j \subseteq \wp \), we have

\[
\dim R/(a + \wp) \leq \dim R/(a + \wp_i) \leq d,
\]

\[
\dim R/(b + \wp) \leq \dim R/(b + \wp_j) \leq d.
\]

The injection \( R/((a + \wp) \cap (b + \wp)) \hookrightarrow R/(a + \wp) \oplus R/(b + \wp) \) implies \( \dim R/((a + \wp) \cap (b + \wp)) \leq d \) and since \( \sqrt{(a + \wp) \cap (b + \wp)} = \sqrt{(a \cap b) + \wp} \), we have

\[
\dim R/((a \cap b) + \wp) = \dim R/((a + \wp) \cap (b + \wp)) \leq d.
\]

But \( R/\wp \) is catenary (see the book of Matsumura, [22, Theorem 29.4 (ii)]), then

\[
\dim R/((a \cap b) + \wp) = \dim R/\wp - \text{ht}((a \cap b) + \wp)/\wp)
\]

and hence

\[
\text{ht}((a \cap b) + \wp)/\wp) \geq c(R) - d.
\]
So \( \text{cd}(R/\wp,((a \cap b) + \wp)/\wp) \geq c(R) - d \), and using the Independence Theorem [3, Theorem 4.2.1]

\[
\text{cd}(R, a \cap b) \geq \text{cd}(R/\wp, ((a \cap b) + \wp)/\wp) \geq c(R) - d.
\]

Now we discuss the case where there exists \( i \in \{1, \ldots, n\} \) such that \( \dim R/(a + \wp_i) > d \) and \( \dim R/(b + \wp_i) > d \). We use the Proposition 1.3, considering \( R/\wp_i \) as \( R \), and \( (a + \wp_i)/\wp_i \) and \( (b + \wp_i)/\wp_i \) as \( a \) and \( b \). Then

\[
d \geq \dim R/\wp_i - \text{cd}(R/\wp_i, ((a + \wp_i) \cap (b + \wp_i))/\wp_i) - 1.
\]

But \( \text{cd}(R/\wp_i, ((a + \wp_i) \cap (b + \wp_i))/\wp_i) = \text{cd}(R/\wp_i, (a \cap b)/\wp_i) \leq \text{cd}(R, a \cap b) \), and obviously \( \dim R/\wp_i \geq \text{sdim} R \), hence

\[
d \geq \text{sdim} R - 1 - \text{cd}(R, a \cap b). \quad \Box
\]

Finally we are able to prove the stronger version of Connectedness Theorem.

**Theorem 1.6.** Let \((R, m)\) be complete and local. Then

\[
c(R/a) \geq \min\{c(R), \text{sdim} R - 1\} - \text{cd}(R, a).
\]

**Proof.** Let \( \wp_1, \ldots, \wp_n \) be the minimal primes of \( a \) and set \( c := c(R/a) \).

If \( n = 1 \), then \( c = \dim R/\wp_1 \). Let \( \wp \) be a minimal prime of \( R \) such that \( \wp \subseteq \wp_1 \). Using the Independence Theorem we have \( \text{cd}(R, \wp_1) \geq \text{cd}(R/\wp, \wp_1/\wp) \geq \text{ht}(\wp_1/\wp) \). Since \( R/\wp \) is catenary

\[
c = \dim R/\wp_1 = \dim R/\wp - \text{ht}(\wp_1/\wp) \geq \text{sdim} R - \text{cd}(R, \wp_1) = \text{sdim} R - \text{cd}(R, a).
\]

If \( n > 1 \), let \((A, B) \in S(n)\) be a pair such that

\[
c = \dim \left( \frac{R}{ \bigcap_{i \in A} \wp_i + \bigcap_{j \in B} \wp_j } \right).
\]

Call \( \mathcal{J} := \bigcap_{i \in A} \wp_i \) and \( \mathcal{K} := \bigcap_{j \in B} \wp_j \). Then \( \dim R/\mathcal{J} > c \) and \( \dim R/\mathcal{K} > c \). Proposition 1.5 implies

\[
c = \dim R/(\mathcal{J} + \mathcal{K}) \geq \min\{c(R), \text{sdim} R - 1\} - \text{cd}(R, \mathcal{J} \cap \mathcal{K})
\]

and since \( \sqrt{a} = \mathcal{J} \cap \mathcal{K} \), the theorem is proved. \( \Box \)

By Theorem 1.6 and the fact that ara(\( a \)) \( \geq \text{cd}(R, a) \), we immediately obtain the Connectedness Theorem 1.2.

Moreover, from Theorem 1.6 follows also a theorem, proved in [16, Theorem 3.3], which generalizes a result of Faltings given in [8]. See also Schenzel [24, Corollary 5.10].

**Corollary 1.7** (Hochster–Huneke). Let \((R, m)\) be a complete equidimensional local ring of dimension \( d \) such that \( H^d_m(R) \) is an indecomposable \( R \)-module. Then \( c(R/a) \geq d - \text{cd}(R, a) - 1 \). In particular, if \( \text{cd}(R, a) \leq d - 2 \) the punctured spectrum \( \text{Spec}(R/a) \setminus \{m\} \) of \( R/a \) is connected.

**Proof.** [16, Theorem 3.6] implies that \( c(R) \geq d - 1 \), so the thesis is a consequence of Theorem 1.6. For the last statement we only have to observe that \( c(\text{Spec}(R/a) \setminus \{m\}) = c(R/a) - 1 \). \( \Box \)
Remark 1.8. In [5, Theorem 3.4] the authors claim that Corollary 1.7 holds without the assumption that \( H_d^m(R) \) is indecomposable. This is not correct; indeed the converse of Corollary 1.7 is true. That is, if \( R \) is a complete equidimensional ring of dimension \( d \) and if \( c(R/b) \geq d - \text{cd}(R, b) - 1 \) holds for all ideals \( b \subseteq R \), then taking \( b = 0 \) it follows that \( R \) is connected in codimension 1. This implies, by [16, Theorem 3.6], that \( H_d^m(R) \) is indecomposable.

An explicit counterexample to [5, Theorem 3.4] and to [5, Corollary 3.5], is given by \( R = k[[x, y, u, v]]/(xu, xv, yu, yv), M = R \) and \( a \) the zero ideal. The minimal prime ideals of \( R \) are \((x, 0), (u, 0)\), so \( R \) is a complete equidimensional local ring of dimension 2. By part (a) of Lemma 1.4 we obtain \( c(R) = 0 \), which is a contradiction to the cited results.

Remark 1.9. If \((R, m)\) is complete and local and \( M \) is a finitely generated \( R \)-module, we have

\[
c(M/aM) \geq \min\{c(M), \text{sdim } M - 1\} - \text{cd}(M, a).
\]

by the following argument: we can consider the complete local ring \( S := R/(0 :_R M) \). Then we easily have \( c(M/aM) = c(S/aS) \), \( c(M) = c(S) \) and \( \text{sdim } M = \text{sdim } S \). Moreover, by [5, Theorem 2.2], or [24, Lemma 2.1], we have

\[
\text{cd}(M, a) = \text{cd}(S, a) = \text{cd}(S, aS)
\]

and thus the result follows from applying Theorem 1.6 to \( S \) and \( aS \).

By Remark 1.9 and the part (b) of Lemma 1.4 we obtain the following corollary.

**Corollary 1.10.** Let \((R, m)\) be complete and local, and \( M \) a finitely generated \( R \)-module. Then

\[
c(M/aM) \geq c(M) - \text{cd}(M, a) - 1.
\]

Moreover, if \( M \) has more than one minimal prime ideal, the inequality is strict.

1.2. Non-complete case

Up to now, we have obtained a certain understanding of the connectivity in the spectrum of a noetherian complete local ring. In order to apply this knowledge to the graded case, we need two lemmas. We also obtain results on the connectedness for other noetherian local rings (Corollary 1.12 and Proposition 1.13). The reader can find the proof of the first lemma in [3, Lemma 19.3.1].

**Lemma 1.11.** Assume that \((R, m)\) is local. We denote with \( \hat{R} \) the completion of \( R \) with respect to \( m \). The following hold:

(i) \( c(R) \geq c(\hat{R}) \);

(ii) if \( \wp \in \text{Spec}(\hat{R}) \) for all minimal prime ideals \( \wp \) of \( R \), then equality holds in (i).

The reason why we cannot extend Theorem 1.6 to non-complete local rings is that the inequality (i) in Lemma 1.11 may be strict. However for certain rings the above inequality is actually an equality (Corollary 1.12 and Theorem 1.15), and for other rings this problem can be avoided (Proposition 1.13).

**Corollary 1.12.** Let \((R, m)\) be an \( r \)-dimensional local analytically irreducible ring (i.e. \( \hat{R} \) is irreducible). Then

\[
c(R/a) \geq r - \text{cd}(R, a) - 1.
\]
Proof. By point (i) of Lemma 1.11, we have $c(R/a) \geq c(\hat{R}/a\hat{R})$; moreover, by the Flat Base Change Theorem (see for example [3, Theorem 4.3.2]), $H^i_a(R) \cong H^i_a(\hat{R}) \otimes_R \hat{R}$ for all $i \in \mathbb{N}$ and since the natural homomorphism $R \rightarrow \hat{R}$ is faithfully flat, then $\text{cd}(R, a) = \text{cd}(\hat{R}, a\hat{R})$. Also, hypotheses imply $c(\hat{R}) = \dim(\hat{R})$, and it is well known that $\dim(R) = \dim(\hat{R})$. Hence we conclude using Corollary 1.10. \(\Box\)

**Proposition 1.13.** Let $R$ be an $r$-dimensional local ring which is a quotient of a Cohen–Macaulay local ring, and assume that $R$ satisfies Serre’s condition $S_2$. Then

$$c(R/a) \geq r - \text{cd}(R, a) - 1.$$\(\text{In particular if } R \text{ is a Cohen–Macaulay local ring then } c(R/a) \geq r - \text{cd}(R, a) - 1.\)

**Proof.** The completion of $R$, $\hat{R}$, satisfies $S_2$ as well as $R$ (see [22, Exercise 23.2]). Then $\hat{R}$ is connected in codimension 1 by Proposition 2.11, so, arguing as in the proof of Corollary 1.12, we conclude. \(\Box\)

In the following we say that $R$ is an $R_0$-algebra finitely generated positively graded on $\mathbb{Z}$ if $R = R_0[\xi_1, \ldots, \xi_t]$ with $\deg(\xi_j)$ a positive integer.

**Lemma 1.14.** Let $R_0$ be a noetherian ring, and $R$ an $R_0$-algebra finitely generated positively graded on $\mathbb{Z}$. Let $m = R_+$ denote the irrelevant ideal of $R$, and $\hat{R}^m$ the $m$-adic completion of $R$. If $\wp$ is a graded prime of $R$, then $\wp\hat{R}^m$ is a prime ideal of $\hat{R}^m$.

**Proof.** We have only to note that, if $\wp$ is a graded prime of $R$, then $R/\wp$ is a noetherian domain positively graded; so, since $\hat{R}^m/\wp\hat{R}^m \cong (R/\wp)^m$, [17, Lemma 7.5] let us conclude. \(\Box\)

Now we prove a version of Theorem 1.6 in the case when $R$ is a graded $k$-algebra.

**Theorem 1.15.** Let $k$ be a field, and let $R$ be a $k$-algebra finitely generated positively graded on $\mathbb{Z}$; then, if $a$ is graded,

$$c(R/a) \geq c(R) - \text{cd}(R, a) - 1.$$\(\text{Moreover, if } R \text{ has more than one minimal prime ideal, the inequality is strict.}\)

**Proof.** Let $m$ be the irrelevant ideal of $R$. Using part (i) of Lemma 1.11 we have

$$c(R_m/aR_m) \geq c(R_m/\hat{aR_m}) = c(\hat{R_m}/\hat{aR_m}).$$\(\text{(3)}\)

Moreover, from Lemma 1.14 it follows that for all $\wp \in \text{Spec}(R_m)$ minimal prime of $R_m$, $\wp\hat{R}_m \in \text{Spec}(\hat{R}_m)$ (since a minimal prime of $R$ is graded, as the reader can see in the book of Bruns and Herzog [4, Lemma 1.5.6(b)(ii)]), then we can use part (ii) of Lemma 1.11 to assert

$$c(\hat{R}_m) = c(R_m).$$\(\text{(4)}\)

Besides, as in the proof of Corollary 1.12, we have

$$\text{cd}(R_m, aR_m) = \text{cd}(\hat{R}_m, \hat{aR_m}).$$\(\text{(5)}\)

From (3), (4) and (5) and Corollary 1.10 it follows that

$$c(R_m/aR_m) \geq c(R_m) - \text{cd}(R_m, aR_m) - 1.$$\(\text{(6)}\)
All minimal primes of $R$ and $a$ are graded, so they are contained in $m$, hence by point (a) of Lemma 1.4 $c(R) = c(R_m)$ and $c(R/a) = c(R_m/aR_m)$. Therefore, since, by the Flat Base Change Theorem, $cd(R_m, aR_m) \leq cd(R, a)$, we have

$$c(R/a) \geq c(R) - cd(R, a) - 1.$$  

Moreover, if $R$ has more than one minimal prime ideal, also $R_m$ and $\widehat{R}_m$ are such, so the inequality in (6), and hence that in (7), is strict. □

Remark 1.16. Proceeding in a similar way as in Remark 1.9 we can deduce from Theorem 1.15 the following more general fact.

Let $k$ be a field, $R$ a $k$-algebra finitely generated positively graded on $\mathbb{Z}$ and $M$ a $\mathbb{Z}$-graded finitely generated $R$-module; then, if $a$ is graded,

$$c(M/aM) \geq c(M) - cd(M, a) - 1.$$  

Moreover, if $M$ has more than one minimal prime ideal, the inequality is strict.

To prove this we only have to note that $0 :_R M \subseteq R$ is a graded ideal [4, Lemma 1.5.6].

Remark 1.16 implies easily the following corollary.

Corollary 1.17. Let $k$ be a field, $R$ a $k$-algebra finitely generated positively graded and $M$ a $\mathbb{Z}$-graded finitely generated $R$-module; then, if $a$ is graded,

$$c(\text{Proj}(R) \cap \text{Supp}(M/aM)) \geq c(\text{Proj}(R) \cap \text{Supp}(M)) - cd(M, a) - 1.$$  

Moreover, if $M$ has more than one minimal prime ideal, the inequality is strict.

1.3. Cohomological dimension of open subschemes of projective schemes

In this subsection we give a geometric interpretation of the results obtained in Section 1.2.

Given a projective scheme $X$ over a field $k$ and an open subscheme $U$, our purpose is to find necessary conditions for which the cohomological dimension of $U$ is less than a given integer.

We recall that the cohomological dimension of a noetherian scheme $X$, written $cd(X)$, is the smallest integer $r \geq 0$ such that:

$$H^i(X, \mathcal{F}) = 0$$

for all $i > r$ and for all quasi-coherent sheaves $\mathcal{F}$ on $X$ (the reader can see [14] for several results about the cohomological dimension of algebraic varieties).

By a well-known result of Serre, there is a characterization of noetherian affine schemes in terms of the cohomological dimension: a noetherian scheme $X$ is affine if and only if $cd(X) = 0$ (see Hartshorne [13, Theorem 3.7]). Hence, as a particular case, in this subsection we give necessary conditions for the affineness of an open subscheme of a projective scheme over $k$. This is an interesting theme in algebraic geometry, and it was studied from several mathematicians (see for example Goodman [9], Hartshorne [15] or Brenner [2]).

For example, it is well known that, if $X$ is a noetherian separated scheme, $U \subseteq X$ an affine open subscheme and $Z = X \setminus U$, then every irreducible component of $Z$ has codimension less or equal to 1 (see [2, Proposition 2.4] or, for the particular case in which $X$ is a complete scheme [15, Chapter II, Proposition 3.1]).
In light of this result it is natural to ask: what can we say about the codimension of the intersection of the various components of $Z$? To answer this question we study, considering a projective scheme $X$ over a field $k$, the connectivity dimension of $Z$.

Our discussion is based on a well-known result, which relates the cohomology functors of the global sections with the local cohomology functors. This result is known as the Serre–Grothendieck correspondence: let $X$ be a projective scheme over a field $k$. In this case, $X = \text{Proj}(R)$ where $R$ is a graded finitely generated $k$-algebra. Let $Z = V_+(a)$ (where $a$ is a graded ideal of $R$), $U = X \setminus Z$, $M$ a graded $R$-module and $\mathcal{F} = \mathcal{M}$ the associated quasi-coherent sheaf on $X$. Then there are the isomorphisms

$$
\bigoplus_{m \in \mathbb{Z}} H^i(U, \mathcal{F}(m)) \cong H^{i+1}_a(M) \text{ for all } i > 0. \tag{8}
$$

The reader can find this result in [3, Theorem 20.3.15 and Remarks 20.2.16(iv)].

The following is the main result of this subsection.

**Theorem 1.18.** Let $X$ be a projective scheme over a field $k$, $U \subseteq X$ an open subscheme and $Z = X \setminus U$. If $\text{cd}(U) \leq r$, then $\text{c}(Z) \geq \text{c}(X) - r - 2$, where the inequality is strict if $X$ is reducible.

**Proof.** Let $X = \text{Proj}(R)$ with $R$ a graded finitely generated $k$-algebra, and let $a$ be the graded ideal which determines $Z$. By hypothesis we have $H^i(U, O_X(m)) = 0$ for all $i > r$ and for all $m \in \mathbb{Z}$. Then, since $O_X = \bar{R}$, from the Serre–Grothendieck correspondence (8) it follows that $\text{cd}(R, a) \leq r + 1$. Hence from Corollary 1.17,

$$
\text{c}(Z) \geq \text{c}(X) - r - 2.
$$

Moreover, again from Corollary 1.17, if $X$ is reducible, the inequality is strict. □

From Theorem 1.18 we can immediately obtain the following corollaries.

**Corollary 1.19.** Let $X, U, Z$ be as in Theorem 1.18. If $U$ is affine, then $\text{c}(Z) \geq \text{c}(X) - r - 2$, where the inequality is strict if $X$ is reducible. In particular, if $X$ is connected in codimension 1 (for example, $X$ irreducible or $X$ Cohen–Macaulay (see Corollary 2.12)) and $\text{codim}(Z, X) = 1$, then $Z$ is connected in codimension 1.

**Proof.** By the affineness criterion of Serre $\text{cd}(U) = 0$, so we conclude by Theorem 1.18. □

**Corollary 1.20.** Let $X$ be a projective scheme over $k$ of dimension $r$ and connected in codimension 1. Let $U$ be an open subscheme of $X$ such that $\text{cd}(U) \leq r - 2$. Then $X \setminus U$ is connected.

Corollary 1.20 is well known for $X$ irreducible, see Badescu [1, Theorem 7.6].

**Remark 1.21.** If $X = \mathbb{P}^r$ Hartshorne showed (see [15, Theorem 3.2, p. 205]) that the viceversa to Corollary 1.20 holds, i.e. if $\mathbb{P}^r \setminus U$ is connected then $\text{cd}(U) \leq r - 2$. However the viceversa to Theorem 1.18 is far from being true also if $X$ is the projective space: for instance let $C$ be a smooth projective curve of positive genus over $C$, and $Z$ the Segre product $Z = C \times \mathbb{P}^n \subseteq \mathbb{P}^n$. Then $H^1(Z, O_Z) \neq 0$ by Kunneth formula for coherent algebraic sheaves (see the paper of Sampson and Washnitzer [23, Theorem 1]), so $\text{cd}(\mathbb{P}^n \setminus Z) \geq N - 2$ by [15, Corollary 7.5]. However $Z$ is an irreducible smooth scheme.

**Example 1.22.** Let $R = k[x, y, z, v, w]/(xyw - zvw)$ and $a = (\bar{x}z, \bar{x}v, \bar{y}z, \bar{y}v) = \mathcal{g}_1 \cap \mathcal{g}_2$, where $\mathcal{g}_1 = (\bar{x}, \bar{y})$ and $\mathcal{g}_2 = (\bar{z}, \bar{v})$.

Furthermore, set $X = \text{Proj}(R)$, $Z = V_+(a)$ and $U = X \setminus Z$. Our aim is to prove that $U$ is not affine.
It is clear that \( \text{ht}(\wp_1) = \text{ht}(\wp_2) = 1 \), so \( U \) may be affine. However, \( X \) is a complete intersection of \( \mathbb{P}^4 \), so, using Corollary 1.17, \( X \) is connected in codimension 1. But \( \text{ht}(\wp_1 + \wp_2) = 3 \), then \( c(Z) = 0 \) by Lemma 1.4; so, by Corollary 1.19 we conclude that \( U \) is not affine.

2. Connectivity of the initial ideal

In this section we prove Corollary 2.13 given in the Introduction. More generally, we compare the connectivity dimension of \( P/I \) with the connectivity dimension of \( P/\text{in}_\omega(I) \), where \( \text{in}_\omega(I) \) denotes the initial ideal with respect a weight vector \( \omega \in (\mathbb{Z}_+)^n \) of \( I \).

In the proof given here we do not need to assume that the field \( k \) is algebraically closed. Moreover, in their paper, Kalkbrener and Sturmfels first prove the result for the weight vector \( \omega = (1, 1, \ldots, 1) \), assuming that \( \text{in}_\omega(I) \) is a monomial ideal: one key step in their approach is the Fulton–Hanson Connectedness Theorem [3, Corollary 19.6.8], which forces them to assume \( k \) algebraically closed. Then they use this case to prove their result for an arbitrary monomial order [18, Theorem 1]. Finally, they complete the proof for arbitrary weight vectors [18, Theorem 2].

In our proof, instead, we prove directly a more general result (Theorem 2.5) for arbitrary weight vectors. To this purpose, as it is clear from the above discussion, we need the notion of initial ideal with respect to a weight vector.

Let \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{N}^n \). Given an element \( f \neq 0 \) in the polynomial ring \( P \), we consider the polynomial \( f(t^{\omega_1}x_1, \ldots, t^{\omega_n}x_n) \in P[t] \), and we call \( \text{in}_\omega(f) \) its leading coefficient. Note that \( \text{in}_\omega(f) \in P \) is not necessarily a monomial. For an ideal \( I \) of \( P \), set

\[
\text{in}_\omega(I) := \{ \text{in}_\omega(f) : f \in I, \ f \neq 0 \}
\]

where \( (A) \) denotes the ideal generated by elements of the set \( A \).

For a monomial order \( \prec \) we say that \( \omega \) represents \( \prec \) for the ideal \( I \) if \( \text{LT}_\prec(I) = \text{in}_\omega(I) \). The reader can find the proof of the following useful result in the book of Sturmfels [25, Proposition 1.11].

**Theorem 2.1.** Given a monomial order \( \prec \) in \( P \), there exists \( \omega \in (\mathbb{Z}_+)^n \) which represents \( \prec \) for \( I \).

In light of Theorem 2.1, to our purpose we can study, given an ideal, its initial ideals with respect to weight vectors.

Now we need some results about homogenization and dehomogenization of ideals of a polynomial ring. Many of them are part of the folklore, however we state them, with our language, for the convenience of the reader. These topics can be found in [17] or in the book of Kreuzer and Robbiano [20, Chapter 4, Section 3].

Let \( \omega \in \mathbb{N}^n \) and \( f \in P \): we define the \( \omega \)-degree of \( f \) the positive integer

\[
\text{deg}_\omega f := \max\{ \omega \cdot a : x^a \text{ is a term of } f \}.
\]

We consider the polynomial \( \omega f \in P[t] \), where \( t \) is an independent variable, defined as:

\[
\omega f(x_1, \ldots, x_n, t) := f\left(\frac{x_1}{t^{\omega_1}}, \ldots, \frac{x_n}{t^{\omega_n}}\right)t^{\text{deg}_\omega f}.
\]

We call \( \omega f \) the \( \omega \)-homogenization of \( f \).

Moreover, we call the \( \omega \)-homogenization of \( I \) the following ideal of \( P[t] \):

\[
\omega I := \{ \omega f : f \in I \}.
\]

Note that \( \omega I \) is indeed a graded ideal of the polynomial ring \( k[x_1, \ldots, x_n, t] \) with the grading (which we call \( \omega \)-gradation) defined as: \( \text{deg}x_i = \omega_i \) for all \( i = 1, \ldots, n \) and \( \text{deg}t = 1 \).
We can define an operation of dehomogenization:
\[
\pi : P[t] \rightarrow P
\]
\[
F(x_1, \ldots, x_n, t) \mapsto F(x_1, \ldots, x_n, 1).
\]

Note that \(\pi\), in spite of the homogenization’s operation, is a homomorphism of \(k\)-algebras.

Now we present some easy, but very useful, remarks:

**Remarks 2.2.** Let \(\omega \in \mathbb{N}^n\). Then

1. for all \(f \in P\) we have \(\pi(\omega f) = f\);
2. let \(F \in P[t]\) be an homogeneous polynomial (with respect to the \(\omega\)-graduation) such that \(F \notin (t)\). Then \(\omega(\pi(F)) = F\); moreover, for all \(l \in \mathbb{N}\), if \(G = t^l F\) we have \(\omega(\pi(G)) = t^l G\);
3. if \(F \in \omega I\), then \(\pi(F) \in I\); in fact if \(F \in \omega I\) there exist \(f_1, \ldots, f_m \in I\) and \(r_1, \ldots, r_m \in P[t]\) such that
   \[
   F = \sum_{i=1}^m r_i \omega f_i,
   \]
   and hence by part (1)
   \[
   \pi(F) = \sum_{i=1}^m \pi(r_i) \pi(\omega f_i) = \sum_{i=1}^m \pi(r_i) f_i \in I;
   \]
4. in \(\omega(I)P[t] + (t) = \omega I + (t)\). In particular, since \(\text{in}_{\omega}(I)P[t]\) is generated by polynomials in \(P\), we have \(P[t]/(\omega(I) + (t)) \cong P/\text{in}_{\omega}(I)\).

Now we introduce two elementary but fundamental lemmas.

**Lemma 2.3.** Let \(\omega \in \mathbb{N}^n\) and \(I\) and \(J\) two ideals of \(P\). Then

1. \(\omega(I \cap J) = \omega I \cap \omega J\);
2. \(I\) is prime if and only if \(\omega I\) is prime;
3. \(\omega(\sqrt{I}) = \sqrt{\omega I}\);
4. \(I = J\) if and only if \(\omega I = \omega J\);
5. \(\varphi_1, \ldots, \varphi_s\) are the minimal primes of \(I\) if and only if \(\omega \varphi_1, \ldots, \omega \varphi_s\) are the minimal primes of \(\omega I\);
6. \(\dim P/I + 1 = \dim P[\omega I]/\omega I\).

**Proof.** For (1), (2) and (3) see [20, Proposition 4.3.10]; for (2) see also [17, Lemma 7.3(1)]

(4) This follows easily from points (1) and (3) of Remarks 2.2.

(5) If \(\varphi_1, \ldots, \varphi_s\) are the minimal primes of \(I\), then \(\bigcap_{i=1}^s \varphi_i = \sqrt{I}\). So (1) and (3) imply \(\bigcap_{i=1}^s \omega \varphi_i = \sqrt{\omega I}\). Then part (2) implies that all minimal primes of \(\omega I\) are contained in the set \(\{\omega \varphi_1, \ldots, \omega \varphi_s\}\). Moreover, by point (4) all the primes in this set are minimal for \(\omega I\).

Conversely, if \(\omega \varphi_1, \ldots, \omega \varphi_s\) are the minimal primes of \(\omega I\), then \(\bigcap_{i=1}^s \omega \varphi_i = \sqrt{\omega I}\). So from (1) and (3) it follows that \(\omega(\bigcap_{i=1}^s \varphi_i) = \sqrt{\omega I}\); by part (4) \(\bigcap_{i=1}^s \varphi_i = \sqrt{I}\), so using (2) we have that all the minimal primes of \(I\) are contained in the set \(\{\varphi_1, \ldots, \varphi_s\}\). Again using (4), the primes in this set are all minimal for \(I\).

(6) This was proven in [17, Lemma 7.3(3)] when \(\text{in}_{\omega}(I)\) is a monomial ideal. With a different argument we obtain the general statement: if \(\varphi_0 \subsetneq \varphi_1 \subsetneq \cdots \subsetneq \varphi_d\) is a strictly increasing chain of prime ideals such that \(I \subseteq \varphi_0\), then, by (2) and (4) \(\omega \varphi_0 \subsetneq \omega \varphi_1 \subsetneq \cdots \subsetneq \omega \varphi_d \subsetneq (x_1, \ldots, x_n, t)\) is a strictly increasing chain of prime ideals such that \(\omega I \subseteq \omega \varphi_0\), so \(\dim P[t]/\omega I \geq \dim P/I + 1\). Similarly \(\text{ht}(\omega I) \geq \text{ht}(I)\) and we conclude using the fact that a polynomial ring over a field is catenary. \(\square\)

**Lemma 2.4.** Let \(\omega \in \mathbb{N}^n\). Then
\[
c(P[t]/\omega I) \geq c(P/I) + 1.
\]
Proof. Let \( \wp_1, \ldots, \wp_k \) be the minimal prime ideals of \( I \). By Lemma 1.4(a), we can choose \((A, B) \in S(k)\) such that, setting \( J := \bigcap_{i \in A} \wp_i \) and \( K := \bigcap_{j \in B} \wp_j \),

\[
c(P/I) = \dim P/(J + K).
\]

From Lemma 2.3(5) it follows that \( \alpha\wp_1, \ldots, \alpha\wp_k \) are the minimal prime ideals of \( \alpha I \), and by point (1) of Lemma 2.3 we have \( \alpha J = \bigcap_{i \in A} \alpha\wp_i \) and \( \alpha K = \bigcap_{j \in B} \alpha\wp_j \). Obviously, if \( H, L \subseteq P \) are ideals of \( P \), then \( \alpha H + \alpha L \subseteq \alpha(H + L) \), hence, using Lemma 2.3(6), \( \dim P[t]/(\alpha H + \alpha L) \geq \dim P[t]/(\alpha(H + L)) = \dim P/(H + L) + 1 \). Hence

\[
c(P[t]/\alpha I) \geq \dim P[t]/(\alpha J + \alpha K) \geq \dim P/(J + K) + 1 = c(P/I) + 1,
\]

so we are done. \( \square \)

Finally, we are able to prove the main result of this paper.

Theorem 2.5. Let \( \omega \in (\mathbb{Z}_+)^n \). Then

\[
c(P/\text{in}_\omega(I)) \geq c(P/I) - 1.
\]

Moreover, if \( I \) has more than one minimal prime ideal, the inequality is strict.

Proof. Note that \( P[t]/\alpha I \) is a finitely generated and positively graded \( k \)-algebra and \( (\alpha I + (t))/\alpha I \subseteq P[t]/\alpha I \) is a graded ideal of \( P[t]/\alpha I \) (considering the \( \omega \)-grading). Hence we can use Theorem 1.15, and deduce that

\[
c(P[t]/(\alpha I + (t))) \geq c(P[t]/\alpha I) - \text{cd}(P[t]/\alpha I, (\alpha I + (t))/\alpha I) - 1. \tag{9}
\]

Obviously \( \text{ara}(\alpha I + (t))/\alpha I) \leq 1 \), so \( \text{cd}(P[t]/\alpha I, (\alpha I + (t))/\alpha I) \leq 1 \). Hence

\[
c(P[t]/(\alpha I + (t))) \geq c(P[t]/\alpha I) - 2. \tag{10}
\]

By Lemma 2.4 we have \( c(P[t]/\alpha I) \geq c(P/I) + 1 \), and by the point (4) of the Remarks 2.2, we have that \( P[t]/(\alpha I + (t)) \cong P/\text{in}_\omega I \), so

\[
c(P/\text{in}_\omega(I)) \geq c(P/I) - 1. \tag{11}
\]

Moreover, if \( I \) has more than one minimal prime ideals, also \( \alpha I \) has (point (5) of Lemma 2.3), then inequalities in (9), in (10) and in (11) are strict. \( \square \)

Corollary 2.6 (Kalkbrener and Sturmfels). Let \( \omega \in (\mathbb{Z}_+)^n \). If \( I \) is a prime ideal, then \( P/\text{in}_\omega(I) \) is connected in codimension 1.

Proof. If \( I \) is prime then \( c(P/I) = \dim P/I \). So Theorem 2.5 implies the statement. \( \square \)

Remark 2.7. Theorems 2.5 and 2.1 imply that if \( I \) has more than one minimal prime then for all monomial orders \( \prec \)

\[
c(P/\text{LT}_\prec(I)) \geq c(P/I).
\]
In general this inequality is strict. In fact, for all graded ideals \( I \subseteq P \) and for all monomial orders \( \prec \) there exist a non-empty Zariski open set \( U \subseteq GL(n,k) \) and a Borel-fixed ideal \( J \subseteq P \) such that \( LT_\prec(g(I)) = J \) for all \( g \in U \). The ideal \( J \) is called the generic initial ideal of \( I \), see Eisenbud \cite[Theorems 15.18, 15.20]{6}. It is known that, since \( J \) is Borel-fixed, \( \sqrt{J} = (x_1, \ldots, x_c) \) where \( c \) is the codimension of \( I \), see \cite[Theorem 15.23]{6}. Hence \( c(P/J) = \dim P/J = \dim P/I \). But \( I \) can also be chosen in such a way that \( c(P/I) \) is smaller than \( \dim P/I \).

\[ \text{Remark 2.8.} \] Sometimes, Theorem 2.5 can be used to give upper bounds for the connectivity dimension of an ideal of \( P \). In fact, if \( B \subseteq P \) is a monomial ideal, the connectivity dimension of \( P/B \) is simple to calculate, since the minimal prime ideals of \( B \) are easy to find and are generated by variables. So we can use characterization of Remark 1.1 to calculate the connectivity dimension of \( P/B \). For example, if \( I \) is a graded ideal such that \( \dim(\text{Proj}(P/I)) \geq 1 \), and there exists a monomial order \( \prec \) such that \( c(P/LT_\prec(I)) = 0 \), then \( \text{Proj}(P/I) \) is disconnected.

\[ \text{Remark 2.9.} \] By Theorem 2.5 it follows that the Eisenbud–Goto conjecture is true for a certain class of ideals: in their paper \cite{7}, Eisenbud and Goto conjectured that if \( \wp \subseteq P \) is a graded prime ideal which does not contain linear forms, then

\[ \text{reg}(P/\wp) \leq e(P/\wp) - \text{ht}(\wp) \]

where \( \text{reg}(\cdot) \) means the Castelnuovo–Mumford regularity, and \( e(\cdot) \) means the multiplicity. More generally, the inequality is expected to hold for radical graded ideals which are connected in codimension 1 and do not contain linear forms. In his paper \cite[Theorem 0.2]{26}, Terai proved the conjecture for (radical, connected in codimension 1) monomial ideals. It is well known that, if \( I \) is graded, for any monomial order \( \prec \) we have \( \text{reg}(P/I) \leq \text{reg}(P/LT_\prec(I)) \), \( e(P/I) = e(P/LT_\prec(I)) \) and \( \text{ht}(I) = \text{ht}(LT_\prec(I)) \). Hence from the above discussion and by Theorem 2.5 we have that the Eisenbud–Goto conjecture holds for ideals which do not contain linear forms, are connected in codimension 1, and have a radical initial ideal.

2.1. The initial ideal of a Cohen–Macaulay ideal

A result of Hartshorne \cite{12} (see also \cite[Theorem 18.12]{6}), asserts that a Cohen–Macaulay ring is connected in codimension 1. Combining this with Theorem 2.5 it follows that the initial ideal of a Cohen–Macaulay ideal is connected in codimension 1. We generalize Hartshorne’s Theorem giving a formula of the connectivity dimension of a local ring as a function of its depth (Proposition 2.11): the proof of this is very similar to the proof of original Hartshorne’s Theorem, but the more general version allows us to obtain a more precise result (Corollary 2.13). Moreover we observe that actually a Cohen–Macaulay ring satisfies a stronger condition than to be connected in codimension 1 (Corollary 2.12).

We start with the following lemma.

\[ \text{Lemma 2.10.} \] Let \(( R, m )\) be local. Then

\[ \dim R/a \geq \text{depth}(R) - \text{depth}(a, R). \]

\[ \text{Proof.} \] Set \( k := \text{depth}(R), \ g := \text{depth}(a, R), \) and \( f_1, \ldots, f_g \in a \) an \( R \)-sequence; if \( J := (f_1, \ldots, f_g) \) we must have \( a \subseteq \bigcup_{\wp \in \text{Ass}(R/J)} \wp \), so there exists \( \wp \in \text{Ass}(R/J) \) such that \( a \subseteq \wp \).

Obviously \( \text{depth}(R/J) = k - g \); moreover, using \cite[Theorem 17.2]{22}, we have \( \dim R/\wp \geq k - g \); but \( a \subseteq \wp \Rightarrow \dim R/a \geq \dim R/\wp \geq k - g \). Just end. \( \square \)

Now we are ready to generalize Hartshorne’s result.
Proposition 2.11. Let $(R, m)$ be a catenary local ring. Then

$$c(R) \geq \text{depth}(R) - 1.$$ 

Moreover, suppose that $R$ satisfies $S_k$ Serre’s condition, $k \geq 2$. Then $R$ is connected in codimension 1 and for every two minimal primes $\wp$ and $\wp'$ of $R$ and for each prime ideal $P \supseteq \wp + \wp'$ there exists a sequence $\wp = \wp_1, \ldots, \wp_k = \wp'$ such that $\dim R/\wp_i + \dim R/\wp_{i+1} \geq \min(k, \text{ht}(P)) - 1$ and $\wp_j \subseteq P$ is a minimal prime of $R$ for each $i = 1, \ldots, s$ and $j = 1, \ldots, s$.

Proof. We suppose that $c(R) < \text{depth}(R) - 1$, and look for a contradiction.

Note that $\text{sdim } R \geq \text{depth}(R)$ [22, Theorem 17.2]. From this it follows that $c(R) < \text{depth}(R) - 1$ if and only if there exist two ideals, $\mathcal{J}$ and $\mathcal{K}$, of $R$, such that $\mathcal{J} \cap \mathcal{K}$ is nilpotent, $\sqrt{\mathcal{J}}$ and $\sqrt{\mathcal{K}}$ are incomparable, and $\dim R/(\mathcal{J} + \mathcal{K}) < \text{depth}(R) - 1$. From the first two conditions, using the theorem of Hartshorne [6, Theorem 18.12], it follows that $\text{depth}(\mathcal{J} + \mathcal{K}, R) \leq 1$. Then, from Lemma 2.10, we have $\dim R/(\mathcal{J} + \mathcal{K}) \geq \text{depth}(R) - 1$, which is a contradiction.

Now suppose that $R$ satisfies $S_2$ condition. By contradiction, as above, let us suppose there exist two ideals $\mathcal{J}$ and $\mathcal{K}$ of $R$, such that $\text{Spec}(R) \setminus V(\mathcal{J} + \mathcal{K}) \subset \mathcal{J} \cap \mathcal{K}$, $\sqrt{\mathcal{J}}$ and $\sqrt{\mathcal{K}}$ are incomparable, and $\dim R/(\mathcal{J} + \mathcal{K}) < \text{depth}(R) - 1$. Then localize at a minimal prime $\wp$ of $\mathcal{J} + \mathcal{K}$: since $\text{ht}(\wp) \geq 2$ it follows by the assumption that $\text{depth}(R_\wp) \geq 2$. But $V(\mathcal{J}R_\wp)$ and $V(\mathcal{K}R_\wp)$ provide a disconnection for the punctured spectrum of $R_\wp$, so $c(R_\wp) = 0 < \text{depth}(R_\wp) - 1$, contradicting the first part of the statement.

For the last part of the statement suppose there exist two minimal prime ideals $\wp$ and $\wp'$ of $R$ and a prime ideal $P \supseteq \wp + \wp'$ for which the condition is not satisfied. Clearly the minimal primes of $R_P$ are the minimal primes of $R$ contained in $P$, so the conclusion follows by the previous part and by Remark 1.1. \[\square\]

By the above proposition immediately comes the following corollary.

Corollary 2.12. Let $(R, m)$ be a Cohen–Macaulay local ring. Then, for any two minimal prime ideals $\wp$ and $\wp'$ of $R$ and for each prime ideal $P \supseteq \wp + \wp'$ there exists a sequence $\wp = \wp_1, \ldots, \wp_k = \wp'$ such that $\text{ht } \wp_i + \text{ht } \wp_{i+1} \leq 1$ and $\wp_j \subseteq P$ is a minimal prime of $R$ for each $i = 1, \ldots, s - 1$ and $j = 1, \ldots, s$. In particular $R$ is connected in codimension 1.

It is easy to show that Proposition 2.11 and Corollary 2.12 hold if $R$ is a positively graded $k$-algebra, too. So by Theorem 2.5 it follows immediately the answer to a question of the introduction.

Corollary 2.13. Let $\omega \in (\mathbb{Z}_+)^n$ and $I$ be a graded ideal. Then

$$c(P/\text{in}_\omega(I)) \geq \text{depth}(P/I) - 1.$$ 

In particular, if $P/I$ is Cohen–Macaulay, then $P/\text{in}_\omega(I)$ is connected in codimension 1.

The following is an example due to Conca.

Example 2.14. Consider the graded ideal

$$I = (x_1x_5 + x_2x_6 + x_4^2, x_1x_4 + x_3^2 - x_4x_5, x_1^2 + x_1x_2) \subseteq \mathbb{C}[x_1, \ldots, x_6] =: P.$$
One can verify that $I$ is a prime ideal which is a complete intersection; in particular $P/I$ is a Cohen–Macaulay domain of dimension 3. However the radical of the initial ideal of $I$ with respect to the lexicographical order $\prec$ is

$$\sqrt{LT_\prec(I)} = (x_1, x_2, x_3) \cap (x_1, x_3, x_5) \cap (x_1, x_2, x_5) \cap (x_1, x_4, x_5)$$

and, albeit it is connected in codimension 1, $P/\sqrt{LT_\prec(I)}$ is not Cohen–Macaulay. This can be seen considering $\wp = (x_1, x_3, x_5)$, $\wp' = (x_1, x_4, x_5)$ and $P = \wp + \wp' = (x_1, x_3, x_4, x_5, x_6)$, and applying Corollary 2.12.

This example also provides an ideal $I$ for which $\text{cd}(P, I) < \text{cd}(P, LT_\prec(I))$: in fact $\text{cd}(P, I) = 3$ because $I$ is a complete intersection of height 3, and $\text{cd}(P, LT_\prec(I)) = \text{projdim}(P/\sqrt{LT_\prec(I)}) > 3$ where the equality follows by a result of Lyubeznik in [21].

**Corollary 2.15.** Let $I$ be a graded ideal such that $\text{Proj}(P/I)$ is connected (for instance $\text{depth}(P/I) \geq 2$) and $\prec$ a monomial order. Then

$$\text{depth}(P/\sqrt{LT_\prec(I)}) \geq 2.$$  

**Proof.** Theorem 2.5 implies that $\text{Proj}(P/\text{LT}_\prec(I))$ is connected. Then $\text{cd}(P, \text{LT}_\prec(I)) \leq n - 2$ by [15, Theorem 3.2, p. 205], and [21] implies that $\text{depth}(P/\sqrt{\text{LT}_\prec(I)}) \geq 2$. □
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