FRAMES GENERATED BY COMPACT GROUP ACTIONS

JOSEPH W. IVERSON

Abstract. Let $K$ be a compact group, and let $\rho$ be a representation of $K$ on a Hilbert space $H_\rho$. We classify invariant subspaces of $H_\rho$ in terms of range functions, and investigate frames of the form $\{\rho(\xi)f\}_{\xi \in K, f \in F}$. This is done first in the setting of translation invariance, where $K$ is contained in a larger group $G$ and $\rho$ is left translation on $H_\rho = L^2(G)$. For this case, our analysis relies on a new, operator-valued version of the Zak transform. For more general representations, we develop a calculational system known as a bracket to analyze representation structures and frames with a single generator. Several applications are explored. Then we turn our attention to frames with multiple generators, giving a duality theorem that encapsulates much of the existing research on frames generated by finite groups, as well as classical duality of frames and Riesz sequences.

This paper is an investigation of the interplay between frame theory and representations of compact groups. Broadly speaking, we are interested in two related questions about a unitary representation $\rho$ of a compact group $K$:

(1) What are the invariant subspaces of $\rho$?

and

(2) For which families $\mathcal{A}$ of vectors in the representation space is the orbit $\{\rho(\xi)f : \xi \in K, f \in \mathcal{A}\}$ a frame?

These questions are related in the following way. Often, the vectors $\{\rho(\xi)f : \xi \in K, f \in \mathcal{A}\}$ do not span the entire representation space, in which case they can only form a frame for their closed linear span. That span is precisely the invariant subspace generated by $\mathcal{A}$. In the most general setting, we will use frame theory to answer the first question, and representation theory to answer the second.

The overarching theme of this paper is that frame theory and representation theory share deep connections. By this we mean much more than the prominence of reproducing systems associated with group actions. As we will see, many of the standard tools of frame theory give vital information about the structure of representations. In Section 4, for instance, we develop an analogue of the bracket map, which found its first use in the study of multiresolution analysis [37]. It turns out that the bracket carries information about the isotypical components of a representation and the multiplicities of irreducibles, and in many cases can be used to test a purported cyclic vector. In the final section, we give a complete description of the invariant subspaces of an arbitrary representation of a compact group, and explain how to use one irreducible decomposition to classify all such decompositions. The main tool for both of these applications is essentially the analysis operator. We did not go out looking for these results, but stumbled into them where they lay directly in the path of our investigation of frame properties.

Many of the prototypical examples of frames, including wavelets and Gabor systems, are associated with group actions [18]. Frames of the form described in (2), which occupy the full orbit of a vector family, are particularly nice. We will call these objects group frames, and say the vectors in $\mathcal{A}$ are generators. Examples range from the continuous wavelet transform, which is associated with an action of the $ax + b$ group [20, 38], to harmonic frames, which come from actions of finite abelian groups [44]. The reproducing properties of group frames are often greatly simplified by the aid of the representation. When there is a single generator $f$, for instance, the frame operator $S$ lies in the commutant of $\rho$. This means that when one wants to reproduce
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a vector \( g \) with the formula

\[
g = \int_K \langle g, S^{-1}(x)f \rangle \rho(x) \, dx;
\]

there is no need to compute \( S^{-1}(x)f \) for every \( x \in K \). It suffices to compute \( S^{-1}f \) and then observe that

\[
\langle g, S^{-1}(x)f \rangle = \langle \rho(x)^{-1}g, S^{-1}f \rangle.
\]

Group frames are made using the natural symmetries of the representation space, and as a consequence they often combine utility, beauty, and simplicity. In Example 5.10 for instance, we explain how to make a unit norm tight frame for \( \mathbb{C}^n \) consisting of \( n! \) vectors, just by permuting the entries of a single vector.

The paper is split into three parts, each of which can be read more or less independently from the others. The first part, Sections 1–3, investigates questions (1) and (2) for actions of compact groups by translation. Let \( G \) be a second countable locally compact group, and let \( K \subseteq G \) be a compact subgroup. The purpose of these sections is to describe the structure of closed subspaces of \( L^2(G) \) which are invariant under left translation by \( K \). We call these spaces \( K \)-invariant. Our first major development occurs in Section 1 where we introduce an operator-valued analogue of the Zak transform, generalizing a classical construction of Weil [48, 49] and Gelfand [24]. It forms the basis for much of our subsequent analysis. In Section 2 we make our first mention of range functions, which make several appearances throughout the paper. We use range functions to classify \( K \)-invariant subspaces of \( L^2(G) \), and explore this correspondence in depth. This line of thinking comes to a culmination in Section 3 where we give precise conditions for a family of functions in \( L^2(G) \) to generate a frame via left translation by \( K \).

The second part of the paper, Sections 4 and 5, describes a symbolic calculus for the analysis of representations of compact groups. We introduce an operator-valued version of the bracket map first developed for the study of principle shift-invariant spaces by Jia and Micchelli [57], and subsequently generalized for actions of locally compact abelian (LCA) groups by Weiss and his collaborators [31], then by a variety of authors in other settings [6, 7, 8]. Our main result, Theorem 4.3, gives the frame properties of the orbit of a cyclic vector in terms of the eigenvalues of the bracket. We develop basic properties of the bracket in Section 4. Several of these show the bracket carries vital information about the structure of the representation itself. Section 5 contains a host of applications: classification of group frames with a single generator, block diagonalization of the Gramian operator, disjointness properties, and several new examples of frames, including a generalization of harmonic frames for nonabelian groups.

The third part, Section 6, is dedicated to group frames with multiple generators. Here we mimic the program of Sections 1–3 for an arbitrary representation \( \rho \) of a compact group \( K \), assuming only that we know how to decompose \( \rho \) as a direct sum of irreducible subrepresentations. We classify the invariant subspaces of \( \rho \) using range functions and a sort of analysis operator, then describe every possible decomposition of the representation space as a direct sum of irreducible invariant subspaces. The capstone of this section, and the culmination of the entire paper, is the duality result in Theorem 6.1. Three decades since the start of the wavelet revolution, we still do not have a satisfactory answer for a very simple question:

(2') Given a locally compact group \( G \), a unitary representation \( \pi: G \to U(\mathcal{H}_n) \), and a family of vectors \( \mathcal{A} \subseteq \mathcal{H}_n \), under what circumstances is the orbit \( \{ \pi(x)f : x \in G, f \in \mathcal{A} \} \) a frame?

Theorem 6.1 answers this question for representations of compact groups using a simple duality statement. Our result unifies classical duality of frames and Riesz sequences with, among other things, the pioneering work of Vale and Waldron [11, 13, 16], and the well-known result that the orbit of a nonzero vector under an irreducible representation of \( K \) always forms a tight frame. We hope that this theorem, and many of the other ideas in this paper, will give some clues for subsequent research on group frames.

1. The Zak transform of a compact subgroup

In Sections 1–3 \( G \) is a second countable locally compact group (not necessarily abelian), and \( K \subseteq G \) is a compact subgroup. Our main result is the existence of an operator-valued Zak transform on \( L^2(G) \) that treats left translation by \( K \) in a manner similar to the Fourier transform on \( L^2(K) \). This operator will form the basis for our classification of \( K \)-invariant subspaces of \( L^2(G) \) in Section 2 and for our analysis of frames formed by \( K \)-translates in Section 3.
The reader may consult [22, 33] for background on compact groups and their representations. We record a few of the basics here. Throughout the paper, we normalize Haar measure on $K$ so that $|K| = 1$. The left and right translates of $f: K \to \mathbb{C}$ by $\xi \in K$ are denoted $L_\xi f$ and $R_\xi f$, respectively. That is,

\[(L_\xi f)(\eta) = f(\xi^{-1}\eta), \quad (R_\xi f)(\eta) = f(\eta\xi) \quad (\eta \in K).\]

We give $L^2(K)$ the usual convolution and involution, namely

\[(f * g)(\xi) = \int_K f(\eta)g(\eta^{-1}\xi) \, d\eta \quad (f, g \in L^2(K); \ \xi \in K)\]

and

\[(f^*)(\xi) = f(\xi^{-1}) \quad (f \in L^2(K), \ \xi \in K).\]

These operations make $L^2(K)$ a Banach *-algebra.

The dual object of $K$ is $\hat{K}$; it has one representative of each equivalence class of irreducible unitary representations of $K$. Each $\pi \in \hat{K}$ acts on a finite dimensional space, which we denote $\mathcal{H}_\pi$. Its dimension is $d_\pi = \dim \mathcal{H}_\pi$. The Fourier transform of $f \in L^2(K)$ evaluated at $\pi \in \hat{K}$ is the operator

\[\hat{f}(\pi) = \int_K f(\xi)\pi(\xi^{-1}) \, d\xi \in B(\mathcal{H}_\pi),\]

where the integral is to be interpreted in the weak sense. For our purposes, the utility of the Fourier transform lies in the formulæ

\[(1.1) \quad (L_\xi f)^*(\pi) = \hat{f}(\pi)\pi(\xi^{-1}), \quad (R_\xi f)^*(\pi) = \pi(\xi)\hat{f}(\pi) \quad (f \in L^2(K), \ \xi \in K, \ \pi \in \hat{K})\]

and

\[(1.2) \quad (f^*)^*(\pi) = \hat{f}(\pi)^*, \quad (f * g)^*(\pi) = \hat{g}(\pi)^*\hat{f}(\pi) \quad (f, g \in L^2(K); \ \pi \in \hat{K}).\]

If $B(\mathcal{H}_\pi)$ is treated as a Hilbert space with inner product $\langle A, B \rangle = d_\pi \langle A, B \rangle_{\mathcal{H}} = d_\pi \text{tr}(B^* A)$, the Fourier transform may be viewed as a unitary

\[\mathcal{F}: L^2(K) \to \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi), \quad \mathcal{F}f = (\hat{f}(\pi))_{\pi \in \hat{K}}.\]

This is called Plancherel’s Theorem. When an orthonormal basis $e_1^\pi, \ldots, e_{d_\pi}^\pi \in \mathcal{H}_\pi$ is chosen for each $\pi \in \hat{K}$, we define the matrix elements $\pi_{i,j} \in C(K)$ by

\[\pi_{i,j}(\xi) = \langle \pi(\xi)e_i^\pi, e_j^\pi \rangle \quad (\pi \in \hat{K}; \ \xi \in K; \ i, j = 1, \ldots, d_\pi).\]

In other words, the matrix for $\pi(\xi)$ with respect to the chosen basis is $(\pi_{i,j}(\xi))_{i,j=1}^{d_\pi}$. For $f \in L^2(K)$, the $(i, j)$-entry of the matrix for $\hat{f}(\pi)$ over this basis is

\[\hat{f}(\pi)_{i,j} = \int_K f(\xi)\pi_{i,j}(\xi) \, d\xi \quad (f \in L^2(K); \ \pi \in \hat{K}; \ i, j = 1, \ldots, d_\pi).\]

The contragredient to $\pi \in \hat{K}$ is the representation $\overline{\pi}$ on $\mathcal{H}_\pi$ with matrix elements

\[\overline{\pi}_{i,j}(\xi) = \overline{\pi_{i,j}(\xi)} \quad (\xi \in K; \ i, j = 1, \ldots, d_\pi).\]

The contragredient of an irreducible representation is also irreducible. The Peter-Weyl Theorem asserts that

\[\{ \sqrt{d_\pi} \pi_{i,j} : \pi \in \hat{K}, \ i, j = 1, \ldots, d_\pi \}\]

is an orthonormal basis for $L^2(K)$. In particular,

\[(1.3) \quad \|f\|_{L^2(K)}^2 = \sum_{\pi \in \hat{K}} \sum_{i,j=1}^{d_\pi} d_\pi|\hat{f}(\pi)_{i,j}|^2 = \sum_{\pi \in \hat{K}} d_\pi \|\hat{f}(\pi)\|^2_{\mathcal{H}} \quad (f \in L^2(K)).\]

Let $K \backslash G$ be the quotient space of right cosets of $K$ in $G$. A cross section of $K \backslash G$ in $G$ is a map $\tau: K \backslash G \to G$ that selects a representative of each coset. In other words, $\tau(Kx) \in Kx$ for every $Kx \in K \backslash G$. By a classic result of Feldman and Greenleaf [21], there is a Borel cross section $\tau: K \backslash G \to G$ which maps
compact subsets of $K \backslash G$ to sets with compact closure in $G$. Fix such a cross section, and let $T: K \times K \backslash G \to G$ be the bijection

$$T(\xi, Kx) = \xi \cdot \tau(Kx) \quad (\xi \in K, \ Kx \in K \backslash G).$$

By [34, Theorem 3.6], $K \backslash G$ admits a unique regular Borel measure with respect to which $T$ is a measure space isomorphism. We shall always have this measure in mind when we treat $K \backslash G$ as a measure space.

Given a function $f: G \to \mathbb{C}$ and a coset $Kx \in K \backslash G$, we will denote $f_{Kx}: K \to \mathbb{C}$ for the function given by

$$f_{Kx}(\xi) = f(\xi \cdot \tau(Kx)) \quad (\xi \in K).$$

Intuitively, we are treating the coset $Kx$ like a copy of $K$ itself, with the chosen representative $\tau(Kx)$ taking the role of the identity element. In this sense, $f_{Kx}$ is just the restriction of $f$ to $Kx$. Obviously,

$$Zf(Kx) = Zf_{Kx}(\xi) \quad (\xi \in K, \ Kx \in K \backslash G).$$

**Theorem 1.1.** There is a unitary

$$Z: L^2(G) \to \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, L^2(K \backslash G; \mathcal{H}_\pi))$$

given by

$$[Zf](\pi)u(Kx) = (f_{Kx})^{\check{}}(\pi)u \quad (f \in L^2(G), \ \pi \in \hat{K}, \ u \in \mathcal{H}_\pi, \ Kx \in K \backslash G).$$

Here $B(\mathcal{H}_\pi, L^2(K \backslash G; \mathcal{H}_\pi))$ is treated as a Hilbert space with inner product $\langle A, B \rangle = d_\pi \text{tr}(B^*A)$, and the direct sum is that of Hilbert spaces.

For $f \in L^2(G)$, $\xi \in K$, and $\pi \in \hat{K}$, the unitary $Z$ satisfies

$$[Z(\xi f)](\pi) = (Zf)(\pi)\pi(\xi^{-1}).$$

We call $Z$ the Zak transform for the pair $(G, K)$.

**Proof.** The measure space isomorphism $T: K \times K \backslash G \to G$ induces a unitary $U: L^2(G) \to L^2(K \times K \backslash G)$, namely

$$(Uf)(\xi, Kx) = f(\xi \cdot \tau(Kx)) = f_{Kx}(\xi) \quad (f \in L^2(G), \ \xi \in K, \ Kx \in K \backslash G).$$

Follow this with the canonical unitary $V: L^2(K \times K \backslash G) \to L^2(K) \otimes L^2(K \backslash G)$, and then apply

$$F_K \otimes \text{id}: L^2(K) \otimes L^2(K \backslash G) \to \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi) \otimes L^2(K \backslash G).$$

Finally, make the natural identifications

$$\bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi) \otimes L^2(K \backslash G) \cong \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi \otimes L^2(K \backslash G)) \cong \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, \mathcal{H}_\pi \otimes L^2(K \backslash G))$$

$$\cong \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, L^2(K \backslash G; \mathcal{H}_\pi)).$$

The resulting composition is $Z$. The translation identity (1.8) follows directly from (1.6), (1.7), and the corresponding identity for the Fourier transform (1.4). \qed

**Remark 1.2.** In the extreme case where $K$ is all of $G$, the quotient $\mathbb{K} \backslash G$ consists of a single point, and we can interpret $L^2(K \backslash G; \mathcal{H}_\pi)$ as simply being $\mathcal{H}_\pi$. Then the Zak transform reduces to the usual Fourier transform on $L^2(K)$, as long as the cross section $\tau$ chooses the identity element as the representative of the (single) coset of $K$ in $G$.

In general, the choice of cross-section $\tau$ is noncanonical, and the operator $Z$ depends on this choice. Nonetheless, Zak transforms associated with different cross-sections are easily related. Suppose that $\tau': \mathbb{K} \backslash G \to G$ is another cross-section with the required properties. For each $Kx \in K \backslash G$, there is an element $\eta_{Kx} \in K$ such that $\tau'(Kx) = \eta_{Kx}\tau(Kx)$. Denoting $Z_\tau$ and $Z_{\tau'}$ for the versions of the Zak transform obtained using $\tau$ and $\tau'$, respectively, we obtain the following formula from (1.7) and (1.4):

$$[Z_{\tau'}f](\pi)u(Kx) = \eta(Kx)\eta_{Kx}[Z_\tau f](\pi)u(Kx) \quad (f \in L^2(G), \ \pi \in \hat{K}, \ u \in \mathcal{H}_\pi, \ Kx \in K \backslash G).$$
In other words, \( Z_\tau \) can be obtained from \( Z_\pi \) by applying post composition with \( \pi(\eta_{Kx}) \) at each point \( Kx \in K \setminus G \) and in every coordinate \( \pi \in \hat{K} \).

As with the usual Fourier transform on \( L^2(K) \), there is another, basis-dependent version of the Zak transform that sometimes makes computation more convenient. When an orthonormal basis \( e_1^x, \ldots, e_{d_x}^x \) is chosen for \( H_x \), the space \( B(H_x, L^2(K \setminus G; H_x)) \) can be identified with \( M_{d_x}(L^2(K \setminus G)) \) by mapping the operator \( A \) to the matrix whose \((i, j)\)-entry is the function

\[
Kx \mapsto \langle (Ae_j^x)(Kx), e_i^x \rangle \quad (Kx \in K \setminus G).
\]

Under this identification, the inner product on \( M_{d_x}(L^2(K \setminus G)) \) corresponding to the one in the definition of the Zak transform is given by

\[
(M, N) = d_x \sum_{i,j=1}^{d_x} \langle M_{i,j}, N_{i,j} \rangle \quad (M, N \in M_{d_x}(L^2(K \setminus G))).
\]

When this identification is made for each \( \pi \in \hat{K} \), the Zak transform becomes a unitary

\[
\tilde{Z} : L^2(G) \to \bigoplus_{\pi \in \hat{K}} M_{d_x}(L^2(K \setminus G)).
\]

The translation formula (1.8) then becomes

\[
[\tilde{Z}(\xi f)](\pi) = (\tilde{Z} f)(\pi) \cdot (\pi_{i,j}(\xi^{-1}))_{i,j=1}^{d_x} \quad (f \in L^2(G), \xi \in K, \pi \in \hat{K}),
\]

where the vector- and scalar-valued matrices multiply using the usual formula for matrix multiplication. For \( f \in L^2(G) \) and \( \pi \in \hat{K} \), the \((i, j)\)-entry of \((\tilde{Z} f)(\pi)\) is the function in \( L^2(K \setminus G) \) given by

\[
Kx \mapsto \int_K f(\xi \tau(Kx))\pi_{i,j}(\xi^{-1}) \, d\xi \quad (Kx \in K \setminus G).
\]

For example, when \( K \) is a compact abelian group, each irreducible representation \( \pi \in \hat{K} \) has dimension 1. Thus \( M_{d_x}(L^2(K \setminus G)) \) can be identified with \( L^2(K \setminus G) \), and if we reinterpret the direct sum, we may view the Zak transform as a unitary

\[
\tilde{Z} : L^2(G) \to \ell^2(\hat{K}; L^2(K \setminus G))
\]

given by

\[
[(\tilde{Z} f)(\alpha)](Kx) = \int_K f(\xi \tau(Kx))\overline{\alpha(\xi)} \, d\xi \quad (f \in L^2(G), \alpha \in \hat{K}, Kx \in K \setminus G).
\]

This agrees with the notion of Zak transform for an abelian subgroup described by the author in [34]. If \( G \) and \( K \) are both abelian, this definition is equivalent to the original notion of Zak transform as described by Weil in [49, p. 164–165]. That version of the Zak transform has a very long history in harmonic analysis. We refer the reader to [32] for a brief survey.

2. RANGE FUNCTIONS AND TRANSLATION INVARIANCE

A closed subspace \( V \subseteq L^2(G) \) will be called \( K \)-invariant if \( L_\xi f \in V \) whenever \( f \in V \) and \( \xi \in K \). In this section, we apply the Zak transform to classify the \( K \)-invariant subspaces of \( L^2(G) \) in terms of range functions.

**Definition 2.1.** Let \( X \) be an indexing set, and let \( \mathcal{H} = \{ \mathcal{H}(x) \}_{x \in X} \) be a family of Hilbert spaces. A range function in \( \mathcal{H} \) is a mapping

\[
J : X \to \bigcup_{x \in X} \{ \text{closed subspaces of } \mathcal{H}(x) \}
\]

such that \( J(x) \subseteq \mathcal{H}(x) \) for each \( x \in X \). In other words, it is a choice of closed subspace \( J(x) \subseteq \mathcal{H}(x) \) for each \( x \in X \).
If \( J \) is a range function in \( \{L^2(K \setminus G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}} \), we define
\[
V_J = \{ f \in L^2(G) : \text{for all } \pi \in \hat{K}, \text{the range of } (Zf)(\pi) \text{ is contained in } J(\pi) \}.
\]
In terms of the Zak transform,
\[
Z(V_J) = \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, J(\pi)),
\]
where we consider \( B(\mathcal{H}_\pi, J(\pi)) \) to be a closed subspace of \( B(\mathcal{H}_\pi, L^2(K \setminus G; \mathcal{H}_\pi)) \). The translation identity \([15]\) for the Zak transform shows that \( V_J \) is \( K \)-invariant. Remarkably, every \( K \)-invariant subspace of \( L^2(G) \) takes this form.

**Theorem 2.2.** The mapping \( J \mapsto V_J \) is a bijection between range functions in \( \{L^2(K \setminus G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}} \) and \( K \)-invariant subspaces of \( L^2(G) \).

A basis-dependent version of this theorem runs as follows. Choose orthonormal bases for each of the spaces \( \mathcal{H}_\pi, \pi \in \hat{K} \), and let
\[
\tilde{Z} : L^2(G) \to \bigoplus_{\pi \in \hat{K}} M_{d_\pi}(L^2(K \setminus G))
\]
be the resulting basis-dependent Zak transform. For each \( \pi \in \hat{K} \), we will think of the columns of \( M_{d_\pi}(L^2(K \setminus G)) \) as elements of \( L^2(K \setminus G)^{\oplus d_\pi} \), the direct sum of \( d_\pi \) copies of \( L^2(K \setminus G) \). Given a range function \( J \) in \( \{L^2(K \setminus G)^{\oplus d_\pi} \}_{\pi \in \hat{K}} \), let
\[
\tilde{V}_J = \{ f \in L^2(G) : \text{for all } \pi \in \hat{K}, \text{the columns of } (\tilde{Z}f)(\pi) \text{ lie in } J(\pi) \}.
\]
Then \( J \mapsto \tilde{V}_J \) is a bijection between range functions in \( \{L^2(K \setminus G)^{\oplus d_\pi} \}_{\pi \in \hat{K}} \) and \( K \)-invariant subspaces of \( L^2(G) \).

Range functions have a long history in the theory of translation invariance. Helson \([29]\) and Srinivasan \([33]\) seem to have the first results in this area. Their work was released at approximately the same time, and each cites the other, so it is not clear who deserves credit for this line of research. The idea of applying a Fourier-like transform and classifying invariant subspaces in terms of range functions has since been applied by a host of researchers in a variety of settings \([1, 3, 4, 10, 11, 12, 13, 14, 17, 19, 30, 39]\). Recently, the author \([43]\) seem to have the first results in this area. Their work was released at approximately the same time, and

\[\text{dim } \mathcal{M}_\pi = d_\pi \cdot \text{mult}(\pi, \rho) \quad (\pi \in \hat{K}).\]

See \([22, \S5.1]\).

Given an invariant subspace \( V \subseteq \mathcal{H}_\rho \), we will write \( \rho^V \) for the subrepresentation of \( \rho \) on \( V \). The following can be deduced easily from \([33, \text{Theorem 27.44}]\).
Lemma 2.3. Let \( \rho : K \to U(\mathcal{H}_\rho) \) be a unitary representation of \( K \), with isotypical components \( \mathcal{M}_\pi \subseteq \mathcal{H}_\rho \) for \( \pi \in \hat{K} \).

(i) For each \( \pi \in \hat{K} \), let \( E_\pi \subseteq \mathcal{H}_\rho \) be the closed linear span of some invariant subspaces on which \( \rho \) is equivalent to \( \pi \). If \( \mathcal{H}_\rho = \bigoplus_{\pi \in \hat{K}} E_\pi \), then \( E_\pi = \mathcal{M}_\pi \) for every \( \pi \in \hat{K} \).

(ii) If \( V \subseteq \mathcal{H}_\rho \) is an invariant subspace, then \( V \cap \mathcal{M}_\pi \) is the isotypical component of \( \pi \in \hat{K} \) in \( \rho^V \).

The next lemma follows from Schur’s Lemma and the Double Commutant Theorem for von Neumann algebras.

Lemma 2.4. Let \( \pi \in \hat{K} \). Then \( B(\mathcal{H}_\pi) = \text{span}\{ \pi(\xi) : \xi \in K \} \).

Proof of Theorem 2.2. Since \( Z \) is unitary, (2.1) shows that the mapping \( J \mapsto V_J \) is injective. We need only prove that every \( K \)-invariant subspace \( V \subseteq L^2(G) \) arises as such a \( V_J \). To do this, we will first show that \( V \) decomposes as a direct sum of simpler pieces, and then we will leverage the Zak transform’s translation property (1.8) on each piece.

Let \( \rho \) be the action of \( K \) on \( L^2(G) \) by left translation. For each \( \pi \in \hat{K} \), let

\[
\mathcal{M}_\pi = \{ f \in L^2(G) : (Zf)(\sigma) = 0 \text{ for } \sigma \neq \pi \}.
\]

We claim that \( \mathcal{M}_\pi \) is the isotypical component of \( \pi \) in \( \rho \). Fix an orthonormal basis \( e_1^\pi, \ldots, e_{d_\pi}^\pi \in \mathcal{H}_\pi \). For each \( \pi \in \hat{K} \), \( i = 1, \ldots, d_\pi \), and nonzero \( F \in L^2(K \setminus G; \mathcal{H}_\pi) \), we define \( F_{\pi,i} \in L^2(G) \) by

\[
(ZF_{\pi,i})(\sigma)e_j^\pi = \begin{cases} d_\pi^{-1/2} \|F\|^{-1} \cdot F, & \text{if } \sigma = \pi \text{ and } i = j \\ 0, & \text{otherwise} \end{cases} \quad (\sigma \in \hat{K}; \ j = 1, \ldots, d_\pi)
\]

Then \( \langle F_{\pi,i}, F_{\pi,j} \rangle = \langle ZF_{\pi,i}, ZF_{\pi,j} \rangle = \delta_{i,j} \), and one can check that

\[
L_\xi F_{\pi,j} = \sum_{i=1}^{d_\pi} \pi_{i,j}(\xi) \cdot F_{\pi,i}.
\]

Hence \( \text{span}\{F_{\pi,i} : i = 1, \ldots, d_\pi \} \) is a \( K \)-invariant subspace of \( \mathcal{M}_\pi \) on which \( \rho \) is equivalent to \( \pi \). Moreover,

\[
\mathcal{M}_\pi = \text{span}\{F_{\pi,i} : F \in L^2(K \setminus G; \mathcal{H}_\pi), i = 1, \ldots, d_\pi \}.
\]

The claim follows from Lemma 2.3(ii).

Now let \( V \subseteq L^2(G) \) be a \( K \)-invariant subspace. By Lemma 2.3(ii),

\[
V = \bigoplus_{\pi \in \hat{K}} V \cap \mathcal{M}_\pi.
\]

Since \( (Zf)(\sigma) = 0 \) for \( f \in V \cap \mathcal{M}_\pi \) and \( \sigma \neq \pi \), we may view \( W_\pi := Z(V \cap \mathcal{M}_\pi) \) as a closed subspace of \( B(\mathcal{H}_\pi, L^2(K \setminus G; \mathcal{H}_\pi)) \). Let

\[
J(\pi) = \text{span}\{Au : A \in W_\pi, u \in \mathcal{H}_\pi\} \subseteq L^2(K \setminus G; \mathcal{H}_\pi).
\]

Clearly \( W_\pi \subseteq B(\mathcal{H}_\pi, J(\pi)) \). If we can upgrade this inclusion to equality, we will be able to conclude that

\[
Z(V) = \bigoplus_{\pi \in \hat{K}} Z(V \cap \mathcal{M}_\pi) = \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, J(\pi)),
\]

and the proof will be complete.

Fix any \( A \in B(\mathcal{H}_\pi, J(\pi)) \). We want to show that \( A \in W_\pi \). A moment’s thought shows that \( A \) is the sum of operators in \( B(\mathcal{H}_\pi, J(\pi)) \) whose kernels have codimension one. It is enough to show that each of those operators belongs to \( W_\pi \). We may therefore assume that there is a unit norm vector \( u \in \mathcal{H}_\pi \) such that \( Av = 0 \) for all \( \|u\| = 1 \). Let \( \epsilon > 0 \) be arbitrary. Since \( \text{ran} \mathcal{M}_\pi \subseteq J(\pi) \), we can find operators \( B_1, \ldots, B_n \in W_\pi \) and nonzero vectors \( v_1, \ldots, v_n \in \mathcal{H}_\pi \) such that

\[
\left\| Au - \sum_{j=1}^n B_j v_j \right\|^2 < \epsilon.
\]

We are going to produce an operator \( B \in W_\pi \) with \( Bu = \sum_{j=1}^n B_j v_j \) and \( Bv = 0 \) for \( \|v\| = 1 \).
Here is the key step. Since \( V \cap M_\pi \) is invariant under left translation by \( K \), the identity (1.3) shows

\[
W_\pi = Z(V \cap M_\pi) \text{ is invariant under right multiplication by } \pi(\xi^{-1}) \text{ for each } \xi \in K.
\]

Therefore \( W_\pi \) is invariant under right multiplication by \( B(\mathcal{H}_\pi) = \text{span}\{\pi(\xi^{-1}) : \xi \in K\} \). In particular, we can precompose each \( B_j \in W_\pi \) with another operator in \( B(\mathcal{H}_\pi) \) to make \( B_j' \in W_\pi \) satisfying \( B_j'u = B_jv_j \) and \( B_j'v = 0 \) for all \( v \perp u \). Then \( B := B_1' + \cdots + B_n' \) belongs to \( W_\pi \), and

\[
\|A - B\|^2 = d_\pi \|Au - Bu\|^2 < d_\pi \epsilon.
\]

Since \( W_\pi \) is closed and \( \epsilon > 0 \) was arbitrary, we conclude that \( A \in W_\pi \). Therefore,

\[
Z(V \cap M_\pi) = W_\pi = B(\mathcal{H}_\pi, J(\pi)),
\]

as desired. \( \square \)

The preceding proof contained a fact that is useful in its own right.

**Proposition 2.5.** Let \( J \) be a range function in \( \{L^2(K \backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}} \), and let \( \rho_j \) be the representation of \( K \) on \( V_j \) given by left translation. Then the isotypical component of \( \pi \in \hat{K} \) in \( \rho_j \) is

\[
\mathcal{M}_\pi = \{f \in V_j : (Zf)(\sigma) = 0 \text{ for } \sigma \neq \pi\}.
\]

In particular,

(2.4) \[ \text{mult}(\pi, \rho_j) = \dim J(\pi). \]

and

(2.5) \[ \dim V_j = \sum_{\pi \in \hat{K}} d_\pi \cdot \dim J(\pi). \]

**Proof.** That \( \mathcal{M}_\pi \) is the isotypical component of \( \pi \) in \( \rho_j \) was proven above. To see (2.4), simply observe that

\[ \dim \mathcal{M}_\pi = \dim Z \mathcal{M}_\pi = d_\pi \cdot \dim J(\pi) \]

and apply (2.3). Then (2.5) follows from (2.2). \( \square \)

**Remark 2.6.** \( K \)-invariant spaces are determined up to unitary equivalence by the dimensions of the spaces chosen by their range functions, in the following sense. Let \( J_1 \) and \( J_2 \) be two range functions in \( \{L^2(K \backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}} \), and let \( V_1 \) and \( V_2 \) be the corresponding \( K \)-invariant subspaces of \( L^2(G) \). Then there is a unitary map \( U : V_1 \to V_2 \) with the property that

\[
UL\xi = L\xi U \quad (\xi \in K)
\]

if and only if

\[
\dim J_1(\pi) = \dim J_2(\pi) \quad (\pi \in \hat{K}).
\]

This is a consequence of (2.3), since representations of compact groups are determined up to unitary equivalence by multiplicities of irreducible representations. Compare with Bownik’s results on the dimension function for shift-invariant subspaces of \( L^2(\mathbb{R}^n) \) [10, Theorem 4.10].

**Theorem 2.7.** Let \( \mathcal{A} \subseteq L^2(G) \) be an arbitrary family of functions, and let \( S(\mathcal{A}) \subseteq L^2(G) \) be the \( K \)-invariant subspace generated by \( \mathcal{A} \). That is,

\[
S(\mathcal{A}) = \text{span}\{L_\xi f : \xi \in \hat{K}, \ f \in \mathcal{A}\}.
\]

Then \( S(\mathcal{A}) = V_J \), where

\[ J(\pi) = \text{span}\{\text{ran}(Zf)(\pi) : f \in \mathcal{A}\} \quad (\pi \in \hat{K}). \]

**Proof.** If \( J \) and \( J' \) are two range functions in \( \{L^2(K \backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}} \) with the property that \( J(\pi) \subseteq J'(\pi) \) for all \( \pi \in \hat{K} \), then it is easy to see that \( V_J \subseteq V_{J'} \). Moreover, \( V_{J'} \) contains \( S(\mathcal{A}) \) if and only if \( J'(\pi) \) contains \( \text{ran}(Zf)(\pi) \) for all \( f \in \mathcal{A} \), for every \( \pi \in \hat{K} \). Since \( S(\mathcal{A}) \) is the smallest \( K \)-invariant space containing \( \mathcal{A} \), the corresponding range function \( J \) must be such that \( J(\pi) \) is the smallest closed subspace of \( L^2(K \backslash G; \mathcal{H}_\pi) \) containing \( \text{ran}(Zf)(\pi) \) for all \( f \in \mathcal{A} \), for every \( \pi \in \hat{K} \). That subspace is precisely

\[
\text{span}\{\text{ran}(Zf)(\pi) : f \in \mathcal{A}\}.
\]

\( \square \)
Corollary 2.8. $L^2(G)$ contains a function $f$ with $\text{span}\{L_\xi f : \xi \in K\} = L^2(G)$ if and only if $G = K$.

Proof. The $K$-invariant space $L^2(G)$ corresponds with the range function $J'$ given by

$$J'(\pi) = L^2(K\backslash G; \mathcal{H}_\pi) \quad (\pi \in \hat{K}).$$

If $K \subsetneq G$, then any $f \in L^2(G)$ has

$$\text{rank}(Zf)(\pi) \leq d_\pi < \text{dim} L^2(K\backslash G; \mathcal{H}_\pi) \quad (\pi \in \hat{K}).$$

By the previous theorem, the range function $J$ associated with $S(\{f\})$ has $J(\pi) \neq \text{ran}(Zf)(\pi) = J'(\pi)$ for each $\pi \in \hat{K}$. Hence,

$$S(\{f\}) = V_J \neq V_{J'} = L^2(G).$$

When $G = K$, on the other hand, it is well known that every subrepresentation of the regular representation is cyclic. See, for instance, [25].

We will now study the correspondence between range functions and $K$-invariant spaces in greater detail. Roughly speaking, we will see that the map $V_J \mapsto J$ allows us to view the lattice of $K$-invariant spaces as a much simpler lattice of linear subspaces. Many of the ideas that follow will appear again in our analysis of invariant subspaces of general representations of compact groups in Section 6.

To begin, we introduce the notion of direct sum for range functions. If $J$ and $J'$ are two range functions in the same family $\mathcal{H} = \{\mathcal{H}(x)\}_{x \in X}$, with the property that $J(x) \perp J'(x)$ for every $x \in X$, then we say that $J$ and $J'$ are orthogonal, and write $J \perp J'$. Given a family $\{J_\alpha\}_{\alpha \in A}$ of pairwise orthogonal range functions in $\mathcal{H}$, we denote $\bigoplus_{\alpha \in A} J_\alpha$ for the range function in $\mathcal{H}$ given by

$$[\bigoplus_{\alpha \in A} J_\alpha](x) = \bigoplus_{\alpha \in A} [J_\alpha(x)] \quad (x \in X).$$

Let $J$ and $J'$ be two range functions in $\{L^2(K\backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}}$. For each $\pi \in \hat{K}$, we view $B(\mathcal{H}_\pi, J(\pi))$ and $B(\mathcal{H}_\pi, J'(\pi))$ as closed subspaces of $B(\mathcal{H}_\pi, L^2(K\backslash G; \mathcal{H}_\pi))$, with the inner product

$$\langle A, B \rangle = d_\pi \langle A, B \rangle_{\mathcal{H}_\pi}.$$  

Then $B(\mathcal{H}_\pi, J(\pi))$ is orthogonal to $B(\mathcal{H}_\pi, J'(\pi))$ if and only if $J(\pi) \perp J'(\pi)$. Since $Z$ is unitary and

$$Z(V_J) = \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi, J(\pi)),$$

we conclude that

$$J \perp J' \iff V_J \perp V_{J'}.$$  

Moreover, if $\{J_\alpha\}_{\alpha \in A}$ is a family of range functions in $\{L^2(K\backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}}$, then

$$J = \bigoplus_{\alpha \in A} J_\alpha \iff V_J = \bigoplus_{\alpha \in A} V_{J_\alpha}.$$  

With these simple observations, we can easily describe all possible decompositions of $V_J$ as a direct sum of irreducible subspaces.

Theorem 2.9. Let $J$ be a range function in $\{L^2(K\backslash G; \mathcal{H}_\pi)\}_{\pi \in \hat{K}}$. For each $\pi \in \hat{K}$, choose an orthonormal basis $\{F_\pi^i\}_{i \in I_\pi}$ for $J(\pi)$ $^2$Then

$$V_{\pi,i} := \{ f \in L^2(G) : \text{ran}(Zf)(\pi) \subseteq \text{span}\{F_\pi^i\}, \text{ and } (Zf)(\sigma) = 0 \text{ for } \sigma \neq \pi \text{ in } \hat{K} \}$$

is an irreducible $K$-invariant space for each $\pi \in \hat{K}$ and $i \in I_\pi$, and

$$V_J = \bigoplus_{\pi \in \hat{K}} \bigoplus_{i \in I_\pi} V_{\pi,i}.$$  

Moreover, every decomposition of $V_J$ as a direct sum of irreducible $K$-invariant spaces occurs in this way.

$^2$If $J(\pi) = \{0\}$, we take $I_\pi$ to be the empty set.
In terms of the Zak transform, the direct sum decomposition \((2.8)\) simply says that
\[
Z(V_J) = \bigoplus_{\pi \in \hat{K}} \bigoplus_{i \in I} B(\mathcal{H}_\pi, \text{span}\{F_i^\pi\}).
\]
We can think of \(\text{span}\{F_i^\pi\}\) as being a copy of \(\mathbb{C}\), so that \(B(\mathcal{H}_\pi, \text{span}\{F_i^\pi\})\) is like a copy of \(\mathcal{H}_\pi^*\). It will therefore come as no surprise that the corresponding action of \(K\) on \(B(\mathcal{H}_\pi, \text{span}\{F_i^\pi\})\) is unitarily equivalent to \(\pi\).

**Proof.** For each \(\pi \in \hat{K}\) and each \(i = 1, \ldots, d_\pi\), let \(J_{\pi,i}\) be the range function given by
\[
J_{\pi,i}(\sigma) = \begin{cases} 
\text{span}\{F_i^\pi\}, & \text{if } \sigma = \pi \\
\{0\}, & \text{if } \sigma \not= \pi
\end{cases} \quad (\sigma \in \hat{K}).
\]
Then \(V_{\pi,i} = V_{J_{\pi,i}}\), and the direct sum decomposition \((2.8)\) follows immediately from \((2.7)\). If \(\rho_{\pi,i}\) is the action of \(K\) on \(V_{\pi,i}\) by left translation, then \(\rho_{\pi,i} \cong \pi\) by \((2.4)\). In particular, \(V_{\pi,i}\) is irreducible.

Suppose
\[
(2.9) \quad V_J = \bigoplus_{\alpha \in A} V_\alpha
\]
is another decomposition of \(V_J\) into irreducible \(K\)-invariant spaces. Each \(V_\alpha\) has the form \(V_{J_\alpha}\) for some range function \(J_\alpha\), and \((2.4)\) shows that \(J_\alpha(\pi)\) is one dimensional for exactly one \(\pi \in \hat{K}\), and trivial for all others. For that unique value of \(\pi\), we choose a unit norm vector \(G_\alpha \in J_\alpha(\pi)\).

Applying \((2.7)\) again, we see that \(J = \bigoplus_{\alpha \in A} J_\alpha\). In particular,
\[
J(\pi) = \bigoplus_{\alpha \in A, J_\alpha(\pi) \not= \{0\}} J_\alpha(\pi) = \bigoplus_{\alpha \in A, J_\alpha(\pi) \not= \{0\}} \text{span}\{G_\alpha\}
\]
for each \(\pi \in \hat{K}\). Hence \(\{G_\alpha : \alpha \in A, J_\alpha(\pi) \not= \{0\}\}\) is an orthonormal basis for \(J(\pi)\). Rearranging the decomposition \((2.9)\) as
\[
V_J = \bigoplus_{\pi \in \hat{K}} \bigoplus_{\alpha \in A, J_\alpha(\pi) \not= \{0\}} V_\alpha
\]
shows it has the same form as \((2.8)\). \(\square\)

### 3. Frames of Translates

There is a long tradition of combining range function classifications of invariant spaces with conditions for a family of translates to form a reproducing system. Bownik [10] seems to have the first results along these lines. His example was followed in [9, 12, 13, 17, 34, 39]. We now carry that tradition to the setting of compact, nonabelian subgroups. For our purposes, the relevant notion will be a continuous version of frames.

**Definition 3.1.** Let \(\mathcal{H}\) be a separable Hilbert space, and let \((\mathcal{M}, \mu)\) be a \(\sigma\)-finite measure space. Let \(\{f_x\}_{x \in \mathcal{M}}\) be an indexed family with the property that \(x \mapsto \langle g, f_x \rangle\) is a measurable function on \(\mathcal{M}\) for every \(g \in \mathcal{H}\). Then \(\{f_x\}_{x \in \mathcal{M}}\) is a **Bessel mapping** if there is a constant \(B > 0\) such that
\[
\int_{\mathcal{M}} |\langle g, f_x \rangle|^2 \, d\mu(x) \leq B \|g\|^2 \quad \text{for every } g \in \mathcal{H}.
\]
It is a **continuous frame** for \(\mathcal{H}\) if there are constants \(0 < A \leq B < \infty\) such that
\[
A \|g\|^2 \leq \int_{\mathcal{M}} |\langle g, f_x \rangle|^2 \, d\mu(x) \leq B \|g\|^2 \quad \text{for every } g \in \mathcal{H}.
\]
The constants \(A\) and \(B\) are called **bounds**. If we can take \(A = B\), the frame is **tight**. If we can take \(A = B = 1\), it is a **Parseval frame**.
The reader unfamiliar with this notion may consult [2] [35], where it was originally developed. Further details are available in [23] and [11]. In the case where \( M \) is a discrete set equipped with counting measure, continuous frames reduce to the usual, discrete version. (The reader may even take this as a definition.) We will use the terms “frame” and “continuous frame” interchangeably.

The usual reproducing properties of discrete frames carry over to the continuous versions, with predictable modifications. Let \( \{ f_x \}_{x \in M} \) be a Bessel mapping. The associated analysis operator \( T : H \to L^2(M) \) is defined by
\[
(Tg)(x) = \langle g, f_x \rangle \quad (g \in H, \ x \in M);
\]
its adjoint is the synthesis operator \( T^* : L^2(M) \to H, \)
\[
T^* \phi = \int_M \phi(x) f_x \, d\mu(x) \quad (\phi \in L^2(M)),
\]
where the vector-valued integral is interpreted in the weak sense. The Gramian is \( G = TT^* \), and the frame operator is \( S = T^* T \). When our Bessel mapping is a continuous frame, the frame operator is positive and invertible, and \( \{ S^{-1/2} f_x \}_{x \in M} \) is a continuous Parseval frame for \( H \), called the canonical tight frame. For Parseval frames, the frame operator is the identity map, and the Gramian is an orthogonal projection. Even when the frame is not tight, \( \{ S^{-1} f_x \}_{x \in M} \) is another frame for \( H \) which satisfies
\[
g = \int_M \langle g, S^{-1} f_x \rangle f_x \, d\mu(x) \quad (g \in H).
\]

**Remark 3.2.** The results in this paper apply for arbitrary second countable compact groups, which includes finite groups in particular. When \( K \) is finite, all of our results about continuous frames indexed by \( K \) can be interpreted in terms of discrete frames. We caution that it is necessary to reinterpret the frame bounds in this case, since Haar measure on \( K \) is normalized so that \( |K| = 1 \). In the special case where \( K \) is finite, a continuous frame over \( K \) having bounds \( A, B \) is the same as a discrete frame indexed by \( K \) having bounds \( \text{card}(K) \cdot A, \text{card}(K) \cdot B \).

For a countable family \( \mathcal{A} \subseteq L^2(G) \), we will denote
\[
E(\mathcal{A}) = \{ L_\xi f \}_{\xi \in K, f \in \mathcal{A}}
\]
for the translates of \( \mathcal{A} \). Recall that
\[
S(\mathcal{A}) = \text{span} E(\mathcal{A})
\]
is the \( K \)-invariant space generated by \( \mathcal{A} \), and that \( S(\mathcal{A}) = \text{V}_J \), with
\[
J(\pi) = \text{span} \{ \text{ran}(Z f)(\pi) : f \in \mathcal{A} \} \quad (\pi \in \hat{K}).
\]
(3.1)

We would like to know under what circumstances \( E(\mathcal{A}) \) forms a continuous frame for \( S(\mathcal{A}) \). Our main result is as follows.

**Theorem 3.3.** Let \( \mathcal{A} \subseteq L^2(G) \) be a countable family of functions, and let \( J \) be the range function in (3.1). For any constants \( 0 < A \leq B < \infty \) and any choice of orthonormal bases \( e_1, \ldots, e_n \in \mathcal{H}_\pi \), \( \pi \in \hat{K} \), the following are equivalent.

(i) \( E(\mathcal{A}) \) is a continuous frame for \( S(\mathcal{A}) \) with bounds \( A, B \). That is,
\[
A \|g\|^2 \leq \sum_{f \in \mathcal{A}} \int_K |\langle g, L_\xi f \rangle|^2 \, d\xi \leq B \|g\|^2 \quad (g \in S(\mathcal{A})).
\]
(3.2)

(ii) For every \( \pi \in \hat{K} \), \( \{ (Z f)(\pi) e_i^n : f \in \mathcal{A}, i = 1, \ldots, d_n \} \) is a discrete frame for \( J(\pi) \) with bounds \( A, B \).

This is in the spirit of [10] Theorem 2.3. When \( K \) is compact and abelian, the theorem above reduces to [34] Theorem 5.4. If \( G \) is also abelian, the same result was given in [9] Theorem 6.10. Similar results appear in [12] [13] [17] [31] [35] [39] [42].

The proof of Theorem 3.3 relies on the following lemma, which will also play a prominent role in Section 4. To each pair \( f, g \in L^2(G) \), we associate the matrix element \( V_f g \in C(K) \) given by
\[
(V_f g)(\xi) = \langle g, L_\xi f \rangle \quad (\xi \in K).
\]
Lemma 3.4. For \( f, g \in L^2(G) \) and \( \pi \in K \),
\[
(V_f g)^*(\pi) = (Zf)(\pi)^*(Zg)(\pi).
\]

Proof. Fix an orthonormal basis \( e_1^\pi, \ldots, e_d^\pi \) for \( \mathcal{H}_\pi, \pi \in K \). For \( f, g \in L^2(G), \pi \in K \), and \( i, j = 1, \ldots, d_\pi \), the \((i, j)\)-entry of the matrix for \((V_f g)^*(\pi)\) with respect to this basis is
\[
(V_f g)^*(\pi)_{i,j} = \int_K \int_{K\setminus G} g(x)(\overline{L_\xi f}(x))^2 \, dx \, \pi_{i,j}(\xi) \, d\xi.
\]

Applying the measure space isomorphism \( G \to K\setminus G \times K \) from [1.3], we see this is equal to
\[
\int_{K\setminus G} \int_K g_{K\setminus G}(\eta) f_{K\setminus G}(\xi^{-1}\eta) \, d\eta \, d(Kx) \, \pi_{i,j}(\xi) \, d\xi = \int_{K\setminus G} (g_{K\setminus G} + f_{K\setminus G})((\pi)_{i,j}) \, d(Kx) \, \pi_{i,j}(\xi) \, d\xi,
\]
where \( f_{K\setminus G} \) and \( g_{K\setminus G} \) are as defined in [1.3]. We wish to reverse the order of integration above with Fubini’s Theorem. Assuming for the moment that this is possible, we will have
\[
(V_f g)^*(\pi)_{i,j} = \int_{K\setminus G} \int_K (g_{K\setminus G} + f_{K\setminus G})(\xi) \, d(Kx) \, \pi_{i,j}(\xi) \, d\xi
\]
by Cauchy-Schwarz. Hence,
\[
\int_{K\setminus G} \int_K (g_{K\setminus G} + f_{K\setminus G})(\xi) \, d(Kx) \, \pi_{i,j}(\xi) \, d\xi \leq \int_{K\setminus G} (g_{K\setminus G} + f_{K\setminus G})_{L^1(K)} \, d(Kx)
\]
and
\[
\left( \int_{K\setminus G} (g_{K\setminus G} + f_{K\setminus G})_{L^1(K)} \, d(Kx) \right)^{1/2} \leq \left( \int_{K\setminus G} (g_{K\setminus G}^2 + f_{K\setminus G}^2)_{L^1(K)} \, d(Kx) \right)^{1/2}.
\]

The proof will be finished if we can show that \( \int_{K\setminus G} (g_{K\setminus G}^2 + f_{K\setminus G}^2)_{L^1(K)} \, d(Kx) < \infty \) for all \( f \in L^2(G) \). An application of Minkowski’s Integral Inequality produces
\[
\left( \int_{K\setminus G} (f_{K\setminus G})^2_{L^1(K)} \, d(Kx) \right)^{1/2} = \left( \int_{K\setminus G} \left( \int_K |f(\eta \tau(Kx))|^2 \, d\eta \right)^2 \, d(Kx) \right)^{1/2}
\]
and
\[
\left( \int_{K\setminus G} \left( \int_K |f(\eta \tau(Kx))|^2 \, d\eta \right)^2 \, d(Kx) \right)^{1/2} \leq \int_K \left( \int_{K\setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \right)^{1/2} \, d\eta.
\]

Let
\[
E = \{ \eta \in K : \int_{K\setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) < 1 \}
\]
and
\[
F = \{ \eta \in K : \int_{K\setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \geq 1 \}.
\]
by (3.3). Substituting these equations into (3.2) gives

$$\int_{K \setminus G} \|f_{\xi}x\|^2_{L^1(K)} \, d(Kx) \leq \int_{K} \left( \int_{K \setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \right)^{1/2} \, d\eta$$

$$= \int_{E} \left( \int_{K \setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \right)^{1/2} \, d\eta + \int_{F} \left( \int_{K \setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \right)^{1/2} \, d\eta$$

$$\leq |E| + \int_{F} \int_{K \setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \, d\eta \leq 1 + \int_{K} \int_{K \setminus G} |f(\eta \tau(Kx))|^2 \, d(Kx) \, d\eta$$

$$= 1 + \int_{G} |f(x)|^2 \, dx < \infty,$$

where we have once again applied the measure space isomorphism $K \times K \setminus G \rightarrow G$. This completes the proof.

With this lemma in hand, Theorem 3.3 becomes an easy consequence of Plancherel’s Theorem and our classification of $K$-invariant spaces.

Proof of Theorem 3.3. For any $f, g \in L^2(G)$, we use Plancherel’s Theorem and Lemma 3.4 to perform the fundamental calculation

$$\int_{K} |(g, L_\xi f)|^2 \, d\xi = \sum_{\pi \in \hat{K}} d_\pi \|(|Zf)(\pi)^* (Zg)(\pi)|^2 \|_{HS}^2 = \sum_{\pi \in \hat{K}} d_\pi \sum_{j=1}^{d_\pi} \sum_{i=1}^{d_\pi} |\langle (Zg)(\pi) e_j^\pi, (Zf)(\pi) e_i^\pi \rangle|^2.$$  (3.3)

On the other hand, the fact that $Z$ is unitary implies

$$\|g\|^2 = \sum_{\pi \in \hat{K}} d_\pi \|(|Zg)(\pi)|^2 \|_{HS}^2 = \sum_{\pi \in \hat{K}} d_\pi \sum_{j=1}^{d_\pi} \|(|Zg)(\pi)e_j^\pi \|^2.$$  (3.4)

Suppose (i) holds. Fix $\pi \in \hat{K}$, and choose any $G \in J(\pi)$. Define $g \in L^2(G)$ by the formula

$$(Zg)(\sigma)e_j^\pi = \begin{cases} d_\pi^{-1/2}G, & \text{if } \sigma = \pi \\ 0, & \text{if } \sigma \neq \pi \end{cases} \quad (\sigma \in \hat{K}; \ j = 1, \ldots, d_\pi).$$

Then $g \in V_J = S(\mathcal{A})$, by construction. It satisfies

$$\|g\|^2 = \|G\|^2,$$

by (3.4), and

$$\sum_{f \in \mathcal{A}} \int_{K} |(g, L_\xi f)|^2 \, d\xi = \sum_{f \in \mathcal{A}} \sum_{i=1}^{d_\pi} |\langle G, (Zf)(\pi) e_i^\pi \rangle|^2,$$

by (3.3). Substituting these equations into (3.2) gives

$$A \|G\|^2 \leq \sum_{f \in \mathcal{A}} \sum_{i=1}^{d_\pi} |\langle G, (Zf)(\pi) e_i^\pi \rangle|^2 \leq B \|G\|^2.$$  (3.5)

In other words, (ii) holds.

Now assume (ii) is satisfied. For every $g \in S(\mathcal{A}) = V_J$ and every $\pi \in \hat{K}$, $(Zg)(\pi)e_j^\pi \in J(\pi)$. By (3.4) and the frame inequality,

$$A \|g\|^2 = \sum_{\pi \in \hat{K}} d_\pi \sum_{j=1}^{d_\pi} A \|(Zg)(\pi)e_j^\pi \|^2 \leq \sum_{\pi \in \hat{K}} d_\pi \sum_{j=1}^{d_\pi} \sum_{f \in \mathcal{A}} \sum_{i=1}^{d_\pi} |\langle (Zg)(\pi)e_j^\pi, (Zf)(\pi)e_i^\pi \rangle|^2.$$  (3.6)

Applying (3.3) to the last expression above, we see that

$$A \|g\|^2 \leq \sum_{f \in \mathcal{A}} \int_{K} |(g, L_\xi f)|^2 \, d\xi.$$
A similar computation produces
\[
\sum_{f \in \mathcal{F}} \int_K |\langle g, L_{\xi} f \rangle|^2 \, d\xi \leq B \|g\|^2.
\]
This proves (i).

4. Bracket analysis for compact group actions

We turn our attention now to a detailed study of group frames, as described in the introduction. In this section, we introduce a computational system known as a bracket for the analysis of representations of compact groups. Our primary motivation is the study of group frames with a single generator. We will see, however, that the bracket carries vital information about the structure of the representation itself, including its isotypical components and the multiplicities of irreducible representations. Several applications for the theory of group frames, including a complete classification of (compact) group frames with a single generator, appear in Section 5. Throughout, we fix a second countable compact group \( K \), as in the previous sections, with Haar measure normalized so that \(|K| = 1\). We also fix a unitary representation \( \rho \) of \( K \), acting on a separable Hilbert space \( \mathcal{H}_\rho \).

Our approach is motivated by the work of Weiss, et al. in \[31\]. Let \( \mathcal{G} \) be a second countable locally compact abelian (LCA) group, with dual group \( \hat{\mathcal{G}} \). Normalize Haar measures on \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) so that the Plancherel theorem holds. A representation \( \pi : \mathcal{G} \to U(\mathcal{H}_\pi) \) is called dual integrable if there is a bracket \( \cdot : \mathcal{H}_\pi \times \mathcal{H}_\pi \to L^1(\hat{\mathcal{G}}) \)

such that
\[
\langle f, \pi(x)g \rangle = \int_{\hat{\mathcal{G}}} \langle f, g(\alpha) \rangle \overline{\pi(x)(\alpha)} \, d\alpha \quad (f, g \in \mathcal{H}_\pi; \ x \in \mathcal{G}).
\]

When \( \mathcal{G} \) is identified with the dual of \( \hat{\mathcal{G}} \) via Pontryagin Duality, this means that \( \langle f, \pi(\cdot)g \rangle \) is the Fourier transform of \( [f, g] \). The bracket provides an elegant description of frame properties for an orbit \( \{\pi(x)f\}_{x \in \mathcal{G}} \).

**Proposition 4.1** \((\text{[31] and [34]}). \) For \( f \in \mathcal{H}_\pi \) and constants \( A, B \) with \( 0 < A \leq B < \infty \), the following are equivalent.

(i) The orbit \( \{\pi(x)f\}_{x \in \mathcal{G}} \) is a continuous frame for its closed linear span, with bounds \( A, B \)

(ii) For a.e. \( \alpha \in \hat{\mathcal{G}} \), either \([f, f](\alpha) = 0\) or \( A \leq [f, f](\alpha) \leq B \).

A possible difficulty with this approach is that, generally speaking, one may know a representation is dual integrable without being able to compute the bracket.\(^3\) Suppose, however, that \( \mathcal{G} \) is compact abelian. Then we can compute brackets as follows. Let \( \pi \) be any unitary representation of \( \mathcal{G} \) on a separable Hilbert space \( \mathcal{H}_\pi \). Then \( \pi \) decomposes as a direct sum of cyclic subrepresentations, each of which is unitarily equivalent to a subrepresentation of the regular representation. (See, for instance, \[25\].) By \[31\] Corollary 3.4, \( \pi \) is dual integrable. Let \( [\cdot, \cdot] : \mathcal{H}_\pi \times \mathcal{H}_\pi \to L^1(\hat{\mathcal{G}}) \) be a bracket for \( \pi \). That is,
\[
\langle f, \pi(x)g \rangle = [f, g]^{-}(x) \quad (f, g \in \mathcal{H}_\pi; \ x \in \mathcal{G}).
\]

Since \( \mathcal{G} \) is compact, \([f, g]^{-} \) lies in \( C(\mathcal{G}) \subseteq L^1(\hat{\mathcal{G}}) \) for every \( f, g \in \mathcal{H}_\pi \). Therefore we can apply Fourier inversion to recover the bracket from the matrix elements \( [f, \pi(\alpha)g]^{-}(x^{-1}) \):
\[
[f, g](\alpha) = \langle f, \pi(\alpha)g \rangle \overline{\pi(x^{-1})} \quad (f, g \in \mathcal{H}_\pi; \ \alpha \in \hat{\mathcal{G}}).
\]

These results suggest that, for our general compact group \( K \) with unitary representation \( \rho \), it should be possible to analyze frames appearing as orbits of \( \rho \) using the (operator-valued) Fourier transform of the matrix elements
\[
(V_\rho f)(\xi) := \langle f, \rho(\xi)g \rangle \quad (f, g \in \mathcal{H}_\rho; \ \xi \in K).
\]

This is indeed the case.

\(^3\)For certain kinds of representations, there are ways to recover the bracket even when \( \mathcal{G} \) is not compact. Most of these methods involve variants of the Zak transform. See \[31\] and \[34\].
Definition 4.2. The bracket associated with $\rho$ is the map
\[ [\cdot, \cdot]: \mathcal{H}_\rho \times \mathcal{H}_\rho \to \bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi) \]
given by
\[ [f, g](\pi) = (V_g f)^\ast(\pi) \quad (\pi \in \hat{K}). \]

Here, as elsewhere, we consider $B(\mathcal{H}_\pi)$ to be a Hilbert space with inner product given by
\[ \langle A, B \rangle = d_\pi \langle A, B \rangle_\mathcal{H} = d_\pi \text{tr}(B^\ast A). \]

Then $\bigoplus_{\pi \in \hat{K}} B(\mathcal{H}_\pi)$ is the Hilbert space direct sum.

Following the notation of [31], we will denote $(f) \subseteq \mathcal{H}_\rho$ for the cyclic subspace generated by $f \in \mathcal{H}_\rho$. That is,
\[ (f) = \text{span}\{\rho(\xi)f : \xi \in K\} \quad (f \in \mathcal{H}_\rho). \]

Our main result is the following.

Theorem 4.3. For $f \in \mathcal{H}_\rho$ and constants $A, B$ with $0 < A \leq B < \infty$, the following are equivalent.

(i) The orbit \{\rho(\xi)f\}$_{\xi \in K}$ is a continuous frame for $(f)$ with bounds $A, B$.

(ii) For every $\pi \in \hat{K}$, the nonzero eigenvalues of $[f, f](\pi)$ lie in the interval $[A, B]$.

When $\dim \mathcal{H}_\rho < \infty$, it is easy to tell when $(f) = \mathcal{H}_\rho$ using the ranks of $[f, f](\pi)$, $\pi \in \hat{K}$; see Proposition 4.9 below. Thus, one can tell whether or not \{\rho(\xi)f\}$_{\xi \in K}$ is a frame for $\mathcal{H}_\rho$, and with what bounds, based solely on the eigenvalues of $[f, f](\pi)$, $\pi \in \hat{K}$, and their multiplicities. The condition that $\dim \mathcal{H}_\rho < \infty$ is always satisfied when \{\rho(\xi)f\}$_{\xi \in K}$ is a frame for $\mathcal{H}_\rho$; this is a consequence of Theorem 4.2 infra.

If $Q_\pi$ denotes orthogonal projection of $\mathcal{H}_\pi$ onto $(\ker[\cdot, \cdot]_\pi)^\perp$, then condition (ii) of the theorem above can be interpreted to say that $AQ_\pi \leq [f, f](\pi) \leq BQ_\pi$ for each $\pi \in \hat{K}$. (Compare with [7, Theorem A].) In the special case where $\hat{K}$ is compact abelian, Theorem 4.3 reduces to Proposition 4.1.

Tight frames generated by actions of finite nonabelian groups have been the focus of a flurry of recent activity [15, 16, 27, 13, 15, 40]. See [44, Theorem 6.18] and its generalization [16, Theorem 2.8] in particular for another characterization of tight frames that occur in this way. A nice summary of the state of the art circa 2013 appears in [47]; unfortunately the survey is already out of date, thanks in part to recent work by Waldron himself. This field is advancing rapidly.

Brackets have been used to analyze reproducing systems in $L^2(\mathbb{R}^n)$ since at least the work of Jia and Micchelli [32]. Weiss and his collaborators brought these techniques into the group-theoretic domain with [31], as described above. In the nonabelian setting, Hernández, et al. have developed notions of bracket maps for the Heisenberg group and for countable discrete groups [6, 7, 8].

The bracket defined above is related to the one that appears in [7, 8]. Suppose that $K$ is finite (that is, both compact and discrete). Let us write $[\cdot, \cdot]: \mathcal{H}_\rho \times \mathcal{H}_\rho \to B(L^2(K))$ for the bracket as developed in [7]. One can show that, for all $f, g \in \mathcal{H}_\rho$,
\[ [f, g]_0(\phi) = \phi * V_g f \quad (\phi \in L^2(K)). \]

Conjugating with the Fourier transform turns $[f, g]_0$ into left multiplication by $[f, g]$. One might say the papers [7, 8] study the convolution operator given by $V_g f$, where this paper studies its Fourier transform.

Much of our analysis relies on functions of positive type. We remind the reader that $\phi \in C(K)$ is said to be of positive type if
\[ \int_K (f * f^\ast)(\xi) \phi(\xi) d\xi \geq 0 \quad \text{for all } f \in L^1(K). \]

Equivalently, there is a unitary representation $\sigma$ of $K$ and a vector $f \in \mathcal{H}_\sigma$ such that
\[ \phi(\xi) = \langle f, \sigma(\xi)f \rangle \quad (\xi \in K). \]

The representation and the vector are unique in the following sense: If $\sigma'$ is another representation of $K$ with a cyclic vector $f' \in \mathcal{H}_{\sigma'}$, such that $\phi(\xi) = \langle f', \sigma'(\xi)f' \rangle$ for all $\xi \in K$, then there is a unitary
For arbitrary $f \in L^2(K)$, this means that $\hat{\phi} = f \ast f^*$ is a function of positive type. Up to unitary equivalence, the cyclic representations of $K$ are precisely the subrepresentations of the regular representation \([25]\); thus every function of positive type takes this form. In particular,
\begin{equation}
\hat{\phi}(\pi) = (f \ast f^*)^\ast(\pi) = \hat{f}(\pi)^* \hat{f}(\pi) \geq 0 \quad (\pi \in \hat{K}).
\end{equation}
(\text{It is positive semidefinite.})

The bracket $[f,f]$ in Theorem 4.3 is the Fourier transform of the associated function of positive type
\[
V_f f(\xi) = \langle f, \rho(\xi) f \rangle \quad (\xi \in K).
\]
Given $V_f f$, it is possible to reconstruct the Hilbert space $\langle f \rangle$, the restriction of $\rho$ to $\langle f \rangle$, and the cyclic vector $f$. In other words, $V_f f$ contains complete information about the cyclic representation generated by $f$. Philosophically speaking, it must also be able to tell us when the orbit of $f$ is a continuous frame for $\langle f \rangle$. Theorem 4.3 tells how to extract this information.

We will write $A^\dagger$ for the Moore-Penrose pseudoinverse of a bounded linear operator $A$. When $A$ has closed range, $AA^\dagger$ is orthogonal projection onto the range of $A$, and $A^\dagger A$ is orthogonal projection onto $(\ker A)^\perp$.

**Lemma 4.4.** For every $f \in \mathcal{H}_\rho$, there is a unique linear isometry $T_f: \langle f \rangle \rightarrow L^2(K)$ intertwining $\rho$ with left translation, and sending $f$ to a function of positive type. Explicitly,
\begin{equation}
(T_f g)^\ast(\pi) = ([f,f](\pi)^{1/2})^\dagger \cdot [g,f](\pi) \quad (g \in \langle f \rangle, \pi \in \hat{K}).
\end{equation}

**Proof.** Since the restriction of $\rho$ to $\langle f \rangle$ is square integrable, the existence of a linear isometry $T_f: \langle f \rangle \rightarrow L^2(K)$ intertwining $\rho$ with left translation and mapping $f$ to a function of positive type is given by \([20\, \text{Theorem } 13.8.6]\). Then $(T_f f)^\ast = T_f f$, and
\[
(V_f f)(\xi) = \langle T_f f, L_\xi (T_f f) \rangle = [T_f f \ast (T_f f)^\ast](\xi) = (T_f f \ast T_f f)(\xi) \quad (\xi \in K).
\]
Since $(T_f f)^\ast(\pi) \geq 0$ for all $\pi \in \hat{K}$, we conclude that
\[
(T_f f)^\ast(\pi) = [f,f](\pi)^{1/2} \quad (\pi \in \hat{K}).
\]
For any $g \in \langle f \rangle$, \([4.1]\) gives
\[
(V_f g)(\xi) = \langle T_f g, L_\xi (T_f f) \rangle = [(T_f g) \ast (T_f f)^\ast](\xi) = [(T_f g) \ast (T_f f)](\xi) \quad (\xi \in K),
\]
or equivalently,
\begin{equation}
[g,f](\pi) = (T_f f)^\ast(\pi) \cdot (T_f g)^\ast(\pi) \quad (\pi \in \hat{K}).
\end{equation}
Since $T_f g \in \langle T_f f \rangle$, Theorem 4.3 shows that
\[
\text{ran}(T_f g)^\ast(\pi) \subseteq \text{ran}(T_f f)^\ast(\pi) = (\ker(T_f f)^\ast(\pi))^\perp \quad (\pi \in \hat{K}).
\]
(Here we use the Fourier transform in place of the Zak transform; see Remark 1.2.) Applying $[(T_f f)^\ast(\pi)]^\dagger = ([f,f](\pi)^{1/2})^\dagger$ to both sides of \([4.5]\) establishes \([4.4]\). In particular, $T_f$ is uniquely determined. \(\square\)

**Proposition 4.5.** The bracket has the following properties.

(i) $[\cdot, \cdot]$ is linear in the first variable, and conjugate linear in the second.

(ii) For all $f, g \in \mathcal{H}_\rho$ and $\pi \in \hat{K}$,
\[
[f,g](\pi) = [g,f](\pi)^\ast.
\]

(iii) For all $f \in \mathcal{H}_\rho$ and $\pi \in \hat{K}$, $[f,f](\pi) \geq 0$.

(iv) For all $f, g \in \mathcal{H}_\rho$ and $A \in B(\mathcal{H}_\rho)$,
\[
[Af,g] = [f,A^* g].
\]
(v) For all \( f, g \in \mathcal{H}_\rho \), \( \pi \in \hat{K} \), and \( \xi \in K \),
\[
[f, \rho(\xi)g](\pi) = \pi(\xi) \cdot [f, g](\pi)
\]
and
\[
[\rho(\xi)f, g](\pi) = [f, g](\pi) \cdot \pi(\xi^{-1}).
\]
(vi) For \( f, g \in \mathcal{H}_\rho \), \( f \perp \langle g \rangle \) if and only if \( [f, g] = 0 \).

More properties will be given in Propositions 4.7 and 4.8 below.

**Proof.** Item (i) follows from linearity of the Fourier transform and sesquilinearity of the map \((f, g) \mapsto V_g f\). To see (ii), apply (1.2) to the identity \( V_g f = (V_g f)^* \). Equation (4.3) gives (iii), since \( V_g f \) is a function of positive type. Apply the simple identity \( V_g(Af) = V_{A^*} f \) to get (iv). For (v), use (1.1) and the identities
\[
V_{\rho(\xi)g} f = R_\xi(V_g f), \quad V_g(\rho(\xi)f) = L_\xi(V_g f) \quad (f, g \in \mathcal{H}_\rho; \ \xi \in K).
\]

For (vi), first assume that \( f \perp \langle g \rangle \). Let \( P_g \) denote orthogonal projection of \( \mathcal{H}_\rho \) onto \( \langle g \rangle \), and apply (iv) to see that
\[
[f, g] = [f, P_g g] = [P_g f, g] = 0.
\]
Now suppose that \( f, g \in \mathcal{H}_\rho \) satisfy \( [f, g] = 0 \). By Plancherel's Theorem, \( V_g f = 0 \). That is, \( (f, \rho(\xi)g) = 0 \) for all \( \xi \in K \). Hence \( f \perp \langle g \rangle \). □

When \( K \) is contained in a larger second countable, locally compact group \( G \), the Zak transform provides a bracket for the action of \( K \) on \( L^2(G) \) by left translation. Indeed, Lemma 3.4 says precisely that
\[
[f, g](\pi) = (Z\pi g)(\pi^*) (Z\pi f)(\pi) \quad (f, g \in L^2(G); \ \pi \in \hat{K})
\]
in this case. The theorem below shows that this example is universal; it is always possible to embed \( \mathcal{H}_\rho \) as a \( K \)-invariant subspace of \( L^2(G) \), for some larger group \( G \) containing \( K \), in such a way that \( \rho \) becomes left translation by \( K \).

**Theorem 4.6.** There is a second countable, locally compact group \( G \) containing \( K \) as a closed subgroup, and a linear isometry \( T: \mathcal{H}_\rho \to L^2(G) \) satisfying
\[
T\rho(\xi)f = L_\xi Tf \quad (f \in \mathcal{H}_\rho, \ \xi \in K).
\]
If \( Z \) is the Zak transform for the pair \((G, K)\), then the bracket for \( \rho \) is given by
\[
[f, g](\pi) = (ZT g)(\pi^*) (ZT f)(\pi) \quad (f, g \in \mathcal{H}_\rho; \ \pi \in \hat{K}).
\]

**Proof.** There is a countable family \( \{f_i\}_{i \in I} \subseteq \mathcal{H}_\rho \) for which
\[
\mathcal{H}_\rho = \bigoplus_{i \in I} \langle f_i \rangle.
\]

For each \( i \in I \), let \( T_{f_i} : \langle f_i \rangle \to L^2(K) \) be the isometry from Lemma 4.4. Give \( I \) the structure of a discrete abelian group, and let \( G = K \times I \). Given \( g \in \mathcal{H}_\rho \), find the unique decomposition \( g = \sum_{i \in I} g_i \) with \( g_i \in \langle f_i \rangle \) for all \( i \), and define
\[
(T g)(\xi, i) = (T_{f_i} g_i)(\xi) \quad (\xi \in K, \ i \in I).
\]
Then \( T: \mathcal{H}_\rho \to L^2(G) \) is the desired isometry. □

**Proposition 4.7.** In addition to the properties listed in Proposition 4.7, the bracket satisfies the following.

(i) For all \( f, g \in \mathcal{H}_\rho \),
\[
\langle f, g \rangle = \sum_{\pi \in \hat{K}} d_{\pi} \text{tr}([f, g](\pi)).
\]

(ii) For all \( f, g \in \mathcal{H}_\rho \),
\[
\| [f, g](\pi) \|_{HS}^2 \leq \| [f, f](\pi) \|_{HS} \| [g, g](\pi) \|_{HS} \quad (\pi \in \hat{K}).
\]

(iii) If \( f_n \to f \) in \( \mathcal{H}_\rho \), then \( [f_n, g] \to [f, g] \) for all \( g \in \mathcal{H}_\rho \). In particular,
\[
[f_n, g](\pi) \to [f, g](\pi)
\]
for all \( g \in \mathcal{H}_\rho \) and \( \pi \in \hat{K} \).
Proof. By applying Theorem 4.6 if necessary, we may assume that $\mathcal{H}_\rho$ is a $K$-invariant subspace of $L^2(G)$ for some second countable locally compact group $G$ containing $K$ as a closed subgroup, that $\rho$ is given by left translation of $K$, and that

$$ [f,g](\pi) = (Zg)(\pi)^* (Zf)(\pi) \quad (f, g \in \mathcal{H}_\rho; \; \pi \in \hat{K}), $$

where $Z$ is the Zak transform for the pair $(G,K)$. Now (iii) follows immediately from continuity of the Zak transform.

To prove (i), we simply compute

$$ \langle f, g \rangle = \langle Zf, Zg \rangle = \sum_{\pi \in K} d_\pi \langle (Zf)(\pi), (Zg)(\pi) \rangle_{HS} = \sum_{\pi \in K} d_\pi \text{tr}([f,g](\pi)) \quad (f, g \in \mathcal{H}_\rho). $$

For (ii), we use Cauchy-Schwarz for the Hilbert-Schmidt inner product to estimate

$$ \| [f,g](\pi) \|^2_{HS} = \text{tr}((Zf)(\pi)^* (Zg)(\pi)(Zf)(\pi)) = \text{tr}((Zf)(\pi)(Zf)(\pi)^* (Zg)(\pi)(Zg)(\pi)^*) $$

$$ = \| (Zg)(\pi) (Zg)(\pi)^* (Zf)(\pi)(\pi)^* \|_{HS} \leq \| (Zg)(\pi) (Zg)(\pi)^* \|_{HS} \| (Zf)(\pi)(Zf)(\pi)^* \|_{HS}, $$

Equation (4.6) implies that vectors in $\mathcal{H}_\rho$ are uniquely determined by their bracket values. Specifically, if $f, g \in \mathcal{H}_\rho$ have $[f,h] = [g,h]$ for all $h \in \mathcal{H}_\rho$, then (4.6) shows that $\langle f, h \rangle = \langle g, h \rangle$, so that $f = g$. Propositions 4.6 and 4.7 together give the general feeling that the bracket behaves like a kind of operator-valued inner product on $\mathcal{H}_\rho$.4 However, the bracket can tell us about much more than the linear and geometric properties of $\mathcal{H}_\rho$. It can tell us about $\rho$ itself.

For each $\pi \in \hat{K}$, we will denote $\mathcal{M}_\pi$ for the isotypical component of $\pi$ in $\rho$. In other words, $\mathcal{M}_\pi$ is the closed linear span of all invariant subspaces of $\mathcal{H}_\rho$ on which $\rho$ is equivalent to $\pi$. We will write $P_\pi$ for the orthogonal projection of $\mathcal{H}_\rho$ onto $\mathcal{M}_\pi$. Finally, when $V \subseteq \mathcal{H}_\rho$ is an invariant subspace, we denote $\rho^V$ for the subrepresentation of $\rho$ on $V$. Then we have the following proposition.

**Proposition 4.8.** The bracket carries the following information about the isotypical components of $\rho$.

(i) For all $\pi \in \hat{K}$,

$$ \mathcal{M}_\pi = \{ f \in \mathcal{H}_\rho : [f,g](\sigma) = 0 \text{ for all } g \in \mathcal{H}_\rho \text{ and } \sigma \neq \pi \} $$

$$ = \{ f \in \mathcal{H}_\rho : [f,f](\sigma) = 0 \text{ for } \sigma \neq \pi \}. $$

(ii) For all $f, g \in \mathcal{H}_\rho$,

$$ [f,g](\pi) = [P_\pi f, g](\pi) \quad (\pi \in \hat{K}). $$

(iii) For all $f \in \mathcal{H}_\rho$,

$$ \text{rank}[f,f](\pi) = \text{mult}(\pi, \rho^{(f)}) \quad (\pi \in \hat{K}). $$

In particular,

$$ \dim(f) = \sum_{\pi \in K} d_\pi \cdot \text{rank}[f,f](\pi). $$

Proof. As in the proof of the last proposition, we may assume that $K$ is a closed subgroup of a second countable locally compact group $G$, that $\mathcal{H}_\rho$ is a $K$-invariant subspace of $L^2(G)$, and that $\rho$ is left translation by $K$. If $Z$ is the Zak transform for the pair $(G,K)$, then the bracket is given by

$$ [f,g](\pi) = (Zg)(\pi)^* (Zf)(\pi) \quad (f, g \in \mathcal{H}_\rho; \; \pi \in \hat{K}). $$

For any $f \in \mathcal{H}_\rho$ and $\pi \in \hat{K}$, this implies in particular that $(Zf)(\pi) = 0$ if and only if $[f,f](\pi) = 0$. Moreover, the Cauchy-Schwarz type inequality (4.7) shows that $\langle f,f \rangle(\pi) = 0$ if and only if $\text{rank}[f,f](\pi) = 0$ for all $g \in \mathcal{H}_\rho$.

Now (i) follows from Proposition 2.5.

For (ii), apply Proposition 2.5 to see that $ZP_\pi f)(\pi) = (Zf)(\pi)$. Finally, (iii) follows from (2.3). Theorem 2.7 and the fact that

$$ \text{rank}[f,f](\pi) = \text{rank}((Zf)(\pi)^* (Zf)(\pi)) = \text{rank}((Zf)(\pi)) \quad (\pi \in \hat{K}). $$

---

4For representations of discrete groups, this idea was made more precise using the language of Hilbert modules and a slightly different notion of bracket in [3].
In many cases, statement (iii) above can be used to test whether a particular vector in \( H_\rho \) is cyclic for \( \rho \).

**Proposition 4.9.** Suppose that \( \text{mult}(\pi, \rho) < \infty \) for each \( \pi \in \hat{K} \). Then \( f \in H_\rho \) is a cyclic vector for \( \rho \) if and only if
\[
\text{rank}[f, f](\pi) = \text{mult}(\pi, \rho) \quad \text{for every} \quad \pi \in \hat{K}.
\]
Moreover, when \( \dim H_\rho < \infty \), \( f \) is a cyclic vector if and only if
\[
\sum_{\pi \in \hat{K}} d_\pi \cdot \text{rank}[f, f](\pi) = \dim H_\rho.
\]

We can now prove our main result.

**Proof of Theorem 3.3.** By Lemma 4.4, we may assume that \( f \) is a function of positive type in \( L^2(K) \), and that \( \rho \) is given by left translation. We are going to apply Theorem 3.3 with \( G = K \) and \( \mathcal{A} = \{ f \} \). As explained in Remark 1.2, the Zak transform reduces to the Fourier transform in this case. In particular, Theorem 2.7 gives \( \langle f \rangle = S(\mathcal{A}) = V_J \), where
\[
J(\pi) = \text{ran} \hat{f}(\pi) \quad (\pi \in \hat{K}).
\]

It remains to show that our condition (ii) is equivalent to condition (ii) in Theorem 3.3. For fixed \( \pi \in \hat{K} \), we have \( \hat{f}(\pi) \geq 0 \), since \( f \) is a function of positive type. Choose an orthonormal basis \( e_1^\pi, \ldots, e_{d_\pi}^\pi \) for \( H_\pi \) consisting of eigenvectors for \( \hat{f}(\pi) \), with corresponding eigenvalues \( \lambda_1^\pi \geq \ldots \geq \lambda_{d_\pi}^\pi \geq 0 \). If \( r_\pi = \text{rank} \hat{f}(\pi) \), then the nonzero eigenvalues of \( [f, f](\pi) = \hat{f}(\pi)^2 \) are precisely \( (\lambda_1^\pi)^2, \ldots, (\lambda_{r_\pi}^\pi)^2 \). Now \( \{\hat{f}(\pi)e_i^\pi\}_{i=1}^{d_\pi} = \{\lambda_i^\pi e_i^\pi\}_{i=1}^{r_\pi} \) is a discrete frame for \( J(\pi) = \text{span}\{e_1^\pi, \ldots, e_{r_\pi}^\pi\} \) with bounds \( A, B \) if and only if \( A \leq (\lambda_1^\pi)^2, \ldots, (\lambda_{r_\pi}^\pi)^2 \leq B \). \( \square \)

**Example 4.10.** When \( \rho \) is irreducible, it is well known that any nonzero \( f \in H_\rho \) generates a continuous tight frame with bound \( \|f\|^2 / (\dim H_\rho) \). We can recover this fact as follows. First, Proposition 4.9(iii) shows that
\[
\text{rank}[f, f](\pi) = \begin{cases} 1, & \text{if} \ \pi = \overline{\pi} \\ 0, & \text{if} \ \pi \neq \overline{\pi} \end{cases} \quad (\pi \in \hat{K}).
\]

In particular, the operators \( [f, f](\pi), \ \pi \in \hat{K}, \) have only one nonzero eigenvalue between them. Call that eigenvalue \( \lambda \). By Theorem 4.4, \( \{\rho(\xi)f\}_{\xi \in K} \) is a continuous tight frame with bound \( \lambda \). Now use Proposition 4.7(i) to compute \( \|f\|^2 = \lambda \cdot (\dim H_\rho) \).

**Example 4.11.** Let \( D_3 = \langle a, b : a^3 = b^2 = 1, bab^{-1} = a^{-1} \rangle \) be the dihedral group of order six. It has three irreducible representations: the trivial representation \( \pi_1 \), the one-dimensional representation \( \pi_2 \) given by \( \pi_2(a) = 1 \) and \( \pi_2(b) = -1 \), and the two-dimensional representation \( \pi_3 \) given by
\[
\pi_3(a) = \begin{pmatrix} \omega & 0 \\ 0 & \omega^{-1} \end{pmatrix} \quad \text{and} \quad \pi_3(b) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

Consider the four-dimensional representation \( \rho \) given by
\[
\rho(a) = \frac{1}{4} \begin{pmatrix} 1 & i\sqrt{3} & -3 & i\sqrt{3} \\ i\sqrt{3} & 1 & i\sqrt{3} & -3 \\ -3 & i\sqrt{3} & 1 & i\sqrt{3} \\ -3 & i\sqrt{3} & 1 & 1 \end{pmatrix} \quad \text{and} \quad \rho(b) = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & -1 \\ 1 & -1 & -1 & -1 \\ -1 & -1 & 1 & 1 \\ -1 & 1 & 1 & -1 \end{pmatrix}.
\]

Let \( f = (3, 1, -1, 1) \). One can compute \( [f, f](\pi_1) = 4, \ [f, f](\pi_2) = 4, \) and
\[
[f, f](\pi_3) = \begin{pmatrix} 0 & 0 \\ 0 & 2 \end{pmatrix}.
\]

By the dimension count in Proposition 4.9, \( \langle f \rangle = H_\rho = \mathbb{C}^4 \). Applying Theorem 4.3, we see that the orbit of \( f \) forms a continuous frame for \( \mathbb{C}^4 \) with optimal bounds 2 and 4. When viewed as a discrete frame, the optimal bounds are 12 and 24. (See Remark 1.2)

As this example demonstrates, bracket analysis can result in significant dimension reduction for the study of group frames. Suppose, for instance, that we want to know the optimal frame bounds for \( \{\rho(\xi)f\}_{\xi \in K} \). A naive approach to this problem would be to compute the Gramian operator for the sequence \( \{\rho(x)f\}_{x \in K} \)
and find the range of its nonzero eigenvalues. In this example, that would mean computing the eigenvalues of a $6 \times 6$ matrix, which could be intractably difficult. Using bracket analysis, on the other hand, the largest matrix we had to analyze was $2 \times 2$.

5. Applications of bracket analysis

We now explore several applications of the bracket analysis developed in Section 4.

5.1. Block diagonalization of the Gramian. As we have just seen, the orbit $\{\rho(\xi)f\}_{\xi \in K}$ of a vector $f \in \mathcal{H}_\rho$ forms a frame only under special circumstances. However, compactness of $K$ implies that it is always a Bessel mapping. Indeed, the Cauchy-Schwarz inequality produces

$$\int_K |\langle g, \rho(\xi)f \rangle|^2 \ d\xi \leq \int_K \|g\|^2 \cdot \|\rho(\xi)f\|^2 \ d\xi = \|f\|^2 \cdot \|g\|^2 \quad (g \in \mathcal{H}).$$

In particular, the Gramian $G: L^2(K) \to L^2(K)$ and the frame operator $S: \mathcal{H}_\rho \to \mathcal{H}_\rho$ are well-defined for any choice of $f \in \mathcal{H}_\rho$, whether or not $\{\rho(\xi)f\}_{\xi \in K}$ is a frame.

A direct computation shows the Gramian is given by

$$G(\phi) = \phi * V_f f \quad (\phi \in L^2(K)),$$

and the frame operator satisfies

$$V_h S g = V_f g * V_h f \quad (g, h \in \langle f \rangle).$$

Thus, $S$ is defined uniquely by the relation

$$\{Sg, h\}(\pi) = \langle f, h \rangle(\pi) \cdot \|g\|^2 \quad (g, h \in \langle f \rangle; \pi \in \hat{K}).$$

The Gramian and the frame operator are intimately connected through the linear isometry $T_f: \langle f \rangle \to L^2(K)$ from Lemma 4.1. Indeed, given any $g \in \langle f \rangle$, we compute

$$(T_f S g)^\ast(\pi) = (\langle f, f \rangle(\pi)^{1/2}) \cdot [Sg, f](\pi) = (\langle f, f \rangle(\pi)^{1/2}) \cdot [g, f](\pi) \quad (\pi \in \hat{K}).$$

Therefore,

$$(5.3) \quad T_f S = G T_f.$$

In fact, when $\{\rho(\xi)f\}_{\xi \in K}$ is a frame for $\langle f \rangle$, $T_f$ is the analysis operator for the canonical tight frame. To see this, first observe that the range of $T_f$ is $\{T_f f\}$, the left ideal generated by $T_f f$. Let $R$ be the operator on $\text{ran} T_f$ given by

$$R(\phi) = \phi * (T_f f) \quad (\phi \in \text{ran} T_f).$$

For any $g \in \langle f \rangle$, we have

$$\langle g, \rho(\xi)f \rangle = \langle T_f g, L_\xi(T_f f) \rangle = |\langle T_f g, (T_f f) \rangle(\xi)| = |\langle T_f g, (T_f f) \rangle(\xi)| = |\langle RT_f g, (T_f f) \rangle(\xi)| \quad (\xi \in K).$$

In other words, the analysis operator $T: \langle f \rangle \to L^2(K)$ for the frame $\{\rho(\xi)f\}_{\xi \in K}$ is given by

$$T = RT_f.$$

Moreover, the computation above shows that $V_f f = (T_f f) * (T_f f)$, so

$$R^2 T_f = G T_f = T_f S.$$

The operator $R$ is positive semidefinite; for any $\phi \in \text{ran} T_f$, we have

$$\langle \phi, R(\phi) \rangle = \langle \phi, \phi * (T_f f) \rangle = \langle \phi^* * \phi, T_f f \rangle = \int_K (\phi^* * \phi)(\xi) \cdot (T_f f)(\xi) \ d\xi \geq 0,$$

since $T_f f$ is a function of positive type. Since $T_f$ is a linear isometry, it follows from (5.4) that $T_f S^{1/2} = R T_f = T$. Equivalently, $T_f = T S^{-1/2}$, as desired.

One is often interested in the spectrum $\sigma(G)$ of the Gramian, since the optimal frame bounds are precisely the infimum and supremum of $\sigma(G) \setminus \{0\}$. For a general positive semidefinite operator, finding the spectrum means diagonalization, which may be extremely difficult. For group frames, however, the realization of $G$ as a convolution operator in (5.1) can take us a long way in this direction, as in the proposition below.
It remains to prove that (i), (ii), and (iv) are equivalent.

K bounded away from zero, with the optimal frame bounds equal to the infimum and supremum of

The equivalence of (iii) and (iv) is obvious from [25, Theorem 1.10] and the formula

\[
\text{mult}(\pi, \rho) = 0 \quad \text{for all but finitely many } \pi \in \hat{K}.
\]

The result of Greenleaf and Moskowitz mentioned above says, in part, that every subrepresentation of the regular representation of \( \hat{K} \) on \( L^2(K) \) admits a cyclic vector. Theorem 5.2 shows that this result can not be improved using the language of frames. In particular, the regular representation admits a \( K \)-frame if and only if \( K \) is finite.

**Theorem 5.2.** The following are equivalent.

(i) \( \rho \) admits a \( K \)-frame.

(ii) \( \rho \) admits a Parseval \( K \)-frame.

(iii) \( \rho \) is cyclic, and \( \dim H_\rho < \infty \).

(iv) For all \( \pi \in \hat{K} \), \( \text{mult}(\pi, \rho) \leq d_\pi \). Moreover, \( \text{mult}(\pi, \rho) = 0 \) for all but finitely many \( \pi \in \hat{K} \).

Theorem 5.2 leads to an alternative proof of Theorem 4.3. Briefly: the spectrum of \( \mathcal{G} \) is the union of the eigenvalues for \( M_{f,f}(\pi) \) as \( \pi \) runs through \( \hat{K} \), and the eigenvalues for \( M_{f,f}(\pi) \) are the same as those for \([f,f](\pi)\). Now use the fact that a Bessel mapping is a frame if and only if the nonzero elements of \( \sigma(\mathcal{G}) \) are bounded away from zero, with the optimal frame bounds equal to the infimum and supremum of \( \sigma(\mathcal{G}) \setminus \{0\} \), respectively.

**5.2. Classification of \( K \)-frames.** Continuous frames of the form \( \{\rho(\xi)f\}_{\xi \in K} \) are sometimes called \( K \)-frames. We will say that \( \rho \) admits a \( K \)-frame if \( H_\rho \) has a continuous frame of this form. In that case, the orbit of \( f \) spans \( H_\rho \), so in particular \( \rho \) is cyclic. Greenleaf and Moskowitz [25, Theorem 1.10] have reduced the property of being cyclic to a count of multiplicities of irreducible representations. Explicitly, they have shown that \( \rho \) is cyclic if and only if \( \text{mult}(\pi, \rho) \leq d_\pi \) for each \( \pi \in \hat{K} \). The following theorem refines this result for \( K \)-frames.

**Theorem 5.2.** The following are equivalent.

(i) \( \rho \) admits a \( K \)-frame.

(ii) \( \rho \) admits a Parseval \( K \)-frame.

(iii) \( \rho \) is cyclic, and \( \dim H_\rho < \infty \).

(iv) For all \( \pi \in \hat{K} \), \( \text{mult}(\pi, \rho) \leq d_\pi \). Moreover, \( \text{mult}(\pi, \rho) = 0 \) for all but finitely many \( \pi \in \hat{K} \).

The equivalence of (iii) and (iv) is obvious from [25, Theorem 1.10] and the formula

\[
\dim H_\rho = \sum_{\pi \in \hat{K}} d_\pi \cdot \text{mult}(\pi, \rho).
\]

It remains to prove that (i), (ii), and (iv) are equivalent.

(i) \( \implies \) (iv). Let \( f \in H_\rho \) be such that \( \{\rho(\xi)f\}_{\xi \in K} \) is a continuous frame for \( H_\rho \), with lower frame bound \( A > 0 \). Since \( \rho \) is cyclic, [25, Theorem 1.10] shows that \( \text{mult}(\pi, \rho) \leq d_\pi \) for all \( \pi \in \hat{K} \). By Proposition 4.7(i), Theorem 4.3, and Proposition 4.8(iii),

\[
\|f\|^2 = \sum_{\pi \in \hat{K}} d_\pi \text{tr}([f,f](\pi)) \geq \sum_{\pi \in \hat{K}} d_\pi A \cdot \text{rank}([f,f](\pi)) = A \sum_{\pi \in \hat{K}} d_\pi \text{mult}(\pi, \rho).
\]

Consequently, \( \text{mult}(\pi, \rho) = 0 \) for all except finitely many \( \pi \in \hat{K} \).

(iv) \( \implies \) (ii). We are going to embed \( H_\rho \) as a translation-invariant subspace of \( L^2(K) \). Recalling that the Zak transform for the pair \( (K,K) \) is the usual Fourier transform on \( L^2(K) \) (see Remark 1.2), we can then use the results of Section 2 to analyze \( H_\rho \).
For each \( \pi \in \hat{K} \), choose a subspace \( J(\pi) \subseteq \mathcal{H}_\pi \) of dimension equal to \( \text{mult}(\pi, \rho) \). Let

\[
V_J = \{ f \in L^2(K) : \text{ran} \hat{f}(\pi) \subseteq J(\pi) \text{ for each } \pi \in \hat{K} \}
\]

be the translation invariant subspace of \( L^2(K) \) corresponding to the range function \( J \). Since representations of \( K \) are determined up to unitary equivalence by multiplicities of irreducible representations, we may assume by \ref{23} that \( \mathcal{H}_\rho = V_J \), and that \( \rho \) is given by left translation. For each \( \pi \in \hat{K} \), let \( P_\pi \in B(\mathcal{H}_\pi) \) be orthogonal projection onto \( J(\pi) \). Then

\[
\sum_{\pi \in \hat{K}} d_\pi \|P_\pi\|_{\mathcal{HS}}^2 = \sum_{\pi \in \hat{K}} d_\pi \dim J(\pi) = \sum_{\pi \in \hat{K}} d_\pi \text{mult}(\pi, \rho) < \infty,
\]

so there is a function \( f \in L^2(K) \) with \( \hat{f}(\pi) = P_\pi \) for all \( \pi \in \hat{K} \), by Plancherel’s Theorem. Moreover, \( \langle f \rangle = V_J = \mathcal{H}_\rho \) by Theorem \ref{27}. Finally, Lemma \ref{3.4} shows that

\[
\langle f, f \rangle(\pi) = \hat{f}(\pi)^* \hat{f}(\pi) = P_\pi \quad (\pi \in \hat{K}),
\]

so \( \{\rho(\xi)f\}_{\xi \in K} \) is a continuous Parseval frame for \( \mathcal{H}_\rho \), by Theorem \ref{4.6}.

Theorem 5.3. Up to unitary equivalence, \( K \)-frames are indexed by functions of positive type in \( \mathcal{E}(K) \). If \( f \) is such a function, the associated frame is \( \{L_\xi f\}_{\xi \in K} \). The same correspondence sets up a bijection between equivalence classes of Parseval \( K \)-frames and projections in \( L^2(K) \).

In the special case where \( K \) is finite, some aspects of this theorem appear implicitly in Vale and Waldron \cite{15}. See also Han \cite{27}. For Parseval \( K \)-frames, the fact that the generating function \( f \) is a projection implies that \( V_J f = f * f^* = f \). By \ref{71}, the Gramian of the associated frame is the convolution operator \( g \mapsto g * f \), which is orthogonal projection onto \( \langle f \rangle \). In this sense, the theorem above may be compared with a result of Han and Larson \cite{25} Corollary 2.7, which says that the correspondence between a frame and its Gramian induces a bijection between equivalence classes of Parseval frames indexed by a set \( I \), and orthogonal projections on \( l^2(I) \). For continuous frames, a similar result appears in \cite{23} Proposition 2.1. Lots of orthogonal projections on \( L^2(K) \) correspond to continuous Parseval frames over \( K \). The projections that correspond to \( K \)-frames are precisely those given by convolution.

Proof. We use the term cyclic structure for a pair \( (\rho, f) \) consisting of a cyclic representation \( \rho \) and a cyclic vector \( f \in \mathcal{H}_\rho \). Call two cyclic structures \( (\rho, f) \) and \( (\rho', f') \) equivalent if there is a unitary equivalence between \( \rho \) and \( \rho' \) that maps \( f \) to \( f' \). This agrees with the notion of equivalence of \( K \)-frames. Given \( f \in L^2(K) \), we will denote \( \rho_f \) for the subrepresentation of the regular representation on

\[
\langle f \rangle = \{g \in L^2(K) : \text{ran} \hat{g}(\pi) \subseteq \text{ran} \hat{f}(\pi) \text{ for all } \pi \in \hat{K} \}.
\]

Lemma \ref{4.4} shows that

\[
\{(\rho_f, f) : f \in L^2(K) \text{ is a function of positive type}\}
\]

is a complete and irredundant set of cyclic structures, up to equivalence. For a fixed function \( f \in L^2(K) \) of positive type, it only remains to show

\[
\text{(5.5)} \quad \{L_\xi f\}_{\xi \in K} \text{ is a frame for } \langle f \rangle \iff \hat{f}(\pi) = 0 \text{ for all but finitely many } \pi \in \hat{K}
\]

and

\[
\text{(5.6)} \quad \{L_\xi f\}_{\xi \in K} \text{ is a Parseval frame for } \langle f \rangle \iff \hat{f}(\pi) \text{ is an orthogonal projection for all } \pi \in \hat{K}.
\]
The forward implication of \([5.5]\) follows from Theorem \([5.2]\) since
\[
\mult(\pi, \rho_f) = \text{rank} \hat{f}(\pi) \quad (\pi \in \hat{K}),
\]
by \([2.24]\). For the reverse implication, suppose that \(\hat{f}(\pi) = 0\) for all but finitely many \(\pi \in \hat{K}\). Then the operators \([f, f](\pi) = \hat{f}(\pi)^2, \pi \in \hat{K}\), have only finitely many nonzero eigenvalues between them, so \(\{L_\xi f\}_{\xi \in \hat{K}}\) is a continuous frame, by Theorem \([1.3]\).

To prove \([5.6]\), recall that \(\hat{f}(\pi) \geq 0\) for all \(\pi \in \hat{K}\), so the eigenvalues of \([f, f](\pi) = \hat{f}(\pi)^2\) are precisely the squares of the eigenvalues of \(\hat{f}(\pi)\). By Theorem \([1.3]\) \(\{L_\xi f\}_{\xi \in \hat{K}}\) is a continuous Parseval frame for \((f)\) if and only if 0 and 1 are the only eigenvalues of \(\hat{f}(\pi)\), \(\pi \in \hat{K}\). Since the operators \(\hat{f}(\pi)\) are self-adjoint, that happens if and only if each \(\hat{f}(\pi)\) is an orthogonal projection. \(\square\)

**Remark 5.4.** A function \(f \in L^2(K)\) is a projection if and only if \(\hat{f}(\pi)\) is an orthogonal projection for each \(\pi \in \hat{K}\). If we let \(J(\pi) = \text{ran} \hat{f}(\pi) \subseteq H_\pi\), we see that Parseval \(K\)-frames can also be classified by range functions in \(\{H_\pi\}_{\pi \in \hat{K}}\) with the property that \(J(\pi) = 0\) for all but finitely many \(\pi \in \hat{K}\).

Given a projection \(f \in L^2(K)\), \(\{L_\xi f\}_{\xi \in \hat{K}}\) is a frame only for its closed linear span in \(L^2(K)\), not necessarily for the whole space. This is troublesome in practice, where one usually wants coordinates for a frame in its “native domain”. The corollary below gives such coordinates for every Parseval \(K\)-frame. When a matrix space \(M_{m, n}(\mathbb{C})\) is treated as a Hilbert space below, its inner product is gotten from the natural identification with \(\mathbb{C}^{mn}\).

**Corollary 5.5.** For each \(\pi \in \hat{K}\), choose an integer \(r_\pi \in \{0, \ldots, d_\pi\}\), in such a way that only finitely many \(r_\pi \neq 0\). Choose an orthonormal basis for \(H_\pi\), and let \(\pi_{i,j} \in C(K)\) be the corresponding matrix elements. Given \(\xi \in \hat{K}\), define \(M_\xi(\pi) \in M_{r_\pi, d_\pi}(\mathbb{C})\) by
\[
M_\xi(\pi) = (\sqrt{d_\pi} \pi_{i,j}(\xi))_{1 \leq i \leq r_\pi, 1 \leq j \leq d_\pi}.
\]
Then \(\{M_\xi\}_{\xi \in \hat{K}}\) is a continuous Parseval frame for \(\bigoplus_{\pi \in \hat{K}} M_{r_\pi, d_\pi}(\mathbb{C})\), and it is a \(K\)-frame when indexed \(\{M_{\xi^{-1}}\}_{\xi \in \hat{K}}\). Up to unitary equivalence, every Parseval \(K\)-frame is produced in this way.

**Proof.** First we will show that \(\{M_{\xi^{-1}}\}_{\xi \in \hat{K}}\) is a Parseval \(K\)-frame. For each \(\pi \in \hat{K}\), let \(e_1^\pi, \ldots, e_{d_\pi}^\pi\) be the orthonormal basis for \(H_\pi\) used in the construction of \(\{M_\xi\}_{\xi \in \hat{K}}\). Let \(P_\pi \in B(H_\pi)\) be orthogonal projection onto \(\text{span}\{e_1^\pi, \ldots, e_{d_\pi}^\pi\}\). By Plancherel’s Theorem, there is a projection \(f \in L^2(K)\) with \(\hat{f}(\pi) = P_\pi\) for each \(\pi \in \hat{K}\). We are going to map
\[
(f) = \{g \in L^2(K) : \text{ran} \hat{g}(\pi) \subseteq \text{ran} P_\pi \text{ for each } \pi \in \hat{K}\}
\]
unitarily onto \(\bigoplus_{\pi \in \hat{K}} M_{r_\pi, d_\pi}(\mathbb{C})\) in a way that sends the Parseval \(K\)-frame \(\{L_\xi f\}_{\xi \in \hat{K}}\) to \(\{M_{\xi^{-1}}\}_{\xi \in \hat{K}}\).

For each \(\pi \in \hat{K}\), assign \(B(H_\pi)\) the inner product \(\langle A, B \rangle = d_\pi \langle A, B \rangle_{H_\pi}\), as in Plancherel’s Theorem. There is a unitary \(U_\pi : B(H_\pi) \to M_{d_\pi}(\mathbb{C})\) that replaces each operator with \(\sqrt{d_\pi}\) times its matrix over the chosen basis. Let
\[
U : L^2(K) \to \bigoplus_{\pi \in \hat{K}} M_{d_\pi}(\mathbb{C})
\]
be the unitary that follows the Fourier transform \(F : L^2(K) \to \bigoplus_{\pi \in \hat{K}} B(H_\pi)\) by an application of \(U_\pi\) in every coordinate \(\pi \in \hat{K}\). Given \(\xi \in \hat{K}\), the translation identity \([1.1]\) shows that
\[
(L_\xi f)^*(\pi) = P_\pi \pi(\xi^{-1}) \quad (\pi \in \hat{K}),
\]
so the \(\pi\)-th coordinate of \(U(L_\xi f)\) is the \(d_\pi \times d_\pi\) matrix with \(M_{\xi^{-1}}(\pi)\) in the top \(r_\pi\) rows and zeros in the bottom \(d_\pi - r_\pi\) rows. Moreover,
\[
U(f) = \{(A_\pi)_{\pi \in \hat{K}} : \text{for each } \pi \in \hat{K}, A_\pi \text{ has zeros in the bottom } d_\pi - r_\pi \text{ rows}\}.
\]
Following \(U\) with the natural identification
\[
U(f) \cong \bigoplus_{\pi \in \hat{K}} M_{r_\pi, d_\pi}(\mathbb{C})
\]
with
gives the desired unitary of \(f\) onto \(\bigoplus_{\pi \in \mathcal{K}} M_{r_{\pi}d_{\pi}}(\mathbb{C})\).

To see that every Parseval \(K\)-frame is produced in this way, reverse the procedure above for an arbitrary projection \(f \in L^2(K)\). For each \(\pi \in \hat{K}\), let \(P_{\pi} = \hat{f}(\pi)\), let \(r_{\pi} = \text{rank} P_{\pi}\), and choose an orthonormal basis \(e_1^\pi, \ldots, e_{r_{\pi}}^\pi\) for \(H_{\pi}\) in such a way that \(\text{ran} P_{\pi} = \text{span}\{e_1^\pi, \ldots, e_{r_{\pi}}^\pi\}\). The Parseval \(K\)-frame \(\{M_{\xi^{-1}}\}_{\xi \in K}\) produced with these parameters is unitarily equivalent to \(\{L_{\xi}f\}_{\xi \in K}\) through the isometries constructed above.

In the special case where \(K\) is finite and abelian, the frames described in Corollary 5.3 are precisely the "harmonic" frames made by deleting rows from a discrete Fourier transform (DFT) matrix. (See [44] for another proof that harmonic frames come from group actions.) While each finite abelian group can be used to make only finitely many Parseval frames in this way, a nonabelian group can make uncountably many inequivalent Parseval frames, since there are uncountably many projections in \(L^2(K)\). (For finite groups, this was observed in [14].) Moreover, it is often possible to make real frames using nonabelian groups, as in the next example.

**Example 5.6.** Let \(K = D_3\). Use notation as in Example 4.11. If we choose each \(r_{\pi}\) to be as large as possible in Corollary 5.3 we obtain the following tight frame:

\[
\begin{pmatrix}
(1) & (1) & (1) & (1) & (1) & (1) \\
(1) & (1) & (1) & (-1) & (-1) & (-1)
\end{pmatrix}
\begin{pmatrix}
(\sqrt{2} & 0) & (\omega \sqrt{2} & 0) & (\omega^2 \sqrt{2} & 0) & (0 & \sqrt{2} & 0) & (0 & \omega \sqrt{2} & 0) & (0 & \omega^2 \sqrt{2} & 0)
\end{pmatrix}
\]

We can get another tight frame by deleting some of the rows:

\[
\begin{pmatrix}
(1) & (1) & (1) & (-1) & (-1) & (-1)
\end{pmatrix}
\begin{pmatrix}
(\sqrt{2} & 0) & (\omega \sqrt{2} & 0) & (\omega^2 \sqrt{2} & 0) & (0 & \sqrt{2} & 0) & (0 & \omega \sqrt{2} & 0) & (0 & \omega^2 \sqrt{2} & 0)
\end{pmatrix}
\]

This corresponds to choosing \(r_1 = 0\) and \(r_2 = r_3 = 1\). Collapsing the interior matrices gives a tight frame for \(\mathbb{C}^3:\)

\[
\begin{pmatrix}
1 & 1 & 1 & -1 & -1 & -1 \\
\omega \sqrt{2} & \omega^2 \sqrt{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{2} & \omega \sqrt{2} & \omega^2 \sqrt{2}
\end{pmatrix}
\]

The frame bound is \(\text{card}(D_3) = 6\); see Remark 3.2.

Representing the two-dimensional representation over a different basis gives a completely different frame. If we use

\[
\pi_3(a) = \frac{1}{2} \begin{pmatrix} -1 & -\sqrt{3} \\ -\sqrt{3} & -1 \end{pmatrix} \quad \text{and} \quad \pi_3(b) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

and choose rows exactly as above, we obtain the tight frame

\[
\begin{pmatrix}
1 & 1 & 1 & -1 & -1 & -1 \\
\sqrt{2} & -1/\sqrt{2} & -1/\sqrt{2} & \sqrt{2} & -1/\sqrt{2} & -1/\sqrt{2} \\
0 & -\sqrt{3/2} & \sqrt{3/2} & 0 & \sqrt{3/2} & -\sqrt{3/2}
\end{pmatrix}
\]

This time we used real representations, so we got a tight frame for \(\mathbb{R}^3\).

### 5.3. Disjointness properties

Let \(H\) and \(K\) be separable Hilbert spaces carrying frames \(\Phi = \{f_i\}_{i \in I}\) and \(\Psi = \{g_i\}_{i \in I}\), respectively. We say that \(\Phi\) and \(\Psi\) are disjoint if \(\{(f_i, g_i)\}_{i \in I}\) is a frame for \(H \oplus K\). Disjoint frames were introduced independently by Balan [5] and by Han and Larson [28]. For a detailed study of disjoint continuous frames, see [23]. The corollary below says that \(K\)-frames from distinct isotypical components of \(\rho\) are always disjoint, and that every \(K\)-frame can be decomposed into disjoint frames in this way. This will be generalized for group frames with multiple generators in Corollary 6.10. Recall that \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\) denotes the isotypical component for \(\pi \in \hat{K}\), and that \(P_{\pi} \in B(\mathcal{H}_{\rho})\) is orthogonal projection of \(\mathcal{H}_{\rho}\) onto \(\mathcal{M}_{\pi}\).

**Corollary 5.7.** Fix a vector \(f \in \mathcal{H}_{\rho}\) and constants \(A\) and \(B\) with \(0 < A \leq B < \infty\). The following are equivalent.

1. \(f \in \mathcal{M}_{\pi}\) for some \(\pi \in \hat{K}\) and \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\).
2. \(f \in \mathcal{M}_{\pi}\) for some \(\pi \in \hat{K}\) and \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\).
3. \(f \in \mathcal{M}_{\pi}\) for some \(\pi \in \hat{K}\) and \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\).
4. \(f \in \mathcal{M}_{\pi}\) for some \(\pi \in \hat{K}\) and \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\).
5. \(f \in \mathcal{M}_{\pi}\) for some \(\pi \in \hat{K}\) and \(\mathcal{M}_{\pi} \subseteq \mathcal{H}_{\rho}\).
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(i) \( \{\rho(\xi)f\}_{\xi \in K} \) is a continuous frame for \( \mathcal{H}_\rho \) with bounds \( A,B \).

(ii) For each \( \pi \in \hat{K} \), \( \{\rho(\xi)\pi f\}_{\xi \in K} \) is a continuous frame for \( \mathcal{M}_\pi \) with bounds \( A,B \).

**Proof.** For each \( \pi \in \hat{K} \) and each \( \pi \in \mathcal{H}_\rho \), Proposition 4.8 shows that

\[
[P_\pi f, P_\pi g](\sigma) = [P_\pi f, g](\sigma) = \begin{cases} [f, g](\pi), & \text{if } \sigma = \pi \\ 0, & \text{if } \sigma \neq \pi. \end{cases}
\]

Taking \( g = f \) above, we see that \( f \) satisfies condition (ii) of Theorem 4.3 if and only if each \( P_\pi f \) does the same. It remains to show that \( \langle f \rangle = \mathcal{H}_\rho \) if and only if \( \langle P_\pi f \rangle = \mathcal{M}_\pi \) for each \( \pi \in \hat{K} \).

If \( \langle f \rangle \neq \mathcal{H}_\rho \), then we can find a nonzero vector \( g \in \mathcal{H}_\rho \) with \( [f, g] = 0 \), by Proposition 4.5(vi). Fix \( \pi \in K \) for which \( P_\pi g \neq 0 \). Then (5.7) shows that \( [P_\pi f, P_\pi g] = 0 \), so that \( P_\pi g \perp \langle P_\pi f \rangle \). Thus, \( \langle P_\pi f \rangle \neq \mathcal{M}_\pi \).

Conversely, if there is some \( \pi \in \hat{K} \) for which \( \langle P_\pi f \rangle \neq \mathcal{M}_\pi \), then there is a nonzero vector \( g \in \mathcal{M}_\pi \) with \( 0 = [P_\pi f, g] = [f, P_\pi g] = [f, g] \). Hence, \( g \perp \langle f \rangle \), and \( \langle f \rangle \neq \mathcal{H}_\rho \). \( \square \)

Recall that \( \rho \) is multiplicity free when all of its isotypical components are irreducible. Equivalently, this means that \( \text{mult}(\pi, \rho) \in \{0,1\} \) for all \( \pi \in \hat{K} \). Corollary 5.7 leads to an extension of Example 4.10 for multiplicity free representations.

**Corollary 5.8.** Suppose \( \rho \) is multiplicity free. Let \( E = \{\pi \in \hat{K} : \text{mult}(\pi, \rho) \neq 0\} \). For a nonzero vector \( f \in \mathcal{H}_\rho \), the following are equivalent.

(i) \( \{\rho(\xi)f\}_{\xi \in K} \) is a tight frame for \( \mathcal{H}_\rho \).

(ii) For any \( \pi, \sigma \in E \), \( \|P_\pi f\|^2 / d_\pi = \|P_\sigma f\|^2 / d_\sigma \).

When this happens, the optimal frame bound is the common value of \( \|P_\pi f\|^2 / d_\pi \) for \( \pi \in E \).

In the special case where \( K \) is finite, the equivalence of (i) and (ii) above can be deduced from [44] Theorem 6.18.

We mention just one of a myriad applications for Corollary 5.7. An action of a group \( G \) on a set \( X \) is called 2-transitive when the following holds: for every two pairs \((x, y), (w, z) \in X \times X \) with \( x \neq y \) and \( w \neq z \), there is a single group element \( g \in G \) with \( g \cdot x = w \) and \( g \cdot y = z \).

**Corollary 5.9.** Let \( G \) be a finite group acting on a finite set \( X \) with an action that is 2-transitive. Fix a nonzero vector \( f = (f_x)_{x \in X} \in \ell^2(X) \). Then \( \{(f_g x)_{x \in X} : g \in G\} \) is a tight frame for \( \ell^2(X) \) if and only if

\[
\left( \sum_{x \in X} |f_x|^2 \right)^{1/2} = \sum_{x \in X} |f_x|^2.
\]

**Proof.** The statement is trivial when \( X \) is a singleton, so we may assume that \( X \) has more than one point. Let \( \rho \) be the unitary representation of \( G \) on \( \ell^2(X) \) associated with the action of \( G \). Namely, for \( g \in G \) and \( \psi = (\psi_x)_{x \in X} \in \ell^2(X) \), we define \( \rho(g) \psi = (\psi_{g^{-1} x})_{x \in X} \). By [39] Corollary 29.10, \( \rho \) is multiplicity free with two isotypical components,

\[
\mathcal{M}_1 = \{(\psi_x)_{x \in X} \in \ell^2(X) : \psi_x = \psi_y \text{ for all } x, y \in X \}
\]

and

\[
\mathcal{M}_2 = \left\{(\psi_x)_{x \in X} \in \ell^2(X) : \sum_{x \in X} \psi_x = 0 \right\}.
\]

Let \( P_j \) be orthogonal projection of \( \ell^2(X) \) onto \( \mathcal{M}_j \), for \( j = 1,2 \). If we denote

\[
\mathcal{T} = \frac{1}{|X|} \sum_{x \in X} f_x,
\]

then \( P_1 f = (\mathcal{T})_{x \in X} \), and \( P_2 f = (f_x - \mathcal{T})_{x \in X} \). In particular,

\[
\|P_1 f\|^2 = \frac{1}{|X|} \sum_{x \in X} |f_x|^2.
\]
By Corollary 5.8, the orbit of $f$ under $\rho$ is a tight frame for $\ell^2(X)$ if and only if $\|P_1 f\|^2 = \|P_2 f\|^2 / (|X| - 1)$, if and only if $|X| \cdot \|P_1 f\|^2 = \|P_2 f\|^2 + \|P_1 f\|^2 = \|f\|^2$, if and only if
\[
\left| \sum_{x \in X} f_x \right|^2 = \sum_{x \in X} |f_x|^2.
\]

The proof indicates a simple and universal method for constructing the generating vector $f$. Let $\varphi \in \ell^2(X)$ be the all-ones vector. Fix any nonzero vector $\psi \in \ell^2(X)$ with $\sum_{x \in X} \psi_x = 0$, and scale it so that $\|\psi\|^2 = |X|^2 - |X|$. Then $f = \varphi + \psi$ generates a tight frame for $\ell^2(X)$, by Corollary 5.8. Up to scaling, every vector satisfying (5.8) is produced in this way.

**Example 5.10.** The action of the symmetric group $S_n$ on the set with $n$ elements is 2-transitive. Thus, Corollary 5.8 and the comment above explain how to make a unit norm tight frame of $n!$ vectors in $\mathbb{C}^n$ just by permuting the entries of a single vector.

6. **Group frames with multiple generators**

The last two sections focused on frames generated by a single vector $f \in \mathcal{H}_\rho$. We now consider frames with multiple generators. For a countable family $\mathcal{A} = \{f_j\}_{j \in I} \subseteq \mathcal{H}_\rho$, this means that we will determine precise (and simple) conditions under which the orbit $\{\rho(\xi)f_j\}_{j \in I, \xi \in K}$ forms a continuous frame for $\mathcal{H}_\rho$. In the course of doing so, we will classify the invariant subspaces of $\mathcal{H}_\rho$ in terms of range functions.

Despite significant interest in the problem, very little has been done in the area of group frames with multiple generators. The most fruitful area has been frames generated by translations, mostly with abelian groups [9, 10, 12, 13, 34, 39] but in at least one case with nonabelian [17]. In the setting of discrete nonabelian groups, Hernández and his collaborators [8] have recently developed an abstract machinery to handle frames with multiple generators for a special class of unitary representations. For finite groups and tight frames, Vale and Waldron [46] recently broke through the single generator barrier, with a neat condition in terms of norms and orthogonality of the generating vectors. These few papers provide the state of the art.

Our main result is a duality theorem unifying the work of Vale and Waldron with classical duality of frames and Riesz sequences, simultaneously extending their results to non-tight frames and actions by compact groups. Here we pull ahead of the abelian setting. As far as the author knows, there is nothing of this kind in the literature for LCA groups. Once again, we hope that by illuminating the situation for nonabelian compact groups, we can set a path for further research on representations of general locally compact groups.

Our notation and assumptions are as follows. Let $K$ and $\rho$ be as in the previous sections. Since $K$ is compact, it is always possible to decompose $\mathcal{H}_\rho$ as a direct sum of irreducible invariant subspaces. Our main assumption is that this has already been done. For $\pi \in \hat{K}$, we let $m_\pi = \text{mult}(\pi, \rho)$. We write $\pi^\oplus m_\pi$ for the direct sum of $m_\pi$ copies of $\pi$, which acts on $\mathcal{H}_\pi^\oplus m_\pi$. Without loss of generality, we may assume that
\[
\rho = \bigoplus_{\pi \in K} \pi^\oplus m_\pi,
\]
and that
\[
\mathcal{H}_\rho = \bigoplus_{\pi \in \hat{K}} \mathcal{H}_\pi^\oplus m_\pi.
\]
We warn that some of the multiplicities $m_\pi$ may be infinite, but since $\mathcal{H}_\rho$ is separable, they must all be countable.

Fix the following notation. Let $\mathcal{A} = \{f_j\}_{j \in I} \subseteq \mathcal{H}_\rho$ be a countable family of vectors. We write $f_j = (f_{j,\pi})_{\pi \in K} \in \mathcal{H}_\rho$, with $f_{j,\pi} = (f_{\pi,i,j})_{i=1}^{m_\pi} \in \mathcal{H}_\pi^\oplus m_\pi$. We also denote
\[
E(\mathcal{A}) = \{\rho(\xi)f_j\}_{j \in I, \xi \in K}
\]
for the orbit of $\mathcal{A}$ under $\rho$. Formally, $E(\mathcal{A})$ should be interpreted as a set with multiplicities, or more accurately, as a mapping $I \times K \to \mathcal{H}_\rho$. Finally, we let
\[
S(\mathcal{A}) = \text{span}\{\rho(\xi)f_j : j \in I, \xi \in K\}
\]
be the invariant subspace generated by $\mathcal{A}$.
Our notation is meant to suggest that \( \mathcal{A} \) is a kind of matrix. For each \( \pi \in \hat{K} \), we define
\[
\mathcal{A}(\pi) = (f^\pi_{i,j})_{1 \leq i \leq m_\pi, j \in I},
\]
which is a (possibly infinite) matrix with entries in \( H_\pi \). The number of rows equals \( m_\pi \), and the number of columns equals \( \text{card}(\mathcal{A}) \). For instance, if \( \mathcal{A} \) were finite with \( I = \{1, \ldots, N\} \), we would have
\[
\mathcal{A}(\pi) = \begin{pmatrix}
| & | & \cdots & |
| f_1^\pi & f_2^\pi & \cdots & f_N^\pi
| & | & \cdots & |
\end{pmatrix}.
\]
If we now imagine the matrices \( \mathcal{A}(\pi) \) stacked vertically, then the \( j \)-th column of the resulting “matrix” precisely describes the direct sum decomposition of \( f_j \in \mathcal{A} \).

We remind the reader that a Riesz sequence in a Hilbert space \( H \) is a sequence of vectors \( \{f_i\}_{i \in J} \subseteq H \) for which there are constants \( 0 < A \leq B < \infty \) such that, whenever \( (c_i) \in \ell^2(J) \) has finite support,
\[
A \sum_{i \in J} |c_i|^2 \leq \left\| \sum_{i \in J} c_i f_i \right\|^2 \leq B \sum_{i \in J} |c_i|^2.
\]
Once this inequality holds for those \( (c_i) \in \ell^2(J) \) with finite support, it automatically holds for arbitrary \( (c_i) \in \ell^2(J) \). Our main result, below, says that the frame properties of the orbit of the “columns” of \( \mathcal{A} \) can be read from the Riesz properties of the rows.

**Theorem 6.1.** The following are equivalent for constants \( A \) and \( B \) with \( 0 < A \leq B < \infty \).

(i) The orbit \( E(\mathcal{A}) = \{\rho(\xi)f_j\}_{j \in I, \xi \in K} \) is a continuous frame for \( H_\rho \) with bounds \( A, B \).

(ii) For every \( \pi \in \hat{K} \), the rows of \( \mathcal{A}(\pi) \) belong to \( H_\pi^{\oplus 1} \), where they form a Riesz sequence with bounds \( d_\pi A, d_\pi B \).

This will actually be a corollary of a more general theorem. Theorem 6.6 (infra) gives conditions for \( E(\mathcal{A}) \) to form a continuous frame for a general invariant subspace of \( H_\rho \).

**Example 6.2.** Here are four special cases of Theorem 6.1.

1. When \( K \) is the trivial group and \( \rho \) is the trivial action of \( K \) on \( \mathbb{C} \), we recover the usual duality theorem for frames and Riesz sequences, which says that the columns of a matrix \( M \in M_{m,n}(\mathbb{C}) \) form a frame for \( \mathbb{C}^n \) if and only if the rows of \( M \) form a Riesz sequence in \( \mathbb{C}^m \). Moreover, the bounds of the frame and the Riesz sequence are the same.

2. When \( \mathcal{A} \) has a single vector \( f \) and \( \rho \) is irreducible, there is only one matrix \( \mathcal{A}(\pi) \) to consider, namely \( \mathcal{A}(\rho) = \{f\} \). Obviously its rows form a Riesz sequence with upper and lower bounds both equal to \( \|f\|^2 \), so the orbit \( \{\rho(\xi)f\}_{\xi \in K} \) is a tight frame for \( H_\rho \) with bound \( \|f\|^2/\text{dim} H_\rho \). This is the conclusion of Example 4.10.

3. More generally, when \( \rho \) is multiplicity free, we can easily recover Corollary 5.8.

4. Taking \( A = B \) in Theorem 6.1, we see that \( E(\mathcal{A}) \) is a tight frame for \( H_\rho \) with bound \( A \) if and only if the rows of each matrix \( \mathcal{A}(\pi) \) form an orthogonal sequence of vectors in \( H_\pi^{\oplus 1} \), with each vector’s norm equal to \( \sqrt{d_\pi A} \). That is,
\[
\sum_{j \in J} \langle f^\pi_{i_1,j}, f^\pi_{i_2,j} \rangle = \delta_{i_1,i_2} \cdot d_\pi A.
\]
In the case where \( K \) and \( \mathcal{A} \) are both finite, this is a result of Vale and Waldron [46, Theorem 2.8].

**Remark 6.3.** Neither the group \( K \) nor the representation \( \rho \) play a prominent role in condition (ii) of Theorem 6.1 except to provide conditions on the direct sum decomposition \( H_\rho = \bigoplus_{\pi \in \hat{K}} H_\pi^{\oplus m_\pi} \). Suppose, then, that \( G \) is another compact group acting on \( H_\rho \) with a representation \( \eta \) that admits the same decomposition of \( H_\rho \) as a direct sum of irreducible invariant subspaces. Then the orbit of \( \mathcal{A} \) under the action of \( \rho \) is a frame for \( H_\rho \) if and only if the orbit under the action of \( \eta \) is, too. Moreover, the frame bounds are the same in both cases.

While this may seem surprising at first, it is really an extension of a well-known phenomenon. After all, any nonzero vector \( f \in H_\rho \) generates a tight frame when \( \rho \) acts irreducibly, and this mild condition (\( f \neq 0 \))
has nothing to do with $K$ or the particular irreducible representation $\rho$. As we have seen, this is a special case of Theorem 6.1.

6.1. Classification of invariant subspaces. From a technical perspective, we can always find an encompassing group $G \supseteq K$ for which $\mathcal{H}_\rho$ embeds into $L^2(G)$ as a $K$-invariant subspace, with $\rho$ turning into left translation. (See Theorem 1.6.) In this sense, Theorem 3.3 on frames generated by translations already gives a complete characterization of group frames with multiple generators. In practice, however, it may be tedious to unravel this characterization through the embedding $\mathcal{H}_\rho \to L^2(G)$. Instead of following that route, we will now try to recreate the program of Sections 1–3 from scratch. Namely, we will give a range function characterization of the invariant subspaces of $\mathcal{H}_\rho$, and then we will use that characterization to deduce Theorem 6.1.

To begin our program, we need a substitute for the Zak transform. Fix $\pi \in \hat{K}$, and associate each sequence $\Phi = (\phi_i)_{i=1}^{m_\pi} \in \mathcal{H}_\pi^{\oplus m_\pi}$ with its analysis operator $T_\pi \Phi : \mathcal{H}_\pi \to \ell^2_{m_\pi}$, which is given by

$$[T_\pi \Phi](\psi) = \langle (\psi, \phi_i) \rangle_{i=1}^{m_\pi} \quad (\psi \in \mathcal{H}_\pi).$$

Then $T_\pi : \mathcal{H}_\pi^{\oplus m_\pi} \to \mathcal{H}S(\mathcal{H}_\pi, \ell^2_{m_\pi})$ is a conjugate-linear unitary. To see this, consider the composition of isomorphisms

$$\mathcal{H}_\pi^{\oplus m_\pi} \cong \mathcal{H}_\pi \otimes \ell^2_{m_\pi} \cong \mathcal{H}S(\mathcal{H}_\pi, \ell^2_{m_\pi}),$$

the last of which is conjugate linear (see [22 Section 7.3]). Letting $\pi$ run through $\hat{K}$, we obtain a conjugate-linear unitary

$$T : \mathcal{H}_\rho \to \bigoplus_{\pi \in \hat{K}} \mathcal{H}S(\mathcal{H}_\pi, \ell^2_{m_\pi})$$

given by

$$T(g_\pi)_{\pi \in \hat{K}} = (T_\pi g_\pi)_{\pi \in \hat{K}} \quad ((g_\pi)_{\pi \in \hat{K}} \in \bigoplus_{\pi \in \hat{K}} \mathcal{H}_\pi^{\oplus m_\pi} = \mathcal{H}_\rho).$$

If we write $g_\pi = (g_\pi^j)_{j=1}^{m_\pi} \in \mathcal{H}_\pi^{\oplus m_\pi}$, then the simple formula $\langle \phi, \pi(\xi)g_\pi^j \rangle = \langle \pi(\xi^{-1})\phi, g_\pi^j \rangle$ gives the key identity

$$(T_\rho(\xi)g)(\pi) = (Tg)(\pi) \cdot \pi(\xi^{-1}) \quad (g \in \mathcal{H}_\rho, \xi \in K, \pi \in \hat{K}).$$

This will serve as our substitute for the Zak transform’s translation property (1.8).

A careful reading of Section 2 shows that we used only two properties of the Zak transform: the translation property (1.8), and the fact that $Z$ is unitary. In the current setting, we can therefore leverage the intertwining property (6.1) to classify invariant subspaces of $\mathcal{H}_\rho$ in terms of range functions. Let $J$ be a range function in $\{\ell^2_{m_\pi}\}_{\pi \in \hat{K}}$, and let

$$V_J = \{(g_\pi)_{\pi \in \hat{K}} \in \mathcal{H}_\rho : \text{for each } \pi \in \hat{K}, \text{ ran } T_\pi g_\pi \subseteq J(\pi)\}.$$ 

Equivalently,

$$TV_J = \bigoplus_{\pi \in \hat{K}} \mathcal{H}S(\mathcal{H}_\pi, J(\pi)).$$

By (6.1), $V_J$ is an invariant subspace of $\mathcal{H}_\rho$. In fact, a trivial modification of the proof of Theorem 2.22 shows that every invariant subspace of $\mathcal{H}_\rho$ takes this form. Explicitly, we have the following.

**Theorem 6.4.** The mapping $J \mapsto V_J$ is a bijection between range functions in $\{\ell^2_{m_\pi}\}_{\pi \in \hat{K}}$ and invariant subspaces of $\mathcal{H}_\rho$.

In further analogy with the range function analysis of Section 2, it is easy to see that the correspondence $J \mapsto V_J$ preserves direct sum decompositions. This leads to the following analogue of Theorem 2.24.

**Theorem 6.5.** Let $J$ be a range function in $\{\ell^2_{m_\pi}\}_{\pi \in \hat{K}}$. Choose an orthonormal basis $\{e_\pi^i\}_{i \in I_\pi}$ for each $J(\pi)$, $\pi \in \hat{K}$. For each $\pi \in \hat{K}$ and $i \in I_\pi$, let $V_{\pi,i}$ be the space of $(g_\sigma)_{\sigma \in \hat{K}} \in \mathcal{H}_\rho$ such that $g_\sigma = 0$ for $\sigma \neq \pi$, and such that $g_\pi = (g_\pi^j)_{j=1}^{m_\pi}$ satisfies $\langle (\phi, g_\pi^j) \rangle_{j=1}^{m_\pi} = c_\phi e_\pi^j$ for every $\phi \in \mathcal{H}_\pi$, where $c_\phi$ is a scalar. Then $V_{\pi,i}$ is an irreducible invariant subspace of $\mathcal{H}_\rho$, and

$$V_J = \bigoplus_{\pi \in \hat{K}} \bigoplus_{i \in I_\pi} V_{\pi,i}.$$
Moreover, every decomposition of $V_J$ as a direct sum of irreducible subspaces occurs in this way.

When $J$ is the range function with $J(\pi) = l^2_{m_x}$ for every $\pi \in \hat{K}$, the theorem above describes every possible decomposition of $H_\pi$ as a direct sum of irreducibles. Remember that our operating assumption is that we can find one such decomposition. Thus, knowing one decomposition is enough to describe them all (and very simply, at that).

6.2. Duality for frames with multiple generators. Now we can prove our main theorem on group frames with multiple generators. Remember our interpretation of $A$ as a kind of matrix, with the vectors $f_j \in \mathcal{A}$ appearing as the “columns”. It turns out that the frame properties of the orbit of the “columns” of $\mathcal{A}$ can be read from a Riesz-like property on the rows.

**Theorem 6.6.** Let $J$ be a range function in $\{l^2_{m_x} \}_{\pi \in \hat{K}}$, and assume that $\mathcal{A} \subseteq V_J$. For constants $A$ and $B$ with $0 < A \leq B < \infty$, the following are equivalent.

(i) $E(\mathcal{A})$ is a continuous frame for $V_J$ with bounds $A, B$. That is,

$$A \|g\|^2 \leq \sum_{j=1}^d \int_K |\langle g, \rho(\xi) f_j \rangle|^2 d\xi \leq B \|g\|^2 \quad (g \in V_J).$$

(ii) For every $\pi \in \hat{K}$ and every sequence $(c_i)_{i=1}^{m_x} \in J(\pi) \subseteq l^2_{m_x}$,

$$d_x A \sum_{i=1}^{m_x} |c_i|^2 \leq \sum_{j=1}^d \left| \sum_{i=1}^{m_x} c_i f^*_i \right|^2 \leq d_x B \sum_{i=1}^{m_x} |c_i|^2.$$

**Proof.** Fix $g, h \in H_\rho$. We will denote $g = (g_\pi)_{\pi \in \hat{K}}$, with $g_\pi \in H^2_{m_x}$. For $\pi \in \hat{K}$, we define $D = \{\pi \in \hat{K} : \langle \pi, g \rangle \neq 0\}$. Let $T : H_\rho \rightarrow \mathcal{C}(K) \otimes H_\rho$ be an isometric $\mathcal{A}$-isometry.

For any $\xi \in K$, we can use (6.3) and the fact that $T$ is a conjugate-linear unitary to write

$$\langle g, \rho(\xi) h \rangle = \langle T(\rho(\xi) h), g \rangle = \sum_{\pi \in \hat{K}} \langle (T_\pi h_\pi) \rho(\xi^{-1}), T_\pi g_\pi \rangle_{\mathcal{H}_S} = \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_x} \langle (T_\pi h_\pi) \rho(\xi^{-1}) e^*_k, (T_\pi g_\pi) e_k \rangle
$$

$$= \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_x} \sum_{i=1}^{m_x} \langle \rho(\xi^{-1}) e^*_k, h^*_\pi \rangle \langle g_\pi, e^*_k \rangle = \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_x} \sum_{i=1}^{m_x} \langle e^*_i, h^*_\pi \rangle \langle \rho(\xi^{-1}) e^*_k, e_k \rangle \langle g_\pi, e^*_k \rangle
$$

$$= \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_x} \sum_{i=1}^{m_x} \sum_{l=1}^{d_x} \langle e^*_i, h^*_\pi \rangle \langle g_\pi, e^*_k \rangle |\langle \pi, f_{k,l} \rangle|^2.$$

By using the inequalities $|\langle e^*_i, h^*_\pi \rangle|^2 \leq \|h^*_\pi\|^2$, $|\langle g_\pi, e^*_k \rangle|^2 \leq \|g^*_\pi\|^2$, and $|\langle \pi, f_{k,l} \rangle| \leq 1$, one can easily show that

$$\sum_{i=1}^{m_x} |\langle e^*_i, h^*_\pi \rangle \langle g_\pi, e^*_k \rangle | \pi, f_{k,l} (\xi) \rangle | \leq \|h^*_\pi\| \|g_\pi\| < \infty \quad (\pi \in \hat{K}; k, l = 1, \ldots, d_x).$$

Thus, we can reorder the sum above to write

$$\langle g, \rho(\xi) h \rangle = \sum_{\pi \in \hat{K}} \sum_{k,l=1}^{d_x} \left( \frac{1}{d_x \sum_{i=1}^{m_x} |\langle e^*_i, h^*_\pi \rangle \langle g_\pi, e^*_k \rangle | \pi, f_{k,l} (\xi) \rangle} \right) \sqrt{d_x \pi, f_{k,l} (\xi) \rangle}.$$

We want to apply the Peter-Weyl Theorem to conclude that

$$\int_K |\langle g, \rho(\xi) h \rangle|^2 d\xi = \sum_{\pi \in \hat{K}} \sum_{k,l=1}^{d_x} \left( \frac{1}{d_x \sum_{i=1}^{m_x} |\langle e^*_i, h^*_\pi \rangle \langle g_\pi, e^*_k \rangle | \pi, f_{k,l} (\xi) \rangle} \right)^2.$$
To justify (6.2), it suffices to prove the sum on the right is finite. To see this is the case, first observe that
\[
\sum_{i=1}^{m_{x}} \langle e_{i}^{\pi}, h_{i}^{\pi} \rangle \langle g_{i}^{\pi}, e_{k}^{\pi} \rangle = \langle (T_{x} h_{x}) e_{i}^{\pi}, (T_{x} g_{x}) e_{k}^{\pi} \rangle \quad (k, l = 1, \ldots, d_{x}).
\]

Denoting \(\|\cdot\|_{op}\) for the operator norm, we have
\[
\frac{1}{d_{x}} \sum_{k=1}^{d_{x}} \sum_{l=1}^{d_{x}} \langle (T_{x} h_{x}) e_{i}^{\pi}, (T_{x} g_{x}) e_{k}^{\pi} \rangle \langle (T_{x} g_{x})^{*} (T_{x} h_{x}) e_{l}^{\pi} \rangle \langle (T_{x} g_{x})^{*} (T_{x} h_{x}) e_{k}^{\pi} \rangle \|_{op}^{2} \leq \|T_{x} g_{x}\|^{2}_{op} \|T_{x} h_{x}\|^{2}_{op}.
\]

Since \(\|\cdot\|^{2} = \sum_{\pi \in K} \|T_{x} g_{x}\|^{2}_{H_{\pi}}\), there is some \(M > 0\) such that \(\|T_{x} g_{x}\|^{2}_{H_{\pi}} \leq M\) for all \(\pi \in \hat{K}\). Hence,
\[
\sum_{\pi \in \hat{K}} \frac{1}{d_{x}} \sum_{k=1}^{d_{x}} \sum_{l=1}^{d_{x}} \|m_{x} \sum_{i=1}^{m_{x}} \langle e_{i}^{\pi}, h_{i}^{\pi} \rangle \langle g_{i}^{\pi}, e_{k}^{\pi} \rangle \|^{2} \leq \sum_{\pi \in \hat{K}} \|T_{x} g_{x}\|^{2}_{H_{\pi}} \|T_{x} h_{x}\|^{2}_{H_{\pi}} \leq M \|h\|^{2} < \infty.
\]

This proves (6.2).

We continue by refining the expression on the right side of (6.2) even further. For \(\pi \in \hat{K}\) and \(k \in \{1, \ldots, d_{x}\}\), we claim that
\[
\sum_{i=1}^{d_{x}} \sum_{j=1}^{d_{x}} \langle e_{i}^{\pi}, h_{i}^{\pi} \rangle \langle g_{i}^{\pi}, e_{k}^{\pi} \rangle = \|m_{x} \sum_{i=1}^{m_{x}} \langle e_{i}^{\pi}, e_{k}^{\pi} \rangle h_{i}^{\pi} \|^{2}.
\]

Indeed, we can write
\[
\sum_{i=1}^{d_{x}} \sum_{j=1}^{d_{x}} \langle e_{i}^{\pi}, h_{i}^{\pi} \rangle \langle g_{i}^{\pi}, e_{k}^{\pi} \rangle = \sum_{i=1}^{d_{x}} \sum_{j=1}^{d_{x}} \langle e_{i}^{\pi}, h_{i}^{\pi} \rangle \langle g_{i}^{\pi}, e_{k}^{\pi} \rangle \langle h_{j}^{\pi}, e_{l}^{\pi} \rangle \langle e_{l}^{\pi}, g_{j}^{\pi} \rangle = \sum_{i=1}^{d_{x}} \sum_{j=1}^{d_{x}} \langle e_{i}^{\pi}, e_{k}^{\pi} \rangle \langle e_{k}^{\pi}, g_{j}^{\pi} \rangle \langle h_{j}^{\pi}, h_{i}^{\pi} \rangle = \sum_{i=1}^{d_{x}} \sum_{j=1}^{d_{x}} \langle e_{i}^{\pi}, g_{j}^{\pi} \rangle \langle e_{k}^{\pi}, h_{i}^{\pi} \rangle.
\]

Since \(\|\langle e_{i}^{\pi}, g_{j}^{\pi} \rangle\|^{2} \leq \|g_{j}^{\pi}\|^{2}\), one can show that \(\sum_{i=1}^{m_{x}} \|\langle e_{i}^{\pi}, g_{j}^{\pi} \rangle h_{i}^{\pi}\| \leq \|g_{j}^{\pi}\| \|h_{i}^{\pi}\| < \infty\). Hence the sum converges in \(H_{\pi}\). That means we can move the sums inside the inner product above. This gives (6.3).

Combining (6.2) with (6.3), and letting \(h\) run through \(\mathcal{A}\), we obtain the critical identity
\[
\sum_{j=1}^{d_{x}} \int_{K} \langle (g, \rho(\xi) f_{j}) \rangle^{2} d\xi = \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_{x}} \sum_{j=1}^{d_{x}} \|m_{x} \sum_{i=1}^{m_{x}} \langle e_{i}^{\pi}, g_{i}^{\pi} \rangle f_{i,j} \|^{2} \quad (g \in H_{\rho}).
\]

Meanwhile,
\[
\|g\|^{2} = \sum_{\pi \in \hat{K}} \sum_{k=1}^{d_{x}} \sum_{i=1}^{m_{x}} \|\langle e_{i}^{\pi}, g_{i}^{\pi} \rangle\|^{2} \quad (g \in H_{\rho}).
\]

The rest of the proof comes easily. If \(g \in V_{j}\), then \(\langle e_{i}^{\pi}, g_{i}^{\pi} \rangle \in \text{ran} T_{x} g_{x} \subseteq J(\pi)\) for every \(\pi \in \hat{K}\) and every \(k \in \{1, \ldots, d_{x}\}\). Thus, (ii) implies (i).

Now assume (i) holds. Fix \(\pi \in \hat{K}\), and let \((e_{i})_{i=1}^{m_{x}} \in J(\pi)\) be arbitrary. Define \(g \in H_{\rho}\) by
\[
g_{i}^{\pi} = \begin{cases} e_{i}^{\pi}, & \text{if } \sigma = \pi \\ 0, & \text{if } \sigma \neq \pi \end{cases} \quad (\sigma \in \hat{K}, 1 \leq i \leq m_{x}).
\]
Then 
\[\|g\|^2 = \sum_{i=1}^{m} |c_i|^2,\]
while \((6.4)\) gives
\[\sum_{j \in I} \int_K |\langle g, \rho(\xi)f_j \rangle|^2 d\xi = \frac{1}{d_\pi} \sum_{j \in I} \left\| \sum_{i=1}^{m} c_i f_{i,j}^\pi \right\|^2 .\]

Since \(\text{ran}(Tg)(\sigma) \subseteq J(\sigma)\) for each \(\sigma \in \hat{K}\), \((i)\) applies to tell us that
\[A \sum_{i=1}^{m} |c_i|^2 \leq \frac{1}{d_\pi} \sum_{j \in I} \left\| \sum_{i=1}^{m} c_i f_{i,j}^\pi \right\|^2 \leq B \sum_{i=1}^{m} |c_i|^2 .\]

This is \((ii)\).

**Corollary 6.7.** If \(E(\mathcal{A})\) is a continuous frame for \(S(\mathcal{A})\), then every row of \(\mathcal{A}(\pi)\) belongs to \(\mathcal{H}^\oplus_{\pi} I\), for every \(\pi \in \hat{K}\).

**Proof.** Fix \(\pi \in \hat{K}\). Let \(i_0 \in \{1, \ldots, m_\pi\}\) when \(m_\pi < \infty\) and \(i_0 \in \mathbb{N}\) when \(m_\pi = \infty\). Denote \(\delta_{i_0} \in l^2_{m_\pi}\) for the vector with a 1 in the \(i_0\)-th coordinate and 0 in all others, and let \(J\) be the range function given by
\[J(\sigma) = \begin{cases} \text{span}\{\delta_{i_0}\}, & \text{if } \sigma = \pi \\ \{0\}, & \text{if } \sigma \neq \pi. \end{cases} \]

Then \(J_j\) is the \(i_0\)-th summand of \(\mathcal{H}^\oplus_{\pi} I \subseteq \mathcal{H}_\pi\). Let \(P : S(\mathcal{A}) \to V_j\) be the restriction to \(S(\mathcal{A})\) of the orthogonal projection \(\mathcal{H}_\rho \to V_j\). Since \(V_j\) is an invariant subspace of \(\mathcal{H}_\rho\), \(P\) commutes with \(\rho(\xi)\) for every \(\xi \in K\), and the range of \(P\) is an invariant subspace of \(V_j\).

Since \(V_j\) is irreducible, one of two things must happen: either the range of \(P\) is zero, or it is all of \(V_j\). In the former case, we have \(f_{i_0,j} = 0\) for all \(j \in I\), so that the \(i_0\)-th row of \(\mathcal{A}(\pi)\) equals 0 in \(\mathcal{H}^\oplus_{\pi} I\). In the latter case, \(\{P\rho(\xi)f_j\}_{j \in I, \xi \in K} = \{\rho(\xi)f_j\}_{j \in I, \xi \in K}\) is a continuous frame for \(V_j\). Say the upper bound is \(B > 0\). Applying Theorem \((6.6)\) with \(\delta_{i_0}\) in place of \((c_i)_{i=1}^{m}\), we find that
\[\sum_{j \in I} \left\| f_{i_0,j}^\pi \right\|^2 \leq B d_\pi < \infty .\]

Thus, \((f_{i_0,j})_{j \in I} \in \mathcal{H}^\oplus_{\pi} I\).

The work above assumes that \(\mathcal{A}\) is countable and that our continuous frames \(\{\rho(\xi)f_j\}_{j \in I, \xi \in K}\) are taken over the measure space \(I \times K\), where \(I\) is equipped with counting measure. We have imposed this assumption only for the sake of clarity. Our arguments work just as well (with obvious modifications) if we replace \(I\) with a \(\sigma\)-finite measure space \((X, \mu)\), and allow \(\mathcal{A} = \{f_j\}_{j \in X}\) to be a possibly uncountable family of vectors. We have to assume, however, that the mapping \(x \to f_x\) is weakly measurable from \(X\) to \(\mathcal{H}_\rho\). We also have to replace the direct sum \(\mathcal{H}_\rho^\oplus I\) with the direct integral \(\int_X \mathcal{H}_\rho^\oplus H_\pi\). (See \([22, \S 7.4]\) for a definition.) A standard measurability argument, which we omit, proves the mapping \(X \times K \to \mathcal{H}_\rho\) given by \((x, \xi) \to \rho(\xi)f_x\) is weakly measurable. We denote \(E(\mathcal{A})\) for this mapping. As in the countable case, we write \(f_x = (f_x^\pi)_{\pi \in \hat{K}}\) with \(f_x^\pi = (f_{i,x}^\pi)_{i=1}^{m_\pi} \in \mathcal{H}_\pi^\oplus I\) and \(f_{i,x}^\pi \in \mathcal{H}_\pi\). Strictly speaking,
\[\mathcal{A}(\pi) := (f_{i,x}^\pi)_{1 \leq i \leq m_\pi, x \in X}\]
is no longer a matrix, but a sequence of mappings \(X \to \mathcal{H}_\rho\), each given by \(x \to f_{i,x}^\pi\) for some \(i\). For the sake of analogy, we will still call these mappings rows of \(\mathcal{A}(\pi)\). Then we have the following results.

**Theorem 6.8.** Let \(J\) be a range function in \(\{l^2_{m_\pi}\}_{\pi \in \hat{K}}\); and assume that \(\mathcal{A} \subseteq V_j\). For constants \(A\) and \(B\) with \(0 < A \leq B < \infty\), the following are equivalent.

(i) \(E(\mathcal{A})\) is a continuous frame for \(V_j\) with bounds \(A, B\). That is,
\[A \|g\|^2 \leq \int_X \int_K |\langle g, \rho(\xi)f_x \rangle|^2 d\xi dx \leq B \|g\|^2 \quad (g \in V_j) .\]
(ii) For every \( \pi \in \hat{K} \) and every sequence \( (c_i)^{m_\pi}_{i=1} \in J(\pi) \subseteq \ell^2_{m_\pi} \),
\[
d_\pi A \sum_{i=1}^{m_\pi} |c_i|^2 \leq \int_X \left( \sum_{i=1}^{m_\pi} |c_i f_{i,x}^\pi|^2 \right) dx \leq d_\pi B \sum_{i=1}^{m_\pi} |c_i|^2.
\]

**Corollary 6.9.** The following are equivalent for constants \( A \) and \( B \) with \( 0 < A \leq B < \infty \).

(i) \( E(\mathcal{A}) \) is a continuous frame for \( \mathcal{H}_\rho \) with bounds \( A, B \).

(ii) For every \( \pi \in \hat{K} \), the “rows” of \( \mathcal{A}(\pi) \) belong to \( \bigoplus_{\pi} \mathcal{H}_\pi \), where they form a Riesz sequence with bounds \( d_\pi A, d_\pi B \).

We end with an application. Remember that \( M_\pi \subseteq \mathcal{H}_\rho \) denotes the isotypical component of \( \pi \in \hat{K} \) in \( \rho \). In terms of our decomposition of \( \mathcal{H}_\rho \), \( M_\pi \) is the summand \( \mathcal{H}^{\pi}_{m_\pi} \subseteq \mathcal{H}_\rho \). We write \( P_\pi \) for orthogonal projection of \( \mathcal{H}_\rho \) onto \( M_\pi \). The result below generalizes Corollary 5.7 for frames with multiple generators. It is a trivial consequence of Corollary 6.9.

**Corollary 6.10.** Let \( \mathcal{A} \) be as described in the paragraph above Theorem 6.8. The following are equivalent for constants \( A \) and \( B \) with \( 0 < A \leq B < \infty \).

(i) \( E(\mathcal{A}) \) is a continuous frame for \( \mathcal{H}_\rho \) with bounds \( A, B \).

(ii) For each \( \pi \in \hat{K} \), the mapping \( X \times K \to M_\pi \) given by \( (x, \xi) \mapsto \rho(\xi) P_\pi f_x \) is a continuous frame for \( M_\pi \) with bounds \( A, B \).
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