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Abstract

In this work, we try to build a theory for random double tensor integrals (DTI). We begin with the definition of DTI and discuss how randomness structure is built upon DTI. Then, the tail bound of the unitarily invariant norm for the random DTI is established and this bound can help us to derive tail bounds of the unitarily invariant norm for various types of two tensors means, e.g., arithmetic mean, geometric mean, harmonic mean, and general mean. By associating DTI with perturbation formula, i.e., a formula to relate the tensor-valued function difference with respect the difference of the function input tensors, the tail bounds of the unitarily invariant norm for the Lipschitz estimate of tensor-valued function with random tensors as arguments are derived for vanilla case and quasi-commutator case, respectively. We also establish the continuity property for random DTI in the sense of convergence in the random tensor mean, and we apply this continuity property to obtain the tail bound of the unitarily invariant norm for the derivative of the tensor-valued function.
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1 Introduction

In recent years, tensors have been applied to different applications in science and engineering [1][2]. However, most of these applications assume that systems modelled by tensors are deterministic and such assumption is not always true and practical in problems involving tensor formulations. In recent years, more research results have pioneered some theories about random tensors [3][5]. One important question in random tensors is about concentration behavior of random tensors. In [6], we extend Laplace transform method and Lieb’s concavity theorem from matrices to tensors, and apply these tools to generalize the classical bounds associated with the names Chernoff, Bennett, and Bernstein from the scalar to the tensor setting. In [7], this work extends previous work by considering the tail behavior of the top $k$-largest singular values of a function of the tensors summation, instead of the largest/smallest singular value of the tensors summation directly (identity function) explored in [6]. Majorization and antisymmetric tensor product tools are main techniques utilized to establish inequalities for unitarily norms of multivariate tensors. Random tensors summation form discussed in [6][7] is linear form, i.e., each summand of random tensors with degree one. In works [8][9], we extend the Hanson-Wright inequality for the maximum eigenvalue of the quadratic form of random Hermitian tensors under Einstein product. We separate the quadratic form of random tensors into diagonal summation and coupling (non-diagonal) summation parts. For the diagonal part, we can apply Bernstein inequality to bound the tail probability of the maximum eigenvalue of the summation of independent random Hermitian tensors directly. For coupling summation part, we have to apply decoupling
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method first, i.e., decoupling inequality to bound expressions with dependent random Hermitian tensors with independent random Hermitian tensors, before applying Bernstein inequality again to bound the tail probability of the maximum eigenvalue of the coupling summation of independent random Hermitian tensors. Previous works are based on tensors with Einstein products. Since Kilmer et al. introduced the new multiplication method between two third-order tensors around 2008 and third-order tensors with such multiplication structure are also called as T-product tensors [10]. T-product tensors have been applied to many fields in science and engineering, such as low-rank tensor approximation, signal processing, image feature extraction, machine learning, computer vision, and the multi-view clustering problem, etc. The discussion about concentration behaviors based on T-product tensors can also be found in [11][12].

Inspired by operator mean theory (also called Kubo–Ando theory), we try to consider other operations besides + (arithmetic mean) among tensors [13]. The matrix mean for double operators can be expressed by Eq. (5:1:2) in [13], which has the same formation of double operator integral theory discussed in [14]. In this work, we begin to define double tensor integrals (DTI) and consider the tail bound for the unitarily invariant norm of random DTI, see Theorem 1. This bound can help us to establish tail bounds for various types of tensor means besides arithmetic mean. Since DTI can be used to express perturbation formula, i.e., an formula to relate the tensor-valued function difference with respect the difference of the function input tensors, we establish Lipschitz estimate for random tensors by the tail bound format, see Theorem 2. We also generalize Lipschitz estimate for random tensors with another quasi-commutator tensor, D by providing the tail bound for the unitarily invariant norm of $D \ast N f(A) - f(B) \ast N D$ in Theorem 3, where $A, B$ are random Hermitian tensors. We also establish a continuity for random DTI in the sense of convergence in the random tensor mean. This continuity property helps us to obtain the tail bounds for the unitarily invariant norm of the derivative of the tensor-valued function under vanilla case and quasi-commutator case.

We define double tensor integrals (DTI) and randomness of DTI in Section 2. The tail bound for the unitarily invariant norm of random DTI and its applications to obtain various tail bounds for different types of double tensors means like arithmetic mean, geometric mean, harmonic mean, and general mean, are discussed in Section 3. In Section 4 we establish Lipschitz estimates for random tensors by the tail bound format for vanilla case and quasi-commutator case. We will establish continuity of random DTI based on the convergence in tensor mean of random Hermitian tensors in Section 5. The application of DTI theory to acquire the tail bound for the unitarily invariant norm of the derivative of the tensor-valued function is presented by Section 6. Finally, the conclusions are given in Section 7.

## 2 Random Double Tensor Integrals

The purpose of this section is to define random double tensor integrals (DTI). We begin with the definition of DTI in Section 2.1. In Section 2.2, we will present what are randomness objects at DTI discussed at this work.

Without loss of generality, one can partition the dimensions of a tensor into two groups, say $M$ and $N$ dimensions, separately. Thus, for two order-$(M+N)$ tensors: $X \overset{\text{def}}{=} (x_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ and $Y \overset{\text{def}}{=} (y_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$, according to [15], the tensor addition $X + Y \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ is given by

$$
(X + Y)_{i_1, \ldots, i_M, j_1, \ldots, j_N} \overset{\text{def}}{=} x_{i_1, \ldots, i_M, j_1, \ldots, j_N} + y_{i_1, \ldots, i_M, j_1, \ldots, j_N}.
$$

(1)

On the other hand, for tensors $X \overset{\text{def}}{=} (x_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ and $Y \overset{\text{def}}{=} (y_{j_1, \ldots, j_N, k_1, \ldots, k_L}) \in \mathbb{C}^{J_1 \times \cdots \times J_N \times K_1 \times \cdots \times K_L}$, according to [15], the Einstein product (or simply referred to as tensor product in
this work) $X \ast_N Y \in \mathbb{C}^{I_1 \times \cdots \times I_M \times K_1 \times \cdots \times K_L}$ is given by

$$(X \ast_N Y)_{i_1, \ldots, i_M, k_1, \ldots, k_L} \overset{\text{def}}{=} \sum_{j_1, \ldots, j_N} x_{i_1, \ldots, i_M, j_1, \ldots, j_N} y_{j_1, \ldots, j_N, k_1, \ldots, k_L}. \quad (2)$$

One can find more preliminary facts about tensors based on Einstein product in \[6, 15\]. In the remaining of this paper, we will represent the scalar value $I_1 \times \cdots \times I_N$ by $\mathbb{I}_N$.

### 2.1 Double Tensor Integrals

From Theorem 3.2 in \[16\], every Hermitian tensor $H \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ has the following decomposition

$$H = \sum_{i=1}^{I_N} \lambda_i U_i \ast_1 U_i^H \quad \text{with} \quad \langle U_i, U_i \rangle = 1 \quad \text{and} \quad \langle U_i, U_j \rangle = 0 \quad \text{for} \quad i \neq j,$$

$$\overset{\text{def}}{=} \sum_{i=1}^{I_N} \lambda_i P U_i \quad (3)$$

where $U_i \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1}$, and the tensor $P U_i$ is defined as $U_i \ast_1 U_i^H$. The values $\lambda_i$ are named as eigenvales. A Hermitian tensor with the decomposition shown by Eq. (3) is named as eigen-decomposition. A Hermitian tensor $H$ is a positive definite (or positive semi-definite) tensor if all its eigenvalues are positive (or nonnegative).

Let $A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ be Hermitian tensors with the following eigen-decompositions:

$$A = \sum_{i=1}^{I_N} \lambda_i U_i \ast_1 U_i^H \overset{\text{def}}{=} \sum_{i=1}^{I_N} \lambda_i P U_i, \quad (4)$$

and

$$B = \sum_{j=1}^{I_N} \mu_j V_j \ast_1 V_j^H \overset{\text{def}}{=} \sum_{j=1}^{I_N} \mu_j P V_j. \quad (5)$$

We define double tensor integrals (DTI) with respect to tensors $A, B$ and the function $\psi : \mathbb{R}^2 \to \mathbb{R}$, denoted as $T_{A,B,\psi}(X)$, which can be expressed as

$$T_{A,B,\psi}(X) = \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} \psi(\lambda_i, \mu_j) P U_i \ast_N X \ast_N P V_j. \quad (6)$$

**Lemma 1** Let $\psi, \phi : \mathbb{R}^2 \to \mathbb{R}$ be two functions, we have following relationships about $T_{A,B,\psi}(X)$: Given $\psi$ is a constant function to one, we have

$$T_{A,B,1} = I. \quad (7)$$

We also have:

$$T_{A,B,\psi \phi}(X) = T_{A,B,\psi}(X) \circ T_{A,B,\phi}(X), \quad (8)$$
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where $\circ$ is the entrywise product (Hadamard product). Finally, we have

$$T_{A,B,a\psi+b\phi}(\mathcal{X}) = aT_{A,B,\psi}(\mathcal{X}) + bT_{A,B,\phi}(\mathcal{X}),$$

(9)

where $a, b$ are two complex numbers.

Proof:

Given a tensor $\mathcal{X} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ with orthogonal unitary tensors $U_i$ and $V_j$ such that $A = \sum_{i=1}^{I_N} \lambda_i U_i \star U_i^H$ and $B = \sum_{j=1}^{I_N} \mu_j U_j \star U_j^H$, we define the scaler $x_{i,j}$ associated to $\mathcal{X}$ as

$$x_{i,j} = \langle \mathcal{X} \star N V_j, U_i \rangle.$$  

(10)

After selecting two specific indices $i'$ and $j'$, we have

$$\langle T_{A,B,\psi}(\mathcal{X}) \star N V_{j'}, U_{i'} \rangle = \psi(\lambda_{i'}, \mu_{j'}) \langle \mathcal{X} \star N V_{j'}, U_{i'} \rangle = \psi(\lambda_{i'}, \mu_{j'}) x_{i',j'}.$$  

(11)

From Eq. (11) and the Hadamard product properties, we have properties provided by Eqs. (7), (8) and (9).

$\Box$

2.2 Random DTI

According to the DTI definition provided by Eq. (6), the random DTI considered in this work is to assume that tensors $A, B$ are random Hermitian tensors and the remaining parameters $\psi$ and $\mathcal{X}$ are deterministic. Therefore, we have the randomness at the following terms in Eq. (6): $\psi(\lambda_i, \mu_j), \mathcal{P}_{U_i}$ and $\mathcal{P}_{V_j}$. If we are provided more detailed probability density functions for entries of random Hermitian tensors $A, B$, all bounds derived in this work can be improved with more dedicated expressions associated with parameters of probability density functions.

3 Tail Bound for Random Tensor Integral Norms

3.1 Unitarily Invariant Tensor Norms

Let us represent the Hermitian eigenvalues of a Hermitian tensor $\mathcal{H} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ in decreasing order by the vector $\vec{\lambda}(\mathcal{H}) = (\lambda_1(\mathcal{H}), \cdots, \lambda_{I_N^2}(\mathcal{H}))$. We use $\mathbb{R}_{\geq 0}(\mathbb{R}_{>0})$ to represent a set of nonnegative (positive) real numbers. Let $\|\cdot\|_\rho$ be a unitarily invariant tensor norm, i.e., $\|\mathcal{H} \star N \mathcal{U}\|_\rho = \|\mathcal{U} \star N \mathcal{H}\|_\rho = \|\mathcal{H}\|_\rho$, where $\mathcal{U}$ is any unitary tensor. Let $\rho : \mathbb{R}_{\geq 0}^{I_N} \to \mathbb{R}_{\geq 0}$ be the corresponding gauge function that satisfies H"older’s inequality so that

$$\|\mathcal{H}\|_\rho = \|\vec{\lambda}(\mathcal{H})\|_\rho = \rho(\vec{\lambda}(\mathcal{H})),$$

(12)

where $|\mathcal{H}| \stackrel{\text{def}}{=} \sqrt{\mathcal{H}^H \star N \mathcal{H}}$.

We will provide several popular tensor norm examples which can be treated as special cases of unitarily invariant tensor norm. The first one is Schatten $p$-norm for tensors, denoted as $\|\mathcal{X}\|_p$, is defined as:

$$\|\mathcal{X}\|_p \stackrel{\text{def}}{=} (\text{Tr} |\mathcal{X}|^p)^{\frac{1}{p}},$$

(13)

where $p \geq 1$. If $p = 1$, it is the trace norm.
The second one is $k$-trace norm, denoted as $\text{Tr}_k[\mathcal{X}]$, defined by \[ (14) \]. It is

\[
\text{Tr}_k[\mathcal{X}] \overset{\text{def}}{=} \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq r} \lambda_{i_1} \lambda_{i_2} \cdots \lambda_{i_k}
\]

where $1 \leq k \leq r$. If $k = 1$, $\text{Tr}_k[\mathcal{X}]$ is reduced as trace norm.

The third one is Ky Fan like $k$-norm \[ (18) \] for tensors. For $k \in \{1, 2, \cdots, \|I\|_1\}$, the Ky Fan $k$-norm \[ (18) \] for tensors $\mathcal{X} \in \mathbb{C}_1^{I_1} \times \cdots \times I_N^{I_N}$, denoted as $\|\mathcal{X}\|_{(k)}$, is defined as:

\[
\|\mathcal{X}\|_{(k)} \overset{\text{def}}{=} \sum_{i=1}^{k} \lambda_i(|\mathcal{X}|).
\]

(15)

If $k = 1$, the Ky Fan $k$-norm for tensors is the tensor operator norm, denoted as $\|\mathcal{X}\|$. In this work, we will apply the symbol $\|\mathcal{X}\|_{\rho}$ to represent any unitarily invariant tensor norm for the tensor $\mathcal{X}$.

In the following theorem, we will present the tail bound of unitarily invariant tensor norm for a given tensor integral $T_{A,B,\psi}(\mathcal{X})$.

**Theorem 1** Let $A, B \in \mathbb{C}_1^{I_1} \times \cdots \times I_N^{I_N} \times I_1^{I_1} \times \cdots \times I_N^{I_N}$ be independent random Hermitian tensors with

\[
A = \sum_{i=1}^{I_1} \lambda_i U_i \star_1 \]

\[
B = \sum_{j=1}^{I_N} \mu_j U_j \star_1 \]

then, for any $\theta > 0$, we have

\[
\text{Pr} \left( \|T_{A,B,\psi}(\mathcal{X})\|_{\rho} \geq \theta \right) \leq \frac{(I_1^N)^2 \|\mathcal{X}\|_{\rho}}{\theta} \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_N^N} \mathbb{E} \left( |\psi(\lambda_i, \mu_j)| \right),
\]

(16)

where $\mathbb{E}$ is the expectation.

**Proof:**

Since we have the following norm estimation for $\|T_{A,B,\psi}(\mathcal{X})\|_{\rho}$:

\[
\|T_{A,B,\psi}(\mathcal{X})\|_{\rho} = \left\| \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_N^N} \psi(\lambda_i, \mu_j) \mathcal{P}_{U_i} \star_1 \mathcal{X} \star_1 \mathcal{P}_{V_j} \right\|_{\rho}
\]

\[
\leq \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_N^N} |\psi(\lambda_i, \mu_j)| \left\| \mathcal{P}_{U_i} \star_1 \mathcal{X} \star_1 \mathcal{P}_{V_j} \right\|_{\rho}
\]

\[
= \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_N^N} |\psi(\lambda_i, \mu_j)| \|\mathcal{X}\|_{\rho},
\]

(17)

where $\leq_1$ comes from triangle inequality of the unitarily invariant norm and $=_2$ comes from the definition of the unitarily invariant norm.
Then, we have the following bound for $\Pr \left( \| T_{A,B,\psi}(X) \|_\rho \geq \theta \right)$

$$
\Pr \left( \| T_{A,B,\psi}(X) \|_\rho \geq \theta \right) \leq_1 \Pr \left( \sum_{i=1}^{\mathbb{N}_1} \sum_{j=1}^{\mathbb{N}_1} |\psi(\lambda_i, \mu_j)\| \| X \|_\rho \geq \theta \right)
$$

$$
\leq \sum_{i=1}^{\mathbb{N}_1} \sum_{j=1}^{\mathbb{N}_1} \Pr \left( |\psi(\lambda_i, \mu_j)| \geq \frac{\theta}{\| X \|_\rho (\mathbb{N}_1)^2} \right)
$$

$$
\leq 2 \frac{\| X \|_\rho (\mathbb{N}_1)^2}{\theta} \sum_{i=1}^{\mathbb{N}_1} \sum_{j=1}^{\mathbb{N}_1} \mathbb{E} \left( |\psi(\lambda_i, \mu_j)| \right),
$$

(18)

where $\leq_1$ comes from the inequality obtained by Eq. (17), and the $\leq_2$ is based on Markov inequality.

We will consider several important examples of $\phi$, which will represent different tensor means. Given two random Hermitian tensors $A = \sum_{i=1}^{\mathbb{N}_1} \lambda_i U_i \star_1 U_i^H$ and $B = \sum_{j=1}^{\mathbb{N}_1} \mu_j U_j \star_1 U_j^H$, we use $p_{\lambda_i}(\cdot)$ and $p_{\mu_j}(\cdot)$ to represent the probability density functions for eigenvalues $\lambda_i$ and $\mu_j$, respectively. From Sec. 2.2. in [16], one can apply unfolding technique to convert a random Hermitian tensor into a Hermitian matrix. If we have Assumption 3.1 in [19], we are able to obtain the $i$-th eigenvalue distribution of a positive definite Hermitian tensor, see Corollary 3.3 in [19].

**Corollary 1 (arithmetic mean)** Under conditions provided by Theorem 7 if the function $\psi$ has the following form:

$$
\psi(x, y) = \frac{x + y}{2},
$$

(19)

we have

$$
\Pr \left( \| T_{A,B,\psi}(X) \|_\rho \geq \theta \right) \leq \frac{(\mathbb{N}_1)^2 \| X \|_\rho}{\theta} \sum_{i=1}^{\mathbb{N}_1} \sum_{j=1}^{\mathbb{N}_1} \mathbb{E} \left( |\psi(\lambda_i, \mu_j)| \right),
$$

(20)

where we have

$$
\mathbb{E} \left( |\lambda_i| \right) = \int_0^\infty t \left[ p_{\lambda_i}(t) + p_{\lambda_i}(-t) \right] dt,
$$

(21)

and

$$
\mathbb{E} \left( |\mu_j| \right) = \int_0^\infty t \left[ p_{\mu_j}(t) + p_{\mu_j}(-t) \right] dt.
$$

(22)

**Proof:** The key is to evaluate $\mathbb{E} \left( |\psi(\lambda_i, \mu_j)| \right)$, we have

$$
\mathbb{E} \left( |\psi(\lambda_i, \mu_j)| \right) = \mathbb{E} \left( \left| \frac{\lambda_i + \mu_j}{2} \right| \right)
$$

$$
\leq \frac{1}{2} \mathbb{E} \left( |\lambda_i| \right) + \frac{1}{2} \mathbb{E} \left( |\mu_j| \right).
$$

(23)

This corollary is proved by the following fact for a random variable $Y = |X|:

$$
F_Y(y) = \begin{cases} 
F_X(y) - F_X(-y) & y \geq 0, \\
0 & y < 0,
\end{cases}
$$

(24)

where $F_Y$ and $F_X$ are CDFs of random variables $Y$ and $X$. 

□
Corollary 2 (geometric mean) Under conditions provided by Theorem 1 with the assumption that $A$ and $B$ are random positive definite tensors, if the function $\psi$ has the following form:

$$\psi(x, y) = \sqrt{xy},$$

we have

$$\Pr \left( \left\| T_{A, B, \psi = \sqrt{xy}}(X) \right\|_\rho \geq \theta \right) \leq \frac{\left( \frac{\|X\|_2}{\theta} \right)^2}{\frac{\|X\|_2^2}{\theta}} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ \mathbb{E} \left( \sqrt{\lambda_i} \right) \mathbb{E} \left( \sqrt{\mu_j} \right) \right],$$

where we have

$$\mathbb{E} \left( \sqrt{\lambda_i} \right) = \int_{0}^{\infty} \sqrt{t} p_{\lambda_i}(t) dt,$$

and

$$\mathbb{E} \left( \sqrt{\mu_j} \right) = \int_{0}^{\infty} \sqrt{t} p_{\mu_j}(t) dt.$$

Proof: To evaluate $\mathbb{E} \left( \sqrt{\lambda_i \mu_j} \right)$, we have

$$\mathbb{E} \left( \sqrt{\lambda_i \mu_j} \right) = \mathbb{E} \left( \sqrt{\lambda_i} \right) \mathbb{E} \left( \sqrt{\mu_j} \right).$$

Corollary 3 (harmonic mean) Under conditions provided by Theorem 1 with the assumption that $A$ and $B$ are random positive definite tensors, if the function $\psi$ has the following form:

$$\psi(x, y) = \frac{2}{x^{-1} + y^{-1}},$$

we have

$$\Pr \left( \left\| T_{A, B, \psi = \frac{2}{x^{-1} + y^{-1}}}(X) \right\|_\rho \geq \theta \right) \leq \frac{2 \left( \frac{\|X\|_2}{\theta} \right)^2}{\frac{\|X\|_2^2}{\theta}} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{0}^{\infty} H_{\lambda_i}(t) H_{\mu_j}(t) dt,$$

where we have

$$H_{\lambda_i}(t) = \int_{0}^{\infty} \frac{e^{-tw}}{w^2} p_{\lambda_i}(1/w) dw,$$

and

$$H_{\mu_j}(t) = \int_{0}^{\infty} \frac{e^{-tz}}{z^2} p_{\mu_j}(1/z) dz.$$
Proof: Let $X$ and $Y$ are two positive random variables with distribution functions $f_X(x)$ and $f_Y(y)$. Then, we have

$$E \left( \frac{2}{X^{-1} + Y^{-1}} \right) = \frac{2}{W + Z}$$

$$= 2E \left( \int_0^\infty \exp \left( -t(W + Z) \right) dt \right)$$

$$= \int_0^\infty E \left( \exp \left( -t(W + Z) \right) \right) dt$$

$$= 2 \int_0^\infty E \left( \exp \left( -tW \right) \right) E \left( \exp \left( -tZ \right) \right) dt$$

(34)

where we set $W = X^{-1}$ and $Z = Y^{-1}$ at $a_1$ and we use independent assumptions of random variables $W = X^{-1}$ and $Z = Y^{-1}$ at $a_2$. This corollary is proved since we have following distribution functions for random variables $W$ and $Z$, which will correspond to random variables $\lambda_i$ and $\mu_j$, expressed as

$$f(w) = \frac{1}{w^2}p_{\lambda_i}(1/w),$$

(35)

and

$$f(z) = \frac{1}{z^2}p_{\mu_j}(1/z).$$

(36)

We have to prepare a lemma about the expectation of ratio between two dependent random variables before presenting the next corollary.

**Lemma 2** Given two random variables $X$ and $Y$ such that $Y \neq 0$ always, we have

$$E \left( \frac{X}{Y} \right) = \frac{E(X)}{E(Y)} + \lim_{\epsilon \to 0} \sum_{i=1}^\infty \frac{(-1)^i}{\prod_{j=0}^{i-1} (E(Y) + j\epsilon)} \left[ E(X)E(Y^i) + E(XY^i) \right],$$

(37)

where we define the following random variables:

$$\hat{X} \overset{df}{=} X - E(X),$$

$$\hat{Y} \overset{df}{=} Y - E(Y).$$

(38)

Proof:

We have the following expression about $E \left( \frac{X}{Y} \right)$, it is

$$E \left( \frac{X}{Y} \right) = E \left( \frac{E(X)}{E(Y)} \times \frac{1 + \frac{\hat{X}}{E(X)}}{1 + \frac{\hat{Y}}{E(Y)}} \right)$$

$$= \frac{E(X)}{E(Y)} E \left( \left( 1 + \frac{\hat{X}}{E(X)} \right) \left( 1 + \frac{\hat{Y}}{E(Y)} \right)^{-1} \right)$$

$$= \frac{E(X)}{E(Y)} E \left( \left( 1 + \frac{\hat{Y}}{E(Y)} \right)^{-1} \right) + \frac{1}{E(Y)} E \left( \hat{X} \left( 1 + \frac{\hat{Y}}{E(Y)} \right)^{-1} \right)$$

(39)
Given a real function $g$, we have the following approximation form:

$$g(a + x) = \lim_{\epsilon \to 0} \sum_{i=0}^{\infty} \frac{x^i \Delta_i^\epsilon g(a)}{\epsilon^i i!},$$

(40)

where $\Delta_i^\epsilon$ is the finite difference operator of degree $i$ and the step size $\epsilon$ is defined as

$$\Delta_i^\epsilon g(a) = \sum_{j=0}^{i} (-1)^j \binom{i}{j} g(a + (i - j)\epsilon).$$

(41)

If we apply Eq. (40) to the following function at $\dot{Y} = 0$

$$g(\dot{Y}) = \left(1 + \frac{\dot{Y}}{\mathbb{E}(Y)}\right)^{-1},$$

(42)

we will get

$$\left(1 + \frac{\dot{Y}}{\mathbb{E}(Y)}\right)^{-1} = \lim_{\epsilon \to 0} \sum_{i=0}^{\infty} \frac{(-1)^i (\dot{Y})^i \mathbb{E}(Y)}{\epsilon^i i!} \prod_{j=0}^{i} (\mathbb{E}(Y) + j\epsilon).$$

(43)

This lemma is proved by applying Eq. (43) to Eq. (39). □

Following corollary is about the unitarily invariant norm tail bound for the two tensors mean general format. Note that we have logarithmic mean if $\alpha \to 1$ in Eq. (45).

**Corollary 4 (general mean)** Under conidtions provided by Theorem 1 with the assumption that $A$ and $B$ are random positive definite tensors, if the function $\psi$ has the following form:

$$\psi(x, y) = \frac{\alpha - 1}{\alpha} x^{\alpha} - y^{\alpha\cdot-1},$$

(44)

where $\alpha \in \mathbb{R}$ and $x \neq y$. Then we have

$$\Pr \left( \left\| T_{A,B,\psi}^{\frac{\alpha-1}{\alpha}} x^{\alpha-1} - y^{\alpha-1} \right\|_\rho \geq \theta \right) \leq \frac{(\mathbb{E}^{N})^2 \left\| X \right\|_\rho (\alpha - 1)}{\theta \alpha} \times \sum_{i=1}^{\mathbb{E}^{N}} \sum_{j=1}^{\mathbb{E}^{N}} \left\{ \frac{\mathbb{E}(X_{\lambda_i,\mu_j})}{\mathbb{E}(Y_{\lambda_i,\mu_j})} + \lim_{\epsilon \to 0} \sum_{i=1}^{\infty} \frac{(-1)^i \mathbb{E}(X_{\lambda_i,\mu_j}) \mathbb{E}((\dot{Y}_{\lambda_i,\mu_j})^i)}{\prod_{j=0}^{i} (\mathbb{E}(Y_{\lambda_i,\mu_j}) + j\epsilon)} \right\},$$

(45)

where we have random variables $X_{\lambda_i,\mu_j}$ and $Y_{\lambda_i,\mu_j}$ defined by

$$X_{\lambda_i,\mu_j} = \lambda_i^{\alpha} - \mu_j^{\alpha},$$

(46)

and

$$Y_{\lambda_i,\mu_j} = \lambda_i^{\alpha-1} - \mu_j^{\alpha-1}.\quad (47)$$

1If $x = y$, this situation has measure zero.
Proof: Since $|\psi(\lambda, \mu)|$ is
\[
\psi(\lambda, \mu) = \frac{\alpha - 1}{\alpha} \frac{\lambda^\alpha - \mu^\alpha}{\lambda^{\alpha-1} - \mu^{\alpha-1}} = \frac{\alpha - 1}{\alpha} \frac{X_{\lambda, \mu}}{Y_{\lambda, \mu}},
\]
(48)
this corollary is proved by applying Lemma 2 to the expectation of Eq. (48).

Note that each of the following terms $E(X_{\lambda, \mu})$, $E(Y_{\lambda, \mu})$, $E(\hat{X}_{\lambda, \mu})$ and $E(\hat{Y}_{\lambda, \mu})$ can be evaluated exactly since we know all density distributions $p_{\lambda_i}(\cdot)$ and $p_{\mu_j}(\cdot)$.

4 Tail Bounds for Random Lipschitz Estimates

In this section, we will try to provide tail bounds for the Lipschitz estimate for the unitarily invariant norm for a given function, which is the main result of this section. We will begin with the perturbation lemma. The vanilla case is discussed in Section 4.1. The case about considering quasi-commutator is provided by Section 4.2.

4.1 Vanilla Case

We will begin by providing a perturbation formula for DTI.

Lemma 3 Let $A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N}$ be Hermitian tensors with $A = \sum_{i=1}^{I_N} \lambda_i U_i \otimes_1 U_i^H$ and $B = \sum_{j=1}^{I_N} \mu_j U_j \otimes_1 U_j^H$. Also, let $f : \mathbb{R} \to \mathbb{R}$ such that $f'(x)$ exists, we define the bivariate function $f^{[1]}$ as
\[
f^{[1]}(x, y) = \begin{cases} 
\frac{f(x) - f(y)}{x - y}, & x \neq y; \\
f'(x), & x = y.
\end{cases}
\]
(49)
Then, we have
\[
f(A) - f(B) = T_{A, B, f^{[1]}} (A - B).
\]
(50)

Proof: Since we have
\[
A = \sum_{i=1}^{I_N} \lambda_i U_i \otimes_1 U_i^H,
\]
(51)
and
\[
B = \sum_{j=1}^{I_N} \mu_j U_j \otimes_1 U_j^H,
\]
(52)
then, we will obtain the following
\[
f(A) = \sum_{i=1}^{I_N} f(\lambda_i) U_i \otimes_1 U_i^H,
\]
(53)
and
\[ f(B) = \sum_{j=1}^{I_1^N} f(\mu_j) U_j \ast_U U_j^H. \] (54)

Because, we also have
\[ f(A) \ast_N U_i = f(\lambda_i) \ast_N U_i, \] (55)
and
\[ f(B) \ast_N V_j = f(\mu_j) \ast_N V_j, \] (56)
then, we have
\[ \langle (f(A) - f(B) \ast_N V_j, U_i) \rangle = f[1](\lambda_i, \mu_j) \langle (A - B) \ast_N V_j, U_i \rangle. \] (57)

By applying Eq. (6) definition and Eq. (11) to Eq. (57), this Lemma is proved. □

From perturbation formula given by Lemma 3, we can have the following theorem about the tail bounds of the unitarily invariant norm for the Lipschitz estimate of tensor-valued function with random tensors as inputs.

**Theorem 2** Let \( A, B \in \mathbb{C}^{I_1 \times \ldots \times I_N \times I_1 \times \ldots \times I_N} \) be independent random Hermitian tensors with \( A = \sum_{i=1}^{I_1^N} \lambda_i U_i \ast_U \) and \( B = \sum_{j=1}^{I_1^N} \mu_j U_j \ast_U \), moreover, we are given a real valued function \( f(x) \) for \( x \in \mathbb{R} \) such that \( |f[1](x, y)| \) is bounded by a positive number denoted as \( \Omega_{f[1]} \). Then, for any \( \theta > 0 \), we have
\[ \Pr \left( \|f(A) - f(B)\|_\rho \geq \theta \right) \leq \left( \frac{I_1^N}{\theta} \right)^2 \frac{\Omega_{f[1]}}{\theta} \mathbb{E} \left( \|A - B\|_\rho \right). \] (58)

**Proof:**

We have
\[ \|f(A) - f(B)\|_\rho = \left\| T_{A,B,f[1]} (A - B) \right\|_\rho \]

\[ = \left\| \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_1^N} f[1](\lambda_i, \mu_j) \mathcal{P}_{U_i} \ast_N (A - B) \ast_N \mathcal{P}_{V_j} \right\|_\rho \]

\[ \leq_1 \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_1^N} \left| f[1](\lambda_i, \mu_j) \right| \left\| \mathcal{P}_{U_i} \ast_N (A - B) \ast_N \mathcal{P}_{V_j} \right\|_\rho \]

\[ =_2 \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_1^N} \left| f[1](\lambda_i, \mu_j) \right| \|A - B\|_\rho \]

\[ \leq_3 \left( I_1^N \right)^2 \frac{\Omega_{f[1]}}{\theta} \|A - B\|_\rho, \] (59)

where \( \leq_1 \) comes from triangle inequality of the unitarily invariant norm, \( =_2 \) comes from the definition of the unitarily invariant norm, and \( \leq_3 \) is due to that \( \left| f[1](\lambda_i, \mu_j) \right| \leq \Omega_{f[1]} \) (mean value theorem of divide difference).
Then, we have the following bound for \( \Pr \left( \| f(A) - f(B) \|_\rho \geq \theta \right) \)
\[
\Pr \left( \| f(A) - f(B) \|_\rho \geq \theta \right) \leq 1 \Pr \left( \left( \sum_{i=1}^{\Omega f[1]} \right)^2 \| A - B \|_\rho \geq \theta \right)
\leq 2 \frac{\left( \sum_{i=1}^{\Omega f[1]} \right)^2 \Omega f[1]}{\theta} \mathbb{E} \left( \| A - B \|_\rho \right),
\]
where \( \leq 1 \) comes from the inequality obtained by Eq. \([59]\), and the \( \leq 2 \) is based on Markov inequality. \( \square \)

Since the upper bound \( \Omega f[1] \) depends on \( f(x) \), we will consider the following two corollaries about special types of the function \( f(x) \).

**Corollary 5 (Lipschitz estimate for polynomial functions)** Let \( A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N} \) be independent random Hermitian tensors with \( A = \sum_{i=1}^{I_N} \lambda_i \mathcal{U}_i \mathcal{U}_i^H \) and \( B = \sum_{j=1}^{I_N} \mu_j \mathcal{U}_j \mathcal{U}_j^H \). Besides, we are given a real polynomial function \( f(x) \) with degree \( m \) over an interval \([a,b]\). For any \( \theta > 0 \), we have
\[
\Pr \left( \| f(A) - f(B) \|_\rho \geq \theta \right) \leq \frac{\left( \sum_{i=1}^{\Omega f[1]} \right)^2 \Omega f[1]}{\theta} \mathbb{E} \left( \| A - B \|_\rho \right),
\]
where \( x^\ast_{(k)} \) is the maximizer to reach the maximum value for the function \( |f^{(k)}(x)| \), i.e., the absolute value of the \( k \)-th derivative, in the interval \([a,b]\).

**Proof:**
If we perform Taylor expansion for the function \( f \) at \( x \), we have
\[
f(y) = f(x) + f'(x)(y - x) + f''(x) \frac{(y - x)^2}{2!} + f'''(x) \frac{(y - x)^3}{3!} + \ldots,
\]
which is equivalent to have
\[
\frac{f(y) - f(x)}{y - x} = f'(x) + f''(x) \frac{(y - x)}{2!} + f'''(x) \frac{(y - x)^2}{3!} + \ldots.
\]

Because the polynomial function \( f \) has degree \( m \), from Eq. \([62]\), we have the following bound from triangle inequality:
\[
\left| \frac{f(y) - f(x)}{y - x} \right| = \sum_{k=1}^{m} \frac{f^{(k)}(x)(y - x)^k}{k!} \leq \sum_{k=1}^{m} \frac{f^{(k)}(x^\ast_{(k)})(b - a)^k}{k!},
\]
where \( x^\ast_{(k)} \) is the maximizer to reach the maximum value for the function \( |f^{(k)}(x^\ast_{(k)})| \) in the interval \([a,b]\). This corollary is proved by Theorem \([2]\).

Following corollary is about Lipschitz estimate for polygamma functions. Recall that a digamma function \( \omega(x) \) is defined as
\[
\omega(x) = \frac{\Gamma'(x)}{\Gamma(x)},
\]
where \( \Gamma(x) = \int_0^\infty e^{-t}t^{x-1}dt \). Then polygamma functions are defined as the \( k \)-th derivative \( \omega^{(k)}(x) \) for any \( k \in \mathbb{N} \).
Corollary 6 (Lipschitz estimate for polygamma functions) Let $A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ be independent random positive definite tensors with $A = \sum_{i=1}^{I_1} \lambda_i U_i \ast_1 U_i^H$ and $B = \sum_{j=1}^{I_1} \mu_j V_j \ast_1 V_j^H$. Besides, we are given a polygamma function $\omega^{(k)}(x)$ for any $k \in \mathbb{N}$ and $x > 0$. For any $\theta > 0$, we have

$$\Pr \left( \|\omega^{(k)}(A) - \omega^{(k)}(B)\|_\rho \geq \theta \right) \leq \frac{(I_1)^2}{\theta} \Omega_{\omega^{[k+1]}}(A - B)_\rho, \quad (66)$$

where

$$\Omega_{\omega^{[k+1]}} = \max \left\{ \omega^{(k+1)} \left( \frac{1}{e} \left( \frac{(b^*)^{b^*}}{(a^*)^{a^*}} \right)^{\frac{b^*}{a^*}} \right) , \omega^{(k+1)}(x^*) \right\}. \quad (67)$$

The values $a^*$ and $b^*$ are the maximizers of the function $\omega^{(k+1)} \left( \frac{1}{e} \left( \frac{(b^*)^{b^*}}{(a^*)^{a^*}} \right)^{\frac{b^*}{a^*}} \right)$ given $a \neq b$ and $a, b > 0$. The value $x^*$ is the maximizer of the function $\omega^{(k+1)}(x)$ given $x > 0$.

Proof: This corollary is proved according to Theorem 2 by applying Theorem 1 from [20] to Eq. (65).

4.2 Quasi-Commutator Case

In this section, we will extend the perturbation formula provided by Lemma 4 to the quasi-commutator $\mathcal{D} \ast A - B \ast \mathcal{D}$. Tail bounds based on the quasi-commutator $\mathcal{D} \ast A - B \ast \mathcal{D}$ will be given in this section.

Lemma 4 Let $A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ be random Hermitian tensors with $A = \sum_{i=1}^{I_1} \lambda_i U_i \ast_1 U_i^H$ and $B = \sum_{j=1}^{I_1} \mu_j V_j \ast_1 V_j^H$. Besides, we have the function $f : \mathbb{R} \rightarrow \mathbb{R}$ such that $f'(x)$ exists, then, we have

$$\mathcal{D} \ast_N f(A) - f(B) \ast_N \mathcal{D} = T_{A,B,f[1]}(\mathcal{D} \ast_N A - B \ast_N \mathcal{D}). \quad (68)$$

where $f[1]$ has been defined by Eq. (49).

Proof: Since we have

$$A = \sum_{i=1}^{I_1} \lambda_i U_i \ast_1 U_i^H, \quad (69)$$

and

$$B = \sum_{j=1}^{I_1} \mu_j V_j \ast_1 V_j^H, \quad (70)$$

then, we will obtain the following

$$\mathcal{D} \ast_N A = T_{A,Z,\lambda_i} \ast_N \mathcal{D}, \quad (71)$$
and
\[ B*_{\rho} D = T_{I,B,\mu_j}*_{\rho} D. \] (72)

By applying Lemma 1 we have
\[
T_{A,B,f[i]} (D*_{\rho} A - B*_{\rho} D) = T_{A,B,f[i]} (T_{A,\lambda_*} *_{\rho} D - T_{I,B,\mu_j}*_{\rho} D)
= T_{A,B,f[i]} (\lambda_1, \mu_j) (D)
= T_{A,B,f[i]} (\lambda_1) (D)
= D*_{\rho} f(A) - f(B)*_{\rho} D.
\] (73)

Following theorem is the tail bound for $\mathbb{D} *_{\rho} f(A) - f(B)*_{\rho} D$.

**Theorem 3** Let $A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ be independent random Hermitian tensors with $A = \sum_{i=1}^{I_N} \lambda_i U_i *_{\rho} 1$, $U_i^H$ and $B = \sum_{j=1}^{I_N} \mu_j V_j *_{\rho} 1$, moreover, we are given a real valued function $f(x)$ for $x \in \mathbb{R}$ such that $f'(x)$ exists and $|f'(x)|$ is bounded by a positive number denoted as $\Omega_{f[i]}$. Then, for any $\theta > 0$, we have
\[
\mathbb{P} \left( \|\mathbb{D} *_{\rho} f(A) - f(B)*_{\rho} D\| \geq \theta \right) \leq \frac{(\frac{I_N}{\theta})^2 \Omega_{f[i]} \mathbb{E} \left( \|\mathbb{D} *_{\rho} A - B*_{\rho} D\| \right) }{\theta}.
\] (74)

**Proof:**

From Lemma 4 we have
\[
\|\mathbb{D} *_{\rho} f(A) - f(B)*_{\rho} D\| \leq \|T_{A,B,f[i]} (D *_{\rho} A - B*_{\rho} D)\|_{\rho}
= \|\sum_{i=1}^{I_N} \sum_{j=1}^{I_N} f[i] (\lambda_i, \mu_j) P_{U_i} *_{\rho} (D *_{\rho} A - B*_{\rho} D) *_{\rho} P_{V_j}\|_{\rho}
\leq 1 \left( \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} |f[i] (\lambda_i, \mu_j)| \|P_{U_i} *_{\rho} (D *_{\rho} A - B*_{\rho} D) *_{\rho} P_{V_j}\|_{\rho}\right)
= 2 \left( \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} |f[i] (\lambda_i, \mu_j)| \|D *_{\rho} A - B*_{\rho} D\|_{\rho}\right)
\leq 3 \left( \frac{I_N}{\theta} \right)^2 \Omega_{f[i]} \|\mathbb{D} *_{\rho} A - B*_{\rho} D\|_{\rho},
\] (75)

where $\leq 1$ comes from triangle inequality of the unitarily invariant norm, $\leq 2$ comes from the definition of the unitarily invariant norm, and $\leq 3$ is due to that $|f[i] (\lambda_i, \mu_j)| \leq \Omega_{f[i]}$ (mean value theorem of divide difference).

Then, we have the following bound for $\mathbb{P} \left( \|\mathbb{D} *_{\rho} f(A) - f(B)*_{\rho} D\| \geq \theta \right)$
\[
\mathbb{P} \left( \|\mathbb{D} *_{\rho} f(A) - f(B)*_{\rho} D\| \geq \theta \right) \leq 1 \mathbb{P} \left( \left( \frac{I_N}{\theta} \right)^2 \Omega_{f[i]} \|\mathbb{D} *_{\rho} A - B*_{\rho} D\| \geq \theta \right)
\leq 2 \left( \frac{I_N}{\theta} \right)^2 \Omega_{f[i]} \mathbb{E} \left( \|\mathbb{D} *_{\rho} A - B*_{\rho} D\| \right),
\] (76)
where \( \leq 1 \) comes from the inequality obtained by Eq. (75), and the \( \leq 2 \) is based on Markov inequality. 

Similar to Corollaries 5 and 6, we have following two corollaries for Lipschitz estimate for polynomial and polygamma under quasi-commutator case.

**Corollary 7 (Lipschitz estimate for polynomial functions, quasi-commutator case)** Let \( A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N} \) be independent random Hermitian tensors with \( A = \sum_{i=1}^{I_N} \lambda_i U_i \otimes_1 U_i^H \) and \( B = \sum_{j=1}^{I_N} \mu_j V_j \otimes_1 V_j^H \). Besides, we are given a real polynomial function \( f(x) \) with degree \( m \) over an interval \([a, b]\). For any \( \theta > 0 \), we have

\[
\Pr \left( \| D \star_N f(A) - f(B) \star_N D \|_\rho \geq \theta \right) \leq \frac{\left( \| I \|_1 \right)^2}{\theta} \sum_{k=1}^{m} \frac{|f^{(k)}(x^*_k)|((b-a)^k)}{k!} \mathbb{E} \left( \| D \star_N A - B \star_N D \|_\rho \right), \quad (77)
\]

where \( x^*_k \) is the maximizer to reach the maximum value for the function \( |f^{(k)}(x^*_k)| \) in the interval \([a, b]\).

**Proof:**

If we perform Taylor expansion for the function \( f \) at \( x \), we have

\[
f(y) = f(x) + f'(x)(y-x) + f''(x)\frac{(y-x)^2}{2} + f'''(x)\frac{(y-x)^3}{3!} + \ldots, \quad (78)
\]

which is equivalent to have

\[
\frac{f(y) - f(x)}{y-x} = f'(x) + f''(x)\frac{(y-x)}{2!} + f'''(x)\frac{(y-x)^2}{3!} + \ldots. \quad (79)
\]

Because the polynomial function \( f \) has degree \( m \), from Eq. (62), we have the following bound from triangle inequality:

\[
\left| \frac{f(y) - f(x)}{y-x} \right| = \left| \sum_{k=1}^{m} \frac{f^{(k)}(x)(y-x)^k}{k!} \right| \leq \sum_{k=1}^{m} \frac{|f^{(k)}(x^*_k)|((b-a)^k)}{k!}, \quad (80)
\]

where \( x^*_k \) is the maximizer to reach the maximum value for the function \( |f^{(k)}(x^*_k)| \) in the interval \([a, b]\). This corollary is proved by Theorem 3.

**Corollary 8 (Lipschitz estimate for polygamma functions: quasi-commutator case)** Let \( A, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N} \) be independent random positive definite tensors with \( A = \sum_{i=1}^{I_N} \lambda_i U_i \otimes_1 U_i^H \) and \( B = \sum_{j=1}^{I_N} \mu_j V_j \otimes_1 V_j^H \). Besides, we are given a polygamma function \( \omega^{(k)}(x) \) for any \( k \in \mathbb{N} \) and \( x > 0 \). For any \( \theta > 0 \), we have

\[
\Pr \left( \| D \star_N \omega^{(k)}(A) - \omega^{(k)}(B) \star_N D \|_\rho \geq \theta \right) \leq \frac{\left( \| I \|_1 \right)^2 \Omega_{\omega^{(k+1)}}}{\theta} \mathbb{E} \left( \| D \star_N A - B \star_N D \|_\rho \right), \quad (81)
\]
where
\[
\Omega_{\omega[k+1]} = \max \left\{ \omega^{(k+1)} \left( \frac{1}{e} \left( \frac{(b^*)^{b^*}}{(a^*)^{a^*}} \right)^{\frac{1}{b^* - a^*}} \right), \omega^{(k+1)}(x^*) \right\}.
\] (82)

The values \(a^*\) and \(b^*\) are the maximizers of the function \(\omega^{(k+1)} \left( \frac{1}{e} \left( \frac{b^*}{a^*} \right)^{\frac{1}{b^* - a^*}} \right)\) given \(a \neq b\) and \(a, b > 0\).
The value \(x^*\) is the maximizer of the function \(\omega^{(k+1)}(x)\) given \(x > 0\).

**Proof:**
This corollary is proved by applying Theorem 1 from [20] to Eq. (65) and Theorem [3]. □

5 Continuity of Random Tensor Integral

In this section, we will establish continuity of DTI. We need the following definition to define the convergence in mean for random tensors.

**Definition 1** We say that a sequence of random tensor \(X_n\) converges in the \(r\)-th mean towards the random tensor \(X\) with respect to the tensor norm \(\|\cdot\|_\rho\), if we have
\[
E \left( \|X_n\|_\rho^r \right) \text{ exists},
\] (83)
and
\[
E \left( \|X\|_\rho^r \right) \text{ exists},
\] (84)
and
\[
\lim_{n \to \infty} E \left( \|X_n - X\|_\rho^r \right) = 0.
\] (85)

We adopt the notation \(X_n \overset{r}{\to} X\) to represent that random tensors \(X_n\) converges in the \(r\)-th mean to the random tensor \(X\) with respect to the tensor norm \(\|\cdot\|_\rho\).

Besides random tensor convergence definition, we also need to define triple tensor integral and second-order divide difference.

We define **triple tensor integrals** (TTI) with respect to Hermitian tensors \(A, B, C \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}\) such that
\[
A = \sum_{i=1}^{\frac{1}{1} N} \lambda_i U_i \ast_1 U_i^H, \quad B = \sum_{j=1}^{\frac{1}{N} N} \mu_j V_j \ast_1 V_j^H, \quad C = \sum_{k=1}^{\frac{1}{N} N} \nu_k W_k \ast_1 W_k^H.
\]
Given the function \(\phi : \mathbb{R}^3 \to \mathbb{R}\), the TTI associated with tensors \(A, B, C\) and the function \(\phi\), denoted as \(T_{A,B,C,\phi}(X, Y)\), can be expressed as
\[
T_{A,B,C,\phi}(X, Y) = \sum_{i=1}^{\frac{1}{N} N} \sum_{j=1}^{\frac{1}{N} N} \sum_{k=1}^{\frac{1}{N} N} \phi(\lambda_i, \mu_j, \nu_k) P_{U_i} \ast_N X \ast_N P_{V_j} \ast_N Y \ast_N P_{W_k},
\] (86)
where \(X, Y \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}\).

The second-order divide difference for a function \(f(x)\), denoted as \(f^{[2]}(x, y, z)\), can be defined as
\[
f^{[2]}(x, y, z) \overset{\text{sdd}}{=} \frac{f^{[1]}(y, z) - f^{[1]}(x, y)}{z - x}
\] (87)
Lemma 5 Given three Hermitian tensors $A, B, C \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ such that $A = \sum_{i=1}^{I_1^N} \lambda_i U_i \star_1 U_i^H \overset{\text{def}}{=} \sum_{i=1}^{I_1^N} \lambda_i \mathcal{P}_{U_i},$ $B = \sum_{j=1}^{I_2^N} \mu_j V_j \star_1 V_j^H \overset{\text{def}}{=} \sum_{j=1}^{I_2^N} \mu_j \mathcal{P}_{V_j}$ and $C = \sum_{k=1}^{I_3^N} \nu_k W_k \star_1 W_k^H \overset{\text{def}}{=} \sum_{k=1}^{I_3^N} \nu_k \mathcal{P}_{W_k}$ and the function $f(x)$ with $f^{[2]}(x)$ bounded by $\Omega_f^{[2]}$, we then have the following norm estimate for $T_{A,B,C,\varphi}(X,Y)$:

$$\|T_{A,B,C,\varphi}(X,Y)\|_\rho \leq (I_1^N)^3 \Omega_f^{[2]} \|X\|_\rho \cdot \|Y\|_\rho.$$ (88)

Proof:

Since we have

$$\|T_{A,B,C,\varphi}(X,Y)\|_\rho = \left\| \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_2^N} \sum_{k=1}^{I_3^N} \varphi(\lambda_i, \mu_j, \nu_k) \mathcal{P}_{U_i} \star_N X \star_N \mathcal{P}_{V_j} \star_N Y \star_N \mathcal{P}_{W_k} \right\|_\rho$$

$$\leq 1 \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_2^N} \sum_{k=1}^{I_3^N} |\varphi(\lambda_i, \mu_j, \nu_k)| \left\| \mathcal{P}_{U_i} \star_N X \star_N \mathcal{P}_{V_j} \star_N Y \star_N \mathcal{P}_{W_k} \right\|_\rho$$

$$\leq 2 \sum_{i=1}^{I_1^N} \sum_{j=1}^{I_2^N} \sum_{k=1}^{I_3^N} |\varphi(\lambda_i, \mu_j, \nu_k)| \|X\|_\rho \cdot \|Y\|_\rho$$

$$\leq (I_1^N)^3 \Omega_f^{[2]} \|X\|_\rho \cdot \|Y\|_\rho.$$ (89)

where $\leq_1$ comes from triangle inequality of the unitarily invariant norm and $\leq_2$ comes from the definition of the unitarily invariant norm and submultiplicative property of any unitarily invariant norm. \[
\]

Following theorem is about the continuity of a tensor integral.

Theorem 4 Let $A_n, A, B_n, B \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ be random Hermitian tensors such that

$$A_n \xrightarrow{r} A, \text{ and } B_n \xrightarrow{r} B,$$ (90)

where $1 \leq r < \infty$. Moreover, a real values function $f(x)$ for $x \in \mathbb{R}$ such that $f^{[2]}(x)$ exists and bounded by $\Omega_f^{[2]}$, respectively. Then, we have

$$T_{A_n,B_n,f^{[1]}}(X) \xrightarrow{r} T_{A,B,f^{[1]}}(X),$$ (91)

where $X \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ is a fixed tensor.

Proof:

From Lemma[3] and telescoping summation, we have the following:

$$\left\| T_{A_n,B_n,f^{[1]}}(X) - T_{A,B,f^{[1]}}(X) \right\|_\rho = \left\| T_{A_n,B_n,f^{[1]}}(X) - T_{A,B_n,f^{[1]}}(X) + T_{A,B_n,f^{[1]}}(X) - T_{A,B,f^{[1]}}(X) \right\|_\rho$$

$$= 1 \left\| T_{A_n,A,B_n,B,f^{[2]}}(A_n - A, X) + T_{A,B_n,B,f^{[2]}}(X, B_n - B) \right\|_\rho$$

$$\leq \Omega_f^{[2]} \|A_n - A\|_\rho \|X\|_\rho + \Omega_f^{[2]} \|B_n - B\|_\rho \|X\|_\rho,$$ (92)

where $=_1$ is obtained from the $f^{[2]}$ definition given by Eq. (87), and the $\leq$ comes from Lemma[5] and triangle inequality.
By raising the power \( r \) and taking the expectation at the both sides of the inequality provided by Eq. (92), we have proved this theorem by conditions given by Eq. (90) and the following inequality:

\[(a + b)^r \leq 2^r(a^r + b^r) \quad \text{given} \ a, b \geq 0. \tag{93}\]

\[\square\]

### 6 Applications of Tensor Integral

In this section, we will apply Theorem 4 and perturbation formulas provided by Lemma 3 and Lemma 4 to bound the tail probability of the derivative of tensor-valued function norm.

Given a fixed perturbation tensor \( X \in \mathbb{C}^{I_1 \times \cdots \times I_N} \times \cdots \times I_N \) with respect to the random Hermitian tensor \( A \in \mathbb{C}^{I_1 \times \cdots \times I_N} \times \cdots \times I_N \), and a tensor-valued function \( f(x) \), we define the derivative of \( f(x) \) at \( A \) with respect to the perturbation \( X \), represented by \( f'_X(A) \), as

\[f'_X(A) \overset{\text{def}}{=} \lim_{t \to 0} \frac{f(A + tX) - f(A)}{t} \tag{94}\]

Following theorem is about the tail bound for the norm of \( f'_X(A) \).

**Theorem 5** Given a fixed perturbation tensor \( X \in \mathbb{C}^{I_1 \times \cdots \times I_N} \times \cdots \times I_N \) and a random Hermitian tensor \( A \in \mathbb{C}^{I_1 \times \cdots \times I_N} \times \cdots \times I_N \) with a tensor-valued function \( f(x) \). Suppose we have \( A = \sum_{i=1}^{I_N} \lambda_i P_{U_i} \). Then, we have the tail bound for \( \|f'_X(A)\|_\rho \) as

\[\Pr \left( \|f'_X(A)\|_\rho \geq \theta \right) \leq \frac{\left(\|X\|_\rho \right)^2}{\theta} \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} \mathbb{E} \left( |f^{[1]}(\lambda_i, \lambda_j)| \right). \tag{95}\]

**Proof:**

From Lemma 3, we have

\[f(A + tX) - f(A) = T_{A+tX,A,f^{[1]}}(A + tX - A). \tag{96}\]

Then, we have

\[\frac{f(A + tX) - f(A)}{t} = T_{A+tX,A,f^{[1]}}(X). \tag{97}\]

From Theorem 4, we have

\[f'_X(A) = \lim_{t \to 0} \frac{f(A + tX) - f(A)}{t} \overset{r}{\to} T_{A,A,f^{[1]}}(X). \tag{98}\]

Since the convergence in the \( r \)-th mean implies the convergence in probability, we then have

\[\Pr \left( \|f'_X(A)\|_\rho \geq \theta \right) = \Pr \left( \left\| T_{A,A,f^{[1]}}(X) \right\|_\rho \geq \theta \right) \leq \frac{\left(\|X\|_\rho \right)^2}{\theta} \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} \mathbb{E} \left( |f^{[1]}(\lambda_i, \lambda_j)| \right), \tag{99}\]
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where the inequality comes from Theorem 1.

The commutator of a tensor $\mathcal{A} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ with respect to the tensor $\mathcal{B} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ if we have $\mathcal{A} \ast_N \mathcal{B} = \mathcal{B} \ast_N \mathcal{A}$.

Given a fixed perturbation tensor $\mathcal{X} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ with respect to the random Hermitian tensor $\mathcal{A} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$, and a tensor-valued function $f(x)$, we define the derivative of $f(x)$ at $\mathcal{A}$ with respect to the perturbation $\mathcal{X}$ and the commutator tensor $\mathcal{D} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ of $\mathcal{A}$, represented by $f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A})$, as

$$f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A}) \overset{\text{def}}{=} \lim_{t \to 0} \frac{\mathcal{D} \ast_N f(\mathcal{A} + t\mathcal{X}) - f(\mathcal{A}) \ast_N \mathcal{D}}{t}. \quad (100)$$

Following theorem is about the tail bound for the norm of $f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A})$.

**Theorem 6** Given a fixed perturbation tensor $\mathcal{X} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ and a random Hermitian tensor $\mathcal{A} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ with a tensor-valued function $f(x)$. Suppose we have $\mathcal{A} = \sum_{i=1}^{I_N} \lambda_i \mathcal{P}_{U_i}$ and the tensor $\mathcal{D} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N}$ is the commutator of the tensor $\mathcal{A}$. Then, we have the tail bound for $\left\| f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A}) \right\|_{\rho}$ as

$$\Pr \left( \left\| f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A}) \right\|_{\rho} \geq \theta \right) \leq \frac{\left( \mathbb{I}_N \right)^2 \left\| \mathcal{D} \ast_N \mathcal{X} \right\|_{\rho}^2 \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} E \left( |f^{[1]}(\lambda_i, \lambda_j)| \right)}{\theta}. \quad (101)$$

**Proof:**

From Lemma 4, we have

$$\mathcal{D} \ast_N f(\mathcal{A} + t\mathcal{X}) - f(\mathcal{A}) \ast_N \mathcal{D} = T_{A+t\mathcal{X},A,f^{[1]}} (\mathcal{D} \ast_N (\mathcal{A} + t\mathcal{X}) - \mathcal{A} \ast_N \mathcal{D}). \quad (102)$$

Also, from $\mathcal{D} \ast_N \mathcal{A} = \mathcal{A} \ast_N \mathcal{D}$, we also have

$$\frac{\mathcal{D} \ast_N f(\mathcal{A} + t\mathcal{X}) - f(\mathcal{A}) \ast_N \mathcal{D}}{t} = T_{A+t\mathcal{X},A,f^{[1]}} (\mathcal{D} \ast_N \mathcal{X}). \quad (103)$$

From Theorem 4, we have

$$f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A}) = \lim_{t \to 0} \frac{\mathcal{D} \ast_N f(\mathcal{A} + t\mathcal{X}) - f(\mathcal{A}) \ast_N \mathcal{D}}{t} \overset{r}{\to} T_{A,A,f^{[1]}} (\mathcal{D} \ast_N \mathcal{X}). \quad (104)$$

Since the convergence in the $r$-th mean implies the convergence in probability, we then have

$$\Pr \left( \left\| f'_{\mathcal{X}|\mathcal{D}}(\mathcal{A}) \right\|_{\rho} \geq \theta \right) = \Pr \left( \left\| T_{A,A,f^{[1]}} (\mathcal{D} \ast_N \mathcal{X}) \right\|_{\rho} \geq \theta \right) \leq \frac{\left( \mathbb{I}_N \right)^2 \left\| \mathcal{D} \ast_N \mathcal{X} \right\|_{\rho}^2 \sum_{i=1}^{I_N} \sum_{j=1}^{I_N} E \left( |f^{[1]}(\lambda_i, \lambda_j)| \right)}{\theta}, \quad (105)$$

where the inequality comes from Theorem 1 again. \qed
7 Conclusions

We first define what is the random DTI and derive the tail bound of the unitarily invariant norm for a random DTI. This bound assists us to establish tail bounds of the unitarily invariant norm for various types of dual tensor means, e.g., arithmetic mean, geometric mean, harmonic mean, and general mean. The random DTI is also being applied to build the random Lipschitz estimate in contexts of random tensors. Finally, we derive the continuity property for random DTI in the sense of convergence in the random tensor mean, and apply this fact to obtain the tail bound of the unitarily invariant norm for the derivative of the tensor-valued function. Possible future works will be to extend DTI to multiple tensor integrals.
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