Oil price fluctuations and economic growth: the case of MENA countries

Mamdouh Abdelmoula Mohamed Abdelsalam
Department of Economics, Minufiya University, Shebin El-Kom, Egypt

Abstract

Purpose – This paper aims to explore the extreme effect of crude oil price fluctuations and its volatility on the economic growth of Middle East and North Africa (MENA) countries. It also investigates the asymmetric and dynamic relationship between oil price and economic growth. Further, a separate analysis for each MENA oil-export and oil-import countries is conducted. Furthermore, it studies to what extent the quality of institutions will change the effect of oil price fluctuations on economic growth.

Design/methodology/approach – As the effect of oil price fluctuations is not the same over different business cycles or oil price levels, the paper uses a panel quantile regression approach with other linear models such as fixed effects, random effects and panel generalized method of moments. The panel quantile methodology is an extension of traditional linear models and it has the advantage of exploring the relationship over the different quantiles of the whole distribution.

Findings – The paper can summarize results as following: changes in oil price and its volatility have an opposite effect for each oil-export and oil-import countries; for the former, changes in oil prices have a positive impact but the volatility a negative effect. While for the latter, changes in oil prices have a negative effect but volatility a positive effect. Further, the impact of oil price changes and their uncertainty are different across different quantiles. Furthermore, there is evidence about the asymmetric effect of the oil price changes on economic growth. Finally, accounting for institutional quality led to a reduction in the impact of oil price changes on economic growth.

Originality/value – The study concludes more detailed results on the impact of oil prices on gross domestic product growth. Thus, it can be used as a decision-support tool for policymakers.
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1. Introduction

Energy plays the most critical role in the global economy. Despite the increasing debate around the role of alternate renewable sources of energy such as water, solar and nuclear power, oil still has a central role for a vast portion of the world’s countries. Hence, oil price shocks might have considerable macroeconomic consequences for both importing and exporting countries. As for the former category, oil is a major determinant of production cost and for the latter, it is the primary source of government revenue. Further, fluctuations in oil...
prices affect production costs, heating bills and transportation costs. This generates uncertainty about the future of the world economy. This may also encourage investors to delay their producing decisions and reallocate labor and capital from intensive petroleum sectors to non-intensive petroleum sectors (Sill, 2007). It is argued that oil price fluctuations have caused instability of many macroeconomic aggregates in both oil-exporters and importers countries (Brinin et al., 2016). Consequently, because of this double importance of oil, it has been argued that its price is highly volatile than that of any other commodity and it is almost unpredictable (Dehn, 2001).

However, the effect of changes in the oil price is different for exporting and importing countries. Exporting countries massively depend on oil revenue. Then, a rise in oil prices means increasing the amount of money available for funding development projects. Therefore, monetary and fiscal policies function is considerably affected by oil price fluctuations (Saddiqui et al., 2018). However, the adverse effect makes the financial and real aggregates more uncertain due to the oil price volatility, particularly in the case of imperfect capital markets (Hausmann and Rigobon, 2003). On the contrary, when the oil price is falling, governments cannot immediately cut their expenditures and then face a massive budget deficit. As changes in oil prices have a considerable effect on macroeconomic performance in both exporting and importing countries, analyzing this effect and predicting to what extent gross domestic product (GDP) in different countries is sensitive to these variations are crucial

However, the dependence between oil price and economic growth is not the same over different business cycles or oil price levels (Kilian and Vigfusson, 2011; Das et al., 2018). Therefore, this study explores the extreme dependence between oil price fluctuations and economic growth in Middle East and North Africa (MENA) countries using quantile regression (Q.R.) in addition to the other four linear models. To our knowledge, there are no studies that explored the extreme effect of the oil prices on the economic growth of MENA countries. Q.R.’s approach was presented by Koenker and Bassett (1978). It targets the assessment of the underlying relationship based on each quantile \( \tau \) (Baur, 2013). Unlike the ordinary least squares (OLS) and other traditional models, which assess the effect of the explanatory variable on the dependent variable on average. The Q.R. methodology is an extension of traditional linear models and it has the advantage of exploring the whole relationship about the impact of oil price changes on economic growth. Further, oil price changes are characterized by heavy tails and sharp peaks. As quantile regression is robust to skewness, kurtosis and heteroscedasticity, Q.R. can be used to overcome these phenomena (Koenker, 2004; Chuang et al., 2009; Lin, 2013; Mensi et al., 2014). The study aims at exploring how economic growth is affected by the fluctuations and the volatility of crude oil prices, as well as the asymmetry of crude oil price changes in the MENA region. In addition, it investigates how augmenting the quality of institutions will affect the previous relationship. Thus, the paper tries to answer the following four questions: what the expected extreme effect of the fluctuations in crude oil prices on different MENA countries? How do the changes in oil price and volatility of oil price impact the MENA economies? To what extent should changes in oil price and oil price volatility be taken into consideration when estimating or forecasting the economic growth of MENA countries? (4) Does the existence of more qualified and effective institutions affect the relationship between oil price fluctuations and GDP growth?

This paper contributes to previous studies in different aspects. First, it explores the extreme impact of both oil price and uncertainty of oil price on the real product; to our knowledge, no previous study considered this point before. Second, it explores to what extent the effect of oil prices is asymmetric. The analysis of this paper is used as a decision-
support tool for policymakers as it attempts to investigate to what extent oil prices and oil prices volatility should be taken into consideration when calculating and predicting economic growth. All four linear models give robust analysis such as that: changes in oil price fluctuations have a significant positive impact on economic growth while the volatility of oil price has an insignificant positive effect. In addition, there is evidence about the asymmetric effect of oil price changes on economic growth. Further, Q.R. emphasizes the importance of analyzing the extreme effect of oil price changes and uncertainty of oil price on economic growth as the effect of those variables is more significant in upper quantiles than middle or lower ones. Furthermore, the quality of institutions has a significant positive effect on GDP growth. Also, augmenting the quality of institutions in the analysis resulted in lowering the impact of crude oil changes on economic growth, and the effect of the volatility becomes insignificant in all models. Moreover, a separate analysis for each MENA oil-export country and MENA oil-import countries is conducted and results show that for oil-export countries, changes in oil prices have a significant positive impact but the volatility has a negative effect. Whereas for oil import countries, changes in oil prices have a significant negative effect but volatility a positive significant effect. This paper is structured as follows. Section 2 highlights the relative existing literature. Section 3 illustrates the methodology and empirical analysis. Section 4 presents the data and empirical results. Finally, in Section 5 the conclusion and policy recommendations are provided.

2. Literature review
The relationship between oil price and economic growth has attracted many researchers after the pioneering work of Hamilton (1983), who concludes that there is a negative effect of oil price on the real product. In this instance, it is argued that oil price fluctuations have a considerable impact on individuals’ welfare over the globe (Mgbame et al., 2015). However, other works claim that the actions of economic policies can absorb the effect of oil price shocks on the real product (Vespignani et al., 2019; Gershon et al., 2019). Further, Odhiambo (2020) reviews the literature about the effect of oil price fluctuations on economic growth and he states that the effect varies for different countries or different samples.

There is a continuous debate in the literature about the direction of oil price effect on economic growth. Whereas some studies argue that for exporting countries, oil price increases lead to enhancing the level of income and then consequently both investment and consumption incomes grow, which means higher levels of GDP growth; indeed, higher oil prices lead to higher earnings, which imply higher incomes in oil-exporting-nations (Akpan, 2009; Foudeh, 2017; Jahangir and Dural, 2018; Dabachi et al., 2020). However, some empirical studies conclude that there is a negative effect of oil price changes on GDP growth, particularly in importing countries where the oil price is considered one of the most critical factors of production (Aroui and Nguyen, 2010; Filis et al., 2011; Murshed and Tanha, 2020; Rahman and Majumder, 2020). According to this view, a rise in world oil prices lowers incomes for oil-importing countries. In this regard, this reduction in income depends on the degree of oil price elasticity and the persistent change in the oil price (Ghalayini, 2011). Further, central banks might adopt contradictory policies to lessen the domestic price increases and this also brings more restrictions on the real production side. Papapetrou (2001) and Miguel et al. (2003) found a negative effect of changes in oil prices on GDP growth in Greece and Spain, respectively. Bouzid (2012) explored the Tunisian case and concluded that a 10% higher increase in the global oil price causes a 3.4% decline in GDP growth.

The volatility of oil prices is also given considerable attention in the literature. Okonju (2009) argued that oil prices have higher volatility more than any other products, which brings undesirables negative impacts on the real product side. Amany El-Anshasy et al. 
(2017) conclude that the volatility of oil revenue has a significant negative impact on GDP growth. However, this effect becomes less with the existence of mature institutions as a more qualified fiscal regime. Van Eyden et al. (2019) found a significant negative effect on oil price volatility on GDP growth. However, other studies confirmed a positive impact on oil price volatility on GDP growth such as Bjornland (2000) for Norway economy and Akinlo and Tolulope Apanisile (2010) for 20 Sub-Saharan African countries. In addition, Cavalcanti et al. (2015) explore the effect of volatility and level of the commodity of trade terms on GDP and they conclude that volatility is the main determinant for the “resource curse.” Some studies found the effect of oil price volatility can be moderated; for example, Jarrett et al. (2018) found that the financial institutions can decline the possible impacts of oil price volatility on some oil-producing countries.

The asymmetric effect of oil price on economic growth, whether positive and negative oil price shocks have different impacts is another important topic for recent literature. The likely asymmetric effect of oil price could be justified using three justifications: uncertainty, sectoral effects and counter inflationary monetary actions (Kilian and Vigfusson, 2011; Raheem, 2017; Akinsola and Nicholas, 2020). For instance, Hamilton (2008) argues that oil price shocks might push customers in intensive energy sectors to reduce their demands while other sectors which do not intensively depend on energy might be more costly to pay the cost of shifting of labor and capital inputs across sectors due to training costs and other mobility costs. Studies such as (Hamilton, 2003) conclude that positive changes in world oil prices have a stronger effect on economic performance than negative ones. Jiménez-Rodriguez and Sanchez (2005) find rising in the oil price has more effect on GDP growth than its fall in the selected The Organisation for Economic Co-operation and Development (OECD) countries. Similarly, Maalel and Mahmood (2018) find oil price shocks have an asymmetric impact on The Gulf Cooperation Council (GCC) economies.

Although the main body of the literature considered the case of developed economies, other works explore the case of emerging and developing countries. For instance, Anashasy et al. (2005) find a significant association between oil price fluctuations and some economic aggregates for Venezuela such as GDP, government revenues, government consumption and investment. Farzanegan and Markwardt (2009) studied the effect for Iran; Gbatu et al. (2017) for Liberia; Kousar et al. (2019) for Pakistan and Widarjono et al. (2020) for Indonesia. Other studies such as Saban et al. (2019) compared different countries by exploring the effect for each country individually. Regarding the MENA countries; Mehrara and Oskui (2007) provide evidence that oil price fluctuations are the primary source of instability of the macroeconomic aggregates in Saudi Arabia. Berument et al. (2010) conclude that the impact of changes in oil price on economic growth is significant for some MENA countries while it is insignificant for others. Selim and Zaki (2014) find that institutional quality is a leading cause of resource curse in Arabian countries. Cashin et al. (2016) used a global vector autoregression (GVAR) model to estimate the expected effects of macroeconomic shocks in the main economies (US, Europe and China) on the MENA economies. They conclude that shocks in the Chinese economy have a considerable influence on MENA countries. Mahmood and Zamil (2019) conclude fluctuations in oil prices have a considerable effect on Saudi Arabia GDP via the effect on the budget deficit. Similar results are concluded for GCC countries by Vohra (2017) and for Bahrain by Abou Elseoud and Kreishan (2020).

3. Model and methodology
The paper aims at examining the impact of changes in oil prices and their volatilities on the GDP of the MENA countries. Further, it explores how the inclusion of institutional quality can affect this relationship. The study uses the base model for Mankiw et al. (1992), given
that it allows augmenting other variables such as the human capital and institutional quality inside the traditional classic model for Solow (1956). The model can be formulated as follows:

$$Y_{it} = A_0 H_{it}^\beta \ GFC_{it}^\alpha \ ALD_{it}^\delta$$

(1)

Where, $Y_{it}$ represents the real GDP growth for country $i$ in the year; $A_0$ represents a scaling coefficient; and $H_{it}$, $GFC_{it}$, and $ALD_{it}$ embody human capital, physical capital and land, respectively. The above equation represents a Cobb-Douglas production function, which can be transformed into a log-linear equation. With augmenting other variables can, equation (1) can be rewritten as follows:

$$Y_{it} = B_0 + COP_t + \tau \text{VCOP}_t + D_t + \beta \ln(H_{it}) + \alpha \ln(GFC_{it}) + \delta \ln(ALD_{it}) + X_{it}$$

$$+ \varepsilon_{it}$$

(2)

In more details can be written as follows:

$$Y_{it} = B_0 + \rho \ \text{COP}_t + \tau \text{VCOP}_t + \phi \text{AsDum}_t + \beta \ln(H_{it}) + \alpha \ln(GFC_{it}) + \delta \ln(ALD_{it})$$

$$+ \vartheta X_{it} + \varepsilon_{it}$$

(3)

Where, $Y_{it}$ is the growth in the real domestic product (GDP); $\text{COP}_t$ is the change in Crude oil prices; $\text{VCOP}_t$ is the volatility of crude oil prices; and $\text{AsDum}_t$ represents the dummy variable that captures the asymmetry in the underlying relation (i.e. whether the changes in oil prices are positive or negative). The secondary enrollment percentage ($\text{SSE}_{it}$) and population growth ($\text{PG}_{it}$) are used to approximate the human capital. Whereas the value of a real investment in order approximate the physical capital ($\text{GFC}_{it}$), Arable land in hectares ($\text{ALD}_{it}$). In addition, $X_{it}$ is the included control variables, which include the initial $\text{ILGDP}_{it}$ (initial GDP) to control for the likely conditional convergence, $\text{ERD}_{it}$ represents the exchange rate deviation from the long-run exchange rate level. Further, net exports to GDP ($\text{EPG}_{it}$) is used to examine the extent to which real output growth is affected by trade openness. Furthermore, $\text{OED}$ is a dummy variable which takes 1 for oil export countries and 0 for other import countries and finally, $\text{INS}_{it}$ is used to account for the institution’s quality index. In the case of the dynamic panel approach, $X_{it}$ also includes the lag of the dependent variable ($Y_{it-1}$).

To be involved in the ongoing debate around the effect of oil price uncertainty on different economic activities, we will use an approximation of the variability of crude oil prices. The conditional variance of oil price shocks is calculated by using a generalized autoregressive conditional heteroskedasticity (GARCH) model which is based on monthly-data for the oil price. Then, the annual conditional volatility is captured by taking the average of the 12-month volatility.

The effect of oil price changes, the volatility of oil price and the asymmetric effect of oil price on economic growth are explored based on the specification of equation (3). The coefficients of the equation (3) are estimated using four different linear approaches: Pooled OLS, Fixed effect estimation, Random effect estimation and generalized method of moments (GMM). Further, to account for the whole distribution of the relationship, we also use the panel quantile approach.
Regarding linear models, pooled OLS does not account for heterogeneity between the cross-sections in the model, while the fixed-effect approach and the random effect approach consider heterogeneity between cross-sections. However, all the previous three approaches ignore the endogeneity problem when adding the lag of the dependent variable.

The system of the GMM method overcomes the likely endogeneity problem that comes from augmenting the lag of the dependent variable inside the explanatory variable. The system GMM method depends on adding lags of independent variables as instruments. The estimation based on GMM has the advantages that it gives a consistent estimation for coefficients with an asymptotically normal distribution (Ziliak, 1997). The system GMM is widely used and is heavily recommended in the growth literature. Bond et al. (2001) and Hauk and Wacziarg (2009) state that the GMM approach is preferred for growth models to get consistent and efficient coefficients.

Q.R. is initially innovated by Koenker and Basset (1978), and it acts as the general form of Ordinary Least Squares (OLS); it provides more precise estimates of the conditional distribution. Q.R. approach assumes that the value of the error term is conditional on the included explanatory variables at \( \tau \) th quantile equal to 0. Thus, the Q.R. for \( y \) as a dependent variable and \( x \) as an independent variable can be represented in the following form:

\[
Q_{y|x}(\tau) = \inf\{b | F_{y|x}(b) \geq \tau \} = x' \beta(\tau)
\]

Where \( Q_{y|x}(\tau) \) denotes the conditional quantile of the dependent variable \( y \), \( 0 < \tau < 1 \) and \( \beta(\tau) \) is the degree of effect of \( x \) on \( y \) in the \( \tau \) th quantile which can be estimated as:

\[
\hat{\beta}(\tau) = \arg\min_{\beta(\tau)} \sum_{i=1}^{n} \rho_{\tau}(y_i - x' \beta(\tau))
\]

(5)

If \( e_i \) is the random error term, thus the loss function for the quantile regression can be written as follows:

\[
\rho_{\tau}(e_i) = e_i[\tau - \mathbb{I}(e_i < 0)]
\]

(6)

Where \( \mathbb{I}() \) denotes the indicator function and \( \rho_{\tau}(e_i) \) denotes the check function which weighs in an asymmetric way the negative and positive values.

To check for the assumption of symmetry, we use Newey and Powell (1987) test. If the distribution of \( Y \) based on \( X \) is symmetric, then:

\[
\frac{\beta(\tau) + \beta(1-\tau)}{2} = \beta\left(\frac{1}{2}\right)
\]

(7)

Thus, we can use the Wald test on the quantile process to evaluate the previous restriction. If we assume we have an odd number, \( K \), of a set of estimated parameters which ordered \( \tau_k \), then the middle value which \( (\tau_{k+1})/2 \) should be 0.5. Thus, the underlying function is symmetric around 0.5, and the assumed null hypothesis is as follows:

\[
\frac{\theta(\tau_j) + \theta(\tau_{k-j-1})}{2} = \theta(1/2) \text{ for } j = 1, \ldots, \frac{K-1}{2}
\]

(8)
The Wald test is designed with the null hypothesis of the symmetric effect, and it follows \( \chi^2_{p(K-1)/2} \). Indeed, refusing the null hypothesis of Newey and Powell (1987) test means refusing the assumption of symmetric values of the relationship over different quantiles.

Regarding the generating of oil price volatility, as it is mentioned before, it will be captured based on the GARCH model. The initial form of GARCH was introduced by Bollerslev in 1986. In the context of the previous model, the mean equation will be modeled as a function in its lags. In addition, the conditional variance is a function in the lag of squared residuals and the lag of the conditional variance. If we assume that the conditional variance is \( h_t \) and the squared errors is \( \epsilon^2_t \), then we can express the GARCH(1,1) representation as follows:

\[
h_t = \lambda_0 + \lambda_1 \epsilon^2_{t-1} + \lambda_2 h_{t-1}
\]

The coefficient \( \lambda_2 \) measures the persistence inside the conditional variance equation which implies that when \( \lambda_2 \) is close to 0, the persistence is lower whereas the persistence is higher when \( \lambda_2 \) close to one. Further, the variance should be strictly positive, and the coefficients must not be negative; \( \lambda_0 \geq 0, \lambda_1 \geq 0, \lambda_2 \geq 0 \). Furthermore, the stationarity condition should be valid for the conditional volatility equation; \( \lambda_1 + \lambda_2 < 1 \).

### 4. Data, descriptive analysis and results

#### 4.1 Data

The study uses annual data of a panel of 17 MENA countries, which include: Algeria, Bahrain, Egypt, Israel, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Sudan, Tunisia, Turkey, United Arab Emirates and Yemen. The sample span covers the period (1970–2018) to capture the surge in oil prices in the 1970s. The data set includes the growth in the Real Gross Domestic Product (constant 2010 USD), Crude oil price, the secondary school enrollment percentage, the population growth percentage, gross fixed capital formation (constant 2010 US$), arable land in hectares, the exchange rate deviation from the long-run exchange rate level calculated as the deviation from the long-run trend which estimated by “Hodrick-Prescott Filter method,” net exports to GDP (the exports of goods and services minus imports of goods and services as a percentage of GDP). The institution quality index embodies the average of the sub-indices such as government stability, socioeconomic conditions, investment profile, internal conflict, external conflict, corruption, military intervention in politics, religious tensions, law and order enforcement, ethnic tensions, democratic accountability and bureaucracy quality. The data for the variables are captured from the world bank database. Further, the data of the crude oil price is represented by the West Texas Intermediate (WTI) crude oil spot prices, which are collected from the International Energy Agency. Finally, data about institution quality are captured from “Political Risk Services Group databases.” All regression variables are implemented with logs of the variables.

#### 4.2 Descriptive analysis

**Figure A1** depicts the development of the index of crude oil price. As shown in the figure, the oil price is highly volatile during the period of the study. Thus, there was a significant increase in oil prices starting from 1973 due to the political pressure and war in the MENA region. However, with the 1980s and the economic slowdown in many developed countries, the oil demand dropped again. The price tended to increase from the beginning of the 2000s
until the last global crisis in 2008. Another episode of oil price increases started after the recovery of the financial crisis until starting to fall in 2014.

Table A1 displays the descriptive statistics for the included variables in the panel form. For more details, analysis for each oil-export and oil-import is going to be separated. Table A2 shows the correlation matrix for MENA exporting countries. As shown in the table, there is a positive correlation between GDP growth on one side and crude oil price changes, institutional quality, Secondary school enrolment percentage and population growth on the other side. In contrast, the correlation between GDP growth and oil price volatility is negative.

Figure A2 shows the evolution of crude oil prices and GDP growth for the MENA oil-exporting countries. It could be observed that there is a positive association between both variables. However, the linkage between both variables was stronger for most oil-exporting countries at the beginning of the sample; then, it has been weakened in the past 10 years. This could be explained by the economic diversification strategy that has been applied in many oil-exporting countries such as Saudi Arabia and Emirates. On the other hand, the relation between oil price volatility and GDP growth for MENA oil-exporting countries is negative for long periods and many countries are depicted in Figure A3.

Table A3 shows the correlation matrix for the MENA oil-importing countries. It can be observed that the GDP growth is negatively correlated with crude oil price changes and population growth. While it is positively correlated with the volatility of crude oil price, the institution quality and percentage number of secondary schooling. The evolution of both crude oil prices and GDP growth rates for oil-importing nations in the MENA region is presented in Figure A4, where it can be observed that a negative association between the two variables. In addition, Figure A5 depicts the evolution of oil volatility and GDP growth in the oil-importing countries in the MENA regions, where it can be observed it is slightly positive for some countries.

4.3 Results
To check for stationarity of the included variables, The Phillip Perron (PP) test and the Augmented Dickey-Fuller (ADF) tests are applied. Table A4 depicts the results of these unit root tests. As shown in the table, the probabilities of the two used tests indicate that we should reject the null hypothesis of the unit root for all the used variables.

Table A5 reveals the results of the GARCH model. It shows that in the mean equation both the first leg and the second lag are significant. In the variance equation, both the squared of previous residual and lag of the GARCH are significant. Also, the summation of the last two coefficients is less than one, which is a required assumption for the stationarity of the GARCH model. Figure A6 plots the volatility of oil prices over the period under study.

Table A6 shows the estimates using the pooled OLS, fixed effect, random effect and the system GMM, respectively. According to the results of the pooled OLS model, changes in oil prices have a significant positive effect on output growth whereas volatility of oil price has a positive effect but insignificant. In addition, the dummy variable for the asymmetric effect of oil price changes is significant and positive. Further, capital formation percentage has a significant and positive effect, population growth has a negative and significant effect and the dummy variable for oil-exporting countries has a significant positive effect.

Regarding the results of the fixed effect method, Table A6 shows changes in oil prices have a significant positive effect whereas the volatility of oil price has an insignificant positive effect. Further, there is evidence that the effect of oil price changes on economic growth is asymmetric and the population growth has a negative significant effect. However, the exchange rate deviation does not have a significant effect on output growth. For the
results of the random effect method, Table A6 shows the oil price changes have a significant positive effect whereas the volatility of oil price has an insignificant positive effect. Further, there is evidence that the effect of oil price changes on economic growth is asymmetric, the population growth has a negative significant effect and the capital formation has a positive significant effect. However, the exchange rate deviation does not have a significant effect on output growth.

Table A6 also provides the estimations of the dynamic GMM approach. As it is mentioned previously, the GMM approach produces consistent estimators with the dynamic form after passing the test of the validity of the included instruments. The J-statistic test confirms the validity of the model with the included instruments. The null hypothesis of the validity of the instruments could not be rejected. Table A6 indicates that the oil price changes have a significant and positive effect on the output growth whereas volatility of the oil price has an insignificant positive effect. Furthermore, the dummy variable for the asymmetric effect of the impact of oil price changes on economic growth and capital formation is significant. However, the exchange rate deviation does not have any significant effect on the growth of output. These results are supportive of all different static models. In summary, all linear models demonstrate robust results that the changes in the oil price have a significant and positive effect on the economic growth of the MENA countries and this effect is asymmetric.

Table A7 shows that the relationship between economic growth and oil price fluctuations is unlike for the analyzed quantiles. The effects of both oil price change and its uncertainty on economic growth are more significant in the upper quantiles relative to the lower quantiles. Regarding the effect of oil price changes, it can be observed that over the quantiles from 0.1 to 0.3, this effect is insignificant or only significant with 10% whereas over the quantiles from 0.3 to 0.9 it is significant with probabilities 1% or 5%. The effect of oil price volatility is only significant with upper quantiles starting from quantile 0.7. Furthermore, the effect of the asymmetric dummy variable for oil price changes is significant overall quantiles. This result brings more evidence about the importance of the asymmetric effect of oil price changes on the growth of the real product of the selected countries, as positive changes have different effects from those of the negative ones. These results confirm that the Q.R. gives more detailed results in comparison to other used linear models. Table A8 depicts the results of the symmetric quantiles test; it shows that the null hypothesis which implies estimated parameters are symmetric across different quantiles is rejected with a significant 1%. Then, it might be claimed that the quantile regression approach is more appropriate for analyzing the underlying relationship.

Table A9 depicts the results of the previous five models after augmenting the institution quality index. It can be observed that the coefficient of institutional quality is significant and positive, which implies the institutional quality is crucial in enhancing GDP growth in MENA countries. Regarding the oil price fluctuation, its impact on GDP growth significant but it becomes smaller. In addition, for all models, the uncertainty of the oil price is insignificant with a negative sign, which reflects the importance of having reliable institutions to help in absorbing the likelihood of the oil price changes and its uncertainty.

4.4 Robust analysis

To check for more exploration about the impact of change in oil price and its volatility on each of oil-export countries and oil-import countries, a separate regression has been conducted for each group. Table A10 shows that both change in oil price and oil price volatility has an opposite effect on oil-export and oil-import countries. For oil-export countries, we can find that changes in oil prices have a positive significant effect on economic growth where the volatility of oil price has a negative but insignificant effect. However, for oil import countries, changes in
oil prices have a significant negative effect where the volatility of oil prices has a positive significant effect. Furthermore, the dummy of asymmetric change in oil price has a positive effect on where population growth has a negative effect on both groups.

Furthermore, to check for more exploration to what extent the GDP growth is affected by oil price volatility, another step is to examine the robustness of the previous results for different measures of oil price volatility. Thus, a common technique for generating volatility for oil prices is applied (Mohaddes and Pesaran, 2014). According to this approach, the formula of the realized volatility for oil price can be written as follow:

$$VCOP_t^0 = \sqrt{\frac{1}{12} \sum_{t=1}^{12} \left( D_{t,\omega}^0 - D_{t,\omega}^0 \right)^2}$$

(10)

Where $D_{t,\omega}^0 = COP_t$, $-D_{t,\omega}^0 = \frac{1}{12} \sum_{t=1}^{12} D_{t,\omega}^0$ and $D_{t,\omega}^0$ express the oil price level in the year and within the month $\omega$.

Figure A7 displays the plot of the generated volatility by the more convenient standard approach along with the volatility generated with the GARCH approach. Table A11 shows the correlation matrix between the two volatilities. Where it can be observed that they are positively and strongly correlated. Table A12 depicts the results of the OLS method and the quantile approach using the more convenient standard deviation approach for the oil price volatility and it can be observed that results did not significantly change.

Moreover, to check in the extent of the results robustness for outliers in GDP growth rates, the extreme values were removed and the model was re-estimated, there is no considerable change in the results as outlined in Table A12. Furthermore, the effect on the volatility of the GDP growth is explored rather than on the GDP growth is attributed to the level of oil-price where this impact is negative. In addition, the effect of the oil price volatility on the GDP growth is insignificant.

5. Conclusion

The current study explores the effect of fluctuations in oil price, the volatility of oil price, the asymmetry in the impact of crude oil price on the real product of the MENA countries over a long period. The study uses four different linear models; three models are static (pooled OLS, fixed effect model and random effect model) and the fourth (GMM system) is dynamic. The system GMM overcomes the problem of endogeneity that resulted from adding the lagged of the dependent variable as a regressor inside the model. Furthermore, the paper uses the Q.R. approach to get a whole image of the distribution of the underlying relationship.

All used linear models (the static models and the dynamic model) provided robust results as the oil price changes have a significant positive effect whereas the volatility of oil price has an insignificant positive effect on the growth of real products. Further, all the used linear models support the asymmetric effect of changes in oil prices on economic growth. Furthermore, the effect of oil price volatility on economic growth is more significant in the upper quantiles relative to the lower quantiles. In addition, the institutional efficiency has a significant positive effect on economic growth. Q.R. approach reveals that the effect of oil price and uncertainty of oil price on economic growth is more significant in the upper quantiles relative to the lower quantiles. In addition, the institutional efficiency has a significant positive effect on economic growth. Nevertheless, incorporating the institutional factor has caused a double effect; the crude oil price fluctuations have a smaller impact and the insignificance of the oil price volatility factor in all models. Furthermore, when a separate regression has been conducted for each MENA oil-export countries and MENA oil-import countries, changes in oil price and oil price volatility has an opposite effect on each group. For oil-export countries changes in oil prices have a significant positive impact but the volatility has a negative
effect whereas for oil-import countries changes in oil prices have a significant negative effect, but volatility has a positive significant effect.

The recommendations of the study based on the results are: policymakers should be cautious against changes in oil price and building good institutions helps in absorbing the effect of oil price fluctuations. Further, as all models give significant, robust results about the effect of oil prices and volatility of oil prices, future studies should focus on determining the threshold level for this relationship by using one of the Panel Threshold models like Hansen (1999) or the modern threshold approach for Kremer et al. (2013). Moreover, the time-varying effect of oil price shocks on macroeconomic aggregates might be a good avenue for future research.
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Figure A6.
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### Table A1. Descriptive statistics

| Measure | Y  | COP  | VCOP  | ERD  | ALD  | GFC  | PG   | SSE  | INS  |
|---------|----|------|-------|------|------|------|------|------|------|
| Mean    | 0.055 | 0.064 | 0.0007 | -0.0001 | 12.930 | 23.242 | 3.35 | 65.92 | 4.970 |
| Median  | 0.046 | 0.049 | 0.0003 | -0.0030 | 14.125 | 23.128 | 2.58 | 70.26 | 5.200 |
| Max     | 0.897 | 1.11  | 0.0103 | 1.1003 | 17.0650 | 26.590 | 17.63 | 98.46 | 6.610 |
| Min     | -1.331 | -0.65 | 0.00006 | -0.7378 | 6.90775 | 19.406 | -3.10 | 0.000 | 0.710 |
| Std. dev. | 0.155 | 0.31  | 0.00150 | 0.1297 | 2.9712 | 1.366 | 2.62 | 27.29 | 1.086 |
| Jarque 2,035 | (0.00) | 206 | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |

Source: Created by the author

### Table A2. Correlation matrix for MENA oil-export countries

| Variable | Y  | COP  | VCOP  | EPG  | ERD  | GFC  | PG   | SSE  | INS  |
|----------|----|------|-------|------|------|------|------|------|------|
| Y        | 1.000 | -0.270 | -0.376 | -0.207 | -0.078 | -0.028 | 0.081 | 0.151 | 0.241 |
| COP      | 0.270 | 1.000 | -0.214 | -0.268 | -0.075 | -0.461 | 0.551 | 0.286 | 0.497 |
| VCOP     | -0.376 | -0.214 | 1.000 | 0.051 | 0.029 | -0.010 | -0.075 | -0.051 | -0.119 |
| EPG      | -0.207 | -0.268 | 0.051 | 1.000 | 0.042 | -0.315 | -0.023 | -0.512 | -0.568 |
| ERD      | -0.078 | -0.075 | 0.029 | 0.042 | 1.000 | -0.136 | 0.013 | -0.125 | 0.079 |
| GFC      | -0.028 | -0.461 | -0.010 | -0.315 | -0.136 | 1.000 | -0.566 | 0.324 | -0.326 |
| PG       | 0.081 | 0.551 | -0.075 | -0.023 | 0.013 | -0.566 | 1.000 | 0.310 | 0.493 |
| SSE      | 0.151 | 0.286 | -0.051 | -0.512 | -0.125 | 0.324 | 0.310 | 1.000 | 0.360 |
| INS      | 0.241 | 0.497 | -0.119 | -0.568 | 0.079 | -0.326 | 0.493 | 0.360 | 1.000 |

Source: Calculated by the author

### Table A3. Correlation matrix for MENA oil-import countries

| Variable | GLGDP | COP  | VCOP  | EPG  | ERD  | GFC  | PG   | SSE  | INS  |
|----------|-------|------|-------|------|------|------|------|------|------|
| GLGDP    | 1.000 | -0.022 | 0.038 | 0.192 | -0.023 | -0.003 | -0.143 | 0.058 | 0.172 |
| COP      | -0.022 | 1.000 | -0.144 | 0.102 | -0.034 | 0.098 | -0.175 | 0.042 | 0.275 |
| VCOP     | 0.038 | -0.144 | 1.000 | 0.015 | 0.146 | 0.045 | 0.015 | 0.009 | -0.133 |
| EPG      | 0.192 | 0.102 | 0.015 | 1.000 | -0.041 | 0.556 | -0.594 | -0.063 | -0.046 |
| ERD      | -0.023 | -0.034 | 0.146 | -0.041 | 1.000 | 0.038 | 0.084 | -0.002 | -0.171 |
| GFC      | -0.003 | -0.034 | 0.146 | -0.041 | 1.000 | 1.000 | -0.351 | 0.520 | -0.441 |
| PG       | -0.143 | -0.125 | 0.015 | -0.594 | 0.084 | 0.351 | 1.000 | 0.054 | 0.153 |
| SSE      | 0.058 | 0.042 | 0.009 | -0.063 | -0.002 | 0.520 | 0.054 | 1.000 | -0.278 |
| INS      | 0.172 | 0.275 | -0.133 | -0.046 | -0.171 | -0.441 | 0.153 | -0.278 | 1.000 |

Source: Calculated by the author
### Table A4.
#### Unit root statistics

| Variable | ADF             | PP              |
|----------|-----------------|-----------------|
| COP      | $-13.80 (0.0000)***$ | $-13.792 (0.0000)***$ |
| VCOP     | $-4.564 (0.0002)***$ | $-4.575 (0.0002)***$ |
| Y        | $217.306 (0.000)***$ | $365.723 (0.000)***$ |
| ER       | $229.899 (0.000)***$ | $131.014 (0.000)***$ |
| ALD      | $77.1695 (0.000)***$ | $99.048 (0.000)***$ |
| EPG      | $61.86 (0.000)***$ | $66.54 (0.000)***$ |
| GFC      | $12.583 (0.05)*$ | $57.62 (0.000)***$ |
| VCO      | $107.05 (0.000)***$ | $56.2 (0.000)***$ |
| SSE      | $12.27 (0.05)*$ | $42.29 (0.04)**$ |
| INS      | $87.09 (0.000)***$ | $46.44 (0.047)**$ |

**Notes:** ***Means the coefficient is significant with 1, 5 and 10%; **indicate the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%**

**Source:** Calculated by the author

### Table A5.
#### Volatility of oil prices generated from the GARCH model

| Variable   | Coefficient | Probability |
|------------|-------------|-------------|
| COP(-1)    | 1.179471    | 0.0000      |
| COP(-2)    | -0.179295   | 0.0000      |
| Variance equation | | |
| C          | 0.00488     | 0.2825      |
| RESID(-1)^2| 0.169321    | 0.0000      |
| GARCH(-1)  | 0.596515    | 0.0000      |
| T-DIST. DOF| 2.967606    | 0.0000      |
| R-squared  | 0.995065    | 0.995057    |
| Adjusted $R^2$ | 1.974966  |            |

**Source:** Calculated by the author
### Table A6.
Estimates of linear models

| Variable       | Pooled OLS method | Fixed effect method | Random effect method | GMM |
|----------------|-------------------|---------------------|----------------------|-----|
| C              | –                 | 0.165 [0.77, 0.441] | 0.047136 [2.3, 0.01] ** | –   |
| Y_{t-1}        | –                 | –                   | –                    | –   |
| ILGDP_{t}      | 0.287 [5.29, 0.00]*** | –                   | 0.3 [2.86, 0.00]***   | –   |
| COP_{t}        | 0.096 [3.6, 0.00]*** | 0.082 [3.3, 0.00]*** | 0.095 [3.9, 0.00]***   | 0.19 [2.16, 0.03]** |
| VCOP_{t}       | 2.88 [0.51, 0.6]   | 0.44 [0.83, 0.4]    | 2.785 [0.47, 0.63]    | 2.8 [0.81, 0.41]   |
| ERD_{t}        | 0.007 [0.48, 0.62] | –0.00702 [-0.1, 0.8] | –0.0086 [-0.24, 0.8]  | 0.311 [0.31, 0.1] |
| ALD_{t}        | –0.0138 [-2.1, 0.02]** | –0.015 [-1.7, 0.09]** | –0.01 [-2.3, 0.02]**  | –0.071 [-3.8, 0.00]** |
| GFC_{t}        | 0.0166 [2.87, 0.00]*** | 0.0185 [2.38, 0.2]   | 0.021 [2.04]**        | 0.12 [2.6, 0.00]** |
| PG_{t}         | –0.016 [-2.3, 0.01]** | –0.02 [-2.73, 0.00]*** | –0.019 [-2.5, 0.01]** | –4.43 [1.53, 0.00]** |
| SSE_{t}        | –0.0013 [-2.7, 0.00]** | –0.003 [-2.7, 0.00]*** | –0.0013 [-25.4, 0.01]** | –2.8 [-28, 0.00]** |
| EPG_{t}        | –0.001 [-1.8, 0.07] | 0.0017 [1.94, 0.05]  | 0.0005 [-0.74, 0.45]  | 0.0012 [0.47, 0.631] |
| As_Dum         | 0.034 [2.40, 0.01]** | 0.029 [2.06, 0.03]** | 0.033 [2.40, 0.15]**  | 0.176 [2.45, 0.01]** |
| OED            | 0.0414 [2.49, 0.01]** | 0.0299 [1.69, 0.09]  | 0.008 [-0.132, 0.8]   | 0.119 [0.98]       |

**Notes:** Numbers between [] are t-static value and its probabilities; *** means the coefficient is significant with 1, 5 and 10%; **indicate the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%

### Table A7.
Estimates of the quantile approach

| Variable       | 0.1   | 0.2   | 0.3   | 0.4   | 0.5   | 0.7   | 0.9   |
|----------------|-------|-------|-------|-------|-------|-------|-------|
| ILGDP_{t}      | –0.3 [0.00]*** | –0.04 [0.4] | 0.0029 [0.9] | 0.036 [0.3] | 0.045 [0.2] | 0.19 [0.00]*** | 0.7 [0.00]*** |
| COP_{t}        | 0.03 [0.1] | 0.02 [0.04]** | 0.02 [0.00]*** | 0.023 [0.00]*** | 0.027 [0.00]*** | 0.02 [0.01]** | 0.09 [0.00]*** |
| VCOP_{t}       | 0.1 [0.7]  | 0.13 [0.5]  | 0.3 [0.19]  | 0.29 [0.33]  | 0.35 [0.2]  | 0.9 [0.04]***  | 4.8 [0.00]*** |
| ERD_{t}        | –0.0003 [0.9]  | –0.013 [0.5]  | 0.0084 [0.6]  | –0.003 [0.9]  | –0.001 [0.9]  | –0.004 [0.7]  | –0.03 [0.8] |
| ALD_{t}        | –0.015 [0.00]*** | –0.007 [0.00]*** | –0.006 [0.00]*** | –0.005 [0.01]** | –0.005 [0.02]** | –0.003 [0.1] | –0.004 [0.57] |
| GFC_{t}        | 0.01 [0.1]** | 0.008 [0.00]*** | 0.006 [0.00]*** | 0.007 [0.00]*** | 0.007 [0.00]*** | 0.007 [0.00]*** | 0.012 [0.06]*** |
| PG_{t}         | –0.02 [0.00]*** | –0.005 [0.1]  | –0.003 [0.2]  | –0.002 [0.4]  | –0.004 [0.2]  | –0.008 [0.00]*** | –0.029 [0.00]*** |
| SSE_{t}        | –0.0006 [0.00]*** | –0.0004 [0.05]** | –0.0006 [0.00]*** | –0.0003 [0.01]** | –0.0003 [0.04]** | –0.0000 [0.02]** | –0.00007 [0.03]** |
| EPG_{t}        | –0.0004 [0.1]  | 0.00011 [0.7]  | 0.00002 [0.4]  | 0.00002 [0.4]  | 0.00002 [0.5]  | –0.000 [0.1]  | –0.003 [0.00]*** |
| As_Dum         | 0.02 [2.00]*** | 0.017 [0.00]*** | 0.015 [0.00]*** | 0.015 [0.00]*** | 0.02 [0.00]*** | 0.01 [0.00]*** | 0.02 [0.00]*** |
| OED            | –0.03 [0.18]  | –0.017 [0.2]  | –0.02 [0.09]** | –0.005 [0.6]  | –0.004 [0.7]  | 0.03 [0.03]***  | 6.8 [0.00]*** |

**Notes:** Numbers between are the probability of t-static; *** means the coefficient is significant with 1, 5 and 10%; **indicate the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%

### Table A8.
Symmetric quantiles test

| Test summary   | Chi-square statistic | Prob |
|----------------|----------------------|------|
| Wald test      | 16.9022              | 0.004*** |

**Notes:** **Means the coefficient is significant with 1, 5 and 10%; *indicate the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%
### Table A9.
Estimates of different models with the institution

| Variable Pooled OLS Fixed effect Random effect GMM Quantile regression |
|----------------|----------------|----------------|----------------|----------------|
| **C** | -0.066 [0.39] | - | - | - |
| **Y_{it-1}** | - | - | - | - |
| **ILGDP_{it}** | 0.02 [0.01]** | 0.02 [0.01]** | 0.02 [0.01]** | 0.02 [0.01]** |
| **COP_{it}** | -1.42 [0.5] | -1.70 [0.13] | -1.44 [0.5] | -1.49 [0.53] |
| **ERD_{it}** | 0.005 [0.74] | 0.0065 [0.7] | 0.0063 [0.9] | 0.167 [0.4] |
| **ILGDP_{it}** | -0.004 [0.09]** | -0.005 [0.4] | -0.004 [0.71] | -0.035 [0.1] |
| **GFC_{it}** | 0.004 [0.09] | 0.0067 [0.3] | 0.0059 [0.03]** | 0.033 [0.7] |
| **PG_{it}** | -0.006 [0.03]** | -0.0068 [0.04]** | -0.0057 [0.1] | -0.10 [0.02]** |
| **SSP_{it}** | 0.0001 [0.8] | -0.0029 [0.4] | 0.0003 [0.00]** | -0.0008 [0.8] |
| **EPG_{it}** | -0.0008 [0.7] | -0.0006 [0.02] | 0.0007 [0.00]** | -0.01 [0.09]** |
| **As_Dum** | 0.01 [0.03]** | 0.0138 [0.00]** | 0.013 [0.04]** | 0.06 [0.03]** |
| **OED** | -0.01 [0.07]** | -0.02 [0.00]** | -0.24 [0.1] | -0.04 [0.6] |
| **INS_{it}** | 0.009 [0.00]** | 0.012 [0.00]** | 0.007 [0.00]** | 0.06 [0.09]** |
| **P-statistic** | 2.281 [0.00]** | 2.16 [0.00]** | 3.07 [0.00]** | 2.43 [0.65] |

**Notes:** Numbers between are the probability of t-static; **“** means the coefficient is significant with 1, 5 and 10%; **“** indicates the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%.

### Table A10.
Estimates of OLS and quantile approach for oil-exports and oil-imports

| Variable Oil-exports | Pooled OLS method Quantile regression Oil-imports | Pooled OLS method Quantile regression |
|-------------------|----------------|----------------|----------------|----------------|
| **C** | -0.205 [0.02]** | -0.2054 [0.1] | 4.235 [0.00]** | 4.23 [0.00]** |
| **ILGDP_{it}** | -0.275 [0.08]** | -0.19 [-0.86] | 1.8 [0.07] | 1.8 [0.07] |
| **COP_{it}** | 1.11 [0.64] | -0.05 [0.95] | 0.011 [0.94] | 0.01 [0.91] |
| **ERD_{it}** | -0.55 [0.00]** | -0.32 [0.02] | -0.048 [0.1] | -0.04 [0.73] |
| **ALD_{it}** | 1.02 [0.00]** | 0.52 [0.04]** | -0.014 [0.7] | -0.01 [0.73] |
| **PG_{it}** | -0.08 [0.63] | -0.16 [0.08] | -0.11 [0.00]** | -0.11 [0.00]** |
| **SSP_{it}** | -0.14 [0.00]** | -0.044 [0.06] | -0.0013 [0.08]** | -0.0008 [0.68] |
| **EPG_{it}** | -0.04 [0.00]** | -0.02 [0.02]** | 0.0008 [0.00]** | 0.0084 [0.00]** |
| **As_Dum** | 0.032 [0.26] | 0.605 [0.07] | 0.089 [0.9] | 0.089 [0.9] |
| **P-statistic** | 4.26 [0.00]** | 2.16 [0.00]** | 3.07 [0.00]** |

**Notes:** Numbers between are the probability of t-static; **“” means the coefficient is significant with 1, 5 and 10%; **“” indicates the coefficient is significant with probability 5 and 10%; *indicates significant with probability 10%.

### Table A11.
Correlation matrix between different kinds of volatility

| VCP | VSCP |
|-----|-----|
| VCP | 1   | 0.80657 |
| VSCP | 0.80657 | 1 |

**Source:** Calculated by the author using Spearman rank correlation.
| Measure of Oil Price Volatility | Estimates with a Different Measure of Oil Price Volatility | Estimates with Removing Outliers | GDP Volatility |
|-------------------------------|----------------------------------------------------------|---------------------------------|----------------|
|                               | Pooled OLS method                                         | Quantile regression             | Pooled OLS     | Quantile regression |
| ILGDPit                       | 0.37 [0.00]***                                            | 0.24 [0.00]***                  | 0.27 [0.00]*** | 0.045 [0.00]***     | 0.34 [0.00]***    | 0.089 [0.01]*** |
| COPt                          | 0.095 [0.00]***                                           | 0.032 [0.00]***                 | 0.1 [0.00]***  | 0.026 [0.00]***     | 0.07 [0.00]***   | 0.041 [0.00]*** |
| VCOPt                         | 2.9 [0.6]                                                | 1 [0.6]                         | 0.7 [0.2]      | 0.3 [0.2]          | 0.48 [0.1]       | 0.15 [0.1]      |
| ERDit                         | -0.03 [0.5]                                              | 0.0003 [0.4]                    | -0.026 [0.6]   | -0.0013 [0.9]      | -0.0037 [0.9]   | -0.02 [0.08]^* |
| ALDit                         | -0.0153 [0.02]^*                                         | -0.0019 [0.6]                   | -0.01 [0.02]^* | -0.005 [0.02]^*    | -0.0022 [0.6]   | -0.0015 [0.3]  |
| GFCilt                        | 0.012 [0.28]                                             | -0.0006 [0.6]                   | 0.016 [0.00]** | 0.007 [0.00]***    | 0.0058 [0.27]   | 0.0026 [0.09]^* |
| PGit                          | -0.0188 [0.01]^*                                         | -0.007 [0.07]                   | -0.01 [0.01]^* | -0.0038 [0.2]      | -0.0005 [0.9]   | -0.0009 [0.62] |
| SSEit                         | -0.0013 [0.01]^*                                         | -0.0006 [0.8]                   | -0.0013 [0.01]^*| -0.0003 [0.04]^*   | -0.0007 [0.09]^*| -0.0002 [0.5]  |
| EFG_it                        | -0.00086 [0.15]                                          | 0.0032 [0.92]                   | -0.0008 [0.1]  | 0.0032 [0.56]      | -0.0006 [0.25]  | -0.0004 [0.05]^*|
| As_Dum                        | 0.032 [0.026]^*                                           | 0.01 [0.04]^*                   | 0.035 [0.01]^* | 0.016 [0.00]***    | 0.0136 [0.3]    | 0.0013 [0.7]   |
| OED                           | 0.02 [0.2]                                               | 0.016 [0.3]                     | 2.5 [0.01]^*   | -0.003 [0.7]       | 0.057 [0.00]^*   | 0.03 [0.00]^*   |
| F-                            | 10.1 [0.000]***                                          | 10.36 [0.000]***                | 10.89 [0.000]***| -                   |                         |                |

**Notes:** Numbers between are the probability of t-static; *** means the coefficient is significant with 1, 5 and 10%; ** indicate the coefficient is significant with probability 5 and 10%; * indicates significant with probability 10%.

---

**Corresponding author**
Mamdouh Abdelmoula Mohamed Abdelsalam can be contacted at: mamdouh.economist711@gmail.com

---

For instructions on how to order reprints of this article, please visit our website: [www.emeraldgrouppublishing.com/licensing/reprints.htm](http://www.emeraldgrouppublishing.com/licensing/reprints.htm)
Or contact us for further details: permissions@emeraldinsight.com