WEAK CONVERGENCE OF DELAY SDES WITH APPLICATIONS TO CARATHÉODORY APPROXIMATION
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ABSTRACT. In this paper, we consider a fundamental class of stochastic differential equations with time delays. Our aim is to investigate the weak convergence with respect to delay parameter of the solutions. Based on the techniques of Malliavin calculus, we obtain an explicit estimate for the rate of convergence. An application to the Carathéodory approximation scheme of stochastic differential equations is provided as well.

1. Introduction. It is known that the Carathéodory approximation scheme was introduced by Carathéodory in the early part of 20th century for deterministic differential equations, see e.g. [5]. In the context of stochastic equations, the first Carathéodory approximation results were obtained by Bell and Mohammed [2] (also see Section 2.6 in [16] for a general formulation). Let $x_0 \in \mathbb{R}, n \geq 1$ and $(B(t))_{t \in [0,T]}$ be a standard Brownian motion. We consider stochastic differential equation (SDE)

$$x(t) = x_0 + \int_0^t b(s,x(s))ds + \int_0^t \sigma(s,x(s))dB(s), \quad t \in [0,T]$$

(1)
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and its Carathéodory approximation

\[
\begin{align*}
X^n(t) &= x_0 + \int_0^t b(s, x^n(s-1/n))ds + \int_0^t \sigma(s, x^n(s-1/n))dB(s), \ t \in [0, T] \\
x^n(t) &= x_0, \ t \in [-1/n, 0].
\end{align*}
\]

(2)

It was proved in [2, 16] that, when the coefficients are Lipschitz and have linear growth, \(x^n(t)\) strongly converges to \(x(t)\) as \(n \to \infty\). Moreover, the following estimate for the strong rate of convergence holds

\[
E \left[ \sup_{0 \leq t \leq T} |x^n(t) - x(t)|^2 \right] \leq \frac{C}{n}, \ n \geq 1,
\]

(3)

where \(C\) is a positive constant not depending on \(n\).

As discussed in Section 2.6 of [16], the advantage of Carathéodory approximation is that we do not need to compute \(x^1(t), \ldots, x^{n-1}(t)\) but compute \(x^n(t)\) directly (this reduces a lot of calculations on stochastic integrals). In addition, the Carathéodory approximation also works well for SDEs with non-Lipschitz coefficients. In the last decades, the Carathéodory approximation has been considered for various stochastic differential equations. Among others, we mention Turo [19] for stochastic functional differential equations, Mao [14, 15] and Liu [12] for semilinear stochastic evolution equations with time delays, Ferrante & Rovira [8] for delay differential equations driven by fractional Brownian motion, Faizullah [7] for linear stochastic evolution equations with time delays, Ferrante & Rovira [8] for various stochastic differential equations. Among others, we mention Turo [19] for doubly perturbed SDEs, etc.

It is also known that the weak convergence rate of numerical approximations is very useful in practical applications (see, e.g. [1] for a short discussion). In fact, for certain numerical schemes such as Milstein scheme, Runge-Kutta scheme and Euler-Maruyama scheme, etc. many weak convergence results can be found in the literature, see e.g. [1, 4, 9, 11]. However, to the best of our knowledge, the weak convergence results of the Carathéodory approximation are scarce even for the system (1)-(2). Motivated by this observation, our aim is to partially fill up this gap.

In this paper, to make the problem more interesting, we consider delay stochastic differential equations of the form

\[
\begin{align*}
X_{\tau_1}(t) &= \varphi(0) + \int_0^t b(s, X_{\tau_1}(s), X_{\tau_1}(s-\tau_1))ds + \int_0^t \sigma(s, X_{\tau_1}(s), X_{\tau_1}(s-\tau_1))dB(s), \ t \in [0, T] \\
X_{\tau_1}(t) &= \varphi(t), \ t \in [-\tau_1, 0]
\end{align*}
\]

and

\[
\begin{align*}
X_{\tau_2}(t) &= \varphi(0) + \int_0^t b(s, X_{\tau_2}(s), X_{\tau_2}(s-\tau_2))ds + \int_0^t \sigma(s, X_{\tau_2}(s), X_{\tau_2}(s-\tau_2))dB(s), \ t \in [0, T] \\
X_{\tau_2}(t) &= \varphi(t), \ t \in [-\tau_2, 0],
\end{align*}
\]

(4) (5)

where \(0 \leq \tau_1, \tau_2 < \infty\) and \(\varphi : (-\infty, 0] \to \mathbb{R}\) is a bounded deterministic function. Our aim is to study the weak convergence of \(X_{\tau_2}(t)\) to \(X_{\tau_1}(t)\) as \(\tau_2 \to \tau_1\). More specifically, we will employ the techniques of Malliavin calculus to provide a quantitative estimate for the quantity

\[
|Eg(X_{\tau_2}(t)) - Eg(X_{\tau_1}(t))|,
\]
where $g$ is a bounded and measurable function, see Theorem 3.6. Our method is different from the existing ones in the literature and based on a new result established recently in [6]. The restatement of this new result and further comments will be given in Lemma 2.1 and Remark 1.

Our results applied to the Carathéodory approximation system (1)-(2) yield

\[ \sup_{0 \leq t \leq T} |Eg(x^n(t)) - Eg(x(t))| \leq \frac{C}{\sqrt{n}}, \quad n \geq 1. \]  

(6)

It should be noted that, when the test function $g$ is Lipschitz continuous, the strong rate (3) implies the weak rate (6). However, for bounded and measurable test functions, there is no such implication and hence, the novelty of our results lies in the fact that (6) holds true for any bounded and measurable test function. The price to pay is that, besides Lipschitz and linear growth conditions, we have to impose additional assumptions on the coefficients, see conditions (ii)-(iii) of Corollary 3.

The rest of this article is organized as follows. In Section 2, we recall some concepts of Malliavin calculus and a general result obtained in our recent work [6]. Our main results are then stated and proved in Section 3. The conclusion and some remarks are given in Section 4.

2. Preliminaries. As we have said in the Introduction, this paper is based on techniques of Malliavin calculus. For the reader’s convenience, let us recall some elements of Malliavin calculus (for more details see [17]). We suppose that $(B(t))_{t \in [0,T]}$ is defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathcal{F} = (\mathcal{F}_t)_{t \in [0,T]}$ is a natural filtration generated by the Brownian motion $B$. For $h \in L^2[0,T]$, we denote by $B(h)$ the Wiener integral

\[ B_h = \int_0^T h(t) dB(t). \]

Let $S$ denote the dense subset of $L^2(\Omega, \mathcal{F}, \mathbb{P})$ consisting of smooth random variables of the form

\[ F = f(B_{h_1}, ..., B_{h_n}), \]  

(7)

where $n \in \mathbb{N}, h_1, ..., h_n \in L^2[0,T]$ and $f$ is an infinitely differentiable function such that together with all its partial derivatives has at most polynomial growth order. If $F$ has the form (7), we define its Malliavin derivative as the process $DF := \{D_tF, t \in [0, T]\}$ given by

\[ D_tF = \sum_{k=1}^n \frac{\partial f}{\partial x_k}(B_{h_1}, ..., B_{h_n})h_k(t). \]

More generally, for each $k \geq 1$, we can define the iterated derivative operator by setting $D^1_{t_1, ..., t_k}F = D_{t_1}...D_{t_k}F$. For any $p, k \geq 1$, we shall denote by $\mathbb{D}^{k,p}$ the closure of $S$ with respect to the norm

\[ \|F\|_{k,p}^p := E|F|^p + E \left[ \int_0^T |D^1_{t}F|^p dt_1 \right] + ... + E \left[ \int_0^T \ldots \int_0^T |D^k_{t_1, ..., t_k}F|^p dt_1 \ldots dt_k \right]. \]

A random variable $F$ is said to be Malliavin differentiable if it belongs to $\mathbb{D}^{1,2}$. For the convenience of the reader, we recall that the derivative operator $D$ satisfy the chain rule, i.e.

\[ D\varphi(F) = \varphi'(F)DF. \]  

(8)
Moreover, we have the following relations between Malliavin derivative and the integrals

\[ D_r \left( \int_0^T u(s)ds \right) = \int_r^T D_r u(s)ds, \]

\[ D_r \left( \int_0^T u(s)dB(s) \right) = u_r + \int_r^T D_r u(s)dB(s) \]

for all \( 0 \leq r \leq T \), where \( (u(t))_{t \in [0,T]} \) is an \( \mathcal{F} \)-adapted and Malliavin differentiable stochastic process.

An important operator in the Malliavin’s calculus theory is the divergence operator \( \delta \), it is the adjoint of the derivative operator \( D \). The domain of \( \delta \) is the set of all functions \( u \in L^2(\Omega, L^2[0,T]) \) such that for all \( F \in \mathbb{D}^{1,2} \) it holds that

\[ E[\langle DF, u \rangle_{L^2[0,T]}] \leq C(u)\|F\|_{L^2[0,T]}, \]

where \( C(u) \) is some positive constant depending on \( u \). In particular, if \( u \in \text{dom}\delta \), then \( \delta(u) \) is characterized by following duality relationship

\[ E[\langle DF, u \rangle_{L^2[0,T]}] = E[F\delta(u)] \quad \text{for any } F \in \mathbb{D}^{1,2}. \quad (9) \]

Let \( \mathcal{B} \) denote the space of measurable functions \( g : \mathbb{R} \to \mathbb{R} \) such that \( \|g\|_{\infty} := \sup_{x \in \mathbb{R}} |g(x)| \leq 1 \). We have the following.

**Lemma 2.1.** Let \( F_1 \in \mathbb{D}^{2,2} \) satisfy that \( \|DF_1\|_{L^2[0,T]} > 0 \) a.s. Then, for any random variable \( F_2 \in \mathbb{D}^{1,2} \) and any \( g \in \mathcal{B} \), we have

\[ |Eg(F_1) - Eg(F_2)| \]

\[ \leq C \left( E\|DF_1\|_{L^2[0,T]}^2 \right)^{\frac{1}{4}} \left( \int_0^T \int_0^T |D_\theta D_r F_1|^2 d\theta dr \right)^{\frac{1}{2}} \|F_1 - F_2\|_{1,2}, \]

provided that the expectations exist, where \( C \) is an absolute constant.

**Proof.** This lemma comes from Theorem 3.1 in our recent paper [6]. Here, for the reader’s convenience, we recall its proof. We write \( \langle .., .. \rangle \) instead of \( \langle .. \rangle_{L^2[0,T]} \) and \( \|\cdot\| \) instead of \( \|\cdot\|_{L^2[0,T]} \). By the routine approximation argument, we can assume that \( g \) is continuous. Indeed, for example, we can approximate \( g \) by bounded and Lipschitz continuous functions defined by

\[ g_\varepsilon(x) = \int_{-\infty}^\infty \mathbf{1}_{|y| < \frac{1}{\varepsilon}} g(y) \rho_\varepsilon(x - y) dy, \quad \varepsilon > 0, \]

where \( \rho_\varepsilon \) is the standard mollifier: \( \rho_\varepsilon(x) = \frac{\rho(x/\varepsilon)}{\varepsilon} \), where \( \rho(x) = C \mathbf{1}_{\{|x| < 1\}} e^{\frac{-x^2}{2}} \) and \( C \) is a constant such that \( \int_{-\infty}^{\infty} \rho(x) dx = 1 \).

The function \( \psi(y) := \int_{-\infty}^{\infty} g(z) dz \) is differentiable with bounded derivative. Hence, \( \psi(F_i) \in \mathbb{D}^{1,2} \) for \( i = 1,2 \). We obtain

\[ \langle D\psi(F_i), DF_i \rangle = g(F_i)\langle DF_i, DF_i \rangle, \quad i = 1,2, \]

or equivalently

\[ \langle D \int_{-\infty}^{F_i} g(z)dz, DF_i \rangle = g(F_i)\langle DF_i, DF_i \rangle, \quad i = 1,2. \]
As a consequence, we get

\[ (D \int_{F_1}^{F_2} g(z) dz, DF_1) = g(F_1)(DF_1, DF_1) - g(F_2)(DF_2, DF_1) \]

\[ = (g(F_1) - g(F_2)) (DF_1, DF_1) + g(F_2)(DF_1 - DF_2, DF_1), \]

and hence,

\[ g(F_1) - g(F_2) = \frac{\langle D \int_{F_1}^{F_2} g(z) dz, DF_1 \rangle}{\|DF_1\|^2} - \frac{g(F_2)\langle DF_1 - DF_2, DF_1 \rangle}{\|DF_1\|^2}. \]

Taking the expectation yields

\[ Eg(F_1) - Eg(F_2) = E \left[ \frac{\langle D \int_{F_1}^{F_2} g(z) dz, DF_1 \rangle}{\|DF_1\|^2} \right] - E \left[ \frac{g(F_2)\langle DF_1 - DF_2, DF_1 \rangle}{\|DF_1\|^2} \right]. \]

(10)

Now we consider the stochastic process

\[ u_r := \frac{D_r F_1}{\|DF_1\|^2}, \quad 0 \leq r \leq T \]

and use Proposition 1.3.1 in [17] to get

\[ E[\delta(u)^2] \leq \int_0^T E[u_r]^2 dr + \int_0^T \int_0^T E[D_\theta u_r]^2 d\theta dr \]

\[ = E\|DF_1\|^2 + \int_0^T \int_0^T E[D_\theta u_r]^2 d\theta dr \]

(11)

By the chain rule (8) for Malliavin derivatives, we have

\[ D_\theta u_r = \frac{D_\theta D_r F_1}{\|DF_1\|^2} - 2 \frac{D_r F_1 \langle D_\theta DF_1, DF_1 \rangle}{\|DF_1\|^4}, \quad 0 \leq \theta, r \leq T. \]

By the Cauchy-Schwarz inequality, we obtain

\[ \int_0^T \int_0^T E[D_\theta u_r]^2 d\theta dr \leq 2E \left[ \int_0^T \int_0^T \frac{|D_\theta D_r F_1|^2}{\|DF_1\|^4} d\theta dr \right] + 8E \int_0^T \int_0^T \frac{|D_r F_1|^2}{\|DF_1\|^6} d\theta dr \]

\[ = 2E \left[ \int_0^T \int_0^T \frac{|D_\theta D_r F_1|^2}{\|DF_1\|^4} d\theta dr \right] + 8E \left[ \int_0^T \int_0^T \frac{|D_\theta D_r F_1|^2}{\|DF_1\|^4} d\theta dr \right] \]

\[ \leq 10 \left( E \left[ \left( \int_0^T \int_0^T |D_\theta D_r F_1|^2 d\theta dr \right)^2 \right] \right)^{\frac{1}{2}} \left( E \left[ \|DF_1\|^{-8} \right] \right)^{\frac{1}{2}}. \]

(12)

Inserting (12) into (11) yields

\[ E[\delta(u)^2] \leq E\|DF_1\|^2 + 10 \left( E \left[ \left( \int_0^T \int_0^T |D_\theta D_r F_1|^2 d\theta dr \right)^2 \right] \right)^{\frac{1}{2}} \left( E \left[ \|DF_1\|^{-8} \right] \right)^{\frac{1}{2}}. \]

(13)
By using the relation (9), the Cauchy-Schwarz inequality and \( \|g\|_\infty \leq 1 \), it follows from (10) that

\[
|Eg(F_1) - Eg(F_2)| \leq E \left| \int_{F_2}^{F_1} g(z) \, dz \delta(u) \right| + E \left| g(F_2) \frac{\langle DF_1 - DF_2, DF_1 \rangle}{\|DF_1\|^2} \right|
\]

\[
\leq (E|F_1 - F_2|^2)^{\frac{1}{2}} \left( E[\delta(u)^2] \right)^{\frac{1}{2}} + E \left[ \frac{\|DF_1 - DF_2\|}{\|DF_1\|^2} \right]
\]

\[
\leq (E|F_1 - F_2|^2)^{\frac{1}{2}} \left( E[\delta(u)^2] \right)^{\frac{1}{2}} + (E\|DF_1 - DF_2\|^2)^{\frac{1}{2}} (E\|DF_1\|^{-2})^{\frac{1}{2}}.
\]

So we can obtain the desired conclusion by inserting (13) into (14) and then using Cauchy-Schwarz inequality.

\[\square\]

**Remark 1.** Lemma 2.1 shows that the weak convergence can be controlled by the norm \( \|\cdot\|_{1,2} \) in the space of Malliavin differentiable random variables. In its statement, we do not require any special structure of \( F_1 \) and \( F_2 \). We therefore believe that Lemma 2.1 can be applied to other numerical schemes such as Euler-Maruyama and Runge-Kutta schemes. In the present paper, the main reason for choosing Carathéodory scheme is due to the lack of weak convergence results for this scheme in the literature. It is also worth mentioning that the proof of Lemma 2.1 heavily relies on dimension one. The generalization to higher dimensions will be a difficult and interesting problem.

3. The main results. In the whole paper, we are going to impose the following assumptions:

**Assumption 1.** The functions \( b, \sigma : [0, T] \times \mathbb{R}^2 \rightarrow \mathbb{R} \) are Lipschitz and have linear growth, i.e. there exists \( L > 0 \) such that

\[
|b(t, x_1, y_1) - b(t, x_2, y_2)| + |\sigma(t, x_1, y_1) - \sigma(t, x_2, y_2)| \leq L(|x_1 - x_2| + |y_1 - y_2|)
\]

for all \( t \in [0, T], x_1, x_2, y_1, y_2 \in \mathbb{R} \) and

\[
|b(t, x, y)| + |\sigma(t, x, y)| \leq L(|x| + |y| + 1), \ \forall t \in [0, T], x, y \in \mathbb{R}.
\]

**Assumption 2.** For every \( t \in [0, T] \), \( b(t, \ldots), \sigma(t, \ldots) \) are twice differentiable functions with the partial derivatives bounded by \( L \).

Hereafter, we denote by \( C \) (with or without an index) a generic constant which may vary at each appearance. For any function \( h \) of \( n \) variables, we denote

\[
h'(x_1, \ldots, x_n) := \frac{\partial h}{\partial x_1}(x_1, \ldots, x_n), \quad h''(x_1, \ldots, x_n) := \frac{\partial h}{\partial x_1 \partial x_2}(x_1, \ldots, x_n).
\]

For any \( a, b \in \mathbb{R} \), we denote \( a \vee b = \max\{a, b\} \). In the proofs, we frequently use the fundamental inequality

\[
(a_1 + \cdots + a_n)^p \leq n^{p-1}(a_1^p + \cdots + a_n^p)
\]

for all \( a_1, \ldots, a_n \geq 0 \) and \( p \geq 2 \).
3.1. **Malliavin derivative of delay SDEs.** In this Subsection, given $\tau \geq 0$, we investigate Malliavin derivatives of the solution to the following delay SDE:

$$
\left\{
\begin{array}{l}
X_t = \varphi(0) + \int_0^t b(s,X_t,X_t(s-\tau))ds + \int_0^t \sigma(s,X_t(s),X_t(s-\tau))dB(s), \ t \in [0,T], \\
X_t = \varphi(t), \ t \in [-\tau,0].
\end{array}
\right.
$$

(15)

For the Malliavin differentiability of the solutions, we have the following.

**Proposition 1.** Let Assumption 1 hold. Then, the equation (15) has a unique solution $(X_t(t))_{t \in [-\tau,T]}$ and this solution is Malliavin differentiable. Moreover, the derivative $D_\theta X_t(t)$ satisfies

(i) When $t \in [-\tau,0]$, $D_\theta X_t(t) = 0$ for all $0 \leq \theta \leq T$,

(ii) When $t \in (0,T]$, $D_\theta X_t(t) = 0$ for $\theta > t$ and

$$
D_\theta X_t(t) = \sigma(\theta,X_t(\theta),X_t(\theta-\tau)) + \int_\theta^t b^*_2(s)D_\theta X_t(s)ds + \int_\theta^{t-\tau} \sigma^*_2(s)D_\theta X_t(s-\tau)dB(s) + \int_\theta^t \sigma^*_3(s)D_\theta X_t(s)dB(s), \ 0 \leq \theta \leq t-\tau.
$$

(16)

$$
D_\theta X_t(t) = \sigma(\theta,X_t(\theta),X_t(\theta-\tau)) + \int_\theta^t b^*_2(s)D_\theta X_t(s)ds + \int_\theta^{t-\tau} \sigma^*_2(s)D_\theta X_t(s-\tau)dB(s), \ (t-\tau) \vee 0 < \theta \leq t.
$$

(17)

where $b^*_2(s), b^*_3(s), \sigma^*_2(s), \sigma^*_3(s)$ are adapted stochastic processes and bounded by the Lipschitz constant $L$. Here, we use the convention $[0,t-\tau] = 0$ if $t < \tau$.

**Proof.** For $t \in [-\tau,0]$, we have $X_t(t) = \varphi(t)$ is deterministic. Hence, the Malliavin derivative of $X_t(t)$ always vanishes. On the other hand, since the solution $(X_t(t))_{t \in [0,T]}$ is $\mathbb{F}$-adapted, we always have $D_\theta X_t(t) = 0$ for $\theta > t$. When $\theta \leq t$, by using the same argument as in the proof of Theorem 2.2.1 in [17], we can show that the solution $(X_t(t))_{t \in [0,T]}$ is also Malliavin differentiable. Applying the operator $D$ to the equation (15) we deduce

$$
D_\theta X_t(t) = \sigma(\theta,X_t(\theta),X_t(\theta-\tau)) + \int_\theta^t b^*_2(s)D_\theta X_t(s)ds + \int_\theta^{t-\tau} \sigma^*_2(s)D_\theta X_t(s-\tau)dB(s), \ t \in (0,T].
$$

(18)

By Proposition 1.2.4 in [17] and Lipschitz property of $b$ and $\sigma$, there exist adapted processes $b^*_2(s), b^*_3(s), \sigma^*_2(s)$ and $\sigma^*_3(s)$, uniformly bounded by $L$ such that

$$
D_\theta [b(s,X_t(s),X_t(s-\tau))] = b^*_2(s)D_\theta X_t(s) + b^*_3(s)D_\theta X_t(s-\tau),
$$

(19)

$$
D_\theta [\sigma(s,X_t(s),X_t(s-\tau))] = \sigma^*_2(s)D_\theta X_t(s) + \sigma^*_3(s)D_\theta X_t(s-\tau).
$$

(20)

Because $D_\theta X_t(s-\tau) = 0$ for $\theta > s-\tau$, we obtain the equations (16) and (17) by inserting (19) and (20) into (18). So the proof of Proposition is complete. □

**Remark 2.** If $b(t,\cdot,\cdot)$ and $\sigma(t,\cdot,\cdot)$ are continuously differentiable, then $b^*_2(s) = b^*_2(s,X_t(s),X_t(s-\tau)), b^*_3(s) = b^*_3(s,X_t(s),X_t(s-\tau)), \sigma^*_2(s) = \sigma^*_2(s,X_t(s),X_t(s-\tau)), \sigma^*_3(s) = \sigma^*_3(s,X_t(s),X_t(s-\tau))$. Consequently, under Assumptions 1 and 2, we have

$$
D_\theta X_t(t) = \sigma(\theta,X_t(\theta),X_t(\theta-\tau)) + \int_\theta^t b^*_2(s,X_t(s),X_t(s-\tau))D_\theta X_t(s)ds
$$

$$
+ \int_\theta^{t-\tau} b^*_3(s,X_t(s),X_t(s-\tau))D_\theta X_t(s-\tau)dB(s) + \int_\theta^t \sigma^*_2(s,X_t(s),X_t(s-\tau))D_\theta X_t(s)dB(s) + \int_\theta^t \sigma^*_3(s,X_t(s),X_t(s-\tau))D_\theta X_t(s)dB(s)
$$

$$
+ \int_\theta^{t-\tau} \sigma^*_3(s,X_t(s),X_t(s-\tau))D_\theta X_t(s-\tau)dB(s).
$$

(19)
Let Assumption 1 hold. Then, for every $\theta$, $0 \leq \theta \leq t - \tau$ (21) and

$$D_\theta X_\tau(t) = \sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau)) + \int_\theta^t b_2^\tau(s, X_\tau(s), X_\tau(s - \tau))D_\theta X_\tau(s)\,ds$$

$$+ \int_\theta^t \sigma_2^\tau(s, X_\tau(s), X_\tau(s - \tau))D_\theta X_\tau(s)\,dB(s), \quad (t - \tau) \lor 0 < \theta \leq t. \quad (22)$$

Moreover, $X_\tau(t)$ is twice Malliavin differentiable. The proof of this fact is similar to that of Theorem 2.2.2 in [17], we omit the details. The second order Malliavin derivative of $X_\tau(t)$ will be computed in Proposition 3 below.

We have the following familiar estimates for the moments.

**Lemma 3.1.** Let Assumption 1 hold. Then, for every $p \geq 2$, we have

$$E|X_\tau(t)|^p \leq C_{p,L,T}, \quad t \in [0,T] \quad (23)$$

and

$$E|X_\tau(t) - X_\tau(s)|^p \leq C_{p,L,T}|t - s|^\frac{p}{2}, \quad s, t \in [0,T], \quad (24)$$

where $C_{p,L,T}$ is a positive constant.

**Proof.** The proof is similar to that of Lemmas 6.1 and 6.2 in [16]. So we omit it. Here, just remark that we use the Burkholder-Davis-Gundy inequality instead of the Itô isometry.

**Lemma 3.2.** Let Assumption 1 hold. Then, for every $p \geq 2$, we have

$$E|D_\theta X_\tau(t)|^p \leq C_{p,L,T}, \quad 0 \leq \theta \leq t \leq T \quad (25)$$

and

$$E|D_\theta X_\tau(t) - D_\theta X_\tau(s)|^p \leq C_{p,L,T}|t - s|^\frac{p}{2}, \quad 0 \leq \theta \leq s \lor t \leq T, \quad (26)$$

where $C_{p,L,T}$ is a positive constant.

**Proof.** By the linear growth property of $\sigma$ and the estimate (23) we have

$$E|\sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau))|^p \leq C_{p,L,T}, \quad \forall \ 0 \leq \theta \leq T. \quad (27)$$

It follows from equations (16) and (17) that the Malliavin derivative $D_\theta X_\tau(t)$ satisfies

$$D_\theta X_\tau(t) = \sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau)) + \int_\theta^t \tilde{b}_2^\tau(s)D_\theta X_\tau(s)\,ds$$

$$+ \int_\theta^t \tilde{b}_3^\tau(s)D_\theta X_\tau(s - \tau)\mathbf{1}_{[\theta + \tau, t]}(s)\,ds + \int_\theta^t \tilde{\sigma}_2^\tau(s)D_\theta X_\tau(s)\,dB(s)$$

$$+ \int_\theta^t \tilde{\sigma}_3^\tau(s)D_\theta X_\tau(s - \tau)\mathbf{1}_{[\theta + \tau, t]}(s)\,dB(s), \quad 0 \leq \theta \leq t \leq T. \quad (28)$$

We therefore get

$$E|D_\theta X_\tau(t)|^p$$

$$\leq 5^{p-1} \left( E|\sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau))|^p + E \left| \int_\theta^t \tilde{b}_2^\tau(s)D_\theta X_\tau(s)\,ds \right|^p \right)$$

$$+ E \left| \int_\theta^t \tilde{b}_3^\tau(s)D_\theta X_\tau(s - \tau)\mathbf{1}_{[\theta + \tau, t]}(s)\,ds \right|^p + E \left| \int_\theta^t \tilde{\sigma}_2^\tau(s)D_\theta X_\tau(s)\,dB(s) \right|^p$$
By the boundedness of $\bar{b}_2^\gamma(s)$, $\bar{b}_3^\gamma(s)$, $\bar{\sigma}_2^\gamma(s)$, $\bar{\sigma}_3^\gamma(s)$, the estimate (27) and the Hölder and Burkholder-Davis-Gundy inequalities, it is easy to see that

\[ E|D_\theta X_\tau(t)|^p \leq C_{p,L,T} + C_{p,L,T} \int_0^t E|D_\theta X_\tau(s)|^p ds + C_{p,L,T} \int_0^t E|D_\theta X_\tau(s - \tau)|^p ds \]

\[ \leq C_{p,L,T} + C_{p,L,T} \int_0^t E|D_\theta X_\tau(s)|^p ds, \quad 0 \leq \theta \leq t \leq T, \]

where $C_{p,L,T}$ is some positive constant. So, we can obtain (25) by using Gronwall’s lemma.

In order to prove (26), we assume, without the loss of generally, that $s < t$. We consider three cases separately.

**Case 1.** $0 \leq \theta \leq s - \tau$. From the equation (16), we have

\[ D_\theta X_\tau(t) - D_\theta X_\tau(s) = \int_s^t \bar{b}_2^\gamma(u)D_\theta X_\tau(u)du + \int_s^t \bar{b}_3^\gamma(u)D_\theta X_\tau(u - \tau)du \]

\[ + \int_s^t \bar{\sigma}_2^\gamma(u)D_\theta X_\tau(u)dB_u + \int_s^t \bar{\sigma}_3^\gamma(u)D_\theta X_\tau(u - \tau)du. \]

Using the Hölder and Burkholder-Davis-Gundy inequalities and (25), we have

\[ E|D_\theta X_\tau(t) - D_\theta X_\tau(s)|^p \leq C_{p,L,T} \left((t - s)^{p-1} \int_s^t E|D_\theta X_\tau(u)|^p du + (t - s)^{\frac{p}{2} - 1} \int_s^t E|D_\theta X_\tau(u)|^p du\right) \]

\[ \leq C_{p,L,T}|t - s|^{p/2}. \]

**Case 2.** $s - \tau < \theta \leq t - \tau$. From the equations (16) and (17) we have

\[ D_\theta X_\tau(t) - D_\theta X_\tau(s) = \int_s^\theta \bar{b}_2^\gamma(u)D_\theta X_\tau(u)du + \int_\theta^t \bar{b}_3^\gamma(u)D_\theta X_\tau(u - \tau)du \]

\[ + \int_s^\theta \bar{\sigma}_2^\gamma(u)D_\theta X_\tau(u)dB_u + \int_\theta^t \bar{\sigma}_3^\gamma(u)D_\theta X_\tau(u - \tau)du. \]

Using the same arguments as in the proof of Case 1, we obtain

\[ E|D_\theta X_\tau(t) - D_\theta X_\tau(s)|^p \leq C_{p,L,T} \left(|t - s|^{p/2} + |t - \theta - \tau|^{p/2}\right) \]

\[ \leq C_{p,L,T}|t - s|^{p/2}. \]

**Case 3.** $t - \tau < \theta \leq t$. From (17) we have

\[ D_\theta X_\tau(t) - D_\theta X_\tau(s) = \int_s^t \bar{b}_2^\gamma(u)D_\theta X_\tau(u)du + \int_s^t \bar{\sigma}_2^\gamma(u)D_\theta X_\tau(u)dB_u, \]

and hence, we also have

\[ E|D_\theta X_\tau(t) - D_\theta X_\tau(s)|^p \leq C_{p,L,T}|t - s|^{p/2}. \]

This finishes the proof of Proposition.
Proposition 2. Let Assumptions 1 hold and, in addition, we assume that
\[ |\sigma(t, x, y)| \geq \sigma_0 > 0, \quad \forall t \in [0, T], x, y \in \mathbb{R}. \]
Then, for every \( p \geq 1 \) and for all \( 0 < t \leq T \), we have
\[
E \left[ \frac{1}{\| DX_r(t) \|_{L^2[0, T]}^{2p}} \right] \leq C_{p, L, T} t^{-p},
\]
where \( C_{p, L, T} \) is a positive constant.

Proof. Fixed \( t \in (0, T] \). By using the fundamental inequality \( (a + b + c)^2 \geq \frac{a^2}{2} - 2(b^2 + c^2) \), we obtain from the equation (28) that
\[
|D_\theta X_r(t)|^2 \\
\geq \frac{1}{2} \sigma^2(\theta, X_r(\theta), X_r(\theta - \tau)) \\
- 2 \left( \int_\theta^t \bar{b}_3^2(s) D_\theta X_r(s)ds + \int_\theta^t \bar{b}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)ds \right)^2 \\
- 2 \left( \int_\theta^t \bar{\sigma}_3^2(s) D_\theta X_r(s)dB(s) + \int_\theta^t \bar{\sigma}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)dB(s) \right)^2,
\]
where \( \sigma^2(\theta, X_r(\theta), X_r(\theta - \tau)) \) belongs to \( (0, 1) \). Hence,
\[
\| DX_r(t) \|_{L^2[0, T]}^2 \\
\geq \int_{t(1 - \epsilon)}^t |D_\theta X_r(t)|^2 d\theta \geq \int_{t(1 - \epsilon)}^t \frac{\sigma^2(\theta, X_r(\theta), X_r(\theta - \tau))}{2} d\theta \\
- 2 \int_{t(1 - \epsilon)}^t \left( \int_\theta^t \bar{b}_3^2(s) D_\theta X_r(s)ds + \int_\theta^t \bar{b}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)ds \right)^2 d\theta \\
- 2 \int_{t(1 - \epsilon)}^t \left( \int_\theta^t \bar{\sigma}_3^2(s) D_\theta X_r(s)dB(s) + \int_\theta^t \bar{\sigma}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)dB(s) \right)^2 d\theta \\
\geq \frac{\sigma_0^2 t \epsilon}{2} - I_y(t) \geq \frac{2}{y} - I_y(t),
\]
where
\[
I_y(t) := 2 \int_{t(1 - \epsilon)}^t \left( \int_\theta^t \bar{b}_3^2(s) D_\theta X_r(s)ds + \int_\theta^t \bar{b}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)ds \right)^2 d\theta \\
+ 2 \int_{t(1 - \epsilon)}^t \left( \int_\theta^t \bar{\sigma}_3^2(s) D_\theta X_r(s)dB(s) + \int_\theta^t \bar{\sigma}_5^2(s) D_\theta X_r(s - \tau) 1_{[\theta + \tau, t]}(s)dB(s) \right)^2 d\theta.
\]
Then, by Markov inequality, we obtain
\[
P \left( \| DX_r(t) \|_{L^2[0, T]}^2 \leq \frac{1}{y} \right) \leq P \left( \frac{2}{y} - I_y(t) \leq \frac{1}{y} \right) = P \left( I_y(t) \geq \frac{1}{y} \right) \\
\leq y^{q/2} E \left( |I_y(t)|^{q/2} \right) \quad \forall \ q \geq 2.
\]
By the inequality $\left(\|a\| + |b|\right)^{q/2} \leq 2^{q/2-1}(\|a\|^{q/2} + |b|^{q/2})$, we get

$$E|I_y(t)|^{q/2} \leq 2^{q-1} \left[ E \left( \left( \int_0^t \tilde{b}_x(s) D_y X_\tau(s) ds + \int_0^t \tilde{b}_y(s) D_y X_\tau(s - \tau) \mathbb{1}_{[\theta+r,t]}(s) ds \right)^2 ds \right)^{q/2} 
+ E \left( \int_0^t \tilde{a}_x^T(s) D_y X_\tau(s) dB(s) + \int_0^t \tilde{a}_y^T(s) D_y X_\tau(s - \tau) \mathbb{1}_{[\theta+r,t]}(s) dB(s) \right)^2 ds \right)^{q/2}.$$

By using the Hölder and Burkholder-Davis-Gundy inequalities, it follows from (25) that

$$E|I_y(t)|^{q/2} \leq C_{q,L,T} (t\varepsilon)^{\frac{q-2}{q}} \left[ \int_{t(1-\varepsilon)}^t (t - \theta)^{\frac{q-2}{2}} \int_\theta^t E|D_y X_\tau(s)|^p ds d\theta \right]$$

$$+ \int_{t(1-\varepsilon)}^t \left( \int_\theta^t E|D_y X_\tau(s)|^2 ds \right)^{q/2} d\theta$$

$$\leq C_{q,L,T} (t\varepsilon)^{\frac{q-2}{q}} \left[ \int_{t(1-\varepsilon)}^t (t - \theta)^{\frac{q}{2}} d\theta + \int_{t(1-\varepsilon)}^t (t - \theta)^{q/2} d\theta \right]$$

$$\leq C_{q,L,T} (t\varepsilon)^{\frac{q-2}{q}} (t\varepsilon)^{\frac{q}{2} + 1}$$

$$= C_{q,L,T} \left( \frac{4}{y\sigma_0^2} \right)^q,$$

(31)

where $C_{q,L,T}$ is a positive constant. Combining (30) and (31) we deduce

$$P \left( \|D_X(t)\|_{L^2[0,T]}^2 \leq \frac{1}{y} \right) \leq C_{q,L,T} y^{p/2} \left( \frac{4}{y\sigma_0^2} \right)^p \forall \ p \geq 2, \ y \geq y_0.$$

For any $p \geq 2$ and $q = 2p + 1$, we obtain the following estimates

$$E \left( \|D_X(t)\|_{L^2[0,T]}^{2p} \right) = \int_0^\infty p y^{p-1} P \left( \|D_X(t)\|_{L^2[0,T]}^2 > y \right) dy$$

$$\leq \int_0^{y_0} p y^{p-1} dy + \int_0^\infty p y^{p-1} P \left( \|D_X(t)\|_{L^2[0,T]}^2 < \frac{1}{y} \right) dy$$

$$\leq y_0^p + p C_{p,L,T} \int_{y_0}^\infty y^{p-1} y^{q/2} \left( \frac{4}{y\sigma_0^2} \right)^q dy$$

$$= y_0^p + 2p C_{p,L,T} \left( \frac{4}{\sigma_0^2} \right)^{2p+1} y_0^{-\frac{q}{2}}.$$

(32)

We recall here that $y_0 = \frac{4}{\sigma_0^2}$. So (29) follows from (32).

**Proposition 3.** Let Assumptions 1 and 2 hold. It holds that

$$E|D_r D_\theta X_\tau(t)|^4 \leq C_{r,L,T} \forall 0 \leq \theta, r \leq t \leq T,$$

where $C_{L,T}$ is a positive constant.
Proof. We rewrite the equations (21) and (22) as follows

\[
D_\theta X_\tau(t) = \sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau)) + \int_0^t b'_2(s, X_\tau(s), X_\tau(s - \tau)) D_\theta X_\tau(s) ds \\
+ \int_0^t b'_3(s, X_\tau(s), X_\tau(s - \tau)) D_\theta X_\tau(s - \tau) \mathbf{1}_{[\theta + \tau, t]}(s) ds \\
+ \int_0^t \sigma'_2(s, X_\tau(s), X_\tau(s - \tau)) D_\theta X_\tau(s) dB(s) \\
+ \int_0^t \sigma'_3(s, X_\tau(s), X_\tau(s - \tau)) D_\theta X_\tau(s - \tau) \mathbf{1}_{[\theta + \tau, t]}(s) dB(s), \quad 0 \leq \theta \leq t \leq T.
\]

Hence, the second order Malliavin derivative of \(X_\tau(t)\) can be computed by

\[
D_r D_\theta X_\tau(t) = D_r[\sigma(\theta, X_\tau(\theta), X_\tau(\theta - \tau)) + \sigma'_2(r, X_\tau(r), X_\tau(r - \tau)) D_\theta X_\tau(r) \\
+ \sigma'_3(r, X_\tau(r), X_\tau(r - \tau)) D_\theta X_\tau(r - \tau) \mathbf{1}_{[\theta + \tau, t]}(r) \\
+ \int_0^t D_r [b'_2(s, X_\tau(s), X_\tau(s - \tau))] D_\theta X_\tau(s) ds \\
+ \int_0^t b'_3(s, X_\tau(s), X_\tau(s - \tau)) D_r D_\theta X_\tau(s) ds \\
+ \int_0^t \sigma'_2(s, X_\tau(s), X_\tau(s - \tau)) D_r D_\theta X_\tau(s - \tau) \mathbf{1}_{[\theta + \tau, t]}(s) ds \\
+ \int_0^t \sigma'_3(s, X_\tau(s), X_\tau(s - \tau)) D_r D_\theta X_\tau(s - \tau) \mathbf{1}_{[\theta + \tau, t]}(s) dB(s)
\]

where, for \(h \in \{b'_2, b'_3, \sigma'_2, \sigma'_3\}\), we have

\[
D_r[h(s, X_\tau(s), X_\tau(s - \tau))] = b'_2(s, X_\tau(s), X_\tau(s - \tau)) D_r X_\tau(s) + b'_3(s, X_\tau(s), X_\tau(s - \tau)) D_r X_\tau(s - \tau).
\]

Note that the partial derivatives of \(b\) and \(\sigma\) are bounded. By using (25) and the Hölder and Burkholder-Davis-Gundy inequalities, we verify that

\[
E|D_r D_\theta X_\tau(t)|^4 \\
\leq C_{T,L} + C_{T,L} \int_{[\theta, \tau]} E|D_r D_\theta X_\tau(s)|^4 ds + C_{T,L} \int_{[\theta, \tau]} E|D_r D_\theta X_\tau(s - \tau)|^4 ds \\
\leq C_{T,L} + C_{T,L} \int_{[\theta, \tau]} E|D_r D_\theta X_\tau(s)|^4 ds, \quad 0 \leq r, \theta \leq t \leq T,
\]

which, by Gronwall’s lemma, gives us the desired conclusion. \qed
3.2. \(L^p\)-distances and weak convergence. In this Subsection, we consider the equations (4) and (5). We first bound \(L^p\)-distances between the solutions and between their Malliavin derivatives. Then, we use Lemma 2.1 to estimate the weak rate of convergence. In the whole subsection, we assume without loss of generality that \(\tau_1 < \tau_2\).

Lemma 3.3. Let Assumptions 1 hold and let \(h : [0, T] \times \mathbb{R}^2 \to \mathbb{R}\) be such that

\[
|h(t, x_1, y_1) - h(t, x_2, y_2)| \leq L(|x_1 - x_2| + |y_1 - y_2|)
\]

for all \(t \in [0, T], x_1, x_2, y_1, y_2 \in \mathbb{R}\). Then, for every \(p \geq 2\) and for all \(t \in [0, T]\),

\[
\int_0^t E|\varphi(t) - \varphi(s)|^p ds \leq C_{p,L,T} \left( t^{\tau_1} - \tau_2 \right)^{p/2} + \int_0^{t^{\tau_1}} |\varphi(s) - \varphi(s)|^p ds + \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds \right),
\]

(33)

where \(C_{p,L,T}\) is a positive constant.

Proof. We have

\[
\int_0^t E|\varphi(t) - \varphi(s)|^p ds \leq L^p \int_0^t E(|X_{\tau_1}(s) - X_{\tau_2}(s)| + |X_{\tau_1}(s) - X_{\tau_2}(s)|)^p ds
\]

\[
\leq L^p \left( \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p + E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds \right)
\]

\[
= L^{p+1} M_p(t) + L^p \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad t \in [0, T],
\]

where

\[
M_p(t) := \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds
\]

\[
\leq 2^{p-1} \int_0^t (E|X_{\tau_1}(s) - X_{\tau_2}(s) - X_{\tau_1}(s)|^p + E|X_{\tau_2}(s) - X_{\tau_2}(s) - X_{\tau_2}(s)|^p) ds.
\]

Since \(X_{\tau_1}(s) = X_{\tau_2}(s) = \varphi(s), s \in [-\tau_1, 0]\), it holds that

\[
\int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds
\]

\[
= \int_0^{t^{\tau_1}} E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds + \int_{t^{\tau_1}}^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds
\]

\[
= \int_0^{t^{\tau_1}} E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds = \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds
\]

\[
\leq \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad t \in [0, T].
\]
On the other hand, we have
\[
\int_0^t E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds = \int_0^{t \land \tau_1} E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds \\
+ \int_{t \land \tau_2}^{t \land \tau_1} E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds \\
+ \int_t^{t \land \tau_2} E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds, \ t \in [0, T].
\]
Then, recalling (24), we obtain
\[
\int_0^t E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds \\
\leq \int_0^{t \land \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds + 2^{p-1} \int_{t \land \tau_1}^{t \land \tau_2} E|X_{\tau_2}(s - \tau_1) - \varphi(0)|^p ds \\
+ 2^{p-1} \int_{t \land \tau_1}^{t \land \tau_2} |\varphi(0) - X_{\tau_2}(s - \tau_2)|^p ds \\
+ \int_{t \land \tau_2}^{t} E|X_{\tau_2}(s - \tau_1) - X_{\tau_2}(s - \tau_2)|^p ds \\
\leq \int_0^{t \land \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds + C_{p,L,T} \int_{t \land \tau_1}^{t \land \tau_2} (s - \tau_1)^{p/2} ds \\
+ 2^{p-1} \int_{t \land \tau_1}^{t \land \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds + C_{p,L,T} \int_{t \land \tau_2}^{t} (\tau_2 - \tau_1)^{p/2} ds \\
\leq C_{p,L,T}(t|\tau_1 - \tau_2|^{p/2} + \int_0^{t \land \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds + \int_{t \land \tau_2}^{t} E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds), \ t \in [0, T].
\]
Hence,
\[
M_p(t) \leq C_{p,L,T}(t|\tau_1 - \tau_2|^{p/2} + \int_0^{t \land \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \\
+ \int_{t \land \tau_2}^{t} E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds), \ t \in [0, T].
\]
As a consequence, we obtain (33) by inserting (35) into (34). The proof of the lemma is complete.

**Proposition 4.** Let Assumption 1 hold. Then, for every \( p \geq 2 \) and for all \( t \in [0, T] \), there exists a positive constants \( C_{p,L,T} \) such that
\[
E|X_{\tau_1}(t) - X_{\tau_2}(t)|^p \leq C_{p,L,T} t^{\frac{p}{2}-1} \left( t|\tau_1 - \tau_2|^{p/2} \\
+ \int_0^{t \land \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds + \int_{t \land \tau_2}^{t} E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds \right).
\]
\[
(36)
\]
**Proof.** We write
\[
X_{\tau_1}(t) - X_{\tau_2}(t) = I_1(t) + I_2(t), \ 0 \leq t \leq T,
\]
where the terms \( I_1(t), I_2(t) \) are defined by
\[
I_1(t) := \int_0^t [b(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))] ds,
\]
\[
I_2(t) := \int_0^t [\sigma(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - \sigma(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))] dB(s).
\]
(37)
Using the Hölder inequality and Lemma 3.3, we deduce
\[ E|I_1(t)|^p \leq t^{p-1} \int_0^t E|b(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|^p ds \]
\[ \leq C_{p,L,T} t^{p-1} \left( |\tau_1 - \tau_2|^{p/2} + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right) \]
\[ + \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \]
\[ + C_{p,L,T} \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad 0 \leq t \leq T. \]
(38)

Similarly, we also have
\[ E|I_2(t)|^p \]
\[ \leq C_{p,L,T} t^{p-1} \left( |\sigma(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - \sigma(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|^2 ds \right)^{p/2} \]
\[ \leq C_{p,L,T} t^{p-1} \int_0^t E|\sigma(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - \sigma(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|^p ds \]
\[ \leq C_{p,L,T} t^{p-1} \left( |\tau_1 - \tau_2|^{p/2} + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right) \]
\[ + \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \]
\[ + C_{p,L,T} \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad 0 \leq t \leq T. \]
(39)

Combining (37), (38) and (39), we obtain
\[ E|X_{\tau_1}(t) - X_{\tau_2}(t)|^p \]
\[ \leq C_{p,L,T} t^{p-1} \left( |\tau_1 - \tau_2|^{p/2} + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right) \]
\[ + \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \]
\[ + C_{p,L,T} \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad 0 \leq t \leq T. \]

Since the function \( t \mapsto |\tau_1 - \tau_2|^{p/2} + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds + \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \) is non-decreasing, we can use the Gronwall-type lemma (see, Theorem 1.4.2 in [18]) to get
\[ E|X_{\tau_1}(t) - X_{\tau_2}(t)|^p \]
\[ \leq C_{p,L,T} t^{p-1} \left( |\tau_1 - \tau_2|^{p/2} + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right) \]
\[ + \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \]
\[ + C_{p,L,T} \int_0^t E|X_{\tau_1}(s) - X_{\tau_2}(s)|^p ds, \quad 0 \leq t \leq T. \]

The proof of Proposition is complete. \( \square \)
Corollary 1. Under the assumptions of Lemma 3.3, we have

\[
\int_0^t E|h(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - h(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|^p ds
\leq C_{p,L,T} \left( t|\tau_1 - \tau_2|^p/2 + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right.
\]
\[
+ \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \right)
\]
\[
\leq C_{p,L,T} \left( |\tau_1 - \tau_2|^p/2 + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^p ds \right.
\]
\[
+ \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^p ds \right)
\]

for every \( p \geq 2 \) and for all \( t \in [0, T] \), where \( C_{p,L,T} \) is a positive constant.

Proof. Follows directly from Lemma 3.3 and Proposition 4.

Next, we estimate the distance between the Malliavin derivatives. For this purpose, we set

\[
I_{1,\tau}(\theta, t) := \int_{\theta}^{t} b_2(s, X_{\tau}(s), X_{\tau}(s - \tau)) D_{\theta} X_{\tau}(s) ds,
\]
\[
I_{2,\tau}(\theta, t) := \int_{\theta + \tau}^{t} b_3(s, X_{\tau}(s), X_{\tau}(s - \tau)) D_{\theta} X_{\tau}(s - \tau) ds,
\]
\[
J_{1,\tau}(\theta, t) := \int_{\theta}^{t} \sigma_2(s, X_{\tau}(s), X_{\tau}(s - \tau)) D_{\theta} X_{\tau}(s) dB(s),
\]
\[
J_{2,\tau}(\theta, t) := \int_{\theta + \tau}^{t} \sigma_3(s, X_{\tau}(s), X_{\tau}(s - \tau)) D_{\theta} X_{\tau}(s - \tau) dB(s),
\]

where \((X_\tau(t))_{t \in [\tau, T]}\) is the solution to the equation (15).

Lemma 3.4. Let Assumptions 1 and 2 hold. We have

\[
E|I_{1,\tau_1}(\theta, t) - I_{1,\tau_2}(\theta, t)|^2 + E|J_{1,\tau_1}(\theta, t) - J_{1,\tau_2}(\theta, t)|^2
\]
\[
\leq C_{L,T} \left( |\tau_1 - \tau_2|^2 + \int_0^{t \wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^2 ds \right.
\]
\[
+ \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^2 ds \right)
\]
\[
+ C_{L,T} \int_0^t E|D_{\theta} X_{\tau_1}(s) - D_{\theta} X_{\tau_2}(s)|^2 ds, \quad 0 \leq \theta \leq t \leq T,
\]

(40)

where \( C_{L,T} \) is a positive constant.

Proof. We have

\[
I_{1,\tau_1}(\theta, t) - I_{1,\tau_2}(\theta, t)
\]
\[
= \int_{\theta}^{t} [b_2(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_2(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))] D_{\theta} X_{\tau_1}(s) ds
\]
\[
+ \int_{\theta}^{t} b_2(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2)) [D_{\theta} X_{\tau_1}(s) - D_{\theta} X_{\tau_2}(s)] ds, \quad 0 \leq \theta \leq t.
\]
Then, by the Hölder inequality, we obtain
\[
E[I_{1,\tau_1}(\theta,t) - I_{1,\tau_2}(\theta,t)]^2 
\leq 2(t-\theta) \int_\theta^t E[b_2'(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))] D\theta X_{\tau_1}(s)^2 ds 
+ 2(t-\theta) \int_\theta^t E[b_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2)) [D\theta X_{\tau_1}(s) - D\theta X_{\tau_2}(s)]^2 ds 
\leq C_{L,T} \left( \int_\theta^t E[b_2'(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))]^4 ds \right)^{1/2} 
\times \left( \int_\theta^t E[D\theta X_{\tau_1}(s)]^4 ds \right)^{1/2} 
+ C_{L,T} \int_\theta^t E[D\theta X_{\tau_1}(s) - D\theta X_{\tau_2}(s)]^2 ds, \quad 0 \leq \theta \leq t. \quad (41)
\]

Note that, by the estimate (25), we have \( \int_\theta^t E[D\theta X_{\tau_1}(s)]^4 ds \leq C_{L,T} \). Furthermore, an application of Corollary 1 to \( h = b_2' \) yields
\[
\int_\theta^t E[b_2'(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))]^4 ds 
\leq C_{L,T} \left( |\tau_1 - \tau_2|^2 + \int_0^{\tau_1 \wedge \tau_2} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds 
+ \int_{\tau_1 \wedge \tau_2}^{t \wedge \tau_1} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right), \quad 0 \leq \theta \leq t.
\]
Hence, we get
\[
E[I_{1,\tau_1}(\theta,t) - I_{1,\tau_2}(\theta,t)]^2 
\leq C_{L,T} \left( |\tau_1 - \tau_2|^2 + \int_0^{\tau_1 \wedge \tau_2} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + \int_{\tau_1 \wedge \tau_2}^{t \wedge \tau_1} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/2} 
+ C_{L,T} \int_\theta^t E[D\theta X_{\tau_1}(s) - D\theta X_{\tau_2}(s)]^2 ds, \quad 0 \leq \theta \leq t.
\]
Thus (40) is verified for \( E[I_{1,\tau_1}(\theta,t) - I_{1,\tau_2}(\theta,t)]^2 \). Similarly, we have
\[
E[J_{1,\tau_1}(\theta,t) - J_{1,\tau_2}(\theta,t)]^2 
\leq 2 \int_\theta^t E[|\sigma_2'(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - \sigma_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|] D\theta X_{\tau_1}(s)^2 ds 
+ 2 \int_\theta^t E[|\sigma_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2)) [D\theta X_{\tau_1}(s) - D\theta X_{\tau_2}(s)]^2 ds 
\leq C \left( \int_\theta^t E[|\sigma_2'(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - \sigma_2'(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))|]^4 ds \right)^{1/2} 
\times \left( \int_\theta^t E[D\theta X_{\tau_1}(s)]^4 ds \right)^{1/2} 
+ C \int_\theta^t E[D\theta X_{\tau_1}(s) - D\theta X_{\tau_2}(s)]^2 ds, \quad 0 \leq \theta \leq t. \quad (42)
\]
The right hand side of (42) has the same form as that of (41). We therefore can conclude that (40) also holds true for \( E[J_{1,\tau_1}(\theta,t) - J_{1,\tau_2}(\theta,t)]^2 \). The proof of the lemma is complete. \( \square \)
Lemma 3.5. Let Assumptions 1 and 2 hold. Then, we have for $t > \tau_2$,
\[
E[I_{2,\tau_1}(\theta, t) - I_{2,\tau_2}(\theta, t)]^2 + E[J_{2,\tau_1}(\theta, t) - J_{2,\tau_2}(\theta, t)]^2 \\
\leq C_{L,T} \left( |\tau_1 - \tau_2|^2 + \int_0^{t\wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + \int_{t\wedge \tau_1}^{t\wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/2} \\
+ C_{L,T} \int_{\theta}^{t} E[D_{\theta}X_{\tau_1}(s) - D_{\theta}X_{\tau_2}(s)]^2 ds, \quad 0 \leq \theta \leq t - \tau_2,
\]
where $C_{L,T}$ is a positive constant.

Proof. When $t > \tau_2$ and $0 \leq \theta \leq t - \tau_2$, we have
\[
I_{2,\tau_1}(\theta, t) - I_{2,\tau_2}(\theta, t) \\
= \int_{\theta + \tau_1}^{t} b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1))D_{\theta}X_{\tau_1}(s - \tau_1)ds \\
- \int_{\theta + \tau_2}^{t} b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))D_{\theta}X_{\tau_2}(s - \tau_2)ds \\
= \int_{\theta + \tau_1}^{t} [b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))]D_{\theta}X_{\tau_1}(s - \tau_1)ds \\
+ \int_{\theta + \tau_1}^{t} b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1))D_{\theta}X_{\tau_1}(s - \tau_1)ds \\
+ \int_{\theta + \tau_2}^{t} b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))D_{\theta}X_{\tau_1}(s - \tau_1)ds \\
+ \int_{\theta + \tau_2}^{t} b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))D_{\theta}X_{\tau_2}(s - \tau_2)ds. \tag{44}
\]
We observe that the first addend in the right hand side of (44) can be estimated as in the proof of Lemma 3.4 and we obtain
\[
E\left| \int_{\theta + \tau_1}^{t} [b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1)) - b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))]D_{\theta}X_{\tau_1}(s - \tau_1)ds \right|^2 \\
\leq C_{L,T} \left( |\tau_1 - \tau_2|^2 + \int_0^{t\wedge \tau_1} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + \int_{t\wedge \tau_1}^{t\wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/2}.
\]
For the second addend, it follows from (25) that
\[
E\left| \int_{\theta + \tau_1}^{t} b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1))D_{\theta}X_{\tau_1}(s - \tau_1)ds \right|^2 \\
\leq |\tau_1 - \tau_2| \int_{\theta + \tau_1}^{t\wedge \tau_2} E\left| b_3(s, X_{\tau_1}(s), X_{\tau_1}(s - \tau_1))D_{\theta}X_{\tau_1}(s - \tau_1) \right|^2 ds \\
\leq C_{L,T} |\tau_1 - \tau_2|^2 \leq C_{L,T} |\tau_1 - \tau_2|.
\]
For the third addend, we use the Hölder inequality and (26) to get
\[
E\left| \int_{\theta + \tau_2}^{t} b_3(s, X_{\tau_2}(s), X_{\tau_2}(s - \tau_2))D_{\theta}X_{\tau_1}(s - \tau_1)ds \right|^2 \\
\leq C_{L,T} \int_{\theta + \tau_2}^{t} E\left| D_{\theta}X_{\tau_1}(s - \tau_1) - D_{\theta}X_{\tau_2}(s - \tau_2) \right|^2 ds \\
\leq C_{L,T} \int_{\theta + \tau_2}^{t} E\left| D_{\theta}X_{\tau_1}(s - \tau_1) - D_{\theta}X_{\tau_1}(s - \tau_2) \right|^2 ds \\
+ C_{L,T} \int_{\theta + \tau_2}^{t} E\left| D_{\theta}X_{\tau_1}(s - \tau_2) - D_{\theta}X_{\tau_2}(s - \tau_2) \right|^2 ds
\]
\[
\begin{align*}
&\leq C_{L,T} \int_{\theta + \tau_2}^{t} |\tau_1 - \tau_2| ds + C_{L,T} \int_{0}^{t} E|D_{\theta}X_{\tau_1}(s) - D_{\theta}X_{\tau_2}(s)|^2 ds \\
&= C_{L,T}|\tau_1 - \tau_2| + C_{L,T} \int_{0}^{t} E|D_{\theta}X_{\tau_1}(s) - D_{\theta}X_{\tau_2}(s)|^2 ds.
\end{align*}
\]

Hence, we can obtain (43) for \(E|J_{2,\tau_1}(\theta, t) - J_{2,\tau_2}(\theta, t)|^2\). This finishes the proof of Lemma because the estimate for \(E|J_{2,\tau_1}(\theta, t) - J_{2,\tau_2}(\theta, t)|^2\) can be treated similarly.

**Proposition 5.** Let Assumptions 1 and 2 hold. Then, there exists a positive constants \(C_{L,T}\) such that, for all \(t \in [0, T]\),

\[
E\|DX_{\tau_1}(t) - DX_{\tau_2}(t)\|^2_{L^2[0,T]} \leq C_{L,T}\left( t^2 |\tau_1 - \tau_2|^2 \\
+ \int_{0}^{t \wedge \tau_2} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + t \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/2},
\]

where \(C_{L,T}\) is a positive constant.

**Proof.** We consider the following cases.

**Case 1.** \(t > \tau_2\). In this case, we write

\[
\begin{align*}
E\|DX_{\tau_1}(t) - DX_{\tau_2}(t)\|^2_{L^2[0,T]} \\
&= \int_{0}^{t - \tau_2} E|D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t)|^2 d\theta + \int_{t - \tau_2}^{t - \tau_1} E|D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t)|^2 d\theta \\
&+ \int_{t - \tau_1}^{t} E|D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t)|^2 d\theta.
\end{align*}
\]

We observe from the equations (21) and (22) that, when \(0 \leq \theta \leq t - \tau_2\), we have

\[
\begin{align*}
D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t) &= \sigma(\theta, X_{\tau_1}(\theta), X_{\tau_1}(\theta - \tau_1)) - \sigma(\theta, X_{\tau_2}(\theta), X_{\tau_2}(\theta - \tau_2)) \\
&+ I_{1,\tau_1}(\theta, t) - I_{1,\tau_2}(\theta, t) + I_{2,\tau_1}(\theta, t) - I_{2,\tau_2}(\theta, t) \\
&+ J_{1,\tau_1}(\theta, t) - J_{1,\tau_2}(\theta, t) + J_{2,\tau_1}(\theta, t) - J_{2,\tau_2}(\theta, t).
\end{align*}
\]

When \(t - \tau_2 < \theta \leq t - \tau_1\), we have

\[
\begin{align*}
D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t) &= \sigma(\theta, X_{\tau_1}(\theta), X_{\tau_1}(\theta - \tau_1)) - \sigma(\theta, X_{\tau_2}(\theta), X_{\tau_2}(\theta - \tau_2)) \\
&+ I_{1,\tau_1}(\theta, t) - I_{1,\tau_2}(\theta, t) + I_{2,\tau_1}(\theta, t) \\
&+ J_{1,\tau_1}(\theta, t) - J_{1,\tau_2}(\theta, t) + J_{2,\tau_1}(\theta, t).
\end{align*}
\]

When \(t - \tau_1 < \theta \leq t\), we have

\[
\begin{align*}
D_{\theta}X_{\tau_1}(t) - D_{\theta}X_{\tau_2}(t) &= \sigma(\theta, X_{\tau_1}(\theta), X_{\tau_1}(\theta - \tau_1)) - \sigma(\theta, X_{\tau_2}(\theta), X_{\tau_2}(\theta - \tau_2)) \\
&+ I_{1,\tau_1}(\theta, t) - I_{1,\tau_2}(\theta, t) + J_{1,\tau_1}(\theta, t) - J_{1,\tau_2}(\theta, t).
\end{align*}
\]

Hence, using the estimates established in Lemmas 3.4 and 3.5, we deduce

\[
\begin{align*}
E\|DX_{\tau_1}(t) - DX_{\tau_2}(t)\|^2_{L^2[0,T]} \\
&\leq \int_{0}^{t} E|\sigma(\theta, X_{\tau_1}(\theta), X_{\tau_1}(\theta - \tau_1)) - \sigma(\theta, X_{\tau_2}(\theta), X_{\tau_2}(\theta - \tau_2))|^2 d\theta \\
&+ \int_{t - \tau_2}^{t - \tau_1} E|I_{2,\tau_1}(\theta, t)|^2 + E|J_{2,\tau_1}(\theta, t)|^2 d\theta.
\end{align*}
\]
Theorem 3.6. Let Assumption 1 and 2 hold. We assume, in addition, that

\[ |\sigma(t, x, y)| \geq \sigma_0 > 0, \quad \forall t \in [0, T], x, y \in \mathbb{R}. \]

Then, for any \( g \in \mathcal{B} \) and \( t \in (0, T] \), we have

\[
|Eg(X_{t_1}(t)) - Eg(X_{t_2}(t))| \leq C_{T, L} \left( |t_1 - t_2|^2 + t \int_{t_1}^{t_2} |\varphi(s - t_1) - \varphi(s - t_2)|^4 ds + t^{-1} \int_{t_1}^{t_2} |\varphi(0) - \varphi(s - t_2)|^4 ds \right)^{1/4},
\]

where \( C_{T, L} \) is a positive constant.
Proof. Fixed \( t \in (0, T) \), we consider the random variables \( F_1 = X_{\tau_1}(t) \) and \( F_2 = X_{\tau_2}(t) \). Thanks to Propositions 2, 3, 4 and 5 we have the following
\[
E\|DF_1\|_{L^2[0,T]}^8 \leq C_{T,L} t^{-4}, \quad (E\|DF_1\|_{L^2[0,T]}^2)^2 \leq C_{T,L} t^{-2},
\]
\[
E \left( \int_0^T \int_0^T |D_g D_r F_1|^2 d\theta dr \right)^2 = E \left( \int_0^T \int_0^t |D_g D_r E[X_{\tau_1}(t)]|^2 d\theta dr \right)^2 \leq t^2 \int_0^T \int_0^t E|D_g D_r E[X_{\tau_1}(t)]|^4 d\theta dr \leq C_{L,T} t^4,
\]
and
\[
\|F_1 - F_2\|_{1,2} = \left( E|X_{\tau_1}(t) - X_{\tau_2}(t)|^2 + E\|DX_{\tau_1}(t) - DX_{\tau_2}(t)\|_{L^2[0,T]}^2 \right)^{1/2} \leq C_{T,L} \left( t^2 |\tau_1 - \tau_2|^2 + t \int_{t^\wedge \tau_1}^{t \wedge \tau_2} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + t \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/4}.
\]
Consequently, in view of Lemma 2.1, we obtain
\[
|Eg(X_{\tau_1}(t)) - Eg(X_{\tau_2}(t))| = |Eg(F_1) - Eg(F_2)| \leq C \left( E\|DF_1\|_{L^2[0,T]}^8 \left( \int_0^T \int_0^T |D_g D_r F_1|^2 d\theta dr \right)^2 + (E\|DF_1\|_{L^2[0,T]}^2)^2 \right)^{1/4} \|F_1 - F_2\|_{1,2} \leq C_{T,L} \left( |\tau_1 - \tau_2|^2 + t^{1/4} \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(s - \tau_1) - \varphi(s - \tau_2)|^4 ds + t^{-1} \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\varphi(0) - \varphi(s - \tau_2)|^4 ds \right)^{1/4}.
\]
This completes the proof. \( \square \)

Clearly, when the initial data \( \varphi \) is a continuous function, the estimate (46) implies that \( X_{\tau}(t) \) weakly converges to \( X_{\nu}(t) \) as \( \tau \to \nu \). Moreover, when \( \varphi \) is Hölder continuous, we have the following Hölder continuity of solutions with respect to delay parameter.

Corollary 2. Suppose the assumptions of Theorem 3.6. In addition, we assume that the initial data \( \varphi \) is Hölder continuous with exponent \( \beta \in (0, 1) \). Then, for any \( g \in B \), we have
\[
\sup_{0 \leq t \leq T} |Eg(X_{\tau_1}(t)) - Eg(X_{\tau_2}(t))| \leq C_{T,L} |\tau_1 - \tau_2|^{\beta \wedge \frac{1}{2}},
\]
where \( C_{L,T} \) is a positive constant.

Proof. We have
\[
t^{-1} \int_{t \wedge \tau_1}^{t \wedge \tau_2} (\tau_2 - s)^{4\beta} ds \leq t^{-1} \int_{t \wedge \tau_1}^{t \wedge \tau_2} (\tau_2 - \tau_1)^{4\beta} ds \leq (\tau_2 - \tau_1)^{4\beta}.
\]
Hence, it follows from (46) that
\[
|Eg(X_{\tau_1}(t)) - Eg(X_{\tau_2}(t))| \leq C_{T,L} \left( |\tau_1 - \tau_2|^2 + t^{-1} \int_{t \wedge \tau_1}^{t \wedge \tau_2} |\tau_1 - \tau_2|^{4\beta} ds + t^{-1} \int_{t \wedge \tau_1}^{t \wedge \tau_2} (\tau_2 - s)^{4\beta} ds \right)^{1/4} \leq C_{T,L} |\tau_1 - \tau_2|^{\beta \wedge \frac{1}{2}}, \quad 0 < t \leq T.
\]
This, together with the fact that \(|Eg(X_{\tau_1}(t)) - Eg(X_{\tau_2}(t))| = 0\) when \(t = 0\), gives us (48).

When the coefficients \(b(t, x, y), \sigma(t, x, y)\) do not depend on \(x\), the delays \(\tau_1 = 0, \tau_2 = 1/n\) and the initial data \(\varphi(t) = x_0, t \in [-1/n, 0]\), we obtain the following weak rate of convergence for the Carathéodory approximation.

**Corollary 3.** Consider the Carathéodory approximation system (1)-(2). Suppose that

(i) \(b(t, x)\) and \(\sigma(t, x)\) are Lipschitz in \(x\) and satisfy linear growth,

(ii) \(b(t, \cdot)\) and \(\sigma(t, \cdot)\) are twice differentiable with bounded derivatives,

(iii) \(|\sigma(t, x)| \geq \sigma_0 > 0\) for all \(t \in [0, T]\) and \(x \in \mathbb{R}\).

Then, for any \(g \in B\), we have

\[
\sup_{0 \leq t \leq T} |Eg(x^n(t)) - Eg(x(t))| \leq \frac{C_{L,T}}{\sqrt{n}} \quad n \geq 1,
\]

where \(C_{L,T}\) is a positive constant.

4. **Conclusion.** In this paper, we employed the technique of Malliavin calculus to study the weak convergence of delay SDEs. The interesting point of our results lies in the fact that we are able to provide an explicit estimate for the rate of convergence and we only require the test function \(g\) to be bounded. Furthermore, the method introduced in the paper can be used to investigate the weak convergence and the Carathéodory approximation for more general equations such as SDEs with multiple delays

\[
dX(t) = b(t, X(t), X(t - \tau_1), \ldots, X(t - \tau_k))dt + \sigma(t, X(t), X(t - \tau_1), \ldots, X(t - \tau_k))dB(t), \quad t \in [0, T]
\]

or SDEs with variable delays

\[
dX(t) = b(t, X(t), X(t - \tau(t)))dt + \sigma(t, X(t), X(t - \tau(t)))dB(t), \quad t \in [0, T].
\]

However, the computations will be more complex. Hence, in the present paper, we have chosen the simplest class of delay SDEs to illustrate the main features of the method rather than getting bogged down with complex notations.
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