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Abstract

This paper concerns a variational representation formula for Wiener functionals. Let $B = \{B_t\}_{t \geq 0}$ be a standard $d$-dimensional Brownian motion. Boué and Dupuis (1998) showed that, for any bounded measurable functional $F$ of $B$ up to time 1, the expectation $\mathbb{E}[e^{F(B)}]$ admits a variational representation in terms of drifted Brownian motions. In this paper, with a slight modification of insightful reasoning by Lehec (2013) allowing also $F$ to be a functional of $B$ over the whole time interval, we prove that the Boué–Dupuis formula holds true provided that both $e^{F(B)}$ and $F(B)$ are integrable, relaxing conditions in earlier works. We also show that the formula implies the exponential hypercontractivity of the Ornstein–Uhlenbeck semigroup in $\mathbb{R}^d$, and hence, due to their equivalence, implies the logarithmic Sobolev inequality in the $d$-dimensional Gaussian space.
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1 Introduction

Given a positive integer $d$, let $B = \{B_t\}_{t \geq 0}$ be a standard $d$-dimensional Brownian motion. In [6], Boué and Dupuis established the following formula for any bounded measurable function $F$ mapping $C([0, 1]; \mathbb{R}^d)$ into $\mathbb{R}$:

$$\log \mathbb{E}[e^{F(B)}] = \sup_{v} \mathbb{E} \left[ F \left( B + \int_0^1 v_t \, dt \right) - \frac{1}{2} \int_0^1 |v_t|^2 \, dt \right].$$

(1.1)

Here the supremum runs over all progressively measurable processes $v$ with respect to the augmented natural filtration of $B$ such that $\int_0^1 |v_t|^2 \, dt$ is integrable. In [6], formula (1.1) was proven useful in deriving various large deviation asymptotics such as Laplace principles for small noise diffusions driven by Brownian motion. These results have been extended by Budhiraja and Dupuis [9] to Hilbert space-valued Brownian motions, and later generalized by Zhang [26] to abstract Wiener spaces. In Boué–Dupuis [7], formula (1.1) is also applied to risk-sensitive stochastic control problems. Recently, the
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formula has been used effectively by Barashkov and Gubinelli [2] in the study of the $\Phi^4_3$ Gibbs measure in the quantum field theory (in fact, they employ an extended formula by Üstünel [24] to a class of unbounded functions $F$; see Remark 1.2(3)). Their idea is exploited further by Chandra, Gunaratnam and Weber in [10], and there seems to be growing interest in the formula in this direction; see, e.g., [19] among others. The work of Barashkov and Gubinelli also inspires approaches employed in [13, 8, 20], in which a variational argument is used in the construction of quasi-invariant measures for dispersive partial differential equations with random initial data.

One of the objectives of this paper is to show that the boundedness imposed on the functions $F$ is removable when both $e^{F(B)}$ and $F(B)$ are integrable. We do this by slightly modifying reasoning by Lehec [18] based on deep understanding of the Gaussian relative entropy, which also allows $F(B)$ to be a functional of $B$ over the whole time interval.

In order to state the result precisely, we prepare some of notation. We denote by $P$ the probability measure of the probability space on which the Brownian motion $B$ is defined. We set

$$F_B^t := \sigma(B_s, 0 \leq s \leq t) \lor N, \quad t \geq 0,$$

the filtration generated by $B$ and augmented by the set $N$ of all $P$-null events. Let $v = \{v_t\}_{t \geq 0}$ be a $d$-dimensional process defined on the same probability space as $B$. We call $v$ a drift if it is $\{F_B^t\}$-progressively measurable. We denote by $\mathcal{V}$ the set of drifts $v$ satisfying

$$E\left[\int_0^\infty |v_t|^2 \, dt\right] < \infty. \quad (1.2)$$

Here and in what follows, $E$ denotes the expectation with respect to $P$ and $|x|$ stands for the Euclidean norm of $x \in \mathbb{R}^d$.

Let $W = C([0, \infty); \mathbb{R}^d)$ be the space of $\mathbb{R}^d$-valued continuous functions on $[0, \infty)$ endowed with the topology of uniform convergence on compact subsets of $[0, \infty)$. We denote by $B(W)$ the associated Borel $\sigma$-field and by $W$ the Wiener measure on $(W, B(W))$. Let $F : W \to \mathbb{R}$ be measurable. We assume:

(A1) $\int_W e^{F} \, dW < \infty$; \quad (A2) $\int_W F_- \, dW < \infty$,

where we set $F_-(w) := \max\{-F(w), 0\}$, $w \in W$. The main result of the paper is stated as follows:

**Theorem 1.1.** Let $F : W \to \mathbb{R}$ be a measurable function satisfying (A1) and (A2). Then it holds that

$$\log E\left[e^{F(B)}\right] = \sup_{v \in \mathcal{V}} E\left[F\left(B + \int_0^t v_t \, dt\right) - \frac{1}{2} \int_0^\infty |v_t|^2 \, dt\right]. \quad (1.3)$$

We may replace the supremum over $\mathcal{V}$ by that over a class of bounded drifts; see Corollary 2.11.

We give a remark on Theorem 1.1.

**Remark 1.2.** (1) Under assumption (A1), the right-hand side of (1.3) is well-defined in the sense that, for any $v \in \mathcal{V}$,

$$E\left[F_+\left(B + \int_0^t v_t \, dt\right)\right] < \infty \quad \text{with} \quad F_+ := \max\{F, 0\},$$

while $E[F_-\left(B + \int_0^t v_t \, dt\right)]$ may take value $\infty$ for some $v \in \mathcal{V}$; see the beginning of the proof of Proposition 2.1.
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(2) Although a little involved argument is used in [6, Section 5], the extension of formula (1.1) to the case that $F$ is only assumed to be bounded from below is immediate from the monotone convergence theorem. Indeed, for each positive real $M$, truncating $F$ from above by $M$, we have, from (1.1),

$$\log \mathbb{E} \left[ e^{F_M(B)} \right] = \sup_{v \in \mathcal{V}} \mathbb{E} \left[ F_M \left( B + \int_0^t v_t \, dt \right) - \frac{1}{2} \int_0^1 |v_t|^2 \, dt \right],$$

where $F_M := \min\{ F, M \}$; then, by the monotone convergence theorem, the left-hand side converges as $M \to \infty$ to the expression with $F_M$ replaced by $F$, and so does the right-hand side since

$$\sup_{M > 0} \sup_{v \in \mathcal{V}} \mathbb{E} \left[ F_M \left( B + \int_0^t v_t \, dt \right) - \frac{1}{2} \int_0^1 |v_t|^2 \, dt \right] = \sup_{v \in \mathcal{V}} \mathbb{E} \left[ F \left( B + \int_0^t v_t \, dt \right) - \frac{1}{2} \int_0^1 |v_t|^2 \, dt \right].$$

In this respect, what is essential in Theorem 1.1 is the removal of the boundedness of $F$ from below.

(3) In the setting of the classical Wiener space, Üstünel proved formula (1.1) in [24, Theorem 7] under the condition that, for some $p, q > 1$ with $p^{-1} + q^{-1} = 1$,

$$\mathbb{E} \left[ |F(B)|^p \right] < \infty \quad \text{and} \quad \mathbb{E} \left[ e^{qF(B)} \right] < \infty,$$

while, in [14, Theorem 1.1], the condition that

$$\mathbb{E} \left[ |F(B)|^p \right] < \infty \quad \text{for some} \ p > 1 \quad \text{and} \quad \mathbb{E} \left[ e^{F(B)} \right] < \infty$$

was imposed. Due to their methods, the restriction $p > 1$ seems inevitable: [24] uses its Lemma 1 and [14] its Lemma 2.10. Note that our assumption of Theorem 1.1 is equivalently rephrased as

$$\mathbb{E} \left[ |F(B)| \right] < \infty \quad \text{and} \quad \mathbb{E} \left[ e^{F(B)} \right] < \infty.$$

Theorem 7 of Üstünel [24] aims at characterizing in terms of the relative entropy the invertibility of path transformations of the form $B + \int_0^t v_t \, dt$ with $B$ denoting the canonical process in the classical Wiener space, and the essential assumption in his exploration is

$$\mathbb{E} \left[ (1 + |F(B)|) e^{F(B)} \right] < \infty.$$ Generalizations of formula (1.1), such as ones to diffusions and conditional expectations, in the same spirit as [24] may be found in a series of papers by Hartmann; see [16] and references therein.

Independently of the work [6] by Boué–Dupuis, Borell [5] proved formula (1.1) when $F(B)$ is of the form $f(B_1)$ with $f : \mathbb{R}^d \to \mathbb{R}$ a bounded measurable function, and, among other applications, applied it to a simple derivation of the Prékopa–Leindler inequality. In the last part of the paper, we will show that it also yields readily the exponential version of the hypercontractivity of the Ornstein–Uhlenbeck semigroup in $\mathbb{R}^d$; the equivalence between the exponential hypercontractivity and the logarithmic Sobolev inequality then entails that the formula implies the Gaussian logarithmic Sobolev inequality.

We give an outline of the paper. In Section 2, we prove Theorem 1.1; the lower bound in formula (1.3) is proven in Subsection 2.1 while the upper bound is proven in Subsection 2.2, where the case of bounded drifts is also stated in Corollary 2.11.
The paper is concluded with Section 3 that explores the above-mentioned connection between the formula and the exponential hypercontractivity of the Ornstein–Uhlenbeck semigroup.

For every \(a, b \in \mathbb{R}\), we write \(a \vee b = \max\{a, b\}\) and \(a \wedge b = \min\{a, b\}\). For a positive integer \(n\), we denote by \(C^\infty_b(\mathbb{R}^n)\) the set of real-valued bounded \(C^\infty\)-functions on \(\mathbb{R}^n\) whose partial derivatives are all bounded. Given a measured space \((\mathcal{X}, \mathcal{B}, m)\), for every \(1 \leq p \leq \infty\), we denote by \(L^p(m)\) the set of real-valued measurable functions \(f\) on the measurable space \((\mathcal{X}, \mathcal{B})\) such that
\[
\|f\|_{L^p(m)}^p := \int_{\mathcal{X}} |f(x)|^p m(dx) < \infty \quad \text{for } p < \infty,
\]
and that, with \(\text{ess sup}\) denoting the essential supremum with respect to \(m\),
\[
\|f\|_{L^\infty(m)} := \text{ess sup}_{x \in \mathcal{X}} |f(x)| < \infty \quad \text{for } p = \infty.
\]

Other notation will be introduced as needed.

## 2 Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1.

Let \((\mathcal{X}, \mathcal{B})\) be a measurable space and \(\mathcal{P}(\mathcal{X})\) the set of probability measures on it. For \(\mu, \nu \in \mathcal{P}(\mathcal{X})\), recall that the relative entropy of \(\nu\) with respect to \(\mu\) is defined by
\[
H(\nu \mid \mu) := \int_{\mathcal{X}} \frac{d\nu}{d\mu} \log \frac{d\nu}{d\mu} d\mu \quad \text{if } \nu \ll \mu,
\]
and \(H(\nu \mid \mu) := +\infty\) otherwise; see, e.g., [11, Section 1.4].

In the sequel, for every drift \(v\), we denote
\[
B_t^v = B_t + \int_0^t v_s \, ds, \quad t \geq 0,
\]
the Brownian motion drifted by \(v\) and, whenever \(v \in \mathcal{V}\),
\[
\|v\|_{\mathcal{V}} = \left\{ \mathbb{E} \left[ \int_0^\infty |v_t|^2 \, dt \right] \right\}^{1/2}.
\]
A drift \(v\) is said to be bounded if it satisfies
\[
\sup_{t \geq 0} \|v_t\|_{L^\infty(\mathbb{P})} < \infty.
\]

For later use in Subsection 2.2, we set
\[
\mathcal{V}_b := \{ v; \text{\(v\) is a bounded drift satisfying (1.2)} \},
\]
\[
\mathcal{V}_{b,0} := \{ v; \text{\(v\) is a bounded drift satisfying that there exists } K > 0 \text{ such that } v_t = 0 \text{ a.s. for all } t \geq K \}.
\]

Clearly, we have \(\mathcal{V}_{b,0} \subset \mathcal{V}_b \subset \mathcal{V}\).

### 2.1 Lower bound

In this subsection, we give a proof of the lower bound in (1.3), that is, we prove

**Proposition 2.1.** For any measurable function \(F : \mathbb{W} \to \mathbb{R}\) satisfying (A1), we have
\[
\log \mathbb{E} \left[ e^{F(B)} \right] \geq \sup_{v \in \mathcal{V}} \left\{ \mathbb{E}[F(B^v)] - \frac{1}{2} \|v\|_{\mathcal{V}}^2 \right\}.
\]
Proposition 2.1 is immediate once the following lemma is at our disposal.

**Lemma 2.2.** Under (A1), the lower bound (2.1) holds when $F$ is bounded from below.

By using this lemma, Proposition 2.1 is proven as follows:

**Proof of Proposition 2.1.** First we verify that, under assumption (A1),

$$E[F_+(B^v)] < \infty \quad \text{for any } v \in V,$$

where $F_+(w) := F(w) \vee 0$, $w \in W$. Fix $v \in V$ arbitrarily and set $F_+M = F_+ \wedge M$ for each $M > 0$. Then, by Lemma 2.2, we have in particular

$$E[F_+M(B^v)] \leq \log E[e^{F_+M(B^v)}] + \frac{1}{2} \|v\|^2_V.$$

By letting $M \to \infty$, the monotone convergence theorem entails that

$$E[F_+(B^v)] \leq \log E[e^{F(B^v)}] + \frac{1}{2} \|v\|^2_V \leq \log E[e^{1 + F(B)}] + \frac{1}{2} \|v\|^2_V,$$

which is finite by (A1).

For every $N > 0$, we now define $F_N(w) := F(w) \vee (-N)$, $w \in W$. Then, by Lemma 2.2, the lower bound (2.1) holds for $F_N$:

$$\log E[e^{F_N(B^v)}] \geq \sup_{v \in V} \left\{ E[F_N(B^v)] - \frac{1}{2} \|v\|^2_V \right\}. \quad (2.3)$$

By assumption (A1), the random variable $\sup_{N > 0} e^{F_N(B^v)}$ is integrable and, thanks to (2.2), so is $\sup_{N > 0} F_N(B^v)$ for any $v \in V$. Therefore, as $N \to \infty$, we may use the monotone convergence theorem on both sides of (2.3) to get

$$\log E[e^{F(B^v)}] \geq \inf_{N > 0} \sup_{v \in V} \left\{ E[F_N(B^v)] - \frac{1}{2} \|v\|^2_V \right\} \geq \sup_{v \in V} \left\{ E[F(B^v)] - \frac{1}{2} \|v\|^2_V \right\},$$

which is the assertion. \qed

We proceed to the proof of Lemma 2.2. We prepare two lemmas, the first one of which is adapted from [11, Proposition 4.5.1]: set $\Delta(W) := \{\mu \in \mathcal{P}(W); H(\mu \mid W) < \infty\}$.

**Lemma 2.3.** Let $F : W \to \mathbb{R}$ be a measurable function bounded from below. Then it holds that

$$\log \int_W e^{F} dW = \sup_{\mu \in \Delta(W)} \left\{ \int_W F d\mu - H(\mu \mid W) \right\}.$$

The second one is taken from [18].

**Lemma 2.4 ([18], Proposition 1).** Let $v$ be a drift and $\mu$ the law of $B^v$. Then it holds that

$$H(\mu \mid W) \leq \frac{1}{2} \mathbb{E} \left[ \int_0^\infty |v_t|^2 dt \right].$$
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In the setting of the classical Wiener space, the assertion of the above lemma goes back to [23, Theorem 8]. Combining the above two lemmas yields Lemma 2.2 readily.

Proof of Lemma 2.2. For an arbitrary \( v \in V \), let \( \mu \) be the law of \( B^v \). Then, since \( \mu \in \Delta(W) \) by the definition of \( V \) and Lemma 2.4, we see from Lemma 2.3 that

\[
\log \int_W e^F d\mu \geq \int_W F d\mu - H(\mu | W) \geq \int_W F d\mu - \frac{1}{2} \|v\|^2_V,
\]

where we used Lemma 2.4 again for the second line. The assertion is proven because \( \mu \) is the law of \( B^v \) and \( v \) is arbitrary.

2.2 Upper bound

In this subsection, we prove the upper bound in (1.3):

**Proposition 2.5.** For any measurable function \( F : W \to \mathbb{R} \) satisfying (A1) and (A2), we have

\[
\log \mathbb{E}[e^{F(B)}] \leq \sup_{v \in V} \left\{ \mathbb{E}[F(B^v)] - \frac{1}{2} \|v\|^2_V \right\}. \tag{2.4}
\]

We denote by \( FC^\infty_b \) the set of functions \( \Phi \) on \( W \) of the form

\[
\Phi(w) = \phi(w(t_1), \ldots, w(t_m)), \quad w \in W, \tag{2.5}
\]

for some \( m \in \mathbb{N}, 0 \leq t_1 < \cdots < t_m \) and \( \phi \in \mathcal{C}^\infty_b(\mathbb{R}^{d \times m}) \). We also denote by \( C \) the set of cylinder subsets \( C \) of \( W \), namely, each \( C \) is of the form

\[
C = \{ w \in W; (w(t_1), \ldots, w(t_m)) \in \Gamma \} \tag{2.6}
\]

for some \( m \in \mathbb{N} \) and \( 0 \leq t_1 < \cdots < t_m \), and for some Borel subset \( \Gamma \) of \( \mathbb{R}^{d \times m} \). It is well known that

\[
\sigma(C) = B(W) \tag{2.7}
\]

(see, e.g., [17, Problem 2.4.2]). Let \( F : W \to \mathbb{R} \) be a measurable function and define the \( \sigma \)-finite measure \( \nu_F \) on \( (W, B(W)) \) by

\[
d\nu_F := (1 + F_-) dW.
\]

If \( F \) fulfills (A2), then \( \nu_F \) is a finite measure and the following lemma is standard but crucial to our argument.

**Lemma 2.6.** \( FC^\infty_b \) is dense in \( L^2(\nu_F) \) under assumption (A2).

For the completeness of the paper, we give a proof.

**Proof of Lemma 2.6.** It suffices to show that, for any \( A \in B(W) \), its indicator function \( 1_A \) can be approximated in \( L^2(\nu_F) \) by a sequence \( \{\Phi_n\}_{n=1}^\infty \in FC^\infty_b \). To this end, fix a positive integer \( n \) arbitrarily. In view of (2.7), the approximation property (e.g., [3, Theorem 5.7]) entails that there exists \( C \in \mathcal{C} \) such that

\[
\|1_A - 1_C\|_{L^2(\nu_F)} < n^{-1},
\]

because of the fact that \( \nu_F \) is a finite measure and \( |1_A - 1_C|^2 = 1_{A \Delta C} \), where the symbol \( \Delta \) stands for the symmetric difference. As \( C \) may be expressed as (2.6), it is now routine
to check that elements of $C_b^\infty(\mathbb{R}^{d \times m})$ approximate $1_{\Gamma}$ in the sense of $L^2$ under the finite measure
\[
\nu_F^{(\cdot)}(\cdot) \equiv \nu_F^{t_1, \ldots, t_m}(\cdot) := \nu_F([w \in \mathcal{W}; (w(t_1), \ldots, w(t_m)) \in \cdot])
\]
on $\mathbb{R}^{d \times m}$. To see that, notice that $\nu_F^{(\cdot)}$ is inner regular (cf. [3, Lemma 26.2]). Hence there exists a compact subset $K$ of $\Gamma$ such that
\[
\|1_{\Gamma} - 1_K\|_{L^2(\nu_F^{(\cdot)})} = \sqrt{\nu_F^{m}(\Gamma) - \nu_F^{m}(K)} < n^{-1}.
\]
Convoluting $1_K$ with the standard mollifier ([12, Subsection 4.2.1]), we may construct a family $\{\phi_\varepsilon\}_{\varepsilon>0} \subset C_b^\infty(\mathbb{R}^{d \times m})$ (in fact, each $\phi_\varepsilon$ is compactly supported) such that, as $\varepsilon \downarrow 0$, $\phi_\varepsilon \rightarrow 1_K$ a.e. Thanks to the finiteness of $\nu_F^{(\cdot)}$, this a.e. convergence entails that there exists $\phi \in C_b^\infty(\mathbb{R}^{d \times m})$ such that
\[
\|1_{\Gamma} - \phi\|_{L^2(\nu_F^{(\cdot)})} < n^{-1}
\]
by the bounded convergence theorem. Therefore, setting
\[
\Phi_n(w) := \phi(w(t_1), \ldots, w(t_m)), \quad w \in \mathcal{W},
\]
we have the desired sequence $\{\Phi_n\}_{n=1}^\infty \subset \mathcal{F}C_b^\infty$ because
\[
\|1_A - \Phi_n\|_{L^2(\nu_F)} < 3n^{-1}
\]
for each $n$ by construction. \(\Box\)

Following the notation of [18], we define
\[
\mathcal{S} := \{\mu \in \mathcal{P}(\mathcal{W}); \mu \text{ has a density } \Phi \in \mathcal{F}C_b^\infty \text{ w.r.t. } \mathcal{W} \text{ such that } \inf_{w \in \mathcal{W}} \Phi(w) > 0\}.
\]
The next lemma is also adapted from [18].

**Lemma 2.7** ([18], Theorem 7). *For every $\mu \in \mathcal{S}$, there exists $v \in \mathcal{V}$ such that $B^v$ has law $\mu$ and
\[
H(\mu \mid \mathcal{W}) = \frac{1}{2} \|v\|_{\mathcal{V}}^2.
\]

**Remark 2.8.** With $v : [0, \infty) \times \mathcal{W} \to \mathcal{W}$ the Föllmer process associated with $\mu$, as constructed in the proof of [18, Theorem 2], one of $v$'s fulfilling (2.8) is given by $v = \{u(t, X)\}_{t \geq 0}$, where $X = \{X_t\}_{t \geq 0}$ is the unique strong solution to the stochastic differential equation
\[
dX_t = dB_t + u(t, X) \, dt, \quad t \geq 0, \quad X_0 = 0,
\]
whose pathwise uniqueness is ensured by $\mu \in \mathcal{S}$. The above choice of $v$ is in $\mathcal{V}_{b,0}$; indeed, supposing that $\mu \in \mathcal{S}$ has a density $\Phi$ given by (2.5), we see that, by construction,
\[
|v_t| \leq \frac{1}{\inf_{x \in \mathbb{R}^{d \times m}} \Phi(x)} \sum_{i=1}^{m} \sup_{x \in \mathbb{R}^{d \times m}} |\nabla x^i \phi(x)| \quad \text{a.s.},
\]
for $0 \leq t \leq t_m$ and $v_t = 0$ for $t > t_m$. Here, for each $1 \leq i \leq m$, $\nabla x^i \phi$ is the gradient of $\phi(x) \equiv \phi(x^1, \ldots, x^m)$ with respect to the variable $x^i \in \mathbb{R}^d$.

Combining Lemmas 2.6 and 2.7, we immediately obtain

**Proposition 2.9.** *The upper bound (2.4) holds for any measurable function $F : \mathcal{W} \to \mathbb{R}$ that is bounded from above and satisfies (A2).*
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**Proof.** Set $G := e^F$. Without loss of generality, we may assume $\|G\|_{L^1(W)} = 1$. As $G \in L^2(\nu_F)$ thanks to the boundedness of $G$, there exists a sequence $\{\Phi_n\}_{n=1}^\infty \subset \mathcal{F}_{\infty}^C$ such that

$$\lim_{n \to \infty} \|\Phi_n - G\|_{L^2(\nu_F)} = 0 \quad (2.9)$$

by Lemma 2.6. For every $n$, truncating $\Phi_n$ if necessary, we may assume $\inf_{w \in W} \Phi_n(w) > 0$. For each $n$, define $G_n := \Phi_n / \|\Phi_n\|_{L^1(W)}$ so that $d\mu_n := G_n dW$ is in $\mathcal{S}$. It is clear that

$$\lim_{n \to \infty} \|G_n - G\|_{L^2(\nu_F)} = 0 \quad (2.10)$$

by (2.9); indeed,

$$\|G_n - G\|_{L^2(\nu_F)} \leq \frac{1}{\|\Phi_n\|_{L^1(W)}} \|\Phi_n - G\|_{L^2(\nu_F)} + \frac{1}{\|\Phi_n\|_{L^1(W)}} - 1 \|G\|_{L^2(\nu_F)},$$

which tends to 0 because (2.9) also entails that $\lim_{n \to \infty} \|\Phi_n\|_{L^1(W)} = \|G\|_{L^1(W)} = 1$. As $\{G_n\}_{n=1}^\infty$ is bounded in $L^2(W)$ by (2.10) and the definition of $\nu_F$, the sequence $\{G_n \log G_n\}_{n=1}^\infty$ is uniformly integrable under $W$, whence, by Vitali’s convergence theorem (see, e.g., [21, Theorem 22.7]),

$$\lim_{n \to \infty} \int_W G_n \log G_n dW = \int_W G \log G dW \quad (2.11)$$

because (2.10) also implies $G_n \to G$ in probability under $W$. Moreover, it follows that

$$\lim_{n \to \infty} \int_W G_n F_- dW = \int_W G F_- dW.$$

Since $\{G_n\}_{n=1}^\infty$ also converges to $G$ in $L^1(W)$ and $F_+$ is bounded, we have

$$\lim_{n \to \infty} \int_W G_n F_+ dW = \int_W G F_+ dW$$

as well, and hence

$$\lim_{n \to \infty} \int_W F G_n dW = \int_W F G dW. \quad (2.12)$$

Combining (2.11) and (2.12), we see that

$$\int_W F d\mu_n - H(\mu_n|W) = \int_W F G_n dW - \int_W G_n \log G_n dW \longrightarrow 0$$

by the definition of $G$. Therefore, for any $\varepsilon > 0$, there exists $\mu \in \mathcal{S}$ such that

$$\log \mathbb{E}[e^{F(B)}] < \int_W F d\mu - H(\mu|W) + \varepsilon$$

because of $\mathbb{E}[e^{F(B)}] = 1$. The right-hand side of the last inequality is dominated by

$$\sup_{v \in V} \left\{ \mathbb{E}[F(B^v)] - \frac{1}{2} \|v\|_V^2 \right\} + \varepsilon \quad (2.13)$$

in view of Lemma 2.7, which proves the proposition as $\varepsilon > 0$ is arbitrary. \(\square\)
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Remark 2.10. If we let \( v_n \in V \) be as in Remark 2.8 for each \( \mu_n \), what is in fact proven is

\[
\log E\left[e^{F(B)}\right] = \lim_{n \to \infty} \left\{ E[F(B^{v_n})] - \frac{1}{2} \|v_n\|_V^2 \right\}.
\]

We finish the proof of Proposition 2.5.

Proof of Proposition 2.5. For a measurable function \( F : W \to \mathbb{R} \) satisfying (A1) and (A2), we set, for each \( M > 0 \),

\( F_M(w) := F(w) \wedge M, w \in W. \)

Then, for any \( M \), we have, by Proposition 2.9,

\[
\log E\left[e^{F_M(B)}\right] \leq \sup_{v \in V} \left\{ E[F_M(B^v)] - \frac{1}{2} \|v\|_V^2 \right\},
\]

the last expression being well-defined by (2.2). Letting \( M \to \infty \) on the leftmost side completes the proof by the dominated/monotone convergence theorem.

Since domination (2.13) is valid if we replace the supremum over \( V \) by that over \( V_b \) or \( V_{b,0} \) in view of Remark 2.8, we have the following corollary, which we think is useful in some applications; see, e.g., [10, Remarks 4.8 and 4.9].

Corollary 2.11. The supremum in (1.3) may be replaced by that over drifts \( v \) in \( V_b \) or \( V_{b,0} \); that is, for any measurable function \( F : W \to \mathbb{R} \) satisfying (A1) and (A2), we have

\[
\log E\left[e^{F(B)}\right] = \sup_{v \in V_b} \left\{ E[F(B^v)] - \frac{1}{2} \|v\|_V^2 \right\} = \sup_{v \in V_{b,0}} \left\{ E[F(B^v)] - \frac{1}{2} \|v\|_V^2 \right\}.
\]

We end this section with a remark on the proof of Theorem 1.1 and related facts.

Remark 2.12. (1) Since both sides of (1.3) are well-defined only under assumption (A1) as noted in Remark 1.2(1), it is plausible that formula (1.3) holds true without any assumptions on \( F \) from below; however, we have not succeeded in proving it. The difficulty is to prove the upper bound (2.4) without assuming (A2).

(2) Using the notion of filtrations introduced by Üstünel and Zakai [25] on abstract Wiener spaces, Zhang [26] extended formula (1.1) of Boué–Dupuis for bounded Wiener functionals to the framework of abstract Wiener spaces as simplifying the original proof of the upper bound which relied on a complicated measurable selection argument. As for the case of the Wiener space \((W, \mathbb{W})\), Lehec [18] further simplified the proof of the upper bound, based on deep analysis of the Gaussian relative entropy as exhibited in Lemmas 2.4 and 2.7. Note that Lehec’s extension [18, Theorem 9] to the case with \( F(B) \) a functional of \( B \), assumed bounded from below, over the whole time interval may be seen as a particular case of Zhang’s result [26, Theorem 3.2]; indeed, as discussed in [22, Section 8.1], by restricting \( \mathbb{W} \) to the Banach space \( \tilde{W} \) consisting of paths \( w \in W \) such that \( \lim_{t \to \infty} \|w(t)/t = 0 \) normed by \( \sup_{t \geq 0} \|w(t)/(1 + t)\), the triple \((\tilde{W}, \mathbb{H}, \mathbb{W})\) forms an abstract Wiener space, where \( \mathbb{H} \) is the usual Cameron–Martin subspace of \( W \).

(3) One of the main differences between Lehec’s proof and ours is that we appeal to the density of \( FC^\infty \) in \( L^2(\nu_F) \) instead of \( L^2(\mathbb{W}) \); another is the employment of Vitali’s convergence theorem in (2.11).
3 Application to the Ornstein–Uhlenbeck semigroup

In this section, we explore a connection between formula (1.3) and the exponential version of the hypercontractivity of the Ornstein–Uhlenbeck semigroup in $\mathbb{R}^d$. For this purpose, we begin with restating Theorem 1.1 when the functional $F(B)$ is a function of $B_t$.

We consider the set of $d$-dimensional $\{F^B\}$-progressively measurable processes $v = \{v_t\}_{0 \leq t \leq 1}$ satisfying
\[
\mathbb{E}\left[\int_0^1 |v_t|^2 \, dt\right] < \infty;
\]
in order to specify notationally that $v_t$ is a functional of $B$ up to time $t$ and the terminal time is $1$, we denote this set by $V_1(B)$. Let $\gamma$ denote the standard Gaussian measure on $\mathbb{R}^d$ and $f : \mathbb{R}^d \to \mathbb{R}$ be a measurable function. Noting that conditions (A1) and (A2) are equivalent to both $e^f$ and $F$ being in $L^1(W)$ (see Remark 1.2(3)), we assume
\[(B) \ e^f \in L^1(\gamma) \text{ and } f \in L^1(\gamma).\]

The following is immediate from Theorem 1.1 applied to $F(B) = f(B_1)$:

**Proposition 3.1.** Under assumption (B), we have
\[
\log \mathbb{E}\left[e^{f(B_1)}\right] = \sup_{v \in V_1(B)} \mathbb{E}\left[f\left(B_1 + \int_0^1 v_t \, dt\right) - \frac{1}{2} \int_0^1 |v_t|^2 \, dt\right]. \tag{3.1}
\]

Next we recall the exponential hypercontractivity of the Ornstein–Uhlenbeck semigroup $Q = \{Q_t\}_{t \geq 0}$ defined in the Gaussian space $(\mathbb{R}^d, \gamma)$.

For each $t \geq 0$, the operator $Q_t$ acts on $L^1(\gamma)$ in such a way that, for $f \in L^1(\gamma)$,
\[(Q_t f)(x) = \int_{\mathbb{R}^d} f\left(e^{-t} x + \sqrt{1 - e^{-2t}} y\right) \gamma(dy), \quad x \in \mathbb{R}^d.
\]
It is well known that $Q$ enjoys the hypercontractivity, which is also known (see [1, Proposition 4]) to be equivalent to the following property that we call the exponential hypercontractivity: for any measurable function $f : \mathbb{R}^d \to \mathbb{R}$ satisfying (B),
\[
\|\exp(Q_t f)\|_{L^2(\gamma)} \leq \|e^f\|_{L^1(\gamma)} \quad \text{for all } t \geq 0. \tag{3.2}
\]

We provide a simple derivation of (3.2) by means of Proposition 3.1; formula (3.1) for any bounded measurable function $f$ was discovered by Borell [5] independently of Boué–Dupuis [6] and applied to a simple proof of the Prékopa–Leindler inequality among others. Our application, which seems to be new to our knowledge, serves as another instance of usefulness of the formula, often referred to as Borell’s formula, in deriving existing functional inequalities.

Let $f \in L^1(\gamma)$ and observe the following identity in law for every $t \geq 0$:
\[(Q_t f, \gamma)^{(d)} = (\mathbb{E}\left[f(B_1) \mid F^B_{e^{-2t}}\right], \mathbb{P}).\]
Indeed, by the independence of $B_1 - B_{e^{-2t}}$ and $B_{e^{-2t}}$, we have, a.s.,
\[
\mathbb{E}\left[f(B_1) \mid F^B_{e^{-2t}}\right] = \mathbb{E}\left[f(B_1 - B_{e^{-2t}} + x)\right]_{x = B_{e^{-2t}}},
\]
which has the same law as
\[
\mathbb{E}\left[f(\sqrt{1 - e^{-2t}} N_2 + e^{-t} x)\right]_{x = N_1},
\]
where $N_1$ and $N_2$ are $d$-dimensional standard Gaussian random variables. Therefore the exponential hypercontractivity (3.2) is equivalently stated as
**Proposition 3.2.** For every measurable function \( f : \mathbb{R}^d \to \mathbb{R} \) satisfying (B), it holds that
\[
t \log \mathbb{E} \left[ \exp \left\{ t^{-1} \mathbb{E} \left[ f(B_t) \mid \mathcal{F}_t^B \right] \right\} \right] \leq \log \mathbb{E} \left[ e^{f(B_1)} \right]
\]  
(3.3)
for all \( 0 < t \leq 1 \).

We give a proof of the proposition via Proposition 3.1. To this end, given \( f \in L^1(\gamma) \), we set
\[
g(t, x) := \mathbb{E} \left[ f(B_t - B_t + x) \right], \quad 0 \leq t \leq 1, \ x \in \mathbb{R}^d,
\]
so that, for every \( 0 \leq t \leq 1 \),
\[
\mathbb{E} \left[ f(B_1) \mid \mathcal{F}_t^B \right] = g(t, B_t) \quad \text{a.s.}
\]  
(3.4)

**Proof of Proposition 3.2.** By appealing to the monotone convergence theorem, it suffices to prove (3.3) when \( f \in L^1(\gamma) \) is bounded from above. Fix \( 0 < t \leq 1 \) and set
\[
W_s := \frac{1}{\sqrt{t}} B_{ts}, \quad \mathcal{F}_s^W := \sigma(W_u, 0 \leq u \leq s) \lor \mathcal{N},
\]
for \( 0 \leq s \leq 1 \), so that \( W = \{ W_s \}_{0 \leq s \leq 1} \) is a standard \( d \)-dimensional \( \{ \mathcal{F}_s^W \} \)-Brownian motion. Note that \( \sqrt{t}W_1 = B_1 \) and \( \mathcal{F}_1^W = \mathcal{F}_1^B \) by definition. Moreover, as \( g(t, B_t) \) is integrable in view of (3.4), the function \( t^{-1}g(t, \sqrt{t}x) \), \( x \in \mathbb{R}^d \), fulfills assumption (B) since we have assumed that \( f \) is bounded from above. Therefore, noting (3.4) again, we may apply Proposition 3.1 to \( t^{-1}g(t, \sqrt{t}W_1) \) to rewrite the left-hand side of (3.3) as
\[
t \log \mathbb{E} \left[ \exp \left\{ t^{-1}g(t, \sqrt{t}W_1) \right\} \right]
= t \sup_{v \in \mathcal{V}_1(W)} \mathbb{E} \left[ t^{-1} \left( t, \sqrt{t}W_1 + \sqrt{t} \int_0^1 v_s \, ds \right) - \frac{1}{2} \int_0^1 |v_s|^2 \, ds \right]
= \sup_{v \in \mathcal{V}_1(W)} \mathbb{E} \left[ g \left( t, \sqrt{t}W_1 + \int_0^1 v_s \, ds \right) - \frac{1}{2} \int_0^1 |v_s|^2 \, ds \right] 
= \sup_{v \in \mathcal{V}_1(W)} \mathbb{E} \left[ f \left( B_1 + \int_0^1 v_s \, ds \right) - \frac{1}{2} \int_0^1 |v_s|^2 \, ds \right].
\]  
(3.5)

Here the second equality follows from the equivalence \( \sqrt{t}v \in \mathcal{V}_1(W) \iff v \in \mathcal{V}_1(W) \); for the third, by recalling the definition of \( g \), and by noting that the random variables
\[
\sqrt{t}W_1 + \int_0^1 v_s \, ds, \quad \int_0^1 |v_s|^2 \, ds
\]
are independent of \( B_1 - B_t \), because they are \( \mathcal{F}_1^B \)-measurable by the definition of \( W \), the boundedness of \( f \) from above allowed us to apply Fubini’s theorem. Due to the obvious inclusion \( \mathcal{V}_1(W) \subset \mathcal{V}_1(B) \), the last expression in (3.5) is dominated by
\[
\sup_{v \in \mathcal{V}_1(B)} \mathbb{E} \left[ f \left( B_1 + \int_0^1 v_s \, ds \right) - \frac{1}{2} \int_0^1 |v_s|^2 \, ds \right],
\]
and hence, in virtue of Proposition 3.1 again, by \( \log \mathbb{E} \left[ e^{f(B_1)} \right] \). This proves (3.3). \( \square \)

**Remark 3.3.** We may start the proof with bounded measurable functions by truncating \( f \) as \(( f \wedge M) \vee (-N) \) for \( M, N > 0 \). Then repeated use of the monotone convergence theorem as \( N \to \infty \) and then as \( M \to \infty \) completes the proof. The essential part of the above proof is how Borell’s formula applies to (3.3).
The Boué–Dupuis formula and the exponential hypercontractivity

By [1, Proposition 4], the exponential hypercontractivity (3.2) is equivalent to the Gaussian logarithmic Sobolev inequality in $\mathbb{R}^d$: for any weakly differentiable function $f$ in $L^2(\gamma)$ with $|\nabla f| \in L^2(\gamma)$,

$$
\int_{\mathbb{R}^d} |f|^2 \log |f| \, d\gamma \leq \| \nabla f \|_{L^2(\gamma)}^2 + \| f \|_{L^2(\gamma)}^2 \log \| f \|_{L^2(\gamma)};
$$

we also refer to [15, Subsection A.1] in this respect. It is known [4, Section 3] that the Prékopa–Leindler inequality implies the logarithmic Sobolev inequality; the above exploration provides another path from formula (3.1) to (3.6).

References

[1] D. Bakry, M. Émery, Diffusions hypercontractives, in: Séminaire de Probabilités, XIX, 1983/84, pp. 177–206, Lecture Notes in Math. 1123, Springer, Berlin, 1985. MR0889476
[2] N. Barashkov, M. Gubinelli, A variational method for $\Phi^3_4$, Duke Math. J. 169 (2020), 3339–3415. MR4173157
[3] H. Bauer, Measure and Integration Theory, Walter de Gruyter & Co., Berlin, 2001. MR1897176
[4] S.G. Bobkov, M. Ledoux, From Brunn–Minkowski to Brascamp–Lieb and to logarithmic Sobolev inequalities, Geom. Funct. Anal. 10 (2000), 1028–1052. MR1800062
[5] C. Borell, Diffusion equations and geometric inequalities, Potential Anal. 12 (2000), 49–71. MR1745333
[6] M. Boué, P. Dupuis, A variational representation for certain functionals of Brownian motion, Ann. Probab. 26 (1998), 1641–1659. MR1675051
[7] M. Boué, P. Dupuis, Risk-sensitive and robust escape control for degenerate diffusion processes, Math. Control Signals Systems 14 (2001), 62–85. MR1823987
[8] B. Bringmann, Invariant Gibbs measures for the three-dimensional wave equation with a Hartree nonlinearity I: Measures, Stoch. Partial Differ. Equ. Anal. Comput. 10 (2022), 1–89. MR4385403
[9] A. Budhiraja, P. Dupuis, A variational representation for positive functionals of infinite dimensional Brownian motion, Probab. Math. Statist. 20 (2000), 39–61, Acta Univ. Wratislav. No. 2246. MR1785237
[10] A. Chandra, T.S. Gunaratnam, H. Weber, Phase transitions for $\Phi^3_4$, Comm. Math. Phys., in press. arXiv:2006.15933v2
[11] P. Dupuis, R.S. Ellis, A Weak Convergence Approach to the Theory of Large Deviations, A Wiley-Interscience Publication, John Wiley & Sons, Inc., New York, 1997. MR1431744
[12] L.C. Evans, R.F. Gariepy, Measure Theory and Fine Properties of Functions, CRC Press, Boca Raton, FL, 1992. MR1158660
[13] T.S. Gunaratnam, T. Oh, N. Tzvetkov, H. Weber, Quasi-invariant Gaussian measures for the nonlinear wave equation in three dimensions, Probab. Math. Phys., in press. arXiv:1808.03158v3
[14] Y. Hariya, A variational representation and Prékopa’s theorem for Wiener functionals. arXiv:1505.02479v2
[15] Y. Hariya, A unification of hypercontractivities of the Ornstein–Uhlenbeck semigroup and its connection with $\Phi$-entropy inequalities, J. Funct. Anal. 275 (2018), 2647–2683. MR3853077
[16] K. Hartmann, Variational calculus on Wiener space with respect to conditional expectations. arXiv:1607.05555v3
[17] I. Karatzas, S.E. Shreve, Brownian Motion and Stochastic Calculus, 2nd ed., Springer, New York, 1991. MR1121940
[18] J. Lehec, Representation formula for the entropy and functional inequalities, Ann. Inst. Henri Poincaré Probab. Stat. 49 (2013), 885–899. MR3112438
[19] T. Oh, M. Okamoto, L. Tolomeo, Stochastic quantization of the $\Phi^3_4$-model. arXiv:2108.06777
[20] T. Robert, Invariant Gibbs measure for a Schrödinger equation with exponential nonlinearity. arXiv:2104.14348
The Boué–Dupuis formula and the exponential hypercontractivity

[21] R.L. Schilling, Measures, Integrals and Martingales, 2nd ed., Cambridge Univ. Press, Cambridge, 2017. MR3644418

[22] D.W. Stroock, Probability Theory. An Analytic View, 2nd ed., Cambridge Univ. Press, Cambridge, 2011. MR2760872

[23] A.S. Üstünel, Entropy, invertibility and variational calculus of adapted shifts on Wiener space, J. Funct. Anal. 257 (2009) 3655–3689. MR2572265

[24] A.S. Üstünel, Variational calculation of Laplace transforms via entropy on Wiener space and applications, J. Funct. Anal. 267 (2014), 3058–3083. MR3255483

[25] A.S. Üstünel, M. Zakai, The construction of filtrations on abstract Wiener space, J. Funct. Anal. 143 (1997), 10–32. MR1428114

[26] X. Zhang, A variational representation for random functionals on abstract Wiener spaces, J. Math. Kyoto Univ. 49 (2009), 475–490. MR2583599

Acknowledgments. The authors gratefully acknowledge the valuable comments of the anonymous referee, especially on the literature on quasi-invariant measures for dispersive partial differential equations. They are grateful to Professor Shigeki Aida for bringing Section 8.1 of [22] to their attention as referred to in Remark 2.12(2). They thank Professor Ali Süleyman Üstünel for his interest in their work: he kindly sent them a reprint of [23] as referred to just after Lemma 2.4, as soon as an earlier version of the paper was posted on arXiv; they were also informed of his former Ph.D. student’s papers on arXiv, as referred to in Remark 1.2(3). Their thanks also go to the anonymous referee of [15], one of whose comments motivated them to do the study in Section 3.
Advantages of publishing in EJP-ECP

- Very high standards
- Free for authors, free for readers
- Quick publication (no backlog)
- Secure publication (LOCKSS\textsuperscript{1})
- Easy interface (EJMS\textsuperscript{2})

Economical model of EJP-ECP

- Non profit, sponsored by IMS\textsuperscript{3}, BS\textsuperscript{4}, ProjectEuclid\textsuperscript{5}
- Purely electronic

Help keep the journal free and vigorous

- Donate to the IMS open access fund\textsuperscript{6} (click here to donate!)
- Submit your best articles to EJP-ECP
- Choose EJP-ECP over for-profit journals

\textsuperscript{1}LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\textsuperscript{2}EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
\textsuperscript{3}IMS: Institute of Mathematical Statistics http://www.imstat.org/
\textsuperscript{4}BS: Bernoulli Society http://www.bernoulli-society.org/
\textsuperscript{5}Project Euclid: https://projecteuclid.org/
\textsuperscript{6}IMS Open Access Fund: http://www.imstat.org/publications/open.htm