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Abstract. We show that for any ergodic Lebesgue measure preserving transformation \( f : [0, 1) \to [0, 1) \) and any decreasing sequence \( \{b_i\}_{i=1}^\infty \) of positive real numbers with divergent sum, the set

\[
\bigcap_{n=1}^\infty \bigcup_{i=n}^\infty f^{-i}(B(R_\alpha x, b_i))
\]

has full Lebesgue measure for almost every \( x \in [0, 1) \) and almost every \( \alpha \in [0, 1) \).

Here \( B(x, r) \) is the ball of radius \( r \) centered at \( x \in [0, 1) \) and \( R_\alpha : [0, 1) \to [0, 1) \) is rotation by \( \alpha \in [0, 1) \). As a corollary, we provide partial answer to a question asked by Chaika (Question 3, [1]) in the context of interval exchange transformations.

1. Introduction

In this paper, we study a shrinking target problem in the context of ergodic Lebesgue measure preserving transformations of the unit interval. In particular, we consider the case when the shrinking targets are centered along the orbit of an irrational rotation.

A typical shrinking target problem involves a probability measure preserving dynamical system \( (X, \mu, T) \) and a sequence of measurable sets \( \{B_n\}_{n \in \mathbb{N}} \) such that \( \mu(B_n) \to 0 \) (which are called shrinking targets). We ask if

\[
\mu(\{x \in X : T^n x \in B_n \text{ for infinitely many } n \in \mathbb{N}\}) = 1
\]

for \( \mu \)-a.e. \( x \in X \). The Borel-Cantelli lemma gives us the necessary condition i.e. \( \sum_{n=1}^\infty \mu(B_n) = \infty \). Hence in the setting of a metric space, shrinking balls with fixed centers and divergent radii sum, form a natural starting point for such a study.

One of the earliest result in this setting is due to J. Kurzweil [2], who studied the shrinking target problem in the context of irrational rotations.

For \( \alpha \in [0, 1) \), we define \( R_\alpha : [0, 1) \to [0, 1) \) as \( R_\alpha(x) = x + \alpha - \lfloor x + \alpha \rfloor \). Let \( B(x, r) \) be the ball of radius \( r \) centered at \( x \in [0, 1) \) and \( \lambda \) be the Lebesgue measure on \([0, 1)\). Kurzweil proved the following result:
Theorem 1.1 (J. Kurzweil [2]). For any decreasing sequence of positive real numbers \( \{b_i\}_{i=1}^{\infty} \) with divergent sum and for almost every \( \alpha \in [0,1) \),
\[
\lambda \left( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(R_\alpha(x), b_i) \right) = 1
\]
every \( x \in [0,1) \).

The pioneering work of Kurzweil motivated the study of shrinking target problem in diverse settings. We refer interested readers to [3],[4],[5],[6],[7] and the survey paper [8].

J. Chaika [1] studied shrinking target problem in context of interval exchange transformations (IETs) (see Definition 2.1). He showed that as a family, interval exchange transformations satisfy the shrinking target property (see Theorem 2.2). This paper is motivated by results in [1]. In particular, we provide a partial answer to Question 3 of [1]. We mention the question below for completion.

**Question 1.2.** Let \( \{y_i\}_{i=1}^{\infty} \) be a sequence of points in \([0,1)\) and \( \{b_i\}_{i=1}^{\infty} \) be a sequence of positive real numbers with divergent sum. Is it true that for almost every IET \( T \), we have
\[
\lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-1}(B(y_i, b_i))) = 1?
\]

We answer the above question for the case when the sequence \( \{y_i\} \) is an orbit under irrational rotations. To our surprise, if the shrinking targets are centered at points along the orbit of an irrational rotation, Question 1.2 can be answered in much more generality, i.e. for any ergodic Lebesgue measure preserving transformation of the unit interval and any sequence \( \{b_i\}_{i=1}^{\infty} \) of positive real numbers with divergent sum (see Theorem 2.5). Thus, we obtain a partial answer to Chaika’s question as a corollary (see Corollary 2.6).

The outline of the paper is as follows. In Section 2, we provide background and state the main results (Theorem 2.5 and Corollary 2.6). Section 3 is dedicated to the proof of Theorem 2.5.

2. Preliminaries and statement of results

**Definition 2.1.** Let \( P = (p_1, p_2, \ldots, p_d) \), where \( p_i \geq 0 \) for each \( i \in \{1,2,\ldots,d\} \) be a \( d \)-dimensional vector which defines interval \( I = [0, \sum_{i=1}^{d} p_i] \), with \( d \) sub intervals
\[
I_1 = [0, p_1), I_2 = [p_1, p_1 + p_2), \ldots, I_d = [p_1 + \ldots + p_{d-1}, p_1 + \ldots + p_{d-1} + p_d).
\]
Let \( \pi \) be a fixed permutation on the set \( \{1,2,\ldots,d\} \). An interval exchange transformation (IET) is a map \( T : I \to I \) which permutes the \( d \) sub intervals \( I_i \) by \( \pi \). In other words for \( x \in I_j \)
\[
T(x) = x - \sum_{i<j} p_i + \sum_{\pi(t')<\pi(j)} p_{t'}.
\]
The IET defined above is on $d$-intervals and will be referred to as a $d$-IET. In this paper we will restrict ourselves to IETs on unit the interval, i.e. $I = [0, 1)$ for convenience. A permutation $\pi \in S_d$ is called irreducible if $\pi(\{1, ..., t\}) \neq \{1, ..., t\}$ for any $t < d$. It was shown by M. Keane [9] that IETs with dense orbits have irreducible permutations. Hence these IETs are important from the point of view of shrinking target property. In this paper we will work with $d$-IETs (for $d > 2$) with a fixed irreducible permutation $\pi \in S_d$ on the unit interval $I = [0, 1)$. We can parametrize such IETs by the $d$-dimensional simplex $\Delta^d = \{(p_1, p_2, ..., p_d) : p_i \geq 0, \sum_i p_i = 1\}$.

Note that the standard simplex $\Delta^d$ comes equipped with Lebesgue measure. In this paper for a fixed irreducible permutation, the term almost every IET will refer to the Lebesgue measure on simplex $\Delta^d$. We will consider it as the parameterizing space of IETs in this paper. S. Kerkchoff, H. Masur, and J. Smillie (see [10]) showed that for almost every IET is uniquely ergodic with respect to $\lambda$ (Lebesgue measure on the interval $[0, 1)$). Below we list some known shrinking target results for IETs.

**Theorem 2.2** (J. Chaika [1]). For almost every IET $T$ and a decreasing sequence $\{b_i\}_{i=1}^\infty$ of real numbers with divergent sum,

$$\bigcap_{n=1}^\infty \bigcup_{i=n}^\infty T^{-i}(B(y, b_i))$$

has full $\lambda$-measure for every $y$.

Following logarithm law is due to S. Galatolo [11].

**Theorem 2.3** (S. Galatolo [11]). Given an IET $T$ let

$$\tau_r(x, y) = \min\{n \in \mathbb{N}, n > 0 : |T^n x - y| < r\}.$$

For almost every IET $T$,

$$\liminf_{r \to 0} \frac{\log(\tau_r(x, y))}{-\log r} = 1$$

for almost every $x$.

Following result is due to L. Marchese [12].

**Theorem 2.4** (L. Marchese [12]). Let $\{b_i\}_{i=1}^\infty$ be a decreasing sequence with divergent sum and with the additional property that $\{ib_i\}_{i=1}^\infty$ is decreasing. For almost every IET $T$

$$\delta \in \bigcap_{n=1}^\infty \bigcup_{i=n}^\infty B(T^i(\delta'), b_i))$$

where $\delta$ and $\delta'$ are any discontinuities of $T$.

Our main result is the following:

**Theorem 2.5.** Let $f : [0, 1) \to [0, 1)$ be an ergodic measure preserving transformation (with respect to $\lambda$). Then for a decreasing sequence $\{b_i\}_{i=1}^\infty$ of real numbers with divergent sum

$$\lambda(\bigcap_{n=1}^\infty \bigcup_{i=n}^\infty f^{-i}(B(R_\alpha x, b_i))) = 1$$

for almost every $x \in [0, 1)$ and almost every $\alpha \in [0, 1)$.

Corollary 2.6 follows directly from Theorem 2.5.
Corollary 2.6. For every ergodic IET $T$ and any decreasing sequence $\{b_i\}_{i=1}^{\infty}$ of real numbers with divergent sum
\[
\lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i}(B(R^i_n, x, b_i))) = 1
\]
for almost every $x \in [0, 1)$ and almost every $\alpha \in [0, 1)$.

3. Proof of Theorem 2.5

Let $f : [0, 1) \to [0, 1)$ be an ergodic measure preserving transformation (with respect to $\lambda$). For $n \in \mathbb{N}$, $m \in \mathbb{Z}$, we define sets $U_{n,m}$, $V_{n}$ and $W$ as follows:
\[
U_{n,m} = \{(\alpha, y) \in [0, 1) \times \mathbb{R} : |f^n y - n\alpha - m| \leq b_n\}; \quad n \in \mathbb{N}, m \in \mathbb{Z}. \tag{3.1}
\]

Remark 3.1. For the definition of $U_{n,m}$ to make sense we need to extend the domain of $f^n$ to $\mathbb{R}$. We do it as follows: Let $y \in \mathbb{R}$, and $\lfloor y \rfloor = y \pmod{1}$, then $y = \lfloor y \rfloor + k$ for some $k \in \mathbb{Z}$. We define $f^n(y) = f^n(\lfloor y \rfloor) + k$. With this new definition $f^n$ is well defined over entire $\mathbb{R}$.

\[
V_{n} = \bigcup_{m=-\infty}^{\infty} U_{n,m}. \tag{3.2}
\]
\[
W = \bigcap_{s=1}^{\infty} \bigcup_{n=s}^{\infty} V_{n}. \tag{3.3}
\]

Proposition 3.2. Let $\{b_n\}_{n=1}^{\infty}$ be a decreasing sequence of positive real numbers with divergent sum, then there exists a decreasing sequence $\{b'_n\}_{n=1}^{\infty}$ (of positive real numbers with divergent sum) such that $\lim_{n \to \infty} \frac{b'_n}{b_n} = 0$ and $b'_n < \frac{1}{16n}$ for every $n \in \mathbb{N}$.

Proof. We construct a sequence $\{c_n\}_{n=1}^{\infty}$ as follows: Since $\sum_{n=1}^{\infty} b_n = \infty$, there exists $n_2 \in \mathbb{N}$ such that $\sum_{n=1}^{n_2} b_n \geq 2$, define $c_n = \frac{b_n}{2}$ for $1 \leq n \leq n_2$. Similarly, there exists $n_3 \in \mathbb{N}$ such that $\sum_{n=n_2+1}^{n_3} b_n \geq 3$, define $c_n = \frac{b_n}{3}$ for $n_2 + 1 \leq n \leq n_3$ and so on. Put $b'_n = \min \left\{ \frac{1}{16n}, c_n \right\}$ for $n \in \mathbb{N}$, then the sequence $\{b'_n\}_{n=1}^{\infty}$ satisfies the required conditions. 

By replacing $\{b_n\}$ with $\{b'_n\}$ we define $U'_{n,m}$, $V'_{n}$ and $W'$ in the same manner as above. Let $S$ be the unit square $S = \{(\alpha, y) : 0 \leq \alpha < 1, 0 \leq y < 1\}$ and $K$ be the strip $K = \{(\alpha, y) : 0 \leq \alpha < 1, y \in \mathbb{R}\}$. We denote by $\lambda_2$ the Lebesgue measure on $(0, 1]^2$.

Proposition 3.3. For every $n \in \mathbb{N}$
\[
\lambda_2(S \cap V'_n) = \lambda_2(K \cap U'_{n,0}) = 2b'_n.
\]
Proof. Observe that the set \( V'_n \) consists of countable number of copies of set \( U'_{n,0} \), shifted by integer values in the \( y \) direction. Hence the area \( K \cap U'_{n,0} \), (where \( K \) is the vertical strip in \( \alpha \times y \) plane as defined above) is equal to the area \( S \cap V'_n \), where \( S \) is the unit square in the \( \alpha \times y \) plane).

For \( n \in \mathbb{N}, m \in \mathbb{Z}, \) we define following sets:

\[
P'_{n,m} = \{ (\alpha, f^n y) \in [0,1) \times \mathbb{R} : |f^n y - n\alpha - m| \leq b'_n \}; \quad n \in \mathbb{N}, m \in \mathbb{Z}. \tag{3.4}
\]

\[
Q'_n = \bigcup_{m=-\infty}^{\infty} P'_{n,m}. \tag{3.5}
\]

Denote by \( z_y = f^n y \), for all \( y \in \mathbb{R} \). Thus we can write

\[
P'_{n,m} = \{ (\alpha, z_y) \in [0,1) \times \mathbb{R} : |z_y - n\alpha - m| < b'_n \}; \quad Q'_n = \bigcup_{m=-\infty}^{\infty} P'_{n,m}. \tag{3.6}
\]

We will show

\[
\lambda_2(S_z \cap Q'_n) = \lambda_2(K_z \cap P'_{n,0}) = 2b'_n, \tag{3.7}
\]

where \( S_z \) is the square \( S_z = \{ (\alpha, z_y) : 0 \leq \alpha < 1, 0 \leq z_y < 1 \} \) and \( K_z \) is the strip \( K_z = \{ (\alpha, z_y) : 0 \leq \alpha < 1, z_y \in \mathbb{R} \} \) on the \( \alpha \times z \) plane. Note that \( P'_{n,0} = \{ (\alpha, z_y) : |z_y - n\alpha| < b'_n \} \). Thus \( \lambda_2(K_z \cap P'_{n,0}) \) is the area of the region \( |z_y - n\alpha| < b'_n \), \( \alpha \in [0,1) \). This area is given by

\[
\int_0^1 (b'_n + n\alpha) - (n\alpha - b'_n) \, d\alpha = 2b'_n.
\]

Since \( f^n \) is measure preserving \( \lambda_2(S \cap V'_n) = \lambda_2(S_z \cap Q'_n). \) \( \square \)

**Proposition 3.4.** For \( j, k \in \mathbb{N} \) such that \( j < k \) we have

\[
\lambda_2(S \cap V'_j \cap V'_k) = 4b'_j b'_k. \tag{3.8}
\]

Proof. Observe that for \( j < k, \)

\[
\lambda_2(S_z \cap Q'_j \cap Q'_k) = \lambda_2((K_z \cap P'_{k,0}) \cap Q'_j). \tag{3.8}
\]

Since \( f^n \) is measure preserving \( [3.8] \) is equivalent to

\[
\lambda_2(S \cap V'_j \cap V'_k) = \lambda_2((K \cap U'_{k,0}) \cap V'_j). \tag{3.9}
\]

Again put \( z_y = f^n y \), for all \( y \in \mathbb{R} \) and consider the definition of \( P'_{n,m} \) as given in \( [3.6] \). Observe that set \( (K_z \cap P'_{k,0}) \cap Q'_j \) consists of \( k - j \) parallelograms each of area equal to \( \frac{4b'_j b'_k}{(k-j)} \). Thus

\[
\lambda_2((K_z \cap P'_{k,0}) \cap Q'_j) = 4b'_j b'_k. \tag{3.10}
\]
The equivalence of (3.8) and (3.9) completes the proof. □

**Lemma 3.5.** Let $t \in \mathbb{N}$ be a fixed positive integer. Then for every $N_0 \in \mathbb{N}$, there exists a positive integer $N$ such that

$$\lambda_2\left(S \cap \left( \bigcup_{n=N_0}^N V'_n \right) \right) > \frac{1}{8}.$$ 

**Proof.** Note the following inequality:

$$\lambda_2\left(S \cap \left( \bigcup_{n=N_0}^N V'_n \right) \right) \geq \sum_{n=N_0}^N \lambda_2(S \cap V'_n) - \sum_{N_0 \leq j < k \leq N} \lambda_2(S \cap V'_j \cap V'_k). \quad (3.11)$$

By Proposition 3.3 and Proposition 3.4 for every $t \in \mathbb{N}$,

$$\lambda_2(S \cap V'_tn) = 2b'_tn; \quad \text{and} \quad \lambda_2(S \cap V'_tj \cap V'_tk) = 4b'_tb'_tk.$$

Which implies

$$\lambda_2\left(S \cap \left( \bigcup_{n=N_0}^N V'_n \right) \right) \geq 2 \sum_{n=N_0}^N b'_tn - 4 \sum_{N_0 \leq j < k \leq N} b'_tb'_tk \geq 2 \sum_{n=N_0}^N b'_tn - \left( 2 \sum_{n=N_0}^N b'_tn \right)^2.$$

Note that that for a fixed $t \in \mathbb{Z}$, $\sum_{n=0}^\infty b'_tn = \infty$. To see this, assume by contradiction that there exists $c \in \mathbb{R}$, such that $\sum_{n=0}^\infty b'_tn \leq c$. Using the fact that $\{b'_n\}$ is a decreasing sequence we get,

$$\sum_{n=t}^\infty b'_n \leq tbb'_t + tbb'_2 + tbb'_3 + ... = t \sum_{n=1}^\infty b'_tn \leq tc$$

which is a contradiction since $\{b'_n\}$ has divergent sum.

By definition for $n \in \mathbb{N}$, $b'_n < \frac{1}{16n}$. Thus, $b'_tn < \frac{1}{16 tn} \leq \frac{1}{16}$ for $t, n \in \mathbb{N}$. Hence we can choose the index $N$ such that

$$\frac{3}{8} < 2 \sum_{n=N_0}^N b'_tn < \frac{3}{8} + 2 \cdot \frac{1}{16} = \frac{1}{2}.$$

Thus we have

$$\lambda_2\left(S \cap \left( \bigcup_{n=N_0}^N V'_n \right) \right) > \frac{3}{8} - \left( \frac{1}{2} \right)^2 > \frac{3}{8} - \frac{1}{4} = \frac{1}{8}.$$

□
Proposition 3.6. For almost all $\alpha \in [0, 1)$ and a positive measure set of $x \in [0, 1)$

$$\lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R^i_{\alpha}x, b'_i))) > 0.$$  \hspace{1cm} (3.12)

Before we prove Proposition 3.6 we discuss the following lemma:

Lemma 3.7. Let $B \subset [0, 1)$ be a set such that $\lambda(B) > \sigma$ for some $0 < \sigma < 1$. Assume that there exists $k \in \mathbb{N}$ such that

$$B = B + \frac{1}{k} \mod 1$$

Let $J \subset [0, 1)$ be an interval such that $\frac{100}{k} < l(J) < \frac{101}{k}$, where $l(J)$ denotes the length of $J$. Then there exists a constant $C$ (independent of $J$ and $k$) such that

$$\lambda(J \cap B) > C \cdot \sigma \cdot l(J).$$

Proof. Let $x \in B$ then there exists $n(x) \in \mathbb{N}$, such that $y_x := x + \frac{n(x)}{k} \mod 1 \in J$. This is true since $l(J)$ is much larger than $\frac{1}{k}$. Since $l(J) > \frac{100}{k}$, $y_x$ is not unique, in fact there are at least 99 such points (taking into consideration end points of $J$).

Define

$$D_x = \{ y_x \in J : y_x = x + \frac{n}{k}, \text{ for some } n \in \mathbb{N} \}.$$  

As discussed above $|D_x|$ is at least 99. Since $B$ is invariant under $\frac{1}{k}$ we have $D_x \subset B$. Observe that

$$B = \bigcup_{j=0}^{k-1} \left( B \cap \left[0, \frac{1}{k}\right) \right) + \frac{j}{k}.$$  

Thus we get

$$\lambda(B \cap J) = \int_{B \cap [0, \frac{1}{k})} |D_x| \, dx $$

$$\geq 99. \lambda(B \cap [0, \frac{1}{k})) \geq 99. \frac{\sigma}{k} = \frac{99}{101} \cdot \frac{101}{k} > \frac{99}{101} \cdot \sigma \cdot l(J).$$

Put $C = \frac{99}{101}$, we get

$$\lambda(B \cap J) > C \cdot \sigma \cdot l(J).$$

Proof of Proposition 3.6. Note that by definition for $t \in \mathbb{N}$,

$$U'_{in,m} = \{ (\alpha, y) \in [0, 1) \times \mathbb{R} : |f^{tn}y - tn\alpha - m| \leq b'_{in} \}; \quad n \in \mathbb{N}, \quad m \in \mathbb{Z}. \hspace{1cm} (3.13)$$
\[ V'_{tn} = \bigcup_{m=-\infty}^{\infty} U'_{tn,m}. \]  

(3.14)

For \( t \in \mathbb{N} \) we define

\[ W'_t = \bigcap_{s=1}^{\infty} \bigcup_{n=s}^{\infty} V'_{tn}. \]  

(3.15)

By Lemma 3.5 we have \( \lambda_2(S \cap W'_t) > 0 \). If we think of \( U'_{tn,m} \) as \( U'_{tn,m} = \{ (\alpha, y) \in [0,1) \times \mathbb{R} : |f^{tn} y - t\alpha - m| \leq b'_{tn} \}; n \in \mathbb{N}, m \in \mathbb{Z} \).

Then \( \lambda_2(S \cap W'_t) > 0 \) implies that for every \( t \in \mathbb{N} \), for a positive measure set of \( \alpha \in [0,1) \) and a positive measure set of \( x \in [0,1) \)

\[ \lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R^i_\alpha x, b'_i))) > 0. \]  

(3.16)

For \( t \in \mathbb{N} \) we call such positive set of \( \alpha \in [0,1) \) by \( A_t \). Thus in particular for \( \alpha \in A_1 \), we have

\[ \lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R^i_\alpha x, b'_i))) > 0. \]  

(3.17)

for a positive measure set of \( x \in [0,1) \). Note that for every \( t \in \mathbb{N} \) the set \( A_t \) is invariant under addition by \( \frac{1}{t} \) (mod 1); and \( A_t \subseteq A_1 \). Lemma 3.5 implies that for every \( t \in \mathbb{N} \), \( \lambda(A_t) > \frac{1}{8} \). We want to show that \( A_1 \) has full measure.

For any \( 2r \in (0,1) \), we can find appropriate \( t_r \in \mathbb{N} \) such that \( \frac{100}{t_r} < 2r < \frac{101}{t_r} \).

For any \( x \in (0,1] \) by using Lemma 3.7 we get

\[ \lambda(A_{t_r} \cap B(x, r)) > C \cdot \frac{1}{8} \cdot 2r \]

where \( B(x, r) \) denotes a ball of radius \( r \) centered at \( x \). Since \( A_{t_r} \subseteq A_1 \) we get

\[ \lambda(A_1 \cap B(x, r)) > C \cdot \frac{1}{8} \cdot 2r = \frac{C}{4} r. \]  

(3.18)

Assume \( \lambda(A_1) < 1 \) and let \( x \) be a Lebesgue density point for \( A^c_1 \) then

\[ \lim_{r \to 0} \frac{\lambda(A^c_1 \cap B(x, r))}{\lambda(B(x, r))} = 1. \]

Thus for every \( \epsilon > 0 \) we can find \( r > 0 \) such that

\[ \lambda(A^c_1 \cap B(x, r)) > (1 - \epsilon) 2r. \]

Choose \( \epsilon = \frac{C}{8} \) (for \( C \) as above) we get
\begin{align*}
\lambda(A_1^c \cap B(x, r)) &> (1 - \frac{C}{8}) 2r = 2r - 2r \cdot \frac{C}{8} = 2r - \frac{C}{4} r.
\end{align*}

Hence we get,
\begin{equation*}
\lambda(A_1 \cap B(x, r)) < \frac{C}{4} r.
\end{equation*}

which is a contradiction thus \( \lambda(A_1) = 1 \). This completes the proof of Proposition \ref{pro:shrinking-target-theorem}.

\begin{lemma}
For almost all \( \alpha \in [0, 1) \) and a.e \( x \in [0, 1) \)
\begin{equation}
\lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R_{\alpha}^i x, b'_i))) = 1.
\end{equation}

\end{lemma}

\begin{proof}
So far we have shown that for almost every \( \alpha \in [0, 1) \), and a positive measure set of \( x \in [0, 1) \)
\begin{equation}
\lambda(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R_{\alpha}^i x, b'_i))) > 0. \tag{3.19}
\end{equation}

Fix an irrational \( \alpha \in [0, 1) \) from the full measure set of \( \alpha \)'s that satisfies (3.19) and define the set \( H_\alpha \) as follows :
\begin{equation*}
H_\alpha = \{(x, y) \in [0, 1)^2 : y \in \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} f^{-i}(B(R_{\alpha}^i x, b'_i))\}
\end{equation*}

Note that (3.19) implies that \( \lambda_2(H_\alpha) > 0 \) where \( \lambda_2 \) is the Lebesgue measure on \( [0, 1)^2 \). We show that if \( (x, y) \in H_\alpha \) then \( (R_{\alpha} x, f(y)) \in H_\alpha \). To see this, let \( (x, y) \in H_\alpha \) then
\begin{align*}
 f^i y & \text{ belongs to an infinite number of sets } B(R_{\alpha}^i x, b'_i).
\end{align*}

Since \( b'_i \leq b'_{i-1} \)
\begin{align*}
 f^i y & \text{ belongs to an infinite number of sets } B(R_{\alpha}^i x, b'_{i-1}).
\end{align*}

Thus we get
\begin{align*}
 f^{i-1} y & \text{ belongs to an infinite number of sets } B(R_{\alpha}^{i-1} (R_{\alpha} x), b'_{i-1}).
\end{align*}

Hence
\begin{align*}
 f(y) & \text{ belongs to an infinite number of sets } f^{-i+1}(R_{\alpha}^{i-1} (R_{\alpha} x), b'_{i-1}).
\end{align*}

In other words
\begin{align*}
 f(y) & \text{ belongs to an infinite number of sets } f^{-i}B(R_{\alpha}^i (R_{\alpha} x), b'_i)
\end{align*}

which implies \( (R_{\alpha} x, f(y)) \in H_\alpha \).

Now we mention a condition for ergodicity of cartesian product of two ergodic measure preserving transformations of probability space. We refer our readers to [13, Theorem 12] for a detailed proof. In the theorem below \( U_T \) (resp. \( U_S \)) denotes the Koopman operator associated with the transformation \( T \) (resp. \( S \)).

**Theorem (Ergodicity of product).** Let \( T \) and \( S \) be two probability measure preserving transformations. If \( T \) and \( S \) are ergodic, then \( T \times S \) is ergodic if and only if \( U_S \) and \( U_T \) have no common eigenvalues other than 1.
Since $f$ is a probability measure preserving transformation $U_f$ has at most countably many eigenvalues. Hence $U_f$ shares non-trivial eigenvalue with $R_\alpha$ for at most countably many $\alpha$. Thus by the result above $R_\alpha \times f$ is ergodic for almost every $\alpha \in [0, 1)$. This implies $\lambda_2(H_\alpha) = 1$ for almost every $\alpha \in [0, 1)$. This completes the proof of the lemma. □

Proof of Theorem 2.5. Observe that $b_i' < b_i$, for every $i \in \mathbb{N}$, hence

$$\bigcap_{n=1}^\infty \bigcup_{i=n}^\infty (B(R_\alpha^i x, b_i')) \subset \bigcap_{n=1}^\infty \bigcup_{i=n}^\infty (B(R_\alpha^i x, b_i)).$$

Thus we get,

$$\bigcap_{n=1}^\infty \bigcup_{i=n}^\infty f^{-i}(B(R_\alpha^i x, b_i')) \subset \bigcap_{n=1}^\infty \bigcup_{i=n}^\infty f^{-i}(B(R_\alpha^i x, b_i)).$$

Hence Lemma 3.8 implies Theorem 2.5. □
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