Observation of non-Hermitian topology with non-unitary dynamics of solid-state spins
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Non-Hermitian topological phases exhibit a number of exotic features that have no Hermitian counterparts, including the skin effect and breakdown of the conventional bulk-boundary correspondence. Here, we implement the non-Hermitian Su-Schrieffer-Heeger (SSH) Hamiltonian, which is a prototypical model for studying non-Hermitian topological phases, with a solid-state quantum simulator consisting of an electron spin and a $^{13}$C nuclear spin in a nitrogen-vacancy (NV) center in a diamond. By employing a dilation method, we realize the desired non-unitary dynamics for the electron spin and map out its spin texture in the momentum space, from which the corresponding topological invariant can be obtained directly. Our result paves the way for further exploiting and understanding the intriguing properties of non-Hermitian topological phases with solid-state spins or other quantum simulation platforms.

While Hermiticity lies at the heart of quantum mechanics, non-Hermitian Hamiltonians have widespread applications as well [1–3]. Indeed, they have been extensively studied in photonic systems with loss and gain [4–8], open quantum systems [9–14], and quasiparticles with finite lifetimes [15–17], etc. More recently, the interplay between non-Hermiticity and topology has attracted tremendous attention [18, 19], giving rise to an emergent research frontier of non-Hermitian topological phases of matter. In contrast to topological phases for Hermitian systems [20–22], non-Hermitian ones bears several peculiar features, such as the skin effect [23–25] and breakdown of the conventional bulk-boundary correspondence [24–29], and new topological classifications [30–32]. Experimental observations of the non-Hermitian skin effect have been reported in mechanical metamaterials [33], non-reciprocal topoelectric circuits [34], and photonic systems [35–37]. However, despite the notable progress, direct observation of the topological invariant for non-Hermitian systems has not been reported in a quantum solid-state system hitherto, owing to the stringent requirement of delicate engineering of the coupling between the target system and the environment in implementing non-Hermitian Hamiltonians. In this paper, we carry out such an experiment and report the direct observation of non-Hermitian topological invariant with a solid-state quantum simulator consisting of both electron and nuclear spins in a NV center (see Fig. 1).

NV centers in diamonds [38] exhibit atom-like properties, such as long-lived spin quantum states and well-defined optical transitions, which make them an excellent experimental platform for quantum information processing [39–44], sensing [45–47], and quantum simulation [48–50]. For Hermitian topological phases, simulations of three dimensional (3D) Hopf insulators [48] and chiral topological insulators [49] with NV centers have been demonstrated in recent experiments, and observations of their topological properties, such as nontrivial topological links associated with the Hopf fibration and the integer-valued topological invariants, have been reported. A key idea that enables these simulations is to use the adiabatic passage technique, where we treat the momentum-space Hamiltonian as a time-dependent one with the momentum playing the role of time. The ground state of the Hamiltonian at different momentum points can be obtained via adiabatically tuning the frequency and the amplitude of a microwave that manipulates the electron spin in the center, and quantum tomography of the final state with a varying momentum provides all the information needed for obtain-
ing the characteristic topological properties [48].

Nevertheless, simulating non-Hermitian topological phases with the NV center platform (see Fig. 1 (a, b)) faces two apparent challenges. First, for non-Hermitian systems the governing Hamiltonians typically have complex eigenenergies and the conventional adiabatic theorem is not necessarily valid in general [51]. As a consequence, the adiabatic passage technique does not apply and the preparation of eigenstates of non-Hermitian Hamiltonians becomes trickier. Second, the non-Hermiticity requires a delicate engineering of the coupling between the targeted system and the environment, so that tracing out the environment could leave the system effectively governed by a given non-Hermitian Hamiltonian. These two challenges make simulating non-Hermitian topological phases notably more difficult than that for their Hermitian counterparts. In this paper, we overcome these two challenges and report the first experimental demonstration of simulating non-Hermitian topological phases with the NV center platform. In particular, we implement a prototypical model for studying non-Hermitian topological phases, i.e., the non-Hermitian SSH model, by carefully engineering the coupling between the electron and nuclear spins through a dilution method that was recently introduced for studying parity-time symmetry breaking with NV centers [52]. Without using adiabatic passage, we find that the non-unitary dynamics generated by the non-Hermitian Hamiltonian will autonomously drive the electron spin into the eigenstate of the Hamiltonian with the largest imaginary eigenvalue, independent of its initial state. The topological nature of the Hamiltonian can be visualized by mapping out the spin texture in the momentum space and the topological invariant can be derived directly by a discretized integration over the momentum space.

We consider the following non-Hermitian SSH model Hamiltonian in the momentum space [25, 26]:

\[
H(k) = \gamma [h_x \sigma_x + (h_z + \frac{i}{2}) \sigma_z],
\]

where \( \gamma \) measures the energy scale (we set \( \hbar = 1 \) for simplicity), \( h_x = v + r \cos k \), \( h_z = r \sin k \), and \( \sigma_{x,z} \) are the usual Pauli matrices. This Hamiltonian possesses a chiral symmetry \( \sigma_y^{-1} H(k) \sigma_y = -H(k) \), which ensures that its eigenvalues appear in \( (E, -E) \) pairs. Its energy gap closes at the exceptional points \( (h_x, h_z) = (\pm \frac{1}{2}, 0) \), which gives \( v = r \pm \frac{1}{2} \) for \( k = \pi \) and \( v = -r \pm \frac{1}{2} \) for \( k = 0 \). The topological properties for the Hamiltonian can be characterized by the winding number \( w \) of \( H(k) \), circling around the exceptional points as \( k \) sweeps through the first Brillouin zone [26]: \( w = 0, \frac{1}{2}, \) and \( 1 \) respectively, if \( H(k) \) encircles zero, one, and two exceptional points. A sketch of the phase diagram of the non-Hermitian SSH model is shown in Fig. 1 c.

To implement the non-Hermitian Hamiltonian \( H(k) \) with the NV center platform, we exploit a dilution method introduced in Ref. [52]. We use the electron spin as the targeted system and a nearby \(^{13}\text{C}\) nuclear spin as the ancillary qubit. Suppose that the dynamics of the electron spin is described by \( H_e \) and the dilated system described by \( H_{e,n} \), then the problem essentially reduces to a task that for a given momentum \( k \) we need to carefully engineer \( H_{e,n} \), such that \( H_e \) equals \( H(k) \) after projecting the nuclear spin onto a desired state. The basic idea is as follows. We consider a quantum state \(|\psi\rangle\) evolving under a non-Hermitian Hamiltonian \( H_e \), which satisfies the Schrödinger equation \( i \hbar \frac{d}{dt} |\psi(t)\rangle = H_e |\psi(t)\rangle \). Then we introduce a dilated state \( |\Psi(t)\rangle = |\psi(t)\rangle |-\rangle + \eta(t) |\psi(t)\rangle |+\rangle \) governed by the dilated Hermitian Hamiltonian \( H_{e,n} \). Here, \(|-\rangle = (|\uparrow\rangle - i |\downarrow\rangle)/\sqrt{2} \), \(|+\rangle = -i(|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2} \) and \( \eta(t) \) is a proper time-dependent linear operator. The dilated system satisfies \( i \hbar \frac{d}{dt} |\Psi(t)\rangle = H_{e,n} |\psi(t)\rangle \). For our purpose, the dilated Hamiltonian should be designed properly as (see Supplementary Information):

\[
H_{e,n} = [A_0(t) I + A_1(t) \sigma_x + A_2(t) \sigma_y + A_3(t) \sigma_z] \otimes I + [B_0(t) I + B_1(t) \sigma_x + B_2(t) \sigma_y + B_3(t) \sigma_z] \otimes \sigma_z,
\]

where \( I \) is the two-by-two identity matrix, and \( A_{i}(t) \) and \( B_{i}(t) \) \( (i = 0, 1, 2, 3) \) are time-dependent real-valued functions determined by \( H_e \). After the time evolution process, we can project the nuclear spin onto its \(|-\rangle \rangle \) subspace to obtain \(|\psi(t)\rangle\).

Unlike the case of simulating Hermitian topological phases [48, 49], where the ground state of the Hamiltonian at different momentum points can be obtained through adiabatic

---

**FIG. 2.** The quantum circuits and the benchmark of the non-unitary time-evolution. (a), The quantum circuits used in our experiment. Through optical pumping, we first polarize the electron and nuclear spins onto \(|0\rangle_e\) and \(|+\rangle_n\), respectively. Then, rotations along x- and y-axes will prepare the dilated system onto the state \(|\Psi(0)\rangle = |-\rangle_n - \eta(0) \rangle_n + \eta(0) |+\rangle_n\). The evolution box implements the unitary dynamics generated by the dilated Hamiltonian \( H_{e,n} \) after which we measure the nuclear spin in the \(|\pm\rangle\) basis. A post-selection of nuclear spin in the \(|-\rangle\rangle \) state collapses the electron spin into the desired eigenstate of \( H_e = H(k) \) for a given momentum \( k \). (b, c), The time evolution of the populations \( P_0 = \text{Tr}(\rho(\tau) |0\rangle \langle 0|) \) and \( P_2 = \text{Tr}(\rho(\tau) |+\rangle \langle +|) \) with \(|+\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2} \) and \( \eta(t) \) is a proper time-dependent linear operator. For (b) and (c), the parameters characterizing the underlying Hamiltonian are chosen as \( v = 0.3, r = 1, \gamma = 3.5, \) and \( k = 0.3 \pi \), and \( v = 0.3, r = 0.3, \gamma = 4, \) and \( k = 0.6 \pi \), respectively. Here, the solid lines plot the results from numerical simulations and the dashed lines indicate the ideal population of the targeted state at the long time limit.
passages, for non-Hermitian Hamiltonians their eigenvalues are complex numbers in general and the adiabatic passage method does not apply. Fortunately, we can explore the non-unitary dynamics generated by the non-Hermitian Hamiltonian to prepare the eigenstate that corresponds to the eigenvalue with the largest imaginary part. To be more specific, suppose the electron spin is initially at an arbitrary state $|\psi(0)\rangle = \alpha_1|R_1\rangle + \alpha_2|R_2\rangle$, where $|R_{1,2}\rangle$ are the right eigenstates of $H_e$ corresponding to the eigenvalues $\lambda_{1,2}$. Without loss of generality, we assume $\text{Im}(\lambda_1) > \text{Im}(\lambda_2)$. Then the electron spin state will decay to $|R_1\rangle$ in the long time limit. As a result, we can prepare the eigenstate $|R_1\rangle$ of $H_e$ by just waiting long enough time for the system to decay to this state.

To experimentally realize $H_{\text{eff}}$, we apply two microwave pulses with time-dependent amplitude, frequency and phase. We explore the state evolution by monitoring the population in the $x$-basis, which requires an $\pi/2$ rotation of the electron spin. In order to avoid off-resonance driving, the microwave driving power should be weak enough. The Rabi frequency should be much smaller than the hyperfine coupling strength (13.7 MHz), so that the $\pi/2$ rotation would take time on the order of a microsecond. Meanwhile, the time evolution process also takes approximately half of the system’s coherence time ($T_2^* = 3.3 \mu s$). Thus, adding an additional rotation would not only increase the processing time but also introduce both gate and decoherence errors. To avoid this, we first apply a unitary transform to the target Hamiltonian: $\tilde{H}_e = U_y^* H_e U_y$, where $U_y = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$. We evolve the electron spin with $\tilde{H}_e$ instead of $H_e$ and measure the final state in the $z$-basis. This is equivalent to evolving the electron spin with $H_e$ and then measuring in the $x$-basis, but with improved efficiency and accuracy (see the Supplementary Information). In addition, the time needed for the initial state to decay to the desired eigenstate of $H_e$ depends crucially on the difference between the imaginary parts of its two eigenvalues. For some parameter regions, this difference may not be large enough and the decay time could even be longer than $T_2^*$. In order to speedup the process, we increase $\gamma$ according to the specific parameters so that we can finish the experiment within the coherence time.

To probe the topological properties of the non-Hermitian SSH model, we can measure $\langle \sigma_z \rangle$ and $\langle \sigma_x \rangle$ for the final state

FIG. 3. The trajectory of the target eigenvector of $H(k)$ in the Brillouin zone. (a), (b), and (c) plot the experimental results of $\langle \sigma_z \rangle$ versus $\langle \sigma_x \rangle$ as $k$ sweeps the first Brillouin zone. Here, the red dots with error bars denote the experimental data, whereas the blue dots with dashed curves represent the theoretical prediction from numerical simulations. The parameters are chosen as $v = 0.3$ and $r = 0.18, 0.3, 1$ in (a), (b), and (c) respectively, with corresponding winding number $w = 0, \frac{1}{2}, 1$. (d), (e), and (f) show the theoretical trajectories of the electron spin state on the Bloch sphere, whose projection onto the xz-plane correspond to (a), (b) and (c) respectively.
of the time evolution [which is basically the eigenstate $|R_1\rangle$ of $H(k)$] as $k$ sweeps the first Brillouin zone. We plot our experimental results in Fig. 3. When $H(k)$ encircles no or two exceptional points, the eigenvector of $H$ in Fig. 3(b). We mention that in Fig. 3(c), when $H(k)$ encircles only one exceptional point, the eigenvector will have a $4\pi$ periodicity and $k$ must sweep through $4\pi$ to close the trajectory, giving rise to a fractional value of the winding number $w = \frac{1}{2}$ if $k$ only sweeps through the first Brillouin zone [26]. This is also explicitly observed in our experiment as shown in Fig. 3(b). We mention that in Fig. 3(c), when $k$ sweeps across $\pi$, the imaginary part of the eigenvalues of $H(k)$ will exchange their sign, leading to a leap from one eigenstate to another. Mathematically, we can prove that $\langle R_1|\sigma_{z,x}|R_1\rangle = -\langle R_2|\sigma_{z,x}|R_2\rangle$ and $\langle R_1|\sigma_{y}|R_1\rangle = \langle R_2|\sigma_{y}|R_2\rangle$ (see Supplementary Information). As a result, in the experiment we obtain $\langle R_1|\sigma_{z,x}|R_1\rangle$ by actually measuring $\langle R_2|\sigma_{z,x}|R_2\rangle$ after the crossing of the eigenstates. In addition, with our experimentally measured data the winding number can also be calculated directly through a discretized integration over the momentum space (see Supplementary Information). In Table I, we show the winding number calculated from the experimental and theoretically simulated data for different parameter values of $r$. From this table, it is clear that the winding number calculated from the experimental data matches its theoretical predictions within a good precision, and is in agreement with that obtained from the trajectory of $\langle \sigma_z \rangle$ and $\langle \sigma_x \rangle$ as well.

In summary, we have experimentally observed the non-Hermitian topological properties of the SSH model through non-unitary dynamics with a solid state quantum simulator. Our method carries over straightforwardly to other types of non-Hermitian topological models that are predicted to exist in the extended periodic table but have not yet been observed in any experiment. It thus paves the way for future explorations of exotic non-Hermitian topological phases with the NV center or other quantum simulation platforms.
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### Table I. The winding number extracted from the experimental and numerically simulated data

| $r$       | Experiment | Theory  |
|-----------|------------|---------|
| $0.18 (k: 0 \rightarrow 2\pi)$ | 0.0004±0.0273 | 0.0000 |
| $0.30 (k: 0 \rightarrow 4\pi)$ | 1.0000±0.0182 | 1.0000 |
| $1.00 (k: 0 \rightarrow 2\pi)$ | 1.0084±0.0144 | 1.0000 |

**SUPPLEMENTARY INFORMATION: OBSERVATION OF NON-HERMITIAN TOPOLOGY WITH NON-UNITARY DYNAMICS OF SOLID-STATE SPINS**

**EXPERIMENTAL SETUP**

Our sample is mounted on a laser confocal system. A 532 nm green laser is used for off-resonance excitation. The laser pulses are modulated by an acousto-optic modulator (AOM). We use an oil objective lens to focus the laser beam onto the diamond sample. In addition, this lens is also used to collect the fluorescence photons. The fluorescence photons are detected by a single photon detector module (SPDM) and counted by a homemade field-programmable gate array (FPGA) board. The 480 Gauss magnetic field is provided by a permanent magnet along the NV axis.

An arbitrary waveform generator (AWG, TECHRONIX 5014C) is used to generate low frequency analog signals and transistor-transistor logic (TTL) signals. Two of the analog signals are used to modulate the carrier microwave (MW) signal (generated by a MW source, Keysight N5181B) through an IQ-mixer so as to control its phase, amplitude and frequency conveniently. Another analog signal of AWG is used for generating the radio frequency (RF) signal. The TTL signals are used for modulating the laser pulse and providing gate signals for the FPGA board. The MW signal is applied onto the sample through a homemade MW coplanar waveguide. The RF signal is applied through a homemade coil. Before applied onto the sample, both MW and RF signals are amplified via amplifiers (Mini Circuits ZHL-30W-252-S+ for MW and Mini Circuits LZY-22+ for RF).

**THE SAMPLE**

Our experiment is performed on an electronic grade diamond produced by Element Six with a natural abundance of 1.1% for $^{13}$C. The crystal orientation is along the (100) direction. The electron spin in the NV center is used as the target qubit and a nearby $^{13}$C nuclear spin is used as the ancilla qubit. We use the Ramsey experiment to obtain the $T_2^*$ of the electron spin (see Fig. 4). For the sample used in our experiment, the $T_2^*$ is measured to be $3.3\mu s$. Since the time evolution pro-
cess employed in our experiment is no longer than 1.8\(\mu s\), so the coherence time is long enough for our purpose.

\begin{equation}
H_{0} = -(D - \omega_{e} - \frac{A_{zz}}{2})\sigma_{z} \otimes \mathbf{I} + (\omega_{n} - \frac{A_{zz}}{2})I \otimes \sigma_{z} + \frac{A_{zz}}{2} \sigma_{z} \otimes \sigma_{z}.
\end{equation}

(3)

**MORE DETAILS ABOUT THE NV CENTER**

**Spin initialization**

In this section, we briefly introduce the spin initialization process in our experiment. A 532nm green laser can be used to off-resonantly excite the NV center. Because of the intersystem crossing (ISC) [53], this process can be used to initialize the electron spin state onto the \(|m_{e} = 0\rangle\) state. The initialization fidelity is estimated to be 89\% [54]. Meanwhile, when we apply a magnetic field around 500 Gauss (which is 480 Gauss in our experiment), there exists a flip-flop process between electron and nuclear spins due to the excited-state level anticrossing (ESLAC) [55], when the electron spin is in the excited state. Thus, the optical pumping process will polarize not only the electron spin, but also the nuclear spin [56].

The system Hamiltonian

The NV center has a spin-triplet ground state. Together with a strongly coupled \(^{13}\)C nuclear spin, it forms a highly controllable two-qubit system. By applying an external magnetic field along the quantization axis, the Hamiltonian of the NV center can be written as:

\begin{equation}
H_{NV} = DS_{z}^{2} + \omega_{e}S_{z} + \omega_{n}I_{z} + A_{zz}S_{z}I_{z},
\end{equation}

(2)

where we use secular approximation to dump all terms which are not commute with \(S_{z}\). Here, \(D = 2\pi \times 2.87\text{GHz}\) is the zero-field splitting of electron spin; \(\omega_{e} = \gamma_{e}B\) (\(\omega_{n} = \gamma_{n}B\)) is the Zeeman splitting of the electron (nuclear) spin; \(A_{zz} = 2\pi \times 13.7\text{MHz}\) is the hyperfine coupling strength. In our experiment, we use only two level states \(|0\rangle\) and \(|-1\rangle\) of the electron spin, as shown in Fig. 1b in the main text. The Hilbert dimension of the dilated system is four, whose basis vectors are denoted as \(|0_{e}, \uparrow_{n}\rangle\), \(|0_{e}, \downarrow_{n}\rangle\), \(|-1_{e}, \uparrow_{n}\rangle\) and \(|-1_{e}, \downarrow_{n}\rangle\). In this subspace, the Hamiltonian in Eq. (2) reduces to:

**Spin state readout**

We can readout the spin state by the spin-dependent photoluminescence (PL) rate [57]. The existence of ISC will lead to a decrease of fluorescence rate when electron is in its \(|-1\rangle\) state. Meanwhile, due to the ESLAC, different nuclear spin states will also cause a difference on the fluorescence rate. For convenience, we label the states \(|0_{e}, \uparrow_{n}\rangle\), \(|0_{e}, \downarrow_{n}\rangle\), \(|-1_{e}, \uparrow_{n}\rangle\) and \(|-1_{e}, \downarrow_{n}\rangle\) with numbers from 1 to 4, and denotes their corresponding populations as \(P_{i}\) with \(i = 1, 2, 3, 4\). By optical pumping, we initialize the system onto \(|0_{e}, \uparrow_{n}\rangle\) state. By flipping the population onto different states, we can get the PL rates of each different state (\(N_{j,i} = 1, 2, 3, 4\)).

After the time evolution process, the state of our system is \(|\Psi(t)\rangle = \alpha(t)|-n\rangle + \beta(t)|\uparrow_{n}\rangle + \gamma(t)|\downarrow_{n}\rangle\). Here what we want is the expectation value of \(\sigma_{z}\) for the state \(|\psi(t)\rangle\). This can be achieved by the renormalized population of state \(|0_{e}, \uparrow_{n}\rangle\) in the \(|\uparrow_{n}\rangle\) subspace (i.e. \(P_{i} + P_{j}\)). Hence, we need to know all the populations on the four energy levels. The PL rate of the final state can be described as

\begin{equation}
N_{j}^{0} = \Sigma_{i} P_{i} N_{i}.
\end{equation}

(4)

After the time evolution process, by flipping the populations between different states, and measure the corresponding PL rates [58], we can solve the following linear equations to obtain \(P_{i}\):

\begin{equation}
\begin{pmatrix}
N_{1} & N_{2} & N_{3} & N_{4} \\
N_{1} & N_{4} & N_{3} & N_{2} \\
N_{3} & N_{2} & N_{1} & N_{4} \\
N_{4} & N_{2} & N_{1} & N_{3}
\end{pmatrix}
\begin{pmatrix}
P_{1} \\
P_{2} \\
P_{3} \\
P_{4}
\end{pmatrix}
=
\begin{pmatrix}
N_{j}^{0} \\
N_{j}^{24} \\
N_{j}^{13} \\
N_{j}^{13+24}
\end{pmatrix}.
\end{equation}

(5)

Here, \(\pi_{ij}\) represents the \(\pi\)-pulse between state \(i\) and state \(j\); \(N_{j}^{13+24}\) means that before measuring the PL rate, we apply \(\pi_{34}\) and \(\pi_{13}\) to flip the population sequentially. We use the maximum likelihood estimation [59] method to reconstruct the final population \(P_{i}^{f}\) (\(i = 1, 2, 3, 4\)) under the normalization constraint \(P_{1} + P_{2} + P_{3} + P_{4} = 1\).
CONSTRUCTION OF THE DILATED HAMILTONIAN IN THE NV CENTER

Construct the dilated Hamiltonian

In this section, we give more details on how to implement the non-Hermitian SSH model, which is crucial in studying its topological properties. Suppose we have a state \( |\psi\rangle \), which evolves under a non-Hermitian Hamiltonian \( H_e \) described by the following Schrödinger equation (we set \( h = 1 \) here):

\[
\frac{i}{\partial t} |\psi(t)\rangle = H_e |\psi(t)\rangle.
\]  

(6)

Now we want to find a dilated Hamiltonian \( H_{e,n} \), and a dilated system \( |\Psi(t)\rangle = |\psi(t)\rangle|−\rangle + \eta(t)|\psi(t)\rangle|+\rangle \) satisfying

\[
\frac{i}{\partial t} |\Psi(t)\rangle = H_{e,n} |\Psi(t)\rangle,
\]  

(7)

where \( |−\rangle = (|↑\rangle - i|↓\rangle)/\sqrt{2} \), and \( |+\rangle = -i(|↑\rangle + i|↓\rangle)/\sqrt{2} \).

We take the dilated Hamiltonian the form mentioned in Ref [52], such that

\[ H_{e,n} = \Lambda(t) \otimes I + \Gamma(t) \otimes \sigma_z, \]

(8)

where

\[
\Lambda(t) = \{H_e + i \frac{d}{dt} \eta(t) + \eta(t)H_e \eta(t)\}M^{-1}(t),
\]

(9)

\[
\Gamma(t) = i[H_e \eta(t) - \eta(t)H_e - i \frac{d}{dt} \eta(t)]M^{-1}(t),
\]

(10)

\[
M(t) = \eta^\dagger(t) \eta(t) + I.
\]

(11)

Here the time-dependent operator \( M(t) \) satisfies

\[
\frac{d}{dt} M(t) = H_e^\dagger M(t) - M(t) H_e.
\]

(12)

Also, we should choose \( M(0) \) properly to make sure \( M(t) - I \) remains positive throughout the experiment.

Realize the dilated Hamiltonian in NV center system

In this subsection, we introduce how to realize the Hamiltonian \( H_{e,n} \) in our NV-center system. To begin with, we expand the Hamiltonian in terms of Pauli operators

\[
H_{e,n} = A_0(t) I \otimes I + A_1(t) \sigma_x \otimes I + A_2(t) \sigma_y \otimes I + A_3(t) \sigma_z \otimes I
\]

(13)

\[
+ B_0(t) I \otimes \sigma_x + B_1(t) \sigma_+ \otimes \sigma_z
\]

\[
+ B_2(t) \sigma_y \otimes \sigma_z + B_3(t) \sigma_+ \otimes \sigma_z,
\]

where \( A_i(t) \) and \( B_i(t) \) \((i = 0, 1, 2, 3)\) are time-dependent real parameters. In Fig. 5, we show the time dependence of \( A_i(t) \) and \( B_i(t) \), with parameters set as \( \eta(0) = 8, \gamma = 3.5, v = 0.3, \) and \( r = 1 \).

FIG. 5. Parameters \( A_i \) and \( B_i \) in the dilated Hamiltonian. (a) Parameters \( A_i \) as functions of time. (b) Parameters \( B_i \) as functions of time.

The Hamiltonian of our NV system is described in Eq. 3. Now we apply two individual MW pulses to selectively drive the two different electron spin transitions that are shown in Fig. 1b in the main text. The Hamiltonian induced by the MW pulse can be written as:

\[
H_{MW} = \pi * \left( \Omega_1(t) \cos t \int_0^t \omega_1(t) d\tau + \phi_1(t) \sigma_x \otimes I \right.
\]

\[
+ \Omega_2(t) \cos t \int_0^t \omega_2(t) d\tau + \phi_2(t) \sigma_x \otimes I \bigg) .
\]

(14)

By choosing the rotating frame

\[
U_{rot} = e^{i \int_0^t [H_0 - A_3(t) \sigma_x \otimes I - B_0(t) I \otimes \sigma_z - B_3(t) \sigma_+ \otimes \sigma_z] d\tau}.
\]

(15)

we have the effective Hamiltonian

\[
H_{eff} = U_{rot} H_0 U_{rot}^\dagger - i U_{rot} \frac{dU_{rot}^\dagger}{dt}.
\]

(16)

By dumping the fast oscillating terms (the rotating wave approximation), we have

\[
H_{eff} = A_3(t) \sigma_x \otimes I + B_0(t) I \otimes \sigma_z + B_3(t) \sigma_+ \otimes \sigma_z
\]

\[
+ \Omega_1(t) \cos (\phi_1(t)) \sigma_x \otimes |↑\rangle \langle ↑| + \Omega_1(t) \sin (\phi_1(t)) \sigma_y \otimes |↑\rangle \langle ↓| + \Omega_2(t) \cos (\phi_2(t)) \sigma_x \otimes |↓\rangle \langle ↓| + \Omega_2(t) \sin (\phi_2(t)) \sigma_y \otimes |↓\rangle \langle ↑|.
\]

(17)

Comparing Eq. 17 with Eq. 13, we obtain the following experimental parameters:

\[
\begin{align*}
\omega_1(t) &= \omega_1 + 2 * (A_3(t) + B_3(t)), \\
\omega_2(t) &= \omega_2 + 2 * (A_3(t) - B_3(t)), \\
\Omega_1(t) &= \frac{1}{\pi} \sqrt{(A_1(t) + B_1(t))^2 + (A_2(t) + B_2(t))^2}, \\
\Omega_2(t) &= \frac{1}{\pi} \sqrt{(A_1(t) - B_1(t))^2 + (A_2(t) - B_2(t))^2}, \\
\phi_1(t) &= -\arctan (2A_2(t) + B_2(t), A_1(t) + B_2(t)), \\
\phi_2(t) &= -\arctan (2A_2(t) - B_2(t), A_1(t) - B_2(t)).
\end{align*}
\]

(18)
In Fig. 6, we plot the time-dependence of the MW detuning ($\delta_i$), amplitude ($\Omega_i$), and phase ($\phi_i$).

\[ \begin{align*}
\text{FIG. 6. Microwave parameters for the experiment. The microwave frequency detuning, strength and phase are shown in a, b and c respectively. Here, the detuning means the difference between the MW frequency and the resonant frequency [i.e. } \delta_1(t) = \omega_1(t) - \omega_\uparrow \text{ and } \delta_2(t) = \omega_2(t) - \omega_\downarrow \text{].}
\end{align*} \]

\textbf{ROTATION OF THE HAMILTONIAN}

As mentioned in the main text, instead of measuring the $\langle \sigma_x \rangle$ directly, we rotate the whole system with $U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$ and then measure $\langle \sigma_z \rangle$ instead. In the following, we prove that these two methods are equivalent. Let $|\psi\rangle$ be one of the eigen vector of Hamiltonian $H_e$, such that $H_e|\psi\rangle = \lambda|\psi\rangle$. Then we have:

\[ (\psi|\sigma_x|\psi) = (\psi|UU^\dagger \sigma_x U U^\dagger|\psi) = (\tilde{\psi}|\sigma_z|\tilde{\psi}), \tag{19} \]

where $|\tilde{\psi}\rangle = U^\dagger|\psi\rangle$ is the eigen vector of $\tilde{H}_e$ with the same eigenvalue $\lambda$ due to the following equation

\[ \tilde{H}_e|\tilde{\psi}\rangle = U^\dagger H_e U U^\dagger|\psi\rangle = U^\dagger \lambda|\psi\rangle = \lambda|\tilde{\psi}\rangle. \]

\textbf{RELATIONS BETWEEN EXPECTATION VALUES FOR DIFFERENT EIGENSTATES}

For a Hermitian Hamiltonian, the eigenstates with different eigenvalues are orthogonal to each other. However, this is not necessarily true for non-Hermitian Hamiltonians. In general, the non-Hermitian SSH Hamiltonian considered in this work has two right eigenvectors ($|R_1\rangle$ and $|R_2\rangle$) and two left eigenvectors ($|L_1\rangle$ and $|L_2\rangle$). The Hamiltonian reads:

\[ H(k) = \gamma [(v + r \cos k) \sigma_x + (r \sin k + i/2) \sigma_z], \tag{20} \]

The right eigenstates are:

\[ |R_1\rangle = \begin{pmatrix} \cos \frac{\theta}{2} \\ -\sin \frac{\theta}{2} \end{pmatrix}, \quad |R_2\rangle = \begin{pmatrix} \sin \frac{\theta}{2} \\ \cos \frac{\theta}{2} \end{pmatrix}. \tag{21} \]

And the left eigenstates are:

\[ |L_1\rangle = \begin{pmatrix} \cos \frac{\theta^*}{2} \\ -\sin \frac{\theta^*}{2} \end{pmatrix}, \quad |L_2\rangle = \begin{pmatrix} \sin \frac{\theta^*}{2} \\ \cos \frac{\theta^*}{2} \end{pmatrix}. \tag{22} \]

where $\tan \theta = -(v + r \cos k)/(r \sin k + i/2)$. Now we calculate the expectation values of $\sigma_{x,y,z}$ for these eigenstates as follows:

\[ \langle R_1|R_1 \rangle = \langle R_1|R_2 \rangle = \langle L_1|L_1 \rangle = \langle L_2|L_2 \rangle = \cos \left( \frac{\theta - \theta^*}{2} \right) \tag{23} \]

\[ \frac{\langle R_1|\sigma_x|R_1 \rangle}{\langle R_1|R_1 \rangle} = \frac{\langle R_1|\sigma_x|R_2 \rangle}{\langle R_1|R_2 \rangle} = \frac{\langle L_1|\sigma_x|L_1 \rangle}{\langle L_1|L_1 \rangle} = \frac{\langle L_1|\sigma_x|L_2 \rangle}{\langle L_1|L_2 \rangle} = -\sin \left( \frac{\theta - \theta^*}{2} \right) \tag{24} \]

\[ \frac{\langle R_1|\sigma_y|R_1 \rangle}{\langle R_1|R_1 \rangle} = \frac{\langle R_1|\sigma_y|R_2 \rangle}{\langle R_1|R_2 \rangle} = \frac{\langle L_1|\sigma_y|L_1 \rangle}{\langle L_1|L_1 \rangle} = \frac{\langle L_1|\sigma_y|L_2 \rangle}{\langle L_1|L_2 \rangle} = \sin \left( \frac{\theta - \theta^*}{2} \right) \tag{25} \]

\[ \frac{\langle R_1|\sigma_z|R_1 \rangle}{\langle R_1|R_1 \rangle} = \frac{\langle R_1|\sigma_z|R_2 \rangle}{\langle R_1|R_2 \rangle} = \frac{\langle L_1|\sigma_z|L_1 \rangle}{\langle L_1|L_1 \rangle} = \frac{\langle L_1|\sigma_z|L_2 \rangle}{\langle L_1|L_2 \rangle} = \cos \left( \frac{\theta - \theta^*}{2} \right) \tag{26} \]

In the experiment, the initial state of the electron spin will decay to one of these eigenstates, and state crossing may occur at certain momentum points. As a result, we may need the above relations to draw the whole trajectory of the eigenstates on the Bloch sphere. Moreover, later in this Supplementary Information, we need the left eigenstates to calculate the topological index. We can use these relations to reconstruct the states with our experimental data.

\textbf{DIRECT CALCULATION OF THE TOPOLOGICAL INDEX WITH EXPERIMENTAL DATA}

In the experiment, we have chosen three groups of Hamiltonian parameters corresponding to three different topological regions, with winding number $w = 0, \frac{1}{2}, 1$ respectively. For each case, we discretize the first Brillouin zone and choose a list of momentum points $k$ from 0 to $2\pi$. We employ the dilation method to prepare the electron spin onto an eigenstate of the non-Hermitian Hamiltonian $H(k)$ and measure $\sigma_x$ and $\sigma_z$ with varying $k$. The $k$ points we used in the experiment and the corresponding results are shown in Tables II, III and IV.

\[ w = \frac{i}{\pi} \int_{BZ} \langle L^n_k \rangle \frac{\partial}{\partial k} |R^n_k\rangle dk, \tag{30} \]

where $|L^n_k\rangle$ and $|R^n_k\rangle$ are the left and right eigenvectors respectively as we mentioned before, $n$ labels the band index. Ref. [61] proposes a more efficient way(Eq. 31) to calculate the complex winding number for the discretized Brillouin zone. This allows us to calculate the winding number with our
discretized experimental data.

\[
\begin{align*}
A_i &= \ln \frac{\langle L_{k_{i+1}}^n | R_{k_i}^n \rangle}{\langle L_{k_i}^n | R_{k_i}^n \rangle}, \\
\sum_i \text{Im}(A_i) &= \frac{1}{\pi} w.
\end{align*}
\]

TABLE II. Experimental data for \(v = 0.3\) and \(r = 0.18\). Theoretically, the winding number for this chosen parameter is \(w = 0\). The second (fourth) column shows the experimentally measured data of \(\langle \sigma_x \rangle\) (\(\langle \sigma_z \rangle\)). The third (fifth) column shows the experimental prediction. The experimental data agrees well with the theoretical prediction.

| \(k\) | \(\langle \sigma_x \rangle\) | \(\langle \sigma_z \rangle\) |
| --- | --- | --- |
| experiment | theory | experiment | theory |
| \(0\pi\) | 0.071(10) | 0.000 | 0.31(3) | 0.280 |
| \(0.1\pi\) | 0.15(5) | 0.236 | 0.41(4) | 0.414 |
| \(0.2\pi\) | 0.26(5) | 0.297 | 0.47(5) | 0.554 |
| \(0.4\pi\) | 0.26(3) | 0.266 | 0.74(3) | 0.761 |
| \(0.6\pi\) | 0.18(3) | 0.164 | 0.87(3) | 0.890 |
| \(0.8\pi\) | 0.12(6) | 0.065 | 0.95(3) | 0.954 |
| \(1.2\pi\) | -0.12(6) | -0.065 | 0.92(12) | 0.954 |
| \(1.4\pi\) | -0.15(6) | -0.164 | 0.84(3) | 0.890 |
| \(1.6\pi\) | -0.26(3) | -0.266 | 0.74(6) | 0.761 |
| \(1.8\pi\) | -0.30(4) | -0.297 | 0.55(5) | 0.554 |
| \(1.9\pi\) | -0.19(6) | -0.236 | 0.38(6) | 0.414 |

TABLE III. Experimental data for \(v = 0.3, r = 0.3\). Theoretically, the winding number for this chosen parameter is \(w = \frac{1}{2}\).

| \(k\) | \(\langle \sigma_x \rangle\) | \(\langle \sigma_z \rangle\) |
| --- | --- | --- |
| experiment | theory | experiment | theory |
| \(0.1\pi\) | 0.49(3) | 0.547 | 0.24(4) | 0.268 |
| \(0.2\pi\) | 0.48(4) | 0.517 | 0.41(3) | 0.482 |
| \(0.3\pi\) | 0.51(3) | 0.457 | 0.65(4) | 0.647 |
| \(0.4\pi\) | 0.42(3) | 0.375 | 0.76(3) | 0.775 |
| \(0.5\pi\) | 0.29(3) | 0.280 | 0.86(3) | 0.870 |
| \(0.6\pi\) | 0.09(3) | 0.184 | 0.95(3) | 0.935 |
| \(0.7\pi\) | 0.09(4) | 0.099 | 0.96(3) | 0.975 |
| \(1.0\pi\) | 0.04(8) | 0.000 | 1.00(1) | 1.000 |
| \(1.3\pi\) | -0.10(4) | -0.099 | 0.92(3) | 0.975 |
| \(1.4\pi\) | -0.18(5) | -0.184 | 0.87(3) | 0.935 |
| \(1.5\pi\) | -0.24(4) | -0.280 | 0.77(4) | 0.870 |
| \(1.6\pi\) | -0.32(3) | -0.375 | 0.72(3) | 0.775 |
| \(1.7\pi\) | -0.37(4) | -0.457 | 0.66(4) | 0.647 |
| \(1.8\pi\) | -0.42(4) | -0.517 | 0.46(4) | 0.482 |
| \(1.9\pi\) | -0.47(4) | -0.547 | 0.20(4) | 0.268 |
TABLE IV. Experimental data for $v=0.3$, $r=1$. Theoretically, the winding number for this chosen parameter is $w = 1$. From $k = 1.1\pi$ to $k = 1.9\pi$, we have changed the sign of the experimentally measured $\langle \sigma_{x,z} \rangle$ due to the eigenstate crossing discussed in the main text.

| $k$  | Expectation value: $\langle \sigma_{x} \rangle$ experiment | Expectation value: $\langle \sigma_{z} \rangle$ theory |
|------|----------------------------------------------------------|-----------------------------------------------------|
| $0.1\pi$ | 0.80(3) | 0.891 |
| $0.2\pi$ | 0.76(3) | 0.798 |
| $0.3\pi$ | 0.59(4) | 0.650 |
| $0.4\pi$ | 0.34(3) | 0.459 |
| $0.5\pi$ | 0.25(6) | 0.235 |
| $0.6\pi$ | 0.09(7) | -0.007 |
| $0.7\pi$ | -0.26(5) | -0.252 |
| $0.8\pi$ | -0.48(3) | -0.477 |
| $0.9\pi$ | -0.54(4) | -0.644 |
| $1.1\pi$ | -0.51(4) | -0.644 |
| $1.2\pi$ | -0.46(5) | -0.477 |
| $1.3\pi$ | -0.26(5) | -0.252 |
| $1.4\pi$ | -0.03(5) | -0.007 |
| $1.5\pi$ | 0.10(3) | 0.235 |
| $1.6\pi$ | 0.38(4) | 0.459 |
| $1.7\pi$ | 0.58(4) | 0.650 |
| $1.8\pi$ | 0.71(4) | 0.798 |
| $1.9\pi$ | 0.84(3) | 0.891 |
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