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1. Introduction

Theoretical analysis, experimental measurement, and simulation have become the three main methods of modern scientific research [1]. With the rapid development of computer technology in recent years, computer simulation has been developing rapidly in the field of polymer science, covering almost all fields of polymer physics and chemistry [2]. However, for polymer systems, due to the long chain structure of polymers, their physical properties are multiscale in both time and space scales [3]. Therefore, it is difficult to study polymer molecular chain motion and stacking, crystallization and phase separation behavior, morphological evolution, and polymer rheological properties during processing by a theoretical or experimental method directly from microscopic to mesoscopic to macroscopic and microscopic scales [4]. With the rapid development of computer science and technology and the establishment of computer simulation methods at micro-, meso-, and macroscopic scales, it is possible to study polymer systems at multiple scales and has become the focus and frontier of polymer physics research today [5].

For polymer systems, the long chain structure of polymers makes their physical properties multiscale in both time and space scales [6]. The multiscale of polymers includes the spatial scale, i.e., from single molecule to the final molded material, such as the single bond length of the main chain of polymer chain is of human order of magnitude, while the radius of gyration of a single chain can reach the spit order of magnitude, and the size of the characteristic microphase area formed by the microphase separation of polymer block copolymer is several hundred, which is difficult to be realized under the current computer conditions if we want to study the mechanism of its formation from the atomic-level [7, 8]. The relaxation time spectrum spans one or twenty orders of magnitude. The time scales for polymer crystallization and...
growth often exceed 1 second, and phase separation of blends has even longer time scales [9]. It is a prospective and challenging topic that spans multiple scales from single-molecule design to materials processing and is also a new intersection and growth point for polymer science, condensed matter physics, materials science, and computational mathematics, which has important scientific significance and application prospects [10].

In order to study the properties of macromolecules at various scales, relatively mature theoretical systems and simulation methods have been developed at different scales in the microscopic, mesoscopic, and macroscopic aspects: the main simulation methods at the microscopic scale include molecular dynamics (MD) methods, Monte carlo simulation methods, Brownian dynamics (BD) methods, and dissipative particle dynamics (DP) [11, 12]. However, neither theoretical, simulation-based nor experimental has so far been a more mature method to put different through [13, 14]. Based on the development of the existing theoretical and simulation methods, we can establish different scale computer simulation methods for a specific polymer model system in time and space scales by establishing fine-grained and coarse-grained models of computer simulation methods and combining the results of theoretical and experimental studies, especially using experiments to fill the gap between different scales due to the limitations of theory and simulation, to realize the transition from microscopic to mesoscopic to macroscopic [15, 16]. In this paper, we combine the results of theoretical and experimental studies, especially the use of experiments to fill the gap between different scales caused by theoretical and simulation limitations, to achieve the coarse granulation from microscopic to mesoscopic and the fine granulation from macroscopic to mesoscopic through computer simulation studies and then study the mesoscopic and macroscopic properties of polymer chains, to achieve the interface, and then lay the theoretical foundation for the design of polymer materials, the selection of processing conditions, and the optimization of performance [17, 18].

This paper presents the results of our research on the microscopic morphology of two water-soluble polymers in different concentrations of the same ratio and in different ratios of the same concentration, as well as the possible physicochemical behavior of the two polymer chains in the blended system [19, 20].

2. Coarse-Grained Multiscale through Simulation Study of Polymer Condensation

2.1. Multiscale Simulation Study of Coarse-Grained Polymers. In this method, the molecular dynamics of polymer chains is simulated at the full atomic scale, and the coarse-grained force field is obtained by Boltzmann-inversion based on the statistical radial distribution function and other distribution functions, and then the molecular dynamics of coarse-grained particles is simulated.

The radial distribution function is obtained from atomic simulation \( g(r) \), using Boltzmann transform as follows:

\[
f(r) = -k_B T \ln g(r). \tag{1}
\]

Although it is not a potential energy, it can usually be used directly to extrapolate \( V_g(r) \) and then iterate back as follows:

\[
V_{i+1}(r) = V_i(r) + k_B T \frac{g_{i+1}(r)}{g_i(r)}. \tag{2}
\]

Here, \( g_i(r) \) is the radial distribution function obtained from the \( i \)-th iteration of the coarse-grained simulation.

2.2. Coarse-Grained Simulations of Nonstructural Properties.

Coarse-grained simulations based on other nonstructural properties within the DPD framework mainly include coarse-grained simulations based on mechanical properties and coarse-grained simulations where DPD interaction parameters are obtained by fitting experimentally measurable properties.

Voth et al. proposed an elastic membrane-dissipative particle dynamics (EM-DPD) model; the bulk modulus, membrane area, and density obtained from atomic-level simulations are used to construct DPD particles. After the derivation, the force of particle \( i \) acting on particle \( j \) can be expressed as

\[
F_{ij} = \frac{8\omega}{r_{ij,0}^2} (r_{ij} - r_{ij,0}) \mathbf{r}_{ij}, \quad \omega = \frac{h\lambda A_0}{2N \langle N_{\text{cut}} \rangle}. \tag{3}
\]

Here, \( h \) is the thickness of the membrane, \( A_0 \) is the initial area of the membrane, \( \lambda \) is the bulk modulus of the membrane, and \( \langle N_{\text{cut}} \rangle \) is the average number of particles in the \( r_{\text{cutoff}} \) range of particle \( i \). The remaining two required in the simulation \( F_{ij}^D \) and \( F_{ij}^R \) are of the same form as the forces required for the general simulation of DPD. Goot et al. called the interaction parameters required for the DPD simulation by fitting the experimentally measurable properties of compression coefficients, solubility parameters, and so on, so as to achieve the purpose of the DPD model to simulate the real material system. Firstly, from the water molecule \( N_m \) represented by each DPD particle, we obtained

\[
r_c = 3.107 (\rho N_m)^{1/3}. \tag{4}
\]

By comparing with the experimental value of diffusion coefficient of water, the time unit of DPD was derived:

\[
T = (14.1 \pm 0.1)N_m^{5/3}. \tag{5}
\]

According to the formula,

\[
\frac{1}{k_B T} \left( \frac{\partial P}{\partial n} \right)_{\text{sim}} = \frac{N_m}{k_B T} \left( \frac{\partial P}{\partial n} \right)_{\text{exp}}. \tag{6}
\]

The interaction parameters between the same DPD particles can be derived:

\[
a_{ij} = \frac{16N_m - 1}{2\alpha}. \tag{7}
\]

The interaction parameters \( a_{ij} \) between water and different macromolecules can be obtained from the
3. Mesoscopic Simulation

In the coarse-grained model simulations of block copolymers, the efficiency of iterative fitting to different radial distribution functions decreases with increasing group size. Therefore, we also tried to perform multiscale simulations of block copolymers by combining molecular dynamics simulation methods and dissipative particle dynamics simulation methods. The simulations were carried out for a two-block copolymer of polystyrene-isoprene (PS − b − PI, (SS, II − I, S − S − I, S − I − I)) as an example.

3.1. Copolymer Model. When simulating the PS − b − PI two-block copolymer, the most important thing is the selection of coarse-grained particles and the strategy of constructing the coarse-grained force field. In the next section, we describe in detail how the PS − b − PI-block copolymer model is constructed.

A basic assumption is that the volume of each DPD particle is equal. Therefore, specifically for the polystyrene-isoprene block copolymer, we first need to determine the monomer volumes of styrene and isoprene and then adopt an appropriate strategy to build the DPD particles. From the molecular volume calculation, we obtained the monomer volumes of styrene and isoprene as 159.4 Å³ and 135.3 Å³ and the volume of a water molecule at room temperature as 29.9 Å³, respectively. The monomer volumes of both styrene and isoprene are roughly equivalent to the volume of five water molecules. Therefore, in combination with the standard DPD particle coarse granulation strategy, we replaced one styrene monomer and one isoprene monomer with two different model DPD particles, as shown in Figure 1.

The time and space scales and temperature scales are expressed in the DPD simulations in terms of comparison units (reduced units) for simplicity; length units are expressed in terms of truncation radius \( r_c \) and energy units are expressed in terms of \( k_BT_0 \). Here, the quantities represented in the simulation are estimated with respect to the real system. Since the real volume represented by a DPD simulation is approximately 150.0 Å³, the number density of DPD particles we use is equal to 3, which means that there are 3 DPD particles in a unit square, and the corresponding volume is approximately 450.0 Å³; the physical space scale of the particle interaction radius is \( r_c = \sqrt[3]{450} = 7.66 \) Å.

Based on the work called by and, we estimate the time scale of

\[
T = (14.1 \pm 0.1)N_m^{5/3} = 115.9 \pm 0.1\text{ps}.
\]  

In our simulation, the time step is \( \Delta t = 0.01T \), so the time step of the simulation is equivalent to that in the real system.

Since mass, length, and energy are taken as comparative units, the temperature units can also be taken as comparative units. Thus, we can define \( k_BT_0 = 1.0 \), where \( T_0 \) represents the room temperature. In this way, the interaction parameters in the simulation can be expressed in these comparative units. Then, we define another temperature to represent the comparison temperature.

3.2. Copolymer Coarse Graining Potential Field. In general, the force field used in molecular dynamics simulations of block copolymers at the all-atomic scale can be divided into two parts, the bonding part potential function and the nonbonding part potential function, and each part has different terms in terms of their contribution to the potential energy, as shown in equation (1). The coarse-grained force field required for the simulation of the block copolymer is constructed in a similar way, i.e., it consists of two major parts, namely, the bonding part interaction and the nonbonding part interaction. We use the bond length stretching energy and the bond angle bending energy to describe the bond part interaction; specifically, we take the form of the following simple resonance potential function:

\[
\mu = \frac{\ln(\phi)}{N} - \ln(1 - \phi) + \chi(1 - 2\phi),
\]  

\[
p = \frac{\phi}{N} - \ln(1 - \phi) - \phi - \chi\phi^2.
\]
where \( k_b \) and \( k_\theta \) denote the interaction coefficients of bond length and bond angle, respectively, and \( r_i \) and \( \theta_i \) denote the equilibrium distance of bond length interaction and the equilibrium bond angle of bond angle interaction, respectively. In addition, we use the conservative force term in to describe the nonbonded part interactions in the coarse-grained simulation system.

Bond part interaction parameters: we describe bond part interactions in terms of bond length stretching energy and bond angle bending energy. In order to establish the coarse-grained force field, first, we performed all-atom molecular dynamics simulations by the Boltzmann transformation. Based on these potential functions, we first simulated PS – b – PI block copolymer, we used two different types of DPD particles (S, I instead of styrene and isoprene monomers, respectively), which resulted in three different bond length distribution functions \((S – S, S – I, I – I, S – I)\), four different bond angle distribution functions \((S – S – S, S – I – I, S – S – I, S – I – I)\), and three different nonbonded part interaction distribution functions \(\{SS, II, SI\}\). For the distance distribution of two consecutive DPD particles, we adjust the distribution function of this part by a weighting factor and then obtain the potential energy function of the bond angle part in the coarse-grained simulation by the Boltzmann transformation.

Based on these potential functions, we first simulated PS – b – PI and then counted the bond length distribution function and bond angle distribution function of the particles. We found that these distribution functions agree well with those obtained from all-atom molecular dynamics simulations, so we do not think it is necessary to carry out further optimization. The parameters of the bonding part action used in the simulations are shown in Table 1.

### 4. Considering Aifantis Strain Gradient Principle Structure Relationship

#### 4.1. Classical Elastoplasticity Theory Intrinsic Structure Relationships

Commonly used large finite element simulation software such as ABAQUS and ANSYS have built-in intrinsic equations due to their macroscopic dimensions, and in addition, for all homogeneous linear elastic materials, the intrinsic relations can be expressed in matrix form as follows:

\[
\sigma = C \varepsilon,
\]

where \( \sigma, C, \) and \( \varepsilon \) are expressed in the matrix form as

\[
\sigma^T = \begin{bmatrix} \sigma_x & \sigma_y & \sigma_z & \tau_{xy} & \tau_{yz} & \tau_{zx} \end{bmatrix},
\]

\[
\varepsilon^T = \begin{bmatrix} \varepsilon_x & \varepsilon_y & \varepsilon_z & \gamma_{xy} & \gamma_{yz} & \gamma_{zx} \end{bmatrix},
\]

\[
C = \frac{E (1 - \nu)}{(1 + \nu)(1 - 2\nu)} \begin{bmatrix} 1 & \nu & 0 & 0 & 0 & 0 \\ \nu & 1 - \nu & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1 - 2\nu}{2(1 - \nu)} & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1 - 2\nu}{2(1 - \nu)} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1 - 2\nu}{2(1 - \nu)} & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1 - 2\nu}{2(1 - \nu)} \end{bmatrix}.
\]

#### 4.2. Aifantis’ Strain Gradient Theory

The strain gradient term needs to be added to the macroscopic instanton equation since micro- and nanostructures already have significant size effects. Most of the strain gradient theories developed so far are second-order gradient theories, among which Aifantis’ strain gradient theory is obtained by enhanced energy generalization, which can avoid the singularity of the strain domain and contains only one fine-scale material parameter, which is a simpler strain gradient theory with strong representativeness and stability and easy to apply. Aifantis used this theory to successfully explain the dimensional effects in deformation localization problems and torsion and bending problems [21, 22]. The intrinsic structure relationship after the introduction of strain gradient theory is

\[
\bar{\sigma}_{ij} = C_{ijkl} \varepsilon_{kl} - \bar{I}^2 C_{ijkl} \varepsilon_{kl}^2.
\]

This section introduces the finite element implementation of the instanton equation with the introduction of strain gradient theory for a three-dimensional eight-node piezoelectric cell, so that the strain gradient instanton relationship for Aifantis can be expanded as

\[
\bar{\sigma}_{ij} = C_{ijkl} \varepsilon_{kl} - \bar{I}^2 C_{ijkl} \varepsilon_{kl}^2.
\]

Equation (14) can be further expanded as follows:

\[
\bar{\sigma}_{ij} = C_{ijkl} \varepsilon_{kl} - \bar{I}^2 C_{ijkl} \left( \frac{\partial^2 \varepsilon_{kl}}{\partial x^2} + \frac{\partial^2 \varepsilon_{kl}}{\partial y^2} + \frac{\partial^2 \varepsilon_{kl}}{\partial z^2} + 2 \frac{\partial^2 \varepsilon_{kl}}{\partial x \partial y} + 2 \frac{\partial^2 \varepsilon_{kl}}{\partial y \partial z} + 2 \frac{\partial^2 \varepsilon_{kl}}{\partial z \partial x} \right),
\]

where \( C_{ijkl} \) is the elastic constant of classical theory, \( \varepsilon_{kl} \) is the strain tensor component, and \( I \) is the inner Rin length coefficient.
Simplifying (15) into a matrix expression form and considering both thermal and electrical effects, the intrinsic relationship of the micropiezoelectric cell can be expressed as

\[
\bar{\sigma} = C \varepsilon - I^2 C \left( \frac{\partial^2 \varepsilon}{\partial x^2} + \frac{\partial^2 \varepsilon}{\partial y^2} + \frac{\partial^2 \varepsilon}{\partial z^2} + 2 \frac{\partial^2 \varepsilon}{\partial x \partial y} + 2 \frac{\partial^2 \varepsilon}{\partial y \partial z} + 2 \frac{\partial^2 \varepsilon}{\partial z \partial x} \right) + A \cdot \Delta T + D \cdot E.
\]

(16)

For this three-dimensional eight-node cell, i.e., a hexahedral cell, using one Lagrangian polynomial and introducing three local coordinates \( \xi, \eta, \zeta \) \((-1 \leq \xi, \eta, \zeta \leq 1)\), the form function of the three-dimensional eight-node cell can be constructed as

\[
N_i = \frac{1}{8} + \xi_0 \xi + \eta_0 \eta \xi_0 \xi + \zeta_0 \zeta \xi_0 \zeta + \eta_0 \eta \zeta_0 \zeta + \eta_0 \eta \zeta_0 \zeta + \zeta_0 \zeta \eta \zeta_0 \zeta + \zeta_0 \zeta \eta \zeta_0 \zeta.
\]

(17)

Among them,

\[
\xi_0 = \xi \xi, \quad \eta_0 = \eta \eta, \quad \zeta_0 = \zeta \zeta.
\]

(18)

The partial derivative of the shape function with respect to the local coordinates can be expressed as

\[
\frac{\partial N_i}{\partial \xi} = \frac{\partial N_i}{\partial x} \frac{\partial x}{\partial \xi} + \frac{\partial N_i}{\partial y} \frac{\partial y}{\partial \xi} + \frac{\partial N_i}{\partial z} \frac{\partial z}{\partial \xi}.
\]

(19)

For the other two local coordinates \((\eta, \zeta)\), the same expression can be obtained in the same way, written in matrix form as follows:

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix}.
\]

(20)

where \( J \) is the Jacobi matrix, i.e., the partial derivative of the overall coordinates to the local coordinates.

In discretization of the general shape solution domain, the transformation relation between local and overall coordinates is

\[
x = \sum_{i=1}^{8} N_i x_i,
\]

\[
y = \sum_{i=1}^{8} N_i y_i, \quad (i = 1 \sim 8),
\]

\[
z = \sum_{i=1}^{8} N_i z_i,
\]

(21)

where \( m \) is the number of cell nodes where the coordinate transformation is performed.

\( x_i, y_i, \) and \( z_i \) are the coordinate values of the nodes within the overall coordinates.

\( N_i \) is the form function expressed in local coordinates.

Using (21), \( J \) can also be expressed as a function of local coordinates as follows:

\[
J = \begin{bmatrix}
\frac{\partial N_1}{\partial \xi} & \frac{\partial N_1}{\partial \eta} & \frac{\partial N_1}{\partial \zeta} \\
\frac{\partial N_2}{\partial \xi} & \frac{\partial N_2}{\partial \eta} & \frac{\partial N_2}{\partial \zeta} \\
\vdots & \vdots & \vdots \\
\frac{\partial N_8}{\partial \xi} & \frac{\partial N_8}{\partial \eta} & \frac{\partial N_8}{\partial \zeta}
\end{bmatrix}.
\]

(22)

Using the inverse matrix of the Jacobi matrix, the relationship between the overall coordinates of the form function pair and the local coordinates of the form function pair is as follows:

\[
\begin{bmatrix}
\frac{\partial N_1}{\partial x} \\
\frac{\partial N_1}{\partial y} \\
\frac{\partial N_1}{\partial z}
\end{bmatrix} = J^{-1} \begin{bmatrix}
\frac{\partial N_1}{\partial \xi} \\
\frac{\partial N_1}{\partial \eta} \\
\frac{\partial N_1}{\partial \zeta}
\end{bmatrix}, \quad (i = 1 \sim 8).
\]

(23)
For a three-dimensional eight-node solid cell, each cell has 8 nodes, each node has 3 displacement components, and its cell node displacement array \( \mathbf{a}_i \) is
\[
\begin{bmatrix}
  u_1, \\
  v_1, \\
  w_1, \\
  \vdots, \\
  u_8, \\
  v_8, \\
  w_8
\end{bmatrix}^T,
\]
such that
\[
\mathbf{N}_i = \begin{bmatrix}
  N_i & 0 & 0 \\
  0 & N_i & 0 \\
  0 & 0 & N_i
\end{bmatrix}, \quad (i = 1 \sim 8). \tag{24}
\]

The above is the process of strain matrix construction based on strain gradient theory, and then performing the integration of the cell and overall cell matrix, the custom micropiezoelectric cell for the micro-piezoelectric captive is constructed [23, 24].

### 5. Experimental Analysis

#### 5.1. Nonbonding Interaction

For the distance distribution of two consecutive coarse-grained particles, the bond length stretching energy \( V \) can be obtained by Boltzmann transformation, and then it is discretized by smoothing to obtain the bond length partial potential function in the coarse-grained simulation. Figures 2(a)–2(c) represent three different types of bond length distribution functions \((S - S, B - B, S - B)\), respectively.

Similar to the bond length part, for the bond angle distribution function, we obtain the potential energy function of the bond angle part in the coarse-grained simulation by using a weighting factor \( \sin(\alpha) \) to rectify the
distribution function of this part and then by Boltzmann transformation. Figures 3(a)–3(d) represent four different types of bond angle distribution functions \((S-S-S, B-S-B, S-B-B, S-B-B)\), respectively.

This part is the most difficult to fit because the dihedral angle distribution is more influenced by the nonbonding interaction and the special nature of its own potential function. For the dihedral angle distribution of four consecutive coarse-grained particles, we still use the form of Fourier series to represent it. As can be seen from Figure 2, the peaks obtained from the all-atomic scale simulation data are reproduced in the coarse-grained model simulation. The deviations are within 2.5% in most places, except for local areas where the deviations exceed 5%. Therefore, we have obtained relatively good results for the dihedral angle fitting [25–27].

5.2. Potential Function for the Nonbonding Part. For this part, we refer to the extra potential to represent the nonbonding energy term and then use an iterative method to optimize the extra potential for the coarse-grained model. As can be seen in Figure 4, after several iterations, the radial distribution function obtained from the coarse-grained model simulation agrees well with the radial distribution function obtained from the all-atomic scale simulation.

We also analyzed the results of the full-atomic-scale simulations and coarse-grain model simulations of polystyrene butadiene from both static and dynamic aspects in the statistical process. We found that the relative errors of the mean square end distances and mean square radii of gyration obtained from the full-atomic-scale molecular dynamics simulations and the coarse-grained...
model simulations of polystyrene-butadiene block copolymers are within the range of the mean square end distances and mean square radii of gyration, which can indicate that our coarse-grained model is more effective.

The dynamics of polymer chains is also one of the core problems in polymer physics. In the simulation, we investigated the diffusion of one chain center of mass, which is a physical quantity describing the dynamics of polymer chains, and the diffusion curves obtained from the coarse-grained model simulation of polystyrene-butadiene block copolymer and the all-atomic scale simulation were in good agreement, which again verified the validity of our coarse-grained force field.

6. Conclusion

In this paper, we have described the relevant computational methods and their applications in establishing the coarse-grained force fields of block copolymers. The coarse-grained force field is obtained by performing molecular dynamics simulations of polymer chains at the full-atomic scale, and various distribution functions are calculated to establish a coarse-grained model. Finally, we statistically analyzed some physical quantities describing the properties of polymer chains, and the results proved the validity of the coarse-grained model. It is shown that the coarse graniulation potential field can be used in the DPD mesoscopic simulations of polystyrene-isoprene two-block copolymers,
where the styrene and isoprene monomers are coarse granulated into the same volume of DPD particles, respectively.

**Data Availability**

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.

**Conflicts of Interest**

The authors declare that they have no conflicts of interest regarding this work.

**Acknowledgments**

Jinan Innovation Team Project fund number: mk20-01.

**References**

[1] R. Barretta, S. A. Faghidian, and F. Marotti de Sciarra, "Aifantis versus Lam strain gradient models of Bishop elastic rods," *Acta Mechanica*, vol. 230, no. 8, pp. 2799–2812, 2019.

[2] M. Sişmek, "Nonlinear free vibration of a functionally graded nanobeams using nonlocal strain gradient theory and a novel Hamiltonian approach," *International Journal of Engineering Science*, vol. 105, pp. 12–27, 2016.

[3] A. Apuzzo, R. Barretta, S. A. Faghidian, R. Luciano, and F. Marotti de Sciarra, "Free vibrations of elastic beams by modified nonlocal strain gradient theory," *International Journal of Engineering Science*, vol. 133, pp. 99–108, 2018.

[4] A. S. Borokinni and K. F. Ajayi, "On Aifantis’ strain gradient plasticity theory accounting for plastic spin," *Mechanics Research Communications*, vol. 84, pp. 110–115, 2017.

[5] D. Işcan and R. Quintanilla, "On a strain gradient theory of thermoviscoelasticity," *Mechanics Research Communications*, vol. 48, pp. 52–58, 2013.

[6] S. A. Faghidian, "Reissner stationary variational principle for nonlocal strain gradient theory of elasticity," *European Journal of Mechanics-A: Solids*, vol. 70, pp. 115–126, 2018.

[7] B. Ji, Y. Li, D. Cao, C. Li, S. Mumtaz, and D. Wang, "Secrecy performance analysis of UAV assisted relay transmission for cognitive network with energy harvesting," *IEEE Transactions on Vehicular Technology*, vol. 69, no. 7, pp. 7404–7415, 2020.

[8] Z.-W. Zhang, D. Wu, and C.-J. Zhang, "Study of cellular traffic prediction based on multi-channel sparse LSTM," *Computer Science*, vol. 48, no. 6, pp. 296–300, 2021.

[9] X. Lin, J. Wu, S. Mumtaz, S. Garg, J. Li, and M. Guizani, "Blockchain-based on-demand computing resource trading in IoV-assisted smart city," *IEEE Transactions on Emerging Topics in Computing*, vol. 9, no. 3, pp. 1373–1385, 2021.

[10] A. Beheshhti, "Generalization of strain-gradient theory to finite elastic deformation for isotropic materials," *Continuum Mechanics and Thermodynamics*, vol. 29, no. 2, pp. 493–507, 2017.

[11] A. Wang, S. Kadam, H. Li, S. Shi, and Y. Qi, "Review on modeling of the anode solid electrolyte interphase (SEI) for lithium-ion batteries," *Npj Computational Materials*, vol. 4, no. 1, pp. 15–26, 2018.

[12] A. Zdunek, A. Kozioł, P. M. Pieczynski, and J. Cybulksa, "Evaluation of the nanostructure of pectin, hemicellulose and cellulose in the cell walls of pears of different texture and firmness," *Food and Bioprocess Technology*, vol. 7, no. 12, pp. 3525–3535, 2014.

[13] D. Tzetzis, G. Mansour, I. Tsiafas, and E. Pavlidou, "Nanoindentation measurements of fumed silica epoxy reinforced nanocomposites," *Journal of Reinforced Plastics and Composites*, vol. 32, no. 3, pp. 160–173, 2013.

[14] M. Bui, C. S. Adjimian, A. Bardow et al., "Carbon capture and storage (CCS): the way forward," *Energy & Environmental Science*, vol. 11, no. 5, pp. 1062–1176, 2018.

[15] L.-T. Yan and X.-M. Xie, "Computational modeling and simulation of nanoparticle self-assembly in polymeric systems: structures, properties and external field effects," *Progress in Polymer Science*, vol. 38, no. 2, pp. 369–405, 2013.

[16] P. An, Z. Wang, and C. Zhang, "Ensemble unsupervised autoencoders and Gaussian mixture model for cyberattack detection," *Information Processing & Management*, vol. 59, no. 2, Article ID 102844, 2022.

[17] G. Mansour and D. Tzetzis, "Nonmechanical characterization of hybrid multiwall carbon nanotube and fumed silica epoxy nanocomposites," *Polymer-Plastics Technology and Engineering*, vol. 52, no. 10, pp. 1054–1062, 2013.

[18] D. Ho, J. Zou, B. Zdyrko, K. S. Iyer, and I. Luzinov, "Capillary force lithography: the versatility of this facile approach in developing nanoscale applications," *Nanoscale*, vol. 7, no. 2, pp. 401–414, 2015.

[19] Q.-A. Poutrel, Z. Wang, D. Wang, C. Soutis, and M. Gresil, "Effect of pre and post-dispersion on electro-thermo-mechanical properties of a graphene enhanced epoxy," *Applied Composite Materials*, vol. 24, no. 2, pp. 313–336, 2017.

[20] R. Elhajjar, C.-T. Law, and A. Pegoretti, "Magnetostrictive polymer composites: recent advances in materials, structures and properties," *Progress in Materials Science*, vol. 97, pp. 204–229, 2018.

[21] S. M. Saabome, Y.-S. Park, and Y. G. Ko, "Designing particle size of aminated polycrylonitrile spheres to enhance electro rheological performances of their suspensions," *Powder Technology*, vol. 394, pp. 986–995, 2021.

[22] U. Srilakshmi, N. Veeraiah, Y. Alotaibi, S. A. Alghamdi, O. I. Khalaf, and B. V. Subbayamma, "An improved hybrid secure multipath routing protocol for MANET," *IEEE Access*, vol. 9, Article ID 163043, 2021.

[23] V. Mani, P. Manickam, Y. Alotaibi, S. Alghamdi, and O. I. Khalaf, "Hyperledger healthchain: patient-centric IPFS-based storage of health records," *Electronics*, vol. 10, no. 23, pp. 3003, 2021.

[24] J. Wang, S. Chen, L. Zhang, X. Zhao, F. Duan, and H. Chen, "Brief review of nanosilver sintering: manufacturing and reliability," *Journal of Electronic Materials*, vol. 50, no. 10, pp. 5483–5498, 2021.

[25] G. Cai, Y. Fang, J. Wen, S. Mumtaz, Y. Song, and V. Frascolla, "Multi-carrier SMS-ary DCSK system with code index modulation: an efficient solution for chaotic communications," *IEEE Journal of Selected Topics in Signal Processing*, vol. 13, no. 6, pp. 1375–1386, 2019.

[26] K. Chandra, A. S. Marcano, S. Mumtaz, R. V. Prasad, and H. L. Christiansen, "Unveiling capacity gains in ultradense networks: using mm-wave NOMA," *IEEE Vehicular Technology Magazine*, vol. 13, no. 2, pp. 75–83, 2018.

[27] J. Du, C. Jiang, Z. Han, H. Zhang, S. Mumtaz, and Y. Ren, "Contract mechanism and performance analysis for data transaction in mobile social networks," *IEEE Transactions on Network Science and Engineering*, vol. 6, no. 2, pp. 103–115, 2019.