The Sin3p PAH Domains Provide Separate Functions Repressing Meiotic Gene Transcription in *Saccharomyces cerevisiae*"^v\n
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Meiotic genes in budding yeast are repressed during vegetative growth but are transiently induced during specific stages of meiosis. Sin3p represses the early meiotic gene (EMG) by bridging the DNA binding protein Ume6p to the histone deacetylase Rpd3p. Sin3p contains four paired amphipathic helix (PAH) domains, one of which (PAH3) is required for repressing several genes expressed during mitotic cell division. This report examines the roles of the PAH domains in mediating EMG repression during mitotic cell division and following meiotic induction. PAH2 and PAH3 are required for mitotic EMG repression, while electrophoretic mobility shift assays indicate that only PAH2 is required for stable Ume6p-promoter interaction. Unlike mitotic repression, reestablishing EMG repression following transient meiotic induction requires PAH3 and PAH4. In addition, the role of Sin3p in reestablishing repression is expanded to include additional loci that it does not control during vegetative growth. These findings indicate that mitotic and postinduction EMG repressions are mediated by two separate systems that utilize different Sin3p domains.

Meiosis is the process that produces haploid gametes from diploid parental cells. Similar to other developmental pathways, many genes required for meiosis and spore formation in the budding yeast *Saccharomyces cerevisiae* display a transient transcription profile (7, 25). During vegetative growth, their mRNA levels are low but increase dramatically at precise stages in meiosis. This expression is usually followed by an equally rapid repression that returns the mRNA to mitotic levels.

The vegetative repression of a group of genes designated “early meiotic genes” (EMG) requires the recruitment of the histone deacetylase (HDAC) Rpd3p (13) and the chromatin-remodeling factor Isw2p (10) by the Ume6p DNA binding protein (31). Ume6p binds an element termed upstream repressor sequence 1 (URSI) that is responsible for the full repression and activation of several early meiotic genes (3, 5, 37). The Ume6p-Rpd3p association occurs through the global corepressor Sin3p (13). Similarly, the last known member of this repression complex, Ume1p (30), associates with Rpd3p in an Sin3p-dependent manner (17). The function of Ume1p in this complex is currently unknown, but it is suggested to be a tightly associated cofactor (41).

The interactions between the URS1 regulatory element and its associating factors are complex. For example, URS1 is also required for the repression of several vegetative genes (22, 27, 32, 38). Of these loci, only CARI is repressed by Ume6p (23), while Sin3p alone regulates HO (6). Given the diverse loci regulated by URS1, it is likely that specificity is introduced through the interaction of additional factors targeted to the various promoters. Indeed, Abf1p helps stimulate transcription of the URS1-regulated meiotic gene *HOP1* (37). Similarly, an element termed the auxiliary repression element (ARE) has been identified genetically that contributes to vegetative repression of the meiosis-specific heat shock gene *HSP82* (34). Therefore, the context in which URS1 is found may allow this single element to respond to different stimuli and function in a positive or negative manner.

Sin3p belongs to a conserved gene family that contains four paired amphipathic helix (PAH) protein-protein interaction domains (see reference 29 for a review). Mutational analysis in yeast revealed that of the four PAH domains, PAH3 is required for the repression of several genes, including *HO, PHO5*, and *IME2* (43). Functionally, PAH3 helps recruit the HDAC complex and other corepressors, while PAH2 mediates the interaction with Ume6p in yeast (44). The roles of the PAH domains in transcriptional repression appear conserved in the human Sin3 (hSin3). For example, hSin3p also associates with the histone deacetylase HDAC1 (15), while PAH2 binds transcription factors (2, 28). Less is known about the other two PAH domains. PAH1 recruits a variety of corepressors, depending on the gene context (29), while PAH4 is reported to bind the enzyme *O*-acylglucosamine transferase (OGT) to help repress transcription in higher eukaryotes (45). These results indicate that the PAH domains perform separate, but complementary, roles in mediating transcriptional repression.

Although it regulates diverse gene sets, mutants lacking *Sin3* do not display significant growth defects (39, 42). However, Sin3p is required for the execution of the first meiotic nuclear division (30), with mutants arresting in meiotic prophase I (11). This present study explores the role of Sin3p in controlling meiotic gene expression. We find evidence for two separate Sin3p-dependent regulatory systems, one repressing EMG transcription during mitotic cell division, and the other functioning to reestablish repression as the cell completes meiosis.
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TABLE 1. Strains and genotypes

| Strain* | Genotype |
|---------|----------|
| RSY10   | MATa ade ade6 can1-100 leu2-3,112 his3-11,15 trp1-1 ura3-1 |
| RSY301  | MATa ade ade6 can1-100 leu2-3,112 his3-11,15 trp1-1 ura3-1 ume6::LEU2 |
| RSY305  | MATa ade ade6 can1-100 leu2-3,112 his3-11,15 trp1-1 ura3-1 sin3::HIS3 |
| RSY272  | MATa can1-100 his4 leu2-3,112 trp1-1 ura3-1 ume6::LEU2 |
| RSY273  | MATa can1-100 his4 leu2-3,112 trp1-1 trp1-1 ura3-1 |
| RSY274  | MATa can1-100 his4 leu2-3,112 trp1-1 trp1-1 ura3-1 sin3::TRP1 ume6::LEU2 |
| RSY275  | MATa can1-100 his4 leu2-3,112 trp1-1 ura3-1 |

* All strains were generated in this study except RSY10 (27). An asterisk indicates diploid strains that are homozygous for all alleles shown. Only one is shown for clarity.

MATERIALS AND METHODS

Strains, media, and plasmids. The strains used in this study are listed in Table 1. The PAH deletion strains were constructed by first subcloning the different SIN3 PAH mutant alleles (a gift from D. Stillman, University of Utah) into the integrating vector Yplac22 (9). These constructs were used to replace the wild-type SIN3 gene using the pop-in/pop-out strategy (26). The successful introduction of all mutant alleles was verified by sequencing genomic PCR fragments. All growth and sporulation procedures have been described previously (8). Mutant derivatives of URS1 were introduced into the derivatives of URS1 (RYS404) or derivatives as indicated in the text was end-labeled with [γ-32P]ATP using polynucleotide kinase and then hybridized to a 3-fold molar excess of a unlabeled complement to drive the labeled probe into a duplex state. The probe was separated from unincorporated nucleotides by either column chromatography or polyacrylamide gel purification (18). Reaction mixtures containing 10 to 20 μg of crude extract, 20,000 dpm of probe (approximately 0.1 ng), and nonspecific competitors [2.5 μg poly(dI-dC)] and 1.0 μg poly(dA-dT)] were incubated at 16°C for 20 min and then loaded directly onto a 6% nondenaturing polyacrylamide gel and electrophoresed at 10 V/cm for 2.5 h at 25°C. The gels were dried and exposed to X-ray film with intensifying screens. Competition assays were conducted as described above except that 33-, 100-, and 300-fold excess duplex oligonucleotides were added prior to the introduction of the extract. The reaction mixtures were vortexed and equilibrated at 16°C for 10 min, and then the extract was added. Complex quantitation was conducted using phosphorimaging (Kodak). Chromatin immunoprecipitation (ChIP) analysis. Chromatin solutions were prepared essentially as previously described (19) with the following modifications. A 50-ml dextran culture was grown to a final density of ~2 × 107 cells/ml and cross-linked for 15 min using 1% formaldehyde with occasional swirling. Cross-linking reactions were quenched with 50 mM glycine for 5 min, harvested, and washed twice with ice-cold 1× phosphate-buffered saline (PBS). Immunoprecipitations of spheroplasts, sonicated material were conducted using 250 μg of total chromatin (25 μg for inputs), diluted in immunoprecipitation (IP) dilution buffer. The chromatin was first precleared with a protein A/G slurry for 1 h at 4°C. Following pre-clearing, 5 μl of polyclonal a-Umr6 (Open Biosystems) and the no-antibody (Ab) control were immunoprecipitated overnight. After harvesting the immunoprecipitations with protein A/G slurry for 1 h, beads were washed (4) and eluted (19) as described. Cross-linking was reversed, and precipitated DNA was then treated with proteinase K. Organically extracted, and used in qPCRs. qPCR primers (forward, GCT AGT TAG TAC CTT TGG ACG GAA A; reverse, TCT TAT TGC CAT AAT TGT CTA GGA) were directed at the SPO13 promoter using SYBR green reactions (Applied Biosystems Power Reagent Kit). Primers

TABLE 2. Quantitative PCR primers

| Gene    | Forward primer | Reverse primer | Probe* |
|---------|----------------|----------------|--------|
| ENO1    | GCGGCTGTGAAGAAGAATGT | TGGAGAGGTCTTAGAGAAA | (FAM)CATTACCAAACATGCTG |
| SPO13   | AACGACACATCTCAGATATA | CGAACATCTCCAGCTTTTAG | (FAM)TGAGAGCTAGTCCACAG |
| SPS4    | GCACAACAACAAGGCTAGAATGA | CACTGTGGCTACGCTTGA | (FAM)AAAGGCTAGTGCACGTT |
| IME1    | TCTCCCTAAGTGCAGATTTTG | CAAATGTCGACGACGATGTTG | (VIC)AAGTGCAGAAATGG |

* FAM, 6-carboxyfluorescein.
SYBR master mix). Data collected were first normalized to input signal. These values (percent input) were then compared to enrichment over a no-Ab control. Wild-type enrichment was set to 100%. Error bars in the figures represent the means from biological triplicates, and error bars are the standard errors of the means.

**RESULTS**

**PAH2 and PAH3 are required for mitotic SPO13 repression.** Previous studies indicated that Sin3p-dependent repression of the IME2 EMG predominantly utilizes PAH3 but also PAH2 to a lesser extent (43). To determine if a similar pattern of activity was observed for another EMG, SPO13 mRNA levels were examined in vegetative cultures expressing the different PAH deletion alleles. A strain deleted for SIN3 was transformed with plasmids harboring the wild-type gene, internal deletions of each individual PAH domain, or the vector alone. The protein levels of these deletion derivatives are similar to the wild-type Sin3p (43). As observed previously (30), the loss of Sin3p activity derepressed SPO13 transcripts about 10-fold during mitotic cell division (Fig. 1A, compare lanes 2 and 3). The derepression observed with sin3 mutants is still far below that observed when UME6 is deleted (lane 8), indicating that Sin3p mediates only part of the vegetative repression of early meiotic genes. The analysis of the individual PAH deletion mutants revealed that PAH2 and to a lesser extent PAH3 are required for SPO13 repression (lanes 5 and 6). No aberrant SPO13 derepression was observed in strains expressing the pahΔ1 or pahΔ4 mutants. These results indicate that PAH2 and to a lesser extent PAH3 mediate SPO13 repression in vegetative cells.

**PAH3 is required for meiotic nuclear divisions.** Previous studies found that mutants lacking Sin3p failed to progress past the first meiotic division (11, 30). Another study found that the pahΔ3 mutant exhibited a 33-fold reduction in sporulation efficiency when assaying the haploidization of recessive drug resistance markers (43). To further explore the role of the PAH domains in meiotic progression, we first monitored meiotic nuclear divisions in diploid strains heterozygous for the various deletion mutations and the null allele (pahΔ3/sin3Δ). These diploids were sporulated in liquid culture, and the percentages of cells undergoing one (bivuclated) or both (tetrnuclated) meiotic divisions were determined by DAPI [4',6-diamidino-2-phenylindole] analysis. Similar to the sin3Δ/sin3Δ-null strain, the pahΔ3/sin3Δ mutant failed to produce bi- or tetrnuclated cells (Fig. 1B; n = 200). Strains lacking either of the other PAH domains executed the meiotic divisions at frequencies similar to that of the wild-type control. The only exception was an increase in the number of bivuclated cells in the pahΔ4 mutant (33%) compared to that in the wild type (11%). In addition, the kinetics of bi- and tetrnuclated productuion in the pahΔ1/sin3Δ, pahΔ2/sin3Δ, and pahΔ4/sin3Δ mutants were similar to the kinetics of the SIN3/sin3Δ control diploid (data not shown). These results indicate that PAH3 is required for the execution of meiotic nuclear divisions. The remaining PAH domains are largely dispensable for meiosis and spore formation.

**PAH2 and PAH3 are required for normal meiotic recombination.** The PAH mutant diploids just described also contained heteroalleles at the leu1 locus (see Table 1). To test the requirements of the PAH domains for recombination, each diploid was examined for the production of Leu+ prototrophs (see Materials and Methods for details). With wild-type levels set at 100%, these studies found that pahΔ1 and pahΔ4 mutants produced Leu+ prototrophs near wild-type levels (Fig. 1C). However, compared to the wild type, the sin3-null strain and pahΔ2 and pahΔ3 mutants displayed a reduction in the number of recombinants (P < 0.01). This defect does not appear to be the result of delayed recombination kinetics, as the production of prototrophs reached a maximum between 12 and 24 h in all strains tested (data not shown). These experiments revealed that PAH2 and PAH3 are required for the normal execution of meiotic recombination. As meiotic DNA synthesis appears normal in an sin3Δ mutant (reference 11 and our unpublished results), these findings point to a requirement of PAH2 and PAH3 during prophase I of the meiotic program.

![FIG. 1. PAH regulation during meiotic and mitotic cell division.](image-url)
PAH2 is required for Ume6p-URS1 promoter complex formation in vitro. We previously demonstrated that six complexes (C1 to C6) are observed in electrophoretic mobility shift assays (EMSAs) when crude vegetative extracts are incubated with an oligonucleotide probe containing the SPO13 URS1 element (URS1SP013) (31). This study also demonstrated that two of these complexes, C1 and C2, were absent in extracts prepared from *ume6* mutant cultures (see Fig. 2A, left). In addition, new species were detected in the *ume6* extract that were not present in the wild type (Fig. 2A, open arrows). To determine if Sin3p is required for normal complex formation in vitro, EMSAs were performed with an extract derived from an *sin3*-null strain. Interestingly, *sin3* mutant extracts produced an EMSA pattern similar to that observed with *ume6* strains. In addition to the loss of C1 and C2 in the *sin3* mutant, the new complexes observed in the *ume6* mutant are also present in extracts lacking *sin3* (open arrows).

To determine if any of the PAH domains are required for C1 and C2 formation, these experiments were repeated in an *sin3*-null strain harboring plasmids expressing wild-type *sin3* or the different PAH mutant derivatives. Of the PAH mutants, only *pah2* demonstrated an alteration in the EMSA pattern (Fig. 2A, right). In this extract, levels of C1 and C2 are reduced compared to those of the other *pah* mutant extracts, while C3 to C6 are unaffected (quantitated in Fig. 2B). Of note is that the new complexes observed in either *ume6* or *sin3*-null extracts (open arrows) are not observed in the *pah2* mutant strain. The requirement of PAH2 for C1 and C2 formation is consistent with our finding that the *pah2* mutant allows SPO13 derepression in vegetative cultures (Fig. 1A). To determine whether a similar loss in Ume6p-URS1 SPO13 association is observed in vivo, chromatin immunoprecipitation (ChIP) studies were performed. Wild-type, *ume6Δ*, and *sin3Δ* log-phase cultures were harvested and cross-linked samples immunoprecipitated with Ume6p-specific antibodies (see Materials and Methods for details). Quantitative PCR was utilized to calculate the relative occupancy of Ume6p at URS1 in vivo. These studies found that Ume6p occupancy was reduced but not strongly (*P* < 0.15) compared to that of the wild-type control in this assay (Fig. 2C). The differences in these results compared to those of the EMSA studies may reflect the in vivo versus in vitro environment. Ume6p may be more stably associated with URS1 in its natural chromatin context than when binding a 26-bp probe. Conversely, the EMSA conditions may amplify subtle differences in protein-DNA interactions.

**Sin3p is not required for SPO13 mRNA derepression in a *ume6* mutant.** A previous study found that Sin3p plays a positive and negative role in gene transcription (40). For example, Sin3p represses the acid phosphatase *PHO5* in a high-phosphate environment but is also necessary for maximal expression under limiting phosphate conditions. To determine whether Sin3p is required for SPO13 mRNA derepression associated with the *ume6* mutation, isogenic strains were constructed containing the *sin3Δ* or *ume6Δ* alleles individually or in combination. Mid-log-phase SPO13 mRNA levels were determined in each strain background by S1 nuclease protection analysis as described above. This experiment revealed similar SPO13 mRNA levels in an *ume6* mutant regardless of *SIN3* status (Fig. 2D). In addition, a similar analysis conducted with the individual *pah* mutants revealed identical results (data not shown). Taken together, these results indicate that Sin3p is not required for SPO13 derepression in the absence of Ume6p.

**Three distinct protein binding domains exist at URS1SP013.** The results presented in the previous section indicate that C1 and C2 represent Ume6p-URS1SP013 interactions in a repressed configuration, while their loss correlates with SPO13 derepression. However, the complicated pattern of six complexes observed for the relatively small probe (26 bp) prompted further investigation of this promoter element. A previous study identified a single nucleotide substitution (C91T) that disrupted the URS1 core consensus element and allowed mitotic derepression of SPO13 (5). An oligonucleotide was synthesized (URS1SP013) (Fig. 3E) to include this single base
change and used as an unlabeled competitor in EMSAs employing the wild-type probe. The URS1<sup>91T</sup> oligonucleotide was able to compete for C3 to C6 binding as effectively as the wild-type control (Fig. 3A). However, complex C2 was not as effectively competed with URS1<sup>91T</sup>. In these experiments, C1 was not effectively competed by either the wild-type or 91T probe. These results suggest that the derepression observed with the C91T mutation is due to reduced Ume6p binding to URS1. Next, the entire URS1 GC core consensus element was mutated (URS1<sup>9004</sup>/GC) (Fig. 3E) and used as a competitor in EMSAs using URS1<sup>SPO13</sup> and wild-type vegetative extracts. These experiments found that the formation of the C1 to C3 complexes was not affected by this competitor, indicating that, along with the Ume6p-dependent C1 and C2 complexes, the C3 complex also recognizes the GC-rich URS core element (Fig. 3B). The C5 and C6 complexes, however, were still effectively competed by URS1<sup>AGC</sup>, indicating that they recognize another element(s) in the probe.

To determine what sequences direct C5 and C6 complex formation, we examined the flanking sequences more carefully. 5’ to URS1 is a motif (GAAATA) with significant homology to the auxiliary repression element (ARE) described for the meiotic gene HSP82 (34). This element helps maintain full repression of HSP82 during vegetative growth and is found in the promoters of several early meiotic genes (data not shown). The other flanking region contains sequences similar to the T4C motif that is required for full transcriptional activation of the meiotic gene IME2 (3). To test if either one, or both, of these motifs was directing the binding of C5 or C6, mutant oligonucleotides were synthesized with changes in T4C (URS1<sup>ΔT4C</sup>) or T4C and ARE (URS1<sup>ΔARE/ΔT4C</sup>) (see Fig. 3E). The duplex oligonucleotides were radiolabeled and incu-

**FIG. 3.** Multiple protein binding elements exist in URS1<sup>SPO13</sup>. (A) Unlabeled wild-type (URS1<sup>SPO13</sup>) or mutant (URS1<sup>91T</sup>) oligonucleotides were added (50-fold, 150-fold, and 300-fold excess) to standard EMSA with wild-type extracts prepared from mid-log-phase cells. The six complexes are indicated by black arrows. Ø, no competitor added. (B) Competition EMSA as described for panel A with the unlabeled URS1<sup>9004</sup>/GC oligonucleotide added. N, no extract added; Ø, no competitor added. (C) 32P-labeled wild-type (URS1<sup>SPO13</sup>) and two mutant URS1 oligonucleotide probes (URS1<sup>9004</sup>/T4C, URS1<sup>9004</sup>/T4C/ARE) were incubated with wild-type mid-log-phase extracts in standard EMSA reactions. N, no extract added. The six specific complexes observed under wild-type conditions are indicated by black arrows. (D) EMSA conducted with radiolabeled URS1<sup>SPO13</sup> and the indicated unlabeled competitors. Complexes 5 and 6 are indicated. Ø, no competitor added. (E) The DNA sequences of wild-type URS1<sup>SPO13</sup> and mutant derivatives are indicated. Proposed locations of the repressor ARE and activator T4C domains are indicated. The complexes corresponding to each domain are indicated below the sequences. The ΔT4C and ΔARE double-mutant oligonucleotide represented in panel C is not shown for clarity.
bated with wild-type mitotic extracts in a standard EMSA. The alteration of T4C eliminated C5 formation, while changing both ARE and T4C dramatically reduced C5 and C6 assembly (Fig. 3C). Enhanced binding of C3 was observed for both mutant oligonucleotides. The underlying reason for this observation is unclear but may be the result of the mutations introduced into these derivatives providing a better binding substrate for this unknown protein (or proteins). To strengthen these conclusions, standard unlabeled competitor assays were performed as described in the legend to Fig. 3A. In these assays, gel conditions and exposure times were employed that allowed better separation and visualization of C5 and C6. Oligonucleotides 91T and ΔGC were able to compete with C5 and C6 in a manner similar to that of the wild-type probe (Fig. 3D). However, the ΔT4C mutant probe failed to compete for C5, while ΔARE did not compete for C6. As expected, the double mutant failed to compete for either complex. These results indicate that three separate domains exist within URS1\textsuperscript{SPO13}.

Three functional elements are present at URS1\textsuperscript{SPO13}. To test the physiological significance of the elements identified in vitro, the different mutants represented in Fig. 3 were introduced into an spo13-lacZ reporter gene. Cultures harboring the different reporter genes were transferred to SPM and samples taken at various time points. Protein extracts were prepared from samples collected prior to the switch to SPM (0 h) and at subsequent times as indicated in Fig. 4. For each experiment, the wild-type spo13-lacZ expression pattern was determined in parallel cultures. Mutating this reporter gene at position –91 (91T) allowed constitutive β-galactosidase expression in vegetative cells but prevented full induction during meiosis (Fig. 4A), suggesting that partial repression of Ume6p was still retained and that induction was reduced. Altering the entire GC core sequence, which failed to compete for Ume6p complex formation, resulted in high vegetative spo13-lacZ expression that was similar to its fully induced levels observed in wild-type meioses (Fig. 4B). These observations indicate that URS1 participates in both repression and activation of SPO13 transcription in meiosis.

The T4C and ARE DNA elements regulate SPO13 meiotic induction and vegetative repression. The A-rich sequence resembling the T4C coactivator sequence required for complex S formation was mutated (ΔT4C) in the spo13-lacZ reporter gene. Analysis of β-galactosidase expression revealed that, while mitotic repression was unaffected by this mutation, peak meiotic expression was reduced (Fig. 4C), indicating that this sequence is required for full derepression of spo13-lacZ. Next, we tested the functionality of the sequence resembling the ARE repression element. Mutating this sequence (ΔARE) revealed two defects in the spo13-lacZ expression profile. First, a low level of derepression was observed in vegetative cells (Fig. 4D) that was similar to the levels observed in sin3Δ mutants. Next, no meiotic induction was observed, as the activity remained constant throughout the time course. These results indicate that the ARE serves two roles in both maintaining vegetative repression and directing normal induction. Taken together, the in vitro and in vivo results indicate the presence of two additional functional elements in the SPO13 promoter. The T4C element is required for full induction, while the URS1 and ARE control both repression and activation.

PAH3 and PAH4 are required to reestablish transcriptional repression of early meiotic genes. The meiotic transcription program consists of several waves of transient expression that are partitioned into three general classes termed early, middle, and late (reviewed in reference 20). Most analyses of meiotic gene repression have focused on regulation during mitotic cell division. However, the repression of these genes is reestablished (meiotic repression) to their vegetative levels late in meiosis. To determine if Sin3p is required for meiotic repression, diploid strains were constructed that are homozygous for either the wild-type, null, or different PAH mutant alleles in a strain background (SK1) that exhibits synchronous meiotic progression (see Table 1). These strains were induced to undergo meiosis, and SPO13 transcription profiles were followed by Northern blot analysis. Compared to the wild type, the sin3 mutant displayed two distinct differences. First, peak SPO13 mRNA accumulation was delayed (Fig. 5A, black arrowheads; quantitated in Fig. 5B) compared to that in the wild type. Second, rerepression was not fully established in the sin3 mutant strain, as SPO13 mRNA levels at 12 h posttransfer to SPM were reduced to only 40% of the peak expression value compared to <5% for the wild-type control (Fig. 5C). These results indicate that Sin3p is required for both normal induction and efficient establishment of meiotic repression.

To determine which, if any, of the PAH domains is required for either normal induction or meiotic repression, the experiments were repeated with the pah deletion diploids. These experiments revealed that no single PAH domain was required for the timely induction of SPO13 mRNA (Fig. 5A and B). However, both PAH3 and PAH4 mutants exhibited a defect in reestablishing SPO13 repression as the cells completed the
meiotic program. The magnitudes of the defect, when normalized to peak induction values, were similar between the null and pahΔ3 or pahΔ4 strains (Fig. 5C). These results suggest that these two PAH domains do not contribute a portion of the rerepression activity independently. Rather, the data suggest that each domain provides an essential function.

The inability to reestablish repression in sin3Δ and pahΔ3 strains may be a consequence of the meiotic arrest associated with these mutations. However, the pahΔ4 mutant, which also displays a failure to reestablish repression, executes meiosis with kinetics identical to those of the wild type (Fig. 5D). These findings suggest that Sin3p-dependent repression of SPO13 is independent of meiotic progression. In addition, the delayed SPO13 mRNA accumulation profile observed in the null strain suggests that Sin3p has an activity that is independent of any individual PAH domain.

The next question we posed is whether the continued expression of SPO13 in an sin3Δ mutant was a terminal phenotype or part of a delayed transient transcription profile. To test these possibilities, an extended meiotic time course was performed. Total RNA was prepared from samples collected from the wild type and the sin3-null mutant for 48 h following the shift to sporulation medium. In addition, more sensitive S1 nuclease protection assays were performed to allow the detection of even a relatively small defect in late meiotic repression. As observed above, SPO13 mRNA levels remain elevated in the sin3Δ mutant even 48 h following meiotic induction (Fig. 6A). These findings indicate that Sin3p is required for reestablishing EMG repression.

Sin3p is required for the meiotic repression of additional expression classes. A previous study reported that Sin3p is required for the normal induction of SPS4, a member of the “middle” gene expression group (21). To test whether the PAH domains are required for SPS4 induction, the Northern blots shown in Fig. 5 were stripped and reprobed with SPS4 sequences. These experiments revealed a reduction and delay in SPS4 mRNA accumulation in the null strain compared to that in the wild-type control (Fig. 5A). However, the examination of the PAH mutant strains did not reveal a defect in SPS4 induction. Therefore, similar to SPO13 regulation, the delay in SPS4 transcript accumulation appears to be independent of any one PAH domain. In addition, meiotic repression of SPS4 was also

FIG. 5. PAH3 and PAH4 are required to reestablish SPO13 repression in meiotic cells. Isogenic wild-type (RSY877), sin3Δ (RSY1028), pahΔ1 (RSY1029), pahΔ2 (RSY1030), pahΔ3 (RSY1031), or pahΔ4 (RSY1032) strains were induced to enter meiosis, and time points were taken as indicated. Northern blots of total RNA were probed with SPO13 (black arrowheads) and then stripped and probed sequentially with probes directed toward SPS4 (gray arrowheads) and ENO1 (white arrowheads). (B) Quantitation of SPO13 signals in panel A following standardization with ENO1. The time point exhibiting the maximum signal from each time course was set at 100%. (C) The percentage of maximum induction of the 12-h signal from panel B is shown for the SIN3 alleles indicated. (D) Meiotic progression in the wild type (RSY877) and pahΔ4 mutant (RSY1032) was determined by monitoring nuclear divisions using DAPI analysis. The percentage of each population executing at least one nuclear division is shown.
defective in the sin3Δ strain as well as both pahΔ3 and pahΔ4 mutants (Fig. 5A, compare the 12-h time points). These results suggest that Sin3p couples the timings of early and middle gene expression.

We next tested the role of Sin3p in regulating the transcription of two additional meiosis-specific genes. First, the expression profile of another middle gene (SPS2) (24) was examined. In this case, we expanded the time course to more fully evaluate the role of Sin3p in meiotic repression. Interestingly, SPS2 induction was also delayed approximately 3 h (Fig. 6A) as observed for SPS4 mRNA. However, unlike SPS4 transcription, SPS2 mRNA levels returned to their preinduction levels with kinetics similar to those of the wild type (note the different time points for SPO13 and SPS2 experiments). These findings indicate that SIN3 is required for the normal timing and magnitude of middle-gene induction but not the meiotic repression of all loci in this expression group.

We next examined whether Sin3p was required for meiotic repression of IME1, a gene transcribed prior to the EMG (reviewed in reference 12). In the sin3Δ mutant, a low level of IME1 transcript is observed prior to transfer to SPM (Fig. 6A, compare the 0-h time points). However, IME1 mRNA is often observed in wild-type cells growing in acetate-based medium (14), making any conclusions about Sin3p repressing IME1 expression difficult. However, compared to those of the wild type, IME1 mRNA levels remain elevated throughout the duration of the experiment in the sin3Δ mutant. These results indicate that Sin3p is also required for reestablishing IME1 repression as cells progress through meiosis.

To further explore the role of the PAH domains in meiotic repression, the mRNA levels of IME1, SPS4, and SPO13 were monitored in the wild-type, sin3Δ, pahΔ3, and pahΔ4 strains. For these studies, qPCR was utilized to quantitate the mRNA levels during meiosis (see Materials and Methods for details). Time points were taken at 12 and 18 h following transfer to SPM to focus on the meiotic repression activities of these Sin3p derivatives. The expression levels of each mRNA were first normalized to ENO1 transcript levels and then compared to those of the wild-type strain. At 12 h, the sin3Δ, pahΔ3, and pahΔ4 mutants exhibited significant increases in mRNA levels for all loci tested. By 18 h, the sin3Δ mutant still displayed meiotic repression defects, as observed in Fig. 6A. Although still exhibiting elevated mRNA levels, the requirement for PAH3 or PAH4 for meiotic repression was more modest at this later time point. Similar results were observed for a 36-h time point (data not shown). Taken together, our findings provide evidence for an expanded role for Sin3p in reestablishing repression of meiotic genes from different expression classes.

**DISCUSSION**

This report dissects the contributions of the four Sin3p PAH domains in controlling both in vivo meiotic gene expression and in vitro promoter-protein complex formation. PAH2 and PAH3, but not PAH1 and PAH4, are required for EMG transcription during vegetative growth and efficient recombination during meiosis. In addition, Sin3p is required for both the normal timing of induction and reestablishing repression of meiotic genes from several expression classes. The latter activity requires only PAH3 and PAH4, suggesting that a different repression mechanism is installed in postinduction meiotic cells than the one active during mitotic cell division.

Our data indicated that the PAH domains played separable roles in repressing meiotic gene transcription. Only PAH2 and PAH3 are required for repression in vegetative cells, while PAH3 and PAH4 are solely responsible for meiotic repression as the cells complete the sporulation program. As outlined earlier, the roles of PAH2 and PAH3 have been elucidated and found to be conserved. PAH2 associates with DNA binding proteins, while PAH3 tethers the HDAC to promoters. Much less is known about PAH4 function, although the finding that PAH4 interacts with the tetrasacopeptide (TRP) protein-protein interaction domain on OGT (45). This interaction is required for establishing the repression of SP1-activated genes in HepG2 cell culture. However, this enzyme is not found in yeast, suggesting that another TRP protein may be bound by PAH4. Analysis of the yeast proteome identified several TRP proteins that function in a variety of processes, including protein trafficking and destruction. Interestingly, a prominent corepressor, Cyc8p, also possesses TRP repeats. Determining what role, if any, Cyc8p and other TRP proteins play in meiotic repression may provide insight into the mechanism by which PAH4 exerts its control.
A poorly understood facet of meiotic gene regulation is how transcriptional repression is reestablished following normal induction. Several findings in the present and previous studies argue that the system controlling mitotic repression of the EMG is different than that installed in meiotic cells. First, Ume6p is not required for reestablishing repression. This is demonstrated in several ways. We have previously shown that Ume6p deletion is required for EMG induction (16). However, Ume6p levels do not return until spore wall assembly, which occurs after EMG repression is reestablished. Consistent with this conclusion, we demonstrate that PAH2, the Ume6p interaction domain, is not required for reestablishing repression. In addition, other factors that mediate EMG repression in vegetative cells are not required for reestablishing repression. For example, loss of Ume1p (17), cyclin C (Snf3p) (8), or Cdk8p (Snf8p) (33) activity does not affect this process. We have not directly tested the role of Rpd3p in this regulation, but the requirement of PAH3, the HDAC-interacting domain, strongly suggests this possibility. These results indicate that only Sin3p and Rpd3p are required for EMG repression before and after induction. Furthermore, Sin3p utilizes PAH2 and PAH3 for vegetative repression but PAH3 and PAH4 for meiotic repression.

How does Sin3p mediate meiotic repression? Most studies to date in several systems indicate that Sin3p is recruited to the promoter by a DNA binding factor. For EMG vegetative repression, Ume6p serves this role. However, Ume6p is not involved in Sin3p-dependent meiotic repression. One possibility is that Sin3p jumps to one of the other two DNA binding factors identified in this report that recognize the ARE or T4C sequences (see Fig. 7, bottom right). In support of this model, EMSA analysis found that complexes C5 and C6 are maintained throughout meiosis and spore formation (data not shown). An alternative possibility is that Sin3p does not utilize a transcription factor to reestablish repression (Fig. 7, bottom left). For example, chromatin immunoprecipitation studies revealed that the human Sin3 associates with additional loci independent of known DNA binding factors following myogenic differentiation (35). In addition, the Sin3p-Rpd3p complex can stably associate with chromatin in vitro (36). A careful mapping of Sin3p-Rpd3p locations before and after induction, as well as the identification of the ARE and/or T4C binding proteins, will be necessary to answer this question.

Why employ two systems to repress EMG expression? During vegetative growth, the meiotic genes are silent but must be ready to be activated upon the correct environmental cues. However, following the induction of these genes during meiosis, the cell completes the program and the haploid nuclei are encapsulated into spores. These spores can remain dormant for extended periods without losing viability. Therefore, a mechanism that maintains repression in spores has to be sturdy but perhaps not as responsive. Then, as the spore germinates and returns to mitotic cell division, the responsive, PAH2-dependent system would be installed at the early meiotic promoters. Understanding the nature of this system may shed light on gene silencing that occurs in terminally differentiated cells in higher systems.
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