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ABSTRACT

Modules in all existing speech separation networks can be categorized into single-input-multi-output (SIMO) modules and single-input-single-output (SISO) modules. SIMO modules generate more outputs than input, and SISO modules keep the numbers of input and output the same. While the majority of separation models only contain SIMO architectures, it has also been shown that certain two-stage separation systems integrated with a post-enhancement SISO module can improve the separation quality. Why performance improvements can be achieved by incorporating the SISO modules? Are SIMO modules always necessary? In this paper, we empirically examine those questions by designing models with varying configurations in the SIMO and SISO modules. We show that comparing with the standard SIMO-only design, a mixed SIMO-SISO design with a same model size is able to improve the separation performance especially under low-overlap conditions. We further validate the necessity of SIMO modules and show that SISO-only models are still able to perform separation without sacrificing the performance. The observations allow us to rethink the model design paradigm and present different views on how the separation is performed.
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1. INTRODUCTION

Speech separation aims at separating one or all active speakers from a given mixture. Tremendous efforts have been made by the community in exploring better problem formulations, model designs, training objectives, and data configurations, with the advances in deep neural networks [1, 2]. Given the mixture signal is usually considered as a single input, separation models can be broadly categorized into single-input-single-output (SISO) systems and single-input-multi-output (SIMO) systems. As its name suggests, a SISO system usually consists of a stack of one-to-one mapping layers, extracting one speaker from the mixture at each time. SISO networks are typically designed for guided source separation (GSS) or speech enhancement tasks [10, 15], where a bias is often needed to distinguish the target speaker. When there are more than one target source that need to be estimated, the single output separation needs to be performed multiple times, one for each source. In contrast, the SIMO systems are the standard design for blind source separation (BSS) [16, 20]. The SIMO system targets at separating $C$ sources simultaneously. To fulfill this task, on top of the one to one mapping layers, there always exists one or more one-to-many mapping layers that convert the single input signal to multiple source output, i.e., one to many mapping. For example, in standard masking-based BSS models, $C$ masks are generally estimated from the last layer in the network. In certain iterative separation methods, two masks are estimated from the last layer in the model representing one target source and the residual signal, respectively [21]. In [22], though named as “MIMO” network, the system is essentially a SIMO system where the input feature consist of multi-microphone information.

Literatures have also explored the combination of SIMO and SISO architecture for further performance improvement. A commonly applied integration is to use a SISO network for post-enhancement module on the output of the SIMO separation result [7, 10, 23, 24], while typically the two modules are not jointly optimized. However, as the combination systems usually contain a significantly larger parameter size which could also results in potential performance improvement for a pure SIMO network, little is known about the roles of SIMO and SISO modules in a BSS separation system. Why performance improvements can be achieved by incorporating the SISO modules? For a given model size, how to properly arrange the sizes of SIMO and SISO modules to achieve a best performance? Are SIMO modules always necessary?

In this paper, we empirically analyze different model configurations, including the standard SIMO-only model, the mixed SIMO-SISO models, and the SISO-only models, on their effectiveness on the separation performance. The SIMO-SISO models follow the design of a pre-separation and post-enhancement pipeline. Unlike the SISO designs in GSS tasks (e.g., speaker extraction), the SISO-only models here do not use external bias information but perform separation in an iterative way. We explore various hyperparameter configurations all under a same total model size, and observe that the mixed SIMO-SISO design is able to improve the performance especially under low-overlap conditions. Such observation indicates that the SISO modules are particularly beneficial in single-speaker regions. We also validate that SISO-only models are still able to perform separation without sacrificing the performance, challenging the role of SIMO modules and the general problem formulation of speech separation. Our results not only allow us to rethink the model design paradigm, but also present different views on the general framework of BSS.

The rest of the paper is organized as follows. Section 2 introduces the SIMO-only, the mixed SIMO-SISO modules, and the SISO-only modules for the BSS task. Section 3 summarizes the experiment configurations. Section 4 presents the experiment results and discussions. Section 5 concludes the paper.

2. CONFIGURATIONS OF SIMO AND SISO MODULES IN SEPARATION NETWORKS

2.1. Problem formulation and backbone architecture

We start this section with the problem formulation and the backbone architecture used in all configurations. We adopt the single-channel blind separation formulation in this paper, and the multi-channel case can be easily extended.
A mixture signal \( y \in \mathbb{R}^{1 \times t} \) containing \( C \) speakers \( \{x_i\}_{i=1}^C \) and an optional noise \( n \) is represented as:

\[
y = \sum_{i=1}^C x_i + n
\]  

The time-domain audio separation network (TasNet) equipped with dual-path RNN (DPRNN) [25] is used as the backbone model. We assume that in all configurations the number of DPRNN blocks is fixed to \( M \) across all configuration for a fair comparison. \( C \) outputs \( \{\hat{x}_i\}_{i=1}^C \) are estimated from \( y \) by the DPRNN-TasNet. We denote the linear mapping function defined by the waveform encoder in the DPRNN-TasNet as \( E(\cdot) \), and we omit the waveform encoder and decoder in Figure 1 for the sake of simplicity.

### 2.2. SIMO-only model design

The SIMO-only model design is the default design of almost all current separation models. Figure 1(A) shows the flowchart for the design. The \( M \) DPRNN blocks all belong to the SIMO module, and the \( C \) targets are estimated from the output layer of the module, which is typically a fully-connected (FC) layer with \( C \) output heads. This is also the original design for the DPRNN-TasNet.

### 2.3. Mixed SIMO-SISO model design

Figure 1(B) illustrates the flowchart for the mixed SIMO-SISO design. The \( M \) DPRNN blocks are split into a SIMO module and a SISO module, where each module contains \( K \) and \( M - K \) blocks, respectively. Similar to the SIMO-only design, the SIMO module is first applied on the input mixture \( y \) to create \( C \) intermediate features \( \{F_i\}_{i=1}^C \in \mathbb{R}^{N \times L} \). Each of the intermediate feature \( F_i \) together with the encoder output of the mixture signal \( E(y) \), are then passed to the SISO module, which is shared by all SIMO output features, to generate the final estimations \( \{\hat{x}_i\}_{i=1}^C \). The two modules are jointly optimized and no extra training objective is applied to the intermediate features.

Note that unlike the SIMO-only design where the outputs of the SIMO module are typically \( C \) masks applied to the input mixture, here the output layer for the SIMO module can simply be a linear FC layer and the outputs do not need to be applied to the mixture. We also test the setting where the outputs from the SIMO module are indeed the \( C \) masks and use the masked mixture encoder output as \( \{F_i\}_{i=1}^C \), and add \( \{F_i\}_{i=1}^C \) to the SISO outputs to form the final separated sources. This matches the standard pipeline in pre-separation and post-enhancement models, where the SIMO module servers as the pre-separation module and the SISO module is the post-enhancement module. We empirically find that such setting leads to identical performance as the simpler pipeline in Figure 1(B).

### 2.4. SISO-only model design

Figure 1(C) presents the flowchart for the SISO-only design. Since no SIMO module is present in the entire model, iterative separation has to be applied in order to separate all \( C \) targets. We split the \( M \) layers in the SISO module into \( K \) encoder layers and \( M - K \) decoder layers, where the encoder layers are applied only once and the decoder layers are applied in every iteration. In other words, the encoder layers map the mixture into a latent representation shared by all iterations, and the decoder layers separate different targets based on the representation.

The mixture \( y \) is passed to the encoder layers to generate one sequence of intermediate feature \( H \in \mathbb{R}^{N \times L} \). In the first iteration, the encoder output of the mixture \( E(y) \), the intermediate feature \( H \), and an all-zero feature with the same shape as \( E(y) \) are passed to

---

**Fig. 1.** Flowchart of different configurations on the separation models. (A) Standard separation model with a single SIMO module that estimates \( C \) target sources. (B) A SIMO module first generates \( C \) intermediate features for the \( C \) sources, and a SISO module takes each of the feature as input and estimates the target sources. (C) A SISO encoder module first generates one intermediate feature from the input mixture. A SISO decoder module takes the feature as input and estimates the first target source. The input mixture, intermediate feature, and the target source are passed again to the decoder module to estimate the second target source. Such procedure is repeated until all sources are separated.
decoder layers to generate the first output \( \hat{x}_1 \). In the \( j \)-th iteration where \( j > 1 \), an encoder \( \mathbf{E} \) and the encoder output of the residual signal \( \hat{r} = \sum_{k=1}^{j} \hat{x}_k \) are passed to decoder layers to generate the \( j \)-th output \( \hat{x}_j \). Note that here we assume that the number of target sources is known in advance, but the same procedure can be also be applied in the task of separating unknown number of speakers.

### 2.5. Discussions

In the mixed SIMO-SISO design, both the intermediate feature and the input mixture are sent to the SISO module. We make this design because empirically we find that it leads to better performance than simply sending the intermediate feature to the SISO module. Similarly, in the SISO-only design we also send all available features to the decoder layers. Why such feature fusion leads to constantly better performance is left for future work, and in this paper we mainly focus on the variations on the model design paradigm.

The iterative SISO-only design can be connected to the GSS framework, where the bias information comes from the residual signal in the previous iteration. The main difference here is that in GSS frameworks the bias information is typically related to the target to be extracted, e.g. speaker-related feature or content-related feature, while in the SISO-only design the bias information is related to all the signals that have not been separated. There could be other configurations of feature fusion, e.g. using all the separated signals instead of the residual signal as the bias, but we leave it for future work to validate.

Also note that in a recent literature, a newly proposed training method, the serialized output training (SOT) [26], applies the SISO-only configuration without iterative separation. SOT is designed for multi-talker automatic speech recognition (ASR), and it concatenates all target output sequences in to a single sequence as the training target. Together with an encoder-decoder architecture, the decoder sequentially generates the predicted labels for all speakers. Although SOT can also be extended to the task of speech separation, one main difference between ASR and separation is that the length of the output sequences in separation tasks is always the same as the input, while the length of the output sequences in ASR tasks can vary for different speakers. Such generative decoding mechanism might have trouble in the separation outputs as the total length of the output sequence can be significantly longer than that in ASR tasks.

### 3. EXPERIMENT CONFIGURATIONS

#### 3.1. Dataset

We evaluate the different model configurations on a simulated noisy reverberant two-speaker dataset [27]. 20000, 5000 and 3000 4-second long utterances are simulated for training, validation and test sets, respectively. For each utterance, two speech signals and one noise signal are randomly selected from the 100-hour Librispeech subset [28] and the 100 Non-speech Corpus [29], respectively. The overlap ratio between the two speakers is uniformly sampled between 0% and 100%, and the two speech signals are shifted accordingly and rescaled to a random relative signal-to-noise-ratio (SNR) between 0 and 5 dB. The relative SNR between the sum of the two clean speech power and the noise is randomly sampled between 10 and 20 dB. The transformed signals are then convolved with the room impulse responses simulated by the image method [30] using the gpuRIR toolbox [31]. The length and width of all the rooms are randomly sampled between 3 and 10 meters, and the height is randomly sampled between 2.5 and 4 meters. The reverberation time (T60) is randomly sampled between 0.1 and 0.5 seconds. After convolution, the echoic signals are summed to create the mixture for each microphone.

#### 3.2. Model configurations

We follow the standard configuration of DPRNN-TasNet in all models. The total number of DPRNN blocks \( M \) in the DPRNN-TasNet is set to 6 in all models. The window size in the waveform encoder and decoder is set to 2 ms (32 samples), and the number of filters in the encoder and decoder is always 128. The input size and hidden size of the LSTM layers in the DPRNN blocks are set to 64 and 128, respectively.

Note that in the mixed SIMO-SISO design, the SIMO module can contain no DPRNN blocks but simply a single FC layer to generate the \( C \) intermediate features. In this case, the SISO module contains all 6 DPRNN blocks similar to the SISO-only design. We exclude this configuration from the SISO-only design as it does not perform iterative separation.

#### 3.3. Training configurations

All models are trained for 100 epochs with the Adam optimizer [32] with an initial learning rate of 0.001. Signal-to-noise ratio (SNR) is used as the training objective for all models. The learning rate is decayed by 0.98 for every two epochs. Gradient clipping by a maximum gradient norm of 5 is always applied for proper convergence of DPRNN-based models. Early stopping is applied when no best validation model is found for 10 consecutive epochs. Auxiliary autotuning training (A2T) is applied to enhance the robustness on this reverberant separation task [33].

### 4. RESULTS AND DISCUSSIONS

#### 4.1. Performance of SIMO-only and mixed SIMO-SISO designs

| SIMO blocks | SISO blocks | Overlap ratio (%) | Average |
|-------------|-------------|-------------------|---------|
| 6           | 0           | <25               | 13.9    |
| 5           | 1           | 25-50             | 10.0    |
| 4           | 2           | 50-75             | 7.2     |
| 3           | 3           | >75               | 4.8     |
| 2           | 4           |                   | 9.0     |
| 1           | 5           |                   | 9.1     |
| 0           | 6           |                   | 9.4     |

Table 1. Separation performance of different configurations in the SIMO-only and mixed SIMO-SISO designs across different overlap ratios between the two speakers. SI-SDR is reported in decibel scale.

We start with the results on the SIMO-only and mixed SIMO-SISO designs. Table 1 presents the separation performance of the models in the two designs across different overlap ratios between the speakers. The first row presents the standard SIMO-only design, which is also the design for the original DPRNN-TasNet. All other rows show the performance of mixed SIMO-SISO design with different numbers of blocks in each module. We first notice that despite the configuration of 0 SIMO blocks, all other SIMO-SISO configurations lead to better performance than the standard SIMO-only design. Moreover, best performance is achieved at the 4-block configuration, and the 2- and 3-block configurations also lead to comparable
performance. The worst performance is observed at the 6-block configuration. This indicates that a deeper design in the SISO module is able to improve the performance, while the separation layers in the SIMO module also play an important role. A balance can be found on the arrangement of the number of layers in the SIMO and SISO modules, and we empirically observe here that assigning 70% of the total blocks to the SISO module can be a good configuration.

Another finding from the table is that the performance improvement obtained by the mixed SIMO-SISO design mainly comes from the low-overlap utterances. The performance on the utterance with higher than 75% overlap ratio is consistent across all configurations, however the performance on utterances with lower than 25% overlap ratio can vary by 1 dB. This implies that the mixed SIMO-SISO design might be more important for the single-speaker regions. One possible explanation comes from the role of the output layer of the SIMO module. In the standard SIMO-only design where the output FC layer estimates the $C$ masks, the values for the masks have to be zero for inactive speakers in the single-speaker regions. Since the $C$ output heads in the FC layer all receive a same feature from the output of the second last layer in the SIMO module, the estimation of the $C$ masks not only requires the feature to be linearly separable in the latent space defined by the parameters of the FC layer, but also forces the same set of parameters to be able to reconstruct salient and silent regions across different regions. This may introduce difficulties on the optimization and put extra requirements on the feature dimension in order to achieve such constraints. Using a deeper SISO module removes the second constraint on the single-speaker regions and does not harm the first constraint on the separability. As more and more recent models consider data distributions with partially-overlap utterances [8, 9, 34], such mixed SIMO-SISO design should be more practical and beneficial than the standard designs.

### 4.2. Performance of SISO-only design

| Encoder blocks | Decoder blocks | <25  | 25-50 | 50-75 | >75  | Average |
|----------------|---------------|------|-------|-------|------|---------|
| 1              | 5             | 14.3 | 10.3  | 7.3   | 4.9  | 9.3     |
| 2              | 4             | 14.2 | 10.2  | 7.4   | 4.8  | 9.1     |
| 3              | 3             | 14.0 | 10.0  | 7.1   | 4.4  | 8.9     |
| 4              | 2             | 13.4 | 9.3   | 6.5   | 3.8  | 8.3     |
| 5              | 1             | 13.0 | 8.9   | 6.2   | 3.3  | 7.9     |

Table 2. Separation performance of different configurations in the SISO-only design across different overlap ratios between the two speakers. SI-SDR is reported in decibel scale.

We then provide the experiment results on different configurations in the SISO-only design. Table 2 shows the separation performance on different numbers of encoding and decoding layers described in Section 2. The performance is getting consistently worse as the number of decoder blocks decreases, implying that the model capacity in the decoder blocks need to be large enough in such iterative separation scheme. The best performance, on the other hand, is still slightly better than the standard SIMO-only design, especially on the low-overlap utterances. This matches our discussions in the previous section about the importance of deeper architectures for the single-speaker regions in the mixture.

The results provide another perspective on the role of the SIMO separation layers in a BSS network and rise new questions. If the SIMO module is not even necessary for successful separation, then what are the roles of the separation layers in a separation network? How are the speaker-dependent features, including speaker identity and contents of the context, separated by the SISO-only models? If unbiased speech extraction can replace speech separation, can we find a unified SISO framework for both GSS and BSS? Such questions may open new discussions on our understanding of separation networks and motivate new design paradigms for new architectures.

### 5. CONCLUSION

In this paper, we revisited the roles of separation layers in speech separation networks. Any separation network can be split into SIMO and SISO modules, where the SIMO modules generating more outputs than input were defined as the separation layers in the entire network. We explored three model configurations with a same backbone: the SIMO-only design, the mixed SIMO-SISO design, and the iterative SISO-only design. Experiment results on various configurations showed that although almost all existing separation systems are SIMO-only, the mixed SIMO-SISO design can improve the separation performance especially on low-overlap utterances. The SISO-only design also achieved slightly better performance than the standard SIMO-only design, challenging the role of the SIMO separation layers in a speech separation system. The results allowed us to rethink the problem formulation of speech separation and the design paradigm for separation systems.
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