The most promising and practical candidate to demonstrate a drastic advantage of quantum computers over classical ones is the simulation of quantum matter. Despite the advances in simulation of the time evolution, preparing thermal states of quantum many-body systems remains notoriously a difficult yet important task. The existing algorithms either require quantum phase estimation [1–4] rendering them impractical for current noisy hardware, or are variational [5–7] which face obstacles such as initialization, barren plateaus, and a general lack of provable convergence. We propose two quantum algorithms with provable guarantees to prepare thermal states on current noisy quantum hardware. The first algorithm requires postselection on intermediate measurements and runs on a quantum circuit with poly(n) depth, where n is the number of qubits. This algorithm requires a significantly smaller number of gates than previous such algorithms. The second algorithm is tailored to ergodic interacting systems which are a vast subset of physical Hamiltonians. This algorithm can potentially sample thermal distributions in polynomial time. In addition, both of our algorithms have free parameters that can be optimized or trained to mitigate noise and computational errors. We illustrate our algorithms by running them on the latest IBM quantum hardware and in particular simulate them for the Fermi-Hubbard model.

Quantum computers promise to drastically outperform traditional computers. Perhaps the most striking practical candidate to demonstrate this advantage is to simulate quantum matter, which was Feynman’s original motivation for proposing the quantum computers. The equilibrium thermal Gibbs state is the most prevalent macrostate of quantum matter. Thermal states are therefore essential for the study of many-body systems; applications include quantum chemistry and materials science [8, 9], high-energy physics [10], and computer science [11]. Classical computers are ineffective in simulating quantum many-body states due to the sign problem that requires resources exponential in the system size [12]. The classical computers’ computational predicament is especially pronounced for strongly interacting quantum matter which underpins the richness of quantum phenomena such as quantum phase transitions. Quantum computers, however, have the power to simulate quantum processes such as thermal equilibration [13], which suggests that quantum computing might be efficient for simulating the thermodynamic properties. Despite the well-developed quantum algorithms for the time evolution [14], preparing thermal or ground states of interacting quantum matter is far less developed.

Quantum algorithms for thermal state preparation have a long history, partially summarized in Ref. [8]. Earlier work provided an empirical algorithm using the idea of emulating a generic “digital bath” consisting of ancilla qubits [15]. Later works utilize exact algorithms using quantum phase estimation that allows performing computation in the eigenbasis of the Hamiltonian [1, 2]. A remarkable example of such a method is the quantum Metropolis algorithm [3, 4, 16] which is a technique for directly sampling the eigenstates of the Hamiltonian with Gibbs probabilities. While several methods were proposed for reducing the required computational resources [17, 18], they need the quantum phase-estimation subroutine, whose experimental realization has proven to be difficult on near-term noisy quantum computers which do not have fault-tolerance. In order to circumvent this problem, variational hybrid quantum-classical algorithms were proposed for reducing the circuit depth and consequently the aggregated error [5–7]. However, variational algorithms do not provide a provable advantage over classical computers nor can they output be certified to be close to the thermal state [19]. Recently, a different quantum-classical algorithm for imaginary-time evolution was proposed [20, 21]; whose accuracy beyond short-range correlated systems remains unknown and its performance takes exponential time. In parallel there has been a surge of activity to do thermal state preparation in driven-dissipative quantum systems [22–25], which can be compared to the existing methods of algorithmic cooling [26–28]. However, the fidelity of dissipative thermal state preparation remains low due to a lack of sufficient control.

In this paper, we propose two new algorithms for preparing thermal states that require smaller computational resources than the previous works. These algorithms have the further amenity that they have adjustable parameters to mitigate noise. The proposed algorithms are thus suitable for the near-term quantum computers and can potentially overcome the drawbacks in the aforementioned various different techniques for thermal state preparation. Additionally, the circuit implementing the algorithms have the same locality as the underlying Hamiltonian.

In Algorithm 1, we utilize random quantum circuits...
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(RQC) with intermediate measurements to sample from the thermal distribution. Furthermore, we show that initially random parameters can be optimized to compensate for the errors, which are primarily induced by limited depth and noise. RQC are known to be analytically feasible and yet comprehensive model of complex quantum dynamics that, for example, exhibits quantum chaos [29] and provide a window for probing quantum phases of matter [30]. Also, RQC have been the workhorse of modern quantum complexity theory as the hardness of sampling their outputs is believed to be the foremost candidate for demonstrating quantum supremacy [31–33]. Nevertheless RQC seemed to have no practical computational utility beyond demonstrating quantum supremacy. Algorithm 1 therefore provides a practical use for RQC in preparing thermal Gibbs states on near-term quantum computers for general Hamiltonian. Despite having relatively small number of gates, Algorithm 1 requires postselection and in agreement with complexity theoretical limitations takes exponential time to run [34–38].

The exponential run-time can be circumvented by Algorithm 2 which works on a sub-class of ergodic Hamiltonians. This algorithm is a development of digital bath idea [24, 39] with provable efficient performance for the class of Hamiltonians satisfying Eigenstate Thermalization Hypothesis (ETH) [40–44]. A simple corollary of ETH is that the expectation values of local observables with respect to a long-time evolved generic initial state coincide with the Gibbs expectation values. Although ETH is not easily proved for a given Hamiltonian, its universality across various non-integrable quantum many-body systems has been thoroughly studied numerically [45]. Assuming ETH, the run-time of our algorithm is as efficient as the (quantum) Metropolis algorithm [46], which is perhaps the best known empirical algorithm for evaluating thermal expectation values. By adjusting the parameters of both algorithms, we also achieve drastic error reduction in the presence of noise. Algorithm 2 however is simple and, unlike the quantum Metropolis algorithm, does not require the quantum phase estimation subroutine to be performed at every step of the algorithm.

These algorithms have the advantage of combining the positive features of the previously known methods. For example, they have provable convergence to the thermal state, do not require quantum phase estimation.
The purpose of randomness is to implement effective imaginary-time evolution (ITE). Starting from a random initial state, ITE produces Gibbs state because $\mathbb{E}_\psi e^{−\beta H/2}|\psi\rangle\langle\psi|e^{−\beta H/2} \propto \exp(−\beta H)$, where $|\psi\rangle$ is the initial state and $\mathbb{E}_\psi$ denotes the average with respect to a uniform choice over any complete set of basis states (including product states). With no loss of generality, we shift the energy and take the Hamiltonian a positive operator $H \geq 0$. Then, we generate ITE using an average over a family of random unitary operations, $\mathbb{E}_\theta \exp(\theta\sqrt{2\beta H}) = \exp(−\beta H)$, where $\theta \in \mathcal{N}(0,1)$ is Gaussian random variable. To implement the average unitary, we construct a dynamical map that utilizes ancilla and measurements [18, 47].

We then define each of the $d$ layers of the quantum circuit by the following $(n + 1)$-qubit unitary operator

$$U(\theta_k, \beta H/d) := \exp(i\theta_k \sqrt{\beta H/d} \otimes X),$$

where $\theta_k \in \mathcal{N}(0,1)$ are independently chosen for each $k \in \{1, 2, \ldots, d\}$, the Pauli operator $X$ acts on the ancilla qubit, and the Hamiltonian $H$ acts on the remaining $n$ system qubits. After each layer, we measure the ancilla qubit, reset it, and accept if the measurement returns zero (see Fig. 1(a)). If accepted, we proceed to the next layer. Otherwise we re-run the circuit after resetting the values of $\theta_k$. The resulting distribution is described by a circuit-averaged density matrix

$$\tilde{\rho}_{\beta, d} = \mathbb{E}[P_{\beta, d} |\tilde{\rho}_{\beta, d}|]/\mathbb{E}[P_{\beta, d}],$$

where $P_{\beta, d}$ is the successfully accepted final output state and $\tilde{\rho}_{\beta, d}$ is probability of accepting the circuit, and the expectation is taken with respect to the random angles $\theta_k$.

Starting from a random initial state on the $n$-qubits (as defined above) and the $1$-qubit ancillas initialized to $|0\rangle$, the expected density matrix $\tilde{\rho}_{\beta, d}$ of the $n$-qubit system after $d$ layers is

$$\tilde{\rho}_{\beta, d} = \frac{1}{2^d Z_{\beta, d}} \sum_{k=0}^{d} \binom{d}{k} \exp(−\beta_k H),$$

where $\beta_k = 2\beta k/d$ is discrete inverse temperature, and $Z_{\beta, d} = \text{Tr} [e^{−\beta H \cosh^d(\beta H/d)}]$ is a modified partition function. In the limit $d \to \infty$, the binomial distribution asymptotically approaches the delta function with the center at $\beta$. Thus, the output converges the desired Gibbs distribution $\rho_{\beta}$ as (see Section 1B of Supplement)

$$S(\rho_{\beta} || \tilde{\rho}_{\beta, d}) \leq O(\beta^4 \text{Var}_{\beta}(H^2)/d^4),$$

where $S(\sigma || \rho)$ is the relative entropy, $\text{Var}_{\beta}(x) := \langle x^2 \rangle − \langle x \rangle^2$ is the variance and the expectation is taken with respect to the thermal state, $\langle x \rangle_\beta := \text{Tr} [x \rho_\beta]$. For physical many-body Hamiltonians, the variance $\text{Var}_\beta(H^2) \sim O(n^2)$. Therefore, in order to achieve $S(\sigma || \rho) \leq \epsilon$ for a fixed error $\epsilon > 0$, the minimal required (non-local) circuit depth is $d \sim O(n\beta^2/\sqrt{\epsilon})$. The run-time of the algorithm grows exponentially with the system size because whenever ancilla results in $|1\rangle$ we re-run the circuit. In general, the acceptance probability for a circuit is $\mathbb{E}[P_{\beta, d}] \geq 2^{-\alpha n}$, where $\alpha = 1/(\log_2 Z_{\beta})/n \geq 0$ (see Section 1C of Supplement). This conclusion agrees with the fact that the exact preparation of a thermal state for a many-body system is quantum Merlin Arthur (QMA)-complete in general [34–38].

Constructing the square root of a many-body Hamiltonian can be computationally costly. We improve the algorithm, by taking the system Hamiltonian to be of the form $H = \sum_{m=1}^{M} M_m$, where $h_m \geq 0$ are positive local terms (each acting on a constant number of qubits) with the total number of local terms being $M$. Then, we obtain the corresponding product of $M$ local unitary gates replace the single operation in Eq. (2), akin to the Suzuki–Trotter method [14, 48]. Each gate has the form $U(\theta_{mk}, \beta h_m/d)$, $\theta_{mk} \in \mathcal{N}(0,1)$, followed by ancilla measurement and post-selection to zero value. Although the architecture of each layer and the generating Hamiltonian is the same among all layers, the layers differ in the angles $\theta_{mk}$ as shown in Fig. 1(b).

There are also several additional modes of operation for Algorithm 1. In the first mode we already explored, we reset the circuit randomly in each run irrespective of whether the intermediate measurement succeeds, as shown in the top panel of Fig. 1(c). The resulting distribution is described by a circuit-averaged density matrix $\tilde{\rho}_{\beta, d} = \mathbb{E}_\Theta [P_{\beta, d}|\tilde{\rho}_{\beta, d}]/\mathbb{E}_\Theta [P_{\beta, d}]$, where $\Theta$ is the full set of random angles,

$$\Theta := \{\theta_{mk} : 1 \leq m \leq M \text{ and } 1 \leq k \leq d\}.\quad (6)$$

In the second mode, we randomize the circuit only if the circuit accepts (i.e., all ancilla qubits return zero). The circuit output is simply the expectation of the accepted output density matrices $\mathbb{E}_\Theta [P_{\beta, d}]$. This mode requires less circuit updates and, therefore, fewer rounds of communication with the device. Finally, mode three utilizes fixed angles $\Theta$ during the entire computation as shown in the bottom panel of Fig. 1(c).
Theorem 1 Let $\xi := \beta^2 M/d < 1$ be small, and define $A := M^{-1} \sum_{m=1}^{M} (h_m^2) \beta (1 + O(\xi))$ and $C := M^{-1} \sum_{m=1}^{M} \text{Var}_{\beta}(h_m)(1 + O(\xi))$. Then for any $0 < \epsilon \leq 1$, the output of Algorithm 1 after $d$ cycles satisfies

\begin{align*}
\text{mode 1: } S(\rho_\beta \| \bar{\rho}_{\beta,d}) &\leq \epsilon A, \\
\text{mode 2: } S(\rho_\beta \| E_\Theta[\rho_\beta,d]) &\leq \epsilon C, \\
\text{mode 3: } \text{Prob}(S(\rho_\beta \| \bar{\rho}_{\beta,d}) \geq \frac{\epsilon C}{\epsilon}) &\leq \epsilon,
\end{align*}

where $S(\rho||\sigma)$ is the relative entropy.

Theorem 1 implies that all modes require the minimum circuit depth $d \sim O(n \beta^2/\epsilon)$ to approximate the Gibbs state for typical many-body Hamiltonian within $\epsilon$-error in the relative entropy. We also note that mode 3 samples from a distribution that is close to the thermal with probability close to unity, as stated in Eq. (9). In this case, the angle selection can be utilized to further reduce the errors when the depth is shallow and circuit is noisy, as we will show below.

In general, Algorithm 1 applies to arbitrary Hamiltonians but requires exponential time to be implemented because of the post-selection step. Nevertheless, it may serve as a subroutine to other algorithms for preparation of Gibbs states whose subsystems each have a small number of qubits. Below, we consider another randomized algorithm that prepares thermal states more efficiently but for a subclass of physical Hamiltonians.

Algorithm 2. Our second algorithm utilizes continuous time dynamics with the ancilla serving as a “digital bath”. In contrast to the previous works [15, 39], we exploit the randomness of the constructed circuit and the ancilla “bath”. We then show that this in combination with ergodicity of the Hamiltonian leads to an efficient thermal state preparation. Further we explore the option of tuning the initial random parameters of the local Hamiltonian to mitigate errors as to fight back noise in the course of the computation. We remark that Algorithm 2 does not require post-selection rendering its performance more efficient.

As before, the $n$-qubit initial state is initialized to a random state (e.g., a random product state suffices). The algorithm is cyclic. In each cycle $k$, and for each ancilla qubit $m$, we pick a random frequency $\omega_{mk}$ and assign the single-qubit Hamiltonian $B_{m}^{[k]} = \frac{1}{2} \omega_{mk} Z_m$ to the $m$-th ancilla, where $Z_m$ is the Pauli matrix. We then randomly set the state of the ancilla to $|0\rangle$ or $|1\rangle$ according to the thermal distribution for $B_{m}^{[k]}$, whose respective probabilities are $p_x = 1/[1 + \exp((-1)^x \omega_{mk})]$, where $x \in \{0, 1\}$.

The system and ancilla evolve continuously during the rest of the cycle. We use the following Hamiltonian to generate a unitary time evolution over a randomly chosen time interval $t_k$ (see below for details),

$$H^{[k]} = H \otimes I_A + \sum_{m=1}^{n_A} I_S \otimes B_m^{[k]} + \lambda \sum_{m=1}^{n_A} I_C \otimes V_{q(m)}^{[k]} \otimes X_m,$$

where $H$ is the Hamiltonian for which we prepare the thermal state, $I_A$ and $I_S$ are identities on the system and ancilla qubits respectively. In the third term, $\lambda$ is a coupling parameter, $V_{q(m)}^{[k]}$ are (random) Hermitian local operators acting on the system qubit $q(m) \in \{1, \ldots, n\}$, $X_m$ is the Pauli matrix on the $m$-th ancilla qubit and $I_C$ is the identity matrix acting on the remaining qubits.

To explain the convergence of the output to the Gibbs thermal state, we study the algorithm’s performance by assuming the ETH random matrix ansatz [41, 43]. Since $V_{q(m)}^{[k]}$, are local operators and we are working under the ETH assumption, we have

$$\langle \mu | V_{q(m)}^{[k]} | \nu \rangle = V_{mk}(E_{\mu}) \delta_{\mu \nu} + \sigma_{mk}^{\mu \nu} \rho_{mk}^{\mu \nu},$$

where $E_{\mu}$ and $| \mu \rangle$ are the energy and eigenstate of the Hamiltonian respectively, $R_{mk}$ is a random matrix from the Gaussian unitary ensemble (GUE), $V_{mk}(E_{\mu})$ is a slowly varying smooth function of $E_{\mu}$. Lastly, denoting by $\bar{E} = (E_{\mu} + E_{\nu})/2$, $\sigma_{mk}^{\mu \nu} = e^{-S(\bar{E})/2} f_{mk}(E, \Omega_{mk})$, where $S(\bar{E})$ is the thermodynamic entropy and $f_{mk}(E, \Omega_{mk})$ is the spectral function that is a slow and smooth function of the average energy $\bar{E}$ and energy difference $\Omega_{mk} = E_{\mu} - E_{\nu}$. Because the thermodynamic entropy is extensive in the system size, the off-diagonal elements decay exponentially. The standard ETH random matrix ansatz is indeed a simplifying assumption for the behavior of the eigenstates of local quantum Hamiltonians [49]. Assuming ETH enables us to analytically quantify the performance of our algorithm.

Let us focus now on the regime of small $\lambda$ and consider frequencies $\omega_{mk}$ to be sampled uniformly at random from $[-\Omega, \Omega]$ and the time intervals $t_k$ to be a random variable from the Poisson distribution $g(t; \gamma) = \gamma \exp(-\gamma t)$. We take $\gamma \gg n_A \lambda^2/\Omega$ where $n_A$ is the number of ancilla qubits. Then, the expected output $\mathbb{E}[\rho_{d}]$ of Algorithm 2 is approximately equal to the state $\rho_{d}^{\mu} = \sum_{\mu} \rho_{d\mu} |\mu\rangle \langle \mu|$, where expectation is taken with respect to all randomness $R_{mk}, t_k, \omega_{mk}$, and probabilities $\rho_{d\mu}$ are obtained from the solution of the following stochastic process

$$p_{k+1\mu} = (1 - \gamma_{\mu}) p_{k\mu} + \sum_{\nu} T_{\mu \nu} p_{k\nu},$$

with initial state $p_{0\mu} = 2^{-n}$, $\gamma_{\mu} = \sum_{\nu} T_{\mu \nu}$, and transition amplitudes

$$T_{\mu \nu} = \frac{2 \pi \lambda^2}{\gamma \Omega(1 + e^{\Omega |\sigma_{\mu \nu}|})} \sum_{m=1}^{n_A} |\sigma_{mk}^{\mu \nu}|^2.$$

This classical process is a critical part of understanding Algorithm 2. Indeed, given that matrix $T_{\mu \nu}$ is all-to-all connected, this process converges uniquely to the
Gibbs state \( p_{\omega H} \propto \exp(-\beta E_{\omega}) \) as a result of detailed balance condition, \( \frac{\tau^k}{\tau_{\omega H}} \propto \exp(-\beta \Omega_{\omega H}) \). Notably, after \( d \) steps the process in Eq. (12) generates only \( D = O(d\gamma(\beta^{-\lambda})^2) \) successful transitions. As such, \( D \) is an essential parameter since it controls the convergence of the algorithm to the steady state. Using this parameter, the distance of the output of Algorithm 2 to the density matrix \( \rho_{\omega}^{\text{opt}} \) generated the stochastic process in Eq. (12) is selected to ensure that the depth \( D \) has a polynomial growth as a function of the system size.

**Theorem 2** Let \( c > 1 \) be a constant and take \( \Omega = c\|H\| > \beta^{-1} \), the depth \( d = O(D^2) \), and number of ancilla qubits \( n_a = O(\beta D^2/\epsilon) \). For any \( 0 < \epsilon \leq 1 \), set \( \lambda = O(\sqrt{c}/\beta D^{3/2}) \) and \( \gamma = O(\epsilon/\beta D) \). Then we have

\[
\delta(\mathbb{E}[\rho_d] | \rho_0) \leq \delta(\rho_d^{\text{opt}} | \rho_0) + O(\epsilon),
\]

where \( \delta(\sigma | \rho) \) is the trace distance.

In this Theorem, depth \( d \) is selected to ensure that the process produces \( O(D) \) successful transitions. Algorithm 2 is therefore always comparable to the \( D \)-step Metropolis algorithm in accordance with the theorem. The average time of preparing the thermal state would scale as \( t \propto \gamma^{-1}d = O(\beta D^3/\epsilon) \), where the scaling of \( D \) with the system size depends on the Hamiltonian structure. Thus, whenever quantum Metropolis algorithm requires polynomial resources, then Algorithm 2 is also a polynomial-time algorithm.

**Simulations and IBMQ experiments.** We illustrate the performance of the algorithms using the 2-local Hamiltonian

\[
H = \sum_{\alpha=1}^{3} \sum_{i<j} J_{ij}^\alpha S_i^\alpha S_j^\alpha + \sum_{i=1}^{n} \mu_i Z_i,
\]  

where \( S_i^\alpha = \{X^\alpha, Y^\alpha, Z^\alpha\} \) is the set of Pauli matrices and \( J_{ij}^\alpha \) are couplings between qubits, \( \mu_i \) are single-qubit coefficients. This Hamiltonian encompasses a broad class of interesting models. For example, in one-dimension and with \( J_{i,i+1}^x = J_{i,i+1}^y = 0, \mu_1 = -J_{i,i+1}^z = \mu \), it becomes the celebrated Fermi-Hubbard model that cap-
tures interaction-induced phenomena such as the metal-insulator transition [50]. The Hamiltonian in Eq. (15) models exotic spin liquid states [51] and rich phenomena in quantum criticality [52]. We comment that for Hamiltonians with local Pauli terms, Algorithm 1 becomes more efficient: A CNOT gate plus single qubit gates can implement any 2-qubit gate in Eq. (2) that connects a system qubit with a qubit in the ancilla. Further, a three-qubit gate that interacts two of the system’s qubits with a qubit in the ancilla can be implemented with just two CNOT gates plus single qubit gates (see Supplement Section 1F for details).

We measure the performance of the algorithms by computing the overlaps between the simulated output state and the Hamiltonian eigenstates and then compare that to the overlaps between eigenstates and the ideal Gibbs thermal state. Fig. 2(a) shows such comparison for Algorithm 1 applied to noiseless and noisy circuits. While noiseless circuits give accurate results, the noise inevitably degrades the accuracy of thermal state preparation by increasing the overall state entropy. To study the dependence of the errors on temperature, we show the dependence of the state energy $E = \text{Tr} (\hat{\rho}_\beta \hat{V})$ as a function of temperature by comparing it to the exact thermal values $\langle H \rangle_\beta$ in Fig. 2(b). Evidently, the performance of the algorithm at high temperatures is better than the low temperatures. Fig. 2(d,e) show similar dependencies for Algorithm 2. Both algorithms were implemented on the latest version of IBM quantum hardware; we run the algorithms on Qiskit for small devices, as shown in Fig 2(c,f).

Noise and error mitigation. For both algorithms, the error can be reduced by adjusting circuit parameters (gate angles or Hamiltonian parameters). Using the same parameters for each sampling run and adjusting them to minimize the output’s free energy, better precision can be achieved. In practice, such an optimization utilizes a classical computer, similar to existing variational quantum algorithms. In this scheme, the classical computer uses readings from the circuit output and has the power to adjust the parameters of the circuit for the next run to achieve better performance, see Fig. 1(b,d). By utilizing such feedback loop we effectively perform error mitigation.

It is worth emphasizing that these algorithms have advantages over variational algorithms beyond just providing provable guarantees. In particular, a typical noiseless circuit must return an output state which is $\epsilon$-close to the target state; this significantly reduces the barren plateau problem. Even in the presence of noise, when such $\epsilon$-closeness is hard to prove, we empirically observe that random configurations are suitable ansatz.

To mitigate errors in Algorithm 1, we optimize over random gate angles $\theta_{mk}$. Fig. 2(a) shows a significant improvement compared to average-case scenario for the Hamiltonian in Eq. (15). Also, Fig. 2(b) shows that the thermal state energy as a function of temperature also improves, with better performance at higher temperatures. We use a similar optimization for Algorithm 2, with results shown in Fig. 1(d,e). For simplicity, we look into parametrized family of local operators $V^{(mk)} = a_{mk} X_m + b_{mk} Z_m$, where $a_{mk}, b_{mk}$ are real numbers. Thus, the circuit can further be adjusted over the set $\mathcal{T} = \{ t_k, \omega_{mk}, a_{mk}, b_{mk} \}$. We start from an arbitrary choice of these parameters. To get faster convergence we start with larger values of $a_{mk}$ and $b_{mk}$ to take larger steps towards the Gibbs state and then decrease them with $k$ to converge to the optimal (not unlike the adaptive gradient descent). The resulting occupation of energy levels in Fig. 2(c) exhibits significant improvement compared to the noisy case. Fig. 2(b) illustrates the performance for different temperatures and as can be seen the performance improves with increasing temperature (similar to noiseless case).

Conclusions and outlook. We proposed two quantum algorithms that take advantage of random quantum circuits to prepare thermal Gibbs states. These algorithms are amenable to further improvements. For example, $O(1)$-temperature Gibbs states for one-dimensional classical Hamiltonians allow sampling in polynomial time by combining Algorithm 1 and merging technique proposed in [17], which also reduce required resources in higher dimensions. Further, the error associated with finite depth in Algorithm 1 could be reduced by using higher-order product formulas [14] and randomized gate positions [53]. Both algorithms may be improved by more refined implementations such as layer-by-layer optimization [54] and supervised machine learning for optimizing circuit parameters.

In Algorithm 2, local Hamiltonian evolution is required, which can currently be performed on existing quantum simulation devices. Nevertheless, for digital quantum computing platforms, continuous-time dynamics remains challenging since it requires a minimum number of $O(n/\gamma)$ trotterized circuit layers at each cycle in order to achieve a desirable degree of precision [14]. On the other hand, periodically-driven (Floquet) systems can be simulated more effectively using digital devices. Thus, using Algorithm 2, it is possible to prepare quasi-thermal states for Floquet Hamiltonians, including topological states with zero quasienergy [55]. We leave a thorough investigation of this for future work.

While preparing this manuscript, we became aware of [56], which similar to our Theorem 2 shows that ETH indeed implies fast thermalization to the Gibbs state.

Available Code. The code used to generate presented data is available at: https://github.com/IBM/gibbs-qalgrthms
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I. DETAILS OF ALGORITHM 1

In this section, we analyze the performance of Algorithm 1. It contains three basic steps: randomizing the angles by choosing \(\theta_{\text{mk}} \in \mathcal{N}(0,1)\), running the circuit for a random initial state (which can be taken to be a random product state), and measuring the outcome. If all intermediate ancilla measurements return zero, the circuit accepts; otherwise rejects the output and the circuit is re-run. Once the circuit accepts, we obtain a bit string by measuring the qubits and repeat the procedure to obtain another sample. There are three modes of implementing the algorithm in the sampling loop, as shown in Fig 1(c). In the first mode \((\alpha = 1)\), the circuit is randomized every time we run it regardless of the acceptance or rejection of the circuit. This way we obtain circuit-averaged outcome of the form \(\rho_{\beta,d} \propto \mathbb{E}_{\Theta} P[\Theta] \rho[\Theta]\), where \(P_{\beta,d}[\Theta]\) is the probability of acceptance and \(\rho[\Theta]\) is the postselected output density matrix. In the second mode \((\alpha = 2)\), we randomize the circuit only if the circuit accepts. Finally, in the third mode \((\alpha = 3)\), we fix the randomly generated circuit angles for the entire computation process. The latter gives us a circuit-specific outcome, \(\rho_{\text{out}} = \rho[\Theta]\).

Our current work utilizes all three modes of Algorithm 1. For example, the averaged simulated curves in Fig. 2(a,b,d,e) in the main text are computed in mode 1. The optimized curves on the same plots, however, require the use of fixed gate angles throughout the experiment, which is equivalent to mode 3. Finally, IBMQ experiments are conducted using mode 2 because it requires fewer communication rounds with the device.

A. Quasi-thermal distribution in Eq. (4)

Here we evaluate the thermal distribution in Eq. (4) in the main text that is obtained using mode 1 \((\alpha = 1)\). This distribution is a particular case of the Algorithm for the number of ancilla qubits \(n_a = 1\). We recall that Algorithm 1 can be performed by a series of \(d\) gates, where for each \(k \in \{1, 2, \ldots, d\}\)

\[
U(\theta_k, H) = \exp\left(i\theta_k \sqrt{\beta H/d} \otimes X\right), \quad (S.1)
\]

where \(X\) applies to ancilla qubit. This operation is followed by the measurement of the ancilla qubit and postselection. Let \(\rho_{\beta,k}\) be the postselected output of \(k\)-th gate, and set \(|\Psi_0\rangle = |\psi\rangle|0\rangle\) as the initial state. Then, the first gate results in:

\[
|\Psi_1\rangle := U(\theta_k, H)|\Psi_0\rangle = \cos(\theta_1 \sqrt{\beta H/d})|\psi\rangle|0\rangle + i\sin(\theta_1 \sqrt{\beta H/d})|\psi\rangle|1\rangle. \quad (S.2)
\]
Algorithm 1

Input
\( \alpha \in \{1, 2, 3\} \) (mode index)
\( L \geq 1 \) (number of samples)
\( d \geq 1 \) (circuit depth)
\( h_m, m \in 1 \ldots M \) (Hamiltonian terms)

Output
\( S \) (qubit measurements outcomes)
if \( \alpha = 3 \) then
set \( \{\theta_m\}, \theta_m \in \mathcal{N}(0, 1) \)
end if
\( l = 1 \)
while \( l \leq L \) do
\( s = 1 \)
if \( \alpha = 2 \) then
set \( \{\theta_m\}, \theta_m \in \mathcal{N}(0, 1) \)
end if
\( k = 1 \)
\( m = 1 \)
while \( k \leq d \) do
while \( m \leq M \) do
if \( s = 0 \) then
\( |\psi\rangle \leftarrow U(\theta_k, \beta H/d)|\psi\rangle \)
measure ancilla, \( s \leftarrow \) result
\( k = k + 1 \)
else
if \( \alpha = 1 \) then
set \( \{\theta_m\}, \theta_m \in \mathcal{N}(0, 1) \)
end if
\( |\psi\rangle = |r\rangle \otimes |0\rangle, r \in \mathbb{C}^2 \)
\( k = 1 \)
\( s = 0 \)
end if
end while
end while
measure qubits, add to \( S \)
end while

Let us define \( r_{\beta,d} = \mathbb{E}[P_{\beta,d}\rho_{\beta,d}] \), where \( P_{\beta,d} \) is the probability of circuit acceptance. The outcome of the first gate, upon averaging the angle, and post-selecting on \( |0\rangle_A \) which below we simply denote by \( |0\rangle \) gives
\[
\begin{align*}
r_{\beta,1} := \langle 0|E_{\theta_1}|\Psi_1\rangle|\langle 0|1\rangle = \frac{1}{2^n} E_{\theta_1} \cos^2(\theta_1 \sqrt{\beta H/d}) \\
= \frac{1}{2^{n+1}} E_{\theta_1} \left[ I + \cos(2\theta_1 \sqrt{\beta H/d}) \right] \\
= \frac{1}{2^{n+1}} \left[ I + \exp(-2\beta H/d) \right].
\end{align*}
\]
(S.3)

Iterating this procedure, it is straightforward to show that the density matrix after \( d \) gates take the form
\[
r_{\beta,d} = \frac{1}{2^{n+d}} \left[ I + \exp(-2\beta H/d) \right]^d \quad \text{(S.4)}
\]

Using binomial decomposition and normalizing the outcome, we arrive at
\[
\rho_{\beta,d} = \frac{1}{Z_{\beta,d}} \sum_{k=0}^{d} \binom{d}{k} \exp(-\beta k H),
\]
(S.5)

where \( \beta_k = 2\beta k/d \) and \( Z_{\beta,d} = \sum e^{-\beta E_\mu} \cos^d(\beta E_\mu/d) \) is modified partition function, and \( E_\mu \) is the spectrum of Hamiltonian \( H \). This proves Eq. (4) in the main text.

B. Error scaling in Eq. (5)

We now derive the asymptotic behaviour for the error, where \( d^{-1} \) is the small parameter. We use the expansion
\[
\begin{align*}
\tilde{\rho}_{\beta,d} &\propto \exp(-\beta H) \cos^d(\beta H/d) \\
&= \exp\left( -\beta H + \frac{\beta^2 H^2}{2d} + O\left( \frac{1}{d^2} \right) \right) \quad \text{(S.6)}.
\end{align*}
\]

The convergence of this state to the Gibbs state \( \rho_{\beta} \) is established as follows:

**Lemma 1** Consider density operator
\[
\rho'_{\beta} = \frac{1}{Z'} e^{-\beta (H + \lambda V)},
\]
where \( Z' = \text{Tr} e^{-\beta (H + \lambda V)} \), \( V \) is Hermitian operator and \( \lambda \) is a small parameter. Then
\[
S(\rho_{\beta}\|\rho'_{\beta}) \leq \frac{1}{2} \lambda^2 \beta^2 \left( \langle V^2 \rangle_{\beta} - \langle V \rangle_{\beta}^2 \right) + O(\lambda^3). \quad \text{(S.8)}
\]

**Proof of Lemma 1.** We express
\[
S(\rho_{\beta}\|\rho'_{\beta}) = (\log \rho_{\beta} - \log \rho'_{\beta})_{\beta} \\
= -\log Z + \lambda \beta \langle V \rangle_{\beta} + \beta \text{Tr} e^{-\beta (H + \lambda V)}.
\]
Using Golden–Thompson inequality, we get
\[
\begin{align*}
S(\rho_{\beta}\|\rho'_{\beta}) &\leq \lambda \beta \langle V \rangle_{\beta} + \log Z^{-1} \text{Tr} e^{-\beta H} e^{-\lambda \beta V} \\
&= \lambda \beta \langle V \rangle_{\beta} + \log(e^{-\lambda \beta V})_{\beta}.
\end{align*}
\]
Using the Taylor expansion, we get
\[
\log(e^{-\lambda \beta V})_{\beta} = -\lambda \beta \langle V \rangle_{\beta} + \frac{1}{2} \lambda^2 \beta^2 \left( \langle V^2 \rangle_{\beta} - \langle V \rangle_{\beta}^2 \right) + O(\lambda^3).
\]
(S.11)

Substituting this into Eq. (S.10), proves the Lemma. □

Using Eq. (S.6) and Lemma 1, where \( \lambda = d^{-1} \) and \( V = \beta^2 H^2/2 + O(d^{-1}) \), we get
\[
S(\rho_{\beta}\|\tilde{\rho}_{\beta,d}) \leq \frac{\beta^4}{8d^2} \left( \langle H^4 \rangle_{\beta} - \langle H \rangle_{\beta}^2 \right) + O\left( \frac{1}{d^3} \right). \quad \text{(S.12)}
\]

This expression gives us the asymptotic behaviour of the error in Eq. (5) in the main text.

C. Success probability

The circuit results must be accepted only if all ancilla measurements return zero. The probability of such event success is determined by Eq. (S.4) as
\[
P_{\beta,d} = \text{Tr} \rho_{\beta,d} = \frac{Z_{\beta,d}}{2^n} \quad \text{(S.13)}
\]
where $Z_{\beta,d}$ is modified partition function that satisfies

$$Z_{\beta,d} := \sum_{\mu} e^{-\beta E_\mu} \cosh^d(\beta E_\mu/d) \geq \sum_{\mu} e^{-\beta E_\mu} = Z_{\beta}.$$  

(S.14)

Therefore,

$$P_{\beta,d} \geq 2^{-n}, \quad \alpha = 1 - (\log_2 Z_{\beta})/n$$  

(S.15)

Note that $\beta = 0$ corresponds to the partition function $Z_\beta = 2^n$ for any Hamiltonian. In this case, as follows from Eq. (S.15), the success probability is $P_{\beta,d} = 1$. This observation is easily explained by noting that in the case $\beta = 0$ all the gates in the circuit are trivial and the system state is already initialized in infinite-temperature (fully mixed) state.

D. Proof of Theorem 1

We recall that the system state dynamics includes $d$ cycles, each consisting of $M$ gates followed by postselected measurements of the ancilla. Let $\rho_{m,k}[\Theta]$ be the state of the system qubits after the measurement of the $m$-th gate in the $k$-th cycle, where as before $\Theta := \{\theta_{mk}\}$ denotes the dependence on the angles. And let $P_{m,k}[\Theta]$ be the probability of acceptance of the overall circuit at $\theta = 0$ all the gates in the circuit are trivial and the system state is already initialized in infinite-temperature (fully mixed) state.

$$\rho_{m,k}[\Theta] = P_{m-1,k}[\Theta] \rho_{m-1,k}[\Theta] \otimes \rho_{mk}[\Theta]$$

(S.16)

where $U_{mk} := U(\theta_{mk}, \beta h_m/d)$ is defined in Eq. (2) in the main text and we defined the map

$$\Phi_m(\cdot) := \cos(\theta_{km} \sqrt{\beta h_m/d})(\cdot) \cos(\theta_{km} \sqrt{\beta h_m/d})$$

(S.17)

Using this recurrence relation, we can also connect the probability-weighted state of the system at the end of the $k-1$ cycle to the one at the beginning of the $k$th cycle

$$\rho_{M,k}[\Theta] = \Phi_M \circ \Phi_{M-1} \circ \cdots \circ \Phi_1(\rho_{M,k-1})$$

(S.18)

We set the input state to be the fully mixed state, i.e.

$$\rho_0 = I/2^n,$$ where $I$ is $2^n \times 2^n$ identity matrix. Then, the overall circuit output is

$$P_{M,d}[\Theta] \rho_{M,d}[\Theta] = C[\Theta] \rho_0 C[\Theta] = \frac{1}{2^n} C[\Theta] C[\Theta] \rho_0 C[\Theta]$$

(S.19)

where we defined the propagator

$$C[\Theta] := \prod_{k=1}^d \left( \prod_{m=1}^M \cos(\theta_{mk} \sqrt{\beta h_m/d}) \right).$$

(S.20)

and $\prod_{m=1}^M \cos(\theta_{mk} \sqrt{\beta h_m/d})$ is ordered direct product defined as $\prod_{m=1}^M a_m := a_M \cdots a_1$. The asymptotic behaviour of the output state in Eq. (S.19) is given by:

**Lemma 2** Assuming that $d^{-1}$ is small,

$$C[\Theta] C'[\Theta] = \exp \left[ -\beta \left( H + \frac{1}{d} V \right) \right],$$

(S.21)

where

$$V = \sum_{m=1}^M \sum_{k=1}^d \left[ (\theta_{mk}^2 - 1) h_m + \frac{\beta}{6d} \theta_{mk}^4 h_m^2 \right] + O(1).$$

(S.22)

**Proof of Lemma 2.** First, we use Taylor’s expansion by inverse depth $d^{-1}$ to express

$$\cos(\theta_{mk} \sqrt{\beta h_m/d}) = 1 - \frac{\beta h_m}{2d} \theta_{mk}^2 + \frac{\beta^2 h_m^2}{24d^2} \theta_{mk}^4 + O\left( \frac{1}{d^4} \right)$$

$$= \exp \left[ -\frac{\beta h_m}{2d} \theta_{mk}^2 + \frac{\beta^2 h_m^2}{12d^2} \theta_{mk}^4 + O\left( \frac{1}{d^4} \right) \right]$$

$$= \exp \left( -\frac{\xi_{mk}}{d} \right),$$

(S.23)

where $\xi_{mk} := \beta \theta_{mk}^2 h_m^2/2 + \beta^2 \theta_{mk}^4 h_m^4/12d + O(d^{-2})$. Using this representation, we rewrite

$$C[\Theta] C'[\Theta] = C[\Theta] C[\Theta] \exp \left( -\frac{\xi_{mk}}{d} \right).$$

(S.24)

Using Suzuki-Trotter product formula (see [14, 48]), we express

$$C[\Theta] C'[\Theta] = \exp \left( -\frac{2}{d} \sum_{m=1}^M \sum_{k=1}^d \xi_{mk} + O\left( \frac{1}{d} \right) \right).$$

(S.26)

Using this result, we obtain the expression

$$C[\Theta] C'[\Theta] =$$

$$= \exp \left( -\frac{\beta}{d} \sum_{m=1}^M \sum_{k=1}^d \left[ (\theta_{mk}^2 - 1) h_m + \frac{\beta}{6d} \theta_{mk}^4 h_m^2 \right] + O\left( \frac{1}{d} \right) \right)$$

$$= \exp \left[ -\beta H - \frac{\beta}{d} \sum_{m=1}^M \sum_{k=1}^d \left[ (\theta_{mk}^2 - 1) h_m + \frac{\beta}{6d} \theta_{mk}^4 h_m^2 \right] + O\left( \frac{1}{d} \right) \right].$$

(S.27)

This leads us to the statement of the Lemma. □

Let us first derive the performance of the algorithm in mode 1. To do so, we first express the expected density matrix as

$$\hat{\rho}_{\beta,d} = E_\Theta C[\Theta] C'[\Theta] / \text{Tr} \left( E_\Theta C[\Theta] C'[\Theta] \right)$$

(S.28)
Using Taylor expansion, we get
\[ S(\rho_\beta \| \tilde{\rho}_\beta) = \langle \rho_\beta - \tilde{\rho}_\beta, \beta \rangle \]
\[ = -\log Z_\beta - \beta H + \log \mathbb{E}_\Theta \text{Tr} e^{-\beta (H + V/d)} \]
\[ - \langle \log \mathbb{E}_\Theta e^{-\beta (H + V/d)} \rangle_\beta \]  
(S.29)

By applying Golden-Thompson inequality to the second term and Jensen’s inequality to the third term in r.h.s., we get
\[ S(\rho_\beta \| \tilde{\rho}_\beta) \leq -\log Z_\beta - \beta H + \log \mathbb{E}_\Theta \text{Tr} e^{-\beta H} e^{-\beta V/d} \]
\[ - \langle \log \mathbb{E}_\Theta e^{-\beta H} e^{-\beta V/d} \rangle_\beta \]
\[ = \beta \langle V \rangle_\beta + \log \mathbb{E}_\Theta (e^{-\beta V/d})_\beta \]  
(S.30)

Using that \( \mathbb{E}_\Theta (\theta^2_{mk} - 1) = 0 \) and \( \mathbb{E}_\Theta (\theta^2_{mk} - 1)^2 = 2 \), we obtain
\[ \mathbb{E}_\Theta \langle V \rangle_\beta = 2d \sum_{m=1}^M \langle h_m^2 \rangle_\beta + O(1), \]  
(S.32)

Thus, we get the bound
\[ S(\rho_\beta \| \tilde{\rho}_\beta) \leq \frac{A \beta^2 M}{d} \]  
(S.33)

where \( A = M^{-1} \sum_{m=1}^M h_m^2 + O(1/d) \).

Next, to derive the bounds for modes 2 and 3, we combine Lemmas 1 and 2 to express
\[ \mathbb{E}_\Theta S(\rho_\beta \| \rho(\Theta)) \leq \frac{\beta^2}{2d^2} \mathbb{E}_\Theta \left( \langle V \rangle_\beta - \langle V \rangle_\beta^2 \right) + \left( \frac{1}{d^3} \right). \]  
(S.34)

Similar to Eq. (S.32), we obtain
\[ \mathbb{E}_\Theta \langle V \rangle_\beta = 2d \sum_{m=1}^M \langle h_m \rangle_\beta^2 + O(1). \]  
(S.35)

Therefore, the expected relative entropy is
\[ \mathbb{E}_\Theta S(\rho_\beta \| \rho(\Theta)) \leq \frac{C \beta^2 M}{d}, \]  
(S.36)

where we denoted
\[ C = \frac{1}{M} \sum_{m=1}^M \text{Var}_\beta (h_m) + O \left( \frac{1}{d} \right) \]  
(S.37)

where \( \text{Var}_\beta (x) = \langle x^2 \rangle_\beta - \langle x \rangle_\beta^2 \).

By Jensen’s inequality, we have
\[ S(\rho_\beta \| E(\rho_\beta, d)) \leq \mathbb{E} S(\rho_\beta \| \rho_\beta, d) \leq \frac{C \beta^2 M}{d} \]  
(S.38)

Using Markov’s inequality, for any \( x > 0 \) we have
\[ \text{Prob} \left( S(\rho_\beta \| \rho(\Theta)) > x \right) \leq \frac{1}{x} \mathbb{E}_\Theta S(\rho_\beta \| \rho(\Theta)) \]  
(S.39)

Using Eq. (S.36) and choosing \( x = \mathbb{E}_\Theta S(\rho_\beta \| \rho(\Theta))/\epsilon \), we obtain the expression
\[ \text{Prob} \left( S(\rho_\beta \| \rho(\Theta)) \right) \geq \frac{C \beta^2 M}{\epsilon d} \leq \epsilon. \]  
(S.40)

Thus, we prove Theorem 1.

E. Simulation of Algorithm 1

Let us first explain the simulation of noiseless circuits. Given circuit parameters \( \Theta \), as defined in Eq. (6), the output system-ancilla density matrix \( \rho_{M,d}(\Theta) \otimes |0\rangle \langle 0| \) in system and ancilla space, where
\[ \rho_{M,d}(\Theta) = \frac{1}{P_{M,d}(\Theta)} \text{Tr}_A \prod_{k=1}^d P_{mk} R_{U_{mk}} \left( \frac{1}{2n} I_S \otimes |0\rangle \langle 0| \right), \]  
(S.41)

where \( R_U(\Theta) = U^* U^\dagger \) is a unitary map, \( U_{mk} = \exp(i \theta_{mk} h_m \otimes X_m) \) are unitary gates, \( P_{mk}(\Theta) = \Pi_{mk} \Pi_{mk}^\dagger \) is the projection onto the zero state of the ancilla qubit \( \sigma_m \), \( \Pi_{mk} = I_{\text{SU}(\sigma_m \otimes |0\rangle \langle 0|)} \) and \( P_{M,d}(\Theta) \) is the success probability.

The expected output state overlaps with the eigenstates of the Hamiltonian \( |\mu\rangle \) is equal to
\[ n_\mu = \frac{1}{N} \sum_\Theta \langle \mu | \rho_{M,d}(\Theta) | \mu \rangle, \]  
(S.42)

where \( |\mu\rangle \) are eigenstates of the Hamiltonian \( H \), and the sum is formally taken over all sets of random angles and \( N = \sum_\Theta P_{M,d}(\Theta) \) is an overall normalization factor. We estimate the expectation value using \( 10^3 \) randomly chosen angle configurations \( \Theta \). The result is shown in Fig. 2(a) (blue circled lines) for \( \beta = 1 \) compared to the theoretical prediction (dashed line)
\[ n_\mu = Z^{-1} \exp(-\beta E_\mu), \quad Z = \sum_{\mu=1}^{2^n} \exp(-\beta E_\mu). \]  
(S.43)

We also evaluate the temperature dependence of the output state energy,
\[ E(\beta) = \frac{1}{N} \sum_\Theta \langle \mu | \rho_{M,d}(\Theta) | H \rangle, \]  
(S.44)

and compare it to theoretical thermal value,
\[ E_{\text{theor}}(\beta) = \sum_{\mu=1}^{2^n} E_\mu \exp(-\beta E_\mu). \]  
(S.45)

The output energy dependence is shown in Fig. 1(b) by blue line (circles) and the thermal value is depicted by dashed line.
Now let us consider the effects of noise. For this, we replace the output of noiseless circuit by
\[
\rho_{\beta,d}^{\text{noisy}} = \frac{1}{p_{\beta,d}} \text{Tr}_A \left[ \prod_{mk} P_{mk} R_{U_{mk}}^{\text{noisy}} \left( \frac{1}{2^n} I_S \otimes |0\rangle\langle 0| \right) \right],
\] (S.46)
where, we added noise to every gate involved in the simulation as
\[
R_{U}^{\text{noisy}} := D_U \circ R_U \tag{S.47}
\]
where
\[
D_U(*) = \prod_{r \in S(U)} \left[ (1 - 3p_U)(*) + p_U \sum_{E \in S_r} E(*)E \right] \tag{S.48}
\]
where \(S_r = \{X_r, Y_r, Z_r\}\), \(S(U)\) is support of operator \(U\) and \(p_U \geq 0\) is the depolarizing error probability associated with gate \(U\).

\section{F. Optimized gate implementation}

The representation of generic gates as standard one- and two-qubit gates is resource-demanding. There is a way to represent a generic two-qubit gate using only three two-qubit entangling gates \[57\]. A generic three-qubit gate, however, would require many two-qubit entangling gates to be implemented.

In our case, there is a way to avoid similar computational burdens. As we recall, ancilla qubits are measured after every gate, and we accept circuits if the measurement is zero. Therefore, each two- or three-qubit gate has a zero ancilla value in its input. Then, in the case of this particular input and Pauli terms in Eq. (15), there is a simpler method of implementing desired circuits. Gates dedicated to the terms \(h_m \propto Z_i\) can be implemented, for example, by just a single entangling gate
\[
R_X(\theta)|\psi\rangle|0\rangle \equiv R_X(\theta) H_i \cdot \text{CNOT}_{A \rightarrow i} \cdot H_i R_X(\theta)|\psi\rangle|0\rangle, \tag{S.49}
\]
where \(H_i\) is Hadamard gate for qubit \(i\), \(\text{CNOT}_{A \rightarrow i}\) is a controlled \(\text{NOT}\) gate that applies to qubit \(i\) and uses the ancilla \(A\) as control, and \(R_X(\theta) = \exp(\frac{1}{2} i \theta X_A)\) acts on ancilla qubit. Similarly, the gate implementing the term \(h_m \propto X_i X_j\) requires only two controlled-\(\text{NOT}\) operations and single-qubit-gates,
\[
\exp \left( i \frac{\theta}{2} (I + X_i X_j) X_A \right) |\psi\rangle|0\rangle \equiv R_X(\theta) \text{CNOT}_{A \rightarrow i} \cdot \text{CNOT}_{A \rightarrow j} \cdot R_X(\theta)|\psi\rangle|0\rangle,
\]
\[
\exp \left( i \frac{\theta}{2} (I + Y_i Y_j) X_A \right) |\psi\rangle|0\rangle \equiv R_X(\theta) S_i S_j \cdot \text{CNOT}_{A \rightarrow i} \cdot \text{CNOT}_{A \rightarrow j} \cdot S_i^\dagger S_j^\dagger \cdot R_X(\theta)|\psi\rangle|0\rangle,
\]
\[
\exp \left( i \frac{\theta}{2} (I + Z_i Z_j) X_A \right) |\psi\rangle|0\rangle \equiv R_X(\theta) H_i H_j \cdot \text{CNOT}_{A \rightarrow i} \cdot \text{CNOT}_{A \rightarrow j} \cdot H_i H_j \cdot R_X(\theta)|\psi\rangle|0\rangle, \tag{S.50}
\]
where \(S_i\) is \(S\)-gate on \(i\th qubit. The circuit for the Hamiltonian in Eq. (15) is shown in Fig. S1. As this circuit is built from native gates, its implementation is straightforward using tools such as IBM Qiskit.

\section{II. DETAILS OF ALGORITHM 2}

\subsection{A. Proof of Theorem 2}

Let us review Algorithm 2 in the main text. During thermal state preparation, the system and ancilla qubits go through multiple cycles of unitary evolution in which the ancilla must be properly reset before every cycle. In this case, the expected state of the system qubits obeys the update rule
\[
\forall k \geq 0 : \quad \rho_{k+1} = E \text{Tr}_A \left( U_k [p_k \otimes \sigma^A_k] U_k^\dagger \right), \tag{S.51}
\]
where \(\sigma^A_k = \bigotimes_{m=1}^{n_a} \left[ n(\omega_{mk})|0\rangle\langle 0| + n(-\omega_{mk})|1\rangle\langle 1| \right]\) is cycle-specific initial state of the ancilla, \(n_a\) is the number of ancilla qubits, \(\omega_{mk} \in [-\Omega, \Omega]\) are random frequencies, \(n(\omega) = (1 + \exp(\beta \omega))^{-1}\) is binary thermal distribution. The initial state of the system qubits is \(\rho_0 = 2^{-n} \sum_{\mu} |\mu\rangle\langle \mu|\) and the unitary evolution takes the form
\[
U_k = \exp(-i H[k] t_k), \tag{S.52}
\]
where \(t_k\) are random time intervals generated from Poisson distribution \(p(t) = \gamma \exp(-\gamma t)\) and \(H_k\) is given by Eq. (10) in the main text. The expectation \(E = \mathbb{E}_t \mathbb{E}_R \mathbb{E}_\omega\) in Eq. (S.51) is a composition of independent averages over random times \(t_k (\mathbb{E}_t)\), frequencies \(\omega_{mk} (\mathbb{E}_\omega)\), and the random GUE operators in \(V_{m[k]} (\mathbb{E}_R)\).

We will compare this algorithm with the Metropolis algorithm,
\[
\rho_k^m = \sum_\mu \hat{p}_k |\mu\rangle \langle \mu|, \quad \hat{p}_k = \sum_\nu \Lambda_{\mu \nu} \hat{p}_{k-1 \nu}, \tag{S.53}
\]
where \(\hat{p}_{mk}\) are energy level occupations and transition amplitudes \(\Lambda_{\mu \nu} = (1 - T_k^\nu) \delta_{\mu \nu} + T_k^\nu\). For this purpose, we use perturbation theory assuming parameters \(\lambda\) and \(\gamma\) are small and express lowest-order contribution in the dynamical equations on \(p_k\) in Eq. (S.52).

As a first step, it is convenient to represent the unitary map using the Liouville superoperator \(\mathcal{L}_k(*) := -i[H[k],*]\) as
\[
\exp(\mathcal{L}_k(t))(*) = U_k \star U_k^\dagger. \tag{S.54}
\]
Next, we use the decomposition \(\mathcal{L}_k = \mathcal{L}_k^0 + \lambda \mathcal{L}_k^1\), where
\[
\mathcal{L}_k^0(*) := -i[H \otimes I_A + \sum_m I_S \otimes B_{m[k]}^{[k]}], \tag{S.55}
\]
\[
\mathcal{L}_k^1(*) := -i \sum_m [I \otimes V_{q[m]}^{[k]} \otimes X_m], \tag{S.55}
\]
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Eqs. (S.49) and (S.50). Gates labeled by $H$ and $S$ denote Hadamard gates and standard S-gates, gates labeled by $\theta_k$ (here we omitted the label of the cycle) implement unitaries $u_{km} = \exp \left( \frac{i}{\hbar} \theta_k v_m X \right)$, $v_m = \sqrt{\beta_{cm}/d}$, $\alpha_m$ is coefficient in front of Pauli term, and symbol “0” next to a box indicates postselected measurement.

and $I_S, I_A$ are identities on the space of system and ancilla qubits respectively.

The average over time intervals can be evaluated in the superoperator representation as

$$
\rho_{k+1} = E_R E_\omega E_I Tr_A \left[ \exp(\mathcal{L}_k t) \rho_k \otimes \sigma^A_k \right]
$$

$$
= \gamma E_R E_\omega Tr_A \left[ \int_0^\infty dt e^{-\gamma t} \exp(\mathcal{L}_k t) \rho_k \otimes \sigma^A_k \right]
$$

$$
= \gamma E_R E_\omega Tr_A \left[ \frac{1}{\gamma - \mathcal{L}_k^\beta} \rho_k \otimes \sigma^A_k \right].
$$

(S.56)

The next step is to express the propagator as a series over the parameter $\lambda$ (also known as Dyson’s series), resulting in the expression

$$
\frac{1}{\gamma - \mathcal{L}_k^\beta - \lambda \mathcal{L}_k^\beta} = \frac{1}{\gamma - \mathcal{L}_k^\beta} \sum_{\ell=0}^{\infty} \lambda^\ell \left( \mathcal{L}_k^\beta \frac{1}{\gamma - \mathcal{L}_k^\beta} \right)^\ell.
$$

(S.57)

Our next steps are based on an ansatz. We assume the density matrix under the recursion remains diagonal up to $O(\lambda^4)$,

$$
\rho_k = \sum_\mu p_{k\mu} |\mu\rangle \langle \mu| + O(\lambda^4),
$$

(S.58)

where $p_{k\mu} \geq 0$ are occupations of the energy levels. We will later prove that this anzats is consistent. Upon inserting series in Eq. (S.57), we note that all contributions from odd $\ell = 2q + 1$, $q \in \mathbb{N}$, exactly vanish. This result should be expected since the ancilla is initiated on a computational basis, and superoperator $\mathcal{L}_k^\beta$ is proportional to the $X$ operator acting on either the left or right side of the density operator. Hence, odd numbers of $\mathcal{L}_k^\beta$ always produce a zero-diagonal matrix that vanishes under partial trace transformation.

The expression in Eq. (S.56) takes the form

$$
\rho_k = \rho_{k-1} + \lambda^2 \sum_\mu p_{k\mu-1} C^{(2)}_k (|\mu\rangle \langle \mu|) + \lambda^4 C^{(4)}_k (|\mu\rangle \langle \mu|) + O(\lambda^6),
$$

(S.59)

where $C^{(\ell)}_k$ are linear maps defined as

$$
C^{(\ell)}_k (\rho) := \gamma E_R E_\omega Tr_A \left[ \frac{1}{\gamma - \mathcal{L}_k^\beta} \left( \mathcal{L}_k^\beta \frac{1}{\gamma - \mathcal{L}_k^\beta} \right)^\ell \rho \otimes \sigma^A_k \right].
$$

(S.60)

To evaluate the map for $\ell = 2$, we use

$$
\mathcal{L}^2_k |\mu\rangle \langle \nu| \otimes |a\rangle \langle b| = -i \sum_\alpha \omega_{mk} V_{mk}^{\alpha|a\rangle \langle b|}
$$

$$
+ i \sum_\alpha V_{mk}^{\alpha|a\rangle \langle b|}
$$

(S.61)

where $a, b \in \{0, 1\}$, $\bar{a} = \text{NOT}(a)$, and we denoted $V^{mk}_{\mu\nu} := \langle \mu|V^{mk}_{\nu}(\Omega^s)\rangle|\nu\rangle$. Also, we use

$$
\frac{1}{\gamma - \mathcal{L}_k^\beta} |\mu\rangle \langle \nu| \otimes |a\rangle \langle b| = \frac{1}{\gamma - \mathcal{L}_k^\beta} |\mu\rangle \langle \nu| \otimes |a\rangle \langle b|
$$

(S.62)

where $\omega_{01} = \omega$, $\omega_{10} = -\omega$, and $\omega_{00} = \omega_{11} = 0$.

Then, the second order can be expressed as

$$
C^{(2)}_k = E_R E_\omega \sum_{\alpha,\nu} \sum_{s=\pm1} n(s\omega) \left( \frac{V^{km}_{\mu\nu} V^{km}_{\alpha\nu}}{(\gamma - i\Omega_{\alpha\nu} - s\omega))(\gamma - i\Omega_{\mu\nu}) + \text{h.c.}) \right).
$$

(S.63)

The expectation $E_R$ must be taken using ETH random-matrix ansatz in Eq. (11) in the main text,

$$
E_R V^{mk}_{\nu\mu} V^{mk}_{\nu'\mu'} = V^2 (E_{\mu}) \delta_{\mu\mu'} \delta_{\nu\nu'} + |\sigma^{mk}_{\nu\mu}|^2 \delta_{\nu\nu'} \delta_{\mu\mu'}.
$$

(S.64)
Using triangle inequality of the trace distance, we get
\begin{equation}
\delta(\rho_k|\rho_k^{m}) \leq \frac{1}{2} \sum_{k=1}^{d} \text{Tr} |\delta \rho_k| \tag{S.73}
\end{equation}

By continuing this procedure, we finally get
\begin{equation}
\delta(\rho_d|\rho_d^{m}) \leq \frac{1}{2} \sum_{k=1}^{d} \text{Tr} |\delta \rho_k| \tag{S.73}
\end{equation}

From Eq. (S.71), by using triangle inequality, we get
\begin{equation}
\text{Tr} |\delta \rho_k| \leq O(\beta \gamma \|T^k\|) + \frac{1}{2} \text{Tr} |C_k^{(4)}(\rho_{k-1})| \tag{S.74}
\end{equation}

where \( \|T^k\| \) is the operator norm that exhibits the asymptotic behaviour \( \|T^k\| = O(n_a\lambda^2/\gamma \Omega) \).

\textbf{Lemma 3} For large \( 1/\gamma \) and any bounded operator \( \sigma \), the \( \ell = 4 \) map in Eq. (60) satisfies the asymptotic bound
\begin{equation}
\forall \sigma : \text{Tr} |C_k^{(4)}(\sigma)| \leq O\left(\frac{n_a}{\gamma^3 \Omega}\right) + O\left(\frac{n_a(n_a-1)\lambda^4}{\gamma^2 \Omega^2}\right) \tag{S.75}
\end{equation}

We prove this Lemma in the following section. Using Lemma 3, we obtain the asymptotic behaviour for the distance
\begin{equation}
\delta(\rho_d|\rho_d^{m}) \leq O\left(\frac{dn_a\lambda^2}{\gamma \Omega^{\beta} \gamma} + O\left(\frac{d\lambda^4}{\Omega}ight)\right) \tag{S.76}
\end{equation}

By the statement of the theorem, we use \( \Omega = c\|H\| \) as well as \( d = O(D^2) \), \( n_a = O(D\beta\|H\|) \), \( \lambda = O(\sqrt{\gamma}/\beta D^{\beta/2}) \) and \( \gamma = O(\epsilon/\beta D) \). Then, we get the asymptotic behavior of the first term
\begin{equation}
\beta d\frac{n_a\lambda^2}{\Omega} = O(\epsilon). \tag{S.77}
\end{equation}

In the same way, the second term scales as follows:
\begin{equation}
d\frac{n_a\lambda^4}{\gamma^3 \Omega} = O(\epsilon). \tag{S.78}
\end{equation}

Finally, the third term exhibits an asymptotic behavior
\begin{equation}
d\frac{n_a\lambda^4}{\gamma^2 \Omega^2} = O(\epsilon^2). \tag{S.79}
\end{equation}

If we combine these results, we get
\begin{equation}
\delta(\rho_d|\rho_d^{m}) \leq O(\epsilon). \tag{S.80}
\end{equation}

Using triangle inequality, we derive
\begin{equation}
\delta(\rho_d|\rho_d) \leq \delta(\rho_d^m|\rho_d) + \delta(\rho_d|\rho_d^{m}) \leq \delta(\rho_d^m|\rho_d) + O(\epsilon). \tag{S.81}
\end{equation}

This expression completes the proof of Theorem 2.
B. Proof of Lemma 3

The target map can be divided into four components:

\[ C_k^{(4)}(\rho) = S_1(\rho) + S_2^{(1)}(\rho) + S_2^{(2)}(\rho) + S_2^{(3)}(\rho), \] (S.82)

where the first map describes process involving one ancilla qubit,

\[ S_1(\rho) := \gamma E_{R,\omega} \sum_{m=1}^{n_a} \text{Tr} A [G_0 (\mathcal{L}^1_{mk} G_0)^4 \rho \otimes \sigma_k^A]. \] (S.83)

Here we denote \( G_0 := (\gamma - \mathcal{L}^0)^{-1} \). The rest of the maps correspond to processes involving two qubits that differ in terms of their order of coupling superoperators,

\[ S_2^{(1)}(\rho) := \gamma E_{R,\omega} \sum_{m \neq m'} \text{Tr} A [G_0 (\mathcal{L}^1_{m'k} G_0)^2 (\mathcal{L}^1_{mk} G_0)^2 \rho \otimes \sigma_k^A], \] (S.84)

\[ S_2^{(2)}(\rho) := \gamma E_{R,\omega} \sum_{m \neq m'} \text{Tr} A [G_0 \mathcal{L}^1_{mk} G_0 (\mathcal{L}^1_{m'k} G_0)^2 \rho \otimes \sigma_k^A], \] (S.85)

and

\[ S_2^{(3)}(\rho) := \gamma E_{R,\omega} \sum_{m \neq m'} \text{Tr} A [G_0 (\mathcal{L}^1_{m'k} G_0)^2 (\mathcal{L}^1_{mk} G_0)^2 \rho \otimes \sigma_k^A]. \] (S.86)

We introduce the left and right components of the coupling Liouville operator, \( \mathcal{L}^*_k = \mathcal{L}^1_{mk} + \mathcal{L}^1_{km} \), where

\[ \mathcal{L}^1_{km}(\sigma) := -i (I_C \otimes V^{[k]}_{q(m)} \otimes X_m) \cdot \sigma, \]
\[ \mathcal{L}^1_{km}(\sigma) := i \sigma \cdot (I_C \otimes V^{[k]}_{q(m)} \otimes X_m), \] (S.87)

Also, we introduce \( \mathcal{L}_S(*) = -i [H \otimes I, \cdot] \). Then,

\[ S_1(\rho) = E_{\omega} \sum_{s,r_1, r_2 = \pm 1} n(s\omega) \frac{1}{\gamma - \mathcal{L}_S^1} \mathcal{L}^1_{km} \rho \mathcal{L}^1_{km} \frac{1}{\gamma - \mathcal{L}_S^1} \mathcal{L}^1_{km} \rho \mathcal{L}^1_{km} \rho \mathcal{L}^1_{km} \rho, \] (S.88)

Let us introduce \( P_{\mu \nu} := |\mu\rangle \langle \nu| \), where \(|\mu\rangle \rangle \) is vector representation for the matrix element \(|\mu\rangle \langle \nu| \). Then,

\[ S_1(\rho) = \sum_{m=1}^{n_a} \sum_{r_1, r_2} \sum_{\mu, \nu} F_{\mu \nu} P_{\mu \nu} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \rho, \] (S.89)

where we denoted the vectors \( \mu = \{ \mu_i \} \) and \( \nu = \{ \nu_i \} \), and the coefficients are

\[ F_{\mu \nu} = \frac{1}{\gamma - i \Omega_{\mu \nu}} \frac{1}{\gamma - i \Omega_{\mu \nu}^2} \times \]
\[ \times \int_{-\Omega}^{\Omega} d\omega \int_{-\Omega}^{\Omega} \omega \frac{n(s\omega)}{\gamma - i \Omega_{\mu \nu} + sr_3\omega (\gamma - i \Omega_{\mu \nu} + sr_1\omega)} \leq O \left( \frac{1}{\Omega \gamma^4} \right). \] (S.90)

Therefore, the first map satisfies

\[ \text{Tr} |S_1(\rho)| \leq O \left( \frac{n_a}{\Omega \gamma^3} \right). \] (S.91)

In a similar fashion, we derive

\[ S_2^{(1)}(\rho) = \sum_{m \neq m'} \sum_{s, r_1, r_2} \sum_{\mu, \nu} B_{\mu \nu} P_{s \mu \nu} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \rho, \] (S.92)

where the coefficient is

\[ B_{\mu \nu} = \sum_{s, r_1, r_2 \neq \pm 1} \frac{1}{\gamma - i \Omega_{\mu \nu}} \frac{1}{\gamma - i \Omega_{\mu \nu}^2} \times \]
\[ \times \int_{-\Omega}^{\Omega} d\omega' \int_{-\Omega}^{\Omega} \omega' \frac{n(s'\omega')}{\gamma - i \Omega_{\mu \nu} + sr_3\omega' (\gamma - i \Omega_{\mu \nu} + sr_1\omega')} \leq O \left( \frac{1}{\Omega^2 \gamma^2} \right). \] (S.93)

The second two-qubit process

\[ S_2^{(2)}(\rho) = \sum_{m \neq m'} \sum_{r_1, r_2 \neq \pm 1} \sum_{\mu, \nu} B_{\mu \nu} P_{s \mu \nu} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \rho, \] (S.94)

where the coefficient is

\[ B_{\mu \nu} = \sum_{s, s' \neq \pm 1} \frac{1}{\gamma - i \Omega_{\mu \nu}} \times \]
\[ \times \int_{-\Omega}^{\Omega} d\omega' \int_{-\Omega}^{\Omega} \omega' \frac{n(s'\omega')}{\gamma - i \Omega_{\mu \nu} + sr_3\omega' (\gamma - i \Omega_{\mu \nu} + sr_1\omega')} \leq O \left( \frac{1}{\Omega^2 \gamma^2} \right). \] (S.95)

Finally, the third term takes the form

\[ S_2^{(3)}(\rho) = \sum_{m \neq m'} \sum_{r_1, r_2 \neq \pm 1} \sum_{\mu, \nu} B_{\mu \nu} P_{s \mu \nu} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \mathcal{L}^1_{km} \rho, \] (S.96)
where the coefficient is
\[
B_{\mu, \nu} = \frac{1}{\gamma - i \Omega_{\mu_{1} \nu_{1}} + r_{1} s_{\omega}} \int_{-\Omega}^{\Omega} d\omega |n(s_{\omega})| \int_{-\Omega}^{\Omega} d\omega' |n(s'_{\omega'})| \\
\times \frac{1}{\gamma - i (\Omega_{\mu_{2} \nu_{2}} + r_{1} s'_{\omega'})} \leq O \left( \frac{1}{\Omega^2 \gamma^2} \right)
\]

(S.97)

Summarizing, we conclude that
\[
\text{Tr} |S_{2}^{(i)}(\rho)| \leq O \left( \frac{n_{a}(n_{a} - 1)}{\Omega^{2} \gamma^{2}} \right).
\]

(S.98)

Using triangle inequality, we combine all the results together to establish
\[
\text{Tr} |C_{k}^{(4)}(\rho)| \leq \text{Tr} |S_{1}(\rho)| + \sum_{i=1}^{3} \text{Tr} |S_{2}^{(i)}(\rho)|
\leq O \left( \frac{n_{a}}{\gamma^{3} \Omega} \right) + O \left( \frac{n_{a}(n_{a} - 1)}{\gamma^{2} \Omega^{2}} \right).
\]

(S.99)

This concludes the proof of the Lemma.

\section*{C. Simulation of Algorithm 2}

For Algorithm 2, the output of the noiseless circuit is defined as
\[
\mathbb{E}[\rho_{\beta,d}] = \mathbb{E}_{T} \text{Tr}_{A} \Psi_{d} \circ \cdots \circ \Psi_{1} \left( \frac{1}{2^{n}} I \right),
\]

(S.100)

where the individual maps are
\[
\Psi_{k}(\rho) := \text{Tr}_{A} \left[ \mathcal{R}_{U_{k}} (\rho \otimes \sigma_{k}) \right],
\]

(S.101)

and \( \mathcal{T} = \{ t_{k}, \omega_{mk}, a_{mk}, b_{mk} \} \) are parameters of the circuit, \( \mathcal{R}_{U_{k}} \) is unitary map, and \( U_{k} \) are defined by Eq. (S.52). For Algorithm 2, the energy level populations and the state energies are
\[
n_{\mu} = \mathbb{E}_{T} (\mu|\rho_{\beta,d}|\mu), \quad E(\beta) = \mathbb{E}_{T} \text{Tr} \left( H \rho_{\beta,d} \right).
\]

(S.102)

Similar to Algorithm 1, we simulate the noisy dynamics by adding single-qubit depolarizing channels
\[
\rho_{\beta,d}^{\text{noisy}} = \text{Tr}_{A} \Psi_{d}^{\text{noisy}} \circ \cdots \circ \Psi_{1}^{\text{noisy}} \left( \frac{1}{2^{n}} I \right),
\]

(S.103)

where noisy transformation is modeled by
\[
\Psi_{k}^{\text{noisy}}(\rho) := \text{Tr}_{A} \left[ \mathcal{R}_{U_{k}}^{\text{noisy}} (\rho \otimes \sigma_{k}) \right].
\]

(S.104)

Recall that the noisy unitary transformation \( \mathcal{R}_{U_{k}}^{\text{noisy}} \) is defined in Eq. (S.48) with the error probability being \( p_{U} = g t_{k} \), where \( g \) is error rate.