Development of an efficient cement production monitoring system based on the improved random forest algorithm
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Abstract
Strengthening production plants and process control functions contribute to a global improvement of manufacturing systems because of their cross-functional characteristics in the industry. Companies established various innovative and operational strategies; there is increasing competitiveness among them and increasing companies’ value. Machine learning (ML) techniques become an intelligent enticing option to address industrial issues in the current manufacturing sector since the emergence of Industry 4.0 and the extensive integration of paradigms such as big data and high computational power. Implementing a system able to identify faults early to avoid critical situations in the production line and its environment is crucial. Therefore, powerful machine learning algorithms are performed for fault diagnosis, real-time data classification, and predicting the state of functioning of the production line. Random forests proved to be a better classifier with an accuracy of 97%, compared to the SVM model’s accuracy which is 94.18%. However, the K-NN model’s accuracy is about 93.83%. An accuracy of 80.25% is achieved by the logistic regression model. About 83.73% is obtained by the decision tree’s model. The excellent experimental results reached on the random forest model demonstrated the merits of this implementation in the production performance, ensuring predictive maintenance and avoiding wasting energy.
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1 Introduction

For all countries, manufacturing is a major sector and is a vital gauge of the financial status. Despite sophisticated production, many developed countries are trying to discover new opportunities and redesign the manufacturing industries to acquire unconquerable positions. It is possible in the presence of technical progress and advancement of automation and computing to modern factories.

Technology and intelligent methods, in turn, help us achieve enterprise goals through the use of artificial intelligence (AI). A variety of statistical and AI approaches are developed for modeling production line processes in different fields of industry. This vast domain contains several branches, including machine learning.

Machine learning is the knowledge of making computers comprehend and act like people, and provide facts and information without having to program precisely. It may be classed in supervised models, semi-supervised models, and non-supervised models. To execute a given task, machine learning employs several algorithms or models. Machine learning algorithms are increasingly more common in many applications and are extremely beneficial for a typical operator to utilize. These algorithms are mostly used in several fields, including medical prediction [1–3], psychology [4, 5], object recognition [6–8], quality monitoring [9] industry [10–12], and many other domains.

In this context, our challenge is considering the classification of real-time data in the SCADA system as inputs to the machine learning model to predict the state of the production line process, if it is in good functioning or bad one. Our technical work focus is on the application of several algorithms to anticipate and classify diverse sorts of industrial process failures utilizing machine learning approaches. Random Forest, SVM, logistic regression, and K-NN algorithms are performed to innovate the supervised monitoring system based on an efficient predictive model. A comparative discussion revealed to select the random forest as the best classifier for the predictive model.
The advantages of the random forest algorithm are several, it is more interpretable, and feature importance can be estimated during training for little additional computation. It has the possibility of plotting the sample proximities and the visualization of output decision trees. Random forest readily handles larger numbers of predictors, and it grows trees in parallel independently of one another; nevertheless, it is faster to train with fewer parameters. The cross-validation is unnecessary because it generates an internal unbiased estimate of the generalization error (test error) as the forest building progresses.

The remainder of the article is structured as follows. Section 2 contains the contribution and the motivation of the study followed by a literature review section that contains relevant papers in this field and the knowledge gap of machine learning application in industrial processes’ faults prediction. The previous relevant studies concerning the technique of prediction are discussed in Sect. 4 of methods. Section 5 provides the materials and the data utilized in the proposed approach, followed by Sect. 6 of results, and measuring performance. The last comments and the future works of this study are provided in the concluding part.

2 Contribution and motivation

Today’s industrial production system is highly complicated due to the enormous demand for industrial products, which have become an integral aspect of consumers’ lives. Manufacturers were compelled to utilize technology and intelligent methods for these systems to improve production, minimize production disruptions, simplify the supervisory process, decrease maintenance costs as much as possible, satisfy customers, ensure equipment prevention, and save human lives.

We are in favor of using Random Forest models in this article. Random forest achieves higher predicting performance compared to other techniques including SVM, K-NN, Decisions trees, boosting, neural networks, and logistic regression. It protects against overfitting and detects interactions between variables [13–16]. Moreover, for the reason that random forest only considers a subset of predictors for each split, it can tackle much bigger problems before slowing down. If a high-performance computer (HPC) (e.g., many cores) is available, RF can run in embarrassingly parallel without the need for shared memory because all trees are independent [17, 18].

Due to all its benefits in comparison to other statistical methods, random forest is a popular instrument in a wide range of sectors including image recognition, banking, disease prevention, and patient health planning. However, random forest is utilized somewhat less commonly within industrial real-time data in complex and critical industrial processes including cement manufacturing.

Our study makes a valuable contribution to the industrial field such as cement production, because of the several advantages that the work highlights. Details about the data, the industrial process, and the machine learning techniques applied in the study are highlighted, in addition to the focus on findings and their economic impact on the real system. The developed model proved its efficiency in terms of constructing intelligent models that allow optimized participation more than human operators.

Accordingly, we believe that the following research directions are required for the next generation of prognostic and health management systems, especially in complicated industrial processes with enormous real-time alarms and faults. The final objective is to obtain an autonomous system able to supervise the factory in real time. The proposed approach is described in the flowchart of Fig. 1.

3 Literature review

Machine learning is briefly introduced in more detail concerning the manufacturing domain, especially in complex manufacturing environments where detection of the causes
of problems is difficult. It is based on knowledge extraction from data. It is a research field at the intersection of statistics, artificial intelligence, and computer science and is also known as predictive analytics or statistical learning that could analyze industrial data to acquire insights into how to improve the efficiency of specific assets as well as the overall production operation, reaching by that a smart manufacturing [19, 20].

The area of machine learning is quite broad, with several techniques, theories, and accessible methodologies. For many industrial practitioners, this constitutes a hurdle to the use of these sophisticated technologies, which may impede the usage of the large volumes of data that are becoming more available. However, the lack of a guiding theoretical framework of ML technology in manufacturing, the amount of redundant data, and the complexity of processes present a knowledge gap. Consequently, many problems are facing the applications of data analytics and machine learning in the industry at first [21–23].

Though, given their sophisticated and improved results, machine learning techniques are viable options for overcoming some of today’s key issues in complicated production systems. These data-driven techniques can discover extremely complex and non-linear patterns in a variety of data kinds and sources, and then turn raw data into feature spaces, or models, which may subsequently be used for prediction, regression, detection, forecasting, or classification [24, 25]. Along with the industry 4.0 revolution, in several industries, machine learning has been effectively used in process optimization [26], monitoring and control applications in production, and predictive maintenance [27].

There are several machine learning approaches, tools, and techniques accessible, each with its own set of benefits and drawbacks. Many of these techniques have successful applications of machine learning in manufacturing, which are available and are already in daily use in industrial applications worldwide. In the next paragraphs, a panoply of brilliant applications of techniques in industry and manufacturing fields.

Several studies applied SVM in different other fields [3, 28, 29], especially in industry and automation [25, 30–33]. In manufacturing, this can be utilized to identify and classify damaged products like surface roughness [34]. A major application area of SVM in manufacturing is monitoring [35]. Especially tool/machine condition monitoring, fault diagnosis, and tool wear are domains where SVM is continuously and successfully applied [36]. Similarly, statistical process monitoring in manufacturing is a field where SVMs were successfully applied [37].

The K-nearest neighbor technique has been used for several purposes [3, 38, 39], for structural health monitoring applications [40], for failure mode classification and bearing capacity prediction [41], and for many other industrial applications [25, 42]. However, K-NN has high computational complexity for high-dimensional data because the performance of K-NN relies on the number of dimensions [43].

Logistic regression applications are discussed in several studies dedicated to industry [10, 44, 45]. It is applied for the efficient energy consumption prediction [46], for the prediction of loss of position during the dynamic positioning drilling operations [47], and the analysis on the application of advanced manufacturing technologies [21, 48]. The logistic regression technique is applied also for the interpretation of dissolved gas analysis for power transformers [49].

Machine learning approaches mentioned above are built to examine vast volumes of data and can handle high dimensionality effectively. However, factors like probable overfitting must be considered throughout the application process; there are methods available to solve this issue, including random forest.

For many machine learning problems, it is demonstrated that the ensemble leads to a better model generalization compared to a single base classifier. On the other hand, parallel adjustment of base classifiers leads to independent models, which is also named bagging. One famous example of bagging methods is random forest [50], which is a combination of randomly sampled tree predictors. In a first step, random forest randomly selects a subset of the features space and then performs a conventional split selection procedure within the selected feature subset [24].

The improving and satisfying results of the random forest technique make it applicable in different fields [51], including industry and manufacturing [52], pattern recognition, risk identification, and several other fields [53–57]. It is applied in the welding process [58], in the hard metal industry [59], and for detecting failures and optimizing the performance of lift systems [60]. Based on the random forest technique, Chen et al. [61] developed an acoustic signal-based tool condition monitoring in belt grinding of nickel-based superalloys.

4 Methods

The area of machine learning is quite broad, with several techniques, theories, and methodologies accessible. For many industrial practitioners, this constitutes a hurdle to the use of these sophisticated technologies, which may impede the usage of the large volumes of data that are becoming more available.

Because it is relevant to such a wide range of use cases, machine learning is generating a lot of interest. Prediction by classification is a supervised learning method in machine learning in which the computer program learns from the data input given to it and then utilizes this learning to categorize new observations. Choosing an algorithm is a key stage in
the machine learning process, so ensure it genuinely matches the problem’s use case [25, 62].

## 4.1 Support vector machine

The support vector machine (SVM) is a supervised learning algorithm proposed by Vapnik [63, 64]. SVM is built on decision planes by constructing hyperplanes in two or multidimensional space, which determine decision boundaries that divide and distinguish between a collection of instances belonging to various classes. It may be utilized for regression as well as classification [15, 38]. It has a strong theoretical foundation and achieved excellent empirical success.

The accurate categorization of new objects or test instances based on the available train instances is referred to as optimal separation. The mapping process is the mathematical function known as kernels that are utilized to map objects [65]. SVM employs an iterative method to minimize the error function to identify the best separable hyperplane and maximize the margin between classes.

## 4.2 K-nearest neighbor

The k-nearest neighbor technique or, sometimes called, memory-based methods [66] are useful for classification and regression problems. In reality, it is more commonly employed to address classification problems in the data science field [1]. It is a straightforward algorithm that saves all existing instances and classifies any new cases based on a majority vote of its k neighbors. The K-NN obtains k neighbors of the test pattern data from the training data. If a majority of these k neighbors are from a class, then the object is assigned to it. Otherwise, it is assigned to the other class and so on [67].

## 4.3 Logistic regression

The sigmoid function is used in logistic regression to evaluate data and predict discrete classes that exist in a dataset. Although logistic regression appears to be a kind of linear regression, it is a classification approach. Logistic regression predicts discrete classes, whereas linear regression handles numerical equations and generates numerical predictions to detect connections between variables. Logistic regression is used to draw a borderline in the input vector’s feature distribution domain, and the region formed by the borderline(s) has a certain class and forms a group.

The parameters forming the boundary line(s) are produced by learning, where the input data fits into the region indicates its class at the inference [68]. It is generally used for binary classification to predict two discrete groups after applying a transformation function. The sigmoid function is used to determine the output and transform numerical values into a probability expression between 0 and 1 [69].

## 4.4 Ensemble learning techniques

Ensemble learning techniques are originally proposed for classification tasks in a manner of supervised learning in 1965 [66, 70]. The decision tree is a supervised learning method that is used for categorizing problems and is one of the most common machine learning algorithms in use today. Given a set of previously classified data, a decision tree is used to categorize subsequent observations. Decision trees are a sequential model that quickly and cohesively connects a series of fundamental tests in which a numeric characteristic is compared to a threshold value in each test.

Learning trees are a frequent starting point for ensemble techniques. Strong learners made up of several trees are referred to be “forests.” The trees that make up a forest might be shallow with few depths or deep with many depths, while if it is not fully grown, it is a lot of depths. Deep trees, on the other hand, have low bias but a large variance and so are appropriate options for bagging methods that are primarily concerned with lowering variance.

Random forests (RF) are ensemble learning algorithms that rely on the combination of several decision tree-based components grown from a certain amount of randomness. Each tree in the forest utilizes a different and randomly selected set of predictor variables, which is where the term “random” comes from. The idea has been exploited during the 1990s as a random subspace method for constructing ensembles of decision trees (Bagging, Boosting, and randomization) [71–74]. However, the formal definition and use of random forests have been announced by Breiman in 2001 for classification and regression problems.

Their robustness and flexibility made them useful in modeling the input–output relationship [50]. The division criteria and optimization of tree sizes are important to a great much of the prior attention given to decision trees. Rarely is a problem resolved between overfitting and maximum accuracy. A strategy for building the decision tree board classification is provided, maintaining the highest accuracy on training data and increasingly increasing complexity in terms of generalization accuracy [73].

The random forest algorithm is robust against overfitting compared to many other classifiers, including discriminant analysis, support vector machines, and neural networks [54]. This idea is proved generally by significant results achieved by the random forest technique. The flowchart of the random forest approach is illustrated in Fig. 2.
5 Materials and data

In this study, in the East Algerian cement plant of Ain Touta (SCIMAT), the workshop of a raw mill is selected. Throughout the production line, the product passes via a collection of electrical, mechanical, and automated equipment and a large number of other devices to process and maintain this operation and keep it on functionality mode if the system needs. The overall procedure of the workshop of the raw mill is displayed in Fig. 3.
The dataset is collected from the cement factory. It contains 20 features and one target class that indicates if the process line is good (1) or in a non-functioning state. The number of samples is about 38,187 collected during the running of the production line for 6 trimesters in 2018–2019. Dataset classes in our case are the existence or absence of an alarm default. All sensor settings recorded can be utilized as training data for the machine learning system. The production line has 76.93% of good functioning; however about 23.06% is in degradation mode. Accordingly, the economic policies of society might have a catastrophic impact.

The implementation of this work is based on Python language (version 3.8) under the Anaconda environment. Python incorporates several libraries and packages including Scikit-learn which makes use of this rich environment to deliver cutting-edge implementations of several well-known machine learning techniques, all while retaining an easy-to-use interface that is strongly linked with the Python language. This addresses the rising need for statistical data analysis by non-specialists in the software and online sectors, as well as areas outside than computer science, such as biology or physics [75].

### 6 Results and discussion

#### 6.1 Data analysis

The dataset is collected from the cement factory of Ain Touta in East of Algeria (SCIMAT). It contains 21 features and one class that indicates if the process line is good (class “state = 1”) or in a bad-functioning state (class “state = 0”). The number of instances is about 38,187 collected during the running of the production line for 6 trimesters in 2018–2019. All the sensor settings are configured to be used in the training of the machine learning model.

There are different features that the system utilizes as associated factors. The most important ones which have a high effect on the supervision system in addition to other parameters, are Transporter Tape flow M01I01 (Sum of the workshop feeder’s quantity (A02, D02, and E02)), M01P1, M01T1, M01P3, M01T3, M01X1, J01J1, and S01M1I01. Parameter settings’ (features) are reported in Table 1.

The production line as mentioned above has 23.06% of bad functioning, and, thus, could have a terrible effect on the economical development of the enterprise. Each equipment has a set of parameters that the industrial system needs to run, halt, and control all actions about this one for driving it into a good functioning. The distribution of all studied features according to the state of the system is displayed in Fig. 4.

The correlations between the different attributes of the selected dataset are illustrated as a heatmap presented in Fig. 5. All characteristics/features given in the dataset are very less correlated with each other. This implies that we have to include all the characteristics because it is possible to only eliminate the characteristics where the correlation of two or more characteristics is very high.

Features can affect the functioning of the system positively or negatively. Those that influence negatively the state of the production line are the crusher acoustic indicator

| Features   | Setpoint range and unit | Description                                      |
|------------|-------------------------|--------------------------------------------------|
| A02F1      | [0–24] (tones/hour)     | Flow rate of the Feed Transporter A02            |
| B02F1      | [100–150] (tones/hour)  | Flow rate of the Feed Transporter B02            |
| D02F1      | [0–3] (tones/hour)      | Flow rate of the Feed Transporter D02            |
| E02F1      | [0–5] (tones/hour)      | Flow rate of the Feed Transporter E02            |
| J01J1      | [0–60] (%)              | Elevator’s power                                 |
| M01I01     | [100–150] (tones/hour)  | Crusher Total feed’s rate                        |
| M01P1      | [1–2.1] (mbar)          | Pressure in Crusher’s input                      |
| M01P3      | [17–24] (mbar)          | Pressure Crusher’s output                        |
| M01T1      | [220–400] (°C)          | Temperature Crusher’s input                      |
| M01T3      | [70–120] (°C)           | Temperature Crusher’s output                     |
| M01X1      | [0–50] (%)              | Acoustic equipment of the Crusher                |
| M03J1      | [0–92] (%)              | Crusher Engine’s load                            |
| QCXH2O     | [0.8–15.8] (%)          | Laboratory Operator sp03                        |
| QCXR9O     | [0.9–18] (%)            | Laboratory Operator sp02                        |
| S01M1I01   | [0–120] (%)             | Separator’s Current                              |
| S03P1      | [0–60] (mbar)           | Separator’s Pressure                             |
| S07J1      | [0–94] (%)              | Separator Fan’s load                             |
| S08Z01     | [0–95] (%)              | Separator Butterfly register’s position         |
| S09Z01     | [0–50] (%)              | Separator Butterfly register’s position         |
Fig. 4 Distribution of factors according to the state of the system
After several experiments, the data set is split into two parts, respectively, as the training set (67%) and testing set (33%). The given division reached the best prediction accuracy. The training set is used to train the prediction model, while the testing set is used to validate the performance of the trained model.

The OOB_score (OOB sampling) is the random forest cross-validation method. In this sampling, about one third of the data is not used to train the model and can be used to evaluate its performance. These samples are called the out-of-bag samples. It is very similar to the leave-one-out-cross-validation method, but almost no additional computational burden goes along with it.

More specifically, the accuracy of predictions on the testing set, the core and key of further applications, plays an essential part in the validation and directly affects whether it could be utilized. During the first stage, the algorithms were applied to a training dataset, and the performance was evaluated. Later, the algorithms were applied to a testing dataset to make predictions.

In the first model, the process of building decision trees involves asking a question of each instance and then continuing to split. When multiple features decide the target value of a particular instance, which feature should be chosen as the root node to start the split process, in what order should we continue to choose features with each new division of a node.

Hither is a need to measure the informative character of the features and to use the feature with the most information as a feature to divide the data. This information is given by a measure called “information gain.” Therefore, understanding the entropy of the dataset is indispensable.
The labeled dataset is trained using the random forest classifier for 200 decision trees per an estimate, which is the number of trees the algorithm builds before taking the maximum voting or taking the averages of predictions. A higher number of trees increases the performance and makes the predictions more stable.

Random forests are utilized to train a large number of decision trees at the same time. These trees are trained on subsets of the observations, and then these predictions are combined creating better-generalized predictions. Because each tree is trained on a random set of data, a random state is defined when initializing the model to achieve repeatable results.

To control the depth and complexity of the individual trees and avoid overfitting, two hyperparameters are set by limiting the number of levels to reduce the number of grown trees used during classification (“max_depth” = 5), and the minimum number of leaf nodes required to split an internal node before reaching the prediction to optimize the number of predictors involved in the learning process (“min_samples_leaf” = 5). The complexity of the model is defined by $O(M \times (m \times n \log n))$. The parameters include the number of instances in the training data ($n = 25,501$), the number of features ($m = 20$), and the number of build trees ($M = 200$). Consequently, the computational cost of building a tree is $O = 449,486,461.777$.

Concerning the model parameter uncertainty, Breiman (2001) demonstrated in his paper that two elements impact the variance of a random forest’s predictions, including the variation of each tree in the forest and the correlation between trees. Implicitly, trees that are confident in their predictions and are less associated with one another indicate that the forest is generally certain.
To get the uncertainty of the random forest model, we need to collect the prediction of each tree separately and obtain the probability of each tree. The uncertainty of the model is the standard deviation which is 0.37 and the mean which is 0.76 obtained from the list of probabilities for each prediction.

A part of the decision forest is displayed in Fig. 7, it illustrates a decision about the elevator load that indicates that with its value (57.5%), the system state is in good functioning based on the majority of “class 1” which is 11 against 7 belonging to “class 0.”

### 6.3 Model evaluation

Results demonstrate the overall system performance enhancement in predicting bearing failure when modeled data are included with SCADA data. Based on data from the cement plant, the performances of different machine learning models on unseen data are then evaluated using industry-standard metrics including training accuracy, testing accuracy, sensitivity, and specificity. Evaluation results are collected in Table 2.

Other metrics such as accuracy, precision, recall, F1 score, and AUC (area under the receiver operating characteristic curve) are utilized to evaluate the model. The improvement is in terms of accuracy, precision, recall, F1 score, and AUC score based on the best modeling case in this study. The accuracy is the proportion of right predictions made by the entire model divided by the total number of samples used to test the model. It is the total number of correct predictions divided by the total number of assessment samples.

The recall is the percentage of items accurately predicted in a class. It is a relationship between the number of instances properly predicted and the total of correct predictions and missed right predictions for that class. The precision is the proportion of valid predictions for each class divided by the number of evaluation samples for each class. The weighted average of accuracy and recall is the F1-score. The support is the number of occurrences of each class in the true output. The model’s evaluation report is collected in Table 3.

After validating our model, we check the confusion matrix to understand how the model performs for each label. The matrix revealed how to present values and percentage of prediction illustrated in the matrix in Fig. 8a. The ROC curve of the implemented model and every point is above the no-skill line displayed in Fig. 8b, which proves that the model did not overfit.

In terms of evaluation indicators, we test the classification accuracy in different classifiers to evaluate the performance of the proposed scheme. Compared to

### Table 2 The evaluation metrics of the predictive model

| Metrics            | Value                           |
|--------------------|---------------------------------|
| Training accuracy  | 0.9984706482098741              |
| Testing accuracy   | 0.9701456890374970              |
| Sensitivity        | 0.9542459736456809              |
| Specificity        | 0.9745650625699461              |
| AUC score          | 0.9938163695076756              |

### Table 3 The random forest model evaluation report

|                  | Precision | Recall | f1-score | Support |
|------------------|-----------|--------|----------|---------|
| Class 0          | 0.95      | 0.91   | 0.93     | 2857    |
| Class 1          | 0.97      | 0.99   | 0.98     | 9703    |
| Accuracy         | 0.97      |        |          |         |
| Macro avg        | 0.96      | 0.95   | 0.96     | 12,561  |
| Weighted avg     | 0.97      | 0.97   | 0.97     | 12,561  |
the SVM model, the accuracy is 94.18%; however, the K-NN model accuracy is about 93.83%, an accuracy of 80.25% is achieved using the logistic regression model, and finally, about 83.73% is obtained by the decision tree model.

**7 Conclusion**

The concept is that machine learning has been integrated into the industry and that this theory applies to a practical industrial project. Machine learning is already proved as a strong instrument and successful approach for a wide range of applications in intelligent industrial systems and smart manufacturing, and its significance will widely grow in the future and will increase further at a rapid pace.

Modern manufacturing systems are challenging with increasing complexity, dynamic, high dimensionality, and chaotic structures. Because the majority of manufacturing applications can supply labeled data, it was argued that supervised learning techniques, including random forest, decision trees, SVM, K-NN, and logistic regression, are a suitable fit for most manufacturing applications.

One of the most significant advantages of random forest is its adaptability. It may be used for both regression and classification problems, and it is simple to observe how much weight it gives to the input characteristics. Random forest is also a useful technique since the default hyperparameters it employs frequently yield good prediction results. Understanding the hyperparameters is rather simple, and there are not many of them. Overfitting is one of the most serious issues in machine learning, although the random forest classifier prevents it most of the time.

Accordingly, this paper provided a system with the ability to classify data using the identified techniques for the industrial manufacturing of cement in SCIMAT society. For the developed learning model, we adopted the Random Forest algorithm justified by a comparison which is carried out with SVM, decision tree, logistic regression, and K-NN classifiers. After analyzing the results of several experiments of compared machine learning algorithms that were applied to the dataset, it was observed that overall random forest was the best algorithm to be used.

When the results of different classifiers were examined, the accuracies of these classifiers ranged between 80 and 97%. The accuracies were found to be for the random forests proved to be a better classifier with a 97% accuracy of correct classification rate, SVM model about 94%; however, the K-NN model accuracy is about 93.83%. An accuracy of 80.25% is achieved using the logistic regression model, and about 83.73% is obtained by the decision tree model.

The learning model and architecture presented improve control flexibility and the capacity to handle data and a great deal of information to boost productivity, minimize maintenance costs, and several other advantages. In the future, we can use test the presented dataset with other improved machine learning algorithms to provide better efficiency.
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