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Abstract

We present the current state of development of the Croatian Dependency Treebank – with special emphasis on adapting the Prague Dependency Treebank formalism to Croatian language specifics – and illustrate its possible applications in an experiment with dependency parsing using MaltParser. The treebank currently contains approximately 2870 sentences, out of which the 2699 sentences and 66930 tokens were used in this experiment. Three linear-time projective algorithms implemented by the MaltParser system – Nivre eager, Nivre standard and stack projective – running on default settings were used in the experiment. The highest performing system, implementing the Nivre eager algorithm, scored (LAS 71.31, UAS 80.93, LA 83.87) within our experiment setup. The results obtained serve as an illustration of treebank’s usefulness in natural language processing research and as a baseline for further research in dependency parsing of Croatian.

Keywords: dependency treebank, dependency parsing, Croatian language

1. Introduction

The Croatian Dependency Treebank (HOBS further in the text, cf. Tadić 2007) is a dependency treebank built along the principles of Functional Generative Description (FGD) (Sgall et al. 1986), a multistratal model of dependency grammar developed for Czech. In a somewhat simplified version, the FGD formalism was further adapted in the Prague Dependency Treebank (PDT) (Hajič et al. 2000) project and applied for the sentence analysis and annotation on the levels of morphology, syntax – in the form of dependency trees with nodes labelled with syntactic functions – and tectogrammatics. The ongoing construction of HOBS closely followed the guidelines set by the PDT, with their simultaneous adaptation to the specifics of the Croatian language. Currently, HOBS consists of approximately 2870 sentences in the form of dependency trees that were manually annotated with syntactic functions using TrEd (Pajas 2000) as the annotation tool. These sentences, encompassing approximately 70,000 tokens, stem from the CroatiaWeekly 100 kw (CW100) corpus that is a part of the Croatian National Corpus (HNK) (Tadić 2000, 2009). The Croatia Weekly sub-corpus was previously sentence-delimited, tokenized, lemmatized and MSD-annotated by linguists. Thus, each of the analyzed sentences contained the manually assigned information on part-of-speech, morphosyntactic category, lemma, dependency and analytical function for each of the wordforms. Such a course of action, i.e. the selection of the corpus, was taken in order to enable the training procedures of various state-of-the-art dependency parsers (cf. Buchholz and Marsi 2006, Nivre et al. 2007) to choose from a wide selection of different features in experiments with stochastic dependency parsing of Croatian texts. Basic stats for HOBS are given in table 1. Sentences in HOBS are annotated according to the PDT annotation manual for the analytical level of annotation, with respect to differing properties of the Croatian language and consulting the Slovene Dependency Treebank (SDT) project (Džeroski et al. 2007). The utilized analytical functions are thus considered to be compatible with those used in PDT.

| Feature     | Experiment | Training | Testing |
|-------------|------------|----------|---------|
| Sentences   | 2699       | 2429.10  | 269.90  |
| Tokens      | 66930      | 60237.00 | 6693.00 |
| Lemmas      | 8995       | 8524.50  | 2295.60 |
| MSD tags    | 798        | 779.60   | 410.10  |
| Functions   | 80         | 79.00    | 58.30   |

Table 1. Treebank stats

Section 2 present approaches to adapting the PDT syntactic formalism to the process of manual annotation of Croatian sentences for HOBS with respect to Croatian language specifics. Section 3 presents the results of an initial experiment with dependency parsing of Croatian within the framework of transition-based parsing (cf. Nivre and Nilsson 2006) by using the current version of HOBS for language modelling and validation.

2. Treebank adaptation

Issues in adapting the PDT formalism to manual annotation of Croatian sentences emerged mainly when annotating predicates, with special emphasis on nominal predicates, somewhat due to the structural differences between the two languages, and somewhat because of approaches to certain issues in the available grammars of Czech and Croatian (cf. Šilić and Pranjković 2007). For illustrative purposes, we isolated five different classes of problems with adapting the annotation to specific properties of Croatian with respect to the nominal predicate.
Problem 1 In spoken and written Czech negation is connected with the verb itself and imperatives are made with a special suffix. Annotation of particles that compose negation and imperative is thus not provided in the PDT analytical level annotation manual (Hajič et al. 1999, AAL further in the text).

Solution In the annotating system of HOBS the same analytical function (auxiliary verb, AuxV) is assigned to the particle ne in the realization of negation and to particles da and neka in the realization of imperative (figure 1). Analogously, the analytical function AuxV is assigned to negated forms of the auxiliary verb biti (en. to be), like nije or nisam. In complex tenses all nodes that are annotated with the analytical function AuxV are directly dependent on the main verb.

Problem 2 In PDT, a nominal predicate cannot be expressed with an adverb and a nominal phrase composed of a preposition and a noun. These cases are treated as adverbs and they are annotated with the respective analytical function (Adv).

Solution Croatian grammars interpret this case as a part of a nominal predicate, respectively an adjective, so we have annotated them with an analytical function for nominal predicate (Pnom). Furthermore, in Croatian nominal phrases consisting of preposition and noun with an auxiliary verb can also compose a nominal predicate. Accordingly, we propose that in HOBS these cases should be annotated as nominal predicates, unlike in PDT, where they are annotated as adverbs.

Problem 3 Silić and Pranjković (2007:290) state that the nominal part of a nominal predicate can be introduced in the sentence by the particle kao (en. like) – that is not possible in the PDT.

Solution Nominal part of nominal predicate that is introduced by the word kao has the same appearance as nominal phrase introduced by the word poput or some other preposition, so we decided to treat the word kao in nominal predicate as a preposition and annotate it with the corresponding function (figure 3).

Problem 4 In PDT, verbal part of a nominal predicate can be just an auxiliary verb. However, Croatian contains the class of so-called semi-copulative verbs (Silić and Pranjković, 2007:291) that are similar to the auxiliary verb.
verb *biti*, because they denote that something is attributed to subject or object. Those verbs, just like the verb *biti*, can compose a nominal predicate with a nominal part. In the process of annotation, such verbs should depend on the root of the tree and get the predicate function (Pred), and the nominal part should depend directly on this verb and get assigned as a nominal predicate.

**Solution** (Silić and Pranjković 2007) provide the list of the semi-copulative verbs, but it is not finite and unambiguous. Besides, this semi-copulative predicate is mentioned just in their grammar, but not in others. Considering that we decided to annotate these cases following the PDT manual. Figure 4 shows the sentence in which semi-copulative verb *smatraju* (en. *consider*) is annotated as ordinary verbal predicate and the noun *varalicom* (en. *fraud*) – that according to (Silić and Pranjković 2007) should be annotated as a nominal part of nominal predicate – is annotated as an object.

Figure 4. Annotation of the nominal predicate composed of semi-copulative verb and noun

| hr | Smatraju ga varalicom. |
| en | They consider him a fraud. |

**Problem 5** Distinction of the nominal predicate and passive verb forms appears as another issue with the annotation of nominal predicates. According to the PDT annotation manual (Hajič et al., 1999:34) the only way to deciding whether these are a nominal predicate composed of an adjective or a passive form realized by a perfect participle is the intuition of the annotator based on sentence context. The annotator should assess whether the focus of the sentence is on the action which is realized or on assigning attributes to the subject of the sentence.

**Solution** Distinction of nominal predicate and passive forms in HOBS can be made according to the realization of the adverb in the sentence. If the adverb is not realized in the sentence, we conclude that the focus of the sentence is on the subject, so it is a nominal predicate. If there is an adverb that specifies the action of the sentence, we conclude that it is a realization of passive form by a perfect participle. Figure 5 shows the sentence in which there is no adverb, and the adjective *ukraden* (en. *stolen*) specifies the subject phrase *crveni auto* (en. *red car*) – according to that we annotated phrase *je ukraden* as a nominal predicate in which *ukraden* is a nominal part of the nominal predicate. In figure 6, there is an adverb *jučer* (en. *yesterday*), so the phrase *je ukraden* is annotated as a passive verb form in which *ukraden* is annotated as a verbal predicate and *je* is annotated as an auxiliary verb.

Figure 5. Annotation of the nominal predicate in the sentence without an adverb

| hr | Jučer je ukraden auto. |
| en | Yesterday a car was stolen. |

Figure 6. Annotation of the passive verb form in the sentence with an adverb

| hr | Crveni auto je ukraden. |
| en | The red car was stolen. |

### 3. Parsing

Our illustrational experiment with parsing was basically envisioned as a tenfold cross-validated run of several MaltParser (Nivre et al. 2006) parsing algorithms on HOBS. Thus, the task required pre-processing of the treebank, choosing the parsing algorithms and evaluation metrics and tools.

The treebank was stored in the native TrEd feature structure (FS) format. Using TrEd, we converted the treebank into the Czech sentence tree structure (CSTS) format and then easily translated this format into the CoNLL format by simple regular expressions. Further, we implemented a script for CoNLL token validation and filtered out sentences with invalid tokens. The results of this filtering are given in table 1. Token encoding issues invalidated 171 sentences and thus left a total of 66,930 tokens that were initially available for the experiment. The before-mentioned token encoding issues were mainly
caused by missing escape sequences for decimal numbers within FS-formatted sentences and are currently being corrected. The sentence pool was shuffled and ten pairs of (training set, testing set) samples were selected for the cross-validation. For each of the pairs, the training set consisted of 90% of the treebank sentences and 10% remaining sentences for the testing set. Basic stats for these pairs are also provided in table 1.

Out of various available features of the MaltParser parser generator system, we chose only three algorithms for the experiment. The three are both limited to the set of projective sentences and run in linear time – the Nivre eager, Nivre standard and stack projective algorithm. All the other available algorithms were excluded from this experiment because of simplicity, time constraints and the preliminary nature of these tests. Default settings for all algorithms were selected, i.e. no feature modifications were made for fine-tuning the algorithms to specific properties of Croatian. Each of the algorithms, or parsers, was first trained on each of the ten training sets, creating 30 different parsing models. The models were then used by MaltParser in parsing mode to parse the respective testing sets. Evaluation was done by using MaltEval (Nilsson and Nivre 2008).

in table 2. Both training and testing for the three algorithms was done by using three IBM x3400 servers with Intel Xeon E5405 2 GHz CPU and 2 GB RAM. The training process lasted for approximately an hour for each of the language models, and the parsing for the test samples lasted approximately ten minutes.

4. Conclusions and future work

In the paper we presented the current state of the Croatian Dependency Treebank and results of an initial experiment with data-driven transition-based dependency parsing of Croatian by using the Croatian Dependency Treebank and the Malt-Parser parser generator system.

Future research plans are expectedly extensive. The treebank requires both enlargement and enhancement and extensive efforts are currently underway with respect to these goals. Regarding dependency parsing of Croatian by using HOBS, we plan to undergo various research directions in order to increase overall parsing accuracy. Firstly, we shall investigate the performance of other state-of-the-art data-driven dependency parsers such as DeSR (Attardi et al. 2007), MST (McDonald et al. 2006) and IDP (Titov and Henderson 2007). Secondly, fine-tuning of all the available parameters for these and the MaltParser should be investigated with respect to the specific properties of Croatian. Experiment with combining parsers and different parsing settings along the lines of experiments with the Index Thomisticus treebank (Passarotti and Del’Orletta 2010) should also be conducted. Specifically, we would like to look into the possibilities of hybridization of the before-mentioned state-of-the-art data-driven parsers by linking them with language specific resources such as valency lexicons (e.g. CROVALLEX, Mikelić Preradović et al. 2009). These research paths will be accompanied by a more elaborate investigation into all the different, i.e. treebank-encoded properties of Croatian language influencing the various aspects of dependency parsing accuracy.
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