THE BLOW-UP OF THE CONFORMAL MEAN CURVATURE FLOW

XINGXIAO LI∗ AND DI ZHANG

Abstract. In this paper, we introduce and study the conformal mean curvature flow of submanifolds of higher codimension in the Euclidean space \(\mathbb{R}^n\). This kind of flow is a special case of a general modified mean curvature flow which is of various origination. As the main result, we prove a blow-up theorem concluding that, under the conformal mean curvature flow in \(\mathbb{R}^n\), the maximum of the square norm of the second fundamental form of any compact submanifold tends to infinity in finite time. Furthermore, by using the idea of Andrews and Baker for studying the mean curvature flow of submanifolds in the Euclidean space, we also derive some more evolution formulas and inequalities which we believe to be useful in our further study of conformal mean curvature flow. Presently, these computations together with our main theorem are applied to provide a direct proof of a convergence theorem concluding that the external conformal forced mean curvature flow of a compact submanifold in \(\mathbb{R}^n\) with the same pinched condition as Andrews-Baker’s will be convergent to a round point in finite time.
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1. Introduction

As is known, the mean curvature flow (MCF) was proposed in 1956 by W. Mullins to describe the formation of grain boundaries in annealing metals. Brakke (7) introduced
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the motion of submanifolds by MCF in arbitrary codimension and constructed a general-
ized varifold solution for all time. Since then there have been fruitful interesting results
on MCF up to now, in particular, for hypersurfaces in Euclidean space. For example,
Huisken ([21]) showed that any compact and uniformly convex hypersurface in the Eu-
clidean space is convergent under the MCF to a round point in a finite time and, in the
case of higher codimension, Andrews and Baker proved ([3] or [4]; see Theorem 1.3 be-
low) that if the initial submanifold is compact and its second fundamental form satisfies
a suitable pinching condition, then the corresponding MCF in the Euclidean space must
be convergent to a round point in finite time. The latter theorem was later generalized to
MCFs in both spherical and hyperbolic space forms, see Baker ([4]) and Liu-Xu-Ye-Zhao
([32] and [33]). For other progresses on the MCFs, we refer the readers to the references
[2], [31], [42] and [44] etc.

In this paper we aim to study some more general flow that, in a direction, generalizes
the usual MCF. The motivation of our consideration is as follows:

Let $M$ be a compact manifold of dimension $m$, and $(N, g)$ a Riemannian manifold of
dimension $n := m + p$ with $p \geq 1$. Denote by $\mathcal{F}(M, N)$ the set of all smooth immersions
of $M$ into $N$. For a given $F_0 \in \mathcal{F}(M, N)$, one may consider the following modified mean
curvature flow with an external force $W \in \Gamma(TN)$:

$$
\begin{aligned}
\frac{\partial F}{\partial t} &= a(F, t) H_F + \phi(t) W \circ F, \\
F(\cdot, 0) &\equiv F_0,
\end{aligned}
$$

(1.1)

where $F_t := F(\cdot, t) \in \mathcal{F}(M, N)$, $a \in C^\infty(N \times [0, T_0])$ is a positive smooth function for
some large $T_0 > 0$, $H := H_F$ is the mean curvature of $F_t : M \to N$, and $\phi \in C^\infty[0, T_0]$.

**Remark 1.1.** Since the tangential component $(W \circ F)^\top$ of $W \circ F$ does not essen-
tially affect the behavior of the evolving of submanifolds, the curvature flow (1.1) can be
equivalent to the following flow of the normal version:

$$
\begin{aligned}
\frac{\partial F}{\partial t} &= a(F, t) H_F + \phi(t) (W \circ F)^\perp, \\
F(\cdot, 0) &\equiv F_0.
\end{aligned}
$$

(1.2)

Note that special cases of (1.1) or (1.2) are well-known, among which we list a few:

1. The most important case is the mean curvature flow which corresponds to $a \equiv 1$, and $\phi \equiv 0$ or $W \equiv 0$:

$$
\frac{\partial F}{\partial t} = H_F, \quad F(\cdot, 0) \equiv F_0.
$$

(1.3)

2. The externally forced mean curvature flow ($a \equiv 1$). This case has also been studied
by many authors in recent years from different point of views. For example, the mean
curvature flow with density (see [5] and [6] for Gauss mean curvature flow in real space
forms); that in the Euclidean space $\mathbb{R}^n$ with the external force in the direction of position
vector ([17], [40]); some more general flows in $\mathbb{R}^n$ when $\phi \equiv 1$ and $W = \nabla \psi$ for certain
smooth functions $\psi \in C^\infty(\mathbb{R}^n)$ ([29], [30] and [27]), which are related to the study of the
Ginzburg-Landau vortex ([24] and [25]).
Let \( \rho > 0 \) be a smooth function on \( N \) and \( \tilde{g} = \rho^2 g \). Then we can consider the MCF in the new Riemannian manifold \((N, \tilde{g})\):

\[
\frac{\partial}{\partial t} F = \tilde{H}_F \tag{1.4}
\]

where \( \tilde{H}_F \) is the mean curvature of the same immersion \( F_t : M \to N \) but with respect to the conformal metric \( \tilde{g} \). By a direct computation, one easily find that in terms of the mean curvature \( H \) of the original submanifolds of \((N, g)\), \((1.4)\) is changed into

\[
\frac{\partial F}{\partial t} = \rho^{-2}(F) \left( H_F + m(\nabla_{\tilde{g}} \log \rho) \right) \tag{1.5}
\]

This is of special significance because, given an arbitrarily Riemannian manifolds \((N, \tilde{g})\), the MCF in \((N, \tilde{g})\) may be alternately studied by choosing a possibly simpler or standard metric \( g \) in the conformal class, or vice versa. Take, say, \( N = \mathbb{R}^n \).

Presently, we are mainly interested in a special case of \((1.1)\) or \((1.2)\) when \( \phi \equiv 0 \) or \( \overline{W} \equiv 0 \), that is, we are to consider the following flow of submanifolds:

\[
\begin{cases}
\frac{\partial F}{\partial t} = a(F, t) H_F, \\
F(\cdot, 0) = F_0
\end{cases} \tag{1.6}
\]

where \( a_t = a(\cdot, t) \) is a fixed family of positive smooth functions on \( N \), and \( F_0 : M \to N \) is a given immersion. By using the known trick of De Turck, it is not hard to show that \((1.6)\) has a short-time existence of solution for each \( F_0 \) (see Theorem 2.2 in section 2). Apparently, a flow of the form \((1.6)\) can be viewed as the flow of conformal maps driven by the normal tension: the normal part of the tension field \( \tau \) of the conformal map \( F_t : (M, a^{-2}(F(\cdot, t), t)g) \to (N, \overline{g}) \) is exactly \( a(F, t) H_F \), where \( g = F^* \overline{g} \) is the induced metric via \( F \).

On the other hand, if \( \overline{W} \) is a conformal vector field on \((N, \overline{g})\) with the one-parametric transformations \( -\varphi_s \), then we are able to prove (see Theorem 3.1 in Section 3) that, up to some diffeomorphisms on \( M \), the following mean curvature flow

\[
\frac{\partial F}{\partial t} = H_F + \phi(t) \overline{W} \circ F, \quad F(\cdot, 0) = F_0(\cdot) \tag{1.7}
\]

or

\[
\frac{\partial F}{\partial t} = H_F + \phi(t) \left( \overline{W} \circ F \right)^{\perp}, \quad F(\cdot, 0) = F_0(\cdot) \tag{1.8}
\]

with an external force \( \overline{W} \) is equivalent to a special kind of flow in the form

\[
\frac{\partial F}{\partial t} = \rho^2(F, t) H_F + m\varphi_{\tilde{t}}(\nabla \log \rho)^{\perp} \tag{1.9}
\]

where \( \rho = \rho(p, t) \) is given by \( (\varphi_{\tilde{t}})^* \overline{g} = \rho^2 \overline{g} \) and \( \tilde{t} = \int_0^t \phi(s) ds \). In particular, if \( \rho \) only depends on the parameter \( t \), then \((1.9)\) will assume a special case of the form \((1.6)\).

Note that, when the external force \( \overline{W} \) is a closed conformal vector field and \( \phi \equiv 1 \), the corresponding flow \((1.8)\) has been systematically studied in \([36]\) and, very recently, the general MCF solitons in the presence of conformal vector fields are studied in \([1]\).
However, we also know from [36] that the existence of a closed conformal vector field $\mathbf{W}$ is rather restrictive for the ambient Riemannian manifold $(N, \mathbf{g})$.

The above discussion naturally leads to the following definition:

**Definition 1.1.** The modified mean curvature flows (1.6) is called the conformal mean curvature flow (CMCF).

To study the conformal mean curvature flow, it seems natural for us to first consider the simplest but the most important case that the target $(N, \mathbf{g})$ is taken to be the Euclidean space $\mathbb{R}^n$ with $\mathbf{g}$ the standard flat metric, where we shall use $(y^A)$ to denote the standard orthogonal coordinates. Thus a map $F \in \mathcal{F}(M) \equiv \mathcal{F}(M, \mathbb{R}^n)$ can be expressed by its component functions $F^1, \cdots, F^n$, that is, $F = (F^A) := (F^1, \cdots, F^n)$.

In this paper, therefore, we mainly study the CMCF (1.6) with $N \equiv \mathbb{R}^n$ and prove a blow-up theorem as follows:

**Theorem 1.1** (see Theorem 5.1). Let $M$ be a compact manifold of dimension $m \geq 2$ and $a \in C^\infty(\mathbb{R}^n \times [0, T_0])$ be a positive function. Then for any given $F_0 \in \mathcal{F}(M)$, there exists a maximal and finite $T > 0$ such that the CMCF (1.6) has a unique maximal solution $F : M \times [0, T) \rightarrow \mathbb{R}^n$ which blows up at the time $T$ in the sense that $\lim_{t \rightarrow T} \max_M |h|^2 = +\infty$, where $h \equiv h_t$ is the second fundamental form of the immersion $F_t : M \rightarrow \mathbb{R}^n$.

We also follow the idea of [3] to derive some general formulas and inequalities for the flow (1.6) in case that $N = \mathbb{R}^n$, which we put in the appendix of this paper. We reasonably believe that these computations will be useful in the further study of (1.6) in the Euclidean space. Currently, as a direct application, we alternatively give a direct proof of the following theorem (in Section 6) which generalizes one of the main theorems of [6]:

**Theorem 1.2** (see Theorem 3.2). Let $M$ be as in Theorem 1.1. Suppose that the initial immersion $F_0 \in \mathcal{F}(M)$ satisfies the following two conditions:

1. the mean curvature $H$ does not vanish everywhere;
2. the square of the norm of the second fundamental form $|h|^2 \leq c|H|^2$ for some constant $c$ satisfying

$$c \leq \frac{4}{3m} \text{ in case } 2 \leq m \leq 4; \quad c \leq \frac{1}{m-1} \text{ in case } m \geq 5. \tag{1.10}$$

Then the mean curvature flow (1.7) or (1.8) with an external conformal force has a unique smooth solution $F : M \times [0, T) \rightarrow \mathbb{R}^{m+p}$ on a finite maximal time interval, and $F_t(M)$ converges uniformly to a round point in $\mathbb{R}^{m+p}$.

We should remark that, to our point of view, the main theorem of [3] is among the first and the most important generalizations of the famous convergence theorem for convex hypersurfaces ([21]) by Huisken to the case of higher codimension. Here we would like to restate the theorem of Andrews and Bakes as follows:

**Theorem 1.3.** Let $M$ be as in Theorem 1.1. If for the initial immersion $F_0 \in \mathcal{F}(M)$, the mean curvature $H \neq 0$ everywhere and $|h|^2 \leq c|H|^2$ for some constant $c$ satisfies
(1.10), then the mean curvature flow (1.3) has a unique smooth solution on a finite maximal time interval, and it converges uniformly to a round point.

Obviously, Theorem 1.2 generalizes Theorem 1.3 in a way, which we have shown to be a direct corollary of Theorem 3.1 and Theorem 1.3 together with a well-known Liouville theorem for conformal transformations on the Euclidean space (see Section 3).

2. Short time existence of the conformal mean curvature flow

Same as the standard mean curvature flow, Equation (1.6) is generally a degenerate parabolic partial equation. To be able to use the standard theory of parabolic equations, it is convenient to appeal the De Turck trick (see, for example, [13], [4] etc).

First we give some preparation on notations. For any given Riemannian metric $g$ on $M$, denote by $\nabla^g$ the Levi-Civita connection of $g$. By fixing arbitrarily a Riemannian metric $\tilde{g}$ we define a metric-dependent vector field $W = W(g) = \text{tr}_g(\nabla^g - \nabla^{\tilde{g}})$. In particular, $W$ restricts to an immersion-dependent vector field $W(F) \equiv W(g_F)$ for $F \in \mathcal{F}(M, N)$ where $g := g_F$ is the induced metric via $F$ of the metric $\tilde{g}$ on the target $N$.

Now, similar to the case of mean curvature flow, we introduce the following De Turck mean curvature flow:

$$ \frac{\partial \hat{F}}{\partial t} = a(\hat{F}, t)(H(\hat{F}) + \hat{F}_i W(\hat{F})). $$

(2.1)

Under local coordinate systems ($x^i$) on $M$ and ($y^A$) on $N$, respectively, we write

$$ e_i = \frac{\partial}{\partial x^i}, \quad F_i \equiv F_{ts}(e_i) = \sum_i F^A_i \frac{\partial}{\partial y^A}, $$

$$ W(g) = W^k e_k = g^{ij}(\Gamma^k_{ij} - \tilde{\Gamma}^k_{ij}) e_k, $$

where $\Gamma^k_{ij}$ and $\tilde{\Gamma}^k_{ij}$ are the Christoffel symbols for $g$ and $\tilde{g}$, respectively. Then the two flows (1.6) and (2.1) have the following local representations respectively:

$$ \frac{\partial F^A}{\partial t} = a(F, t)g^A_{F, ij}F^{ij}, $$

(2.2)

$$ \frac{\partial \hat{F}^A}{\partial t} = a(\hat{F}, t)(g^{ij}_F \hat{F}^A_{, ij} + \hat{F}^A_k W^k(\hat{F})) \equiv a(\hat{F}, t)g^{ij}_F \hat{F}^A_{, ij}, $$

(2.3)

where the subscript “,” denotes the covariant derivatives w.r.t the time-dependent metric $g_F$ and $g_{\hat{F}}$ accordingly, while the subscript “;” denotes the covariant derivative w.r.t the fixed metric $\tilde{g}$. From (2.3) it is clearly seen that (2.1) is a (nondegenerate) parabolic equation and thus it has a short-time existent solution $\hat{F} = \hat{F}(x, t), t \in [0, T)$, according to the standard theory of parabolic equations. So we have a well-defined time-dependent vector field $W = W(\hat{F})$ on $M$ for all $t \in [0, T)$.

Now we recall a known existence result as follows:
Lemma 2.1 (see for example [12], p.82, Lemma 3.15). If \( \{X_t : 0 < t < T \leq \infty \} \) is a continuous time-dependent family of vector fields on a compact manifold \( M \), then there exists uniquely a one-parameter family of diffeomorphisms 
\[
\{ \varphi_t : M \to M; 0 \leq t < T \leq \infty \}
\]
defined by \( \varphi : M \times [0, T) \to M \) on the same time interval such that 
\[
\frac{\partial \varphi_t}{\partial t}(x) \equiv \varphi_* \left( \frac{\partial}{\partial t} \right) = X_t(\varphi_t(x)), \quad \varphi_0(x) = x.
\]
for all \( x \in M \) and \( t \in [0, T) \).

Substituting \( X \) with \(-a(\hat{F}, t)W(\hat{F})\) we obtain a family of diffeomorphisms \( \varphi_t \equiv \varphi(\cdot, t), \)
\( 0 \leq t < T, \) on \( M \). Write \( \hat{x}^i_t = \varphi^i_t(x) \) \( (0 \leq t < T) \). Then \( (\hat{x}^i_t) \) is a family of local coordinate systems with the parameter \( t \in [0, T) \). Define a family of immersions \( F_t(x) := \hat{F}(\varphi_t(x), t) \)
and it is easy to see that \( g(\hat{F}_t) = g(F_t) \).

Given a Riemannian metric \( g \) on \( M \) and an \( F \in \mathcal{F}(M, N) \), we always use \( \langle \cdot, \cdot \rangle_g \) to denote the induced inner product on the vector bundle \( T^*_x(M) \otimes F^*TN \) by the metrics \( g \) and \( \overline{g} \), where \( T^*_x(M) \) is the \( (r, s) \)-tensor bundle on \( M \). In particular, we shall omit the subscript \( g \) in \( \langle \cdot, \cdot \rangle_g \) when \( g \) is the induced metric by \( F \). From this we compute
\[
\frac{\partial F}{\partial t} \equiv F_* \left( \frac{\partial}{\partial t} \right) = \hat{F}_* \left( \frac{\partial}{\partial t} \right) \bigg|_{(\varphi(x, t), t)} + (\hat{F}_t)_* \circ \varphi_* \left( \frac{\partial}{\partial t} \right)
\]
\[
= a(\hat{F}(\varphi(x, t), t), t)g^{ij}_F \hat{F}_{;ij} - a(\hat{F}(\varphi(x, t), t), t)(\hat{F}_t)_*(W(\hat{F}(\varphi(x, t), t)))
\]
\[
= a(\hat{F}(\varphi(x, t), t), t)g^{ij}_F \hat{F}_{;ij} - \hat{F}_k(\hat{\Gamma}^k_{ij} - \overline{\Gamma}^k_{ij})
\]
\[
= a(F(x, t), t)g^{ij}_F F_{;ij} = a(F, t)H(F).
\]
This shows that \( F(x, t) \) is a solution of the flow (1.6).

Conversely, for a given solution \( F = F(x, t) \) of the flow (1.6), we can similarly find another time-dependent vector field \( \hat{W}(\hat{F}) \) with the corresponding one-parameter transformations \( \hat{\varphi}_t \). Then we obtain a family of immersions \( \tilde{F}(x, t) = F(\hat{\varphi}(x, t), t) \) which solve the De Turck mean curvature flow (2.1).

The above argument gives the following existence and uniqueness theorem:

**Theorem 2.2.** For any \( F_0 \in \mathcal{F}(M, N) \), there exists a maximal \( T : 0 < T \leq +\infty \) with a unique smooth solution \( F : M \times [0, T) \to N \) to the CMCF (1.6).

3. THE MEAN CURVATURE FLOW WITH A CONFORMAL EXTERNAL FORCE

In this section, we aim to deal with the modified mean curvature flow (1.7) or (1.8) with a conformal external force. Then, as a direct application, we shall give a convergence theorem for the mean curvature flow with a conformal external force in the Euclidean space (see Theorem 3.2 below).
For convenience, define

$$\tilde{t} \equiv \tilde{t}(t) := \int_0^t \phi(s)ds. \quad (3.1)$$

Firstly, we are to prove the following theorem:

**Theorem 3.1.** Let \( \overline{W} \) be a conformal vector field on the Riemannian manifold \((N, \overline{g})\) and \( \varphi : N \times (-\varepsilon, \varepsilon) \to N \) be the one-parameter family of diffeomorphisms induced by \(-\overline{W}\). Suppose that \( F : M \times [0, T) \to N \) is a solution of \((1.7)\) or \((1.8)\) for some \( T > 0 \), and \( \tilde{t}(t) \in (-\varepsilon, \varepsilon) \) for all \( t \in [0, T) \). Then, up to a diffeomorphism on \( M \), the map \( \hat{F} : M \times [0, T) \to N \) defined by

$$\hat{F}(p, t) := \varphi(F(p, t), \tilde{t}(t)), \quad \forall (p, t) \in M \times [0, T) \quad (3.2)$$

is a solution of the curvature flow \((1.9)\) with an external force, where \( \rho > 0 \) is given by \( \varphi_t^* \overline{g} = \rho^2 \overline{g} \). In particular, \( \hat{F} \) and \( F \) have the same initial submanifold \( \hat{F}_0 = F_0 \) and, for each moment of time \( t \), the images of the corresponding immersions \( F \) and \( \hat{F} \) are globally conformal to each other.

**Proof.** We prove this theorem by direct computations as follows (taking \((1.8)\) as the example): For any \( p \in M \) and \( t \in [0, T) \), we have

$$\frac{\partial \varphi(F(p, t), s)}{\partial s} = -\overline{W}(\varphi(F(p, t), s)). \quad (3.3)$$

Therefore

$$\frac{\partial \hat{F}(p, t)}{\partial t} = \frac{\partial \varphi(F(p, t), \tilde{t}(t))}{\partial \tilde{t}} \frac{d\tilde{t}}{dt} + \varphi_t^*F(p, t) \left( \frac{\partial F(p, t)}{\partial t} \right)$$

$$= -\phi(t)\overline{W}(\varphi(F(p, t), \tilde{t}(t))) + \varphi_t^*F(p, t)(H + \phi(t)\overline{W}^\perp)$$

$$= -\phi(t)\overline{W}(\hat{F}(p, t)) + \phi(t)\varphi_t^*F(p, t)(\overline{W}^\perp(F(p, t))) + \varphi_t^*F(p, t)(H). \quad (3.4)$$

Moreover, by \((3.3)\), we also find

$$\varphi_t^*F(p, t)(\overline{W}(F(p, t))) = -\varphi_t^*F(p, t) \left( \frac{\partial}{\partial s} \bigg|_{s=0} \varphi(F(p, t), s) \right) = -\frac{\partial}{\partial s} \bigg|_{s=0} \varphi(F(p, t), \tilde{t}(t) + s) \equiv \overline{W}(\varphi(F(p, t), \tilde{t}(t))) = \overline{W}(\hat{F}(p, t)). \quad (3.5)$$

Since \( \varphi_t \) is conformal on \( N \), it sends a normal (resp. tangent) vector to a normal (resp. tangent) vector. It then follows from \((3.5)\) that

$$\varphi_t^*F(p, t)(\overline{W}^\perp(F(p, t))) = \overline{W}^\perp(\hat{F}(p, t)). \quad (3.6)$$

Inserting the second formula into \((3.4)\), we obtain that

$$\frac{\partial \hat{F}(p, t)}{\partial t} = -\phi(t)\overline{W}(\hat{F}(p, t)) + \phi(t)\overline{W}^\perp(\hat{F}(p, t)) + \varphi_t^*F(p, t)(H)$$

$$= -\phi(t)\overline{W}^\perp(\hat{F}(p, t)) + \varphi_t^*F(p, t)(H). \quad (3.6)$$
On the other hand, by fixing a $\bar{t} \in [0, T)$ we get a fixed $\bar{t} = \bar{t}(t)$. Denote by $h^{\bar{\phi}}_i$ the second fundamental form of $\bar{\phi}_i$ as a smooth map. Then

$$\bar{D}_X \bar{\phi}_i(\bar{Y}) = \bar{\phi}_i(\bar{D}_X \bar{Y}) + h^{\bar{\phi}}_i(X, \bar{Y}), \quad \forall \bar{X}, \bar{Y} \in \Gamma(TN).$$

(3.7)

Since $(\bar{\phi}_i)_q^* \bar{g}_{\bar{\phi}_i(q)} = \rho^2 \bar{g}_q$ for any $q \in N$, we claim that

$$h^{\bar{\phi}}_i(X, \bar{Y}) = X(\log \rho)\bar{\phi}_i(\bar{Y}) + \bar{Y}(\log \rho)\bar{\phi}_i(X) - \langle \bar{X}, \bar{Y} \rangle \bar{\phi}_i(\nabla \log \rho).$$

(3.8)

In fact, by the Koszul formula for Riemannian connections, for an arbitrary $\bar{Z} \in \Gamma(TN)$,

$$2\langle \bar{D}_X \bar{\phi}_i(\bar{Y}), \bar{\phi}_i(\bar{Z}) \rangle = \bar{\phi}_i(\bar{D}_X \bar{Y})(\bar{\phi}_i(\bar{Z})), + \bar{\phi}_i(\bar{Y})(\bar{\phi}_i(\bar{Z})), \bar{\phi}_i(\bar{X}))$$

$$= \langle [\bar{\phi}_i(\bar{X}), \bar{\phi}_i(\bar{Y})], \bar{\phi}_i(\bar{Z}) \rangle + \langle [\bar{\phi}_i(\bar{Y}), \bar{\phi}_i(\bar{Z})], \bar{\phi}_i(\bar{X}) \rangle$$

$$= \langle \bar{X}, \bar{Y} \rangle \langle \bar{\phi}_i(\bar{X}), \bar{\phi}_i(\bar{Z}) \rangle + \bar{Y}(\log \rho)\bar{\phi}_i(X) + \bar{X}(\log \rho)\bar{\phi}_i(X) + \bar{Z}(\log \rho)\bar{\phi}_i(X)$$

$$+ \langle \bar{X}, \bar{Y} \rangle \bar{\phi}_i(\nabla \log \rho), \bar{\phi}_i(\bar{Z}) \rangle + 2\rho^2 \langle \bar{D}_X \bar{Y}, \bar{Z} \rangle$$

$$= 2\langle X(\log \rho)\bar{\phi}_i(X), \bar{\phi}_i(\bar{Z}) \rangle + \bar{Y}(\log \rho)\bar{\phi}_i(X, \bar{\phi}_i(\bar{Z}))$$

$$- \langle \bar{X}, \bar{Y} \rangle \langle \bar{\phi}_i(\nabla \log \rho), \bar{\phi}_i(\bar{Z}) \rangle$$

$$= 2\langle X(\log \rho)\bar{\phi}_i(X), \bar{\phi}_i(\bar{Z}) \rangle + \bar{Y}(\log \rho)\bar{\phi}_i(X, \bar{\phi}_i(\bar{Z}))$$

$$- \langle \bar{X}, \bar{Y} \rangle \langle \bar{\phi}_i(\nabla \log \rho), \bar{\phi}_i(\bar{Z}) \rangle$$

So it holds that

$$\bar{D}_X \bar{\phi}_i(\bar{Y}) = \bar{\phi}_i(\bar{D}_X \bar{Y}) + \bar{X}(\log \rho)\bar{\phi}_i(\bar{Y}) + \bar{Y}(\log \rho)\bar{\phi}_i(X) - \langle \bar{X}, \bar{Y} \rangle \bar{\phi}_i(\nabla \log \rho),$$

which with (3.7) proves the desired formula (3.8).

Now for any $X, Y \in \Gamma(M)$, by letting $\bar{X} = F_{\bar{t}}(X)$ and $\bar{Y} = F_{\bar{t}}(Y)$, we get

$$\bar{D}_X \bar{F}_t(Y) = \bar{D}_X \bar{\phi}_i(F_t(Y)) = \bar{\phi}_i(\bar{D}_X F_t(Y)) + X(\log \rho)\bar{\phi}_i(F_t(Y))$$

$$+ \bar{Y}(\log \rho)\bar{\phi}_i(F_t(X)) - \langle F_t(X), F_t(Y) \rangle \bar{\phi}_i(\nabla \log \rho)$$

$$= \bar{\phi}_i(F_t(D_X Y + h(X, Y))) + X(\log \rho)\bar{F}_t(Y)$$

where $h$ is the second fundamental form of $F_t$. Consequently, if $\bar{D}$ is the Levi-Civita connection of the induced metric $\bar{g} \equiv (\bar{F}_t)^* \bar{g}$ on $M$, then the second fundamental forms $\bar{h}$
of the immersions \( \hat{F}_i \) is given by

\[
\hat{h}(X, Y) = D_X \hat{F}_i(Y) - \hat{F}_i(D_X Y)
\]

\[
= \hat{\varphi}_{t_0}(F_*(D_X Y) + h(X, Y)) + X(\log \rho) \hat{F}_i(Y) + Y(\log \rho) \hat{F}_i(X)
- \langle X, Y \rangle \hat{F}_i(\nabla \log \rho) - \langle X, Y \rangle \hat{\varphi}_{t_0}(\nabla \log \rho)
\]

\[
= \hat{\varphi}_{t_0}(h(X, Y)) + \hat{\varphi}_{t_0}(F_*(D_X Y)) - \hat{F}_i(D_X Y)
+ X(\log \rho) \hat{F}_i(Y) + Y(\log \rho) \hat{F}_i(X)
- \langle X, Y \rangle \hat{F}_i(\nabla \log \rho) - \langle X, Y \rangle \hat{\varphi}_{t_0}(\nabla \log \rho)
\]

\[
= \hat{\varphi}_{t_0}(h(X, Y)) - \langle X, Y \rangle \hat{\varphi}_{t_0}(\nabla \log \rho)
+ \hat{F}_i(D_X Y - \hat{D}_X Y + X(\log \rho)Y + Y(\log \rho)X - \langle X, Y \rangle \nabla \log \rho)
= \hat{\varphi}_{t_0}(h(X, Y)) - \langle X, Y \rangle \hat{\varphi}_{t_0}(\nabla \log \rho).
\]

Thus the mean curvature \( \hat{h} \) of \( \hat{F}_i \) and the curvature \( H \) of \( F_i \) are related by

\[
\hat{h}^2 + \nabla \hat{h} = \rho^{-2} \nabla \hat{\varphi}_{t_0}(\nabla \log \rho)
\]

\[
= \rho^{-2}(\hat{\varphi}_{t_0}(\nabla \log \rho) - m \hat{\varphi}_{t_0}(\nabla \log \rho))
= \rho^{-2}(\hat{\varphi}_{t_0}(H) - m \hat{\varphi}_{t_0}(\nabla \log \rho)).
\]

It then follows from (3.6) that

\[
\frac{\partial \hat{F}}{\partial t} = -\phi(t) W^\top (\hat{F}(p, t)) + \rho^2 \hat{H} + m \hat{\varphi}_{t_0}(\nabla \log \rho),
\]

\[
\left( \frac{\partial \hat{F}}{\partial t} \right)^\top = \rho^2 \hat{H} + m \hat{\varphi}_{t_0}(\nabla \log \rho).
\]

Then Theorem 3.1 is proved. \( \Box \)

Next, as a direct application of Theorem 3.1 and Theorem 1.3, we are able to prove the following theorem, generalizing one of the main results in [6]:

**Theorem 3.2.** Let \( M \) and the initial immersion \( F_0 \in \mathcal{F}(M) \) be as in Theorem 1.2. Then the mean curvature flow (1.7) or (1.8) with an external conformal force \( W \) has a unique smooth solution \( F : M \times [0, T) \to \mathbb{R}^{m+p} \) on a finite maximal time interval \( [0, T) \), and \( F_t(M) \) converges uniformly to a round point in \( \mathbb{R}^{m+p} \) as \( t \to T \).

**Proof.** First of all, we make use of a theorem of Liouville (see [33], Appendix 6; also [19]) to obtain that, for any conformal vector field \( W \) on the Euclidean space \( \mathbb{R}^n \), the conformal transformations \( \varphi_s \ (s \in \mathbb{R}) \) induced by \( -W \) on the total of \( \mathbb{R}^n \) must be of the form

\[
\varphi_s(y) = \bar{y}_0(s) + \alpha(s)A(s)(y - y_0(s)), \quad 0 \neq \alpha(s) \in \mathbb{R}, \ y_0, \bar{y}_0 \in \mathbb{R}^n, \ A(s) \in \mathcal{O}(n, \mathbb{R}).
\]

It then follows that, in this case, the solution \( \hat{F} \) in (3.2) takes the form

\[
\hat{F}(p, t) = \varphi(F(p, t), \bar{t}(t)) = \bar{y}_0(\bar{t}(t)) + \alpha(\bar{t}(t))A(\bar{t}(t))(F(p, t) - y_0(\bar{t}(t))).
\]
giving that $\hat{F}_t(M)$ is convergent to a round point if and only if $F_t(M)$ is. Specifically we have
\begin{equation}
\hat{g} = \alpha^2(t)g, \quad \hat{h} = \alpha(t)Ah, \quad \hat{H} = \alpha^{-1}(t)AH,
\end{equation}
where $\alpha(t) = \alpha(t)$. So for all $t$, $|\hat{h}|^2 \leq c|\hat{H}|^2$ for a constant $c > 0$ if and only if $|h|^2 \leq c|H|^2$ for the same $c$.

Furthermore, the function $\rho$ in the equivalent equation (1.9) (Theorem 3.1) is exactly $|\alpha(t)|$, which depends only on the parameter $t$. So (1.9) becomes to (1.6) with $a = \alpha^2(t)$.

By making a transformation of time $t \to \tilde{t}$ by $\tilde{t} := \int_0^t \alpha^2(\tau) d\tau$, the flow (1.6) changes into the standard mean curvature flow (1.3) with the new time parameter $\tilde{t}$. Note that it must hold that $0 < a \leq \alpha^2(t) \leq \pi < +\infty$ (see Lemma 5.2). Then the conclusion of Theorem 5.2 comes directly from Theorem 1.3.

\section{4. Some basic evolution formulas}

From this section on, we shall take the ambient space $N$ to be the Euclidean space $\mathbb{R}^n$ with the standard flat metric $\overline{g}$ and the standard coordinates $(y^i)$. For the reader’s convenience and the need of the main argument later, we derive in this section the basic evolution formulas for the induced metric $g$, the second fundamental form $h$, the mean curvature $H$, and so on.

For a given $T$: $0 < T \leq +\infty$ and a given smooth map $F: M \times [0, T) \to \mathbb{R}^n$ satisfying $F_t \in \mathcal{F}(M)$, the pull-back bundle $F^*T\mathbb{R}^n \to M \times [0, T)$ decomposes into two orthogonal subbundles: the tangential part $\mathcal{T} = F_*T(M)$ and the normal part $\mathcal{N} = T^\perp_{F_t}M$. The former defines via $F_*$ a “horizontal distribution” $\mathcal{H}$ on $M \times [0, T)$ which can also be defined as (see [3] or [4]): $\mathcal{H} = \{u \in T(M \times [0, T)); dt(u) = 0\}$. Then, according to [3], there are connections $\nabla$ on $\mathcal{H}$ and $\nabla^\perp$ on $\mathcal{N}$, respectively, naturally induced by projections from the pull-back connection $\nabla^F_{\mathbb{R}^n}$. In particular, these two connections are both compatible to the relevant bundle metrics.

Fix a local coordinate system $x^i$ on $M$ and let $\{e_\alpha\}$ be an orthonormal normal frame field of $F(\cdot, t)$. Denote $e_i = \frac{\partial}{\partial x^i}$, $g_{ij} = \langle F_*(e_i), F_*(e_j) \rangle$, $(g^{ij}) = (g_{ij})^{-1}$, and
\begin{align*}
\nabla_i(F_*(e_i)) &= \nabla_{g_i}(F_*) = \Gamma_{ij}^k(F_*)e_k + h_{ij}^\alpha e_\alpha, \\
\nabla_t e_i &= \nabla_{\frac{\partial}{\partial t}} e_i = \Gamma^j_{it} e_j, \\
\nabla_{\frac{\partial}{\partial t}} e_\alpha &= \nabla_{\frac{\partial}{\partial t}}^\perp e_\alpha = \Gamma^\alpha_{\alpha t} e_\beta.
\end{align*}

Then we have
\begin{equation}
\nabla_t(F_*(e_i)) = \nabla_{g_i}(F_*) + F_*(\frac{\partial}{\partial t}, e_i) = \nabla_{g_i}(aH) = a_i H + a \nabla_{g_i} H
\end{equation}
\begin{equation}
= -a A_H(e_i) + a_i H + a \nabla_{g_i} H,
\end{equation}

implying
\begin{equation}
F_*(\nabla_t e_i) = (\nabla_t(F_*(e_i)))^\top = -a A_H(e_i) = -a H^\alpha h_{ij}^\alpha g^{kj} F_*(e_j),
\end{equation}
or, equivalently,
\begin{equation}
\Gamma^j_{it} = -a H^\alpha h_{ij}^\alpha g^{kj}.
\end{equation}
Also, by (4.1),
\[
\nabla_t e_{ij} = (\nabla_t e_{ij}, F_*(e_i)) g^{ij} F_*(e_j) + (\nabla_t e_{ij}, e_\beta) e_\beta \\
= - (e_\alpha, (\nabla_t F_*(e_i))^\perp) g^{ij} F_*(e_j) + \Gamma^\beta_\alpha e_\beta \\
= - (e_\alpha, a_i H + a \nabla e_i H) g^{ij} F_*(e_j) + \Gamma^\beta_\alpha e_\beta \\
= - H^\alpha (\nabla a) - a g^{ij} H^\alpha F_*(e_j) + \Gamma^\beta_\alpha e_\beta. 
\]

Moreover, it is easy to see that
\[
\frac{\partial}{\partial t} g^{ij} = -2a H, h_{ij} = -2a H^\beta h^\beta_{ij}, \quad \frac{\partial}{\partial t} g^{ij} = 2a H^\beta h^\beta_{ij}. 
\]

To obtain the involution of the second fundamental form \( h \), we first find
\[
\nabla_t^+ h_{ij} = \left( \frac{\partial}{\partial t} F_{ij} \right)^\perp = \left( \frac{\partial}{\partial t} F_{ij} - \Gamma^k_{ij} \frac{\partial}{\partial t} F_k \right)^\perp \\
= \left( \left( \frac{\partial F}{\partial t} \right)_{ij} - \Gamma^k_{ij} \left( \frac{\partial F}{\partial t} \right)_k \right)^\perp \\
= (aH)_{ij} + a (H_{ij} - h(A_H(e_i), e_j)) + a_{ij} H + a_i H_{j} + a_j H_i \\
= a (H_{ij} - g^{kl} h_{kj} (h_{il}, H)) + a_{ij} H + a_i H_{j} + a_j H_i, 
\]

Then by definition
\[
\nabla_t h_{ij} = \nabla_t^+ (h_{ij}) - h_{kj} \Gamma^k_{it} - h_{ik} \Gamma^k_{jt} \\
= a (H_{ij} + H^\beta h^\beta_{jk} h_{il} g^{kl}) + a_{ij} H + a_i H_{j} + a_j H_i, 
\]

where the formula (4.3) is used. Note that (4.6) can also be obtained by the time-like Codazzi equation given in (18) of [4]. Since
\[
h_{ij,kl} = h_{kl} + ((h_{kl}^\beta h^{\beta}_{pj} - h^\beta_{kj} h^\beta_{pj}) h_{mi} + (h^\beta_{kl} h^{\beta}_{pj} - h^\beta_{ij} h^\beta_{pl} h_{km} - h^\beta_{ki} h^\beta_{jp} h_{im}) g^{pm}, 
\]

implying
\[
\Delta h_{ij} = H_{ij} + H^\beta h^\beta_{jk} h_{il} g^{kl} \\
+ (2h_{kl}^\beta h_{jp} h_{im} - h^\beta_{kj} h^\beta_{pl} h_{km} - h^\beta_{ij} h^\beta_{pl} h_{km} - h^\beta_{ki} h^\beta_{jp} h_{jm}) g^{kl} g^{pm}, 
\]

it follows that
\[
\nabla_t h_{ij} = a \Delta h_{ij} + a_{ij} H + a_i H_{j} + a_j H_i \\
+ a (h_{kj}^\beta h^\beta_{il} h_{mi} + h^\beta_{ij} h^\beta_{pl} h_{km} + h^\beta_{ki} h^\beta_{jp} h_{jm} - 2h_{kl}^\beta h^\beta_{jp} h_{im}) g^{kl} g^{pm}, 
\]

implying
\[
\nabla_t^+ H = a (\Delta H + H^\beta h^\beta_{kl} h_{ij} g^{kl}) + (\Delta a) H + 2a_i H_{j} h^{ij}. 
\]

From now on, we shall follow the convention of Hamilton ([18]) and Huisken ([21]) using \( S * T \) to denote any linear combination of tensors formed by contractions, w.r.t. the induced metric \( g \), of some given tensors \( S \) and \( T \). Moreover, to simplify matters, we shall
always write $h^2$, $h^3$, $(\nabla h)^2$, $(\nabla h)^3$ and so on for $h \ast h$, $h \ast h \ast h$, $\nabla h \ast \nabla h$, $\nabla h \ast \nabla h \ast \nabla h$ and so on, accordingly. Thus by (4.9) it holds that

$$\nabla_i h_{ij} = a \Delta h_{ij} + (\nabla^2 a \ast h + \nabla a \ast \nabla h + a \ast h^3)_{ij}. \quad (4.11)$$

Furthermore, because

$$\Delta|h|^2 = 2 \sum g^{ik} g^{jl} h^{\alpha}_{ij} \Delta h^{\alpha}_{kl} + 2 |\nabla h|^2$$

$$= 2 \sum g^{ik} g^{jl} h^{\alpha}_{ik} h^{\alpha}_{jl} + 2 \sum g^{ik} g^{jl} h^{\alpha}_{kl} (h^{\alpha}_{mi} (h^{\beta}_{mj} h^{\alpha}_{pj} - h^{\beta}_{pq} h^{\alpha}_{ps}) + h^{\alpha}_{rm} (h^{\beta}_{ri} h^{\alpha}_{pj} - h^{\beta}_{pj} h^{\alpha}_{ps})$$

$$- h^{\alpha}_{ri} (h^{\beta}_{sp} h^{\alpha}_{jm} - h^{\beta}_{jp} h^{\alpha}_{sm})) g^{rs} g^{pm} + 2 |\nabla h|^2$$

$$= 2 \sum g^{ik} g^{jl} h^{\alpha}_{ik} h^{\alpha}_{jl} + 2 H^{\beta} h^{\beta} h^{\alpha}_{ij} h^{\alpha}_{kl} h^{\alpha}_{mi} g^{ik} g^{jl} g^{pm} + 2 |\nabla h|^2 - 2 R_1$$

where

$$R_1 := \sum_{\alpha, \beta} \left( \sum_{i,j,k,l} g^{ik} g^{jl} h^{\alpha}_{ij} h^{\beta}_{kl} \right)^2$$

$$+ \sum g^{ij} g^{kp} g^{iq} g^{rs} (h^{\beta}_{ik} h^{\alpha}_{pr} - h^{\alpha}_{ik} h^{\beta}_{rp}) (h^{\alpha}_{ij} h^{\beta}_{qs} - h^{\beta}_{ij} h^{\alpha}_{qs})$$

$$= \sum_{\alpha, \beta} (h^{\alpha}, h^{\beta})^2 + |\hat{R}|^2 = h^4$$

with $|\hat{R}|$ being the norm of the normal curvature operator, it follows that

$$\frac{\partial}{\partial t} |h|^2 = a \Delta |h|^2 - 2 a |\nabla h|^2 + 2 a R_1 + 2 \sum g^{ik} g^{jl} h^{\alpha}_{ij} (H^{\alpha} a_{kl} + a_k H^{\alpha}_{ij} + a_l H^{\alpha}_{ij})$$

$$= a \Delta |h|^2 - 2 a |\nabla h|^2 + 2 a R_1 + 2 \sum g^{ik} g^{jl} H^{\alpha} h^{\alpha}_{ij} a_{kl} + 4 \sum_{\alpha, \beta, i,j,k,l} g^{ik} g^{jl} h^{\alpha}_{ij} a_k H^{\alpha}_{ij}$$

$$= a \Delta |h|^2 - 2 a |\nabla h|^2 + \nabla^2 a \ast h^2 + \nabla a \ast h \ast \nabla h + a \ast h^4, \quad (4.12)$$

$$\frac{\partial}{\partial t} |H|^2 = a \Delta |H|^2 - 2 a |\nabla H|^2 + 2 a R_2 + 2 |H|^2 \Delta a + 2 \langle \nabla a, \nabla |H|^2 \rangle$$

$$= a \Delta |H|^2 - 2 a |\nabla H|^2 + \nabla^2 a \ast h^2 + \nabla a \ast h \ast \nabla h + a \ast h^4. \quad (4.13)$$

with the notation

$$R_2 := \sum_{i,j,k,l} g^{ik} g^{jl} H^{\alpha} h^{\alpha}_{ij} H^{\beta} h^{\beta}_{kl} = |\langle H, h \rangle|^2 \leq |H|^2 |h|^2. \quad (4.14)$$

5. Higher derivative estimates and the blow-up theorem

This section is the main part of the present paper and is devoted to prove the following main theorem:

**Theorem 5.1.** Under the assumption of Theorem 1.1, the conformal mean curvature flow (1.6) has a unique solution on a finite maximal time interval $0 \leq t < T < +\infty$. Moreover, $\max_M |h|^2 \to \infty$ as $t \to T$. 
First of all, note that the existence and the uniqueness of the maximal solution are given by Theorem 2.2. Thus we need to prove the finiteness of the maximal time interval \([0, T]\) and the blow-up of \(|h|^2\).

For any \(\mathbb{R}^n\)-valued map \(F\), we denote by \(|F|^2\) the square norm of the position vector \(F\).

**Lemma 5.2.** The function \(|F|^2\) is bounded on \(M \times [0, T]\). In particular, the image \(F(M \times [0, T])\) of \(F\) is included in a bounded domain of \(\mathbb{R}^{m+p}\) where restrictions of the function \(a\) and all of its derivatives on the ambient \(\mathbb{R}^n\) are bounded, that is, \(\nabla^i a \leq A_i\) for some constant \(A_i\), \(i = 0, 1, 2, \ldots\).

**Proof.** It is easily found that \(\frac{\partial}{\partial t} |F|^2 = a \Delta |F|^2 - 2ma < a \Delta |F|^2\). It then follows from the maximum value principle that \(|F|^2\) is bounded from above by the maximal value of it on the initial submanifold \(F_0\). \(\square\)

**Lemma 5.3.** The maximal time of existence \(T\) is finite.

**Proof.** Once again we use \(\frac{\partial}{\partial t} |F|^2 = a \Delta |F|^2 - 2ma\). By the previous lemma, it holds that \(\underline{a} \leq a \leq \overline{a}\) for some \(\underline{a}, \overline{a} > 0\). So we have \(\frac{\partial}{\partial t} |F|^2 \leq a \Delta |F|^2 - 2ma\) which gives that

\[
\frac{\partial}{\partial t} (|F|^2 + 2ma t) - a \Delta (|F|^2 + 2ma t) \leq 0.
\]

Then the maximum value principle shows that, for any \(t \in [0, T]\),

\[
2ma t \leq |F|^2 + 2ma t \leq \max_M |F_0|^2.
\]

Letting \(t \to T\) we have that

\[
T \leq \frac{1}{2ma} \max_M |F_0|^2.
\]

\(\square\)

Next we are to prove the blow-up part of Theorem 5.1. Before doing this, we have to give some estimates for the higher order derivatives of the second fundamental form and then those of the solution \(F\) itself. But these estimates rely on higher order derivatives \(\nabla^i a\) of the composed function \(a \equiv a \circ F\).

To proceed, we need the following identities which are derived in [3] (see also [4]):

\[
R(e_i, e_j, e_k, e_l) = \langle h_{ik}, h_{jl} \rangle - \langle h_{ik}, h_{jl} \rangle = h^2, \quad (5.1)
\]

\[
R^\perp(e_\alpha, e_\beta, e_i, e_j) = g(A_\alpha(e_j), A_\beta(e_i)) - g(A_\alpha(e_i), A_\beta(e_j)) = h^2, \quad (5.2)
\]

\[
R(\partial_t, e_i, e_j, e_k) = \langle \nabla^\perp_{e_k} F_t, h_{ij} \rangle - \langle \nabla^\perp_{e_j} F_t, h_{ik} \rangle = \nabla a \ast h^2 + a \ast h \ast \nabla h, \quad (5.3)
\]

\[
R^\perp(\partial_t, e_i, e_\alpha, e_\beta) = \langle \nabla^\perp_{A_\alpha(e_i)} F_t, e_\beta \rangle - \langle \nabla^\perp_{A_\beta(e_i)} F_t, e_\alpha \rangle = \nabla a \ast h^2 + a \ast h \ast \nabla h. \quad (5.4)
\]

The following Young’s inequality is frequently used in our estimation later:
Lemma 5.4 (Young’s inequality). Let $a$ and $b$ be two nonnegative real numbers and $p$ and $q$ be positive real numbers such that $1/p + 1/q = 1$. Then

$$ab \leq \varepsilon^p \frac{a^p}{p} + \frac{1}{\varepsilon^q} \frac{b^q}{q}, \quad \forall \varepsilon > 0.$$ 

The equality holds if and only if $\varepsilon^{p+q}a^p = b^q$. In particular, we have the following so-called Peter-Paul inequality:

$$2ab \leq \varepsilon a^2 + \frac{1}{\varepsilon} b^2$$

for any $\varepsilon > 0$.

Lemma 5.5. Let $a \equiv a \circ F$. Then for any $l \geq 0$ it holds that

$$\nabla^{l+2} a = \sum_{p=1}^{l+2} \sum_{r_1+\cdots+r_p=l-p+2} \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle$$

(5.7)

$$= \sum_{A} a_A \nabla^{l+2} F_A + \sum_{p=2}^{l+2} \sum_{r_1+\cdots+r_p=l-p+2} \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle$$

(5.8)

and, for $k \geq 0$,

$$\nabla^{l+2} F = \nabla^l h + \sum_{i=0}^{k-1} (\ast_{2i+1}^{(2k-i)} h)^i F_\ast(e_i) + \sum_{i=0}^{k-1} (\ast_{2i}^{(2k-i+1)} h)^\alpha e_\alpha, \quad \text{if } l = 2k;$$

(5.9)

$$\nabla^{l+2} F = \nabla^l h + \sum_{i=0}^{k} (\ast_{2i}^{(2k-i+1)} h)^i F_\ast(e_i) + \sum_{i=0}^{k-1} (\ast_{2i+1}^{(2k-i+1)} h)^\alpha e_\alpha, \quad \text{if } l = 2k + 1$$

(5.10)

where, for integers $p \geq 1$ and $q \geq 0$,

$$\ast^{0}_{q} h = 1, \quad \ast^{p}_{q} h = \sum_{r_1+\cdots+r_p=q} \nabla^{r_1} h \ast \cdots \ast \nabla^{r_p} h.$$ 

Proof. First we prove (5.7). For $l = 0$, we have

$$\nabla^2 a_{ij} = \sum_{A,B} (\nabla^2 a)_{AB} F^A_i F^B_j + \sum_{A} (\nabla a)_{A} F^A_{i,j}$$

$$= \sum_{p=1}^{2} \sum_{r_1+\cdots+r_p=-p+2} \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle_{ij}.$$ 

Suppose the formula is true for $l - 1 \geq 0$, that is

$$\nabla^{l+1} a = \sum_{p=1}^{l+1} \sum_{r_1+\cdots+r_p=l-p+1} \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle.$$
then for \( l \geq 1 \)
\[
\nabla^{l+2} a = \sum_{p=1}^{l+1} \sum_{r_1 + \cdots + r_p = l-p+1} \nabla \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle
\]
\[
= \sum_{p=1}^{l+1} \sum_{r_1 + \cdots + r_p = l-p+1} \langle \nabla \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle
\]
\[
+ \sum_{p=1}^{l+1} \sum_{r_1 + \cdots + r_p = l-p+1} \langle \nabla^p a, \nabla (\nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F) \rangle
\]
\[
= \sum_{p=1}^{l+2} \sum_{r_1 + \cdots + r_p = l-p+2} \langle \nabla^p a, \nabla^{r_1+1} F \otimes \cdots \otimes \nabla^{r_p+1} F \rangle.
\]

Thus formula (5.7) holds for any \( l \geq 0 \).

Now we use induction again to prove formulas (5.9) and (5.10). For \( l = 0 \), we have
\[
(\nabla^2 F)_{ij} = (\nabla e_j F_\ast)(e_i) = h_{ij}.
\]

Suppose (5.9) holds for \( k-1 \geq 0 \), that is, for \( l = 2(k-1) \geq 0 \),
\[
\nabla^{2(k-1)+2} F = \nabla^{2(k-1)} h + \sum_{i=0}^{k-1} (\ast_{2k+1}^{2(k-1)-i}) h^i F_\ast(e_i) + \sum_{i=0}^{k-1} (\ast_{2k+1}^{2(k-1)+1-i}) h^i e_\alpha.
\]

Then for \( l = 2(k-1) + 1 \) we find
\[
\nabla^{2(k-1)+1+2} F = \nabla^{2(k-1)} h + \sum_{i=0}^{k-2} \nabla (\ast_{2k+1}^{2(k-1)-i}) h^i F_\ast(e_i) + \sum_{i=0}^{k-2} (\ast_{2k+1}^{2(k-1)-i-1}) h^i (\nabla F_\ast(e_i))_{\perp}
\]
\[
+ \sum_{i=0}^{k-2} \nabla (\ast_{2k+1}^{2(k-1)-i-1}) h^i e_\alpha + \sum_{i=0}^{k-2} (\ast_{2k+1}^{2(k-1)-i-1}) h^i (\nabla e_\alpha)_{\perp}
\]
\[
= \nabla^{2(k-1)+1} h + (\nabla^{2(k-1)} h \ast h) F_\ast(e_i) + \sum_{i=0}^{k-2} (\ast_{2k+1}^{2(k-1)-i-1}) h^i F_\ast(e_i) + \sum_{i=0}^{k-2} (\ast_{2k+1}^{2(k-1)-i-1}) h^i e_\alpha
\]
\[
+ \sum_{i=0}^{k-2} (\ast_{2k+1}^{2(k-1)-i-1}) h^i F_\ast(e_i)
\]
\[
= \nabla^{2(k-1)+1} h + \sum_{i=0}^{k-1} (\ast_{2k+1}^{2(k-1)-i+1}) h^i F_\ast(e_i) + \sum_{i=0}^{k-1} (\ast_{2k+1}^{2(k-1)-i+1}) h^i e_\alpha.
\]
So (5.10) holds for $k - 1 \geq 0$, from which it follows that

$$\nabla^{2k+2} F = \nabla \nabla^{2(k-1)+1} h + \sum_{i=0}^{k-1} \nabla (2^{2(k-i)} h)^{i} F_{*}(e_{i}) + \sum_{i=0}^{k-1} (2^{2(k-i)} h)^{i}(\nabla F_{*}(e_{i}))^{i}$$

$$+ \sum_{i=0}^{k-1} \nabla (2^{2(k-i)-1} h)^{i} e_{\alpha} + \sum_{i=0}^{k-2} (2^{2(k-i)-1} h)^{i}(\nabla e_{\alpha})^{i}$$

$$= \nabla^{2(k-1)+2} h + (\nabla^{2(k-1)+1} h \ast h) F_{*}(e_{i}) + \sum_{i=0}^{k-1} (2^{2(k-i)} h)^{i} F_{*}(e_{i})$$

$$+ \sum_{i=0}^{k-1} (2^{2(k-i)} h \ast h)^{i} e_{\alpha} + \sum_{i=0}^{k-2} (2^{2(k-i)-1} h \ast h)^{i} F_{*}(e_{i})$$

$$= \nabla^{2k} h + \sum_{i=0}^{k-1} (2^{2(k-i)} h)^{i} F_{*}(e_{i}) + \sum_{i=0}^{k-1} (2^{2(k-i)+1} h)^{i} e_{\alpha}.$$  

Therefore (5.9) holds for all $k \geq 1$. By the principle of induction, both (5.9) and (5.10) are proved.

Proposition 5.6. The evolution of the $l$-th covariant derivative of $h$ is of the form

$$\nabla \nabla^{l} h = a \Delta \nabla^{l} h + \sum_{r_{0}+r_{1}=l+2, r_{0} \geq 1} \nabla^{r_{0}} a \ast \nabla^{r_{1}} h + \sum_{r_{0}+r_{1}+r_{2}+r_{3}=l} \nabla^{r_{0}} a \ast \nabla^{r_{1}} h \ast \nabla^{r_{2}} h \ast \nabla^{r_{3}} h.$$  

Proof. We prove this proposition by induction. When $l = 0$, it is easy to see from (4.11) that

$$\nabla_{l} h_{ij}^{\alpha} = a \Delta h_{ij}^{\alpha} + (\nabla^{2} a \ast h + \nabla a \ast \nabla h + ah^{3})_{ij}^{\alpha}.$$  

Now suppose the conclusion holds for $l - 1 \geq 0$. Then by the time-like Ricci identity, (5.4) and (5.6), we find

$$\nabla_{l} (\nabla^{l-1} h)^{\alpha}_{i_{1} \ldots i_{l+2}} = (\nabla^{l-1} h)^{\alpha}_{i_{1} \ldots i_{l+1} t i_{l+2}} + \sum_{i} (\nabla^{l-1} h)^{\alpha}_{i_{1} \ldots i_{l+1} t i_{l+2}} R_{i_{1} i_{l+2} t i_{l+2}}$$

$$+ \cdots + \sum_{i} (\nabla^{l-1} h)^{\alpha}_{i_{1} \ldots i_{l} t} R_{i_{1} i_{l+1} t i_{l+2}} - \sum_{i} (\nabla^{l-1} h)^{\beta}_{i_{1} \ldots i_{l} t} R_{i_{1} i_{l} t i_{l+2}}$$

$$= \nabla_{l+2} (\nabla_{l} (\nabla^{l-1} h)^{\alpha}_{i_{1} \ldots i_{l+1}} + \sum_{r_{0}+r_{1}+r_{2}+r_{3}=l} (\nabla^{r_{0}} a \ast \nabla^{r_{1}} h \ast \nabla^{r_{2}} h \ast \nabla^{r_{3}} h)^{\alpha}_{i_{1} \ldots i_{l+2}}$$

$$= \nabla_{l+2} \left( a \Delta (\nabla^{l-1} h) + \sum_{r_{0}+r_{1}=l+2, r_{0} \geq 1} \nabla^{r_{0}} a \ast \nabla^{r_{1}} h$$

$$+ \sum_{r_{0}+r_{1}+r_{2}+r_{3}=l-1} (\nabla^{r_{0}} a \ast \nabla^{r_{1}} h \ast \nabla^{r_{2}} h \ast \nabla^{r_{3}} h)^{\alpha}_{i_{1} \ldots i_{l+1}}$$

$$+ \sum_{r_{0}+r_{1}+r_{2}+r_{3}=l} (\nabla^{r_{0}} a \ast \nabla^{r_{1}} h \ast \nabla^{r_{2}} h \ast \nabla^{r_{3}} h)^{\alpha}_{i_{1} \ldots i_{l+2}} \right) \right.$$
\[ = \nabla_{i+2} (a \Delta \nabla^{l-1} h)_{i_1 \cdots i_{l+1}}^{\alpha} + \sum_{r_0 + r_1 = l+2, r_0 \geq 1} (\nabla^{r_0} a \ast \nabla^{r_1} h)_{i_1 \cdots i_{l+2}}^{\alpha} + \sum_{r_0 + r_1 + r_2 + r_3 = l} (\nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \ast \nabla^{r_3} h)_{i_1 \cdots i_{l+2}}^{\alpha}. \]

On the other hand, for any \( S \in \Gamma(\otimes^r \mathcal{H}^r \otimes \mathcal{N}) \), we have the following formula of commuting the Laplacian and gradient:

\[ \nabla_k (\Delta S)_{i_1 \cdots i_r}^{\alpha} = S_{i_1 \cdots i_r k k}^{\alpha} + S_{i_1 \cdots i_r j j}^{\alpha} R_{i_1 j k}^{\alpha} + \cdots + S_{i_1 \cdots i_r s s}^{\alpha} R_{i_1 s k}^{\alpha} - S_{i_1 \cdots i_r k j}^{\beta} R_{i_1 j k}^{\alpha} \]

\[ + (\nabla S \ast h^2)_{i_1 \cdots i_r k}^{\alpha} = S_{i_1 \cdots i_r k j}^{\alpha} + \nabla_j (S \ast h^2)_{i_1 \cdots i_r k}^{\alpha} + (\nabla S \ast h^2)_{i_1 \cdots i_r k}^{\alpha} \]

\[ = \Delta (\nabla_k S)_{i_1 \cdots i_r}^{\alpha} + (\nabla S \ast h^2 + S \ast h \ast \nabla h)_{i_1 \cdots i_r k}^{\alpha}. \]

In particular, inserting \( S = \nabla^{l-1} h \) we have

\[ \nabla_{i+2} (a \Delta \nabla^{l-1} h)_{i_1 \cdots i_{l+1}}^{\alpha} = a_{i+2} (\Delta \nabla^{l-1} h)_{i_1 \cdots i_{l+1}}^{\alpha} + a \Delta (\nabla^{l-1} h)_{i_1 \cdots i_{l+2}}^{\alpha} + a (\nabla^{l-1} h \ast h^2 + \nabla^{l-1} h \ast h \ast \nabla h)_{i_1 \cdots i_{l+2}}^{\alpha}. \]

Thus we finally obtain

\[ \nabla_t \nabla^l h = a \Delta \nabla^l h + \sum_{r_0 + r_1 = l+2, r_0 \geq 1} \nabla^{r_0} a \ast \nabla^{r_1} h + \sum_{r_0 + r_1 + r_2 + r_3 = l} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \ast \nabla^{r_3} h. \quad (5.12) \]

**Corollary 5.7.** The evolution of \(|\nabla^l h|^2\) is of the form

\[ \frac{\partial}{\partial t} |\nabla^l h|^2 = a \Delta |\nabla^l h|^2 - 2a |\nabla^{l+1} h|^2 + \sum_{r_0 + r_1 = l+2, r_0 \geq 1} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^l h + \sum_{r_0 + r_1 + r_2 + r_3 = l} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \ast \nabla^{r_3} h \ast \nabla^l h. \]

Now we are to make estimations first for all the higher order derivatives of the second fundamental form \( h \), and then for those of the \( \mathbb{R}^n \)-valued function \( F \).

**Proposition 5.8.** Suppose that the conformal mean curvature flow \( (1,6) \) has a solution on a time interval \( t \in [0, \tau] \). If \( |h|^2 \) is bounded on \([0, \tau]\), say, \( |h|^2 \leq C_0^l \), then for each \( l \geq 1 \), it holds that \(|\nabla^l h|^2 \leq C_0^l (1 + 1/t^l)\) for all \( t \in (0, \tau] \), where \( C_l^0 \) is a constant that only depends on \( m, l, C_0^l \) and the bounds of \( \nabla^k a \), \( k = 0, 1, \ldots, l + 2 \).

**Proof.** The idea of proving Lemma 5.8 comes from [3]. For each \( l \geq 1 \) define

\[ G_l = t^l |\nabla^l h|^2 + \frac{l}{a} t^{l-1} |\nabla^{l-1} h|^2, \]
where $\underline{a}$ is a positive lower bound of $a$.

We shall prove the lemma by induction on $l$. For the case $l = 1$, we first use the assumption $|h|^2 \leq C_0^0$ and Lemma 5.3 to deduce that

$$\|\nabla^2 a\|^2 \leq C_1, \quad \|\nabla^3 a\|^2 \leq C_2|\nabla h|^2 + C_3$$  \hspace{1cm} (5.13)

where $C_1, C_2$ and $C_3$ are dependent only on $C_0^0$, the dimension $m$ and the bounds of $\nabla a, \nabla^2 a, \nabla^3 a$. Then by Corollary 5.7

$$\frac{\partial}{\partial t} G_1 = a \Delta G_1 + \|\nabla h\|^2 + t(-2a|\nabla^2 h|^2 + \nabla^3 a \cdot h \cdot \nabla h + \nabla^2 a \cdot (\nabla h)^2)$$

$$+ \nabla a \cdot \nabla h \cdot \nabla^2 h + \nabla a \cdot h^3 \cdot \nabla h + a \cdot h^2 \cdot (\nabla h)^2)$$

$$+ \frac{1}{a} (-2a|\nabla h|^2 + \nabla^2 a \cdot h^2 + \nabla a \cdot h \cdot \nabla h + a \cdot h^4).$$

So at points where $|\nabla h|^2 \leq 1$, since

$$\|\nabla^3 a\|^2 \leq C_2|\nabla h|^2 + C_3 \leq C, \text{ and } t < T < +\infty,$$

it holds by Young’s inequality that

$$\frac{\partial}{\partial t} G_1 \leq a \Delta G_1 + t(-2a + \varepsilon)|\nabla^2 h|^2 + c_2 \leq a \Delta G_1 + c_2$$  \hspace{1cm} (5.14)

for $\varepsilon$ small enough, where $c_2$ is a constant that only depends on $m, C_0^0$ and the bounds of $a, \nabla a, \nabla^2 a$ and $\nabla^3 a$; while at points where $|\nabla h|^2 \geq 1$, since

$$\|\nabla^3 a\|^2 \leq C_2|\nabla h|^2 + C_3 \leq (C|\nabla h|)^2,$$

it also holds by Young’s inequality that

$$\frac{\partial}{\partial t} G_1 \leq a \Delta G_1 + (\frac{a}{2} + \varepsilon + tc_1)|\nabla h|^2 + t(-2a + \varepsilon)|\nabla^2 h|^2 + c_2 \leq a \Delta G_1 + c_2$$  \hspace{1cm} (5.15)

for some positive $\varepsilon \leq \min\{\frac{1}{2}, \frac{a}{c_1}\}$ and $t \leq \frac{1-\varepsilon}{c_1}$, where $c_1$ and $c_2$ are constants that only depend on $m, C_0^0$ and the bounds of $a, \nabla a, \nabla^2 a$ and $\nabla^3 a$. So we always have (5.15), if $t \leq \frac{1-\varepsilon}{c_1}$. Therefore it follows from the maximal value principle that

$$t|\nabla h|^2 \leq G_1 \leq \frac{1}{t} C_0^0 + c_2 t$$

or

$$|\nabla h|^2 \leq \frac{1}{t} G_1 \leq \frac{C_0^0}{at} + c_2 \leq C_0^0(1 + \frac{1}{t})$$

on the interval $(0, \frac{1-\varepsilon}{c_1}]$. When $t > \frac{1-\varepsilon}{c_1}$, we can consider the interval $(t - \frac{1-\varepsilon}{2c_1}, t + \frac{1-\varepsilon}{2c_1}]$ of length $\frac{1-\varepsilon}{c_1}$ on which similar argument can give a similar estimation for $G_1$. Since $\varepsilon$ can be chosen fixed, we can cover $(\frac{1-\varepsilon}{c_1} - \delta, \tau], 0 < \delta \leq \frac{1-\varepsilon}{2c_1}$, with a family of such intervals of a fixed length. Due to the finiteness of $T$ and the fact that $\tau < T$, this consideration will directly lead to the conclusion for $l = 1$.

Now we suppose the conclusion is true for less than or equal to $l - 1 \geq 1$. Then $|h|^2, \ldots, |\nabla^{l-1} h|^2$ are all bounded from above. By using this and Lemma 5.3, we get

$$\max\{a, |\nabla a|^2, \ldots, |\nabla^l a|^2\} \leq C_1, \quad |\nabla^{l+2} a|^2 \leq C_2|\nabla^l h|^2 + C_3$$  \hspace{1cm} (5.16)
where $C_1, C_2$ and $C_3$ are dependent only on $C^0_0$, the dimension $m$ and the bounds of $a, \nabla a, \cdots, \nabla^{l+2} a$. Once more we use Corollary 5.7 to find

$$
\frac{\partial}{\partial t} G_l = a \Delta G_l + lt^{l-1} |\nabla^l h|^2 + t^l \left( -2a |\nabla^{l+1} h|^2 \right) \\
+ \sum_{r_0 + r_1 = l+2} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^l h \\
+ \sum_{r_0 + r_1 + r_2 = l} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \ast \nabla^{r_3} h \ast \nabla^l h) \\
+ \frac{l(l-1)}{a} t^{l-2} |\nabla^{l-1} h|^2 + \frac{l}{a} t^{l-1} \left( -2a |\nabla^l h|^2 \right) \\
+ \sum_{r_0 + r_1 = l+1} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{l-1} h \\
+ \sum_{r_0 + r_1 + r_2 + r_3 = l-1} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \ast \nabla^{r_3} h \ast \nabla^{l-1} h).$$

As in the case $l = 1$ we can use Young’s inequality to obtain that

$$
\frac{\partial}{\partial t} G_l \leq a \Delta G_l + t^l \left( -2a + \varepsilon \right) |\nabla^{l+1} h|^2 + c_4 \leq a \Delta G_l + c_4 \tag{5.17}
$$

at points where $|\nabla^l h|^2 \leq 1$, and

$$
\frac{\partial}{\partial t} G_l \leq a \Delta G_l + lt^{l-1} \left( -\frac{a}{2} + \varepsilon + tc_3 \right) |\nabla^l h|^2 + t^l \left( -2a + \varepsilon \right) |\nabla^{l+1} h|^2 + c_4 \leq a \Delta G_l + c_4 \tag{5.18}
$$

at points where $|\nabla^l h|^2 \geq 1$, for some positive $\varepsilon \leq \min \frac{1}{2}, \frac{1}{a}$ and $t \leq \frac{1-\varepsilon}{c_3}$, where $c_3$ and $c_4$ are constants that only depend on $m, C_0^0$ and the bounds of $a, \nabla a, \cdots, \nabla^{l+2} a$. Thus the maximal value principle gives that

$$
t^l |\nabla^l h|^2 \leq G_l \leq c_4 t, \text{ or } |\nabla^l h|^2 \leq \frac{c_4}{t^{l-1}} \leq C_0^0 \left( 1 + \frac{1}{t^{l-1}} \right)
$$

on the interval $(0, \frac{1-\varepsilon}{c_3}]$. When $t > \frac{1-\varepsilon}{c_3}$, we fix a small $\varepsilon > 0$ and consider a family of intervals of fixed length no more than $\frac{1-\varepsilon}{c_3}$ similarly as in the case of $l = 1$ to reach the conclusion for $l$. $
abla$

From Lemma 5.5 and Lemma 5.8 we have directly the following corollary:

**Corollary 5.9.** If $\max |h|^2 < +\infty$, then there exist constants $C'(l), C''(l)$ and $C'''(l)$ such that

$$
|\nabla^l h|^2 \leq C'(l), \quad |\nabla^l F|^2 \leq C''(l) \quad \text{and thus} \quad |\nabla^l a|^2 \leq C'''(l), \quad l \geq 0. \tag{5.19}
$$

In order to prove Theorem 5.11 we follow [4] to fix a smooth metric $\tilde{g}$ on $M$ with the Levi-Civita connection $\tilde{\nabla}$, which can trivially extend to a time-independent metric on $M \times [0, T)$, still denoted by $\tilde{g}$. Then we need to use corresponding induced connections,
also denoted by \( \tilde{\nabla} \), on the relevant bundles on \( M \times [0, T) \) for some computations. For example, it is easy to find that \( \tilde{\nabla} \tilde{g} = -2a \langle H, h \rangle \) by which we have

\[
\left| \frac{\partial}{\partial t} \left( \frac{g(v, v)}{\tilde{g}(v, v)} \right) \right| = \left| \frac{(\tilde{\nabla}_t g)(v, v) g(v, v)}{g(v, v)} \tilde{g}(v, v) \right| \leq 2a |H||h| \frac{g(v, v)}{\tilde{g}(v, v)}, \quad \forall v \in TM,
\]
giving that \( (\text{II}) \)

\[
\frac{1}{c} \tilde{g} \leq g \leq c \tilde{g}
\]  
(5.20)

for some constant \( c > 0 \). Thus any estimation of a length function with respect to the metric \( \tilde{g} \) is equivalent to that with respect to the metric \( g \).

Now let \( \bar{T} = \tilde{\nabla} - \nabla \) be the difference of the two connections. Then \( \bar{T} \in \Gamma(H^* \otimes H^* \otimes H) \). Moreover, for any section \( S \) of a bundle, constructed from the induced bundle \( F^*T\mathbb{R}^{m+p} \), the horizontal distribution \( H \subset T(M \times [0, T]) \) and the normal subbundle \( N \subset F^*T\mathbb{R}^{m+p} \), we have that \( \tilde{\nabla} S - \nabla S = S \bar{T} \).

**Lemma 5.10.** It holds that

\[
\tilde{\nabla}^{l+1} F = \nabla^{l+1} F + \sum_{q=1}^{l} \sum_{p=1}^{l+1-q} (\ast_q^p \bar{T}) \ast \nabla^q F, \quad l \geq 0. \tag{5.21}
\]

where, for integers \( p \geq 1 \) and \( q \geq 0 \),

\[
\ast_q^p \bar{T} = \sum_{r_1 + \cdots + r_p = q} \tilde{\nabla}^{r_1} \bar{T} \ast \cdots \ast \tilde{\nabla}^{r_p} \bar{T}.
\]

**Proof.** We prove \( (5.21) \) by induction on \( l \). If \( l = 0 \), then both sides of \( (5.21) \) are equal to \( dF \). So \( (5.21) \) holds for \( l = 0 \).

Suppose that \( (5.21) \) holds for \( l = k \). Then when \( l = k + 1 \), we compute

\[
\tilde{\nabla}^{k+1+1} F = \tilde{\nabla} (\tilde{\nabla}^{k+1} F) = (\nabla + \bar{T}) \left( \nabla^{k+1} F + \sum_{q=1}^{k} \sum_{p=1}^{k+1-q} (\ast_q^p \bar{T}) \ast \nabla^q F \right)
\]

\[
= (\nabla + \bar{T}) \nabla^{k+1} F + (\nabla + \bar{T}) \sum_{q=1}^{k} \sum_{p=1}^{k+1-q} (\ast_q^p \bar{T}) \ast \nabla^q F
\]

\[
= \nabla^{k+2} F + \bar{T} \nabla^{k+1} F + \nabla \sum_{q=1}^{k} \sum_{p=1}^{k+1-q} (\ast_q^p \bar{T}) \ast \nabla^q F
\]

\[
+ \bar{T} \sum_{q=1}^{k} \sum_{p=1}^{k+1-q} (\ast_q^p \bar{T}) \ast \nabla^q F
\]

\[
= \nabla^{k+2} F + \bar{T} \nabla^{k+1} F + \sum_{q=1}^{k} \sum_{p=1}^{k+1-q} (\bar{\nabla} - \bar{T})(\ast_q^p \bar{T}) \ast \nabla^q F
\]
Therefore, (5.21) holds for $l = k + 1$ and thus holds for all $l \geq 0$. \hfill \Box

**Remark 5.1.** In [4], the author gives a different expression for $\tilde{\nabla}^l F$ as follows:

\[
\tilde{\nabla}^l F = F_* \tilde{\nabla}^{l-2} \tilde{T} + F_* \left( \sum_{i_0+2i_1+\cdots+(l-2)i_{l-3}=l-1} \tilde{T}^{i_0} \ast (\tilde{\nabla} \tilde{T})^{i_1} \ast \cdots \ast (\tilde{\nabla}^{l-3} \tilde{T})^{i_{l-3}} \right) + \left( t + F_* \right) \sum_{j=1}^{l-1} \left( \sum_{\text{\scriptsize{$(k+1)i_k=l-1-j$}}} \prod_{k=0}^{j-1} (\tilde{\nabla}^k \tilde{T})^{i_k} \right) \ast \left( \sum_{\text{\scriptsize{$(k+1)i_k=j$}}} \prod_{k=0}^{j-1} (\nabla^k h)^{i_k} \right),
\]

(5.22)

where $\iota : \mathcal{N} \hookrightarrow F^\ast T \mathbb{R}^{m+p}$ is the inclusion map.

**Lemma 5.11.** If $|h|^2$ is bounded, then for each $l \geq 0$, there is a constant $C(l)$, such that $|\tilde{\nabla}^l \tilde{T}|^2 \leq C(l)$. 

Proof. We shall need the following formula:

$$\nabla_t \tilde{\nabla}^l \tilde{T} = \sum_{r_0 + r_1 + r_2 = l + 1} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$+ \sum_{p, q \geq 1; 2 \leq p + q \leq l + 1} (s_{k+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h, \quad l \geq 0. \quad (5.23)$$

First we consider $l = 0$. By the definition of the connection $\nabla$ on $M \times [0, T)$, it is easily seen that $\nabla_t \tilde{T}^k_{ij} = \frac{\partial}{\partial t} \tilde{T}^k_{ij} = -\frac{\partial}{\partial t} \Gamma^k_{ij}$. Since for each fixed $t \in [0, T)$, $\frac{\partial}{\partial t} \Gamma^k_{ij}$ is a $(1, 2)$-tensor on $M \times \{t\}$ w.r.t. the indices $i, j, k$, we can find by using normal coordinates $(x^i)$ and (4.5) that, on $M \times \{t\}$,

$$\nabla_t \tilde{\nabla}^0 \tilde{T}^k_{ij} = -\frac{\partial}{\partial t} \Gamma^k_{ij} = -\frac{1}{2} g^{kl} \left( \frac{\partial}{\partial x^j} \frac{\partial g_{il}}{\partial t} + \frac{\partial}{\partial x^i} \frac{\partial g_{jl}}{\partial t} - \frac{\partial}{\partial x^l} \frac{\partial g_{ij}}{\partial t} \right)$$

$$= g^{kl} \left( \nabla_{\partial^0_{x^j}} (a H_{x^0} h_{il}^a) + \nabla_{\partial^0_{x^0}} (a H_{x^a} h_{jl}^a) - \nabla_{\partial^0_{x^0}} (a H_{x^a} h_{ij}^a) \right)$$

$$= \nabla a \ast h^2 + a \ast h \ast \nabla h$$

$$= \sum_{r_0 + r_1 + r_2 = 0 + 1} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$+ \sum_{p, q \geq 1; 2 \leq p + q \leq 0 + 1} (s_{0+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h,$$

that is, (5.23) holds for $l = 0$.

Suppose that (5.23) holds for $l = k$. Then when $l = k + 1$, we compute

$$\nabla_t \tilde{\nabla}^{k+1} \tilde{T} = \nabla_t (\tilde{\nabla} \tilde{\nabla}^k \tilde{T}) = (\nabla + \tilde{T}) \left( \sum_{r_0 + r_1 + r_2 = k + 1} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h \right)$$

$$+ (\nabla + \tilde{T}) \sum_{p, q \geq 1; 2 \leq p + q \leq k + 1} (s_{k+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$= \sum_{r_0 + r_1 + r_2 = k + 1} \nabla (\nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h) + \tilde{T} \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$+ \sum_{p, q \geq 1; 2 \leq p + q \leq k + 1} \nabla (s_{k+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$+ \tilde{T} \sum_{p, q \geq 1; 2 \leq p + q \leq k + 1} (s_{k+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$= \sum_{r_0 + r_1 + r_2 = k + 2} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h + \tilde{T} \sum_{r_0 + r_1 + r_2 = k + 1} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h$$

$$+ \sum_{p, q \geq 1; 2 \leq p + q \leq k + 2} (\tilde{T} - \tilde{T}) (s_{k+1-p-q}^p \tilde{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} \tilde{a} \ast \nabla^{r_1} h \ast \nabla^{r_2} h.$$
Therefore, (5.23) holds for \( l = k + 1 \) and thus for all \( l \geq 0 \) by induction.

Now we use (5.23) to complete the proof of Lemma 5.11 using once more the induction.

Note that by Corollary 5.9 if \(|h|^2\) is uniformly bounded from above for \( t \in [0, T) \), then all of \( \nabla^l h \), \( \nabla^l a \) and \( \nabla^{l+1} F \) are also uniformly bounded for \( l \geq 0 \). On the other hand, by (4.3), we know that \( \nabla_t \) and \( \tilde{\nabla}_t \) are related by

\[
\nabla_t S = \tilde{\nabla}_t S + ah^2 * S
\]

for any bundle-valued tensor \( S \) on \( M \times [0, T) \). It then follows (5.24) and Young’s inequality that, when \( l = 0 \),

\[
\frac{\partial}{\partial t} |\tilde{T}|^2 = 2\langle \tilde{T}, \tilde{\nabla}_t \tilde{T} + ah^2 * \tilde{T} \rangle \leq |\tilde{T}| * (\nabla a * h^2 + ah * \nabla h + ah^2 * \tilde{T}) | \leq C_1(1 + |\tilde{T}|^2),
\]

where \( a \) and \( \tilde{\nabla} \) are given in (4.1).
giving that
\[
\frac{\partial}{\partial t} \log(1 + |\hat{T}|^2) \leq C_1, \quad \text{or} \quad \frac{\partial}{\partial t} (\log(1 + |\hat{T}|^2) - C_1 t) \leq 0.
\]
It follows from the compactness of \( M \) that
\[
\log(1 + |\hat{T}|^2) - C_1 t \leq (\log(1 + |\hat{T}|^2) - C_1 t)|_{t=0} = (\log(1 + |\hat{T}|^2))|_{t=0} \leq C_2.
\]
So \( |\hat{T}|^2 < 1 + |\hat{T}|^2 \leq e^{C_1 t + C_2} \leq C(0) \) since the interval \([0, T]\) is bounded.

Suppose that \( |\hat{T}|^2, \cdots, |\hat{\nabla}^{l-1}\hat{T}|^2 \) have been shown bounded for \( l \geq 1 \), then by (5.23), (5.25) and Young’s inequality,
\[
\frac{\partial}{\partial t} |\hat{\nabla}^l\hat{T}|^2 = 2\langle \hat{\nabla}^l\hat{T}, \hat{\nabla}^l\hat{\nabla}^l\hat{T} + ah^2 \ast \hat{\nabla}^l\hat{T} \rangle
\]
\[
\leq |\hat{\nabla}^l\hat{T} \ast \left( \sum_{r_0 + r_1 + r_2 = l+1} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h \right)
\]
\[
+ \sum_{p,q \geq 1; 2 \leq p + q \leq l+1} (s_{l+1-p-q} \hat{T}) \ast \sum_{r_0 + r_1 + r_2 = q} \nabla^{r_0} a \ast \nabla^{r_1} h \ast \nabla^{r_2} h + ah^2 \ast \hat{\nabla}^l\hat{T} \rangle
\]
\[
\leq C_1 (1 + |\hat{\nabla}^l\hat{T}|^2).
\]
Thus, as in the case of \( l = 0 \), there exists some \( C(l) > 0 \) such that \( |\hat{\nabla}^l\hat{T}|^2 \leq C(l) \).

Now the principle of induction finishes the proof. \( \square \)

Combing Corollary 5.9, Lemma 5.10, Lemma 5.11 and the comparability (5.20) of \( g \) with \( \tilde{g} \) we have proved the following boundedness result:

**Proposition 5.12.** If \( |h|^2 \) is bounded as \( t \to T, \) then for each \( l \geq 0 \), there exists some constant \( C(l) > 0 \) such that \( |\hat{\nabla}^l\hat{F}|^2 \leq \tilde{C}(l)|\hat{\nabla}^l\hat{F}|^2 \leq C(l) \) where \( \tilde{C}(l) > 0 \).

To prove Theorem 5.1 we also need the following formula:

**Lemma 5.13.** It holds that
\[
\frac{\partial}{\partial t} \hat{\nabla}^l F = \sum_{p+q=l} \left( \sum_{r+s+t=p} (s_a \hat{T}) \ast \nabla^l a \right) \ast \left( \sum_{r+s+t=q+2, t \geq 1} (s_a \hat{T}) \ast \hat{\nabla}^l F \right), \quad l \geq 0. \quad (5.26)
\]

**Proof.** Take \( H \) as a section of the induced bundle \( F^*T\mathbb{R}^{m+p} \). Since
\[
\frac{\partial}{\partial t} \hat{\nabla}^l F = \hat{\nabla}^l \frac{\partial F}{\partial t} = \hat{\nabla}^l (aH) = \sum_{p+q=l} \hat{\nabla}^p a \ast \hat{\nabla}^q H, \quad l \geq 0,
\]
we only need to prove
\[
\hat{\nabla}^p a = \sum_{r+s+t=p} (s_a \hat{T}) \ast \nabla^l a, \quad p \geq 0, \quad (5.27)
\]
\[
\hat{\nabla}^q H = \sum_{r+s+t=q+2, t \geq 1} (s_a \hat{T}) \ast \hat{\nabla}^l F, \quad q \geq 0. \quad (5.28)
\]
To do this, we shall use the method of induction as follows:
Firstly, it is easy to see that these two formulas are true for \( p = q = 0 \).

Secondly, suppose that both (5.27) and (5.28) are true for \( p \geq 0 \) and \( q \geq 0 \), respectively. Then we find

\[
\bar{\nabla}^{p+1} a = \bar{\nabla} \left( \sum_{r + s + t = p} (s^r \tilde{T}) \ast \nabla^t a \right) = (\nabla + \tilde{T}) \left( \sum_{r + s + t = p} (s^r \tilde{T}) \ast \nabla^t a \right)
\]

\[
= \sum_{r + s + t = p} \nabla (s^r \tilde{T}) \ast \nabla^t a + \sum_{r + s + t = p} (s^r \tilde{T}) \ast \nabla^{t+1} a + \sum_{r + s + t = p} \tilde{T} \ast (s^r \tilde{T}) \ast \nabla^t a
\]

\[
= \sum_{r + s + t = p} (s^r + 1 \tilde{T}) \ast \nabla^t a + \sum_{r + s + t = p} (s^r \tilde{T}) \ast \nabla^{t'} a + \sum_{r + s + t = p} (s^r + 1 \tilde{T}) \ast \nabla^{t'} a
\]

\[
+ \sum_{r' + s + t = p + 1, r' \geq 1} (s^r' \tilde{T}) \ast \nabla^t a
\]

\[
= \sum_{r + s + t = p + 1} (s^r \tilde{T}) \ast \nabla^t a,
\]

and

\[
\bar{\nabla}^{q+1} H = \bar{\nabla} \left( \sum_{r + s + t = p + 1, t \geq 1} (s^r \tilde{T}) \ast \nabla^t F \right)
\]

\[
= (\nabla + \tilde{T}) \left( \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast \nabla^t F \right)
\]

\[
= \sum_{r + s + t = q + 2, t \geq 1} \nabla (s^r \tilde{T}) \ast \nabla^t F + \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast \nabla \nabla^t F
\]

\[
+ \tilde{T} \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast \nabla^t F
\]

\[
= \sum_{r + s + t = q + 2, t \geq 1} (\nabla - \tilde{T})(s^r \tilde{T}) \ast \nabla^t F + \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast (\nabla - \tilde{T}) \nabla^t F
\]

\[
+ \sum_{r + s + t = q + 2, t \geq 1} (s^r + 1 \tilde{T}) \ast \nabla^t F
\]

\[
= \sum_{r + s + t = q + 2, t \geq 1} \nabla (s^r \tilde{T}) \ast \nabla^t F - \sum_{r + s + t = q + 2, t \geq 1} \tilde{T} (s^r \tilde{T}) \ast \nabla^t F
\]

\[
+ \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast \nabla \nabla^t F - \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T}) \ast \tilde{T} \nabla^t F
\]

\[
+ \sum_{r' + s + t = q + 3, r' \geq 1, t \geq 1} (s^r' \tilde{T}) \ast \nabla^t F
\]

\[
= \sum_{r + s + t = q + 2, t \geq 1} (s^r \tilde{T} + 1 \tilde{T}) \ast \nabla^t F + \sum_{r + s + t = q + 2, t \geq 1} (s^r + 1 \tilde{T}) \ast \nabla^t F
\]
\[ + \sum_{r+s+t=q+2, t \geq 1} (*^r_s \bar{T}) * \tilde{\nabla}^{t+1} F + \sum_{r'+s+t=q+3, r' \geq 1, t \geq 1} (*^r_{s'} \bar{T}) * \tilde{\nabla}^{t'} F \]
\[ = \sum_{r+s+t=q+3, s' \geq 1, t \geq 1} (*^r_s \bar{T}) * \tilde{\nabla}^{t} F + \sum_{r+s+t'=q+3, t' \geq 2} (*^r_s \bar{T}) * \tilde{\nabla}^{t'} F \]
\[ + \sum_{r'+s+t=q+3, r' \geq 1, t \geq 1} (*^r_{s'} \bar{T}) * \tilde{\nabla}^{t} F \]
\[ = \sum_{r+s+t=q+3, t \geq 1} (*^r_s \bar{T}) * \tilde{\nabla}^{t} F. \]

Thus (5.27) and (5.28) are proved. \( \square \)

6. A direct proof of Theorem 1.2

In this section, we shall alternatively make use of those formulas derived in the appendix to provide a direct proof of Theorem 1.2. Due to the discussions of Section 3, we only need to find a direct proof for the following theorem (without using Theorem 1.3):

Theorem 6.1. If specifically \( a = a(t) \) depends only on the parameter \( t \), then the maximal solution (deleting the hat) \( F : M \times (0, T) \to \mathbb{R}^{m+p} \) of the conformal flow (1.6) must be convergent to a round point, provided that the initial submanifold \( F_0 \) satisfies the condition in Theorem 1.3.

To this end, it suffices to do the following:

(1) Prove that \( F_t(M) \) is convergent to a point as \( t \to T \).

For the proof of (1), it only needs to show that the diameter \( \text{diam} F_t(M) \to 0 \) as \( t \to T \). This is well done by C. Baker in [4] (Section 4.6), using Corollary A.11 and the following two theorems:

Theorem 6.2 (O. Bonnet, [38]). Let \( M \) be a complete Riemannian manifold and suppose that \( x \in M \) such that the sectional curvature \( K \) of \( M \) satisfies \( K \geq K_{\min} > 0 \) along all geodesics of length \( \pi / \sqrt{K_{\min}} \) from \( x \). Then \( M \) is compact and the diameter \( \text{diam} M \leq \pi / \sqrt{K_{\min}} \).
**Theorem 6.3** (B-Y Chen, [10]). Let $M^m$ be a submanifold of $\mathbb{R}^{m+p}$ with $m \geq 2$. Then at each point $p \in M^m$, the smallest sectional curvature $K_{\text{min}}$ of $M^m$ satisfies

$$K_{\text{min}}(p) \geq \frac{1}{2} \left( \frac{1}{m-1} |H|^2(p) - |h|^2(p) \right).$$

Specifically, in the argument of [4], the key lemma is

**Lemma 6.4** ([4], Lemma 4.24). It holds that $\lim_{t \to T} |H|^2_{\text{max}} = \infty$, and $\lim_{t \to T} |H|^2_{\text{min}} = 1$.

(2) Prove that the solution $\tilde{F} := \psi(t)F$ of the corresponding re-scaled volume-preserving flow (i.e. the so-called normalized flow) must be convergent to a round sphere.

To this end, we only need to copy and carefully check the main argument given in [4] (Section 4.7) being applied to the new conformal mean curvature flow. It turns out that, some of these can be done without any change, and others will be done by new arguments. So, presently, it will suffice for us to outline the former and make in detail the latter as follows:

Rescale the solution $F = F(x,t)$ of (1.6) by a function $\psi = \psi(t)$: $\tilde{F} = \psi(t)F$ of which all the geometric quantities are denoted by adding a tilde, with the following

$$\text{Vol}(\tilde{F}_t(M)) = \int_M dV_{\tilde{g}(t)} \equiv \text{Vol}(\tilde{F}_0(M)).$$

Then we have (cf. [4]):

$$\tilde{g} = \psi^2 g, \quad \tilde{h} = \psi h, \quad \tilde{H} = \psi^{-1} H, \quad |\tilde{h}|^2 = \psi^{-2} |h|^2, \quad (6.2)$$

$$\tilde{\nabla} = \nabla, \quad \tilde{\Delta} = \psi^{-2} \Delta, \quad dV_{\tilde{g}(t)} = \psi^m dV_{\tilde{g}(t)}, \quad (6.3)$$

$$\psi^{-1} \frac{d\psi}{dt} = \frac{1}{m} \tilde{h} := \frac{1}{m} a \int |\tilde{H}|^2 dV_{\tilde{g}(t)}, \quad (6.4)$$

Change the time parameter $t$ to $\tilde{t}$ by

$$\tilde{t}(t) = \int_0^t \psi^2(\tau) d\tau, \quad 0 \leq t < T, \quad \tilde{T} = \tilde{t}(T).$$

So $\frac{d\tilde{t}}{dt} = \psi^2(t)$. Define

$$a(\tilde{t}) = a(t(\tilde{t})), \quad \tilde{h} = \frac{a \int |\tilde{H}|^2 dV_{\tilde{g}(\tilde{t})}}{\int dV_{\tilde{g}(\tilde{t})}}.$$

Then $\tilde{h} = \psi^{-2} h$ and

$$\frac{\partial \tilde{F}}{\partial \tilde{t}} = \tilde{a}\tilde{H} + \frac{1}{m} \tilde{h}\tilde{F}, \quad \psi^{-1} \frac{d\psi}{dt} = \frac{1}{m} \tilde{h} \geq \frac{1}{m} a |\tilde{H}|^2_{\text{min}}, \quad 0 \leq \tilde{t} < \tilde{T}. \quad (6.6)$$

**Proposition 6.5** (cf. [4], Proposition 4.26). The following estimates hold for the normalized flow (6.6):

$$|\tilde{h}|^2 \leq c |\tilde{H}|^2, \quad \frac{|\tilde{H}|^2_{\text{min}}}{|\tilde{H}|^2_{\text{max}}} \to 1 \text{ as } \tilde{t} \to \tilde{T}, \quad \bar{K}_{\text{min}} \geq c^2 |\tilde{H}|^2, \quad (6.7)$$
where, with some small $t_0 > 0$ and $\tilde{a}_{t_0} > 0$,

$$\varepsilon^2 := \frac{1}{2} \left( \frac{1}{m - 1} - c + \tilde{a}_{t_0} \right) > 0$$

for all $t \geq t_0$ (see Corollary A.3).

**Lemma 6.6** (cf. [4], Lemma 4.27). Suppose that $P$ and $Q$ depend on $g$ and $h$, and that $P$ satisfies $\frac{\partial P}{\partial t} = a\Delta P + Q$. If $P$ has “degree” $\alpha$, that is, $\tilde{P} = \psi^\alpha P$, then $Q$ has degree $(\alpha - 2)$ and $\tilde{P}$ satisfies the normalized evolution equation

$$\frac{\partial \tilde{P}}{\partial \tilde{t}} = \tilde{a}\tilde{\Delta} \tilde{P} + \tilde{Q} + \frac{\alpha}{m} \tilde{h}\tilde{P}. \quad (6.8)$$

**Proposition 6.7** (cf. [4], Propositions 4.31 and 4.32). There are $C_{\text{max}}$ and $C_{\text{min}}$ such that

$$0 < C_{\text{min}} \leq |\tilde{H}_{\text{min}}| \leq |\tilde{H}_{\text{max}}| \leq C_{\text{max}} < +\infty. \quad (6.9)$$

**Proof.** By using the third inequality in (6.7), Bishop-Gromov volume comparison theorem ([15]), Bonnet’s theorem (Theorem 6.2) and the volume-preserving property (6.1), it can be shown that $|\tilde{H}_{\text{min}}|$ is bounded from above. Then the second inequality of (6.9) comes directly from the fact that $\lim_{\tilde{t} \to \tilde{T}} \frac{|\tilde{H}_{\text{min}}|}{|\tilde{H}_{\text{max}}|} = 1$.

On the other hand, the fact that $|\tilde{h}|^2 \leq c|\tilde{H}|^2$ and the second inequality of (6.9) shows that the second fundamental form $\tilde{h}$ is bounded from above, that is,

$$|\tilde{h}|^2 \leq C \text{ for some } C > 0. \quad (6.10)$$

Now the first inequality of (6.9) comes from the second one, (6.10), the Grüther volume comparison theorem ([15]) and the Klingenberg Lemma ([38]). For the detail of the proof, see [4]. \qed

**Corollary 6.8.** There are $\tilde{t}_0$, $C$, $\delta > 0$ such that $\psi \geq Ce^{\delta \tilde{t}}$ for all $\tilde{t} \geq \tilde{t}_0$.

**Proof.** From (6.6) and (6.9) it follows that

$$\frac{d}{dt} \log \psi = \psi^{-1} \frac{d\psi}{dt} \geq \frac{1}{m} aC_{\text{min}}^2 := \delta > 0$$

which proves the corollary. \qed

**Proposition 6.9** (cf. [4], Lemma 4.39). There exist positive constants $C'$, $\delta'$ such that

$$|\tilde{h}|^2 \leq C'e^{-\delta' \tilde{t}}, \quad \forall \tilde{t} \geq \tilde{t}_0 \quad (6.11)$$

for some sufficient large $\tilde{t}_0 > 0$.

**Proof.** By (6.2) and Corollary 6.8 we have for some $0 < \sigma < 1$

$$|\tilde{h}|^2 = |\tilde{h}|^2 - \frac{1}{m} |\tilde{H}|^2 = \psi^{-2} (|\tilde{h}|^2 - \frac{1}{m} |\tilde{H}|^2) = \psi^{-2} |\tilde{h}|^2 (1 - \sigma) \leq C_0 \psi^{-2} |\tilde{H}|^{2(1 - \sigma)} \leq C_0 C^{-2\sigma} C_{\text{max}}^{2(1-\sigma)} e^{-2\sigma \delta' \tilde{t}}.$$
Take $C' = C_0 C^{-2\sigma} C_{\text{max}}^{2(1-\sigma)}$ and $\delta' = 2\sigma \delta$. \hfill \square

**Proposition 6.10** (cf. [3], Propositions 4.33 and 4.34). It holds that
\[
\int_0^T |H|_{\text{max}}^2(t) dt = +\infty, \quad \hat{T} = +\infty. \tag{6.12}
\]

*Proof.* Following the proof of Theorem 15.3 in [18] with $R_{\text{max}}$ replaced by $|H|_{\text{max}}^2$ and using
\[
\frac{\partial}{\partial t} |H|^2 \leq a \Delta |H|^2 + 2ac |H|_{\text{max}}^2 |H|^2,
\]
we can obtain the first equality.

Furthermore, by definition,
\[
h = a \frac{\int_M |H|^2 dV_g(t)}{\int_M dV_g(t)} \geq a |H|_{\text{min}}^2.
\]
This together with (6.4), (6.5) and
\[
\lim_{t \to \hat{T}} \frac{|H|_{\text{min}}}{|H|_{\text{max}}} = 1, \quad \int_0^T |H|_{\text{max}}^2 dt = +\infty
\]
implies that
\[
\int_0^{\hat{T}} \hat{h}(\hat{t}) d\hat{t} = \int_0^T h dt \geq a \int_0^T |H|_{\text{min}}^2 dt = +\infty.
\]
However, since $\hat{h} \leq \pi |\hat{H}|_{\text{max}}^2 \leq \pi C_{\text{max}}^2 < +\infty$, we have $\hat{T} = +\infty$. \hfill \square

Since we are now considering submanifolds of higher codimension, we need to extend the interpolation inequality of Hamilton for tensors into the following more general form:

**Lemma 6.11** (Interpolation inequality for vector-valued tensors). Let $E \to M^m$ be a Riemannian vector bundle on a compact Riemannian manifold $(M^m, g)$ with a metric connection $\nabla^E$ on $E$, and $r \geq 1$ be an integer. Suppose that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$ and $T$ is a $E$-valued tensor on $M^m$. Then ([18], Theorem 12.1)
\[
\left( \int_M |\nabla T|^{2r} dV_g \right)^\frac{1}{r} \leq (2r - 2 + m) \left( \int_M |\nabla^2 T|^p dV_g \right)^\frac{1}{p} \left( \int_M |T|^q dV_g \right)^\frac{1}{q}. \tag{6.13}
\]
Furthermore, for any $n \geq 1$, there exists some constant $C$ depending only on $m, n$ such that ([18], Corollaries 12.6 and 12.7)
\[
\int_M |\nabla^i T|^{2\frac{n}{i}} dV_g \leq C \max_{M^m} |T|^{\left( \frac{n}{i} - 1 \right)} \int_M |\nabla^n T|^2 dV_g, \quad 1 \leq i \leq n - 1; \tag{6.14}
\]
\[
\int_M |\nabla^i T|^2 dV_g \leq C \left( \int_M |\nabla^n T|^2 dV_g \right)^\frac{i}{n} \left( \int_M |T|^2 dV_g \right)^{1 - \frac{i}{n}}, \quad 0 \leq i \leq n. \tag{6.15}
\]

*Proof.* The argument of Section 12 in [18] still applies here line by line. \hfill \square

**Proposition 6.12.** For $l \geq 1$, there exist positive constants $C_l$ such that $|\nabla^l \hat{h}|^2 \leq C_l$. 
Proof. From (5.12) and the assumption we have for $l \geq 1$

$$\frac{\partial}{\partial t} |\nabla^l h|^2 = a (|\Delta |\nabla^l h|^2 - 2|\nabla^{l+1} h|^2 + \sum_{r_1 + r_2 + r_3 = l} \nabla^{r_1} h * \nabla^{r_2} h * \nabla^{r_3} h * \nabla^l h). \quad (6.16)$$

Then by the proof of Theorem 7.3 in [21], using (6.15), we obtain

$$\frac{\partial}{\partial t} \int_M |\nabla^l h|^2 dV_{g(t)} + 2a \int_M |\nabla^{l+1} h|^2 dV_{g(t)} \leq \frac{1}{2} \left( \frac{3}{2} \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} \right)$$

$$\leq C(l, m) \cdot \max \{|\tilde{h}|^2 \int_M |\nabla^l \tilde{h}|^2 dV_{\tilde{g}(i)}

\leq \tilde{C} \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)}$$

$$= - \tilde{C} \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} + 2\tilde{C} \int_M |\nabla^l \tilde{h}|^2 dV_{\tilde{g}(i)}, \quad l \geq 1, \quad (6.17)$$

since $\tilde{h}$ is bounded from above.

On the other hand, putting $n = l + 1$, $i = l$ and $T = \tilde{h}$ in the interpolation (6.15) we get by the Young inequality

$$\int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} \leq C \left( \int_M |\tilde{\nabla}^{l+1} \tilde{h}|^2 dV_{\tilde{g}(i)} \right)^{\frac{1}{l+1}} \left( \int_M |\tilde{h}|^2 dV_{\tilde{g}(i)} \right)^{\frac{l}{l+1}}$$

$$\leq \frac{l}{l + 1} C_1 \int_M |\tilde{\nabla}^{l+1} \tilde{h}|^2 dV_{\tilde{g}(i)} + \frac{1}{(l + 1)\varepsilon^{l+1}} C_2, \quad l \geq 1. \quad (6.18)$$

Choose $\varepsilon$ small enough such that

$$\frac{l}{l + 1} C_1 \leq a.$$

Then (6.17) and (6.18) give that

$$\frac{\partial}{\partial t} \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} \leq -\tilde{C} \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} + C_3$$

or equivalently

$$\frac{\partial}{\partial t} \left( \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} - \frac{C_3}{C} \right) \leq -\tilde{C} \left( \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(i)} - \frac{C_3}{C} \right).$$

There are here two cases that need to be considered:
Case (1) There exists some \( \tilde{t}_0 > 0 \), such that \( \int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(\tilde{t})} \leq \frac{C_3}{C} \) for all \( \tilde{t} > \tilde{t}_0 \). In this case we can easily use the compactness of \([0, \tilde{t}_0] \) to conclude that

\[
\int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(\tilde{t})} \leq C_l \quad \text{with some } C_l > 0; \tag{6.19}
\]

Case (2) There exists an sequence

\[
0 < \tilde{t}_1 < \tilde{t}_1 < \tilde{t}_2 < \cdots < \tilde{t}_i < \tilde{t}_i \leq +\infty
\]

that may be either infinite or finite, such that (choosing \( C_3 \) large enough)

\[
\int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(\tilde{t})} \leq \frac{C_3}{C} \quad \text{on } I_1 := [0, \tilde{t}_1] \cup [\tilde{t}_1, \tilde{t}_2] \cup \cdots \cup [\tilde{t}_{i-1}, \tilde{t}_i];
\]

\[
\int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(\tilde{t})} > \frac{C_3}{C} \quad \text{in } I_2 := (\tilde{t}_1, \tilde{t}_1) \cup (\tilde{t}_2, \tilde{t}_2) \cup \cdots \cup (\tilde{t}_i, \tilde{t}_i).
\]

Therefore, we have

\[
\int_M |\tilde{\nabla}^l \tilde{h}|^2 dV_{\tilde{g}(\tilde{t})} - \frac{C_3}{C} \leq C e^{-\tilde{c}t} \quad \text{for } \tilde{t} \in I_2.
\]

It then easily follows that there exists some \( C_l > 0 \) such that (6.19) holds.

Now from Lemma \( 6.11 \) we know that, for large \( p \), the \( L^p \)-norm of \( \tilde{\nabla}^l \tilde{h} \) is also uniformly bounded. Then by a suitable Sobolev inequality and the standard iteration, we can show that \( |\tilde{\nabla}^l \tilde{h}|^2 \) is uniformly bounded, proving the proposition. \( \square \)

**Remark 6.1.** We are to provide, in this remark, a new proof for Proposition 6.12 without using neither Sobolev inequality nor the standard iteration, the detail of which is as follows:

First of all, we note that \( |\tilde{h}|^2 \leq C_0 \) for some \( C_0 > 0 \). So we suppose that \( |\tilde{\nabla}^l \tilde{h}|^2 \leq C_i \), \( C_i > 0 \), for \( 0 \leq i \leq l - 1 \). Then, by (6.16), Lemma 6.5 and Proposition 6.7 we can directly write the evolution formula of \( |\tilde{\nabla}^l \tilde{h}|^2 \) as:

\[
\frac{\partial}{\partial \tilde{t}} |\tilde{\nabla}^l \tilde{h}|^2 = a(\tilde{\Delta}|\tilde{\nabla}^l \tilde{h}|^2 - 2|\tilde{\nabla}^{l+1} \tilde{h}|^2 + \sum_{r_1 + r_2 + r_3 = l} \tilde{\nabla}^{r_1} \tilde{h} \ast \tilde{\nabla}^{r_2} \tilde{h} \ast \tilde{\nabla}^{r_3} \tilde{h} \ast \tilde{\nabla}^l \tilde{h})
\]

\[
- \frac{2(l + 1)}{m} \tilde{h} |\tilde{\nabla}^l \tilde{h}|^2
\]

\[
\leq a\tilde{\Delta}|\tilde{\nabla}^l \tilde{h}|^2 - 2|\tilde{\nabla}^{l+1} \tilde{h}|^2 + C'_l(1 + |\tilde{\nabla}^l \tilde{h}|^2) \tag{6.20}
\]

for some large \( C'_l > 0 \). Let

\[
f := \frac{\tilde{t}}{\tilde{t} + 1} |\tilde{\nabla}^l \tilde{h}|^2 + \frac{C'_l}{a}|\tilde{\nabla}^{l-1} \tilde{h}|^2.
\]
Then we compute
\[
\frac{\partial f}{\partial t} = \left( \frac{1}{t+1} \right)^2 |\tilde{\nabla}^l \tilde{h}|^2 + \frac{\tilde{t}}{t+1} \frac{\partial}{\partial t} |\tilde{\nabla}^l \tilde{h}|^2 + \frac{C'_t}{a} \frac{\partial}{\partial t} |\tilde{\nabla}^{l-1} \tilde{h}|^2
\]
\[
\leq \left( \frac{1}{t+1} \right)^2 |\tilde{\nabla}^l \tilde{h}|^2 + \frac{\tilde{t}}{t+1} \left( a \tilde{\Delta} |\tilde{\nabla}^l \tilde{h}|^2 - 2a |\tilde{\nabla}^{l+1} \tilde{h}|^2 + C'_t (1 + |\tilde{\nabla}^l \tilde{h}|^2) \right)
\]
\[
+ \frac{C'_t}{a} \left( a \tilde{\Delta} |\tilde{\nabla}^{l-1} \tilde{h}|^2 - 2a |\tilde{\nabla}^l \tilde{h}|^2 + C''_t \right)
\]
\[
\leq a \tilde{\Delta} f + \left( \frac{1}{t+1} \right)^2 + \frac{\tilde{t}}{t+1} C'_t - 2C'_t |\tilde{\nabla}^l \tilde{h}|^2 + C'_t \left( \frac{\tilde{t}}{t+1} + \frac{C''_t}{a} \right)
\]
\[
< a \tilde{\Delta} f + \left( \frac{1}{t+1} \left( \frac{1}{t+1} - C'_t \right) - C'_t \right) |\tilde{\nabla}^l \tilde{h}|^2 + C'_t \left( 1 + \frac{C''_t}{a} \right)
\]
So when \( C'_t \geq 1 \),
\[
\frac{\partial f}{\partial t} < a \tilde{\Delta} f - C'_t |\tilde{\nabla}^l \tilde{h}|^2 + c'_t \tag{6.21}
\]
where \( c'_t = C'_t \left( 1 + \frac{C''_t}{a} \right) \). Define
\[
U = \{(p, \tilde{t}) \in M \times [0, +\infty); C'_t |\tilde{\nabla}^l \tilde{h}|^2 - c'_t > 0\}
\]

Case (1) \( U \) is a empty set. Then we have \( C'_t |\tilde{\nabla}^l \tilde{h}|^2 - c'_t \leq 0 \) everywhere and thus
\[
|\tilde{\nabla}^l \tilde{h}|^2 \leq C_t := \frac{c'_t}{C'_t}
\]

Case (2) \( U \) is not empty. We claim that \( f \) cannot attain its maximal value on the closure \( \overline{U} \) of \( U \). In fact, if \( f \leq f(p_0, \tilde{t}_0) \) for some \( (p_0, \tilde{t}_0) \in \overline{U} \), then it must be that
\[
0 = \frac{\partial f}{\partial \tilde{t}}(p_0, \tilde{t}_0) < -(C'_t |\tilde{\nabla}^l \tilde{h}|^2(p_0, \tilde{t}_0) - c'_t) \leq 0
\]
since \( \tilde{\Delta} f(p_0, \tilde{t}_0) \leq 0 \). This is of course not possible.

Now for each \( \tilde{t} \in [0, +\infty) \), let \( p_{\tilde{t}} \in M \) be the maximal value point of \( f(\cdot, \tilde{t}) \). Then there is \( (p_0, \tilde{t}_0) \in M \times [0, +\infty] \) such that
\[
\lim_{\tilde{t} \to \tilde{t}_0} f(p_{\tilde{t}}, \tilde{t}) = \sup_{M \times [0, +\infty]} f.
\]

It is not hard to show that \( \lim_{\tilde{t} \to \tilde{t}_0} \frac{\partial f}{\partial \tilde{t}}(p_{\tilde{t}}, \tilde{t}) \geq 0 \). It follows from (6.21) that
\[
\lim_{\tilde{t} \to \tilde{t}_0} |\tilde{\nabla}^l \tilde{h}|^2(p_{\tilde{t}}, \tilde{t}) \leq \frac{c'_t}{C'_t}.
\]
Consequently, for all $\tilde{t} \geq 1$,

$$\frac{1}{2} |\nabla^l \tilde{h}|^2 \leq f \leq \lim_{\tilde{t} \to \infty} f(p_{\tilde{t}}, \tilde{t}) = \lim_{\tilde{t} \to \infty} \left( \frac{\tilde{t}}{\tilde{t} + 1} |\nabla^l \tilde{h}|^2 (p_{\tilde{t}}, \tilde{t}) \right) + \frac{C'_l}{\tilde{t}} \lim_{\tilde{t} \to \infty} |\nabla^{l-1} \tilde{h}|^2 (p_{\tilde{t}}, \tilde{t})$$

$$\leq \frac{c'_l}{C'_l} + \frac{C'_l C_{l-1}}{\tilde{t}}.$$

So, in Case (2), we also have the estimate:

$$|\nabla^l \tilde{h}|^2 \leq C_l := 2 \left( \frac{c'_l}{C'_l} + \frac{C'_l C_{l-1}}{\tilde{t}} \right).$$

**Proposition 6.13** (cf. [4], Proposition 4.40). The normalized submanifold $\tilde{F}_t(M)$ converges uniformly to a smooth limit submanifold $\tilde{F}_\infty(M)$ as $\tilde{t} \to +\infty$.

**Proof.** By using (6.3), (5.9) and (5.10), we find

$$\nabla^{l+2} \tilde{F} = \psi \left( \nabla^l h + \sum_{\iota=0}^{k-1} (2^{(k-\iota)} h)^i F_\ast (e_i) + \sum_{\iota=0}^{k-1} (2^{(2k-\iota)+1} h)^\alpha e_\alpha \right), \quad \text{if } l = 2k; \quad (6.22)$$

$$\nabla^{l+2} \tilde{F} = \psi \left( \nabla^l h + \sum_{\iota=0}^{k} (2^{(k-\iota)} h)^i F_\ast (e_i) + \sum_{\iota=0}^{k-1} (2^{(2k-\iota)+1} h)^\alpha e_\alpha \right), \quad \text{if } l = 2k + 1 \quad (6.23)$$

where $k \geq 0$. It then follows from (6.2) and Proposition 6.12 that, for $k \geq 0$ and $l = 2k$, $|\nabla^{l+2} \tilde{F}|^2_g = \psi^{-2(l+1)} |\nabla^{l+2} F|^2_g$

$$= \psi^{-2(l+1)} \left( |\nabla^l h|^2_g + \sum_{\iota, \iota'=0}^{k-1} \langle (2^{(k-\iota)} h), (2^{(k-\iota')} h) \rangle_g \right)$$

$$+ \sum_{\iota, \iota'=0}^{k-1} \langle (2^{(2k-\iota)+1} h), (2^{(2k-\iota')+1} h) \rangle_g + \sum_{\iota=0}^{k-1} \langle \nabla^l h, (2^{(2k-\iota)+1} h) \rangle_g$$

$$= |\nabla^l \tilde{h}|^2_g + \sum_{\iota, \iota'=0}^{k-1} \langle (2^{(k-\iota)} \tilde{h}), (2^{(k-\iota')} \tilde{h}) \rangle_{\tilde{g}}$$

$$+ \sum_{\iota, \iota'=0}^{k-1} \langle (2^{(2k-\iota)+1} \tilde{h}), (2^{(2k-\iota')+1} \tilde{h}) \rangle_{\tilde{g}} + \sum_{\iota=0}^{k-1} \langle \nabla^l \tilde{h}, (2^{(2k-\iota)+1} \tilde{h}) \rangle_{\tilde{g}}$$

$$\leq |\nabla^l \tilde{h}|^2_g + \sum_{\iota, \iota'=0}^{k-1} |(2^{(k-\iota)} \tilde{h})|_{\tilde{g}} \cdot (2^{(k-\iota')} \tilde{h})|_{\tilde{g}}$$

$$+ \sum_{\iota, \iota'=0}^{k-1} |(2^{(2k-\iota)+1} \tilde{h})|_{\tilde{g}} \cdot (2^{(2k-\iota')+1} \tilde{h})|_{\tilde{g}} + \sum_{\iota=0}^{k-1} |\nabla^l \tilde{h}|_{\tilde{g}} \cdot (2^{(2k-\iota)+1} \tilde{h})|_{\tilde{g}}$$

$$\leq C_l.$$

Similarly, we have $|\nabla^{l+2} \tilde{F}|^2_g \leq C_l$ for $l = 2k + 1$, $k \geq 0$. 
Now as did in the un-normalized case, we can replace the metric $\tilde{g}$ with an equivalent $\tilde{t}$-independent metric in the above estimate for the higher derivatives of $\tilde{F}$, from which the proposition follows easily.

Finally, by Proposition 6.9, the limit submanifold $\tilde{F}_\infty(M)$ must be a compact and totally umbilic one in $\mathbb{R}^{m+p}$. Then an application of the Codazzi theorem ([1], [13]) leads to

**Proposition 6.14** (cf. [4], Proposition 4.41). The limit submanifold $\tilde{F}_\infty(M)$ is an $m$-sphere lying in some $(m+1)$-dimensional subspace of $\mathbb{R}^{m+p}$.

This last proposition completes the proof of Theorem 6.1.

**Appendix A. More evolution formulas**

In this appendix, we are to derive some more formulas that, in our new situation, evolve a few important quantities introduced in [3]. Note that these quantities and their involution formulas have played key roles in [3] in proving the main convergence theorem (Theorem 1.3). We expect these computations will be of certain use in further study of the conformal flow in the Euclidean space. In particular, as is seen we have used those formulas derived in this appendix to alternatively give a direct proof of the convergence theorem (Theorem 1.2) which has been proved already in Section 3 as the application of Theorem 3.1 and the theorem of Andrews and Baker (Theorem 1.3).

As before, we denote $\hat{h} := h - \frac{1}{m}gH$. For any positive numbers $\tilde{a}$ and $c$, define as in [3] $Q = |h|^2 + \tilde{a} - c|H|^2$. Then, by direct computation using (1.6), we find

$$
\frac{\partial Q}{\partial t} - a\Delta Q = -2a(|\nabla h|^2 - c|\nabla H|^2) + 2a(R_1 - cR_2)
+ 2(H^\alpha h^\alpha_{ij} a_{ij} - c|H|^2\Delta a) + 4(a_i h^\alpha_{ij} H^\alpha_{,ij} - cH^\alpha H^\alpha_{,i} a_i) . \tag{A.1}
$$

When $c \leq \frac{3}{m+2}$ one has (see [3], Proposition 6) $|\nabla h|^2 - c|\nabla H|^2 \geq 0$. Consequently, we have

**Lemma A.1.** For $c \leq \frac{3}{m+2}$, it holds that

$$
\frac{\partial Q}{\partial t} - a\Delta Q \leq 2a(R_1 - cR_2) + 2(H^\alpha h^\alpha_{ij} a_{ij} - c|H|^2\Delta a) + 4(a_i h^\alpha_{ij} H^\alpha_{,ij} - cH^\alpha H^\alpha_{,i} a_i) . \tag{A.2}
$$

On the other hand, the authors of [3] have also shown that

when $c \leq \frac{4}{3m}$, $R_1 - cR_2$ is strictly negative at any point $(x,t)$ where $Q = 0$. \(\ast\)

But by a careful examination of the argument for \(\ast\) we obtain

**Lemma A.2.** Let $c$ be as in (1.10). Then, at any point $(x,t)$ where $|h|^2 \leq c|H|^2$, it holds that $R_1 - cR_2 \leq 0$. 
Proof. It suffices to assume $H \neq 0$. Note that we always have the inequality $|h|^2 \geq \frac{1}{m}|H|^2$. So $c > \frac{1}{m}$ since $H \neq 0$.

(1) If $c > \frac{1}{m}$, then a slight modification of the argument by [3] in proving the statement (*) will be enough: just letting $\tilde{a} = 0$ and using

$-(c - \frac{1}{m})|H|^2 \leq -|\tilde{h}|^2$ or $|H|^2 \geq \frac{1}{c - \frac{1}{m}}|\tilde{h}|^2$

instead will derive the following non-strict inequality

$2|\tilde{h}_1|^4 - 2(c - \frac{2}{m})|\tilde{h}_1|^2|H|^2 - 2m(c - \frac{1}{m})|H|^4$

$\leq 2|\tilde{h}_1|^4 - 2|\tilde{h}_1|^2(|\tilde{h}_1|^2 + |\tilde{h}_2|^2) - 2m|\tilde{h}_2|^2|H|^2 + 2m|\tilde{h}_1|^2|H|^2$

$= -2|\tilde{h}_1|^2|\tilde{h}_2|^2 - \frac{2m}{m(c - \frac{1}{m})}|\tilde{h}_-|^2|H|^2$

and all other part of the argument does not need any change.

(2) If $c = \frac{1}{m}$, then we have $|h|^2 - \frac{1}{m}|H|^2 \equiv 0$, that is, $F_t(M) \subset \mathbb{R}^n$ is totally umbilic. So $h_{ij}^\alpha \equiv \frac{1}{m}H^\alpha g_{ij}$ for any $i, j, \alpha$. It then follows that $R_1 - \frac{1}{m}R_2 \equiv 0$. \hfill $\Box$

Then, by using Lemma A.1, the argument in [3] (see the proof of Theorem 2 and Proposition 7 there) presently applies, giving the following corollary:

**Corollary A.3.** Suppose that $F : M \times [0, T) \to \mathbb{R}^{m+p}$ is a solution of (1.6) and that $a \equiv a(t)$ depends only on the parameter $t$. If the initial submanifold $F_0$ is such that $|h|^2 \leq c|H|^2 \neq 0$ with a constant $c$ satisfying (1.10), then for any small $t_0 \in (0, T)$, there exist some $c \leq \frac{1}{sm}$ and a constant $\tilde{a}_{t_0} > 0$ such that $|h|^2 + \tilde{a}_{t_0} \leq c|H|^2$ on $[t_0, T)$. In particular, $|h|^2 < c|H|^2 \neq 0$ for all $t \in (0, T)$.

Now suppose that $|H|^2 \neq 0$ and denote

$c_t := \min_{\nu \in M} \{d : |h_t|^2 \leq d|H_t|^2\}, \quad t \in [0, T)$.

For a fixed positive number $\sigma < 1$ small enough, define $f_\sigma := |\tilde{h}|^2|H|^{2(\sigma-1)}$. Then we have

**Lemma A.4** (cf. [3], Proposition 10). If $c_t$ meets (1.10) then, for any $\sigma \in (0, \frac{1}{2}]$ and $t \in [0, T)$, it holds that

$$
\frac{\partial}{\partial t} f_\sigma \leq a \Delta f_\sigma - \frac{4a(\sigma - 1)}{|H|^2} (\langle \nabla |H|, \nabla f_\sigma \rangle - 2a\varepsilon_\nabla |H|^{2(\sigma-1)}|\nabla H|^2 + 2a|h|^2 f_\sigma$

$$
+ 2|H|^{2(\sigma-1)} (H^\alpha h^\alpha_{ij} a_{ij} + 2a|H|^2 H^\alpha_{ij})$

$$
- \frac{2}{m}|H|^{2(\sigma-2)}(|H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle) \left(|H|^2 + m(1 - \sigma)|\tilde{h}|^2\right).
$$

(A.3)

where $\varepsilon_\nabla \equiv \varepsilon_\nabla(t) := \frac{3}{m+2} - c_t$. 

Remark A.1. Since $c_t \geq \frac{1}{m}$, if define

$$
\varepsilon_0 := \begin{cases} 
\frac{5m-8}{3m(m+2)}, & 2 \leq m \leq 4, \\
\frac{2m-5}{(m-1)(m+2)}, & m \geq 4,
\end{cases}
$$

then

$$0 < \varepsilon_0 \leq \varepsilon_{\nabla} \leq \frac{2(m-1)}{m(m+2)} < \frac{1}{3}.$$

Proof. Following the proof of Proposition 10 in [3], we find that

$$
\frac{\partial}{\partial t} f_\sigma = \left( \frac{\partial}{\partial t} |h|^2 - \frac{1}{m} \frac{\partial}{\partial t} |H|^2 \right) |H|^{2(\sigma-1)} + (\sigma-1) |h|^2 |H|^{2(\sigma-2)} \frac{\partial}{\partial t} |H|^2 
= \left( a \Delta |h|^2 - 2|\nabla h|^2 + 2a R_1 + 2a^0 h_\alpha^\alpha a_{i,j} + 4 a_i h_\alpha^\alpha H_3^\alpha 
- \frac{1}{m} a \left( \Delta |H|^2 - 2|\nabla H|^2 + 2R_2 \right) - \frac{2}{m} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \right) |H|^{2(\sigma-1)} 
+ (\sigma-1) |H|^{2(\sigma-2)} \hat{h}^2 \left( a \left( \Delta |H|^2 - 2|\nabla H|^2 + 2R_2 \right) 
+ 2 \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \right) 
\right) 
+ 2 \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma-1)|h|^2 \right).
$$

But it is known that (3)

$$
\Delta f_\sigma = \left( \Delta |h|^2 - \frac{1}{m} \Delta |H|^2 \right) |H|^{2(\sigma-1)} 
+ |\hat{h}|^2 \left( (\sigma-1)(\sigma-2) |\nabla h|^2 |H|^{2(\sigma-3)} |\nabla |H|^2| + (\sigma-1) |H|^{2(\sigma-2)} \Delta |H|^2 \right) 
+ 2(\sigma-1) |H|^{2(\sigma-2)} \langle \nabla |h|^2 - \frac{1}{m} \nabla |H|^2, \nabla |H|^2 \rangle 
= \left( \Delta |h|^2 - \frac{1}{m} \Delta |H|^2 \right) |H|^{2(\sigma-1)} 
+ |\hat{h}|^2 \left( (\sigma-1)(\sigma-2) |\nabla h|^2 |H|^{2(\sigma-3)} |\nabla |H|^2| + (\sigma-1) |H|^{2(\sigma-2)} \Delta |H|^2 \right) 
+ \frac{2(\sigma-1)}{|H|^2} \langle \nabla f_\sigma, \nabla |H|^2 \rangle - \frac{8(\sigma-1)^2}{|H|^2} f_\sigma |\nabla |H||^2.
$$
Comparing the above two equalities then gives
\[
\frac{\partial}{\partial t} f_\sigma = a \left( \Delta f_\sigma + \frac{2(1 - \sigma)}{|H|^2} \langle \nabla f_\sigma, \nabla |H|^2 \rangle - 2|H|^{2(\sigma - 1)} \left( |\nabla h|^2 - \frac{|h|^2}{|H|^2} |\nabla H|^2 \right) + \frac{2\sigma R_2 f_\sigma}{|H|^2} \\
+ \frac{4\sigma(\sigma - 1)}{|H|^2} f_\sigma |\nabla |H|^2 - 2\sigma |h|^2}{|H|^2(2 - \sigma)} |\nabla H|^2 + 2|H|^{2(\sigma - 1)} \left( R_1 - \frac{|h|^2}{|H|^2} R_2 \right) \\
+ 2|H|^{2(\sigma - 1)} \left( H^\alpha h^\alpha_{ij} a_{ij} + 2a^\alpha h^\alpha_{ij} H^\alpha \right) \\
- \frac{2}{m} |H|^{2(\sigma - 2)} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|h|^2 \right) \right) \leq a \left( \Delta f_\sigma + \frac{2(1 - \sigma)}{|H|^2} \langle \nabla f_\sigma, \nabla |H|^2 \rangle - 2|H|^{2(\sigma - 1)} \left( |\nabla h|^2 - \frac{|h|^2}{|H|^2} |\nabla H|^2 \right) + \frac{2\sigma R_2 f_\sigma}{|H|^2} \\
+ 2|H|^{2(\sigma - 1)} \left( H^\alpha h^\alpha_{ij} a_{ij} + 2a^\alpha h^\alpha_{ij} H^\alpha \right) \\
- \frac{2}{m} |H|^{2(\sigma - 2)} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|h|^2 \right) \right),
\]
where in the last inequality we have used the fact that \( R_1 - \frac{|h|^2}{|H|^2} R_2 \leq 0 \) (see Lemma A.2).
This together with the estimate
\[
-2|H|^{2(\sigma - 1)} \left( |\nabla h|^2 - \frac{|h|^2}{|H|^2} |\nabla H|^2 \right) \leq -2|H|^{2(\sigma - 1)} \left( \frac{3}{m + 2} - c_t \right) |\nabla H|^2
\]
and (4.14) proves (A.3). □

**Lemma A.5** (cf. [3, Proposition 13]). Let \( c_t \) be as in Lemma A.4. Then it holds that, for any \( p \geq \max\{2, \frac{2}{m + 2} - 1\},
\[
\frac{\partial}{\partial t} \int\int_M f_\sigma^p dV \leq \frac{1}{2} a p (p - 1) \int\int_M f_\sigma^{p-2} |\nabla f_\sigma|^2 dV - a p e \int\int_M f_\sigma^{p-1} |H|^{2(\sigma - 1)} |\nabla H|^2 dV \\
+ 2ap\sigma \int\int_M |H|^2 f_\sigma^p dV - p \int\int_M f_\sigma^{p-1} \langle \nabla a, \nabla f_\sigma \rangle dV \\
+ 2p \int\int_M f_\sigma^{p-1} |H|^{2(\sigma - 1)} \left( H^\alpha h^\alpha_{ij} a_{ij} + 2a^\alpha h^\alpha_{ij} H^\alpha \right) dV \\
- \frac{2p}{m} \int\int_M \frac{f_\sigma^{p-1}}{|H|^{2(\sigma - 2)}} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|h|^2 \right) dV.
\]

**Proof.** Differentiating under the integral sign and substituting in the evolution equations for \( f_\sigma \) and for the measure \( dV \) gives
\[
\frac{\partial}{\partial t} \int\int_M f_\sigma^p dV = \int\int_M \left( p f_\sigma^{p-1} \frac{\partial f_\sigma}{\partial t} - a |H|^2 f_\sigma^p \right) dV \\
\leq \int\int_M p f_\sigma^{p-1} \frac{\partial f_\sigma}{\partial t} dV \\
\leq p \int\int_M f_\sigma^{p-1} \Delta f_\sigma dV + 4(1 - \sigma) p \int\int_M a \frac{f_\sigma^{p-1}}{|H|} \langle \nabla |H|, \nabla f_\sigma \rangle dV.
\]
\[-2p \varepsilon_v \int_M a \frac{f_{p \sigma}^{-1}}{|H|^{2(1-\sigma)}} |\nabla H|^2 dV + 2p \sigma \int_M a |\nabla|^2 f_p dV \]
\[+ 2p \int_M f_{p \sigma}^{-1} |H|^{2(\sigma-1)} \left( H^\alpha h_i^\alpha_{ij} a_{ij} + 2a_i h_i^\alpha h_j^\alpha H_j^\alpha \right) dV \]
\[-2p \frac{m}{\alpha} \int_M \frac{f_{p \sigma}^{-1}}{|H|^{2(2-\sigma)}} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|\nabla|^2 \right) dV.\]

By using
\[p \int_M a f_{p \sigma}^{-1} \Delta f_{\sigma} dV \leq -p \int_M f_{p \sigma}^{-1} \langle \nabla a, \nabla f_{\sigma} \rangle dV - a \rho(p - 1) \int_M f_{p \sigma}^{-2} |\nabla f_{\sigma}|^2 dV \]
and the inequality (see [3])
\[4(1 - \sigma)p \int_M \frac{f_{p \sigma}^{-1}}{|H|} \langle \nabla |H|, \nabla f_{\sigma} \rangle dV \]
\[\leq 2p \frac{\rho}{\alpha} \int_M f_{p \sigma}^{-2} |\nabla f_{\sigma}|^2 dV + 2p \rho \int_M \frac{f_{p \sigma}^{-1}}{|H|^{2(1-\sigma)}} |\nabla H|^2 dV \]
in which the number \(\rho > 0\) is to be determined, we obtain that
\[
\frac{\partial}{\partial t} \int_M f_p^2 dV \\
\leq -p(p - 1)(a - \frac{2\alpha}{\rho(p - 1)}) \int_M f_{p \sigma}^{-2} |\nabla f_{\sigma}|^2 dV \\
- 2p \varepsilon_v (a - \frac{\alpha p}{\varepsilon_v}) \int_M f_{p \sigma}^{-1} |H|^{2(\sigma-1)} |\nabla H|^2 dV \\
+ 2\alpha \rho \int_M |H|^2 f_p dV - p \int_M f_{p \sigma}^{-1} \langle \nabla a, \nabla f_{\sigma} \rangle dV \\
+ 2p \int_M f_{p \sigma}^{-1} |H|^{2(\sigma-1)} \left( H^\alpha h_i^\alpha_{ij} a_{ij} + 2a_i h_i^\alpha h_j^\alpha H_j^\alpha \right) dV \\
- \frac{2p}{m} \int_M \frac{f_{p \sigma}^{-1}}{|H|^{2(2-\sigma)}} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|\nabla|^2 \right) dV,
\]
where we have used the fact that \(|\nabla|^2 \leq c_4 |H|^2 \leq |H|^2\). Choose
\[
\rho = \frac{4\alpha}{a(p - 1)} \quad \text{and} \quad p \geq \max\{2, \frac{8\alpha^2}{a^2 \varepsilon_v} + 1\},
\]
then one has \(a - \frac{\alpha p}{\varepsilon_v} \geq \frac{1}{2} a\) and \(a - \frac{\alpha p}{\varepsilon_v} \geq \frac{1}{2} a\). This gives the desired inequality. \(\Box\)

**Proposition A.6.** Under the condition of Lemma A.5, there exists constant a constant \(\sigma_+\) and \(c_0\) depending only on \(M\) such that, if \(\sigma \leq \sigma_+\), then for all \(t \in [0, T]\) we have the estimate
\[
\frac{\partial}{\partial t} \int_M f_p^2 dV \leq -p \int_M f_{p \sigma}^{-1} \langle \nabla a, \nabla f_{\sigma} \rangle dV + 2p \int_M f_{p \sigma}^{-1} |H|^{2(\sigma-1)} \left( H^\alpha h_i^\alpha_{ij} a_{ij} + 2a_i h_i^\alpha h_j^\alpha H_j^\alpha \right) dV \\
- \frac{2p}{m} \int_M \frac{f_{p \sigma}^{-1}}{|H|^{2(2-\sigma)}} \left( |H|^2 \Delta a + \langle \nabla |H|^2, \nabla a \rangle \right) \left( |H|^2 - m(\sigma - 1)|\nabla|^2 \right) dV.
\]
Proof. Since by [3] (Proposition 12), for small $\sigma$, any $\eta > 0$ and some $\varepsilon > 0$,
\[
\int_M f_\sigma^p|H|^2dV \leq \frac{(p\eta + 4)}{\varepsilon} \int_M \frac{f_{\sigma}^{p-1}}{|H|^{2(1-\sigma)}} \nabla H|^2dV + \frac{p-1}{\varepsilon \eta} \int_M f_\sigma^{p-2} \nabla f_\sigma|^2dV,
\]
we find using Lemma [A.5] that
\[
\frac{\partial}{\partial t} \int_M f_\sigma^p dV \leq -\frac{p(p-1)a}{2} \left( 1 - \frac{4\alpha}{a} \cdot \frac{\sigma}{\varepsilon \eta} \right) \int_M f_\sigma^{p-2} \nabla f_\sigma|^2dV
\]
\[-pa \varepsilon(\nabla a, \nabla f_\sigma)dV + 2p \int_M f_\sigma^{p-1} H^{|2(\sigma-1)} \left( H^\alpha h^\alpha_{ij} a,_{ij} + 2a h^\alpha_{i} H^\alpha_{j} \right) dV
\]- \frac{2p}{m} \int_M \left( H^{|2(2-\sigma)} \right) \left( H^2 a^2 + \langle \nabla |H|^2, \nabla a \rangle \right) \left( H^2 - m(\sigma - 1)|h|^2 \right) dV.
\]

Put $\eta = 4\frac{\pi}{a} \cdot \frac{\sigma}{\varepsilon \eta}$. Then
\[
1 - \frac{4\alpha}{a} \cdot \frac{\sigma}{\varepsilon \eta} = 0 \quad \text{(A.4)}
\]
and
\[
\frac{2\alpha}{a} \cdot \frac{\sigma(p\eta + 4)}{\varepsilon \varepsilon \varepsilon} - 1 = \frac{1}{\varepsilon \varepsilon \varepsilon} \left( \frac{2\alpha}{a} \cdot \frac{\sigma(p\eta + 4)}{\varepsilon \varepsilon \varepsilon} - \varepsilon \varepsilon \varepsilon \right)
\]
\[= \frac{1}{\varepsilon \varepsilon \varepsilon} \left( 8p \left( \frac{\alpha}{a} \right)^2 \sigma^2 + 8\frac{\alpha}{a} \varepsilon \sigma - \varepsilon^2 \varepsilon \varepsilon \right)
\]
\[\leq \frac{1}{\varepsilon \varepsilon \varepsilon} \left( 8p \left( \frac{\alpha}{a} \right)^2 \sigma^2 + 8\frac{\alpha}{a} \varepsilon \sigma - \varepsilon^2 \varepsilon \varepsilon \right) = f(\sigma) := 8p \left( \frac{\alpha}{a} \right)^2 \sigma^2 + 8\frac{\alpha}{a} \varepsilon \sigma - \varepsilon^2 \varepsilon \varepsilon_0.
\]

Denote
\[
f(\sigma) := 8p \left( \frac{\alpha}{a} \right)^2 \sigma^2 + 8\frac{\alpha}{a} \varepsilon \sigma - \varepsilon^2 \varepsilon \varepsilon_0.
\]

Then as a quadratic polynomial of $\sigma$, $f(\sigma)$ has two roots as follows:
\[
\sigma_- = -\frac{\varepsilon}{2\pi p} \left( 1 + \sqrt{1 + \frac{1}{2} \varepsilon \varepsilon_0} \right) > 0,
\]
\[
\sigma_+ = \frac{\varepsilon}{2\pi p} \left( -1 + \sqrt{1 + \frac{1}{2} \varepsilon \varepsilon_0} \right) = \frac{a \varepsilon \varepsilon \varepsilon}{4\pi (1 + \sqrt{1 + \frac{1}{2} \varepsilon \varepsilon_0})} > 0.
\]

Consequently, for any $0 < \sigma \leq \sigma_+$, we have $f(\sigma) \leq 0$. This with (A.4) completes the proof of Proposition A.6. □
Lemma A.7. If $|h|^2 \leq c|H|^2$, then there is a constant $A$ depending on $F_0$ and the bound of $h$ such that

$$\frac{\partial}{\partial t}|\nabla H|^2 \leq a(\Delta|\nabla H|^2 - 2|\nabla^2 H|^2) + A|H|^2|\nabla h|^2$$

$$+ \nabla a \ast (\nabla h \ast \nabla^2 h + h^3 \ast \nabla h) + \nabla^2 a \ast (\nabla h)^2 + \nabla^3 a \ast h \ast \nabla h.$$  \hspace{1cm} (A.5)

Proof. This lemma can be proved by a direct computation as follows: By using the Ricci identity we find

$$\Delta|\nabla H|^2 = 2\langle \nabla_k \Delta H, \nabla_k H \rangle + 2|\nabla^2 H|^2$$

$$= 2\langle \nabla_k \Delta H + \nabla_p (R^k(e_p, e_k)H) + R^k(e_p, e_k)\nabla_p H + \text{Ric}(e_p, e_k)\nabla_p H, \nabla_k H \rangle + 2|\nabla^2 H|^2$$

$$= 2\langle \nabla_k \Delta H, \nabla_k H \rangle + 2|\nabla^2 H|^2 + h^2 \ast (\nabla h)^2.$$

Thus

$$2\langle \nabla_k \Delta H, \nabla_k H \rangle = \Delta|\nabla H|^2 - 2|\nabla^2 H|^2 + h^2 \ast (\nabla h)^2$$

which implies that

$$2\langle \nabla_k \Delta H, \nabla_k H \rangle = 2a(\nabla_k \Delta H, \nabla_k H) + a \ast h^2 \ast (\nabla h)^2$$

$$+ \nabla a \ast (\nabla h \ast \nabla^2 h + h^3 \ast \nabla h) + \nabla^2 a \ast (\nabla h)^2 + \nabla^3 a \ast h \ast \nabla h$$

$$= a(\Delta|\nabla H|^2 - 2|\nabla^2 H|^2) + a \ast h^2 \ast (\nabla h)^2$$

$$+ \nabla a \ast (\nabla h \ast \nabla^2 h + h^3 \ast \nabla h) + \nabla^2 a \ast (\nabla h)^2 + \nabla^3 a \ast h \ast \nabla h.$$

Therefore

$$\frac{\partial}{\partial t}|\nabla H|^2 = 2\langle \nabla_k \Delta H, \nabla_k H \rangle = 2\langle \nabla_k \Delta H + R^k(\partial_t, e_k)H, \nabla_k H \rangle$$

$$= 2\langle \nabla_k \Delta H, \nabla_k H \rangle + 2(R^k(\partial_t, e_k)H, \nabla_k H)$$

$$= a(\Delta|\nabla H|^2 - 2|\nabla^2 H|^2 + h^2 \ast (\nabla h)^2)$$

$$+ \nabla a \ast (\nabla h \ast \nabla^2 h + h^3 \ast \nabla h) + \nabla^2 a \ast (\nabla h)^2 + \nabla^3 a \ast h \ast \nabla h.$$  \hspace{1cm} (A.6)

Since $a$ is bounded, we have $a \ast h^2 \ast (\nabla h)^2 \leq A|H|^2|\nabla h|^2$ for some constant $A$. Inserting this into \hspace{1cm} (A.5) gives \hspace{1cm} \hspace{1cm} (A.5)

Lemma A.8. If $|h|^2 \leq c|H|^2$ and there exist some positive constants $C_0$ and $\sigma < 1$ such that $|\tilde{h}|^2 \leq C_0|H|^{2(1-\sigma)}$, then for any constants $N_1, N_2 > 0$, it holds that

$$\frac{\partial}{\partial t}|H|^4 \geq a(\Delta|H|^4 - 12|H|^2|\nabla H|^2 + \frac{4}{m}|H|^6) + \nabla a \ast h^3 \ast \nabla h + \nabla^2 a \ast h^4,$$  \hspace{1cm} (A.7)

$$\frac{\partial}{\partial t}((N_1 + N_2|H|^2)|h|^2) \leq a\left(\Delta((N_1 + N_2|H|^2)|\tilde{h}|^2) - \frac{4(m - 1)}{3m}(N_2 - 1)|H|^2|\nabla h|^2 - \frac{4(m - 1)}{3m}(N_1 - c_1(N_2))|\nabla h|^2 + c_2(N_1, N_2)|\tilde{h}|^2(|H|^4 + 1)\right)$$

$$+ \nabla a \ast (h^3 \ast \nabla h + h \ast \nabla h) + \nabla^2 a \ast (h^4 + h^2)$$  \hspace{1cm} (A.8)

for some constants $c_1$ and $c_2$. 
Proof. The evolution equation for $|H|^4$ is easily derived from that of $|H|^2$: First we find
\[
\frac{\partial}{\partial t}|H|^4 = a(\Delta |H|^4 - 8|H|^2|\nabla |H|^2| - 4|H|^2|\nabla H|^2 + 4|H|^2 R_2) \\
\quad + 4|H|^2(\nabla a, \nabla |H|^2) + 4|H|^4 \Delta a \\
= a(\Delta |H|^4 - 8|H|^2|\nabla |H|^2| - 4|H|^2|\nabla H|^2 + 4|H|^2 R_2) \\
\quad + \nabla a * h^3 * \nabla h + \nabla^2 a * h^4.
\]
Then, from

\[ R_2 = |(H, h)|^2 = |(H, \tilde{h})|^2 + \frac{1}{m}|H|^4 \geq \frac{1}{m}|H|^4 \]

and the classical Kato inequality $|\nabla |H||^2 \leq |\nabla H|^2$, comes Equation (A.7) follows directly.

To prove (A.8), we directly compute by the evolution equations for $|h|^2$ and $|H|^2$:

\[
\frac{\partial}{\partial t}((N_1 + N_2|H|^2)|\hat{h}|^2) \\
= N_2(a(\Delta |H|^2 - 2|\nabla H|^2 + 2R_2)|\hat{h}|^2 + (\nabla a * h * \nabla h + \nabla^2 a * h^2)|\hat{h}|^2) \\
\quad + (N_1 + N_2|H|^2)(a(\Delta |\hat{h}|^2 - 2(|\nabla h|^2 - \frac{1}{m}|\nabla H|^2) + 2(R_1 - \frac{1}{m} R_2)) \\
\quad + \nabla a * h * \nabla h + \nabla^2 a * h^2).
\]

Since

\[
\Delta((N_1 + N_2|H|^2)|\hat{h}|^2) \\
= N_2(\Delta |H|^2)|\hat{h}|^2 + (N_1 + N_2|H|^2)\Delta |\hat{h}|^2 + 2N_2(\nabla |H|^2, \nabla |\hat{h}|^2),
\]

and (3)

\[
|\nabla h|^2 - \frac{1}{m}|\nabla H|^2 \geq \frac{2(m-1)}{3m}|\nabla h|^2, \quad |\nabla h|^2 \geq \frac{1}{m}|\nabla H|^2,
\]

\[
R_2 \leq |h|^2|H|^2, \quad R_1 - \frac{1}{m} R_2 \leq c_0|h|^2|H|^2,
\]

with $c_0$ being a constant dependent on $c$, we find

\[
\frac{\partial}{\partial t}((N_1 + N_2|H|^2)|\hat{h}|^2) \\
= a\left(\Delta((N_1 + N_2|H|^2)|\hat{h}|^2) - 2N_2(\nabla |H|^2, \nabla |\hat{h}|^2) - 2N_2|\nabla H|^2|\hat{h}|^2 + 2N_2 R_2 |\hat{h}|^2 \\
\quad - 2(N_1 + N_2|H|^2)(|\nabla h|^2 - \frac{1}{m}|\nabla H|^2) + 2(N_1 + N_2|H|^2)(R_1 - \frac{1}{m} R_2)\right) \\
+ \nabla a * (h^3 * \nabla h + h * \nabla h) + \nabla^2 a * (h^4 + h^2) \\
\leq a\left(\Delta((N_1 + N_2|H|^2)|\hat{h}|^2) + 8N_2|\tilde{h}||H| - |\nabla |H|| \cdot |\nabla |\hat{h}|| \\
\quad - \frac{4(m-1)}{3m}(N_1 + N_2|H|^2)|\nabla h|^2 + 2N_2 |\hat{h}|^2 |h|^2 |H|^2 + 2c_0(N_1 + N_2|H|^2)|\hat{h}|^2 |H|^2\right)
\]
+ \nabla a * (h^3 * \nabla h + h * \nabla h) + \nabla^2 a * (h^4 + h^2)
\leq a(\Delta ((N_1 + N_2|H|^2)|\dot{h}|^2) + 8N_2|\ddot{h}||H| \cdot |\nabla H| \cdot |\nabla \dot{h}|
- \frac{4(m-1)}{3m}(N_1 + N_2|H|^2)(|\nabla h|^2 + 2N_2|\dot{h}|^2|H|^2(|h|^2 + c_0|H|^2) + 2c_0N_1|\dot{h}|^2|H|^2)
+ \nabla a * (h^3 * \nabla h + h * \nabla h) + \nabla^2 a * (h^4 + h^2). \tag{A.12}

The second term on the right hand side of (A.12) can be estimated by Young’s inequality as follows:

\[ 8N_2|H||\dot{h}||\nabla H||\nabla \dot{h}| \leq 8N_2|H|\sqrt{m}|\nabla h|^2 \sqrt{C_0}|H|^{1-\sigma} \leq \frac{4(m-1)}{3m}|H|^2|\nabla h|^2 + c_1(N_2)||\nabla h|^2 \]

since $|\dot{h}|^2 \leq C_0|H|^{2(1-\sigma)}$; while the last two terms are estimated as

\[ 2N_2|\dot{h}|^2|H|^2(|h|^2 + c_0|H|^2) + 2c_0N_1|\dot{h}|^2|H|^2 \leq c_2(N_1, N_2)|\dot{h}|^2(|H|^4 + 1) \]

since $|h|^2 \leq c|H|^2$. Then equation (A.8) now follows.

Remark A.2. The second inequality of (A.10) was used [3] and [4] with $c_0 = 2$ but without any proof. In what follows, we would like to provide a proof of it in detail for the convenience of readers. It turns out that, by our argument, $c_0$ can be always taken to be less than 1 (see (A.14) below) if the constant $c$ satisfies (1.10).

The case that $H = 0$ is trivial due to the assumption $|h|^2 \leq c|H|^2$. So we only need to consider the case that $H \neq 0$. Then, for positive numbers $\lambda$ and $b < 1$, it holds that (3)

\[ R_1 - \frac{1}{m}R_2 \leq |\dot{h}_1|^4 + \frac{1}{m}|\dot{h}_1|^2|H|^2 + 4|h_1|^2|\dot{h}_-|^2 + \frac{3}{2}|\dot{h}_-|^4 \]
\[ = (|h_1|^4 + 2|\dot{h}_1|^2|\dot{h}_-|^2 + |\dot{h}_-|^4) + 2b|\dot{h}_1|^2|\dot{h}_-|^2 + \frac{1}{2}|\dot{h}_-|^4 + \frac{1}{m}|\dot{h}_1|^2|H|^2 \]
\[ + 2(1-b)|\dot{h}_1|^2|\dot{h}_-|^2 \]
\[ \leq |\dot{h}|^4 + \lambda b|h_1|^4 + \left(\frac{1}{\lambda} + \frac{1}{2}\right)|\dot{h}_-|^4 + \frac{1}{m}|\dot{h}_1|^2|H|^2 \]
\[ + 2(1-b)|\dot{h}_1|^2|\dot{h}_-|^2, \]

where we have used the equality $|\dot{h}|^2 = |\dot{h}_1|^2 + |\dot{h}_-|^2$ and the Young’s inequality

\[ 2|h_1|^2|\dot{h}_-|^2 \leq \lambda |h_1|^4 + \frac{1}{\lambda} |\dot{h}_-|^4, \]
for any $\lambda > 0$.

By taking

\[ \lambda = \frac{1}{4b}(1 + \sqrt{1 + 16b^2}), \tag{A.13} \]
we have $\lambda b = \frac{1}{3} b + \frac{1}{2}$. It then follows that

$$R_1 - \frac{1}{m} R_2 \leq |\dot{h}|^4 + \lambda b(\dot{h}_1|^4 + 2\dot{h}_1^2|\dot{h}_-|^2 + |\dot{h}_-|^4) + \frac{1}{m} |\dot{h}_1|^2 |H|^2$$

$$+ 2(1 - b - \lambda b)|\dot{h}_1|^2|\dot{h}_-|^2$$

$$= |\dot{h}|^4 + \lambda b(\dot{h}_1|^2 + |\dot{h}_-|^2) + \frac{1}{m} |\dot{h}_1|^2 |H|^2 + 2(1 - b - \lambda b)|\dot{h}_1|^2|\dot{h}_-|^2$$

$$= (1 + \lambda b)|\dot{h}|^4 + \frac{1}{m} |\dot{h}_1|^2 |H|^2 + 2(1 - b - \lambda b)|\dot{h}_1|^2|\dot{h}_-|^2.$$

Solving $1 - b - \lambda b = 0$ with (A.13), we find that $b = \frac{1}{3}$ and thus $\lambda b = \frac{2}{3}$. So we obtain

$$R_1 - \frac{1}{m} R_2 \leq \frac{5}{3} |\dot{h}|^4 + \frac{1}{m} |\dot{h}_1|^2 |H|^2$$

$$\leq |\dot{h}|^2 \left( \frac{5}{3} |\dot{h}|^2 - \frac{5}{3m} |H|^2 + \frac{1}{m} |H|^2 \right)$$

$$= |\dot{h}|^2 \left( \frac{5}{3} |\dot{h}|^2 - \frac{2}{3m} |H|^2 \right)$$

$$\leq \left( \frac{5}{3} c - \frac{2}{3m} \right) |\dot{h}|^2 |H|^2$$

$$:= c_0 |\dot{h}|^2 |H|^2$$

using $|\dot{h}_1|^2 \leq |\dot{h}|^2$ and $|\dot{h}|^2 \leq c|H|^2$.

In particular, when $c$ satisfies (1.10), it holds that

$$c_0 = \frac{5}{3} c - \frac{2}{3m} \leq \begin{cases} \frac{7}{3}, & m = 2; \\ \frac{14}{27}, & m = 3; \\ \frac{7}{18}, & m = 4; \\ \frac{3m+2}{3m(m-1)} \leq \frac{17}{60}, & m \geq 5. \end{cases} \tag{A.14}$$

Now, for any $N_1, N_2 > 0$, we define a function

$$f = |\nabla H|^2 + (N_1 + N_2 |H|^2)|\dot{h}|^2.$$

Then, by combining (A.5) and (A.8), we easily obtain

**Lemma A.9.** Suppose $|\dot{h}|^2 \leq c|H|^2$ and $|\dot{h}|^2 \leq C_0 |H|^{2(1-\sigma)}$ for some $C_0 > 0$, $0 < \sigma < 1$. If $N_2$ is large enough, then it holds that

$$\frac{\partial}{\partial t} f \leq a \left( \Delta f - \frac{4(m-1)}{3m} (|N_2 - 1||H|^2 - (N_1 - c_1(N_2))) |\nabla h|^2 
+ c_2(N_1, N_2)|\dot{h}|^2(|H|^4 + 1) \right)$$

$$+ \nabla a \ast (h \ast \nabla h + \nabla h \ast \nabla^2 h + h^3 \ast \nabla h)$$

$$+ \nabla^2 a \ast (h^4 + h^2 + (\nabla h)^2) + \nabla^3 a \ast h \ast \nabla h. \tag{A.15}$$
For \( \eta > 0 \), denote \( g = f - \eta |H|^4 \). Then from (A.7), (A.15) and the fact that \((m + 2)|\nabla h|^2 \geq 3|\nabla H|^2 \) ([3], Proposition 6) follows the next lemma:

**Lemma A.10.** If \( N_1, N_2 \) are large enough, \(|h|^2 \leq c|H|^2 \) and and \(|\dot{h}|^2 \leq C_0|H|^{2(1-\sigma)} \) for some \( C_0 > 0 \), \( 0 < \sigma < 1 \), then it holds that

\[
\begin{align*}
\frac{\partial}{\partial t} g &\leq a \Delta g + C_2(N_1, N_2)|\dot{h}|^2(|H|^4 + 1) - \frac{4\eta}{m}|H|^6 \\
&+ \nabla a \ast (h \ast \nabla h + \nabla h \ast \nabla^2 h + h^3 \ast \nabla h) \\
&+ \nabla^2 a \ast (h^4 + h^2 + (\nabla h)^2) + \nabla^3 a \ast h \ast \nabla h.
\end{align*}
\] (A.16)

**Corollary A.11** (cf. [3], Theorem 5). Suppose that the function \( a = a(t) \), depending only on the parameter \( t \). If the initial \( F_0 \) satisfies \(|h|^2 \leq c|H|^2 \) with \( c \) as in (1.10) then there exists a \( C_0 > 0 \) such that

\[
|\dot{h}|^2 \equiv |h|^2 - \frac{1}{m}|H|^2 \leq C_0|H|^{2(1-\sigma)}.
\] (A.17)

Furthermore, for each \( \eta > 0 \), there exists a constant \( C_\eta \) depending only on \( \eta \) and \( F_0 \) such that

\[
|\nabla H|^2 \leq \eta|H|^4 + C_\eta.
\] (A.18)

**Proof.** If \( a \) depends only on \( t \), then \( \nabla a \equiv 0 \) along \( F_t(M) \) for all \( t \). So Corollary (A.3) assures that \(|h|^2 \leq c|H|^2 \) holds for any time \( t \in [0, T] \), and Proposition (A.6) reduces to \( \frac{\partial}{\partial t} \int_M f^p dV \leq 0 \) for any small \( \sigma > 0 \) and large \( p \). It follows that \( \int_M f^p dV \leq C \) where \( C \) is a constant depending only on \( m, p, \overline{\sigma}, \overline{a} \) and \( F_0 \). On the other hand, by Lemma (A.5) we also have that

\[
\frac{\partial}{\partial t} \int_M f^p dV \leq -\frac{1}{2} ap(p-1) \int_M f^{p-2} |\nabla f|^2 dV + 2\overline{a}p\overline{\sigma} \int_M |H|^2 f^p dV
\] (A.19)

which, with the fact that \( \|f_\sigma\|_p \) is uniformly bounded, implies in a standard manner (see [21] or more directly [4]) that \(|\dot{h}|^2 \leq C_0|H|^{2(1-\sigma)} \) for some \( C_0 > 0 \). From this and (A.16) we find the estimate

\[
\frac{\partial}{\partial t} g \leq a \Delta g + C_2(N_1, N_2)(|H|^{6-2\sigma} + |H|^{2(1-\sigma)}) - \frac{4\eta}{m}|H|^6.
\] (A.20)

Note that \( \sigma < 1 \) is small, and \( 6 - 2\sigma, 2 - 2\sigma \) are both strictly less than 6. Therefore we can use the Young’s inequality to find

\[
C_2|H|^{6-2\sigma} \leq \frac{\varepsilon_1^{p_1}}{p_1}|H|^6 + \frac{1}{q_1\varepsilon_1^2} C_2^{q_1}, \quad C_2|H|^{2(1-\sigma)} \leq \frac{\varepsilon_2^{p_2}}{p_2}|H|^6 + \frac{1}{q_2\varepsilon_2^2} C_2^{q_2}
\] (A.21)

for small \( \varepsilon_1, \varepsilon_2 > 0 \) where

\[
p_1 = \frac{6}{6 - 2\sigma}, \quad p_2 = \frac{6}{2 - 2\sigma} \quad \text{and} \quad \frac{1}{p_i} + \frac{1}{q_i} = 1, \quad i = 1, 2.
\]

Putting (A.21) with \( \varepsilon_1, \varepsilon_2 \) small enough into (A.20), we finally obtain the following estimate from:

\[
\frac{\partial}{\partial t} g \leq a \Delta g + c_3
\] (A.22)
where $c_3$ is dependent of $\eta$. Now the maximal principle together with the fact that $T < \infty$ concludes that $g \leq C_\eta$ which with the definitions of $f$ and $g$ implies the desired inequality (A.18):

$$|\nabla H|^2 \leq f = g + \eta|H|^4 \leq \eta|H|^4 + C_\eta.$$  

\[\Box\]
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