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Abstract

Graphene is a one-atom-thick layer of graphite, where low-energy electronic states are described by the massless Dirac fermion. The orientation of the graphene edge determines the energy spectrum of π-electrons. For example, zigzag edges possess localized edge states with energies close to the Fermi level. In this review, we investigate nanoscale effects on the physical properties of graphene nanoribbons and clarify the role of edge boundaries. We also provide analytical solutions for electronic dispersion and the corresponding wavefunction in graphene nanoribbons with their detailed derivation using wave mechanics based on the tight-binding model. The energy band structures of armchair nanoribbons can be obtained by making the transverse wavenumber discrete, in accordance with the edge boundary condition, as in the case of carbon nanotubes. However, zigzag nanoribbons are not analogous to carbon nanotubes, because in zigzag nanoribbons the transverse wavenumber depends not only on the ribbon width but also on the longitudinal wavenumber. The quantization rule of electronic conductance as well as the magnetic instability of edge states due to the electron–electron interaction are briefly discussed.
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1. Introduction

Graphene, a single-layer hexagonal lattice of carbon atoms, has emerged recently as a fascinating system for fundamental studies in condensed matter physics, as well as a promising candidate material for future applications in carbon-based nanoelectronics and molecular devices [1, 2]. The honeycomb crystal structure of graphene consists of two nonequivalent sublattices and has a unique band structure for the itinerant π-electrons near the Fermi energy, which behave as massless Dirac fermions. The valence and conduction bands converge conically at two nonequivalent Dirac points, called the $K_+$ and $K_-$ points, which have opposite chiralities and form a time-reversed pair. The chirality and a Berry phase of π at the two Dirac points provide an environment for highly unconventional and fascinating two-dimensional electronic properties [3–5] such as the half-integer quantum Hall effect [6–8], the absence of backward scattering [4, 9, 10], Klein tunneling [11] and the π-phase shift of the Shubnikov–de Haas oscillations [12]. Owing to its high electronic mobility [13] and thermal conductivity [14], graphene is recognized as one of the key materials for realizing next-generation electronic devices.
The successive miniaturization of graphene-based electronic devices requires clarification of the effect of edges on the electronic structure and electronic transport properties of nanometer-sized graphene. The presence of edges in graphene has strong implications for the low-energy spectrum of the $\pi$-electrons [15–17]. There are two basic edge shapes, armchair and zigzag, which determine the properties of graphene ribbons. It was shown that ribbons with zigzag edges (zigzag ribbons) possess localized edge states with energies close to the Fermi level [15–19]. In contrast, edge states are absent for ribbons with armchair edges. Because zigzag edges can induce a strong magnetic response [15, 17, 18, 20, 21], considerable effort has been devoted to studying the effect of edges in graphitic nanomaterials. Recent experiments using scanning tunneling microscopy [22–24] and high-resolution angle-resolved photoemission spectroscopy (ARPES) [25] have provided evidence of edge-localized states.

The presence of graphene edge states results in a relatively large contribution to the density of states (DOS) near the Fermi energy in a nanoscale system. Thus, these edge states play an important role in the magnetic properties of nanosized graphitic systems. Even weak electron–electron interactions make the edge states magnetic, and the ferrimagnetic spin alignment along the zigzag edge is favored [15, 18]. The existence of such magnetic states has been confirmed using mean-field theory [15, 18, 26–30], the density matrix renormalization group for the Hubbard model [31] and density functional theory [21, 32–34]. Recent studies have shown the robustness of edge states to changes in their size and geometry [35–40]. Since the structural or chemical modification of graphene edges affects the electronic states near the Fermi energy [32, 41–44], they can be used to design the functionality of nanocarbon systems.

Recently, several experimental routes have been realized for the synthesis of graphene nanoribbons. The lithographic patterning of graphene samples [45, 46] can yield graphene nanoribbons; however, the reported ribbons had large widths of 15–100 nm with a small electronic band gap of up to 200 meV due to the significant edge roughness. Another route [47], which utilizes chemical methods such as solution-dispersion and sonication, has demonstrated that graphene sheets spontaneously break into narrow ribbons with smooth edges. Recently, carbon nanotubes have been successfully cut along their axis and flattened out to form graphene nanoribbons [48, 49]. A bottom-up approach can also yield linear two-dimensional (2D) graphene nanoribbons with lengths of up to 12 nm [50]. However, control of the edge structure, which is necessary for the application of nanographene to nanoelectronic devices, is still unsatisfactory. Transport measurements carried out by several groups show the existence of a transport gap near the Dirac point at low temperatures due to the edge roughness and/or conduction through electron–hole puddles [45, 51–56]. Experimental trials on controlling edge structures have been reported recently using Joule heating [57], anisotropic etching [58] and a bottom-up chemical approach [59]. A combination of these new methods may lead to the design of graphene nanoribbons and nanostructures with controlled edge orientation and electronic properties.

From the theoretical viewpoint, electronic transport through graphene nanoribbons exhibits a number of intriguing phenomena due to their peculiar electronic properties. Graphene nanoribbon structures can provide zero-conductance Fano resonances in their low-energy electronic transport [60–63], which can be used for current control and on/off switching in graphene devices [60–63]. It was also suggested that the same type of geometrical configuration can be used as a filtering device to distinguish the valley states of the graphene wavefunction [64]. Furthermore, the ferrimagnetic spin-polarized state of a zigzag edge can be used for half-metallic conduction by applying an electric field in the transverse direction of a nanoribbon [20]. Interestingly, the electronic states of zigzag nanoribbons with the explicit inclusion of spin–orbit interaction can be an initial minimum model for studying the spin Hall effect [65] or topological insulators [66]. Recent theoretical studies have demonstrated a strong even–odd parity effect in p–n junctions [67–69], the large fluctuation of conductance near the Dirac point due to the presence of zero-conductance Fano resonances [70], and specular Andreev reflection at the interface between a normal metal superconductor and graphene [71].

Graphene nanoribbons can be viewed as a new class of quantum wires, and therefore one might expect that random impurities inevitably cause Anderson localization, i.e. conductance decays exponentially with increasing system length $L$ and eventually vanishes in the limit of $L \to \infty$. However, it was shown that zigzag nanoribbons with long-range impurities possess a perfectly conducting channel [72, 73]. This finding is in strong contrast to the behavior of quantum wires composed of heavy free electrons.

In this review, we discuss some fundamental issues regarding the electronic properties of graphene nanoribbons by deriving analytical solutions of the energy eigenvalue problem in graphene nanoribbons within the nearest-neighbor tight-binding model. Although many theoretical papers on nanoribbons have been published on this topic, derivations of analytical expressions for the energy spectrum and corresponding wavefunctions in graphene nanoribbons, even within the nearest-neighbor tight-binding model, have not been presented in a simple and intuitive manner, perhaps because of the complications originating from the open boundary condition due to the presence of graphene edges. However, in this review, we present simple derivations of the energy spectrum and wavefunctions for graphene nanoribbons using the tight-binding model and a wave mechanics approach. In section 3, we summarize the analytical expressions for the energy spectrum and wavefunctions for graphene nanoribbons, and their detailed derivations are presented in appendices A and B. We show that the energy band structures of armchair nanoribbons can be obtained by making the transverse wavenumber discrete, in accordance with the edge boundary condition, which is analogous to the case of carbon nanotubes [74, 75]. However, because in zigzag nanoribbons the transverse wavenumber depends
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not only on the ribbon width but also on the longitudinal wavenumber, the energy band structure cannot be obtained simply by slicing the bulk graphene band structure, i.e. the simple analogy with carbon nanotubes cannot be applied. In section 4, we briefly discuss the conductance quantization rule in graphene nanoribbons and show that it depends on the edge structure. Section 5 describes the magnetic instability of edge states due to the electron–electron interaction and the possible spin-polarization structures near the zigzag edges.

2. Electronic states of graphene

We start our discussion by reviewing the \( \pi \)-band structure of a graphene sheet \[^76\]. Figures 1(a) and (b) show the lattice structure and the first Brillouin zone (BZ) of graphene, respectively. Graphene has a honeycomb lattice structure, and thus the first BZ is hexagonal. The corners of the first BZ are called \( K_\pm \) points, or Dirac points, because the low-energy spectrum at the corners can be described by the massless Dirac equation.

In this section, we employ a single-orbital nearest-neighbor tight-binding model for the \( \pi \)-electron network. The Hamiltonian can written as

\[
H = -t \sum_{\mathbf{R}_B} \sum_{l=1}^{3} a_{\mathbf{R}_A+l\tau}^l b_{\mathbf{R}_B} + \text{H.c.},
\]

where H.c. stands for the Hermitian conjugate; operators \( a_{\mathbf{R}_A}^l (b_{\mathbf{R}_B}^l) \) create and \( a_{\mathbf{R}_A}^l (b_{\mathbf{R}_B}^l) \) annihilate an electron at \( \mathbf{R}_A \) (\( \mathbf{R}_B \)) site of the \( A(B) \)-sublattice. These operators satisfy the Fermion anticommutation relations

\[
\{ a_{\mathbf{R}_A}, a_{\mathbf{R}_A}^\dagger \} = \delta_{\mathbf{R}_A, \mathbf{R}_A'}, \quad \{ b_{\mathbf{R}_B}, b_{\mathbf{R}_B}^\dagger \} = \delta_{\mathbf{R}_B, \mathbf{R}_B'},
\]

\[
\{ a_{\mathbf{R}_A}, a_{\mathbf{R}_A}^\dagger \} = 0, \quad \{ b_{\mathbf{R}_B}, b_{\mathbf{R}_B}^\dagger \} = 0,
\]

and other combinations of anticommutation are zero; \( t \) is the transfer integral between nearest-neighbor carbon sites, which is roughly estimated as 3.0 eV in a graphene system. We apply the following Fourier transformation to the above Hamiltonian:

\[
a_{\mathbf{R}_A} = \frac{1}{\sqrt{L_x L_y}} \sum_k e^{i \mathbf{K}_{\mathbf{R}} \cdot \mathbf{r}_k} a_k,
\]

\[
b_{\mathbf{R}_B} = \frac{1}{\sqrt{L_x L_y}} \sum_k e^{i \mathbf{K}_{\mathbf{R}} \cdot \mathbf{r}_k} \beta_k.
\]

Figure 1. (a) Graphene sheet in real space, where the black (white) circles mean an \( A(B) \)-sublattice site; \( a \) is the lattice constant and \( a = (a, 0) \) and \( b = (a/2, \sqrt{3}a/2) \) are the primitive vectors. Here \( \mathbf{r}_1 = (0, a/\sqrt{3}), \mathbf{r}_2 = (-a/2, -a/2\sqrt{3}) \) and \( \mathbf{r}_3 = (a/2, -a/2\sqrt{3}) \).

(b) First Brillouin zone of graphene. \( K_+ = 2\pi/a(1/3, 1/\sqrt{3}), K_- = 2\pi/a(2/3, 0), \Gamma = (0, 0) \). (c) The \( \pi \)-band structure and (d) the density of states of a graphene sheet. The valence and conduction bands make contact at the degeneracy point \( K_\pm \).
Here $k = (k_x, k_y)$, and $L_x(L_y)$ denotes the number of unit cells in the $x(y)$-direction.

$$H_k = -t \sum_{k} \sum_{\alpha=1}^{3} e^{-ik_{\tau_{\alpha}}^{\tau}a_{k}^{\dagger}\beta_{k}^{\dagger} + H.c.}$$

Here we insert a one-particle state,

$$|\Psi(k)\rangle = (Aa_{k}^{\dagger} + Bb_{k}^{\dagger})|0\rangle,$$

into the Schrödinger equation

$$H_k|\Psi(k)\rangle = E|\Psi(k)\rangle.$$  

(8)

Here $|0\rangle$ denotes the vacuum state. Note that $a_k|0\rangle = |0\rangle$. Thus, we have

$$
\begin{pmatrix}
0 & f_{AB}^{*}(k) \\
 f_{AB}(k) & 0
\end{pmatrix}
\begin{pmatrix}
A \\
B
\end{pmatrix}
= E
\begin{pmatrix}
A \\
B
\end{pmatrix}
$$

(9)

with

$$f_{AB}(k) = -t \sum_{l=1}^{3} e^{-ik_{\tau_{l}}.}$$

(10)

Thus, the energy bands are given by $E_{s} = s|f_{AB}(k)|$, namely,

$$E_{s}(k) = st \sqrt{3 + 2 \cos \left(\frac{3k_{x}a}{2} + \frac{k_{y}a}{2}\right) + 2 \cos(ka)}$$

(11)

with $s = \pm 1$. Because one carbon site has one $\pi$-electron on average, only the $E_{-}(k)$ band is completely occupied. The corresponding wavefunction can be written as

$$|\Psi(k)\rangle = \begin{pmatrix}
1 \\
-f_{AB}(k) \\
\frac{1}{f_{AB}(k)}
\end{pmatrix}.$$  

(12)

Thus, the Bloch wavefunction of graphene has phase and amplitude differences between A and B sublattice sites. This intrinsic phase structure determines many properties of graphene; it is the origin of the $\pi$-Berry phase around the Dirac $K$-points [4, 10] and of the chiral-dependent Klein tunneling [11]. As shown in the next section, this relative phase structure is preserved in the presence of an armchair edge; however, the presence of a zigzag edge has a detrimental effect. The DOS is calculated as

$$D(E) = -\frac{1}{\pi} \text{Im} \int_{\text{BZ}} \frac{dk}{E-E(k)+\eta}.$$  

(13)

where the $k$-integration is taken over the first BZ, and $\eta$ is an infinitesimally small real number.

Figures 1(c) and (d) depict the energy dispersion of $\pi$-bands in the first BZ and the corresponding DOS, respectively. Near the $\Gamma$ point, both valence and conduction bands can be expressed as quadratic functions of $k_x$ and $k_y$, i.e. $E_k = \pm(3 - 3|k|^2/4)$. At the M points, which are the midpoints of sides of the hexagonal first BZ, a saddle point appears in the energy dispersion, and the DOS diverges logarithmically. Near the K point at the corner of the hexagonal first BZ, the energy dispersion is a linear function of the magnitude of the wave vector, $E_k = \pm\sqrt{3|\tau_i|}/2$, where the DOS linearly depends on energy. Here, $\alpha(=\sqrt{3|\tau_i|}(i = 1, 2, 3))$ is the lattice constant. The Fermi energy is located at the K points, and there is no energy gap at these points because there $E_k$ vanishes owing to the hexagonal symmetry.

### 3. Graphene nanoribbons and edge states

There are two types of a graphene edge; *armchair* and *zigzag* edges. These two edges have a 30° difference in their orientation within the graphene sheet. Here we briefly discuss the origin of the large difference in the $\pi$ electronic structures induced by the two types of graphene edges [15]. In particular, a zigzag edge exhibits localized states, whereas an armchair edge does not induce such localized states.

A simple and useful method of studying the edge and size effects is to use the graphene nanoribbon models shown in figures 2(a) and (b). We define the width of a graphene ribbon as $N$, where $N$ is the number of dimer (two carbon sites) lines for the armchair nanoribbon and the number of zigzag lines for the zigzag nanoribbon. It is assumed that all dangling bonds at graphene edges are terminated by hydrogen atoms and thus do not contribute to the electronic states near the Fermi level. We employ a single-orbital tight-binding model for the $\pi$ electron network. Details of the energy spectrum and wavefunction are given in the following subsection and in the appendices, and here we quickly overview the electronic states of graphene nanoribbons.

Figures 3(a)–(c) show the DOS and the energy band structures of armchair ribbons for three different ribbon widths. The wavenumber $k$ is normalized by the length of the primitive translation vector of each graphene nanoribbon, and the energy $E$ is scaled by the transfer integral $t$. The top of the valence band and the bottom of the conduction band are located at $k = 0$. Note that the ribbon width determines whether the system is metallic or semiconducting. As shown in figure 3(b), the system is metallic when $N = 3M - 1$, where $M$ is an integer. For semiconducting ribbons, the direct band gap decreases with increasing ribbon width and approaches zero in the limit of very large $N$. For narrow undoped metallic armchair nanoribbons, an energy gap can be formed by Peierls instabilities at low temperatures [77], which is consistent with density functional theory calculations [21, 35, 78].

For zigzag ribbons, however, a remarkable feature arises in the band structure, as shown in figures 4(a)–(c). The top of the valence band and the bottom of the conduction band are always degenerate at $k = \pi$, and the degeneracy of the center bands at $k = \pi$ does not originate from the intrinsic band structure of the graphene sheet. These two special center bands flatten with increasing ribbon width. A pair of partial
Figure 2. Structure of graphene nanoribbons with (a) armchair edges (armchair ribbon) and (b) zigzag edges (zigzag ribbon). The dashed rectangles define the unit cells; \( a_T \) and \( a \) are the respective unit cell widths for armchair and zigzag nanoribbons; \( N \) defines the ribbon width. The \( \times \) marks indicate the missing carbon atoms for the edge boundary condition.

Figure 3. Energy band structure \( E(k) \) and density of states \( D(E) \) of armchair ribbons of various widths: (a) \( N = 4 \), (b) \( N = 5 \) and (c) \( N = 30 \). Adapted from [89].

Figure 4. Energy band structure \( E(k) \) and density of states \( D(E) \) of zigzag ribbons of various widths: (a) \( N = 4 \), (b) \( N = 5 \) and (c) \( N = 30 \). Adapted from [89].

Flat bands appears within the region \( 2\pi/3 \leq |k| \leq \pi \), where the bands are located in the vicinity of the Fermi level.

The electronic states in the partial flat bands of the zigzag ribbons can be understood as localized states near the zigzag edge by examining the charge density distribution [15–17, 22–24]. Here we show that the puzzling emergence of the edge states can be explained by considering a semi-infinite graphite sheet with a zigzag edge. First
we show the distribution of charge density in flat band states for different wavenumbers in figures 5(a)–(d), where the amplitude is proportional to the circle radius. The wavefunction has a nonbonding character, i.e. it only has a finite amplitude on one of the two sublattices that include the edge sites. It is completely localized at the edge site when \( k = \pi \) and starts to gradually penetrate into the inner sites when \( k \) deviates from \( \pi \), reaching an extended state at \( k = 2\pi/3 \).

Considering the translational symmetry, we can start constructing the analytical solution for the edge state by letting the Bloch components of the linear combination of atomic orbitals (LCAO) wavefunction be \( \psi(x, y, z) = e^{ikx} + e^{i(k+\frac{\pi}{N})y} + e^{i(k-\frac{\pi}{N})y} \), on successive edge sites, where \( n \) denotes a site located on the edge. Then, the mathematical condition necessary for the wavefunction to be exact for \( E = 0 \) is that the sum of the components of the complex wavefunction over the nearest-neighbor sites becomes zero. In figure 5(e), the above condition implies that \( e^{ik(n+1)} + e^{ikn} + x = 0 \), \( e^{ikn} + e^{i(k+\frac{\pi}{N})y} + y = 0 \) and \( x + y + z = 0 \). Therefore, the wavefunction components \( x, y \) and \( z \) are found to be \( D_x e^{ik(n+1)/2} \), \( D_y e^{ik(n-1)/2} \) and \( D_z e^{ikn} \), respectively. Here, \( D_k = -2\cos(k/2) \). Thus, the charge density is proportional to \( D_k^{2(m-1)} \) at each non-nodal site of the \( m \)th zigzag chain from the edge. Then the convergence condition of \( |D_k| \leq 1 \) is required, for otherwise the wavefunction would diverge in a semi-infinite graphite sheet. This convergence condition defines the region \( 2\pi/3 \leq |k| \leq \pi \), where the flat bands appear.

### 3.1. Energy spectrum and wavefunctions

The entire energy spectrum and the wavefunction can also be obtained by solving the equation of motion for the nearest-neighbor tight-binding model. In the appendices, we show how to derive them using simple wave mechanics techniques, and here we summarize the results.

#### 3.1.1. Armchair nanoribbons.

For an armchair nanoribbon with width \( N \), the energy spectrum is given by

\[
E_s = \sqrt{1 + 2\epsilon_p \cos \left( \frac{k}{2} \right)} + \epsilon_p^2. \tag{14}
\]

Here, \( s = \pm 1 \) and \( \epsilon_p = 2\cos(p) \). \( s = +1 \) (\( s = -1 \)) corresponds to the conduction (valence) energy band. The transverse wavenumber \( p \) is determined through the edge boundary condition by

\[
p = \frac{r}{N+1} \pi, \quad r = 1, 2, 3, \ldots, N. \tag{15}\]

Figure 6(a) shows the energy surfaces given by equation (14) for \( N = 5 \) and discrete wavenumber \( p \). Figure 6(b) is the corresponding projected energy band structure of a graphene nanoribbon with \( N = 5 \). Note that \( E_s = 0 \) at \( k = 0 \) whenever \( N = 3r - 1 \) (\( r = 1, 2, 3, \ldots \)), which is simply the condition for metallic armchair nanoribbons. The energy band structures of armchair nanoribbons can be obtained by slicing the band structure of graphene, as in the case of carbon nanotubes [74, 75].

The wavefunction is written as

\[
\begin{pmatrix}
\psi_{m,A} \\
\psi_{m,B}
\end{pmatrix} = N_c \begin{pmatrix}
-\epsilon_p + e^{-i\pi/2} \\
\epsilon_p + e^{i\pi/2}
\end{pmatrix} \sin(mp). \tag{16}
\]

Here \( N_c \) is the normalization constant, which is explicitly derived in appendix A.
3.1.2. Zigzag nanoribbons. Zigzag nanoribbons have partially flat bands owing to the edge states, and thus we must discriminate between extended states and localized states; these states depend on the wavenumber $k$. As shown in figure 7, the energy spectrum for zigzag nanoribbons of width $N$ has $N$ extended eigenstates if $E > 0$ and $0 \leq k \leq k_c^L$; however, it has $N - 1$ extended eigenstates and a localized edge state if $E > 0$ and $k_c^L < k \leq \pi$, where $k_c$ is given by

$$k_c = 2 \arccos \left( \pm \frac{1}{\sqrt{1 + 1/N}} \right).$$

The energy spectrum of zigzag nanoribbons for extended states can be given by

$$E_s = s \sqrt{1 + g_k^2 + 2g_k \cos(p)}.$$

where $s = \pm 1$ and $g_k = 2 \cos(k/2)$. The transverse wavenumber $p = p(k, N)$ is given as the solution of the equation

$$\sin[pN] + g_k \sin[p(N + 1)] = 0.$$

There are $N$ solutions for $p$ if $0 \leq k \leq k_c^L$ or $k_c^R \leq k \leq 2\pi$ but only $(N - 1)$ solutions if $k_c^L < k < k_c^R$. Since $p$ depends not only on the ribbon width $N$ but also on the longitudinal wavenumber $k$, we cannot obtain the energy band structures of zigzag nanoribbons simply by slicing the graphene band structure as in the case of armchair nanoribbons.

The wavefunction can be written as

$$\begin{pmatrix} \psi_{m,A} \\ \psi_{m,B} \end{pmatrix} = N_c \begin{pmatrix} -s \sin(p(N + 1 - m)) \\ \sin(pm) \end{pmatrix}$$

with the normalization constant $N_c$.

The missing state corresponds to the edge state, which can be obtained by analytical continuation, i.e. $p \rightarrow \pi \pm \eta$ for $k_c^L < k < \pi$, and $p \rightarrow 0 \pm \eta$ for $\pi < k < k_c^R$. The
corresponding energy spectrum is given as
\[ E_z = \sqrt{1 + g_k^2 - 2|g_k| \cosh \eta}, \] (21)
and \( \eta \) is determined through the relation
\[ \sinh(\eta N) - |g_k| \sinh(\eta(N + 1)) = 0. \] (22)

The wavefunction for edge states is
\[
\begin{pmatrix} \psi_{m,A} \\ \psi_{m,B} \end{pmatrix} = N_c e^{i\pi m} \left( e^{i\pi(N+1)} \sinh(\eta(N+1-m)) \right) \sinh(\eta m)
\] (23)
where the normalization constant \( N_c \) is explicitly derived in appendix B.

Note that the wavefunction for armchair nanoribbons given by equation (16) has a phase difference between sublattice sites A and B due to the chiral nature of graphene. On the other hand, the wavefunction for zigzag nanoribbons is always real and thus has no phase, irrespective of whether the state is extended or localized. This difference in wavefunctions between armchair and zigzag nanoribbons is related to the nature of pseudospin in graphene [80], and to some physical properties such as Kohn anomalies [81] and their effect on Raman scattering [82].

### 3.2. Energy band gap

Next we analytically show that both the energy gap \( \Delta_z \) at \( k = 0 \) for armchair ribbons and the energy gap \( \Delta_z \) at \( k = 2\pi/3 \) for zigzag ribbons are inversely proportional to the width of the graphite ribbon. This result indicates that the physical quantities related to the energy gap can be scaled by the ribbon width.

#### 3.2.1. Armchair nanoribbons

As the direct gap always appears at \( k = 0 \), we obtain \( E_z = \varepsilon(1 + \varepsilon_p) \) from the analytical solution given in the previous subsection. Thus, the energy gap \( \Delta_a \) is given by
\[
\Delta_a = \begin{cases} 
0, & N = 3m - 1, \\
2\pi \left[ 1 + \cos \left( \frac{3m + 1}{3m + 2} \pi \right) \right], & N = 3m, \\
2\pi \left[ 1 + \cos \left( \frac{3m + 1}{3m + 2} \pi \right) \right], & N = 3m + 1,
\end{cases}
\] (24)
where \( m = 1, 2, 3, \ldots \). After expressing \( N \) in terms of \( W = (N - 3)\sqrt{3}/2 + \sqrt{3} \), which is the ribbon width in the unit of the lattice constant \( a \), and performing the Taylor expansion under the condition of \( 1/W \ll 1 \), we obtain the following results:
\[
\Delta_a \sim \begin{cases} 
0, & N = 3m - 1, \\
\frac{\pi}{W + \sqrt{3}/2}, & N = 3m, \\
\frac{\pi}{W}, & N = 3m + 1.
\end{cases}
\] (25)
Thus, \( \Delta_a \) is inversely proportional to the ribbon width.

#### 3.2.2. Zigzag nanoribbons

Because in zigzag ribbons two states are degenerate at \( k = \pi \), the gap of the zigzag ribbons is always zero and the system is always metallic. However, the energy bands have a gap at \( k = 2\pi/3 \), because the bonding and antibonding configurations between the two edge states originating from both edges develop toward \( k = 2\pi/3 \) from \( k = \pi \). According to the projection of the band structure of a graphite sheet onto the first BZ of zigzag ribbons, the degenerate points of the valence and conduction bands of a graphene sheet meet at \( k = 2\pi/3 \). Thus, in the limit of infinite ribbon width, the energy gap \( \Delta_a \) at \( k = 2\pi/3 \) is zero. The Hamiltonian of zigzag ribbons at \( k = 2\pi/3 \) is rewritten as
\[
H = -t \sum_{i=1}^{2N} (a_i^+ a_{i+1} + \text{H.c.}),
\] (26)
which is equivalent to the tight-binding model for a one-dimensional lattice having \( 2N \) sites. The site index \( i \) corresponds to \( iA \), if \( i \) is an odd number, and to \( iB \), if \( i \) is an even number. The eigenvalues are evaluated as \( \varepsilon = -2t \cos(n\pi/(2N+1)) \) (\( n = 1, 2, \ldots, 2N \)), and the corresponding eigenfunction at the \( j \)th site, \( \Psi_j \), is \( \Psi_j = B \sin(nj\pi/2N+1) \), where \( B \) is the normalization factor. Therefore, \( \Delta_z \) is given as
\[
\Delta_z = 4t \cos \left( \frac{N}{2N+1} \pi \right).
\] (27)
A Taylor expansion under the condition of \( 1/N \ll 1 \) yields
\[
\Delta_z \sim \frac{\pi}{N} = \frac{3\pi}{2} \frac{1}{W + 1}.
\] (28)
Here, \( W = 3N/2 - 1 \) is the ribbon width in the unit of the lattice constant. Thus, \( \Delta_a \) is also inversely proportional to the ribbon width.

Figure 8(a) shows the width dependence of the energy gap for armchair and zigzag ribbons and figure 8(b) shows a plot of \( N\Delta \) versus \( N \). \( N\Delta \) becomes constant for values greater than about \( N = 30 \) (\( N = 60 \)) for zigzag (armchair) ribbons.

### 4. Electronic transport properties

When the phase coherence length is larger than the system size, the electrical conductance of the system can be evaluated with the Landauer formula. In general, electron scattering in a quantum wire is described by a scattering matrix [83]. Through the scattering matrix \( S \), the amplitudes of the scattered waves \( O \) are related to the incident waves \( I \) as
\[
\begin{pmatrix} O_L \\ O_R \end{pmatrix} = S \begin{pmatrix} I_L \\ I_R \end{pmatrix} = \begin{pmatrix} r & t' \\ t & r' \end{pmatrix} \begin{pmatrix} I_L \\ I_R \end{pmatrix}.
\] (29)
Here, \( r \) and \( t' \) are reflection matrices, \( t \) and \( r' \) are transmission matrices, and \( L \) and \( R \) denote the left and right lead lines, respectively. The Landauer–Büttiker formula [84] relates the scattering matrix to the conductance of the sample as
\[
G(E) = \frac{e^2}{\pi h} \text{Tr}(tt') = \frac{e^2}{\pi h} g(E).
\] (30)
For simplicity, throughout this review we evaluate the electronic conductance in the unit of quantum conductance \( (e^2/πℏ) \), i.e. as dimensionless conductance \( g(E) \).

Since the transmission probability is unity in the clean limit, the dimensionless conductance at zero temperature is equal to the number of channels, i.e. the number of subbands across the Fermi energy. Thus, the dimensionless conductance is given as

\[
g(E) = \begin{cases} 
  n, & \text{semiconducting armchair nanoribbon}, \\
  n + 1, & \text{metallic armchair nanoribbon}, \\
  2n + 1, & \text{zigzag nanoribbon}, 
\end{cases}
\]

where \( n = 0, 1, 2, \ldots \).

Graphene nanoribbons can be viewed as a new class of quantum wires. Thus, one might expect that random impurities inevitably cause Anderson localization, i.e. conductance decays exponentially with increasing system length \( L \) and vanishes in the limit of \( L \to \infty \). In zigzag nanoribbons, however, subbands with partially flat bands appear owing to the edge states, which produce chiral modes separately in two valleys. There are two such modes with opposite orientation in each of the two valleys, which are well separated in \( k \)-space. It has been shown that such a chiral propagating mode provides a perfectly conducting channel, i.e. the zigzag nanoribbons with long-range impurities do not show Anderson localization [72]. This mechanism of the perfectly conducting channel is suppressed if intervalley scattering prevails due to the presence of strong short-range impurities such as in the case of a large concentration of vacancies and the strong fluctuation of ribbon width by random rough-edge structures [72]. In such a situation, zero-conductance Fano resonances appear in the low-energy transport regime, resulting in perfect backward scattering [85, 86].

On the other hand, the low-energy spectrum of armchair nanoribbons is described as the superposition of two nonequivalent Dirac points of graphene. In spite of the lack of two well-separated valleys, the single-channel transport in the presence of long-range impurities is nearly perfectly conducting, and the backward-scattering matrix elements vanish at the lowest order owing to the internal phase structure of the wavefunction [87]. More precisely, the backward-scattering matrix elements vanish at the lowest order close to the edge region, and they vanish at all orders in the bulk. This nearly perfect conduction mechanism in the metallic armchair nanoribbons can also be interpreted as the manifestation of a nontrivial Berry \( π \) phase for the single-channel linear band originating from the Dirac spectrum [88]. For a multichannel energy regime, however, conventional exponential decay of the average conductance occurs. The perfectly conducting channel might be the origin of the robust conduction mechanism of zigzag nanoribbons, in contrast to armchair nanoribbons [89–94].

5. Magnetic instability

The presence of a sharp peak in the DOS should induce lattice distortion via the electron–phonon interaction and/or magnetic polarization via the electron–electron interaction. Because of the nonbonding character of the edge states, lattice distortion in the vicinity of zigzag edges is unlikely, with the expected strength of the electron–phonon coupling [77]. The absence of lattice distortion was also confirmed by a density functional theory approach [20, 78]. Thus, we examine the effect of the electron–electron interaction using the Hubbard model with the unrestricted Hartree–Fock (HF) approximation. Here we find the possibility of spontaneous magnetic ordering near the edge, peculiar to nanometer-scale fragments of graphite.

The Hamiltonian is written as

\[
H_{HF} = -t \sum_{\langle i,j \rangle,s} c_{i,s}^\dagger c_{j,s} + U \sum_{i,s} \left( n_{i,-s} - \frac{1}{2} \right) n_{i,s},
\]

where the operator \( c_{i,s}^\dagger \) creates an electron with spin \( s \) on site \( i \), and \( n_{i,s} = c_{i,s}^\dagger c_{i,s} \). The indexes of the sites in graphite ribbons are depicted in figures 2(a) and (b). The parameters \( t \) and \( U \)
are the nearest-neighbor transfer integral and on-site Coulomb repulsion, respectively; \(\langle \cdots \rangle\) denotes the expectation value in the HF state. We solve the unrestricted HF Hamiltonian with the self-consistent conditions, i.e. \(m_i = \sum_{ss'} s_i \langle n_{i,s'}\rangle\), where \(m_i\) denotes the magnetic moment at site \(i\) in the unit of the Bohr magneton.

Figure 9 shows the \(U\) dependence of magnetization \(m\) for zigzag ribbons of \(N = 2\) (a), 3 (b) and 10 (c). The dashed lines are HF solutions for a 2D graphite sheet. Figure 10 shows the corresponding results for armchair ribbons of \(N = 3\) (a), 4 (b) and 5 (c). A peculiar feature of the zigzag ribbons is that large magnetic moments emerge on the edge carbon atoms, even for a small \(U\), which is explained as follows: 2D graphite is a zero-gap semiconductor with DOS equal to zero at the Fermi level, and thus the slope of the broken line rapidly increases at \(U = U_C\). This is consistent with the fact that graphite is nonmagnetic; thus, \(U\) is expected to be much smaller than \(t\). On the other hand, the zigzag ribbons have a large DOS at the Fermi level originating from the edge states. Thus, nonzero magnetic solutions can emerge for infinitesimally small \(U\) as indicated in the present mean-field result. However, special emphasis should be placed on the behavior of the magnetization at edge site 1A. As shown in figure 9, the magnetization at the site 1A rapidly increases with the ribbon width and reaches about 0.2, even at small \(U \approx 0.1\).

Note that the armchair ribbons do not show such singular magnetic behavior as shown in figures 10(a)–(c).

Next, we focus on the local ferrimagnetic structure of zigzag ribbons. We present the magnetic structure of the ribbon with \(N = 10\) at \(U/t = 0.1\) in figure 11(a), where spin alignment is visible at both edge sites. The origin of this structure can also be explained from the nature of the edge states, which are responsible for the magnetization. The amplitude of the edge state is nonzero only on one of the two sublattices at an edge and decreases in the inward direction. Thus, the magnetic moment selectively increases on this sublattice forming a local ferrimagnetic spin configuration, whereas it rapidly decreases at the inner sites. The opposite edge sites, however, belong to different sublattices, and the total magnetization of the zigzag graphite ribbon is zero, although the vanishing total spin for the ground state is consistent with the exact statement of the half-filled Hubbard model [95]. Figure 11(b) shows the dependence of magnetization at the outermost site (1A or NB) on the ribbon width \(N\). Magnetization rapidly increases with the ribbon width and then saturates at approximately \(N = 10\). The energy band structure is shown in figure 12 for \(U/t = 0.1\) and 1.0 and \(N = 10\) (a) or 50 (b). Since the edge states are responsible for the edge spin polarization, the energy band gap does not uniformly open in the region \(2\pi/3 \leq |k| \leq \pi\), i.e. the band gap is larger near \(k = \pi\) than near \(k = 2\pi/3\). The order of the energy band gap at \(k = \pi\) is about \(Um/1\). Consequently, the corresponding spin wave modes become unconventional [18].

The ferrimagnetic spin polarizations along the zigzag edges are interesting from the viewpoint of the magnetic properties of nanographites. Nevertheless, the long-range order derived from the mean-field calculation is spurious, because no finite-momentum long-range spin order is...
expected in a one-dimensional system with full spin-rotation symmetry [96]. We may even argue that a quasi-long-range order, similar to that of the spin-1/2 Heisenberg chain, is not realized in zigzag ribbons of any finite width because the unit cell of the ribbons contains an even number of sites; thus, Haldane’s conjecture applies, i.e. the system should exhibit a spin gap [97]. This is very similar to the case of ladder systems with an even number of legs, which display a resonating valence bond ground state, i.e. a short range correlated spin-liquid state. With increasing ribbon width, however, random phase approximation analysis shows that the spin gap $\Delta_s$ decreases exponentially owing to the diminished overlap between the two edges [18]. This means that zigzag edges favor spin polarization with the ferromagnetic alignment. Thus, a systematic analysis of the topological networks in nanographenes or nanographites will provide helpful guidelines for designing the new magnetic carbon materials [26, 32, 43, 44, 98, 99].

6. Summary

In this review, we have briefly introduced nanoscale effects on the electronic, transport and magnetic properties of graphene. Starting from basic facts about the electronic states of graphene, we have discussed how the electronic structures are modified as a result of the existence of the graphene edge by analyzing the electronic structures of graphene nanoribbons. We have shown that the analytical solution of the nearest-neighbor tight-binding model for graphene nanoribbons can be obtained in a simple and intuitive manner. Energy band structures of armchair nanoribbons were obtained by making the transverse wavenumber discrete, in accordance with the edge boundary condition. The electronic states are analogous to the case of carbon nanotubes [74, 75]. However, in zigzag nanoribbons the transverse wavenumber depends not only on the ribbon width $N$ but also on the longitudinal wavenumber $k$, and thus the energy band structure cannot be obtained simply by slicing the bulk graphene band structure. The wavefunctions for armchair nanoribbons have a phase difference between A and B sublattice sites owing to the chiral nature of graphene; however, zigzag nanoribbons do not have such internal phase structures, i.e. their wavefunction is real irrespective of whether the state is extended or localized. This essential difference due to the edge orientation has a decisive effect on the transport, magnetic and optical properties of nanoscale graphene.
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Appendix A. Armchair nanoribbons

In this section, we outline a solution of the eigenvalue problem for armchair graphene nanoribbons (see figure 2(a)). The tight-binding Hamiltonian for armchair nanoribbons can be explicitly written as

\[ H = -t \sum_l \left[ \sum_{m \text{ even}} a_l^\dagger(m) b_{l-1}(m) + \sum_{m \text{ odd}} a_l^\dagger(m+1) b_l(m) \right] + \text{H.c.} \]  

(\text{A.1})

\[ -t \sum_l \sum_{m=1}^{N-1} \left[ b_l^\dagger(m+1) a_l(m) + a_l^\dagger(m+1) b_l(m) \right] + \text{H.c.}, \]  

(\text{A.2})

where \( a_l^\dagger(m) \) and \( b_l^\dagger(m) \) are the creation operators of an electron at the \( mA \) and \( mB \) sites in the \( l \)th unit cell, respectively. Similarly, \( a_l(m) \) and \( b_l(m) \) are the corresponding annihilation operators. The first line in the Hamiltonian represents the longitudinal hopping of electrons along the \( y \)-axis, and the second line describes the transverse hopping. The operators must satisfy the anticommutation relations

\[ \{ a_l(m), a_l^\dagger(m') \} = \delta_{l,l'} \delta_{m,m'}, \]  

(\text{A.3})

\[ \{ b_l(m), b_l^\dagger(m') \} = \delta_{l,l'} \delta_{m,m'}, \]  

(\text{A.4})

and other anticommutations are zero. We have assumed that the system has \( L_y \) unit cells and the periodic boundary condition along the \( y \)-axis, i.e.

\[ a_{l+L_y}(m) = a_l(m), \quad b_{l+L_y}(m) = b_l(m). \]  

(\text{A.5})

Hereafter, the width of the unit cell \( a_f \) and the transfer integral are set to 1, for simplicity.

To derive the equations of motion, we apply the Fourier transformation to the tight-binding Hamiltonian along the translationally invariant \( y \)-axis,

\[ a_l(m) = \frac{1}{\sqrt{L_y}} \sum_k e^{iky} a_{k}(m), \]  

(\text{A.6})

\[ b_l(m) = \frac{1}{\sqrt{L_y}} \sum_k e^{iky} b_{k}(m), \]  

(\text{A.7})

where \( y_{l,MA} \) (\( y_{l,MB} \)) is the \( y \)-coordinate of the \( mA \) (\( mB \)) site in the \( l \)th unit cell. To be precise, the \( y \)-coordinates of \( mA \) and \( (m+1)B \) (\( m = 1, 2, 3, \ldots \)) are not identical, and differ by \( a_c/2 \) (\( a_c = \vert \tau \vert = a/\sqrt{3} \) is the C–C bond length) due to the honeycomb lattice structure. Since the extra phase due to such a difference can be absorbed into the wavefunctions, we define the \( y \)-coordinates for the carbon sites in the unit cell as

\[ y_{l,1A} = y_{l,2B} = y_{l,3A} = \cdots = y_l, \]  

(\text{A.8})

\[ y_{l,1B} = y_{l,2A} = y_{l,3B} = \cdots = y_l + a_f/2. \]  

(\text{A.9})

Because we use the periodic boundary condition along the \( y \)-axis, i.e. \( e^{iky} = 1 \), from the fact that \( a_{l+L_y}(m) = a_l(m) \) and \( b_{l+L_y}(m) = b_l(m) \), the longitudinal wavenumber \( k \) is given by

\[ k = \frac{2\pi}{L_y}, \quad m = 0, \pm 1, \pm 2, \ldots, \pm \frac{L_y}{2} - 1, \frac{L_y}{2}. \]  

(\text{A.10})

In graphene nanoribbons, one can assume that \( L_y \) is infinite and \( k \) is continuous. However, it is worth noting that the electronic states of armchair nanotubes with finite length \( N \) and its circumference \( L_y a_f \) can be analytically obtained if we assume that \( L_y \) has a finite value. The case of the open boundary condition in the longitudinal direction was recently studied using the monomer Green’s function approach [100, 101].

Here we define the one-particle state

\[ |\Psi(k)\rangle = \sum_m \left( \psi_{m,A} a_k^\dagger(m) + \psi_{m,B} b_k^\dagger(m) \right) |0\rangle, \]  

(\text{A.11})

where \( |0\rangle \) denotes a vacuum state. Note that \( \psi_{A}(m)|0\rangle = \psi_{B}(m)|0\rangle = 0 \). Inserting this one-particle state into the Schrödinger equation

\[ H|\Psi(k)\rangle = E|\Psi(k)\rangle, \]  

(\text{A.12})

we obtain the following set of equations of motion:

\[ E\psi_{m,A} = -e^{-ik/2}\psi_{m-1,B} - \psi_{m+1,B}, \]  

(\text{A.13})

\[ E\psi_{m,B} = -e^{ik/2}\psi_{m,A} - \psi_{m-1,A}. \]  

(\text{A.14})

where \( m = 1, 2, 3, \ldots, N \). The range of the wavenumber is \( -\pi \leq k \leq \pi \). However, since the \( 0B, 0A, (N + 1)A \) and \( (N + 1)B \) sites are missing, the equations of motion are modified at the armchair edge to

\[ E\psi_{1,A} = -e^{ik/2}\psi_{2,B} - \psi_{2,B}, \]  

(\text{A.15})

\[ E\psi_{1,B} = -e^{-ik/2}\psi_{1,A} - \psi_{2,A}. \]  

(\text{A.16})

\[ E\psi_{N,A} = -e^{ik/2}\psi_{N-1,B} - \psi_{N-1,B}. \]  

(\text{A.17})

\[ E\psi_{N,B} = -e^{-ik/2}\psi_{N,A} - \psi_{N-1,A}. \]  

(\text{A.18})

Thus, we assume the boundary condition for armchair nanoribbons as

\[ \psi_{0,A} = \psi_{0,B} = \psi_{N+1,A} = \psi_{N+1,B} = 0. \]  

(\text{A.19})
To solve the equations of motion, we assume that the generic solutions for \( \psi_{m,A} \) and \( \psi_{m,B} \) have the form
\[
\psi_{m,A} = A e^{i\rho m} + Be^{-i\rho m},
\]
(A.20)
\[
\psi_{m,B} = C e^{i\rho m} + De^{-i\rho m}.
\]
(A.21)

Here \( A, B, C \) and \( D \) are arbitrary coefficients, which will be determined under the above boundary condition; \( \rho \) is the wavenumber in the transverse direction, which is also given by the boundary condition. From the boundary condition, we have the following relations:
\[
\psi_{0,A} = A + B = 0,
\]
(A.22)
\[
\psi_{0,B} = C + D = 0,
\]
(A.23)
\[
\psi_{N+1,A} = Az + Bz^{-1} = 0,
\]
(A.24)
\[
\psi_{N+1,B} = Cz + Dz^{-1} = 0,
\]
(A.25)

where \( z = e^{i\rho(N+1)} \). Thus, we have
\[
\psi_{m,A} = A(e^{i\rho m} - e^{-i\rho m}),
\]
(A.26)
\[
\psi_{m,B} = C(e^{i\rho m} - e^{-i\rho m}).
\]
(A.27)

Substituting these functions into the equations of motion, we obtain the relation
\[
\begin{pmatrix}
E & \epsilon_p + e^{i\rho/2} \\
\epsilon_p + e^{-i\rho/2} & E
\end{pmatrix}
\begin{pmatrix}
A \\
C
\end{pmatrix}
= 0,
\]
(A.28)

where \( \epsilon_p = 2\cos(p) \). The condition for a nontrivial solution for \( A \) and \( C \), i.e.
\[
\begin{pmatrix}
A \\
C
\end{pmatrix}
\neq 0,
\]
(A.29)
is
\[
\det
\begin{pmatrix}
E & \epsilon_p + e^{i\rho/2} \\
\epsilon_p + e^{-i\rho/2} & E
\end{pmatrix}
= 0.
\]
(A.30)

Then, we immediately obtain the solution for the eigenenergy as
\[
E_s = \sqrt{1 + 2\epsilon_p \cos(\frac{k}{2}) + \epsilon_p^2}.
\]
(A.31)

Here, \( s = \pm 1, \) and \( s = +1 \) (\( s = -1 \)) corresponds to the conduction (valence) energy band.

We can set the condition for the transverse wavenumber \( p \) as follows. Since the boundary condition yields \( z^{-1}B = -zA \) and \( B = -A \), we have \( B = -z^2A = z^2B \), i.e. \( z^2 = e^{i2\rho(N+1)} = 1 \). Therefore,
\[
p = \frac{r}{N+1}\pi, \quad r = 1, 2, 3, \ldots, N.
\]
(A.32)

Note that \( E_s = 0 \) at \( k = 0 \) whenever \( N = 3r - 1 \) (\( r = 1, 2, 3, \ldots \)), which is simply the condition for metallic armchair nanoribbons.

The wavefunction is written as
\[
\begin{pmatrix}
\psi_{m,A} \\
\psi_{m,B}
\end{pmatrix}
= N_c\begin{pmatrix}
-\sqrt{\epsilon_p + e^{i\rho/2}}/\sqrt{\epsilon_p + e^{-i\rho/2}} \\
\sqrt{\epsilon_p + e^{-i\rho/2}}/\sqrt{\epsilon_p + e^{i\rho/2}}
\end{pmatrix}
\sin(mp).
\]
(A.33)

Here \( N_c \) is the normalization constant, which satisfies the equation
\[
\sum_{m=1}^{N} (|\psi_{m,A}|^2 + |\psi_{m,B}|^2) = 1.
\]
(A.34)

A simple calculation yields
\[
N_c^2 = \frac{1}{2|E|} \left( \sum_{m=1}^{N} \sin^2(mp) \right)^{-1},
\]
(A.35)

then we have
\[
N_c = \frac{1}{\sqrt{|E|}} \left( N - \frac{\sin(Np)}{\sin(p)} \right)^{-1/2}.
\]
(A.36)

The real-space wavefunction \( (\psi_{m,A}(y_{l,mA}), \psi_{m,B}(y_{l,mB})) \) can be obtained by the Fourier transform of \( (\psi_{m,A}, \psi_{m,B}) \), defined in a similar manner to equation (A.7). Thus,
\[
\begin{pmatrix}
\psi_{m,A}(y_{l,mA}) \\
\psi_{m,B}(y_{l,mB})
\end{pmatrix}
= N_c\frac{1}{\sqrt{2\pi}} \sum_{k} \begin{pmatrix}
-\sqrt{\epsilon_p + e^{ik/2}}e^{iky_{l,mA}} \\
\sqrt{\epsilon_p + e^{-ik/2}}e^{iky_{l,mB}}
\end{pmatrix}
\times \sin(mp).
\]
(A.37)

Further remarks can be made for the case of a semi-infinite graphene sheet with an armchair edge. Since the boundary condition \( \psi_{N+1,A} = \psi_{N+1,B} = 0 \) is used only for determining the transverse wavenumber \( p \) (see equation (A.32)), the electronic states of a semi-infinite graphene sheet with an armchair edge can be obtained simply by removing this condition and by treating \( p \) as a continuous variable. This result is consistent with the results of studies using a continuous model [80, 102].

### Appendix B. Zigzag nanoribbons

In this section, we outline a solution of the eigenvalue problem for zigzag graphene nanoribbons (see figure 2(b)). The tight-binding Hamiltonian for zigzag nanoribbons can be explicitly written as
\[
H = -t \sum_{l=1}^{N} \begin{pmatrix}
a_l^\dagger(m) & b_{l-1}^\dagger(m) + b_l^\dagger(m) a_l(m)
\end{pmatrix} + \text{H.c.},
\]
(B.1)
\[
= -t \sum_{l=1}^{N-1} \begin{pmatrix}
a_l^\dagger(m+1) & b_l(m)
\end{pmatrix} + \text{H.c.},
\]
(B.2)

where \( a_l^\dagger(m) \) and \( b_l^\dagger(m) \) are the creation operators of an electron at the \( mA \) and \( mB \) sites in the \( l \)th unit cell, respectively. Similarly, \( a_l(m) \) and \( b_l(m) \) are the corresponding annihilation operators. The first line in the Hamiltonian represents the longitudinal hopping of electrons along the
x-axis, and the second line describes the transverse hopping. The operators must satisfy the anticommutation relations

\[ \{a_l(m), a_l^{\dagger}(m')\} = \delta_{l,l'} \delta_{m,m'}, \quad (B.3) \]
\[ \{b_l(m), b_l^{\dagger}(m')\} = \delta_{l,l'} \delta_{m,m'}, \quad (B.4) \]

and other anticommutations are zero. We have assumed that the system has \( L_x \) unit cells. Similarly to the case of armchair ribbons, the lattice constant \( a \) and the transfer integral are set to 1 for simplicity.

To derive the equations of motion, we apply the Fourier transformation to the tight-binding Hamiltonian along the translationally invariant \( x \)-axis,

\[ a_l(m) = \frac{1}{\sqrt{L_x}} \sum_k e^{ikx_{l,m}} a_k(m), \quad (B.5) \]
\[ b_l(m) = \frac{1}{\sqrt{L_x}} \sum_k e^{ikx_{l,m}} b_k(m), \quad (B.6) \]

where \( x_{l,m}(x_{l,m}) \) is the \( x \)-coordinate of the \( mA \) (\( mB \)) site in the \( l \)th unit cell. Because we have used the periodic boundary condition along the \( x \)-axis, i.e. \( e^{ikL_x} = 1 \), from the fact that \( a_{l+L_x}(m) = a_l(m) \) and \( b_{l+L_x}(m) = b_l(m) \), the transverse wavenumber \( k \) is given by

\[ k = \frac{2\pi}{L_x} m, \quad m = 0, \pm 1, \pm 2, \ldots, \pm \frac{L_x}{2} - 1, \frac{L_x}{2}. \quad (B.7) \]

In graphene nanoribbons, one can assume that \( L_x \) is infinite and \( k \) is continuous. However, it is worth noting that the electronic states of zigzag nanotubes with finite length \( N \) and its circumstance \( L_x,a \) can be analytically obtained if we assume that \( L_x \) has a finite value.

Here we define the one-particle state

\[ |\Psi(k)\rangle = \sum_m \left( \psi_{m,A} a_k^\dagger(m) + \psi_{m,B} b_k^\dagger(m) \right) |0\rangle, \quad (B.8) \]

where \( |0\rangle \) denotes a vacuum state. Note that \( \alpha_k(m)|0\rangle = \beta_k(m)|0\rangle = 0 \). Inserting this one-particle state into the Schrödinger equation

\[ H|\Psi(k)\rangle = E|\Psi(k)\rangle, \quad (B.9) \]

we obtain the following set of equations of motion:

\[ E\psi_{m,A} = -\psi_{m-1,B} - g_k \psi_{m,B}, \quad (B.10) \]
\[ E\psi_{m,B} = -\psi_{m+1,A} - g_k \psi_{m,A}. \quad (B.11) \]

Here \( g_k = 2\cos(k/2) \), and the site index \( m = 0, 1, 2, \ldots, N + 1 \). However, since the \( 0B \) and \( (N + 1)A \) sites are missing, the equations of motion are modified at the zigzag edge site to

\[ E\psi_{1,A} = -g_k \psi_{1,B}, \quad (B.12) \]
\[ E\psi_{N,B} = -g_k \psi_{N,A}. \quad (B.13) \]

Thus, we give the boundary condition for zigzag nanoribbons as \( \psi_{0,B} = \psi_{N+1,A} = 0 \).

We assume the generic solution for \( \psi_{m,A} \) and \( \psi_{m,B} \) to be

\[ \psi_{m,A} = A e^{ipm} + B e^{-ipm}, \quad (B.14) \]
\[ \psi_{m,B} = C e^{ipm} + D e^{-ipm}. \quad (B.15) \]

Here \( A, B, C \) and \( D \) are arbitrary coefficients, which will be determined under the above boundary condition; \( p \) is the wavenumber in the transverse direction, which is also given by the boundary condition.

From the boundary condition, we have the following relations:

\[ \psi_{0,B} = C + D = 0, \quad (B.16) \]
\[ \psi_{N+1,A} = A(z + B z^{-1}) = 0, \quad (B.17) \]

where \( z = e^{i2\pi(N+1)} \). Thus, we have

\[ \psi_{m,A} = A(e^{ipm} - z^2 e^{-ipm}), \quad (B.18) \]
\[ \psi_{m,B} = C(e^{ipm} - e^{-ipm}). \quad (B.19) \]

Substituting these functions into the equations of motion, we obtain the relation

\[ M \begin{pmatrix} A \\ C \end{pmatrix} = 0, \quad (B.20) \]

with

\[ M = \begin{pmatrix} E(e^{ipm} - z^2 e^{-ipm}) & (g_k + e^{-ip})e^{ipm} \\ (g_k + e^{ip})e^{-ipm} & -(g_k + e^{-ip})e^{ipm} \end{pmatrix}. \quad (B.21) \]

The condition for a nontrivial solution for \( A \) and \( C \), i.e. \( (A, C) \neq 0 \), is det \( M = 0 \). However, note that the solutions of \( p = 0 \) and \( \pm \pi \) should be excluded as unphysical because matrix \( M \) becomes zero for these values of \( p \). In other words, such values yield \( \psi_{m,A} = \psi_{m,B} = 0 \) for arbitrary \( m \), i.e. electrons are absent in the system. Therefore, we can find solutions that satisfy det \( M = 0 \) for arbitrary \( m \) except when \( p = 0, \pm \pi \). After some arithmetic, we can show that det \( M = 0 \) has the following form:

\[ ve^{ipm} + we^{-ipm} + x = 0, \quad (B.22) \]

where \( v, w \) and \( x \) are functions of \( E, g_k \) and \( z \). Thus, all the coefficients of \( e^{\pm ipm} \) terms and the constant term should be equal to zero. From the coefficient of \( e^{ipm} \), we obtain the energy spectrum

\[ E^2 = (g_k + e^{ip})(g_k + e^{-ip}) = 1 + g_k^2 + 2g_k \cos(p). \quad (B.23) \]

Thus, the energy eigenvalue is

\[ E_k = s \sqrt{1 + g_k^2 + 2g_k \cos(p)}, \quad (B.24) \]
schematically shows (a) $|g_k| \geq g_k^c$ and (b) $|g_k| < g_k^c$ in the case of $N = 4$. Note that $p = 0$ and $\pi$ (empty circles) are unphysical solutions. There are $N$ (4 filled circles) solutions corresponding to extended states for $|g_k| \geq g_k^c$, but only $N - 1$ (3 filled circles) solutions corresponding to extended states (filled circles) for $|g_k| < g_k^c$. The missing state corresponds to edge states, which can be found as the nonzero $\eta$-solution of $G(\eta, N) = 0$ shown in (c). Note that the $\eta = 0$ solution (empty circle) is unphysical. Nonzero $\eta$-solutions (filled circles) can appear for $0 < g_k < |g_k^c|$.

where $s = \pm 1$, and $s = +1$ ($s = -1$) corresponds to the conduction (valence) energy band. Similarly, from the condition that the constant term should also be equal to zero,

$$(1 + z^2)E^2 = (g_k + e^{-ip})z^2 + (g_k + e^{ip})^2, \quad (B.25)$$

which yields the condition for the transverse wavenumber $p$. Substituting equation (B.23) into equation (B.25) to eliminate $E^2$, we obtain

$$F(p, N) \equiv \sin[pN] + g_k \sin[p(N + 1)] = 0. \quad (B.26)$$

This equation yields the transverse wavenumber $p = p(k, N)$, which is, however, not a simple form as in the case of armchair nanoribbons. The transverse wavenumber depends not only on the width $N$ but also on the longitudinal wavenumber $k$. These properties of $p$ can be also observed using the approach of the massless Dirac equation \cite{19, 103}.

We can obtain the relation $C = -Az$ from the parity of the zigzag nanoribbon, i.e. $\psi_{N+1-m,A} = \psi_{m,B}$, and thus the generic form of the wavefunction can be written as

$$\begin{pmatrix} \psi_{m,A} \\ \psi_{m,B} \end{pmatrix} = N_c \begin{pmatrix} e^{-i\eta}e^{-ipm} & e^{i\eta}e^{-ipm} \\ e^{i\eta}e^{ipm} & e^{-i\eta}e^{ipm} \end{pmatrix} \begin{pmatrix} \sin(p(N + 1 - m)) \\ \sin(pm) \end{pmatrix}, \quad (B.27)$$

with the normalization constant $N_c$.

We now closely inspect the analytic properties for the condition $F(p, N) = 0$, which determines the transverse wavenumber $p$ for a given $g_k$. As $F(p, N)$ is a periodic odd function, i.e. $F(p + 2\pi, N) = F(p, N)$ and $F(-p, N) = -F(p, N)$, it is sufficient to search for the solutions within the range $0 < p < \pi$.

### B.1. Extended states

Figure B1 schematically shows $F(p, N)$ for (a) $|g_k| \geq g_k^c$ and (b) $|g_k| < g_k^c$ in the case of $N = 4$. Let us define the solutions $F(p, N) = 0$ for fixed $N$ as $p_i \ (i = 1, 2, \ldots, p_n)$ within $0 < p < \pi$, i.e. excluding $p = 0, \pi$. All these $p_i$ solutions give the extended states. The number of $p_i$ depends on the value of $g_k$.

$$p_n = \begin{cases} N, & |g_k| \geq g_k^c, \\ N - 1, & |g_k| < g_k^c. \end{cases} \quad (B.28)$$

As shown below, $g_k^c$ depends on the ribbon width $N$ and becomes $g_k^c \approx 1$ for $N \gg 1$; $g_k^c$ is analytically given as

$$\frac{\partial}{\partial p} F(p, N) \bigg|_{p=\pi} = 0 \quad (B.29)$$

and can be written explicitly as

$$g_k^c = \pm \frac{1}{1 + 1/N}. \quad (B.30)$$

Using the relation $g_k = 2\cos(k/2)$, we can obtain the critical $k_c$ that yields $g_k^c$ as

$$k_c = \pm 2\arccos\left(\frac{1}{1 + 1/N}\right). \quad (B.31)$$

In general, there are two solutions $k_c(= k^c_1, k^c_2)$ within $0 \leq k \leq \pi$ as shown in figure 7. In the limit of large $N$, $g_c = \pm 1$, and $k^c_1 = 2\pi/3$ and $k^c_2 = 4\pi/3$, which correspond to the Dirac $K_\pm$ points.

The wavefunction for extended states is written as

$$\begin{pmatrix} \psi_{m,A} \\ \psi_{m,B} \end{pmatrix} = N_c \begin{pmatrix} -s \sin(p(N + 1 - m)) \\ \sin(pm) \end{pmatrix} \quad (B.32)$$
with the normalization constant $N_c$, where

$$N_c^2 = \frac{1}{2} \left( \sum_{m=1}^{N} \sin^2 (mp) \right)^{-1} \quad \text{(B.33)}$$

$$N_c = \left( \frac{N - \sin(Np)}{\sin(p)} \cos((N+1)p) \right)^{-1/2} \quad \text{(B.34)}$$

The real-space wavefunction $\langle \Psi_{m,A}(x_1,mA), \Psi_{m,B}(x_1,mB) \rangle$ can be obtained by the Fourier transform of $\langle \psi_{m,A}, \psi_{m,B} \rangle$, which is defined in a similar manner to equation (B.6). Thus,

$$\left( \begin{array}{c} \Psi_{m,A}(x_1,mA) \\ \Psi_{m,B}(x_1,mB) \end{array} \right) = N_c \frac{1}{\sqrt{L_x}} \sum_k \left( \begin{array}{c} -s \sin(p(N+1-m))e^{ik_{x,A}x} \\ \sin(pm)e^{ik_{x,B}x} \end{array} \right). \quad \text{(B.35)}$$

### B.2. Edge states

As we can see from equation (B.28), one solution is missing for $|g_x| \geq g_k^e$. This solution can be obtained by analytical continuation as

$$p \rightarrow \left\{ \begin{array}{l} \pi \pm i \eta \equiv p_\pi, \quad k_x^l < |k| < \pi, \\
0 \pm i \eta \equiv p_0, \quad \pi < |k| < k_x^R. \end{array} \right. \quad \text{(B.36)}$$

$$E_k = \left\{ \begin{array}{l} \sqrt{1 + g_k^2 - 2g_k \cos \eta}, \quad \text{for} \quad p_\pi, \\
\sqrt{1 + g_k^2 + 2g_k \cos \eta}, \quad \text{for} \quad p_0. \end{array} \right. \quad \text{(B.37)}$$

The transverse imaginary wavenumber that damps the wavefunction toward the inner sites is given by the following relation:

$$\sinh(\eta N) - g_x \sinh(\eta(N+1)) = 0, \quad \text{for} \quad p_\pi, \quad \sinh(\eta N) + g_x \sinh(\eta(N+1)) = 0, \quad \text{for} \quad p_0. \quad \text{(B.38)}$$

Each of them yields a single $\eta$ solution corresponding to the edge state.

$$G(\eta, N) \equiv \sinh(\eta N) - g_x \sinh(\eta(N+1)) = 0. \quad \text{(B.39)}$$

Figure B1(c) schematically shows $G(\eta, N)$ in the case of $N = 4$. One can see that $G(\eta, N)$ has a nonzero $\eta$ solution if $0 < g_x < |g_k^e|$. After analytical continuation, we can obtain the wavefunction for the edge states as

$$\langle \psi_{m,A}, \psi_{m,B} \rangle = N_c e^{i\pi m} \left( -e^{i\pi(N+1)} \sinh(\eta(N+1-m)) \right) \sinh(\eta m) \quad \text{for} \quad p_\pi, \quad \text{(B.40)}$$

and

$$\langle \psi_{m,A}, \psi_{m,B} \rangle = N_c \left( -s \sinh(\eta(N+1-m)) \right) \sinh(\eta m) \quad \text{for} \quad p_0. \quad \text{(B.41)}$$

with a common normalization constant $N_c$,

$$N_c = \frac{1}{\sqrt{2}} \left( \sum_{m=1}^{N} \sinh^2 (mp) \right)^{-1/2} \quad \text{(B.42)}$$

$$= \left( \frac{\sin(Np)}{\sin(p)} \cos((N+1)p) - N \right)^{-1/2}. \quad \text{(B.43)}$$

The real-space wavefunction $\langle \Psi_{m,A}(x_1,mA), \Psi_{m,B}(x_1,mB) \rangle$ can be given by

$$\left( \begin{array}{c} \Psi_{m,A}(x_1,mA) \\ \Psi_{m,B}(x_1,mB) \end{array} \right) = N_c \frac{1}{\sqrt{L_x}} \sum_k \left( \begin{array}{c} -s e^{i\pi(N+1)} \sinh(\eta(N+1-m))e^{ik_{x,A}x} \\ \sin(\eta m)e^{ik_{x,B}x} \end{array} \right) \quad \text{for} \quad p_\pi, \quad \text{(B.44)}$$

and

$$\left( \begin{array}{c} \Psi_{m,A}(x_1,mA) \\ \Psi_{m,B}(x_1,mB) \end{array} \right) = N_c \frac{1}{\sqrt{L_x}} \sum_k \left( \begin{array}{c} -s \sinh(\eta(N+1-m))e^{ik_{x,A}x} \\ \sin(\eta m)e^{ik_{x,B}x} \end{array} \right) \quad \text{for} \quad p_0. \quad \text{(B.45)}$$

The equation of motion for zigzag nanoribbons (equation (B.11)) can be rewritten by eliminating $\psi_{m,B}$ to obtain the recurrence relation with three terms [17, 104, 105]:

$$a\psi_{mA} + b\psi_{m+1A} + b\psi_{m-1A} = 0, \quad \text{(B.46)}$$

with $a = E^2 - 1 - g_k^2$ and $b = -g_k$, and we can solve this equation directly, provided we have the edge boundary condition [105]. On the other hand, the equation of motion for armchair nanoribbons can be expressed as a five-term recurrence equation [17], and its solution cannot be easily obtained. Our wave mechanics approach and the boundary condition for armchair nanoribbons might include some hidden symmetry to avoid this problem. A discussion of this case will be published elsewhere.
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