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Abstract

We derive the branch ampacity constraint associated to power losses for the convex optimal power flow (OPF) model based on the branch flow formulation. The branch ampacity constraint derivation is motivated by the physical interpretation of the transmission line Π-model and practical engineering considerations. We rigorously prove and derive: (i) the loop constraint of voltage phase angle, required to make the branch flow model valid for meshed power networks, is a relaxation of the original nonconvex alternating current optimal power flow (o-ACOPF) model; (ii) the necessary conditions to recover a feasible solution of the o-ACOPF model from the optimal solution of the convex second-order cone ACOPF (SOC-ACOPF) model; (iii) the expression of the global optimal solution of the o-ACOPF model providing that the relaxation of the SOC-ACOPF model is tight; (iv) the (parametric) optimal value function of the o-ACOPF or SOC-ACOPF model is monotonic with regarding to the power loads if the objective function is monotonic with regarding to the nodal power generations; (v) tight solutions of the SOC-ACOPF model always exist when the power loads are sufficiently large. Numerical experiments using benchmark power networks to validate our findings and to compare with other convex OPF models, are given and discussed.
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Nomenclature

Sets:
\( \mathcal{N} \) Nodes (or buses).
\( \mathcal{L} \) Lines (or branches).
\( \mathcal{C} \) Cycles (or closed loops).

Parameters:
\( A_n^n, A_n^l \) Node to branch incidence matrices.
\( X_l, R_l \) Longitudinal reactance and resistance of branch \( l \) modelled as a Π-model.
\( G_n, B_n \) Shunt conductance and susceptance of node \( n \).
\( B_{s_l}, B_{r_l} \) Sending- and receiving-end shunt susceptance of branch \( l \).
\( p_{\min}^n, p_{\max}^n \) Lower and upper bounds of \( p_n \).
\( q_{\min}^n, q_{\max}^n \) Lower and upper bounds of \( q_n \).
\( \theta_{\min}^l, \theta_{\max}^l \) Lower and upper bound of \( \theta_l \).
\( p_{d_n}, q_{d_n} \) Active and reactive power loads of node \( n \).
\( \alpha_n, \beta_n, \gamma_n \) Cost parameters of active power generation.

Variables:
\( p_n, q_n \) Active and reactive power injections at node \( n \).
\( p_{s_l}, q_{s_l} \) Non-measurable sending-end active and reactive power flows of branch \( l \).
\( \tilde{p}_{s_l}, \tilde{q}_{s_l} \) Measurable sending-end active and reactive power flows of branch \( l \).

\( \bar{K}_l, K_l \) Actual and approximated ampacity of branch \( l \).
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\[ P_{rl}, Q_{rl} \] Non-measurable receiving-end active and reactive power flows of branch \( l \).
\[ \tilde{P}_{rl}, \tilde{Q}_{rl} \] Measurable receiving-end active and reactive power flows of branch \( l \).
\[ q_{cs, l}, q_{cr, l} \] Sending- and receiving- end shunt reactive power of branch \( l \).
\[ i_{s, l}, i_{r, l} \] Non-measurable sending- and receiving- end current of branch \( l \).
\[ \tilde{i}_{s, l}, \tilde{i}_{r, l} \] Measurable sending- and receiving-end current of branch \( l \).
\[ p_{o, l}, q_{o, l} \] Active and reactive power losses of branch \( l \).
\[ v_n, V_n \] Phase-to-ground voltage magnitude and voltage square at node \( n \).
\[ v_{s, l}, v_{r, l} \] Sending- and receiving- end phase-to-ground voltage of branch \( l \).
\[ V_{s, l}, V_{r, l} \] Sending- and receiving- end phase-to-ground voltage square of branch \( l \).
\[ \theta_n \] Phase-to-ground voltage phase angle at node \( n \).
\[ \theta_l \] Phase angle difference between the sending- and receiving- end phase-to-ground voltages of branch \( l \).
\[ \theta_{s, l}, \theta_{r, l} \] Phase angles of sending- and receiving- end phase-to-ground voltages of branch \( l \).
\[ K_{o, l} \] Equivalent ampacity constraint for power losses of branch \( l \).

**Indicators:**
- \( Gap_{po}^{l}, Gap_{qo}^{l} \) Relaxation gaps of active power loss and reactive power loss.
- \( Gap_{po, max}^{l}, Gap_{qo, max}^{l} \) Maximum relaxation gaps of \( Gap_{po}^{l}, Gap_{qo}^{l} \).

1. Introduction

Optimal power flow (OPF) is a fundamental mathematical optimization model for decision making in power system operation and planning [1]. Improving the solution quality of OPF can give large economic and engineering benefits to the power industry [2, 3]. Recent literature focusing on the convexification of the OPF model suffered from the inexactness due to the relaxation of several constraints [4–14].

The branch flow formulation of the power flow equations for radial power networks has been originally derived by Baran and Wu in [15] to optimize the placement of capacitor in radial distribution networks. In [16], Jabr derives a conic programming approach to solve load flow in radial distribution network. In [4], Farivar and Low propose the branch flow model as a relaxed OPF model by relying on second-order cone programming (SOCP) and prove that the relaxation is tight for radial networks under the assumption that the upper bound of power generation is infinite. In [5], Gan, Li et al. prove that the optimal solution of the branch flow model is exact (tight) if the voltage upper bounds are not binding and the network parameters satisfy some mild conditions which can be checked a priori. Christakou, Tomozei et al. show in [17] that the branch flow model is not exact due to the approximation of the branch ampacity constraint. Nick et al. propose an exact convex OPF model for radial distribution networks in [18] by considering the shunt parameters associated to the exact modelling of the lines or other branch elements. Sufficient conditions regarding the network parameters under which the convex OPF model in [18] can give exact solutions to the original ACOPF are provided and rigorously proved. In [6], Kocuk, Dey et al. propose three methods (arctangent envelopes, dynamic linear inequalities and separation over cycle constraints) to strengthen or tighten the SOCP relaxation of OPF. Numerical results show better solution quality of SOCP-based model over SDP-based model [6].

Semidefinite programming (SDP) relaxation of OPF has been firstly proposed by Bai et al. in [7]. The proposed procedures derive the rectangular form OPF in a quadratic programming model and replace the variable-vector \( (x) \) by the variable-matrix \( (X = x^T x) \). Solutions of OPF can be recovered from the square roots of the diagonal elements in the variable-matrix [7]. SDP advantages in avoiding the derivation of Jacobian and Hessian matrices if the interior point method (IPM) is used [7]. Lavaei and Low propose to solve the SDP relaxation of the dual OPF problem [8]. They prove that sufficient and necessary condition of zero duality gap holds for several IEEE test cases (14, 30, 57, 118) at the base
power load level. But the branch ampacity constraint is not fully addressed. Especially, as it is proved in [17, 18], the physical interpretation of the transmission line Π model is not correct in [8]. In [19], Madani, Sojoudi et al. show that SDP relaxation works well if the line capacity is expressed by nodal voltage variables. A penalization method is proposed in [19] to reduce the rank of the SDP solution. Recently, Eltved, Dahl et al. numerically investigate the computational efficiency of SDP by using test cases up to 82,000 nodes which is solved in around 7 hours using a high performance computing node [20].

Based on polynomial optimization theory, Molzahn and Hiskens propose the moment-based relaxations of OPF in [9]. This formulation firstly defines order-\(\gamma\) moment relaxation \(x_\gamma\) of all monomials \(\hat{x}^\alpha\) of voltage real-and-imaginary components \(\hat{x}\). Then, all the monomials \(\hat{x}^\alpha\) up to order \(2\gamma\) constitute the symmetric moment matrix \(M_\gamma\) which is used to re-formulate the OPF constraints via the SDP. Global optimal solutions are found, at the cost of heavy computational burden due to higher relaxation order \(\gamma\), for the test cases in [9]. The same authors in [10] improve the computational efficiency of this method by exploiting power system sparsity and applying high relaxation order to specific buses. In [11], Hijazi, Coffrin et al. propose a quadratic convex (QC) relaxation by replacing the nonconvex voltage-amplitude-and-phase-angle associated constraints with the corresponding convex envelopes. In [12], the same authors investigate the relationships between different convex OPF formulations including QC, SDP and SOCP. Reducing the optimality gap of QC or SOCP based OPF models by bound tightening techniques can be found in [13, 14]. Recently, Shchetinin et al. propose in [21] three methods which require solving optimization problems to tighten the upper bounds of the voltage phase angle difference in order to satisfy the branch ampacity constraint. The same authors in [22] propose an iterative algorithm to construct a number of linear constraints (based on inner or outer approximation) to approximate the branch ampacity constraint.

In this paper, we focus on the formal derivation of equivalent ampacity constraint for the branch power losses. More specifically, we consider to improve the convex OPF model in radial and meshed power networks which necessitates the additional voltage phase angle constraint. Instead of using the approach in [18] to reformulate the branch flow model, we keep using the same set of variables (in the form of power flow variables) of the branch flow model but equivalently derive the ampacity constraint for the power losses. In this way, we overcome the approximation gap due to neglecting of the shunt elements of the branches. We then propose and prove six theorems showing important properties of the proposed SOC-ACOPF model. In this regard, the main contributions of this paper are listed below.

- Derivation of the transmission line or branch ampacity constraint for the power losses.
- Proving that the SOC-ACOPF model (with additional constraint to improve its feasibility) is a relaxed ACOPF model.
- Deriving a feasible solution recovery procedure when the SOC relaxation is tight.
- Demonstrating that the (parametric) optimal value functions of the SOC-ACOPF model and o-ACOPF model are monotonic with regarding to the power loads when the objective function is monotonic with regarding to the power generations.
- Proving that larger power loads can tighten the relaxation in the SOC-ACOPF model.
- Numerical Comparison of our o-ACOPF model and SOC-ACOPF model with respect to the other two convex OPF models proposed in the recent literature.

The rest of this paper is organized as follows. Section II formulates the o-ACOPF model and SOC-ACOPF model for radial and meshed power networks. Section III derives the equivalent branch

---

1 As a comparison, in this paper, we evaluate the OPF solutions of test cases at low power load levels (for which the relaxation gaps are prominent).
ampacity constraint for power losses. Section IV proposes and proves important properties of the SOC-ACOPF model. Section V gives the numerical validations of our analytical proofs and discussions. A numerical comparison with other convex OPF models is also conducted. Section VI concludes.

2. Optimal Power Flow Model

2.1. Power based Branch Flow Model

We assume that the three-phase power grid satisfies two conditions: (i) all the branches and shunt impedances are circularly symmetric; (ii) all the triplets of nodal voltages and branch currents are symmetrical and balanced. These two conditions validate the use of single-line equivalent model of the three-phase power grid. The full ACOPF model is based on the validated branch flow model presented in [23]. We denote this original ACOPF model as 0-ACOPF model [1]. The variable convention makes reference to the branch II-model in Fig. 1. $X_l, R_l$ are the longitudinal reactance and resistance of branch $l$. $B_s, B_r$ are the sending- and receiving-end shunt susceptance of branch $l$. $v_n$ is the phase-to-ground voltage magnitude at node $n$. $p_{s_l}, q_{s_l}$ are the non-measurable sending-end active and reactive power flows of branch $l$. $p_{r_l}, q_{r_l}$ are the measurable sending-end active and reactive power flows of branch $l$. $p_{r_{ls}}, q_{r_{ls}}$ are the measurable receiving-end active and reactive power flows of branch $l$. $q_{cs_l}, q_{cr_l}$ are the sending- and receiving-end shunt reactive power of branch $l$. The subscripts $s, r, d, o, c$ in $p_s, q_s, v_s, V_s, p_d, q_d$ are not indices but to imply the meaning of sending-end of branch $l$, receiving-end of branch $l$, power load, power loss and shunt capacitance correspondingly.

Note $(\tilde{p}_{s(r)}, \tilde{q}_{s(r)})$ are the actual (i.e. measurable) branch power flows. The variables $(\tilde{p}_{s(r)}, \tilde{q}_{s(r)})$ are the non-measurable branch power flows used in our OPF model. For the difference between $(\tilde{p}_{s(r)}, \tilde{q}_{s(r)})$ and $(p_{s(r)}, q_{s(r)})$, or between $\tilde{i}_{s(r)}$ and $i_{s(r)}$, please refer to references [17] and [18]. We want to emphasize here that the physical interpretation of the branch II-model is of importance since the branch phase-to-ground capacitance is actually distributed along the branch which means the current (or power) flowing through the branch is actually not the same along the branch due to the charging current (or power) flowing from the distributed phase-to-ground capacitance to the branch. Although the distributed branch phase-to-ground capacitance is represented in the II-model in a lumped way at the two-ends of the branch, we should bear in mind that the current, or the power, along the branch is not the same when we consider the branch ampacity constraint. This means that the actual power flow variables $p_{s_l}, q_{s_l}$ are non-measurable and difficult to be constrained. This is the main reason why we only rely on the measurable power flow variables $\tilde{p}_{s_l}, \tilde{q}_{s_l}$ to constrain the branch ampacity and then derive the relationship between $(\tilde{p}_{s(r)}, \tilde{q}_{s(r)})$ and $(p_{s(r)}, q_{s(r)})$ later in this paper.

\[
\min_{\Omega_{ACOPF}} f(\Omega_{ACOPF}) \tag{1a}
\]

subject to

\[
p_n - p_{dn} = \sum_l (A_{nl}^+ p_{s_l} - A_{nl}^- p_{o_l}) + G_n V_n, \ \forall n \in \mathcal{N} \tag{1b}
\]

\[
q_n - q_{dn} = \sum_l (A_{nl}^+ q_{s_l} - A_{nl}^- q_{o_l}) - B_n V_n, \ \forall n \in \mathcal{N} \tag{1c}
\]

\[
V_{s_l} - V_{r_l} = 2R_l p_{s_l} + 2X_l q_{s_l} - R_l p_{o_l} - X_l q_{o_l}, \ \forall l \in \mathcal{L} \tag{1d}
\]
\[ v_s v_r \sin \theta_l = X(p_s) - R_i q_s, \forall l \in \mathcal{L} \]  
\[ \tilde{v}_s^{(r)} = \frac{\tilde{p}_s^{(r)}}{V_s^{(r)}} \leq \tilde{K}_l, \forall l \in \mathcal{L} \]  
\[ V_n = v_n^2, \forall n \in \mathcal{N} \]  
\[ \theta_l = \theta_{s_l} - \theta_{r_l}, \forall l \in \mathcal{L} \]  
\[ p_{oi} = \frac{p_s^2 + q_s^2}{V_s}, \forall l \in \mathcal{L} \]  
\[ q_{oi} = \frac{p_s^2 + q_s^2}{V_s}, \forall l \in \mathcal{L} \]  
\[ v_n \in (v_{n,min}, v_{n,max}), \forall n \in \mathcal{N} \]  
\[ \theta_l \in (\theta_{l,min}, \theta_{l,max}), \forall l \in \mathcal{L} \]  
\[ \theta_n \in (\theta_{n,min}, \theta_{n,max}), \forall n \in \mathcal{N} \]  
\[ p_n \in (p_{n,min}, p_{n,max}), \forall n \in \mathcal{N} \]  
\[ q_n \in (q_{n,min}, q_{n,max}), \forall n \in \mathcal{N} \]  
\[ \theta_l = \theta_{s_l} - \theta_{r_l} \] is the phase angle difference between the sending- and receiving-end voltages of branch \( l \). \( \theta_{s_l}, \theta_{r_l} \) are the phase angles of sending- and receiving-end phase-to-ground voltages of branch \( l \). To guarantee this derivation is valid, we assume \((\theta_{l,min}, \theta_{l,max}) \subseteq (-\frac{\pi}{2}, \frac{\pi}{2}) \). \( i_{s_l}, i_{r_l} \) are the non-measurable sending- and receiving-end currents of branch \( l \). \( \tilde{i}_{s_l}, \tilde{i}_{r_l} \) are the measurable sending- and receiving-end currents of branch \( l \). \( \tilde{K}_l \) is the actual ampacity of branch \( l \) which is provided by the branch manufacturer. Equations (1b)-(1e) make the o-ACOPF model valid for both active and reactive power generations at node \( n \). Based on the applications, the objective function \( f(\Omega_{\text{ACOPF}}) \) can be the economic cost of energy production or network power losses etc. In this paper, we assume the objective function is convex. Equations (1b) and (1c) represent the active and reactive power balance. \( G_n, B_n \) are the shunt conductance and susceptance of node \( n \). \( A_{nl}^+ \) and \( A_{nl}^- \) are the node-to-branch incidence matrices of the network with \( A_{nl}^+ = 1, A_{nl}^- = 0 \) if \( n \) is the sending-end of branch \( l \), and \( A_{nl}^+ = -1, A_{nl}^- = -1 \) if \( n \) is the receiving-end of branch \( l \). \( p_n, q_n \) are the active and reactive power generations at node \( n \). \( p_{dn}, q_{dn} \) are the active and reactive power loads at node \( n \). \( V_n \) is the phase-to-ground voltage magnitude square at node \( n \). \( p_{oi}, q_{oi} \) are the active and reactive power losses of branch \( l \). Constraints (1b) and (1c) make the o-ACOPF model valid for both radial and meshed power networks. Equations (1d)-(1e) are derived by taking the magnitude and phase angle of the voltage drop phasor along branch \( l \) respectively. \( v_{s_l}, v_{r_l} \) are the sending- and receiving-end phase-to-ground voltages of branch \( l \). \( V_{s(r)} = v_{s(r)}^2 \) are voltage magnitude squares.
do not need to include the cyclic constraint \((1p)\) explicitly in our model. This approach is used and validated by our work in [23, 24]. An illustrative example is provided in Fig. 2. In this example, since \(\theta_{i1} = \theta_{n1} - \theta_{n2}, \theta_{i2} = \theta_{n2} - \theta_{n3}\) and \(\theta_{i3} = \theta_{n3} - \theta_{n1}\), the cyclic constraint \(\theta_{i1} + \theta_{i2} + \theta_{i3} = 0 \mod 2\pi\) is implicitly satisfied. This reasoning holds for cycles or closed loops with any number of nodes and branches.

2.2. Second-Order Cone Relaxation

The SOC-ACOPF model is derived using branch sending-end power flows and voltage phase angle variables. Note that in the derived model, voltage magnitude square variables are used (voltage magnitude can be recovered from the model by taking the square root of the solutions of the voltage magnitude square variables). Our SOC-ACOPF is formulated in optimization model-(2). The numerical performance of this model compared with other SOCP based ACOPF models can be found at [24].

\[
\begin{align*}
\text{Minimize} & \quad f(\Omega_{SOC-ACOPF}) \\
\text{subject to} & \quad (1b), (1d), (1h), (1k) - (1o) \\
& \quad K_{ol} \geq q_{ol} \geq \frac{p_{s(r)i}^2 + q_{s(r)i}^2}{V_{s(r)i}}, \forall l \in L \quad (2b) \\
& \quad p_{ol}X_l = q_{ol}R_l, \forall l \in L \quad (2c) \\
& \quad \theta_l = X_l p_{srl} - R_l q_{srl}, \forall l \in L \quad (2d)
\end{align*}
\]

Where \(\Omega_{SOC-ACOPF} = \{p_n, q_n, p_s, q_s, p_{ol}, q_{ol}, V_n, \theta_l, \theta_n\} \in \mathbb{R}^{m-|N|}\) is the set of model variables. Since we only use voltage magnitude square variable \(V_n\) in this SOC-ACOPF model, the voltage magnitude constraint \((1k)\) is modified as \(V_n \in (V_n^{\text{min}}, V_n^{\text{max}}) = ((v_n^{\text{min}})^2, (v_n^{\text{max}})^2)\) in the SOC-ACOPF model-(2). Constraints \((2b) - (2c)\) represent active power and reactive power losses. \(K_{ol}\) are the equivalent ampacity constraint for power losses of branch \(l\). These constraints are relaxed from constraints \((1b) - (1j)\) in the o-ACOPF model-(1). The left side of constraint \((2b)\) bounds \(q_{ol}\), which equivalently bounds the ampacity of branch \(l\) as explained in the next section. Note even the right side of constraint \((2b)\) is not in the standard form of SOCP, it can be equivalently transformed to a rotated SOCP constraint as \(q_{ol}V_{s(r)i} \geq (p_{s(r)i}^2 + q_{s(r)i}^2)X_l\). We keep the original format of the right side of constraint \((2b)\) in the SOC-ACOPF model-(2) because the physical meaning is more clear. Equation \((2d)\) is derived from the nonconvex constraint \((1e)\). This derivation is based on the assumption \(v_{srl}v_{srl} \sin \theta_l \approx \theta_l\). The left side of equation \((2d)\) can also be derived by the first-order Taylor series expansion of \(v_{srl}v_{srl} \sin \theta_l\) at \(v_{srl} = v_{r1} = 1\) and \(\theta_l = 0\) in this SOC-ACOPF model, the voltage magnitude constraint \((1k)\) is modified as \(\theta_l - \theta_{nl} = \theta_{nl} - \theta_{nl} = 0 \mod 2\pi\) since \(\theta_{nl} = 0.9\) and \(\theta_{nl} = 1.1\) and \((\theta_{nl}^{\text{min}}, \theta_{nl}^{\text{max}}) = (-\frac{\pi}{2}, \frac{\pi}{2})\). It is worth to mention that even though constraint \((2d)\) is the only constraint associated with the voltage phase angle variable, it should be solved jointly with other constraints in order to guarantee the feasibility of \(\theta_l, p_{ol}, q_{ol}\).

3. Deriving the Branch Ampacity constraint for the Power Losses

Since the actual measurable power flows \((\tilde{p}_{srl}, \tilde{q}_{srl})\) and current \(i_{s(r)i}\) are different from the power flow variables \((p_{s}, q_{s})\) and \(i_{s(r)i}\) that we are using in the SOC-ACOPF model-(2), it is necessary to derive the gap between \(\tilde{i}_{s(r)i}\) and \(i_{s(r)i}\) to derive \(K_{ol}\) according to the known parameter \(K_l\). From Fig. 1 we have:

\[
\begin{align*}
\tilde{p}_{s(r)i} & = p_{s(r)i} \quad (3a) \\
\tilde{q}_{s(r)i} & = q_{s(r)i} - q_{cs(r)i} \quad (3b) \\
q_{cs(r)i} & = V_{s(r)i}B_{s(r)i} \quad (3c)
\end{align*}
\]

Where \(q_{cs(r)i}\) is the reactive power injection from the sending- (receiving-) end shunt capacitance of the branch \(l\), \(B_{s(r)i}\) is the shunt susceptance. The branch ampacity constraint is:

\[\|\tilde{i}_{s(r)i}\|^2 = \frac{p_{s(r)i}^2 + q_{s(r)i}^2}{V_{s(r)i}} \leq K_l \quad (3d)\]

From \((3a) - (3d)\), we can derive the gap \(\Delta^2 I\) between \(\|\tilde{i}_{s(r)i}\|^2\) and \(\|\tilde{i}_{s(r)i}\|^2\) as:
\[ \Delta^2 I = \left\| \tilde{t}_{s(r)} \right\|^2 - \left\| t_{s(r)} \right\|^2 = \frac{-q_{cs(r)}^2 + 2q_{s(r)}q_{cs(r)}}{V_{s(r)}} \]

\[ = \frac{-V_{s(r)}^2 B_{s(r)}^2 l + 2q_{s(r)} V_{s(r)} B_{s(r)} l}{V_{s(r)}} \]

\[ = \frac{-V_{s(r)} l B_{s(r)}^2 l + 2q_{s(r)} B_{s(r)} l}{V_{s(r)}} \]  

(3e)

The branch ampacity constraint (3d) is equivalent to:

\[ t_{s(r)}^2 = \frac{p_{s(r)}^2 l + q_{s(r)}^2}{V_{s(r)} l} \leq K_l = \tilde{K}_l + \Delta^2 I \]  

(3f)

The reactive power losses upper bounds \( K_{ol} \) can be quantified as:

\[ K_{ol} = K_l X_l \]

\[ = (\tilde{K}_l + \Delta^2 I) X_l \]

\[ = (\tilde{K}_l - V_{s(r)} l B_{s(r)}^2 + 2q_{s(r)} B_{s(r)} l) X_l \]  

(3g)

Note equation (3g) is linear. So, if we use the expression of \( K_{ol} \) from (3g) in the constraint (2b), the SOC-ACOPF model-(2) is still convex and we avoid any approximation on the branch ampacity constraint.

It is worth to mention that using \( K_{ol} \) to limit the upper bound of power losses \( p_{ol} \) in (2b) is more realistic than constraining the power flows \((\tilde{p}_{s_l}, \tilde{q}_{s_l})\) or \((p_{s_l}, q_{s_l})\) in the way of \( \tilde{p}_{s_l}^2 + \tilde{q}_{s_l}^2 \leq S_l \) or \( p_{s_l}^2 + q_{s_l}^2 \leq S_l \) (where \( S_l \) is the maximum branch power flow). This is because:

- (i) the branch ampacity is given by the manufacturers in the form of maximum current \( \tilde{t}_{s(r)}^{max} = \sqrt{K_l} \).
- (ii) the temperature increase of the branch (which lead to insulation degrading) is actually caused by the power losses due to the current which is the typical variable constrained by the branch manufacturer.
- (iii) the voltage amplitudes \( v_{s(r)} \), of both ends of the branch are varying during the power network operations. The maximum allowed power capacity \( S_l = (v_{s(r)} \tilde{t}_{s(r)}^{max})^2 \) of the branch would then depend on the nodal voltage amplitudes at the branch ends.

4. Properties of the SOC-ACOPF Model

In order to rigorously prove the important properties of the SOC-ACOPF model-(2) and the ACOPF model-(1), we firstly give the definitions of some key words. Some well-defined terms in the control and optimization community are also stated here for sake of readability. For ease of illustration, all the mentioned optimization models in this paper are assumed as minimization problems i.e. we consider minimizing the objective functions. Maximization problems can be equivalently transformed to minimization problems by minimizing the negative of the objective functions (of the maximization problems). If multiple optimization models are mentioned in one definition or theorem here, unless otherwise specified, we always mean that they have the same objective function. Note here we use the symbols \( M \) and \( N \) to denote two general optimization models. Our ACOPF model-(1) and SOC-ACOPF model-(2) can be regarded as examples of the optimization models \( M \) and \( N \).

**Definition 1**

*Feasible solution.* A feasible solution \( \Omega_{0,M} \) of an optimization model \( M \) is the solution satisfying jointly all the constraints of \( M \).

**Definition 2**

*Feasible region.* The feasible region \( \mathcal{R}_M \) of an optimization model \( M \) is the set of all feasible solutions of \( M \).

**Definition 3**

*Global optimal solution.* A global optimal solution \( \Omega^*_M \in \mathcal{R}_M \) of an optimization model \( M \) is the feasible solution of \( M \) which gives the minimal (for minimization problem) objective function value i.e. \( \{ f(\Omega^*_M) \leq f(\Omega_{0,M}), \forall \Omega_{0,M} \in \mathcal{R}_M \} \).

**Definition 4**

*Tight solution.* A tight solution of an optimization model \( M \) is the feasible solution making some inequality constraints of \( M \) active (binding). In this paper, we are considering the tight solution for the right side of the SOCP constraint (2b) in the SOC-ACOPF model-(2).
Table 1: Overview of the Proposed Theorems

| Theorem | Property |
|---------|----------|
| 1       | The SOC-ACOPF model-(2) is a relaxation of the o-ACOPF model-(1). |
| 2       | Necessary condition to recover feasible solution of the o-ACOPF model-(1) from the solution of the SOC-ACOPF model-(1). |
| 3       | The SOC-ACOPF model-(2) with the additional constraint (4g) is still a relaxation of the o-ACOPF model-(1). |
| 4       | Recover the global optimal solution of the o-ACOPF model-(1) from the solution of the SOC-ACOPF model-(2). |
| 5       | The parametric optimal value functions of the o-ACOPF model-(1) and the SOC-ACOPF model-(2) are monotonic. |
| 6       | Tight solution of the SOC-ACOPF model-(2) always exist. |

**Theorem 1**

Assume \((v_n^{min}, v_n^{max}) = (0.9, 1.1)\) and \((\theta_l^{min}, \theta_l^{max}) = \left(-\frac{\pi}{2}, \frac{\pi}{2}\right)\), replacing (1c) by (2c) relaxes the o-ACOPF model-(1) i.e. the SOC-ACOPF model-(2) is a relaxation of the o-ACOPF model-(1) (rather than an approximation of the o-ACOPF model-(1)).

**Proof.** We prove this theorem by showing that any point in the feasible region of o-ACOPF model-(1) can always be mapped to a point located in the feasible region of the SOC-ACOPF model-(2). However, the reverse statement does not hold. In other words, some feasible solutions of the SOC-ACOPF model-(2) are not feasible for the o-ACOPF model-(1). This means the feasible region of the SOC-ACOPF model-(2) covers the feasible region of the o-ACOPF model-(1).

Suppose \(\Omega_{0,ACOPF} = \{p_{0,n}, q_{0,n}, p_{0,s,l}, q_{0,s,l}, p_{0,o}, q_{0,o}, q_{0,s,l}, V_{0,n}, v_0, \theta_{0,l}, \theta_{0,n}\} \in \mathbb{R}^m\) is one feasible solution of the SOC-ACOPF model-(2). From (1e) we have:

\[
v_0 s_1 v_0 r_1 \sin \theta_{0,l} - X_1 p_{0,s,l} - R_1 q_{0,s,l}, \forall l \in \mathcal{L}
\]

(4d)

We can map \(\Omega_{0,ACOPF}\) to a feasible solution \(\Omega_{1,SOACOPF} = \{p_{1,n}, q_{1,n}, p_{1,s,l}, q_{1,s,l}, p_{1,o}, q_{1,o}, q_{1,s,l}, V_{1,n}, \theta_{1,l}, \theta_{1,n}\} \in \mathbb{R}^{m} - |N|\) of the SOC-ACOPF model-(2) as:

\[
\{\Omega_{1,SOACOPF} \cap \theta_{1,l} := \{\Omega_{0,ACOPF} \cap (\theta_{0,l}, v_0)\}\}
\]

(4e)

\[
\theta_{1,l} := v_0 s_1 v_0 r_1 \sin \theta_{0,l}, \forall l \in \mathcal{L}
\]

(4f)

Since \(v_0 s_1 v_0 r_1 \sin \theta_{0,l} \in (-1.21, 1.21) \subset (-\frac{\pi}{2}, \frac{\pi}{2})\), equation (4f) is always mappable. Note \(\theta_{1,l}\) is not necessarily equal to \(\theta_{0,l}\). On the other hand, mapping \(\Omega_{0}\) to \(\Omega_{0} (v_0 s_1 v_0 r_1 \sin \theta_{0,l} = \theta_{1,l})\) is not feasible when \(\theta_{1,l} > 1.21\) or \(\theta_{1,l} < -1.21\).

**Theorem 1** shows that the feasible region of SOC-ACOPF model-(2) covers all the feasible region of o-ACOPF model-(1). It is worth to mention that the assumptions of \((v_n^{min}, v_n^{max}) = (0.9, 1.1)\) and \((\theta_l^{min}, \theta_l^{max}) = \left(-\frac{\pi}{2}, \frac{\pi}{2}\right)\) are the practical operational requirements for power system. These assumptions can be relaxed to some degree while Theorem 1 is still valid.
Theorem 2
If $(\theta_1^{\min}, \theta_1^{\max}) \subseteq (-\frac{\pi}{2}, \frac{\pi}{2})$ and $\theta_1^{\min} = -\theta_1^{\max}$, the necessary condition to recover (map) a feasible solution of the o-ACOPF model (1) from the (optimal) solution $\Omega_{1,SO\text{-}C-ACOPF}$ of SOC-ACOPF model (2) is:

$$V_{s_l}V_{r_l} \sin^2(\theta_1^{\max}) \geq \theta_1^{2}, \forall l \in L$$

(4g)

Note constraint (4g) is conic and thus convex.

Proof. If a feasible solution $\Omega_0$ of the o-ACOPF model (1) is recovered (mapped) from the (optimal) solution $\Omega_1$ of the SOC-ACOPF model (2):

$$\{\Omega_0 \setminus \{\theta_{0,l}, v_{1,n}\} := \{\Omega_1 \setminus \{\theta_{1,l}\}\} \}$$

(4h)

$$v_{0,n} := \sqrt{V_{r,n}}, \forall n \in N$$

(4i)

$$\theta_{0,l} := \arcsin\left(\frac{X_{l}p_{s_{1,l}} - R_lq_{s_{1,l}}}{v_{1,s_l}v_{1,r_l}}\right)$$

(4j)

$$= \arcsin\left(\frac{\theta_{1,l}}{v_{1,s_l}v_{1,r_l}}, \forall l \in L\right)$$

Since $\sin(\theta_{1,l})$ is monotonic in $(\theta_1^{\min}, \theta_1^{\max}) \subseteq (-\frac{\pi}{2}, \frac{\pi}{2})$, equation (4j) implies:

$$\sin(\theta_1^{\min}) \leq \frac{\theta_{1,l}}{v_{1,s_l}v_{1,r_l}} \leq \sin(\theta_1^{\max}), \forall l \in L$$

(4k)

Considering $\sin^2(\theta_1^{\min}) = \sin^2(\theta_1^{\max})$ when $\theta_1^{\min} = -\theta_1^{\max}$, constraint (4k) is equivalent to:

$$\frac{\theta_{1,l}^2}{V_{s_l}V_{r_l} \sin^2(\theta_1^{\max})} \leq 1, \forall l \in L$$

(4l)

Or equivalently, $V_{s_l}V_{r_l} \sin^2(\theta_1^{\max}) \geq \theta_1^{2}$. \hfill \Box

Theorem 2 shows that if we add the convex constraint (4g) to the SOC-ACOPF model (2), we can improve the solution feasibility towards the o-ACOPF model (1). Please note that equations (4h)-(4i) is only one way to recover the feasible solution. Condition (4g) is necessary to recover the feasible solution by using this approach. There can be other feasible solution recovery approaches which do not require condition (4g).

Theorem 3
The SOC-ACOPF model (2) with the additional constraint (4g) is a relaxation of the o-ACOPF model (1).

Proof. We can use the same procedure in proving theorem (1) to prove theorem (2), i.e. any feasible solution of the o-ACOPF model (1) can be mapped to a feasible solution of the SOC-ACOPF model (2) with the additional constraint (4g). However, the reverse statement is not true when there is at least one $l \in L$ (in the feasible solution of the SOC-ACOPF model (2) with the additional constraint (4g)) such that $q_0 = \frac{v_{s_l}^2 + v_{r_l}^2}{v_{s_l}^2} X_l$ (which fails to satisfy constraints (1) in the o-ACOPF model (1) obviously). \hfill \Box

Theorem 4
If the optimal solution $\Omega^*$ of the SOC-ACOPF model (2) with the additional constraint (4g) gives tight solution such that $q_0^* = \frac{v_{s_l}^2 + v_{r_l}^2}{v_{s_l}^2} X_l, \forall l \in L$, the global optimal solution $\Omega^*_{0}$ of the o-ACOPF model (1) is $\Omega^*_{0} := \Omega^* \setminus \{\theta_1, V_1^*\}$ with the additional constraint (4g) still covers the feasible region of the o-ACOPF model (1).

Proof. Theorem 4 is a direct result of theorem (1), theorem (2), and theorem (3) considering the optimal objective solution $f^*$ of the SOC-ACOPF model (2) is always a lower bound for the optimal objective solution $f^*$ of the o-ACOPF model (1). \hfill \Box

Theorem 5
Define the (parametric) optimal value functions:

$$f^*(p_{d_n}, q_{d_n}) := \min f(\Omega, p_{d_n}, q_{d_n})$$

s.t. \{ $\Omega \in R_{ACOPF}$ \} \hfill (4m)

$$f^*(p_{d_n}, q_{d_n}) := \min f(\Omega, p_{d_n}, q_{d_n})$$

s.t. \{ $\Omega \in R_{SOC\text{-}ACOPF}$ \} \hfill (4n)

Where $R_{ACOPF}$ and $R_{SOC\text{-}ACOPF}$ are the feasible regions of the o-ACOPF model (1) and the SOC-ACOPF model (2) correspondingly. If the objective function $f$ is a monotonically increasing function of $(p_n, q_n)$ i.e. $f(p_{1,n}, q_{1,n}) \leq f(p_{2,n}, q_{2,n})$ for $(p_{1,n}, q_{1,n}) \leq (p_{2,n}, q_{2,n})$, the optimal value functions $f^*$ are monotonic i.e. $f^*(p_{d_1,n}, q_{d_1,n}) \leq$...
\[ f^*(p_{d_{2,n}}, q_{d_{2,n}}) \] for \((p_{d_{1,n}}, q_{d_{1,n}}) \leq (p_{d_{2,n}}, q_{d_{2,n}})\) (assuming the o-ACOPF model-[1] and the SOC-ACOPF model-[2] are feasible for \((p_{d_{1,n}}, q_{d_{1,n}})\) and \((p_{d_{2,n}}, q_{d_{2,n}})\)).

**Proof.** We prove theorem [2] by contradiction. Suppose the optimal solutions and objectives of the SOC-ACOPF model-[2] (or the o-ACOPF model-[1]) at \((p_{d_{1,n}}, q_{d_{1,n}})\) and \((p_{d_{2,n}}, q_{d_{2,n}})\) are \(\Omega_1^* = \{p_{d_{1,n}}^*, q_{d_{1,n}}^*, p_{s_{1,n}}^*, q_{s_{1,n}}^*, V_{1,n}^*, \theta_{1,n}^*\} \in \mathbb{R}^{m-|N|}, f_1^*\) and \(\Omega_2^* = \{p_{d_{2,n}}^*, q_{d_{2,n}}^*, p_{s_{2,n}}^*, q_{s_{2,n}}^*, V_{2,n}^*, \theta_{2,n}^*\} \in \mathbb{R}^{m-|N|}, f_2^*\). If \(f_1^* > f_2^*\) for \((p_{d_{1,n}}, q_{d_{1,n}}) \leq (p_{d_{2,n}}, q_{d_{2,n}}), \) since \(f\) is monotonic, there must be at least one \(\hat{n} \in N\) such that \((p_{d_{1,n}}^*, q_{d_{1,n}}^*) \geq (p_{d_{2,n}}^*, q_{d_{2,n}}^*)\).

We can construct a feasible solution \(\Omega_1^*\) of the SOC-ACOPF model-[2] (or the o-ACOPF model-[1]) at \((p_{d_{1,n}}, q_{d_{1,n}})\) (by using \(\Omega_2^*\) as:

\[
\Omega_1^* \setminus \{p_{d_{1,n}}^*, q_{d_{1,n}}^*\} := \{\Omega_2^* \setminus \{p_{d_{2,n}}^*, q_{d_{2,n}}^*\}\}
\]

(4o)

From (1b)-(1c), we have:

\[
p_{d_{2,n}}^* - p_{d_{2,n}} = \sum_{l} (A_{il}^+ p_{s_{2,l}}^* - A_{il}^- p_{o_{2,l}}^*) + G_{l} V_{2,n}^*
\]

(4p)

\[
q_{d_{2,n}}^* - q_{d_{2,n}} = \sum_{l} (A_{il}^+ q_{s_{2,l}}^* - A_{il}^- q_{o_{2,l}}^*) - B_{l} V_{2,n}^*
\]

(4q)

We know the feasible solution of \((p_{d_{1,n}}^*, q_{d_{1,n}}^*)\) must satisfy:

\[
p_{d_{1,n}}^* - p_{d_{1,n}} = \sum_{l} (A_{il}^+ p_{s_{1,l}}^* - A_{il}^- p_{o_{1,l}}^*) + G_{l} V_{2,n}^*
\]

(4r)

\[
q_{d_{1,n}}^* - q_{d_{1,n}} = \sum_{l} (A_{il}^+ q_{s_{1,l}}^* - A_{il}^- q_{o_{1,l}}^*) - B_{l} V_{2,n}^*
\]

(4s)

Substituting (4r)-(4s) to (4p)-(4q), we have:

\[
p_{d_{1,n}}^* - p_{d_{1,n}} = p_{d_{2,n}}^* - p_{d_{2,n}} \quad (4t)
\]

\[
q_{d_{1,n}}^* - q_{d_{1,n}} = q_{d_{2,n}}^* - q_{d_{2,n}} \quad (4u)
\]

Which yield:

\[
p_{d_{1,n}}^* = p_{d_{2,n}}^* + p_{d_{1,n}} - p_{d_{2,n}} \quad (4v)
\]

\[
q_{d_{1,n}}^* = q_{d_{2,n}}^* + q_{d_{1,n}} - q_{d_{2,n}} \quad (4w)
\]

So \(\Omega_1^* = \{\Omega_2^* \setminus \{p_{d_{2,n}}^*, q_{d_{2,n}}^*\}\} \cup \{p_{d_{1,n}}^*, q_{d_{1,n}}^*\}\) is feasible for the SOC-ACOPF model-[2] (or the o-ACOPF model-[1]). Because \((p_{d_{1,n}}, q_{d_{1,n}}) \leq (p_{d_{2,n}}, q_{d_{2,n}}), \) equations (4v)-(4w) imply \((p_{d_{1,n}}, q_{d_{1,n}}) \leq (p_{d_{2,n}}, q_{d_{2,n}})\). This means the corresponding objective function values satisfy \(f_1^* \leq f_2^* < f_1^*\) (note \((p_{d_{1,n}}, q_{d_{1,n}}) = (p_{d_{2,n}}, q_{d_{2,n}}), \forall \hat{n} \neq \hat{n}\) which contradicts the assumption that \(f_1^*\) is the optimal objective solution. So \(f_1^* > f_2^*\) cannot hold for \((p_{d_{1,n}}, q_{d_{1,n}}) \leq (p_{d_{2,n}}, q_{d_{2,n}}).\) This completes the proof. 

\[\qed\]

**Theorem 6**

Assuming \((\vartheta_{min}, \vartheta_{max}) \subseteq (-\frac{\pi}{2}, \frac{\pi}{2})\) and the objective function \(f\) is monotonically increasing for \((p_n, q_n)\), if the optimal solution \(\vartheta^*\) of the SOC-ACOPF model-[2] (with the additional constraint (4g) at \((p_{d,n}, q_{d,n})\) has positive relaxation gap i.e. \(q_{n} > \frac{p_{r_{(c)}}^* + q_{s_{(c)}}^*}{V_{r_{(c)}}^*} X_l\) or \(p_{n} > \frac{p_{r_{(c)}}^* + q_{s_{(c)}}^*}{V_{r_{(c)}}^*} R_l\) for some \(l \in \mathcal{L}\), there exists \((p_{d_n}, q_{d_n}) > (p_{d_n}, q_{d_n})\) at which the relaxation is tight for the optimal solution i.e. \(q_{n} = \frac{p_{r_{(c)}}^* + q_{s_{(c)}}^*}{V_{r_{(c)}}^*} X_l, \forall l \in \mathcal{L}\) or \(p_{n} = \frac{p_{r_{(c)}}^* + q_{s_{(c)}}^*}{V_{r_{(c)}}^*} R_l, \forall l \in \mathcal{L}.\)

**Proof.** To prove theorem [2], we firstly derive an equivalent model of the o-ACOPF model-[1] by replacing constraint (1d) with:

\[ V_{s_i} - v_{r_i} v_{c_i} \cos \theta_i = p_n R_l + q_n X_l, \forall l \in \mathcal{L} \quad (4x) \]

Constraints (4x) are equivalent with constraints (1d) of \((\vartheta_{min}, \vartheta_{max}) \subseteq (-\frac{\pi}{2}, \frac{\pi}{2})\) since they are expressing the same voltage drop phasor either in the way of real-and-imaginary parts or amplitude-and-imaginary parts illustrated in Fig. 3. We then define a new relaxed ACOPF model as r-ACOPF in (4y).

\[
\text{Minimize } f(\Omega) \quad (4y)
\]

subject to \((1b) - (1c), (1e), (1g), (1k) - (1o), (2b) - (2d), (4x)\)

Obviously, when the relaxation is tight, the feasible region of the r-ACOPF model-[2] is actually equivalent to the feasible region of the
SOC-ACOPF model-[2] (with the additional constraint [4g]) since any feasible solution from either model (SOC-ACOPF model-[2] or r-ACOPF model-[4y]) can be mapped to the feasible region of another model (SOC-ACOPF model-[2] or r-ACOPF model-[4y]) using the procedures we derived in theorems 4.3. The feasible region comparison is shown in Fig. 4.

We want to emphasize here that, although the r-ACOPF model-[4y] is nonconvex (with regarding to its own set of variables), it is valid that part of its feasible region can be mapped to a convex one (with another set of variables) such as the convex SOC-ACOPF model-[2] (with additional constraint [4g]). An obvious simple example is the equivalence between the nonconvex region expressed by \( \{ y = x^2, x > 0 \} \) for \( (y, x) \in \mathbb{R} \) and convex region expressed by \( \{ y = z, z > 0 \} \) for \( (y, z) \in \mathbb{R} \). Fig. 5 shows this equivalence graphically. A similar consideration can be drawn for the r-ACOPF model-[4y] (where both \( V_n = v_n^2 \) and \( v_n \) are deployed) and the SOC-ACOPF model-[2] where only \( V_n \) are used.

Similarly, we define the (parametric) optimal value function of the r-ACOPF model-[4y] (with regarding to \( (p_{dn}, q_{dn}) \)) as:

\[
f^*(p_{dn}, q_{dn}) := \min f(\Omega, p_{dn}, q_{dn}) \quad \text{s.t.} \quad \{\Omega \in \Omega_{r-ACOPF}\}
\]

Following the same procedure in the proof of theorem 3, it is obvious that \( f^* \) here is also monotonic. We now use the r-ACOPF model-[4y] as a bridge to prove theorem 4. The key procedure is to show that theorem 4 is valid for the r-ACOPF model-[4y] and thus valid for the SOC-ACOPF model-[2] considering the equivalence between their feasible regions (when the relaxation is tight). Suppose the optimal solution \( \Omega^*_3 \) of the r-ACOPF model-[4y] has positive relaxation gap \( q^*_{o,3,i} > \frac{p^2_{3,s(r)l} + q^2_{3,s(r)l}}{V^2_{3,s(r)l}} R_l \) for some \( \hat{l} \in L \) at \( (p_{dn}, q_{dn}) \), we use \( \Delta^* p_{o,3,i} > 0 \) and \( \Delta^* q_{o,3,i} > 0 \) to represent the active and reactive power losses relaxation gaps respectively:

\[
p^*_{o,3,i} - p^*_{3,s(r)l} + \frac{q^2_{3,s(r)l}}{V^2_{3,s(r)l}} R_l = \Delta^* p_{o,3,i} \quad \text{(4a)}
\]

\[
q^*_{o,3,i} - p^*_{3,s(r)l} + \frac{q^2_{3,s(r)l}}{V^2_{3,s(r)l}} X_l = \Delta^* q_{o,3,i} \quad \text{(4b)}
\]

So the tight power losses solutions are \( p^*_{o,3,i} = p^*_{o,3,i} - \Delta^* p_{o,3,i} > 0 \) and \( q^*_{o,3,i} = q^*_{o,3,i} - \Delta^* q_{o,3,i} > 0 \). From constraints (1b)-(1c), we have:

\[
p^*_{3,n} - p_{dn} = \sum_l (A^+_n p^*_{s,3,l} - A^-_n p^*_{o,3,l}) + G_n V^*_{3,n}
\]

\[
q^*_{3,n} - q_{dn} = \sum_l (A^+_n q^*_{s,3,l} - A^-_n q^*_{o,3,l}) - B_n V^*_{3,n}
\]
Suppose at \((p_{d,n}', q_{d,n}')\), tight power losses solutions are found (note in the r-ACOPF model-(4y) only the following constraints are associated with the power losses variables aside from constraints (2b)-(2c)): 

\[
p_{3,n} - p_{d,n} = \sum_l (A_{nl}^+ p_{l,n}^* - A_{nl}^- p_{o_{3,l}}^*) + G_n V_{3,n}^*
\]

\[
q_{3,n} - q_{d,n} = \sum_l (A_{nl}^+ q_{l,n}^* - A_{nl}^- q_{o_{3,l}}^*) - B_n V_{3,n}^*
\]

(4ae)-(4af)

Combining equations (4ac)-(4ad) with equations (4ae)-(4af), we have:

\[
p_{d,n}' = p_{d,n} - \sum_l A_{nl}^- \Delta^* p_{o_{3,l}}^*
\]

(4ag)

\[
q_{d,n}' = q_{d,n} - \sum_l A_{nl}^- \Delta^* q_{o_{3,l}}^*
\]

(4ah)

Because \(A_{nl}^- \in \{0, -1\}\) and \((\Delta^* p_{o_{3,l}}^*, \Delta^* q_{o_{3,l}}^*) > (0, 0)\), equations (4ag)-(4ah) imply \((p_{d,n}', q_{d,n}') > (p_{d,n}, q_{d,n})\). Taking into account that the optimal value function \(f^*\) is monotonic, we also know that \(f^*(p_{d,n}, q_{d,n}) < f^*(p_{d,n}', q_{d,n}')\) which means \(\Omega^*\) is not only feasible but also optimal for the r-ACOPF model-(4y) at \((p_{d,n}', q_{d,n}')\). As we have explained at the beginning of this proof, since the r-ACOPF model-(4y) is actually equivalent (in terms of the feasible region and optimal solution when the relaxation is tight) with the SOC-ACOPF model-(2), all the tight solutions we derived in proving theorem 6 for the r-ACOPF model-(4y) can always be mapped to the corresponding tight solution of the SOC-ACOPF model-(2). In other words, theorem 6 is also valid for the SOC-ACOPF model-(2).

Theorem 6 shows the structure of the relaxed solutions and tight solutions for the SOC-ACOPF model-(2) with regarding to the power load parameter. This theorem shows a counter-intuitive property of the SOC-ACOPF model-(2) that larger power load can help tighten the relaxation gap. We present in the next Section the numerical validations of all the theorems and analysis in this Section.

5. Numerical results and discussion

The SOC-ACOPF model-(2) (with the additional constraint (4g)) and o-ACOPF model-(1) are implemented and solved in the YALMIP toolbox for modelling and optimization in MATLAB and Julia running on the 64-bit macOS operating system. A personal computer with Intel Core i9 2.9 GHz CPU and 16G RAM is deployed. The MOSEK, Gurobi, SCS solvers are used to solve the SOC-ACOPF model-(2). Because MOSEK, Gurobi and SCS can only solve convex models, the convexity of the SOC-ACOPF model-(2) is numerically validated. The IPOPT solver is used to solve the nonconvex o-ACOPF model-(1).

5.1. Validation of Theorems 1-6

We use benchmark IEEE transmission networks \{14, 57, 118, 300\}, matpower case 9, 30, ACTIVSg \{200, 500, 2000\}, 2383wp, 2736sp, 2737 sop, 3012wp, 3120sp, 3375wp, \{1354, 2869\} pegase and the distribution networks case4, 13feeder, 34feeder as the test cases to numerically validate the proposed theorems for both power transmission and distribution networks in this Section. Power network data from MATPOWER are directly used here [28]. Note the 3012wp, 3120sp and 3375wp networks are stressed test cases for the winter peak (wp) time or summer peak (sp) time. The objective function \(f\) of typical economic dispatch is quadratic i.e. \(f(p_n) = \sum_n (\alpha_n p_n^2 + \beta_n p_n + \gamma_n)\). Where \((\alpha_n, \beta_n, \gamma_n) \geq 0\) are the cost parameters of nodal active power generation. Note some cost parameters of the generators are equal to zero in the test cases. So in some low power load scenarios, the total generation cost is equal to zero or remains the same with the increase of power loads. For the distribution networks, we include several distributed generators with positive cost parameters in all the networks. To make sure the objective function \(f\) is monotonic for \(p_n\), we must ensure \(p_n^{min} \geq 0\) in the o-ACOPF and SOC-ACOPF models. For large test cases with over 3000 nodes, we use Julia to implement and solve both the SOC-ACOPF model-(2) and the o-ACOPF model-(1). This is
Table 2: Objective Solutions

| Test case | 10% Load | 20% Load | 30% Load | 40% Load |
|-----------|----------|----------|----------|----------|
|           | SOC-ACOPF | o-ACOPF  | SOC-ACOPF | o-ACOPF  |
| case4     | 2.40107   | 2.40107  | 4.80E+02 | 4.80E+02 |
| case9     | 117.74    | 117.79   | 1347.23  | 1347.23  |
| 13feeder  | 0.00745   | 0.00745  | 0.01493  | 0.01493  |
| IEEE14    | 545.64    | 546.37   | 1147.21  | 1147.50  |
| case30    | 33.14     | 33.14    | 75.31    | 75.31    |
| 34feeder  | 0.00211   | 0.00211  | 0.00426  | 0.00426  |
| IEEE57    | 2862.55   | 2868.41  | 5706.04  | 5709.00  |
| IEEE118   | 8940.49   | 8952.62  | 18735.71 | 18750.11 |
| ACTIVSg200| 14070.44  | 14070.44 | 14070.44 | 14070.44 |
| IEEE300   | 51210.16  | 56915.23 | 107284.01| 108378.18|
| ACTIVSg500| 16836.94  | 16836.94 | 16836.94 | 16836.94 |
| 135pegase | 7558.35   | 7558.47  | 15101.85 | 15102.06 |
| ACTIVSg2000| 301722.90 | 301722.90| 319936.30| 321123.46|
| 233wp     | 0.00      | 0.00     | 0.00     | 0.00     |
| 274sp     | 0.00      | 0.00     | 5.86     | 5.86     |
| 2745sp    | 0.00      | 0.00     | 12996.36 | 12110.97 |
| 2869pegase| 14639.05  | 14754.46 | 29204.10 | 29236.82 |
| 3012wp    | 0.00      | 0.00     | 14110.36 | 14261.04 |
| 312wp     | 133681.76 | 133681.82| 133681.76| 133681.82|
| 337wp     | 641872.25 | 641872.36| 641872.22| 641872.37|
|           | 641872.25 | 641872.36| 641872.22| 641872.36|

Table 3: Maximum Relaxation Gaps of Active Power Losses from the SOC-ACOPF Model

| Test case  | 10% Load | >10% Load | 20% Load | >20% Load | 30% Load | >30% Load | 40% Load | >40% Load |
|------------|----------|----------|----------|----------|----------|----------|----------|----------|
| case4      | 9.75E-11 | 8.40E-10 | 1.00E-10 | 6.25E-10 | 6.25E-10 | 8.95E-11 | 8.51E-10 |
| case9      | 9.82E-11 | 1.50E-16 | 5.65E-11 | 3.60E-13 | 1.00E-10 | 6.25E-10 | 9.81E-11 | 3.02E-12 |
| 13feeder   | 1.24E-7  | 6.42E-9  | 1.24E-7  | 6.33E-9  | 1.23E-7  | 6.33E-9  | 1.22E-7  | 6.19E-9  |
| IEEE14     | 5.43E-10 | 7.91E-13 | 3.35E-09 | 6.89E-13 | 1.00E-10 | 6.85E-12 | 2.99E-09 | 1.45E-12 |
| case30     | 5.45E-10 | 6.47E-10 | 1.67E-10 | 1.33E-11 | 1.71E-09 | 1.72E-10 | 1.21E-10 | 1.84E-10 |
| 34feeder   | 1.25E-7  | 6.98E-9  | 1.25E-7  | 6.82E-9  | 1.25E-7  | 6.68E-9  | 1.25E-7  | 2.40E-9  |
| IEEE57     | 1.84E-10 | 5.92E-10 | 2.52E-11 | 7.46E-10 | 1.36E-09 | 2.00E-10 | 6.38E-09 | 2.86E-10 |
| IEEE118    | 4.93E-09 | 3.28E-09 | 6.02E-08 | 1.79E-09 | 1.11E-07 | 1.10E-09 | 1.57E-09 | 3.99E-11 |
| ACTIVSg200 | 1.67E-02 | 1.28E-03 | 1.43E-02 | 3.37E-10 | 6.65E-03 | 6.97E-10 | 1.45E-08 | 5.79E-10 |
| IEEE300    | 1.15E-02 | 4.14E-08 | 1.37E-03 | 8.17E-09 | 4.08E-06 | 2.52E-09 | 5.01E-05 | 1.10E-09 |
| ACTIVSg500 | 2.29E-02 | 1.34E-09 | 2.12E-02 | 3.69E-09 | 1.93E-02 | 5.49E-10 | 1.60E-02 | 3.59E-10 |
| 135pegase  | 3.09E-03 | 1.79E-07 | 2.72E-07 | 1.42E-07 | 1.01E-02 | 1.43E-07 | 1.04E-02 | 1.03E-07 |
| ACTIVSg2000| 2.14E-01 | 5.55E-08 | 1.09E-01 | 9.87E-09 | 5.26E-02 | 1.93E-08 | 4.10E-02 | 1.03E-08 |
| 238wp      | 1.94E-01 | 3.65E-08 | 1.77E-01 | 3.11E-08 | 2.52E-03 | 1.28E-07 | 7.46E-03 | 4.29E-08 |
| 2736wp     | 2.10E-02 | 9.68E-09 | 3.22E-10 | 2.57E-08 | 2.85E-08 | 9.64E-09 | 3.58E-04 | 5.74E-10 |
| 2737sp     | 3.32E-02 | 5.12E-08 | 1.45E-02 | 3.75E-08 | 4.56E-08 | 2.89E-08 | 1.65E-03 | 2.35E-08 |
| 2869pegase | 8.47E-03 | 7.12E-06 | 9.32E-03 | 1.38E-07 | 6.72E-03 | 6.56E-08 | 1.47E-02 | 6.99E-08 |
| 3012wp     | 1.09E-01 | 4.21E-06 | 2.35E-02 | 4.64E-09 | 1.69E-03 | 3.78E-11 | 4.75E-04 | 3.08E-11 |
| 3120wp     | 1.01E+01 | 2.85E-09 | 7.48E+00 | 1.72E-11 | 3.56E+00 | 2.72E-11 | 1.28E+00 | 5.18E-11 |
| 3375wp     | 7.22E+00 | 5.06E-10 | 5.40E+00 | 6.82E-8  | 3.12E+00 | 2.43E-10 | 1.39E+00 | 1.05E-8  |
mainly due to the higher computational efficiency of Julia compared with YALMIP with the associated optimization solvers.

Since we have tested our models for the base power loads (original power loads in MATLAB) and shown in our previous work [24] that large relaxation gaps are present for optimal solutions in low power loads scenarios, we only show the results for low power loads scenarios here. In Table 2, we list the objective solutions of the SOC-ACOPF model-(1) and the o-ACOPF model-(2) for 10%, 20%, 30% and 40% of the absolute value of base load. So, the results in Table 2 validate theorems 1-5:

- The SOC-ACOPF model-(2) (with the additional constraint (4g)) is a relaxation of the o-ACOPF model-(1). This is validated since all the objective solutions of the SOC-ACOPF model-(2) are lower than the corresponding objective solutions of the o-ACOPF model-(1).

- The (parametric) optimal value functions of the SOC-ACOPF model-(2) and the o-ACOPF model-(1) are monotonic (with regard to the power load $p_d$) given that the objective function $f$ is monotonic with regard to the power generation $p_n$. This is validated since all the objective solutions increase when the power loads increase.

For the SOC-ACOPF model-(2). The maximum relaxation gaps of active and reactive power losses are defined as:

$$\text{Gap}^{p_o}_{\text{max}} := \text{Maximum} \{ \text{Gap}^{p_o}_l, \forall l \in \mathcal{L} \} \quad (5a)$$

$$\text{Gap}^{q_o}_{\text{max}} := \text{Maximum} \{ \text{Gap}^{q_o}_l, \forall l \in \mathcal{L} \} \quad (5b)$$

We use $\text{Gap}^{p_o}_{\text{max}}$ and $\text{Gap}^{q_o}_{\text{max}}$ to measure the relaxation performance of the SOC-ACOPF model-(2) (smaller relaxation gaps mean better performance). We list the maximum relaxation gaps results $\text{Gap}^{p_o}_{\text{max}}$ and $\text{Gap}^{q_o}_{\text{max}}$ of the SOC-ACOPF model-(2) in Table 3 and Table 4. When the relaxation is not tight, we increase the power load levels $(p_d, q_d)$ (but fix the optimal nodal power generation solution $p^*_n$) so the objective solutions remain the same as in Table 2 to find the tight solutions of the SOC-ACOPF model-(2). The power load levels are increased by taking the power loads $p_d, q_d$ as variables in the SOC-ACOPF model and using the original power load levels (10%, 20%, 30% and 40%) as the
lower bounds of these variables. The maximum relaxation gaps for tight solutions are listed in the columns denoted as ‘>10% Load’, ‘> 20% Load’, ‘> 30% Load’ and ‘> 40% Load’ of Table 3 and Table 4. So we have actually numerically validated theorem 6 by the results in Table 3 and Table 4. It is worth to mention that for most branches, the relaxation gaps are very small. The maximum relaxation gap only appear for single branch in each test case i.e. there is only one branch $\tilde{l} \in \mathcal{L}$ in each test case such that $\text{Gap}_{\text{po}}^{l} = \text{Gap}_{\text{po},\text{max}}^{l}$ or $\text{Gap}_{\text{qo}}^{l} = \text{Gap}_{\text{qo},\text{max}}^{l}$.

5.2. Comparison with Other OPF Models

To compare the accuracy and computational efficiency of our o-ACOPF model-(1) and SOC-ACOPF model-(2) with other convex OPF models, we run the numerical test for all the test cases with the original power loads. The other two convex OPF models are based on QC relaxation and SOC relaxation [11,16]. All the models and numerical tests are implemented in Julia. The optimal objective results are listed in Table 5. The computational CPU time results are listed in Table 6. If the model cannot converge, we use ‘NA’ to denote the result. Our models converge for all the test cases. The objective solutions are very close to the other two convex OPF models. For the 3375wp test case, since it is a stressed test case representing the 2007-08 evening peak in Poland, the convex OPF model in [11] cannot converge. For the computation CPU time, our SOC-ACOPF model-(2) requires less computational time than the convex OPF model in [11] but longer time than the convex OPF model in [16]. Our o-ACOPF model-(1) takes the least computational time among all the considered models. It is worth to mention that only our o-ACOPF model-(1) and SOC-ACOPF model-(2) consider the difference between the actual measurable power flow and the non-measurable power flow as explained in Section II of this paper.

6. Conclusions

By equivalently deriving the branch ampacity constraint for the power losses, we firstly remove the approximation gap of the SOC-ACOPF model-(2) based on the branch flow formulation. We then give the analytical and numerical proofs for several important properties of the SOC-ACOPF model-(2). The aims of proving these properties are to improve the solution quality and to promote the applicability of the SOC-ACOPF model-(2). We show rigorously that the feasible region of the SOC-ACOPF model-(2) covers the feasible region of the o-ACOPF model-(1). Regarding to the AC feasibility of the solution from the SOC-ACOPF model-(2), one additional necessary conic constraint to improve the AC feasibility of the solution is derived in theorem 2. We also show how to recover the global optimal solution of the o-ACOPF model-(1) from the tight optimal solution of the SOC-ACOPF model-(2) in theorem 4. Based on the monotonic property of the optimal value functions defined by the SOC-ACOPF model-(2) and the o-ACOPF model-(1) from theorem 5, we prove that the tight solutions of the SOC-ACOPF model-(2) can always be obtained by allowing the increase of nodal power loads in theorem 6. This theorem shows that large power load levels actually help tighten the relaxation gap of the SOC-ACOPF model-(2). In other words, SOC-ACOPF model-(2) is more applicable for high power load conditions. According to our numerical comparison with the other two convex OPF models in the literature, our SOC-ACOPF model-(2) has similar accuracy and computational efficiency. However, only our SOC-ACOPF model-(2) derives the correct branch ampacity constraint by considering the difference between the actual measurable power flows and the nonmeasurable power flows in the transmission line II-model. Furthermore, our o-ACOPF model-(1) has the best computational efficiency. Future research work is expected to consider more details about the power load models (such as the polynomial (ZIP) model or the exponential model) and discrete transformer taps as decision variables.
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