Computational tissue staining of non-linear multimodal imaging using supervised and unsupervised deep learning
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Abstract: Hematoxylin and Eosin (H&E) staining is the 'gold-standard' method in histopathology. However, standard H&E staining of high-quality tissue sections requires long sample preparation times including sample embedding, which restricts its application for 'real-time' disease diagnosis. Due to this reason, a label-free alternative technique like non-linear multimodal (NLM) imaging, which is the combination of three non-linear optical modalities including coherent anti-Stokes Raman scattering, two-photon excitation fluorescence and second-harmonic generation, is proposed in this work. To correlate the information of the NLM images with H&E images, this work proposes computational staining of NLM images using deep learning models in a supervised and an unsupervised approach. In the supervised and the unsupervised approach, conditional generative adversarial networks (CGANs) and cycle conditional generative adversarial networks (cycle CGANs) are used, respectively. Both CGAN and cycle CGAN models generate pseudo H&E images, which are quantitatively analyzed based on mean squared error, structure similarity index and color shading similarity index. The mean of the three metrics calculated for the computationally generated H&E images indicate significant performance. Thus, utilizing CGAN and cycle CGAN models for computational staining is beneficial for diagnostic applications without performing a laboratory-based staining procedure. To the author’s best knowledge, it is the first time that NLM images are computationally stained to H&E images using GANs in an unsupervised manner.
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1. Introduction

Conventional staining technique like histopathological (H&E) staining is the 'gold-standard' technique for tissue diagnostics. High quality H&E staining requires an embedding of the sample in paraffin to generate FFPE sections, which is time-consuming. Due to the time requirement, conventional H&E staining (using FFPE material) cannot be used for real-time disease diagnosis like in a cryosection setting, where low quality cryosections are stained. Additionally, this technique can only show limited biomolecular information. If bio-molecular information is
needed for diagnostics, it must be acquired using molecular imaging techniques. Thus, in our work, one of the molecular imaging techniques like non-linear multimodal (NLM) imaging is used, which can complement the ‘gold-standard’ histopathological staining technique. The NLM imaging used here is based on cryosection material which means that the sample is not embedded in FFPE and thus have a time advantage. In that way, biomolecular information can be extracted, and this technique can be applied for real-time disease diagnosis [1,2]. As NLM images used in our study are based on cryo material that were followed by H&E staining, we do not show images of H&E stained FFPE sections (instead histopathologically stained H&E images).

The NLM imaging presented here is a combination of three non-linear optical modalities, namely coherent anti-Stokes Raman scattering (CARS) microscopy, two-photon excitation fluorescence (TPEF) microscopy and second-harmonic generation (SHG) microscopy. These three modalities highlight the distribution of biomolecules like collagen, NADH, proteins and lipids [2,3]. Furthermore, NLM imaging is label-free and provide highly resolved images of biological tissues. The non-destructive nature of NLM imaging is suitable for in vivo studies. Due to these properties and the fact that NLM imaging provides morphological and functional information of a tissue sample, this imaging technique is beneficial for tissue imaging and other biomedical applications [3] like investigations of skin diseases [4–6], diagnostics of head-neck cancer [7,8], classification of brain tumors [9], and characterization of inflammatory bowel disease samples [10].

Despite the ever-increasing use of NLM imaging, its establishment in clinics is not achieved until now. In situations where cryo sections are analyzed, NLM would be a great technique, because the computational staining is of higher quality as H&E stains in a cryosection analysis. The NLM images have a higher resolution compared to the histopathologically stained H&E images and exhibit color contrast which is unfamiliar to physicians. For diagnostics, physicians tend to screen histopathologically stained H&E images and then zoom into suspicious regions for diagnostics. This is problematic as the contrast of NLM images is different from corresponding histopathologically stained H&E images, and NLM images can be zoomed to higher tissue levels. Thus, interpretation of NLM images with its corresponding histopathologically stained H&E images is challenging. To interpret the NLM images and link it to standard histopathologically stained H&E images, a parallel tissue section and afterwards the cryosection are stained with conventional staining procedures. Subsequently, the stained images are compared with the corresponding NLM images. This comparison is laborious, which reduces the advantage of NLM imaging. Therefore, comparison of histopathologically stained H&E image and NLM image requires an automatic translation of both images. Furthermore, an automatic translation of different modalities to H&E stained image can aid intraoperative histopathologic diagnosis and efficient decision-making during surgery [11]. Such an automatic model can also generate awareness and trust in the new NLM imaging technique.

In this context, researchers in 2016 performed the modality transfer of NLM images to histopathologically stained H&E images by image analysis and machine learning methods [12]. Although their work showed comparable results (see Fig. 1), the approach had two limitations. Foremost, the colors in the computationally stained H&E images were different compared to the original histopathologically stained H&E images. Secondly, their work trained a machine learning model that required a corresponding pair of NLM images and histopathologically stained H&E images. This training procedure is time-consuming as the histopathologically stained H&E image of the same tissue section must be prepared and registered to the coordinate space of the NLM image before constructing the machine learning model. In most cases, the multimodal image registration is a difficult task due to tissue alterations that occur during the staining procedure.

In contrast, our work presents an improvement of the work of Bocklitz et al., 2016 in terms of the staining results and the required manual effort for modality transfer. This was achieved by utilizing deep learning models instead of conventional machine learning methods. Briefly, deep
Fig. 1. (A) shows a pre-processed NLM image with CARS, TPEF and SHG as the red, green and blue channel, respectively, (B) visualizes histopathologically stained H&E image (or unregistered H&E image) used for unsupervised pseudo-stain H&E model, (C) depicts a registered H&E image used for supervised pseudo-stain H&E model. The image in (C) shows the registration effect, which is filled with zeros. The images in (D), (E) and (F) are computationally stained H&E images with the supervised, unsupervised approach and method used in reference [12], respectively. All images are downscaled to 20% of the original size for clarity. The scale bar in all images represents 100 µm.

Learning models, specifically generative adversarial networks [13], were utilized to translate NLM images into computationally stained H&E images. This work was performed in a supervised and an unsupervised approach, where a paired [14] and an unpaired image translation [15] of the NLM image was performed, respectively. The supervised approach or paired image translation required a corresponding pair of images measured with the two modalities (NLM imaging and H&E staining), while the unsupervised approach did not require paired images of the two modalities. Like the previous work of Bocklitz et al. 2016, the supervised approach has the limitation of registering the histopathologically stained H&E images to the corresponding NLM images. On the other hand, the unsupervised approach does not require the image registration of the two modalities. Moreover, the unsupervised approach offer additional advantages like the artificial generation of images from both modalities, the translation of images from multiple modalities and minimal requirement of stained images.

The supervised and unsupervised approach utilized a conditional generative adversarial network (CGAN) [16] and a cycle conditional generative adversarial network (cycle CGAN) [14], respectively. CGANs are commonly used in computer vision tasks for translating images [14], but they were never used to translate an NLM image to a H&E stained image. Common applications of CGAN in computer vision are the transformation of photographs acquired in daylight into photographs of night scenes, or the transfer of horse images into images of zebras. Likewise, its application in the biomedical and optical field is gaining popularity [17–23]. Recent works
transformed auto-fluorescence images [24] or hyperspectral images [25] into histopathologically stained H&E images using CGANs. A similar approach was performed for translating quantitative phase imaging into three different stains, namely H&E stain, Jone’s stain, and Masson’s trichrome stain [26]. CGANs were also employed to increase the spatial resolution [27,28] and remove speckle noise from optical microscopic images. Similarly, the cycle CGAN were utilized to stain a H&E stained image into an immunohistochemically (IHC) stained image. The generated IHC image was used to reconstruct the original H&E stained image [29]. As mentioned earlier, unpaired image translation is advantageous as co-registration of images from different modalities is not needed, but the model for the unpaired image translation needs to be more complex as compared to the model for paired image translation.

Our work is different from the state-of-the-art methods because it is the first time that NLM images were used for an unsupervised transfer to histopathologically stained H&E images. While performing the unsupervised modality transfer, the corresponding difficulties were tackled. First of all, the different contrast between the two modalities makes the image translation task complicated. Furthermore, the NLM images used in this work are measured from tissue of patients with different disease severity (namely Inflammatory bowel disease), which is reflected in the alterations of the tissue structure and changes in the pixel contrast [30]. The availability of NLM images is limited, which is problematic because the training of adversarial networks requires large datasets. Lastly, we evaluated the modelling quantitatively by considering perceptual or texture information and color information. Overall, this work is an improvement of the state-of-the-art method presented by Bocklitz et al. in 2016 [12], based on paired and unpaired image translation of NLM images into histopathologically stained H&E images.

2. Material and methods

2.1. Dataset

The dataset used in this work is published elsewhere [30]. Briefly, it consists of tissue samples from biopsies of patients with Crohn’s disease, ulcerative colitis or infectious colitis obtained during colonoscopy or surgical resections. The dataset has 19 pairs of NLM images and histopathologically stained H&E images (see Fig. 1). The NLM image is an RGB image where each channel represents one of the three non-linear optical modalities. Precisely, the CARS signal, the TPEF signal, and the SHG signal form the red, green and blue channel of the RGB image, respectively. The spatial (pixel) resolution of the NLM image is 0.227 µm/pixel (see Fig. 1(A)). For the histopathologically stained H&E images, the corresponding tissue sections were stained in the pathology department. The (digital) histopathologically stained H&E images in the form of slide scanner files were extracted using Aperio Image scope software with a spatial resolution approximately equal to the NLM image. The spatial resolution of the extracted histopathologically stained H&E image is 0.219 µm/pixel (see Fig. 1(B)). This spatial resolution setting was favourable for image registration step. The corresponding pairs of NLM and histopathologically stained H&E images were used to construct a “pseudo-stain H&E model” based on the conditional generative adversarial networks in a supervised and an unsupervised approach. The pseudo-stain H&E model was trained using 13 image pairs and tested on six image pairs. For building the pseudo-stain H&E model, both images were pre-processed, and the histopathologically stained H&E image was registered to the NLM image only for the supervised approach.

2.2. Image pre-processing of the histopathologically stained H&E image

The histopathologically stained H&E image was registered to the coordinate space of the corresponding NLM image using the Image processing toolbox in Matlab 2018a. For the image registration purpose, the NLM and histopathologically stained H&E images were converted to
grayscale, followed by contrast inversion of the histopathologically stained H&E image. The contrast inversion was achieved by subtracting the pixel values in each channel of the H&E image by 255. The contrast inversion of histopathologically stained H&E image was performed only for image registration purpose (not for model training). The inverted histopathologically stained H&E image (grayscale) was used as a moving image, and the corresponding NLM image (grayscale) was used as a fixed image. Subsequently, a multimodal image registration [31] based on the mutual information metric was performed using the NLM and the histopathologically stained H&E images. The registered histopathologically stained H&E image (see Fig. 1(C)) was used for the supervised approach or paired image translation, while the unregistered histopathologically stained H&E image (see Fig. 1(B)) was utilized for the unsupervised approach or unpaired image translation. Further, patches of size 256×256 were extracted from the registered and the unregistered histopathologically stained H&E image. All the histopathologically stained H&E patches were scaled in the range [−1,1] before model training. The patches from the registered histopathologically stained H&E image were used to train the CGAN model, while the patches from the unregistered histopathologically stained H&E image were used to train the cycle CGAN model (see Fig. 2(A) and Fig. 2(B)).

2.3. Image pre-processing of the non-linear multimodal image

The data acquisition and pre-processing of NLM images were similar to Chernavskaia et al., 2016 [30]. Briefly, the pre-processing steps included median filtering, downsampling by a factor of 4, correcting the uneven illumination and adjusting the contrast of the NLM images. A pre-processed NLM image is shown in Fig. 1(A). Subsequently, the contrast of NLM images was inverted by subtracting the pixel values by 255. Contrast-inversion of NLM images was performed only for GAN model training. Further, patches of size 256×256 were extracted from the “contrast-inverted” NLM image (see Fig. 2(C) and Fig. 2(D)). These patches were filtered separately for the supervised and unsupervised approach. For the supervised approach or the CGAN model, the pair of NLM and histopathologically stained H&E patch showing registration artefact were removed. The registration artefacts were seen at the borders of the registered histopathologically stained H&E image, which were filled with zero values during registration (see Fig. 1(C)). For the unsupervised method or the cycle CGAN model, the NLM and histopathologically stained H&E patches belonging to the background region were removed using the homogeneity factor [32], i.e. the patches with homogeneity factor greater than 60% were removed [32]. Similar to the H&E patches, all the selected NLM patches were normalized in the range [−1,1] before model training.

2.4. Conditional generative adversarial network

The conditional generative adversarial network (CGAN) used in this work was inspired by the Pix2Pix model developed by Isola et al., 2017 [14]. The Pix2Pix model comprised of a generator (G) and a discriminator (D) (see Fig. 2(E)). The generator with an autoencoder architecture [33] transforms a contrast-inverted NLM patch (x_m) to a computationally stained H&E patch (z_{generated} = G(x_m)) which looked visually similar to the histopathologically stained H&E patch (z_{target}). The input to the generator was a pre-processed NLM patch (see column B in Fig. 3) and a target or histopathologically stained H&E patch (see column C in Fig. 3). The computationally stained H&E patch, i.e. output of the generator, (see column D in Fig. 3) was evaluated by calculating mean absolute error with the target histopathologically stained H&E patch and was optimized to be minimal. The discriminator model was trained to predict the plausibility of the computationally stained H&E patch (z_{generated}). In simpler words, the discriminator model was trained to predict if the computationally stained H&E patch was ‘fake’ (i.e. not belonging to histopathologically stained H&E patches) or ‘real’ (i.e. belonging to the original dataset
Fig. 2. (A) is a histopathologically stained H&E image. (B) shows the image pre-processing of a histopathologically stained H&E image including image registration and patch extraction of size 256×256. (C) is a corresponding NLM image. (D) visualizes the contrast inversion of the NLM image followed by patch extraction of size 256×256. (E) shows a CGAN model for paired image translation which utilizes the registered histopathologically stained H&E images and contrast inverted NLM images. (F) depicts a cycle CGAN model for unpaired image translation using unregistered histopathologically stained H&E images and contrast inverted NLM images.
of histopathologically stained H&E patches). The details of the generator and discriminator networks are elaborated below.

![Fig. 3. Good quality predictions of patches from the training dataset. Columns (A) and (B) visualize NLM patches and contrast inverted NLM patches, column (C) shows histopathologically stained H&E patch, and columns (D) and (E) visualize computationally stained H&E patch generated by the Pix2Pix model and the cycle CGAN model, respectively. The scale bar represents 50 µm. For all patches in column C, the region within the crypts (pointed by white arrows) is light or pale pink, whereas the epithelial layer or mucosa region outlining the crypts appears dark purple. Similar colors with few variations are observed in the computationally stained H&E patches generated by the Pix2Pix (column D) and the cycle CGAN (column E) model. Also, the crypt structures are efficiently generated in the computationally stained H&E patches by both models. It is also observed that nucleus (pointed by cyan arrow) are not generated by the cycle CGAN model (column E).](image)

The generator network was inspired by the U-Net model [34] which is an autoencoder. The autoencoder model had eight blocks in the encoder and the decoder part. Each block of the encoder utilized convolution layer, batch normalization layer and Leaky ReLU activation layer. The last layer of the encoder was a bottleneck layer without batch normalization layer. The eight encoder blocks comprised of 64, 128, 256, 512, 512, 512 and 512 filters, respectively. On the other hand, each decoder block comprised of a convolution layer, batch normalization layer, dropout layer with a 50% dropout rate and ReLU activation layer. Like the encoder network, the first layer of the decoder did not use a batch normalization layer. The layers in eight decoder blocks comprised of 512, 1024, 1024, 1024, 1024, 512, 256 and 128 filters, respectively (after concatenation from the encoder). All the convolutional layers in the encoder and the decoder blocks used a kernel size of 4 and stride size of 2. The encoder and the decoder models were linked through ‘skip-connections’ similar to the U-Net architecture. The output layer of the generator was a single convolutional layer with three channels and tanh activation function. The output of the generator was a computationally stained H&E patch \( z_{\text{generated}} = \hat{G}(x_m) \) which was one part of the discriminator network’s input.

The discriminator network was a standard convolutional neural network with input as computationally stained H&E patch \( z_{\text{generated}} \) and histopathologically stained H&E patch \( z_{\text{target}} \) of size 256x256. The architecture of the discriminator network was inspired by the ’PatchGAN’
discriminator given in Ref. [14]. The basic idea of the PatchGAN discriminator model is to classify an $N \times N$ region in the $M \times M$ input image ($N < M$) as 'real' or 'fake', instead of classifying the whole $M \times M$ input image as 'real' or 'fake'. In our case, $M = 256$ and $N = 70$ i.e. a 70 $\times$ 70 region in the 256 $\times$ 256 computationally stained H&E patch was classified as 'real' or 'fake'. The 70 $\times$ 70 region is termed as the 'receptive field'. The output of the discriminator model was a map with 16 $\times$ 16 values scaled using a sigmoid activation function. In other words, each value in the 16 $\times$ 16 sigmoid activation map corresponded to the probability of the 70 $\times$ 70 region in the input patch being 'real' (1.0) or 'fake' (0.0). These values were combined to achieve a single probability value, which corresponded to the probability of the entire input patch being 'real' or 'fake'. The layers of the PatchGAN discriminator model were adjusted to maintain the receptive field size to 70 $\times$ 70. Specifically, the layers of the PatchGAN discriminator model used 64, 128, 256 and 512 filters respectively, and Leaky ReLU activation function with slope 0.2. The configuration of the Leaky ReLU activation function, kernel size and stride size were the same for both the generator and discriminator networks.

Before training of generator and discriminator networks, the weights of both networks were initialized using random Gaussian numbers with a standard deviation of 0.02. During the training phase, the weights of the discriminator model were updated by a set of histopathologically stained H&E patches ($z_{\text{target}}$) and computationally stained H&E patches ($z_{\text{generated}}$), and calculating the discriminant loss

$$L_D = D(z_{\text{generated}})^2 + (1 - D(z_{\text{target}}))^2. \quad (1)$$

When the discriminator network is better than the generator network, i.e. $D(z_{\text{target}}) = 1$ and $D(z_{\text{generated}}) = 0$, it is able to identify all the computationally stained H&E patches as 'fake'. To avoid the discriminator network to become better than the generator network, the training process of the discriminator network was slowed down by weighting the discriminator loss $L_D$ by 50% for each model update [35]. The ideal case is to converge the discriminator loss to 0.5 and the generator to create H&E patches exactly similar to the target histopathologically stained H&E patches. On the other hand, the weights of the generator network were updated by calculating the mean absolute error between $z_{\text{generated}}$ and $z_{\text{target}}$. Additionally, the weights of the generator network were updated through the adversarial loss obtained from the discriminator network. Thus, the total loss of the generator network $L_G$ is given by

$$L_G = \lambda \text{MAE}(z_{\text{generated}}, z_{\text{target}}) + (1 - D(z_{\text{generated}}))^2, \quad (2)$$

where the mean absolute error (MAE) was weighted by a hyperparameter $\lambda$. In our case, $\lambda$ was set to 10. The weights of the generator and discriminator networks were updated separately to avoid misleading updates. Furthermore, both networks were trained using the Adam optimizer [36] with learning rate and $\beta$ set to 0.0002 and 0.5, respectively.

2.5. Cycle conditional generative adversarial networks

The cycle CGAN model is an extension of the conditional generative adversarial network which does not require paired images for the image translation task [15]. The cycle CGAN model involved simultaneous training of two generators ($G_1, G_2$) and two discriminators ($D_1, D_2$) (see Fig. 2(F)). The first generator $G_1$ utilized a contrast-inverted NLM patch ($x_m$) (see Fig. 3, column B) as input and generated an H&E stained patch as output ($z_{\text{generated}} = G_1(x_m)$) (see Fig. 3, column E). The second generator utilized the computationally stained H&E patch (i.e. the output of the generator 1, $z_{\text{generated}}$) as input and reconstructed it to the original NLM patch (similar to the input of the generator 1, $\tilde{x}_m = G_2(z_{\text{generated}})$). The output of the second generator ($\tilde{x}_m$) was optimized to be visually similar to the input of the first generator ($x_m$) and was regularized by calculating the (forward) cycle consistency loss $L_{\text{cyc}}$. In similar fashion, backward cycle consistency loss $L_{\text{cycb}}$ regulated the second generator. Additionally, the first generator $G_1$ was
where the architectural innovation occurred in generator networks. Only identity mapping loss \( L_{(id)} \) for generator \( G_1 \) was included as it was necessary to guarantee that the output of the first generator network remained identical to the input. Furthermore, identity mapping loss \( L_{(id)} \) for generator \( G_2 \) can be included in future studies when better reconstruction on NLM images is desired. Furthermore, each generator had its own discriminator model, which predicted the plausibility of the generated outputs. This is similar to the CGAN model explained earlier where each generator-discriminator pair was trained in an adversarial process. The architecture of the two discriminator models in the cycle CGAN model was similar to the Pix2Pix model; however, the architecture of generator networks was different.

The generator networks were inspired by the architecture proposed by Isola 2017 [14]. Both generator networks \((G_1, G_2)\) used input image size 256\times256, and the outputs were a computationally stained H&E patch \( \tilde{z}_{\text{generated}} \) and a reconstructed NLM patch \( \tilde{x}_m \), respectively. The generator networks comprised of downsampling convolution blocks to encode the input, a sequence of six ResNet blocks, and upsampling convolution blocks that decodes the bottleneck features to an output. The shorthand notation of the generator network can be given as \( C7s1-64, D128, D256, R256, R256, R256, R256, R256, U128, U64, C7s1-3 \) where \( C7s1-k \) denotes a 7\times7 Convolution-InstanceNorm-ReLU layer with k filters and stride 1. \( D_k \) denotes a 3\times3 Convolution-InstanceNorm-ReLU layer with k filters and stride 2. \( U_k \) denotes a 3\times3 fractional-strided-Convolution-InstanceNorm-ReLU layer with k filters and stride 1/2. \( R_k \) denotes a ResNet block that contains two 3\times3 convolutional layers with the same number of filters on both the layers. The generator networks comprised of the tanh activation function. The weights of the generator networks were updated through adversarial loss, identity loss [29] and cycle consistency losses [29] (including forward and backward cycle).

Mathematically, the full objective function of the cycle CGAN model can be given as

\[
L(G_1, G_2, D_1, D_2) = L_{(D_1)}(G_1, D_1, X, Y) + L_{(id)}(G_1, D_1, X) + \lambda L_{(cy)}(G_1, G_2) + \lambda L_{(cyc)}(G_1, G_2),
\]

where \( L_{(D_1)} \) is the adversarial loss through which the generator 1 was updated. This is mean squared error instead of binary cross-entropy in the Pix2Pix model, as it provided better results in the literature [14]. In future, the adversarial loss for second generator \( L_{(D_2)} \) can also be added. The identity loss \( L_{(id)} \) and the forward and backward cycle loss \( L_{(cy)} \), \( L_{(cyc)} \) are the mean absolute error. The four losses were weighted by a factor of 1, 5, 10 and 10, respectively. The training of each generator-discriminator pair was similar to the CGAN model.

2.6. Model training and removal of patch-effect

The Pix2Pix model and the cycle CGAN model were trained on patches obtained from the NLM images and histopathologically stained H&E images. Both models were trained for 100 epochs, and a batch size of one patch was used. The model training was performed using Python 3.5 on a commercially available PC system with NVIDIA GeForce GTX 1060, 6GB. The generator models were saved after every fifth epoch, and the model that generated clinically acceptable H&E images from the training dataset (on visual inspection) was used for predicting the images from the test dataset. During the testing phase, the test images were pre-processed in a similar fashion as the training dataset. Further, the prediction of the images in the test dataset was performed on patches, which were subsequently combined to a whole image. Combining the patches resulted into a “patch-effect” which was visible at the edge of each patch in the combined image, precisely the pixel at every 256th row or column in the whole image. For this purpose, the pixels which showed the patch-effect were linearly interpolated with its neighbouring three pixels. The generated H&E images (before and after correction of patch-effect) from both Pix2Pix and cycle CGAN models were visually inspected (Fig. S1 in Supplement 1). In addition to the visual inspection, quantitative evaluation of the computationally stained H&E images obtained from
both pseudo-stain H&E models was performed. The quantitative evaluation was based on three metrics explained further.

2.7. Evaluation method

For performance quantification, the mean squared error (MSE) was utilized to calculate the error between the histopathologically stained H&E image (\(z_{\text{target}}\)) and the computationally stained H&E image (\(z_{\text{generated}}\)) [37]. However, MSE has a limitation caused due to arbitrarily high numbers which are difficult to standardize. Also, the MSE metric is inconsistent with the human perception ability [37]. Therefore, two other metrics namely structure similarity index (SSIM) [37,38] and color shading similarity (CSS) [39], which are well-suited for evaluating GAN performances, were utilized.

The structure similarity index [37,38] quantifies the perceptual similarity between the two images (\(z_{\text{target}}\), \(z_{\text{generated}}\)) by considering the contrast, luminance and texture of these images. Mathematically, SSIM between two images \(X\) and \(Y\) can be given as

\[
\text{SSIM}(X, Y) = \frac{(2\mu_X \mu_Y + c_1)(2\sigma_{XY} + c_2)}{({\mu_X^2 + \mu_Y^2 + c_1})({\sigma_X^2 + \sigma_Y^2 + c_2})},
\]

where \(\mu\) is the mean of an image, \(\sigma\) is the standard deviation of an image, \(\sigma_{XY}\) is the cross-covariance of the two images and \(C = (c_1, c_2)\) are constants to avoid division by zero. For a multichannel image or an RGB image, the SSIM metric is calculated for each channel separately and the average SSIM value is considered. Higher values of SSIM indicate higher structural similarity between the two images.

Another metric called color shading similarity (CSS) [39] was used to quantify the similarity in the colors of the pixels in the histopathologically stained H&E image (\(z_{\text{target}}\)) and the computationally stained H&E image (\(z_{\text{generated}}\)). The CSS is calculated by converting both images in the CIELAB space and utilizing only the color channels \(A^*\) and \(B^*\). For each color channel, the mathematical formulation of the CSS metric between two images \(X\) and \(Y\) is given by

\[
\text{CSS}(X, Y) = \frac{1}{N} \sum_{i=1}^{N} \text{Ind}_i \cdot \text{Sim}(X_i, Y_i),
\]

where, \(\text{Sim}(X_i, Y_i)\) is the similarity between pixel \(X_i\) of the histopathologically stained H&E image and pixel \(Y_i\) of the computationally stained H&E image, \(i\) is the index used for the \(N\) pixels in the image. Mathematically, \(\text{Sim}\) and \(\text{Ind}\) are given as,

\[
\text{Sim}(X_i, Y_i) = 1 - \frac{\text{dist}(X_i, Y_i)}{\max(\text{dist})},
\]

\[
\text{Ind}_i = \begin{cases} 1; & \text{if } \text{Sim}(X_i, Y_i) > \text{threshold}, \\ 0; & \text{if } \text{Sim}(X_i, Y_i) \leq \text{threshold}. \end{cases}
\]

In our case, the threshold was set to 0.5, and \(\text{dist}\) was the absolute distance. Higher values of the CSS indicate a higher color similarity. Likewise, the three metrics were evaluated for all the computationally stained H&E images (excluding the background region) from the Pix2Pix and the cycle CGAN models. The average of the three metrics calculated for all the 19 images from the training and test dataset is reported in Table 1 and Fig. 7.
Table 1. The average of the three evaluation metrics obtained for the 19 images using the Pix2Pix model and the cycle CGAN model are given for training and testing dataset. For reference purpose, the three metrics were also calculated with the same histopathologically stained H&E image. It is seen that MSE values are very large for both models, whereas SSIM and CSS are almost similar for both models. This means that the pixel values of computationally stained H&E images are different, but the overall structural and color information is acceptable. Furthermore, the metric values for training and testing dataset do not have a large difference, which indicates that the models are minimally overfitted.

|                | MSE       | SSIM | CSS       |
|----------------|-----------|------|-----------|
| Training dataset |           |      |           |
| Pathological stained H&E image | 0.00      | 1.00 | 1.00      |
| Pix2Pix stained H&E image       | 4.69×10^3 | 0.52 | 0.93      |
| Cycle CGAN stained H&E image    | 10.26×10^3| 0.49 | 0.91      |
| Testing dataset                |           |      |           |
| Pathological stained H&E image | 0.00      | 1.00 | 1.00      |
| Pix2Pix stained H&E image       | 4.27×10^3 | 0.60 | 0.94      |
| Cycle CGAN stained H&E image    | 7.79×10^3 | 0.59 | 0.93      |

3. Results

The training of the Pix2Pix model for 100 epochs required ~7 hours, while the cycle CGAN model required more than ~100 hours on our commercial PC. The training of the cycle CGAN model was terminated after 60 epochs as no significant improvement in the computationally stained H&E patches was observed visually. Furthermore, it was observed that the generator and discriminator losses for the Pix2Pix model and the cycle CGAN model fluctuated throughout the training process. The discriminator loss for both models had difficulties to remain converged at an ideal value ≥0.5, which can be due to high variance [40,41] and noise in our dataset. The computationally stained H&E patches obtained using the saved generator models were visually assessed for their quality. A detailed explanation of the assessment procedure is provided in the next section.

3.1. Visual similarity of the GAN generated images

Computational staining of NLM images using CGANs achieved visually pleasing results compared to the state-of-the-art machine learning model used by Bocklitz et al. in 2016 [12] (see Fig. 1). As the visual appearance directly impacts the histopathological examination of any disease [25,42], its qualitative evaluation is vital. For this purpose, computationally stained H&E patches using the Pix2Pix and the cycle CGAN model from the training and testing dataset were inspected for different tissue regions.

Figure 3 and Fig. 4 show computationally stained H&E patches in good and bad quality from the training dataset, respectively. Similarly, Fig. 5 and Fig. 6 show good and bad quality computationally stained H&E patches from the testing dataset. For the good quality patches, it can be observed that computationally stained H&E patches in columns D and E of Fig. 3 and Fig. 5 look visually similar to the histopathologically stained H&E patches in column C. Precisely, the good computationally stained H&E patches show a color contrast similar to the histopathologically stained H&E patches, i.e. the region within the crypts (marked by white arrows) is light or pale pink, whereas the epithelial layer or mucosa region outlining the crypts appears dark purple or dark pink. Furthermore, the regions showing nuclei (marked by cyan
arrow) are generated better by the Pix2Pix model compared to the cycle CGAN model. Overall, the tissue structures in the good computationally stained H&E patches are clinically acceptable. Nevertheless, the bad quality patches as shown in columns D and E of Fig. 4 and Fig. 6 looks visually different than the histopathologically stained H&E patches shown in column C. In the bad computationally stained H&E patches, the structures within the crypts (marked by white arrows) are lost and the colors in stroma regions (marked with green arrow) are wrongly modelled. Furthermore, the nuclei signals present in Fig. 4, column C (marked with cyan arrow) are not efficiently generated in column D and E. Inconsistent modelling of nuclei signals in computationally stained H&E images is expected as NLM images show negative contrast for the cell nucleus. Sometimes the nuclei are out of focus in NLM images and due to this fact, there is no nuclei contrast. It is observed that nuclei signals and stroma region are occasionally generated in column C which can be a systematic error of GAN based model. Nevertheless, in our application (in contrast to oncology) crypt structures are more important rather than the shape of the cell nuclei in the stroma.

The variations between the NLM and its corresponding histopathologically stained H&E patch is due to the optical properties of the NLM imaging technique. The NLM imaging technique shows structures in a focal plane within the tissue section, which is approximately $\sim 5\mu m$. In contrast, the histopathological staining technique reveals the structures from the entire thickness of the tissue section ($\sim 20\mu m$). Thus, both modalities show slightly different structures, which can be seen through a fine observation of patches in columns A and C of Figs. 3–6. This
Fig. 5. Good quality predictions of patches from the test dataset. Column (A) shows NLM patches, column (B) visualizes contrast inverted NLM patches, column (C) shows histopathologically stained H&E patch, and columns (D) and (E) depict computationally stained H&E patch by the Pix2Pix model and the cycle CGAN model, respectively. The scale bar represents 50 µm. Here, the computationally stained H&E patches by the cycle CGAN model shows a good quality translation of NLM patches, whereas the translation by the Pix2Pix model produces blurry results within the crypt regions (marked by white arrows).

is the reason that an exact correspondence between computationally stained H&E patch and histopathologically stained H&E patch cannot be achieved for all images in the dataset.

In addition to the structural differences between histopathologically stained H&E patches and computationally stained H&E patches, there are other critical issues which need attention. Foremost, it can be seen from Figs. 3–6 that the Pix2Pix model generates low spatial resolution images as compared to images generated using the cycle CGAN model. The Pix2Pix model tends to lose detailed boundaries and edges within the crypt region (marked by white arrows) and show a blurry effect, at least for images from the test dataset (see Fig. 5 and Fig. 6). One of the reasons for the loss of detailed information can be the mean absolute error which was used as the objective function while training the generator network in the Pix2Pix model. The next critical issue was that the computationally stained H&E patches generated by the cycle CGAN model showed higher color contrast, thus making the colors more vivid. The high color contrast in the computationally stained H&E patch by the cycle CGAN model can be due to unsupervised training. It is suspected that the unsupervised training of the cycle CGAN model can be sensitive to alterations in the pixel intensity of the NLM images, staining inconsistencies in the histopathologically stained H&E image or a pre-processing effect [40,41]. Nevertheless, the problem of high color contrast observed in the computationally stained H&E patches from the cycle CGAN model can be reduced by simple image processing methods like contrast adjustment [43]. Overall, from the visual appearance of the computationally stained H&E patches, it can be seen that an exact correspondence with histopathologically stained H&E patches cannot be achieved. However, the computationally stained H&E patches in column D and E of Figs. 3–6 generated using the Pix2Pix and the cycle CGAN model provide an acceptable translation of
Fig. 6. Bad quality predictions of patches from the test dataset. Column (A) shows NLM patches, column (B) visualizes contrast inverted NLM patches, column (C) shows histopathologically stained H&E patch, and columns (D) and (E) depict computationally stained H&E patch by the Pix2Pix model and the cycle CGAN model, respectively. The scale bar represents 50 µm. Here, computationally stained H&E patches (columns D and E) are not similar to histopathologically stained H&E patches (column C), as histopathologically stained H&E patches show different structures than the corresponding NLM patch. Furthermore, in dark NLM patches (second and third row), the computationally stained H&E patches fail to generate appropriate color contrast in crypt regions (marked by white arrows).

NLM patches. In Fig. S2 and Fig. S3 in Supplement 1, computationally stained H&E patches combined into an image, and computationally stained H&E images from the method presented in [12] are shown. Furthermore, the computationally stained H&E image from the cycle CGAN model followed by contrast reduction with a factor of 0.7 is also visualized. The computationally stained H&E images were also examined by a histologist for its clinical significance. According to the expert analysis, both models show promising results for translating NLM images. In addition to visual analysis, a quantitative evaluation was done and is discussed below.

3.2. Quality of computationally staining based on metrics
An evaluation of the Pix2Pix and the cycle CGAN model was performed based on three metrics: MSE, SSIM and CSS. The average values of MSE, SSIM and CSS for training and testing dataset are reported in Table 1. Here, the three metrics were calculated with the same histopathologically stained H&E image and were considered as baseline values. The aim of the pseudo-stain H&E models was to acquire values “close” to these baseline values.

From Table 1, it can be seen that the computationally stained H&E images generated from both models show very high MSE and low SSIM values as compared to the baseline values. High MSE and low SSIM values were expected as an exact correspondence of computationally stained H&E image with its histopathologically stained H&E image cannot be achieved. Thus, the interpretation of the image quality based on the MSE and SSIM metric is unfair. Despite the high MSE or low SSIM values, the computationally stained H&E images from both models shown in Fig. S2 and Fig. S3 in Supplement 1 have promising visual appearance when compared
to its NLM image. Furthermore, the MSE values are higher for the cycle CGAN model as compared to the Pix2Pix model. Higher MSE values using the cycle CGAN model are suspected due to largely different pixel values of computationally stained H&E patches. On the other hand, the SSIM and CSS metrics report similar performance for the Pix2Pix and the cycle CGAN model, which implies that the overall structural and color content of the computationally stained H&E image is acceptable. Furthermore, the metric values are similar for training and testing dataset (see Table 1) which shows that the models are minimally overfitted. The mean SSIM and mean CSS metric for the training and the testing dataset using both models are >0.50 and >0.90, respectively. The three metrics for all images are given in Table S1 in Supplement 1.

In addition to Table S1 in Supplement 1, the range of the three metrics is given in Fig. 7, which shows a large variance in the three metrics. The large variance in the three metrics was expected and can possibly be due to the large variance in the dataset. Nevertheless, the color information produced by both pseudo-stain H&E models is close to the baseline value (1.0). The three metrics for a randomly chosen H&E image generated using both models are given in Fig. S2 for the testing dataset and Fig. S3 for the training dataset in Supplement 1. Lastly, there was no significant difference in the performance metrics before and after correction of patch-effect of computationally stained H&E images.

Fig. 7. The boxplot shows a quantitative comparison of the Pix2Pix and the cycle CGAN model based on the three evaluation metrics. The MSE metric is higher for the cycle CGAN model and shows larger variation. This is expected as the pixel values of computationally stained H&E images generated by the cycle CGAN model differ more than the computationally stained H&E images generated by the Pix2Pix model. Nevertheless, the CSS and SSIM metric is in a similar range for both models, which implies that the content of computationally stained H&E images generated by both models is similar.

4. Discussion

The computationally stained H&E images generated by the supervised (Pix2Pix) and the unsupervised (cycle CGAN) pseudo-stain H&E model showed a substantial improvement to the state-of-the-art machine learning model [12] based on color contrast. However, it was observed that the training time of the machine learning model was less (~4 hours) than the training time of CGAN models presented here. Nevertheless, we believe that the cycle CGAN model can provide better computationally stained H&E images. Furthermore, pseudo-stain H&E model can be applied for multi-modality conversion, augment the NLM images and remove noise from multimodal images. In all these tasks, a systematic investigation is needed. Realization of these tasks using the cycle CGAN model can cause staining protocols less labor intensive [11]. However, there are some important aspects considered for training both models, particularly,
the training dataset, the pre-processing of the histopathologically stained H&E image and NLM image and the objective function. These aspects are discussed in more detail below.

4.1. Effect of training dataset

The first aspect is the training dataset utilized for constructing the pseudo-stain H&E models. Similar to any other deep learning networks, pseudo-stain H&E model based on CGANs are also sensitive to the training dataset. It was observed that the training dataset with a large number of noisy patches or background patches affected the convergence of the generator and the discriminator network. Therefore, patch filtering was vital. Furthermore, a large number of trainable parameters in the generator and the discriminator network can easily cause overfitting on the training dataset. This was a major problem in the supervised approach, e.g., the Pix2Pix model, where the target patches were available. The overfitting on training dataset is seen in Fig. 5 and Fig. 6, column D. Here, we see the patches from the test dataset lose their spatial resolution compared to the patches from the training dataset in the Fig. 3.

Contrarily, in the unsupervised approach, the cycle CGAN model trained on unpaired image data required a quality check of the training dataset. It was observed that for the cycle CGAN model, the color of the computationally stained H&E patches was influenced by the color of the majority of patches in the training dataset. For instance, the cycle CGAN model trained with a large number of patches from the stroma region, i.e., patches with pink color, was likely to produce pinkish H&E images. Therefore, to create a balance in the color of the generated H&E images, a manual quality check of the patches in the training dataset was crucial for the training of the cycle CGAN model. We believe with an increasing dataset and computation power, the performance of both pseudo-stain H&E models can be improved.

4.2. Effect of the objective function and performance metric

The next aspect for training the pseudo-stain H&E models is the objective function and the performance metric. We begin with the selection of the objective function. Foremost, an appropriate selection of the objective function for the generator and the discriminator network is important to generate clinically acceptable H&E images. In this regard, researchers have shown the benefits of using various objective functions like the style transfer loss [44], the perceptual loss [44], the total variation loss [24] and the image gradient loss [45]. Nevertheless, in our case, the L1-loss for the generator network of the cycle CGAN model showed acceptable results. We believe that the addition of other losses to the objective function can improve the perceptual quality of the generated H&E images yet increasing the model complexity. These losses can be applied for the Pix2Pix and the cycle CGAN model and researched in future studies.

The second aspect is the performance metric. The performance metrics used in this work were calculated on the pixel basis and are sensitive to slight variations in the computational H&E images. For instance, a histopathologically stained H&E image and a computationally stained H&E image offset by one pixel can create a major difference in these performance metrics [44]. This problem is often encountered during registration of H&E image and NLM image. Therefore, the high values of the MSE and low values of the SSIM metric shown in Table 1 is justified. In future studies, an objective function that can evaluate the global quality of the computationally stained H&E images can be utilized.

4.3. Effect of image normalization and contrast inversion

In the end, this section discusses the aspect of image normalization and “contrast-inversion” performed while training the pseudo-stain H&E models. Foremost, the normalization methods of both NLM and histopathologically stained H&E images was essential to avoid multiplications of large numbers during the training process. During the training phase, several methods of normalizing the NLM images and histopathologically stained H&E images were evaluated. It was
observed that the NLM and histopathologically stained H&E patches scaled in the range $[-1,1]$ generated the best results. It was also observed that scaling of NLM and histopathologically stained H&E images instead of scaling its patches did not affect the training or model performance. Furthermore, scaling the NLM and/or histopathologically stained H&E patches in the range $[0,1]$ led to the failure of the discriminator network by immediately converging the discriminator losses to zero. The scaling of histopathologically stained H&E patches was essential due to the tanh activation function used in the last layer of the generator network [13]. These findings coincide with the results of Ref. [46].

In addition to the normalization, “contrast-inversion” of the NLM images was performed to remove the “inverse-color” effect [47]. This effect was seen when the original NLM image (without contrast inversion) was used (see Fig. S4 in Supplement 1). This effect was especially seen in the unsupervised approach, i.e. using the cycle CGAN model. Because of this effect, the crypt region was transformed into dark purple instead of light pink and vice versa. Therefore, “contrast-inversion” was an important step for modality conversion, especially where the two modalities showed significantly different color contrasts.

5. Conclusion

Computational staining of NLM images is beneficial from a clinical perspective as it prevents the staining procedures and reduces manual effort. This work was an improvement of the state-of-the-art method, which utilized the conventional machine learning approach for computational staining of NLM images. On the contrary, this work presented a supervised and unsupervised approach to computationally stain NLM images into H&E stained images. The supervised approach utilized the Pix2Pix model, and the unsupervised approach used the cycle CGAN model. For the Pix2Pix model, a corresponding pair of NLM image and histopathologically stained H&E image was required. Therefore, image registration of the histopathologically stained H&E image was crucial. On the other hand, the cycle CGAN model did not require the corresponding pair of the NLM image and histopathologically stained H&E image. Thus, the effort of image registration and pathological staining was reduced. The qualitative and quantitative evaluation of both models showed comparable results using evaluation metrics based on color, texture and perceptual quality. The evaluation metric like mean squared error reported values $>5 \times 10^3$ and $>8 \times 10^3$ for the Pix2Pix and the cycle CGAN model, respectively. In contrast, the evaluation metric, including SSIM and CSS reported values $>0.50$ and $>0.90$ for both models, respectively. In addition to quantitative evaluation, various pre- and post-processing procedures were explored in this work, however more advanced post-processing procedures could be investigated in future. Furthermore, a cycle CGAN model that can perform multiple staining using a NLM image can be one of the future research directions. The cycle CGAN model can also be investigated for additional benefits like the artificial generation of NLM images, increasing the spatial resolution of the computationally stained H&E images and removing fluorescence effect from the reconstructed NLM images. Overall, the results showed several benefits of using computational staining of NLM images than performing histopathological staining in laboratories. Thus, the computational staining approach should be encouraged in clinics to benefit the pathological and clinical field of science.

Code availability

https://github.com/Bocklitz-Lab/Pseudo_HE_modelling.git
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