Abstract: Regression with the lasso penalty is a popular tool for performing dimension reduction when the number of covariates is large. In many applications of the lasso, like in genomics, covariates are subject to measurement error. We study the impact of measurement error on linear regression with the lasso penalty, both analytically and in simulation experiments. A simple method of correction for measurement error in the lasso is then considered. In the large sample limit, the corrected lasso yields sign consistent covariate selection under conditions very similar to the lasso with perfect measurements, whereas the uncorrected lasso requires much more stringent conditions on the covariance structure of the data. Finally, we suggest methods to correct for measurement error in generalized linear models with the lasso penalty, which we study empirically in simulation experiments with logistic regression, and also apply to a classification problem with microarray data. We see that the corrected lasso selects less false positives than the standard lasso, at a similar level of true positives. The corrected lasso can therefore be used to obtain more conservative covariate selection in genomic analysis.
1. Introduction

Due to rapid technological progress, complex, high-dimensional data sets are now commonplace in a range of fields, e.g., genomics and finance. Various penalization schemes have been proposed, which shrink the parameter space, including the Dantzig selector (Candès and Tao (2007)), the lasso (Tibshirani (1996)), ridge regression (Hoerl and Kennard (1970)), and the SCAD penalty (Fan and Li (2001)). The lasso has been extensively used in applied problems, and its statistical scope and limitations are well understood (e.g., Bühlmann and van de Geer (2011) and the references cited therein). A common assumption is sparsity, i.e., only a small number of covariates influence the outcome. Several refinements have been proposed, in particular the adaptive lasso (Zou (2006)), which relaxes the rather strict conditions required for consistent covariate selection by the standard lasso.

Measurement error in the covariates is a problem in various high-dimensional data sets. In genomics, examples include gene expression microarray data (Purdom and Holmes (2005), Rocke and Durbin (2001)) and high-throughput sequenc-
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In classical regression models, measurement error is known to cause biased parameter estimates and lack of power (Carroll et al. (2006)). Measurement error in SCAD regression has been studied by, e.g., Liang and Li (2009), Ma and Li (2010), Xu and You (2007). Rosenbaum and Tsybakov (2010) introduced the matrix uncertainty (MU) selector, a modification of the Dantzig selector, which handles measurement error and missing data. Through analytical results for the finite sample case, the MU selector is shown to give good parameter estimation and covariate selection. An improved MU selector is presented in Rosenbaum and Tsybakov (2013). Loh and Wainwright (2012) consider generalized M-estimators with lasso regularization, of which special cases include correction for additive measurement error or missing data. The method is shown to yield estimates close to the true parameters, as measured in the $\ell_1$- or $\ell_2$-norm, and is computationally feasible in the high-dimensional case, despite its non-convexity. We also mention Chen and Caramanis (2013), who consider high-dimensional measurement error problems with independent covariates, and develop a modified orthogonal matching pursuit algorithm yielding correct sparsity recovery with high probability, also when estimates of the measurement error do not exist.

Since the standard lasso is widely used despite the presence of measurement error, e.g., in genomics data, it is of interest to study which impact measurement
error has on the analysis. In the first half of this paper, we thus ask: *Under which conditions can the standard lasso (naive approach) be safely used, and when are correction methods required?* For a linear model with additive measurement error, we demonstrate how measurement error affects estimation and prediction error. In the fixed $p$, large $n$ setting, we also show that the naive lasso yields asymptotically sign consistent covariate selection only under very stringent conditions on the noise. Next, a correction of the lasso loss function for linear models is considered, which compensates for measurement error in the covariates. The estimation error of this correction has been studied earlier by Loh and Wainwright (2012). Here, we derive finite sample conditions under which this corrected lasso yields sign consistent covariate selection, and show that it performs asymptotically as well as the lasso without measurement error. We then go on to consider the lasso for generalized linear models (GLMs), and suggest ways to correct for additive measurement error in GLMs, using the conditional score method by Stefanski and Carroll (1987) together with an efficient projection algorithm by Duchi et al. (2008). Finally, the analytical results for linear regression are illustrated through simulations, and the statistical and computational properties of the suggested correction method for GLMs are studied in simulation experiments. We also illustrate the use of measurement error correction in the lasso for logistic regression in an example with microarray data. Proofs and additional conditions are given
in the Supplementary Material.

2. Model Setup

In Sections 3 and 4, we consider a linear regression model with additive measurement error,

\[ y = X\beta^0 + \epsilon \quad \text{and} \quad W = X + U, \quad (2.1) \]

with observations of $p$ covariates and a continuous response $y \in \mathbb{R}^n$ on $n$ individuals. The true covariates $X$ are not observed, and instead we have noisy measurements $W$. The matrix of measurement errors $U \in \mathbb{R}^{n \times p}$ is assumed to have normally distributed rows, with mean zero and covariance $\Sigma_{uu}$. The model errors $\epsilon = (\epsilon_1, \ldots, \epsilon_n)'$ are i.i.d. normally distributed with mean zero and variance $\sigma^2$. In Section 5, the linear model on the left-hand side of (2.1) will be replaced by GLMs, but additive measurement error will still be assumed.

Let $S_0 = \{j : \beta_j^0 \neq 0\}$ be the index set of non-zero components of the true coefficient vector $\beta^0 \in \mathbb{R}^p$, and denote the number of relevant covariates by $s_0 = \text{card}(S_0)$. Under the sparsity assumption, most components of $\beta^0$ are zero, such that $s_0 << p$. Direct use of error-prone measurements is referred to as the \textit{naive approach} in the measurement error literature, and the naive lasso for a
linear model takes the form

$$\hat{\beta}(\lambda) = \arg \min_{\beta} \left\{ \frac{1}{n} \| y - W\beta \|_2^2 + \lambda \| \beta \|_1 \right\}, \quad (2.2)$$

where $\lambda > 0$ is a regularization parameter. For any $\lambda \geq 0$, define the *active set* of the lasso, $\hat{S}(\lambda) = \{j : \hat{\beta}_j(\lambda) \neq 0\}$. Given $\beta^0$, we order the covariates such that $S_0 = \{1, \ldots, s_0\}$ and $S_0^c = \{s_0 + 1, \ldots, p\}$. Furthermore, we introduce the partitioning $W = (W_{S_0}, W_{S_0^c})$, where $W_{S_0} \in \mathbb{R}^{n \times s_0}$ contains the $n$ measurements of the $s_0$ relevant covariates, and $W_{S_0^c} \in \mathbb{R}^{n \times (p - s_0)}$ contains the $n$ measurements of the $(p - s_0)$ irrelevant covariates. The same notation is used for $X$ and $U$. Sample covariance matrices are denoted by $C$, and subscripts show which covariates are involved. For example, the empirical covariance of the measurements is given by $C_{ww} = (1/n)W'W$. Using $C_{ww}$ as an example, we partition the covariance matrices on the form

$$C_{ww} = \begin{pmatrix}
C_{ww}(S_0, S_0) & C_{ww}(S_0, S_0^c) \\
C_{ww}(S_0^c, S_0) & C_{ww}(S_0^c, S_0^c)
\end{pmatrix},$$

where $C_{ww}(S_0, S_0) \in \mathbb{R}^{s_0 \times s_0}$ is the covariance of the $s_0$ relevant covariates, $C_{ww}(S_0^c, S_0^c) \in \mathbb{R}^{(p - s_0) \times (p - s_0)}$ is the covariance of the $p - s_0$ irrelevant covariates, and $S_{ww}(S_0, S_0^c) = S_{ww}(S_0^c, S_0)' \in \mathbb{R}^{s_0 \times (p - s_0)}$ is the covariance of the relevant covariates with the irrelevant covariates. Population covariance matrices are denoted by $\Sigma$, and indexed by subscripts and superscripts in the same way as described for the sample covariance matrices. The true coefficient vector is
written on the form $\beta^0 = ((\beta^0_{S_0})', (\beta^0_{S_0})')'$, where $\beta^0_{S_0} \in \mathbb{R}^{s_0}$ are the non-zero coefficients and $\beta^0_{S_0} \in \mathbb{R}^{(p-s_0)}$ is a vector of zeros. The lasso estimates are divided according to the same pattern, i.e., $\hat{\beta} = ((\hat{\beta}_{S_0})', (\hat{\beta}_{S_0})')'$, where $\hat{\beta}_{S_0} \in \mathbb{R}^{s_0}$, $\hat{\beta}_{S_0} \in \mathbb{R}^{p-s_0}$, and the dependence on $\lambda$ is implicit. Note that the elements of $\hat{\beta}_{S_0}$ are not necessarily non-zero, neither are the elements of $\hat{\beta}_{S_0}$ necessarily zero.

Finally, vectors and matrices are written in boldface, and we use the notation $|v| \leq |w|$ for vectors $v, w \in \mathbb{R}^p$ to mean that $|v_i| \leq |w_i|$ for $i = 1, \ldots, p$, and equivalently for the other relational operators.

3. Impact of Ignoring Measurement Error

Using the error-free case as a reference, we will show in this section how known results for estimation, screening and selection are affected by additive measurement error.

3.1 Estimation Error

In the absence of measurement error, the lasso will be consistent for estimation and prediction under certain conditions. In particular, the design $X$ must satisfy a compatibility condition, and the noise must satisfy $(2/n)\|e'X\|_\infty \leq \lambda_0$.
for some constant \( \lambda_0 \). If the regularization parameter is chosen large enough to rule out the noise, the lasso will be consistent. For \( \lambda \geq 2\lambda_0 \), the bound

\[
\frac{1}{n} \left\| X (\hat{\beta} - \beta^0) \right\|_2^2 + \lambda \left\| \hat{\beta} - \beta^0 \right\|_1 \leq \frac{4\lambda^2 s_0}{\phi_0^2}
\]

holds, where \( \phi_0 \) is a compatibility constant (Bühlmann and van de Geer (2011, Ch. 6)). Then, e.g., for Gaussian errors, \( (2/n)\|\epsilon'X\|_\infty \leq \lambda_0 \) holds with high probability for \( \lambda_0 \approx \sqrt{\log p/n} \). Hence, as long as \( n \to \infty \) faster than \( s_0^3 \log p \), lasso will be consistent for prediction, and if \( n \to \infty \) faster than \( s_0^2 \log p \), lasso will be consistent for estimation in the \( \ell_1 \)-norm.

When the covariates are subject to measurement error, there are two noise terms which need to be bounded: the model error \( \epsilon \) and the measurement error \( U \). In order to bound the estimation error, we need a compatibility condition involving the observed covariates.

**Definition 1.** The compatibility condition holds for the index set \( S_0 \) if, for some \( \phi_0 > 0 \) and all \( \gamma \in \mathbb{R}^p \) such that \( \| \gamma_{S_0^c} \|_1 \leq 3 \| \gamma_{S_0} \|_1 \), it holds that

\[
\| \gamma_{S_0} \|_1^2 \leq \frac{s_0 \| W\gamma \|_2^2}{n\phi_0^2}.
\]

We now have the following prediction and estimation bound for the lasso with measurement error.
**Proposition 1.** Assume the compatibility condition with constant $\phi_0$, and that there exists a constant $\lambda_0$ such that

$$\frac{2}{n} \left\| (\epsilon - U\beta^0)' W \right\|_\infty \leq \lambda_0. \quad (3.1)$$

Then, with a regularization parameter $\lambda \geq 2\lambda_0$, the following bound holds for the naive lasso:

$$\frac{1}{n} \left\| W (\hat{\beta} - \beta^0) \right\|_2^2 + \lambda \left\| \hat{\beta} - \beta^0 \right\|_1 \leq \frac{4\lambda^2 s_0}{\phi_0^2}. \quad (3.2)$$

The result (3.2) shows us that also in the presence of measurement error, the estimation error of the lasso can be bounded. However, the bound (3.1) contains a term which is quadratic in the measurement error. By the triangle inequality, the bound (3.1) is implied by

$$\frac{2}{n} \left\| \epsilon' W \right\|_\infty + \frac{2}{n} \left\| (\beta^0)' U' X \right\|_\infty + \frac{2}{n} \left\| \beta^0 \right\|_1 \left\| U' U \right\|_\infty \leq \lambda_0.$$

Hence, if all three terms in the expression above converged to zero, the lasso with measurement error would be consistent. However, the term $U'U$ converges to $n \Sigma_{uu}$ as $n \to \infty$. Since $\left\| \Sigma_{uu} \right\|_\infty \neq 0$, we do not obtain consistency. Indeed, taking an asymptotic point of view, we have the following result.

**Proposition 2.** Assume $\lambda \to 0$ as $n \to \infty$. Then, as $n \to \infty$ with fixed $p$,

$$\hat{\beta} \overset{P}{\to} \Sigma_{uu}^{-1} \Sigma_{xx} \beta_0.$$
In the absence of measurement error, the lasso estimates converge in probability to $\beta^0$ under the same conditions (Knight and Fu (2000)). Hence, with a proper scaling of $\lambda$, the bias induced by additive measurement error is the same as for a multivariate linear model (Carroll et al. (2006)).

3.2 Covariate Selection

We now consider exact recovery of the sign pattern of $\beta^0$, which is an important goal, e.g., in high-throughput genomics. In the absence of measurement error, such sign consistent covariate selection requires an irrepresentable condition (IC) (Meinshausen and Bühlmann (2006), Zhao and Yu (2006)). In the presence of measurement error, the IC has a new form:

**Definition 2.** The IC with Measurement Error (IC-ME) holds if there exists a constant $\theta \in [0, 1)$ such that

$$
\left\| C_{ww} (S_0^c, S_0) C_{ww} (S_0, S_0)^{-1} \text{sign} (\beta^0_{S_0}) \right\|_\infty \leq \theta.
$$

We refer to Zhao and Yu (2006) for a thorough interpretation of the IC. In the presence of measurement error, we need an additional condition to obtain sign consistent covariate selection with high probability:
**Definition 3.** The Measurement Error Condition (MEC) is satisfied if

\[ \Sigma_{ww} (S_0^c, S_0) \Sigma_{ww} (S_0, S_0)^{-1} \Sigma_{wu} (S_0, S_0) - \Sigma_{wu} (S_0^c, S_0) = 0. \]

Note that the MEC applies to population covariance matrices, whereas the IC-ME applies to sample covariance matrices. As the following result shows, the IC-ME is used to obtain a positive lower bound on the probability of sign consistent covariate selection in the finite sample case. The MEC, together with other conditions, is sufficient to obtain sign consistent selection with probability approaching one in the large sample limit, keeping \( p \) fixed. Let

\[ Z_1 = C_{ww} (S_0, S_0)^{-1} \frac{W'_{S_0}}{\sqrt{n}} \]

\[ Z_2 = \sqrt{n} C_{ww} (S_0, S_0)^{-1} C_{wu} (S_0, S_0) \]

\[ Z_3 = C_{ww} (S_0^c, S_0) C_{ww} (S_0, S_0)^{-1} \frac{W'_{S_0}}{\sqrt{n}} - \frac{W'_{S_0^c}}{\sqrt{n}} \]

\[ Z_4 = \sqrt{n} \left( C_{ww} (S_0^c, S_0) C_{ww} (S_0, S_0)^{-1} C_{wu} (S_0, S_0) - C_{wu} (S_0^c, S_0) \right). \]

We now have the following result for covariate selection with the lasso in the presence of measurement error:

**Theorem 1.** Assume the IC-ME holds with constant \( \theta \). Then

\[ P \left( \text{sign} \left( \hat{\beta} \right) = \text{sign} \left( \beta^0 \right) \right) \geq P \left( A \cap B \right), \]
for the events

\[ A = \left\{ \left| Z_1 \epsilon - Z_2 \beta_{S_0}^0 \right| < \sqrt{n} \left( \left| \beta_{S_0}^0 \right| - \frac{\lambda}{2} \left| \Sigma_{ww} (S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0) \right| \right) \right\} \]

and

\[ B = \left\{ \left| Z_3 \epsilon - Z_4 \beta_{S_0}^0 \right| < \frac{\lambda \sqrt{n}}{2} (1 - \theta) 1 \right\}. \]

If, in addition, the MEC is satisfied and \( |\beta_{S_0}^0| > |\Sigma_{ww} (S_0, S_0)^{-1} \Sigma_{uu} (S_0, S_0) \beta_{S_0}^0| \),

then

\[ P \left( \text{sign}(\hat{\beta}) = \text{sign}(\beta^0) \right) = 1 - o(\exp(-n^c)), \text{ for some } c \in [0, 1), \]

if \( \lambda \to 0 \) and \( \lambda n^{(1-c)/2} \to \infty \) as \( n \to \infty \) with fixed \( p \).

Event A implies that the relevant covariates are estimated with correct sign. Given A, event B implies that the coefficients of the irrelevant covariates are correctly set to zero. As in the case with perfectly measured covariates (Zhao and Yu (2006)), the left-hand sides of A and B involve the model error \( \epsilon \), which needs to be bounded. Due to the presence of measurement error, there are also terms involving \( \beta_{S_0}^0 \) on the left-hand side in both events. That is, due to measurement error, terms involving products of the measurement error with the true covariates affect the covariate selection performance. The same dependence on \( \beta^0 \) is seen in the results of Chen and Caramanis (2013) for covariate selection by orthogonal matching pursuit. The events A and B also illustrate the trade-off between
choosing $\lambda$ small enough to include the relevant covariates (increasing $P(A)$) and large enough to discard the irrelevant covariates (increasing $P(B)$).

The MEC holds when $\Sigma_{xx}(S_0^c, S_0) = \Sigma_{uu}(S_0^c, S_0) = 0$, ensuring sign consistent covariate selection with high probability in the large sample limit. Chen and Caramanis (2013, Th. 3) prove that the orthogonal matching pursuit algorithm with covariates subject to measurement error, identifies the relevant covariates with high probability provided the elements of $|\beta_{S_0}^0|$ exceed a certain threshold and the covariates are uncorrelated. We have hence shown that a similar result holds for the naive lasso as well. No correlation between the relevant and the irrelevant covariates is an unlikely situation in most applications, unfortunately. The MEC also holds whenever the population covariance matrix of the measurement error has the same form as the population covariance matrix of the true covariates, i.e., $\Sigma_{uu} = c \Sigma_{xx}$ for some constant $c$.

Theorem 1 states that the naive lasso is asymptotically sign consistent if the MEC holds, but this does of course not imply that the lasso is not asymptotically sign consistent if the MEC does not hold. Useful insight into necessary and sufficient conditions for sign consistent covariate selection can be obtained by considering the case of no model error, $\epsilon = 0$. In the absence of measurement error, the IC is known to be a sharp condition when $\epsilon = 0$: for a finite sample,
the lasso will estimate the signs correctly if and only if a version of the IC holds (Bühlmann and van de Geer (2011, Ch. 7)). Our next result states necessary and sufficient conditions for sign consistent covariate selection when $\epsilon = 0$ and the covariates are subject to measurement error. We use the shorthand

$$Z_5 = C_{ww}(S_0^c, S_0) C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) - C_{wu}(S_0^c, S_0).$$

**Proposition 3.** Consider the naive lasso in the case of no model error, $\epsilon = 0$. Define the set of detectable covariates by

$$S_0^{det} = \{ j : |\beta_j^0| > \frac{\lambda}{2 \left( \sup_{\|\tau_{S_0}\|_\infty \leq 1} \left\| C_{ww}(S_0, S_0)^{-1} \tau_{S_0} \right\|_\infty \right)} + |v_j| \},$$

where

$$v = (v_1, \ldots, v_p)' = C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) \beta_{S_0}^0.$$

If the IC-ME is satisfied and $Z_5 \beta_{S_0}^0 = 0$, then $S_0^{det} \subseteq \hat{S}(\lambda) \subseteq S_0$. Conversely, if $\hat{S}(\lambda) = S_0 = S_0^{det}$, then

$$\left\| C_{ww}(S_0^c, S_0) C_{ww}(S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0) + \frac{2}{\lambda} Z_5 \beta_{S_0}^0 \right\|_\infty \leq 1.$$
ond term, the lasso cannot detect arbitrarily small coefficients in the presence of measurement error.

4. Correction for Measurement Error in Lasso: Linear Case

Sign consistent covariate selection with the naive lasso requires that the MEC is satisfied; a much stronger condition than the IC, which is necessary in the absence of measurement error. Correction for measurement error is thus needed, and in this section we will consider a corrected lasso, which yields sign consistent covariate selection under an IC-type condition. The correction we will use, is motivated by the fact that the loss function of the naive lasso is biased:

\[ E (\|y - W\beta\|_2^2 \mid X, y) = \|y - X\beta\|_2^2 + n\beta'\Sigma_{uu}\beta. \]

This suggests the definition of the regularized corrected lasso (RCL),

\[ \hat{\beta}_{RCL} = \arg \min_{\beta: \|\beta\|_1 \leq R} \left\{ (1/n)\|y - W\beta\|_2^2 - \beta'\Sigma_{uu}\beta + \lambda\|\beta\|_1 \right\}, \quad (4.1) \]

introduced by Loh and Wainwright (2012). The loss function of the RCL is always non-convex when \( p > n \), and its parameter space must be restricted to the \( \ell_1 \)-ball \( \{\beta: \|\beta\|_1 \leq R\} \) with some finite radius \( R \) to avoid trivial solutions. There are thus two regularization parameters, \( \lambda \) and \( R \). A related problem is the constrained corrected lasso (CCL),

\[ \hat{\beta}_{CCL} = \arg \min_{\beta: \|\beta\|_1 \leq \kappa} \left\{ (1/n)\|y - W\beta\|_2^2 - \beta'\Sigma_{uu}\beta \right\}, \quad (4.2) \]
where \( \kappa \) is the only constraint parameter, to be chosen by some model selection procedure. Unless distinction is necessary, we will refer to both as the corrected lasso. The same correction has been proposed for linear regression with the SCAD penalty (Liang and Li (2009)). Since the lasso does not possess the oracle property of the SCAD (Fan and Li (2001)), the results of those papers do not immediately hold for the lasso. The corrected lasso has already been shown to yield good estimation bounds (Loh and Wainwright (2012)), and we will now study its capacity for sign consistent selection. We first define an IC for the corrected lasso:

**Definition 4.** The Irrepresentable Condition for the Corrected lasso (IC-CL) holds if the matrix \( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \) is invertible, and there exists a constant \( \theta \in [0, 1) \) such that

\[
\left\| (C_{ww}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \text{sign} (\beta_{S_0}^0) \right\|_{\infty} \leq \theta.
\]

When the empirical covariance matrices are replaced by population covariance matrices, the IC-CL reduces to the standard IC without measurement error.
Before stating the main result of the section, we introduce the shorthands

\[ Z_6 = (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \frac{W'_S \beta_0}{\sqrt{n}} \]

\[ Z_7 = \sqrt{n} (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))\]

\[ Z_8 = (C_{ww}(S'_0, S_0) - \Sigma_{uu}(S'_0, S_0)) (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \frac{W'_S \beta_0}{\sqrt{n}} \]

\[ - \frac{W'_{S'_0}}{\sqrt{n}} \]

\[ Z_8 = \sqrt{n} (C_{ww}(S'_0, S_0) - \Sigma_{uu}(S'_0, S_0)) (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \]

\[ (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0)) - (C_{wu}(S'_0, S_0) - \Sigma_{uu}(S'_0, S_0)) \].

We now have the following result for covariate selection with the corrected lasso in the presence of measurement error.

**Theorem 2.** Assume the IC-CL holds with constant \( \theta \). Let \( \hat{\beta} \) denote a local optimum of the RCL. If \( \hat{\beta} \) lies in the interior of the feasible set, i.e., \( \|\hat{\beta}\|_1 < R \), then

\[ P \left( \text{sign}(\hat{\beta}) = \text{sign}(\beta^0) \right) \geq P(A \cap B), \tag{4.3} \]

for the events

\[ A = \left\{ |Z_6 \epsilon - Z_7 \beta^0_{S_0}| < \sqrt{n} \left( |\beta^0_{S_0}| - \frac{\lambda}{2} \left| (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \text{sign}(\beta^0_{S_0}) \right| \right) \right\} \tag{4.4} \]
and

\[ B = \left\{ \|Z\varepsilon - Zg\hat{\beta}^0\| < \frac{\lambda\sqrt{n}}{2} (1 - \theta) 1 \right\}. \quad (4.5) \]

Furthermore,

\[ P \left( \text{sign}(\hat{\beta}) = \text{sign}(\beta^0) \right) = 1 - o(\exp(-n^c)), \text{ for some } c \in (0, 1), \quad (4.6) \]

if \( \lambda_n \to 0 \) and \( \lambda_n n^{(1-c)/2} \to \infty \) as \( n \to \infty \) with fixed \( p \).

As pointed out by a referee, the condition \( \|\hat{\beta}\|_1 < R \) is required, since the KKT conditions do not characterize critical points on the boundary of the feasible set. A local optimum at the boundary of the feasible set, \( \|\hat{\beta}\|_1 = R \), may arise if the loss function

\[ (1/n) \|y - W\beta\|^2 - \beta'\Sigma_{uu}\beta + \lambda \|\beta\|_1 \]

is decreasing when going from a \( \beta \) just inside the feasible set to a \( \beta \) just outside the feasible set. However, a consequence of Theorem 2 in Loh and Wainwright (2012) is that the distance \( \|\hat{\beta} - \beta^0\|_1 \) for any local optimum \( \hat{\beta} \) is \( O(s_0\sqrt{\log(p)/n}) \). Hence, for sufficiently large \( n \), all local optima are contained in a small \( \ell_1 \)-ball around \( \beta^0 \), and we can choose \( R \) such that the feasible set contains all these optima.

Our analysis of the naive lasso in Section 3 showed that sign consistent selection in that case required the very strict MEC. The corrected lasso, on the other
hand, performs sign consistent selection under the weaker IC-CL, which is very similar to the IC.

5. Conditional Scores Lasso for GLMs

We now consider a generalized linear model (GLM), for which $Y$ given $X$ has density

$$f(y|X, \Theta) = \exp \left\{ \frac{y\eta - D(\eta)}{\phi} + c(y, \phi) \right\},$$

where $\eta = \mu + x'\beta$, $c(\cdot)$ and $D(\cdot)$ are functions, and $\Theta = (\mu, \beta, \phi)$ is the vector of unknown parameters, where $\mu$ is the intercept and $\phi$ is the dispersion parameter. In the classical case, and in the absence of measurement error, a consistent estimate $\hat{\Theta}$ is obtained by maximum likelihood estimation. When the covariates are subject to additive measurement error, unbiased score functions can be constructed using the conditional scores method of Stefanski and Carroll (1987), yielding consistent estimators of $\Theta$. The method is reviewed by Carroll et al. (2006, Ch. 7), and we will follow their notation. The basic idea is to introduce the sufficient statistic for $x$,

$$\delta = w + y\Sigma_{uu}\beta/\phi,$$

and obtain the conditional density

$$f(y|\delta, \Theta, \Sigma_{uu}) = \exp \left\{ \frac{y\eta_s - D_s(\eta_s, \phi, \beta'\Sigma_{uu}\beta)}{\phi} + c_s(y, \phi, \beta'\Sigma_{uu}\beta) \right\},$$

(5.1)
where $\eta_s$, $c_s(\cdot)$ and $D_s(\cdot)$ are modifications of the functions used in the absence of measurement error. Assuming the dispersion parameter $\phi$ is known, as it is for logistic and Poisson regression, consistent estimators of $(\mu, \beta')'$ are now obtained by solving the estimating equation

$$
\sum_{i=1}^{n} \left( y_i - \frac{\partial}{\partial \eta_s} D_s \right) \begin{pmatrix} 1 \\ \delta_i \end{pmatrix} = 0.
$$

(5.2)

This suggests a possible way of obtaining corrected lasso estimates for GLMs with measurement error, by plugging the estimating equation (5.2) into the projected gradient algorithm used by Loh and Wainwright (2012). In particular, the iteration scheme

$$
\mu^{s+1} = \mu^s + \alpha \sum_{i=1}^{n} \left( y_i - \frac{\partial}{\partial \eta_s} D_s(\eta_s^*, (\beta^*)'\Sigma_{uu}\beta^*) \right)
$$

(5.3)

$$
\beta^{s+1} = \Pi_{B(\kappa)} \left\{ \beta^s + \alpha \sum_{i=1}^{n} \left( y_i - \frac{\partial}{\partial \eta_s} D_s(\eta_s^*, (\beta^*)'\Sigma_{uu}\beta^*) \right) \delta_i^* \right\},
$$

(5.4)

for $s = 1, 2, \ldots$, until convergence, where $\Pi_{B(\kappa)}(\cdot)$ denotes projection onto $B(\kappa)$, $\alpha$ is the stepsize and $\eta_s^*$ is the value of $\eta_s$ for subject $i$ at iteration $s$, will give regression coefficients constrained to the $\ell_1$-ball

$$
B(\kappa) = \{ \beta \in \mathbb{R}^p : \| \beta \|_1 \leq \kappa \}.
$$

The projection $\Pi_{B(\kappa)}(\cdot)$ can be performed by an efficient algorithm proposed by Duchi et al. (2008). The theoretical results of Loh and Wainwright (2012) do not
necessarily apply to GLMs, so we cannot guarantee that the local optima found by iteration (5.3)-(5.4) will be close to the global optimum. However, we provide empirical results which suggest that this algorithm is indeed useful.

Selection of the constraint parameter \( \kappa \) by standard cross-validation requires a loss function. Hanfelt and Liang (1997) construct an approximate likelihood for this model by path-dependent integration, but a simpler alternative may be to use stability selection (Meinshausen and Bühlmann (2010)) or the ‘elbow rule’ (Rosenbaum and Tsybakov (2010, Fig. 1)), for which no loss function is required.

Conditional score functions for GLMs with measurement error can be straightforwardly derived (Carroll et al. (2006, Ch. 7)). We will here consider logistic and Poisson regression, for which \( \phi = 1 \) and corrected lasso estimates are easily obtained.

5.1 Logistic Regression

Logistic regression with the lasso penalty has been used, e.g., in detection of differentially expressed genetic markers in case/control studies (Ayers and Cordell (2010), Wu et al. (2009)). Here, we consider binomial logistic regression, with response \( y_i \sim B(1, H(\eta)), i = 1, \ldots, n, \) where \( H(\eta) = \{1 + \exp(-\eta)\}^{-1} \) is the logit function and \( B(\cdot) \) denotes the binomial distribution. When the covariates
are subject to additive measurement error, the terms in the conditional density (5.1) are:

\[
\eta^* = \mu + \beta' (w + y \Sigma_{uu} \beta)
\]

\[
c_s(y, \beta' \Sigma_{uu} \beta) = (-y^2/2) \beta' \Sigma_{uu} \beta
\]

\[
D_s(\eta^*, \beta' \Sigma_{uu} \beta) = \log \left\{ 1 + \exp \left( \eta^* - (1/2) \beta' \Sigma_{uu} \beta \right) \right\},
\]

and

\[
\frac{\partial D_s}{\partial \eta^*} = H \left\{ \eta^* - (1/2) \beta' \Sigma_{uu} \beta \right\}.
\]

Hence, the iteration scheme (5.3)-(5.4) becomes

\[
\mu^{s+1} = \mu^s + \alpha \sum_{i=1}^n \left( y_i - H \left\{ \mu^s + (\beta^s)' w_i + (y_i - 1/2)(\beta^s)' \Sigma_{uu} \beta^s \right\} \right),
\]

\[
\beta^{s+1} = \Pi_{\mathcal{E}(s)} \left\{ \beta^s + \alpha \sum_{i=1}^n \left( y_i - H \left\{ \mu^s + (\beta^s)' w_i + (y_i - 1/2)(\beta^s)' \Sigma_{uu} \beta^s \right\} \right) (w_i + y_i \Sigma_{uu} \beta^s) \right\},
\]

for \( s = 1, 2, \ldots \) until convergence.

We performed a simple experiment, similar to Loh and Wainwright (2012, Fig. 2), to assess the convergence properties of this iteration scheme. Setting \( n = 100, p = 500, \) and \( \beta^0 = (1, 1, 1, 1, 1, 0, \ldots, 0) \), we generated a matrix \( X \sim \mathcal{N}(0, I_p) \). A response vector \( y \) with elements \( y_i \sim B(1, H(x_i' \beta^0)) \), \( i = 1, \ldots, n \), was then generated, as well as a measurement matrix \( W = X + U \), where \( U \sim \)
\( \mathcal{N}(0, (0.2)I_p) \), i.e., the measurement errors were i.i.d. normally distributed with variance 0.2. Setting \( \kappa = \|\beta^0\|_1 / 2 \), we ran 300 iterations with stepsize \( \alpha = 0.01 \), obtaining an estimate of \( \beta \). We then repeated this procedure 10 times, each time with a random initial value \( \beta^1 \). The left plot in Figure 5.1 shows the logarithm of the relative estimation error in each of the 10 runs. Starting out at different values, we see that they all converge to a value around \(-1.3\). The right plot shows the logarithm of the \( \ell_2 \) distance between each of the 10 iterates with random starting points, and the estimate obtained in the first run. As we see, this numerical error gets very small as the number of iterations increases, while the estimation error stabilizes. Similar results were obtained for different values of \( \kappa \), and for different problem dimensions \( n \) and \( p \). This suggests that local optima do not pose a problem, at least in this particular setting.

5.2 Poisson Regression

Poisson regression is used when the outcome can be modeled by a Poisson process, \( y_i \sim \text{Pois}(e^\eta) \), \( i = 1, \ldots, n \). An example with high-dimensional data is given by Huang et al. (2010), who define the spatial lasso, which is applied with a Poisson regression model to study the distribution of tree species in a geographic area. In the case of additive measurement error, the terms in the modified density
Figure 5.1: Results of experiments performed in order to assess the convergence properties of the conditional scores iteration scheme for logistic regression, as described in Section 5.1. The left plot shows the logarithm of the $\ell_2$ distance to the true regression coefficient $\beta^0$ as a function of the iteration count, and the right plot shows the distance to the estimate obtained in the first run, for 10 consecutive runs with random starting points.
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(5.1) are:

\[ \eta_k = \mu + \beta' (w + y \Sigma_{uu} \beta) \]

\[ c_s(y, \beta' \Sigma_{uu} \beta) = - \log(y!) - (y^2/2) \beta' \Sigma_{uu} \beta \]

\[ D_s(\eta_s, \beta' \Sigma_{uu} \beta) = \log \left\{ \sum_{z=0}^{\infty} (z!)^{-1} \exp \left\{ z \eta_s - (z^2/2) \beta' \Sigma_{uu} \beta \right\} \right\}, \]

and

\[ \frac{\partial D_s}{\partial \eta_s} = \sum_{z=0}^{\infty} \frac{z(z!)^{-1} \exp \left\{ z \eta_s - (z^2/2) \beta' \Sigma_{uu} \beta \right\}}{\sum_{z=0}^{\infty} (z!)^{-1} \exp \left\{ z \eta_s - (z^2/2) \beta' \Sigma_{uu} \beta \right\}}. \]

Hence, the iteration scheme (5.3)-(5.4) for Poisson regression involves numerical approximation of the infinite sums in \( \partial D_s/\partial \eta_s \), but is otherwise straightforward.

6. Experiments

6.1 Linear Regression

We present the results of simulations comparing the naive lasso (2.2) to the corrected lasso for linear models. The constrained version of the corrected lasso (4.2) was used to avoid dealing with more than one regularization parameters.

In all simulations, the number of samples was \( n = 100 \), the number of covariates \( p = 500 \) and the sparsity index was either \( s_0 = 5 \) or \( s_0 = 10 \). The measurement error covariance \( \Sigma_{uu} \) is assumed known, but in Section 6.3 we will illustrate an application where it is estimated. Several different covariance matrices \( \Sigma_{xx} \) and \( \Sigma_{uu} \) were used, and the overall simulation procedure was as follows:
• A random set of indices $S_0 \subset \{1, \ldots, p\}$ with cardinality $s_0$ was generated. The corresponding nonzero entries of $\beta^0$ were then generated by drawing $s_0$ i.i.d. values from $\mathcal{N}(0, 2^2)$.

• The matrix $X \in \mathbb{R}^{n \times p}$ with rows distributed according to $\mathcal{N}(0, \Sigma_{xx})$ was generated.

• The response $y = X\beta^0 + \epsilon$ was sampled with $\epsilon$ i.i.d. drawn from $\mathcal{N}(0, \sigma^2 I_n)$ with $\sigma = 0.1$, and $y$ had its mean subtracted to avoid estimating the intercept.

• A measurement matrix $W = X + U$ was generated with the rows of $U$ i.i.d. distributed according to $\mathcal{N}(0, \Sigma_{uu})$, and $W$ had its mean subtracted.

• The naive lasso estimate $\hat{\beta}_L$ was computed using the R package GLMNET (Friedman et al. (2010)), choosing the regularization level $\lambda$ corresponding to the minimum of the 10-fold cross-validation curve using the `cv.glmnet` function with default parameters.

• The corrected lasso estimate $\hat{\beta}_{CL}$ was computed by 10-fold cross-validation with 100 candidate constraint parameters $\kappa$ equally spaced in the range $[10^{-3} R, R]$, where $R = 2 \|\hat{\beta}_L\|_1$. The final value of $\kappa$ was chosen to minimize the cross-validated loss.
The whole procedure was repeated 200 times for each experiment. Tables 6.1-6.3 summarize the simulation results. TP (true positives) denotes the number of nonzero covariates which were correctly selected by the procedure and FP (false positives) denotes the number of irrelevant covariates which were selected by the procedure, and the two rightmost columns denote the estimation error as measured in the $\ell_2$- and $\ell_1$-norm, respectively. All results are averages over the 200 Monte Carlo simulations, and the numbers in parentheses are the corresponding standard errors.

In our first simulation experiment, all elements of $X$ and $U$ were i.i.d. Gaussian, with $\Sigma_{xx} = I_p$ and $\Sigma_{uu} = \sigma_u^2 I_p$, where the measurement error variance $\sigma_u^2$ was either 0.2 or 0.4. For comparison, the standard lasso in the absence of measurement error ($\sigma_u^2 = 0.0$) was also computed. Table 6.1 summarizes the results for both $s_0 = 5$ and $s_0 = 10$. In all cases shown, the naive lasso makes a very large number of false selections compared to the corrected lasso. The estimation errors of the corrected lasso are also consistently smaller than the naive lasso. Finally, the naive lasso is slightly better than the corrected lasso in detecting the relevant covariates. The lasso without measurement error is also seen to have a higher true positive rate and lower false positive rate than any of the cases with measurement error, indicating that measurement error makes the covariate selection problem considerably harder.
Øystein Sørensen, Arnoldo Frigessi and Magne Thoresen

Next, a block diagonal $\Sigma_{xx}$ was considered, with 10 blocks $B_1, \ldots, B_{10} \in \mathbb{R}^{50 \times 50}$ along the diagonal, and all other elements equal to zero. Each block had a Toeplitz structure, with $(j,k)$th element given by $(B_l)_{(j,k)} = 0.8|j-k|$, $l = 1, \ldots, 10$, $j, k = 1, \ldots, 50$. Hence, 10 groups of 50 covariates each were correlated with each other, but not with the covariates outside of the group. The measurement errors were still assumed i.i.d. Gaussian with $\Sigma_{uu} = \sigma_u^2I_p$, as in the previous setting. This could be a plausible model for gene expression data, with the blocks corresponding to genes within a functional group or pathway having

| $s_0 = 5, \sigma_u^2 = 0.0$ | Naive | 4.95 (0.02) | 5.18 (0.52) | 0.11 (0.00) | 0.25 (0.01) |
| $s_0 = 5, \sigma_u^2 = 0.2$ | Naive | 4.18 (0.06) | 24.82 (1.35) | 1.56 (0.04) | 5.03 (0.20) |
| Corrected | 4.13 (0.06) | 17.57 (0.47) | 0.98 (0.03) | 3.23 (0.12) |
| $s_0 = 5, \sigma_u^2 = 0.4$ | Naive | 3.78 (0.07) | 23.11 (1.37) | 2.23 (0.06) | 6.44 (0.21) |
| Corrected | 3.62 (0.06) | 11.81 (0.32) | 1.45 (0.04) | 4.20 (0.14) |
| $s_0 = 10, \sigma_u^2 = 0.0$ | Naive | 9.82 (0.03) | 4.82 (0.32) | 0.20 (0.00) | 0.64 (0.01) |
| $s_0 = 10, \sigma_u^2 = 0.2$ | Naive | 7.46 (0.09) | 34.27 (1.26) | 2.80 (0.05) | 11.67 (0.29) |
| Corrected | 7.16 (0.09) | 19.77 (0.39) | 2.05 (0.05) | 7.91 (0.20) |
| $s_0 = 10, \sigma_u^2 = 0.4$ | Naive | 6.35 (0.10) | 27.98 (1.21) | 3.80 (0.07) | 14.29 (0.31) |
| Corrected | 5.76 (0.10) | 11.97 (0.28) | 3.01 (0.08) | 10.28 (0.28) |

Table 6.1: Comparison of naive and corrected lasso for linear regression, when $\Sigma_{xx} = I_p$ and $\Sigma_{uu} = \sigma_u^2I_p$. 

Next, a block diagonal $\Sigma_{xx}$ was considered, with 10 blocks $B_1, \ldots, B_{10} \in \mathbb{R}^{50 \times 50}$ along the diagonal, and all other elements equal to zero. Each block had a Toeplitz structure, with $(j,k)$th element given by $(B_l)_{(j,k)} = 0.8|j-k|$, $l = 1, \ldots, 10$, $j, k = 1, \ldots, 50$. Hence, 10 groups of 50 covariates each were correlated with each other, but not with the covariates outside of the group. The measurement errors were still assumed i.i.d. Gaussian with $\Sigma_{uu} = \sigma_u^2I_p$, as in the previous setting. This could be a plausible model for gene expression data, with the blocks corresponding to genes within a functional group or pathway having
strong correlation (Tai and Pan (2007)), and the measurement error corresponding to noisy measurements. Table 6.2 shows the simulation results. It is clear that the correlations imposed make this a harder problem. In particular the corrected lasso shows a weaker performance in detecting the relevant covariates, but the naive lasso makes an even larger number of false positive selections.

Table 6.2: Comparison of naive and corrected lasso for linear regression, when $\Sigma_{xx}$ is block structured and $\Sigma_{uu} = \sigma_u^2 I_p$.

| $s_0 = 5, \sigma_U^2 = 0.0$ | TP       | FP       | $\|\hat{\beta} - \beta^0\|_2$ | $\|\hat{\beta} - \beta^0\|_1$ |
|-----------------------------|----------|----------|-------------------------------|-------------------------------|
| Naive                       | 4.95 (0.02) | 6.45 (0.48) | 0.13 (0.00) | 0.31 (0.01) |
| Corrected                   | 3.75 (0.06) | 15.50 (0.40) | 1.32 (0.05) | 4.02 (0.17) |
| $s_0 = 5, \sigma_U^2 = 0.2$ | Naive                       | 4.03 (0.06) | 31.58 (1.18) | 2.22 (0.06) | 7.41 (0.23) |
| Corrected                   | 3.17 (0.07) | 10.43 (0.26) | 1.85 (0.07) | 5.08 (0.19) |
| $s_0 = 5, \sigma_U^2 = 0.4$ | Naive                       | 3.82 (0.06) | 34.56 (1.28) | 2.79 (0.07) | 9.29 (0.28) |
| Corrected                   | 3.17 (0.07) | 10.43 (0.26) | 1.85 (0.07) | 5.08 (0.19) |
| $s_0 = 10, \sigma_U^2 = 0.0$ | Naive                  | 9.73 (0.04) | 11.13 (0.51) | 0.27 (0.01) | 0.92 (0.02) |
| Corrected                   | 6.07 (0.11) | 17.27 (0.34) | 2.62 (0.07) | 9.62 (0.26) |
| $s_0 = 10, \sigma_U^2 = 0.2$ | Naive                  | 7.01 (0.09) | 41.85 (1.18) | 3.57 (0.06) | 15.63 (0.32) |
| Corrected                   | 6.07 (0.11) | 17.27 (0.34) | 2.62 (0.07) | 9.62 (0.26) |
| $s_0 = 10, \sigma_U^2 = 0.4$ | Naive                  | 6.40 (0.10) | 43.88 (1.31) | 4.51 (0.08) | 19.38 (0.40) |
| Corrected                   | 4.38 (0.10) | 11.38 (0.24) | 4.00 (0.12) | 13.43 (0.40) |

Finally, the entries of $X$ were again i.i.d. Gaussian, $\Sigma_{xx} = I_p$, while the measurement errors had power decay correlations according to the Toeplitz structure, with the $(j, k)$th element of $\Sigma_{uu}$ being $(\Sigma_{uu})_{(j,k)} = \rho_u^{1+|j-k|}$. The diagonal
\( \rho_u = \sigma_u^2 \) took either the value 0.2 or 0.4. Table 6.3 shows the simulation results. The setting without measurement error is here equivalent to the one in Table 6.1 and therefore omitted. In this setting, it is really clear that the corrected lasso performs better than the naive approach. At the cost of a slight reduction in the number of correct selections, the corrected lasso substantially reduces the number of false positive selections. Again, the estimation errors of the corrected lasso are consistently smaller than those of the naive lasso.

Overall, the reduction in false positive selections when using the corrected lasso compared to the naive lasso, was between 24% and 74%, which is a substantial improvement.

6.2 Logistic Regression We also performed simulation experiments to investigate the merit of the conditional scores lasso for logistic regression, outlined in Section 5.1. The setup was similar to the one described for linear regression in the last section, except that cross-validation was not performed, due to the lack of a loss function. In the next section, we will show how the regularization parameter \( \kappa \) can be set manually using an 'elbow rule', but in these simulations. For now, we compare the naive lasso solution for logistic regression

\[
\hat{\beta}_{\text{naive}}(\kappa) = \arg \min_{\beta : \| \beta \|_1 \leq \kappa} \left\{ \sum_{i=1}^{n} y_i w_i' \beta + \log \left( 1 - H \left( w_i' \beta \right) \right) \right\}
\]

(6.1)

to the corrected estimate \( \hat{\beta}_{\text{corr}}(\kappa) \) obtained using the conditional scores algorithm,
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Table 6.3: Comparison of naive and corrected lasso for linear regression, when $\Sigma_{xx} = I_p$ and $\Sigma_{uu}$ is a Toeplitz matrix with elements $(\Sigma_{uu})_{j,k} = \rho_{u}^{1+|j-k|}$, $j, k = 1, \ldots, p$, and $\rho_u = \sigma_u^2$.

| $s_0 = 5, \sigma_U^2 = 0.2$ | TP     | FP     | $\|\hat{\beta} - \beta^0\|_2$ | $\|\hat{\beta} - \beta^0\|_1$ |
|----------------------------|--------|--------|-----------------|-----------------|
| Naive                     | 4.19 (0.06) | 23.86 (1.12) | 1.63 (0.04) | 5.09 (0.16) |
| Corrected                 | 4.13 (0.06) | 18.02 (0.49) | 1.04 (0.03) | 3.53 (0.11) |

| $s_0 = 5, \sigma_U^2 = 0.4$ | TP     | FP     | $\|\hat{\beta} - \beta^0\|_2$ | $\|\hat{\beta} - \beta^0\|_1$ |
|----------------------------|--------|--------|-----------------|-----------------|
| Naive                     | 3.79 (0.06) | 24.37 (1.46) | 2.30 (0.06) | 6.88 (0.25) |
| Corrected                 | 3.58 (0.07) | 11.87 (0.30) | 1.50 (0.05) | 4.34 (0.16) |

| $s_0 = 10, \sigma_U^2 = 0.2$ | TP     | FP     | $\|\hat{\beta} - \beta^0\|_2$ | $\|\hat{\beta} - \beta^0\|_1$ |
|----------------------------|--------|--------|-----------------|-----------------|
| Naive                     | 7.36 (0.10) | 34.77 (1.46) | 2.89 (0.05) | 12.08 (0.29) |
| Corrected                 | 7.16 (0.09) | 19.98 (0.39) | 2.11 (0.04) | 8.16 (0.18) |

| $s_0 = 10, \sigma_U^2 = 0.4$ | TP     | FP     | $\|\hat{\beta} - \beta^0\|_2$ | $\|\hat{\beta} - \beta^0\|_1$ |
|----------------------------|--------|--------|-----------------|-----------------|
| Naive                     | 6.49 (0.10) | 32.38 (1.42) | 3.80 (0.06) | 14.91 (0.32) |
| Corrected                 | 5.79 (0.09) | 11.86 (0.25) | 2.98 (0.07) | 10.14 (0.25) |

To be specific, we used a sample size $n = 100$, $p = 500$ covariates, of which either $s_0 = 5$ or $s_0 = 10$ were nonzero. We considered only i.i.d. Gaussian covariates and measurement errors, with $\Sigma_{xx} = I_p$ and $\Sigma_{uu} = (0.2)I_p$, i.e., a measurement error variance $\sigma_u^2 = 0.2$. Since both covariance matrices are diagonal, we did not randomize over the indices in $S_0$, and simply let $\beta_j \neq 0$ for $j = 1, \ldots, s_0$. The matrices $X$ and $U$ were drawn from $\mathcal{N}(0, \Sigma_x)$ and $\mathcal{N}(0, \Sigma_{uu})$, respectively. The values of $\beta^0_{S_0}$ were generated by drawing $s_0$ i.i.d. values from $\mathcal{N}(0, 5^2)$, and the
responses $y_i$, $i = 1, \ldots, n$ were sampled from a binomial distribution with mean $H(x_i' \beta^0)$. The procedure was repeated 200 times.

Figure 6.2 shows the receiver operating characteristics (ROC) curve for the simulations. Particularly in the $s_0 = 5$ case, the conditional scores lasso (‘Corrected’) is seen to perform better than the standard lasso for logistic regression (‘Naive’). In the $s_0 = 10$ case, the conditional scores lasso is also better, but only marginally. Figure 6.3 shows the $\ell_1$ estimation error over a range of values of the regularization parameter $\kappa$. Here, the corrected lasso clearly has a lower estimation error than the naive approach in both the $s_0 = 5$ and the $s_0 = 10$ case. These simulations hence suggest that the conditional scores lasso is a useful method for measurement error correction in logistic regression when $p > n$.

6.3 Microarray Data

We now present an example application of the conditional scores lasso for logistic regression, using an Affymetrix microarray data set publicly available from the ArrayExpress database (www.ebi.ac.uk/arrayexpress) under accession number E-GEOD-10320. The data set contains gene expression measurements of 144 favorable histology Wilms tumors (FHWT), 53 of which did relapse (cases) and
Figure 6.2: The plots show ROC curves over a range over regularization parameter for the conditional scores lasso ('Corrected') and the standard lasso for logistic regression ('Naive'), for the $s_0 = 5$ case (left) and the $s_0 = 10$ case (right).
Figure 6.3: The plots show $\ell_1$ estimation error over a range over regularization parameter for the conditional scores lasso ('Corrected') and the standard lasso for logistic regression ('Naive'), for the $s_0 = 5$ case (left) and the $s_0 = 10$ case (right).
91 of which did not relapse (controls). For the Affymetrix microarrays used, each gene expression is measured by multiple probes. The Bayesian Gene Expression (BGX) Bioconductor package (Hein et al. (2005)) utilizes these replicate measurements to form posterior distributions of the mean gene expression, measured on the log scale, of each gene for each sample.

In our additive measurement error model, the mean posterior gene expressions \( \hat{\mu}_{ij} \) are used as an estimate of the ‘true’ gene expression \( x_{ij} \), for \( i = 1, \ldots, n, \ j = 1, \ldots, p \). Letting \( \hat{\mu}_j = (\hat{\mu}_{1j}, \ldots, \hat{\mu}_{nj})' \), \( \bar{\mu}_j = (1/n) \sum_{i=1}^{n} \hat{\mu}_{ij} \) and \( \hat{\sigma}^2_j = (1/n) \sum_{i=1}^{n} (\hat{\mu}_{ij} - \bar{\mu}_j)^2 \), the standardized design matrix \( W \) now has entries

\[
  w_{ij} = \frac{\hat{\mu}_{ij} - \bar{\mu}_j}{\hat{\sigma}_j}, \quad i = 1, \ldots, n, \ j = 1, \ldots, p.
\]

We let \( \text{var}(\hat{\mu}_{ij}) \) denote the posterior variance of gene expression estimate \( \hat{\mu}_{ij} \). Assuming equal measurement error variance across samples, but not across covariates, we estimate the measurement error of gene \( j \) by \( \hat{\sigma}^2_{u,j} = (1/n) \sum_{i=1}^{n} \text{var}(\hat{\mu}_{ij}), \ j = 1, \ldots, p \). For simplicity, covariance of measurement errors are not considered, so the final estimate \( \hat{\Sigma}_{uu} \) on the scale of the standardized \( W \), now has entries

\[
  (\hat{\Sigma}_{uu})_{j,k} = \begin{cases} 
    \hat{\sigma}^2_{u,j}/\hat{\sigma}^2_j, & \text{if } j = k \\
    0, & \text{if } j \neq k
  \end{cases}
\]

for \( j, k = 1, \ldots, p \). In many cases, the estimated measurement error variance \( \hat{\sigma}^2_{u,j} \) is large compared to the between-sample variance of the means \( \hat{\sigma}^2_j \), and for these
cases little can be done. We therefore chose to analyze only the $p = 1857$ genes for which $\hat{\sigma}_{U,j}^2 < (1/2)\hat{\sigma}_j^2$, out of the original 20931 genes. For the 1857 selected genes, the naive lasso estimate $\hat{\beta}_L$ was computed by ten-fold cross-validation using GLMNET (Friedman et al. (2010)), yielding 22 nonzero coefficients.

Since the conditional scores lasso lacks a well-defined loss function, the elbow rule (Rosenbaum and Tsybakov (2010, Fig. 1)) was used to choose the regularization level. The conditional scores solution was computed for a grid of constraint values between $3\|\hat{\beta}_L\|$ and $(0.1)\|\hat{\beta}_L\|$, with spacing $(0.1)\|\hat{\beta}_L\|$. Figure 6.4 shows the number of nonzero coefficient estimates plotted versus the constraint level, and the elbow rule now amounts to selecting $\kappa$ where the curve begins to be flat. The plot in Figure 6.4 is suprisingly good: the number of selected covariates is between 11 and 10 for all constraint values between $\kappa = (1.5)\|\hat{\beta}_L\|$ and $\kappa = (0.5)\|\hat{\beta}_L\|$.

Based on Figure 6.4 $\kappa_1 = (1.5)\|\hat{\beta}_L\|$ was chosen as our optimal constraint level. Note that at $\kappa_1$, the $\ell_1$ norm of the estimated coefficient vector is 1.5 times that of the naive estimate, while selecting only half as many covariates. Figure 6.5 illustrates this by plotting the coefficient estimates of the naive lasso and the conditional scores lasso. For comparision, the covariates selected by both methods are plotted with filled circles/squares, whereas those selected by only one of the
Figure 6.4: Illustration of the elbow rule for the conditional scores lasso. The number of nonzero coefficients is plotted against the constraint level, here as a fraction of the $\ell_1$ norm of the naive lasso estimate.

methods are plotted with empty circles/squares. The impact of the measurement error correction clearly is to amplify the coefficients of some seemingly important genes, while the naive lasso has many coefficients with magnitudes of the same order. This is an analogue to the measurement error attenuation in standard linear regression.

7. Discussion

In this paper, we have shown how linear regression with the lasso is affected by additive measurement error. In particular, standard results for consistency of estimation and covariate selection do no longer hold when the covariates are subject to measurement error. A simple correction method was considered, studied
Figure 6.5: Comparison of the coefficient estimates of the 22 covariates selected by the cross-validated naive lasso and the 11 covariates selected by the conditional scores lasso. The covariates selected by both methods are plotted with filled circles/squares, whereas those selected by only one of the methods are plotted with empty circles/squares.
earlier by Loh and Wainwright (2012). Our finite sample results show conditions under which this corrected lasso will be a sign consistent covariate selector. Asymptotically, sign consistent covariate selection with the corrected lasso requires conditions very similar to the lasso in the absence of measurement error. In contrast, asymptotically sign consistent covariate selection with the naive lasso essentially requires the relevant and the irrelevant covariates to be uncorrelated. We have also suggested a conditional scores approach for correcting for measurement error in $\ell_1$-constrained GLMs, which shows promising empirical results. Using the iteration scheme suggested by Loh and Wainwright (2012) for linear models, corrected lasso estimates for GLMs are computed efficiently even when $p \gg n$.

The simulation results presented confirm that ignoring measurement error may yield a large number of false positive selections. The same is observed by Rosenbaum and Tsybakov (2010) for censored and missing data. Correction for measurement yields a much sparser fit, while finding almost as many of the relevant covariates. Our example application with microarray data agree well with the simulations. Measurement error correction yields a substantially sparser model, and the elbow rule (Figure 6.4) works very well for finding a good constraint level for the conditional scores lasso.
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**SUPPLEMENTARY MATERIAL**
1 Regularity conditions

We assume fixed true covariates which satisfy

\[
(1/n) \mathbf{X}' \mathbf{X} = \mathbf{C}_{xx} \rightarrow \Sigma_{xx}, \text{ as } n \rightarrow \infty
\]  

(7.1)

and

\[
(1/n) \max_{1 \leq i \leq n} (\mathbf{x}_i' \mathbf{x}_i) \rightarrow 0, \text{ as } n \rightarrow \infty,
\]

(7.2)

where \( \Sigma_{xx} \) is a positive definite matrix.

The random measurement errors are assumed normally distributed with mean zero and covariance \( \Sigma_{uu} \). It follows (Anderson (2003, Th. 3.4.4)) that the limiting distribution of \( n^{1/2} (\mathbf{C}_{uu} - \Sigma_{uu}) \) is normal with mean 0 and covariances \( (\Sigma_{uu})_{ik} (\Sigma_{uu})_{jl} (\Sigma_{uu})_{jk} \), where \( (\Sigma_{uu})_{ik} \) is the \( (i,k) \)th element of \( \Sigma_{uu} \) and \( i,j,k,l \in \{1, \ldots, p\} \). Now the convergences

\[
\mathbf{C}_{uu} \rightarrow \Sigma_{uu}, \text{ as } n \rightarrow \infty
\]  

(7.3)

and

\[
(1/n) \max_{1 \leq i \leq n} (\mathbf{u}_i' \mathbf{u}_i) \rightarrow 0, \text{ as } n \rightarrow \infty,
\]  

(7.4)

hold with probability 1.

It follows from (7.1)-(7.4) that the measurements \( \mathbf{W} = \mathbf{X} + \mathbf{U} \) satisfy

\[
\mathbf{C}_{ww} \rightarrow \Sigma_{ww}, \text{ as } n \rightarrow \infty
\]  

(7.5)
and

\[(1/n) \max_{1 \leq i \leq n} (w_i^\prime w_i) \rightarrow 0, \quad \text{as } n \to \infty, \tag{7.6}\]

with probability 1. Also, the limiting distribution of \(n^{1/2} (C_{ww} - \Sigma_{ww})\) will have mean zero and finite covariances.

Regularity conditions like these have also been assumed by, e.g., Knight and Fu (2000) and Zhao and Yu (2006).

### 2 Karush-Kuhn-Tucker Conditions

We introduce the new coefficient \(\gamma = \beta - \beta^0\), which yields the naive lasso on the form

\[
\hat{\gamma} = \arg \min_\gamma \left( -\frac{2}{n} \epsilon' W \gamma + \gamma' C_{ww} \gamma + 2\gamma' C_{wu} \beta^0 + \lambda \| \gamma + \beta^0 \|_1 \right), \tag{7.1}
\]

where we have removed all terms which are constant in \(\gamma\). Taking derivatives, we arrive at the Karush-Kuhn-Tucker conditions for the naive Lasso.

**Lemma 1.** \(\hat{\gamma} = \hat{\beta} - \beta^0\) is a solution to (7.1) if and only if

\[-\frac{2}{n} \epsilon' W + 2C_{ww} \hat{\gamma} + 2C_{wu} = -\lambda \hat{\tau},\]

where \(\hat{\tau} \in \mathbb{R}^p\) satisfies \(\| \hat{\tau} \|_\infty \leq 1\) and \(\hat{\tau}_j = \text{sign} \left( \hat{\beta}_j \right)\) for \(j\) such that \(\hat{\beta}_j \neq 0\).
The same change of variables for the corrected lasso yields

$$\hat{\gamma} = \arg \min_{\gamma : \|\gamma + \beta^0\|_1 \leq R} \left\{ -\frac{2}{n} \epsilon' W \gamma + \gamma' (C_{ww} - \Sigma_{uu}) \gamma + 2\gamma' (C_{wu} - \Sigma_{uu}) \beta^0 + \lambda \|\gamma + \beta^0\|_1 \right\}.$$ (7.2)

Due to the additional constraint $\|\gamma + \beta^0\|_1 \leq R$ added because of non-convexity, the KKT conditions can only characterize critical points in the interior of this domain. A critical point on the boundary may not have a zero subgradient. However, under the assumptions of Loh and Wainwright (2012), for sufficiently large $n$, all local optima lie in a small $\ell_1$-ball around $\beta^0$. We assume that $R$ is chosen large enough such that $\|\gamma + \beta^0\|_1 < R$ for all these optima, while $R$ is small enough to avoid the trivial solutions for which one or more component of $\hat{\gamma}$ is $\pm \infty$.

**Lemma 2.** Assume $\hat{\gamma} = \hat{\beta} - \beta^0$ is a critical point of (7.2). If $\hat{\gamma}$ lies in the interior of the feasible set, i.e., $\|\hat{\gamma} + \beta^0\|_1 < R$, then

$$-\frac{2}{n} \epsilon' W + 2 (C_{ww} - \Sigma_{uu}) \hat{\gamma} + 2 (C_{wu} - \Sigma_{uu}) = -\lambda \hat{\tau},$$

where $\hat{\tau} \in \mathbb{R}^p$ is as defined in Lemma 1.
3 Proof of Proposition 1

The following basic inequality for the lasso follows by definition (Bühlmann and van de Geer (2011)):

\[
\frac{1}{n} \left\| y - \mathbf{W} \hat{\beta} \right\|_2^2 + \lambda \left\| \hat{\beta} \right\|_1 \leq \frac{1}{n} \left\| y - \mathbf{W} \beta^0 \right\|_2^2 + \lambda \left\| \beta^0 \right\|_1.
\]

Reorganizing terms, we arrive at

\[
\frac{1}{n} \left\| \mathbf{W} \left( \hat{\beta} - \beta^0 \right) \right\|_2^2 + \lambda \left\| \hat{\beta} \right\|_1 \leq \frac{2}{n} \left( \epsilon - \mathbf{U} \beta^0 \right)' \mathbf{W} \left( \hat{\beta} - \beta^0 \right) + \lambda \left\| \beta^0 \right\|_1.
\]

Under the noise bound (3.1), it is clear that

\[
\frac{2}{n} \left( \epsilon - \mathbf{U} \beta^0 \right)' \mathbf{W} \left( \hat{\beta} - \beta^0 \right) \leq \frac{2}{n} \left\| \left( \epsilon - \mathbf{U} \beta^0 \right) \mathbf{W} \left\|_{\infty} \left\| \hat{\beta} - \beta^0 \right\|_1 \leq \lambda_0 \left\| \hat{\beta} - \beta^0 \right\|_1,
\]

which, inserted into (7.1) yields

\[
\frac{1}{n} \left\| \mathbf{W} \left( \hat{\beta} - \beta^0 \right) \right\|_2^2 + \lambda \left\| \hat{\beta} \right\|_1 \leq \lambda_0 \left\| \hat{\beta} - \beta^0 \right\|_1 + \lambda \left\| \beta^0 \right\|_1.
\]

Now use the inequality

\[
\left\| \hat{\beta} \right\|_1 \geq \left\| \beta^0_{S_0} \right\|_1 - \left\| \hat{\beta}_{S_0} - \beta^0_{S_0} \right\|_1 + \left\| \hat{\beta}_{S_0} \right\|_1,
\]

the equality

\[
\left\| \hat{\beta} - \beta^0 \right\|_1 = \left\| \beta^0_{S_0} - \beta^0_{S_0} \right\|_1 + \left\| \hat{\beta}_{S_0} \right\|_1
\]

and \( \lambda \geq 2\lambda_0 \), to obtain

\[
\frac{2}{n} \left\| \mathbf{W} \left( \hat{\beta} - \beta^0 \right) \right\|_2^2 + \lambda \left\| \hat{\beta}_{S_0} \right\|_1 \leq 3\lambda \left\| \hat{\beta}_{S_0} - \beta^0_{S_0} \right\|_1.
\]
Inequality (7.3) shows that \( \| \hat{\beta}_{S_0} \|_1 \leq 3 \| \hat{\beta}_{S_0} - \beta^0_{S_0} \|_1 \). That is, the vector \( \hat{\beta} - \beta^0 \) is among the vectors to which the compatibility condition applies, for the index set \( S_0 \). Next, use (7.2) again in (7.3) to obtain

\[
(2/n) \| W \left( \hat{\beta} - \beta^0 \right) \|_2^2 + \lambda \| \hat{\beta} - \beta^0 \|_1 \leq 4 \lambda \| \hat{\beta}_{S_0} - \beta^0_{S_0} \|_1. \tag{7.4}
\]

Since \( \hat{\beta} - \beta^0 \) is in the set of vectors for which the compatibility condition holds on \( S_0 \), we have

\[
\| \hat{\beta}_{S_0} - \beta^0_{S_0} \|_1 \leq \frac{1}{2} s_0^{1/2} \phi_0^{-1} n^{-1/2} \| W \left( \hat{\beta} - \beta^0 \right) \|_2.
\]

Using this and the inequality \( 4uv \leq 4u^2 + v^2 \) in (7.4), we arrive at

\[
\| W \left( \hat{\beta} - \beta^0 \right) \|_2^2 + \lambda \| \hat{\beta} - \beta^0_{S_0} \|_1 \leq 4 \lambda^2 s_0/\phi_0^2.
\]

4 Proof of Proposition 2

This proof goes along the lines of the proof of Theorem 1 in Knight and Fu (2000), but with the addition of measurement error. We start with the naive Lasso after reparametrization, and denote its Lagrange function by

\[
\mathcal{L}_n(\gamma) = -\frac{2}{\sqrt{n}} \gamma W \epsilon + \gamma' C_{ww} \gamma + 2 \gamma' C_{wu} \beta^0 + \lambda \| \gamma + \beta^0 \|_1. \tag{7.5}
\]

Note that

\[
\frac{2}{\sqrt{n}} \frac{W}{\sqrt{n}} \epsilon \overset{d}{\to} \mathcal{N}(0, (4/n) \sigma^2 \Sigma_{ww}).
\]
That is, the first term in (7.5) converges in distribution to a normally distributed quantity whose variance goes to zero as $1/n$, which is equivalent to convergence in probability to zero. Combining this result with the assumption that $\lambda \to 0$ as $n \to \infty$, yields

$$L_n(\gamma) \xrightarrow{p} L(\gamma) = \gamma' \Sigma_{ww} \gamma + 2\gamma' \Sigma_{uu} \beta^0.$$  

Since $L_n(\gamma)$ is convex, it follows that (Knight and Fu (2000))

$$\text{argmin}_{\gamma} \{L_n(\gamma)\} \xrightarrow{p} \text{argmin}_{\gamma} \{L(\gamma)\}.$$  

The minimum of $L(\gamma)$ is easily found, and accordingly,

$$\hat{\gamma} \xrightarrow{p} -\Sigma_{ww}^{-1} \Sigma_{uu} \beta^0.$$  

The result follows immediately.

5 Proof of Theorem 1

We follow the structure of the proof by Zhao and Yu (2006), who proved the corresponding result in the absence of measurement error. Consider the naive lasso, and note that (Zhao and Yu (2006))

$$\left\{ \text{sign} (\beta^0) \hat{\gamma}_{S_0} > -|\beta^0| \right\} \Rightarrow \left\{ \text{sign} (\hat{\beta}_{S_0}) = \text{sign} (\beta^0) \right\}$$  

and

$$\hat{\gamma}_{S_0} = 0 \Rightarrow \hat{\beta}_{S_0} = 0.$$
Thus, by the Karush-Kuhn-Tucker conditions for the naive lasso (Lemma 1), if a solution \( \hat{\gamma} \) exists, and the following three conditions hold:

\[
- \frac{W_{S_0}'}{\sqrt{n}} \epsilon + \sqrt{n} C_{ww} (S_0, S_0) \hat{\gamma}_{S_0} + \sqrt{n} C_{wu} (S_0, S_0) \beta_{S_0}^0 = -\frac{\lambda \sqrt{n}}{2} \text{sign} (\beta_{S_0}^0) \quad (7.1)
\]

\[
|\hat{\gamma}_{S_0}| < |\beta_{S_0}^0| \quad (7.2)
\]

\[
\left| - \frac{W_{S_0}'}{\sqrt{n}} \epsilon + \sqrt{n} C_{ww} (S_0^c, S_0) \hat{\gamma}_{S_0} + \sqrt{n} C_{wu} (S_0^c, S_0) \beta_{S_0}^0 \right| \leq \frac{\lambda \sqrt{n}}{2} 1, \quad (7.3)
\]

then \( \text{sign}(\hat{\beta}_{S_0}) = \text{sign}(\beta_{S_0}^0) \) and \( \text{sign}(\hat{\beta}_{S_0}) = 0 \).

Event \( A \) implies the existence of \( |\hat{\gamma}_{S_0}| < |\beta_{S_0}^0| \) such that

\[
|Z_1' \epsilon - Z_2 \beta_{S_0}^0| = \sqrt{n} \left| \hat{\gamma}_{S_0} - \frac{\lambda}{2} C_{ww} (S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0) \right|.
\]

But then there must also exist \( |\hat{\gamma}_{S_0}| < |\beta_{S_0}^0| \) such that

\[
Z_1' \epsilon - Z_2 \beta_{S_0}^0 = \sqrt{n} \left( \hat{\gamma}_{S_0} - \frac{\lambda}{2} C_{ww} (S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0) \right),
\]

which essentially means choosing the appropriate signs of the elements of \( \hat{\gamma}_{S_0} \).

Multiplying through by \( C_{ww} (S_0, S_0) \) and reorganizing terms, we get (7.1). Thus, \( A \) ensures that (7.1) and (7.2) are satisfied. Next, adding and subtracting \( \sqrt{n} C_{ww} (S_0^c, S_0) \hat{\gamma}_{S_0} \) to the left-hand side of event \( B \) and then using the triangle inequality, yields

\[
\left| - \frac{W_{S_0}'}{\sqrt{n}} \epsilon + \sqrt{n} + C_{ww} (S_0^c, S_0) \hat{\gamma}_{S_0} + \sqrt{n} C_{wu} (S_0^c, S_0) \beta_{S_0}^0 \right| -
\]

\[
\left| - C_{ww} (S_0^c, S_0) C_{ww} (S_0, S_0)^{-1} \frac{W_{S_0}'}{\sqrt{n}} \epsilon + \sqrt{n} C_{wu} (S_0^c, S_0) C_{ww} (S_0, S_0)^{-1} C_{wu} (S_0, S_0) \beta_{S_0}^0 
\]

\[
+ \sqrt{n} C_{ww} (S_0^c, S_0) \hat{\gamma}_{S_0} \right| \leq \frac{\lambda \sqrt{n}}{2} (1 - \theta) 1.
\]
The second term on the left-hand side of this expression is the left-hand side of \((7.1)\) multiplied by \(C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}\). It can thus be replaced by the right-hand side of \((7.1)\) multiplied by this factor. This yields

\[
\left| -\frac{W_{S_0^c}}{\sqrt{n}} \epsilon + \sqrt{n} + C_{ww}(S_0^c, S_0)\gamma_{S_0} + \sqrt{n}C_{wu}(S_0^c, S_0)\beta_{S_0}^0 \right| -
\left| \frac{\lambda \sqrt{n}}{2} C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0) \right| \leq \frac{\lambda \sqrt{n}}{2} (1 - \theta) 1,
\]

which implies, due to the IC-ME,

\[
\left| -\frac{W_{S_0^c}}{\sqrt{n}} \epsilon + \sqrt{n}C_{ww}(S_0^c, S_0)\gamma_{S_0} + \sqrt{n}C_{wu}(S_0^c, S_0)\beta_{S_0}^0 \right| \leq \frac{\lambda \sqrt{n}}{2} 1.
\]

This is indeed \((7.3)\). Altogether, \(A\) implies \((7.1)\) and \((7.2)\), while \(B|A\) implies \((7.3)\).

For the asymptotic result, define the vectors

\[
z = C_{ww}(S_0, S_0)^{-1} \frac{W_{S_0}}{\sqrt{n}} \epsilon
\]

\[
a = |\beta_{S_0}^0| - |C_{ww}(S_0, S_0)^{-1}C_{wu}(S_0, S_0)\beta_{S_0}^0|
\]

\[
b = C_{ww}(S_0, S_0)^{-1} \text{sign} (\beta_{S_0}^0)
\]

\[
\zeta = \left( C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1} \frac{W_{S_0^c}}{\sqrt{n}} - \frac{W_{S_0}}{\sqrt{n}} \right) \epsilon
\]

\[
f = (C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}C_{wu}(S_0, S_0) - C_{ww}(S_0^c, S_0)) \beta_{S_0}^0.
\]
We have

\[
1 - P(A \cap B) \leq P(A^c) + P(B^c) \leq \sum_{j=1}^{s_0} P\left( |z_j| \geq \sqrt{n} \left( a_j - \frac{\lambda}{2} b_j \right) \right) + \sum_{j=1}^{p-s_0} P\left( |\zeta_j - \sqrt{n} f_j| \geq \frac{\lambda \sqrt{n}}{2} (1 - \theta) \right).
\]

It is clear that

\[
z \xrightarrow{d} \mathcal{N}\left(0, \sigma^2 \mathbf{C}_{ww}(S_0, S_0)^{-1}\right), \text{ as } n \to \infty.
\]

Hence, there exists a finite constant \( k \) such that \( E(z_j)^2 < k^2 \) for \( j = 1, \ldots, s_0 \).

Next, we have by assumption

\[
a \to |\beta_{S_0}^0| - |\Sigma_{ww}(S_0, S_0)^{-1} \Sigma_{wu}(S_0, S_0) \beta_{S_0}^0|, \text{ as } n \to \infty,
\]

and

\[
b \to \Sigma_{ww}(S_0, S_0)^{-1} \text{sign} \left( \beta_{S_0}^0 \right), \text{ as } n \to \infty.
\]

Now using the assumption \( \lambda = o(1) \), we get

\[
P \left( A^c \right) \leq \sum_{j=1}^{s_0} \left( 1 - P \left( \frac{|z_j|}{k} < \frac{\sqrt{n}}{2k} a_j \left( 1 + o(1) \right) \right) \right)
\]

\[
\leq (1 + o(1)) \sum_{j=1}^{s_0} \left( 1 - \Phi \left( \frac{\sqrt{n}}{2s} a_j \left( 1 + o(1) \right) \right) \right)
\]

\[
= o(\exp(-nc)),
\]

where we used the bound for the Gaussian tail probability

\[
1 - \Phi(t) < t^{-1} \exp\left(-(1/2)t^2\right). \quad (7.4)
\]
Next, we note that 

$$\zeta \xrightarrow{d} N(0, \sigma^2 \left( \Sigma_{ww}(S_0^c, S_0^c) - \Sigma_{ww}(S_0^c, S_0) \Sigma_{ww}(S_0, S_0)^{-1} \Sigma_{ww}(S_0, S_0^c) \right)), \text{ as } n \to \infty.$$ 

Next, we consider \( f \), and note that the limiting distribution of \( \sqrt{n}C_{wu} = \sqrt{n}(C_{uu} + C_{xu}) \) as \( n \to \infty \) is normal with mean \( \sqrt{n}\Sigma_{wu} = \sqrt{n}\Sigma_{uu} \) and finite variances (Anderson (2003, Th. 3.4.4)). In addition, \( C_{ww} \to \Sigma_{ww} \) as \( n \to \infty \). Thus, applying Slutsky’s theorem to the product of the matrices, the limiting distribution of 

$$\sqrt{n} \left( C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}C_{wu}(S_0, S_0) - C_{wu}(S_0^c, S_0) \right)$$

as \( n \to \infty \) has mean 

$$\sqrt{n} \left( \Sigma_{ww}(S_0^c, S_0)\Sigma_{ww}(S_0, S_0)^{-1}\Sigma_{wu}(S_0, S_0) - \Sigma_{wu}(S_0^c, S_0) \right) = 0$$

and finite variances. The latter term equals zero by the MEC. Now 

$$\sqrt{n}f = \sqrt{n} \left( C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}C_{wu}(S_0, S_0) - C_{wu}(S_0^c, S_0) \right) \beta_{S_0}^0$$

is a vector in \( \mathbb{R}^{p-s_0} \) whose elements are linear combinations of variables whose limiting distribution as \( n \to \infty \) is normal with mean zero and finite variances. Accordingly, the limiting distribution of \( \sqrt{n}f \) as \( n \to \infty \) is normal with mean zero and finite variances.

So again there exists a finite constant \( k \) such that \( E(\zeta_j - \sqrt{n}f_j)^2 < k^2 \) for
\( j = 1, \ldots, (p - s_0) \). Thus, when \( \lambda n^{(1-c)/2} \to \infty \) for \( c \in [0, 1) \), we have

\[
P(B^c) \leq \sum_{j=1}^{p-s_0} \left( 1 - P\left( \frac{|\zeta_j - \sqrt{n} f_j|}{k} < \frac{1}{k} \frac{\lambda \sqrt{n}}{2} (1 - \theta) \right) \right)
\]

\[
\leq (1 + o(1)) \sum_{j=1}^{p-s_0} \left( 1 - \Phi\left( \frac{1}{k} \frac{\lambda \sqrt{n}}{2} (1 - \theta) \right) \right)
\]

\[
= o(\exp(-n^c)).
\]

It follows that \( P(A \cap B) = 1 - o(\exp(-n^c)) \).

6 Proof of Proposition 3

We consider now the Lasso with \( \epsilon = 0 \). In this case, \( y = X \beta^0 \), and the Lasso becomes

\[
\hat{\beta} = \arg\min_{\beta} \left\{ \|W\beta - X\beta^0\|_2^2 + \lambda \|\beta\|_1 \right\}.
\]

We follow the proof of Bühlmann and van de Geer (2011, Th. 7.1), but also take measurement error into account.
Part 1

The KKT conditions take the form

\[ 2C_{ww}(S_0, S_0)(\hat{\beta}_{S_0} - \beta^0_{S_0}) + 2C_{ww}(S_0, S_0_0)\hat{\beta}_{S_0} + 2C_{wu}(S_0, S_0)\beta^0_{S_0} = -\lambda \hat{\tau}_{S_0} \]

(7.1)

\[ 2C_{ww}(S_0^c, S_0)(\hat{\beta}_{S_0} - \beta^0_{S_0}) + 2C_{ww}(S_0^c, S_0)\hat{\beta}_{S_0} + 2C_{wu}(S_0, S_0)\beta^0_{S_0} = -\lambda \hat{\tau}_{S_0^c} \]

(7.2)

where \( \hat{\tau} = (\hat{\tau}_{S_0}, \hat{\tau}_{S_0^c})' \) has the property that \( \|\hat{\tau}\|_\infty \leq 1 \) and \( \hat{\tau}_j = \text{sign}(\hat{\beta}_j) \) if \( \beta_j \neq 0 \). We multiply (7.1) by \( \hat{\beta}'_{S_0} C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1} \) and (7.2) by \( \hat{\beta}'_{S_0^c} \), and then subtract the first from the second, to get

\[ 2\hat{\beta}'_{S_0} \left( C_{ww}(S_0^c, S_0^c) - C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}C_{ww}(S_0, S_0^c) \right) \hat{\beta}_{S_0} + \]

\[ 2\hat{\beta}'_{S_0^c} \left( C_{wu}(S_0^c, S_0) - C_{wu}(S_0, S_0)C_{wu}(S_0, S_0)^{-1} \right) \hat{\beta}_{S_0} \]

\[ = \lambda \left( \hat{\beta}'_{S_0} C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1} \hat{\tau}_{S_0} - \hat{\beta}'_{S_0} \hat{\tau}_{S_0^c} \right) \]

(7.3)

The matrix term within the parantheses in the leftmost term is positive semidefinite, since it is the Schur complement of the positive semidefinite matrix \( C_{ww} \), in which the part \( C_{ww}(S_0, S_0) \) is positive definite, since \( l_0 < n \). Next, the term within the parantheses on the right-hand side is

\[ \hat{\beta}'_{S_0} C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1} \hat{\tau}_{S_0} - \|\hat{\beta}_{S_0}\|_1 \leq \]

\[ \left( \|C_{ww}(S_0^c, S_0)C_{ww}(S_0, S_0)^{-1}\hat{\tau}_{S_0}\|_\infty - 1 \right) \|\hat{\beta}_{S_0^c}\|_1 \leq 0. \]
The last inequality follows from the IC-ME, and is strict whenever \( \|\hat{\beta}_{S_0} - \beta_0\|_1 \neq 0 \).

Finally, the second term on the left-hand side of (7.3) is zero by assumption. Thus, if \( \|\hat{\beta}_{S_0} - \beta_0\|_1 \neq 0 \), the left-hand side of (7.3) must be negative, which is a contradiction. We thus conclude that \( \hat{\beta}_{S_0} = 0 \), and the KKT conditions (7.1) and (7.2) reduce to

\[
2C_{ww}(S_0, S_0) \left( \hat{\beta}_{S_0} - \beta_0^{S_0} \right) + 2C_{wu}(S_0, S_0) \beta_0^{S_0} = -\lambda \hat{\tau}_{S_0} \quad (7.4)
\]

\[
2C_{wu}(S_0^c, S_0) \left( \hat{\beta}_{S_0^c} - \beta_0^{S_0^c} \right) + 2C_{wu}(S_0^c, S_0) \beta_0^{S_0} = -\lambda \hat{\tau}_{S_0^c} \quad (7.5)
\]

From (7.4) we get

\[
\left| \hat{\beta}_{S_0} - \beta_0^{S_0} \right| = \left| \frac{\lambda}{2} C_{S_0}(S_0, S_0)^{-1} \hat{\tau}_{S_0} + C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) \beta_0^{S_0} \right|
\]

\[
\leq \left( \frac{\lambda}{2} \sup_{\|\tau\|_\infty \leq 1} \|C_{ww}(S_0, S_0)^{-1} \tau_{S_0}\|_\infty \right) 1 + \|C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) \beta_0^{S_0}\|.
\]

Now, if \( j \in S_0^{\text{det}} \) and \( \hat{\beta}_j = 0 \), then

\[
\left| \hat{\beta}_j - \beta_j^0 \right| = |\beta_j^0| > \frac{\lambda}{2} + \left( \sup_{\|\tau\|_\infty \leq 1} \|C_{ww}(S_0, S_0)^{-1} \tau_{S_0}\|_\infty \right) + |v_j|
\]

where

\[
v = (v_1, \ldots, v_p)' = C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) \beta_0^{S_0},
\]

contradicting (7.6). Thus, \( \hat{\beta}_j \neq 0 \) for \( j \in S_0^{\text{det}} \).
Part 2

We start by assuming \( \text{sign}(\hat{\beta}) = \text{sign}(\beta^0) \). Thus, the KKT conditions are (7.4) and (7.3). From (7.4) we get

\[
\hat{\beta}_{S_0} - \beta^0_{S_0} = -\frac{\lambda}{2} C_{ww}(S_0, S_0)^{-1} \hat{\tau}_{S_0} - C_{wu}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) \beta^0_{S_0}.
\]

Inserting this into (7.5) yields

\[
C_{ww}(S_c^0, S_0) C_{ww}(S_0, S_0)^{-1} \hat{\tau}_{S_0} + \frac{2}{\lambda} (C_{ww}(S_c^0, S_0) C_{ww}(S_0, S_0)^{-1} C_{wu}(S_0, S_0) - C_{wu}(S_c^0, S_0)) \beta^0_{S_0} = \hat{\tau}_{S_c^0},
\]

and the necessary condition stated in Proposition 3 follows by definition.

7 Proof of Theorem 2

Starting from the KKT conditions of Lemma 2, we will redo the steps of the proof of Theorem 1, but with the insertion of extra terms representing the correction for measurement error. The corrected lasso is not in general convex, and our analysis will thus concern any critical point \( \hat{\gamma} = \hat{\beta} - \beta^0 \) in the interior of the feasible set \( \{ \gamma : \| \gamma + \beta^0 \| < R \} \).
If \( \hat{\gamma} \) exists, and satisfies the three conditions

\[
-W'_{S_0} \epsilon + \sqrt{n} (C_{ww} (S_0, S_0) - \Sigma_{uu} (S_0, S_0)) \hat{\gamma}_{S_0} = -\frac{\lambda \sqrt{n}}{2} \text{sign} (\beta^0_{S_0})
\]

\[
|\hat{\gamma}_{S_0}| < |\beta^0_{S_0}|
\]

\[
-W'_{S^c_0} \epsilon + \sqrt{n} (C_{ww} (S^c_0, S_0) - \Sigma_{uu} (S^c_0, S_0)) \hat{\gamma}_{S_0} = -\frac{\lambda \sqrt{n}}{2} \text{sign} (\beta^0_{S_0})
\]

\[
|\hat{\gamma}_{S_0}| < |\beta^0_{S_0}|
\]

then sign(\( \hat{\beta}_{S_0} \)) = sign(\( \beta^0_{S_0} \)) and sign(\( \hat{\beta}_{S_0} \)) = 0.

Event A in Theorem 2 implies the existence of |\( \hat{\gamma}_{S_0} \)| < |\( \beta^0_{S_0} \)| such that

\[
|Z_6 - Z_7 \beta_{S_0}| = \sqrt{n} \left( |\hat{\gamma}_{S_0}| - \frac{\lambda}{2} (C_{ww} (S_0, S_0) - \Sigma_{uu} (S_0, S_0))^{-1} \text{sign} (\beta^0_{S_0}) \right)
\]

But then there must exist |\( \hat{\gamma}_{S_0} \)| < |\( \beta^0_{S_0} \)| such that

\[
Z_6 - Z_7 \beta_{S_0} = \sqrt{n} \left( \hat{\gamma}_{S_0} - \frac{\lambda}{2} (C_{ww} (S_0, S_0) - \Sigma_{uu} (S_0, S_0))^{-1} \text{sign} (\beta^0_{S_0}) \right)
\]

Multiplying through by \( C_{ww} (S_0, S_0) - \Sigma_{uu} (S_0, S_0) \) and reorganizing terms, we get (7.1). Thus, A ensures that (7.1) and (7.2) are satisfied. Next, adding and subtracting

\[
\sqrt{n} (C_{ww} (S^c_0, S_0) - \Sigma_{uu} (S^c_0, S_0)) \hat{\gamma}_{S_0}
\]
to the left-hand side of event $B$ and using the triangle inequality, yields

$$
- \frac{W'_S}{\sqrt{n}} \epsilon + \sqrt{n} \left( (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \hat{\gamma}_{S_0} + (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \beta_{S_0}^0 \right)

- (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \frac{W'_S}{\sqrt{n}} +

\sqrt{n} (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (S_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0, S_0))^{-1}

(C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0)) \beta_{S_0}^0 + \sqrt{n} (S_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \hat{\gamma}_{S_0}

\leq \frac{\lambda \sqrt{n}}{2} (1 - \theta) \mathbf{1}.

The second term on the left-hand side of this expression is the left-hand side of (7.1) multiplied by

$$(C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1}.$$

It can thus be replaced by the right-hand side of (7.1) multiplied by this factor.

This yields

$$
\left| - \frac{W'_S}{\sqrt{n}} \epsilon + \sqrt{n} \left( (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \hat{\gamma}_{S_0} + (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \beta_{S_0}^0 \right)

- \frac{\lambda \sqrt{n}}{2} (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} \text{sign} (\beta_{S_0}^0) \right|

\leq \frac{\lambda \sqrt{n}}{2} (1 - \theta) \mathbf{1},
$$

which implies, due to the IC-CL,

$$
\left| - \frac{W'_S}{\sqrt{n}} \epsilon + \sqrt{n} (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \hat{\gamma}_{S_0}

+ \sqrt{n} (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \beta_{S_0}^0 \right| \leq \frac{\lambda \sqrt{n}}{2} \mathbf{1}.
$$
This is indeed (7.3). Altogether, $A$ implies (7.1) and (7.2), while $B|A$ implies (7.3).

For the asymptotic result, define the vectors

$$z = \left( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right)^{-1} \frac{W_{S_0}'}{\sqrt{n}} \epsilon$$

$$a = |\beta^0_{S_0}| - \left| \left( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right)^{-1} \left( C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right) \beta^0_{S_0} \right|$$

$$b = \left( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right)^{-1} \text{sign} \left( \beta^0_{S_0} \right)$$

$$\zeta = \left( \left( C_{ww}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0) \right) \left( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right)^{-1} \frac{W_{S_0}'}{\sqrt{n}} - \frac{W_{S_0^c}'}{\sqrt{n}} \right) \epsilon$$

$$f = \left( \left( C_{ww}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0) \right) \left( C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0) \right)^{-1} \right) \beta^0_{S_0}.$$ 

We have

$$1 - P(A \cap B) \leq P(A^c) + P(B^c) \leq$$

$$\sum_{j=1}^{s_0} P \left( |z_j| \geq \sqrt{n} \left( a_j - \frac{\lambda}{2} b_j \right) \right) + \sum_{j=s_0+1}^{p-s_0} P \left( |\zeta_j - \sqrt{n} f_j| \geq \frac{\lambda \sqrt{n}}{2} (1 - \theta) \right).$$

It is clear that

$$z \overset{d}{\rightarrow} N \left( 0, \sigma^2 \Sigma_{xx}(S_0, S_0)^{-1} \Sigma_{ww}(S_0, S_0) \Sigma_{xx}(S_0, S_0)^{-1} \right), \text{ as } n \rightarrow \infty.$$ 

Hence, there exists a finite constant $k$ such that $E(z_j)^2 < k^2$ for $j = 1, \ldots, s_0$. 

Next, we have by assumption

$$a \rightarrow |\beta^0_{S_0}|, \text{ as } n \rightarrow \infty.$$
Now using the assumption \( \lambda = o(1) \), we get

\[
P(A^c) \leq \sum_{j=1}^{s_0} \left( 1 - P \left( \left| \frac{z_j}{k} \right| < \sqrt{\frac{n}{2k}} a_j (1 + o(1)) \right) \right)
\]

\[
\leq (1 + o(1)) \sum_{j=1}^{s_0} \left( 1 - \Phi \left( \frac{\sqrt{n}}{2s} a_j (1 + o(1)) \right) \right)
\]

\[
= o(\exp(-n^c)),
\]

where we used the bound [7.4]. Next, we note that

\[
\zeta \xrightarrow{d} \mathcal{N}(0, \sigma^2 (\Sigma_{xx}(S_0^c, S_0^c) - \Sigma_{xx}(S_0^c, S_0)\Sigma_{xx}(S_0, S_0)^{-1}\Sigma_{xx}(S_0, S_0^c))) , \text{ as } n \to \infty.
\]

Next, we consider \( f \), and note that the limiting distribution of

\[
\sqrt{n} (C_{wu} - \Sigma_{uu}) , \text{ as } n \to \infty,
\]

is normal with mean 0 and finite variances (Anderson (2003, Th. 3.4.4)). In addition,

\[
C_{ww} - \Sigma_{uu} \to \Sigma_{xx}, \text{ as } n \to \infty.
\]

Thus, applying Slutsky’s theorem to the product of the matrices, the limiting distribution of

\[
\sqrt{n} \left( (C_{ww}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{ww}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1}
\]

\[
(C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0)) - (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \right), \text{ as } n \to \infty,
\]
is normal with mean $0$ and finite variances. Now,

$$\sqrt{n}f = \sqrt{n} \left( (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0))^{-1} - (C_{wu}(S_0, S_0) - \Sigma_{uu}(S_0, S_0)) - (C_{wu}(S_0^c, S_0) - \Sigma_{uu}(S_0^c, S_0)) \right) \beta_{S_0}^0$$

is a vector in $\mathbb{R}^{p-s_0}$ whose elements are linear combinations of variables whose limiting distribution as $n \to \infty$ is normal with mean zero and finite variances. Accordingly, the limiting distribution of $\sqrt{n}f$ as $n \to \infty$ is normal with mean zero and finite variances.

So again there exists a finite constant $k$ such that $E(\zeta_j - \sqrt{n}f_j)^2 < k^2$ for $j = 1, \ldots, (p-s_0)$. Thus, when $\lambda n^{(1-c)/2} \to \infty$ for $c \in [0, 1)$, we have

$$P(B^c) \leq \sum_{j=1}^{p-s_0} \left( 1 - P \left( \left| \frac{\zeta_j - \sqrt{n}f_j}{k} \right| < \frac{1}{k} \frac{\lambda \sqrt{n}}{2}(1 - \theta) \right) \right)$$

$$\leq (1 + o(1)) \sum_{j=1}^{p-s_0} \left( 1 - \Phi \left( \frac{1}{k} \frac{\lambda \sqrt{n}}{2}(1 - \theta) \right) \right)$$

$$= o \left( \exp(-n^c) \right).$$

It follows that $P(A \cap B) = 1 - o(\exp(-n^c))$.
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