Abstract. We investigate the behaviour of flux-driven flow through a single-phase fluid domain coupled to a biphasic poroelastic domain. The fluid domain consists of an incompressible Newtonian viscous fluid while the poroelastic domain consists of a linearly elastic solid filled with the same viscous fluid. The material properties of the poroelastic domain, i.e., permeability and elastic parameters, depend on the inhomogeneous initial porosity field. We identify the dimensionless parameters governing the behaviour of the coupled problem: the ratio between the magnitudes of the driving velocity and the Darcy flows in the poroelastic domain, and the ratio between the viscous pressure scale and the size of the elastic stresses in the poroelastic domain.

We consider a perfusion system, where flow is forced to pass from the single-phase fluid to the biphasic poroelastic domain. We focus on a simplified two dimensional geometry with small aspect ratio, and perform an asymptotic analysis to derive analytical solutions. The slender geometry is divided in four regions, two outer domains that describe the regions away from the interface and two inner domains that are the regions across the interface. Our analysis advances the quantitative understanding of the role of heterogeneous material properties of a poroelastic domain on its mechanical response when coupled with a fluid domain. The analysis reveals that, in the interfacial zone, the fluid and the elastic behaviours of this coupled Stokes-poroelastic problem can be treated separately via (i) a Stokes-Darcy coupling and (ii) the solid skeleton being stress free. This latter finding is crucial to derive the coupling condition across the outer domains for both the elastic part of the poroelastic domain and the fluid flow. Via specification of heterogeneous material properties distribution, we reveal the effects of heterogeneity and deformability on the mechanics of the poroelastic domain.

1. Introduction

In many biological and industrial applications, regions of poroelastic material are surrounded by a single-phase fluid. Examples include the growth of an artificial poroelastic tissue within a perfusion bioreactor [1], the mechanics of a bacterial biofilm in a surrounding fluid [2], and oil/gas extraction from fractured reservoirs [3].

In this paper, we provide fundamental insights into the mechanical behaviour of these multiphase/multiregion systems. We focus on a simplified setting where an incompressible Newtonian viscous fluid and a biphasic poroelastic material interact via conditions specified at their interface. The poroelastic domain consists of intrinsically incompressible fluid and solid phases. The permeability and elastic properties depend on the underlying porosity, which is assumed to be spatially varying.

The mechanics of a porous domain is usually described using the theory of mixtures [4] or the theory of poroelasticity [5]. These two approaches are equivalent in many contexts, as the one addressed in this paper, but it is possible to highlight some fundamental differences.
The theoretical framework underlying the former is suitable in the case of media with many constituents since the primary variables are the volume fraction and the velocity of each constituent. The latter is more straightforward when applied to biphasic media because the domain is seen as a composite material (or effective medium) having a fluid pressure and a solid displacement as primary variables. The pioneering works on biphasic poroelastic media developed by Terzaghi [6] and Biot [7] evaluated the simplest case where the domain undergoes small strains, and thus a linear elastic relation for the effective solid behaviour can be used, and the physical properties (the elastic parameters and the permeability) are constant and isotropic. Later works extended this approach to include kinematic nonlinearity [4,8], constitutive nonlinearity in the description of the elastic phase and the use of nonlinear and anisotropic permeability field depending on the tortuosity of the porous network and the domain anisotropy [9–11]. There exist several levels of nonlinearity in the description of a poroelastic domain, i.e., kinematic (or geometrical) or constitutive: for a comprehensive discussion we refer to [12].

The effect of the heterogeneity has been previously investigated using homogenisation techniques, where the upscaled equations that describe the mechanics of a heterogeneous poroelastic domain are formally derived once the presence of several separated scales is assumed [13,14]. Here we state the governing equations at the macroscale, and specify how the material properties depend on porosity via constitutive laws. The interfacial conditions that describe the coupling between a fluid and a poroelastic domain are still a subject of ongoing research [15,19,20] and here we use the conditions proposed in [15].

We apply the theoretical framework to a geometrical setup consisting of a two-dimensional thin perfusion system where a fluid flow is forced to pass from a single phase fluid channel into a rectangular poroelastic domain (also known as the consolidation problem). The thin geometry limit allows us to develop a formal asymptotic analysis to obtain closed form solutions (away from the interfacial zone) and reduced formulations (within the interfacial zone) for the mechanics of this coupled system. We extend the work of [16], who considered the coupling between a single phase fluid domain and a rigid homogeneous porous domain, to the case of a deformable porous domain with heterogeneous properties. We provide closed form (implicit or explicit) relations between the spatial distribution of the material properties and the displacement, pressure, velocity and stress field; the results from this reduced modelling approach provide mechanistic insights on the behaviour of coupled Stokes flow-poroelastic systems in slender geometries without the need to run full numerical simulations.

We validate the result of the asymptotic analysis using a new mixed finite element method where the poroelasticity equations are written using three fields (displacement, fluid pressure and total pressure). The unique solvability of the associated continuous and discrete problems, and error estimates, have been recently established in [17]. With respect to existing approaches, this scheme has two advantages: (i) because of the structure of the weak forms, the imposition of interface conditions does not require Lagrange multipliers across the interface; (ii) the mixed finite element formulation is robust with respect to the Lamé first parameter (so the convergence and stability remain valid independently of this parameter).

The paper is organised as follows. In section §2 we present the equations that govern the poroelastic domain, the fluid domain and the interfacial conditions. We indicate where the non-uniform undeformed porosity enters the governing equations, and highlight
the two dimensionless parameters that control the behaviour of this coupled system. In section §3, we consider the model in the setting of perfusion in a thin two dimensional geometry. We assume that the aspect ratio (ratio of channel width to length) is small and in section §4 provide closed-form analytical relationships that enables characterisation of the system behaviour without solving the full fluid-poroelastic coupled problem numerically. In section §5 we select a set of geometrical and constitutive parameters to investigate the analytical solution in the steady and oscillatory cases, which we validate via comparison with finite element simulations. We close with some remarks and possible extensions in section §6.

2. Governing equations

With reference to fig. 2.1, we consider a domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, divided into subdomains $\Omega_F$ and $\Omega_P$ representing incompressible, viscous Newtonian fluid and poroelastic solid regions, respectively. The subdomain boundaries are $\partial \Omega_F$ and $\partial \Omega_P$, respectively. The interface between the two subdomains is $\Sigma_i = \Omega_F \cap \Omega_P$ and the unit normal vector to the interface is $\mathbf{n}$ (with the convention that it points from $\Omega_F$ to $\Omega_P$). We denote the external boundaries of the subregions by $\Gamma_F = \partial \Omega_F \setminus \Sigma_i$ and $\Gamma_P = \partial \Omega_P \setminus \partial \Sigma_i$. Spatial coordinates are denoted by $\mathbf{x}$ while $t$ denotes time.

We assume the fluid and solid constituents are intrinsically incompressible, i.e., the true densities are constant. We neglect gravitational and inertial effects throughout. The governing equations and interfacial conditions are presented in a dimensionless form motivated as follows. Throughout the system, we have an incompressible, viscous, Newtonian fluid with dynamic viscosity $\mu_f$. The poroelastic domain has permeability $\hat{\kappa}$, Lamé parameters of size $\hat{\mu}_s$, and characteristic displacements of size $\delta$. Assuming the spatial domain to have characteristic length $L$, the stresses in the poroelastic domain are of size $\hat{\mu}_s \hat{\kappa} \delta / L$, and the size of the Darcy flows generated by gradients in stress are then $\hat{\kappa} \delta \hat{\mu}_s / (\mu_f L^2)$. The characteristic time $\tau$ is chosen to ensure the Darcy and solid skeleton velocities are comparable,
i.e., that \( \delta/r \sim \hat{k}\delta\mu_s/(\mu_fL^2) \), and so \( \tau \sim (\mu_fL^2)/(\hat{k}\mu_s) \). Assuming flows of size \( U_{av} \) in the single-phase domain, the viscous pressure scale in given by \( U_{av}\mu_f/L \).

2.1. Poroelastic domain. The governing equations for a saturated linearly elastic porous domain can be written as a system of two equations in two unknowns, the fluid pressure \( p_f(x, t) \) and the solid phase displacement \( d(x, t) \). This system reads [4,12,18]

\[
\nabla \cdot (\sigma' - p_f I) = 0, \tag{2.1a}
\]

\[
\nabla \cdot \left( \frac{\partial d}{\partial \tau} + v_d \right) = 0. \tag{2.1b}
\]

In equation (2.1a), \( \sigma' \) is the Terzaghi stress tensor given by

\[
\sigma'(x, t) = 2\mu_s(x, t)e(d) + \lambda(x, t) (\nabla \cdot d) I, \tag{2.2}
\]

where \( e(d) = (\nabla d + \nabla d^T)/2 \) is the infinitesimal strain tensor and \( \lambda, \mu_s \) are the Lamé constants of the solid, which we assume vary with the initial porosity field \( \theta_0(x) \) via

\[
\mu_s = \hat{\mu}_s \mathcal{H}_0(\theta_0), \quad \lambda = \hat{\lambda}_s \mathcal{N}_0(\theta_0), \tag{2.3}
\]

where \( \hat{\mu}_s \) is constant, and \( \mathcal{H}_0(\theta_0) \) and \( \mathcal{N}_0(\theta_0) \) are \( O(1) \) functions. In equation (2.1b) the Darcy velocity \( v_d(x, t) \) is defined as

\[
v_d = -\frac{\hat{k} \mathcal{K}_0}{\mu_f} \nabla p_f, \tag{2.4}
\]

where we rewrite the permeability as \( \kappa(\theta_0) = \hat{k} \mathcal{K}_0(\theta_0) \) with \( \hat{k} \) that captures the size of the permeability and \( \mathcal{K} \) being an \( O(1) \) function reflecting the dependence of the permeability on the spatially varying porosity field. Motivated by the discussion in §2, we use

\[
x = LX, \quad d = \delta D, \quad t = \frac{\mu_f L^2}{\hat{k} \mu_s} T, \quad [\sigma', p_f] = \frac{\hat{\mu}_s \delta}{\mu_f} \left[ \Sigma', P_f \right], \quad v_d = \frac{\hat{k} \delta \hat{\mu}_s}{\mu_f L^2} \nabla V, \tag{2.5}
\]

to obtain the following system of dimensionless equations

\[
\nabla \cdot (\Sigma' - P_f I) = 0, \tag{2.6a}
\]

\[
\nabla \cdot \left( \frac{\partial D}{\partial T} + \nabla V \right) = 0, \tag{2.6c}
\]

\[
\Sigma' = 2 \mathcal{H}_0(X) e(D) + \mathcal{N}_0(X) (\nabla \cdot D) I, \tag{2.6d}
\]

where \( e(D) = (\nabla D + \nabla D^T)/2 \). The functions \( \mathcal{K}_0, \mathcal{H}_0 \) and \( \mathcal{N}_0 \) depend on the undeformed porosity \( \theta_0 \) which, in turn, is a function of \( X \). For this reason, in the remainder of the paper, we write these functions directly with respect to the spatial coordinates. We emphasise that the variation of porosity \( \theta_1(X, T) \) can, in the linear theory, be computed a posteriori once the displacement field is known. Consequently, such variation can be written as

\[
\theta_1 = \nabla \cdot \left( (1 - \theta_0) D_0 \right). \tag{2.7}
\]

Equation (2.7) reveals how the pore structure is rearranged in response to deformation of the poroelastic material. As an example, let us consider a solenoidal displacement field \( \nabla \cdot D = 0 \): in the case of a homogeneous initial porosity we necessarily have \( \theta_1 = 0 \), thus the porosity field is unaffected; in the case of heterogeneous initial porosity, instead, this displacement causes a rearrangement of the pores of the form \( \theta_1 = -\nabla \theta_0 \cdot D \).
2.2. Fluid domain. In the single-phase domain, the fluid is governed by the Stokes and continuity equations. We let \( U_{\text{av}} \) denote the velocity scale, and non-dimensionalise the velocity via \( u = U_{\text{av}} U \) and pressure via \( p_f = (\mu_f U_{\text{av}} / L)P_F \). The dimensionless governing equations are then

\[
-\nabla \cdot [2e(U) - P_F I] = 0, \quad \nabla \cdot U = 0.
\]

(2.8a)

(2.8b)

2.3. Boundary and interfacial conditions. To couple the equations in the poroelastic (2.6) and fluid (2.8) domains, we impose boundary and interfacial conditions. The boundary conditions are specific to the physical problem under consideration and we delay their specification until §3. We specify the following interfacial conditions (see [15]): the requirements of continuity of traction and that the normal component of the stress in the fluid domain is equal to the pressure in the poroelastic material, together with the Beavers-Joseph-Saffman condition, imply that

\[
\mathbf{n} \cdot \mathbf{\sigma}' \mathbf{n} = 0, \quad -\mathbf{t} \cdot (2\mu_f e(u))\mathbf{n} = \frac{\gamma \mu_f}{\sqrt{\kappa K}} \left( \mathbf{u} - \frac{\partial \mathbf{d}}{\partial t} \right) \cdot \mathbf{t}, \quad p_F - p_P = 2\mu_f \mathbf{n} \cdot e(u) \cdot \mathbf{n},
\]

and mass conservation yields

\[
\mathbf{u} \cdot \mathbf{n} = \left( \frac{\partial \mathbf{d}}{\partial t} + \mathbf{v}_d \right) \cdot \mathbf{n},
\]

where \( \gamma > 0 \) is the slip coefficient, and we recall that the normal \( \mathbf{n} \) on the interface is understood as pointing from the fluid domain \( \Omega_F \) towards the porous structure \( \Omega_P \), while \( \mathbf{t} \) denotes the tangent vector(s) to \( \Sigma_i \) (one tangent for the case of \( d = 2 \), and two tangent vectors normal to \( \mathbf{n} \) for \( d = 3 \)). In dimensional form, these conditions can be rewritten as

\[
\mathbf{u} \cdot \mathbf{n} = \left( \frac{\partial \mathbf{d}}{\partial t} - \frac{\kappa K}{\mu_f} \nabla \mathbf{p}_P \right) \cdot \mathbf{n}, \quad (2.9a)
\]

\[
(2\mu_f e(u) - p_F I) \cdot \mathbf{n} = (\mathbf{\sigma}' - p_P I) \cdot \mathbf{n}, \quad (2.9b)
\]

\[
- \mathbf{n} \cdot [(2\mu_f e(u) - p_F I) \cdot \mathbf{n}] = p_P, \quad (2.9c)
\]

\[
- \mathbf{n} \cdot [(2\mu_f e(u) - p_F I) \cdot \mathbf{t}] = \frac{\gamma \mu_f}{\sqrt{\kappa K}} \left( \mathbf{u} - \frac{\partial \mathbf{d}}{\partial t} \right) \cdot \mathbf{t}. \quad (2.9d)
\]

Non-dimensionalising as in sections §2.1 and §2.2, the interface conditions are

\[
U_n \mathbf{U} \cdot \mathbf{n} = \left( \frac{\partial \mathbf{D}}{\partial T} - K_n \nabla P_P \right) \cdot \mathbf{n}, \quad (2.10a)
\]

\[
U_n K_n (2e(U) - P_F I) \cdot \mathbf{n} = (\mathbf{\Sigma}' - P_P I) \cdot \mathbf{n}, \quad (2.10b)
\]

\[
- U_n K_n \mathbf{n} \cdot (2e(U) - P_F I) \cdot \mathbf{n} = P_P, \quad (2.10c)
\]

\[
- U_n \mathbf{n} \cdot (2e(U) - P_F I) \cdot \mathbf{t} = \frac{\gamma}{\sqrt{K_n K_0}} \left( U_n \mathbf{U} - \frac{\partial \mathbf{D}}{\partial T} \right) \cdot \mathbf{t}, \quad (2.10d)
\]

where \( K_n = \kappa / L^2 \) is the ratio between the area occupied by the pores and the characteristic cross section \( L^2 \) of the poroelastic domain [16], \( U_n = U_{\text{av}} \mu_f L^2 / (\delta \hat{\mu}_s \hat{\kappa}) \) is the ratio of velocity scales in the Stokes and poroelastic domains, and \( K_n U_n \) captures the ratio between pressure scales in the Stokes and Darcy domains.
3. Perfusion in a thin two-dimensional geometry

We apply the framework from §2 to a two-dimensional channel where the flow is forced to pass through a single-phase fluid region into a poroelastic domain.

The problem setup (in dimensionless variables) is illustrated in fig. 3.1. We consider a thin-channel, with width a small compared to the characteristic length L. We drive the flow via the specification of an upstream time-dependent velocity, and prescribe zero pressure and zero axial displacement at the outlet. We adopt a 2D Cartesian coordinate system $X = (X, Z)$, where lengths are non-dimensionalised with respect to $L$. The corresponding coordinate directions are given by $e_x$ and $e_z$ respectively. We denote components of vectors via $U = (U_X, U_Z)^t$, $D = (D_X, D_Z)^t$, $V = (V_X, V_Z)^t$ and components of the stress tensor $\Sigma'$ are denoted $\Sigma'_{XX}$, $\Sigma'_{XZ}$ and $\Sigma'_{ZZ}$.

The governing equations (2.6) and (2.8) are coupled via the interfacial conditions (2.10). Additionally, we specify the following boundary conditions. For the single-phase fluid no-slip boundary conditions are applied at the side walls $Z = 0, a/L$. In the poroelastic domain we impose zero transverse displacement, zero normal Darcy flow, and zero elastic shear stress at $Z = 0, a/L$. We prescribe a parabolic axial velocity profile $U_{in}(X = -1, Z, T) = -6(U_{in}/U_{av})f(T)(Z^2-Z)e_x$ at the inlet $X = -1$, with $f(T)$ describing the time dependence of the imposed velocity profile, and $(U_{in}/U_{av})f(T)$ is the dimensionless inlet flux; in the steady case the time dependence reduces to $f(T) = 1$ while, in the oscillatory one, one can set $f(\Omega T)$ with $\Omega = \omega(\mu f L^2/(\hat{\kappa} \hat{\mu} s))$ being the dimensionless pulsation (and $\omega$ the dimensional counterpart) of the forcing term. At the outlet $X = 1$, we prescribe $P_P(X = 1, Z, T) = 0$ and $D_X(X = 1, Z, T) = 0$, allowing the fluid to flow away from the poroelastic domain but the solid phase to be constrained. The undeformed interface is located at $X = 0$ and the unit normal and tangent vectors are $n = e_x$ and $t = e_z$.

We exploit that the channel is thin, i.e., $a \ll L$, and introduce the small parameter $\epsilon = a/L$. The system is then characterised by the dimensionless parameters $\epsilon$, $K_n$, $U_n$ and $U_{in}/U_{av}$. Rewriting $K_n = \epsilon^2(\kappa/a^2)$ and requiring that $\tilde{K} = \kappa/a^2$ is (at most) $O(1)$, we see that $K_n = \epsilon^2 \tilde{K}$. Requiring the pressures in the single-phase fluid and poroelastic domains to be of the same size we see that $U_n K_n = O(1)$, and we set $U_n = \epsilon^{-2}$. To be consistent with the lubrication scalings given below in (4.1), we additionally choose $U_{in}/U_{av} = \epsilon^2$. 

Figure 3.1. Sketch of the two-dimensional channel geometry in rescaled variables, indicating the single-phase fluid and poroelastic regions, together with the boundary conditions.
Figure 4.1. Sketch of asymptotic structure. The flow goes from left to right. Boxes I and II represent the fluid domain (outer - inner) while boxes III and IV are the poroelastic domain (inner - outer). The outer domains reduce to a Poiseuille - poroelastic system coupled through the interface conditions from §4.2.4. In the lubrication limit, the inner domains reduce to be a Stokes - rigid Darcy system with interface conditions derived in equations (4.11a)-(4.11d) decoupled with a divergence free stress field. Solution structures/governing equations are shown in the boxes.

4. Analytical solution

We start from the equations (2.6) and (2.8) in the lubrication regime when the axial length scale ($O(1)$) is large compared with the transverse ($O(\epsilon)$) lengthscale. This assumption breaks down in the inner regions either side of the interface (where the axial and transverse length scales are comparable). Following [16], we anticipate the presence of four regions, two outer domains of (dimensionless) length 1 (one fluid (domain I) and one poroelastic (domain IV)) and two inner domains of dimensionless length $\epsilon$ (one fluid (domain II) and one poroelastic (domain III)) as highlighted in fig. 4.1. The interface conditions (2.10) are applied in the inner domain. We solve the system in the inner domains (one fluid (domain II) and one poroelastic (domain III)), consider their far field behaviour and match with the outer domain solutions, to derive conditions coupling the outer problems together. The asymptotic analysis is carried out to order $O(\epsilon)$ for two reasons: (i) the effect of porosity heterogeneities in the transverse direction appear at the order $O(\epsilon)$; and (ii) a complete description of the leading-order behaviour in the inner regions requires information at $O(\epsilon)$ in the outer regions. Below we consider each domain separately.

4.1. Asymptotic structure.

4.1.1. Outer domains I and IV. In the outer domains, the axial length scale is large compared to the transverse lengthscale. We rescale as follows

\[
(X, Z) = (\tilde{X}, \epsilon \tilde{Z}), \quad (D_X, D_Z) = (\tilde{D}_X, \epsilon \tilde{D}_Z), \quad (U_X, U_Z) = (\epsilon^2 \tilde{U}_X, \epsilon^3 \tilde{U}_Z),
\]

\[
(V_X, V_Z) = (\tilde{V}_X, \epsilon \tilde{V}_Z), \quad (P_F, P_P) = (\tilde{P}_F, \tilde{P}_P), \quad (\Sigma_{XX}, \Sigma_{XZ}, \Sigma_{ZZ}) = (\epsilon \tilde{\Sigma}_{XX}, \epsilon^{-1} \tilde{\Sigma}_{XZ}, \tilde{\Sigma}_{ZZ}).
\]
Dropping the tildes, (2.6a), (2.6b) and (2.6c) in the poroelastic domain are now
\[
\varepsilon^2 \frac{\partial^2 \Sigma_{XX}}{\partial X^2} + \frac{\partial \Sigma_{XZ}}{\partial Z} - \varepsilon^2 \frac{\partial P_F}{\partial X} = 0, \quad \frac{\partial \Sigma_{XZ}}{\partial X} + \frac{\partial \Sigma'_{ZZ}}{\partial Z} - \frac{\partial P_F}{\partial Z} = 0, \quad (4.1a)
\]
\[
V_X = -K_0 \frac{\partial P_F}{\partial X}, \quad \varepsilon^2 V_z = -K_0 \frac{\partial P_F}{\partial Z}, \quad (4.1b)
\]
\[
\frac{\partial}{\partial X} \left( \frac{\partial D_X}{\partial T} + V_X \right) + \frac{\partial}{\partial Z} \left( \frac{\partial D_Z}{\partial T} + V_Z \right) = 0, \quad (4.1c)
\]
with the entries of the symmetric stress tensor $\Sigma'$ specified as
\[
\Sigma'_{XX} = 2H_0 \frac{\partial D_X}{\partial X} + N_0 \left( \frac{\partial D_X}{\partial X} + \frac{\partial D_Z}{\partial Z} \right), \quad (4.2a)
\]
\[
\Sigma'_{ZZ} = 2H_0 \frac{\partial D_Z}{\partial Z} + N_0 \left( \frac{\partial D_X}{\partial X} + \frac{\partial D_Z}{\partial Z} \right), \quad (4.2b)
\]
\[
\Sigma'_{XZ} = H_0 \left( \frac{\partial D_X}{\partial Z} + \varepsilon^2 \frac{\partial D_Z}{\partial X} \right). \quad (4.2c)
\]
The rescaled Stokes equations (2.8a) and (2.8b) are
\[
\varepsilon^2 \frac{\partial^2 U_X}{\partial X^2} + \frac{\partial^2 U_X}{\partial Z^2} - \frac{\partial P_F}{\partial X} = 0, \quad \varepsilon^2 \frac{\partial^2 U_Z}{\partial Z^2} + \frac{\partial P_F}{\partial Z} = 0, \quad (4.3a)
\]
\[
\frac{\partial U_X}{\partial X} + \frac{\partial U_Z}{\partial Z} = 0. \quad (4.3b)
\]
The boundary conditions are
\[
(U_X, U_Z) = (0, 0) \quad \text{on} \quad Z = 0, 1 \quad \text{for} \quad X < 0, \quad (4.4a)
\]
\[
(D_Z, V_Z, \Sigma'_{XZ}) = (0, 0, 0) \quad \text{on} \quad Z = 0, 1 \quad \text{for} \quad X > 0, \quad (4.4b)
\]
\[
D_X = 0, \quad P_F = 0 \quad \text{at} \quad X = 1, \quad (4.4c)
\]
\[
(U_X, U_Z) = (-6f(T)(Z^2 - Z), 0) \quad \text{at} \quad X = -1. \quad (4.4d)
\]
We pose an asymptotic expansion, as $\varepsilon \rightarrow 0$, of the form
\[
(U, P_F, D, P_P, V, \Sigma_{IJ}) = \left( U^{(0)}, P_F^{(0)}, D^{(0)}, P_P^{(0)}, V^{(0)}, \Sigma_{IJ}^{(0)} \right)
\]
\[
+ \varepsilon \left( U^{(1)}, P_F^{(1)}, D^{(1)}, P_P^{(1)}, V^{(1)}, \Sigma_{IJ}^{(1)} \right) + O(\varepsilon^2), \quad (4.5)
\]
where $I, J \in X, Z$. The function $H_0(X, \varepsilon Z)$ is expanded as
\[
H_0(X, \varepsilon Z) = H_0^{(0)}(X) + \varepsilon \left( \frac{\partial H_0}{\partial \varepsilon} \right) + O(\varepsilon^2) = H_0^{(0)}(X) + \varepsilon H_0^{(1)}(X, Z) + O(\varepsilon^2), \quad (4.6)
\]
and for $K_0(X, \varepsilon Z)$ and $N_0(X, \varepsilon Z)$ we proceed analogously. We note that the leading-order fields are functions of $X$ only.

4.1.2. Inner domains II and III. In the inner domains, the axial and transverse lengthscales are comparable, and we rescale as follows
\[
(X, Z) = \varepsilon(\bar{X}, \bar{Z}), \quad (D_X, D_Z) = (\bar{D}_X, \bar{D}_Z), \quad (U_X, U_Z) = (\varepsilon^2 \bar{U}_X, \varepsilon^2 \bar{U}_Z),
\]
\[
(V_X, V_Z) = (\bar{V}_X, \bar{V}_Z), \quad (\Sigma'_{XX}, \Sigma'_{XZ}, \Sigma'_{ZZ}) = \varepsilon^{-1}(\bar{\Sigma}'_{XX}, \bar{\Sigma}'_{XZ}, \bar{\Sigma}'_{ZZ}).
\]
We substitute these rescalings into (2.6) and (2.8), and define \( \nabla = (\partial/\partial \bar{X}, \partial/\partial \bar{Z}) \).

In the inner fluid domain II we recover the scenario analysed in [16], and thus
\[
-2 \epsilon \nabla \cdot e(\bar{U}) - \nabla \bar{P}_F = 0, \quad \nabla \cdot \bar{U} = 0, \quad (4.7)
\]
with \( e(\bar{U}) = \left( \nabla \bar{U} + \nabla \bar{U}^t \right)/2 \). In the inner porous domain III we have
\[
\nabla \cdot \left( \Sigma' - \epsilon \bar{P}_P \mathbf{I} \right) = 0, \quad \epsilon \bar{V} = -\kappa_0 \bar{V} \bar{P}_P, \quad \nabla \cdot \left( \partial \bar{D}/\partial T + \bar{V} \right) = 0, \quad (4.8)
\]
where the components of the symmetric solid stress in the porous domain \( \Sigma'(\bar{X}, T) \) are
\[
\Sigma'_{XX} = (2 \mathcal{H}_0 + N_0) \frac{\partial \bar{D}_X}{\partial X} + N_0 \frac{\partial \bar{D}_Z}{\partial Z}, \quad \text{(4.9a)}
\]
\[
\Sigma'_{ZZ} = (2 \mathcal{H}_0 + N_0) \frac{\partial \bar{D}_Z}{\partial Z} + N_0 \frac{\partial \bar{D}_X}{\partial X}, \quad \text{(4.9b)}
\]
\[
\Sigma'_{XZ} = \mathcal{H}_0 \left( \frac{\partial \bar{D}_Z}{\partial X} + \frac{\partial \bar{D}_X}{\partial Z} \right). \quad \text{(4.9c)}
\]

At the top and the bottom boundaries, we have the boundary conditions
\[
\bar{U} = 0 \quad \text{on} \quad \bar{Z} = 0, 1 \quad \text{for} \quad \bar{X} < 0, \quad (4.10a)
\]
\[
(\bar{D}_Z, \bar{V}_Z, \Sigma'_{XZ}) = (0, 0, 0) \quad \text{on} \quad \bar{Z} = 0, 1 \quad \text{for} \quad \bar{X} > 0. \quad (4.10b)
\]

The interface conditions (2.10a)–(2.10d) rescale as
\[
\epsilon \bar{U}_X = \epsilon \left( \frac{\partial \bar{D}_X}{\partial T} - \kappa_0 \frac{\partial \bar{P}_P}{\partial X} \right), \quad (4.11a)
\]
\[
2 \epsilon^2 \bar{K} \frac{\partial \bar{U}_X}{\partial X} - \epsilon \bar{K} \bar{P}_F = \Sigma'_{XX} - \epsilon \bar{P}_P; \quad 2 \epsilon^2 \bar{K} \frac{\partial \bar{U}_X}{\partial Z} + \epsilon^2 \bar{K} \frac{\partial \bar{U}_Z}{\partial X} = \Sigma'_{XZ}, \quad (4.11b)
\]
\[
-2 \epsilon \bar{K} \frac{\partial \bar{U}_X}{\partial X} + \bar{K} \bar{P}_F = \bar{P}_P, \quad (4.11c)
\]
\[
\frac{\partial \bar{U}_X}{\partial Z} + \frac{\partial \bar{U}_Z}{\partial X} = \gamma \frac{1}{\sqrt{\bar{K} \mathcal{K}_0}} \left( \bar{U}_Z - \frac{\partial \bar{D}_Z}{\partial T} \right). \quad (4.11d)
\]

In the inner domains, we pose an asymptotic expansion of the form
\[
(\bar{U}, \bar{P}_F, \bar{D}, \bar{P}_P, \bar{V}) = \left( \bar{U}^{(0)}, \bar{P}_F^{(0)}, \bar{D}^{(0)}, \bar{P}_P^{(0)}, \bar{V}^{(0)} \right) + \epsilon \left( \bar{U}^{(1)}, \bar{P}_F^{(1)}, \bar{D}^{(1)}, \bar{P}_P^{(1)}, \bar{V}^{(1)} \right) + O(\epsilon^2),
\]
as \( \epsilon \to 0 \), and, consistently, the function \( \mathcal{H}_0 (\bar{X}, \bar{Z}) \) is expanded as
\[
\mathcal{H}_0 (\bar{X}, \bar{Z}) = \mathcal{H}_0^{(0)} (0) + \epsilon \left( \frac{\partial \mathcal{H}_0^{(0)}}{\partial \bar{X}} \right) \bigg|_{\epsilon=0} + \mathcal{H}_0^{(1)} (0, \bar{Z}) + O(\epsilon^2), \quad (4.12)
\]
and analogously for \( \kappa_0 (\bar{X}, \bar{Z}) \) and \( N_0 (\bar{X}, \bar{Z}) \). Interestingly, the leading-order term of the material properties is constant in the inner porous domain.

In the following section, we present the asymptotic solutions for the pressure, velocity and deformation fields in all regions. For ease of presentation, we state the derived solutions for domains I and IV in sections §4.2.1 and §4.2.2, and give the full details of the solution derivation in Appendix A and B. We give full details of the derivation of the solutions in domains II and III in section §4.2.3. Finally we show how coupling conditions can be
derived from the inner solutions in regions II and III that match to the outer solutions in domains I and IV.

4.2. Asymptotic solution.

4.2.1. Fluid domain I. The behaviour in the outer fluid domain is analogous to the case studied in [16]. The leading and first order solutions in domain I are (see Appendix A for details)

\[ U^{(0)} = (6Z(1 - Z)f(T), 0), \quad P_F^{(0)} = P_F^{00} - 12Xf(T), \quad (4.13a,b) \]

\[ U^{(1)} = (0, 0), \quad P_F^{(1)} = P_F^{10}(T). \quad (4.13c,d) \]

The pressures contain two unknowns \( P_F^{00} \) and \( P_F^{10}(T) \) to be determined via matching the leading and first order pressure fields to the solutions in the inner domain (region II).

4.2.2. Poroelastic domain IV. The leading-order solutions in domain IV are (see Appendix B)

\[ D^{(0)} = (A_D^{(0)}(X, T), 0), \quad (4.14a) \]

\[ P_P^{(0)} = P_P^{01}(T) \int_1^X \frac{1}{K_0^{(0)}} \, d\xi + \int_1^X \frac{1}{K_0^{(1)}} \left( \int_0^\xi \left( \frac{\partial^2}{\partial T \partial \eta} A_D^{(0)}(\eta, T) \right) \, d\eta \right) \, d\xi, \quad (4.14b) \]

\[ V^{(0)} = \left( -P_P^{01}(T) + \int_0^X \frac{\partial^2}{\partial T \partial \xi} A_D^{(0)}(\xi, T) \, d\xi, 0 \right). \quad (4.14c) \]

We see that the leading-order fields are determined up to the specification of the functions \( A_D^{(0)}(X, T) \), that depends on both the longitudinal coordinate \( X \) and the time \( T \), and \( P_P^{01}(T) \), that depends only on time \( T \).

The first order solutions in domain IV are (see Appendix B)

\[ D^{(1)} = \left( A_D^{(1)}(X, T), \frac{1}{2}H_0^{(0)} + N_0^{(0)} \right) \left( Z \int_0^1 N_0^{(1)}(d\zeta) - \int_0^Z N_0^{(1)}(d\zeta) \right) \frac{\partial A_D^{(0)}}{\partial X}, \quad (4.15a) \]

\[ P_F^{(1)} = P_F^{11}(T) \int_1^X \frac{1}{K_0^{(0)}} \, d\xi + \int_1^X \frac{1}{K_0^{(1)}} \left( \int_0^\xi \frac{\partial^2 A_D^{(1)}}{\partial T \partial \eta} - \frac{K_0^{(1)}}{K_0^{(0)}} \frac{\partial^2 A_D^{(0)}}{\partial T \partial X} \right) \, d\xi + \frac{1}{K_0^{(0)}} \int_0^1 K_0^{(1)}(d\zeta) \left( P_P^{01} + \int_0^X \frac{\partial A_D^{(0)}}{\partial X} \, d\xi \right), \quad (4.15b) \]

\[ V^{(1)} = \left( -\left( K_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} + K_0^{(1)} \frac{\partial P_P^{(0)}}{\partial X} \right), \quad (4.15c) \right. \]

\[ -Z \frac{\partial^2 A_D^{(1)}}{\partial T \partial X} + \int_0^Z \frac{\partial}{\partial X} \left( K_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} \right) \, d\xi + Z \frac{\partial}{\partial X} \left( K_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} \right), \]

where \( V^{(1)} \) is left in terms of \( P_P^{(0)} \) and \( P_P^{(1)} \) for the sake of conciseness.

The first order fields are specified up to the unknown functions \( A_D^{(0)}(X, T) \) and \( P_P^{01}(T) \), already introduced at the leading-order, and the functions \( A_D^{(1)}(X, T) \) and \( P_P^{11}(T) \) that appear at this order.
Before moving into the analysis of regions II and III, we determine the differential equations that must be satisfied by the functions $A_D^{(0)}(X,T)$ and $A_D^{(1)}(X,T)$. In domain IV we solve the equilibrium equation $\nabla \cdot (\Sigma' - P_P I) = 0$ (see equation (2.6a)). Denoting the area and boundary of the domain by $A$ and $\mathcal{L}$, respectively, application of the divergence theorem to the square $[0, X] \times [0, 1]$ shown in fig. 4.2 gives
\[
\int_A \nabla \cdot (\Sigma' - P_P I) \, dA = \int_\mathcal{L} (\Sigma' - P_P I) \cdot n \, d\mathcal{L} = 0,
\]
(4.16)
where $n$ is the unit outward normal vector to the boundary. Equation (4.16) then gives
\[
\int_0^1 \left( - (\Sigma'_{XX} - P_P) \right) \vert_{X=0} + (\Sigma'_{XX} - P_P)) \right) \, d\zeta = -\frac{1}{\epsilon} \int_0^X (\Sigma'_{XZ} \vert_{Z=1} - \Sigma'_{XZ} \vert_{Z=0}) \, d\xi = 0,
\]
(4.17a)
\[
\int_0^1 (\Sigma'_{XX} \vert_{X=0} + \Sigma'_{XZ}) \, d\zeta = -\epsilon \int_0^X \left( (\Sigma'_{ZZ} - P_P) \right) \vert_{Z=1} - (\Sigma'_{ZZ} - P_P) \vert_{Z=0} \right) \, d\xi.
\]
(4.17b)
Equation (4.17a) at leading-order gives
\[
\Sigma'^{(0)}_{XX} - P_P^{(0)} = \Sigma^{(0)}_{XX}(X = 0, T) - P_P^{(0)}(X = 0, T).
\]
(4.18)
Using the relationship (4.2a), then gives an equation for $A_D^{(0)}(X,T)$
\[
\left( 2H_0^{(0)} + N_0^{(0)} \right) \frac{\partial A_D^{(0)}}{\partial X} - P_P^{(0)} = \Sigma^{(0)}_{XX} \vert_{X=0} - P_P^{(0)}(X = 0, T).
\]
(4.19)
Equation (4.19) is solved subjected to the boundary condition $A_D^{(0)}(X = 1, T) = 0$ and the function $\Sigma^{(0)}_{XX} \vert_{X=0}(T)$ is unknown at this stage.

At $O(\epsilon)$ analogous arguments can be used to obtain an equation for $A_D^{(1)}$ as
\[
\left( 2H_0^{(1)} + N_0^{(1)} \right) \frac{\partial A_D^{(1)}}{\partial X} + \frac{\partial A_D^{(0)}}{\partial X} \int_0^1 \left( 2H_0^{(1)} + N_0^{(1)} \right) \, d\zeta - P_P^{(1)} = \Sigma^{(1)}_{XX} \vert_{X=0} - P_P^{(1)}(X = 0, T).
\]
(4.20)
Equation (4.20) is solved subjected to the boundary condition $A_D^{(1)}(X = 1, T) = 0$. Again, the function $\Sigma^{(1)}_{XX} \vert_{X=0}(T)$ is unknown.

The leading-order solutions presented in (4.14a), (4.14c) and (4.14c), equipped with the equation in (4.19) for the function $A_D^{(0)}$, and the first order solutions presented in (4.15a), (4.15c) and (4.15c), equipped with the equation in (4.20) for the function $A_D^{(1)}$, are now determined up to four functions depending only on time $T$: $P_P^{(0)}(T)$, $P_P^{(1)}(T)$, $\Sigma^{(0)}_{XX} \vert_{X=0}(T)$ and $\Sigma^{(1)}_{XX} \vert_{X=0}(T)$. These four unknown functions are determined in §4.2.4 when the coupling conditions across the outer domains are presented. In order to complete this step, however, we first need to study the structure of the inner domains II and III.

4.2.3. Fluid domain II and Poroelastic domain III. At leading-order, the problems in the inner fluid domain (4.7) and in the inner poroelastic domain (4.8) coupled via (4.11) can be rearranged as follow. The leading-order pressure fields satisfy
\[
\begin{cases}
\nabla P_F^{(0)} = 0, & \text{in region II,} \\
\nabla P_F^{(0)} = 0, & \text{in region III,} \\
P_P^{(0)} = KP_F^{(0)}, & \text{on } \bar{X} = 0,
\end{cases}
\]
(4.21)
Figure 4.2. Structure of the elastic problem in terms of stresses in the outer
poroelastic domain IV. On the left the conditions are derived matching
with the inner solution on domain III; on the top and bottom boundaries the
conditions are obtained using the boundary conditions. On the right boundary
we have the value for a generic coordinate $X$.

which gives that the pressures are constant and related via $\bar{P}_P^{(0)} = K\bar{P}_F^{(0)}$.

The leading-order stress field in the poroelastic domain obeys

$$
\begin{cases}
\nabla \cdot \bar{\Sigma}^{(0)} = 0 & \text{in region III,} \\
\Sigma_{XX}^{(0)} = \Sigma_{XZ}^{(0)} = 0 & \text{on } \bar{X} = 0,
\end{cases}
$$

(4.22)

We first note that $\Sigma_{XX}^{(0)}$ is symmetric with respect to $\bar{Z} = 0.5$. Applying the divergence theorem to equation (4.22a) in $[0, \bar{X}] \times [0, 1]$, we find that $\int_0^1 \Sigma_{XX}^{(0)}(\bar{X}, Z, T) d\zeta = 0$: thus $\Sigma_{XX}^{(0)} = 0$. If $\Sigma_{XX}^{(0)} = 0$, the axial component of (4.22a), together with the boundary conditions $\Sigma_{XZ}^{(0)} = 0$ at $\bar{Z} = 0, 1$ gives $\Sigma_{XX}^{(0)} \equiv 0$. The transverse component of (4.22a) then gives $\Sigma_{ZZ}^{(0)} = h(\bar{X}, T)$. Having determined the form of the stress components, we use (4.9a) and (4.9b) to solve for the displacements: using $\bar{D}_Z^{(0)}(X, Z = 0, 1, T) = 0$, we get $\bar{D}_Z^{(0)} = 0$ (and $h(\bar{X}, T) = 0$) and $\bar{D}_X^{(0)} = g(\bar{Z}, T)$, i.e. $\bar{D}_X^{(0)}$ is independent by $\bar{X}$. Using (4.9c), $g(\bar{Z}, T) = g(T)$. The perhaps counterintuitive result is that the poroelastic inner region is stress-free and undergoes a rigid motion with $\bar{D}^{(0)} = \left(\bar{D}_X^{(0)}(T), 0\right)$.

At $O(\epsilon)$ equations (4.7) and (4.8), coupled via (4.11), reveal that the elastic problem decouples from the fluid flow at this order, and we can solve (i) an elastic problem for $\bar{D}^{(1)}$ valid in region III only and (ii) a Stokes-Darcy problem in the unknowns $\left(\bar{P}_F^{(1)}, \bar{U}^{(0)}, \bar{P}_P^{(1)}\right)$ in regions II and III.

The elastic problem is

$$
\begin{cases}
\nabla \cdot \bar{\Sigma}^{(1)} = 0 & \text{in region III,} \\
\Sigma_{XX}^{(1)} = \bar{P}_P^{(0)} - K\bar{P}_F^{(0)}, \quad \Sigma_{XZ}^{(1)} = 0 & \text{on } \bar{X} = 0,
\end{cases}
$$

(4.23)
Recalling that $\bar{P}_P^{(0)} - \bar{K}\bar{P}_F^{(0)} = 0$ at $\bar{X} = 0$ (see equation 4.21c), we can repeat the arguments made at leading-order to show that, at this order, the poroelastic domain is again stress-free and undergoes a displacement $\bar{D}^{(1)} = (\bar{D}_X^{(1)}(T), 0)$.

The coupled Stokes-Darcy problem is

\[
\begin{cases}
\nabla^2 \bar{U}^{(0)} - \nabla \bar{P}_F^{(1)} = 0 & \text{in region II,} \\
\bar{V}^{(0)} = -K_0^{(0)}(0)\nabla \bar{P}_F^{(1)} & \text{in region III}, \\
\bar{U}_X^{(0)} = \frac{\partial \bar{D}_X^{(0)}}{\partial T} - K_0^{(0)}(0)\frac{\partial \bar{P}_F^{(1)}}{\partial \bar{X}} & \text{on } \bar{X} = 0, \\
\bar{P}_F^{(1)} = K\bar{P}_F^{(1)} - 2K\frac{\partial \bar{U}_X^{(0)}}{\partial \bar{X}} & \text{on } \bar{X} = 0, \\
\frac{\partial \bar{U}_X^{(0)}}{\partial \bar{Z}} + \frac{\partial \bar{U}_\bar{Z}^{(0)}}{\partial \bar{X}} = \gamma \frac{1}{\sqrt{K\kappa_0^{(0)}(0)}} \bar{U}^{(0)} & \text{on } \bar{X} = 0.
\end{cases}
\] (4.24)

This system is solved subject to the following far field conditions, acting as boundary conditions at the inlet of domain II and the outlet of domain III, obtained from matching the inner solutions to the solutions in the outer domain, via

\[
\bar{U}^{(0)} \sim 6\bar{Z}(1 - \bar{Z})f(T)\epsilon_X \quad \text{for } \bar{X} \to -\infty, \quad \text{for } \bar{X} \to +\infty.
\] (4.25)

\[
\bar{P}_F^{(1)} \sim \left( P_F^{(0)}(0, T) + \frac{\partial P_F^{(0)}(\epsilon \bar{X}, T)}{\partial \epsilon} \bigg|_{\epsilon=0} \right) \quad \text{for } \bar{X} \to -\infty. 
\] (4.26)

This problem can be solved numerically to obtain the leading-order velocities fields $\bar{U}^{(0)}$, $\bar{V}^{(0)}$ and the first order pressure fields $\bar{P}_F^{(1)}$, $\bar{P}_P^{(1)}$.

4.2.4. Coupling conditions across the outer domains. The analysis in the outer domains, considering both the fluid and the poroelastic ones, left us with six unknowns to be determined (three for the leading-order problem and three for order $O(\epsilon)$ problem): $P_F^{(0)}(T)$ and $P_F^{(1)}(T)$ for the outer fluid domain and $P_P^{(0)}(T)$, $P_P^{(1)}(T)$, $\Sigma_{XX}^{(0)}|_{X=0}(T)$ and $\Sigma_{XX}^{(1)}|_{X=0}(T)$ for the outer poroelastic domain. To close the problem, we thus need six coupling conditions, imposed at $X = 0$, to relate the outer solutions in domains I and IV. These effective coupling conditions result from matching the solutions in the inner domains II and III with the outer solutions in domains I and IV.

From (4.21) we found that the pressure is constant across the inner domains, with $\bar{K}\bar{P}_F^{(0)} = \bar{P}_P^{(0)}$. Matching the inner solutions with the outer domains, we get $\bar{P}_P^{(0)} \sim P_P^{(0)}(0, T)$ for $\bar{X} \to +\infty$ and $\bar{P}_P^{(0)} \sim P_P^{(0)}(0, T)$ for $\bar{X} \to -\infty$. From (4.13a,b), $P_F^{(0)}(T) = P_F^{(0)}(T)$ so the coupling condition for the leading-order pressures is

\[
P_F^{(0)} = \frac{P_F^{(0)}(0, T)}{K}. \tag{4.27}\]

At the order $O(\epsilon)$ the inner domains are governed by the Stokes-Darcy problem in (4.24); once $\bar{P}_F^{(1)}$ is computed throughout domain II, we can use the matching condition with the outer fluid domain $\bar{P}_F^{(1)} \sim P_F^{(0)} - 12\bar{X}f(T)$ for $\bar{X} \to -\infty$ to compute $P_F^{(1)}(T)$.

From problems (4.22) and (4.23) we see that the displacement in the inner domain is in the axial direction and is spatially homogeneous at both the leading and first order.
Domain III is also stress free at these orders, and we can match the inner stress field with outer stress field for $\bar{X} \to \infty$ to obtain

$$\lim_{\bar{X} \to \infty} \Sigma_{XX}^{(0)} |_{\bar{X}=0} = 0 = \Sigma_{XX}^{(0)} |_{\bar{X}=0},$$

$$\lim_{\bar{X} \to \infty} \Sigma_{XX}^{(1)} |_{\bar{X}=0} = 0 = \Sigma_{XX}^{(1)} |_{\bar{X}=0},$$

from which we obtain the unknowns $\Sigma_{XX}^{(0)} |_{\bar{X}=0}$ and $\Sigma_{XX}^{(1)} |_{\bar{X}=0}$ required for (4.19) and (4.20).

To obtain $P_{01}^{01}(T)$ and $P_{11}^{01}(T)$, we use a global conservation of mass argument [16]. First, we focus on the leading-order and we refer to the problem for the velocities as shown in fig. 4.3. In the inner domains, from (4.24), we know that $\nabla \cdot \bar{U}^{(0)} = 0$ in region II and $\nabla \cdot \bar{V}^{(0)} = 0$ in region III; applying the divergence theorem to the inner domains and using the boundary conditions for the normal velocities at $Z = 0, 1$ in (4.10), we can write

$$\int_{0}^{1} (U^{(0)}_{X} - V^{(0)}_{X}) |_{\bar{X}=0} d\zeta = \int_{0}^{1} \lim_{\bar{X} \to -\infty} U^{(0)}_{X} d\zeta - \int_{0}^{1} \lim_{\bar{X} \to \infty} V^{(0)}_{X} d\zeta. \quad (4.29)$$

Employing (4.11a) across domains II and III at leading-order $\left(\bar{U}^{(0)}_{X} - \bar{V}^{(0)}_{X}\right) |_{\bar{X}=0} = \frac{\partial \bar{D}^{(0)}_{X}}{\partial T} |_{\bar{X}=0}$, and the matching conditions for the velocity field in the fluid domain, $\bar{U}^{(0)}_{X} |_{X=0} = U^{(0)}_{X} |_{X=0}$, and for the velocity and displacement fields in the poroelastic domain, $\lim_{\bar{X} \to \infty} \bar{V}^{(0)}_{X} = V^{(0)}_{X} |_{X=0}$ and $\lim_{\bar{X} \to \infty} \bar{D}^{(0)}_{X} = D^{(0)}_{X} |_{X=0}$, gives the following coupling condition for the outer I and IV domains

$$\int_{0}^{1} U^{(0)}_{X}(X = 0, T) d\zeta = \int_{0}^{1} \left( \frac{\partial \bar{D}^{(0)}_{X}}{\partial T} |_{X=0} + V^{(0)}_{X}(X = 0, T) \right) d\zeta, \quad (4.30)$$

where we point out that the function $P_{01}^{01}(T)$ is in the expression of $V^{(0)}_{X}(X, T)$. Analogous arguments can be used at order $O(\epsilon)$ to obtain the function $P_{11}^{01}(T)$ using

$$\int_{0}^{1} U^{(1)}_{X}(X = 0, T) d\zeta = \int_{0}^{1} \left( \frac{\partial \bar{D}^{(1)}_{X}}{\partial T} |_{X=0} + V^{(1)}_{X}(X = 0, T) \right) d\zeta. \quad (4.31)$$
4.2.5. Solutions in the poroelastic domain IV. Employing the coupling conditions (4.28), (4.30) and (4.31), we can state the full solution for the pressure, displacement and velocities in domain IV. At leading-order, we obtain

\[ P^0_p(X, T) = -f(T) \int_1^X \frac{1}{K_0^0(\xi)} d\xi + \int_1^X \frac{\partial A_D^0(\xi, T)}{\partial T} \frac{1}{K_0^0(\xi)} d\xi, \]  

(4.32a)

\[ V^0(X, T) = \left( f(T) - \frac{\partial A_D^0(X, T)}{\partial T} \right) e_X, \]  

(4.32b)

\[ D^0(X, T) = A_D^0(X, T)e_X, \]  

(4.32c)

with \( A_D^0(X, T) \) given by the solution of (4.19). At leading-order, the pressure, displacement and velocity fields do not depend on the transverse coordinate \( Z \).

At first order, the solution is

\[ P^{(1)}_p(X, T) = \int_1^X \frac{\partial A_D^{(1)}(\xi, T)}{\partial T} \frac{1}{K_0^{(1)}(\xi)} d\xi \]

\[ + \int_1^X \frac{1}{K_0^{(0)}(\xi)} \left( -f(T) + \frac{\partial A_D^0(\xi, T)}{\partial T} \right) \left( \int_1^{K_0^{(1)}(\xi, \zeta)} \frac{d\zeta}{K_0^{(0)}(\xi)} \right) d\xi, \]  

(4.33a)

\[ V^{(1)}(X, Z, T) = \left( -\frac{\partial A_D^{(1)}(T)}{\partial T} + \left( f(T) - \frac{\partial A_D^0(\xi, T)}{\partial T} \right) \left( \frac{K_0^{(1)}(X, Z)}{K_0^{(0)}(X)} - \int_0^{K_0^{(1)}(X, Z)} dZ \right) \right) e_X \]

\[ + \left[ \int_0^Z \frac{\partial}{\partial X} \left( -f(T) + \frac{\partial A_D^0(X, T)}{\partial T} \right) \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} d\zeta \right. \]

\[ -Z \frac{\partial}{\partial X} \left( -f(T) + \frac{\partial A_D^0(X, T)}{\partial T} \right) \int_0^Z \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} d\zeta \left] e_Z, \right. \]  

(4.33b)

\[ D^{(1)}(X, Z, T) = A_D^{(1)}(X, T)e_X \]

\[ + \frac{1}{2H_0^{(0)}(X) + N_0^{(0)}(X)} \left( Z \int_0^{K_0^{(1)}(X, \zeta)} d\zeta - \int_0^Z N_0^{(1)}(X, \zeta) d\zeta \right) \frac{\partial A_D^0(X)}{\partial X} e_Z, \]  

(4.33c)

with \( A_D^{(1)}(X, T) \) given by the solution of (4.20). We see that the first order correction to the pressure \( P^{(1)}_p \) does not depend on \( Z \), and only retains the \( X \)-dependence. The Darcy velocity and the displacement field, however, do vary in \( Z \): specifically, this dependence is controlled by the expression of \( K_0^{(1)} \) for the former and by \( H_0^{(1)} \) for the latter.

4.3. Limiting cases. Having determined analytical expressions for the flow and displacement in the outer domain IV, we now consider some limiting cases.

**Steady flow.** If the driving upstream flow is steady \((f(T) = 1)\) all the time derivatives appearing in (4.32) and (4.33) are zero. The solutions at leading-order are then

\[ P^0_p(X) = -\int_1^X \frac{1}{K_0^{(0)}(\xi)} d\xi, \]  

(4.34a)
\[ \mathbf{V}^{(0)}(X) = e_X, \]  
\[ D^{(0)}(X) = \int_X^1 \left[ \frac{1}{2H_0^{(0)}(\xi) + N_0^{(0)}(\xi)} \right] \left[ \frac{1}{K_0^{(0)}(\eta)} \right] d\eta \right] d\xi e_X. \]  

while at order \( O(\epsilon) \) we have

\[ P_p^{(1)}(X) = -\int_X^1 \frac{1}{K_0^{(0)}(\xi)} \left( \int_0^{\xi} \frac{K_0^{(1)}(\xi, \zeta)}{K_0^{(0)}(\xi)} d\zeta \right) d\xi; \]  
\[ V^{(1)}(X, Z) = \left( \frac{K_0^{(0)}(X, Z)}{K_0^{(0)}(X)} - \int_0^1 \frac{K_0^{(1)}(X, Z)}{K_0^{(0)}(X)} dZ \right) e_X \]  
\[ + \left[ -\int_0^Z \frac{\partial}{\partial X} \left( \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} \right) d\zeta + Z \frac{\partial}{\partial X} \left( \int_0^Z \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} d\zeta \right) \right] e_z, \]  
\[ D^{(1)}(X, Z) = \left[ -\int_X^1 \frac{1}{2H_0^{(0)}(\xi) + N_0^{(0)}(\xi)} \left( \int_0^{\xi} \frac{1}{K_0^{(0)}(\eta)} \left( \int_0^{\xi} \frac{K_0^{(1)}(\xi, \zeta)}{K_0^{(0)}(\xi)} d\zeta \right) d\eta \right) d\xi \right. \]  
\[ + \left. \int_X^1 \left( \frac{1}{2H_0^{(0)}(\xi) + N_0^{(0)}(\xi)} \left( \int_0^1 \frac{K_0^{(1)}(\xi, \zeta)}{K_0^{(0)}(\xi)} d\zeta \right) \frac{1}{K_0^{(0)}(\xi)} d\xi \right) \right] e_X \]  
\[ -(2H_0^{(0)}(X) + N_0^{(0)}(X))^{-2} \int_X^1 \frac{1}{K_0^{(0)}(\xi)} d\xi \left( Z \int_0^1 N_0^{(1)}(X, \zeta) d\zeta - \int_0^Z N_0^{(1)}(X, \zeta) d\zeta \right) e_z. \]

In this regime, the deformation of the solid skeleton and the flow of the fluid phase decouple. Indeed, pressure and velocity are uniquely determined by the permeability function \( K_0 \), while the elastic properties \( H_0 \) and \( N_0 \) only enter in the expression for displacement.

**Rigid solid skeleton.** Assuming rigid solid skeleton implies \( A_0^{(0)}, A_D^{(1)} \to 0 \) and the the sets of solutions \((4.32a), (4.32b)\) and \((4.33a), (4.33b)\) can be simplified as

\[ P_p^{(0)}(X, T) = -f(T) \int_X^1 \frac{1}{K_0^{(0)}(\xi)} d\xi, \]  
\[ V^{(0)}(X, T) = f(T)e_X, \]

and

\[ P_p^{(1)}(X, T) = -f(T) \int_X^1 \frac{1}{K_0^{(0)}(\xi)} \left( \int_0^{\xi} \frac{K_0^{(1)}(\xi, \zeta)}{K_0^{(0)}(\xi)} d\zeta \right) d\xi; \]  
\[ V^{(1)}(X, Z, T) = f(T) \left( \frac{K_0^{(1)}(X, Z)}{K_0^{(0)}(X)} - \int_0^1 \frac{K_0^{(1)}(X, Z)}{K_0^{(0)}(X)} dZ \right) e_X \]  
\[ + f(T) \left[ -\int_0^Z \frac{\partial}{\partial X} \left( \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} \right) d\zeta + Z \frac{\partial}{\partial X} \left( \int_0^Z \frac{K_0^{(1)}(X, \zeta)}{K_0^{(0)}(X)} d\zeta \right) \right] e_z, \]

showing that any temporal dynamics for the pressure and the Darcy velocity, at both orders in the rigid porous domain, is proportional to the imposed \( f(T) \) at the inlet.
Homogeneous material properties. In the limit of homogeneous material properties we can write $K_0(X, Z) = \bar{K}_0$, $H_0(X, Z) = \bar{H}_0$ and $N_0(X, Z) = \bar{N}_0$. At $O(1)$, the solutions (4.32) simplify as

\[
P_P^{(0)}(X, T) = \frac{1}{\bar{K}_0} \left( -f(T) (X - 1) + \int_1^X \frac{\partial A_D^{(0)}(\xi, T)}{\partial T} d\xi \right),
\]

\[
V^{(0)}(X, T) = \left( f(T) - \frac{\partial A_D^{(0)}(X, T)}{\partial T} \right) e_X,
\]

\[
D^{(0)}(X, T) = A_D^{(0)}(X, T)e_X,
\]

with $A_D^{(0)}(X, T)$ being the solution of the equation (4.19) with constant elastic parameters. At the order $O(\epsilon)$, the solutions (4.33a), (4.33b) and (4.33c) rewrite as

\[
P_P^{(1)}(X, T) = \frac{1}{\bar{K}_0} \int_1^X \frac{\partial A_D^{(1)}(\xi, T)}{\partial T} d\xi,
\]

\[
V^{(1)}(X, Z, T) = 0,
\]

\[
D^{(1)}(X, T) = A_D^{(1)}(X, T)e_X,
\]

with $A_D^{(1)}(X, T)$ now solution of

\[
- \nabla \cdot \left( 2\mu_s \nabla d - \phi I \right) = 0,
\]

\[
\phi - p_P + \mu_s \nabla \cdot d = 0,
\]

\[
\frac{1}{\lambda} \frac{\partial p_P}{\partial t} - \frac{1}{\lambda} \frac{\partial \phi}{\partial t} - \nabla \cdot \left( \frac{\tilde{K}}{\mu_f} \nabla p_P \right) = 0.
\]

In the homogeneous case, we lose any dependence of the solutions on the axial coordinate, and the correction to the Darcy velocity $V^{(1)}(X, Z, T)$ is zero.

5. Results

With the solutions presented in the previous section, we now move into validating and discussing our findings with the aim to highlight the effect that inhomogeneous properties and deformability have on the mechanics of the outer porous domain, when coupled to the fluid domain.

5.1. Finite element method. The finite element method that we use here to validate our solutions is analysed in [17] and it solves for the poroelasticity equations in $\Omega_P$, in terms of the solid displacement $d$, the fluid pressure $p_P$, and the total pressure $\phi = p_P - \lambda \nabla \cdot d$, as

\[
- \nabla \cdot (2\mu_s \mathcal{H} e(d) - \phi I) = 0,
\]

\[
\phi - p_P + \mu_s \nabla \cdot d = 0,
\]

\[
\frac{1}{\lambda} \frac{\partial p_P}{\partial t} - \frac{1}{\lambda} \frac{\partial \phi}{\partial t} - \nabla \cdot \left( \frac{\tilde{K}}{\mu_f} \nabla p_P \right) = 0.
\]

The finite element scheme is of second-order. It uses Taylor-Hood elements: overall continuous and piecewise quadratic polynomials for velocity, displacement, and fluid pressure approximation; and overall continuous and piecewise affine polynomials for the Stokes and poroelastic total pressure. The discretisation in time follows a backward Euler method with constant time step $\Delta t$. 
5.2. Analysis and validation. We motivate our choice of heterogeneous material properties in the poroelastic domain by the following observations. From (4.32a), (4.32b) and (4.32c) we see that, at leading-order, everything depends only on $X$. Analyzing the term in the parenthesis for the transverse component in (4.33c), we note that a cross term of the type $(XZ)$ in $N^{(1)}(1)$ allows us to have the transverse component of the displacement at $O(\epsilon)$ to be nonzero and to depend on both $X$ and $Z$, thus giving rise to a nonzero shear component of the stress tensor. From (4.33b), considering the term in the square brackets, we see that a nonzero transverse Darcy velocity at $O(\epsilon)$ can be obtained if $K^{(1)}(1)$ is either of the type $(XZ)$ or depending on $(Z)$ only. We therefore prescribe the following functional forms for the material properties

$$K_0 = 1.5 + 2.0X + \epsilon 7.0XZ, \quad H_0 = 0.5 - 0.2X - \epsilon 5XZ, \quad N_0 = 0.5 - 0.1X - \epsilon 5XZ,$$

and we plot their maps in the (dimensionless) poroelastic domain as shown in fig. 5.1. With this choice, the permeability increases moving from inlet to outlet and from bottom to top. The elastic properties show, instead, an opposite trend. This is consistent with what we would have expected if they were linked to a spatially-varying porosity field, instead of being prescribed directly on the spatial coordinates $X$ and $Z$ for simplicity: indeed, a larger porosity is related to a larger permeability and smaller effective elastic properties.

Since we want to compare the heterogeneous elastic domain also against the homogeneous case, we prescribe the properties in this latter case by computing the mean value of the leading-order terms in (5.2) as

$$\bar{K}_0 = \int_0^1 K_0^{(0)}dX = 2.5, \quad \bar{H}_0 = \int_0^1 H_0^{(0)}dX = 0.4, \quad \bar{N}_0 = \int_0^1 N_0^{(0)}dX = 0.45. \quad (5.3)$$

We finally set $\bar{K} = 0.06$ and the aspect ratio $\epsilon = 0.005$.

The problem solved with the finite element method presented in §5.1 is dimensional and we set the parameters values as $h = \epsilon$, $l = 1$, $\mu_f = 1$, $\mu_s,0 = 800000$, $\gamma = 0$ and $\kappa_0 = \bar{K}\epsilon^2 = 0.00015$, and having consistent units of measure. We consider flows driven by either a steady or a oscillatory upstream velocity profiles: in the latter case, we consider that the dimensional pulsation of velocity is equal to the inverse of the characteristic time.

We start by presenting the steady case ($f(T) = 1$). In fig. 5.2 we plot the pressure, axial velocity and axial displacement fields in the coupled Stokes flow-poroelastic domain, where the red and blue curves refer to quantities in the outer Stokes flow I and poroelastic domain IV, respectively, and the black curves to the finite element numerical results. All curves obtained within the lubrication limit are up to $O(\epsilon)$ except the pressure in the fluid domain.
Figure 5.2. Comparison between the lubrication limit and the finite element computations in terms of (left) pressure field, (centre) axial velocity field and (right) axial displacement field in the porous domain. Red and blue curves refer to the outer fluid and porous domains, respectively, and the black curves to finite element solutions. The agreement of the numerical solution is very good; to make the overlap with the analytical solution clearer, in the central panel we plot the black curve from the finite element results not covering the entire domain \( X \in [-1, 1] \).

Figure 5.3. Leading-order steady flow solution in term of pressure (left) and \( X \)-displacement (right) for the heterogeneous (red lines) and homogeneous (blue lines) case.

that requires the solution of the inner problem in (4.24) (not solved here numerically). A good agreement (between analytical and numerical predictions) is observed.

Fig. 5.3 shows the analytical pressure and axial displacement at leading-order in the poroelastic region, comparing homogeneous and heterogeneous material properties. Although the spatial average of the material properties is the same at leading-order, the total pressure drop and the displacement of the interface \( X = 0 \) differ. Moreover, if in the homogeneous case the pressure profile is necessarily linear and the displacement profile quadratic with respect to \( X \), this is not true for the heterogeneous case: the choice of permeability field, that increases with \( X \), leads to a concave pressure profile. A convex pressure profile is expected if the permeability decreases with \( X \) as evident from the solutions (4.34a) and (4.35a).

The heterogeneous distribution of the material properties causes the velocity and the displacement fields to depend on the transverse direction: the transverse Darcy velocity \( V_Z \)
and the transverse displacement \( D_Z \) in domain IV are nonzero at \( O(\epsilon) \) (see the analytical solutions \((4.35c)\) and \((4.35b)\)) and this is a key difference against the homogeneous case where \( V_Z^{(1)} = 0 \) and \( D_Z^{(1)} = 0 \). In fig. 5.4 (top row) we compare the analytical prediction and the numerical result for those two quantities at fixed selected transverse coordinates \( Z_s = [0.1, 0.25, 0.5] \). In fig. 5.4 (bottom row), instead, we plot these quantities with respect to the coordinate \( Z \) and at selected longitudinal coordinates \( X_s = [0.1, 0.5, 0.9] \). With the material parameters as in \((5.2)\), all these profiles are parabolic in the transverse direction: however, the transverse velocity decreases with the longitudinal position whereas the transverse displacement increases moving towards the outlet. In the steady scenario, the fluid flow and the elastic deformation are always decoupled and thus we expect that the velocities and pressure profiles presented in both fig. 5.3 and fig. 5.4 remain valid if we consider a rigid skeleton, with the displacement being obviously zero.

The availability of closed form solutions allows us to easily investigate secondary variables such as the elastic stress distribution in the poroelastic domain. The components of the stress tensor are presented in Appendix B. In the top row of fig. 5.5, we show the leading-order longitudinal \( \Sigma_XX^{(0)} \) and transverse \( \Sigma_ZZ^{(0)} \) stresses: they depend only on \( X \) but, in contrast to the homogeneous case, the increase (in magnitude) from inlet to outlet is not linear, because \( D_X \) is no longer quadratic. The bottom row shows the \( O(\epsilon) \) terms and they originate from the transverse heterogeneity of the material properties. For the specific case analysed we note that: (i) the longitudinal term is tensile and increasing moving towards the outlet and the top boundary; (ii) the transverse term is tensile, it depends only on \( X \) and increases moving towards the outlet; (iii) the shear term, absent at the leading order, increases when moving from the inlet to the outlet and from the top/bottom boundaries to the centre; (iv) the components of the stress at the leading-order are positive because the permeability increases and the elastic parameters decreases moving from the inlet to the outlet.

In fig. 5.6 we present the comparison in the oscillatory regime \((f(T) = \cos (T))\) in terms of the pressure \( P_P = P_P^* \cos (T + \phi_P) \) and the longitudinal displacement \( D_X = D_X^* \cos (T + \phi_D) \) in domain IV. For both quantities we present the modulus and the phase shift with respect to the forcing \( f(T) \) computed at the centre-line \( Z = 0.5 \) and for different coordinates \( X \): this information completely describes the time dependence at any point \((X, Z = 0.5)\) of the poroelastic domain; the continuous lines refer to the solutions in the lubrication limit and the empty circles to the finite element simulations. The \( X \) dependence of the modulus is, as expected, the same as in the steady case (the material parameters are kept the same). Although we do not consider inertia, the negative phase shift shows that both the quantities are delayed with respect to \( F(T) \) due to the fluid-elastic coupling present in domain IV. The phase shifts will be identically zero in the steady case or in the rigid case.

6. Concluding remarks

In this work we investigate the mechanics of a single-phase fluid-poroelastic system, coupled via appropriate interfacial conditions. In the fluid domain we assume a Newtonian incompressible fluid while the linear poroelastic domain has an inhomogeneous porosity that induces heterogeneity of the permeability and the Lamé parameters, which we capture by prescribing the spatial dependence of the material properties.
Focusing on the scenario where the characteristic time scale in the poroelastic domain ensures that the fluid and solid skeleton velocities are comparable, it can be shown that the coupling between a single-phase fluid domain and a poroelastic domain is controlled by two dimensionless parameters, $K_n$ and $U_n$. We apply the theoretical framework to a two-dimensional rectangular geometry, as typical, for example, in perfusion bioreactor systems. We exploit the small aspect ratio $\epsilon = \alpha/L \ll 1$ of the channel and perform an asymptotic analysis to determine closed-form analytical solutions to relate the spatial distribution of the material properties to the displacement, pressure, velocity and stress fields. (see §3). In this lubrication limit, there are four zones: the outer domains I (fluid) and IV (porous), where the mechanics depends on the interface via the coupling conditions derived in §4.2.4;
Figure 5.5. (top row) Leading-order terms for elastic stress distribution in the poroelastic domain as $\Sigma_X^{(0)}$ (left) and $\Sigma_Z^{(0)}$ (right). (bottom row) Order $O(\epsilon)$ terms for the elastic stress distribution in the poroelastic domain as $\Sigma_X^{(1)}$ (left), $\Sigma_Z^{(1)}$ (center) and $\Sigma_{XZ}^{(1)}$ (right). Note that colourbars differ for each plot.

Figure 5.6. Comparison between the oscillatory solution from the lubrication theory and the finite element solutions, in terms of modulus (left) and phase shift (right) of the pressure $P$ (blue) and the longitudinal displacement $D_X$ (red). Data shown here refer to centre-line $Z = 0.5$. Curves are the theoretical solutions and markers are the results from the finite element simulations.

the inner domains II (fluid) and III (porous), where the coupling is controlled by the interface via the equations in (4.11).

In the outer domain I, we recover the analysis in [16] when, to drive the flow, we specify the upstream velocity profile. In the outer domain IV we derive the governing equations up to order $O(\epsilon)$ and obtain solutions for the displacement field, the Darcy velocity and the pressure field. Employing the interfacial conditions, we show that the solutions in the
outer problem at leading-order can be fully computed once the equation (4.19) is solved. At order $O(\epsilon)$, instead, to compute the full solution to the outer problem, we require both the solution of the equation (4.20) and the function $P_{F}^{10}(T)$, which can be determined only when the inner Stokes-Darcy problem is solved. Equations (4.19) and (4.20) are the coupling conditions that we propose to couple domain I and domain IV, in terms of its solid effective elastic behaviour and thus close the problem.

We use the solutions obtained from our analysis to discuss both the effect of inhomogeneity and deformability of the porous domain.

In the steady case, the elastic deformation of the poroelastic domain is decoupled from the fluid flow. In such a regime we can solve the equations (4.19) and (4.20) in closed form and write the solution for the pressure field, the Darcy velocity and the displacement field up to order $O(\epsilon)$ in terms of the functions that describe the material heterogeneity. Compared to the homogeneous case, the presence of heterogeneous material properties permits to have leading-order profiles for the pressure and the displacement that are not necessarily linear and quadratic, respectively, and to have nonzero first order transverse Darcy velocity and displacement. Moreover, we show that heterogeneity can give rise to stress contributions not present for homogeneous materials. Indeed, the first order longitudinal and transverse components of the stress tensor are non necessarily linear in $X$, and the first order shear component of the stress tensor is nonzero.

The deformability of the solid phase modulates the temporal dynamics of the pressures and velocities via the extra contribution given by functions $\partial A^{(0)}_{D}/\partial T$ and $\partial A^{(1)}_{D}/\partial T$. This is shown in fig. 5.6 for a particular set of parameters. For comparison, in the case of a porous domain with a rigid solid skeleton, all the fields would have the same temporal behaviour as the imposed forcing at the inlet $f(T)$.

To investigate the behaviour in domains II and III we consider the effect of the interface as described by the equations in (4.11). The interesting outcome of our analysis is that, for the inner problem, the elastic and flow subproblems are decoupled, even in the transient case and up to order $O(\epsilon)$. We find that the stress tensors at both leading-order $\Sigma^{(0)}$ and first order $\Sigma^{(1)}$ are divergence free, with no traction applied at the interface. Thus region III undergoes a rigid body motion of a constant displacement fixed by domain IV. As a consequence, the fluid flow within the pores is regulated via a coupling between a Stokes domain and a Darcy domain with constant permeability, which is a much easier problem to solve numerically compared to the original Biot-Stokes system. The finding that the elastic part of domain III is stress free and the displacement homogeneous is the argument that allows us to provide the equations (4.19), (4.20), (4.30) and (4.31) to close the problem in the outer domains.

A possible application of our work is to perfusion systems, that are designed to guide the growth of a tissue by providing mechanical load to cells [1]. In such systems, cells are seeded within a porous biomaterial scaffold, which is then cultured in a perfusion bioreactor which forces fluid through the biomaterial scaffold. In this context, our analysis could provide ready-to-use relations to understand how the scaffold properties can be exploited to control prescribed mechanical load to the cells, and how growth (captured via a a change in porosity) could induce a change in mechanical stimuli.

Natural extensions of the present work include the analysis of the nonlinear elasticity case where large deformations are present. Our analysis in the lubrication limit can be applied
to situations where there is a clear separation between the transverse and the longitudinal scales; however, the effect of the interface can be investigated in a more general setting, studying how the description proposed here in the two-dimensional Cartesian setting can be generalised to 2D interfaces in a three dimensional framework.
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**Appendix A. Derivation of the solution in the outer fluid domain I**

Using the expansion (4.5) onto the governing equations in the fluid domain (4.3), we obtain

\[
\left( \frac{\partial U_X^{(0)}}{\partial Z^2} - \frac{\partial P_{F}^{(0)}}{\partial X} \right) + \epsilon \left( \frac{\partial U_X^{(1)}}{\partial Z^2} - \frac{\partial P_{F}^{(1)}}{\partial X} \right) + O(\epsilon^2) = 0, \tag{A.1}
\]

\[
\left( \frac{\partial P_{F}^{(0)}}{\partial Z} \right) + \epsilon \left( \frac{\partial P_{F}^{(1)}}{\partial Z} \right) + O(\epsilon^2) = 0, \tag{A.2}
\]

\[
\left( \frac{\partial U_X^{(0)}}{\partial X} + \frac{\partial U_Z^{(0)}}{\partial Z} \right) + \epsilon \left( \frac{\partial U_X^{(1)}}{\partial X} + \frac{\partial U_Z^{(1)}}{\partial Z} \right) + O(\epsilon^2) = 0. \tag{A.3}
\]

At the leading-order, from (A.2) we obtain

\[ P_{F}^{(0)} = P_{F}^{(0)}(X, T), \tag{A.4} \]

and, from (A.1),

\[ U_X^{(0)} = \frac{Z^2 \partial P_{F}^{(0)}}{2 \partial X} + Z U_X^{(0)}(X, T) + U_X^{(0)}(X, T), \tag{A.5} \]

with \( U_X^{(0)}(X, T) = 0 \) and \( U_X^{(0)}(X, T) = -\left( \partial P_{F}^{(0)}/\partial X \right)/2 \) when imposing \( U_X^{(0)}(Z = 0, 1) = 0 \) from the no-slip condition (4.4a). From (A.3) we can thus obtain the leading velocity along \( Z \) as

\[ U_Z^{(0)} = U_Z^{(0)}(X, T) - \frac{1}{2} \left( \frac{Z^3}{3} - \frac{Z^2}{2} \right) \frac{\partial^2 P}{\partial X^2}. \tag{A.6} \]

Using the no-slip condition \( U_Z^{(0)}(Z = 0) = 0 \), we get \( U_Z^{(0)}(X, T) = 0 \) while from \( U_Z^{(0)}(Z = 1) = 0 \) we have an equation for the pressure (decaying linearly with \( X \)), that in turn gives

\[ U_X^{(0)} = \frac{1}{2} P_{F}^{(0)} \left( Z^2 - Z \right). \tag{A.7} \]

At the leading-order, the condition on the imposed velocity at the inlet (4.4d) reduces to

\[ \int_0^1 U_X^{(0)} dZ = f(T), \tag{A.8} \]

and we get \( P_{F}^{(0)}(T) = -12 f(T) \). At \( O(\epsilon) \), the governing equations are formally equal to what we got at the leading-order once using the second term in the expansion for the
variables. Thus
\[ P_F^{(1)} = P_F^{10}(T) + P_F^{11}(T)X, \quad U_X^{(1)} = \frac{1}{2} P_F^{11}(T) (Z^2 - Z), \quad U_Z^{(1)} = 0, \quad (A.9) \]
with the condition on the imposed velocity at the inlet \((4.4d)\) at the first order to be
\[ \epsilon^2 \int_0^1 U_X^{(1)} dZ = 0. \quad (A.10) \]
From this we obtain \( P_F^{11}(T) = 0 \), thus recovering the expressions \((4.13a,b)\) and \((4.13c,d)\).

**Appendix B. Derivation of the solution in the outer poroelastic domain**

**IV**

The leading-order problem in domain IV reads
\[ \frac{\partial \Sigma_X^{(0)}}{\partial Z} = 0, \quad \frac{\partial \Sigma_Z^{(0)}}{\partial X} + \left( \Sigma_{ZZ}^{(0)} - P_P^{(0)} \right) = 0, \quad (B.1a,b) \]
\[ V_X^{(0)} = -K_0^{(0)} (X) \frac{\partial P_P^{(0)}}{\partial X}, \quad 0 = -\frac{\partial P_P^{(0)}}{\partial Z}, \quad (B.1c,d) \]
\[ \frac{\partial}{\partial X} \left( \frac{\partial D_X^{(0)}}{\partial T} + V_X^{(0)} \right) + \frac{\partial}{\partial Z} \left( \frac{\partial D_Z^{(0)}}{\partial T} + V_Z^{(0)} \right) = 0, \quad (B.1e) \]
\[ \Sigma_X^{(0)} = H_0^{(0)} \frac{\partial D_X^{(0)}}{\partial T}, \quad \Sigma_Z^{(0)} = \left( 2H_0^{(0)} + N_0^{(0)} \right) \frac{\partial D_Z^{(0)}}{\partial T} + N_0^{(0)} \frac{\partial D_X^{(0)}}{\partial X}, \quad (B.1f) \]
together with boundary conditions
\[ (D_Z^{(0)}, V_Z^{(0)}, \Sigma_X^{(0)}) = (0, 0, 0) \quad \text{on} \quad Z = 0, 1 \quad \text{for} \quad X > 0, \quad (B.2a) \]
\[ D_X^{(0)} = 0, \quad P_P^{(0)} = 0 \quad \text{at} \quad X = 1. \quad (B.2b) \]

From equation \((B.1c,d)\) we obtain
\[ P_P^{(0)} = P_P^{(0)}(X, T), \quad V_X^{(0)} = -K_0^{(0)} \frac{\partial P_P^{(0)}}{\partial X}. \quad (B.2a,b) \]
Equation \((B.1e)\) subject to the condition \( V_Z^{(0)}(X, Z = 0, T) = 0 \) gives
\[ V_Z^{(0)} = -\int_0^Z \frac{\partial}{\partial T} \left( \nabla \cdot D^{(0)} \right) d\zeta + Z \frac{\partial}{\partial X} \left( K_0^{(0)} \frac{\partial P_P^{(0)}}{\partial X} \right). \quad (B.3) \]
Exploiting the boundary condition \( V_Z^{(0)}(X, Z = 1, T) = 0 \), together with the boundary condition \( P_P^{(0)}(X = 1) = 0 \) we obtain the following expression for the pressure
\[ P_P^{(0)} = P_P^{11}(T) \int_1^X \frac{1}{K_0^{(0)}} d\xi + \int_1^X \frac{1}{K_0^{(0)}} \left( \int_0^\zeta \frac{\partial}{\partial T} \left( \nabla \cdot D^{(0)} \right) d\zeta \right) d\eta \] \( d\xi. \quad (B.4) \)
The displacement and stress are computed from \((B.1a,b),(B.1f)\), using the boundary conditions \( D_Z^{(0)}(X, Z = 0, T) = D_Z^{(0)}(X, Z = 1, T) = 0 \) and \( \Sigma_X^{(0)}(X, Z = 0, T) = \Sigma_X^{(0)}(X, Z = 1, T) = 0 \). We find
\[ D^{(0)} = (A_D^{(0)}(X, T), 0), \quad \Sigma_X^{(0)} = 0, \quad \Sigma_Z^{(0)} = N_0^{(0)} \frac{\partial A_D^{(0)}}{\partial X}. \quad (B.4a,b,c) \]
The $O(\epsilon)$-problem in domain IV reads

$$\frac{\partial \Sigma_{XZ}^{(1)}}{\partial Z} = 0, \quad \frac{\partial \Sigma_{ZZ}^{(1)}}{\partial Z} - \frac{\partial P_P^{(1)}}{\partial X} + \frac{\partial \Sigma_{XX}^{(1)}}{\partial X} = 0, \quad (B.5a,b)$$

$$V_X^{(1)} = - \left( \kappa_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} + \kappa_0^{(1)} \frac{\partial P_P^{(0)}}{\partial X} \right), \quad 0 = - \frac{\partial P_P^{(1)}}{\partial Z}, \quad (B.5c,d)$$

$$\frac{\partial}{\partial X} \left( \frac{\partial D_X^{(1)}}{\partial T} + V_X^{(1)} \right) + \frac{\partial}{\partial Z} \left( \frac{\partial D_Z^{(1)}}{\partial T} + V_Z^{(1)} \right) = 0, \quad (B.5e)$$

with

$$\Sigma_{XZ}^{(1)} = \mathcal{H}_0^{(0)} \frac{\partial D_X^{(1)}}{\partial Z} + \mathcal{H}_0^{(1)} \frac{\partial D_X^{(0)}}{\partial Z}, \quad (B.6)$$

$$\Sigma_{ZZ}^{(1)} = \left( 2\mathcal{N}_0^{(0)} + \mathcal{N}_0^{(1)} \right) \frac{\partial D_X^{(1)}}{\partial Z} + \mathcal{N}_0^{(0)} \frac{\partial D_X^{(1)}}{\partial X} + \mathcal{N}_0^{(1)} \frac{\partial D_X^{(0)}}{\partial X}, \quad (B.7)$$

together with boundary conditions

$$(D_Z^{(1)}, V_Z^{(1)}, \Sigma_{XZ}^{(1)}) = (0, 0, 0) \text{ on } Z = 0, 1 \text{ for } X > 0, \quad (B.8a)$$

$$D_X^{(1)} = 0, \quad P_P^{(1)} = 0 \text{ at } X = 1. \quad (B.8b)$$

From equations $(B.5c,d)$ we obtain

$$P_P^{(1)} = P_P^{(1)}(X, T), \quad V_X^{(1)} = - \left( \kappa_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} + \kappa_0^{(1)} \frac{\partial P_P^{(0)}}{\partial X} \right). \quad (B.8a,b)$$

Equation $(B.5e)$ subject to the condition $V_Z^{(1)}(X, Z = 0, T) = 0$ gives

$$V_Z^{(1)} = - \int_0^Z \frac{\partial}{\partial T} \left( \nabla \cdot D^{(1)} \right) d\zeta + \int_0^Z \frac{\partial}{\partial X} \left( \kappa_0^{(1)} \frac{\partial P_P^{(0)}}{\partial X} \right) d\zeta + Z \frac{\partial}{\partial X} \left( \kappa_0^{(0)} \frac{\partial P_P^{(1)}}{\partial X} \right). \quad (B.9)$$

Exploiting the boundary condition $V_Z^{(1)}(X, Z = 1, T) = 0$, together with the boundary condition $P_P^{(1)}(X = 1) = 0$ we obtain the following expression for the pressure

$$P_P^{(1)} = P_P^{(1)}(T) \int_1^X \frac{1}{\kappa_0^{(0)}} d\xi + \int_1^X \frac{1}{\kappa_0^{(1)}} \left( \int_0^\xi (G^{(1)}(\eta, T)) d\eta \right) d\xi, \quad (B.10)$$

with

$$G^{(1)} = \int_0^1 \frac{\partial}{\partial T} \left( \nabla \cdot D^{(1)} \right) d\zeta - \int_0^1 \frac{\partial}{\partial X} \left( \kappa_0^{(1)} \frac{\partial P_P^{(0)}}{\partial X} \right) d\zeta.$$

The displacement and stress fields are computed from $(B.5a,b)$ and $(B.1f)$, using the boundary conditions $D_Z^{(1)}(X, Z = 0, T) = D_Z^{(1)}(X, Z = 1, T) = 0$ and $\Sigma_{XZ}^{(1)}(X, Z = 0, T) = \Sigma_{XX}^{(1)}(X, Z = 1, T) = 0$. We find

$$D^{(1)} = \left( A_D^{(1)}(X, T), \frac{1}{2\mathcal{H}_0^{(0)} + \mathcal{N}_0^{(0)}} \left( Z \int_0^1 \mathcal{N}_0^{(1)} d\zeta - \int_0^Z \mathcal{N}_0^{(1)} d\zeta \right) \frac{\partial A_D^{(0)}}{\partial X} \right), \quad \Sigma_{XX}^{(1)} = 0, \quad \Sigma_{ZZ}^{(1)} = \mathcal{N}_0^{(0)} \frac{\partial A_D^{(1)}}{\partial X} + \mathcal{N}_0^{(1)} \frac{\partial A_D^{(0)}}{\partial X}. \quad (B.10a,b,c)$$
COUPLED STOKES FLOW WITH INHOMOGENEOUS PoroELASTICITY
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\[ \mathbf{U}^{(0)} = \mathbf{U}^{(1)} = 0 \]

\[ \mathbf{U}^{(0)} = 6Z(1-Z)f(T)e_x \]

\[ P_F^{(0)} = P_F^{00} - 12Xf(T) \]

\[ \mathbf{U}^{(1)} = 0 \]

\[ P_F^{(1)} = P_F^{10} \]

\[ \mathbf{U}^{(0)} = \mathbf{U}^{(1)} = 0 \]

\[ \nabla P_F^{(0)} = 0 \]

\[ \Delta \mathbf{U}^{(0)} - \nabla P_F^{(1)} = 0 \]

\[ \nabla \cdot \mathbf{U}^{(0)} = \nabla \cdot \mathbf{U}^{(1)} = 0 \]

\[ \nabla \cdot \nabla \mathbf{U}^{(0)} = \nabla \cdot \nabla \mathbf{U}^{(1)} = 0 \]

\[ \mathbf{V}_Z^{(1)} = \mathbf{D}_Z^{(1)} = \mathbf{\Sigma}_X^{(1)} \]

\[ \mathbf{V}_Z^{(0)} = \mathbf{D}_Z^{(0)} = \mathbf{\Sigma}_X^{(0)} \]

\[ \mathbf{V}_Z^{(1)} = \mathbf{D}_Z^{(1)} = \mathbf{\Sigma}_X^{(1)} \]

Interfacial conditions eqs (5.13)

Interfacial conditions from section 5.2.4