Secure model aggregation is a key component of federated learning (FL) that aims at protecting the privacy of each user’s individual model, while allowing their global aggregation. It can be applied to any aggregation-based approaches, including algorithms for training a global model (e.g., FedNova, FedProx, FedOpt), as well as personalized FL frameworks (e.g., pFedMe, Ditto, Per-FedAvg). Model aggregation needs to also be resilient to likely user dropouts in FL system, making its design substantially more complex. State-of-the-art secure aggregation protocols essentially rely on secret sharing of the random-seeds that are used for mask generations at the users, in order to enable the reconstruction and cancellation of those belonging to dropped users. The complexity of such approaches, however, grows substantially with the number of dropped users. We propose a new approach, named LightSecAgg, to overcome this bottleneck by turning the focus from “random-seed reconstruction of the dropped users” to “one-shot aggregate-mask reconstruction of the active users”. More specifically, in LightSecAgg each user protects its local model by generating a single random mask. This mask is then encoded and shared to other users, in such a way that the aggregate-mask of any sufficiently large set of active users can be reconstructed directly at the server via encoded masks. We show that LightSecAgg achieves the same privacy and dropout-resiliency guarantees as the state-of-the-art protocols, while significantly reducing the overhead for resiliency to dropped users. Furthermore, our system optimization helps to hide the runtime cost of offline processing by parallelizing it with model training. We evaluate LightSecAgg via extensive experiments for training diverse models (logistic regression, shallow CNNs, MobileNetV3, and EfficientNet-B0) on various datasets (FEMNIST, CIFAR-100, GLD-23K) in a realistic FL system, and demonstrate that LightSecAgg significantly reduces the total training time, achieving a performance gain of up to $12.7\times$ over baselines.
1 Introduction

Federated learning (FL) has emerged as a promising approach to enable distributed training over a large number of users, while protecting the privacy of each user \[17, 18\]. The key idea of FL is to keep users’ data on their devices and instead train local models at each user. The locally trained models would then be aggregated via a server to update a global model, which is then pushed back to users. Due to model inversion attacks (e.g., \[9, 28, 33\]), a critical consideration in FL design is to also ensure that the server does not learn the locally trained model of each user during model aggregation. Furthermore, model aggregation should be robust to likely user dropouts (due to poor connectivity, low battery, unavailability, etc) in FL systems. As such, there has been a series of works that aim at developing secure aggregation protocols for FL that protect privacy of each user’s individual model, while allowing their global aggregation amidst possible user dropouts (e.g., \[4, 24, 12\]).

State-of-the-art secure aggregation protocols essentially rely on two main principles: (1) pairwise random-seed agreement between users in order to generate masks that hide users’ models while having an additive structure that allows their cancellation when added at the server; (2) secret sharing of the random-seeds, in order to enable the reconstruction and cancellation of masks belonging to dropped users (see the illustration in Figure 1). The main drawback of such approaches is that the number of mask reconstructions at the server substantially grows as more users are dropped, causing a major computational bottleneck. For instance, the execution time of the SecAgg protocol proposed in \[4\] is observed to be significantly limited by mask reconstructions at the server \[3\]. SecAgg+ \[2\], an improved version of SecAgg, reduces the overhead at the server by replacing the complete communication graph of SecAgg with a sparse random graph, such that secret sharing is only needed within a subset of users instead of for all users pairs. However, the number of mask reconstructions in SecAgg+, still increases as more users drop, eventually limiting the scalability of FL systems. There have also been several other approaches, such as \[24, 12\], to alleviate this bottleneck, however they either increase round/communication complexity, or compromise the dropout and privacy guarantees.

We propose a new perspective for secure model aggregation in FL, by turning the focus from “pairwise random-seed reconstruction of the dropped users” to “one-shot aggregate-mask reconstruction of the surviving users”. Using this viewpoint, we propose a new protocol named LightSecAgg, that provides the same level of privacy and dropout-resiliency guarantees as the state-of-the-art while substantially reducing the aggregation (hence run-time) complexity. The main idea of LightSecAgg is that each user protects its local model using a locally generated random mask. This mask is then encoded and shared to other users, in such a way that the aggregate-mask of any sufficiently large set of surviving users can be directly reconstructed at the server. In sharp contrast to prior schemes, in this approach the server only needs to reconstruct one mask in the recovery phase, independent of the number of dropped users. We further propose system-level optimization methods to improve the run-time. In particular, we take advantage of the fact that the generation of random masks is independent of the computation of the local model, hence each user can parallelize these two operations via a multi-thread processing, which is beneficial to all evaluated secure aggregation protocols in reducing the total running time.

We run extensive experiments over Amazon EC2 cloud platform to empirically demonstrate the performance of LightSecAgg in a real-world FL setting with up to 200 users, and compare with two state-of-the-art protocols SecAgg and SecAgg+. To provide a comprehensive coverage of realistic FL settings, we train various machine learning models including logistic regression, convolutional neural network (CNN) \[17\], MobileNetV3 \[11\], and EfficientNet-B0 \[26\].
for image classification over datasets of different image sizes: low resolution images (FEMNIST [5], CIFAR-100 [13]), and high resolution images (Google Landmarks Dataset 23k [29]). The empirical results show that LightSecAgg provides significant speedup for all considered FL training tasks in the running time over SecAgg and SecAgg+ and achieves a performance gain of up to 12.7×. The performance comparison implies that compared to baselines, LightSecAgg can even survive and speedup the training of large deep neural network models on high resolution image datasets. Breakdowns of speedup confirm that the primary gain lies in the complexity reduction at the server provided by LightSecAgg, especially for large number of users.

Related works. Beyond pairwise random masking technique used in [4, 2], there have been also other works towards making the secure aggregation more efficient (e.g., [12] [24] [32]). TurboAgg [24] utilizes a circular communication topology to reduce the communication and computation overhead but it incurs an additional round complexity. FastSecAgg [12] provides a secure aggregation with the overhead of O(|log N|) based on the Fast Fourier Transform multi-secret sharing. However, FastSecAgg provides lower privacy and dropout guarantees compared to the other state of the arts. The idea of one-shot reconstruction of the aggregate-mask was also employed in a recent work [32], where the aggregated masks corresponding to each of the user dropout patterns was prepared by a trusted third party, encoded and distributed to users prior to model aggregation. The major advantages of LightSecAgg over the scheme in [32] are 1) not requiring a trusted third party; and 2) requiring much less amount of randomness generation and a much smaller storage cost at each user. Furthermore, there have also not been any system-level performance evaluations of [32] in FL experiments. We would finally like to emphasize that our proposed LightSecAgg protocol can be applied to any aggregation-based approaches (e.g., FedNova [27], FedProx [16], FedOpt [1]), as well as personalized FL frameworks (e.g., pFedMe [25], Ditto [15], Per-FedAvg [8]).

2 Problem Formulation

Federated learning (FL) is a distributed training framework for machine learning in mobile networks while preserving the privacy of users. The goal is to learn the parameter for the global model x with dimension d, using data held at mobile devices. This can be represented by minimizing a global objective function F: F(x) = N \sum_{i=1}^{N} p_i F_i(x) where N is the total number of users, F_i is the local objective function of user i, and p_i ≥ 0 is a weight parameter assigned to user i to specify the relative impact of each user such that \sum_{i=1}^{N} p_i = 1.

Training is performed through an iterative process where mobile users interact through the central server to update the global model. At each iteration, the server shares the current state of the global model, denoted by x(t), with the mobile users. Each user i creates a local update, x_i(t). The local models of the N users are sent to the server and then aggregated by the server. Using the aggregated models, the server updates the global model x(t + 1) for the next iteration. In FL, some users may potentially drop from the learning procedure due to unreliable communication connections. The goal of the server is to obtain the sum of the remaining surviving users’ local models. This update equation is given by x(t + 1) = \frac{1}{|U(t)|} \sum_{i \in U(t)} x_i(t), where U(t) denotes the set of surviving users at iteration t. Then, the server pushes the updated global model x(t + 1) to the mobile users.

As the local models carry extensive information about the local datasets stored at the users, e.g., the private data from the local models can be reconstructed by using a model inversion attack [9, 28, 33]. To address such privacy leakage from the local models, secure aggregation has been introduced in [4]. A secure aggregation protocol enables the computation of the aggregation operation while ensuring that the server learns no information about the local models x_i(t) beyond their aggregated model. In particular, our goal is to securely evaluate the aggregate of the local models y = \sum_{i \in U} x_i, where we omit the iterate index t for simplicity. Since secure aggregation protocols build on cryptographic primitives that require all operations to be carried out over a finite field, we assume that the elements of x_i and y are from a finite field \mathbb{F}_q for some field size q. We evaluate the performance of a secure aggregation protocol for FL through the following two key guarantees.

• Privacy guarantee. We consider a threat model where the users and the server are honest but curious. We assume that up to T users can collude with each other as well as with the server to infer the local models of other users. The secure aggregation protocol has to guarantee that nothing can be learned beyond the aggregate-model, even if up to T users cooperate with each other. We consider privacy in the information-theoretic sense. For every subset of users T ⊆ [N] of size at most T, we must have mutual information I(\{x_i\}_{i \in |N|}; Y | \sum_{i \in U} x_i, Z_T) = 0, where Y is the collection of information at the server, and Z_T is the collection of information at the users in T.

• Dropout-resiliency guarantee. In FL, users may get dropped or delayed at any time during protocol execution due to various reasons, e.g., poor wireless channel conditions, low battery, etc. We assume that there are at most D

\footnote{For simplicity, we assume that all users have equal-sized datasets, i.e., p_i = \frac{1}{N} for all i ∈ [N].}
dropped users during the execution of protocol, i.e., there are at least \( N - D \) surviving users after potential dropouts. The protocol has to guarantee that the server can correctly recover the aggregated models of the surviving users, even if up to \( D \) users drop.

We are interested in designing an efficient and scalable secure aggregation protocol that simultaneously achieves strong privacy and dropout-resiliency guarantees, scaling linearly with the number of users \( N \), e.g., simultaneously achieves privacy guarantee \( T = \frac{1}{N} \) and dropout-resiliency guarantee \( D = \frac{N}{2} - 1 \).

3 Overview of Baseline Protocols \textbf{SecAgg} and \textbf{SecAgg+}

We first review the state-of-the-art secure aggregation protocols \textbf{SecAgg} [4] and \textbf{SecAgg+} [2] as our main baselines. Essentially, \textbf{SecAgg} and \textbf{SecAgg+} require each user to mask its local model using random keys before aggregation. In \textbf{SecAgg}, privacy of individual models is provided by pairwise random masking. Through a key agreement (e.g., Diffie-Hellman key agreement [2]), each pair of users \( i, j \in [N] \) first agree on a pairwise random seed \( a_{i,j} = \text{Key.Agree}(sk_i, pk_j) = \text{Key.Agree}(sk_j, pk_i) \) where \( sk_i \) and \( pk_i \) are the private and public keys of user \( i \) respectively. In addition, user \( i \) creates a private random seed \( b_i \) to prevent the privacy breaches that may occur if user \( i \) is only delayed instead of dropped, in which case the pairwise masks alone are not sufficient for privacy protection. User \( i \in [N] \) then masks its model \( x_i \) by \( \tilde{x}_i = x_i + \text{PRG}(b_i) + \sum_{j<i} \text{PRG}(a_{i,j}) - \sum_{j>i} \text{PRG}(a_{j,i}) \), where \( \text{PRG} \) is a pseudo random generator, and sends it to the server. Finally, user \( i \) secret shares its private seed \( b_i \) as well as private key \( sk_i \) with the other users via Shamir’s secret sharing [30]. From a subset of users who survived the previous stage, the server collects either the shares of the private key belonging to a dropped user, or the shares of the private seed belonging to a surviving user (but not both). Using the collected shares, the server reconstructs the private seed of each surviving user, and the pairwise seeds of each dropped user. The server then computes the aggregated models,

\[
\sum_{i \in \mathcal{U}} x_i = \sum_{i \in \mathcal{U}} (\tilde{x}_i - \text{PRG}(b_i)) + \sum_{i \in \mathcal{D}} \left( \sum_{j < i} \text{PRG}(a_{i,j}) - \sum_{j > i} \text{PRG}(a_{j,i}) \right)
\]

in which \( \mathcal{U} \) and \( \mathcal{D} \) represent the set of surviving and dropped users respectively. \textbf{SecAgg} protects model privacy against \( T \) colluding users, and is robust to \( D \) user dropouts as long as \( N - D > T \).

We now illustrate \textbf{SecAgg} through a simple example. Consider a secure aggregation problem in FL, where there are \( N = 3 \) users with \( T = 1 \) privacy guarantee and dropout-resiliency guarantee \( D = 1 \). Each user \( i \in \{1, 2, 3\} \), holds a local model \( x_i \in \mathbb{F}_q^n \). As shown in Figure 2, \textbf{SecAgg} is composed of the following three phases:

**Offline pairwise agreement.** User 1 and user 2 agree on pairwise random seed \( a_{1,2} \). User 1 and user 3 agree on pairwise random seed \( a_{1,3} \). User 2 and user 3 agree on pairwise random seed \( a_{2,3} \). In addition, user \( i \in \{1, 2, 3\} \) creates private random seed \( b_i \). Then, user \( i \) secret shares \( b_i \) and its private key \( sk_i \) with the other users via Shamir’s secret sharing. In this example, a 2 out of 3 secret sharing is used to tolerate 1 curious user.

**Masking and uploading of local models.** To provide the privacy of each individual model, user \( i \in \{1, 2, 3\} \), masks its model \( x_i \) as follows:

\[
\tilde{x}_1 = x_1 + n_1 + z_{1,2} + z_{1,3}, \quad \tilde{x}_2 = x_2 + n_2 + z_{2,3} - z_{1,2}, \quad \tilde{x}_3 = x_3 + n_3 - z_{1,3} - z_{2,3},
\]

where \( n_i = \text{PRG}(b_i) \) and \( z_{i,j} = \text{PRG}(a_{i,j}) \) are the random masks generated by a pseudo random generator. Then user \( i \in \{1, 2, 3\} \), sends its masked local model \( \tilde{x}_i \) to the server.

**Aggregate-model recovery.** Suppose that user 1 drops in the previous phase. The goal of the server is to compute the aggregate of models \( x_2 + x_3 \). Note that

\[
x_2 + x_3 = \tilde{x}_2 + \tilde{x}_3 + (z_{1,2} + z_{1,3} - n_2 - n_3).
\]

Hence, the server needs to reconstruct masks \( n_2, n_3, z_{1,2}, z_{1,3} \) to recover \( x_2 + x_3 \). To do so, the server has to collect two shares for each of \( b_2, b_3, sk_1 \) and then compute the aggregate model by [3]. Since complexity of evaluating a PRG scales linearly with its size, the computation cost of the server for mask reconstruction is \( 4d \).

We note that \textbf{SecAgg} requires the server to compute a PRG function on each of reconstructed seeds to recover the aggregated masks, which incurs the overhead of \( O(N^2) \) (see more details in Section 5) and dominates the overall execution time of the protocol [4]. \textbf{SecAgg+} reduces the overhead of mask reconstructions from \( O(N^2) \) to \( O(N \log N) \) by replacing the complete communication graph of \textbf{SecAgg} with a sparse random graph of degree \( O(\log N) \) to reduce both communication and computation loads. Reconstructing pairwise random masks in \textbf{SecAgg} and \textbf{SecAgg+} poses major bottlenecks in scaling to a large number of users. To overcome such computational bottleneck, we introduce the \textbf{LightSecAgg} protocol which enables the server to recover the aggregate-mask of all surviving users in one shot, while maintaining the same privacy and dropout-resiliency guarantees.
We formally present LightSecAgg. Then, the server recovers the aggregate-model surviving users. In particular, parameters \( 0 \leq \text{scale} \) can recover the aggregate of masks from the encoded masks via an one-shot computation with a cost that does not exceed \( 4d \) at the server.

### 4 The Proposed LightSecAgg Protocol

Before providing a general description of LightSecAgg, we first illustrate its key ideas through the previous 3-user example. As shown in Figure 2, LightSecAgg has the following three phases:

**Offline encoding and sharing of local masks.** User \( i \in \{1, 2, 3\} \) randomly picks \( z_i \) and \( n_i \) from \( F_q \). User \( i \in \{1, 2, 3\} \) creates the masked version of \( z_i \) by encoding \( z_i \) and \( n_i \),

\[
\tilde{z}_{1,1} = -z_1 + n_1, \quad \tilde{z}_{1,2} = 2z_1 + n_1, \quad \tilde{z}_{1,3} = z_1 + n_1; \\
\tilde{z}_{2,1} = -z_2 + n_2, \quad \tilde{z}_{2,2} = 2z_2 + n_2, \quad \tilde{z}_{2,3} = z_2 + n_2; \\
\tilde{z}_{3,1} = -z_3 + n_3, \quad \tilde{z}_{3,2} = 2z_3 + n_3, \quad \tilde{z}_{3,3} = z_3 + n_3; 
\]

and user \( i \) sends \( \tilde{z}_{i,j} \) to each user \( j \in \{1, 2, 3\} \). Thus, user \( i \) receives \( \tilde{z}_{j,i} \) for \( j \in \{1, 2, 3\} \). In this case, this procedure provides robustness against 1 dropped user and privacy against 1 curious user.

**Masking and uploading of local models.** To make each individual model private, each user \( i \in \{1, 2, 3\} \) masks its local model as follows:

\[
\tilde{x}_1 = x_1 + z_1, \quad \tilde{x}_2 = x_2 + z_2, \quad \tilde{x}_3 = x_3 + z_3, 
\]

and sends its masked model to the server.

**One-shot aggregate-model recovery.** Suppose that user 1 drops in the previous phase. To recover the aggregate of models \( x_2 + x_3 \), the server only needs to know the aggregated masks \( z_2 + z_3 \). To recover \( z_2 + z_3 \), the surviving user 2 and user 3 send \( \tilde{z}_{2,2} + \tilde{z}_{3,2} \) and \( \tilde{z}_{2,3} + \tilde{z}_{3,3} \),

\[
\tilde{z}_{2,2} + \tilde{z}_{3,2} = 2(z_2 + z_3) + n_2 + n_3, \quad \tilde{z}_{2,3} + \tilde{z}_{3,3} = (z_2 + z_3) + n_2 + n_3, 
\]

to the server respectively. After receiving the messages from user 2 and user 3, the server can directly recover the aggregated masks via an one-shot computation as follows:

\[
z_2 + z_3 = \tilde{z}_{2,2} + \tilde{z}_{3,2} - (\tilde{z}_{2,3} + \tilde{z}_{3,3}). 
\]

Then, the server recovers the aggregate-model \( x_2 + x_3 \) by subtracting \( z_2 + z_3 \) from \( \tilde{x}_2 + \tilde{x}_3 \). As opposed to SecAgg which has to reconstruct the dropped random seeds, LightSecAgg enables the server to reconstruct the desired aggregate of masks via a direct one-shot recovery. Compared with SecAgg, LightSecAgg reduces the server’s computational cost from \( 4d \) to \( d \) in this simple example.

### 4.1 General Description of LightSecAgg

We formally present LightSecAgg, whose idea is to encode the local generated random masks in a way that the server can recover the aggregate of masks from the encoded masks via an one-shot computation with a cost that does not scale with \( N \). LightSecAgg has three design parameters: (1) \( 0 \leq T \leq N - 1 \) representing the privacy guarantee; (2) \( 0 \leq D \leq N - 1 \) representing the dropout-resiliency guarantee; (3) \( 1 \leq U \leq N \) representing the targeted number of surviving users. In particular, parameters \( T, D \) and \( U \) are selected such that \( N - D \geq U > T \geq 0 \).
LightSecAgg is composed of three main phases. First, each user first partitions its local random mask to $U - T$ pieces, and creates encoded masks via a Maximum Distance Separable (MDS) code to provide robustness against $D$ dropped users and privacy against $T$ colluding users. Each user sends one of encoded masks to one of other users for the purpose of one-shot recovery. Second, each user uploads its masked local model to the server. Third, the server reconstructs the aggregate encoded masks to the server. After receiving $U'$ aggregated encoded masks from the surviving users, the server recovers the aggregate-mask and the desired aggregate-model. The pseudo code of LightSecAgg is provided in Appendix [A]. We now describe each of these phases in detail.

**Offline encoding and sharing of local masks.** User $i \in [N]$ picks $z_i$ uniformly at random from $\mathbb{F}_q^d$ and mask $z_i$ is partitioned to $U - T$ sub-masks $[z_i]_k \in \mathbb{F}_q^{d-T}$, $k \in [U - T]$. With the randomly picked $[n_i]_k \in \mathbb{F}_q^{d-T}$ for $k \in \{U - T + 1, \ldots, U\}$, user $i \in [N]$ encodes sub-masks $[z_i]_k$'s as

$$[\tilde{z}_i]_j = ([z_i]_1, \ldots, [z_i]_{U-T}, [n_i]_{U-T+1}, \ldots, [n_i]_U) \cdot W_j,$$

where $W_j$ is $j$’th column of a $T$-private MDS matrix $W \in \mathbb{F}_q^{d \times N}$ of dimension $U \times N$. In particular, we say an MDS matrix (e.g., (20)) is $T$-private iff the submatrix consists of its $\{U - T + 1, \ldots, U\}$-th rows is also MDS. We can always find $T$-private MDS matrices for any $U$, $N$, and $T$ (e.g., [22] [31] [20]). Each user $i \in [N]$ sends $[\tilde{z}_i]_j$ to user $j \in [N] \setminus \{i\}$. In the end of offline encoding and sharing of local masks, each user $i \in [N]$ has $[\tilde{z}_i]_j$, from $j \in [N] \setminus \{i\}$.

**Masking and uploading of local models.** To protect local models, each user $i$ masks its local model as $\tilde{x}_i = x_i + z_i$, and sends it to the server. Since some users may drop in this phase, the server identifies the set of surviving users, denoted by $U_t \subseteq [N]$. The server intends to recover $\sum_{i \in U_t} x_i$.

**One-shot aggregate-model recovery.** After identifying the surviving users in the previous phase, user $j \in U_t$, is informed to send its aggregated encoded sub-masks $\sum_{i \in U_t} [\tilde{z}_i]_j$ to the server for the purpose of one-shot recovery. We note that each $\sum_{i \in U_t} [\tilde{z}_i]_j$ is an encoded version of $\sum_{i \in U_t} [z_i]_k$ for $k \in [U - T]$ using the MDS matrix $W$ (see more details in Appendix [B]). Thus, the server is able to recover $\sum_{i \in U_t} [z_i]_k$ for $k \in [U - T]$ via MDS decoding after receiving a set of $U$ messages from the participating users, where this set is denoted by $U_t$, $|U_t| = U$. The server obtains the aggregated masks $\sum_{i \in U_t} z_i$ by concatenating $\sum_{i \in U_t} [z_i]_k$’s. Lastly, the server recovers the desired aggregate of models for the set of participating users $U_t$ by subtracting $\sum_{i \in U_t} z_i$ from $\sum_{i \in U_t} \tilde{x}_i$.

**Remark 1.** There is no need to have a stable communication link between every pair of two nodes in LightSecAgg. More specifically, given the design parameter $U$, LightSecAgg only requires at least $U$ active users at any time during the execution. That is, even if some users drop during the phase of sharing encoded masks (or delay due to the unstable communication links), there will be at least $U$ users in the phase of one-shot aggregate-mask reconstruction. Thus, the server can reconstruct the aggregate-mask.

**Remark 2.** We note that LightSecAgg directly applies for secure aggregation of weighted local models. The sharing of the masking keys among the clients does not require the knowledge of the weight coefficients. For example,

---

\footnote{A $T$-private MDS matrix guarantees $I(z_i; \{[\tilde{z}_i]_j\}_{j \in T}) = 0$, for any $i \in [N]$ and any $T \subseteq [N]$ of size $T$, if $[n_i]_k$'s are jointly uniformly random.}

\footnote{All users communicate through secure (private and authenticated) channels, i.e., the server would only receive the encrypted version of $[\tilde{z}_i]_j$'s. Such secure communication is also used in prior works on secure aggregation, e.g., SecAgg, SecAgg+.}
LightSecAgg can work for the case that all users don’t have equal-sized datasets. Suppose that user $i$ holds dataset with the number of samples $s_i$. Instead of directly masking local model $x_i$, user $i$ first computes $x_i = s_i x_i$. Then, user $i$ uploads $x_i + z_i$ to the server. Through the LightSecAgg protocol, the server can recover $\sum_{i \in U} x_i = \sum_{i \in U} s_i x_i$ securely. By dividing by $\sum_{i \in U} s_i$, the server can obtain the desired aggregate of weighted model $\sum_{i \in U} p_i x_i$ where $p_i = \frac{s_i}{\sum_{i \in U} s_i}$.

5 Theoretical Analysis and Comparison with Prior Works

5.1 Theoretical Guarantees

We now state our main result for the theoretical guarantees of the LightSecAgg protocol.

**Theorem 1.** Consider a secure aggregation problem in federated learning with $N$ users, the proposed LightSecAgg protocol can simultaneously achieve (1) privacy guarantee against up to any $T$ colluding users, and (2) dropout-resiliency guarantee against up to any $D$ dropped users, for any pair of privacy guarantee $T$ and dropout-resiliency guarantee $D$ such that $T + D < N$.

The proof of Theorem 1 is presented in Appendix B.

**Remark 3.** Theorem 1 provides a trade-off between privacy and dropout-resiliency guarantees, i.e., LightSecAgg can increase the privacy guarantee by reducing the dropout-resiliency guarantee and vice versa. As SecAgg [4], LightSecAgg achieves the worst-case dropout-resiliency guarantee. That is, for any privacy guarantee $T$ and the number of dropped users $D < N - T$, LightSecAgg ensures that any set of dropped users of size $D$ in secure aggregation can be tolerated. Differently, SecAgg+ [12], FastSecAgg [12] and TurboAgg [24] relax the worst-case constraint to random dropouts, and provide probabilistic dropout-resiliency guarantee, i.e., the desired aggregate-model can be correctly recovered with high probability.

5.2 Complexity Analysis of LightSecAgg

We measure the storage cost, communication load, and computation load of LightSecAgg in unit of elements or operations in $\mathbb{F}_q$. Recall that $U$ is a design parameter chosen such that $N - D > U > T$.

**Offline storage cost.** Each user $i$ independently generates a random mask $z_i$ of length $d$. Also, each user $i$ stores a coded mask $[z_j]_i$ of size $\frac{d}{dN-U+T}$, for each $j = 1, \ldots, N$. Hence, the total offline storage cost at each user is $(1 + \frac{N}{dN-U+T})d$.

**Offline communication and computation loads.** For each iteration of secure aggregation, before the local model is computed, each user prepares offline coded random masks and distributes them to the other users. Specifically, each user encodes $U$ local data segments with each of size $\frac{d}{dN-U+T}$ into $N$ coded segments and distributes each of them to one of $N$ users. Hence, the offline computation and communication load of LightSecAgg at each user is $O\left(\frac{dN \log N}{dN-U+T}\right)$ and $O\left(\frac{dN}{dN-U+T}\right)$ respectively.

**Communication load during aggregation.** While each user uploads a masked model of length $d$, in the phase of aggregate-model recovery, no matter how many users drop, each surviving user in $U_1$ sends a coded mask of size $\frac{d}{dN-U+T}$. The server is guaranteed to recover the aggregate-model of the surviving users in $U_1$ after receiving messages from any $U$ users. The total required communication load at the server in the phase of mask recovery is therefore $\frac{dN}{dN-U+T}d$.

**Computation load during aggregation.** For LightSecAgg, the major computation bottleneck is the decoding process to recover $\sum_{j \in U_1} z_j$ at the server. This involves decoding a dimension-$U$ MDS code from $U$ coded symbols, which can be performed with $O(U \log U)$ operations on elements in $\mathbb{F}_q$, hence a total computation load of $\frac{U \log U}{dN-U+T}d$.

Table 1: Complexity comparison between SecAgg [4], SecAgg+ [12], and LightSecAgg. Here $N$ is the total number of users, $d$ is the model size, $s$ is the length of the secret keys as the seeds for PRG ($s \ll d$).

|                | SecAgg | SecAgg+ | LightSecAgg |
|----------------|--------|---------|-------------|
| Offline per user | $O(sN)$ | $O(s \log N)$ | $O(d)$ |
| Offline per user | $O(dN + sN^2)$ | $O(d \log N + s \log^2 N)$ | $O(d \log N)$ |
| Online per user  | $O(d + sN)$ | $O(d + s \log N)$ | $O(d)$ |
| Online per user  | $O(dN + sN^2)$ | $O(dN + sN \log N)$ | $O(dN)$ |
| Reconstruction at server | $O(dN^2)$ | $O(dN \log N)$ | $O(d \log N)$ |
We compare the communication and computation complexities of LightSecAgg with baseline protocols. In particular, we consider the case where secure aggregation protocols aim at providing privacy guarantee $T = \frac{1}{2}$ and dropout-resilience guarantee $D = pN$ simultaneously, for some $0 < p < \frac{1}{2}$. As shown in Table 1, by choosing $U = (1 - p)N$, LightSecAgg significantly improves the computation efficiency at the server during aggregation. SecAgg and SecAgg+ incur a total computation load of $O(dN^2)$ and $O(dN \log N)$ respectively at the server, while the server complexity of LightSecAgg almost stays constant with respect to $N$. This is expected to substantially reduce the overall aggregation time for a large number of users, which has been bottlenecked by the server’s computation in SecAgg. More detailed discussions, as well as a comparison with another recently proposed secure aggregation protocol, which achieves similar server complexity as LightSecAgg, are carried out in Appendix C.

6 Experimental Analysis

We evaluate the performance of LightSecAgg and two baseline protocols, SecAgg and SecAgg+, in a realistic FL framework with up to $N = 200$ users to train various machine learning models.

6.1 Setup and System-level Optimization

Setup. We implement LightSecAgg on a distributed platform to train various machine learning models for image classification tasks, and examine its total running time of one global iteration with respect to the two baseline protocols. To model a FL framework, we use m3.medium instances over Amazon EC2 cloud, and implement communication using the MPI4Py message passing interface on Python. To provide a comprehensive coverage of realistic FL settings, we train four machine learning models over datasets of different sizes, which is summarized in Table 2. The hyper-parameter settings are provided in Appendix D.

Dropout and Privacy Modeling. To model the dropped users, we randomly select $pN$ users where $p$ is the dropout rate. We consider the worst-case scenario of the dropping of $pN$ users where the selected $pN$ users artificially drop after uploading the masked model. All three protocols provide privacy guarantee $T = \frac{1}{2}$ and resiliency for three different dropout rates, $p = 0.1$, $p = 0.3$, and $p = 0.5$.

System-level Optimization. We implement three protocols, LightSecAgg, SecAgg, and SecAgg+, and apply the following system-level optimizations to speed up their executions.

- Parallelization of offline phase and model training. In all three protocols, communication and computation time to generate and exchange the random masks in the offline phase can be overlapped with model training. That is, each user locally trains the model and carries out the offline phase simultaneously by running two parallel threads. Figure 4 demonstrates the timing diagram of two different implementations, referred to non-overlapped and overlapped implementations. In Table 3, we summarize the communication and computation time of offline phase for LightSecAgg and SecAgg+ in Figure 4 to better explain such system-level optimization. While detailed analysis will be provided later, total running time is reduced in the overlapped case.

- Amortized communication. LightSecAgg can further speed up the communication time in the offline phase by parallelizing the transmission and reception of $[\tilde{Z}_i]_j$ via multi-threading. SecAgg and SecAgg+ can also speed up the offline pairwise agreement by this parallelization.

Table 2: Summary of four implemented machine learning tasks and performance gain of LightSecAgg with respect to SecAgg and SecAgg+. All learning tasks are for image classification. MNIST, FEMNIST and CIFAR-100 are low-resolution datasets, while images in GLD-23K are high resolution, which cost much longer training time for one mini-batch; LR and CNN are shallow models, while MobileNetV3 and EfficientNet-B0 are much larger models, but they are tailored for efficient edge training and inference.

| No. | Dataset       | Model         | Model Size (d) | Gain Non-overlapped | Gain Overlapped |
|-----|---------------|---------------|----------------|---------------------|-----------------|
| 1   | MNIST         | Logistic Regression | 7,850          | 6.7x, 2.5x         | 8.0x, 2.9x      |
| 2   | FEMNIST       | CNN           | 1,206,590      | 11.3x, 3.7x        | 12.7x, 4.1x     |
| 3   | CIFAR-100     | MobileNetV3   | 3,111,462      | 7.6x, 2.8x         | 9.5x, 3.3x      |
| 4   | GLD-23K       | EfficientNet-B0 | 5,288,548     | 3.3x, 1.6x         | 3.4x, 1.7x      |

4 The instances in Amazon EC2 are CPU-based, having the same hardware configuration as modern smartphones, e.g., iOS, Android devices already have powerful CPUs.

5 Mobile users can be delayed or dropped due to the various reasons such as unstable wireless connection, limited computing resources and etc. Thus, the setting of 0% dropout rate, which is not included in our experiments, is an unrealistic scenario especially for the cross-device FL setting.
Figure 4: Timing diagram of LightSecAgg and SecAgg+ [2] for a single iteration to train MobileNetV3 [11] with CIFAR-100 dataset [13]. SecAgg [4] is not included as it takes much longer than other two protocols.

Table 3: Breakdown of running time (sec) in offline phase and running time of training MobileNetV3 over CIFAR-100 dataset. While the communication and computation time of LightSecAgg take longer than those of SecAgg+ [2] in the offline phase, the offline time of both protocols can be fully-overlapped with the model training time.

| Protocols     | Offline Time (sec) | Training Time (sec) |
|---------------|--------------------|---------------------|
|               | Comm. | Comp. | Total |                  |
| LightSecAgg   | 30.44 | 127.98 | 158.42 | 213.7             |
| SecAgg+       | 15.08 | 100.59 | 115.67 | 202.8             |

Figure 5: Total running time of LightSecAgg versus the state-of-the-art protocols (SecAgg [4] and SecAgg+ [2]) to train CNN [17] on the FEMNIST dataset [5], as the number of users increases, for various dropout rates.

6.2 Performance Evaluation

For the performance analysis, we measure the total running time for a single round of global iteration which includes model training and secure aggregation with each protocol while increasing the number of users \( N \) gradually for different user dropouts. Our results to train CNN [17] on the FEMNIST dataset [5] are demonstrated in Figure 5. Performance gain of LightSecAgg with respect to SecAgg and SecAgg+ to train the other models is also provided in Table 2. More detailed experimental results are provided in Appendix D. We make the following key observations.

- Total running time of SecAgg and SecAgg+ increases monotonically with the dropout rate. This is because their total running time is dominated by the mask recovery at the server, which increases quadratically with the number of users.
- In the non-overlapped implementation, LightSecAgg provides a speedup up to 11.3× and 3.7× over SecAgg and SecAgg+, respectively, by significantly reducing the server’s execution time.
- In the overlapped implementation, LightSecAgg provides a further speedup of up to 12.7× and 4.1× over SecAgg and SecAgg+, respectively. This is due to the fact that LightSecAgg requires more communication and computation cost in the offline phase than the baseline protocols and the overlapped implementation helps to mitigate this extra cost.
Table 4: Performance gain of LightSecAgg over two baseline protocols SecAgg and SecAgg+ to train CNN [17] on the FEMNIST dataset [5] in the network settings: 4G (LTE-A), Amazon EC2 (m3.medium), and 5G.

| Protocols | 4G (LTE-A) | Amazon EC2 | 5G |
|-----------|------------|------------|----|
| SecAgg    | 8.5×       | 12.7×      | 13.5× |
| SecAgg+   | 2.9×       | 4.1×       | 4.4×  |

- LightSecAgg provides the smallest speedup in the most training-intensive task, training EfficientNet-B0 on GLD-23K dataset. This is due to the fact that training time is dominant in this task, and training takes almost the same time in LightSecAgg and baseline protocols. In particular, LightSecAgg provides significant speedup of the aggregate-model recovery phase at the server over the baseline protocols in all considered tasks.

- LightSecAgg incurs the smallest running time for the case of $p = 0.3$, which is almost identical to the case of $p = 0.1$. Recall that LightSecAgg can select design parameter $U$ between $T = 0.5N$ and $N - D = (1 - p)N$. Within this range, while increasing $U$ reduces the size of the symbol to be decoded, it also increases the complexity of decoding each symbol. The experimental results suggest that the optimal choices for the cases of $p = 0.1$ and $p = 0.3$ are both $U = \lfloor 0.7N \rfloor$, which leads to a faster execution than the case of $p = 0.5$ where $U$ can only be chosen as $U = 0.5N + 1$.

Experiments in 4G and 5G Cellular Networks. To further investigate the performance of LightSecAgg in the real-world scenarios, we measure the total running time of three protocols, LightSecAgg, SecAgg and SecAgg+ to train CNN [17] over the FEMNIST dataset [5] in 4G (LTE-A) and 5G cellular networks. We summarize the performance gain of LightSecAgg over two baseline protocols SecAgg and SecAgg+ in Table 4. We note that the average communication bandwidths of 4G, Amazon EC2 (m3.medium), and 5G are 98, 320, and 802 Mbps, respectively [19, 21]. In all network settings, LightSecAgg provides substantial speedup over SecAgg and SecAgg+.

7 Conclusion

This paper proposed LightSecAgg, a new approach for secure aggregation in federated learning. Compared with state-of-the-art, LightSecAgg reduces the overhead of model aggregation in FL by leveraging one-shot aggregate-mask reconstruction of the active users, while providing the same privacy and dropout-resiliency guarantees. In a realistic FL framework, extensive empirical results show that LightSecAgg can provide substantial speedup over baseline protocols for training diverse machine learning models.

Broader Impact

Our protocol has the societal benefit of protecting user privacy in FL, where hundreds of users can jointly train a global machine learning model without revealing information about their individual datasets. One limitation is potential vulnerability to active/byzantine adversaries via model/data poisoning attacks. LightSecAgg can be combined with state-of-the-art byzantine resilient aggregation protocols in FL (e.g., [10, 23]) to address this limitation.
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Appendix

A Pseudo Code of LightSecAgg

Algorithm 1 The LightSecAgg protocol

Input: $T$ (privacy guarantee), $D$ (dropout-resiliency guarantee), $U$ (target number of surviving users)

1: Server Executes:
2: // phase: offline encoding and sharing of local masks
3: for each user $i = 1, 2, \ldots, N$ in parallel do
4: $z_i \leftarrow$ randomly picks from $\mathbb{F}_q^d$
5: $[z_i]_1, \ldots, [z_i]_{U-T} \leftarrow$ obtained by partitioning $z_i$ to $U-T$ pieces
6: $[n_i]_{U-T+1}, \ldots, [n_i]_U \leftarrow$ randomly picks from $\mathbb{F}_q^d$
7: $\{[\tilde{z}_i]_j\}_{j \in [N]} \leftarrow$ obtained by encoding $[z_i]_k$'s and $[n_i]_k$'s using (10)
8: sends encoded mask $[\tilde{z}_i]_j$ to user $j \in [N]\backslash\{i\}$
9: receives encoded mask $[\tilde{z}_j]_i$ from user $j \in [N]\backslash\{i\}$
10: end for
11: // phase: masking and uploading of local models
12: for each user $i = 1, 2, \ldots, N$ in parallel do
13: if user $i$ obtains $x_i$ after the local update
14: $\tilde{x}_i \leftarrow x_i + z_i$ // masks the local model
15: uploads masked model $\tilde{x}_i$ to the server
16: end for
17: identifies set of surviving users $U_1 \subseteq [N]
18: gathers masked models $\tilde{x}_i$ from user $i \in U_1$
19: // phase: one-shot aggregate-model recovery
20: for each user $i \in U_1$ in parallel do
21: computes aggregated encoded masks $\sum_{j \in U_1} [\tilde{z}_j]_i$
22: uploads aggregated encoded masks $\sum_{j \in U_1} [\tilde{z}_j]_i$ to the server
23: end for
24: collects $U$ messages of aggregated encoded masks $\sum_{j \in U_1} [\tilde{z}_j]_i$ from user $i \in U_1$
25: // recovers the aggregated-mask
26: $\sum_{i \in U_1} x_i \leftarrow$ obtained by decoding the received $U$ messages
27: // recovers the aggregate-model for the surviving users
28: $\sum_{i \in U_1} x_i \leftarrow \sum_{i \in U_1} \tilde{x}_i - \sum_{i \in U_1} z_i$

B Proof of Theorem 1

For any pair of privacy guarantee $T$ and dropout-resiliency guarantee $D$ such that $T + D < N$, we select an arbitrary $U$ such that $N - D > U > T$. In the following, we show that LightSecAgg with chosen design parameters $T$, $D$ and $U$ can simultaneously achieve (1) privacy guarantee against up to any $T$ colluding users, and (2) dropout-resiliency guarantee against up to any $D$ dropped users. We denote the concatenation of $\{[n_i]_k\}_{k \in U-T+1, \ldots, U}$ by $n_i$ for $i \in [N]$.

(Dropout-resiliency guarantee) We now focus on the phase of one-shot aggregate-model recovery. Since each user encodes its sub-masks by the same MDS matrix $W$, each $\sum_{i \in U_1} [\tilde{z}_i]_j$ is an encoded version of $\sum_{i \in U_1} [\tilde{z}_i]_j$ for $k \in [U-T]$ and $\sum_{i \in U_1} [n_i]_k$ for $k \in \{U-T+1, \ldots, U\}$ as follows:

$$\sum_{i \in U_1} [\tilde{z}_i]_j = (\sum_{i \in U_1} [z_i]_1, \ldots, \sum_{i \in U_1} [z_i]_{U-T}, \sum_{i \in U_1} [n_i]_{U-T+1}, \ldots, \sum_{i \in U_1} [n_i]_U) \cdot W_j,$$

(11)

where $W_j$ is the $j$'th column of $W$.

Since $N - D \geq U$, there are at least $U$ surviving users after user dropouts. Thus, the server is able to recover $\sum_{i \in U_1} [z_i]_k$ for $k \in [U-T]$ via MDS decoding after receiving a set of any $U$ messages from the surviving users. Recall that $[z_i]_k$'s are sub-masks of $z_i$, so the server can successfully recover $\sum_{i \in U_1} z_i$. Lastly, the server recovers the aggregate-model for the set of surviving users $U_1$ by $\sum_{i \in U_1} x_i = \sum_{i \in U_1} \tilde{x}_i - \sum_{i \in U_1} z_i = \sum_{i \in U_1} (x_i + z_i) - \sum_{i \in U_1} z_i$. 
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(Privacy guarantee) We first present Lemma 1, whose proof is provided in Appendix E.

**Lemma 1.** For any $\mathcal{T} \subseteq [N]$ of size $T$ and any $\mathcal{U}_1 \subseteq [N]$, $|\mathcal{U}_1| \geq U$ such that $U > T$, if the random masks $[n_i]_k$'s are jointly uniformly random, we have

$$I(\{z_i\}_{i \in [N]} \setminus \mathcal{T} \mid \{z_i\}_{i \in \mathcal{T}}, \{[\tilde{z}_j]_i\}_{j \in [N], i \in \mathcal{T}}) = 0. \quad (12)$$

We consider the worst-case that all the messages sent from the users are received by the server during the execution of LightSecAgg, i.e., the users identified as dropped are delayed. Thus, the server receives $x_i + z_i$ from user $i \in [N]$ and $\sum_{j \in \mathcal{U}_1} \tilde{z}_j$, from user $i \in \mathcal{U}_1$. We now show that LightSecAgg provides privacy guarantee $T$, i.e., for an arbitrary set of colluding users $\mathcal{T}$ of size $T$, the following holds,

$$I \left( \left\{ x_i \right\}_{i \in [N], i \in \mathcal{T}} \mid \left\{ x_i + z_i \right\}_{i \in [N], i \in \mathcal{T}}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) = 0. \quad (13)$$

We prove it as follows:

$$I \left( \left\{ x_i \right\}_{i \in [N]} \mid \left\{ x_i + z_i \right\}_{i \in [N]}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) = H \left( \left\{ x_i \right\}_{i \in [N]} \mid \left\{ x_i + z_i \right\}_{i \in [N]}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) - H \left( \left\{ x_i \right\}_{i \in [N]} \mid \left\{ x_i + z_i \right\}_{i \in [N]}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) = 0. \quad (14)$$

$$(15)$$

$$= H \left( \left\{ x_i \right\}_{i \in [N]} \mid \left\{ x_i + z_i \right\}_{i \in [N]}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) - H \left( \left\{ x_i \right\}_{i \in [N]} \mid \left\{ x_i + z_i \right\}_{i \in [N]}, \left\{ \sum_{j \in \mathcal{U}_1} \tilde{z}_j \right\}_{i \in \mathcal{U}_1} \right) = 0. \quad (16)$$

$$= H \left( \left\{ x_i \right\}_{i \in [N]} \setminus \mathcal{T} \mid \sum_{i \in \mathcal{U}_1} \tilde{z}_j \right) - H \left( \left\{ x_i \right\}_{i \in [N]} \setminus \mathcal{T} \mid \sum_{i \in \mathcal{U}_1} \tilde{z}_j \right) = 0. \quad (17)$$

$$= H \left( \left\{ x_i \right\}_{i \in [N]} \setminus \mathcal{T} \mid \sum_{i \in \mathcal{U}_1} \tilde{z}_j \right) - H \left( \left\{ x_i \right\}_{i \in [N]} \setminus \mathcal{T} \mid \sum_{i \in \mathcal{U}_1} \tilde{z}_j \right) = 0. \quad (18)$$
\[-H \left( \left\{ z_i \right\}_{i \in [N]\setminus T} \left| \left\{ z_i \right\}_{i \in T}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \right) \right] - H \left( \sum_{i \in U_1} \left| \left\{ z_i \right\}_{i \in [N]}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \right) \right) \]

\[
= H \left( \left\{ x_i + z_i \right\}_{i \in [N]\setminus T} \left| \sum_{i \in U_1} x_i, \left\{ x_i \right\}_{i \in T}, \left\{ z_i \right\}_{i \in T}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \right) \right) + H \left( \sum_{i \in U_1} \left| \left\{ x_i \right\}_{i \in [N]\setminus T}, \sum_{i \in U_1} x_i, \left\{ x_i \right\}_{i \in T}, \left\{ z_i \right\}_{i \in T}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \right) \right) - H \left( \left\{ z_i \right\}_{i \in [N]\setminus T} \right) - H \left( \sum_{i \in U_1} \left| \left\{ z_i \right\}_{i \in [N]}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \right) \right) \]

(19)

(20)

where (16) follows from the fact that \( \sum_{j \in U_1} [\tilde{z}_{ij}] \) is invertible to \( \sum_{i \in U_1} z_i \) and \( \sum_{i \in U_1} n_i \). Equation (17) holds since \( \left\{ x_i + z_i \right\}_{i \in T} \) is a deterministic function of \( \left\{ z_i \right\}_{i \in T} \) and \( \left\{ x_i \right\}_{i \in T} \). Equation (18) follows from the chain rule. In equation (19), the second term follows from the fact that \( \sum_{i \in U_1} z_i \) is a deterministic function of \( \left\{ x_i + z_i \right\}_{i \in [N]\setminus T}, \sum_{i \in U_1} x_i, \left\{ x_i \right\}_{i \in T}, \left\{ z_i \right\}_{i \in T} \); the third term follows from the independence of \( x_i \)'s and \( z_i \)'s; the last term follows from the fact that \( \sum_{i \in U_1} z_i \) is a deterministic function of \( \left\{ z_i \right\}_{i \in [N]} \) and the independence of \( n_i \)'s and \( x_i \)'s. In equation (20), the third term follows from Lemma [1]. Equation (21) follows from (1) \( \sum_{i \in U_1} n_i \) is a function of \( \left\{ x_i + z_i \right\}_{i \in [N]\setminus T}, \sum_{i \in U_1} x_i, \left\{ x_i \right\}_{i \in T}, \left\{ z_i \right\}_{i \in T} \) and \( \left\{ [\tilde{z}_{ij}] \right\}_{j \in [N], i \in T} \); (2) \( \sum_{i \in U_1} n_i \) is a function of \( \left\{ z_i \right\}_{i \in U_1}, \left\{ [\tilde{z}_{ij}] \right\}_{j \in U_1, i \in T} \); (3) \( z_i \) is uniformly distributed and hence it has the maximum entropy in \( \mathbb{F}_q^d \), combined with the non-negativity of mutual information.

C. Discussions

As shown in Table 5 compared with the SecAgg protocol [4], LightSecAgg significantly improves the computation efficiency at the server during aggregation. While SecAgg requires the server to retrieve \( T + 1 \) secret shares of a secret key for each of the \( N \) users, and to compute a single PRG function if the user survives, or \( N - 1 \) PRG functions to recover \( N - 1 \) pairwise masks if the user drops off, yielding a total computation load of \( O(N^2d) \) at the server. In contrast, as we have analyzed in Section 5.2 for \( U = O(N) \), LightSecAgg incurs an almost constant \( O(d \log N) \) computation load at the server. This admits a scalable design and is expected to achieve a much faster end-to-end execution for a large number of users, given the fact that the overall execution time is dominated by the server’s computation in SecAgg [3]. SecAgg has a smaller storage overhead than LightSecAgg as secret shares of keys with small size (e.g., as small as an integer) are stored, and the model size \( d \) is much larger than the number of users \( N \) in typical FL scenarios. This effect will also allow SecAgg to have a smaller communication load in the phase of aggregate-model recovery. Finally, we would like to note that another advantage of LightSecAgg over SecAgg is the reduced dependence on cryptographic primitives like public key infrastructure and key agreement mechanism, which further simplifies the implementation of the protocol. SecAgg+ [2] improves both communication and computation load of SecAgg by considering a sparse random graph of degree \( O(\log N) \), and the complexity is reduced by factor of \( O\left( \frac{N}{d \log N} \right) \). However, SecAgg+ still incurs \( O(dN \log N) \) computation load at the server, which is much larger than \( O(d \log N) \) computation load at the server in LightSecAgg when \( U = O(N) \).

Compared with a recently proposed secure aggregation protocol in [32], LightSecAgg achieves similar complexities in communication and computation during the aggregation process. The main advantage of LightSecAgg over the scheme in [32] lies in how the randomness are generated and stored offline at the users and the resulting reduced storage cost. For the scheme in [32], all randomness are generated at some external trusted party, and for each subset of \( U_1 \) of size \(|U_1| \geq U \) the trusted party needs to generate \( T \) random symbols in \( \mathbb{F}_q^{d\times T} \), which account to a total amount of randomness that increases exponentially with \( N \). In sharp contrast, LightSecAgg does not require a trusted third party, and each user generates locally a set of \( T \) random symbols. It significantly improve the practicability of LightSecAgg to maintain model security, and further reduce the total amount of needed randomness to scale linearly with \( N \). Consequently, the local offline storage of each user in LightSecAgg scales linearly with \( N \), as opposed to scaling exponentially in [32]. We compare the amount of generated randomness and the offline storage cost between the scheme in [32] and LightSecAgg in Table 5.
Table 5: Complexity comparison between SecAgg [4], SecAgg+ [2], and LightSecAgg. Here $N$ is the total number of users. The parameters $d$ and $s$ respectively represent the model size and the length of the secret keys as the seeds for PRG, where $s \ll d$. LightSecAgg and SecAgg provide worst-case privacy guarantee $T$ and dropout-resiliency guarantee $D$ for any $T$ and $D$ as long as $T + D < N$. SecAgg+ provides probabilistic privacy guarantee $T$ and dropout-resiliency guarantee $D$. LightSecAgg selects three design parameters $T$, $D$ and $U$ such that $T < U \leq N - D$.

| Offline storage per user | $O(d + Ns)$ | $O(d + s \log N)$ | $O(d + \frac{d^2}{U - T})$ |
|--------------------------|-------------|-------------------|-----------------------------|
| Offline communication per user | $O(sN)$ | $O(s \log N)$ | $O(s \log N)$ |
| Offline computation per user | $O(dN + sN^2)$ | $O(d \log N + s \log^2 N)$ | $O(d \log N)$ |
| Online communication per user | $O(d + sN)$ | $O(d + s \log N)$ | $O(d + \frac{d}{U - T})$ |
| Online communication at server | $O(dN + sN^2)$ | $O(dN + sN \log N)$ | $O(dN + \frac{dU}{U - T})$ |
| Online computation per user | $O(d)$ | $O(d)$ | $O(d \log N)$ |
| Decoding complexity at server | $O(sN^2)$ | $O(sN \log^2 N)$ | $O(dU \log U)$ |
| PRG complexity at server | $O(dN^2)$ | $O(dN \log N)$ | $O(dN \log N)$ |

Table 6: Comparison of storage cost (in the number of symbols in $\mathbb{F}_q^{d U - T}$) between protocol in [32] and LightSecAgg.

| Protocol in [32] | LightSecAgg |
|------------------|-------------|
| Total amount of randomness needed | $N(U - T) + T \sum_{u=U}^{N} \binom{N}{u}$ |
| Offline storage per user | $U - T + \sum_{u=U}^{N} \binom{N}{u} \frac{u}{N}$ |

Figure 6: Total running time of LightSecAgg versus the state-of-the-art protocols (SecAgg [4] and SecAgg+ [2]) to train logistic regression on the FEMNIST [5], as the number of users increases, for various dropout rate.

D Experiments Details

In this section, we provide experiment details of Section 6. Besides the results on training CNN [17] on the FEMNIST dataset [5] as shown in Figure 5, we also demonstrate the total running time of LightSecAgg versus two baseline protocols SecAgg [4] and SecAgg+ [2] to train logistic regression on the MNIST dataset [14], MobileNetV3 [11] on the CIFAR-100 dataset [13], and EfficientNet-B0 [26] on the GLD23k dataset [29] in Figure 6, Figure 7, and Figure 8, respectively. For all considered FL training tasks, each user locally trains its model with $E = 5$ local epochs, before masking and uploading of its model. We can observe that LightSecAgg provides significant speedup for all considered FL training tasks in the running time over SecAgg and SecAgg+. To further investigate the primary gain of LightSecAgg, we provide the breakdown of total running time for training CNN [17] on the FEMNIST dataset [5] in Table 7. Breakdown of the running time confirms that the primary gain lies in the complexity reduction at the server provided by LightSecAgg, especially for large number of users.
Figure 7: Total running time of LightSecAgg versus the state-of-the-art protocols (SecAgg [4] and SecAgg+ [2]) to train MobileNetV3 [11] on the CIFAR-100 [13], as the number of users increases, for various dropout rate.

Figure 8: Total running time of LightSecAgg versus the state-of-the-art protocols (SecAgg [4] and SecAgg+ [2]) to train EfficientNet-B0 [26] on the GLD23k [29], as the number of users increases, for various dropout rate.
Table 7: Breakdown of the running time (sec) of `LightSecAgg` and the state-of-the-art protocols (SecAgg [4] and SecAgg+ [2]) to train CNN [17] on the FEMNIST dataset [5] with $N = 200$ users, for dropout rate $p = 10\%, 30\%, 50\%$.

| Protocols | Phase  | Non-overlapped | Overlapped |
|-----------|--------|----------------|------------|
|           |        | $p = 10\%$    | $p = 30\%$ | $p = 50\%$ |
| LightSecAgg | Offline | 69.3           | 69.0       | 191.2      |
|            | Training | 22.8           | 22.8       | 22.8       |
|            | Uploading | 12.4           | 12.2       | 21.6       |
|            | Recovery  | 40.9           | 40.7       | 64.5       |
|            | Total     | 145.4          | 144.7      | 300.1      |
| SecAgg     | Offline  | 95.6           | 98.6       | 102.6      |
|            | Training | 22.8           | 22.8       | 22.8       |
|            | Uploading | 10.7           | 10.9       | 11.0       |
|            | Recovery  | 911.4          | 1499.2     | 2087.0     |
|            | Total     | 1047.5         | 1631.5     | 2216.4     |
| SecAgg+    | Offline  | 67.9           | 68.1       | 69.2       |
|            | Training | 22.8           | 22.8       | 22.8       |
|            | Uploading | 10.7           | 10.8       | 10.7       |
|            | Recovery  | 379.1          | 436.7      | 495.5      |
|            | Total     | 470.5          | 538.4      | 608.2      |
E Proof of Lemma 1

We show that for an arbitrary set of colluding users $T$ of size $T$, we have

$$ I(\{z_i\}_{i \in [N] \setminus T}; \{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}) = 0. \quad (22) $$

The $T$-private MDS matrix used in LightSecAgg guarantees $I(z_i; \{\tilde{z}_j\}_{j \in T}) = 0$. Thus,

$$ I(\{z_i\}_{i \in [N] \setminus T}; \{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}) $$

$$ = H(\{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}) - H(\{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}|\{z_i\}_{i \in [N] \setminus T}) $$

$$ = H(\{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}) - H(\{z_i\}_{i \in [N], i \in T}|\{z_i\}_{i \in [N] \setminus T}) $$

$$ = H(\{z_i\}_{i \in T}, \{\tilde{z}_j\}_{j \in [N], i \in T}) - H(\{z_i\}_{i \in T}) - H(\{\tilde{z}_j\}_{j \in [N], i \in T}) $$

$$ = 0. \quad (27) $$

where equation (25) follows from the chain rule. Equation (26) follows from the independence of $z_i$’s and $I(z_i; \{\tilde{z}_j\}_{j \in T}) = 0$. Equation (27) follows from the fact that joint entropy is less than or equal to the sum of the individual entropies, combined with the non-negativity of mutual information.