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Abstract—Considering the success of generative adversarial networks (GANs) for image-to-image translation, researchers have attempted to translate remote sensing images (RSIs) to maps (rs2map) through GAN for cartography. However, these studies involved limited scales, which hinders multi-scale map creation. By extending their method, multi-scale RSIs can be trivially translated to multi-scale maps (multi-scale rs2map translation) through scale-wise rs2map models trained for certain scales (parallel strategy). However, this strategy has two theoretical limitations. First, inconsistency between various spatial resolutions of multi-scale RSIs and object generalization on multi-scale maps (RS-m inconsistency) increasingly complicate the extraction of geographical information from RSIs for rs2map models with decreasing scale. Second, as rs2map translation is cross-domain, generators incur high computation costs to transform the RSI pixel distribution to that on maps. Thus, we designed a series strategy of generators for multi-scale rs2map translation to address these limitations. In this strategy, high-resolution RSIs are translated to multi-scale maps through series multi-scale map translation models. The series strategy avoids RS-m inconsistency as inputs are high-resolution large-scale RSIs, and reduces the distribution gap in multi-scale map generation through similar pixel distributions among multi-scale maps. Our experimental results showed better quality multi-scale map generation with the series strategy, as shown by average increases of 11.69%, 53.78%, 55.42%, and 72.34% in the structural similarity index, edge structural similarity index, intersection over union (road), and intersection over union (water) for data from Mexico City and Tokyo at zoom level 17–13.

Index Terms—Cartography generalization, generative adversarial networks, multi-scale maps generation

I. INTRODUCTION

With the emergence of deep learning, it is possible to bypass vectorization when translating remote sensing images (RSIs) to maps by employing generative adversarial networks (GANs) [1]. GAN has been widely applied for image-to-image translation (img2img) which aims to learn mapping between an input image and an output image [2]. As a typical model for img2img, the Pix2Pix method [3] uses L1 distance as a conditional loss in GAN to achieve the goal of img2img, with experimental results indicating mutual translation between map tiles and aerial photos. Inspired by these results, specific trials have been conducted to translate RSIs to maps (rs2map translation) [4], [5], [6]. Although these trials have achieved some good results with rs2map translation, their experiments only focused on certain map scales. [4] only used satellite images at a zoom level of 14 (approximately 7.24 meters per pixel), [5] only used RSIs of 2.15 meters per pixel, and [6] appeared to only employ images with the same spatial resolution.

However, the production of multi-scale maps is important for cartography. Traditionally, multi-scale maps were produced using the cartography generalization method. Automated mapping methods offer operators for cartography generalization, such as selection, simplification, and displacement [7], which are typically operated on vectorized data. With the aid of deep learning, [8], [7] revealed the potential for generalization of mountain roads and buildings.

In this study, we aim to develop an end-to-end method for creating a multi-scale map inspired by previous attempts at rs2map translation (multi-scale rs2map translation). The trivial strategy employs parallel scale-wise rs2map models (r2m generators) to translate RSIs of various scales to maps of corresponding scales to translate RSIs of various scales to maps of corresponding scales (parallel strategy). However, according to our analysis, this strategy suffers from two theoretical limitations. First, the inconsistency between various RSI spatial resolutions of multi-scale RSI and object generalization (RS-m inconsistency) on multi-scale maps makes it increasingly difficult to extract the required geographical information from RSIs for rs2map models with decreasing scale. Second, as rs2map translation is cross-domain translation, there is a large gap between the pixel distributions of RSIs and maps at the same scale, and r2m generators incur high computational costs at each scale in the parallel strategy (multi cross-domain translation).

To address these limitations, we design a series strategy for multi-scale rs2map translation. In this strategy, high-resolution RSIs are inputted to an rs2map model to output large-scale maps, which are translated to multi-scale maps through series multi-scale map translation models (m2m generators). The series strategy avoids RS-m inconsistency because the inputs are high-resolution RSIs of a certain large scale. Moreover, the strategy reduces the distribution gap in multi-scale map generation because the pixel distributions between maps of neighboring scales are less than those between RSIs and maps according to the Earth Mover’s Distance (EMD) [9].

Our experimental results demonstrate that multi-scale maps generated by the series strategy are better quality than those generated by the parallel strategy. This is shown by an average increase of 11.69%, 53.78%, 55.42%, and 72.34% in the structural similarity index (SSIM) [10], the edge structural similarity index (ESSI) [5], intersection over union (IOU) [11].
II. ANALYSIS OF MULTI-SCALE RS2MAP TRANSLATION

The trivial parallel strategy for multi-scale rs2map translation suffers from two theoretical limitations. First, variations in the spatial resolution of RSIs are not consistent with object generalization on maps. Second, the pixel distributions of RSIs and maps differ substantially in range and shape, leading to high computational costs for r2m generators in the parallel strategy.

A. Limitations of the Parallel Strategy

Equation 1 presents rs2map translation:

\[ G_{r \rightarrow m}(r) = m \]  

where \( G_{r \rightarrow m} \) denotes the r2m generator, \( r \) denotes the RSI, and \( m \) denotes the generated map. Thus, Equation 2 presents multi-scale rs2map translation:

\[ S_{R_{ms} \rightarrow M_{ms}}(R_{ms}) = M_{ms} \]  

where \( S_{R_{ms} \rightarrow M_{ms}} \) denotes the strategy of generators, \( R_{ms} \) denotes the set of multi-scale RSIs, and \( M_{ms} \) denotes the set of generated multi-scale maps.

The parallel strategy of multi-scale rs2map translation at each scale is shown by Equation 3:

\[ G_{r_{scale} \rightarrow m_{scale}}(r_{scale}) = m_{scale} \]  

where \( scale \) denotes a certain scale. Then the parallel strategy involves a set of generators as Equation 4:

\[ S_{R_{ms} \rightarrow M_{ms}} = (G_{r_{scale0} \rightarrow m_{scale0}}, G_{r_{scale1} \rightarrow m_{scale1}}, \ldots) \]  

The parallel strategy aims to extract the variation rule of multi-scale maps from the variation of multi-scale RSIs, as shown in Equation 5:

\[ S_{R_{ms} \rightarrow M_{ms}}(V_{R_{ms}}) = V_{M_{ms}} \]  

where \( V \) denotes the variation rule of multi-scale RSIs or maps.

However, this strategy suffers from inconsistency between the variation rules of multi-scale RSIs and maps (RS-m inconsistency). The change of objects on multi-scale maps does not always correspond to that on multi-scale RSIs, as shown in the images taken at different zoom levels Fig. 1. The buildings in Fig. 1 (a) are still visible in Fig. 1 (b) and (c); however, the buildings are erased in Fig. 1 (d).

Consequently, the signal-to-noise ratio (SNR) of RSIs decreases as the scale and spatial resolution decrease. As details on maps are generalized from small scale to large scale, details of RSIs tend to become noise. In Fig. 1 (e), the buildings become noisy pixels covering most of the image. However, Fig. 1 (f) only maintains the road net, which only covers a small part on the RSI. Thus, a decrease in the scale of the RSIs reduces the ability of r2m generators to distinguish and extract effective information in rs2map translation.

In addition, rs2map translation is cross-domain translation. RSIs and maps represent two visual expressions of geographic information in which the pixels of RSIs and maps are distributed over relatively different ranges, as shown in Fig. 2. Furthermore, the pixel distributions of RSIs and maps have very different shapes, with the distribution of RSIs not as clustered as that of maps.

As the core of GAN is to transform one distribution to another, Equation 3 can be rewritten as Equation 6:

\[ G_{r_{scale} \rightarrow m_{scale}}(P_{x \sim R_{scale}}) = P_{x \sim M_{scale}} \]  

where \( P_{x \sim R_{scale}} \) and \( P_{x \sim M_{scale}} \) denote distributions of pixels on RSIs and maps at a certain scale. Then, Equation 5 can be rewritten as Equation 7:

\[ S_{R_{ms} \rightarrow M_{ms}}(P_{x \sim R_{ms}}) = (P_{x \sim M_{scale0}}, P_{x \sim M_{scale1}}, \ldots) \]  

Fig. 1. Comparison of multi-scale RSIs and maps from Google Map at a zoom level of (a) and (b) 17 (512×512, 0.6 m/pixel); (c) and (d) 16 (512 × 512, 1.2 m/pixel); and (e) and (f) 13 (512 × 512, 9.5 m/pixel).

Fig. 2. Distribution of pixels on RSIs and maps.
Thus, scale-wise cross-domain translation should be conducted with the parallel strategy, which may lead to complications.

**B. Series Strategy: Addressing the Limitations of the Parallel Strategy**

The design of the series strategy enables us to solve the above problems. The series strategy divides multi-scale rs2map translation into two parts: translation from high-resolution RSIs to large-scale maps and translation among multi-scale maps. Thus, the learning variation rule of multi-scale maps is determined by the potential connection among multi-scale maps instead of the variation of multi-scale RSIs.

The series strategy involves in two types of generators: an r2m generator from high-resolution RSIs to large-scale maps ($G_{r_{hs} \rightarrow m_{ls}}$) and series scale-wise m2m generators from large-scale to small-scale maps ($G_{m_{ls} \rightarrow m_{ss}}$). Equation 8 presents this strategy:

$$S_{R_{hs} \rightarrow M_{ms}} = \ldots \left(G_{m_{scale2} \rightarrow m_{scale1}} \right) \left(G_{m_{scale1} \rightarrow m_{scale2}} \right) \left(G_{m_{scale0} \rightarrow m_{scale1}} \right) \left(G_{r_{scale0} \rightarrow m_{scale0}} \left(R_{hs} \right) \right) \ldots$$

Consequently, the negative impact of RS-m inconsistency is eliminated. Moreover, a decrease in the SNR of multi-scale RSIs will not disturb the series strategy because only high-resolution RSIs of the largest scale ($scale_0$) and highest spatial resolution are employed as inputs, which have the highest SNR.

Moreover, only one cross-domain translation is conducted by $G_{r_{hs} \rightarrow m_{ls}}$ in the series strategy, and the other m2m generators are approximately intra-domain translation. M2m generators are employed to translate maps of a certain scale to those of a neighbouring smaller scale, with both map scales exhibiting similar pixel distributions, as shown in Fig. 2.

| STRATEGY | 17  | 16  | 15  | 14  | 13  |
|----------|-----|-----|-----|-----|-----|
| Parallel Strategy | 0.005782 | 0.006339 | 0.006066 | 0.005909 | 0.005336 |
| Series Strategy | 0.005782 | 0.001789 | 0.000973 | 0.000611 | 0.000700 |

The EMD is applied in this study to measure the minimum cost of transformation from one distribution to another. Table I shows the EMD of the parallel and series strategies for multi-scale rs2map translation (zoom level 17 to 13 in Google Maps) at each scale. The results indicate that a much lower cost is required for m2m generators to translate large-scale maps to smaller-scale maps in the series strategy than for rs2map translation at a smaller scale in the parallel strategy.

### III. Methodology

**A. Selection of Generator: Pix2PixHD**

We choose Pix2PixHD [13] as the generator because it can translate high-resolution images, and the inputs and outputs were 512 x 512 in size as well as our data in experiment. Pix2PixHD employs one generator to generate a low-resolution image, which is then input to another generator to generate a high-resolution image. Thus, with this strategy, the output can balance global and local features from the input.

In addition, Pix2PixHD employs multi-scale discriminators to discriminate the output. The output is 2x and 4x downsampled and discriminated using multi-scale discriminators. The average discrimination result was then used to guide the generators.

**B. The Series Strategy**

Fig. 3 shows the architecture of the series strategy employed in this study. The RSIs at a zoom level of 17 are translated to maps at a zoom level of 17 through an r2m generator at a zoom level of 17. These map tiles were merged to the zoom-17 map. Furthermore, four adjacent tiles were merged and downsampled to a 512 × 512 tile at a zoom level of 17 as the input for the next m2m translator. The above process is looped for each m2m translator to generate multi-scale maps.

The r2m translator is trained with paired samples of RSIs and maps at a zoom level of 17. The m2m translators are trained with paired samples of generated maps at a zoom level of $n$ and real maps at a zoom level of $n - 1$ (MM-pair).

**C. Baseline: The Parallel Strategy**

Fig. 4 shows the architecture of the parallel strategy.
Figure 4 shows the architecture of the parallel strategy. Parallel scale-wise r2m generators translate RSIs of a certain zoom to maps of the same zoom respectively. Then outputted map tiles of each translator are jointed to the map of this zoom. Each r2m generator is trained with paired samples of RSIs and maps of corresponding zoom (RM-pair).

IV. Experiment and Results

| SCALE | TRAIN | TEST | PAIR TYPE |
|-------|-------|------|-----------|
| ZOOM 17 | 1086 | 1024 | RM-pair |
| ZOOM 16 | 1086 | 256 | RM-pair |
| ZOOM 15 | 1086 | 64 | RM-pair |
| ZOOM 14 | 773 | 16 | RM-pair |
| ZOOM 13 | 773 | 4 | RM-pair |

A. Datasets Construction

The datasets include RSIs and corresponding map tiles collected from Google Maps covering the urban areas of 13 cities in North America, Europe, and Asia. Their zoom levels are from 13 to 17 and the spatial resolutions are 0.6–9.5 m/pixel. We neglect zoom levels higher than 17 because objects no longer maintain relative integrity on the maps, and neglect zoom levels lower than 13 because insufficient reasonable samples are accessible at thesezooms. Table II presents the number and division of training and testing datasets.

B. Metrics

We adopted SSIM and ESSI into our metrics, and neglected metrics of GAN quality such as the inception score (IS) [14] and Frechet inception distance (FID) [15] because the experiment involves an assessment reference (real Google Map tiles); thus, full-reference image quality assessment indexes are more suitable for rs2map translation [5].

Moreover, we applied IOU metric as it has been widely used in geoscience research for object detection [16], road extraction [17], classification [18], and cartography generalization [8]. In brief, the IOU can measure whether pixels of objects on the RSI have been translated to pixels of corresponding objects on the generated map. As the colors of a map can indicate labels of various objects, we labeled objects as road and water on real maps through a clustering algorithm and measured the IOU of different categories of objects on the generated maps.

C. Results

Table III present the quantitative results of SSIM, ESSI, and IOUs (road and water), and Fig. 5 shows the trend of metrics with decreasing zoom level. Generally, the series strategy results in the best metrics in the experiments, especially for the ESSI and water IOU. Regarding the road IOU, the series strategy generates stable results from a zoom level of 17 to 14, whereas the parallel strategy results exhibit a consistent decrease. At a zoom level of 13, the road IOU of the series strategy declines sharply, which may result from the elimination of many roads at this zoom level.

TABLE III

| ZOOM | STRATEGY | SSIM | ESSI | ROAD IOU | WATER IOU |
|------|----------|------|------|----------|-----------|
| 17   | Series   | 0.6164 | 0.0573 | 0.3244   | 0.2200    |
| 16   | Parallel | 0.6731 | 0.1406 | 0.3329   | 0.2347    |
| 15   | Parallel | 0.5720 | 0.1438 | 0.3359   | 0.2999    |
| 14   | Parallel | 0.4605 | 0.1650 | 0.3612   | 0.3812    |
| 13   | Parallel | 0.4941 | 0.1779 | 0.3632   | 0.4745    |

Fig. 5. Variation trends of the evaluation metrics employed in this study. SSIM: structural similarity index; ESSI: edge structural similarity index; ROAD IOU: intersection over union (road); WATER IOU: intersection over union (water).

Fig. 6. Examples of multi-scale maps generated by the series and parallel strategies at different zoom levels.
Fig. [c] shows the qualitative results, which reveal better details and road continuity of outputs in the series strategy than in the parallel strategy. Both quantitative and qualitative results prove that maps generated by the series strategy exhibit better quality than those generated by the parallel strategy, which proves the effectiveness of the series strategy design.

V. CONCLUSION AND FUTURE WORK

In this study, we analyzed the limitation of the parallel strategy: RS-m inconsistency and multi cross-domain translation. Then we improved the quality of multi-scale map generation by replacing parallel generators with series generators. First, this modified strategy uses high-resolution RSIs of the largest scale as inputs instead of multi-scale RSIs, which avoids RS-m inconsistency. Second, the distribution gap between maps of neighboring scales is smaller than that between RSIs and maps of the same scale according to the EMD. The series strategy replaces cross-domain translation with near-intra-domain translation, with lower computation costs for generators. Our experimental results revealed that maps generated using the series strategy exhibit quantitatively and qualitatively better quality, which proves the effectiveness of our analysis and design.

Further studies on multi-scale rs2map translation are required. The experiments in this study were only conducted from zooms levels of 17 to 13; thus, the performance of the series strategy at lower zoom levels remains to be determined. A combined series and parallel strategy should also be studied. Furthermore, Pix2PixHD consumes a lot of memory that we can only train generators separately owing to equipment limitations. Therefore, this strategy could be improved through the global training of generators.
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