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Abstract

This paper investigates the extension of ImageNet and its millions of English-labeled images to Arabic using Arabic WordNet. The primary finding is the identification of Arabic synsets for 1219 of the 21,841 synsets used in ImageNet, which represents 1.1 million images. By leveraging the parent-child structure of synsets in ImageNet, this dataset is extended to 10,462 synsets (and 7.1 million images) that have an Arabic label, which is either a match or a direct hyponym, and to 17,438 synsets (and 11 million images) when a hyponym of a hyponym is included. Samples evaluated suggest that generating Arabic labels for images in ImageNet using hypernyms does indeed produce meaningful results. The precision values for seven evaluated samples exceeded 90%. Moreover, when all the images in the samples were combined, the precision value equaled 93%. For the entire ImageNet, when all hypernyms for a node are considered, an Arabic synset is found for all but four synsets. This represents the major contribution of this work: a dataset of 14,195,756 images that have Arabic labels. The resulting dataset presents Arabic labels for 99.9% of the images in ImageNet.
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1 Introduction

ImageNet is a dataset comprised of 14 million images [22, 56]. Each image in the dataset is labeled with a WordNet [47] noun synset representing the identifying object in the image. This integration with an established lexical knowledge base such as WordNet enables researchers to connect images and their labels to additional external resources. The Fall 2011 release of the dataset has a total of 21,841 unique synsets that are used to label images. The dataset is organized by dividing these synsets into several major subtrees. Moreover, ImageNet is
structured in a way that maintains the semantic hierarchical structure of synsets in WordNet, where each image is also linked to branches of hypernyms. One important feature of ImageNet is its fine-grained categories, which refer to similar classes (such as different breeds of dogs) with “subtle visual differences” [67]. ImageNet is often credited as a major influencer for the recent advances in computer vision and deep learning [19, 38, 63, 65], and many of the novel deep learning methods that have been highly impactful in the last few years have leveraged ImageNet [39, 64, 66]. Further, the dataset has been used to solve tasks in the intersection of language and vision research [32, 37, 78].

While computer vision research has seen significant progress in recent years, the focus has been on English. Limited work exists to extend research to other languages, including Arabic. This lack of research may present challenges to scientists, researchers, and practitioners who seek to address problems related to computer vision in Arabic. Furthermore, the unavailability of a large dataset of images labeled in Arabic may prevent the development of solutions that address challenging tasks, such as visual question answering and image classification in Arabic. Therefore, a large dataset of images labeled with Arabic has the potential to progress research in Arabic computer vision. Moreover, scholars studying Arabic natural language processing often develop methods specifically designed for Arabic. Thus, it is possible that similarly unique methods are needed for Arabic computer vision.

The primary objective of this paper is to investigate the effectiveness of extending ImageNet to Arabic using Arabic WordNet (AWN) by searching in AWN for all the synsets used in ImageNet. This paper is an extension of a paper presented at a workshop organized in conjunction with the 2020 annual conference of the association for computational linguistics [11]. AWN was originally developed in 2006 [14]. Since then, several authors have attempted to extend it by improving its coverage or quality [3, 5, 12, 15, 53]. Since AWN uses the same synset IDs used in other WordNets, it can be extended in several ways similar to how researchers have leveraged WordNet to propose novel solutions for research challenges. These solutions include creating bilingual embeddings based on the WordNets of six languages [30], extracting the semantic relationships and similarities between entities [43], and generating Bag-of-Concepts representations for document classification [44]. The possibility of using AWN to extend ImageNet has been experimented with in one paper [10]. In the paper, the author used AWN to find Arabic synsets for a small sample of 100 images from ImageNet and indicated that Arabic synsets were found for only six synsets. However, the author did not attempt to discover if Arabic synsets were available for hypernyms of these synsets when direct matches were not found. Similarly, BabelNet is a resource that links wordnets in the Open Multilingual WordNet to images in ImageNet [48]. However, to the best of my knowledge, it also does not go beyond the few Arabic synsets that can be directly matched with images in ImageNet.

In ImageNet, each synset is connected to a tree of related synsets that include hypernyms and hyponyms. A hypernym is a direct “parent” for the synset. The relationship between a hyponym and a hypernym is often referred to as an “is-a” relationship where the hyponym “is-a” hypernym. As shown in Table 1, there are images in ImageNet for which an Arabic synset for the synset is unavailable in AWN; however, Arabic synsets for the hypernym or the hypernym of the hypernym are available. Therefore, an Arabic synset can be added to an image by processing the branch, or many branches, of hypernyms available for each synset and only stopping when one is found.

In this paper, two approaches are used to determine whether Arabic synsets can be identified for synsets used in ImageNet to label images. First, a direct match for each synset
within ImageNet is searched for in AWN. Second, to overcome the problems of limited availability for direct matches, Arabic synsets are searched for in the branches of hypernyms connected to each synset in ImageNet. Since using hypernyms to label images is a novel approach, an evaluation is conducted on samples of the data. The objective of this evaluation is to confirm the ability to provide meaningful Arabic labels using hypernyms. Finally, two subsets of ImageNet are tested.

The rest of the paper is organized as follows: Section 2 highlights the research objectives; Section 3 introduces related works; Section 4 describes the methods employed to extend ImageNet to Arabic using AWN and explains the subsets of ImageNet used; Section 5 provides all of the details regarding the results and the evaluation; Section provides a discussion; and Section 6 offers a conclusion.

### 2 Research objectives

The primary motivation of this paper is to discover if AWN synsets can be found for the images used in ImageNet. More specifically, Arabic WordNet is tested to examine its ability to link English synsets used in ImageNet to Arabic synsets in AWN. To the best of my knowledge, there is no large dataset of images labeled with Arabic. This presents challenges to scientists interested in research questions related to Arabic computer vision as well as practitioners eager to develop new solutions that require large datasets of images labeled in Arabic. This also represents a major motivation for this work: create a new and large dataset of images labeled in Arabic. The second major objective is to experiment with using AWN hypernyms to labels images. If such a method succeeds, the number of images in ImageNet with Arabic labels can be increased. Moreover, the same method can be used to extend ImageNet to other languages.

In summary, this paper has three key contributions:

- It investigates the possibility of extending ImageNet and its millions of images to Arabic using Arabic WordNet (AWN).
- It tests and evaluates using synsets’ branches of hypernyms to find AWN synsets when direct matches are not available.
Most importantly, it yields a new, large dataset of images with Arabic labels that were found directly or using hypernyms.

3 Related work

3.1 Language and computer vision

A large dataset of images labeled in a selected language can be of great significance for language and computer vision research. Such research represents an emergent area of study that addresses several challenging tasks [18, 33, 69]. One example of work in this area involves the generation of captions for images [23, 45]. The objective is to automatically interpret the contents of a given image in order to create captions. Similarly, there is work to create new images by processing sentences written in English [52]. In the paper, the authors created a method that relies on understanding the details provided in the input sentence, such as colors or sizes of birds, for instance. Another common task is visual question answering [28, 57]. The objective is to process a user’s question about an image and then return an answer. For example, if a user asks, “How many children are wearing black?” then the provided answer will contain the correct number of children based on 1) processing the image to understand its content and 2) accurately interpreting the question to comprehend its purpose. Another related task is video question answering, which focuses on answering users’ inquiries based on the contents of reference videos [74]. Some recent papers proposed new frameworks to classify the sentiments of contents that have both text and images [34, 40, 72]. A similar area pertains to visual dialog [76]. The goal, in this case, is to enable an “AI agent to hold a meaningful dialog with humans in natural, conversational language about visual content” [21]. A task related to this field entails linking entities in the textual content of a document to the corresponding entities in the visual content of the same document [24]. Finally, recent work also targets the modification of images based on instructions provided in English [70]. Additionally, this work is motivated by recent research that focus on extending tagged images using semantics [41, 42]. In summary, these papers provide examples of research challenges at the intersection of language and computer vision. One common feature of these papers is their focus on novel solutions for English. Therefore, in order to develop similar solutions for tasks related to Arabic computer vision—such as Arabic question answering, visual dialog, and image captioning—a crucial initial step is to create a large dataset that can then be customized for these individual tasks.

3.2 Computer vision for other languages

Several authors have worked on computer vision research in languages other than English. In one paper, the authors extended a sample of images in ImageNet to German using human subjects [54]. Their dataset included 1,305,602 images. Another work in German focused on the creation of a new dataset that extends Flickr30K (which has images labeled in English) using crowdsourcing and professional translators [25]. This dataset has been used as a benchmark in shared tasks in which the objective is to process an image with a label in one language and generate a description in other languages. There are two other noteworthy large datasets. The first is comprised of 164,062 images and 820,310 captions in Japanese [75]. The second is entitled “VATEX” and consists of over 41,250 videos and 825,000 English or
Chinese captions [71]. Finally, “How2” is a dataset of 80,000 clips with English subtitles for their Portuguese translations [60]. These papers highlight the potential impacts of new datasets of images and videos labeled with languages other than English and how they, similar to the data presented in this paper, can be used to study several challenging tasks related to language and computer vision research.

### 3.3 Arabic computer vision

Limited research exists related to Arabic computer vision. Several authors have generated Arabic captions for images [6, 36], while others have created new datasets related to Arabic computer vision. In one paper, the researchers constructed a dataset of 3000 Arabic clips that they classified with one of the following emotional labels: “happy,” “sad,” “angry,” “surprise,” “disgust,” and “neutral” [62]. Another paper presented a new dataset that consists of 1100 videos of speakers who read 10 different Arabic words [27]. Other research in Arabic computer vision includes digitalization of historical Arabic text using methods that rely on processing these documents as images [35, 51]. In the same research domain, the authors of another paper discovered that typical optical character recognition software (OCR) does not perform well when processing documents in Arabic due to OCR’s inability to “understand the layout of an Arabic document” [58]. In the only other closely related paper, the author investigated the possibility of generating Arabic labels for images in ImageNet using an online translator [10]. In the paper, the author targeted a sample of 1895 images from ImageNet and used an online translator to generate Arabic labels for the synsets. A human judge then evaluated the accuracy of the translations. The results indicated that the translations were accurate for 65% of the images, which represented 1643 unique synsets and 1,910,935 images. This suggests that solely using a translator to translate labels of images in ImageNet may not produce highly accurate results.

Many research areas at the intersection of language and computer vision may indeed need solutions specifically designed for Arabic, however, this may not always be the case. Visual sentiment analysis (which is also referred to as image sentiment classification [77])—that is, the task of identifying the sentiment expressed in images—[17] may be one example where Arabic-specific design is not necessary. It can be argued that existing solutions can be applied to Arabic by simply translating the identified sentiment such as “positive,” “negative,” or “neutral.” Since there are a limited number of classes, it should be straightforward to simply provide the Arabic translations for each class. However, in one paper, the authors argued that emotional facial expressions may be different depending on the cultural context [62]. The focus on specific cultural features present in images was also researched by other scholars. In one paper, the authors collected images of Chinese dishes in order to help develop a recognition system for Chinese food [20]. In another, the authors focused on premodern Japanese paintings and created a dataset of faces present in these works of art [68]. The dataset includes classes of faces that are unique to these types of images, such as faces of “warriors,” “commoners,” and “nobles.” Therefore, when addressing any challenges at the intersection of language and computer vision research, it is important to first determine if existing methods developed in English can be applied to another language with minimal modifications.
3.4 Arabic natural language processing

This work also relates to Arabic natural language processing, which has seen progress in recent years. Scholars have developed several solutions specifically tailored to Arabic, including work in named entity recognition [9, 31], sentiment analysis [4, 7], and question answering in Arabic [8, 55]. The interest in question answering in Arabic suggests that there might be a subsequent interest in methods that focus on visual question answering in Arabic. Research in Arabic natural language processing has also focused on the creation of new datasets that can be used to benchmark new methods or be incorporated in novel techniques. Examples of such datasets include a dataset of Arabic news articles labeled with a single label (called SANAD), a dataset of Arabic news articles labeled with multiple labels (called NADiaA) [26], a dataset of tweets from several cities classified with the Arabic dialect of the tweets [2], and a dataset of ironic Arabic tweets [1]. Another example is a dataset of 309 K sentences written in three different Arabic dialects as well as Modern Standard Arabic [29]. These papers indicate that constructing new datasets for Arabic may be necessary in order to investigate unexplored research areas. Additionally, the impacts of some of these new datasets suggest that they can be of great significance to the research community.

4 Methodology

In ImageNet, each synset has a name and an ID. To begin exploring the possibility of finding Arabic synsets and labels for images in ImageNet using AWN, all the synsets’ IDs are retrieved from ImageNet. There are several releases for ImageNet. In this paper, the Fall 2011 is used. This release includes 21,841 unique WordNet synsets, and each is linked to one or many images. For example, the synset ID “n07873807” includes 1296 images of “pizza.” There are also 1186 images for “dish,” the direct hyponym for “pizza.” Moreover, all the images labeled with “pizza” can also be labeled with “dish.” Since “dish” is a hyponym for several other synsets used in ImageNet, such as “sushi” and “curry,” the number of images for “dish” extends to all images with a synset that is a hyponym (child) for “dish.”

ImageNet data are downloaded directly from the ImageNet website.1 ImageNet provides the URLs of the images; however, many of the URLs are no longer active and therefore inaccessible [10]. The valid URLs are viewed in order to access the images. These images were viewed only to learn more about the dataset and collect images needed for the evaluation process. The results for synsets can be applied to the entire dataset regardless of whether they are currently available online. Due to ongoing developments related to the removal of problematic images present in the “person” subtree, ImageNet no longer provides a method to download the full dataset directly [73]. The dataset has a total of 14,197,122 images. Each synset has an average of 944 images directly assigned to the synset. The minimum number of images is 1 image, and the maximum is 2382 images for a synset.

1 http://www.image-net.org/download.php
4.1 Direct Arabic synsets for synsets in ImageNet

The first step is to investigate if Arabic synsets are available for each of the 21,841 synsets used in ImageNet. To complete this, all the synsets’ IDs are processed. For each synset,AWN is searched to find a direct match. There are several versions of AWN and several methods to access it currently exist. To gain additional knowledge on WordNet and AWN, and to determine a reliable method to access it, the online interfaces for both the Open Multilingual WordNet (OMW)\(^2\) [16] and the Princeton WordNet\(^3\) [50] are tested. Additionally, the WordNet interface in the python library NLTK\(^4\) [13] is tested. The interface includes the OMW, which has AWN [3, 14]. This version of AWN has 9916 Arabic synsets, which is less than the number of synsets used in ImageNet. This is the first indicator that it may not be possible to find direct matches for all synsets. Still, it is not clear if it is possible for a synset in ImageNet to be directly linked to several synsets in AWN. Based on this experimental phase, the NLTK interface is selected to access Arabic synsets in AWN. ImageNet uses WordNet 3.0, which has synsets IDs that are different than the ones used in WordNet 3.1. Therefore, the results in this paper are necessarily achieved by using WordNet 3.0.

4.2 Arabic synsets for hypernyms

Since ImageNet structures synsets based on the semantic structure of synsets in WordNet, a synset in ImageNet is essentially a node that is connected to a branch or several branches of hypernyms. Table 2 shows an example of how the AWN synset of a hypernym can be used to label images of a synset. The objective of this step is to discover if an Arabic synset in AWN is available for the list of hypernyms linked to a synset. To accomplish this, the parent-child (or hypernym-hyponym) pairs in ImageNet are downloaded from a webpage in ImageNet’s website.\(^5\) Algorithm 1 includes details of the steps followed in order to find direct matches as well as Arabic hypernyms for synsets.

---

**Algorithm 1:** Finding direct AWN synsets for ImageNet synsets as well as AWN synsets for all the hypernyms linked to ImageNet synsets.

| Input: | List of all synsets in ImageNet. “Synset” below refers to the synset from ImageNet. |
|---|---|
| Output: | 1) Direct_AWN: list of Arabic synsets from AWN that are directly linked to a synset in ImageNet, and 2) Hyper_AWN: a list of Arabic synsets from AWN that are linked to a hypernym of a synset in ImageNet. |

1: For synset in ImageNet:
2: If find_in_AWN (synset) is True then
3: Direct_AWN.add (synset, AWN_synset)
4: Find_Hyprs (synset, synset, 1)
5: func Find_Hyprs (synset, hyper_synset, level):
6: Hyper+=get_hyprs (hyper_synset)
7: If length (Hyperms) == 0:
8: Stop #no more hypernyms to process
9: For hyper_synset in Hyperms:
10: If find_in_AWN (hyper_synset) is True then
11: Hyper_AWN.add (synset, hyper_AWN_synset, level)
12: Find_Hyprs (synset, hyper_synset, level+1)

---

The algorithm relies on the use of a recursive function that looks for an Arabic synset for all the hypernyms connected to the synset at all levels. The stopping condition for this recursive

---

\(^2\) http://compling.hss.ntu.edu.sg/omw/

\(^3\) http://wordnet-rdf.princeton.edu/

\(^4\) http://www.nltk.org/howto/wordnet.html

\(^5\) http://www.image-net.org/archive/wordnet.is_a.txt
function is when all possible hypernyms are processed. To complete this process, all hypernyms of a synset are retrieved. In most cases, a synset that is a leaf node has one or two direct hypernyms. Each hypernym is searched for in AWN in order to discover if an Arabic synset for the hypernym exists in AWN. If one is found, it is added to the set of Arabic synsets for the primary synset. The level of the hypernym is also saved. For example, since an Arabic synset is available for the synset “dish,” which happens to be a hypernym for “pizza,” the Arabic synset for “dish” is saved for the “pizza” synset. Additionally, the number “one” is saved because “dish” is a direct hypernym for “pizza.” Similarity, the number “two” is saved for “nutriment,” which is the hypernym for “dish.” If a synset has two direct hypernyms, they are both saved as appearing in level one. Hypernyms are only saved when an Arabic synset is found.

This step results in a dataset of all AWN synsets in ImageNet, as well as the Arabic synsets available at each level of their hypernyms. Since it is possible for a synset to have two hypernyms, the objective of searching hypernyms is to indicate if any Arabic synsets exist for any of the hypernyms. After running the algorithm, all the synsets are processed again to label them with the first discovered synset (whether it was found directly or using hypernyms). However, released datasets of this paper will have all the synsets found in case some researchers want to develop certain methods that utilize all. Finally, it is unclear if using hypernyms to label images in Arabic will produce images with acceptable and meaningful labels.

Because the production of adequate Arabic labels from hypernyms is uncertain, an additional step is added to evaluate the results. Such an evaluation is completed by studying a sample of the Arabic synsets found in each level of hypernyms. For example, at level one (direct hypernyms), all the found Arabic synsets are processed. A representative random sample of synsets is then selected from all the synsets at level one that have Arabic synsets. The sizes for these samples are determined using standard methods to select representative sample sizes. The samples selected for each level include only synsets in which Arabic synsets are not found at any previous level. For example, synsets considered for the sample at the second level include only Arabic synsets that are not found directly or by using the direct hypernym (first level). Then, for each synset in each sample, all URLs of images linked to the synset are accessed until an image that is still available online is found. Since images collected from the website Flickr are more likely to remain available online [10], only images collected from Flickr are processed. If no online images from Flickr are found for the synset, all the other images collected from other websites are accessed. Discovered images are then added to an online spreadsheet. Each image is evaluated manually by the author to determine if the found Arabic synset accurately describes the content of the image. For each image in the sheet, the Arabic synset generated is classified as either “accurate” or “inaccurate.” The original English synsets are not viewed during the evaluation. Since some of the Arabic synsets consisted of uncommon words, an Arabic dictionary is used in order to determine the definitions of the words. Finally, the standard precision measure is used to evaluate the results for each sample.
4.3 The “person” subtree

The “person” subtree is one of the major categories in ImageNet, representing 8.3% of the images in the total dataset [73]. The tree includes 2832 unique synsets. Some of these synsets are located higher in the tree, while others represent leaf nodes with no hyponyms. Examples of synsets in this tree include ones related to occupations such as “doctor” and “entertainer,” nationalities such as “Senegali” and “Syrian,” and social ties such as “grandfather” and “friend.” This subtree includes several synsets that have been criticized for representational issues, including biases and offensive images [46, 61]. Recently, some of the scientists behind ImageNet addressed concerns regarding issues in the “person” subtree and indicated that an upgrade of ImageNet will be released with two changes: 1) only up to 158 of the 2832 synsets in the “person” subtree will be kept, and 2) attention will be given to representation biases in images in the synsets that remain [73]. In anticipation of these updates, the results section provides the results obtained when the 2832 synsets in the “person” subtree are not included. By omitting synsets in the “person” subtree, the total number of unique synsets decreases from 21,841 to 19,009.

4.4 The 1000 categories subset

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is a popular competition where scientists in the computer vision research community compete to solve several research challenges [56]. For many of these challenges, a subset of 1000 categories or synsets from ImageNet are used instead of the entire dataset. According to Yang et al. (2020), this subset, rather than the entire dataset, is what most researchers use even outside of the ILSVRC. For this reason, the present study processed the synsets in this subset of 1000 with the goal of providing additional details about the Arabic synsets found both directly and using hypernyms. The list of synsets in this subset is retrieved from a page in the 2017 edition of ILSVRC. All but one synset have images. The synset with the WordNet ID “n04399382” has no available images in either the original ImageNet dataset or online. This subset has 1,290,129 images. Each synset in the subset has an average of 1291 images. The maximum number of images for a synset is 3047 and the minimum is 272 images.

5 Results

This section explains the extension of ImageNet to Arabic using AWN. Three classes of results are presented based on the dataset used: 1) results obtained when the entire ImageNet dataset is processed (Sections 5.1., 5.2., and 5.3.), 2) when synsets in the “person” subtree are omitted (Sections 5.4.), and 3) when the 1000 categories subset is used (Sections 5.5). For each of these three classes, the results for Arabic synsets found directly in AWN, as well as ones discovered using hyponym-hypernym relationships, are provided.

6 http://image-net.org/challenges/LSVRC/2017/browse-synsets
7 http://imagenet.stanford.edu/api/text/imagenet.synset.geturls?wnid=n04399382
5.1 Direct Arabic synsets

Direct matches were found for 1219 of the 21,841 synsets used in ImageNet. Since each synset is linked to many images, the dataset of 1219 synsets was extended to 1,150,651 images, which is 8.1% of ImageNet’s total number of images. This dataset represents a major contribution of the paper, as it can be used in several tasks related to Arabic computer vision. Table 3 includes ImageNet synsets, AWN synsets, and examples of images of mammals for synsets where an Arabic synset was found in AWN. These mammalian examples illuminate how several of the AWN synsets pertain to higher-level categories while others are more fine-grained. In this case, “carnivore” represents a more general category, while “vaulting horse” is more specific. Some of the synsets in the table are related. For example, “cheetah” is a hyponym of “carnivore” and “mammal” because the branch of hypernyms for “cheetah” is cheetah - > big cat - > feline - > carnivore - > placental - > mammal.

The quality of these labels is likely high, because all of the labels pertain to direct matches. Additional information on these results is provided by analyzing the textual structure of the synsets from ImageNet with a corresponding AWN synset. Three classes were created based on the number of words in each synset: “unigrams,” “bigrams,” and “Ngrams.” Unigrams refer to ImageNet synsets that include only one word, bigrams refer to synsets that include only two words, and Ngrams refer to synsets that include three or more words. Results indicate that most of the Arabic synsets found were for unigrams, while the percentage for Ngrams was the lowest. For the 1219 Arabic synsets found, 81.8% were of unigrams even though only 56% of the synsets in ImageNet are unigrams. Table 4 includes summary statistics of the number of Arabic synsets found for each class.

5.2 Arabic synsets for hypernyms

To further expand the dataset, hypernyms of synsets used in ImageNet were searched for in AWN. Consequently, Arabic synsets were identified for all but four synsets used in ImageNet. These four synsets include only 1366 images. This indicates that there are only 1366 images in ImageNet without Arabic synsets in AWN for the synset or one of its hypernyms in its branch of hypernyms. Table 5 includes samples from the first levels of synsets and their images. The “hypernym found” column lists all the hypernyms for each synset. The first Arabic hypernym found in AWN is in bold. For example, “seat” is the first AWN synset found for “chesterfield.”

| Images | ImageNet Synset ID | ImageNet Synset | Direct AWN Synset |
|--------|--------------------|----------------|------------------|
| ![Image](image1.png) | p02130308 | Cheetah (n.01) | فهد |
| ![Image](image2.png) | p01861778 | Mammal (n.01) | حيوان ثنائي القذأب |
| ![Image](image3.png) | p02062017 | Aquatic mammal (n.01) | حيوانات مائية |
| ![Image](image4.png) | p04524142 | Vaulting horse (n.01) | جصان وآب |
| ![Image](image5.png) | p02075296 | Carnivore (n.01) | لاجم، أكل اللحم |

Table 3 Examples of images from ImageNet with their synsets and Arabic synsets as found in AWN
Table 4 The number of synsets found for all, unigrams, bigrams, and Ngrams. The percentages represent the synsets found compared to total available.

| Images      | ImageNet Synsets | AWN Synsets Found |
|-------------|------------------|-------------------|
| All         | 21,841           | 1219 (5.59%)      |
| Unigrams    | 12,040           | 998 (8.28%)       |
| Bigrams     | 8940             | 207 (2.31%)       |
| Ngrams      | 816              | 14 (1.62%)        |

and thus all images that belong to this synsets were labeled with the Arabic synset for “seat.” The images in the table are a sample of the images labeled with the synset in ImageNet.

A detailed summary of the results is presented in Table 6. In the table, “AWN synsets” refers to the number of Arabic synsets found for a synset in ImageNet at each level regardless of what was found in previous levels. The “AWN synset + previous” refers to the total number of Arabic synsets that were identified when the synsets found at a level and the previous levels are combined. For example, for first level hypernyms (Row # and Column #3 in Table 6), the number found was 10,462, which represents synsets found directly (1219) and synsets found using the first level hypernyms that were not available directly. Put differently, synsets found directly and using first level hypernyms are not double counted. The “Images in ImageNet” refers to the total number of images found for each Arabic synset at each level. When only the first and second level hypernyms were considered, the dataset included Arabic synsets for 79.8% of the synsets and 81.2% of the images in ImageNet. This represents a large dataset of 11,533,525 images, all of which are labeled with an Arabic synset that is either the direct match for the synset used in ImageNet, the Arabic synset for the hypernym, or the Arabic synset for the hypernym of a hypernym. Although a synset in this subset (Row #4 in Table 6) was found for 17,438 of the synsets used in ImageNet, many of the identified Arabic synsets were used more than once since the total number of synsets in AWN is only 9916. For example, the Arabic synset for “candy (n_01)” was the first hypernym found for 118 different synsets. Similarly, the Arabic synset for “edible fruit (n_01)” was used as the Arabic label for all the images that are linked to 142 synsets. Finally, it is important to note that as the level of the hypernym increases, the hypernyms become more abstract and general. For example, some of the 7th-level hypernyms include “entity,” “act,” and “event.” Therefore, the usability of Arabic synsets at higher levels requires additional investigation.

Table 5 Images from ImageNet and their synsets with the first Arabic synset for a hypernym as found in AWN.

| Images       | ImageNet Synset | Level | Hypernym Found            | AWN Synset |
|--------------|-----------------|-------|---------------------------|------------|
| Electric fan | Electric fan> Fan (n_04) | 1     | مروحة                     |            |
| Travel iron  | Travel iron> Iron> home appliance (n_01) | 2     | جهاز مزدّن |            |
| Yagi         | Yagi> directional antenna> antenna> electrical device (n_01) | 3     | أداة كهربائية, جهاز كهربائي |            |
| Chesterfield | Chesterfield> davenport> convertible> Sofa> Seat (n_02) | 4     | كرسي, مفتوح |            |
| Blue shark   | Blue shark> requiem shark> shark> elasmobranch> Fish (n_01) | 5     | سمكة |            |
5.3 Evaluation for hypernyms

While this dataset of Arabic synsets for images in ImageNet is likely reliable since it is based on the utilization of previously existing and evaluated datasets, certain characteristics of the Arabic language and naming decisions in AWN suggest the potential need for proper evaluation of the dataset’s accuracy. For example, one of the synsets found in AWN was “nurse.” Unlike English, Arabic nouns are gendered. Accordingly, in AWN the Arabic synset for “nurse” is “male nurse.” Therefore, an automated image classification system that relies on this synset may suggest “male nurse” for images of female nurses. Additionally, labelling images using the Arabic synsets for hypernyms may not produce satisfactory or meaningful results. Therefore, further evaluation, as fully explained in Section 4.2., is needed in order to provide quantitative measurements for the accuracy of labels found at each level.

For each of the seven levels, the values for the precision measure were 90.4% or above. These findings suggest that generating Arabic labels for images in ImageNet using hypernyms does indeed produce meaningful results. Table 7 includes the results as well as the number of true positive and false positive instances. For sample sizes with at least 300 synsets, the highest results occurred for hypernyms at the fifth level. This evaluation was completed using binary classes. For each image, the classes available were either “true (correct)” or “false (incorrect).” Therefore, the evaluation did not measure the quality of the generated labels. It was observed that some images in the true positive column had high-quality labels. Others, however, had acceptable labels that were, nevertheless, of lesser quality. This is one limitation of the evaluation.

Several observations are drawn from this evaluation process. First, many of the images that were classified as inaccurate were of synsets in the “person” subtree. Therefore, it is possible that the values for the precision measure are higher if synsets in the “person” subtree are

Table 6 Summary of the number of synsets and number of images found

| Level               | AWN Synsets | AWN Synsets+Previous | Images in ImageNet | Images+Previous |
|--------------------|-------------|----------------------|--------------------|-----------------|
| Direct             | 1219 (5.59%)| –                    | 1,150,651 (8.1%)   | –               |
| First level Hypernyms | 10,400 (47.6%) | 10,462 (47.9%)   | 7,113,853 (50.1%) | 7,177,537 (50.5%) |
| 2nd level Hypernyms  | 16,837 (77.0%) | 17,438 (79.8%)   | 11,088,519 (78.1%) | 11,533,525 (81.2%) |
| 3rd level Hypernyms  | 19,490 (89.2%) | 20,267 (93.7%)   | 12,697,838 (89.4%) | 13,266,956 (93.4%) |
| 4th level Hypernyms  | 20,671 (94.6%) | 21,397 (97.9%)   | 13,365,182 (94.1%) | 13,916,531 (98.0%) |
| 5th level Hypernyms  | 20,816 (95.3%) | 21,751 (99.5%)   | 13,483,006 (94.9%) | 14,148,669 (99.6%) |
| 6th level Hypernyms  | 19,910 (91.1%) | 21,830 (99.94%)  | 12,865,510 (90.6%) | 14,195,325 (99.8%) |
| 7th level Hypernyms  | 18,191 (83.2%) | 21,837 (99.98%)  | 11,729,718 (82.6%) | 14,195,756 (99.9%) |

Table 7 Summary of the evaluation for Arabic synsets found using hypernyms

| Level      | Sample size | True positive | False positive | Precision   |
|------------|-------------|---------------|----------------|-------------|
| First level| 378         | 348           | 30             | 92.06%      |
| 2nd level  | 372         | 347           | 25             | 93.28%      |
| 3rd level  | 354         | 320           | 34             | 90.4%       |
| 4th level  | 357         | 327           | 30             | 91.6%       |
| 5th level  | 323         | 316           | 7              | 97.83%      |
| 6th level  | 69          | 66            | 3              | 95.65%      |
| 7th level  | 6           | 6             | 0              | 100%        |
| All        | 1730        | 1859          | 129            | 93.06%      |
omitted. Second, many of the Arabic synsets found are used in several levels. For example, the Arabic synsets for “electrical_devices_n_01” are used for multiple synsets at levels 1, 2, 3, 4, and 5. Third, some synsets have two different Arabic hypernyms in the same level. For example, no direct AWN synset is available for “rock climbing.” However, the Arabic synsets for the two direct hypernyms, “sport” and “climb,” are available. All of these observations present some of the opportunities for future research.

5.4 Results after omitting the “person” subtree

This section includes the results obtained when synsets in the “person” subtree were not included. The “person” subtree has 2832 synsets. After their removal, the number of synsets in the dataset was reduced from 21,841 to 19,009 and the number of images was reduced from 14,197,122 to 13,019,837 images. The IDs for synsets in the tree were identified by following the branch of hypernyms for each synset. Doing so allowed for the classification of synsets where the synset “person.n.01” is a hypernym in any level. The complete results are presented in Table 8. When the percentages of Arabic synsets found in the two sets (ImageNet with and without the “person” subtree) were compared, the results were slightly lower for the latter. Moreover, the percentages of synsets found in each level only decreased marginally. New and previously unreported issues pertaining to images in the “person” subtree were discovered. For instance, it was observed that images in the “Iraqi” synset were mostly war related. This could be problematic for several applications that utilize this synset. For example, predictive models that classify images based on learning from synsets in the “person” subtree may classify images that pertain to war as ones of Iraqis. Additional issues were discovered for images in the “Syrian” synset. For instance, it can be argued that some individuals presented in this synset may not actually be Syrian.

5.5 Results for the 1000 categories subset

Arabic synsets were found for only 77 of the 1000 synsets. When the first and second level hypernyms were used, the number of synsets found were 523 and 801 synsets, respectively. These two sets include 681,588 images when first-level hypernyms were used and 1,080,157 images when second-level hypernyms were used. A label was found for all the images in the 1000 categories when all the hypernyms were processed. The hypernyms in the first six levels were examined in order to find at least one Arabic hypernym. Figure 1 displays the subsets and

Table 8 Summary of the number of synsets and number of images found when synsets in the “person” subtree are omitted

| Level            | AWN Synsets | AWN Synsets+ Previous | Images in ImageNet | Images+Previous |
|------------------|-------------|-----------------------|--------------------|-----------------|
| Direct           | 993 (5.2%)  | –                     | 990,189 (7.6%)     | –               |
| First level Hypnyms | 8846 (46.5%) | 8890 (46.7%)          | 6,419,390 (49.3%)  | 6,469,802 (49.6%) |
| 2nd level Hypnyms | 14,541 (76.4%) | 15,064 (79.2%)       | 10,099,744 (77.5%) | 10,508,392 (80.7%) |
| 3rd level Hypnyms | 16,870 (88.7%) | 17,571 (92.4%)       | 11,588,355 (89%)   | 12,128,876 (93.1%) |
| 4th level Hypnyms | 17,900 (94.1%) | 18,589 (97%)         | 12,204,832 (93.7%) | 12,746,289 (97.8%) |
| 5th level Hypnyms | 17,990 (94.6%) | 18,924 (99.5%)       | 12,307,766 (94.5%) | 12,973,354 (99.6%) |
| 6th level Hypnyms | 17,254 (90.7%) | 18,998 (99.94%)      | 11,766,924 (90.3%) | 13,018,040 (99.98%) |
| 7th level Hypnyms | 15,828 (83.2%) | 19,005 (99.97%)      | 10,739,341 (82.4%) | 13,018,471 (99.989%) |
result summaries for 1) all of ImageNet, 2) ImageNet without the “person” subtree and, 3) the 1000 categories set. The percentage associated with each bar represents the percentage of coverage when the results are compared to the total number of images in each subset.

6 Discussion

The results demonstrate the ability of the approach proposed in this paper to generate datasets of images labeled in Arabic using AWN both directly and using hypernyms. For the latter, our evaluation suggests that the majority of labels discovered were accurate. One important question to ask is regarding the reasons why the method and evaluation were successful. Since this work relies on Arabic WordNet, one main explanation is the availability and quality of synsets in AWN. Put differently, if these labels were not available in AWN, our method would not have been able to find them. A second reason for the results found is the fact that ImageNet only uses nouns. It is possible that the matches discovered would not be this high if verbs were also used. Third, due to 1) the hierarchical nature of labels in ImageNet and 2) how our method to discover Arabic labels relies on hypernyms, many of the same Arabic synsets were the ones discovered for several different synsets in ImageNet.

To improve the results found, several options are available. One option is to use the Extended Open Multilingual Wordnet (1.2), which enhances Arabic WordNet by utilizing Wiktionary and Unicode Common Locale Data Repository [15]. This automatic extension of AWN increases the total number of unique synsets available in AWN to 14,650 synsets. By using this improved version of AWN, the number of Arabic synsets found for ones used in ImageNet may increase. However, since this extension relied on automated methods, it is possible that the quality of the results will decrease. Another method to increase the number of Arabic synsets found is to propose new techniques that will allow for a direct discovery of
Arabic synsets using the information available about the synsets used in ImageNet such as their full definitions as available in WordNet. Such automated techniques could leverage information available in ImageNet and WordNet in order to find Arabic words for the synsets used when that particular synset is not available in AWN.

Several directions for future work exist. One extension is to use this dataset to create new datasets that may be useful for a variety of research challenges related to Arabic computer vision. For instance, the AWN labels that were found can be used to create a dataset of Arabic captions for images. Another avenue for further research would involve applying the same methods employed in this paper to extend ImageNet to other languages using the WordNets for these languages, such as the French WordNet [59] and the Danish WordNet [49].

7 Conclusion

This paper has explored the possibility of extending ImageNet to Arabic. The following discoveries were made: 1) an Arabic synset in AWN exists for 1219 of the synsets used in ImageNet, which represents 1,150,651 images, and 2) Arabic synsets in AWN exist for 99.9% of the images in ImageNet when the branches of hypernyms for synsets were considered. Two subsets of ImageNet were also processed and showed similar results. This work presents several implications. First, this large dataset of images labeled with Arabic could be used to enhance a variety of information systems related to Arabic computer vision. For example, an application can utilize these images to teach Arabic words to children who suffer from learning disabilities by showing them images from the dataset. Second, the dataset can be incorporated in predictive AI models that aim to classify images in Arabic. Finally, the dataset can be used to tackle several challenging research questions related to Arabic computer vision.
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