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Abstract

We study graph-based Laplacian semi-supervised learning at low labeling rates. Laplacian learning uses harmonic extension on a graph to propagate labels. At very low label rates, Laplacian learning becomes degenerate and the solution is roughly constant with spikes at each labeled data point. Previous work has shown that this degeneracy occurs when the number of labeled data points is finite while the number of unlabeled data points tends to infinity. In this work we allow the number of labeled data points to grow to infinity with the number of labels. Our results show that for a random geometric graph with length scale $\varepsilon > 0$ and labeling rate $\beta > 0$, if $\beta \ll \varepsilon^2$ then the solution becomes degenerate and spikes form, and if $\beta \gg \varepsilon^2$ then Laplacian learning is well-posed and consistent with a continuum Laplace equation. Furthermore, in the well-posed setting we prove quantitative error estimates of $O(\varepsilon \beta^{-1/2})$ for the difference between the solutions of the discrete problem and continuum PDE, up to logarithmic factors. We also study $p$-Laplacian regularization and show the same degeneracy result when $\beta \ll \varepsilon^p$. The proofs of our well-posedness results use the random walk interpretation of Laplacian learning and PDE arguments, while the proofs of the ill-posedness results use $\Gamma$-convergence tools from the calculus of variations. We also present numerical results on synthetic and real data to illustrate our results.
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1 Introduction

Semi-supervised learning algorithms use both labeled and unlabeled data in learning tasks. In many situations the labeling rate (i.e. the ratio between the number of labeled and the total number of data points) is low. The aim of semi-supervised learning is to utilize the geometric or topological properties of unlabeled data to improve the performance of classification or regression algorithms. Given the ubiquity of data in the modern world, much of which is unlabeled, and the relative expense of labeling data, the problem of semi-supervised learning has attracted significant interest.

A typical semi-supervised learning problem is posed as follows: Given a data set $\Omega_n = \{x_i\}_{i=1}^n \subset \mathbb{R}^d$, and labels $\{y_i\}_{i \in Z_n} \subset \mathbb{R}$ for $\Gamma_n = \{x_i\}_{i \in Z_n}$ for a subset $Z_n \subset \{1, \ldots, n\}$ of the dataset, learn a function $u : \Omega_n \to \mathbb{R}$ that extends the labels to the whole dataset $\Omega_n$ in some meaningful way. There are many possible functions $u : \Omega_n \to \mathbb{R}$ that interpolate the labeled data $\{(x_i, y_i)\}_{i \in Z_n}$, the semi-supervised smoothness assumption stipulates that the learned labels should vary smoothly in high density regions of the data [10]. Different mathematical interpretations of the semi-supervised smoothness assumption lead to different algorithms. To encode the geometry of the data distribution and measure the smoothness of the functions on the data, it is common to construct a graph over the data $\Omega_n$. We consider weighted graphs with edge-weight matrix $W = (w_{ij})_{i,j=1}^n$, where $w_{ij} \geq 0$ and the edge weights are symmetric: $w_{ij} = w_{ji}$, for all $i, j$. If $w_{ij} = 0$ then we say there is no edge between $i$ and $j$. Two standard graph constructions are kNN
graphs, where each data point to its \( k \) nearest neighbors, or random geometric graphs where all pairs of points that are within some specified distance \( \varepsilon > 0 \) are connected. Here we take the weighted variant of the latter approach and assume \( w_{ij} = \eta_r(|x_i - x_j|) \) for some kernel \( \eta_r \).

This paper is concerned with Laplacian semi-supervised learning, originally proposed in [46], which is a graph-based learning algorithm that propagates labels by solving the graph Laplace equation

\[
\left\{ \begin{array}{ll}
\mathcal{L}_{n,\varepsilon} u(x_i) = 0, & \text{if } x_i \not\in \Gamma_n \\
u(x_i) = y_i, & \text{if } x_i \in \Gamma_n,
\end{array} \right.
\]

where \( \mathcal{L}_{n,\varepsilon} \) is the graph Laplacian given by

\[
\mathcal{L}_{n,\varepsilon} u(x_i) = \sum_{j=1}^{n} w_{ij}(u(x_i) - u(x_j)).
\]

When the graph is connected, the solution of (1.1) is unique. Laplace learning has been widely used since its introduction in [46], and several authors have considered other normalizations of the graph Laplacian [42–44] (the graph Laplacian defined in (1.2) is called the unnormalized graph Laplacian), and soft label constraints [1, 2] (where labels are penalized rather than enforced). Laplace learning can also be formulated in terms of random walks on graphs. Let \( X_0, X_1, X_2, \ldots \) be a random walk on \( \Omega_n \) with transition probabilities \( p_{ij} = w_{ij}/d_i \) of transitioning from \( i \) to \( j \), where \( d_i = \sum_{j=1}^{n} w_{ij} \). Then, the random walk Laplacian \( \mathcal{L}_r \), defined by \( \mathcal{L}_r u(x_i) = \frac{1}{d_i} \mathcal{L}_{n,\varepsilon} u(x_i) \), is the generator for the random walk, and we have the representation formula

\[
u(x_i) = \mathbb{E}[y_\tau \mid X_0 = x_i]
\]

for the solution \( u \) of (1.1), where \( \tau \in Z_n \) is the index of the label point first reached by the walk. In this sense, we can think of Laplacian learning as computing \( u(x_i) \) by taking a weighted average of labels that are close to \( x_i \) in the metric inherited from the random walk. Finally, Laplacian learning can also be viewed as an optimization, or variational, problem. The solution \( u \) of (1.1) is the unique minimizer of the graph Dirichlet energy

\[
\mathcal{E}^{(2)}_{n,\varepsilon}(u) = \frac{1}{n^2 \varepsilon^2} \sum_{i,j=1}^{n} w_{ij}(u(x_i) - u(x_j))^2,
\]

subject to the constraints \( u(x_i) = y_i \) for all \( x_i \in \Gamma_n \).

When the label rate \( \beta := \frac{1}{n} |Z_n| \) is very low, Laplacian learning becomes degenerate and the label function \( u \) becomes nearly constant with sharp spikes at the labeled points [14, 31]. See Figure 1 for a simulation showing the formation of spikes at low label rates. This degeneracy can be explained easily both from the variational and the random walk perspectives. Indeed, from the random walk perspective, if the label rate is very low then the random walk will explore the graph for too long before hitting a label, and the distribution of the walker will approach the invariant distribution before hitting a label. The invariant distribution for the walker is \( \pi(x_i) = \frac{d_i}{\sum_{j=1}^{n} d_j} \), and so by (1.3) we see that for very low label rates we have

\[
u(x_i) = \mathbb{E}[y_\tau \mid X_0 = x_i] \approx \frac{\sum_{j \in Z_n} d_j y_j}{\sum_{j \in Z_n} d_j}.
\]

Thus, when the label rate is low, \( u(x_i) \) is approximately the average of all labels weighted only by degree. Since the labels are imposed as hard constraints, the function \( u \) must attain the labels, and it does so with spikes in a localized neighborhood of each label. This degeneracy leads to very poor results for classification at low label rates, since most datapoints get assigned to the same class [16, 34].

A significant amount of recent research has aimed to address this degeneracy by introducing new graph-based semi-supervised learning models at low label rates. It was suggested in [14] to replace Laplacian learning with \( p \)-Laplacian regularization, which minimizes the \( p \)-Dirichlet energy

\[
\mathcal{E}^{(p)}_{n,\varepsilon}(u) = \frac{1}{n^2 \varepsilon^p} \sum_{i,j=1}^{n} w_{ij}|u(x_i) - u(x_j)|^p.
\]
At a high level, we use the random walk interpretation of Laplace learning (1.3) and show that when \[ n \rightarrow \infty \] work [37] showed that if the number of labels is held fixed as the number of unlabeled data points tends to very low label rates. This problem was studied rigorously in [37] where it was shown that when \( p > d \) and \( n \ll p \) variables on \( \epsilon \) the results, the random walk arguments are essential for establishing convergence rates and correct scalings for \( \beta \). In other applications, such as distances between signals for image processing [15, 38], the variational techniques involve pointwise consistency of graph Laplacians and the maximum principle, which have been used for semi-supervised learning to avoid the formation of spikes and ensure the labels are propagated robustly. Previous work [37] go on to show that the length scale restriction can be eliminated if the labels are first extended to nearest neighbors on the graph before solving the graph \( p \)-Laplace equation. On a graph there are several different ways to formulate the \( p \)-Laplacian, and in [4, 5] the game-theoretic \( p \)-Laplacian was introduced for semi-supervised learning. It was shown in [4] that solutions of the game-theoretic \( p \)-Laplacian on the graph are approximately Hölder continuous when \( p > d \) and thus the label values are attained continuously, without any additional length scale restriction. Algorithms for solving the variational and game-theoretic graph \( p \)-Laplace equations were developed in [16].

Another way to address low label rates is to reweight the graph more heavily near labels to discourage spikes from forming. In [34] the authors propose a reweighting that amplifies the edge weights connected to labeled nodes by the ratio of unlabeled to labeled data. While the reweighting is useful in practice, it was shown in [8] that the method still degenerates to a constant at very low label rates. The authors of [8] proposed a new way to reweight the graph that is sufficient to establish continuity at labels in the continuum limit by considering singularly weighted Sobolev spaces.

In this paper we address the question of precisely how many labels are required in Laplacian semi-supervised learning to avoid the formation of spikes and ensure the labels are propagated robustly. Previous work [37] showed that if the number of labels is held fixed as the number of unlabeled data points tends to infinity, then spikes will form and the solution of Laplacian learning will cluster around constant solutions. Here, we allow the number of labeled data points to grow to infinity with the total size \( n \) of the dataset, and we determine how the label rate \( \beta \) should scale to ensure a well-posed continuum limit. Roughly speaking, our results show that for a random geometric graph with length scale \( \epsilon > 0 \) (where \( \epsilon \rightarrow 0^+ \) as \( n \rightarrow \infty \)), if \( \beta \gg \epsilon^2 \) then the solution of Laplacian learning is consistent in the continuum with Laplace’s equation and the labels are attained continuously, and if \( \beta \ll \epsilon^2 \) then spikes form and the solution degenerates to a constant label function. In the well-posed regime \( \beta > \epsilon^2 \) we obtain a quantitative error estimate of \( O(\epsilon \beta^{-1/2} \log(\epsilon^{-1} \beta^{1/2})) \) between the solution of the discrete Laplace learning problem and the continuum PDE. We also study \( p \)-Laplacian regularization and are able to show the ill-posedness result when \( \beta \ll \epsilon^p \). The analogous well-posedness result for \( p \neq 2 \) is an interesting open problem for future research. We provide some numerical experiments at the end of the paper to illustrate the results on real and synthetic data.

The proofs in our paper use a blend of PDE, random walk, and variational techniques. The PDE techniques involve pointwise consistency of graph Laplacians and the maximum principle, which have been used for discrete to continuum convergence in graph-based settings recently [4, 5, 19, 35, 41]. The variational techniques use \( \Gamma \)-convergence and the TL\( p \) topology, which was originally developed in [21] and has been used numerous times since for studying discrete to continuum convergence [9, 11–13, 17, 18, 20, 22–24, 32, 37, 39, 40] and for other applications, such as distances between signals for image processing [15, 38]. In all of our well-posedness results, the random walk arguments are essential for establishing convergence rates and correct scalings for \( \beta \). At a high level, we use the random walk interpretation of Laplace learning (1.3) and show that when \( \beta \gg \epsilon^2 \),
with high probability the random walk travels a distance no greater than $O(\varepsilon \beta^{-1/2})$ before encountering a label, and thus $u$ is a local average of a Lipschitz label function. The random walk methods use martingale techniques to control stopping times and establish discrete to continuum convergence. In fact, one of our main results (Theorem 2.4) is proved exclusively using random walk techniques, which to our knowledge have not been explored before in the discrete to continuum literature on graph-based learning.

In the following section we introduce the notation, give the assumptions and state our results. We then prove the well-posedness results and ill-posedness results in Sections 3 and 4 respectively. Some numerical experiments are given in Section 5 and we conclude in Section 6. For convenience we include some background material in Appendix A and B.

## 2 Setting and Main Results

We make the following assumption on the set of data points $\{x_i\}_{i=1}^n$.

(A1) Let $d \geq 2$ and let $\Omega \subset \mathbb{R}^d$ be open, bounded, and connected with $C^3$ boundary. Let $x_1, x_2, \ldots, x_n$ be i.i.d. with density $\rho \in C^2(\Omega)$ satisfying $0 < \rho_{\min} := \inf_{x \in \Omega} \rho(x) \leq \sup_{x \in \Omega} \rho(x) =: \rho_{\max} < \infty$. We write $\Omega_n = \{x_1, x_2, \ldots, x_n\}$.

Let $\beta \in (0, 1]$ and $\delta \in (0, \varepsilon]$ and set

$$\partial_\delta \Omega = \{x \in \Omega : \text{dist}(x, \partial \Omega) < \delta\}.$$

We consider two models for the distribution of training data.

**Model 1.** Let $\tilde{\Omega}$ be open with $C^3$ boundary and $\tilde{\Omega} \subset \subset \Omega$. Each $x_i \in \tilde{\Omega}$ is selected as training data independently with probability $\beta$.

**Model 2.** Each $x_i \in \partial_\delta \Omega$ is selected as training data independently with probability $\beta$.

In each case, we let $\Gamma_n \subset \Omega_n$ denote the collection of training data points and $Z_n \subset \{1, \ldots, n\}$ the indices of the training data points, so that

$$\Gamma_n = \{x_i : i \in Z_n\}.$$

We make the following assumption on the labels for training data.

(A2) Let $g \in C^3(\tilde{\Omega})$. Each training data point $x \in \Gamma_n$ is assigned the label $g(x)$.

Given the data $\Omega_n$, an interaction potential $\eta : [0, \infty) \to [0, \infty)$, and a length scale $\varepsilon > 0$, we define a graph with nodes $\Omega_n$ and edge weights $\eta_{\varepsilon}(|y-x|)$ between points $x, y \in \Omega_n$, where $\eta_{\varepsilon}(t) = \frac{1}{\varepsilon^d} \eta(t)$. In our results we allow for general choices of the interaction potential $\eta$, and only assume that $\eta$ satisfies the following assumption.

(A3) The interaction potential $\eta : [0, \infty) \to [0, \infty)$ is non-increasing, positive and continuous at $t = 0$, $\eta(t) \geq 1$ for $t \leq 1$, and $\eta(t) = 0$ for $t \geq 2$. We define $\sigma_\eta := \int_{\mathbb{R}^d} \eta(|x|)|x_1|^2 \, dx < \infty$.

The Laplacian semisupervised learning problem [46] is to minimize over all $u : \Omega_n \to \mathbb{R}$

$$\mathcal{E}_{n,\varepsilon}(u) := \frac{1}{\varepsilon^2} \sum_{x, y \in \Omega_n} \eta_{\varepsilon}(|x-y|)(u(x) - u(y))^2$$

subject to the constraint $u(x) = g(x)$ for all $x \in \Gamma_n$.

Minimizers of the Laplacian learning problem (2.2) satisfy the boundary-value problem

$$\begin{cases}
\mathcal{L}_{n,\varepsilon} u(x) = 0, & \text{if } x \in \Omega_n \setminus \Gamma_n \\
u(x) = g(x), & \text{if } x \in \Gamma_n,
\end{cases}$$

subject to the constraint $u(x) = g(x)$ for all $x \in \Gamma_n$. Some numerical experiments are given in Section 5 and we conclude in Section 6. For convenience we include some background material in Appendix A and B.
where $L_{n,\varepsilon}$ is the graph-Laplacian, which is given for $u : \Omega_n \rightarrow \mathbb{R}$ by

\begin{equation}
L_{n,\varepsilon}u(x) = \frac{1}{n\varepsilon^2} \sum_{y \in \Omega_n} \eta_{\varepsilon}(|x-y|)(u(x) - u(y)).
\end{equation}

The semi-supervised learning paradigm is that by using structure in the unlabeled data, we may improve the learning algorithm and reduce the amount of labeled data required, which reduces the cost of labeling data. The geometry and topology of the unlabeled data enters the process through the graph Laplacian $L_{n,\varepsilon}$. Thus, the key question is how small we can take the labeling rate $\beta > 0$ while ensuring the learning algorithm is stable and has a well-posed continuum limit. We organize our main results into two sections. Section 2.1 presents our results on well-posedness, which roughly speaking show that when $\beta \gg \varepsilon^2$ the learned function attains the labels continuously in the limit. Then, in Section 2.2, we present our ill-posedness results, that show that when $\beta \ll \varepsilon^2$, the label information is lost in the limit.

### 2.1 Well-posedness results

We now present our well-posedness results. We first consider Model 1, where the continuum version of the boundary-value problem (2.3) is

\begin{equation}
\begin{cases}
\text{div}(\rho^2 \nabla u) = 0 & \text{in } \Omega \setminus \tilde{\Omega} \\
u = g & \text{in } \tilde{\Omega} \\
\n \cdot n = 0 & \text{on } \partial \Omega.
\end{cases}
\end{equation}

We have the following well-posedness result.

**Theorem 2.1 (Model 1, Well-posed).** Assume (A1-3) and Model 1, let $u_n : \Omega_n \rightarrow \mathbb{R}$ be the solution of (2.3), and let $u \in C^3(\Omega)$ be the solution of (2.5). Then the following hold.

(i) There exists $C > c > 0$ such that if $\beta \geq \varepsilon^2$ and $\varepsilon < \vartheta < c$ then

\begin{equation}
\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq C \left( \frac{\varepsilon}{\sqrt{\beta}} \log \left( \frac{\sqrt{\beta}}{\varepsilon} \right) + \vartheta \right)
\end{equation}

holds with probability at least $1 - Cn \exp(-cn\varepsilon^{d+2}\vartheta^2)$.

(ii) If $\varepsilon = \varepsilon_n \rightarrow 0$ and $\beta = \beta_n \rightarrow 0$ as $n \rightarrow \infty$ such that $\beta_n \gg \varepsilon_n^2$ and $n\beta_n\varepsilon_n^d \gg \log(n)$ then

\begin{equation}
\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{x \in \Omega_n} |u_n(x) - u(x)|^2 = 0 \quad \text{a.s.}
\end{equation}

**Remark 2.2.** Theorem 2.1 says that the Laplacian learning with training data selected by Model 1 is well-posed when $\beta \gg \varepsilon^2$ and $n\beta \gg \log(n)$, which is equivalent to

$$\sqrt{\beta} \gg \varepsilon \gg \left( \frac{\log(n)}{n\beta} \right)^\frac{1}{d}.$$

By choosing $\vartheta = \varepsilon_n$ we obtain a convergence rate of $O((\varepsilon_n) \log(\varepsilon_n))$ up to log factors for larger choices of $\varepsilon$ satisfying $n\beta^{-1}\varepsilon^{d+4} \gg \log(n)$, which is equivalent to

$$\sqrt{\beta} \gg \varepsilon \gg \left( \frac{\beta \log(n)}{n} \right)^\frac{1}{d+1}.$$

We expect the well-posedness result to extend to the regime

$$\left( \frac{\log(n)}{n} \right)^\frac{1}{d} \ll \varepsilon \ll \left( \frac{\log(n)}{n\beta} \right)^\frac{1}{d},$$

provided $\beta \gg \varepsilon^2$, but are unable to prove this on random geometric graphs due to local irregularities in the graphs that lead to a large drift in a random walk. We discuss the smaller length scale regime further in Remark 2.8.
We sketch the proof here. Let \( (2.3) \)

\[
\text{Theorem 2.4}
\]

The maximum principle yields \( \text{Theorem 2.1(ii)} \) does not use elliptic regularity results.

Remark 2.6. Similar results to Theorems 2.1 and 2.4 can be obtained for the soft constrained version of the \( \beta \delta \) provided \( \text{holds with probability at least } 1 \).

\( (2.9) \)

\[
\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq C \frac{\theta \varepsilon}{\beta \delta}
\]

holds with probability at least \( 1 - Cn \exp \left( -cn \varepsilon^2 \beta \right) \).

Remark 2.5. Theorem 2.4 says that the Laplacian semisupervised learning with \( \text{Model 2} \) is well-posed when \( \beta \delta \gg \varepsilon^2 \), \( n \varepsilon^{d+2} \gg \log(n) \), and \( n \varepsilon^{d-1} \beta \delta \gg \log(n) \), which is equivalent to the length scale restriction

\[
\sqrt{\beta \delta} \gg \varepsilon \gg \left( \frac{\log(n)}{n} \right)^{\frac{1}{d+2}}.
\]

In the case that \( n \varepsilon^{d+4} \gg \log(n) \), we have a convergence rate of \( O(\frac{\varepsilon^2}{\beta \delta}) \). As with \( \text{Model 1} \), we expect Theorem 2.4 to extend to length scales \( \varepsilon \) in the regime

\[
\left( \frac{\log(n)}{n} \right)^{\frac{1}{d+2}} \ll \varepsilon \ll \left( \frac{\log(n)}{n} \right)^{\frac{d}{d+2}},
\]

provided \( \beta \delta \gg \varepsilon^2 \). We defer discussion of this to Remark 2.8.

Remark 2.6. Similar results to Theorems 2.1 and 2.4 can be obtained for the soft constrained version of the Laplacian learning problem (2.2):

\( (2.10) \)

\[
\min_{w \in \Omega_n \to \mathbb{R}} \mathcal{E}^{(\text{pen})}_{n,\varepsilon}(w) := \frac{1}{n^2 \varepsilon^2} \sum_{x,y \in \Omega_n} \eta_e(|x-y|) (w(x) - w(y))^2 + \frac{\lambda}{|\Gamma_n|} \sum_{y \in \Gamma_n} |w(y) - g(y)|^2.
\]

We sketch the proof here. Let \( u_n \) be the solution of (2.10) and note that

\[
\max_{y \in \Gamma_n} |w_n(y) - g(y)|^2 \leq \sum_{y \in \Gamma_n} |w_n(y) - g(y)|^2 \leq \mathcal{E}^{(\text{pen})}_{n,\varepsilon}(w_n) |\Gamma_n| \frac{1}{\lambda}.
\]

The maximum principle yields

\[
\max_{y \in \Omega_n} |w_n(y) - u_n(y)|^2 \leq \max_{y \in \Gamma_n} |w_n(y) - u_n(y)|^2 \leq \mathcal{E}^{(\text{pen})}_{n,\varepsilon}(w_n) |\Gamma_n| \frac{1}{\lambda} \leq Cn \beta \frac{\varepsilon}{\lambda},
\]

under the assumptions of \( \text{Model 1} \) with probability at least \( 1 - e^{-cn \beta} \), where \( u_n \) is the solution of the hard constrained problem (2.3). Thus, under the same assumptions as Theorem 2.1(i) we have

\( (2.11) \)

\[
\max_{x \in \Omega_n} |w_n(x) - u(x)| \leq C \left( \frac{\varepsilon}{\sqrt{\beta \varepsilon}} \log \left( \frac{\sqrt{\beta \varepsilon}}{\varepsilon} \right) + \vartheta + \frac{n \beta}{\lambda} \right).
\]
with probability at least $1 - Cn \exp \left( -cn \epsilon^{d+2} \beta^2 \right)$, where $u$ is the solution of (2.5). Under the assumptions of Theorem 2.1(ii), with the additional assumption that $\lambda = \lambda_n \to \infty$ as $n \to \infty$ so that $\lambda_n \gg n \beta_n$, we have

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \sum_{x \in \Omega_n} |w_n(x) - u(x)|^2 = 0 \quad \text{a.s.}
\end{equation}

A similar argument holds for Model 2 under the assumptions of Theorem 2.4.

We remark, however, that soft constraints are normally used for problems with noisy labels, or regression problems. Our model assumes clean labels with a high degree of confidence, and here it is natural to use hard constraints. It would be interesting to extend our results to a noisy label model of the form $y = g(x) + \eta$ where $\eta$ is noise. In this case, we expect the argument above to be suboptimal and a more nuanced approach is necessary.

**Remark 2.7.** The proofs of Theorems 2.1 and 2.4 use the random walk interpretation of Laplace learning (2.3) given in (1.3). Since the variational graph $p$-Laplacian does not have a random walk interpretation, our arguments to not directly extend to this case. However, there are other variants of the graph Laplacian that have natural random walk interpretations. For example, the game-theoretic $p$-Laplacian [4] has an interpretation in terms of two-player stochastic tug-of-war games, which are the natural extensions of the random walk interpretation of Laplace's equation to the $p$-Laplacian. The weighted graph Laplacian [34] also has a random walk interpretation, since it is a $p = 2$ graph Laplacian on a reweighted graph. We expect it to be possible to adapt the arguments used in this paper to these settings in order to obtain similar results. We note that there has already been some analysis of convergence rates for the weighted graph Laplacian in [35].

**Remark 2.8.** Theorems 2.1 and 2.4 require lower bounds on the connectivity length scale $\epsilon > 0$ of the graph of $n \epsilon^{d+2} \gg \log(n)$, except for Theorem 2.1 (ii) which requires the weaker condition $n \epsilon^d \beta \gg \log(n)$. The lower bounds are required to control the randomness in the graph with concentration inequalities. It is well-known that the graph is connected with high probability when $n \epsilon^{d} \gg \log(n)$. It is thus natural to ask whether Theorems 2.1 and 2.4, in particular their convergence rates, hold in the intermediate length scale regime

\begin{equation}
\left( \frac{\log(n)}{n} \right)^{1/d} \ll \epsilon \ll \left( \frac{\log(n)}{n} \right)^{1/(d+2)}.\end{equation}

In this length scale regime, we lose control of all estimates on the random walk due to a large random drift arising from local irregularities in the random geometric graph. In particular, we also lose pointwise consistency of graph Laplacians in this regime. To extend our results to this setting, one would need to show that the random walk becomes far more regular over many steps, and establish some form of a central limit theorem for the walk on a random geometric graph. To our knowledge, such results are not known in the length scale regime (2.13).

Nevertheless, based on energy scaling arguments we expect Theorems 2.1 and 2.4 to extend to the length scale regime (2.13) provided $\beta \gg \epsilon^2$ and $\beta \delta \gg \epsilon^2$, respectively, although the exact form of the rates may change. To see how we may expect the random walk arguments to extend to this length scale regime, we momentarily consider the case of a lattice, where the graph is highly regular and the random walk is well-understood. Let $\mathbb{Z}_\epsilon = \epsilon \mathbb{Z} = \{ \epsilon z : z \in \mathbb{Z} \}$ and consider the lattice $\mathbb{Z}_\epsilon^d = (\mathbb{Z}_\epsilon)^d$. Define the graph Laplacian

\begin{equation}
\Delta_\epsilon u(x) = \sum_{i=1}^d \sum_{b=\pm 1} (u(x + b \epsilon e_i) - u(x))
\end{equation}

where $u : \mathbb{Z}_\epsilon^d \to \mathbb{R}$. For an integer $m \geq 1$ and a function $g : \mathbb{Z}_\epsilon^d \to \mathbb{R}$, consider the Laplace equation

\begin{equation}
\begin{cases}
\Delta_\epsilon u(x) = 0, & \text{if } x \in \mathbb{Z}_\epsilon^d \setminus \mathbb{Z}_{m \epsilon}^d \\
u(x) = g(x), & \text{if } x \in \mathbb{Z}_{m \epsilon}^d.
\end{cases}
\end{equation}
The fraction of lattice points with Dirichlet conditions, or the label rate, is \( \beta := m^{-d} \). Let \( u_\varepsilon \) be the solution of (2.15). We claim that

\[
\sup_{x \in \mathbb{Z}_\varepsilon^d} |u_\varepsilon(x) - g(x)| \leq \frac{C \varepsilon}{\beta^{1/d+1/2}},
\]

provided \( g : \mathbb{R}^d \to \mathbb{R} \) is Lipschitz and bounded. Note that the rate in (2.16) requires \( \beta \gg \varepsilon^{2d/(d+2)} \) for the error to converge to zero as \( \varepsilon \to 0 \), which is worse than the expected rate of \( \beta \gg \varepsilon^2 \). We believe that this is due to our method of proof using random walks, and that some more precise tools are needed to establish the tight \( \beta \gg \varepsilon^2 \) rate. We note that in high dimensions \( 2d/(d + 2) \approx 2 \) and the rate is very close to optimal.

We briefly sketch a random walk proof of (2.16). The ideas in the proof are similar to ones used in proving Theorems 2.1 and 2.4. Let \( X_0, X_1, X_2, \ldots \) be a lazy simple random walk on \( \mathbb{Z}_\varepsilon^d \). The lazy simple random walk has transition probabilities

\[
P(X_{k+1} = y \mid X_k = x) = \begin{cases} 
\frac{1}{2d+1} & \text{if } |x-y| \leq \varepsilon \\
0 & \text{otherwise}
\end{cases}
\]

for \( x, y \in \mathbb{Z}_\varepsilon^d \). The walk is lazy because it has a positive probability of remaining at the current vertex at each step, and this makes the walk aperiodic. We note that \( \frac{\varepsilon}{2d+1} \Delta_\varepsilon \) is the generator for the lazy simple random walk, which is the key property that we use in the proof below.

Define the \( k \)-step probability transition function for the walk \( p_k : \mathbb{Z}_\varepsilon^d \times \mathbb{Z}_\varepsilon^d \to [0, 1] \) as

\[
p_k(x, y) = \mathbb{P}(X_k = y \mid X_0 = x).
\]

By the Local Central Limit Theorem for random walks (see [27, Theorem 2.1.1]), there exists \( N, C > 0 \), depending only on \( d \), such that for all \( x, y \in \mathbb{Z}_\varepsilon^d \) we have

\[
p_k(x, y) \geq \frac{C}{k^{d/2}} \quad \text{provided } k \geq N \text{ and } |x - y| \leq \varepsilon \sqrt{k}.
\]

Of course the Local Central Limit Theorem is stronger, and shows that \( p_k(x, y) \) is approximately Gaussian, however, we state (2.18) to emphasize that the random walk methods only require lower bounds of the right order of magnitude. Provided \( k \geq C m^2 \), we have

\[
\mathbb{P}(X_k \in \mathbb{Z}_{me}^d \mid X_0 = x) = \sum_{y \in \mathbb{Z}_{me}^d} p_k(x, y) \geq \sum_{y \in \mathbb{Z}_{me}^d} \frac{C}{k^{d/2}} \geq c \left( \frac{\sqrt{k}}{m} \right)^d = \frac{C}{m^d},
\]

where \( C, c > 0 \) depend only on dimension \( d \) and can change from line to line. Assume the random walk starts at \( X_0 = x \in \mathbb{Z}_\varepsilon^d \) and define the stopping time

\[
\tau = \inf \{ k > 0 \mid X_\tau \in \mathbb{Z}_{me}^d \}.
\]

By (2.19) we obtain \( \mathbb{E}[\tau] \leq C m^{2+d} \). By a standard Martingale argument \( Z_k := |X_k - x|^2 - C k \varepsilon^2 \) is a supermartingale for large enough \( C > 0 \), and so we have \( \mathbb{E}[Z_\tau] \leq \mathbb{E}[Z_0] = 0 \), which yields

\[
\mathbb{E}[|X_\tau - x|^2] \leq C \mathbb{E}[\tau] \varepsilon^2 \leq C m^{2+d} \varepsilon^2.
\]

Since \( \Delta_\varepsilon u(X_k) = 0 \) for \( k < \tau \), \( u(X_k) \) is a martingale up to the stopping time \( \tau \). Thus, we may apply Doob’s Optional Stopping Theorem to obtain \( u_\varepsilon(x) = \mathbb{E}[g(X_\tau)] \). Combining these observations yields

\[
|u_\varepsilon(x) - g(x)| = |\mathbb{E}[u_\varepsilon(X_\tau) - g(x)]| = |\mathbb{E}[g(X_\tau) - g(x)]| \leq C \mathbb{E}[|X_\tau - x|] \leq C m^{1+d/2} \varepsilon,
\]

which establishes (2.16).
2.2 Ill-posedness results

When \( \varepsilon_n \) satisfies \( n \beta_n \varepsilon_n^d \gg \log(n) \) then Theorem 2.1 implies the problem is asymptotically well-posed if \( \beta_n \gg \varepsilon_n^2 \). We can show that this bound is tight in certain regimes; in particular we can show that if \( \beta_n \ll \varepsilon_n^2 \) (and \( \varepsilon_n \) satisfies a lower bound) then constraints are forgotten in the limit. This is the ill-posed regime.

The results in the previous section were proved using the random walk interpretation of solutions to (2.2). This relationship is special to the 2-Dirichlet energy. The results of this section are proved using variational methods which in particular allow one to treat the \( p \)-Laplacian semisupervised learning problem introduced in [45]. That is, for \( p > 1 \), we minimize over all \( u : \Omega_n \rightarrow \mathbb{R} \)

\[
\mathcal{E}_{n, \varepsilon}^{(p)}(u) := \frac{1}{n^2 \varepsilon^p} \sum_{x,y \in \Omega_n} \eta_{e}(|x - y|)|u(x) - u(y)|^p
\]

(2.20)

subject to the constraint \( u(x) = g(x) \) for all \( x \in \Gamma_n \).

We have the following result corresponding to the ill-posed version of Theorem 2.1.

**Theorem 2.9 (Model 1, Ill-posed).** Assume \( p > 1 \), (A1-3) and Model 1. Let \( u_n : \Omega_n \rightarrow \mathbb{R} \) be the solution of (2.20). Further, we assume that \( \beta = \beta_n \rightarrow 0^+ \) and \( \varepsilon = \varepsilon_n \rightarrow 0^+ \) satisfy

\[
\beta_n \ll \varepsilon_n^p, \quad n \varepsilon_n^p \gg \log(n) \quad \text{and} \quad n \varepsilon_n^d \gg \log(n).
\]

Then, with probability one, the set \( \{u_n\}_{n \in \mathbb{N}} \) is pre-compact and any convergent subsequence converges to a constant.

**Remark 2.10.** Precompactness above is with respect to the TL\( p \) topology (see Appendix B) which is a topology that allows us to define a discrete-to-continuum notion of convergence. The convergence to a constant is both with respect to TL\( p \) and in \( L^p(\mu_n) \), where \( \mu_n = \frac{1}{n} \sum_{x \in \Omega_n} \delta_x \) is the empirical measure and we say \( u_n : \Omega_n \rightarrow \mathbb{R} \) converges to \( u \in C^0(\Omega) \) in \( L^p(\mu_n) \) if \( \frac{1}{n} \sum_{x \in \Omega_n} |u_n(x) - u(x)|^p \rightarrow 0 \) (the \( L^p(\mu_n) \) convergence can only be defined when \( u \) is continuous, the TL\( p \) convergence is defined for all \( u \in L^p(\mu) \)).

In the assumptions we have an upper bound on \( \beta_n \), which in light of the well-posedness result is natural, and lower bounds on \( \varepsilon_n \). Let us remark on the latter conditions.

**Remark 2.11.** We make the following remarks on the scaling of \( \varepsilon_n \).

1. The last scaling assumption in (2.21) implies that \( \varepsilon_n \) is much greater than the connectivity radius which scales as \( \left( \frac{\log(n)}{n} \right)^{\frac{2}{d}} \) (for all \( d \geq 1 \)) [33]. The bound enters the analysis through the \( \infty \)-Wasserstein distance between the empirical measure \( \mu_n \) and the data generating measure \( \mu \) (where \( x_i \sim \mu \)), in particular, \( \varepsilon_n \gg d_{W^\infty}(\mu_n, \mu) \). Although there is gap between the scaling of the \( \infty \)-Wasserstein distance and the graph connectivity when \( d = 2 \) in this setting we can close the gap and treat \( d_{W^\infty}(\mu_n, \mu) \geq \varepsilon_n \gg \sqrt{\frac{\log n}{n}} \) by introducing an intermediate measure between \( \mu_n \) and \( \mu \).

2. The requirement that \( \frac{n \varepsilon_n^p}{\log n} \gg 1 \) is up to a logarithmic factor the same upper bound on \( \varepsilon_n \) that was needed in [37] for the ill-posedness result with finite number of labels. In particular, [37, Theorem 2.1(i)] showed minimizers of \( \mathcal{E}_n^{(p)} \) subject to finite constraints (i.e. \( |Z_n| = N \)) are well-posed when \( n \varepsilon_n^p \ll 1 \). Hence, if \( n \varepsilon_n^p \ll 1 \) we expect to achieve a well-posed limit regardless of the rate at which \( |Z_n| \rightarrow +\infty \).

We note that if \( \frac{n \varepsilon_n^d}{\log n} \gg 1 \) then \( \frac{n \varepsilon_n^d}{\log n} \gg 1 \) for all \( p \leq d \), hence the condition \( \frac{n \varepsilon_n^p}{\log n} \gg 1 \) only becomes relevant when \( p > d \).

For Model 2 we have the analogous result.

**Theorem 2.12 (Model 2, Ill-posed).** Assume \( p > 1 \), (A1-3) and consider Model 2. Let \( u_n : \Omega_n \rightarrow \mathbb{R} \) be the solution of (2.20). Further, we assume that \( \beta = \beta_n \rightarrow 0^+ \), \( \varepsilon = \varepsilon_n \rightarrow 0^+ \) and \( \delta = \delta_n \rightarrow 0^+ \) satisfy

\[
\beta_n \delta_n \ll \varepsilon_n^p, \quad n \varepsilon_n^p \gg \log(n) \quad \text{and} \quad n \varepsilon_n^d \gg \log(n)
\]

Then, with probability one, the set \( \{u_n\}_{n \in \mathbb{N}} \) is pre-compact and any convergent subsequence converges to a constant.
Remark 2.13. Theorems 2.9 and 2.12 remains true if \( g \) is continuous and \( \Omega \) has a Lipschitz boundary (i.e. we do not need \( g \in C^3(\overline{\Omega}) \) or \( \Omega, \overline{\Omega} \) to have \( C^3 \) boundaries).

The proof of both theorems are given in Section 4, here we quickly sketch out the strategy. We define
\[
\mathcal{E}_{n,\varepsilon}^{(p,\text{con})}(w) := \left\{ \begin{array}{ll}
\frac{1}{n^2\varepsilon^p} \sum_{x,y \in \Omega_n} \eta \epsilon(|x-y|)|w(x) - w(y)|^p & \text{if } w(x) = g(x) \text{ for all } x \in \Gamma_n \\
\infty & \text{otherwise}
\end{array} \right.
\]
and
\[
\mathcal{E}^{(p)}(w) = \sigma g \int_{\Omega} |\nabla w(x)|^p \rho^2(x) \, dx.
\]

We show that \( \Gamma \)-\( \lim_{n \to \infty} \mathcal{E}_{n,\varepsilon}^{(p,\text{con})} = \mathcal{E}_\infty^{(p)} \) in TL\( p \) topology, that is the graph functional with constraints \( \Gamma \) converges to the unconstrained continuum functional. This is the mathematical representation of the fact that labels are “forgotten” as \( n \to \infty \). We then apply the fundamental theorem of \( \Gamma \)-convergence (see Theorem B.3) which states that if minimizers \( u_n \) of \( \mathcal{E}_{n,\varepsilon}^{(p,\text{con})} \) are precompact and \( \Gamma \)-\( \lim_{n \to \infty} \mathcal{E}_{n,\varepsilon}^{(p,\text{con})} = \mathcal{E}_\infty^{(p)} \) then any cluster point of \( \{u_n\}_{n \in \mathbb{N}} \) is a minimizer of \( \mathcal{E}_\infty^{(p)} \). Since \( \mathcal{E}_\infty^{(p)} \) is minimized by constant functions then we are done. The topology here is the TL\( p \) topology (see Section B) and the \( \Gamma \)-convergence and compactness property are consequences of the main result in [21] where the unconstrained energies were considered with \( p = 1 \) (restated for convenience in Proposition B.4).

Remark 2.14. As in Remark 2.6 one can adapt the proof to the soft constraint problem. We define
\[
\min_{w: \Omega_n \to \mathbb{R}} \mathcal{E}_{n,\varepsilon}^{(p,\text{pen})}(w) := \frac{1}{n^2\varepsilon^p} \sum_{x,y \in \Omega_n} \eta \epsilon(|x-y|)|w(x) - w(y)|^p + \frac{\lambda}{|\Gamma_n|} \sum_{y \in \Gamma_n} |w(y) - g(y)|^2.
\]

In order to follow the proof strategy of Theorems 2.9 and 2.12 we are required to show that the compactness property holds and \( \Gamma \)-\( \lim_{n \to \infty} \mathcal{E}_{n,\varepsilon}^{(p,\text{pen})} = \mathcal{E}_\infty^{(p)} \). Using the \( \Gamma \)-convergence and compactness property result for the constrained functionals \( \mathcal{E}_{n,\varepsilon}^{(p,\text{con})} \) and the unconstrained functionals \( \mathcal{E}^{(p)}_{n,\varepsilon} \), together with the bound \( \mathcal{E}^{(p)}_{n,\varepsilon}(w) \leq \mathcal{E}_{n,\varepsilon}^{(p,\text{pen})}(w) \leq \mathcal{E}_{n,\varepsilon}^{(p,\text{con})}(w) \), implies the result.

3 The Well-Posed Case

We give here the proofs of the well-posedness results, Theorems 2.1 and 2.4. In Section 3.1 we prove pointwise consistency estimates for graph Laplacians. Section 3.2 proves basic estimates on random geometric graphs. In Section 3.3 we use random walks on random geometric graphs and martingale methods to prove boundary estimates for the Laplacian learning problems, showing the boundary conditions are attained continuously. Finally, in Section 3.4 we use the maximum principle to extend the boundary estimates to the entire domain, completing the proof of our main results.

In this section, \( C \) and \( c \) denote constants that can change from line to line, and depend on \( d, \rho, \) and \( \Omega \). We always take \( C \geq 1 \) to be large constant and \( 0 < c < 1 \) to represent small constants.

3.1 Pointwise Convergence of the Graph Laplacian

In this section we derive the pointwise consistency of the graph Laplacian, \( \mathcal{L}_{n,\varepsilon} \) defined by (2.4), to the continuum Laplacian \( \mathcal{L} \), defined below. While this problem has been studied before [4, 26, 36], the novelty here is that we need and derive precise error estimates near the boundary. Namely when the boundary is within the bandwidth of the kernel used to define graph Laplacian, we identify the correction terms needed. We prove the result by using a non-local continuum intermediary functional \( \mathcal{L}_{\varepsilon} \). We define
\[
(3.1) \quad \mathcal{L}_{\varepsilon} u(x) = \frac{2}{\varepsilon^2} \int_{\Omega} \eta \epsilon(|x-y|)(u(x) - u(y)) \rho(y) \, dy
\]
\[
(3.2) \quad \mathcal{L} u(x) = -\frac{\sigma \eta}{\rho(x)} \text{div} \left( \rho^2 \nabla u \right)(x)
\]
where \( \sigma \eta \) is the constant defined in Assumption (A3). We start by recalling the convergence of the graph Laplacian to the non-local Laplacian.
We define
\[ A \]
which coincides with pointwise consistency results away from the boundary \([4, 26, 36]\).

Assume \([4, \text{Theorem 5}]\) Assume \(\text{Theorem 3.1.}\). Notice that \(\sigma\) \((3.5)\)
\[ (3.4) \]
\[ (3.6) \]
\[ (3.10) \]
\[ B \]
is the \(d\)th standard basis vector), \(y \in \Omega\) such that for some \(r > 0\), \(n(x) = n(y_x)\) whenever \(\delta_x := \text{dist}(x, \partial \Omega) \leq r\), where
\[ y_x = \arg\min_{y \in \partial \Omega} |x - y| \]. For convenience we write \(\frac{\partial}{\partial n} := n \cdot \nabla\) for the partial derivative in the direction \(n\). We define
\[ (3.3) \]
\[ \gamma_\varepsilon(x) = \frac{1}{\varepsilon} \int_{B(x, 2\varepsilon) \cap \Omega} \eta_\varepsilon(|x - y|)(x - y) \cdot n(x) \, dy. \]
Note that \(\gamma_\varepsilon(x) = 0\) for \(\delta_x \geq 2\varepsilon\). Define \(\sigma_1\) and \(\sigma_2\) by, for \(t \geq 0\),
\[ (3.4) \]
\[ (3.5) \]
Notice that \(\sigma_i\) are Lipschitz continuous, and \(\sigma_1(t) = \sigma_\eta, \sigma_2(t) = 0\) for all \(t \geq 2\).

**Theorem 3.2.** Assume \((A1, 3)\). Then there exists \(C > 0\) such that for any \(\varphi \in C^3(\Omega)\)
\[ \sup_{x \in \Omega} \left| L_\varepsilon \varphi(x) - \frac{\sigma_1(\varepsilon)}{\sigma_\eta} L_0 \varphi(x) + \frac{2 \rho(x)}{\varepsilon} \frac{\partial \varphi}{\partial n}(x) + \frac{\sigma_2(\varepsilon)}{\rho(x)} \frac{\partial}{\partial n} \left( \frac{\partial^2 \varphi}{\partial n^2} \right)(x) \right| \leq C \varepsilon \| \varphi \|_{C^3(\Omega)}. \]

**Remark 3.3.** Since \(\sigma_1(t) = \sigma_\eta, \sigma_2(t) = 0\) for all \(t \geq 2\) then for \(\delta_x \geq 2\varepsilon\) we have \(\gamma_\varepsilon(x) = 0, \sigma_1(\delta_x/\varepsilon) = \sigma_\eta\) and \(\sigma_2(\delta_x/\varepsilon) = 0\) hence the theorem implies
\[ |L_\varepsilon \varphi(x) - L_\varphi(x)| \leq C \varepsilon \| \varphi \|_{C^3(\Omega)}. \]
which coincides with pointwise consistency results away from the boundary \([4, 26, 36]\).

**Proof of Theorem 3.2.** By Remark 3.3 if \(\delta_x \geq 2\varepsilon\) then the boundary terms disappear and the proof simplifies, as in \([4, \text{Theorem 5}]\); hence we only prove the case where \(\delta_x \leq 2\varepsilon\). Fix \(x \in \Omega\) with \(\delta_x \leq 2\varepsilon\). After making an orthogonal change of coordinates and a translation, we may assume that \(x = x_de_d\) (where \(e_d = (0, 0, \ldots, 1)\) is the \(d\)th standard basis vector), \(y_x = 0 \in \partial \Omega\) and
\[ (3.6) \]
where \(F : \mathbb{R}^{d-1} \to \mathbb{R}\) is \(C^3\), with \(\|F\|_{C^3}\) bounded uniformly over \(\partial \Omega\),
\[ (3.7) \]
\[ F(0) = 0, \quad \nabla F(0) = 0. \]
Here \(x_d = \delta_x\), and \(n(0) = n(x) = -e_d\).
For \(y \in \mathbb{R}^{d}\) write \(y = (\tilde{y}, y_d)\) where \(\tilde{y} \in \mathbb{R}^{d-1}\). First, note that
\[ (3.8) \]
\[ \frac{1}{2} \tilde{y}^T A \tilde{y} - c \varepsilon^3 \leq F(\tilde{y}) \leq \frac{1}{2} \tilde{y}^T A \tilde{y} + c \varepsilon^3, \]
where \(A = \nabla^2 F(0)\) and \(c\) depends on \(\|F\|_{C^3}\). Let us write
\[ (3.9) \]
\[ A := \left\{ y \in B(x, 2\varepsilon) : y_d > \frac{1}{2} \tilde{y}^T A \tilde{y} + c \varepsilon^3 \right\} \]
and
\[ (3.10) \]
\[ B := \left\{ y \in B(x, 2\varepsilon) : \frac{1}{2} \tilde{y}^T A \tilde{y} - c \varepsilon^3 < y_d \leq \frac{1}{2} \tilde{y}^T A \tilde{y} + c \varepsilon^3 \right\}. \]
Defining

\begin{equation}
L\varphi(x) = \frac{2}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) (\varphi(x) - \varphi(y)) \rho(y) \, dy,
\end{equation}

(note that \(A \subset \Omega\)) we have

\begin{align*}
|L_\varepsilon \varphi(x) - L\varphi(x)| &\leq \frac{2}{\varepsilon^2} \int_{B(x,2\varepsilon)^{\cap} \Omega, A} \eta_\varepsilon (|x - y|) |\varphi(y) - \varphi(x)| \rho(y) \, dy \\
&\leq \frac{cK}{\varepsilon^{d+1}} \int_{B(x,2\varepsilon)^{\cap} \Omega, A} dy \\
&\leq \frac{cK}{\varepsilon^{d+1}} \int_B dy = \frac{cK}{\varepsilon^{d+1}} \text{Vol}(B),
\end{align*}

where \(K = \|\varphi\|_{C^3(\Omega)}\). We easily compute \(\text{Vol}(B) \leq c\varepsilon^{d+2}\) and so

\begin{equation}
|L_\varepsilon \varphi(x) - L\varphi(x)| \leq cK\varepsilon.
\end{equation}

We now Taylor expand to obtain

\begin{align*}
L\varphi(x) &= -\frac{2}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) \left( \nabla \varphi(x) \cdot (y - x) + \frac{1}{2} (y - x)^\top \nabla^2 \varphi(x)(y - x) + O(\varepsilon^3) \right) \\
&\quad \cdot (\rho(x) + \nabla \rho(x) \cdot (y - x) + O(\varepsilon^2)) \, dy \\
&= -\frac{2\rho(x)}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) \nabla \varphi(x) \cdot (y - x) \, dy \\
&\quad - \frac{\rho(x)}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) (y - x)^\top \nabla^2 \varphi(x)(y - x) \, dy \\
&\quad - \frac{2}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) \nabla \varphi(x) \cdot (y - x) \nabla \rho(x) \cdot (y - x) \, dy + O(K\varepsilon) \\
&=: E_1 + E_2 + E_3 + O(K\varepsilon).
\end{align*}

Note that \(A\) is symmetric in \(\tilde{y}\), i.e., \((\tilde{y}, y_d) \in A\) if and only if \((-\tilde{y}, y_d) \in A\). Since the integrand in \(E_1\) is odd in \(\tilde{y}\), we have

\begin{align*}
E_1 &= -\frac{\rho(x)}{\varepsilon^2} \int_A \eta_\varepsilon (|x - y|) (y_d - x_d) \, dy \\
&= -\frac{2\rho(x)}{\varepsilon^2} \int_{B(x,2\varepsilon)^{\cap} \Omega} \eta_\varepsilon (|x - y|) (y - x) \cdot e_d \, dy + O(K\varepsilon) \\
&= \frac{2\rho(x)}{\varepsilon} \frac{\partial \varphi}{\partial x_d}(x) \gamma_\varepsilon(x) + O(K\varepsilon).
\end{align*}

For \(E_2\) we have

\begin{align*}
E_2 &= -\frac{\rho(x)}{\varepsilon^2} \int_{B(x,2\varepsilon)^{\cap} \{y_d > 0\}} \eta_\varepsilon (|x - y|) (y - x)^\top \nabla^2 \varphi(x)(y - x) \, dy + O(K\varepsilon) \\
&= -\rho(x) \int_{B(0,2)^{\cap} \{z_d > -x_d/\varepsilon\}} \eta(|z|) z^\top \nabla^2 \varphi(x)z \, dz + O(K\varepsilon) \\
&= -\rho(x) \sum_{i,j=1}^d \frac{\partial^2 \varphi}{\partial x_i \partial x_j}(x) \int_{B(0,2)^{\cap} \{z_d > -x_d/\varepsilon\}} \eta(|z|) z_i z_j \, dz + O(K\varepsilon).
\end{align*}

Any term with \(i \neq j\) is odd and vanishes, so we obtain

\begin{equation}
E_2 = -\rho(x) \sum_{i=1}^d \frac{\partial^2 \varphi}{\partial x_i^2}(x) \int_{B(0,2)^{\cap} \{z_d > -x_d/\varepsilon\}} \eta(|z|) z_i^2 \, dz + O(K\varepsilon),
\end{equation}
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and so we have

\begin{equation}
E_2 = -\rho(x) \left( \sigma_1 \left( \frac{\varphi}{\varepsilon} \right) \Delta \varphi + \sigma_2 \left( \frac{\varphi}{\varepsilon} \right) \frac{\partial^2 \varphi}{\partial x_d^2} \right) + O(K\varepsilon).
\end{equation}

Finally, for \( E_3 \) we have

\begin{align}
E_3 &= -\frac{2}{\varepsilon^2} \int_{B(x,2\varepsilon) \cap \{|y_d| > 0\}} \eta_ε(|x - y|) \nabla \varphi(x) \cdot (y - x) \nabla \rho(x) \cdot (y - x) \, dy + O(K\varepsilon) \\
&= -2 \int_{B(0,2) \cap \{|z_d| > -x_d/\varepsilon\}} \eta(|z|) \nabla \varphi(x) \cdot z \nabla \rho(x) \cdot z \, dz + O(K\varepsilon) \\
&= -2 \sum_{i,j=1}^d \frac{\partial \varphi}{\partial x_i}(x) \frac{\partial \rho}{\partial x_j}(x) \int_{B(0,2) \cap \{|z_d| > -x_d/\varepsilon\}} \eta(|z|) z_i z_j \, dz + O(K\varepsilon) \\
&= -2 \sum_{i=1}^d \frac{\partial \varphi}{\partial x_i}(x) \frac{\partial \rho}{\partial x_i}(x) \int_{B(0,2) \cap \{|z_d| > -x_d/\varepsilon\}} \eta(|z|) z_i^2 \, dz + O(K\varepsilon) \\
&= -2 \left( \sigma_1 \left( \frac{\varphi}{\varepsilon} \right) \nabla \varphi(x) \cdot \nabla \rho(x) + \sigma_2 \left( \frac{\varphi}{\varepsilon} \right) \frac{\partial \varphi}{\partial x_d}(x) \frac{\partial \rho}{\partial x_d}(x) \right) + O(K\varepsilon). \tag{3.15}
\end{align}

Noting that \( n(x) = -e_d \) and \( x_d = \delta_x \), we combine (3.13), (3.14), and (3.15) with (3.12) to complete the proof. \( \square \)

We can combine Theorems 3.1 and 3.2 to derive the pointwise consistency of graph Laplacians for sufficiently smooth functions on \( \Omega \).

**Corollary 3.4.** Under the conditions of Theorem 3.1 and Theorem 3.2 there exists \( C > c > 0 \) such that for any \( \varepsilon \leq \vartheta \leq \frac{1}{\varepsilon} \)

\[
\sup_{x \in \Omega_n} \left| \mathcal{L}_{n,\varepsilon} \varphi(x) - \frac{\sigma_1 (\frac{\varphi}{\varepsilon})}{\sigma_\eta} \mathcal{L}_\varphi (x) - \frac{2(\rho(x)\gamma(\varepsilon))}{\varepsilon} \frac{\partial \varphi}{\partial n}(x) + \frac{\sigma_2 (\frac{\varphi}{\varepsilon})}{\rho(x)} \frac{\partial \varphi}{\partial n} \left( \rho \frac{\partial \varphi}{\partial n} \right)(x) \right| \leq C \| \varphi \|_{C^3(\overline{\Omega})} \vartheta,
\]

for all \( \varphi \in C^3(\overline{\Omega}) \) with probability at least \( 1 - C n \varepsilon^{-c} e^{d+2}q^2 \).

### 3.2 Estimates on random graphs

We recall \( x_1, \ldots, x_n \) are i.i.d. random variables on \( \Omega \) with \( C^2 \) density \( \rho \), and \( \Omega_n = \{ x_1, \ldots, x_n \} \). Let \( z_1, z_2, \ldots, z_n \) be i.i.d. Bernoulli random variables with parameter \( \beta \in (0, 1) \). For simplicity we write \( z(x_i) = z_i \). For \( x \in \Omega \) and \( \Omega \subset \Omega \), define

\begin{equation}
d_{n,\varepsilon}(x) = \sum_{y \in \Omega_n} \eta_\varepsilon(|y - x|), \tag{3.16}
\end{equation}

\begin{equation}
p_{n,\varepsilon}(x; \tilde{\Omega}) = \sum_{y \in \Omega_n} \eta_\varepsilon(|y - x|) \mathbb{1}_{x(y) = 1} \mathbb{1}_{y \in \tilde{\Omega}}, \tag{3.17}
\end{equation}

and

\begin{equation}
q_{n,\varepsilon}(x) = \sum_{y \in \Omega_n} \eta_\varepsilon(|y - x|) \mathbb{1}_{d_{y} \leq \delta_x - \frac{\varepsilon}{2}}, \tag{3.18}
\end{equation}

where we recall that \( \delta_x = \text{dist}(x, \partial \Omega) \).

The weights \( w_{xy} = \eta_\varepsilon(|y - x|) \) endow \( \Omega_n \) with the structure of a graph. We say the graph is connected if for each \( x, y \in \Omega_n \) there is a path \( x = y_1, y_2, \ldots, y_m = y \) with \( y_i \in \Omega_n \) such that \( \eta_\varepsilon(|y_i - y_{i-1}|) > 0 \) for all \( i \).

We now establish some basic estimates for \( d_{n,\varepsilon}, p_{n,\varepsilon} \) and \( q_{n,\varepsilon} \) that will allow us to control random walks on the graph.
Proposition 3.5. Let $0 \leq \vartheta \leq 1$ and assume (A1,3) hold. The event that

\begin{equation}
\left| \frac{1}{n} d_{n,\epsilon}(x) - \int_{\Omega \cap B(x,2\epsilon)} \eta_c(|y - x|) \rho(y) \, dy \right| \leq C \vartheta,
\end{equation}

holds for all $x \in \Omega_n$ and $\Omega_n$ is a connected graph, has probability at least $1 - C n \exp(-cn \epsilon^d \vartheta^2)$.

**Proof.** It is a standard result that the graph is connected with probability at least $1 - C n \exp(-cn \epsilon^d)$; we refer the reader to [33] for details.

To prove the estimate (3.19), fix $x \in \Omega$. By Lemma A.2 applied to $\psi(y) = \eta_c(|y - x|)$ we have

\begin{equation}
P \left( |d_{n,\epsilon}(x) - \mathbb{E}[d_{n,\epsilon}(x)]| \geq C n \vartheta \right) \leq 2 \exp(-cn \epsilon^d \vartheta^2)
\end{equation}

for all $0 \leq \vartheta \leq 1$, where

\[ \mathbb{E}[d_{n,\epsilon}(x)] = \int_{\Omega \cap B(x,2\epsilon)} \eta_c(|y - x|) \rho(y) \, dy. \]

While we proved the result for a fixed $x \in \Omega$, we can bound the event in question, where $x$ is any point in $\Omega_n$, by conditioning $x \in \Omega_n$, applying the result above, and union bounding over all $x \in \Omega_n$. \qed

Proposition 3.6. Let $0 \leq \vartheta \leq 1$, $\tilde{\Omega} \subset \tilde{\Omega}' \subset \Omega$, and assume (A1,3) hold. Assume $\mathbb{P} \left( z(y) = 1 \mid y \in \tilde{\Omega} \right) = \beta$. The event that

\begin{equation}
\left| \frac{1}{n} p_{n,\epsilon}(x; \tilde{\Omega}) - \beta \int_{\tilde{\Omega} \cap B(x,2\epsilon)} \eta_c(|y - x|) \rho(y) \, dy \right| \leq C \beta \epsilon^{-d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right) \vartheta
\end{equation}

holds for all $x \in \Omega_n \cap \tilde{\Omega}'$ has probability at least $1 - C n \exp(-c\epsilon n \beta \epsilon^{-d} \vartheta^2)$, where

\begin{equation}
\tilde{c} := \min_{x \in \tilde{\Omega}'} \epsilon^{-d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right).
\end{equation}

**Proof.** We use Bernstein’s inequality with $Y_i = \eta_c(|x_i - \tilde{X}|) \mathbb{1}_{z_i = 1 \ x_i \in \tilde{\Omega}}$. Here we have

\[ \mathbb{E}[Y_i] = \mathbb{E}[Y_i \mid z_i = 1 \ x_i \in \tilde{\Omega}] \mathbb{P}(z_i = 1 \ x_i \in \tilde{\Omega}) \mathbb{P}(x_i \in \tilde{\Omega}) = \beta \int_{\tilde{\Omega} \cap B(x,2\epsilon)} \eta_c(|y - x|) \rho(y) \, dy \]

and

\[ \sigma^2 \leq \mathbb{E}[Y_i^2] = \beta \int_{\tilde{\Omega} \cap B(x,2\epsilon)} \eta_c(|y - x|)^2 \rho(y) \, dy \leq C \beta \epsilon^{-2d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right). \]

We also have $|Y_i| \leq C \epsilon^{-d}$. Therefore Bernstein’s inequality (A.2) yields

\[ \mathbb{P} \left( |p_{n,\epsilon}(x; \tilde{\Omega}) - n \mathbb{E}[Y_i]| \geq nt \right) \leq 2 \exp \left( -\frac{cn \epsilon^d t^2}{\beta \epsilon^{-d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right) + t} \right) \]

for $t > 0$. Set $\vartheta = \beta^{-1} \epsilon^{-d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right)^{-1} \ t$ to find that

\[ \mathbb{P} \left( |p_{n,\epsilon}(x; \tilde{\Omega}) - n \mathbb{E}[Y_i]| \geq n \beta \epsilon^{-d} \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right) \vartheta \right) \leq 2 \exp \left( -\frac{c n \epsilon \text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right) \vartheta^2}{1 + \vartheta} \right) \]

Restricting $0 \leq \vartheta \leq 1$ and bounding $\text{Vol} \left( \tilde{\Omega} \cap B(x,2\epsilon) \right) \geq \tilde{c} \epsilon^d$ completes the proof. As in Proposition 3.5, we complete the proof by union bounding over $x \in \Omega_n$. \qed
Lemma 3.7. Assume (A1), (A3). Then there exist constants $c_1, c_2 > 0$ such that

$$q_{n,\varepsilon}(x) \geq c_1 n \quad \text{for all } x \in \Omega_n \setminus \partial \Omega$$

holds with probability at least $1 - 2n \exp(-c_2 n \varepsilon^d)$.

Proof. Since $\partial \Omega$ is $C^2$, the distance function $x \mapsto \delta_x = \text{dist}(x, \partial \Omega)$ is semiconcave, that is, there exists $C > 0$ such that $\delta_x - C|x|^2$ is concave. For clarity, let us write $u(x) = \delta_x$ throughout the proof. Since $x_1, x_2, \ldots, x_n$ are i.i.d. with Lebesgue density and $u$ is differentiable almost everywhere, we have that $u$ is differentiable at every $x_i$ almost surely, and $|\nabla u(x_i)| = 1$.

Fix $x \in \Omega$ such that $u$ is differentiable at $x$. Due to the semiconcavity of $u$, the function $y \mapsto u(y) - C|x - y|^2$ is concave, and so

$$u(y) - C|x - y|^2 \leq u(x) + \nabla u(x) \cdot (y - x)$$

for all $y \in \Omega$. Let

$$A = \left\{ y \in B(x, \varepsilon) \cap \Omega : \nabla u(x) \cdot (y - x) \leq -C \varepsilon^2 - \frac{\varepsilon}{2} \right\}.$$ 

By (3.24) we have that

$$A \subset \left\{ y \in B(x, \varepsilon) \cap \Omega : u(y) \leq u(x) - \frac{\varepsilon}{2} \right\},$$

and so

$$q_{n,\varepsilon}(x) \geq \sum_{y \in \Omega_n \cap A} \eta_\varepsilon(|y - x|).$$

By the concentration inequality (A.2) we have that

$$q_{n,\varepsilon}(x) \geq n \int_{B(x,\varepsilon) \cap A} \eta_\varepsilon(|y - x|) \rho(y) \, dy - C n \vartheta$$

holds with probability at least $1 - 2 \exp(-c_n \varepsilon^d \vartheta^2)$ for any $0 \leq \vartheta \leq 1$. By (A1), (A3) we have

$$\int_A \eta_\varepsilon(|y - x|) \rho(y) \, dy \geq \rho_{\text{min}} \varepsilon^{-d} \int_A \rho(y) \, dy \geq c \rho_{\text{min}},$$

for $\varepsilon > 0$ sufficiently small, where $c$ depends on $d$ and $\Omega$. Therefore

$$q_{n,\varepsilon}(x) \geq n \left( c \rho_{\text{min}} - C \vartheta \right).$$

holds with probability at least $1 - 2 \exp(-c_n \varepsilon^d \vartheta^2)$. Choosing $\vartheta > 0$ sufficiently small, and union bounding over $x_1, x_2, \ldots, x_n$ completes the proof. \qed

Proposition 3.8. Let $x \in \Omega$ such that $B(x, 2\varepsilon) \subset \Omega$ and assume $\rho \in C^2(\Omega)$. Then

$$\int_{B(x,2\varepsilon)} \eta_\varepsilon(|y - x|) \rho(y) \, dy = C_\eta \rho(x) + O(\varepsilon^2).$$

where $C_\eta = \int_{B(0,2)} \eta(|z|) \, dz$.

Proof. We compute

$$\int_{B(x,2\varepsilon)} \eta_\varepsilon(|y - x|) \rho(y) \, dy = \int_{B(0,2)} \eta(|z|) \left( \rho(x) + \varepsilon \nabla \rho(x) \cdot z + O(\varepsilon^2) \right) \, dz$$

$$= C_\eta \rho(x) + O(\varepsilon^2).$$ \qed
3.3 Random walk bounds

In this section, we study random walks on geometric graphs and prove basic estimates using Martingale techniques. We always assume $\varepsilon \leq 1$ and $\beta \geq \varepsilon^2$. Here, we assume $z_1, \ldots, z_n \in \{0, 1\}$ and $x_1, \ldots, x_n \in \Omega$ are given deterministic points, we set $\Omega_n = \{x_1, \ldots, x_n\}$. We are also given sets $\Omega \subset \Omega' \subset \Omega$, which will change between the two models, and we define $\tilde{c}$ as in (3.22).

In this section, we assume the estimates derived in Sections 3.1 and 3.2 hold. That is, we assume there exists $C, c > 0$ and $\vartheta \in [\varepsilon^2, 1]$ such that

\begin{align}
\label{eq:3.26}
d_{n,\varepsilon}(x) - C_n n \rho(x) &\leq C n \vartheta & \text{for all } x \in \Omega_n \setminus \partial_2 \Omega, \\
\label{eq:3.27}cn &\leq d_{n,\varepsilon}(x) \leq C n & \text{and } p_{n,\varepsilon}(x; \Omega) \geq c \tilde{c} n \beta & \text{for all } x \in \Omega_n \cap \Omega', \\
\label{eq:3.28}q_{n,\varepsilon}(x) &\geq cn & \text{for all } x \in \Omega_n \setminus \partial \Omega,
\end{align}

and

\begin{equation}
\label{eq:3.29}
|L_{n,\varepsilon} \varphi(x) - L \varphi(x)| \leq C \|\varphi\|_{C^3(\Omega)} \vartheta \varepsilon^{-1} & \text{for all } \varphi \in C^3(\Omega) \text{ and } x \in \Omega_n \setminus \partial_2 \Omega,
\end{equation}

where $d_{n,\varepsilon}, p_{n,\varepsilon}, q_{n,\varepsilon}, L_{n,\varepsilon}$ and $L$ are defined in (3.16), (3.17), (3.18), (2.4) and (3.2) respectively. When the graph is random, as in Section 3.2, this holds with probability at least $1 - C n \exp(-c n \varepsilon^2 \beta^2) - C n \exp(-c \tilde{c} n \beta \varepsilon^2)$, due to Propositions 3.5, 3.6 and 3.8, Lemma 3.7, and Corollary 3.4. Some results require only a subset of the estimates above, and we will indicate this in the results below.

Let $x \in \Omega_n$. We consider a random walk on the graph $\Omega_n$ with transition probabilities

\begin{equation}
\label{eq:3.30}
P(X_k = y \mid X_{k-1} = x) = \frac{\eta_\varepsilon(|y - x|)}{d_{n,\varepsilon}(x)}
\end{equation}

for $k \geq 1$. We first recall and precisely state the well-known connection between the random walk on the graph and the Laplacian. We note that the difference between the random walk Laplacian and the variational graph Laplacian considered in (2.4) is the weighted degree in the denominator, which results in the extra $\rho$ in the denominator of the limiting weighted Laplacian.

**Proposition 3.9.** Let $\vartheta \in (0, 1)$ and $\varepsilon \in (0, 1)$. Assume (A3), (3.26) and (3.29) hold. Let $(X_k)_{k \geq 0}$ be a random walk on $\Omega_n$ with transition probabilities (3.30) starting at $X_0 = x \in \Omega_n$, and let $\mathcal{F}_k$ denote the $\sigma$-algebra generated by $X_0, X_1, \ldots, X_k$. Then for every $\varphi \in C^3(\Omega)$

\begin{equation}
\label{eq:3.31}
E[\varphi(X_k) - \varphi(X_{k-1}) \mid \mathcal{F}_{k-1}] = \frac{\sigma_\eta}{C_\eta} \rho^{-2} \text{div} (\rho^2 \nabla \varphi) \bigg|_{X_{k-1}} \varepsilon^2 + O \left( \varepsilon \|\varphi\|_{C^3(\Omega)} \right),
\end{equation}

whenever $\text{dist}(X_{k-1}, \partial \Omega) \geq 2\varepsilon$.

**Proof.** Due to (3.26) and (3.29) we compute

\begin{align*}
E[\varphi(X_k) - \varphi(X_{k-1}) \mid \mathcal{F}_{k-1}] &= \sum_{y \in \Omega_n} \frac{\eta_\varepsilon(|y - X_{k-1}|)}{d_{n,\varepsilon}(X_{k-1})} (\varphi(y) - \varphi(X_{k-1})) \\
&= -\varepsilon^2 L_{n,\varepsilon} \varphi(X_{k-1}) \left( \frac{d_{n,\varepsilon}(X_{k-1})}{n} \right)^{-1} \\
&= -\varepsilon^2 \left( L \varphi(X_{k-1}) + O \left( \|\varphi\|_{C^3(\Omega)} \vartheta \varepsilon^{-1} \right) \right) \left( C_\eta \rho(X_{k-1}) + O(\vartheta) \right)^{-1} \\
&= \frac{\sigma_\eta}{C_\eta} \rho^{-2} \text{div} (\rho^2 \nabla \varphi) \bigg|_{X_{k-1}} \varepsilon^2 + O \left( \varepsilon \|\varphi\|_{C^3(\Omega)} \right),
\end{align*}

which completes the proof. \qed
We now use Azuma’s inequality to bound how far the random walk travels in $k$ steps. The random walk has a small drift, due to irregularities in the graph $\Omega_n$, that must be accounted for. For completeness, we give a short proof of Azuma’s inequality in Appendix A.

**Lemma 3.10.** Let $\varepsilon \in (0,1)$, $\vartheta \in (\varepsilon,1)$ and $x \in \Omega_n$. Assume (A3), (3.26) and (3.29) hold. Let $(X_k)_{k \geq 0}$ be a random walk on $\Omega_n$ with transition probabilities (3.30) starting at $X_0 = x$. For any $r > 0$ with $r \leq \text{dist}(x, \partial \Omega) - 2\varepsilon$ we have

$$
(3.32) \quad \mathbb{P} \left( \max_{1 \leq i \leq k} |X_i - X_0| > r \right) \leq 2d \exp \left( - \frac{c(r - C\varepsilon \vartheta)^2}{k\varepsilon^2} \right)
$$

for all $k \in \mathbb{N}$.

**Proof.** Let $F_k$ denote the $\sigma$-algebra generated by $X_0, X_1, \ldots, X_k$. Define the stopping time

$$
(3.33) \quad \tau = \inf \{ k \geq 0 : |X_k - x| > r \},
$$

and set $Y_k = X_{k \wedge \tau}$. By Proposition 3.9 we have

$$
(3.34) \quad |E[X_k - X_{k-1}|F_{k-1}]| = 1_{\tau > k-1}|E[X_k - X_{k-1}|F_{k-1}]| \leq C(\varepsilon \vartheta + \varepsilon^2) \leq C\varepsilon \vartheta
$$

since $\vartheta \geq \varepsilon$. It follows that $Z_k = Y_k \cdot e_i - Ck\varepsilon \vartheta$ is a supermartingale with respect to $F_k$ for each $i$, with increments bounded by $C\varepsilon$, since $\vartheta \leq 1$. Azuma’s inequality yields

$$
\mathbb{P}(Y_k \cdot e_i - Y_0 \cdot e_i \geq t + Ck\varepsilon \vartheta) = \mathbb{P}(Z_k - Z_0 \geq t) \leq \exp \left( - \frac{ct^2}{k\varepsilon^2} \right).
$$

for all $t > 0$. Applying the same argument to the submartingale $Z_k = Y_k \cdot e_i + Ck\varepsilon \vartheta$ and summing over $i$ yields

$$
\mathbb{P}(|Y_k - Y_0| \geq t + Ck\varepsilon \vartheta) \leq 2d \exp \left( - \frac{ct^2}{k\varepsilon^2} \right)
$$

for any $t > 0$. Choose $t = r - Ck\varepsilon \vartheta$ and assume $r > Ck\varepsilon \vartheta$. If $\max_{1 \leq i \leq k} |X_i - X_0| > r$ then $\tau \leq k$ and so $|Y_k - Y_0| > r$. It follows that

$$
(3.35) \quad \mathbb{P} \left( \max_{1 \leq i \leq k} |X_i - X_0| > r \right) \leq 2d \exp \left( - \frac{c(r - Ck\varepsilon \vartheta)^2}{k\varepsilon^2} \right),
$$

which completes the proof. \[\square\]

Let $\tilde{\Omega} \subset \Omega$ be open and set

$$
(3.36) \quad \Gamma_n = \{ x_i \in \Omega_n : z_i = 1 \text{ and } x_i \in \tilde{\Omega} \}.
$$

We consider the boundary value problem

$$
\begin{cases}
\sum_{y \in \Omega_n} \eta_e(|y - x|)(u(y) - u(x)) = 0, & \text{if } x \in \Omega_n \setminus \Gamma_n \\
\quad u(x) = g(x), & \text{if } x \in \Gamma_n,
\end{cases}
$$

which includes both Model 1 and Model 2 for appropriate choices of $\tilde{\Omega}$.

We first prove a boundary estimate for Model 1. Here, $\Omega = \Omega' \subset \Omega$ are fixed, and so $\tilde{\vartheta} > 0$ is bounded away from zero, independently of the parameters $n, \varepsilon, \beta$.

**Theorem 3.11.** Let $\beta \in [\varepsilon^2, 1]$ and $\varepsilon \in (0,1)$. Assume (A3) and that (3.26), (3.27) and (3.29) hold with $\vartheta = \sqrt{\beta}$ and $\Omega' = \tilde{\Omega}$. Let $g \in C^{0,1}(\tilde{\Omega})$ and let $u_n$ solve (3.35). Then there exists $C, K > 0$ such that for every $x \in \Omega_n \cap \tilde{\Omega}$ with $\text{dist}(x, \partial \Omega) \geq K\beta^{-\frac{1}{2}}\varepsilon \log(\sqrt{\beta} \varepsilon^{-1})$ we have

$$
(3.37) \quad |u_n(x) - g(x)| \leq \frac{C \varepsilon}{\sqrt{\beta}} \log \left( \frac{\sqrt{\beta}}{\varepsilon} \right).
$$
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Proof. First, we note that if $\beta < 2\varepsilon^2$, then the maximum principle yields
\[
|u_n(x) - g(x)| \leq 2 \max_{y \in \Omega_n} |g(y)| \leq 2\sqrt{2} \max_{y \in \Omega_n} |g(y)| \frac{\varepsilon}{\sqrt{\beta}}.
\]
Hence, we may assume $\beta \geq 2\varepsilon^2$ in the remainder of the proof.

Let $(X_k)_{k \geq 0}$ be a random walk on $\Omega_n$ with transition probabilities (3.30) starting at $X_0 = x$, and let $F_k$ denote the $\sigma$-algebra generated by $X_0, X_1, \ldots, X_k$. We can assume $x \not\in \Gamma_n$. Define the stopping times
\[
\tau_1 = \inf\{k \geq 0 : X_k \in \Gamma_n\},
\]
and
\[
\tau_2 = \inf\{k \geq 0 : |X_k - x| > r\},
\]
for $0 < r \leq \text{dist}(x, \partial \Omega)$ to be determined.

Let $Y_k = u_n(X_{k \wedge \tau_1})$. We claim that $Y_k$ is a martingale with respect to $F_k$. Indeed, we compute
\[
\mathbb{E}[Y_k - Y_{k-1} | F_{k-1}] = \mathbb{1}_{1 > k-1} \mathbb{E}[u_n(X_k) - u_n(X_{k-1}) | F_{k-1}] + \mathbb{1}_{1 \leq k-1} \mathbb{E}[u_n(X_{k-1}) - u_n(X_k) | F_{k-1}]
\]
\[
= \mathbb{1}_{1 > k-1} \left( \frac{1}{d_n(x)(X_{k-1})} \sum_{y \in \Omega_n} \eta_k(|y - X_{k-1}|) (u_n(y) - u_n(X_{k-1})) \right) = 0,
\]
due to (3.35), which establishes the claim. By Doob’s optional stopping theorem we have
\[
u \neq \mathbb{E}[u_n(X_{\tau_1 \wedge \tau_2}) - g(x)]
\]
\[
= \mathbb{E}[g(X_{\tau_1}) - g(x) | \tau_1 \leq \tau_2] \mathbb{P}(\tau_1 \leq \tau_2) + \mathbb{E}[u_n(X_{\tau_2}) - g(x) | \tau_1 > \tau_2] \mathbb{P}(\tau_1 > \tau_2)
\]
\[
\leq \|g\|_{C^{0,1}(\Omega)} (r + 2\varepsilon) + 2 \max_{y \in \Omega_n} |g(y)| \mathbb{P}(\tau_1 > \tau_2).
\]

The opposite inequality is proved similarly, yielding
\[
u = |u_n(x) - g(x)| \leq \|g\|_{C^{0,1}(\Omega)} (r + 2\varepsilon) + 2 \max_{y \in \Omega_n} |g(y)| \mathbb{P}(\tau_1 > \tau_2).
\]

We now bound $\mathbb{P}(\tau_1 > \tau_2)$. By Lemma 3.10
\[
\mathbb{P}(\tau_2 \leq k) \leq 2d \exp\left(-\frac{c(r - Ck\sqrt{\beta})^2}{k\varepsilon^2}\right).
\]

Note that by (3.27) we have
\[
\mathbb{P}(X_k \in \Gamma_n | X_{k-1} \in \tilde{\Omega}) = \frac{p_n(x)(X_{k-1})}{d_n(x)(X_{k-1})} \geq \frac{cn\beta}{Cn} \geq c\beta.
\]

Since $\tau_2 > k$ implies that $X_i \in \tilde{\Omega}$ for $i = 1, \ldots, k$ we have
\[
\mathbb{P}(\tau_1 > k | \tau_2 > k) \leq (1 - c\beta)^k.
\]

It follows that
\[
\mathbb{P}(\tau_1 > k) = \mathbb{P}(\tau_1 > k | \tau_2 > k) \mathbb{P}(\tau_2 > k) + \mathbb{P}(\tau_1 > k | \tau_2 \leq k) \mathbb{P}(\tau_2 \leq k)
\]
\[
\leq (1 - c\beta)^k + 2d \exp\left(-\frac{c(r - Ck\sqrt{\beta})^2}{k\varepsilon^2}\right).
\]

For any $k$, if $\tau_1 > \tau_2$ then either $\tau_1 > k$ or $\tau_2 \leq k$. Therefore
\[
\mathbb{P}(\tau_1 > \tau_2) \leq \mathbb{P}(\tau_1 > k) + \mathbb{P}(\tau_2 \leq k) \leq \exp(-c\beta k) + 4d \exp\left(-\frac{c(r - Ck\sqrt{\beta})^2}{k\varepsilon^2}\right).
\]
Choose \( k \in \mathbb{Z} \) so that
\[
1 + \log \left( \sqrt{\beta \varepsilon}^{-1} \right) \leq c\beta k \leq \log \left( \sqrt{\beta \varepsilon}^{-1} \right) + 1 + c\beta.
\]
Then \( e^{-c\beta k} \leq \frac{c}{\sqrt{\beta}} \), and since \( \beta \geq 2\varepsilon^2 \) and \( c, \beta \in (0, 1] \) we see that \( k \geq 1 \). Therefore
\[
\mathbb{P}(\tau_1 > \tau_2) \leq \frac{\varepsilon}{\sqrt{\beta}} + 4d \exp \left( - \frac{c(r - Ck\varepsilon\sqrt{\beta})^2}{k\varepsilon^2} \right).
\]

Since \( \beta \geq 2\varepsilon^2 \) and \( k \) satisfies (3.38) we have
\[
\frac{(r - Ck\varepsilon\sqrt{\beta})^2}{\varepsilon^2} \geq \tilde{c}\beta \left( r - \tilde{c}\beta^{-\frac{1}{2}} \varepsilon \log(\sqrt{\beta\varepsilon}^{-1}) \right)^2,
\]
for constants \( \tilde{c} \geq 1 \) and \( 0 \leq \tilde{c} \leq 1 \). Setting \( r = K\beta^{-\frac{1}{2}}\varepsilon \log(\sqrt{\beta\varepsilon}^{-1}) \) for sufficiently large \( K \) and assuming \( \text{dist}(x, \partial \Omega) \geq K\beta^{-\frac{1}{2}}\varepsilon \log(\sqrt{\beta\varepsilon}^{-1}) \), we have
\[
\mathbb{P}(\tau_1 > \tau_2) \leq \frac{\varepsilon}{\sqrt{\beta}} + 2d \exp \left( - \log \left( \sqrt{\beta\varepsilon}^{-1} \right) \right) = (1 + 2d) \frac{\varepsilon}{\sqrt{\beta}}.
\]

The proof is completed by inserting this into (3.37). \( \square \)

We now turn to Model 2, and prove an error estimate from which Theorem 2.4 immediately follows. We recall in Model 2 we take
\[
\bar{\Omega} = \partial_{\delta} \Omega,
\]
where \( 0 < \delta \leq \varepsilon \). In Proposition 3.6 and (3.27) we take \( \bar{\Omega}' = \partial_{\varepsilon} \Omega \). In this case we have
\[
\tilde{c} = \min_{x \in \partial_{\varepsilon} \Omega} \varepsilon^{-d} \text{Vol}(\partial_{\varepsilon} \Omega \cap B(x, \varepsilon)) \geq c\delta\varepsilon^{-1}.
\]

**Theorem 3.12.** Let \( 0 < \delta \leq \varepsilon \) and set \( \bar{\Omega} = \partial_{\delta} \Omega \) and \( \bar{\Omega}' = \partial_{\varepsilon} \Omega \). Assume (3.27) and (3.28) hold. Let \( g \in C^{0,1}(\bar{\Omega}) \), let \( u_n \) solve (3.35), and let \( u \) be the solution of (2.8). There exists \( C, c > 0 \) such that if (3.26) and (3.29) hold with \( \varepsilon^2 \leq \delta \leq c \varepsilon \) then
\[
\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq \frac{C\delta}{\beta \varepsilon}.
\]

**Proof.** The proof is split into 3 parts.

1. We first show that
\[
\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq \max_{x \in \Omega_n \cap \partial_{\varepsilon} \Omega} |u_n(x) - u(x)| + C\delta\varepsilon^{-1}.
\]

This estimate can be proved with the maximum principle or a martingale argument. We give the martingale argument here. Let \( x \in \Omega_n \) with \( \text{dist}(x, \partial \Omega) > 2\varepsilon \). Let \( (X_k)_{k \geq 0} \) be a random walk on \( \Omega_n \) with transition probabilities (3.30) starting at \( X_0 = x \), and let \( F_k \) denote the \( \sigma \)-algebra generated by \( X_0, X_1, \ldots, X_k \). Define the stopping time
\[
\tau = \inf\{k \geq 0 : X_k \in \partial_{2\varepsilon} \Omega\},
\]
and set \( Y_k = X_{k \wedge \tau} \). We claim that
\[
\mathbb{E}[\tau] \leq \frac{C}{\varepsilon^2}.
\]

To see this, let \( \varphi \in C^3(\bar{\Omega}) \) be the solution of
\[
\begin{cases}
-\text{div}(\rho^2 \nabla \varphi) = \rho^2 & \text{in } \Omega \\
\varphi = 0 & \text{on } \partial \Omega.
\end{cases}
\]
By Proposition 3.9 we have
\[ E[\varphi(Y_k) - \varphi(Y_{k-1}) \mid F_{k-1}] = \mathbf{1}_{\tau > k-1} E[\varphi(X_k) - \varphi(X_{k-1}) \mid F_{k-1}] \]
\[ \leq \mathbf{1}_{\tau > k-1} \left( \frac{\sigma_0}{C} \rho^{-2} \text{div}(\rho^2 \nabla \varphi) \right) \left| X_{k-1} \right| \epsilon^2 + C \epsilon \]
\[ = \mathbf{1}_{\tau > k-1} C \epsilon (\tau - c \epsilon). \]
Assume \( \epsilon \leq \frac{c}{2} \) so that \( E[\varphi(Y_k) - \varphi(Y_{k-1}) \mid F_{k-1}] \leq -\mathbf{1}_{\tau > k-1} C \epsilon^2 \). Then we have that
\[ Z_k := \varphi(Y_k) + \epsilon^2 k \mathbf{1}_{\tau > k-1} \]

is a supermartingale. Let \( m \geq 0 \). By Doob's optional stopping theorem \( E[Z_{\tau \land m}] \leq E[Z_0] \), which yields
\[ E[\varphi(Y_{\tau \land m})] + \epsilon^2 E[\tau \land m] \leq \varphi(X_0) = \varphi(x). \]
By the maximum principle \( \varphi \geq 0 \), and so we obtain
\[ E[\tau \land m] \leq C \frac{\varphi(x)}{\epsilon^2} \leq \frac{C}{\epsilon^2}, \]
for all \( m \geq 0 \). Sending \( m \to \infty \) establishes the claim (3.43).

By Proposition 3.9 we have
\[ E[u(Y_k) - u(Y_{k-1}) \mid F_{k-1}] = \mathbf{1}_{\tau_1 > k-1} E[u(X_k) - u(X_{k-1}) \mid F_{k-1}] \]
\[ = \mathbf{1}_{\tau_1 > k-1} \left( \frac{\sigma_0}{C} \rho^{-2} \text{div}(\rho^2 \nabla u) \right) \left| X_{k-1} \right| \epsilon^2 + O(\epsilon^2) = O(\epsilon \delta). \]
As in the proof of Theorem 3.11, \( u_n(Y_k) \) is a martingale, and so \( u_n(Y_k) - u(Y_k) + C \epsilon \delta k \) is a submartingale. By Doob's optional stopping theorem
\[ u_n(x) - u(x) = u_n(X_0) - u(X_0) \leq E[u_n(X_\tau) - u(X_\tau) + C \epsilon \delta m] \leq E[|u_n(X_\tau) - u(X_\tau)|] + C \epsilon \delta E[\tau]. \]
Similarly, \( u(Y_k) - u_n(Y_k) + C \epsilon \delta k \) is a submartingale, and so we also obtain
\[ u(x) - u_n(x) \leq E[|u_n(X_\tau) - u(X_\tau)|] + C \epsilon \delta E[\tau]. \]
Since \( X_\tau \in \partial_2 \Omega \) and \( E[\tau] \leq C / \epsilon^2 \) we have
\[ |u_n(x) - u(x)| \leq E[|u_n(X_\tau) - u(X_\tau)|] + C \epsilon \delta E[\tau] \leq \max_{y \in \Omega_n \cap \partial_2 \Omega} |u_n(y) - u(y)| + C \epsilon \delta \epsilon^{-1} \]
for \( x \in \Omega_n \) with \( \text{dist}(x, \partial \Omega) > 2 \epsilon \). For \( x \in \Omega_n \cap \partial_2 \Omega \) the estimate above holds trivially, so this establishes (3.42).

2. We now estimate the boundary term in (3.42). In particular, we claim that
\[ \max_{x \in \Omega_n \cap \partial_2 \Omega} |u_n(x) - u(x)| \leq C \epsilon + (1 - c \beta \delta \epsilon^{-1}) \max_{x \in \Omega_n \cap \partial_4 \Omega} |u_n(x) - u(x)|. \]
To see this, let \( (X_k)_{k \geq 0} \) be a random walk on \( \Omega_n \) with transition probabilities (3.30) starting at \( X_0 = x \). We first assume \( x \in \Omega_n \cap \partial_4 \Omega \). Then by (3.27) we have
\[ P(X_1 \in \Gamma_n) = \frac{p_n(x; \partial_4 \Omega)}{d_n(x)} \geq \frac{c \epsilon n \beta}{C n} \geq c \beta \delta \epsilon^{-1}. \]
Therefore, we have
\[ |u_n(x) - u(x)| = |E[u_n(X_1) - u(x)]| \]
\[ \leq |E[u_n(X_1) - u(x)]| \mid X_1 \in \Gamma_n \mid P(X_1 \in \Gamma_n) + |E[u_n(X_1) - u(x)] \mid X_1 \not\in \Gamma_n \mid P(X_1 \not\in \Gamma_n) \]
\[ \leq \epsilon + (1 - c \beta \delta \epsilon^{-1}) \max_{y \in \Omega_n \cap \partial_4 \Omega} |u_n(y) - u(y)| \]
\[ \leq C \epsilon + (1 - c \beta \delta \epsilon^{-1}) \max_{y \in \Omega_n \cap \partial_4 \Omega} |u_n(y) - u(y)|. \]
We now complete the proofs of the well-posedness results. Our proof uses the maximum principle and a barrier argument. We first define the barrier and establish some technical results.

3. Proofs of well-posedness results

3.4 Proofs of well-posedness results

We now consider $x \in \Omega_n \cap (\partial_{3\varepsilon/2} \Omega \setminus \partial_\varepsilon \Omega)$. By (3.27) and (3.28)

$$\mathbb{P}(X_1 \in \partial_\varepsilon \Omega) \geq \frac{q_n(x)}{d_{n,x}(x)} \geq c_1 > 0.$$ 

Using the bound above we have

$$|u_n(x) - u(x)| = |\mathbb{E}[u_n(X_1) - u(x)]| \leq \mathbb{E}[|u_n(X_1) - u(X_1)|] \mathbb{P}(X_1 \in \partial_\varepsilon \Omega) + \mathbb{E}[|u_n(X_1) - u(X_1)|] \mathbb{P}(X_1 \notin \partial_\varepsilon \Omega) + C\varepsilon$$

$$\leq \left(C\varepsilon + (1 - c_1c\beta\delta\varepsilon^{-1}) \max_{y \in \Omega_n \cap \partial_{3\varepsilon}} |u_n(y) - u(y)| \right) \mathbb{P}(X_1 \in \partial_\varepsilon \Omega) + \max_{y \in \Omega_n \cap \partial_{3\varepsilon/2}} |u_n(y) - u(y)|(1 - \mathbb{P}(X_1 \in \partial_\varepsilon \Omega)) + C\varepsilon$$

$$\leq C\varepsilon + (1 - c_1c\beta\delta\varepsilon^{-1}) \max_{y \in \Omega_n \cap \partial_{3\varepsilon/2}} |u_n(y) - u(y)|.$$ 

Repeating the same argument for $x \in \Omega_n \cap (\partial_{2\varepsilon} \Omega \setminus \partial_{\varepsilon/2} \Omega)$ completes the proof of the claim.

3. Combining (3.42) with (3.45), and noting $\partial \geq \varepsilon^2$, we obtain

$$\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq (1 - c_1c_3\beta\delta\varepsilon^{-1}) \max_{y \in \Omega_n \cap \partial_{3\varepsilon/2}} |u_n(y) - u(y)| + C\varepsilon \delta^{-1}.$$

Since

$$\max_{y \in \Omega_n \cap \partial_{3\varepsilon}} |u_n(y) - u(y)| \leq \max_{x \in \Omega_n} |u_n(x) - u(x)|$$

we can rearrange (3.46) to obtain

$$\max_{x \in \Omega_n} |u_n(x) - u(x)| \leq C\beta^{-1}\delta^{-1}\varepsilon,$$

which completes the proof.

3.4 Proofs of well-posedness results

We now complete the proofs of the well-posedness results. Our proof uses the maximum principle and a barrier argument. We first define the barrier and establish some technical results.

**Lemma 3.13.** Assume (A1-3) and Model 1 hold. For $\alpha > 0$ define

$$\tilde{\Omega}_n = \{ x \in \tilde{\Omega} : \text{dist}(x, \partial \tilde{\Omega}) > \alpha \}.$$

Let $w_\alpha$ solve

$$\left\{ \begin{array}{ll} \mathcal{L}w_\alpha = 0 & \text{in } \Omega \setminus \tilde{\Omega}_{\alpha+2\varepsilon} \\
 w_\alpha = g & \text{in } \tilde{\Omega}_{\alpha+2\varepsilon} \\
 \frac{\partial w_\alpha}{\partial n} = 0 & \text{on } \partial \Omega, \end{array} \right.$$ 

and $\varphi_\alpha$ solve

$$\left\{ \begin{array}{ll} \mathcal{L}\varphi_\alpha = 1 & \text{in } \Omega \setminus \tilde{\Omega}_{\alpha+2\varepsilon} \\
 \varphi_\alpha = g & \text{in } \tilde{\Omega}_{\alpha+2\varepsilon} \\
 \frac{\partial \varphi_\alpha}{\partial n} = 0 & \text{on } \partial \Omega. \end{array} \right.$$
Then there exists $C > c > 0$ such that for all $0 \leq \alpha \leq c$ and $\varepsilon < \vartheta < \frac{1}{2}$, with probability at least $1 - C_n \exp(-cn\varepsilon^{d+2}\vartheta^2)$ we have $\|\varphi_\alpha\|_{L^\infty(\Omega)} \leq C$, $\|w_\alpha - u\|_{L^\infty(\Omega)} \leq C(\alpha + \varepsilon)$.

(3.50) 
$$|L_{n,\varepsilon}w_\alpha(x)| \leq C(\gamma_\varepsilon(x) + \vartheta)$$

(3.51) 
$$|L_{n,\varepsilon}\varphi_\alpha(x) - \frac{\sigma_1}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) | \leq C(\gamma_\varepsilon(x) + \vartheta)$$

for all $x \in \Omega_n \setminus \tilde{\Omega}_n$, where $u$ is the solution of (2.5).

Proof. By elliptic regularity [25] we have that $w_\alpha$ and $\varphi_\alpha$ are $C^3(\tilde{\Omega} \setminus \tilde{\Omega})$ and moreover

$$\sup_{0 \leq \alpha \leq c} \max\{\|w_\alpha\|_{C^3(\tilde{\Omega} \setminus \tilde{\Omega})}, \|\varphi_\alpha\|_{C^3(\tilde{\Omega} \setminus \tilde{\Omega})}\} < +\infty.$$ 

By Corollary 3.4, for $x \in \Omega_n \setminus \tilde{\Omega}_n$ we have, with probability at least $1 - Cne^{-cn\varepsilon^{d+2}\vartheta^2}$,

$$L_{n,\varepsilon}w_\alpha(x) = \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \frac{\partial w_\alpha}{\partial n}(x) - \frac{\sigma_1}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) + O(\vartheta)$$

for any $\varepsilon \leq \vartheta < \frac{1}{2}$. So, since $\frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} = O\left( \frac{\delta_\varepsilon}{\varepsilon} \mathbf{1}_{\delta_\varepsilon \leq 2\varepsilon} \right) = O(\gamma_\varepsilon(x))$,

$$L_{n,\varepsilon}w_\alpha(x) = O(\gamma_\varepsilon(x) + |\sigma_2(\frac{\delta_\varepsilon}{\varepsilon})| + \vartheta).$$

By the lemma below $|\sigma_2(\frac{\delta_\varepsilon}{\varepsilon})| = O(\gamma_\varepsilon(x) + \varepsilon)$ which completes the proof of (3.50).

For (3.51), we again apply Corollary 3.4 to imply that, with probability at least $1 - Cne^{-cn\varepsilon^{d+2}\vartheta^2}$,

$$L_{n,\varepsilon}\varphi_\alpha(x) = \frac{\sigma_1}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) + \frac{\sigma_2}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) + O(\vartheta)$$

for any $\varepsilon \leq \vartheta < \frac{1}{2}$. Hence,

$$L_{n,\varepsilon}\varphi_\alpha(x) - \frac{\sigma_1}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) = \frac{\sigma_2}{\sigma_0} \left( \frac{\delta_\varepsilon}{\varepsilon} - \frac{2\rho(x)\gamma_\varepsilon(x)}{\varepsilon} \right) + O(\vartheta)$$

since $\frac{\partial \varphi_\alpha}{\partial n}(x) = 1 + O(\delta_\varepsilon)$ for $\delta_\varepsilon \leq 2\varepsilon$. We conclude (3.51) by applying the lemma below.

To show $\|w_\alpha - u\|_{L^\infty(\Omega)} \leq C(\alpha + \varepsilon)$ we let $v_n = w_\alpha - u$ and note that $L_{n,\varepsilon}v_n = 0$ in $\Omega \setminus \tilde{\Omega}$. Hence the maximum of $v_\alpha$ is achieved on $\tilde{\Omega} \setminus \tilde{\Omega}_n$. Since $v_\alpha = 0$ on $\partial \tilde{\Omega}_n$ and is Lipschitz continuous (with Lipschitz constant independent of $\alpha$) then $|v_\alpha(x)| \leq C(\alpha + \varepsilon)$ on $\Omega \setminus \tilde{\Omega}_n$. A similar argument with the minimum implies that the minimum of $v_\alpha$ is achieved on $\tilde{\Omega} \setminus \tilde{\Omega}_n$. Hence $\|v_n\|_{L^\infty(\Omega)} \leq C(\alpha + \varepsilon)$ as required.

Lemma 3.14. Assume (A1,3). Then, there exists $C > 0$ such that

$$|\sigma_2(\frac{\delta_\varepsilon}{\varepsilon})| \leq C(\gamma_\varepsilon(x) + \varepsilon)$$

for all $x \in \Omega$.

Proof. Note that

$$\gamma_\varepsilon(x) = \frac{1}{\varepsilon} \int_{\Omega \cap B(x,2\varepsilon)} \eta_\varepsilon(|x - y|)(x - y) \cdot \mathbf{n}(x) \, dy$$

$$= - \int_{\varepsilon^{-1}(\Omega - x) \cap B(0,2)} \eta(|z|)z \cdot \mathbf{n}(x) \, dz$$

$$= \int_{B(0,2) \setminus \{z_\varepsilon \geq -\frac{\delta_\varepsilon}{\varepsilon}\}} \eta(|z|)z \, dz + O(\varepsilon) = \sigma_3(\frac{\delta_\varepsilon}{\varepsilon}) + O(\varepsilon)$$
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where $\sigma_3(t) = \int_{B(0,2) \cap \{|z| > t\}} \eta(|z|) z_d \, dz$. We show that there exists $C > 0$ such that $|\sigma_2(t)| \leq C \sigma_3(t)$, when combined with the above this completes the proof.

Assume $\eta(t) = 0$ for all $t > T$ and $\eta(t) > 0$ for $t < T$, from our assumptions $T \in [1, 2]$. Since $\sigma_3(t) = - \int_{B(0,2) \cap \{|z| \leq 1\}} \eta(|z|) z_d \, dz$, it is straightforward to show that $\sigma_3(t) = 0$ if and only if $t > T$. It is also straightforward to check that $\sigma_2(t) = 0$ if $t \geq T$. Hence, $\sigma_3(t) = 0$ implies $\sigma_2(t) = 0$. By L'Hôpital's rule (and the Fundamental Theorem of Calculus),

$$
\lim_{t \to T^-} \frac{\sigma_2(t)}{\sigma_3(t)} = - \lim_{t \to T^-} \frac{\sigma_2(t)}{t} = - \lim_{t \to T^-} \frac{\sigma_2(t)}{t} = \lim_{t \to T^-} \frac{\int_{[-2,2]} \eta \left( \left| \frac{z}{t} \right|^2 + t^2 \right)^{\frac{1}{2}}} {t \int_{[-2,2]} \eta \left( \left| \frac{z}{t} \right|^2 + t^2 \right)^{\frac{1}{2}}} \, d\frac{z}{t}
$$

where we again adopt the notation $z = (\tilde{z}, z) \in \mathbb{R}^{d-1} \times \mathbb{R}$. We notice that $\eta \left( \left| \frac{z}{t} \right|^2 + t^2 \right)^{\frac{1}{2}} = 0$ for all $|\tilde{z}|^2 + t^2 \geq T^2$, hence we can assume $z_1^2 < T^2 - t^2$. Now we have,

$$
0 \leq \frac{\int_{[-2,2]} \eta \left( \left| \frac{z}{t} \right|^2 + t^2 \right)^{\frac{1}{2}}} {t \int_{[-2,2]} \eta \left( \left| \frac{z}{t} \right|^2 + t^2 \right)^{\frac{1}{2}}} \, d\frac{z}{t} \leq \frac{T^2 - t^2}{t} \to 0.
$$

Hence, $\lim_{t \to T^-} \frac{\sigma_2(t)}{\sigma_3(t)} = T$. In particular, there exists $0 < \xi < T$ such that for all $t \in [\xi, T]$ we have $|\sigma_2(t)| \leq 2T$. And since $\frac{\sigma_2(t)}{\sigma_3(t)}$ is uniformly continuous on $[0, \xi]$ it is bounded, therefore there exists some $C \in [2T, +\infty)$ such that $\frac{\sigma_2(t)}{\sigma_3(t)} \leq C$. This completes the proof. □

We now have the proof of Theorem 2.1(i).

Proof of Theorem 2.1(i). By Theorem 3.11, Propositions 3.5, 3.6, and 3.8, we have

$$
(3.52) \quad \max_{x \in \Omega_n \setminus \tilde{\Omega}_n} |u_n(x) - g(x)| \leq \frac{C_\alpha}{\sqrt{\beta}} \log \left( \sqrt{\beta} \frac{\varepsilon}{\varepsilon} \right),
$$

with probability at least $1 - C n \exp \left( -c n \beta \varepsilon^d \right)$, where $\alpha := K \beta^{\frac{1}{2}} \varepsilon \log(\sqrt{\beta} \varepsilon^{-1})$ and $\tilde{\Omega}_n$ is defined in (3.47).

We define

$$
v_\alpha(x) = \begin{cases} 
 w_\alpha(x) + M \varepsilon \varphi_\alpha(x), & \text{if } x \in \Omega \setminus \tilde{\Omega} + 2 \varepsilon \\
g(x), & \text{otherwise,}
\end{cases}
$$

where $w_\alpha$ and $\varphi_\alpha$ are defined in Lemma 3.13, and $M$ will be chosen shortly. By Lemma 3.13 with probability at least $1 - C n \exp(-cn \varepsilon^d + 2 \vartheta^2)$ we have

$$
\mathcal{L}_{n,\varepsilon} v_\alpha(x) \geq \left( \frac{2M \rho(x) \vartheta}{\varepsilon} - C(1 + M \vartheta) \right) \gamma_{\varepsilon}(x) + \left( \frac{M \sigma_1(\frac{\rho_\alpha}{\varepsilon})}{\sigma_\varepsilon} - C(1 + M \vartheta) \right) \vartheta 
\geq (2M \rho(x) - C(1 + M \vartheta)) \gamma_{\varepsilon}(x) + \left( \frac{M}{2} - C(1 + M \vartheta) \right) \vartheta
$$

for all $x \in \Omega_n \setminus \tilde{\Omega}_n$, since $\sigma_1(\frac{\rho_\alpha}{\varepsilon}) \geq \sigma_\varepsilon$. There exists $c > 0$ such that for $M$ sufficiently large, and all $\varepsilon < \vartheta < \epsilon$ we have $\mathcal{L}_{n,\varepsilon} v_\alpha(x) > 0$ for all $x \in \Omega_n \setminus \tilde{\Omega}_n$.

Since $\mathcal{L}_{n,\varepsilon} u_n(x) = 0$ for $x \in \Omega_n \setminus \Gamma_n$, we have that $\mathcal{L}_{n,\varepsilon} (u_n - v_\alpha)(x) < 0$ for all $x \in \Omega_n \setminus (\Gamma_n \cup \tilde{\Omega}_n)$. If $u_n - v_\alpha$ attained its maximum value over $\Omega_n$ at any point $x \in \Omega_n \setminus (\Gamma_n \cup \tilde{\Omega}_n)$, then we would have
We obtain the opposite inequality similarly, and complete the proof by noting that
\[ E_n \leq C(\alpha + \vartheta), \]
due to Lemma 3.13 and the definition of \( w_\alpha \). If \( x_* \in \Gamma_n \cap \tilde{\Omega}_n \), then \( u_n(x_*) - v_\alpha(x_*) = 0 \). If \( x_* \in \Omega_n \cap \tilde{\Omega}_n \) then by (3.52) we have
\[ u_n(x_*) - v_\alpha(x_*) \leq g(x_*) + \frac{C \varepsilon}{\sqrt{\beta}} \log \left( \frac{\sqrt{\beta}}{\varepsilon} \right) - v_\alpha(x_*). \]
Now,
\[ g(x_*) - v_\alpha(x_*) = \begin{cases} g(x_*) - w_\alpha(x_*) - M \vartheta \varphi_\alpha(x_*) & \text{if } x_* \in \tilde{\Omega}_n \setminus \tilde{\Omega}_n \cap \tilde{\Omega}_{n+2} \\ 0 & \text{if } x_* \in \tilde{\Omega}_n \cap \tilde{\Omega}_{n+2} \end{cases} \leq C(\vartheta + \varepsilon). \]
It follows that
\[ \max_{x \in \tilde{\Omega}_n}(u_n(x) - v_\alpha(x)) \leq C(\alpha + \vartheta) \]
with probability at least \( 1 - Cn \exp(-cn\varepsilon^{d+2}\vartheta^2) - Cn \exp(-cn\beta\varepsilon^d) \). Invoking Lemma 3.13 again, we have
\[ |v_\alpha - u| \leq |w_\alpha - u| + M\vartheta||\varphi_\alpha| \leq C(\alpha + \vartheta), \]
and so
\[ \max_{x \in \tilde{\Omega}_n}(u_n(x) - u(x)) \leq C(\alpha + \vartheta). \]
We obtain the opposite inequality similarly, and complete the proof by noting that \( \beta \geq \varepsilon^2 \vartheta \leq c \) implies that \( n\beta\varepsilon^d \geq n\varepsilon^{d+2}\vartheta^2 \).

To extend the result to the regime \( \varepsilon_n \leq \left( \frac{\log n}{n} \right)^{1/3} \) and therefore beyond the regime where the Laplacian is pointwise consistent we will rely on \( \Gamma \)-convergence and TL\(^2\) compactness. We start with TL\(^2\) compactness of minimizers.

**Proposition 3.15.** Under the assumptions of Theorem 2.1(ii) we have that, with probability one, \( \{u_n\}_{n \in \mathbb{N}} \) is precompact in TL\(^2\) and furthermore, if \( u \) is any cluster point of \( \{u_n\}_{n \in \mathbb{N}} \), then \( u = g \) on \( \Omega \).

**Proof.** It is straightforward to show that \( \sup_{n \in \mathbb{N}} \|u_n\|_{L^2(\mu_n)} < +\infty \) and \( \sup_{n \in \mathbb{N}} \mathcal{E}^{(2)}(u_n) < +\infty \) therefore by Proposition B.4 we have that \( \{u_n\}_{n \in \mathbb{N}} \) is pre-compact in TL\(^2\). Assume that \( u_n \to u \) in TL\(^2\). Choose \( \alpha_n = \frac{C\varepsilon_n}{\sqrt{n}} \log \left( \frac{\sqrt{\beta}n}{\varepsilon_n} \right) \). By Theorem 3.11 and the Borel-Cantelli lemma,
\[ \|u_n - g\|_{L^\infty(\Omega_n \cap \tilde{\Omega}_n)} = o(1) \]
with probability one.

Let \( \tilde{\Omega}_n = \tilde{\Omega}_n + \|T_n - \text{Id}\|_{L^\infty} \) where \( T_n \) is a transport map between \( \mu_n \) and \( \mu \) with \( \|T_n - \text{Id}\|_{L^\infty} \leq \gamma \to 0 \). Note that \( \tilde{\Omega}_n \subseteq \tilde{\Omega}_n \subseteq \tilde{\Omega} \) and \( T_n(\tilde{\Omega}_n) \subseteq \tilde{\Omega}_n \). Hence,
\[ \|u - g\|_{L^2(\tilde{\Omega}_n)} \leq \|u - u_n \circ T_n\|_{L^2(\tilde{\Omega}_n)} + \|u_n \circ T_n - g \circ T_n\|_{L^2(\tilde{\Omega}_n)} + \|g \circ T_n - g\|_{L^2(\tilde{\Omega}_n)} \]
\[ \leq \|u - u_n \circ T_n\|_{L^2(\Omega)} + \left( \|u_n - g\|_{L^\infty(\tilde{\Omega}_n \cap \Omega_n)} + \text{Lip}(g)\gamma \right) \text{Vol}(\tilde{\Omega}). \]
Taking the limit as \( n \to \infty \) in the above we have \( \|u - g\|_{L^2(\tilde{\Omega})} = 0 \) and hence \( u = g \) on \( \tilde{\Omega} \).

We now prove the existence of a recovery sequence for the constrained energy \( \mathcal{E}^{(p)} \) defined by
\[ \mathcal{E}^{(p)}_{n, \text{con}}(w_n) = \begin{cases} \mathcal{E}^{(p)}(w_n) & \text{if } w_n(x_i) = g(x_i) \ \forall x_i \in \Gamma_n \\ +\infty & \text{else.} \end{cases} \]
\[ \mathcal{E}^{(p)}_{\infty, \text{con}}(w) = \begin{cases} \mathcal{E}^{(p)}_{\infty}(w) & \text{if } w(x) = g(x) \ \forall x \in \tilde{\Omega} \\ +\infty & \text{else.} \end{cases} \]
where \( \mathcal{E}^{(p)}_n \) and \( \mathcal{E}^{(p)}_{\infty} \) are defined by (2.20) and (2.22) respectively.
We know by Proposition 3.15 that the set of walks which is valid only for $\Omega$. The aim of this section is to prove Theorems 2.9 and 2.12. Approximately the theorems state that if the number of labeled data points is less than $\epsilon$ then "sufficiently large" is satisfied by $\epsilon$, and $\epsilon$ is sufficiently large, then solutions $u_n$ of (2.3) are converging to constants. We note that if $\epsilon$ is fixed (in particular when $\epsilon = 1, 2, \ldots, N$) for $N$ fixed, see [37].

**Lemma 3.16.** Under the assumptions of Theorem 2.4(ii) we have, with probability one, that for any $v \in L^p(\mu)$ there exists a sequence $v_n \in L^2(\mu_n)$ such that $v_n \to v$ in $TL^p$ and
\[
\limsup_{n \to \infty} \mathcal{E}_{n,\text{con}}^{(p)}(v_n) \leq \mathcal{E}_{\infty,\text{con}}^{(p)}(v).
\]

**Proof.** First consider any $v \in \text{Lip}(\Omega)$ with $\mathcal{E}_{\infty,\text{con}}^{(p)}(v) < +\infty$. Define $v_n \in L^p(\mu_n)$ by
\[
v_n(x) = v(x) \quad \text{for } x \in \Omega_n.
\]
It is straightforward to show that $v_n \to v$ in $TL^p$ and
\[
\limsup_{n \to \infty} \mathcal{E}_{n,\text{con}}^{(p)}(v_n) = \limsup_{n \to \infty} \mathcal{E}_{n,\text{con}}^{(p)}(v_n) \leq \mathcal{E}_{\infty,\text{con}}^{(p)}(v).
\]
By the density of Lipschitz functions in $L^p$ we can extend the result to any $v \in L^p$ via a diagonalisation argument. \qed

We now prove Theorem 2.1(ii).

**Proof of Theorem 2.1(ii).** We start by showing that the liminf inequality holds along the minimising sequence. We know by Proposition 3.15 that the set $\{u_n\}_{n \in \mathbb{N}}$ of minimizers of $\mathcal{E}_{n,\text{con}}^{(2)}$ is, with probability one, pre-compact and any limit $u$ satisfies $u = g$ on $\widetilde{\Omega}$. Assume $u_{n_k} \to u$ in $TL^2$. Then,
\[
\liminf_{k \to \infty} \mathcal{E}_{n_k,\text{con}}^{(2)}(u_{n_k}) = \liminf_{k \to \infty} \mathcal{E}_{n_k,\text{con}}^{(2)}(u_{n_k}) \geq \mathcal{E}_{\infty,\text{con}}^{(2)}(u) = \mathcal{E}_{\infty,\text{con}}^{(2)}(u)
\]
by Proposition B.4. Now let $v \in L^2(\Omega)$ be any other function in $L^2(\Omega)$ and $v_n$ its recovery sequence (which exists by Lemma 3.16). We have,
\[
\mathcal{E}_{n,\text{con}}^{(2)}(v) \geq \limsup_{n \to \infty} \mathcal{E}_{n,\text{con}}^{(2)}(v_n) \\
\geq \limsup_{k \to \infty} \mathcal{E}_{n_k,\text{con}}^{(2)}(v_{n_k}) \\
\geq \limsup_{k \to \infty} \mathcal{E}_{n_k,\text{con}}^{(2)}(u_{n_k}) \\
\geq \liminf_{k \to \infty} \mathcal{E}_{n_k,\text{con}}^{(2)}(u_{n_k}) \\
\geq \mathcal{E}_{\infty,\text{con}}^{(2)}(u).
\]
By the above argument $\mathcal{E}_{n,\text{con}}^{(2)}(v) \geq \mathcal{E}_{\infty,\text{con}}^{(2)}(u)$ for all $v \in L^p(\Omega)$, hence $u$ is a minimizer of $\mathcal{E}_{\infty,\text{con}}^{(2)}$. Since the minimizer of $\mathcal{E}_{\infty,\text{con}}^{(2)}$ is the unique function satisfying (2.5) it follows that the whole sequence converges.

To obtain $L^2$ convergence we note
\[
\|u_n - u|_{\Omega_n}\|_{L^2(\mu_n)} = \|u_n \circ T_n - u|_{\Omega_n \circ T_n}\|_{L^2(\mu)} \leq \|u_n \circ T_n - u\|_{L^2(\mu)} + \|u - u|_{\Omega_n \circ T_n}\|_{L^2(\mu)}.
\]
Since $u$ is Lipschitz and $T_n$ can be chosen to converge to the identity uniformly then we are done. \qed

## 4 The Ill-Posed Case

The aim of this section is to prove Theorems 2.9 and 2.12. Approximately the theorems state that if the number of labeled data points is less than $\epsilon$, then solutions $u_n$ of (2.3) are converging to constants. We note that if $p \leq d$ then "sufficiently large" is satisfied by $\epsilon$ being greater than connectivity of the graph.

In this section we use variational methods, rather than the relationship between minimizers and random walks which is valid only for $p = 2$. In particular, we are able to treat any $p > 1$ and we are able to prove the results for each model in a unified framework. We therefore assume that for some subset $\Omega_n'$ we have that if $x_i \in \Omega_n'$ then $x_i \in \Gamma_n$ with probability $\beta$. In Model 1 $\Omega_n' = \Omega$ and in Model 2 $\Omega_n' = \partial \Omega$.

We start by proving the $\Gamma$-convergence of the constrained functionals, this is the corresponding result to Proposition B.4 which concerns the unconstrained case. The proof is analogous to the case when the constraint set $Z_n$ is fixed (in particular when $Z_n = \{1, 2, \ldots, N\}$ for $N$ fixed), see [37].
Proposition 4.1. Let $p > 1$, $\Omega'_n \subset \Omega$ is open and each $x_i \in \Omega_n$ is in $\Gamma_n$ with probability $\beta \I_{\Omega'_n} (x_i)$. Assume (A1-3) hold and $\delta_n = \int_{\Omega_n} \rho (x) \, dx$. Further, we assume that $\beta_n \to 0^+$, $\varepsilon_n \to 0^+$ and $\delta_n$ satisfy

$$\frac{\beta_n \delta_n}{\varepsilon_n^p} \ll 1, \quad \frac{n \varepsilon_n^p}{\log n} \gg 1 \quad \text{and} \quad n \varepsilon_n^d \gg \log (n).$$

Then, with probability one,

$$\lim_{n \to \infty} \Gamma \cdot \liminf_{n \to \infty} \mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} = \mathcal{E}_\infty^{(p)}$$

on the set \{$(\nu, f) : \nu \in \mathcal{P}(\Omega), \|f\|_{L^\infty (\nu)} \leq \|g\|_{L^\infty (\Omega)}$.\} Furthermore, if $\{u_n\}_{n=1}^\infty$ is a sequence satisfying $\sup_{n \in \mathbb{N}} \|u_n\|_{L^p (\mu_n)} < \infty$ and $\sup_{n \in \mathbb{N}} \mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (u_n) < \infty$ then $\{u_n\}_{n=1}^\infty$ is pre-compact in TL$^p$.

Proof. We divide the proof into the liminf and limsup inequalities, and the compactness property.

Compactness: If $\sup_{n \in \mathbb{N}} \mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (u_n) < \infty$ then we have $\mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (u_n) = \mathcal{E}_n^{(p)} (u_n)$ hence compactness follows from Proposition B.4.

Liminf: Let $u_n \to u$ in TL$^p$ and assume $\liminf_{n \to \infty} \mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (u_n) < \infty$ then we have $\mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (u_n) = \mathcal{E}_n^{(p)} (u_n)$ hence compactness follows from Proposition B.4.

Limsup: Pick $u \in L^p (\Omega)$ and suppose $\mathcal{E}_\infty^{(p)} (u) < \infty$ else the limsup inequality is trivial. Let $u_n$ be a recovery sequence with respect to the $\Gamma$-convergence of $\mathcal{E}_n^{(p)}$ in Proposition B.4, i.e. (with probability one)

$$u_n \to u \text{ in } TL^p \quad \text{and} \quad \limsup_{n \to \infty} \mathcal{E}_n^{(p)} (u_n) \leq \mathcal{E}_\infty^{(p)} (u).$$

Define

$$\hat{u}_n (x_i) = \begin{cases} g(x_i) & \text{if } i \in Z_n \\ u_n (x_i) & \text{else}. \end{cases}$$

By construction $\hat{u}_n$ satisfies the constraints. We claim that (on a set of probability one)

(4.1) $$\hat{u}_n \to u \text{ in } TL^p$$

(4.2) $$\lim_{n \to \infty} \left( \mathcal{E}_{n, \varepsilon_n}^{(p, \text{con})} (\hat{u}_n) - \mathcal{E}_n^{(p)} (u_n) \right) = 0.$$

We first show that there exists $N$ and $a_n \to 0^+$ such that if $n \geq N$ then $|Z_n| \leq a_n n \varepsilon_n^p$ where $N < +\infty$ with probability one. Let $z_i$ be the iid random variables satisfying $z_i = 1$ if $i \in Z_n$ and $z_i = 0$ if $i \notin Z_n$. Note $\mathbb{E} |z_i|^k = \beta_n \delta_n$ for all $k > 0$. By Bernstein’s inequality, for any $t > 0$,

$$\mathbb{P} \left| Z_n \right| \geq t + n \beta_n \delta_n = \mathbb{P} \left[ \sum_{i=1}^n (z_i - \beta_n \delta_n) \geq t \right] \leq e^{-\frac{t^2}{2n \beta_n \delta_n + \frac{1}{4} t^2}}.$$

Let us find $a_n$ such that

$$1 \gg a_n \gg \max \left\{ \frac{\beta_n \delta_n}{\varepsilon_n^p}, \frac{\log n}{n \varepsilon_n^p} \right\}.$$

In particular, for $n$ sufficiently large we can assume $a_n > 2 \beta_n \delta_n \varepsilon_n^p$ then, choosing $t = \frac{1}{2} n a_n \varepsilon_n^p$, we have

$$\mathbb{P} \left[ \frac{|Z_n|}{n \varepsilon_n^p} \geq a_n \right] \leq e^{-\frac{3}{2} n a_n \varepsilon_n^p}.$$

Moreover, for $n$ sufficiently large $\frac{3}{10} n a_n \varepsilon_n^p \geq 2 \log (n)$, hence

$$\mathbb{P} \left[ \frac{|Z_n|}{n \varepsilon_n^p} \geq a_n \right] \leq n^{-2}.$$
which is summable, i.e. \( \sum_{n=N}^{\infty} p \left( \left| \frac{Z_n}{n} \right| \geq a_n \right) \leq \sum_{n=N}^{\infty} n^{-2} < +\infty \) so by the Borel Cantelli lemma the event \( \left| \frac{Z_n}{n} \right| \geq a_n \) occurs a finite number of times with probability one. In particular, there exists \( N < +\infty \) such that \( \frac{|Z_n|}{n} \leq a_n \) for all \( n \geq N \).

To show (4.1) it is enough to show that \( \| \hat{u}_n - u_n \|_{L^p(\mu_n)} \to 0 \). Now,

\[
\| \hat{u}_n - u_n \|_{L^p(\mu_n)}^p = \frac{1}{n} \sum_{i=1}^{n} |\hat{u}_n(x_i) - u_n(x_i)|^p \leq \frac{2 \|g\|_{L^\infty(\Omega)}^p |Z_n|}{n}.
\]

Since, with probability one, \( |Z_n| \leq a_n n \varepsilon_n^p \) for \( n \) sufficiently large then we have \( \| \hat{u}_n - u_n \|_{L^p(\mu_n)} \to 0 \).

For (4.2) we compute

\[
\left| \mathcal{L}_{n, \varepsilon_n}^{(p, \text{con})}(\hat{u}_n) - \mathcal{L}_{n, \varepsilon_n}^{(p)}(u_n) \right| \leq \frac{2}{n^2 \varepsilon_n^p} \sum_{i \in Z_n} \sum_{j \not\in Z_n} W_{ij} |g(x_i) - u_n(x_j)|^p - |u_n(x_i) - u_n(x_j)|^p
\]

\[+ \frac{1}{n^2 \varepsilon_n^p} \sum_{i \in Z_n} \sum_{j \in Z_n} W_{ij} |g(x_i) - g(x_j)|^p - |u_n(x_i) - u_n(x_j)|^p \]

\[\leq \frac{4 \|g\|_{L^\infty(\Omega)}^p}{n^2 \varepsilon_n^p} \sum_{i \in Z_n} \sum_{j=1}^{n} W_{ij}.
\]

By the argument in [37, Lemma 4.9] we can find a \( C \) such that

\[
\frac{1}{n} \sum_{j=1}^{n} W_{ij} \leq C
\]

for all \( n \) sufficiently large (with probability one). Hence, (after redefining \( C \))

\[
\left| \mathcal{L}_{n, \varepsilon_n}^{(p, \text{con})}(\hat{u}_n) - \mathcal{L}_{n, \varepsilon_n}^{(p)}(u_n) \right| \leq \frac{n |Z_n|}{n^{2 \varepsilon_n^p}}.
\]

Since \( |Z_n|/n^{\varepsilon_n^p} \leq a_n \to 0 \) this proves (4.2) with probability one. □

By the above lemma we can now prove Theorems 2.9 and 2.12.

**Proof of Theorems 2.9 and 2.12.** We apply Proposition 4.1; for **Model 1** we have \( \delta_n \sim 1 \), for **Model 2** we have \( \delta_n \to 0^+ \). In all cases the assumptions in Theorems 2.9 and 2.12 imply that \( \delta_n \to 0^+ \). Hence, the following statements all hold with probability one. As in the proof of [37, Theorem 2.1] we can argue that minimizers \( u_n \) of \( \mathcal{L}_{n, \varepsilon_n}^{(p)}(\cdot; Z_n) \) satisfy \( \| u_n \|_{L^\infty(\mu_n)} \leq \|g\|_{L^\infty} \) for all \( n \) sufficiently large, so by Proposition 4.1 we can infer compactness of \( u_n \). Since \( \Gamma \)-convergence (also given by Proposition 4.1) plus compactness implies the convergence of minimizers (along subsequences), see Theorem B.3, then we have that any converging subsequence of \( u_n \) is converging to a minimizer of \( \mathcal{L}_{\infty}^{(p)} \). Since the minimizers of \( \mathcal{L}_{\infty}^{(p)} \) are the constant functions then we are done. □

5 Numerical Experiments

We now present the results of numerical experiments to support the convergence rates established in Theorems 2.1 and 2.4.

5.1 Synthetic data

We first consider synthetic experiments with **Model 1** and **Model 2**. We take our domain to be the unit ball \( \Omega = B(0, 1) \) in \( \mathbb{R}^d \), for \( d = 2, 3 \). For **Model 1** we take the label domain \( \tilde{\Omega} \) to be the ball \( \tilde{\Omega} = B(0, \frac{1}{3}) \) and examine how the rate changes as \( \beta \) is varied. For **Model 2** the label domain is the set \( \partial \Omega \setminus B(0, 1) \setminus B(0, 1 - \delta) \), here we fix \( \beta = 1 \) and examine how the rate changes as \( \delta \) is varied.
For each model, we choose the label function \( g : \Omega \to \mathbb{R} \) to be an explicit solution of the corresponding boundary value problem ((2.5) or (2.8)). For **Model 1** with \( d = 2 \) we choose
\[
g(x) = \log |x - z^*|z| - \log |x + z^*|z| + \log |x - z| - \log |x + z|,
\]
where \( z^* = z/|z|^2 \), which is the solution of the two-point source problem
\[
\Delta g = 2\pi(\delta_z - \delta_{-z})
\]
with Neumann condition on \( \partial \Omega \). We choose \( z = (1/8, 0) \) to ensure the singularities are strictly inside the label domain, and we truncate the function \( g \) near the singularity to ensure it is Lipschitz. The corresponding function for \( d = 3 \) is given by
\[
g(x) = \frac{1}{|z||x - z^*|} + \frac{1}{|z||x + z^*|} + \frac{1}{|x - z|} - \frac{1}{|x + z|} + \log \left( \frac{z}{|z|}(z^* - x) + |z^* - x| \right) - \log \left( \frac{z}{|z|}(z^* + x) + |z^* + x| \right).
\]
and it solves the two-point problem \( -\Delta g = 4\pi(\delta_z - \delta_{-z}) \). For **Model 2** we use the harmonic label function
\[
g(x) = \sum_{i=1}^{d} (-1)^{i-1}(x \cdot e_i)^2 \frac{1}{2d}((-1)^{d-1} + 1)|x|^2
\]
where \( e_i \in \mathbb{R}^d \) are the standard basis vectors, i.e., when \( d = 2 \), \( e_1 = (1, 0) \) and \( e_2 = (0, 1) \).

The graph is constructed from \( n \) independent and uniformly distributed random variables \( x_1, x_2, \ldots, x_n \), and the kernel \( \eta_\varepsilon \) for defining the weights is a Gaussian kernel with standard deviation \( \sigma = \varepsilon/2 \). We choose the length scale
\[
(5.1) \quad \varepsilon = \left( \frac{\log(n)}{n} \right)^{\frac{1}{d+2}},
\]
which is the lower limit of the pointwise consistency results for graph Laplacians, and the lower limit allowable for the convergence rates in Theorems 2.1 and 2.4. We remark that neither theorem establishes a convergence rate for this small value of \( \varepsilon \).

Plots of the errors are shown in Figure 3. For both models, we report the error
\[
\max_{x \in \Omega_n} |u_n(x) - g(x)|,
\]
averaged over 100 trials. For Model 1 we consider both $\beta = 1/2$ and $\beta = \varepsilon$, and for Model 2 we consider $\beta = 1$, and both $\delta = \varepsilon$ and $\delta = \varepsilon^{1.5}$. We also ran experiments with $\beta = \varepsilon^2$ and $\delta = \varepsilon^2$ in each model, and observed non-convergence as expected from our ill-posedness results (Theorems 2.9 and 2.12). Table 1 shows the convergence rates $\alpha$ from fitting the error to a power law $\varepsilon^\alpha$. For the larger length scale $\varepsilon = \left(\log(n)/n\right)^{1/d_k}$, we would expect to get rates of $\alpha = 1$ and $\alpha = 1/2$ for $\beta = 1/2, \delta = \varepsilon$, and $\beta = \varepsilon, \delta = \varepsilon^{1.5}$, respectively, due to the rates of convergence in Theorems 2.1 and 2.4. Even though we have selected a much smaller length scale (5.1), for which our theorems do not guarantee rates, we see that many of the rates still hold experimentally and agree with our the expected rates, or are even better. We expect there is some amount of stochastic homogenization taking place, which allows the rates to be pushed beyond the pointwise consistency regime of graph Laplacians. A careful analysis of this phenomenon is beyond the scope of our work.

### 5.2 Comparison on MNIST dataset

We now consider an experiment with the MNIST dataset, which consists of 70,000 grayscale $28 \times 28$ pixel images of handwritten digits 0–9 [28]. See Figure 4 for some examples of MNIST digits. The experiment was conducted using the GraphLearning Python package and the code is available online [6]. We construct the graph using all 70,000 MNIST images by connecting each data point to its nearest $k$ neighbors (in Euclidean distance) using Gaussian weights with variance $\sigma^2 = d_k^2/8$, where $d_k$ is the distance to the $k^{th}$ nearest neighbor. The graph is then symmetrized by replacing the weight matrix $W$ with $\frac{1}{2}(W^T + W)$. Given some portion of

![Figure 4: Example of some of the handwritten digits from the MNIST dataset [28].](image)
Figure 5: Error plots for MNIST experiment showing testing error versus number of labels, averaged over 100 trials.

The graph is labeled, the semi-supervised learning is conducted by a one-vs-rest approach, which computes solutions of 10 binary classifications problems, each solving the Laplacian learning problem (2.3), and selects the most likely label for each digit.

For the experiment, we used 10 different labeling rates, labeling $m = 1, 2, 4, 8, 16, 32, 64, 128, 256, 512$ images per class, which correspond to labeling rates of 0.014% up to 7.3%. For each label rate, we ran 100 trials randomly selecting which images to provide as labels, and averaged the test error over all the trials. Figure 5 shows the error plots for this experiment. We ran the experiments on graphs with different connectivity length scales, choosing $k = 10, 20, 30$ nearest neighbors. While our main Theorems (Theorems 2.1 and 2.4) hold for $\varepsilon$-graph constructions, we expect the results will hold for symmetrized $k$-NN graphs as well, using recently established pointwise consistency results with linear rates for $k$-NN graph Laplacians [7].

There are two important observations to make about the error plots in Figure 5. First, we see that the error decreases as the length scale of the graph decreases, as expected in the convergence rates in Theorems 2.1 and 2.4. Second, if we fit the error to a power law of the form $\text{Error} \sim m^{-\alpha}$, where $m$ is the number of labeled data points, we find that $\alpha = 0.53$ for $k = 10$, $\alpha = 0.51$ for $k = 20$, and $\alpha = 0.49$ for $k = 30$. Since $m$ is proportional to the label rate $\beta$ (more precisely, $\beta = m/n$), this aligns very closely with the dependence on $\beta$ in the convergence rate in Theorem 2.1. However, we note in Figure 5 that the rate $\alpha$ is not constant, and there appear to be several regimes. The low label rate regime of $m = 1, 2$ has a rate of roughly $\alpha = 0.17$, while the moderate regime from $m = 4$ to $m = 16$ has a rate of approximately $\alpha = 1$, and the high label rate regime from $m = 64$ to $m = 512$ has a rate of approximately $\alpha = 0.15$.

6 Conclusions

Our results (stated for the hard constraint model) showed that: (1) when $p = 2$ and $\varepsilon_n \gg \left( \frac{\log n}{n} \right)^{\frac{1}{d+1}}$ that

1. if $\beta_n \gg \varepsilon_n^2$ the limit is well-posed, and
2. if $\beta_n \ll \varepsilon_n^2$ the limit is ill-posed;

and (2) when $p = 2$ and $\varepsilon_n \ll \left( \frac{\log n}{n} \right)^{\frac{1}{d+1}}$ that

1. if $\beta_n \gg \varepsilon_n^2$ and $\beta_n \gg \frac{\log n}{n\varepsilon_n}$ the limit is well-posed, and
2. if $\beta_n \ll \varepsilon_n^2$ the limit is ill-posed.

Hence, there is a gap in the regime $\varepsilon_n^2 \ll \beta_n \ll \frac{\log n}{n\varepsilon_n}$ which our results do not cover. We conjecture that when $\varepsilon_n^2 \ll \beta_n \ll \frac{\log n}{n\varepsilon_n}$ we remain in the well-posed regime.
Our results do not establish a well-posed regime for \( p \neq 2 \). We also conjecture that the ill-posed regime is sharp (upto perhaps logarithms), and therefore if \( \varepsilon_n^p \beta_n \) or \( n\varepsilon_n^p \ll \log n \) then the limit is asymptotically well-posed. Indeed, whenever \( n\varepsilon_n^p \ll 1 \) (which can only happen when \( p > d \)) uniform convergence has already been established, see [37, Lemma 4.5], and hence the problem is already well-posed with finitely many constraints (formally corresponding to \( \beta_n \sim \frac{1}{n} \)). Since we used the random walk interpretation of minimizers, which is specific to \( p = 2 \), the techniques in this paper do not immediately generalize to prove well-posedness for the variational \( p \)-Laplacian for \( p \neq 2 \).
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Appendices

A Concentration Inequalities

For completeness, we include some inequalities from probability theory. We start with Azuma’s inequality for supermartingales.

**Theorem A.1** (Azuma’s inequality). Let \( X_0, X_1, X_2, X_3, \ldots \) be a supermartingale with respect to a filtration \( \mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3, \ldots \) (i.e., \( \mathbb{E}[X_k - X_{k-1} | \mathcal{F}_{k-1}] \leq 0 \)). Assume that conditioned on \( \mathcal{F}_{k-1} \) we have \( |X_k - X_{k-1}| \leq r \) almost surely for all \( k \). Then for any \( \vartheta > 0 \)

\[
\Pr(X_k - X_0 \geq \vartheta) \leq \exp\left(-\frac{\vartheta^2}{2kr^2}\right).
\]

**Proof.** We use the usual Chernoff bounding method to obtain

\[
\Pr(X_k - X_0 \geq \vartheta) = \Pr(e^{s(X_k - X_0)} \geq e^{s\vartheta}) \leq e^{-s\vartheta} \mathbb{E}\left[e^{s(X_k-X_0)}\right] = e^{-s\vartheta} \mathbb{E}\left[e^{s\sum_{i=1}^k(X_i-X_{i-1})}\right],
\]

for \( s > 0 \) to be determined. Since \( |X_k - X_{k-1}| \leq r \) conditioned on \( \mathcal{F}_{k-1} \), we use convexity of \( x \mapsto e^{sx} \) to obtain

\[
\mathbb{E}\left[e^{s(X_k-X_{k-1})} | \mathcal{F}_{k-1}\right] \leq e^{-sr} + \frac{(X_k - X_{k-1} + r)}{r} \sinh(sr) | \mathcal{F}_{k-1}|
\]

\[
= e^{-sr} + \frac{\mathbb{E}[X_k - X_{k-1} | \mathcal{F}_{k-1}] + r}{r} \sinh(sr)
\]

\[
\leq e^{-sr} + \sinh(sr) = \cosh(sr) \leq e^{\frac{s^2r}{2}}.
\]

Therefore

\[
\mathbb{E}\left[e^{s\sum_{i=1}^k(X_i-X_{i-1})}\right] = \mathbb{E}\left[e^{s\sum_{i=1}^{k-1}(X_i-X_{i-1})} \mathbb{E}\left[e^{s(X_k-X_{k-1})} | \mathcal{F}_{k-1}\right]\right] \leq e^{\frac{s^2r^2}{2}} \mathbb{E}\left[e^{s\sum_{i=1}^{k-1}(X_i-X_{i-1})}\right].
\]

Continuing by induction we find that

\[
\Pr(X_k - X_0 \geq \vartheta) \leq \exp\left(-s\vartheta + \frac{ks^2r^2}{2}\right).
\]

Choosing \( s = \vartheta / kr^2 \) completes the proof. \( \Box \)
Next, we recall a concentration inequality from [4].

**Lemma A.2** ([5, Remark 7]). Let \( Y_1, Y_2, Y_3, \ldots, Y_n \) be a sequence of i.i.d random variables on \( \mathbb{R}^d \) with Lebesgue density \( \rho : \mathbb{R}^d \to \mathbb{R} \), let \( \psi : \mathbb{R}^d \to \mathbb{R} \) be bounded and Borel measurable with compact support in a ball \( B(x, r) \) for some \( r > 0 \), and define
\[
Y = \sum_{i=1}^{n} \psi(Y_i).
\]

Then, for any \( 0 \leq \theta \leq 1 \),
\[
\mathbb{P}\left( |Y - \mathbb{E}(Y)| \geq c\|\psi\|_{L^\infty(B(x,r))}nr^d\theta \right) \leq 2 \exp(-Cnr^d\theta^2),
\]
where \( c > 0, C > 0 \) are constants depending only on \( \|\rho\|_{L^\infty} \) and \( d \).

We also recall Bernstein’s inequality [3]. For \( Y_1, \ldots, Y_n \) i.i.d. with variance \( \sigma^2 = \mathbb{E}((Y_i - \mathbb{E}[Y_i])^2) \), if \( |Y_i| \leq M \) almost surely for all \( i \) then Bernstein’s inequality states that for any \( \theta > 0 \)
\[
\mathbb{P}\left( \left| \sum_{i=1}^{n} Y_i - \mathbb{E}[Y_i] \right| > n\theta \right) \leq 2 \exp\left(-\frac{n\theta^2}{2\sigma^2 + 4M\theta/3}\right). 
\]

**B TL\( p \) Convergence of Minimizers**

The TL\( p \) topology was introduced in [21] to define a discrete-to-continuum convergence for variational problems on graphs (as is the setting in this paper). The idea is to consider discrete, and continuum, functions as pairs: \((\mu, u)\) where \( \mu \in \mathcal{P}(\Omega) \) and \( u \in L^p(\mu) \). For example, in the discrete setting we choose \( \mu_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \), where \( x_i \sim_{\mu} \mu \in \mathcal{P}(\Omega) \), to be the empirical measure then \( u_n \in \mathcal{L}^p(\mu_n) \) implies that \( u_n : \Omega_n \to \mathbb{R} \). To define a metric we work on the space:
\[
\text{TL}^p(\Omega) := \{(\mu, u) : \mu \in \mathcal{P}_p(\Omega) \text{ and } u \in \mathcal{L}^p(\mu)\}.
\]
This space is a metric with
\[
d_{\text{TL}^p}(\mu, u, \nu, v) := \inf_{\pi \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} |x - y|^p + |u(x) - v(y)|^p \, d\pi(x, y)
\]
where \( \Pi(\mu, \nu) \) is the subset of probability measures on \( \Omega \times \Omega \) such that the first marginal is \( \mu \) and the second marginal is \( \nu \). We call any \( \pi \in \Pi(\mu, \nu) \) a transport plan. The proof that \( (\text{TL}^p, d_{\text{TL}^p}) \) is a metric space follows from its connection to optimal transport, we refer to [21, Remark 3.4] for more details.

In the setting of this paper we can characterize TL\( p \) convergence as follows (the following holds due to existence of a density \( \rho \) of \( \mu \)). A function \( T : \Omega \to \Omega \) is a transport map between \( \mu \) and \( \nu \) if \( T_\#\mu = \nu \), where the pushforward of a measure is defined by
\[
T_\#\mu(A) = \mu(T^{-1}(A)) = \mu \left( \{ x \in \Omega : T(x) \in A \} \right) \quad \text{for any measurable } A \subset \Omega.
\]
In the notation of transport maps the TL\( p \) distance can be written
\[
d_{\text{TL}^p}(\mu, u, \nu, v) = \inf_{T_\#\mu = \nu} \left\{ \int_{\Omega} |x - T(x)|^p + |u(x) - v(T(y))|^p \, d\mu(x) \right\}.
\]
(In general (B.1) and (B.2) are not equivalent but in special cases – such as in the setting of this paper – the two formulations coincide, in optimal transport (B.1) would be called the Kantorovich formulation and (B.2) the Monge formulation.) The following result can be found in [21, Proposition 3.12].
**Proposition B.1.** Let $\Omega \subset \mathbb{R}^d$ be open, $(\mu, u), (\mu_n, u_n) \in \mathrm{TL}^p(\Omega)$ for all $n \in \mathbb{N}$ and assume $\mu$ is absolutely continuous with respect to the Lebesgue measure. Then, $(\mu_n, u_n) \xrightarrow{\mathrm{TL}^p} (\mu, u)$ if and only if $\mu_n \to \mu$ and for any sequence of transportation maps $T_n$ satisfying $(T_n)_# \mu = \mu_n$ and $\|\text{Id} - T_n\|_{L^1(\mu)} \to 0$ we have

$$\int_{\Omega} |u(x) - u_n(T_n(x))|^p \, d\mu(x) \to 0.$$ 

In our context the sequence of measures $\mu_n$ are the empirical measure which, with probability one, converge weak* to the true data generating measure $\mu$ when data points are iid. Hence, it is enough to find a transportation map converging to the identity. With an abuse of the definition we will often say $u_n$ converges to $u$ in $\mathrm{TL}^p$ when we mean $(\mu_n, u_n)$ converges to $(\mu, u)$ in $\mathrm{TL}^p$.

With the above notion of convergence we can define a topology in which to study variational limits. In particular the $\mathrm{TL}^p$ space gives us a way to define $\Gamma$-convergence of discrete-to-continuum functionals. We recall the definition of almost sure $\Gamma$-convergence.

**Definition B.2** ($\Gamma$-convergence). Let $(Z, d)$ be a metric space, $L^0(Z; \mathbb{R} \cup \{\pm \infty\})$ be the set of measurable functions from $Z$ to $\mathbb{R} \cup \{\pm \infty\}$, and $(\mathcal{X}, \mathbb{P})$ be a probability space. The function $\mathcal{X} \ni \omega \mapsto E_n^{(\omega)} \in L^0(Z; \mathbb{R} \cup \{\pm \infty\})$ is a random variable. We say $E_n^{(\omega)}$ $\Gamma$-converges almost surely on the domain $Z$ to $E_{\infty}: Z \to \mathbb{R} \cup \{\pm \infty\}$ with respect to $d$, and write $E_{\infty} = \Gamma \cdot \lim_{n \to \infty} E_n^{(\omega)}$, if there exists a set $\mathcal{X}' \subset \mathcal{X}$ with $\mathbb{P}(\mathcal{X}') = 1$, such that for all $\omega \in \mathcal{X}'$ and all $f \in Z$:

(i) (liminf inequality) for every sequence $\{f_n\}_{n=1}^{\infty}$ converging to $f$

$$E_{\infty}(f) \leq \liminf_{n \to \infty} E_n^{(\omega)}(f_n),$$

(ii) (recovery sequence) there exists a sequence $\{f_n\}_{n=1}^{\infty}$ converging to $f$ such that

$$E_{\infty}(f) \geq \limsup_{n \to \infty} E_n^{(\omega)}(f_n).$$

The key property of $\Gamma$-convergence is that, when combined with a compactness result, it implies the convergence of minimizers. In particular, the following theorem is fundamental in the theory of $\Gamma$-convergence.

**Theorem B.3** (Convergence of Minimizers). Let $(Z, d)$ be a metric space and $(\mathcal{X}, \mathbb{P})$ be a probability space. The function $\mathcal{X} \ni \omega \mapsto E_n^{(\omega)} \in L^0(Z; \mathbb{R} \cup \{\pm \infty\})$ is a random variable. Let $f_n^{(\omega)}$ be a minimizing sequence for $E_n^{(\omega)}$. If, with probability one, the set $\{f_n^{(\omega)}\}_{n=1}^{\infty}$ is pre-compact and $E_{\infty} = \Gamma \cdot \lim_{n \to \infty} E_n^{(\omega)}$ where $E_{\infty}: Z \to [0, \infty]$ is not identically $+\infty$ then, with probability one,

$$\min_{Z} E_{\infty} = \lim_{n \to \infty} \inf_{Z} E_n^{(\omega)}.$$ 

Furthermore any cluster point of $\{f_n^{(\omega)}\}_{n=1}^{\infty}$ is almost surely a minimizer of $E_{\infty}$.

The theorem is also true if we replace minimizers with almost minimizers.

We recall the definition of our discrete unconstrained functional $E_{\epsilon_n}^{(p)}$, defined by (2.20), and our continuum unconstrained functional $E_{\epsilon_n}^{(p)}$, defined by (2.22). When $p = 1$ it was shown in [21] that, with probability one, $\Gamma \cdot \lim_{n \to \infty} E_{\epsilon_n}^{(1)} = E_{\infty}^{(1)}$ and $E_{\epsilon_n}^{(1)}$ satisfies a compactness property where $E_{\epsilon_n}^{(1)}$ is a weighted total variation norm. The proof generalizes almost verbatim for $p > 1$ with the additional condition that, if $d = 2$, $\epsilon_n \gg \left(\frac{\log n}{\sqrt{n}}\right)^\frac{4}{d}$. The additional assumption when $d = 2$ has already been shown to be unnecessary. For example, in [24] the authors use the $\Gamma$-convergence result (with the more restrictive lower bound for $d = 2$) to prove convergence of Cheeger and Ratio cuts, this lower bound was removed in [30] using a refined grid matching technique within the $\Gamma$-convergence argument. Later results, i.e. [7, 9], avoid the additional assumption via comparing the empirical measure measure to an intermediary measure; we follow this argument below. For the following result we do not need the compact support assumption in (A3) and so we restate the third assumption.
(A3') The interaction potential $\eta : [0, \infty) \to [0, \infty)$ is non-increasing, positive and continuous at $t = 0$. We define $\eta_{\varepsilon} = \frac{1}{\varepsilon} \eta(\cdot/\varepsilon)$ and assume $\sigma_{\eta} := \int_{\mathbb{R}^d} \eta(|x|)|x|^2 \, dx < \infty$.

**Proposition B.4.** Assume (A1,A2,A3'). $\varepsilon_n \gg \sqrt{\frac{\log n}{n}}$ and $p > 1$ we define $\mathcal{E}^{(p)}_{n,\varepsilon}$ by (2.20) and $\mathcal{E}^{(p)}_\infty$ by (2.22). Then, with probability one,

$$\Gamma \cdot \lim_{n \to \infty} \mathcal{E}^{(p)}_{n,\varepsilon_n} = \mathcal{E}^{(p)}_\infty.$$ 

Furthermore, if $\{u_n\}_{n=1}^\infty$ is a sequence satisfying $\sup_{n \in \mathbb{N}} \|u_n\|_{L^p(\mu_n)} < \infty$ and $\sup_{n \in \mathbb{N}} \mathcal{E}^{(p)}_{n,\varepsilon_n}(u_n) < \infty$ then $\{u_n\}_{n=1}^\infty$ is pre-compact in $TLP$ and any limit point is in $W^{1,p}(\Omega)$.

**Proof.** The proof for $d \geq 3$, or $d = 2$ with the additional constraint that $\varepsilon_n \gg \left(\frac{\log n}{n}\right)^{\frac{2}{d}}$, was stated in [37, Theorem 4.7] for $p > 1$ and the proof is a simple adaptation of the $p = 1$ case which was given in [21]. Hence, we only prove the case for $d = 2$ here.

By either [9, Lemma 3.1] or [7, Proposition 2.10] there exists a probability measure $\tilde{\mu}_n$ with density $\tilde{\rho}_n$ such that, with probability one, there exists $\tilde{T}_n : \Omega \to \Omega_n$ and $\theta_n \to 0$ with the property that $T_n \# \tilde{\mu}_n = \mu_n$, $\|\tilde{T}_n - \text{Id}\|_{L^\infty(\Omega)} \ll \left(\frac{\log n}{n}\right)^{\frac{2}{3}}$, and $\|\rho - \tilde{\rho}_n\|_{L^\infty(\Omega)} \leq \theta_n$. The proof is divided into three parts corresponding to the compactness property, the liminf inequality and the recovery sequence.

**Compactness property.** Assume $\sup_{n \in \mathbb{N}} \|u_n\|_{L^p(\mu_n)} < \infty$ and $\sup_{n \in \mathbb{N}} \mathcal{E}^{(p)}_{n,\varepsilon_n}(u_n) < \infty$. Find $a > 0$ and $b > 0$ such that $\eta \geq \tilde{\eta}$ where $\tilde{\eta}(t) = a$ for all $|t| \leq b$ and $\tilde{\eta}(t) = 0$ for all $|t| > b$. Let $\bar{u}_n = u_n \circ \tilde{T}_n$. Then,

$$\mathcal{E}^{(p)}_n(u_n) \geq \frac{1}{\varepsilon_n^d} \int_{\Omega^2} \tilde{\eta}_n(|x-y|)|u_n(x) - u_n(y)|^p \, d\mu_n(x) \, d\mu_n(y)$$

$$= \frac{1}{\varepsilon_n^d} \int_{\Omega^2} \tilde{\eta}_n \left( \left| \tilde{T}_n(x) - \tilde{T}_n(y) \right| \right) \left| \tilde{u}_n(x) - \tilde{u}_n(y) \right|^p \, d\tilde{\mu}_n(x) \, d\tilde{\mu}_n(y)$$

$$\geq \frac{1}{\varepsilon_n^{d+p}} \int_{\Omega^2} \tilde{\eta} \left( \left| \frac{x-y}{\varepsilon_n} \right| \right) \left| \tilde{u}_n(x) - \tilde{u}_n(y) \right|^p \, d\tilde{\mu}_n(x) \, d\tilde{\mu}_n(y),$$

since $\tilde{\eta} \left( \frac{|x-y|}{\varepsilon_n} \right) \leq \tilde{\eta} \left( \frac{|\tilde{T}_n(x) - \tilde{T}_n(y)|}{\varepsilon_n} \right)$ where $\tilde{\varepsilon}_n = \varepsilon_n - \frac{2}{b} \|\tilde{T}_n - \text{Id}\|_{L^\infty(\Omega)}$. Hence,

$$\mathcal{E}^{(p)}_n(u_n) \geq \frac{\varepsilon_n^{d+p}}{\varepsilon_n^{d+p}} \left( 1 - \frac{\theta_n}{\rho_{\text{min}}} \right)^2 \frac{1}{\varepsilon_n^d} \int_{\Omega^2} \tilde{\eta}_n(|x-y|) \left| \tilde{u}_n(x) - \tilde{u}_n(y) \right|^p \rho(x) \rho(y) \, dx \, dy = \alpha_n \mathcal{E}^{(p,\text{NL})}_{\tilde{\varepsilon}_n}(\bar{u}_n)$$

where $\alpha_n = \left( 1 - \frac{\theta_n}{\rho_{\text{min}}} \right)^2 \to 1$ and $\mathcal{E}^{(p,\text{NL})}$ is defined in (B.3) with $\eta = \tilde{\eta}$. We also have

$$\sup_{n \in \mathbb{N}} \left\| \tilde{u}_n \right\|_{L^p(\mu)} \leq \sup_{n \in \mathbb{N}} \left\| \tilde{u}_n \right\|_{L^p(\mu_n)} + \sup_{n \in \mathbb{N}} \frac{\|u_n\|_{L^p(\mu_n)}}{1 - \frac{\theta_n}{\rho_{\text{min}}}} < +\infty.$$ 

By Theorem B.5 below $\{\tilde{u}_n\}_{n \in \mathbb{N}}$ is precompact in $L^p(\mu)$, and hence there exists a subsequence (relabeled) such that $\tilde{u}_n = u_n \circ \tilde{T}_n \to u$ in $L^p(\mu)$. Now as $\tilde{\mu}_n \to \mu$ there exists an invertible transport map $S_n$ such that $\tilde{\mu}_n = S_n\# \tilde{\mu}$ and $S_n \to \text{Id}$ in $L^p(\mu)$. Now choose $T_n = \tilde{T}_n \circ S_n$ (note that $T_n \# \mu = \mu_n$) so, assuming $n$ is sufficiently large such that $\min_{x \in \Omega} \tilde{\rho}_n(x) \geq \rho_{\text{min}}$, then

$$\left( \int_{\Omega} |u_n(T_n(x)) - u(x)|^p \, d\mu(x) \right)^{\frac{1}{p}} = \left( \int_{\Omega} \left| \tilde{u}_n(S_n(x)) - u(x) \right|^p \, d[S_n^{-1}]\# \tilde{\mu}_n(x) \right)^{\frac{1}{p}}$$

$$\leq \left( \int_{\Omega} \left| \tilde{u}_n(x) - u(S_n^{-1}(x)) \right|^p \, d\tilde{\mu}_n(x) \right)^{\frac{1}{p}}$$

$$+ \left( \int_{\Omega} |u(S_n^{-1}(x)) - u(x)|^p \, d\tilde{\mu}_n(x) \right)^{\frac{1}{p}}$$

$$= \left\| \tilde{u}_n - u \right\|_{L^p(\mu_n)} + \left\| u - u \circ S_n \right\|_{L^p(\mu)}.$$
The first term above goes to zero since we already established convergence of \( \tilde{u}_n \) to \( u \) in \( L^p(\mu) \) (which bounds the \( L^p(\tilde{\mu}_n) \) norm), and the second term goes to zero by [21, Lemma 3.10] since \( S_n \to \text{Id} \) in \( L^p(\mu) \) (see also \( L^p \) convergence of translations). By Proposition B.1 \( u_n \to u \) in \( TL^p \).

**Liminf inequality.** Let \( u_n \to u \) in \( TL^p \). We start by assuming \( \eta = \tilde{\eta} \) where \( \tilde{\eta} \) is given in the compactness proof. Following the argument in the compactness proof we have

\[
\liminf_{n \to \infty} \mathcal{E}_n^{(p)}(u_n) \geq \liminf_{n \to \infty} \alpha_n \mathcal{E}_n^{(p,\text{NL})}(\tilde{u}_n) \geq \mathcal{E}_\infty^{(p)}(u)
\]

with the last inequality following from the \( \Gamma \)-convergence of \( \mathcal{E}_n^{(p,\text{NL})} \) (Theorem B.5). The proof continues as in the proof of [21, Theorem 1.1] by generalising to piecewise constant \( \eta \) with compact support, then to compactly supported \( \eta \), and finally to non-compactly supported \( \eta \).

**Recovery sequence.** It is enough to prove the recovery sequence for \( u \in W^{1,p}(\Omega) \cap \text{Lip} \). In which case we can define \( u_n = u|_{\Omega_n} \) and it is straightforward to show that \( u_n \to u \) in \( TL^p \). Assume that \( \eta = \tilde{\eta} \) is again as defined in the compactness proof. One has \( \tilde{\eta}\left(\frac{|x-y|}{\epsilon_n}\right) \geq \tilde{\eta}\left(\frac{|T_n(x)-\tilde{T}_n(y)|}{\epsilon_n}\right) \) where now we define \( \tilde{\epsilon}_n = \epsilon_n + \frac{2}{\epsilon_n}||T_n - \text{Id}||_{L^\infty(\Omega)} \). A very similar calculation as in the compactness property implies

\[
\mathcal{E}_n^{(p)}(u_n) \leq \beta_n \mathcal{E}_n^{(p,\text{NL})}(\tilde{u}_n) \text{ where } \beta_n = \frac{\epsilon_n^{d+p}}{\epsilon_n^{d+p}} \left(1 + \frac{\theta_{\text{Lip}}}{\rho_{\text{Lip}}}\right)^2 \to 1.
\]

Hence, by Theorem B.5(2) we have

\[
\limsup_{n \to \infty} \mathcal{E}_n^{(p)}(u_n) \leq \mathcal{E}_\infty^{(p)}(u).
\]

The proof generalizes to any \( \eta \) satisfying Assumption (A3’) as in the liminf inequality.

The following theorem was stated in [21, Theorem 4.1] for \( p = 1 \) and generalizes easily to \( p > 1 \). Part (1) was also stated in [37, Lemma 4.6], and (2) is either contained within the proof of [21, Theorem 4.1] or can be arrived at easily from the characterisation of \( W^{1,p} \) found, for example, in [29, Theorem 10.55]. We include the result here for convenience.

**Theorem B.5.** Let \( \Omega \subset \mathbb{R}^d \) be open, bounded and with Lipschitz boundary, let \( \rho : \Omega \to \mathbb{R} \) be continuous and bounded from above and below by positive constants, let \( \eta \) satisfy (A3), and let \( \mu \) be the measure with density \( \rho \). Define \( \mathcal{E}_\infty^{(p,\text{NL})} \) by

\[
(\text{B.3}) \quad \mathcal{E}_\epsilon^{(p,\text{NL})}(u) = \frac{1}{\epsilon^p} \int_{\Omega^2} \eta_\epsilon(|x-y|) |u(x) - u(y)|^p \rho(x)\rho(y) \; dx \; dy
\]

and \( \mathcal{E}_\infty^{(p)} \) by (2.22). Then,

1. \( \Gamma \)-\( \lim_{\epsilon \to 0} \mathcal{E}_\epsilon^{(p,\text{NL})} = \mathcal{E}_\infty^{(p)} \),
2. if \( u \in W^{1,p}(\Omega) \) then \( u_n = u \) is a recovery sequence, and
3. if \( \epsilon_n \to 0 \) and \( \{u_n\}_{n \in \mathbb{N}} \) satisfies \( \sup_{n \in \mathbb{N}} \|u_n\|_{L^p(\mu)} < +\infty \) and \( \sup_{n \in \mathbb{N}} \mathcal{E}_\epsilon^{(p,\text{NL})}(u_n) < +\infty \) then \( \{u_n\}_{n \in \mathbb{N}} \) is precompact in \( L^p(\mu) \).
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