Inference on autoregulation in gene expression with variance-to-mean ratio

Yue Wang 1,2 · Siqi He 3

Received: 16 December 2022 / Revised: 14 April 2023 / Accepted: 18 April 2023 / Published online: 3 May 2023 © The Author(s) 2023

Abstract
Some genes can promote or repress their own expressions, which is called autoregulation. Although gene regulation is a central topic in biology, autoregulation is much less studied. In general, it is extremely difficult to determine the existence of autoregulation with direct biochemical approaches. Nevertheless, some papers have observed that certain types of autoregulations are linked to noise levels in gene expression. We generalize these results by two propositions on discrete-state continuous-time Markov chains. These two propositions form a simple but robust method to infer the existence of autoregulation from gene expression data. This method only needs to compare the mean and variance of the gene expression level. Compared to other methods for inferring autoregulation, our method only requires non-interventional one-time data, and does not need to estimate parameters. Besides, our method has few restrictions on the model. We apply this method to four groups of experimental data and find some genes that might have autoregulation. Some inferred autoregulations have been verified by experiments or other theoretical works.
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1 Introduction

In general, genes are transcribed to mRNAs and then translated to proteins. We can use the abundance of mRNA or protein to represent the expression levels of genes.
Both the synthesis and degradation of mRNAs/proteins can be affected (activated or inhibited) by the expression levels of other genes (Karamyshev and Karamysheva 2018), which is called (mutual) gene regulation. Genes and their regulatory relations form a gene regulatory network (GRN) (Cunningham and Duester 2015), generally represented as a directed graph: each vertex is a gene, and each directed edge is a regulatory relationship. See Fig. 1 for an example of a GRN.

The expression of one gene could promote/repress its own expression, which is called positive/negative autoregulation (Carrier and Keasling 1999). Autoregulation is very common in E. coli (Shen-Orr et al. 2002). Positive autoregulation is also called autocatalysis or autoactivation, and negative autoregulation is also called autorepression (Baumdick et al. 2018; Fang et al. 2017). For instance, HOX proteins form and maintain spatially inhomogeneous expression of HOX genes (Sheth et al. 2014). For genes with position-specific expressions during development, it is common that the increase of one gene can further increase or decrease its level (Wang et al. 2020b). Autoregulation has the effect of stabilizing transposons in genomes (Bouuaert et al. 2013), which can affect cell behavior (Kang et al. 2015). Autoregulation can also stabilize the cell phenotype (Barros et al. 2011), which is related to cancer development (Zhou et al. 2014; Niu et al. 2015; Chen et al. 2016).

While countless works infer the regulatory relationships between different genes (the GRN structure) (Wang and Wang 2022), determining the existence of autoregulation is an equally important yet less-studied field. Due to technical limitations, it is difficult and sometimes impossible to directly detect autoregulation in experiments. Instead, we can measure gene expression profiles and infer the existence of autoregulation. In this paper, we consider a specific data type: measure the expression levels of certain genes without intervention for a single cell (which reaches stationarity) at a single time point, and repeat for many different cells to obtain a probability distribution for expression levels. Such single-cell non-interventional one-time gene expression data can be obtained with a relatively low cost (Luecken and Theis 2019).

With such single-cell level data for one gene \( V \), we can calculate the ratio of variance and mean of the expression level (mRNA or protein count). This quantity is called the variance-to-mean ratio (VMR) or the Fano factor. Many papers that study gene expression systems with autoregulations have found that negative autoregulation can

![Fig. 1 An example of a GRN in human T cells (Werhli et al. 2006). Each vertex is a gene. Each arrow is a regulatory relationship. Notice that it has no directed cycle.](image-url)
decrease noise (smaller VMR), and positive autoregulation can increase noise (larger VMR) (Thattai and Van Oudenaarden 2001; Swain 2004; Hornos et al. 2005; Munsky et al. 2012; Grönlund et al. 2013; Dessalles et al. 2017; Czuppon and Pfaffelhuber 2018). This means VMR can be used to infer the existence of autoregulation.

We generalize the above observation and develop two mathematical results that use VMR to determine the existence of autoregulation. They apply to some genes that have autoregulation. For genes without autoregulation, these results cannot determine that autoregulation does not exist. We apply these results to four experimental gene expression data sets and detect some genes that might have autoregulation.

We start with some setup and introduce our main results (Sect. 2). Then we cite some previous works on this topic and compare them with our results (Sect. 3). For a single gene that is not regulated by other genes (Sect. 4) and multiple genes that regulate each other (Sect. 5), we develop mathematical results to identify the existence of autoregulation. These two mathematical sections can be skipped. We summarize the procedure of our method and apply it to experimental data (Sect. 6). We finish with some conclusions and discussions (Sect. 7).

### 2 Setup and main results

One possible mechanism of “the increase of one gene’s expression level further increases its expression level” is a positive feedback loop between two genes (Hui et al. 2020). Here $V_1$ and $V_2$ promote each other, so that the increase of $V_1$ increases $V_2$, which in return further increases $V_1$. We should not regard this feedback loop as autoregulation. When we define autoregulation for a gene $V$, we should fix environmental factors and other genes that regulate $V$, and observe whether the expression level of $V$ can affect itself. If $V$ is in a feedback loop that contains other genes, then those genes (which regulate $V$ and are regulated by $V$) cannot be fixed when we change $V$. Therefore, it is essentially difficult to determine whether $V$ has autoregulation in this scenario. In the following, we need to assume that $V$ is not contained in a feedback loop that involves other genes.

The actual gene expression mechanism might be complicated. Besides other genes/factors that can regulate a gene, for a gene $V$ itself, it might switch between inactivated (off) and activated (on) states (Cao and Grima 2020). These states correspond to different transcription rates to produce mRNAs. When mRNAs are translated into proteins, those proteins might affect the transition of gene activation states, which forms autoregulation (Firman et al. 2018). See Fig. 2 for an illustration. Therefore, for a gene $V$, we should regard the gene activation state, mRNA count, and protein count as a triplet of random variables $(G, M, P)$, which depend on each other.

When we fix environmental factors and other genes that affect $V$, the triplet $(G, M, P)$ should follow a continuous-time Markov chain. A possible state is the gene activation state on/off (for $G$), the mRNA count on $\mathbb{Z}$ (for $M$), and the protein count on $\mathbb{Z}$ (for $P$). Thus the total space is $\{0, 1\} \times \mathbb{Z} \times \mathbb{Z}$. When we consider the expression level $M$ or $P$ (but have no access to the value of $G$), sometimes itself is Markovian (its dynamics can be fully determined by itself, without the knowledge of $G$), and we call this scenario “autonomous”. In other cases, $M$ or $P$ itself is no
The mechanism of gene expression. A gene might switch between inactivated state and activated state, which correspond to different transcription rates. Gene is transcribed into mRNAs, which are translated into proteins. Proteins might (auto)regulate the state transition of the corresponding gene longer Markovian (its dynamics explicitly depends on \( G \)), and we call this scenario "non-autonomous’. We need to consider the triplet \((G, M, P)\) in the non-autonomous scenario. This is similar to a hidden Markov model, where a two-dimensional Markov chain is no longer Markovian if projected to one dimension (since this dimension depends on the other dimension).

For the autonomous scenario, we can fully classify autoregulation for a gene \( V \). Assume environmental factors and other genes that affect the expression of \( V \) are kept at constants. Define the expression level (mRNA count for example) of one cell to be \( X = n \), the mRNA synthesis rate at \( X = n - 1 \) to be \( f_n \), and the degradation rate for each mRNA molecule at \( X = n \) to be \( g_n \). This is a standard continuous-time Markov chain on \( \mathbb{Z} \) with transition rates

\[
\frac{1}{\Delta t} \mathbb{P}[X(t + \Delta t) = n \mid X(t) = n - 1] = f_n,
\]
\[
\frac{1}{\Delta t} \mathbb{P}[X(t + \Delta t) = n - 1 \mid X(t) = n] = ng_n.
\]

Define the relative growth rate \( h_n = f_n / g_n \). If there is no autoregulation, then \( h_n \) is a constant. Positive autoregulation means \( h_n > h_{n-1} \) for some \( n \), so that \( f_n > f_{n-1} \) and/or \( g_n < g_{n-1} \); negative autoregulation means \( h_n < h_{n-1} \) for some \( n \), so that \( f_n < f_{n-1} \) and/or \( g_n > g_{n-1} \). Notice that we can have \( h_n > h_{n-1} \) for some \( n \) and \( h_{n′} < h_{n′-1} \) for some other \( n′ \), meaning that positive autoregulation and negative autoregulation can both exist for the same gene, but occur at different expression levels. Such non-monotonicity in regulating gene expression often appear in reality (Angelini et al. 2022).

For the non-autonomous scenario, we can still define autoregulation. Consider the expression level \( X \) of \( V \) (mRNA count or protein count) and its interior factor \( I \). If \( X \) is the mRNA count, then \( I \) is the gene state; if \( X \) is the protein count, then \( I \) is the gene state and the mRNA count. If there is no autoregulation, then \( X \) cannot affect \( I \), and for each value of \( I \), the relative growth rate \( h_n \) of \( X \) is a constant. If \( X \) can affect \( I \), or \( h_n \) is not a constant, then there is autoregulation. When \( X \) can affect \( I \), there is a directed cycle \((X \rightarrow I \rightarrow X)\), and the change of \( X \) can affect itself through \( I \). In this case, it is not always easy to distinguish between positive autoregulation and negative autoregulation.
Quantitatively, for the autonomous scenario, when we fix other factors that might regulate this gene $V$, if $V$ has no autoregulation, then $h_n = f_n / g_n$ is a constant $h$ for all $n$. In this case, the stationary distribution of $V$ satisfies $P(X = n)/P(X = n - 1) = h/n$, meaning that the distribution is Poissonian with parameter $h$, $P(X = n) = h^n e^{-h}/n!$, and $VMR = 1$. If there exists positive autoregulation of certain forms, $VMR > 1$; if there exists negative autoregulation of certain forms, $VMR < 1$.

However, such results are derived by assuming that $f_n$, $g_n$ take certain functional forms, such as linear functions (Paulsson 2005; Ramos et al. 2015), quadratic functions (Giovanini et al. 2020), or Hill functions (Stewart et al. 2013). There are other papers that consider Markov chain models in gene expression/regulation (Jia 2017; Sharma and Adlakha 2014; Shmulevich et al. 2003; Chen and Jia 2020; Shen et al. 2019; Ko et al. 2019), but the role of VMR is not thoroughly studied.

In this paper, we generalize the above result of inferring autoregulation with VMR by dropping the restrictions on parameters. Consider a gene $V$ in a known GRN, and assume it is not regulated by other genes, or assume other factors that regulate $V$ are fixed. Assume we have the autonomous scenario, meaning that its expression level $X = n$ satisfies a general Markov chain with synthesis rate $f_n$ and per molecule degradation rate $g_n$. We do not add any restrictions on $f_n$ and $g_n$. Use the single-cell non-interventional one-time gene expression data to calculate the VMR of $V$. Proposition 1 states that $VMR > 1$ or $VMR < 1$ means the existence of positive/negative autoregulation.

Nevertheless, the autonomous condition requires some assumptions, and often does not hold in reality (Bokes et al. 2012; Jia et al. 2017a; Jia 2020, 2017). Consider a gene $V$ that is not regulated by other genes, and has no autoregulation. The mRNA count or the protein count is regulated by the gene activation state (an interior factor), which cannot be fixed. Due to this non-controllable factor, there might be transcriptional bursting (Shahrezaei and Swain 2008; Dobrinić et al. 2021) or translational bursting (Cagnetta et al. 2019), where transcription or translation can occur in bursts, and we have $VMR > 1$. This does not mean that Proposition 1 is wrong. Instead, it means that the expression level itself is not Markovian, and the scenario is non-autonomous. In this scenario, we should apply Proposition 2, described below, which states that no autoregulation means $VMR \geq 1$.

We extend the idea of inferring autoregulation with VMR to a gene that is regulated by other genes, or with non-autonomous expression. Consider a gene $V'$ in a known GRN. Denote other genes that regulate $V'$ and the interior factors (gene state and/or mRNA count) of $V'$ by $F$. Denote the values of $V'$, $F$ as $X, Y$. Assume $V'$ is not contained in a feedback loop, and assume $g_n$, the per molecule degradation rate of $V'$ at $X = n$, is not regulated by other genes or its interior factors (gene state and/or mRNA count). We do not add any restrictions on the synthesis rate $f_n$. Proposition 2 states that if $V'$ has no autoregulation, then $VMR(X) \geq 1$. Therefore, $VMR(X) < 1$ means autoregulation for $V'$.

Proposition 2 is derived in a “one-step” Markov chain model, where at one time point, only transitions to the nearest neighbors are allowed: $(X = n, Y = a) \rightarrow (X = n + 1, Y = a)$, $(X = n, Y = a) \rightarrow (X = n - 1, Y = a)$, and $(X = n, Y = a) \rightarrow (X = n, Y = a')$. This one-step Markov chain model is the most common approach in stochastic representations of gene regulation (Thattai
and Van Oudenaarden 2001; Hornos et al. 2005; Paulsson 2005; Munsky et al. 2012; Czuppon and Pfaffelhuber 2018). Recently, there are some studies that consider “multi-step” Markov chain models, where at one time point, the change of mRNA/protein count can be accompanied with the change of other factors, such as the gene state (Braichenko et al. 2021; Karmakar and Das 2021; Voliotis et al. 2008). For example, the following transition is allowed: \((G^*, M = n) \rightarrow (G, M = n + 1)\). In this multi-step model, Proposition 2 is no longer valid: even without autoregulation, it is possible that \(\text{VMR}(X) < 1\). Consider an example that the production of one mRNA molecule needs many steps of gene state transition, and the gene returns to the initial step after producing one mRNA molecule: \(G_1 \rightarrow G_2 \rightarrow \cdots \rightarrow G_k \rightarrow G_1 + M, M \rightarrow \emptyset\). Since there are many steps, the total time for one cycle of \(G_1 \rightarrow \cdots \rightarrow G_k \rightarrow G_1 + M\) can be highly deterministic, such as 1 second. Assume the degradation probability for each mRNA molecule in 1 second is 0.01. Then the mRNA count is highly concentrated near 100, and \(\text{VMR}(X) < 1\) (close to 0.5 in numerical simulations).

Since multi-step models allow more transitions, they are more general than one-step models. However, it is still a question that whether such generalizations are necessary, since one-step models have good fitting with experimental data (Jia et al. 2017b; Dessalles et al. 2017; Cao and Grima 2018). Proposition 2 provides a method to verify this problem: If a gene has \(\text{VMR}(X) < 1\), but we use other methods to determine that it has no autoregulation, then Proposition 2 states that one-step models deviate from reality, and multi-step models should be adopted. Therefore, when one-step models hold, Proposition 2 is a valid method to determine the existence of autoregulation; when one-step models do not hold, combined with other methods to determine autoregulation, Proposition 2 can detect the failure of one-step models.

In the scenario that Proposition 2 may apply, if \(\text{VMR} \geq 1\), Proposition 2 cannot determine whether autoregulation exists. In fact, with VMR, or even the full probability distribution, we might not distinguish a non-autonomous system with autoregulation from a non-autonomous system without autoregulation, which both have \(\text{VMR} \geq 1\) (Cao and Grima 2018). In the non-autonomous scenario, we only focus on the less complicated case of \(\text{VMR} < 1\), and derive Proposition 2 that firmly links VMR and autoregulation.

In reality, Proposition 1 and Proposition 2 can only apply to a few genes (which are not regulated by other genes or have \(\text{VMR} < 1\)), and they cannot determine negative results. Thus the inference results about autoregulation are a few “yes” and many “we do not know”. Besides, for the results inferred by Proposition 1, especially those with \(\text{VMR} > 1\) (positive autoregulation), we cannot verify whether their expression is autonomous, and the inference results are less reliable.

Current experimental methods can hardly determine the existence of autoregulation, and to determine that a gene does not have autoregulation is even more difficult. Therefore, about whether genes in a GRN have autoregulation, experimentally, we do not have “yes” or “no”, but a few “yes” and many “we do not know”. Thus there is no gold standard to thoroughly evaluate the performance of our inference results. We can only report that some genes inferred by our method to have autoregulation are also verified by experiments or other inference methods to have autoregulation. Besides, if the result by Proposition 2 does not match with other methods, it is possible that
the one-step model fails. Instead, in Appendix A, we test our methods with numerical simulations, and the performances of both Propositions are satisfactory.

3 Related works

There have been some results of inferring autoregulation with VMR (Thattai and Van Oudenaarden 2001; Swain 2004; Hornos et al. 2005; Munsky et al. 2012; Grönlund et al. 2013; Dessalles et al. 2017; Czuppon and Pfaffelhuber 2018). However, these VMR-based methods have various restrictions on the model, and some of them are derived by applying linear noise approximations, which are not always reliable in gene regulatory networks (Thomas et al. 2013).

Besides VMR-based methods, there are other mathematical approaches to infer the existence of autoregulation in gene expression (Sanchez-Castillo et al. 2018; Xing and Van Der Laan 2005; Feigelman et al. 2016; Veerman et al. 2021; Jia et al. 2018; Zhou and Zhang 2012; Jia and Grima 2020a, b). We introduce some works and compare them with our method. (A) Sanchez-Castillo et al. (2018) considered an autoregressive model for multiple genes. This method (1) needs time series data; (2) requires the dynamics to be linear; (3) estimates a group of parameters. (B) Xing and Van Der Laan (2005) applied causal inference to a complicated gene expression model. This method (1) needs promoter sequences and information on transcription factor binding sites; (2) requires linearity for certain steps; (3) estimates a group of parameters. (C) Feigelman et al. (2016) applied a Bayesian method for model selection. This method (1) needs time series data; (2) estimates a group of parameters. (D) Veerman et al. (2021) considered the probability-generating function of a propagator model. This method (1) needs time series data; (2) estimates a group of parameters; (3) needs to approximate a Cauchy integral. (E) Jia et al. (2018) compared the relaxation rate with degradation rate. This method (1) needs interventional data; (2) only works for a single gene that is not regulated by other genes; (3) requires that the per molecule degradation rate is a constant.

Compared to other more complicated methods, VMR-based methods (including ours) have two advantages: (1) VMR-based methods use non-interventional one-time data. Time series data require measuring the same cell multiple times without killing it, and interventional data require some techniques to interfere with gene expression, such as gene knockdown. Therefore, non-interventional one-time data used in VMR-based methods are much easier and cheaper to obtain. (2) VMR-based methods do not estimate parameters, and only calculate the mean and variance of the expression level. Some other methods need to estimate many parameters or approximate some complicated quantities, meaning that they need large data size and high data accuracy. Therefore, our method is easy to calculate, and need lower data accuracy and smaller data size.

Compared to other VMR-based methods, our method has few restrictions on the model, making them applicable to various scenarios with different dynamics. Besides, our derivations do not use any approximations.
In sum, compared to other VMR-based methods, our method is universal. Compared to other non-VMR-based methods, our method is simple, and has lower requirements on data quality.

Compared to other non-VMR-based methods, our method has some disadvantages: (1) The GRN structure needs to be known. (2) Our method does not work for certain genes, depending on regulatory relationships. Proposition 1 only works for a gene that is not regulated by other genes, and we require its expression to be autonomous; Proposition 2 only works for a gene that is not in a feedback loop. (3) Proposition 2 requires the per molecule degradation rate to be a constant, and it cannot provide information about autoregulation if VMR $\geq 1$. (4) Our method only works for cells at equilibrium. Thus time series data that contain time-specific information cannot be utilized other than treated as one-time data. With just the stationary distribution, sometimes it is impossible to build the causal relationship (including autoregulation) (Wang and Wang 2020). Thus with this data type, some disadvantages are inevitable.

4 Scenario of a single isolated gene

4.1 Setup

We first consider the expression level (e.g., mRNA count) of one gene $V$ in a single cell. At the single-cell level, gene expression is essentially stochastic, and we do not further consider dynamical system approaches with deterministic (Wang et al. 2020a) or stochastic (Ye et al. 2016) operators. We use a random variable $X$ to represent the mRNA count of $V$. We assume $V$ is not in a feedback loop. We also assume all environmental factors and other genes that can affect $X$ are kept at constant levels, so that we can focus on $V$ alone. This can be achieved if no other genes point to gene $V$ in the GRN, such as PIP3 in Fig. 1. Then we assume that the expression of $V$ is autonomous, thus $X$ satisfies a time-homogeneous Markov chain defined on $\mathbb{Z}^*$.

Assume that the mRNA synthesis rate at $X(t) = n - 1$, namely the transition rate from $X = n - 1$ to $X = n$, is $f_n \geq 0$. Assume that with $n$ mRNA molecules, the degradation rate for each mRNA molecule is $g_n > 0$. Then the overall degradation rate at $X(t) = n$, namely the transition rate from $X = n$ to $X = n - 1$, is $g_n n$. The associated master equation is

\[
\frac{d\mathbb{P}[X(t) = n]}{dt} = \mathbb{P}[X(t) = n + 1]g_{n+1}(n + 1) + \mathbb{P}[X(t) = n - 1]f_n - \mathbb{P}[X(t) = n](f_{n+1} + g_n n).
\]

When $f_n, g_n$ take specific forms, this master equation also corresponds to a branching process, so that related techniques can be applied (Jiang et al. 2017). Define the relative growth rate $h_n = f_n / g_n$. We assume that as time tends to infinity, the process reaches equilibrium, where (1) the stationary probability distribution $P_n = \lim_{t \to \infty} \mathbb{P}[X(t) = n]$ exists, and $P_n = P_{n-1} h_n / n$; (2) the mean $\lim_{t \to \infty} \mathbb{E}[X(t)]$ and the variance $\lim_{t \to \infty} \sigma^2[X(t)]$ are finite. Such requirements can be satisfied under
simple assumptions, such as assuming $h_n$ has a finite upper bound (Norris 1998; Wang et al. 2022).

If $h_n > h_{n-1}$ for some $n$, then there exists positive autoregulation. If $h_n < h_{n-1}$ for some $n$, then there exists negative autoregulation. If there is no autoregulation, then $h_n$ is a constant $h$, and the stationary distribution is Poissonian with parameter $h$. In this setting, positive autoregulation and negative autoregulation might coexist, meaning that $h_{n+1} < h_n$ for some $n$ and $h_{n'+1} > h_{n'}$ for some $n'$.

4.2 Theoretical results

With single-cell non-interventional one-time gene expression data for one gene, we have the stationary distribution of the Markov chain $X$. We can infer the existence of autoregulation with the VMR of $X$, defined as $\text{VMR}(X) = \sigma^2(X)/\mathbb{E}(X)$. The idea is that if we let $f_n$ increase/decrease with $n$, and control $g_n$ to make $\mathbb{E}(X)$ invariant, then the variance $\sigma^2(X)$ increases/decreases (Wang 2018, Section 2.5.1). We shall prove that $\text{VMR} > 1$ implies the occurrence of positive autoregulation, and $\text{VMR} < 1$ implies the occurrence of negative autoregulation. Notice that $\text{VMR} > 1$ does not exclude the possibility that negative autoregulation exists for some expression level. This also applies to $\text{VMR} < 1$ and positive autoregulation.

We can illustrate this result with a linear model:

**Example 1** Consider a Markov chain that satisfies Eq. 1, and set $f_n = k + b(n-1)$, $g_n = c$. Here $b$ (can be positive or negative) is the strength of autoregulation, and $c$ satisfies $c > 0$ and $c - b > 0$. We can calculate that $\text{VMR} = 1 + b/(c - b)$ (see Appendix B.1 for details). Therefore, $\text{VMR} > 1$ means positive autoregulation, $b > 0$; $\text{VMR} < 1$ means negative autoregulation, $b < 0$; $\text{VMR} = 1$ means no autoregulation, $b = 0$.

**Lemma 1** Consider a Markov chain $X(t)$ that follows Eq. 1 with general transition coefficients $f_n, g_n$. Here $X(t)$ models the mRNA/protein count of one gene whose expression is autonomous. Calculate $\text{VMR}(X)$ at stationarity. (1) Assume $h_{n+1} \geq h_n$ for all $n$. We have $\text{VMR}(X) \geq 1$; moreover, $\text{VMR}(X) = 1$ if and only if $h_{n+1} = h_n$ for all $n$. (2) Assume $h_{n+1} \leq h_n$ for all $n$. We have $\text{VMR}(X) \leq 1$; moreover, $\text{VMR}(X) = 1$ if and only if $h_{n+1} = h_n$ for all $n$.

We can take negation of Lemma 1 to obtain the following proposition.

**Proposition 1** In the setting of Lemma 1, (1) If $\text{VMR}(X) > 1$, then there exists at least one value of $n$ for which $h_{n+1} > h_n$; thus this gene has positive autoregulation. (2) If $\text{VMR}(X) < 1$, then there exists at least one value of $n$ for which $h_{n+1} < h_n$; thus this gene has negative autoregulation. (3) If $\text{VMR}(X) = 1$, then either (A) $h_{n+1} = h_n$ for all $n$, meaning that this gene has no autoregulation; or (B) $h_{n+1} < h_n$ for one $n$ and $h_{n'+1} > h_{n'}$ for another $n'$, meaning that this gene has both positive and negative autoregulation (at different expression levels).

**Remark 1** Results similar to Proposition 1 have been proven by Jia et al. in another model of expression for a single gene (Jia et al. 2017b). However, they require that $g_i = g_j$ for any $i, j$. Proposition 1 can handle arbitrary $g_i$, thus being novel.
Proof of Lemma 1 Define $\lambda = -\log P_0$, so that $P_0 = \exp(-\lambda)$. Define $d_n = \prod_{i=1}^n h_i > 0$ and stipulate that $d_0 = 1$. We can see that

$$\frac{d_n d_{n+2}}{d_{n+1}^2} = \frac{h_{n+2}}{h_{n+1}}.$$ 

Also,

$$P_n = P_{n-1} f_n / (g_n n) = P_{n-1} h_n / n = \cdots = P_0 \left( \prod_{i=1}^n h_i \right) / n! = e^{-\lambda} \frac{d_n}{n!}.$$ 

Then

$$\mathbb{E}(X^2) - \mathbb{E}(X) = \sum_{n=1}^\infty (n^2 - n) P_n = e^{-\lambda} \sum_{n=1}^\infty (n^2 - n) \frac{d_n}{n!} = e^{-\lambda} \sum_{n=2}^\infty \frac{d_n}{(n-2)!} = e^{-\lambda} \sum_{n=0}^\infty \frac{d_{n+2}}{n!},$$

$$[\mathbb{E}(X)]^2 = \left( \sum_{n=1}^\infty n P_n \right)^2 = e^{-2\lambda} \left( \sum_{n=1}^\infty \frac{n d_n}{n!} \right)^2 = e^{-2\lambda} \left( \sum_{n=0}^\infty \frac{d_{n+1}}{n!} \right)^2.$$ 

Besides,

$$1 = \sum_{n=0}^\infty P_n = e^{-\lambda} \sum_{n=0}^\infty \frac{d_n}{n!}.$$ 

Now we have

$$\mathbb{E}(X^2) - \mathbb{E}(X) - [\mathbb{E}(X)]^2 = e^{-2\lambda} \left( \sum_{n=0}^\infty \frac{d_n}{n!} \right)^2 - e^{-2\lambda} \left( \sum_{n=0}^\infty \frac{d_{n+1}}{n!} \right)^2.$$ 

(1) Assume $h_{n+1} \geq h_n$ for all $n$. Then

$$\mathbb{E}(X^2) - \mathbb{E}(X) - [\mathbb{E}(X)]^2 \geq e^{-2\lambda} \left( \sum_{n=0}^\infty \frac{\sqrt{d_n d_{n+2}}}{n!} \right)^2 - e^{-2\lambda} \left( \sum_{n=0}^\infty \frac{d_{n+1}}{n!} \right)^2 \geq 0.$$ 

Here the first inequality is from the Cauchy-Schwarz inequality, and the second inequality is from $d_n d_{n+2} \geq d_{n+1}^2$ for all $n$. Then $\text{VMR}(X) = \{\mathbb{E}(X^2) - [\mathbb{E}(X)]^2 \}/\mathbb{E}(X) \geq 1$. Equality holds if and only if $d_n / d_{n+2} = d_{n+1} / d_{n+3}$ for all $n$ (the first inequality of Eq. 2) and $d_n d_{n+2} = d_{n+1}^2$ for all $n$ (the second inequality of Eq. 2). The equality condition is equivalent to $h_{n+1} = h_n$ for all $n$. 

\(\square\) Springer
(2) Assume \( h_{n+1} \leq h_n \) for all \( n \). Then \( d_{n+2}/d_{n+1} \leq d_{n+1}/d_n \), and \( d_n \leq h_1^n \) for all \( n \). Define

\[
H(t) = \sum_{n=0}^{\infty} \frac{d_n}{n!} t^n.
\]

Since \( 0 < d_n \leq h_1^n \), this series converges for all \( t \in \mathbb{C} \), so that \( H(t) \) is a well-defined analytical function on \( \mathbb{C} \), and

\[
H'(t) = \sum_{n=0}^{\infty} \frac{d_{n+1}}{n!} t^n, \quad \text{and} \quad H''(t) = \sum_{n=0}^{\infty} \frac{d_{n+2}}{n!} t^n.
\]

In the following, we only consider \( H(t) \), \( H'(t) \), \( H''(t) \) as real functions for \( t \in \mathbb{R} \).

To prove \( \text{VMR}(X) \leq 1 \), we just need to prove \( \mathbb{E}(X^2) - \mathbb{E}(X) - [\mathbb{E}(X)]^2 = e^{-2\lambda} \left( H(1)H''(1) - [H'(1)]^2 \right) \leq 0 \). However, we shall prove \( H''(t)H(t) \leq [H'(t)]^2 \) for all \( t \in \mathcal{J} \), where \( \mathcal{J} = (a, b) \) is a fixed interval in \( \mathbb{R} \) with \( 0 < a = 1 \) and \( 1 < b < \infty \). Thus \( t = 1 \) is an interior point of \( \mathcal{J} \). Since \( H(t) \), \( H'(t) \), \( H''(t) \) have positive lower bounds on \( \mathcal{J} \), the following statements are obviously equivalent: (i) \( H''(t)H(t) \leq [H'(t)]^2 \) for all \( t \in \mathcal{J} \); (ii) \( \log[1 + H'(t)/H(t)] \) is non-increasing on \( \mathcal{J} \); (iii) \( \log[H'(t)/H(t)] \) is non-increasing on \( \mathcal{J} \). To prove (i), we just need to prove (iv).

Consider any \( t_1, t_2 \in \mathcal{J} \) with \( t_1 \leq t_2 \) and any \( p, q \in \mathbb{N} \) with \( p \geq q \). Since \( d_{p+1}/d_p \leq d_{q+1}/d_q \), and \( t_1^{p-q} \leq t_2^{p-q} \), we have

\[
d_p d_q t_1^{p-q} t_2^q \left( \frac{d_{p+1}}{d_p} - \frac{d_{q+1}}{d_q} \right) \left( t_1^{p-q} - t_2^{p-q} \right) \geq 0,
\]

which means

\[
d_{p+1} d_q t_1^p t_2^q + d_{q+1} d_p t_1^q t_2^p \geq d_{p+1} d_q t_1^p t_2^q + d_{q+1} d_p t_1^q t_2^p.
\]

Sum over all \( p, q \in \mathbb{N} \) with \( p \geq q \) to obtain

\[
H'(t_1)H(t_2) = \left( \sum_{n=0}^{\infty} \frac{d_{n+1}}{n!} t_1^n \right) \left( \sum_{n=0}^{\infty} \frac{d_n}{n!} t_2^n \right) \geq \left( \sum_{n=0}^{\infty} \frac{d_{n+1}}{n!} t_2^n \right) \left( \sum_{n=0}^{\infty} \frac{d_n}{n!} t_1^n \right) = H'(t_2)H(t_1).
\]

Thus \( H'(t_1)H(t_2) \geq H'(t_2)H(t_2) \) for all \( t_1, t_2 \in \mathcal{J} \) with \( t_1 \leq t_2 \). This means \( H''(t)H(t) \leq [H'(t)]^2 \) for all \( t \in \mathcal{J} \), and \( \text{VMR}(X) \leq 1 \).

About the condition for the equality to hold, assume \( h_{n'+1} < h_{n'} \) for a given \( n' \). Then
\begin{align*}
d_{n'}d_n' - 1 & t_1^{n' - 1} t_2^{n' - 1} \left( \frac{d_{n'} + 1}{d_{n'}} - \frac{d_{n'}}{d_{n' - 1}} \right) (t_1 - t_2) \geq C (t_2 - t_1)
\end{align*}

for all $t_1, t_2 \in \mathcal{T}$ with $t_1 \leq t_2$ and a constant $C$ that does not depend on $t_1, t_2$. Therefore,

\[
[H'(t_1)/H(t_1) - H'(t_2)/H(t_2)] \cdot [H(t_1)H(t_2)]
\]

\[
= \left( \sum_{n=0}^{\infty} \frac{d_{n+1} n! t_1^n}{n! t_1^n} \right) \left( \sum_{n=0}^{\infty} \frac{d_n n! t_2^n}{n! t_2^n} \right) - \left( \sum_{n=0}^{\infty} \frac{d_{n+1} n! t_2^n}{n! t_1^n} \right) \left( \sum_{n=0}^{\infty} \frac{d_n n! t_1^n}{n! t_2^n} \right)
\]

\[
\geq d_{n'}d_n' - 1 t_1^{n' - 1} t_2^{n' - 1} \left( \frac{d_{n'} + 1}{d_{n'}} - \frac{d_{n'}}{d_{n' - 1}} \right) (t_1 - t_2)
\]

\[
\geq C (t_2 - t_1).
\]

Since $H(t)$ has a finite positive upper bound $A$ and a positive lower bound $B$ on $\mathcal{T}$, we have

\[
H'(t_1)/H(t_1) - H'(t_2)/H(t_2) \geq C (t_2 - t_1)/A^2,
\]

meaning that

\[
\forall t \in \mathcal{T}, \frac{[H'(t)/H(t)]'}{[H(t)]'} = \frac{[H(t)H''(t) - [H'(t)]^2]}{[H(t)]^2} \leq -C/A^2,
\]

and thus

\[
\forall t \in \mathcal{T}, H(t)H''(t) - [H'(t)]^2 \leq -CB^2/A^2 < 0.
\]

Therefore, $\mathbb{E}(X^2) - \mathbb{E}(X) - [\mathbb{E}(X)]^2 = e^{-2\lambda} \{H(1)H''(1) - [H'(1)]^2\} < 0$, and VMR($X$) < 1.

We have proved in (1) that if $h_{n+1} = h_n$ for all $n$, then VMR($X$) = 1. Thus when $h_{n+1} \leq h_n$ for all $n$, VMR($X$) = 1 if and only if $h_{n+1} = h_n$ for all $n$. \hfill \Box

In sum, for the Markov chain model of one gene (by assuming the expression to be autonomous), when we have the stationary distribution from single-cell non-interventional one-time gene expression data, we can calculate the VMR of $X$. VMR($X$) > 1 means the existence of positive autoregulation (while negative autoregulation might still be possible at different expression levels), and VMR($X$) < 1 means the existence of negative autoregulation (while positive autoregulation might still be possible at different expression levels). VMR($X$) = 1 means either (1) no autoregulation exists; or (2) both positive autoregulation and negative autoregulation exist (at different expression levels). In reality, many genes are non-autonomous, and transcriptional/translational bursting can make the VMR to be larger than 100 (Paulsson 2005). Since Proposition 1 does not apply to non-autonomous cases, such genes might not have autoregulations.
5 Scenario of multiple entangled genes

5.1 Setup

We consider \( m \) genes \( V_1, \ldots, V_m \) for a single cell. Denote their expression levels by random variables \( X_1, \ldots, X_m \). The change of \( X_i \) can depend on \( X_j \) (mutual regulation) and \( X_i \) itself (autoregulation). Since these genes regulate each other, and their expression levels are not fixed, we cannot consider them separately. If the expression of gene \( V_k \) is non-autonomous, we also need to add its interior factors (gene state and/or mRNA count) into \( X_1, \ldots, X_m \).

We can use a continuous-time one-step Markov chain on \((\mathbb{Z}^+)^m\) to describe the dynamics. Each state of this Markov chain, \((X_1 = n_1, \ldots, X_i = n_i, \ldots, X_m = n_m)\), can be abbreviated as \( n = (n_1, \ldots, n_i, \ldots, n_m) \). For gene \( V_i \), the transition rate of \( n_i - 1 \to n_i \) is \( f_i(n) \), and the transition rate of \( n_i \to n_i - 1 \) is \( g_i(n)n_i \). Transitions with more than one step are not allowed. The master equation of this process is

\[
\frac{dP(n)}{dt} = \sum_i P(n_1, \ldots, n_i + 1, \ldots, n_m)g_i(n_1, \ldots, n_i + 1, \ldots, n_m)(n_i + 1) + \sum_i P(n_1, \ldots, n_i - 1, \ldots, n_m)f_i(n) - P(n)\sum_i [f_i(n_1, \ldots, n_i + 1, \ldots, n_m) + g_i(n)n_i].
\]

Define \( n_i = (n_1, \ldots, n_{i-1}, n_{i+1}, \ldots, n_m) \). Define \( h_i(n) = f_i(n)/g_i(n) \) to be the relative growth rate of gene \( V_i \). Autoregulation means for some fixed \( n_i \), \( h_i(n) \) is (locally) increasing/decreasing with \( n_i \), thus \( f_i(n) \) increases/decreases and/or \( g_i(n) \) decreases/increases with \( n_i \). For the non-autonomous scenario, another possibility for autoregulation is that \( V_i \) can affect its interior factors (gene state and/or mRNA count).

5.2 Theoretical results

With expression data for multiple genes, there are various methods to infer the regulatory relationships between different genes, so that the GRN can be reconstructed (Wang and Wang 2022). In the GRN, if there is a directed path from gene \( V_i \) to gene \( V_j \), meaning that \( V_i \) can directly or indirectly regulate \( V_j \), then \( V_i \) is an ancestor of \( V_j \), and \( V_j \) is a descendant of \( V_i \).

Fix a gene \( V_k \) in a GRN. We consider a simple case that \( V_k \) is not contained in any directed cycle (feedback loop), which means no gene is both an ancestor and a descendant of \( V_k \), such as PIP2 in Fig. 1. This means \( V_k \) itself is a strongly connected component of the GRN. This condition is automatically satisfied if the GRN has no directed cycle. If the expression of \( V_k \) is non-autonomous, we need to add the interior factors (gene state and/or mRNA count) of \( V_k \) into \( V_1, \ldots, V_m \), and it is acceptable that \( V_k \) regulates its interior factors. In this case, if the one-step model holds, we can prove that if \( V_k \) does not regulate itself, meaning that \( h_k(n) \) is a constant for fixed
and different \( n_k \), and \( X_k \) does not affect its interior factors (if non-autonomous), then \( \text{VMR}(X_k) \geq 1 \). The reason is that \( \text{VMR} < 1 \) requires either a feedback loop or autoregulation. Certainly, \( \text{VMR} < 1 \) might also mean that the one-step model fails. One intuition is to assume the transitions of \( V_k \) are extremely slow, so that \( V_k \) is approximately the average of many Poisson variables. It is easy to verify that the average of Poisson variables has \( \text{VMR} \geq 1 \). We need to assume that the per molecule degradation rate \( g_k(\cdot) \) for \( V_k \) is not affected by \( V_1, \ldots, V_m \), which is not always true in reality (Karamyshev and Karamysheva 2018). With this result, when \( \text{VMR} < 1 \), there might be autoregulation.

Proposition 2

Consider the one-step Markov chain model for multiple genes, described by Eq. 3. Assume the GRN has no directed cycle, or at least there is no directed cycle that contains gene \( V_k \). Assume \( g_k(\cdot) \) is a constant for all \( n \). If \( V_k \) has no autoregulation, meaning that \( h_k(\cdot) \) and \( f_k(\cdot) \) do not depend on \( n_k \), and \( V_k \) does not regulate its interior factors (gene state and/or mRNA count), then \( V_k \) has \( \text{VMR} \geq 1 \). Therefore, \( V_k \) has \( \text{VMR} < 1 \) means \( V_k \) has autoregulation, or the one-step model fails.

Paulsson et al. study a similar problem (Hilfinger et al. 2016; Yan et al. 2019), and they state Proposition 2 in an unpublished work [personal communication from Dr. Jiawei Yan in Jan. 2022]. Proposition 2 also appears in a preprint by Mahajan et al. (2021), but the proof is based on a linear noise approximation, which requires that \( f_k(\cdot) \) is linear with \( n_k \). We propose a rigorous proof independently.

Proof

Denote the expression level of \( V_k \) by \( W \). Assume the ancestors of \( V_k \) are \( V_1, \ldots, V_l \). For simplicity, denote the expression levels of \( V_1, \ldots, V_l \) by a (high-dimensional) random variable \( Y \). Assume \( V_k \) has no autoregulation. Since \( V_k \) does not regulate \( V_1, \ldots, V_l \), \( W \) does not affect \( Y \). Denote the transition rate from \( Y = i \) to \( Y = j \) by \( q_{ij} \geq 0 \). Stipulate that \( q_{ii} = -\sum_{j \neq i} q_{ij} \). When \( Y = i \), the transition rate from \( W = n \) to \( W = n + 1 \) is \( F_i \) (does not depend on \( n \)), and the transition rate from \( W = n \) to \( W = n - 1 \) is \( G \).

The master equation of this process is

\[
\frac{dP[W(t) = n, Y(t) = i]}{dt} = P[W(t) = n - 1, Y(t) = i]F_i + P[W(t) = n + 1, Y(t) = i]G(n + 1) + \sum_{j \neq i} P[W(t) = n, Y(t) = j]q_{ji} - P[W(t) = n, Y(t) = i](F_i + G(n + 1) + \sum_{j \neq i} q_{ij}).
\]

Assume there is a unique stationary probability distribution \( P_{n,i} = \lim_{t \to \infty} P[W(t) = n, Y(t) = i] \). This can be guaranteed by assuming the process to be irreducible. Then we have

\[
P_{n,i}[F_i + G(n + \sum_j q_{ij})] = P_{n-1,i}F_i + P_{n+1,i}G(n + 1) + \sum_j P_{n,j}q_{ji}.
\]
Define $P_i = \sum_n P_{n,i}$. Sum over $n$ for Eq. 4 to obtain

$$P_i \sum_j q_{ij} = \sum_j P_j q_{ji},$$

(5)

meaning that $P_i$ is the stationary probability distribution of $Y$.

Define $W_i$ to be $W$ conditioned on $Y = i$ at stationarity. Then $\mathbb{P}(W_i = n) = \mathbb{P}(W = n \mid Y = i) = P_{n,i}/P_i$, and $\mathbb{E}(W_i) = \sum_n n P_{n,i}/P_i$. Multiply Eq. 4 by $n$ and sum over $n$ to obtain

$$\left( G + \sum_j q_{ij} \right) P_i \mathbb{E}(W_i) = F_i P_i + \sum_j q_{ji} P_j \mathbb{E}(W_j).$$

(6)

Here and in the following, we repeatedly apply the tricks of splitting $n$ and shifting the index of summation. For example,

$$\sum_{n=1}^{\infty} P_{n-1,i} F_i n - \sum_{n=1}^{\infty} P_{n,i} F_i n$$

$$= \sum_{n=1}^{\infty} P_{n-1,i} F_i (n-1) + \sum_{n=1}^{\infty} P_{n-1,i} F_i - \sum_{n=1}^{\infty} P_{n,i} F_i n$$

$$= \sum_{n-1=0}^{\infty} P_{n-1,i} F_i (n-1) + \sum_{n=0}^{\infty} P_{n-1,i} F_i - \sum_{n=0}^{\infty} P_{n,i} F_i n$$

$$= \sum_{n=0}^{\infty} P_{n,i} F_i n + F_i \sum_{n=0}^{\infty} P_{n,i} - \sum_{n=0}^{\infty} P_{n,i} F_i n = F_i P_i.$$

Sum over $i$ for Eq. 6 to obtain

$$G \sum_i P_i \mathbb{E}(W_i) = \sum_i F_i P_i.$$  

(7)

Multiply Eq. 4 by $n^2$ and sum over $n$ to obtain

$$\left( 2G + \sum_j q_{ij} \right) P_i \mathbb{E}(W_i^2) = F_i P_i + (2F_i + G) P_i \mathbb{E}(W_i) + \sum_j q_{ji} P_j \mathbb{E}(W_j^2).$$

(8)

Sum over $i$ for Eq. 8 to obtain

$$2G \sum_i P_i \mathbb{E}(W_i^2) = \sum_i F_i P_i + 2 \sum_i F_i P_i \mathbb{E}(W_i) + G \sum_i P_i \mathbb{E}(W_i).$$

(9)
Multiply Eq. 6 by $\mathbb{E}(W_i)$ and sum over $i$ to obtain

$$G \sum_i P_i [\mathbb{E}(W_i)]^2 + \sum_{i,j} P_{ij} [\mathbb{E}(W_i)]^2$$

$$= \sum_i F_i P_i \mathbb{E}(W_i) + \sum_{i,j} P_{ji} \mathbb{E}(W_i) \mathbb{E}(W_j).$$

Then we have

$$\sum_i F_i P_i \mathbb{E}(W_i) - G \sum_i P_i [\mathbb{E}(W_i)]^2$$

$$= \sum_{i,j} P_{ij} [\mathbb{E}(W_i)]^2 - \sum_{i,j} P_{ji} \mathbb{E}(W_i) \mathbb{E}(W_j)$$

$$= \frac{1}{2} \left\{ \sum_{i,j} P_{ij} [\mathbb{E}(W_i)]^2 + \sum_i [\mathbb{E}(W_i)]^2 \sum_j P_{ji} - 2 \sum_{i,j} P_{ij} \mathbb{E}(W_i) \mathbb{E}(W_j) \right\}$$

$$= \frac{1}{2} \left\{ \sum_{i,j} P_{ij} [\mathbb{E}(W_i)]^2 + \sum_i [\mathbb{E}(W_i)]^2 \sum_j P_{ji} - 2 \sum_{i,j} P_{ij} \mathbb{E}(W_i) \mathbb{E}(W_j) \right\}$$

$$= \frac{1}{2} \left\{ \sum_{i,j} P_{ij} [\mathbb{E}(W_i)]^2 + \sum_{i,j} P_{ij} [\mathbb{E}(W_j)]^2 - 2 \sum_{i,j} P_{ij} \mathbb{E}(W_i) \mathbb{E}(W_j) \right\}$$

$$= \frac{1}{2} \sum_{i,j} P_{ij} [\mathbb{E}(W_i) - \mathbb{E}(W_j)]^2 \geq 0. \tag{11}$$

Here the first equality is from Eq. 10, the third equality is from Eq. 5, and other equalities are equivalent transformations.

Now we have

$$\mathbb{E}(W^2) - \mathbb{E}(W) - [\mathbb{E}(W)]^2$$

$$= \sum_i P_i \mathbb{E}(W_i)^2 - \sum_i P_i \mathbb{E}(W_i) - \left[ \sum_i P_i \mathbb{E}(W_i) \right]^2$$

$$= \frac{1}{G} \sum_i F_i P_i \mathbb{E}(W_i) + \sum_i P_i \mathbb{E}(W_i) - \sum_i P_i \mathbb{E}(W_i) - \left[ \sum_i P_i \mathbb{E}(W_i) \right]^2$$

$$\geq \sum_i P_i [\mathbb{E}(W_i)]^2 - \left[ \sum_i P_i \mathbb{E}(W_i) \right]^2$$

$$= \left( \sum_i P_i \right) \sum_i P_i [\mathbb{E}(W_i)]^2 - \left[ \sum_i P_i \mathbb{E}(W_i) \right]^2 \geq 0, \tag{12}$$

where the first equality is by definition, the second equality is from Eqs. 7, 9, the first inequality is from Eq. 11, the third equality is from $\sum_i P_i = 1$, and the second inequality is the Cauchy-Schwarz inequality.
Since $E(W^2) - [E(W)]^2 \geq E(W)$, $\text{VMR}(W) = (E(W^2) - [E(W)]^2)/E(W) \geq 1$.

\[\square\]

**Remark 2** In gene expression, the total noise ($\sigma^2(X)/(E(X))^2$) can be decomposed into intrinsic (cellular) noise and extrinsic (environmental) noise (Baudrimont et al. 2019; Thomas 2019; Ham et al. 2020; Lin and Amir 2021; Wang et al. 2019). Inspired by that, we can decompose the VMR into intrinsic and extrinsic components. Denote intrinsic and extrinsic stochastic factors as $I$, $E$, and the expression level $X$ is a deterministic function of these factors: $X = X(I, E)$. Then

\[
\text{VMR}_{\text{int}} = \frac{E_E(E_{I|E}X^2) - E(E_{I|E}X)^2}{E_X}, \\
\text{VMR}_{\text{ext}} = \frac{E_E(E_{I|E}X)^2 - [E(E_{I|E}X)]^2}{E_X},
\]

where $E_{I|E}$ is the expectation conditioned on $E$. This decomposition might lead to further understanding of Proposition 2.

We hypothesize that the requirement for $g_k(\cdot)$ in Proposition 2 can be dropped:

**Conjecture 1** Assume $V_k$ is not contained in a directed cycle in the GRN, and $V_k$ does not regulate its interior factors (gene state and/or mRNA count). If $V_k$ has no autoregulation, meaning that $h_k(\cdot)$ does not depend on $n_k$ (but might depend on $n_{\bar{k}}$), then $V_k$ has $\text{VMR} \geq 1$.

The main obstacle of proving this conjecture is that the second equality in Eq. 12 does not hold. The reason is that $G_i$ cannot be extracted from the summation, and we cannot link $\sum_i P_i E(W_i^2)$ and $\sum_i G_i P_i E(W_i^2)$.

If the GRN has directed cycles, there is a result by Hilfinger et al. (2016) and Yan et al. (2019), which is proved under first-order approximations of covariances. The general case (when the approximations do not apply) has been numerically verified but not proved yet:

**Conjecture 2** Assume for each $V_i$, $g_i(\cdot)$ does not depend on $n$, and $f_i(\cdot)$ does not depend on $n_i$ (no autoregulation). Then for at least one gene $V_j$, we have $\text{VMR} \geq 1$ (Hilfinger et al. 2016; Yan et al. 2019).

Due to the existence of directed cycles, one gene can affect itself through other genes, and we cannot study them separately.

Notice that Conjecture 2 does not hold if $g_i$ depends on $n_i$:

**Example 2** Consider a one-step Markov chain that satisfies Eq. 3, where $m = 2$, $f_1(n_2) = g_1(n_2) = 1$ for $n_2 = 2$, $f_1(n_2) = g_1(n_2) = 0$ for $n_2 \neq 2$, and $f_2(n_1) = g_2(n_1) = 1$ for $n_1 = 2$, $f_2(n_1) = g_2(n_1) = 0$ for $n_1 \neq 2$. The initial state is $(n_1 = 2, n_2 = 2)$. Then $\text{VMR} = 2e/(4e - 1) \approx 0.55$ for both genes (see Appendix B.2 for details).

Assume Conjecture 2 is correct. For $m$ genes, if we find that VMR for each gene is less than 1, then we can infer that autoregulation exists, although we do not know which gene has autoregulation. Another possibility is that the one-step model fails.
6 Applying theoretical results to experimental data

Algorithm 1 Detailed workflow of inferring autoregulation with gene expression data.

1. **Input**
   - Single-cell non-interventional one-time expression data for genes $V_1, \ldots, V_m$
   - The structure of the GRN that contains $V_1, \ldots, V_m$

2. **Calculate** the VMR of each $V_k$

3. If $V_k$ is not in a directed cycle (like PIP2 in Fig. 1) and VMR $< 1$
   - **Output** $V_k$ has autoregulation
     // Assume the degradation of $V_k$ is not regulated by $V_1, \ldots, V_m$

   Else
   - If $V_k$ has no ancestor in the GRN (like PIP3 in Fig. 1) and VMR $> 1$
     - **Output** $V_k$ has autoregulation
       //Assume the expression of $V_k$ is autonomous
   
   Else
   - **Output** We cannot determine whether $V_k$ has autoregulation
   
   End of if
   
   End of if

We summarize our theoretical results into Algorithm 1. Proposition 1 applies to a gene that has no ancestor in the GRN. However, it requires the corresponding gene has autonomous expression (or the transition rates of gene states are high enough, so that the non-autonomous process is close to an autonomous process), which is difficult to validate and often does not hold in reality. Thus the inference result by Proposition 1 for VMR $> 1$ (positive autoregulation) is not very reliable. When VMR $< 1$ and Proposition 1 could apply, we should instead apply Proposition 2 to determine the existence of autoregulation, since Proposition 2 does not require the expression to be autonomous, thus being much more reliable, although it may fail if the one-step model does not hold. Proposition 2 applies when the gene is not in a feedback loop and has VMR $< 1$. Notice that our result cannot determine that a gene has no autoregulation.

For a given gene without autoregulation, its expression level satisfies a Poisson distribution, and VMR is 1. If we have $n$ samples of its expression level, then the sample VMR (sample variance divided by sample mean) asymptotically satisfies a Gamma distribution $\Gamma((n - 1)/2, 2/(n - 1))$, and we can determine the confidence interval of sample VMR (Eden and Kramer 2010). If the sample VMR is out of this confidence interval, then we know that VMR is significantly different from 1, and Propositions 1, 2 might apply.

We apply our method to four groups of single-cell non-interventional one-time gene expression data from experiments, where the corresponding GRNs are known. Notice that we need to convert indirect measurements into protein/mRNA count. See Table 1 for our inference results and theoretical/experimental evidence that partially validates our results. See Appendix C for details. There are 186 genes in these four data sets, and we can only determine that 12 genes have autoregulation (7 genes determined by Proposition 1, and 5 genes determined by Proposition 2). Not every VMR is less than 1, so that Conjecture 2 does not apply. For the other 174 genes, (1) some of them are not contained in the known GRN, and we cannot determine if they are in directed
| Source                  | Proposition 1 | Proposition 2 | Theory                                             | Experiment                           |
|------------------------|---------------|---------------|----------------------------------------------------|--------------------------------------|
| Guo et al. (2010)      | FN1           | TCFAP2C       | BMP4 Sanchez-Castillo et al. (2018)                | BMP4 Pramono et al. (2016)            |
|                        | HNF4A         | BMP4          | HNF4A Sanchez-Castillo et al. (2018)               | HNF4A Chahar et al. (2014)            |
| Psaila et al. (2016)   | BIM           | CREB312       | TCFAP2C Sanchez-Castillo et al. (2018)             | TCFAP2C Kidder and Palmer (2010)      |
|                        | CCND1         |               |                                                    | ECT2 Hara et al. (2006)               |
|                        | ECT2          |               |                                                    |                                      |
|                        | PFKP          |               |                                                    |                                      |
| Moignard et al. (2015) |               | EIF2B1        |                                                    |                                      |
|                        |               | HOXD8         |                                                    |                                      |
| Sachs et al. (2005)    | PIP3          |               |                                                    |                                      |

Source column is the paper that contains this data set. Proposition 1 column is the genes that can be only inferred by Proposition 1 to have autoregulation. Proposition 2 column is the genes that can be inferred by Proposition 2 to have autoregulation. Theory column is the genes inferred by both our method and other theoretical works to have autoregulation. Experiment column is the genes inferred by both our method and other experimental works to have autoregulation. **Bold** font means the inferred gene with autoregulation is validated by other results. Details can be found in Appendix C.
cycles; (2) some of them are in directed cycles; (3) some of them have ancestors, and we cannot reject the hypothesis that $\text{VMR} \geq 1$; (4) some of them have no ancestors, and we cannot reject the hypothesis that $\text{VMR} = 1$. Therefore, Proposition 1 and Proposition 2 do not apply, and we do not know whether they have autoregulation.

In some cases, we have experimental evidence that some genes have autoregulation, so that we can partially validate our inference results. Nevertheless, as discussed in the Introduction, there is no gold standard to evaluate our inference results. Besides, Proposition 2 requires that the one-step model holds, which we cannot verify.

In the data set by Guo et al. (2010), Sanchez-Castillo et al. (2018) inferred that 17 of 39 genes have autoregulation, and 22 genes do not have autoregulation. We infer that 5 genes have autoregulation, and 34 genes cannot be determined. Here 3 genes are shared by both inference results to have autoregulation. Consider a random classifier that randomly picks 5 genes and claims they have autoregulation. Using Sanchez-Castillo et al. as the standard, this random classifier has probability $62.55\%$ to be worse than our result, and $10.17\%$ to be better than our result. Thus our inference result is better than a random classifier, but the advantage is not substantial.

### 7 Conclusions

For a single gene that is not affected by other genes, or a group of genes that form a connected GRN, we develop rigorous theoretical results (without applying approximations) to determine the existence of autoregulation. These results generalize known relationships between autoregulation and VMR by dropping restrictions on parameters. Our results only depend on VMR, which is easy to compute and more robust than other complicated statistics. We also apply our method to experimental data and detect some genes that might have autoregulation.

Our method requires independent and identically distributed samples from the exact stationary distribution of a fully observed Markov chain, plus a known GRN. Proposition 1 requires that the expression is autonomous. Proposition 2 requires that the Markov chain model is one-step, the GRN has no directed cycle, and degradation is not regulated. If our inference fails, then some requirements are not met: (1) cells might affect each other, making the samples dependent; (2) cells are heterogeneous; (3) the measurements have extra errors; (4) the cells are not at stationarity; (5) there exist unobserved variables that affect gene expression; (6) the GRN is inferred by a theoretical method, which can be interfered by the existence of autoregulation; (7) the expression is non-autonomous; (8) the Markov chain is multi-step; (9) the GRN has unknown directed cycles; (10) the degradation rate is regulated by other genes. Such situations, especially the unobserved variables, are unavoidable. Therefore, current data might not satisfy these requirements, and our inference results should be interpreted as informative findings, not ground truths.

There are some known methods that overcome the above obstacles, and there are also some possible solutions that might appear in the future. (1) The dependency can be solved by better measurements for isolated cells that do not affect each other. In fact, the relationship between autoregulation and cell-cell interaction has been studied (Levenberg et al. 1998). (2) About cell heterogeneity, we prove a result in Appendix D
that if several cell types have $\text{VMR} \geq 1$, then for a mixed population of such cell types, we still have $\text{VMR} \geq 1$. Therefore, cell heterogeneity does not fail Proposition 2, since $\text{VMR} < 1$ for the mixture of several cell types means $\text{VMR} < 1$ for at least one cell type. (3) With the development of experimental technologies, we expect that the measurement error can decrease. (4) Some works study autoregulation in non-stationary situations (Cao and Grima 2020; Swain et al. 2002; Skinner et al. 2016; Jia and Grima 2021). (5) Since hidden variables hurt any mechanism-based models, we can develop methods (especially with machine learning tools) that determine autoregulation based on similarities between gene expression profiles (Wang et al. 2021; Yang et al. 2020; Wang 2022). (6) Some GRN inference methods can also determine the existence of autoregulation (Sanchez-Castillo et al. 2018). (7) Many methods (including our Proposition 2) work in non-autonomous situations. (8) Some works study multi-step models (Braichenko et al. 2021; Karmakar and Das 2021; Voliotis et al. 2008). (9) We expect the appearance of more advanced GRN inference methods. (10) If probabilists can prove Conjecture 1, then the restriction on degradation rate can be lifted.

In fact, other theoretical works that determine gene autoregulation, or general gene regulation, also need various assumptions and might fail. Nevertheless, with the development of experimental technologies and theoretical results, we believe that some obstacles will be lifted, and our method will be more applicable in the future. Besides, our method can be further developed and combined with other methods.
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Table 2  Success rates for determining VMR in Simulation 1

|         | VMR < 1 | VMR = 1 (true) | VMR > 1 |
|---------|---------|----------------|---------|
| n = 100 | 2.5%    | 95.3%          | 2.2%    |
| n = 1000 | 2.3%   | 95.2%          | 2.5%    |
| n = 10000 | 2.5%  | 95.1%          | 2.4%    |

For different sample sizes n, calculate the rate that VMR is different from 1

Table 3  Success rates for determining VMR in Simulation 2

|         | VMR < 1 | VMR = 1 | VMR > 1 (true) |
|---------|---------|---------|----------------|
| n = 100 | 0%      | 1.9%    | 98.1%          |
| n = 1000 | 0%    | 0%      | 100%           |
| n = 10000 | 0%   | 0%      | 100%           |

For different sample sizes n, calculate the rate that VMR is different from 1

Appendix A Simulation results

A.1 Test Proposition 1 without autoregulation

**Simulation 1**: Consider the Markov chain in Example 1 with $k = 1, b = 0, c = 1$. The stationary distribution is Poissonian with parameter 1. This process has no autoregulation with the true VMR = 1. For sample sizes $n = 100, n = 1000, n = 10,000$, we repeat the experiment for 10,000 times and calculate the rate that the sample VMR falls in the 95% confidence interval. See Table 2 for results. Proposition 1 has about 95% probability to produce the correct result that VMR = 1 (no autoregulation), since the confidence interval is 95%.

A.2 Test Proposition 1 with autoregulation

**Simulation 2**: Consider the Markov chain in Example 1 with $k = 1, b = 1, c = 2$. The stationary distribution is geometric with parameter 0.5. This process has positive autoregulation with the true VMR = 2. For sample sizes $n = 100, n = 1000, n = 10000$, we repeat the experiment for 10000 times and calculate the rate that the sample VMR falls in the 95% confidence interval. See Table 3 for results. When $n$ is not too small, Proposition 1 always produces the correct result that VMR > 1 (positive autoregulation).

A.3 Test Proposition 2 without autoregulation

**Simulation 3**: Consider a Markov chain $(G, M)$ that satisfies Eq. 3. $G$ can take 0 and 1, and $M$ can take values in $\mathbb{Z}$. $G$ does not depend on $M$, and transition rates are both $10^{-10}$ for $G = 0 \rightarrow G = 1$ and $G = 1 \rightarrow G = 0$. Restricted on $G = 0$, $M$ is the same as Example 1 with $k = 1, b = 0, c = 1$. Restricted on $G = 1$, $M$ is the same...
Table 4  Success rates for determining VMR in Simulation 3

|        | VMR < 1 | VMR = 1 | VMR > 1 (true) |
|--------|---------|---------|----------------|
| n = 100 | 0.2%    | 81.6%   | 18.2%          |
| n = 1000| 0%      | 7.7%    | 92.3%          |
| n = 10000| 0%    | 0%      | 100%           |

For different sample sizes $n$, calculate the rate that VMR is different from 1

Table 5  Success rates for determining VMR in Simulation 4

|        | VMR < 1 (true) | VMR = 1 | VMR > 1 |
|--------|----------------|---------|---------|
| n = 100 | 56.6%          | 43.4%   | 0%      |
| n = 1000| 100%           | 0%      | 0%      |
| n = 10000| 100%          | 0%      | 0%      |

For different sample sizes $n$, calculate the rate that VMR is different from 1

as Example 1 with $k = 2, b = 0, c = 1$. The stationary distribution is the average of two Poisson distributions with parameters 1 and 2. This process has no autoregulation with the true VMR = 1.167. For sample sizes $n = 100, n = 1000, n = 10000$, we repeat the experiment for 10000 times and calculate the rate that the sample VMR falls in the 95% confidence interval. See Table 4 for results. When $n$ increases, we are very likely to obtain the correct VMR $> 1$, but Proposition 2 cannot determine whether autoregulation exists.

A.4 Test Proposition 2 with negative autoregulation

Simulation 4: Consider a Markov chain $(G, M)$ that satisfies Eq. 3. $G$ can take 0 and 1, and $M$ can take values in $\mathbb{Z}$. $G$ does not depend on $M$, and transition rates are both $10^{-10}$ for $G = 0 \rightarrow G = 1$ and $G = 1 \rightarrow G = 0$. Restricted on $G = 0$, $M$ is the same as Example 1 with $k = 10, b = -1, c = 1$. Restricted on $G = 1$, $M$ is the same as Example 1 with $k = 10, b = -1, c = 2$. This process has (negative) autoregulation with the true VMR = 0.733. For sample sizes $n = 100, n = 1000, n = 10000$, we repeat the experiment for 10000 times and calculate the rate that the sample VMR falls in the 95% confidence interval. See Table 5 for results. When $n$ is not too small, Proposition 2 always produces the correct result that VMR $< 1$ (autoregulation).

A.5 Test Proposition 2 with positive autoregulation

Simulation 5: Consider a Markov chain $(G, M)$ that satisfies Eq. 3. $G$ can take 0 and 1, and $M$ can take values in $\mathbb{Z}$. $G$ does not depend on $M$, and transition rates are both $10^{-10}$ for $G = 0 \rightarrow G = 1$ and $G = 1 \rightarrow G = 0$. Restricted on $G = 0$, $M$ is the same as Example 1 with $k = 10, b = 1, c = 4$. Restricted on $G = 1$, $M$ is the same as Example 1 with $k = 10, b = 1, c = 5$. This process has (positive) autoregulation with the true VMR = 1.357. For sample sizes $n = 100, n = 1000, n = 10000$, we repeat
the experiment for 10000 times and calculate the rate that the sample VMR falls in the 95% confidence interval. See Table 6 for results. When $n$ is not too small, we can always obtain the correct result that $\text{VMR} > 1$, but Proposition 2 cannot determine whether autoregulation exists.

### Appendix B Details of examples

#### B.1 Details of Example 1

In Example 1, the stationary distribution $P_n$ exists, and satisfies

$$[b(n - 1) + k]P_{n-1} = cnP_n. \quad (B1)$$

Taking summation for Eq. (B1), we have

$$\sum_{n=1}^{\infty} [b(n - 1) + k]P_{n-1} = \sum_{n=1}^{\infty} cnP_n,$$

$$\Rightarrow b \sum_{n=0}^{\infty} nP_n + k \sum_{n=0}^{\infty} P_n = c \sum_{n=0}^{\infty} nP_n,$$

$$\Rightarrow b\mathbb{E}X + k = c\mathbb{E}X.$$

Thus $\mathbb{E}X = k/(c - b)$.

Also, multiplying Eq. (B1) by $n - 1$ and taking summation, we have

$$\sum_{n=1}^{\infty} [b(n - 1)^2 + k(n - 1)]P_{n-1} = \sum_{n=1}^{\infty} cn^2P_n - \sum_{n=1}^{\infty} cnP_n,$$

$$\Rightarrow b \sum_{n=0}^{\infty} n^2P_n + k \sum_{n=0}^{\infty} nP_n = c \sum_{n=0}^{\infty} n^2P_n - c \sum_{n=0}^{\infty} nP_n,$$

$$\Rightarrow b\mathbb{E}(X^2) + k\mathbb{E}X = c\mathbb{E}(X^2) - c\mathbb{E}X.$$

Thus $\mathbb{E}(X^2) = (c + k)k/(c - b)^2$, and the variance $\sigma^2(X) = ck/(c - b)^2$. Then $\text{VMR}(X) = 1 + b/(c - b)$. 

---

Table 6: Success rates for determining VMR in Simulation 5

| $n$     | $\text{VMR} < 1$ | $\text{VMR} = 1$ | $\text{VMR} > 1$ (true) |
|---------|------------------|------------------|-------------------------|
| 100     | 0%               | 51.8%            | 48.2%                   |
| 1000    | 0%               | 0%               | 100%                    |
| 10000   | 0%               | 0%               | 100%                    |

For different sample sizes $n$, calculate the rate that VMR is different from 1.
B.2 Details of Example 2

In Example 2, the process is restricted to two lines: $n_1 = 2$ and $n_2 = 2$. Since this process has no cycle, it is detailed balanced (Wang and Qian 2020), and the stationary distribution $P(n_1, n_2)$ satisfies

$$P(k, 2) = (k + 1)P(k + 1, 2)$$

and

$$P(2, k) = (k + 1)P(2, k + 1).$$

Restricted on $n_1 = 2$ or $n_2 = 2$, the stationary distribution is Poissonian, $P(k, 2) = c/(ek!)$. After normalization, we find that $c = 2e/(4e - 1)$. Thus

$$P(k, 2) = P(2, k) = \frac{2}{k!(4e - 1)}.$$

Besides,

$$P(2, \cdot) = \sum_{k=0}^{\infty} P(2, k) = \sum_{k=0}^{\infty} \frac{2}{k!(4e - 1)} = \frac{2e}{4e - 1}.$$

Then for the first gene $X$, we have

$$\mathbb{E}X = \sum_{k \neq 2} k P(k, 2) + 2P(2, \cdot) = \sum_{k=0}^{\infty} k P(k, 2) + 2[P(2, \cdot) - P(2, 2)]$$

$$= \sum_{k=0}^{\infty} \frac{2k}{k!(4e - 1)} + \frac{4e - 2}{4e - 1} = \frac{6e - 2}{4e - 1},$$

and

$$\mathbb{E}(X^2) = \sum_{k \neq 2} k^2 P(k, 2) + 4P(2, \cdot) = \sum_{k=0}^{\infty} k^2 P(k, 2) + 4[P(2, \cdot) - P(2, 2)]$$

$$= \sum_{k=0}^{\infty} \frac{2k(k - 1)}{k!(4e - 1)} + \sum_{k=0}^{\infty} \frac{2k}{k!(4e - 1)} + \frac{8e - 4}{4e - 1} = \frac{12e - 4}{4e - 1}.$$

Thus

$$\text{VMR}(X) = \frac{\mathbb{E}(X^2)}{\mathbb{E}X} - \mathbb{E}X = 2 - \frac{6e - 2}{4e - 1} = \frac{2}{4e - 1} \approx 0.55.$$
Appendix C Details of applications on experimental data

In experiments, the expression levels of genes are not directly measured as mRNA or protein counts. Rather, they are measured as cycle threshold (Ct) values or fluorescence intensity values. Such indirect measurements need to be converted. Related details can be found in other papers (Jia et al. 2017b).

Guo et al. (2010) measured the expression (mRNA) levels of 48 genes for mouse embryo cells at different developmental stages. We consider three groups (16-cell stage, 32-cell stage, 64-cell stage) that have more than 50 samples. Sanchez-Castillo et al. (2018) used such data to infer the GRN structure, including autoregulation, but the inferred GRN only contains 39 genes. We cannot guarantee that the other 9 genes have no ancestors in the true GRN (to apply Proposition 1) or these genes are not contained in directed cycles (to apply Proposition 2). Thus we ignore those 9 genes not in this GRN. In the inferred GRN, genes BMP4, CREB312, and TCFAP2C are not contained in directed cycles. In the 16-cell stage group with 75 samples, if there is no autoregulation, then the 95% confidence interval of VMR is [0.7041, 1.3470]. BMP4 (VMR = 0.2139), CREB312 (VMR = 0.1971), and TCFAP2C (VMR = 0.3468) have significantly small VMR, and we can apply Proposition 2 to infer that BMP4, CREB312, and TCFAP2C might have autoregulation. In the other two groups, these genes do not have VMR < 1, and the results are relatively weak. Besides, in the inferred GRN, genes FN1 and HNF4A have no ancestors. For the 16-cell stage with 75 samples, the VMR of FN1 and HNF4A are 3.4522 and 1.3599, outside of the 95% confidence interval [0.7041, 1.3470]; for the 32-cell stage with 113 samples, the VMR of FN1 and HNF4A are 93.1070 and 46.7688, outside of the 95% confidence interval [0.7554, 1.2784]; for the 64-cell stage with 159 samples, the VMR of FN1 and HNF4A are 117.3059 and 93.9589, outside of the 95% confidence interval [0.7917, 1.2322]. Thus we can apply Proposition 1 to infer that FN1 and HNF4A (VMR > 1 for all three cell groups) might have positive autoregulation. Nevertheless, it is more likely that the expressions of FN1 and HNF4A are non-autonomous, and there is no autoregulation. Sanchez-Castillo et al. (2018) inferred that BMP4, HNF4A, TCFAP2C have autoregulation. Besides, there is experimental evidence that BMP4 (Pramono et al. 2016), HNF4A (Chahar et al. 2014), TCFAP2C (Kidder and Palmer 2010) have autoregulation. Therefore, our inference results are partially validated.

Psaila et al. (2016) measured the expression (mRNA) levels of 90 genes for human megakaryocyte-erythroid progenitor cells. Chan et al. (2017) inferred the GRN structure (autoregulation not included). In the inferred GRN, genes BIM, CCND1, ECT2, PFKP have no ancestors. BIM has 214 effective samples, and VMR is 187.7, outside of the 95% confidence interval [0.8191, 1.1987]. CCND1 has 68 effective samples, and VMR is 111.3, outside of the 95% confidence interval [0.6905, 1.3660]. ECT2 has 56 effective samples, and VMR is 8.2, outside of the 95% confidence interval [0.6618, 1.4069]. PFKP has 134 effective samples, and VMR is 82.1, outside of the 95% confidence interval [0.7742, 1.2543]. Thus we can apply Proposition 1 to infer that BIM, CCND1, ECT2, PFKP might have positive autoregulation. Nevertheless, it is more likely that the expressions of these four genes are non-autonomous, and there is no autoregulation. There is experimental evidence that ECT2 has autoregulation.
(Hara et al. 2006), which partially validates our inference results. No other gene fits the requirement of Proposition 2.

Moignard et al. (2015) measured the expression (mRNA) levels of 46 genes for mouse embryo cells. Chan et al. (2017) inferred the GRN structure (autoregulation not included). Gene EIF2B1 has 3934 effective samples, and VMR is 0.66, outside of the 95% confidence interval [0.9563, 1.0447]. Gene EIF2B1 has 12 effective samples, and VMR is 0.24, outside of the 95% confidence interval [0.3469, 1.9927]. We can apply Proposition 2 to infer that EIF2B1 and HOXD8 might have autoregulation. No other gene fits the requirement of Proposition 1.

Sachs et al. (2005) measured the expression (protein) levels of 11 genes in the RAF signaling pathway for human T cells. The measurements were repeated for 14 groups of cells under different interventions. Werhli et al. (2006) inferred the GRN structure (autoregulation not included). In the inferred GRN (Fig. 1), PIP3 gene has no ancestor, and its VMRs in all 14 groups are larger than 5, while the 95% confidence intervals for all 14 groups are contained in [0.8, 1.2]. Therefore, we can apply Proposition 1 and infer that PIP3 might have positive autoregulation. Nevertheless, it is more likely that the expression of PIP3 is non-autonomous, and there is no autoregulation. No other gene fits the requirement of Proposition 2.

Appendix D Heterogeneity and VMR

**Proposition 3** Consider \( n \) independent random variables \( X_1, \ldots, X_n \) and probabilities \( p_1, \ldots, p_n \) with \( \sum p_i = 1 \). Consider an independent random variable \( R \) that equals \( i \) with probability \( p_i \). Construct a random variable \( Z \) that equals \( X_i \) when \( R = i \). If each \( X_i \) has VMR \( \geq 1 \), then \( Z \) has VMR \( \geq 1 \).

**Proof** We only need to prove this for \( n = 2 \). The case for general \( n \) can be proved by mixing two variables iteratively.

Consider random variables \( X, Y \) and construct \( Z \) that equals \( X \) or \( Y \) with probability \( p \) or \( 1 - p \). Since \( \text{VMR}(X) \geq 1 \), \( \text{VMR}(Y) \geq 1 \), we have \( \mathbb{E}(X^2) - [\mathbb{E}(X)]^2 \geq \mathbb{E}(X) \) and \( \mathbb{E}(Y^2) - [\mathbb{E}(Y)]^2 \geq \mathbb{E}(Y) \). Then

\[
\text{VMR}(Z) = \frac{p \mathbb{E}(X^2) + (1 - p) \mathbb{E}(Y^2)}{p \mathbb{E}(X) + (1 - p) \mathbb{E}(Y)}
\]

\[
= \frac{p \mathbb{E}(X^2) + (1 - p) \mathbb{E}(Y^2) - p^2 [\mathbb{E}(X)]^2 - 2p(1 - p) \mathbb{E}(X) \mathbb{E}(Y) - (1 - p)^2 [\mathbb{E}(Y)]^2}{p \mathbb{E}(X) + (1 - p) \mathbb{E}(Y)}
\]

\[
= \frac{p \mathbb{E}(X^2) - p [\mathbb{E}(X)]^2 + (1 - p) \mathbb{E}(Y^2) - (1 - p) [\mathbb{E}(Y)]^2}{p \mathbb{E}(X) + (1 - p) \mathbb{E}(Y)}
\]

\[
+ \frac{p(1 - p) [\mathbb{E}(X)]^2 - 2p(1 - p) \mathbb{E}(X) \mathbb{E}(Y) + (1 - p) [\mathbb{E}(Y)]^2}{p \mathbb{E}(X) + (1 - p) \mathbb{E}(Y)}
\]
\[
\frac{p \mathbb{E}(X) + (1-p) \mathbb{E}(Y)}{p \mathbb{E}(X) + (1-p) \mathbb{E}(Y)} + \frac{p(1-p)[\mathbb{E}(X) - \mathbb{E}(Y)]^2}{p \mathbb{E}(X) + (1-p) \mathbb{E}(Y)} \geq 1.
\]
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