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Abstract—In open-world learning, an agent starts with a set of known classes, detects, and manages things that it does not know, and learns them over time from a non-stationary stream of data. Open-world learning is related to but also distinct from a multitude of other learning problems and this paper briefly analyzes the key differences between a wide range of problems including incremental learning, generalized novelty discovery, and generalized zero-shot learning. This paper formalizes various open-world learning problems including open-world learning without labels. These open-world problems can be addressed with modifications to known elements, we present a new framework that enables agents to combine various modules for novelty-detection, novelty-characterization, incremental learning, and instance management to learn new classes from a stream of unlabeled data in an unsupervised manner, survey how to adapt a few state-of-the-art techniques to fit the framework and use them to define seven baselines for performance on the open-world learning without labels problem. We then discuss open-world learning quality and analyze how that can improve instance management. We also discuss some of the general ambiguity issues that occur in open-world learning without labels.

Index Terms—Open-World Learning, Unsupervised Learning, Self-Supervised Learning, Incremental Learning, Novelty Discovery, Classification.

1 INTRODUCTION

BABIES can detect novel objects and learn them even if they are not given semantic labels. Online vision-based systems, autonomous robots, and self-driving vehicles may confront new object classes in areas and must learn to deal with them even if they do not know the semantic label. These systems should first detect any new objects which are not in the training set. Then they should distinguish and learn new classes for these objects. Also, they should recognize the new classes when they see them again. Ideally, each of the above steps should be done in an unsupervised manner.

While in [1], our lab provided the initial formal definition of open-world learning, that work and subsequent work on open-world vision [2] has supported detection of unknowns, but the learning of new items used fully supervised labeling of all new items. In addition, prior work/formulations cannot directly address open-world learning without labels. Herein, we formalize a wide range of open-world related problems, survey components that might be used in solving them, and investigate open-world unsupervised class incremental learning of image classifiers for autonomous agents. Our motivation is to build fundamentals and formalize open-world learning without labels to be used along with other theories and solutions in the design of autonomous open-world learning robots in the future.

While few papers use the phrase open-world other senses, e.g to mean recognition with long-tail distributions [3], we follow in the spirit of [1], where operating in an open-world requires learning about previously unknown items, not just detecting or ignoring the unknown items.

Fig. [1] demonstrates a general cycle of open-world learning, a generalization of the model of open-world recognition presented in [1]. In open-world learning, agents start from an initial (potentially pre-trained) model. The agents confront a continuous stream of data that contains a mixture of known and unknown objects. The agent should (1) classify inputs into a known class or declare as unknown, (2) manage unknown instances to decide when there is enough data to learn, discover and distinguish between different classes of unknowns, (4) verify the quality of each cluster of unknowns, (5) manage and select the clusters of unknowns for generating pseudo-labels for adaption, and (6) learn newly qualified cluster of unknowns without forgetting previously learned classes. The major differences from prior work are the explicit step to manage which unknowns have sufficient information to support more processing/learning, and the explicit pseudo-labeling needed for the incremental learning without labels. This model also supports the potential to update feature representation in the adapt stage, although that aspect is not pursued in this paper.

While some recent surveys [4], [5] have looked at open-set and open-world learning, those works did not really differentiate these problems from the many related problems/algorithms which can be viewed as building blocks for open-world learning. This paper analyzes over 100 related papers and puts them into context in terms of the key elements needed for open-world learning. By looking at the properties needed vs provided by other researchers, our analysis also identifies gaps where there are opportunities for new research efforts.

The contributions of this paper include:

- Describing the difference between open-world learning and related fields, e.g., open-set recognition, generalized novelty discovery, incremental learning, generalized zero-shot learning, etc. See Table [1]
Fig. 1. Function block diagram of open-world learning. At time step $k$, agent $A_k$ can be modeled with a memory $M_k$, a perception subsystem or feature extractor $E_k$, and a decision making or inference subsystem $I_k$. The agent acts on open-world stream $S^O$, see Eq. 3. At time step $k$, feature extractor $E_k$ converts data $x_k \in S^O$ to feature $f_k$. Then inference subsystem $I_k$ predicts probabilities of data belonging to unknowns, knowns, and discovered classes. $P_k = [p_{k,u} \ p_{k,k_1} \ p_{k,k_2} \ \ldots \ \ p_{k,n_{-1}} \ p_{k,k_n} \ p_{k,p_1} \ p_{k,p_2} \ \ldots \ \ p_{k,m_{n-1}} \ p_{k,m_n}]^T$, where $n$ is the number of known classes in the training set and $m_k$ is the number of discovered classes. If probability of unknown $p_{ku}$ is less than a threshold $\tau$, then the buffer $B_k$ is equal to the concatenation of the feature $f_k$ and the memory $M_k$. Next, each instance of the buffer $B_k$ gets a label at function $C_k$, either supervised (human or other agents) or unsupervised via novelty discovery. Finally, the agent $A_k$ will be updated to $A_{k+1}$ based on the buffer $B_k$ and the supervised/unsupervised labels $C_k$. The agent $A_{k+1}$ will be used in the next time step $k + 1$.

- Formalizing open-world learning without labels, also known as unsupervised open-world learning;
- Presenting a general framework for building systems for OWL with labels;
- Surveying state-of-the-art building blocks and proposing seven simple baseline agents that discover, characterize, and learn new classes without labels from an open-world stream of data by modifying Nearest Mean Classifier (NCM) [6], Nearest Non Outlier (NNO) [1], Gaussian Mixture Model (GMM) [7], Centroid-Based Concept Learning (CBCL) [8], Scaling Incremental Learning (SCAIL) [9], and Extreme Value Machine (EVM) [2];
- Extending our framework with adaptive management of unlabeled unknowns yielding a family of True Open-world Learners;
- Designing a new framework to evaluate performance in both supervised and unsupervised open-world scenarios;
- Investigating metrics to measure the quality of open-world learning;
- Showing that on ImageNet scale experiments, that a simple combination of standard components is statistically significantly weaker than the true open-world learners which include management of unknown items using our quality measure.

2 Open-World Learning Formalization

While there has been growing work in open-set and open-world, few papers have formalized their problems and most have been inconsistent with the definitions of open-set in [10] or the open-world in [1], hence we believe there is value in offering new broader formal definitions and expanding them to a wide range of subclasses of work related to open-world learning. In the next section, we formalize multiple variants of open-world learning. In particular the definitions in [1], [2], [10] all required algorithms to have provably bounded open-space risk. In our refined definitions, we take that for granted as we prove, in the supplemental material, that for modern deep features from networks with L2 normalization, bounded inputs must produce bounded features, and hence any algorithms can generally claim bounded open-space risk. Furthermore and more practically, it has been suggested, see [11], that deep networks feature overlap is at least as big an issue, if not more of a problem, than long-distance features. In all other respects, our definitions are consistent, but we refine these earlier definitions and expand to new problems to address multiple variations of agents that engage in open-world learning.

We start the formalization by defining the different types of data: training set, known set, unknown set, generated set, auxiliary set, ignored set, buffer set, and discovered set. Also, we define seen and unseen partitions of the aforementioned sets. Then we present a formalization of supervised, unsupervised, out-of-label, and out-of-distribution learning which are all well-known related but distinct problems. Then we define the open-world stream of data and the various types of open-world learning. Examples of research in each category are provided in the next section and in rows in our table of related work, Table 1.

One of the complexities of open-world learning is that over time data that was initially unknown can be labeled and become known, so we must carefully define the data sets as a function of time. Let us define the $m$’th class of a known set at time step $k \in \mathbb{N}$ as $k_{m,n}$, $n$’th class unknown at time $k$ as $uk_{k,m,n}$, $h$’th class generated with $g_{k,h}$, $a$’th class auxiliary with $x_{k,a}$, $r$’th class of a training set with $tk_{r}$, $s$’th class detected as novel and kept in buffer with $b_{k,s}$, $t$’th class detected as novel but ignored set with $ik_{t,r}$, and $i$’th class discovered set do not have unseen elements. Some known data points can be incorrectly predicted as unknown. The known, unknown, generated, and auxiliary sets can be partitioned into seen and unseen sets, i.e., $k_{m,n} = k_{m,n}^{seen} \cup k_{m,n}^{unseen}$, $uk_{k,m,n} = u_{k,m,n}^{seen} \cup u_{k,m,n}^{unseen}$, $g_{k,h} = g_{k,h}^{seen} \cup g_{k,h}^{unseen}$, and $x_{k,a} = x_{k,a}^{seen} \cup x_{k,a}^{unseen}$. The ignored set, buffer set, and discovered set do not have unseen elements.

By getting union at time step $k$, we can define training set $T_k = \bigcup_{i=1}^{k} t_{k,m,n}$, known set $K_k = \bigcup_{i=1}^{m_k} k_{k,m,n}$, unknown set $U_k = \bigcup_{i=1}^{m_k} u_{k,m,n}$, generated set $G_k = \bigcup_{i=1}^{m_k} g_{k,h}$, auxiliary set $X_k = \bigcup_{i=1}^{m_k} x_{k,a}$, ignored set $I_k = \bigcup_{i=1}^{m_k} i_{k,r}$, buffer set $B_k = \bigcup_{i=1}^{m_k} b_{k,s}$, and discovered set $D_k = \bigcup_{i=1}^{m_k} d_{k,t}$. Similarly, the four sets can be partitioned into seen and unseen sets, i.e., $K_k =$
Let us show human labeling function with $\ell(.)$, generated labeling function with $\tilde{\ell}(.)$, and pseudo labeling function with $\tilde{\ell}(.)$. A data point in the training set $x \in T_k$ can have human label $y = \ell(x)$, generated label $\tilde{y} = \tilde{\ell}(x)$, or pseudo label $\tilde{y} = \tilde{\ell}(x)$. We define $L_k = \{\ell(x) | x \in T_k\}$, $\hat{L}_k = \{\tilde{\ell}(x) | x \in T_k\}$, and $\tilde{L}_k = \{\tilde{\ell}(x) | x \in T_k\}$. If $L_k$ is given, we call it supervised learning or learning with label. If both $L_k$ and $\hat{L}$ is given, we call it generative supervised learning. If for $k \geq 1$, $L_k$ is hidden and only agent has access to $\hat{L}_k$, we call it unsupervised learning, self-supervised learning, or learning with no label. The case that $L_k$ is hidden for all $L_k$ is fully unsupervised learning, which is out of scope of this paper. Time step $k = 0$ is called pre-training, warm up, base session, or pre-streaming. If $\forall k \in N \forall x \in T_k \exists n \in N$ s.t. $x \in U_{k-n}$, we call it learning using out-of-label. In this paper, we focus on the more commonly considered out-of-distribution, i.e., out-of-label is beyond scope of this paper.

**Definition 1. Open-world stream**

Stream is a time series that each member is a single or batch of data point(s) drawn from the query set $Q_k$ at time step $k \geq 1$, i.e.,

$$S = \{S_k \subset Q_k \mid \forall k \in N\}$$

(1)

The base session or pre-training, i.e., $k = 0$, does not belong to the stream. If $j_k = 1$ for all $k$, then it is a data point stream, otherwise, it is batch stream. Generally, there is not any condition that $j_k = j_{k+1}$ or $j_k \neq j_{k+1}$. The closed-set stream is a time series of both seen and unseen drawn from pre-training known session classes $K_0$:

$$S_k^C = \{x_{k,j} \in Q_k \mid \exists j, j \in N, j_k \in N\}$$

(2)

The out-of-label stream is a time series of both seen and unseen that draw from pre-training word session classes $W_0$:

$$S_k^O = \{x_{k,j} \in Q_k \mid Q_k \subseteq W_0\}$$

(4)

The open-world stream is a time series of both seen and unseen (usually unseen) that

$$S_k^O = \{x_{k,j} \in Q_k \mid Q_k \subseteq W_0\}$$

(5)

The incremental label stream is a time series of label of past time steps

$$L_k^I = \{y_{k-1,j} \mid y_{k-1,j} = \ell(x_{k-1,j})\}$$

(6)

If $\forall (k, \tau) \setminus L_k^I \cap L_k^I_{\tau} = \emptyset$, then the stream is called curriculum incremental label stream. The active label stream is a time series of label of past time steps requested by agent

$$L_k^A = \{y_{k-1,j} \mid \forall j \in H_{k-1}\}$$

(7)

where $H$ is set of requested label. Indeed, $H$ can be or not be curriculum and budgeted. If $\forall (k, \tau) \setminus L_k^A \cap L_k^A_{\tau} = \emptyset$, then the stream is called curriculum active label stream. The generated label stream is a time series of label of the current step

$$L_k^G = \{y_{k,j} \mid y_{k,j} = \tilde{\ell}(x_{k,j}) \forall x_{k,j} \in G_k\}$$

(8)

**Definition 2. Novelty detector**

Novelty detector is a binary classifier inside the agent $A_k$ at the time step $k$ that decides if each input $x_{k,j} \in S_k$ is known $x_{k,j} \in K_0$ or unknown $x_{k,j} \in U_k$.

**Definition 3. Novelty discovery**

Novelty discovery is a subsystem of the agent $A_k$ at the time step $k$ that receives data points that predict novel by the novelty detector and group the similar points together. The novelty discovery may or may not access to attribute, rules, or external knowledge.

**Definition 4. Novelty manager**

Novelty manager is a subsystem of the agent $A_k$ at the time step $k$ that receives data points that are predicted by a novel novelty detector and decides to move it to ignore set $I_k$ or buffer set $B_k$. Then it decides to send the buffer set to a novelty discovery subsystem and with what hyper parameters values. Next, it receives the output of novelty discovery subsystem and applies quality analysis. Finally, based on the computed quality, it will decide each cluster to move to discovered set $D_k$, return it back to buffer $B_k$, or put it in ignore set $I_k$.

**Definition 5. Open-set recognizer**

The agent $A_k$ is an open-set recognizer if it acts on open-world streams and maps each input $x_{k,j} \in W_k$ to a vector of probabilities of $x_{k,j}$ belonging to one of the $m_0$ known classes, $k_1 \ldots k_{m_0}$ or the reject class $I$ in the stream. Because the agent does not learn new classes, $K_k = K_0 \forall k \in N$.

**Definition 6. Open-set representation incremental learner**

The agent $A_k : W_k \rightarrow R^{1+m_0}$ is an open-set representation learner if it acts on open-world streams and incremental label stream $L_k^I$ and maps each input $x_{k,j} \in W_k$ to a vector of probabilities of $x_{k,j}$ belonging to one of the $m_0$ known classes $k_1 \ldots k_{m_0}$ or the reject class $I$ in the stream. If the incremental label stream contains classes that are not in the pre-training set $K_0$, it assumes the label is equal to reject class $I$. Because the agent does not learn new classes, $K_k = K_0 \forall k \in N$. If an agent does not use incremental label stream, it is an unsupervised open-set representation learner.

**Definition 7. Open-set class incremental learner**

The agent $A_k : W_k \rightarrow R^{1+m_0}$ is an open-set class incremental learner if it acts on open-world streams and incremental label stream and maps each input $x_{k,j} \in W_k$ to a vector of probabilities of $x_{k,j}$ belonging to one of the reject class $I$, $m_0$ known classes $k_1 \ldots k_{m_0}$ in the stream. Then it learns new classes and may update existing classes based on incremental label stream $L_k^I$ without learning new representation. Let us decouple the agent $A_k$ into to representation extractor $R_k : W_k \rightarrow R^f$ and class predictor $C_k : R^f \rightarrow R^{1+m_0}$ where $f \in N$ is constant. The agent keeps $R_k$ frozen and updates $C_k$, i.e., $R_k(x) = R_0(x)$.

**Definition 8. Open-set class and representation incremental learner**

The open-set class and representation incremental learner is similar to the open-set class incremental learner, but the difference is that the agent updates both $R_k$ and $C_k$ simultaneously.
Definition 9. Unsupervised representation incremental learner
The agent \( A_k : W_k \mapsto \mathbb{R}^{m_0} \) is an unsupervised representation learner if it acts on open-world streams without label stream and maps each input \( x_{k,j} \in W_k \) to a vector of probabilities of \( x_{k,j} \) belonging to one of the \( m_0 \) pre-training classes \( k_1 \ldots K_{m_0} \). Because the agent does not learn new classes, \( K_k = K_0 \) \( \forall k \in \mathbb{N} \).

Definition 10. Unsupervised class incremental learner
The agent \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is an unsupervised class learner if it acts on open-world streams without label stream and maps each input \( x_{k,j} \in W_k \) to a vector of probabilities of \( x_{k,j} \) belonging to one of the \( m_{k} \) known classes \( k_1 \ldots k_{m_k} \) or a new class \( k \) in the stream. Then it learns the new class and may update existing classes without learning new representation. The agent keeps \( R_k \) frozen and updates \( C_k \), i.e., \( R_k(x) = R_0(x) \).

Definition 11. Unsupervised class and representation incremental learner
The unsupervised class and incremental learner is similar to the unsupervised class learner but the difference is that the agent updates both \( R_k \) and \( C_k \) simultaneously.

Definition 12. Open-world representation incremental learner
The open-world representation incremental learner \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is similar to the open-set representation learner, but it uses active label stream \( L^I_k \) instead of incremental label stream \( L^I_k \). The active label stream may or may not be budgeted.

Definition 13. Open-world class learner
The open-world class learner \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is similar to the open-set class incremental learner, but it uses active label stream \( L^A_k \) instead of incremental label stream \( L^I_k \). Using the active label stream causes the number of predicted classes \( (m_k) \) to not track the number of expected classes.

Definition 14. Open-world class and representation learner
The open-world class and incremental learner is similar to the open-world class learner but the difference is that the agent updates both \( R_k \) and \( C_k \) simultaneously.

Definition 15. Unsupervised open-world representation learner
The agent \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is an unsupervised open-world representation learner if it acts on open-world streams without label stream and maps each input \( x_{k,j} \in W_k \) to a vector of probabilities of \( x_{k,j} \) belonging to one of the \( m_{k} \) known classes \( k_1 \ldots k_{m_k} \) or the reject class \( I \) in the stream. Because the agent does not learn new classes, \( K_k = K_0 \) \( \forall n \in \mathbb{N} \). The main difference with unsupervised open-set representation incremental learner is that it has data manager.

Definition 16. Unsupervised open-world class learner
The agent \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is an unsupervised open-world class learner if it acts on open-world streams and without label stream and maps each input \( x_{k,j} \in W_k \) to a vector of probabilities of \( x_{k,j} \) belonging to one of the \( m_{k} \) known classes \( k_1 \ldots k_{m_k} \) in the stream. Then it learns new classes and may update existing classes based on novelty discovery without learning new representation. The agent keeps \( R_k \) frozen and updates \( C_k \), i.e., \( R_k(x) = R_0(x) \). The main difference with unsupervised open-set representation learner is that it has data manager.

Definition 17. Unsupervised open-world class and representation learner
The unsupervised open-world class and representation learner \( A_k : W_k \mapsto \mathbb{R}^{1+m_k} \) is similar to the unsupervised open-world class learner, but it updates both \( R_k \) and \( C_k \). The main difference with unsupervised open-set class and representation learner is that it has data manager.

Definition 18. Zero-shot learner
Any above defined agent is a zero-shot learner if, in addition to representation extractor \( R_k \), it uses both attributes and rules for classifying existing class, detecting novel inputs, discovering new classes, or learning new classes. Attributes are properties of classes, for example, color, texture, number of legs. Rules are texts, tables, or dictionaries that describe classes. The human language dictionary is the best example of rules. Although direct rules are more convenient, rules can be indirect finding items via an encyclopedia, news, or entire web.

Definition 19. Single-shot learner
Any above defined agent is a single-shot learner if they learn new classes or updates representation with only a data point.

Definition 20. Few-shot learner
Any above defined agent is a few-shot learner if they learn new classes or updates representation with a few data points, for example up to ten points but usually five points.

3 Survey of Related Work

In this section, we document some of the work in closely related research problems of out-of-distribution detection, open-set recognition, generalized zero-shot learning, supervised incremental learning, generalized novelty discovery, supervised open-world learning, and unsupervised incremental learning, providing examples of the formalization from the previous. We further discriminate open-world learning without labels with each of these related problems and provide a comparison for these related works in Table 1 with the goal of providing broad coverage of recent literature. To the best of our knowledge, there is not any prior work on open-world learning without labels; we discuss the most relevant of the works from the table and how they are related to and different from our work.

3.1 Novelty Detection and Open-Set Recognition

Out-of-distribution detection [17], anomaly detection [25], and novelty detection [36] are binary classifiers and cannot distinguish between known classes of the training data set. On the other hand, approaches developed for open-set recognition [42] are algorithms that classify knowns and put all unknowns in “a reject class.” Currently, Helmholtz free energy [17] is the state-of-the-art among binary classifiers and [43] is the state-of-the-art in open-set recognition. Long-tail open-set recognition has also been studied recently in [3]. Although the paper [3] used the term open-world in the title, it never shows how to learn new classes. Out-of-distribution detection, anomaly detection, novelty detection, and open-set recognition algorithms do not distinguish between unknown classes. They can be viewed as a component of an open-world agent, but by themselves cannot accomplish open-world learning, definition [14].
Both require attributes as their input and use rules to define shot learning that classifies both knowns and unknowns. Generalized zero-shot learning \[73\] is an extension of zero-learning, we can create generalized zero-shot learning. Thus, extractor. By adding an open-set recognition to zero-shot learning is similar to comparing apples and oranges. We did not add any generalized zero-shot learning to the result section because open-world learning does not have access to attributes.

In a recent paper \[65\], efforts have been made to relate generalized zero-shot learning to open-world learning. Still, they have explicitly tried to redefine open-world learning, stating that their new definition is not consistent with classes, including some unseen classes. Agents in open-world learning usually do not have attribute extractors. So, comparing open-world learning with generalized zero-shot learning is similar to comparing apples and oranges. We did not add any generalized zero-shot learning to the result section because open-world learning does not have access to attributes.

### 3.2 Generalized Zero-Shot Learning

Zero-shot learning \[58\] is a set of algorithms that recognizes new concepts by just describing their unique set of attributes, i.e., each class is described by combinations of attributes and rules. In practice, the majority of agents that work in the open-world do not have any attribute extractor. By adding an open-set recognition to zero-shot learning, we can create generalized zero-shot learning. Thus, generalized zero-shot learning \[73\] is an extension of zero-shot learning that classifies both knowns and unknowns. Both require attributes as their input and use rules to define

| Research Area & Related papers | Attributes & rules unnecessary | Classifying knowns | Detecting unknowns | Managing unknowns | Clustering unknowns | Multi-round classes learning | Multi-round rep. learning | Multi-round learning without label | Demonstrated scalability |
|---------------------------------|--------------------------------|---------------------|--------------------|-------------------|--------------------|-----------------------------|---------------------------|-----------------------------|---------------------|
| OOD detection \[12\], \[13\], \[14\], \[15\], \[16\], \[17\], \[18\], \[19\], \[20\], \[21\], anomaly detection \[22\], \[23\], \[24\], \[25\], \[26\], \[27\], \[28\], \[29\], \[30\], \[31\], and novelty detection \[32\], \[33\], \[34\], \[35\], \[36\], \[37\], \[38\], \[39\], \[40\], Open-set recognition \[41\], \[42\], \[43\], \[44\], \[45\], \[46\], \[47\], \[48\], \[49\], \[50\], \[51\], \[52\], | ✓ | - | - | - | - | - | ✓ | ✓ | ✓ |
| Novelty discovery \[46\], \[47\], \[48\], \[49\], \[50\], \[51\], \[52\], Generalized Novelty discovery \[53\], \[54\], \[55\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Zero-shot learning \[56\], \[57\], \[58\], \[59\], \[60\], \[61\], \[62\], \[63\], \[64\], \[65\], \[66\], \[67\], \[68\], \[69\], \[70\], \[71\], \[72\], \[73\], \[74\], \[75\], \[76\], \[77\], \[78\], \[79\], \[80\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class IL \[73\], \[74\], \[75\], \[76\], \[77\], \[78\], \[79\], \[80\], \[81\], \[82\], \[83\], \[84\], \[85\], \[86\], \[87\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Zero-shot Incremental Learning (IL) \[88\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Representation IL \[89\], \[90\], \[91\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class and representation IL \[92\], \[93\], \[94\], \[95\], \[96\], \[97\], \[98\], \[99\], \[100\], \[101\], \[102\], \[103\], \[104\], \[105\], \[106\], \[107\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class OWL \[107\], \[108\], \[109\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Zero-shot OWL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Representation OWL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class and representation OWL \[110\], \[111\], Open-set class IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Open-set zero-shot IL and Generalized zero-shot IL \[112\], \[113\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Open-set representation IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class and representation IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised class IL \[114\], \[115\], \[116\], \[117\], \[118\], Unsupervised representation IL \[119\], \[120\], \[121\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised class and representation IL \[122\], \[123\], | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised open-set class IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised open-set zero-shot class IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised open-set representation IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Unsupervised open-set class and representation IL | ✓ | ✓ | ✓ | - | - | - | ✓ | ✓ | ✓ |
| Class OWL without labels (this paper) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Zero-shot OWL without labels (future works) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Representation OWL without labels (future works) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Class and representation OWL without labels (future works) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
and also inconsistent with our definition. Their model requires that all classes be defined as a combination of primitives with all primitives provided during training. Then they define the open-world as a problem where all the combinations of states and objects can form a valid compositional class. Presuming all primitives are available in the training stage is unrealistic, so the definitions are inconsistent. Thus we do not compare with any generalized ZSL approach.

### 3.3 Supervised Incremental Learning

Supervised incremental learning has been studied for many years. Some researchers proposed to decouple feature extraction from inference subsystem while others proposed to adapt both subsystems jointly. Also, some researchers only add classes incrementally when feature extraction remains constant. Some models, such as artificial neural networks, forget what they have learned while learning new classes. This phenomenon is known as catastrophic forgetting. Fortunately, there are many models that never experience forgetting such as K Nearest Neighbor, naive Bayes, random forest, neural decision forests, and support vector machine. Because agents in incremental learning receive labels, they do not detect which samples belong to unknown classes. Although incremental learning is a component of open-world, open-world learning cannot be compared directly with incremental learning, see definition.

### 3.4 Generalized Novelty Discovery

Novelty discovery is the problem of exploring novel classes in an image collection given labeled examples of known classes. Novelty discovery is significantly harder than semi-supervised learning because there are no labeled examples for the new classes. Unsupervised clustering can be viewed as a special case of novelty discovery where agents ignore prior knowledge, i.e., known classes labeled in the training data set. Novelty discovery agents assume that data are from unknown classes and do not belong to known classes. However, open-world learning agents receive both known and unknown inputs and cannot assume a particular input is known or unknown. Thus, novelty discovery is not equal to open-world learning. By using open-set recognition before novelty discovery, we can create generalized novelty discovery. Generalized novelty discovery agents can classify knowns and cluster unknowns. Currently, the state-of-the-art generalized novelty discovery. The main difference between generalized novelty discovery and open-world learning is that open-world learning requires a multi-round incremental algorithm learning new classes incrementally from a stream, see definition. In contrast, generalized novelty discovery is not multi-round incremental. It uses only one batch. Therefore, generalized novelty discovery is not equal to open-world learning. One way to create open-world learning is running generalized novelty discovery on each batch of data then doing incremental learning. This idea is impractical in large-scale applications because each batch takes a long time. Thus, we did not include it in the comparison.

### 3.5 Supervised Open-World Learning

Obviously, the most related work is supervised open-world learning, which was first formalized by with subsequent work in. In these prior works, supervised labels were provided to support the incremental learning in the open-world, and labels were provided for ALL unknowns, not just those detected, providing unrealistically good performance. The Extreme Value Machine (EVM) is the state-of-the-art for ImageNet scale classification problems. In this paper, we extend the EVM to work without labels and amend the broken evaluation protocols. More detail in section.

Helmholtz free energy for detecting unknowns was proposed in. Then they used contrastive clustering in latent space to distinguish between unknown classes. To mitigate catastrophic forgetting, they stored a balanced set of exemplars and fine-tuned their model. Although their results seem to be promising, contrastive clustering is not scalable.

Multi-stage deep classifier cascades consisted of a root and several leaf classifiers trained in an end-to-end fashion. This method can increment the leaf nodes to both recognize a newly added class and detect future unknown classes. It can learn and include new features without disturbing the existing features. Their experiments were limited to RF signals. As we know, cascaded classifiers are not practical in large-scale applications.

Thresholding to a K-Nearest Neighbor classifier was proposed by as part of their open-world learning agent. They only experiment in a small-scale textual domain. The results in show that EVM has better performance than the nearest neighbor in the image classification domain.

### 3.6 Unsupervised Incremental Learning

Unsupervised incremental learning has been used in many applications such as the prediction of musical audio signals, hand shape and pose estimation, Financial Fraud Detection, road traffic congestion detection, etc. Unsupervised incremental learning algorithms can detect and learn unknown classes, but they cannot manage them, i.e., they learn them immediately even if they are a singleton or noise. Thus, according to definition, they are not an open-world learner. In the following, we briefly describe the closest works. In, authors designed a person re-identification algorithm based on pedestrian spatial-temporal patterns in the target domain that consisted of a feature extractor (CNN) and a matching model (Bayesian). Temporal patterns are not accessible in many image classifier agents. In, researchers proposed spike-timing-dependent plasticity for spiking neural networks to learn digits 0 to 9 incrementally. Both approaches had very limited experiments and may not work in more complex data such as ImageNet or Places 365 standard.

In excellent research, VGGFace has used feature extraction in videos. Followed by a modified version of the nearest neighbor to learn new faces (classes) incrementally. Also, they designed a feature forgetting strategy to control memory size in the long run. The results in show that EVM has better performance than the nearest neighbor. Thus, in this paper, we do not use the nearest neighbor classifier. In, they compared Support Vector Machines
(SVM) with Extreme Learning Machines (ELM) in the task of incremental learning for face verification in video surveillance. They found that ELM is slightly better than SVM.

Continual Recognition Inspired by Babies (CRIIB) [122] is an unsupervised incremental object learning environment that can produce data that models visual imagery produced by object exploration in early infancy. They reported that single exposure yields catastrophic forgetting. The algorithm’s accuracy stays constant or decreases with a greater number of objects, so it is not scalable. Their algorithm exploits 3D models, so it could not be used as a basis for comparison in this paper.

Unsupervised incremental learning looks very similar to open-world learning. However, it is different because it does not manage unknowns. In open-world learning, an agent tracks unknowns until it has enough samples to form a meaningful cluster. Then it only learns the good cluster and keeps the rest of the unknowns for the future. However, an unsupervised incremental learning agent creates and learns a singleton class as soon as it sees a novel object. Up until now, there is not any published work that has demonstrated large-scale unsupervised incremental learning. Thus, we exclude them in the comparison.

3.7 Other “Open-World” Papers
Some papers used the term “open-world” in their titles, but they never showed how to learn new classes, so are inconsistent with the original definitions of [1] as well as the definitions of this paper. For example according to our formalization, [3] is addressing open-set recognition; [134] is addressing novelty detection; [18] is addressing out-of-distribution detection. In [65] the term open-world has been used but explicitly tried to redefine it to mean their form of generalized zero-shot learning, but they never showed how to learn new classes. Even our own lab’s work [135] investigated the reliability of classifiers in an open-world setting, but in that paper, it did not show incremental learning steps as more open-set than open-world.

While we can appreciate the colloquial usage in each of these papers and have fallen into the title trap ourselves, we believe it is in the interest of the field to have consistent and precise definitions. We encourage authors to take the formalizations in this paper as a start and expand them for their variations. For example, one could formalize long-tailed as a modifier world, which could then be applied as a modifier to most of the problems formalized in section 2.

4 A GENERAL METHOD FOR OPEN-WORLD LEARNING
This section develops a general framework for building open-world learning algorithms with six main elements: deep feature extraction, known classifications, novelty detection, novelty discovery, novelty management, and modified incremental learning. Most of the existing incremental learning work cannot be directly applied but based on the survey above. We select components and explain how to modify them. The ideal systems include novelty management and are summarized in Algorithms 1 and 2. We will also consider the versions without management, which immediately use the detected novel items.

| Algorithm 1: True Open-world Learner - LC |
|---|
| **Input:** Single image, Residual set, and incremental learning model (ILM) |
| **Config:** \( \psi = \text{minimum # images to start learning} \), \( \gamma = \text{minimum # cluster to start learning} \), \( \rho = \text{minimum cluster size to create a new class} \), quality assurance SVM, \( \tau \) confidence threshold, out-of-distribution detector OOD, and Linear classifier (LC), |
| **Initialize:** \( \Omega \) incremental features as Null |
| **Output:** predicted class, new ILM, incremental features |

\[
\begin{align*}
\text{x} &\leftarrow \text{normalize image} \\
\text{f} &\leftarrow \text{CNN(x)} \quad \text{// Deep feature} \\
\ell &\leftarrow \text{LC(f)} \quad \text{// Logit} \\
q &\leftarrow \text{SoftMax(}f\text{)} \quad \text{// class probabilities} \\
s &\leftarrow 1 - \text{OOD(x, f,} \ell , q\text{)} \quad \text{// Confidence} \\
\text{if } s > \tau \text{ then} & \quad p \leftarrow (0, q, 0, \ldots, 0) \\
\text{else} & \quad u, d \leftarrow \text{ILM}(f) \\
& \quad \text{// u is unknown probability} \\
& \quad \text{// d is discovered probability} \\
& \quad p \leftarrow (d, 0, 0, \ldots, 0, d) \\
& \quad \text{// p is normalize probabilities} \\
& \quad \text{if } u > \max(d) \text{ then} \\
& \quad \text{ Insert } f \text{ in Residual} \\
\text{y} &\leftarrow \text{argmax(}p\text{)} \quad \text{// Predicted label} \\
\text{T} &\leftarrow \{\} \\
\text{if size(Residual)} &> \psi \text{ then} \\
& \quad L \leftarrow \text{Clustering(Residual)} \\
& \quad // L: cluster labels \\
\text{if } M > \gamma \text{ then} & \quad \text{ foreach cluster } K \text{ do} \\
& \quad \text{ if size(K)} > \rho \text{ then} \\
& \quad \text{ F } \leftarrow \{a \in \text{Residual} \mid K\} \\
& \quad \text{ c } \leftarrow \text{mean(} F \text{)} \\
& \quad \text{ v}_e \leftarrow \text{variance of } F \text{ from } c \\
& \quad \text{ v}_c \leftarrow \text{cosine variance of } F \text{ from } c \\
& \quad \text{ if } \text{ SVM}(v_e, v_c) > 0 \text{ then} \\
& \quad \text{ Insert } F \text{ to } T \\
\text{ Update } \text{IL} \text{ with } T \\
\text{ Delete covered clusters from Residual} \\
\Omega &\leftarrow \Omega \cup T \\
\text{return } y, \text{ILM}, \text{Residual, and } \Omega \\
\end{align*}
\]

4.1 Feature Extraction and Classifiers for Knowns
The first subsystem of open-world learning is feature representation. Here, we used deep convolutional neural networks (CNN). CNN can be easily replaced by other types of feature extractors such as transformers. A CNN was trained on a training data set using supervised cross-entropy loss. While another CNN was trained on an auxiliary data set using self-supervised learning. Then we extracted features from the latent layer, i.e., the last layer of each network before Logit. The proposed feature extractor is the concatenation of the frozen features of the two networks.

One of the proposed baselines uses a single classifier that classifies both \( K_0 \) knowns and \( K_k - K_0 \) new discovered
classes. We trained a single EVM for this baseline. The other six baselines have two independent classifiers: a $K_0$ knowns classifier and a $K_1 - K_0$ discovered classifier. For the $K_0$ known classifier, we trained a linear classifier with SoftMax activation function and cross-entropy loss in a known classifier and a $K$ from observed samples to unobserved samples providing estimates of the probability of events that are more extreme than any of the already observed ones. There are two principal parametric approaches to modeling the extremes of a probability distribution: (1) block maxima and (2) threshold exceedance. The Hill Estimator approach is also commonly used which is a non-parametric approach. The block maxima uses Generalized Extreme Value (GEV) distribution and threshold exceedance uses Generalized Pareto Distribution (GPD). According to Fisher-Tippet asymptotic theorem, for normalized maxima of blocks of random variables $M_n = \max(X_1, ..., X_n)$, there is a non-degenerate distribution, which is a GEV distribution, which for our case must follow a Weibull distribution

$$W(x; \mu, \sigma, \xi) = \begin{cases} e^{-(x - \mu)/\sigma} & , x < \mu - \frac{\sigma}{\xi} \\ 1 & , x \geq \mu - \frac{\sigma}{\xi} \end{cases} \tag{9}$$

The Extreme Value Machine (EVM) $[2], [139]$ is a distance-based kernel-free non-linear classifier that uses Weibull families distribution to compute the radial probability of inclusion of a point with respect to nearest members of other classes. For a given point $x_i$, it fits the Weibull on the distribution margin distance, half the distance to the nearest negative samples

$$m_{i,j} = 0.5 + \|\hat{x}_i - x_j\| \tag{10}$$

for the $\tau$ closest points $x_j$ from other classes. EVM provides a compact probabilistic representation of each class’s decision boundary, characterized in terms of its extreme vectors. Each extreme vector has a family of Weibull distribution. The probability of a point belonging to each class is defined as the maximum probability of the point belonging to each extreme vector of the class. EVM uses greedy approximation for Karp’s set cover problem for model size reduction by deleting redundant extreme vectors. In short, EVM for each input (point) computes the probability of inclusion to each class, i.e., the output is a vector of probabilities. The predicted class is computed by

$$\hat{P}(C_i | x) = \max_j W_{i,j}(x; \mu_{i,j}, \sigma_{i,j}, \xi_{i,j}) \tag{11}$$

where $W_{i,j}(x)$ is Weibull probability of $x$ corresponding to $j$ extreme vector in class $i$.

4.3 Novelty Discovery

All prior published researchers pursued supervised open-world learning, getting labels for all novel images, and updating the model. The fundamental flaw is that the updated model does not depend on the past performance of the agent on detecting novel classes. However, to develop our True Open-World Learner (TOWL), we proposed to collect nominated novel images and group them to create new classes. While one might consider classic clustering, such as K-Means, we do not have any prior expectations on the number of new classes. Automatically discovering related groups of data in unsupervised data without parameters is an important and still unsolved problem. There are only a few published novelty discovery methods that are appropriate. In this paper, we use the Finch algorithm $[130]$ for novelty discovery, which, while it is formally parameter-free, still requires the user to select among different returned
These two numbers, i.e., 20 because it is the maximum of 5 for solving these two issues, TOWL uses the maximum of the manager can use a threshold, for example, 20. Thus, clusters with the same class, i.e., over-clustering. Similarly, there might be several clusters where each of them consists of several categories, i.e., under-clustering. This issue is more prevalent in novelty discovery that uses nearest neighbors. For example, if the input is a mixture of images of birds, flowers, fish, and airplanes, there is a high probability that birds and flowers create a cluster because there are some images that have both flowers and birds. We observe that there is a correlation between the entropy of clusters and Euclidean and cosine variance of cluster points (Fig. 2). Therefore, to reject clusters with multiple categories, we proposed that computing Euclidean and cosine variance of cluster points and using them as input of a Support Vector Machine (SVM) with a linear kernel to reject the clusters with a large value of entropy, which in our experiments is the minimum entropy cluster in validation run.

In the proposed novelty management, any images that do not form a cluster or belong to a rejected cluster remains in memory for the future until it passes to the incremental step, i.e., will be covered by a class of EVM.

4.4 Novelty Management

Novelty management can be divided into three phases: pre-discovery novelty management, intra-discovery management, and post-discovery novelty management. The pre-discovery novelty manager is a simple subsystem that is responsible to make sure the input of the novelty discovery process is sufficient. We proposed to collect nominated novel images into a residual set. When the set size becomes greater than a threshold, we pass the entire set to novelty discovery.

The intra-discovery manager is responsible to select proper hyper-parameters for the novelty discovery algorithm. Although Finch is parameter-free, it still does not provide a fully automatic operation since it produces multiple potential partitions among which we must choose. The order of partition is reversely sorted by the number of clusters, i.e., the first partition has the largest number of clusters and the last partition has the smallest number of clusters. The proposed manager selects the first partition if Finch outputs a/two partition(s); otherwise, it selects the second partition of the Finch.

The most challenging part of open-world learning is post-discovery novelty management. There might be several clusters that the number of data points in that cluster is smaller than the minimum requirement for the incremental learner, such as singletons and pairs for many algorithms. For this issue, the manager can use a threshold, for example, five for GMM. Moreover, there might be several clusters with the same class, i.e., over-clustering. Similarly, the manager can use a threshold, for example, 20. Thus, for solving these two issues, TOWL uses the maximum of these 2 numbers, i.e., 20 because it is the maximum of 5 and 20. Besides, there might be several clusters where each of them consists of several categories, i.e., under-clustering. This issue is more prevalent in novelty discovery that uses nearest neighbors. For example, if the input is a mixture of images of birds, flowers, fish, and airplanes, there is a high probability that birds and flowers create a cluster because there are some images that have both flowers and birds. We observe that there is a correlation between the entropy of clusters and Euclidean and cosine variance of cluster points (Fig. 2). Therefore, to reject clusters with multiple categories, we proposed that computing Euclidean and cosine variance of cluster points and using them as input of a Support Vector Machine (SVM) with a linear kernel to reject the clusters with a large value of entropy, which in our experiments is the minimum entropy cluster in validation run.

In the proposed novelty management, any images that do not form a cluster or belong to a rejected cluster remains in memory for the future until it passes to the incremental step, i.e., will be covered by a class of EVM.

4.5 Incremental Learning

At each step, the novelty manager may pass one or a few clusters to be learned incrementally. In the following subsection, we describe how we modify well-known incremental learning algorithms to work in open-world settings. Similar to incremental learning, open-world learning also suffer from catastrophic forgetting. Catastrophic forgetting means the classifier forgets previous classes during learning new classes over time. Freezing the feature extractor alleviates catastrophic forgetting but cannot solve it completely. Thus, we study algorithms that are using frozen feature extractors.

The study of open-world representation learning is beyond the scope of this paper.

4.6 Modification of Past Works

4.6.1 ONCM: Open-world NCM

The nearest classifier means [6] is an incremental learning algorithm that stores the mean of features of each class. A new class can be easily added by adding the mean of its features to the memory. In the inference, the Euclidean distances of the feature of the test sample from each mean in the memory are computed. The predicted class is the class that has the minimum Euclidean distance. Although it is a very powerful algorithm in incremental learning problems, it cannot be used directly in open-world learning problems because the volume of known space is infinite, and the predicted class is one of the existing classes, regardless of the magnitude of the distance. Therefore, the modification of NCM is necessary for the open-world problem.

The first modification of NCM is to output unknowns if the number of means in memory is less than three. This, modification is necessary to avoid the singularity. The second modification is the computation of probability in the inference time

$$q_i(x) = \frac{e^{-||x-\mu_i||^2}}{\sum_j e^{-||x-\mu_j||^2}}$$  \hspace{1cm} (12)

We compute the SoftMax of negative distance. Then we define confidence as the maximum value of SoftMa, so
uncertainty is one minus the maximum SoftMax value. The augmented possibility is the concatenation of uncertainty and SoftMax. The output of our ONCM is normalized augmented possibility

$$p(x) = \frac{1 - \max(q) \cdot q^T} {1 - \max(q) + \sum_j q_j^T}$$

where $\max(.)$ is an operator that act on a vector and output the maximum magnitude of a element among all elements of the vector.

4.6.2 ONNO: Open-world NNO

Nearest Non Outlier (NNO) \[1\] is a combination of the metric learning algorithm and out-of-distribution detection. NNO uses Nearest Class Mean Metric Learning (NCMML) \[140\], which is a metric learning for a classification task when inputs come from a frozen high dimensional feature extractor. NCMML uses a learnable matrix, called metric, $W_k \in \mathbb{R}^{r \times r}$ where $r$ is a significantly smaller than feature dimension $r << f$. The probability can be computed by

$$q_i^{NCMML}(x) = \frac{e^{-\frac{1}{2} (x - \mu_i)^T W_k^T W_k (x - \mu_i)} \sum_j e^{-\frac{1}{2} (x - \mu_j)^T W_k^T W_k (x - \mu_j)}} {\sum_j e^{-\frac{1}{2} (x - \mu_j)^T W_k^T W_k (x - \mu_j)}}$$

where $\mu_i$ is mean of all feature points in the $i$'th class. At each time steps $k$, the metric $W_k$ is trained by minimizing the cross-entropy loss of prediction \[14\]. Then NNO computes

$$q_i(x) = q_i^{NCMML}(x) \cdot \text{Heaviside}(1 - \frac{1}{\tau} (x - \mu_i)^T W_k^T W_k (x - \mu_i))$$

where $\tau \in \mathbb{R}^+$ is constant, is called scale factor. The value of $\tau$ is optimized in validation run, which is equal to 2 when $r = 4$ in our experiments. Finally, it estimates the probability of classes with

$$p(x) = \begin{cases} 1, 0, 0, \ldots, 0 \end{cases}^T, \max(q) > 0 \\
\begin{cases} 0, q^T \end{cases}^T, \max(q) = 0$$

NCMML and NNO are powerful metric learning algorithms, but they have a singularity issue in open-world problems when the number of classes is less than three. Similar to the NCM, our modification to produce ONNO is to output unknowns. If the number of means in memory is less than three, the output will be an unknown (undiscovered) class.

4.6.3 OGMM: Open-world GMM

Gaussian mixture model \[7\] is an incremental learning algorithm that stores the mean and the covariance of each class. Similar to NCM, it is powerful in incremental learning problems but it has a singularity issue in open-world problems when the number of classes is less than three. In addition to NCM issues, GMM suffers from singularities of covariances. Thus, the modification of GMM is necessary for the open-world problem.

Similar to the NCM, the first modification is to output unknowns, and if the number of means in memory is less than three, the output will be an unknown (undiscovered) class. The second modification is computing the inverse of the covariance and prediction probability. If the determinant of a covariance $\Sigma$ is greater than a negligible number, $\epsilon = 0.0001$, we use the regular matrix inversion method to compute the inverse of the covariance. Otherwise, first, we compute the Moore–Penrose inverse of the covariance. Then we find the maximum value of the last steps. Finally, the inverse of covariance is equal to 1000 times the maximum value for zero diagonal and equal to the Moore–Penrose inverse for other elements

$$S^{-1} = \begin{cases} \Sigma^{-1}, \Sigma \geq \epsilon \\
\Sigma^{-1} + 1000 \max(\Sigma^T) D(\Sigma^T = 0), \Sigma < \epsilon \end{cases}$$

where $\max(.)$ is the maximum operator on all elements of a matrix, $\dagger$ is Moore–Penrose operator.

There is not any algebraic closed-form solution to compute the cumulative density probability of Gaussian with positive semi-definite covariance. Therefore, for OGMM we propose to use the following equation along with \[13\]

$$q_i(x) = \frac{e^{-\frac{(x - \mu_i)^T S^{-1}(x - \mu_i)}{2s^2}} \sum_j e^{-\frac{(x - \mu_j)^T S^{-1}(x - \mu_j)}{2s^2}}}{s}$$

where $s \in \mathbb{R}^+$ is scale factor. The value of $s$ depends on the feature extractor and is tuned on the validation set. In this paper, (EfficientNet-B3 , ImageNet), $s$ is equal to ten.

4.6.4 OCBCL: Open-world CBCL

Centroid-based concept learning \[8\] is the state-of-the-art of distance-based incremental learning. For each class, it starts from a single point (feature), where the average is equal to the prototype itself. For each remaining feature in the class, it computes the distance of the feature to all current centers in the class, if the minimum distance is greater than a predefined threshold, the new point is added as a new center; otherwise, the closest center is updated. At inference time, it computes the distance of the test feature to all centers of all classes. Then the top k closest is selected. The score of each class is zero if it is not in the top k closest points, otherwise, it is the sum of the inverse of distance weighted by the number of samples belonging to the class. The $k$ in top k is tuned on validation run, which in our experiment is equal to five.

CBCL has both issues discussed above for NCM. Therefore, we modified CBCL to solve the open-world problem. Similar to the NCM, the first modification is to output unknowns if the number of means in memory is less than three. The second modification is prediction probability. The score of OCBCL is modified to

$$r_i(x) = \begin{cases} -\infty, \forall j \ i_j \notin top K \\
\sum_{i_j \in \text{top } K} \frac{1}{n_l \|x - \mu_j\|} \exists j \ i_j \in \text{top } K \end{cases}$$

Then the normalized score can be calculated by

$$q_i(x) = \frac{e^{r_i}} {\sum_j e^{r_j}}$$

Finally, the prediction probability can be found using \[13\].
4.6.5 OSCAIL: Open-world SCAIL

In contrast with the above algorithms that use distance for incremental learning, scaling incremental learning \cite{9} uses a linear classifier. It has a playing buffer that stores a limited number of features from past seen classes. In each step, SCAIL learns a new linear classifier and stores the initial mean absolute bias and mean sorted absolute weight of the newly added classes. For weight

\[ \mu_{\text{new}} = \frac{1}{N_{\text{new}}} \sum_{i} \text{sorted}([|w_{ij}|]) \]  

where \( w_{ij} \) is j’th weight of i’th classifier, and \( N_{\text{new}} \) is number of new classes. For bias, j is constant 1, i.e., \( \mu_{\text{new}} = \frac{1}{m} \sum_{i} |b_{i}| \). Then it scales the old classes’ biases and weights by ratio of mean sorted absolute value new classes over initial value stored in memory

\[ w_{\text{scaled}} = \frac{\mu_{\text{new}}}{\mu_{\text{current}}} w_{ij} \]  

where \( r(j) \) is the rank of j’th element of the feature vector. Finally, it updates the play buffer. SCAIL has both issues of NCM. Therefore, we modified SCAIL to solve the open-world problem. The first modification is to output unknowns if the number of memories in memory is less than three. The second modification is prediction probability. For OSCAIL, we use \( q \) where \( q \) is the output of the original SCAIL.

4.6.6 MEVM: Modified EVM

As mentioned in the earlier subsections we modified EVM. The Weibull family distribution often converges to zero rather quickly, and EVM generates a very sharp boundary. Thus, we declare an image as novel (and hence nominate it to create a new class) if the probability of the class of unknowns of MEVM (the first class, i.e., the class with label zero) is more than other classes. The original EVM formulation with its margin theorem concept, using Eq. \[10\] is somewhat problematic for true open-worlds. The intuition behind the margin is that EVM is claiming half the space to the nearest other known class. That is fine for well-separated known classes, but it can easily be taking over too much open space for open-world learning as the assumption implies there are no classes in between the class being fitted and the nearest known classes. Because the original EVM experiments were tested using subsets of ImageNet using pre-trained features that already separated all classes, this oversight may not have been apparent. Also, we find that margin with a fixed tail size is poorly defined in highly imbalanced settings where a new class may have only a few samples. In such settings, we may need greater generalization from the few samples. Again this was not a problem in experiments in \[3\] which used nearly balanced sampling; real open-world learning cannot presume well-separated classes or balanced data. To address these issues, our enhanced MEVM includes the idea of a distance multiplier \( d_{m} \), which replaces the multiplier of 0.5 in Eq. \[10\] with a free parameter. If \( d_{m} < 0.5 \), then the model is smaller (more specialized), leaving some room between it and the nearest other known class. If we choose a higher value for distance multiplier \( d_{m} > 0.5 \) during incremental class addition, we can expand the class generalizing. We tested on a range of values of the distance multiplier, optimizing open-set classification accuracy using held-out validation data. Among them, 0.45 demonstrates the best separation between known validation and unknown validation sets of ImageNet, slightly less generalization than the original EVM paper. With \( d_{m} = 0.45 \), we leave some room for classes between two known classes.

We create two baselines from MEVM: a baseline with a linear classifier for known classes and EVM for discovered classes (LCMEVM), and another baseline with a single EVM for both knowns and discovered classes (FMEVM). The first modification in EVM is to add \([13]\) to EVM, where, \( q \) is the class probability of the original EVM. The second modification is increasing the distance multiplier for discovered classes because, in most practical applications, the number of data in each class in the pre-training phase is significantly larger than the number of data in each cluster in the incremental phase, in order of 10 to 100. Thus, if we used the same parameters in the incremental phase as in the pre-training phase, the new clusters cannot generalize well. To solve this issue, we proposed to use a higher distance multiplier for new clusters than the pre-training classes. For the baseline with the linear classifier (LCMEVM), the pre-trained features set is initiated as a null set. In the other baseline (FMEVM), we proposed to load pre-trained features or post-trained features from the past and use it as negative examples for training the current class. In both baselines, if the novelty manager passes two or more clusters at a single step, in addition to the pre/post-trained feature, we use other clusters’ features as negative examples for learning the current class.

A naive but simplest and fastest solution is to create a Weibull distribution with pre-defined parameters for either center or each point of each cluster independently and add it to EVM. Depending on the pre-defined parameter, it may overgeneralize or not generalize enough because the boundary of each class depends on categories and is not constant. Also, it causes the most catastrophic forgetting. Therefore, we did not use this simple method.

One way of reducing catastrophic forgetting is combining a frozen feature extractor and using a MEVM distance multiplier of less than 0.5 in both pre-training and incremental phases. However, a distance multiplier of less than 0.5 results in not generalizing well. Another way to avoid catastrophic forgetting is to throw away existing MEVM and train all classes of MEVM in each step. Although training from scratch is the best solution on paper, it takes a very long time and thus is not practical for many applications. Therefore, in this paper, in considering the trade-off between catastrophic forgetting, speed, and, generalization, our MEVM accepts some amount of forgetting but strives to keep it from being catastrophic.

5 Evaluation Metrics

Because open-world learning mixes recognition of known and unknown classes, directly applying traditional metrics designed for either supervised or unsupervised learning does not necessarily work well. Accuracy and balanced accuracy are the most popular metrics in supervised learning
research. Unfortunately, accuracy cannot be defined when we do not have labels and cannot be applied to the unknowns. Even if we have ground-truth labels for the data that goes into the unknowns used in testing since no label is provided, the unsupervised learning may split classes or merge them. Hence, we need to include at least some unsupervised metrics, a.k.a clustering metrics.

B3 and Normalized Mutual Information (NMI) are the two most widely used metrics in clustering research.\cite{141} B3 and NMI are good metrics when the number of samples is large enough to represent each class’s probability distribution. In our experiments, we found that B3 and NMI on batches of data were not well suited to open-world learning, where we may have a large number of classes but only a small number of samples. None of them captures misclassifications of the unknowns into an otherwise empty “known” class or the splitting of a known class into a mix of known plus unknown classes, e.g., breaking novel views into new classes. Therefore, we are proposing a new metric to overcome the issue of accuracy, B3, and NMI in open-world learning without labels. We call this the Open-World Metric (OWM). Before we define OWM we briefly summarize the B3 metric.

5.1 B3 Metric

B3 is a fuzzy probabilistic metric that measures the precision and recall between clustering labels and true labels. Let us denote the features matrix with $X$ such that each row is a feature vector that corresponds to a point (sample). Then we can show the membership function of the true label with $\mu_Y(X)$ where the element in row $i$ and column $j$ is membership of point $i$ belonging to true class label $j$. Similarly, the clustering label’s membership function can be shown by $\mu_K(X)$. Let us represent element-wise multiplication by $\odot$, element-wise multiplication division by $\oslash$, and a vector with all elements equal to one by $\mathbf{1}$. We can compute B3 metrics by:

\[
A_{L \times C} = \mu_Y \mu_K \\
T_{C \times 1} = \sum_L A \\
S_{L \times 1} = \sum_C A \\
P_{C \times 1} = (\sum_L M) \oslash (T \odot T) \\
R_{L \times 1} = (\sum_C M) \oslash (S \odot S) \\
\text{Precision} = \frac{T^\top P}{T^\top \mathbf{1}} \\
\text{Recall} = \frac{S^\top R}{S^\top \mathbf{1}} \\
F = 2 \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

5.2 Metric for Open-World Learning

Definition 21. Open-world metric
Let $N$ be the number of items to be evaluated in data $X$. Let $\text{Acc}$ be accuracy for known data and B3 be the B3 metric (Eq. \ref{20}) for unknown data. Let us use subscripts ground-truth and predicted categories of known and unknowns such that known predicted as known is $K_K$, known data which was (incorrectly) predicted as unknown by the classifier with $K_U$, unknown data that (incorrectly) predicted as known as $U_K$, and unknown data that predicted unknown by the classifier with $U_U$. For correct known predictions, we can use accuracy and for correct unknown predictions, we can use B3, and we use incorrect predictions only in normalizing, then the OWM score is computed by

\[
\text{OWM} = \frac{N_{KK} \text{Acc}(X_{KK}) + N_{UU} B3(X_{UU})}{N_{KK} + N_{KU} + N_{UK} + N_{UU}}
\]

While we prefer B3, this measure can be generalized to combine other supervised or unsupervised metrics, e.g., OWM$_{F1,NMI}$ would use the above definition with macro-F1 instead of accuracy and NMI instead of B3. We modified the library from paper\cite{142} to compute B3 scores.

6 Evaluation Framework and Data

Prior evaluations of open-world learning in\cite{1,2}, were fundamentally flawed for two reasons. In both cases the system was provided with all labels for all new data, hence while they could detect unknowns, they did not have the potential cascade of error because a point incorrectly classified as known was not labeled. Because they did not combine the unknown detection with the labeling step we do not consider it true open-world learning. Second point is that in\cite{2} they used feature extractors that were trained on ImageNet 2012\cite{143}, but then they artificially defined subsets of the 1000 classes as the base of knowns and incrementally tried to detect other ImageNet 2012 classes as the unknowns. Thus, their feature space was trained using the “unknowns” as known and hence not a meaningful framework for proper open-world evaluation, even in a supervised setting. Therefore, we require a new evaluation framework, even for supervised open-world learning agents, and we do not reproduce data/tables from those prior works because of their flaws.

To evaluate and compare the performance of an open-world learning algorithm in the task of image classification, (1) we use all 1000 classes of the ImageNet 2012\cite{143} training data set for training agents, (2) we use combinations of the test data set of ImageNet V2 (known classes) and 166 classes of ImageNet 2010 training data set that do not overlap with ImageNet 2012 (unknown classes)\cite{135}.

We define four levels of tests: varying the number of instances per class and the number of unknown classes. Each test consists of 50 batches, where the batch size was 100 images randomly sampled from the 2500 known images and 2500 unknown images for that test. Test U5 has 5 unknown classes, where each unknown class has 500 images. Test U10 has 10 unknown classes, where each unknown class has 250 images. Test U25 uses 25 unknown classes, where each unknown class has 100 images. Finally, Test U50 uses 50 unknown classes, where each unknown class has 50 images. Known classes, unknown classes, and images in each class are selected randomly. All images, known and unknown, are distributed randomly across each test. We run each test five times and report the average and standard deviation of OWM.

7 Experimental Results

To get results for TOWL in Tables 2 - 4 we trained three EfficientNet-B3 networks: (1) supervised learning on
Table 2
Mean and standard deviation on 5 tests, open-world scores of last 1000 images (10 batches). Feature is concatenation of frozen feature extractors were trained on ImageNet 2012 (supervised) and Places 365-standard (using MoCo v2). Bold shows a “best” result that is statistically significantly better than others; italics shows a best results but not statistically significantly better.

| # Unknown classes | 5    | 10   | 25   | 50   |
|-------------------|------|------|------|------|
| Method            | μ    | σ    | μ    | σ    | μ    | σ    | μ    | σ    |
| TOWL-ONCM (ours)  | 0.5629 | 0.0190 | 0.4960 | 0.0295 | 0.4505 | 0.0184 | 0.4374 | 0.0096 |
| TOWL-ONNO (ours)  | 0.5248 | 0.0065 | 0.4782 | 0.0204 | 0.4430 | 0.0090 | 0.4335 | 0.0077 |
| TOWL-OCBCL (ours) | 0.4963 | 0.0075 | 0.4434 | 0.0137 | 0.4237 | 0.0064 | 0.4207 | 0.0063 |
| TOWL-OSCAIL (ours)| 0.5609 | 0.0247 | 0.4955 | 0.0401 | 0.4466 | 0.0128 | 0.4324 | 0.0077 |
| TOWL-OCBCL (ours) | 0.3444 | 0.0304 | 0.4728 | 0.0169 | 0.4376 | 0.0074 | 0.4286 | 0.0069 |
| TOWL-ONCM (ours)  | 0.3541 | 0.0143 | 0.5012 | 0.0290 | 0.4606 | 0.0074 | 0.4419 | 0.0125 |
| TOWL-FMEVM (ours) | 0.3936 | 0.0174 | 0.3568 | 0.0343 | 0.4670 | 0.0087 | 0.4040 | 0.0084 |

Table 3
Mean and standard deviation on 5 tests, open-world scores of last 1000 images (10 batches). Feature is concatenation of frozen feature extractors were trained on ImageNet 2012 (supervised) and Places 365-standard (using MoCo v2)

| # Unknown classes | 5    | 10   | 25   | 50   |
|-------------------|------|------|------|------|
| Method            | μ    | σ    | μ    | σ    | μ    | σ    | μ    | σ    |
| SM OOD + LC + OCM + Finch FP | 0.4922 | 0.0086 | 0.4477 | 0.0127 | 0.4215 | 0.0038 | 0.4178 | 0.0061 |
| Energy OOD + LC + OCM + Finch FP | 0.4586 | 0.0134 | 0.4272 | 0.0103 | 0.4103 | 0.0059 | 0.4127 | 0.0080 |
| EVM OOD + LC + OCM + Finch FP | 0.4880 | 0.0110 | 0.4389 | 0.0091 | 0.4139 | 0.0068 | 0.4108 | 0.0039 |
| Energy OOD + LC + ONNO + Finch FP | 0.5097 | 0.0086 | 0.4673 | 0.0192 | 0.4593 | 0.0062 | 0.4560 | 0.0110 |
| EVM OOD + LC + ONNO + Finch FP | 0.4618 | 0.0131 | 0.4328 | 0.0118 | 0.4253 | 0.0087 | 0.4248 | 0.0054 |
| Energy OOD + LC + OGM + Finch FP | 0.4992 | 0.0084 | 0.4699 | 0.0134 | 0.4392 | 0.0088 | 0.4407 | 0.0062 |
| EVM OOD + LC + OGM + Finch FP | 0.4891 | 0.0075 | 0.4418 | 0.0124 | 0.4196 | 0.0033 | 0.4174 | 0.0061 |
| Energy OOD + LC + OCB + Finch FP | 0.4577 | 0.0129 | 0.4268 | 0.0100 | 0.4093 | 0.0053 | 0.4127 | 0.0050 |
| EVM OOD + LC + OCB + Finch FP | 0.4861 | 0.0097 | 0.4356 | 0.0107 | 0.4110 | 0.0050 | 0.4101 | 0.0042 |
| Energy OOD + LC + OCBCL + Finch FP | 0.5518 | 0.0215 | 0.4801 | 0.0386 | 0.4393 | 0.0056 | 0.4286 | 0.0068 |
| EVM OOD + LC + OCBCL + Finch FP | 0.4664 | 0.0159 | 0.4396 | 0.0145 | 0.4176 | 0.0046 | 0.4189 | 0.0063 |
| Energy OOD + LC + OSCAIL + Finch FP | 0.5254 | 0.0128 | 0.4769 | 0.0246 | 0.4208 | 0.0072 | 0.4212 | 0.0061 |
| EVM OOD + LC + OSCAIL + Finch FP | 0.5339 | 0.0310 | 0.4805 | 0.0149 | 0.4597 | 0.0114 | 0.4609 | 0.0061 |
| Energy OOD + LC + MEVM + Finch FP | 0.4619 | 0.0134 | 0.4431 | 0.0100 | 0.4245 | 0.0113 | 0.4271 | 0.0092 |
| EVM OOD + LC + MEVM + Finch FP | 0.5261 | 0.0205 | 0.4811 | 0.0205 | 0.4425 | 0.0099 | 0.4456 | 0.0069 |
| SM OOD + MEVM + Finch FP | 0.4938 | 0.0235 | 0.4666 | 0.0202 | 0.4712 | 0.0059 | 0.4860 | 0.0113 |
| Energy OOD + LC + MEVM + Finch FP | 0.4493 | 0.0141 | 0.4408 | 0.0101 | 0.4384 | 0.0095 | 0.4421 | 0.0085 |
| EVM OOD + LC + MEVM + Finch FP | 0.4781 | 0.0164 | 0.4599 | 0.0188 | 0.4584 | 0.0077 | 0.4672 | 0.0007 |
| SM OOD + MEVM + MEVM + Finch FP | 0.4356 | 0.0269 | 0.4260 | 0.0252 | 0.4319 | 0.0074 | 0.4478 | 0.0119 |
| Energy OOD + MEVM + MEVM + Finch FP | 0.4129 | 0.0156 | 0.4032 | 0.0144 | 0.4008 | 0.0089 | 0.4045 | 0.0068 |
| EVM OOD + MEVM + MEVM + Finch FP | 0.4427 | 0.0239 | 0.4234 | 0.0245 | 0.4195 | 0.0037 | 0.4326 | 0.0034 |
| Full MEVM + Finch FP | 0.4614 | 0.0354 | 0.4376 | 0.0231 | 0.4443 | 0.0072 | 0.4595 | 0.0086 |

Table 4 compares the performances of the various concatenation of self-supervised and supervised deep features and report the best performing feature fusion variant. TOWL-FEVM when using fused features, concatenation of frozen feature extractors were trained on ImageNet 2012 (supervised, cross-entropy) and Places 365-standard (unsupervised, MoCo v2), outperforms TOWL-FEVM when it used just supervised feature extractors were trained on ImageNet 2012. All of the results in the paper show that TOWL-FEVM, when using fused features, is superior to using either just supervised features or using just unsupervised features.
8 Discussion

Novelty discovery is a critical component of open-world learning without labels. Producing too few clusters is dangerous as it will cause two classes to merge, and once merged, the current approach cannot separate; thus, the confusion is permanent. Over clustering will cause the new class not to generalize to the original class’s full semantic concept. Therefore, selecting a partition with the proper number of clusters is necessary. Because the number of unknown classes in each batch is not constant, algorithms such as K-Means are not proper. Algorithms such as adaptive K-Means [148] and AutoNovel [53] are slow and should be avoided. In this paper, we used the recent state-of-the-art Finch clustering algorithm [130] to discover the class of predicted instances as unknown by MEVM. The Finch generates several partitions. Finch optimized the cluster size in each batch independently. Our tests used the First Partition (FP) Finch partition with the maximum number of clusters because the threshold 50 to clustering was small. We also tested all algorithms with the second partition and used a two-sided paired t-test over all runs and found no statistical difference. The smallest p-value was 0.20 well above the 0.05 needed for significance. Future work should evaluate this choice with other partitions and algorithms and ideally develop a fully automatic algorithm. We encourage future researchers who find state-of-the-art real-time novelty discovery algorithms or clustering to replace Finch with those real-time algorithms.

In this paper, we used MEVM with a distance multiplier of 0.45. Also, we set the scale of OGMM to 10, the scale of ONNO to 2, and the distance threshold of OCBCCL to 10. These parameters were fixed and not varied during testing. While these values were good for EfficientNet-B3 to be evaluated on ImageNet, they should be re-evaluated on validation data for other data sets. Another parameter is how many detected novel class points are needed to begin clustering. Here, we chose a threshold of 250 to start clustering. If we chose a higher threshold, the quality of clusters will increase, and the learning speed will decrease. Therefore, there is a trade-off between the quality of learning and the speed of learning. The minimum value for these thresholds depends on the clustering algorithm and the quality of the feature extractor. We chose a threshold of four clusters to start checking with the SVM measure. We chose the threshold of 20 new points in a cluster to instantiate a new class, so few, but not one-shot unsupervised learning. If the number of required samples was larger, the new class will be better defined and generalized better; however, again, the learning speed decreases. Thus, there is a trade-off between the quality of learning and the speed of learning.

Fig. 3 demonstrates four clusters generated during the tests, two with and two without using SVM quality measures in the novelty management. The algorithms generated a few good clusters regardless of the presence of the SVM. When we did not use SVM, some garbage clusters passed novelty management because even though their points were far from each other, they still were the first nearest neighbors of each other and hence clustered with Finch. Even with SVM, some clusters were not good when considering the ground-truth labels. For example, one cluster created and learned by the TOWL is tree trunks and another is tree tops. The labels in these clusters do not match with the human label in ImageNet 2010 (unknown data set), where the trees were labeled by genus/species. These clusters caused a loss of score in the reported Tables. Therefore, the proposed metric by itself is not sufficient for evaluation. In future work and or operational systems, human labeling should be used to validate the results of the comparison.
9 Conclusion

In open-world learning, an autonomous agent discovers, manages novelty, and learns new classes from a non-stationary stream of data. Open-world learning is fundamentally different from open-set recognition, incremental learning, generalized novelty discovery, and generalized zero-shot learning. In an open-world environment, labels for data are often unavailable, and hence supervised open-world learning is not a scalable solution for online or real-time applications.

Here we formalized the unsupervised open-world learning problem and surveyed related work and potential components from the literature. We created a framework to evaluate autonomous agent performance in open-world scenarios and a new open-world metric suited for the evaluation of unsupervised open-world learning. We showed that open-world learning needs more than just detection, clustering, and incrementally learning unknowns. We extended six prior incremental learning algorithms to solve open-world learning problems. The six algorithms are the Open-world Nearest Classifier Mean (ONCM), Open-world Nearest Non-Outlier (ONNO), Open-world Gaussian Mixture Model (OGMM), Open-world Centroid-Based Concept Learning (OCBCL), Open-world SCAling Incremental Learning (OS-CAIL), and Modified Extreme Value Machine (MEVM).

Then we extended them further to build seven new True Open-World Learners (TOWL), autonomous agents that discover, characterize, manage, and learn new classes without labels from an open-world stream of data. TOWL provides seven baselines to unsupervised open-world learning. We found that our TOWL produced the best results for unsupervised open-world learning when it used the combination of supervised and unsupervised trained features. Finally, we illustrated that the proposed metric by itself is not sufficient and for precise comparison if the goal is matching human labels.
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S1 Deep features generally yield bounded open-space risk

In prior work on open-set and open-world learning, [1], [10], it required algorithms have bounded open-space risk. This is important with classifiers in unbounded spaces, but we show it is not with a “deep learning” approach and deep features.

Theorem 1. Deep features support bounded open-space risk

Assume $x$ is an input of dimension $r$ from a bounded range of inputs $[l, u]^d \subseteq \mathbb{R}^r$. Then any deep network computing using only finite combinations of bounded activation functions, the resulting feature space $F(x) : \mathbb{R}^r \mapsto \mathbb{R}^d$ always supports classification with bounded open space risk.

Proof. Since a finite combination of bounded transformations is itself finite, it follows that each dimension of the output is bounded and hence there exists some $L$ and $U$ such that $\forall x F(x) \in [L, U]^d$. Given some original classifier $C(y) : \mathbb{R}^d \mapsto 0, \ldots, k$, be an open-set classifier where class 0 is for unknowns and 1, \ldots, $k$ are the known classes. Then to ensure we have bounded open space risk, it is sufficient to define

$$C'(y) := \begin{cases} C'(y) & \text{if } y \in [L, U]^d, \\ 0 & \text{otherwise}. \end{cases}$$

(S30)

S2 Additional Results

| # Unknown classes | 5 | 10 | 25 | 50 |
|-------------------|---|----|----|----|
| **Method**        | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| SM OOD + LC + NCM + Finch SP | 0.4923 | 0.0086 | 0.4479 | 0.0130 | 0.4211 | 0.0036 | 0.4178 | 0.0061 |
| Energy OOD + LC + NCM + Finch SP | 0.4884 | 0.0133 | 0.4272 | 0.0103 | 0.4105 | 0.0086 | 0.4127 | 0.0050 |
| EVM OOD + LC + NCM + Finch SP | 0.4880 | 0.0110 | 0.4389 | 0.0091 | 0.4139 | 0.0068 | 0.4108 | 0.0039 |
| SM OOD + LC + NNO + Finch SP | 0.5093 | 0.0086 | 0.4698 | 0.0153 | 0.4546 | 0.0055 | 0.4585 | 0.0057 |
| Energy OOD + LC + NNO + Finch SP | 0.4627 | 0.0125 | 0.4370 | 0.0117 | 0.4230 | 0.0073 | 0.4271 | 0.0076 |
| EVM OOD + LC + NNO + Finch SP | 0.4977 | 0.0100 | 0.4589 | 0.0131 | 0.4398 | 0.0075 | 0.4418 | 0.0041 |
| SM OOD + LC + GMM + Finch SP | 0.4891 | 0.0075 | 0.4418 | 0.0124 | 0.4195 | 0.0036 | 0.4174 | 0.0062 |
| Energy OOD + LC + GMM + Finch SP | 0.4579 | 0.0130 | 0.4268 | 0.0100 | 0.4095 | 0.0050 | 0.4127 | 0.0050 |
| EVM OOD + LC + GMM + Finch SP | 0.4860 | 0.0097 | 0.4356 | 0.0107 | 0.4112 | 0.0046 | 0.4101 | 0.0042 |
| SM OOD + LC + CBCL + Finch SP | 0.5518 | 0.0215 | 0.4787 | 0.0388 | 0.4394 | 0.0056 | 0.4286 | 0.0069 |
| Energy OOD + LC + CBCL + Finch SP | 0.4662 | 0.0157 | 0.4396 | 0.0145 | 0.4177 | 0.0046 | 0.4189 | 0.0063 |
| EVM OOD + LC + CBCL + Finch SP | 0.5282 | 0.0098 | 0.4769 | 0.0246 | 0.4208 | 0.0072 | 0.4212 | 0.0061 |
| SM OOD + LC + SCAIL + Finch SP | 0.5381 | 0.0326 | 0.4839 | 0.0142 | 0.4583 | 0.0139 | 0.4604 | 0.0076 |
| Energy OOD + LC + SCAIL + Finch SP | 0.4631 | 0.0137 | 0.4388 | 0.0099 | 0.4249 | 0.0129 | 0.4292 | 0.0099 |
| EVM OOD + LC + SCAIL + Finch SP | 0.5342 | 0.0151 | 0.4809 | 0.0203 | 0.4400 | 0.0112 | 0.4460 | 0.0066 |
| SM OOD + LC + EVM + Finch SP | 0.4971 | 0.0213 | 0.4665 | 0.0200 | 0.4711 | 0.0060 | 0.4855 | 0.0111 |
| Energy OOD + LC + EVM + Finch SP | 0.4493 | 0.0141 | 0.4408 | 0.0101 | 0.4386 | 0.0093 | 0.4421 | 0.0055 |
| EVM OOD + LC + EVM + Finch SP | 0.4835 | 0.0192 | 0.4599 | 0.0192 | 0.4560 | 0.0077 | 0.4673 | 0.0007 |
| SM OOD + EVM + EVM + Finch SP | 0.4582 | 0.0262 | 0.4254 | 0.0240 | 0.4317 | 0.0078 | 0.4465 | 0.0113 |
| Energy OOD + EVM + EVM + Finch SP | 0.4119 | 0.0156 | 0.4028 | 0.0143 | 0.4010 | 0.0088 | 0.4051 | 0.0061 |
| EVM OOD + EVM + EVM + Finch SP | 0.4481 | 0.0185 | 0.4233 | 0.0247 | 0.4195 | 0.0032 | 0.4326 | 0.0034 |
| Full EVM + Finch SP | 0.4717 | 0.0304 | 0.4336 | 0.0210 | 0.4437 | 0.0068 | 0.4562 | 0.0088 |

TABLE S1

Mean and standard deviation on 5 tests, open-world scores of last 1000 images (10 batches). Feature is concatenation of frozen feature extractors were trained on ImageNet 2012 (supervised) and Places 365-standard (using MoCo v2).