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Abstract

The paper presents a rectangular branch-and-reduction algorithm for globally solving indefinite quadratic programming problem (IQPP), which has a wide application in engineering design and optimization. In this algorithm, first of all, we convert the IQPP into an equivalent bilinear optimization problem (EBOP). Next, a novel linearizing technique is presented for deriving the linear relaxation programs problem (LRPP) of the EBOP, which can be used to obtain the lower bound of the global optimal value to the EBOP. To obtain a global optimal solution of the EBOP, the main computational task of the proposed algorithm involves the solutions of a sequence of LRPP. Moreover, the global convergent property of the algorithm is proved, and numerical experiments demonstrate the higher computational performance of the algorithm.

1. Introduction

This paper considers the following indefinite quadratic programming problem:

\[
\begin{align*}
\text{(IQPP): } & \min \quad f(s) = s^T \Theta s + c^T s, \\
& \text{s.t.} \quad s \in D = \{s \in \mathbb{R}^n | As \leq b\},
\end{align*}
\]

where \(\Theta = (\Theta_{jk})_{n \times n}\) is an \(n \times n\) real symmetric matrix; \(A = (a_{jk})_{m \times n}\) is an \(m \times n\) real matrix, \(c \in \mathbb{R}^n\), \(s \in \mathbb{R}^n\), and \(b \in \mathbb{R}^m\).

The IQPP is a class of important nonlinear and nonconvex optimization problems; it has attracted the attention of many scholars for many years. On the one hand, it is because the IQPP has a wide range of applications in management science, optimal control, financial optimization, engineering design, production plan, and so on [1, 2]. On the other hand, it is because many nonlinear and nonconvex optimization problems can be transformed into this form of the IQPP [3–6], such as linear multiplicative programs problem, generalized linear multiplicative programs problem, and 0-1 programs problem. In addition, since the IQPP usually produces many local optimum solutions which are not global optimum, which puts forward many important theories and computational difficulties, that it is very necessary to propose a feasible and effective algorithm for globally solving the IQPP.

In the last decades, many algorithms have been proposed for globally solving the IQPP and its special forms. In these algorithms, most of them adopt the branch-and-bound framework, for example, the branch-and-bound algorithm based on parametric linear relaxation [7], branch-and-bound outer approximation algorithm [8], branch-and-reduce algorithms based on linear relaxation [9–18], and branch-and-cut algorithm [19]. In these algorithms, to be specified, Gao et al. [10, 11] propose two novel branch-and-reduce approaches for the IQPP by employing a new rectangle partitioning method and some reducing tactics. By using linear relaxation approach or parametric linear relaxation method to derive the more reliable lower bound, Jiao et al. [14, 16] present two range division and reduction algorithms for the quadratically constrained sum of quadratic ratios problem, which acquire the efficient lower bounds without introducing
additional new variables and constraints, which can be also used to globally solve the IQPP; by using a new parametric linearizing technique, Jiao et al. [9] give a parametric linear relaxation algorithm for globally solving nonconvex quadratic programming problem with linear constraints; by employing a new accelerating technique, Ge and Liu [12] propose an accelerating algorithm for globally solving the indefinite quadratic programming problem with quadratic constraints. In addition to the algorithms mentioned above, some algorithms for linear multiplicative programming, nonlinear multiplicative programming, generalized linear multiplicative programming, and generalized geometric programming can be also used to solve these classes of IQPP; see [4, 20–40] for details.

Although many solution algorithms have been proposed for the IQPP, the global optimization algorithm for solving the IQPP with the assumption that $\Theta = (\Theta_{jk})_{n \times n}$ is an arbitrary $n \times n$ real symmetric matrix is rarely studied in the literature. Thus, it is still very necessary to propose a potential practical algorithm for globally solving the IQPP.

In this paper, based on the branch-and-bound framework and new linear relaxation technique, we will present a new branch-and-reduction algorithm for globally solving the IQPP. Firstly, we convert the IQPP into an EBOP. Secondly, we construct a new linear relaxation technique, which can be used to derive the LRPP of the EBOP. Thirdly, a new deleting technique is constructed for reducing the scope of the investigated rectangle. Finally, the global convergence of the proposed algorithm is proved, and comparing with the known methods, numerical experimental results show that the proposed algorithm in this paper works as well as or better than the currently known methods.

The remaining sections of this paper are organized as follows: in Section 2, first of all, we convert the IQPP into the EBOP. Next, a new linearizing technique is proposed for deriving the LRPP of the EBOP. In Section 3, a reduction technique is derived for improving the computational efficiency, based on the branch-and-bound framework, by combing the derived LRPP with the deleting technique, a branch-and-reduction algorithm is established for globally solving the IQPP in Section 4, and its global convergence is derived in this section. In Section 5, comparing with the existing methods, some numerical examples in the recent literature are used to verify the feasibility and computational efficiency of the algorithm. Finally, some conclusions are presented.

2. Linear Relaxation Programming Problems

Let $\Theta_i$ be the $i$th row of the matrix $\Theta$, and let

$$t_i = \Theta_i s = \sum_{k=1}^{n} \Theta_{ik} s_k, \quad i = 1, 2, \ldots, n,$$

$$\bar{s}_1^0 = \min_{s \in D} s,$$

$$s_i^0 = \max_{s \in D} s, \quad i = 1, 2, \ldots, n,$$

$$\bar{t}_i^0 = \min_{s \in D \cap H^0} \Theta_i s,$$

$$t_i^0 = \max_{s \in D \cap H^0} \Theta_i s, \quad i = 1, 2, \ldots, n,$$

$$H^0 = \{ s \in R^n | \bar{s}_1^0 \leq s_i \leq \bar{s}_i^0, \quad i = 1, 2, \ldots, n \},$$

$$T^0 = \{ t \in R^n | \bar{t}_i^0 \leq t_i \leq \bar{t}_i^0, \quad i = 1, 2, \ldots, n \}.$$

By introducing new variables $t_i, i = 1, \ldots, n$, we can convert the IQPP into the following EBOP:

$$\begin{align*}
\min f(s, t) &= \sum_{i=1}^{n} \zeta_i s_i + \sum_{i=1}^{n} s_i t_i \\
As &\leq b, \\
s.t. \quad t_i &= \sum_{k=1}^{n} \theta_{ik} s_k, \quad i = 1, 2, \ldots, n, \quad s \in H^0, \quad t \in T^0.
\end{align*}$$

Without loss of generality, we let

$$H = \{ s \in R^n | \bar{s}_1 \leq s_i \leq \bar{s}_i, \quad i = 1, 2, \ldots, n \} \subseteq H^0,$$

$$T = \{ t \in R^n | \bar{t}_i \leq t_i \leq \bar{t}_i, \quad i = 1, 2, \ldots, n \} \subseteq T^0.$$

And without loss of generality, for any $s \in H, t \in T$ and define the following functions:
\[ g(s_i) = s_i^2, \]
\[ g'(s_i) = (s_i + \overline{s_i})s_i - \frac{(s_j + \overline{s_i})^2}{4}, \]
\[ g''(s_i) = (s_i + \overline{s_i})s_i - s_i \overline{s_i}, \]
\[ g(t_i) = t_i^2, \]
\[ g'(t_i) = (t_i + \overline{t_i})t_i - \frac{(t_j + \overline{t_i})^2}{4}, \]
\[ g''(t_i) = (t_i + \overline{t_i})t_i - t_i \overline{t_i}, \]
\[ g(s_i, t_i) = s_i t_i, \]
\[ g''(s_i, t_i) = \frac{1}{2} \left[ (s_i + \overline{s_i})t_i + (t_j + \overline{t_i})s_i + \frac{(s_i - \overline{t_i} + \overline{s_i} - t_i)^2}{4} - s_i \overline{s_i} - t_i \overline{t_i} \right], \]
\[ g'(s_i, t_i) = \frac{1}{2} \left[ (s_i + \overline{s_i})t_i + (t_j + \overline{t_i})s_i + (s_i - \overline{t_i})(\overline{s_i} - t_i) - \frac{(s_i + \overline{s_i})^2}{4} - \frac{(t_j + \overline{t_i})^2}{4} \right]. \]

As we know, the function \( g(s_i) = s_i^2 \) is a convex function about \( s_i \) over \([s_i, \overline{s_i}]\); we have that its affine concave envelope is
\[ g''(s_i) = (s_i + \overline{s_i})s_i - s_i \overline{s_i}, \]
and its tangential approximation function is
\[ g'(s_i) = (s_i + \overline{s_i})s_i - \frac{(s_i + \overline{s_i})^2}{4}, \]
which is parallel to \( g''(s_i) \) and the tangential approximation point occurs at \((s_i + \overline{s_i})/2\).

Therefore, from the geometric property of the function \( g(s_i) = s_i^2 \) over \([s_i, \overline{s_i}]\), we have
\[ g'(s_i) = (s_i + \overline{s_i})s_i - \frac{(s_i + \overline{s_i})^2}{4} \leq s_i^2 \leq (s_i + \overline{s_i})s_i - s_i \overline{s_i} \]  \hspace{1em} (8)
\[ = g''(s_i). \]

Similarly, we consider the function \( g(t_i) = t_i^2 \) over \([t_i, \overline{t_i}]\); it can follow that
\[ g'(t_i) = (t_i + \overline{t_i})t_i - \frac{(t_i + \overline{t_i})^2}{4} \leq g(t_i) \leq (t_i + \overline{t_i})t_i - t_i \overline{t_i} = g''(t_i). \]  \hspace{1em} (9)

Furthermore, if we suppose that \((s_i - t_i)\) is a single variable, then \((s_i - t_i)^2\) is a convex function about \((s_i - t_i)\) over \([s_i - \overline{t_i}, \overline{s_i} - \overline{t_i}]\). By the above conclusions, we can get that
\[ (s_i - t_i)^2 \leq (s_j - \overline{t_i} + \overline{s_i} - t_i) \]
\[ (s_i - t_i)^2 \leq (s_j - t_i + \overline{s_i} - \overline{t_i})(s_i - t_i) \leq (s_j - \overline{t_i})(s_i - \overline{t_i}). \]  \hspace{1em} (11)

By (8)–(11), it follows that
\[ g(s_i, t_i) = \frac{1}{2} \left[ s_i^2 + t_i^2 - (s_i - t_i)^2 \right] \geq \frac{1}{2} \left[ (s_i + t_i)s_i - \frac{(s_i + t_i)^3}{4} \right] + \frac{1}{2} \left[ (L_i + \tilde{t}_i)t_i - \frac{(L_i + \tilde{t}_i)^2}{4} \right] \]

\[-\frac{1}{2} \left[ (s_i - \tilde{t}_i + s_i - L_i)(s_i - t_i) - (s_i - \tilde{t}_i)(s_i - L_i) \right] \]

\[ = \frac{1}{2} \left[ (L_i + \tilde{t}_i)s_i + (s_i + \tilde{t}_i)t_i - \frac{(s_i + \tilde{t}_i)^2}{4} - \frac{(s_i - \tilde{t}_i + s_i - L_i)^2}{4} \right] = g'(s_i, t_i), \]

\[ g(s_i, t_i) = \frac{1}{2} \left[ s_i^2 + t_i^2 - (s_i - t_i)^2 \right] \leq \frac{1}{2} \left[ (s_i + \tilde{t}_i)s_i - \frac{(s_i + \tilde{t}_i)^3}{4} \right] + \frac{1}{2} \left[ (L_i + \tilde{t}_i)t_i - \frac{(L_i + \tilde{t}_i)^2}{4} \right] \]

\[-\frac{1}{2} \left[ (s_i - \tilde{t}_i + s_i - L_i)(s_i - t_i) - (s_i - \tilde{t}_i)(s_i - L_i) \right] \]

\[ = \frac{1}{2} \left[ (s_i + \tilde{t}_i)t_i + (L_i + \tilde{t}_i)s_i + \frac{(s_i - \tilde{t}_i + s_i - L_i)^2}{4} - \frac{(s_i - \tilde{t}_i)(s_i - L_i)}{4} \right] = g''(s_i, t_i). \]

Thus, we have that
\[ g'(s_i, t_i) \leq g(s_i, t_i) \leq g''(s_i, t_i). \] (13)

In the following, for any \( s \in H \subseteq H^0, t \in T^0 \), without loss of generality, we define the function
\[ f^L(s, t) = \sum_{i=1}^{n} c_i s_i + \sum_{i=1}^{n} g'(s_i, t_i). \] (14)

**Remark 1.** Based on the above constructing method of the LRPP, it is obvious that each feasible solution of the IQPP over subrectangle \( H \) is also feasible to the LRPP, and the global optimal value of the LRPP is less than or equal to that of the EBOP over subrectangle \( H \). Thus, the LRPP can provide a reliable lower bound for the global optimal value of the IQPP over subrectangle \( H \).

### 3. New Rectangular Reduction Technique

For improving the convergent speed of the algorithm, in this section, we will construct a new rectangular reduction technique. Without loss of generality, for any rectangle \( H \subseteq H^0 \), we want to investigate whether or not \( H \) contains the global optimal solution of the EBOP over \( H^0 \). The detailed discussions are given by Theorem 1.

**Theorem 1.** Suppose that UB is a known upper bound of the global optimal value of the EBOP, for any subrectangle \( H \subseteq H^0 \); then, we have the following conclusions:

(a) If \( \sum_{i=1}^{n} \min \{c_i s_i, c_i \tilde{s}_i\} + \sum_{i=1}^{n} \min \{s_i \tilde{x}_i, s_i \tilde{x}_i, \tilde{s}_i \tilde{x}_i\} > \) UB, then there exists no global optimal solution of the EBOP.

(b) If \( \sum_{i=1}^{n} \min \{c_i s_i, c_i \tilde{s}_i\} + \sum_{i=1}^{n} \min \{s_i \tilde{x}_i, s_i \tilde{x}_i, \tilde{s}_i \tilde{x}_i\} \leq \) UB, then we get, for each \( \tau \in \{1, 2, \ldots, n\} \), if \( c_\tau > 0 \), then the subrectangle \( H = \{s \in R^0 | s_i \leq s_i, i \neq \tau; \rho_\tau < s_\tau \leq \tilde{s}_\tau\} \) does not include any global optimal solution of the EBOP.
solution of the EBOP; if $c_r < 0$, then the subrectangle $\overline{H} = \{s \in \mathbb{R}^n | s_i \leq s, i \neq r; s_r < s_r\}$ does not include any global optimal solution of the EBOP, where

$$
\rho_r = \frac{UB - \left( \sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} \right) + \min \{c_r s_r, c_r \bar{s}_r\}}{c_r}, \quad \tau = 1, \ldots, n,
$$

$$
\tau = \min_{s \in \text{int} \overline{H}} \Theta, s
$$

$$
\tau_i = \max_{s \in \text{int} \overline{H}} \Theta, s, \quad i = 1, 2, \ldots, n.
$$

**Proof**

(a) For any $s \in \overline{H}$, if $\sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} > UB$, then we have

$$
f(s, t) = \sum_{i=1}^{n} c_i s_i + \sum_{i=1}^{n} s_i t_i \geq \sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} > UB.
$$

(b) If $\sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} \leq UB$, for each $\tau = 1, 2, \ldots, n$, then we have the following conclusions:

$$
f(s, t) = \sum_{i=1}^{n} c_i s_i + c_r s_r + \sum_{i=1, i \neq r}^{n} \sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} \geq c_r s_r + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} - \left( \sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} \right) + \min \{c_r s_r, c_r \bar{s}_r\} = UB.
$$

That is, we have $f(s, t) > UB$. Therefore, the subrectangle $\overline{H}$ does not include the global optimal solution of the EBOP.

(ii) : If $c_r < 0$, then, for any $s \in \overline{H}$, we have $s_r < \rho_r$, that is, $c_r s_r > UB - (\sum_{i=1}^{n} \min \{c_i s_i, c_i \bar{s}_i\} + \sum_{i=1}^{n} \min \{s_i t_i, s_i \bar{t}_i, \bar{s}_i \bar{t}_i\} + \min \{c_r s_r, c_r \bar{s}_r\})$. Similar to the proof of the above case (i), it follows that $f(s, t) > UB$; thus, the subrectangle $\overline{H}$ does not include the global optimal solution of the EBOP, and the proof is completed. □

From Theorem 1, we can construct a rectangular reduction technique to delete a part of the investigated subrectangle $H$, which does not include the global optimal solution of the EBOP.

4. New Branch-and-Reduction Algorithm

In this section, combining the former LRPP and the rectangular reduction technique, we will construct a new branch-and-reduction algorithm to globally solve the IQPP.

4.1. Branching Method. In this paper, we will adopt a standard rectangular bisection method, which is adequate to guarantee the global convergence of the proposed algorithm; the detailed branching idea is given as follows.

Consider the selected subrectangle $H' = [\bar{s}_i', \bar{s}_i''] \subset H^0$, and denote by $q \in \arg \max \{\bar{s}_i' - \bar{s}_i': i = 1, 2, \ldots, n\}$; then, we can partition $H'$ into two subrectangles $H_1'$ and $H_2'$ by subdividing $[\bar{s}_i', \bar{s}_i'']$ into $[\bar{s}_{i'}', (\bar{s}_i' + \bar{s}_i''/2)]$ and $[(\bar{s}_i' + \bar{s}_i''/2), \bar{s}_i'']$. By
the above branching idea, we can see that the interval \([t', t^*]\) of \(t\) never is partitioned by the branching operation; it is to say, the branching process only takes place in a space of \(n\) dimension.

4.2. Branch-and-Reduction Algorithm. Without loss of generality, we assume that \(f^* (s^0 (H), t^0 (H))\) and \((s^0 (H), t^0 (H))\) be the global optimal value and the global optimal solution of the problem (LRPP) over the subrectangle \(H\), respectively. Combining the former linear relaxation method and branching method with the rectangular reduction technique together, we can establish a branch-and-reduction algorithm for globally solving the IQPP as follows:

(i) Branch-and-reduction algorithm:

(ii) Step 0 (initialization). Initialize \(k := 0, \Lambda_0 = \{H^0\},\)

\(\varepsilon = 10^{-6},\) and \(F := \emptyset.\)

(iii) Solve the LRPP over \(H^0\) to obtain its corresponding optimal solution \(s^0 := s(H^0), t^0 := t(H^0)\) and optimal value \(L_0 := f^0(s^0, t^0).\) Let \(UB = f(s^0, t^0)\) and \(F = F \cup \{(s^0, t^0)\}.\) If \(UB - L_0 \leq \varepsilon,\) then the algorithm stops, and we get that \((s^0, t^0)\) is an \(\varepsilon\)-global optimal solution for the IQPP. Otherwise, proceed with Step 1.

(iv) Step 1 (regional reduction). For each selected subrectangle \(H_k^k\), use the former rectangular reduction technique of Section 3 to compress its range and still denote by the remaining subrectangle \(H_k.\)

(v) Step 2 (regional partition). Partitioning the selected rectangle \(H_k\) into two new subrectangles, denote by the set of new subdivided subrectangles \(H_k^k.\)

(vi) Step 3 (updating the lower bound and the upper bound). For each \(H \in H_k,\) solve the LRPP over \(H\) to obtain its corresponding optimal value \(f^k (s^k (H), t^k (H))\) and optimal solution \((s^k (H), t^k (H)).\) Let \(LB (H) := f^k (s^k (H), t^k (H)).\) If \(LB (H) > UB,\) then let \(H_k^k := H_k^k \cup H.\) Denote by the residual partitioning set \(\Lambda_k := (\Lambda_k^k \setminus H_k^k) \cup H_k^k,\) and update the lower bound by \(LB_k := \inf_{H \in \Lambda_k} LB (H).\)

(vii) If the midpoint \(s_{mid}\) of \(H\) is feasible to the EBOP, then let \(t_{mid} = Q_{mid}\) and \(F := F \cup \{s_{mid}, t_{mid}\}.\) Moreover, since \((s^k (H), t^k (H))\) is always feasible to the EBOP, we let \(F := F \cup \{s^k (H), t^k (H)\}.\)

(viii) At the same time, we update the upper bound by \(UB_k := \inf_{s, t \in F} f (s, t),\) and denote by the known best feasible solution \((s_{best}, t_{best}) := \arg\min_{s, t \in F} f (s, t).\)

(ix) Step 4 (termination judgment). If \(UB - LB_k \leq \varepsilon,\) the algorithm stops, and \(UB\) and \(s_{best}\) are the \(\varepsilon\)-global optimal value and the global optimal solution of the IQPP, respectively. Otherwise, let \(k := k + 1,\) select a new active node \(H^{k+1}\) satisfying \(H^{k+1} = \arg\min_{H \in \Lambda_k^k} LB (H),\) and return to step 1.

4.3. Global Convergence of the Proposed Algorithm. In the section, the global convergence of the proposed algorithm is discussed as follows.

If the proposed algorithm terminates going through finite iterations, without loss of generality, we assume that it terminates at the \(k_0\) iteration, \(k \geq 0.\) By steps of the former algorithm, we can obtain that \(UB - LB_k \leq \varepsilon.\) By the method of the updating upper bound, there must exist a feasible solution \(s^*\) of the IQPP such that \(UB = g(s^*).\) By the structure of the branch-and-reduction algorithm, we have that \(LB_k \leq v.\) Since \(s^*\) is a feasible solution for the IQPP, it follows that \(f (s^*) \geq v.\) Combining the above inequalities and equalities together, it follows that \(\varepsilon \leq f (s^*) \leq LB_k + \varepsilon \leq v + \varepsilon.\) Thus, we can get that \(s^*\) is a global \(\varepsilon\)-optimum solution for the IQPP. If the proposed algorithm does not terminate after finite iterations, then we have the following conclusions.

Theorem 2 (i) The functional differences \(\Delta (s, t) = g(s, t) - g^0 (s, t), (20)\)

(ii) The functional difference \(f (s, t) - f^k (s, t) \longrightarrow 0\)

as \(\|s - s^k\| \longrightarrow 0.\)

(iii) If the proposed algorithm does not terminate, then the proposed algorithm generates an infinite sequence \(\{s^k\}\) of which any accumulation point will be a global optimum solution of the IQPP.

Proof (i) Without loss of generality, we define the following functional differences:

\[\Delta (s) = g(s) - g^0 (s),\]

\[\Delta (t) = g^0 (t) - g^0 (t),\]

\[\Delta (t) = g^0 (t) - g (t).\]

(ii) Since \(\Delta (s)\) is a convex function of \(s,\) over \([s_\ell, s_h]\), it follows that \(\Delta (s)\) can attain maximum value at the point \(s_\ell\) or \(s_h.\) Then,

\[\max_{s \in [s_\ell, s_h]} \Delta (s) = g(s) - g^0 (s) = \frac{(s_h - s_\ell)^2}{4}.\]

(iii) On the other hand, since \(\Delta (s)\) is a concave function of \(s,\) over \([s_\ell, s_h]\), \(\Delta (s)\) can attain maximum value at the point, that is,
\[
\max_{s_i \in [z, \bar{z}]} \Delta (s_i) = g'\left(\frac{\bar{z} + \tilde{z}}{2}\right) - g\left(\frac{\bar{z} + \tilde{z}}{2}\right) = \frac{(\bar{z} - \tilde{z})^2}{4}. 
\]

(22)

(iv) So, we have
\[
\max_{s_i \in [z, \bar{z}]} \Delta (s_i) = \max_{s_i \in [z, \bar{z}]} \Delta (s_i) \rightarrow 0, \text{ as } |\bar{z} - s_i| \rightarrow 0.
\]

(23)

(v) That is to say, \(\Delta (s_i), \Delta (s_i) \rightarrow 0, \text{ as } \|\bar{z} - s_i\| \rightarrow 0.\)

(vi) Similar to the above proof, we can also prove that
\[
\Delta (s_i - t_i) = (s_i - t_i)^2 - \frac{1}{2} \left[ (t_i + \bar{t}_i)s_i + (\bar{z} + \tilde{z})t_i - \frac{(t_i + \bar{t}_i)^2}{4} - \frac{(\bar{z} + \tilde{z})^2}{4} + (\bar{z} - \tilde{z})(\bar{z} - \tilde{z}) \right].
\]

(26)

(ix) Using similar methods to the above proof, we can draw the following conclusions, as \(\|\bar{z} - s_i\| \rightarrow 0:\)

\[
\max_{(s_i - t_i) \in [(\bar{z} - t_i), (\bar{z} - \bar{t}_i)]} \Delta (s_i - t_i) = \max_{(s_i - t_i) \in [(\bar{z} - t_i), (\bar{z} - \bar{t}_i)]} \Delta (s_i - t_i) \rightarrow 0. 
\]

(27)

(x) Consider
\[
\Delta (s_i, t_i) = g(s_i, t_i) - g'(s_i, t_i) = s_i t_i - \frac{1}{2} \left[ (s_i + t_i) + (\bar{z} + \tilde{z}) s_i - \frac{(s_i + t_i)^2}{4} - \frac{(\bar{z} + \tilde{z})^2}{4} + (s_i - t_i)(\bar{z} - \tilde{z}) \right]
\]

\[
= \frac{1}{2} \left[ s_i^2 + t_i^2 - (s_i - t_i)^2 \right] - \frac{1}{2} \left[ (s_i + t_i) + (\bar{z} + \tilde{z}) t_i - \frac{(s_i + t_i)^2}{4} - \frac{(\bar{z} + \tilde{z})^2}{4} + (s_i - t_i)(\bar{z} - \tilde{z}) \right]
\]

\[
= \frac{1}{2} \left[ s_i^2 + t_i^2 - (s_i - t_i)^2 \right] - \frac{1}{2} \left[ (s_i + t_i) + (\bar{z} + \tilde{z}) t_i - \frac{(s_i + t_i)^2}{4} - \frac{(\bar{z} + \tilde{z})^2}{4} + (s_i - t_i)(\bar{z} - \tilde{z}) \right]
\]

\[
= \frac{1}{2} \left[ s_i^2 - \left( (s_i + t_i) s_i - \frac{(s_i + t_i)^2}{4} \right) \right] + \frac{1}{2} \left[ t_i^2 - \left( (\bar{z} + \tilde{z}) t_i - \frac{(\bar{z} + \tilde{z})^2}{4} \right) \right]
\]

\[
= \frac{1}{2} \left[ (s_i - s_i) + \frac{1}{2} \Delta (t_i) \right] + \frac{1}{2} \Delta (s_i - t_i) \leq \frac{1}{2} \max_{s_i \in [\bar{z}, \bar{z}]} \Delta (s_i) + \frac{1}{2} \max_{t_i \in [\bar{t}_i, \bar{t}_i]} \Delta (t_i) + \frac{1}{2} \max_{(s_i - t_i) \in [(\bar{z} - t_i), (\bar{z} - \bar{t}_i)]} \Delta (s_i - t_i).
\]
(xi) From (23)–(27), we follow that
\[ \Delta(s_j, t_j) \longrightarrow 0 \text{ as } \|s - \bar{s}\| \longrightarrow 0. \]  

(xii) Similarly, we can prove that
\[ \Delta(s_j, t_j) \longrightarrow 0 \text{ as } \|s - \bar{s}\| \longrightarrow 0. \]

(xiii) By conclusion (i), we have
\[ \sum_{i=0}^{r} 2^{ni}, \text{ where } r = \left\lceil \log_2 \frac{C.\delta(H)}{\epsilon} \right\rceil, \]
\[ \delta(H) = \max \{\delta(H^i) : i \in \{1, 2, \ldots, \eta\}\}. \]

We call \( O(n) = \sum_{i=0}^{\eta} 2^{ni} \) to be the convergence rate of the branch-and-reduction algorithm by subdividing space \( R^n \).

**Proof.** The proof of the theorem is similar to Theorem 5 in Liu et al. [41]; thus, it is omitted here.

**Remark 2.** From the above discussions, we know that \( O(n) \) is a function of exponential growth, the branch-and-bound search of the proposed algorithm takes place in space \( R^n \). Therefore, the proposed algorithm has the same computational complexity as that of [12, 21–23, 26].

5. **Numerical Experiment**

To validate the computational performance of the algorithm, several numerical examples are used to test the algorithm. This algorithm is implemented in MATLAB 2014a software in a notebook computer with Intel (R) Core (TM) i7-6700HQ CPU@2.6 GHz Processor, 12 GB RAM Memory, and Win10 Operational System. In the MATLAB program, all linear programming problems are solved by linprog solver, and we set the convergent error \( \epsilon = 10^{-6} \). For all numerical examples 1–12, compared with the current known algorithms in recent literature, numerical results are listed in Tables 1 and 2. In Table 1, “Iter” denotes the number of iterations.

Examples 1–11 are all deterministic examples with the quadratic objective function, which have deterministic global optimal solutions and optimal values. Moreover, examples 1–11 are all nonconvex optimization problems; they have multiple local minima that are not global optimal. Example 12 is a large-scale random example with large-size variables and constraints.

**Example 1** (see [12, 20–22])
Table 1: Numerical comparisons for test examples 1–11.

| Examples | Methods  | Optimal value | Optimal solution | Iter | Time(s) |
|----------|----------|---------------|------------------|------|---------|
| 1        | Ours     | 10.0000       | (2.0000, 8.0000) | 59   | 14.9847 |
|          | [12]     | 10.0000       | (2.0000, 8.0000) | 56   | 15.8054 |
|          | [20]     | 10.0000       | (2.0000, 8.0000) | 41   | 0.4856  |
|          | [21]     | 10.0000       | (2.0000, 8.0000) | 27   | 10.9297 |
|          | [22]     | 10.0000       | (2.0000, 8.0000) | 53   | 0.3278  |
|          | SCIP solver | 10.0000       | (2.0000, 8.0000) | 1    | 0.3177  |
| 2        | Ours     | 3.00000       | (0.0000, 4.0000) | 71   | 16.4324 |
|          | [12]     | 3.00000       | (0.0000, 4.0000) | 68   | 17.9814 |
|          | [23]     | 3.00000       | (0.0000, 4.0000) | 25   | 2.4936  |
|          | SCIP solver | 3.00000       | (0.0000, 4.0000) | 1    | 0.0678  |
| 3        | Ours     | 0.87016       | (1.3148, 0.1396, 0.0, 0.4233) | 1    | 0.2889  |
|          | [12]     | 0.87016       | (1.3148, 0.1396, 0.0, 0.4233) | 1    | 0.3894  |
|          | [22]     | 0.8902        | (1.3148, 0.1396, 0.0, 0.4233) | 1    | 0.5432  |
|          | SCIP solver | 0.8902        | (1.3148, 0.1396, 0.0, 0.4233) | 11   | 0.2912  |
| 4        | Ours     | −16.22662     | (0.0, 3.6403, 0.0, 2.9029, 1.9388, 0.0) | 1    | 0.5949  |
|          | [12]     | −16.22662     | (0.0, 3.6403, 0.0, 2.9029, 1.9388, 0.0) | 1    | 0.7498  |
|          | SCIP solver | −16.22662     | (0.0, 3.6403, 0.0, 2.9029, 1.9388, 0.0) | 1    | 0.0882  |
| 5        | Ours     | −3.00000      | (3.0000, 3.0000) | 32   | 6.2275  |
|          | [12]     | −3.00000      | (3.0000, 3.0000) | 30   | 6.3380  |
|          | SCIP solver | −3.00000      | (3.0000, 3.0000) | 5    | 0.2438  |
| 6        | Ours     | −1.06250      | (0.7500, 2.0000) | 2    | 0.4150  |
|          | [12]     | −1.06250      | (0.7500, 2.0000) | 2    | 0.5638  |
|          | SCIP solver | −1.06250      | (0.7500, 2.0000) | 1    | 0.1129  |
| 7        | Ours     | 10            | (2, 8)           | 18   | 4.5829  |
|          | [26]     | 10            | (2, 8)           | 3    | 0.6745  |
|          | SCIP solver | 10            | (2, 8)           | 1    | 0.0369  |
| 8        | Ours     | 4             | (0, 0)           | 1    | 0.2276  |
|          | [26]     | 4             | (0, 0)           | 2    | 0.4219  |
|          | SCIP solver | 4             | (0, 0)           | 1    | 0.1203  |
| 9        | Ours     | −4558         | (27, 20)         | 35   | 7.4568  |
|          | SCIP solver | −4558         | (27, 20)         | 1    | 0.0359  |
| 10       | Ours     | 2.39991       | (0.5828, 0.6969, 0.7515, 0.2685) | 1    | 0.5809  |
|          | SCIP solver | 2.39991       | (0.5828, 0.6969, 0.7515, 0.2685) | 11   | 0.6186  |
| 11       | Ours     | 6.96376       | (0.7767, 0.7497, 0.9079, 0.0532) | 1    | 0.5354  |
|          | SCIP solver | 6.96376       | (0.7767, 0.7497, 0.9079, 0.0532) | 14   | 0.6093  |

Table 2: Comparison of numerical results for example 12.

| (n, m)    | Ge and Liu [12] | Our algorithm | SCIP Solver |
|-----------|-----------------|---------------|-------------|
|           | Avg.NT | Avg.Time | Avg.NT | Avg.Time | Avg.NT | Avg.Time |
| (5, 5)    | 1.2    | 0.5130   | 1.0    | 0.2592   | 25.9   | 0.7789   |
| (10, 10)  | 1.2    | 1.1521   | 1.0    | 0.8972   | 606.9  | 13.7890  |
| (15, 10)  | 1.3    | 4.6958   | 1.2    | 2.8975   | 6250.4 | 64.2376  |
| (15, 15)  | 1.3    | 4.7953   | 1.2    | 2.9978   | –      | –        |
| (20, 20)  | 1.3    | 8.8976   | 1.3    | 8.8840   | –      | –        |
| (30, 30)  | 1.3    | 8.9189   | 1.3    | 8.9678   | –      | –        |
| (40, 40)  | 1.2    | 8.4678   | 1.2    | 8.4076   | –      | –        |
| (50, 50)  | 2.5    | 21.4589  | 2.3    | 19.4939  | –      | –        |
| (80, 80)  | 2.4    | 33.4678  | 2.2    | 31.8251  | –      | –        |
| (100, 50) | 3.6    | 29.3849  | 3.5    | 24.9980  | –      | –        |
| (100, 100)| 5.4    | 64.8937  | 4.2    | 59.5274  | –      | –        |
| (200, 20) | 3.2    | 28.7896  | 3.1    | 26.3436  | –      | –        |
| (200, 50) | 3.2    | 42.4686  | 3.1    | 40.4673  | –      | –        |
| (300, 50) | 3.5    | 89.8947  | 3.3    | 79.7875  | –      | –        |
| (300, 100)| 4.8    | 436.3420 | 4.3    | 365.8972 | –      | –        |
| (500, 50) | 3.5    | 196.3876 | 3.5    | 193.8970 | –      | –        |
| (1000, 50)| 3.3    | 1200.7856| 3.2    | 1154.5867| –      | –        |
Example 5

\[
\begin{align*}
\min & \quad (s_1 + s_2)(s_1 - s_2 + 7) \\
& \quad 2s_1 + s_2 \leq 14, \\
& \quad s_1 + s_2 \leq 10, \\
& \quad -4s_1 + s_2 \leq 0, \\
& \quad 2s_1 + s_2 \geq 6, \\
& \quad s_1 + 2s_2 \geq 6, \\
& \quad s_1 - s_2 \leq 3, \\
& \quad s_1 \leq 5, \\
& \quad s_1 + s_2 \geq 0, \\
& \quad s_1 - s_2 + 7 \geq 0.
\end{align*}
\]

Example 2 (see [12, 23])

\[
\begin{align*}
\min & \quad s_1 + (2s_1 - 3s_2 + 13)(s_1 + s_2 - 1), \\
& \quad -s_1 + 2s_2 \leq 8, \\
& \quad -s_2 \leq -3, \\
& \quad s_1 + 2s_2 \leq 12, \\
& \quad s_1 - 2s_2 \leq -5, \\
& \quad s_1, s_2 \geq 0.
\end{align*}
\]

Example 3 (see [12, 22])

\[
\begin{align*}
\min & \quad (0.813396s_1 + 0.67440s_2 + 0.305038s_3 + 0.129742s_4 + 0.217796) \\
& \quad \times (0.224508s_1 + 0.063458s_2 + 0.932230s_3 + 0.528736s_4 + 0.091947) \\
& \quad 0.488509s_1 + 0.063565s_2 + 0.945686s_3 + 0.210704s_4 \leq 3.562809, \\
& \quad -0.324014s_1 - 0.501754s_2 - 0.719204s_3 + 0.099562s_4 \leq -0.052215, \\
& \quad 0.445225s_1 - 0.346896s_2 + 0.637939s_3 - 0.257623s_4 \leq 0.427920, \\
& \quad -0.202821s_1 + 0.647361s_2 + 0.920135s_3 - 0.983091s_4 \leq 0.840950, \\
& \quad -0.886420s_1 - 0.802444s_2 - 0.305441s_3 - 0.180123s_4 \leq -1.353686, \\
& \quad -0.515399s_1 - 0.424820s_2 - 0.897498s_3 + 0.187268s_4 \leq 2.137251, \\
& \quad -0.591515s_1 + 0.060581s_2 - 0.427365s_3 + 0.579388s_4 \leq -0.290987, \\
& \quad 0.423524s_1 + 0.940496s_2 - 0.437944s_3 - 0.742941s_4 \leq 0.373620, \\
& \quad s_1 \geq 0, s_2 \geq 0, s_3 \geq 0, s_4 \geq 0.
\end{align*}
\]

Example 4 (see [12])

\[
\begin{align*}
\min & \quad 6.5s_1 - 0.5s_1^2 - s_2 - 2s_3 - 3s_4 - 2s_5 - s_6 \\
& \quad s_1 + 2s_2 + 8s_3 + s_4 + 3s_5 + 5s_6 \leq 16, \\
& \quad -8s_1 - 4s_2 - 2s_3 + 2s_4 + 4s_5 - s_6 \leq -1, \\
& \quad 2s_1 + 0.5s_2 + 0.2s_3 - 3s_4 - s_5 - 4s_6 \leq 24, \\
& \quad 0.2s_1 + 2s_2 + 0.1s_3 - 4s_4 + 2s_5 + 2s_6 \leq 12, \\
& \quad -0.1s_1 - 0.5s_2 + 2s_3 + 5s_4 - 5s_5 + 3s_6 \leq 3, \\
& \quad 0 \leq s_i \leq 10, \quad i = 1, 2, \ldots, 6.
\end{align*}
\]

Example 6 (see [12])

\[
\begin{align*}
\min & \quad s^TQs + c^Ts \\
& \quad As \leq b, \\
& \quad s \in S^0 = \{0 \leq s_1 \leq 2, 0 \leq s_2 \leq 2\}, \\
\end{align*}
\]

where

\[
Q = \begin{pmatrix}
-1 & 2 \\
-4 & 2
\end{pmatrix}, \quad c = (2, 4)^T, \\
b = (1, 2, 4, 3, 1)^T, \\
A = \begin{pmatrix}
1 & 1 \\
1 & 0 \\
1 & -4
\end{pmatrix}.
\]
Example 7 (see [26])

\[
\begin{align*}
\min & \quad (s_1 + s_2)(s_1 - s_2 + 7) \\
\text{s.t.} & \quad 2s_1 + s_2 \leq 14, \\
& \quad s_1 + s_2 \leq 10, \\
& \quad -4s_1 + s_2 \leq 0, \\
& \quad 2s_1 + s_2 \geq 6, \\
& \quad s_1 + 2s_2 \geq 6, \\
& \quad s_1 - s_2 \leq 3, \\
& \quad 1.99 \leq s_1 \leq 2.01, 7.99 \leq s_2 \leq 8.01.
\end{align*}
\]

(42)

Example 8 (see [26])

\[
\begin{align*}
\min & \quad (6s_1 + s_2 + 1)(s_1 + 2s_2 + 1) + (-s_1 + 3)(s_1 + s_2 + 1) \\
\text{s.t.} & \quad -2s_1 + s_2 \leq 0, \\
& \quad s_1 \leq 2.5, \\
& \quad s_1 + s_2 \leq 8, \\
& \quad s_1, s_2 \geq 0.
\end{align*}
\]

(43)

Example 9 (see [26])

\[
\begin{align*}
\min & \quad (s_1 + 2s_2 - 2)(-2s_1 - s_2 + 3) + (3s_1 - 2s_2 + 3)(s_1 - s_2 - 1) \\
\text{s.t.} & \quad -2s_1 + 3s_2 \leq 6, \\
& \quad 4s_1 - 5s_2 \leq 8, \\
& \quad 4s_1 - 3s_2 \leq -12, \\
& \quad s_1, s_2 \geq 0.
\end{align*}
\]

(44)

Example 10

\[
\begin{align*}
\min & \quad s^T Q s + c^T s + d \\
\text{s.t.} & \quad A s \leq b, \\
& \quad s_i \geq 0, i = 1, \ldots, 4.
\end{align*}
\]

(45)

\[
Q = \begin{pmatrix} 0.2051 & 0.2169 & 0.4600 & 0.2560 \\ 0.2169 & 0.1063 & 0.7901 & 0.4468 \\ 0.4600 & 0.7901 & 0.2844 & 0.1411 \\ 0.2560 & 0.4468 & 0.1411 & 0.0686 \end{pmatrix},
\]

\[
b = (4.562809, -1.052215, 0.427920, 0.840950, -1.353686, 2.137251, -0.290987, 0.373620)^T,
\]

\[
c = (0.1329, 0.1678, 0.2311, 0.1271)^T,
\]

\[
d = 0.02,
\]

\[
A = \begin{pmatrix} 0.588509 & 0.063565 & 0.945686 & 0.210704 \\ -0.324014 & -0.501754 & -0.719204 & 0.099562 \\ 0.445225 & -0.346896 & 0.637939 & -0.257623 \\ -0.202821 & 0.647361 & 0.920135 & -0.983091 \\ -0.886420 & -0.802444 & -0.305441 & -0.180123 \\ -0.515399 & -0.424820 & 0.897498 & 0.187268 \\ -0.591515 & 0.060581 & -0.427365 & 0.579388 \\ 0.423524 & 0.940496 & -0.437944 & -0.742941 \end{pmatrix}
\]

(46)
Example 11
\[
\begin{align*}
\min \quad & s^T Q_s + c^T s \\
\text{s.t.} \quad & A s \leq b, \\
& s_i \geq 0, \quad i = 1, \ldots, 4,
\end{align*}
\]
where
\[
Q = \begin{pmatrix}
0.4296 & 0.3609 & 1.0384 & 0.6327 \\
0.3609 & 0.1697 & 1.2880 & 0.7429 \\
1.0384 & 1.2880 & 1.2166 & 0.8716 \\
0.6327 & 0.7429 & 0.8716 & 0.5973
\end{pmatrix},
\]
\[
b = (5.562809, -2.052215, 1.427920, 1.840950, -2.353686, 3.137251, -1.290987, 1.373620)^T,
\]
\[
c = (0.4493, 0.3232, 1.2553, 0.7478)^T,
\]
\[
d = 0.1120,
\]
\[
A = \begin{pmatrix}
1.588509 & 0.063565 & 0.945686 & 0.210704 \\
-1.324014 & -0.501754 & -0.719204 & 0.099562 \\
1.445225 & -0.346896 & 0.637939 & -0.257623 \\
-1.202821 & 0.647361 & 0.920135 & -0.983091 \\
-1.886420 & -0.802444 & -0.305441 & -0.180123 \\
-1.515399 & -0.424820 & 0.897498 & 0.187268 \\
-1.591515 & 0.060581 & -0.427365 & 0.579388 \\
1.423524 & 0.940496 & -0.437944 & -0.742941
\end{pmatrix}.
\]
with a short time and a smaller number of iterations. As the problem size increases, the Ave.NT and the Avg.Time(s) also increase, but they are not very sensitive to the size of the IQPP.

From numerical results in Table 2, for randomly generated large-size test example 12, compared with the algorithm of [12] and the commercial solver “SCIP”, the proposed branch-and-reduction algorithm has the higher computational efficiency. Especially with the increase of the scale of example 12, our algorithm is superior to the known commercial solver “SCIP”; this is because the commercial solver “SCIP” failed to terminate in 3600s, but the proposed algorithm can find the corresponding global optimal solution of each randomly generated large-size test instance.

In all, from the numerical results in Tables 1 and 2, we can also draw the following conclusions: when the number of variables \(n \leq 3\), the commercial solver “SCIP” has higher computational efficiency than the present algorithm in this paper. But when the number of variables \(n \geq 4\), the present algorithm in this paper has higher computational efficiency than the commercial solver “SCIP.” Furthermore, from the numerical results of example 12, when the number of variables \(n \geq 5\), the present algorithm in this paper has significantly higher computational efficiency than the commercial solver “SCIP”. In addition, with the increase of the scale of the IQPP, the proposed algorithm is superior to the known commercial solver “SCIP” for solving the IQPP. In all, from the numerical results in Tables 1 and 2, when the scale of the problem is small, for example, the number of variables being less than or equal to 2, the commercial solver is more efficient than the proposed algorithm in this paper, but when the number of variables is greater than or equal to 5, the present algorithm has an obvious advantage over the commercial solver “SCIP”. Especially when \(n\) is greater than or equal to 15, the SCIP solver failed to terminate in 3600s. Therefore, the proposed algorithm in this paper highly outperforms the commercial solver “SCIP” in computational performance.

6. Concluding Remarks

In this paper, we present and validate a novel rectangular branch-and-reduction algorithm for the IQPP. First of all, we transform the IQPP into the EBOP; then by utilizing the characters of quadratic function, we can construct a novel linearizing technique, and by utilizing the linearizing technique, we can derive the LRPP of the EBOP, which can be used to compute the lower bound of the global optimal value of the IQPP. For improving the convergent speed of the algorithm, a new rectangular reduction technique is introduced or constructed. And combining the constructed rectangular reduction technique with the LRPP in a branch-and-bound framework, a new rectangular branch-and-reduction algorithm is established. In order to obtain a global optimal solution of the EBOP, the main computational works of the algorithm involve solving a sequence of LRPP. Finally, the global convergent property of the algorithm is derived, and comparing with the known algorithms, numerical computational results demonstrate the higher computational efficiency and the better computational performance of the algorithm.

In the future, the proposed linear relaxation method and the rectangular reduction method can be extended and applied to solve the generalized linear multiplicative programming problem, the integer quadratic programming problem, and the integer generalized linear multiplicative programming problem.
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