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1 INTRODUCTION

Recently, the convolutional neural networks (CNN) [1–4], have achieved excellent performance in various tasks such as classification, detection, and segmentation. Besides the superior performance, the interpretability of the model is also important in safety, fairness, and scientific research. To build a trusty AI system, more and more scholars devote themselves to the study of interpretability.

Nowadays, there are two main types of interpretable algorithms. One is to improve the transparency of the CNN by adjusting the model structure, named the transparency-interpretability method [5]. The other aims at giving a reasonable explanation for the decision of the CNN, named the post-hoc interpretability method [5].

Although some progress [6] has been made in the area of interpretability, some issues remain unsolved. Many transparency-interpretability works to improve the interpretability of the CNN by changing the model structure [7–10]. However, most of these works interpret the CNN model less intuitively [8, 10]. For post-hoc interpretability methods, many methods [10–13] do the visualization by operating features from a specific convolution layer. These methods explain the model in a linear way. Post-hoc interpretability methods work on an already trained model, therefore they can not change the fact that the CNN still lacks transparency.

To ameliorate these issues, we propose Transparent and Controllable Network Learning (TCNL), a novel approach to improve the transparency-interpretability and controllability of the CNN. In TCNL, for specific tasks, we first define concepts corresponding to human understanding. Then we guide the model to learn disentangled knowledge from predefined concepts. Finally, the model accomplishes the classification task using concept-related features. Meanwhile, TCNL is able to visualize concept information using the concept mapper. We specifically design an experiment to prove that the high-quality concept visualization stems from the successful concept learning process rather than a strong concept mapper. Also, the experiments prove that TCNL can be applied to existing CNN models [1, 2, 14]. We will release all the data in our experiments to support future scientific research on interpretability.

2 RELATED WORK

Many studies focusing on transparency-interpretability have been carried out. Some works optimize the representation learning of neurons. Zhang et al. [16] try to train filters in the high convolution layer to represent an object or a part. Based on the work in [16], Shen et al. [15] divide neurons into different groups in an unsupervised way to learn disentangled representations. However,
connections between class labels and neurons are still entangled. To deal with this issue, Liang et al. [9] align each filter in the last convolution layer with a specific class. Some approaches try to improve the interpretability through structure adjustment. Nicola et al. [8] implement a novel neural network according to the visual cortex structure to represent the part-whole hierarchies and conceptual-semantic relationships. Pietro et al. [7] explain the model with First-Order Logic with an Entropy-based Network structure.

For semantic concepts, some methods pay attention to the concept found by the model. Zhou et al. [17] find that neurons in the deep layers attempt to detect a certain pattern or concept in the input image and name these neurons as detectors. To quantitatively analyze the relationship between neurons and concepts, Zhou et al. [18] propose Network Dissection. Also, there are some methods focusing on finding important concepts for the prediction. Kim et al. [19] propose TCAV, a novel framework to evaluate the importance of pre-set concepts to the model decision. However, TCAV requires additional training using pre-set concepts. To fill this gap, Amirata et al. [20] propose the ACE algorithm to find important concepts automatically leveraging the philosophy of unsupervised methods.

The concept bottleneck model is a kind of method that build connections between human understanding and model decision. This kind of method usually works in two steps. First, it extracts features from input data and predicts the concepts, then uses predicted concepts to make a final decision. The early version of the concept bottleneck model did not use neural networks, and it has been previously used for specific applications [21, 22]. More recently, the CNN technique has been merged into the concept bottleneck model for solving specific tasks [23–26]. TCNL is different from Concept Bottleneck Models as TCNL guides the model to encode visual concepts predefined by human, while Concept Bottleneck Model only use the concept label and simply classifies images as containing or not containing certain concepts.

Many methods have been proposed to visualize the decision of the CNN, knowledge learnt by the model, or the structure of the CNN. To explain the decision of the model, Zhou et al. [27] first propose the CAM algorithm to find and visualize the important regions of the input images that support the decision of the CNN. Along with the idea of the CAM algorithm, many CAM-based methods [11, 12, 14, 28] have been proposed for better visualization and localization. For representation visualization, Dosovitskiy et al. [29] propose the Inverting Network that can invert features to images. To visualize representations for neurons, Zhou et al. [18] propose a method based on image perturbation to visualize the Receptive Field and Activation Pattern of a single neuron.

3 METHOD

Our TCNL tries to make the process of feature extraction more understandable. In our TCNL, we first define some concepts following the logic of the human decision. Then we encourage the concept feature extractor to encode information related to predefined concepts. Based on the extracted concept features, the classifier makes decisions, and the concept mapper maps concept features to concept instances for visualizing representations of the concept feature extractor.

3.1 Predefined Concepts and Datasets

To define concepts in accordance with human understanding for specific tasks, we carry out a human-intuition study. 79 people participate in our study to define concepts for mammal classification task and scene classification task. According to the study result, we select different parts and the shape of the mammal body as the key concepts for mammal classification. For scene classification, we find that different types of scenes may have totally different concepts. For example, the concept of the bed may never appear in a theater scene. Therefore, after defining concepts for scene classification, we also invite participants to select concepts that appeared in most images. Finally, we select head, torso, leg, and shape as concepts for mammal classification. For scene classification, we select bed, sofa, shelf, and seat as concepts. Examples of concept instances are shown in Figure 1. To reduce the bias, all the concepts are defined and selected by the 79 participants.

As the concepts for mammal classification are shared between each class, we also invite people to sort the concepts we select according to the importance of these concepts in human decisions. The importance score for mammal concepts is shown in Figure 2.

In TCNL, to guide the model to learn information about predefined concepts, we propose a mammal classification dataset and a scene classification dataset. With fine-grained annotation, we build concept instance sets for both datasets mentioned above. Considering most datasets [30–32] do not match our method, we collect images from existing datasets [33] and the Internet to build our own datasets and give fine-grained annotation for every image to build concept sets. Mammal classification dataset includes 5 classes, which are cat, dog, cow, horse, and panda. Scene classification dataset includes 4 types of scenes in total, which are bedroom, living room, store, and theater.

3.2 Structure and Learning

The TCNL mainly aims at guiding the CNN to learn and encode information related to predefined concepts. An overview is shown in Figure 3. In TCNL, we first define some human-intuition concepts for specific classification tasks (Figure 3 takes mammal classification task as an example). Then, images are fed into the shallow feature extractors to compute shallow features. From these shallow features, the concept extractor encodes specific concept-related information. The features output by all the concept extractors are concatenated and fed into the classifier for classification. At the same time, the concept mapper can map concept features to concept instances. The discriminator is used to classify concept instances mapped from concept features and original concept instances, which aims at improving the quality of concept learning.

3.3 Feature Extraction

TCNL guides the concept feature extractor to learn disentangled representations about predefined concepts. The feature extraction process in TCNL can be described using following formulas.

First, in equation 1), we build the concept instance set for the specific task $T$. Concept instances are used as supervision information for concept learning.

$$T \rightarrow \left\{ \left[ c_1, \ldots, c_{l-1}, c_l \right], \ldots, \left[ c_k, \ldots, c_{l-1}, c_k \right] \right\} \in C,$$  \hspace{1cm} (1)
Figure 1: This figure shows some samples of the predefined concept instances. All the instances except the shape instances are generated by pixel-wise dense annotation. The shape instances are generated using the Laplacian operator.

Figure 2: This figure shows the importance score of each concept for the human decision on the mammal classification task. The importance score is calculated based on the human-intuition study result.

Second, in equation 2), the shallow feature extractor $f_{\text{shallow}}$ computes the shallow feature $x_{\text{shallow}}$ of the input image $I$. Finally, $x_{\text{shallow}}$ is passed to the concept feature extractor to compute the concept feature $x_{c_i}$ related to concept $c_i$.

\[
x_{c_i} = f_{c_i} (x_{\text{shallow}}) = f_{c_i} (f_{\text{shallow}} (I)),
\]

where $f_{\text{shallow}}$ and $f_{c_i}$ denote the shallow feature extractor and the concept feature extractor, respectively. $x_{\text{shallow}}$ and $x_{c_i}$ represent the output features of the shallow feature extractor and the concept feature extractor, respectively.

After the feature extraction, the concept mapper maps the concept feature to the concept instance $\hat{c}_i$ for visualization and the classifier makes the final decision.

### 3.4 Concept Learning

TCNL encourages the model to encode concept-related information while keeping the outstanding performance on classification using the constraint in equation 3). $\text{Loss}_{\text{gan}}$ and $\text{Loss}_{\text{similarity}}$ aim at concept learning. $\text{Loss}_{\text{classification}}(\hat{y}, y)$ is a cross entropy loss to keep the classification performance.

\[
\text{Loss} = \lambda \text{Loss}_{\text{gan}} + \mu \text{Loss}_{\text{similarity}} + \eta \text{Loss}_{\text{classification}}(\hat{y}, y). \tag{3}
\]

Towards the goal of guiding the model to learn knowledge from predefined concepts, we use $\text{Loss}_{\text{similarity}}$ and $\text{Loss}_{\text{gan}}$ in equation 3) to constrain the learning process. For $\text{Loss}_{\text{similarity}}$, it can be described as equation 4). $\text{Loss}_{\text{similarity}}$ is calculated at the end of the concept mapper, and affects the concept feature extractor and the concept mapper. It measures the pixel-wise mean square error between the original concept instance $c_i$ and the visualized concept instance $\hat{c}_i$.

\[
\frac{1}{w \times h} \sum_{n}^{w} \sum_{m}^{h} (c_{nm} - \hat{c}_{nm})^2,
\tag{4}
\]

where $w$ and $h$ denote the width and height of the concept instance, respectively. $c_{nm}$ and $\hat{c}_{nm}$ represent the pixel at coordinates $(n, m)$ in concept instance $c_i$ and visualized concept $\hat{c}_i$.

We leverage the advantages of GAN in our TCNL to further enhance the ability of the model to learn predefined concepts. $\text{Loss}_{\text{gan}}$ in equation 3) can be described as equation 4). Consistent with the philosophy of GAN, a discriminator is used to classify the original
Figure 3: This figure shows the framework of the TCNL method.

Figure 4: This figure shows the backward propagation process in our TCNL during training.

concept instance $c_i$ and visualized concept instance $\tilde{c}_i$. Under the influence of the discriminator, the concept feature extractor and the concept mapper can have better performance in encoding and mapping concept features.

$$\text{Loss}_{\text{gan}} = E_{\tilde{c}_i} [\log D(\tilde{c}_i)] + E_{c_i, \tilde{c}_i} [\log (1 - D(c_i, \tilde{c}_i))],$$

where $D$ denotes the discriminator. Discriminator $D$ tries to maximize this function while other parts of the model with TCNL tries to minimize it.

The backward process is presented in Figure 4. $\text{Loss}_{\text{similarity}}$ is back-propagated to the concept feature extractor and the concept mapper. $\text{Loss}_{\text{gan}}$ is back-propagated to the concept feature extractor, the concept mapper, and the discriminator. $\text{Loss}_{\text{classification}}(\hat{y}, y)$ is back-propagated to the shallow feature extractor, the concept feature extractor, and the classifier. During the backward propagation, the discriminator and other parts of the model are optimized separately.

4 EXPERIMENTS

4.1 Datasets and Implementation

All the experiments are performed on mammal classification dataset and scene classification dataset. Mammal classification dataset contains 5 classes, 2500 mammal images (500 images for each class), and 10000 concept instances (2000 instances for each class). Scene classification dataset contains 4 classes, 2000 scene images (500 images for each class), and 8000 concept instances (2000 instances for each class). Some samples of the concept instances are shown in Figure 1.

As has been done in other studies [7, 16, 18, 29], we apply our TCNL to three traditional CNN models (VGG, AlexNet, ResNet). For hyper-parameters of the training process, we set the learning rate to 0.001, and the batch size to 8 for both datasets.

4.2 Metrics

For evaluating interpretability, we propose Concept-Related Neuron Proportion (CRNP is shown in Section 4.3.1), which represents the proportion of neurons that are sensitive to a certain concept. Higher CRNP means more neurons tend to encode information from a certain concept. We also use Accuracy (ACC) to measure the performance on classification tasks.

Mean Squared Error (MSE) and Structural Similarity (SSIM) as the evaluation indicators for the performance of the concept mapper. MSE measures the pixel-wise similarity between original concept instances and visualized concept instances, and SSIM comprehensively measures the differences in image brightness, contrast, and structure. For MSE metric, lower is better. For SSIM metric, higher is better.
4.3 Results

4.3.1 Concept-Related Neurons Analysis. Existing research [17, 18] shows that neurons in deep layers tend to detect high-level concepts like objects and parts in the image. When concepts are removed from the image, the activation value usually drops. Zhou et al. [17] use the numerical drop of the activation of neurons to define Detectors. Similarly, we define Concept-Related Neuron. Taking the head concept as an example, we first calculate the activation value of each neuron in the last layer of the head concept feature extractor using the full image as input. Then we remove the head part from the image and calculate the activation value again using the new image as input. Finally, calculate the average numerical drop of all the neurons in the last layer of the head concept extractor. Neurons whose activation value decreases more than the average numerical drop are defined as Concept-Related Neurons. The proportion of the Concept-Related Neurons is named as CRNP.

To analyze the transparency-interpretability of our TCNL, we calculate the proportion of concept-related neurons in the last layer of the concept feature extractor on mammal classification dataset. As the result in Figure 5 shows, our TCNL has a better performance on CRNP. On every concept in the mammal classification task, all the models with TCNL outperform traditional CNNs. For the scene classification task, VGG with TCNL and AlexNet with TCNL both outperform traditional CNNs on every concept. However, for ResNet with TCNL, it does not perform as well as the traditional ResNet on the shelf concept and the seat concept. This may be because, in addition to the concept constraints, we also use the classification constraint to ensure the discriminating ability. The classification constraint may affect the ability of the model to learn specific concepts.

4.3.2 Visualizations. To evaluate the performance of the visualization, we first train three types of models (VGG, AlexNet, ResNet) with TCNL on mammal classification dataset and scene classification dataset. Then, we collect the concept visualization results of each image on the two datasets. For each concept, we calculated MSE and SSIM to evaluate the performance of the concept mapper. The visualization result presented in Figure 6 proves that the concept mapper can successfully map concept features to concept instances based on the concept representation of the model.

4.3.3 Validating the Concept Learning. To demonstrate that the high-quality concept visualization stems from concept knowledge learned by the model, rather than a powerful concept mapper, we specifically design this contrast experiment. We applied our TCNL on two same VGG models. The first model does not have the concept-related constraint for encoding concept information while other parts of the model are the same as we have proposed in Section 3. The second model is trained with complete TCNL method. These two models are trained on our mammal classification dataset with the same training hyper-parameters (Batch size set to 8, learning rate set to 0.001). Then we evaluate the visualization performance of the concept mapper using MSE and SSIM.

As the result in Table 1 shows, the model with the concept-related constraint gives a better performance. We also present visualization result of these two models in Figure 7. It is clear that the concept constraint in TCNL helps the model better learn knowledge about predefined concepts.

5 CONCLUSION

In this paper, we propose TCNL to guide the model to learn knowledge about the predefined concepts. Therefore, transparency-interpretability of the model is improved. In our method, concepts (such as head, leg, bed, sofa and so on) that fit the logic of the human decision can be defined artificially. In TCNL, the model is divided into the shallow feature extractor, the concept feature extractor, the concept mapper, the discriminator, and the classifier. Concept instances used for concept learning can be easily accessed through artificial annotation. With the concept-related constraint in TCNL, the concept feature extractor is guided to encode information related to predefined concepts and the concept mapper is encouraged to map concept features to concept instance images. Referring to
Figure 6: This figure shows the comparison between instances visualized from the learnt concept features and the original concept instances. For each image pair, the left one is the original concept instance accessed through annotation and the right one is the output of a concept mapper.

Table 1: Evaluation of the visualization quality

| Model and Metric | Head  | Torso | Leg    | Shape  |
|------------------|-------|-------|--------|--------|
| VGG-11 without   | MSE   | 222.67| 113.50 | 95.07  | 357.95 |
| Concept Constrain| SSIM  | 0.90  | 0.91   | 0.94   | 0.74   |
| VGG-11 with      | MSE   | 54.82 | 48.03  | 26.47  | 205.06 |
| Concept Constrain| SSIM  | 0.96  | 0.95   | 0.98   | 0.77   |

Figure 7: In this figure, we compare the visualization result between the complete TCNL method and TCNL without the concept-related constraint for concept feature extractors.

We should notice that our TCNL relies on annotated data to some extent. To support related research, we annotated animal data and indoor scene data. All the data (including concept instance sets), code and following work will be released for scientific research, and all the suggestions and contribution are welcomed.
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