Collective vortex pinning and crossover between second order to first order transition in optimally doped Ba$_{1-x}$K$_x$BiO$_3$ single crystals
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Measurements on magnetization and relaxation have been carried out on an optimally doped Ba$_{0.58}$K$_{0.42}$BiO$_{3+y}$ single crystal with $T_c = 31.3$ K. Detailed analysis is undertaken on the data. Both the dynamical relaxation and conventional relaxation have been measured leading to the self-consistent determination of the magnetization relaxation rate. It is found that the data are well described by the collective pinning model leading to the glassy exponent of about $\mu \approx 1.64$ to 1.68 with the magnetic fields of 1 and 3 T. The analysis based on Maley’s method combining with the conventional relaxation data allows us to determine the current dependent activation energy $U$ which yields a $\mu$ value of about 1.23 to 1.29 for the magnetic fields of 1 and 3 T. The second magnetization peaks appear in wide temperature region from 2 K to 24 K. The separation between the second peak field and the irreversibility field becomes narrow when temperature is increased. When the two fields are close to each other, we find that the second peak evolves into a step like transition of magnetization, suggesting a crossover from the second order to first order transition. Finally, we present a vortex phase diagram and demonstrate that the vortex dynamics in Ba$_{1-x}$K$_x$BiO$_3$ can be used as a model system for studying the collective vortex pinning.

PACS numbers: 74.25.Ha, 74.25.Wx, 74.25.Uv, 74.70.-b

I. INTRODUCTION

Vortex related properties are very interesting and important for type-II superconductors, especially for the high power applications. Numerous detailed studies on the vortex dynamics of cuprate and iron based superconductors have been performed. Some interesting phenomena like magnetic flux jump, collective vortex creep, and second peak effect have been discovered through the experiments. Although the collective vortex creep theory has successfully interpreted some features or vortex dynamics in cuprate and iron based superconducting materials, the crystal structures in those systems are generally complicated, which will bring in the complex in the behavior of vortex physics. For example, a quite sophisticated vortex phase diagram has been reported for some cuprate superconductors, such as the Bi$_2$Sr$_2$CaCu$_2$O$_{8+y}$ (Bi2212). So the research of vortex physics in crystals with simpler structure may give us a better way to understand vortex motion and pinning mechanism, especially for checking the collective vortex pinning. For this reason, the Ba$_{1-x}$K$_x$BiO$_3$ (BKBO) superconductor has attracted much attention after the discovery. It has relatively simple basic cubic perovskite crystal structure for $0.375 < x < 0.5$ and it is close to a three dimensional system. Moreover, the coherence length in BKBO is about 3-6 nm. This value is higher than that of cuprate superconductors, which may suggest that the weak link effect between grains is not very crucial and the simple powder-in-tube technique for making the superconducting wires can be applied. This long coherence length is also helpful for making the superconducting quantum coherence device. In addition, in the BKBO superconductor, the conducting layer is BiO layer. Compared with the cuprate superconductors, the most conspicuous feature of BKBO is the lack of two-dimensional CuO$_2$ planes. So the unconventional, most likely the magnetic origin driven mechanism proposed for cuprate superconductors may not be suitable for BKBO. Some other anomalous features also have been discovered from the experiments, including a large oxygen isotope effect and the softening of phonons in the BKBO system. The second magnetization peak effect has been observed in the underdoped Ba$_{0.66}$K$_{0.34}$BiO$_{3+y}$ with $T_c = 27$ K. In that paper they observed second magnetization peak in the intermediate temperature region and its general behavior looks like that in YBa$_2$Cu$_3$O$_{7}$ (YBCO). But vortex dynamics on optimally doped BKBO single crystal with a higher $T_c$ K has not been studied before. In present work, we make a detailed study on the vortex dynamics of optimally doped BKBO single crystal with measurements of magnetization and relaxation, including the conventional and dynamical relaxations.

II. EXPERIMENT

Near optimally doped single crystals of Ba$_{1-x}$K$_x$BiO$_3$ are grown by the molten-salt-electrochemical method which is similar to that reported previously. Molten KOH with slight deionized water were used as the growth environment. We adjust the mass ratio between Ba(OH)$_2$·8H$_2$O and Bi$_2$O$_3$ to about 2:5 to grow the optimally doped sample, and the growth time is about 3 days. With this method, we successfully get single crystals with volume in the range of 2-5 mm$^3$. To check the quality of these single crystals, X-ray diffraction (XRD) measurements are performed on the samples by a Bruker D8 Advanced diffractometer with the Cu-K radiation.
The XRD pattern of the sample matches very well with the previous reported results in the slightly underdoped samples. The chemical composition of the sample was characterized by using the Energy-dispersive X-ray spectroscopy (EDX/EDS) attached to a scanning electron microscope (Hitachi Co., Ltd.), and the resultant chemical composition is close to $\text{Ba}_{0.59}\text{K}_{0.47}\text{BiO}_{3+\delta}$, which is close to the reported optimal doping value $x \approx 0.4$ to 0.5. All the magnetization measurements were carried out with a SQUID magnetometer (SQUID-VSM-7T, Quantum Design). During the measurements, the magnetic field $H$ was always parallel to $c$ axis of the sample. Resistivity was measured by the standard four-lead method in a Quantum Design instrument, the physical property measurement system (PPMS).

III. RESULTS AND DISCUSSIONS

A. Superconducting transition and second peak effect

Figure 1(a) shows the temperature dependent resistivity $\rho$ at different magnetic fields ranging from 0 to 9 T. The critical temperature $T_{c0}$ taken from zero resistance at zero field is about 30 K, and the onset critical temperature $T_{c}^{\text{onset}}$ with a criterion of 90% $\rho_n$ is 31.3 K, here $\rho_n$ is the normal state resistivity. The narrow transition width shows the high quality of the sample. Figure 1(b) is the $\rho$-$T$ curve measured at zero magnetic field with a wide temperature range from 2 K to room temperature. The residual resistance ratio $\text{RRR} = R(T = 300 \text{ K}) / R(T = 32 \text{ K}) = 2.28$, which is rather small and indicates the strong scattering of the charge carriers in the sample. Temperature dependence of magnetization measured with zero-field-cooling (ZFC) and field-cooling (FC) process at 20 Oe is shown in Fig. 1(c). The irreversibility temperature of the ZFC-FC magnetization curves at 20 Oe is about 31.1 K which is comparable to $T_{c0}$ from the resistance measurements. The magnetization measured in the ZFC process in the temperature region from 2 to 20 K shows a flat temperature dependence, which indicates again full magnetic shielding effect. The large difference between the ZFC and FC magnetization curves indicates a strong hysteresis of magnetization and thus strong vortex pinning.

Figure 2 shows the magnetization hysteresis loops (MHLs) at different temperatures from 2 K to 28 K with
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different magnetic field sweeping rates. The symmetric MHLs indicate that the bulk vortex pinning rather than the surface shielding current dominates the magnetization in the sample. We have measured the MHLs with two different field sweeping rates: 50 Oe/s and 200 Oe/s. One can see clear difference between the MHLs shown by solid (dH/dt = 200 Oe/s) and dashed (dH/dt = 50 Oe/s) line. This difference will allow us to extract the dynamical relaxation rate. From Fig. 2 one can find obvious second peak effect over a wide temperature range beginning from the lowest temperature 2 K. The so-called second peak of magnetization is relative to the first one near the zero magnetic field. It should be noted that flux jump effect shows up as the large scale anomalous jumps of the magnetization below 4 K in the low field range, which is similar to the result in the underdoped sample.

B. Theoretical models for treating the data

The vortex dynamics is mainly described with the model of thermally activated flux motion (TAFM). Based on this model, the electric field $E$ induced by the vortex motion is written as

$$E = v_0 B \times \exp\left(\frac{-U(j_s)}{k_B T}\right). \quad (1)$$

In above equation, $v_0$ is the largest vortex moving speed, $B$ is the averaged magnetic induction, $U(j_s)$ is the flux activation energy which is defined as a function of current density $j_s$. Generally, it is also a function of temperature and magnetic field. Thus a general description of the activation energy was suggested as:

$$U(j_s) = \frac{U_c}{\mu^\nu} \left(\frac{j_s}{j_s^0}\right)^\mu - 1, \quad (2)$$

where $U_c$ is the intrinsic pinning energy, $j_c$ is the unrelaxed critical current density which is always larger than transient current density $j_s$, $\mu$ is the glassy exponent that involves the most attempting size of the vortex motion and the wandering factor of an elastic object in a three dimensional manifold. In a three-dimensional system $\mu > 0$ can be used to describe an elastic flux creep while $\mu < 0$ for plastic motion. In particular, $\mu = -1$ corresponds to the classical Kim-Anderson model. Combining above two equations, we can derive

$$j_s = j_c [1 + \frac{\mu k_B T}{U_c} \ln(\frac{v_e B}{E})]^{-1/\mu}. \quad (3)$$

We can also further understand the second peak effect from field dependent transient superconducting current density $j_s-H$ curve. The $j_s$ can be obtained based on the extended Bean critical state model.

$$j_s = \frac{20 \Delta M}{a (1 - a/3b)}. \quad (4)$$

Here the field dependent irreversible magnetization width $\Delta M$, which is corresponding to the transient critical current density in a superconductor, and can be calculated by $\Delta M = M_{\text{in}} - M_{\text{de}}$. Here $M_{\text{in}}$ ($M_{\text{de}}$) is the magnetization associated with increasing (decreasing) magnetic fields with the unit of emu/cm$^3$. The length scales $a$ and $b$ in unit of cm are the width and length of the sample $(a < b)$. In Fig. 3 we show field dependent $j_s$ with two different field sweeping rates of 200 Oe/s and 50 Oe/s. It is obvious that $j_s$ are different from each other with different field sweeping rates, a faster sweeping rate corresponds to a higher current density. The calculated $j_s$ at 2 K and 0 T can reach a value of $10^5$ A/cm$^2$. Moreover, the second peak effect is very clear in Fig. 3 i.e., at certain temperature, curve $j_s$ decreases first, then increases, and finally keeps decreasing with the increase of magnetic field. The general shape of magnetization hysteresis loops and related features are similar to that in cuprate superconductor YBCO. In addition, the peak position $H_{\text{sp}}$ moves closer to the irreversibility field $H_{\text{irr}}$ with increasing of temperature resulting in a continuous increasing ratio of $H_{\text{sp}}/H_{\text{irr}}$. The origin of this second peak effect has several possible scenarios. On picture explains this effect as the crossover between different vortex pinning regimes. The dominated single-vortex pinning at low magnetic field may be replaced by pinning of vortex bundles or entangled vortices in high field region, and the transient superconducting current keeps increasing with the magnetic field as the flux creep is lowered. However, in high magnetic region, some dislocations will be

\[
\text{FIG. 3: (Color online) Magnetic field dependence of } j_s \text{ calculated from the Bean critical state model at different temperatures in semi-log plot. The solid lines stand for the } j_s \text{ with field sweeping rate of 200 Oe/s, while the dashed lines represent those with 50 Oe/s.}
\]
formed in the vortex system leading to the plastic vortex motion, the transient critical current density \( j_s \) will decrease. At higher temperatures, the second peak effect becomes weaker and \( H_{sp} \) becomes more closer to the \( H_{err} \). From our data, we can see that the second peak effect becomes a step like transition when temperature is 28 K.

C. Magnetization relaxation rate and glassy exponent

It has been proven that magnetization relaxation is a very effective way to investigate the vortex dynamics.\(^{36}\) The magnetization relaxation can be categorized into the conventional relaxation and dynamical relaxation. In a typical conventional magnetic relaxation measurement, time dependent decay of magnetization is measured after applying a field following the ZFC process. The corresponding magnetization-relaxation rate \( S \) is defined as

\[
S = \frac{d\ln[-(M - M_{eq})]}{d\ln t},
\]

FIG. 4: (Color online) Time dependence of the nonequilibrium magnetization on a log-log plot at various temperatures at fields of (a) 1 T (b) 3 T. Here the magnetic field is applied parallel to \( c \)-axis of the sample.

Here \( M \) is the instantaneously measured magnetization, and \( M_{eq} \) is the equilibrium magnetization which is taken from the average of magnetization of increasing and decreasing field of the full MHL taken at a certain magnetic field and corresponding temperature. For data measured at high temperatures, it is very important to remove this equilibrium magnetization away since the MHL becomes asymmetric. The time \( t \) is taken from the moment when the critical state is prepared. A long waiting time is necessary for determining the meaningful relaxation rate.

In contrast, the so called dynamic magnetization-relaxation measurements are carried out by measuring the MHLs with different field sweeping rates \( dH/dt \) as described above. The corresponding magnetization-relaxation rate \( Q \) can be obtained from

\[
Q = \frac{d\ln j_s}{d\ln(dB/dt)}.
\]

The very small difference between the two \( j_s - \mu_e H \) curves measured with four times difference of sweeping rate corresponds to a very small magnitude of \( Q \). From Eq.3, one can easily have the message that \( S \propto Q \). Here, in deriving the conventional magnetization relaxation rate, we assume that \( E \propto d\mu_e/dt \); in deriving the dynamical relaxation rate, we assume \( E \propto dB/dt \).

The time dependence of magnetization at various temperatures are shown in Fig. 4 at magnetic fields of 1 T and 3 T. Here almost linear relationship between \(-(M - M_{eq})\) and time in log-log plot is observed in the long time limit, being consistent with the model of thermally activated flux motion. According to the definition of the conventional relaxation rate as Eq. 5, the absolute value of the slope of the log-log plot in Fig. 4 gives the conventional relaxation rate, we thus determine \( S \) through a linear fit to the double logarithmic plot from the data in the long time limit with the time window of \( \ln t = 4 \) to 8.18. The dynamic relaxation rates \( Q \) calculated from Eq. 6 and Fig. 4 as well as the conventional relaxation rates \( S \) calculated from Eq. 5 and Fig. 4 versus temperature are shown in Fig. 5(a). One can find that relaxation rates calculated from the two methods at the same field are consistent with each other. To get more information about the vortex dynamics, we can calculate the activation energy and the glassy exponent which is strongly related to the relaxation rate. If combining Eq. 6 and Eq. 5 and the definition of the dynamic relaxation mentioned above, the following equation can be obtained\(^{37}\),

\[
\frac{T}{Q(T)} = \frac{U_e(T)}{k_B} + \mu CT,
\]

where \( C = \ln(v_0 B/E) \) is a parameter that almost independent of temperature. According to this equation, the relaxation rate \( Q \) is determined by the balance between the two temperature dependent parts \( U_e(T) \) and
The temperature dependence of the ratio $T/Q$ is roughly straight, so we can get the magnetic field of 1 and 3 T. One can see that the curves are be ignored at very low temperature, then behavior. However if the second part is too small and can 

$\mu CT$, and shows a complex temperature-dependent behavior. However if the second part is too small and can be ignored at very low temperature, then $Q$ will show a linear dependence on $T$, the ratio $T/Q$ should give a constant which is just the intrinsic pinning energy. By extrapolating the curve $T/Q$ down to zero temperature, one can obtain the value of $U_c(0)$. The value of $\mu C$ can be determined from the slope of $T/Q$ vs. $T$. Meanwhile, from Eq. 8, one can derive that

$$-d\ln j_s/dT = C \times \frac{Q(T)}{T}. \quad (8)$$

Therefore the parameter $C$ can be calculated by the slope of $-d\ln j_s/dT$ vs. $Q/T$. In Fig. 6 we show the data of $-\ln j_s(T)$ vs. $Q(T)/T$ at low temperatures for the magnetic field of 1 and 3 T. One can see that the curves are roughly straight, so we can get the $C$ values of 27.6 and 28.7 for 1 and 3 T, respectively. With the values of $\mu C$ determined above, we can determine the glassy exponent $\mu$. We plot temperature dependence of $T/Q$ and $T/S$ at different magnetic fields in Fig. 5. Here we do a linear fit of the data $T/Q$ vs. $T$ between 2 and 8 K to get the intercept at $T = 0$ K and the slope. From the intercept value at $T = 0$ K, we get the the values of $U_c(0)/k_B = 194$ K and 233 K at 1 T and 3 T, respectively. These values are larger than that of $Ba(Fe_{1-x}Co_x)_2As_2$ single crystals. Based on the method that we discussed above, the values of $\mu C \approx 45.38$ and 48.18 at 1 T and 3T can be determined. Meanwhile, taking the values of $C$ that determined above, we can get the glassy exponent $\mu \approx 1.64$ at 1 T and 1.68 at 3 T.

The relaxation rates show a monotonic temperature dependence for different fields, as shown in Fig. 5(a). While it exhibits clearly a plateau in the intermediate temperature region, which was also observed in $YBa_2Cu_3O_{7-\delta}$. The temperature window of the plateau in $Q$-$T$ curve shrinks when magnetic field is increased and almost disappears at $\mu_0H = 6.0$ T. This plateau can be explained by the vortex collective pinning model as Eq. 7. When the second term $\mu CT$ is much larger than $U_c$ at high temperatures, the first term can be ignored and almost temperature independent value of $Q$ can be obtained. This plateau of $S$ or $Q$ in the intermediate temperature region strongly suggests the applicability of the collective vortex pinning model.
with a different magnetic field of 3 T, the parameters \( \mu = 1.23 \) with a magnetic field of 1 T. (b) The same as (a) while \( \mu = 1.29 \) at 3 T, which are close to the results from analysis based on Eq. 7. The difference between the \( \mu \) values derived in the two methods is induced by the distinct and crude assumptions adopted in analyzing the data. Therefore we can conclude that the \( \mu \) value may locate in the region of 1.2 to 1.7. As we discussed above, in the model of collective creep, the glassy exponent \( \mu \) influences on the vortex dynamics. Actually, theoretical prediction \(^{20}\) for the \( \mu \) values is that: \( \mu = 1/7 \) for single vortex; \( \mu = 3/2 \) for small bundles of vortices; \( \mu = 7/9 \) for large bundles of vortices. The value \( \mu = 3/2 \) locates just between the two calculated values that obtained by different methods. So our results here may suggest that the collective vortex motion is in the small bundles vortex regime. Nevertheless, the \( \mu \) values derived in different methods suggest that the collective pinning model is applicable in this kind of superconductors.

D. To derive the \( U(j_s) \) dependence and \( \mu \) parameter from Maley’s method

In order to verify the calculated activation energy and glassy exponent, we also use the Maley’s method\(^ {21}\) to analyze the data of time dependent nonequilibrium magnetization. From Eq. 1 and the basic assumption of \( E \propto |dM/dt| \), we have

\[
\frac{U(j_s)}{k_B} = -T[\ln(dM/dt) - A], \tag{9}
\]

where \( A \) is a time-independent constant related to the average hoping velocity. By adjusting \( A \) we can scale the curves measured at low but different temperatures onto one curve. This is shown in Fig. 3. From the figure, we can see that all the curves can be well scaled together at temperatures below 6.5 K, while the scaling fails at higher temperatures. The temperature region for the good scaling may be in the range where the temperature dependence of \( U_c(T) \) is weak. The glassy exponent can be obtained by fitting the scaled curves with Eq. 2 by TAFM model. The fitting gives an independent evaluation of \( U_c/k_B = 199 \) K, \( \mu = 1.23 \) at 1 T, and \( U_c/k_B = 260 \) K, \( \mu = 1.29 \) at 3 T, which are close to the results from analysis based on Eq. 7. The difference between the \( \mu \) values derived in the two methods is induced by the distinct and crude assumptions adopted in analyzing the data. Therefore we can conclude that the \( \mu \) value may locate in the region of 1.2 to 1.7. As we discussed above, in the model of collective creep, the glassy exponent \( \mu \) influences on the vortex dynamics. Actually, theoretical prediction\(^ {20}\) for the \( \mu \) values is that: \( \mu = 1/7 \) for single vortex; \( \mu = 3/2 \) for small bundles of vortices; \( \mu = 7/9 \) for large bundles of vortices. The value \( \mu = 3/2 \) locates just between the two calculated values that obtained by different methods. So our results here may suggest that the collective vortex motion is in the small bundles vortex regime. Nevertheless, the \( \mu \) values derived in different methods suggest that the collective pinning model is applicable in this kind of superconductors.

E. Crossover from the second to first order transition at high temperatures

Recalling the MHLs with the second peak effect, we see that there is a large gap between the second peak field \( H_{sp} \) and the irreversible field \( H_{irr} \) when the temperature is not high. In this case, the merging of the magnetization curves in the field ascending and descending processes is gradual, showing a long tail of the critical current density \( j_s \) versus \( H \), as shown in Fig. 3 for \( T = 18 \) K to 24 K. However, when the temperature is increased further, this gap becomes narrow and narrow, showing a step like behavior in both the MHL near the \( H_{irr} \) or the curve of \( j_s \) versus \( H \). We present the MHLs at high temperatures (22 to 28 K) in Fig. 8. It is clear that the MHLs near the irreversibility line is indeed changing from a long tail behavior to a step like. We argue this change of the behavior from a smooth to a step like transition as the crossover from the second order transition of vortices to the first order transition. The second order transition near \( H_{irr} \) at a low temperature and high magnetic field is understood as the transition from a plastic motion dominated vortex dynamics to the vortex liquid. While the step like transition corresponds to a more ordered vortex system (now the vortex density is quite low) to the vortex liquid transition. Our observation here is quite close to the theoretically predicted phase diagram\(^ {22}\) in the high temperature and low field region, where the first order transition occurs and the phase line connects to the second order transition at high magnetic fields. This first order transition may be similar to that observed in YBCO single crystal\(^ {11, 12}\), but the magnetic field is much lower in present BKBO sample. Since our sample is a bulk, the global measurement for the step like transition gives still a certain width of the transition. It is highly desired
Irreversibility point at temperatures 22K, 24K, 25K, 26K, 27K and 28K from outside to inside. With increasing temperature, the MHL near the irreversibility point $H_{irr}$ changes from a smooth long tail like transition to a step like transition.

to use the small Hall probe or local measurements to detect this first order transition as that done in cuprate superconductor Bi2212.

F.  Vortex phase diagram and general discussion

With above results, finally, we depict a vortex phase diagram for the optimally doped Ba0.59K0.47BiO3+δ single crystal in Fig. 8. Here $H_{irr}$ is the irreversibility field that is determined from $j_s-\mu H$ curves with the criterion of $j_s = 10$ A/cm$^2$ (blue open circles). The field position $H_{min}$ is the point with minimum $j_s$ between the first and the second magnetization peak position $H_{SP}$. The upper critical field $H_{c2}$ and the irreversible field $H_{irr}$ shown as open squares are obtained from the resistive measurement with criterions of 90%$\rho_n$ and of 10%$\rho_n$, respectively. Below the second peak effect field, the vortex motion can be well interpreted with the collective vortex motion with the glassy exponent $\mu \approx 1.2$ to 1.7, this suggests an elastic flux creep. While with increasing magnetic field, the flux creep becomes faster and system enters into the plastic creep regime. This crossover may correspond to the second peak field, or slightly higher than that field. Finally, the motion of vortices changes into vortex liquid state above the irreversibility field or temperature. However, a quite large area between the $H_{irr}-T$ and $H_{SP}-T$ curves in the intermediate temperature region suggests that the vortex dissipation is still through a plastic motion in this region, via for example the proliferation of vortex kinked loops. At very high temperatures and magnetic fields, we see the vortex liquid behavior with the very fast vortex motion. We fit the $H_{c2}(T)$ and $H_{irr}(T)$ curves and find that they are well fitted by the expressions $H_{c2}(T) = H_{c2}(0)(1-T/T_c)^{1.42}$ and $H_{irr}(T) = H_{irr}(0)(1-T/T_c)^{1.51}$. The two lines are very close to each other, which suggests that the flux liquid region in this material is rather narrow. This is because the material itself is more three dimensional like, not that much two dimensional as in the cuprates.

IV. CONCLUDING REMARKS

In conclusion, we have investigated the vortex dynamics through the dynamical and conventional magnetization relaxation methods on optimally doped Ba0.59K0.47BiO3+δ single crystal with $T_c = 31.3$ K. A second peak effect is obvious on the magnetization hysteresis loops over a very wide temperature range from 2 to 24 K. Based on the Bean critical state model and Ma- lley’s method, we calculate the transient critical current density and obtained the characteristic pinning energy. We also get the glassy exponent of $\mu \approx 1.2$ to 1.7 for the magnetic field of 1 T and 3 T in low temperature regime. It indicates that the vortex collective pinning model can describe the vortex dynamics in this material very well. The second peak position become very close to the irreversibility field at the temperatures above 0.9$T_c$, which may suggest that the vortex phase transition changes from the second order to the first order. Finally, the vortex phase diagram is obtained by combining the resistivity and magnetization measurements. Our results show that the optimally doped BKBO is a model...
platform to investigate the vortex collective pinning and related physics.
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