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Abstract
The paper evaluates the suitability of examples used in developing averaging techniques of multi-objective optimization (MOO). Most of the examples used for proposing these techniques were not suitable. The results of these examples have also not been interpreted correctly. An appropriate example has also been solved with existing and improved averaging techniques of multi-objective optimization.
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1. Introduction
The importance of examples in understanding the mathematical theories or mathematical interpretations is very well recognised. Examples are the principle devices used to illustrate and communicate concepts to the learner. Examples are quite relevant for making any mathematical theory or concept more realistic and acceptable. The present study evaluates the suitability of the examples used in the development of new averaging MOO techniques. After Sen’s MOO technique [1], several averaging MOO techniques [2]-[11] have been proposed during last three decades. Many examples have been used for testing the applicability of these techniques. Seven examples used in these MOO techniques have been selected for the present analysis. The presence of conflicts amongst objectives is the main characteristic of an appropriate example. The results of these examples and their interpretations have also been reviewed. The achievement of the objec-
tives using MOO techniques has been compared with the results of individual optimization. The results of the existing averaging MOO techniques using these examples have not been interpreted correctly. An appropriate example has also been solved using existing and improved averaging MOO techniques [12] for comparison.

2. Multi-Objective Optimization Techniques

The mathematical forms of Sen’s MOO technique, existing and improved averaging MOO techniques are described as:

Optimize \( Z = \left\{ \text{Max. } Z_1, \text{Max. } Z_2, \cdots, \text{Max. } Z_r, \text{Min. } Z_{r+1}, \cdots, \text{Min. } Z_s \right\} \)

Subject to:
\[ AX = b \quad \text{and} \quad X \geq 0 \]

The individual optima are obtained by optimizing each objective separately as:
\[ Z_{\text{optima}} = [\theta_1, \theta_2, \cdots, \theta_s] \]

The Sen’s Multi-Objective Function [1] is formulated as:

Maximize \( Z = \sum_{j=1}^{r} Z_j - \sum_{j=r+1}^{s} Z_j \)

Subject to:
\[ AX = b \quad \text{and} \quad X \geq 0 \]
\[ \theta_j \neq 0 \quad \text{for } j = 1, 2, \cdots, s \]

where,
\( \theta_j \) is the optimal value of \( j^{th} \) objective function.

The Multi-Objective Function for the existing averaging MOO technique [2]-[11] is formulated as under:

Maximize \( Z = \sum_{j=1}^{r} Z_j - \sum_{j=r+1}^{s} Z_j \)

Subject to:
\[ AX = b \quad \text{and} \quad X \geq 0 \]
\[ \theta_j \neq 0 \quad \text{for } j = 1, 2, \cdots, s \]

where,
\( \theta_{av} \) is the average of optimal values of the maximization objective functions and
\( \theta_{av} \) is the average of optimal values of the minimization objective functions.

An improved averaging MOO technique is also proposed for comparative analysis.

The Multi-Objective function for improved averaging MOO technique [12] is formulated as:

Maximize \( Z = \sum_{j=1}^{r} Z_j - \sum_{j=r+1}^{s} Z_j \)
Subject to:
\[ AX = b \quad \text{and} \quad X \geq 0 \]
\[ \theta_j \neq 0 \quad \text{for} \quad j = 1, 2, \cdots, s \]  

Where,
\[ \theta_{av} \] is the average value of optimal and sub optimal values of the maximization objective functions and \[ \theta_{sav} \] is the average value of optimal and sub optimal values of the minimization objective functions.

3. Examples

The following seven examples used in existing averaging MOO technique are given below:

**Example 1:** [2] [6]

Max. \[ Z_1 = X_1 + 2X_2 \]
Max. \[ Z_2 = X_1 \]
Min. \[ Z_3 = -2X_1 - 3X_2 \]
Min. \[ Z_4 = -X_2 \]

Subject to:
\[ 6X_1 + 8X_2 \leq 48 \]
\[ X_1 + X_2 \geq 3 \]
\[ X_1 \leq 4 \]
\[ X_2 \leq 3 \]

**Example 2:** [7]

Max. \[ Z_1 = (3X_1 + 2X_2 + 4)(2X_1 + 5X_2 + 3)/(2X_1 + 2X_2 + 2)(X_1 + X_2 + 1) \]
Max. \[ Z_2 = (6X_1 + 4X_2 + 8)(6X_1 + 15X_2 + 9)/(3X_1 + 3X_2 + 3)(5X_1 + 5X_2 + 5) \]
Max. \[ Z_3 = (12X_1 + 8X_2 + 16)(4X_1 + 10X_2 + 6)/(X_1 + X_2 + 1)(4X_1 + 4X_2 + 4) \]
Min. \[ Z_4 = (9X_1 + 6X_2 + 12)(-8X_1 - 20X_2 - 12)/(4X_1 + 4X_2 + 4)(2X_1 + 2X_2 + 2) \]
Min. \[ Z_3 = (-15X_1 + 10X_2 - 20)(12X_1 + 30X_2 + 18)/(3X_1 + 3X_2 + 3)(6X_1 + 6X_2 + 6) \]

Subject to:
\[ 6X_1 + 5X_2 \leq 30 \]
\[ 2X_1 + X_2 \leq 8 \]
\[ 5X_1 + 9X_2 \leq 45 \]

**Example 3:** [3] [4] [5] [11]

Max. \[ Z_1 = (3X_1 - 2X_2)/(X_1 + X_2 + 1) \]
Max. \[ Z_2 = (9X_1 + 3X_2)/(X_1 + X_2 + 1) \]
Max. \[ Z_3 = (3X_1 - 5X_2)/(2X_1 + 2X_2 + 2) \]
Min. \[ Z_4 = (-6X_1 + 2X_2)/(2X_1 + 2X_2 + 2) \]
Min. \( Z_3 = \frac{(-3X_1 - X_2)}{(X_1 + X_2 + 1)} \)

Subject to:
\[
X_1 + X_2 \leq 2 \\
9X_1 + X_2 \leq 9
\]

**Example 4:** \[7\]

Max. \( Z_1 = (X_1 + 3X_2 + 1)(4X_1 + 2X_2 + 2)/(3X_1 + 3X_2 + 3)(2X_1 + 2X_2 + 2) \)

Max. \( Z_2 = (2X_1 + 6X_2 + 2)(12X_1 + 6X_2 + 6)/(5X_1 + 5X_2 + 5)(X_1 + X_2 + 1) \)

Max. \( Z_3 = (4X_1 + 12X_2 + 4)(20X_1 + 10X_2 + 10)/(4X_1 + 4X_2 + 4)(2X_1 + 2X_2 + 2) \)

Min. \( Z_4 = (-6X_1 - 8X_2 - 6)(16X_1 + 8X_2 + 8)/(3X_1 + 3X_2 + 3)(4X_1 + 4X_2 + 4) \)

Min. \( Z_5 = (5X_1 + 15X_2 + 5)\left( -8X_1 - 4X_2 - 4 \right)/(6X_1 + 6X_2 + 6)(X_1 + X_2 + 1) \)

Min. \( Z_6 = (-3X_1 - 9X_2 - 3)(24X_1 + 12X_2 + 12)/(2X_1 + 2X_2 + 2)(5X_1 + 5X_2 + 5) \)

Subject to:
\[
2X_1 + X_2 \leq 4 \\
5X_1 + 2X_2 \leq 25
\]

**Example 5:** \[3\] \[11\]

Max. \( Z_1 = (5X_1 + 3X_2)/(X_1 + X_2 + 1) \)

Max. \( Z_2 = (9X_1 + 5X_2)/(3X_1 + 3X_2 + 3) \)

Max. \( Z_3 = (3X_1 - 4X_2)/(X_1 + X_2 + 1) \)

Max. \( Z_4 = (3X_1 + 2X_2)/(2X_1 + 2X_1 + 2) \)

Subject to:
\[
2X_1 + 4X_2 \geq 8 \\
X_1 + X_2 \leq 3 \\
X_1 + 2X_2 \leq 10 \\
2X_1 + X_2 \leq 5 \\
X_1 \leq 2
\]

**Example 6:** \[8\] \[10\]

Max. \( Z_1 = (2X_1 + X_2 + 1)(2X_1 + X_2 + 2)/(2X_1 + 2X_2 + 2) \)

Max. \( Z_2 = (4X_1 + 2X_2 + 2)(6X_1 + 3X_2 + 6)/(3X_1 + 3X_2 + 3) \)

Max. \( Z_3 = (4X_1 + 2X_2 + 2)(6X_1 + 3X_2 + 6)/(6X_1 + 6X_2 + 6) \)

Min. \( Z_4 = (-8X_1 - 4X_2 - 4)(6X_1 + 3X_2 + 6)/(5X_1 + 5X_2 + 5) \)

Min. \( Z_5 = (-4X_1 - 2X_2 - 2)(10X_1 + 5X_2 + 10)/(2X_1 + 2X_2 + 2) \)

Subject to:
\[
X_1 + 2X_2 \leq 4
\]
Example 7: [6]

\[
\begin{aligned}
\text{Max. } Z_1 &= X_1 \\
\text{Max. } Z_2 &= 2 + X_1 + 2X_2 \\
\text{Max. } Z_3 &= 3 + X_2 \\
\text{Min. } Z_4 &= -3X_2 \\
\text{Min. } Z_5 &= -X_1 - 3X_2
\end{aligned}
\]

Subject to:

\[
\begin{aligned}
2X_1 + 3X_2 &\leq 6 \\
X_1 &\leq 4 \\
X_1 + 2X_2 &\leq 2
\end{aligned}
\]

4. Interpretation of the Results

The solutions of all the above mentioned examples are presented in Table 1. The solutions of the individual optimizations of all the objectives were unique as given in the \(X_i\) row. Hence, none of the examples requires the application of any MOO technique. However, all these examples have been solved using Sen’s MOO technique and averaging technique. The solutions of MOO techniques were all the same as individual optimization and given in 2nd and 3rd row of \(X_i\). The values of multi-objective function \(Z_{av}\) and \(Z_{sen}\) were not exactly the same for most of the examples due to difference in the formulation of multi-objective functions. The achievements of the real objectives of the examples have been evaluated for the efficiency of the MOO techniques The values of decision variable \(X_i\) were exactly same in all the solutions of individual as well as MOO techniques. The MOO techniques with higher values of multi-objective function

| Example | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
|---------|------|------|------|------|------|------|------|
| \(X_i\) | 4, 3 | 3    | 2    | 1, 0 | 0, 4 | 2, 1 | 2, 0 |
| \(X_i\) | 4, 3 | 3    | 3    | 1, 0 | 0, 4 | 2, 1 | 2, 0 |
| \(X_i\) | 4, 3 | 3    | 3    | 1, 0 | 0, 4 | 2, 1 | 2, 0 |

\[\begin{array}{cccccccc}
\text{Z}_1 & 10 & 5.44 & 1.5 & 0.8 & 3.25 & 5.0 & 4.4 \\
\text{Z}_2 & 4 & 4.35 & 4.5 & 6.2 & 1.92 & 20.0 & 4 \\
\text{Z}_3 & -17 & 21.7 & 0.75 & 13 & 0.5 & 10 & 4 \\
\text{Z}_4 & -3 & -16.3 & -1.5 & -10.4 & 1 & -24 & -3 \\
\text{Z}_5 & -18.1 & -16.3 & -1.5 & -10.4 & 1 & -24 & -3 \\
\text{Z}_6 & -9.3 & 21.7 & 0.75 & 13 & 0.5 & 10 & 4 \\
\end{array}\]

\[\begin{array}{cccccccc}
\text{Z}_{av} & 3.39 & 4.35 & 5.2 & 6.25^* & 8 & 5 & 4.4 \\
\text{Z}_{sen} & 3.39 & 1.0 & 5 & 0.98 & 4 & 5 & 4 \\
\end{array}\]
were declared superior over the MOO technique with lower values of multi-objective functions in the most of the studies, which is not appropriate. An appropriate example has been solved using the existing and improved MOO techniques.

5. Appropriate Example

Further a new example for testing existing and improved averaging MOO techniques is mentioned below:

**Example 8:**

\[
\begin{align*}
\text{Max. } Z_1 &= 12500X_1 + 25100X_2 + 16700X_3 + 23300X_4 + 20200X_5 \\
\text{Max. } Z_2 &= 21X_1 + 15X_2 + 13X_3 + 17X_4 + 11X_5 \\
\text{Min. } Z_3 &= 370X_1 + 280X_2 + 350X_3 + 270X_4 + 240X_5 \\
\text{Min. } Z_4 &= 1930X_1 + 1790X_2 + 1520X_3 + 1690X_4 + 1720X_5 \\
\end{align*}
\]

**Subject to:**

\[
\begin{align*}
X_1 + X_2 + X_3 + X_4 + X_5 &= 4.5 \\
2X_1 &\geq 1.0 \\
3X_4 &\geq 1.5 \\
X_1, X_2, X_3, X_4, X_5 &\geq 0
\end{align*}
\]

The example was solved for achieving each objective and the results are presented in **Table 2** of individual optimization matrix. Each column gives the optimal value of the mentioned objective function and suboptimal values of the remaining objective functions. The values of decision variables are given in $X_i$ row. All the solutions of individual optimizations are different. None of the solution optimizes all the objective functions simultaneously. The conflicts amongst objective functions are very clear and necessitate the need of multi-objective optimization.

The existing averaging MOP techniques using mean, geometric mean and harmonic mean have been applied for solving the above example. The example was also solved using improved techniques of mean, geometric mean and harmonic mean and the results are presented in **Table 3**.

The results of multi-objective optimization with existing averaging techniques

| Item | Individual Optimization | Max. $Z_1$ | Max. $Z_2$ | Min. $Z_3$ | Min. $Z_4$ |
|------|--------------------------|------------|------------|------------|------------|
| $X_0$ | 0.5, 3.5, 0, 0.5, 0 | 105,750 | 61,650 | 88,600 | 76,350 |
| $Z_1$ | 71.5 | 92.5 | 57.5 | 64.5 |
| $Z_2$ | 1300 | 1615 | 1160 | 1545 |
| $Z_3$ | 8075 | 8565 | 7830 | 7130 |
Table 3. Multi-objective optimization.

| Item | Existing Average Techniques | Improved Average Techniques |
|------|-----------------------------|-----------------------------|
|      | Mean | Harmonic Mean | Geometric Mean | Mean | Harmonic Mean | Geometric Mean |
| $X_i$ | 0.5, 3.5, 0, 0.5, 0 | 0.5, 3.5, 0, 0.5, 0 | 0.5, 3.5, 0, 0.5, 0 | 0.5, 0, 0, 4, 0 | 0.5, 0, 0, 4, 0 | 0.5, 0, 0, 4, 0 |
| $Z_1$ | 105,750 | 105,750 | 105,750 | 99,450 | 99,450 | 99,450 |
| $Z_2$ | 71.5 | 71.5 | 71.5 | 78.5 | 78.5 | 78.5 |
| $Z_3$ | 1300 | 1300 | 1300 | 1265 | 1265 | 1265 |
| $Z_4$ | 8075 | 8075 | 8075 | 7725 | 7725 | 7725 |

using mean, geometric and harmonic mean are all the same and achieving first objective only. The remaining three objectives are ignored. The value $Z_1$ is 105,750 which is the optimal value of first objective. Values of remaining objectives $Z_2$, $Z_3$ and $Z_4$ are 71.4, 1300, and 8075 respectively which are sub optimal. However all the improved averaging techniques have also generated the unique solution but achieved all the objectives simultaneously. The improved averaging techniques have generated the compromised and more acceptable solutions than the existing averaging techniques.

6. Conclusion

The present analysis reveals that the examples used for testing existing averaging MOO techniques in many studies were not suitable for the purpose. The individual optimization revealed that all the examples were with non conflicting objectives and thus unsuitable in the application of MOO technique. The results have also not been interpreted appropriately. The values of multi-objective functions have been considered as achievements of all the objectives which are not correct. The values of basic objectives should have been considered for any conclusion. The study has been extended by adding an appropriate example and improved MOO techniques. The eighth example was found suitable for the validation of existing and improved averaging MOO techniques. The existing MOO techniques have been found inefficient in solving MOO problems.
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