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Abstract
We investigate the pathwise well-posedness of stochastic partial differential equations perturbed by multiplicative Neumann boundary noise, such as fractional Brownian motion for $H \in (1/3, 1/2]$. Combining functional analytic tools with the controlled rough path approach, we establish global existence of solutions and flows for such equations. For Dirichlet boundary noise we obtain similar results for smoother noise, i.e. in the Young regime.
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1 Introduction

We investigate the semilinear parabolic evolution equation with nonlinear rough boundary noise given by

$$\begin{cases}
\frac{\partial}{\partial t} y = Ay + f(y) & \text{in } \mathcal{O}, \\
C y = F(y) \frac{d}{dt} X & \text{on } \partial \mathcal{O}, \\
y(0) = y_0.
\end{cases} \tag{1.1}$$

where $\mathcal{O} \subset \mathbb{R}^d$ is a bounded domain with $C^\infty$-boundary, $X$ is a $\gamma$-Hölder rough path with $\gamma \in (\frac{1}{3}, \frac{1}{2}]$, $A$ is a second order differential operator in divergence form with Neumann boundary conditions $C$ as specified in (5.1), $y_0$ is the initial data and $f$ and $F$ are nonlinear terms. Consequently, the theory developed in this article is applicable to the fractional Brownian motion with Hurst parameter $H \in (\frac{1}{3}, \frac{1}{2}]$. For $H = \frac{1}{2}$ we recover the results for the Brownian motion.
motion in [34]. Setting for now the drift term $f = 0$, we note that the solution of (1.1) should be given by

$$y_t = S_t y_0 + A \int_0^t S_{t-r} NF(y_r) \, dX_r,$$

(1.2)

where $A$ will be the $L^p$-realization of $A$ which generates an analytic semigroup $(S_t)_{t \in [0, \infty)}$ on a suitable scale of Banach spaces. Furthermore, $N$ is the Neumann operator, which maps the boundary data into the interior of the domain. The derivation of (1.2) was established in [14, 32] for additive noise. One of the main goals of this work is to give a meaning to the convolution (1.2) using a controlled rough path approach and construct pathwise solutions for (1.1). Our approach is applicable only to Neumann boundary noise for $\gamma \in \left(\frac{1}{3}, \frac{1}{2}\right]$. The Dirichlet case can be included in the Young regime, provided that the Hölder regularity of the noise satisfies an additional condition. This fact is not surprising, since it is well-known that mild solutions for stochastic evolution equations with Brownian Dirichlet boundary noise generally fail to exist [14, 34]. Using different techniques and tools from Malliavin calculus, we mention that Dirichlet boundary noise can be treated for a Brownian motion, see [3]. However, one can construct solutions for Dirichlet boundary noise, if the random input is given by a fractional Brownian motion where the Hurst index $H > \frac{3}{4}$ [17]. Furthermore, one can show well-posedness of (1.1) driven by an additive fractional Brownian motion if $H \in (\frac{1}{4}, 1)$ as obtained in [17, Section 5] and [18]. We recover these thresholds for the Hurst parameters in the more general framework of rough path theory, which allows us to consider multiplicative noise in contrast to [13, 15, 17, 18, 32]. Results on stochastic evolution equations of the type (1.1) with multiplicative noise can be looked up in [31, 34]. Here, the random input $X$ is an infinite-dimensional Brownian motion. To our best knowledge, for fractional Brownian motion, only the additive case was considered in [13, 17, 18]. Results for SPDEs with boundary Lévy noise have been obtained in [9, 26].

On the other hand, there has been a growing interest in developing a solution theory based on a semigroup approach for rough evolution equations starting with [24, 25] and the more recent approaches [20, 22, 23, 27]. However, most of the results are stated on a torus and seem to be only applicable to rough PDEs with zero Dirichlet or Neumann boundary conditions. To our best knowledge, there are no works that deal with more complicated boundary conditions (nonlinear or dynamic) or with boundary noise using rough paths techniques. Here we contribute to this aspect and provide a solution theory for (1.1) with Neumann boundary noise. Our approach relies on controlled rough paths on a monotone scale of interpolation spaces introduced in [23]. One major difficulty in our setting is that we have to deal with controlled rough paths belonging to two different scales of Banach spaces: one for the solution and one for the boundary data. However, the main technical challenge is to obtain enough spatial regularity in order to guarantee that (1.2) belongs to the domain of $A$ and to investigate its Gubinelli derivative. It is well-known that [22, 23, 25, 27] there is a trade-off between space and time regularity required in order to define the standard convolution $\int_0^t S_{t-r} F(y_r) \, dX_r$ using pathwise arguments. In particular the nonlinear term $F$ has to improve the spatial regularity as in [21, 27] or is allowed to lose spatial regularity which is strictly less than the time regularity of the noise [22, 23]. In particular for the Brownian motion, which is $1/2$– Hölder regular, this means that it is not yet possible to deal with transport-type noise in the mild formulation [22, 23] as opposed to the Itô calculus. However, there are numerous advantages to consider a rough path formulation for (1.1) such as a continuous dependence of the solution with respect to the random input and the existence of random dynamical systems, which we discuss in Sect. 4. In our setting, we have to incorporate the Neumann operator in the rough convolution, compute a Gubinelli derivative and make sure that (1.2) belongs to the domain.
of $A$. We can deal with these issues by introducing a suitable extrapolation operator which entails a convenient representation of the mild solution.

The idea of working with extrapolation operators in the context of rough path theory is new, and the results obtained are of independent interest. In the works [17, 18] due to the presence of an additive fractional noise on the boundary, the application of extrapolation operators is not required. In order to deal with multiplicative Brownian noise on the boundary, extrapolation operators have been introduced in [34]. Similar to [34], the main idea is to rewrite (1.1) as a semilinear evolution equation without boundary noise using extrapolation operators. The novel aspect of this work is to analyze the interaction between extrapolation operators, controlled rough paths and rough integrals which is necessary in order to investigate the well-posedness of (1.1).

Finally, we mention that the motivation of incorporating boundary noise arises in the study of transport models under random sources [10, 36]. In this framework, the recent work [6] considers a variant of the 3D Navier–Stokes equations subject to stochastic wind driven boundary conditions which are modelled by an additive cylindrical Brownian motion. Furthermore, beyond the well-posedness theory mentioned above, optimal control results for SPDEs with boundary noise have been obtained in [7, 15], whereas numerical aspects have been discussed in [8]. Averaging principles and fluctuations around the averaged equation for such equations have been derived in [12].

This work is structured as follows. In Sect. 2 we collect fundamental results from the controlled rough path approach according to a monotone interpolation family as introduced in [23]. In our case, we have to work with two different scales of interpolation spaces in order to deal with the boundary data. More precisely, the boundary data belongs to the Besov scale, whereas the solution is expected to belong to the Bessel potential scale according to the boundary conditions $C u = 0$. We specify these function spaces in Sect. 2 and further provide a background on extrapolation operators. Section 3 contains the main results of this work. We analyse the interplay between the extrapolation operators and controlled rough paths. Based on this, we construct pathwise (local- and global-in-time) solutions for (1.1) in Theorems 3.16 and 3.20. Moreover, we also establish in Theorem 3.24 a well-posedness result for Dirichlet boundary noise if $H \in \left(\frac{3}{4}, 1\right)$ using Young’s integral. Section 4 contains a direct application of our global well-posedness result. Namely, we establish in Theorem 4.2 the existence of random dynamical systems associated to (1.1). Its long-time behavior will be addressed in a future work. For example, it is known that white noise on the boundary can have a stabilization effect [19, 33]. However, such results are not available for fractional noise in the context of the rough path approach. Finally, we conclude with some applications of our theory in Sect. 5.

2 Preliminaries

In this section we collect basic results on rough paths and rough convolutions for semilinear parabolic problems [23] and provide the assumptions on the coefficients of (1.1). Furthermore, we explain the concept of extrapolation spaces and operators.

We first specify the type of noise we consider. The random input is a $d$-dimensional $\gamma$-Hölder rough path $X := (X, X)$, for $\gamma \in (1/3, 1/2]$ and $X_0 = 0$. Here we assume without loss of generality that $d = 1$, since the generalization to $d > 1$ can be made componentwise. More precisely, we have

$$X \in C^\gamma ([0, T]; \mathbb{R}) \quad \text{and} \quad X \in C^{2\gamma} ([0, T]^2; \mathbb{R} \otimes \mathbb{R})$$
and the connection between $X$ and $\bar{X}$ is given by Chen’s relation
\[ X_{t,s} - X_{u,s} - X_{t,u} = X_{u,s} \otimes X_{t,u}, \]  
where we write $X_{u,s} := X_u - X_s$ for any path. The term $\bar{X}$ is sometimes referred to in the
literature as a second order process. We further introduce an appropriate distance between
two $\gamma$-Hölder rough paths.

**Definition 2.1** Let $J \subset \mathbb{R}$ be a compact interval, $\Delta_J := \{(s,t) \in J \times J : s \leq t \}$
and $X = (X, \bar{X})$ and $\bar{X} = (\bar{X}, \bar{\bar{X}})$ be two $\gamma$-Hölder rough paths. We introduce the $\gamma$-Hölder
rough path (inhomogeneous) metric
\[ d_{\gamma,J}(X, \bar{X}) := \sup_{(s,t) \in \Delta_J} \frac{|X_{t,s} - \bar{X}_{t,s}|}{|t-s|^\gamma} + \sup_{(s,t) \in \Delta_J} \frac{|X_{t,s} - \bar{X}_{t,s}|}{|t-s|^{2\gamma}}. \]  
We set $\rho_{\gamma}(X) := d_{\gamma,[0,T]}(X, 0)$.

We specify the necessary assumptions on the linear part of (1.1). For concrete examples
of operators satisfying such properties, see Sect. 5. Let $A$ be the $L^p(\mathcal{O})$-realization of $A$
with respect to the Neumann boundary conditions. Therefore, its domain is given by $D(A) := \{ u \in H^{2,p}(\mathcal{O}) : Cu = 0 \}$.
Throughout this manuscript we make the following assumptions.

**Assumption 2.2** (1) The boundary value problem $(A, C)$ is normally elliptic.
(2) The operator $A$ generates an analytic semigroup $(S_t)_{t \in [0, \infty)}$. Furthermore, assume that
$A$ has bounded imaginary powers, which means that there exists a constant $C > 0$ such that
\[ \|A^is\|_{\mathcal{L}(L^p(\mathcal{O}))} \leq C \]
for all $s \in \mathbb{R}$ with $|s| \leq 1$.

In order to deal with the boundary data of (1.1) we further need to introduce the solution
operator for an abstract boundary value problem. To this aim, we consider for $p \in [2, 3]$ and
$\alpha > 1 + \frac{1}{p}$ the normally elliptic boundary value problem
\[ \begin{cases} Au = 0 & \text{in } \mathcal{O}, \\ Cu = g & \text{on } \partial\mathcal{O}. \end{cases} \]  
(2.3)

It is well-known, see for example [1, Theorem 9.2], that the problem (2.3) has for $g \in B^{\frac{\alpha-1}{2}}_{p,p} (\partial\mathcal{O})$, a unique strong solution in $H^{\alpha,p} (\mathcal{O})$. The corresponding solution operator
\[ N : B^{\frac{\alpha-1}{2}}_{p,p} (\partial\mathcal{O}) \rightarrow H^{\alpha,p} (\mathcal{O}) \]
is also called the Neumann operator. In particular, the Neumann operator is bounded between
these two function spaces. Here, we immediately see that we need two scales of Banach
spaces (as specified in Definition 2.3) for the solution defined on the domain $\mathcal{O}$ and for the
boundary data (which lies on $\partial\mathcal{O}$), in order to investigate (1.1). These are given by the Besov
spaces $B^{\frac{\alpha-1}{2}}_{p,p} (\partial\mathcal{O})$ and the Bessel potential scale $H^{\alpha,p} (\mathcal{O})$ generated by the operator $A$, see Definition 2.5. In the following we introduce the necessary properties of these space
required in this work and refer to [35, Section 4.2] for further details.
Definition 2.3 A family of separable Banach spaces \((\mathcal{B}_\alpha, \cdot |\mathcal{B}_\alpha)_{\alpha \in \mathbb{R}}\) is called a monotone family of interpolation spaces if for \(\alpha_1 \leq \alpha_2\), there is a dense and continuous embedding \(\mathcal{B}_{\alpha_2} \hookrightarrow \mathcal{B}_{\alpha_1}\) and the following interpolation inequality holds for \(\alpha_1 \leq \alpha_2 \leq \alpha_3\) and \(x \in \mathcal{B}_{\alpha_3}\):

\[
|x|_{\mathcal{B}_{\alpha_3}}^{\alpha_3 - \alpha_1} \lesssim |x|_{\mathcal{B}_{\alpha_1}}^{\alpha_1 - \alpha_2} |x|_{\mathcal{B}_{\alpha_2}}^{\alpha_2 - \alpha_1}.
\]  

(2.4)

Remark 2.4 For example, the scale \((\mathcal{B}_\alpha^p, \cdot |\mathcal{B}_\alpha^p)_{\alpha \in \mathbb{R}}\) satisfies Definition 2.3. The interpolation inequality follows from the fact that

\[
\left[ \mathcal{B}_\alpha^p, \mathcal{B}_{\alpha}^p \right]_\theta = \mathcal{B}_{\alpha}^p
\]

for \(\alpha < \alpha_2\) and \(\alpha = (1 - \vartheta)\alpha_1 + \vartheta \alpha_2\) for \(\vartheta \in (0, 1)\). Since complex interpolation is exact, the inequality (2.4) is satisfied. A further example is given by the Bessel potential scale, which is introduced in Sect. 3.

The main advantage of this approach is that we can view the semigroup \((S_t)_{t \in [0, \infty)}\) generated by \(A\) as a linear mapping between these interpolation spaces and obtain the following standard bounds for the corresponding operator norms. If \(S\) is such that for every \(x \in \mathcal{B}_{\alpha+1}\) and \(t \in (0, T)\) we have that \(|(S_t - \text{Id})x|_{\mathcal{B}_\alpha} \lesssim t|x|_{\mathcal{B}_{\alpha+1}}\) and \(|S_t x|_{\mathcal{B}_{\alpha+1}} \lesssim t^{-1}|x|_{\mathcal{B}_\alpha}\), then for every \(\sigma \in [0, 1]\) we have that \(S_t \in \mathcal{L}(\mathcal{B}_{\alpha+\sigma})\) and

\[
|S_t - \text{Id})x|_{\mathcal{B}_\alpha} \lesssim t^\sigma |x|_{\mathcal{B}_{\alpha+\sigma}},
\]

(2.5)

\[
|S_t x|_{\mathcal{B}_{\alpha+\sigma}} \lesssim t^{-\sigma} |x|_{\mathcal{B}_\alpha},
\]

(2.6)

Now we introduce the notion of Banach scales and within extrapolated spaces and operators.

Definition 2.5 [2, Section V.1.1] Let \(J\) be an index set such that for any \(\alpha \in J, \alpha + 1 \in J\). We call the couple \((\mathcal{B}_\alpha, A_\alpha)_{\alpha \in J}\) a Banach scale, if

- \((\mathcal{B}_\alpha, \cdot |\mathcal{B}_\alpha)\) is a Banach space for every \(\alpha \in J\) and \(\mathcal{B}_{\alpha+1} \hookrightarrow \mathcal{B}_\alpha\) for \(\alpha_1 > \alpha_2\). We denote the embedding with \(j_{\alpha_1}^{\alpha_2}\).
- \(A_\alpha \in \mathcal{L}(\mathcal{B}_{\alpha+1}, \mathcal{B}_\alpha)\) is an isomorphism for every \(\alpha \in J\).
- For every \(\alpha_1 > \alpha_2\) we have the equality

\[
j_{\alpha_1}^{\alpha_2} A_\alpha_1 = A_\alpha_2 j_{\alpha_2}^{\alpha_2+1}.
\]

If these embeddings are dense, we call the Banach scale densely injected.

Remark 2.6 As a direct consequence of this definition, we know that for \(\alpha_1 > \alpha_2\), \(A_{\alpha_1}\) is the \(\mathcal{B}_{\alpha_1}\)-realization of \(A_{\alpha_2}\). Furthermore, if the scale is densely injected, all operators are completely determined by \(A_0\). Based on this, it is possible to construct the scale out of a single operator, [2, Remark 1.1.2]. One of the main advantages we get from this fact is that \(A_{\alpha_1} \subset A_{\alpha_2}\) holds for all \(\alpha_2 < \alpha_1\). Therefore, for every \(x \in \mathcal{B}_{1+\alpha_1}\) we have the equality \(A_{\alpha_1} x = A_{\alpha_2} x\). We frequently use this property throughout this manuscript.

In our case, we consider an operator \(A := A_0\) satisfying Assumption 2.2 and set \(B_0 := \mathcal{L}^p(\mathcal{O})\), \(B_1 := D(A)\). From this starting point, we build a Banach scale, which is uniquely determined by \(A\). For \(\alpha > 0\), we use the fractional powers of \(A\) as follows. We define for \(\alpha > 0\) and \(\lambda\) in the resolvent of \(A\), the spaces

\[
\mathcal{B}_\alpha := D((A - \lambda \text{Id})^\alpha),
\]

equipped with the norm \(|\cdot|_{\mathcal{B}_\alpha} = \|((A - \lambda \text{Id})^\alpha)\cdot\|_{\mathcal{L}^p(\mathcal{O})}\) and let \(A_\alpha\) be the \(\mathcal{B}_\alpha\)-realization of \(A_0\). Furthermore \(\lambda = 0\) can be assumed without loss of generality by shifting the operator \(A\).
It can be shown that \((\mathcal{B}_\alpha, A_\alpha)_{\alpha \in (0, \infty)}\) forms a (one-sided) densely injected Banach scale, see \cite{2, Theorem 1.2.4}.

To extend this to negative indices, we use the theory of extrapolation spaces. The idea behind this concept comes from the fact, that \(\mathcal{B}_0\) can be reconstructed from \(\mathcal{B}_1\). To see this, note that for \(x \in \mathcal{B}_1\) we have \(|A_1^{-1}x|_{\mathcal{B}_1} = |x|_{\mathcal{B}_0}\). Then \(\mathcal{B}_0\) is the completion of \(\mathcal{B}_1\) equipped with \(|A_1^{-1} \cdot|_{\mathcal{B}_1}\). This now motivates the definition of extrapolation spaces as a super space of \(\mathcal{B}_0\) similarly constructed. We define \(\mathcal{B}_{-1}\) as the completion of \(\mathcal{B}_0\) with respect to the norm \(|A_0^{-1} \cdot|_{\mathcal{B}_0}\) and let \(A_{-1}\) be the closure of \(A_0\) in \(\mathcal{B}_{-1}\). For \(\alpha \in (0, 1)\) we define \(\mathcal{B}_{-\alpha} := [\mathcal{B}_{-1}, \mathcal{B}_0]_{1-\alpha}\) and let \(A_{-\alpha}\) be the \(\mathcal{B}_{-\alpha}\)-realization of \(A_{-1}\). The operators with negative indices are also called extrapolated operators.

**Remark 2.7** The same procedure can be done iteratively to extend the scale up to the index set \([-m, \infty)\) for an arbitrary \(m \in \mathbb{N}\). Note that in every new step, we have to replace the previously constructed extrapolated spaces \(\mathcal{B}_{-m+1}\) by the isomorphic image \(j_{-m+1}^m(\mathcal{B}_{-m+2})\) in order to ensure the validity of the dense embeddings of the form \(\mathcal{B}_{-m+2} \hookrightarrow \mathcal{B}_{-m+1} \hookrightarrow \mathcal{B}_{-m}\), see \cite[Section V.1.3]{2}.

**Theorem 2.8** \cite[Theorem V.1.2.1, Theorem V.1.5.4]{2} The scale \((A_\alpha, \mathcal{B}_\alpha)_{\alpha \in [-m, \infty)}\) constructed above forms a densely injected Banach scale in the sense of Definition 2.5. Furthermore, for \(-m \leq \alpha_1 < \alpha_2 < \infty\) and \(\vartheta \in (0, 1)\) we have the reiteration property

\[
[\mathcal{B}_{\alpha_1}, \mathcal{B}_{\alpha_2}]_{\vartheta} = \mathcal{B}_{(1-\vartheta)\alpha_1 + \vartheta\alpha_2},
\]

where \([\cdot, \cdot]_\vartheta\) stands for complex interpolation. Moreover, \((\mathcal{B}_\alpha)_{\alpha\in[-m,\infty)}\) satisfies the interpolation inequality (2.4) and \((A_\alpha)^{\alpha-\beta} : \mathcal{B}_\alpha \to \mathcal{B}_\beta\) is an isomorphism for \(-m \leq \alpha < \beta < \infty\).

Based on this result, we conclude that the space part of the scale introduced above forms a family of monotone interpolation families as specified in Definition 2.3. We will refer to it as the interpolation-extrapolation scale generated by \(A\). Moreover, we are interested in semigroups generated by the operators in a Banach scale. In this case, a similar statement to Remark 2.6(i) holds true.

**Theorem 2.9** \cite[Proposition V.1.5.5]{2}, \cite[Theorem V.2.1.3]{2} Let \(A\) satisfy the Assumption 2.2 and consider the interpolation-extrapolation scale generated by \(A\). Then for every \(\alpha \in [-m, \infty)\) the operator \(A_\alpha\) has bounded imaginary powers and generates an analytic semigroup. Further, for \(\alpha > \beta\) we have that the semigroup generated by \(A_\alpha\) is the same as the semigroup generated by \(A_\beta\) restricted to \(\mathcal{B}_\alpha\).

Further details on the theory of Banach scales or extrapolation can be found in \cite[Section 6–7]{1} and \cite[Chapter V]{2}.

Keeping this in mind, we now introduce the following definition of a controlled rough path tailored to the parabolic structure of the PDE we consider, in the spirit of \cite{23}. This is convenient for our aims, since the semigroup will not be incorporated in the definition of the controlled rough path as in \cite{22} or alternative approaches \cite{25, 27} which iterate the stochastic convolution into itself.

**Definition 2.10** (Controlled rough path according to a monotone family \((\mathcal{B}_\alpha)_{\alpha \in \mathbb{R}}\)) We call a pair \((y, y')\) a controlled rough path for a fixed \(\alpha \in \mathbb{R}\) if

\[\text{Springer}\]
\begin{itemize}
  \item \((y, y') \in C([0, T]; \mathbb{B}_0) \times (C([0, T]; \mathbb{B}_{\alpha-\gamma}) \cap C'([0, T]; \mathbb{B}_{\alpha-2\gamma}))\). The component \(y'\) is referred to as Gubinelli derivative of \(y\).
  \item the remainder
  \begin{equation}
  R_{t,s}^v = y_{t,s} - y'_t X_{t,s}
  \end{equation}
  belongs to \(C'([0, T]^2; \mathbb{B}_{\alpha-\gamma}) \cap C^{2\gamma}([0, T]^2; \mathbb{B}_{\alpha-\gamma})\).
\end{itemize}

The space of controlled rough paths is denoted by \(\mathcal{D}^{2\gamma}_{X,\alpha}\) and endowed with the norm \(||\cdot||_{2\gamma,\alpha}\) given by [23]

\[
\|y, y'\|_{X,2\gamma,\alpha} := \|y\|_{\infty, \mathbb{B}_0} + \|y'\|_{\infty, \mathbb{B}_{\alpha-\gamma}} + \left[\gamma^t, \mathbb{B}_{\alpha-\gamma}\right] + \left[\gamma^t, \mathbb{B}_{\alpha-2\gamma}\right] + \left[R^t, \mathbb{B}_{\alpha-\gamma}\right] + \left[R^t, \mathbb{B}_{\alpha-2\gamma}\right].
\] (2.8)

Note that for paths \(h : [0, T] \to \mathbb{B}\) and second order processes \(g : [0, T]^2 \to \mathbb{B}\) with values in a Banach space \(\mathbb{B}\)

\[
[h]_{\gamma,\mathbb{B}} := \sup_{t,s \in [0, T]} \frac{|h(t) - h(s)|_{\mathbb{B}}}{|t - s|^{\gamma}}, \quad [g]_{\gamma,\mathbb{B}} := \sup_{t,s \in [0, T]} \frac{|g(t,s)|_{\mathbb{B}}}{|t - s|^{\gamma}},
\]

denotes the \(\gamma\)-Hölder seminorm. The first index in the notation above always indicates the time regularity, and the second one stands for the space regularity. For simplicity, we write \(|y|_\alpha := |y|_{\mathbb{B}_0}, \|y\|_{\infty, \alpha} := \|y\|_{\infty, \mathbb{B}_0}\) and analogously for the remainder. If we deal with different scales, we write the full subscript. In order to emphasize the time horizon, we write \(\mathcal{D}^{2\gamma}_{X,\alpha}([0, T])\) instead of \(\mathcal{D}^{2\gamma}_{X,\alpha}\). Furthermore, when the time interval is clear from the context, we use the abbreviation \(C^{\gamma'}(\mathbb{B}_{\alpha'})\) for suitable \(\gamma'\) and \(\alpha'\) to point out the interplay between space and time regularity.

**Remark 2.11** Note that we do not make the Hölder continuity of \(y\) part of the definition of a controlled rough path, since using (2.7) one immediately obtains for \(\theta \in \{\gamma, 2\gamma\}\) that

\[
[y]_{\gamma,\alpha-\theta} \leq \|y\|_{\infty,\alpha-\theta} \|X\|_{\gamma} + \left[R^t, \mathbb{B}_{\alpha-\theta}\right].
\] (2.9)

Given a controlled rough path, one can introduce the rough integral as follows [23, Theorem 4.5].

**Theorem 2.12** Let \((y, y') \in \mathcal{D}^{2\gamma}_{X,\alpha}\). Then

\[
\int_s^t S_{t-r} y_r \, dX_r := \lim_{|\mathcal{P}| \to 0} \sum_{[u,v] \in \mathcal{P}} S_{t-u} y_u X_{v,u} + S_{t-u} y'_u X_{v,u},
\] (2.10)

where \(\mathcal{P}\) denotes a partition of \([s, t]\) and the limit exists as an element in \(\mathbb{B}_{\alpha-2\gamma}\). For \(0 \leq \beta < 3\gamma\) the following estimate

\[
\left| \int_s^t S_{t-r} y_r \, dX_r - S_{t-s} y_s X_{t,s} - S_{t-s} y'_s X_{t,s} \right|_{\alpha-2\gamma+\beta} \lesssim \rho_\gamma(X) \|y, y'\|_{X,2\gamma,\alpha} (t-s)^{3\gamma-\beta}
\] (2.11)

holds true.

We emphasize that the stochastic convolution increases the spatial regularity of the controlled rough path, see [23, Corollary 4.6] and [29, Lemma 3.5]. We recall this result, which will be used later on.
Corollary 2.13 Let \((y, y') \in D^{2\gamma}_{X, \alpha}([0, T])\), where \(T \in [0, 1]\) and \(0 \leq \sigma < \gamma\). Then the integral map
\[
(y, y') \mapsto (z, z') := \left( \int_0^t S_{t-r} y_r \, dX_r, y \right)
\]
maps \(D^{2\gamma}_{X, \alpha}([0, T])\) into itself. Moreover, we have a \(C > 0\) such that
\[
\|z, z'|_{X, 2\gamma, \alpha + \sigma} \leq |y_0|_{\alpha} + |y'_0|_{\alpha - \gamma} + CT^{\gamma - \sigma} (1 + \rho_{\gamma}(X)) \|y, y'\|_{X, 2\gamma, \alpha}. \tag{2.12}
\]
If the random input \(X\) is more regular, i.e. \(\gamma \in (\frac{1}{2}, 1)\), then (2.10) reduces to the Young integral which can be defined for a path \(y \in C := C(B_{\alpha}) \cap C^{\gamma}(B_{\alpha-\gamma})\) as
\[
\int_s^t S_{t-r} y_r \, dX_r = \lim_{|P| \to 0} \sum_{[u, v] \in P} S_{t-u} y_u X_{v, u}, \tag{2.13}
\]
whereas (2.11) reads as
\[
\left| \int_s^t S_{t-r} y_r \, dX_r - S_{t-s} y_s X_{t, s} \right|_{\alpha - \gamma + \beta} \lesssim \|y\|_C [X]_{\gamma}(t - s)^{2\gamma - \beta}, \tag{2.14}
\]
for \(\beta < 2\gamma\).

3 Main results

We recall that \(\gamma \in (\frac{1}{2}, 1]\) indicates the time regularity of the \(\gamma\)-Hölder rough path \(X := (X, X)\). The main goal of this section is to prove that (1.2) is well-defined in the space of controlled rough paths. Since the boundary data of (1.1) will belong to some Besov space, whereas the solution is expected to belong to a Bessel potential scale, see (3.3), we first fix two abstract scales of Banach spaces \((B_{\alpha})_{\alpha \in \mathbb{R}}\) and \((\tilde{B}_{\alpha})_{\alpha \in \mathbb{R}}\). Furthermore, we denote the corresponding space of controlled rough paths by \(D^{2\gamma}_{X, \alpha} := D^{2\gamma}_X(B_{\alpha})\) respectively \(\tilde{D}^{2\gamma}_{X, \alpha} := D^{2\gamma}_X(\tilde{B}_{\alpha})\). For simplicity, we fix the time horizon \(T \leq 1\) throughout this section.

The first step is to define (1.2) using Theorem 2.12. Therefore, we begin this section by examining how a controlled rough path changes under the influence of the Neumann operator.

Lemma 3.1 Let \((B_{\alpha})_{\alpha \in \mathbb{R}}\) and \((\tilde{B}_{\alpha})_{\alpha \in \mathbb{R}}\) be two monotone scales of interpolation spaces and \(N \in \bigcap_{\alpha \in \mathbb{R}} \mathcal{L}(\tilde{B}_{\alpha_1 - i\gamma}, B_{\alpha_2 - i\gamma})\) for \(\alpha_1, \alpha_2 \in \mathbb{R}\). Then we obtain for every \((y, y') \in D^{2\gamma}_{X, \alpha_1}\) that \((Ny, Ny') \in D^{2\gamma}_{X, \alpha_2}\).

Proof As a direct consequence of the assumption on \(N\) we see \((Ny, Ny') \in C(B_{\alpha_2}) \times C(B_{\alpha_2 - 2\gamma})\). Furthermore, we define the remainder by \(R^{Ny} := N R^\gamma\) and get for \(\theta \in \{\gamma, 2\gamma\}\)
\[
[Ny]_{\gamma, B_{\alpha_2 - 2\gamma}} \leq \|N\|_{\mathcal{L}(\tilde{B}_{\alpha_1 - 2\gamma}, B_{\alpha_2 - 2\gamma})} [y']_{\gamma, \tilde{B}_{\alpha_1 - 2\gamma}},
\]
\[
[R^{Ny}]_{\theta, B_{\alpha_2 - \theta}} \leq \|N\|_{\mathcal{L}(\tilde{B}_{\alpha_1 - \theta}, B_{\alpha_2 - \theta})} [R^\gamma]_{\theta, \tilde{B}_{\alpha_1 - \theta}}.
\]
Consequently \(Ny' \in C(\tilde{B}_{\alpha_2 - 2\gamma})\) and \(R^{Ny} \in C(\tilde{B}_{\alpha_2 - \gamma}) \cap C^{2\gamma}(\tilde{B}_{\alpha_2 - 2\gamma})\). Since \(Ny_{t, s} = Ny'_s X_{t, s} + R^{Ny}_{t, s}\), this concludes the proof.

Regarding this, we can define the rough convolution based on Theorem 2.12 as follows.
Corollary 3.2 Let \((\mathcal{B}_\alpha)_{\alpha \in \mathbb{R}}, (\tilde{\mathcal{B}}_\alpha)_{\alpha \in \mathbb{R}}\) and \(N\) as in Lemma 3.1 and \((y, y') \in \tilde{D}^{2\gamma}_{X, \alpha_0}\). Then the rough convolution

\[
\mathcal{I}_t := \int_0^t S_{t-r} N y_r \, dX_r := \lim_{|P| \to 0} \sum_{[u, u] \in P} S_{t-u} N \left( y_u X_{u,v} + y'_u X_{v,u} \right),
\]

exists as an element of \(\mathcal{B}_{\alpha_2-2\gamma}\) for every \(t \in [0, T]\), where \(P\) denotes a partition of \([s, t]\). Furthermore, we have for \(0 \leq s < t \leq T\) and \(0 \leq \beta < 3\gamma\) the estimate

\[
\left| \mathcal{R}_{s,t}^{Ny} \right|_{\alpha_2-2\gamma+\beta} \lesssim \rho_\epsilon (\mathbf{X}) \left\| N y, N y' \right\|_{X,2\gamma,\alpha_2} (t-s)^{3\gamma-\beta},
\]

where \(\mathcal{R}_{s,t}^{Ny} := \int_s^t S_{t-r} N y_r \, dX_r - S_{t-s} N \left( y_s X_{s,t} - y'_s X_{t,s} \right)\) is the integral remainder. Consequently, \((\mathcal{I}, Ny) \in \tilde{D}^{2\gamma}_{X, \alpha_2+\theta}\) holds for every \(\theta \in [0, \gamma)\).

Proof The existence of the rough convolution follows directly from Theorem 2.12 and Lemma 3.1. Moreover, we obtain that \((\mathcal{I}, Ny) \in \tilde{D}^{2\gamma}_{X, \alpha_2+\theta}\) for every \(\theta \in [0, \gamma)\) due to Corollary 2.13. \(\square\)

In order to make sense of (1.2) in the space of controlled rough paths, we need to make sure that \(\mathcal{I}_t \in D(A)\) for every \(t \in [0, T]\) and to find a suitable Gubinelli derivative for \(A \mathcal{I}_t\). Therefore, we first specify the scales of Banach spaces which are required in our framework.

We let from now on \(p \in [2, 3]\) and \(2 > \alpha > 1 + \frac{1}{p}\). In this case we define the spaces

\[
\tilde{\mathcal{B}}_\beta := B_{\beta-p, \beta} (\partial \mathcal{O}) \text{ for } \beta \in \mathbb{R} \text{ and let } (A_\beta, B_\beta)_{\beta \in [-2, \infty)} \text{ be the interpolation-extrapolation scale generated by } A : D(A) \subset L^p(\mathcal{O}) \to L^p(\mathcal{O}).
\]

When \(A\) satisfies Assumption 2.2, we know that the scale of Banach spaces \(B_\beta = D(A^{\beta})\) can be expressed by

\[
B_\beta := H^{\beta,p}_{\mathcal{O}}(\mathbf{X}) := \left\{ u \in H^{\beta,p}_{\mathcal{O}}(\mathbf{X}) : Cu = 0, \quad \beta > 1 + \frac{1}{p}, \right\}
\]

for \(-1 + \frac{1}{p} < \beta < 2\), see for example [1, Theorem 7.1]. Recalling now that the Neumann operator \(N\) is the solution operator of (2.3), we obtain for all \(0 < \epsilon < \frac{1}{2} + \frac{1}{2p}\) that \(N \in \mathcal{L}(\tilde{\mathcal{B}}_\epsilon, \mathcal{B}_\epsilon)\), since \(H^{\alpha-\theta,p}(\mathcal{O}) \hookrightarrow H^{2\beta,p}(\mathcal{O})\). If we further replace \(\alpha\) by \(\alpha - \delta\) with \(\delta \in \{\gamma, 2\gamma\}\), then \(N\) is still bounded into \(H^{\alpha-\theta,p}(\mathcal{O}) = B_{\alpha-\delta,p} \hookrightarrow B_{\epsilon-\delta,p}\), but \(Ng\) is only a weak solution of the boundary value problem, see [1, Section 9]. This leads to the fact that \(N \in \bigcap_{\alpha = 0}^{\epsilon} L(\tilde{\mathcal{B}}_{\alpha-\gamma}, \mathcal{B}_{\epsilon-\gamma})\), which means that Corollary 3.2 is applicable with \(\alpha_1 := \alpha\) and \(\alpha_2 := \epsilon\).

Corollary 3.3 Let \(0 < \epsilon < \frac{1}{2} + \frac{1}{2p}\) be arbitrary and \((y, y') \in \tilde{D}^{2\gamma}_{X, \alpha}\). Then the rough integral \(\mathcal{I}_t\) defined by (3.1) belongs to \(D(A)\) for every \(t \in [0, T]\).

Proof According to Lemma 3.1 and Corollary 3.2 we get for every \(\theta \in [0, \gamma)\) that \((\mathcal{I}, Ny) \in \tilde{D}^{2\gamma}_{X, \alpha_2+\theta}\). We take \(\theta := \frac{1}{3} + \delta < \gamma\) with \(\delta > 0\) small enough. Then we can choose \(\epsilon := \frac{1}{2} + \frac{1}{2p} - \delta\), so that we obtain \(\epsilon + \theta = \frac{5}{6} + \frac{1}{2p} \geq 1\) since \(p \leq 3\). Therefore, we conclude that \(\mathcal{I}_t \in D(A)\) for every \(t \in [0, T]\). \(\square\)

Remark 3.4 (1) The essential step in the proof of Corollary 3.3 is that we can choose an \(\epsilon\) such that \(\epsilon > 1 - \gamma\). Here we recall that \(\gamma\) stands for the regularity of the noise. In the case of Neumann conditions, we have seen that this is possible. But for Dirichlet boundary conditions, we can choose \(\epsilon\) only up to \(\frac{1}{2p}\). This comes from the fact that the
Dirichlet-operator \( \mathcal{D} \) is bounded from \( B^{\beta - \frac{1}{p}}_{p,p}(\partial \mathcal{O}) \) to \( H^{\beta,p}(\mathcal{O}) \) and provides a strong solution for \( \beta > \frac{1}{p} \). Since \( p \geq 2 \) and \( \gamma < \frac{1}{2} \), it is not possible to find an \( \varepsilon \) such that \( \varepsilon > 1 - \gamma \).

(2) In the Young regime, i.e. \( \tilde{\gamma} \in (\frac{1}{2},1) \), we can incorporate Dirichlet boundary noise since the conditions \( \varepsilon > 1 - \tilde{\gamma} \) and \( \varepsilon < \frac{1}{2p} \) can simultaneously be fulfilled. For additive fractional noise, it is known that Dirichlet boundary conditions can be incorporated provided that \( H \in (\frac{3}{4},1) \) as established in [17]. We provide further details on the well-posedness of (1.1) with multiplicitive Dirichlet boundary noise in Theorem 3.24 and an example in Sect. 5.

From now on we assume that \( \varepsilon > 1 - \gamma \) so that \( \mathcal{I}_t \in D(A) \), as proved in Corollary 3.3, and set \( \eta := 1 - \varepsilon \), where \( \varepsilon = \frac{1}{2} + \frac{1}{2p} - \delta \) for a small \( \delta > 0 \).

**Remark 3.5** Since \( Ny \) is a Gubinelli derivative for \( \mathcal{T} \), it would make sense to consider \( ANy \) as one for \( A\mathcal{T} \). However, regarding the definition of \( N \), \( Ny \) does not belong to \( D(A) \). Due to this reason, we need an extension of \( A \), which is given by the extrapolated operator introduced in Sect. 2. In fact, \( A_{-\eta} \) is the weakest possible extrapolation operator such that \( A_{-\eta}Ny \) is well-defined.

**Theorem 3.6** For every \((y,y') \in \mathcal{D}^{2\gamma}_{X,\alpha} \), we have \((A\mathcal{T},A_{-\eta}Ny) \in \mathcal{D}^{2\gamma}_{X,-\eta}\).

**Proof** We set \( z_t := A\mathcal{T}_t \) and \( z'_t := A_{-\eta}Ny_t \) for \( t \in [0,T] \). By construction is \( z_t \in \mathcal{B}_0 \leftrightarrow \mathcal{B}_{-\eta} \) and \( Ny_t \in \mathcal{B}_s = \mathcal{B}_{1-\eta} \). Therefore, \( z'_t \) is well-defined with values in \( \mathcal{B}_{-\eta} \leftrightarrow \mathcal{B}_{\eta-\gamma} \). Consequently, we get \((z,z') \in C(\mathcal{B}_{-\eta}) \times C(\mathcal{B}_{\eta-\gamma}) \).

We recall that \( A_{-\eta} \) can be viewed as the \( \mathcal{B}_{-\eta} \)-realization of \( A_{-\eta-2\gamma} \), see Remark 2.6. Then for \( x \in \mathcal{B}_{1-\eta} \), we have the equality \( A_{-\eta-2\gamma}x = A_{-\eta}x \). Now we let \( 0 \leq s < t \leq T \) and obtain, using additionally the fact that \( A_{-\eta-2\gamma} \in \mathcal{L}(\mathcal{B}_{1-\eta-2\gamma},\mathcal{B}_{\eta-2\gamma}) \)

\[
|z'_{t,s}|_{-\eta-2\gamma} = |A_{-\eta}Ny_{t,s}|_{-\eta-2\gamma} \lesssim |Ny_{t,s}|_{1-\eta-2\gamma} = |Ny_{t,s}|_{\epsilon-\gamma} \leq |Ny|_{\gamma,\epsilon-\gamma} |t-s|^{\gamma},
\]

where we used Remark 2.11 in the last inequality. This means that \( z' \in C^\gamma(\mathcal{B}_{\eta-2\gamma}) \). The tricky part is to estimate the remainder \( R^z_{t,s} := z_{t,s} - z'_sX_{t,s} \). For this reason, we rewrite \( R^z \), so that we can use the estimate (3.2) derived for the integral remainder \( R^Ny \):

\[
R^z_{t,s} = A \int_0^t S_{t-r}Ny_r \, dX_r - A \int_0^s S_{s-r}Ny_r \, dX_r - A_{-\eta}Ny_sX_{t,s} - A_{-\eta}Ny_sX_{t,s} - ANy_sX_{t,s} + A(St-s - Id)\mathcal{I}_s.
\]

With this representation we get for \( \vartheta \in [\gamma,2\gamma] \)

\[
|R^z_{t,s}|_{-\eta-\vartheta} \leq \left| A\mathcal{R}^{Ny}_{t,s} \right|_{-\eta-\vartheta} + \left| ASt-sNy'_sX_{t,s} \right|_{-\eta-\vartheta} + \left| (ASt-s - A_{-\eta})Ny_sX_{t,s} \right|_{-\eta-\vartheta} + \left| A(S_{t-s} - Id)\mathcal{I}_s \right|_{-\eta-\vartheta},
\]

where the right-hand side can be further estimated.
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so we can estimate the individual terms separately. Applying Corollary \ref{corollary:smoothing} with \( \beta := 2\gamma - \vartheta \) entails

\[
I_1 = \left| A_{-\eta-\vartheta} R_t^{N_y} - A_{-\eta} R_t^{N_y} \right|_{-\eta-\vartheta} \lesssim \left| R_t^{N_y} \right|_{1-\eta-\vartheta} = \left| R_t^{N_y} \right|_{\varepsilon-\vartheta} \lesssim \rho_\gamma(X) \| N_y, N_y' \|_{X,2\gamma,\varepsilon} |t-s|^{\gamma+\vartheta} \\
\leq \rho_\gamma(X) \| N_y, N_y' \|_{X,2\gamma,\varepsilon} |t-s|^{\vartheta} T^\gamma,
\]

where we note that due to Corollary \ref{corollary:smoothing} it holds that \( R_t^{N_y} \in D(A) = B_1 \). To deal with the second term, we use \( S_t = S_{-\eta} \) and \( S_{-\eta} N_y^\varepsilon \in B_{\varepsilon+1} \) to further infer that

\[
I_2 \lesssim \rho_\gamma(X) |S_t-N_y^\varepsilon|_{-\eta-\vartheta} |t-s|^{2\gamma} \lesssim \rho_\gamma(X) |S_t-N_y^\varepsilon|_{\varepsilon-\vartheta} |t-s|^{2\gamma} \\
\lesssim \rho_\gamma(X) \| S_t-N_y \|_{X,2\gamma,\varepsilon} |t-s|^{\gamma+\vartheta} T^\gamma.
\]

Combining Remark \ref{remark:smoothing} with the smoothing property (\ref{equation:smoothing}) to get the estimate

\[
I_3 \lesssim \rho_\gamma(X) \left( |A S_{t-s} - A_{-\eta} \right) N_y s |_{-\eta-\vartheta} |t-s|^{\gamma} \\
= \rho_\gamma(X) \left| A_{-\eta-\vartheta} (S_{t-s} - Id) N_y s |_{-\eta-\vartheta} |t-s|^{\gamma} \\
\lesssim \rho_\gamma(X) |(S_{t-s} - Id) N_y s |_{\varepsilon-\vartheta} |t-s|^{\gamma} \\
= \rho_\gamma(X) |(S_{t-s} - Id) N_y s |_{\varepsilon-\vartheta} |t-s|^{\gamma} \\
\lesssim \rho_\gamma(X) \| S_t-N_y \|_{X,2\gamma,\varepsilon} |t-s|^{\gamma+\vartheta} T^\gamma.
\]

In order to estimate \( I_4 \) we first apply (\ref{equation:smoothing}) to obtain

\[
I_4 = \left| A_{-\eta-\vartheta} (S_{t-s} - Id) I_s |_{-\eta-\vartheta} \lesssim |(S_{t-s} - Id) I_s |_{1-\eta-\vartheta} \\
= |(S_{t-s} - Id) I_s |_{\varepsilon-\vartheta} \lesssim |I_s |_{\varepsilon} |t-s|^{\vartheta},
\]

where we used again Remark \ref{remark:smoothing} for \( A (S_{t-s} - Id) I_s = A_{-\eta-\vartheta} (S_{t-s} - Id) I_s \). Now we can use a similar decomposition as in (\ref{equation:decomposition}) for \( I_s \). This leads, together with (\ref{equation:smoothing}), (\ref{corollary:smoothing}) and the fact that \( S_t \in L(B_{\varepsilon}) \) to

\[
I_4 \lesssim \left( \left| R_t^{N_y} \right|_{\varepsilon} + |S_t N_y 0 X_s,0 |_{\varepsilon} + |S_t N_y 0 0 X_s,0 |_{\varepsilon} \right) |t-s|^{\vartheta} \\
\lesssim \rho_\gamma(X) \left( \| N_y, N_y' \|_{X,2\gamma,\varepsilon} s^{\gamma} + |S_t N_y 0 |_{\varepsilon} s^{\gamma} + |S_t N_y 0 |_{\varepsilon} s^{2\gamma} \right) |t-s|^{\vartheta} \\
\lesssim \rho_\gamma(X) \left( \| N_y, N_y' \|_{X,2\gamma,\varepsilon} s^{\gamma} + \| N_y, N_y' \|_{X,2\gamma,\varepsilon} s^{\gamma} + \| N_y |_{\varepsilon-\vartheta} s^{\gamma} \right) |t-s|^{\vartheta} T^\gamma. \\
\lesssim 3 \rho_\gamma(X) \| N_y, N_y' \|_{X,2\gamma,\varepsilon} |t-s|^{\vartheta} T^\gamma.
\]

Putting all the previous estimates together, we conclude that

\[
\left[ R^\gamma \right]_{\vartheta,\eta-\vartheta} \lesssim \rho_\gamma(X) \| N_y, N_y' \|_{X,2\gamma,\varepsilon},
\]

so \( R^\gamma \in C^\gamma(B_{\eta-\gamma}) \cap C^{2\gamma}(B_{\eta-2\gamma}) \) which completes the proof. \( \square \)

Even if Theorem \ref{theorem:main} is an interesting result on its own, the statement is not enough for our purposes due to the presence of the operator \( A \) in front of the rough integral. In particular, it is not possible to show that (1.1) has a global solution working with the controlled rough path (\( A I, A_{-\eta} N_y \)) \( \in D_{X,-\eta}^{2\gamma} \) and using the techniques in \cite{29}, even though we could establish
Lemma 3.7 Under the assumptions of Corollary 3.2, the limit on the right-hand side of (3.1), exists in $\mathcal{B}_{\varepsilon-2\gamma}$. So the equality

$$
\tilde{A} \int_0^t S_{t-r} N(y_r) \, dX_r = \int_0^t \tilde{A} S_{t-r} N(y_r) \, dX_r,
$$

holds for a bounded, and therefore continuous, operator $\tilde{A}$ with domain $\mathcal{B}_{\varepsilon-2\gamma}$. However, in our case, we only have $A \in \mathcal{L}(\mathcal{B}_1, \mathcal{B}_0)$ and $\varepsilon - 2\gamma < 1$. Nevertheless, we can show the following statement.

Lemma 3.7 Under the assumptions of Corollary 3.2, the limit

$$
\int_s^t S_{t-r} N(y_r) \, dX_r = \lim_{|P| \to 0} \sum_{\{u,v\} \in P} S_{t-u} N(y_u X_{v,u} + y'_u X_{v,u}),
$$

exists $0 \leq s < t \leq T$ in the $\mathcal{B}_{\alpha-2\gamma+\beta}$ topology for every $\beta \in [0, 3\gamma)$.

Proof For the sake of completeness, we indicate a sketch of the proof of this statement based on a classical sewing lemma, see [23, Theorem 4.1] and [22, Theorem 2.4]. Let $P^n := \{t_i = s + 2^{-n}i(t - s) : i = 0, \ldots, 2^n\}$ be the $n$-th dyadic partition of the interval $[s, t]$, and $\mathcal{P}^{n}_{I,s} := \sum_{\{u,v\} \in P^n} S_{t-u} N(y_u X_{v,u}) =: \sum_{\{u,v\} \in P^n} S_{t-u}^\alpha \xi_{v,u}$ the sum associated to the partition $P^n$. To prove now that $\{\mathcal{P}^{n}_{I,s}\}_{n \in \mathbb{N}}$ is a Cauchy sequence, set $m = \frac{n-u}{2^{n+1}}$ the midpoint of an interval $[u, v]$. Then we can write

$$
\mathcal{P}^{n}_{I,s} - \mathcal{P}^{n+1}_{I,s} = \sum_{\{u,v\} \in P^n} S_{t-u}^\alpha \xi_{v,u} - \sum_{\{u,v\} \in P^n} S_{t-u}^\alpha \xi_{m,u} + S_{t-m}^\alpha \xi_{v,m}.
$$

With this representation one can show that

$$
|\mathcal{P}^{n}_{I,s} - \mathcal{P}^{n+1}_{I,s}|_{\alpha-2\gamma+\beta} \leq C_\xi 2^{-n(3\gamma-1-\delta)} |t-s|^{3\gamma-\beta},
$$

for a $\delta \in (\beta - 1, 3\gamma - 1)$, using similar ideas as in [23, Theorem 4.1, 4.5]. The only difference is the appearance of the operator $N \in \bigcap_{i=0}^2 \mathcal{L}(\mathcal{B}_{\alpha_1-\gamma}, \mathcal{B}_{\alpha_2-\gamma})$, which is bounded and therefore only changes the space we end up with. For instance, we consider the first part of the sum. With the help of Chen’s relation it can be shown that

$$
\xi_{v,u} - \xi_{m,u} - \xi_{v,m} = R_{u,m}^N X_{v,m} + N y'_{u,m} X_{v,m},
$$

and therefore, with the regularity property (2.6) and the Hölder conditions of the controlled rough path $(Ny, Ny') \in D_{X,\alpha_2}^{2\gamma}$, one gets

$$
\left| \sum_{\{u,v\} \in P^n} S_{t-u} (\xi_{v,u} - \xi_{m,u} - \xi_{v,m}) \right|_{\alpha-2\gamma+\beta} \leq \sum_{\{u,v\} \in P^n} \left| S_{t-u} R_{u,m}^N X_{v,m} \right|_{\alpha-2\gamma+\beta} + \left| S_{t-u} N y'_{u,m} X_{v,m} \right|_{\alpha-2\gamma+\beta} \lesssim \rho_{\gamma}(X) \left\| Ny, Ny' \right\|_{X,2\gamma,\alpha_2} \sum_{\{u,v\} \in P^n} |t-m|^{-\beta} (|v-m|^{\gamma}|m-u|^{2\gamma} + |v-m|^{2\gamma}|m-u|^{\gamma}).
$$
The second term can be treated analogously which means that (3.6) holds for a constant $C_\xi$ which depends on the Hölder norms of $\xi$ and on the semigroup. Furthermore, since the right-hand side of (3.6) is summable over $t$, the sequence $(I_{t,s}^{\alpha\beta})_{n\in \mathbb{N}}$ is Cauchy in $B_{\alpha_2-2\gamma+\beta}$ and therefore has a limit $\tilde{I}_{t,s} \in B_{\alpha_2-2\gamma+\beta}$. Since $B_{\alpha_2-2\gamma+\beta} \hookrightarrow B_{\alpha_2-2\gamma}$, and the limit in Corollary 3.2 is unique, we get that $\tilde{I}_{t,s} = I_{t,s}$. In conclusion, the limit exists in the $B_{\alpha_2-2\gamma+\beta}$ topology. □

Now, going back to the situation in (3.5), we choose $\beta := 2\gamma - \varepsilon + 1 < 3\gamma$, due to our restriction on $\varepsilon$. Since $A$ satisfies Assumption 2.2, Theorem 2.9 ensures that every extrapolated operator generates again an analytic semigroup. Together with Theorem 2.8, Remark 2.6 and the fact that $Ny \in B_\varepsilon = B_{1-\eta}$, this leads to

$$A \int_0^t S_{t-r} Ny \, dX_r = \int_0^t S_{t-r} A_{-\eta} Ny \, dX_r. \quad (3.7)$$

**Remark 3.8** To make sure that the right-hand side is well-defined as a controlled rough integral, we need to find a Gubinelli derivative for $A_{-\eta} Ny$. A natural choice would be $A_{-\eta} Ny'$, but since $y'$ loses spatial regularity, this is not well-defined. Therefore, in order to choose an appropriate Gubinelli derivative for $A_{-\eta} Ny$, the extrapolated operator $A_{-\eta}$ has to be lifted. Due to this reason, one can show that $(A_{-\eta} Ny, A_{-\sigma} Ny') \in D_{X,-\eta}^{2\gamma}$ holds with $\sigma := \eta + \gamma$. In order to avoid working with two different indices for the extrapolation operator in the path component and its Gubinelli derivative, we rely on Remark 2.6. Therefore we have $A_{-\eta} Ny = A_{-\sigma} Ny$ since $-\eta > -\sigma$ and $Ny \in B_\varepsilon = B_{1-\eta} \hookrightarrow B_{1-\sigma}$.

This enables us to formulate the next result.

**Lemma 3.9** For every $(y, y') \in \widehat{D}_{Y,\alpha}$, we have $(A_{-\sigma} Ny, A_{-\sigma} Ny') \in D_{X,-\eta}^{2\gamma}$.

**Proof** Note that we cannot use Lemma 3.1, since $A_{-\sigma}$ is not defined for every element in $B_{-2\gamma}$. So we have to take advantage of the fact that $Ny \in B_\varepsilon = B_{1-\eta}$ and $Ny' \in B_{-2\gamma} = B_{1-\sigma}$. This leads to $z \equiv A_{-\eta} Ny \in B_{1-\sigma}$ and $z' \equiv A_{-\sigma} Ny' \in B_{1-\sigma} = B_{1-\eta}$.

Furthermore, we have due to Remark 2.6

$$|z_{t,s}|_{-\eta-2\gamma} = |A_{-\sigma} Ny'_{t,s}|_{-\eta-2\gamma} \leq \left| Ny'_{t,s} \right|_{1-\eta-2\gamma} \leq \left[ Ny'_{t,s} \right]_{|t-s|^\gamma}.$$  

To investigate the remainder $R_{t,s}^{z} := A_{-\sigma} R^{Ny}_{t,s} \in B_{1-\sigma}$, let $\vartheta \in \{\gamma, 2\gamma\}$ and establish

$$|R_{t,s}^{z}|_{-\eta-\vartheta} = |A_{-\sigma} R^{Ny}_{t,s}|_{-\eta-(\vartheta-\gamma)} = |A_{-\sigma-(\vartheta-\gamma)} R^{Ny}_{t,s}|_{-\eta-(\vartheta-\gamma)} \leq \left[ R^{Ny}_{t,s} \right]_{1-\sigma-(\vartheta-\gamma)} \leq \left[ R^{Ny}_{t,s} \right]_{\vartheta,\vartheta-\gamma},$$

using again Remark 2.6. Regarding the previous deliberations, this computation concludes the proof. □

Consequently this allows us to define the rough convolution.

**Lemma 3.10** The right-hand side of (3.7) is well-defined as a rough convolution with the controlled rough path $(A_{-\sigma} Ny, A_{-\sigma} Ny') \in D_{X,-\eta}^{2\gamma}$. Moreover, a Gubinelli derivative of $\int_0^t S_{t-r} A_{-\sigma} Ny \, dX_r$ is $A_{-\sigma} Ny$. 
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Further, since we want to solve equations with multiplicative noise, the next step is to consider the composition of a controlled rough path with a smooth function. In our setting, in contrast to [23], the nonlinearity is allowed to map between different scales of Banach spaces.

**Lemma 3.11** (Composition of a controlled rough path with a smooth function) Let $\beta, \delta \in \mathbb{R}$ and $F : \mathcal{B}_{\beta-\delta} \to \mathcal{B}_{\beta-\delta}$ two times continuously Fréchet differentiable with bounded derivatives for any $\theta \in \{0, \gamma, 2\gamma\}$. For $(y, y') \in \mathcal{D}_{X, \beta}^{2\gamma}$ we define $(z_t, z'_t) := (F(y_t), DF(y_t) \circ y'_t)$ for $t \in [0, T]$.

(i) We have $(z, z') \in \mathcal{D}_{X, \beta+\delta}^{2\gamma}$ and the estimate

$$
\|z, z'\|_{X, 2\gamma, \mathcal{B}_{\beta+\delta}} \lesssim \|F\|_{C^2} (1 + \rho_\gamma(X))^2 \|y, y'\|_{X, 2\gamma, \mathcal{B}_\beta} (1 + \|y, y'\|_{X, 2\gamma, \mathcal{B}_\beta}),
$$

(3.8) holds.

(ii) Assume additionally that $F$ is three times Fréchet differentiable with bounded third derivative, and let $(\tilde{z}, \tilde{z}')$ be the composition of another controlled rough path $(\tilde{y}, \tilde{y}') \in \mathcal{D}_{X, \beta}^{2\gamma}$ with $F$. Then

$$
\|z - \tilde{z}, z' - \tilde{z}'\|_{X, 2\gamma, \mathcal{B}_{\beta+\delta}} \lesssim \|F\|_{C^3} (1 + \rho_\gamma(X))^2 (1 + \|y, y'\|_{X, 2\gamma, \mathcal{B}_\beta} + \|\tilde{y}, \tilde{y}'\|_{X, 2\gamma, \mathcal{B}_\beta})^2
$$

$$
\times \|y - \tilde{y}, y' - \tilde{y}'\|_{X, 2\gamma, \mathcal{B}_\beta}
$$

(3.9)

is satisfied.

Where we set $\|F\|_{C^k} := \max_{\theta \in \{0, \gamma, 2\gamma\}} \|F\|_{C^k(\mathcal{B}_{\beta-\theta}, \mathcal{B}_{\beta-\theta+\delta})}$.

**Proof** The proof is similar to [23, Lemma 4.7]. We point out the main differences that occur in our case. We can view for $t \in [0, T]$ the derivative $D^k F(y_t)$ as an element of $\mathcal{L}^{\otimes k}(\mathcal{B}_{\beta-\theta}, \mathcal{B}_{\beta-\theta+\delta})$ for $k = 1, 2, 3$ and $\theta \in \{0, \gamma, 2\gamma\}$. Since $(\mathcal{B}_\beta)_{\beta \in \mathbb{R}}$ and $(\mathcal{B}_\beta)_{\beta \in \mathbb{R}}$ are both Banach scales (recall Definition 2.3), all the necessary estimates remain valid. For instance, one can estimate the Gubinelli derivative $z' = DF(y) \circ y'$ as

$$
|z'_{t,s}|_{\mathcal{B}_{\beta-2\gamma+\delta}} \leq \|DF(y_s) \circ y'_{t,s}\|_{\mathcal{B}_{\beta-2\gamma+\delta}} + \|DF(y_t) - DF(y_s)\|_{\mathcal{B}_{\beta-2\gamma+\delta}}
$$

$$
\lesssim \|DF(y_s)\|_{\mathcal{L}(\mathcal{B}_{\beta-2\gamma}, \mathcal{B}_{\beta-2\gamma+\delta})} |y'_{t,s}|_{\mathcal{B}_{\beta-2\gamma}}
$$

$$
+ \|DF(y_t) - DF(y_s)\|_{\mathcal{L}(\mathcal{B}_{\beta-2\gamma}, \mathcal{B}_{\beta-2\gamma+\delta})} |y'_s|_{\mathcal{B}_{\beta-2\gamma}}
$$

$$
\lesssim \|F\|_{C^1} \|y'\|_{\mathcal{B}_{\beta-2\gamma}} |t - s|^{\gamma} + \|D^2 F\|_{C^2} |y, y'|_{\mathcal{B}_{\beta-2\gamma}} \|y\|_{\infty, \mathcal{B}_{\beta-\gamma}}
$$

$$
\lesssim \|F\|_{C^1} \|y, y'|_{X, 2\gamma, \mathcal{B}_\beta} |t - s|^\gamma
$$

$$
+ \|F\|_{C^2} \|y, y'|_{X, 2\gamma, \mathcal{B}_\beta} (1 + \rho_\gamma(X)) \|y, y'|_{X, 2\gamma, \mathcal{B}_\beta} |t - s|^\gamma,
$$

where we use (2.9). The estimates of the remainder follow by analogue computations. \qed

Returning to (1.1) and regarding that according to (3.7) and Lemma 3.10 it holds

$$
A \int_0^t S_{t-r} NF(y_r) \, dX_r = \int_0^t S_{t-r} A_{-\sigma} NF(y_r) \, dX_r,
$$

\( \square \) Springer
and we can now rewrite (1.1) as a semilinear evolution equation without boundary noise

\[
\begin{aligned}
\frac{dy}{dt} &= (Ay + f(y)) \ dt + A_{-\sigma} NF(y) \ dX_t, \\
y(0) &= y_0 \in B_{-\eta}.
\end{aligned}
\]  
\tag{3.10}

We recall that \( A_{-\sigma} \) is the extrapolation operator introduced in Sect. 2, \( \sigma = \eta + \gamma = 1 - \varepsilon + \gamma \) with \( \varepsilon = \frac{1}{2} + \frac{1}{2p} - \delta \) for a small \( \delta > 0 \).

**Remark 3.12** The idea to rewrite (1.1) as a semilinear problem without boundary noise as in (3.10) using an extrapolation operator was also applied in [34]. There the extrapolated operator \( A_{-1} \) was used. We note that the index of the extrapolation operator needed there is \( \frac{\eta}{2} - 1 \), where \( \alpha \in \left(1, 1 + \frac{1}{p}\right) \). Therefore, our result is consistent with the one in [34] for Brownian noise, since in both cases the index satisfies \( -\eta = \frac{\eta}{2} - 1 \in \left(-\frac{1}{2}, \frac{1}{2} + \frac{1}{2p}\right) \) due to the restriction \( \varepsilon > 1 - \gamma \) and \( \gamma \in \left(\frac{3}{4}, \frac{1}{2}\right] \). We work here with the extrapolation operator \( A_{-\eta-\gamma} \), as pointed out in Remark 3.8 because this seems to fit well in the rough path framework.

We give now the main assumptions on the nonlinear drift and diffusion coefficients of (1.1), that will guarantee the local- as well as the global-in-time existence of solutions based on the results in [23, 29].

**Assumption 3.13** (1) There exists a \( \delta_1 \in (0, 1) \) such that the drift term \( f : B_{-\eta} \rightarrow B_{-\eta-\delta_1} \) is Lipschitz continuous.

(2) There exists a \( \delta_2 > \eta + 1 + \frac{1}{p} \) such that for any \( \vartheta \in (0, \gamma, 2\gamma) \) the diffusion term \( F : B_{-\eta-\vartheta} \rightarrow \tilde{B}_{-\eta-\vartheta+\delta_2} \) is three times continuously Fréchet differentiable with bounded derivatives.

(3) Let (1) and (2) be satisfied. Assume additionally that \( f : B_{-\eta} \rightarrow B_{-\eta-\delta_1} \) for \( \delta_1 \in [2\gamma, 1] \) satisfies a linear growth condition and that the derivative of

\[
DF(\cdot) \circ G(\cdot) : B_{-\eta-\gamma} \rightarrow \tilde{B}_{-\eta-\gamma+\delta_2}
\]

is bounded, where \( G := A_{-\sigma} NF \).

**Remark 3.14** (i) The assumption on the diffusion coefficient ensures that \( -\eta + \delta_2 > 1 + \frac{1}{p} \) such that \( NF : B_{-\eta} \rightarrow B_{\varepsilon} = B_{1-\eta} \hookrightarrow B_{1-\sigma} \) is bounded due to the definition of the Neumann operator. Therefore \( G : B_{-\eta} \rightarrow B_{-\eta} \) is well-defined. Since \( NF : B_{-\eta-\gamma} \rightarrow B_{-\eta-\gamma} = B_{1-\sigma} \) is also valid, we conclude that \( G : B_{-\eta-\gamma} \rightarrow B_{-\eta-\gamma} \) is also well-defined. However, it is not true that \( G : B_{-\eta-2\gamma} \rightarrow B_{-\eta-2\gamma} \), since the extrapolated operator \( A_{-\sigma} \) is no longer defined on this space. Nevertheless, we can deal with this technical issue, recall Lemma 3.9 for a similar situation.

(ii) Due to the rough path techniques, the assumptions on the diffusion coefficient \( F \) are more restrictive than in [34], where \( F \) maps into \( B_{-1} \), is Lipschitz continuous and satisfies a linear growth condition. Moreover, due to the presence of the Neumann operator, \( F \) is supposed to improve the spatial regularity, in order to define the rough convolution as in (2.10). Such issues are common for rough convolutions and have been also encountered in [21, 27].

**Corollary 3.15** Let Assumption 3.13(2) be fulfilled. Then for every \( (y, y') \in D_{2\gamma}^{2\gamma} \), we have

\[
(A_{-\sigma} NF(y), A_{-\sigma} N(DF(y) \circ y')) \in D_{2\gamma}^{2\gamma}.
\]
**Assumption 3.13(1)**

Recalling that we are able to use the estimates for the rough convolution in Lemma 3.11 and Corollary 2.13, the claim follows applying Lemma 3.9 to the controlled rough path $(F(y), DF(y) \circ y')$.

**Theorem 3.16** (Existence of a local-in-time solution for (3.10)) Assume that $F$ and $f$ satisfy Assumption 3.13(1) and (2). Then there exists for every initial condition $y_0 \in \mathcal{B}_{-\eta}$ a time $T^* \leq T$ and a unique solution $(y, A_{-\sigma} NF(y)) \in \mathcal{D}_{X,-\eta}^2([0, T^*))$ to (1.1) such that

$$y_t = S_t y_0 + \int_0^t S_{t-r} f(y_r) \, dr + \int_0^t S_{t-r} A_{-\sigma} NF(y_r) \, dX_r, \quad \text{for all } t < T^*. \quad (3.11)$$

**Proof** To prove this, we use the Banach fixed point theorem. Therefore, we show that the map

$$\Phi(u, u') := \left( S_0 y_0 + \int_0^t S_{t-r} f(u_r) \, dr + \int_0^t S_{t-r} A_{-\sigma} NF(u_r) \, dX_r, A_{-\sigma} NF(u) \right)$$

with $(u, u') \in \mathcal{D}_{X,-\eta}^2$ admits for some $\tau \leq T$ a fixed point in the closed ball $B_\tau(y_0) := \{(u, u') \in \mathcal{D}_{X,-\eta}^2([0, \tau]) : (u_0, u'_0) = (y_0, A_{-\sigma} NF(y_0)) \text{ and } \|u - \xi, u' - \xi'\|_{X, 2\gamma, -\eta} \leq 1\}$ centered around $(\xi, \xi')$ with

$$\xi_t := S_t y_0 + \int_0^t S_{t-r} A_{-\sigma} NF(y_0) \, dX_r \quad \text{and} \quad \xi'_t := A_{-\sigma} NF(y_0).$$

One can directly see that $(\xi, \xi') \in \mathcal{D}_{X,-\eta}^2([0, T])$. The strategy is to prove first that $\Phi$ leaves $B_\tau(y_0)$ invariant and that $\Phi$ is a contraction on $B_\tau(y_0)$ for a sufficiently small $\tau$. Then Banach’s fixed point theorem ensures the existence of a unique fixed point $(y, y') \in \mathcal{D}_{X,-\eta}^2([0, \tau])$, where $y$ satisfies (3.11) and $y' = A_{-\sigma} NF(y)$. Both invariance and contraction property of $\Phi$ can be obtained using that $(F(y), DF(y) \circ y') \in \mathcal{D}_{X,-\eta}^2$ by Lemma 3.11 and therefore $(A_{-\sigma} NF(y), A_{-\sigma} N(DF(y) \circ y')) \in \mathcal{D}_{X,-\eta}^2$ due to Corollary 3.15. Due to these results, we are able to use the estimates for the rough convolution in Lemma 3.11 and Corollary 2.13 similar to the semilinear case [23, Theorem 5.1] or [22, Theorem 4.1].

In order to prove global-in-time existence of the solution, we use Assumption 3.13(3) to avoid the quadratic terms appearing by the composition of a controlled rough path with a smooth function, as stated in Lemma 3.11. To this aim, we derive the following key result, recalling that $G = A_{-\sigma} NF$.

**Lemma 3.17** Let Assumption 3.13 be satisfied and further assume that $(y, G(y)) \in \mathcal{D}_{X,-\eta}^2$. Then $(G(y), DG(y) \circ G(y)) \in \mathcal{D}_{X,-\eta}^2$ and the following bound is valid

$$\|G(y), DG(y) \circ G(y)\|_{X, 2\gamma, -\eta} \lesssim 1 + \|y, G(y)\|_{X, 2\gamma, -\eta}.\$$

**Proof** By definition we have

$$\|G(y), DG(y) \circ G(y)\|_{X, 2\gamma, -\eta} = \|G(y)\|_{\infty, -\eta} + \|DG(y) \circ G(y)\|_{\infty, -\eta - \gamma} + [DG(y) \circ G(y)]_{\gamma, -\eta - 2\gamma} + [R^{G(y)}]_{\gamma, -\eta - 2\gamma}.$$
where $R^G_{t,s} := G(y_t) - G(y_s) - (DG(y_s) \circ G(y_s)) X_{t,s}$ is the remainder. The first two terms can be estimated directly, since it is assumed that $F$ has bounded derivatives. Obviously, this holds also for $G$. Therefore, we have

$$
\|G(y)\|_{\infty, -\eta} \leq \|G(y_0)\|_{-\eta} + T^\gamma \|G(y)\|_{y, -\eta} \\
\lesssim 1 + [y]_{y, -\eta} \lesssim 1 + \|y, G(y)\|_{x, 2y, -\eta},
$$

$$
\|DG(y) \circ G(y)\|_{\infty, -\eta - \gamma} \lesssim \|DG(y)\|_{\infty, \mathcal{L}(B_{-\eta - \gamma})} \|G(y)\|_{\infty, -\eta - \gamma} \lesssim \|y, G(y)\|_{x, 2y, -\eta}.
$$

For the third term we recall that for $\sigma := \delta_2 - \eta > 1 + \frac{1}{123}$, the Neumann operator maps $B_{\sigma - \gamma}$ to $B_{\sigma - \gamma}$. Together with Assumption 3.13(3), Remarks 2.6 and 2.11 we have

$$
\left[ DG(y) \circ G(y) \right]_{y, B_{-\eta - 2\gamma}} = \left[ A_{-\sigma} N(DF(y) \circ G(y)) \right]_{y, B_{-\eta - 2\gamma}} = \left[ A_{-\eta - 2\gamma} N(DF(y) \circ G(y)) \right]_{y, B_{-\eta - 2\gamma}} \\
\lesssim [N(DF(y) \circ G(y))]_{y, B_{-\eta - 2\gamma}} \lesssim \left[ N(DF(y) \circ G(y)) \right]_{y, B_{-\eta - 2\gamma}} \\
\lesssim [DF(y) \circ G(y)]_{y, B_{-\eta - 2\gamma}} \lesssim [y]_{y, B_{-\eta - 2\gamma}} \lesssim \|y, G(y)\|_{x, 2y, B_{-\eta - 2\gamma}}.
$$

Consequently we only have to estimate the remainder. For $0 \leq s < t \leq T$ we write

$$
R^G_{t,s} = \int_0^t (DG(y_s + r y_t,s) - DG(y_s)) \, dr \, G(y_s) X_{t,s} + \int_0^1 DG(y_t + r y_t,s) \, dr \, R^G_{t,s},
$$

and use again the boundedness of the derivatives to obtain

$$
\left[ R^G(y) \right]_{y, -\eta - \gamma} \lesssim \|DG(y)\|_{\infty, \mathcal{L}(B_{-\eta - \gamma})} (\|G(y)\|_{\infty, -\eta - \gamma} |X|_y + [R^G]_{y, -\eta - \gamma}) \\
\lesssim \|y, G(y)\|_{x, 2y, -\eta}.
$$

For the second remainder term, note that due to the boundedness of $D [DF(\cdot) \circ G(\cdot)]$, we get the Lipschitz type estimate

$$
|DF(x_1) - DF(x_2)|_{B_{-\eta - \gamma}} \leq |DF(x_1) G(x_1) - DF(x_2) G(x_2)|_{B_{-\eta - \gamma}} \\
+ |DF(x_2) G(x_1) - G(x_2)|_{B_{-\eta - \gamma}} \lesssim |x_1 - x_2|_{B_{-\eta - \gamma}},
$$

for $x_1, x_2 \in B_{-\eta - \gamma}$. With this property, we get similarly to the first remainder term regarding that $N \in \mathcal{L}(B_{-\eta - 2\gamma}, B_{\epsilon - 2\gamma})$

$$
\left| R^G_{t,s} \right|_{B_{-\eta - 2\gamma}} \lesssim \int_0^1 |DG(y_s + r y_t,s) - DG(y_s)) G(y_s)|_{B_{-\eta - 2\gamma}} \, dr \, |X|_y \, |t - s|^\gamma \\
+ \int_0^1 |DG(y_s + r y_t,s) R^G_{t,s} |_{B_{-\eta - 2\gamma}} \, dr \\
\lesssim \int_0^1 |A_{-\sigma} N((DF(y_s + r y_t,s) - DF(y_s)) G(y_s))|_{B_{-\eta - 2\gamma}} \, dr \, |t - s|^\gamma \\
+ \int_0^1 |A_{-\sigma} N(DF(y_s + r y_t,s)) R^G_{t,s} |_{B_{-\eta - 2\gamma}} \, dr \\
\lesssim \int_0^1 |(DF(y_s + r y_t,s) - DF(y_s)) G(y_s)|_{B_{-\eta - 2\gamma}} \, dr \, |t - s|^\gamma \\
+ \int_0^1 |DF(y_s + r y_t,s) R^G_{t,s} |_{B_{-\eta - 2\gamma}} \, dr.
Proof. The claim follows by Corollary 2.13 combined with the fact that $R^G \in C^{2\gamma}(B_{-\eta-2\gamma})$. Collecting all the estimates proves the statement. \hfill \square

Based on Lemma 3.17 we can derive an estimate for the solution of (3.10) which does not contain quadratic terms.

**Corollary 3.18** Let $F$ satisfy the Assumption 3.13 and let $(y, G(y)) \in D^y_{X,-\eta}$. Then we have
\[
(\zeta, \zeta') := \left( \int_0^1 S_{r-} G(y_r) \, dX_r, G(y) \right) \in D^y_{X,-\eta}
\]
and the following estimate holds true
\[
\|\zeta, \zeta'\|_{X,2\gamma,-\eta} \lesssim |G(y_0)|_{-\eta} + |DG(y_0) \circ G(y_0)|_{-\eta-\gamma} + T^\gamma \|G(y), DG(y) \circ G(y)\|_{X,2\gamma,-\eta}.
\]

**Proof** The claim follows by Corollary 2.13 combined with the fact that $(G(y), DG(y) \circ G(y)) \in D^y_{X,-\eta}$ as established in Lemma 3.17. \hfill \square

**Corollary 3.19** Let $f$ and $F$ satisfy Assumptions 3.13(3) and let $(y, G(y)) \in D^y_{X,-\eta}$ be the solution of (3.10) on a time interval $[0, T]$ with initial data $y_0 \in B_{-\eta}$. Then we have
\[
\|y, G(y)\|_{X,2\gamma,-\eta} \lesssim 1 + |y_0|_{-\eta} + T^{1-\delta_1} \|y, G(y)\|_{X,2\gamma,-\eta}.
\]

**Proof** Since the path component of $(y, G(y))$ solves (3.10), we have
\[
\|y, G(y)\|_{X,2\gamma,-\eta} \leq \|S_y, 0\|_{X,2\gamma,-\eta} + \left\| \int_0^1 S_{r-} f(y_r) \, dr, 0 \right\|_{X,2\gamma,-\eta} + \left\| \int_0^1 S_{r-} A_{-\sigma} N F(y_r) \, dX_r, A_{-\sigma} N F(y_r) \right\|_{X,2\gamma,-\eta}.
\]
Here it is easily to see that $(S_y, 0) \in D^y_{X,-\eta}$ and $(\int_0^1 S_{r-} f(y_r) \, dr, 0) \in D^y_{X,-\eta}$ satisfy the bounds
\[
\|S_y, 0\|_{X,2\gamma,-\eta} \lesssim |y_0|_{-\eta}, \quad \left\| \int_0^1 S_{r-} f(y_r) \, dr, 0 \right\|_{X,2\gamma,-\eta} \lesssim (1 + \|y\|_{\infty,-\eta}) T^{1-\delta_1},
\]
using Assumption 3.13(1). If we now combine these estimates with those obtained in Lemmas 3.17 and 3.18, we get
\[
\|y, G(y)\|_{X,2\gamma,-\eta} \lesssim |y_0|_{-\eta} + (1 + \|y\|_{\infty,-\eta}) T^{1-\delta_1} + |G(y_0)|_{-\eta} + |DG(y_0) \circ G(y_0)|_{-\eta-\gamma} + T^\gamma \|G(y), DG(y) \circ G(y)\|_{X,2\gamma,-\eta} \lesssim 1 + |y_0|_{-\eta} + T^{1-\delta_1} \|y, G(y)\|_{X,2\gamma,-\eta} + T^\gamma \|y, G(y)\|_{X,2\gamma,-\eta}.
\]
where also the boundedness of the derivative $DG$ was used. Since $T \leq 1$ and $1 - \delta_1 < \gamma$, due to $\delta_1 \geq 2\gamma$, we have $T^\gamma < T^{1-\delta_1}$ which leads to the assertion. \hfill \square
Putting the previous deliberations together, we finally obtain the existence of a global-in-time solution.

**Theorem 3.20** (Existence of a global-in-time solution for (3.10)) Assume that \( f \) and \( F \) satisfy the Assumptions 3.13(3). Then there exists for every initial condition \( y_0 \in B_{-\eta} \) a unique solution \( y, A_{-\sigma}NF(y) = (y, G(y)) \in D_{X,-\eta}^{2y}([0, T]) \) to (3.10) such that \( y \) fulfills (3.11) for all \( t \in [0, T] \).

**Proof** Due to Corollary 3.19 we obtain by a standard concatenation argument (compare [29, Lemma 3.8]) the following a-priori bound for the path component of the solution on a time interval \([0, T]\):

\[
\| y \|_{\infty,-\eta,[0,T]} \leq M_1 r e^{M_2 T},
\]

where \( r := 1 \bigvee |y_0|_{-\eta} \). Therefore, the local solution obtained in Theorem 3.16 cannot exhibit a finite-time blow-up as justified in [29, Theorem 3.9]. □

Furthermore, we point out an advantage of the rough path approach, which gives stability of the solution with respect to the initial condition and the noise term in contrast to the Itô calculus. This is an immediate consequence of the pathwise construction of the solutions of (1.1). To this aim, we let \( \hat{X} = (\hat{X}, \tilde{X}) \) be another \( \gamma \)-Hölder rough path with \( \hat{X}_0 = 0 \) and consider two controlled rough paths \( (u, u') \in D_{X,-\eta}^{2y}([0, T]) \) respectively \( (v, v') \in D_{X,-\eta}^{2y}([0, T]) \) and define for \( 0 \leq \gamma' < \gamma \) the metric

\[
d_{\gamma', \gamma} (u, u', v, v') = \left\| u - v \right\|_{\infty,-\eta} + \left\| u' - v' \right\|_{\infty,-\eta-\gamma} + \left[ u' - v' \right]_{\gamma', \gamma-2\gamma}^\gamma + \left[ R^u - R^v \right]_{\gamma', \gamma-\gamma}^\gamma + \left[ R^u - R^v \right]_{2\gamma', \gamma-2\gamma}^\gamma.
\]

(3.12)

The dependence of \( d \) on \( X \) and \( \tilde{X} \) is not displayed here for notational simplicity. For our aims, we first state stability results for the rough integration and composition with smooth functions.

**Lemma 3.21** (i) Let \((y, y') \in D_{X,-\eta}^{2y}([0, T])\) and \((\tilde{y}, \tilde{y}') \in D_{X,-\eta}^{2y}([0, T])\). If \( \rho_\gamma(X), \rho_\gamma(\hat{X}), \left\| y, y' \right\|_{X,2\gamma,-\eta}, \left\| \tilde{y}, \tilde{y}' \right\|_{X,2\gamma,-\eta} \) are bounded by the same constant, then for every \( \frac{1}{3} < \gamma' \leq \gamma \) we have

\[
d_{\gamma', \gamma} (z, z', \tilde{z}, \tilde{z}') \lesssim d_{\gamma', [0,T]}(X, \hat{X}) + |y_0 - \tilde{y}_0|_{-\eta} + d_{\gamma', \gamma} (y, y', \tilde{y}, \tilde{y}') T^{\gamma-\gamma'},
\]

(3.13)

where \( z_t := \int_0^t S_{t-s} y_s dX_s, \ z' := y \) and analogously \( \tilde{z}_t := \int_0^t S_{t-s} \tilde{y}_s d\tilde{X}_s, \ \tilde{z}' := \tilde{y} \).

(ii) In addition to the assumptions in (i) we suppose that \( F \) satisfies Assumption 3.13(2). Then for every \( \frac{1}{3} < \gamma' \leq \gamma \) we have

\[
d_{\gamma', \gamma} (z, z', \tilde{z}, \tilde{z}') \lesssim d_{\gamma', [0,T]}(X, \hat{X}) + |y_0 - \tilde{y}_0|_{-\eta} + d_{\gamma', \gamma} (y, y', \tilde{y}, \tilde{y}') T^{\gamma-\gamma'},
\]

where \( z_t := F(y_t), z'_t := DF(y_t) \circ y'_t \) and analogously \( \tilde{z}_t := F(\tilde{y}_t), \tilde{z}'_t := DF(\tilde{y}_t) \circ \tilde{y}'_t \).

**Proof** (i) The idea of the proof is to analyze the difference of the stochastic convolutions \( z - \tilde{z} \). As in the proof of Lemma 3.7 one needs an approximating sequence \( \Xi := \xi - \bar{\xi} \), where \( \xi_{t,s} := y_s X_{t,s} + y'_s \bar{X}_{t,s} \) and \( \bar{\xi}_{t,s} := \tilde{y}_s \tilde{X}_{t,s} + \tilde{y}'_s \bar{\tilde{X}}_{t,s} \) are the approximations of the individual integrals \( z \) and \( \tilde{z} \). This reads as

\[
\Xi_{t,s} = (y_s - \tilde{y}_s) X_{t,s} + \tilde{y}_s (X_{t,s} - \bar{X}_{t,s}) + (y'_s - \tilde{y}'_s) \bar{X}_{t,s} + \tilde{y}'_s (\bar{X}_{t,s} - \tilde{X}_{t,s}).
\]

(3.14)
Combining now (3.14) with the proofs of Lemma 3.7 and Corollary 3.2 we derive

\[ |z_{t,s} - \tilde{z}_{t,s} - S_t \tilde{z}_{t,s}|_{-\eta - i\gamma} \lesssim (d_{y,T}(X, \tilde{X}) + d_{y',y,-\eta}(y, y', \gamma, \gamma') T') |t - s|^{\gamma'}, \]

for \( i = 0, 1, 2 \). To get now (3.13) we have to estimate the individual terms of the distance (3.12) similar to Theorem 3.6, see also [22, Lemma 3.13]. For example, we have

\[ \begin{align*}
|z_t - \tilde{z}_t|_{-\eta} &\leq |z_t,0 - \tilde{z}_t,0 - S_t \tilde{z}_t,0|_{-\eta} + |S_t \tilde{z}_t,0|_{-\eta} \\
&\lesssim d_{y,0,T}(X, \tilde{X}) + d_{y',y,-\eta}(y, y', \gamma, \gamma') T' + T' \|y - \gamma\|_{\infty,-\eta} \rho y(X) \\
&\quad + \|\gamma\|_{\infty,-\eta} \rho y(X) \\
&\lesssim d_{y,0,T}(X, \tilde{X}) + d_{y',y,-\eta}(y, y', \gamma, \gamma') T'.
\end{align*} \]

The remaining terms of (3.12) can be handled analogously.

(ii) The statement can be obtained following the steps of the proof of Lemma 3.11, see also [22, Lemma 3.14].

Based on this result we can establish the continuous dependence of the solution with respect to the noise and initial data.

**Theorem 3.22** (Stability of the solution) Assume that \( f \) and \( F \) satisfy the Assumptions 3.13(3). Let \( y_0, \tilde{y}_0 \in B_{-\eta} \) be two initial conditions and let \( y, G(y) \in D_{X,-\eta}^y([0, T]) \), \( \tilde{y}, G(\tilde{y}) \in D_{X,-\eta}^\gamma([0, T]) \) be the solutions of (3.10) driven by \( X \) respectively \( \tilde{X} \) with initial conditions \( y_0 \) and \( \tilde{y}_0 \). If \( \rho y(X), \rho y(\tilde{X}), \|y_0\|_{-\eta}, \|\tilde{y}_0\|_{-\eta} \) are bounded by the same constant, then for every \( \frac{1}{3} < \gamma' < \gamma \) we have

\[ d_{y',y,-\eta}(y, G(y), \gamma, G(\tilde{y})) \lesssim d_{y,0,T}(X, \tilde{X}) + |y_0 - \tilde{y}_0|_{-\eta}. \]

**Proof** Using Lemma 3.21 one infers that

\[ d_{y',y,-\eta}(y, G(y), \gamma, G(\tilde{y})) \lesssim d_{y',y,-\eta}(y, G(y), \gamma, G(\tilde{y})) T + d_{y,0,T}(X, \tilde{X}) + |y_0 - \tilde{y}_0|_{-\eta}, \]

where \( 0 < \kappa := \gamma - \gamma' \). Choosing \( T \) small enough proves the statement.

The Young case. For the sake of completeness, we now consider Dirichlet boundary noise in the Young regime, i.e. if the random input \( X \in C_{\tilde{y}}^y(\mathbb{R}) \) for \( \tilde{y} \in \left(\frac{1}{2}, 1\right) \). We denote, as in Remark 3.4, by \( D \) the solution operator of (2.3) with \( \tilde{C} = \gamma \). In this case, the domain \( D(A) \) is different now, which means that the extrapolation-interpolation scale according to \( A \) changes.

To point that out, we denote the extrapolation spaces by \( \mathcal{B}_D^0 \) and \( \mathcal{B}^{1/2}_{D} := B^{1/2}_{\beta, \beta'}(\partial O) \). In this case the spaces \( \mathcal{B}_D^0 \) are given by

\[ \mathcal{B}_D^0 := H_{\tilde{C}}^{\beta, \beta'}(O) := \begin{cases} 
\{ u \in H^{\beta, \beta}(O) : \gamma \beta u = 0 \}, & \beta > \frac{1}{p} \\
H^{\beta, \beta}(O), & -2 + \frac{1}{p} < \beta < \frac{1}{p}.
\end{cases} \]

Then, as justified in Remark 3.4, the Dirichlet operator \( D \) is bounded from \( \mathcal{B}_D^0 \) to \( \mathcal{B}_{e_D}^{1/2} \) with \( e_D < \frac{1}{1/p} \). Furthermore, the boundary value problem (2.3) (with \( C \) replaced by \( \tilde{C} \)) has a strong solution for \( \beta > \frac{1}{p} \). However, for the definition of Young’s integral (2.13) we need to
consider paths which are continuous in $B^D_\beta$ and $\tilde{\gamma}$-Hölder continuous with values in $B^D_{\beta-\tilde{\gamma}}$.

This means that the index $\beta - \tilde{\gamma}$ can become negative if we only assume that $\beta > \frac{1}{p}$. In this case the theory of the interpolation-extrapolation scale in [1] breaks down. To overcome this issue, we additionally assume that $\beta > 1 + \frac{1}{p}$. Then $\beta - \tilde{\gamma} > \frac{1}{p}$ and $D : B^D_{\beta-\tilde{\gamma}} \rightarrow B^D_{\varepsilon_D-\tilde{\gamma}}$.

Furthermore, just as in the Neumann case, the condition $\tilde{\gamma} > 1 - \varepsilon_D$ also needs to be satisfied. In the Neumann case, this condition automatically holds for rough noise, i.e. $\gamma \in (\frac{1}{4}, \frac{1}{2}]$. For Dirichlet boundary noise in the Young regime, this leads to an additional restriction on the regularity of the noise, compare [17]. Therefore we choose $\tilde{\gamma} \in (1 - \frac{1}{2p}, 1)$. Under these assumptions, we show that it is possible to incorporate Dirichlet boundary noise in (1.1).

This SPDE can be now rewritten as

$$
\begin{align*}
\frac{dy}{dt} = (Ay + f(y)) dt + A_{-\sigma_D} \mathcal{D} F(y) \, dX_t,
\end{align*}
$$

(3.15)

where $\eta_D := 1 - \varepsilon_D$ and $\sigma_D := \eta_D - \tilde{\gamma}$.

**Assumption 3.23 (Young case)** There exists $\delta_2 > \eta_D + 1 + \frac{1}{p}$ such that for any $\vartheta \in [0, \tilde{\gamma})$ the diffusion term $F : B^D_{-\eta_D-\vartheta} \rightarrow B^D_{-\eta_D-\vartheta+\delta_2}$ is two times continuously Fréchet differentiable with bounded derivatives.

Based on the arguments of Theorem 3.20 we derive.

**Theorem 3.24** (Dirichlet boundary noise in the Young case) Let $X \in C^{\tilde{\gamma}}(\mathbb{R})$ with $\tilde{\gamma} \in (1 - \frac{1}{2p}, 1)$. Assume that $f$ and $F$ satisfy Assumption 3.13(3) replacing Assumption 3.13(2) with Assumption 3.23. Then there exists for every initial condition $y_0 \in B^D_{-\eta_D}$ a unique mild solution $y \in C(B^D_{-\eta_D}) \cap C^{\tilde{\gamma}}(B^D_{-\eta_D-\tilde{\gamma}})$ that satisfies for all $t \in [0, T]$

$$
y_t = S_t y_0 + \int_0^t S_{t-r} f(y_r) \, dr + \int_0^t S_{t-r} A_{-\sigma_D} \mathcal{D} F(y_r) \, dX_r,
$$

where the integral is understood in the Young sense (2.13).

**Remark 3.25** The theory developed in this work can be extended to time-dependent operators $A(t)$ generating parabolic evolution families $(U(t, s))_{t \geq s}$ as in [34]. Analogously, such operators satisfy for $t > s$ similar estimates to (2.5) and (2.6), i.e.

$$
\begin{align*}
|U(t, s)|_{\alpha} & \lesssim |t-s|^\alpha |x|_{\alpha+\sigma}, \\
|U(t, s)x|_{\alpha+\sigma} & \lesssim |t-s|^{-\sigma} |x|_{\alpha}.
\end{align*}
$$

(3.16) (3.17)

However the extrapolation scale has to be extended to cover this setting as well. Moreover, we believe that this theory can be extended to higher-order differential operators, since our method is independent of the order of the operator. The only necessary ingredient is the existence of a continuous solution operator equivalent to the Neumann/Dirichlet operator.

**4 Random dynamical systems**

Based on our global well-posedness result, under suitable assumptions on the driving rough path, we are able to construct a random dynamical system corresponding to (1.1). To this aim, we introduce some concepts from the theory of random dynamical systems [4].
**Definition 4.1** Let $(\Omega, \mathcal{F}, \mathbb{P})$ stand for a probability space and $\theta : \mathbb{R} \times \Omega \to \Omega$ be a family of $\mathbb{P}$-preserving transformations (i.e. $\theta_t \mathbb{P} = \mathbb{P}$ for $t \in \mathbb{R}$) having the following properties:

(i) The mapping $(t, \omega) \mapsto \theta_t \omega$ is $(B(\mathbb{R}) \otimes \mathcal{F}, \mathcal{F})$-measurable, where $B(\cdot)$ denotes the Borel $\sigma$-algebra;

(ii) $\theta_0 = \text{Id}_\Omega$;

(iii) $\theta_{t+s} = \theta_t \circ \theta_s$ for all $t, s, \in \mathbb{R}$.

Then the quadrupel $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ is called a metric dynamical system.

**Definition 4.2** A continuous random dynamical system on a separable Banach space $\mathcal{X}$ over a metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ is a mapping

$$\varphi : [0, \infty) \times \Omega \times \mathcal{X} \to \mathcal{X}, \quad (t, \omega, x) \mapsto \varphi(t, \omega, x),$$

which is $(B([0, \infty)) \otimes \mathcal{F} \otimes B(\mathcal{X}), B(\mathcal{X}))$-measurable and satisfies:

(i) $\varphi(0, \omega, \cdot) = \text{Id}_\mathcal{X}$ for all $\omega \in \Omega$;

(ii) $\varphi(t + \tau, \omega, x) = \varphi(t, \theta_t \omega, \varphi(\tau, \omega, x))$, for all $x \in \mathcal{X}$, $t, \tau \in [0, \infty)$, $\omega \in \Omega$;

(iii) $\varphi(t, \omega, \cdot) : \mathcal{X} \to \mathcal{X}$ is continuous for all $t \in [0, \infty)$ and all $\omega \in \Omega$.

The second property in Definition 4.2 is referred to as the cocycle property. The generation of a random dynamical system from an Itô-type stochastic partial differential equation (SPDE) has been a long-standing open problem, since Kolmogorov’s theorem breaks down for random fields parametrized by infinite-dimensional Banach spaces. As a consequence it is not known how to obtain a random dynamical system from an SPDE, since its solution is defined almost surely, which contradicts the cocycle property. In particular, this means that there are exceptional sets which depend on the initial condition and it is not clear how to define a random dynamical system if more than countably many exceptional sets occur. This issue does not occur in a pathwise approach. Provided that global existence of solutions is ensured, rough path driven equations generate random dynamical systems if the driving rough path forms a rough path cocycle, as established in [5].

The next concept describes a model of the driving noise. Let $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ be a metric dynamical system as in Definition 4.1. We say that

$$\mathbf{X} = (X, \mathcal{X}) : \Omega \to C^\gamma_{\text{loc}}([0, \infty); \mathbb{R}^d) \times C^\gamma_{\text{loc}}([0, \infty); \mathbb{R}^{d \times d})$$

is a continuous ($\gamma$-Hölder) rough path cocycle [5] if $X|_{[0,T]}$ is a continuous $\gamma$-Hölder rough path for every $T > 0$ and $\omega \in \Omega$ and the following cocycle property holds true for every $s, t \in [0, \infty)$ and $\omega \in \Omega$

$$X_{s+t,s}(\omega) = X_t(\theta_s \omega),$$

$$X_{s+t,s}(\omega) = X_{t,0}(\theta_t \omega).$$

According to [5, Section 2] rough path lifts of various stochastic processes define cocycles. These include Gaussian processes with stationary increments under certain assumption on the covariance function [20, Chapter 10] and particularly apply to the fractional Brownian motion with Hurst index $H > \frac{1}{4}$.

Based on Theorem 3.20 we immediately derive the existence of a random dynamical system associated to (1.1). Using a classical flow transformation, such a statement together with the existence of a random attractor was obtained for a system of SPDEs with dynamical boundary conditions in [10].
Theorem 4.3 Let $X = (X, \mathcal{X})$ be a $\gamma$-Hölder rough path cocycle. Under the assumptions of Theorem 3.20, the solution operator of (1.1) generates a random dynamical system on $\mathcal{B}_{\mathcal{X}}$.

Proof In order to verify the cocycle property, regarding Theorem 3.20, we let $t, \tau \in \mathbb{R}_+$, recall that $G = A_{-\sigma} NF$ and compute

$$\varphi(t + \tau, \omega, y_0) := y_{t+\tau} = S_{t+\tau} y_0 + \int_0^{t+\tau} S_{t+\tau-r} f(y_r) \, dr + \int_0^{t+\tau} S_{t+\tau-r} G(y_r) \, dX_r$$

$$= S_{t} y_{\tau} + \int_0^t S_{t-r} f(y_{r+\tau}) \, dr + \int_0^t S_{t-r} G(y_{r+\tau}) \, d\theta_r X_r.$$ 

Note that the shift property of the rough integral (2.10) is immediate, see [28, Corollary 4.5]. The $(B([0, \infty)) \otimes \mathcal{F} \otimes B(\mathcal{B}_{\mathcal{X}}), B(\mathcal{B}_{\mathcal{X}}))$-measurability of $\varphi$ follows by well-known arguments. More precisely, one considers a sequence of (classical) solutions $(y_n^\alpha, (y_n^\alpha))_{n \in \mathbb{N}}$ of (1.1) corresponding to smooth approximations $(X_n, \mathcal{X}_n)_{n \in \mathbb{N}}$ of $(X, \mathcal{X})$. Obviously, the mapping $(t, X, \xi) \mapsto y_n^\alpha$ is $(B([0, T]) \otimes \mathcal{F} \otimes B(\mathcal{B}_{\mathcal{X}}), B(\mathcal{B}_{\mathcal{X}}))$-measurable for any $T > 0$. Since $y$ continuously depends on the rough input $X = (X, \mathcal{X})$, according to [22, Lemma 3.12], one concludes that $\lim_{n \to \infty} y_n^\alpha = y_t$. This gives the measurability of $y$ with respect to $\mathcal{F} \otimes B(\mathcal{B}_{\mathcal{X}})$. Due to the time-continuity of $y$, we obtain by [11, Chapter 3] the $(B([0, T]) \otimes \mathcal{F} \otimes B(\mathcal{B}_{\mathcal{X}}), B(\mathcal{B}_{\mathcal{X}}))$-measurability of the mapping $(t, \omega, \xi) \mapsto y_t$ for any $t \geq 0$. \qed

Remark 4.4 Naturally, based on the statement of Theorem 3.24, we obtain a random dynamical system in the Young case for the SPDE (1.1) with multiplicative Dirichlet boundary noise.

5 Examples

Here we provide an application of our theory, specifying concrete examples for $A$ and $F$. Since the condition on the drift term $f$ is less restrictive, examples such as polynomial nonlinearities or Nemytskii type operators are possible. Therefore we focus here on examples for the diffusion coefficient $F$. In both examples, we consider $p = 2$ and the formal operators are augmented by either Neumann or Dirichlet boundary conditions

$$Au := \sum_{i,j=1}^d \partial_i (a_{ij} \partial_j) u + bu, \quad Cu := \sum_{i,j=1}^d \nu_i \gamma \partial_i a_{ij} \partial_j u, \quad \tilde{C} u = \gamma \partial_i u,$$

(5.1)

where the coefficients $a_{ij}, b : \mathcal{O} \to \mathbb{R}$ are smooth, $(a_{ij})_{i,j=1}^d$ is symmetric and uniform elliptic, meaning that there exists some constant $k > 0$ such that for all $\xi \in \mathbb{R}^d$ and $x \in \mathcal{O}$ we have

$$\sum_{i,j=1}^d a_{ij}(x) \xi_i \xi_j \geq k \langle \xi \rangle^2.$$

In this case $(A, C)$ and $(A, \tilde{C})$ are normally elliptic boundary value problems and the corresponding $L^2(\mathcal{O})$-realization $A$, after a possible shift, has bounded imaginary powers [16, Theorem 2.3].
Before we conclude, we compare our results to the ones obtained in [17, 18].

\[ \gamma \in \left( \frac{1}{3}, 1 \right), \] 

such that the condition \( \varepsilon > 1 - \gamma \) is satisfied. In order to verify the Assumption 3.23, we first investigate the extrapolation spaces. Recall that for \( \beta > -\frac{3}{2} \) they are given by

\[
\mathcal{B}^D_{\beta} := \begin{cases} 
\{ u \in H^\beta(\mathcal{O}) : \gamma_\partial u = 0 \}, & \beta > \frac{1}{2} \\
H^\beta(\mathcal{O}), & -\frac{3}{2} < \beta < \frac{1}{2} \\
\{ u \in H^{-\beta}(\mathcal{O}) : \gamma_\partial u = 0 \}', & \beta < -\frac{3}{2}.
\end{cases}
\]

Regarding Theorem 3.24 and since \( -\eta > 2 \gamma > -2 \), we are interested in \( \mathcal{B}^D_{-2} \). Now, it is known that \( \mathcal{B}^D_{-2} \) is given by the dual space of \( D(A^2) \), see [2, Theorem V.1.5.12]. But since also \( H^0(\mathcal{O}) \hookrightarrow D(A^2) \) and \( (H^0(\mathcal{O}))' = H^{-4}(\mathcal{O}) \) we can continuously embed \( \mathcal{B}^D_{-2} \) into \( H^{-4}(\mathcal{O}) \), where \( H^0(\mathcal{O}) := H^4(\mathcal{O}) \cap H^0(\mathcal{O}) \). Based on the above considerations, it is sufficient to find a linear continuous mapping from \( H^{-4}(\mathcal{O}) \) to \( \mathcal{H}^{\delta+1}(\partial\mathcal{O}) = \mathcal{B}^D_{\delta+1}(\partial\mathcal{O}) \) for \( \delta > 0 \). An example for this is a slightly adapted lifting operator. More precisely, we set

\[
\gamma_\partial := -\frac{11}{12} - \delta \text{ and consider}
\]

\[
\Lambda^{\nu_D} : H^{-4}(\mathbb{R}^d) \to \mathcal{H}^{\delta+1+\frac{1}{2}}(\mathbb{R}^d), \quad f \mapsto \mathcal{F}^{-1}(1 + \cdot^2)^{\frac{\nu_D}{2}} \mathcal{F} f,
\]

where \( \mathcal{F} \) is the Fourier transform. Such examples occur in the theory of pseudo-differential operators, see for example [30, Theorem 18.1.13]. Furthermore, there exist linear and continuous operators \( e_\partial : H^{-4}(\mathcal{O}) \to H^{-4}(\mathbb{R}^d) \) and \( r_\partial : H^{\delta+1+\frac{1}{2}}(\mathbb{R}^d) \to H^{\delta+1+\frac{1}{2}}(\mathcal{O}) \). These are called retraction/co-retraction, see [35, Theorem 4.2.2]. Since the trace operator \( \gamma_\partial : \mathcal{H}^{\delta+1+\frac{1}{2}}(\mathbb{R}^d) \to \mathcal{H}^{\delta+1}(\partial\mathcal{O}) \) is also linear and continuous, we conclude that the operator \( F := \gamma_\partial r_\partial \Lambda^{\nu_D} e_\partial \) fulfills the Assumption 3.13(2). Moreover, since \( F \) is linear and bounded, the same holds true for \( G = A_{-\sigma_\partial} D F \) and Theorem 3.24 provides a global-in-time solution in this case.

Example 5.2 (Rough Neumann boundary noise) Returning to the rough Neumann boundary noise, we consider \( (\mathcal{A}, \mathcal{C}) \) and the respective realization \( A \). We recall the characterization of the extrapolation spaces in this case

\[
\mathcal{B}^C_{\beta} := H^\beta(\mathcal{O}) := \begin{cases} 
\{ u \in H^\beta(\mathcal{O}) : C u = 0 \}, & \beta > \frac{3}{2} \\
H^\beta(\mathcal{O}), & -\frac{1}{2} < \beta < \frac{3}{2} \\
(H^{-\beta}(\mathcal{O})), & -\frac{3}{2} < \beta \leq -\frac{1}{2} \\
\{ u \in H^{-\beta}(\mathcal{O}) : C u = 0 \}', & \beta < -\frac{3}{2}.
\end{cases}
\]

Keeping the results obtained in Sect. 3 in mind, we are interested in the case \( \beta = 2(-\eta - 2\gamma) \). Since \( -\eta > -\gamma \) we have \( -\eta - 2\gamma > -\frac{3}{2} \) and therefore \( \mathcal{B} = \mathcal{B}_{-2} \). Similar to the example before, it holds that \( \mathcal{B} \hookrightarrow H^{-4}(\mathcal{O}) \). Now we define \( F := \gamma_\partial r_\partial \Lambda^{\nu_D} e_\partial \) in the same way as before, but set \( \nu := -\frac{9}{2} - \delta \) for some \( \delta > 0 \). In this case \( F \) maps \( H^{-4}(\mathcal{O}) \) into \( \mathcal{H}^{\delta}(\partial\mathcal{O}) \) and fulfills the Assumption 3.13(2). Therefore Theorem 3.16 provides a local-in-time solution in this case. Moreover, since \( F \) is linear and bounded, the same holds true for \( G = A_{-\sigma} N F \). This means that \( F \) satisfies the Assumption 3.13(3) and Theorem 3.20 entails a global-in-time solution.

Remark 5.3 Before we conclude, we compare our results to the ones obtained in [17, 18] for additive infinite-dimensional fractional noise in Hilbert spaces. Similar results have been derived also in Banach spaces in [13, Section 5.2]. To this aim, let \( U \) and \( V \) stand for
two separable Hilbert spaces. For a $U$-cylindrical fractional Brownian motion $(B^H_t)_{t \geq 0}$ it is known ([17, Corollary 3.1] for $H > \frac{1}{2}$ and [18, Corollary 11.9] for $H < \frac{1}{2}$) that the stochastic convolution

\[ \int_0^t S_{t-r} \Phi \, dB^H_r \]

is well-defined if $\| S(t) \Phi \|_{\mathcal{L}_2(U,V)} < t^{-\theta}$, where $\mathcal{L}_2(U,V)$ denotes the space of Hilbert-Schmidt operators from $U$ to $V$, $\Phi \in \mathcal{L}(U,V)$ and $\theta < H$. Consequently, in order to incorporate boundary noise given by an $U := L^2(\partial \Omega)$-cylindrical fractional Brownian motion with covariance operator $Q^{\frac{1}{2}} \in \mathcal{L}_2(U)$, one has to verify that

\[ \| AS(t)NQ^{\frac{1}{2}} \|_{\mathcal{L}_2(U,V)} \leq t^{-\theta}, \]

where $V := L^2(\mathcal{O})$ and $\theta < H$. Setting $B^\varepsilon := D(A^\varepsilon)$ as in Sect. 3, one infers that

\[ \| AS(t)NQ^{\frac{1}{2}} \|_{\mathcal{L}_2(U,V)} \leq \| AS(t) \|_{\mathcal{L}(B^\varepsilon,V)} \| N \|_{\mathcal{L}(U,B^\varepsilon)} \| Q^{\frac{1}{2}} \|_{\mathcal{L}_2(U)} \leq ct^{\varepsilon-1}. \]

This leads to the condition $\varepsilon > 1 - H$. Since $\varepsilon < \frac{3}{4}$ (recall Corollary 3.3), this means that it is possible to deal with fractional Neumann boundary noise for $H > \frac{1}{4}$. The condition $\varepsilon > 1 - H$ is consistent with the result of Corollary 3.3, which is established in the more general setting of rough path theory. Moreover, due to the multiplicative structure of the noise, the theory of extrapolation operators is additionally required.
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