Analytical solutions for quantum walks on 1D chain with different shift operators
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In this paper, we study the discrete-time quantum walks on 1D chain with the moving and swapping shift operators. We derive analytical solutions for the eigenvalues and eigenstates of the evolution operator $\hat{U}$ using the Chebyshev polynomial technique, and calculate the long-time averaged probabilities for the two different shift operators respectively. It is found that the probability distributions for the moving and swapping shift operators display completely different characteristics. For the moving shift operator, the probability distribution exhibits high symmetry where the probabilities at mirror positions are equal. The probabilities are inversely proportional to the system size $N$ and approach to zero as $N \to \infty$. On the contrary, for the swapping shift operator, the probability distribution is not symmetric, the probability distribution approaches to a power-law stationary distribution as $N \to \infty$ under certain coin parameter condition. We show that such power-law stationary distribution is determined by the eigenstates of the eigenvalues $\pm 1$ and calculate the intrinsic probability for different starting positions. Our findings suggest that the eigenstates corresponding to eigenvalues $\pm 1$ play an important role for the swapping shift operator.
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I. INTRODUCTION

Quantum walks have become a popular research topic in the past few years [1–5]. The continuous interest in quantum walk can be attributed to its broad applications to many distinct fields, such as polymer physics, solid state physics, biological physics, and quantum computation [6, 7]. In the literature [1–3], there are two types of quantum walks: continuous-time and discrete-time quantum walks. The main difference of the two types of quantum walks is that discrete-time quantum walk (DTQW) requires an extra coin Hilbert space in which the coin operator acts, while continuous-time quantum walks (CTQWs) do not need this extra Hilbert space. Aside from this, these two quantum walks (QWs) are similar to their classical counterparts. Discrete-time quantum walks evolve by the application of a unitary evolution operator at discrete time intervals, and continuous-time quantum walks evolve under a (usually time-independent) Hamiltonian in Schrödinger picture. Due to the different dimensional Hilbert space, CTQWs can’t be regarded as the limit of DTQWs as the time step goes to zero and there is no simple relation connecting the two quantum walk models [8, 9].

Here, we focus on the discrete-time quantum walk (DTQWs). Previous work have studied DTQWs on simple regular structures, for instance, the line [10], cycle [11, 12] and hypercube [13]. For DTQWs on the line, the problem could be simplified using the Fourier transform technique. In Ref. [11], Bednarska et al. have studied the DTQWs using a Hadamard coin on the cycle. Various methods such as Schrödinger picture [14], combinatorial approach [15–17], generating function [18], scattering theory [19], etc, are employed to treat the problem. In Refs. [20, 21], the authors have studied the 1D DTQWs with one and two absorbing boundaries. They introduce absorbing boundary by implementing a measurement operator to the quantum state and derive an absorption probability for the boundaries using a Hadamard coin. On the contrary, in this paper we concentrate on the pure quantum evolution process without measurement and disturbance. We will study the DTQWs on the one-dimensional (1D) chain, which lacks one connection compared to the cycles. The left-most and right-most points are topological boundaries of the 1D chain and will impose some influences to the quantum dynamics. Although there are some studies of 1D DTQWs in the literature [22], DTQWs on 1D chain has received little attention due to the difficult analytical calculation. In this work, we will shed some light on this problem. We study DTQWs on 1D chain with two different shift operators: the moving and swapping shift operators. Both of the shift operators are used in the community, the moving shift operator acting on a state only move the position of the particle while the swapping shift operator changes both the position and direction of the particle’s quantum state. The swapping operator can be applied to any graphs and widely used in the Szegedy’s quantum walk [23], which is a generalized discrete quantum walk defined on general graphs via the quantization of a stochastic matrix. We will derive analytical results for DTQWs on 1D chain with the moving and swapping shift operators, and compare the difference between them.

The rest of the paper is organized as follows. Section II introduces the model of DTQWs on general graphs. Section III gives the theoretical framework of DTQWs
on 1D chain with moving and swapping shift operators, and determines the matrix form of the various shift operators and evolution operators in the Hilbert space. In Sec. IV, we show the analytical results for the moving shift operator. We determine the eigenvalues and eigenstates of the evolution operator and obtain the long-time averaged probability. In Sec. V, we show the analytical results for the swapping shift operator. We determine the eigenvalues and eigenstates of the evolution operator and calculate the long-time averaged probability. We also show that the eigenstates corresponding to the eigenvalues ±1 play an important role in the quantum dynamics. We compare the dynamical difference between the two shift operators. Conclusions and discussions are given in the last part, Sec. VI.

II. DEFINITION OF DISCRETE-TIME QUANTUM WALKS

Discrete-time quantum walk was first introduced by Mayer and Aharonov et al. in Ref. [24, 25]. DTQW takes place in a discrete position space, with a unitary evolution of coin toss and position shift in discrete time steps. Here, we review the definition of DTQWs on d-regular graph, which is a regular graph each vertex has exactly d edges.

DTQW on d-regular graph happens on the coin Hilbert space \( \mathcal{H}_c \) and position Hilbert space \( \mathcal{H}_p \), the total Hilbert space is given by \( \mathcal{H} = \mathcal{H}_c \otimes \mathcal{H}_p \) [1]. If the d-regular graph has N vertices, the position and coin Hilbert space are denoted as \( \mathcal{H}_p = \{ |i\rangle : i = 1, 2, \ldots, N \} \), \( \mathcal{H}_c = \{ |J\rangle : J = 1, 2, \ldots, d \} \). The coin flip operator \( \hat{C} \) and position shift operator \( \hat{S} \) are applied to the total state in \( \mathcal{H} \) at each time step [1]. The coin flip operation \( \hat{C} \) (acting on \( \mathcal{H}_c \)) is the quantum equivalent of randomly choosing which way the particle will move, then the position-shift operation \( \hat{S} \) moves the particle according to the coin state, transferring the particle into the new superposition state in position space. For every vertex, all the outgoing edges are labeled as 1, 2, \ldots, d. Let us call \( e_{ij}^c \) an edge \( e = (i, i') \) which on \( i \)'s end is labelled by \( J \). The conditional shift operation \( \hat{S} \) moves the particle from \( i \) to \( i' \) if the edge \( (i \rightarrow i') \) is labeled by \( J \) on \( i \)'s side [1]:

\[
\hat{S}|i, J\rangle = \begin{cases} 
|i', J\rangle, & \text{if } e_{ij}^c = (i, i'), \\
0, & \text{otherwise}.
\end{cases}
\]  

(1)

The evolution of the system at each step of the walk is governed by the total operator,

\[
\hat{U} = \hat{S}(\hat{I}_p \otimes \hat{C}),
\]  

(2)

where \( \hat{I} \) is the identity operator in \( \mathcal{H}_p \). Thus the total state after \( t \) steps is given by,

\[
|\psi(t)\rangle = \hat{U}^t|\psi(0)\rangle,
\]  

(3)

where \( |\psi(0)\rangle \) is the initial state. Finally, we obtain the probability distribution,

\[
P(i, t) = \sum_{J=1}^{d} \frac{|\langle i, J|\psi(t)\rangle|^2}{\sum_{J=1}^{d} |\langle i, J|\psi(t)\rangle|^2} = \sum_{J=1}^{d} \frac{|\langle i, J|\hat{U}^t|\psi(0)\rangle|^2}{\sum_{J=1}^{d} |\langle i, J|\hat{U}^t|\psi(0)\rangle|^2}. \tag{4}
\]

Suppose the eigenvalue equation of \( \hat{U} \) is \( \hat{U}|\Psi_{i', J'}\rangle = u_{i', J'}|\Psi_{i', J'}\rangle \) (\( i' \in [1, N], J' \in [1, d] \)), where \( u_{i', J'} \) and \( |\Psi_{i', J'}\rangle \) are the eigenvalues and orthonormalized eigenstates of the evolution operator \( \hat{U} \). Then Eq. (4) can be written as,

\[
P(i, t) = \frac{\sum_{J=1}^{d} \sum_{J'=1}^{d} |\langle i, J|\hat{U}^t|\Psi_{i', J'}\rangle|^2 |\langle \Psi_{i', J'}|\psi(0)\rangle|^2}{\sum_{J=1}^{d} \sum_{J'=1}^{d} |\langle i, J|\hat{U}^t|\Psi_{i', J'}\rangle|^2 |\langle \Psi_{i', J'}|\psi(0)\rangle|^2}.
\]

(5)

Noting that \( \hat{U} \) is a unitary operator, i.e., \( \hat{U}\hat{U}^\dagger = \hat{I} \) (which leads to \( |u| = 1 \)), the long time averages of \( P(i, t) \) can be written as,

\[
\chi(i) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} P(i, t) = \frac{1}{d} \sum_{J=1}^{d} \sum_{J'=1}^{d} |\langle i, J|\Psi_{i', J'}\rangle|^2 \langle \Psi_{i', J'}|\psi(0)\rangle \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} (u_{i', J'}u_{i', J'})^t \langle \Psi_{i', J'}|\psi(0)\rangle |\Psi_{i', J'}\rangle |i, J\rangle,
\]  

(6)

where \( \delta(u_{i', J'} - u_{i', J'}) \) takes value 1 if \( u_{i', J'} = u_{i', J'} \), and equals to 0 otherwise. In the above equation, we can see that the limit distribution \( \chi(i) \) depends on the eigenvalues and eigenstates of the evolution operator \( \hat{U} \).

If all the eigenvalues \( u_{i', J'} \) \((i' \in [1, N], J' \in [1, d])\) are different (i.e., all the eigenvalues are not degenerated), the above Equation can be simplified as,

\[
\chi(i) = \sum_{J=1}^{d} |\langle i, J|\Psi_{i', J'}\rangle|^2 \cdot |\langle \Psi_{i', J'}|\psi(0)\rangle|^2.
\]  

(7)

In order to calculate the analytical expressions for \( P(i, t) \) and \( \chi(i) \), all the eigenvalues \( u_{i', J'} \) and eigenstates \( |\Psi_{i', J'}\rangle \) of the evolution operator \( \hat{U} \) are required. In the following we will use Eq. (7) to derive the limit probability distribution of DTQWs on 1D chain, and put emphasis on the calculation of the eigenvalues and eigenstates of \( \hat{U} \).
III. DTQWS ON 1D CHAIN WITH THE MOVING AND SWAPPING SHIFT OPERATORS

In this section, we will continue the calculation for DTQWs on 1D chain. For a 1D chain system composed of \( N \) nodes, which are labeled as \( \{i : i = 1, 2, \ldots, N\} \), each node \( 1 < i < N \) is connected two nearest neighbors \( (i-1) \) and \( i+1 \) except the leftmost node \( 1 \) and rightmost node \( N \). The Hilbert space has \( 2N-2 \) base vectors, which are denoted as \( |2, L\rangle, |3, L\rangle, \ldots, |N, L\rangle, |1, R\rangle, |2, R\rangle, \ldots, |N-1, R\rangle \). We will derive the matrix form for the coin operator and shift operator in the Hilbert space, and obtain the matrix representation for the evolution operator. We also determine the eigenvalues and eigenstates of \( \hat{U} \) based on the matrix representation.

A. Coin operator \( \hat{C} \) and initial state

The probability distribution is related to the coin operator \( \hat{C} \) and initial state \( |\psi(0)\rangle \). In the scientific community, the coin flip operator \( \hat{C} \) can be of various forms, for instance, the most commonly used Grover coin and the Discrete Fourier Transform (DFT) coin \( |1, 2 \rangle \). It has been shown that different choices of coin flip operator \( \hat{C} \) and initial state \( |\psi(0)\rangle \) may have different dynamics. Here, we will specify the form for the coin operator \( \hat{C} \) and initial state \( |\psi(0)\rangle \).

For the coin operator, we use the coin type of DTQWs in Szegedy’s scheme \([26]\), which can be generalized to high dimensional case. If the particle is located at the two end points \( (i = 1, N) \), the particle will move to the neighboring node in the next step (do not need coin). If the particle is located at the center nodes \( 1 < i < N \), we use an arbitrary coin state \( |\phi\rangle = \cos \frac{\pi}{2} |L\rangle + e^{i\varphi_0} \sin \frac{\pi}{2} |R\rangle \) to generate the coin operator,

\[
\hat{C} = 2|\phi\rangle\langle\phi| - I = \cos \omega |L\rangle\langle L| + e^{i\varphi_0} \sin \omega |L\rangle\langle R| + e^{-i\varphi_0} \sin \omega |R\rangle\langle L| - \cos \omega |R\rangle\langle R|
\]

When \( \varphi = 0 \), the above coin operator becomes

\[
\hat{C} = \begin{bmatrix}
\cos \omega & 0 & 0 & b \\
\sin \omega & |L\rangle\langle L| & -\cos \omega |R\rangle\langle R|
\end{bmatrix}
\]

The direct product of \( \hat{I}_p \) and \( \hat{C} \) can be written as,

\[
\hat{C}_p = \hat{I}_p \otimes \hat{C} = |1\rangle\langle 1| \otimes |R\rangle\langle R| + |N\rangle\langle N| \otimes |L\rangle\langle L|
\]

In the Hilbert space, the above coin operator \( \hat{C}_p \) can be represented as the following matrix,

\[
\hat{C}_p = \begin{bmatrix}
a & 0 & 0 & b & 0 & \cdots & 0 \\
0 & a & 0 & 0 & b & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & b \\
0 & 0 & 0 & 0 & 0 & \cdots & a \\
\end{bmatrix},
\]

where the four squares correspond to the orthonormalized basis set \( |L\rangle\langle L|, |R\rangle\langle R|, |L\rangle\langle L|, |R\rangle\langle R| \) respectively. In this paper, we will use this coin operator to do analytical calculations.

For the initial state \( |\psi(0)\rangle = |i_0\rangle \otimes |C_0\rangle \), the initial position \( i_0 \) can be at the two end points and the center nodes, and the corresponding initial coin state \( |C_0\rangle \) can be single state \( |L\rangle \) and superposed state \( |L\rangle + e^{i\varphi_0} \sin \omega |R\rangle \). Consequently, the initial state \( |\psi(0)\rangle \) can be summarized as follows,

\[
|\psi(0)\rangle = \begin{cases}
|1\rangle \otimes |R\rangle = |1, R\rangle, & \text{if } i_0 = 1 \\
|N\rangle \otimes |L\rangle = |N, L\rangle, & \text{if } i_0 = N \\
|i_0\rangle \otimes |C_0\rangle = |i_0\rangle \otimes (|L\rangle + e^{i\varphi_0} \sin \omega |R\rangle), & \text{if } i_0 \in (1, N)
\end{cases}
\]

B. The moving and swapping shift operators

In this section, we define the moving and swapping shift operators. The moving shift operator \( \hat{S}^m \) moves the particle to the neighboring position and keep the direction \( J \) unchanged. This means \( \hat{S}^m |i, L\rangle = |i-1, L\rangle \) \( (i \in [3, N]) \), \( \hat{S}^m |i, R\rangle = |i+1, R\rangle \) \( (i \in [1, N-2]) \). For the boundary conditions, we use the elastic reflection condition,

\[
\hat{S}^m |2, L\rangle = |1, R\rangle, \hat{S}^m |N-1, R\rangle = |N, L\rangle.
\]

Thus, the moving shift operator acting on \( |i, J\rangle \) is summarized as follows,

\[
\hat{S}^m |i, J\rangle = \begin{cases}
|i+1, J\rangle, & \text{if } J = R \text{ and } 1 \leq i \leq N-2 \\
|i-1, J\rangle, & \text{if } J = L \text{ and } 3 \leq i \leq N-1 \\
|N, L\rangle, & \text{if } J = R \text{ and } i = N-1 \\
|1, R\rangle, & \text{if } J = L \text{ and } i = 2
\end{cases}
\]

Hence, the element of \( \hat{S}^m \) in the Hilbert space is,

\[
\langle i, J | \hat{S}^m |i', J'\rangle = \begin{cases}
\delta_{i,i'+1}, & \text{if } J = L, J' = L \\
\delta_{i,i'+1}, & \text{if } J = R, J' = R \\
1, & \text{if } |i, J\rangle = |n, L\rangle, |i', J'\rangle = |N-1, n\rangle \\
1, & \text{if } |i, J\rangle = |1, R\rangle, |i', J'\rangle = |2, L\rangle \\
0, & \text{otherwise}
\end{cases}
\]
For brevity, we represent the moving shift operator \( \hat{S}^m \) in the Hilbert space using the following matrix,

\[
\hat{S}^m = \begin{pmatrix}
2 & \cdots & N-1 & N \\
1 & 2 & \cdots & N-1 \\
N-1 & 0 & \cdots & 0 \\
2 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
N-1 & 0 & \cdots & 0
\end{pmatrix}
\]

(15)

The swapping shift operator swaps the particle’s state, moving the particle to the neighboring position and changing the direction. The swapping shift operator does not need boundary condition and can be applied to arbitrary graphs. Specifically, the swapping shift operator \( S^s \) acting on \( |i, J\rangle \) is summarized as,

\[
\hat{S}^s |i, J\rangle = \begin{cases} 
| i+1, L \rangle, & \text{if } J = R \\
| i-1, R \rangle, & \text{if } J = L 
\end{cases}
\]

(16)

Thus, the element of \( \hat{S}^s \) in the Hilbert space is,

\[
\langle i, J | \hat{S}^s | i', J' \rangle = \begin{cases} 
\delta_{i,i'+1}, & \text{if } J = L, J' = R \\
\delta_{i,i'+1}, & \text{if } J = R, J' = L \\
0, & \text{Otherwise.}
\end{cases}
\]

(17)

In the meantime, the matrix form for the swapping shift operator \( \hat{S}^s \) is,

\[
\hat{S}^s = \begin{pmatrix}
2 & \cdots & N-1 & N \\
1 & 2 & \cdots & N-1 \\
N-1 & 0 & \cdots & 0 \\
2 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0
\end{pmatrix}
\]

(18)

\[\hat{U}^m = \hat{S}^m \hat{C}_p = \begin{pmatrix}
2 & 3 & \cdots & N-1 & N \\
1 & 2 & \cdots & N-2 & N-1 \\
N-1 & 0 & \cdots & 0 & 0 \\
2 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

(19)

Analogously, for the swapping shift operator, the evolution operator \( \hat{U}^s \) is calculated to be,

\[\hat{U}^s = \hat{S}^s \hat{C}_p = \begin{pmatrix}
2 & 3 & \cdots & N-1 & N \\
1 & 2 & \cdots & N-2 & N-1 \\
N-1 & 0 & \cdots & 0 & 0 \\
2 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

(20)

It is worth mentioning that we have obtained the matrix form of the evolution operator \( \hat{U}^m \) for the moving shift operator, as well as the evolution operator \( \hat{U}^s \) for the swapping shift operator. As we can see, the two evolution operators are different and may lead to complete different quantum dynamics. This is the key issue we are trying to reveal in this paper.

IV. RESULTS FOR THE MOVING SHIFT OPERATOR

In this section, we determine the eigenvalues and eigenstates of the evolution operator \( \hat{U}^m \) for DTQWs using the moving shift operator. We also use the eigenvalues and eigenstates to calculate the probability distribution in Eq. (7).

A. Eigenvalues and eigenstates of \( \hat{U}^m \)

We start our analysis on the eigen equation of the evolution operator \( \hat{U}^m \) for DTQWs with the moving shift operator. Suppose the eigen equation of \( \hat{U}^m \) is \( \hat{U}^m |\Psi^m\rangle = u |\Psi^m\rangle \) (\( \hat{U}^m |\Psi^m_{i,J}\rangle = u_{i,J} |\Psi^m_{i,J}\rangle \)), the eigen-
states $|\Psi^m\rangle$ can be expressed as

$$|\Psi^m\rangle = \sum_{i,j} \alpha^m_{i,j} |i, j\rangle$$

\begin{align*}
\alpha^m_{0,1} &|1, L\rangle + \alpha^m_{1,2} |2, L\rangle + \cdots + \alpha^m_{N, L} |N, L\rangle \\
+ \alpha^m_{0, R} |1, R\rangle + \alpha^m_{1, 2} |2, R\rangle + \cdots + \alpha^m_{N-1, R} |N-1, R\rangle
\end{align*}

(21)

Noting that the matrix form of $\hat{U}^m$ in Eq. (19), the eigen equation $\hat{U}^m |\Psi^m\rangle = u |\Psi^m\rangle$ can be decomposed into the following $2N - 2$ linear equations,

\begin{align*}
\left( \alpha^m_{i+1, L} + b \alpha^m_{i+1, R} \right) = u \alpha^m_{i, L}, & \quad 2 \leq i \leq N-2 \\
\alpha^m_{N, L} = u \alpha^m_{N-1, L}, &
\end{align*}

(22)

\begin{align*}
\left( \alpha^m_{i-1, L} - a \alpha^m_{i-1, R} \right) = u \alpha^m_{i, L}, &
\end{align*}

(23)

\begin{align*}
\left( a \alpha^m_{i, L} + b \alpha^m_{i, R} \right) = u \alpha^m_{i, R}, &
\end{align*}

(24)

\begin{align*}
\alpha^m_{1, L} = u \alpha^m_{2, R}, &
\end{align*}

(25)

\begin{align*}
\left( b \alpha^m_{i, L} - a \alpha^m_{i, R} \right) = u \alpha^m_{i+1, R}, & \quad 2 \leq i \leq N-2
\end{align*}

(27)

Utilizing Eq. (22) to eliminate $\alpha^m_{i+1, R}$ and $\alpha^m_{i+1, L}$, Eq. (27) becomes $\alpha^m_{i+1, L} = -\frac{a^2 + 1}{au} \alpha^m_{i, L}$. This is similar to the recursive relation of the variant Chebyshev polynomials (see Appendix B). Noting the recursive relations and the mapping relationship $\alpha^m_{i+1} = 2y$ in the definition of the variant Chebyshev polynomials, the variables $\alpha^m_{i, L}$ ($i \in [2, N-1]$) can be expressed as a function of $\alpha^m_{3, L}$ and $\alpha^m_{2, L}$,

\begin{align*}
\alpha^m_{i, L} = V_{i-3}(y) \alpha^m_{3, L} + V_{i-4}(y) \alpha^m_{2, L}, & \quad i \in [2, N-1]
\end{align*}

(28)

where $V_n(y) = i^n U_n(x)$ ($y = ix$) is the variant Chebyshev polynomials (see Appendix B). Utilizing Eq. (22) to eliminate $\alpha^m_{i-1, R}$ in Eqs. (23), (24), we get the relationship of $\alpha^m_{N-1, L}$ and $\alpha^m_{N-2, L}$,

\begin{align*}
(1 - bu^2) \alpha^m_{N-1, L} - au \alpha^m_{N-2, L} = 0.
\end{align*}

(29)

Combining Eqs. (28) and (29), we have,

\begin{align*}
[(1 - bu^2)V_{N-4}(y) - auV_{N-5}(y)] \alpha^m_{3, L} - [auV_{N-6}(y) - (1 - b^2) V_{N-5}(y)] \alpha^m_{2, L} = 0
\end{align*}

(30)

In order to get another equation for $\alpha^m_{3, L}$ and $\alpha^m_{2, L}$, we combine Eqs. (25) and (26),

\begin{align*}
\alpha^m_{2, R} = \frac{aa^m_{2, L}}{u^2 - b}, & \quad \alpha^m_{1, R} = \frac{au \alpha^m_{2, L}}{u^2 - b}
\end{align*}

(31)

Setting $i = 2$ in Eq. (27), we obtain $b \alpha^m_{2, L} - \alpha^m_{2, R} = u \alpha^m_{2, R}$. Substituting $\alpha^m_{2, R}$ in Eq. (31) and $\alpha^m_{2, R}$ in Eq. (22) ($i = 2$) into this equation, we get another equation for $\alpha^m_{3, L}$ and $\alpha^m_{2, L}$,

\begin{align*}
au(u^2 - b) \alpha^m_{3, L} - [u^2 - b][(u^2 - b)(u^2 - b^2) + a^2b] \alpha^m_{2, L} = 0
\end{align*}

(32)

Thus we have got two equations for $\alpha^m_{3, L}$ and $\alpha^m_{2, L}$, Eq. (30) and Eq. (32). The two equations should have nonzero solutions, hence the determinant of the four coefficients equals to 0. In the Appendix C, we show that the substitution of the coefficient products can be simplified to be a much simple form in Eq. (C10), thus we have obtained determinant equation for the eigenvalues,

\begin{align*}
U_{N-1}(x) + \frac{b-1}{b+1} U_{N-3}(x) = 0,
\end{align*}

(33)

where $U_n(x)$ are Chebyshev polynomials of the second kind.

There is no exact analytical solution for Eq. (33). However, when the system size $N$ is large, the solution for Eq. (33) is close to the equation $U_{N-1}(x) = 0$, which leads to $N - 1$ roots $x_k = \cos \theta_k$, $\theta_k = k\pi/N$, $k = 1, 2, \cdots, N - 1$. Using the mapping relation $u = ay \pm \sqrt{1 + a^2 y^2} = ax \pm \sqrt{1 - a^2 x^2}$, the $2N - 2$ eigenvalues of $U^m$ are given by

\begin{align*}
\pm_k = ax_k i \pm \sqrt{1 - a^2 x_k^2}, x_k = \cos \frac{k\pi}{N}, k \in [1, N-1].
\end{align*}

(34)

Now we analyze the eigenstates $|\Psi^m\rangle$. For this purpose, we denote all the components $\alpha^m_{i, J}$ in terms of $\alpha^m_{2, L}$. First, according to Eq. (32), we can express $\alpha^m_{3, L}$ as a function of $\alpha^m_{2, L}$,

\begin{align*}
\alpha^m_{3, L} = \frac{(u^2 - b)(u^2 - b^2) + a^2 b}{au(u^2 - b)} \alpha^m_{2, L}
\end{align*}

= $\frac{[(u^2 - b)^2 + ab]}{au(u^2 - b)} \alpha^m_{2, L}$

(35)

\begin{align*}
\frac{(u^2 - 1) + (1 - b^2)}{au} + \frac{ab}{u^2 - b} \alpha^m_{2, L}
\end{align*}

= $\frac{2taux + a^2}{au}$ + $\frac{ab}{u^2 - b} \alpha^m_{2, L}$

(36)

\begin{align*}
(2ix + \frac{au}{u^2 - b}) \alpha^m_{2, L},
\end{align*}

where $a^2 + b^2 = 1$ and mapping relation $\frac{u^2 - 1}{au} \equiv 2y = 2ix$ are used. Substituting Eq. (35) into Eq. (28), we have,

\begin{align*}
\alpha^m_{j, L} = [i^j U_{j-3}(x)(2ix + \frac{au}{u^2 - b}) + i^{j-4} U_{j-4}(x)] \alpha^m_{2, L}
\end{align*}

= $i^j \left[ \frac{au}{u^2 - b} U_{j-3}(x) - U_{j-2}(x) \right] \alpha^m_{2, L}$

= $-i^j \frac{au i}{u^2 - b} U_{j-1}(x) + (1 - b) U_{j-2}(x) \alpha^m_{2, L}, j \in [2, N-1]$

(37)

where identity (A7) and $\frac{u^2 - 1}{au} \equiv 2y = 2ix$ are applied in the above calculation. According to Eq. (23), we have

\begin{align*}
\alpha^m_{N-1, L} = u \alpha^m_{N-1, L}
\end{align*}

= $ui^{N-1} \left[ \frac{au i}{u^2 - b} U_{N-4}(x) - U_{N-3}(x) \right] \alpha^m_{2, L}$

(37)

Likewise, substituting Eq. (36) into Eq. (22) and utilizing
identity \((A7)\) and the mapping relation, we have

\[
\alpha_{j,R}^m = \frac{1}{b} \left\{ i^{j-1} u \frac{a_{ii}}{u^2 - b} U_{j-4}(x) - U_{j-3}(x) \right\} - i^j a \frac{a_{ii}}{u^2 - b} U_{j-3}(x) - U_{j-2}(x) \right\} \alpha_{L}^m \tag{38}
\]

\[
 = -i^j \left( 1 - b \right) a U_{j-3}(x) + a U_{j-2}(x) \right\} \alpha_{L}^m \tag{39}
\]

The above equation holds for \( j \in [2, N - 1] \). According to Eq. (26), we have

\[
\alpha_{1,R}^m = u \alpha_{2,R}^m = \frac{a u}{u^2 - b} \alpha_{2,L}^m. \tag{40}
\]

We have obtained all the eigenstates as a function of \( \alpha_{2,L}^m \). Combining \( U_{N-1}(x) + U_{N-3}(x) = 2x U_{N-2}(x) \) and Eq. (33) leads to \( U_{N-1}(x) = (1 - b)x U_{N-2}(x) \), \( U_{N-3}(x) = (1 + b)x U_{N-2}(x) \). Noting that \( U_{N-2}(x) - U_{N-1}(x) U_{N-3}(x) = 1 \), we arrive at the relation \( (1 - a^2 x^2) U_{N-2}(x) = 1 \). Using these relations, one can prove the following symmetric properties for the eigenstates components,

\[
|\alpha_{m,i,L}^m| = |\alpha_{m,i+1,R}^m| = |\alpha_{m+1,i-L}^m| = |\alpha_{m,i-L}^m| \tag{41}
\]

\[
|\alpha_{m,i,L}^m| = |\alpha_{m,i+1,R}^m| = \quad i \in [2, N - 2] \tag{42}
\]

\[
|\alpha_{m,i,L}^m| = |\alpha_{m+1,i-L}^m| \quad i \in [2, N] \tag{43}
\]

\( \sum_i |\alpha_{m,i}^m|^2 \) can be determined by the normalization condition \( \sum_i |\alpha_{m,i}^m|^2 = \sum_i \frac{|\alpha_{m}^m|^2}{|\alpha_{m,i}^m|^2} \) with \( \sum_i |\alpha_{m,i}^m|^2 = 1 \). After some algebraic calculus, we find an appropriate expression for \( \alpha_{2,L}^m \),

\[
|\alpha_{2,L}^m|^2 \approx \frac{1}{N^2} \left( \frac{1}{2 \theta_k} \right)^2 \frac{1}{N^2} \left( \frac{1}{2 \theta_k} \right)^2 \sim \frac{1}{N} \tag{44}
\]

**B. Long-time averaged probability distribution**

Now, we consider the long-time averaged probability distribution. According to Eq. (7), the distribution can be written as,

\[
\chi_{i,j} = \sum_{|k|=1}^{N-1} \left| \langle j, L | \Psi^m(x_k) \rangle \right|^2 \cdot \left| \langle \Psi^m(x_k) | \psi_{i,0} \rangle \right|^2 + \sum_{|k|=1}^{N-1} \left| \langle j, R | \Psi^m(x_k) \rangle \right|^2 \cdot \left| \langle \Psi^m(x_k) | \psi_{i,0} \rangle \right|^2 \tag{44}
\]

In the following, we will discuss \( \chi_{i,j} \) according to the starting position and initial state \( |\psi_{i,0} \rangle \) in Eq. (12). For the sake of simplicity, we first focus on the case \( i = 1 \) (starting at the left most node). The initial state \( |\psi_{1,0} \rangle = |1, R \rangle \) (see Eq. (12)), the probability of finding the particle at the original site \( j = 1 \) only depends on the second term of Eq. (42),

\[
\chi_{1,1} = \sum_{|k|=1}^{N-1} \left| \langle 1, R | \Psi^m(x_k) \rangle \right|^2 = 2 \sum_{|k|=1}^{N-1} \left| \alpha_{1,R}^m(x_k) \right|^2 \tag{45}
\]

\[
\approx 2 \sum_{|k|=1}^{N-1} \frac{a^4}{u_k^2 - b} \cdot \left| \alpha_{1,R}^m(x_k) \right|^4 \tag{46}
\]

The probability of finding the particle at the right most site \( j = N \) only depends on the first term of Eq. (44),

\[
\chi_{1,N} = \sum_{|k|=1}^{N-1} \left| \langle N, L | \Psi^m(x_k) \rangle \right|^2 \cdot \left| \langle \Psi^m(x_k) | 1, R \rangle \right|^2 \tag{47}
\]

Similarly, the probability of finding the particle at the middle sites \( j \in [2, N - 1] \) is related to both the two terms in Eq. (42),

\[
\chi_{1,1} = \sum_{|k|=1}^{N-1} \left| \langle 1, R | \Psi^m(x_k) \rangle \right|^2 = \sum_{|k|=1}^{N-1} \left| \alpha_{1,R}^m(x_k) \right|^2 \tag{48}
\]

Using the expression of \( \alpha_{m,j}^m(x_k) \) in the above section, one can prove that \( \chi_{i,j} \) is inversely proportion to the system size \( N \), i.e., \( \chi_{1,j} \sim \frac{1}{N} \). Here, we do not show the details of the calculations.

If the starting position \( i \) is not at the end points, the probabilities are also inversely proportion to the system size \( N \). Therefore, for the moving shift operator, all the probabilities satisfy \( \chi_{i,j} \sim 1/N \), which indicates that the probabilities approach to zero when the system size \( N \to \infty \). This feature is quite different from the swapping shift operator, where the probabilities approach to a nonzero value when \( N \to \infty \). Another interesting characteristic for the long-time averaged probability is that \( \chi_{i,j} \) displays a symmetric relation: \( \chi_{i,j} \equiv \chi_{i,N+1-j} \). This could be proved by the symmetric properties for the eigenstates components in Eqs. (40)-(42).
V. RESULTS FOR THE SWAPPING SHIFT OPERATOR

In this section, we determine the eigenvalues and eigenstates of the evolution operator \( \hat{U}^s \) for DTQWs using the swapping shift operator. We use the eigenvalues and eigenstates to calculate the probability distribution in Eq. (7).

A. Eigenvalues and eigenstates of \( \hat{U}^s \)

We start our analysis on the eigen equation of the evolution operator \( \hat{U}^s \) for DTQWs with the swapping shift operator. Suppose the eigen equation of \( \hat{U}^s \) is

\[ (\hat{U}^s |\Psi\rangle = u |\Psi\rangle \] (54)

(\( |\Psi\rangle \)) is the eigenstate of \( \hat{U}^s \). Applying Eq. (54) and Eq. (55), the two equations should have nonzero solutions, the determinant of the four coefficients equals to 0. In the Appendix D, we show that the subtraction of the coefficient products can be simplified to be a much simple form in Eq. (A7), thus we have obtained determinant equation for the eigenvalues,

\[ ab(u^2 - 1)U_{N-2}(x) = 0, \] (56)

where \( U_n(x) \) are Chebyshev polynomials of the second kind.

In Eq. (56), we can see that two eigenvalues are \( u_{\pm 0} = \pm 1 \) and the other eigenvalues determined by \( U_{N-2}(x) = 0 \). The \( N - 2 \) roots for \( U_{N-2}(x) = 0 \) are \( x_k = \cos \theta_k, \theta_k = k\pi/(N - 1), k = 1, 2, \ldots, N - 2 \). Using the mapping relation \( u = bx \pm i\sqrt{1 - b^2}x^2 \), the \( 2(N-2) \) eigenvalues are determined by Eq. (56).

Now we analyze the eigenstates \( |\Psi\rangle \). The eigenstates corresponding to eigenvalues \( u_{\pm 0} = \pm 1 \) can be easily determined by Eq. (55) and (53). When \( u_{\pm 0} = \pm 1, x_{\pm 0} = \pm 1/b \) (see the mapping relation). Eq. (55) becomes \( \alpha_{3,L}^s = \pm \frac{1}{b} \alpha_{2,L}^s \), thus Eq. (53) can be written as,

\[ \alpha_{i,L}^s(x_{\pm 0}) = \left[ \pm \frac{1}{b} \frac{1}{b} U_{i-3}(\pm 1) - U_{i-4}(\pm 1) \right] \alpha_{2,L}^s \]

(58)

According to Eq. (50), the right components \( \alpha_{i,R}^s \) of the eigenvalue \( \pm 1 \)'s eigenstates can be recasted as,

\[ \alpha_{i,R}^s(x_{\pm 0}) = \frac{b}{a} \alpha_{i,L}^s(x_{\pm 0}) - \frac{u}{a} \alpha_{i+1,L}^s(x_{\pm 0}) \]

(59)

Using the mapping relation, Eq. (55) can be simplified as,

\[ \alpha_{3,L}^s = \frac{1 - au^2}{bu} \alpha_{2,L}^s = \left[ \frac{1}{b} \left( u + \frac{1}{u} \right) - \frac{1}{b} \frac{1}{b} \right] \alpha_{2,L}^s \]

(60)

Substituting the above equation into Eq. (53), we get,

\[ \alpha_{i,L}^s(x) = \left[ \frac{1}{b} \left( u + \frac{1}{u} \right) - \frac{1}{b} \frac{1}{b} \right] \alpha_{2,L}^s \]

(61)
Substituting the above equation into Eq. (50), we obtain the expression for $\alpha_{i,R}^s$,

$$\alpha_{i,R}^s(x) = \frac{b}{a} \alpha_{i,L}^s(x) - \frac{u}{a} \alpha_{i+1,L}^s(x)$$

$$= \left\{ \begin{array}{ll}
\frac{b}{a} (U_{i-2}(x) - \frac{1}{a} u U_{i-3}(x)) - \\
\frac{u}{a} (U_{i-1}(x) - \frac{1}{a} u U_{i-2}(x)) \end{array} \right\} \alpha_{2,L}^s$$

(62)

Using the mapping relation $u^2 = 2bux - 1$, the above equation is simplified to be,

$$\alpha_{i,L}^s(x) = \frac{b}{a} \alpha_{i,L}^s(x) - \frac{u}{a} \alpha_{i+1,L}^s(x)$$

$$= \left\{ \begin{array}{ll}
\frac{b}{a} U_{i-2}(x) - \frac{1}{a} u U_{i-3}(x) - \\
\frac{u}{a} U_{i-1}(x) + \frac{1}{a} u U_{i-2}(x) \end{array} \right\} \alpha_{2,L}^s$$

$$= \left\{ \begin{array}{ll}
\frac{b}{a} (U_{i-2}(x) - \frac{1}{a} u U_{i-3}(x)) - \\
\frac{u}{a} (U_{i-1}(x) + U_{i-3}(x)) \end{array} \right\} \alpha_{2,L}^s$$

$$+ \frac{2ux}{a} u U_{i-2}(x) - \frac{1}{a} u U_{i-1}(x) \} \alpha_{2,L}^s, \ i \in [1, N - 1]$$

(63)

where the terms in square brackets are simplified using identify (A7) in Appendix.

We have obtained all the eigenstates as a function of $\alpha_{2,L}^s$. Using the Chebyshev identities in Appendix A, one can prove the symmetric relation $|\alpha_{i-1,L}^s| = |\alpha_{i-1,R}^s|$ ($i \in [2, N]$). It is worth mentioning that the symmetric property of the eigenvector components is different from the case of the moving shift operator (see Eqs. (60)-(62)). To determine $|\alpha_{2,L}^s|$, we use the normalization condition $\sum_{N}^{|\alpha_{i,J}^s|^2} = \sum_{i=2}^N |\alpha_{i,J}^s|^2 + \sum_{i=1}^{N-1} |\alpha_{i,R}^s|^2 = 1$. For the eigenvalues $u_{\pm 0} = \pm 1$, we use Eqs. (58) and (59) to calculate $|\alpha_{2,L}^s|$, which leads to,

$$|\alpha_{2,L}^s(x_{\pm 0})|^2 = \left( \sum_{j=2}^{N} |\alpha_{j,L}^s(x_{\pm 0})|^2 \right)^{-1}$$

$$= \frac{1 - r}{2(1 - r^N)}, \ r \equiv \frac{1 - a}{b}$$

(64)

For eigenvalues in Eq. (57), $|\alpha_{2,L}^s(x_i)|$ can also be determined by the normalization condition $2 \sum_{j=2}^N |\alpha_{j,L}^s(x_i)|^2 = 1$. Utilizing Eqs. (61) and (63), after some algebraic calculus, we arrive at the following expression for $|\alpha_{2,L}^s(x_i)|$,

$$|\alpha_{2,L}^s(x_{\pm k})|^2 = \frac{1 - a^2 \sin^2 \theta_k}{(N - 1)(1 - b^2 \cos^2 \theta_k)},$$

$$\theta_k = \cos \frac{k \pi}{N - 1}, \ k \in [1, N - 2]$$

(65)

B. Long-time averaged probability distribution

In this section, we use the eigenstates in the above to calculate the long-time averaged probability distribution.

According to Eq. (7), the distribution can be written as,

$$\chi_{i,j} = \sum_{k=0}^{N-2} |\langle j, L | \Psi^s(x_k) \rangle|^2 \cdot |\langle \Psi^s(x_k) | \psi_{i,0} \rangle|^2$$

$$+ \sum_{k=0}^{N-2} |\langle j, R | \Psi^s(x_k) \rangle|^2 \cdot |\langle \Psi^s(x_k) | \psi_{i,0} \rangle|^2$$

$$= \sum_{k=0}^{N-2} (|\langle j, L | \Psi^s(x_k) \rangle|^2 + |\langle j, R | \Psi^s(x_k) \rangle|^2) \cdot |\langle \Psi^s(x_k) | \psi_{i,0} \rangle|^2$$

$$+ 2 \sum_{k=1}^{N-2} (|\alpha_{j,R}^s(x_k)|^2 + |\alpha_{j,R}^s(x_k)|^2) \cdot |\langle \Psi^s(x_k) | \psi_{i,0} \rangle|^2$$

(66)

In the above equation, the first term is the contribution from the eigenvalues $\pm 1$, and the second term is the contribution from the other eigenvalues. In the following, we will discuss $\chi_{i,j}$ according to the starting position and initial state $|\psi_{i,0}\rangle$ in Eq. (12). For the sake of simplicity, we first focus on the case $i = 1$ (starting at the leftmost node), then we extend the conclusion to the general case. When the walk starts at $i = 1$, the initial state $|\psi_{i,0}\rangle = |1, R\rangle$ (see Eq. (12)), the probability of finding the particle at the original site $j = 1$ only depends on the second term in the square brackets of Eq. (66),

$$\chi_{1,1} = 2|\alpha_{1,R}^s(x_{+0})|^4 + 2 \sum_{k=1}^{N-2} |\alpha_{1,R}^s(x_k)|^4$$

$$= 2|\alpha_{2,L}^s(x_{+0})|^4 + 2 \sum_{k=1}^{N-2} |\alpha_{2,L}^s(x_k)|^4$$

$$= 2\left( \frac{1 - r}{2(1 - r^N)} \right)^2 + 2 \sum_{k=1}^{N-2} \left( \frac{\sin^2 \theta_k}{(N - 1)(1 - b^2 \cos^2 \theta_k)} \right)^2$$

$$= 2 \left( \frac{1 - r}{2(1 - r^N)} \right)^2 + \left( \frac{a + 2(1 - a)}{4(a + 1)^2} \right) \left( \frac{1}{N - 1} \right)$$

(67)

The probability of finding the particle at the rightmost site $j = N$ only depends on the first term in the square brackets of Eq. (66),

$$\chi_{1,N} = 2|\alpha_{N,L}^s(x_{+0})|^2 \cdot |\alpha_{1,R}^s(x_{+0})|^2$$

$$+ 2 \sum_{k=1}^{N-2} |\alpha_{N,L}^s(x_k)|^2 \cdot |\alpha_{1,R}^s(x_k)|^2$$

$$= 2r^{N-2} |\alpha_{2,L}^s(x_{+0})|^4$$

$$+ 2 \sum_{k=1}^{N-2} \left( \frac{1 - a}{b} \right)^2 \cdot |U_{N-3}(x_k)|^2 \cdot |\alpha_{2,L}^s(x_k)|^4$$

(68)
Noting that $U_{N-2}(x_k) = 0$ (for $k \in [1, N-2]$), $U_{N-3}(x_k) = U_1(x_k) = 1$, the above equation transforms into,

$$\chi_{1,N} = 2r^{N-2}|\alpha^s_{2,L}(x_0)|^4 + 2 \sum_{k=1}^{N-2} \frac{1 + a}{b} \cdot |\alpha^s_{2,L}(x_k)|^4$$

$$= 2r^{N-2} \frac{1 - r}{2(1 - r^{N-1})^2} + \frac{b^2/2}{(N - 1)^2} \sum_{k=1}^{N-2} \frac{\sin^4 \theta_k}{(1 - b^2 \cos^2 \theta_k)^2}$$

$$\approx \frac{1}{2} \left(1 - r \frac{1}{1 - r^{N-1}}\right)^2 r^{N-2} + \frac{(a + 2)(1 - a)}{4(1 + a)} \cdot \frac{1}{N - 1}$$

$$\approx \frac{1}{2} \left(1 - r \frac{1}{1 - r^{N-1}}\right)^2 r^{N-2} + O\left(\frac{1}{N}\right).
$$

(69)

Similarly, the probability of finding the particle at the middle sites $j \in [2, N - 1]$ is related to both the two terms in Eq. (66),

$$\chi_{1,j} \approx \frac{1}{2} \left(1 - r \frac{1}{1 - r^{N-1}}\right)^2 (r^{j-2} + r^{j-1}) + O\left(\frac{1}{N}\right).
$$

(70)

Eqs. (67), (69) and (70) suggest that the long-time averaged probabilities are determined by two terms. The first term is determined by the eigenstates of the eigenvalues $\pm 1$, the second term is determined by the other continuous eigenstates and is inversely proportion to the system size $N$. When $N \rightarrow \infty$, the second term vanishes and the probability distribution only depends on the eigenstates of the eigenvalues $\pm 1\). In this case, the eigenvalues $\pm 1$ play an important role in the probability distributions. This is different from the case of the moving shift operator.

When the system size is large, the probability distribution is mainly determined by the first term of Eq. (66). To achieve this, we calculate $|\alpha^s_{j,L}(x_0)|^2 + |\alpha^s_{j,R}(x_0)|^2$ and $|\langle \psi_s(x_0)|\psi_{i,j}\rangle|^2$ respectively. $|\alpha^s_{j,L}(x_0)|^2 + |\alpha^s_{j,R}(x_0)|^2$ can be summarized as the following form,

$$f(r, j, N) = |\alpha^s_{j,L}(x_0)|^2 + |\alpha^s_{j,R}(x_0)|^2$$

$$= [(1 - \delta_{1j})r^{j-2} + (1 - \delta_{Nj})r^{j-1}] \cdot |\alpha^s_{2,L}(x_0)|^2$$

(71)

Supposing the initial state $|\psi_{i,0}\rangle$ takes the form in Eq. (12), the term $|\langle \psi_s(x_0)|\psi_{i,0}\rangle|^2$ can be simplified as,

$$I(r, i, N) = |\langle \psi_s(x_0)|\psi_{i,0}\rangle|^2$$

$$= [(1 - \delta_{1i} - \delta_{Ni})(r^{i-2} \cos^2 \omega_0 + r^{i-1} \sin^2 \omega_0)$$

$$+ \delta_{1i}r^{i-1} + \delta_{Ni}r^{i-2}] |\alpha^s_{2,L}(x_0)|^2$$

(72)

Combining Eqs. (71) and (72), we obtain a general expression for the probability $\chi_{i,j}$ in Eq. (66),

$$\chi_{1,j} = 2f(r, j, N)I(r, i, N) + O\left(\frac{1}{N}\right)$$

$$= \frac{1}{2} [(1 - \delta_{1j})r^{j-2} + (1 - \delta_{Nj})r^{j-1}]$$

$$\cdot [(1 - \delta_{1i} - \delta_{Ni})(r^{i-2} \cos^2 \omega_0 + r^{i-1} \sin^2 \omega_0)$$

$$+ \delta_{1i}r^{i-1} + \delta_{Ni}r^{i-2}] \frac{1 - r}{1 - r^{N-1}} + O\left(\frac{1}{N}\right)
$$

(73)

Now we discuss the characteristics of the probability distribution. First, we find that $\chi_{1,j}$ does not show symmetric feature. This differs from the moving shift operator where $\chi_{1,j} \equiv \chi_{i,N+1-j}$. For the swapping shift operator, such symmetry does not exist. Second, the first term of Eq. (73) converges to a nontrivial power-law stationary distribution when $r < 1$ and $N \rightarrow \infty$. Here, we define the first term of Eq. (73) as the intrinsic probability, $\chi_{1,j}^{\text{intrinsic}} = 2f(r, j, N)I(r, i, N)$. The intrinsic probability only depends on the eigenstates of the eigenvalues $\pm 1$. For the case $r < 1$ and $N \rightarrow \infty$, the total intrinsic probability $P_{\text{total}}(i) = \sum_j \chi_{1,j}^{\text{intrinsic}}$ can be written as,

$$P_{\text{total}}(i) = \begin{cases} 
1 - r, & \text{if } i = 1 \\
(1 - r)(r^{i-2} \cos^2 \omega_0 + r^{i-1} \sin^2 \omega_0), & \text{if } i > 1 
\end{cases}
$$

(74)

This is one of the main conclusions in this paper. For the swapping shift operator, the probability distribution is not symmetric, the probability distribution approaches to a power-law stationary distribution as $r < 1$ and $N \rightarrow \infty$. We show that such power-law stationary distribution is determined by the eigenstates of eigenvalues $\pm 1$ and discuss the condition for which the power-law stationary distribution occurs. The total intrinsic probability $P_{\text{total}}(i)$ converges to a constant value in Eq. (74).

VI. CONCLUSIONS AND DISCUSSIONS

In summary, we consider the discrete-time quantum walks on 1D Chain with the moving and swapping shift operators, respectively. We derive analytically expressions for the eigenvalues and eigenstates of the evolution operator using the Chebyshev polynomial technique, and calculate the long-time averaged probabilities for the two different shift operators. It is found that the probability distributions for the moving and swapping shift operators display completely different characteristics. For the moving shift operator, the probability distribution exhibits high symmetry where the probabilities at mirror positions are equal. The probabilities are inversely proportional to the system size $N$ and approach zero as $N \rightarrow \infty$. On the contrary, for the swapping shift operator, the probability distribution is not symmetric, the probability distribution approaches to a power-law stationary distribution as $N \rightarrow \infty$ under certain condition of the coin parameter. We show that such power-law stationary distribution is determined by the eigenstates of the eigenvalues $\pm 1$ and calculate the intrinsic probability $P_{\text{total}}(i)$ for different starting positions. Our findings suggest that the eigenstates corresponding to eigenvalues $\pm 1$ play an important role for the dynamics of the swapping shift operator.

It is worth mentioning that the different dynamics of DTQWs on 1D chain using the moving and swapping shift operators are caused by the eigenvalues of the evolution operator $U$. There are two special isolated eigen-
ues $\pm 1$ for the swapping shift operator, while no special eigenvalues exist for the moving shift operator. This feature is similar to some dynamic processes taking place in networks where the largest or smallest eigenvalues play an important role in the relevant dynamics [27, 28]. The eigenvalues $\pm 1$ determine the intrinsic probability $\chi_{i,j}^{\text{intri}}$, which shows a power-law behavior $\chi_{i,j}^{\text{intri}} \sim r^j$ ($j > 1$) under the condition $r \equiv (1-a)^2/b^2 < 1$. For $r \geq 1$ and $N \rightarrow \infty$, the intrinsic probability vanishes. In Eq. (9), we use $|\phi\rangle = \cos \frac{1}{2}\omega |L\rangle + \sin \frac{1}{2}\omega |R\rangle$ to construct the coin operator $\hat{C}$. The condition $r \equiv (1-a)^2/b^2 < 1$ is equivalent to the condition $|\sin \frac{1}{2}\omega|^2 < |\cos \frac{1}{2}\omega|^2$. This suggests that there is a nontrivial intrinsic probability when the left moving probability $|\cos \frac{1}{2}\omega|^2$ is larger than the right moving probability $|\sin \frac{1}{2}\omega|^2$. This could be a boundary effect of the left-most node of the 1D chain system in the spreading dynamics. When $|\sin \frac{1}{2}\omega|^2 \geq |\cos \frac{1}{2}\omega|^2$, the particle are absorbed into the right-most positions and the intrinsic probability tends to 0. In our work, the Chebyshev polynomial technique is a good analytical tool to treat the problem, we believe the technique widely used in this paper will shed some light on the analytical calculations of the problems of quantum walks.
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**Appendix A: Definition of Chebyshev polynomials**

The Chebyshev polynomials of the first kind are defined by the recurrence relation [29, 30],

$$T_0(x) = 1, \quad T_1(x) = x, \quad 2xT_n(x) = T_{n-1}(x) + T_{n+1}(x). \quad (A1)$$

The Chebyshev polynomials of the second kind are defined by the recurrence relation [29, 30],

$$U_0(x) = 1, \quad U_1(x) = 2x, \quad 2xU_n(x) = U_{n-1}(x) + U_{n+1}(x). \quad (A2)$$

The closed-form solutions of Eqs. (A1) and (A2) are given by,

$$T_n(x) = \frac{z^n + z^{-n}}{2}, \quad (A3)$$

$$U_n(x) = \frac{z^{-(n+1)} - z^{n+1}}{|z|^{-1} - z}, \quad (A4)$$

where $z = x - \sqrt{x^2 - 1}$. For the case of large order $n$ and $z < -1$ ($|z| > 1$), the above solutions can be approximated by,

$$T_n(x) \approx \frac{z^n}{2}, \quad U_n(x) \approx -\frac{z^{n+1}}{|z|^{-1} - z} = -\frac{z^{n+1}}{z^{-1} - z}. \quad (A5)$$

Using the closed-form solutions for the Chebyshev polynomials (See Eqs. (A3) and (A4)), we can prove the following identities,

$$U_{n-1}(x) + U_{-n-1}(x) = 0, \quad (A6)$$

$$2xU_n(x) = U_{n-1}(x) + U_{n+1}(x), \quad (A7)$$

$$T_n(x) = U_n(x) - xU_{n-1}(x) = xU_{n-1}(x) - U_{n-2}(x), \quad (A8)$$

$$U_n(x)U_m(x) - U_{n-1}(x)U_{m-1}(x) = U_{n+m}(x), \quad (A9)$$

$$U_n(x)U_m(x) - U_{n+1}(x)U_{m-1}(x) = U_{n-m}(x), \quad (A10)$$

$$U_n(x)T_m(x) + U_{m+1}(x)T_{n+1}(x) = U_{n+m}(x), \quad (A11)$$

$$U_n(x)T_m(x) - U_{m-1}(x)T_{n+1}(x) = U_{n-m}(x), \quad (A12)$$

$$T_n^2(x) - (x^2 - 1)U_n^2(x) = 1, \quad (A13)$$

$$T_m(x)U_n(x) = \frac{1}{2}[U_{m+n}(x) + U_{m-n}(x)], \quad T_m(x)T_n(x) = \frac{1}{2}[T_{m+n}(x) + T_{m-n}(x)]. \quad (A14)$$
Appendix B: Definition of the Variant Chebyshev polynomials

The variant Chebyshev polynomials are defined by the following recurrence relation,

\[ V_0(y) = 1, V_1(y) = 2y, 2yV_n(y) = V_{n+1}(y) - V_{n-1}(y) \]  

(B1)

The closed-form solution for the above equation can be related to the Chebyshev polynomials of the second kind,

\[ V_n(y) = i^nU_n(x), y = ix \]  

(B2)

Appendix C: Calculation for the determinant equation Eq. (33)

For the sake of simplicity, we first simplify the four coefficients \( c_1, c_2, c_3 \) and \( c_4 \) in Eqs. (30) and (32) using the mapping relation \( u^2 = 2ayu + 1 = 2axu + 1 \). The two coefficients in Eq. (32) can be simplified as,

\[ c_1 = au(u^2 - b) = au(2iaxu + 1 - b) = u(1 - b)[1 - 4(1 + b)x^2] + 2iax^2 \]  

(C1)

\[ c_2 = (u^2 - b)(u^2 - b^2) + a^2b = (2iaxu + 1 - b)(2iaxu + 1 - b^2) + a^2b \]

\[ = - 4a^2x^2u^2 + 2iaxu(2 - b - b^2) + (1 - b)(1 - b^2) + a^2b \]

\[ = - 4a^2x^2(2iaxu + 1) + 2iaxu(2 - b - b^2) + a^2 \]

\[ = (1 - b)[2iax(-4(b + 1)x^2 + b + 2) + (1 + b)(1 - 4x^2)] \]  

(C2)

Analogously, the two coefficients in Eq. (30) can be simplified as,

\[ c_3 = (1 - bu^2)V_{n-4}(y) - auV_{n-5}(y) = i^{N-5}\{u[2abxU_{n-4}(x) - aU_{n-5}(x)] + (1 - b)U_{n-4}(x)\} \]  

(C3)

\[ c_4 = auV_{n-6}(y) - (1 - bu^2)V_{n-5}(y) = i^{N-5}\{u[2abxU_{n-5}(x) - aU_{n-6}(x)] - (1 - b)U_{n-5}(x)\} \]  

(C4)

To calculate the determinant equation \( c_2c_3 - c_1c_4 \), we need to expand the products \( c_2c_3 \) and \( c_1c_4 \). For the \( u^2 \) term, we use the mapping relation \( u^2 = 2axu + 1 \) to reduce the power. We also use the Chebyshev polynomial identity (A7) \( U_{n-4}(x) = 2xU_{n-5}(x) - U_{n-6}(x) \) to replace the term \( U_{n-4}(x) \) and replace \( a^2 \) with \( a^2 = 1 - b^2 \) in the expanded result. After some cumbersome calculations, \( c_2c_3 - c_1c_4 \) can be simplified as,

\[ c_2c_3 - c_1c_4 = i^{N-5}2ab(1 - b)[2axi + u(1 - 4a^2x^2)]\{(8bx^4 + 8x^4 - 4bx^2 - 8x^2 + 1)U_{n-5}(x) - x(4bx^2 + 4x^2 - b - 3)U_{n-6}(x)\} \]  

(C5)

The determinant equation requires \( c_2c_3 - c_1c_4 = 0 \). There is no solution when the term in square bracket equals to 0, thus the solutions are determined by the term in the brace \( \{ \} \) equals to 0. Consequently, the solutions of Eq. (C5) are given by,

\[ (8bx^4 + 8x^4 - 4bx^2 - 8x^2 + 1)U_{n-5}(x) - x(4bx^2 + 4x^2 - b - 3)U_{n-6}(x) = 0 \]  

(C6)

The polynomials in the Chebyshev polynomials can be written as,

\[ (8bx^4 + 8x^4 - 4bx^2 - 8x^2 + 1) = \frac{1}{2}(b + 1)(16x^4 - 12x^2 + 1) + \frac{1}{2}(b - 1)(4x^2 - 1) = \frac{1}{2}(b + 1)U_4(x) + \frac{1}{2}(b - 1)U_2(x) \]  

(C7)

\[ x(4bx^2 + 4x^2 - b - 3) = \frac{1}{2}(b + 1)[x(8x^2 - 4)] + \frac{1}{2}(b - 1)(2x) = \frac{1}{2}(b + 1)U_3(x) + \frac{1}{2}(b - 1)U_1(x) \]  

(C8)

Substituting Eqs. (C7) and (C8) into Eq. (C6), we have

\[ \frac{1}{2}(b + 1)[U_4(x)U_{n-5}(x) - U_3(x)U_{n-6}(x)] + \frac{1}{2}(b - 1)[U_2(x)U_{n-5}(x) - U_1(x)U_{n-6}(x)] = 0 \]  

(C9)

Using the Chebyshev polynomial identity (A9), the terms in the square brackets are equal to \( U_{n-1}(x) \) and \( U_{n-3}(x) \) respectively. Hence, the determinant equation becomes,

\[ U_{n-1}(x) + \frac{b - 1}{b + 1}U_{n-3}(x) = 0 \]  

(C10)
Appendix D: Calculation for the determinant equation Eq. (56)

In this section, we show the determinant of the Eqs. (54) and (55) can be simplified into Eq. (56). The determinant of the coefficients can be written as,

$$bu[(a + u^2)U_{N-4}(x) - buU_{N-5}(x)] - (1 - au^2)[(a + u^2)U_{N-3}(x) - buU_{N-4}(x)] = 0$$

(D1)

Substituting $U_{N-5}(x) = 2xU_{N-4}(x) - U_{N-3}(x)$ (See Identity (A7)) into the above equation leads to,

$$bu[(a + u^2)U_{N-4}(x) - bu(2xU_{N-4}(x) - U_{N-3}(x))] - (1 - au^2)[(a + u^2)U_{N-3}(x) - buU_{N-4}(x)]$$

$$= [b^2u^2 - (1 - au^2)(a + u^2)]U_{N-3}(x) + bu[(a + u^2 - 2bu) + (1 - au^2)]U_{N-4}(x)$$

$$= [a^2(u^2 + b^2) - u^2 - a + au^4]U_{N-3}(x) + bu[(a + u^2 - (u^2 + 1)) + (1 - au^2)]U_{N-4}(x)$$

$$= a(u^2 - 1)(u^2 + 1)U_{N-3}(x) - abu(u^2 - 1)U_{N-4}(x)$$

$$= abu(u^2 - 1)[2xU_{N-3}(x) - U_{N-4}(x)] = abu(u^2 - 1)U_{N-2}(x) = 0$$

where the mapping relation $2bux = u^2 + 1$ and Identity (A7) are used in the above calculation.

[1] J. Kempe, Contemp. Phys. 44, 307 (2002).
[2] V. Kendon, Math. Struct. Comp. Sci., 17, 1169 (2006).
[3] Salvador E. Venegas-Andraca, Quantum Inf. Process, vol 11(5), pp. 1015-1106 (2012).
[4] O. Mulken and A. Blumen, Phys. Rep. 502, 37 (2011).
[5] N. Konno, Quantum walks, U. Franz and M. Schurmann (Eds): Quantum Potential Theory, Lecture Notes in Mathematics, Vol. 1954, pp.309-452, Springer, (2012).
[6] N. Shenvi, J. Kempe and K.B. Whaley, Phys. Rev. A 67, 052307 (2003).
[7] A. M. Childs and W. Dam, Rev. Mod. Phys., 82, 1 (2010).
[8] F. W. Strauch, J. Math. Phys. 48, 082102 (2007); Phys. Rev. A 74, 030301 (R) (2006).
[9] N. Konno, T. Machida, T. Wakasa, Yokohama Mathematical Journal, Vol.58, pp.53-63 (2012).
[10] N. Ashwin and V. Ashvin, e-print arXiv:quant-ph/0010117.
[11] M. Bednarska, A. Grudka, P. Kurzynski, T. Luczak and A. Wojcik, Phys. Lett. A 317, 21285 (2003).
[12] X.P. Xu, Eur. Phys. J. B 77, 479-488 (2010).
[13] F. L. Marquezeiro and R. Portugal, Phys. Rev. A 77, 042312 (2008).
[14] A. Ahlbrecht, V. B. Scholz and A. H. Werner, J. Math. Phys. 52, 102201 (2011).
[15] N. Konno, Quantum Inf. Process 1, 345 (2002)
[16] N. Konno, Int. J. Quantum Inf 4, 1023-1035 (2006).
[17] N. Konno, J. Math. Soc. Japan, Vol 57, No. 4, 1179-1195 (2005).
[18] N. Konno and E. Segawa, Arxiv:1305.1722.
[19] E. Feldman and M. Hillery, J. Phys. A: Math. Theor. 40, 11343 (2007).
[20] A. Ambainis, E. Bach, A. Nayak, A. Vishwanath and J. Watrous, Proceedings of the 33 annual ACM symposium on Theory of computing, Pp. 37-49, (2001).
[21] E. Bach, S. Coppersmith, M. P. Goldschen, R. Joynt and J. Watrous, Journal of Computer and System Sciences, Vol 69, Issue 4, 562C592 (2004).
[22] Y. Ide, N. Konno and E. Segawa, Quantum. Inf. Process, vol 11, 1207-1218 (2012).
[23] M. Szegedy, Arxiv:0401053.
[24] D. A. Meyer, J. Stat. Phys. 85, 551 (2006); Phys. Lett. A 223, 337 (2006).
[25] Y. Aharonov, L. Davidovich, N. Zagury, Phys. Rev. A 48, 1687 (1992).
[26] M. Szegedy, Quantum speed-up of markov chain based algorithms. In Proceedings of the 45th Symposium on Foundations of Computer Science, pages 32-41 (2004).
[27] X. P. Xu, Y. Ide, and N. Konno, Phys. Rev. A 85, 042327 (2012).
[28] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D.-U. Hwang, Phys. Rep. 424, 175 (2006).
[29] J.C. Mason and D. C. Handscomb, Chebyshev Polynomials, Chapman and Hall/CRC; 1 edition (September 17, 2002).
[30] T.J. Rivlin, Chebyshev Polynomials: From Approximation Theory to Algebra and Number Theory, Wiley-Interscience; 2 edition (June 1990).