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Abstract
Fourier continuation (FC) is an approach used to create periodic extensions of non-periodic functions to obtain highly-accurate Fourier expansions. These methods have been used in partial differential equation (PDE)-solvers and have demonstrated high-order convergence and spectrally accurate dispersion relations in numerical experiments. Discontinuous Galerkin (DG) methods are increasingly used for solving PDEs and, as all Galerkin formulations, come with a strong framework for proving the stability and the convergence. Here we propose the use of FC in forming a new basis for the DG framework.
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1 Introduction

When approximating solutions to partial differential equations (PDEs) the choice of functions to use in the approximation impacts the accuracy, efficiency, and stability of the resulting numerical method. For time-dependent wave propagation problems on bounded domains, most methods use a polynomial approximation. This can be done through local polynomials that interpolate discrete function values at grid-points as is done in finite difference methods [13]. Numerical derivatives are then obtained by analytic differentiation of the interpolant. Another approach is Galerkin’s method, which starts from the variational formulation of the equations and seeks a polynomial approximation such that the residual of the approximated PDE is orthogonal to all polynomials in the approximation space [11]. In particular for wave propagation problems the discontinuous Galerkin (DG) method [9, 10, 15] has emerged as an accurate and robust approach. However, the high degree polynomial approximation on each element that is used in DG and spectral elements results in numerical stiffness and reduces the allowable timesteps significantly below the limit dictated by the physical finite speed of propagation considerations. This can limit the efficiency, particularly for linear hyperbolic systems of equations.

It is widely known that periodic functions are well approximated by Fourier series or trigonometric interpolation, and that these approximations on a uniform grid can be computed and manipulated efficiently using discrete fast Fourier transforms (FFTs). Non-periodic functions that are sampled on a grid may still be approximated by trigonometric interpolation, but the approximation becomes oscillatory and inaccurate near boundaries due to Gibbs’ phenomenon. There has been much interest in overcoming this problem, including the approach known as the Fourier continuation (FC) wherein a periodic extension allows non-periodic functions to be represented as a trigonometric series. Several FC methods, also known as Fourier extension, have been developed and have shown superalgebraic and even exponentially accurate approximation properties [6, 16, 20]. In general, they seek a Fourier series representation which is close in the least-squares sense to the original function on a bounded interval.

FC methods, particularly the FC-Gram approach, have been used in several PDE-solvers where they have demonstrated high order convergence rates combined with very small dispersive errors [2, 3, 7, 8, 21]. In addition, the approximations to derivatives obtained by the FC approach cause considerably less numerical stiffness than those of DG. However, although successful for many applications, to our knowledge, FC-based numerical PDE solvers do not come with a provable guarantee of stability. The method we propose here is, in its current incarnation, not as fast as previous FC-PDE solvers but it does come with the usual stability guarantee intrinsic to Galerkin formulations. And, being an element-based discretization, it can handle geometry by the use of unstructured meshes.

Given the solid theoretical foundation and robustness of the DG method and the small dispersive errors and large timesteps of FC-based PDE solvers it is natural to combine the two. In this paper we propose a new basis constructed using the FC to create functions that are periodic on an extended domain. We then use this basis for constructing DG discretizations for linear hyperbolic equations such as transport equations and Maxwell’s equations.

As we show through numerical experiments the resulting FC DG methods have a small spectral radius, allowing large timesteps, and their dispersive properties result in methods that can propagate waves over long distances with minimal dispersive errors. A drawback of the FC-DG method is that in general, the FC basis will not be orthogonal, which leads to dense (but well-conditioned) mass matrices and stiffness matrices. Here we are mainly concerned
with the approximation properties of the method and delay efficient implementations in the future. We note that rapid inversion of the mass matrix and application of the stiffness matrix will likely require us to adopt matrix-free approaches such as those in [19]. We also note that Bruno and Prieto [8], have demonstrated that variable coefficient boundary value problems discretized by FC methods can be solved very efficiently by finite difference preconditioned GMRES. We finally note that since we use quadrature that is exact for polynomials to evaluate the integrals there is strictly speaking no guarantee that the theory developed for the continuous DG formulation [9–11, 15] holds. This is also the case for standard DG methods when applied to nonlinear or variable coefficient problems, however, there is a vast literature (see e.g. [17, 18]) that provides guidance on how the theory for the continuous formulation can be carried over using overintegration when quadrature is used.

The rest of this paper will be organized as follows. In Sect. 2, we explain the FC method and how it is used to generate a basis. In Sect. 3, the DG formulation is reviewed and we explain the methods we will use for solving PDEs with our proposed basis, including considerations for computing integrals and time-stepping. Section 4 contains numerical experiments and results for test problems in one dimension and two dimensions, and Sect. 5 considers applications to electromagnetic waves for problems such as in optical media. Conclusions and future directions are outlined in Sect. 6.

2 FC as a Basis

Given the optimal approximation properties of Fourier expansions and the speed at which they can be manipulated, we use a version of the FC (Gram) FC method introduced in [7, 20] to generate a basis for DG methods. Specifically, we use the modified construction, developed in [4], for generating a discrete periodic extension of a smooth function sampled on a uniform grid.

Conceptually, the periodic extension operator can be visualized through the series of steps shown in Fig. 1. The construction begins with the values \( f_l = f(z_l) \) of a smooth function on the interval \([-1, 1]\) sampled on the uniform grid \( z_l = -1 + 2l/(N - 1) \) for \( l = 0, 1, \ldots, N - 1 \). These values are indicated by the dark curve in Fig. 1a. The values are then extended to a larger interval \([-b, b]\) using polynomial extrapolation. More precisely, the construction depends on two positive integer parameters, \( p \) and \( M \). First, the function is extended to the grid points \( z_l \) with \( l = -M, -M + 1, \ldots, -1 \) using the \((p - 1)\)-degree polynomial interpolant of the left-most \( p \) samples. Similarly, the function is extended rightward to the grid points \( z_l \) with \( l = N, N + 1, \ldots, N + M - 1 \) using the polynomial interpolant of the right-most \( p \) samples. This extends the samples to the interval \([-b, b]\) with \( b = 1 + 2M/(N - 1) \). This extension is indicated by the light curve in Fig. 1a.

Next, the extrapolated extension is multiplied by a smooth window function, shown in Fig. 1b. This window function was constructed in [4] to have rapidly decaying Fourier coefficients and to be well-resolved on the discrete grid. Moreover, with an error on the order of machine epsilon, the window function equals 1 on \([-1, 1]\) and 0 outside \([-b, b]\). The result of multiplying the function in Fig. 1a with the window function in Fig. 1b is shown in Fig. 1c. In this way, we have extended the original sample values \( f_l \) to samples \( \tilde{f}_l \) on a uniform grid on the whole real line. By construction, these samples agree (up to a small error on the order of machine epsilon) with the original samples on the points \( z_l \) for \( l = 0, 1, \ldots, N \). Moreover, the samples \( \tilde{f}_l = 0 \) for \( z_l \) with \( l < -M \) or \( l > N + M \).

To complete the periodic extension, we define the values
The result is a discrete periodic function satisfying $f^c_l = f_l$ for $l = 0, 1, \ldots, N - 1$ (to machine precision). These values can be viewed as samples of a smooth, periodic function on the interval $[-1, b]$, as shown in Fig. 1d.

As described in [4, 7, 21], this procedure can be accelerated by pre-computing a linear extension operator mapping the values $f_l$ (actually only, the first $p$ and last $p$ values) to the extension values $f^c_l$ for $l = N, N + 1, \ldots, N + M - 1$. Using the FFT, we can then find coefficients $a_k$ of a trigonometric polynomial

$$f^c(z) = \sum_{k=-W}^{W} a_k \exp \left( \frac{2\pi ikz}{1 + b} \right)$$

with the property that where $f^c(z_l) = f_l$ for $l = 0, 1, \ldots, N - 1$. The $W$ in the formula can be taken to be $W = \lfloor (N + M - 1)/2 \rfloor$. Provided the samples $f_l$ came from a smooth, sufficiently resolved function on $[-1, 1]$, the function $f^c$ will approximate $f$ on the same interval with high accuracy.

In order to produce a basis for the DG method, we apply the discrete periodic extension operator to the canonical basis $\{e_i\}_{i=1}^N$ which allows the basis to be represented in terms of its Fourier coefficients. Differentiation and spectral interpolation of the basis can then be...
done efficiently using the FFT. The basis depends on a number of parameters including the number of discretization points \( N \), the polynomial approximation order \( p \), and the extension length \( M \). In particular, the parameter \( p \) directly affects the order of accuracy of the method. Unless otherwise specified, we will use 9th degree interpolating polynomials in the FC (i.e., \( p = 10 \) points) and \( M = 25 \) points in the extended domain, as in [4].

Figure 2 depicts two of the basis functions and their derivatives for \( p = 10 \) and \( N = 80 \). We can see that the magnitude of the basis functions may grow very large on the extended periodic domain, and the functions may also be highly oscillatory. Increasing \( p \) will lead to greater oscillation while decreasing \( p \) so that less points are used for the interpolation will lower the order of accuracy. Special care will need to be taken when computing integrals for the mass and stiffness matrices to resolve this behavior.

The proposed basis is not orthogonal, which means the matrices used in the DG framework will not be sparse, as they may be when using a standard nodal or modal basis. Therefore, we will need to find an efficient way to calculate the inverse of the mass matrix and apply the mass and stiffness matrices in a PDE solver, especially in higher dimensions. Although it is not orthogonal, it is still a tensor-product nodal basis, which we will be able to take advantage of.
3 DG Method with FC (FC-DG)

To illustrate the method, we first consider the DG formulation for the one-dimensional transport equation. The techniques outlined are easily transferable to other problems in one dimension. We then proceed to discuss the extension to higher dimensions.

3.1 The Basic DG Method for the Transport Equation in One Dimension

The scalar advection equation in a single space dimension can be written as

\[ u_t + u_x = 0, \quad t > 0, \quad x \in \Omega \]  \hfill (1)

with the initial condition \( u(x, 0) = f(x) \) and the domain \( \Omega \).

We discretize the domain \( \Omega = [a, b] \) into \( N_{el} \) elements denoted \( \Omega_k = [x_k, x_{k+1}] \), \( k = 0, 1, \ldots, N_{el} - 1 \). Here \( x_0 = a \) and \( x_{N_{el}} = b \). An approximation \( u_h \) of the solution \( u \) to (1) is then constructed element-wise as

\[ u_h(x) = \sum_{j=0}^{N-1} \hat{u}_j \phi_j(x), \quad x \in \Omega_k, \quad k = 0, 1, \ldots, N_{el} - 1. \]  \hfill (2)

Here \( \phi_j \) are the basis functions from the test and trial space on each element, \( N \) is the number of degrees of freedom on each element, and \( \hat{u}_j \) are coefficients. Often a polynomial basis is used so \( \phi_j \in P^{N-1} \), the space of polynomials of degree \( N - 1 \), but to maintain the generality we consider basis functions in some function space \( V^h \). We of course intend to span this space by our FC basis.

To obtain the weak DG formulation, the approximation \( u_h \) is substituted into (1), multiplied by a test function \( \phi_i \) from the same space \( V^h \) as the basis functions and integrated over each element to obtain

\[ 0 = \int_{x_k}^{x_{k+1}} (\phi_i u_t^h + \phi_i u_x^h) \, dx. \]  \hfill (3)

Applying integration by parts to the second term in the integrand of (3) and introducing a numerical flux term \( u^* \) in the boundary terms results in the following element evolution equation:

\[ 0 = \int_{x_k}^{x_{k+1}} \phi_i u_t^h \, dx - \int_{x_k}^{x_{k+1}} \frac{\partial \phi_i}{\partial x} u^h \, dx + \left[ \phi_i u^{*} \right]_{x_k}^{x_{k+1}}. \]  \hfill (4)

Different choices are possible for the numerical flux term \( u^* = u^*(u^L, u^R) \), where \( u^L \) and \( u^R \) refer to the value of the approximation on the left and right sides of a boundary, respectively, in order to couple information between elements. In general, the numerical flux is required to be consistent, that is, \( u^*(u, u) = u \). For advective problems it is common to use an upwind flux. Here since the wave is traveling to the right the upwind flux becomes \( u^* = u^L \). It can be shown that this choice of flux guarantees energy stability for the transport equation [14].

Substituting the form of the approximation (2) into (4) gives
Here, to simplify the notation, we write derivatives with respect to $x$ using an apostrophe, i.e., $\frac{\partial \phi_j}{\partial x} = \phi'_j$. Requiring that (5) holds for each of the $N$ test functions $\phi_j$, $i = 0, \cdots, N - 1$ results in a system of $N$ equations on each element $\Omega_k$. The coupling between the element-wise systems is through the numerical flux.

Since (5) only differs between elements in the bounds of integration and the coefficients $\hat{u}_j$, but the same basis is used, we can write the weak formulation in a more generic way by

$$\int_{x_k}^{x_{k+1}} \phi_j \sum_{j=0}^{N-1} \frac{\partial \hat{u}_j}{\partial t} \phi_j \, dx = \int_{x_k}^{x_{k+1}} \phi'_j \sum_{j=0}^{N-1} \hat{u}_j \phi_j \, dx - \left[ \phi_j \hat{u}^s \right]_{x_k}^{x_{k+1}}. \tag{5}$$

We define the mass matrix $M$ and stiffness matrix $S$ to have entries

$$M_{ij} = \int_{-1}^{1} \phi_i \phi_j \, dz, \quad S_{ij} = \int_{-1}^{1} \phi'_i \phi'_j \, dz. \tag{7}$$

We also assemble the basis functions evaluated at the reference element boundaries into the lift matrices $L_L$ and $L_R$ where $L$ and $R$ again denote the left and right boundaries of the element:

$$L_L = [\phi_0(-1), \phi_1(-1), \cdots, \phi_{N-1}(-1)]^T, \quad L_R = [\phi_0(1), \phi_1(1), \cdots, \phi_{N-1}(1)]^T. \tag{8}$$

With this notation (6) can be written concisely in the matrix-vector form as

$$M \hat{\mathbf{u}}^t = S \hat{\mathbf{u}}^t + L_L \mathbf{u}_L^e - L_R \mathbf{u}_R^e. \tag{9}$$

In a practical implementation, the flux terms $\hat{u}^s$ will be computed first and then the time derivative $\hat{\mathbf{u}}$, can be found element by element by

$$\hat{\mathbf{u}}_t = M^{-1} (S \hat{\mathbf{u}} + L_L \mathbf{u}_L^e - L_R \mathbf{u}_R^e). \tag{9}$$

Here $M^{-1}$ is pre-computed and stored for efficiency.

### 3.2 Line-DG for Problems in Higher Dimensions

To extend the DG formulation to higher dimensions, we use the line-based DG method described in [22]. This scheme reduces the connectivity of nodes within elements and thus increases the sparsity of the Jacobian matrix. To do this, one-dimensional DG solvers are used along each coordinate direction of the reference element. This circumvents the problem of inverting the dense higher dimensional mass matrix that would be generated using our new basis in the standard DG framework.
Where a standard nodal DG scheme would consider approximations in the space of two-dimensional polynomials, the line-based DG method considers each spatial derivative separately. As an example, consider solving the two-dimensional transport equation
\[
\alpha u_t + \beta u_x + \gamma u_y = 0, \quad (x, y) \in \Omega
\]
on a rectangular element $\Omega$ with wavespeeds $\alpha, \beta > 0$.

To obtain an approximation for $u_x$, a one-dimensional DG solver is applied along the $x$ direction at a number of fixed $y_j$ for $j = 0, \ldots, N - 1$. After mapping to a reference element $[-1, 1]$ as in the one-dimensional case, we define $u_j \in V^h([-1, 1])$ to be the approximation function to $u$ that interpolates $u_{ij} = u(x_i, y_j)$, $i = 0, \ldots, N - 1$ and $r_j$ to be the approximation to $u_x$ obtained from a one-dimensional DG formulation. The goal is to find $r_j \in V^h([-1, 1])$ such that

\[
\int_{-1}^{1} r_j(z) \cdot \phi(z) dz = \int_{-1}^{1} \frac{du_j(z)}{dz} \cdot \phi(z) dz = - \int_{-1}^{1} u_j(z) \cdot \frac{d\phi}{dz} dz + \left[ u^*_j \cdot \phi \right]_{-1}^{1},
\]

where $u^*$ is given by some numerical flux function. Expanding $u_j$ and $r_j$ as an approximation in terms of the basis functions, we can substitute

\[
\begin{align*}
  u_j(z) &= \sum_{i=0}^{N-1} \hat{u}_{ij}\phi_i(z), \\
  r_j(z) &= \sum_{i=0}^{N-1} \hat{r}_{ij}\phi_i(z)
\end{align*}
\]

into the above formulation. The resulting system is equivalent to (9). Solving for each $u_j$ gives the approximation to $u_x$ along the $x$-dimension at each grid point $(x_i, y_j)$, defined by $\hat{r}_{ij} = r^{(1)}_{ij}$. The same procedure can be done to obtain the approximation for $u_y$ at each fixed $x_i, i = 0, \ldots, N - 1$, for which we will denote the coefficients $\hat{r}^{(2)}_{ij}$.

The final semi-discretized system for each $(u_{ij})$, is given by

\[
\frac{d\hat{u}_{ij}}{dt} + \frac{1}{J} (\alpha \hat{r}^{(1)}_{ij} + \beta \hat{r}^{(2)}_{ij}) = 0,
\]

where $J$ is the determinant of the Jacobian mapping the physical element to the reference element $[-1, 1]^2$.

### 3.3 FC Basis for DG

For a nodal basis like the proposed FC basis, the coefficients $\hat{u}$ of the basis functions are simply the values of the function evaluated at each node and $N - 1$ is the number of grid points on the element. Hence, the approximation on the $k$-th element can be written as

\[
\hat{u}^k(x) = \sum_{i=0}^{N-1} u_i(x(z_i))\phi_i(z)J_k.
\]
The grid points in the reference element \( z_l \) will be equidistant, i.e., \( z_l = -1 + 2l/(N - 1) \). An equidistant grid is needed in order to use the FFT. The approximation of \( u \) in two dimensions can be written as

\[
u^h(x, y) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} u_{ij} \phi_i(x) \phi_j(y) = \sum_{i=0}^{N-1} \phi_i(x) \sum_{j=0}^{N-1} u_{ij} \phi_j(y),
\]

and similarly in higher dimension.

In order to evaluate the performance of our new basis, we will compare to a standard basis choice of Legendre polynomials \( \phi_j = P_j(z) \) on Legendre-Gauss-Lobatto (LGL) nodes. Note that \( N \) is still defined as the number of degrees of freedom, so we will use Legendre polynomials \( P_j \) up to degree \( q = N - 1 \). For this non-nodal basis, the initial data \( u(x, 0) = f(x) \) will first need to be expanded by an element-wise \( L_2 \)-projection

\[
M \hat{u} = \begin{bmatrix}
\int \phi_0 f(x) dx \\
\int \phi_1 f(x) dx \\
\vdots \\
\int \phi_{N-1} f(x) dx
\end{bmatrix}.
\]

Use of the Legendre polynomials results in a diagonal mass matrix due to the orthogonality of the basis. The choice of LGL nodes allows for integrals to be computed accurately up to degree \( 2N_{DG} - 3 \) by multiplying function values by pre-calculated LGL weights. In the new FC basis, we will not be able to use the Gaussian quadrature since we have a uniform grid. We describe how we approximate the integrals in the next section.

### 3.4 Computing Integrals over the FC Basis

The stability of DG and other discretizations that use the variational form typically requires that the integrals are computed exactly or accurately enough \([17, 18]\). For polynomial basis function and linear constant coefficient problems in one dimension it is possible to integrate exactly using Gauss type quadrature of the same order as the number of degrees of freedom in the polynomial approximation. For nonlinear, variable coefficient and problems on curved grids in higher dimensions the integrand may no longer be a polynomial, or may be a polynomial of degree higher than twice the order of accuracy. For such problems the quadrature order must be increased to guarantee the stability \([17, 18]\). For the linear problems we consider here it is expected that “accurately enough” corresponds to a quadrature that results in errors in the computations of the integrals that are substantially smaller than the built-in dissipation that comes from the upwind numerical fluxes. Although we do not provide any formal proof that this is the case we note that in numerical experiments where we estimate the errors in the integrals via grid refinement we observe that the errors can be made close to machine precision using the method we now describe.

As mentioned above, for FC-DG whose degrees of freedom are equidistant nodal values, we cannot use high order Gauss quadrature to compute the integrals almost exactly. In addition the basis here is not polynomial. However, spectral interpolation can be used by zero-padding the FFT onto refined equidistant grids at a cost \( O(N \log N) \). We use the recent Gregory-type quadrature rules with interior weights 1 for equidistant grids introduced by Fornberg and Reeger \([12]\) to obtain up to 16th order accuracy. It is also possible to exploit symmetry of the mass matrix to reduce the cost of its assembly. As we show in
the experiments section, the condition number of the mass matrix is very small and does not depend on the number of gridpoints so the use of equidistant points does not affect the method adversely in terms of conditioning. Although not relevant for the linear problems considered here, it should be noted that for nonlinear problems where the integrals in the variational form of the flux must be evaluated at each timestep the oversampling will be expensive.

Given the large magnitude of some of the basis functions on the extended domain as shown in Fig. 2, loss of accuracy may be experienced when taking the FFT for spectral interpolation or differentiating the basis functions. To deal with this, we generate the entries of the mass and stiffness matrices offline at high precision and then convert them back to double precision for use in our PDE solvers. MATLAB’s multiprecision toolbox is used to do the high-precision integral computations as it is compatible with MATLAB’s FFT.

### 3.5 Time-Stepping

To step forward in time, a Taylor time stepping scheme is used. A Taylor series can be used to expand the solution around time \( t + \delta t \)

\[ u(t + \delta t) = u(t) + u_\Delta \delta t + u_\nabla \frac{\delta t^2}{2!} + u_\Delta \frac{\delta t^3}{3!} + \cdots. \]

Given a semidiscretized system for the time derivative, \( \dot{u}_t = A \dot{u} \), such as (9), the discrete approximation to the time derivative terms on the right-hand side in the Taylor series above can be calculated sequentially as \( \dot{u}_t = A \delta u, \dot{u}_\Delta = A \dot{u}_t, \) etc. The number of terms taken in the Taylor series corresponds to the order of accuracy in the solution.

For the centered and alternating flux the eigenvalues of the matrix \( A \) will be purely imaginary and thus the timestepping method must have a stability domain that includes the imaginary axis. Taylor series methods with Taylor steps \( N_t = 3, 4, 7, 8, 11, 12, \ldots \) have this property. For our experiments we will use \( N_t = 8 \) unless otherwise specified.

![Dispersion relation comparison](image-url)
4 Numerical Experiments

In this section we investigate the properties of the proposed basis and apply it to several test problems in one dimension and two dimensions.

4.1 Dispersive Properties of FC-DG

As an initial test of the FC basis, we compute the numerical dispersion relation for the differentiation matrix resulting from (9). For the linear transport equation in one dimension, the exact dispersion relation is given by $k = a\omega$ where $k$ is the wavenumber, $a$ is the wavespeed which is positive, and $\omega$ is the frequency. A Bloch wave approach, as described in [1], is used to determine the numerical dispersion relation.

The dispersion relation is obtained for the FC basis using degree 9 polynomials and $N = 20, 40, 80$ gridpoints. This is compared to 10th order and 25th order basis on
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**Fig. 4** Spectra of the differentiation matrix for the one-dimensional transport problem for the Legendre basis of degree 10 and 25, and the FC basis with $N = 20, 40, 80$. On the right, we zoom in to see the behavior at the imaginary axis.

![Fig. 5](image5.png)

**Fig. 5** The figure displays the value of the scaled largest eigenvalue along the imaginary axis as a function of degrees of freedom $N$ in an element for FC-DG. As $N$ increase, convergence towards $\pi$ is observed.
Legendre-Gauss-Lobatto points. To compare, we look at the non-dimensional wave number \( K = k/\Delta x \) and non-dimensional frequency \( \Omega = \omega \Delta x/a \). Figure 3 depicts the normalized dispersion relations. Clearly the FC basis remains closer to the exact linear dispersion relation over larger wave numbers.

The full spectrum of the differentiation matrices are plotted in Fig. 4. The eigenvalues are scaled by the distance between nodes in an element and the computation is done using \( N_{el} = 30 \) elements. Note that increasing the number of elements does not change the spectral radius, it just increases the number of eigenvalues lying along the curve. The spectral radius of the Legendre basis for \( q = 20 \) is more than 3 times larger than for the FC-basis, meaning that similarly larger timesteps can be taken when using the FC-basis than the Legendre basis at the same spatial resolution. Increasing \( N \) does not significantly alter the spectral radius, which remains close to the rectangle \([-\pi,0] \times [\pi,\pi] \).

Table 1 Condition numbers for the mass matrix for various numbers of gridpoints on an element

| \( N \) | 20    | 40    | 80    | 200   |
|--------|-------|-------|-------|-------|
| \( \kappa(M) \) | 324.32 | 322.66 | 322.22 | 322.07 |

As can be seen, the condition number is very robust with respect to changes in \( N \). Here the FC basis using degree 9 polynomials was used

Figure 5 depicts how the magnitude of the largest eigenvalue on the imaginary axis varies with \( N \), further illustrating how this does not vary by much after \( N \) is large enough and that it remains close to the limit of \( \pi \). This illustrates the relationship of the FC basis to a pseudo-spectral discretization in terms of resolving power and time-stepping properties.

As another metric, we compute the condition number of the mass matrix \( M \) for the one-dimensional transport problem for various \( N \) in Table 1. It can be seen that the condition number remains relatively constant for all \( N \). We note that the mass matrix
for the Legendre basis is diagonal and can thus be scaled to have a condition number equal to one.

### 4.2 Long Time Errors

In this example we consider the transport equation in one dimension, (1) on a domain \( x \in [-1, 1] \) with periodic boundary conditions, and constant wave speed \( \alpha = 1 \). We use the upwind flux. Two cases for initial data cases are compared: \( f_1(x) = \sin(10\pi x) \) and \( f_2(x) = \exp(-50x^2) \), with respective analytic solutions \( u_1(x, t) = \sin(10\pi(x - t)) \) and \( u_2(x, t) = \exp(-50(x - t)^2) \). We measure error in the \( L^2 \) norm as

\[
L^2\text{-error} = \left( \int_{-1}^{1} (u^h(x, t) - u(x, t))^2 \, dx \right)^{1/2},
\]

where \( u^h \) is the approximate solution and \( u \) is the analytical solution. Given a discrete vector of values \( u^h \) at nodes \( x_j \), the integral is computed using the standard trapezoidal rule.

We compare the error using the new FC basis to a standard Legendre basis. For the FC basis, \( N \) is the number of equidistant points used to construct the approximation in an element, and \( N_{el} \) is the number of elements. For the Legendre basis, \( q \) is the degree of the polynomial approximation and \( N_{el} \) is the number of elements. For the FC basis a CFL number (i.e., the ratio \( a\Delta h/h \)) of 0.2 is used, while 0.05 is used for the Legendre basis.

Figure 6 depicts the results for various degrees of freedom. It is evident that for large enough choices of \( N \) and \( N_{el} \), little to no dispersion is seen when using the FC basis. Although there is a trade-off in number of degrees of freedom, this becomes advantageous for problems that requires propagation of waves over many wavelengths in space or time (see Table 2).

| FC     | \( N \) | \( N_{el} \) | \( \Delta t_{\text{min}} \) experimental | \( \frac{\Delta t_{\text{min}} N N_{el}}{x_f - x_0} \) |
|--------|-------|-------------|------------------------------------------|-----------------------------------------------|
|        |       |             |                                          |                                               |
| 20     | 4     | 0.023 0     | 0.920                                    |                                               |
| 40     | 4     | 0.012 2     | 0.976                                    |                                               |
| 80     | 2     | 0.012 2     | 0.976                                    |                                               |
| 80     | 4     | 0.006 4     | 1.024                                    |                                               |

| Legendre | \( q \) | \( N_{el} \) | \( \Delta t_{\text{min}} \) experimental | \( \frac{\Delta t_{\text{min}} (q+1) N_{el}}{x_f - x_0} \) |
|----------|-------|-------------|------------------------------------------|-----------------------------------------------|
|          |       |             |                                          |                                               |
| 10       | 8     | 0.016 7     | 0.735                                    |                                               |
| 20       | 4     | 0.010 4     | 0.437                                    |                                               |
| 20       | 8     | 0.005 5     | 0.126                                    |                                               |
4.3 Time Step for Stability

![Fig. 7](image)

Error as a function of time step for one-dimensional transport equation of the initial data $f(x) = \sin(10\pi x)$ at time $T = 10$, comparing the time step required for stability between the Legendre basis and the FC basis.

4.4 Investigation of Order of Accuracy

Convergence of the approximation in the new basis is verified by measuring the error from the true solution to the one-dimensional transport equation at $T = 10$ for an increasing number of elements. The initial data are given by $f(x) = \sin(10\pi x)$, $x \in [-1, 1]$, with the wavespeed $\alpha = 1$ and the upwind flux. Again, we use periodic boundary conditions. The convergence is plotted as a function of $h$, the length of each element, in Fig. 8. As expected, the convergence rates for the FC basis are approximately $p$, which is one order higher than the degree of interpolating polynomial used in the Fourier extension (computed convergence rates given in Table 3). Additionally, the rates of convergence do not depend on $N$. This can be compared to the standard Legendre basis using upwind fluxes, which has the order of accuracy $q + 1$ where $q$ is the degree of the Legendre polynomial.

Looking at Fig. 8, we can see that error in the approximation using the Legendre basis saturates due to machine precision around $10^{-12}$, but error using the FC basis saturates earlier around $10^{-10}$. Comparing the saturation levels between the two methods the difference appears to be 2–3 orders of magnitude. We note that this is roughly equivalent to the condition numbers of $\sim 300$ of the FC-DG mass matrix (see Table 1).

In Fig. 9, we investigate the effect of the polynomial degree used in the FC for the same one-dimensional transport problem described above. Note that the convergence for degree 9 polynomials is shown in both Figs. 8 and 9. Approximated convergence rates from a least squares fit are given in Table 3. Also noted is the approximate point at which the error saturates. The convergence rates remain approximately an order higher than the degree of polynomial until degree 11. Higher degree polynomials also appear to have a higher error saturation point.
Moving to higher dimensions, we solve the two-dimensional transport equation on a structured grid of $N_{el} \times N_{el}$ elements in $[0, 1]^2$ with the initial data $u_0(x, y) = f(x, y)$ and periodic boundary conditions. Each element is discretized into $N \times N$ equidistant points.

Fig. 8 Convergence of $L^2$ error for the one-dimensional transport equation with the initial data $f(x) = \sin(10\pi x)$. Left: Legendre basis. Right: FC basis.

Fig. 9 Convergence of $L^2$ error for the one-dimensional transport equation using different degrees of polynomial in the FC. From left to right, top to bottom, the degrees used are degree 6, 7, 9, and 11.

### 4.5 Experiments with the Transport Equation in Two Dimensions

Moving to higher dimensions, we solve the two-dimensional transport equation

$$u_t + au_x + \beta u_y = 0$$

on a structured grid of $N_{el}$ by $N_{el}$ elements in $[0, 1]^2$ with the initial data $u_0 = f(x, y)$ and periodic boundary conditions. Each element is discretized into $N$ by $N$ equidistant points.
that can be mapped to the reference element $[-1, 1]^2$. The two-dimensional problem is discretized using line-DG as described in Sect. 3.2.

A convergence study is performed for increasing $N_{el}$ and various $N$ using upwind fluxes. The initial data are given by

$$f(x, y) = \sin(10\pi x) + \sin(10\pi y).$$

The error is measured after 1 cycle.

The results are shown in Fig. 10 and convergence rates are estimated in Table 4. Now we see convergence at a rate just higher than the degree of the interpolating polynomials in the extension.

![Fig. 10](image-url)  
**Fig. 10** Convergence of the $L^2$ error for the two-dimensional transport

| Number of basis functions | 20   | 40   | 80   |
|---------------------------|------|------|------|
| Convergence rate deg 6    | 6.64 | 7.05 | 6.99 |
| Error saturation deg 6    | –    | –    | 1.59(–12) |
| Convergence rate deg 7    | 7.50 | 8.10 | 8.01 |
| Error saturation deg 7    | –    | 5.10(–12) | 1.17(–12) |
| Convergence rate deg 8    | 9.00 | 9.21 | 8.61 |
| Error saturation deg 8    | 2.00(–11) | 1.17(–11) | 2.55(–11) |
| Convergence rate deg 9    | 10.08 | 10.01 | 9.57 |
| Error saturation deg 9    | 1.06(–10) | 1.72(–10) | 1.80(–10) |
| Convergence rate deg 10   | 10.67 | 10.99 | 11.46 |
| Error saturation deg 10   | 3.85(–10) | 1.84(–10) | 9.81(–10) |
| Convergence rate deg 11   | 11.49 | 11.03 | 11.58 |
| Error saturation deg 11   | 3.06(–10) | 1.65(–9) | 3.30(–9) |

| Number of basis functions | 20   | 40   | 80   |
|---------------------------|------|------|------|
| Convergence rate          | 9.46 | 9.43 | 9.35 |

**Table 3** Convergence rates for the one-dimensional transport equation

**Table 4** Convergence rates for the two-dimensional transport equation
5 Application to Electromagnetic Waves

Finally we consider applications to Maxwell’s equations for describing electromagnetic waves, with particular consideration for behavior in optical materials. Maxwell’s equations in a non-magnetic, non-conducting medium \( \Omega \subseteq \mathbb{R}^d \), \( d \in \{1, 2, 3\} \), \( T > 0 \), with no free charges, govern the dynamic evolution of the electric field \( \mathbf{E} \) and the magnetic field \( \mathbf{H} \), and can be written as

\[
\mu_0 \partial_t \mathbf{H} + \nabla \times \mathbf{E} = 0 \text{ in } (0, T] \times \Omega, \tag{14a}
\]

\[
e_0 e_\infty \partial_t \mathbf{E} + e_0 \mathbf{J} - \nabla \times \mathbf{H} = 0 \text{ in } (0, T] \times \Omega, \tag{14b}
\]

\[
\nabla \cdot \mathbf{B} = 0, \quad \nabla \cdot \mathbf{D} = 0 \text{ in } (0, T] \times \Omega. \tag{14c}
\]

The electric flux density \( \mathbf{D} \) and the magnetic induction \( \mathbf{B} \) are related to the electric field and magnetic field, respectively, via the constitutive laws

\[
\mathbf{D} = e_0 (e_\infty \mathbf{E} + \mathbf{P}), \quad \mathbf{B} = \mu_0 \mathbf{H}
\]

with the polarization current density \( \mathbf{J} \) defined as the time derivative of the macroscopic polarization, i.e., \( \mathbf{J} = \partial_t \mathbf{P} \). The parameter \( e_0 \) is the electric permittivity of free space, while \( \mu_0 \) is the magnetic permeability of free space. The term \( e_\infty \mathbf{E} \) captures the linear instantaneous response of the material to the EM fields with \( e_\infty \) defined as the relative electric permittivity in the limit of infinite frequencies.

As an initial experiment, we consider dimension \( d = 2 \) and take \( \mathbf{J} = \mathbf{P} = 0 \). We can write the simplified evolution equations component-wise as

\[
\mu_0 \frac{\partial H^x}{\partial t} = -\frac{\partial E^y}{\partial x} + \frac{\partial E^x}{\partial y}, \tag{16a}
\]

\[
e_0 e_\infty \frac{\partial E^x}{\partial t} = \frac{\partial H^x}{\partial y}, \tag{16b}
\]

\[
e_0 e_\infty \frac{\partial E^y}{\partial t} = -\frac{\partial H^x}{\partial x}, \tag{16c}
\]

where \( E^x = E^x(x, y, t) \) and \( E^y = E^y(x, y, t) \) are the \( x \) and \( y \) components of the electric field, and \( H^x = H^x(x, y, t) \) is the magnetic field in the \( z \)-direction. \( E^x \) and \( E^y \) are constrained to be 0 at tangential boundaries. The initial magnetic field is prescribed to be a function \( H_x(x, y, 0) = f(x, y) \) and the initial \( E^x \) and \( E^y \) fields are both set to be zero. The tangential boundary condition for \( E^x \) and \( E^y \) is implemented by setting \( E^+ = -E^- \) at those exterior boundaries. All other exterior boundaries are set so \( E^+ = E^- \), resulting in a first-order Neumann boundary condition.

Using normalized parameters \( \mu_0 = e_0 = e_\infty = 1 \), the initial condition \( f(x, y) = \sin(5x) \sin(5y) \), and a domain of \( \Omega = [-\pi/2, \pi/2]^2 \), the numerical model is evolved for one period and the resulting \( H^x \) field compared to the analytical solution

\[
H^x(x, y, t) = \sin(5x) \sin(5y) \cos \left(5 \sqrt{2} t \right).
\]

\[\text{Springer}\]
Figure 11 shows the resulting error under refinement for various $N$, grid points per element, and Table 5 gives estimated convergence rates using both centered fluxes and alternating fluxes. Similar to the results for the two-dimensional transport equation, the order of convergence is seen to be slightly higher to a degree higher than the order of polynomials used in the Fourier extension ($p = 9$).

To demonstrate the capability of handling more complex solutions, we again consider Maxwell’s equations (16), but introduce a forcing term $f(x, y, t)$ as

$$
\frac{\mu_0}{\epsilon_0} \frac{\partial H^z}{\partial t} = - \frac{\partial E^y}{\partial x} + \frac{\partial E^x}{\partial y},
$$

(17a)

$$
\epsilon_0 \epsilon_\infty \frac{\partial E^x}{\partial t} = \frac{\partial H^z}{\partial y} + f(x, y, t)(y - y_0),
$$

(17b)

$$
\epsilon_0 \epsilon_\infty \frac{\partial E^y}{\partial t} = - \frac{\partial H^z}{\partial x} + f(x, y, t)(x - x_0),
$$

(17c)

where $(x_0, y_0)$ is a given source point in the domain. To implement this within our numerical scheme, the forcing term is added in point-wise at each timestep.

In this experiment, the initial data are given by $H^z(x, y, 0) = 0$ on $[0, 1] \times [0, 5]$ with parameters $\mu_0 = \epsilon_0 = \epsilon_\infty = 1$. The forcing term is given by

$$
f(x, y, t) = 50^2 \sin(100t) \exp \left(-36\left((x - x_0)^2 + (y - y_0)^2\right)\right)
$$

Table 5  Convergence rates for the two-dimensional Maxwell’s equations for centered fluxes (C.-Flux) and alternating fluxes (A.-Flux)

| Number of basis functions | 20  | 40  | 80  |
|--------------------------|-----|-----|-----|
| Convergence rate C.-Flux | 9.49| 9.68| 10.02|
| Convergence rate A.-Flux | 9.42| 9.43| 10.18|
with \((x_0, y_0) = (0.5, 0.5)\). The number of elements used is 10 in the \(x\)-direction and 2 in the \(y\)-direction, with \(N = 40\) on each element. The solution for the \(H_z\) field is depicted at \(T = 2, 5, 50\) in Fig. 12.

In order to add in non-zero polarization terms \(\mathbf{J}\) and \(\mathbf{P}\), we use the ADE approach as in [5] and append a system of ODEs describing the nonlinear relationship between the macroscopic polarization vector field \(\mathbf{P}\) and the electric field \(\mathbf{E}\) to Maxwell’s equations. The macroscopic (electric) polarization \(\mathbf{P}\) includes both linear and nonlinear effects, and is related to the electric field through different mechanisms depending on the optical phenomenon under consideration. In this work we consider what is known as general Maxwell-Duffing dispersive models.

The Duffing equation for the electric polarization, models high order effects by including both nonlinearity and dispersion, and can be written in a general form as

\[
\frac{\partial^2 \mathbf{P}}{\partial t^2} + \frac{1}{\tau} \frac{\partial \mathbf{P}}{\partial t} + \omega_0^2 \mathbf{P} F(\mathbf{P}) = \omega_p^2 \mathbf{E}
\]  

(18)

with a range of possible choices for \(F(\mathbf{P})\). Here \(\omega_0\) and \(\omega_p\) are the resonance and plasma frequencies of the medium, respectively, and \(\tau^{-1}\) is a damping constant. We will consider an \(N\)th order polynomial model for the Duffing equation, given as

\[
F(\mathbf{P}) = F_{\text{PMD}}(\mathbf{P}) := \sum_{l=0}^{N_{\text{PMD}}} \lambda_{2l} \mathbf{P}^{2l}
\]  

(19)

Fig. 12 Snapshots of the \(H_z\) magnetic field subject to forcing function at \(T = 2, 5, 50\) from top to bottom
with \( N_{\text{PMD}} \in \mathbb{N}, N_{\text{PMD}} \geq 1 \). We refer to the system of equations obtained by adding (18) and (19) to (14) as the \( N \)th order polynomial Maxwell-Duffing (PMD) model.

We note that if \( F(P) = 1 \), the Duffing model reduces to the linear Lorentz dispersive model. A sample computation using this model in two dimensions with \( N_{\text{PMD}} = 1 \) and all material parameters but \( \omega_0 \) set to unity can be found in Fig. 13.

6 Conclusion

This paper has presented a new method, the FC-DG, constructed by utilizing the discrete Fourier extension from [4] as a basis in the traditional DG framework [9, 14]. We demonstrated through numerical experiments that our method has good dispersive error properties and that these properties translate to accurate propagation of waves over many wavelengths. Our method also admits larger timesteps than traditional polynomial based DG methods.

The main drawbacks of the method are: i) the reliance on oversampling (through spectral FFT interpolation) which makes the assembly process more expensive than for methods that collocate the degrees of freedom and the quadrature nodes, and ii) the non-orthogonality of the basis resulting in dense mass matrices.

We believe that both of these drawbacks may be overcome or at least mitigated in future research. Here we have exclusively focused on hyperbolic problems, but note that the framework would also be possible to extend to elliptic problems. There block preconditioning with traditional FC solvers could prove fruitful.

Compliance with Ethical Standards

Conflict of Interest On behalf of all authors, the corresponding author states that there is no conflict of interest.

References

1. Ainsworth, M.: Dispersive and dissipative behavior of high-order discontinuous Galerkin finite element methods. J. Comput. Phys. 198, 106–130 (2004)
2. Albin, N., Bruno, O.P.: A spectral FC solver for the compressible Navier-Stokes equations in general domains I: explicit time-stepping. J. Comput. Phys. 230(16), 6248–6270 (2011)
3. Albin, N., Bruno, O.P., Cheung, T.Y., Cleveland, R.O.: Fourier continuation methods for high-fidelity simulation of nonlinear acoustic beams. J. Acoust. Soc. Am. 132(4), 2371–2387 (2012)
4. Albin, N., Pathmanathan, S.: Discrete periodic extension using an approximate step function. SIAM J. Sci. Comput. 36(2), A668–A692 (2014)
5. Appelö, D., Bokil, V.A., Cheng, Y., Li, F.: Energy stable SBP-FDTD methods for Maxwell-Duffing models in nonlinear photonics. IEEE J. Multiscale Multiphys. Comput. Tech. 4, 329–336 (2019)
6. Boyd, J.P.: A comparison of numerical algorithms for Fourier extension of the first, second, and third kinds. J. Comput. Phys. 178(1), 118–160 (2002)
7. Bruno, O.P., Lyon, M.: High-order unconditionally stable FC-AD solvers for general smooth domains I. Basic elements. J. Comput. Phys. 229(6), 2009–2033 (2010)
8. Bruno, O.P., Prieto, A.: Spatially dispersionless, unconditionally stable FC-AD solvers for variable-coefficient PDEs. J. Sci. Comput. 58, 331–366 (2014)
9. Cockburn, B., Shu, C.-W.: TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws. II. General framework. Math. Comput. 52(186), 411–435 (1989)
10. Cockburn, B., Shu, C.-W.: Runge-Kutta discontinuous Galerkin methods for convection-dominated problems. J. Sci. Comput. 16(3), 173–261 (2001)
11. Ern, A., Guermond, J.L.: Theory and Practice of Finite Elements. Applied Mathematical Sciences. Springer, New York (2013)
12. Fornberg, B., Reeger, J.: An improved Gregory-like method for 1-D quadrature. Numer. Math. 141, 1–19 (2019)
13. Gustafsson, B., Kreiss, H., Oliger, J.: Time Dependent Problems and Difference Methods. Pure and Applied Mathematics. Wiley, New York (1995)
14. Hesthaven, J.S., Warburton, T.: Nodal high-order methods on unstructured grids—I. Time-domain solution of Maxwell’s equations. J. Comput. Phys. 181(1), 186–221 (2002)
15. Hesthaven, J.S., Warburton, T.: Nodal Discontinuous Galerkin Methods: Algorithms, Analysis, and Applications, vol. 54. Springer, New York (2008)
16. Huybrechs, D.: On the Fourier extension of nonperiodic functions. SIAM J. Numer. Anal. 47(6), 4326–4355 (2010)
17. Kirby, R.M., Karniadakis, G.E.: De-aliasing on non-uniform grids: algorithms and applications. J. Comput. Phys. 191(1), 249–264 (2003)
18. Kopriva, D.A.: Stability of overintegration methods for nodal discontinuous Galerkin spectral element methods. J. Sci. Comput. 76(1), 426–442 (2018)
19. Kronbichler, M., Kormann, K.: Fast matrix-free evaluation of discontinuous Galerkin finite element operators. ACM Trans. Math. Softw. 45(3), 1–40 (2019)
20. Lyon, M.: A fast algorithm for Fourier continuation. SIAM J. Sci. Comput. 33, 3241–3260 (2011)
21. Lyon, M., Bruno, O.P.: High-order unconditionally stable FC-AD solvers for general smooth domains II. Elliptic, parabolic and hyperbolic PDEs; theoretical considerations. J. Comput. Phys. 229, 3358–3381 (2010)
22. Persson, P.O.: A sparse and high-order accurate line-based discontinuous Galerkin method for unstructured meshes. J. Comput. Phys. 233, 414–429 (2013)