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INTRODUCTION

Self-assembly defines all the processes by which elementary components organise themselves into ordered structures [1]. It occurs ubiquitously in the biological world where proteins, nucleic acids and lipids aggregate with atomistic precision into specific structures that are able to perform a spectacular variety of functions. Nanotechnology has long looked at self-assembly as the most promising avenue for the bottom-up realization of target structures ranging from the nanometer to the micrometer scale as an alternative to top-bottom approaches like micro-patternning and nanolithography.

The goal of the so-called “inverse self-assembly” problem is to design building blocks (or units) that self-assemble, without structural errors, into a desired target structure [2]. In this process, the interaction between the different units is designed to favour the spontaneous formation of a stable “target” structure. The search for the general principles behind self-assembly has attracted several theoretical investigations [3, 4]. So far, two promising approaches have emerged: optimization and geometrical approaches. In optimization algorithms the pair potential is tuned to select a specific target structure. The tuning can be achieved with different strategies such as minimizing the deviation from the target [5–8], statistical fluctuations [9, 10], and more recently via learning algorithms [11, 12]. Geometrical approaches, on the other hand, use geometric features of the target structure to constrain the symmetry of the building blocks [13–23]. While being more readily realizable in experiment, designing the interactions often requires a high degree of geometrical intuition.

Recently, efforts aimed at merging optimization and geometric strategies are beginning to be explored [8, 24–28]. In this manuscript we present one such strategy, called SAT-assembly, where the units are built to match the geometry of the target structure, and whose interactions are optimized by solving a set of Boolean satisfiability (SAT) equations [29].

Our building blocks are adopted from the family of patchy particle (PP) models, where the assembling units are described by an isotropic repulsion and attractive spots localized on the surface. PP models are used as coarse-grained representations of systems with directional interactions, such as next-generation colloidal particles [30–32], proteins [33], viral capsids [22, 34], hard-faceted bodies [35–37], DNA nanostars [38, 39], double-stranded DNA assemblies, etc. [40–44]. Patches represent short-range interacting sites, which can be physically realized with a variety of bonding interactions such as lock-and-key interactions, DNA base pairing, hydrophobic, or dipolar interactions [41]. As we show in this work, the assembly of PP models is easily translated into SAT problems: the patch type and patch-patch interaction matrix in the PP model are encoded in a Boolean interaction table which is used by SAT to search for solutions over the chosen structure. The advantages of choosing patchy particle models to study self-assembly are numerous: i) the parameters of the model potential (such as the patch width and interaction range) have simple physical interpretations; ii) the thermodynamic behaviour of these models is very well understood [42, 45]; iii) numerous computational techniques have been developed that can considerably accelerate the simulation time required to observe self-assembly phenomena [46].
FIG. 1. Schematic representation of patchy particle designs. a. (1 species, 2 patch types) design allows the formation of six-membered rings but forbids five-membered rings. b. (5 species, 10 patch types) design allows the formation of five-membered rings but forbids six-membered rings. Each patch type interacts with a complementary patch type (as encoded in the interaction matrix), and in the figure each pair is represented with the same color.

In our approach, the different units bind at specific interaction sites (the patches) that are arranged to match the geometry of the target structure. For example, to self-assemble the cubic diamond structure we consider units whose patches are arranged in a tetrahedral geometry, matching the local environment of the target structure. While in principle one particle with four patches arranged in a tetrahedral geometry would suffice to build up a cubic diamond structure, in reality such a simple choice does not work due to the competition of several polymorphs with comparable free energies \cite{21, 47, 48}. Our approach is designed to solve this problem.

Inspired by biological self-assembly, the patches are designed such that they bind only to specifically selected partner patches (complementary sites). This transforms the inverse self-assembly problem into a “coloring” problem, where each patch has a color assigned to it, and the interaction table between different colors is determined such that all bonds are formed in the target structure. In Fig. 1 we illustrate the coloring problem for a simple example: the assembly of hexagonal and pentagonal rings. The main difficulty stems from the desire to avoid competing structures that are compatible (either fully or partially) with the interaction table and can appear as kinetic traps during the assembly process as well as competing ordered structures. The study of protocols that help avoiding kinetic traps is an active area of research \cite{49–51}. In our approach, the avoidance of kinetic traps is embedded directly in the interactions. Choosing a small number of colors makes the design easier but usually generates solutions that are compatible with multiple competing structures. On the contrary, specifying a large number of colors makes the search of coloring solutions exponentially harder.

Instead of relying on geometrical intuition to design units that would assemble into a limited set of selected structures \cite{48, 52}, our framework solves the coloring problem for any desired structure in a fully automated way. The central idea is to convert the problem of “inverse self-assembly design” into a Boolean satisfiability problem (SAT) for the patch colors and the interaction table. All the information on the building blocks is encoded in binary variables and all the rules that specify the bonding geometry are translated into a set of logical clauses. A SAT solver is then used to find solutions to the design problem. The SAT problem is a NP-complete problem, and no polynomial-time solution algorithm is known to exist, but recent advances in the development of SAT solvers have made it possible to solve problems comparable to ours (involving tens of thousands of variables and hundreds of thousand clauses) with relative ease.

In this manuscript, we first briefly introduce SAT, and then describe how to formulate any self-assembly design problem into a SAT problem. We then provide an example application that extends the results we previously obtained in Ref. \cite{29} and use our framework to find a new, previously unreported, patchy particle system that homogeneously nucleates a cubic diamond crystal and consists only of four distinct patchy particle species that are mixed in stoichiometric ratio.

**BOOLEAN SATISFIABILITY PROBLEM**

Boolean satisfiability problems (SAT) are a well-studied topic of interest to computer science and the theory of computational complexity. The general formulation of SAT is to find if there exists a solution in terms of $K$ binary variables $x_i$, where $x_i$ is either 0 (false) or 1 (true), such that a set of clauses $C_j$ are all true at the same time. Each respective clause $C_j$ consists of a subset of variables $x_i$ (or their negations $\neg x_i$) connected by an OR operation ($\lor$ symbol), and all clauses are connected by an AND operation ($\land$ symbol). For example, consider the following SAT problem: Find assignment to three binary variables $x_1, x_2, x_3$ such that all following clauses...
The problem is to find \( x_i \) such that
\[
C_1 \land C_2 \land C_3 \land C_4
\]
(5)
is true. One can check that the solution with \( x_1 = x_2 = x_3 = 0 \) (i.e. all variables set to false) satisfies the constraints, and the problem is hence satisfiable. Obviously, it is also possible to have a task where no solution exists, such as in the following trivial example:
\[
C_1 = x_1 \quad (6)
\]
\[
C_2 = \neg x_1 \quad (7)
\]
where it is impossible to satisfy condition \( x_1 \land \neg x_1 \). However, for complex tasks with tens of thousands to millions of variables and clauses, it is obviously much more challenging to decide if the problem is satisfiable, and it quickly becomes impossible to combinatorially check all possible values of the variables, as for \( K \) variables there are \( 2^K \) possible states in the solutions space.

SAT problems belong to the NP-complete complexity class, which includes other famous tasks such as the graph coloring problem or the traveling salesman problem [53]. Due to their importance for the theory of computational complexity as well as for practical discrete optimization tasks, significant effort has been dedicated to the development of efficient SAT solvers. The annual SAT solver competition evaluates the state-of-the-art SAT solving algorithms at a series of tasks. While SAT problems are NP-complete, there are still many instances of SAT problems where solutions can be found very quickly, and modern algorithms have been shown to be able to solve SAT tasks consisting of up to millions of clauses and variables. For the assembly problems presented here, we use MiniSAT [54], one of the most popular and effective tools for SAT. In our prior work [29], we have also used the WalkSAT and MapleSAT solvers [55–57]. We found that for different target structure design and distinct set of constraints, they sometimes performed differently, with one being able to find a solution (or prove unsatisfiability) within few minutes, while other needing tens of minutes to hours. As opposed to MiniSAT and MapleSAT, WalkSAT cannot be used to prove that a problem is not satisfiable, as it randomly searches the solution space, but we have found that for certain satisfiable problems it performs the fastest. As the choice of optimal solver is problem-dependent, we will be using MiniSAT for the example considered in this work. Overall, for the design problems considered in Ref. [29], we found MapleSAT (which was the top-scoring solver in the SAT 2018 competition [58]) performed the best, but there were still instances where MiniSAT was faster.

There exists a strong track record of statistical mechanics researchers using the theory of spin glasses to gain insight into the nature of SAT-problems [59–62] and identifying regimes in terms of numbers of clauses and variables where SAT problems are “difficult” or “easy” to solve. However, the power of SAT solving software has been so far overlooked in the context of self-assembly problems. As we discuss in this paper, it offers a very powerful framework that can complement molecular simulations and effectively find solutions to discrete optimization problems of assigning interactions between particles to achieve self-assembly into desired structures. It is the excellent performance of the available SAT solvers that is the main motivation of our effort to formulate inverse design problem for self-assembly as a SAT problem. As we show below, it is the ability to quickly find solutions and check them against the competing structures with the SAT solvers that enables us to design patchy particles that assemble into any desired structure.

**MAPPING OF THE INVERSE DESIGN TASK TO A BOOLEAN SATISFIABILITY PROBLEM**

In the following we will discuss how to formulate a design problem for patchy particles (PP) as a SAT task. We focus on designing PP systems which can consist of multiple \( N_p \) distinct PP types with fixed geometry of patches that is given by the local contact environment in the desired target structure. In the case of the cubic diamond lattice used in our examples below, we hence consider a tetrahedral arrangement of the patches. The design of the building blocks is thus fixed by the choice of the target structure. Each patch of each PP is assigned a color, and the interactions between PPs are determined by specifying a color interaction matrix, which determines which patches can bind to each other (Fig. 2). The free parameters of the model are thus: the number of patches and their geometry, the total number of particle species \( N_p \), and the number of colors \( N_c \). Keeping \( N_p \) and \( N_c \) flexible allows to tune these parameters to optimize the assembly, and adapt it to experimental conditions. We do not impose any torsional restrictions on the patch-patch interaction, but the model can also be extended to account for such restrictions. In our models, complementary interactions have the same strength and we do not allow any misbinding. As the model system for the description provided below, we use a 8-particle unit cell (Fig. 2a,b) of a cubic diamond lattice, consisting of tetravalent PP with tetrahedral geometry. The presented approach can however be adapted to any other lattice or even finite-size assemblies.
FIG. 2. a) A topology representing the unit cell (with eight positions) of the cubic diamond lattice, showing each lattice position connected to four other positions (interacting slot numbers on each respective positions are shown as link labels). b) A schematic 3D representation of the unit cell the of cubic diamond lattice consisting of 8 positions (grey spheres), each bound to its neighbors (using periodic boundary conditions) via numbered “slots”, shown in black. Each position is assigned a number from 1 to 8, and position number 2 is highlighted as an example. c) Position number 2 with its fours slots, numbered from (i) to (iv). The design problem seeks to find patchy particle species with colored slots that are inserted into the positions in the lattice so that their patches (numbered from 1 to 4) overlap with the slots. There are 12 different orientations that a patchy particle with tetrahedral geometry can be positioned into a position so that its patches overlap with respective slots. The twelve possible arrangements are listed in Table I. d) When patchy particles are inserted into the positions, the interacting patches have to be colored with compatible colors. In this schematic example, there are two species, red and green, inserted into two respective positions. The task of the design algorithm is to find particle species with specified patch coloring, color interaction matrix, and patchy particle placements into the respective lattice positions so that all patches are bound to a patch with a compatible color and hence all the bonds in the lattice are satisfied.

Variable definition

The first step of mapping a PP design into a Boolean Satisfiability problem is to define a set of binary variables \( x_i \) that represent the system and can take either 1 (true) or 0 (false) values.

We first specify the desired lattice topology (Fig. 2a), given by the \( L \) positions that the particles occupy. For a lattice with an 8-particle unit cell we have \( L = 8 \). Each position in the lattice is assigned \( V \) slots, each representative of a bond to a neighboring position in the lattice. For the cubic diamond unit cell in Fig. 2b, each position in the lattice has 4 neighbors, so \( V = 4 \). Each of the positions in the lattice has hence four “slots” (we use roman numbers to number slots in Fig. 2c), which are connected to the slots of its neighbors. The lattice topology is encoded by the set of connections between the slots. The goal of the design problem is to find a set of PP and patch colorings so they can be arranged into the target lattice in such a way that the neighboring patches that are in contact in the lattice have complementary colors (i.e., negative potential energy). Note that each PP has the same number of patches as there are number of slots in the unit cell. Satisfying the unit cell with a given available set of PP means that we can populate the target unit cell with patchy particles by placing respective PP into their specific positions in the lattice (Fig. 2c,d). For a PP with tetrahedral symmetry, there are \( N_o = 12 \) different ways it can be arranged into a specific lattice position so that its patches overlap with the slots of the site, as shown in Fig. 2c. We call each possible placement into a specific position an “orientation \( o \)”, where \( o \in [1, N_o] \). The orientation is given by a list of patch numbers that overlap with the slot numbers for a particular orientation. For instance, \( \phi_2 \) corresponds to a mapping from the patches \((1,2,3,4)\) to the slots \((1,4,2,3)\), which means that e.g. \( \phi_2(1) = 1 \) and therefore patch number 1 will overlap with slot (i), \( \phi_2(2) = 4 \) and hence patch 2 will overlap with slot (iv), and so on. All orientations for the tetrahedral system are listed in Table I.

As mentioned earlier, we also fix the total number of particle species \( N_p \) and number of colors \( N_c \) as parameters of our algorithm. We next define the binary variables that describe the entire state space of the design problem:

1. Color interaction variables: Binary variables \( x_{c_i,c_j}^o \) are defined for all combinations of \( c_i \leq c_j \in [1,N_c] \), i.e. for all possible pairs of colors, numbered...
from 1 to \(N_c\). If the variable is true (1) it means that the colors can interact, if it is false then a given pair cannot interact. Please note that our definition allows for self-interaction (if \(x_{C,c_i,c_j} = 1\) for some color \(c_i\)). In the case of DNA nanotechnology, such a self-interacting binding is realized e.g. with a palindromic single-stranded DNA overhang. There are \((N_c)(N_c + 1)/2\) of \(x^C\) variables.

2. **Patch coloring variables**: We define variables \(x^p_{p,s,c}\) for all particle types \(p \in [1,N_p]\), patch number \(s \in [1,V]\) and color \(c \in [1,N_c]\). If it is true, it means that particle of type \(p\) has its \(s\)-th patch colored in color \(c\). If it is false, then it does not have color \(c\). There are \(N_pVN_c\) such variables.

3. **Unit cell placement variables**: We define variable \(x^{l,p,o}_{l,p,o}\), which is true if position \(l \in [1,L]\) in the target unit cell is occupied by a particle type \(p \in [1,N_p]\), which is positioned into the lattice using orientation \(o \in [1,N_o]\). There are \(N_pLN_o\) such variables.

4. **Auxiliary variables**: We further introduce auxiliary variables that will be later used to help formulate clauses that describe the design problem. We define \(x^{l,c}_{l,c}\), which is true if the particle which is positioned in position \(l \in [1,L]\) in the lattice is oriented in such a way that the slot \(s \in [1,V]\) in the position \(l\) is occupied by a patch of color \(c \in [1,N_c]\). There are \(VLN_c\) of these variables.

The variables above define the state space of the design problem. To translate the design problem into SAT, we next need to define binary clauses the specify the required relations that these variables need to satisfy.

**Clause definition**

The variables \(x^C_{c_i,c_j}\) are defined for each color combination. However, we need to impose that each color can only be complementary to one other color. If the solution is for example that color 1 interacts with color 2, it means that for all \(c \neq 1\ or 2\) all variables \(x^C_{1,c}\) and \(x^C_{2,c}\) need to be 0. To formulate the requirement that in the solution to our design problem each color \(c_i\) can only interact with exactly one other color (including possible self-complementarity), we define clauses \(\forall c_i, c_j, c_k \in [1,N_c], c_i \leq c_j < c_k\):

\[
C^\text{int}_{c_i,c_j,c_k} = \neg x^C_{c_i,c_j} \lor \neg x^C_{c_i,c_k}.
\]  

(8)

One can check that if we impose now that color 1 and 2 interact, that is \(x^C_{1,2} = 1\), the above clauses will now include 0 \(\lor \neg x^C_{1,c}\) that have to be satisfied for all \(c \neq 2\) and clauses 0 \(\lor \neg x^C_{2,c}\) that have to be true for all \(c \neq 1\), thus forcing all variables \(x^C_{1,c}\) and \(x^C_{2,c}\) other than \(x^C_{1,2}\) to be 0.

The set of clauses introduced in Eq. (8) are called exactly one clause types and they ensure that from a certain subset of variable class, only one can be true at a time. We will reuse them for other variable sets. Analogously to Eq. 8, we therefore define clauses \(\forall s \in [1,V], p \in [1,N_p], c_i, c_j \in [1,N_c], c_i \neq c_j : C^\text{pcol}_{p,s,c_i,c_j}\) that ensure that patch no. \(s\) of PP type \(p\) will be assigned exactly one color only

\[
C^\text{pcol}_{p,s,c_i,c_j} = \neg x^\text{pcol}_{p,s,c_i} \lor \neg x^\text{pcol}_{p,s,c_j}.
\]  

(9)

To ensure that each lattice position \(l\) is occupied by exactly one particle type with one orientation assigned to it, we introduce \(\forall l \in [1,L], p_i < p_j \in [1,N_p], o_i < o_j \in [1,N_o]\):

\[
C^L_{l,p_i,o_i,p_j,o_j} = \neg x^L_{l,p_i,o_i} \lor \neg x^L_{l,p_j,o_j}.
\]  

(10)

Next, we introduce sets of clauses that impose the topology of the unit cell. We define clauses that enforce for all neighbor positions \(l_i\) and \(l_j\) in the lattice that are connected by slots \(s_i\) and \(s_j\) (shown e.g. in Table II and Supplementary Table S1 for cubic diamond lattice with 8 and 16 unit cell respectively) the slots have to be assigned colors \(c_i, c_j\) that can bind to each other: \(\forall c_i \leq c_j \in [1,N_c]\):

\[
C^\text{int}_{l_i,s_i,d_i,s_j,c_i,c_j} = \neg x^A_{l_i,s_i,c_i} \lor \neg x^A_{l_j,s_j,c_j} \lor x^C_{c_i,c_j}.
\]  

(11)

One can easily verify that the above formulation of such
a condition is equivalent to
\[(x_{l,s,c}^A \land x_{j,s,c}^A) \implies x_{c_i,c_j}^C,\]
which is more intuitively understandable. However, the formulation in Eq. (11) complies with the requirement of SAT, where each individual clause has to be a set of OR statements connecting a set of binary variables or their negation.

Finally, we need to specify that if a lattice position \(l\) is occupied by a particle type \(p\) with assigned orientation \(o\) (in which case \(x_{l,p,o}^L = 1\)), the slots \(s\) of position \(l\) are set to have the color of the patch occupying them: \(\forall l \in [1, L], p \in [1, N_p], o \in [1, N_o], s \in [1, V], c \in [1, N_c]\):
\[x_{l,p,o}^L \implies (x_{l,s,c}^A \iff x_{p,\phi_o(s),c}^\text{pcol}),\]
which can be equivalently rewritten as
\[C_{l,p,o,c,s}^{LS} = (\neg x_{l,p,o}^L \lor \neg x_{l,s,c}^A \lor x_{p,\phi_o(s),c}^\text{pcol}) \land \neg (\neg x_{l,p,o}^L \lor x_{l,s,c}^A \lor \neg x_{p,\phi_o(s),c}^\text{pcol}).\]  (12)
so that the problem is formulated in terms of logic OR operations on variable subset, joined by AND clauses, as required by SAT. Note that the above clause definition uses the mapping function \(\phi_o\) assigned to orientation \(o\) as defined in Table I.

We further define the following additional clauses to ensure that the solution will require that all \(N_p\) particle types are present in the desired target lattice, and also that each color is used at least once for coloring patches:
\[\forall p \in [1, N_p]: C_p^{\text{all}p} = \bigvee_{l \in [1, L], c \in [1, N_c]} x_{l,p,o}^L\]  (13)
and analogously we also require all colors to be used:
\[\forall c \in [1, N_c]: C_c^{\text{all}c} = \bigvee_{p \in [1, N_p], s \in [1, V]} x_{p,s,c}^S.\]  (14)
For example, the clause in Eq.(13) for \(p = 1\) requires that there is at least one position \(l\) with some orientation \(o\) such that \(x_{l,1,o}^L\) is true, i.e., PP of type 1 is present in the unit lattice cell in the solution.

Our choice of Boolean variables and conditions has been optimized to allow solvability of typical self-assembly structures in a reasonable computing time.

Solving design problem and eliminating competing structures

The final SAT formulation is then just a conjunction of all clauses \(C\) defined above in Eqs. (8) - (14). If a solution is found in terms of the variables \(x_l\), it can be straightforwardly converted into human-readable form by just listing the variables \(x_{p,s,c}^\text{pcol}\) and \(x_{c_i,c_j}^C\) that are 1, as their subscripts will specify the patch coloring for each PP type and color interaction matrix.

Note that the SAT solver guarantees that these particles can be arranged into the target lattice, but it is of course still possible that the found solution can also satisfy some other competing lattice. If competing polymorphs are known beforehand, one can use the SAT formulation to discard solution that can assemble into them. For example, in the case of the cubic diamond lattice, it is already known that hexagonal diamond lattice is an often-encountered competing state, so we harness the SAT formulation to quickly check against this competing lattice. We formulate a new SAT problem, where we now use a new lattice (specified by the topology of the hexagonal diamond lattice, shown in Table III). We use all clauses from Eqs. (8)–(12) (where clauses in Eq. (11) use slots \(s_i, s_j\) and lattice positions \(l_i, l_j\) as given by the topology of hexagonal unit cell (given in Table III for 8-unit cell and Supplementary Table S2 for 32-unit cell)). We additionally add new clauses that constrain the variables \(x_{p,s,c}^\text{pcol}\) and \(x_{c_i,c_j}^C\) to be true, where the indices \(p, s, c\) are determined by the set of patchy particle types with their assigned coloring that we want to test (i.e., the solution that came out from the SAT problem applied to cubic diamond lattice). The indices in \(x_{c_i,c_j}^C\) that are set to 1 encode the given interaction matrix that we are testing. Note that we did not include clause sets from Eq. (13), as we also want to include the possibility that a subset of patchy particle types can assemble into the competing structure. We further do not include clauses from Eq. (14), which is redundant in this case because it is already satisfied by the fact that we set variables \(x_{p,s,c}^\text{pcol}\) to true for a combination of patch colorings that already satisfies the condition that each color is used for coloring at least one patch.

If indeed the competing structure can be formed, the SAT solver will find a solution in terms of variables \(x_{l,p,o}^L\). The indices \(l, p\) and \(o\) of the variables provide the particle type and orientation for each lattice position, allowing to
immediately visualize the way in which particles can assemble into the undesired lattice geometry. If that is the case, it means that the original solution that we found in terms of patchy particle types and coloring can also assemble into the other lattice. Similarly, other competing lattices (if known or identified in simulations) can be checked as well. In that case, we can reformulate the SAT problem for the original desired lattice using different parameters $N_p$ and $N_c$ and see when the solution is able to exclude alternative lattices. These checks are very fast, for lattices of size of tens (or less) of positions they take only fractions of a second when using MiniSAT. Alternatively, if we want to keep $N_p$ and $N_c$ fixed but find other solutions with the same number of particle types and colors, one new clause has to be added, which is a set of OR operators with the negation of the particular set of variables $x_{c_i,c_j}^{p}$ and $x_{p,s,\text{c}}^{\text{prod}}$ that describe the solution we already tested and want to exclude:

$$C_{\text{avoid}} = \bigvee_{c_i,c_j \in \mathcal{I}} \neg x_{c_i,c_j}^{p} \bigvee_{p \in [1,N_p],s \in [1,V],c \in C_{p,s}} \neg x_{p,s,c}^{\text{prod}}$$

(15)

where $\mathcal{I}$ is a set of all pairs of interacting colors and $C_{p,s}$ is the coloring of $s$-th patch of particle type $p$ in the solution that we want to avoid.

Iteratively, one can then find a solution that satisfies the target lattice and avoid competing assemblies.

### APPLICATION TO THE DESIGN OF THE CUBIC DIAMOND LATTICE

#### Simulation model

In this section we will design a PP model that assembles into the diamond cubic lattice and avoids the hexagonal diamond one. To test the results obtained from the SAT solver as described in Sec. , we study the assembly using a Monte Carlo (MC) simulation. We use tetravalent patchy particles with tetrahedral patch arrangement (Fig. 2c). The positions of the patches, in the orthonormal base associated with the patchy particle, are given as

$$p_1 = R\left(\sqrt{8}/9, 0, -1/3\right)$$
$$p_2 = R\left(-\sqrt{2}/9, \sqrt{2}/3, -1/3\right)$$
$$p_3 = R\left(-\sqrt{2}/9, -\sqrt{2}/3, -1/3\right)$$
$$p_4 = R\left(0, 0, 1\right),$$

where $R = 0.5$ d.u. (distance units) is the radius of the patchy particle represented by a sphere. Each patchy particle is modeled as a hard sphere, with excluded volume interaction between two particles at distance $r$ defined as

$$V_{\text{ex}}(r) = \begin{cases} \infty & \text{if } r < 2R, \\ 0 & \text{otherwise}. \end{cases}$$

(16)

The interaction between a pair of patches $p_i$ and $q_j$ on distinct particles $i$ and $j$ is modeled through the Kern-Frenkel interaction potential [63, 64]:

$$V_{\text{KF}}(r, \theta_p, \theta_q) = \begin{cases} -1 \quad \text{if } r < 2R + \delta \text{ and } \\
\cos \theta_p > \cos \theta_{\text{max}} \quad \text{and} \\
\cos \theta_q > \cos \theta_{\text{max}}, \\
0 \quad \text{otherwise.} \end{cases}$$

(17)

where $\delta$ and $\cos \theta_{\text{max}}$ specify the range and width of the patches. Furthermore, we use $r = r_{cmq} - r_{cmp}$, where $r = ||r||$ is the distance between the centers of mass of the patchy particles $p$ and $q$, to define angles

$$\cos \theta_p = \frac{r \cdot p_i}{||r|| ||p_i||}$$
$$\cos \theta_q = \frac{r \cdot q_j}{||r|| ||q_j||}$$

(18)

(19)

where $p_i$ is the vector from center of mass of particle $p$ towards patch $p_i$, and analogously for patch $q_j$. The width ($\delta$) and the angular range ($\cos \theta_{\text{max}}$) are not part of the SAT definitions. The only requirement on these parameters is that they should allow each patch to form at most one bond at a time (one bond per patch condition). Bond
| PP species | Patch Coloring |
|------------|----------------|
| 1:         | (a,11) (b,10) (c,10) (d,8) |
| 2:         | (a,9) (b,3) (c,4) (d,4) |
| 3:         | (a,1) (b,7) (c,1) (d,3) |
| 4:         | (a,12) (b,2) (c,6) (d,5) |

Color interactions
(1,10), (2,8), (12,12), (3,4), (5,11), (6,6), (7,9)

TABLE IV. Designed patchy particles for self-assembly into a cubic diamond crystal lattice. It consists of 4 patchy particle types and 12 colors. The patch coloring is in format (patch number, patch color), where patches are labeled from a to d (corresponding to patches from 1 to 4 respectively), and colors are numbered from 1 to 12. The color interaction then lists all pairs of interacting colors, where colors 6 and 12 are self-complementary.

range and width should be modeled on the experimental conditions, and optimized independently depending on the relationships between bond geometry and crystallizability [65]. The simulation model is implemented within the oxDNA simulation package [66], which is mostly used for simulations of coarse-grained models of DNA or RNA, oxDNA/oxRNA [67, 68], but is also a universal simulation package that also implements other models, including the Kern-Frenkel interaction for patchy particle simulations.

Set of particles to assemble cubic diamond lattice

We apply the SAT design framework to find a set of particles that assemble into a cubic diamond lattice. Our previous solution from Ref. [29] was found for \( N_p = 9 \) and \( N_c = 31 \). Aside from the high number of species required, the solution did not have equal concentration of the particle types in the unit lattice, meaning that particle types would have to be mixed in different ratios, which is an added complication for experimental realization. In this work we have conducted extensive scans of the solution space for different combinations of \( N_p \) and \( N_c \) and identified a new solution with \( N_p = 4 \) and \( N_c = 12 \), with the four species used at a 1:1:1:1 ratio in the assembled 16-unit cubic diamond lattice. The patchy particle types with their coloring and color interaction rules are shown in Table IV. In the next section we verify this new solution via Monte Carlo simulation with the Kern-Frenkel potential model (as defined in Sec. ).

Assembly simulations

We run Monte Carlo simulations of a system of \( N = 500 \) patchy particles (125 particles of each species) colored according to the interactions of Table IV. The Kern-Frenkel potential parameter of Eq. 17 are the following: \( \cos(\theta_{\text{max}}) = 0.98 \) and \( \delta = 0.12 \). The density is \( \rho = 0.2 \) (constant) and different simulation runs are done at temperatures in the interval \( T \in [0.085, 0.093] \), starting from random initial positions and orientations. Fig. 4a shows the evolution of the potential energy for all simulation runs. While most temperatures remain in metastable equilibrium for the duration of the simulation, \( T = 0.089 \) displays a clear sign of successful nucleation, i.e. an incubation period followed by a rapid drop of the potential energy. Fig. 4b shows the structure factor of the liquid phase at different temperatures. The strong increase of the signal at \( q = 0 \) with decreasing \( T \) shows that all systems are not homogeneous, but have undergone gas-liquid phase separation. The first two peaks of \( S(q) \), at \( q2R \approx 4.3 \) and \( q2R \approx 8 \) respectively, are located in correspondence of the pre-peak and of the main peak of the diamond crystal structure. This is confirmed by the crystalline peaks for the \( T = 0.089 \) trajectory (dashed line). Fig. 4b thus shows that crystallization occurs after the nucleation of a dense liquid phase [69], whose structure is that of a tetrahedral liquid. In Fig. 4c and Fig. 4d we plot some snapshots of the trajectory at \( T = 0.089 \) during nucleation. In Fig. 4c we color the particles according to their specie, where we can observe the regularity in the specie arrangement in the final crystalline state. In Fig. 4d, particles are colored according to their phase as identified by the Ovito package [70]: liquid (white); cubic diamond (blue); hexagonal diamond (orange). The snapshots visually confirm that nucleation starts from a de-mixed state and that the final crystalline state is our target structure, i.e. the diamond crystal, without stacking faults.

**CONCLUSION AND OUTLOOK**

The search for the general principles behind self-assembly represents a fundamental step towards the promise of nanotechnology to deliver new materials with desired mechanical, optical and thermal properties. The challenges posed by self-assembly are typical of problems with complex free-energy landscapes (e.g. glasses and proteins): given a set of building blocks, there are typically a large number of local free-energy minima that make brute-force approaches computationally intractable both for structure prediction and for its inverse problem, i.e., the design of building blocks that have a desired structure as a global minimum. Here we have presented a new framework, named SAT-assembly, that adopts two strategies to tame this complexity. The first one is the use of patchy interactions as a general model to encode bonded interactions. The second one is the translation of the coloring problem into a satisfiability problem. SAT-assembly allows the design of a multicomponent patchy particle system capable of assembling into a target structure while also avoiding competing struc-
Our framework allows to avoid both finite-size and long-range ordered competing structures that could interfere with the assembly. Here we have focused on 3D lattice assembly, and provided a detailed explanation of the mapping of the design problem to SAT. Furthermore, we extended our prior work by designing a new (simpler) set of patchy particle types that assembles in the bulk cubic diamond lattice, one of the most sought-after crystal designs in the self-assembly community. We have verified that spontaneous self-assembly is possible with a simulation of the Kern-Frenkel potential, with the target structure being assembled without interference from other competing structures.

Our approach can be also generalized to other periodic lattices, as well as finite-size structures [71]. By formulating the design problem as a SAT problem, we can harness the very effective SAT solver tools, which can find solutions to our design problems in the matter...
of seconds to hours (depending on the size of the target structure and the total number of variables and clauses), and also very quickly check the obtained solution against other competing structures that we want to avoid.

Experimental realization of patchy particle designs is still difficult, but recent advances hold promise that the goal is within reach. 3D DNA nanomaterials, and in particular wireframe DNA origami, that naturally encode sequence complementary, already allow the assembly of structures with the desired interactions [72–75]. Other possible realization can be for example via selective patterning of gold nanoparticles [76].

SAT-assembly offers a straightforward and general solution to the problem of inverse self-assembly, which can be employed both to further our fundamental understanding of self-assembling processes and to expand their applications.
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Supplementary Information for "SAT-assembly: A new approach for designing self-assembling systems"

We include here the topology for a unit cell of cubic diamond crystal lattice 16-unit cell, and for hexagonal diamond lattice 32-unit cell. These cells are created by merging smaller unit cells of cubic diamond and hexagonal diamond respectively.
| Position $l_i$ | Slot $s_i$ | Position $l_j$ | Slot $s_j$ |
|---------------|------------|----------------|------------|
| 2             | 4          | 15             | 4          |
| 10            | 2          | 14             | 4          |
| 4             | 1          | 8              | 3          |
| 12            | 3          | 13             | 2          |
| 3             | 2          | 6              | 3          |
| 1             | 4          | 5              | 4          |
| 11            | 4          | 16             | 4          |
| 2             | 3          | 5              | 3          |
| 4             | 4          | 7              | 2          |
| 7             | 4          | 10             | 4          |
| 12            | 2          | 14             | 2          |
| 3             | 3          | 7              | 3          |
| 11            | 1          | 13             | 1          |
| 2             | 2          | 6              | 4          |
| 4             | 3          | 5              | 2          |
| 1             | 1          | 16             | 1          |
| 9             | 3          | 14             | 1          |
| 8             | 2          | 10             | 1          |
| 7             | 1          | 9              | 2          |
| 12            | 1          | 16             | 3          |
| 3             | 4          | 8              | 4          |
| 11            | 2          | 14             | 3          |
| 2             | 1          | 16             | 2          |
| 1             | 2          | 15             | 1          |
| 9             | 4          | 13             | 4          |
| 8             | 1          | 9              | 1          |
| 10            | 3          | 13             | 3          |
| 4             | 2          | 6              | 2          |
| 12            | 4          | 15             | 2          |
| 3             | 1          | 5              | 1          |
| 1             | 3          | 6              | 1          |
| 11            | 3          | 15             | 3          |

Table S1: Cubic diamond 16-unit cell topology: List of lattice positions $l_i$ and $l_j$ that are neighbors in the unit cell of the lattice and their respective slot numbers $s_i$, $s_j$ through which they are bound. The unit cell of size 16 is obtained by pasting together two unit cells of size 8.
Table S2: Hexagonal 32-unit cell topology, obtained by joining 4 unit cell lattices. List of lattice positions $l_i$ and $l_j$ that are neighbors in the unit cell and their respective slot numbers $s_i$, $s_j$ through which they are bound.

| Position $l_i$ | Slot $s_i$ | Position $l_j$ | Slot $s_j$ |
|----------------|-----------|----------------|-----------|
| 8              | 4         | 17             | 1         |
| 2              | 4         | 23             | 1         |
| 10             | 2         | 14             | 2         |
| 4              | 1         | 6              | 2         |
| 12             | 3         | 29             | 1         |
| 22             | 3         | 26             | 2         |
| 17             | 3         | 29             | 2         |
| 3              | 2         | 7              | 2         |
| 27             | 3         | 30             | 4         |
| 7              | 3         | 11             | 1         |
| 18             | 3         | 30             | 2         |
| 1              | 4         | 24             | 1         |
| 11             | 4         | 15             | 4         |
| 28             | 3         | 29             | 4         |
| 8              | 3         | 12             | 1         |
| 2              | 3         | 14             | 1         |
| 13             | 3         | 28             | 1         |
| 23             | 3         | 27             | 2         |
| 4              | 4         | 22             | 1         |
| 9              | 2         | 13             | 2         |
| 17             | 4         | 24             | 2         |
| 27             | 4         | 31             | 4         |
| 24             | 3         | 28             | 2         |
| 7              | 4         | 18             | 1         |
| 12             | 2         | 13             | 4         |
| 19             | 2         | 21             | 4         |
| 26             | 4         | 32             | 3         |
| 3              | 3         | 15             | 1         |
| 2              | 2         | 7              | 1         |
| 20             | 4         | 24             | 2         |
| 4              | 3         | 16             | 1         |
| 1              | 1         | 5              | 1         |
| 14             | 3         | 27             | 1         |
| 9              | 3         | 31             | 1         |
| 19             | 3         | 31             | 2         |
| 10             | 4         | 16             | 2         |
| 18             | 2         | 22             | 2         |
| 20             | 3         | 32             | 2         |
| 3              | 4         | 21             | 1         |
| 25             | 3         | 29             | 3         |
| 11             | 2         | 14             | 4         |
| 5              | 3         | 9              | 1         |
| 2              | 1         | 6              | 1         |
| 15             | 3         | 25             | 1         |
| 6              | 4         | 20             | 1         |
| 1              | 2         | 8              | 1         |
| 9              | 4         | 15             | 2         |
| 19             | 4         | 23             | 4         |
| 16             | 3         | 26             | 1         |
| 10             | 3         | 32             | 1         |
| 21             | 3         | 25             | 2         |
| 4              | 2         | 8              | 2         |
| 12             | 4         | 16             | 4         |
| 28             | 4         | 32             | 4         |
| 17             | 2         | 21             | 2         |
| 3              | 1         | 5              | 2         |
| 25             | 4         | 31             | 3         |
| 18             | 4         | 23             | 2         |
| 5              | 4         | 19             | 1         |
| 26             | 3         | 30             | 3         |
| 20             | 2         | 22             | 4         |
| 6              | 3         | 10             | 1         |
| 1              | 3         | 13             | 1         |
| 11             | 3         | 30             | 1         |