Detection and recognition of objects on aerial photographs using convolutional neural networks
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Abstract. The article is devoted to the use of neural network methods to solve the problem of detection and classification of small objects on aerial photographs. The architectures of YOLO 2 and YOLO 3 are discussed. The training procedure is described, the obtained results are analyzed. During the work it was shown that the considered architectures can be used to solve the problem of detecting and classifying objects in images obtained as a result of aerial photography.

1. Introduction
Intelligent Systems of Computer Vision are actively used in different fields: industry [1, 2], space [3–5], visual tracking [6–8], medicine [9, 31–36], road safety management automation [30], etc. The main idea of the computer vision system is image processing. The computer vision system can solve problems of detection, recognition, creation of new scenes and images from existing ones (transfer of styles) by using information from a video stream obtained by a camera. The actual task is to detect and classify small-sized objects in images obtained as a result of aerial photography using an aircraft or a space satellite. For the case of camera location on board of an aircraft the solution of the problem is complicated by different factors. These factors are: the presence of different types of objects, blurring [10], variations in lighting, small sizes of objects, compression artifacts, background noise, as well as geometric transformation of the image.

Two types of methods are used to solve the problem of objects detection and recognition [11]: two-stage [12–17] and one-stage [18–21]. The second type of methods has a higher speed and is not inferior to the methods of the first type. A review of the literature [21–22] showed that the approaches of the YOLO family [18, 20, 21] are the most effective at the moment. For further research, architectures YOLO 2 and YOLO 3 were chosen. Unlike the first version YOLO, fully connected layers are removed, and the input resolution of the network may change during the detection process.

The purpose of this work is to survey the accuracy of the detection and recognition algorithms YOLO 2 and YOLO 3, trained on images obtained as a result of aerial photography obtained from an aircraft.

2. Architectures description
Consider the architecture and principle of operation of YOLO 2 and YOLO 3. To extract features from images of objects in YOLO 2, the Darknet-19 convolutional neural network model is used. [20]. The network consists of 19 convolutional layers, 5 max pooling layers, global average pooling layer and softmax. Darknet-19 mainly uses $3 \times 3$ convolution filters. Instead of fully connected layers, a global
average pooling layer is applied in front of the softmax layer in Darknet-19. Convolutional neural network, containing this layer in the structure is fully convolution [24]. As shown in [20], it can be applied to images of different resolutions without changing parameters.

Darknet-19 and YOLO 2 use batch normalization for regularization, convergence and stabilization of training.

In [20] Darknet-19 trained on a set of 160 epochs with ImageNet 1000 data. During training, the authors used standard methods of artificial expansion of the set of training examples. After training on images with a resolution of $224 \times 224$, the authors increased the resolution to $448 \times 448$ and trained the network for another 10 epochs.

To solve the detection problem, the authors in [20] modified Darknet-19 by removing the last convolutional layer. Three convolutional layers with 1024 filters with a convolution size of $3 \times 3$ each are added. They are followed by the last convolutional layer with a convolution size of $1 \times 1$ and the number of outputs that is necessary for the detection and classification of $N_C$ classes.

Since the convolutional layers gradually reduce the size of feature maps, there are difficulties in finding objects that are small in size relative to the size of the image. Therefore, feature maps from output of the 13th convolutional layer are combined with feature maps from layer 20 and passed to the input of layer 21, so that the model can use fine grained features.

The entire input image, which is passed to the input of the network, is divided into a grid of $S \times S$ cells. Instead of predicting the position of the bounding boxes, as is done in YOLO, in YOLO 2 the displacement of anchor boxes in each of the $S \times S$ cells is predicted. Anchor boxes are formed before the start of training based on the training data set using the $k$-means method. For each anchor box, the network predicts: 4 values $(x, y, w, h)$ for correcting the size and position of the anchor box, confidence score and $N_C$ probabilities by class. $(N_C + 5) \times B$ values are formed for a single cell, where $B$ – number of anchor boxes (in [20] $B=5$).

During YOLO 2 training, after every 10 batches, the resolution of the input images may change in a random order. This feature allows to detect objects with different sizes. The size can be changed in increments that are multiples of 32.

The softmax function is used to calculate probabilities for class in YOLO 2. The sum of all probabilities is 1. Thus class labels are mutually exclusive. Softmax is used in assumption that there is only one class in every bounding box. In YOLO 3 for each bounding box several classes are predicted with using an independent logistic classifiers. This is how multilabel classification is realized. The method allows better modelling of processed data. Binary cross-entropy is used for each label to calculate the losses. This approach reduces the computational load.

In YOLO 3 the presence of an object for each bounding is box predicted by using logistic regression. If one of the bounding (anchor) boxes overlaps with ground-truth box more than others, the objectness value is 1 in this case. If the overlapping of other anchor boxes is more than some threshold value (which is 0.5 by default), these predictions are not used.

In contrast, in YOLO 3 the prediction is performed for three different scales according to the principle similar to the FPN (feature pyramid network) [23] work. Different scales are set by lowering the dimension of the sampling of the input image by 32, 16 and 8, respectively. After the predictions for two scales, the feature maps are upsampled by 2 times. Then concatenation with earlier maps of features of the same dimension is performed. This allows both low-level and higher-order features to be used together. The results for the three scales are processed by the non-maximum suppression algorithm.

Anchor boxes as well as in YOLO 2, formed by a clustering algorithm $k$-means. A total of 9 rectangles are used, divided into three groups depending on the scale. For feature extraction and classification in YOLO 3, Darknet-53 is used, which contains 53 convolutional layers. It consists of $3 \times 3$ and $1 \times 1$ layers and residual blocks, which allow adding the previous output values to the output of the current layer. This approach allows to solve the problem of vanishing gradient of deep neural network. In YOLO 3 instead of pooling layers convolution with stride 2 is used.
The considered architectures YOLO 2 and YOLO 3 show high results in comparison with other modern algorithms for the detection and classification of objects. The value of mAP for YOLO 2 is 78.6%, which is the biggest in comparison with YOLO, Faster R-CNN, and others [20]. YOLO 3 has even bigger mAP (in comparison to SSD, RetinaNet and others). The processing speed of YOLO 3 is also significantly higher [21].

3. Results

The results of the work were obtained using computational resources of Peter the Great Saint-Petersburg Polytechnic University Supercomputing Center (www.scc.spbstu.ru). The training was done on two NVIDIA Tesla K40X GPU. The training process lasted 200,000 iterations. To create the dataset the following sources were used: aerial photographs from the aircraft, «DOTA: A Large-scale Dataset for Object DeTection in Aerial Images» [25]; «VIVID Dataset» [26]; kaggle service [27]. Google maps [28]. The training dataset contains 7869 images (87287 objects), validation dataset contains 2082 images (22094 objects) and test dataset contains 1504 images (15800 objects). Input resolution 608×608. The dataset contains 6 classes: airplane, building, car, helicopter, ship, large vehicle. The large vehicle class includes buses and trucks.

Metrics based on the calculation of the Intersection over Union (IoU) [29] were used to determine the accuracy of detection and classification. The IoU metric is a ratio of two areas of rectangles: intersection area of the detected rectangle and ground truth-rectangle to the area of their union. Precision and recall values are calculated based on IoU. Precision shows the percentage of true predictions from the number of all detections that the system considered positive, recall – the percentage of positive detections from all true objects. To evaluate the classification accuracy for each class of objects used metric AP (average precision) [29]. AP is calculated as an average precision for 11 recall levels. The sum of the AP values, averaged over number of classes, is a metric mAP (mean average precision) [29].

Table 1 shows the results of detection and classification: AP values for all classes and averaged mAP and IoU. Both considered architectures show good results: values AP and mAP exceed 50%. From this table it is clear that the accuracy of YOLO 3 is higher compared to YOLO 2. The largest performance gain YOLO 3 shows for a car class (more than 20%). The average IoU value for YOLO 3 is 10% higher.

| Parameter                        | YOLO 2   | YOLO 3  |
|----------------------------------|----------|---------|
| Average precision (AP) for airplane | 88.09    | 88.66   |
| Average precision (AP) for building | 70.81    | 72.33   |
| Average precision (AP) for car   | 65.62    | 86.49   |
| Average precision (AP) for helicopter | 82.81    | 87.62   |
| Average precision (AP) for ship  | 84.97    | 86.37   |
| Average precision (AP) for large vehicle | 65.29    | 76.50   |
| mean AP (mAP)                    | 76.14    | 82.99   |
| Jaccard index or Intersection over Union (IoU) | 50.71    | 61.37   |

Figures 1-2 show examples of YOLO 2 and YOLO 3. Both architectures handle the detection of objects of different sizes. The result of detection of YOLO 2 is not accurate enough in the case of the presence in the frame of a plurality of objects of small size close to each other. YOLO 3 was able to detect and recognize much more objects on the frame.
Figure 1. The results of YOLO 2.

Figure 2. The results of YOLO 3.
4. Conclusions
In this paper we have considered the use of the objects detector and classifier based on the neural network to solve the problem of detection and classification of objects in the images obtained as a result of aerial photography. For the study were chosen modern architectures YOLO 2 and YOLO 3. The training is performed on images from different datasets, including our own. The results of experiments on the test set of images showed that both architectures achieved high results. YOLO 3 is superior to YOLO 2 by the values of AP, mAP, and the accuracy of objects localization. YOLO 3 is better at detecting densely concentrated objects of small size. The detector based on YOLO 2 and YOLO 3 can be used in the tasks of detecting small objects on aerial photographs.
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