MavVStream: Extending Database Capabilities for Situation Monitoring Using Extracted Video Contents

I. INTRODUCTION

Ubiquity of inexpensive devices, such as dash/personal cams, mobile phones, and others has made it possible to generate large volumes of video data. Monitoring of these videos is important for postmortem analysis (or forensics), surveillance, security, or personal interest. Consider the Las Vegas shooting incident, where the suspect brought items through a door not being monitored. Automated monitoring of camera footage for specific situations, such as “the same person entering multiple times within a specified time interval” or “same person bringing bulky items multiple times during a specified time interval” would have generated a notification or alarm.

Currently, these types of situations are monitored using custom solutions or manual analysis after the fact. Situation monitoring for sensor Stream Processing (SP) and Complex Event Processing (CEP) have matured. However, there is no database framework, representation, and query language for applying them to video contents (e.g., human, cars, etc.).

Although video streams have a fixed rate, the contents of each video frame are complex in terms of content extraction. Recently, more efficient Video Content Extraction (VCE) algorithms have been developed (e.g., YOLO [1], M-RCNN [2]) to extract video information (e.g., feature vector, bounding box, background to some extent, activity, etc.). Without the appropriate representation of extracted contents, the traditional SP and CEP frameworks cannot be applied directly to extracted video contents as streams [3]. Although there exist some SP frameworks (e.g., Oracle Multimedia, Amazon Kinesis [4]) for storing, searching, and retrieval of videos (or images) based on metadata, they have not pushed the boundaries to represent and query video contents continuously.

In this paper, we postulate that video content analysis can be effectively enhanced by extending and synergistically integrating approaches from three domains (VCE, SP, and CEP) for obtaining an end-to-end holistic solution. VCE is employed for pre-processing each frame from a video to extract relevant contents. The extracted contents need to be represented using expressive data models and processed with new operators to answer relevant queries for

Abstract—Query-based video situation detection (as opposed to manual or customized algorithms) is critical for diverse applications such as traffic monitoring, surveillance, and other types of environmental/infrastructure monitoring.

Video contents are complex in terms of disparate object types and background information. Therefore, in addition to extracting complex contents using the latest vision technologies (including deep learning-based), their representation as well as querying pose different kinds of challenges. Once we have a representation to accommodate extracted contents, ad-hoc querying on that will need new operators, along with their semantics and algorithms for their efficient computation. Extending database framework (representation and real-time querying) for processing queries on video content extracted only once is critical and this effort is an initial step in that direction.

In this paper, we extend the traditional relation to R++ (vector attributes) and arrables to accommodate video contents and extend CQL (Continuous Query Language) with a few new operators to query situations on the extended representation. Backward compatibility, ease-of-use, new operators (including spatial and temporal), and algorithms for efficient execution are discussed in this paper. Classes of queries are identified based on their complexity to evaluate with respect to video content. A large number of small and large video datasets have been used (some from the literature) to show how our work can be used on available datasets. Correctness of queries with manual ground truth, efficient evaluation as well as robustness of algorithms is demonstrated. Our main contribution is couching a framework for a problem that is becoming very important as part of big data analytics based on a novel idea.
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dilapidated, shattered (class: glass), etc. could be expressed and monitored as continuous queries in real-time, alerts could have been raised in a timely manner!

1Our focus is on the efficient processing of the contents after extraction by the VCE algorithms. Real-time extraction of video contents is important, but a different problem and is being addressed by the video processing community and that is a prerequisite for video situation monitoring in real-time using our framework.
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2Capital police surveillance footage from Ms. Pelosi’s house was not being watched. If situations, such as “break-in”, “shattering of glass”, etc. could be expressed and monitored as continuous queries in real-time, alerts could have been raised in a timely manner!
video situation monitoring. A key advantage of this approach is that as each component advances, its effect can be leveraged by the other components to produce a system that is more than the sum of its parts.

A. Contributions

The contributions of this paper are:

- A novel but well-defined and proven (low-risk) approach and its viability for video content analysis.
- An expressive model (termed R++) for extracted information based on the relational data model.
- Enhancing a relational model with multi-dimensional vector and arrable data types.
- Extension of continuous query language with new operators/algorithms (e.g., join on feature vector, compression, direction, etc.) for video situation analysis (CQL-VA).
- Extensive experimentation for accuracy, efficiency, robustness, and scalability.

II. CHALLENGES

The state-of-the-art VCE algorithms identify objects in each frame and track them across frames for a fixed amount of time (specified as a parameter) for labeling. The output of any VCE algorithm is dependent upon the lighting condition, camera position/angle, training data used, etc. Therefore, the robustness of the situations that can be identified from the extracted contents is dependent upon the accuracy and completeness of VCE algorithms. Our immediate goal is to extend CQL to formulate queries that can be posed and processed on the extracted video contents (irrespective of the type of VCE algorithms employed). The summary of situations that are addressed in this paper, the query types, and the computation types are shown in Table I.

**Problem Statement:** Use one or more state-of-the-art VCE algorithms for extracting contents of videos only once and extend a proven database framework for representing the extracted contents using an expressive data model, and to support continuous queries (both ad-hoc and “what if”) on the extracted contents. Following this, we expand the class of queries to more complex situations by adding relevant operators, their efficient processing, and associate accuracy (based on extraction accuracy) to the results obtained. The long-term goal is to create a data flow to automate real-time situation monitoring of videos.

In our view, queries in Table I are starting points to video situation analysis involving aggregation/boolean queries where information from the video is aggregated along temporal or spatial, or both dimensions. For example, we have been able to successfully extend the class of queries in Table I to some of the following:

1) Are two people approaching each other?
2) Did a person remove a delivered package?
3) Are two people shaking hands or exchanging objects?
4) Trajectory of a group of people in a soccer game.

Note that the above situations are more complicated than the ones shown in Table I and require human pose identification (e.g., hand, arm, ...), background extraction (e.g., soccer field) as well as activity modeling (e.g., walking, bending, ...). Since a single VCE algorithm cannot extract all types of information, a combination of extraction algorithms is needed to build a richer extracted content representation. Hence, we focus on the queries in Table I in this paper as they are pre-requisites for detecting more complex situations shown above.

Video analysis systems have been employing relational (e.g., VDBMS [5]) or graph model [6] for content representation and processing them without using stream processing approach. CQL, an extension of SQL (Structured Query Language), is used to query stream data types. However, video contents cannot be modeled with the existing data models, including arrables [7] or array dbms [8]. For example, an object bounding box requires four different attributes to be represented using a relational model.

Additionally, video frames cannot be processed in any arbitrary order since video context will be disrupted if frame sequence is broken. To compute Table I queries, consecutive frames where an object appears need to be brought together. Hence, an expressive data model to represent different types (e.g., vector, multi-dimensional arrays, categorical, ...) of information extracted by VCE algorithms is required for analysis. Besides, a set of operators are required to compare (e.g., matching feature vectors) and process (e.g., extracting direction) video contents. These operators should be backward compatible with the relational operators (e.g., select, aggregation, ...).

**Performing joins on video streams is also a challenge.** Traditional joins compute exact matches (by applying logical operators (e.g., =, >, etc.) over attributes that are not useful for comparing feature vectors, as they vary from frame to frame for the same object. A matching condition (with an appropriate distance measure for comparing vectors) is required for this purpose, which is not supported in current systems.

Moreover, the number of frames in a video depends on video length, and frame rate, and the number of tuples generated for each frame is based on the number of objects present in that

| Query Type | Example Situations | Computation Type |
|------------|-------------------|-----------------|
| Q1 (Search) | Presence of specific object classes (e.g., person) in a video, given the feature vector (or bounding box) | Spatial |
| Q2 (Aggregation) | Counting the number of object classes/instances (e.g., person, car) in a given window. Can be used for extracting the duration of stay of an object, whether two objects entered within a time period, ... | Temporal |
| Q3 (Window-based Join) | Same objects appearing in different videos (e.g., captured by entry or exit camera), individuals staying less than ‘n’ minutes or leaving ‘n’ minutes of each other, ... | Spatial & Temporal |
| Q4 (Direction) | Calculate net direction of movement of objects that are coming close, crossing, being exchanged, ... | Spatial & Temporal |

**TABLE I: Query Types and Example Situations**

| Query Type | Example Situations | Computation Type |
|------------|-------------------|-----------------|
| Q1 (Search) | Presence of specific object classes (e.g., person) in a video, given the feature vector (or bounding box) | Spatial |
| Q2 (Aggregation) | Counting the number of object classes/instances (e.g., person, car) in a given window. Can be used for extracting the duration of stay of an object, whether two objects entered within a time period, ... | Temporal |
| Q3 (Window-based Join) | Same objects appearing in different videos (e.g., captured by entry or exit camera), individuals staying less than ‘n’ minutes or leaving ‘n’ minutes of each other, ... | Spatial & Temporal |
| Q4 (Direction) | Calculate net direction of movement of objects that are coming close, crossing, being exchanged, ... | Spatial & Temporal |
frame. Not all frames are necessary for many computations. As a result, operators are required for efficient processing without losing accuracy. **Current SQL OVER clause cannot be used** to compute Q2 in Table I as no time-based window is supported. A tuple-based window is inappropriate for processing this query since there can be multiple disjoint occurrences of the same object (need to be calculated separately). Q3 in Table I requires joining two different streams (from entry and exit cameras) and needs to check each object entering with all objects exiting with timestamp ts to ts+n as a window frame. Currently, OVER clause cannot specify this type of window frame. Therefore, it is important to have different types of windows (physical, logical [16], [17], and predicate-based windows [18]) introduced by CQL to the video analysis framework. Even other types of dynamic windows based on the presence of an object in consecutive frames are likely to be relevant.

III. RELEVANT WORK

In Table II different categories of video situation analysis framework, their representation techniques and functionalities (both supported and not supported) are shown. The custom solutions shown in Table II are mostly deep learning approaches having fixed class of queries and the focus is on the optimization of neural network, speeding up model inference, etc.

We summarize the current solutions into three categories: (i) Video Streaming Systems, (ii) Low Level Content Analysis Frameworks, and (iii) Graph based Analysis.

**Video Streaming Systems:** Many popular systems are available for stream data processing such as Apache Kafka [19], Apache Flink [20], and Apache Heron [21]. As mentioned earlier, these systems do not process video streams directly. Although the functionalities (see Table II row 2) of Amazon Kinesis [4], SQL servers, and Oracle-Multimedia are useful for representing video content partially, representing the whole video context is still a problem.

**Low-level Content Analysis Frameworks:** These frameworks incorporate different operators and functionalities (see Table II row 3) for video analysis. Their major drawbacks are fixed content (or event) database (needs to be updated periodically) and limited continuous query processing support.

**Graph-based Analysis:** Recently, video analysis is also being explored using graph models [6], [22] to identify complex situations listed in Section III. These solutions are either domain specific or involve custom operator set for each situation. Though VidCep [22] supports window-based computations (e.g., selection, aggregation), none of the systems support situations involving joins and aggregation on different video streams.

**Differences with previous work:** Our work is significantly different from the custom solutions (including deep learning or graph neural networks) in terms of approach (e.g., machine learning vs query processing). These solutions require significant amount of training and retraining for identifying a class of activities (or situations). Additionally, the class of situations cannot be composed to identify complex situation sets described in Section III. Our work differs from the low level content analysis frameworks in terms of the model and high level query language. These frameworks don’t have support for continuous query processing, joining multiple videos and contains low level operators. In this paper, we focus only on the relational model as the graph model is relatively new and comparison is difficult as the types and processing approaches of queries are different.

IV. PROPOSED FRAMEWORK

Our proposed video content analysis framework is composed of three modules: A) Video Content Extraction (VCE), B) modeling extracted contents using R++ and arrables, and C) processing continuous queries for situation detection. The system includes continuous query processing with new CQL-VA operators and their efficient evaluation, and the focus is on the accuracy and robustness of results. The components and data flow of the framework are shown in Fig. I

| Category                        | System                  | Data Model | Supported                                                                 | Not Supported                                                                 |
|---------------------------------|-------------------------|------------|----------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| Custom solutions                | NoScope [9], MIRIS [10], SVQ++ [11], BLAZETIT [12] | Video      | Fixed set of queries (e.g., presence of object, car turning etc.) using deep learning | New class of queries (retrainig required)                     |
| Video streaming systems         | Amazon Kinesis [4], Oracle Multimedia | Relational | Storage, search and retrieval of contents (or metadata)                     | Querying (e.g., aggregation, join etc.)                                      |
| Low-level content analysis      | VDBMS [5]               | Relational | Relational operators: select, project, window based join on streams and non-streams | Aggregation, spatial and temporal operators |
| frameworks                      | BilVideo [13], SVQL [14] | Relational | Relational operators: select, project, aggregation, Spatial operators: bounding box overlap, direction and fixed event and video content database | Any new type of video content or events, continuous query processing |
| Extended                        | LVDBMS [15]             | R++, arrable | Low level operators: appear, before, north etc.                               | Window based joins                                                            |
| CQL and Stream Processing       | MavVStream (using R++, arrables, and CQL-VA) | R++, arrable | Relational operators (window based): select, project, join (nested & hash), group by, aggregation | Background representation, intersect |

**TABLE II: Summary of existing video content analysis literature vs. MavVStream**
that, due to motion blur the image frames may appear blurry as image enhancement methods (e.g., motion correction) were not applied in any of the videos throughout the paper.

Since content extraction (object detection and tracking) is not the main goal of this paper, we will assume that during the pre-processing phase, the following content attributes can be extracted as a minimum from a video using any of the object detection and tracking algorithm available.

a) **Frame id (fid)**: Unique identifier of a frame
b) **Object id (oid)**: A unique identifier assigned to a particular object by the object tracking algorithm across video frames. If the video is long, some limits need to be imposed on the tracking duration.
c) **Object label**: Object type (e.g., car, person, etc.)
d) **Object bounding box (BB)**: A rectangular area representing each object’s location in a particular frame. It contains four elements: x and y coordinates of the lower left corner, width, and height.
e) **Object feature vector (FV)**: A multi-dimensional vector representing features of an object. Ideally, a feature vector of an object should be similar across different video frames (or images). However, state-of-the-art VCE algorithms are unable to do so when proper environmental conditions are not present.

It is worth noting that the quality of VCE algorithms is rapidly improving (in terms of accuracy and completeness of contents extracted). As a result, the object detection and tracking algorithms in this module can be replaced with new state-of-the-art ones (as and when publicly available).

### A. Video Content Extraction (VCE)

A video is formed by capturing images at a specified rate (frames per second or fps) for a specific amount of time. The contents of each frame form a stream of static and moving objects and their spatial relationships over time. This stream is unbounded when used for surveillance monitoring. The purpose of VCE algorithms is to extract accurately (i.e., with high confidence) as much content from video frames as possible. This is dependent upon the environmental conditions (e.g., lighting, camera angle, movement, occlusion, ...) For example, VCE algorithms can misclassify when objects are partially present (or occluded). Besides, for different content types and purposes (e.g., activity modeling, human pose identification, scene parsing, ...), the category of VCE algorithms used differ. Hence, it is an important decision to determine what to extract based on the state-of-the-art VCE research as both the types of queries that can be posed and the correctness of answers depend on the information extracted and their quality (or accuracy). The type of information extracted by the current object detection and tracking algorithms is sufficient to answer queries listed in Table 1. Therefore, the VCE component of the proposed framework employs a state-of-the-art object detection algorithm (YOLO [1]) to extract moving objects, object types/classes, bounding boxes, and object feature vectors from each frame of the video. Individual objects are tracked (for assigning unique object id to each object across a maximum number of frames) using a state-of-the-art object tracking algorithm deep sort [23]. Object tracking can pose some problems (e.g., two different objects can be tracked as a single object) depending on the accuracy of the object detection algorithm. Once all the content attributes are extracted, the raw outputs are post-processed for appropriate formatting and assigning a timestamp (ts) to each frame.

The R++ table can also be converted to an arrable [7] representation (using R2A operator of CQL-VA described in Section IV) for ease of processing using simplified versions of queries. When converted into an arrable by providing grouping and assuming order attributes it will have vector attributes, each of which can contain vector values indicated above due to R++ representation. In an arrable, all attributes that are vectors will have the same number of elements in them and are ordered by the ordering attributes. The R++ columns supporting vectors can contain vectors of any dimension and size. This allows support for any type and size of feature vectors (e.g., SIFT and YOLO generate feature vectors of size 128 and 512, respectively) or other information as they become available in the future.

A tuple is created in an R++ table for each object detected in a video frame along with its associated attributes. An example of R++ table is shown in Fig. 2(b). Here four different types...
of object attributes are shown. The attributes fid, oid, and ts are numerical types whereas [BB] and [FV] are vector types. The size of the [BB] vector is four. However, the size of the [FV] vector will vary depending on the feature vector type.

In Fig. 2 frame 2 contains two objects with object id 1 and 2. Therefore, there are two tuples for frame 2 (with different object ids) in the table. For supporting time-based windows, each frame is associated with an actual timestamp (shown as an integer for convenience).

The difference between an R++ table and a traditional table (or relation in first normal form) is that not all operators can be applied on all columns. For example, select operator has to be applied carefully on vector attributes. Although a bounding box can be selected using values and wild cards, it cannot be applied to a feature vector. Similarly, traditional join cannot be applied on a feature vector although it can be re-defined for a bounding box due to its finite size. The same is true for group by and aggregation operators. These have been implemented with checks in the MavVStream system so appropriate errors are given when used improperly.

The R++ model, arrables and some associated operators, and new operators (CQL-V A) are integrated into the video analysis architecture of MavVStream (Fig. 3). This is a client-server architecture where users can submit CQL-V A queries to MavVStream server. Once the client submits a continuous query, a query plan is generated by the server. Each operator in the query plan object is associated with input and output buffers. Additionally, the underlying base of MavVStream, supports all basic relational operators along with aggregates as well as the CQL-VA operators discussed in Section V. The system also has support for both physical and logical windows with flexible window specifications with hop size to support disjoint and tumbling/rolling windows.

Operators and conditions to process vector attributes, such as bounding boxes and feature vectors have been added along with new arrable operators, such as compressing consecutive tuples (CCT), efficient join using consecutive Join (or cJoin), CCT with join using similarity match condition to compare objects for similarity. A multi-threaded feeder is used for feeding R++ tuples to the query processor. A round-robin
scheduler schedules the operators and a run-time monitor is also available that can handle some quality-of-service (QoS) constraints. The complex event processing subsystem has also been integrated to provide primitive event detection capability (based on continuous queries) and compose them further.

V. CQL-VA AND THE RELATIONAL MODEL

CQL is compatible with the relational model. Similarly, arrable and operators proposed on AQuery [7] have also been shown to be backward compatible with the relational model. CQL-VA introduced in this paper is also compatible with the relational model providing all the computations on that model. In this section, we discuss new operators, their semantics, need, and how they work with R++ and arrables. Operators that have been introduced are based on video processing requirements and queries in Table II and Section II. These operators can also play a role in CQL-VA query optimization in the future. These operators process tuples of an R++ relation and arrables like any other relational operator, but have some constraints due to their applicability to specific types of attributes or data types. For example, in order to filter objects using the relational algebra SELECT (σ) operator, one needs to provide a feature vector or an image from which the feature vector can be extracted. Whereas, processing a bounding box attribute is relatively simpler using integer values and available wild cards. Joining video streams for object matching also requires dealing with feature vectors. These operators are not semantically valid for other attributes. This is important to understand Care has been taken to introduce minimum number of primitive operators and composition is used (due to closure property) to express larger computations.

The list of operators and conditions proposed as part of CQL-VA, their syntax, and complexity is shown in Table III.

| CQL-VA Operators | Syntax | Complexity |
|------------------|--------|------------|
| Similarity Match (comparison operator) | sMatch{(th)} | O(S) |
| R++ to Arrable | R2A (gba=R1.a1, aoa=R1.a2) | O(N*log N) |
| Compress Consecutive Tuples | CCT (AR1, {first|last|both}) | O(N) |
| Consecutive Join | AR1 cJoin (condition) AR2 | O(G * M / (Nt + S)) |
| CCT Join | AR1 cctJoin (condition) AR2 | O(G^2 * S) |
| Direction | Direction (AR1, [BB]) | O(M) |

*This is not any different from using certain operators based on attribute types. For example, average and sum are applicable only to numeric values.

**Similarity Match Condition (sMatch):** Since feature vectors cannot be compared using the relational comparison operators, CQL-VA has added sMatch operator to compare different type of feature vectors. The feature vector size and semantics differ based upon the VCE algorithm used. A threshold can be optionally provided. Currently, two distance metrics cosine (for YOLO) and euclidean distance (for SIFT and histogram) are supported. This condition can only be applied to the [FV] column type of any R++ table (or arrable). The output of the sMatch is the numerical distance between two feature vectors (ranging from 0-1). If the computed distance is greater than the given (or chosen) threshold (th), sMatch evaluates to True. Note that, the th value given controls to what extent we can call two vectors similar and it is very sensitive to the environmental factors contributing to VCE algorithm accuracy mentioned earlier. Since, the complexity of the distance metrics is different, we quantify sMatch complexity by O(S). Obviously, sMatch is computationally more expensive than the relational comparison operators.

**R++ to Arrable Operator (R2A):** The R2A operator converts an R++ table into an arrable representation. The group by (gba) and assuming order (aoa) parameters need to be scalar attributes and perform grouping followed by ordering on each group according to AQuery semantics. This operator can be used, for example, to apply CCT join to improve efficiency. It can also be used to perform vector aggregate operations of AQuery, such as moving averages, again to improve efficiency.

The group by operation using hashing takes O(N) time and sorting G groups can be approximated by O(log N) (upper bound) making the overall complexity O(N * log N) for N tuples in a R++ relation (or window).

**Compress Consecutive Tuples Operator (CCT):** A quirk of video frames is that the same object appears in multiple frames over the field of view. As each object is a tuple, computations such as select or join will compare the same object multiple times (quadratically for join). This operator reduces the occurrence of the same object multiple times.
by compressing the tuples generated by frames. Consecutive occurrences of the same object (whether as consecutive tuples in an R++ or arrable) are reduced to one or two occurrences (see queries Q2-Q4 in Table I).

The CCT operator takes an arrable as input and compresses each vector attribute. It generates an R++ table or an arrable based on argument value, keeping the first/last item of each vector element or both. The relational operators such as selection (with sMatch condition and logical operators), join (on scalar attributes and sMatch condition) and aggregation are applicable to the result set generated by CCT operator (since they are applicable to arrable according to AQuery semantics). Fig. 4 shows query trees for Q2-Q4, where relational operators are applied on top of CCT. Q3 is evaluated with and without the CCT operator to show the performance difference as shown in Section VII. Q2 in Table I only needs to access one tuple for an object id, whereas Q4 requires only two bounding box of an object (from the first and last frame). The DISTINCT operator from SQL does not have the property to remove consecutive multiple occurrences from vector elements for efficiently answering Q2-Q4.

**Consecutive Join Operator (cJoin):** Although traditional join works on arrables using the added sMatch in addition to the relational comparison, it is still a join that compares each pair and in the case of videos, there are a lot of similar objects being compared. cJoin was introduced as an option to not drop tuples (as in CCT) and improve accuracy. This operator is applied after bringing the R++ into an arrable grouping on object id. Although cJoin can be applied on other attribute types, it provides the best efficiency for feature vector matches. Once a match is found, the rest of the tuples are not used (for the same object). In general, this will improve efficiency quite a bit although in the worst case, sMatch may succeed only for the first or last tuple from both sides. cJoin will provide better accuracy than CCT join for the same computation as only the first/last or both are retained in CCT and they may not match. This has been validated experimentally in Section VII.

cJoin cannot be computed using a hash-based approach as the comparison is not equality. Hence, nested loop join is used for joins on feature vectors. However, its performance is likely to be much better than traditional nested loop join. Assuming G groups in both (left: l, right: r) relations, each with NLg and NRg being average number of tuples in a group g, the worst case complexity will be \( \sum_{g=1}^{G} O(NLg \times NRg \times S) \). This can be simplified to \( O(G \times NLg \times NRg \times S) \). S is the cost of computing sMatch. The average complexity will be way better.

**CCT Join:** This operation first applies CCT operator on the input arrables, followed by traditional join with sMatch condition on the same attribute (see Fig. 4 Q4 alternative). This is typically applied on the feature vector attribute. Since CCT reduces the number of tuples in each row of the arrable to one or two, the number of comparisons made here is much less than cJoin and the accuracy will be less or equal to cJoin as well as traditional join. Again, assuming G groups or rows in both arrables, each with NLg and NRg tuples in the group g, the worst case complexity will be \( O((G+2) \times (G+2) \times S) \). If first or last is chosen, it will be \( O(G \times G \times S) \). The worst case complexity in simplified form is \( O(G^2 \times S) \). As we indicated this is a time versus accuracy tradeoff.

**Direction Operator (Direction):** In videos, motion of objects is captured. If multiple objects are present in a video, one may want to identify whether they cross each other or groups of objects are moving in a single direction (e.g., in sports videos). In order to facilitate queries that require the direction of object movement (temporal queries like Q4), this primitive operator has been introduced. This operator can only be applied on the bounding box attribute of an arrable.

This operator outputs one of the 8 directions as an enumerated type in a new column (used like an aggregate function) using the first and last bounding boxes. This operator can also be modified to compute object trajectory. The complexity of the direction operator is \( O(M) \), where \( M \) is the number of unique objects in that particular relation (or arrable) or window.

VI. EVALUATION OF CQL-VA QUERIES

Although, sMatch and direction are sufficient to process the query types indicated in Table I we have introduced other operators for a reason. They are specific to video processing semantics and provide trade-offs with accuracy and response time as demonstrated in this paper. With these, optimization can be done by re-writing queries, where meaningful to take advantage of it. Here we discuss different aspects of CQL-VA evaluation (accuracy, efficiency, robustness) for Table I queries.

**A. Query Formulation**

**Q1 (Search):** This query is formulated on an R++ table using sMatch condition in the where clause.

**Q2 (Count):** Count distinct persons in the video

Select count(*)
From
(Select AR1.oid From
(R2A (R1, R1.oid, R1.fid)) AR1
Where (R1.label = "person"))

**Q3 (Join):** Identify same person in two videos

Select AR1.oid, AR2.oid
From
(R2A (R1, R1.oid, R1.fid)) AR1
cJoin
(R2A (R2, R2.oid, R2.fid)) AR2
on AR1.[FV] sMatch(0.008) AR2.[FV]

There are alternative ways to formulate this query (see Fig. 4 Q3 alternative). Additionally, a regular join with sMatch condition can also be used.

**Q4 (Direction):** Output direction of motion of objects.

Query formulation is similar to Q2. Instead of the count, Direction operator is applied in the select clause (see Fig. 4).
B. Query Evaluation and Accuracy

VCE algorithms do not correctly identify all the objects present in a video correctly (specifically if the video is highly dissimilar from the training videos and due to environmental conditions). The ground truth (GT) of an original video doesn’t match all the time with the VCE output in terms of object presence. As a result, two different objects can be assigned same id by VCE as shown in Fig. 5 (actual case). Therefore, query accuracy is evaluated for video and VCE output separately as Acc(v) and Acc(vCE), respectively throughout this paper. Our goal is to match VCE ground truth as we are not improving the accuracy of VCE algorithms. The standard accuracy formula shown below is used.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

C. Query Efficiency and Scalability

Efficiency is the time taken for the same computation using different operators preserving accuracy as closely as possible. Scalability measures the performance of the operators when the video size increases. For scalability, we have used videos of different lengths (maximum 44.5 min.) and computed the time taken. Since there is a scarcity of large videos containing all the situations of interest in this paper, we have trimmed and merged videos from the CAMNET [27] dataset to increase video length.

Additionally, the performance of the different types of joins in CQL-VA is compared for different video lengths to illustrate the efficiency of introduced operators.

D. Robustness

Typically, queries detect a specific situation in a video. Multiple queries are used to detect different situations on the same video. The robustness of a query is high if it does not detect noise or other situations in the video. For this validation, we have taken videos used for Q3 (which is a join and the query is more complex) and added (concatenated) other video parts (from CAMNET [27] dataset) which do not have the situation being detected by Q3. If we get the same accuracy, then we can say that our query formulation and computation are robust. This establishes that a situation can be detected correctly even in the presence of other arbitrary situations. This is shown in Section VII.

VII. EXPERIMENTAL RESULTS

In this work, we have used two different datasets: CAMNET [27] and MavVid [28] for testing all the situations listed in Table I which includes videos of people passing by a place (e.g., hallway) in complex lighting conditions (e.g., shadow, reflection, etc.) and background. The description of datasets is shown in Table IV. Note that, the number of tuples generated by a video can be different from the number of frames (which determines the length of the video) because of empty frames and the number of objects present in each frame. For example, Video id (Vid) 1 in CAMNET is larger in length than Vid 23 but Vid 23 has more tuples. Processing time for a video is determined by the number of tuples generated by the VCE more than the video length. All the videos in the dataset were pre-processed using the YOLO implementation available in [29] using an NVIDIA Quadro RTX 5000 GPU with 10 GB memory. The query processing experiments were conducted on the same machine with 2 processors (Intel Xeon), 48 cores, and 746 GB of main memory.

The situations of interest in the existing video stream processing systems shown in Table II are different than the situations addressed in this paper. Though VidCEP [22] have investigated a similar query like Q1 in Table I they counted objects from each video frame (e.g., counting the same object multiple times over a period) on 10 videos of DETRAC [30] dataset. In their query, they did not specify which 10 videos of the dataset were used. In addition, Q2-Q4 have not been addressed in any of the video stream processing literature. Thus, comparing the results of the proposed solution with existing ones is extremely difficult. It’s worth mentioning that, the video analysis frameworks (6, 22) have not also compared their results due to the above reasons.

TABLE IV: Dataset Description

| Dataset  | Video Id (Vid) | Length (in minutes & seconds) | Frames | Tuples |
|----------|---------------|------------------------------|--------|--------|
| CAMNET   | 27            | 3 min. 18s                   | 1      | 62/70  |
|          | 23            | 23 min. 37s                  | 25     | 263/38 |
|          | 29            | 22 min.                      | 26/078 | 110/35 |
|          | Total         | 66 min. 27/s                 | 77/292 | 384/26 |

TABLE V: Accuracy of Query Q1. \(W_i\): total number of windows, \(W_s\): window size in seconds.

| Dataset  | Vid | Acc(v) | Acc(vCE) | Best th for accuracy | \(W_s\) | \(W_i\) |
|----------|-----|--------|----------|----------------------|--------|--------|
| MavVid   | 28  | 100%   | 100%     | 0.8500               | 120    | 1      |
|          | 3441| 100%   | 100%     | 0.8640               | 120    | 1      |
|          | 3453| 100%   | 100%     | 0.835                | 120    | 1      |
Q2 (Aggregation) and Q4 (Direction): The experiments for Q2 and Q4 were performed on both the CAMNET and MavVid datasets using the query formulation shown earlier (see Fig. 4 for query tree and Table VI for results) with a time-based disjoint window of 1000s and 120s, respectively. Since MavVid videos are much smaller than CAMNET, the whole video was a window.

| Dataset | V | Query | Acc(v) | Acc(vce) | \(w_s\) | \(w_t\) |
|---------|---|-------|--------|---------|------|------|
| CAMNET  | 1 | Q2    | 89%    | 100%    | 1000 | 7    |
|         |   | Q4    | 77%    | 100%    | 1000 | 7    |
|         | 23| Q2    | 70%    | 100%    | 1000 | 10   |
|         |   | Q4    | 71%    | 100%    | 1000 | 10   |
|         | 29| Q2    | 60%    | 100%    | 1000 | 8    |
|         |   | Q4    | 75%    | 100%    | 1000 | 8    |
| MavVid  | 3441| Q2   | 66.67% | 100%    | 120  | 1    |
|         | 3443| Q2   | 66.67% | 100%    | 120  | 1    |
|         | 3453| Q2   | 66.67% | 100%    | 120  | 1    |
|         | 3453| Q4   | 66.67% | 100%    | 120  | 1    |
|         | 3453| Q4   | 66.67% | 100%    | 120  | 1    |

Here, Acc(vce) is 100% for both queries in all the input videos. Acc(v) drops for these queries as VCE does not produce the correct output. VCE output is shown for two video frames in Fig. 5. As can be seen, in window 5 different objects (see frames 14083 and 14442) are identified as a single object and given the same oid, which affects accuracy. This is true for Q2 as well, as it will compute one net direction for two different objects.

Q3 (Join) common objects from two videos: The experiments for Join were conducted on three videos of MavVid dataset (shown in Table VII) using different join operations (regular join with sMatch condition, cJoin and CCT Join also with sMatch and using the same \(th\) value) of CQL-VA. For CCT Join both was chosen as a parameter. Here, \(O_i\) is used to represent objects uniformly across videos. GT(vce) shows the ground truth with respect to VCE along with the common object pairs that should be generated by join. All the join operations have the same accuracy (different TP and FP) when videos 3437 and 3439 are joined. Although regular join extracts all the object pairs correctly from ground truth, it brings out more FP as compared to cJoin and CCT Join. CCT Join gives the same accuracy as cJoin since the feature vectors in the first frame were matched from both videos. Also, object \(O_1\) in video 3437 is detected as a person only in 15 frames and a door in the rest of the frames. This depicts that the feature vectors also contain the properties of door, whereas \(O_1\) in 3439 does not have such background. Therefore, finding a match for \(O_1\) from both videos even with the best threshold value is difficult.

On the other hand, in video 3457 object, \(O_1\) is wearing different colored clothes. Hence, the feature vectors are very dissimilar for the same object \(O_1\) in 3437. Regular join was able to identify the TP but it has higher FP and TN than cJoin and CCT join. On the other hand, cJoin and CCT join brings out no TP in this case.

We have also performed self join of video 3437 to validate the correctness of the operator implementations. For self-join, we get 100% accuracy with respect to VCE as expected for all flavors of join. It also shows, if feature vectors are consistent, then the results will be more accurate.

B. Efficiency and Scalability

Efficiency experiments were performed on Video 1 and 23 of CAMNET dataset. We have created 5 and 12 minutes videos from Video 1 and 23 by taking the first 5 and 12 minutes from each video, and a 44.5 minutes video by merging videos 1 and 23. The purpose of this was to increase the size of the videos 2 times to understand the processing time taken by the queries. In Fig. 6, the performance of Q1, Q2, and Q4 is shown. With increased video size, the query processing time increases linearly for Q1, Q2, and Q4. The values of the curve vary based on the operator used and the time taken for its computation. Since Q1 is a select operation, it takes the least amount of time among all the queries.

The performance of Q3 was measured in Fig. 7 by joining the same size videos sampled from 1 and 23 as well as joining 1 and 23. As we mentioned earlier, the regular join time (max 900s) is significantly higher than cJoin and CCT join, since the number of comparisons made is higher. This validates our intuition for introducing these operators. Also, the accuracy
TABLE VII: Accuracy of Query Q3 on different video pairs on MavVid dataset. $V_i$: video id, $O_i$: unique identifier to represent an object across videos (this is not oid), GT(vce): ground truth for VCE output.

| Dataset | $V_{id_1} \bowtie V_{id_2}$ | $V_{id_1}$ objects | $V_{id_2}$ objects | GT(vce) | Join Acc(vce) | cJoin Acc(vce) | CCT Join Acc(vce) | Remarks |
|---------|----------------------------|--------------------|--------------------|---------|---------------|----------------|------------------|---------|
| MavVid  | 3437 $\bowtie$ 3437        | $O_1$, $O_2$, $O_3$, $O_5$ | $O_1$, $O_2$, $O_3$, $O_5$ | (O_1, O_1), (O_2, O_2), (O_3, O_3) | 100%           | 100%           | 100%             | Self join         |
|         | 3437 $\bowtie$ 3439        | $O_1$, $O_2$, $O_3$, $O_5$ | $O_1$, $O_3$      | (O_1, O_1), (O_3, O_3) | 62.5% | 62.5% | 62.5% | More TP and FP in join than cJoin and CCT join. $O_1$ detected as person in 15 frames only and door in rest. |
|         | 3437 $\bowtie$ 3457        | $O_1$, $O_2$, $O_3$, $O_4$, $O_6$, $O_7$, $O_8$ | (O_1, O_1) | 93.8% | 75% | 75% | $O_1$ has different color clothes. |

Fig. 6: Query processing time for different length videos from CAMNET dataset. A time-based disjoint window of 1000s was applied here. For Q1, a threshold value of 0.95 was used.

Fig. 7: Q3 processing time for different length videos from CAMNET dataset. Time based window size of 10000s used.

TABLE VIII: Robustness of Q3. 3437 and 3439 generated by adding arbitrary videos containing Q3 situations to 3437 and 3439, respectively. Join, cJoin and CCT join produced same accuracy in this experiment.

| Dataset | $V_{id_1}$ | $V_{id_2}$ | $V_{id_1}$ objects | $V_{id_2}$ objects | GT(vce) | cJoin | Acc(vce) |
|---------|------------|------------|--------------------|--------------------|---------|-------|----------|
| MavVid  | 3437       | 3439       | $O_1$, $O_2$, $O_3$, $O_5$ | $O_1$, $O_3$      | (O_1, O_1), (O_3, O_3) | TP=1, FP=2, FN=1, TN=4 | 62.5% |
|         | 3437+      | 3439+      | $O_1$, $O_2$, $O_3$, $O_5$, $O_6$, $O_7$, $O_8$ | (O_1, O_1), (O_3, O_3) | TP=1, FP=2, FN=1, TN=11 | 80% |

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we have provided a novel database framework and identified the components for general-purpose video analysis and shown how a few additional operators can detect situations efficiently. We have shown how established and low-risk approaches can be adapted for the new domain of query-based situation monitoring. This is only a starting point for establishing the viability of the database framework for content-based video situation monitoring. There are several challenges from here to automated real-time situation monitoring. Some of them are:

- Combining multiple pre-processing outputs for the same video for enhancing extracted contents
- Complex situations detection including using event detection on video contents
- New operators (spatial, temporal, object interaction, ...), their semantics, and efficient computation and new window types
- Optimization of CQL-VA continuous queries
- Automatic inference of $th$ (threshold) value (can benefit from machine learning techniques)
Real-time issues: runtime monitoring, scheduling, load shedding, capacity modeling
• Supporting dynamic multiple CQ processing and exploit shared sub-computations
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