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Abstract
This paper aims to solve a distributed learning problem under Byzantine attacks. In the underlying distributed system, a number of unknown but malicious workers (termed as Byzantine workers) can send arbitrary messages to the master and bias the learning process, due to data corruptions, computation errors or malicious attacks. Prior work has considered a total variation (TV) norm-penalized approximation formulation to handle the Byzantine attacks, where the TV norm penalty forces the regular workers’ local variables to be close, and meanwhile, tolerates the outliers sent by the Byzantine workers. To solve the TV norm-penalized approximation formulation, we propose a Byzantine-robust stochastic alternating direction method of multipliers (ADMM) that fully utilizes the separable problem structure. Theoretically, we prove that the proposed method converges to a bounded neighborhood of the optimal solution at a rate of $O(1/k)$ under mild assumptions, where $k$ is the number of iterations and the size of neighborhood is determined by the number of Byzantine workers. Numerical experiments on the MNIST and COVERTYPE datasets demonstrate the effectiveness of the proposed method to various Byzantine attacks.
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1. Introduction
Most of the traditional machine learning algorithms require to collect training data from their owners to a single computer or data center, which is not only communication-inefficient but also vulnerable to privacy leakage [1, 2, 3]. With the explosive growth of the big data, federated learning has been proposed as a novel privacy-preserving distributed machine learning scheme, and received extensive research interest recently [4, 5, 6]. In federated learning, the training data are stored at distributed workers, and the workers compute their local variables using local training data, under the coordination of a master. This scheme effectively reduces the risk of data leakage and protects privacy.
However, federated learning still faces significant security challenges. Some of the distributed workers, whose identities are unknown, could be unreliable and send wrong or even malicious messages to the master, due to data corruptions, computation errors or malicious attacks. To characterize the worse-case scenario, we adopt the Byzantine failure model, in which the Byzantine workers are aware of all information of the other workers, and able to send arbitrary messages to the master [7, 8, 9, 10]. In this paper, we aim at solving the distributed learning problem under Byzantine attacks that potentially threat federated learning applications.

**Related works.** With the rapid popularization of federated learning, Byzantine-robust distributed learning has become an attractive research topic in recent years. Most of the existing algorithms modify distributed stochastic gradient descent (SGD) to the Byzantine-robust variants. In the standard distributed SGD, at every iteration, all the workers send their local stochastic gradients to the master, while the master averages all the received stochastic gradients and updates the optimization variable. When Byzantine workers are present, they can send faulty values other than true stochastic gradients to the master so as to bias the learning process. It is shown that the standard distributed SGD with mean aggregation is vulnerable to Byzantine attacks [11].

When the training data are independently and identically distributed (i.i.d.) at the workers, the stochastic gradients of the regular workers are i.i.d. too. This fact motivates two mainstream methods to deal with Byzantine attacks: *attack detection* and *robust aggregation*. For *attack detection*, [12] and [13] propose to offline train an autoencoder, which is used to online calculate credit scores of the workers. The messages sent by the workers with lower credit scores will be discarded in the mean aggregation. The robust subgradient push algorithm in [14] operates over a decentralized network. Each worker calculates a score for each of its neighbors, and isolates those with lower scores. The works of [15, 16] detect the Byzantine workers with historic gradients so as to ensure robustness. The work of [17] uses redundant gradients for attack detection. However, it requires overlapped data samples on multiple workers, and does not fit for the federated learning setting. For *robust aggregation*, the master can use geometric median, instead of mean, to aggregate the received messages [18, 19, 20]. When the number of Byzantine workers is less than the number of regular workers, geometric median provides a reliable approximation to the average of regular workers’ stochastic gradients. Other similar robust aggregation rules include marginal trimmed mean and dimensional median [21, 22, 23]. Some aggregation rules select a representative stochastic gradient from all the received ones to
update the global variable, e.g., Medoid [19] and Krum [11]. Medoid selects the stochastic gradient with the smallest distance from all the others, while Krum selects the one with the smallest squared distance to a fixed number of nearest stochastic gradients. An extension of Krum, termed as $h$-Krum, selects $h$ stochastic gradients with Krum and uses their average. Bulyan [24] first selects a number of stochastic gradients with Krum or other robust selection/aggregation rules, and then uses their trimmed dimensional median.

When the training data and the stochastic gradients are non-i.i.d. at the workers, which is common in federated learning applications [25], naive robust aggregation of stochastic gradients no longer works. The works of [26, 27] adopt a resampling strategy to alleviate the effect caused by non-i.i.d. training data. With a larger resampling parameter, the algorithms can handle higher data heterogeneity, at the cost of tolerating less Byzantine workers. Robust stochastic aggregation (RSA) aggregates local variables, instead of stochastic gradients [28]. To be specific, it considers a total variation (TV) norm-penalized approximation formulation to handle Byzantine attacks, where the TV norm penalty forces the regular workers’ local variables to be close, and meanwhile, tolerates the outliers sent by the Byzantine workers. Although the stochastic subgradient method proposed in [28] is able to solve the TV norm-penalized approximation formulation, it ignores the separable problem structure.

Other related works include [29, 30, 31, 32], which shows that the stochastic gradient noise affects the effectiveness of robust aggregation rules. Thus, the robustness of the Byzantine-resilience methods can be improved by reducing the variance of stochastic gradients. The asynchronous Byzantine-robust SGD is considered in [33, 34, 35]. The work of [36] addresses the saddle-point attacks in the non-convex setting, and [37, 38, 39, 40] consider Byzantine robustness in decentralized learning.

Our contributions. Our contributions are three-fold.

(i) We propose a Byzantine-robust stochastic alternating direction method of multipliers (ADMM) that utilizes the separable problem structure of the TV norm-penalized approximation formulation. The stochastic ADMM updates are further simplified, such that the iteration-wise communication and computation costs are the same as those of the stochastic subgradient method.

(ii) We theoretically prove that the proposed stochastic ADMM converges to a bounded neighborhood of the optimal solution at a rate of $O(1/k)$ under mild assumptions, where $k$ is the number of iterations and the size of
neighborhood is determined by the number of Byzantine workers.

(iii) We conduct numerical experiments on the MNIST and COVER TYPE datasets to demonstrate the effectiveness of the proposed stochastic ADMM to various Byzantine attacks.

2. Problem Formulation

Let us consider a distributed network with a master and $m$ workers, among which $q$ workers are Byzantine and the other $r = m - q$ workers are regular. The exact value of $q$ and the identities of the Byzantine workers are all unknown. We are interested in solving a stochastic optimization problem in the form of

$$\min_{\tilde{x}} \sum_{i=1}^{m} \mathbb{E}[F(\tilde{x}, \xi_i)] + f_0(\tilde{x}),$$

where $\tilde{x} \in \mathbb{R}^d$ is the optimization variable, $f_0(\tilde{x})$ is the regularization term known to the master, and $F(\tilde{x}, \xi_i)$ is the loss function of worker $i$ with respect to a random variable $\xi_i \sim \mathcal{D}_i$. Here we assume that the data distributions $\mathcal{D}_i$ on the workers can be different, which is common in federated learning applications.

Define $\mathcal{R}$ and $\mathcal{B}$ as the sets of regular workers and Byzantine workers, respectively. We have $|\mathcal{B}| = q$ and $|\mathcal{R}| = r$. Because of the existence of Byzantine workers, directly solving (1) without distinguishing between regular and Byzantine workers is meaningless. A less ambitious alternative is to minimize the summation of the regular workers’ local expected cost functions plus the regularization term, in the form of

$$\min_{\tilde{x}} \sum_{i \in \mathcal{R}} \mathbb{E}[F(\tilde{x}, \xi_i)] + f_0(\tilde{x}),$$

Our proposed algorithm and RSA [28] both aggregate optimization variables, instead of stochastic gradients. To do so, denote $x_i$ as the local copy of $\tilde{x}$ at a regular worker $i \in \mathcal{R}$, and $x_0$ as the local copy at the master. Collecting the local copies in a vector $x = [x_0; \cdots; x_i; \cdots] \in \mathbb{R}^{(r+1)d}$, we know that (2) is equivalent to

$$\min_{x} \sum_{i \in \mathcal{R}} \mathbb{E}[F(x_i, \xi_i)] + f_0(x_0),$$

s.t. $x_i - x_0 = 0, \forall i \in \mathcal{R}$,
where \( x_i - x_0 = 0, \forall i \in \mathcal{R} \) are the consensus constraints to force the local copies to be the same.

RSA \([28]\) considers a TV norm-penalized approximation formulation of (3), in the form of

\[
\min_{x} \sum_{i \in \mathcal{R}} (E[F(x_i, \xi_i)] + \lambda \|x_i - x_0\|_1) + f_0(x_0),
\]

where \( \lambda \) is a positive constant and \( \sum_{i \in \mathcal{R}} \|x_i - x_0\|_1 \) is the TV norm penalty for the constraints in (3). The TV norm penalty forces the regular workers’ local optimization variables to be close to the master’s, and meanwhile, tolerates the outliers when the Byzantine attackers are present. Due to the existence of the nonsmooth TV norm term, RSA solves (4) with the stochastic subgradient method. The updates of RSA, at the existence of Byzantine workers, are as follows. At time \( k \), the master sends \( x^k_0 \) to the workers, every regular worker \( i \in \mathcal{R} \) sends \( x^k_i \) to the master, while every Byzantine worker \( j \in \mathcal{B} \) sends an arbitrary malicious vector \( u^k_j \in \mathbb{R}^d \) to the master. Then, the updates of \( x^{k+1}_i \) for every regular worker \( i \) and \( x^{k+1}_0 \) for the master are given by

\[
\begin{align*}
    x^{k+1}_i &= x^k_i - \alpha^k \left( F'(x^k_i, \xi^k_i) + \lambda \text{sgn}(x^k_i - x^k_0) \right), \\
    x^{k+1}_0 &= x^k_0 - \alpha^k \left( f'_0(x^k_0) - \lambda \sum_{i \in \mathcal{R}} \text{sgn}(x^k_i - x^k_0) - \lambda \sum_{j \in \mathcal{B}} \text{sgn}(u^k_j - x^k_0) \right),
\end{align*}
\]

where \( F'(x^k_i, \xi^k_i) \) is a stochastic gradient at \( x^k_i \) respect to a random sample \( \xi^k_i \) for regular worker \( i \), \( \text{sgn}(\cdot) \) is the element-wise sign function (\( \text{sgn}(a) = 1 \) if \( a > 0 \), \( \text{sgn}(a) = -1 \) if \( a < 0 \), and \( \text{sgn}(a) \in [-1, 1] \) if \( a = 0 \)), and \( \alpha^k \) is the diminishing learning rate at time \( k \).

Although RSA has been proven as a robust algorithm under Byzantine attacks \([28]\), the sign functions therein enable the Byzantine workers to send slightly modified messages that remarkably biases the learning process. In addition, RSA fully ignores the special separable structure of the TV norm penalty. In this paper, we also consider the TV norm-penalized approximation formulation (4), propose a stochastic ADMM that utilizes the problem structure, and develop a novel Byzantine-robust algorithm.
3. Algorithm Development

In this section, we utilize the separable problem structure of (4) and propose a robust stochastic ADMM to solve it. The challenge is that the unknown Byzantine workers can send faulty messages during the optimization process. At this stage, we simply ignore the existence of Byzantine workers and develop an algorithm to solve (4). Then, we will consider the influence of Byzantine workers on the algorithm. We begin with applying the stochastic ADMM to solve (4), and then simplify the updates such that the iteration-wise communication and computation costs are the same as those of the stochastic subgradient method in [28].

**Stochastic ADMM.** Suppose that all the workers are regular such that \( m = r \). To apply the stochastic ADMM, for every worker \( i \), introduce auxiliary variables \( z(0, i), z(i, 0) \in \mathbb{R}^d \) on the directed edges \( (0, i), (i, 0) \), respectively. By introducing consensus constraints \( z(0, i) - x_0 = 0 \) and \( z(i, 0) - x_i = 0 \), (4) is equivalent to

\[
\begin{align*}
\min_{x, z} & \sum_{i \in \mathcal{R}} \left( \mathbb{E}[F(x_i, \xi_i)] + \lambda \|z(0, i) - z(i, 0)\|_1 \right) + f_0(x_0), \\
\text{s.t.} & \quad z(i, 0) - x_0 = 0, \quad z(0, i) - x_i = 0, \quad \forall i \in \mathcal{R}.
\end{align*}
\]

For the ease of presentation, we stack these auxiliary variables in a new variable \( z \in \mathbb{R}^{2d} \). As we will see below, the introduction of \( z \) is to split the expectation term \( \sum_{i \in \mathcal{R}} \mathbb{E}[F(x_i, \xi_i)] \) and the TV norm penalty term \( \sum_{i \in \mathcal{R}} \|x_i - x_0\|_1 \) so as to utilize the separable problem structure.

The augmented Lagrangian function of (6) is

\[
\begin{align*}
\mathcal{L}_\beta(x, z, \eta) &= \sum_{i \in \mathcal{R}} \left( \mathbb{E}[F(x_i, \xi_i)] + \lambda \|z(0, i) - z(i, 0)\|_1 \right) + f_0(x_0) \\
&\quad + \sum_{i \in \mathcal{R}} \left( \langle \eta(i, 0), z(i, 0) - x_0 \rangle + \frac{\beta}{2} \|z(0, i) - x_0\|^2 \right) + \sum_{i \in \mathcal{R}} \left( \langle \eta(0, i), z(0, i) - x_i \rangle + \frac{\beta}{2} \|z(0, i) - x_i\|^2 \right),
\end{align*}
\]

where \( \beta \) is a positive constant, while \( \eta(i, 0) \in \mathbb{R}^d \) and \( \eta(0, i) \in \mathbb{R}^d \) are the Lagrange multipliers attached to the consensus constraints \( z(i, 0) - x_0 = 0 \) and \( z(0, i) - x_i = 0 \), respectively. For convenience, we also collect all the Lagrange multipliers in a new variable \( \eta \in \mathbb{R}^{2d} \).

Given the augmented Lagrangian function (7), the vanilla ADMM works as follows. At time \( k \), it first updates \( x^{k+1} \)
through minimizing the augmented Lagrangian function at $z = z^k$ and $\eta = \eta^k$, then updates $z^{k+1}$ through minimizing the Lagrangian function at $x = x^{k+1}$ and $\eta = \eta^k$, and finally updates $\eta^{k+1}$ through dual gradient ascent. The updates are given by

$$x^{k+1} = \arg \min_x L^\beta_0(x, z^k, \eta^k),$$  

$$z^{k+1} = \arg \min_z L^\beta_0(x^{k+1}, z, \eta^k),$$

$$\eta^{k+1}(i, 0) = \eta^k(i, 0) + \beta(\beta z^{k+1}(i, 0) - x_0^{k+1}), \quad \eta^{k+1}(0, i) = \eta^k(0, i) + \beta z^{k+1}(0, i) - x_0^{k+1}. \quad (8c)$$

However, the $x$-update in (8a) is an expectation minimization problem and hence nontrivial. To address this issue, [41] proposes to replace the augmented Lagrangian function $L^\beta_0(x, z^k, \eta^k)$ with its stochastic counterpart, given by

$$L^\beta_0(x, z, \eta) = \sum_{i \in \mathbb{R}} \mathbb{E} \left[ |z(i, 0) - z(i, 0)|_1 + f_0(x_0^k) + \langle f_0'(x_0^k), x_0 \rangle + \frac{\sigma^k ||x_0 - x_0^k||^2}{2} \right]$$

$$+ \sum_{i \in \mathbb{R}} \left( F(x_i^k, \xi_i^k) + \langle F'(x_i^k, \xi_i^k), x_i \rangle + \frac{\sigma^k ||x_i - x_i^k||^2}{2} \right)$$

$$+ \sum_{i \in \mathbb{R}} \left( \mathbb{E} [\zeta(i, 0), z(i, 0) - x_0] + \frac{\beta}{2} ||z(i, 0) - x_0||^2 \right) + \sum_{i \in \mathbb{R}} \left( \mathbb{E} [\zeta(0, i), z(0, i) - x_i] + \frac{\beta}{2} ||z(0, i) - x_i||^2 \right), \quad (9)$$

where $\xi_i^k$ is the random variable of worker $i$ at time $k$ and $\sigma^k$ is the positive stepsize. Observe that (9) is a stochastic first-order approximation to (7), in the sense that

$$\mathbb{E}[F(x, \xi_i)] \simeq F(x_i^k, \xi_i^k) + \langle F'(x_i^k, \xi_i^k), x_i \rangle + \frac{\sigma^k ||x_i - x_i^k||^2}{2} \quad \text{and} \quad f_0(x) \simeq f_0(x_0^k) + \langle f_0'(x_0^k), x_0 \rangle + \frac{\sigma^k ||x_0 - x_0^k||^2}{2},$$

at the points $x_i = x_i^k$ and $x_0 = x_0^k$, respectively.

With the stochastic approximation, the explicit solutions of $x_i^{k+1}$ and $x_0^{k+1}$ are

$$x_i^{k+1} = \frac{1}{\sigma^k + \beta} \left( \sigma^k x_i^k + \beta z^k(0, i) + \eta^k(0, i) - F'(x_i^k, \xi_i^k) \right),$$

$$x_0^{k+1} = \frac{1}{\sigma^k + m\beta} \left( \sigma^k x_0^k + \sum_{i \in \mathbb{R}} (\beta z^k(i, 0) + \eta^k(i, 0)) - f_0'(x_0^k) \right). \quad (10)$$
For simplicity, we replace the parameter \( \frac{1}{\sigma_k} \) by \( \alpha_k \) and \( \frac{1}{\sum_i \beta_i} \) by \( \alpha_{0i} \). Thus, (10) is equivalent to

\[
x_k^{k+1} = x_k^i - \alpha_k^i \left( F'(x_k^i, \xi_k^i) + \beta x_k^i - \beta z_k^i(0, i) - \eta_k^i(0, i) \right),
\]

\[
x_0^{k+1} = x_0^0 - \alpha_0^0 \left( f_0'(x_0^0) + \sum_{i \in \mathcal{R}} (\beta x_0^i - \beta z_k^i(i, 0) - \eta_k(i, 0)) \right).
\]

**Simplification.** Observe that the \( z \)-update in (8b) is also challenging as the variables \( z(0, i) \) and \( z(i, 0) \) are coupled by the TV norm penalty term. Next, we will simplify the three-variable updates in (11), (8b) and (8c) to eliminate the \( z \)-update and obtain a more compact algorithm. Note that the decentralized deterministic ADMM can also be simplified to eliminate auxiliary variables [42]. However, we are considering the distributed stochastic ADMM, and the TV norm penalty term makes the simplification much more challenging.

**Proposition 1 (Simplified stochastic ADMM).** Suppose \( m = r \). The updates (11), (8b) and (8c) can be simplified as

\[
x_k^{k+1} = x_k^i - \alpha_k^i \left( F'(x_k^i, \xi_k^i) + 2 \eta_k^{k-1} \right),
\]

\[
x_0^{k+1} = x_0^0 - \alpha_0^0 \left( f_0'(x_0^0) - \sum_{i \in \mathcal{R}} (2 \eta_k^i - \eta_k^{k-1}) \right),
\]

\[
\eta_k^{k+1} := \eta_k^{k+1}(i, 0) = -\eta_k^{k+1}(0, i) = \text{proj}_\lambda \left( \eta_k^i + \frac{\beta}{2} (x_k^{k+1} - x_0^{k+1}) \right),
\]

where \( \text{proj}_\lambda(\cdot) \) is the projection operator that for each dimension maps any point in \( \mathbb{R} \) onto \([-\lambda, \lambda]\).

**Proof.** See Appendix A. \( \blacksquare \)

**Presence of Byzantine workers.** Now we start to consider how the stochastic ADMM updates (12), (13) and (14) are implemented when the Byzantine workers are present. At time \( k \), every regular worker \( i \in \mathcal{R} \) updates \( x_i^{k+1} \) with (12) and \( \eta_i^{k+1} \) with (14), and then sends \( \eta_i^{k+1} \) to the master. Meanwhile, every Byzantine worker \( j \in \mathcal{B} \) can cheat the master by sending \( \eta_j^{k+1} \in \mathbb{R}^d \) where the elements are arbitrary within \([-\lambda, \lambda]^d \). Otherwise, the Byzantine worker \( j \) can be directly detected and eliminated by the master. This amounts to that every Byzantine worker \( j \in \mathcal{B} \) follows an update
rule similar to (14), as
\[
\eta_j^{k+1} = \text{proj}_j(\eta_j^k + \beta (u_j^{k+1} - x_0^{k+1})),
\]
(15)
where \(u_j^{k+1} \in \mathbb{R}^d\) is an arbitrary vector. After receiving all messages \(\eta_i^{k+1}\) from the regular workers \(i \in \mathcal{R}\) and \(\eta_j^{k+1}\) from the Byzantine workers \(j \in \mathcal{B}\), the master updates \(x_0^{k+1}\) via
\[
x_0^{k+1} = x_0^k - a_0(\nabla f_0(x_0^k) - \sum_{i \in \mathcal{R}} (2\eta_i^k - \eta_i^{k-1}) - \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1})).
\]
(16)

The Byzantine-robust stochastic ADMM for distributed learning is outlined in Algorithm 1 and illustrated in Figure 1. Observe that the communication and computation costs are the same as those in the stochastic subgradient method in [28]. The only extra cost is that every worker \(i\) must store the dual variable \(\eta_i^k\).

Comparing the stochastic subgradient updates (5) with the stochastic ADMM updates (12), (13) and (14), we can observe a primal-dual connection. In the stochastic subgradient method, the workers upload primal variables \(x_i^k\), while in the stochastic ADMM, the workers upload dual variables \(\eta_i^{k+1}\). The stochastic subgradient method controls the influence of a malicious message by the sign function. No matter what the malicious message is, its modification on each dimension is among \(-\lambda, \lambda\), and a value within \([-\lambda, \lambda]\) if the values of the malicious worker and the master are identical. The stochastic ADMM controls the influence of a malicious message by the projection function. The modification of the malicious message on each dimension is within \([-\lambda, \lambda]\).

![Figure 1](image.png)

Figure 1. An illustration of the distributed stochastic ADMM for Byzantine-robust learning. In the master-worker architecture, there are \(m\) workers in total, among which \(r\) are regular workers and \(q = m - r\) are Byzantine workers.
Algorithm 1 Byzantine-Robust Stochastic ADMM

**Master**

Initialize $x_0^0$, $\eta_{-1}^i$, and $\eta_0^i$.

1: while not stopped do
2: Update $x_{k+1}^0$ via (16);
3: Broadcast $x_{k+1}^0$ to all the workers;
4: Receive $\eta_{k+1}^i$ from the regular workers $i \in R$ and $\eta_{k+1}^j$ from the Byzantine workers $j \in B$.

**Regular Worker $i$**

Initialize $x_0^i$, $\eta_{-1}^i$, and $\eta_0^i$.

1: while not stopped do
2: Update $x_{k+1}^i$ via (12);
3: Update $\eta_{k+1}^i$ via (14);
4: Send $\eta_{k+1}^i$ to the master;
5: Receive $x_{k+1}^0$ from the master.

4. Convergence Analysis

In this section, we analyze the convergence of the proposed Byzantine-robust stochastic ADMM. We make the following assumptions, which are common in analyzing distributed stochastic optimization algorithms.

**Assumption 1 (Strong convexity).** The local cost functions $E[F(x_i, \xi_i)]$ and the regularization term $f_0(x_0)$ are strongly convex with constants $\mu_i$ and $\mu_0$, respectively.

**Assumption 2 (Lipschitz continuous gradients).** The local cost functions $E[F(x_i, \xi_i)]$ and the regularization term $f_0(x_0)$ have Lipschitz continuous gradients with constants $L_i$ and $L_0$, respectively.

**Assumption 3 (Bounded variance).** Within every worker $i$, the data sampling is i.i.d. with $\xi_i \sim D_i$. The variance of stochastic gradients $F'(x, \xi_i)$ is upper bounded by $\delta_i^2$, as

$$\mathbb{E}[||F'(x, \xi_i) - \mathbb{E}[F'(x, \xi_i)]||^2] \leq \delta_i^2.$$  \hspace{1cm} (17)

4.1. Main Results

First, we show the equivalence between (2) and (6). When the penalty parameter $\lambda$ is sufficiently, it has been shown in Theorem 1 of [28] that the optimal primal variables of (6) are consensual and identical to the minimizer of (2). We repeat this conclusion in the following lemma.
Lemma 1 (Consensus and equivalence). Suppose Assumptions 1 and 2 hold. If \( \lambda \geq \lambda_0 := \max_{i \in \mathcal{R}} ||\mathbb{E}[F'(\tilde{x}^*, \xi_i)]||_\infty \), then for all \( i \in \mathcal{R} \), we have

\[ x_i^* = x_0^* = \tilde{x}^*, \]

where \( x_i^* \) and \( x_0^* \) are the optimal primal variables of (6), and \( \tilde{x}^* \) is the minimizer of (2).

Intuitively, setting a sufficiently large penalty parameter \( \lambda \) ensures the variables \( x_i \) and \( x_0 \) to be consensual, since a larger \( \lambda \) gives more weight on the consensus constraints. When the training data at the workers are non-i.i.d., the local expected gradients \( \mathbb{E}[F'(\tilde{x}^*, \xi_i)] \) deviate from 0, which leads to a large lower bound \( \lambda_0 \) to maintain consensus. Once the variables are consensual, (6) is equivalent to (2).

Now, we present the main theorem on the convergence of the proposed Byzantine-robust stochastic ADMM.

**Theorem 1 (O(1/k)-convergence).** Suppose Assumptions 1, 2, and 3 hold. Let \( \lambda \geq \lambda_0 \) and the stepsizes be

\[ a_0^k = \min \left\{ \frac{1}{ck+m\beta}, \frac{1}{\mu_0+L_0}, \frac{1}{\mu_i+L_i} \right\}, \quad a_i^k = \min \left\{ \frac{1}{ck+\beta}, \frac{1}{\mu_0+L_0}, \frac{1}{\mu_i+L_i} \right\}, \quad \forall i \in \mathcal{R}, \]

for some positive constants \( c < \min \left\{ \frac{\mu_0}{\mu_0+L_0}, \frac{\mu_i}{\mu_i+L_i} : i \in \mathcal{R} \right\} \) and \( \beta > 0 \). Then we have

\[ \mathbb{E}[\|x_0^k - x_0^*\|^2 + \sum_{i \in \mathcal{R}} \|x_i^k - x_i^*\|^2] = O(1/k) + O(\lambda^2 q^2). \quad (18) \]

**Proof.** See Appendix C.

Theorem 1 guarantees that if we choose the stepsizes for both the workers and the master in the order of \( O(1/k) \), then the Byzantine-robust stochastic ADMM asymptotically approaches to the \( O(\lambda^2 q^2) \) neighborhood of the optimal solution \( \tilde{x}^* \) of (2) (which equals \( x_0^* \) and \( x_i^* \) according to Lemma 1) in an \( O(1/k) \) rate. Note that the \( O(1/k) \) stepsizes are sensitive to their initial values [28]. Therefore, we set the \( O(1/\sqrt{k}) \) stepsizes in the numerical experiments. We also provide in Appendix D an ergodic convergence rate of \( O(\log k / \sqrt{k}) \) with \( O(1/\sqrt{k}) \) stepsizes.

In (18), the asymptotic learning error is in the order of \( O(\lambda^2 q^2) \), which is the same as that of RSA [28]. When more Byzantine workers are present, \( q \) is larger and the asymptotic learning error increases. Using a larger \( \lambda \) helps
consensus as indicated in Lemma 1, but incurs higher asymptotic learning error. In the numerical experiments, we will imperially demonstrate the influence of \( q \) and \( \lambda \).

4.2. Comparison with RSA: Case Studies

The proposed Byzantine-robust stochastic ADMM and RSA [28] solve the same problem, while the former takes advantages of the separable problem structure. Below we briefly discuss the robustness of the two algorithms to different Byzantine attacks.

RSA is relatively sensitive to small perturbations. To perturb the update of \( x_{k+1}^0 \) in (5), Byzantine worker \( j \) can generate malicious \( u_j \) that is very close to \( x_{k}^0 \), but its influence on each dimension is still \( \lambda \) or \( -\lambda \). Potentially, this attack is able to lead the update to move toward a given wrong direction. In contrast, for the Byzantine-robust stochastic ADMM, small perturbations on \( \eta_j^k \) change little on the update of \( x_{k+1}^0 \) in (16). To effectively attack the Byzantine-robust stochastic ADMM, Byzantine worker \( j \) can set each element of \( \eta_j^k \) to be \( \lambda(\beta)^{-1} \), then its influence on each dimension will oscillate between \( 3\lambda \) and \( -3\lambda \). In comparison, the influence of this attack for RSA is just \( \lambda \) or \( -\lambda \) on each dimension. However, these large oscillations are easy to distinguish by the master through screening the received messages. In addition, it is nontrivial for this attack to lead the update to move toward a given wrong direction.

Developing Byzantine attacks that are most harmful to the Byzantine-robust stochastic ADMM and RSA, respectively, is beyond the scope of this paper. Instead, we give a toy example and develops two Byzantine attacks to justify the discussions above.

Example 1. Consider a one-dimensional distributed machine learning task with \( r = 2 \) regular workers (numbered by 1 and 2) and \( q = 1 \) Byzantine worker (numbered by 3). The functions are deterministic and quadratic, with \( f_0(x_0) = x_0^2/2, F_1(x_1, \xi_1) = (x_1 - 1)^2/4, \) and \( F_2(x_2, \xi_2) = (x_2 - 1)^2/4. \) Therefore, \( \bar{x}^* = 1/2 \) is the minimizer of (2) and \( \lambda_0 = 1/4 \) by Lemma 1. The local primal variables are initialized as their local optima, i.e., \( x_0^0 = 0 \) and \( x_1^0 = x_2^0 = 1 \) for both algorithms. The local dual variables of the Byzantine-robust stochastic ADMM are initialized as \( \eta_1^{-1} = \eta_1^0 = 0 \) for \( i \in \{1, 2, 3\}. \) We construct two simple attacks.

**Small value attack.** Byzantine worker 3 generates \( u_3^k = x_0^k - \frac{\epsilon}{\max(1,k+1,1)}, \) where \( \epsilon > 0 \) is a perturbation parameter.

**Large value attack.** Byzantine worker 3 generates \( u_3^k = x_0^k - \frac{\beta(-1)^k}{\beta} \).
We choose the parameters $\lambda = \lambda_0 = 1/2$ and $\beta = 1$, with stepsizes $\alpha_0^k = \frac{1}{k/8+3}$ and $\alpha_1^k = \alpha_2^k = \frac{1}{k/8+1}$. The perturbation parameter is set as $\epsilon = 1/2$ for the small value attack. Figure 2 shows the values of the local primal variables on the master and the regular workers. For both algorithms and both attacks, the master and the regular workers are able to asymptotically reach consensus as asserted by Lemma 1. Under the small value attack, RSA has larger asymptotic learning error than the Byzantine-robust stochastic ADMM as we have discussed, while under the large value attack, both algorithms coincidentally have zero asymptotic learning errors. In addition, we can observe that the Byzantine-robust stochastic ADMM is more stable than RSA under both attacks.

5. Numerical Experiments

In this section, we evaluate the robustness of the proposed algorithm to various Byzantine attacks. We compare the proposed Byzantine-robust Stochastic ADMM with the following benchmark algorithms: (i) Ideal SGD without Byzantine attacks; (ii) SGD subject to Byzantine attacks; (iii) Geometric median stochastic gradient aggregation [18, 19]; (iv) Median stochastic gradient aggregation [18, 19]; (v) RSA [28]. All the parameters of the benchmark algorithms are hand-tuned to the best. Although the stochastic ADMM and RSA are rooted in the same problem formulation (4), they perform differently for the same value of $\lambda$ due to Byzantine attacks, as we have observed in Example 1. Therefore, we hand-tune the best $\lambda$ for the stochastic ADMM and RSA, respectively. In the numerical experiments, we use two datasets, MNIST\(^1\) and COVERTYPE\(^2\). The statistics of these datasets are shown in Table 1.

---

\(^1\)http://yann.lecun.com/exdb/mnist
\(^2\)https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets
| Name       | Training Samples | Testing Samples | Attributes |
|------------|------------------|-----------------|------------|
| COVERTYPE  | 465264           | 115748          | 54         |
| MNIST      | 60000            | 10000           | 784        |

Table 1. Specifications of the datasets.

We launch one master and 20 workers. In the i.i.d case, we conduct experiments on both datasets by randomly and evenly splitting the data samples to the workers, while in the non-i.i.d case we only use the MNIST dataset. Each regular worker uses a mini-batch of 32 samples to estimate the local gradient at each iteration. The loss functions $f_i(\tilde{x})$ of workers are softmax regressions, and the regularization term is given by $f_0(\tilde{x}) = \frac{0.01}{2}\|\tilde{x}\|^2$. Performance is evaluated by the top-1 accuracy.

**Gaussian attack.** Under Gaussian attack, at every iteration every Byzantine worker sends to the master a random vector, whose elements follow the Gaussian distribution with standard deviation 100. Here we set the number of Byzantine workers $q = 8$. For Stochastic ADMM on the MNIST dataset, we set $\lambda = 0.5$, $\beta = 0.5$, $\alpha_0^k = \frac{1}{10+10\sqrt{k}}$, and $\alpha_i^k = \frac{1}{0.5+10\sqrt{k}}$. As shown in Figure 3(a), SGD fails, Stochastic ADMM, RSA and Geometric median perform very similarly and are close to Ideal SGD, while Median is a little worse than the others. On the COVER TYPE dataset, we set $\lambda = 0.5$, $\beta = 0.1$, $\alpha_0^k = \frac{1}{2+50\sqrt{k}}$, and $\alpha_i^k = \frac{1}{0.1+50\sqrt{k}}$ for Stochastic ADMM. As shown in Figure 3(b), SGD performs the worst, while Stochastic ADMM, Geometric median, and median are close to Ideal SGD. Among all the Byzantine-robust algorithms, Stochastic ADMM has the fastest converge speed.

![Figure 3(a) MNIST](image1)

![Figure 3(b) COVER TYPE](image2)

Figure 3. Top-1 accuracy under Gaussian attack when $q = 8$.

**Sign-flipping attack.** Under sign-flipping attack, at every iteration every Byzantine worker calculates its local variable, but flips the sign by multiplying with a constant $\varepsilon < 0$, and sends to the master. Here we set $\varepsilon = -3$ and the number of Byzantine workers $q = 8$. On the MNIST dataset, we set the parameters of Stochastic ADMM as
\( \lambda = 0.05, \beta = 0.1, \alpha^k_0 = \frac{1}{2+5 \sqrt{k}}, \) and \( \alpha^k_i = \frac{1}{0.1+5 \sqrt{k}}. \) Figure 4(a) shows that SGD also fails in this situation. Stochastic ADMM, RSA, and Geometric median are close to Ideal SGD, and achieve better accuracy than median. In Figure 4(b), shows the performance on the COVER TYPE dataset. The parameters of Stochastic ADMM are \( \lambda = 0.5, \beta = 0.3, \alpha^k_0 = \frac{1}{6+100 \sqrt{k}}, \) and \( \alpha^k_i = \frac{1}{0.3+10 \sqrt{k}}. \) Stochastic ADMM and RSA are close to Ideal SGD, while outperform Geometric median and Median.

![Figure 4](image)

**Without Byzantine attack.** We also investigate the case without Byzantine attack in both MNIST and COVER-TYPE datasets, as shown in Figure 5. In Figure 5(a), Stochastic ADMM on MNIST dataset chooses the parameters \( \lambda = 0.5, \beta = 0.5, \alpha_0 = \frac{1}{10+10 \sqrt{k}}, \) and \( \alpha_i = \frac{1}{0.5+10 \sqrt{k}}. \) Without Byzantine attack, performance of Stochastic ADMM, RSA, and Geometric median is very similar to Ideal SGD, while Median is worse than the other Byzantine-robust algorithms. On the COVER TYPE dataset, we set the parameters of Stochastic ADMM as \( \lambda = 0.5, \beta = 0.3, \alpha^k_0 = \frac{1}{6+10 \sqrt{k}}, \) and \( \alpha^k_i = \frac{1}{0.3+10 \sqrt{k}}. \) As shown in Figure 5(b), Stochastic ADMM is the best among all the algorithms, and RSA outperforms Geometric median and Median. We conclude that although Stochastic ADMM introduces bias to the updates, it still works well in the attack-free case.

**Impact of \( \lambda. \)** Here we show how the performance of the proposed algorithm on the two datasets are affected by the choice of the penalty parameter \( \lambda. \) We use sign-flipping attack with \( \varepsilon = -3 \) in the numerical experiments, and the number of Byzantine workers is \( q = 4. \) The parameters \( \beta, \alpha^k_0 \) and \( \alpha^k_i \) are hand-tuned to the best. As depicted in Figure 6, on both datasets, the performance of Stochastic ADMM degrades when \( \lambda \) is too small. The reason is that, when \( \lambda \) is too small the regular workers are rely more on their local data, leading to deficiency of the distributed learning system [28]. Meanwhile, \( \lambda \) being too large also leads to worse performance.
Non-i.i.d. data. To demonstrate the robustness of the proposed algorithm against Byzantine attacks on non-i.i.d. data, we redistribute the MNIST dataset by letting every two workers share one digit. All Byzantine workers $j$ choose one regular worker indexed by $p$, and send $u_{j}^{k+1} = x_{p}^{k+1}$ to the master at every iteration $k$. When the number of Byzantine workers is $q = 4$, the best reachable accuracy is around 0.8, because of the absence of two handwriting digits’ data. Similarly, when the number of Byzantine workers is $q = 8$, the best reachable accuracy is around 0.6.

Here, we set the parameters of Stochastic ADMM as $\lambda = 0.8, \beta = 0.2$, $\alpha_{0}^{k} = \frac{1}{4 + 10\sqrt{k}}$, and $\alpha_{i}^{k} = \frac{1}{0.2 + 10\sqrt{k}}$, when $q = 4$. As shown in Figure 7(a), Median fails, Stochastic ADMM are close to Ideal SGD and outperforms all the other Byzantine-robust algorithms. When the number of Byzantine worker increases to $q = 8$, in Stochastic ADMM, we set $\lambda = 0.5, \beta = 3, \alpha_{0}^{k} = \frac{1}{60 + 500\sqrt{k}}$, and $\alpha_{i}^{k} = \frac{1}{3 + 500\sqrt{k}}$. As depicted in Figure 7(b), Geometric median and Median fail because the stochastic gradients of regular worker $p$ dominate, such that only one digit can be recognized. Stochastic ADMM and RSA both work well, but Stochastic ADMM converges faster than RSA.
6. Conclusions

We proposed a stochastic ADMM to deal with the distributed learning problem under Byzantine attacks. We considered a TV norm-penalized approximation formulation to handle Byzantine attacks. Theoretically, we proved that the stochastic ADMM converges in expectation to a bounded neighborhood of the optimum at an $O(1/k)$-rate under mild assumptions. Numerically, we compared the proposed algorithm with other Byzantine-robust algorithms on two real datasets, showing the competitive performance of the Byzantine-robust stochastic ADMM.
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Appendix A. Proof of Proposition 1

The proof of Proposition 1 relies on the following Lemma.

Lemma 2. Let \(z^*_1, z^*_2\) = arg min\(_{z_1,z_2 \in \mathbb{R}}\) \(\lambda|z_1 - z_2| + \frac{1}{2}(z_1 - a_1)^2 + \frac{1}{2}(z_2 - a_2)^2\), where \(\lambda, a_1, a_2 \in \mathbb{R}\). Then

\[
z^*_1 + z^*_2 = a_1 + a_2 \quad \text{and} \quad z^*_1 - a_1 = \text{proj}_1\left(\frac{d_2 - a_1}{2}\right),
\]

(A.1)

Proof. Note that \([z^*_1, z^*_2]\) together with their difference \(\Delta^* = z^*_1 - z^*_2\) is also optimal to the bi-level minimization problem

\[
\min_{\Delta \in \mathbb{R}} \min_{z_1,z_2 \in \mathbb{R}} \lambda|z_1 - z_2| + \frac{1}{2}(z_1 - a_1)^2 + \frac{1}{2}(z_2 - a_2)^2,
\]

s.t. \(z_1 - z_2 = \Delta\).

That is, we first optimize the constrained minimization problem with an artificially imposed constraint \(z_1 - z_2 = \Delta\) over \([z_1, z_2]\), and then optimize over \(\Delta\).

For the inner-level constrained minimization problem, from its KKT (Karush-Kuhn-Tucker) conditions we know the minimizer is \([z^*_1 = \frac{a_1 + \Delta}{2}, z^*_2 = \frac{a_2 - \Delta}{2}]\), and accordingly, the optimal value is \(\lambda|\Delta| + \frac{(\lambda - a_1 - a_2)^2}{4}\). Therefore, for the outer-level unconstrained minimization problem, from its KKT conditions we know the minimizer can be written as \(\Delta^* = (a_1 - a_2) - \text{proj}_2((a_1 - a_2))\). Substituting this result to \([z^*_1 = \frac{a_1 + a_2 + \Delta^*}{2}, z^*_2 = \frac{a_2 - a_1 - \Delta^*}{2}]\) yields \(z^*_1 = a_1 + \text{proj}_1\left(\frac{a_1 - a_2}{2}\right)\) and \(z^*_2 = a_2 + \text{proj}_1\left(\frac{a_2 - a_1}{2}\right)\). From them we obtain (A.1) and complete the proof.

Now we begin to prove Proposition 1. Since (8b) is separable with respect to \(i\), it is equivalent to

\[
\left(x^{k+1}(i, 0), z^{k+1}(0, i)\right) = \arg \min_{z(i, 0), z(0, i)} \|z(0, i) - z(i, 0)\| + \frac{\beta}{2}\|z(i, 0) - (x_{0}^{k+1} - \frac{1}{\beta}\eta^k(i, 0))\|^2 + \frac{\beta}{2}\|z(0, i) - (x_{0}^{k+1} - \frac{1}{\beta}\eta^k(0, i))\|^2,
\]

(A.2)

According to Lemma 2, (A.2) leads to

\[
z^{k+1}(0, i) + z^{k+1}(i, 0) = x_{0}^{k+1} + x_{0}^{k+1} - \frac{\eta^k(0, i) + \eta^k(i, 0)}{\beta},
\]

(A.3a)
\[ z^{k+1}(i, 0) - (x^{k+1}_0 - \frac{1}{\beta} \eta^{k}(i, 0)) = \text{proj}_{\lambda/\beta} \left( \frac{(\eta^{k}(i, 0) - \eta^{k+1}(0, i))/\beta + x^{k+1}_i - x^{k+1}_0}{2} \right). \] 

(A.3b)

From (8c) and (A.3a) we have

\[ \eta^{k+1}(0, i) + \eta^{k+1}(i, 0) = 0, \] 

(A.4)

which is regardless of the initialization of \( \eta \). If we further initialize \( \eta^{0}(i, 0) = -\eta^{0}(0, i) \), for simplicity we can define for any \( k \geq 0 \) that

\[ \eta^{k}_i := \eta^{k}(i, 0) = -\eta^{k}(0, i). \]

With this notation, we rewrite (8c) as

\[ \eta^{k+1}_i = \eta^{k}_i + \beta(z^{k+1}(i, 0) - x^{k+1}_0) = \text{proj}_{\lambda} \left( \eta^{k}_i + \frac{\beta}{2}(x^{k+1}_i - x^{k+1}_0) \right), \]

(A.5)

where the last equality is from (A.3b).

Next we simplify the updates of \( x^{k+1}_i \) and \( x^{k+1}_0 \) in (11). From (8c), we have

\[ \beta x^{k}_i - \beta z^{k}(0, i) - \eta^{k}(0, i) = \eta^{k-1}(0, i) - \eta^{k}(0, i) - \eta^{k}(0, i) = 2\eta^{k}_i - \eta^{k-1}_i, \]

which simplifies (11) to

\[ x^{k+1}_i = x^{k}_i + 2\alpha^{k}_i (F'(x^{k}_i, \xi^{k}_i) + 2\eta^{k}_i - \eta^{k-1}_i), \]

(A.6)

\[ x^{k+1}_0 = x^{k}_0 - a^{K}_0 (f'(x^{k}_0) - \sum_{i \in \mathcal{I}} (2\eta^{k}_i - \eta^{k-1}_i)). \]

(A.7)

This completes the proof. \( \blacksquare \)
Appendix B. Supporting Lemmas

Lemma 3 (Optimality conditions of (6)). The sufficient and necessary optimality conditions of (6) are

\[
\begin{align*}
\mathbb{E}[F'(x^*_i, \xi_i)] &= \eta^*(0, i), \quad f'_0(x^*_0) = \sum_{i \in \mathcal{R}} \eta^*(i, 0), \\
\eta^*(0, i) &= -\lambda g^*_i, \quad \eta^*(i, 0) = \lambda g^*_i, \\
z^*(i, 0) &= x^*_0, \quad z^*(0, i) = x^*_i, \\
\end{align*}
\]

for all $i \in \mathcal{R}$, where $g^*_i \in \text{sgn}(z^*(0, i) - z^*(i, 0))$. In particular, defining $\eta^*_i := \eta^*(i, 0)$, we have for all $i \in \mathcal{R}$ that

\[
f'_0(x^*_0) = \sum_{i \in \mathcal{R}} \eta^*_i, \quad \mathbb{E}[F'(x^*_i, \xi_i)] = -\eta^*_i, \quad \text{and} \quad \eta^*_i = \lambda g^*_i \in [-\lambda, \lambda]^d. \tag{B.2}
\]

Proof. The KKT conditions of (6) are given by

\[
\begin{align*}
\mathbb{E}[F'(x^*_i, \xi_i)] - \eta^*(0, i) &= 0, \quad f'_0(x^*_0) + \sum_{i \in \mathcal{R}} (\eta^*(i, 0) = 0, \\
0 \in \lambda \partial_{z^*(0, i) \in \mathcal{R}} \mathbb{E}[z^*(0, i) - z^*(i, 0)] + \eta^*(0, i), \quad 0 \in \lambda \partial_{z^*(i, 0) \in \mathcal{R}} \mathbb{E}[z^*(0, i) - z^*(i, 0)] + \eta^*(i, 0), \\
z^*(i, 0) - x^*_0 &= 0, \quad z^*(0, i) - x^*_i = 0,
\end{align*}
\]

where $\partial_{z^*(0, i) \in \mathcal{R}}$ and $\partial_{z^*(i, 0) \in \mathcal{R}}$ denote the sets of subgradients. Applying the definition of the element-wise sign function $\text{sgn}(\cdot)$ yields (B.1). Further noticing $\eta^*_i := \eta^*(i, 0) = -\eta^*(i, 0)$, we obtain (B.2). \Halmos

Lemma 4 (Theorem 2.1.12, [43]). With Assumptions 1 and 2, for any $x_i$ and $x_0$, it holds

\[
\begin{align*}
\langle F'_i(x_i) - F'_i(x^*_i), x_i - x^*_i \rangle &\geq \frac{1}{\mu_i + L_i} \|F'_i(x_i) - F'_i(x^*_i)\|^2 + \frac{\mu_i L_i}{\mu_i + L_i} \|x_i - x^*_i\|^2, \tag{B.3} \\
\langle f'_0(x_0) - f'_0(x^*_0), x_0 - x^*_0 \rangle &\geq \frac{1}{\mu_0 + L_0} \|f'_0(x_0) - f'_0(x^*_0)\|^2 + \frac{\mu_0 L_0}{\mu_0 + L_0} \|x_0 - x^*_0\|^2. \tag{B.4}
\end{align*}
\]
Lemma 5. With the simplified updates (12), (13), and (14), it holds for any regular worker $i \in \mathcal{R}$ that

$$
\langle \eta^k_{i+1} - \eta^*_{i}, x^*_0 - x^k_{i+1} \rangle \leq \frac{2}{\beta} \langle \eta^k_{i+1} - \eta^*_{i}, \eta^k_{i+1} - \eta^*_{i} \rangle = \frac{1}{\beta} \big( \| \eta^k_{i+1} - \eta^*_{i} \|^2 - \| \eta^k_{i+1} - \eta^*_{i} \|^2 \big),
$$

(B.5)

$$
\langle \eta^k_{i+1}, x^*_0 - x^k_{i+1} \rangle \leq \frac{2}{\beta} \langle \eta^k_{i+1}, \eta^k_{i+1} - \eta^*_{i} \rangle = \frac{1}{\beta} \big( \| \eta^k_{i+1} \|^2 - \| \eta^k_{i+1} \|^2 \big).
$$

(B.6)

Proof. We first show the inequality in (B.5), and then modify it to prove (B.6). The relationships derived during the proof of Lemma 2 are useful here. Since $\eta^k_{i} = \eta^k(i, 0) = -\eta^k(0, i)$, the right-hand side of (A.3a) is exactly $\frac{4}{\beta} \eta^k_{i+1}$. Combining this fact with (A.3a) yields

$$
\zeta^{k+1}(i, 0) = x^k_0 + \frac{1}{\beta} (\eta^k_{i+1} - \eta^*_{i}), \quad \zeta^{k+1}(0, i) = x^k_{i+1} - \frac{1}{\beta} (\eta^k_{i+1} - \eta^*_{i}).
$$

(B.7)

Recall that in (A.2), we minimize the function

$$
\lambda ||z(0, i) - z(i, 0)||_1 + \frac{\beta}{2} ||z(0, i) - (x^k_0 + \frac{1}{\beta} \eta^*_{i})||^2 + \frac{\beta}{2} ||z(0, i) - (x^k_{i+1} + \frac{1}{\beta} \eta^*_{i})||^2,
$$

with respect to $[z(i, 0); z(0, i)] \in \mathbb{R}^d$. From the first order optimality condition, there exists a subgradient of $\lambda ||z(0, i) - z(i, 0)||_1$ at $[\zeta^{k+1}(0, i); \zeta^{k+1}(i, 0)]$, denoted as $[A \eta^k_{i+1}; A \eta^k_{i}] \in [-\lambda, \lambda]^d$, such that

$$
0 = A \eta^k_{i+1} + \beta (\zeta^{k+1}(0, i) - (x^k_{i+1} + \frac{1}{\beta} \eta^*_{i})) = A \eta^k_{i+1} - \eta^k_{i+1}.
$$

(B.8)

Applying the definition of subgradient of $\lambda ||z(0, i) - z(i, 0)||_1$ at points $[\zeta^{k+1}(0, i); \zeta^{k+1}(i, 0)]$ and $[z^*(0, i); z^*(i, 0)]$ gives

$$
\lambda ||z^*(0, i) - z^*(i, 0)||_1 \geq \lambda ||\zeta^{k+1}(0, i) - \zeta^{k+1}(i, 0)||_1
$$

$$
+ \langle [A \eta^k_{i+1}; A \eta^k_{i}], [z^*(0, i) - \zeta^{k+1}(0, i); z^*(i, 0) - \zeta^{k+1}(i, 0)] \rangle,
$$

(B.9)

$$
\lambda ||\zeta^{k+1}(0, i) - \zeta^{k+1}(i, 0)||_1 \geq \lambda ||z^*(0, i) - z^*(i, 0)||_1
$$

$$
+ \langle [A \eta^k_{i+1}; A \eta^k_{i}], [\zeta^{k+1}(0, i) - z^*(0, i); \zeta^{k+1}(i, 0) - z^*(i, 0)] \rangle.
$$

(B.10)
where \( g_i^* = \frac{d}{\lambda} \) is defined in Lemma 3. Summing up (B.9) and (B.10), we have

\[
0 \geq \langle A g_k^{k+1} - A g_i^*, z^{k+1}(i,0) - z^{k+1}(0,i) \rangle = \langle \eta^{k+1} - \eta^*, x_0^{k+1} - x_i^{k+1} + \frac{2}{\beta}(\eta_i^{k+1} - \eta_i^*) \rangle,
\]

where the last equality comes from (B.7) and (B.8). Rearranging the terms gives (B.5).

Further note that \([Ag_i^* - A g_i^*] \text{ in (B.10)}\) can be replaced by any subgradient of \(\lambda\|z(0,i) - z(i,0)\|_1\) at \(z^*(0,i); z^*(i,0)\).

We hence replace it by \([0; 0]\), and then obtain (B.6).

Appendix C. Proof of Theorem 1

Restatement of Theorem 1. Suppose Assumptions 1, 2, and 3 hold. Let \(\lambda \geq \lambda_0\) and the stepsizes be

\[
a_i^k = \min \left\{ \frac{1}{ck + m\beta}, A \right\}, \quad a_i^k = \min \left\{ \frac{1}{ck + \beta}, A \right\}, \quad \forall i \in \mathcal{R},
\]

for some positive constants \(c < \min \left\{ \frac{\mu_i L_i}{\mu_i + L_i}, \frac{\mu_i L_i}{\mu_i + L_i} : i \in \mathcal{R} \right\}, \beta,\) and \(A \leq \min \left\{ \frac{1}{\mu_i + L_i}, \frac{1}{\mu_i + L_i} : i \in \mathcal{R} \right\} \). Define constants

\[
c_0 = \min \left\{ c + (m - 1)\beta, \frac{\mu_0 L_0}{\mu_0 + L_0}, \frac{\mu_i L_i}{\mu_i + L_i} : i \in \mathcal{R} \right\},
\]

\[
c_1 = \frac{9d(\mu_0 + L_0)}{\mu_0 L_0} \chi^2 \eta^2,
\]

\[
c_2 = \left[ 2(4r + 3q)^2 + 64r + 16(m - 1)\beta \left( \frac{\eta^2}{2\beta} + \sum_i \left( \frac{1}{\mu_i} + \frac{1}{L_i} \right) \right) \right] \chi^2 d + 4 \sum_i \delta_i.
\]

Also denote \(V^k = \mathbb{E}[\|x_0^k - x_i^k\|^2 + \sum_{i \in \mathcal{R}} (\mathbb{E}[\|x_0^k - x_i^k\|^2 + \frac{2d}{\beta} \|\eta_i^{k+1} - \eta_i^*\|^2]).\) Then we have

\[
V^{k+1} \leq \begin{cases} 
V^k(1 - c_0 a_0^k) + c_1 a_0^k + c_2 (a_0^k)^2, & k > k_0, \\
V^k(1 - c_0 A) + A c_1 + A^2 c_2, & k \leq k_0,
\end{cases}
\]

(C.1)
Recall that the updates satisfy

$$V^k \leq \begin{cases} 0 \left( 1 - c A \right)^{k+1} + \frac{c_k + \lambda_0}{c_0}, & k \leq k_0, \\ \frac{C}{c(k-1) + n} + \frac{c_0}{c_0}, & k > k_0, \end{cases} \quad (C.2)$$

with

$$C = \max \left\{ \left( \frac{c_0 + m \beta}{c_0 + \beta} \right)^2 \frac{c_2}{c_0 - c}, (c_0 + m \beta) \left( 0 \left( 1 - c_0 A \right)^{k+1} + \frac{A c_2}{c_0} \right) \right\}. \quad (C.2)$$

**Proof.** Recall that the updates satisfy

$$x^k_i = x^i_0 - a_i^k \left( f^i_0(x^i_0) - \sum_{j \in \mathcal{R}} (2 \eta^i_j - \eta^i_{j-1}) - \sum_{j \in \mathcal{B}} (2 \eta^i_j - \eta^i_{j+1}) \right), \quad (C.3)$$

$$x^k_i = x^i_0 - a_i^k \left( F^i(x^i_0, \xi^i_0) + (2 \eta^i_k - \eta^i_{k-1}) \right), \quad \forall i \in \mathcal{R}, \quad (C.4)$$

$$\eta^k_i = \text{proj}_d \left( \eta^i_0 + \frac{\beta}{2} (x^k_i - x^i_0) \right) \in [-A, A]^d, \quad \forall i \in \mathcal{R} \quad \text{and} \quad \eta^k_j \in [-A, A]^d, \quad \forall j \in \mathcal{B}. \quad (C.5)$$

**Step 1.** At the master side, we have

$$\mathbb{E} \| x^k_i - x^i_0 \|^2 \leq \mathbb{E} \| x^k_i - x^i_0 \|^2 + \mathbb{E} \left\| f^i_0(x^i_0) - \sum_{j \in \mathcal{R}} (2 \eta^i_j - \eta^i_{j-1}) - \sum_{j \in \mathcal{B}} (2 \eta^i_j - \eta^i_{j+1}) \right\|^2 - 2 a_i^k \mathbb{E} \left( f^i_0(x^i_0) - \sum_{j \in \mathcal{R}} (2 \eta^i_j - \eta^i_{j-1}) - \sum_{j \in \mathcal{B}} (2 \eta^i_j - \eta^i_{j+1}), x^i_0 - x^k_i \right). \quad (C.6)$$

For the second term in (C.6), the inequality $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$ gives

$$\mathbb{E} \left\| f^i_0(x^i_0) - \sum_{j \in \mathcal{R}} (2 \eta^i_j - \eta^i_{j-1}) - \sum_{j \in \mathcal{B}} (2 \eta^i_j - \eta^i_{j+1}) \right\|^2 \leq 2 \mathbb{E} \| f^i_0(x^i_0) - f^i_0(x^i_0) \|^2 + 2 \mathbb{E} \left\| \sum_{j \in \mathcal{R}} (2 \eta^i_j - \eta^i_{j-1} - \eta^i_j) + \sum_{j \in \mathcal{B}} (2 \eta^i_j - \eta^i_{j+1}) \right\|^2 \leq \mathbb{E} \| f^i_0(x^i_0) - f^i_0(x^i_0) \|^2 + 2(4r + 3q)^2 d^2. \quad (C.7)$$
Applying the inequality $2(a, b) \leq \varepsilon \|a\|^2 + \frac{1}{2}\|b\|^2$ to the third term in (C.6) with $\varepsilon = \frac{\mathcal{O}_d}{\mu_0 + L_0}$ yields

\[
-2 \mathbb{E}\left( f_k(x_0^k) - \sum_{i \in \mathcal{R}} (2\eta_i^k - \eta_i^{k-1}) - \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1}), x_0^k - x_0^* \right)
\]

(B.2) \[
\leq -2 \mathbb{E}\left( f_k'(x_0^k) - f_0'(x_0^k), x_0^k - x_0^* \right) + 2 \sum_{i \in \mathcal{R}} \mathbb{E}\langle 2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_0^k - x_0^* \rangle + 2 \mathbb{E}\left( \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1}, x_0^k - x_0^*) \right)
\]

(B.4) \[
\leq \frac{2}{\mu_0 + L_0} \mathbb{E}[f_k'(x_0^k) - f_0'(x_0^k)]^2 - \frac{2\mu_0 L_0}{\mu_0 + L_0} \mathbb{E}\|x_0^k - x_0^*\|^2 + 2 \sum_{i \in \mathcal{R}} \mathbb{E}\langle 2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_0^k - x_0^* \rangle + \frac{\mu_0 + L_0}{\mu_0 L_0} (3q)^2 d
\]

\[
+ 2 \sum_{i \in \mathcal{R}} \mathbb{E}\langle 2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_0^k - x_0^* \rangle.
\]

Substituting (C.7) and (C.8) into (C.6) gives

\[
\mathbb{E}\|x_{i+1}^k - x_0^k\|^2 \leq \mathbb{E}\|x_0^k - x_0^*\|^2 \left( 1 - \alpha_k^k \frac{\mu_0 L_0}{\mu_0 + L_0} \right) - \mathbb{E}[f_k'(x_0^k) - f_0'(x_0^k)]^2 2\alpha_k^k \left( \frac{1}{\mu_0 + L_0} - \alpha_k^k \right)
\]

\[
+ 2\alpha_k^k d(4r + 3q)^2 (\alpha_k^k)^2 + \frac{9\alpha_k^k d(\mu_0 + L_0)}{\mu_0 L_0} \mathbb{E}\|x_0^k - x_0^*\|^2 2\alpha_k^k \sum_{i \in \mathcal{R}} \mathbb{E}\langle 2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_0^k - x_0^* \rangle
\]

\[
\leq \mathbb{E}\|x_0^k - x_0^*\|^2 \left( 1 - \alpha_k^k \frac{\mu_0 L_0}{\mu_0 + L_0} \right) + 2\alpha_k^k d(4r + 3q)^2 (\alpha_k^k)^2 + \frac{9\alpha_k^k d(\mu_0 + L_0)}{\mu_0 L_0} \mathbb{E}\|x_0^k - x_0^*\|^2 2\alpha_k^k \sum_{i \in \mathcal{R}} \mathbb{E}\langle 2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_0^k - x_0^* \rangle
\]

where the last inequality comes from that $\alpha_k^k \leq A \leq \frac{1}{\mu_0 + L_0}$.

**Step 2.** Accordingly, at the regular worker side, we have for any $i \in \mathcal{R}$ that

\[
\mathbb{E}\|x_{i+1}^k - x_i^k\|^2 \leq \mathbb{E}\|x_i^k - x_i^*\|^2 + (\alpha_i^k)^2 \mathbb{E}\|F'(x_i^k, \xi_i^k) + (2\eta_i^k - \eta_i^{k-1})\|^2
\]

\[
- 2\alpha_i^k \mathbb{E}\langle F'(x_i^k, \xi_i^k) + (2\eta_i^k - \eta_i^{k-1}), x_i^k - x_i^* \rangle.
\]

(C.10)
For the second term in (C.10), the inequality $||a + b||^2 \leq 2||a||^2 + 2||b||^2$ gives that

$$
\mathbb{E}\left\| F'(x_i^k, \xi_i^k) + (2\eta_i^k - \eta_i^{k-1}) \right\| \overset{\text{(B.2)}}{=} \mathbb{E}\left\| F'(x_i^k, \xi_i^k) - F'(x_i') + F'(x_i') + (2\eta_i^k - \eta_i^{k-1}) \right\|
\leq 2\mathbb{E}\left\| F'(x_i^k) - F'(x_i') \right\|^2 + 4\mathbb{E}\| F'(x_i^k, \xi_i^k) - F'(x_i') \|^2 + 4\mathbb{E}\|2\eta_i^k - \eta_i^{k-1} - \eta_i^k\|^2
\leq 2\mathbb{E}\| F'(x_i^k) - F'(x_i') \|^2 + 4\delta_i^2 + 64\lambda^2 d,
$$

(C.11)

where the last inequality comes from (17) and (C.5). Then the third term in (C.10) can be upper-bounded as

$$
-2\mathbb{E}\left\{ F'(x_i^k, \xi_i^k) + (2\eta_i^k - \eta_i^{k-1}), x_i^k - x_i' \right\}
= -2\mathbb{E}\left\{ F'(x_i^k) + (2\eta_i^k - \eta_i^{k-1}), x_i^k - x_i' \right\}
\overset{\text{(B.2)}}{\leq} -2\mathbb{E}\{F'(x_i^k) - F'(x_i'), x_i^k - x_i'\} - 2\mathbb{E}\{2\eta_i^k - \eta_i^{k-1} - \eta_i^k, x_i^k - x_i'\}
\overset{\text{(B.3)}}{\leq} -2 \frac{\mu_i + L_i}{\mu_i} \mathbb{E}\| F'(x_i^k) - F'(x_i') \|^2 - 2 \frac{\mu_i L_i}{\mu_i + L_i} \mathbb{E}\| x_i^k - x_i' \|^2 - 2\mathbb{E}\{2\eta_i^k - \eta_i^{k-1} - \eta_i^k, x_i^k - x_i'\},
$$

(C.12)

where the first equality comes from taking expectation of the conditional expectation; that is, $\mathbb{E}_X = \mathbb{E}[\mathbb{E}[X| \mathcal{F}_{k-1}]]$ with $\mathcal{F}_{k-1}$ denoting the sigma-field generated by $[\xi_i^{l-1}, \eta_i^j]$, $l \leq k, i \in \mathcal{R}, j \in \mathcal{B}$.

Substituting (C.11) and (C.12) into (C.10) gives

$$
\mathbb{E}\| x_i^{k+1} - x_i^* \|^2 \leq \mathbb{E}\| x_i^k - x_i^* \|^2 \left( 1 - \alpha_i^k \frac{\mu_i L_i}{\mu_i + L_i} \right) - \mathbb{E}\| F'(x_i') - F'(x_i') \|^2 2\alpha_i^k \left( \frac{1}{\mu_i + L_i} - \alpha_i^k \right)
+ (4\delta_i^2 + 64\lambda^2 d)\alpha_i^k \mathbb{E}\{2\eta_i^k - \eta_i^{k-1} - \eta_i^k, x_i^k - x_i'\}
\leq \mathbb{E}\| x_i^k - x_i^* \|^2 \left( 1 - \alpha_i^k \frac{\mu_i L_i}{\mu_i + L_i} \right) + (4\delta_i^2 + 64\lambda^2 d)\alpha_i^k \mathbb{E}\{2\eta_i^k - \eta_i^{k-1} - \eta_i^k, x_i^k - x_i'\},
$$

(C.13)

where the last inequality comes from that $\alpha_i^k \leq A \leq \frac{\mu_i + L_i}{\mu_i}$.

**Step 3.** Now combine (C.9) with (C.13). Using the notation $V^k = \mathbb{E}\| x_0^k - x_0^* \|^2 + \sum_{i \in \mathcal{R}} \mathbb{E}(\| x_i^k - x_i^* \|^2 + \frac{2\alpha_i^{k-1}}{\mu_i} \| \eta_i^{k-1} - \eta_i^k \|^2)$, we have

$$
V^{k+1} \leq \mathbb{E}\| x_0^{k+1} - x_0^* \|^2 \left( 1 - \alpha_0^k \frac{\mu_0 L_0}{\mu_0 + L_0} \right) + \sum_{i \in \mathcal{R}} \mathbb{E}\| x_i^{k+1} - x_i^* \|^2 \left( 1 - \alpha_i^k \frac{\mu_i L_i}{\mu_i + L_i} \right)
$$

(C.14)
\[
+\lambda^2 \left[ 2(4r + 3q)^2(a_0^k)^2 + 64 \sum_{i \in \mathcal{R}} (a_i^k)^2 \right] + 4 \sum_{i \in \mathcal{R}} \delta_i^2(a_i^k)^2 + \frac{9\lambda^2 d(\mu_0 + L_0)}{\mu_0 L_0} \eta^2 a_0^k \\
+ \sum_{i \in \mathcal{R}} \frac{2\alpha_i^k}{\beta} \mathbb{E}[\|\eta_i^k - \eta_i^k\|^2] - 2 \sum_{i \in \mathcal{R}} \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, a_i^k(x_i^k - x_i^*) - a_0^k(x_0^k - x_0^*)). 
\]

For the last term in (C.14), notice that

\[
- \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, a_i^k(x_i^k - x_i^*) - a_0^k(x_0^k - x_0^*)) \\
= -\alpha_i^k \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_i^k - x_0^k) - (\alpha_i^k - \alpha_0^k) \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_i^k - x_0^k) \\
= -\alpha_i^k \mathbb{E}(\eta_i^k - \eta_i^*, x_i^k - x_0^k) - a_0^k \mathbb{E}(\eta_i^k - \eta_i^{k-1}, x_i^k - x_0^k) - (\alpha_i^k - \alpha_0^k) \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_i^k - x_i^*), 
\]
(C.15)

where the first equality comes from Corollary 1 that \(x_i^* = x_0^*\). For the first term in (C.15), Lemma 5 suggests that

\[
-\alpha_i^k \mathbb{E}(\eta_i^k - \eta_i^*, x_i^k - x_0^k) \leq \frac{\alpha_i^k}{\beta} \left( ||\eta_i^{k-1} - \eta_i^*||^2 - ||\eta_i^k - \eta_i^*||^2 - ||\eta_i^k - \eta_i^{k-1}||^2 \right) \leq \frac{\alpha_0^k}{\beta} \left( ||\eta_i^{k-1} - \eta_i^*||^2 - ||\eta_i^k - \eta_i^*||^2 \right). 
\]
(C.16)

For the second term in (C.15), the projection operator in the \(\eta_i\)-update gives that

\[
\langle \eta_i^k - \eta_i^{k-1}, x_i^k - x_0^k \rangle = \langle \text{proj}_\lambda(\eta_i^{k-1} + \frac{\beta}{2}(x_i^k - x_0^k)) - \eta_i^{k-1}, x_i^k - x_0^k \rangle \geq 0, 
\]
(C.17)

provided \(\eta_i^{k-1} \in [-\lambda, \lambda]^d\). For the third term in (C.15), we apply the equality \(2\langle a, b \rangle \leq \frac{1}{\epsilon}||a||^2 + \epsilon||b||^2\) with \(\epsilon = \frac{\mu_i L_i}{\mu_i + L_i}\) to obtain

\[
-(\alpha_i^k - \alpha_0^k) \mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, x_i^k - x_i^*) \leq \frac{\alpha_i^k - \alpha_0^k}{2} \left( \frac{\mu_i + L_i}{\mu_i L_i} (4\lambda)^2 d + \frac{\mu_i L_i}{\mu_i + L_i} \mathbb{E}[x_i^k - x_i^*] \right). 
\]
(C.18)

Therefore, applying the bounds in (C.16), (C.17), and (C.18) to (C.15), we get

\[
- 2\mathbb{E}(2\eta_i^k - \eta_i^{k-1} - \eta_i^*, a_i^k(x_i^k - x_i^*) - a_0^k(x_0^k - x_0^*)) \\
\leq \frac{2\alpha_i^k}{\beta} \left( \mathbb{E}[\|\eta_i^{k-1} - \eta_i^*\|^2] - \mathbb{E}[\|\eta_i^k - \eta_i^*\|^2] \right) + (\alpha_i^k - \alpha_0^k) \left( \frac{\mu_i + L_i}{\mu_i L_i} (4\lambda)^2 d + \frac{\mu_i L_i}{\mu_i + L_i} \mathbb{E}[x_i^k - x_i^*] \right)
\]
\[ \leq \frac{2\alpha^k}{\beta} \mathbb{E}[\|\eta_t\|^2 - \|\eta_{t-1}\|^2 - 2\alpha^k \mathbb{E}[\|\eta_t^2 - \|\eta_{t-1}\|^2] + (\alpha_t^k - \alpha_0^k) \left( \frac{1}{2\beta} \mu_i + L_i \right) 16\lambda^2 d + \frac{\mu_i L_i}{\mu_i + L_i} \mathbb{E}[\|x_t^k - x_t^k\|^2]. \] (C.19)

Consequently (C.14) becomes

\[ V^{k+1} \leq \mathbb{E}[\|x_0^k - x_0^k\|^2 \left( 1 - \alpha_0^k \frac{\mu_0 L_0}{\mu_0 + L_0} \right) + \sum_{i_R} \mathbb{E}[\|x_t^k - x_t^k\|^2 \left( 1 - \frac{\alpha_t^k + \alpha_0^k}{2} \frac{\mu_i L_i}{\mu_i + L_i} \right) + \sum_{i_R} \alpha_t^k \frac{2\alpha_t^k}{\beta} \mathbb{E}[\|\eta_t^2 - \|\eta_{t-1}\|^2]
\]
\[ + \lambda^2 d \left[ 2(4r + 3q)^2 (\alpha_0^k)^2 + 64 \sum_{i_R} (\alpha_i^k)^2 + 16(\sum_{i_R} \frac{\mu_i + L_i}{\mu_i L_i} + \frac{r}{2\beta}) (\alpha_i^k - \alpha_0^k) \right] + 4 \sum_{i_R} \delta_t^k (\alpha_i^k)^2 + \frac{9\lambda^2 d (\mu_0 + L_0)}{\mu_0 L_0} \delta_t^k \]
\[ \leq V^k (1 - c_0 \alpha_0^k) + c_1 \alpha_0^k + c_2 (\alpha_i^k)^2. \] (C.20)

where the last inequality comes from the upper-bound of \(c_0\). Plugging in the choices of stepsizes, we obtain (C.1).

Step 4. Now we iteratively uses (C.1) to derive the \(O(1/k)\)-convergence of \(V^k\). First, when \(k \leq k_0\), it holds

\[ V^{k+1} \leq V^k (1 - c_0 A) + (Ac_1 + A^2 A)(1 + (1 - c_0 A) + \ldots + (1 - c_0 A)^k) \]
\[ \leq V^k (1 - c_0 A)^{\frac{k+1}{k}} + \frac{c_1 + A c_2}{c_0}. \]

For any \(k \geq k_0 + 1\), initially it holds \(V^{k_0 + 1} \leq \frac{C}{c(k + m\beta) + \frac{c_1}{c_0}}\) from the definition of \(C\). By deduction, if (C.2) holds for \(k\), then

\[ V^{k+1} \overset{\text{(C.1)}}{\leq} \frac{C}{c(k + m\beta) + \frac{c_1}{c_0}} \left( 1 - \frac{c_0}{c(k + m\beta)} \right) + \frac{c_1}{c(k + m\beta)} + \frac{c_2}{(c + \beta)^2} \]
\[ = \frac{C}{c(k + m\beta)} - \frac{c_0 - c}{c(k - 1) + m\beta c(k + m\beta) + \frac{c_2}{(c + \beta)^2} + \frac{c_1}{c_0}} \]
\[ \leq \frac{C}{c(k + m\beta)} + \frac{c_1}{c_0} + \frac{1}{(c + \beta)^2} \left( \frac{c_2}{(c + \beta)^2} + \frac{c_1}{c_0} \right) \]
\[ \leq \frac{C}{c(k + m\beta)} + \frac{c_1}{c_0}, \]

where the last inequality is from \(C \geq \left( \frac{c_0 + m\beta}{c(k + m\beta)} \right)^2 \), This completes the proof.
Appendix D. \(O(1 / \sqrt{K})\)-ergodic convergence

**Theorem 2.** Suppose Assumptions 1, 2, and 3 hold. Let \(\lambda \geq \lambda_0\) and the stepsizes be

\[
\alpha_i^k = \min \left\{ \frac{1}{\bar{c} \sqrt{k} + m \beta}, \bar{A} \right\}, \quad \alpha_i^* = \min \left\{ \frac{1}{\bar{c} \sqrt{k} + \beta}, \bar{A} \right\}, \quad \forall i \in \mathcal{R},
\]

for some positive constants \(\bar{c}, \beta, \) and \(\bar{A} \leq \min \left\{ \frac{\mu_i}{4\lambda_0}, \frac{\mu_i}{2K_i^{\gamma(m-1)}/c} : i \in \mathcal{R} \right\}.\) Then the proposed algorithm converges in the ergodic sense that

\[
\sum_{i \in \mathcal{R}} \mathbb{E}[F(x_i^k, \xi_i)] + f_0(x_i^k) - \min_{x \in \mathbb{R}^d} \left( \sum_{i \in \mathcal{R}} \mathbb{E}[F(x, \xi_i)] + f_0(x) \right) \leq m \bar{c} + O\left( \frac{\log K}{\sqrt{K}} \right), \tag{D.1}
\]

where \(x_i^k = \sum_{t=1}^k \frac{\alpha_i^t}{\sum_{t'=1}^k \alpha_i^{t'}} x_i^{t'} \) are the weighted average variables, and the constant \(\bar{c}_1 = \frac{16d}{\mu_0} \bar{c}^2 q^2.\)

**Proof.** **Step 1.** At the master side, we still have (C.6), in the form of

\[
\mathbb{E}[\|x_0^k - x_0^*\|^2] = \mathbb{E}[\|x_0^k - x_0^*\|^2] + (\alpha_i^k)^2 \mathbb{E} \left[ f_0'(x_0^k) - \sum_{i \in \mathcal{R}} (2\eta_i^k - \eta_i^{k-1}) - \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1}) \right]^2
\]

\[ - 2\alpha_i^k \mathbb{E} \left[ f_0'(x_0^k) - \sum_{i \in \mathcal{R}} (2\eta_i^k - \eta_i^{k-1}) - \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1}) \right]. \tag{D.2}
\]

For the second term in (D.2), we also have (C.7), which can be further bounded by

\[
\mathbb{E} \left[ \left\| f_0'(x_0^k) - \sum_{i \in \mathcal{R}} (2\eta_i^k - \eta_i^{k-1}) - \sum_{j \in \mathcal{B}} (2\eta_j^k - \eta_j^{k-1}) \right\|^2 \right] \leq 2L_0^2 \mathbb{E}[\|x_0^k - x_0^*\|^2] + 2(4r + 3q)^2 \bar{c}_1^2 d. \tag{D.3}
\]

Here we use the fact that \(f_0\) has Lipschitz continuous gradients in Assumption 2. In addition, using the fact that \(f_0\) is strongly convex in Assumption 1 leads to

\[
\langle f_0'(x_0^k), x_0^k - x_0^* \rangle \geq f_0(x_0^k) - f_0(x_0^*) + \frac{\lambda_0}{2} \|x_0^k - x_0^*\|^2. \tag{D.4}
\]
Applying the inequality $2(\alpha, b) \leq \epsilon \|a\|^2 + \frac{1}{\mu} \|b\|^2$ to the third term in (D.2) with $\epsilon = \frac{\mu}{4}$ yields

$$
-2E\left(f_0(x_k^*) - \sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i) - \sum_{j \in \mathcal{B}} (2\eta^k_j - \eta^{-1}_j), x_0^k - x_0^* \right)
$$

$$
= -2E(f_0'(x_k^*), x_k^* - x_0^*) + 2E\left(\sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i) + \sum_{j \in \mathcal{B}} (2\eta^k_j - \eta^{-1}_j), x_0^k - x_0^* \right)
$$

$$
(D.4) \leq -2E(f_0(x_k^*) - f_0(x_0^*)) - \mu_0 E\|x_0^k - x_0^*\|^2 + \frac{\mu_0}{2} E\|x_0^k - x_0^*\|^2 + \frac{2}{\mu_0} E\left(\sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i)\right)^2 + 2E(\sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i), x_0^k - x_0^*).
$$

Substituting (D.3) and (D.5) into (D.2) gives

$$
E\|x_k^{i+1} - x_i^0\|^2 \leq E\|x_k^i - x_i^0\|^2 \left(1 - \alpha_i^k \frac{\mu_0}{2} + (\alpha_i^k)^2 2L_0^2\right) - \alpha_i^k 2E(f_0(x_k^i) - f_0(x_0^*)) + \alpha_i^k \frac{18d}{\mu_0} x^2 q^2 + (\alpha_i^k)^2 2(4r + 3q^2)d x^2
$$

$$
+ \alpha_i^k 2E\left(\sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i), x_0^k - x_0^* \right)
$$

$$
\leq E\|x_0^k - x_0^*\|^2 - \alpha_i^k 2E(f_0(x_k^i) - f_0(x_0^*)) + \alpha_i^k \frac{18d}{\mu_0} x^2 q^2 + (\alpha_i^k)^2 2(4r + 3q^2)d x^2
$$

$$
+ \alpha_i^k 2E\left(\sum_{i \in \mathcal{R}} (2\eta^k_i - \eta^{-1}_i), x_0^k - x_0^* \right). \quad (D.6)
$$

where the last inequality comes from that $\alpha_i^k \leq A \leq \frac{\mu_0}{18d}$.

**Step 2.** Accordingly, at the worker side, we have for any $i \in \mathcal{R}$ that (C.10) holds, as

$$
E\|x_{i+1}^i - x_i^0\|^2 = E\|x_i^i - x_i^0\|^2 + (\alpha_i^k)^2 E\left\|F'(x_i^i, \xi_i^i) + (2\eta^k_i - \eta^{-1}_i)\right\|^2 - 2\alpha_i^k E\langle F'(x_i^i, \xi_i^i) + (2\eta^k_i - \eta^{-1}_i), x_i^i - x_i^0 \rangle. \quad (D.7)
$$

For the second term, we still have (C.11), which can be further bounded by

$$
E\left\|F'(x_i^i, \xi_i^i) + (2\eta^k_i - \eta^{-1}_i)\right\|^2 \leq 2L_i^2 E\|x_i^i - x_i^0\|^2 + 4\delta_i^2 + 64i^2 d. \quad (D.8)
$$
Here we use the fact that $f_0$ has Lipschitz continuous gradients in Assumption 2. Then, using $\langle F'(x^*_i), x^*_i - x^*_i \rangle \geq F_i(x^*_i) - F_i(x^*_i) + \frac{\Omega}{2} \| x^*_i - x^*_i \|^2$ as $f_0$ is strongly convex in Assumption 1, we bound the third term in (D.7) as

$$-2 \mathbb{E}(F'(x^*_i), x^*_i) \geq -2 \mathbb{E}(F'(x^*_i), x^*_i - x^*_i) = -2 \mathbb{E}(2 \eta_i - \eta_{i}^{-1}, x^*_i - x^*_i)$$

$$\leq -2 \mathbb{E}(F_i(x^*_i) - F_i(x^*_i)) - \mu_i \| x^*_i - x^*_i \|^2 - 2 \mathbb{E}(2 \eta_i - \eta_{i}^{-1}, x^*_i - x^*_i).$$ (D.9)

Substituting (D.8) and (D.9) into (D.7) gives

$$\mathbb{E}\| x_i^{t+1} - x^*_i \|^2 \leq \mathbb{E}\| x^*_i - x^*_i \|^2 \left( 1 - \alpha^t_i \mu_i + (\alpha^t_i)^2 2L^2 \right) - \alpha^t_i 2 \mathbb{E}(F_i(x^*_i) - F_i(x^*_i)) + (\alpha^t_i)^2 (64 \lambda^2 d + 4 \delta^2)$$

$$- \alpha^t_i 2 \mathbb{E}(2 \eta_i - \eta_{i}^{-1}, x^*_i - x^*_i)$$

$$\leq \mathbb{E}\| x^*_i - x^*_i \|^2 \frac{\alpha^t_i-1}{\alpha^t_i} - 2 \alpha^t_i \mathbb{E}(F_i(x^*_i) - F_i(x^*_i)) + (\alpha^t_i)^2 (64 \lambda^2 d + 4 \delta^2)$$

$$- \alpha^t_i 2 \mathbb{E}(2 \eta_i - \eta_{i}^{-1}, x^*_i - x^*_i),$$ (D.10)

where the last inequality holds from the bound of $A$, such that

$$\frac{\alpha^t_i-1}{\alpha^t_i} = (1 - \alpha^t_i \mu_i + (\alpha^t_i)^2 2L^2) = \alpha^t_i (\mu_i - \alpha^t_i 2L^2 - \alpha^t_i (m - 1) \beta \epsilon \sqrt{k} + \sqrt{k} - 1) \geq \alpha^t_i (\mu_i - (2L^2 + (m - 1) \beta \epsilon)A) \geq 0.$$

**Step 3.** Denote

$$F^t = \sum_{i \in \mathcal{R}} \mathbb{E}[F(x^*_i, x^*_i)] + f_0(x^*_0) = \sum_{i \in \mathcal{R}} F_i(x^*_i) + f_0(x^*_0),$$

$$F^* = \sum_{i \in \mathcal{R}} F_i(x^*_i) + f_0(x^*_0) = \min_{\tilde{x}} \sum_{i \in \mathcal{R}} \mathbb{E}[F(\tilde{x}, \tilde{x})] + f_0(\tilde{x}),$$

and define a Lyapunov function $\mathcal{V}^t = \mathbb{E}\| x^*_i - x^*_0 \|^2 + \sum_{i \in \mathcal{R}} (\frac{\alpha^t_i-1}{\alpha^t_i} \mathbb{E}\| x^*_i - x^*_i \|^2 + \frac{2 \alpha^t_i}{\beta} \| \eta^t_i \|^2 + \frac{2 \alpha^t_i}{\beta} \| \eta^t_i \|^2)$. From (B.6), we have

$$-2 \alpha^t_i \mathbb{E}(2 \eta_i - \eta_{i}^{-1}, (x^*_i - x^*_i) - (x^*_0 - x^*_0)) \leq \frac{2 \alpha^t_i}{\beta} \left( \| x^*_i - x^*_i \|^2 + \| \eta^t_i \|^2 \right) \leq \frac{2 \alpha^t_i}{\beta} \| \eta^t_i \|^2 - \frac{2 \alpha^t_i}{\beta} \| \eta^t_i \|^2.$$ (D.11)
Consequently, combining (D.6), (D.10), and (D.11) together gives

\[2\alpha_0^k(F_k - F^*) \leq \bar{V}^k - \bar{V}^{k+1} + \alpha_0^k \frac{18d_q x^2 q^2}{\rho_0} + \alpha_0^k (\alpha_0^k 2(4r + 3q)^2 d_l \lambda^2 + \alpha_k^i (64rd_l \lambda^2 + 4 \sum_{i \in \mathcal{R}} \delta_i^2))\]

\[\leq \bar{V}^k - \bar{V}^{k+1} + \bar{c}_1 \alpha_k^i + \bar{c}_2 (\alpha_k^i)^2,\]  

(D.12)

where \(\bar{c}_1 = \frac{18d_q x^2 q^2}{\rho_0}\) and \(\bar{c}_2 = (2(4r + 3q)^2 + 64r)d_l \lambda^2 + 4 \sum_{i \in \mathcal{R}} \delta_i^2\). Summing up (D.12) from 0 to \(k\), we obtain

\[2 \sum_{l=1}^{k} \alpha_0^l (F^l - F^*) \leq \bar{V}^1 - \bar{V}^{k+1} + \bar{c}_1 \sum_{l=1}^{k} \alpha_0^l + \bar{c}_2 \sum_{l=1}^{k} (\alpha_0^l)^2 \leq \bar{V}^1 + \bar{c}_1 \sum_{l=1}^{k} \alpha_0^l + \bar{c}_2 \sum_{l=1}^{k} (\alpha_0^l)^2.\]  

(D.13)

Dividing both sides by \(2 \sum_{l=1}^{k} \alpha_0^l\) gives

\[\frac{\sum_{l=1}^{k} \alpha_0^l}{\sum_{l=1}^{k} \alpha_0^l} F^l - F^* \leq m\bar{c}_1 + \frac{\bar{V}^1 + \bar{c}_2 \sum_{l=1}^{k} (\alpha_0^l)^2}{2 \sum_{l=1}^{k} \alpha_0^l} \leq \frac{\bar{V}^1 + \bar{c}_2 \log(k + 1)}{4(c + m\beta) \sqrt{k}}.\]  

(D.14)

The convexity of \(F\) and \(f_0\) leads to

\[\sum_{i \in \mathcal{R}} \mathbb{E}[F(x_i^k, \xi_i)] + f_0(x_0^k) - F^* \leq \sum_{i=1}^{k} \alpha_0^i F^i - F^*.\]

Combining this inequality and (D.14), we complete the proof.