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Abstract—This work studies multigroup multicasting transmission in cloud radio access networks (C-RANs) with simultaneous wireless information and power transfer, where densely packed remote radio heads (RRHs) cooperatively provide information and energy services for information users (IUs) and energy users (EUs), respectively. To maximize the weighted sum rate (WSR) of information services while satisfying the energy harvesting levels at EUs, an optimization of joint beamforming design for the fronthaul and access links is formulated, which is however neither smooth nor convex and is indeed NP-hard. To tackle this difficulty, the smooth and successive convex approximations are used to transform the original problem into a sequence of convex problems, and two first-order algorithms are developed to find the initial feasible point and the nearly optimal solution, respectively. Moreover, an accelerated algorithm is designed to improve the convergence speed by exploiting both Nesterov and heavy-ball momentums. Numerical results demonstrate that the proposed first-order algorithms achieve almost the same WSR as that of traditional second-order approaches yet with much lower computational complexity, and the proposed scheme outperforms state-of-the-art competing schemes in terms of WSR.
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I. INTRODUCTION

With the explosive development of the Internet-of-Things (IoTs), billions of low-power consumption devices (e.g., smart terminals, sensors and wearables) are deployed in various smart applications. Such massive networks, while providing ubiquitous communication connectivity, require perpetual energy supply [1]. To this end, simultaneous wireless information and power transfer (SWIPT), where the received (Rx) signals are exploited for information decoding and energy harvesting, has been widely accepted as a promising technology for power-limited IoT networks. In practice, however, a typical energy user (EU) such as humidity sensor requires much higher energy for its operation than for information users (IUs), due to the different sensitivities between energy harvesting circuitry and information decoding circuitry. In addition, severe channel attenuation leads to low power transfer efficiency and this constitutes a major bottleneck that hinders deploying massive energy-harvesting IoTs [2]. Therefore, further improving the energy transfer efficiency is paramount in beyond fifth-generation (5G) wireless networks [3].

On the other hand, cloud radio access networks (C-RANs), where low-power remote radio heads (RRHs) are densely deployed and connected to a pool of baseband processing units (BBUs) at the computation center via fronthaul links, has been deemed as a prospective network architecture, due to its potential for achieving substantial spectral efficiency and energy efficiency (EE) [4]. Due to the dense arrangement, it is more likely that users are close to one or a few RRHs, which will render higher degrees of macro-diversity and lower path loss and is beneficial for energy harvesting. Consequently, the integration of SWIPT and C-RANs is of great practical significance for enhancing wireless power transfer and realizing the envisioned battery-free IoT networks in the future [5].

In C-RANs, the capacity of fronthaul connecting the computation center to RRHs determines the data rate and coverage area of the network. In general, wired fronthaul links are desired because of its large capacity. However, albeit large, the fixed capacity makes wired fronthaul links inflexible to cope with dynamic traffic and/or unplanned traffic in the future. Also, if wired fronthaul links are overdesigned with high bandwidth (e.g., cables or optical fibers), it may be impractical for ultra-dense C-RANs due to its extremely high deployment cost, especially in urban areas [6]. Therefore, as an alternative, wireless fronthaul becomes a viable option in C-RANs, thanks to its flexibility, scalability, and low deployment cost [7].

Some innovative efforts have been devoted to the fronthaul and access links design for C-RANs [8]–[14]. Specifically, the authors of [8] proposed an effective beamforming design for C-RANs by accounting for EE and wired/wireless fronthaul cost. The work [9] iteratively optimized the fronthaul compress-
sion and hybrid beamforming for maximizing the weighted sum rate (WSR) and EE in C-RANs. Later, the work [10] developed a joint resource allocation in ultra-dense C-RANs, by considering joint mmWave fronthaul and wireless access transmission optimization. Two algorithms were developed to design wireless fronthaul and access links for C-RANs in [11], by using the difference of convex programming and successive convex approximation (SCA) schemes. In addition, the work [12] proposed to employ hybrid RF/FSO systems for wireless fronthauling of C-RANs, and the RF transmission time allocated to the multiple-access and fronthaul links was adaptively optimized. More recently, a secure beamforming was designed in [13] for the base station (BS)-cooperation-aided mmWave C-RANs with a microwave multicast fronthaul. The work [14] made a joint cache allocation and beamforming design for maximizing the content downloading sum-rate in C-RANs with multi-cluster multicast wireless backhaul. To make a balance between the system performance and the fronthaul overhead, user-centric coordinated transmission schemes are proposed, in which only a part of RRHs form a coordination cluster and perform joint beamforming, and only the coordinated RRHs in the same cluster need to share the users’ data information. The up-to-date survey [15] made a comprehensive review of the theories and techniques devoted to user-centric cell-free networks. A user-centric BS clustering and beamformer design problem was jointly studied [16], and an efficient algorithm was proposed by iteratively solving a sequence of group LASSO problem. On the other hand, to reduce the computational complexity and channel estimation overhead for coordination in C-RANs, the work [17] developed a unified theoretical framework for dynamic clustering by exploiting the near-sparsity of large channel matrices. In addition, the content-centric BS clustering was developed to reduce the traffic load over the fronthaul links, by using the content diversity [18].

While the above works focus on exploiting cooperative beamforming for enhancing the information transmission performance in C-RANs, the high beamforming gain achieved by cooperative beamforming is also appealing for wireless power transfer [19]–[23]. By leveraging cooperative beamforming, C-RANs can help compensate the high RF signal attenuation over long distance and thereby achieve a higher energy transfer efficiency. To reap this benefit, the work [19] studied resource allocation algorithm for secure information and renewable green energy transmission in distributed antenna systems. Later, [20] studied signal processing strategies for downlink and uplink of C-RANs with SWIPT. Furthermore, the authors of [21] jointly designed beamforming and power splitting in C-RANs with multicast fronthaul. For full-duplex C-RANs, a joint transceiver design was developed in [22] to minimize the total power consumption. Recently, to strike an optimum balance among the total power consumption in fronthaul links, the authors of [23] proposed two joint real-time resource allocation and energy trading strategies. However, a common feature of all the aforementioned works is the use of a second-order interior-point method whose complexity order is $O(N^3)$ with $N$ being the problem size, limiting previous studies to small/medium-scale C-RANs with no more than dozens of users and RRHs, which is not suitable for ultra-dense C-RANs.

Motivated by the above observations, this paper develops a low-complexity cooperative beamforming for ultra-dense C-RANs with SWIPT, where a large number of RRHs jointly provide information and energy services for massive IUs and EUs, respectively. For efficient data transmission, the network provides not only multicast services but also broadcast services. To sufficiently leverage wireless fronthaul and SWIPT, a cooperative beamforming for fronthaul and access links is designed via a first-order algorithm. The network under study is of practical importance for massive access applications in, e.g., smart cities and intelligent industry, where high-density machine-type communications are indispensable. In particular, the main contributions of this paper are summarized as follows.

- A cooperative beamforming for fronthaul and access links is designed to maximize the WSR of information services while satisfying the energy harvesting levels at EUs. Specifically, the original nonsmooth and nonconvex optimization problem is firstly transformed into a sequence of convex problems by using the smooth approximation and SCA techniques. Instead of directly solving each convexified problem with the interior-point method, a strong convex upper bound of the objective function is further constructed and, then, a first-order algorithm is designed to solve each SCA subproblem in the dual domain. The designed first-order algorithm obtains almost the same WSR as traditional second-order algorithms yet with much lower computational complexity.
- To improve the convergence speed of the designed first-order algorithm, an accelerated algorithm is further developed by jointly exploiting Nesterov and heavy-ball momentums. As each iterative update in the accelerated algorithm is more aggressive than the conventional gradient step, it converges more than twice as fast as the first-order algorithm, without loss of WSR performance.
- To identify a feasible initial point, the original feasibility problem is equivalently transformed into a nonconvex optimization problem with two simple and independent sets of constraints. Then, another first-order algorithm is developed to efficiently solve the transformed optimization by using the stochastic subgradient descent method. The convergence of the proposed algorithms are guaranteed and extensive Monte-Carlo simulation results demonstrate their effectiveness.

To detail the aforementioned contributions, the rest of this paper is organized as follows. Section II describes the system model. Section III formulates the WSR maximization problem and designs a first-order algorithm and its accelerated version. Section IV develops another first-order algorithm to find a feasible initial point. Simulation results are discussed in Section V and, finally, Section VI concludes the paper.

**Notation:** Vectors and matrices are denoted by lower- and upper-case letters in boldface, respectively. The operators $|·|$, $∥·∥_{F}$, $(·)^{T}$, $(·)^{H}$, Tr$(·)$ and $(·)^{-1}$ indicate the determinant, Frobenius norm, transpose, conjugate transpose, trace and inverse of a matrix, respectively. The operator $ℜ{·}$ takes the...
real part of a complex number and $\mathbb{E}[]$ gives the statistical expectation of a random variable. The symbol \text{diag}(x)$ constructs a diagonal matrix with entries specified by $x$, and $\nabla f(x)$ stands for the gradient of $f(x)$. Finally, $[x]^+ \triangleq \max\{0, x\}$, and $0_M$ and $1_M$ refer to the all-zero and all-one vectors of length $M$, respectively.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider the downlink of a C-RAN system with SWIPT, consisting of a computation center, a BBU pool, $N$ RRHs, $K$ IUs, and $Q$ EUs, where the sets of RRHs, IUs and EUs are denoted by $\mathcal{N} \triangleq \{1, \ldots, N\}$, $\mathcal{K} \triangleq \{1, \ldots, K\}$ and $\mathcal{Q} \triangleq \{1, \ldots, Q\}$, respectively. Let $L$, $M$, $T_I$ and $T_E$ be the numbers of antennas at the computation center, each RRH, IU and EU, respectively. For practical purposes and without loss of generality, it is assumed $L \gg M \geq T_I, T_E \geq 1$. The fronthaul links (i.e., the links from the computation center to RRHs) and access links (i.e., the links from RRHs to IUs/EUs) are supposed to work in exclusive frequency or time domain, yielding no co-channel interference between them.

A. Access Links

According to their different multicast service subscriptions, all IUs are divided into $G$ multicast groups $\mathcal{K}_1, \ldots, \mathcal{K}_G$, where $\mathcal{K}_g$ is the set of IUs in group $g$, $\forall g \in \mathcal{G} \triangleq \{1, \ldots, G\}$ with $1 \leq G \leq K$. It is assumed that each IU belongs to one and only one group, that is, $\cup_{g\in\mathcal{G}} \mathcal{K}_g = \mathcal{K}$ and $\mathcal{K}_i \cap \mathcal{K}_g = \emptyset, \forall i \neq g \in \mathcal{G}$. In addition to the multicast services, all IUs receive a common broadcast service as well.

Let $s_0 \in \mathbb{C}^{L \times 1}$ be the broadcast message for all IUs and $s_g \in \mathbb{C}^{d_a \times 1}, \forall g \in \mathcal{G}$ be the multicast message for the IUs in group $g$, where $d_a$ is the number of data streams destined for each IU, with $1 \leq d_a \leq T_I$ and $\mathbb{E}\|s_0\|^2 = \mathbb{E}\|s_g\|^2 = 1$. Then, the transmit (Tx) signal from RRH $n$ is given by

$$x_n = \sum_{j \in \mathcal{G}} V_{n,j} s_j, \quad \forall n \in \mathcal{N},$$  

where $V_{n,j} \in \mathbb{C}^{M \times d_a}$ is the beamforming matrix at RRH $n$ pertaining to message $s_j$. Accordingly, the Rx signal at IU $k$ can be expressed as

$$y_k^b = H_k V_0 s_0 + H_k V_{0,k} s_{g_k} + H_k \sum_{g \in \mathcal{G} \setminus \mathcal{G}_{k}} V_g s_g + n_k,$$

where $g_k \in \mathcal{G}$ is the group index to which IU $k$ belongs; $H_k \in \mathbb{C}^{T_k \times MN}$ is the network-wide channel matrix between all RRHs and IU $k$; $V_{j} = \begin{bmatrix} V_{1,j}^T, \ldots, V_{N,j}^T \end{bmatrix}^T \in \mathbb{C}^{M \times d_a}$ stands for the network-wide beamforming matrix corresponding to $s_j$; and $n_k \sim \mathcal{CN}(0, \delta_k^2 I_{T_k})$ means an additive white Gaussian noise (AWGN) at IU $k$. Next, we compute the achievable data rate of IUs and the harvested energy of EUs.

1) Information Service: Regarding the information decoding procedure, IU $k$ decodes both $s_0$ and $s_{g_k}$ using successive interference cancellation strategy. In particular, as the broadcast message has a higher priority and/or higher Tx power than multicast messages due to its wider coverage, the broadcast message $s_0$ is first decoded by treating all multicast signals as Gaussian noise and then, after subtracting the broadcast message from the Rx signal, each IU decodes its own multicast message. In view of (2), the achievable data rate for the broadcast and multicast services at IU $k$ can be readily computed as

$$R_{B,k} = \log_2 \left| I_{d_a} + V_0^H H_k^H J_{b,k}^{-1} H_k V_0 \right|, \quad \forall k \in \mathcal{K},$$

$$R_{M,k} = \log_2 \left| I_{d_a} + V_g^H H_k^H J_{m,k}^{-1} H_k V_g \right|, \quad \forall k \in \mathcal{K},$$

respectively, where $J_{b,k} \triangleq \sum_{g \in \mathcal{G} \setminus \mathcal{G}_{k}} H_k V_g V_g^H H_k^H + \delta_k^2 I_{T_k}$ and $J_{m,k} \triangleq \sum_{g \in \mathcal{G} \setminus \mathcal{G}_{k}} H_k V_g V_g^H H_k^H + \delta_k^2 I_{T_k}$ indicate the interference-plus-noise covariance matrices for the broadcast and multicast services at IU $k$, respectively. Finally, with (3)-(4), the overall achievable data rate of the network for the broadcast service, denoted $R_0$, is determined by the minimum of all $R_{B,k}, k \in \mathcal{K}$, while the achievable data rate of the network for multicast service for group $g$, denoted $R_g, g \in \mathcal{G}$, is determined by the minimum of all $R_{M,k}, k \in \mathcal{K}_g$ [14], i.e.,

$$R_0 = \min_{k \in \mathcal{K}} \{R_{B,k}\}, \quad R_g = \min_{k \in \mathcal{K}_g} \{R_{M,k}\}, \forall g \in \mathcal{G}.$$  

2) Energy Service: As for wireless power transfer, the Rx signal at EU $q$ is given by

$$y_q^p = F_q \sum_{j \in \mathcal{G}} V_j s_j + n_q, \quad \forall q \in \mathcal{Q},$$

where $F_q \in \mathbb{C}^{T_q \times MN}$ denotes the network-wide channel matrix between all RRHs and EU $q$, and $n_q \sim \mathcal{CN}(0, \delta_q^2 I_{T_k})$ is an AWGN at EU $q$. Due to the broadcast property of wireless channels, the energy carried by information bits can be harvested at each EU. By (6) and ignoring the noise power at EUs, the Rx power of EU $q$ can be computed as

$$P_{R,q} = \sum_{j \in \mathcal{G}} \text{Tr} \left( V_j^H F_q^H F_q V_j \right), \quad \forall q \in \mathcal{Q}.$$  

Then, the harvested energy at EU $q$ is counted as $E_{R,q} = \mathcal{F} \left( P_{R,q} \right)$, where the function $\mathcal{F}()$ reflects the energy conver-
sion process. In this paper, the practical non-linear EH model developed in [24] is adopted:

$$F(x) = \left[ \frac{P_{\text{max}}}{e^{-\gamma_x} x + 1} \left( 1 + \frac{e^{-\gamma_x} x + 1 - 1}{1 + e^{-\gamma_x} x + 1} \right) \right]^+,$$

(8)

where the parameter $P_0$ denotes the harvester’s sensitivity threshold and $P_{\text{max}}$ refers to the maximum harvested power when the EH circuit is saturated, and the parameters $\gamma_x$ and $\gamma_z$ are used to capture the nonlinear dynamics of EH circuits.

### B. Fronthaul Links

After the computation center acquires data of all IUs from the BBU pool, the requested data of associated users for each RRH are multiplexed and delivered through wireless fronthauling. Let $G_n \in \mathbb{C}^{M \times L}$ denote the fronthaul channel between the computation center and RRH $n$, then the Rx signal at RRH $n$ can be expressed as

$$y_n^F = G_n U_n m_n + G_n \sum_{\ell \in \mathcal{N} \setminus n} U_\ell m_\ell + z_n, \quad \forall n \in \mathcal{N},$$

(9)

where $m_\ell \in \mathbb{C}^{d_\ell \times 1}$ and $U_\ell \in \mathbb{C}^{L \times d_\ell}$ denote the normalized Tx signal (i.e., $E[\|m_\ell\|^2] = 1$) and corresponding beamforming matrix at the computation center for RRH $\ell$, respectively, with $1 \leq d_\ell \leq M$ being the number of independent data streams; and $z_n \sim \mathcal{CN}(0, \sigma^2 I_M)$ denotes an AWGN. In light of (9), the achievable fronthaul data rate for RRH $n$ can be computed as

$$R_{F,n} = \log_2 \left| I_{d_\ell} + U_n^H G_n J_{n,1}^{-1} G_n U_n \right|, \quad \forall n \in \mathcal{N},$$

(10)

where $J_{n,1} \triangleq \sum_{\ell \in \mathcal{N} \setminus n} G_n U_\ell U_\ell^H G_n^H + \sigma^2 I_M$.

Due to the limited fronthaul capacity, the computation center cannot serve all but only a part of users at a moment. In this regard, the indicator function $1 \{ \|V_n\|^2_F \leq \|V_j\|^2_F \}$ is introduced to characterize the relationship between service association and the beamformer for broadcast/multicast message $s_j$ at RRH $n$, that is,

$$1 \{ \|V_n\|^2_F \leq \|V_j\|^2_F \} = \begin{cases} 1, & \text{if } \|V_n\|^2_F \neq 0; \\ 0, & \text{otherwise}, \end{cases}$$

(11)

where $1 \{ \|V_n\|^2_F \neq 0 \}$ implies that group service $j$ is associated with RRH $n$, and $1 \{ \|V_n\|^2_F = 0 \}$ otherwise. To simplify the subscript, $\|V_n\|^2_F$ can be rewritten as $\|A_n V_j\|^2_F$, where $A_n \triangleq \text{diag}\left\{ \{0_{(n-1)M}, 1_M, 0_{(N-n)M}\} \right\}$. As a result, the aggregate data rate transmitted over the fronthaul link from the computation center to RRH $n$ is bound by its fronthaul link rate $R_{F,n}$, expressed as

$$R_{A,n} = \sum_{j \in \mathcal{G}} 1 \{ \|A_n V_j\|^2_F \} R_j \leq R_{F,n}, \quad \forall n \in \mathcal{N}.$$  

(12)

**Remark 1** (On channel acquisition and time synchronization). For ease of tractability, we assume that perfect channel state information (CSI) is available at the computation center and all RRHs can precisely synchronize with one another, like [23]. In practice, the CSI can be acquired as follows. At first, all users send uplink pilots to RRHs in a time-division duplexing fashion. After estimating its own CSI, each RRH sends it to the computation center via a fronthaul link [26].

As for the time synchronization, integrating global positioning system into network synchronization protocol is efficient to synchronize distant RRHs, see e.g., [27].

### III. First-Order Beamforming Design

Now, we start with maximizing the WSR of all information streams; and

$$\begin{align*}
\max_{V \in \mathbb{C}^{M \times L}} & \sum_{j \in \mathcal{G}} \alpha_j R_j(V) \\
\text{s.t.} & \quad R_{A,n}(V) \leq R_{F,n}(V), \quad \forall n \in \mathcal{N}, \\
& \quad E_{R,q}(V) \geq q, \quad \forall q \in \mathcal{Q}, \\
& \quad P_{T,n}(V) \leq p_n, \quad \forall n \in \mathcal{N}, \\
& \quad \sum_{\ell \in \mathcal{N}} \|U_\ell\|^2_F \leq p_c,
\end{align*}$$

(13)

where $V \triangleq \{\{V_j\}_{j \in \mathcal{G}}, \{U_n\}_{n \in \mathcal{N}}\}$ denotes the set of all Tx beamforming matrices pertaining to the fronthaul and access links; $\alpha_j$ in (13a) represents the priority of different group services; (13b) is the fronthaul links capacity constraint; (13c) specifies energy constraint for EU $q$, with $e_q$ being the minimal energy harvested requirement for EU $q$; (13d) and (13e) impose Tx power constraints for RRH $n$ and computation center, with $p_n$ and $p_c$ being the allowable maximal Tx power at RRH $n$ and the computation center, respectively, as well as $P_{T,n}(V) \triangleq \sum_{j \in \mathcal{G}} \|A_n V_j\|^2_F$. It is not hard to identify that problem (13) is neither smooth nor convex, and even finding a feasible point satisfying the nonconvex constraints (13b)–(13e) is NP-hard. A prevailing technique to solve this problem is various second-order interior-point methods, through off-the-shelf convex solvers. However, it is well-known that interior-point methods require computing Hessian matrices, and their extremely high computational complexity and memory requirement makes them unsuitable for ultra-dense C-RANs, where the amount of RRHs and users is very large. To tackle these challenges, in the following a low-complexity first-order algorithm and its accelerated algorithm are developed, provided that a feasible initial point is available. Afterwards, another first-order algorithm is designed to find a feasible initial point.

#### A. Tackling Nonsmoothness and Nonconvexity of Problem (13)

We begin with settling the nonsmoothness of $R_0(V)$ and $R_g(V)$ involved in (13a). By introducing a set of auxiliary variables $R \triangleq \{R_0, \{R_g\}_{g \in \mathcal{G}}\}$, such that

$$R_0 \leq R_{B,k}(V), \quad \forall k \in \mathcal{K},$$

(14)

$$R_g \leq R_{M,k}(V), \quad \forall k \in \mathcal{K}_g,$$

(15)

the nonsmooth broadcast data-rate function $R_0(V)$ and multicast data-rate function $R_g(V)$ can be replaced by $R_0$ and $R_g$, respectively. However, since $R_{B,k}(V)$ and $R_{M,k}(V)$ are nonconcave, constraints (14) and (15) are nonconvex.

To deal with the nonconvexity of (14) and (15), we construct a sequence of convex constraints to approximate (14) and (15).
by quadratically convexifying $R_{B,k}(V)$ and $R_{M,k}(V)$, in the following proposition.

**Proposition 1.** Given a fixed point $\mathcal{V}^{(t)}$, the lower bounding concave quadratic functions for $R_{B,k}(V)$ and $R_{M,k}(V)$ are defined by

$$\hat{R}_{B,k}^{(t)}(V) = \hat{\theta}_{b,k}^{(t)} - \sum_{j \in \Omega \cap \mathcal{G}} \text{Tr}(V_j^H \Xi_{b,k}^{(t)} V_j) - \Re\{\text{Tr}(\Upsilon_{b,k}^{(t)} V_0)\},$$

with

$$\hat{\theta}_{b,k}^{(t)} = -\text{Tr}\left((I_{d_k} - \Theta_{b,k}^H H_k V_0) - 1(I_{d_k} + \delta_0 \Theta_{b,k}^H \Theta_{b,k})\right) - \log_2|I_{d_k} - \Theta_{b,k}^H H_k V_0| + d_a,$$  

$$\Xi_{b,k}^{(t)} = H_k^H \Theta_{b,k}^H I_{d_k} - \Theta_{b,k}^H H_k V_0^{-1} \Theta_{b,k}^H H_k,$$  

$$\Upsilon_{b,k}^{(t)} = -(I_{d_k} - \Theta_{b,k}^H H_k V_0^{-1} \Theta_{b,k}^H H_k) + \frac{\delta_0}{a} I_{T_1},$$  

$$\Theta_{b,k}^{(t)} = \left(\sum_{j \in \Omega \cap \mathcal{G}} H_k V_0^{-1} (V_0^{-1} H_k + \frac{\delta_0}{a} I_{T_1})^{-1} H_k V_0\right),$$

and

$$\hat{R}_{M,k}^{(t)}(V) = \hat{\theta}_{m,k}^{(t)} - \sum_{j \in \mathcal{G}} \text{Tr}(V_j^H \Xi_{m,k}^{(t)} V_j) - \Re\{\text{Tr}(\Upsilon_{m,k}^{(t)} V_0)\},$$

with

$$\Xi_{m,k}^{(t)} = H_k^H \Theta_{m,k}^H (I_{d_k} - \Theta_{m,k}^H H_k V_g) - 1 \Theta_{m,k}^H H_k,$$  

$$\Upsilon_{m,k}^{(t)} = -(I_{d_k} - \Theta_{m,k}^H H_k V_g^{-1} \Theta_{m,k}^H H_k) + \frac{\delta_0}{a} I_{T_1},$$  

$$\Theta_{m,k}^{(t)} = \left(\sum_{j \in \mathcal{G}} H_k V_g^{-1} (V_g^{-1} H_k + \frac{\delta_0}{a} I_{T_1})^{-1} H_k V_g\right),$$

log$_2|I_{d_k} - \Theta_{m,k}^H H_k V_g| + d_a. Moreover, $\hat{R}_{B,k}^{(t)}(V)$ and $\hat{R}_{M,k}^{(t)}(V)$ satisfy two properties:

1) $\hat{R}_{B,k}^{(t)}(V) \leq R_{B,k}(V)$ and $\hat{R}_{M,k}^{(t)}(V) \leq R_{M,k}(V)$, with the equalities holding at $V = \mathcal{V}^{(t)}$.

2) $\nabla \hat{R}_{B,k}^{(t)}(V) = \nabla R_{B,k}(V)$ and $\nabla \hat{R}_{M,k}^{(t)}(V) = \nabla R_{M,k}(V)$.

**Proof:** Please refer to Appendix A.

With (16) and (18), the nonconvex (14) and (15) can be respectively approximated as

$$R_0 - \hat{R}_{B,k}^{(t)}(V) \leq 0, \forall k \in \mathcal{K},$$  

$$R_{g_k} - \hat{R}_{M,k}^{(t)}(V) \leq 0, \forall k \in \mathcal{K}.$$  

Since $\hat{R}_{B,k}^{(t)}(V)$ and $\hat{R}_{M,k}^{(t)}(V)$ in (16) and (18) are concave quadratic over $V$, the constraints (19) and (20) are convex.

Now, we deal with the nonsmoothness of the indicator function $1\{x\}$ in (13b). By using a similar approach as in [28], the nonsmooth $1\{x\}$ can be approximated by a smooth and convex $\ell_1$-norm, that is,

$$1\{\|A_n V_j\|_F^2 \leq \rho_{v,n,j} \|A_n V_j\|_F^2\},$$

where $\rho_{v,n,j} \equiv 1/(\|A_n V_j\|_F^2 + \epsilon)$ is a weight factor with $\epsilon$ being a positive value to control the smoothness of the approximation and $V_j^{(t)}$ being the solution obtained in the $t$th iteration. By using the approximations (14)- (15) and (21), the constraint in (13b) can be re-expressed as

$$\sum_{j \in \Omega \cap \mathcal{G}} \rho_{v,n,j} \|A_n V_j\|_F^2 \mathcal{R}_j - \hat{R}_{F,n}^{(t)}(V) \leq 0, \forall n \in \mathcal{N},$$

which is still nonconvex because of the coupling between $\mathcal{R}_j$ and $\|A_n V_j\|_F^2$. To address this issue, we replace $\mathcal{R}_j$ with $\mathcal{R}_{j,v}$, that is, the value obtained in the previous iteration [29], then, (22) can be simplified as

$$\hat{R}_{A,n}^{(t)}(V) - R_{F,n}^{(t)}(V) \leq 0, \forall n \in \mathcal{N},$$

where $\hat{R}_{A,n}^{(t)}(V) \equiv \sum_{j \in \Omega \cap \mathcal{G}} \rho_{v,n,j} \|A_n V_j\|_F^2 \mathcal{R}_{j,v}$. Due to the nonconvexity of $R_{F,n}(V)$, the constraint (23) is nonconvex. It is noteworthy that the decoupling between the variables $\mathcal{R}_j$ and $\|A_n V_j\|_F^2$ is essentially an alternating optimization based on the popular block coordinate descent algorithm, which is proved to converge to the Karush-Kuhn-Tucker (KKT) point of the original optimization problem [30 Prop. 3.7.1]. As a result, this decoupling does not only simplify the constraint, it also guarantees that (23) is still a valid restriction of (22).

By using a similar approach as above, we can construct a sequence of concave quadratic functions to approximate $R_{F,n}(V)$ in (13b), given below.

**Proposition 2.** Given a fixed point $\mathcal{V}^{(t)}$, the lower bounding concave quadratic function for $R_{F,n}(V)$ is defined as

$$\hat{R}_{F,n}^{(t)}(V) = \hat{\theta}_{n}^{(t)} - \sum_{\ell \in \mathcal{N}} \text{Tr}(U_{\ell}^H \Xi_{\ell,n}^{(t)} U_{\ell}) - \Re\{\text{Tr}(\Upsilon_{\ell,n}^{(t)} U_{\ell})\},$$

where

$$\Xi_{\ell,n}^{(t)} = G_n^H \Theta_{\ell,n}^H (I_{d} - \Theta_{\ell,n}^H G_n U_{\ell})^{-1} \Theta_{\ell,n}^H G_n,$$  

$$\Upsilon_{\ell,n}^{(t)} = -(I_{d} - \Theta_{\ell,n}^H G_n U_{\ell}^{-1} \Theta_{\ell,n}^H G_n) + \frac{\delta_0}{a} I_{T_1},$$  

$$\Theta_{\ell,n}^{(t)} = \left(\sum_{j \in \mathcal{G}} G_n U_{\ell}^{-1} (G_n U_{\ell}^{-1} H_k + \frac{\delta_0}{a} I_{T_1})^{-1} G_n U_{\ell}\right),$$

log$_2|I_{d} - \Theta_{\ell,n}^H G_n U_{\ell}| + d_a. Moreover, $\hat{R}_{F,n}^{(t)}(V)$ satisfies two properties:

1) $\hat{R}_{F,n}^{(t)}(V) \leq R_{F,n}(V)$, with the equality holding at $V = \mathcal{V}^{(t)}$.

2) $\nabla \hat{R}_{F,n}^{(t)}(V) = \nabla R_{F,n}(V)$.

**Proof:** The proof is similar to that in Appendix A and thus omitted for brevity.

By virtue of Proposition 2 and with a fixed point $\mathcal{V}^{(t)}$, the nonconvex constraint (25) can be approximated as

$$\sum_{j \in \Omega \cap \mathcal{G}} \rho_{v,n,j} \|A_n V_j\|_F^2 \mathcal{R}_j - \hat{R}_{F,n}^{(t)}(V) \leq 0, \forall n \in \mathcal{N},$$

which is convex, as $\|A_n V_j\|_F^2$ and $\hat{R}_{F,n}^{(t)}(V)$ are convex and concave quadratic over $V$, respectively.

Finally, we tackle the nonconvex constraint (13c), which can be re-expressed as

$$\mathcal{F}^{-1}(e_q) - P_{\text{th},q}(V) \leq 0, \forall q \in \mathcal{Q},$$

where $\mathcal{F}^{-1}(e_q)$ is the inverse function of $\mathcal{F}(e_q)$.
where

\[ F^{-1}(x) = \begin{cases} +\infty, & \text{if } x \geq P_{\text{max}} \\ \frac{e^x}{e_1} - \frac{1}{e_1} \ln \left( \frac{1 + e_1}{1 + e_2} - 1 \right), & \text{if } 0 < x < P_{\text{max}} \\ 0, & \text{if } x \leq 0 \end{cases} \]

(27)

denotes the pseudo-inverse of \( F(x) \), with \( e_1 \neq 0 \) and \( e_2 = P_{\text{max}} \exp \left( -t_1P_0 + t_2 \right) \). In view of \( P_{R,q}(V) \) given by (21), it is clear that \( \text{Tr} \left( V_j^H F_q^H F_q V_j \right) \) is a convex function of \( V_j \), which can be approximated by its first-order Taylor series expansion:

\[ \text{Tr} \left( V_j^H F_q^H F_q V_j \right) \approx - \text{Tr} \left( V_j^{(t)} H F_q^H F_q V_j^{(t)} \right) + 2\Re \left\{ \text{Tr} \left( V_j^{(t)} H F_q^H F_q V_j \right) \right\} \approx \tilde{F}_{R,q}(V), \]

(28)

Then, an approximation of \( P_{R,q}(V) \) can be expressed as

\[ P_{R,q}(V) \geq \varphi_{q,e_q} + 2 \sum_{j \in \mathcal{G}} \Re \left\{ \text{Tr} \left( V_j^{(t)} H F_q^H F_q V_j \right) \right\} \approx \tilde{P}_{R,q}(V), \]

(29)

where \( \varphi_{q,e_q} \approx - \sum_{j \in \mathcal{G}} \text{Tr} \left( V_j^{(t)} H F_q^H F_q V_j^{(t)} \right) \). As a result, with a fixed point \( V^{(t)} \), the nonconvex constraint (13c) can be approximated as

\[ F^{-1}(e_q) - \tilde{P}_{R,q}(V) \leq 0, \quad \forall q \in \mathcal{Q}, \]

(30)

which is convex as \( \tilde{P}_{R,q}(V) \) is linear over \( V \).

Now, with the convex constraints obtained in (19-20), (24) and (30), problem (13) can be iteratively solved in the SCA framework, with the \( t \)-th SCA subproblem explicitly given by

\[ \{ V^{(t+1)}, R^{(t+1)} \} = \min_{V,R} - \sum_{j \in \mathcal{G}} \alpha_j R_j, \]

s.t. \( (13a), (13c), (19), (20), (25), (30) \).

(31a)

Clearly, the subproblem (31a) is convex as the objective function (13a) is linear and all the constraints are convex. In the next subsection, a low-complexity first-order algorithm is developed, instead of traditional second-order interior-point methods with high complexity.

**B. First-Order Algorithm in Dual Domain**

Unlike traditional second-order algorithms, first-order approaches that alternatively perform a gradient step and a projection step (31), need only gradient information and thus enjoy much lower computational complexity, making them more suitable for handling large-scale optimization problems. However, as problem (31) is imposed by coupling constraints, the projection onto them would be highly complicated, if not properly handled.

To address this issue, we transform (31) by majorizing the cost function (31a) with a strongly convex upper bound. In particular, given any fixed point \( V^{(t)} \), (31a) can be strongly convexified by adding two positive quadratic terms:

\[ \Gamma^{(t)}(V, R) = - \sum_{j \in \mathcal{G}} \alpha_j R_j + \rho_1 \sum_{j \in \mathcal{G}} \| V_j - V_j^{(t)} \|^2 \]

\[ + \rho_2 \sum_{n \in \mathcal{N}} \| U_n - U_n^{(t)} \|^2, \]

(32)

where \( \rho_1 \) and \( \rho_2 \) are fixed positive parameters. In principle, the added proximal term \( \rho_1 \sum_{j \in \mathcal{G}} \| V_j - V_j^{(t)} \|^2 \) and \( \rho_2 \sum_{n \in \mathcal{N}} \| U_n - U_n^{(t)} \|^2 \) is to make the objective function strongly concave with respect to \( V \). According to [32] Prop. 4.1, the iterations \( \{ V^{(t)} \} \) is guaranteed to converge to a limit point. Consequently, (32) serves as a tight upper bound of (31a), with their function values being equal at \( V = V^{(t)} \). Therefore, (31a) can be transformed into

\[ \{ V^{(t+1)}, R^{(t+1)} \} = \min_{V,R} \Gamma^{(t)}(V, R), \quad \text{s.t.} \quad (31b). \]

With the strong convexity of \( \Gamma^{(t)}(V, R) \), we can derive the dual problem of (33). Specifically, let \( \mathcal{L} \triangleq \{ \lambda_{r,n}, \lambda_{t,n} \}_{n \in \mathcal{N}}, \lambda_c, \{ \lambda_{b,k}, \lambda_{m,k} \}_{k \in \mathcal{K}}, \{ \lambda_{e,q} \}_{q \in \mathcal{Q}} \) be the dual variables corresponding to the constraints shown in (31b), the dual problem of (33) is formalized below in closed-form.

**Proposition 3.** The dual problem of (33) can be explicitly expressed as

\[ \max_{\mathcal{L} \in \mathbb{P}} D(\mathcal{L}) = \rho_1 \sum_{j \in \mathcal{G}} \| V_j^0 - V_j^{(t)} \|^2_F + \rho_2 \sum_{n \in \mathcal{N}} \| U_n^0 - U_n^{(t)} \|^2_F \]

\[ + \lambda_c \left( \sum_{n \in \mathcal{N}} \| U_n^0 \|^2_F - p_c \right) + \sum_{q \in \mathcal{Q}} \lambda_{e,q} \left( F^{-1}(e_q) \right) \]

\[ - \tilde{P}_{R,q}(V^0) - \sum_{k \in \mathcal{K}} \left[ \lambda_{m,k} R_{M,k}(V^0) + \lambda_{b,k} \right] \times \tilde{R}_{B,k}(V^0) + \sum_{n \in \mathcal{N}} \left[ \lambda_{t,n} \left( \tilde{R}_{R,n}(V^0) - \tilde{R}_{F,n}(V^0) \right) \right] \]

\[ + \lambda_{r,n} \left( P_{T,n}(V^0) - p_n \right) \],

(34a)

where \( V^0 \triangleq \{ V_j^0 \}_{j \in \mathcal{G}}, \{ U_n^0 \}_{n \in \mathcal{N}} \) is uniquely given by

\[ V_j^0 = \left( A_j^{(t)} \right)^{-1} A_j^{(t)} \], \quad \forall j \in \mathcal{G}, \]

(34b)

\[ U_n^0 = \left( B_n^{(t)} \right)^{-1} B_n^{(t)} \], \quad \forall n \in \mathcal{N}, \]

(34c)

with \( A_j^{(t)} \) and \( A_j^{(t)} \) are given by (34d) and (34e), respectively, shown in the top of the next page, and

\[ B_n^{(t)} \triangleq (\lambda_c + \rho_2) I_L + \sum_{\ell \in \mathcal{G}} \lambda_{\ell,n} \Xi_{L,\ell}^{(t)} \]

\[ B_n^{(t)} \triangleq \rho_2 U_n^{(t)} - \frac{\lambda_{\ell,n}}{2} T_n^{(t)} \Xi_{L,\ell}^{(t)} \]

(34f)

(34g)

where \( \Omega_{n,j} \triangleq \text{diag} \left\{ \left[ 0_{N-1} \right]_M, \kappa_{n,j}^{(t)} \right]_M, 0_{N-1} \right\} \) with \( \kappa_{n,j}^{(t)} \triangleq \lambda_{t,n} \rho_{n,j}^{(t)} R_j + \lambda_{r,n} \). Moreover, the domain of the dual function \( D(\mathcal{L}) \) is

\[ \mathcal{P} = \left\{ \begin{array}{l} \lambda_{n,k}, \lambda_{c,k} \geq 0, \quad \forall k \in \mathcal{K} \\ \lambda_{t,n}, \lambda_{r,n} \geq 0, \quad \forall n \in \mathcal{N} \\ \lambda_c \geq 0, \lambda_{e,q} \geq 0, \quad \forall q \in \mathcal{Q} \\ \sum_{k \in \mathcal{K}} \lambda_{m,k} - \alpha_q = 0, \quad \forall q \in \mathcal{Q} \\ \sum_{k \in \mathcal{K}} \lambda_{b,k} - \alpha_q = 0, \quad \forall q \in \mathcal{Q} \end{array} \right\} \]

(34h)
Proof: See Appendix [H]

In view of Proposition 3, for any fixed \( L \), the value of \( V^0 \) is uniquely determined by (34b)–(34d). Also, it is straightforward to compute the partial derivatives as \( \partial D(L) = -R^{(t)}(V^0) \),

\[
\frac{\partial D(L)}{\partial \lambda_{m,k}} = -\bar{R}_{b,k}^{(t)}(V^0), \quad \forall k \in \mathcal{K};
\]

\[
\frac{\partial D(L)}{\partial \lambda_{q,n}} = \mathcal{L}^{-1}(e) - \bar{P}_{b,q}^{(t)}(V^0), \quad \forall q \in \mathcal{Q};
\]

\[
\frac{\partial D(L)}{\partial \mu_{m,n}} = P_{T,n}(V^0) - P_n, \quad \forall n \in \mathcal{N},
\]

and \( \frac{\partial D(L)}{\partial \mu_{q,n}} = F_q^{H}F_q V^0 - \frac{1}{2} \sum_{k \in \mathcal{K}} \lambda_{b,k} Y_{b,k}^{(t)}, \quad \text{if } j = 0, \quad \text{in } \mathcal{G},
\]

\[
\mathcal{A}^{(t)} = \left\{ \begin{array}{ll}
\sum_{n \in \mathcal{N}} \Omega_{m,n} + \rho_1 I_{MN} + \sum_{k \in \mathcal{K}} \lambda_{b,k} Y_{b,k}^{(t)}, & \text{if } j = 0, \quad \text{in } \mathcal{G},
\sum_{n \in \mathcal{N}} \Omega_{m,n} + \rho_1 I_{MN} + \sum_{k \in \mathcal{K}} (\lambda_{b,k} Y_{b,k}^{(t)} + \lambda_{m,k} Y_{m,k}^{(t)}), & \text{if } j \neq 0, \quad \text{in } \mathcal{G},
\end{array} \right.
\]

As such, the gradient update step at the \( s \)-th iteration \( \mathcal{D}(\{\mu_{m,k}^{(s)}, \mu_{b,k}^{(s)}\}) \) can be expressed as

\[
\begin{align*}
\mu_{m,k}^{(s+1)} &= \mu_{m,k}^{(s)} - \nu_s \bar{R}_{m,k}^{(t)}(V^0), \quad \forall k \in \mathcal{K}, \\
\mu_{b,k}^{(s+1)} &= \mu_{b,k}^{(s)} - \nu_s \bar{R}_{b,k}^{(t)}(V^0), \quad \forall k \in \mathcal{K}, \\
\mu_{q,n}^{(s+1)} &= \mu_{q,n}^{(s)} + \nu_s \mathcal{L}^{-1}(e) - \bar{P}_{b,q}^{(t)}(V^0), \quad \forall q \in \mathcal{Q}, \\
\mu_{r,n}^{(s+1)} &= \mu_{r,n}^{(s)} + \bar{P}_{T,n}(V^0), \quad \forall n \in \mathcal{N}, \\
\mu_{e,q}^{(s+1)} &= \mu_{e,q}^{(s)} + \nu_s \left( \sum_{n \in \mathcal{N}} \left\| U_n^0 \right\|_F^2 - P_n \right),
\end{align*}
\]

where \( \nu_s \) denotes the step size at the \( s \)-th iteration. To find the nearest feasible point, which is equivalent to

\[
\min_{\mathcal{P}} \sum_{n \in \mathcal{N}} \left[ (\lambda_{r,n} - H_{r,n}^{(s)})^2 + (\lambda_{l,n} - H_{l,n}^{(s)})^2 \right] + \sum_{k \in \mathcal{K}} \left[ (\lambda_{b,k} - H_{b,k}^{(s)})^2 + (\lambda_{m,k} - H_{m,k}^{(s)})^2 \right] + \left( \bar{\lambda}_{e,q} - H_{e,q}^{(s)} \right)^2 + \sum_{q \in \mathcal{Q}} \left( \bar{\lambda}_{r,n} - H_{r,n}^{(s)} \right)^2,
\]

we can easily find the projection result of (36) as (for more details, please refer to Appendix [C]):

\[
\begin{align*}
\lambda_{m,k}^{(s+1)} &= \left( \mu_{m,k}^{(s)} - \frac{\bar{\omega}_{g_k}}{2} \right)^+, \\
\lambda_{b,k}^{(s+1)} &= \left( \mu_{b,k}^{(s)} - \frac{\bar{\omega}_{q}}{2} \right)^+, \quad \forall k \in \mathcal{K};
\end{align*}
\]

\[
\begin{align*}
\lambda_{r,n}^{(s+1)} &= \left( \mu_{r,n}^{(s)} \right)^+, \quad \forall n \in \mathcal{N};
\end{align*}

\[
\begin{align*}
\lambda_{e,q}^{(s+1)} &= \left( \mu_{e,q}^{(s)} \right)^+, \quad \forall q \in \mathcal{Q};
\end{align*}

where \((\cdot)^+\) means the non-negative projection on (34b), and \( \bar{\omega}_{g_k} \) and \( \bar{\omega}_{q} \) are parameters satisfying

\[
\sum_{k \in \mathcal{K}} \left( \mu_{m,k}^{(s)} - \frac{\bar{\omega}_{g_k}}{2} \right)^+ = \alpha_g, \quad \forall g \in \mathcal{G},
\]

Algorithm 1 First-Order Algorithm for Solving Problem (13)

1. **Initialization:** Generate \( V^{(0)} \) via Algorithm 2 (to be detailed in Section IV).
2. \( t \leftarrow 0 \);
3. **repeat**
   4. Compute \( \mathcal{E}_{b,k}^{(t)}, \mathcal{E}_{m,k}^{(t)}, \mathcal{E}_{b,k}^{(t)}, \mathcal{Y}_{b,k}^{(t)}, \mathcal{Y}_{m,k}^{(t)} \), and \( \mathcal{V}_{q,n}^{(t)}, \mathcal{V}_{q,n}^{(t)} \) \( \forall q \in \mathcal{Q}, \mathcal{P}_{b,q}^{(t)}, \mathcal{R}_{j}^{(t)}, \forall j \in \mathcal{G}, \forall n \in \mathcal{N} \) according to (24)–(29);
   5. \( V \leftarrow V^{(t)} \);
   6. Set \( \bar{\lambda}_{c} = \lambda_{m,k} - \lambda_{b,k} - \lambda_{e,q} = \lambda_{r,n} = \lambda_{T,n} = 0, \forall n \in \mathcal{N}, \forall k \in \mathcal{K}, \forall q \in \mathcal{Q} \);
   7. **repeat**
      8. Update \( V \) as per (34b)–(34c);
      9. Update \( L \) according to (37)–(40);
      10. **until** convergence
   11. **Output** \( V = V^{(t)} \);
   12. **Output** \( V^{(t+1)} = V \);
   13. \( t \leftarrow t + 1 \);
   14. **until** convergence

\[
\sum_{k \in \mathcal{K}} \left( \mu_{b,k}^{(s)} - \frac{\bar{\omega}_{q}}{2} \right)^+ = \alpha_0,
\]

whose values can be readily determined by using the bisection method.

By iteratively updating \( L \) as per (35) and (37)–(40), we can get the optimal solution of \( L \) to the dual problem (34a). Then, the optimal solution of \( V \) to the primal problem (33) is obtained by substituting the optimal \( L \) into (34a)–(34c). In light of (5), the optimal solutions of \( \{ \mathcal{R}_{0}, \mathcal{R}_{q} \}_{q \in \mathcal{G}} \) to (33) satisfies its equality, that is,

\[
\mathcal{R}_{0} = \min_{k \in \mathcal{K}} \left\{ \bar{R}_{b,k}^{(t)}(V) \right\}, \quad \mathcal{R}_{q} = \min_{k \in \mathcal{K}} \left\{ \bar{R}_{m,k}^{(t)}(V) \right\}.
\]

To sum up, we formalize the main procedure for finding the solution of problem (12) through two-layer iterations in Algorithm [I]. For the outer iteration, (13) is iteratively solved in the SCA framework over \( t \), while for the inner iteration, each SCA subproblem (33) is iteratively solved over \( s \). Since the domain of \( D(L) \) in (34a) is closed and convex, the iteration with respect to \( s \) is guaranteed to converge to the global optimum of (34a) at a rate of \( O(1/s) \), if the step size \( \nu_s \) is smaller than the inverse of the Lipschitz constant of \( \nabla D(L) \) (33). Moreover, since the primal problem (33) is convex, the convergent optimum of (34a) is also the global optimum of (33), given that (33) is strictly feasible (34). It is noteworthy that, although (23) and (33) are exploited to improve the algorithm efficiency, Algorithm 1 is guaranteed to converge to a stationary point of problem (13) [30 Prop. 3.7.1], [32 Prop. 4.1].
It remains to mention that, since Algorithm 1 is based on the SCA framework, it requires a feasible point of (13) to start the SCA procedure, which is addressed in the next section.

Remark 2 (On the coordination overhead). As channel estimation is performed locally at each RRH, there is no overhead for exchanging the instantaneous CSI among the RRHs. On the other hand, each iteration of Algorithm 2 can be executed in parallel, which benefits lower coordination overhead. In particular, according to (34a) and (34b), the primal variables \( \{ V^o \} \) can be updated in parallel. Since the update of each primal variable only depends on a few dual variables, the message passing overhead is small. Likewise, according to (35) and (37), the dual variables can also be updated in parallel and each depends on only a few primal variables. Thanks to the parallel structure, Algorithm 7 has the potential of leveraging the modern multicore multithread processor architecture for speeding up the computation, with extremely low coordination overhead.

C. Acceleration with Momentum Techniques

As Algorithm 1 only involves the gradient information, it may spend a large number of iterations to converge. To improve the convergence speed, Nesterov gradient method is widely used to accelerate the global convergence by exploiting Nesterov momentum, see e.g., [41]. However, Nesterov method has a slow convergence rate. Fortunately, the classic heavy-ball method is capable of improving local convergence rate [37]. Most recently, by jointly exploiting Nesterov and heavy-ball momentum, the work [38] developed a double accelerated algorithm, allowing rapid acceleration in both global and local convergence rates. To be specific, according to (35), the gradient update step (35) in Algorithm 1 is recalculated as per the two substeps, given by (44a) shown at the top of the next page, where \( \lambda_m^s - \lambda_{m,l}^{s-1} \), \( \lambda_b^s - \lambda_{b,l}^{s-1} \), \( \lambda_e^s - \lambda_{e,n}^{s-1} \), \( \lambda_n^s - \lambda_{c,n}^{s-1} \) and \( \lambda_t^s - \lambda_{c,t}^{s-1} \) denote the heavy-ball moments, and

\[
\begin{align*}
\mu_{m,k}^{(s)} &\leftarrow \mu_{m,k}^{(s-1)} + \frac{\lambda_{m,k}^{(s-1)}}{\pi_{m,k}^{(s-1)}} (\mu_{m,k}^{(s-1)} - \mu_{m,k}^{(s-1)}), \quad \forall k \in K, \\
\mu_{b,k}^{(s)} &\leftarrow \mu_{b,k}^{(s-1)} + \frac{\lambda_{b,k}^{(s-1)}}{\pi_{b,k}^{(s-1)}} (\mu_{b,k}^{(s-1)} - \mu_{b,k}^{(s-1)}), \quad \forall k \in K, \\
\mu_{e,q}^{(s)} &\leftarrow \mu_{e,q}^{(s-1)} + \frac{\lambda_{e,q}^{(s-1)}}{\pi_{e,q}^{(s-1)}} (\mu_{e,q}^{(s-1)} - \mu_{e,q}^{(s-1)}), \quad \forall q \in Q, \\
\mu_{t,n}^{(s)} &\leftarrow \mu_{t,n}^{(s-1)} + \frac{\lambda_{t,n}^{(s-1)}}{\pi_{t,n}^{(s-1)}} (\mu_{t,n}^{(s-1)} - \mu_{t,n}^{(s-1)}), \quad \forall n \in N, \\
\mu_{e}^{(s)} &\leftarrow \mu_{e}^{(s-1)} + \frac{\lambda_{e}^{(s-1)}}{\pi_{e}^{(s-1)}} (\mu_{e}^{(s-1)} - \mu_{e}^{(s-1)}),
\end{align*}
\]

where \( \mu_{m,k}^{(s-1)}, \mu_{b,k}^{(s-1)}, \mu_{e,q}^{(s-1)}, \mu_{t,n}^{(s-1)}, \mu_{e}^{(s-1)} \) are Nesterov momentum. Also, \( \pi^{(s)} \) is a particularly tuned parameter satisfying [35]

\[
\pi^{(0)} = 1, \quad \pi^{(s)} = \frac{1}{2} \left( 1 + \sqrt{1 + 4 \left( \pi^{(s-1)} \right)^2} \right).
\]

The great insight of the acceleration lies in the heavy-ball and Nesterov momentum (without these moments, the accelerated algorithm would reduce to Algorithm 1). In particular, both momentums use previous updates to generate an overshoot, so that the updates using (44a) and (44b) is more aggressive than the conventional gradient step (35) in Algorithm 1. For illustration purposes, by using the contour iteration diagram, Fig. 2 shows the advantages of the accelerated algorithm, where the update of \( \lambda_{m,k} \) is taken for instance. On the other hand, to ensure the accelerated algorithm not miss the optimal point, it is necessary to control these momentums via a sequence of monotonically increasing parameters \( \{ \pi^{(s)} \} \). With \( \{ \pi^{(s)} \} \) updated according to (45), the accelerated algorithm is guaranteed to converge to the global optimum of (31) at a rate of \( O(1/s^2) \). As the other steps of the accelerated algorithm are identical to Algorithm 1 except for the projected gradient step, the detailed algorithm procedure is omitted for brevity.

IV. FIRST-ORDER ALGORITHM FOR FINDING FEASIBLE INITIAL POINT

In the preceeding section, we have developed Algorithm 1 and its accelerated algorithm for solving (13) provided that an initial feasible point is available. In practice, however, it is challenging to find a feasible point for the nonconvex constrained problem (13). To address this issue, the feasibility problem is transformed into an equivalent nonconvex optimization with two simple and independent sets of constraints. Then, by designing another first-order algorithm, we solve the equivalent problem in the SCA framework via stochastic subgradient descent.

A. Problem Transformation

By virtue of (14)-(15) and (22), the feasibility problem of (13) can be written as

\[
\begin{align*}
\min_{\mathcal{V}} & \quad h(\mathcal{V}) \triangleq \sum_{n \in \mathcal{N}} \left( \sum_{j \in \mathcal{G}} \mathbb{E} \left[ \| A_n V_j \|_F^2 \right] R_j - R_{F,n}(\mathcal{V}) \right)^+ \\
& \quad + \sum_{q \in \mathcal{Q}} (F^{-1}(e_q) - P_{H,q}(\mathcal{V}))^+, \\
\text{s.t.} & \quad \sum_{j \in \mathcal{G}} \| A_n V_j \|_F^2 \leq p_n, \quad \forall n \in \mathcal{N}, \\
& \quad \sum_{n \in \mathcal{N}} \| U_n \|_F^2 \leq p_c,
\end{align*}
\]

(46)

To determine the (in)feasibility of (46), it can be equivalently transformed into the following optimization problem with only two simple sets of constraints (40):

\[
\begin{align*}
\min_{\mathcal{V}} & \quad h(\mathcal{V}) \triangleq \sum_{n \in \mathcal{N}} \left( \sum_{j \in \mathcal{G}} \mathbb{E} \left[ \| A_n V_j \|_F^2 \right] R_j - R_{F,n}(\mathcal{V}) \right)^+ \\
& \quad + \sum_{q \in \mathcal{Q}} (F^{-1}(e_q) - P_{H,q}(\mathcal{V}))^+, \\
\text{s.t.} & \quad \sum_{j \in \mathcal{G}} \| A_n V_j \|_F^2 \leq p_n, \quad \forall n \in \mathcal{N}, \\
& \quad \sum_{n \in \mathcal{N}} \| U_n \|_F^2 \leq p_c,
\end{align*}
\]

(47a)

where the objective function \( h(\mathcal{V}) \) consists of the sum of \( N+Q \) nonconvex functions, with each measuring the degrees of violating its corresponding constraint via a hinge-loss function. If an optimal solution \( \mathcal{V}^* \) of (46) can be obtained for which \( h(\mathcal{V}^*) = 0 \), then \( \mathcal{V}^* \) is feasible for (13). Otherwise, \( \mathcal{V}^* \) is infeasible and from the values of \( Q+N \) loss components, we can determine which constraints cause infeasibility. Nonetheless, as \( h(\mathcal{V}) \) given by (46) is nonconvex and NP-hard, solving problem (46) remains a challenging task. To proceed, in the next subsection the original problem (47) is approximated as a
A straightforward method to solve (49) is the subgradient descent method, updated by
\[
\begin{align*}
\tilde{\mu}_{m,k}^{(s)} &\leftarrow \lambda_{m,k}^{(s)} - \bar{\nu}_s \bar{R}_{M,k}^{(s)}(V^{(s)}) + \frac{\pi^{(s-1)} - 1}{\pi^{(s)}} \left( \lambda_{m,k}^{(s)} - \lambda_{m,k}^{(s-1)} \right), \quad \forall k \in K, \\
\tilde{\mu}_{b,k}^{(s)} &\leftarrow \lambda_{b,k}^{(s)} - \bar{\nu}_s \bar{R}_{B,k}^{(s)}(V^{(s)}) + \frac{\pi^{(s-1)} - 1}{\pi^{(s)}} \left( \lambda_{b,k}^{(s)} - \lambda_{b,k}^{(s-1)} \right), \quad \forall k \in K, \\
\tilde{\mu}_{c,q}^{(s)} &\leftarrow \lambda_{c,q}^{(s)} + \nu_s \left( F^{-1}(c_q) - \bar{P}_{B,k}^{(s)}(V^{(s)}) \right) + \frac{\pi^{(s-1)} - 1}{\pi^{(s)}} \left( \lambda_{c,q}^{(s)} - \lambda_{c,q}^{(s-1)} \right), \quad \forall q \in Q, \\
\tilde{\mu}_{f,n}^{(s)} &\leftarrow \lambda_{f,n}^{(s)} + \nu_s \left( P_{A,n}^{(s)}(V^{(s)}) - \bar{R}_{A,n}^{(s)}(V^{(s)}) \right) + \frac{\pi^{(s-1)} - 1}{\pi^{(s)}} \left( \lambda_{f,n}^{(s)} - \lambda_{f,n}^{(s-1)} \right), \quad \forall n \in N, \\
\tilde{\mu}_{c}^{(s)} &\leftarrow \lambda_{c}^{(s)} + \nu_s \sum_{n \in N} \|U_n^2\|_F^{-1} - \bar{\nu}_c + \frac{\pi^{(s-1)} - 1}{\pi^{(s)}} \left( \lambda_{c}^{(s)} - \lambda_{c}^{(s-1)} \right),
\end{align*}
\]
(44a)
is the step size at the \(s\)th iteration, and \(\nabla_{V} \tilde{h}^{(s)}(V)\) is the subgradient with respect to \(V\). However, since this subgradient descent requires computing \(N + Q\) subgradients at each step, it becomes extremely intensive for large \(N\) and \(Q\).

To reduce computation burden, stochastic subgradient descent, where an index \(m_s\) is randomly drawn from a uniform distribution defined on the index set \(M = \{1, \ldots, N, \ldots, N + Q\}\) at each iteration \(s\) and then perform the update:
\[
\mathcal{V}^{(s+1)} = \prod_{\mathcal{X}} \left( \mathcal{V}^{(s)} - \bar{\nu}_s \nabla_{V} \tilde{h}^{(s)}_{m_s}(V) \right),
\]
(51)
where \(\nabla_{V} \tilde{h}^{(s)}_{m_s}(V)\) is subgradient drawn from the subgradients set of \(\{h_{c,q}^{(s)}(V)\}_{q \in Q}, \{h_{f,n}^{(s)}(V)\}_{n \in N}\) with respect to \(V\). The advantage of stochastic gradient descent is that the updates are computationally cheaper than the subgradient descent at each iteration, as it only needs to compute the gradient of a single component function. Specifically, \(\{V_j\}_{j \in \mathcal{G}}, \{U_n\}_{n \in N}\) is first used to compute \(\{Z_{v,j}\}_{j \in \mathcal{G}}, \{Z_{u,n}\}_{n \in N}\) as per
\[
Z_{v,j} = V_j - \bar{\nu}_s \nabla_{V} h_{v,m_s}^{(s)}(V), \quad \forall j \in \mathcal{G},
\]
(52a)
\[
Z_{u,n} = U_n - \bar{\nu}_s \nabla_{U} h_{u,m_s}^{(s)}(V), \quad \forall n \in N,
\]
(52b)
where \(\nabla_{U} h_{u,m_s}^{(s)}(V)\) and \(\nabla_{V} h_{v,m_s}^{(s)}(V)\) are subgradients drawn from the sets of \(\{\nabla_{U} h_{u,m_s}^{(s)}(V)\}_{n \in N}\) and \(\{\nabla_{V} h_{v,m_s}^{(s)}(V)\}_{q \in Q}\), detailed in Appendix D respectively. Then, to satisfy the constraints (47b) and (47c), \(\{Z_{v,j}\}_{j \in \mathcal{G}}, \{Z_{u,n}\}_{n \in N}\) is further projected onto the constraint sets of (47b) and (47c), which can be formulated as
\[
\min_{\mathcal{V}} \sum_{j \in \mathcal{G}} \|V_j - Z_{v,j}\|_F^2 + \sum_{n \in N} \|U_n - Z_{u,n}\|_F^2,
\]
(53a)
s.t. (47b), (47c).
(53b)
As (53) is a quadratic programming with only two simple and independent constraints, by recalling the Karush-Kuhn-Tucker (KKT) conditions, its solution can be readily expressed as
\[
V_j = \begin{cases} 
\sum_{n \in N} \frac{Z_{v,j}}{\lambda_n} A_{n} Z_{v,j}, & \text{if } \Lambda_n \leq p_n, \\
\text{otherwise}, & \forall j \in \mathcal{G},
\end{cases}
\]
(54a)
\[
U_n = \begin{cases} 
\sum_{n \in N} \frac{Z_{u,n}}{\Lambda_c} Z_{u,n}, & \text{if } \Lambda_c \leq p_n, \\
\text{otherwise}, & \forall n \in N,
\end{cases}
\]
(54b)
Algorithm 2 First-Order Algorithm for Finding an Initial Feasible Point of (13)

1: **Initialization:** Generate an initial point denoted

\[ V_j^{(0)} = \sqrt{\frac{\Lambda}{\Delta_{MN} d_j}}, \forall j \in 0 \cup G, \text{ and} \]

\[ U_n^{(0)} = \sqrt{\frac{\Lambda}{\Delta_{MN}}} d_n, \forall n \in N, \text{ where each element} \]

of \( \Delta_{MN} \) is a normalized complex number with its phase uniformly distributed in \((−\pi, \pi)\);

2: **Initialization:**

\[ t = 0; \]

3: **repeat**

4: **Compute**

\[ \{\nabla V_j h_1^{(t)}(V)\}_V \ni \{\nabla V_j h_1^{(t)}(V)\}_{V \in N} \]

and

\[ \{\nabla U_n h_1^{(t)}(V)\}_{U_n \in N} \]

as per (1.2) and (1.3).

5: **Update**

\[ V_j \leftarrow V_j^{(t)}; \]

6: **update convergence**

7: **Output**

\[ \gamma_{t+1} = \gamma_t; \]

8: **execute**

9: **update**

\[ t \leftarrow t + 1; \]

10: **until** convergence

where \( \Lambda \equiv \sum_{j \in 0 \cup G} \|A_j V_j^{(t)}\|_F^2 \) and \( \Lambda_i \equiv \sum_{n \in N} \|Z_{n,n}\|_F^2. \)

In summary, the first-order algorithm developed for finding a feasible point of problem (13) is formalized in Algorithm 2. In particular, the transformed problem (47) is iteratively solved with iteration over \( t \) in the SCA framework while each SCA subproblem (49) is solved with iterations over \( s \). As the constraint set of (47) is closed and convex, with step size \( \tilde{\nu}_s = \mathcal{O}(1/\sqrt{s}) \), the iteration with respect to \( s \) is guaranteed to converge to the global minimum of (49). Moreover, like Algorithm 1, the iteration with respect to \( t \) is guaranteed to converge to a stationary point of (47). It is noteworthy that, as Algorithm 2 is also based on the SCA framework, it needs to be initialized from a feasible point of problem (47). For simplicity, as shown in Step 1 of Algorithm 2, a feasible initial point can be readily obtained by equally allocating the respective total Tx power of each RRH and the computation center to each service. Finally, it remains to mention that Algorithm 2 would at least guarantee the convergence to a KKT point of feasibility problem (47). While there is no theoretical guarantee for achieving global optimality of (46), SCA-based algorithms were empirically demonstrated to be highly successful in convergence to the global optimal cost \( h(V^*) = 0 \) (i.e., attain feasibility) in a finite number of iterations [40], [42]. Otherwise, we need to run Algorithm 2 starting with different initial points.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, Monte-Carlo simulation experiments are carried out to evaluate the proposed first-order algorithms for joint beamforming of wireless fronthaul and access links in ultra-dense C-RANs with SWIPT. All experiments are performed on MATLAB R2019b running on a Windows X64 machine with 3.7 GHz CPU and 32 GB RAM. In the simulation setup, the RRHs and IUs/EUs are randomly and uniformly distributed over a coverage area of 300 × 300 m².

The computation center is located at the center of this area with \( L = 16 \) antennas. The channel model of access and fronthaul links are similar to the model in [11]. The main system parameters used in our simulation experiments are summarized in Table I. For simplicity, we assume all group services have the same priority (i.e., \( \alpha_j = 1, \forall j \in 0 \cup G \)); the minimal energy harvested requirements for each EU are identical (i.e., \( e_q = e_{\min}, \forall q \in Q \)); and each RRH is limited by the same allowable maximal Tx power (i.e., \( p_n = p_k, \forall n \in N \)).

The step size \( \nu_s \) used in Algorithm 1 is fixed to unity and the step size \( \tilde{\nu}_s \) in Algorithm 2 is set to \( 2/(\sqrt{M}) \). The parameters in (32) are fixed as \( \rho_1 = 10^5 \) and \( \rho_2 = 10^4 \). The iteration of either algorithm terminates if the relative change of the corresponding objective function between two consecutive iterations is less than \( 10^{-6} \). All the simulation results below are obtained by making an average over \( 10^3 \) simulation trials.

A. Complexity Analysis and Comparison

As per Algorithm 1, the complexity of updating \( V_j \) and \( U_n \) is \( \mathcal{O}(M^3 N^3 d^3_0 (G+1) + N L^3 d^3) \) at each iteration [24], and the complexity to update the dual variables is \( \mathcal{O}((2N+2K+Q+1)/\epsilon_q) \), where \( \epsilon_q \) is the target convergence accuracy of inner iterations. Therefore, the overall complexity of solving (13) via Algorithm 1 is \( \mathcal{O}(T_{max 1} (M^3 N^3 d^3_0 (G+1)+N L^3 d^3 + (2N+2K+Q+1)/\epsilon_q)) \), where \( T_{max 1} \) is the number of outer iterations to converge. Likewise, the computational complexity of the accelerated Algorithm 1 can be computed as \( \mathcal{O}(T_{max 1} (M^3 N^3 d^3_0 (G+1)+N L^3 d^3 + (2N+2K+Q+1)/\epsilon_q)) \).

By using a similar approach as above, the complexity of Algorithm 2 can be computed and given by \( \mathcal{O}(T_{max 2} (M N d_n (G+1) + N L d + (G+N+1)/\epsilon_q)) \), where \( \epsilon_q \) is the target convergence accuracy of inner iterations and \( T_{max 2} \) is the number of outer iterations to converge.

For comparison purposes, as summarized in Table II, three traditional second-order algorithms are accounted for in the simulation experiments:

1) Interior-point method (IPM), where each SCA subproblem (31) is solved by an IPM solver, e.g., MOSEK, yielding complexity \( \mathcal{O}(T_{max 1} ((2K+N+Q)M N d_n (G+1) + N L d)^{(3.5))) \) [23].

2) Finding a feasible point via IPM (FP-IPM), where each convex subproblem (49) is solved via an IPM solver, yielding complexity \( \mathcal{O}(T_{max 2} (N+Q)M N d_n (G+1) + N L d)^{(3.5)}) \) [23].

3) Optimal branch-and-reduce-and-bound (BRB) algorithm, which is capable of finding the global optimal solution of (13) by using monotonic optimization, yet with extremely high complexity \( \mathcal{O}(T_{max 3} (N+Q)M N d_n (G+1) + N L d)^{(3.5)}) \), where \( T_{max 3} \) is the number of iterations for the “BRB” algorithm to converge and it is very large if a predetermined desired accuracy \( \epsilon \) is small [25, Eq. (30)].

B. Convergence Behavior of Proposed Algorithms

Figure 3 illustrates the convergence behavior of Algorithm 2 for finding an initial feasible point of problem (13), where the left panel depicts the value of the cost function \( h(V) \) given by (47) versus the number of SCA iterations. It is shown that the
values of (47a) decrease to zero after about 14 SCA iterations under different number of RRHs (i.e., $N = 16, 25, 36$). That is, Algorithm 2 is capable of quickly finding an initial feasible point of (13). On the other hand, the right panel of Fig. 3 shows the computation time versus $N$. It is seen that, compared with the “FP-IPM” method, Algorithm 2 can greatly reduce the computation time, and the reduction of computation time becomes more evident as $N$ increases. This demonstrates that the proposed Algorithm 2 is more suitable for ultra-dense C-RANs than the traditional second-order approaches.

Figure 4 shows the convergence behavior of the two-layer iterations inherent in Algorithm 1 where the simulation setting is identical to that in Fig. 3. As observed from the left panel of Fig. 4, the inner iteration converges after about 60 iterations in the case of $N = 36$, and the convergence speed goes faster as $N$ decreases. On the other hand, the right panel of Fig. 4 shows that the outer iteration converges after about 10 iterations even if $N = 36$. This demonstrates that Algorithm 1 can efficiently find an optimal solution.

The left panel of Fig. 5 compares the WSR of the proposed first-order algorithms (including Algorithm 1 and its accelerated version (shorted as “A-Algorithm 1”)), the classic second-order algorithm “IPM”, and the optimal “BRB” algorithm. It is observed that the optimal BRB algorithm obtains the WSR about 71.3 bps/Hz while the proposed algorithms get about 68.9 bps/Hz. Precisely speaking, the loss of WSR is only 3.36%, which is caused by the smooth approximation (22). By contrast, the left panel of Fig. 5 shows that the proposed algorithms converge more than twice as fast as the “BRB” algorithm. On the other hand, the right panel of Fig. 5 illustrates the computation time of the proposed algorithms, in comparison with that of “IPM” and “BRB”.

![Fig. 3. The convergence of Algorithm 2 for finding the initial feasible point: (left) the learning curves; (right) the computation time versus the number of RRHs ($p_t = 30$ dBm, $p_c = 40$ dBm, and $\epsilon_{\text{min}} = 2$ mW).](image)

![Fig. 4. The convergence of the two-layer iterations inherent in Algorithm 1: (left) the convergence behavior of the inner iteration; (right) the convergence behavior of the outer iteration ($p_t = 30$ dBm, $p_c = 40$ dBm, and $\epsilon_{\text{min}} = 2$ mW).](image)

![Fig. 5. The performance of Algorithm 1: (left) the convergence behavior of the inner iteration; (right) the convergence behavior of the outer iteration ($p_t = 30$ dBm, $p_c = 40$ dBm, and $\epsilon_{\text{min}} = 2$ mW).](image)
It is clear that, even though the computation time of each algorithm increases with the number of RRHs (i.e., $N$), the proposed Algorithm 1 has much shorter computation time than the second-order “IPM” and “BRB” algorithms, and the accelerated algorithm spends the shortest time. Moreover, it is seen from Fig. 5 that, as the number of RRHs $N$ increases, the advantages of the proposed Algorithm 1 and its accelerated version become more obvious in terms of computation time. Clearly, this comparison of computation time coincides with the computational complexity analysis in Table I.

C. Performance Comparison

In this subsection, the performance of the proposed scheme in this work is compared with two benchmark schemes:

- **Benchmark 1**: In this scheme [11], the fronthaul and access links are jointly designed but each user is served by only one RRH, unlike our scheme where each user is cooperatively served by multiple RRHs.

- **Benchmark 2**: In this scheme [44], the fronthaul links are firstly designed under the power constraint of computation center and, then, the access links are designed under the constraint of fronthaul capacities, unlike our joint design of fronthaul and access links.

The left panel of Fig. 6 depicts the WSR versus the maximal Tx power of computation center (say, $p_c$). It is seen that the proposed scheme outperforms the aforementioned benchmark schemes. The reason behind this superiority is that the proposed scheme makes a joint design of the fronthaul and access links by optimizing beamforming and group service association. However, for the “Benchmark 1” scheme, although it also jointly optimizes the fronthaul and access links, only unicast transmission is considered and each user is assumed to be associated with only one RRH. As for the “Benchmark 2” scheme, the fronthaul and access links are designed separately. On the other hand, it is observed that, for all considered schemes, the WSR first increases with $p_c$ and then gets saturated. This is because when $p_c$ is large enough, the WSR is dominated by the Tx power of RRHs.

The right panel of Fig. 6 illustrates the trade-off between the minimum requirement of harvested energy (say, $e_{\text{min}}$) of each EU and the WSR of information service, obtained by the proposed scheme. It is seen that, for a fixed Tx power of RRH, the WSR keeps constant when $e_{\text{min}}$ is small but it decreases significantly when $e_{\text{min}}$ becomes large. The reason behind this observation is that if $e_{\text{min}}$ is small, the requirement of harvested energy can be easily satisfied and the WSR is not sensitive to the change of $e_{\text{min}}$. However, when $e_{\text{min}}$ becomes large, more Tx power of RRHs is allocated to fulfill the stringent energy requirement of EU and thus, less power is allocated for data transmission. On the other hand, for a fixed minimum requirement of harvested energy, increasing the Tx power of RRH (say, $p_r$) benefits higher WSR, as expected.

Figure 7 illustrates that the total harvest energy versus the numbers of RRHs (i.e., $N$) under different network architectures (“C-RAN” and “Co-located”). For the “Co-located” architecture, all antennas (the number of antennas is $4N$) are deployed in a central manner. It can be observed that, in two network architectures the total harvested energy increases gradually with the increment of the transmit antennas. Besides, compared to the “Co-located” architecture, the EUs can harvest more energy in the “C-RAN” architecture. This is mainly because that, a large portion of radiated power in the “Co-located” architecture is used to combat the path loss which emphasizes the benefits of the inherent spatial diversity in distributed antenna systems. These results demonstrate the benefit of network densification, whereby users can be served by RRHs with short distance or potentially with better channel condition.

VI. CONCLUDING REMARKS

In this paper, we developed a cooperative beamforming for wireless fronthaul and access links in ultra-dense C-RANs with simultaneous wireless information and power transfer, so as to maximize the weighted sum-rate of information services. To efficiently solve this large-scale nonsmooth and nonconvex optimization problem, two low-complexity first-order algorithms were designed for obtaining both the feasible initial point and the final solution. Moreover, to improve the convergence speed, an accelerated algorithm was developed by jointly using the Nesterov and heavy-ball momentums. Simulation results demonstrate that the proposed first-order algorithms achieve almost the same weighted sum-rate as
the traditional second-order algorithms. Thanks to the fast convergence speed and low computational complexity, the proposed algorithms are promising for massive access applications, such as massive IoT networks in smart cities. For future work, on account of the limited capacity of fronthaul links in practical C-RANs, it is valuable to design a scalable architecture where multiple computation centers serve disjoint clusters of RRHs. Another critical topic is the collaboration between cloud computing and edge computing, which reduces the transmission delay with mild fronthaul capacity.

**APPENDIX A**

**Proof of Proposition 1**

We start with proving the first property of Proposition 1. Applying the Woodbury matrix identity to (3) gives

\[ R_{B,k}(\mathcal{V}) = \log_2 \left| \left( I_{n_g} - \Theta_{b,k}^H H_k V_0 \right)^{-1} \right|, \tag{A.1} \]

where \( \Theta_{b,k} \) is defined as \( \Theta_{b,k}(\mathcal{V}) \) is convex over \( Q_{b,k} \). Thus, by using the first-order Taylor series expansion at a fixed point \( Q_{b,k}(\mathcal{V}) = I_{n_g} - \Theta_{b,k}^H H_k V_0 \), we have

\[ R_{B,k}(\mathcal{V}) \geq \log_2 \left| \left( Q_{b,k}(\mathcal{V}) \right)^{-1} \right| - \text{Tr} \left( \left( Q_{b,k}(\mathcal{V}) \right)^{-1} I_{n_g} \right) \tag{A.2} \]

On the other hand, \( Q_{b,k} \) can be majorized by

\[ Q_{b,k} \preceq Q_{b,k} + \left( \Theta_{b,k} - \Theta_{b,k}^H H_k V_0 \right) E_{b,k}, \tag{A.3} \]

where \( E_{b,k} \) is defined as the constraint set over \( \Theta_{b,k} \) and defined after (A.1). Substituting (A.3) into (A.2) yields

\[ R_{B,k}(\mathcal{V}) \geq \log_2 \left| \left( Q_{b,k}(\mathcal{V}) \right)^{-1} \right| - \text{Tr} \left( \left( Q_{b,k}(\mathcal{V}) \right)^{-1} E_{b,k} \right) + \log_2 \left| \left( Q_{b,k}(\mathcal{V}) \right)^{-1} I_{n_g} \right| \tag{A.4} \]

Therefore, we show the right-hand side of (A.4) is equal to \( R_{B,k}(\mathcal{V}) \). By using \( Q_{b,k} \) in (A.1) and \( \Theta_{b,k} \) defined after (A.1), \( E_{b,k} \) defined in (A.3) can be rewritten as

\[ E_{b,k} = \Theta_{b,k}^H X_{b,k} \Theta_{b,k} - \tilde{R}_{B,k}(\mathcal{V}) H_k V_0 + I_{n_g}. \tag{A.5} \]

In view of the expression \( \vartheta_{b,k}(\mathcal{V}) \), \( \Xi_{b,k}(\mathcal{V}) \), \( \Upsilon_{b,k}(\mathcal{V}) \) and \( \Theta_{b,k}(\mathcal{V}) \) as shown in (1.2), (1.3) and (2.5) respectively, it is clear that the right-hand side of (A.4) is equal to \( R_{B,k}(\mathcal{V}) \) and, hence, \( R_{B,k}(\mathcal{V}) \preceq \tilde{R}_{B,k}(\mathcal{V}) \). Next, we show the equation holds at \( \mathcal{V} = \mathcal{V}^*(\mathcal{V}) \) or equivalently \( V_j = V_j^*(\mathcal{V}) \). When \( \mathcal{V} = \mathcal{V}^*(\mathcal{V}) \), we have \( \Theta_{b,k} = \Theta_{b,k}^H \) and \( Q_{b,k} = Q_{b,k}^H \) and, thus, the equality in (A.2) holds. On the other hand, (A.5) implies that \( Q_{b,k} = E_{b,k} \) if \( \Theta_{b,k} = \Theta_{b,k}^H \) and then the equality in (A.4) also holds at \( \mathcal{V} = \mathcal{V}^*(\mathcal{V}) \). Since we have shown that the right-hand side of (A.4) is equal to \( \tilde{R}_{B,k}(\mathcal{V}) \), it follows that \( \tilde{R}_{B,k}(\mathcal{V}) = R_{B,k}(\mathcal{V}) \). Similarly, we can prove \( \tilde{R}_{M,k}(\mathcal{V}) = R_{M,k}(\mathcal{V}) \).

Next, we prove the second property of Proposition 1. Since the right-hand-side of (A.2) is the first-order expansion of \( R_{B,k}(\mathcal{V}) \) at \( Q_{b,k} = Q_{b,k}^H \), we have

\[ \frac{\partial \tilde{R}_{B,k}(\mathcal{V}(\mathcal{V}))}{\partial \mathcal{V}} = -\text{Tr} \left( \left( Q_{b,k}(\mathcal{V}) \right)^{-1} \frac{\partial Q_{b,k}}{\partial \mathcal{V}} \right) \bigg|_{\mathcal{V} = \mathcal{V}(\mathcal{V})}, \tag{A.6} \]

where \( \mathcal{V} \) represents any element of \( \mathcal{V} \). From (A.3), we have

\[ \frac{\partial E_{b,k}}{\partial \mathcal{V}} \bigg|_{\mathcal{V} = \mathcal{V}(\mathcal{V})} = \frac{\partial (\Theta_{b,k} - \Theta_{b,k}^H H_k V_0)}{\partial \mathcal{V}} \bigg|_{\mathcal{V} = \mathcal{V}(\mathcal{V})}, \tag{A.7} \]

Inserting (A.6) into (A.7) yields \( \frac{\partial \tilde{R}_{B,k}(\mathcal{V}(\mathcal{V}))}{\partial \mathcal{V}} = \frac{\partial \tilde{R}_{B,k}(\mathcal{V}(\mathcal{V}))}{\partial \mathcal{V}} \), where the equality comes from the fact that the right-hand-side of (A.4) equals \( \tilde{R}_{B,k}(\mathcal{V}(\mathcal{V})) \). In the same vein, we can derive \( \nabla \tilde{R}_{M,k}(\mathcal{V}(\mathcal{V})) = \nabla R_{M,k}(\mathcal{V}(\mathcal{V})) \). This completes the proof.

**APPENDIX B**

**Proof of Proposition 3**

The dual function of (33) is defined as (B.1)

\[ D(\mathcal{L}) \triangleq \min_{\mathcal{M}, \mathcal{R}} \mathcal{M}(\mathcal{V}, \mathcal{R}, \mathcal{L}) = \min_{\mathcal{V}, \mathcal{R}} \mathcal{M}(\mathcal{V}, \mathcal{R}, \mathcal{L}) \]

\[ = \min_{\mathcal{V}, \mathcal{R}} \sum_{j \in 0, G} \rho_j \| V_j - V_j^* \|^2 + \lambda_{e,q} \left( F^{-1} - \tilde{R}_{R_q}(\mathcal{V}) \right) - \sum_{k \in K} \left[ \lambda_{k,n} \tilde{R}_{A,n}(\mathcal{V}) + \lambda_{k,n} \tilde{R}_{B,k}(\mathcal{V}) \right] \]

\[ + \frac{\lambda_{k,n}}{\alpha_k} \left( R_0 + \sum_{g \in G} \left[ \sum_{\lambda_{i,n} \leq \alpha_g} R_g - \lambda_{i,n} \right] \right) \]

\[ \begin{gathered} \mathcal{M}(\mathcal{V}, \mathcal{R}, \mathcal{L}) \text{ is the Lagrangian function of problem (33). Since } \mathcal{M}(\mathcal{V}, \mathcal{R}, \mathcal{L}) \text{ in (B.1) is strongly convex over } \mathcal{V} \text{ and linear over } \mathcal{R}, \text{ the minimum of } \mathcal{M}(\mathcal{V}, \mathcal{R}, \mathcal{L}) \text{ over } \mathcal{V}, \mathcal{R} \text{ is finite if } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0, \forall g \in G \text{ and } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0. \text{ Otherwise, we have four other cases, i.e., } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0, \forall g \in G \text{ and } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0. \text{ Therefore, } D(\mathcal{L}) \text{ is finite if and only if } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0, \forall g \in G \text{ and } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0. \text{ Since the domain of } D(\mathcal{L}) \text{ is defined as the constraint set over } \mathcal{L} \text{ so that } D(\mathcal{L}) \text{ is finite, together with the non-negativity of the dual variables, we get the domain of } D(\mathcal{L}) \text{ shown in (B.4). Then, inserting } \tilde{R}_{B,k}(\mathcal{V}), \tilde{R}_{A,n}(\mathcal{V}), \tilde{R}_{B,k}(\mathcal{V}), \tilde{R}_{R_q}(\mathcal{V}) \text{ and } \tilde{R}_{R_q}(\mathcal{V}) \text{ into (B.1), and accounting for that } \sum_{k \in K} \lambda_{k,n} - \alpha_n = 0, \text{ as well as dropping the constants independent of } \mathcal{V}, \text{ problem (B.1) becomes}
\end{gathered} \]

\[ \min_{\mathcal{V}} \rho_1 \sum_{j \in 0, G} \| V_j - V_j^* \|^2 + \sum_{n \in N} \left( \rho_2 \| U_n - U_n^* \|^2 + \lambda_c \right) \]
\[
\sum_{k \in K} \left[ \sum_{g \in \mathcal{G}} \text{Tr} \left( V_j^{(t)} \Sigma \left( \lambda_{m,k} \right) \right) + \text{Tr} \left( \lambda_{b,k} \left( \sum_{j \in \mathcal{G}} \text{Tr} \left( V_j^{(t)} \Sigma \left( \lambda_{m,k} \right) \right) \right) \right) \right] + \sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{G}} \left( \lambda_{f,n} \beta_{f,n,j} \nu_j + \lambda_{r,n} \right) \| A_n V_j \|_F^2. \tag{B.2}
\]

Since the objective function in (B.2) is strongly convex over \( \mathcal{V} \), by setting their gradients to zeros over \( \{ U_n \}_{n \in \mathcal{N}} \) and \( \{ V_j \}_{j \in \mathcal{G}} \), the minimizers \( \mathcal{V}^0 \) are uniquely given by \( \{34b\} - \{34c\} \). Finally, substituting the optimal solution \( \mathcal{V}^0 \) into (B.1) gives the dual function \( D(\mathcal{L}) \) expressed in \( \{34a\} \).

**APPENDIX C**

**CLOSED-FORM SOLUTION TO PROBLEM (36)**

Since the constraints \( \lambda_c, \lambda_{r,n}, \lambda_{s,n}, \lambda_{t,n} \geq 0 \) in (35n) are independent of the other constraints, their optimal solutions can be given by \( \mu_{c}^+, \mu_{r,n}^+, \mu_{s,n}^+, \mu_{t,n}^+ \), respectively, as shown in (39) - (40). Thus, problem (35o) reduces to \( G \) subproblems over \( \{ \lambda_{m,k} \}_{k \in \mathcal{K}_g}, \forall g \in \mathcal{G} \), with each expressed as

\[
\min_{\{ \lambda_{m,k} \}_{k \in \mathcal{K}_g}} \sum_{k \in \mathcal{K}_g} (\lambda_{m,k} - \mu_{m,k})^2, \tag{C.1a}
\]

subject to\( \lambda_{m,k} \geq 0, \forall k \in \mathcal{K}_g \), \( \lambda_{m,k} - \alpha_g = 0 \), \( \sum_{k \in \mathcal{K}_g} \lambda_{m,k} = \alpha_g \).

and one subproblem over \( \{ \lambda_{b,k} \}_{k \in \mathcal{K}_b} \), expressed as

\[
\min_{\{ \lambda_{b,k} \}_{k \in \mathcal{K}_b}} \sum_{k \in \mathcal{K}_b} (\lambda_{b,k} - \mu_{b,k})^2, \tag{C.2a}
\]

subject to\( \lambda_{b,k} \geq 0, \forall k \in \mathcal{K}_b \), \( \sum_{k \in \mathcal{K}_b} \lambda_{b,k} = \alpha_0 \).

From (C.1), it is not hard to see that \( \lambda_{m,k} \) can be either zero or positive. If they are positive, they must satisfy the following KKT conditions:

\[
\lambda_{m,k} - \mu_{m,k} + \frac{\omega_g}{2} = 0, \forall k \in \mathcal{K}_g \tag{C.3}
\]

where \( \omega_g \) is the dual variable corresponding to (C.1e). Together with the case of \( \lambda_{m,k} = 0 \), we obtain the optimal solutions of \( \lambda_{m,k} \), given by (37). Finally, substituting (37) into (C.1e) yields \( \sum_{k \in \mathcal{K}_g} (\mu_{m,k} - \frac{\omega_g}{2})^+ = \alpha_g \), from which the value of \( \omega_g \) can be determined by using the bisection method. Likewise, we can also attain the optimal solutions \( \{38\} \) of problem (C.2), satisfying \( \sum_{k \in \mathcal{K}_b} (\mu_{b,k} - \frac{\omega_0}{2})^+ = \alpha_0 \).

**APPENDIX D**

**DERIVATIONS OF SUBGRADIENT**

As \( h_{f(t)}(V) \) is a function of \( V_j \) and \( U_n \) but \( h_{t(t)}(V) \) is a function of only \( V_j \), the subgradient of \( h_{f(t)}(V) \) and \( h_{t(t)}(V) \) with respect to \( V_j \) can be computed as

\[
\nabla V_j h_{f(t)}(V) = \begin{cases}
-2F_q^H F_q V_j, & \text{if } R_{f,t}^q(V) \leq F_q^{-1} \left( c_q \right); \\
0, & \text{otherwise},
\end{cases} \tag{D.1}
\]

\[
\nabla V_j h_{t(t)}(V) = \begin{cases}
2P_{f,t}^q \nu_j A_q V_j, & \text{if } R_{f,t}^q(V) \geq \tilde{R}_{f,t}^q(V); \\
0, & \text{otherwise}.
\end{cases} \tag{D.2}
\]

Then, following similar derivations, we obtain the subgradient of \( h_{t(t)}(V) \) with respect to \( U_n \), given by

\[
\nabla U_n h_{t(t)}(V) = \begin{cases}
\kappa_{n,t}, & \text{if } R_{f,t}^q(V) \geq \tilde{R}_{f,t}^q(V), \ell = n; \\
\kappa_{n,t}, & \text{if } R_{f,t}^q(V) \geq \tilde{R}_{f,t}^q(V), \ell \in \mathcal{N} \setminus n; \\
0, & \text{otherwise},
\end{cases} \tag{D.3}
\]

where \( \kappa_{n,t} \triangleq 2 \mathcal{E}(r)_{t,n} U_n + \mathcal{Y}(r)_{t,n} \) and \( \kappa_{n,t} \triangleq 2 \mathcal{E}(r)_{t,n} U_n \).
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