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Abstract
In this paper, we propose a new approach for the time-discretization of the incompressible stochastic Stokes equations with multiplicative noise. Our new strategy is based on the classical Milstein method from stochastic differential equations. We use the energy method for its error analysis and show a strong convergence order of nearly 1 for both velocity and pressure approximations. The proof is based on a new Hölder continuity estimate of the velocity solution. While the errors of the velocity approximation are estimated in the standard $L^2$- and $H^1$-norms, the pressure errors are carefully analyzed in a special norm because of the low regularity of the pressure solution. In addition, a new interpretation of the pressure solution, which is very useful in computation, is also introduced. Numerical experiments are also provided to validate the error estimates and their sharpness.
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1 Introduction
In this paper, we consider the following incompressible time-dependent stochastic Stokes equations with multiplicative noise:

$$\begin{align*}
d\mathbf{u} &= \left[ \nu \Delta \mathbf{u} - \nabla p + \mathbf{f} \right] dt + \mathbf{G}(\mathbf{u}) \, dW(t) \quad \text{a.s. in } DT := (0, T) \times D, \\
d\text{div } \mathbf{u} &= 0 \quad \text{a.s. in } DT, \\
\mathbf{u}(0) &= \mathbf{u}_0 \quad \text{a.s. in } D,
\end{align*}$$

(1.1a, 1.1b, 1.1c)

where $D = (0, L)^d \subset \mathbb{R}^d \ (d = 2, 3)$ represents a period of the periodic domain in $\mathbb{R}^d$, $\mathbf{u}$ and $p$ stand for respectively the velocity field and the pressure of the fluid, $\mathbf{G}$ is an operator-
valued random field, \( \{ W(t); t \geq 0 \} \) denotes an \( \mathbb{R} \)-valued Wiener process and \( f \) is a body force function (see Sect. 2 for their precise definitions). Here we seek periodic-in-space solutions \((u, p)\) with period \( L \), that is, \( u(t, x + L e_i) = u(t, x) \) and \( p(t, x + L e_i) = p(t, x) \) almost surely and for any \((t, x) \in (0, T) \times \mathbb{R}^d \) and \( 1 \leq i \leq d \), where \( \{ e_i \}_{i=1}^d \) denotes the canonical basis of \( \mathbb{R}^d \).

The stochastic Stokes system is one of the most well-known equations in fluid mechanics due to its broad applications in modeling micro fluids, where microscopic fluctuations are pertinent contributions to the flow of fluid dynamics and inertial issues are generally careless [4, 9, 19]. Furthermore, the stochastic Stokes and Navier–Stokes equations are used to study modeling in understanding turbulence that appears in fluid mechanics. People also start to study and use these equations in the models of structural vibrations in aeronautical applications, and unknown random external forces such as sun heating and industrial pollution in atmospheric dynamics [6]. Due to the saddle-point structure, solving the Stokes and Navier–Stokes equations usually requires efficient numerical schemes. The issue is more severe in the stochastic counterpart when hundreds or thousands of samples must be used to compute the stochastic quantity of interests such as the expectation and variance. Therefore, developing efficient and fast numerical schemes is very necessary.

Unlike the deterministic counterpart, the system (1.1) is a nonlinear SPDE due to the nonlinearity of the diffusion coefficient \( G \). On the PDE side of (1.1), we refer the reader to intensive works in establishing the existence and uniqueness of the solutions in [1, 14, 16, 17]. The numerical analysis of the stochastic Stoke equations in (1.1) has been gradually developed in the last decade. We can list a few works in the literature until now. In [4], the authors considered splitting strategies for the time discretization of (1.1) in the case of divergence-free noise. Later, the authors in [13] extended the splitting strategies for the same equations but they considered non-divergence-free noise. In [11, 12], the authors studied an implicit Euler-Maruyama method for the time-discretization and mixed finite element methods for the spatial discretization of (1.1). On the stochastic Navier–Stokes equations, the convective nonlinear term of the Navier–Stokes makes the error analysis completely different from its deterministic counterpart and of course the stochastic Stokes equations. In [4], the authors employed the standard Euler-Maruyama method for time-discretization of the stochastic Navier–Stokes equations with multiplicative noise. They addressed the difficulty, which was caused by the nonlinear term, in obtaining a strong convergence for the semi-discrete solutions. In addition, due to their low order Hölder continuity estimate, they just obtained a convergence order of \( \frac{1}{4} \) for the semi-discrete velocity approximation. Later, the authors in [2] improved the Hölder continuity estimate for the velocity solution and they established a convergence order of \( \frac{1}{2} \) for the semi-discrete velocity approximation.

To the best of our knowledge, all the time discretization methods for the stochastic Stokes and Navier–Stokes equations in the literature until now are just providing a convergence order of at most \( \frac{1}{2} \). Therefore, the first goal of this paper is to propose a new approach that is based on the classical Milstein method [18] in the stochastic differential equations (SDEs) for the time discretization of (1.1). Our new approach (see Algorithm 1) can produce a convergence order of nearly 1 for both velocity and pressure approximations. In addition, we employ the energy method for the error analysis of the semi-discrete velocity solution. The proof is based on a new (higher-order) Hölder continuity estimate of the velocity solution (see Lemma 2.3).

Unlike the velocity, the pressure solution is a distribution only [16], and therefore it is unclear how to obtain an error estimate for the pressure solution \( p \) of (1.1). Recently, the papers [11–13] have come with a new interpretation of \( p \) as the distributional time derivative of some time-averaged pressure \( P \) (see Theorem 2.4). The authors proved that the semi-discrete pressure approximation converged to the time-averaged pressure \( P \) with an order of
The remainder of this paper is organized as follows. In Sect. 2, we introduce the mathematical notations that will be used in this paper. We also state assumptions of the diffusion functional $G$. In Sect. 2.1, we recall the variational solution of (1.1) and prove the higher order Hölder continuity estimate for the velocity solution in Lemma 2.3. In Sect. 2.2, we present a new approach to the pressure solution $p$ by defining a new “simulate” pressure solution. In Sect. 3, we state the proposed method in Algorithm 1 and prove the important technical Lemma 3.1. Next, in Sect. 3.2, we establish the convergence order $O(k^{1-\epsilon})$ for the velocity and pressure approximations. In Sect. 4, we present the standard mixed finite element approximation of Algorithm 1 and establish the global error estimates for velocity and pressure approximations. Finally, in Sect. 5, we present a few numerical tests to verify our theoretical results.

### 2 Preliminaries

Standard function and space notation will be adopted in this paper. Let $H^1_0(D)$ denote the subspace of $H^1(D)$ whose $\mathbb{R}^d$-valued functions have zero trace on $\partial D$, and $(\cdot, \cdot)_D$ denote the standard $L^2$ inner product, with induced norm $\| \cdot \|_D$. We also denote $L^p_{\text{per}}(D)$ and $H^k_{\text{per}}(D)$ as the Lebesgue and Sobolev spaces of the functions that are periodic and have vanishing mean, respectively. Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$ be a filtered probability space with the probability measure $\mathbb{P}$, the $\sigma$-algebra $\mathcal{F}$ and the continuous filtration $\{\mathcal{F}_t\} \subset \mathcal{F}$. For a random variable $v$ defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$, $\mathbb{E}[v]$ denotes the expected value of $v$. For a vector space $X$ with norm $\| \cdot \|_X$, and $1 \leq p < \infty$, we define the Bochner space $(L^p(\Omega, X); \| v \|_{L^p(\Omega, X)})$, where $\| v \|_{L^p(\Omega, X)} := (\mathbb{E}[\| v \|_X^p])^{\frac{1}{p}}$. We also define

\[H := \{ v \in L^2_{\text{per}}(D); \ \text{div} \ v = 0 \ \text{weakly in} \ D \}, \]
\[\mathbb{V} := \{ v \in H^1_{\text{per}}(D); \ \text{div} \ v = 0 \ \text{weakly in} \ D \}.

We recall from [15] that the (orthogonal) Helmholtz projection $P_H : L^2_{\text{per}}(D) \to H$ is defined by $P_H v = \eta$ for every $v \in L^2_{\text{per}}(D)$, where $(\eta, \xi) \in H \times H^1_{\text{per}}(D)/\mathbb{R}$. We define the Stokes operator $\Lambda := -P_H \Delta : \mathbb{V} \cap H^2_{\text{per}}(D) \to H$.

Let $\mathcal{H}, \mathcal{K}$ be two Hilbert spaces. Then, $\mathcal{L}(\mathcal{H}, \mathcal{K})$ is the space of linear maps from $\mathcal{H}$ to $\mathcal{K}$. For $m \in \mathbb{N}$, inductively define

\[\mathcal{L}_m(\mathcal{H}, \mathcal{K}) := \mathcal{L}(\mathcal{H}, \mathcal{L}_{m-1}(\mathcal{H}, \mathcal{K})), \quad (2.1)
\]

as the space of all multi-linear maps from $\mathcal{H} \times \cdots \times \mathcal{H}$ ($m$ times) to $\mathcal{K}$ for $m \geq 2$.

For some function $G : \mathcal{H} \to \mathcal{K}$, we define the Gateaux derivative of $G$ w.r.t. $u \in \mathcal{H}$, $DG(u) \in \mathcal{L}(\mathcal{H}, \mathcal{K})$, whose action is seen as

\[v \mapsto DG(u)(v) \quad \forall v \in \mathcal{H}.
\]

In general, we denote $D^k G(u) \in \mathcal{L}_m(\mathcal{H}, \mathcal{K})$, as the $k$-Gateaux derivative of $G$ w.r.t. $u \in \mathcal{H}$.

Throughout this paper, we consider the pairs $(\mathcal{H}, \mathcal{K}) = (L^2_{\text{per}}(D), L^2_{\text{per}}(D))$, $(H^1_{\text{per}}(D), H^1_{\text{per}}(D))$ and $(H^2_{\text{per}}(D), H^2_{\text{per}}(D))$. Below, we state the assumptions on the functional $G : \mathcal{H} \to \mathcal{K}$.
Additionally suppose that a constant $C$ = \text{Definition 2.1} of its existence and uniqueness.

2.1 Variational Formulation of Problem (1.1)

We now recall the variational solution concept for (1.1) and refer the reader to [7, 8] for proof of its existence and uniqueness.

Definition 2.1 Given $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$, let $W$ be an $\mathbb{R}$-valued Wiener process on it. Suppose $u_0 \in L^2(\Omega, \mathcal{V})$ and $f \in L^2(\Omega; L^2((0, T); L^2_{per}(D)))$. An $\{\mathcal{F}_t\}$-adapted stochastic process $\{u(t); 0 \leq t \leq T\}$ is called a variational solution of (1.1) if $u \in L^2(\Omega; C([0, T]; \mathcal{V})) \cap L^2(\Omega; 0, T; \mathcal{V})$, and satisfies $\mathbb{P}$-a.s. for all $t \in (0, T]$

$$
(u(t), v) + \nu \int_0^t \langle \nabla u(s), \nabla v \rangle \, ds = (u_0, v) + \int_0^t \langle f(s), v \rangle \, ds + \left( \int_0^t G(u(s)) \, dW(s), v \right) \quad \forall \ v \in \mathcal{V}.
$$

(2.5)

The following stability estimate for the velocity $u$ was proved in [2, 5].

Lemma 2.2 Let $u$ be solution defined in (2.5). Assume that $u_0 \in L^2(\Omega; \mathcal{V})$. Then there exists a constant $C = C(u_0, f, D_T)$ such that

(i) $\mathbb{E} \left[ \sup_{0 \leq t \leq T} \|\nabla u(t)\|_{L^2}^2 + \int_0^T \nu \|\nabla u(t)\|_{L^2}^2 \, dt \right] \leq C.$

(ii) Additionally suppose that $u_0 \in L^2(\Omega; \mathcal{V} \cap \mathcal{H}^2(D))$,

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \|Au(t)\|_{L^2}^2 + \int_0^T \nu \|\nabla^3 u(t)\|_{L^2}^2 \, dt \right] \leq C.
$$
Next, we introduce the Hölder continuity estimates for the variational solution $u$.

**Lemma 2.3** Suppose $u_0 \in L^2(\Omega; \mathbb{V} \cap H^2(D))$. For $\epsilon > 0$, denote $\theta_1 = \frac{1}{2} - \epsilon > 0$, $\theta_2 = 1 - \epsilon > 0$. There exists a constant $C \equiv C(D_T, u_0) > 0$, such that the variational solution to problem \((1.1)\) satisfies for $s \in [0, T]$

\begin{align}
(i) \quad & \mathbb{E}[\|u(t) - u(s)\|_{\mathbb{V}}^2] \leq C|t - s|^{2\theta_1}, \\
(ii) \quad & \mathbb{E}[\|u(t) - u(s) - \int_s^t \mathbb{P}_{\mathbb{H}} G(u(\xi)) \, dW(\xi)\|_{\mathbb{V}}^2] \leq C|t - s|^{2\theta_2}.
\end{align}

**Proof** We just need to give the proof of (ii), and the proof of (i) can be found in [2, 5, 20].

Following [2, 5, 20], we have that the mild solution of \((1.1)\) can be represented as follow.

\[ u(t) = e^{-t\mathbb{A}} u_0 + \int_0^t e^{-(t-s)\mathbb{A}} \mathbb{P}_{\mathbb{E}} G(u(s)) \, dW(s). \]  

(2.6)

For any $t, s \in [0, T]$ with $s < t$, we have

\[
 u(t) - u(s) - \int_s^t \mathbb{P}_{\mathbb{H}} G(u(\xi)) \, dW(\xi) \\
= (e^{-t\mathbb{A}} - e^{-s\mathbb{A}})u_0 + \int_0^s (e^{-(t-\xi)\mathbb{A}} - e^{-(s-\xi)\mathbb{A}}) \mathbb{P}_{\mathbb{H}} G(u(\xi)) \, dW(\xi) \\
+ \int_s^t (e^{-(t-\xi)\mathbb{A}} - e^{-(s-\xi)\mathbb{A}} - 1) \mathbb{P}_{\mathbb{H}} G(u(\xi)) \, dW(\xi) \\
:= I + II + III. 
\]  

(2.7)

In order to estimate $I, II, III$, we use $\| \cdot \|_{\mathbb{V}} = \| A^{1/2} \cdot \|_{L^2}$ and the following inequalities from [8]:

\[
\| A^{a} e^{-t\mathbb{A}} \| \leq Ct^{-a}, \quad \| A^{-b} (I - e^{-t\mathbb{A}}) \| \leq Ct^b. 
\]

First, we have

\[
\| I \|_{\mathbb{V}} = \| e^{-s\mathbb{A}} A^{\theta_2} A^{-\theta_2} (e^{-(t-s)\mathbb{A}} - 1) A^{1/2} u_0 \|_{L^2} \\
\leq Cs^{-\theta_2} (t-s)^{\theta_2} \| A^{1/2} u_0 \|_{L^2}. 
\]  

(2.8)

So,

\[
\mathbb{E}[\| I \|^2_{\mathbb{V}}] \leq C(t-s)^{2\theta_2} \mathbb{E}[\| u_0 \|^2_{\mathbb{V}}]. 
\]  

(2.9)

By using the Itô isometry and assumptions on $G$, we obtain

\[
\mathbb{E}[\| II \|^2_{\mathbb{V}}] = \mathbb{E} \left[ \int_0^s \| A^{1/2} e^{-(t-\xi)\mathbb{A}} - e^{-(s-\xi)\mathbb{A}} \|_{L^2}^2 d\xi \right] \\
= \mathbb{E} \left[ \int_0^s \| A^{1/2} e^{-(s-\xi)\mathbb{A}} A^{\theta_2} A^{-\theta_2} (e^{-(t-s)\mathbb{A}} - 1) \|_{L^2}^2 d\xi \right] \\
= \mathbb{E} \left[ \int_0^s \| e^{-(s-\xi)\mathbb{A}} A^{1/2} A^{-\theta_2} (e^{-(t-s)\mathbb{A}} - 1) \|_{L^2}^2 d\xi \right] \\
\leq C(t-s)^{2\theta_2} \mathbb{E} \left[ \sup_{\xi \in [0, T]} \| u(\xi) \|_{L^2}^2 \right] \int_0^s \frac{d\xi}{(s-\xi)^{1-2\epsilon}} \\
\leq C(t-s)^{2\theta_2} \mathbb{E} \left[ \sup_{\xi \in [0, T]} \| u(\xi) \|_{H^2}^2 + 1 \right]. 
\]  

(2.10)
In order to estimate $\|III\|_2^2$, we also use the Itô isometry and assumptions on $G$, we have
\[
\mathbb{E}[\|III\|_2^2] = \int_s^t \mathbb{E}[\|A^{1/2}(e^{-(t-\xi)A} - I)P_{\mathbb{H}}G(u(\xi))\|_{L^2}^2] d\xi
\]
\[
= \int_s^t \mathbb{E}[\|A^{-1/2}(e^{-(t-\xi)A} - I)AP_{\mathbb{H}}G(u(\xi))\|_{L^2}^2] d\xi
\]
\[
\leq C \int_s^t (t-\xi) \mathbb{E}[\|u(\xi)\|_{H^2}^2 + 1] d\xi
\]
\[
\leq C(t-s)^2 \mathbb{E}[\sup_{\xi \in [0,T]} \|u(\xi)\|_{H^2}^2 + 1].
\] (2.11)

The desired estimate is obtained by combining all the estimates of $I$, $II$, $III$. The proof is complete. \qed

**Remark 2.1** Lemma 2.3 (ii) provides a new Hölder continuity estimate for the velocity solution of (1.1). This estimate plays a very important role in the proof of Theorem 3.3 which is the main result of this paper.

### 2.2 Interpretation of the Pressure Solution

Definition 2.1 only defines the velocity $u$ for (1.1), its associated pressure $p$, in contrast, is very low regularity. In fact, according to [16, Theorem 2.2], the pressure solution $p \in L^1(\Omega; W^{-1,\infty}(0, T; L^2(D)))$ is a distribution that is still very challenging for obtaining an error estimate of any numerical scheme. In that regard, we quote the following theorem from [11, 13] that comes with a new interpretation for the pressure solution.

**Theorem 2.4** Let $\{u(t); 0 \leq t \leq T\}$ be the variational solution of (1.1). There exists a unique adapted process $P \in L^2(\Omega; L^2(0, T; H^1_{\text{per}}(D)/\mathbb{R}))$ such that $(u, P)$ satisfies $\mathbb{P}$-a.s. for all $t \in (0, T)$

\[
(u(t), \phi) + v \int_0^t (\nabla u(s), \nabla \phi) ds - (\text{div} \phi, P(t))
\]
\[
= (u_0, \phi) + \int_0^t (f(s), \phi) ds + \left( \int_0^t G(u(s)) dW(s), \phi \right) \quad \forall \phi \in H^1_{\text{per}}(D),
\] (2.12a)

\[
(\text{div} u, q) = 0 \quad \forall q \in L^2_{\text{per}}(D)/\mathbb{R}.
\] (2.12b)

Then, the pressure solution $p$ is defined as the time distributional derivative of the “time-averaged” pressure $P$. To the best of our knowledge, all the pressure error estimates in the literature [11–13] until now are obtained for $P$ only. However, it is also very easy to simulate the pressure solution $P$ in numerical tests since $P$ must be approximated by a high-order quadrature approximation. Therefore, the second goal of this paper is to introduce a “simulate” pressure solution $\tilde{p}$ that is defined as follows:

For $\delta > 0$ such that $t - \delta \geq 0$ for all $t \in (0, T]$, define

\[
\tilde{p}(t) := \frac{P(t) - P(t - \delta)}{\delta} \quad \forall t \in (0, T].
\] (2.13)

With this “simulate” pressure solution, we can rewrite (2.12) as follows.
Note that \( \Delta u^n \rightarrow u \) and \( \Delta W^n \rightarrow W \), for all \( n \in \mathbb{N} \) with \( \Delta t = \frac{T}{M} \).

Next, we define \( G : \mathbb{R}^+ \times H^1_{per}(D) \rightarrow L^2_{per}(D) \) by

\[
G(s; u) := G(u) + DG(u)G(u) \int_{t_n}^{s} dW(r), \quad t_n \leq s \leq t_{n+1} \tag{3.2}
\]

Then we have

\[
\int_{t_n}^{t_{n+1}} G(s; u^n) dW(s) = \int_{t_n}^{t_{n+1}} G(u^n) dW(s) + \int_{t_n}^{t_{n+1}} \int_{t_n}^{s} DG(u^n)G(u^n) dW(r) dW(s) \]
\[
= G(u^n) \Delta W_n + DG(u^n)G(u^n) \int_{t_n}^{t_{n+1}} (W(s) - W(t_n)) dW(s).
\]

Then using the fact that for any \( t \in [0, T] \)

\[
\int_{0}^{t} W(s) dW(s) = \frac{1}{2} W^2(t) - \frac{1}{2} t,
\]

we obtain

\[
\int_{t_n}^{t_{n+1}} (W(s) - W(t_n)) dW(s) = \int_{t_n}^{t_{n+1}} W(s) dW(s) - W(t_n) \Delta W_n
\]
Substituting (3.5) into (3.8), we have the velocity approximation in Theorem 3.3.

With this, we obtain
\[
\int_{t_n}^{t_{n+1}} \mathcal{G}(s; u^n) \, dW(s) = \mathbf{G}(u^n) \Delta W_n + \frac{1}{2} \mathbf{D}\mathbf{G}(u^n) \mathbf{G}(u^n) [(\Delta W_n)^2 - k].
\]

Therefore, we rewrite (3.1a) as follow:

\[
(u^{n+1} - u^n, \phi) + v k (\nabla u^{n+1}, \nabla \phi) - k (p^{n+1}, \operatorname{div} \phi)
= \left( \int_{t_n}^{t_{n+1}} \mathcal{G}(s; u^n) \, dW(s), \phi \right). \tag{3.4}
\]

Next, we state the following technical lemma that is used to prove the error estimate of the velocity approximation in Theorem 3.3.

**Lemma 3.1** Suppose that \( \mathbf{G} \) satisfies the assumptions (A1), (A2), (A3), (A4). Let \( u^0 \in L^2(\Omega; V \cap H^2(D)) \), there exist constants \( C > 0 \) such that the functional \( \mathcal{G} \) defined in (3.2) satisfies

(i) \( \| \mathcal{G}(s; u) - \mathcal{G}(s; v) \|_{L^2} \leq C \| u - v \|_{L^2}, \quad \forall s > 0, u, v \in L^2_{\text{per}}(D), \)

(ii) \( \mathbb{E} [ \| \mathbf{G}(u(s)) - \mathcal{G}(s; u(t_n)) \|_{L^2}^2 ] \leq C |s - t_n|^{2(1 - \epsilon)}, \) for \( t_n \leq s < t_{n+1} \) and \( \epsilon > 0. \)

**Proof** The Lipschitz continuity of \( \mathcal{G} \) in (i) is directly obtained from (2.2a) and assumptions of \( \mathbf{G} \). Below, we give the proof of (ii). First, let’s denote

\[
\mathbf{R}_1 := u(s) - u(t_n) - \int_{t_n}^{s} \mathbf{G}(u(\xi)) \, dW(\xi). \tag{3.5}
\]

In addition, by using the assumption (A4) we obtain

\[
\mathbf{R}_1 = u(s) - u(t_n) - \int_{t_n}^{s} \mathbf{P}_H \mathbf{G}(u(\xi)) \, dW(\xi). \tag{3.6}
\]

By using Lemma 2.3 (ii) we have

\[
\mathbb{E} [ \| \mathbf{R}_1 \|_{L^2}^2 ] \leq C k^{2(1 - \epsilon)}. \tag{3.7}
\]

By using the Taylor expansion for \( \mathbf{G} \), we have

\[
\mathbf{G}(u(s)) = \mathbf{G}(u(t_n)) + \mathbf{D}\mathbf{G}(u(t_n))(u(s) - u(t_n)) + \mathbf{R}_2, \tag{3.8}
\]

where

\[
\mathbf{R}_2 := \int_0^1 (1 - \eta)(D^2\mathbf{G}(u(t_n)) + \eta(u(s) - u(t_n))) (u(s) - u(t_n)) (u(s) - u(t_n)) \, d\eta.
\]

Substituting (3.5) into (3.8), we have

\[\square\]
\[ G(u(s)) = G(u(t_n)) + DG(u(t_n)) \left( R_1 + \int_{t_n}^{s} G(u(\xi)) \, dW(\xi) \right) + R_2 \]

\[ = G(u(t_n)) + DG(u(t_n)) \int_{t_n}^{s} G(u(\xi)) \, dW(\xi) + DG(u(t_n))R_1 + R_2. \quad (3.9) \]

Next, by (3.2), we have
\[ \mathcal{G}(s; u(t_n)) = G(u(t_n)) + DG(u(t_n))G(u(t_n))(W(s) - W(t_n)). \quad (3.10) \]

From (3.9) and (3.10) we obtain
\[ G(u(s)) - \mathcal{G}(s; u(t_n)) = DG(u(t_n)) \int_{t_n}^{s} \left[ G(u(\xi)) - G(u(t_n)) \right] \, dW(\xi) + DG(u(t_n))R_1 + R_2. \quad (3.11) \]

Therefore, by using the assumption (A2), and the Itô isometry we have
\[ \mathbb{E}[\|G(u(s)) - \mathcal{G}(s; u(t_n))\|_{L^2}^2] \leq C \int_{t_n}^{s} \mathbb{E}[\|G(u(\xi)) - G(u(t_n))\|_{L^2}^2] \, d\xi + C\mathbb{E}[\|R_1\|_{L^2}^2] + \mathbb{E}[\|R_2\|_{L^2}^2]. \quad (3.12) \]

The last second term on the right side of (3.12) is controlled by (3.7). In addition, by (A1) and Lemma 2.3 (i), we have
\[ C \int_{t_n}^{s} \mathbb{E}[\|G(u(\xi)) - G(u(t_n))\|_{L^2}^2] \, d\xi \leq C \int_{t_n}^{s} \mathbb{E}[\|u(\xi) - u(t_n)\|_{L^2}^4] \, d\xi \leq C|t_n - s|^{2(1-\epsilon)}. \quad (3.13) \]

Finally, by using again (A2) and Lemma 2.3 (i) we obtain
\[ \mathbb{E}[\|R_2\|_{L^2}^2] \leq C\mathbb{E}[\|u(s) - u(t_n)\|_{L^2}^4] \leq C|t_n - s|^{2(1-\epsilon)}. \]

The proof is complete. \( \square \)

Next, we state the following stability estimates for the velocity approximation \{u^n\} of Algorithm 1.

**Lemma 3.2** Let \( u_0 \in L^2(\Omega; \mathbb{V}) \) and \( G \) satisfies (A1), (A2), (A4). Then there exists a constant \( C = C(u_0, D_T) \) such that the following estimations hold:

(i) \[ \mathbb{E} \left[ \max_{1 \leq n \leq M} \|u^n\|_{\mathbb{V}}^2 + v k \sum_{n=1}^{M} \|Au^n\|_{L^2}^2 \right] \leq C. \]

(ii) \[ \mathbb{E} \left[ k \sum_{n=1}^{M} \|\nabla p^n\|_{L^2}^2 \right] \leq C. \]

**Proof** The proof of Lemma 3.2 is similar to the proof of [5, 11, Lemma 3.1]. We omit the detailed proof to save space. \( \square \)

### 3.2 Error Estimates for Algorithm 1

In this part, we state the main result of this paper which establishes an \( O(k^{1-\epsilon}) \) convergence order for the velocity approximation of the Milstein method.
Theorem 3.3  Let \( \mathbf{u} \) be the variational solution to (2.5) and \( \{ \mathbf{u}^n \}_{n=1}^M \) be generated by Algorithm 1. Assume that \( \mathbf{G} \) satisfies (A1), (A2), (A3), (A4) and \( \mathbf{u}_0 \in L^2(\Omega; \nabla H^2(D)) \). For \( 0 < \epsilon < 1 \), there exists \( C = C(\mathbf{u}_0, D_T) > 0 \) such that

\[
\left( \mathbb{E} \left[ \max_{1 \leq n \leq M} \| \mathbf{u}(t_n) - \mathbf{u}^n \|_{L^2}^2 \right] \right)^{\frac{1}{2}} + \left( \mathbb{E} \left[ \sum_{n=1}^{M} \| \nabla (\mathbf{u}(t_n) - \mathbf{u}^n) \|_{L^2}^2 \right] \right)^{\frac{1}{2}} \leq C k^{1-\epsilon} \tag{3.14}
\]

Proof Denote \( \mathbf{e}^n := \mathbf{u}(t_n) - \mathbf{u}^n \), then by subtracting (2.5) from (3.4), we obtain

\[
(\mathbf{e}^{n+1} - \mathbf{e}^n, \mathbf{\phi}) + k (\nabla \mathbf{e}^{n+1}, \nabla \mathbf{\phi}) = \int_{t_n}^{t_{n+1}} \left( (\nabla (\mathbf{u}(t_{n+1}) - \mathbf{u}(s)), \nabla \mathbf{\phi}) ds + \left( \int_{t_n}^{t_{n+1}} (\mathbf{G}(\mathbf{u}(s)) - \mathbf{G}(\mathbf{u}^n)) dW(s), \mathbf{\phi} \right) \right). \tag{3.15}
\]

Choose \( \mathbf{\phi} = \mathbf{e}^{n+1} \in \mathcal{V} \) in (3.15) and use the identity \( 2a(a - b) = a^2 - b^2 + (a - b)^2 \), we obtain

\[
\frac{1}{2} \left[ \| \mathbf{e}^{n+1} \|_{L^2}^2 - \| \mathbf{e}^n \|_{L^2}^2 \right] + \frac{1}{2} \| \mathbf{e}^{n+1} - \mathbf{e}^n \|_{L^2}^2 + k \| \nabla \mathbf{e}^{n+1} \|_{L^2}^2
\]

\[
= \int_{t_n}^{t_{n+1}} (\nabla (\mathbf{u}(t_{n+1}) - \mathbf{u}(s)), \nabla \mathbf{e}^{n+1}) ds + \left( \int_{t_n}^{t_{n+1}} (\mathbf{G}(\mathbf{u}(s)) - \mathbf{G}(\mathbf{u}^n)) dW(s), \mathbf{e}^{n+1} \right)
\]

\[
:= \mathcal{I} + \mathcal{I} I. \tag{3.16}
\]

Next, we estimate the right-hand side of (3.16) as follows:

\[
\mathcal{I} = \int_{t_n}^{t_{n+1}} \left( \nabla (\mathbf{u}(t_{n+1}) - \mathbf{u}(s)) \right) dW(s), \nabla \mathbf{e}^{n+1} \right) ds
\]

\[
+ \int_{t_n}^{t_{n+1}} (\int_{s}^{t_{n+1}} \nabla \mathbf{G}(\mathbf{u}(\xi)) dW(\xi), \nabla \mathbf{e}^{n+1}) ds
\]

\[
= \int_{t_n}^{t_{n+1}} (\nabla (\mathbf{u}(t_{n+1}) - \mathbf{u}(s)) - \int_{s}^{t_{n+1}} \mathbf{G}(\mathbf{u}(\xi)) dW(\xi), \nabla \mathbf{e}^{n+1}) ds
\]

\[
+ \int_{t_n}^{t_{n+1}} (\int_{s}^{t_{n+1}} \mathbf{G}(\mathbf{u}(\xi)) dW(\xi), \nabla (\mathbf{e}^{n+1} - \mathbf{e}^n)) ds
\]

\[
+ \int_{t_n}^{t_{n+1}} (\int_{s}^{t_{n+1}} \nabla \mathbf{G}(\mathbf{u}(\xi)) dW(\xi), \nabla \mathbf{e}^n) ds
\]

\[
:= \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3. \tag{3.17}
\]

Now, we bound the right-hand side of (3.17) as follows:

By using Cauchy–Schwarz inequality and then Lemma 2.3(ii), we obtain

\[
\mathbb{E}[\mathcal{I}_1] \leq \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left\| \mathbf{u}(t_{n+1}) - \mathbf{u}(s) - \int_{s}^{t_{n+1}} \mathbf{G}(\mathbf{u}(\xi)) dW(\xi) \right\|_\nabla^2 \right] ds
\]

\[
+ \frac{k}{4} \mathbb{E} \left[ \| \nabla \mathbf{e}^{n+1} \|_{L^2}^2 \right]
\]

\[
\leq C k^{1+2(1-\epsilon)} + \frac{k}{4} \mathbb{E} \left[ \| \nabla \mathbf{e}^{n+1} \|_{L^2}^2 \right]. \tag{3.18}
\]
By doing integration by parts and applying Hölder inequality, we obtain

\[
\mathcal{I}_2 = - \int_{t_n}^{t_{n+1}} \left( \int_{t_n}^{t_{n+1}} \Delta G(u(\xi)) dW(\xi), e^{n+1} - e^n \right) ds
\]

\[
\leq 2 \left\| \int_{t_n}^{t_{n+1}} \int_{t_n}^{t_{n+1}} \Delta G(u(\xi)) dW(\xi) ds \right\|_{L^2}^2 + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2
\]

\[
= 2 \int_D \left( \int_{t_n}^{t_{n+1}} \Delta G(u(\xi)) dW(\xi) ds \right)^2 dx + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2
\]

\[
\leq 2 \int_D \left( \int_{t_n}^{t_{n+1}} \Delta G(u(\xi)) dW(\xi) ds \right)^2 dx + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2
\]

\[
\leq 2k \int_D \int_{t_n}^{t_{n+1}} \Delta G(u(\xi)) dW(\xi) ds dx + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2
\]

\[
= 2k \int_{t_n}^{t_{n+1}} \int_s^{t_{n+1}} \Delta G(u(\xi)) dW(\xi) \left\| \left\| e^{n+1} - e^n \right\|_{L^2}^2 \right\| ds + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2. \tag{3.19}
\]

So, by using the Itô isometry, we have

\[
\mathbb{E}[\mathcal{I}_2] \leq 2k \mathbb{E}\left[ \int_{t_n}^{t_{n+1}} \int_s^{t_{n+1}} \| \Delta G(u(\xi)) \|_{L^2}^2 d\xi ds \right] + \frac{1}{8} \mathbb{E}\left[ \| e^{n+1} - e^n \|_{L^2}^2 \right]
\]

\[
\leq Ck^3 \mathbb{E}\left[ \| u(\xi) \|_{H^2}^2 + 1 \right] + \frac{1}{8} \mathbb{E}\left[ \| e^{n+1} - e^n \|_{L^2}^2 \right]. \tag{3.20}
\]

By using the martingale property of the Itô integral, we conclude that \( \mathbb{E}[\mathcal{I}_3] = 0 \). Finally, from the estimates of \( \mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_3 \), we obtain an estimate for the term \( \mathcal{I} \) as below

\[
\mathbb{E}[\mathcal{I}] \leq Ck^{1+2(1-\epsilon)} + \frac{k}{4} \mathbb{E}\left[ \| \nabla e^{n+1} \|_{L^2}^2 \right] + Ck^3 \mathbb{E}\left[ \| u(\xi) \|_{H^2}^2 \right] \]

\[
+ \frac{1}{8} \mathbb{E}\left[ \| e^{n+1} - e^n \|_{L^2}^2 \right]. \tag{3.21}
\]

Next, we estimate \( \mathcal{I}_1 \) as follows.

\[
\mathcal{I}_1 = \left( \int_{t_n}^{t_{n+1}} (G(u(s)) - G(s; u^n)) dW(s), e^{n+1} - e^n \right)
\]

\[
+ \left( \int_{t_n}^{t_{n+1}} (G(u(s)) - G(s; u^n)) dW(s), e^n \right)
\]

\[
:= \mathcal{I}_1 + \mathcal{I}_2. \tag{3.22}
\]

First, we observe that \( \mathbb{E}[\mathcal{I}_2] = 0 \) due to the martingale property of the Itô integral. So, we just need to estimate \( \mathcal{I}_1 \). By using again the Cauchy-Schwarz inequality we obtain

\[
\mathcal{I}_1 \leq 2 \left\| \int_{t_n}^{t_{n+1}} (G(u(s)) - G(s; u^n)) dW(s) \right\|_{L^2}^2 + \frac{1}{8} \| e^{n+1} - e^n \|_{L^2}^2. \tag{3.23}
\]

Taking the expectation and applying the Itô isometry, we obtain
where the last inequality of (3.24) was obtained by using Lemma 3.1 (i), (ii).

Substituting the estimates of \( I, \Pi \) into (3.16) in the expectation we obtain

\[
\frac{1}{2}\mathbb{E}[\|e^{n+1}\|^2_{L^2} - \|e^n\|^2_{L^2}] + \frac{1}{4}\mathbb{E}[\|e^{n+1} - e^n\|^2_{L^2}] + \frac{3k}{4}\mathbb{E}[\|\nabla e^{n+1}\|^2_{L^2}]
\leq Ck^{1+2(1-\epsilon)} + Ck^3\mathbb{E}\left[\sup_{\xi \in [0,T]} \|u(\xi)\|^2_{H^2} + 1\right] + Ck\sum_{n=0}^{m}\mathbb{E}[\|e^n\|^2_{L^2}].
\]

Next, taking the summation \( \sum_{n=0}^{m} \), for any \( 0 \leq m < M \), we obtain

\[
\frac{1}{2}\mathbb{E}[\|e^{n+1}\|^2_{L^2} - \|e^n\|^2_{L^2}] + \frac{1}{4}\sum_{n=0}^{m}\mathbb{E}[\|e^{n+1} - e^n\|^2_{L^2}] + \frac{3k}{4}\sum_{n=0}^{m}\mathbb{E}[\|\nabla e^{n+1}\|^2_{L^2}]
\leq Ck^{2(1-\epsilon)} + Ck^2\mathbb{E}\left[\sup_{\xi \in [0,T]} \|u(\xi)\|^2_{H^2} + 1\right] + Ck\sum_{n=0}^{m}\mathbb{E}[\|e^n\|^2_{L^2}].
\]

By applying the discrete Gronwall inequality to (3.26), we obtain

\[
\frac{1}{2}\mathbb{E}[\|e^{n+1}\|^2_{L^2} - \|e^n\|^2_{L^2}] + \frac{1}{4}\sum_{n=0}^{m}\mathbb{E}[\|e^{n+1} - e^n\|^2_{L^2}] + \frac{3k}{4}\sum_{n=0}^{m}\mathbb{E}[\|\nabla e^{n+1}\|^2_{L^2}]
\leq Ck^{2(1-\epsilon)}(1 + k^{2\epsilon}\mathbb{E}\left[\sup_{\xi \in [0,T]} \|u(\xi)\|^2_{H^2} + 1\right] \exp(Ct_m)).
\]

Next, taking \( \max_{0 \leq n \leq M-1} \) on (3.27) we obtain

\[
\max_{1 \leq m \leq M} \mathbb{E}[\|e^m\|^2_{L^2}] + \mathbb{E}\left[k\sum_{n=1}^{M}\|\nabla e^n\|^2_{L^2}\right] \leq Ck^{2(1-\epsilon)}.
\]

Next, we will use (3.28) to establish the desired estimate (3.14). To do that, we start with applying the summation \( \sum_{n=1}^{m} \), for some \( 1 \leq m \leq M \), to (3.16) and then take the maximum overall \( m \)'s as well as the expectation. These processes yield to

\[
\frac{1}{2}\mathbb{E}\left[\max_{1 \leq m \leq M} \|e^m\|^2_{L^2}\right] + \frac{1}{2}\mathbb{E}\left[\sum_{n=1}^{M}\|e^n - e^{n-1}\|^2_{L^2}\right] + \mathbb{E}\left[k\sum_{n=1}^{M}\|\nabla e^n\|^2_{L^2}\right]
\leq \mathbb{E}\left[\max_{1 \leq m \leq M} \sum_{n=1}^{m} \int_{t_{n-1}}^{t_n} (\nabla(u(t_n) - u(s)), \nabla e^n) \, ds \right]
\leq \mathbb{E}\left[\max_{1 \leq m \leq M} \sum_{n=1}^{m} \left( \int_{t_{n-1}}^{t_n} (G(u(s)) - G(s; u^{n-1})) \, dW(s), e^n \right) \right]
:= A + B
\]

(3.29)
Now, we estimate the right-hand side of (3.29) as follows. To estimate $A$, we follow the same strategy shown in estimating $I$ in (3.17). Namely, by using (3.28) we obtain

$$A \leq E \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left\| \nabla \left( u(t_{n}) - u(s) - \int_{s}^{t_{n}} G(u(\xi)) dW(\xi) \right) \right\|_{L^{2}} \right] \leq 1.$$  

$$A \leq E \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left\| \nabla \left( u(t_{n}) - u(s) - \int_{s}^{t_{n}} G(u(\xi)) dW(\xi) \right) \right\|_{L^{2}} \right] \leq 1.$$  

Next, by using Fubini’s theorem and the Burholder-Davis-Gundy inequality [7, Lemma 4.3] as well as the estimate (3.28) and Lemma 2.3 (ii) we obtain

$$A \leq E \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left\| \nabla \left( u(t_{n}) - u(s) - \int_{s}^{t_{n}} G(u(\xi)) dW(\xi) \right) \right\|_{L^{2}} \right] \leq 1.$$  

By using Lemma 2.3 (ii) and the estimate (3.28) we obtain

$$a + b \leq C k^{2(1-\epsilon)} + C k^{2(1-\epsilon)} \sup_{\xi \in [0, T]} E \left[ \left\| u(\xi) \right\|_{H^{2}}^{2} + 1 \right] \leq C k^{2(1-\epsilon)}.$$  

Next, by using the Burholder-Davis-Gundy inequality [7, Lemm 4.3] and (3.28) we have

$$c \leq E \left[ \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left( \int_{s}^{t_{n}} \Delta G(u(\xi)) dW(\xi) \right) d\xi \right\|_{L^{2}}^{2} \left\| e^{n-1} \right\|_{L^{2}}^{2} \right]^{1/2} \leq E \left[ \frac{1}{8} \max_{1 \leq n \leq M} \left\| e^{n} \right\|_{L^{2}}^{2} + 2 \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left\| \int_{s}^{t_{n}} \Delta G(u(\xi)) dW(\xi) \right\|_{L^{2}}^{2} d\xi \right] \leq \frac{1}{8} E \left[ \max_{1 \leq n \leq M} \left\| e^{n} \right\|_{L^{2}}^{2} \right] + C k^{2(1-\epsilon)} E \left[ \sup_{\xi \in [0, T]} \left\| u(\xi) \right\|_{H^{2}}^{2} + 1 \right].$$  

By using the Burholder-Davis-Gundy inequality and Lemma 3.1, we obtain

$$B \leq E \left[ \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_{n}} \left( G(u(s)) - G(s; u(t_{n-1})) \right) d\xi \right\|_{L^{2}}^{2} \left\| e^{n-1} \right\|_{L^{2}}^{2} \right]^{1/2} \leq \frac{1}{8} E \left[ \max_{1 \leq n \leq M} \left\| e^{n} \right\|_{L^{2}}^{2} \right] + C k^{2(1-\epsilon)}.$$
Substituting the estimates from $A$ and $B$ into (3.29) we obtain

\[
\frac{1}{2} \mathbb{E} \left[ \max_{1 \leq n \leq M} \| e^n \|_{L^2}^2 \right] + \frac{1}{2} \mathbb{E} \left[ \sum_{n=1}^{M} \| e^n - e^{n-1} \|_{L^2}^2 \right] + \mathbb{E} \left[ k \sum_{n=1}^{M} \| \nabla e^n \|_{L^2}^2 \right] \leq C k^{2(1-\epsilon)} + \frac{1}{4} \mathbb{E} \left[ \max_{1 \leq n \leq M} \| e^n \|_{L^2}^2 \right],
\]

which implies the desired estimate (3.14). The proof is complete. \( \Box \)

In the next theorem, we will establish an $O(k^{1-\epsilon})$ convergence order for the pressure approximation $\{p^n\}$ of the time discretization. As stated, the pressure solution $p$ is only a distribution, we will derive the error estimate for between $\{p^n\}$ and the “simulate” pressure solution $\tilde{p}$. Moreover, let $\delta = k$ in (2.13), then for $1 \leq n \leq M$

\[
\tilde{p}(t_n) = \frac{P(t_n) - P(t_{n-1})}{k}.
\]

**Theorem 3.4** Under the assumptions of Theorem 3.3. For $0 < \epsilon < 1$, there exists a constant $C = C(u_0, D_T) > 0$, such that

\[
\left( \mathbb{E} \left[ \left\| \sum_{n=1}^{M} (\tilde{p}(t_n) - p^n) \right\|_{L^2}^2 \right] \right)^{\frac{1}{2}} \leq C k^{1-\epsilon}.
\]

**Proof** The proof is based on the stochastic inf-sup (LBB) condition [12] which is quoted below. There exists a constant $\beta > 0$ such that

\[
\beta \mathbb{E} \left[ \| \xi \|_{L^2}^2 \right] \leq \sup_{\phi \in L^2(\Omega; \mathcal{H}^1_{per}(D))} \frac{\mathbb{E} \left[ \langle \xi, \text{div} \phi \rangle \right]}{\mathbb{E} \left[ \| \nabla \phi \|_{L^2}^2 \right]^{\frac{1}{2}}} \quad \forall \xi \in L^2(\Omega; L^2_{per}(D)).
\]

Subtracting (2.14a) with $\delta = k$ to (3.1a) and using the notation $e^n := u(t_n) - u^n$, we obtain

\[
k(\text{div} \phi, \tilde{p}(t_n) - p^n) = (e^n - e^{n-1}, \phi) + k(\nabla e^n, \nabla \phi)
+ \int_{t_{n-1}}^{t_n} (\nabla(u(s) - u(t_n)), \nabla \phi) \, ds
- \left( \int_{t_{n-1}}^{t_n} (G(u(s)) - G(s; u^{n-1})) \, dW(s), \phi \right).
\]

Next, applying the summation $\sum_{n=1}^{M}$ to (3.35) yields to

\[
\left( \text{div} \phi, k \sum_{n=1}^{M} (\tilde{p}(t_n) - p^n) \right) = (e^M - e^0, \phi) + \left( k \sum_{n=1}^{M} \nabla e^n, \nabla \phi \right)
+ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (\nabla(u(s) - u(t_n)), \nabla \phi) \, ds
- \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (G(u(s)) - G(s; u^{n-1})) \, dW(s), \phi \right).
\]
Next, taking the expectation to (3.36) and using (3.34) and then using Cauchy-Schwarz inequality we obtain

\[
\beta \left( \mathbb{E} \left[ \left\| k \sum_{n=1}^{M} (\tilde{p}(t_n) - p^n) \right\|^2_{L^2} \right] \right)^{1/2} 
\leq \sup_{\phi \in L^2(\Omega; H^{1}_{\text{per}}(D))} \left( \mathbb{E} \left[ \left( \text{div} \phi, k \sum_{n=1}^{M} (\tilde{p}(t_n) - p^n) \right) \right] \right)^{1/2} 
\leq \sup_{\phi \in L^2(\Omega; H^{1}_{\text{per}}(D))} \left( \frac{1}{\mathbb{E} \left[ \left\| \nabla \phi \right\|^2_{L^2} \right]} \right)^{1/2} \left\{ \mathbb{E} \left[ (e^M - e^0, \phi) + \left( k \sum_{n=1}^{M} \nabla e^n, \nabla \phi \right) \right] \right. 
+ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( \nabla \left( u(s) - u(t_n) \right), \nabla \phi \right) \, ds 
- \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( G(u(s)) - G(s; u^{n-1}) \right) dW(s), \phi \right) \right\} 
\leq C k^{1-\epsilon}.
\]

Next, by using Lemma 3.1(ii) and martingale property of the Itô integral we obtain

\[
\mathbb{E}[I + II] \leq \left( \mathbb{E} \left[ \left\| e^M \right\|^2_{L^2} \right] \right)^{1/2} + \left( \mathbb{E} \left[ k \sum_{n=1}^{M} \left\| \nabla e^n \right\|^2_{L^2} \right] \right)^{1/2} \leq C k^{1-\epsilon}.
\]

Next, by using Lemma 3.1(ii) and martingale property of the Itô integral we obtain

\[
\mathbb{E}[III] = -\mathbb{E} \left[ \frac{1}{\left\| \nabla \phi \right\|^2_{L^2(\Omega; L^2)}} \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( \nabla \left( u(t_n) - u(s) - \int_{t_n}^{s} G(u(\xi)) \, dW(\xi) \right), \nabla \phi \right) \, ds \right] 
- \mathbb{E} \left[ \frac{1}{\left\| \nabla \phi \right\|^2_{L^2(\Omega; L^2)}} \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( \int_{t_n}^{s} G(u(\xi)) \, dW(\xi), \nabla \phi \right) \, ds \right] 
\leq \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( \mathbb{E} \left[ \left\| u(t_n) - u(s) - \int_{t_n}^{s} G(u(\xi)) \, dW(\xi) \right\|^2_{H^1} \right] \right)^{1/2} \, ds 
\leq C k^{1-\epsilon}.
\]

In addition, due to the martingale property of the Itô integral, \( \mathbb{E}[IV] = 0. \)

Finally, substituting the estimates from \( I, \ldots, IV \) into (3.37) we obtain the desired estimate. The proof is complete.

\[\square\]

4 Fully Discrete Mixed Finite Element Discretization

In this section, we formulate and analyze the spatial approximations of Algorithm 1 by using the mixed finite element method.
4.1 Standard Mixed Finite Element Method

Let \( \mathcal{T}_h \) be a quasi-uniform mesh of the domain \( D \subset \mathbb{R}^2 \) with mesh size \( h > 0 \). We consider the following mini finite element pair:

\[
\mathbb{X}_h = \{ v_h \in C(\overline{D}) \cap H^1_{\text{per}}(D); \ v_h \in [\mathcal{P}_{1b}(K)]^2 \quad \forall K \in \mathcal{T}_h \},
\]

\[
L_h = \{ \psi_h \in C(\overline{D}) \cap L^2_{\text{per}}(D)/\mathbb{R}; \ \psi_h \in \mathcal{P}_1(K) \quad \forall K \in \mathcal{T}_h \},
\]

where \( \mathcal{P}_1 \) is the space of linear piece-wise polynomials on \( K \). Moreover, \( \mathcal{P}_{1b} \) denotes the space of bubble linear polynomials on \( K \). It is well-known that the mini finite element space pair \( \mathbb{X}_h \) and \( L_h \) satisfies the Ladyzhenskaja-Babuska-Brezzi (LBB) (or inf-sup condition) which is now quoted: there exists \( \beta_1 > 0 \) such that

\[
\sup_{\phi_h \in \mathbb{X}_h} \frac{\langle \text{div}\phi_h, \psi_h \rangle}{\|\nabla\phi_h\|_{L^2}} \geq \beta_1 \|\psi_h\|_{L^2} \quad \forall \psi_h \in L_h, \tag{4.1}
\]

where the constant \( \beta_1 \) is independent of \( h \) (and \( k \)).

**Algorithm 2**

Let \( u_h^0 \) be a given \( \mathbb{X}_h \)-valued random variable. Find \( (u_h^{n+1}, p_h^{n+1}) \in \mathbb{X}_h \times L_h \) such that \( \mathbb{P}\text{-a.s.} \)

\[
(u_h^{n+1} - u_h^n, \phi_h) + \nu k(\nabla u_h^{n+1}, \nabla \phi_h) - k(p_h^{n+1}, \text{div} \phi_h) = (G(u_h^n) \Delta W_n + \frac{1}{2} D G(u_h^n) G(u_h^n)[(\Delta W_n)^2 - k], \phi_h), \tag{4.2}
\]

\[
\text{div} u_h^n, \psi_h = 0, \tag{4.3}
\]

for all \( \phi_h \in \mathbb{X}_h \) and \( \psi_h \in L_h \) and \( \Delta W_n = W(t_{n+1}) - W(t_n) \sim N(0, k) \).

Upon using the functional \( G \) defined in (3.2) we can rewrite (4.2) as follow

\[
(u_h^{n+1} - u_h^n, \phi_h) + \nu k(\nabla u_h^{n+1}, \nabla \phi_h) - k(p_h^{n+1}, \text{div} \phi_h)
\]

\[
= \left( \int_{t_n}^{t_{n+1}} G(s; u_h^n) dW(s), \phi_h \right). \tag{4.4}
\]

Next, we define the following space

\[
\mathbb{V}_h = \{ \phi_h \in \mathbb{X}_h; \ (\text{div} \phi_h, q_h) = 0 \quad \forall q_h \in L_h \}.
\]

We observe that \( \mathbb{V}_h \subset \mathbb{X}_h \) and in general, \( \mathbb{V}_h \) is not a subspace of \( \mathbb{V} \). Denote \( Q_h : L^2_{\text{per}} \to \mathbb{V}_h \) as the \( L^2 \)-orthogonal projection, which satisfies

\[
(\mathbf{v} - Q_h \mathbf{v}, \phi_h) = 0 \quad \forall \phi_h \in \mathbb{V}_h. \tag{4.5}
\]

In addition, we recall the following well-known interpolation estimates:

\[
\|\mathbf{v} - Q_h \mathbf{v}\|_{L^2} + h \|\nabla(\mathbf{v} - Q_h \mathbf{v})\|_{L^2} \leq Ch^2 \|\mathbf{v}\|_{H^2(D)}, \quad \forall \mathbf{v} \in \mathbb{V} \cap H^2(D), \tag{4.6}
\]

\[
\|\mathbf{v} - Q_h \mathbf{v}\|_{L^2} \leq C h \|\nabla \mathbf{v}\|_{L^2} \quad \forall \mathbf{v} \in \mathbb{V} \cap H^1(D). \tag{4.7}
\]

We also let \( P_h : L^2_{\text{per}} \to \mathbb{V}_h \) denote the \( L^2 \)-orthogonal projection defined by

\[
(\psi - P_h \psi, q_h) = 0 \quad \forall q_h \in L_h. \tag{4.8}
\]

It is well-known that there holds

\[
\|\psi - P_h \psi\|_{L^2} \leq Ch \|\nabla \psi\|_{L^2} \quad \forall \psi \in L^2_{\text{per}}(D) \cap H^1(D). \tag{4.9}
\]
We state the following stability estimate for \( \{ u^n_h \} \). Its proof is similar to the proof of [3, Lemma 3.1], so we omit the proof to save space.

**Lemma 4.1** Let \( u^n_0 \in L^2(\Omega; \mathbb{B}_h) \) satisfying \( \mathbb{E}[\| u^n_0 \|^2_{L^2}] \leq C \). Then, there exists a pair \( \{ u^n_h, p^n_h \}_{n=1}^M \subset L^2(\Omega; \mathbb{B}_h \times L_h) \) that solves Algorithm 2 and satisfies

\[
\mathbb{E}\left[ \max_{1 \leq n \leq M} \| u^n_h - u^n \|^2_{L^2} + \nu k \sum_{n=1}^M \| \nabla u^n_h \|^2_{L^2} \right] \leq C.
\]

where \( C = C(D_T, u^n_0) > 0 \).

### 4.2 Error Estimates for Algorithm 2

In this part, we state error estimates for the finite element approximation velocity \( u^n_h \) and the semi-discretization \( u^n \) in Theorem 4.2 below. The proof of this theorem is similar to the proof of [11, Theorem 4.2] with a few modifications. However, for the sake of completeness, we also present that proof below.

**Theorem 4.2** Let \( u^n_0 = Q_h u_0 \). Assume that \( G \) satisfies (A1), (A2), (A3) and \( u^0 \in L^2(\Omega; \mathbb{V}) \). Let \( \{ (u^n, p^n) \} \) and \( \{ u^n_h, p^n_h \} \) be the velocity and pressure approximations generated by Algorithm 1 and Algorithm 2, respectively. Then there holds

\[
\left( \mathbb{E}\left[ \max_{1 \leq n \leq M} \| u^n - u^n_h \|^2_{L^2} \right] \right)^{1/2} + \left( \mathbb{E}\left[ k \sum_{n=1}^M \| \nabla(u^n - u^n_h) \|^2_{L^2} \right] \right)^{1/2} \leq C h,
\]

where \( C = C(u^0, D_T) > 0 \) is independent of \( k \) and \( h \).

**Proof** First, define \( e_u^n := u^n - u^n_h \) and \( e_p^n := p^n - p^n_h \). By subtracting (3.4) to (4.4) we obtain the following error equations

\[
\begin{align*}
( e_u^{n+1} - e_u^n, \phi_h ) + k( \nabla e_u^{n+1}, \nabla \phi_h ) - k( e_p^n, \text{div} \phi_h ) &= \left( \int_{t_n}^{t_{n+1}} (G(s; u^n) - G(s; u^n_h)) \, dW(s), \phi_h \right), \\
( \text{div} e_u^{n+1}, q_h ) &= 0.
\end{align*}
\]

Choosing \( \phi_h = Q_h e_u^{n+1} \in \mathbb{V}_h \) in (4.12) and using the orthogonality of \( Q_h \), we obtain

\[
\begin{align*}
( Q_h e_u^{n+1} - Q_h e_u^n, Q_h e_u^{n+1} ) + k \| Q_h e_u^{n+1} \|^2_{L^2} &= -k( \nabla (e_u^{n+1} - Q_h e_u^{n+1}), \nabla Q_h e_u^{n+1} ) + k( e_p^n, \text{div} Q_h e_u^{n+1} ) \\
&\quad + \left( \int_{t_n}^{t_{n+1}} (G(s; u^n) - G(s; u^n_h)) \, dW(s), Q_h e_u^{n+1} - Q_h e_u^n \right) \\
&\quad + \left( \int_{t_n}^{t_{n+1}} G(s; u^n) - G(s; u^n_h) \, dW(s), Q_h e_u^n \right) \\
&:= I + II + III + IV.
\end{align*}
\]

We now can estimate the right-hand of (4.14) as follows.

First, by using (4.5) and then (4.6) we have
\[ I = -k \langle \nabla (u^{n+1} - Q_h u^{n+1}), \nabla Q_h e_u^{n+1} \rangle \]
\[ \leq Ck \| \nabla (u^{n+1} - Q_h u^{n+1}) \|_{L^2}^2 + \frac{k}{4} \| \nabla Q_h e_u^{n+1} \|_{L^2}^2 \]
\[ \leq Ckh^2 \| u^{n+1} \|_{H^2}^2 + \frac{k}{4} \| \nabla Q_h e_u^{n+1} \|_{L^2}^2. \]

Next, by using the fact that \((q_h, \text{div} Q_h e_u^{n+1}) = 0\) for all \(q_h \in L_h\) we have
\[ \Xi \leq k \langle p^{n+1}, \text{div} Q_h e_u^{n+1} \rangle = k \langle p^{n+1} - P_h p^{n+1}, \text{div} Q_h e_u^{n+1} \rangle \]
\[ \leq k \| p^{n+1} - P_h p^{n+1} \|_{L^2}^2 + \frac{k}{4} \| \nabla Q_h e_u^{n+1} \|_{L^2}^2 \]
\[ \leq Ckh^2 \| p^{n+1} \|_{L^2}^2 + \frac{k}{4} \| \nabla Q_h e_u^{n+1} \|_{L^2}^2. \]

Now, we observe that \(E[\Xi] = 0\) due to the martingale property of the Itô integral. It is left to estimate \(\Xi\) as below. By using the Itô isometry and Lemma 3.1(i) we obtain
\[ E[\Xi] \leq \mathbb{E}\left[ \left( \int_{t_n}^{t_{n+1}} (G(s; u^n) - G(s; u^n_h)) dW(s) \right)^2 \right] + \frac{1}{4} \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right] \]
\[ = \mathbb{E}\left[ \left( \int_{t_n}^{t_{n+1}} (G(s; u^n) - G(s; u^n_h))^2 ds \right) \right] + \frac{1}{4} \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right] \]
\[ \leq Ck \mathbb{E}\left[ \| Q_h e_u^n \|_{L^2}^2 \right] + Ck^4 \mathbb{E}\left[ \| u^n \|_{H^2}^2 \right] + \frac{1}{4} \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right]. \]

The left-hand side of (4.14) can be analyzed by using the identity \(2a(a-b) = a^2 - b^2 + (a-b)^2\) as follows.
\[ (Q_h e_u^{n+1} - Q_h e_u^n, Q_h e_u^{n+1}) = \frac{1}{2} \left[ \| Q_h e_u^{n+1} \|_{L^2}^2 - \| Q_h e_u^n \|_{L^2}^2 \right] + \frac{1}{2} \| Q_h e_u^{n+1} - Q_h e_u^n \|_{L^2}^2. \]
Therefore, substituting the estimates from \(I, \ldots, IV\) into (4.14) and then absorbing the like-terms from the right side to the left side we obtain
\[ \frac{1}{2} \mathbb{E}\left[ \| Q_h e_u^{n+1} \|_{L^2}^2 \right] - \frac{1}{2} \mathbb{E}\left[ \| Q_h e_u^n \|_{L^2}^2 \right] + \frac{1}{4} \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right] + \frac{k}{4} \mathbb{E}\left[ \| \nabla Q_h e_u^{n+1} \|_{L^2}^2 \right] \]
\[ \leq Ck h^2 \mathbb{E}\left[ \| u^{n+1} \|_{H^2}^2 \right] + Ck^2 \mathbb{E}\left[ \| p^{n+1} \|_{L^2}^2 \right] + Ck \mathbb{E}\left[ \| Q_h e_u^n \|_{L^2}^2 \right]. \quad (4.15) \]

Next, applying the summation \(\sum_{n=0}^m\) to (4.15) for any \(0 \leq m \leq M - 1\) we obtain
\[ \frac{1}{2} \mathbb{E}\left[ \| Q_h e_u^{m+1} \|_{L^2}^2 \right] + \frac{1}{4} \sum_{n=0}^m \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right] + \frac{k m}{2} \sum_{n=0}^m \mathbb{E}\left[ \| \nabla Q_h e_u^{n+1} \|_{L^2}^2 \right] \]
\[ \leq Ch^2 k \sum_{n=0}^m \mathbb{E}\left[ \| u^{n+1} \|_{H^2}^2 \right] + Ch^2 k \sum_{n=0}^M \mathbb{E}\left[ \| p^{n+1} \|_{L^2}^2 \right] + Ck \sum_{n=0}^m \mathbb{E}\left[ \| Q_h e_u^n \|_{L^2}^2 \right]. \quad (4.16) \]

By using the discrete Gronwall inequality to (4.16) and then using the stability estimates in Lemma 3.2, we obtain
\[ \frac{1}{2} \mathbb{E}\left[ \| Q_h e_u^{m+1} \|_{L^2}^2 \right] + \frac{1}{4} \sum_{n=0}^m \mathbb{E}\left[ \| Q_h (e_u^{n+1} - e_u^n) \|_{L^2}^2 \right] + \frac{k m}{2} \sum_{n=0}^m \mathbb{E}\left[ \| \nabla Q_h e_u^{n+1} \|_{L^2}^2 \right] \]
\[ \leq Ch^2 \exp(CT). \quad (4.17) \]
By applying \( \max_{1 \leq m \leq M-1} \) to (4.17), we obtain
\[
\max_{1 \leq m \leq M} \mathbb{E}[\|Q_h e_u^m\|_{L^2}^2] + \mathbb{E}\left[k \sum_{n=1}^{M} \|\nabla Q_h e_u^n\|_{L^2}^2\right] \leq C h^2.
\] (4.18)

Next, we use the estimate (4.18) to prove the desired estimate (4.11). To do that, we follow the techniques that have been used in the proof of Theorem 3.3 as follows.

First, applying \( \sum_{n=1}^{m} \) (for 1 \( \leq m \leq M \), \( \max_{1 \leq m \leq M} \mathbb{E}[\cdot] \) to (4.14), respectively, we obtain
\[
\frac{1}{2} \mathbb{E}\left[\max_{1 \leq m \leq M} \|Q_h e_u^m\|_{L^2}^2 + \sum_{n=1}^{M} \|Q_h e_u^n - Q_h e_u^{n-1}\|_{L^2}^2 + 2k \sum_{n=1}^{M} \|\nabla Q_h e_u^n\|_{L^2}^2\right]
\leq Ch^2 \mathbb{E}\left[k \sum_{n=1}^{M} \|u^n\|_{H^2}^2 + k \sum_{n=1}^{M} \|\nabla p^n\|_{L^2}^2\right] + \frac{1}{4} \mathbb{E}\left[k \sum_{n=1}^{M} \|\nabla Q_h e_u^n\|_{L^2}^2\right]
\leq \mathbb{E}\left[\sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (G(s; u^{n-1}) - G(s; u_h^{n-1})) dW(\xi)\right]^2
+ \mathbb{E}\left[\frac{1}{4} \sum_{n=1}^{M} \|Q_h e_u^n - Q_h e_u^{n-1}\|_{L^2}^2\right]
+ \mathbb{E}\left[\left(\sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|G(s; u^{n-1}) - G(s; u_h^{n-1})\|_{L^2}^2 \|Q_h e_u^{n-1}\|_{L^2}^2 ds\right)^{1/2}\right]
\leq Ch^2 + \frac{1}{4} \mathbb{E}\left[\max_{1 \leq m \leq M} \|Q_h e_u^m\|_{L^2}^2\right],
\] (4.19)

which implies that
\[
\mathbb{E}\left[\max_{1 \leq m \leq M} \|Q_h e_u^m\|_{L^2}^2\right] + \mathbb{E}\left[k \sum_{n=1}^{M} \|\nabla Q_h e_u^n\|_{L^2}^2\right] \leq Ch^2.
\] (4.20)

Finally, the proof is completed by a simple triangular inequality process.

Next, we also present the error estimate of the pressure approximations \( \{p_h^n\} \) and \( \{p^n\} \) from Algorithms 1 and 2, respectively. The proof of this theorem is similar to the one of Theorem 3.4 so we leave it as an exercise for the reader to try.

**Theorem 4.3** Under the same assumptions of Theorem 4.2. There exists a constant \( C = C(\beta_1, u_0, D_T) > 0 \) such that
\[
\left(\mathbb{E}\left[\left.\left(\sum_{n=1}^{M} (p^n - p_h^n)\right)^2\right|_{L^2}\right]\right)^{1/2} \leq C h.
\]

Finally, we are ready to state the global error estimates of the fully discrete velocity and pressure approximations.

**Theorem 4.4** Let \( 0 < \epsilon < 1 \). Under the assumptions of Theorems 3.3 and 4.2, there exist a constant \( C = C(D_T, u_0, \beta, \beta_1) > 0 \) such that
\[
\left( \mathbb{E} \left[ \max_{1 \leq n \leq M} |\mathbf{u}(t_n) - \mathbf{u}_h^n|_{L^2}^2 \right] \right)^{1/2} + \left( \mathbb{E} \left[ \| \nabla^2 (\mathbf{u}(t_n) - \mathbf{u}_h^n) \|_{L^2}^2 \right] \right)^{1/2} \leq C \left( k^{1-o} + h \right),
\]

\[
\left( \mathbb{E} \left[ \sum_{n=1}^{M} \| \mathbf{p}(t_n) - \mathbf{p}_h^n \|_{L^2}^2 \right] \right)^{1/2} \leq C \left( k^{1-o} + h \right).
\]

5 Computational Experiments

In this section, we present numerical tests to verify our convergence order \(O(k^{1-o} + h)\) in Theorem 4.4. In all our experiments we set \(D = (0, 1)^2 \subset \mathbb{R}^2, T = 1, \nu = 1\), the body force is \(\mathbf{f} = (f_1, f_2)\) with

\[
f_1(x, y) = \pi \cos(t) \sin(2\pi y) \sin(\pi x) \sin(\pi x) - 2\pi^3 \sin(t) \sin(2\pi y)(2 \cos(2\pi x) - 1) - \pi \sin(t) \sin(\pi x) \sin(\pi y),
\]

\[
f_2(x, y) = -\pi \cos(t) \sin(2\pi x) \sin(\pi y) \sin(\pi y) - 2\pi^3 \sin(t) \sin(2\pi x)(1 - 2 \cos(2\pi y)) + \pi \sin(t) \cos(\pi x) \cos(\pi y).
\]

We choose \(W(t)\) in (1.1) to be a \(\mathbb{R}\)-valued Wiener process that is simulated by the minimal time step size \(k_0 = 1/2048\). We use the standard Monte Carlo method to compute the expectation with \(J\) samples. We take \(\mathbf{G}(\mathbf{u}) = \alpha \mathbf{u}\) for all \(\mathbf{u} \in \mathbb{V}\) and \(\alpha > 0\), which gives \(DG(\mathbf{u})(\mathbf{v}) = \alpha \mathbf{v}\ \forall \mathbf{v} \in \mathbb{V}\). In addition, we use the Mini finite element method for the spatial discretization and the homogeneous Dirichlet boundary condition is imposed on \(\mathbf{u}\).

We implement Algorithm 2 and compute the errors of the velocity and pressure approximations in the specified norms below. Since the exact solutions are unknown, the errors are computed between the computed solution \((\mathbf{u}_h^n(\omega_j), p_h^n(\omega_j))\) and a reference solution \((\mathbf{u}_{h,\text{ref}}^n(\omega_j), p_{h,\text{ref}}^n(\omega_j))\) (specified later) at the \(\omega_j\)-th sample.

Furthermore, to evaluate errors in strong norms, we use the following numerical integration formulas:

\[
L_{t,\omega}^{2}L_{x}^{2}\mathbb{L}(\mathbf{u}) := \left( \mathbb{E} \left[ \max_{1 \leq n \leq M} \| \mathbf{u}(t_n) - \mathbf{u}_h^n \|_{L^2}^2 \right] \right)^{1/2} \approx \left( \frac{1}{J} \sum_{j=1}^{J} \left( \max_{1 \leq n \leq M} \| \mathbf{u}_{h,\text{ref}}^n(\omega_j) - \mathbf{u}_h^n(\omega_j) \|_{L^2}^2 \right) \right)^{1/2},
\]

\[
L_{t,\omega}^{2}L_{x}^{2}\mathbb{H}(\mathbf{u}) := \left( \mathbb{E} \left[ \sum_{n=1}^{M} \| \mathbf{u}(t_n) - \mathbf{u}_h^n \|_{H^1}^2 \right] \right)^{1/2} \approx \left( \frac{1}{J} \sum_{j=1}^{J} \left( \sum_{n=1}^{M} \| \mathbf{u}_{h,\text{ref}}^n(\omega_j) - \mathbf{u}_h^n(\omega_j) \|_{H^1}^2 \right) \right)^{1/2},
\]

\[
L_{t,\omega}^{2}L_{x}^{2}\mathbb{L}(p) := \left( \mathbb{E} \left[ \sum_{n=1}^{M} \| \mathbf{p}(t_n) - \mathbf{p}_h^n \|_{L^2}^2 \right] \right)^{1/2} \approx \left( \frac{1}{J} \sum_{j=1}^{J} \left( \sum_{n=1}^{M} \| \mathbf{p}_{h,\text{ref}}^n(\omega_j) - \mathbf{p}_h^n(\omega_j) \|_{L^2}^2 \right) \right)^{1/2}.
\]
Table 1: The time discretization errors and convergence order of the computed velocity \( \{u_h^k\} \) and pressure \( \{p_h^k\} \) with \( \alpha = 0.1 \)

| \( k \)    | \( L_2^2 L_1^2 H_1^1 (u) \) | Order | \( L_\infty^2 L_1^2 L_1^2 (u) \) | Order | \( L_\infty^2 L_1^2 L_1^2 (p) \) | Order |
|------------|-------------------------------|-------|----------------------------------|-------|----------------------------------|-------|
| 1/64       | 0.265411                      |       | 0.00635237                      |       | 0.0123506                        |       |
| 1/128      | 0.1579238                     | 0.7490| 0.00415543                      | 0.6123| 0.00551215                       | 1.1639|
| 1/256      | 0.08771613                    | 0.8483| 0.00242727                      | 0.7757| 0.00334893                       | 0.8353|
| 1/512      | 0.0459469                     | 0.9329| 0.00131835                      | 0.8806| 0.000940083                      | 1.8501|
| 1/1024     | 0.0239755                     | 0.9384| 0.000719122                     | 0.8744| 0.00031003                       | 1.6004|

Fig. 1: Plots of the spatial discretization errors and convergence order of the computed velocity \( \{u_h^k\} \) with \( \alpha = 0.5 \)

**Test 1.** In the first test, we want to verify the convergence order of the time discretization in Algorithm 1. To do that, we run Algorithm 2 to compute the error estimates for \( \{(u_h^n, p_h^n)\} \) with a fixed mesh size \( h = 1/40 \) and vary the time step size by choosing \( k = 2^\ell k_0 \) for \( \ell \in \mathbb{N} \) and the reference solutions \( \{(u_{h_{ref}}^n, p_{h_{ref}}^n)\} \) with \( k_{h_{ref}} = k/2 \) (i.e. we approximate the errors by comparing the numerical solutions in two consecutive time discretizations [10]). We consider \( J = 500 \) samples to compute the expectation of the error estimates. The result errors are shown in Table 1. The numerical results verify convergence order of almost 1 for both velocity and pressure approximations as predicted by our error estimate results in Theorem 3.3.

**Test 2.** In this test, we verify the spatial discretization convergence order of the mixed finite element method in Algorithm 2. To do that, we implement Algorithm 2 with a fixed time step size \( k = 1/256 \) and choose different mesh sizes \( h \), and the number of samples is \( J = 500 \). The reference solutions \( \{(u_{h_{ref}}^n, p_{h_{ref}}^n)\} \) are computed by choosing \( h_{h_{ref}} = h/2 \). The result errors are displayed in Figs. 1 and 2. The numerical results in Fig. 1 (left) verify the first-order convergence of the velocity approximation in the \( L_2^2 L_1^2 H_1^1 \)-norm as predicted in Theorem 4.2. In addition, we also observe a second-order convergence (see Fig. 1 (right)) for the computed velocity in the \( L_\infty^2 L_1^2 L_1^2 \)-norm which is better than our prediction in Theorem 4.2. Furthermore, Fig. 2 also gives a convergence order of 1.5 for the computed pressure that is slightly better than our predicted theory in Theorem 4.3.
6 Conclusion and Discussion

We have established a convergence order of at most 1 for the time-discretization of the stochastic Stokes equations. The paper proposes a new approach with analysis for the time-discretization based on the classical Milstein method, which is very popular in stochastic differential equations. However, the paper just considered the stochastic Stokes equations with a divergence-free multiplicative noise. This narrow assumption on the noise is due to the technical Lemma 3.1 which is unclear how to prove in the case of a non-divergence-free noise. In future work, we will extend the results of this paper to a more general multiplicative noise.
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