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With the booming development of Internet information technology, e-commerce platforms in the era of network economy have undergone great changes, triggering a new marketing model change. Innovative research on marketing models can help the transformation and development of small and medium-sized e-commerce companies, which has important practical significance and theoretical value. The prediction of e-commerce sales is one of the key aspects of the evaluation of innovative marketing models, and only an accurate prediction of future sales can lead to a reasonable marketing plan. Therefore, a big data-driven e-commerce sales forecasting method is proposed. First of all, for 1703 real e-commerce companies, a large number of relevant data that affect sales are selected, including sales records, product information, product evaluation, and other information. A knowledge graph was then used to preprocess the data samples to produce a sample set containing concepts, entities, and relationships. Next, the knowledge graph K-modes clustering model is established. By fixing the affiliation matrix and the clustering cluster matrix in turn, the minimum of the objective function is continuously solved to obtain the cluster centres. Finally, sales prediction is achieved based on the clustering results. The experimental results show that the proposed clustering model is able to obtain better performance in terms of cluster purity, NMI, and F-value. The proposed clustering model has high sales prediction accuracy and has certain reference value for e-commerce enterprises of different scales to formulate innovative marketing models.

1. Introduction

Of all the innovative modes of business management, the innovation of the marketing model is very important. Finding the right marketing model is fundamental to a company’s survival. Most scholars see the marketing model as a synergistic system consisting of several elements. The ultimate goal of marketing is to gain competitive advantage and achieve profitability. The marketing system therefore has to specify a holistic solution to achieve this goal [1–4]. The information technology revolution has provided space and impetus for marketing model innovation. In the current era of network economy, network and mobile communication technologies are changing the way of production and life of human beings in an all-round way. Therefore, marketing model innovation must also be coupled with information technology to play an important role. The Internet economy is developing rapidly and big data-driven innovation models have become a popular research direction at present [5–8]. Many companies are now using big data technology to achieve knowledge mining. At the same time, the full sharing of off-site resources is achieved through the network, shortening the distance between time and space. Real-time knowledge mining driven by big data can maintain the continuity and uninterrupted nature of innovation.

The China Internet Information Network Centre (CIINC) has published the 41st Statistical Report on the Development of the Internet in China [9–11]. This report showed that by December 2020, the number of online consumers in China would reach 772 million, with 40.74 million new people. Compared to 2019, the number of
online consumers has increased by 2.6%. The Internet penetration rate has reached 55.8%, as shown in Figure 1. According to the China Electronic Commerce Research Centre, e-tailing transactions reached 3.1 trillion yuan in 2020, up by 34.8% year on year compared to 2.3 trillion yuan in 2019, as shown in Figure 2.

In recent years, the number of small e-commerce companies engaged in marketing via the Internet is increasing year on year. E-commerce platforms such as Alibaba, Amazon, and eBay are home to a huge number of small e-commerce companies. These small e-commerce companies, like other traditional businesses, are faced with the problem of marketing model innovation. Among all the innovations, the innovation of the marketing model is fundamental to the business. There are three broad categories of marketing models [12, 13]: value creation models, ecosystem models, and profitability models. The three types of theories discuss the connotation of the marketing model from different perspectives. A marketing model is an ecosystem consisting of many elements. This study considers the core element of the marketing model to be the profitability model. Profitability is a necessary condition for the existence of a market player. A business cannot sustain its basic survival without profit. For the many small e-commerce companies in e-commerce platforms, profit model innovation is their main concern.

The inadequate information management systems of small and medium-sized e-commerce businesses make it more difficult for them to innovate their profit models. In addition, small and medium-sized e-commerce enterprises face huge risks in the process of marketing reform because they cannot afford the larger capital costs. As a result, small and medium-sized e-commerce enterprises can only rely on forecast data of future sales to monitor their own business risks in real time [14, 15]. Sales forecasting can greatly improve the flow of capital for small and medium-sized e-commerce enterprises, allowing them to use these funds to develop broader sales channels or to cope with turbulent changes in the market environment. The accuracy of sales forecasting is therefore relevant to all aspects of an e-commerce business and will have a direct impact on its profit and loss, its next steps in financing, and its survival.

There are many models on sales forecasting, such as linear regression models, time series exponential smoothing forecasting models, logistic regression models, convolutional neural networks, and clustering mining [16–18]. In the preparation stage of each of these forecasting models, a sufficient amount of historical data has to be collected in order to predict the results with high accuracy. Therefore, these prediction models are all big data-driven models. Clustering analysis is an important application technique in data mining and is widely used in practical problems. Due to the development of information technology, consumer business data have become very large. With the continuous accumulation of data and the emergence of new business behaviours, it becomes difficult to classify data based on a priori experience. Therefore, Erenko et al. [19] proposed the application of cluster analysis to business marketing problems. Kingsland et al. [20] proposed the use of cluster analysis for data mining of consumer behaviour to give valuable guidance for future business decisions. Elizabeth et al. [21] proposed a cluster analysis-based model for e-commerce platform sales risk prediction model. From the perspective of microfinance companies, the types of e-commerce financial risks and the causes of their formation are analysed.

Overall, clustering analysis can uncover new patterns in large amounts of data, which can be quite a powerful tool for data processing problems in the marketing field. By applying clustering algorithms, new patterns can be obtained that are not influenced by previous experience, thus allowing a more comprehensive exploitation of the information contained in the data. One of the most widespread applications of clustering analysis is the classical K-means algorithm [22]. However, the K-means algorithm is only applicable to datasets with ordered categorical attributes. To solve the clustering problem for unordered categorical attributes, Huang et al. [23] proposed the K-modes algorithm based on the classical K-means algorithm. Under the framework of the original K-modes algorithm, Saha et al. [24] proposed the genetic fuzzy K-modes algorithm, which improved the accuracy of data mining to a certain extent.

The aim of this study is to use the K-modes algorithm to mine the historical data of small and medium-sized e-commerce businesses to achieve an accurate forecast of
future sales, thus providing data support for e-commerce businesses of different sizes when developing innovative marketing models. In the sales forecast of goods, the demand for products in the e-commerce industry is unstable as people’s hobbies, consumption habits, and other factors are changing all the time. This phenomenon leads to no clear pattern in sales volume trends. In addition, sales are influenced by various external social factors such as climate and fashion trends. These changes can often affect the predicted outcome of a product, so it is essential to extract the key attributes of the data before clustering analysis.

The main innovations and contributions of this paper include the following:

1. The K-modes algorithm in cluster analysis is introduced into the field of e-commerce marketing forecasting research, thus providing data support for e-commerce enterprises of different sizes in developing innovative marketing models.

2. To further improve the clustering accuracy, the knowledge graph technique [25, 26] was used to extract the key attributes of the historical sales data before the clustering analysis of the historical sales data using the K-modes algorithm. After the knowledge graph analysis, K-modes algorithm was able to obtain a higher clustering accuracy.

The rest of the paper is organized as follows. In Section 2, the knowledge graph is studied in detail, while Section 3 provides the proposed knowledge graph K-modes clustering algorithm. In Section 4, the KGK-modes based e-commerce sales volume prediction model is studied in detail, while Section 5 provides experimental results and analysis. Finally, the paper is concluded in Section 6.

2. Knowledge Graph

For the marketing model of the e-commerce industry, accurate clustering of relevant sales data samples is more difficult due to the variability of the merchandise. This is because people’s preferences, consumption habits, and other factors change all the time when forecasting sales of products. This phenomenon leads to no clear pattern in sales volume trends. Sales are also influenced by external social factors such as weather, trends, and so on. These changes ultimately lead to highly unstable forecasting results for commodities. In addition, if the key attributes of the sample are not extracted correctly, this may lead to incorrect clustering results. The above analysis shows that if the core attributes contained in the data sample can be identified, the scope of the clustering can be further reduced, thus effectively improving the accuracy of the clustering. Therefore, before using the K-modes algorithm to cluster the historical sales data, this paper uses the knowledge graph technique to extract the key attributes of the historical sales data.

The knowledge graph uses quadruples to represent knowledge [27], mainly containing concept, entity, relation, and attribute. The structure of the knowledge graph is shown in Figure 3.

Suppose the set of all knowledge elements in knowledge domain \( d \) is \( KE_d \):

\[
KE_d = \{ke_1, ke_2, \ldots, ke_i, \ldots, ke_n\},
\]

where \( ke_i \) represents the \( i \)-th knowledge element. Each knowledge element contains the concept knowledge \( c_i \), entity knowledge \( e_i \), relation knowledge \( r_i \), and attribute knowledge \( a_i \).

The set of concepts, entities, and relationships within knowledge domain \( d \) is denoted as \( C_d \), \( E_d \), and \( R_d \), respectively.

\[
C_d = \{e_1, e_2, \ldots, e_k, \ldots, e_n\},
\]

\[
E_d = \{c_1, c_2, \ldots, c_k, \ldots, c_n\},
\]

\[
R_d = \{r_1, r_2, \ldots, r_k, \ldots, r_n\},
\]

where \( nc \), \( ne \), and \( nr \) represent the total number of concepts, entities, and relations, respectively.

The set of attributes corresponding to each concept \( A_{ci} \) is \( A_{ci} \):

\[
A_{ci} = \{a_1, a_2, \ldots, a_j, \ldots, a_{na}\},
\]

where \( na \) indicates the total number of attributes.

First, the complex commodity data are classified into knowledge sets. Next, knowledge unit parsing is performed. Finally, the knowledge elements and graphs contained in the knowledge units are extracted [28]. The knowledge graph is obtained by layer-by-layer analysis, where the scale structure of knowledge is shown in Figure 4.

3. The Proposed Knowledge Graph K-Modes Clustering Algorithm

3.1. Principle of the K-Modes Algorithm. The K-modes algorithm is a divisional clustering algorithm used to solve the problem of clustering categorical attributes [29–31]. The basic idea of the K-modes algorithm is the same as the classical K-means algorithm, but it introduces a different distance metric and a centroid selection method. Suppose the set of sample points for a classification attribute is
$X = \{x_1, x_2, x_3, \ldots, x_n\}$. Each sample point contains $m$ attributes. The samples are divided into $k$ clusters $z$; then, the minimisation objective function of K-modes clustering is $P(W, Z)$:

$$P(W, Z) = \sum_{l=1}^{k} \sum_{i=1}^{n} \omega_{i,l} D(x_i, z_l),$$

$$\sum_{l=1}^{k} \omega_{i,l} = 1, 1 \leq i \leq n,$$

where $W$ is the binary subordination matrix of $n \times k$ and $Z = \{z_1, z_2, \ldots, z_k\}$ is a matrix containing $k$ centroid [32].

$D(x_i, z_l)$ is the distance from a sample point to a centroid. The distance is calculated in the K-modes algorithm.

$$D(x, y) = \sum_{j=1}^{m} d(x_j, y_j),$$

$$d(x_j, y_j) = \begin{cases} 1, & \text{if } x_j = y_j, \\ 0, & \text{if } x_j \neq y_j. \end{cases}$$

The objective function problem $P$ is transformed into two subproblems. Let $\tilde{Z}$ and $\tilde{W}$ be the current optimal solutions. After each solution, we need to update $(W$ and $Z)$ and save the result of this update to the database in order to continue solving for the minimum of $P(W, Z)$.

$$\omega_{i,l} = \begin{cases} 1, & \text{if } D(x_i, z_l) \leq D(x_i, z_t) \text{ for } 1 \leq t \leq k, \\ 0, & \text{for } t \neq l. \end{cases}$$

When $W = \tilde{W}$, set $z_{i,l}$ to the attribute value of the $j$-th component of the cluster $z_l$.

$$\sum_{i=1}^{n} D(x_i, z_l) = \sum_{i=1}^{n} \sum_{j=1}^{m} d(x_{i,j}, z_{l,j}) = \sum_{j=1}^{m} \left( \sum_{i=1}^{n} d(x_{i,j}, z_{l,j}) \right) = \sum_{j=1}^{m} n \left( 1 - \frac{n_{z,l,j}}{n} \right),$$

where $z_l$ is the attribute value of the cluster $Z_l$. Solve for the distance values in turn until the minimum value of $z_l$ is found, thus obtaining the centroid and the class of each centroid.

The original K-modes algorithm takes a simple matching similarity measure based on the Hamming distance [33]. When the values of an attribute of two sample points are equal, their similarity on that attribute is 1; otherwise, the similarity is 0. This distance metric method may randomly assign less similar objects when assigning sample points, resulting in weaker intra-cluster similarity [34]. Thus, the original K-modes algorithm has limitations when mining sales-related data of small and medium-sized e-commerce companies. This is because there is no obvious pattern in the trend of sales volume changes. In addition, the sales volume of a product is influenced by various external social factors, such as climate, fashion trends, and so on. This problem causes the original K-modes algorithm to rely heavily on a priori experience. Therefore, in order to further improve the clustering accuracy, this paper uses the knowledge graph technique to extract the key attributes of historical sales data before using the K-modes algorithm for clustering analysis.

3.2. The Proposed Knowledge Graph K-Modes (KGK-Modes) Algorithm. Firstly, the proposed KGK-modes algorithm will analyse the data related to e-commerce sales and generate a new sample set containing the knowledge graph quadrants. Then, K-modes clustering is performed on the new sample set. Firstly, $k$ cluster centres are determined, and $k$ clusters are randomly selected from the sample as cluster centres, thus forming the initial cluster set $Z_1$. A suitable $W_1$ is found so that $P(W_1, Z_1)$ is minimised. During the updating process, stop updating if $P(W_t, Z_{t+1}) = P(W_{t+1}, Z_{t+1})$ is satisfied; otherwise, continue updating $W_{t+1}$. The steps of the KGK-modes algorithm implementation are shown in Figure 5.

4. Big Data-Driven KGK-Modes-Based E-Commerce Sales Volume Prediction Model

4.1. Source of Data and Preprocessing. The data source for this study is the daily order volume, sales, number of customers, and number of reviews for 2,700 e-commerce companies on the Taobao website (https://www.taobao.com/). The time frame is from August 3, 2019, to April 30, 2020. The dataset was filtered using desensitisation rules as the data needed to be collected in a way that protected the privacy of the customer. The data deviate from the real e-commerce business data. However, this deviation did not affect the exploration and research of this solution. First, the three tables required (order, review, and product information) were merged into one table based on the e-commerce number in the SQL database. Then, the data were cleansed. The missing values in the fields were replaced by the median and mean values of the column. E-commerce numbers with only one or two items are removed directly. After a hierarchical process, the final selection of 1703 e-commerce companies with at least seven or more types of products was made.

Correction of missing data, duplicate data, and incorrect data contained in datasets related to e-commerce sales volume was done according to statistical methods. Records
4.2. Sales Forecasting Using KGK-Modes Clustering. In this paper, the proposed KGK-modes algorithm is used to cluster the data of 1703 e-commerce companies, so as to complete the sales forecast. Eight variables are first set in the data of these e-commerce companies: sale_amt (sales), offer_amt (offer amount), offer_cnt (number of offers), rtn_cnt (number of returned orders), ord_cnt (number of orders), bad_num (number of negative comment), and good_num (number of positive comment). Based on these 8 variables, the total data of 1703 e-commerce companies were calculated. The purpose of clustering with all variables is that the same type of e-commerce can be combined together, so as to forecast the sales of each type of e-commerce. The total daily data of the e-commerce companies are shown in Table 1.

Before clustering, we first performed a data check, i.e., descriptive statistics of the data [35], such as mean and standard deviation. It is found that the mean and variance are very small, so there is no need to standardize the data.

After analysing 1703 e-commerce companies by KGK-modes clustering algorithm, these e-commerce companies can be roughly divided into three categories. The first category is the e-commerce company with the largest variety of goods and a favorable rate of over 99%. In the first category, each company has more than 30 kinds of commodities. The number of the first type of e-commerce companies is 39, accounting for 2.3% of the total number. The second category includes e-commerce companies with 10–30 commodity types and 93%–98% favorable rate. The number of the second type e-commerce companies is 1,129, accounting for 66.3% of the total number. The third category includes e-commerce companies with less than 10 kinds of goods and a favorable rate of less than 93%. The number of the third type e-commerce companies is 535, accounting for 31.4% of the total number.

5. Experimental Results and Analysis

In order to verify the performance of KGK-modes in e-commerce sales forecasting, standard dataset tests and real case tests were conducted. The experimental hardware environment was a desktop computer with 64-bit Windows 10 operating system, Intel 7 CPU, 8G RAM, and GTX3060 graphics card, and the software used for the experiments was MATLAB R2018b. Firstly, the effect of the knowledge graph on the clustering of KGK-modes was verified on the commonly used machine learning dataset. Secondly, the clustering performance was compared between the commonly used clustering algorithms and the proposed KGK-modes algorithm, respectively. Finally, the effectiveness of the proposed KGK-modes algorithm was analysed on a dataset of historical sales of 1703 e-commerce companies. The main clustering evaluation metrics [36] were purity ($\gamma$), standard mutual information (NMI), and $F$-value ($F$). Commonly used machine learning data come from the published UCI dataset and Sogo laboratory news dataset, which are shown in Tables 2 and 3, respectively.

5.1. The Influence of the Knowledge Graph on K-Modes

5.1.1. Clustering Performance on the UCI Dataset. To verify the effect of the knowledge graph on K-modes, the UCI dataset was tested using the K-modes and KGK-modes algorithms, respectively, and the results are shown in Table 4.

It can be seen that the KGK-modes algorithm shows better performance for all four different datasets. The cross-sectional comparison shows that the K-modes algorithm has the highest clustering purity of 0.8061 on the Seeds dataset.
and the lowest clustering purity of 0.7662 on the Flowers dataset. This indicates that both algorithms obtained optimal performance on the Seeds dataset and the worst clustering on the Flowers dataset. Comparing the NMI and F performance, the K-modes algorithm showed better clustering performance after the knowledge graph analysis. This is because after the knowledge graph analysis, the data samples are accurately delineated in terms of concepts, entities, and relationships. The delineation of the data samples helps to determine the sample categories to a certain extent, thus reducing the difficulty of subsequent K-modes clustering.

Table 1: Total daily data for e-commerce.

| aleg_amt | offer_amt | offer_cnt | rtn_cnt | rtn_amt | ord_cnt | bad_num | good_num |
|----------|-----------|-----------|---------|---------|---------|---------|----------|
| 5324.47  | 27.55     | 23        | 2       | 187.25  | 67      | 0       | 0        |
| 6000.27  | 132.37    | 34        | 3       | 112.37  | 84      | 0       | 1        |
| 2957.59  | 48.13     | 17        | 1       | 9.2     | 52      | 0       | 17       |
| 4247.57  | 64.74     | 26        | 1       | 23.91   | 72      | 6       | 38       |
| 2888.33  | 77.01     | 18        | 0       | 0       | 60      | 6       | 122      |
| 6156.68  | 131.39    | 27        | 0       | 0       | 84      | 9       | 214      |
| 3286.77  | 84.31     | 31        | 3       | 132.07  | 65      | 17      | 210      |
| 3356.83  | 41.99     | 20        | 5       | 238.76  | 60      | 28      | 277      |
| 4227.12  | 129.61    | 34        | 2       | 30.53   | 80      | 23      | 270      |
| 6046.86  | 1201.02   | 32        | 3       | 119.19  | 73      | 3       | 315      |
| 2911.44  | 128.57    | 19        | 1       | 10.3    | 55      | 9       | 272      |
| 4245.03  | 57.82     | 19        | 1       | 0       | 62      | 31      | 232      |
| 3944.52  | 141.86    | 22        | 3       | 127.98  | 64      | 30      | 257      |
| 3706.83  | 127.55    | 29        | 3       | 86.82   | 71      | 17      | 516      |
| 4145.74  | 135.45    | 33        | 3       | 122.13  | 68      | 12      | 305      |
| 4138.08  | 606.01    | 31        |         | 39.73   | 65      | 11      | 472      |
| 4747.22  | 99.07     | 24        | 2       | 672.12  | 8       | 5       | 547      |
| 3587.7   | 83.18     | 17        | 1       | 146.78  | 61      | 10      | 157      |
| 6683.14  | 90.29     | 20        | 5       | 127.32  | 61      | 20      | 755      |
| 4328.59  | 1357.18   | 44        | 1       | 121.03  | 89      | 12      | 462      |
| 4431.47  | 255.46    | 56        | 3       | 268.55  | 85      | 10      | 556      |
| 3850.74  | 894.16    | 32        | 4       | 192.04  | 67      | 9       | 464      |
| 3887.83  | 203.74    | 25        | 1       | 61.07   | 57      | 7       | 638      |
| 3446.55  | 184.1     | 33        | 2       | 142.37  | 61      | 11      | 668      |
| 3080.63  | 107.5     | 20        | 2       | 41.94   | 51      | 6       | 862      |
| 3990.54  | 82.08     | 19        | 1       | 73.21   | 60      | 10      | 317      |
| 2918.88  | 94.95     | 21        | 0       | 0       | 55      | 17      | 731      |
| 2679.41  | 73.51     | 16        | 0       | 0       | 47      | 13      | 583      |
| 2957.46  | 48.71     | 16        | 2       | 60.33   | 61      | 13      | 548      |
| 4354.07  | 128.83    | 35        | 2       | 63.28   | 76      | 10      | 666      |

Table 2: UCI simulation set.

| Datasets | Sample size | Number of attributes | Number of clustering categories |
|----------|-------------|----------------------|-------------------------------|
| Flowers  | 385         | 34                   | 10                            |
| Wine     | 181         | 16                   | 5                             |
| Iris     | 1024        | 21                   | 8                             |
| Seeds    | 676         | 30                   | 6                             |

Table 3: News text set.

| Datasets | Sample size | Number of document categories | Category               |
|----------|-------------|-------------------------------|------------------------|
| 1        | 100         | 5                             | Finance, military      |
| 2        | 500         | 7                             | Education, sports      |
| 3        | 800         | 7                             | Tourism, culture       |
| 4        | 1000        | 7                             | IT                     |

Table 4: Clustering performance of two algorithms (UCI set).

| Datasets | Algorithms | P     | NMI   | F     |
|----------|------------|-------|-------|-------|
| Flowers  | K-modes    | 0.7662| 0.6311| 0.7283|
|          | KGG-modes  | 0.8824| 0.7017| 0.8592|
| Wine     | K-modes    | 0.7713| 0.6621| 0.7356|
|          | KGG-modes  | 0.8632| 0.7112| 0.8572|
| Iris     | K-modes    | 0.7894| 0.7177| 0.7812|
|          | KGG-modes  | 0.8927| 0.7809| 0.8798|
| Seeds    | K-modes    | 0.8061| 0.7249| 0.7651|
|          | KGG-modes  | 0.9046| 0.7964| 0.8955|
KGK-modes showed good performance in terms of $P$, NMI, and $F$-values in clustering the four-class dataset of UCI. To analyse the stability of clustering purity, the RMSE performance of clustering purity [37] was tested. A random sample of 1000 from the UCI dataset was tested for clustering, and the results are shown in Figure 6.

The RMSE of both the K-modes and KGK-modes algorithms gradually decreased as the clustering time increased. In comparison, it was found that the RMSE of the clustering purity obtained by KGK-modes decreased more rapidly. Eventually, the RMSE of KGK-modes converges to 0.5, while that of K-modes converges to 0.75.

In addition, the clustering times of the K-modes algorithm and the KGK-modes algorithm were further compared on the UCI dataset, and the statistical results are shown in Table 5.

It can be seen that the clustering time of the K-modes algorithm and KGK-modes algorithm on the UCI dataset is directly related to the sample size. The Iris dataset with the largest sample size required the longest clustering time, while the Wine dataset with the smallest sample size required the shortest clustering time. The comparison revealed that the knowledge graph analysis consumed some time, and therefore the clustering time for KGK-modes was longer than that for K-modes, but the difference between the two was smaller.

5.1.2. Clustering Performance on News Datasets. To further validate the effect of the knowledge graph on the K-modes algorithm, the performance of the news dataset was tested using the K-modes and KGK-modes algorithms, respectively, and the results are shown in Table 6.

It can be seen that as with the UCI dataset, after the knowledge graph analysis, the K-modes algorithm showed better NMI and $F$ performance. The analysis of the stability of the clustering purity on the news dataset is given in the following, and the results are shown in Figure 7.

It can be seen that the RMSE of the K-modes and KGK-modes algorithms decreases significantly as the number of clustering iterations increases. The RMSE of the clustering purity obtained by KGK-modes decreases faster than that of the K-modes algorithm and eventually converges to about 0.4, while that of K-modes converges to about 0.5.

Next, a comparison of clustering time performance was performed. The clustering times of the K-modes and KGK-modes algorithms on the four news datasets are shown in Table 7.

For the news set with the same sample size, the KGK-modes clustering time was slightly longer than the K-modes clustering time. A comprehensive analysis of the above results shows that the KGK-modes algorithm shows higher performance on the news dataset than the UCI dataset, mainly because the news dataset has significantly fewer feature dimensions than the UCI dataset, and therefore the data clustering effect is more significant.

5.2. Sales Forecast. To verify the effectiveness of the KGK-modes algorithm in e-commerce sales prediction, the sales-related datasets (containing 8 variables) of 1703 e-commerce businesses were tested using K-means, K-medoids, CNN [38], and KGK-modes algorithms, respectively. 90% of the dataset was used as the training set, and the remaining 10% was used as the test set. Eight variables are used as inputs, and the above four prediction models are, respectively, used for fitting. The loss function was mean squared deviation, the learning rate was 0.01, the maximum number of iterations was 1000, and the resampling rate was 50%.

Taking the first type of e-commerce as an example, the KGK-modes prediction model reached optimality when the optimal number of iterations was 367, as shown in Figure 8, by continuously performing iterative calculations. This indicates that the error has been minimised when the number of iterations reaches 367. The predicted values of the model obtained by the KGK-modes algorithm are more accurate at this point. The results in Figure 9 show that in the first

**Table 5: Clustering time of two algorithms (UCI set).**

| Sample set | Algorithms  | Running time (s) |
|------------|-------------|------------------|
| Flowers    | K-modes     | 25.13            |
|            | KGK-modes   | 29.25            |
| Wine       | K-modes     | 11.29            |
|            | KGK-modes   | 14.76            |
| Iris       | K-modes     | 61.52            |
|            | KGK-modes   | 67.19            |
| Seeds      | K-modes     | 42.67            |
|            | KGK-modes   | 48.73            |

**Table 6: Clustering performance of two algorithms (news sets).**

| Datasets | Algorithms | $P$       | NMI      | $F$       |
|----------|------------|-----------|----------|-----------|
| 1        | K-modes    | 0.8646    | 0.6473   | 0.8064    |
|          | KGK-modes  | 0.9275    | 0.7014   | 0.9012    |
| 2        | K-modes    | 0.8796    | 0.6725   | 0.8355    |
|          | KGK-modes  | 0.9418    | 0.7368   | 0.9137    |
| 3        | K-modes    | 0.8821    | 0.7073   | 0.8382    |
|          | KGK-modes  | 0.9437    | 0.7716   | 0.9176    |
| 4        | K-modes    | 0.8946    | 0.7312   | 0.8468    |
|          | KGK-modes  | 0.9526    | 0.8192   | 0.9235    |
category of e-commerce, the magnitude of the impact on sales is ord_cnt, offer_cnt, bad_num, offer_amt, rtn_cnt, and rtn_amt in that order.

The fitted model was applied to the test set, and the error was compared between the true and predicted values of the test set, and the results are shown in Figure 10.

It can be seen that the KGK-modes algorithm has the highest sales prediction accuracy of about 0.94. The CNN algorithm has the second highest sales prediction accuracy after the KGK-modes algorithm at about 0.91. The K-means algorithm has the worst sales prediction accuracy at about 0.81. In terms of running time, the K-means and K-medoids algorithms are the most efficient, reaching stability at around 60 s. On the other hand, the KGK-modes and CNN algorithms took 65 s and 70 s, respectively, to reach stability, and on balance, the KGK-modes algorithm had the highest sales prediction accuracy and the K-means algorithm had the best runtime.

5.3. Adjustment Strategies for Innovative Marketing Models.

For the first e-commerce, the main influencing factors for sales are ord_cnt, offer_cnt, and bad_num. The higher the order volume, the higher the sales amount. For the second category of e-commerce, the main influencing factors of sales are ord_cnt, rtn_cnt, bad_num and good_num. For the third category of e-commerce, which has the smallest range of products, they should focus more on the marketing model innovation in positive comment. The number of bad reviews has too great an impact on third category e-commerce, and some reasonable marketing strategies should be prepared in advance to reduce bad reviews. This is because the first thing that consumers browse for when they enter a third category e-commerce is the reviews of the goods. It is
recommended to offer some economical and affordable goods from the customer’s point of view and to improve the logistics management.

After a comprehensive analysis of the characteristics of these three types of e-commerce, it is found that ord_cnt is the most important influencing factor on e-commerce sales. Therefore, we can directly use ord_cnt to simply forecast the change of sales. The role of marketing activities such as appropriate price reductions is more obvious for the second category of e-commerce. For the third category of e-commerce, the impact of bad reviews is much greater than that of good reviews. This is because in the process of online shopping, in order to buy what they want, people will refer to other people’s reviews of this product. If this shop has more bad reviews, it will affect the consumer’s purchase intention. For e-commerce companies of different scales, the most important sales influencing factors are different. In the future, according to the priority of the factors affecting sales, different sizes of e-commerce companies need to adjust the innovative marketing model to ensure maximum profit.

6. Conclusion

In this paper, a big data-driven KGK-modes clustering algorithm is proposed and applied to e-commerce sales volume prediction, so as to reasonably adjust the required innovative marketing mode. Knowledge graph was used to preprocess the data samples to generate a sample set containing concepts, entities, and relationships so that the key attributes of the historical sales data could be extracted. After the knowledge graph analysis, K-modes algorithm was able to achieve better clustering performance. The KGK-modes clustering model was used to achieve e-commerce sales prediction. The experimental results show that the KGK-modes clustering model has high sales prediction accuracy. The proposed method has certain reference value for e-commerce enterprises of different scales to formulate innovative marketing models. Subsequent research will be carried out in terms of the efficiency of clustering, and invoking the Spark parallel platform should be considered to reduce the running time of KGK-modes clustering. On the other hand, an attempt is made to optimize the objective function of KGK-modes clustering in order to improve the efficiency of the clustering algorithm.
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