Comparisons and Applications of Four Independent Numerical Approaches for Linear Gyrokinetic Drift Modes
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To help reveal the complete picture of linear kinetic drift modes, four independent numerical approaches, based on integral equation, Euler initial value simulation, Euler matrix eigenvalue solution and Lagrangian particle simulation, respectively, are used to solve the linear gyrokinetic electrostatic drift modes equation in Z-pinch with slab simplification and in tokamak with ballooning space coordinate. We identify that these approaches can yield the same solution with the difference smaller than 1%, and the discrepancies mainly come from the numerical convergence, which is the first detailed benchmark of four independent numerical approaches for gyrokinetic linear drift modes. Using these approaches, we find that the entropy mode and interchange mode are on the same branch in Z-pinch, and the entropy mode can have both electron and ion branches. And, at strong gradient, more than one eigenstate of the ion temperature gradient mode (ITG) can be unstable and the most unstable one can be on non-ground eigenstates. The propagation of ITGs from ion to electron diamagnetic direction at strong gradient is also observed, which implies that the propagation direction is not a decisive criterion for the experimental diagnosis of turbulent mode at the edge plasmas.

PACS numbers: 52.35.Py, 52.30.Gz, 52.35.Kt

I. INTRODUCTION AND MOTIVATION

Drift modes or instabilities are micro-instabilities, driven by equilibrium non-uniformity, such as temperature and density gradients, and magnetic field non-uniformity. Those non-uniformities can lead to various particle drifts (e.g., gradient drift, curvature drift), and these particle drifts may cause particular eigen oscillation or instability, and thus these corresponding modes are called drift modes. Drift wave turbulence is considered to be the major cause for anomalous transport [1], which is an active research field in plasma physics. Thus, it is important to understand drift modes.

Gyrokinetic theory [2], more accurate than fluid theory, is a major tool to study the low frequency (\(\omega \ll \Omega_{ci}\), where \(\Omega_{ci}\) is ion cyclotron frequency) drift modes. In principle, different approaches to solve the same model should give the same solution. We noticed that the discrepancy between different numerical solvers can be larger than 10% (cf. Ref.[3, 4]) for weak gradient core plasma and even larger than 50% for strong gradient edge plasma (cf. Ref.[5]) in literature. We have also noticed a recent carefully verification of global gyrokinetic tokamak Euler and particle codes in Ref.[6], where two codes GENE and ORB5 yield similar gyrokinetic models but still have visible (around 5%) deviations in real frequency and growth rate. To reveal the reasons (e.g., model difference, boundary condition difference, grids convergence, limitation of numerical approach) for this discrepancy is crucial to quantitatively study the drift modes. It also seems that no detailed benchmarks of four different approaches (based on integral equation, Euler initial value simulation, Euler eigenvalue solution and Lagrangian particle simulation, respectively) for the same gyrokinetic model are found in the literature. In this work, we use exactly the same model equation for all four approaches, in contrast to many inter-code benchmarks where both the numerics and the model equations differ to some degree. Thus, we hope this work can also be useful as a reference base, and help other researchers to choose which approach to use for their own purposes in consideration of the balance of computational time and accuracy. We have implemented all the four approaches to the code series MGK[30] (Multi-approach GyroKinetic code).

We also find that it is very useful to understand the distribution of the linear solutions by cross checking the solutions of each approach. For example, using these four independent approaches, we apply them to reveal the relation between the interchange mode and entropy mode in Z-pinch[7] and find that they are on the same branch and only one unstable mode exists in the system for small \(\eta\), with \(\eta = L_n/L_T\) the ratio of temperature gradient to density gradient. These approaches are also used to study the multi-eigenstates of ion temperature gradient modes coexisting in strong gradient at tokamak edge.

In the following sections, Sec[10] gives the model linearized gyrokinetic equation. Sec[11] gives the details of
four approaches to solve the kinetic ion and electron zero-dimensional (0D) model in Z-pinch. Sec. IV extends the 0D approach to one-dimensional (1D) model to study the ion temperature gradient mode in tokamak using kinetic ion but adiabatic electron with ballooning coordinate. Sec. V studies the drift modes under strong gradient. Sec. VI summarizes the present study.

II. GYROKINETIC LINEAR MODEL

Gyrokinetic model [2, 8, 9] can describe the low frequency physics accurately under the assumptions: \( \omega/\Omega_{\alpha} \sim \rho_{\alpha}/L \sim k_{\parallel}/k_{\perp} \ll \delta \ll 1 \). Assuming Maxwellian equilibrium distribution function \( F_0 = n_0 F_M, F_M = \left( \frac{m}{2\pi T} \right)^{3/2} e^{-m\epsilon/T} \), where \( \epsilon = v^2/2, v^2 = v_{\parallel}^2 + v_{\perp}^2, \mu = v_{\perp}^2/2B \), the perturbed distribution function after gyrophase average is

\[
f_{\alpha} = \frac{q_{\alpha}}{m_{\alpha}} \frac{\partial F_{\alpha}^0}{\partial \epsilon} + J_0(k_{\perp} \rho_{\alpha}) h_{\alpha},
\]

where the Bessel function of the first kind \( J_0 \) comes from gyrophase average, the non-adiabatic linearized gyrokinetic response \( h_{\alpha} \) satisfies

\[
(\omega - \omega_{D\alpha} + iv_{\parallel} \cdot \nabla) h_{\alpha} = -(\omega - \omega_{\alpha}^T) \frac{\partial F_{\alpha}^0}{\partial \epsilon} \frac{q_{\alpha}}{m_{\alpha}} J_0(\rho_{\alpha}) \phi.
\]

Here the collision operator is neglected, and the parameters are

\[
\rho_{\alpha} = \frac{v_{\perp}}{\Omega_{\alpha}}, \quad \Omega_{\alpha} = \frac{q_{\alpha} B}{m_{\alpha} c}, \quad \frac{\partial F_{\alpha}^0}{\partial \epsilon} = -\frac{m_{\alpha} F_{\alpha}^0}{\Omega_{\alpha}}, \quad \omega_{\alpha}^T = \frac{k_{\perp} \times b \cdot \nabla F_{\alpha}^0}{-\Omega_{\alpha} F_{\alpha}^0}, \quad \omega_{D\alpha} = k_{\perp} \cdot v_d = k_{\perp} \cdot b \times \frac{\mu \nabla B + v_{\parallel}^2 b \cdot \nabla b}{\Omega_{\alpha}}, \quad b = B/B,
\]

\( \alpha = i, e \) represents particle species. Here, \( B \) is the magnetic field, and \( q_{\alpha}, m_{\alpha}, T_{\alpha}, \Omega_{\alpha}, \rho_{\alpha}, \omega_{\alpha}^T \) and \( \omega_{D\alpha} \) are the charge, mass, temperature, cyclotron frequency, gyroradius, diamagnetic drift frequency and magnetic (gradient and curvature) drift frequency for the species \( \alpha \), respectively. In electrostatic case, the quasi-neutrality condition (Poisson equation)

\[
\sum_{\alpha} q_{\alpha} \int f_{\alpha} d^3v = 0.
\]

is used for field equation, where the notation for velocity integral \( \int d^3v \equiv 2\pi \int_{-\infty}^{\infty} dv_{\parallel} \int_{-\infty}^{\infty} v_{\perp} d\epsilon_{\perp} \), and the gyrophase average yielded \( J_0 \) has been contained in Eq. (1).

In this work, we will treat both zero-dimensional (0D) model for Z-pinch and one-dimensional (1D, along field line) model for tokamak. For 1D, \( b \cdot \nabla = \partial_\parallel \) for 0D, \( b \cdot \nabla = ik_{\parallel} \).

\[\text{FIG. 1: Benchmark and comparison of four approaches for entropy mode.}\]

III. OUTLINE OF FOUR APPROACHES

In Z-pinch, \( \omega_{\alpha} = -\frac{eT_{\alpha} n_0}{q_{\alpha} B_{\parallel} n_0} \nabla n_0 \cdot b \times k = k \rho_{\alpha} \frac{q_{\alpha}}{m_{\alpha}} \),

\[\omega_{d\alpha} = \frac{v_{\parallel}^2}{\Omega_{\alpha} B_{\parallel}} B \times \nabla B \cdot k = k \rho_{\alpha} \frac{q_{\alpha}}{m_{\alpha}} = \omega_{\alpha} L_{\alpha}/R,\]

where \( L_{\alpha}^{-1} = -d \ln n_0/\epsilon_{\alpha} \), \( b \) being the unit vector of the magnetic field \( B \), and \( q_{\alpha}, \epsilon_{\alpha} = \sqrt{T_{\alpha}/m_{\alpha}}, \Omega_{\alpha} = q_{\alpha} B_{\parallel}/(m_{\alpha} c), m_{\alpha}, \) and \( \rho_{\alpha} = q_{\alpha}/\Omega_{\alpha} \) being the charge, thermal velocity, cyclotron frequency, mass and gyroradius for the species \( \alpha \), respectively (note \( \rho_{e} < 0 \)).

\[\tau = \tau_{\alpha} = T_{\alpha}/\Omega_{\alpha} \]

\[\frac{\partial}{\partial t} \left( b \right) = -b^2/2.\]

The fluid model for tokamak. For 1D, (3) can readily be solved and yield the following integral dispersion relation

\[
\sum_{\alpha} q_{\alpha}^2 T_{\alpha} \left\{ 1 - \int \frac{(\omega - \omega_{\alpha})^2}{(\omega - \omega_{D\alpha} - k_{\parallel} v_{\parallel})^2 F_{\alpha}^0 d^3v} \right\} = 0, \quad (4)
\]

where all particle species (ion and electron) are treated by gyrokinetic model. Eq. (4) is an integral equation. Without analytical continuation to \( Im(\omega) \leq 0 \), the above equation can only represent the \( Im(\omega) > 0 \) growing modes correctly. The double integration \( dv_{\parallel} dv_{\perp} \) can be evaluated by adaptive Simpson method. Using spectral method for \( dv_{\parallel} \) and Gauss-Kronrod method for \( dv_{\perp} \), the above double integration can be evaluated \( \sim 200 \) times faster. In practical test, we find that the Gauss method is difficult to obtain high accuracy for \( \omega \to 0 \) and thus is not accurate to study some parameters (especially for \( k_{\parallel} \rho_{\parallel} \ll 1 \) and \( \gg 1 \)) for the entropy mode in subsection III E. Hence, we mainly use adaptive
Simpson method in this work, which is easily to control the computation precision.

Define \( y = v/v_{t,0} \), the integral Eq. (1) is normalized to

\[
\sum_{\alpha=\pm} \frac{\alpha^2}{\Gamma_0} \left( 1 - \frac{1}{\sqrt{2\pi}} \int \frac{\omega}{\omega_0} \left( \frac{e^{\omega_0^2/2}}{\omega_\alpha y_{\perp}} \right) \right) \frac{\omega^2 y_{\perp} dy_{\perp} dy_{\parallel}}{\tau} = 0,
\]

with \( \omega_0^2 = \omega_\alpha [k_\alpha + k_r (y^2/2)] \), \( \omega_k = \omega_0 e^{y^2/2} \), \( y_{\perp} = y_{\perp} \), \( y_{\perp} = \frac{y_{\perp}}{\omega_\alpha} \), \( y_{\parallel} = \frac{y_{\parallel}}{\omega_\alpha} \), \( \rho_\alpha = \rho_\alpha \), \( k_\alpha = k_\alpha v_\alpha \). Normalized by \( \omega_0 = v_0/R_0 \), with \( v_0 = v_{t,0} \) and \( R_0 = R \). Thus, \( \omega_\alpha = k_\parallel \), \( \omega_\perp = k_\perp \), \( \omega_c = k_\parallel \sqrt{\frac{\Gamma}{m_c}} \), \( k_\parallel = k_\perp R \) and \( k_\perp = k_\perp R \sqrt{\frac{m_c}{m}} \). The dispersion relation can be solved by standard root finding approach.

### B. Euler initial value problem

Define \( g_\alpha(v_{ij}, v_{ij}) = h_\alpha - \frac{v_{ij}}{v_{t,0}} F_{0,0} J_0 \phi \), and using \( \omega = i\partial_t \), we can transform the original equation to

\[
\partial_t g_\alpha = -i(\omega_\alpha + k_{z,0} y_{\parallel}) g_\alpha - i(\omega_\alpha - \omega_\perp) \phi J_0 e^{-\frac{y_{\perp}^2}{2}}
\]

\[
\phi = \frac{c}{2\pi} \int \left( g_\alpha J_0 + \frac{g_\alpha J_{0,c}}{\tau} \right) y_{\perp} dy_{\perp} dy_{\parallel},
\]

where \( c = \frac{1}{(1 - 1/\tau) \tau} \), \( \omega_\alpha = \omega_\alpha \), \( J_0 = J_0(k_\alpha y_{\perp}) \), \( k_\alpha = k_\alpha \). The above equation can be solved as initial value problem via Euler discretization of the velocity coordinate \((v_{ij}, v_{ij})\). We also notice that the electron and ion can be treated in the same time scale in the above equations, since their velocities can be normalized by their own thermal velocities, i.e., \( y = v/v_{t,0} \). This only happens when the parallel and perpendicular dynamics can be treated via the parameters \( k_\parallel \) and \( k_\perp \).

### C. Euler eigenvalue problem

Eqs. (6) and (7) can also be solved as eigenvalue problem using the same Euler discretization as an initial value problem, via \( \partial_t = -i\omega, \lambda X = AX \), \( X = [g_{ij}, g_{ij}, g_{ij}, g_{ij}] \), \( \phi^T \). To keep the matrix sparse, we have done a further time derivative \( \partial_t \) on the field equation (7). This is similar to the latter 1D case Eq. (20).

We notice that this matrix eigenvalue approach may be the best approach for the present model, considering that it can give all the solutions in the system at the same time and thus will not miss solutions. This approach can be both accurate and fast for matrix dimension \( N = 2 \times n_{y_{\perp}} \times n_{y_{\parallel}} + 1 \leq 5000 \). Numerical results will be shown later. It should be noticed that only direct matrix solvers can give all the eigenmodes of the system.

However, their execution time and memory scale with \( O(N^2) \), whereas usually \( 2.0 < p \sim 2.6 < 3.0 \). For more realistic systems (e.g., edge tokamak cases with large resolution requirements), such solvers therefore quickly become too expensive to use, and have to be replaced by iterative solvers, which will return a limited number of solutions according to a certain selection criterion. Thus, in more realistic systems, we can use low resolution to obtain all solutions and which can show the distributions of the solutions in the \( \omega_i \) vs. \( \omega_r \) complex plane. Then, we use the rough solution (e.g., we may be only interested in the most unstable solutions) as initial guess to obtain high resolution solution(s) via sparse matrix iterative approach, e.g., the eigs() function in MATLAB.

### D. Particle simulation

The above model can also be solved using \( \delta f \) approach [14]: defining particle weight \( w_\alpha = g_\alpha/F_0, F_0 = e^{-y^2/2}, \) initial loading \( g_\alpha(y_{ij}, y_{ij}, w) \) with Gaussian random number \( y_{ij} \sim \text{randn}(n_p, 1) \), \( y_{ij} \sim \text{randn}(n_p, 1) \), with weight being a small value, e.g., \( w_\perp = 10^{-6} \). Here, \( n_p \) is particle number, \( j = 1, 2, \cdots, n_p \) is particle index, and \( \text{randn}() \) generates normal distribution \( F_0 = 1/\sqrt{2\pi} e^{-x^2/2} \). The particle simulation evolution equations are

\[
\dot{w}_j = -i(\omega_\alpha + k_{z,0} y_{\parallel}) w_j - i(\omega_\alpha - \omega_\perp) \phi J_0 (k_{\alpha,0} y_{\perp})
\]

\[
\phi = c \sum_j \left( w_{ij} J_0 + w_{ij} J_{0,0}/\tau \right),
\]

\( y_{ij} = 0 \) and \( \dot{y}_{ij} = 0 \).

This particle simulation approach can be seen as Monte-Carlo method, and one can refer to Ref. [15] for the general theory and validity of it. Since this approach is based on Monte-Carlo sample, the noise level is \( \sim 1/\sqrt{m_p} \). Thus, if we want the relative error decreasing from 10% to 1%, we need \( n_p = 100n_p \). In this viewpoint, particle approach is not a good choice to obtain high accuracy. The benefit is that this approach is straightforward and easily coding and parallelizing.

E. Benchmark, comparisons of four approaches and applications

In this section, we use the mgk0d version. In the present study, all four approaches are implemented using MATLAB, and run with single core. We firstly benchmark our four approaches with the GS2 results of Fig. 4 of Ref. [7] for the entropy mode, with parameters \( \eta = 0, \tau = 1, k_\parallel = 0, \epsilon = 0.95 \) and \( m_i/m_e = 1836.0 \). Here,
TABLE I: To converge to $\omega_i = 0.0770$ ($\omega_r = 0.0017$) for $k_\perp \rho_i = 0.7$ with error less than 1%, the typical grids and computation times required.

| Approach | Grids                  | Typical cputime |
|----------|------------------------|-----------------|
| DR       | accurate to $10^{-6}$   | <1s             |
| matrix   | $n_{v||} = 64$, $n_{v\perp} = 64$ | ~1s         |
| ivp      | $n_{v||} = 64$, $n_{v\perp} = 64$, $\Delta t = 0.01$, $n_t = 10^4$ | ~5min |
| pic      | $n_p = 4 \times 10^5$, $\Delta t = 0.01$, $n_t = 10^4$ | ~20min |

FIG. 2: (a) The matrix method can give all solutions in the system. Two unstable modes exist under parameters $\eta = 1.5$, $k_\perp \rho_i = 0.5$, $\epsilon_n = 0.3$, and the corresponding mode structures in velocity space are shown in (b) and (c), with $n_{v||} = n_{v\perp} = 32$. By refining the grids, the accurate values of these two solutions are $\omega = 1.199 + 2.936i$ and $-0.019 + 0.471i$, which are also verified by DR method.

entropy mode is one type of drift mode which can be unstable when macro-scale interchange mode is stable [7]. Fig.1 shows that our four approaches can be almost identical to each other, with error less than 1%. If we refine the grids, they can be even more close. The result is also close to Ref.[7]. Hence, we can conclude that all these four approaches can correctly study the linear physics of the gyrokinetic drift modes.

For the $k_\perp \rho_i = 0.2$ case, the typical grid numbers and computation time required for each approach are listed at Table[I], where we find the most accurate and fast approach is the integral dispersion relation (DR) method, and the matrix eigenvalue approach (matrix) is also very fast and accurate. The Euler initial value (ivp) and particle (PIC) method are slow for this case, because large number of time steps $n_t$ is required to diagnose the complex frequency accurately. For $k_\perp \rho_i > 1.5$, the grids need at least double to make sure the error less than 1%, and thus the computation times for both approaches are usually larger than 1hr.

Dispersion relation can only give the complex frequency $\omega$, whereas the other three approaches can also give the structure of $g(v||,v\perp)$ directly, which can help to show the resonance structure in the phase space. To calculate the mode structure of $g(v||,v\perp)$ in DR method, one needs to plug the solution back into the equation for the distribution function. Particle simulation and initial value simulation can also easily study the most weakly
damped mode (see next section for 1D case). The matrix method cannot represent the damping mode correctly. We will show these features step by step. Since DR and matrix methods are both fast and accurate, we will mainly use these two approaches for the following studies.

The purpose of the present work is not merely to show that four approaches can give the same solution, but to help to reveal the unclear physics when single approach is not sufficient to draw a conclusion. Now, we begin to show a more complete picture of entropy mode, i.e., how many unstable solutions exist, ion mode or electron mode, what is the relationship with interchange mode.

Firstly, we show all solutions in the system via matrix eigenvalue method. For $\eta = 1.5$, $\tau = 1$, $k_\parallel = 0$, $\epsilon_i = 0.3$, $k_\perp \rho_i = 0.5$ and $m_i/m_e = 1836$, all solution in the system is shown in Fig. 2. We find that only two unstable modes exist and one is in ion diamagnetic direction and one is in electron diamagnetic direction, i.e., there exist two types of entropy mode. And we call them ion mode and electron mode respectively. In Fig. 3a and b, we can find that the phase space structure is wider for ion mode and narrow for electron mode by comparison with their thermal velocities. Fig. 3a and b shows more clearly of the two branches. And for large $\eta_i > \eta_e$, two modes can coexist; whereas for small $\eta_i$ only electron mode exists. Fig. 3c confirms that for $\eta_i = 0.1$, only one unstable mode exists in the system. The critical gradient $\eta_i$ is around 2/3. In this aspect, the ion entropy mode is similar to ion temperature gradient mode (ITG) in tokamak which is unstable at larger $\eta_i$; and electron entropy mode is electron drift mode which can be driven to be unstable by density gradient alone.

Secondly, we try to understand the relationship of entropy mode and interchange mode. Usually, the interchange mode and entropy mode are considered to be two different modes (cf. Ref. [7]), because of their different behaviors in parameters space. For $k_\parallel = 0$ and $k_\perp \rightarrow 0$, the local interchange mode $\gamma \rightarrow \gamma_0 \neq 0$; whereas the entropy mode $\gamma \rightarrow 0$. If this is the case, there should be a parameter range that both modes are unstable or the transition from one mode to another in parameter space should be non-smooth. Entropy mode is considered to be driven to become unstable by pressure gradient when magnetohydrodynamic interchange mode is stable. Thus, we scan the gradient parameter $\epsilon_i$. In Fig. 4, we find that in-

![FIG. 3: Scan $\eta$ for entropy mode under parameters $k_\perp \rho_i = 0.5$, $\epsilon_i = 0.3$, which shows that at $\eta > 0.9$, two modes are unstable; whereas only one unstable mode for small $\eta$. (a) and (b) are obtained from DR method. (c) is from matrix method, which verifies that for $\eta = 0.1$, only one unstable mode exists.](image)

![FIG. 4: The entropy-like mode and interchange-like mode is on the same branch via scanning $\epsilon_i$.](image)
deed an interchange-like mode exists for $\epsilon_n \leq 0.2$ and an entropy-like mode exists for $\epsilon_n \geq 0.4$. However, in Fig. 4, via scanning of $\epsilon_n$ at small $k_{\perp} \rho_i \leq 0.05$, we find the transition between these two types of mode are smooth, i.e., they are in the same branch. This also agrees with our previous study (Fig. 3) that for small $\eta_i$, only one unstable mode exists in the system, either ‘interchange-like’ or ‘entropy-like’.

In summary, different numerical approaches can yield the same solution at convergent limit, but each approach has its own advantages and disadvantages. DR method is fast but requires good initial guess and can not give phase space structure directly; IVP and PIC are slow but can simulate damped mode directly. Matrix method is the best method for the present study, which can give all solution in the system and are also fast. However, matrix method can not treat damped mode correctly, which is probably because damped mode is the combination of Case-van Kampen modes and not a real eigenmode (cf. Ref. [16] and references in for more detailed discussions). Combination of multi-approaches can help to cross check each other and can help to reveal unclear physics in single approach, as shown by the two examples above.

IV. EXTENSION TO 1D

In this section, we treat the 1D toroidal ion temperature gradient mode (ITG). The electron is assumed adiabatic $h_e = 0$.

We focus on the linearized electrostatic gyrokinetic ITG equation in ballooning space, $b \cdot \nabla = \partial_i = \frac{1}{qR_i} \frac{\partial}{\partial \rho_i}$, where $\theta$ is the ballooning angle coordinate. The gyrokinetic equation changes to [10]:

\[
i v_{\parallel} \frac{1}{qR} \frac{\partial}{\partial \rho} h + (\omega - \omega_D) h = (\omega - \omega_{ST}) J_0(\beta) F_M \frac{\epsilon_{ni}}{T_i} \phi(\theta) \tag{11}
\]

\[
(1 + 1/\tau_e) \frac{\epsilon_{ni}}{T_i} \phi = \int d^3 v J_0(\beta) h, \tag{12}
\]

where $\beta = k_{\perp} v_{\parallel}/\Omega_{ci}$, $q_i = q_e = e$, $b_i = k_{\perp}^2 \rho_i$, $\rho_i = v_{ti}/\Omega_{ci}$, $v_{ti} = (T_i/m_i)^{1/2}$, $\Omega_{ci} = eB/m_i$, $h$ is non-adiabatic response of ion, $\omega_{ST} = \omega_{ni}[1 + \eta_i(v_{\parallel}^2/(2\nu_i^2) + v_{\perp}^2/(2\nu_i^2) - 3/2)]$, $\omega_D = 2\epsilon_{ni}\omega_{ni}[\cos \theta + (\theta - \theta_i) \sin \theta]((v_{\perp}^2/2 + v_{\parallel}^2)/(2\nu_i^2), \omega_{ni} = (\chi(\mu T_i)/eBL_n)$, $L_n = -(\ln n/\mu i)^{-1}$, $\eta_i = L_{ni}/L_{Ti}$, $= (\mu_i/\nu_i)(dq/dr)$, $F_M = (\mu_i/2\pi T_i)^{3/2} e^{-m_i v_{\parallel}^2/2T_i}$, $k_{\parallel}^2 = k_{\parallel}^2 + k_{\parallel}^2 (1 + s^2(\theta - \theta_i)^2)$. $\theta$ is ballooning angle parameter. We consider only passing particles, with also $v_{\parallel}$ unchanged along the field line.

Normalization: $\dot{\omega} = \omega/\omega_i$, $\omega_0 = v_0/r_0$, $v_0 = v_{ti}$, $r_0 = R$. $k = k_{\parallel} \rho_i$, $\dot{v} = v/v_{ti}$, $\hat{\phi} = \phi/\Omega_T$, $h = h v_{ti}/n_0$. In the below, we omit the hat symbol. The normalized equation is

\[
i v_{\parallel} \frac{1}{q} \frac{\partial}{\partial \theta} h + (\omega - \omega_D) h = (\omega - \omega_{ST}) J_0(\beta) F_M \phi(\theta) \tag{12}
\]

\[
(1 + 1/\tau_e) \phi = \int d^3 v J_0(\beta) h, \tag{13}
\]

where $\beta = k_{\perp} v_{\perp}/\Omega_{ci}$, $b_i = k_{\perp}^2$, $\omega_{ST} = \omega_{ni}[1 + \eta_i(v_{\parallel}^2 + v_{\perp}^2 - 3/2]/2$, $\omega_D = \omega_{di}[\cos \theta + (\theta - \theta_i) \sin \theta]((v_{\perp}^2/2 + v_{\parallel}^2), \omega_{ni} = -k_0/\epsilon_{ni}, \omega_{di} = -k_0$ and $F_M = (2\pi)^{-3/2} e^{-v^2/2}, \int d^3 v = 2\pi \int_{-\infty}^{\infty} dv \int_0^\infty v_{\perp} dv_{\perp}$.

A. Integral Dispersion relation

For completeness, in this subsection, we outline the derivation of integral equation of the solution to the Eqs. (12) and (13). As from Eq. (12)

\[
\frac{\partial}{\partial \theta} \left[h \exp \left( -i \int_0^\theta d\theta' (\omega - \omega_D) \frac{q_{v_{\parallel}}}{v_{\parallel}} \right) \right] = -iF_M \frac{\epsilon_{ni}}{T_i} \phi(\theta) \tag{14}
\]

\[
\frac{q_{v_{\parallel}}}{v_{\parallel}} \int J_0(\omega - \omega_{ST}) \phi(\theta) \exp \left( -i \int_0^\theta d\theta' (\omega - \omega_D) \frac{q_{v_{\parallel}}}{v_{\parallel}} \right),
\]

we can obtain

\[
h^+ (\theta) = -i \int_{-\infty}^0 d\theta' F_M \frac{\epsilon_{ni}}{T_i} \phi(\theta') \exp(-i\tau_{\parallel}^\theta),
\]

and

\[
h^- (\theta) = -i \int_0^{\infty} d\theta' F_M \frac{\epsilon_{ni}}{T_i} \phi(\theta') \exp(+i\tau_{\parallel}^\theta),
\]

where

\[
F_M = \frac{q_{v_{\parallel}}}{v_{\parallel}} J_0(\omega - \omega_{ST}) \frac{\epsilon_{ni}}{T_i} \phi(\theta) \exp(+i\tau_{\parallel}^\theta) \tag{15}
\]

\[
\exp \left[ i \int_0^\theta d\theta' (\omega - \omega_D) \frac{q_S}{v_{\parallel}} \right],
\]

where $S = \text{sign}(\theta - \theta_i)$. And thus the following Fredholm integral equation is obtained via substituting the above solution of $h$ in to the field equation (13)

\[
L \phi(\theta) \equiv \left(1 + \tau_{\parallel}^\theta \right) \phi(\theta) - \int_0^\infty dv \int_0^\infty dv_\perp \int_{-\infty}^\infty d\theta' K_0 = 0,
\]

\[
J(\beta') J_0(\beta') \phi(\theta) \exp \left[ i \int_{\theta'} d\theta' (\omega - \omega_D) \frac{q_S}{v_{\parallel}} \right],
\]

\[
K_0(v_{\parallel}, v_{\perp}, \theta, \omega_{ST}) \equiv -2\pi iv_{\parallel} v_{\perp} \frac{q_{v_{\parallel}}}{v_{\parallel}} (\omega - \omega_{ST}) \tag{16}
\]

\[
J(\beta', \beta) \phi(\theta) \exp \left[ i \int_{\theta'} d\theta' (\omega - \omega_D) \frac{q_S}{v_{\parallel}} \right],
\]
with boundary condition $\delta \phi \to 0$ at $\theta \to \pm \infty$, and
\[
\int_\theta^\theta \partial \omega - \omega \partial q S = \frac{\omega}{|v||q|} q(\theta - \theta_e) - \frac{\omega d}{|v||q|} q(v_\perp^2/2 + v_\parallel^2)
\]
The above derivation is similar to Ref. [17] and [18].

In numerical aspect, we use Ritz method via basis functions expansion
\[
\delta \phi(\theta) = \sum_m \delta \phi_m h_m(\theta - \theta_e),
\]
\[
h_m(\theta) = \exp[-(c_1 \theta)^2/2] H_m(c_1 \theta) \sqrt{\frac{c_1}{2m! \sqrt{\pi}}},
\]
where $c_1$ and $\theta_e$ are adjustable parameters.
\[
\int_\infty^- \int_\infty^- dx h_m(x) h_m'(x) = \delta_{m, m'}
\]
and $H_m$ is the $m$-th Hermite polynomial, i.e.,
\[
H_0(x) = 1, \quad H_1(x) = 2x,
\]
\[
H_2(x) = 4x^2 - 2, \quad H_3(x) = 8x^3 - 12x, \quad \ldots
\]
Thus, Eq. (12) is solved as matrix eigenvalue problem
\[
M_{mm'} \delta \phi_m = 0,
\]
\[
M_{mm'} = (1 + \tau) \delta_{m, m'} - \int_\infty^- \int_\infty^- d\theta h_m(\theta) \int_\infty^- \int_\infty^- h_m'(\theta) \int_\infty^- \int_\infty^- \partial \omega K_0.
\]
The above approach is also used in FULL code [19] and Ref. [18], whereas HD7 [10] code use a rectangle and triangle basis functions.

B. Euler initial value problem

Define
\[
g(\theta, v_\parallel, v_\perp) \equiv h(\theta, v_\parallel, v_\perp) - J_0(\beta) F_M(v_\parallel, v_\perp) \phi(\theta),
\]
and use $\omega = i \delta \omega$, we obtain
\[
\partial_t g = -\frac{v_\parallel}{q} [\partial_t g + J_0 F_M \delta \phi + (\partial_t J_0) F_M \phi]
\]
\[
- \omega D g + i (\omega_s - \omega) J_0 F_M \phi,
\]
\[
\phi = \frac{1}{(1 + 1/\tau_e - \Gamma_0)} \int d^3 v J_0 g,
\]
where $\Gamma_0 = I_0 b_j e^{-b_j}$, and $I_0$ is the modified Bessel function. And $\partial_t J_0 = -J_1(\beta) k_0 v_\perp s^2(\theta - \theta_e)/\sqrt{1 + s^2(\theta - \theta_e)}^2$, since $J'_0(x) = -J_1(x)$. This approach is similar to GS2 [3] code.

C. Euler eigenvalue problem

With Euler discretization to eigen matrix and $\lambda = \partial_t = -i \omega$, we obtain
\[
\omega g = -\frac{v_\parallel}{q} [\partial_t g + J_0 F_M \delta \phi + (\partial_t J_0) F_M \phi]
\]
\[
+ \omega D g - (\omega_s - \omega) J_0 F_M \phi,
\]
\[
\omega \phi = \frac{1}{(1 + 1/\tau_e - \Gamma_0)} \int d^3 v J_0 g.
\]

The $\omega g$ in the integral of Eq. (20) is replaced by the right hand side of Eq. (19), and yields
\[
\int d^3 v J_0 \omega g = 2\pi \int_\infty^- \int_\infty^- v_\perp d v_\perp \int_\infty^- \int_\infty^- d \theta \frac{\omega_0}{q} \{\omega_d d[(2 - b_j) \Gamma_0 + b_j \Gamma_1] - \omega_s [(1 - b_j \eta_1) \Gamma_0 + b_j \eta_1 \Gamma_1] \} \phi,
\]
where $f_d = \cos \theta + s(\theta - \theta_e) \sin \theta$. The eigenvalue problem is $\omega X = MX$, where $X = [g(\theta, v_\parallel, v_\perp), \phi(\theta)]$. For the central difference of $\delta \omega$, we noticed that high order finite difference is required, e.g., we find the 4th order coefficients $(1/12, -2/3, 0, 2/3, -1/12)$ for $\phi_{j-2,j-1,j,j+1,j+2}$ is much better than the 2nd order coefficients $(1/2, 0, 1/2)$ for $\phi_{j-1,j,j+1}$.

D. Particle simulation

The 1D model can also be solved via particle simulation. Defining the $\delta f$ weight $w = g/F_M$, the gyrokinetic system changes to
\[
\frac{d\theta}{dt} = \frac{v_\parallel}{q},
\]
\[
\frac{dw}{dt} = -i \omega_D w + i (\omega_s - \omega) J_0 \phi - \frac{v_\parallel}{q} [J_0 \partial_t \phi + (\partial_t J_0) \phi],
\]
\[
\left(1 + \frac{1}{\tau_e} - \Gamma_0\right) \phi = \int J_0 g d^3 v.
\]

The simulation steps (here $j = 1, 2, \ldots, n_p$ is particles index, and $n_p$ is the total particle number) are:

- 1. Loading particles, $\theta$ uniform $\text{rand}(np)$, $v_\parallel$ Maxwellian $\text{rand}(np) \times v_t$, the perpendicular velocity should be careful $v_\perp = \sqrt{\text{rand}(np)^2 + \text{rand}(np)^2} \times v_t$;
- 2. Calculating $k_\perp v_\perp, \omega_s, \omega_D$ for each particle $j$;
- 3. Push particles $\phi_j$, update $w_j$ for each particle;
- 4. Calculating $\phi(\theta)$, with $J_0$ and $\partial_t J_0$, $\int J_0 g d v^3$;
- 5. Back to step 2.

This approach is similar to the approach in Ref. [20] and AWECs [21] code.
FIG. 5: Benchmark and comparisons of four approaches with Ref. [10] ITG solution. Both complex frequency and mode structure are close to each other.
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FIG. 6: Comparisons of \( g_i(v_, v_\perp) \) with the same case of Fig. 5.

E. Benchmark and comparisons

We benchmark the present solvers with Ref. [10], which is also based on integral method. However, the equation solved in Ref. [10] has adopted analytical integral along \( v_\perp \) and modified the integral \( dv_\parallel \). It is not clear whether the latter step will affect the final solution. The parameters are: \( k_\perp \rho_i = 0.45/\sqrt{2}, s = q = \tau = 1.0, \epsilon_n = 0.25, n_i = 2.5 \). The original data in [10] is \( \omega^{Dong92} = (-0.607 + 0.258i) \omega_{sc} = -0.773 + 0.328i \). The newly cal-

---

TABLE II: Typical grids and cpu time for mgk1d.

| Approach | Grids | Typical cpu time |
|----------|-------|------------------|
| DR       | \( n_\theta = 400, n_M = 25, n_{v_\parallel} = 31, n_{v_\perp} = 31 \) | \(~5\text{min}\) |
| matrix   | \( n_\theta = 200, n_{v_\parallel} = 32, n_{v_\perp} = 32 \) | \(~1\text{min}\) |
| ivp      | \( n_\theta = 128, n_{v_\parallel} = 64, n_{v_\perp} = 64, \Delta t = 0.01, n_t = 10^3 \) | \(~30\text{min}\) |
| pic      | \( n_\theta = 128, n_p = 4 \times 10^5, \Delta t = 0.01, n_t = 10^3 \) | \(~30\text{min}\) |
The above four approaches can have various applications, since we solve the original gyrokinetic model with no approximation and have verified that they can yield the same solution. In this work, we focus on strong gradient, where very interesting new physics are expected. We find in this 1D case, matrix method is the most fast and accurate approach. And the DR method is not the fastest method any more which can mainly due to the quadruple integral. And thus matrix method will be our prior choice.

Next, we benchmark the well known Cyclone case parameters: $s = 0.78$, $q = 1.4$, $\tau = 1$, $\eta_i = 3.13$, $\epsilon_n = 0.45$. The results are shown in Fig. 7. We can find that four approaches can also agree well. The IVP and PIC method can be more close to the matrix method when we use more grids or particles. However, we noticed a slight (~7%) discrepancy of the growth rate between mgk and HD7 at $k_{\parallel} \rho_i \geq 0.4$. The reason is not clear yet, which is probably due to round off error of mgk-matrix, particle noise of mgk-pic, grid convergence of mgk-dr and mgk-ivp, or the grid convergence in HD7, especially the velocity space integral of HD7 using Gauss method which may be difficult to be high accuracy. We have also tested the MPI parallelized Fortran version of mgk1d-pic for $k_{\parallel} \rho_i = 0.6$, the convergent result with up to $n_p = 6.4 \times 10^5$ particles is $\omega = -1.51 + 0.089i$, close to the one in Fig. 7 whereas $\omega^{HD7} = -1.50 + 0.105i$.

The ITG is damped at $k_{\parallel} \rho_i > 0.7$ as shown in Fig. 8 via IVP and PIC method. We further show a typical mode structure of this damped mode in Fig. 9 with $k_{\parallel} \rho_i = 0.8$, which is simulated by IVP. And the PIC method shows similar result. Damped ITG is studied at Ref. [26] via integral method, where careful treatment of the analytical continuation is required.

V. STRONG GRADIENT ITGS

The above four approaches can have various applications, since we solve the original gyrokinetic model with fine grids using the same solver HD7 gives $\omega^{HD7} = (-0.615 + 0.263i)\omega_{ac} = -0.783 + 0.335i$. The results are shown in Fig. 8, where we can find that four approaches and HD7 results agree very well with difference smaller than 1% for both complex frequency and mode structure.

The velocity space structure $g_i(\nu_{||}, \nu_{\perp})$ of three approaches are shown in Fig. 9 We can find that IVP and matrix are almost the same, whereas PIC is also similar but not exactly the same. This is probably because we gather all the particles not only just around $\theta = 0$ in the PIC method, whereas in IVP and matrix method we only plot $g_i(\theta = 0)$. Another reason may be the particle noise, since only $n_p = 1.6 \times 10^5$ particles are used. The typical computation grids and cpu time are shown in II.

FIG. 8: For cyclone parameters, the $k_{\perp} \rho_i = 0.8$ mode is damped, which can be seen in ivp simulation.

FIG. 7: Benchmark and comparisons of four approaches with the Cyclone parameters.
Especially, we hope to understand more of the multi eigenstates at tokamak edge [23, 25], where more than one unstable ITGs or trapped electron modes (TEMs) represent different eigenstates (we will label them by quantum number 'l') are found under particular physical parameters.

We still use the Cyclone parameters but change gradient parameter $\epsilon_n$, where we find multi-eigenstates co-exist, as shown in Fig. 9. In this section, we mainly use matrix method, since IVP and PIC methods are difficult to separate multi-modes with close growth rate and strongly depend on initial setups and thus we have not shown their results here. The DR method requires large grids to converge. And we have checked that the DR method can converge to the matrix result via increasing grids. We can find that the $l = 0$ ground state ITG mode is no longer the most unstable one at around $\epsilon_n^{-1} R \approx 50$. Note also the change of the direction of the real frequency from ion direction to electron direction.

![Fig. 9: At strong gradient, the most unstable ITG mode transits from even mode of $l = 0$ ground state to $l \geq 1$ high order ITG modes at $\epsilon_n^{-1} R \approx 50$. Note also the change of the direction of the real frequency from ion direction to electron direction.](image)

VI. SUMMARY AND CONCLUSION

In summary, the present work makes new conclusions regarding ITG modes in strong gradients along with the development of four new computational tools for gyrokinetic simulation of magnetized plasma. We have developed four independent approaches, based on integral dispersion relation, Euler initial value simulation, Euler matrix eigenvalue solution, and Lagrangian particle simulation, respectively, to study the linear gyrokinetic drift modes. We identify that these four approaches can yield the same solution and the differences mainly come from the convergence. These provide a good tool to study the complete picture of linear drift modes. For example, using these methods, we find that entropy mode has both electron and ion branches, and the transition between interchange mode and entropy mode is a smooth transition and we can consider them as the same mode. Using matrix method, all solutions in the system can be revealed and thus we can easily know the distributions and transitions of the modes in the system. The multi-eigenstates of gyrokinetic ITG can be seen such clearly for the first time, via matrix method. Most importantly, we find that the propagation direction is not a decisive criterion for the experimental diagnosis of turbulent mode at the edge plasmas, i.e., the most unstable ITG can propagate at electron direction!

In conclusion, this work, providing four tools, can have many potential applications in the future to reveal different aspects of linear kinetic micro-instabilities. Examples of applications to strong gradient to reveal new physics are shown for both Z-pinch entropy mode and tokamak ITGs. Electromagnetic, collision and trapped particle effects can be added in principle. The performance comparisons in the present work is rather crude, which is mainly due to that it is difficult to determined the computation precision and thus it may not be fair for the comparisons. Both IVP and PIC methods scales linearly to the grids/particle numbers. The performance of the iterative solver of matrix and DR methods depends on both grid numbers and initial guess. And also, optimizations of each codes to speed up are possible and can be considered as future works. We should also emphasize that although the above four approaches have outlined the major linear methods, the implementations can be varying, examples including GENE[27], GYRO[28],
FIG. 10: For cyclone parameters, $k_{\perp} \rho_i = 0.4$ and $\epsilon_n = 0.018$. Multi-eigenmodes are shown, where the most unstable modes are around quantum number $l \simeq 2 – 5$. Matrix method, which is both fast and accurate under this parameter.

LIGKA[29], etc.
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Appendix A: Useful integrals

Some useful integrals

\[
\int_0^\infty x^{2n} e^{-x^2/a^2} dx = \frac{\Gamma \left(\frac{2n+1}{2}\right)}{a^{2n+1}} \sqrt{\pi},
\]

\[
\int_0^\infty x^{2n+1} e^{-x^2/a^2} dx = \frac{n!}{2} a^{2n+2},
\]

\[
\int_0^\infty xe^{-x^2/2} J_p^2(\sqrt{b_s}x) dx = e^{-b_s} I_p(b_s),
\]

\[
\int_0^\infty x^3e^{-x^2/2} J_p^2(\sqrt{b_s}x) dx = 2e^{-b_s} \left[ (1 - b_s + p)I_p(b_s) + b_s I_{p+1}(b_s) \right],
\]

where $J_p$ and $I_p$ are Bessel and modified Bessel functions, respectively.
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