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Abstract—There has been a growing interest in developing machine learning (ML) models for code learning tasks, e.g., comment generation and method naming. Despite substantial increase in the effectiveness of ML models, the evaluation methodologies, i.e., the way people split datasets into training, validation, and testing sets, were not well designed. Specifically, no prior work on the aforementioned topics considered the timestamps of code and comments during evaluation (e.g., examples in the testing set might be from 2010 and examples from the training set might be from 2020). This may lead to evaluations that are inconsistent with the intended use cases of the ML models. In this paper, we formalize a novel time-segmented evaluation methodology, as well as the two methodologies commonly used in the literature: mixed-project and cross-project. We argue that time-segmented methodology is the most realistic. We also describe various use cases of ML models and provide a guideline for using methodologies to evaluate each use case. To assess the impact of methodologies, we collect a dataset of code-comment pairs with timestamps to train and evaluate several recent code learning ML models for the comment generation and method naming tasks. Our results show that different methodologies can lead to conflicting and inconsistent results. We invite the community to adopt the time-segmented evaluation methodology.

I. INTRODUCTION

Over the last several years, there has been a growing interest in applying machine learning (ML) models to tasks that process source code and the natural language elements, such as comment generation [1]–[12], code generation [13], [14], method naming [11], [15]–[18], and code completion [19]. This growing body of work has introduced sophisticated models based on advanced ML, such as deep neural networks [1], [2], [8], [15]–[17], graph neural networks [3], [11], [20]–[22], and transformers [9], [23]. Substantial progress has been reported over years, usually measured in terms of automatic metrics, including BLEU [24], precision, recall, and F1 scores.

Despite a solid progress in applying ML to these tasks, the evaluation methodology, i.e., the way we obtain training, validation, and testing sets, in this domain is solely based on standard ML practices, without taking into account common practices in software engineering and software evolution. This gap could lead to inflated values for automatic metrics reported in papers, e.g., BLEU could be much higher than it would be in practice, and misunderstanding if a model might actually be useful once adopted.

The key missing piece in prior work is the description of the targeted use cases for their ML models. For example, in prior work, it was not clear if the models should be used in a batch-mode use case (i.e., applying the model to a repository at a specific point in time $\tau$) or a continuous-mode use case (i.e., using the model while code is being developed). One use case might be considered more realistic than another, and the results might differ across use cases for the same groups of models. Thus, it is insufficient to only report the task being targeted in a paper, and it is necessary to explain intended use cases for the ML models. Once the task and use cases are clearly defined, an appropriate evaluation methodology (or potentially several methodologies) should be used. This would also help future research to set up a fair comparison of ML models.

Prior work on code learning has targeted almost only the batch-mode use case. However, batch-mode does not match the most realistic use case. In contrast, the continuous-mode use case may reflect more realistic usages: in continuous-mode, a developer trains a model at some point in time and then uses the model at some later point in time. Figure 1 illustrates this use case. Few papers on code learning tasks evaluated models in the continuous-mode use case or took into account the notion of time when creating training, validation, and testing sets; we are only aware of three work on defect prediction [25], program repair [26], and bug localization [27]. In batch-mode, the examples that end up in a training set might be code snippets that were included in a repository in 2020 and the examples that end up in a testing set might be code snippets from 2010. Considering that programming languages evolve (e.g., new language features are being introduced) and coding styles are constantly revised, results obtained in batch-mode could be very different from those obtained in continuous-mode.

In this paper, we study recent literature on ML models for comment generation and method naming tasks. By reasoning about their evaluation methodologies (which we call mixed-project and cross-project), we define two use cases that could be evaluated by these methodologies. No prior work, in the aforementioned areas, takes into account time when code was committed into repositories.

Next, we define a more realistic use case when a developer...
uses a fixed model continuously over some period of time. We describe an appropriate evaluation methodology for this use case: time-segmented. We do not claim that this is the only realistic use case, but definitely the one that we wrongly assumed has been widespread in the literature.

Finally, we evaluate several existing ML models (targeting comment generation and method naming tasks) using three evaluation methodologies (mixed-project, cross-project, time-segmented). Our goals were to (1) understand the impact of methodologies on automatic metrics, which are commonly used to judge the performance of models, and (2) check if different methodologies result in conflicting conclusions.

We highlight two key findings. First, depending on the used methodology, we might end up with conflicting conclusions, i.e., using one methodology model A is better than model B and using another methodology model B is better than model A. Second, our results show that the absolute values for automated metrics vary widely across the three methodologies, which indicates that models might be useful only for some use cases. Thus, it is imperative that future work describe what use case is being targeted and use the appropriate evaluation methodology. In an ideal scenario, each model would be evaluated for all known use cases, but that is not feasible due to high computational costs associated with training large-scale ML models.

In summary, this paper argues that we need to more diligently choose evaluation methodology and report results of ML models for code learning tasks. Regardless of whether or not the conclusions of prior work hold across methodologies, we should always choose the methodology appropriate for the targeted task and use case. We hope that the community will join us in the effort to define the most realistic use cases and further the evaluate methodology for each use case.

II. PRELIMINARIES

We briefly define symbols and functions that we use to define methodologies and explain our experiment setup. We write $\tau$ to denote a specific point in time; $\tau^{-1}$ is earlier than $\tau$ (i.e., $\tau^{-1} < \tau$), and $\tau^{-2}$ is earlier than $\tau^{-1}$. Furthermore, we write $\mathcal{E}$ to denote a set of examples. The content of a single example is task dependent. Consider the comment generation task (generating a natural language summary comment given a code snippet, e.g., a method), an example is a method-comment pair. We write $\mathcal{P}$ to denote a set of projects from which examples are derived.

We define a function $\text{extract}(\tau, p)$ that extracts all examples from the project $p$ at $\tau$.

Then, we define a function $\text{shuffle}(\text{List})$ that takes a list (of examples or projects) as the input and returns a list with the same items in a random order.

Finally, we define a function $\text{split}(\text{List}, r_x, r_y, r_z)$ that takes a list of examples, the ratios for training ($r_x$), validation ($r_y$), and testing ($r_z$) as inputs, and requires that $r_x + r_y + r_z = 1$. It splits the input list into three lists such that the number of examples in the first/second/third list is $r_x r_y r_z$ of the total number of examples from all projects in the input list.

III. METHODOLOGIES

Table I lists recent work on comment generation and method naming. Each row shows information for one paper; two citations in a single row indicate that the conference paper was extended into a journal paper. The first group of papers targets comment generation and the second group targets method naming. The last three columns show which methodology/methodologies were used in the evaluation in each paper.

In this section, we first summarize two commonly used methodologies: mixed-project (Section III-A) and cross-project (Section III-B). Then, we introduce a novel time-segmented methodology (Section III-C).

A. Mixed-Project

The mixed-project methodology, which is the most commonly used in prior work based on Table I, extracts examples at a single point in time ($\tau$) from various projects ($\mathcal{P}$), then randomly shuffles the examples and splits them into training, validation, and testing sets. More formally, the sets are obtained by the following formulas:

$$\mathcal{E} = \bigcup_{p \in \mathcal{P}} \text{extract}(\tau, p)$$

$$\mathcal{E}_{\text{train}}, \mathcal{E}_{\text{val}}, \mathcal{E}_{\text{test}} = \text{split}(\text{shuffle}(\mathcal{E}), r_x, r_y, r_z)$$

Figure 2 illustrates the mixed-project methodology, where each box represents a project and each circle represents an example. This methodology is time-unaware, i.e., it does not consider if examples in the testing sets are committed into a project before or after examples in the training or validation sets.
TABLE I: Methodologies Used in Prior Work; We Use the Highlighted Lines in Our Experiments.

| Task                  | Authors       | Reference Year | Language       | Metrics                          | Methodology          |
|-----------------------|---------------|----------------|----------------|----------------------------------|----------------------|
| Comment Generation    | Iyer et al.   | 2016           | C#, SQL        | BLEU, METEOR, ROUGE-L-F1, CIDER   | ✓ x x               |
|                       | Wan et al.    | 2018           | Python         | BLEU, METEOR, ROUGE-L-F1, CIDER   | ✓ x x               |
|                       | LeClair et al.| 2019           | Java           | BLEU, ROUGE-L-F1, ROUGE-2-F1, F1 | ✓ x x               |
|                       | Hu et al.     | 2019           | Java           | BLEU, METEOR, Precision, Recall, F1 | ✓ x x               |
|                       | LeClair et al.| 2020           | Java           | BLEU, ROUGE-L-F1                  | ✓ x x               |
|                       | Cai et al.    | 2020           | SQL, Python    | BLEU, ROUGE-L-F1, ROUGE-2-F1     | ✓ x x               |
|                       | Ahmad et al.  | 2020           | Java, Python   | BLEU, METEOR, ROUGE-L-F1          | ✓ x x               |
|                       | Cai et al.    | 2020           | Python         | BLEU, METEOR, ROUGE-L-F1          | ✓ x x               |
|                       | Ahmad et al.  | 2021           | Java, Python, Ruby, JavaScript, Go, PHP | BLEU | ✓ x x               |

| Method Naming         | Allamanis et al. | 2016 | Java | Precision, Recall, F1, Exact Match Accuracy | ✓ x x               |
|                       | Fernandes et al.| 2019 | Java, C# | ROUGE-L-F1, ROUGE-2-F1, F1 | ✓ x x               |
|                       | Xiong et al.    | 2019 | Java | Precision, Recall, F1 | ✓ x x               |
|                       | Alon et al.     | 2019 | Java | Precision, Recall, F1 | ✓ x x               |
|                       | Yonai et al.    | 2019 | Java | Top-10 Accuracy | ✓ x x               |
|                       | Nguyen et al.   | 2020 | Java | Precision, Recall, F1 | ✓ x x               |

| Sum                   | n/a            | n/a            | n/a            | n/a                             | 15 4 0               |

B. Cross-Project

The cross-project methodology, also commonly used in prior work, extracts examples at a single point in time (τ) from various projects (P) as well. Unlike the mixed-project methodology, the cross-project methodology splits the set of projects into three disjoint sets for training, validation, and testing. Thus, the examples from one project are contained in only one of the training, validation, and testing sets. Figure 3 illustrates this methodology. More formally, the sets are obtained by the following formulas:

\[
P_{\text{train}}, P_{\text{val}}, P_{\text{test}} = \text{splitprj}(\text{shuffle}(P), r_x, r_y, r_z)
\]

\[
E_{\text{train}} = \bigcup_{p \in P_{\text{train}}} \text{extract}(\tau, p)
\]

\[
E_{\text{val}} = \bigcup_{p \in P_{\text{val}}} \text{extract}(\tau, p)
\]

\[
E_{\text{test}} = \bigcup_{p \in P_{\text{test}}} \text{extract}(\tau, p)
\]

The cross-project methodology is explicitly evaluating the ability to generalize a model to new projects. However, cross-project is also time-unaware, i.e., it does not consider if the examples from a project that is in the testing set come before or after the examples from the projects in the training set.

C. Time-Segmented

We propose a novel methodology: time-segmented. Unlike the methodologies explained earlier, the time-segmented methodology is time-aware, i.e., the examples in the training set were available in the projects before the examples in the validation set, which were in turn available before the examples in the testing set. Figure 1 illustrates this methodology.

\[
E_{\text{train}}^\tau = \bigcup_{p \in P} \text{extract}(\tau^{-2}, p)
\]

\[
E_{\text{val}}^\tau = \bigcup_{p \in P} \text{extract}(\tau^{-1}, p) \setminus E_{\text{train}}^\tau
\]

\[
E_{\text{test}}^\tau = \bigcup_{p \in P} \text{extract}(\tau, p) \setminus E_{\text{train}}^\tau \setminus E_{\text{val}}^\tau
\]

IV. USE CASES

As we saw in the previous section, methodologies are used to set up experiments and obtain an appropriate dataset split for the evaluation. However, methodologies do not describe the envisioned use of an ML model. Prior work picked one methodology or another merely for the purpose of setting up experiments, but we argue that ML models should be described with respect to use cases, i.e., how will the developers use the models eventually. Once a use case is chosen, an appropriate methodology can be selected to evaluate the model. Figure 4 illustrates our suggestion.

In this section, we define three use cases. The first two use cases are “extracted” from prior work. Namely, we reason
about the mixed-project and the cross-project methodologies used in prior work and try to link each to a (somewhat) realistic use case. The third use case that we describe is inspired by our own development and can be evaluated using the time-segmented methodology. Note that we do not try to provide an exhaustive list of use cases, but rather to start off this important distinction between a use case and an evaluation methodology. We will introduce the use cases via examples. (Although we describe examples by using the comment generation task, our story holds for any other code learning task.)

A. In-Project Batch Use Case

Consider Alice, a developer at a large software company. Alice has been developing several software features in her project over an extended period of time (since \( \tau^{-1} \)), but she only wrote comments for a part of her code. At one point (\( \tau \)), she decided it was time to add documentations for the methods without comments. She wants to use an ML model that can automatically generate comments. Alice decides to train a model using already existing examples (i.e., method-comment pairs for the methods with comments) in her code and the examples (available at time \( \tau \)) from several other projects on GitHub. We call this \textit{in-project batch use case}, because Alice trains a new model every time she wants to use the model, and she applies it to a large amount of methods that may be added before or after the methods in the training set. This use case can be evaluated using the mixed-project methodology (Section III-A).

Prior work that used the mixed-project methodology (Table I) fits under this use case. Because prior work did not set any limit on timestamps for examples in training and testing sets, the time period between examples in the two sets can be arbitrarily large (in either direction).

B. Cross-Project Batch Use Case

In this case, we assume that Alice works on a project (since \( \tau^{-1} \)) without writing any documentation for her code. At some point (\( \tau \)), Alice decides to document all her methods. Again, she wants to use an ML model to help her get the task done. Since Alice does not have any comments in her code, she decides to only train on other projects available on GitHub (at time \( \tau \)). She uses all examples (i.e., method-comment pairs) in the training set. Once the model is trained, she uses it to generate comments for all the methods in her project. We call this \textit{cross-project batch use case}, because Alice trains a new model at a specific time point and applies it to all the methods on a new project. (Note that once she integrates the comments that she likes, she can use them in the future for training a new ML model, which matches in-project batch use case, or potentially she could decide to ignore the methods without comments. She wants to use an ML model that can automatically generate comments. Alice decides to train a model using already existing examples (i.e., method-comment pairs for the methods with comments) in her code and the examples (available at time \( \tau \)) from several other projects on GitHub. We call this \textit{in-project batch use case}, because Alice trains a new model every time she wants to use the model, and she applies it to a large amount of methods that may be added before or after the methods in the training set. This use case can be evaluated using the mixed-project methodology (Section III-A).

Prior work that used the mixed-project methodology (Table I) fits under this use case. Because prior work did not set any limit on timestamps for examples in training and testing sets, the time period between examples in the two sets can be arbitrarily large (in either direction).

B. Cross-Project Batch Use Case

In this case, we assume that Alice works on a project (since \( \tau^{-1} \)) without writing any documentation for her code. At some point (\( \tau \)), Alice decides to document all her methods. Again, she wants to use an ML model to help her get the task done. Since Alice does not have any comments in her code, she decides to only train on other projects available on GitHub (at time \( \tau \)). She uses all examples (i.e., method-comment pairs) in the training set. Once the model is trained, she uses it to generate comments for all the methods in her project. We call this \textit{cross-project batch use case}, because Alice trains a new model at a specific time point and applies it to all the methods on a new project. (Note that once she integrates the comments that she likes, she can use them in the future for training a new ML model, which matches in-project batch use case, or potentially she could decide to ignore the methods without comments. She wants to use an ML model that can automatically generate comments. Alice decides to train a model using already existing examples (i.e., method-comment pairs for the methods with comments) in her code and the examples (available at time \( \tau \)) from several other projects on GitHub. We call this \textit{in-project batch use case}, because Alice trains a new model every time she wants to use the model, and she applies it to a large amount of methods that may be added before or after the methods in the training set. This use case can be evaluated using the mixed-project methodology (Section III-A).

Prior work that used the mixed-project methodology (Table I) fits under this use case. Because prior work did not set any limit on timestamps for examples in training and testing sets, the time period between examples in the two sets can be arbitrarily large (in either direction).

C. Continuous Use Case

In this case, Alice writes comments for each method around the same time as the method itself. For example, Alice might integrate a model for comment generation into her IDE that would suggest comments once Alice indicates that a method is complete. (Updating and maintaining comments as code evolves [30]–[32] is an important topic, but orthogonal to our work.) Before using the model starting from \( \tau^{-1} \), Alice would have to train the model on the data available in her project and other projects at \( \tau^{-1} \). She can keep using the same model for as long as she wishes, e.g., until \( \tau \) when she decides to train a new model. We call this \textit{continuous-mode}, because the only data that can be used to train the model is the data from the past. This use case can be evaluated using the time-segmented methodology (Section III-C).

The model should be retrained once in a while, e.g., when a new programming language version is introduced that adds new syntax into the language and developers start adopting the syntax. Finding an appropriate frequency at which to retrain the model is a topic worth exploring in the future.

V. Experiment Setup

In this section, we describe our experiment setup for comparing the methodologies. The goal of the experiment is to train models following each methodology and evaluate the models on \textit{common sets of testing examples}. We evaluate and compare the models by reporting the automatic metrics that are commonly used in prior work. Our setup is generic and could be used for any code learning task; we focus on comment generation and method naming in this work, and we will introduce the details of task-specific steps in Section VII.

We extend the notation from Section II to accurately describe our experiment setup. Starting from a dataset \( \mathcal{E} = \bigcup_{p \in \mathcal{P}} \text{extract}(\tau, p) \), we split \( \mathcal{E} \) into training, validation, and testing sets following each of the three methodologies. Moreover, we coordinate the ways of split for the three methodologies such to compare each pair of methodologies using as much common testing examples as possible. Figure 5 illustrates our steps to achieve these goals, and Table 5 lists the formulas of the sets after splitting. We describe the steps in details below with the help of Figure 5 and Table 5.

1) We first obtain the examples in each project using the \texttt{extract} function on three selected time points \( \tau^{-2} \), \( \tau^{-1} \), \( \tau \). The step 1 in Figure 5 illustrates this, where the entire box represents the examples from a project, and the horizontal lines represent the examples being segmented into three parts by \( \tau^{-2} \) and \( \tau^{-1} \). We denote the obtained examples sets as: \( \mathcal{E}^{\tau,p} = \text{extract}(\tau, p); \mathcal{E}^{\tau^{-1},p} = \text{extract}(\tau^{-1}, p); \mathcal{E}^{\tau^{-2},p} = \text{extract}(\tau^{-2}, p) \). Then, we time-segment the examples in each project to obtain: the examples \textit{after} \( \tau^{-2} \) and \textit{before} \( \tau^{-1} \), denoted as \( \mathcal{E}^{\tau^{-1} \setminus T^{\tau^{-1},p}}, = \mathcal{E}^{\tau^{-1},p} \setminus \mathcal{E}^{\tau^{-2},p} \); and the examples \textit{after} \( \tau^{-1} \) and \textit{before} \( \tau \), denoted as \( \mathcal{E}^{\tau^{-1} \setminus \tau^{-1},p} = \mathcal{E}^{\tau,p} \setminus \mathcal{E}^{\tau^{-1},p} \).
2) Split the examples in each project into training, validation, testing segments given the ratios $r_x, r_y, r_z$, using the following formulas:

\[
\begin{align*}
&\mathcal{X}^{\tau-1,p}_{\text{train}} \cap \mathcal{X}^{\tau-2,p}_{\text{val}} \cap \mathcal{X}^{\tau-2,p}_{\text{test}} \\
&= \text{split}(\mathcal{X}^{\tau-2,p}_{\text{train}}, r_x, r_y, r_z) \\
&\mathcal{X}^{\tau-1\tau-2,p}_{\text{train}} \cap \mathcal{X}^{\tau-1\tau-2,p}_{\text{val}} \cap \mathcal{X}^{\tau-1\tau-2,p}_{\text{test}} \\
&= \text{split}(\mathcal{X}^{\tau-1\tau-2,p}_{\text{train}}, r_x, r_y, r_z) \\
&\mathcal{X}^{\tau-1,p}_{\text{train}} \cap \mathcal{X}^{\tau-1,p}_{\text{val}} \cap \mathcal{X}^{\tau-1,p}_{\text{test}} \\
&= \text{split}(\mathcal{X}^{\tau-1,p}_{\text{train}}, r_x, r_y, r_z)
\end{align*}
\]

In our experiment, we choose $r_x = 70\%, r_y = 10\%, r_z = 20\%$ following common machine learning practice [33]. The step 2 in Figure 5 illustrates this, where the vertical lines represent splitting the time-segmented examples sets into training, validation, and testing segments.

3) Split the projects to training, validation, and testing sets ($r_x = 70\%, r_y = 10\%, r_z = 20\%)$:

\[\mathcal{P}_{\text{train}}, \mathcal{P}_{\text{val}}, \mathcal{P}_{\text{test}} = \text{split}(\text{shuffle}(\mathcal{P}), r_x, r_y, r_z)\]

The step 3 in Figure 5 illustrates this, where each box represents one project, and the annotations below the boxes show the range of $\mathcal{P}_{\text{train}}, \mathcal{P}_{\text{val}}$, and $\mathcal{P}_{\text{test}}$.

4) Group appropriate segments to obtain the training, validation, and testing sets of the mixed-project (MP), cross-project (CP), and time-segmented (T) methodologies according to their requirements. The step 4 in Figure 5 illustrates this, and the left part of Table II lists the formulas for this step. We will refer to the testing sets obtained in this step as traditional testing sets (TestT for short).

5) For each pair of methodologies, we take the intersection of their traditional testing sets to get the common testing set (TestC for short) of this pair. The step 5 in Figure 5 illustrates this, and the right part of Table II lists the formulas for this step. The common testing set can be used to compare the models trained using different methodologies. For example, a model trained on the training set of the mixed-project methodology and a model trained on the training set of the time-segmented methodology can be compared on the common testing set of the pair of the mixed-project and time-segmented methodologies. In
We train each model under each methodology three times and provide in the original papers.

for all models, we use the exact same hyper-parameters

VI. TASKS

This section describes code learning tasks in our study: comment generation and method naming. For each task, we (1) give a brief background, (2) select several recent well-studied machine learning models (see Table I), and (3) describe the automatic metrics for the task. We gave our best to select well-studied and representative models whose code are available. We took the existing code with minimal modifications to fix some data processing issues and export the results in the format that is compatible with our scripts.

A. Comment Generation

Developers frequently write comments in natural language together with their code to deliver messages to their users (e.g., via API comments) and to communicate among themselves (e.g., via todo comments) [34]–[36]. Unfortunately, writing and maintaining comments is tedious and error-prone, leading to incorrect or outdated comments, which leads to inconsistencies and bugs [37]–[40]. The task of comment generation tries to automatically generate comments from code. Prior work [8], [9] mostly focused on generating an API comment (e.g., JavaDoc summaries) given a method body.

Models. We selected three models from recent prior work (highlighted rows in the comment generation part of Table I):

- DeepComHybrid, a model from Hu et al. [2], [8].
- Transformer, a model from Ahmad et al. [9].
- Seq2Seq, a classic model which is the base architecture of many models, including DeepComHybrid and Transformer; implementation taken from Ahmad et al. [9].

Automated metrics. We use four automated similarity metrics that are frequently used in prior work: BLEU, METEOR, ROUGE-L-F1, and exact match accuracy. All models consider a method or a comment as a sequence of subtokens (splitting tokens of the form CamelCase and snake_case), thus we measure the metrics on subtoken level. Specifically, we measure the metrics on each pair of prediction subtokens and gold subtokens, and then compute the average over all examples in the testing set. BLEU [24] measures the number of n-grams in the prediction that also appear in the gold (specifically, we measure average sentence-level BLEU-4 as many prior work on comment generation [1], [8], [9] did). METEOR [41] measures the similarity by identifying possible alignments between the prediction and the gold using various linguistics heuristics, and has been shown to have high correlation with human judgments in natural language processing tasks like machine translation. ROUGE-L-F1 [42] measures the similarity based on the longest common subsequence (LCS) statistics (we report its F1 measurement as prior work [9] did). Exact match accuracy is 100% if the prediction is exactly the same with the gold, 0% otherwise. For example, given the gold “retrieves all refs of the github command ”, the prediction “retrieves all refs of the github repository ” gets BLEU 36.6, METEOR 70.3, ROUGE-L-F1 75.0%, and exact match accuracy 0.0%.

TABLE II: The Formulas to Get the Training (Train), Validation (Val), and Traditional Testing (TestT) Sets for each Methodology, and the Common Testing (TestC) Set for Each Pair of Methodologies.

| Methodology | Set | Formula |
|-------------|-----|---------|
| MP          | Train | $\bigcup_{p \in P} (E_{train}^{p-2} \cup E_{train}^{p-1} \cup E_{train}^{p})$ |
|             | Val   | $\bigcup_{p \in P} (E_{val}^{p-2} \cup E_{val}^{p-1} \cup E_{val}^{p})$ |
|             | TestT | $\bigcup_{p \in P} (E_{test}^{p-2} \cup E_{test}^{p-1} \cup E_{test}^{p})$ |
| CP          | Train | $\bigcup_{p \in P} (E_{train}^{p-2} \cup E_{train}^{p-1} \cup E_{train}^{p})$ |
|             | Val   | $\bigcup_{p \in P} (E_{val}^{p-2} \cup E_{val}^{p-1} \cup E_{val}^{p})$ |
|             | TestT | $\bigcup_{p \in P} (E_{test}^{p-2} \cup E_{test}^{p-1} \cup E_{test}^{p})$ |
| T           | Train | $\bigcup_{p \in P} E_{train}^{p}$ |
|             | Val   | $\bigcup_{p \in P} E_{val}^{p}$ |
|             | TestT | $\bigcup_{p \in P} E_{test}^{p}$ |

theory, we could compare all three methodologies on a set of common examples: $\bigcup_{p \in P} E_{test}^{p-1}$, but in practice, this set is too small (far less than 4% of the set of all examples when we use 20% of data for testing in the mixed-project and cross-project methodologies) and does not contain enough examples.

6) Finally, we perform two postprocessing steps on the obtained dataset. To avoid being impacted by the differences in the number of training examples for different methodologies, we downsample the training sets of the three methodologies to the same size (i.e., the size of the smallest training set) randomly. As a common practice in ML, we remove noisy examples (e.g., meaningless and duplicate examples) from the validation, traditional testing, and common testing sets, formalized as a task-specific clean(List) function which takes a list of examples as inputs and returns a list of examples after cleaning.

We train each model under each methodology three times and each run is initialized using different random seed. In addition, for all models, we use the exact same hyper-parameters provided in the original papers.
B. Method Naming

Descriptive names for code elements (variables, methods, classes, etc.) are a vital part of readable and maintainable code [43], [44]. Naming methods is particularly hard and important, because the names need to be both concise—usually containing only a few tokens—and comprehensible—such that they describe the key functionality of the code [45].

Models. We selected two models from recent prior work (highlighted rows in the method naming part of Table I):

- Code2Vec, a state-of-the-art model from [17].
- Code2Seq, a state-of-the-art model from [16].

Automated metrics. We use five automated similarity metrics that are frequently reported in prior work: precision, recall, F1, exact match accuracy, and subtoken-level accuracy. Code2Seq generates method names as sequences of subtokens, but Code2Vec suggests method names by pointing to names in the training examples; we measure all metrics on subtoken level by splitting Code2Vec’s suggested names into subtokens. We measure the metrics on each pair of prediction subtokens and gold subtokens, and compute the average over all examples in the testing set. Precision, recall, and F1 compare the unique subtokens in the prediction against the unique subtokens in the gold (these metrics are commonly used in many prior work on method naming [15]–[17]). Subtoken-level accuracy measures the number of subtokens in the predictions that is correctly predicted at the correct location, and is normalized by the number of subtokens in the prediction or the gold, whichever is longer. For example, given the gold “getDropDownAnchor”, the prediction “getDropDown” gets precision 100.0%, recall 75.0%, F1 42.9%, subtoken-level accuracy 75.0%, and exact match accuracy 0.0%.

VII. DATASETS

This section describes the datasets we collected to facilitate our experiments following the steps described in Section V. We could not easily reuse existing datasets from prior work for our experiments because the timestamps of examples are not available in those datasets. We started by collecting examples of methods with comments from open-source GitHub projects, and then performed task-specific postprocessing to get the dataset for each task.

Projects selection. We initially chose 1,793 popular Java projects on GitHub: 1,000 Java projects with the highest number of stars (indicating how many GitHub users bookmarked a project) and another 793 Java projects whose owner is one of the famous open-source organizations on GitHub [46]. We chose to use only Java projects because most prior work focused on this language (see Table I). Then, we only kept the projects meeting the following criteria: (1) the number of stars should be larger than 20; (2) the lines of code of the project (as reported by GitHub API [47]) should be at least 1,000,000 but no more than 2,000,000, to keep the number of examples balanced across projects; (3) the project should have at least one commit after Jan 1st 2018. 160 projects matched our criteria.

Collecting the raw dataset. For each project and for each year in 2019, 2020, and 2021, we identified the last commit in the project before Jan 1st of that year, checked-out to that commit, used JavaParser [48] to parse all Java files, and collected examples in the form of (method, comment, name, project, year) tuples, where comment is the first sentence in the JavaDoc of the method. We discarded the examples where: (1) the method or the comment contains non-English characters (157 and 5,139 cases respectively); (2) the code is longer than 10,000 characters (60 cases); (3) the method body is empty, i.e., abstract method (77,769 cases); (4) the comment is empty after removing tags such as @inheritdoc (21,779 cases). If two examples are identical except for the “year” label, we would keep the one with the earliest year (e.g., two examples from 2018 and 2019 years have identical method, comment, name, and project, so we only keep the 2018 one). We ended up with 77,475 examples in the raw dataset.

The extract (c.f. Section II) can be implemented as: extract(p, τ) = {(m, c, n, p, t)|t ≤ τ}. Then, we follow the steps described in Section V to split the raw dataset into training, validation, traditional testing sets for each methodology and common testing set for each pair of methodologies.

Comment generation. The clean function (c.f. Section V, step 6) for comment generation does two things: (1) removes duplicate examples with the same method-comment pairs; and (2) removes the examples whose comments only contain punctuation marks like “.”. Table III shows the statistics of the comment generation dataset, after applying clean function based on the raw dataset. The columns, from left to right, are: the training, validation, traditional testing sets of the mixed-project, cross-project, time-segmented methodologies; and then the traditional testing sets of MP ∩ CP, MP ∩ T, CP ∩ T. The rows, from top to bottom, are: the number of data; the average number of subtokens in methods; the percentage of examples whose number of subtokens in the method is less than 100, 150, 200; the average number of subtokens in comments; the percentage of examples whose number of subtokens in the comment is less than 20, 30, 50.

Method naming. To obtain the method naming dataset, for each example in the raw dataset, we replaced the appearances of its name from its code to “METHODNAMEMASK” such that the models cannot cheat by looking for the name in the signature line or in the method body of recursive methods. The clean function (c.f. Section V, step 6) for method naming then removes duplicate examples with the same method-name pairs. Table IV shows the statistics of the method naming dataset. The columns, from left to right, are: the training, validation, traditional testing sets of the mixed-project, cross-project, time-segmented methodologies; and then the traditional testing sets of MP ∩ CP, MP ∩ T, CP ∩ T. The rows, from top to bottom, are: the number of data; the average number of subtokens in methods; the percentage of examples whose number of subtokens in the method is less than 100, 150, 200; the average number of subtokens in names; the percentage of examples whose number of subtokens in the name is less than 2, 3, 6.
TABLE III: Comment Generation Dataset Metrics.

| Statistic | MP | CP | T |
|-----------|----|----|---|
| #Example  | 50,879 | 7,523 | 50,879 |
| avg | 89.84 | 89.70 | 89.83 |
| ≤100     | 74.97 | 74.82 | 76.55 |
| ≤150     | 84.47 | 83.96 | 85.50 |
| ≤200     | 89.86 | 89.42 | 90.74 |

TABLE IV: Method Naming Dataset Metrics.

| Statistic | MP | CP | T |
|-----------|----|----|---|
| #Example  | 50,879 | 7,523 | 50,879 |
| avg | 88.15 | 89.70 | 89.83 |
| ≤100     | 75.45 | 74.64 | 76.81 |
| ≤150     | 84.75 | 83.89 | 85.83 |
| ≤200     | 90.03 | 89.47 | 90.80 |

VIII. RESULTS AND FINDINGS

We first show the results for comment generation and method naming tasks, and then list the key observations and findings from our experiment. Recall that we trained each model three times, and the reported automatic metrics are the average of the three runs. We conducted statistical significance testing using bootstrap tests [49] under confidence level 95%.

A. Results

Table V shows the automatic metrics for the comment generation models trained on the three methodologies on the common testing sets. The table has four parts that contain (from top to bottom) the BLEU, METEOR, ROUGE-L-F1, and exact match accuracy metrics. Each row contains the results of one model (name at column 1); each column contains the results trained on the training set of one methodology (name at row 1) and evaluated on the common testing set involving that methodology (name at row 2). The best results for each (training, common testing) sets combination are in bold text. The results marked with the same prefix Greek letter are not statistically significantly different.

B. Findings

Depending on the methodology, one model can perform better or worse than another. On method naming task, we found that Code2Seq outperforms Code2Vec only in cross-project methodology but not the other methodologies. This observation is consistent on all metrics. See Table VI and let us take F1 metric as an example: comparing the mixed-project and cross-project methodologies on their common testing set (F1 part, columns 2–3), Code2Vec gets higher F1 when trained on the mixed-project training set (14.4 vs. 6.5), but Code2Seq gets higher F1 when trained on the cross-project training set (27.0 vs. 20.3). We hypothesize the reason of Code2Vec being better on the other two methodologies is that Code2Vec has a simpler architecture that works better when suggesting names that are similar to the ones in the training set (which is the case for the mixed-project and time-segmented methodologies).
This finding suggests that a model may work better for one use case but not another—in this case, Code2Seq performs better in the cross-project batch use case, but Code2Vec performs better in the in-project batch use case and the continuous-mode use case. Thus, users of ML models can favor one model in one use case, but a different model in another use case.

**Depending on the methodology, the differences between models’ results may or may not be observable.** For example, for comment generation, on the common testing set of cross-project and time-segmented methodologies when using the METEOR metric (Table V, METEOR part, columns 6–7), Transformer significantly outperforms Seq2Seq when trained on the time-segmented training set, but does not when trained on the cross-project training set. Similar observations can be made on the results of the BLEU and exact match accuracy metrics for comment generation, and the results of the exact match accuracy metric for method naming. If two models’ results are not statistically significantly different, then it is likely that the model with higher score just looks better by chance, thus the difference is not observable in practice. We could not find reference points for these findings in prior work (unfortunately, Ahmad et al. [9] did not evaluate Seq2Seq against Transformer even though it was provided in their replication package).

**Results under the mixed-project methodology are inflated.** We found that the results under the mixed-project methodology are always higher than the other two methodologies. For example, in Table V: comparing the mixed-project and cross-project methodologies (BLEU part, columns 2–3), all models get better BLEU if trained on mixed-project; and comparing the mixed-project and time-segmented methodologies (BLEU part, columns 4–5), all models also get better BLEU if trained on mixed-project. Considering that the mixed-project methodology represents a less realistic use case than the other two methodologies, the mixed-project methodology always overestimates the models’ usefulness. As such, we suggest that the mixed-project methodology should never be used unless the model is targeted specially for the in-project batch use case (Section IV).

**Results under the cross-project methodology may be under-estimation of the more realistic continuous-mode use case.** We found that the results under the cross-project methodology are always lower than the results under the time-segmented methodology. This can be observed in all parts in both tables by comparing columns 6–7. We have argued that the continuous-mode use case is more realistic than others (Section IV). This suggests that the usefulness of the models in prior work using the cross-project methodology may have been under-estimated.

**Findings in prior work may not hold when using a different methodology or a different dataset.** We found that the findings reported by prior work may not hold in our experiment: for example, the finding “Code2Seq outperforms Code2Vec” from Alon et al. [16] does not hold when using mixed-project and time-segmented methodologies; for another example, the finding “DeepComHybrid outperforms Seq2Seq”
Projects selection. We selected medium-sized popular projects from GitHub as representatives of the open-source projects. Future work could perform our experiments in an industrial setting or a different set of projects.

Programming languages selection. We selected Java which largely was dominant in prior work (see Table I). Although future work could evaluate our steps on various programming languages, based on the results from prior work, we expect our findings to hold.

Models selection. We selected a few well-studied ML models from recent literature. Adding more models is computationally costly (for training the models on all methodologies), but may lead to other interesting observations. Our replication package can be used as the starting point for future comparisons.

Reproducibility of prior work. We used the replication packages provided in the original papers of the models whenever possible. We made (small) updates to all models’ code to: (1) upgrade outdated data processing code (because of our dataset contains examples with new programming language features that were not considered in the past); (2) export evaluation results in the format that is compatible with our scripts. We integrated these updates in our replication package.

Uncertainties of ML models. The ML models exhibit non-determinism during the training process by design, which can mostly be controlled by setting a random seed at the beginning of training [50]. We train each model three times, each time with a different random seed, to alleviate these uncertainties.

X. RELATED WORK

A. Evaluation Methodologies

To our best knowledge, only three prior work on code learning took into account the notion of time during evaluation: one work by Tan et al. on defect prediction [25], one work by Lutellier et al. on program repair [26], and one work by Pradel et al. on bug localization [27]. They designed time sensitive evaluation procedures which are similar to our time-segmented methodology. However, their evaluation procedures were designed specifically for one task, while ours can be generalized to any code learning task in theory.

Tu et al. [51] revealed the data leakage problem when using issue tracking data in the literature caused by the unawareness of the evolution of issue attributes. In our study, we revealed that a similar problem (unawareness of the timestamps of examples in the dataset) exists broadly in the evaluation of code learning tasks, and we propose a time-segmented methodology that can be used in future research.

We focus on studying the evaluation methodologies for code learning tasks in this work. A recent study suggests that similar methodologies problem may exist in natural language processing as well [52]. They pointed out that the ML models evaluated in standard cross-validation methodology (similar to our mixed-project or cross-project methodologies) may incur significant bias on realistic examples, as the models cannot adapt to the new norms, language, and ways of communicating produced by social movements.

B. Comment Generation and Method Naming

Comment generation is the task of generating a natural language summary from a given code snippet. Method naming is the task of generating a concise natural language name from a given method. Both tasks are also referred to as code summarization or code comprehension. Table I already listed the prior work on these two tasks. Here, we briefly discuss their recent progress.

Around 2016, the first work for comment generation [1] and method naming [15] were developed based on encoder-decoder neural networks and attention mechanism. Other prior work extended this basic framework in many directions: by incorporating tree-like code context such as AST [2], [4], [5], [8], [12]; by incorporating graph-like code context such as call graphs and data flow graphs [3], [11], [21], [22]; by incorporating path-like code context such as paths in AST [16], [17]; by incorporating environment context, e.g., class name when generating method names [18]; by incorporating type information [10]; or by using more advanced neural architecture such as transformer [9].

Recently, pre-trained models for code learning were built [28], [29], [53] on large datasets using general tasks (e.g., masked language modeling), and these models can be fine-tuned on a couple of code learning tasks, including comment generation and method naming. Evaluating the pre-trained models involves an additional pre-training set other than the regular training, validation, and testing sets. In theory, our methodologies can be extended to fit pre-trained models; for example, in the time-segmented methodology, the pre-training set should contain examples that are available in the projects before the examples in all other sets. No prior work on pre-trained models has considered the timestamps of examples during pre-training or evaluation.

XI. CONCLUSION

We introduced and formalized a novel time-segmented methodology for evaluating ML models for code learning tasks. This methodology stands in sharp contrast to those used in the literature—mixed-project and cross-project—that do not take into account timestamps of code and comments during evaluation of models. Next, we used the three methodologies to compare several ML models. Our results led to conflicting findings: the best model heavily depend on the used methodology. Furthermore, we showed that the results obtained via mixed-project are over-estimation and those obtained via cross-project are under-estimation of actual performance. We hope that future work on code learning tasks will clearly define the use case their ML model targets and choose appropriate methodology, which in most cases should be time-segmented.
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