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Abstract

The Indonesian language is used as a means of communication, including written communication. Unfortunately, many mistakes are found in Indonesian language writing, such as the writing of active verbs with the prefix $\text{mem-}$ followed by the letter P. This problem can be addressed with the spell-checking method. Spell checking is a process in computer programs to check the spelling of each word in electronic text or documents in the correct order. To better the active verb this study used the Jaro-Winkler Distance algorithm. Meanwhile, for system development, the Iterative Waterfall method was used. The system output is active verbs of $\text{mem-} + \text{P}$ which is standardized according to the Great Dictionary of the Indonesian Language of the Language Center (KBBI) and the morphological rules of the Indonesian Language Spelling System. The accuracy value of the algorithm was 80% for common mistakes, 95% for specific mistakes, and 80% for correctable mistakes with word suggestions.
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1. Introduction

The Indonesian language is the official language of Indonesia, as stated in the 1928 Youth Pledge. The Indonesian language is used as a means of verbal communication, oral and written. In written communication, The Indonesian language has a scientific context function related to the use of spelling, correct word writing, and the use of various languages. Unfortunately, many mistakes are found in The Indonesian language writing [1]. In research [2], there were writing mistakes with a percentage of 43.15% or 183 items in the use of letters, 145 items or 34.20% mistakes in words writing (including incorrect prefix/suffix), 68 items or 16.04% mistakes in punctuation marks, and 28 items or 6.6% mistakes in loanwords. These various mistakes are on the result of the use of non-standard words according to the Great Dictionary of the Indonesian Language of the Language Center (KBBI). Therefore, considering whether a word is standard or non-standard, word class, the separation, and the combination of prepositions, and verbs in The Indonesian language must be meticulously studied by using the The Indonesian Language Spelling System (EBI) to become a reference of good and correct the Indonesian language [3]. The verbs discussed are those using affixes according to morphological rules. However, the problem frequently arising is the people’s lack of understanding of EBI, including writing active verbs according to the prevailing rules. Consequently, The Indonesians and foreigners often write standard verbs wrong. Even in scientific writing, errors in writing verbs still appear according to morphological rules [4], especially for the active
verb *mem- + p*, which has various morphological rules. This happens because verb additions have complex morphological rules. Consequently, conventional improvements are often complicated for people who are not Indonesian language experts. Therefore, an instrument is required to help the public editing articles so that active verbs contained become standard according to KBBI 5th edition (latest edition) and EBI. The instrument commonly used is the spell checker.

The spell checker is a process in a computer program to check the spelling of each word in electronic text or documents in the correct order [5]. Due to the problems described previously, this study aims to create a spell checker application to change active verbs with the prefix *mem-* followed by a root word the first letter of 'p', in which 'p' will experience fusion process and become letter 'm'. The fusion process occurs in words that can be used as verbs but does not occur in cluster words (two consonants).

Therefore, this program can detect writing mistakes and correct them by autocorrect or give a suggestion for correction. After detection, this program will automatically change the active verb with prefix *mem-* , which is not standard, becomes standard. The initial input is in the form of words/sentences embedded in the input column, then the program runs and produces standard verbs that refer to KBBI. After generating standard verbs, the output can be copied and stored in the clipboard.

This program can be used by various groups. Besides The Indonesian language use, this system can also be helpful by foreign speakers learning Indonesian language/BIPA (Indonesian Language for Foreign Speakers). In the BIPA program, students are required to master writing skills [6]. This system will assist BIPA/non-BIPA students in writing standard verbs according to morphological rules.

The method to change the active verb is the Jaro-Winkler Distance (JWD) algorithm. This algorithm was chosen because it has the highest Mean Average Precision (MAP) value compared to other string searching algorithms. In a study [7], the overall MAP JWD value obtained 0.87, with details; 0.95 for correcting letter-changing mistakes, 0.92 for correcting letter-omission mistakes, 0.90 for correcting letter-addition mistakes, and 0.70 for correcting letter replacement mistakes. Whereas, the Hamming Distance, Levenshtein Distance, and Damerau Levenshtein Distance algorithms have a MAP value of 0.46, 0.74, and 0.85, respectively.

To date, there is no similar study found regarding the development of spell checkers to replace active verbs with the non-standard prefix *mem-* into standard active verbs. Relevant previous research searching for the root words contained in the KBBI with prefix input words [8]. Meanwhile, in this research, the input and output contain words with prefixes, yet it is improved following standard words. The difference between the previous research and this research lies in the final results.

2. Method

The method used in developing spell checkers is the Iterative Waterfall. The iterative waterfall is a combination of the waterfall method in the iterative method (repetition). This method is preceded by the development of some part of the total system implementation and slowly increasing functionality through the repetition steps that shall be optimized [9]. In the same study, it was concluded that this method is suitable for low-risk projects. Iterative Waterfall was chosen because it is flexible to fulfill the needs of this analysis and can be developed in parallel [10]. Iterative Waterfall shown in Figure 1:
2.1 Requirements’ Analysis

Requirements’ analysis is the first stage in the analysis, which aims to understand the required system and its limitations. Information on the development of this system uses the morphological theory of Indonesian Language affixes.

2.1.1. Morphological Theory

Morphology is a branch of linguistics that studies the details of word arrangement structurally on the morphemes that form it [11]. Several morphological changes occur, one of which is affixation used as a theoretical basis in this study. Affixation refers to a series of changes that root or lexeme undergoes so that lexeme becomes a word, be it a simple word or a complex word [12]. In this case, the use of prefix (affix at the beginning of a lexeme) mem- is an affixation process.

Mem- is an allomorph of the morpheme meng- to express an active verb, either transitive or passive. Menge- as a morpheme undergoes changes to form mem- due to the morphophonemic process, which is the process of phonological changes [13]. Table 1 shows the state of phonological change mem- followed by a root starting with P under the following conditions:

| Condition | Morphophonemic | Example | Root Word |
|-----------|----------------|---------|-----------|
| Vowel     | There is fusion | mempaksamempaksa | memaksapaksa |
| Cluster   | There is no fusion | memproduksimemproduksi | memprodukisprodukisi |
| Specific words | There is no fusion | mempunyaimempunyai | mempunyaipunya |

Table 1 demonstrates how the phoneme mem- will experience several changes when followed by a word starting with P. If the letter P is followed by a vowel, a fusion process will occur so that the P at the beginning of the word disappears and phoneme mem- automatically followed by a vowel. When it is followed by a cluster or two consonants, there is no fusion so the P at the beginning of the word still appears. It also applies to specific words where there is no fusion considering the effectiveness/ineffectiveness of the word given the presence or the absence of fusion, it is no longer related to the prevailing morphological rules.

2.2 Design

Design is a form of translation of needs analysis before the coding process. In this research, the design stage utilized use case diagram and activity diagram. Use Case Model is a representation of the interaction between users and the system. Activity Diagram model is a workflow representation of system activities.

2.2.1 Use Case Diagram
The Use case diagram is a part of the UML to specify all scenarios and describe actions that may be taken by users [14] [15]. This study only consists of one actor, namely a user who can access texts and standard verbs, as shown in Figure 2:

![Use case diagram system](image)

**Figure 2-Use case diagram system**

2.2.2 Activity Diagram

An Activity Diagram depicts the main scenario functionally including variants and failure processing [16]. In this system, there are two activity diagrams based on the displayed page, namely accessing text and accessing standard verb table.

1. Access Text

Accessing text is a page for correcting the verb *mem- + P*, as well as the home page of the system. In the input field, the user can enter a word/sentence and opt to click the "CHECK" or "RESET" button. If the "CHECK" button is clicked, the system processes user input by preprocessing it, then it will be matched with the database. If the word is stored in the database that includes the verb *mem- + P*, the system will autocorrect it or give a suggestion by picking a word from the database. Users may select the "RESET" button to clear the input field or click the "COPY" button to copy the output in column text. The Activity Diagram of access text is shown in Figure 3:

![Activity diagram accessing text](image)

**Figure 3-Activity diagram accessing text**
2. Accessing Standard Verb Table
This page is a sub-menu in the system. On the page of the standard verb table, the list on the system is exported from the database. Then the user can view or search for certain words by entering keywords in the text input "search". The keywords the user enters can be either standard verbs or root words of the verb.

![Activity diagram accessing files](image)

**Figure 4-Activity diagram accessing files**

2.3 Implementation
Implementation initiates with the writing of the program's code. The program code in this study used the PHP programming language with the Laravel framework. PHP is an open-source programming language that runs on various platforms. Meanwhile, the framework used is Laravel. Laravel is a framework designed to optimize PHP code based on the Model View Control (MVC) pattern. The MVC pattern allows modifying the program code separately [17].

The implemented program code follows a flow chart algorithm according to the data at the design stage. The following is a flow chart for the spell checker of active verb based on the data that was described above shown in the Figure 5:

![System flow chart](image)

**Figure 5-System flow chart**
From the flow chart in the Figure 5, once the user has entered a word/sentence in the input column, the system will proceed to the preprocessing stage before calculating JWD. Preprocessing consists of three stages: tokenizing, filtering, and case folding.

2.3.1 Preprocessing

Preprocessing is the initial stage for verbs that can be fixed into standard words.

1. **Tokenizing**

Tokenizing is used to divide words from the text into a sequential set of morphemes [18]. This is closely related to morphological analysis [19]. This initial stage aims to cut each word from the data that has been inputted, usually using spaces. In this study, tokenizing used spaces to cut sentences into arrays. Input Example: *Saya Memang Mempengaruhi Untuk Mempaks*, tokenizing result is as shown in Figure 6:

![Figure 6-Tokenizing process](image)

2. **Case folding**

Case folding is the process of converting all letters to lowercase or uppercase (from "a" to "z"). All characters excluding letters are removed and cleaned so that all characters with accents are converted into ASCII characters. This is done because the Jaro-Winkler Distance process is case sensitive, so the letter case may affect the distance calculation results proximity. In this study, all letters were converted into lowercase [20]. The sentence/word input at this stage is the result of the tokenizing stage as shown in the Figure 7:

![Figure 7- Case folding process](image)

3. **Filtering**

Filtering is a stage to pick important words from tokenizing results. It may use a stoplist algorithm (removing unnecessary words), or a wordlist (storing important words) [21]. In this study, filtering of a wordlist was conducted in two stages.

The first step is to capture all words starting with *mem*, this is the initial process to determine whether the word starting with *mem* is included in a verb with the first letter "p" or not. The first stage of the filtering process is shown in Figure 8:

![Figure 8-Stage 1 of filtering process](image)
The second stage of filtering is to capture words starting with *mem*- that are included in the verb class. Apart from verbs, words starting with *mem* are discarded. Besides, this second stage of filtering only captures non-standard verbs *mem* + p. Every word passing the second stage of filtering process is corrected into a standard verb. The second stage of filtering process is displayed in the Figure 9:

![Figure 9-Stage 2 of filtering process](image)

2.3.2 Database

Based on the data on the needs analysis, the database required is the words starting with *mem*-. Database development used MySQL, which was linked with PHP program code. This study employed a database that has two entities. The first entity is named NonVerb, which contains words other than *mem-* + P with the attributes of ID_NonTarget and Kata_NonTarget. The data on the Kata_NonTarget attribute comes from (KBBI) 5th edition – all words starting with *mem-* and are not a verb. The second entity is Verb, containing the word *mem-* + P with attributes of ID_Target, Kata_Target, and Kata_Dasar. The data on the Kata_Target entity comes from KBBI 5th edition – all lexeme verbs *mem-* starting with P. While the Kata_Dasar entity comes from the Noun class of KBBI 5th edition.

2.3.3 JWD Calculations

After the preprocessing stage, the system performs filtering until it retrieves words that need correcting. Correction uses JWD by calculating the distance. Distance calculation functions to match words with those in the system database. If a match is found, word correction can be performed immediately. If there is no match, the word will be skipped. JWD has 3 basic components: calculating the length of the string/word, finding an equal number of characters in two strings, and finding the number of transpositions.

The Jaro distance \(d_j\) between string one \(s1\) and string two \(s2\) is calculated using following formula:

\[
d_j(s1, s2) = \frac{1}{3} \left( \frac{m}{|s1|} + \frac{m}{|s2|} + \frac{m-m}{m} \right)
\]

where \(m\) = number of matched characters between \(s1\) and \(s2\); \(|s1|\) = length of string 1; \(|s2|\) = length of string 2; \(t\) = number of transpositions.

The transposition value \(t\) can be obtained from the following formula:

\[
\left( \frac{\max(|s1|, |s2|)}{2} \right) < 1,
\]

A high Jaro value indicates a greater similarity between two words. Jaro value of 0 denotes those words are different and a value of 1 implies they are similar [22].

JWD uses a prefix scale \(p\) which gives a higher level of assessment, and prefix length \(l\) states the length of the prefix, which is the same character length of the string being compared until the difference is detected. If strings \(s1\) and \(s2\) are compared, then JWD \(d_w\) value is:

\[
d_w = d_j + \left( lp(1 - d_j) \right)
\]

where \(d_j\) = Jaro distance for \(s1\) and \(s2\); \(l\) = length of the common prefix at the beginning of the string, maximum value of 4 characters; \(p\) = constant of scaling factor. The standard \(p\) value according to Winkler is \(p = 0.1\)

The following is an example of the JWD calculation. If the strings are \(s1\) MARTHA and \(s2\) MARHTA then: \(m = 6\); \(|s1| = 6\); \(|s2| = 6\). The characters that are replaced are only T and H, then \(t = 1\). Thus, the value of \(d_j\) is:
\[ d_l(s_1, s_2) = \frac{1}{3} \left( \frac{6}{6} + \frac{6}{6} + \frac{6-1}{6} \right) = 0.944 \]

Pay attention to the arrangement of \( s_1 \) and \( s_2 \). If the value of \( l = 3 \), and the constant value of \( p = 0.1 \) so the value of \( d_w \) is:
\[ d_w = 0.944 + \left( 3 \times 0.1 \times (1 - 0.944) \right) = 0.951 \]

2.4 Testing

At the testing stage, integration is administered so that the system runs properly according to planning. In this study, testing was conducted using two methods: comprising unit testing and algorithm testing. Unit testing was carried out to find out that each function in the system is running according to plan [23]. In this system, the function or classes that will be executed are preprocessing class, JWD calculation class, and output class. Meanwhile, algorithm testing is conducted to determine how well the algorithm used in the system runs.

For algorithm testing, the accuracy value used is accuracy. To determine the accuracy value, the information retrieval measurement method uses a table confusion matrix. Tabulation of this table is a classification model based on the count of test records, then the model predicts true or false. Table 2 shows the confusion matrix for binary classification problems.

**Table 2**- Confusion matrix for class classification problems

| Predicted class         | True Positive (TP) | False Negative (FN) |
|-------------------------|--------------------|---------------------|
|                         | False Positive (FP)|                     |
|                         | True Negative (TN) |                     |

Once confusion matrix table is created, the accuracy value can be obtained with the following formula:

\[
\text{Accuracy} = \frac{TP}{TP+FP+FN+TN} 
\]

where TP = The result of the prediction is positive and matches the positive target; FN = The result of the system prediction is negative but the target result is positive; FP = The result of the system prediction is positive but the target result is negative; TN = The result of the system prediction is negative and matches the negative target.

To determine the accuracy value, it is important to calculate the threshold value needed to be categorized as a word that must be corrected, then to be converted into standard verbs. The determination of the correct threshold greatly influences the performance of the identification method [24]. In this study, the threshold for autocorrect was 0.95, while for suggestion was 0.92.

2.5. Maintenance

Maintenance is the final stage in the form of the installation and system repair process if bugs/errors found are anywhere at the testing stage. Maintenance is carried out following the release of the latest version of KBBI and changes to the morphological rules of EBI.

3. Results and Discussion

3.1 Results

The method for developing this system used iterative waterfall, which was carried out sequentially. To simplify the display creation, this system also used the bootstrap CSS library.

On the home page, the system displays the input column with “CHECK” and “RESET” buttons. The “CHECK” button will display the output page in the form of a word/sentence with corrected verb `mem- + p`.

Once an input states that the word is included in a verb that should be corrected, the system will automatically correct it according to the JWD calculation. For instance, Table 3 shows the input which contains categories of verbs with a vowel after p, consonants after p (cluster), and specific verbs. Then the following conditions may occur:
### Table 3- Correction of non-standard verbs into standard verbs the system

| Condition     | Input  | Output  | Standard Verb | JWD Values | Type of Mistakes | Type of Correction | Information                                                                 |
|---------------|--------|---------|---------------|------------|------------------|-------------------|-----------------------------------------------------------------------------|
| Vowel         | Mempaka | memaksa | memaksa       | 0.97083    | Letter Addition  | Autocorrect       | Letter ‘p’ after prefix ‘mem-’ disappears due to the fusion process         |
| Cluster       | memproduksi | memproduksi | memproduksi | 0.98181 | Letter Omission  | Autocorrect       | Letter ‘p’ after prefix ‘mem-’ disappears due to the absence of fusion process |
| Specific Words| mempunyai | mempanyu | mempanyi     | 0.97777    | Letter Replacement | Autocorrect     | Letter ‘p’ after prefix ‘mem-’ disappears due to the absence of fusion process |

#### 3.1.1 Preprocessing

The preprocessing stage facilitates JWD calculation so that the result is more accurate as it converts into the same format.

1. Tokenizing

The tokenizing stage in this study used space as the separator between one word and another. The words are stored in an array variable which will be compared to an array in the database. Tokenizing used the "explode" function in PHP.

2. Case folding

Case folding in this study matched the format through lowercase. To generate a lowercase word, this study used PHP "strlower" function.

3. Filtering

Filtering was carried out in two stages. The first step was filtering the input words starting with mem- followed by any letter using "stripos" function, with the value of the boolean variable mem- is false. Meanwhile, the second filtering was capturing words excluded from non-target using the 'array_dif' function.

#### 3.1.2 Database

There were 1,398 non-verb words and 667 verb words mem + p. These words are taken from KBBI 5th edition.

#### 3.2 Testing

In this study, testing utilized unit testing and algorithm testing.

##### 3.2.1 Unit Testing

Unit testing was performed by the system developer by ensuring that the program in each system class is running well. The results of unit testing are as follows:

1. Preprocessing class

   In this class, sentence input was processed from tokenizing, case folding, to filtering (filtering one and two). In the preprocessing class, the system appeared to run well. Yet, once input was in form of a text containing more than one paragraph, the system could not perform case folding.

2. Jaro-Winkler Distance class

   In this class, testing was conducted by calculating $d_w$ value for word input that had passed the preprocessing stage with the target database. The $d_w$ calculations applied to this system were similar to those in pure $d_w$ and manual $d_w$ programs.
3. Output class
From the sentence input: *Saya Memang Mempengaruhi Untuk Mempaks*, word detected is "mempengaruhi" and "mempksa", thus when the user clicked "CHECK" button, the output of those two words had different signs. In the word *mempengaruhi*, the font became bold as a sign that it underwent autocorrect process by calculating the JWD value \( \geq 0.95 \) \( d_w < 1 \). Whereas the font of *mempksa* word was underlined as a sign that the word experienced a suggestion process because the JWD value was \( \geq 0.92 \) \( d_w < 0.95 \). The suggested words are shown in the table below the output column. Suggested words displayed were sorted in ascending alphabetical order.

### 3.2.2 Algorithm Testing
At the initial stage of this test, the relevance judgment was used to determine whether the system could display the standard verbs according to its threshold value or not. Autocorrect evaluation is divided into two categories: common mistakes and specific mistakes. Common mistakes contain word inputs that usually occur in society, which is people’s unconsciousness of the fusion of verb me- + P, by the addition of 'p' after the prefix *mem*.

Meanwhile, specific mistakes are divided into four categories, comprising mistakes due to the letter addition (word input is added by one letter randomly), writing mistakes due to letter omission (word input is deleted by one letter randomly), writing mistakes due to letter replacement (word input is replaced by one random letter), and writing mistakes due to letter exchange (word input is added one letter randomly).

Apart from auto-correction, algorithm evaluation was also done for suggestion. Each category contained 15 words taken from the least number of characters to the largest, consisting of 6-20 characters. Each word was also taken randomly. Thus, the total of the evaluation was 15 words for common mistakes, 60 words for specific mistakes, and 15 words for suggestion. Table 4 presents the results of algorithm testing of the autocorrect, in which 85% for JWD accuracy in common mistakes, 95% for specific mistakes, and 80% for suggestions.

|                | Autocorrect | Specific Mistakes | Suggestion |
|----------------|-------------|-------------------|------------|
| Common Mistakes| \(12\times100\% = 80\%\) | \(57\times100\% = 95\%\) | \(12\times100\% = 80\%\) |
| Specific Mistakes| \(60\times100\% = \) | | |

### 3.3 Maintenance
Maintenance has not been conducted because the latest version of KBBI (above 5th edition) has not been released.

### 4. Conclusion
In this study, it can be concluded that this system can improve the non-standard *mem + p* active verbs to be standard *mem + p* active verbs. The autocorrect applied to words with 1-2 characters difference, while offering suggestions for words with 3-4 characters difference. In this system, the threshold JWD value was 0.95 for autocorrect, and 0.92 for suggestion. These values become determinants of the accuracy of this system that can correct word errors with several categories. However, this system is still not suitable for correcting verbs with confixes. This is because it does not apply a stemming algorithm to separate the root or derivative words, so any words that are entered in the system are considered the same category.
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