Hybrid superconductor-semiconductor systems for quantum technology

ABSTRACT

Superconducting quantum devices provide excellent connectivity and controllability, while semiconductor spin qubits stand out with their long-lasting quantum coherence, fast control, and potential for miniaturization and scaling. In the last few years, remarkable progress has been made in combining superconducting circuits and semiconducting devices into hybrid quantum systems that benefit from the physical properties of both constituents. Superconducting cavities can mediate quantum-coherent coupling over long distances between electronic degrees of freedom such as the spin of individual electrons on a semiconductor chip and, thus, provide essential connectivity for a quantum device. Electron spins in semiconductor quantum dots have reached very long coherence times and allow for fast quantum gate operations with increasing fidelities. We summarize recent progress and theoretical models that describe superconducting–semiconducting hybrid quantum systems, explain the limitations of these systems, and describe different directions where future experiments and theory are headed.

Quantum dots (QDs) are nanostructures hosted in semiconductors where a few electrons can be electrostatically trapped in discrete states. Therefore, QDs allow us to access and control the quantum nature of single electrons and interactions between them. Since the first measurements of few-electron phenomena in lateral gated QDs, the focus of applications of these systems has shifted from single spintronics toward quantum information science, as originally envisioned by Loss and DiVincenzo. Beyond this first proposal, which employs the electron spin as a quantum bit (qubit), the field has developed both theoretically and experimentally as gate and memory fidelities have increased and more complex but robust alternative implementations of spin qubits have been demonstrated, such as a spin qubit defined with a pair of electrons in two QDs (singlet-triplet qubit) and three QDs filled with one, two, and three electrons. The demonstrated long spin coherence times of electrons in silicon have motivated a change of trend from the traditional host material GaAs to silicon-based QDs. Among the advantages, silicon offers an almost nuclear-spin-free environment for the electronic spins and a significantly reduced spin–orbit interaction, main sources of decoherence in GaAs QDs. An impressive series of promising quantum information experiments have been realized with silicon spin qubits, including high fidelity single-qubit gates, two-qubit gates, and quantum non-demolition measurements, but scaling these QD systems to large numbers of qubits is still challenging, due to the large number of voltage gates and the lack of connectivity due to the intrinsically short-range exchange interaction. Moreover, since silicon is an indirect bandgap semiconductor, it comes with the additional—and often obstructive—valley degree of freedom, which is not yet well understood given the complexity of the heterostructures. Although there are some measurements and estimations of valley features including the valley splitting, for scalable spin qubit platforms based on silicon QDs, an accurate characterization of all valley features that could affect the fidelity of the computation is desirable.

Impressive progress toward overcoming these challenges is occurring thanks to the development of superconductor–semiconductor hybrid systems, where semiconductor QDs are coherently coupled to superconducting cavities (see Fig. 1). Hybrid systems mimic atomic cavity quantum electrodynamics (QED) systems, in which coherent interactions and quantum superpositions of light and matter were successfully demonstrated. In fact, the hybrid systems of interest here are more similar to the so-called circuit QED systems where superconducting qubits are coupled to superconducting cavities. An effective implementation of the cavity photons as mediators would allow one to simplify the QD qubit architecture and increase its connectivity.
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An ensemble of spins can be resonantly coupled to the field in a superconducting cavity via its large effective magnetic dipole, but the coupling of the tiny magnetic dipole of a single electron to a cavity remains difficult. Different mechanisms and techniques to couple single-electron spin qubits and multi-electron spin qubits to superconducting cavities have been theoretically proposed. However, despite their differences, all these mechanisms imply using electronic systems with more than the two quantum levels required for the qubit itself, thereby endowing the electron spin with an effective electric dipole that interacts strongly with the cavity electric field. First experimental observations of signatures of single-spin to cavity coupling were recently followed by demonstrations of spin–photon coupling in the strong coupling regime with single-spin and three-spin qubits. In the strong coupling regime of cavity QED, the matter-light coupling $g$ exceeds both the photon loss rate $\kappa$ from the cavity and the decoherence rate $\gamma$ in the two-level matter system (atom or qubit). This means that energy can be exchanged multiple times in a quantum-coherent manner between light and matter, which is typically a prerequisite for the use of a cavity as a long-distance mediator for quantum information. Moreover, these mature superconductor–semiconductor hybrid systems recently opened a new way to measure QD valley features.

In the following, we briefly introduce the theory developed to predict signatures of the interaction between superconducting cavities and multi-level electronic systems in the cavity transmission, which is a generalized type of input–output theory. Then, we show how this theory can be applied to the interface between a single electron spin and cavity photons and to high-resolution valley spectroscopy. Figure 2 represents a general silicon double QD nanostructure with position $(L,R)$, spin $(\uparrow, \downarrow)$, and valley degrees of freedom. Here, $E_{\text{in}}$ denotes the left (right) QD valley splitting, $\epsilon$ the detuning between the left and right QD ground state energy, and $t_\ell$ the intra(valley)-valley tunnel coupling. Inside the gray oval, more details on the spin sublevels of the lower valley states are given. A micromagnet can induce a different magnetic field direction at the center of each QD, leading to cantled spin quantization axes in the two QDs.

FIG. 1. Schematic representation of a superconductor–semiconductor hybrid system. The superconducting microwave cavity (in gray) can be probed with microwave fields $b_1$ ($b_2$) from port 1 (2) that is coupled to the center conductor (c) with a coupling rate $\kappa_1$ ($\kappa_2$). A single electron (red dot) in the embedded semiconductor double QD (yellow) interacts with the cavity electric field $E$ (blue curve) via the electric dipole coupling.

FIG. 2. Low-energy levels of a silicon double QD nanostructure with position $(L,R)$, spin $(\uparrow, \downarrow)$, and valley degrees of freedom. Here, $E_{\text{in}}$ denotes the left (right) QD valley splitting, $\epsilon$ the detuning between the left and right QD ground state energy, and $t_\ell$ the intra(valley)-valley tunnel coupling. Inside the gray oval, more details on the spin sublevels of the lower valley states are given. A micromagnet can induce a different magnetic field direction at the center of each QD, leading to cantled spin quantization axes in the two QDs.

\[
\hat{a} = -i\omega_0 a - \frac{\kappa}{2} a + \sqrt{\kappa} b_1^{\text{in}} - ig_d, \tag{1}
\]

where $\kappa_i$ are the cavity decay rates at the two ports and $\kappa = \kappa_1 + \kappa_2 + \kappa_{\text{int}}$ is the total photon loss rate, with $\kappa_{\text{int}}$ being the intrinsic losses not related to the cavity ports.

In the weak driving regime, we can assume that the electronic system remains near the thermal state, as it would in the absence of any QD-cavity coupling, $g_z = 0$, such that $p_n$ is the equilibrium population of state $|n\rangle$, which may be given by a Boltzmann distribution, $p_n = e^{-E_n/k_B T}/(\sum_m e^{-E_m/k_B T})$, or by the solution of the corresponding rate equations in the case of a transport setup. The evolution of the expectation value of the operators $\sigma_{nm} = |n\rangle\langle m|$ to first order in the coupling $g_z$ reads

\[
\langle \sigma_{nm} \rangle = -i(E_n - E_m)\langle \sigma_{nm} \rangle - \sum_{n',m'} J_{nm,n'm'}\langle \sigma_{n'm'} \rangle - ig_z \langle \langle a \rangle \epsilon + \langle a^\dagger \rangle \epsilon^* \rangle d_{nm}(p_{n'} - p_n). \tag{2}
\]

Here, we have introduced decoherence processes via the matrix elements $J_{nm,n'm'}$. In frequency space, this constitutes, in general, a system of coupled linear equations for the susceptibilities, defined as

\[
\mathbf{\chi}(\omega) = \mathbf{\chi}_{\text{int}}(\omega) + \mathbf{\chi}_{\text{int-cav}}(\omega), \tag{3}
\]

where $\mathbf{\chi}_{\text{int-cav}}(\omega)$ represents the coupling of the non-interacting system and cavity, and $\mathbf{\chi}_{\text{int}}(\omega)$ is the system susceptibility.

\[
\mathbf{\chi}_{\text{int-cav}}(\omega) = \sum_{nm,n'm'} J_{nm,n'm'} \delta(E_n - E_m - \omega), \tag{4}
\]

and

\[
\mathbf{\chi}_{\text{int}}(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \mathbf{\chi}_{\text{int-cav}}(\omega') \mathbf{\chi}_{\text{int-cav}}^\dagger(\omega' + \omega). \tag{5}
\]

\[
\mathbf{\chi}_{\text{int}}(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \mathbf{\chi}_{\text{int-cav}}(\omega') \mathbf{\chi}_{\text{int-cav}}^\dagger(\omega' + \omega), \tag{6}
\]
The strong coupling regime for the interaction between a qubit and a cavity implies a coupling rate \( g \) larger than the decoherence rates of both the qubit (\( \gamma_c \)) and the photon (\( \gamma_p \)). The experimental achievement of strong coupling (\( g \sim \gamma_c, \gamma_p \)) between a spin qubit in a QD and a superconducting cavity has confirmed that the concept of a spin-based quantum computer with photon-mediated interactions is feasible. The demonstrations in Refs. 54, 55, and 67 treat a single electron spin qubit delocalized within a double QD and under the influence of a magnetic field gradient perpendicular to the main quantization axis of the spin, while the demonstration does not require magnetic fields but employs an exchange-only (three-electron) spin qubit in a triple QD. In both cases, the spin qubit acquires an electric dipole moment that interacts with the cavity electric field. In the single electron case, the strength of this dipole coupling can be tuned by controlling the energy difference between the charge qubit tunnel splitting \( 2t_c \) and the magnetic Zeeman splitting \( g \mu_B B \) and allows for a compromise between a charge qubit with a short coherence that couples strongly to cavity photons and a much protected pure spin qubit with negligible coupling to cavity photons. The coupling strength of the low-energy spin qubit to the cavity can be calculated exactly by a simple diagonalization of the double QD electronic Hamiltonian, and for a symmetric double QD (\( \epsilon = 0 \)), it reads \( g_c = g_c \sin(\phi_{\pm}/2) \), with the spin-charge mixing angles \( \phi_{\pm} = \arctan(g \mu_B B_{z}/(2t_c \pm g \mu_B B_{z})) \). It turns out that there is an optimal point for coherent spin–photon coupling in terms of the relation between the interdot tunnel coupling and the externally applied magnetic field. This is summarized in Fig. 3(a), where we show the coupling strength \( g_c \) of the low-energy spin qubit to the cavity as a function of \( t_c \) for \( \epsilon = 0 \) and the ratio between the coupling strength \( g_c \) and the total decoherence rate \( \gamma_c + \gamma_p \), which has a maximum at the optimal point. The dotted black line corresponds to the same ratio for a charge qubit. This comparison is valid under the assumption that the decoherence rate of the spin qubit \( \gamma_c \) is dominated by the effects of the hybridization with charge, while \( \gamma_p = 1/T_2c \) is the total charge decoherence rate, the inverse of the charge decoherence time \( T_2c \). In the middle region around \( 2t_c \approx 25 \mu eV \), the advantage obtained by using the electron spin with its long coherence time overcompensates the concomitant loss in spin coherence due to spin–charge hybridization.

Spin–cavity interaction can be probed by tuning the spin qubit into resonance with the cavity mode, injecting a microwave tone into the cavity, and observing its transmission coefficient. In Fig. 3(b), we show the cavity transmission coefficient \( A \) as calculated using input–output theory, as a function of the detuning \( \Delta_0 = \omega_c - \omega_p \), indicating strong spin–photon coupling. The two lines correspond to different values of the charge–photon coupling \( g_c/2\pi = (40, 80) \) MHz.
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**FIG. 3.** (a) Coupling strength \( g_c \) (solid purple line) as a function of the tunnel splitting \( 2t_c \) for a fixed magnetic field profile; \( g \mu_B B_{z} = 24 \mu eV \) and \( g \mu_B B_{z} = 2.2 \mu eV \). Also shown are the ratios between the coupling and decoherence for the spin (dashed orange line) and charge (dotted black line) qubit, for \( g_c/2\pi = 50 \) MHz, \( \gamma_c/2\pi = 5 \) MHz, and \( \gamma_p/2\pi = 1.5 \) MHz. (b) Vacuum Rabi splitting peaks in the cavity transmission A as a function of detuning \( \Delta_0 = \omega_c - \omega_p \), indicating strong spin–photon coupling. The two lines correspond to different values of the charge–photon coupling \( g_c/2\pi = (40, 80) \) MHz.
nanostructure, the nature of the low lying valley states, e.g., in silicon-based systems, may change from one QD to the other,\textsuperscript{57} which results in inter-valley tunnel coupling and, therefore, the possibility to define a valley-orbit qubit that has been proven to couple strongly to the cavity photons.\textsuperscript{58} It was theoretically predicted\textsuperscript{57} and experimentally confirmed\textsuperscript{58} that the low lying valley features, not only valley splitting but also intra- and inter-valley tunnel couplings, of a few electron silicon QD systems are accessible in a hybrid circuit QED system since they generate a fingerprint on the cavity transmission. This complete information on valley features without the need of a magnetic field makes this scheme attractive in comparison to conventional magneto-spectroscopic approaches.\textsuperscript{21,22}

What are the prospects of hybrid superconductor–semiconductor systems for quantum technology? Once the strong coupling between different spin qubits and superconducting cavities had been demonstrated, another important challenge emerged: to demonstrate spin qubit interactions mediated by cavity photons, in a similar way as previously achieved for superconducting qubits\textsuperscript{68,85} and double QD charge qubits.\textsuperscript{57,69,82} An important milestone in this direction was to tune two spin qubits simultaneously into resonance with the cavity and observe a collectively enhanced splitting in a transmission experiment.\textsuperscript{58}

The advantage of using the spin rather than the charge is twofold: (i) the spin–cavity coupling can be turned off by increasing the tunnel coupling, therefore maintaining the qubit in a sweet spot protected from charge noise and (ii) the spin-qubit approach holds the potential of reducing the spin–charge mixing, with the corresponding reduction on spin–photon coupling $g_c$ and spin qubit linewidth $\gamma_c$, such that eventually the condition $\gamma_c/2<\kappa/2$, for which cavity-mediated two-qubit gates and readout fidelities are maximized for the device, is fulfilled.\textsuperscript{58} This optimization demands a relatively small degree of spin-charge mixing, in order to make the spin decoherence rate comparable to the Purcell relaxation rate. Therefore, experiments that attempt to demonstrate this effect would greatly benefit from the use of isotopically purified silicon.\textsuperscript{7}

Recent theory work concludes that two-qubit gates mediated by cavity photons are capable of reaching fidelities exceeding 90\%, even in the presence of charge noise at the level of 2 $\mu$eV.\textsuperscript{58} Since the fidelity is limited by the cooperativity $C=g^2/\gamma_c\kappa$, improvements are possible via increasing the double QD-cavity coupling $g_c$ or reducing the spin qubit and/or photon decoherence rates $\gamma_c$ and $\kappa$. To increase the coupling rate, superconducting cavities with higher kinetic inductance, which are to some extent resilient to the magnetic field, are available.\textsuperscript{69,80} Improvements in the photon decay rate are possible via Purcell filters and improved cavity designs if one relies on separate superconducting cavities for readout or gate-based readout.\textsuperscript{7}\textsuperscript{34,35} Reducing the spin qubit decoherence rate may be the most challenging, but one could try to reduce phonon emission\textsuperscript{2} and work at high-order sweet spots to reach a stronger protection against charge noise.\textsuperscript{7,81}

The use of hybrid architectures, embedding semiconductor qubits in superconducting cavities, could potentially be an issue concerning the miniaturization and scaling. In this context, to truly harness the small size of the semiconductor qubits, one could benefit from the recent advances in the fabrication of QD arrays to increase the size of the computing nodes.\textsuperscript{23,37–103} To this end, it is important to investigate short-distance coupling between spin qubits that have been proven to couple to cavity photons.\textsuperscript{104} Moreover, QD arrays allow for the exploration of new proposed qubits that couple to cavities but are more protected from decoherence such as the quadrupolar exchange only spin qubit.\textsuperscript{105}

Eventually, for optimally controlled operations and for large-scale devices based on silicon, it will be necessary to have a microscopic understanding and control of the valley features.\textsuperscript{85,106} Alternatively, some researchers are considering a shift from the conduction to the valence band since holes in silicon and germanium reside in a single non-degenerate valley.\textsuperscript{57,107} Interestingly, holes also have a relatively strong spin–orbit interaction, which is particularly pronounced in germanium, an effect that could substitute the external micromagnets.\textsuperscript{108–112}

Recent works have explored further superconducting–semiconductor hybrid quantum systems containing also superconducting qubits. They employ a general circuit QED architecture to demonstrate a coherent interface between semiconductor and superconducting qubits.\textsuperscript{113,114} In the future, superconducting cavities may, on the one hand, act as connectors between like qubits and, on the other hand, bridge between vastly different quantum systems.

This work was supported by ARO through Grant No. W911NF-15-1-0149 and the DFG through the Collaborative Research Center SFB 767.

DATA AVAILABILITY

Data sharing is not applicable to this article as no new data were created or analyzed in this study.

REFERENCES

1. R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha, and L. M. K. Vandersypen, Rev. Mod. Phys. 79, 1217 (2007).
2. D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120 (1998).
3. J. Levy, Phys. Rev. Lett. 89, 147902 (2002).
4. J. Kyriakidis and G. Burkard, Phys. Rev. B 75, 115324 (2007).
5. Z. Shi, C. B. Simmons, J. R. Prance, J. K. Gamble, T. S. Koh, Y.-P. Shim, X. Hu, D. E. Savage, M. G. Lagally, M. A. Eriksson, M. Friesen, and S. N. Coppersmith, Phys. Rev. Lett. 108, 140503 (2012).
6. D. P. DiVincenzo, D. Bacon, J. Kempe, G. Burkard, and K. B. Whaley, Nature 408, 339 (2000).
7. P. A. Zwanenburg, A. S. Dzurak, A. Morrello, M. Y. Simmons, L. C. L. Hollenberg, G. Klimeck, S. Rogge, S. N. Coppersmith, and M. A. Eriksson, Rev. Mod. Phys. 85, 961 (2013).
8. C. Kloeckl and D. Loss, Annu. Rev. Condens. Matter Phys. 4, 51 (2013).
9. D. D. Awschalom, L. C. Bassett, A. S. Dzurak, E. L. Hu, and J. R. Petta, Science 339, 1174 (2013).
10. M. Veldhorst, J. C. C. Hwang, C. H. Yang, A. W. Leenstra, B. de Ronde, J. P. Dehollain, J. T. Muhonen, F. E. Hudson, K. M. Itoh, A. Morrello, and A. S. Dzurak, Nat. Nanotechnol. 9, 981 (2014).
11. K. Takeda, J. Kamioka, T. Otsuka, J. Yoneda, T. Nakajima, M. R. Delbecq, S. Amaha, G. Allison, T. Kodera, S. Oda, and S. Tarucha, Sci. Adv. 2, e1600694 (2016).
12. J. Yoneda, K. Takeda, T. Otsuka, T. Nakajima, M. R. Delbecq, G. Allison, T. Honda, T. Kodera, S. Oda, Y. Hoshi, N. Usami, K. M. Itoh, and S. Tarucha, Nat. Nanotechnol. 13, 102 (2018).
13. C. Yang, K. Chan, R. Harper, W. Huang, T. Evans, J. Hwang, B. Hensen, A. Laucht, T. Tanitu, F. Hudson et al., Nat. Electron. 2, 151 (2019).
14. M. Veldhorst, C. H. Yang, J. C. C. Hwang, W. Huang, J. P. Dehollain, J. T. Muhonen, S. Simmons, A. Laucht, F. E. Hudson, K. M. Itoh, A. Morrello, and A. S. Dzurak, Nature 526, 410 (2015).
A. Rossi, R. Zhao, A. Dzurak, and M. Gonzalez-Zalba, Appl. Phys. Lett. 116, 190502 (2020); doi: 10.1063/5.0004777

Published under license by AIP Publishing