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ABSTRACT The disassembly industry is still labor-intensive, and for the disassembly of products with similar assembly structures, achieving mixed disassembly of these products on the same disassembly line is a more economical solution and very popular in disassembly companies. When large-volume end-of-life (EOL) products are disassembled on the two-sided disassembly line, there is uncertainty in the disassembly time during the disassembly process due to the differences in the recovery quality of EOL products. Therefore, a stochastic mixed-integer programming model is formulated that considers workstation activation cost, workload smoothness index between workstations, and total hazard index considering the order of hazardous task removal. Then, a multi-objective genetic flatworm algorithm is developed in which two different mechanisms for new individual generation are embedded, namely the flatworm genetic operations and the regeneration operations. The effectiveness of the model and the efficiency of the algorithm are verified by the disassembly cases of the printer and the classical mixed-model on the two-sided disassembly line. Finally, the proposed model and algorithm are applied to the disassembly of multiple types of cars, which proves their practical industrial application value.

INDEX TERMS Two-sided disassembly line, mixed-model, genetic flatworm algorithm, stochastic time.

I. INTRODUCTION

With the rapid development of science and technology, the lifecycle of products is constantly shortened. Many products are rapidly eliminated due to outdated functions or scrapped, more and more waste is generated [1]. This is particularly prominent for China, as the manufacturing center of the whole world. The government proposed to comprehensively promote cleaner production, develop the circular economy, improve the efficiency of resource recycling, and build a green manufacturing system in “made in China 2025” [2]. To solve these problems, improve resource utilization and protect the environment, it is necessary to vigorously implement sustainable waste utilization and manufacturing technologies. Remanufacturing is the manufacturing of end-of-life (EOL) products as raw materials, not only can effectively save energy and resources, but also can greatly reduce production costs. Disassembly should be carried out precede remanufacturing by removing valuable parts from the EOL products. In recent years, the paced disassembly line has had a great efficiency advantage in handling a large number of EOL products to be disassembled.

When disassembly is performed, the parts that make up the EOL products not only have disassembly priorities among themselves, but some may also carry toxic residues. How to assign the disassembly tasks to the stations on the disassembly line in the proper order to achieve the optimal disassembly goals under these constraints is called the disassembly line...
balancing problem (DLBP) [3], which was first proposed
by Gupta et al. and has attracted a lot of attention from the
disassembly industry.

The layout of the disassembly line is mainly in the form
of straight [4], U-shaped [5], parallel [6]. The workstations
on these types of disassembly lines are arranged on one side
and are particularly suitable for the disassembly of waste
washing machines, microwave ovens, and other white and
black household appliances, whose volumes are relatively
small. For large-volume refrigerators and cars, the above-
mentioned disassembly lines are not as efficient and cost-
effective, which makes the two-sided disassembly line an
efficient alternative. Kucukkoc [7] described the two-sided
disassembly line problem and modeled it mathematically for
the first time. Wang et al. solved the partial disassembly
problem of EOL printers using the two-sided disassembly line [8].
Liang et al. [2], [9] studied the complex execution constraints
and fuzzy operation time problems in the two-sided disassem-
by lines, respectively. All of these cases directly illustrate the
efficiency and cost advantages of the two-sided disassembly
line for dealing with large-volume EOL products.

DLBP is mainly divided into two main types according
to the different research objectives. The first type (DLBP-I)
is to determine the minimum number of workstations for
a given cycle time, which is usually carried out during the
design and installation stage for the disassembly industry.
The second type (DLBP-II) is to minimize the cycle time
with a fixed number of stations, which is usually optimized
for the existing line to improve the disassembly flexibil-
ity [10]. Almost all research on DLP is devoted to Type-I
and extended the optimization goals to other aspects based
on this to make it more realistic for disassembly companies.
Ren et al. [11] studied the total disassembly revenue and
cost. Wang et al. [12], [13] studied the disassembly energy
consumption, workload smoothness among the stations, and
disassembly profit. EDIS [14] additionally optimized the
goals of disassembly direction changes, total demand index,
and hazard index. More details of the research objectives can
be found in the recent literature review [15].

Different from assembly line balancing issues, parts of
EOL products with disassembly may have physical defects
or functional defects, or both, causing many uncertainties
in the disassembly process, the most intuitive manifestation
of which is that the disassembly time is not a constant value,
but a certain amount of fluctuation. Alavidoost et al. [16],
Zhang et al. [17], and Kalayci et al. [18] expressed the task
disassembly time as a triangular fuzzy number, and [2] intro-
duced the $\alpha$-cut sets to enrich the diversity of fuzzy disassem-
by model cases. In recent studies, [6], [19]–[21] simulated
the uncertainty disassembly time as a number that conforms
to a normal random distribution so that the workload of each
workstation does not exceed the cycle time constraint with
different confidence levels.

DLBP was proved to be an NP-complete problem [22].
There are two main ways to solve it since the problem was
proposed. At the beginning of the research, due to the small
size of the DLBP disassembly task, the desired results can be
obtained in a short time by using mixed-integer linear pro-
gramming and branch-and-bound methods [23]. Li et al. [24]
proposed a branch, bound, and remember method to solve
the simple DLBP recently. With the increase of the scale
of DLBP, the exact methods cannot give acceptable disas-
sembly solutions in a reasonable time, and heuristic methods
and metaheuristic algorithms were proposed [25]. Typical
methods include genetic algorithm [7], ant colony optimiza-
tion [26], particle swarm optimization [27], [28], simulated
annealing algorithm [29], [30], artificial bee colony [31], [32]
and variable neighborhood search [1]. Recently, some new
algorithms, such as memetic algorithm [33], whale optimiza-
tion algorithm [34], flower pollination algorithm [35], migrat-
ing birds optimization algorithm [36], non-dominated sorting
genetic algorithm [37], etc., have also efficiently solved the
DLBP in large-scale.

Some scholars have also studied the robot disassembly
line [25], [30], but in practice, the disassembly industry is
still labor-intensive, and disassembly shops usually have only
a limited number of paced disassembly lines. For disassem-ly of EOL products that are similar in terms of assembly
structure, a more economical solution is to achieve mixed
disassembly of these products on the same disassembly line.
Especially for large-volume of EOL products with different
kinds of individual configurations, when disassembled
on two-sided disassembly lines, the disassembly tasks may be
different due to differences in part configurations, or the
disassembly of the same part may lead to different operating
times due to the different quality of EOL products. For ex-
ample, various brands of decommissioned vehicles, some have
sunroofs and some do not. Some hood bolts may be corroded
and will result in longer disassembly times. However, to the
best of the author’s knowledge, only Mutlu et al. [33] have
studied the balancing of mixed-model two-sided disassembly
line problem (M-TDLPB), whose model not only ignores the
uncertainty of the part removal time but also optimizes only
the total number of opened stations.

In view of the fact that the mixed-mode two-sided line
is very popular in real disassembly companies because of
the great flexibility it exhibits in the face of disassembly of
EOL products with similar structures, and that there is less
related research work, this paper further complements and
improves the research in this area. The main contributions are
as follows.

1) A mixed-integer programming (MIP) model is
formulated for the stochastic mixed-mode two-sided
disassembly line problem (SM-TDLPB). The model
considers both the cost of opened stations, the workload
smoothness index among workstations, and the total
hazard index considering the removal sequence of
hazard tasks.

2) A multiobjective genetic flatworm algorithm (GFA)
for solving SM-TDLPB is developed, in which two
different mechanisms for generating new individuals,
the flatworm genetic operation and the regeneration
operation, are embedded to improve the efficiency of solving SM-TDLBP.

3) Providing rich case information for the SM-TDLBP study. Includes not only modifications of cases from existing literature, but also data and information on disassembly of actual mixed EOL vehicles.

The rest of this paper is structured as follows. Section II describes the problem and formulates the MIP model of SM-TDLBP. Section III explains the proposed multiobjective genetic flatworm algorithm, and then Section IV gives computational examples to validate the performance of the proposed model and algorithm. The last section discusses the conclusions, including directions for further research.

II. PROBLEM DESCRIPTION AND MATHEMATICAL MODEL FOR SM-TDLBP

A. MIXED-MODEL TWO-SIDED DISASSEMBLY LINE

In the layout of the two-sided disassembly line, workstations are arranged on both sides of the intermediate conveyor belt, forming two separate work areas on the left and right sides. The two workstations directly facing each other are called a mated-station [7], and each workstation is equipped with the appropriate operator and disassembly tools as needed. The workstation on the left side can only disassemble those parts of the EOL product that are to the left, as is the workstation on the right. If multiple incoming EOL products with similar structure are disassembled in a mixed flow on the running paced two-sided disassembly line, then is called the mixed-model two-sided disassembly line.

Each EOL model has its task disassembly precedence relationship (DPR), and all DPRs can be combined into a joint disassembly precedence diagram. It should be pointed out that there is no DPR conflict for the same disassembly task contained in different models.

The disassembly quantity for each EOL product during the scheduled disassembly planning period is generally different, and to simplify the problem formulation, it is assumed that the disassembly quantity of each EOL model is equal.

B. STOCHASTIC DISASSEMBLY TIME

To facilitate the presentation of SM-TDLBP, the notations used (including indices, parameters, decision variables, and indicative variables) are summarized in the Appendix.

Assuming that all the task disassembly time in each model follows an independent normal distribution, and the mean value and variance are known, denoted as $t_{im} \sim N(\mu_{im}, \sigma_{im}^2)$. To handle stochastic task times, Özcan et al. [38] proposed a simplified treatment that uses the additive property of independent normal random distributions to determine the magnitude of each other. However, the maximum of two normal variables is not normally distributed, Chiang et al. [39] and Tang et al. [40] improved this model by considering the joint probability that the workstations on both sides of the same mated-station are completed within the cycle time. The difficulty of the stochastic mix-model on the two-sided disassembly line lies in the handling of unfinished tasks.

If unfinished tasks can be completed without affecting the subsequent mated-stations, then the completion probability can be represented by formula (1), and all mated-stations can be treated individually [39], [40].

$$\text{Prob} \{ T_{jm} \leq CT \} \geq \alpha \quad \forall j \in J, m \in M$$  \hspace{1cm} (1)

If the disassembly line must be stopped in order to wait for the unfinished task to complete, then all subsequent mated-stations will be affected, and formula (2) is adopted to handle the completion probability under this condition.

$$\prod_{j \in J} \text{Prob} \{ T_{jm} \leq CT \} \geq \alpha \quad \forall m \in M$$  \hspace{1cm} (2)

Let $\Phi$ be the probability density function of the standard normal distribution. Clearly, the joint probability of any two tasks being assigned to each side of the same mated-station to be completed without exceeding the cycle time constraint is greater than the probability of them being assigned to the same station.

$$\Phi \left( \frac{CT - \mu_{im}}{\sigma_{im}} \right) \cdot \Phi \left( \frac{CT - \mu_{hm}}{\sigma_{hm}} \right) \geq \Phi \left( \frac{CT - \mu_{im} - \mu_{hm}}{\sqrt{\sigma_{im}^2 + \sigma_{hm}^2}} \right) \forall i, h \in I, m \in M$$  \hspace{1cm} (3)

C. OBJECTIVES AND CONSTRAINTS

A mathematical model for the stochastic two-sided partial disassembly line balancing problem was given by Chiang et al. [39] and Tang et al. [40]. Based on this, the MIP model of the stochastic mixed-model two-sided disassembly line balancing problem can be constructed as shown below.

$$\min f_1 = \max \left\{ \sum_{j \in J} \left( \beta \cdot 2N_{jm}^2 + N_{jm}^1 \right) \right\}_{m \in M}$$  \hspace{1cm} (4)

$$\min f_2 = \sum_{m \in M} \frac{1}{m} \left\{ \sum_{j \in J} (T_{jm} - CT)^2 / \sum_{j \in J} (N_{jm}^1 + N_{jm}^2) \right\}$$  \hspace{1cm} (5)

$$\min f_3 = \sum_{i \in I} \sum_{m \in M} h_i \cdot (t^i_{im} + t^f_{im}) / 2CT$$  \hspace{1cm} (6)

Three objectives need to be optimized in SM-TDLBP. The workstation activation cost is expressed by formula (4), which is used to calculate the number of opened workstations to meet the demand of all disassembly EOL products. $\beta$ is the sharing coefficient of disassembly equipment and tools in a mated-station, which is set to 0.8. For the workstation with only one side is utilized, the coefficient is 1. Therefore, the lower the starting cost of the workstation, the better. The weighted smoothness index is designed to measure the load deviation between mated-stations and it is calculated by the formula (5). The smaller the smoothness index means the smaller the load deviation between different mated-stations, and 0 is the ideal state. The total hazard index of EOL products is calculated by the formula (6), which is related not
only to the number of each EOL product to disassemble, and the hazard degree of each task, but also related to the disassembly sequence of the hazardous tasks. \((t_{im}^p + t_{im}^f)/2CT\) is the penalty coefficient indicating that tasks with a higher hazard level will also have a higher hazard index if the later they are removed. The lower hazard index is more preferred.

The following constraints need to be met when assigning disassembly tasks to workstations.

\[
\sum_{j \in J} \sum_{k \in K(i)} x_{ijk} = 1 \quad \forall i \in I \tag{7}
\]

\[
\sum_{j \in J} \sum_{k \in K(g)} j \cdot x_{gjk} \leq \sum_{q \in J} \sum_{k \in K(h)} q \cdot x_{hqk} \quad \forall h \in I - P_0, g \in P(h) \tag{8}
\]

\[
\sum_{j \in J} x_{ijk} \cdot \mu_{im} \leq CT \quad \forall j \in J \tag{9}
\]

\[
t_{im}^p + \psi(1 - \sum_{k \in K(h)} x_{hjk}) + \psi(1 - \sum_{k \in K(g)} x_{gjk}) \geq t_{gm}^f \quad \forall h \in I - P_0, g \in P(h), j \in J, m \in M \tag{10}
\]

\[
t_{gm}^f + \psi(1 - x_{gjk}) + \psi(1 - x_{gjk}) + \psi(1 - y_{gjk}) \geq t_{im}^p \quad \forall (i, g) \in NPR, j \in J, m \in M, k \in K(i) \cap K(g) \tag{11}
\]

\[
t_{im}^f + \psi(1 - x_{ijk}) + \psi(1 - x_{gjk}) + \psi(1 - y_{gjk}) \geq t_{gm}^f \quad \forall (i, g) \in NPR, j \in J, m \in M, k \in K(i) \cap K(g) \tag{12}
\]

\[
\mu_{im} \geq 0 \quad \forall i \in I, m \in M \tag{13}
\]

\[
\sigma_{im}^f \geq 0 \quad \forall i \in I, m \in M \tag{14}
\]

Among the constraints, formula (7) ensures that each disassembly task can only be assigned to exactly one station. Formula (8) indicates that the DPR constraint is satisfied. Formula (9) controls the disassembly completion time of any task on the station that does not exceed the cycle time. Formula (10) ensures that any two disassembly tasks with DPR must be satisfied when they are assigned to the same workstation or two different workstations in a mated-station. The formula adopts the fact that there is no overlap between the start disassembly time and the completion disassembly time between the two tasks. For tasks \(g\) and \(i\), if there is no DPR between them, they can theoretically be disassembled in any order. When they are assigned to the same workstation, the order for disassembly between them should be specified. Formula (11) indicates that task \(i\) is operated before task \(g\), and formula (12) indicates that task \(i\) is disassembled after task \(g\). When they are assigned to different workstations, a positive infinity integer is used to relieve the constraints between each other. Formula (13) indicates that the mean disassembly time for any task is a nonnegative value, and 0 means that the disassembly task does not exist. Formula (14) indicates that the variance of disassembly time for any task is a nonnegative value, and 0 means that the disassembly time is deterministic.

D. AN EXAMPLE

A stochastic mixed-model two-sided disassembly example is provided here, which is modified from Ozcan et al. [41]. It can be seen that a total of 16 tasks need to be completely disassembled on the joint disassembly precedence diagram, and Table 1 illustrates the disassembly order between tasks, disassembly direction, hazard degree, and disassembly time. The hazard degree is specified between 0 and 0.5 to simulate different impacts on the environment. The mean disassembly time is directly obtained from Ozcan et al. [41], and the task variance is randomly generated between 0 and 1/16 times the mean. There are two types of models A and B that need to be disassembled, and the tasks that need to be disassembled are not exactly the same in models A and B. For example, Model A does not have tasks 12, 9, and 4, while Model B does not have tasks 5, 3, and 1. Even for the same tasks of different models, their disassembly times are not exactly the same. For example, the disassembly time for task 6 on model A is \((4,0.14)\), while it is \((8,0.76)\) on model B. In the disassembly direction constraint, \(L\) means that the task can only be operated on the left station, \(R\) means the right, and \(E\) denotes that can be disassembled in the workstation on either side of the disassembly line.

Under the premise of satisfying the constraints of DPR, disassembly direction, and cycle time, all disassembly tasks of models A and B are assigned to the workstations on the line, and One of the disassembly schemes is shown in Fig. 1. The cycle time of this example is set to 18 time units, and the confidence level is 0.9.

| Task | Immediate successors | Direction | Hazard degree | Stochastic task time |
|------|----------------------|-----------|---------------|---------------------|
| 16   | 13                   | E         | 0             | (4,0.24)           |
| 15   | 12,11                | E         | 0.2           | (3,0.1)            |
| 14   | 11                   | E         | 0             | (4,0.12)           |
| 13   | 10,9                 | E         | 0.5           | (6,0.54)           |
| 12   | 9                    | L         | 0             | (5,0.78)           |
| 8    | 7                    | E         | 0.3           | (6,0.9)            |
| 10   | 7                    | R         | 0             | (4,0.51)           |
| 9    | 7                    | R         | 0             | (5,0.44)           |
| 8    | 7                    | E         | 0             | (4,0.62)           |
| 6    | 3                    | L         | 0.4           | (4,0.14)           |
| 5    | 2                    | R         | 0             | (8,0.2)            |
| 4    | 1                    | E         | 0.3           | 0                  |
| 3    | 1                    | L         | 0             | (2,0.22)           |
| 2    | -                    | E         | 0             | (5,0.21)           |
| 1    | -                    | E         | 0             | (6,0.33)           |

FIGURE 1. A feasible disassembly scheme.
In the disassembly scheme in Fig. 1, three mated-stations are utilized to complete all the disassembly tasks of models A and B. It is worth noting that there are two types of idle time in this disassembly scheme. The first type is the time left after the task is completed on the workstation, and the other is caused by the DPR constraint between tasks, which is called sequence-dependent idle time. For example, for model B, task 11 is the immediate successor of tasks 14 and 15, yet task 11 follows immediately after task 15 because task 15 takes longer to disassemble than task 14.

III. GENETIC FLATWORM ALGORITHM

The flatworm algorithm (FA) was first proposed and applied to the disassembly sequence planning problem by Tseng [42]. The algorithm mainly simulates the process of individual growth, splitting and regeneration to produce new individuals when the flatworms in nature encounter stimuli and retains the best individuals through a penalty mechanism to promote the population’s continuous optimization until convergence. The process of generating new individuals through partial tissue regeneration is one of asexual reproduction. However, in addition to producing new individuals by tissue reproduction, most of them can also reproduce sexually through self-fertilization or hetero-fertilization to generate individuals with a richer gene pool. Among evolutionary intelligence algorithms, the genetic algorithm (GA) can particularly reflect the great hybridization advantages of sexual proliferation through the crossover and mutation operations between gene fragments. Therefore, a hybrid model of GA and FA is introduced in this paper, called the genetic flatworm algorithm (GFA), whose computational flow chart is detailed in Fig. 2, and each part of the proposed algorithm is illustrated in the next.

There are two main categories of parameter initialization: one is parameters related to each disassembly product itself, such as the fields in Table 1. The second is the parameters required by the algorithm, such as the total of iterations and population size, which are introduced in Section IV.

A. SOLUTION ENCODING AND DECODING

Efficient and reasonable individual encoding is not only a prerequisite for population construction but also the key to solving the SM-TDLBP, which needs to satisfy the following two requirements: firstly, it must ensure that the individual encoding is a feasible disassembly sequence, that is, it does not violate any DPR constraints. Secondly, it can perform the genetic operation and flatworm regeneration process stably, accurately and efficiently.

Task sequence-oriented encoding techniques are employed, where each gene of an individual represents a disassembly task with a length equal to the total number of tasks in the joint disassembly relationship graph. A feasible encoding scheme is depicted in Fig. 3. The number in the circle represents the disassembly task, the red color indicates that the disassembly task is hazardous to the environment, and the letter above the task indicates its initial preferred disassembly direction.

It should be noted that the disassembly direction for type E in the coding scheme is not specified to be left or right, but is determined dynamically during decoding.

When decoding, Clark’s approximation method [39], [40], [43] is used to approximate the probability of completion time. The detailed decoding procedures are as follows:

Step 1: Start decoding and open the first mated-station.
Step 2: For each model, judge whether all tasks in the encoding individual have been assigned to the mated-station. If so, skip to step 6. Otherwise, go to step 3.
Step 3: Take the first task in the encoding individual as the active task to be assigned. If the cycle time is satisfied, go to step 4. Otherwise, skip to step 5.
Step 4: If the current task has a clear disassembly direction (L or R), assign it to the left or right side of the mated-station. If E, the current task can be randomly assigned to the left or right of the mated-station. After the assignment, the current task is removed from the encoding individual.
Step 5: Close the current mated-station and open a new one. Then skip to step 2 to continue.
Step 6: The decoding process is finished and the decoding result is output.

After decoding, the final actual disassembly direction of the individual is determined as shown below the task in Fig. 3, and the corresponding decoding result is shown in Fig. 1.
flatworm genetic operations and subpopulation II performing the flatworm regeneration processes.

B. THE GENETIC OPERATIONS
The genetic operations of flatworms in the subpopulation I mainly consists of crossover and mutation. All individuals in the subpopulation are involved in the crossover operation to ensure the diversity of feasible solutions. At the same time, in order to prevent falling into random search and to retain the good individuals, the individuals after crossover participate in mutation with adaptive mutation probability.

1) THE CROSSOVER
A technique of mapping information fragments between two gene loci is applied to the crossover operation. An example is illustrated in Fig. 4, and the specific procedures are described below.

Step 1: Two different individuals are randomly selected as parents in subpopulation I.

Step 2: Then two genetic loci are randomly selected as the crossover points. Gene locus 7 and 12 are selected in Fig. 4.

Step 3: Taking P1 as the parental individual and P2 as the reference individual, the gene fragments on the left and right sides of the crossover points are kept unchanged. Intercepting the gene fragment between the crossover points of P1, and \{10, 8, 6, 3, 9, 7\} is obtained, then finding the corresponding gene fragment of this fragment in P2 separately, ensuring that its position index is sorted from smallest to largest, and then \{8, 6, 9, 10, 7, 3\} is obtained. Swapping these two gene fragments to get the offspring 1, denoted as O1.

Step 4: Similarly, setting P2 as the parental individual and P1 as the reference individual, repeat step 3 will get O2.

2) THE MUTATION
The mutation probability \(P^m\) is set to \(P^m_{\text{max}} - \frac{l}{l_{\text{max}}} \cdot (P^m_{\text{max}} - P^m_{\text{min}})\) to ensure that the mutation probability is larger at the start to get as many feasible solutions, while the mutation probability gradually decreases as the iteration proceeds to ensure the stability of the solution and gradually converge to the optimal.

The mutation case of O1 obtained after the crossover is depicted in Fig. 5. First, a mutation task is randomly selected, assumed to be task 3. Then according to the DPR described in Table 1, the immediate predecessor and successor tasks are determined, which are task 6 and task 1 respectively. Finally, the position where task 3 can be inserted is after task 6 or 9 or 10, and before task 1. The mutation individual (M1) is obtained when is placed after task 9.

C. THE FLATWORM REGENERATION PROCESSES
The process of asexual proliferation of individual flatworms in nature is graphically depicted in Fig. 6. After the growth, a flatworm individual is cut and split into three parts: head, body, and tail. Then, after the regeneration process of tissue stem cells, the three flatworm tissues will grow into three complete flatworm individuals by their regenerative ability to grow the missing parts [42]. The flatworm individuals in the subpopulation II of the proposed algorithm can also simulate the above three processes.

1) THE GROWTH PROCESS
On the one hand, to simulate the principle of tissue stem cell proliferation with real flatworms, this paper assumes that the disassembly task on each gene locus is the basic unit of...
growth. On the other hand, a fixed growth probability is set to 0.1 to avoid the infinite growth of the encoded individual. An example of individual growth is depicted in Fig. 7. For an individual with 16 disassembly tasks, only two tasks are self-replicated separately, assuming that tasks 10 and 9 are selected randomly and growth occurs, then they are assigned to the reasonable locations of the original encoded individual according to the DPR constraint. Task 10 can be inserted after task 13 and before 7, while task 9 can only be inserted after 12 (the immediate predecessor tasks of 9 are 13 and 12, and task 12 is relatively backward in the encoding individual) and before task 7. The reproduced tasks maintain their original disassembly direction, and the grown individual becomes an infeasible disassembly sequence due to the self-replication tasks, but it makes organizational preparation for the next stage of splitting.

2) THE SPLITTING PROCESS
According to related theoretical studies, the grown flatworm can be cut to 1/279 the size of the body and still regenerate a complete flatworm [44]. If the encoded individual is cut too tiny in the splitting process, it will not be conducive to the preservation of excellent individuals in the regeneration process. Therefore, the probability of splitting is assumed to be equal to the probability of growth, and the splitting points are generated randomly.

Fig. 8 depicts the splitting process. Two split points are randomly generated after tasks 10 and 9, and the complete individual is cut into three parts: head, body, and tail.

3) THE REGENERATION PROCESS
The regeneration process mainly includes the following steps.

1) Make sure that the disassembly task is unique in each partial individual after the split. If a task is not unique, redundant tasks are randomly deleted.

2) For each segment of an individual, all the missing tasks are remembered according to the disassembly information. Then, these lost disassembly tasks are regenerated into one or more feasible disassembly sequences according to the DPR constraint.

3) Finally, the original fragments and the regenerated fragments are orderly spliced together to reconstruct a complete flatworm individual.

Taking the regeneration of the tail fragment in Fig. 9 as an example. The missing disassembly task set is \{6,8,10,11,12, 13,14,15,16\}, and during regeneration, the tasks with hazards can be prioritized for removal to accelerate convergence, the tasks in the set are sequenced as \{15,14,11,16,12, 13,8,6,10\}.

It is important to highlight that the regeneration process is considered to be instantaneous, regardless of the length of the original individual segment. In other words, there is no time difference in the regeneration process of three parts.

D. MULTIOBJECTIVE ELITE RETENTION METHOD
This paper minimizes the workstation activation cost, the disassembly line smoothness index and the total hazard index simultaneously, which has been proved in literature [2], [9] that there is a conflict among the objectives, that is, if one of the objectives is improved, it will cause the deterioration of the other objectives. Hence, SM-TDLBP is a multiobjective optimization problem.

To compare the quality of solutions, the concept of Pareto-domination is introduced. Taking the minimization problem as an example, suppose there are two feasible solutions \(X_1\) and \(X_2\), and \(f(X)\) as the corresponding objective value. If \(f(X_1) \leq f(X_2)\) is true for all objectives, and \(f(X_1) < f(X_2)\) is true in at least one objective, then \(X_2\) is said to be dominated by \(X_1\) or \(X_1\) performs better than \(X_2\). If a solution set is not dominated by any other feasible solutions, then the solution set is called the Pareto optimal solution [45]. The Pareto elite selection and retention strategy is to store a certain number of excellent solutions in new populations.

IV. NUMERICAL EXPERIMENTS VERIFICATION
In this section, the efficiency of the proposed multiobjective GFA is demonstrated by different cases of mixed-model two-sided disassembly line. All algorithms were coded in Matlab R2016a on Windows 7 with 3.6GHz CPU and 4GB RAM.

A. EXPERIMENTAL EVALUATION INDEX
In general, both heuristic and meta-heuristic optimization algorithms can only obtain a group of better approximate Pareto optimal solutions, and the quality evaluation of the solution set should take into account the convergence degree.
between the obtained Pareto optimal solutions with the true Pareto optimal solutions, the uniformity and extensiveness of the distribution in the target space, etc. The hypervolume (HV) metric is favored to evaluate the quality of the obtained Pareto optimal solutions, which was first proposed by Zitzler et al. [46], and HV denotes the volume of the hypercube enclosed by the individuals in the Pareto optimal solution set and the reference point in the target space [47]. Fig. 10 shows an example of HV calculation where the objectives are all maximized in three dimensions, where \( S_1, S_2, S_3, S_4, S_5 \) are the coordinates corresponding to the five Pareto optimal solutions, \( V_1, V_2, V_3, V_4, V_5 \) are the corresponding cube volumes, and the reference point is the coordinate origin, HV is equal to the sum of the volumes of the five small cubes.

According to the meaning of HV, if the Pareto optimal solution set \( PS_1 \) obtained by the algorithm of \( A_1 \) is better than \( PS_2 \) obtained by \( A_2 \), then the HV index of \( PS_1 \) will be greater than that of \( PS_2 \), and it can be further inferred that \( A_1 \) is more efficient than \( A_2 \). Based on the advantages of HV, it is also embedded in the proposed GFA as an elite individual retention strategy with the Pareto domination together.

### B. CASE ONE

Case one is taken from Wang et al. [8], who studied the disassembly of the single-model of a printer with 55 tasks on the two-sided disassembly line. The research assumes that the disassembly time of each task obeys a random normal distribution, and uses an improved multi-objective discrete flower pollination algorithm (IMOFPA) to obtain a set of Pareto optimal solutions. Obviously, this research is a special case of mixed-model disassembly. Meanwhile, the multi-objective GFA, FA, and IMOFPA are all population-based evolutionary algorithms, so the parameters, such as the population size and the maximum number of iterations, are kept consistent with those in IMOFPA and set to 100 and 200, \( P_{max} \) and \( P_{min} \) in GFA are set to 0.3 and 0.1, respectively. The confidence levels are set to 0.9, 0.95, and 0.975. Each algorithm is tested 5 times. Table 2 shows the average HV corresponding to the Pareto optimal solution at different cycle times and the minimum mean value for each objective.

As can be seen from Table 2, the mean HV obtained by IMOFPA is 4.28% smaller than those obtained by GFA on average, except for 3 which are the same. The mean HV obtained by FA is all smaller than those obtained by GFA, with the smallest gap of 2.92% when \( CT = 105 \) and \( \alpha = 0.9 \), and the largest gap is 15.2% when \( CT = 84 \) and \( \alpha = 0.975 \), indicating the effectiveness of embedding genetic operations into FA. From the perspective of each objective, the results obtained by IMOFPA and FA are both greater than or equal to those of GFA. The results show that the performance of

![FIGURE 10. Concept of the three-dimensional hypervolume (HV).](image-url)
the proposed GFA is better than FA and IMOFPA in solving SM-TDLBP.

C. CASE TWO

For case two, the disassembly tasks, disassembly directions, and the DPR between tasks are obtained from three different scale benchmark instances of assembly lines: two small-scale instances, P16 is taken from Lee et al. [48] and P24 from Kim et al. [49], one medium-scale instance, P65 is taken from Lee et al. [48], two large-scale instances, P148 is taken from Bartholdi [50] and P205 is from Lee et al. [48].

The disassembly time of each task in each model follows a normal distribution. The model types and disassembly times are from Özcan et al. [41], where the operating time for each task in each model is assumed as the mean disassembly time. The variances are randomly generated using the method from Özcan et al. [38]. That is, the low variance of each disassembly task is generated between 0 and \( \mu_{im}^2 / 4 \), and the high task time variance is between 0 and \( \mu_{im}^2 / 2 \). The hazard degrees of the hazard tasks are obtained from Liang et al. [9].

Five multi-objective algorithms are chosen for comparison: particle swarm optimization (PSO), artificial bee

| TABLE 2. Minimum results of printer disassembly of three algorithms. |
|----------------|----------------|----------------|----------------|----------------|
| CT  | \( \alpha \) | GFA | FA | IMOFPA |
|---|---|---|---|---|
| 60  | 0.9 | 15.7 | 19.8 | 19.3 |
| 95  | 15.7 | 19.8 | 19.3 | 19.3 |
| 96  | 15.7 | 19.8 | 19.3 | 19.3 |
| 70  | 0.9 | 15.7 | 19.8 | 19.3 |
| 95  | 15.7 | 19.8 | 19.3 | 19.3 |
| 96  | 15.7 | 19.8 | 19.3 | 19.3 |
| 84  | 0.9 | 15.7 | 19.8 | 19.3 |
| 95  | 15.7 | 19.8 | 19.3 | 19.3 |
| 96  | 15.7 | 19.8 | 19.3 | 19.3 |

| TABLE 3. Results of HV for six algorithms at the confidence level of 0.9. |
|----------------|----------------|----------------|----------------|----------------|
| Case | CT | GFA | NSG2 | ABC | SPEA | FA | PSO |
|---|---|---|---|---|---|---|---|
| P16 | 15 | 1.40 | 1.40 | 1.40 | 1.40 | 1.34 |
| 16 | 3.97 | 3.97 | 3.97 | 3.97 | 3.85 |
| 18 | 6.05 | 6.05 | 6.05 | 6.05 | 6.05 |
| 20 | 4.19 | 4.19 | 4.19 | 4.19 | 4.19 |
| 22 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 |
| 24 | 1.48 | 1.48 | 1.48 | 1.48 | 1.48 |
| 26 | 1.26 | 1.26 | 1.26 | 1.26 | 1.26 |
| 30 | 7.35 | 7.35 | 7.35 | 7.35 | 7.35 |
| 35 | 21.64 | 20.88 | 20.88 | 20.88 | 20.88 |
| 40 | 11.50 | 10.54 | 10.54 | 10.54 | 10.54 |
| P65 | 32 | 321.86 | 281.06 | 278.54 | 276.09 | 277.09 | 271.09 |
| 30 | 183.81 | 183.81 | 157.39 | 157.39 | 157.39 | 157.39 |
| 35 | 305.84 | 294.02 | 293.87 | 275.74 | 272.45 | 271.04 |
| 40 | 293.86 | 186.36 | 162.97 | 162.59 | 142.47 |
| 50 | 462.45 | 457.87 | 447.43 | 401.12 | 378.56 | 369.61 |
| 30 | 184.45 | 161.40 | 161.94 | 161.94 | 161.94 | 161.94 | 161.94 |
| 35 | 255.85 | 784.90 | 646.45 | 611.56 | 612.64 | 612.64 |
| 40 | 326.50 | 247.21 | 213.81 | 215.14 | 205.51 | 205.51 |
| 45 | 357.61 | 611.26 | 600.31 | 526.82 | 482.97 | 482.97 |
| 50 | 447.07 | 398.49 | 352.93 | 344.47 | 317.99 | 317.99 |
| 55 | 13 | 564.51 | 544.86 | 527.25 | 502.44 | 499.63 | 492.51 |
| 60 | 10 | 1307.24 | 1253.93 | 1173.70 | 1165.32 | 878.89 | 1002.50 |
| 65 | 13 | 3854.89 | 3516.65 | 3399.52 | 3255.51 | 2536.54 | 2440.00 |
| 70 | 1322 | 3087.41 | 2874.27 | 2780.10 | 2619.51 | 2038.26 |
| 75 | 1310 | 1965.77 | 1951.82 | 1919.23 | 1778.64 | 1431.90 | 1366.55 |
| 80 | 1601.95 | 2501.87 | 2338.85 | 2251.19 | 2161.97 | 1912.95 |
| 85 | 2597.22 | 2959.32 | 2441.71 | 2177.55 | 2062.42 | 1896.32 |
| 90 | 2077 | 1818.88 | 1621.09 | 1509.33 | 1506.51 | 1308.71 | 1194.71 |
| 95 | 2266 | 3922.39 | 3694.13 | 3512.31 | 3478.24 | 3211.01 | 2836.88 |
| 100 | 2454 | 1543.10 | 1012.17 | 943.79 | 916.70 | 814.36 | 779.58 |
| 105 | 2645 | 4053.15 | 3903.91 | 3878.69 | 3570.58 | 3387.16 | 2994.88 |
| 110 | 2832 | 4611.60 | 4585.37 | 4549.97 | 4467.28 | 4217.24 | 3637.08 |

5135.93 | 3087.53 | 3068.70 | 3032.70 | 3025.26 | 2541.83 |
### TABLE 4. Results of HV for six algorithms at the confidence level of 0.95.

| Case | CT | Low Variance |       |       |       |       |       |       |
|------|----|--------------|-------|-------|-------|-------|-------|-------|
|      |    | GFA          | NSGA2 | ABC   | SPEA2 | FA    | PSO   |       |
| P16  | 15 | 3.49         | 3.49  | 3.49  | 3.49  | 3.49  | 3.12  |       |
| 16   |    | 1.16         | 1.16  | 1.16  | 1.16  | 1.16  | 1.13  |       |
| 18   | 7.76| 7.76         | 7.76  | 7.76  | 7.76  | 7.76  |       |       |
| 19   | 2.14| 2.14         | 2.14  | 2.14  | 2.14  | 2.14  |       |       |
| 21   | 0.52| 0.52         | 0.52  | 0.52  | 0.52  | 0.52  |       |       |
| 22   | 4.51| 4.51         | 4.51  | 4.51  | 4.51  | 4.51  |       |       |
| P24  | 20 | 9.75         | 7.27  | 6.41  | 4.35  | 4.35  | 4.02  |       |
| 24   | 10.25| 10.25       | 9.51  | 9.30  | 8.18  | 5.79  |       |       |
| 25   | 10.50| 9.54        | 3.03  | 3.03  | 3.01  | 3.93  |       |       |
| 30   | 8.42| 8.34         | 8.34  | 7.80  | 6.97  | 4.86  |       |       |
| 35   | 24.60| 24.19       | 23.44 | 21.82 | 19.92 | 13.92 |       |       |
| 40   | 17.08| 17.08       | 16.81 | 15.03 | 14.10 | 9.89  |       |       |

| Case | CT | High Variance |       |       |       |       |       |       |
|------|----|--------------|-------|-------|-------|-------|-------|-------|
|      |    | GFA          | NSGA2 | ABC   | SPEA2 | FA    | PSO   |       |
| P65  | 326| *            | *     | *     | *     | *     |       |       |
| 381  | 162.63| 131.65      | 120.57| 112.65| 105.35| 98.10 |       |       |
| 435  | 661.91| 658.50      | 618.62| 594.24| 507.02| 440.14|       |       |
| 490  | 291.38| 273.22      | 269.93| 243.39| 232.32| 188.20|       |       |
| 544  | 236.51| 191.07      | 140.84| 125.07| 117.32| 140.52|       |       |
| P148 | 204| 610.37      | 575.43| 556.57| 463.33| 508.59|       |       |
| 255  | 818.26| 668.59      | 616.85| 594.82| 414.63| 412.46|       |       |
| 306  | 543.74| 471.57      | 401.92| 307.49| 279.37| 275.21|       |       |
| 357  | 433.29| 357.78      | 331.42| 308.84| 222.44| 220.16|       |       |
| 408  | 505.05| 420.92      | 377.48| 274.66| 258.06| 255.88|       |       |
| 459  | 404.80| 323.60      | 282.24| 167.35| 207.91| 205.74|       |       |
| 510  | 265.02| 210.64      | 148.69| 109.92| 138.01| 135.84|       |       |
| P205 | 1133| 1900.16     | 1692.34| 1631.65| 1531.38| 1326.28| 1238.91|       |
| 1322 | 1483.43| 1467.59     | 1429.22| 1128.97| 1090.93| 1081.50|       |       |
| 1510 | 3763.57| 3180.40     | 2725.77| 2491.90| 2193.52| 2157.99|       |       |
| 1699 | 1947.32| 1782.59     | 1711.72| 1490.30| 1352.63| 1301.51|       |       |
| 1888 | 3911.01| 3152.97     | 2963.85| 2963.85| 2502.88| 2321.17|       |       |
| 2077 | 3015.67| 2749.79     | 2567.37| 2455.69| 2102.24| 1971.14|       |       |
| 2266 | 3658.93| 3607.69     | 3070.24| 2976.17| 2524.17| 2433.94|       |       |
| 2454 | 946.97| 877.40      | 860.93| 812.00| 701.13| 649.82|       |       |
| 2643 | 5583.45| 5378.43     | 4974.93| 4844.79| 4102.39| 3832.07|       |       |
| 2832 | 2710.16| 2673.69     | 2399.29| 2235.21| 1944.71| 1868.06|       |       |

For each confidence level, each case with the same cycle time is tested 5 times under the low and high task time variance conditions, and a total of $2 \times 2 \times (6 + 6 + 5 + 7 + 10) \times 6 \times 5 = 4080$ case datasets are obtained. Tables 3 and 4 show the mean HV obtained by each algorithm at two confidence levels, respectively. The * in the tables indicates that there is no feasible solution to the problem, and when $\alpha = 0.9$ and CT $= 326$, only P65 has no feasible solution at high task time variance. When $\alpha = 0.95$, four infeasible solutions appear in Table 4. The reason is that as the confidence level increases, it increases the probability that the disassembly time of a single task exceeds the CT because of the effect of random task disassembly time. It can also be predicted that more infeasible solutions will appear when $\alpha$ is further increased.

It can also be seen in Tables 3 and 4 that in the small-scale instances, especially in P16, all algorithms can obtain more consistent Pareto optimal solutions. As the number of disassembly tasks increases, the algorithms start to show significant differences. Overall, the average HV obtained by GFA is 5.96%, 12.83%, 22.65%, 37.95% and 45.66% higher than those obtained by NSGA2, SPEA2, ABC, FA, and PSO, respectively. This verifies that the performance of the proposed algorithm and the comparison algorithms from colony (ABC), non-dominated sorting genetic algorithm (NSGA2), strength Pareto evolutionary algorithm 2 (SPEA2) and FA.

Before the comparison test, it is necessary to determine the reasonable parameter values, which is time-consuming and challenging work. The orthogonal experimental design and analysis of variance are utilized to calibrate the parameters of each algorithm. Meanwhile, all comparison algorithms, like GFA, are based on population optimization, so the common parameters such as the population size and the maximum number of iterations are only needed to be calibrated once in GFA to ensure fairness. The inertia weight coefficient, individual learning and global learning coefficients of PSO are set to 0.6, 1, and 2, respectively. The number of employed bees in ABC is the same as the population size, and the honey abandonment limit is set at twice the population size. The crossover rate and mutation rate of NSGA2 and SPEA2 are set to 0.8 and 0.2, respectively. $P_{\text{max}}^m$ and $P_{\text{min}}^m$ in GFA are set to 0.8 and 0.2, respectively. When solving the small-scale instances, the population size and the maximum number of iterations are set to 30 and 50, for the medium-scale instances, they are set to 100 and 200, and 200 and 500 for the large-scale instances. The confidence levels are set to 0.9 and 0.95.
### TABLE 5. Disassembly task information of three types of cars.

| Task Description               | Direction | Hazard degree | Immediate successors | Stochastic task time (μs) |
|--------------------------------|-----------|---------------|----------------------|---------------------------|
| Hood insulation cotton         | E         | 0.2           | 52,53,54,55,56       | Model A: 66.24 (72.10)    |
|                                |           |               |                      | Model B: 33.53 (41.9)     |
| Left hood hinge                | L         | 0             | 52                   | Model C: 30.3 (41.1)      |
| Right hood hinge               | R         | 0             | 52                   |                          |
| Engine hood                    | E         | 0             | 30.2                 |                          |
| Air bag                        | L         | 0.6           | -                    |                          |
| Battery                        | R         | 0.8           | -                    |                          |
| Waste oil                      | E         | 0.5           | -                    |                          |
| Waste liquid                   | E         | 0.9           | 61                   |                          |
| Refrigerant                    | E         | 0.7           | 59                   |                          |
| Left wheels                    | L         | 0             | 60                   |                          |
| Right wheels                   | R         | 0             | 64                   |                          |
| Left nerf bar                  | L         | 0             | 62,63,64,65          |                          |
| Right nerf bar                 | R         | 0             | -                    |                          |
| Left fender                    | L         | 0             | 64                   |                          |
| Right fender                   | R         | 0             | -                    |                          |
| Left bumper                    | L         | 0             | -                    |                          |
| Right bumper                   | R         | 0             | 69                   |                          |
| Air intake grille              | E         | 0             | -                    |                          |
| Left lamps                     | L         | 0.1           | 70                   |                          |
| Right lamps                    | R         | 0.1           | 71.72                |                          |
| Left doors                     | L         | 0             | -                    |                          |
| Right doors                    | R         | 0             | -                    |                          |
| Left luggage rack              | L         | 0             | 52,53,54,55,56       |                          |
| Right luggage rack             | R         | 0             | 52                   |                          |
| Left boot hinge                | L         | 0             | -                    |                          |
| Right boot hinge               | R         | 0             | -                    |                          |
| Boot                            | E         | 0             | -                    |                          |
| Spare wheel                    | E         | 0             | 30.2                 |                          |
| Radiator                       | E         | 0             | -                    |                          |
| Condenser                      | E         | 0             | 61                   |                          |
| Coolant tank                   | E         | 0.3           | 59                   |                          |
| Air cleaner                    | E         | 0.4           | 60                   |                          |
| Wiper                          | E         | 0             | 64                   |                          |
| External antenna               | E         | 0             | 62,63,64,65          |                          |
| Left front windshield          | L         | 0             | -                    |                          |
| Right front windshield         | R         | 0             | -                    |                          |
| Front windshield               | E         | 0.3           | -                    |                          |
| Left rear windshield           | L         | 0             | -                    |                          |
| Right rear windshield          | R         | 0             | 69                   |                          |
| Rear windshield                | E         | 0.3           | 69                   |                          |
| Left seat                      | L         | 0             | -                    |                          |
| Right seat                     | R         | 0             | 70                   |                          |
| Armrest box                    | E         | 0             | 71.72                |                          |
| Fuel tank                      | R         | 0.2           | -                    |                          |
| Steering wheel                 | L         | 0             | -                    |                          |
| Left console bolts             | L         | 0             | 52,53,54,55,56       |                          |
| Right console bolts            | R         | 0             | 52                   |                          |
| Console panel                  | E         | 0             | -                    |                          |
| Dashboard                      | L         | 0             | -                    |                          |
| Shift handle                   | E         | 0             | -                    |                          |
| Brake rigging                  | L         | 0             | -                    |                          |
| Clutch pedal                   | L         | 0             | -                    |                          |
| Accelerator pedal              | L         | 0             | 61                   |                          |
| Air conditioner                | E         | 0             | 59                   |                          |
| Steering system                | L         | 0             | 60                   |                          |
| Carbon canister                | E         | 0.4           | 64                   |                          |
| Bottom guard board             | E         | 0             | 62,63,64,65          |                          |
| Exhaust pipe                   | E         | 0.5           | -                    |                          |
| Drive shaft                    | E         | 0             | 60                   |                          |
| Electric generator             | E         | 0             | -                    |                          |
| Front suspension               | E         | 0             | -                    |                          |
| Rear suspension                | E         | 0             | 69                   |                          |
| Engine                         | E         | 0             | 69                   |                          |
| Transmission                   | E         | 0             | 69                   |                          |
| Left decoration                | L         | 0.1           | 70                   |                          |
| Right decoration               | R         | 0.1           | 71.72                |                          |
| Sunroof                        | E         | 0.3           | -                    |                          |
| Interior light                 | E         | 0.2           | -                    |                          |
| Audio system                   | E         | 0             | 52,53,54,55,56       |                          |
| Left wiring harness            | L         | 0             | 52                   |                          |
| Right wiring harness           | R         | 0             | -                    |                          |
TABLE 6. Minimum cost of mixed car disassembly scheme at the confidence level of 0.9.

| Station NO. | Tasks in left stations | Tasks in right stations |
|-------------|------------------------|------------------------|
| 1#          | Model A                | Model B                | Model C                | Model A                | Model B                | Model C                |
| 2#          | 52,66,69,36            | 52,66,69,36            | 52,66,69,36            | 57,38,1,67,3,4,6,9    | 57,38,1,67,3,4,6,9    | 57,38,67,3,4,6,9       |
| 3#          | 82,26                  | 82,26                  | 82,6                   | 75,58,59,68           | 75,58,59,37           | 75,58,59,37            |
| 4#          | 41,35,34,10,70,39      | 12,34,10,70,39         | 41,12,34,10,70,39      | 37,45,11,30,45        | 37,45,11,40,13,15     | 45,11,40,13,15         |
| 5#          | 14,16,18,19,33,46      | 14,16,18,19,33,46      | 14,16,18,19,33,46      | 17,28,21,32           | 17,28,21,32           | 27,17,28,21,32         |
| 6#          | 20,22,44               | 20,22,44               | 20,22,44               | 51,43                 | 48,51,43               | 25,48,51,43            |
| 7#          | 61,42                  | 61,42                  | 61,42                  | 47,71,60              | 47,71,60              | 47,71,60               |
| 8#          | 65,62                  | 65,62                  | 65,62                  | 72,29,30,23           | 72,29,30,23           | 72,29,30,23            |
| 9#          | 50,55,54,53            | 50,55,54,53            | 50,55,54,53            | 49,63,31              | 49,63,31              | 49,63,31               |
| 10#         | 56,52                  | 56,52                  | 56,52                  | 64                    | 64                    | 64                    |

TABLE 7. Minimum cost of mixed car disassembly scheme at the confidence level of 0.95.

| Station NO. | Tasks in left stations | Tasks in right stations |
|-------------|------------------------|------------------------|
| 1#          | Model A                | Model B                | Model C                | Model A                | Model B                | Model C                |
| 2#          | 56,69,2,36             | 56,69,2,36             | 56,69,2,36             | 57,38,1,67,3,4,6,9    | 57,38,1,67,3,4,6,9    | 57,38,67,3,4,6,9       |
| 3#          | 97,58,59               | 97,58,59               | 97,58,59               | 41,8                  | 41,8                  | 41,8                  |
| 4#          | 68,39,22               | 22                   | 22                     | 45,27,43              | 45,27,43              | 45,27,43              |
| 5#          | 42,34,26               | 34,12,26,10,14,46     | 42,34,12               | 40,11,44,35           | 40,11,44,35           | 40,11,44,35           |
| 6#          | 10,14,46,16            | 16,63                 | 26,10,14,46,16         | 15,70,72,61,28        | 15,70,72,61,28        | 15,70,72,61,28        |
| 7#          | 63,71,47               | 63,71,47               | 63,71,47               | 65,23                 | 65,23                 | 65,23                 |
| 8#          | 62,33,20,29            | 20,29,32,49,31        | 62,33,20,29            | 17,18,19,21,48        | 17,18,19,21,48        | 17,18,19,21,48        |
| 9#          | 32,49,31,51            | 32,49,31,51,50        | 32,49,31,51            | 30,60                 | 30,60                 | 30,60                 |
| 10#         | 50,56,54               | 50,55,53,52            | 56,54                  | 64                    | 64                    | 64                    |

strong to weak is GFA>NSGA2>SPEA2>ABC>FA>PSO. The minimum mean values of the Pareto optimal solution obtained by GFA for each objective are given in Table 5.

D. CASE APPLICATION
The proposed multi-objective GFA has been validated in the above mixed-model disassembly cases of different scales. In this part, the GFA will be applied to a car disassembly line in Chongqing, China. A total of three types of EOL cars are disassembled on the two-sided disassembly line. The three types of EOL cars differ in their part configurations, e.g., sporty utility vehicles generally have nerf bars and luggage racks, and some cars have sunroofs. There are 74 tasks in the joint disassembly precedence diagram. The disassembly time for each task is measured by a stopwatch and its mean time and unbiased estimated variance are obtained by statistical analysis techniques. The hazard degree is assessed by environmental professionals, the disassembly direction and Immediate successors of each task are detailed in Table 6.

The CT is set to 540 seconds, the population size of GFA is set to 120, and the maximum number of iterations is set to 300, $P_{\text{max}}^{m}$ and $P_{\text{min}}^{m}$ are set to 0.3 and 0.1. The algorithm runs 5 times independently at confidence levels of 0.9, 0.95, and 0.975, and their respective approximate Pareto frontiers are obtained, as shown in Fig. 11.

At the low confidence level, a total of 53 Pareto optimal solutions are obtained, and the three minimum objectives are 15.4, 51.58 and 1.72, respectively. At the high confidence level, the three minimum objectives are 15.4, 62.46, and 1.73 in a total of 61 Pareto optimal solutions. On the whole, as the confidence level increases, the workstation activation cost gradually increases due to the fact that the disassembly time per task is continuously enlarged to ensure a sufficiently high confidence level. At the low confidence level, the maximum workstation activation cost is 19.8, while the maximum cost increases to 20.8 and 22.4 at confidence levels of 0.95 and 0.975, respectively. At the same time, the smoothness index and the total hazard index have also increased accordingly. Tables 6, 7 and 8 summarize the assignments schemes of disassembly tasks at the confidence levels, respectively of 0.9, 0.95 and 0.975, for the lowest workstation activation cost.

Ten disassembly mated-stations are utilized for each of the three confidence levels. The difference is that at the confidence level of 0.9, a total of 18 workstations in 10 mated-stations are utilized, with the right workstations of 6# and 10# not being utilized. Under the confidence level of 0.95, a total of 19 workstations are utilized, of which the right workstation of 10# is not utilized. Also, it can be found that there is no disassembly task for model B on the right workstation of 8# and the left workstation of 10#, implying that when models A and C are transported to these workstations on the disassembly line, the operator will be in the processing state, while when model B is transported to these workstations, the operators will be in an idle state. Obviously, this will inevitably cause a higher smoothness index. In fact, this disassembly scheme has a smoothness index of 3.63 although
the workstation activation cost is the lowest of 15.4, which makes the workload fluctuation between workstations to the maximum. Similarly, when the confidence level is 0.975, a total of 19 workstations are utilized, of which the right workstation of 9# is not utilized. The three objectives for this disassembly scheme are relatively balanced, at 15.4, 64.13, and 2.96, respectively. The shop floor decision makers and production managers can choose their preferred disassembly scheme according to their actual production needs.

V. CONCLUSION
This paper investigates the mixed disassembly of large-volume EOL products with similar assembly structures on the two-sided disassembly line. A stochastic mixed-integer programming model is formulated for the uncertainty in the disassembly process, which considers the workstation activation cost, the workload smoothness index between workstations, and the total hazard index considering the order of hazardous task removal. A multi-objective genetic flatworm algorithm is developed, and the effectiveness of the model and the efficiency of the algorithm are verified by different scales of disassembly cases of mixed-model on the two-sided disassembly lines. Finally, the proposed model and algorithm are applied to the disassembly of three types of cars, which is helpful to decision-makers to select the desired disassembly schemes.

Although GFA obtains better results than GA and FA, it comes at the cost of more time consuming because of its more complex evolutionary structure. According to statistics, GFA takes about 1.21% more computation time than GA or FA alone, about 7.74% more computation time for medium-scale problems, and about 19.32% more time for large-scale problems. The interaction effect between GA and the growth, splitting and regeneration processes of flatworms can be considered, and those operations that do not significantly improve the generation of new individuals can be canceled or merged to enhance the computational efficiency.

This study assumes that each EOL model has an equal disassembly quantity, while in practice, it is obvious that the number of different models will fluctuate due to recycling policies and cost constraints. The disassembly quantity and sequence of each EOL model will affect the balance of the disassembly line. In future research, the joint optimization of mixed-model disassembly sequencing and disassembly line balancing can be considered. In addition, how to efficiently complete the selective disassembly of specific parts on the disassembly line will also be very meaningful.

APPENDIX
Notations of the stochastic MIP model.

Indices:
- \( i, g, h \) : disassembly task index, \( i, g, h \in I \).
- \( j, q \) : mated-station index, \( j, q \in J \).
- \( k \) : side index of the disassembly line, 1 represents the left side, and 2 represents the right side.
- \( m \) : model index, \( m \in M \).
- \( (j, k) \) : the k side station of the mated-station \( j \).

Parameters:
- \( I \) : set of disassembly tasks.
- \( J \) : set of mated-stations.
- \( M \) : set of models.
- \( CT \) : cycle time.
- \( t_{im} \) : disassembly time of task \( i \) for model \( m \) \( t_{im} \sim N(\mu_{im}, \sigma^2_{im}) \).
- \( \mu_{im} \) : mean disassembly time of task \( i \) for model \( m \).
- \( \sigma^2_{im} \) : variance of disassembly time of task \( i \) for model \( m \).
- \( h_i \) : hazard index of disassembly task \( i \), \( h_i \in [0, 1] \).
- \( T_{jkm} \) : time workload in the station \((j, k)\) for model \( m \).
- \( P_0 \) : set of tasks without any immediate predecessors.
- \( P(i) \) : immediate predecessors of disassembly task \( i \).
- \( K(i) \) : disassembly direction of task \( i \).
- \( \alpha \) : the predetermined confidence level.
- \( \beta \) : the sharing coefficient of disassembly equipment and tools in a mated-station.

Decision variables:
- \( t_{im}^{s}, t_{im}^{f} \) : start and completion time of task \( i \) for model \( m \).
- \( x_{ijk} \) : if disassembly task \( i \) is assigned to the \( k \) side station of the mated-station \( j \); 0, otherwise.

### TABLE 8. Minimum cost of mixed car disassembly scheme at the confidence level of 0.975.

| Station NO. | Tasks in left stations | Tasks in right stations |
|-------------|------------------------|-------------------------|
| Model A     | Model B                | Model C                 |
| Model A     | Model B                | Model C                 |
| 1#          | 5.662,69,36            | 5.662,69,36             |
| 2#          | 8.39                   | 8                       |
| 3#          | 10.51,26,14            | 10.12,51,26,14          |
| 4#          | 46.16,71,44            | 46.16,71,44             |
| 5#          | 42.20                  | 42.20                   |
| 6#          | 61.60                  | 61.60                   |
| 7#          | 35.62,47,49            | 24.62,47,49             |
| 8#          | 30.50,55               | 30.50,55                |
| 9#          | 56.53,54               | 56.53,54                |
| 10#         | 52.22                  | 52.22                   |

| Model A     | Model B                | Model C                 |
|-------------|------------------------|-------------------------|
| 57.38,1,67,58,3,46 | 57.38,1,67,58,3,46 | 57.38,1,67,58,3,46     |
| 9.7,59,37,41 | 9.7,59,37,41          | 9.7,59,37,41           |
| 45.68,40,70 | 45.40,13,70           | 45.40,25,40,13,70      |
| 11.34,72,15,17 | 11.34,72,15,17     | 11.34,72,15,17         |
| 27.19,19,33,32,21 | 27.19,19,33,32,21 | 27.19,19,33,32,21     |
| 23.65       | 23.65                 | 23.65                   |
| 43.48,28    | 43.48,28              | 43.48,28                |
| 31.29,63    | 31.29,63              | 31.29,63                |

| 64          | 64                    | 64                      |

\( h_{im} \) is assigned to the \( k \) side station of the mated-station \( j \); 0, otherwise.
\( N_{jm}^2 : 1, \) if all stations in a mated-station are utilized for model \( m; 0, \) otherwise.

\( N_{jm}^1 : 1, \) if only one station in a mated-station are utilized for model \( m; 0, \) otherwise.

\( T_{jm} : \) completion time of the mated-station for model \( m. \)

**Indicator variables:**

\( \psi : \) an infinite positive integer.

\( \gamma_{ig} : 1, \) if task \( i \) starts earlier than \( g \) in the same station; 0, otherwise.

\( N_{PR} : \) a pair of disassembly tasks without DPR are assigned to the same workstation orderly.

**REFERENCES**

[1] Y. Ren, C. Zhang, F. Zhao, M. J. Triebe, and L. Meng, “An MCDM-based multiobjective general variable neighborhood search approach for disassembly line balancing problem,” IEEE Trans. Syst., Man, Cybern., Syst., vol. 50, no. 10, pp. 3770–3783, Aug. 2018.

[2] J. Liang, S. Guo, Y. Zhang, W. Liu, and S. Zhou, “Energy-efficient optimization of two-sided disassembly line balance considering parallel operation and uncertain using multiobjective flatworm algorithm,” Sustainability, vol. 13, no. 6, p. 3358, Mar. 2021.

[3] A. Aydemir-Karadag and O. Turkbey, “Multi-objective optimization of disassembly line balancing problem,” in Proc. Environmentally Conscious Manuf., Feb. 2001, no. 419, pp. 289–298.

[4] L. Zhi, Z. Zhang, and Y. Wang, “A Pareto firefly algorithm for multi-objective disassembly line balancing problems with hazard evaluation,” Int. J. Prod. Res., vol. 56, no. 24, pp. 7354–7374, Dec. 2018.

[5] Z. Li and M. N. Janardhanan, “Modelling and solving profit-oriented U-shaped partial disassembly line balancing problem,” Expert Syst. Appl., vol. 183, Nov. 2020, Art. no. 115431.

[6] A. Aydemir-Karadag and O. Turkbey, “Multi-objective optimization of stochastic disassembly line balancing with station parallelizing,” Comput. Ind. Eng., vol. 65, no. 3, pp. 413–425, Jul. 2013.

[7] I. Kucukkoc, “Balancing of two-sided disassembly lines: Problem definition, MILP model and genetic algorithm approach,” Comput. Oper. Res., vol. 124, Dec. 2020, Art. no. 105064.

[8] K. Wang, X. Li, and L. Gao, “A multi-objective discrete flower pollination algorithm for stochastic two-sided partial disassembly line balancing problem,” Comput. Ind. Eng., vol. 130, pp. 634–649, Apr. 2019.

[9] J. Liang, S. Guo, B. Du, Y. Li, J. Guo, Z. Yang, and S. Pang, “Minimizing energy consumption in multi-objective two-sided disassembly line balancing problem with complex execution constraints using dual-individual simulated annealing algorithm,” J. Cleaner Prod., vol. 284, Feb. 2021, Art. no. 125418.

[10] I. Kucukkoc, Z. Li, and Y. Li, “Type-E disassembly line balancing problem with multi-manned workstations,” Opt. Eng., vol. 21, no. 2, pp. 611–630, Jun. 2020.

[11] Y. Ren, D. Yu, C. Zhang, G. Tian, L. Meng, and X. Zhou, “An improved gravitational search algorithm for profit-oriented partial disassembly line balancing problem,” Int. J. Prod. Res., vol. 55, no. 24, pp. 7302–7316, 2017.

[12] K. Wang, X. Li, L. Gao, and P. Li, “Energy consumption and profit-oriented disassembly line balancing for waste electrical and electronic equipment,” J. Cleaner Prod., vol. 265, Aug. 2020, Art. no. 121829.

[13] K. Wang, X. Li, and L. Gao, “Modeling and optimization of multi-objective partial disassembly line balancing problem considering hazard and profit,” J. Cleaner Prod., vol. 211, pp. 115–133, Feb. 2019.

[14] E. B. Edis, “Constraint programming approaches to disassembly line balancing with sequencing decisions,” Comput. Oper. Res., vol. 126, Feb. 2021, Art. no. 105111.

[15] Y. Laili, Y. Li, Y. Fang, D. T. Pham, and L. Zhang, “Model review and algorithm comparison on multi-objective disassembly line balancing,” J. Manuf. Syst., vol. 56, pp. 484–500, Jul. 2020.

[16] M. H. Alavidoost, M. H. F. Zarandi, M. Tarimoradi, and Y. Nemati, “Modified genetic algorithm for simple straight and U-shaped assembly line balancing with fuzzy processing times,” J. Intell. Manuf., vol. 28, no. 2, pp. 313–336, Feb. 2017.
[39] W.-C. Chiang, T. L. Urban, and C. Luo, “Balancing stochastic two-sided assembly lines,” Int. J. Prod. Res., vol. 54, no. 20, pp. 6232–6250, Oct. 2016.
[40] Q. Tang, Z. Li, L. Zhang, and C. Zhang, “Balancing stochastic two-sided assembly line with multiple constraints using hybrid teaching-learning-based optimization algorithm,” Comput. Oper. Res., vol. 82, pp. 102–113, Jun. 2017.
[41] U. Özcan and B. Toklu, “Balancing of mixed-model two-sided assembly lines,” Comput. Ind. Eng., vol. 57, no. 1, pp. 217–227, Aug. 2009.
[42] H.-E. Tseng, Y.-M. Huang, C.-C. Chang, and S.-C. Lee, “Disassembly sequence planning using a flatworm algorithm,” J. Manuf. Syst., vol. 57, pp. 416–428, Oct. 2020.
[43] C. E. Clark, “The greatest of a finite set of random variables,” Oper. Res., vol. 9, no. 2, pp. 145–162, Apr. 1961.
[44] T. H. Morgan, “Experimental studies of the regeneration of planaria maculata,” Archiv für Entwickelungsmechanik der Organismen, vol. 7, nos. 2–3, pp. 364–397, Oct. 1898.
[45] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol. Comput., vol. 6, no. 2, pp. 182–197, Apr. 2002.
[46] J. Bader and E. Zitzler, “HHypE: An algorithm for fast hypervolume-based many-objective optimization,” Evol. Comput., vol. 19, no. 1, pp. 45–76, 2011.
[47] J. Liu and Y. Jin, “Evolving hyperparameters for training deep neural networks against adversarial attacks,” in Proc. IEEE Symp. Ser. Comput. Intell. (SSCI), Dec. 2019, pp. 1778–1785.
[48] T. O. Lee, Y. Kim, and Y. K. Kim, “Two-sided assembly line balancing to maximize work relatedness and slackness,” Comput. Ind. Eng., vol. 40, no. 3, pp. 273–292, 2001.
[49] Y. K. Kim, Y. Kim, and Y. J. Kim, “Two-sided assembly line balancing: A genetic algorithm approach,” Prod. Planning Control, vol. 11, no. 1, pp. 44–53, Jan. 2000.
[50] J. J. Bartholdi, “Balancing two-sided assembly lines: A case study,” Int. J. Prod. Res., vol. 31, no. 10, pp. 2447–2461, Oct. 1993.

JUNYONG LIANG was born in Weihui, China, in 1986. He received the M.S. degree in industrial engineering from Wuhan University of Technology, Wuhan, China, in 2012, where he is currently pursuing the Ph.D. degree in mechanical engineering with the School of Mechanical and Electronic Engineering. His research interests include line balancing problems in green remanufacturing, and production scheduling and optimization.

SHUNSHENG GUO was born in Wuhan, China, in 1963. He received the Ph.D. degree in mechanical design and theory from Wuhan University of Technology, Wuhan, in 2001. He is currently a Professor with the School of Mechanical and Electronic Engineering, Wuhan University of Technology. He has published more than 70 journal articles. His current research interest includes intelligent manufacturing.

WENXIANG XU was born in Hubei, in 1991. He received the Ph.D. degree in mechanical engineering from Wuhan University of Technology, China, in 2019. He is currently a Lecturer at the School of Arts and Science. His current research interests include intelligent optimization algorithms, production scheduling, intelligent manufacturing, and quality control of the manufacturing process.