The nonuniqueness of the tangent cones at infinity of Ricci-flat manifolds
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Colding and Minicozzi established the uniqueness of the tangent cones at infinity of Ricci-flat manifolds with Euclidean volume growth where at least one tangent cone at infinity has a smooth cross section. In this paper, we raise an example of a Ricci-flat manifold implying that the assumption for the volume growth in the above result is essential. More precisely, we construct a complete Ricci-flat manifold of dimension 4 with non-Euclidean volume growth that has infinitely many tangent cones at infinity where one of them has a smooth cross section.
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1 Introduction

For a complete Riemannian manifold \((X, g)\) with nonnegative Ricci curvature, it is shown by Gromov’s compactness theorem that if one takes a sequence

\[
a_1 > a_2 > \cdots > a_i > \cdots > 0
\]

such that \(\lim_{i \to \infty} a_i = 0\), then there is a subsequence \(\{a_{i(j)}\}_j\) such that \((X, a_{i(j)}g, p)\) converges to a pointed metric space \((Y, d, q)\) as \(j \to \infty\) in the sense of the pointed Gromov–Hausdorff topology; see Gromov [9; 10]. The limit \((Y, d, q)\) is called the tangent cone at infinity of \((X, g)\). In general, the pointed Gromov–Hausdorff limit might depend on the choice of \(\{a_i\}_i\) or its subsequences.

The tangent cone at infinity is said to be unique if the isometry classes of the limits are independent of the choice of \(\{a_i\}\) and its subsequences, and Colding and Minicozzi showed the next uniqueness theorem under the given assumptions.

**Theorem 1.1** [6] Let \((X, g)\) be a Ricci-flat manifold with Euclidean volume growth, and suppose that one of the tangent cones at infinity has a smooth cross section. Then the tangent cone at infinity of \((X, g)\) is unique.

Among the assumptions in Theorem 1.1, the Ricci-flat condition is essential since there are several examples of complete Riemannian manifolds with nonnegative Ricci
curvature and Euclidean volume growth where one of the tangent cones at infinity has smooth cross section, but the tangent cone at infinity is not unique; see Perelman [12] and Colding and Naber [7].

Here, let $T(X, g)$ be the set of all of the isometry classes of the tangent cones at infinity of $(X, g)$. In this paper, an isometry between pointed metric spaces means a bijective map preserving the metrics and the base points. It is known that $T(X, g)$ is closed with respect to the pointed Gromov–Hausdorff topology, and has the natural continuous $\mathbb{R}^+-$action defined by the rescaling of metrics. The uniqueness of the tangent cone at infinity means that $T(X, g)$ consists of only one point.

In this paper, we show that the assumption for the volume growth in Theorem 1.1 is essential. More precisely, we obtain the next main result.

**Theorem 1.2** There is a complete Ricci-flat manifold $(X, g)$ of dimension 4 such that $T(X, g)$ is homeomorphic to $S^1$. Moreover, the $\mathbb{R}^+$–action on $T(X, g)$ fixes $(\mathbb{R}^3, d_0^\infty, 0), (\mathbb{R}^3, h_0, 0)$ and $(\mathbb{R}^3, h_1, 0)$, where $h_0 = \sum_{i=1}^3 (d\xi_i)^2$ is the Euclidean metric, $d_0^\infty$ is the completion of the Riemannian metric

$$\int_0^\infty \frac{dx}{|\xi - (x^\alpha, 0, 0)|} \cdot h_0,$$

$h_1 = (1/|\xi|)h_0$, and $\mathbb{R}^+$ acts freely on

$$T(X, g) \backslash \{(\mathbb{R}^3, d_0^\infty, 0), (\mathbb{R}^3, h_0, 0), (\mathbb{R}^3, h_1, 0)\}.$$

Here, $\xi = (\xi_1, \xi_2, \xi_3)$ is the Cartesian coordinate on $\mathbb{R}^3$.

Here, we mention more about the metric spaces appearing in Theorem 1.2. For $0 \leq S < T \leq \infty$, denote by $d_S^T$ the metric on $\mathbb{R}^3$ induced by the Riemannian metric

$$\int_S^T \frac{dx}{|\xi - (x^\alpha, 0, 0)|} \cdot h_0.$$

For $(X, g)$ in Theorem 1.2, we show that $T(X, g)$ contains $\{(\mathbb{R}^3, d_S^T, 0) : T \in \mathbb{R}^+\}$, $\{(\mathbb{R}^3, d_S^\infty, 0) : S \in \mathbb{R}^+\}$ and $\{(\mathbb{R}^3, h_0 + \theta h_1, 0) : \theta \in \mathbb{R}^+\}$. Here, we can check easily that $d_S^T$ and $d_S^\infty$ are homothetic to $d_0^1$ and $d_0^\infty$, respectively. We can show that

$$\begin{align*}
(\mathbb{R}^3, d_0^T, 0) \xrightarrow{GH} (\mathbb{R}^3, d_0^\infty, 0) & \quad \quad (\mathbb{R}^3, d_0^T, 0) \xrightarrow{GH} (\mathbb{R}^3, h_1, 0), \\
(\mathbb{R}^3, d_S^\infty, 0) \xrightarrow{GH} (\mathbb{R}^3, h_0, 0) & \quad \quad (\mathbb{R}^3, d_S^\infty, 0) \xrightarrow{GH} (\mathbb{R}^3, d_0^\infty, 0), \\
(\mathbb{R}^3, h_0 + \theta h_1, 0) \xrightarrow{GH} (\mathbb{R}^3, h_1, 0) & \quad \quad (\mathbb{R}^3, h_0 + \theta h_1, 0) \xrightarrow{GH} (\mathbb{R}^3, h_0, 0).
\end{align*}$$
Both \((\mathbb{R}^3, h_0)\) and \((\mathbb{R}^3, h_1)\) can be regarded as the Riemannian cones with respect to the dilation \(\zeta \mapsto \lambda \zeta\) on \(\mathbb{R}^3\). Although the dilation also pulls back \(d_0^\infty\) to \(\lambda^{(\alpha+1)/(2\alpha)} d_0^\infty\), \((\mathbb{R}^3, d_0^\infty)\) does not become the metric cone with respect to this dilation since \(I = \{(t, 0, 0) \in \mathbb{R}^3 : t \geq 0\}\) is not a ray. In fact, any open intervals contained in \(I\) have infinite length with respect to \(d_0^\infty\).

In general, tangent cones at infinity of complete Riemannian manifolds with nonnegative Ricci curvature and Euclidean volume growth are metric cones; see Cheeger and Colding [4]. In our case, it is shown in Section 9 that \((\mathbb{R}^3, d_0^\infty, 0)\) never becomes the metric cone of any metric space.

The Ricci-flat manifold \((X, g)\) appearing in Theorem 1.2 is one of the hyper-Kähler manifolds of type \(A_\infty\), constructed by Anderson, Kronheimer and LeBrun in [1] applying Gibbons–Hawking ansatz, and by Goto in [8] as hyper-Kähler quotients. Combining Theorems 1.1 and 1.2, we can see that the volume growth of \((X, g)\) should not be Euclidean. In fact, the author [11] has computed the volume growth of the hyper-Kähler manifolds of type \(A_\infty\) and showed that they are always greater than cubic growth and less than Euclidean growth. To construct \((X, g)\), we “mix” the hyper-Kähler manifold of type \(A_\infty\) whose volume growth is \(r^a\) for some \(3 < a < 4\), and \(\mathbb{R}^4\) equipped with the standard hyper-Kähler structure. Unfortunately, the author could not compute the volume growth of \((X, g)\) in Theorem 1.2 explicitly.

In this paper, we can show that many metric spaces may arise as the Gromov–Hausdorff limit of hyper-Kähler manifolds of type \(A_\infty\). Let

\[ I \in B_+(\mathbb{R}^+) := \{ J \subset \mathbb{R}^+ : J \text{ is a Borel set of nonzero Lebesgue measure} \}, \]

and denote by \(d_I\) the metric on \(\mathbb{R}^3\) induced by the Riemannian metric

\[ \int_I \frac{dx}{|\zeta - (x^\alpha, 0, 0)|} : h_0. \]

Then we have the following result.

**Theorem 1.3** There is a complete Ricci-flat manifold \((X, g)\) of dimension 4 such that \(\mathcal{T}(X, g)\) contains

\[ \{(\mathbb{R}^3, d_I, 0) : I \in B_+(\mathbb{R}^+)\}/\text{isometry}. \]

Since \(d_S^\infty\) and \(d_0^T\) are contained in \(\mathcal{T}(X, g)\) in the above theorem, their limits \(h_0\) and \((1/|\zeta|)h_0\) are also contained in \(\mathcal{T}(X, g)\). The author does not know whether any other metric spaces are contained in \(\mathcal{T}(X, g)\).

Theorems 1.2 and 1.3 are shown along the following process. The aforementioned hyper-Kähler manifolds are constructed from infinitely countable subsets \(\Lambda\) in \(\mathbb{R}^3\).
such that $\sum_{\lambda \in \Lambda} 1/(1 + |\lambda|) < \infty$. We denote such a manifold by $(X, g_{A})$ and fix the base point $p \in X$. From the construction, $(X, g_{A})$ has a natural $S^{1}$–action preserving $g_{A}$ and the hyper-Kähler structure; then we obtain a hyper-Kähler moment map $\mu_{A}: X \rightarrow \mathbb{R}^{3}$ such that $\mu_{A}(p) = 0$, which is a surjective map whose generic fibers are $S^{1}$. There is a unique distance function $d_{A}$ on $\mathbb{R}^{3}$ such that $\mu_{A}$ is a submetry. Here, submetries are the generalizations of Riemannian submersions to the category of metric spaces. For $a > 0$, we can see $ag_{A} = g_{aA}$; hence by taking $a_{i} > 0$ such that $\lim_{i \to \infty} a_{i} = 0$, we obtain a sequence of submetries $\mu_{a_{i}A}: X \rightarrow \mathbb{R}^{3}$. Now, assume that $\{(\mathbb{R}^{3}, d_{a_{i}A} . 0)\}_{i}$ converges to a metric space $((\mathbb{R}^{3}, d_{\infty}, 0)$ for some $d_{\infty}$ in the pointed Gromov–Hausdorff topology, and the diameters of fibers of $\mu_{a_{i}A}$ converge to 0 in some sense. Then we can show that $((\mathbb{R}^{3}, d_{\infty}, 0)$ is the Gromov–Hausdorff limit of $\{(X, g_{a_{i}A}, p)\}_{i}$. We raise a concrete example of $\Lambda$ and sequences $\{a_{i}\}_{i}$, then obtain several limit spaces. Among them, it is shown in Section 9 that $(\mathbb{R}^{3}, d_{0}^{\infty})$ is not a polar space in the sense of Cheeger and Colding [5].

This paper is organized as follows. We review the construction of hyper-Kähler manifolds of type $A_{\infty}$ and the hyper-Kähler moment map $\mu_{A}$ in Section 2. Then we review the notion of submetry in Section 3, and the notion of Gromov–Hausdorff topology in Section 4. In Section 5, we construct a submetry $\mu_{a}$ from $(X, g_{aA})$ to $(\mathbb{R}^{3}, d_{a})$ by using $\mu_{A}$ and dilation, where $d_{a}$ is the metric induced by the Riemannian metric $\Phi_{a}(\xi) h_{0}$. Here, $\Phi_{a}$ is a positive valued harmonic function determined by $\Lambda$ and some constants. Then we see that the convergence of $\{(X, g_{aA})\}_{i}$ can be reduced to the convergence of $\{(\mathbb{R}^{3}, d_{a_{i}})\}_{i}$. In Sections 6 and 7, we raise concrete examples of $\Lambda$ and fix $a > 0$, and then we estimate the difference of $\Phi_{a}$ and another positive valued harmonic function $\Phi_{\infty}$, which induces the metric $d_{\infty}$ on $\mathbb{R}^{3}$. In Section 8, we observe some examples by applying the results in Sections 6 and 7, and then we show Theorems 1.2 and 1.3. In Section 9, we prove that $(\mathbb{R}^{3}, d_{0}^{\infty})$ is not a polar space.
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2 Hyper-Kähler manifolds of type $A_{\infty}$

Here we review briefly the construction of hyper-Kähler manifolds of type $A_{\infty}$, along [1].
Let $\Lambda \subset \mathbb{R}^3$ be a countably infinite subset satisfying the convergence condition

$$\sum_{\lambda \in \Lambda} \frac{1}{1 + |\lambda|} < \infty,$$

and take a positive valued harmonic function $\Phi_{\Lambda}$ over $\mathbb{R}^3 \setminus \Lambda$ defined by

$$\Phi_{\Lambda}(\xi) := \sum_{\lambda \in \Lambda} \frac{1}{|\xi - \lambda|}.$$

Then $\ast d\Phi_{\Lambda} \in \Omega^2(\mathbb{R}^3 \setminus \Lambda)$ is a closed 2–form, where $\ast$ is the Hodge star operator of the Euclidean metric. We have an integrable cohomology class $[1/(4\pi) \ast d\Phi_{\Lambda}] \in H^2(\mathbb{R}^3 \setminus \Lambda, \mathbb{Z})$, which is equal to the 1st Chern class of a principal $S^1$–bundle $\mu = \mu_{\Lambda} \colon X^* \to \mathbb{R}^3 \setminus \Lambda$. For every $\lambda \in \Lambda$, we can take a sufficiently small open ball $B \subset \mathbb{R}^3$ centered at $\lambda$ which does not contain any other elements in $\Lambda$. Then $\mu \colon \mu^{-1}(B \setminus \{\lambda\}) \to B \setminus \{\lambda\}$ is isomorphic to the Hopf fibration $\mu_0 \colon \mathbb{R}^4 \setminus \{0\} \to \mathbb{R}^3 \setminus \{0\}$ as principal $S^1$–bundles; hence there exists a $C^\infty$ 4–manifold $X$ and an open embedding $X^* \subset X$, and $\mu$ can be extended to an $S^1$–fibration

$$\mu = (\mu_1, \mu_2, \mu_3) \colon X \to \mathbb{R}^3.$$

Moreover, we may write $X \setminus X^* = \{p_\lambda : \lambda \in \Lambda\}$ and $\mu(p_\lambda) = \lambda$. Next we take an $S^1$–connection $\Gamma \in \Omega^1(X^*)$ on $X^* \to \mathbb{R}^3 \setminus \Lambda$, whose curvature form is given by $\ast d\Phi_{\Lambda}$. Then $\Gamma$ is uniquely determined up to an exact 1–form on $\mathbb{R}^3 \setminus \Lambda$. Now, we obtain a Riemannian metric

$$g_{\Lambda} := (\mu^* \Phi_{\Lambda})^{-1} \Gamma^2 + \mu^* \Phi_{\Lambda} \sum_{i=1}^3 (d\mu_i)^2$$

on $X^*$, which can be extended to a smooth Riemannian metric $g_{\Lambda}$ over $X$ by taking $\Gamma$ appropriately.

**Theorem 2.1** [1] Let $(X, g_{\Lambda})$ be as above. Then it is a complete hyper-Kähler (hence Ricci-flat) metric of dimension 4.

Since $S^1$ acts on $(X, g_{\Lambda})$ isometrically, it is easy to check that

$$\mu \colon (X^*, g_{\Lambda}) \to (\mathbb{R}^3 \setminus \Lambda, \Phi_{\Lambda} \cdot h_0)$$

is a Riemannian submersion, where $h_0$ is the Euclidean metric on $\mathbb{R}^3$. 
Next we consider the rescaling of $(X, g_\Lambda)$. For $a > 0$, put $a\Lambda := \{a\lambda \in \mathbb{R}^3 : \lambda \in \Lambda\}$. Then it is easy to see

$$\Phi_{a\Lambda}(\xi) = \sum_{\lambda \in \Lambda} \frac{1}{|\xi - a\lambda|} = a^{-1} \sum_{\lambda \in \Lambda} \frac{1}{|a^{-1}\xi - \lambda|} = a^{-1}\Phi_\Lambda(a^{-1}\xi),$$

and $\mu_{a\Lambda} = a\mu_\Lambda$; hence $\mu_{a\Lambda}^* \Phi_{a\Lambda} = a^{-1} \mu_{\Lambda}^* \Phi_\Lambda$ holds. Thus we have

$$g_{a\Lambda} = (\mu_{a\Lambda}^* \Phi_{a\Lambda})^{-1} = (\mu_{a\Lambda}^* \Phi_{a\Lambda})^{-1} \Gamma^2 + \mu_{a\Lambda}^* \Phi_{a\Lambda} \sum_{i=1}^{3} (d\mu_{a\Lambda,i})^2 = a(g_{\Lambda})^{-1} \Gamma^2 + a\mu_{\Lambda}^* \Phi_\Lambda \sum_{i=1}^{3} (d\mu_{\Lambda,i})^2 = ag_\Lambda.$$

### 3 Submetry

Throughout this paper, the distance between $x$ and $y$ in a metric space $(X, d)$ is denoted by $d(x, y)$. If it is clear which metric is used, we often write $|xy| = d(x, y)$.

The map $\mu: X \to \mathbb{R}^3$ appearing in the previous section is not a Riemannian submersion since $d\mu$ degenerates on $X \setminus X^*$ and $\Phi_{\Lambda} \cdot h_0$ is not defined on the whole of $\mathbb{R}^3$. However, we can regard $\mu$ as a submetry, which is a notion introduced in [3].

**Definition 3.1** [3] Let $X, Y$ be metric spaces and $\mu: X \to Y$ a map which is not necessarily continuous. Then $\mu$ is said to be a submetry if $\mu(D(p, r)) = D(\mu(p), r)$ for every $p \in X$ and $r > 0$, where $D(p, r)$ is the closed ball of radius $r$ centered at $p$.

Any proper Riemannian submersions between smooth Riemannian manifolds are known to be submetries. Conversely, a submetry between smooth complete Riemannian manifolds becomes a $C^{1,1}$ Riemannian submersion [2].

Now we go back to the setting in Section 2. Denote by $d_\Lambda$ the metric on $\mathbb{R}^3$ defined as the completion of the Riemannian distance induced from $\Phi_{\Lambda} \cdot h_0$. Since $\mu: (X^*, g_{\Lambda}) \to (\mathbb{R}^3 \setminus \Lambda, \Phi_{\Lambda} \cdot h_0)$ is a Riemannian submersion, we have the following proposition.

**Proposition 3.2** Let $(X, g_{\Lambda})$ be a hyper-Kähler manifold of type $A_\infty$. The map $\mu: (X, d_{g_{\Lambda}}) \to (\mathbb{R}^3, d_\Lambda)$ is a submetry, where $d_{g_{\Lambda}}$ is the Riemannian distance induced from $g_{\Lambda}$. Moreover, for any $p_0 \in \mu^{-1}(q_0)$, we have

$$d_\Lambda(q_0, q_1) = \inf_{p_1 \in \mu^{-1}(q_1)} d_{g_{\Lambda}}(p_0, p_1).$$
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4 The Gromov–Hausdorff convergence

In this section, we discuss the pointed Gromov–Hausdorff convergence of a sequence of pointed metric spaces equipped with submetries. First we review the definition of pointed Gromov–Hausdorff convergence of pointed metric spaces. Denote by $B(p, r) = B_X(p, r)$ the open ball of radius $r$ centered at $p$ in a metric space $X$.

**Definition 4.1** Let $(X, p)$ and $(X', p')$ be pointed metric spaces, and let $r$ and $\varepsilon$ be positive real numbers. Then $f: B(p, r) \to X'$ is said to be an $(r, \varepsilon)$–isometry from $(X, p)$ to $(X', p')$ if

1. $f(p) = p'$,
2. $|d(x, y) - |f(x)f(y)|| < \varepsilon$ holds for any $x, y \in B(p, r)$, and
3. $B(f(B(p, r)), \varepsilon)$ contains $B(p', r - \varepsilon)$.

**Definition 4.2** Let $\{(X_i, p_i)\}_i$ be a sequence of pointed metric spaces. Then we say $\{(X_i, p_i)\}_i$ converges to a metric space $(X, p)$ in the pointed Gromov–Hausdorff topology, or $\{(X_i, p_i)\}_i \overset{\text{GH}}{\to} (X, p)$, if for any $r, \varepsilon > 0$ there exists a positive integer $N_{(r, \varepsilon)}$ such that an $(r, \varepsilon)$–isometry from $(X_i, p_i)$ to $(X, p)$ exists for every $i \geq N_{(r, \varepsilon)}$.

For metric spaces $X, Y$, a map $\mu: X \to Y$ and $q \in Y$, define $\delta_{q, \mu}(r) \in \mathbb{R}_{\geq 0} \cup \{\infty\}$ by

$$
\delta_{q, \mu}(r) := \sup_{y \in B(q, r)} \text{diam}(\mu^{-1}(y)) = \sup_{y \in B(q, r)} |x x'|.
$$

**Proposition 4.3** Let $(X, p)$ and $(Y, q)$ be pointed metric spaces equipped with submetries $\mu: X \to Y$ satisfying $\mu(p) = q$, and let $(Y_\infty, q_\infty)$ be another pointed metric space. Assume that $\delta_{q, \mu}(r) < \infty$ and we have an $(r, \delta)$–isometry from $(X, p)$ to $(Y_\infty, q_\infty)$. Then there exists an $(r, \delta + \delta_{q, \mu})$–isometry from $(X, p)$ to $(Y_\infty, q_\infty)$.

**Proof** There is an $(r, \delta)$–isometry $f$ from $(Y, q)$ to $(Y_\infty, q_\infty)$. It is easy to check that the composition $\hat{f} := f \circ \mu$ is an $(r, \delta + \delta_{q, \mu})$–isometry from $(X, p)$ to $(Y_\infty, q_\infty)$. \(\square\)

5 Tangent cones at infinity

Let $(X, d)$ be a metric space and $\{a_i\}_i$ a decreasing sequence of positive numbers converging to 0. If $(Y, q)$ is the pointed Gromov–Hausdorff limit of $\{(X, a_i d, p)\}_i$, then it is called an tangent cone at infinity of $X$. It is clear that the limit does not depend on $p \in X$, but may depend on the choice of the sequence $\{a_i\}_i$.

In this paper, we are considering the tangent cones at infinity of $(X, d_{g_A})$. In Section 2, we have seen that $\sqrt{a} d_{g_A} = d_{g_a A}$ for $a > 0$; hence $\mu_{a A}: (X, \sqrt{a} d_{g_A}) \to (\mathbb{R}^3, d_{a A})$
is a submetry. By taking $N \in \mathbb{R}^+$ and the dilation $I_N: \mathbb{R}^3 \to \mathbb{R}^3$ defined by $I_N(\zeta) := (1/N)\zeta$, we have another submetry

$$
\mu_a := I_N^{-1} \circ \mu_{a\Lambda}: (X, \sqrt{\mu_{a\Lambda}}) \to (\mathbb{R}^3, d_a := I_N^*d_{a\Lambda}).
$$

Here, $I_N^*d_{a\Lambda}$ is the completion of the Riemannian distance of $I_N^*(\Phi_{a\Lambda} \cdot h_0) = I_N^*\Phi_{a\Lambda} \cdot \frac{1}{N^2} h_0 = N\Phi_{Na\Lambda} \cdot \frac{1}{N^2} h_0 = \frac{1}{N} \Phi_{Na\Lambda} \cdot h_0.

Thus we obtain $d_a$, which is the completion of the Riemannian metric $\Phi_a \cdot h_0$, where $\Phi_a := \frac{1}{N} \Phi_{Na\Lambda}$.

In other words, $d_a$ is given by

(1) \[ d_a(x, y) = \inf_{\gamma \in \text{Path}(x, y)} l_a(\gamma), \]

where $\text{Path}(x, y)$ is the set of smooth paths in $\mathbb{R}^3$ joining $x, y \in \mathbb{R}^3$, and

(2) \[ l_a(\gamma) = \int_0^{t_1} \sqrt{\Phi_a(\gamma'(t)) |\gamma'(t)|} dt. \]

By the definition of $g_{a\Lambda}$, one can see that the diameter of the fiber $\mu_{a\Lambda}^{-1}(\zeta)$ is given by $\pi/\sqrt{\Phi_a(\zeta)}$. Accordingly, the diameter of $\mu_a^{-1}(\zeta)$ is given by $\pi/(N \sqrt{\Phi_a(\zeta)})$.

For a metric $d_\infty$ on $\mathbb{R}^3$ and constants $r, \delta, \delta' > 0$, we introduce the next assumptions.

(A1) The identity map $\text{id}_{\mathbb{R}^3}: (\mathbb{R}^3, d_a, 0) \to (\mathbb{R}^3, d_\infty, 0)$ is an $(r, \delta)$–isometry.

(A2) \[ \sup_{\zeta \in B_{d_a}(0, r)} \frac{\pi}{N \sqrt{\Phi_a(\zeta)}} < \delta'. \]

Then we obtain the next proposition by Proposition 4.3.

**Proposition 5.1** Let $(X, g_{a\Lambda})$ and $\mu_a$ be as above, $p \in X$ satisfy $\mu_{a\Lambda}(p) = 0$ and $d_\infty$ be a metric on $\mathbb{R}^3$. If (A1) and (A2) are satisfied for given constants $r, \delta, \delta' > 0$, then $\mu_a$ is an $(r, \delta + \delta')$–isometry from $(X, ag_{a\Lambda}, p)$ to $(\mathbb{R}^3, d_\infty, 0)$.

### 6 Construction

Fix $\alpha > 1$, and let

$$
\Lambda^\alpha := \{(k^\alpha, 0, 0) : k \in \mathbb{Z}_{\geq 0}\}.
$$

Take an increasing sequence of integers $0 < K_0 < K_1 < K_2 < \cdots$. 
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In this paper, many constants will appear, and they may depend on \( \alpha \) or \( \{K_n\} \). However, we do not mind the dependence on these parameters. Put

\[
\Lambda_{2n} := \{(k^\alpha, 0, 0) \in \Lambda^\alpha : K_{2n} \leq k < K_{2n+1}\}, \quad \Lambda := \bigcup_{n=0}^{\infty} \Lambda_{2n}.
\]

Since \( \Lambda \subset \Lambda^\alpha \), we can see that \( \sum_{\lambda \in \Lambda} 1/(1 + |\lambda|) < \infty \); accordingly, we obtain a hyper-Kähler manifold \((X, g_\Lambda)\).

From now on, we fix \( a > 0, n \in \mathbb{N} \) and \( P > 0 \), then put \( N := a^{-1/(1+\alpha)} P^{1/(1+\alpha)} \) and

\[
\Phi_a(\xi) := \frac{1}{N} \Phi_{Na\Lambda}(\xi) = \sum_{\lambda \in \Lambda} \frac{1}{N|\xi - PN^{-\alpha}\lambda|}.
\]

Let \( I := \{(t, 0, 0) \in \mathbb{R}^3 : t \geq 0\} \), and put

\[
K(R, D) := \left\{ \xi \in \mathbb{R}^3 : |\xi| \leq R, \inf_{y \in I} |\xi - y| \geq D \right\}.
\]

Here, \( \inf_{y \in I} |\xi - y| \) is given by

\[
\inf_{y \in I} |\xi - y| = \begin{cases} \sqrt{\sum_{j} \xi_j^2} & \text{if } \xi \in \mathbb{R}_{\xi_1} \geq 0, \\ |\xi| & \text{if } \xi_1 < 0 \end{cases}
\]

for \( \xi = (\xi_1, \xi_\mathbb{C}) \in \mathbb{R}^3 = \mathbb{R} \oplus \mathbb{C} \). For \( 0 \leq S < T \leq \infty \), define a positive valued function \( \Phi_{S,P}^T : \mathbb{R}^3 \setminus I \to \mathbb{R} \) by

\[
\Phi_{S,P}^T(\xi) := \int_S^T \frac{d\tau}{|\xi - \Phi(\lambda^\alpha, 0, 0)|}.
\]

Throughout this section, we put

\[
S_n := \frac{K_{2n}}{N} = a \frac{1}{1+\alpha} P^{\frac{1}{1+\alpha}} K_{2n}, \quad T_n := \frac{K_{2n+1}}{N} = a \frac{1}{1+\alpha} P^{\frac{1}{1+\alpha}} K_{2n+1}.
\]

**Proposition 6.1** For any \( \xi \in K(R, D) \), we have

\[
\left| \Phi_a(\xi) - \sum_{n=0}^{\infty} \Phi_{S_n,P}^T(\xi) \right| \leq \frac{2}{ND} = \frac{2}{D} \left( \frac{a}{P} \right)^{\frac{1}{1+\alpha}}.
\]

**Proof** Since \( \Lambda_{2n} = \{(k^\alpha, 0, 0) : K_{2n} \leq k < K_{2n+1}\} \),

we have

\[
\sum_{\lambda \in \Lambda_{2n}} \frac{1}{N|\xi - PN^{-\alpha}\lambda|} = \sum_{k=K_{2n}}^{K_{2n+1}-1} \frac{1}{N|\xi - PN^{-\alpha}(k^\alpha, 0, 0)|}.
\]
Then we obtain
\begin{equation}
\left| \sum_{n=0}^{\infty} \left( \sum_{\lambda \in \Lambda_{2n}} \frac{1}{N|\zeta - PN^{-\alpha}\lambda|} - \int_{K_{2n}/N} \frac{dx}{|\zeta - P(x^\alpha, 0, 0)|} \right) \right| \leq \frac{2}{ND}.
\end{equation}

The above inequality holds since the function \( x \mapsto 1/|\zeta - P(x^\alpha, 0, 0)| \) has at most one critical point, and for all \( \zeta \in K(R, D) \),
\[
\sup_{x \in \mathbb{R}} \frac{1}{|\zeta - P(x^\alpha, 0, 0)|} - \inf_{x \in \mathbb{R}} \frac{1}{|\zeta - P(x^\alpha, 0, 0)|} \leq \frac{1}{D}.
\]

Next we obtain the lower estimate of \( \Phi_a \) as follows.

**Proposition 6.2** We have
\begin{align}
\Phi_{S_n, P}^T(\zeta) & \geq \left( \int_{S_n}^T \frac{dx}{1 + Px^\alpha} \right) \min\left\{ \frac{1}{|\zeta|}, 1 \right\}, \\
\Phi_a(\zeta) & \geq \left( \sum_{n=0}^{\infty} \int_{S_n}^T \frac{dx}{1 + Px^\alpha} - 2(a P^{-1})^{\frac{1}{1+\alpha}} \right) \min\left\{ \frac{1}{|\zeta|}, 1 \right\}, \\
\sum_{n=0}^{\infty} \Phi_{S_n, P}^T(\zeta) & \leq P^{-1} \frac{\alpha 2^{\frac{1}{\alpha}}}{\alpha - 1} \frac{|\zeta|^{\frac{1}{\alpha}}}{|\zeta|}, \\
\sum_{n=n_0}^{\infty} \Phi_{S_n, P}^T(\zeta) & \leq 2S_{n_0}^{-\alpha+1}\frac{P}{P(\alpha - 1)} \quad \text{if} \quad S_{n_0} \geq \left( \frac{2|\zeta|}{P} \right)^{\frac{1}{\alpha}}, \\
\sum_{n=0}^{n_0} \Phi_{S_n, P}^T(\zeta) & \leq \frac{T_{n_0}}{D} \quad \text{if} \quad \zeta \in K(R, D).
\end{align}

**Proof** First of all, one can see
\[
\Phi_{S_n, P}^T(\zeta) \geq \int_{S_n}^T \frac{dx}{|\zeta| + Px^\alpha} \geq \frac{1}{|\zeta|} \int_{S_n}^T \frac{dx}{1 + Px^\alpha}
\]
if \( |\zeta| \geq 1 \), and
\[
\Phi_{S_n, P}(\zeta) \geq \int_{S_n}^T \frac{dx}{|\zeta| + Px^\alpha} \geq \int_{S_n}^T \frac{dx}{1 + Px^\alpha}
\]
if \( |\zeta| \leq 1 \). Next we have
\[
\Phi_a(\zeta) \geq \sum_{n=0}^{\infty} \sum_{k=K_{2n}}^{K_{2n+1}-1} \frac{1}{N(|\zeta| + PN^{-\alpha}k^\alpha)}.
\]
The nonuniqueness of the tangent cones at infinity of Ricci-flat manifolds

and a similar argument to the proof of Proposition 6.1 gives
\[
\left| \sum_{n=0}^{\infty} \left( \sum_{k=K_{2n}}^{K_{2n+1}} \frac{1}{N(|\xi| + PN^{-\alpha} k^\alpha)} - \int_{S_n} T_n \frac{dx}{|\xi| + PX^\alpha} \right) \right| \leq \frac{2}{N|\xi|}.
\]
Combining these inequalities, one has the second assertion if $|\xi| \geq 1$. If $|\xi| \leq 1$, then
\[
\Phi_a(\xi) \geq \sum_{n=0}^{\infty} \sum_{k=K_{2n}}^{K_{2n+1}} \frac{1}{N(1 + PN^{-\alpha} k^\alpha)},
\]
and by a similar argument, we obtain the assertion.

Next we consider (6). If $t \geq (2|\xi|/P)^{1/\alpha}$, then
\[
(9) \quad \int_t^\infty \frac{dx}{|\xi - P(x^\alpha, 0, 0)|} \leq \int_t^\infty \frac{2dx}{PX^\alpha} = \frac{2}{P(\alpha-1)}t^{-\alpha+1}
\]
holds. Hence one can see
\[
\sum_{n=0}^{\infty} \Phi_{T_n}^{S_n, P}(\xi_R, \xi_C) \leq \int_0^\infty \frac{dx}{|\xi - P(x^\alpha, 0, 0)|}
\]
\[
= \int_0^{(2|\xi|/P)^{1/\alpha}} \frac{dx}{|\xi - P(x^\alpha, 0, 0)|} + \int_{(2|\xi|/P)^{1/\alpha}}^{\infty} \frac{dx}{|\xi - P(x^\alpha, 0, 0)|}
\]
\[
\leq \frac{(2|\xi|/P)^{1/\alpha}}{|\xi_C|} + \frac{2}{P(\alpha-1)} \left( \frac{2|\xi|}{P} \right)^{1/(\alpha-1)}
\]
\[
= P^{-1/\alpha} \left( \frac{(2|\xi|)^{1/\alpha}}{|\xi_C|} + \frac{(2|\xi|)^{1/\alpha}}{\alpha-1} \frac{1}{|\xi_C|} \right).
\]
The statement (7) follows from (9), and (8) is obvious.

Put
\[
A_{S, P}^T := \int_S T \frac{dx}{1 + PX^\alpha}.
\]
By Proposition 6.2, we have the following.

**Proposition 6.3** Let $\Phi_a$ be as above. Then for every $R \geq 1$,
\[
\sup_{|\xi| \leq R} \frac{1}{N \sqrt{\Phi_a(\xi)}} \leq \left( \frac{a}{P} \right)^{1+\alpha} \left( \sum_{n=0}^{\infty} A_{S_n, P}^T - 2 \left( \frac{a}{P} \right)^{1+\alpha} \right)^{-1/2} \sqrt{R}.
\]
7 Distance

In the previous section, we estimated \( |\Phi_a - \sum_n \Phi_{S_n,P}^T| \) on \( K(R, D) \).

In this section, we introduce more general positive functions \( \Phi \) and \( \Phi_\infty \), and induced metrics \( d \) and \( d_\infty \) on \( \mathbb{R}^3 \), respectively. What we hope to show in this section is that if we fix a very large \( R \geq 1 \) and assume that \( \sup_{K(R, D)} |\Phi - \Phi_\infty| \leq \varepsilon / D \) holds for a very small \( \varepsilon \) and every \( D \leq 1 \), then the identity map of \( \mathbb{R}^3 \) becomes an \((r, \delta)\)–isometry from \((\mathbb{R}^3, d, 0)\) to \((\mathbb{R}^3, d_\infty, 0)\) for a large \( r \) and a small \( \delta \). Here, we explain the difficulty in showing it.

We hope to show that \( \sup_{K(R, D)} |d - d_\infty| \) is small for every \( R \geq 1 \) and \( 0 < D \leq 1 \). By the estimate of \( \sup_{K(R, D)} |\Phi - \Phi_\infty| \), it is easy to see that \( \sup_{K(R, D)} |d_{R,D} - d_\infty| \) is small, where \( d_{R,D} \) (resp. \( d_\infty \)) is the Riemannian distance of the Riemannian metric \( \Phi h_0 \vert_{K(R,D)} \) (resp. \( \Phi_\infty h_0 \vert_{K(R,D)} \)). However, \( d_{R,D} \) may not equal \( d \) in general since the geodesic of \( \Phi h_0 \) joining two points in \( K(R, D) \) might leave \( K(R, D) \). To see that \( \sup_{K(R,D)} |d_{R,D} - d| \) is sufficiently small, we have to observe that a path joining two points in \( K(R, D) \) which leaves \( K(R, D) \) can be replaced by a shorter path included in \( K(R, D) \).

In this section, we consider positive valued functions \( \Phi, \Phi_\infty \in C^\infty(\mathbb{R}^3 \setminus \mathcal{I}) \) satisfying the following conditions for given constants \( R \geq 1, \ m, \varepsilon, \ C_0, \ C_1 > 0 \) and \( \kappa \geq 0 \):

\[
(A3) \quad |\Phi(\zeta) - \Phi_\infty(\zeta)| \leq \frac{\varepsilon}{D^m} \quad \text{and} \quad |\Phi(\zeta) - \Phi_\infty(\zeta)| \leq \frac{C_1}{D}
\]

hold for any \( D \leq 1 \) and \( \zeta \in K(R, D) \).

\[
(A4) \quad \Phi(\zeta_R, e^{i\theta} \zeta_C) = \Phi(\zeta_R, \zeta_C), \quad \Phi_\infty(\zeta_R, e^{i\theta} \zeta_C) = \Phi_\infty(\zeta_R, \zeta_C),
\]

hold for any \( e^{i\theta} \in S^1 \), if \( |\zeta_C| \geq |\zeta'_C| \).

\[
(A5) \quad \min\{\Phi(\zeta), \Phi_\infty(\zeta)\} \geq \begin{cases} C_0/|\zeta| & \text{if } |\zeta| \geq 1, \\ C_0 & \text{if } |\zeta| \leq 1. \end{cases}
\]

\[
(A6) \quad \Phi_\infty(\zeta) \leq \frac{C_1 u^\kappa}{|\zeta_C|}.
\]

**Remark 7.1** Let \( \Phi = \Phi_a \) and \( \Phi_\infty = \Phi_{S,P}^T \) be as in Section 6. Then they satisfy \((A4)\), and also satisfy \((A3)\), \((A5)\) and \((A6)\) for appropriate constants \( \varepsilon, \ C_0 \) and \( C_1 \) given by Propositions 6.1 and 6.2.
From now on, let $\Phi, \Phi_\infty$ satisfy (A3)–(A6) for constants $R, \varepsilon, C_0, C_1, \kappa$. Denote by $d, d_\infty$ the metrics on $\mathbb{R}^3$ induced by $\Phi \cdot h$, $\Phi_\infty \cdot h$, and by $l, l_\infty$ the lengths of paths with respect to $d, d_\infty$, respectively.

### 7.1 Estimates (1)

Let $B(u) := \{x \in \mathbb{R}^3 : |x| < u\}$ and Path$(u, x, y)$ be the set of smooth paths in $\overline{B(u)}$ joining $x, y \in \overline{B(u)}$; then put

$$d_u(x, y) = \inf_{\gamma \in \text{Path}(u, x, y)} l(\gamma), \quad d_{\infty, u}(x, y) = \inf_{\gamma \in \text{Path}(u, x, y)} l_\infty(\gamma)$$

By the definition, $d(x, y) \leq d_u(x, y)$ and $d_\infty(x, y) \leq d_{\infty, u}(x, y)$ always hold. However, the opposite inequality may not hold since the minimizing geodesic $\gamma$ joining $x, y \in \overline{B(u)}$ may leave $\overline{B(u)}$. The goal of this subsection is to show $d_{\rho(u)}(x, y) \leq d(x, y)$ and $d_{\infty, \rho(u)}(x, y) \leq d_\infty(x, y)$ for a sufficiently large $\rho(u)$.

**Proposition 7.2** Suppose $\Phi$ and $\Phi_\infty$ satisfy (A3)–(A6). Let $D_u$ and $D_{u, u'}$ be the diameters of $\overline{B(t)}$ with respect to $d$ and $d_{u'}$, respectively, where $0 < u \leq u'$. Define $D_{\infty, u}$ and $D_{\infty, u, u'}$ in the same way. Then the inequality

$$2\sqrt{C_0(\sqrt{\xi} - 1)} \leq \min\{d(0, \xi), d_\infty(0, \xi)\}$$

holds for all $\xi \in \mathbb{R}^3$, and

$$d(0, \xi) \leq D_u \leq D_{u, u} \leq C_2 u^\kappa, \quad d_\infty(0, \xi) \leq D_{\infty, u} \leq D_{\infty, u, u'} \leq C_2 u^{\kappa'}$$

hold for all $\xi \in \mathbb{R}^3$ and $u \geq 1$ with $|\xi| \leq u \leq R$, where $C_2$ is the constant depending only on $C_1$ and $\kappa' = \frac{1}{2}(1 + \kappa)$.

**Proof** First we show the first inequality. Let $\gamma : [a, b] \to \mathbb{R}^3$ be a smooth path such that $\gamma(a) = 0$ and $\gamma(b) = \xi$. We may suppose $|\xi| \geq 1$ since it is obviously satisfied when $|\xi| < 1$. Then there is $s \in [a, b]$ such that $|\gamma(s)| = 1$ and $|\gamma(t)| \geq 1$ for any $t \in [s, b]$. Then by the assumption (A5), one can see

$$l(\gamma) = \int_a^b \sqrt{\Phi(\gamma(t))} |\gamma'(t)| dt \geq \int_s^b \sqrt{\Phi(\gamma)} |\gamma'| dt \geq \int_s^b \sqrt{C_0 |\gamma'|} |\gamma'| dt.$$

Since we have $|\gamma'| \geq |\gamma'|$, we obtain, for all $\xi \in \mathbb{R}^3$ with $|\xi| \geq 1$,

$$l(\gamma) \geq \int_s^b \sqrt{C_0 |\gamma'|} |\gamma'| dt \geq 2\sqrt{C_0} \int_s^b \frac{d}{dt} |\gamma'| dt \geq 2\sqrt{C_0(\sqrt{|\xi|} - 1)}.$$
By the definition, $d(0, \xi) \leq D_u \leq D_{u,R_1} \leq D_{u,R_0}$ always hold for any $u \leq R_0 \leq R_1$ and $\xi \in \mathbb{R}^3$ with $|\xi| \leq u$. Next we estimate $D_{u,u}$ from the above. For every $\xi$, we will prepare the piecewise smooth paths $\gamma_\xi$ in $B(u)$ joining 0 and $\xi$ as described below. Then we will have an upper bound

$$D_{u,u} \leq 2 \sup_{\xi \in B(u)} l(\gamma_\xi).$$

Here we define $\gamma_\xi$ as follows. We have the isometric $S^1$-action on $\mathbb{R}^3$ with respect to $d$ and $d_\infty$ by (A4). By supposing $\gamma_{e^{i\theta}\xi} = e^{i\theta}\gamma_\xi$, it suffices to consider $\gamma_\xi$ in the case of $\xi = (\sin s, -\cos s, 0)$, where $r > 0$ and $-\pi < s \leq \pi$. Let

$$\gamma_{\xi|[0,1]}(t) := (0, -rt, 0),$$
$$\gamma_{\xi|[1,2]}(t) := r(\sin(s(t-1)), -\cos(s(t-1)), 0).$$

Since $\xi \in K(R, |\xi|)$ holds, (A3) gives $|\Phi(\xi) - \Phi_\infty(\xi)| \leq C_1/|\xi|$, and (A6) gives $\Phi_\infty(\xi) \leq C_1 u^{\kappa}/|\xi|$. Then we can see

$$l(\gamma_{\xi|[0,1]}) = \int_0^1 \sqrt{\Phi(\gamma_\xi)} |\gamma'_\xi| \, dt$$

$$\leq \int_0^1 r \sqrt{\Phi(\gamma_\xi) - \Phi_\infty(\gamma_\xi)} \, dt + \int_0^1 r \sqrt{\Phi_\infty(\gamma_\xi)} \, dt$$

$$\leq \int_0^1 r \sqrt{C_1/rt} \, dt + \int_0^1 r \sqrt{C_1 u^{\kappa}/rt} \, dt$$

$$\leq 2\sqrt{C_1 u} + 2\sqrt{C_1 u^{\kappa+1}}.$$

Simultaneously, we also have

$$l(\gamma_{\xi|[1,2]}) \leq \int_1^2 |\gamma'_\xi| \sqrt{\Phi(\gamma_\xi) - \Phi_\infty(\gamma_\xi)} \, dt + \int_1^2 |\gamma'_\xi| \sqrt{\Phi_\infty(\gamma_\xi)} \, dt$$

$$\leq \int_1^1 r |s| \sqrt{C_1/|r\cos st|} \, dt + \int_1^1 r |s| \sqrt{C_1 u^{\kappa}/|r\cos st|} \, dt$$

$$\leq \sqrt{C_1 u} + \sqrt{C_1 u^{1+\kappa}} \int_0^{|s|} \sqrt{1/\cos t} \, dt.$$

Here, $\int_0^\pi \sqrt{1/\cos t} \, dt$ is finite. Since $u \geq 1$ and $\kappa \geq 0$, we may suppose that $\max\{\sqrt{u}, \sqrt{u^{1+\kappa}}\} = u^{1+\kappa}$. By combining these estimates and putting

$$C_2 = \left(2 + \int_0^\pi \sqrt{1/\cos t} \, dt\right) \sqrt{C_1},$$

we have the assertion. We also obtain the estimate of $D_{\infty,u,u}$ by the above argument. $\square$
Proposition 7.3  Suppose $\Phi, \Phi_\infty$ satisfy (A3)–(A6), and for $t > 0$, let

$$\rho(t) := \max\{t - 1, (1 + C_3 t^k)^2\},$$

where $C_3 = 3C_2/(2\sqrt{C_0})$ and $C_2$ is the constant in Proposition 7.2. Then $d_{\rho(u)}(x, y) = d(x, y)$ and $d_{\infty, \rho(u)}(x, y) = d_{\infty}(x, y)$ for any $x, y \in B(u)$ and $1 \leq u \leq R$.

Proof By the definition, $d(x, y) \leq d_{\rho(u)}(x, y)$ always holds. We assume $d(x, y) < d_{\rho(u)}(x, y)$ for some $x, y \in B(u)$. Then there is a smooth $\gamma: [a, b] \to \mathbb{R}^3$ joining $x$ and $y$ such that $d(x, y) \leq l(\gamma) < d_{\rho(u)}(x, y)$, which implies the existence of $c \in [a, b]$ satisfying $|\gamma(c)| = \rho(u)$. Then one can see

$$l(\gamma) \geq l(\gamma|_{[a, c]}) \geq d(0, \gamma(c)) - d(0, \gamma(a))$$

$$\geq 2\sqrt{C_0}(\sqrt{\rho(u)} - 1) - D_{u,u}$$

$$\geq 2\sqrt{C_0}\left(\sqrt{1 + C_3 u^{k'}} - 1\right) - C_2 u^{k'}$$

$$\geq 2C_2 u^{k'}$$

by Proposition 7.2. On the other hand, we have

$$d_{\rho(u)}(x, y) \leq D_{u,\rho(u)} \leq D_{u,u} \leq C_2 u^{k'}$$

by Proposition 7.2. Therefore, we obtain

$$2C_2 u^{k'} \leq l(\gamma) < d_{\rho(u)}(x, y) \leq C_2 u^{k'},$$

a contradiction. We can show $d_{\infty}(x, y) = d_{\infty, \rho(u)}(x, y)$ in the same way. □

7.2 Estimates (2)

In this subsection, let $\gamma: [a, b] \to B(u)$ be a smooth path joining $x, y \in \mathbb{R}^3 \setminus L(D)$, where

$$L(D) := \{\xi \in \mathbb{R}^3 : |\xi_{\mathbb{C}}| < D\}.$$

Now, we are going to show that if $\gamma$ is a minimizing geodesic joining $x$ and $y$, then it never approaches the axis $\{(t, 0, 0) \in \mathbb{R}^3 : t \in \mathbb{R}\}$. To show this, if the given $\gamma$ invades $L(D)$, then we modify $\gamma$ and construct the new path $c_\gamma$ to not invade $L(D)$.

Lemma 7.4  Suppose $\Phi, \Phi_\infty$ satisfy (A4). Let $\gamma = (\gamma_{\mathbb{R}}, \gamma_{\mathbb{C}}): [a, b] \to \mathbb{R}^3 = \mathbb{R} \oplus \mathbb{C}$ be a smooth path satisfying $|\gamma_{\mathbb{C}}(a)| = |\gamma_{\mathbb{C}}(b)| = D$ and $|\gamma_{\mathbb{C}}(t)| \leq D$ for any $t \in [a, b]$. Define $P_\gamma: [a, b] \to \mathbb{R}^3$ by

$$P_\gamma(t) := (\gamma_{\mathbb{R}}(t), \gamma_{\mathbb{C}}(a)).$$

Then $l(P_\gamma) \leq l(\gamma)$ and $l_\infty(P_\gamma) \leq l_\infty(\gamma)$ hold.
we finally obtain the piecewise smooth path \( c \).

Since \( \gamma \) is contained in \( \mathbb{R}^3 \setminus L(D) \), and assume that \( |\gamma_{C}(a')| = |\gamma_{C}(b')| = D \) and that \( \gamma((a', b')) \) is contained in \( L(D) \) for some \( a \leq a' < b' \leq b \). Then define a new path \( \Gamma(\gamma, [a', b']) : [a, b] \to \mathbb{R}^3 \) by connecting

\[
\gamma'\big|_{[a, a']} , \quad P_{\gamma}^{-1} \gamma'\big|_{[a', b']} .
\]

Here, by choosing \( e^{i\theta} \) appropriately, \( \Gamma(\gamma, [a', b']) \) is continuous and piecewise smooth. By Lemma 7.4, the length of \( \Gamma(\gamma, [a', b']) \) is not longer than that of \( \gamma \) since \( S^1 \)-rotation preserves \( d \) and \( d_\infty \).

Put \( J := \gamma^{-1}(L(D)) \cap (a, b) \). Since \( J \) is open in \( (a, b) \), it is decomposed into disjoint open intervals

\[
J = \bigcup_{q \in \mathcal{Q}} (a_q, b_q)
\]

for some \( a_q, b_q \in [a, b] \) and countable set \( \mathcal{Q} \). If \( q \in \mathcal{Q} \), then \( |\gamma_{C}(a_q)| = |\gamma_{C}(b_q)| = D \) holds. Then we have \( \gamma_1 := \Gamma(\gamma, [a_q, b_q]) \) for a fixed \( q \in \mathcal{Q} \); moreover, we obtain \( \gamma_2 := \Gamma(\gamma_1, [a_q', b_q']) \) for another \( q' \in \mathcal{Q} \), and repeating this process for all \( q \in \mathcal{Q} \), we finally obtain the piecewise smooth path \( c : [a, b] \to \mathbb{R}^3 \) such that \( c(a) = \gamma(a), c(b) = e^{i\theta} \gamma(b) \) for some \( e^{i\theta_0} \) and

\[
l(c) \leq l(\gamma), \quad l_\infty(c) \leq l_\infty(\gamma).
\]

Here, we have to modify \( c \) so that the terminal points of both paths coincide. Put \( \bar{b} := \sup\{t \in [a, b] : |\gamma_{C}(t)| = D\} \). Then define a path \( \tilde{\gamma}' \) by connecting \( c\big|_{[a, \bar{b}]} \) and \( \gamma\big|_{[\bar{b}, b]} \). Here, to connect \( c(\bar{b}) \) and \( \gamma(\bar{b}) \), we add the path \( c_{\theta_0} : [0, \theta_0] \to \partial L(D) \) defined by \( c_{\theta_0}(t) = e^{it} \gamma(\bar{b}) \). Then by \( (A6) \), we obtain

\[
l(c_{\theta_0}) \leq \sqrt{C_1(1 + u^k)} \sqrt{D} \quad \text{and} \quad l_\infty(c_{\theta_0}) \leq \sqrt{C_1 u^k \sqrt{D}}
\]

if \( |\gamma(\bar{b})| \leq u \leq R \). Hence we have the following proposition.

**Proposition 7.5** Let \( D \leq 1 \) and \( 1 \leq u \leq R \), and let \( x, y, \gamma, \tilde{\gamma} \) be as above. If the image of \( \gamma \) is contained in \( \mathcal{B}(u) \), then we have

\[
l(\tilde{\gamma}) - l(\gamma) \leq \sqrt{C_1(1 + u^k)} \sqrt{D}, \quad l_\infty(\tilde{\gamma}) - l_\infty(\gamma) \leq \sqrt{C_1 u^k \sqrt{D}}.
\]
**Proposition 7.6** Let $x$, $y$, $\gamma$, $\hat{\gamma}$ be as above. If the image of $\gamma$ is contained in $B(u)$, then the image of $\hat{\gamma}$ is contained in $B(u + D) \setminus L(D)$.

**Proof** It is obvious by the construction that the image of $\hat{\gamma}$ is contained in $\mathbb{R}^3 \setminus L(D)$. Since $S^1$–action preserves $B(u)$, and
\[ |P_{\gamma}|^2 \leq |\gamma|^2 + D^2, \quad \left| \left( \gamma_{\mathbb{R}}(t), \frac{Dy_C(t)}{|y_C(t)|} \right) \right|^2 \leq |\gamma|^2 + D^2 \]
hold, we have the assertion. \(\square\)

### 7.3 Estimates (3)

Let
\[
\text{Path}(u, D, x, y) := \{ \gamma \in \text{Path}(x, y) : \text{Im}(\gamma) \subset K(u, D) \},
\]
\[
d_{u,D}(x, y) := \inf_{\gamma \in \text{Path}(u, D, x, y)} l(\gamma),
\]
\[
d_{\infty,u,D}(x, y) := \inf_{\gamma \in \text{Path}(u, D, x, y)} l_{\infty}(\gamma).
\]
for $x, y \in K(u, D)$. By the definition, $d(x, y) \leq d_{u,D}(x, y)$ always holds. In this subsection, we consider the opposite estimate.

**Lemma 7.7** Let $\hat{\zeta} := (\zeta_{\mathbb{R}}, D\zeta_C/|\zeta_C|)$ if $\zeta_C \neq 0$, and $\hat{\zeta} := (\zeta_{\mathbb{R}}, D)$ if $\zeta_C = 0$. Suppose $\Phi, \Phi_{\infty}$ satisfy (A3)–(A6), and $1 \leq u \leq R$.

1. If $\zeta \in L(D) \cap B(u - 1)$ and $0 < D \leq 1$, then
\[
d_{u}(\zeta, \hat{\zeta}) \leq 2\sqrt{C_1(1 + u^k)}D, \quad d_{\infty,u}(\zeta, \hat{\zeta}) \leq 2\sqrt{C_1u^kD}.
\]
2. If $\zeta \in L(D) \cap K(u - 1, D)$ and $0 < D \leq 1$, then
\[
d_{u,D}(\zeta, \hat{\zeta}) \leq 2\sqrt{C_1(1 + u^k)}D, \quad d_{\infty,u,D}(\zeta, \hat{\zeta}) \leq 2\sqrt{C_1u^kD}.
\]

**Proof** Let $\gamma(t) = (\zeta_{\mathbb{R}}, t\zeta_C)$ for $t \in [\|\zeta_C\|/D, 1]$. Then $\gamma$ is joining $\zeta$ and $\hat{\zeta}$, and the image of $\gamma$ is contained in $B(u - 1 + D) \subset B(u)$. Then by (A3) and (A6), we have $\Phi(\gamma(t)) \leq C_1(1 + u^k)/(tD)$. Then we have
\[
d_{u}(\zeta, \hat{\zeta}) \leq l(\gamma) \leq 2\sqrt{C_1(1 + u^k)}D.
\]
Moreover, if $\zeta \in K(u - 1, D)$, then the image of $\gamma$ is contained in $K(u, D)$; therefore,
\[
d_{u,D}(\zeta, \hat{\zeta}) \leq l(\gamma) \leq 2\sqrt{C_1(1 + u^k)}D.
\]
The estimates for $d_{\infty,u}(\zeta, \hat{\zeta})$ and $d_{\infty,u,D}(\zeta, \hat{\zeta})$ follow in the same way. \(\square\)
Proposition 7.8 Suppose $\Phi, \Phi_\infty$ satisfy (A3)–(A6) and let $\rho$ be as in Proposition 7.3. If $\rho(u + 1) + 1 \leq R$, then

$$|d_{\rho(u+1)+1,D}(x, y) - d(x, y)| \leq \xi(u)\sqrt{D},$$

$$|d_{\infty,\rho(u+1)+1,D}(x, y) - d_{\infty}(x, y)| \leq \xi_\infty(u)\sqrt{D}$$

hold for any $x, y \in K(u, D)$ and $0 < D \leq 1$, where

$$\xi(u) := \sqrt{C_1(1 + (\rho(u + 1) + 1)^k)} + 8\sqrt{C_1(1 + (u + 1)^k)} + 2,$$

$$\xi_\infty(u) := \sqrt{C_1(\rho(u + 1) + 1)^k} + 8\sqrt{C_1(u + 1)^k} + 2.$$

Proof Since $d(x, y) \leq d_{\rho(u+1)+1,D}(x, y)$ always holds, it suffices to show that $d_{\rho(u+1)+1,D}(x, y) - d(x, y) \leq \xi(u)\sqrt{D}$. Let $x, y \in K(u, D)$ and $0 < D \leq 1$. By the assumption $\rho(u + 1) + 1 \leq R$ and the definition of $\rho$, we have that $u + 1 \leq R$. Define $\hat{x} \in \mathbb{R}^3$ as in Lemma 7.7 if $x \in L(D)$, and $\hat{x} := x$ if $x \notin L(D)$. Define $\hat{y}$ in the same way. Then we can see $\hat{x}, \hat{y} \in B(u + 1) \setminus L(D)$ and $d_{u+1,D}(x, \hat{x}) \leq 2\sqrt{C_1(1 + (u + 1)^k)D}$ by Lemma 7.7; consequently, we obtain

(10) $$d_{u+1,D}(x, \hat{x}) + d_{u+1,D}(y, \hat{y}) \leq 4\sqrt{C_1(1 + (u + 1)^k)D}.$$ 

For any $\gamma \in \text{Path}(\hat{x}, \hat{y})$, we construct $F(\gamma) \in \text{Path}(\rho(u + 1) + 1, D, \hat{x}, \hat{y})$ as follows. By Proposition 7.3, we can see

$$l(\gamma) \geq d(\hat{x}, \hat{y}) = d_{\rho(u+1)}(\hat{x}, \hat{y}) = \inf_{c \in \text{Path}(\rho(u+1), x, y)} l(c).$$

Accordingly, we can take $c \in \text{Path}(\rho(u + 1), x, y)$ such that $l(c) \leq l(\gamma) + \sqrt{D}$. Then we can apply the argument in Section 7.2 to $\hat{x}, \hat{y}$ and $c$ so that we obtain a piecewise smooth path $\hat{c}$ whose image is contained in $B(\rho(u + 1) + 1) \setminus L(D)$, hence in $K(\rho(u + 1) + 1, D)$. Then we have

$$\liminf_{k \to \infty} l(\hat{c}) - l(c) \leq \sqrt{C_1(1 + (\rho(u + 1) + 1)^k)D}$$

by Proposition 7.5. Therefore, there is a sufficiently large $k$, which may depend on $n$ and $D$, such that $l(\hat{c}) - l(c) \leq \sqrt{C_1(1 + (\rho(u + 1) + 1)^k)D} + \sqrt{D}$. Put $F(\gamma) = \hat{c}$. Then we can see

$$l(F(\gamma)) - l(\gamma) \leq l(F(\gamma)) - l(c) + l(c) - l(\gamma) \leq \sqrt{C_1(1 + (\rho(u + 1) + 1)^k)D} + \sqrt{D} + \sqrt{D} = \sqrt{C_1(1 + (\rho(u + 1) + 1)^k) + 2}\sqrt{D}.$$ 

Thus we obtain $F(\gamma) \in \text{Path}(\rho(u + 1) + 1, D, \hat{x}, \hat{y})$ for every $\gamma \in \text{Path}(\hat{x}, \hat{y})$ such that

(11) $$l(F(\gamma)) - l(\gamma) \leq \sqrt{C_1(1 + (\rho(u + 1) + 1)^k) + 2}\sqrt{D}.$$ 
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By taking the infimum of (11) for all \( \gamma \in \text{Path}(\hat{x}, \hat{y}) \), we obtain
(12) \[ d_{\rho(u+1)+1,D}(\hat{x}, \hat{y}) \leq d(\hat{x}, \hat{y}) + \left( \sqrt{C_1(1 + (\rho(u+1)+1)^{\kappa})} + 2 \right) \sqrt{D}. \]
Since \( \rho(u+1) \geq u + 1 \), we have
\[
|d_{\rho(u+1)+1,D}(\hat{x}, \hat{y}) - d_{\rho(u+1)+1,D}(x, y)| \leq d_{\rho(u+1)+1,D}(\hat{x}, x) + d_{\rho(u+1)+1,D}(\hat{y}, y) \\
\leq d_{u+1,D}(\hat{x}, x) + d_{u+1,D}(\hat{y}, y) \\
\leq 4\sqrt{C_1(1 + (u + 1)^\kappa)}D,
\]

by (10); hence
\[
d_{\rho(u+1)+1,D}(x, y) \leq d_{\rho(u+1)+1,D}(\hat{x}, \hat{y}) + 4\sqrt{C_1(1 + (u + 1)^\kappa)}D,
\]
\[
d(\hat{x}, \hat{y}) \leq d(x, y) + 4\sqrt{C_1(1 + (u + 1)^\kappa)}D
\]
hold. By combining these inequalities with (12), we obtain
\[
d_{\rho(u+1)+1,D}(x, y) \leq d(x, y) + \xi(u)\sqrt{D}.
\]
The second inequality can be shown in the same way. \( \square \)

7.4 From (A3)–(A6) to (A1) and (A2)

**Proposition 7.9** Suppose that \( \Phi, \Phi_\infty \) satisfy (A3)–(A6), and let \( \gamma: [a, b] \to K(u, D) \) and \( 1 \leq u \leq R \). Then
\[
|l(\gamma) - l_\infty(\gamma)| \leq \sqrt{\frac{\epsilon u}{C_0 D^m}}l_\infty(\gamma).
\]

**Proof** Since \( l(\gamma) = \int_a^b \sqrt{\Phi(\gamma(t))} |\gamma'(t)| \, dt \), one can see
\[
|l(\gamma) - l_\infty(\gamma)| \leq \int_a^b \sqrt{|\Phi(\gamma) - \Phi_\infty(\gamma)|} |\gamma'| \, dt \\
\leq \int_a^b \frac{|\Phi(\gamma) - \Phi_\infty(\gamma)|}{\Phi_\infty(\gamma)} \sqrt{\Phi_\infty(\gamma)} |\gamma'| \, dt \\
\leq \int_a^b \frac{\epsilon \max\{|\gamma|, 1\}}{C_0 D^m} \sqrt{\Phi_\infty(\gamma(t))} |\gamma'(t)| \, dt
\]
by (A3) and (A5). Since we have assumed $|γ| ≤ u$ and $u ≥ 1$, we have

$$|l(γ) - l_∞(γ)| ≤ \sqrt{\frac{εu}{C_0D^m}} l_∞(γ). \quad \square$$

**Proposition 7.10** Suppose that $Φ$ and $Φ_∞$ satisfy (A3), (A5) and (A6). Then

$$|d_{u,D}(x, y) - d_{∞,u,D}(x, y)| ≤ \sqrt{\frac{εu}{C_0D^m}} d_{∞,u,D}(x, y)$$

holds for all $1 ≤ u ≤ R$.

**Proof** Put $δ = \sqrt{εu/(C_0D^m)}$. Then Proposition 7.9 gives

$$l(γ) - l_∞(γ) ≤ (1 - δ)l_∞(γ) \leq (1 + δ)l_∞(γ). \quad (13)$$

Then by taking the infimum of (13) for all $γ ∈ \text{Path}(u, D, x, y)$, we can see

$$(1 - δ)d_{∞,u,D}(x, y) ≤ d_{n,u,D}(x, y) ≤ (1 + δ)d_{∞,u,D}(x, y)$$

for all $u ≥ 0$. \quad \square

**Proposition 7.11** Suppose that $Φ, Φ_∞$ satisfy (A3)–(A6) and $u ≤ 1$. Let $u^{(2)} := ρ(u + 2) + 1 ≤ R$. Then for all $x, y ∈ B(u)$, we have

$$|d(x, y) - d_∞(x, y)| ≤ 26\sqrt{C_1(1 + R^κ)D} + 4\sqrt{D} + \sqrt{\frac{εR}{C_0D^m}} (C_2R^κ' + (9\sqrt{C_1R^κ} + 2)\sqrt{D}).$$

**Proof** Put $u^{(1)} = ρ(u + 1) + 1$ and let $x, y ∈ K(u, D)$. Then $u^{(1)} ≤ R$. By combining Propositions 7.8 and 7.10, we have

$$|d(x, y) - d_∞(x, y)| ≤ |d(x, y) - d_{u^{(1)},D}(x, y)| + |d_{u^{(1)},D}(x, y) - d_{∞,u^{(1)},D}(x, y)| + |d_{∞}(x, y) - d_{∞,u^{(1)},D}(x, y)|$$

$$≤ \xi(u)\sqrt{D} + \xi_∞(u)\sqrt{D} + \sqrt{\frac{εu^{(1)}}{C_0D^m}} d_{∞,u^{(1)},D}(x, y) ≤ 2\xi(u)\sqrt{D} + \sqrt{\frac{εu^{(1)}}{C_0D^m}} (d_∞(x, y) + \xi_∞(u)\sqrt{D}).$$

By Proposition 7.2, $D_{∞,u} < C_2u^κ'$ holds if $u ≥ 1$; consequently, $d_∞(x, y)$ is not more than $C_2u^κ'$. Therefore, for all $x, y ∈ K(u, D)$, we obtain

$$|d(x, y) - d_∞(x, y)| ≤ 2\xi(u)\sqrt{D} + \sqrt{\frac{εu^{(1)}}{C_0D^m}} (C_2u^κ' + \xi_∞(u)\sqrt{D}).$$
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Next we consider the case of $x \in B(u)$, but $x \not\in K(u, D)$. In this case, $x \in B(u) \cap L(D)$ holds, hence we can apply Lemma 7.7. Let $\hat{x}$ be as in Lemma 7.7. Then we can see

$$d(x, \hat{x}) \leq 2\sqrt{C_1(1 + (u + 1)^k)}D,$$

and $\hat{x}$ is contained in $K(u + 1, D)$. Here we suppose that $y$ is also contained in $B(u) \cap L(D)$ and follow the same procedure. If $y$ is in $K(u, D)$, then suppose $y = \hat{y}$ in the following discussion. Now we have

$$|d(x, y) - d(\hat{x}, \hat{y})| \leq d(x, \hat{x}) + d(y, \hat{y}) \leq 4\sqrt{C_1(1 + (u + 1)^k)}D.$$

Hence we can see

$$|d(x, y) - d_{\infty}(x, y)| \leq 8\sqrt{C_1(1 + (u + 1)^k)}D + |d(\hat{x}, \hat{y}) - d_{\infty}(\hat{x}, \hat{y})|$$

$$\leq 8\sqrt{C_1(1 + (u + 1)^k)}D + 2\xi(u + 1)\sqrt{D} + \sqrt{\frac{\varepsilon u^{(2)}}{C_0 D^m}}(C_2(u + 1)^k + \xi_\infty(u + 1)\sqrt{D}).$$

Since $\xi(u)$ is monotonically increasing and $u + 2 \leq u^{(2)} \leq R$ holds, we have

$$\xi(u + 1) \leq 9\sqrt{C_1(1 + R^k)} + 2, \quad \xi_\infty(u + 1) \leq 9\sqrt{C_1 R^k} + 2.$$

**Corollary 7.12** Suppose that $\Phi$ and $\Phi_\infty$ satisfy (A3)–(A6) and that $\varepsilon \leq 1$, and let $u^{(2)} := \rho(u + 2) + 1 \leq R$. Then there exists a constant $C$ independent of any other constants such that, for all $x, y \in B(u)$,

$$|d(x, y) - d_{\infty}(x, y)| < C(1 + \sqrt{C_1})\left(1 + C_2^{-\frac{1}{2}}\right)R^{1 + \frac{1}{2} + \varepsilon_\infty^{(1 + m)}}.$$

**Proof** In Proposition 7.11, let $D = \varepsilon^{1/(1+m)} \leq 1$. As described in the proof of Proposition 7.2, $C_2$ is linearly dependent on $\sqrt{C_1}$. Then assertion follows by using $R \geq 1$, $\varepsilon \leq 1$ and unifying constants. \hfill \Box

**Proposition 7.13** Suppose that $\Phi(\xi) \geq A/|\xi|$ holds for some $A > 0$ and all $\xi$ with $|\xi| \leq 1$, and let $u(r) := (1 + \frac{1}{2} A^{-1/2} r)^2$. Then $B(0, r) \subset B(u(r))$ holds for all $r > 0$, where $B(0, r)$ is the metric ball with respect to $d$.

**Proof** Let $\xi \in B(0, r)$. Then by the same argument as in the proof of the first inequality of Proposition 7.2, we have

$$2\sqrt{A(\sqrt{|\xi|} - 1)} \leq d(0, \xi) < r,$$

which gives $|\xi| < \left(1 + \frac{1}{2} A^{-1/2} r\right)^2 = u(r)$. \hfill \Box
Proposition 7.14 Suppose that \( \Phi, \Phi_\infty \) satisfy (A3)–(A6), and suppose \( \varepsilon \leq 1 \). Then the identity map of \( \mathbb{R}^3 \) is an \( (r, \delta) \)-isometry from \( (\mathbb{R}^3, d, 0) \) to \( (\mathbb{R}^3, d_\infty, 0) \), where \( r, \delta > 0 \) are defined by

\[
\rho(u(r) + 2) + 1 = R, \quad \delta = C(1 + \sqrt{C_1})(1 + C_0^{-\frac{1}{2}})R^{1 + \frac{\varepsilon}{2} \frac{1}{(1 + m)}}.
\]

Proof Let \( x, y \in B(0, r) \). Then \( x, y \in B(u(r)) \); hence

\[
|d(x, y) - d_\infty(x, y)| < C(1 + \sqrt{C_1})(1 + C_0^{-\frac{1}{2}})R^{1 + \frac{\varepsilon}{2} \frac{1}{(1 + m)}}
\]

holds. Next we show \( B_\infty(0, r - \delta) \subseteq B(B(0, r), \delta) \). If \( x \in B_\infty(0, r - \delta) \), then \( x \in B(u(r)) \) holds; therefore, (14) gives

\[
d(0, x) < d_\infty(0, x) + C(1 + \sqrt{C_1})(1 + C_0^{-\frac{1}{2}})R^{1 + \frac{\varepsilon}{2} \frac{1}{(1 + m)}} < r - \delta + C(1 + \sqrt{C_1})(1 + C_0^{-\frac{1}{2}})R^{1 + \frac{\varepsilon}{2} \frac{1}{(1 + m)}} = r,
\]

which implies \( B_\infty(0, r - \delta) \subseteq B(0, r) \). \( \square \)

By Propositions 7.13 and 6.3, the following estimate is obtained.

Proposition 7.15 Let \( \Phi_a \) be as in Section 6 and assume \( \sum_{n=0}^{\infty} A_{S_n, P}^{T_n} - 2a^{1/(1+\alpha)} > 0 \). Then \( \sup_{\xi \in B(0, r)} 1/(N \sqrt{\Phi_a(\xi)}) \) is not more than

\[
\frac{(a/P)^{\frac{1}{1+\alpha}}}{\sqrt{\sum_{n=0}^{\infty} A_{S_n, P}^{T_n} - 2(a/P)^{\frac{1}{1+\alpha}}}} \left( 1 + \frac{r}{2 \sqrt{\sum_{n=0}^{\infty} A_{S_n, P}^{T_n} - 2(a/P)^{\frac{1}{1+\alpha}}}} \right).
\]

Combining Propositions 7.14 and 7.15, we obtain the following theorem.

Theorem 7.16 Let \( a_i, p_i, n_i > 0 \), \( \lim_{i \to \infty} a_i = 0 \) and \( \lim_{i \to \infty} n_i \to \infty \). Put \( S_{i, n_i} \) and \( T_{i, n_i} \) as in Section 6. Suppose that there are constants \( \varepsilon = \varepsilon_i(R) \), \( C_0, C_1, \kappa, m \) for all \( R \geq 1 \) such that \( \Phi = \Phi_{a_i} \) and \( \Phi_\infty \) satisfy (A3)–(A6). If

\[
\lim_{i \to \infty} \varepsilon_i(R) = \lim_{i \to \infty} \frac{a_i}{p_i} = 0, \quad \liminf_{i \to \infty} \sum_{i=0}^{\infty} A_{S_{i, n_i}, P_i}^{T_{i, n_i}} > 0
\]

and \( C_0, C_1, \kappa, m \) are independent of \( i, R \), then

\[
\{(X, a_ig_{\Lambda'; p})\}_{i} \xrightarrow{GH} (\mathbb{R}^3, d_\infty, 0).
\]
We are now going to consider the convergence (in several cases according to the rate
Theorems 1.2 and 1.3 in Sections 8.4 and 8.5.
To apply them, we have to estimate constants
holds for any

Let

\[ C(1 + \sqrt{C_1})(1 + C^{-\frac{1}{2}}_0 R(r)^{1+\frac{2}{m}} \epsilon_i(R(r)))^{\frac{1}{1+m}} < \frac{1}{2} \delta \]
holds for all \( i \geq i(r, \delta) \).
Then by Proposition 7.14, \( \text{id}_{\mathbb{R}^3} \) is an \( (r, \frac{1}{2} \delta) \)-isometry from
\( (\mathbb{R}^3, d_{a_i}, 0) \) to \( (\mathbb{R}^3, d_{a_{<i}}, 0) \).
By Proposition 7.15, we can take \( i'(r, \delta) \geq i(r, \delta) \) such that
\( \sup_{\xi \in B(0, r)} 1/(N \sqrt{\Phi a(\xi)}) < \frac{1}{2} \delta \) for all \( i \geq i'(r, \delta) \).
Then Proposition 5.1 gives the assertion.

\[ \square \]

8 Convergence
In this section, we consider the convergence of \( \{(X, a_ig_\Lambda)\}_i \), where \( \Lambda \) is as defined in
Section 6, and \( \{a_i\}_i \) is a sequence with \( a_i > 0 \) and \( \lim_{i \to \infty} a_i \), applying Theorem 7.16.
To apply them, we have to estimate constants \( \epsilon, C_0, C_1 \) in (A3)–(A6) uniformly with
respect to \( i \in \mathbb{N} \), and show that \( \epsilon \to 0 \) as \( i \to \infty \). In Section 8.1, we consider the
uniform estimate for the case of \( P = 1 \), which is the simplest case. In Sections 8.2
and 8.3, we suppose \( P \) is depending on some parameters. Then we apply them to show
Theorems 1.2 and 1.3 in Sections 8.4 and 8.5.

Put \( S_{a,n} := a^{1/(1+\alpha)}K_{2n} \) and \( T_{a,n} := a^{1/(1+\alpha)}K_{2n+1} \). We take a subsequence
\( \{K_{n_0} < K_{n_1} < K_{n_2} < \cdots \} \subset \{K_0 < K_1 < K_2 < \cdots \} \).
We are now going to consider the convergence (in several cases according to the rate
of the convergence of \( \{a_i\}_i \)) or the divergence of \( \{K_n\}_n \).
From now on, we put

\[ \Phi^T_S(\xi) := \Phi^T_{S,1}(\xi) = \int_S^T dx / |\xi - (x^\alpha, 0, 0)|, \quad A^T_S := A^T_{S,1} = \int_S^T dx / (1 + x^\alpha). \]

8.1 Convergence (1)
Fix \( a > 0 \), \( n \) and \( 0 \leq S < T \leq \infty \), and put \( P = 1 \).

**Proposition 8.1** Let \( R \geq 1 \) and \( D \leq 1 \). There exists a constant \( C_\alpha > 0 \) depending
only on \( \alpha \) such that

\[ |\Phi a(\xi) - \Phi^T_S(\xi)| \leq \frac{C_\alpha \epsilon_n}{D} \]

holds for any \( \xi \in K(R, D) \), where

\[ \epsilon_{a,n} = a^{1+\alpha} + \frac{K_{2n-1}}{K_{2n}} S_{a,n} + \left( \frac{K_{2n+2}}{K_{2n+1}} T_{a,n} \right)^{-\alpha+1} + |S_{a,n} - S| + |T_{a,n}^{1-\alpha+1} - T^{-\alpha+1}|. \]
Proof  By combining Proposition 6.1, (7) and (8), we have

\[ |\Phi_a(\xi) - \Phi_{T_{a,n}}(\xi)| \leq \frac{2a^{\frac{1}{1+\alpha}}}{D} + \frac{T_{a,n-1}}{D} + \frac{2S_{a,n+1}^{-\alpha}}{\alpha - 1} \]

if \( S_{a,n+1} \geq (2|\xi|)^{1/\alpha} \). Here \( |\xi| \leq R \), and

\[
S_{a,n+1} = a^{\frac{1}{1+\alpha}} K_{2n+2} = \frac{K_{2n+2}}{K_{2n+1}} T_{a,n}, \\
T_{a,n-1} = a^{\frac{1}{1+\alpha}} K_{2n-1} = \frac{K_{2n-1}}{K_{2n}} S_{a,n}.
\]

On the other hand, we can see

\[
|\Phi_{T_{a,n}}(\xi) - \Phi_T(\xi)| \leq \frac{|S_{a,n} - S|}{D} + \frac{2|T_{a,n}^{-\alpha+1} - T^{-\alpha+1}|}{\alpha - 1}.
\]

Thus we obtain the assertion. \( \square \)

Now, we put \( \Phi = \Phi_a, \Phi_\infty = \Phi_T \), and suppose \( a, |S_{a,n} - S| \) and \( |T_{a,n}^{-\alpha+1} - T^{-\alpha+1}| \) are sufficiently small. Then the constants in (A3)–(A6) can be taken uniformly as

\[
C_0 = \frac{1}{2} A T_S, \quad C_1 = \frac{\alpha 2^{\frac{1}{\alpha}}}{{\alpha - 1}}, \quad m = 1, \quad \kappa = \frac{1}{\alpha}.
\]

Then by Proposition 8.1, if \( \lim_{n \to \infty} K_{2n+1}/(2n) = \infty \), then we have \( \varepsilon_{a,n} \to 0 \) as \( a \to 0, n \to \infty \), \( |S_{a,n} - S| \to 0 \) and \( |T_{a,n}^{-\alpha+1} - T^{-\alpha+1}| \to 0 \). Hence by Theorem 7.16, we have the next results.

**Theorem 8.2**  Let \((X, g_A)\) be as in Section 6 and suppose \( \lim_{n \to \infty} K_{2n+1}/K_{2n} = \infty \). Assume that \( \{a_i\}_i \subset \mathbb{R}^+ \) and

\[
\{K_{n_0} < K_{n_1} < K_{n_2} < \cdots\} \subset \{K_0 < K_1 < K_2 < \cdots\}
\]

satisfy

\[
\lim_{i \to \infty} a_i^{\frac{1}{1+\alpha}} K_{2n_i} = S \geq 0, \quad \lim_{i \to \infty} a_i^{\frac{1}{1+\alpha}} K_{2n_i+1} = T \leq \infty, \quad S < T.
\]

Then \( \{\langle X, a_n g_A, p \rangle\}_n \overset{GH}{\to} (\mathbb{R}^3, d_T^S, 0) \), where \( d_T^S \) is the metric induced by \( \Phi_T \cdot h_0 \).

**8.2  Convergence (2)**

Let \((X, d_X, p), (Y, d_Y, q)\) be pointed metric spaces and suppose \( \lim_{n \to \infty} a_n = 0 \). Assume that \( \{\langle X, a_n d_X, p \rangle\}_n \overset{GH}{\to} (Y, d_Y, q) \). It is easy to check that we have
\[{X, sa_n d_X, p}\}_n \xrightarrow{GH} (Y, s d_Y, q) \text{ for any } s > 0. \text{ Moreover, if } \{a_{n,m}\}_{n,m \in \mathbb{N}} \text{ satisfies } \lim_{n \to \infty} a_{n,m} = 0 \text{ for every } m, \text{ and }
\{(X, a_{n,m} d_X, p)\}_n \xrightarrow{GH} (Y, m, d_{Y_m}, q_m), \quad \{(Y, m, d_{Y_m}, q_m)\}_m \xrightarrow{GH} (Y, d_Y, q)\}

hold for every \(m\), then by the diagonal argument one can show there exists a subset \(\{a_{n,m(n)}\}_n \subset \{a_{n,m}\}_{n,m} \text{ such that } \lim_{n \to \infty} a_{n,m(n)} = 0 \text{ and }
\{(X, a_{n,m(n)} d_X, p)\}_n \xrightarrow{GH} (Y, d_Y, q).\n
Now, let \(\mathcal{T}(X, d)\) be the set of isometry classes of tangent cones at infinity of \((X, d)\). From the above argument, one can see that \(\mathcal{T}(X, d)\) is closed with respect to the pointed Gromov–Hausdorff topology, and if \((Y, d') \in \mathcal{T}(X, d)\), then its rescaling \((Y, ad')\) is also contained in \(\mathcal{T}(X, d)\).

From Section 8.1, \((\mathbb{R}^3, d^T_S, 0)\) may appear as the tangent cone at infinity of some \((X, g_A)\), where \(A\) is as in Section 6.

Let \(\sigma > 0, 0 \leq S < T \leq \infty\) and \(I_\sigma: \zeta \mapsto \sigma^{-1}\zeta\) be the dilation. Then we have
\[I_P^* \Phi_{\frac{1}{1+\sigma}} (\Phi_{\frac{1}{1+\sigma}} h_0) = P^{-\frac{1}{\sigma}} \Phi_{\frac{1}{\sigma}} (\Phi_{\frac{1}{\sigma}} (\Phi_{\frac{1}{\sigma}} h_0) = \Phi_{\frac{1}{\sigma}} (\Phi_{\frac{1}{\sigma}} h_0),\]

where
\[
(15) \quad S' = P^{-\frac{1}{1+\sigma}} S, \quad T' = P^{-\frac{1}{1+\sigma}} T, \quad S'' = P^{\frac{1}{\sigma(1+\sigma)}} S, \quad T'' = P^{\frac{1}{\sigma(1+\sigma)}} T.
\]

Hence if \((\mathbb{R}^3, d^T_S, 0) \in \mathcal{T}(X, g_A)\), then \(\{(\mathbb{R}^3, d^T_S, 0)\}_{\sigma \in \mathbb{R}^+}\) is also contained in \(\mathcal{T}(X, g_A)\).

Fix a constant \(\theta > 0\), put \(P^{1/(1+\alpha)} = \theta \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} > 0\), and let \(S', T'\) be defined by (15).

**Proposition 8.3** Let \(R \geq 1\). There is a constant \(C > 0\) depending only on \(\alpha\) such that
\[
\left| \Phi_{S', P} (\zeta) - \frac{1}{\theta^2 (\alpha-1)} \right| \leq \frac{CR}{\theta^3 S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}}}
\]

holds for any \(\zeta \in K(R, D)\) if \(\theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R\).

**Proof** Let \(S''\) and \(T''\) be defined by (15). Note that
\[
\Phi_{S', P} (\zeta) = P^{-\frac{1}{\alpha}} \int_{S''}^{T''} \frac{dx}{|\zeta - (\chi^\alpha, 0, 0)|}.
\]
By the assumption, we have \( P^{1/(1+\alpha)} S^\alpha = \theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R \); then we see
\[
\left| \int_{S''}^{T''} \frac{dx}{|\xi - (x^\alpha, 0, 0)|} - \int_{S''}^{T''} \frac{dx}{x^\alpha} \right|
\leq \int_{S''}^{T''} \left| \frac{1}{|\xi - (x^\alpha, 0, 0)|} - \frac{1}{x^\alpha} \right| dx
\leq \int_{S''}^{T''} \frac{2x^\alpha |\xi| + |\xi|^2}{|\xi - (x^\alpha, 0, 0)|x^\alpha (|\xi - (x^\alpha, 0, 0)| + x^\alpha)} dx
\leq \int_{S''}^{T''} \frac{8R}{x^{2\alpha}} dx + \int_{S''}^{T''} \frac{4R^2}{x^{3\alpha}} dx
\leq \frac{8RP^{\frac{-2\alpha+1}{\alpha(1+\alpha)}}}{2\alpha - 1} (S^{-2\alpha+1} - T^{-2\alpha+1}) + \frac{4R^2 P^{\frac{-3\alpha+1}{3\alpha - 1}}}{3\alpha - 1} (S^{-3\alpha+1} - T^{-3\alpha+1}).
\]
Since we have
\[
\int_{S''}^{T''} \frac{dx}{x^\alpha} = \frac{P^{\frac{-\alpha+1}{\alpha(1+\alpha)}}}{\alpha - 1} (S^{-\alpha+1} - T^{-\alpha+1}) = \frac{P^{\frac{1}{\alpha}}}{\theta^2 (\alpha - 1)},
\]
we obtain
\[
\left| \Phi_{S'', P}^{T''} (\xi) - \frac{1}{\theta^2 (\alpha - 1)} \right|
\leq \frac{8RP^{\frac{-3}{1+\alpha}}}{2\alpha - 1} (S^{-2\alpha+1} - T^{-2\alpha+1}) + \frac{4R^2 P^{\frac{-3}{3\alpha - 1}}}{3\alpha - 1} (S^{-3\alpha+1} - T^{-3\alpha+1}).
\]
Using the assumption \( 2R \leq P^{1/(1+\alpha)} S^\alpha \) once more, we have
\[
\left| \Phi_{S'', P}^{T''} (\xi) - \frac{1}{\theta^2 (\alpha - 1)} \right|
\leq \frac{8RP^{\frac{-3}{1+\alpha}}}{2\alpha - 1} (S^{-2\alpha+1} - T^{-2\alpha+1}) + \frac{2RP^{\frac{-3}{3\alpha - 1}}}{3\alpha - 1} (S^{-2\alpha+1} - S^\alpha T^{-3\alpha+1})
\leq \theta^{-3} C_\alpha R S^{\frac{-1+\alpha}{2}} \frac{1 - (S/T)^{3\alpha-1}}{(1 - (S/T)^{\alpha-1})^{\frac{3}{2}}}.
\]
Now, put \( f(x) := (1 - x^{3\alpha-1})/((1 - x^{\alpha-1})^{3/2}) \) for \( 0 \leq x < 1 \). Then there exists a constant \( C_\alpha > 0 \) such that \( f(x) \leq C_\alpha (1 - x^{\alpha-1})^{-1/2} \) holds for all \( 0 \leq x < 1 \). Consequently, by replacing \( C_\alpha \) larger if necessary, we can see
\[
\left| \Phi_{S'', P}^{T''} (\xi) - \frac{1}{\theta^2 (\alpha - 1)} \right| \leq \frac{C_\alpha R}{\theta^3 S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}}}. \]
\( \square \)
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Proposition 8.4 Suppose \( \theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R \) for \( R \geq 1 \). Then
\[
A_{S', P}^T \geq \frac{1}{2\theta^2 (\alpha - 1)}, \quad \Phi_{S', P}(\zeta_R, \zeta_C) \leq \frac{2|\zeta|}{\theta^2 (\alpha - 1)|\zeta_C|}
\]
holds for any \( \zeta = (\zeta_R, \zeta_C) \in \mathbb{R}^3 = \mathbb{R} \oplus \mathbb{C} \) with \( |\zeta| \leq R \).

Proof We have \( 1 \leq S^{-\alpha} x^\alpha \) for all \( x \geq S \), then we can see
\[
A_{S', P}^T \geq P^{-\frac{1}{\alpha + 1}} \int_S^T \frac{dx}{S^{-\alpha} x^\alpha + P^{\frac{1}{\alpha + 1}} x^\alpha} = \frac{1}{P^{\frac{1}{\alpha + 1}} (S^{-\alpha} + P^{\frac{1}{\alpha + 1}})} \int_S^T \frac{dx}{x^\alpha} = \frac{1}{P^{\frac{1}{\alpha + 1}} S^{-\alpha} (1 + S^\alpha P^{\frac{1}{\alpha + 1}})} \frac{S^{-\alpha+1} - T^{-\alpha+1}}{\alpha - 1},
\]
Since we have
\[
S^\alpha P^{\frac{1}{\alpha + 1}} = \theta \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R \geq 1,
\]
we obtain
\[
A_{S', P}^T \geq \frac{S^{-\alpha+1} - T^{-\alpha+1}}{2(\alpha - 1) P^{\frac{1}{\alpha + 1}} S^{-\alpha} P^{\frac{1}{\alpha + 1}}} = \frac{1}{2\theta^2 (\alpha - 1)}.
\]
Next we consider the upper estimate of \( \Phi_{S', P}(\zeta) \). Take \( \zeta \) such that \( |\zeta| \leq R \); then we have \( 2|\zeta| \leq P^{1/(1+\alpha)} S^\alpha \) by the assumption. Then one can see
\[
\Phi_{S', P}(\zeta) \leq P^{-\frac{1}{\alpha + 1}} \int_S^T \frac{2dx}{P^{\frac{1}{\alpha + 1}} x^\alpha} = P^{\frac{-2}{\alpha + 1}} \frac{2(S^{-\alpha+1} - T^{-\alpha+1})}{\alpha - 1} \leq \frac{2}{\theta^2 (\alpha - 1)} \leq \frac{2|\zeta|}{\theta^2 (\alpha - 1)|\zeta_C|}.
\]

Proposition 8.5 Let \( \Phi = \Phi_{S', P}^T \) and \( \Phi_{\infty} \equiv 1/(\theta^2 (\alpha - 1)) \). Then there exists \( C > 0 \) such that \( \Phi, \Phi_{\infty} \) satisfy (A3)–(A6) for \( R \geq 1 \), and
\[
\varepsilon = \frac{CR}{\theta^3 S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}}}, \quad C_0 = \frac{1}{2\theta^2 (\alpha - 1)},
\]
\[
C_1 = \frac{1}{\theta^2} \max \left\{ \frac{1}{\alpha - 1}, \frac{C}{2} \right\}, \quad m = 1, \quad \kappa = 1
\]
if \( \theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R \).
Then we can show the following similarly to Proposition 8.9.

Proof It is obvious that (A4) holds. Proposition 8.4 gives (A5) for $C_0 = 1/(2\theta^2(\alpha-1))$ if we take $\theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R$. (A6) holds for $C_1 = 1/(\theta^2(\alpha-1))$ since

$$1/\alpha - 1 = 1/\alpha - 1 \leq 1/\alpha - 1 \leq 1/\alpha - 1 \leq 1/\alpha - 1.$$ Combining $\theta S^\alpha \sqrt{S^{-\alpha+1} - T^{-\alpha+1}} \geq 2R$ and Proposition 8.3, we can see that $\varepsilon \leq C/(2\theta^2)$.

Now, Propositions 7.14 and 8.5 with $\theta = 1$ give the following theorem.

Theorem 8.6 Let $\{S_i\}_i$ and $\{T_i\}_i$ be sequences such that $0 \leq S_i < T_i \leq \infty$ and $\lim_{i \to \infty} S_i^\alpha \sqrt{S_i^{-\alpha+1} - T_i^{-\alpha+1}} = \infty$. Then $\{(\mathbb{R}^3, d_{S_i}, 0)\}_i$ converges to $(\mathbb{R}^3, h_0, 0)$ in the pointed Gromov–Hausdorff topology.

Next put $P^{1/(1+\alpha)} = \theta |T - S|$ for $0 \leq S < T$ and $\theta > 0$, and let $S', T'$ be as in (15). Then we can show the following similarly to Proposition 8.9.

Proposition 8.7 Let $D \geq 1$. For all $\xi \in K(R, D)$, we have

$$\left| \Phi_{S', P}(\xi) - \frac{1}{\theta |\xi|} \right| \leq \frac{2}{\theta D}, \quad \left| \Phi_{T', P}(\xi) - \frac{1}{\theta |\xi|} \right| \leq \frac{1 + \theta T^\alpha (T - S)}{D^3} T^\alpha (T - S).$$

Proof Let $S''$ and $T''$ be defined by (15). The first inequality is obviously shown by $\Phi_{S', P}(\xi) \leq 1/(\theta D)$ and $1/|\xi| \leq 1/D$. The second inequality follows from

$$\left| \int_{S''}^{T''} \frac{dx}{|\xi - (x^\alpha, 0, 0)|} - \int_{S''}^{T''} \frac{dx}{|\xi|} \right| \leq \int_{S''}^{T''} \frac{2x^\alpha |\xi| + x^{2\alpha}}{|\xi - (x^\alpha, 0, 0)| |\xi| (|\xi - (x^\alpha, 0, 0)| + |\xi|)} dx$$

$$\leq \int_{S''}^{T''} \frac{2x^\alpha}{D^2} dx + \int_{S''}^{T''} \frac{x^{2\alpha}}{D^3} dx$$

$$\leq C_\alpha \frac{P^{\alpha_1 + 1} - S^{\alpha_1 + 1}) + P^\alpha\alpha^1} D^3 (T^{2\alpha + 1} - S^{2\alpha + 1})$$

$$= C_\alpha \theta^{\alpha_1 + 1} (T - S)^{\alpha_1} + \theta (T - S) T^\alpha (1 - (S/T)^{2\alpha + 1}) = C_\alpha \theta^{\alpha_1 + 1} (T - S)^{\alpha_1 + \frac{1}{\alpha}} - (S/T)^{\alpha_1 + 1} + \theta (T - S) T^\alpha (1 - (S/T)^{2\alpha + 1}).$$

By the similar argument to Proposition 8.3, we can replace either $1 - (S/T)^{\alpha_1 + 1}$ or $1 - (S/T)^{2\alpha + 1}$ by $1 - S/T$; hence we obtain the assertion. \qed
Proposition 8.8  For any $\zeta = (\zeta_\mathbb{R}, \zeta_\mathbb{C}) \in \mathbb{R}^3 = \mathbb{R} \oplus \mathbb{C}$,
\[
A_{S', P}^{T'} \geq \frac{1}{\theta (1 + \theta T^\alpha (T - S))}, \quad \Phi_{S', P}^{T'} (\zeta_\mathbb{R}, \zeta_\mathbb{C}) \leq \frac{1}{\theta |\zeta_\mathbb{C}|}.
\]

Proof  One can see
\[
A_{S', P}^{T'} = P^{-\frac{1}{1+\alpha}} \int_S^T \frac{dx}{1 + P^{\frac{1}{1+\alpha}} T^\alpha} \geq P^{-\frac{1}{1+\alpha}} \int_S^T \frac{dx}{1 + P^{\frac{1}{1+\alpha}} T^\alpha} \geq \frac{T - S}{P^{\frac{1}{1+\alpha}} (1 + P^{\frac{1}{1+\alpha}} T^\alpha)} = \frac{1}{\theta (1 + \theta T^\alpha (T - S))}.
\]

We can also obtain
\[
\Phi_{S', P}^{T'} (\zeta) \leq \frac{T - S}{P^{\frac{1}{1+\alpha}} |\zeta_\mathbb{C}|} = \frac{1}{\theta |\zeta_\mathbb{C}|}.
\]

Combining Propositions 8.7 and 8.8, the next proposition is obtained.

Proposition 8.9  Let $\Phi = \Phi_{S', P}^{T'}$ and $\Phi_\infty (\zeta) = 1/(\theta |\zeta|)$. Then $\Phi, \Phi_\infty$ satisfy (A3)–(A6) for $R \geq 1$, and
\[
\varepsilon = (1 + \theta T^\alpha (T - S)) T^\alpha (T - S), \quad C_0 = \frac{1}{\theta (1 + \theta T^\alpha (T - S))},
\]
\[
C_1 = \frac{2}{\theta}, \quad m = 3, \quad \kappa = 0
\]
for any $0 \leq S < T$.

By Propositions 7.14 and 8.9 for $\theta = 1$, we have the next result.

Theorem 8.10  Let $\{S_i\}_i$ and $\{T_i\}_i$ be a sequence such that $0 \leq S_i < T_i$ and $\lim_{i \to \infty} T_i^\alpha |T_i - S_i| = 0$. Then $\{(\mathbb{R}^3, d_{S_i}^{T_i})\}_i$ converges to $(\mathbb{R}^3, (1/|\xi|) h_0, 0)$ in the pointed Gromov–Hausdorff topology.

8.3 Convergence (3)

Here, we fix $a > 0$ and $n$, and suppose that $T_{a,n} = a^{1/(1+\alpha)} K_{2n+1}$ is sufficiently small and that $S_{a,n+1} = a^{1/(1+\alpha)} K_{2n+2}$ is sufficiently large. Fix $P$ and $\theta$ such that
\[
P^{\frac{1}{1+\alpha}} = \theta (T_{a,n} - S_{a,n}) = \sqrt{S_{a,n+1}^{-\alpha+1} - T_{a,n+1}^{-\alpha+1}}.
\]

Put $S_i' = P^{-1/(1+\alpha)} S_{a,i}$ and $T_i' = P^{-1/(1+\alpha)} T_{a,i}$.
Proposition 8.11 Let $R \geq 1$ and $D \leq 1$, and let $P$ be as above. Assume that $P^{1/(\alpha(1+\alpha))}S_{a,n+2} \geq (2R)^{1/\alpha}$. Then there exists a constant $C_\alpha > 0$ depending only on $\alpha$ such that

$$
|\Phi_a(\xi) - \Phi_{S_{n',P}}^{T_{n'}^{[n+1]} - T_{n+1}' P}(\xi)| \leq \frac{C_\alpha \varepsilon_{a,n}}{D},
$$

for any $\xi \in K(R, D)$, where $\varepsilon_{a,n}$ is the constant defined by

$$
\varepsilon_{a,n} = \frac{1 + K_{2n-1}}{\theta(K_{2n+1} - K_{2n})} + \frac{K_{2n+4}^{-\alpha + 1}}{K_{2n+4}^{-\alpha + 1} - K_{2n+3}^{-\alpha + 1}}.
$$

Proof By Proposition 6.1, (7) and (8), we have

$$
|\Phi_a - \Phi_{S_{n',P}}^{T_{n'}^{[n+1]} - T_{n+1}' P}| \leq \frac{2(a/P)^{\frac{1}{1+\alpha}} + P^{\frac{1}{1+\alpha}} T_{a,n-1}}{D} + \frac{2S_{a,n+2}^{-\alpha + 1}}{P^{\frac{2}{1+\alpha}} (\alpha - 1)}
$$

if $P^{1/(\alpha(1+\alpha))}S_{a,n+2} \geq (2R)^{1/\alpha}$. Since we have

$$
\left(\frac{a}{P}\right)^{\frac{1}{1+\alpha}} = \frac{1}{\theta(K_{2n+1} - K_{2n})},
$$

$$
P^{\frac{1}{1+\alpha}} T_{a,n-1} = \frac{K_{2n-1}}{\theta(K_{2n+1} - K_{2n})},
$$

$$
S_{a,n+2}^{-\alpha + 1} = \frac{K_{2n+4}^{-\alpha + 1}}{K_{2n+4}^{-\alpha + 1} - K_{2n+3}^{-\alpha + 1}},
$$

we have the assertion. \[\square\]

Here, the assumption $P^{1/(\alpha(1+\alpha))}S_{a,n+2} \geq (2R)^{1/\alpha}$ can be replaced by

$$
\left(\frac{K_{2n+4}}{K_{2n+2}}\right)^{\alpha} S_{a,n+1} \sqrt{S_{a,n+1}^{-\alpha + 1} - T_{a,n+1}^{-\alpha + 1}} \geq 2R.
$$

We can apply Propositions 8.3 and 8.7 to $\Phi_{S_{n',P}}^{T_{n'}^{[n+1]} P}$ and $\Phi_{S_{n+1}' P}^{T_{n+1}' P}$. If we put

$$
S = S_{a,n+1}, \quad T = T_{a,n+1}, \quad \theta = 1, \quad P^{\frac{1}{1+\alpha}} = \sqrt{S_{a,n+1}^{-\alpha + 1} - T_{a,n+1}^{-\alpha + 1}}
$$

in Proposition 8.3, then we have

$$
\left|\Phi_{S_{n+1}' P}^{T_{n+1}' P} - \frac{1}{\alpha - 1}\right| \leq \frac{C R}{S_{a,n+1} \sqrt{S_{a,n+1}^{-\alpha + 1} - T_{a,n+1}^{-\alpha + 1}}}
$$
for any $\xi \in K(R, D)$ if $S^\alpha_{a,n+1} \sqrt{S^{-\alpha+1}_{a,n+1} - T^{-\alpha+1}_{a,n+1}} \geq 2R$. If we put

$$S = S_{a,n}, \quad T = T_{a,n}, \quad P \frac{1}{\alpha} = \theta(T_{a,n} - S_{a,n})$$

in Proposition 8.7, then we have

$$\left| \Phi_{\Gamma_i}^{T_i} - \frac{1}{\theta|\xi|} \right| \leq \frac{2}{\theta D},$$

$$\left| \Phi^{T_i}_{S_i,n} - \frac{1}{\theta|\xi|} \right| \leq \frac{1 + \theta T_{a,n}^\alpha(T_{a,n} - S_{a,n})}{D^3} T_{a,n}^\alpha(T_{a,n} - S_{a,n}).$$

Now, we put $\Phi = \Phi_a, \Phi_\infty = 1/(\alpha - 1) + 1/(\theta|\xi|)$. Combining the above arguments and Proposition 8.11, we can describe $\varepsilon, C_1$ in (A3) explicitly with $m = 3$. Moreover, by Propositions 8.3, 8.7, 8.4 and 8.8, we obtain $C_0, C_1$ in (A5) and (A6), and $\kappa = 1$. Fix a constant $A > 0$, suppose that

$$A^{-1} \leq \theta \leq A, \quad S^\alpha_{a,n+1} \sqrt{S^{-\alpha+1}_{a,n+1} - T^{-\alpha+1}_{a,n+1}} \geq 2R,$$

and take $P$ as above. Then we can take these constants in (A3)–(A6) being only depending on $\alpha, A$ and $R$, if $\varepsilon_{a,n}, S^\alpha_{a,n+1} (S^{-\alpha+1}_{a,n+1} - T^{-\alpha+1}_{a,n+1})^{-1/2}$ and $T_{a,n}^\alpha(T_{a,n} - S_{a,n})$ are sufficiently small. Therefore, we obtain the following result.

**Theorem 8.12** Let $(X, g_\Lambda)$ be as in Section 6, take a subsequence

$$\{K_{n_0} < K_{n_1} < K_{n_2} < \cdots\} \subset \{K_0 < K_1 < K_2 < \cdots\},$$

and suppose

$$\lim_{i \to \infty} \left( \frac{K_{2n_i-1}}{K_{2n_i+1} - K_{2n_i}} + \frac{K^{-\alpha+1}_{2n_i+4}}{K^{-\alpha+1}_{2n_i+2} - K^{-\alpha+1}_{2n_i+3}} \right) = 0. \tag{16}$$

If a sequence $\{a_i\} \subset \mathbb{R}^+$ satisfies

$$\lim_{i \to \infty} \sqrt{S^\alpha_{a_i,n_i+1} (S^{-\alpha+1}_{a_i,n_i+1} - T^{-\alpha+1}_{a_i,n_i+1})^{-1/2}} = \theta > 0,$$

$$\lim_{i \to \infty} S^\alpha_{a_i,n_i+1} (S^{-\alpha+1}_{a_i,n_i+1} - T^{-\alpha+1}_{a_i,n_i+1})^{-1} = \lim_{i \to \infty} T_{a_i,n_i}^\alpha(T_{a_i,n_i} - S_{a_i,n_i}) = 0,$$

then $\{(X, a_i g_\Lambda, p)\}_{n} \overset{GH}{\to} (\mathbb{R}^3, (1/(\alpha - 1) + 1/(\theta|\xi|))h_0, 0).$
Next we estimate $\Phi_a - 1/(\alpha - 1)$ in the same situation, as $\theta \to \infty$. We have

$$\left| \Phi_a - \Phi_{S_{n+1}'(a)} \right| \leq \frac{2(a/P)^{1/\alpha} + P^{1/\alpha} T_{a,n-1} + P^{1/\alpha} (T_{a,n}-S_{a,n})}{D} + \frac{2S_{a,n+2} - \alpha + 1}{P^{1/\alpha} (\alpha - 1)}.$$  

Applying Propositions 8.3 and 8.4 with $\theta = 1$ and (5), we have

$$\left| \Phi_a - \frac{1}{\alpha - 1} \right| \leq \frac{C \alpha}{D} \left( \frac{1 + K_{2n-1}}{\theta(K_{2n+1} - K_{2n})} + \frac{1}{\theta} + \frac{K_{2n+4} - \alpha + 1}{K_{2n+2} - K_{2n+3}} + \frac{R}{S_{a,n+1}} \right).$$  

If $D \leq 1$, $R \geq 1$ and $|\xi| \leq R$. Therefore, we can take $C_0$, $C_1$, $\kappa$ and $m$ in (A3)–(A6) depending only on $\alpha$ and $R$ if $\varepsilon \to 0$, where $\Phi = \Phi_a$ and $\Phi_\infty = 1/(\alpha - 1)$. Hence we have the following theorem.

**Theorem 8.13** Let $(X, g_A)$ be as in Section 6 and suppose $\{K_n\}_i$ satisfies (16). If a sequence $\{a_i\}_i \subset \mathbb{R}^+$ satisfies

$$\lim_{i \to \infty} \sqrt{S_{a_i,n+1} - T_{a_i,n+1}} = \infty,$$

then $\{(X, a_i g_A, p)\}_n \overset{GH}{\to} (\mathbb{R}^3, h_0, 0)$.

By the similar argument, we have the following.

**Theorem 8.14** Let $(X, g_A)$ be as in Section 6 and suppose $\{K_n\}_i$ satisfies (16). If a sequence $\{a_i\}_i \subset \mathbb{R}^+$ satisfies

$$\lim_{i \to \infty} \sqrt{S_{a_i,n+1} - T_{a_i,n+1}} = 0,$$

then $\{(X, a_i g_A, p)\}_n \overset{GH}{\to} (\mathbb{R}^3, (1/|\xi|)h_0, 0)$.
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Proof Put

\[ P^{\frac{1}{\alpha}} := (T_{a,n} - S_{a,n}) = \theta \sqrt{S_{a,n+1}^{-\alpha+1} - T_{a,n+1}^{-\alpha+1}}, \]

\[ S'_i = P^{\frac{1}{\alpha}} S_{a,i}, \quad T'_i = P^{\frac{1}{\alpha}} T_{a,i}. \]

An argument similar to (7) gives

\[ \Phi_{S'_{n+1}, P}(\xi) \leq \frac{2((S'_{n+1})^{-\alpha+1} - (T'_{n+1})^{-\alpha+1})}{P(\alpha - 1)} \]

if \( P(S'_{n+1})^{\alpha} \geq 2R \), which is equivalent to \( \theta S_{a,n+1}^{\alpha} \sqrt{S_{a,n+1}^{-\alpha+1} - T_{a,n+1}^{-\alpha+1}} \geq 2R \). Then an argument similar to Proposition 8.11 gives

\[ |\Phi_a(\xi) - \Phi_{S'_{n+1}, P}(\xi)| \leq \frac{C_\alpha \varepsilon_{a,n}}{D} + \frac{2}{(\alpha-1)\theta} \]

for any \( \xi \in K(R, D) \), where \( \varepsilon_{a,n} \) is the constant defined by

\[ \varepsilon_{a,n} = \frac{1 + K_{2n-1}^{-1}}{K_{2n+1} - K_{2n}} + \frac{K_{2n+1}^{-\alpha+1}}{\theta^2 (K_{2n+2}^{-\alpha+1} - K_{2n+3}^{-\alpha+1})}. \]

Moreover, Proposition 8.7 with \( \theta = 1 \) gives

\[ \left| \frac{\Phi_{S'_{n+1}, P}(\xi) - 1}{|\xi|} \right| \leq \frac{2}{D}, \]

\[ \left| \frac{\Phi_{S'_{n+1}, P}(\xi) - 1}{|\xi|} \right| \leq \frac{1 + T_{a,n}^{\alpha}(T_{a,n} - S_{a,n})}{D^3} T_{a,n}^{\alpha}(T_{a,n} - S_{a,n}). \]

Then we can see \( |\Phi_a - 1/|\xi|| \leq \varepsilon/D^3 \) for some \( \varepsilon > 0 \) if \( D \leq 1 \) and \( \xi \in K(R, D) \). Here, \( \varepsilon \) goes to 0 as

\[ \varepsilon_{a,n} \to 0, \quad \theta \to \infty, \quad S_{a,n+1}^{\alpha} \sqrt{S_{a,n+1}^{-\alpha+1} - T_{a,n+1}^{-\alpha+1}} \to \infty \quad \text{and} \quad T_{a,n}^{\alpha}(T_{a,n} - S_{a,n}) \to 0. \]

Since one can take \( C_0, C_1, m, \kappa \) in (A3)–(A6) depending only on \( \alpha \) if \( \varepsilon \) is sufficiently small, by Proposition 8.8 with \( \theta = 1 \) and (5), we obtain the result. \( \square \)

8.4 Example (1)

Let \( \Lambda \) be as in Section 6. Moreover, we take an increasing sequence \( \{K_n\}_n \) such that

\[ \lim_{n \to \infty} \frac{K_n}{K_{n-1}} = \infty. \]

In this situation, we observe which pointed metric spaces can be contained in \( \mathcal{T}(X, g_\Lambda) \) and prove Theorem 1.2.
Take $S > 0$ and put $a_i := K^{-1-\alpha}_{2i} S^{1+\alpha}$. Then we have $a_i^{1/(1+\alpha)} K_{2i} = S$ and
\[ \lim_i a_i^{1/(1+\alpha)} K_{2i+1} = \infty. \]
Hence Theorem 8.2 implies $(X, a_i g_A, p) \xrightarrow{\GH} (\mathbb{R}^3, d^S_{\infty}, 0)$. Similarly, if we take $a_i := K^{-1-\alpha}_{2i+1} T^{1+\alpha}$ for $T > 0$, then we obtain $(\mathbb{R}^3, d^T_0, 0)$ as the pointed Gromov–Hausdorff limit.

Next we fix $\theta > 0$ and put $a_i = \theta^{-1} K^{-2}_{2i+1} K^{-\alpha+1}_{2i+2}$. Then one can check that the assumptions of Theorem 8.12 are satisfied; hence one obtains $(\mathbb{R}^3, (1/(\alpha-1) + 1/(\theta |\xi|)) h_0, 0)$ as the pointed Gromov–Hausdorff limit. By taking the limit $\theta \to 0$ or $\theta \to \infty$, we obtain $(\mathbb{R}^3, h_0, 0)$ or $(\mathbb{R}^3, (1/|\xi|) h_0, 0)$ as the pointed Gromov–Hausdorff limit. In fact, we obtain the next result.

**Theorem 8.15** Let $A, \{K_n\}_n$ satisfy $\lim_{n \to \infty} K_n / K_{n-1} = \infty$. Then $T(X, g_A)$ is equal to the closure of
\[ \{(\mathbb{R}^3, s d_1^\infty, 0) : s > 0\} \cup \{(\mathbb{R}^3, s d_0^1, 0) : s > 0\} \cup \{(\mathbb{R}^3, s (1 + 1/|\xi|)) h_0, 0\} : s > 0\} \]
with respect to the Gromov–Hausdorff topology. Moreover, we have
\[
\begin{align*}
\lim_{s \to \infty} (\mathbb{R}^3, s d_1^\infty, 0) & = \lim_{s \to 0} (\mathbb{R}^3, s (1 + 1/|\xi|)) h_0, 0\) = (\mathbb{R}^3, h_0, 0), \\
\lim_{s \to 0} (\mathbb{R}^3, s d_0^1, 0) & = \lim_{s \to \infty} (\mathbb{R}^3, s (1 + 1/|\xi|)) h_0, 0\) = (\mathbb{R}^3, 1/|\xi|) h_0, 0, \\
\lim_{s \to 0} (\mathbb{R}^3, s d_1^\infty, 0) & = \lim_{s \to \infty} (\mathbb{R}^3, s d_0^1, 0) = (\mathbb{R}^3, d_0^\infty, 0).
\end{align*}
\]

**Proof** We have already shown that the pointed metric spaces in the above list are contained in $T(X, g_A)$. Accordingly, what we have to show is that any other pointed metric spaces may not arise as the tangent cone at infinity of $(X, g_A)$.

Suppose that a sequence $\{a_i\}_i \subset \mathbb{R}^+$ is given such that $(X, a_i g_A, p) \xrightarrow{\GH} (Y, d, q)$ as $i \to \infty$. It suffices to show that $(Y, d, q)$ is one of the metric spaces in the list.

First of all, we may assume that for any large $M > 0$, there exists $i(M)$ such that
\[ \{a_i^{1/(1+\alpha)} K_n \in \mathbb{R}^+ : n \in \mathbb{N}\} \cap [M^{-1}, M] \]
is empty for any $i \geq i(M)$. If not, there is an $M > 0$ and a map $i \mapsto n_i$ such that $M^{-1} \leq a_i^{1/(1+\alpha)} K_{n_i} \leq M$ holds for infinitely many $i$. Then by taking a subsequence $\{a_{i_j}\} \subset \{a_i\}_i$, we may suppose that $M^{-1} \leq a_{i_j}^{1/(1+\alpha)} K_{2n_{i_j}} \leq M$ holds for any $j$ or that $M^{-1} \leq a_{i_j}^{1/(1+\alpha)} K_{2n_{i_j} + 1} \leq M$ holds for any $j$. If the former case holds, then...
by replacing with a subsequence, we may suppose

\[ \lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{2n_i} = S \in [M^{-1}, M], \]

\[ \lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{2n_i+1} = S \lim_{i \to \infty} \frac{K_{2n_i+1}}{K_{2n_i}} = \infty, \]

and we can apply Theorem 8.2; hence we obtain \((Y, d, q) = (\mathbb{R}^3, d_S^\infty, 0)\). If the latter case holds, then we have \((Y, d, q) = (\mathbb{R}^3, d_T^0, 0)\) for some \(T > 0\).

We may suppose that there exists \(l_i \in \mathbb{N}\) for each \(i\) such that \(\lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{l_i} = 0\) and \(\lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{l_i+1} = \infty\) hold. If \(\{i \in \mathbb{N} : l_i \text{ is even}\}\) is an infinite set, then we can apply Theorem 8.2 again and obtain \((Y, d, q) = (\mathbb{R}^3, d_0^\infty, 0)\). Therefore, replacing with a subsequence, we may suppose

\[ \lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{2n_i+1} = 0, \quad \lim_{i \to \infty} a_i^{1/(1+\alpha)} K_{2n_i+2} = \infty. \]

Now, we have

\[ \sqrt{S_{a,n+1}^{-\alpha+1} - T_{a,n+1}^{-\alpha+1}} \geq \frac{1}{2} S_{a,n+1}^{-\alpha}, \quad T_{a,n} - S_{a,n} \geq \frac{1}{2} T_{a,n} \]

holds for sufficiently large \(n\). Hence if

\[ 0 < \liminf_{i \to \infty} \frac{S_{a_i,n_i+1}}{T_{a_i,n_i}} \leq \limsup_{i \to \infty} \frac{S_{a_i,n_i+1}}{T_{a_i,n_i}} < \infty, \]

then Theorem 8.12 can be applied to this situation by taking a subsequence. Then we obtain \((Y, d, q) = (\mathbb{R}^3, (1+\theta/|\xi|)h_0, 0)\) for some \(\theta > 0\). Hence the remaining cases are

\[ \lim_{i \to \infty} \frac{S_{a_i,n_i+1}}{T_{a_i,n_i}} = 0 \quad \text{or} \quad \lim_{i \to \infty} \frac{S_{a_i,n_i+1}}{T_{a_i,n_i}} = \infty. \]

In both of the cases, we can apply Theorems 8.13 or 8.14, and then obtain \((Y, d, q) = (\mathbb{R}^3, h_0, 0)\) or \((\mathbb{R}^3, (1/|\xi|)h_0, 0)\). \(\square\)

One can also see that there are no nontrivial isometries between two pointed metric spaces appearing in the list of Theorem 8.15. Here, an isometry of pointed metric spaces means a bijective morphism preserving the metrics and the base points.

Obviously, there is no isometry between \((\mathbb{R}^3, h_0, 0)\) and \((\mathbb{R}^3, (1/|\xi|)h_0, 0)\). In the next section, we will show that \((\mathbb{R}^3, d_0^\infty, 0)\) is isometric to neither \((\mathbb{R}^3, h_0, 0)\) nor \((\mathbb{R}^3, (1/|\xi|)h_0, 0)\).
Then Table 1 implies that nontrivial isometries may exist between

\[(\mathbb{R}^3, d_S^\infty, 0) \quad \text{and} \quad (\mathbb{R}^3, d_{S'}^\infty, 0) \quad \text{for} \quad S \neq S',\]

\[(\mathbb{R}^3, d_0^T, 0) \quad \text{and} \quad (\mathbb{R}^3, d_0^{T'}, 0) \quad \text{for} \quad T \neq T',\]

\[\left(\mathbb{R}^3, (1 + \theta/|\xi|)h_0, 0\right) \quad \text{and} \quad \left(\mathbb{R}^3, (1 + \theta'/|\xi|)h_0, 0\right) \quad \text{for} \quad \theta \neq \theta'.\]

Suppose \((\mathbb{R}^3, d_S^\infty, 0)\) is isometric to \((\mathbb{R}^3, d_{S'}^\infty, 0)\) for some \(S \neq S'\). Then the topological space

\[\{(\mathbb{R}^3, d_S^\infty, 0) : S \in \mathbb{R}^+\}\]

with respect to pointed Gromov–Hausdorff topology is homeomorphic to \(S^1\) or 1–point; hence it is compact. Then its closure is itself; therefore \((\mathbb{R}^3, h_0, 0)\) is isometric to some \((\mathbb{R}^3, d_S^\infty, 0)\), which is a contradiction by Table 1. Similarly, we can show that there are no isometries between \((\mathbb{R}^3, d_0^T, 0)\) and \((\mathbb{R}^3, d_0^{T'}, 0)\), or between \((\mathbb{R}^3, (1 + \theta/|\xi|)h_0, 0)\) and \((\mathbb{R}^3, (1 + \theta'/|\xi|)h_0, 0)\).

### 8.5 Example (2)

Next we suppose that \(\{K_n\}_n\) satisfies

\[
\lim_{n \to \infty} \frac{K_{2n}}{K_{2n-1}} = \infty, \quad \frac{K_{2n+1}}{K_{2n}} = \beta > 1.
\]

Take \(S > 0\) and put \(a_n := K_{2n}^{-1-\alpha} S^{1+\alpha}\). Then we have \(d_{1/(1+\alpha)}^n K_{2n} = S\) and \(a_n^{1/(1+\alpha)} K_{2n+1} = \beta S\). Hence Theorem 8.2 implies that \((X, a_n g_A, p) \xrightarrow{\text{GH}} (\mathbb{R}^3, d_S^{\beta S})\).

By arguing similarly to the proof of Theorem 8.15, we obtain the following.
The nonuniqueness of the tangent cones at infinity of Ricci-flat manifolds

**Theorem 8.16** Let \( \Lambda, \{K_n\}_n \) satisfy
\[
\lim_{n \to \infty} \frac{K_{2n}}{K_{2n-1}} = \infty, \quad \lim_{n \to \infty} \frac{K_{2n+1}}{K_{2n}} = \beta > 1.
\]
Then \( T(X, g_\Lambda) \) is equal to the closure of
\[
\{(\mathbb{R}^3, s d_1^B, 0) : s > 0\} \cup \left\{ \left( \mathbb{R}^3, s \left( 1 + \frac{1}{|\xi|} \right) h_0, 0 \right) : s > 0 \right\}
\]
with respect to the Gromov–Hausdorff topology. Moreover, we have
\[
\lim_{s \to \infty} \left( \mathbb{R}^3, s d_1^B, 0 \right) = \left( \mathbb{R}^3, s \left( 1 + \frac{1}{|\xi|} \right) h_0, 0 \right) = \left( \mathbb{R}^3, h_0, 0 \right),
\]
\[
\lim_{s \to 0} \left( \mathbb{R}^3, s d_1^B, 0 \right) = \left( \mathbb{R}^3, s \left( 1 + \frac{1}{|\xi|} \right), 0 \right) = \left( \mathbb{R}^3, \frac{1}{|\xi|} h_0, 0 \right).
\]

By a similar argument to Section 8.4, we can see that \( \left( \mathbb{R}^3, d_I^S, 0 \right) \) is isometric to neither \( \left( \mathbb{R}^3, h_0, 0 \right) \), \( \left( \mathbb{R}^3, (1/|\xi|) h_0, 0 \right) \) nor \( \left( \mathbb{R}^3, d_I^{S'}, 0 \right) \) for \( S' \neq S \).

**8.6 Example (3)**

For \( I \subset \mathbb{R}^+ \), denote by \( d_I \) the metric on \( \mathbb{R}^3 \) induced by
\[
\int_{x \in I} \frac{dx}{|\zeta - (x^a, 0, 0)|} \cdot h_0.
\]
Denote by \( B_+(\mathbb{R}^+) \) the set consisting of all Borel subsets of \( \mathbb{R}^+ \) of nonzero Lebesgue measure. In this subsection, we show the next theorem.

**Theorem 8.17** There is a sequence \( \{K_n\}_n \) such that \( T(X, g_\Lambda) \) contains
\[
\{(\mathbb{R}^3, d_I, 0) : I \in B_+(\mathbb{R}^+)\}/\text{isometry}.
\]

**Proof** Put
\[
O_0 := \{ I \subset \mathbb{R}^+ : I \text{ is nonempty and open} \},
\]
\[
O_1 := \left\{ \bigcup_{i=1}^{k} (S_l, T_l) \subset \mathbb{R}^+ : S_l, T_l \in \mathbb{Q}, \ 1 \leq k < \infty, \ 0 < S_l < T_l < S_{l+1} < \infty \right\}.
\]
Then one can see \( O_1 \subset O_0 \subset B_+(\mathbb{R}^+) \). Since \( O_1 \) is countable, we can label the open sets in \( O_1 \) as follows:
\[
O_1 = \{ I_1, I_2, I_3, \ldots \}, \quad I_m = \bigcup_{l=1}^{k_m} (S_{m,l}, T_{m,l}).
\]
Now we fix a bijection $F: \mathbb{N} \rightarrow \mathbb{N} \times \mathbb{N}$ and write $F(q) = (i(q), m(q))$. Define $L_q > 0$ inductively by

$$L_{q+1} := 2^{i(q)+i(q+1)} L_q \cdot \frac{T_{m(q),k_m(q)}}{S_{m(q),1}}, \quad L_0 := 1.$$  

Then we can define $0 < K_0 < K_1 < \cdots$ such that

$$\{K_0 < K_1 < \cdots\} = \left\{L_q \frac{S_{m(q),l}}{S_{m(q),1}}, L_q \frac{T_{m(q),l}}{S_{m(q),1}} : 1 \leq l \leq k_m(q), q = 0, 1, \ldots\right\}.$$  

First we show that $(\mathbb{R}^3, d_{I_m}, 0) \in \mathcal{T}(X, g_{\Lambda})$ for every $I_m \in \mathcal{O}_1$. Fix $m$. For any $i \in \mathbb{N}$, we can take a unique $q$ such that $i(q) = i$ and $m(q) = m$. Put $a_i^{1/(1+\alpha)} := L_q^{-1} S_{m,1}$; then we have

$$a_i^{1+\alpha} L_q \frac{S_{m,l}}{S_{m,1}} = S_{m,l}, \quad a_i^{1+\alpha} L_q \frac{T_{m,l}}{S_{m,1}} = T_{m,l}.$$  

Note that $L_{q+1} \geq 2^{i(q)+i(q+1)} L_q$ implies $L_q \rightarrow \infty$ as $i \rightarrow \infty$, hence $a_i \rightarrow 0$ as $i \rightarrow \infty$. Here, we put $\Phi = \Phi_{a_i}$ and $\Phi_{\infty} = \sum_{l=1}^{k_m} \Phi_{S_{m,l}}^{T_{m,l}}$. By applying Proposition 6.1 and (4)–(8) with $P = 1$, the constants appearing in (A3)–(A6) are given by

$$\varepsilon = 2 a_i^{\frac{1+\alpha}{\alpha}} + 2^{-i} S_{m,1} + \frac{2^{1-(\alpha-1)i} T_{m,1}^{-\alpha+1}}{\alpha-1}, \quad C_0 = \frac{1}{2} \sum_{l=1}^{k_m} A_{S_{m,l}},$$

$$C_1 = \frac{\alpha 2^\frac{1}{\alpha}}{\alpha-1}, \quad m = 1, \quad \kappa = \frac{1}{\alpha}$$

if we suppose $\varepsilon$ is sufficiently small. One can see $\varepsilon \rightarrow 0$ as $i \rightarrow \infty$, so we obtain $\{(X, a_i g_{\Lambda}, p)\}_{i=1}^{\text{gh}}(\mathbb{R}^3, d_{I_m}, 0)$.

Next we show that $(\mathbb{R}^3, d_{I}, 0) \in \mathcal{T}(X, g_{\Lambda})$ for any $I \in \mathcal{O}_0$. To show it, we apply Vitali’s covering theorem. Fix $I \in \mathcal{O}_0$ and put $\mathcal{I} := \{(a, b) \in \mathcal{O}_0 : [a, b] \subset I\}$. Then $\mathcal{I}$ is a Vitali cover of $I$; hence there exists $\{J_n\}_{n \in \mathbb{N}} \subset \mathcal{I}$ such that

$$J_n \neq J_{n'} \text{ if } n \neq n', \quad m \left(I \setminus \bigcup_{n \in \mathbb{N}} J_n\right) = 0,$$

where $m$ is the Lebesgue measure. Put $\hat{J}_n := \bigcup_{k=1}^{n} J_k$. Since $\hat{J}_n \in \mathcal{O}_1$ holds, we have $(\mathbb{R}^3, d_{\hat{J}_n}, 0) \in \mathcal{T}(X, g_{\Lambda})$. If we put

$$\Phi_{\hat{J}}(\xi) := \int_{x \in J} \frac{dx}{\left|\xi - (x^\alpha, 0, 0)\right|},$$

then we can see

$$|\Phi_{\hat{J}_n}(\xi) - \Phi_I(\xi)| \leq \frac{m(I \setminus \hat{J}_n)}{D} \rightarrow 0 \quad \text{as } n \rightarrow \infty.$$
and we can take the constants in (A3)–(A6) independent of \( n \) by using Proposition 6.2. Therefore, we obtain \( \{(\mathbb{R}^3, d_{\tilde{f}_n}, 0)\}_n \overset{\text{GH}}{\to} (\mathbb{R}^3, d_I, 0) \).

Finally, let \( I \in \mathcal{B}_+(\mathbb{R}^+) \). Since the Lebesgue measure is the Radon measure, there exists \( U_n \subset \mathcal{O}_1 \) for any \( n \) such that \( I \subset U \) and \( m(U) \leq m(I) + 1/n \). Then we have \( |\Phi_I(\xi) - \Phi_{U_n}(\xi)| \leq 1/(nD) \), and thus \( \{(\mathbb{R}^3, d_{U_n}, 0)\}_n \overset{\text{GH}}{\to} (\mathbb{R}^3, d_I, 0) \) by a similar argument. Here, the positivity of \( m(I) \) is necessary since, by (4), \( C_0 \) in (A5) is given by
\[
\int_I \frac{dx}{1 + x^\alpha} > 0.
\]

By Theorem 8.17, we can see that \( (\mathbb{R}^3, h_0, 0) \) and \( (\mathbb{R}^3, (1/|\xi|)h_0, 0) \) are also contained in \( \mathcal{B}_+(\mathbb{R}^+) \). The author does not know whether any other metric spaces may appear as the tangent cone at infinity of \((X, g_A)\) or not.

9 On the geometry of the limit spaces

In this section, we study the geometry of \((\mathbb{R}^3, d_0^\infty)\) and conclude that there is no isometry between \((\mathbb{R}^3, d_0^\infty)\) and \((\mathbb{R}^3, h_0)\), nor between \((\mathbb{R}^3, d_0^\infty)\) and \((\mathbb{R}^3, (1/|\xi|)h_0)\).

**Proposition 9.1** \((\mathbb{R}^3, (1/|\xi|)h_0)\) is the Riemannian cone \( S^2 \times \mathbb{R}^+ \), where the Riemannian metric on \( S^2 \) is the homogeneous one whose area is equal to \( \pi \).

**Proof** Put \( \xi = (\xi_1, \xi_2, \xi_3) \neq 0 \) and \( r = \sqrt{\xi_1^2 + \xi_2^2 + \xi_3^2} \), and let \( g_{S^2} \) be the standard Riemannian metric on \( S^2 \) with constant curvature and volume \( 4\pi \). Then by putting \( R := 2\sqrt{r} \), we have
\[
\frac{1}{|\xi|} h_0 = \frac{1}{r} \left( (dr)^2 + r^2 g_{S^2} \right) = (dR)^2 + R^2 \cdot \frac{g_{S^2}}{4}. \]

Next we review the notion of polar spaces, introduced by Cheeger and Colding in [5], and then we show that the metric space \((\mathbb{R}^3, d_0^\infty)\) is never a polar space.

Let \( Y \) be a metric space, and suppose that there is a tangent cone \( Y_y \) at \( y \in Y \). Then we can consider tangent cones at any points in \( Y_y \). The tangent cones obtained by repeating this process are called *iterated tangent cones* of \( Y \). A point \( x \) in a length-space \( X \) is called a *pole* if there is a ray \( \gamma: [0, \infty) \to X \) and \( t \geq 0 \) for any \( \gamma_t \neq x \) such that \( \gamma(0) = x \) and \( \gamma(t) = \gamma_t \). Here, the ray \( \gamma: [0, \infty) \to X \) is a continuous curve such that the length of \( \gamma|_{[t_0, t_1]} \) is equal to \( |\gamma(t_0)\gamma(t_1)| \).

**Definition 9.2** [5] The metric space \( Y \) is called a *polar space* if all of the base points of the iterated tangent cones of \( Y \) are poles.
For example, let $C(X)$ be a metric cone of a metric space $X$. Then every $\gamma$ defined by $\gamma(t) := (x, t) \in X \times \mathbb{R}^+ = C(X)$ is a ray; hence the base points of any metric cones are poles. Now, since $(\mathbb{R}^3, (1/|\xi|)h_0)$ is a Riemannian cone of a smooth compact Riemannian manifold, then all of the iterated tangent cones are $(\mathbb{R}^3, (1/|\xi|)h_0)$ itself or $(\mathbb{R}^3, h_0)$. Consequently, we can conclude that $(\mathbb{R}^3, (1/|\xi|)h_0)$ is polar. Obviously, $(\mathbb{R}^3, h_0)$ is also polar. We can also see in the similar way that $(\mathbb{R}^3, (1 + \theta/|\xi|)h_0)$ is polar. On the other hand, we can show the next proposition.

**Proposition 9.3** The origin $0 \in \mathbb{R}^3$ is not a pole of the metric space $(\mathbb{R}^3, d_{0^\infty})$. In particular, $(\mathbb{R}^3, d_{0^\infty})$ is neither a polar space nor a metric cone of any metric spaces.

**Proof** First of all we show that $0 \in \mathbb{R}^3$ is not a pole with respect to $d_{0^\infty}$. Put $p := (1, 0, 0) \in \mathbb{R}^3$, and suppose that there is a ray $\gamma: [0, \infty) \to \mathbb{R}^3$ such that $\gamma(0) = 0$ and $\gamma(t_0) = p$ for some $t_0 > 0$. Then we have

$$d_{0^\infty}(\gamma(s_0), \gamma(s_1)) = \int_{s_0}^{s_1} \sqrt{\Phi_0^\infty(\gamma'(t))} |\gamma'(t)| \, dt$$

for any $0 \leq s_0 < s_1$. For $\delta > 0$, let

$$A_\delta := \{ t \in \mathbb{R} : |\gamma_C(t)| \geq \delta \}.$$ 

Then there is a sufficiently small $\delta$ such that $A_\delta \cap (0, t_0) \neq \emptyset$ and $A_\delta \cap (t_0, \infty) \neq \emptyset$. This is because the length of $|\gamma|_I$ becomes infinity for any small interval $I \subset \mathbb{R}$ if not. Since $A_\delta$ is closed and does not contain $t_0$, we can take a connected component $(a_0, a_1)$ of $\mathbb{R} \setminus A_\delta$ containing $t_0$. Then we can see that $|\gamma_C(a_0)| = |\gamma_C(a_1)| = \delta$ and $|\gamma_C(t)| < \delta$ for any $t \in (a_0, a_1)$. Now define $\tilde{\gamma}: [0, a_1] \to X$ by

$$\tilde{\gamma}(t) := \begin{cases} (\gamma_{\mathbb{R}}(t), e^{i\theta} \gamma_C(t)), & 0 \leq t \leq a_0, \\ e^{i\theta} P_{\gamma_{[a_0, a_1]}(t)}, & a_0 \leq t \leq a_1, \end{cases}$$

where $\theta$ is defined by $e^{i\theta} \gamma_C(a_0) = \gamma_C(a_1)$. Recall that $P_{\gamma_{[a_0, a_1]}}$ is already defined in Lemma 7.4. Then by applying Lemma 7.4, we can see that the length of $\tilde{\gamma}$ is strictly less than the length of $\gamma_{[0, a_1]}$; therefore, $\gamma$ is not a ray, which is a contradiction. Hence $0 \in \mathbb{R}^3$ is not a pole.

Now we can check that the $\mathbb{R}^+-$action on $\mathbb{R}^3$ defined by scalar multiplication is homothetic with respect to $d_{0^\infty}$; thus the tangent cone of $(\mathbb{R}^3, d_{0^\infty})$ at 0 is itself. Consequently, $(\mathbb{R}^3, d_{0^\infty})$ is not a polar space.

Suppose that $(\mathbb{R}^3, d_{0^\infty})$ is the metric cone of some metric space $X$; then the origin 0 is nothing but the base point of the metric cone. Since the base point of the metric cone is always a pole, we have a contradiction. □
Corollary 9.4 There is no isometry between \((\mathbb{R}^3, d_0^{\infty})\) and \((\mathbb{R}^3, h_0)\), nor between \((\mathbb{R}^3, d_0^{\infty})\) and \((\mathbb{R}^3, (1/|\xi|)h_0)\).
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