Modularity of Biochemical Filtering for Inducing Sigmoid Response in Both Inputs in an Enzymatic AND Gate
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Abstract. We report the first systematic study of designed two-input biochemical systems as information processing gates with favorable noise-transmission properties accomplished by modifying the gate’s response from convex shape to sigmoid in both inputs. This is realized by an added chemical “filter” process which recycles some of the output back into one of the inputs. We study a system involving the biocatalytic function of the enzyme horseradish peroxidase, functioning as an AND gate. We consider modularity properties, such as the use of three different input chromogens that, when oxidized yield signal-detection outputs for various ranges of the primary input, hydrogen peroxide. We also examine possible uses of different filter-effect chemicals (reducing agents) to induce the sigmoid-response. A modeling approach is developed and applied to our data, allowing us to describe the enzymatic kinetics in the framework of a formulation suitable for evaluating the noise-handling properties of the studied systems as logic gates for information processing steps.
1. Introduction

There has been a substantial body of work in the chemical\textsuperscript{1-6} and biochemical literature\textsuperscript{7-12} on interpreting various simple (bio)chemical reactions in terms of binary logic gates. This research has been motivated by the promise of applications in devising new computation,\textsuperscript{13-15} sensing,\textsuperscript{16-18} and more generally information transmission and processing approaches,\textsuperscript{19-21} as well as adding new functionalities\textsuperscript{22-24} to conventional electronics. Biochemical information processing\textsuperscript{7-12} has been of particular interest as a promising approach to expand the biocompatible interfacing capabilities of electronic devices,\textsuperscript{25-30} and also in utilizing the selectivity and richness of the biomolecules for handling information and signals in complex settings.\textsuperscript{31-33} Basic binary gates, such as \textbf{AND}, \textbf{OR}, \textbf{XOR}, etc. have been realized,\textsuperscript{7-12,34} some aiming at specific diagnostic applications,\textsuperscript{35-41} and small networks were demonstrated.\textsuperscript{19,20,31,32} This was done with proteins/enzymes,\textsuperscript{12,42} DNA,\textsuperscript{19,20,43,44} RNA\textsuperscript{45} and whole cells.\textsuperscript{46-48} Our focus here is on enzyme-catalyzed processes because of the their wide utilization in biosensing,\textsuperscript{16-18} medical diagnostics\textsuperscript{35-41} and interfacing with electronic devices.\textsuperscript{25-30}

Future applications will aim at achieving versatile and complex information processing with biomolecules, necessitating networking of biocomputing gates, which could lead to noise amplification. For large-scale networking and fault-tolerant information processing within the binary electronics paradigm, the simple two-input, single-output gates, here exemplified by \textbf{AND}, have to be properly designed\textsuperscript{49} (optimized) to avoid too much noise amplification and preferably achieve analog noise suppression\textsuperscript{50} in most of the networked steps. This requires consideration of the gate’s “response function:” the output as a function of its inputs not only at the values selected as the reference binary “logic” \textbf{0} and \textbf{1}, but also in the ranges between these values and when physically relevant, somewhat beyond these ranges, as explained later (in Section 3). A successful recent approach has involved “biochemical filtering,” i.e., simple chemical modifications of the biocatalytic enzymatic processes to make the response function sigmoid, preferably in both inputs.\textsuperscript{51-60} Other approaches, specifically, those utilizing allosteric enzymes with self-promoter substrates have also been considered.\textsuperscript{61-64}
Approaches to “biochemical filtering” include the use of an added chemical process to consume/deactivate a fraction of the input or output in order to decrease the magnitude of the observed output signal at small input(s) and output, i.e., near logic-0(s). The added process involves a reactant that is exhausted after consuming some of the targeted signal-chemicals, and therefore at larger signals, at logic-1(s), the effect of the introduced “filtering” is limited. However, such filtering can reduce the overall output intensity range. One way to partially avoid this loss of intensity has been to use processes that instead of consuming a part of the output, recycle it into some intermediate chemical or even an input.

The latter approach, with the added filtering process recycling the output rather than affecting one of the inputs, promises two advantages. The more obvious one is that the loss of the overall signal intensity during the gate function is partially avoided (by recycling). The other possible advantage is that the response can possibly be made sigmoid in two inputs by using a single added filtering reaction. The first expectation has been confirmed by the few presently reported experiments. However, the latter possibility, that “filtering” the output of the two-input, single-output gate (here, the AND logic gate) can under proper conditions and with proper optimization by parameter selection yield a double-sigmoid (sigmoid in both inputs) response has not yet been studied beyond some preliminary evidence for AND and OR binary gates.

In this work we report the first systematic modeling based on new experimental realizations of the “output filtering” involving recycling a part of the output into the second input of enzymatic AND gates based on the biocatalytic functioning of horseradish peroxidase (HRP), as defined in Section 3, with Sections 2 and 4 offering experimental details. This allows us to explore the degree of versatility of this approach by studying systems with different input chemicals and also with varying filtering-process compounds. We consider to what extent this filtering approach can be used to obtain a double-sigmoid response in situations when modularity is expected. By “modularity” we mean the ability to use the gate as a sub-process in various settings.
involving its networking with other (bio)chemical reactions. While some of the chemical parameters internal to the gate’s functioning can be adjusted as needed, we have to be able to use different inputs and output according to the desired chemical steps in the network. Specifically, we use three different chemicals for the second (recycled) input of the AND gate, and for the optimal choice of this input, we also consider three different reactants that cause the filtering effect. These results, illustrated for our optimal case in Figure 1, are detailed in Section 4, whereas Section 5 offers the concluding comments.

2. Experimental Section

Chemicals and Materials:

Peroxidase from horseradish type VI (HRP) (E.C. 1.11.1.7), hydrogen peroxide, 2-methoxyphenol (guaiacol), potassium hexacyanoferrate (II) trihydrate (ferrocyanide; K₄Fe(CN)₆), β-nicotinamide adenine dinucleotide reduced dipotassium salt (NADH), L-ascorbic acid (Asc) and L-glutathione reduced (GSH) were purchased from Sigma-Aldrich. 2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) (ABTS) was purchased from Fluka. All chemicals were used as supplied without further purification. Ultrapure water (18.2 MΩ·cm) from a NANOpure Diamond (Barnstead) source was used in all of the experiments. All measurements were performed in 0.01 M phosphate buffer, pH = 6.0, at a temperature of 23 ± 2 °C.

Method:

For each system, we took H₂O₂ and a chromogen: ABTS, guaiacol, or ferrocyanide, as the logic inputs. The chemical reaction was catalyzed by HRP and the filtering effect was accomplished with the added Asc, NADH, or GSH. The logic output was the oxidized chromogen, the concentration of which was measured by monitoring the optical absorbance, Abs, at λ = 415 nm, which is near the centers of broad spectral peaks distinguishing all three dyes from their original non-oxidized chromogens, as a function
of time, \( t \). The biocatalytic reactions were performed in a 96-well microtiter plate (VWR) and the absorbance measurements were carried out using a Model 680 (Bio-Rad Laboratories) microplate reader.

3. Description of the System and Its Modeling

Our realization of the AND gate is rather standard in the context of biocatalytic reactions interpreted as binary logic functions.\(^{12}\) The two inputs were \( \text{H}_2\text{O}_2 \) and one of the three chromogens: ABTS, ferrocyanide, or guaiacol. The latter case is illustrated in Figure 1, which also offers a schematic of the processes involved. The “signal processing” was biocatalyzed by HRP. The output was measured optically as the amount of the oxidized chromogen. This system was in fact already studied as the AND gate with the comparison of ABTS and ferrocyanide in certain kinetic regimes.\(^{50}\) Here the regime of the gate operation is different, and we use the new “filtering” approach to investigate the possibility of making the gate double-sigmoid. Specifically, we use the earlier considered\(^{55}\) Asc as the filter-process reducing agent, but we also check NADH and GSH in the favorable configuration (realized with guaiacol as the chromogen; see Figure 1) once it is identified (see Section 4). The initial concentrations of the inputs can vary, but two selected (as appropriate for application) values are considered as logic 0 and 1. Some of the chemicals are considered the “gate machinery” in that their initial concentrations can be chosen to achieve the desired functioning. Here these are HRP (having the same value in all the experiments) and the reducing agent. The logic 0 and 1 of the output at a selected “gate time” \( t_g > 0 \) are set by the gate function itself. In the present case we started with or adjusted various parameters at experimentally convenient values, largely based on earlier experience with such systems. The logic 0 values were set at physical zeros.

In applications,\(^{40,41,51}\) biocatalytic “gates” function in environments with noisy inputs. Furthermore, the gate function’s actual chemical realization can also add to the noise in the output. This makes it difficult to use such logic elements as units of larger
networks. Optimization of the system parameters\textsuperscript{31,49} can decrease the amplification of the noise. A better, recent approach involves the added “filtering,” which changes the typically convex shape of the response surface into sigmoid.\textsuperscript{51-56} In our case, the reducing agent “recycles” a fraction of the output, converting it back into the original chromogen. With the proper selection of the parameters, the response will generally become sigmoid in the input H\textsubscript{2}O\textsubscript{2}, without a significant loss of the output signal intensity. However, in order to achieve effective noise suppression\textsuperscript{51-56} in the vicinity of all the four logic-input combinations, we actually seek a response with a double-sigmoid shape. The extent to which this can be accomplished with the present \textbf{AND} gate system is studied here. As mentioned, we are also interested in the extent of “modularity” of this system, as the choices of the input chromogen and reducing agent are varied as part of the gate-function optimization. More generally, modularity refers to the degree to which a multiunit system’s functional units may be adjusted. The concept of modularity in Biology, for instance, relates to the property that metabolic pathways are composed of well-defined interconnected units of various complexity.\textsuperscript{65-67}

Let us outline our modeling approach, which consists of two steps. First, we fit experimental data (as illustrated in Figure 1) in terms of the actual physical values measured. Second, the fitted “response surface” is used to analyze the gate’s performance. This is done in terms of the scaled “logic range” variables,\textsuperscript{49,50}

\begin{align*}
x &= \frac{[\text{H}_2\text{O}_2](0)}{[\text{H}_2\text{O}_2]_1}, \\
y &= \frac{[D](0)}{[D]_1}, \\
z &= \frac{[D_{\text{ox}}](t_g)}{[D_{\text{ox}}]_{1,1}}.
\end{align*}

Here \(D\) denotes the chromogen, \(D_{\text{ox}}\) in its oxidized form (the output), and the values at the logic 1 (shown by subscripts) for the inputs are those at time 0, whereas for the output, \([D_{\text{ox}}]_{1,1}\) is the value obtained for both inputs at the logic 1,1, at time \(t_g\). If the function \(z(x,y)\) is smooth (as is the case here), then a simple estimate of the noise transmission
factor of the gate in the vicinity of each logic point is obtained by calculating the slope, i.e., the absolute value of the gradient, $|\nabla z(x, y)|$, evaluated at and near $(x, y) = (0, 0), (0, 1), (1, 0), \text{ and } (1, 1)$. This assumes that the fluctuations in the input signals due to noise are symmetrical in terms of the two inputs once these are scaled to the logic-variable ranges between 0 and 1. Filtering aims to make the values of the noise transmission factor smaller than 1 in the $(x, y)$ range near each logic point which exceeds the noise spread in the inputs in terms of $(x, y)$. Of course, transmission of noise from the inputs to output is not the only source of the possible noise in the output. Other sources are possible, the most obvious one is the inaccuracy of the experimental realization of (i.e., the noise in the values of) the function $z(x, y)$. We further comment on this matter in Section 4. However, for large-scale networking it has been argued\textsuperscript{31,68} that the important source of noise to eliminate in as many “gates” as possible at the level of single-gate optimization, is noise amplification.

The mechanism of the biocatalytic action of HRP has many possible pathways\textsuperscript{69-71} which involve numerous rate constants. These rate constants in turn depend on the chemical and physical conditions in the system, notably, the pH and temperature. However, given the limited quality of typically available experimental data and the fact that we only need a qualitative description of the overall shape of the response surface, for logic-gate design it has been argued that we can use a simplified, few-parameter kinetic model\textsuperscript{31,49} or other even more phenomenological shape-fitting models.\textsuperscript{56} Here we use the following approximate Michaelis-Menten type kinetic description of the kinetics in the primary pathway of HRP,

\begin{align}
E + H_2O_2 &\rightleftharpoons C , \\
&\quad \quad k_1 \\
&\quad \quad k_{-1} \\
C + D &\rightarrow E + D_{ox} , \\
&\quad \quad k_2
\end{align}

(4)

(5)
\[
\frac{dH}{dt} = -k_1 H (E_0 - C) , \quad (7)
\]

\[
\frac{dC}{dt} = k_1 H (E_0 - C) - k_2 C (D_0 - P) , \quad (8)
\]

Here the last step is the added irreversible filtering process, and we use the following notation for the (time-dependent) chemical concentrations: \( E \) stands for the enzyme and \( C \) for a complex formed in the first step of the biocatalytic process, \( D \) and \( D_{ox} \) denote the chromogen and the oxidized (dye) form, respectively, and \( F \) is the filtering compound.

Information on the initial concentration ranges of various chemicals is given in Table 1, with the initial concentration of the enzyme always set to \( E_0 = E(0) = 4.5 \times 10^{-3} \) \( \mu \)M. The output values are measured via the absorbance at the gate times, \( t_g \), of 15 min (no filtering) or 30 min (with added filtering), as explained in Section 4.

In order to reduce the number of adjustable parameters in data fitting with the reaction scheme of Equations (4)-(6), we make several simplifying assumptions following a standard practice in the logic-gate modeling of this type of systems,\(^ {55} \) based on the experimentally known properties of peroxidases in the considered regime of kinetics driven by supply of inputs.\(^ {69-73} \) We set \( k_{-1} = 0 \), ignoring the back-reaction in Equation (4).\(^ {55,73} \) Furthermore, the process shown in Equation (5) actually involves a formation of a second intermediate complex as part of the biocatalytic functioning of HRP,\(^ {69-71} \) which for our purposes can be represented by a single effective irreversible step as shown.\(^ {72} \) We then fit data without filtering to find the values of \( k_1 \) and \( k_2 \) for each particular system, and then fit a single added parameter, \( k_3 \), by using data with filtering. Our results for \( k_1 \) and \( k_2 \) presented in Section 4, are approximately consistent with published data for a related system involving the biocatalytic activity of HRP.\(^ {73} \) The rate equations for the considered processes are
\[
\frac{dP}{dt} = k_2 C (D_0 - P) - k_3 FP ,
\]

(9)

\[
\frac{dF}{dt} = -k_3 FP ,
\]

(10)

where \( H = [H_2O_2](t) \), \( E_0 = [HRP](0) \), \( D_0 = [D](0) \), and the final product is denoted as \( P = [D_{ox}](t) \). All the other notations were defined earlier, and we also used the relations

\[
E(t) = E_0 - C(t) ,
\]

(11)

\[
D(t) = D_0 - P(t) .
\]

(12)

The initial conditions for Equations (7)-(10) were as follows. For the inputs, \( H(0) \) and \( D_0 \), we use the initial concentrations of \( H_2O_2 \) and the proper chromogen, varied in the range between the logic \( 0 \) (here zero concentrations) and the logic \( 1 \) values given in Table 1. The specific logic \( 1 \) values (and in principle also logic \( 0 \) values) for the inputs are set by the gate’s applications/networking. For our model study we selected representative values for logic \( 1 \), based on earlier work, with vastly varying ranges for \( H_2O_2 \), as commented on later. Note that the gate function itself sets the logic values of its output. When the response surface is not smooth, values outside the logic range (for instance, somewhat beyond the logic \( 1 \)) can also be sampled for better mapping, but here no such data were taken. For the “gate machinery” chemicals, the initial concentration of HRP was already mentioned, \( 4.5 \times 10^{-3} \) μM, whereas those of the filtering chemical reducing agents used, are listed in Table 1.

4. Results and Discussion

Let us first consider the system without the filtering process, i.e., \( F(0) = 0 \). The values of the two adjustable parameters, \( k_1 \) and \( k_2 \), depend on the chromogen used. In Figure 2 we illustrate the data (and the fitting surface) for the three chromogens
considered, generally measured as a function of time but here shown for a convenient “gate time” of $t_g = 15$ min, for which we get the typical enzymatic-gate response surfaces which are convex and show saturation for large enough inputs. The fitted rate constant values were $(k_1, k_2) = (15.43, 3.48), (0.98, 0.21), (8.79 \times 10^{-2}, 2.59 \times 10^{-2}) \text{s}^{-1} \mu \text{M}^{-1}$, for the gates with ABTS, guaiacol, ferrocyanide, respectively. The surfaces in Figure 2 were used to conclude that the studied AND gates amplify noise by factors of 4.8 for ABTS, 7.6 for guaiacol, and 4.4 for ferrocyanide, with the largest slope (among the slopes at the four logic points) realized at inputs 10, i.e., for maximum H$_2$O$_2$ concentration and zero chromogen concentration, in all three cases. Recall that for these relatively smooth gate-response surfaces we can use the slope,$^68$

$$|\nabla z(x, y)| = \sqrt{\left(\frac{\partial z}{\partial x}\right)^2 + \left(\frac{\partial z}{\partial y}\right)^2},$$

the largest value of which among the four logic points provides the estimate of the noise noise-transmission factor: amplification, if larger than 1, or suppression, if lower than 1.

The convex shape of such a response can be modified by varying some of the parameters of the enzymatic process, as was extensively studied in earlier works on gate optimization$^{31,49}$ aimed at minimizing noise amplification. However, gate optimization can at best decrease the amplification effect, rather than yield noise suppression. With regards to modularity, it is demonstrated here only to the extent that, with the identical “gate machinery” and gate time, reasonable convex-response surfaces with comparable signal intensity can be obtained for vastly differing ranges of the primary input, H$_2$O$_2$ (see Figure 2 and Table 1), provided we properly select the secondary input (chromogen).

Earlier studies found that ascorbate, which is an efficient and commonly used reducing agent, can efficiently reverse the oxidation by H$_2$O$_2$, biocatalytically enabled by HRP, thus acting as a “filtering chemical” with respect to the oxidizing agent (H$_2$O$_2$), the the latter as the primary input of the AND gate. Specifically, this was demonstrated$^{55}$ with 3,5,3’,5’-tetramethylbenzidine (TMB), which has more complicated kinetics,$^{72}$ as the
chromogen being oxidized. As mentioned, here we aim at exploring the extent to which such an added filtering involving “recycling” of the secondary input (chromogen) can yield a double-sigmoid response. We find that while recycling prevents a significant drop in the output signal intensity, it also precludes effective filtering with respect to the input into which output is being recycled.

Figure 3 illustrates our three AND gates in a situation in which the initial concentrations of ascorbate were large enough to result in a relatively intense filtering with respect to H$_2$O$_2$ as an input. Indeed, the output signal was practically eliminated for sizable (on the scale of the logic ranges) fractions of the input H$_2$O$_2$ values. However, only a very small, for ABTS, or barely noticeable, for K$_4$Fe(CN)$_6$, filtering effect was obtained along the chromogen-concentration axis, with a moderate effect for guaiacol, for which the response is generally more symmetrical. The price paid for this “over-filtering” is a possible shrinkage of a well-defined saturated regime near the logic-1 output value, as well as some loss of intensity. The latter effect was largely avoided by doubling the gate time for the filtered systems. We note that here the model surfaces shown for the “filtered” systems represent the fitting involving a single rate constant, $k_3$, with the other two rate constants taken from the earlier fitting of the non-filtered data, according to the rate equations introduced in Section 3. The values fitted for gates with ABTS, guaiacol, K$_4$Fe(CN)$_6$ were, respectively, $k_3 = 1.76\times10^{-1}$, $1.4\times10^{-3}$, $2.6\times10^{-4}$ s$^{-1}$μM$^{-1}$.

We note that the sigmoid behavior, which was obtained symmetrically in both inputs only for the case of guaiacol, clearly seen in the middle panel in Figure 3 (and also in Figure 1), is obtained with respect to the variation of the inputs at a fixed gate time. The time-dependence of the product concentration (output signal) in enzymatic reactions always has a transient nonlinear regime, usually short, followed by an approximately linear regime and then saturation. Added “filtering,” which is this case involves the “recycling” of a part of the product, can significantly extend this transient regime of the time dependence as well, but this is not the effect that we are interested in when using the system as a “logic gate.”
The “filtering” properties are further explored in Figure 4, which shows the values of the slope, $|\nabla z(x,y)|$, for the three realized “over-filtered” systems. A good-quality double-sigmoid response should have substantial and symmetrically positioned regions with slope less than 1, near each of the logic points, for input-noise suppression on its transmission to the output. For guaiacol, the “over-filtering” primarily resulted in such a “flat response region” near input 11 being much smaller than “flat regions” near inputs 00, 01, 10. ABTS offers an example of a system for which even with “over-filtering,” which notably shrunk the flat region near logic-1 in terms of response to H$_2$O$_2$, only a very small region of flat response could be obtained along the ABTS input direction, specifically, near inputs 10. Finally, for the K$_4$Fe(CN)$_6$ system, no flat region was obtained at all near inputs 10. Thus, the latter system actually amplifies noise at inputs 10, by a factor of about 3.2. The shown ABTS and guaiacol AND gates can tolerate (suppress) noise of order 7 % and 18 %, respectively, as percentages of the logic ranges of the inputs. This was estimated by the closest distance that the lines marking the value of the slope $|\nabla z(x,y)| = 1$, see Figure 4, approach the logic points.

Our modeling approach is approximate, but we expect it to have a reasonable extrapolative value to allow optimization of the gate functioning. Specifically, “over-filtering” resulted in the inflection region (of large slope) of the double-sigmoid response, when obtained, being not symmetrically positioned. For the favorable case of guaiacol, we then considered a parameter modification to make the double-sigmoid more symmetrical. Figure 5 shows the data measured with the reduced filtering chemical, ascorbate, concentration of 120 $\mu$M, selected as suggested by the model. The model surface presented in Figure 5, however, was not fitted to these data but calculated with the earlier-determined rate constants, and shows a good agreement with the experiment. The resulting inflection region (of slope larger than 1) bounded by the two black solid lines in the slope mapping plot in the figure, is now relatively symmetrically positioned.

The noise tolerance (the smallest fractional distance of this region from all the logic points) for this gate is 16 %, which is actually not an improvement over the asymmetrical case. However, this exercise demonstrates an interesting property of the
filtering approach. Since enzymatic logic gates of this type usually have large scaled-variable slopes at low inputs (where the initially linear response bends to become convex to match saturation at larger inputs), most parameter modifications to improve or otherwise change the gate’s behavior have to affect the small-inputs regime. We can contrast two “gate machinery” chemicals. The initial concentration of the enzyme, $E_0$, if adjusted, affects the reaction output approximately linearly in this small-inputs regime, and therefore its variation cancels out in the leading order, in terms of the scaled (to the logic ranges) variables entering the function of interest, $z(x,y)$. Therefore, large, order-of-magnitude changes in this and other “internal” gate machinery parameters are required for any significant modifications of the gate-response function. This was noted and identified as a problem in earlier studies. With the externally added filtering, however, this problem is not present, because filtering affects the low-input regime directly, and therefore adjustments of “external” gate-machinery parameters, here, the initial concentration of the reducing agent, $F(0) = [\text{Asc}](0)$, by reasonable amounts suffice for achieving noticeable change in the gate response function.

Next, we tested the “modularity” of the gate functioning in terms of the use of different reducing agents (filtering chemicals). Ascorbate was replaced with NADH and also with GSH, in both cases with the same initial concentration, $F(0) = 120 \, \mu\text{M}$, as the just considered Asc case (Figure 5). These results are shown in Figure 6 (for NADH) and Figure 7 (for GSH). The model surfaces were obtained by fitting the rate constant $k_3$, with the other two rate constants taken from the unfiltered data as before. The values fitted for filtering with NADH, GSH were, respectively, $k_3 = 8.2 \times 10^{-3}, 12.3 \times 10^{-3} \, \text{s}^{-1} \, \mu\text{M}^{-1}$. The slopes (noise transmission factors) are also mapped out in the figures. We conclude that replacement of the reducing agent while keeping all the other parameters unchanged, is not entirely modular because in both cases it resulted in “over-filtering” as compared to the Asc case. This is obviously related to the fact that both these reducing agents are more active than ascorbate in the present guaiacol system, for which the value of $k_3$ reported earlier in this section was only $1.4 \times 10^{-3} \, \text{s}^{-1} \, \mu\text{M}^{-1}$.
It is, however, useful to look at the present set of illustrative systems to address the following interesting matter. Noise amplification during transmission from inputs to output is only one source of the overall noise buildup in systems involving separate “gates.” While its suppression is paramount for scalability\textsuperscript{31} in network design, other sources of noise should be avoided or minimized as much as possible as part of the overall optimization of biocomputing gates. All experimental gate-function surfaces shown demonstrate that imprecise gate-response realization constitutes another important source of noise. Biochemical data are always relatively noisy at each step of processing. The actual data for the three filtered systems shown in Figure 3, for instance, are spread approximately 5.0 %, 3.5 % and 4.5 % (measured as a root-mean-squared displacement from the fitted surface) for ABTS, guaiacol, K\textsubscript{4}Fe(CN)\textsubscript{6} as the chromogen, respectively, which should be compared to the earlier-reported error tolerances of 7 % for ABTS, and 18 % for guaiacol, whereas the K\textsubscript{4}Fe(CN)\textsubscript{6} is noise-amplifying (technically, zero noise tolerance at the gate level). This indicates that the ABTS and guaiacol gates at least, do not “tax” the network by adding extra noise as long as it is kept within several percentage points on the relative scale of the signal spans. The second guaiacol gate, shown in Figure 5, has a somewhat larger gate-realization noise level, approximately 8 %, but its noise tolerance of 16 % indicates that it is also usable as a noise-tolerant/noise-suppressing single-step element in a network. However, the gates obtained for guaiacol with the other two reducing agents, as shown in Figure 6 (for NADH) and Figure 7 (for GSH), have gate-realization added-noise levels of about 10 % for NADH, and 13 % for GSH. The locations of the black solid lines in the slope mappings shown in Figures 6 and 7 indicate that the input-noise tolerances of these gates are, respectively, 9 % and 10 %, which suggests that the use of faster reducing agents in this case, with all the other parameters equal, made the gates overall less “noise-handling friendly” in a network setting.

5. Conclusions

Design ideas for gates of the type explored here have been of interest in many biocomputing and biosensing applications. We find that the concept of modularity in the
sense of replacing specific chemicals according to the operational regime, signal ranges and their nature, and other constraints for such gates is applicable but not in a straightforward manner. Respective adjustments of other parameters will likely be needed, depending on the gate’s application and the noise levels in its environment, in order to ensure that it is networkable.

While generally “recycling” as part of the filtering prevents a significant loss of the overall signal intensity, our filtered data shown in the figures illustrate that this is another quantity that is not systematically predictable. The intensity is reduced in various degrees, and this contributes to having a larger relative level of noise added by the gate realization, as discussed in Section 4.

Thus, there is no simple prescription for making the resulting gates symmetrically double-sigmoid, and well-behaved as far as the overall noise handling is concerned. However, with a certain degree of experimental tinkering, including the selection of proper chemicals, and the use of the developed theoretical analysis approach the best systems can be identified for specific applications of interest.

We note that this is the first systematic study of design ideas for two-input gates with regards to devising an efficient gate-modification approach involving a simple added chemical process and aimed at a good-quality double-sigmoid response. In future studies it would be interesting to attempt networking of such gates as well as compare them to those involving different chemical or physical modifications, such as consumption/deactivation of fractions of both inputs, or a fraction of the output.
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Table 1. The initial concentration at logic 1 (for the inputs) and values (for the filtering compound, when added) used in various experiments as identified in the text and figures.

| $[\text{H}_2\text{O}_2]_1$ | $[D]_1$                  | $[F]$                           |
|--------------------------|--------------------------|---------------------------------|
| 20.0 µM                  | [ABTS](0) = 250 µM       | [Asc](0) = 17.5 µM              |
| 3.00 mM                  | [K₄Fe(CN)₆](0) = 30.0 mM | [Asc](0) = 4.00 mM              |
| 500 µM                   | [guaiacol](0) = 1.00 mM  | [Asc](0) = 250 µM or 120 µM     |
| 500 µM                   | [guaiacol](0) = 1.00 mM  | [GSH](0) = 120 µM               |
| 500 µM                   | [guaiacol](0) = 1.00 mM  | [NADH](0) = 120 µM              |
**Figure 1.** Illustration of the convex response and its conversion to double-sigmoid by filtering, for our favorable system, as described in Section 4, with guaiacol as the chromogen, and with [Asc](0) = 0 (top panel: no filtering) or 120 μM (middle panel: with filtering). Heavy dots show experimental data, whereas the surfaces represent model fitting. The other experimental parameters are described in the text. The scheme (bottom panel) sketches the biocatalytic process and the added filtering reaction (where DHA stands for dehydroascorbate, which is the product of Asc oxidation).
Figure 2. Experimental data for the absorbance (Abs), plotted as heavy dots, for gate time $t_g = 900$ s, for the processes without filtering, with ABTS (top panel), guaiacol (middle panel, identical to the top panel in Figure 1), K$_4$Fe(CN)$_6$ (bottom panel) as chromogens. The surfaces represent the two-parameter fit according to the rate equations introduced in Section 3.
Figure 3. Experimental data for the absorbance (Abs), plotted as heavy dots, for gate time $t_g = 1800$ s, for the processes with intense filtering, with ABTS (top panel), guaiacol (middle panel, with a more intense filtering than in the case shown in Figure 1), K$_4$Fe(CN)$_6$ (bottom panel) as chromogens, and with Asc as the filtering chemical, with, respectively, [Asc](0) = 17.5, 250, 4000 μM.
Figure 4. Color-coded contour plots of the absolute value of the gradient vector (the slope) in terms of the rescaled variables, $|\nabla z(x, y)|$, calculated from the fitted model surfaces for the three experimentally realized “over-filtered” systems, ABTS, guaiacol, and K$_4$Fe(CN)$_6$ (top to bottom, in the same order as in Figure 3). The black solid lines mark the contours with slope $|\nabla z(x, y)| = 1$. Note that due to the variations in the ranges of the slope values, the color codings of the panels are different.
Figure 5. Experimental data for the absorbance for gate time $t_g = 1800$ s, for the processes with guaiacol as the chromogen, and with $[\text{Asc}](0) = 120$ μM for filtering (top panel, identical to the middle panel in Figure 1). Also shown is a color-coded contour plot of the corresponding slope, calculated from the fitted model surface (bottom panel).
Figure 6. Experimental data for the absorbance for gate time $t_g = 1800$ s, for the processes with guaiacol as the chromogen, and with $[\text{NADH}](0) = 120 \ \mu\text{M}$ for filtering (top panel). Also shown is a color-coded contour plot of the corresponding slope, calculated from the fitted model surface (bottom panel).
**Figure 7.** Experimental data for the absorbance for gate time $t_g = 1800$ s, for the processes with guaiacol as the chromogen, and with $[\text{GSH}](0) = 120$ μM for filtering (top panel). Also shown is a color-coded contour plot of the corresponding slope, calculated from the fitted model surface (bottom panel).