A framework for spatial heat risk assessment using a generalized similarity measure
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ABSTRACT
In this study, we develop a novel framework to assess health risks due to heat hazards across various localities (zip codes) across the state of Maryland with the help of two commonly used indicators: exposure and vulnerability. Our approach quantifies each of the two aforementioned indicators by developing their corresponding feature vectors and subsequently computes indicator-specific reference vectors that signify a high risk environment by clustering the data points at the tail-end of an empirical risk spectrum. The proposed framework circumvents the information-theoretic entropy based aggregation methods whose usage varies with different views of entropy that are subjective in nature and more importantly generalizes the notion of risk-valuation using cosine similarity with unknown reference points.
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1 INTRODUCTION
Climate change is now one of the most well-known environmental phenomena of the 21st century. Within cities, severe climatic events, such as heatwaves, represent tangible outcomes of climate change, resulting in both direct and indirect impacts on the health and well-being of citizens. These effects encompass a spectrum from slight thermal discomfort due to increased temperatures to severe heat stress and, in the most extreme cases, heat-related fatalities [18]. Between 2004 and 2018, the Center for Disease Control and Prevention (CDC) recorded an average of 702 heat-related deaths per year across the United States [4].

Cities, due to their specific urbanization features, such as impervious surfaces, land cover, and morphological characteristics [5, 11], are more vulnerable to the impacts of such extreme events. Given that risk is determined by the interplay of hazard, exposure, and vulnerability [10], more intensive risk will be associated with the extreme heat events throughout the cities. Therefore, the location-based risk identification and estimating relative heat vulnerability indices (HVI) scores are increasingly being applied by urban planners to map spatial distribution of heat risk and identify prioritized places for interventions and investments. However, upon the growing threat of heat waves, developing more accurate methods for risk assessment and quantification seems critical and necessary.

2 RELATED RESEARCH
As it was noted by Intergovernmental Panel on Climate Change (IPCC) (2014), impacts from extreme climate-related events emerge from risk that are not only related to a specific hazard (e.g., heat waves), but also directly depends on the two other elements: exposure and vulnerability. Exposure addresses the population and assets at risk while vulnerability indicates the susceptibility of human and natural systems during an extreme event[16].

In general, socioeconomic profile of cities and neighborhoods can play a significant role for assessing the vulnerability towards the risk of extreme heat. In a study in Phoenix and Philadelphia, using census data, it was demonstrated that heat mortality and distress are more rampant among vulnerable and marginalized groups. According to this study, most fatalities in these two cities during extreme heat events were mapped to Black, Hispanic, socially isolated and low value housing neighborhoods[19]. In a similar study in Baltimore, Maryland it was shown that there is a strong correlation between surface temperature and socioeconomic factors. In the neighborhoods with low income, less educated and more ethnic minority residents, higher surface temperature were reported [9]. This issue is mainly due to the fact that areas with underrepresented and marginalized residents are refrained from services such as tree planting and provision of park and open spaces.

More recently, significant efforts have been made to quantify the risk associated with extreme heat in cities using demographic data. These studies generally use the three components of environmental risk, namely hazard, exposure, and vulnerability to establish the heat risk index for spatial risk assessments. For example, in a study in China, historical meteorological data and socioeconomic statistics were used as indicators of risk components to evaluate the heat risk in 296 cities and identify the spatial pattern of extreme heat risk [10]. In a similar study, [8] census data were utilized to map vulnerable areas that were affected from extreme heat exposure in Maricopa County, Arizona between 2000 – 2008. This study also illustrates a strong correlation between heat mortality and socioeconomic characteristics of different neighborhoods.

Although valuable efforts have been made so far for risk quantification, most of existing approaches of exposure-response lack the required accuracy for speculating the risk associated with heat [13]. This issue might emanate from the fact that those studies mainly consider different entropic measures which are mostly subjective in nature. Therefore, in this work, through using a generalized similarity measure, we attempt to develop a different approach to quantify two important elements of risk (i.e., exposure and vulnerability) and estimate the spatial distribution of risk associated with an extreme heat event. To apply our proposed approach of risk assessment in
We base our assumption of mutual independence of heat- and vulnerability in population’s vulnerability level. It is worth noting that in our analysis, we make an assumption that the heat event would almost uniformly affect all zip codes of Maryland as a result of which, the hazard element of risk would be identical across all zip codes, and thus has not been considered in our calculation of heat risk.

3 METHODOLOGY

Next we discuss our approach along with its underlying theorems (and their corresponding proof sketch) to estimate the relative heat-risk index for different zip codes across the state of Maryland. We will start with some basic assumptions and notations.

3.1 Assumptions and notations

Let $N$ be the total no. of zip codes across Maryland (as per the available data), then the exposure and vulnerability factors for a zip code indexed by $i \in \{0, 1, \ldots, N - 1\}$ are encoded by the vectors $e_i$ and $v_i$ respectively. For our analysis, we assume that the extend of hazard is same across all zip codes in the state.

In addition, we assume the existence of reference vectors $e_*$ and $v_*$ that corresponds to the heat-risk of highest degree. Specifically, if the exposure and vulnerability of a certain zip code is encoded by the vectors $e_i$ and $v_i$, then the particular zip code has risk value of unity where in all our calculations the heat-risk index ($R_i$) is scaled between 0 and 1 (i.e. $0 \leq R_i \leq 1, \forall i \in \{N\}$). The risk index of 0 implies minimal risk whereas the index of 1 signifies maximal relative heat-risk situation across all zip codes of the state.

**Notion of inner product:** If $p$ and $q$ are two real vectors of the same dimension, then the inner product $\langle p, q \rangle$ is defined as $p^Tq$ where $p^T$ is the transpose of the vector $p$. Similarly, if $P$ and $Q$ are symmetric matrices of the same dimension, then $(P, Q)$ is defined as $tr(P^TQ) = tr(PQ)$ where $tr(.)$ is the sum of diagonal elements of the matrix under operation.

3.2 Empirical risk estimation and data preprocessing

We base our assumption of mutual independence of exposure and vulnerability in order to estimate heat-risk with the following formulation henceforth referred to as **product-of-vector-inners**:

$$R_i = \frac{\langle e_i, e_* \rangle}{\|e_i\| \cdot \|e_*\|}, \quad \frac{\langle v_i, v_* \rangle}{\|v_i\| \cdot \|v_*\|}$$

(1)

**Validity of product-of-vector-inners:** Evaluation of heat-risk using eq. (1) satisfy most of the basic conditions for a valid estimate as the constituent inner products are non-negative and bounded above by unity ($\cdot$ Cauchy-Schwarz Inequality) implying $0 \leq R_i \leq 1$. The heat-risk index evaluates to the maximum possible value of 1 whenever $e_i = e_*$ and $v_i = v_*$. Also, for the reasons that would be evident later, a hypothetical case where $e_i$ and $v_i$ are zero vectors, the risk index should evaluate to 0 that aligns with eq. (1).

It is worth noting that we need to appropriately scale the vectors $e_i$ and $v_i$ such that their components are all non-negative and intuitively, the lower values of the components should indicate a lower heat-risk index. In addition to the scaling objectives, we normalize the vectors $e_i$ and $v_i$ such that the resulting vectors all have unit $\ell_2$ norms. In a nutshell, we pre-process the data as per the following rules:

1. Transform the features to a non-negative scale such that lower values indicate lower risk.
2. Scale down the value of the features below unity using min-max normalization (i.e., $x \leftarrow (x - x_{min})/(x_{max} - x_{min})$).
3. Normalize the vector by its $\ell_2$ norm (i.e., $v \leftarrow v/\|v\|_2$)

With respect to risk estimate discussed in eq. (1), we observe the following equivalence via the lemma:

**Lemma 3.1.** The empirical risk estimate given by eq. (1) is equivalent to:

$$R_i = \frac{\langle e_i e_i^T, E_* \rangle}{\|e_i\| \cdot \|E_*\|}, \quad \frac{\langle v_i v_i^T, V_* \rangle}{\|v_i\| \cdot \|V_*\|}$$

(2)

**Proof.** (Sketch) Trivially follows from the symmetric and cyclic properties of trace operator which is a valid inner product.

3.3 Generalized empirical risk estimate

Next we consider generalizing eq. (2) to develop the risk estimate in the following form:

$$R_i = \sqrt{\langle e_i e_i^T, E_* \rangle}, \sqrt{\langle v_i v_i^T, V_* \rangle}$$

(3)

with the additional constraints that the reference objects for exposure and vulnerability, $E_*$ and $V_*$ are symmetric positive semi-definite matrices (smallest eigenvalue being non-negative) where $tr(E_*) = tr(V_*) = 1$. Note that unlike the rank-one reference matrices depicted in eq. (2), the reference matrices in eq. (3) can possibly be of rank greater than unity. The vectors $e_i, v_i$ are assumed to be normalized post pre-processing (according to section 3.2).

In order to come up with a good estimate of the reference objects $E_*$ and $V_*$, we devise heuristic vectors $e_H$ and $v_H$ described in the following way:

$$e_H^{(j)} = 1/\sqrt{\|E_*\|} \quad (\forall j)$$

(4)

$$v_H^{(j)} = 1/\sqrt{\|V_*\|} \quad (\forall j)$$

(5)

where the superscript $j$ denotes the $j$-th component of the underlying vector while $L_E$ and $L_V$ corresponds to the length of the exposure and vulnerability vectors respectively. With the help of the computed heuristic vectors, we subsequently construct the sets:

$$S^{(E)} = \{\langle e_i, e_H \rangle : i \in \{N\}\}$$

(6)

$$S^{(V)} = \{\langle v_i, v_H \rangle : i \in \{N\}\}$$

(7)

We cluster the points on the right tail-end of the distributions in the above sets to form another pair of tail-valued subsets $S_T^{(E)} \subset S^{(E)}$ and $S_T^{(V)} \subset S^{(V)}$. Our method for evaluating heuristic vectors using equations 4.5 and eventually zeroing down on the subset using the points on the tail-end distribution by constructions 6.7 points to the fact that the vectors contained in the sets $S_T^{(E)}$ and $S_T^{(V)}$ are conditional high risk states. In the next subsection, we
will develop a technique to find matrix object(s) that can serve as a measure for central tendency for the two sets $S_T^{(E)}$ and $S_T^{(V)}$ satisfying the generalized estimate conditions of being positive semi-definite with unit trace as discussed previously in the necessary conditions for eq. (3).

### 3.4 Distance measure for semi-definite states

Let $P$ and $Q$ be two symmetric positive semi-definite matrices with unit trace, then a measure to gauge similarity (or distance) between $P$ and $Q$ is given by fidelity. The rationale behind using fidelity as a distance measure roots in its usage in quantum information theory for quantum mixed states which belong to the convex cone of positive semi-definite matrices defined over general Hilbert spaces [14]. Mathematically, we define the fidelity measure between matrices $P$ and $Q$:

$$F(P, Q) = \text{Tr} \sqrt{P^* Q P^*}.$$  \hfill (8)

**Lemma 3.2.** The fidelity measure defined in eq. (8) commutes and is symmetric in $P$ and $Q$ with $0 \leq F(P, Q) \leq 1$.

From the definition above, we can establish an equivalent representation for eq. (3) in the following form:

$$R_i = F(e_i e_i^T, E_i), F(v_j v_j^T, V_j).$$  \hfill (9)

Due to the unavailability of reference states $E_i$ and $V_j$, we develop their estimates $\hat{E}_i$ and $\hat{V}_j$ whose calculation is described next.

**Lemma 3.3.** Let,

$$\hat{E}_i = \arg\max_{\rho} \sum_{e \in S_T^{(E)}} F(e e^T, \rho : \rho \triangleright 0, \text{Tr}(\rho) = 1) \hfill (10)$$

$$\hat{V}_j = \arg\max_{\sigma} \sum_{v \in S_T^{(V)}} F(v v^T, \sigma : \sigma \triangleright 0, \text{Tr}(\sigma) = 1) \hfill (11)$$

then $\hat{E}_i$ and $\hat{V}_j$ are valid estimates for $E_i$ and $V_j$ respectively.

**Proof.** (Sketch) The constraints on $\rho$ and $\sigma$ being positive semi-definite matrices with unit trace in eq. (10) and eq. (11), and the objective functions that maximizes the aggregate similarity between points imply that the optimal $\rho$ and $\sigma$ are valid measures of central tendency for clusters $S_T^{(E)}$ and $S_T^{(V)}$ respectively. \hfill $\square$

The optimization problems defined in 10 and 11 could be solved efficiently if these are expressed as convex optimization problems (convex objective with convex constraints). In order to achieve the same, we use the following theorem:

**Theorem 3.4.** The fidelity function $F(\rho, P)$ for a fixed $P \in \mathbb{R}^{q \times q}$ is a concave function and can be expressed as the following semi-definite program:

$$F(\rho, P) = \sup \left\{ \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} X \right\}$$

subject to:

$$X \begin{bmatrix} \rho & R \\ S & P \end{bmatrix} = 0,$$

$$X \succeq 0,$$

$$X \in \mathbb{R}^{2q \times 2q},$$

$$R, S \in \mathbb{R}^{q \times q}.$$

**Proof.** (Sketch) The concave nature of the function $F(\rho, P)$ could be shown by parameterizing $\rho$ on fixed line and evaluating the double differential to return a negative hessian over the defined parameter. \hfill $\square$

With the help of theorem 3.4, we now prove the convexity of the problems 10 and 11:

**Theorem 3.5.** The problem 10 (or 11) is convex with its semi-definite formulation given by:

$$\sup_{\{X_j\} \in S_T^{(E)}} \sum_{j \in [S_T^{(E)}]} \left( \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} X_j \right)$$

subject to:

$$X_j = \begin{bmatrix} \rho & R_j \\ S_j & e_j e_j^T \end{bmatrix},$$

$$X_j \succeq 0,$$

$$X_j \in \mathbb{R}^{2q \times 2q},$$

$$R_j, S_j \in \mathbb{R}^{q \times q}$$

where $e_i \in \mathbb{R}^q$.

**Proof.** (Sketch) The concave nature of the objective function in problem 10 is implied by the fact that it is a sum of concave functions with extended linear matrix inequality constraints [2]. Additionally, the sum of maximum inner products would be equal to the maximum of the sum of inner products as the constraints in the formulation are non-overlapping. \hfill $\square$

### 3.5 Summary of the approach

Finally, we summarize the process of estimating heat-risk index for our work:

1. Pre-process the data vectors $e_i, v_j$ as described in section 3.2.
2. Calculate the heuristic vectors $e_i, v_j$ using eq. (4) and eq. (5).
3. Construct the subsets $S_T^{(E)}, S_T^{(V)}$ from $S^{(E)}, S^{(V)}$ (given by 6, 7).
4. Calculate the estimates $\hat{E}_i, \hat{V}_j$ by formulating problems 10, 11 as semi-definite optimization problems as described in theorem 3.5.
5. Compute the relative heat-risk index for all zip codes with the available data using eq. (3) where the reference matrices $E_i, V_j$ are substituted by their estimates $\hat{E}_i, \hat{V}_j$ calculated in the previous step.

## 4 EXPERIMENTS

### 4.1 Data

We apply our proposed approach for Maryland to evaluate the distributed heat-related for a set of 467 zip codes across the state. Using Maryland’s most recent census data (link), published by United States Census Bureau for these 467 zip codes, we derive relevant criteria associated with exposure and vulnerability elements. List of variables which were used as the indicators of exposure and vulnerability are represented in table 1.

Variables of table 1 are chosen based on the exposure and vulnerability indices reported in the literature. Racial disparities in
Table 1: Considered variables for experiment

| Variable                        | Description                                               | Indicator          | Risk element     |
|---------------------------------|-----------------------------------------------------------|--------------------|------------------|
| Population density              | Total population to the total area                        | Exposed population | Exposure         |
| Housing density                 | Total housing units to the total area                     | Exposed residents  | Exposure         |
| Black population rate           | Black population to the overall population                | Race/ ethnicity    | vulnerability    |
| Hispanic population rate        | Hispanic population to the overall population              | Race/ ethnicity    | vulnerability    |
| American Indian population rate | American Indian population to the overall population       | Race/ ethnicity    | vulnerability    |
| Native Hawaiian population rate | Native Hawaiian population to the overall population       | Race/ ethnicity    | vulnerability    |
| Population over age 65 rate    | Elderly population (over age 65) to the overall population | Age/ well being    | vulnerability    |
| Population below age 18 rate   | Young population (below age 18) to the overall population  | Age/ well being    | vulnerability    |
| Rental housing rate             | Rental housing to the overall housing units               | Income/ economic status | vulnerability |

Heat-related mortalities during heatwaves (e.g., Chicago heatwave in 1995) strengthened the hypothesis that heat related fatalities among some racial and ethnic groups (such as Black and Hispanic) are more rampant than others. Some references associated this fact to the genetic differences [6]. However, this racial difference in heat tolerance can also be attributed to the living situations, lower income, poorer environmental conditions such as sparse vegetation and lower air conditioning ownership [7][15].

In addition, social isolation and linguistic isolation might play a role in the incapability of minority racial groups to understand heat warnings and thus their failure to adopt suggested principals by government and escape to the provided cooling centers during heatwaves [19]. This issue can be further exacerbated by their probable concerns for the immigration status and deportation [17].

Failing to comprehend the official educational messages and taking appropriate actions during heat wave is not uncommon for elderly population as well. Additionally, physical health issues, chronic diseases and disabilities can make elderly population more vulnerable to the risk of extreme heat [1][21]. Similar reasons owing to the dependency for travel and movement, also classify young population (below age 18) to be a vulnerable set [20].

Based on the above facts, we also consider race / ethnicity, age / well-being, income and economic status as the indicators of vulnerability to extreme heat. Ergo, we chose variables such as fraction of Black, Hispanic, Native Hawaiian, American Indian, population over the age of 65 and below the age of 18 separately to represent the vulnerabilities from Maryland census data. Exploratory analysis of four important vulnerability indicators (Black / Hispanic population rate and population over age 65 / below age 18) presented in fig. 1 suggests that age and well-being might be crucial for accurate risk prediction.

Moreover, as the higher population density and higher resident population rate in an area would make more population expose to the risk [3], we chose the population density and the ratio of housing units in each zip code as the representative of exposure element to quantify the risk associated with extreme heat.
4.2 Setup
We applied our method for relative heat-risk calculation by creating vectors that represent exposure and vulnerability across different zip codes for the state of Maryland. The features for heat exposure included population and housing density while the vulnerability was primarily represented by an aggregation of heat-sensitive ethnic groups (Hispanic and non-Hispanic minorities), age-groups and percentage of population with rented housing.

Due to the left-skewed distribution of inner products for exposure specific data vectors (fig. 2), the set $S_E^T$ (eq. (6)) was constructed by collecting data vectors with similarity greater than the estimated mean while the set $S_V^Y$ (eq. (7)) was formed by collecting vectors with similarity greater than estimated mean added to its standard deviation (fig. 2). The cluster centers or the high-rank approximation matrices for each of the tailed-sets was calculated by solving the semi-definite program defined in theorem 3.5 using an SDP solver MOSEK to report the risk-indices as devised in eq. (3).

4.3 Results
The resultant optimal estimates of reference matrices ($\hat{E}_s$ and $\hat{V}_s$) for high exposure and vulnerability are shown next:

$$
\hat{E}_s = \begin{bmatrix}
0.51578382 & 0.49975081 \\
0.49975081 & 0.48421618
\end{bmatrix}
$$

(14)

$$
\hat{V}_s = \begin{bmatrix}
0.34086951 & 0.35583112 & 0.31314804 \\
0.35583112 & 0.37144944 & 0.3268929 \\
0.31314804 & 0.3268929 & 0.28768105
\end{bmatrix}
$$

(15)

The principle eigenvector of $\hat{V}_s$, i.e. $0.58384031^T$ is notably different from the heuristic reference vector of $0.577350^T$ implying that appropriate reference is crucial to evaluate relative heat-risk index. The estimated heat-risk indices using this approach corroborates the hypothesis that the zip codes with near uniform high concentration across all its variables (with properties defined in section 3.2) tends to belong to the high-risk zone while the the zip codes with uneven concentration are comparatively risk averse.

The final risk quantification product is depicted in fig. 3. As apparent in this map, the northern and west-northern parts of Maryland (mainly occupied by white-affluent residents) are relatively less susceptible to the risk associated with an extreme heat event, while the southern and central parts, which are inhabited more by racial minority groups, are at greater risk. Some zip codes due to the lower population density (and thus lesser exposure to extreme heat), were also identified as low risk zones.

5 DISCUSSION
In this study, we primarily emphasized on the importance of calculating heat-risk index with a relative rather an absolute notion. The risk-estimates thus calculated can help devise appropriate actions at various structural or administrative levels to mitigate the effects of extreme heat hazards. In the process we noticed that highly concentrated vectors across all the spanning variables may not always be the best choice to set the reference and should be governed by a general central measure of the clusters of different high-risk indicators (such as exposure, vulnerability, hazard).

Although in our case, the lower order eigenvalues for $\hat{E}_s$ and $\hat{V}_s$ both tended to zero, but a general scenario where the vectors in the high-risk clusters are distributed heteroscedastically may yield reference objects of rank strictly greater than unity.

As previous studies demonstrated, other heat metrics, such as surface temperature and mean radiant temperature, exhibit high spatial variability and are correlated with social factors [9, 12]. This implies that using such heat metrics might be relevant to improve the accuracy of our model for spatial heat risk assessment.

Moreover, with further information on the degree to which each variable might contribute to heat-related fatalities, more complex algorithms, including the differential weighting of various indicators, can be integrated into our framework to estimate the risk more accurately.

Our analysis in this paper was limited by the available data, so many contributing factors to the vulnerability and the associated risk (such as housing qualities and materials, air conditioner availability, the green coverage ratio, education level, and social connections among individuals) were not considered in our analysis. Such information could be made available only through local surveys, which are usually expensive and time-consuming. Thus, the variables used in this study worked as a proxy for the other important factors mentioned previously.

6 CONCLUSION
This study, by proposing a new framework, tried to quantify the risk associated with heat in a more robust and objective manner. This risk-assessment framework can be utilized in cities with elevated risk of heat-related fatalities and would help planners and decision-makers take informed decisions, devise appropriate strategies and implement place-based interventions.

As some of the past works in this direction included another indicator of hazard for their analysis, in the future, we can possibly expand our work to landscapes with non-negligible spatial gradients due to heat hazard when conditioned on the other indicators of exposure and vulnerability. Furthermore, we can validate our proposed method of heat-risk mapping by comparing the risk indices with heat-related morbidity observations in a relative sense.
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