Glassy dynamics of a binary Voronoi fluid: a mode-coupling analysis
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Abstract
The binary Voronoi mixture is a fluid model whose interactions are derived from the Voronoi–Laguerre tessellation of the configurations of the system. The resulting interactions are local and many-body. Here we perform molecular-dynamics (MD) simulations of an equimolar mixture that is weakly polydisperse and additive. For the first time we study the structural relaxation of this mixture in the supercooled-liquid regime. From the simulations we determine the time- and temperature-dependent coherent and incoherent scattering functions for a large range of wave vectors, as well as the mean-square displacements of both particle species. We perform a detailed analysis of the dynamics by comparing the MD results with the first-principles-based idealized mode-coupling theory (MCT). To this end, we employ two approaches: fits to the asymptotic predictions of the theory, and fit-parameter-free binary MCT calculations based on static-structure-factor input from the simulations. We find that many-body interactions of the Voronoi mixture do not lead to strong qualitative differences relative to similar analyses carried out for simple liquids with pair-wise interactions. For instance, the fits give an exponent parameter $\lambda \approx 0.746$ comparable to typical values found for simple liquids, the wavevector dependence of the Kohlrausch relaxation time is in good qualitative agreement with literature results for polydisperse hard spheres, and the MCT calculations based on static input overestimate the critical temperature, albeit only by a factor of about 1.2. This overestimation appears to be weak relative to other well-studied supercooled-liquid models such as the binary Kob–Andersen Lennard-Jones mixture. Overall, the agreement between MCT and simulation suggests that it is possible to predict several microscopic dynamic properties with qualitative, and in some cases near-quantitative, accuracy based solely on static two-point structural correlations, even though the system itself is inherently governed by many-body interactions.
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1. Introduction

Disordered materials, such as polymers, metallic alloys, and polydisperse colloidal suspensions, are of huge practical interest as they can be designed with specific mechanical, optical, or thermal properties. At low density or high temperature these materials are in the liquid state. Provided the liquid can be supercooled without undergoing structural ordering, the dynamics strongly slows down upon cooling or increasing the density, shifting the time scale for viscous flow to ever longer times. Ultimately, the glass transition is reached, beyond which structural relaxation can no longer occur on experimental time scales. Such systems are then in a nonequilibrium solid-like state where they exhibit mechanical rigidity but, contrary to crystalline materials, they lack any long-range order. Developing a microscopic understanding of the nature of the glassy state and the glass transition is one of the challenging problems in condensed matter physics [1, 2].

In the dense liquid phase, relaxation takes place through cooperative rearrangements of (groups of) neighboring particles. That is, in order for a particle to move, its neighbors must also move, and hence the local particle environment plays an important role in the dynamics. A way to access information on the neighborhood of a particle is to apply a Voronoi tessellation [3]. Voronoi tessellation is a geometric partitioning of space into contiguous cells whose volume can be thought of as the zone of influence of a given particle. Such tessellations have been extensively used for glass-forming [4, 5] or of as the zone of influence of a given particle. Such tessellations have been extensively used for glass-forming [4, 5] or granular systems [6–8], mostly as a tool to define free volume or to obtain local geometric information. For instance, Morse and Corwin [6, 7] emphasize the geometric nature of the jamming transition in granular systems by showing that a large set of geometrical observables (surface area, aspect ratio, standard deviation of the volume, etc) extracted from Voronoi tessellation shows a marked signature at the jamming point. A similar observation was made by Rieser et al [8] who found a strong signature of jamming in a quantity related to the relative free volume of the particles. These observations highlight the importance of Voronoi tessellation to get a deeper level of structural information which is either not contained or too strongly averaged in the usual two-point correlation functions, like the radial distribution function or static structure factor [19]. A further striking property of the Voronoi liquid is the product of the infinite-frequency shear susceptibility (\(\chi\)) at \(T\) being the modulus of the wave vector) at mesoscopic scales and a shift of the hydrodynamic limit to very small \(q\)-values with respect to a standard Lennard-Jones (LJ) system [20]. This specific behavior can be attributed to a very weak resistance to shear deformations at high frequency. For the Voronoi liquid the product of the infinite-frequency shear modulus (\(G_\infty\)) and the isothermal compressibility (\(\chi_T\)) is much smaller than 1, whereas \(G_\infty \chi_T \sim 1\) for the LJ fluid at the triple point [20].

To suppress the tendency for crystallization, the model has recently been generalized to binary mixtures [21]. Reference [21] discusses this generalization and explores numerically and theoretically the thermodynamic and structural properties of an equimolar mixture. It was shown that the system is thermodynamically stable against demixing and can be supercooled to low temperature while keeping a liquid-like structure. The present work extends the characterization of the
model to dynamic properties. In doing so, we present results from molecular-dynamics (MD) simulations in the moderately supercooled regime below the onset temperature of super-Arrhenius dynamics. We analyze the MD results in terms of the idealized mode-coupling theory (MCT). Our study shows that the idealized MCT provides a pertinent framework to describe various dynamic two-point correlations functions, although the Voronoi mixture is inherently governed by many-body interactions. This also lends some support to extensions of MCT to active glassy systems as models for biological glassy phenomena [13].

The layout of the paper is as follows. We first review the definition of the model in section 2 and then describe the MD simulations. In section 3, we discuss various static structure factors. The contents of this section overlaps with [21] but also extends the analysis to structure factors related to number and composition fluctuations. Next, we provide an overview of the idealized MCT (section 4). Two approaches are considered: fully microscopic, fit-parameter-free MCT calculations based on static input from the simulations, and fits to the asymptotic predictions of MCT. Both approaches will be compared with the MD results and with each other. Section 5 discusses this comparison. A summary of the main results and an outlook on possible future research directions are given in section 6.

2. Model and simulation method

2.1. Monodisperse and binary Voronoi liquid

Consider a system of $N$ point particles at positions $r_j$ ($j = 1, \ldots, N$) in a three-dimensional volume $V$. To each configuration $\{r_j\}_{j=1}^N$ one can associate a Voronoi tessellation, a space-filling partitioning of $V$ into $N$ cells assigning one cell to each particle. The cell of particle $j$ is defined as the region of space being closer to $j$ than to any other particle in the system. The cell has a volume $v_j$ and a centroid at position $g_j$. Since $g_j$ does in general not coincide with $r_j$, we can introduce the ‘geometric polarization’ $\tau_j$ of a cell by $\tau_j = v_j(g_j - r_j)$. Analysis of a supercooled liquid of short polymer chains revealed that the geometric polarization $\tau_j(t)$ at time $t$ is correlated to the total interaction force $F_j(t)$ on particle $j$ and $\tau_j$ obeys the conservation law $\sum_{j=1}^N \tau_j = 0$, analogous to $F_j$ [5]. The equilibrium properties of the geometric polarization are thus reminiscent of those of a force. This observation motivated us to introduce a new model for a liquid—the Voronoi liquid—where the force on particle $j$ is taken proportional to $\tau_j$ [9]:

$$F_j = \tau_j = \gamma \int_{v_j} d^3r \ r. \quad (1)$$

Here the constant $\gamma$ is a parameter of the model and $r$ denotes the vector from the particle position $r_j$ to the boundary of its Voronoi cell. The force $F_j$ can be written as $F_j = -\nabla E_p$ with [9]

$$E_p(r_1, \ldots, r_N) = \sum_{j=1}^N \left[ \frac{\gamma}{2} \int_{v_j} d^3r \ r^2 \right]. \quad (2)$$

This defines the potential energy of the monodisperse Voronoi liquid as the sum of the interaction energies of all particles. The interaction energy of a particle is positive and determined by its nearest-neighbor shell: it is local, many-body, and soft in the sense that the energy cost for particle overlap is finite.

Thermodynamic, structural and dynamic properties [9, 20] have been studied for the monodisperse system. Upon cooling the liquid becomes metastable and eventually crystallizes in a bcc structure [19]. For the study of glasses the tendency of structural ordering has to be suppressed. This can be achieved by using systems with multiple components of different sizes (and interaction energies) [22, 23]. Therefore, we introduce size dispersity into our model by choosing the Voronoi–Laguerre tessellation of the Voronoi liquid. For the Voronoi–Laguerre tessellation we still have $\sum_j \tau_j = 0$ and $F_j = \tau_j = -\nabla E_p$ with the following generalization of the potential energy [21]:

$$E_p(r_1, \ldots, r_N) = \sum_{j=1}^N \left[ \frac{\gamma}{2} \int_{v_j} d^3r \ (r^2 - R_j^2 + R^2) \right]. \quad (3)$$

Here $R^2 = \sum_{j=1}^N R_j^2/N$ is mean-square natural radius averaged over the polydispersity. Equation (3) reduces to (2) in the monodisperse case.

Since $E_p$ is defined in terms of $v_j$, the relevant length scale of the Voronoi liquid is given by $v^{1/3}$, where $v = \sum_{j=1}^N v_j/N = V/N$ is the average volume per particle, and the temperature scale by $\gamma v^{5/3}/k_B$ with $k_B$ being the Boltzmann constant. As in previous work [9, 20, 21] we choose the density $v^{-1} = 1$ and take $\gamma = 1000$ so that the temperatures of the liquid phase are in the range $T \sim 1$ (with $k_B = 1$).

Here we examine the simplest representative of a polydisperse system, a binary mixture of $N_A$ large particles of radius $R_A$ and $N_B = N - N_A$ small particles of radius $R_B < R_A$. The mixture is characterized by the number concentration of small particles $x_B = N_B/N$ and the size ratio $R_B/R_A$. The choice of these parameters is motivated by theoretical work on binary hard-sphere mixtures [24], suggesting that the propensity to form a glass is enhanced, relative to the monodisperse system, for size ratios $\sim 0.8$ and $x_B \sim 0.5$ (cf figure 1 in [24]). Therefore, we take $R_B/R_A = 0.83$ and $x_B = x_A = 0.5$.

A particular feature of the binary Voronoi mixture is that the natural radii determine the potential energy only by the (dimensionless) ‘polydispersity parameter’ $\xi = R_A^2 - R_B^2$ (recall that the length scale $v^{1/3} = 1$). As pointed out in [21], $\xi$ needs to be smaller than 1 to avoid unphysical situations where small particles are situated outside their Voronoi cell. On the other hand, $\xi$ has to be large enough to suppress crystallization. From continuous cooling runs at finite rates, it was found that the binary mixture forms glassy phases for $0.06 \lesssim \xi \lesssim 0.36$ [19]. Here, to probe the glassy regime, we choose $\xi = (0.375)^2 \approx 0.141$, finally leading to $R_A = 0.6729$ and $R_B = 0.5585$.

A priori, $\xi$ is the relevant parameter. The physical properties of the mixture are not changed when varying $R_A$ and
Table 1. MCT parameters obtained from fits of the MD data to the asymptotic MCT predictions. $T_c$ is the average value of the critical temperature determined in figure 5. The fit of $\phi(q) = q^\alpha$, to (54) gives the von Schweidler exponent (55) is obtained by interpolation of the data in table 3 of [80].

| $T_c$ | $\lambda$ | $a$ | $b$ | $\gamma$ | $B$ |
|-------|-----------|-----|-----|----------|-----|
| 0.798 | 0.7457    | 0.3067 | 0.5652 | 2.5149   | 0.8918 |

$R_B$ but keeping $\xi$ the same. Our choices for the natural radii, however, turn out to be physically meaningful. The partial pair-distribution functions of the A particles, $g_{AA}(r)$, and the B particles, $g_{BB}(r)$, show a first maximum at $r_{AA} = 1.225 \approx 2R_A$ and $r_{BB} = 0.975 \approx 2R_B$ [21]. Therefore, $R_A$ and $R_B$ can be thought of as the radii of soft repulsive particles. Moreover, the cross pair-distribution function of A and B, $g_{AB}(r)$, peaks at $r_{AB} = 1.125 \approx (r_{AA} + r_{BB})/2 \approx (R_A + R_B)$, suggesting that the studied binary Voronoi mixture is intrinsically additive [21].

2.2. Molecular-dynamics simulations

We performed MD simulations with a modified version of the LAMMPS code [25], enabling the computation of the geometric polarization $\tau_g$, and therefore of $F_g$, by using the Voro++ library [26]. The system contained $N = 1000$ particles of mass $m = 1$ in a cubic box of linear dimension $L$ with periodic boundary conditions. Since $v = V/N = 1$, this implies $L = 10$. Thus, the smallest accessible wave vector ($q$) has the modulus $q_{\text{min}} = 2\pi/L = 0.628$. With the energy scale $\gamma v^{5/3}$, the mass $m$ and the length scale $v^{1/3}$, the characteristic time scale of the Voronoi liquid is $\tau_{\text{voro}} = \sqrt{m/\gamma v} = \sqrt{1/1000} \approx 0.03$ with $\gamma = 1000$, $m = 1$ and $v = 1$. The time step $(\delta t)$ of the MD simulation has to be smaller than $\tau_{\text{voro}}$. We used $\delta t = 0.001 \approx 0.03\tau_{\text{voro}}$ when integrating the classical equations of motion by the velocity–Verlet algorithm. In the following, all times are measured in units of $\tau_{\text{voro}}$.

The simulations were carried out in the canonical ensemble with the Nose–Hoover thermostat (using a damping parameter of $T_{\text{damp}} = 0.1$). We investigated equilibrium properties for $0.83 \leq T \leq 2$. This interval ranges from the regime of the normal to the moderately supercooled liquid (above the critical temperature of MCT $T_c = 0.798$, cf table 1).

Equilibration was done as follows. Starting from an equilibrated configuration at $T_1$, the temperature was instantaneously decreased by a small step to $T_2 < T_1$. The system was allowed to evolve in the canonical ensemble until the potential energy fluctuated around an average value. Then, the isothermal simulation was continued over a time interval $\Delta t$ (adapted to $T_2$) before starting the production run for data analysis. Control of equilibrium was carried out by dividing the production trajectory in half and checking that dynamic observables gave the same results on both portions of the trajectory. As an example, $\Delta t = 10^5$ for $T = 0.84$, corresponding to about 10 times the $\alpha$ relaxation time at that temperature.

3. Static structure factors

Previous work studied the thermodynamics, the stress tensor, and structural properties of the binary Voronoi liquid [21]. Due to their importance for MCT we here revisit the discussion of the static structure factors. The collective static structure factor

$$S(q) = \frac{1}{N} \langle \rho(q)\rho(-q) \rangle$$

(4)

is defined in terms of the coherent density fluctuations for wave vector $q$. 

![Figure 1](image-url)
\[
\rho(q) = \frac{1}{N} \sum_{i=1}^{N} \exp(i q \cdot r_i) \text{ (for } q \neq 0),
\]

where \( \langle \ldots \rangle \) denotes the canonical average and \( r_i \) is the position of particle \( j \). For a spatially homogeneous and isotropic system, the structure factor depends only on the modulus of the wave vector, \( q = |q| \). Figure 1(a) presents \( S(q) \) for four temperatures in the investigated interval 0.83 \( \leq T \leq 2 \). We see that the collective structure of the Voronoi mixture is typical of a dense disordered system. In the limit \( q \to 0 \), \( S(q) \) is small because the fluctuations of the particle number relative to the average \( \langle N \rangle (\equiv N) \) are weak in a dense system (at constant chemical potential),

\[
S(q \to 0) = \frac{\langle N^2 \rangle - \langle N \rangle^2}{\langle N \rangle} \ll 1.
\]

With increasing \( q \), \( S(q) \) increases toward a maximum that occurs around \( q^* \approx 6.85 \). The corresponding length scale \( 2\pi / q^* \approx 1 \) is on the order of the particle diameters. Thus, the dominant contribution to \( S(q) \) comes from the amorphous packing in neighbor shells around a particle. Upon cooling the packing becomes tighter, which is reflected by the increase of the height and the decrease of the width of \( S(q) \) near \( q^* \).

Further insight can be obtained from the partial static structure factors

\[
S_{\alpha\beta}(q) = \frac{1}{N} \langle \rho_\alpha(q) \rho_\beta(-q) \rangle \quad (\alpha, \beta = A, B)
\]

defined by the partial density fluctuations

\[
\rho_\alpha(q) = \frac{1}{N} \sum_{j=1}^{N} \exp(i q \cdot r_{j\alpha}),
\]

where \( r_{j\alpha} \) is the position of particle \( j_{\alpha} \) of species \( \alpha \). As \( \rho_A(q) + \rho_B(q) = \rho(q) \equiv \rho_\chi(q) \), the collective structure factor can be expressed as

\[
S(q) = S_{\text{mm}}(q) = S_{\text{AA}}(q) + S_{\text{BB}}(q) + 2S_{\text{AB}}(q).
\]

While \( S_{\text{mm}}(q) \) characterize spatial correlations between like and unlike particles, \( S(q) \) describes number–number (nn) correlations (whence the notation \( S = S_{\text{mm}} \)). Equation (9) is not the only physically significant linear combination of the partial structure factors. Since composition (or concentration) fluctuations \( \rho_\chi(q) \) are defined by \( \rho_\chi(q) = \rho_A(q) - x_A \rho(q) = x_B \rho_B(q) - x_B \rho(q) \), the structure factor

\[
S_{\chi\chi}(q) = \frac{1}{N} \langle \rho_\chi(q) \rho_\chi(-q) \rangle
\]

\[
= x_B^2 S_{\text{AA}}(q) + x_A^2 S_{\text{BB}}(q) - 2 x_A x_B S_{\text{AB}}(q)
\]

represents composition–composition (cc) correlations, and the structure factor between \( \rho_\alpha \) and \( \rho_\chi \),

\[
S_{\alpha\chi}(q) = \frac{1}{N} \langle \rho_\alpha(q) \rho_\chi(-q) \rangle
\]

\[
= x_B S_{\text{AA}}(q) - x_A S_{\text{BB}}(q) + (x_B - x_A) S_{\text{AB}}(q).
\]

describes number–composition (nc) correlations. The structure factors \( S_{\text{mm}}(q), S_{\chi\chi}(q) \) and \( S_{\alpha\chi}(q) \) are often referred to as Bhatia–Thornton structure factors [27]. They have been studied extensively for metallic alloys [28, 29] or colloidal suspensions [30].

Figure 1(b) compares \( S(q) \) with \( S_{\text{AA}}(q) + S_{\text{BB}}(q) \) and \( 2S_{\text{AB}}(q) \) at \( T = 0.85 \). In the limit \( q \to \infty \), the system behaves like an ideal mixture with vanishing correlations. This implies \( S_{\text{AB}}(q \to \infty) = 0 \) as well as \( S_{\text{AA}}(q \to \infty) = x_A \) and \( S_{\text{BB}}(q \to \infty) = x_B \). For large \( q \), say \( q > 20 \), the behavior of \( S(q) \) is therefore dominated by correlations between like particles. The sum \( S_{\text{AA}}(q) + S_{\text{BB}}(q) \) is positive for all \( q \), whereas \( S_{\text{AB}}(q) \) oscillates around 0 and remains negative for \( q < q^* \), displaying a minimum at \( q \approx 4 \). These negative values indicate that long-range AB correlations are suppressed in the Voronoi mixture, a feature also found in other binary systems [29, 31, 32]. The minimum of \( S_{\text{AB}}(q) \) at \( q \approx 4 \) outweighs the positive contribution of \( S_{\text{AA}}(q) + S_{\text{BB}}(q) \), leading to a dip in \( S(q) \) at \( q \approx 4 \) before \( S(q) \) increases again toward a plateau as \( q \to 0 \). Such a dip is not observed for the monodisperse Voronoi liquid. Here \( S_{\text{mono}}(q) \) continuously decreases toward the compressibility plateau \( S_{\text{mono}}(q \to 0) = k_B T \rho \chi_T \) with \( \chi_T \) being the isothermal compressibility (cf inset in figure 1(b)). For the mixture, however, we see that \( S(q \to 0) \) adopts a value larger than \( k_B T \rho \chi_T \).

For binary mixtures this deviation between \( S(q \to 0) \) and \( k_B T \rho \chi_T \) is expected from the work of Bhatia and Thornton [27] and also from the Kirkwood–Buff theory for multicomponent solutions [33]. For \( q \to 0 \) the Bhatia–Thornton structure factors are related to the thermodynamic properties of the binary mixture:

\[
S(q \to 0) = k_B T \rho \chi_T + \delta^2 S_{\chi\chi}(q \to 0),
\]

\[
S_{\chi\chi}(q \to 0) = \frac{Nk_B T}{\langle \partial^2 G / \partial \chi^2 \rangle_{\rho,T,N}},
\]

\[
S_{\alpha\chi}(q \to 0) = -\delta S_{\chi\chi}(q \to 0),
\]

where \( G \) is the Gibbs free energy, \( p \) the pressure and

\[
\delta = \rho(v_A - v_B)
\]

is a volumetric factor given by the partial molar volumes \( v_A = (\partial V / \partial N_A)_p,T,N \) and \( v_B = (\partial V / \partial N_B)_p,T,N \). Equation (12) shows that in a mixture fluctuations of the total particle number, \( S(q \to 0) \), do not only stem from compressibility effects—that is, from the volume response of the system to a pressure fluctuation—but also from composition fluctuations and their coupling to the number density. Since thermodynamic stability requires \( \langle \partial^2 G / \partial \chi^2 \rangle_{\rho,T,N} > 0 \), we have in general \( S(q \to 0) > k_B T \rho \chi_T \), as seen in the inset of figure 1(b). This implies that the second term in the right-hand side of (12) does not vanish, in particular \( \delta \neq 0 \) or \( v_A \neq v_B \). The molar volumes of the two species can be calculated via the Kirkwood–Buff theory from the partial structure factors in the limit \( q \to 0 \) [33],

\[
v_A = \frac{x_A S_{\text{BB}}(0) - x_B S_{\text{AB}}(0)}{x_A^2 S_{\text{BB}}(0) + x_B^2 S_{\text{AA}}(0) - 2 x_A x_B S_{\text{AB}}(0)},
\]

where \( x_A S_{\text{BB}}(0) = k_B T \rho \chi_T \) and \( x_B S_{\text{AB}}(0) = k_B T \rho \chi_T \). This implies that the second term in the right-hand side of (12) does not vanish, in particular \( \delta \neq 0 \) or \( v_A \neq v_B \). The molar volumes of the two species can be calculated via the Kirkwood–Buff theory from the partial structure factors in the limit \( q \to 0 \) [33],

\[
v_A = \frac{x_A S_{\text{BB}}(0) - x_B S_{\text{AB}}(0)}{x_A^2 S_{\text{BB}}(0) + x_B^2 S_{\text{AA}}(0) - 2 x_A x_B S_{\text{AB}}(0)},
\]
where \( S_{\alpha\beta}(q) \) is an abbreviation for \( S_{\alpha\beta}(q \to 0) \).

We compare these theoretical predictions to the simulation data in figure 1(c). The figure shows \( S_c(q) \) and \( S_{\alpha\beta}(q) \), as obtained from (10) and (11), together with \( S(q) \) at \( T = 0.85 \). We find that \( S_c(q) \) is positive for all \( q \). For large \( q \), \( S_c(q) \) oscillates around \( \lambda(1 - \lambda) \) because expected for an ideal (equimolar) mixture—and decreases toward 0.1895 in the small-\( q \) limit. The ratio \( \Phi(\lambda, T) = x_\lambda(1 - \lambda)/S_c(q \to 0) \) enters the definition of the interdiffusion coefficient of the mixture (cf. (61)) [28]. In systems that favor mixing, as the binary Voronoi mixture [21], one has \( \Phi > 1 \) [28, 30, 34]. Here we find \( \Phi(\lambda, T) = \lambda(1 - \lambda) / S_c(q \to 0) \) too. Using finally (16) and (17) we can determine the partial molar volumes, \( v_\lambda = 1.266 \) and \( v_B = 0.734 \), and so the volumetric factor \( \delta = 0.532 \) at \( T = 0.85 \). If we also take \( k_B T / \rho \chi = 0.006 \) from [21] and read off \( S_c(q \to 0) \) from figure 1(c), the values of \( S(q \to 0) \) and \( S_{\alpha\beta}(q \to 0) \) can be computed. These results are shown as horizontal full lines in figure 1(c). As can be seen, we find excellent agreement between simulation and theoretical expectation.

4. Mode-coupling theory

The idealized MCT and its application to simple and molecular glass formers are described in detail in a monograph [35], as well as in several review papers [36, 37]. Specifically for binary mixtures, MCT is also discussed in several publications, see e.g. [24, 29, 31, 34, 38–41]. Below we first recapitulate the main equations and general predictions of binary MCT, and subsequently apply the theory to our Voronoi mixture.

4.1. MCT equations for coherent density fluctuations

MCT assumes that the slow dynamics of glass-forming liquids results from the relaxation of collective density fluctuations. For binary mixtures the central dynamic correlation functions are therefore the partial dynamic structure factors, given by [38, 40, 41]

\[
\rho_{\alpha\beta}(q, t) = \sum_{j_{\alpha\beta}} \exp \left[ i q \cdot r_{j_{\alpha\beta}}(t) \right]
\]

and \( r_{j_{\alpha\beta}}(t) \) is the position of particle \( j_{\alpha\beta} \) of species \( \alpha \) at time \( t \).

Let us combine these functions in a 2 × 2 matrix \( S(q, t) \), with \( (S(q, t))_{\alpha\beta} = S_{\alpha\beta}(q, t) \). By means of the Zwanzig–Morita projection operator formalism, an exact equation of motion for \( S(q, t) \) is derived [38, 40, 41]

\[
\partial_t^2 S(q, t) + J(q) S^{-1}(q) S(q, t) + J(q) \int_0^t dt' M(q, t - t') \partial_t S(q, t') = 0.
\]

The matrix \( J_{\alpha\beta}(q) = q^2 (k_B T / m_\alpha) \delta_{\alpha\beta} \) is given in terms of the square of the thermal velocities, \( k_B T / m_\alpha \), where \( m_\alpha \) is the mass of a particle of species \( \alpha \); this matrix describes inertial effects.

Outside the initial inertial regime the dynamics is determined by the memory kernels \( M_{\alpha\beta}(q, t) \). These kernels are fluctuating force-correlation functions, reflecting many-body interaction effects. MCT writes \( M(q, t) \) as a sum of two terms: \( M(q, t) = M_{\text{eq}}(q, t) + M_{\text{MCT}}(q, t) \). The ‘regular’ term \( M_{\text{eq}}(q, t) \) is supposed to describe the normal liquid-state dynamics; it decays on short time scales and is not responsible for slow glassy dynamics. Following [42] we therefore adopt a simple model for the regular term given by a white noise process with positive friction constant \( \nu \); \( M_{\text{eq}}(q, t) = J^{-1}(q) \delta(t) \).

The slow dynamics is encapsulated in the second term. For \( M_{\text{MCT}}(q, t) \) the theory assumes that the dominant contribution to the fluctuating forces stems from pairs of density fluctuations and factorizes the resulting four-point correlation function into a product of two two-point correlation functions:

\[
M_{\text{MCT}}(q, t) = \mathcal{F}(S(q, t), S(q, t)),
\]

where the components of the mode-coupling functional \( \mathcal{F} \) are given by [38, 40, 41]

\[
\mathcal{F}_{\alpha\beta}(S(q, t), S(q, t), q) = \frac{1}{2q^2 x_{\alpha\beta}} \int \frac{d^3 k}{(2\pi)^3} \sum_{\alpha' \neq \alpha''} V_{\alpha'\alpha''}(q, k) \times V_{\beta'\beta''}(q, k) S_{\alpha'\alpha''}(q - k, t) S_{\beta'\beta''}(q - k, t).
\]

Here \( V_{\alpha'\alpha''}(q, k) \) are the coupling vertices

\[
V_{\alpha'\alpha''}(q, k) = \frac{q \cdot k}{q} c_{\alpha'\alpha''}(k) \delta_{\alpha\alpha''} + \frac{q \cdot (q - k)}{q} c_{\alpha'\beta''}(q - k) \delta_{\alpha\beta''},
\]

which only depend on the equilibrium structure of the system, and the matrix of direct correlation functions, \( c_{\alpha\beta}(q) \), defined in terms of \( S(q) \) by the Ornstein–Zernike equation

\[
\rho_{\alpha\beta}(q) = \frac{\delta_{\alpha\beta}}{x_{\alpha}} = (S^{-1}(q))_{\alpha\beta}.
\]

In writing (23) we assume that static triple correlations can be treated by the convolution approximation. This approximation has been justified for the Kob–Andersen mixture [44] and we suppose that it also holds for the Voronoi mixture.

Equations (18)–(24) establish a link between the equilibrium structure and dynamics of a glass former. This opens the possibility to predict the temperature dependence of the dynamics based on static input from simulations and to compare these predictions against the simulated relaxation behavior. Here we will carry out such a comparison for the Voronoi mixture. Similar comparisons have been performed for a physically realistic model for \( M_{\text{MCT}}(q, t) \) was studied for the Kob–Andersen binary mixture in [43]. It was shown that \( M_{\text{MCT}}(q, t) \) does not influence the longtime dynamics of the supercooled liquid. This finding agrees with the idealized MCT which predicts that neither the inertia matrix \( J \) nor the regular kernel \( M_{\text{eq}} \) determine the low-temperature dynamics at long times. Since we focus on this low-\( T \) dynamics in the following, this suggests that a crude model, such as a white noise with \( q \)-independent friction constant, can be used for computational convenience (or the regular kernel can be omitted, as done e.g. in [34]).
variety of different models, including binary [38, 40] and polydisperse hard-sphere systems [42], the Kob–Andersen Lennard-Jones mixture [39, 43, 45], metallic glasses [29, 34], strong liquids [44, 46], orthoterphenyl [47, 48], and polymer melts [16, 49–51].

4.2. MCT equations for single-particle dynamics

To describe the single-particle dynamics, MCT considers the correlation function of the tagged-particle density, i.e. the incoherent intermediate scattering function

$$\phi^{\alpha}(q,t) = \frac{1}{N_0} \sum_{j=1}^{N_0} \langle \exp \{ i q \cdot (r_j(t) - r_j(0)) \} \rangle,$$

of species $\alpha (= A, B)$. By the Zwanzig–Mori projection operator formalism the following equation of motion is obtained

$$\frac{m_0}{q^2k_B T} \phi^{\alpha}(q,t) + \phi^{\alpha}(q,t) + \int d\tau' M^{\alpha\alpha}(q,t-t') \partial_\tau \phi^{\alpha}(q,t') = 0.$$  \hfill (26)

As for the coherent density fluctuations, the memory kernel is approximated by a sum of a regular part, modeled as a damped Markovian process $M^{\alpha\alpha}_{\text{reg}}(q,t) = m_0 \nu / (q^2k_B T) \delta(t)$ [42], and an MCT contribution. The expression for the latter reads [34, 41, 42]

$$M^{\alpha\alpha}_{\text{MCT}}(q,t) = F^{\alpha\alpha}[S(t), \phi^{\alpha\alpha}(t)](q) = \frac{\rho}{q^2} \int \frac{d^3k}{(2\pi)^3} \sum_{\alpha',\beta} \left( \frac{q-k}{q} \right)^2 c_{\alpha\alpha'}(k)c_{\alpha'\beta}(k) \times S_{\alpha',\beta}(k,t) \phi^{\alpha\alpha}(q-k,t).$$  \hfill (27)

The solution of (26) requires not only static input, but also the collective $S(q,t)$ which needs to be determined from (22).

4.3. Numerical solution of the MCT equations

Using bipolar coordinates and the rotational symmetry of the system, the three-dimensional integral over $k$ in (22) and (27) is written as a double integral over $k = |k|$ and $\rho = |q-k|$. Then, $q$ is discretized by introducing a finite, equally spaced grid of $M$ points $q = q_0 + \Delta q j$ with $j = 0, 1, \ldots, M-1$. This allows us to replace the double integral by Riemann sums

$$\int_0^\infty dk \int_{|q-k|}^{q+k} dp \rightarrow (\Delta q)^2 \sum_{k=0}^{M-1} \sum_{\rho=|q-k|}.$$  \hfill (28)

Following commonly made choices [42] we took $M = 300$, $\Delta q = 0.1998333(\ldots)$ and $q_0 = 0.09991666(\ldots)$ so that 0.0999 $\leq q \leq 59.8501$. The partial static structure factors that serve as input in (23) were obtained from the simulations. Upon insertion of (28) into (20) one gets a finite number of coupled nonlinear integro-differential equations. For the solution of these equations we employ the algorithm of [52] in which the first 64 time points were calculated with a step size of $\Delta t = 10^{-6}$, and $\Delta t$ was subsequently doubled for every 32 new points. The friction constant of the regular kernel was set to $\nu = 1$. This choice for $\nu$ does not influence the MCT predictions at long times because the regular kernel and the inertia matrix drop out from (20) and (26) in the limit of long times and temperatures close to the ideal glass transition of MCT (cf section 4.4). This also implies that the glassy relaxation of the dynamic structure factors should be the same for Newtonian, Brownian or Monte Carlo dynamics. Simulations of simple glass formers support this prediction [53–55].

4.4. Universal MCT predictions

MCT makes a number of ‘universal’ predictions. They are universal in the sense that they do not depend on the details of the static input, but are mathematical consequences of the form of the MCT equations [35, 41]. Here we summarize those results which will be important for the analysis of the MD simulations.

Let us denote the long-time limits of the solutions of (20) and (26) by

$$F(q) = \lim_{t \rightarrow \infty} S(q,t),$$

$$f^{\alpha\alpha}(q) = \lim_{t \rightarrow \infty} \phi^{\alpha\alpha}(q,t).$$  \hfill (29)

By means of the Laplace transform and the final value theorem, one can show that $F(q)$ and $f^{\alpha\alpha}(q)$ obey the equations

$$F(q) = S(q) - \left( S^{-1}(q) + F[F,F](q) \right)^{-1},$$  \hfill (30)

$$f^{\alpha\alpha}(q) = F^{\alpha\alpha}[F,f^{\alpha\alpha}](q).$$  \hfill (31)

These equations are defined by the static structure; neither the inertia matrix $J$ nor the regular kernel $M_{\text{reg}}$ enter. Therefore, the solutions are independent of the microscopic dynamics. Equations (30) and (31) can be solved by an iteration procedure [56].

The solutions of (30) display bifurcations. For structural glasses usually the $A_2$ bifurcation is relevant [35]. If $T$ is the control variable, the bifurcation occurs at a critical temperature $T_c$ (depending on composition and particle size ratio [24, 41]). For $T > T_c$, one has $F(q) = 0$. This behavior corresponds to an ergodic liquid where density correlations decay to 0 for $t \rightarrow \infty$. For $T \leq T_c$, the long-time limits are given by a (nondegenerate symmetric) positive-definite matrix $F(q)$. Since density correlations no longer decay to zero, MCT describes an amorphous solid, i.e. a nonergodic ideal glass. Accordingly, the corresponding $F(q)$ are called ‘nonergodicity parameters’. The glass transition point $T_c$ can be identified with the highest temperature at which the system is a glass, i.e. at which $F$ jumps from 0 to some finite $F^c$. In the generic case, the tagged-particle dynamics is strongly coupled to the collective dynamics and undergoes a glass transition. This implies that the solution of (31) also jumps from zero to a finite value $f^{\alpha\alpha}(q)$ at $T_c$. Along with the finite value $F^c$ of the nonergodicity parameter, the corresponding stability matrix $C^c$ of (30), defined by
\[ C^c[\mathbf{H}(q)] = [\mathbf{S}^c(q) - \mathbf{F}^c(q)] [\mathbf{F}^c[\mathbf{H}, \mathbf{H}] + \mathbf{F}^c[\mathbf{H}, \mathbf{F}^c][\mathbf{F}^c]] [\mathbf{S}^c(q) - \mathbf{F}^c(q)] , \]

has a unique right eigenvector \( \mathbf{H}(q) \) with eigenvalue \( E_0 = 1 \).

The normalization factors of \( \mathbf{H}(q) \) are determined by the convention

\[ \mathbf{H}(q) : \mathbf{H}(q) = 1 , \]

\[ \mathbf{H}(q) : \{ \mathbf{H}(q)[\mathbf{S}^c(q) - \mathbf{F}^c(q)]^{-1}[\mathbf{H}(q)] \} = 1 , \]

where \( \mathbf{H}(q) \) is the left eigenvector of \( C^c \) with \( E_0 = 1 \) and the double-dot operator includes integration over \( q \).

Close to \( T_c \), the solutions of (20) and (26) show that \( \mathbf{S}(q, t) \) and \( \phi^{\alpha}(q, t) \) stay close to a plateau given by \( \mathbf{F}(q) \) and \( f^{\alpha}(q) \) for an intermediate time interval. This time interval is called ‘\( \beta \) relaxation regime’ in MCT. Whereas the \( \beta \) relaxation exists both above and below \( T_c \), \( \mathbf{F} \) and \( f^{\alpha}(q) \) are replaced by the \( T_c \) dependent long-time limits (29)), a decay of \( \mathbf{S}(q, t) \) from the plateau to zero—i.e. the \( \beta \) relaxation—can only occur in the liquid phase for \( T > T_c \). The \( \beta \) and the \( \alpha \) processes are characterized by two time scales: the \( \beta \) relaxation time \( t_\beta \),

\[ t_\beta = \frac{t_0}{|\sigma|^{1/2}} \quad (\text{for } T \rightarrow T_c^+) , \]

and the \( \alpha \) relaxation time \( t_\alpha \),

\[ t_\alpha = \frac{t_0}{(-\sigma)^{1/2}} , \quad \gamma = \frac{1}{2a} + \frac{1}{2b} \quad (\text{for } T \rightarrow T_c^+) . \]

Here \( t_0 \) represents a system-specific microscopic time scale and \( \sigma \) is the ‘separation parameter’ quantifying the distance to the critical point where the bifurcation occurs. Close to \( T_c \) the separation parameter can be expressed as

\[ \sigma = C \varepsilon , \quad \varepsilon = \frac{T_c - T}{T_c} \]

with \( C \) being a constant. MCT refers to \( \alpha \) as ‘critical exponent’ and to \( b \) as ‘von Schweidler exponent’. They are connected to one another by the ‘exponent parameter’ \( \lambda \),

\[ \lambda = \frac{\Gamma(1 - a)^2}{\Gamma(1 - 2a)} = \frac{\Gamma(1 + b)^2}{\Gamma(1 + 2b)} \quad (1/2 \leq \lambda < 1) , \]

where \( \Gamma \) is the Gamma function. The parameter \( \lambda \) is a static quantity that can be calculated from the equilibrium structure of the glass former at \( T_c \) by

\[ \lambda = \mathbf{H}(q) : \{ [\mathbf{S}^c(q) - \mathbf{F}^c(q)] \mathbf{F}^c[\mathbf{H}, \mathbf{H}] [\mathbf{S}^c(q) - \mathbf{F}^c(q)] \} . \]

Since \( 1/2 \leq \lambda < 1 \) for the \( A_2 \) bifurcation [35], (37) gives \( 0 < a < 0.9353 \) and \( 0 < b \leq 1 \), and so \( \gamma > 1.7649 \) due to (35).

On cooling the liquid toward \( T_c \), the ratio \( t_\alpha/t_\beta \) increases. The smaller \( T - T_c \), the more separated are the \( \beta \) and \( \alpha \) relaxation regimes. MCT therefore predicts a two-step relaxation.

The intermediate time interval of the \( \beta \) regime is defined by \( t_0 \ll t \ll t_\beta \). This interval comprises \( t \sim t_\alpha \) where \( \mathbf{S}(q, t) \sim \mathbf{F} \) or \( \phi^{\alpha}(q, t) \sim f^{\alpha}(q) \). The \( \alpha \) regime begins for \( t > t_\alpha \) and leads to \( \mathbf{S}(q, t) \rightarrow 0 \) or \( \phi^{\alpha}(q, t) \rightarrow 0 \) for \( t \gg t_\alpha \). Both regimes overlap for \( t_\alpha \ll t \ll t_\beta \). The latter time interval is called late \( \beta \) or early \( \alpha \) in MCT.

For both the \( \alpha \) and \( \beta \) process, MCT makes detailed predictions [35, 57], many of which have been tested in fits to experimental and simulation data (for reviews of these tests see e.g. [35, 37, 51, 58–62]). In the following, we will also perform such fits for the binary Voronoi mixture. This analysis will be carried out for the coherent intermediate scattering function,

\[ \phi(q, t) = \frac{S_{AA}(q, t) + S_{BB}(q, t) + 2S_{AB}(q, t)}{S(q)} . \]

the incoherent scattering functions \( \phi^{\alpha}(q, t) \) and the mean-square displacements (MSDs),

\[ g_{\alpha\alpha}(t) = \frac{1}{N_0} \sum_{j=1}^{N_0} \left( |\mathbf{r}_j(t) - \mathbf{r}_j(0)|^2 \right) , \]

of species \( \alpha = A, B \). The MSD is related to \( \phi^{\alpha}(q, t) \) by

\[ g_{\alpha\alpha}(t) = \lim_{t \rightarrow \infty} \frac{1}{6} \mathbf{f}^{\alpha}(q, t), |\mathbf{q}| . \]

Therefore, we summarize below the MCT predictions pertinent for this analysis.

**Predictions for the \( \beta \) regime.** In the \( \beta \) regime MCT predicts a ‘factorization theorem’ according to which all density correlators (and all quantities coupling to them) can be expressed as a sum of the nonergodicity parameter and a correction term that exhibits a factorization into a wavevector-dependent and a time-dependent part [35, 57]:

\[ \phi(q, t) = f^{\alpha}(q) + h(\mathbf{F}) G(t) , \]

\[ \phi^{\alpha}(q, t) = f^{\alpha}(q) + h^{\alpha}(q) G(t) . \]

The nonergodicity parameters, \( f^{\alpha}(q) = \lim_{t \rightarrow \infty} \phi(q, t) \) and \( f^{\alpha}(q) = \lim_{t \rightarrow \infty} \phi^{\alpha}(q, t) \), and the ‘critical amplitudes’, \( h(q) \) and \( h^{\alpha}(q) \), are evaluated at \( T_c \) and are thus independent of \( T \). The temperature dependence resides in the ‘\( \beta \) correlator’ \( G(t) \) which, for \( T \rightarrow T_c^+ \), is given by

\[ G(t) = \sqrt{|\sigma|} g(t/t_\beta) \frac{t_\alpha}{t_\beta} \lambda^{1/2} - B(\lambda) \left( \frac{t}{t_\beta} \right)^{2b} , \]

Here \( B(\lambda) \) is a \( T \)-independent constant and \( G(t) \sim -t/t_\beta \) is the so-called von Schweidler law which holds for \( t_\alpha \ll t \ll t_\alpha \).

Both the factorization theorem and the von Schweidler law are MCT results in leading order of \( |\sigma| \). Second order corrections to (41) and (42) are also known [63, 64]:

\[ \phi(q, t) = f^{\alpha}(q) + h(q) B(\lambda) \left( \frac{t}{t_\beta} \right)^{2b} + h^{\alpha}(q) B^{\alpha}(\lambda) \left( \frac{t}{t_\beta} \right)^{2b} . \]

The \( q \) dependence of the correction amplitudes \( B(q) \) and \( B^{\alpha}(q) \) implies a violation of the factorization theorem. Both
amplitudes are again evaluated at $T_c$; in the $\beta$ regime the $T$ dependence therefore solely results from the time scale $t_0'$. 

Predictions for the $\alpha$ regime. In the $\alpha$ regime MCT predicts that the density correlators are described by $T$-independent master curves (for $T \to T_c^+$):

$$
\phi(q, t) = \tilde{\phi}(q, t/t_0'), \quad \phi^{\alpha}(q, t) = \tilde{\phi}^{\alpha}(q, t/t_0'),
$$

(46)

which have the following limits for $t \to 0$:

$$
\phi(q, t \to 0) = f^\infty(q), \quad \phi^{\alpha}(q, t \to 0) = f^{\infty,\alpha}(q).
$$

(47)

Equation (46) implies a time-temperature superposition principle (TTSP): for fixed $q$, $\phi(q, t)$ and $\phi^{\alpha}(q, t)$ collapse for different $T$ onto master curves when rescaling by some relaxation time that is proportional to $t_0'$. For instance, we can choose $\phi(q, t)$ at the peak position $q^*$ of $S(q)$ to define the relaxation time $\tau_{q^*}$ by the criterion $\phi(q^*, \tau_{q^*}) = \text{const}$. Then, we have

$$
\tau_{q^*} = C_q' t_0',
$$

(48)

where the $T$-independent prefactor $C_q'$ is determined by the constant used in the definition of $\phi(q^*, \tau_{q^*}) = \text{const}$.

For $t \ll t_0'$, (46) recovers the von Schweidler law. This justifies the statement made above that the late $\beta$ and early $\alpha$ process overlap for $t_0 \ll t \ll t_0'$. Moreover, model calculations within MCT reveal that the $\alpha$ master curves are stretched. As for experimental or simulation data, this stretched relaxation can be fitted well by a Kohlrausch–Williams–Watts (KWW) function. For $\phi(q, t)$ the KWW function reads

$$
\phi(q, t) \simeq A(q) \exp \left(-\left(\frac{t}{\tau^K(q)}\right)^{\beta^K(q)}\right) \quad (t \geq t_0),
$$

(49)

where $A(q)$ is an amplitude, $\tau^K(q)$ the relaxation time and $\beta^K(q) \leq 1$ the stretching exponent. Although the KWW function is a well suited fit function, it is in general not a solution of the MCT $\alpha$ process, except in the special limit of large $q$. In this limit, it was proved [65] that there is a time interval $t/\tau_{q^*} \ll t_0'/\tau_{q^*} \ll 1$ in which the $\alpha$ process obeys

$$
\lim_{q \to \infty} \phi(q, t) = f^\infty(q) \exp \left(-\Gamma(q) \left(\frac{t}{\tau_{q^*}}\right)^{b}\right),
$$

(50)

with $\Gamma(q) \propto q$. This implies

$$
\lim_{q \to \infty} A(q) = f^\infty(q), \quad \lim_{q \to \infty} \beta^K(q) = b, \quad \lim_{q \to \infty} \tau^K(q) \propto \frac{t_0'}{q^{1/b}}.
$$

(51)

Equations analogous to (50) and (51) also hold for the incoherent scattering functions $\phi^{\alpha}(q, t)$.

5. Results

5.1. Factorization theorem, time-temperature superposition principle

Our MCT analysis of the Voronoi mixture starts with a test of the TTSP. To rescale the time axis we follow (48) and define the $\alpha$ relaxation time as the time when $\phi(q^*, t)$ has decayed to 10% of its initial value, i.e. $\phi(q^*, t = \tau_{q^*}) = 0.1$. The threshold of 0.1 is arbitrary, but convenient: the choice ensures that the density correlator is small enough to be well in the $\alpha$ regime, but still sufficiently above the noise level so that the statistical accuracy of the data remains satisfactory. Figure 2 shows $\phi(q^*, t)$ as a function of $t/\tau_{q^*}$ for $0.83 \leq T \leq 0.88$. This interval corresponds to the regime of the supercooled liquid where a super-Arrhenius increase of $\tau_{q^*}$ with decreasing $T$ is observed (cf inset of figure 2). For these temperatures we find that $\phi(q^*, t)$ decays in two steps, developing an intermediate time interval where $\phi(q^*, t)$ plateaus. This time interval extends upon cooling, and the second relaxation step away from the plateau toward zero obeys the TTSP for $T \lesssim 0.88$. These observations are in qualitative agreement with MCT, suggesting to focus on $T \lesssim 0.88$ for further analysis.

The factorization theorem, (41) and (42), provides an additional means to determine whether an analysis of the observed two-step relaxation in terms of MCT is justified or not. A simple test of the theorem works directly with the simulation data without invoking any fit procedure [40, 42, 49, 66–74]. To this end, we fix two times $t_1$ and $t_2$ ($t_2 > t_1$) in the $\beta$ regime and calculate the ratio

$$
R(q, t) = \frac{\phi(q, t) - \phi(q, t_1)}{\phi(q, t_2) - \phi(q, t_1)} = \frac{G(t) - G(t_1)}{G(t_2) - G(t_1)} = \frac{\phi^{\alpha}(q, t) - \phi^{\alpha}(q, t_1)}{\phi^{\alpha}(q, t_2) - \phi^{\alpha}(q, t_1)} = R^{\alpha}(q, t),
$$

(52)

where $\alpha = A, B$. This equation shows that $R(q, t)$ and $R^{\alpha}(q, t)$ are independent of $q$ and superimpose on the same curve in the time window where the factorization theorem holds. Using furthermore (43), $R(q, t)$ and $R^{\alpha}(q, t)$ are given by

$$
R(q, t) = R^{\alpha}(q, t) = \frac{\rho - \rho^b}{\rho^b - \rho^{b}}.
$$

(53)

Equations (52) and (53) are predicted to hold close to $T_c$. In the following, we therefore focus on a low temperature, $T = 0.84$. 

Figure 2. Test of the TTSP for $0.83 \leq T \leq 0.88$: $\phi(q^*, t)$ as a function of $t/\tau_{q^*}$ where $q^* = 6.85$ is the peak position of the first maximum of $S(q)$. $\tau_{q^*}$ is defined by the condition $\phi(q^*, t = \tau_{q^*}) = 0.1$ (indicated by a cross in the figure). The dotted black line represents $T = 0.88$, the temperature above which the TTSP is violated. Inset: Arrhenius plot of $\tau_{q^*}$ versus $1/T$. The circles represent the simulation data. The solid line shows a fit to $\tau_{q^*}(T) = \tau_{q^*}^\infty \exp(E_A/k_B T)$ with $\tau_{q^*}^\infty = 0.1184$ and $E_A/k_B = 5.3259$. 
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to (44) in section 5.2. However, there is a caveat. The inset in figure 3(b) demonstrates that a description of similar quality is obtained with $b = 0.6172$, the exponent from the MCT calculations based on the static input (we comment on this difference between the $b$ values in section 5.3). Therefore, in the present case, we see that (53) does not allow to determine $b$ precisely: equation (53) is an asymptotic result for $T$ close to $T_c$. Apparently, $T = 0.84$ is still too far above $T_c$ so that the time interval over which the factorization holds—about a decade in figure 3—is too narrow. From this analysis we conclude that, albeit a precise determination of $b$ via (53) may be difficult in practice, it certainly allows to obtain bounds for $b$ that can serve as valuable input to guide the fits via (44). We turn to such fits in the next section.

5.2. Description of the fit procedure using the MCT predictions for the $\beta$ regime

We examine the dynamics in the supercooled regime by fitting the asymptotic MCT predictions, (44) and (45), to our simulation data. To this end, we write (44) in the following form:

$$\phi(q,t) = f^c(q) - h^B(q) \left( \frac{t}{t'_c} \right)^b + h^\alpha(q) B^{\alpha}(q) \left( \frac{t}{t'_c} \right)^{2\alpha}. \quad (54)$$

The fit constants $h^\alpha(q)$ and $B^{\alpha}(q)$ are related to the amplitudes $h(q)$ and $B(q)$ of (44) by

$$h^\alpha(q) = B(\lambda) h(q), \quad B^{\alpha}(q) = B(\lambda) B(q). \quad (55)$$

The same equations are also valid for $\phi^{\alpha}(q,t)$ after substituting $f^c(q) \to f^{\alpha}(q)$, $h^{\alpha}(q) \to h^{\alpha}(q)$ and $B(q) \to B^{\alpha}(q)$.

Five fit parameters are involved in (54). Four of them are independent of $T$, namely $f^c(q)$, $h^\alpha(q)$, $B^{\alpha}(q)$ and $b$. One parameter, the $\alpha$ time $t'_c$, depends on $T$. To carry out the fits it is judicious to work at low temperature. Guided by the tests of the TTSP and of the factorization theorem, we begin the analysis with the coherent scattering function at $q = q^*$ and $T = 0.84$ because inspection of figure 2 suggests that the plateau, i.e. $f^c(q^*)$, is large and so the late $\beta$ process is pronounced. This allows us to determine $b$. Fixing $b$ and performing the fits for different $T$ gives $t'_c(T)$. Keeping then $b$ and $t'_c(T)$ constant, the wavevector dependence of $f^c(q)$, $h^\alpha(q)$ and $B^{\alpha}(q)$ can finally be determined. In practice, we utilize again $T = 0.84$ for the latter fits.

It is known that information from the $\alpha$ relaxation is crucial to guide the fit in the $\beta$ regime [75]. The five-parameter fit is thus subjected to two constraints:

(i) The nonergodicity parameter $f^c(q)$ is the initial value of the $\alpha$ master curve [cf (47)], implying that $\phi(q,t/t'_c) \to f^c(q)$ for $t/t'_c > 0$. This imposes a lower bound on $f^c(q)$. The fit result for $f^c(q)$ cannot be smaller than the value of $\phi(q,t)$ at the shortest time where the TTSP still holds. To verify this constraint figure 2 serves as a guideline.

(ii) Equation (44) is invariant under the rescaling $h(q) \to \ell^\alpha h(q)$, $B(q) \to \ell^\alpha B(q)$ and $t_c' \to t_c'\ell$, where $\ell$ is a constant scale factor [38]. Thus, the same fit result can be obtained for a small (small $\ell$) or large (large $\ell$) $\alpha$ time $t'_c$, provided the amplitudes are rescaled accordingly. To guide the fit, we make use of the fully microscopic MCT calculations based on static

Figure 3 applies (52) to the simulation data at $T = 0.84$ with the choice $t_1 = 6$ and $t_2 = 16$. We see that there is a time interval comprising $t_1$ and $t_2$ where $R(q,t)$ and $R^{\alpha}(q,t)$ are indeed independent of $q$ (cf top and bottom panel of figure 3) and collapse onto the same master curve (bottom panel). The master curve tends to persist for $t < t_1$ in the case of $R^{\alpha}(q,t)$ and also for $R(q,t)$ if $q \geq 6.85$, while for $q \leq 3$ strong oscillations at early times prevent the test of the data collapse for the coherent scattering. Moreover, figure 3 shows that the data separate at early and late times in a $q$-dependent way. This finding is expected from MCT which predicts an ordering rule [63, 64]: since the second-order corrections to the factorization theorem have the same $q$ dependent amplitudes both for the early-time and long-time corrections, correlators that lie, for example, above the factorization theorem for short times must also lie above it for long times. Therefore, if we number the correlators in the order in which they enter the collapse regime, this numbering is preserved when the correlators leave the regime [63]. This prediction has been observed in many simulations [40, 42, 49, 67, 71–73]. Figure 3 suggests that it also holds for our Voronoï mixture.

Finally, the black dashed lines in figures 3(a) and (b) indicate that the master curve is well described by (53) with $b = 0.5652$, the von Schweidler exponent found from the fits...
input. Early work on binary soft-sphere mixtures showed that 0.2 < h(q) < 0.8 for q'/2 ≤ q ≤ 2q' [76]. When fitting the data one can constrain h(q) to lie within these bounds. In the present case, we take advantage of the MCT calculations using the static structure factors of our simulations. These calculations provide h(q) and we adjust the constant $\ell$ such that the fit result matches the theoretical $h(q)$.

A final technical aspect is to choose the time interval $[t_{\text{min}}, t_{\text{max}}]$ where the fit is carried out because the latter can have a significant influence on the fit [75, 77–79]. Certainly, $t_{\text{min}}$ should be larger than the time associated with the initial relaxation ($t_{\text{min}} \geq 1$, cf figure 4), whereas $t_{\text{max}}$ ($> t_{\text{min}}$) may not be taken too large to ensure that the second order correction in (54) remains small in comparison to the von Schweidler law. Preliminary tests at $T = 0.84$ showed that the choice $[t_{\text{min}} = 10, t_{\text{max}} = 500]$ satisfies these requirements (e.g. we find that $|B^\alpha(q')|(t/\ell')^\beta \sim 0.2$ in this interval). We fix this time interval for the $\beta$ analysis in the following.

5.3. Asymptotic analysis and MCT calculations based on static input: exponents and critical temperature

Figure 4 depicts the simulation results for $\phi(q^*, t)$ in the temperature interval 0.83 ≤ $T$ ≤ 0.88 (full lines). The dashed lines present the fits to (54). The fits yield a good description of the MD data, over about two decades in time at $T = 0.88$ and extending to about three decades at $T = 0.83$. The fits extend to fairly short times; they begin to describe the MD data after the first relaxation step for $t \geq 4$. The shape of this first step depends on the microscopic dynamics of the simulation method—e.g. Newtonian or Langevin-based [53, 54, 67]. For Newtonian MD simulations, as in our case, the first step marks the early $\beta$ relaxation toward the nonergodicity parameter [42, 61]. Due to this reason, we based our analysis on the MCT predictions for the late $\beta$ process, as many other works have done as well [38, 42, 48, 70, 72, 73, 81].

From the fits to (54) we find $\beta = 0.5652$. Equation (37) then leads to $\lambda = 0.7457$ (cf table 1). This is a typical value. Similar results for $\lambda$ are found for hard spheres [42, 63, 64] and various binary mixtures [29, 31, 38, 39] (see also [72] for an overview of $\lambda$ and further MCT parameters for simple and polymeric liquids). In this respect, our binary Voronoi mixture is comparable to other glass-forming systems.

The fit also provides $\lambda (T)$. Following (35) a plot of $1/(\ell')^{1/\gamma}$ against $T$, with $\gamma$ calculated from $a$ and $b$ via (35), should give a straight line that extrapolates to 0 at $T_c$. By virtue of (48), the same behavior is expected for the $\alpha$ relaxation times defined by $\phi(q^*, \tau^*_c) = 0.1$ and $\phi^{\alpha}(q^*, \tau^*_c) = 0.1$. Figure 5 tests these expectations. For all relaxation times we find straight lines extrapolating to almost the same value of $T_c$. From these results we calculate the average $T_c = 0.798$ given in table 1. This $T_c$ is in excellent agreement with the independent estimate $T_c = 0.804$ determined from the vanishing of the negative directions associated with saddle points of the potential energy landscape [19].

As described in section 4.4, the critical temperature and the MCT parameters can also be predicted by MCT calculations in a fit-parameter-free manner based on the static input of the system. More specifically, once the critical temperature is determined, the long time limit of density correlation functions $F(q)$ and the matrix form of the critical amplitude $H(q)$ can be obtained by solving (30), (32), and (33). The nonergodicity parameters and the critical amplitude which will be used to compare to the simulation results are related to the components of $F(q)$ and $H(q)$ via

$$f^\xi(q) = \frac{F_{AA}(q) + F_{BB}(q) + 2F_{AB}(q)}{S(q)}$$

$$h(q) = \frac{H_{AA}(q) + H_{BB}(q) + 2H_{AB}(q)}{S(q)}$$

with $S(q)$ being given by (9). The exponent parameter $\lambda$ and the exponents $a$, $b$ can be obtained via (38) and (37). Since all these quantities are determined at $T_c$, it is vital to accurately predict the critical temperature. To determine $T_c$, we used linear interpolations for the partial static structure factors between $T = 0.97$ and 0.98. The results are summarized in table 2.
From the bottom to the top the precision of $T_c$ increases. The best estimate for $T_c$ is $T_c = 0.979245$, leading to $\lambda = 0.7142$.

Table 2 illustrates the high sensitivity of the MCT parameters on the precise location of the critical point. This sensitivity is documented in the literature. The original work on the monodisperse hard-sphere system reported a critical packing fraction of $\varphi_c = 0.52$ and $\lambda = 0.758$ [82]. Later, the estimate of the critical point was refined to $\varphi_c = 0.515912 \pm 0.00001$, leading to $\lambda = 0.723$ [63]. Reference [63] points out that this high accuracy of $\varphi_c$ is necessary to reproduce the slow dynamics over many orders of magnitude within MCT. A similar sensitivity of $\lambda$ on $T_c$ is also reported for the Kob–Andersen binary mixture. Using static input from simulations the first predictions were $T_c = 0.922$ and $\lambda = 0.708$ [31], whereas later work suggested a more precise estimate of $T_c = 0.9515$ and along with that a different value of $\gamma$ = 2.46 corresponding to $\lambda = 0.735$ [39].

When comparing the results of tables 1 and 2 two differences can be noted. First, $T_c^{\text{MD}} = 0.798 < T_c^{\text{MCT}} = 0.979$. Qualitatively, this difference is in line with previous findings. Indeed, for many systems, including hard spheres and binary mixtures [29, 31, 39, 82] (but not simple polymer models [16, 49, 50]), the factorization of the memory kernel (22) tends to overestimate the glassiness. Here we find $T_c^{\text{MCT}} = 1.2T_c^{\text{MD}}$ for the Voronoi mixture. This overestimation by a factor of 1.2 is smaller than for the Kob–Andersen mixture [31, 39], where a factor of about 2 is reported, and also for a metallic alloy where a factor of about 1.5 is found [29].

A second difference concerns the value of $\alpha$ and the associated von Schweidler exponent $b$. We see that $b^{\text{MCT}}$ decreases with increasing precision of $T_c$, but always stays larger than $b^{\text{MD}}$ obtained from the fits. A smaller value of $b$ implies more stretching of the $\alpha$ relaxation. This is illustrated in figure 6 which compares the MD results for $\phi(q, t)$ at $T = 0.84$ and different $q$ (full lines) with the MCT calculations (dashed lines). The MCT calculations correspond to a temperature very close to $T_c^{\text{MCT}}$ and are therefore good proxies for the $\alpha$ master curve at the wave vectors considered. The MCT curve for $q = 6.89$ is shifted along the time axis so as to optimize the overlap with the MD data for $t \sim 10$, that is in the time window shown in the inset of figure 3 where a distinction between $b^{\text{MCT}} = 0.6172$ and $b^{\text{MD}} = 0.5652$ is not possible. (Due to (46) the same shift is also applied for the MCT curves at other wave vectors.) This is highlighted again in figure 6 where the fit result to (54) from figure 4 is reproduced for $q = 6.85$ (dotted line). Figure 6 also shows that the MD data at long times lie above the MCT calculations and are thus more stretched. The fit based on the MD data models this enhanced stretching by a smaller value of the von Schweidler exponent.

Although $b^{\text{MCT}}$ decreases with increasing precision of $T_c^{\text{MCT}}$, table 2 indicates that the decrease is fairly weak as soon as $T_c^{\text{MCT}} = 0.979$ (cf top four lines in table 2). It is thus unlikely that further improvement of the precision would make $b^{\text{MCT}}$ converge to $b^{\text{MD}}$, since the difference between $T_c^{\text{MCT}} = 0.979$ and $T_c^{\text{MD}} = 0.798$ remains substantial. Does this mean that MCT cannot account for the enhanced stretching of the $\alpha$ relaxation? Not necessarily, albeit (presumably) not within the idealized theory in the present case. Extensions of the theory round off the ideal glass transition and account for activated processes. Recent efforts in this direction involve the inclusion of activated events at the single particle level [83–86], the implementation of spatially heterogeneous relaxation by considering the distance to $T_c$ as a spatially fluctuating variable [87], or a hierarchical framework systematically shifting the factorization approximation to high-order dynamic multi-point correlations [88–93]. The latter approach, referred to as generalized mode-coupling theory (GMCT), has recently been examined numerically for Percus–Yevick (PY) hard spheres by performing explicitly wavenumber- and time-dependent calculations up to sixth order [91]. The results indicate that the inclusion of more levels in the GMCT hierarchy leads to a systematic increase of the critical packing fraction $\varphi_c$ and, associated with that, of the exponent $\gamma$. Due to (35) an increase of $\gamma$ implies a decrease of $b$ and so more stretching (cf table 1 in [91]). Moreover, a recent theoretical analysis shows that GMCT preserves, under arbitrary mean-field closures, the scaling laws summarized in section 4.4 for idealized MCT while quantitatively improving the exponents for PY hard spheres [92]. We can thus expect that an extension of GMCT to binary mixtures could also give a better agreement between $T_c^{\text{MCT}}$ and $T_c^{\text{MD}}$ and of the stretching of the $\alpha$ process between MCT and MD.

5.4. Coherent and incoherent dynamics: nonergodicity parameters, critical and long-time correction amplitudes

From the fits to (54) we obtain the $q$ dependence of $f'(q)$, $h(t,q)$, $B(q)$ and of their incoherent counterparts. The nonergodicity parameters, $f'(q)$ and $f^{\text{eq}}(q)$, and the critical amplitude, $h(t,q)$, were also calculated by binary MCT based on the simulated static input. Figure 7 to figure 10 show the results.

As seen in figure 7(a), the nonergodicity parameters from the fits (symbols) and the MCT calculations (lines) are in
Table 2. Impact of the precision of the MCT critical point location \(T_c\) on the value of \(\lambda\) and the exponents \(a, b, \gamma\), going from the most precise (first row, with an eigenvalue \(E_0\) of the stability matrix \(C\) close to 1) to the least precise (last row). The parameters have been obtained from binary MCT using the (interpolated) static structure factors as input.

| \(T_c\) | \(E_0\) | \(\lambda\) | \(a\) | \(b\) | \(\gamma\) |
|-------|-------|-----|-----|-----|-------|
| 0.979 245(60 546 875) | 0.9998 | 0.7142 | 0.3209 | 0.6172 | 2.3682 |
| 0.979 24(31 640 625) | 0.9989 | 0.7123 | 0.3217 | 0.6203 | 2.3603 |
| 0.979 23(828 125) | 0.9982 | 0.7106 | 0.3225 | 0.6231 | 2.3528 |
| 0.979 21(875) | 0.9966 | 0.7070 | 0.3240 | 0.6291 | 2.3380 |
| 0.970(25) | 0.9910 | 0.6948 | 0.3291 | 0.6493 | 2.2894 |
| 0.970 | 0.9354 | 0.5833 | 0.3699 | 0.8419 | 1.9456 |

**Figure 7.** Panel (a): \(q\) dependence of \(f_{cA}(q), f_{cB}(q)\) and \(f'(q)\). The symbols (labeled ‘MD’) depict the results of the fit to \(S(q)\). The full lines (labeled ‘MCT’) correspond to the results of the MCT calculations based on static input. Panel (b): the symbols in the main figure reproduce the fit results from panel (a). The full line in the main figure shows the \(S_{cA}(q)/[S_{cA}(q)S(q)]\) related to composition fluctuations (cf figure 7). The dashed lines in the inset present the Gaussian approximation (58) with \(r_{cA} = 0.0731\) and \(r_{cB} = 0.0873\). The values of the Lindemann localization lengths were obtained by extrapolating the fit results for \(f_{cA}(q)\) and \(f_{cB}(q)\) to \(q \to 0\). In both panels the dotted line shows \(S(q)\) divided by 10 for comparison.

The ratio \(S_{cA}(q)/S_{cA}(q)S(q)\) is in phase with \(S(q)\) (cf dotted line in figure 7(b)) and the contribution due to composition fluctuations decreases in amplitude with increasing \(q\). This suggests that composition fluctuations do not play a prominent role for \(q \gtrsim q^*\), a conclusion that resonates with the findings of [42] and the MCT predictions in [76]. Figure 7(b) thus indicates that a crossover between a composition-fluctuation dominated small-\(q\) regime and a packing dominated large-\(q\) regime occurs at \(q \approx 5\), leading to a minimum in \(f'(q)\) at \(q \approx 5\) for our Voronoi mixture.

The minimum at \(q \approx 5\) can also be understood from binary MCT in terms of the partial components \(F_{AB}(q)\) determining \(f'(q)\) via (56). From figure 8(a) we see that the component of like particles, \(F_{AA}(q)\) and \(F_{BB}(q)\), are always positive (cf inset), and so is their sum (crosses). By contrast, the component of unlike particles, \(F_{AB}(q)\), becomes negative for \(q < q^*\), leading to a shallow minimum at \(q \approx 5\) when the numerator \(F'(q) = F_{AA}(q) + F_{BB}(q) + 2F_{AB}(q)\) of (56) is calculated (full line). The depth of the minimum
is amplified after division by \( S(q) \) (dotted line). As seen in figure 8(a), \( S(q) \) is similar in magnitude to \( F(q) \) for \( q \to 0 \) and \( q \approx q' \), while \( S(q) \gg F(q) \) for \( q \approx 5 \). This gives rise to values near 1 for the normalized nonergodicity parameter \( f(q) \) for \( q \to 0 \) and \( q \approx q' \), and explains the pronounced minimum at \( q \approx 5 \).

For the incoherent scattering, MCT predicts that
\[
f^{\text{sc}}(q) = \exp(-q^2 r_{\text{sc},\alpha}^2)
\]
(\( \alpha, \beta = A, B \)),
(58)
gives a reasonable description of the \( q \) dependence of the nonergodicity parameter. The inset in figure 7(b) confirms this expectation.

Figure 9(a) displays the critical amplitude \( h(q) \) for the coherent scattering. The circles correspond to the full line to the MCT calculations. Recall from section 5.2 that the fits involve a constant, but arbitrary, scale factor \( \ell \) to fix this factor we adjust \( \ell \) so that the fitted \( h(q) \) closely matches the \( h(q) \) from the MCT calculations (here we took \( \ell = 0.4 \)). Then, the found \( q \) dependence can be better compared. For \( q > q' \) figure 9(a) shows that fits and MCT agree well with each other, albeit the agreement is a bit worse than for \( f(q) \) (cf squares and dashed line). The MCT calculations indicate that \( h(q) \) oscillates in phase with \( f(q) \) for \( q > q' \), whereas it is in antiphase with \( f(q) \) for \( q \leq q' \). For \( q > q' \) the fitted \( h(q) \) has the same \( q \) dependence as the MCT calculations. On the other hand, for \( 2 \lesssim q \lesssim q' \)—that is, in the regime where composition fluctuations become important—qualitative differences occur. The fit results exhibit an oscillation, while the calculations predict a weak shoulder at \( q \approx 4 \) followed by monotonic decrease with \( q \), in qualitative agreement with other MCT studies [76].

The presence of the shoulder can be understood from the interplay of the partial components \( H_{\alpha\beta}(q) \) determining \( h(q) \) (via (56)). Figure 8(b) shows that, similar to the nonergodicity parameters, the components of like particles, \( H_{AA}(q) \) and \( H_{BB}(q) \), are always positive, whereas the component of unlike particles, \( H_{AB}(q) \), becomes negative for \( q < q' \) (cf inset). However, contrary to the nonergodicity parameters, the sum \( H_{AA}(q) + H_{BB}(q) \) (crosses) increases steeply in the range \( q \sim 4 \). This increase cannot be outweighed by \( H_{AB}(q) \) so that the numerator \( H_{AA}(q) + H_{BB}(q) + 2H_{AB}(q) \) from (56) plateaus for \( q \approx 4 \) (full line). This gives rise to a shoulder after division by \( S(q) \).

To verify our fit results for \( 2 \lesssim q \lesssim q' \) we attempted to impose in (54) the value of \( h(q) \) from the MCT calculations, whereas \( f(q) \) and \( b \) were fixed at the values found before from the fits. A fit of comparable quality is only obtained, if we allow \( r_{\nu} \) to depend on \( q \), which is not acceptable within MCT. Therefore, it seems we cannot achieve better agreement between fits and MCT calculations for \( 2 \lesssim q \lesssim q' \).

For smaller \( q \), however, the fit and MCT results appear to converge again toward one another. Both approaches suggest that \( h(q) \lesssim 0.1 \) for \( q < 1 \). This value is much smaller than in the one-component PY hard-sphere system [63] and may be attributed to a composition-fluctuation effect [42, 76].

For the critical amplitudes \( h^{\alpha\beta}(q) \) of the species \( \alpha = A, B \) no MCT calculations are currently available for the Voronoi mixture. The corresponding fit results are shown in figure 9(b). For \( q \gtrsim 10 \) we find that \( h^{AA}(q) \) and \( h^{BB}(q) \) bracket \( h(q) \), as it is also observed for the nonergodicity parameters in figure 7(a). MCT calculations for the one-component PY hard-sphere system suggest that \( h^{AA}(q) \) and \( h^{BB}(q) \) bracket \( h^{AA}(q) \), and have a maximum near the second peak of \( S(q) \) [64]. Similar behavior is found here for the A and B particles. In particular, figure 9(b) shows that \( h^{AA}(q) \to 0 \) for \( q \to 0 \). In this limit, the critical amplitude is supposed to be well described by the Gaussian approximation [64],
\[
h^{\alpha\beta}(q) = h_{\text{mod},\alpha} q^2 \exp(-q^2 r_{\text{sc},\alpha}^2),
\]
(59)
to determine keeping

(b) show that the long-time correction coefficients, $q$ provides a good description for $q$ encases, for $B$.

Figure 7 is reproduced (squares: fit results to (54), dashed line: MCT calculations). The dotted line shows $S(q)$ divided by 10. Panel (b): $q$ dependence of $h^\alpha_A(q)$, $h^\beta_B(q)$ and $h(q)$. The symbols depict the results of the fit to (54). The full lines present the Gaussian approximation (59) with $h_{\text{mod}}^A = 0.0313$ and $h_{\text{mod}}^B = 0.0622$. These values were obtained by fitting (59) to $h(q)$ to $q \lesssim 3$ while keeping $r_{\text{mod},0}$ fixed at the values given in figure 7. The dotted line shows $S(q)$ divided by 10 for comparison.

where $h_{\text{mod},0}$ are constants. We fix $r_{\text{mod},0}$ to the values from figure 7(b) and fit (59) for $q \lesssim 3$ to the data in figure 10(a) to determine $h_{\text{mod},0}$. This gives $h_{\text{mod},A} = 0.0313$ and $h_{\text{mod},B} = 0.0622$. Using these results the dashed lines in figure 10(a) show (59) for both particle species. Equation (59) provides a good description for $q < 4$.

By contrast to the critical amplitudes, figures 10(a) and (b) show that the long-time correction coefficients, $B(q)$ and $B^\alpha_\infty(q)$, change sign. This sign is expected from the literature on MCT [63, 64, 76]. However, comparison of these literature results and the data in figure 10 also reveals some differences, for $q \lesssim q^*$. From MCT calculations for binary mixtures [76] one expects $B(q)$ to be in phase with $h(q)$ for $q \lesssim q^*$, to be negative at $q^*$ and to tend to a small positive value for $q \to 0$. Figure 10(a) does not support this expectation. Moreover, for the tagged-particle dynamics the Gaussian approximation should become valid in the limit $q \to 0$, predicting that $B^\alpha_\infty(q)$ is larger than the constant $B^\alpha_\infty = \lim_{q \to 0} B^\alpha_\infty$ [64]. The constant $B^\alpha_\infty$ enters the long-time correction to the von Schweidler law for the MSD of species $\alpha$, cf (60). We determined $B^\alpha_\infty$ from the MSD and the results are shown as horizontal dashed lines in figure 10(b). While $B^\alpha_A > B^\beta_B$, this is not the case for the $A$ particles. As pointed out in [38], the determination of the correction amplitudes is impeded for data which cannot be chosen close enough to $T_c$ [38]. In part, the here described differences may be attributed to such uncertainties.

5.5. Mean-square displacements

Figure 11(a) shows the MSD of the $A$ particles, $g_{0,A}(t)$, and of the $B$ particles, $g_{0,B}(t)$, at $T = 0.84$. For both species the MSD starts from the ballistic regime ($3T^2$). Outside this regime, the small ($B$) particles always move much farther than the large ($A$) particles in a given time. For $t > 0.1$ the MSD crosses over to a species-specific plateau, the height of which is comparable to the respective Lindemann localization length (see horizontal dotted lines) and thus much smaller than the particle diameter. This illustrates the temporary localization of the particles in their nearest-neighbor cages. For the increase of the MSD beyond the plateau MCT predicts the following relation [64]

$$g_{0,\alpha}(t) = 6r_{\text{mod},0}^2 + 6h_{\text{mod}}^\alpha B^\beta_0 \left(\frac{t}{\sigma^2}\right)^b - 6h_{\text{mod}}^\alpha B^\alpha_0 \left(\frac{t}{\sigma^2}\right)^{2b},$$

(60)

with the localization lengths $r_{\text{mod},0}$ [58], the critical amplitudes $h_{\text{mod}}^\alpha$ [59], and the long-time correction coefficients $B^\alpha_0$. Equation (60) is a consequence of (45), since $g_{0,\alpha}(t) = \lim_{q \to 0} 6(1 - \phi^\alpha(q,t))/q^2$. When comparing (60) only the long-time corrections need to be fitted; all other parameters are taken from the previous analysis. Figure 11(a) shows that (60) describes the MSD over approximately four
where only the long-time correction coefficients (orange full line). The ballistic motion \(3\) at short times and the diffusive motion \(6\) at long times are indicated by dotted lines. The diffusion coefficients are \(D = 1.652 \times 10^{-4}\) and \(D_B = 5.418 \times 10^{-4}\). The dashed lines present the fit results to \(6\) where only the long-time correction coefficients \(B_{\alpha}^{0}\) were adjusted, yielding \(B_{\alpha}^{0} = -1.41093\) and \(B_{\beta} = -3.00259\). The Lindemann localization lengths \(\xi_{\alpha,B} = 0.0731, \xi_{A,B} = 0.0873\) were taken from figure 7, the critical amplitudes \(h^{0}_{\alpha,B} = 0.0313, h^{0}_{\beta,B} = 0.0622\) are indicated by horizontal dotted lines. The vertical dotted line shows the value of the MCT time scale \(\tau_c (= 359)\) at \(T = 0.84\). Panel (b): test of the TTSP for the A particles by plotting \(g_{0,A}(t)\) versus \(t/\tau_c\). Deviations are visible for \(T = 0.83\) (dash-dotted line) and \(T = 0.88\) (dashed line). The inset shows \(D_0\) as a function of \(|\epsilon| = |(T_c - T)/T_c|\) with \(T_c = 0.798\). The dashed line indicates the power law \(1/|\epsilon|^{\alpha - 1}\) with \(\gamma(1 - b) \approx 1.1\), a proxy suggested by the results of \([87]\).

decades in time for both species before the crossover to diffusion occurs at late times. In this long-time regime, \(g_{0,A}(t) = 6D_0t\) with \(D_0\) being the self-diffusion coefficient of species \(\alpha\). From \(46\) it follows that the MSD should obey the TTSP when plotting \(g_{0,A}(t)\) against \(t/\tau_c\). Figure 11(b) tests this prediction for the A particles in the \(T\) interval where \(\phi(q^*, t)\) obeys the TTSP (cf figure 2). We see that the TTSP holds for the MSD only in a narrower temperature interval (for \(T = 0.84,\) \(0.85\) and \(0.86\)), whereas deviations occur for higher and lower \(T\). This is highlighted in the inset which plots \(D_0\) against \(|\epsilon| = (T - T_c)/T_c\). The product \(D_0\) is not constant over the whole interval \(0.83 \leq t \leq 0.88\), but increases roughly as a power law \(1/|\epsilon|^{\eta}\) with \(\eta \approx 1\). Interestingly, this value for \(\eta\) is compatible with the predictions of the stochastic \(\beta\) relaxation theory \([87]\), an extension of the asymptotic results of idealized MCT to account for deviations in a \(T\) interval around \(T_c\) (above and below). According to this extended theory, the product of \(D\) and \(t_c\) should diverge as \(1/|\epsilon|^{\eta}\) with \(\gamma(1 - b)\) (up to logarithmic corrections). Inserting the values of table 1 we find \(\eta \approx 1.1\). With \(35\) and \(36\) this implies a fractional Stokes–Einstein relation \([94]\) \(D \sim 1/(t_c)^{\beta}\) with exponent \(\xi = b\) (up to logarithmic corrections) \([87]\).

5.6. Kohlrausch–Williams–Watts analysis of the \(\alpha\) relaxation

The KWW function \([49]\) is often used as a convenient parameter-terization of the \(\alpha\) process in experiments and simulations \([59,\) \(60,\) \(95]\). When fitting the \(\alpha\) relaxation with \([49]\) similar caveats as discussed for the late \(\beta\) analysis (cf section 5.2) apply: the parameters \(A(q), \tau^K(q)\) and \(\beta^K(q)\) are sensitive to the choice of the time interval employed for the fit \([42,\) \(96,\) \(97]\), in particular the stretching exponent appears to be plagued by this effect \([58,\) \(98]\). To guide the KWW fits we here draw upon the asymptotic MCT results from section 4.4 and subject the fits to two constraints. (Note that due to the TTSP, \(A\) and \(\beta^K\) are independent of \(T\), while \(\tau^K = \tau^K(T_c)\).) First, since \([49]\) is a model for the \(\alpha\) process, we require \(A(q) \leq \int^q(q)\). Second, the early \(\alpha\) process should be excluded from the fit because \(\beta^K \neq b\) for finite \(q\) and so the short-time expansion of \([49]\) cannot agree with the von Schweidler law \([43]\) \([68]\). Different strategies to cope with this problem have been proposed (see \([42,\) \(58,\) \(98]\) and references therein). One possibility is to focus on the late \(\alpha\) process only \([99,\) \(100]\) by restricting the fit to times for which \(\phi(q,t)\) is smaller than \(\int^q(q)\) by some factor \(x_{\text{cut}} < 1\). We varied \(x_{\text{cut}}\) in the interval \([0.3, 0.9]\) \([98]\) and found that \(x_{\text{cut}} = 0.9\) is the most appropriate choice.

Figure 12 exemplifies the results of the KWW fits for \(\phi(q,t)\) at \(T = 0.84\) and three wave vectors. As desired, the KWW function (dotted lines) provides a good description of the final relaxation and barely overlaps with the early \(\beta\) process (von Schweidler law, dotted lines) for \(q = 6.85\) and 11.75. For \(q = 15.35\), however, the KWW function is at short times close to the von Schweidler law. This suggests that the regime \(q \geq 15\) corresponds to the asymptotic large-\(q\) regime where we may expect \((50)\) and \((51)\) to hold. Analysis of the \(q\) dependence of the stretching exponents and relaxation times can test this expectation.

Figure 13(a) shows the results for the stretching exponents and figure 13(b) for the relaxation times. For \(q \gg q^*\) the stretching exponent \(\beta^K(q)\), obtained from \(\phi(q,t)\), is roughly in phase with \(S(q)\) and tends to the von Schweidler exponent.
The Voronoi liquid is a fluid model whose interactions are local, many-body and soft [9, 20]. Here we study a generalization of the Voronoi liquid to binary mixtures. Our mixture is equimolar, weakly polydisperse and additive. This binary Voronoi mixture is a relatively new model. Up to now, only its thermodynamic and structural properties, from the normal liquid to the supercooled state, have been investigated [21]. With expectation, the crossover to the hydrodynamic limit for the collective dynamics in multicomponent systems on length scales where the crossover between large-scale composition fluctuations and local-scale liquid-like packing constraints occurs.

Figure 14 also suggests that the hard-sphere-like model reaches the hydrodynamic limit (\(\sim 1/q^2\)) earlier than the Voronoi mixture. A slow convergence to the hydrodynamic limit was also observed for the sound attenuation in the monodisperse Voronoi liquid and could be traced back to the fact that the product of the infinite frequency shear modulus \(G_{\infty}\) and the isothermal compressibility \(\chi_T\) is exceptionally small (compared Lennard-Jones systems) [20]. It would be worthwhile to explore whether a similar mechanism also protracts the crossover to the hydrodynamic limit for the interdiffusion process in the binary Voronoi mixture.

### 6. Summary and discussion

The Voronoi liquid is a fluid model whose interactions are local, many-body and soft [9, 20]. Here we study a generalization of the Voronoi liquid to binary mixtures. Our mixture is equimolar, weakly polydisperse and additive. This binary Voronoi mixture is a relatively new model. Up to now, only its thermodynamic and structural properties, from the normal liquid to the supercooled state, have been investigated [21].
The interdiffusion coefficient $D_{int}$ parameter of $\tau^{\text{c}}(q)$ is determined by the ratio $S_{\text{sc}}(q \rightarrow 0)/S_{\text{sc}}(q \rightarrow 0)$ of the Bhatia–Thornton structure factors, $\phi(q,t)$ decays exponentially and the corresponding relaxation time is given by $1/D_{int}q^2$. Although the systems simulated are still too small to fully realize the hydrodynamic limit, figures 7, 13 and 14 reveal that our simulation results approach the predicted behavior with decreasing $q$. In this small-$q$ regime the $\alpha$ process of $\phi(q,t)$ is dominated by transport processes due to composition fluctuations.

A hallmark of glassy slowing down is the super-Arrhenius increase of the local relaxation times with decreasing $T$. Figure 2 provides an example for $\tau_\phi$. MCT attributes this slowing down to the nonlinear coupling between dynamic density fluctuations, which amplifies weak structural changes of the dense packing in the neighbor shells of the liquid (‘cage effect’). As a consequence, the $\alpha$ process of $\phi(q,t)$ exhibits the fingerprint of $S(q)$ for $q \gtrsim q^\ast$. We find evidence for this in-phase modulation with $S(q)$ for $f'(q)$ (figure 7), $\beta^{k}(q)$ (figure 13) and $\tau^{k}(q)$ (figure 14). Therefore, at intermediate $q$ a crossover exists between the composition-fluctuation dominated small-$q$ regime and the cage-effect dominated large-$q$ regime. This crossover occurs in the range $q \approx 0.7q^\ast$, not only for the Voronoi mixture but also for polydisperse hard spheres (figure 14). Here the amplitude of the $\alpha$ process is weak and $\tau^{k}(q)$ is about an order of magnitude smaller than $\tau^{\text{c}}(q^\ast)$, while the decay of $\phi(q,t)$ is strongly stretched.

We compare our MD simulations with two MCT approaches, with fits to the asymptotic predictions valid for $T \gtrsim T_c$ and with MCT calculations using the partial static structure factors from the simulations as input to compute the dynamics. Fits to the asymptotic predictions have been carried out for many experimental and simulated systems in the past [35, 59], including binary Lennard-Jones [66, 67, 100] and hard-sphere mixtures [38] or metallic alloys [29]. Compared to these studies, we get similar results for the Voronoi mixture, despite its more complicated many-body potential. The MCT $\alpha$ time ($t^{\alpha}_0$) is strongly coupled to the $\alpha$ relaxation times of the coherent and incoherent scattering functions at $q^\ast$ (cf figure 5), allowing for a consistent extrapolation from all of these relaxation times to estimate $T_c (= 0.798)$. For $T \gtrsim T_c$ we find evidence for the space-time factorization in the $\beta$ regime (figure 3) and the TTSP in the $\alpha$ regime (figure 2) from the scattering functions at finite wave vectors. On the other hand, time-temperature superposition by scaling time with $t^{\alpha}_0$ appears to become violated for $q \rightarrow 0$, as shown for the MSD in figure 11, implying a decoupling of the $\alpha$ relaxation time and self-diffusion. It could be that single-particle hopping processes are responsible for this decoupling [39, 45, 83, 84, 102]. Investigations in this direction for the Voronoi mixture, following e.g. the lines of [103–105], would be interesting.

The binary MCT calculations based on static input give very good agreement for $f'(q)$ (figure 7), whereas the agreement is worse for $h(q)$, in particular in the regime of the crossover between composition fluctuations and cage effect (figure 9). We note that our MCT calculations have used only the partial static structure factors, i.e. two-point correlation functions, as input, even though the fluid itself contains many-body interactions by construction. In this regard, it may be considered striking that some of the MCT predictions are in such good agreement with simulation. Indeed, our work suggests that even for a complex fluid such as the Voronoi mixture, one of the simplest measures of structure (i.e. $S_{\text{sc}}(q)$) already constitutes a major portion of the relevant structural information needed to predict the dynamics. Nonetheless, discrepancies in e.g. the prediction for $h(q)$ highlight the need for more refined theory. Currently, the origin of these discrepancies is unclear.

To resolve this issue, it would be worthwhile to carry out the comparison between MCT and simulation for the partial dynamic structure factors $S_{\text{sc}}(q,t)$ because they are the primary correlators calculated by the theory (cf section 4). Such a comparison would allow one to identify whether the observed differences in $h(q)$ stem from one particle species (A or B), or from the interplay between them. Unfortunately, $S_{\text{sc}}(q,t)$ was not determined in the present simulations, but work in this direction is planned for the future.

The MCT calculations also illustrate the very high precision required of $T_c$ to get convergent results for $\lambda$ (cf table 2). $\lambda$ only settles if $T_c$ is accurate to the fifth or sixth digit after the decimal point. Still, the final value is not so satisfying...
when compared to the results from the asymptotic analysis (cf table 1). The $\alpha$ process is more stretched than predicted by MCT (figure 6). This difference could be related to the overestimation of $T_c$ ($\approx 0.979$) by the idealized theory. Extensions of MCT, developed by some of us [89–93, 106], allow to delay the factorization approximation of the memory kernel to higher order. Application of this GMCT to simulated hard spheres [89] and Percus–Yevick hard spheres [91, 92] suggests that the critical packing fraction improves and shifts to larger values compared to the idealized MCT and along with that, the stretching of the $\alpha$ process increases. It might therefore be worthwhile to extend the GMCT to binary mixtures, as studied here, and to test in simulations the predictions of GMCT for higher-order density correlation functions.

Acknowledgments

Financial support by the ANR LatexDry project grant ANR-18-CE06-0001 of the French Agence Nationale de la Recherche, the Canada First Research Excellence Fund, Quantum Materials and Future Technologies Program and by the Dutch Research Council (NWO) through a START-UP grant is gratefully acknowledged. We are indebted to M Fuchs (Konstanz), H Meyer, A N Semenov (both Strasbourg) for very helpful discussions and to O Benzerara (Strasbourg) for valuable technical support with the MD simulations. We thank one of the referees for providing many useful comments and suggestions that allowed us to considerably improve the manuscript. The simulations were made possible by a generous grant of computer time on the HPC cluster of the University of Strasbourg.

ORCID iDs

L M C Janssen https://orcid.org/0000-0001-5283-1330
J Farago https://orcid.org/0000-0001-9858-0522
J Baschnagel https://orcid.org/0000-0003-2678-3464

References

[1] Cavagna A 2009 Phys. Rep. 476 51–124
[2] Berthier L and Biroli G 2011 Rev. Mod. Phys. 83 587
[3] Okabe A, Boots B, Sugihara K and Chiu S N 2000 Spatial Tessellations: Concepts and Applications of Voronoi Diagrams (New York: Wiley)
[4] Starr F W, Sastry S, Douglas J F and Glotzer S C 2002 Phys. Rev. Lett. 89 125501
[5] Farago J, Semenov A, Frey S and Baschnagel J 2014 Eur. Phys. E 37 46
[6] Morse P K and Corwin E I 2014 Phys. Rev. Lett. 112 115701
[7] Morse P K and Corwin E I 2016 Soft Matter 12 1248–55
[8] Rieser J M, Goodrich C P, Liu A J and Durian D J 2016 Phys. Rev. Lett. 116 088001
[9] Ruscher C, Baschnagel J and Farago J 2015 Europhys. Lett. 112 66003
[10] Bi D, Yang X, Marchetti M C and Manning M L 2016 Phys. Rev. X 6 021011
[11] Yang X, Bi D, Czajkowski M, Merkel M, Manning M L and Marchetti M C 2017 Proc. Natl Acad. Sci. USA 114 12663–8
[12] Li X, Das A and Bi D 2018 Proc. Natl Acad. Sci. USA 115 6650–5
[13] Janssen L M C 2019 J. Phys.: Condens. Matter 31 503002
[14] Lilashvili A, Ondojy J and Voigtmann T 2017 Phys. Rev. E 96 062608
[15] Steward D M, Paoluzzi M, Marchetti M C and Manning M L 2018 Europhys. Lett. 121 36001
[16] Ciarella S, Biezemans R A and Janssen L M C 2019 Proc. Natl Acad. Sci. USA 116 25013
[17] Biroli G and Garrahan J P 2013 J. Chem. Phys. 138 12A301
[18] Hain T M, Klett M A and Schröder-Turk G E 2020 Low-temperature statistical mechanics of the quantizer problem: fast quenching and equilibrium cooling of the three-dimensional Voronoi liquid (arXiv:2009.05416)
[19] Ruscher C 2018 The Voronoi liquid a new model to probe the glass transition PhD Thesis Universite de Strasbourg, Strasbourg
[20] Ruscher C, Semenov A N, Baschnagel J and Farago J 2017 J. Chem. Phys. 146 144502
[21] Ruscher C, Baschnagel J and Farago J 2018 Phys. Rev. E 97 032132
[22] Ingebrigtsen T S, Dyre J C, Schroter T B and Royall C P 2019 Phys. Rev. X 9 031016
[23] Ninarello A, Berthier L and Coslovich D 2017 Phys. Rev. X 7 021039
[24] Götze W and Voigtmann T 2003 Phys. Rev. E 67 021502
[25] Plimpton S 1995 J. Comput. Phys. 117 1
[26] Rycroft C H 2008 Chaos 18 042601
[27] Bhatia A B and Thornton D E 1970 Phys. Rev. B 2 3004–12
[28] Horbach J, Das S K, Griesche A, Macht M P, Frohberg G and Meyer A 2007 Phys. Rev. B 75 174304
[29] Das K S, Horbach J and Voigtmann T 2008 Phys. Rev. B 78 064208
[30] Thorneywork A L, Schnyder S K, Aarts D G A L, Horbach J, Roth R and Dullens R P A 2018 Mol. Phys. 116 3245
[31] Nauroth M and Kob W 1997 Phys. Rev. E 55 657–67
[32] Moreno A J and Colmenero J 2006 Phys. Rev. E 74 021409
[33] Ben-Naim A 2006 Molecular Theory of Solutions (Oxford: Oxford University Press)
[34] Kuhn P, Horbach J, Kargl F, Meyer A and Voigtmann T 2014 Phys. Rev. B 90 024309
[35] Götze W 2009 Complex Dynamics of Glass-Forming Liquids: A Mode-Coupling Theory (Oxford: Oxford University Press)
[36] Reichman D R and Charbonneau P 2005 J. Stat. Mech. P05013
[37] Janssen L M C 2018 Front. Phys. 6 97
[38] Foffi G, Götze W, Sciortino F, Tartaglia P and Voigtmann T 2019 Phys. Rev. E 100 042601
[39] Weysser F, Puertas M A, Fuchs M and Voigtmann T 2010 Phys. Rev. E 82 011504
[40] Kob W, Nauroth M and Sciortino F 2002 J. Non-Cryst. Solids 307–310 181–7
[41] Sciortino F and Kob W 2001 Phys. Rev. Lett. 86 648–51
[42] Flenner E and Szamel G 2005 Phys. Rev. E 72 031508
[43] Offutt S H, Aichele M, Meyer H, Fuchs M and Baschnagel J 2015 Eur. Phys. E 38 11
[44] Janssen L M C 2017 Proc. Natl Acad. Sci. USA 114 12663–8
[45] Frenker E and Szamel G 2005 Phys. Rev. E 72 031508
[46] Voigtmann T and Horbach J 2006 Europhys. Lett. 74 459
[47] Rinaldi A, Sciortino F and Tartaglia P 2001 Phys. Rev. E 63 061210
[48] Chong S H and Sciortino F 2004 Phys. Rev. E 69 051202
[49] Frenker E, Weysser F, Meyer H, Farago J, Fuchs M and Baschnagel J 2015 Eur. Phys. E 38 11
[50] Chong S H, Aichele M, Meyer H, Fuchs M and Baschnagel J 2007 Phys. Rev. E 76 051806
