Segmentation of Squamous Columnar Junction on VIA Images using U-Net Architecture
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ABSTRACT

Cervical cancer is the second most common cancer that affects women, especially in developing countries including Indonesia. Cervical cancer is a type of cancer found in the cervix, precisely in the Squamous Columnar Junction (SCJ). Early screening for cervical cancer can reduce the risk of cervical cancer. One of the popular screening tool methods for the detection of cervical pre-cancer is in the Visual Inspection with Acetic Acid (VIA) method. This is due to the level of effectiveness, convenience, and low cost. VIA examination is done by applying 3-5% acetic acid to the cervical area. After applying acetic acid, a lesion called Acetowhite (AW) will be seen. AW is a precancerous lesion surrounding the SCJ. Early screening of the SCJ region will facilitate the detection of AW lesions in future studies. This method detect and segment unstructured and small patterns even though the amount of data is limited with good accuracy results. This paper proposes a method for the detection and segmentation of the SCJ region on VIA images using U-Net. This study is the first research conducted using the CNN method to perform segmentation tasks in the SCJ region. The proposed method is applied to nine different models. By using number of filter variations such as default, downfilter and upfilter and post processing methods Fix Threshold and Otsu Threshold are tested to find the best performance results. The best performance results was achieved by U-Net upfilter architecture with 90.86%, 56.5%, 75.69%, 34.09%, 41.24%, and 56.91% for Pixel Accuracy, Mean IoU, Mean Accuracy, Dice coefficient, Precision, and Sensitivity respectively. It is hoped that in the future, an easy, inexpensive, and effective automatic cervical pre-cancer detection device can be developed and accessed widely.
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1. INTRODUCTION

Visual Inspection with Acetic Acid (VIA) is one of the early cervical cancer screening methods recommended by WHO for developing countries. Currently, VIA is a popular screening tool for early detection of cervical cancer in developing
countries because of its effectiveness, convenience, and low cost [1], [2]. However, the VIA examination is subjective. Due to it depends on the experience and expertise of the operator to interpret the examination results [3].

VIA examination is done by applying 3-5% acetic acid to the cervical area [4][5]. Epithelial tissue that has been smeared with acetic acid will then turn white, called Acetowhite (AW). AW lesions are cervical pre-cancerous lesions detected during the examination. The basic characteristic of AW lesions is that they are always in the SCJ (Columnar junction) region [6], so identification of the CNS is very important to determine whether this tissue is an AW lesion or not.

Direct identification of SCJ and AW lesions is very difficult due to the similarities between AW lesions and other types of cervical disease [7]. This impediment can lead to misdiagnosis and therapy. Therefore, it is necessary to build a computer assistant to overcome this problem. With the automation of cervical pre-cancer early detection, it is hoped to help the diagnostic become more accurate and objective.

Many studies have been carried out on the automation of detection and classification of cervical pre-cancer. Several studies have focused on detection and classification based on risk factors present in the cervix [8]. Another study used image data with several methods of early screening for cervical cancer, including the Pap smear method [9]–[11], HPV test [12], and using images from colposcopy [13]–[15]. Where the method cannot be fully applied in developing countries due to limited resources and expensive costs [2], [16].

Only a few studies were focused on detecting and analyzing cervical pre-cancerous lesions using the VIA test image. Research [5], Jun Liu et al, segmented the Acetowhite region (Pre-cancerous lesions) using two clustering algorithms, namely Chan-Vese Level Set Algorithm (CV-LSA) and Modified Chan-Vese Level Set Algorithm (MCV-LSA). The performance results displayed are sensitivity, specificity, and Jaccard index (JI) with the values of 89.13%, 89.31%, and 75.81%, respectively. However, there are still many False-Negatives detected.

Further research, Kudva et al conducted an android-based study to screen for cervical cancer [17]. Kudva et al used machine learning methods to generate models on android devices. The results are quite good, with an average performance of more than 97%. However, to be implemented on android devices with k-fold validation k90 will require more time. Moreover, the detected Hausdorff distance is still large, so that it is less efficient to be applied to android devices.

Other studies continue to be carried out [3], [18]. However, due to various limitations, there are no robust performance results that can be applied as a cervical cancer screening tool, particularly in developing countries. One of such limitation is the small amount of data. So, it is necessary to build a detection automation model that can be applied even though the amount of owned data is small. The possible method is to use the Deep Learning (DL) method.

The DL method based on Convolutional Neural Network (CNN) has been known to make a diagnosis in the medical field quickly and more accurately when compared to humans. In addition, the small amount of data is not a problem in implementing the CNN method. One of the CNN methods that is widely used in medical diagnosis is U-Net [19]–[21]. U-Net is one of the most widely used segmentation methods. It can detect and segment unstructured and small patterns even though the amount of data is limited with good accuracy results [22], [23].
The proposed research focuses on automatic segmentation of the SCJ region using the U-Net architecture because it is assumed that the location of cervical pre-cancerous lesions is in contact with SCJ. By detecting and segmenting SCJ in early research, it will be easier to build a pre-cancer lesion detection model in future studies.

2. MATERIAL AND METHODS

There are 4 parts to the SSK segmentation process: a. Data Preparation, b. Architecture U-Net, c. Post Processing and d. Performance and Evaluation. Process detail on each of the stages described in the following subsection:

2.1 DATA PREPARATION

The data used in this study were obtained from an Indonesian hospital in Palembang with 444 images. The cervical image taken is an IVA image, which is the condition of the cervical region after drops of acetic acid so that the color changes can be seen. Furthermore, the image with the visible SSK was labeled by the expert as ground truth. Furthermore, the labeled raw data is carried out by pre-processing the data. At this stage, a specular reflection (SR) process will be carried out to eliminate the white bias caught during image capture due to the wet cervical region [4].

Images that have gone through the data pre-processing process are then ground-truth. Ground-Truth is used as an annotation of data in the training model process to calculate the performance results of the segmentation process carried out. Figure 1 shows the pre-processed image (a) and an example of the resulting raw data and Ground-Truth image (b).

![Figure 1. (a) Pre-Processed Data, (b) Ground-Truth Result](image)

2.2 U-NET ARCHITECTURE

The U-Net-based CNN method is one of the semantic segmentation algorithms that can specifically find the detection object accurately. U-Net architecture is proposed as a segmentation method in this study because it has been proven to be able to complete segmentation tasks in the medical field well, including cardiac fetal...
segmentation [24], liver variety segmentation [19], and Brain Tumor segmentation [20]. U-Net is an end-to-end fully convolution network type architecture that contains a convolution layer without a fully connected (dense) layer.

U-Net architecture generally has two layers, namely the convolution layer and the pooling layer. The convolution layer processes the matrix value (kernel or filter) and then changes it based on the filter's value. The process in the convolution layer is described in (1):

\[
G[m, n] = (f * h)[m, n] = \sum_j \sum_k h[j, k] f[m - j, n - k]
\]  

(1)

where \([m, n]\) is the input images, and \(f\) is a filter. For calculating the process of convolution operator by using (2):

\[
n_{out} = \left[ \frac{n_{in} + 2p - k}{s} \right] + 1
\]

(2)

where \(n_{out}\) is the output features, \(n_{in}\) The input features, \(k\) a convolution kernel size, \(p\) a convolution padding size, and \(s\) a convolution stride size. The pooling layer used by the U-Net model is max pooling. The function of this pooling layer is to reduce the size of the map feature so that there are fewer parameters. The max-pooling process selects the maximum pixel value from the features map and is aggregated into a single features map. One of the important processes in the pooling layer is reducing the image resolution to low-resolution images.

The U-Net architecture is divided into two main parts: the encoder/contraction path and the decoder/symmetric expansion path. Each part has different functions, such as; the encoder or contraction function is to capture the context contained in the images. In contrast, the decoder or symmetric expanding path functions to localize objects using convolution transformation. The symmetric expanding path stage includes the up-sampling operation of the result of the contraction path. Figure 2 is the standard U-Net architecture used in this study.
Figure 2 illustrates the standard UNet architecture used in this study. In addition, this study also examines the effect of the number of filters on the segmentation results. The number of filters in each convolution layer will be increased and also reduced. The number of filters in each convolution layer is shown in Table 1.

### TABLE 1. Architecture U-Net.

| Layer Name | Number of Filter | Default | Down Filter | Up Filter |
|------------|------------------|---------|-------------|-----------|
| Conv Layer 1 | 64               | 8       | 128         |
| Conv Layer 2 | 128              | 16      | 256         |
| Conv Layer 3 | 256              | 32      | 512         |
| Conv Layer 4 | 512              | 64      | 1024        |
| Conv Layer 5 | 1024             | 128     | 2048        |
| Conv Layer 6 | 512              | 64      | 1024        |
| Conv Layer 7 | 256              | 32      | 512         |
| Conv Layer 8 | 128              | 16      | 256         |
| Conv Layer 9 | 64               | 8       | 128         |
| Conv Layer 10 | 1                | 1       | 1           |

After the U-Net model is successfully built, the loss function value is calculated to determine how good the model is at making predictions. If the model's prediction is closer to the true value, the loss value will show the minimum value. Otherwise, the loss value will be maximum if the prediction is really far from the original value. In this study, the loss function used is binary cross-entropy.

Binary Cross Entropy, also known as Log loss, is a loss function commonly used to predict two-class (binary) problems. Binary Cross Entropy is the negative mean of the log of the corrected probability prediction [8]. Mathematically, binary cross entropy can be calculated by equation (3):

$$
\text{Log loss} = \frac{1}{N} \sum_{i=1}^{N} - (y_i \ast \log(p_i)) + (1 - y_i) \ast \log(1 - p_i))
$$

(3)

where $p_i$ is the probability of class 1, and $(1 - p_i)$ is the probability of class 0.
2.3 POST-PROCESSING

Post-processing is a step to improve the accuracy of the segmentation process. The post-processing stage makes each image pixel is to 0 for the background and 1 for the foreground. The two best post-processing methods [24] were compared to obtain optimal results in SSK segmentation. The post-processing method used is global thresholding (fixed thresholding), and Otsu thresholding. Fix thresholding and Otsu can be used to make segmentation results more precise.

Fix thresholding has a threshold value of 127, meaning that if the pixel value is below 127, it will be converted to 0 (background/black) and the pixel value above 127 will be converted to 1 (foreground/white). Otsu thresholding involves iterating through all threshold values. It aims to get the minimum variance from foreground and background pixel distribution.

2.4 PERFORMANCE AND EVALUATION

The results of the model testing will be validated using several performance metrics, including pixel accuracy (PA), Mean intersection over union (MIoU) and dice score or F-1 score [40]. PA is calculated based on the number of correctly classified pixels and the number of pixels. The PA is shown in (4):

\[
PA = \frac{\sum_{x=1}^{N_{cls}} N_{xx} \sum_{y=1}^{N_{cls}} N_{xy}}{\sum_{x=1}^{N_{cls}} \sum_{y=1}^{N_{cls}} N_{xy}}
\]  

(4)

where \( N_{cls} \) is number of class and \( N_{xy} \) is number of pixels in \( x \) class that were predicted as \( y \) class. The Mean Intersection over Union (MIoU) is also known as the jaccard index. This metric is used to calculate the intersection percentage between the labeled mask and the predicted output. The IoU is calculated from the grades of each class and then the overall grades are averaged. IoU metrics are very effective and very straightforward. MIoU is described in (5):

\[
MIoU = \frac{1}{N_{cls}} \sum_{x=1}^{N_{cls}} \frac{N_{xy}}{\sum_{y=1}^{N_{cls}} N_{xy} + \sum_{y=1}^{N_{cls}} N_{yx} - N_{xx}}
\]  

(5)

The Dice coefficient also known as F1-Score is a measured used in the evaluation of segmentation and semantic segmentation. It is given by (6):

\[
DSC = \frac{2TP}{2TP + FP + FN}
\]  

(6)

Where TP is the number of true positive, FP is the number of false positive, and FN is the number of false negative. An dice coefficient reaches its best value at 1 and the worst score at 0. Overall, the stages of the method used in this study can be seen in Figure 3.
3. RESULT AND DISCUSSION

In this study, 3 segmentation models were built using the U-Net architecture, namely the default U-Net model, the U-Net Down-filter model and the U-Net Up-filter model. Up-filter UNET architecture was constructed assuming that the more filters used, the more/diverse features produced but the training time will be longer. On the other hand, if a few filters are used, the training time required will be short but the resulting features are limited.

The results of the three models were tested using 3 different cases, namely without using post processing and using the fix method and Otsu thresholding as the post-processing stage. The fix threshold method uses a value of 127, while the Otsu method uses the threshold value by drinking variations from intra-class.

In general, the hyperparameters on the UNet architecture use a loss function binary cross-entropy and the Adam optimizer optimization method. The learning rate value is determined at 10^-5, the epoch is 100 iterations and the batch size value is 64.

From the experimental results, it is known that the performance of the U-Net model on the default architecture, up and down filters is obtained around 11-25% for Pixel Accuracy (PA), 5-13% for Mean IoU (M-IoU), 43-53% for Mean Accuracy (MA) and 9-11% for Dice Score (DCS). The performance of the U-Net model without post-processing stages gives unsatisfactory results. This is because the prediction results of segmentation were blurry (See Figure 4), so it is necessary to add a post-processing method. The post-processing method used is Otsu and Fix Threshold and is carried out after the prediction results are obtained.
The U-Net model which was built with added post-processing method gave better results. The results obtained have increased compared to the U-Net model without post-processing. The segmentation prediction results look clearer with cleaner black-and-white image patterns and pixels. The comparison of the predicted results of the U-Net no post-processing segmentation, Otsu threshold and fix threshold can be seen in Table 2. The performance results in the U-Net Default, Up and Down Filter model experiments are obtained around 89-91% for PA, 49-56% for MIoU, 72-84% for MA and 9-34% for DCS. More detailed performance results can be seen in Table 3.

### TABLE 2.
Comparison of segmentation prediction results

| Groundtruth Label | U-Net No Post-Processing | U-Net Otsu Threshold | U-Net Fix Threshold |
|-------------------|--------------------------|----------------------|---------------------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| ![Image](image9.png) | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | ![Image](image16.png) |
Based on Table 3. It is known that the best results obtained in this experiment are on the U-Net Up-Filter Model using the Otsu Threshold post-processing method. The best performance results obtained were 90.86% for PA, 56.5% for MIoU, 75.69% for MA and 34.09 for DCS. The results obtained for the segmentation case using U-Net are not satisfactory, especially for the MIoU and DCS values. The performance value for this segmentation task can still be improved. However, as the first experiment in the topic of SCJ segmentation in Indonesia. The results of this experiment give hope that research on the development of computer assistance models for automatic detection and classification of cervical pre-cancer can be carried out. Improvements in performance results and the application of other deep learning methods will be carried out to produce robust models that can be applied in the medical field.

4. CONCLUSION

The best performance results are shown from the Pixel Accuracy, Mean IoU, Mean Accuracy, Dice coefficient, Precision and Sensitivity values, namely 90.86%, 56.5%, 75.69%, 34.09%, 41.24%, and 56.91%. Although the resulting performance value is still not optimal, this experiment gives hope that research in the field of automatic cervical pre-cancer detection can continue to be carried out to get better results.
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