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ABSTRACT

Distributed Denial of Service attacks (DDoS) are one of the biggest problems facing the Internet. To eliminate this type of attack, the number of which has increased in the period under study, various methods of defense have been proposed. However, a detection mechanism that is able to completely counteract the attacks has not yet been found. Therefore, detection and defense against DDoS attacks is of great importance for specialists engaged in computer security. This paper presents a systematic review of the scientific literature on methods of detecting DDoS attacks. From the literature the main aspects related to detection have been formulated. Six aspects for analysis in this investigation were identified: techniques, variables, tools, deployment location, point in time and detection accuracy. It was found that each technique used for the detection of attacks exploits certain characteristics of the network traffic, user requests and specific tools. Finally, it managed to identify the mechanisms that have the highest detection accuracy, such as the datasets they use. It has been concluded that an adequate analysis of the above aspects of detection of DDoS attacks can make a useful contribution to designing an appropriate strategy for neutralizing the attacks.
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1. INTRODUCTION

Computer attacks, such as denial of service (DoS), are a threat to Internet security and have posed a problem since its appearance in 1980 [1]. These attacks are illegal actions through which an attacker interrupts the resources or services of a system [2] and affects access to the network, online accounts, email and computer resources [3].

Later, a more sophisticated type of DoS attack called Distributed Denial of Service (DDoS) appeared. This attack involves two or more computers, which can be located in different parts of the world, and are executed by the same attacker [4]. The first reports of this type of attack appeared in 1999 [5]. In [6] they state that the main problem to detect this type of attack is to differentiate the legitimate flows from the attack flows, which results in high rates of false positives and negatives in the detection methods used. Therefore, the research topic of detection of DDoS attack has generated great interest in the scientific community. Likewise, [7] they suggest a classification of this type of attacks, according to the layer in which they are executed, these are network layer and application layer.

Several investigations focus their efforts on the review of aspects that intervene in the detection of DDoS attacks. In [7] they conducted an review of the literature on attacks and defense mechanisms with an analysis of prevention, detection and response. On the other hand, [8] they published a review article describing the characteristics of the mechanisms by means of which the network detection mechanism and
The reaction to an attack are activated. In [9] they presented an investigation of DDoS attacks, detection methods and tools used in wired networks. Although these works analyze the detection mechanisms, they are limited to an analysis at the network layer level and the depth application layer is not considered where the attacks have a considerable impact in recent years, such as show several studies [10-12]. In addition, these works do not consider the aspects that characterize the detection of DDoS attacks for a possible improvement of it.

Therefore, this paper presents the aspects that characterize the detection of DDoS attacks, these aspects are techniques, variables and tools used, as well as where the detection was implemented and at what point in time. For the aforementioned, the main objective of this document is to carry out a systematic review of the literature to analyze these aspects of detection of DDoS attacks. For this, six research questions have been raised and presented in Section 2. These questions have helped to identify, evaluate and interpret the main relevant issues related to the topic. The present work is organized according to the following structure. In Section 2 explains the methodology used. Section 3 performs an analysis and discussion of the results. Finally, Section 4 presents the conclusions drawn from this study.

2. RESEARCH METHOD

The systematic review for carrying out this research is based on the model proposed by [13], which is divided into three phases:
- Planning the review: questions are raised as to the goals of the research and review.
- Conducting the review: in this stage the plan is executed and major studies following the inclusion and exclusion criteria selected are referred to or discarded.
- Reporting the review: at this stage the results of the statistical review and analysis presented in sections III, are shown.

2.1. Planning the review

To carry out the literature review on the detection of DDoS attacks the following research questions were raised:
- Q1: What are the techniques used for detection?
- Q2: What are the variables used?
- Q3: What are the tools used?
- Q4: Where are they implemented?
- Q5: At what point in time before the attacks must the detection mechanism be activated?
- Q6: With what ratio of precision do the techniques detect a DDoS attack?

Answers to the above research questions, were found in the following data sources: DOAJ (Directory of Open Access Journal), IEEE Xplore, Science Direct and Springer. To find scientific articles published in journals with an impact factor of SJR (Scimago Journal and Country Rank), in the period between 2005 to 2017, the following search procedure was undertaken (Table 1), taking into account the title, abstract and keywords.

| Source          | String                                                                 |
|-----------------|------------------------------------------------------------------------|
| DOAJ            | distributed denial of service or ddos; 2005-2017                      |
| IEEE Xplore     | ((distributed denial of service) OR ddos) and refined by Year: 2005-2017 |
| Science Direct  | pub-date >= 2005 and (distributed denial of service) and ddos          |
| Springer        | "distributed denial of service" or "ddos" within 2005 - 2017          |

In addition, these terms are adapted to match the research questions and individual needs of the search engine. To the results of searches from various sources of information the criteria for inclusion and exclusion shown in Table 2 were applied.
Table 2. Inclusion and exclusion criteria

| Inclusion criteria                                                                 | Exclusion criteria                                                                 |
|-----------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| Models, methods and techniques for detecting DDoS attacks                         | Detection submits proposals that do not include the experimental results            |
| Proposed variables in the detection attacks                                       | Present detection mechanisms in general botnets                                     |
| Proposed components that make up the mechanism                                    | Books, proceedings, posters, theses, workshops                                      |
| Proposed tools in the detection mechanisms                                        | Presented in its tracking attack flow                                               |
| Directly answer the research questions                                            | Submit contributions that aim to cloud computing environments, P2P networks, MANET, wireless local areas, data centers, high speed networks and DNS servers |

2.2. Conducting the review

The search results obtained, according to the proposed strategy, were subjected to a selection process, according to the inclusion and exclusion criteria established. It was necessary to make a preliminary review of their content in order to determine their relevance to the present study and to determine whether these works apply to the detection of DDoS attacks. Most of the items were discarded because they corresponded to another subject under study, such as surveys, taxonomy and botnets. The process implemented and the results obtained at each stage are shown in Figure 1. Subsequently, we proceeded to analyze the articles in order to answer the research questions.

Figure 1. Process for exploring the literature

The results of the search performed showed a total of 1341 articles. Of these, 81 were selected, that met the inclusion and exclusion criteria established, as can be seen in Table 3.

Table 3. Selected articles

| Source         | Potentially eligible studies | Selected studies (Journal article) |
|----------------|------------------------------|------------------------------------|
| DOAJ           | 158                          | 20                                 |
| IEEE Xplore    | 80                           | 21                                 |
| Science Direct | 843                          | 30                                 |
| Springer       | 260                          | 10                                 |
| Total          | 1341                         | 81                                 |

2.3. Time trends of the publications

Figure 2 shows the temporal trend of the publications on the detection of DDoS attacks, selected from the methodology, by phase conducting the review sample. In it, you can see the increase in the number of publications over the past 13 years can be seen. The trend in the number of published papers reflects the importance that has been given to this subject of study by the scientific community.
2.4. Data Sources

The search results show that the largest number of articles were obtained from the Science Direct databases and IEEE Xplore. Moreover, reference sources that provided some information on the subject were Springer and DOAJ, as can be seen in Table 3.

2.5. Aspects

The following items on the detection of DDoS attacks were chosen: techniques, variables, tools, deployment location, point in time and detection accuracy. Table 4 shows these aspects together with their respective definitions:

Table 4. Definitions of aspects

| Aspects              | Definition                                                                 |
|----------------------|-----------------------------------------------------------------------------|
| Technique            | It refers to the set of procedures or resources used in a particular activity. In this paper we consider the techniques employed by detection mechanisms. |
| Variable             | It is defined as the character that is measured in different individuals or objects. In this study it responds to the need to know the features used the mechanism for detecting DDoS attacks. |
| Software tools       | These are computer programs that help the specialist in the design process and the development of software or documentation [14]. |
| Deployment location  | It refers to the location were the detection mechanism should be deployed i.e., at the source, in the network, at the destination or a hybrid of the above. |
| Point in time        | It is defined as the moment when the detection mechanism should be activated i.e., before, during or after the attack. |
| Accuracy/Detection Rate | The overall value of all correctly classified instances i.e., both true positives and true negatives [15] |

Table 5 shows the distribution of the 81 selected studies, in accordance with the aspects identified for detecting DDoS attacks as defined above. It can be seen that 100% of the selected papers presented at least one technique for detecting attacks. Also, only 28% mention the tool used to implement the technique for detecting a DDoS attack.
3. RESULTS AND DISCUSSION

The analysis of the information collected in Section 3 was performed on the basis of the research questions posed in Section 2. The results are presented in tables containing the description of the aspect to be analyzed, together with the names of the authors who used them.

3.1. Q1: What are the techniques used in the detection?

The techniques used in the detecting DDoS attacks are shown and described in Table 6. As can be appreciated in this table different techniques 48 have been proposed. The aspects of each technique are discussed below.

| Source | Technique | Variable | Tools | Deployment location | Point in time |
|--------|-----------|----------|-------|---------------------|--------------|
| DOAJ   | [16] [17] [18] [19] [20] | [16] [17] [18] [19] [20] | [16] [17] | [16] [17] [18] [19] [20] | [16] [17] [18] [19] [20] |
|        | [21] [22] [23] [24] [25] | [21] [22] [23] [24] [25] | [21] [22] [23] [24] [25] | [21] [22] [23] [24] [25] | [21] [22] [23] [24] [25] |
|        | [26] [27] [28] [29] [30] | [26] [27] [28] [29] [30] | [26] [27] [28] [29] [30] | [26] [27] [28] [29] [30] | [26] [27] [28] [29] [30] |
|        | [31] [32] [33] [34] [35] | [31] [32] [33] [34] [35] | [31] [32] [33] [34] | [31] [32] [33] [34] [35] | [31] [32] [33] [34] [35] |
|        | [36] [37] [38] [39] [40] | [36] [37] [38] [39] [40] | [36] [37] [38] [39] | [36] [37] [38] [39] [40] | [36] [37] [38] [39] [40] |
|        | [41] [42] [43] [44] [45] | [41] [42] [43] [44] | [41] [42] [43] | [41] [42] [43] [44] [45] | [41] [42] [43] [44] [45] |
|        | [46] [47] [48] [49] [50] | [46] [47] [48] [49] | [46] [47] [48] | [46] [47] [48] [49] [50] | [46] [47] [48] [49] [50] |
|        | [51] [52] [53] [54] [55] | [51] [52] [53] [54] | [51] [52] [53] | [51] [52] [53] [54] [55] | [51] [52] [53] [54] [55] |
|        | [56] | [56] | [56] | [56] | [56] |
| IEEE   | [57] [58] [59] [60] [61] | [57] [58] [59] [60] | [57] [58] | [57] [58] [59] | [57] [58] [59] [60] [61] |
|        | [62] [63] [64] [65] [66] | [62] [63] [64] | [62] [63] | [62] [63] [64] [65] | [62] [63] [64] [65] [66] |
|        | [67] [68] [69] [70] [71] | [67] [68] | [67] [68] | [67] [68] [69] | [67] [68] [69] [70] [71] |
|        | [72] [73] [74] [75] [76] | [72] [73] | [72] [73] | [72] [73] [74] | [72] [73] [74] [75] [76] |
|        | [77] [78] [79] [80] [81] | [77] [78] | [77] [78] | [77] [78] [79] | [77] [78] [79] [80] [81] |
|        | [82] [83] [84] [85] [86] | [82] [83] | [82] [83] | [82] [83] [84] | [82] [83] [84] [85] [86] |
| Springer| [87] [88] [89] [90] [91] | [87] [88] [89] | [87] [88] | [87] [88] | [87] [88] [89] [90] [91] |
|        | [92] [93] [94] [95] [96] | [92] [93] | [92] [93] | [92] [93] [94] | [92] [93] [94] [95] [96] |
|        | [96] | [96] | [96] | [96] | [96] |

Total 81 81 23 81 81

Table 5. Aspects of DDoS attacks detection

Table 6. Techniques used for detecting DDoS attacks

| Id  | Technique | Description |
|-----|-----------|-------------|
| T1  | Bagging   | Representative of parallel ensemble learning methods. It employs Random Sampling in sampling data set. The algorithm focuses mainly on decreasing variance. |
| T2  | Bat Algorithm | The bat algorithm uses the echo based location determining behavior of bats to solve both single objective and multi-objective optimization problems. |
| T3  | Bloom filter | The Bloom filter is a kind of space-efficient hash data structure. We propose using a modified Bloom filter in order to construct a hash table that can record three-way TCP control packets at a limited storage cost. |
| T4  | Change aggregation tree (CAT) | This CAT mechanism is designed for use at the router level for detecting abrupt changes in traffic flows. When a DDoS attack is launched, the routers observe changes in the space temporal distribution of traffic volumes. |
| T5  | Cluster analysis | Cluster analysis is to group data so that objects in a given group are similar to each other and dissimilar from to those in other groups. By using cluster analysis, we can separate normal traffic and each phase of the DDoS forming clusters have dissimilarities among them attack into partitioned groups if the variables involved in |
| T6  | Congestion Participation Rate (CPR) | Congestion Participation Rate (CPR) to identify LDDoS flows by measuring the intention of network flows to congest the network. To the best of our knowledge, it is the first metric that is able to recognize LDDoS flows by quantifying each flow's intention to congest the network. |
| T7  | Correlation analysis | The correlation is used to describe the similarity of different flows. However, in some cases, it may indicate zero correlation. Although the two flows are completely correlated there is a phase difference. |
| T8  | Counter mechanism | Assigns a continuous value as opposed to a binary measure to each client session, and the scheduler utilizes these values to determine if and when to schedule a session's requests. |
| T9  | Cuckoo search | Technique stimulated by the parasite act of some Cuckoo birds. The species of type Cuckoo unable to complete its reproduction cycle without proper host. |
| T10 | Cusum algorithm | A nonparametric cumulative sum (CUSUM) procedure commonly used for detection of wide range of possible shifts and is generally favored for its simplicity and low computational |

Indonesian J Elec Eng & Comp Sci, Vol. 14, No. 1, April 2019 : 162 – 176
| Id  | Technique                                | Description                                                                                                                                 |
|-----|------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| T11 | Entropy                                  | Renyi’s generalized entropies is a family of measures that characterize the distribution of a random variable. Shannon entropy has been used to conceptualize source address entropy and traffic cluster entropy. |
| T12 | Firewall                                 | Firewall function as above, giving the defender the option to set the value which is the threshold above which all the packets of a flow are dropped. |
| T13 | Fuzzy logic                              | Fuzzy estimator on the mean packet between arrival times. It interprets the rules well but it suffers from the disadvantage of not being able to acquire the rules automatically. |
| T14 | Genetic algorithms                       | A Genetic algorithm is a heuristic search that mimics the process of natural evolution. Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using inheritance, mutation, selection, and crossover techniques inspired by natural evolution, such as |
| T15 | Googles strategic position               | The main idea of JUST-Google is to let ISPs edge routers allow traffic originating from sources that are approved by Google and destined to a victim within that ISP to pass while filtering all other traffic destined to the same victim. An HsMM algorithm that describes the stochastic process varying with time and monitors the App-DDoS attacks occurring during a flash crowd event. |
| T16 | Hidden semi-Markov model (HsMM)          | An HsMM algorithm that describes the stochastic process varying with time and monitors the App-DDoS attacks occurring during a flash crowd event. |
| T17 | Hop-Count Filtering                      | The source IP address serves as the index in the table for retrieving the correct hop-count for this IP address. If the computed hop-count matches the stored hop-count, the packet has been authenticated. |
| T18 | Information distance                     | A metric used to detect low-rate DDoS attacks by measuring the difference between legitimate traffic and attack traffic. |
| T19 | Information divergence                   | Estimates the distances between the probability measurements independently of the parameters and detects the attacker and discards the adversary’s packets for a fixed amount of time in an organized manner. |
| T20 | Joint Deviation Rate (JDR)               | Joint Deviation Rate (JDR), a new metric to describe the deviation rate of the network traffic states. JDR is a combination of the deviations of all the multiple features in Network Traffic State (NTS). |
| T21 | K-nearest neighbors                      | The k-nearest neighbor algorithm is a method that predicts flow classes based on the k-closest training examples in feature space. A flow is classified by the majority vote of its neighbors and k is a positive integer, typically small. |
| T22 | Kolmogorov Complexity                    | Kolmogorov Complexity states that the joint complexity measure of random strings is lower than the sum of the complexities of the individual strings when the strings exhibit some correlation. |
| T23 | Mapping Service                          | A service provider registers the binding(s) from its domain name(s) to the IP addresses into the domain name system (DNS). When a customer wants to obtain a service from the service provider, his/her computer first queries domain name and then sends a request to the server that uses the returned IP address: the IP address corresponding to the service provider(s). |
| T24 | Mathematical model                       | Mathematical model for estimating the attack effect of this stealthy type of DDoS. By originally capturing the adjustment behavior of a victim in the TCP congestion window, our model can comprehensively evaluate the configured and the effect of the attack on the network environment: combined impact of the attack pattern (i.e., how the attack is |
| T25 | Multi-agent application                  | An agent is built as an aggregation of capabilities, and such capabilities are selected according to the primitive actions that a mechanism provides. |
| T26 | Neural Network                           | A Neural network consists of processing elements called neurons. These neural networks are designed to learn a new pattern, new association, and new functional dependencies. The advantage of a neural network is a better generalization capability. |
| T27 | Neyman Pearson cost minimization strategy| Neyman Pearson (NeP) theory where prior knowledge of the distribution of data is not known. The NeP hypothesis is useful in situations where different types of error have different consequences. |
| T28 | Overlay network                          | Maintains virtual rings or shields of protection around registered customers. A ring is composed of a set of IPs that are at the same distance (number of hops) from the customer. |
| T29 | Packet filtering                         | Packet classification and filtering scheme to be implemented at the edge routers of the ISP network that contains the targeted system, and should be activated after a TCP-based reflector DDoS attack has been detected. |
| T30 | Packet marking                           | A scheme that allows a DDoS victim to filter out attack packets on a per packet basis with a high accuracy after only a few attack packets have been received. |
| T31 | Path identifiers                         | Used in negotiated between neighboring domains as interdomain routing objects. |
| T32 | Pushback                                 | Commands can contain some rate-limit requests, so that, when an upstream router receives the command, it will rate-limit the traffic to the victim and not cause congestion near the victim. |
| T33 | Puzzle Solving                           | Captures complex temporal correlations across multiple time scales with very low computational complexity. |
| T34 | Queuing model                            | Carries information about traffic characteristics and congestion properties. |
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| Id | Technique                                           | Description                                                                                                                                 |
|----|----------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| T35| Random Forrest                                     | Random Feature Selection is farther introduced in the training process for Random Forest.                                                      |
| T36| Rate-limit filters                                 | The congested router starts with a local rate limit, and then progressively pushes the rate limit to some neighbor routers and further out, forming a dynamic rate-limit tree, which can be expensive to maintain. |
| T37| Ratio of Collective Flow (RCF)                     | Responsible for classifying a flow as legitimate, suspicious or attack flow based on the basis of packet information obtained from the monitoring module and the current load on an outgoing queue. |
| T38| Resilient Back Propagation (RBP)                   | The RBP algorithm was found to perform better. A single classifier commits errors on different training samples. So, by creating an ensemble of classifiers and combining their outputs, the total error can be reduced and the detection accuracy can be increased. |
| T39| Router throttling                                  | Contributes to the fundamental understanding of router throttling as a mechanism against DDoS attacks. In particular, a control-theoretical model useful for understanding a system is behavior under a variety of parameters and operating conditions. |
| T40| Routing Information Protocol (RIP)                 | RIP (routing information protocol), a representative protocol of IGP (interior gateway protocol). RIP, which works by the exchange of tables among routers, operates inside AS (an autonomous system). RIP is used as the routing protocol on the inside of AS. |
| T41| Semantic traffic differentiation                    | Semantic traffic differentiation has two main advantages over per packet and per-user differentiation approaches: 1) It easily spots randomly generated attack traffic (with or without spoofing) since such traffic creates short-lived structures with no higher semantics. 2) It easily spots structures that are engaged in one-way communications, aggressively sending traffic to an unresponsive party. |
| T42| Signature based                                    | Profiles which describe of characteristics of a known network security according to the security requirements of network objects on a network. |
| T43| Special Sequence Matrix                            | SSM is a dynamic spanning matrix. Used in bModel they are produced dynamically and cause the diameter of the matrix to grow dynamically as well. |
| T44| Spectral analysis                                  | Spectral analysis can be applied to both training traffic and the incoming traffic streams to the testbed. Leveraging spectral analysis, our hypothesis testing model make spectral template matching effective by detecting shrew DDoS attacks at traffic streaming level and by cutting off malicious flows at a refined flow level. |
| T45| Statistical Methods                                | The key idea is to prioritize a packet based on a score which estimates its legitimacy given the attribute values it carries. |
| T46| Support-vector data description (SVDD)             | An anomaly-detection method that uses unlabeled data to find a model for unusual instances.                                                    |
| T47| TCP/IP and HTTP statistics                         | The following statistical values are computed for each incoming user: number of get requests, standard deviation of get, mean of flows per user, standard deviation of flows per user and standard deviation of posts, flows per minute per user, request per minute per user and so on. |
| T48| Wavelet Analysis                                   | Captures a complex temporal correlation across multiple time scales with a very low computational complexity.                                |

Table 6 shows the results of 81 studies that present DDoS attack detection techniques. While in Table 8, it can be seen that the Neural Network technique is used more frequently, having been applied in eight studies. Therefore, it is evident that this technique is the most commonly used due to its computational and logical capacity to identify anomalies between data flow entries. Entropy is used by 6 attack detection studies. This technique is used because it allows identifying certain characteristics of a data flow that would allow the detection of a DDoS attack. It can be concluded that the most commonly used techniques analyze the data flow for the detection of DDoS attacks and focus on the network layer.

3.2. Q2: What are the variables used in the detection?

In the studies analyzed a total of 28 variables for the detection of DDoS attacks were identified, as can be seen in Table 7. This table also provides a description of the variables that have been identified.
### Table 7. Variables used by DDoS attack detection techniques

| Id | Variable Description |
|----|----------------------|
| **V1** | Absolute bandwidth consumption This feature represents the average bandwidth consumed by the requests found in an absolute time interval defined. This feature also considered as significant since the estimation of bandwidth consumption is critical in load assessment. |
| **V2** | Absolute page access count This feature represents the average number of requests in an absolute time interval defined. This feature also critical one among the considered features, since the page access count along with absolute session interval optimizes the detection of the load on target web server. |
| **V3** | Absolute page access time This feature represents the average time spent on each page request in an absolute time interval defined. The motive to consider this feature is, load of requests with minimal access time of each page is suspicious. |
| **V4** | Absolute session count This feature represents the average number of sessions found in an absolute time interval defined. This feature is considered since the load on any target web server estimated by the number of sessions in a given time interval. |
| **V5** | Absolute session interval This feature represents the average time render each session in an absolute time interval defined. This feature is critical as the session time indicates the time spent by a source on the target web server with an intensification of fair use or an attack. |
| **V6** | Absolute time interval This denotes the absolute time taken by the set of sessions initiated at given threshold time frame. This feature considered as significant, as HTTP-flood is cumulative of multiple sessions and diversified packet flow. The features explored further for defined absolute time interval. |
| **V7** | ACK number ACK number sent by the receiving terminal is the last Sequence Number when communication was successful. |
| **V8** | Click rates of web objects Estimation of the click-through rate of available ads for a given search query. The more interactive it is, the higher the click-through rate is. |
| **V9** | Eminent source diversity ratio This feature represents the average number of divergent sources those initiate the sessions in an absolute time interval defined. The request load from eminent sources is tolerable, hence this feature considered as significant. |
| **V10** | IP address The only valid IP source address for packets originating from the PC is the one assigned by the ISP (whether statically or dynamically assigned). |
| **V11** | Network traffic Remote logins and file transfers |
| **V12** | Number of connections Behavioral characteristics of a connection in terms of number, type of various data items with respect to time. These features are used to determine the statistical properties, such as standard deviation and variance. |
| **V13** | Number of ICMP Number of ICMP echo reply packets from the same source. |
| **V14** | Number of packets Packets transmitted or received without errors. |
| **V15** | Number of requests Requests for currently open windows and whether the number of requests for an open window of time is viable. |
| **V16** | Number of UDP Number of UDP echo packets to a specified port |
| **V17** | Number of users Set of real users accessing a server |
| **V18** | Packets Packets carrying path information. The victim node can defend itself from DDoS attack by filtering the packets transmitting via/from an attacking node. |
| **V19** | Port The I/O port determines which service ports are being used. |
| **V20** | Protocol Internet Protocols (IP), there is now a standard for how general purpose computers, such as personal computers, workstations and servers can interchange data over the telephone system. |
| **V21** | Rate of packets This feature is calculated on the packets sent from a particular sender. |
| **V22** | Ratio of incoming SMTP packets A host that does not have any incoming connection is more likely to be a spammer than one that has incoming SMTP traffic |
| **V23** | Ratio of outgoing SMTP packets Shows the outgoing SMTP traffic time series for a host known to have sent spam |
| **V24** | Session’s requests Session inter-arrival times between consecutive sessions |
| **V25** | TCP flows Flows with a large amount of data to send, such as FTP transfers |
| **V26** | Traffic rate Defined as the total number of bits received over a certain time interval. |
| **V27** | Type of packet Fundamentally, all networks have essentially two kinds of packets. Data packets that belong to users and carry users or application traffic. Control packets belong to the network and are used to dynamically build and operate the network |
| **V28** | Variance of time Variance of time difference between two consecutive packets |

Table 8 shows the variables used by the detection techniques and the authors who used the mentioned techniques are summarized. It can be seen that the most commonly used variables are packets and IP addresses. The packages are used for detection because they contain data such as IP source, weight, speed,
among others. While the IP address is used to identify the origin of the data flow, which allows to cut the traffic that is sent from them when it is identified as an attack. It is important to note that these variables are used in mechanisms that correspond to the detection of DDoS attacks in the network layer.

3.3. What are the tools used to implement the techniques?

The ten tools used for the implementation of detection techniques are shown in Table 9. The same evidence shows that the two most commonly used tools are Matlab and the Network simulator. This is due to the fact that these two tools present functionalities for the adequate implementation of the detection mechanisms [11].
3.4. Q4: Where are the detection techniques implemented?

DDoS attack detection techniques can be deployed in four locations: source, destination, network and hybrid. Source refers to the source of the attack, while destination is the target of the attack. Network is the place where the information traffic circulates and hybrid means that the detection is performed in multiple places and there is usually cooperation between the points of implementation. Table 10 shows the four sites of implementation together with the authors who use them.

Table 10. Deployment locations where detection mechanisms are implemented

| Deployment location | Studies | Total |
|---------------------|---------|-------|
| Source              | [37] [50] [56] | 3     |
| Destination         | [25] [28] [29] [33] [34] [45] [46] [58] [60] [61] [69] [74] [79] [81] [82] [83] [85] | 21    |
| Network             | [90] [93] [94] [95] | 47    |
| Hybrid              | [18] [21] [42] [55] [65] [67] [80] [89] [92] [96] | 10    |
| Total               |         | 81    |

Table 10 shows that Network is where most of the detection techniques have been implemented, that is, approximately 58% of the total amount. This is because the network is the place from which the characteristics of the data flow used by the detection mechanisms can be extracted. Therefore, Network is used by the mechanisms more frequently when implementing a detection technique. On the contrary, the Source is where the techniques are implemented on a smaller scale, because its implementation requires a high degree of cooperation between the data networks, which prevents the construction of a greater number of mechanisms that can predict an attack.

3.5. Q5: At what point in the time should the detection mechanism in an attack be activated?

The detection mechanism can act against a possible DDoS attack Before, During and After [7]. The point in time before refers to prevention of the attack before it happens, while during refers to the moment the attack is being made; and finally, after refers to when the attack occurs at the destination and so can be
considered as mitigation. Table 11 shows the points in time in which the detection techniques can act together with the authors that employ them at each location.

### Table 11. Point in time when the detection mechanisms are implemented

| Point in time          | Studies | Total |
|------------------------|---------|-------|
| Before the attack      | [21] [37] [42] [50] [56] [89] [96] | 7     |
| During the attack      | [16] [17] [18] [19] [20] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] | 71    |
| After the attack       | [55] [75] [80] | 3     |
| **Total**              |         | **81**|

In Table 11 shows that During is the point in the time where most of the detection techniques have been implemented. This is because the detection in that place is executed in real time, when the attack flow has reached the target. This is because the mechanism analyzes the flow of data while entering the system, when an anomaly is detected this data flow is cut off. On the contrary, After is the moment in which detection techniques are less implemented because the mechanism would have to predict an attack before it affects the system. This process is difficult because continuous communication between the predecessor networks is required to achieve a prediction.

3.6. Q6: What is the precision with which the techniques detect a DDoS attack?

In this research work only studies that had either a detection or an accuracy rate greater than or equal to 98% were considered and where tests with datasets consisting of real flows and DDoS were performed. The detection rate is calculated by means of the following equation: \[ TP \text{ detection} = \frac{TP}{TP+FN} \], and accuracy corresponds to \[ \text{accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \], where, \( TP \) = number of true positives, \( TN \) = number of true negatives, \( FP \) = number of false positives and \( FN \) = amount of false negatives. The precision with which the techniques detect a DDoS attack are shown in Table 12.

### Table 12. Detection mechanisms of DDoS Attack that showed the best ratios

| Detection Rate (%) | Studies | Dataset                        |
|--------------------|---------|--------------------------------|
| 99.99              | [34]    | Knowledge Discovery and Data mining (KDD) Cup 1999 |
| 99.67              | [86]    | CAIDA, TUIDS and DARPA         |
| 99.4               | [63]    | CAIDA 2007, DARPA 2009, BONESI-generated |
| 98.31              | [29]    | KDD Cup 1999                   |

Table 12 shows that the detection mechanism with the highest precision was achieved by [34]. The detection rate of this mechanism was 99.9%. For this, this mechanism uses a combination of three techniques (Random Forest, nearest K-neighbors and Bagging). In addition, the implementation of this mechanism is in the network, so that detection occurs during the attack, so its impact is mitigated when detected by the system. In [86] they proposed a mechanism that uses the correlation technique. The efficiency of this method reaches 99.67%. To do this, it uses the Matlab tool, as well as the implementation of the mechanism is performed on the network during the attack.

It is also observed that the highest efficiency percentages correspond to techniques implemented in the network layer [34, 63, 86]. These techniques employ variables used in the identification of the flow of data such as traffic and TCP flow, as shown in the first mechanism. Whereas in the second mechanism the variables IP address and TCP flow are used, that is, variables used also in the network layer. Therefore, this analysis can establish the need to have alternative mechanisms that evaluate not only the flow of data that circulates through the network, but also measure the user's interaction with the system. In addition, detection mechanisms could be developed that can use other techniques in combination with other variables to achieve greater detection efficiency. In this context, mechanisms could be proposed for detection in other layers where DDoS attacks also occur, such as the application layer. Since, in this layer is where the greatest number of attacks have occurred in recent years due to its easy execution and difficult detection [29].
4. CONCLUSIONS

The systematic review of the literature presented in this study has identified the main aspects involved with the detection of DDoS attacks, focusing on techniques, variables, and tools, in addition to the place where it was implemented and the point of detection over time. An analysis of the results has provided answers to the six proposed research questions. In addition, forty-eight techniques that are used in the detection of DDoS attacks were identified. Also, a total of twenty-eight variables were observed and it was evident that the most used tools are Matlab and Network simulator, due to the functionalities and advantages of information processing. The most used place for the implementation of a mechanism is the network, because the data flows are analyzed before they reach the server. The most used point in time for the deployment of a technique is during, because the detection is done in real time when the attack occurs. The most effective mechanism to achieve a high detection rate is that proposed by [34], which reached an accuracy of 99.9%, it uses the characteristics of the data flow that is extracted in the network during the attack.
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