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Abstract

The goal of this paper is to derive new classes of valid convex inequalities for quadratically constrained quadratic programs (QCQPs) through the technique of lifting. Our first main result shows that, for sets described by one bipartite bilinear constraint together with bounds, it is always possible to sequentially lift a seed inequality that is valid for a restriction obtained by fixing variables to their bounds, when the lifting is accomplished using affine functions of the fixed variables. In this setting, sequential lifting involves solving a non-convex nonlinear optimization problem each time a variable is lifted, just as in Mixed Integer Linear Programming. To reduce the computational burden associated with this procedure, we develop a framework based on subadditive approximations of lifting functions that permits sequence-independent lifting of seed inequalities for separable bipartite bilinear sets. In particular, this framework permits the derivation of closed-form valid inequalities. We then study a separable bipartite bilinear set where the coefficients form a minimal cover with respect to the right-hand-side. For this set, we introduce a bilinear cover inequality, which is second-order cone representable. We argue that this bilinear cover inequality is strong by showing that it yields a constant-factor approximation of the convex hull of the original set. We study its lifting function and construct a two-slope subadditive upper bound. Using this subadditive approximation, we lift fixed variable pairs in closed-form, thus deriving a lifted bilinear cover inequality that is valid for general separable bipartite bilinear sets with box constraints.

1 Introduction

1.1 Generating strong cutting planes through lifting

Lifting is a technique that is used to derive or strengthen classes of cutting planes. It was first introduced to optimization in the context of mixed integer linear programming (MILP); see [46] for a review. The lifting process has two steps:

• Fixing and generation of a seed inequality: In the first step, the set $S$ of interest is restricted by fixing a subset of variables, say $x^F$, to specific values (typically to one of their bounds), say $\tilde{x}^F$. A valid inequality $h(x) \geq h_0$, which we call seed inequality, is then generated for the restriction $S|_{x^F=\tilde{x}^F}$.

• Lifting the seed inequality: The seed inequality $h(x) \geq h_0$, when viewed with “zero coefficients” for the fixed variables $h(x) + 0 \cdot x^F \geq h_0$ is typically not valid for the original set $S$. The task in the lifting step is to generate an inequality $h(x) + g(x^F) \geq h_0 + g_0$, which (i) is valid for $S$ and (ii) satisfies $g(\tilde{x}^F) = g_0$. Under condition (ii), inequality $h(x) + g(x^F) \geq h_0 + g_0$ reduces to inequality $h(x) \geq h_0$ when $x^F$ is set to $\tilde{x}^F$. The process of lifting is often accomplished by rotating or titling the seed inequality [27].

Though condition (ii) is not strictly necessary to impose, we require it in the remainder of the paper as otherwise $h(x) + g(x^F) \geq h_0 + g_0$ is weak on the face $x^F = \tilde{x}^F$.

Lifting, as a technique for generating cutting-planes in MILP, has been extensively researched. Originally devised for node packing and knapsack sets [43, 44, 7, 35, 10], lifting was extended to general settings [54, 55, 31, 32, 49, 50, 4] and used to derive families of valid inequalities for many sets including [19, 38, 3, 1, 36, 22].
Many of the classes of cutting planes that have yielded significant computational gains can be obtained through lifting. This includes lifted cover inequalities, lifted tableaux cuts, and even the Gomory mixed integer cut; see papers related to lifting in the infinite group problem model. Similarly, mixing inequalities can be viewed as an outcome of lifting.

Significantly fewer articles have focused on studying how lifting can be applied to nonlinear programs and mixed integer nonlinear programs. Exceptions include which develops a general theory for lifting linear inequalities in nonlinear programming, which applies lifting to derive the convex hull of a nonlinear set, which studies lifting for the pooling problem, which uses lifting for conic integer programs, and which develops strong inequalities for mixed integer bilinear programs.

1.2 Goal of this paper

The goal of this paper is to derive new classes of valid convex inequalities for quadratically constrained quadratic programs (QCQPs) through the technique of lifting.

Generating valid inequalities for single row relaxations (together with bounds and integrality restrictions), i.e., for knapsack constraints, was the first, and arguably the most important step in the development of computationally useful cutting-planes in MILP. Motivated by this observation, various cutting-planes and convexification techniques for sets defined by a single non-convex quadratic constraint together with bounds have recently been investigated; see for classes of valid inequalities for single constraint QCQPs and for convex hull results for such sets. The paper studies a set similar to the one we study, albeit with integer variables. Further, demonstrates that cuts obtained from one-row relaxations of QCQPs can be useful computationally. The paradigm of intersection cuts has also been explored to generate cuts for single-constraint QCQPs. Due to lack of space, we refrain from describing here the vast literature on convexification techniques for QCQPs and instead refer interested readers to and the references therein.

In this paper, we investigate the lifting of a convex seed inequality for a feasible region defined by a single (non-convex) quadratic constraint together with bound constraints. Apart from , we are not aware of any paper that attempts to study or employ lifting of convex nonlinear inequalities. To the best of our knowledge, this is the first study that derives lifted valid inequalities for general non-convex quadratic constraints with arbitrary number of variables. An extended abstract of this paper was accepted for publication in IPCO 2021.

1.3 Main contributions

• **Can we always lift?** We present an example in two variables that illustrates that, even when a set is defined by a convex quadratic constraint, it might not always be possible to lift a linear seed inequality, valid for the restriction obtained by fixing a variable at lower bound, when we assume \( g(\cdot) - g_0 \) is an affine function of the fixed variable. Our main result, by contrast, establishes that there exists a large class of sets, described by a single bipartite bilinear constraint together with bounds, for which it is always possible to lift when variables are fixed at their bounds. Note that any quadratic constraint can be relaxed to a bipartite bilinear constraint.

• **Sequence-independent lifting.** The lifting of a fixed variable requires the solution of a non-convex nonlinear optimization problem. When multiple variables must be lifted one at a time, this process (referred to as sequential lifting) can be computationally prohibitive. Further, the form of the lifted inequality obtained will differ depending on the order in which variables are lifted. For MILPs, it was shown in that when the so-called lifting function is subadditive, lifting is far more computationally tractable in part because the form of the lifted inequality is independent of the order in which variables are lifted. We develop a similar general result for sequence-independent lifting of seed inequalities for separable bipartite bilinear constraints.

• **Bilinear covering set and bilinear cover inequality.** We next study a separable bipartite bilinear set whose coefficients form a minimal cover with respect to the right-hand-side. For this set, we derive a bilinear cover inequality. This second-order cone representable valid inequality yields a constant-factor approximation of the convex hull of the original set.

• **Sequence-independent lifting of bilinear cover inequality.** We construct a two-slope subadditive upper bound of the lifting function corresponding to the bilinear cover inequality. This function is reminiscent
of the two-slope subadditive functions studied in the context of cutting-planes for the infinite group relaxation \cite{29,47,37}, although there is no apparent connection. Using this subadditive function, we lift fixed variable pairs in closed-form, thus describing a family of lifted bilinear cover inequalities, which are valid for general separable bipartite bilinear constraints.

Notation and organization of the paper Given a positive integer \( n \), we denote the set \( \{1, \ldots, n\} \) by \([n]\). Given a set \( S \subseteq \mathbb{R}^n \) and \( \theta > 0 \), we use \( \theta \cdot S \) to denote the set \( \{\theta x \mid x \in S\} \). We also use \( \text{conv}(S) \) to denote the convex hull of set \( S \). The rest of the paper is organized as follows. In Section \( 2 \) we present our main results. In Section \( 3 \) we discuss some key directions for future research. Sections \( 4 \) to \( 10 \) give the proofs of the results described in Section \( 2 \).

2 Main results

Before we discuss our results, we first present two examples that illustrate how lifting can be performed for a set defined by a quadratic constraint and what challenges can arise during such procedure.

Example 1. Consider the set \( S := \{ (x_1, x_2, x_3) \in [0, 1]^3 \mid x_1 x_2 + 2x_1 x_3 \geq 1 \} \). First, we fix \( x_3 = 0 \) to obtain the restriction \( S_{|x_3=0} := \{ (x_1, x_2) \in [0, 1]^2 \mid x_1 x_2 \geq 1 \} \). The seed inequality \( \sqrt{x_1 x_2} \geq 1 \), is a valid convex inequality for \( S_{|x_3=0} \). We next show how it can be lifted into a valid inequality for \( S \). Observe that, although valid for \( S_{|x_3=0} \), the seed inequality is not valid for \( S \), since \( (x_1, x_2, x_3) = (1, 0, 1/2) \) violates it while belonging to \( S \). We therefore must introduce variable \( x_3 \) into the seed inequality so as to make it valid. In particular we seek \( \alpha \in \mathbb{R} \) for which

\[
\sqrt{x_1 x_2} + \alpha x_3 \geq 1, \tag{1}
\]

is valid for \( S \). This question can be answered by solving the problem

\[
\alpha^* := \sup_{\substack{x_1 x_2 \geq 1, \ x_3 \in (0, 1], \ (x_1, x_2) \in [0, 1]^2,}} \frac{1 - \sqrt{x_1 x_2}}{x_3}, \tag{2}
\]

where a key challenge is to first ascertain that the supremum is finite. When \( \alpha^* \) is finite, it is clear that choosing any \( \alpha \geq \alpha^* \) in \( \mathbb{R} \) yields a valid inequality for \( S \). Problem \( (2) \) can be analyzed using the following facts: (1) for any fixed value of \( x_3 \), we can always assume that an extreme point is the optimal solution, as the objective is to maximize a convex function, and (2) the extreme points of the set where \( x_3 \) is fixed to a value within its bounds are well-understood \cite{52}. This suggests that one can inspect all different values of \( x_3 \) to establish that the supremum is finite. We illustrate these calculations next.

Observe that \( \alpha^* \) can be obtained by computing the supremum \( \alpha_1^* \) of \( \frac{1}{2} \) for \( x_3 \in [1/2, 1] \) and then computing the supremum \( \alpha_2^* \) of \( \frac{2}{1 + \sqrt{1 - 2x_3}} \) for \( x_3 \in (0, 1/2] \). When \( x_3 \in [1/2, 1] \), one optimal solution is \( x_1 = \frac{1}{x_3} \) and \( x_2 = 0 \), thus \( \alpha_1^* = \sup_{x_3 \in [1/2, 1]} \frac{1}{2x_3} = 2 \). When \( x_3 \in (0, 1/2] \), one optimal solution is \( x_1 = 1 \) and \( x_2 = 1 - 2x_3 \), thus

\[
\alpha_2^* = \sup_{x_3 \in [0, 1/2]} \frac{1 - \sqrt{1 - 2x_3}}{x_3} = \sup_{x_3 \in [0, 1/2]} \frac{2}{1 + \sqrt{1 - 2x_3}} = 2.
\]

Choosing any \( \alpha \geq \alpha^* = \max\{\alpha_1^*, \alpha_2^*\} = 2 \) yields a valid inequality for \( S \). The strongest such valid inequality is \( \sqrt{x_1 x_2} + 2x_3 \geq 1 \).

Example 1 might suggest that lifting can always be performed when seeking to derive a linear valid inequality. Example 2 shows that it is not so.

Example 2. Consider the set \( S = \{ (x_1, x_2) \in [0, 1]^2 \mid -x_1^2 - (x_2 - 0.5)^2 \geq -0.5^2 \} \).

The inequality \( -x_1 \geq 0 \) is valid for the set \( S_{|x_2=0} \) obtained from \( S \) by fixing \( x_2 = 0 \). By setting up an optimization problem similar to \( (4) \), it is easy to verify that there is no \( \alpha \in \mathbb{R} \) for which \( -x_1 + \alpha x_2 \geq 0 \) is valid for \( S \).

In Example 2, (i) set \( S \) is convex, (ii) we are trying to lift a linear inequality, and (iii) \( x_2 \) is fixed to a bound. Even then, it is not possible to lift the seed inequality when we insist that lifting should be accomplished using an affine function of the fixed variable; see Example 4 in Section 3 for further discussion.
2.1 Sufficient conditions under which seed inequalities can be lifted

In Theorem 2.1 we identify a large class of single row QCQPs where lifting can be accomplished using affine functions of the fixed variables.

Definition 1. A set $Q$ is a bipartite bilinear set if it is of the form

$$S = \left\{ (x, y) \in [0, 1]^m \times [0, 1]^n \mid x^TQy + a^Tx + b^Ty \geq c \right\},$$

where $Q \in \mathbb{R}^{m \times n}$, $a \in \mathbb{R}^m$, $b \in \mathbb{R}^n$, and $c \in \mathbb{R}$.

Let $S$ be a bipartite bilinear set. Given $C \times D \subset [m] \times [n]$ and $\bar{x}_i, \bar{y}_j \in \{0, 1\}$ for $i \in [m] \setminus C$, $j \in [n] \setminus D$, assume that inequality $h(x_C, y_D) \geq r$ is valid for $\{(x, y) \in S \mid x_{[m] \setminus C} = x_{[m] \setminus C}, y_{[n] \setminus D} = y_{[n] \setminus D} \} \neq \emptyset$, where $h$ is a concave function defined on $[0, 1]^{[C] + [D]}$. Then, for any $k \in [m] \setminus C$, there exists a finite $f_k \in (-\infty, \infty)$ for which $h(x_C, y_D) + f_k x_k \geq r + f_k \bar{x}_k$ is valid for $\{(x, y) \in S \mid x_{([m] \setminus C) \setminus \{k\}} = x_{([m] \setminus C) \setminus \{k\}}, y_{[n] \setminus D} = y_{[n] \setminus D} \}$. 

Remark 1. The result of Theorem 2.1 can be applied iteratively to all the fixed variables one at a time to obtain a valid inequality for $S$. Theorem 2.1 holds even when the bounds on variables are not $[0, 1]$, since we can always rescale and translate variables.

The proof of Theorem 2.1 is presented in Section 3 and uses calculations similar to those presented in Example 1. In particular, using a characterization of extreme points of the bipartite bilinear set $S$, the proof reduces to establishing the result for three-variable problems where one of the variables is fixed. For a three-variable problem, a number of cases have to be analyzed to verify that the optimal value of an optimization problem similar to (2) is finite. The proof can be turned into an algorithm to compute the lifting coefficients, although not necessarily an efficient or practical one.

Theorem 2.1 assumes that, when variables $x$ and $y$ are fixed, they are fixed at their bounds (either 0 or 1.) When this assumption is not imposed, we show next through an example that lifting may not be possible.

Example 3. Consider the bipartite bilinear set $S = \{(x, y, \hat{x}) \in [0, 1]^3 \mid (x - 1/4)(y - 1/2) \geq \hat{x} + 1/4\}$. First, we argue that the seed inequality $x \geq 3/4$ is valid for the restriction of $S$ where $\hat{x} = 1/2$. This is clear as $|y - 1/2| \leq 1/2$ when $y \in [0, 1]$ and $|x - 1/4| < 1/2$ when $x < 3/4$. Next, we claim that there is no $\alpha \in \mathbb{R}$ such that $x + \alpha(\hat{x} - 1/2) \geq 3/4$ is valid for $S$. Assume by contradiction that $x + \alpha(\hat{x} - 1/2) \geq 3/4$ is valid for $S$ for some $\alpha \in \mathbb{R}$. Since $(x, y, \hat{x}) = (0, 0, 0) \in S$, we must have $-\alpha/2 \geq 3/4$. Since $(x, y, \hat{x}) = (1, 1, 1) \in S$, we must have $1 + \alpha/2 \geq 3/4$. This is the desired contradiction as the former expression requires that $\alpha \leq -3/2$ while the later requires that $\alpha \geq -1/2$.

2.2 A framework for sequence-independent lifting

Given a set of variables fixed at their bounds and a seed inequality for the corresponding restriction, a valid inequality for the original problem can be obtained by lifting each fixed variable one at the time. This computationally demanding process requires the solution of a non-convex nonlinear optimization problem, similar to (2), to lift each variable. It results in a lifted inequality whose form depends on the order in which variables are lifted. Next, we study situations where the lifting inequality obtained does not depend on the order in which variables are lifted. In particular, we develop a subadditive theory for lifting in QCQPs that is inspired by that originally developed in MILP in [54]. We consider the special case of separable bipartite bilinear constraints.

Definition 2. A set $Q$ is a separable bipartite bilinear set if it is of the form

$$Q := \left\{ (x, y) \in [0, 1]^n \times [0, 1]^n \mid \sum_{i=1}^n a_i x_i y_i \geq d \right\},$$

for some $d$ and $a_i \in \mathbb{R}$ for $i \in [n]$, i.e., variables $x_i$ and $y_i$, for $i \in [n]$, appear in only one term.

---

1We use the term bipartite, perhaps redundantly, to highlight that variables can be divided into two groups, such that any degree two term comes from product of variables one each from these two groups [26].
In the separable case, it is natural to lift each pair of variables \( x_i \) and \( y_i \) together. Next, we derive conditions that guarantee that the form of the lifted inequality obtained is independent of the order in which these pairs are lifted. This result is obtained, as is common in MILP, by deriving a subadditive upper bound on the lifting function of the seed inequality, from which all lifting coefficients can be derived.

**Definition 3.** Let \( Q \) be a separable bipartite bilinear set. Assume that \( \Lambda = \{ I, J_0, J_1 \} \) is a partition of \([n]\) (i.e., \( I \cup J_0 \cup J_1 = [n] \) with \( I \cap J_0 = I \cap J_1 = J_0 \cap J_1 = \emptyset \)) and that \( h(x_1, y_1) \geq r \), is a valid inequality for \( \{(x, y) \in Q \mid x_{J_0} = y_{J_0} = 0, \ x_{J_1} = y_{J_1} = 1\} \). For \( \delta \in \mathbb{R} \), we define the lifting function of the seed inequality as

\[
\phi(\delta) := \max \left\{ r - h(x_1, y_1) \mid \sum_{i \in I} a_i x_i y_i \geq (d - \sum_{i \in J_0} a_i) - \delta, \ (x_1, y_1) \in [0,1]^{2|I|} \right\}.
\]

Structured approximations of lifting functions allow for simple lifting of inequalities as described next in Proposition 1, whose proof can be found in Section 5.

**Proposition 1.** Let \( Q \) be a separable bipartite bilinear set and let \( \Lambda = \{ I, J_0, J_1 \} \) be a partition of \([n]\). Let \( \phi \) be the lifting function of seed inequality \( h(x_1, y_1) \geq r \) for \( \{(x, y) \in Q \mid x_{J_0} = y_{J_0} = 0, \ x_{J_1} = y_{J_1} = 1\} \) where \( h \) is a concave function. Assume there exists \( \psi: \mathbb{R} \mapsto \mathbb{R} \) and concave functions \( \gamma_i: \mathbb{R}^2 \mapsto \mathbb{R} \) for \( i \in J_0 \cup J_1 \) such that

1. \( \psi(\delta) \geq \phi(\delta), \ \forall \delta \in \mathbb{R} \);
2. \( \psi \) subadditive, (i.e., \( \psi(\delta_1) + \psi(\delta_2) \geq \psi(\delta_1 + \delta_2), \ \forall \delta_1, \delta_2 \in \mathbb{R} \)) with \( \psi(0) = 0 \);
3. \( \text{for } i \in J_0, \ \gamma_i(x, y) \geq \psi(a_i xy), \forall (x, y) \in [0,1]^2 \),
4. \( \text{for } i \in J_1, \ \gamma_i(x, y) \geq \psi(a_i xy - a_i), \forall (x, y) \in [0,1]^2 \).

Then, the lifted inequality \( h(x_1, y_1) + \sum_{i \in J_0 \cup J_1} \gamma_i(x_i, y_i) \geq r \) is a valid convex inequality for \( Q \).

The statement of Proposition 1 does not specify the type of functional forms \( \gamma_i(x_i, y_i) \) to use in ensuring that conditions [iii] and [iv] are satisfied. It is however clear from the definition that choosing \( \gamma_i(x_i, y_i) \) to be the concave envelope of \( \psi(a_i x_i y_i) \) over \([0,1]^2\) when \( i \in J_0 \), and the concave envelope of \( \psi(a_i x_i y_i - a_i) \) over \([0,1]^2\) when \( i \in J_1 \) is the preferred choice for \( \gamma_i \).

**Remark 2.** While we state the result of Proposition 1 for a set \( Q \) defined by a single separable bipartite bilinear constraint, a similar result would also hold for sets defined by multiple separable bipartite bilinear constraints.

### 2.3 A seed inequality from a minimal covering set

To generate lifted inequalities for separable bipartite bilinear sets, we focus next on a family of restrictions we refer to as minimal covering sets. For such minimal covering sets, we introduce a provably strong convex, second-order cone representable valid inequality. We use this inequality as the seed in our lifting procedures.

**Definition 4.** Let \( k \in \mathbb{Z}_+ \) be a positive integer. We say that \( a_i \in \mathbb{R} \) for \( i \in [k] \) form a minimal cover of \( d \in \mathbb{R} \), if (i) \( a_i > 0 \) for all \( i \in [k] \), \( d > 0 \), (ii) \( \sum_{i=1}^{k} a_i > d \), (iii) \( \sum_{i \in K} a_i \leq d, \ \forall K \subseteq [k] \). For a separable bipartite bilinear set \( Q \), we say that a partition \( \Lambda = \{ I, J_0, J_1 \} \) of \([n]\), where \( I \neq \emptyset \), is a minimal cover yielding partition if: \( a_i \) for \( i \in I \) form a minimal cover of \( d^I := d - \sum_{i \in J_1} a_i \). For a minimal cover yielding partition, we let \( J_0^I := \{ i \in J_0 \mid a_i > 0 \}, \ J_1^I := \{ i \in J_1 \mid a_i < 0 \}; \) we define \( J_0^> \) and \( J_1^> \) similarly.

**Remark 3.** When \( k \geq 2 \), conditions (ii) and (iii) in the definition of minimal cover imply condition (i). For example, if \( a_i \leq 0 \) for some \( i \in [k] \), then (ii) implies \( \sum_{j \in [k]\setminus\{i\}} a_j > d \), contradicting (iii). Now (iii) together with \( a_i > 0 \) for \( i \in [k] \) implies \( d > 0 \).

**Notation 1.** Assuming that \( a_i \) for \( i \in [n] \) form a minimal cover of \( d \), we use (i) \( \Delta := \sum_{i=1}^{n} a_i - d \), (ii) \( d_i := d - \sum_{j \in [n]\setminus\{i\}} a_j \), (iii) \( I^> := \{ i \in [n] \mid a_i > \Delta \}, \ (iv) \text{ when } I^> \neq \emptyset, \text{ to be any index in } I^> \text{ such that } a_{i_0} = \min\{a_i \mid i \in I^> \}. \)
For a minimal cover, conditions (ii) and (iii) in Definition 4 imply that \( \Delta > 0 \) and \( a_i \geq \Delta \) for all \( i \in [n] \), respectively. Simple computations show that \( d_i = a_i - \Delta \).

Our overall plan is the following. We will fix \( x_i = y_i = 0 \) for \( i \in J_0 \) and \( x_iy_i = 1 \) for \( i \in J_1 \). Then, we will find a valid seed inequality for the set where the coefficients form a minimal cover. Finally, we will lift this seed inequality. One key reason to generate cuts from a seed inequality corresponding to a minimal cover is the following result.

For a nonempty separable bilinear set \( Q \), either there exists at least one minimal cover yielding partition or \( \text{conv}(Q) \) is polyhedral.

Loosely speaking, the proof of Theorem 2.3 which is given in Section 6 is based on showing that if there is no minimal cover yielding partition, then \( Q \) is “almost” a packing-type set, i.e., a set of the form \( \{(x, y) \in [0, 1]^{2n} \mid \sum_{i=1}^{n} a_ix_iy_i \leq d \} \) where \( a_i \)s are non-negative. For packing sets \( Q \), [48] shows that \( \text{conv}(Q) = \text{proj}_{x,y}(G) \) where

\[
G = \left\{ (x, y, w) \in [0, 1]^{3n} \mid \sum_{i=1}^{n} a_iw_i \leq d, \ x_i + y_i - 1 \leq w_i, \ \forall i \in [n] \right\}.
\]

We say “almost”, since there are non-packing sets such as \( S := \{(x, y) \in [0, 1]^2 \mid x_1y_1 - 100x_2y_2 \geq -98\} \), where there is no partition that yields a minimal cover. Such sets are “overwhelmingly” like a packing set; in the case of the example, it is a perturbation of the packing set \( \{(x_2, y_2) \in [0, 1]^2 \mid 100x_2y_2 \leq 98\} \). For such sets it is not difficult to show that \( \text{conv}(S) \) is polyhedral.

Since the main focus of this paper is the study of lifted convex (nonlinear) inequalities and since in the packing case the convex hull is trivially obtained using McCormick inequalities [59], the remainder of the paper will concentrate on the case where there exists a minimal cover yielding partition.

Associated with a minimal cover is a convex valid inequality that we present next.

Consider the separable bipartite bilinear minimal covering set as presented in Definition 2 where \( a_i \), \( i \in [n] \) form a minimal cover of \( d \). Then, the bilinear cover inequality is valid for \( Q \):

\[
\sum_{i=1}^{n} \frac{\sqrt{a_i}}{\sqrt{d_i}} (\sqrt{x_iy_i} - 1) \geq -1.
\]

Our proof of Theorem 2.3, which is presented in Section 7, uses techniques from disjunctive programming [8] and an “approximate version” of Fourier-Motzkin projection. In particular, using the minimal covering property of the coefficients and a characterization of the extreme points of bipartite bilinear sets [26], we obtain \( n \) second-order cone representable sets whose union contains all the extreme points separable bipartite bilinear set. Next we write an extended formulation [8] [15] of the convex hull of the union of these sets. Finally, we use the Fourier-Motzkin procedure to project out the auxiliary variables of the extended formulation one at a time. This procedure works to project out most of the variables. The last step however requires a relaxation to be constructed so that projection can be carried in closed-form. Finally we obtain an inequality that is in fact stronger than \( \text{[3]} \).

Inequality \( \text{[3]} \) can be viewed as a strengthening of an inequality presented in [53] for the set \( Q^{\text{relax}} \) obtained from \( Q \) by relaxing upper bounds on variables, i.e., \( Q^{\text{relax}} := \{(x, y) \in \mathbb{R}^{2n}_+ \mid \sum_{i=1}^{n} a_ix_iy_i \geq d \} \), where \( a_i > 0 \) for \( i \in [n] \) and \( d > 0 \). The convex hull of \( Q^{\text{relax}} \) is shown in [53] to be described by nonnegativity constraints together with

\[
\sum_{i=1}^{n} \frac{\sqrt{a_i}}{\sqrt{d}} \sqrt{x_iy_i} \geq 1.
\]

The ensuing proposition, whose proof we skip due to lack of space shows that \( \text{[3]} \) improves on \( \text{[4]} \). It essentially proceeds by comparing the coefficients of variable pairs \( \sqrt{x_iy_i} \) inside of the inequalities. Moreover, if \( n \geq 2 \) and there exists \( i \in [n] \) such that \( d_i > 0 \), then \( \text{[3]} \) strictly dominates \( \text{[4]} \).

**Proposition 2.** Inequality \( \text{[4]} \) is dominated by \( \text{[3]} \) over the 0 – 1 box, i.e.,

\[
\{ (x, y) \in [0, 1]^{2n} \mid \text{[4]} \} \supseteq \{ (x, y) \in [0, 1]^{2n} \mid \text{[3]} \}.
\]
Even though Proposition 2 hints at the strength of the bilinear cover inequality, it can be easily verified that (3) does not produce the convex hull of \( Q \). However, there are a number of reasons to use this inequality as a seed for lifting. The first reason is that, not only is inequality (3) second-order cone representable, we only need to introduce one extra variable representing \( \sqrt{x_i y_i} \) for each \( i \in [n] \), to write it as a second-order cone representable set. Apart from the convenience of using this inequality within modern conic solvers, the main reason for considering it as a seed inequality is its strength. In particular, we prove next that (3) provides a constant factor approximation of the convex hull of the original set.

Let \( Q \) be a bipartite bilinear minimal covering set Let \( R := \{(x, y) \in \mathbb{R}^{2n} \mid (3) \}. Then (4 \cdot R) \cap [0, 1]^{2n} \subseteq \text{conv}(Q) \subseteq R \cap [0, 1]^{2n}. Since R is a set of the covering type (that is, its recession cone is the non-negative orthant), we have that 4 \cdot R \subseteq R. The proof of Theorem 2.3 which is given in Section 8 is based on optimizing linear functions with non-negative coefficients on \( R \) and \( Q \) and proving a bound of 4 on the ratio of their optimal objective function values.

### 2.4 Lifting the bilinear cover inequality

We now follow the framework of Proposition 1 to perform sequence-independent lifting of the bilinear cover inequality. The first step is to study the lifting function.

Let \( \phi \) be the lifting function for valid inequality (3). Define

\[
\psi(\delta) := \begin{cases} 
    l_+ (\delta + \Delta) - 1 & \text{if } l_+ \frac{\sqrt{a_{i_0}} + \sqrt{d_{i_0}}}{\Delta \sqrt{d_{i_0}}} \text{ exists and } l_+ = \frac{1}{\Delta} \text{ otherwise.} \\
    \text{otherwise. Then } (i) \quad & l_+ \geq l_2 > 0, \\
    (ii) \quad & \psi(\delta) \text{ is subadditive over } \mathbb{R} \text{ with } \psi(0) = 0, \text{ and} \\
    (iii) \quad & \phi(\delta) \leq \psi(\delta) \text{ for } \delta \in \mathbb{R}. 
\end{cases}
\]

where \( l_+ = \frac{1}{\Delta} \) and where \( l_+ = \frac{\sqrt{a_{i_0}} + \sqrt{d_{i_0}}}{\Delta \sqrt{d_{i_0}}} \) if \( a_{i_0} \) exists and \( l_+ = \frac{1}{\Delta} \) otherwise.

Although computing the lifting function for an arbitrary valid inequality, in general, appears to be a difficult task, the bilinear cover inequality (3) has sufficient structure that we can derive a strong subadditive upper bound in Theorem 2.4. The key to proving Theorem 2.4 as we show in Section 9 is to first obtain the lifting function exactly in a region around the origin, and to argue that the linear upper bound of the lifting function for this region upper bounds the lifting function globally. Figure 1 presents examples of the lifting function \( \phi \), and the upper bound \( \psi \) we derived in Theorem 2.4 for the cases when \( a_{i_0} \) exists and for the case when it does not.

We observe in Figure 1 that the lifting function is not subadditive since it is convex in a neighborhood of the origin. Therefore, building a subadditive approximation is required to achieve sequence-independent lifting.

Building on the subadditive upper bound obtained in Theorem 2.4, we are now able to lift the bilinear cover inequality in a sequence-independent manner.

Consider the separable bipartite bilinear set presented in Definition 2. Let \( \Lambda = \{I, J_0, J_1\} \) be a minimal cover yielding partition and let \( \Delta, a_{i_0}, d_i, l_+, l_- \) be defined as in Theorems 2.3 and 2.4 (We clarify that they are calculated using \( d^\Lambda \) instead of \( d \)). Let \( J_0^+, J_0^-, J_1^+ \), and \( J_1^- \) be as in Definition 4. Then inequality

\[
\sum_{i \in I} \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} (\sqrt{x_i y_i} - 1) + \sum_{i \not \in I} \gamma_i(x_i, y_i) \geq -1, 
\]

is valid for \( Q \) where \( \gamma_i : \mathbb{R}^2 \to \mathbb{R} \) for \( i \in [n] \setminus I \) are the concave functions:

(i) \( \gamma_i(x, y) = l_+ a_i \min\{x, y\} \) for \( i \in J_0^+ \); 
(ii) \( \gamma_i(x, y) = -l_+ a_i \min\{2 - x - y, 1\} \) for \( i \in J_1^- \); 
(iii) \( \gamma_i(x, y) = \min\{l_- a_i (x + y - 1), l_+ a_i (x + y - 1) + l_+ \Delta - 1, 0\} \) for \( i \in J_0^- \);
Therefore, the inequality
(iv) \( \gamma_i(x, y) = \min \{ \tilde{g}_i(x, y), \tilde{h}_i(x, y), g_i(x, y), h_i(x, y) \} \), for \( i \in J_1^+ \) with \( a_i \geq a_{i_0} \) when \( I^+ \neq \emptyset \), and \( \gamma_i(x, y) = \min \{ \tilde{g}_i(x, y), \tilde{h}_i(x, y) \} \) in all other cases where \( i \in J_1^+ \), with
\[
\begin{align*}
\tilde{g}_i(x, y) &= l_+ a_i (\min \{ x, y \} - 1) + l_+ \Delta - 1 \\
\tilde{h}_i(x, y) &= l_- a_i (\min \{ x, y \} - 1) \\
g_i(x, y) &= \sqrt{a_i} - \sqrt{a_i l_+ \sqrt{x y} - l_+(a_i - \Delta)} - 1 \\
h_i(x, y) &= \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} (\sqrt{x y} - 1).
\end{align*}
\]

We refer to inequality (iv) as lifted bilinear cover inequality. This inequality is second-order cone representable. The proof of Theorem 2.4 can be found in Section 10.

3 Future directions

The results presented in this paper open up new avenues for generating cutting-planes for QCQPs. They also raise new theoretical and computational questions that can be investigated. To illustrate this assertion, we revisit Example 2 next.

Example 4. Consider \( S := \{ (x_1, x_2) \in [0, 1]^2 \mid -x_1^2 - (x_2 - 0.5)^2 \geq -0.5^2 \} \) with the same fixing as in Example 2, i.e., \( x_2 = 0 \). For the associated restriction \( S|_{x_2 = 0} \), consider the seed inequality \(-x_1 \geq 0\).

In contrast to our earlier discussion, consider now the problem of lifting this seed inequality into an inequality of the form \(-x_1 + \alpha \sqrt{x_2} \geq 0\). Finding the values of \( \alpha \) that generate a valid inequality is equivalent to solving the problem
\[
\alpha^* := \sup \left\{ \frac{x_1}{\sqrt{x_2}} \mid -x_1^2 - (x_2 - 0.5)^2 \geq -0.5^2, \ x_1 \in [0, 1], \ x_2 \in (0, 1) \right\}.
\]

Using constraint \(-x_1^2 - (x_2 - 0.5)^2 \geq -0.5^2 \) we can bound the objective function as:
\[
\frac{x_1}{\sqrt{x_2}} \leq \frac{0.5^2 - (x_2 - 0.5)^2}{\sqrt{x_2}} = \frac{\sqrt{1 - x_2} (x_2)}{\sqrt{x_2}} = \sqrt{1 - x_2}. \]

It follows that selecting \( \alpha \geq \alpha^* = 1 \) yields a valid inequality for \( S \). Note first that \( \alpha < 0 \) leads to an invalid inequality since \((x_1, x_2) = (0, 0.5)\) is a feasible point. Moreover, any \( \alpha \in [0, 1) \) yields an invalid inequality, since the point \((x_1, x_2)\) where \( x_1 = \sqrt{x_2 (1 - x_2)} \) and \( x_2 = 1 - (1 + \alpha)^2 \) is feasible. Therefore, the inequality \(-x_1 + \sqrt{x_2} \geq 0\) is the strongest such lifted inequality.
The above example raises the question of obtaining a complete characterization of when one can accomplish lifting, i.e., of generalizing Theorem 2.1 to situations where the functional form of the lifted variable is not necessarily linear. It would also be valuable to develop a theory to accomplish sequence-independent lifting in the more general case of bipartite bilinear programs, instead of just the separable case. On the computational side, one key question is to understand the complexity of separating the lifted bilinear cover inequality presented in Theorem 2.4 and to design efficient computational schemes to perform separation. Finally, extensive numerical experiments should be conducted to understand the practical strength of these inequalities and to determine how useful they can be in the solution of QCQPs. Given the strength of the seed inequality, we are hopeful that these lifted inequalities could yield nontrivial dual bound improvements.

4 Proof of Theorem 2.1

Theorem 2.1 Without loss of generality, we assume that we lift a component of the variable \( x \), say \( x_k \) with \( k \in \{0, 1\} \). In addition, we assume \( \tilde{x}_k = 0 \); if not we may perform the operation \( x_k \leftarrow 1 - x_k \) and \( f_k \leftarrow -f_k \).

In order to find a lifting coefficient, we examine the following optimization problem

\[
\begin{align*}
    u_k(x_k) := & \frac{1}{x_k} \max r - h(x_c, y_D) \\
    & \text{s.t. } x^T Q y + a^T x + b^T y \geq c, \\
    & \quad x_c, y_D \in [0, 1], \quad x_{[m] \setminus C \setminus \{k\}} = \tilde{x}_{[m] \setminus C \setminus \{k\}}, \quad y_{[n] \setminus D} = \tilde{y}_{[n] \setminus D}.
\end{align*}
\]

Now note that \( u_k^* = \sup_{x_k \in \{0, 1\}} u_k(x_k) \), assuming it exists, is a valid the coefficient for lifting, i.e., \( h(x_c, y_D) + u_k^* x_k \geq r \) is a valid lifted inequality. Any coefficient larger than \( u_k^* \) is also valid for lifting.

From the concavity of \( h \) (i.e., convexity of \( h - r \)), for any specific \( x_k \) the optimal solution must be an extreme point. According to [20], all extreme points satisfy the following property: except one pair of \((x_i, y_j)\), all other \( x_i', y_j' \) pairs will be equal to either 0 or 1. Thus, for any pair of partitions \( \{i\} \cup I_0 \cup I_1 = C \) (denoted by \( I \)) and \( \{j\} \cup J_0 \cup J_1 = D \) (denoted by \( J \)), define

\[
\begin{align*}
    u_{I, J}(x_k) := & \frac{1}{x_k} \max r - h(x_c, y_D) \\
    & \text{s.t. } x^T Q y + a^T x + b^T y \geq c, \\
    & \quad x_i, y_j \in [0, 1], \quad x_{I_0} = 0, x_{I_1} = 1, y_{J_0} = 0, y_{J_1} = 1, \\
    & \quad x_{[m] \setminus C \setminus \{k\}} = \tilde{x}_{[m] \setminus C \setminus \{k\}}, \quad y_{[n] \setminus D} = \tilde{y}_{[n] \setminus D}.
\end{align*}
\]

We clearly have \( u_k(x_k) = \max_{I, J} u_{I, J}(x_k) \). In addition, observe that \( u_k^* = \max_{I, J} u_{I, J}^* \) where \( u_{I, J}^* = \sup_{x_k \in \{0, 1\}} u_{I, J}(x_k) \). Therefore in order to prove that \( u_k^* < \infty \), it is sufficient to show that for any partition \( I, J, u_{I, J}^* < \infty \). Therefore, we now focus on one instance of such partitions.

We define \( \tilde{x} \in \mathbb{R}^m \) and \( \tilde{y} \in \mathbb{R}^n \) as: \( (\tilde{x}_{I, J})_{I_0 \cup \{i\}} = 0, (\tilde{x}_{I, J})_{I_1} = 1, (\tilde{y}_{I, J})_{J_0 \cup \{j\}} = 0, (\tilde{y}_{I, J})_{J_1} = 1 \). In addition, define \( r_{I, J} := r - p_{I_1}^T 1_{I_1} - q_{I_1}^T 1_{I_1}, c_{I, J} := c - a^T \tilde{x}_{I, J} - b^T \tilde{y}_{I, J} - \tilde{x}_{I, J}^T Q \tilde{y}_{I, J}, a_{I, J} := a_i + Q_i \cdot \tilde{y}_{I, J}, b_{I, J} := b_j + \tilde{x}_{I, J}^T Q s_j, a_{I, J} := a_k + Q_k \cdot \tilde{y}_{I, J} \) so that we have equivalently

\[
\begin{align*}
    u_{I, J}(x_k) := & \frac{1}{x_k} \max r_{I, J} - h_{I, J}(x_i, y_j) \\
    & \text{s.t. } q_{I, J} x_i y_j + a_{I, J} x_i + b_{I, J} y_j + a_{I, J} k x_k + q_{I, J} x_k y_j \geq c_{I, J}, \\
    & \quad (x_i, y_j) \in [0, 1]^2.
\end{align*}
\]

where \( h_{I, J} \) is \( h \) after the appropriate restriction. Note that \( h_{I, J} \) is concave. As we are focusing on the pair of partitions \( I, J \), for simplicity we rewrite the problem as

\[
\begin{align*}
    u(\tilde{x}) := & \frac{1}{\tilde{x}} \max_{x, y} r - h(x, y) \\
    & \text{s.t. } q xy + ax + by + a\tilde{x} + \hat{q}\tilde{x} y \geq c, \quad (x, y) \in [0, 1]^2,
\end{align*}
\]

and \( u^* := \sup_{x \in \{0, 1\}} u(\tilde{x}) \). It remains to prove \( u^* < \infty \).
For any $\epsilon \in (0, 1]$ and $\hat{x} \in [\epsilon, 1]$, we have
\[
u(\hat{x}) = \max_{x,y} \left\{ \frac{1}{\hat{x}}(r - h(x, y)) \mid qxy + ax + by + \hat{a}\hat{x} + \hat{q}\hat{y} \geq c, \ (x, y) \in [0,1]^2 \right\},
\]
\[
\leq \max_{x,y} \left\{ \frac{1}{\hat{x}}(r - h(x, y)) \mid (x, y) \in [0,1]^2 \right\}
\]
\[
\leq \max_{x,y} \left\{ \max \left\{ \frac{1}{\epsilon}(r - h(x, y)), (r - h(x, y)) \right\} \mid (x, y) \in [0,1]^2 \right\}
\]
\[
= w < \infty.
\]

It is clear that $u(\hat{x}) \leq w < \infty$ for any $\hat{x} \in [\epsilon, 1]$. Therefore, to show that $u^* < \infty$, it is sufficient to show that $\limsup_{\hat{x} \downarrow 0} u(\hat{x}) < \infty$. We define
\[
v(\hat{x}) = \max r - h(x, y)
\]
\[
\text{s.t. } x \geq 0, \tag{7.1}
\]
\[
x \leq 1, \tag{7.2}
\]
\[
y \geq 0, \tag{7.3}
\]
\[
y \leq 1, \tag{7.4}
\]
\[
qxy + ax + by + \hat{a}\hat{x} + \hat{q}\hat{y} \geq c. \tag{7.5}
\]

Denote the feasible region of (7) as $S(\hat{x})$. Since $v(0) \leq 0$ (because the seed inequality is assumed to be valid for the restriction), one can prove that $\limsup_{\hat{x} \downarrow 0} u(\hat{x}) < \infty$ by showing that there exists $l < \infty$ such that
\[
v(\hat{x}) - v(0) \leq l\hat{x} + o(\hat{x}) \text{ for } \hat{x} \downarrow 0. \tag{8}
\]

We denote the feasible region of the above problem as $S(\hat{x})$.

For $i \in \{1, \ldots, 5\}$, we define $v_i(\hat{x})$ to be the optimal value of (7) where constraint (7i) is at equality. We use $S_i(\hat{x})$ to denote the corresponding feasible region. For example,
\[
v_0(\hat{x}) = \max \left\{ r - h(x, y) \right\} \text{ s.t. } (x, y) \in S_1(\hat{x})
\]
\[
= \max \left\{ r - h(x, y) \right\} \text{ s.t. } x = 0, (x, y) \in S(\hat{x})
\]
\[
= \max \left\{ r - h(0, y) \right\} \text{ s.t. } by + \hat{a}\hat{x} + \hat{q}\hat{y} \geq c, \ y \in [0,1].
\]

Note that $v(\hat{x}) = \max_{i \in \{1, \ldots, 5\}} \{v_i(\hat{x})\}$, since the objective function in computing $v(\hat{x})$ is maximizing a convex function, implying that there exists an optimal solution where at least one of the constraints (7.1)-7.5 is active.

Thus, to prove that $\limsup_{\hat{x} \downarrow 0} u(\hat{x}) < \infty$ it suffices to show that there exists $l < \infty$ such that
\[
v_i(\hat{x}) - v(0) \leq l\hat{x} + o(\hat{x}) \text{ for } \hat{x} \downarrow 0 \text{ for all } i \in \{1, \ldots, 5\}. \tag{8}
\]

The case of $v_1, v_2, v_3, v_4$: We present a proof of (8) for the case of $v_1$. The proof is similar for the cases of $v_2, v_3,$ and $v_4$.

First it is straightforward to verify that there exists a sufficiently small $\hat{x}_0 > 0$ such that for any $0 < \hat{x} < \hat{x}_0$, we have one of the following two cases: (i) $S_1(\hat{x}) \setminus S_1(0) = \emptyset$ (including the case $S_1(\hat{x}) = \emptyset$) and (ii) $S_1(\hat{x}) \setminus S_1(0) \neq \emptyset$, as, for sufficiently small $\hat{x}_0$, we may assume that it is impossible that $S_1(\hat{x}) \neq \emptyset = S_1(0)$.

(i) We have $v_1(\hat{x}) \leq v_1(0) \leq v(0) \leq 0$ (this holds even in the case when $S_1(\hat{x}) = \emptyset$ or $S_1(\hat{x}) = S_1(0) = \emptyset$, i.e., $v_1(\hat{x}) - v(0) \leq 0 \cdot \hat{x}$.

(ii) We consider two sub-cases:

(a) if $b = 0$, the feasibility of $\hat{x} = 0$ yields $c \leq 0$. Thus, we have $S_1(0) = [0,1] \supseteq S_1(\hat{x})$ for $\hat{x} \in (0, \hat{x}_0)$ (actually in case (i)).

2This is equivalent to saying $\limsup_{\hat{x} \downarrow 0} \frac{v(\hat{x}) - v(0)}{\hat{x}} \leq l$.
(b) if \( b \neq 0 \), assume first that \( b < 0 \). Then \( S_1(\hat{x}) = \{ y \in [0, 1] : y \leq (c - \hat{a}\hat{x})/(b + \hat{q}\hat{x}) \} \). We also denote \( \Delta(\hat{x}) := (c - \hat{a}\hat{x})/(b + \hat{q}\hat{x}) - c/b \) and since \( b < 0 \), we have that \( |d\Delta(\hat{x})/d\hat{x}| < \infty \) for \( \hat{x} = 0 \).

Since \( S_1(\hat{x}) \) is active, we have \( 0 \leq c/b < 1 \) as well as \( \Delta(\hat{x}) \geq 0 \).

Utilizing the fact that \( \Delta(\hat{x}) \in [0, 1 - c/b] \) (the upper bound from the fact that \( \hat{x} \) is assumed to be sufficiently small) and the concavity of \( h \), we obtain

\[
h\left(0, \frac{c}{b} + \Delta(\hat{x})\right) \geq \frac{\Delta(\hat{x})}{1 - c/b} h(0, 1) + \left(1 - \frac{\Delta(\hat{x})}{1 - c/b}\right) h\left(0, \frac{c}{b}\right). \tag{9}
\]

We now have

\[
v_1(\hat{x}) - v(0) \leq v_1(\hat{x}) - v_1(0) \\
\leq \max\{\{r - h(0, 0)\} - (r - h(0, 0)), \]
\(\{r - h(0, \Delta(\hat{x}) + c/b) - (r - h(0, c/b))\}\}
\leq \max\left\{0, \frac{h(0, c/b) - h(0, 1)}{1 - c/b} \Delta(\hat{x})\right\}
\leq \max\left\{0, \frac{h(0, c/b) - h(0, 1)}{1 - c/b} \frac{d\Delta(\hat{x})}{d\hat{x}}|_{\hat{x}=0} \hat{x} + o(\hat{x})\right\}, \quad (\hat{x} \downarrow 0)
\]

where the second inequality comes from the fact that \( v_1(\hat{x}) = \max\{r - h(0, 0), r - h(0, \Delta + c/b)\} \) and \( v_1(0) = \max\{r - h(0, 0), r - h(0, c/b)\} \), and the third inequality follows from \( \Delta(\hat{x}) \in [0, \infty) \), and the last equality follows from Taylor’s series expansion of \( \frac{h(0, c/b) - h(0, 1)}{1 - c/b} \Delta(\hat{x}) \) around \( \hat{x} = 0 \).

Thus, there exists \( l_1 < \infty \) such that \( v_1(\hat{x}) - v(0) \leq l_1 \hat{x} + o(\hat{x}) \) for \( \hat{x} \downarrow 0 \). A similar argument holds for the case of \( b > 0 \).

**The case of \( v_5 \):** If \( q = 0 \), then it is easy to see that there always exists an optimal solution to the optimization problem corresponding to computing \( v(\hat{x}) \) such that one of \([7.1]-[7.4]\) is active. Therefore if \( q = 0 \), it is sufficient to verify \([\ref{7.1}]-[\ref{7.4}]\) for \( v_1, v_2, v_3, \) and \( v_4 \) as \( v_5(\hat{x}) \leq \max\{v_1(\hat{x}), v_2(\hat{x}), v_3(\hat{x}), v_4(\hat{x})\} \).

Therefore, we consider the case of \( v_5 \) for \( q \neq 0 \). Without loss of generality assume that \( q > 0 \) or perform the transformation \( x \leftarrow 1 - x \). We in addition assume that \( q = 1 \) or we can scale all parameters by \( 1/q \). The problem can now be rewritten as

\[
v_5(\hat{x}) := \max_{(x, y) \in [0, 1]^2} r - h(x, y) \\
\text{s.t.} \quad (x + b + \hat{q}\hat{x})(y + a) = c + ab + (\hat{q}a - \hat{a})\hat{x}, \quad (x, y) \in [0, 1]^2.
\]

We denote its feasible region by \( S_5(\hat{x}) \).

The feasible region is the boundary of a hyperbola intersected with the \([0, 1]^2\) box. If both the connected components of the hyperbola intersect the \([0, 1]^2\) box, or \( c + ab + (\hat{q}a - \hat{a})\hat{x} \leq 0 \), then it is easy to see that there exists an optimal solution of the optimization problem corresponding to computation of \( v(\hat{x}) \) where at least one of \([7.1]-[7.4]\) is active, i.e., \( v_5(\hat{x}) \leq \max\{v_1(\hat{x}), v_2(\hat{x}), v_3(\hat{x}), v_4(\hat{x})\} \). So we can disregard this case as well and assume that only one of the connected components of the hyperbola is feasible, as well as \( c + ab + (\hat{q}a - \hat{a})\hat{x} \geq 0 \).

Note again that if \( S(0) = \emptyset \), then there exists \( \hat{x}_0 > 0 \) such that \( S(\hat{x}) = \emptyset \) for all \( \hat{x} < \hat{x}_0 \) and thus \( v_5(\hat{x}) \leq v(\hat{x}) \leq 0 \). Therefore we may assume that \( S(0) \neq \emptyset \). Let \( h^M := \max\{\max_{(x, y) \in [0, 1]^2} h(x, y, 0)\} \) and \( h^m := \min\{\min_{(x, y) \in [0, 1]^2} h(x, y, 0)\} \).

(i) We first consider the case when \( c + ab = 0 \). Feasibility of \( S(0) \) requires \( -b \in [0, 1] \) or \( -a \in [0, 1] \). In addition, as only one part of the hyperbola is feasible for \( S(\hat{x}) \) for \( \hat{x} > 0 \) (and sufficiently small), we obtain that either \( -a \not\in (0, 1) \) or \( -b \not\in (0, 1) \), and in addition \( \hat{q}a - \hat{a} \geq 0 \).

(a) If \( -a \not\in [0, 1] \) and \( -b \not\in [0, 1] \) (see Fig 2a), as clearly \( (x, -a) \in S(0) \), we have
\[ v_5(\hat{x}) - v(0) \leq \max \left\{ \max_{(x,y) \in S(0)} \begin{array}{rr} r - h(x,y) - v(0) \quad & \max_{(x,y) \in [0,1]^2 \setminus S(0)} \begin{array}{r} r - h(x,y) - (r - h(x,-a)) \end{array} \\ \text{s.t.} \quad & x + y + ax + by + \hat{a} x + \hat{q} x y = c \\ \end{array}, \quad \text{s.t.} \quad & xy + ay + b y + \hat{a} x + \hat{q} x y = c \end{array} \right\} \]

Thus, depending on the sign of \( b \) (i.e. sign of \( x + b + \hat{q} \hat{x} \) for sufficiently small \( \hat{x} \)), for \( (x,y) \in [0,1]^2 \setminus S(0) \) we have, using concavity of \( h \), either

\[ h(x,y) \geq \frac{\Delta(x,\hat{x})}{1+a} h(x,1) + (1 - \frac{\Delta(x,\hat{x})}{1+a}) h(x,-a) \geq \frac{\Delta(x,\hat{x})}{1+a} (h^m - h^l) + h(x,-a) \]

or

\[ h(x,y) \geq -\frac{\Delta(x,\hat{x})}{a} h(x,0) + (1 - \frac{\Delta(x,\hat{x})}{a}) h(x,-a) \geq -\frac{\Delta(x,\hat{x})}{a} (h^m - h^l) + h(x,-a) \]

where \( \Delta(x,\hat{x}) := \frac{(\hat{q}a - \hat{a}) \hat{x}}{x + b + \hat{q} \hat{x}} \) is greater than 0 in the first case and is less than 0 in the second. From the continuity of \( h \) we can get \( \xi \) independent of \( x \) and \( \hat{x} \) such that \( h(x,y) \geq h(x,-a) + \xi \Delta(x,\hat{x}) \).

Therefore, we conclude that

\[ v_5(\hat{x}) - v(0) \leq \max \left\{ 0, \max_{x \in [0,1]} -\xi \Delta(x,\hat{x}) \right\} = \max \left\{ 0, \max_{x \in [0,1]} -\xi \Delta(x,\hat{x}) \right\} \]

where the second equation comes from the monotonicity of \( \Delta(x,\hat{x}) \) on \( x \in [0,1] \) for sufficiently small \( \hat{x} \), due to the fact that \(-b \notin [0,1]\). Since \( x + b \neq 0 \), we have that \( \left| \max_{x \in [0,1]} \frac{-\xi \partial \Delta(x,\hat{x})}{\partial \hat{x}} \right| < \infty \).

Thus, there exists \( l < \infty \) such that \( v_5(\hat{x}) - v(0) \leq l \hat{x} + o(\hat{x}) \) for \( \hat{x} \downarrow 0 \).

(b) If \(-b \in [0,1] \) and \(-a \notin [0,1] \), a similar analysis can be conducted to obtain \( l < \infty \) such that \( v_5(\hat{x}) - v(0) \leq l \hat{x} + o(\hat{x}) \) for \( \hat{x} \downarrow 0 \).

(c) If \(-a = -b = 0 \) or \(-a = -b = 1 \), then \( S(0) = [0,1]^2 \) so that \( v_5(\hat{x}) - v(0) \leq 0 \).

(d) (Subcase 1) If \(-a = 0 \) with \(-b \in (0,1) \) (see Fig. 21), we have \( S(0) \supseteq [-b,1] \times [0,1] \) and \( S_5(\hat{x}) \subset [-b - \hat{q} \hat{x}, 1] \times [0,1] \) (since \( \hat{q}a - \hat{a} \hat{x} \geq 0 \)). Therefore, for \( \hat{q} \leq 0 \), \( v_5(\hat{x}) - v(0) \leq 0 \) and for \( \hat{q} > 0 \),

\[ v_5(\hat{x}) - v(0) \leq \max \left\{ \max_{(x,y) \in S(0)} \begin{array}{rr} r - h(x,y) - v(0) \quad & \max_{(x,y) \in [0,1]^2 \setminus S(0)} \begin{array}{r} r - h(x,y) - (r - h(b,-y)) \end{array} \\ \text{s.t.} \quad & x + y + ax + by + \hat{a} x + \hat{q} x y = c \\ \end{array}, \quad \text{s.t.} \quad & xy + ay + b y + \hat{a} x + \hat{q} x y = c \end{array} \right\} \]

Note that for \( x \in [-b - \hat{q} \hat{x}, -b] \), using concavity of \( h \), we have that

\[ h(x,y) \geq \frac{x}{b} h(-b,y) + \frac{-b - x}{-b} h(0,y) \geq \frac{-b - x}{-b} (h^m - h^l), \quad h(-b,y) \geq \frac{\hat{q} \hat{x}}{b} (h^m - h^l) + h(-b,y). \]

Thus \( v_5(\hat{x}) - v(0) \leq \max \left\{ 0, \frac{\hat{q} \hat{x} h^m - h^l}{b} \right\} \) and we obtain \( l < \infty \) such that \( v_5(\hat{x}) - v(0) \leq l \hat{x} \).

(Subcase 2) If \(-a = 1 \) with \(-b \in [0,1) \), this is the same as (i)(d) as we might perform \( x \leftarrow 1 - x \) together with \( y \leftarrow 1 - y \).
(e) (subcase 1) If \(-b = 0\) with \(-a \in (0, 1)\) (see Fig 2c), we have \(S(0) \subseteq ([0, 1] \times [-a, 1]) \cup \{0\} \times [0, 1]\) and \(S_5(\hat{x}) \subseteq ([0, 1] \times [-a, 1]) \cup ([0, -\hat{q} \hat{x}] \times [0, 1])\). For \(\hat{q} \geq 0\) we have \(S_5(\hat{x}) \subseteq S(0)\) so \(v_5(\hat{x}) - v(0) \leq 0\). For \(\hat{q} < 0\), we have

\[
v_5(\hat{x}) - v(0)
\leq \max \left\{ \max_{(x, y) \in S(0)} \left( r - h(x, y) - v(0) \right), \max_{(x, y) \in S(0)} \left( r - h(x, y) \right) \right\}
\]

For \((x, y) \in [0, -\hat{q} \hat{x}] \times [0, 1]\), using concavity of \(h\), we write

\[
h(x, y) \geq (1 - x)h(0, y) + xh(1, y) \geq h(0, y) - x(h(0, y) - h(1, y))
\]

Thus \(v_5(\hat{x}) - v(0) \leq \max \{0, \hat{q}(h^m - h^M)\hat{x}\}\) and we get \(l < \infty\) such that \(v_5(\hat{x}) - v(0) \leq l\hat{x}\).

(ii) We next consider the case when \(c + ab \neq 0\). As discussed above, we assume \(c + ab + (\hat{q}a - \hat{a})\hat{x} \geq 0\) for all \(\hat{x} > 0\) and sufficiently small, and thus \(c + ab > 0\). In addition, if \((x, y) \in S(\hat{x})\) for \(\hat{x} > 0\) sufficiently small, we have \(x > -b - \hat{q} \hat{x}, y > -a\) or \(x < -b - \hat{q} \hat{x}, y < -a\) but not both.

(a) In the case \(x < -b - \hat{q} \hat{x}, y < -a\) for \((x, y) \in S(\hat{x})\), we denote \(S'(0) = S(0) \cap \{(x, y) | y < -a, x < -b\} \subseteq S(0)\). Since \((0, 0) \in S'(0)\), we may assume \((1, 1) \notin S'(0)\), or \(S'(0) \supseteq [0, 1]^2\). Then clearly \(S(\hat{x}) \subseteq S(0)\) and therefore \(v_5(\hat{x}) \leq v(0) \leq 0\).

(Subcase 1) If \(S'(0) = \{(0, 0)\}\) (see Fig 2c), we have \(c = 0\) and \(a, b < 0\). Thus, for \(\hat{x}\), we obtain a curve between \((0, -\frac{\hat{a} \hat{x}}{b + \hat{q} \hat{x}})\) and \((-\frac{\hat{a} \hat{x}}{a}, 0)\). Thus, for any \((x, y)\) within the curve, from concavity of \(h\), it is clear that

\[
h(x, y) \geq \min \left\{ h(0, 0), h \left( 0, -\frac{\hat{a} \hat{x}}{b + \hat{q} \hat{x}} \right), h \left( -\frac{\hat{a} \hat{x}}{a}, 0 \right), h \left( -\frac{\hat{a} \hat{x}}{b + \hat{q} \hat{x}}, -\frac{\hat{a} \hat{x}}{a} \right) \right\}
\]

where the second inequality uses the concavity of \(h\) and the fact that for sufficiently small \(\hat{x}, -\frac{\hat{a} \hat{x}}{b + \hat{q} \hat{x}} + \frac{-\hat{a} \hat{x}}{h^M} \leq 1\), and \(\xi\) is a constant obtained by taking the derivative of the "max" term times \(h^m - h^M\) (since \(a, b < 0\), the term is differentiable.) Thus, by setting \(l = \xi\) we have \(v_5(\hat{x}) - v(0) \leq l\hat{x} + o(\hat{x})\) for all sufficiently small \(\hat{x}\).

(Subcase 2) If \(S'(0) \neq \{(0, 0)\}\), but \((0, 1), (1, 0) \notin S'(0)\) (see Fig 2e). Then the curve for \(\hat{x} = 0\) is between \((0, \hat{y})\) and \((\hat{x}, 0)\). We find \(\hat{x}, \hat{y}\) such that \((\hat{x}, \frac{\hat{y}}{2}), (\hat{x}, \frac{\hat{y}}{2})\) are within the curve. From the convex nature of one part of the hyperbola, it can be verified that \(\hat{y} > c/2\), \(\hat{x} > c/2a\). Consider \(x \in [0, \hat{x}]\) and
denote $y'(x) = (c - ax)/(x + b)$, noting that $(x, y'(x)) \in S(0)$ and

$$w_x(x, \hat{x}) := \max_y \{(r - h(x, y)) - v(0) \mid (x, y) \in S_5(\hat{x})\},$$

$$\leq \max \left\{ \max_y (r - h(x, y)) - v(0), \max_y (r - h(x, y)) - (r - h(x, y')) \mid \text{s.t.} \ (x, y) \in S(0), \ y + ax + by + \hat{a}x + \hat{c}y = c, \ (x, y) \in [0, 1]^2 \setminus S(0) \right\}$$

$$= \left\{ \begin{array}{ll}
\max\{0, h(x, y'(x)) - h(x, y'(x) + \Delta(x, \hat{x}))\} & \Delta(x, \hat{x}) \geq 0 \\
\Delta(x, \hat{x}) < 0 & \end{array} \right.$$

where

$$\Delta(x, \hat{x}) := \frac{c - ax - \hat{a}x}{x + b + \hat{q}x} - \frac{c - ax}{x + b} = \frac{ax\hat{q} - \hat{a}x - \hat{a}b - \hat{c}q}{(x + b + \hat{q}x)(x + b)},$$

while noting that if $\Delta(x, \hat{x}) < 0$, then $(x, y'(x) + \Delta(x, \hat{x})) \in S(0)$.

Note that $[0, \hat{x}] \subseteq \text{Proj}_\nu S'(0)$ and thus $x + b \geq 0$ for $x \in [0, \hat{x}]$ and therefore $0 < \hat{x} < \hat{x}_0$ sufficiently small, we obtain $\frac{\hat{a}x}{x + b} \geq -\frac{1}{2}$ or $2x + b + \hat{q}x \geq 1$ for any $x \in [0, \hat{x}]$. Thus for $\Delta(x, \hat{x}) \geq 0$,

$$\Delta(x, \hat{x}) \leq 2\frac{ax\hat{q} - \hat{a}x - \hat{a}b - \hat{c}q}{(x + b)^2} \hat{x} \leq \max_{x \in [0, \hat{x}]} \left\{ 2\frac{ax\hat{q} - \hat{a}x - \hat{a}b - \hat{c}q}{(x + b)^2} \right\} \hat{x} := l'_5, \hat{x}$$

while noting that continuity gives $l'_5, \hat{x} < \infty$ independent of $x$, $\hat{x}$.

Now for the case of $\Delta(x, \hat{x}) \geq 0$ we have that

$$h(x, y'(x)) - h(x, y'(x) + \Delta(x, \hat{x}))$$

$$\leq \frac{\Delta(x, \hat{x})}{1 - y'(x)} (h(x, y'(x)) - h(x, 1)) \leq \frac{\Delta(x, \hat{x})}{1 - y'(x)} (h^M - h^m)$$

$$\leq \frac{h^M - h^m}{\max_{x \in [0, \hat{x}]} \left\{ 1 \right\}} \max_{x \in [0, \hat{x}]} \Delta(x, \hat{x})$$

$$\leq \frac{h^M - h^m}{\max_{x \in [0, \hat{x}]} \left\{ 1 \right\}} \max_{x \in [0, \hat{x}]} l'_5, \hat{x}.$$
5 Proof of Proposition 1

Proposition 4 Consider any feasible solution \((x', y') \in Q\). Then

\[
\sum_{i \in J_0 \cup J_1} \gamma_i (x'_i, y'_i) \geq \sum_{i \in J_0} \psi(a_i x'_i y'_i) + \sum_{i \in J_1} \psi(a_i x'_i y'_i - a_i)
\]

\[
\geq \psi \left( \sum_{i \in J_0} a_i x'_i y'_i + \sum_{i \in J_1} (a_i x'_i y'_i - a_i) \right) \geq \phi \left( \sum_{i \in J_0} a_i x'_i y'_i + \sum_{i \in J_1} a_i x'_i y'_i - \sum_{i \in J_1} a_i \right)
\]

\[
= \max_{(x_i, y_i) \in [0,1]^{2n}} \left\{ r - h(x_i, y_i) \Bigg| \sum_{i \in I} a_i x_i y_i \geq d - \sum_{i \in J_0 \cup J_1} a_i x'_i y'_i \right\} \geq r - h(x'_i, y'_i),
\]

where the first inequality holds because of assumptions \((iii)\) and \((iv)\) the second inequality holds because assumption \((i)\) requires \(\psi(\cdot)\) to be subadditive over its range, the third inequality holds because assumption \((i)\) requires \(\psi(\cdot)\) to be an upper bound on \(\phi(\cdot)\), the equality holds from the definition of \(\phi(\cdot)\), and the last inequality is satisfied because \((x'_i, y'_i)\) is a feasible solution to the preceding optimization problem.

6 Proof of Theorem 2.3

Theorem 2.3 Suppose \(Q \neq \emptyset\). It follows from [26] that the extreme points of \(Q\) are such that \((x^*_i, y^*_i) \in \{0,1\}^2\) for all \(j \in [n]\{i\}\) for some \(i \in [n]\).

Assume first that \(Q\) has an extreme point \((x^*, y^*)\) where \(x^*_j y^*_j \neq \{0,1\}\) for some \(i \in [n]\) with \(a_i > 0\). Define the partition \(\Lambda\) with \(I = \{i\}, J_0 = \{j | x^*_j y^*_j = 0\}, \) and \(J_1 = \{j | x^*_j y^*_j = 1\} \). Since \(\sum_{j=1}^n a_j x^*_j y^*_j = d\), we have \(a_i > x^*_i y^*_i = d - \sum_{j \in J_1} a_j = d^4 > 0\). Since \(d^4 > 0\), we conclude that \(\Lambda\) is a minimal cover yielding partition.

Assume second that all extreme points \((x^*, y^*)\) are such that \((x^*_i, y^*_i) \in \{0,1\}^2\) for all \(i \in [n]\) with \(a_i > 0\). Denote \(I_+ = \{i \in [n] | a_i > 0\}\) and, for \(K_1, K_2 \subseteq I_+\), define

\[
Q_{K_1, K_2} := \text{conv} \left\{ (x, y) \in [0,1]^{2n} \Bigg| \begin{array}{l}
\sum_{i=1}^n a_i x_i y_i \geq d \\
x_i = 0, \ i \in K_1 \\
y_i = 0, \ i \in K_2 \\
x_1 = 1, \ i \in I_+ \setminus K_1 \\
y_1 = 1, \ i \in I_+ \setminus K_2
\end{array} \right\}.
\]

It is clear that \(\text{conv}(Q) = \text{conv}(\bigcup_{K_1, K_2 \subseteq I_+} Q_{K_1, K_2})\). Because, for any \(K_1, K_2 \subseteq I_+, Q_{K_1, K_2}\) is a polytope [18 Proposition 17], we conclude that \(\text{conv}(Q)\) is a polytope.

7 Proof of Theorem 2.3

Theorem 2.3 For \(i \in [n]\), define

\[
Q_i = \left\{ (x, y) \in [0,1]^{2n} \bigg| \begin{array}{l}
(x_j, y_j) = (1,1), \ \forall j \in [n]\{i\} \\
\sqrt{a_i} x_i y_i \geq \sqrt{d_i}
\end{array} \right\}.
\]

First observe that, because \(a_i\) for \(i \in [n]\) form a minimal cover, we have that \(a_i > d_i := d - \sum_{j \neq i} a_j \) for each \(i\). This implies that sets \(Q_i\) are nonempty. We next argue that \(\text{conv}(Q) = \text{conv}(Q_i)\) where \(Q := \bigcup_{i=1}^n Q_i\). To this end, consider any extreme point \((x, y)\) of \(Q\). Then [26] shows that there exists a partition \((I_0, I_1, \{i\})\) of \([n]\) such that \(x_i y_i = 0\) for \(j \in I_0\), \(x_i y_j = 1\) for \(j \in I_1\) and \(x_i y_j \in [0,1]\). Because \(a_i\) for \(i \in [n]\) form a minimal cover, it must be that \(|I_0| = 0\) as otherwise \(\sum_{j=1}^n a_j x_j y_j \leq \sum_{j \in I_1} a_j < d\). We conclude that \((x, y) \in Q_i\). Since \(Q\) is compact, it follows that \(\text{conv}(Q) \subseteq \text{conv}(Q_i)\). Further, since \(Q_i \subseteq \text{conv}(Q)\), it is clear that \(\text{conv}(Q) \subseteq \text{conv}(Q)\).

We now use disjunctive programming to obtain an extended formulation of \(\text{conv}(Q)\). This formulation introduces convex multipliers \(\lambda_i\) and copies \((x^i, y^i)\) of variables \((x, y)\) for each disjunct \(Q_i\). Because disjunct \(Q_i\)
yields constraints \(y_j^i = x_j^i = \lambda_i\) for \(j \neq i\), variables \(x_j^i\) and \(y_j^i\) for \(j \neq i\) can be eliminated from the formulation in favor of \(\lambda_i\). Renaming variables \(x_i^i\) as \(\hat{x}_i\), we obtain

\[
\begin{align*}
  x_j &= \hat{x}_j + \sum_{i \neq j} \lambda_i & \forall j \in [n] \\
y_j &= \hat{y}_j + \sum_{i \neq j} \lambda_i & \forall j \in [n] \\
\sqrt{a_i} \sqrt{x_i y_i} &\geq \sqrt{d_i} \lambda_i & \forall i \in [n] \\
\lambda_i &\geq \hat{x}_i, \hat{y}_i \geq 0 & \forall i \in [n] \\
\sum_{i=1}^{n} \lambda_i &= 1
\end{align*}
\]

because the constraint functions of each \(Q_i\) are positively homogeneous.

Using the fact that \(\sum_{i \neq j} \lambda_i = 1 - \lambda_j\), we obtain \(\hat{x}_j = x_j - (1 - \lambda_j)\) and \(\hat{y}_j = y_j - (1 - \lambda_j)\). Eliminating these variables from the formulation, we obtain

\[
\begin{align*}
\sqrt{a_i} \sqrt{(x_i - (1 - \lambda_i)) \cdot (y_i - (1 - \lambda_i))} &\geq \sqrt{d_i} \lambda_i & \forall i \in [n] \\
1 - \lambda_i &\leq x_i, y_i & \leq 1 & \forall i \in [n] \\
\sum_{i=1}^{n} \lambda_i &= 1.
\end{align*}
\]

Because projecting variables \(\lambda_i\) from the above formulation seems difficult, we relax the above set by using, for each \(i \in [n]\) the following inequality

\[
\sqrt{a_i} \sqrt{(x_i - (1 - \lambda_i))} \geq \sqrt{d_i} \lambda_i \geq \sqrt{a_i} \sqrt{(x_i - (1 - \lambda_i)) \cdot (y_i - (1 - \lambda_i))},
\]

which holds as \((\sqrt{x_i y_i} - (1 - \lambda_i))^2 \geq x_i y_i - (x_i + y_i)(1 - \lambda_i) + (1 - \lambda_i)^2 = (x_i - (1 - \lambda_i))(y_i - (1 - \lambda_i))\) where the first inequality is obtained by expanding the square and using the arithmetic-geometry mean inequality \(-2 \sqrt{x_i y_i} \geq -(x_i + y_i)\). Substituting (11) in (10), we obtain:

\[
\begin{align*}
  \lambda_i &\geq \frac{\sqrt{a_i}}{\sqrt{d_i}} (1 - \sqrt{x_i y_i}) & \forall i \in [n] \\
  \lambda_i &\geq 1 - x_i & \forall i \in [n] \\
  \lambda_i &\geq 1 - y_i & \forall i \in [n] \\
x_i, y_i &\leq 1 & \forall i \in [n] \\
\sum_{i=1}^{n} \lambda_i &= 1.
\end{align*}
\]

Using Fourier-Motzkin to project variables \(\lambda_i\), we obtain \((x, y) \in [0, 1]^{2n}\) together with

\[
\sum_{i=1}^{n} \max \left\{ \frac{\sqrt{a_i}}{\sqrt{d_i}} (1 - \sqrt{x_i y_i}), 1 - x_i, 1 - y_i \right\} \leq 1,
\]

which is a convex inequality. Retaining only the first term in the maximum for each pair \((x_i, y_i)\) and multiplying through by \(-1\) yields the weaker convex inequality \([3]\). \(\square\)

8 Proof of Theorem 2.3

In this section, we provide a proof of Theorem 2.3. We say that \(G \in \mathbb{R}^n\) is a set of the covering type if whenever \(\bar{x} \in G\), then \(\bar{x} \in G\) for all \(\bar{x} \in \mathbb{R}^n\) such that \(\bar{x} \geq \bar{x}\). Due to lack of space we skip the proof of the next proposition; see [17] for a similar result.

Proposition 3. Let \(B = [0, 1]^n\) and let \(G\) and \(H\) be sets of the covering type, such that \(\text{conv}(G \cap B) \subseteq H\). If there exists \(\theta \geq 1\), such that for any \(c > 0\), \(z^l \leq z^* \leq \theta z^l\), where \(z^* := \min\{c^T x | x \in G \cap B\}\) and \(z^l := \min\{c^T x | x \in H \cap B\}\), then \((\theta H) \cap B \subseteq \text{conv}(G \cap B)\).

Following Proposition 3, Theorem 2.3 will be proven if, for all \((p, q) \in \mathbb{R}^{2n}\),

\[
\begin{align*}
  z^* := \min \left\{ \frac{n}{\sum_{i=1}^{n} (p_i x_i + q_i y_i)} \left| \sum_{i=1}^{n} a_i x_i y_i \geq d, (x, y) \in [0, 1]^{2n} \right. \right\} \\
  z^l := \min \left\{ \frac{n}{\sum_{i=1}^{n} (p_i x_i + q_i y_i)} \left| \sum_{i=1}^{n} \frac{\sqrt{a_i}}{\sqrt{d_i}} (\sqrt{x_i y_i} - 1) \geq -1, (x, y) \in [0, 1]^{2n} \right. \right\}
\end{align*}
\]

satisfy \(z^l \leq z^* \leq 4z^l\). To this end, we prove first four ancillary results in Lemmas 14.
Assumption 1. \( p_i \geq q_i, \forall i \in [n] \).

Assumption 1 is without loss of generality as it can always be achieved by renaming variables \( x_i \) as \( y_i \), if necessary.

**Lemma 1.** For \( \alpha \in [0,1] \) and \( i \in [n] \), define

\[
\theta_i(\alpha) = \min \left\{ p_i x_i + q_i y_i \mid \sqrt{x_i y_i} = \alpha, (x_i, y_i) \in [0,1]^2 \right\}.
\]

Then, \( \theta_i(\alpha) = 0 \) when \( p_i = 0 \). Further, when \( p_i > 0 \),

\[
\theta_i(\alpha) = \begin{cases} 
2\sqrt{p_i q_i} \cdot \alpha & \text{when } \alpha \leq \frac{q_i}{p_i} \\
p_i \cdot \alpha^2 + q_i & \text{when } \alpha \geq \frac{q_i}{p_i}.
\end{cases}
\]

**Proof.** When \( p_i = 0 \), it follows from Assumption 1 that \( q_i = 0 \). The result holds trivially. For \( p_i > 0 \), setting \( x_i = \alpha^2/y_i \), we write \( \theta_i(\alpha) = \min\{p_i \alpha^2/y_i + q_i y_i | \alpha \leq y_i \leq 1\} \), a problem with linear constraints and a convex objective over \( \mathbb{R}_+ \). When \( q_i = 0 \), \( y_i^* = 1 \) is optimal and the result follows as \( x_i^* = \alpha^2 \). When \( q_i > 0 \), the problem has \( y_i^* = \sqrt{p_i/q_i} \alpha \geq \alpha \geq \alpha^2 \) as unique stationary point over \( \mathbb{R}_+ \). We conclude that \( y_i^* = \min\{y_i^*, 1\} \) is optimal for the constrained problem. \( \square \)

**Lemma 2.** Let \( \alpha_i^* := \sqrt{\frac{a_i}{\bar{a}_i}} \). Then, \( z^* = \min_{i \in [n]} \left\{ \sum_{j \in [n]\setminus\{i\}} (p_j + q_j) + \theta_i(\alpha_i^*) \right\} \).

**Proof.** Since an optimal solution to the problem defining \( z^* \) can always be chosen among the extreme points of \( Q \) and since the proof of Theorem 2.3 in Section 2 establishes that extreme points of \( Q \) belong to \( \bigcup_{i=1}^n Q_i \), we write that \( z^* = \min_{i \in [n]} \min\{p^T x + q^T y | (x, y) \in Q_i\} \). Points of \( Q_i \) satisfy \( x_j = y_j = 1 \) for \( j \neq i \) and \( a_i x_i y_i \geq d_i \). Since \( p_i \geq q_i \geq 0 \), it suffices to consider solutions that satisfy \( \sqrt{x_i y_i} = \sqrt{a_i/\bar{a}_i} = \alpha_i^* \) in the above problem, yielding the result. \( \square \)

Rearranging the variables if necessary, assume from now on that \( z^* = \sum_{i \in [n-1]} (p_i + q_i) + \theta_n(\alpha_n^*) \). As a consequence of this assumption and Lemma 2, we obtain that

\[
\theta_j(\alpha_j^*) + p_n + q_n \geq \theta_n(\alpha_n^*) + p_j + q_j, \quad \forall j \in [n].
\]  

(13)

**Lemma 3.** Let \( \tau_i(\alpha) = (p_i + q_i) \cdot \alpha^2 \). Then \( \tau_i(\alpha) \leq \theta_i(\alpha) \) for \( \alpha \in [0,1] \).

**Proof.** When \( p_i = 0 \), the result is clear. Assume therefore that \( p_i > 0 \). When \( \alpha \geq \sqrt{q_i/p_i} \), we write that \( \theta_i(\alpha) = p_i \alpha^2 + q_i \geq p_i \alpha^2 + q_i \alpha^2 = \tau_i(\alpha) \), where the inequality holds because \( \alpha \in [0,1] \). When \( \alpha \leq \sqrt{q_i/p_i} \) (or equivalently \( \sqrt{\bar{a}_i} \geq \sqrt{\bar{a}_i \alpha} \)), we write that \( \theta_i(\alpha) = 2\sqrt{q_i} \sqrt{\bar{a}_i} \alpha \geq 2p_i \alpha^2 \geq (p_i + q_i) \alpha^2 \), where the last inequality holds because \( p_i \geq q_i \geq 0 \). \( \square \)

**Lemma 4.** Assume that \( (x, y) \in [0,1]^{2n} \) satisfies (3), i.e., \( \sum_{i=1}^n \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} (\sqrt{x_i y_i} - 1) \geq -1 \). Define \( \alpha_i = \sqrt{x_i y_i} \) for \( i \in [n] \). Then (i) \( \alpha_i^* \leq \alpha_i \) for all \( i \in [n] \), (ii) \( \alpha_i < \frac{1}{2} \) for at most one \( i \in [n] \).

**Proof.** Statement (i) trivially holds, as any \( \sqrt{x_i y_i} < \alpha_i^* = \sqrt{a_i/\bar{a}_i} \) invalidates (3), even if we set \( x_j = y_j = 1 \) for \( j \in [n] \setminus \{i\} \). For (ii), assume by contradiction there exists distinct indices \( i_1 \) and \( i_2 \) in \( [n] \) such that \( \alpha_{i_1} < \alpha_{i_2} < \frac{1}{2} \). Then \( \sum_{i=1}^n \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} (\sqrt{x_i y_i} - 1) < \sum_{i \in \{i_1, i_2\}} \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} (-\frac{1}{2}) \leq \sum_{i \in \{i_1, i_2\}} (-\frac{1}{2}) = -1 \), which violates (3). \( \square \)

We are now ready to give a proof of Theorem 2.3 that inequality (3) yields strong bounds for optimization problems over \( Q \).

**Theorem 2.3.** Let \((\bar{x}, \bar{y})\) be an optimal solution for the relaxation defining \( z^\dagger \) and let \( \bar{\alpha}_i = \sqrt{\bar{x}_i \bar{y}_i} \). From Lemma 4, it is sufficient to consider the following three cases.
First assume that \( \tilde{\alpha}_j \leq \frac{1}{2} \) for some \( j < n \). Lemma 4 implies \( \tilde{\alpha}_i \geq \frac{1}{2} \) for \( i \neq j \). Then

\[
4z^i = 4 \sum_{i=1}^n \theta_i(\tilde{\alpha}_i) \geq 4 \left( \sum_{i \in [n] \setminus \{j\}} (p_i + q_i) \tilde{\alpha}_i^2 + \theta_j(\tilde{\alpha}_j) \right) \\
\geq 4 \left( \sum_{i \in [n] \setminus \{j\}} (p_i + q_i) \frac{1}{4} + \theta_j(\tilde{\alpha}_j) \right) = \sum_{i \in [n] \setminus \{j\}} (p_i + q_i) + 4 \theta_j(\tilde{\alpha}_j) \\
\geq \sum_{i \in [n] \setminus \{j,n\}} (p_i + q_i) + p_n + q_n \\
\geq \sum_{i \in \{j,n\}} (p_i + q_i) + p_j + q_j + \theta_n(\alpha_n^\ast) = z^\ast,
\]

where the first inequality holds because of Lemma 3, the second inequality holds because \( \alpha_i \geq \frac{1}{2} \) for \( i \neq j \), the third inequality is because \( \alpha_n^\ast \leq \tilde{\alpha}_j \) from Lemma 4, and because \( \theta_j \) is monotonically increasing, and the fourth inequality holds because of Lemma 13.

Second assume that \( \tilde{\alpha}_n \leq \frac{1}{2} \). Lemma 2 implies that \( \tilde{\alpha}_i \geq \frac{1}{2} \) for \( i < n \). Similarly, \( 4z^i = 4 \sum_{i=1}^n \theta_i(\tilde{\alpha}_i) \geq 4 \left( \sum_{i=1}^{n-1} (p_i + q_i) \tilde{\alpha}_i^2 + \theta_n(\tilde{\alpha}_n) \right) \geq 4 \left( \sum_{i=1}^{n-1} (p_i + q_i) \frac{1}{4} + \theta_n(\tilde{\alpha}_n) \right) = \sum_{i=1}^{n-1} (p_i + q_i) + 4 \theta_n(\tilde{\alpha}_n) \geq \sum_{i=1}^{n-1} (p_i + q_i) + \theta_n(\alpha_n^\ast) = z^\ast.

Finally assume that \( \tilde{\alpha}_i \geq \frac{1}{2} \) for all \( i \), and we use the same proof as just given. \( \square \) \( \square \)

9 Proof of Theorem 2.4

In this section, we provide a proof of Theorem 2.4 which gives a subadditive over-approximation to the lifting function of the minimal covering inequality. We first pose

Assumption 2. \( 0 < \Delta \leq a_1 \leq a_2 \leq \ldots \leq a_n. \)

Assumption 2 can always be achieved by reordering the variables since the notion of minimal cover requires that \( a_i \geq \Delta \) for \( i \in [n] \); see discussion following Notation 1.

We next present ancillary results in Lemmas 5-9 and Proposition 4 that are used in the derivation of the approximation of the lifting function. The proof of Lemma 5 is straightforward and can be obtained by investigating signs of derivatives.

Lemma 5. For \( u \geq \max\{\alpha, \beta\} \) where \( \alpha, \beta > 0 \), the function \( f(u) := \frac{\sqrt{u-a} - \sqrt{a}}{\sqrt{u-a} - \sqrt{a}} \) is decreasing when \( \alpha > \beta \) and increasing when \( \alpha < \beta \).

Lemma 6 establishes that the lifting function \( \phi(\delta) \) exhibits local convexity.

Lemma 6. Any point \( \delta \) of the lifting function \( \phi(\delta) \) corresponding to an optimal solution \((x, y)\) with at least one index \( i \) such that \( x_i y_i \in (0,1) \), is locally convex, i.e., there exists \( r > 0 \) and \( \xi \) such that \( \phi(\delta + \eta) \geq \phi(\delta) + \xi \eta \) for all \( \eta \in [-r, r] \).

Proof. Let \( \delta \) be a point for which an optimal solution \((\hat{x}, \hat{y})\) to the problem defining \( \phi(\delta) \) is such that \( \hat{x}_i \hat{y}_i \in (0,1) \). Define \( r = \min\{\hat{x}_i \hat{y}_i, 1 - \hat{x}_i \hat{y}_i\} / 2 > 0 \). Consider \( \eta \in [-r, r] \) and construct \((x, y)\) so that \( x_j = \hat{x}_j, y_j = \hat{y}_j \) for any \( j \neq i \) and \( x_i y_i = \hat{x}_i \hat{y}_i - \eta \). From the feasibility of \((\hat{x}, \hat{y})\) for \( \delta \), we conclude that \((x, y)\) is a feasible solution to the optimization problem defining \( \phi(\delta + \eta) \). Therefore,

\[
\phi(\delta + \eta) - \phi(\delta) \geq \frac{\sqrt{a_i}}{\sqrt{a_i} - \sqrt{d_i}} \left( \sqrt{\hat{x}_i \hat{y}_i} - \sqrt{x_i y_i - \eta} \right) \\
= \frac{a_i + \sqrt{a_i d_i}}{a_i - d_i} \left( \sqrt{\hat{x}_i \hat{y}_i} - \sqrt{\hat{x}_i \hat{y}_i - \eta} \right) \geq \frac{a_i + \sqrt{a_i d_i}}{2 \Delta \sqrt{\hat{x}_i \hat{y}_i}} \eta,
\]

where the last inequality holds because \( a_i - d_i = \Delta \) and because the concavity of the square root function over \( \mathbb{R}_+ \) implies that \( \sqrt{x_i y_i - \eta} \leq \sqrt{x_i y_i} - \frac{1}{2 \sqrt{x_i y_i}} \eta \). \( \square \) \( \square \)
To obtain the tightest linear over-approximation of $\phi(\delta)$ for $\delta \in (0, \infty)$, we next narrow down the set of points $\delta$ where function $\phi(\delta)/\delta$ can achieve a local maximum.

**Proposition 4.** Assume that $\delta > 0$ is a local maximizer of the function $\phi(\delta)/\delta$ and that $(\hat{x}, \hat{y})$ is an optimal solution to the problem defining $\phi(\delta)$. Then either

(i) all $(\hat{x}, \hat{y})$ pairs belong to $\{0, 1\}^2$, or

(ii) there exists $r > 0$ such that $\phi(\delta + \eta)/(\delta + \eta) = \phi(\delta)/\delta$ for all $\eta \in (-r, r)$.

**Proof.** Assume that (i) does not hold, i.e., there exists $i \in [n]$ for which $\hat{x}, \hat{y}_i \in (0, 1)$. We show that (ii) holds. From Lemma 6 there exists $\xi$ and $r > 0$ such that $\phi(\delta + \eta) \geq \phi(\delta) + \eta \xi$ for $\eta \in (-r, r)$. Without loss of generality, we assume $r < \delta$. We consider two cases. Assume first that $\xi \geq \phi(\delta)/\delta$. For any $\eta \in (0, r)$ we have $\phi(\delta + \eta) \geq \phi(\delta) + \eta \xi \geq \frac{\phi(\delta)}{\delta}(\delta + \eta)$ or equivalently $\phi(\delta + \eta)/(\delta + \eta) \geq \phi(\delta)/\delta$. Assume second that $\xi \leq \phi(\delta)/\delta$. For any $\eta \in (-r, 0)$ we have $\phi(\delta + \eta) \geq \phi(\delta) + \xi \eta \geq \frac{\phi(\delta)}{\delta}(\delta + \eta)$ or equivalently $\phi(\delta + \eta)/(\delta + \eta) \geq \phi(\delta)/\delta$. From analyzing these cases, we see that $\delta$ can be a local maximum only if $\eta = \phi(\delta)/\delta$ and all points in $(\delta - r, \delta + r)$ are also local maxima.

We now derive a linear over-approximation to the function $\phi(\delta)$ for $\delta \geq 0$.

**Lemma 7.** Define $l_+ := \frac{\sqrt{a_{i_0}} + \sqrt{d_n}}{\Delta \sqrt{d_{i_0}}}$ if $I^+ \neq \emptyset$ and $l_+ := \frac{1}{\Delta}$ otherwise. Then $\phi(\delta) \leq l_+ \delta$ for $\delta \geq 0$.

**Proof.** The result holds trivially for $\delta = 0$ since $\phi(\delta) = 0$. Our main tool to prove this result is Proposition 4 which will allow us to verify the value of $\phi(\delta)/\delta$ only for a finite set of values of $\delta$. However, since Proposition 4 holds only for $\delta > 0$, we first prove the result in an interval that has 0 as an end point.

As mentioned above, the first part of the proof investigates the function $\phi$ in a neighborhood of the point $\delta = 0$. There are two cases to consider.

For the first case, assume that $I^+ \neq \emptyset$. Consider $\delta \in [0, \min\{a_{i_0} - \Delta, \Delta\}/2]$. Because the problem defining $\phi$ consists of maximizing a convex function, optimal solutions can be found at extreme points of the feasible region. It follows that there exists an optimal solution that is such that $x_i^*y_i^* \in \{0, 1\}$ for all $i \in [n]\{j\}$ for some $j \in [n]$. Further, at most one index $k \in [n]\{j\}$ can be such that $x_k^*y_k^* = 0$ as otherwise $\sum_{i=1}^n a_i x_i^* y_i^* \leq \sum_{i=1}^n a_i - 2\delta = d - \Delta < d - \delta$ which would make this solution infeasible for the problem defining $\phi$.

Also, if there exists $k$ with $x_k^*y_k^* = 0$, then $a_k = \Delta$. If not, $a_k \geq a_{i_0}$ and thus $\sum_{i=1}^n a_i x_i^* y_i^* \leq d + \Delta - a_{i_0} < d - \delta$, infeasible. Thus, $\Delta - \delta = \sum_{i=1}^n a_i x_i^* y_i^* - \sum_{i=1}^n a_i = a_j x_j^* y_j^* - a_j - a_k$, i.e., $a_j x_j^* y_j^* = a_j - \delta$, and as $\frac{\sqrt{a_i} - \sqrt{d_j}}{\sqrt{a_i} - \sqrt{d_j}} = \frac{\sqrt{a_i} - \sqrt{a_i} - \delta}{\sqrt{a_i} - \sqrt{a_i} - \Delta} = \frac{\sqrt{a_i} - \sqrt{a_i} - \delta}{\sqrt{a_i} - \sqrt{a_i} - \Delta} := \eta(\delta)$, where the last step follows from Lemma 5. Note that $\eta$ is well-defined and convex on $[0, \Delta]$. Therefore, it is easy to verify that $\eta(\delta) \leq \delta/\Delta$ for $\delta \in [0, \Delta]$, and thus $\phi(\delta) \leq \delta/\Delta \leq l_+ \delta$ for $\delta \in [0, \min\{a_{i_0} - \Delta, \Delta\}/2]$.

If there is no $k$ with $x_k^*y_k^* = 0$, we can verify $a_j > \Delta$ and $a_j x_j^* y_j^* = a_j - \Delta - \delta$. Thus,

$\phi(\delta) = \frac{\sqrt{a_j} - \sqrt{d_j}}{\sqrt{a_j} - \sqrt{d_j}} (1 - \sqrt{x_j^* y_j^*}) = \frac{\sqrt{a_j} - \sqrt{a_j} - \delta}{\sqrt{a_j} - \sqrt{a_j} - \Delta} \leq \frac{\sqrt{a_{i_0}} - \sqrt{a_{i_0}} - \delta}{\sqrt{a_{i_0}} - \sqrt{a_{i_0}} - \Delta} := \xi(\delta)$,

where the last step follows Lemma 5. The function $\xi(\delta)$ is again convex. Therefore, it is easy to verify that $\xi(\delta) \leq \frac{\sqrt{a_{i_0}} + \sqrt{d_{i_0}}}{\Delta \sqrt{d_{i_0}}} \delta$ for $\delta \in [0, a_{i_0} - \Delta]$. Thus we obtain that $\phi(\delta) \leq l_+ \delta$ for $\delta \in [0, \min\{a_{i_0} - \Delta, \Delta\}/2]$.

For the second case $I^+ = \emptyset$, i.e., $a_1 = \ldots = a_n = \Delta$. Note that in this case $n \geq 2$. Consider $\delta \in [0, \Delta/2]$. Similar to above, there exists an optimal solution that is such that $x_i^*y_i^* \in \{0, 1\}$ for all $i \in [n]\{j\}$ for some
$j \in [n]$. In addition, there exists exactly one index $k \in [n] \setminus \{j\}$ with $x_k y_k^* = 0$, or otherwise we obtain $a_j > \Delta$ a contradiction to $I^\geq = \emptyset$. As $\frac{\sqrt{a_j}}{\sqrt{a_j} - \sqrt{a_k}} = 1$ and $a_j x_j y_j^* = \Delta x_j y_j^* = \Delta - \delta$, we obtain

$$\phi(\delta) = \frac{\sqrt{a_j}}{\sqrt{a_j} - \sqrt{a_k}} (1 - \sqrt{x_j y_j^*}) = \frac{\sqrt{\Delta - \sqrt{\Delta - \delta}}}{\sqrt{\Delta}} \leq \frac{\delta}{\Delta} \leq l_+ \delta, \quad \delta \in [0, \Delta/2].$$

The second part of the proof investigates the function $\phi$ away from the origin. As we are attempting to show that $\phi(\delta)/\delta$ bounded from above by $l_+$, it is sufficient to consider all local maximas of $\phi(\delta)/\delta$. It follows from Proposition [2] that it is sufficient to verify the condition at values of $\delta$ such that $x_i y_i \in \{0, 1\}$ for $i \in [n]$. (This is because, at other local maximas, the function $\phi(\delta)/\delta$ is locally constant and so it is sufficient to check at the end points of these "constant intervals" where $x_i y_i \in \{0, 1\}$.) Any such local maximum $\delta$ is therefore such that there exists $S \subseteq [n]$ with $x_i y_i = 0$ for $i \in S$ and $x_i y_i = 1$ for $i \notin S$. We denote it as $\delta^S$. It is easily verified that $\delta^S = \sum_{i \in S} a_i - \Delta$. Let $S = \{i_1, i_2, \ldots, i_k\}$ such that $a_i \leq \ldots \leq a_k$, and we have

$$\phi(\delta^S) = -1 + \sum_{i \in S} \frac{a_i + \sqrt{a_i d_i}}{\Delta} = \sum_{j=1}^{k-1} \frac{a_j + \sqrt{a_j d_j}}{\Delta} + \frac{d_k + \sqrt{a_k d_k}}{\Delta}.$$  

Consider two cases. On the one hand, if $a_{i_k} > \Delta$, then $I^\geq \neq \emptyset$ and $a_{i_0} \leq a_{i_k}$. Thus,

$$\phi(\delta^S) = \sum_{j=1}^{k-1} \frac{\sqrt{a_j} + \sqrt{\Delta d_j a_j}}{\Delta \sqrt{a_j}} + \frac{\sqrt{d_k} + \sqrt{a_k d_k}}{\Delta \sqrt{d_k}} d_k \leq \sum_{j=1}^{k-1} \frac{\sqrt{a_{i_k}} + \sqrt{d_{i_k}}} {\Delta} a_{i_k} + \frac{\sqrt{d_{i_k}} + \sqrt{a_{i_k}} d_{i_k}}{\Delta} d_{i_k} = \frac{\sqrt{\Delta} \sqrt{a_{i_k}} + d_{i_k}}{\Delta d_{i_k}} \delta^S = l_+ \delta^S,$$

where the inequality follows from the fact that $\frac{\sqrt{a_j} + \sqrt{\Delta}}{\sqrt{a_j} - \sqrt{a_k}} = 1 + \frac{\Delta}{a_j - \Delta}$ is decreasing on $a$ for $a > \Delta$, and the second last equality holds because $\delta^S = \sum_{j=1}^{k-1} a_{i_j} + d_{i_k}$.

On the other hand, if $a_{i_k} = \Delta$, then we have $d_{i_k} = d_{i_j} = 0$ for any $i_j \in S$. Thus

$$\phi(\delta^S) = \sum_{j=1}^{k-1} \frac{a_{i_j} + \sqrt{a_{i_j} d_{i_j}}}{\Delta} + \frac{d_k + \sqrt{a_k d_k}}{\Delta} = \frac{1}{\Delta} \delta^S \leq l_+ \delta^S.$$  

$\Box$

Next, we derive an over-approximation of $\phi(\delta)$ when $\delta \leq 0$.

**Lemma 8.** Define $l_- := \frac{1}{\Delta}$. For $\delta \leq 0$, we have

$$\phi(\delta) = \begin{cases} -\infty & \delta < -\Delta \\ \frac{\sqrt{a_n - \Delta} - \sqrt{a_n - \Delta - \delta}}{\sqrt{a_n - \sqrt{a_n - \Delta}}} & -\Delta \leq \delta \leq 0. \end{cases}$$

Further, $\phi(\delta) \leq l_- \delta$ for $\delta \in [-\Delta, 0]$.  

**Proof.** When $\delta < -\Delta$, $\phi(\delta) = -\infty$ as the right-hand-side of the problem defining $\phi$ is larger than $\sum_{i=1}^{n} a_i$. Consider therefore the case when $0 \geq \delta \geq -\Delta$. There exists an optimal solution $(x^*, y^*)$ of the problem defining $\phi(\delta)$ that is such that $x_i^* = y_i^* = 1$ for all $i \in [n] \setminus \{j\}$ for some $j \in [n]$. Further, $a_j x_j y_j^* = a_j - \Delta - \delta$. We obtain

$$\phi(\delta) = \max_j \left[ \frac{\sqrt{a_j} - \sqrt{a_j - \Delta - \delta}}{\sqrt{a_j} - \sqrt{a_j - \Delta}} \right] - 1 = \frac{\sqrt{a_n} - \sqrt{a_n - \Delta - \delta}}{\sqrt{a_n} - \sqrt{a_n - \Delta}} - 1,$$

where the last step follows from Lemma 5. Finally, observe that $\phi(\delta)$ is convex in $\delta$. Therefore, by taking a linear inequality tight at $\delta = 0$ and $\delta = -\Delta$, we obtain that $\phi(\delta) \leq \delta/\Delta = l_- \delta$ since $\phi(0) = 0$ and $\phi(-\Delta) = -1$. $\Box$
By combining Lemmas 7 and 8 we obtain the following over-approximation of φ:

$$\phi(\delta) \leq \tilde{\psi}(\delta) := \begin{cases} -\infty & \delta < -\Delta \\
\Delta & 0 \leq \delta \leq \frac{\delta}{\min J_{i_0}} \\
\frac{\Delta}{\max J_{i_0}} & 0 \leq \delta. \end{cases}$$

Note that the function \( \tilde{\psi} \) is not subadditive. Lemma 9 describes a subadditive function that upper bounds \( \tilde{\psi} \), thus giving a subadditive upper bound of φ.

**Lemma 9.** It holds that \( l_+ \geq l_- > 0 \). Further, the function

$$\psi(\delta) = \begin{cases} l_+(\delta + \Delta) - l_- \Delta & \delta \leq -\Delta \\
l_- \delta & -\Delta \leq \delta \leq 0 \\
l_+ \delta & 0 \leq \delta. \end{cases}$$

is subadditive.

**Proof.** Define \( \psi(\delta) := l_- \delta \) when \( \delta \leq 0 \) and \( \psi(\delta) := l_+ \delta \) when \( \delta \geq 0 \). Function \( \psi(\delta) \) satisfies \( \psi \geq \psi \) and is subadditive since it is straightforward to verify that \( l_+ \geq l_- > 0 \). Thus, for \( u, v \), such that \( u, v, u+v \in [-\Delta, +\infty) \), we already have that \( \psi(u) + \psi(v) \geq \psi(u+v) \). It remains to consider the cases where at least one of \( u, v \) or \( u+v \) belongs to \( (-\infty, -\Delta] \). We do so by considering the possible values of \( u + v \) and by assuming without loss of generality that \( u \geq v \). We use the fact that for \( \delta \leq 0 \), \( \psi(\delta) = \min \{l_+(\delta + \Delta) - l_- \Delta, l_+ \delta\} \geq l_+ \delta \). There are three cases to consider. First assume that \( u+v \geq 0 \). In this case, \( \psi(u) + \psi(v) - \psi(u+v) = l_+u + l_+(v + \Delta) - l_- \Delta - l_-u = l_+u + l_+(v + \Delta) \geq 0 \). Second assume that \(-\Delta \leq u + v \leq 0 \). In this case, \( v \leq -\Delta \) and \( u \geq 0 \) so that \( \psi(u) + \psi(v) - \psi(u+v) \leq l_-u + l_+(v + \Delta) \geq 0 \). Third assume that \( u + v \leq -\Delta \). There are two subcases. If \( v \leq -\Delta \), we have \( \psi(u) + \psi(v) - \psi(u+v) = l_-u + (l_+(v + \Delta) - l_+(u + v + \Delta)) = 0 \). If \( v \geq -\Delta \), then \( 0 \geq u \geq v \geq -\Delta \). Therefore \( \psi(u) + \psi(v) - \psi(u+v) \leq l_-u + l_+v - l_-u - l_+(v + \Delta) = 0 \). □

**Theorem 2.4.** Combining Lemmas 7, 8, and 9 yields Theorem 2.4.

## 10 Proof of Theorem 2.4

**Theorem 2.4.** Following Theorems 2.3 and 2.4 it is sufficient to show that \( \gamma_i(x, y) \geq \psi(a_i, xy) \) for \( i \in J_0 \) and \( \gamma_i(x, y) \geq \psi(a_i, (xy - 1)) \) for \( i \in J_1 \), where \( \psi \) is the subadditive over-approximation of \( \phi \) derived in Theorem 2.4.

We discuss the possible cases.

(i) Assume \( i \in J_0^+ \). We must find \( \gamma_i(x, y) \geq \psi(a_i, xy) = l_+a_i xy \) for \( (x, y) \in [0, 1]^2 \) where the equality holds as \( a_i > 0 \). As \( \min \{x, y\} \geq xy \) is the best concave upper bound for \( (x, y) \in [0, 1]^2 \), we choose \( \gamma_i(x, y) = l_+a_i \min \{x, y\} \).

(ii) Assume \( i \in J_0^- \). We must find \( \gamma_i(x, y) \geq \psi(a_i, xy - 1) = l_+a_i (xy - 1) \) for \( (x, y) \in [0, 1]^2 \) where the equality holds since \( a_i < 0 \). As \( \max \{x+y-1, 0\} \leq xy \) is the best convex lower bound for \( (x, y) \in [0, 1]^2 \), we choose \( \gamma_i(x, y) = l_+a_i \max \{x+y-1, 0\} = -l_+a_i \min \{2 - x - y, 1\} \).

(iii) Assume \( i \in J_0^- \). We must find \( \gamma_i(x, y) \geq \psi(a_i, xy) \) for \( (x, y) \in [0, 1]^2 \). As \( a_i < 0 \), \( \psi(a_i, xy) = \min \{l_-a_i xy, l_+a_i x+y-1, l_+a_i (x+y-1) + l_+\Delta - 1\} \). Thus, \( \gamma_i(x, y) = \min \{\tilde{h}(x,y), \tilde{g}(x,y)\} \) is a concave upper bound of \( \psi \).

Next we improve this upper bound when \( a_i \geq a_{i_0} > \Delta \). As \( g \) and \( h \) (defined in Theorem 2.4) are concave, it remains to show the following:

**Claim 1.** For \( a_i \geq a_{i_0} > \Delta \), \( \min \{g(x,y), h(x,y)\} \geq \psi(a_i, xy - a_i) \) for \( (x, y) \in [0, 1]^2 \).
Consider first the function $g_i(x, y) = \sqrt{a_i - \Delta \sqrt{a_i}} \sqrt{\sqrt{y} - l_+(a_i - \Delta)} - 1$:

- $\sqrt{\sqrt{y}} \in [0, \sqrt{1 - \frac{\Delta}{a_i}}]$; we simply prove $\hat{g}_i(t) := l_+ \sqrt{a_i - \Delta \sqrt{a_i}} \sqrt{t} - l_+(a_i - \Delta) - 1 \geq l_- a_i (t - 1) =: f_i(t)$, for $t \in [1 - \Delta/a_i, 1]$. To this end, we verify: (i) $\hat{g}_i(1 - \frac{\Delta}{a_i}) = f_i(1 - \frac{\Delta}{a_i})$ and (ii) $\hat{g}_i(1) \geq f_i(1)$. This is sufficient since $\hat{g}_i$ is a concave function and $f_i$ is a linear function. The proof of (i) is straightforward. To prove (ii) observe that $\hat{g}_i(1) = l_+ \sqrt{a_i - \Delta \sqrt{a_i}} - l_+(a_i - \Delta) - 1 \geq f_i(1) = l_+ a_i (1 - 1) = 0$ is equivalent to verifying $l_+ \geq \sqrt{\frac{a_i - \Delta}{a_i}}$ or equivalently $\sqrt{\frac{a_i - \Delta}{a_i}} \geq \frac{\sqrt{a_i} - \Delta}{a_i - \Delta}$ which holds since $a_i \geq a_{i_0}$.

Consider second the function $h_i(x, y) = \frac{\sqrt{\sqrt{y}}}{\sqrt{a_i} - \sqrt{a_i - \Delta}}$:

- $\sqrt{\sqrt{y}} \in [0, \sqrt{1 - \frac{\Delta}{a_i}}]$; by construction, $h_i(x, y) \geq l_- a_i (xy - 1) \geq \psi(a_i, xy - a_i)$.

- $\sqrt{\sqrt{y}} \in [\sqrt{1 - \frac{\Delta}{a_i}}, 1]$; first observe that $h_i(t^*) = f_i(t^*)$ for $t^* = \sqrt{1 - \frac{\Delta}{a_i}}$, where $f_i(t) := l_+ a_i (t - 1) + l_+ \Delta - 1$. Since $h_i(x, y)$ is concave it is sufficient to verify that $h_i(0) \geq f_i(0)$. This condition holds as $\frac{\sqrt{\sqrt{y}}}{\sqrt{a_i} - \sqrt{a_i - \Delta}} \leq 1 + (a_i - \Delta) l_+$ which is equivalent to $l_+ \geq \frac{1}{\sqrt{a_i - \Delta} (\sqrt{\sqrt{y}} - \sqrt{a_i - \Delta})}$.

\[\square\]
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