Anisotropy and state mixing in the interactions between Rydberg states
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Abstract. We present a guide to calculate the interactions between Rydberg states, and put into evidence the importance of the anisotropic and state-mixing character of these interactions for \( p \) and \( d \) states. We then summarize recent theoretical results obtained in this context related to the formation of anisotropic Rydberg excitation patterns and the influence of state-mixing on the familiar Rydberg blockade phenomenon.

1 Introduction

Rydberg states represent highly excited electronic states of atoms. Due to the large orbital radius of the valence electron, such states are long-lived and induce strong interactions between the atoms [1], which make them a very natural platform to observe quantum many-body phases [2], and a very promising candidate for quantum information applications [3]. With recent experimental developments, it became possible to arrange cold atoms in well defined geometries, excite them to a Rydberg level, and obtain single-site resolved measurements, allowing to demonstrate blockade physics [4,5] between two atoms [6,7], and its consequences at the many-body level [8–14].

Recently, due to the possibility to excite Rydberg states from a ground state level, via a single photon transition, Rydberg \( p \) states have drawn attention. However, in contrast to the familiar \( s_{1/2} \) states, the interactions between Rydberg \( p \) or \( d \) states are anisotropic, i.e. the energy potential depends on the angle between the displacement vector of the atoms and the magnetic field [15]. Moreover, the interactions do not conserve in general the electronic state of the atoms [16,17], such “state-mixing” not being taken into account in the traditional Rydberg blockade picture.

The goal of this article is to review the theoretical tools, which allow to describe the interactions between Rydberg states, either at short distances (dipole-dipole regime) or large distances (van der Waals regime), and show the presence of the anisotropic and state-mixing character of these interactions. First, in Sect. 2, we present a concise guide allowing to calculate Rydberg wave-functions and the corresponding dipole-dipole Hamiltonian. In Sect. 3, we obtain the van der Waals Hamiltonian and illustrate the interacting properties of Rydberg \( s, p, d, f \) states with various examples.
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Fig. 1. Interactions between two Rydberg atoms, parametrized in terms of spherical coordinates \((r, \theta, \varphi)\). The blue circles represent the positively charged cores (nucleus and inner electrons) and the red circles represent the two electrons.

Finally, in Sect. 4, we summarize our recent results [18, 19] in this context, showing the anisotropic properties of Rydberg gases in optical lattices and the effect of state-mixing on the Rydberg blockade phenomenon.

2 Dipole-dipole interactions between Rydberg states

In this section, we show how to calculate the dipole-dipole interactions between two Rydberg atoms. To do so, we write the dipole-dipole Hamiltonian in the fine-structure basis, and present a guide to calculate dipole matrix elements using model potentials [20] and the knowledge of the Rydberg energy levels.

The situation we have in mind is shown in Fig. 1: we consider two Rydberg atoms \(i = 1, 2\), separated by a vector \(r\). Our goal is to describe the Coulomb interaction between these two inhomogeneous charge distributions, in the regime where the distance \(r\) between the atoms is much larger than the typical orbital radius \(r_i\) of a Rydberg electron around the nucleus. In this case, the Coulomb potential can be written using a multipole expansion, the dominant contribution being the dipole–dipole interaction [3]:

\[
H_{dd} = r^2 \mathbf{d}(1) \cdot \mathbf{d}(2) - 3 \mathbf{d}(1) \cdot \mathbf{r} \mathbf{d}(2) \cdot \mathbf{r},
\]

which is written here in atomic units, with the dipole operator \(\mathbf{d}(i) = -\hat{r}_i\) associated with the Rydberg electron’s position of atom \(i\). In order to be able to apply this Hamiltonian for any angular momentum state, we now write this Hamiltonian in spherical coordinates [21] defining the spherical components of the dipole operator \(d_{\pm 1} = \pm 1/\sqrt{2} (d_{+} \pm id_{-})\), \(d_0 = d_z\), where \(z\) is the quantization axis. We obtain:

\[
H_{dd} = -\sqrt{\frac{24\pi}{5}} \frac{1}{r^3} \sum_{m_1, m_2} \begin{vmatrix} 1 & 1 & 2 \\ m_1 & m_2 & m_1 + m_2 \end{vmatrix} Y_{\ell_1, m_1}^*(\theta, \varphi) d_{m_1}^{(1)} \bar{d}_{m_2}^{(2)}.
\]

Here \((r, \theta, \varphi)\) are the spherical coordinates of the vector connecting the two atoms, with respect to the quantization axis \(z\). The square brackets denote a Clebsch-Gordan coefficient and \(Y_{\ell,m}(\theta, \varphi)\) the spherical harmonics functions. We now explain in detail how this Hamiltonian couples Rydberg states.

2.1 Calculation of dipole matrix elements in the fine-structure

In the fine-structure representation, a Rydberg state, denoted \(n\), is characterized by the set of quantum numbers \(n, \ell, j, s, m\) corresponding to a wavefunction \(|n, \ell, j, s, m\rangle \equiv R_n, \ell, j, s, m(r) |X_{\ell, j, s, m}\rangle\), where we use the short-hand notation...
The decomposition of the wave-function into a radial part $R_{n_a X_a}(r_i)$ and an angular part $|X_a, m_a\rangle$ allows to write the matrix elements of the dipole operator of the atom $i$ between two Rydberg states $a$ and $c$ as:

$$\langle n_a X_a m_a | d^{(i)} | n_c X_c m_c \rangle = I_{n_a X_a n_c X_c} J_{m_a m_c m_c}. \quad (3)$$

The calculation of the radial part

$$I_{n_a X_a n_c X_c} = \int R_{n_a X_a}(r_i) R_{n_c X_c}(r_i) r_i^3 dr_i \quad (4)$$

requires the knowledge of the radial wave-function, whereas the angular part is an analytic function of the quantum numbers [17]:

$$J_{m_a m_c m_c} = (-1)^{j_c + \ell_a + 1/2} \sqrt{(2j_c + 1)(2\ell_c + 1)} \times \begin{bmatrix} j_c & 1 & j_a \\ m_c & m & m_a \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \ell_c & 1/2 & j_c \\ 1 & 1 & \ell_a \end{bmatrix}, \quad (5)$$

where the braces in the first line denote a Wigner 6$j$ symbol.

### 2.1.1 Radial matrix elements

The last ingredient required for the evaluation of the matrix elements of the dipole-dipole Hamiltonian is the radial wave-function, which enters in the calculation of the radial integral (4). For Rydberg states, the radial wave-function can be calculated from the radial Schrödinger equation

$$\left[ -\frac{1}{2} \nabla_{r_i}^2 + \frac{\ell_a (\ell_a + 1)}{2 r_i^2} + V(r_i) \right] R_{n_a X_a}(r_i) = E_{n_a X_a} R_{n_a X_a}(r_i). \quad (6)$$

The Rydberg electron is subject to the potential $V(r_i) = V_{\text{mod}}(r_i) + V_{\text{so}}(r_i)$, where $V_{\text{mod}}(r_i)$ corresponds to a model potential [1, 20] describing the interaction between the electron and the nucleus, beyond the Hydrogen approximation, and

$$V_{\text{so}}(r_i) = \frac{\alpha^2}{2 r_i^3} \mathbf{L} \cdot \mathbf{S} = \frac{\alpha^2}{4 r_i^3} [j_a (j_a + 1) - \ell_a (\ell_a + 1) - s_a (s_a + 1)] \quad (7)$$

represents the familiar spin-orbit contribution. Finally, $E_{n_a X_a}$ represents the energy of the Rydberg state $a$. There are two options to calculate Rydberg radial wave-functions based on Eq. (6). A first possibility is to numerically solve this equation as an eigenvalue problem, and obtain the set $(R_{n_a X_a}(r_i), E_{n_a X_a})$ characterizing the Rydberg state. An alternative approach consists in directly integrating the radial equation using the experimental values [22, 23] of the Rydberg energies $E_{n_a X_a}$. Such an integration can be carried out via the Numerov method (see for example [24]).

As an illustration, we show in Fig. 2 the radial wave-function obtained for different Rydberg states. The typical extension of the Rydberg wave-function scales as $n^2$ whereas the difference between the different curves, obtained for $\ell_a = s, p, d, f$, resembles a phase-shift, which can be associated with the different values of the quantum defect [1]. On the other hand, the effect of the spin-orbit coupling, which also manifests in the value of the quantum defect, is not visible on such curves, the difference between the radial wavefunctions of, for example, $p_{1/2}$ and $p_{3/2}$ states, could hardly be observed.
Fig. 2. Radial wave-functions for Rubidium Rydberg atoms, in a \( n_a s_{1/2}, n_a p_{1/2} \) state [panel (a)], \( n_a d_{3/2}, n_a f_{5/2} \) [panel (b)], represented as a blue, red, green, grey line, respectively. The distance of the electron \( r_i \) with respect to the nucleus is expressed in units of the Bohr radius \( a_0 \).

Fig. 3. Rubidium Radial matrix elements \( I_{n_aX_a, n_cX_c} \) as a function of \( n_c - n_a \) and for different processes \( \ell_a, j_a \rightarrow \ell_c, j_c \) corresponding to the three panels. The color code indicates the value of \( n_a \), from 20 (light blue) to 100 (dark blue).

The evaluation of the radial matrix elements \( I_{n_aX_a, n_cX_c} \) is now straightforward and we present in Fig. 3 the values obtained for different processes \( n_aX_a \rightarrow n_cX_c \), which are indicated in each panel. One can notice that the values of these integrals only take non-negligible values in a small set of values \( n_c - n_a \) around 0, corresponding to the regions where the two radial wave-functions \( R_{n_aX_a}, R_{n_cX_c} \) overlap significantly.

2.2 Dipole-dipole Hamiltonian in fine-structure basis

We can now write explicitly the coupling between Rydberg atoms by the dipole-dipole Hamiltonian Eq. (2). Considering the process where the two-atom state is \( |n_cX_c, m_c, n_dX_d, m_d \rangle \) (The first atom is in the state \( |n_cX_c, m_c \rangle \), whereas the other is in state \( |n_dX_d, m_d \rangle \)) are transferred to the state \( |n_aX_a, m_a, n_bX_b, m_b \rangle \), the decomposition
of the dipole matrix elements into radial and angular part leads to the following dipole-dipole matrix element:

\[
\langle n_a X_a m_a, n_b X_b m_b | H^{(dd)} | n_c X_c m_c, n_d X_d m_d \rangle = C_3(n_a X_a n_b X_b, n_c X_c n_d X_d) \times \mathcal{D}(X_a m_a X_b m_b, X_c m_c X_d m_d),
\]

(8)

where the radial \( C_3 \) coefficient is a simple product of radial integrals

\[
C_3(n_a X_a n_b X_b, n_c X_c n_d X_d) = I_{n_a X_a n_c X_c} I_{n_b X_b n_d X_d}
\]

(9)

and the angular part has an analytic expression.

\[
\mathcal{D}(X_a m_a X_b m_b, X_c m_c X_d m_d) = -\sqrt{\frac{24\pi}{5}} \sum_{m_1, m_2} \begin{pmatrix} 1 & 1 & 2 \\ m_1 & m_2 & m_1 + m_2 \end{pmatrix} \times Y^*_{2,m_1+m_2}(\theta, \phi) J_{m_1, m_a, m_c} J_{m_2, m_b, m_d}.
\]

(10)

Note that the Wigner symbol and Clebsch-Gordan coefficients appearing in the expression of the angular part of the dipole matrix element Eq. (5) and in Eq. (10) are associated with a set of symmetry rules of the dipole-dipole interactions. (i) The dipole-dipole interaction has an odd symmetry: \(|\ell_c - \ell_a| = 1\) and \(|\ell_d - \ell_b| = 1\), i.e. the dipole-dipole interaction only couples different neighboring orbital quantum numbers. (ii) The magnetic quantum number is not necessarily conserved but varies by at most one unit: \(m_c - m_a = -m_1 = -1, 0, 1\), \(m_d - m_b = -m_2 = -1, 0, 1\). Finally, we emphasize that in the case, where the total magnetic quantum number is conserved, \(\Delta m = m_1 + m_2 = 0\), the contribution of the spherical harmonics \(Y_{2,0}(\theta, \phi) \propto 1 - 3 \cos^2 \theta\) corresponds to the generic angular dependence of dipolar systems [25]. However, in the case where the quantum number is not conserved \(\Delta m \neq 0\), the associated spherical harmonics have a different angular dependence and also take complex values \(\propto e^{-i\Delta m \phi}\). Such spin-orbit process, which appears naturally in the dipole-dipole interactions, is the main building block of recent proposals to observe topological phases via dipolar systems [26].

### 2.3 Application: anisotropic dipole-dipole interactions

Before we present the perturbative regime of the dipole-dipole interactions, we show an elementary example of application regarding the calculation of dipole-dipole matrix elements, which applies for a recent experimental measurement [27]. We consider, for the two Rubidium atoms 1, 2, the coupling between the two-body state \(|ab\rangle = |59d_{3/2}, m_j = 3/2, 59d_{3/2}, m_j = 3/2\rangle\) and \(|cd\rangle = |61p_{1/2}, m_j = 1/2, 57f_{5/2}, m_j = 5/2 + \Delta m\rangle\). The angular dependence of the dipole-dipole matrix element is shown in Fig. 4, for the different processes \(\Delta m = 0, -1, -2\). In the angular momentum conserving case \(\Delta m = 0\), we obtain the familiar dipole-dipole potential curve \(1 - 3 \cos^2 \theta\), whereas the processes for \(\Delta m\) involves another spherical harmonic. Note that in this case the matrix element vanishes at \(\theta = 0\), as a consequence of the conservation of the angular momentum, along the direction of the atoms [16, 17].

### 3 Van der Waals regime

The calculation of the interaction Hamiltonian between two Rydberg atoms requires in general a very large basis \(|n_a X_a m_a, n_c X_c m_c\rangle\) corresponding to all the states coupled by the dipole-dipole interaction within a given energy range. However, at large
distances and away from Förster resonances [3], it is possible to treat these interactions perturbatively, and obtain a reduced van der Waals (vdW) Hamiltonian, governing the interaction in a reduced Hilbert space. At large magnetic field, where the typical interaction strength is smaller than the Zeeman shifts, this reduced Hilbert space corresponds to a single Rydberg pair state and the associated energy can be written as $C_6/r^6$, where $C_6$ is the well-known van der Waals coefficient [3]. Here we are interested in a more general scenario where we take into account the coupling between different Zeeman (aka magnetic) states, and write the vdW Hamiltonian in the corresponding fine-structure basis.

### 3.1 Perturbative coupling between fine-structure manifolds

To do so, we consider two atoms in a Rydberg state, which belongs to the fine-structure manifolds $n_a X_a, n_b X_b$ (for example $n_a s_{1/2}, n_b s_{1/2}$). Now we write the part of the dipole-dipole Hamiltonian, which connects the set $n_a X_a, n_b X_b$ to another set of manifolds: $n_c X_c, n_d X_d$ (for example $n_c p_{1/2}, n_d p_{1/2}$)

$$h = \frac{C_3(n_a X_a n_b X_b, n_c X_c n_d X_d)}{r^3} \sum_{m_a, m_b, m_c, m_d} \left( \sum_{m_a, m_b} \langle D(X_a m_a X_b m_b, X_c m_c X_d m_d) \right)$$

$$\times \langle n_a X_a m_a, n_b X_b m_b | n_c X_c m_c, n_d X_d m_d \rangle + \text{h.c}$$

$$+ \delta(n_c X_c n_d X_d) \langle n_c X_c m_c, n_d X_d m_d | n_c X_c m_c, n_d X_d m_d \rangle$$

$$= \frac{C_3(n_c X_c n_d X_d)}{r^6} \mathcal{M}(X_c X_d),$$

where $\delta(n_c X_c n_d X_d) = E_{n_c X_c} + E_{n_d X_d} - E_{n_a X_a} - E_{n_b X_b}$ is the Förster defect, corresponding to the energy mismatch between the two sets of fine-structure manifolds. Note that we assume for simplicity that the Förster defect is independent of the values of the magnetic quantum numbers $m_a, m_b, m_c, m_d$, which is valid at small magnetic fields when the Zeeman shifts are much smaller than the Förster defect obtained at zero magnetic field. At large distances, where the condition $C_3/r^3 \ll \delta$ is satisfied, we can treat in second-order perturbation theory the coupling to the states of the manifold $n_c X_c, n_d X_d$ and obtain an effective vdW Hamiltonian, restricted to the Hilbert space of the fine-structure manifold $n_a X_a, n_b X_b$:

$$h \approx \frac{C_3(n_c X_c n_d X_d)}{r^6} \mathcal{M}(X_c X_d),$$

**Fig. 4.** Angular dependence of the dipole-dipole interaction for different processes $\Delta m = 0, -1, -2$, shown respectively in blue, green and red.
Table 1. Channels involved $X_c^{(i)}X_d^{(i)}$ in the vdW Hamiltonian of two atoms, excited in a $X_a,X_b$ state, respectively.

| $X_cX_b$ | $s_1/s_1/2$ | $p_{1/2}p_{1/2}$ | $p_{3/2}p_{3/2}$ | $d_{3/2}d_{3/2}$ | $d_{5/2}d_{5/2}$ |
|----------|-------------|------------------|------------------|------------------|------------------|
| $X_c^{(1)}X_d^{(1)}$ | $p_{1/2}p_{1/2}$ | $s_1/s_1/2$ | $s_1/s_1/2$ | $p_{1/2}p_{1/2}$ | $p_{3/2}p_{3/2}$ |
| $X_c^{(2)}X_d^{(2)}$ | $p_{3/2}p_{3/2}$ | $s_1/s_1/2$ | $s_1/s_1/2$ | $p_{3/2}p_{3/2}$ | $p_{5/2}p_{5/2}$ |
| $X_c^{(3)}X_d^{(3)}$ | $p_{3/2}p_{3/2}$ | $s_1/s_1/2$ | $s_1/s_1/2$ | $p_{5/2}p_{5/2}$ | $f_{5/2}f_{5/2}$ |
| $X_c^{(4)}X_d^{(4)}$ | $p_{3/2}p_{3/2}$ | $d_{3/2}d_{3/2}$ | $d_{3/2}d_{3/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |
| $X_c^{(5)}X_d^{(5)}$ | $d_{3/2}d_{3/2}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |
| $X_c^{(6)}X_d^{(6)}$ | $d_{3/2}d_{3/2}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |
| $X_c^{(7)}X_d^{(7)}$ | $d_{3/2}d_{3/2}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |
| $X_c^{(8)}X_d^{(8)}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |
| $X_c^{(9)}X_d^{(9)}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $d_{5/2}d_{5/2}$ | $f_{5/2}f_{5/2}$ | $f_{7/2}f_{7/2}$ |

where the vdW coefficient is

$$C_6(n_cX_c n_dX_d) = -\frac{C_6^2(n_aX_a n_bX_b n_cX_c n_dX_d)}{\delta(n_cX_c n_dX_d)}$$  \hspace{1cm} (13)

and the operator $\mathcal{M}(X_cX_d)$ can be written in the fine-structure basis \{$|n_aX_a m_a, n_bX_b m_b\rangle$\}:

$$\langle n_aX_a m_a, n_bX_b m_b | \mathcal{M}(X_cX_d) | n_aX_a m'_a, n_bX_b m'_b \rangle = \sum_{m_c,m_d} \mathcal{D}(X_a m_a X_b m_b, X_c m_c X_d m_d) \mathcal{D}^*(X_a m'_a X_b m'_b, X_c m_c X_d m_d).$$  \hspace{1cm} (14)

The Hamiltonian (12) is thus defined in a Hilbert space of reduced dimension $(2f_a+1)(2f_b+1)$, compared to the original dipole-dipole Hamiltonian Eq. (11). We now repeat the same procedure for all dipole-dipole coupled $(n_cX_c, n_dX_d)$ sets of fine-structure manifolds.

### 3.2 Van der Waals Hamiltonians

We can obtain the vdW Hamiltonian in a compact form by noticing that the angular $\mathcal{M}$ matrices do not depend on the first quantum numbers $n_c, n_d$, allowing to group the different contributions in terms of channels $i=1, 2, ..$ associated with the quantum numbers $X_c^{(i)}X_d^{(i)}$ [15,17,21] and listed in Table 1. The final form of the vdW Hamiltonian reads

$$\mathbf{h} = \sum_i C^{(i)}_6 \mathcal{M}_i,$$  \hspace{1cm} (15)

with

$$C^{(i)}_6 = \sum_{n_c,n_d} C_6(n_cX_c^{(i)} n_dX_d^{(i)}).$$  \hspace{1cm} (16)

and $\mathcal{M}_i \equiv \mathcal{M}(X_c^{(i)}X_d^{(i)})$. The $C_6^{(i)}$ coefficients are calculated from Eq. (16) using the values of the $C_6$ coefficients and of the Rydberg energies. We show in Fig. 5 their values in the usual situation where the state of both atoms belongs to the same manifold: $n_b = n_a, X_b = X_a$. Note that some values of the $C_6^{(i)}$ coefficients are identical, for instance for $i=2, 3$ in the first two columns. In the case of $p_{3/2}$ and $d_{5/2}$ states, the divergences of the $C_6$ coefficients put into evidence the presence of Förster resonances where the Förster defect $\delta$ is nearly zero.
Fig. 5. Van der Waals coefficients $C_{0}^{(i)}$ of the channels [Table 1], associated with the Rubidium Rydberg states $s_{1/2}$, $p_{3/2}$, $d_{3/2}$, shown respectively in panels (a), (b), (c) and (d). The values are shown as a solid line for positive values, as a dashed line otherwise.

3.2.1 The familiar $s_{1/2}$ states

In the case of $X_a = X_b = s_{1/2}$ states, the vdW Hamiltonian can be written in the form [19]:

$$
\hbar = \frac{2}{27r^6} \left( \frac{1}{3} \left[ 2C_6^{(1)} + 14C_6^{(2)} + 11C_6^{(4)} \right] I + (-C_6^{(1)} + 2C_6^{(2)} - C_6^{(4)}) \begin{pmatrix}
-\sin^2 \theta & -\frac{1}{2} \sin 2 \theta & -\frac{1}{2} \sin 2 \theta & \sin^2 \theta \\
-\frac{1}{2} \sin 2 \theta & \sin^2 \theta - \frac{1}{2} & \sin^2 \theta - \frac{1}{2} & \frac{1}{2} \sin 2 \theta \\
-\frac{1}{2} \sin 2 \theta & \sin^2 \theta - \frac{1}{2} & \sin^2 \theta - \frac{1}{2} & \frac{1}{2} \sin 2 \theta \\
\sin^2 \theta & \frac{1}{2} \sin 2 \theta & \frac{1}{2} \sin 2 \theta & -\sin^2 \theta
\end{pmatrix} \right)
$$

(17)

written here in the basis $|\pm \frac{1}{2}, \pm \frac{1}{2}\rangle, |\pm \frac{1}{2}, \pm \frac{1}{2}\rangle, |\pm \frac{1}{2}, \pm \frac{1}{2}\rangle, |\pm \frac{1}{2}, \pm \frac{1}{2}\rangle$. Where we use in the following the shorthand notation $|m_a m_b\rangle \equiv |n_a X_a m_j = m_a, n_b X_b m_j = m_b\rangle$. The matrix $I$ is the $4 \times 4$ identity matrix. The first term in Eq. (17) describes the isotropic part of the interaction, corresponding to the well-known van-der Waals shift, which is at the heart of the Rydberg blockade phenomenon [4]. The second term represents the contribution of the anisotropic and the state-mixing character of the vdW interactions. The anisotropy refers to the fact that the interaction between two atoms in a given $m_j$ state depends on the angle $\theta$ between their relative vector and the direction of the quantization axis. The state-mixing character corresponds to the fact, that in analogy to the dipole-dipole interactions presented in the previous section, the vdW interactions couple different angular momentum states. We emphasize that, in
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Fig. 6. Examples of matrix elements of the vdW Hamiltonian Eq. (15), for $n = 30$ Rubidium atoms and (a) $s_{1/2}$, (b) $p_{1/2}$, (c) $p_{3/2}$, (d) $d_{3/2}$, (e) $d_{5/2}$ and (f) $f_{5/2}$ states. In each panel, we represent the matrix elements $\langle m_a m_b | h | m'_a m'_b \rangle$, where $m_a = m_b = -j$ and $m'_a, m'_b$ are shown in the legends. The phase $\varphi$ has been set to 0 so that all matrix elements are real.

Finally, the matrix elements of the vdW Hamiltonian depend on the angle $\theta$, but not the corresponding eigenvalues [17,19] which are isotropic. However, the presence of a magnetic field along the $z$ direction, breaking the degeneracy between the different angular momentum states, makes the eigenvalues of the total Hamiltonian depend on $\theta$ and gives the anisotropy of the vdW interactions a physical meaning.

As an illustration, we show in Fig. 6(a) three matrix elements of the vdW Hamiltonian Eq. (17). The diagonal term $\langle -\frac{1}{2} - \frac{1}{2} | h | -\frac{1}{2} - \frac{1}{2} \rangle$ represented as a blue line, is much larger than the off-diagonal elements, showing that the effect of the state-mixing is negligible for Rydberg $s_{1/2}$ states. Moreover, the potential curve is almost independent of the value of the angle $\theta$, illustrating the isotropic character of the interactions.
3.2.2 Rydberg $p_{1/2}$ states

We now consider the case of $p_{1/2}$ states, where the state-mixing and the anisotropy now play an important role. The vdW Hamiltonian can also be written in the form Eq. (17), with the crucial difference that the $C_6^{(i)}$ take different values, see Fig. 5. Consequently, the second term related to the anisotropic and state mixing character of the interactions is no longer negligible compared to the case of $s_{1/2}$ states. We show in Fig. 6(b) the same matrix elements as in (a): except at $\theta = 0$, where the angular momentum is conserved, the state-mixing processes, represented as green and red lines, are of the same order of magnitude as the diagonal matrix element. Moreover, in contrast to $s_{1/2}$ states all three processes have a strong angular dependence.

3.2.3 Higher angular momentum Rydberg states: $p_{3/2}$, $d_{3/2}$, $d_{5/2}$, $f_{5/2}$

In the case of Rydberg states with higher angular momentum $j = 3/2, 5/2, \ldots$, the vdW Hamiltonian, written in the product state basis $|−j,j\rangle$, $|−j,j+1\rangle$, $\ldots$, involves $(2j+1)^2$ states. Despite the fact that such Rydberg states are associated with a larger Hilbert space, the anisotropic and state-mixing features are very similar compared to the case of $p_{1/2}$ states. To conclude this section, we show in Fig. 6(c)–(f) the angular dependence of some matrix elements of the vdW Hamiltonians with the same notations as in the case of $s_{1/2}$ and $p_{1/2}$ states [(a)–(b)].

4 Applications

The goal of this section is to make use of the theoretical toolbox presented in the previous sections to discuss the impact and the possible applications of the state-mixing and anisotropic character of the vdW interactions. We first present the results obtained in Ref. [18] where we describe a many-body system excited to a Rydberg $p$ state and interacting via the vdW anisotropic potential. We then present a theory of generalized Rydberg blockade taking into account the effect of state-mixing for mesoscopic Rydberg ensembles [19].

4.1 Anisotropic interactions for Rydberg crystals

In a recent work [18], we studied the consequence of such anisotropy on the formation of Rydberg crystals. The system we have in mind is shown in Fig. 7: we consider a set $i = 1, \ldots, N$ of atoms, placed at positions $r_i$, in a two-dimensional square lattice and excited from a ground state level $|\downarrow\rangle$ to a Rydberg level $|\uparrow\rangle$. We are interested in the situation where a strong magnetic field induces a large Zeeman shift between the magnetic levels so that we can ignore state-mixing processes, and reduce the vdW Hamiltonian to a scalar, anisotropic, energy shift. The many-body Hamiltonian can be written as:

$$H_C = \frac{\hbar}{2} \sum_{i=1}^{N} \left( \Omega \sigma_x^{(i)} - \Delta \sigma_z^{(i)} \right) + \frac{1}{2} \sum_{i=1}^{N} \sum_{k=1, k \neq i}^{N} C_6(\theta_{i,k}) P_i P_k \frac{1}{|r_i - r_k|^6}, $$

where $\sigma_x^{(i)} = |\uparrow\rangle_i \langle \downarrow| + |\downarrow\rangle_i \langle \uparrow|$ $\sigma_z^{(i)} = |\uparrow\rangle_i \langle \uparrow| - |\downarrow\rangle_i \langle \downarrow|$ refer to the Pauli matrices, $P_i = |\uparrow\rangle_i \langle \uparrow|$ is the projection on the Rydberg level, $\Omega, \Delta$ denote, respectively the Rabi frequency and the detuning associated with the laser-excitation and $C_6(\theta_{i,k})$
corresponds to the vdW coefficient associated with the interaction between Rydberg states and defined as $i,k \langle \uparrow \uparrow | h | \uparrow \uparrow \rangle_{i,k} = C_6(\theta_{i,k}) / | r_i - r_k |^6$.

We are interested in the ground-state $|G\rangle$ of this model, corresponding to the zero-temperature phase-diagram. A particularly interesting case is the so-called “classical limit” $\Omega = 0$, where the Fock states, or classical configurations, $| \prod s_i \rangle$, with $s_i = \uparrow, \downarrow$, are eigenstates of the Hamiltonian. For $\Delta < 0$, the energy is minimal when all spins are polarized $|G\rangle = | \downarrow \ldots \downarrow \rangle$ (we consider without loss of generality, that the vdW interactions are repulsive). On the other hand, for $\Delta > 0$, the energy of the upper state $\uparrow$ becomes larger than the one of the lower state $\downarrow$, thus making the presence of Rydberg excitations energetically favorable. Due to the vdW interactions, these excitations tend to be distant from each other leading to a crystalline pattern [2,28,29].

In an experiment, such Rydberg crystals, which have been observed in the case of isotropic $s_{1/2}$ states [30] are prepared by dissipative state preparation: the parameters of the laser $\Omega$ and $\Delta$ are varied in time starting from a known ground-state configuration $\Omega = 0$, $\Delta < 0$ to end in the crystalline region $\Omega \neq 0$, $\Delta > 0$. The question addressed in Ref. [18] is the role of the anisotropic vdW interactions in the formation of Rydberg Crystals involving $p$ or $d$ states. To this end, we studied via a time-dependent mean-field approach, which is in particular exact in the classical limit, the preparation of such crystals. As an illustration, we represent in Figs. 7(b)–(c), the ground-state excitation pattern, obtained at the end of the preparation for two different configurations. In the isotropic configuration, corresponding to a magnetic field orientation perpendicular to the plane, the Rydberg excitation pattern is invariant by a rotation of 90 degrees. In the the anisotropic case, where the magnetic field is set along the plane, the crystal is preferentially aligned along the $x$ axis, where the interactions are the weakest. Finally, we studied the role of the quantum fluctuations which depend on the value of the laser Rabi frequency $\Omega$, leading to a progressive melting of the crystalline phase towards a disordered phase.
4.2 Anisotropic Rydberg blockade with state-mixing: magic distances

In the case of weak or moderate magnetic fields, the coupling between different magnetic levels of the fine-structure cannot be ignored. In Ref. [19], we investigate its consequences on the well-known Rydberg blockade phenomenon [4]. To this end, we first consider the situation, shown in Fig. 8, where two atoms are excited via a laser to a Rydberg $\frac{1}{2}$ state and interact via vdW interactions. The corresponding Hamiltonian can be written in the form $H_M = \sum_{i=1,2} H_A^{(i)} + h$, see Fig. 8(a), with:

$$H_A^{(i)} = \frac{\hbar \Omega}{2} \begin{bmatrix} |g\rangle_i \langle -\frac{1}{2}| & -\frac{1}{2} \langle g| \langle i | \frac{1}{2} \rangle & \hbar \Delta_B \langle \frac{1}{2} | \langle i | \frac{1}{2} \rangle \\ \frac{1}{2} \langle g| \langle i | \frac{1}{2} \rangle & \hbar \Delta_B \langle \frac{1}{2} | \langle i | \frac{1}{2} \rangle & \frac{1}{2} \langle g| \langle i | \frac{1}{2} \rangle \end{bmatrix},$$

where $g$ is a ground state level, $h$ is given in Eq. (17) and $\Delta_B$ represents the Zeeman shift induced by the magnetic field. The limiting case $\theta = \pi/2$ represents the simple example of state-mixing where the doubly laser-excited state $\frac{1}{2} - \frac{1}{2}$ is only coupled via the vdW interactions to $\frac{1}{2} - \frac{1}{2}$. In this case, considering that initially the two atoms are in the ground state $|gg\rangle$, we can restrict the Hilbert space to four states: $|gg\rangle, |g - \frac{1}{2} \rangle = \sqrt{2}(|g - \frac{1}{2} \rangle + | - \frac{1}{2} g \rangle)$ and the doubly excited states $| - \frac{1}{2} - \frac{1}{2} \rangle, | - \frac{1}{2} + \frac{1}{2} \rangle$, with the reduced Hamiltonian

$$h_M = \begin{bmatrix} 0 & \hbar \Omega / \sqrt{2} & 0 & 0 \\ \hbar \Omega / \sqrt{2} & 0 & \hbar \Omega / \sqrt{2} & 0 \\ 0 & \hbar \Omega / \sqrt{2} & u/r^6 & c/r^6 \\ 0 & 0 & c/r^6 & u/r^6 - 2\hbar \Delta_B \end{bmatrix},$$

where $u, c$ are a sum of $C^{(i)}_6$ coefficients, representing respectively the energy shift and the coupling between magnetic levels. In the familiar Rydberg blockade picture associated with $s_{1/2}$ states, the term $c$ is neglected. Consequently, the doubly excited state $| - \frac{1}{2} - \frac{1}{2} \rangle$ can only be excited at large distances, where the interaction $u$ is negligible compared to the laser excitation bandwidth $\propto \Omega$: this is the well-known Rydberg blockade phenomenon.
The goal of our work consisted in investigating how the mixing term $c$, which is of the same order as $u$ for $p_{1/2}$ affects the Rydberg blockade phenomenon. To this end, an insightful representation of the problem is obtained by diagonalizing the Hamiltonian in the doubly-excited manifold $\{ \left| -\frac{1}{2} -\frac{1}{2} \right\rangle, \left| \frac{1}{2} \frac{1}{2} \right\rangle \}$, obtaining two energies $\lambda_1(r)$, $\lambda_2(r)$. The representation of the Born-Oppenheimer (BO) potentials $\lambda_1(r)$, $\lambda_2(r)$ as a function of the distance $r$ between the atoms, represented schematically in Fig. 8(b), allows one to know whether the doubly-excited manifold can be excited or not, generalizing thus the Rydberg blockade phenomenon.

A particularly interesting situation corresponds to the case where the Zeeman shift $\Delta_B$ competes with the vdW interactions ($u$, $c$): at large distances, one of the BO energies is, for instance, negative, due to the Zeeman shift, while at short distances, it becomes positive due to the vdW interactions. Consequently, there is a “magic” distance $r = r_0$, where this energy is zero, allowing for a resonance excitation of the doubly excited state [see Figs. 8(b)–(c)]. At this particular distance, interactions still play an important role however, as the state $|\lambda_1\rangle$, which is excited, is a linear superposition of the two product states $| -\frac{1}{2} -\frac{1}{2} \rangle, | \frac{1}{2} \frac{1}{2} \rangle$. This has interesting consequences at the many-body level: considering $p = 1, \ldots, M$ pairs of atoms separated by the magic distance: due to the superposition character of the magic distance state $|\lambda_1\rangle$, the many-body state $|\Psi\rangle = \otimes_p |\lambda_1\rangle_p$ is not a zero-energy eigenstate of the vdW Hamiltonian $\sum_p h_p$. The consequence of this phenomenon, related to the non-additivity properties of the interaction Hamiltonian (see [31] in the context of dipole-dipole interactions), is a blockade mechanism: in a blockade sphere, defined as the region where interactions dominate over the laser-excitation, it is not possible to excite more than one magic-distance state $|\lambda_1\rangle$.

Finally, the analytical understanding we developed in the context of $p_{1/2}$ can be extended to the case of higher angular momentum states: $p_{3/2}, d_{3/2}$ states in particular. As an illustration, we applied our approach to give a theoretical understanding of recent experimental results [32], showing the angular dependence of the vdW interactions between Rydberg $d_{3/2}$ states, in an situation where the magnitude of the state-mixing processes can be neglected compared to the direct, diagonal, interaction.

5 Conclusion

In summary, we have presented the complete theoretical toolbox, necessary to calculate the dipole-dipole and van der Waals interactions between Rydberg states. We put in particular into evidence the anisotropic character of the vdW interactions, and the presence of state-mixing processes, i.e coupling terms between different magnetic levels. Finally, we summarized recent applications of this theoretical framework to the description of exotic many-body phases [18] and unconventional Rydberg blockade [19], both of them being relevant for the interpretation of on-going and future experiments. The possibilities given by these rich and complex properties of the Rydberg interactions are manifold: observation of topological states of matter [26], implementation of exotic spin models [33,34], new types of interactions between Rydberg polaritons [35], or the implementation of chiral spin-wave guides, where Rydberg excitations propagate along a chain of atoms along a preferential direction [36].
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