Accuracy of single-electron currents produced in hybrid turnstiles at high operation frequencies is, among other errors, limited by electrons tunnelling in the wrong direction. Increasing the barrier transparency between the island and the leads, and the source-drain bias helps to suppress these events in a larger frequency range, although they lead to some additional errors. We experimentally demonstrate a driving scheme that suppresses tunnelling in the wrong direction hence extending the range of frequencies for generating accurate single-electron currents. The main feature of this approach is an additional AC signal applied to the bias allowing additional modulation of the island chemical potential. By using this new approach under certain parameters, we improve the single-electron current accuracy by one order of magnitude. Finally, we show through experimentally-contrasted calculations that our method can improve accuracy even in devices for which the usual gate driving gives errors $\sim 10^{-3}$ at high frequencies and can bring them under $5 \times 10^{-4}$.

I. INTRODUCTION

Since the revision of the SI (système international d’unités) [1], quantum devices have been used for realizations of base units in terms of fundamental physical constants, especially in the electrical domain [2–5]. For current standard implementations, mainly single-electron transport experiments have been carried out [6–8]. In particular, SINIS (S stands for superconductor, I for insulator, N for normal metal) single-electron turnstiles (SET) have been widely implemented as sources of stable DC currents [9] among other applications [10–12] including a power standard [13]. In order to provide a reliable standard for the ampere, accuracy in generating a current $I = e f$, with $e$ the elementary charge and $f$ the turnstile operation frequency, besides high magnitude (at least 100 pA) are needed. Deviations from the desired current arise from tunnelling errors such as missed tunnelling events [14], two-electron Andreev reflection [15, 16], inelastic co-tunnelling [17], quasiparticle poisoning [11, 12, 18–20] and junction sub-gap leakage [21–24] among other photon-assisted processes due to the effect of the electromagnetic environment [25].

In the past, many proposals to minimize these errors have been put forward, mainly through device engineering. Superconducting quasiparticle poisoning has been reduced by changing the lead geometry and superconducting energy gap engineering [11, 26, 27], among others [12, 18]. Efforts for correcting missed tunnelling events have been directed towards error counting [14, 28–30]. Andreev tunnelling can be suppressed by increasing the island charging energy $E_c$ so that it is larger than the energy gap $\Delta$ of the leads, as well as by increasing the tunnel barrier resistance [15, 31]. Furthermore, proper engineering of the electromagnetic environment has proved to reduce the junction sub-gap leakage [32, 33] and was proposed for suppressing inelastic co-tunnelling [34]. One additional important error is the tunnelling of electrons in the direction opposite to the bias voltage [13]. These undesired events give $I < e f$ and appear when the amplitude of the driving signal is large enough and its rate of change (proportional to $f$) is comparable to the device response scale. Typical approaches to avoid these include the decrease of either the total tunnel resistance of the device $R_T$ or $E_c$, however, this may result in an enhancement of two-electron Andreev events. Furthermore, increasing the DC source-drain bias voltage also helps to suppress these events, but at the same time promotes sub-gap leakage current. As an alternative, in the present work we demonstrate and justify a new driving method that extends the useful driving frequency range of a SINIS SET by suppressing electron tunnelling in the wrong direction and favors desired events. Our approach mainly consists of adding a periodic modulation to the source-drain bias synchronized with the gate voltage modulation.

Our method effectively modulates the rate at which the island chemical potential crosses the energy thresholds that trigger tunnelling events. This allows to increase the time window for tunnelling, favoring the desired events and effectively blocking the unwanted ones. Particularly, we slow down the evolution of energy difference for the wanted processes while accelerating that of the unwanted events, hence decreasing the likelihood of the latter ones. Recently, a similar approach has been employed to suppress back-tunnelling events in semiconductor quantum dot single-electron pumps [35], but with no bias modulation. With this, we go beyond the device and setup optimization for error suppression, turning instead our attention to modifying the island chemical potential evolution beyond the simple gate waveform modification.

This article is divided as follows. In Section II we present the experimental methods used for the production of this work results. The DC and AC characterization of the device under test is shown in Section III.
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Next, in Section IV we present the physical reasoning behind the results of this paper. Furthermore, the results of this work are presented in Section V. Finally, Section VI presents the conclusions of this article.

**II. EXPERIMENTAL METHODS**

**A. Fabrication**

In order to put into practice our new method we fabricated the device of Fig. 1(a). The normal metal island (red in Fig. 1(a)) is made of copper and the superconducting leads (blue in Fig. 1(a)) are made of aluminum. We use e-beam lithography (EBL, Vistec EBPG5000+ operating at 100 kV) for sample patterning and e-beam metal evaporation for the metallization of the devices. We do the only EBL step on a Ge-based hard mask [36] deposited on top of a silicon-oxide coated silicon wafer. This mask is composed of a layer of 400 nm of poly(methyl methacrylate-methacrylic acid) (P(MMA-MAA)) covered by a 22 nm layer of Ge which is deposited by e-beam evaporation, there is a final top layer of poly(methyl methacrylate) (PMMA). In this patterning step, the small island and contacts of the SINIS transistor are drawn together with large bonding pads and connections between these and the small features. For easier handling, the full 4 inch wafer is cut into smaller chips containing several devices. After development of the top PMMA layer, the pattern is transferred to the intermediate germanium layer by reactive ion etching in carbon tetrafluoride CF$_4$. Next, inside the same chamber, the pattern is transferred to the bottom P(MMA-MAA) layer by anisotropic oxygen plasma etching. Immediately after this, an undercut profile is created by etching this layer with isotropic oxygen plasma. After this, we metallize the structure, first by depositing 20 nm of aluminium by e-beam evaporation at an angle of 15.2° to form the leads. Inside the evaporation chamber, this layer is oxidized with 2 mbar of oxygen for 2 minutes. To create the island and finally form the SINIS device, 30 nm of copper are deposited at an angle of 14.8°. The chip is then bathed in acetone for removing excess metal and remaining P(MMA-MAA).

**B. Measurements**

After fabrication, the chip is cleaved to fit in a custom made sample holder to which one device is bonded. This sample holder has been modified so that surface mounting inductors and capacitors form bias tees between DC and radio-frequency (RF) inputs, which are then connected to the sample gate and source electrodes by aluminum wires. The remaining drain electrode is connected to a DC line only. DC levels of the applied signals are injected through the bias tee inductors while RF signals are injected through the bias tee capacitors. The sample holder is then attached to the mixing chamber of a custom made dilution refrigerator with a base temperature of ~100 mK. We apply DC signals through cryogenic lines composed of resistive twisted pairs running from room temperature down to the fridge 1 K flange and nearly 1 m of Thermocox cable down to the mixing chamber. RF signals were applied through the lines consisting of stainless steel coaxial cable installed between the room temperature (top) and 4.2 K flanges, a 20 dB attenuator at this temperature, followed by a feedthrough into the inner vacuum can inside which a NbTi coaxial cable follows from the 1 K flange down to the RF input of the holder. Additionally, at room temperature, 40 dB attenuation is applied to the line carrying the source-drain RF bias signal and a further 20 dB attenuator is connected to the gate RF line. We generate DC and AC signals by programmable voltage sources and waveform generators, respectively. To measure current, we use a digital multimeter for reading out the voltage in the output of the transimpedance current amplifier (FEMTO Messtechnik, model LCA-2-10T) connected to the device drain electrode through a DC line. To ensure proper syn-
chronization and phase shift between the bias and gate RF signals, both were generated by of a 2-channel arbitrary waveform generator (Keysight, model 33522B). Each measurement of the pumped current was iterated typically 15 times and later averaged subtracting those repetitions during which a charge offset jump had occurred. Then, the offset of the current amplifier was subtracted by comparing the curves measured with biases of equal magnitude and opposite polarity.

III. DEVICE CHARACTERIZATION AND NEW PROPOSAL

Figure 1(b) shows the device DC current-voltage characteristics, which we measure by sweeping the DC gate voltage through about two gate periods for each DC bias voltage (green vertical lines). We calculate the maximum and minimum current using a Markovian equation (magenta lines, see Appendix for details on this model) with the following parameters: \( \Delta = 210 \mu \text{eV}, \) \( E_c = 2.48\Delta, \) total normal-state tunnel resistance \( R_T = 4.53 \text{M}\Omega, \) ratio between left and right junction tunnel resistances \( r = 0.15 \) and the Dynes parameter \( \eta = 3.5 \times 10^{-4}. \)

The IV curves simulated with these parameters agree well with the measured data. The superconducting gap of the leads creates a bias voltage zone inside of which, ide-ally irrespective of the gate voltage, no current flows, see Fig. 1(b). For biases \( 2\Delta < V_{0b} < 2\Delta + 2E_c \) current is suppressed only for certain gate voltages. These features create a diamond-like structure in the bias voltage-gate voltage parameter space inside of which the island charge remains stable. Figure 1(c) depicts two of these (only the upper half is shown) for states with zero and one extra electron in the island for a device with \( r = 1, \) notice how the diamonds overlap. These zones are bounded by the tunnelling thresholds, which, if crossed, trigger a single-electron tunnelling event between the island and one of the leads, either left (L) or right (R). These are defined by

\[
\Delta = \pm 2E_c (n - n_g \pm 0.5) \pm eV_{b, L/R} \equiv \delta_{L/R}. \quad (1)
\]

We adopt the convention that positive biasing is from left (L) to right (R), hence \( V_{b, L} = \kappa_L V_b \) and \( V_{b, R} = -\kappa_R V_b, \) where \( \kappa_i \) is the ratio between the junction capacitance and the total capacitance. Additionally, \( n \) is the initial island charge state. In Eq. (1) the plus signs indicate a tunnelling event into the island and minus signs indicate events out of the island. The thresholds for \( n = 0, 1 \) are depicted in Fig. 1(c), see its caption for further explanation. The key to the turnstile operation is to follow a path that crosses a threshold for electron tunnelling into the island through one junction and then crosses another for a tunnelling out of the island through the opposite junction without leaving the stability region. The most basic trajectory is depicted in Fig. 1(c) as path (1), henceforth called flat driving. Following this path back and forth with frequency \( f \) generates current \( I = ef \) [9]. However, in Fig. 1(c) the curve designated as (2) is also suitable for generating DC currents. Such a path can be realized by adding an extra modulation to the bias such that

\[
\begin{align*}
  n_k &= n_{0g} + \frac{A_k}{2} \sin(\omega t), \\
  V_b &= V_{0b} + \frac{A_b}{2} \cos(2\omega t),
\end{align*}
\]

with \( \omega = 2\pi f. \) Considering time \( t \) as a parameter, Eq. (2) verifies \( V_b = V_{0b} + A_b/2 - 4 (n_k - n_{0g})^2 A_b/A_k^2, \) that is, a parabola with negative concavity. Here, \( A_b \) is the peak-to-peak (pp) amplitude of the bias signal, \( A_k \) the pp amplitude of gate signal, \( n_g = C_g V_b/e \) with \( C_g \) the capacitance between the gate and the island and \( V_b \) the voltage applied to the gate, in our device \( C_g = 7.28 \text{aF}. \) In practice, \( n_{0g} \) is set to the gate open position at the bottom of the parabola given by \( n_{0g}^{\text{open}} = (V_{0b} - A_b/2) / [4E_c (r + 1)] + 0.5, \) assuming \( r = \kappa_R/\kappa_L, \) which is a good approximation in this case. However, the choice of \( n_{0g} \) only affects the width of the current plateaus against \( A_k \) and whether or not certain ones appear. Notice that this path can be reduced to the flat one by setting \( A_k = 0. \)
The results of applying the flat driving are depicted in Fig. 2 as dots along with calculations based on the same Markovian model used in the DC characterization and the same parameters, as solid lines. Our calculations carefully follow the dependence of the current against the driving amplitude for several biases, capturing deviations from the quantized current. Notice that for \( f = 1 \text{MHz} \) (Fig. 2(a)) \( I \sim ef \) in a broad \( A_g \) interval (see inset) hence forming a clear plateau for most of the applied bias voltages except when excess events start to appear (for which \( I > ef \)). In contrast, for \( f = 5 \text{MHz} \) (Fig. 2(b)) these current plateaus bend down in a wide range of gate amplitudes such that \( I < ef \) (see inset) and the accuracy decreases with increasing \( A_g \) until the next current plateau is reached. This occurs because when the driving amplitude increases, the parametric curve it traces crosses additional tunnelling thresholds before reaching the next charge state. These thresholds allow tunnelling events against the bias direction, referred to as back-tunnelling events, which limit accuracy in Fig. 2(b). Such processes will only take place when the island has not been filled or emptied by the desired (forward-)tunnelling, which happens when the corresponding forward-tunnelling rates are comparable to the inverse of the time elapsed between the crossings of the favorable and adjacent unfavorable thresholds, we designate this interval duration by \( \delta t \). For continuous drivings the extent of this time interval decreases with increasing frequency. There is an additional proportionality on \( V_{0b} \), whose form depends on the specific path and waveform, this is clearly shown in Fig. 2. Thus, in order to generate accurate single-electron current, one should increase \( \delta t \). We propose that applying the parabolic driving helps in this regard since it reshapes the quantities \( \delta \epsilon_{L/R}^\pm \) so that the desired events cross the threshold with a lower rate and the undesired ones do this at a higher rate, thus increasing \( \delta t \).

IV. EFFECT OF THE PARABOLIC DRIVING ON THE SYSTEM DYNAMICS

We clarify such proposition in this Section by explaining how the parabolic protocol affects the island chemical potential evolution and what is its impact on back-tunnelling events based on the Markovian model described in the Appendix. As shown there, the time evolution of the system is contained in \( \delta \epsilon_{L/R}^\pm \) (Eq. (1)) through \( n_g \) and \( V_{0b} \). These quantities control the tunnelling rates (Eq. (A2)), which, ideally, become non-zero only when \( \delta \epsilon_{L/R}^\pm \geq \Delta \), that is, when the energy thresholds defining the stability diagram of an SET are crossed. We plot in Figs. 3(a)-(b) the evolution of \( \delta \epsilon_{L/R}^\pm \) within one driving period \( \tau \), where each panel corresponds to one kind of the tunnelling process (either out of, Fig. 3(a), or into the island, Fig. 3(b)) for both junctions. In the case of the flat driving (solid lines), the evolution is entirely controlled by the gate signal \( n_g \) and accordingly adopts its shape, we present the curves for \( A_g = 1.06 \) and \( V_{0b} = 200 \mu V \).

For the parabolic driving (dashed lines), this evolution is also controlled by \( V_{0b} \), hence \( \delta \epsilon_{L/R}^\pm \) adopts a different time evolution as compared to the flat driving: in Fig. 3 we used \( A_g = 240 \mu V \). The tunnelling thresholds are depicted as magenta dashed lines in Fig. 3. Notice that the curve for the desired tunnelling events (\( \delta \epsilon_{L}^- \) and \( \delta \epsilon_{L}^+ \), in our particular case) crosses the threshold before the undesired ones (\( \delta \epsilon_{R}^- \) and \( \delta \epsilon_{R}^+ \), in this case), whose crossings are only possible if the modulation amplitude is large enough. Hence, ideally, the former events will happen first making the latter ones impossible. However, if the time elapsed between the crossings of the two thresholds (\( \delta t \) in Fig. 3(a)) is too short, then the favourable event may not take place before the threshold crossing of the undesired event, therefore allowing the latter to occur. In the case of Fig. 3, there is clear back-tunnelling for the flat driving when \( f = 1/\tau = 5 \text{MHz} \), see Fig. 2(b). Notice how the use of the parabolic driving reshapes the curves and extends \( \delta t \).

We show, based on a simplification of the model described in the Appendix, that by extending this time interval back-tunnelling is suppressed. First, we simplify the model by assuming zero temperature, \( T_S = T_B = 0 \), and perfect junctions, \( \gamma = 0 \). Under these conditions, the tunnelling rates Eq. (A2) become

\[ \Gamma \left( \delta \epsilon_{L/R}^\pm \right) = \frac{1}{e^2 R_{L/R}} \sqrt{ \left( \delta \epsilon_{L/R}^\pm \right)^2 - \Delta^2 }, \]  

(3)
FIG. 4. (a) Current plateaus using the parabolic driving at \( f = 5 \text{ MHz} \) and \( V_{0b} = 200 \mu \text{V} \), the legend designates the used \( \text{pp} \) bias amplitude. Dots represent measurements, solid lines simulations. (b) Deviation from ideal \( |I/(\varepsilon f) - 1| \) of data and calculations of panel (a) with the same legend. The stability diagram corresponds to the estimated parameters of the measured device. It has been zoomed-in to the intersection between charge states for clarity. Tunnelling thresholds correspond to the convention of Fig. 1(c). (d) Measured current plateaus using the proposed protocol at \( f = 5 \text{ MHz} \) and \( V_{0b} = 100 \mu \text{V} \), the legend designates the used \( \text{pp} \) bias amplitude. (e) As in (b) corresponding to panel (d). (f) As in (c) corresponding to panel (d) and (e). (g) Current calculated at the plateau (\( \varphi = 1.2 \)) as a function of the \( \text{pp} \) bias amplitude of the parabolic protocol, curves from right to left go from \( V_{0b} = 0 \) to 360 \( \mu \text{V} \) in steps of 20 \( \mu \text{V} \).

which is valid for \( \delta \epsilon_{L/R}^\pm \geq \Delta \). In our particular case, the right junction, in so far as the less transparent one, sets the lower bound for back-tunnelling, because tunnelling rates through this junction are lower. Therefore we focus on the events occurring through the right junction. We make a further approximation by stating that the probability of having one electron in the island at the time when the back-tunnelling process energy crosses the threshold \( t_- \) (that is, when \( \delta \epsilon_L^- = \Delta \), see Fig. 3(a)) is [38]

\[
p_1(t_-) \approx \exp \left( -\int_{t_-}^{t_+} \Gamma(\delta \epsilon_R^+) \, dt \right).
\]

Having \( p_1(t_-) \ll 1 \) means that the island has already been emptied before back-tunnelling becomes energetically favorable, while \( p_1(t_-) \lesssim 1 \) means that the island is not necessarily empty at \( t_- \) and hence it will likely be emptied through back-tunnelling. Therefore, the larger the quantity \( \varphi = \int_{t_-}^{t_+} \Gamma(\delta \epsilon_R^+) \, dt \), the less likely back-tunnelling. In the case of Fig. 3(a), \( \varphi_{\text{flat}} \approx 4.45 \) for the flat driving while \( \varphi_{\text{par}} \approx 8.20 \) for the parabolic one. We have then, \( \varphi_{\text{par}} > \varphi_{\text{flat}} \). Hence, applying the parabolic driving reduces the likelihood of back-tunnelling events. Fig. 3(c) shows that \( \varphi \) grows with \( A_b \), therefore a larger bias amplitude suppresses back-tunnelling more efficiently.

V. RESULTS AND DISCUSSION

A. Experimental results

We prove this experimentally by presenting the measured results for \( f = 5 \text{ MHz} \) in Fig. 4 where back-tunnelling has a strong influence on the current plateau. Fig. 4(a) shows the results of applying the parabolic driving with \( V_{0b} = 200 \mu \text{V} \) for several bias amplitudes \( A_b \) as dots. Note that the Markovian model agrees well with the measured current after applying a correcting factor of two to the amplitude of the AC signal delivered to the source electrode, which we deem as a result of the RF line transmittance, see the solid lines in Fig. 4(a). From these curves it is evident that the overall effect of the driving is to increase the current in the back-tunnelling affected regime, a clear signature of back-tunnelling sup-
FIG. 5. (a) Simulated current plateaus. The legend shows the biasing conditions for the flat protocol. The dashed line was calculated using the parabolic protocol with the amplitude given in the legend. (b) Deviation of current of panel (a) with the same legend. (c) Calculated current at the plateau \( A_g = 2.0 \) against the protocol amplitude \( A_b \). Legend indicates the used \( V_{0b} \). (d) Zoom-in of the enclosed area of panel (c). Inset: zoom-in of the enclosed area.

pression. These detrimental processes are replaced by forward-tunnelling events which keep the current closer to the desired value \( I = e f \). Fig. 4(b) shows the deviation from ideal \( |I/(ef)| - 1 \) of data in Fig. 4(a), notice that the flat driving at \( V_{0b} = 200 \mu V \) gives a current accuracy of \( \sim 10^{-3} \) at best.

Instead, using a pp bias amplitude of 100 \( \mu V \), 180 \( \mu V \) and 240 \( \mu V \) lowers the deviation to the \( 10^{-4} \) level. A depiction of the paths followed in the stability diagram of the measured device can be seen in Fig. 4(c). From there it is clear that for larger \( A_b \) the path length between the threshold crossings for desired events and for undesired ones increases. For \( V_{0b} = 100 \mu V \) the improvement is more drastic, see Figs. 4(d) and (e). The minimum deviation achieved with the flat driving is \( > 10^{-2} \) while this is on the level of \( 10^{-3} \) and even below for a narrow interval of gate amplitudes for \( A_b = 400 \mu V \), Fig 4(f) shows the followed paths. Furthermore, for most of the plateau the error even exceeds \( 10^{-1} \) in the first case while in the second one the error remains below \( 10^{-2} \) for a wide \( A_g \) interval. This demonstrates that even for the conditions in which accuracy is otherwise poor we can increase it by one order of magnitude or more using the extra bias modulation. In Fig. 4(d) we can see that the maximum current (against \( A_g \)) decreases with increasing \( A_b \) before starting to increase. Interestingly, this happens in the gate amplitude interval where back-tunnelling is not energetically favorable. According to our model, this effect is due to an interplay between the reshaping that the protocol causes on \( \delta \epsilon_{L/R}^\pm \) and the sub-gap states in the superconducting leads (leakage). Because of these, tunnelling is possible even when \( \delta \epsilon_{L/R}^\pm < \Delta \), though with lower rates. In general, the parabolic driving increases the maxima of these quantities for undesired tunnelling while decreasing them for desired events. Therefore, back-tunnelling sub-gap rates increase while lowering the forward-tunnelling ones, and current decreases. This imbalance is accentuated with increasing \( A_b \) and is only important as long as the forward-tunnelling thresholds are not crossed. Such an effect is minimized with better junctions having a lower Dynes parameter. To understand how the current at the plateaus varies with \( A_b \), we plot in Fig. 4(g) the former against the latter. These curves have been calculated with a constant \( A_g = 1.2 \). We see that even for \( V_{0b} = 0 \) our measured protocol can recover the expected current for large enough \( A_b \). However, the higher the DC bias, the more sensitive the current becomes to the bias amplitude. In any case the current tends to converge around the ideal value, although not with the same robustness as against \( A_g \) or \( V_{0b} \). Ideally, one expects the current not to depend very strongly on \( A_b \) around \( e f \) in order to have a good standard, therefore one would expect to see plateaus against this parameter.

**B. Future prospects**

We use our theoretical model to evaluate how promising the parabolic driving is. For this, we simulate the turnstile operation for a device with \( \Delta = 200 \mu eV \). \( E_c = \)
1.2\Delta, \ R_T = 200 \ \text{k}\Omega, \ \eta = 10^{-6} \ \text{and} \ r = 1. \ \text{These parameters ensure that the turnstile produces accurate single-electron currents for driving at high frequency. Furthermore, we set the island temperature to } T_N = 10 \ \text{mK} \ \text{and the leads temperature to } T_{L/R} = 100 \ \text{mK}, \ \text{which corresponds to a good quasiparticle relaxation. These are realistic device characteristics that can be routinely obtained with dedicated fabrication and setup conditioning [11, 22]. We show in Fig. 5 the calculated current at operation frequency } f = 240 \ \text{MHz} \ \text{for which, ideally, } I \approx 38.45 \ \text{pA. It is clear that with the flat driving, even though certain biases are subject to back-tunnelling except for } V_{0b} = 280 \ \text{\muV} \ \text{and } V_{0b} = 320 \ \text{\muV, accurate single-electron current emission is achievable with plateaus ranging between } 10^{-4} \ \text{and } 10^{-3} \ \text{deviation, see Figs. 5(a) and (b). It is also evident that the application of the parabolic driving with } V_{0b} = 200 \ \text{\muV} \ \text{and } A_b = 250 \ \text{\muV increases the accuracy of the current compared to the flat driving when the same DC bias level is applied since it dramatically reduces back-tunnelling. Moreover, the current produced with the new protocol is clearly more accurate than any other presented in Fig. 5(a). In fact, although deviations go even to } 10^{-5} \ \text{for the flat driving, we get a broader region for which the error falls below } 10^{-3} \ \text{and } 10^{-4} \ \text{when using our new approach. Additionally, the implementation of our method improves the flatness of the plateau. Fig. 5(c) shows the behavior of the current against } A_b \ \text{for several values of } V_{0b} \ \text{at } A_g = 2. \ \text{We can see that the robustness of the plateaus improves compared to Fig. 4(g). Furthermore, for certain DC bias values the current remains very much constant (see Fig. 5(d) and inset) although for these there is generally no discernible improvement in current accuracy when employing the new method (} A_b \ \neq 0). \ \text{Here, as well as in Fig. 5(a) we ascribe the reduction of excess current to an enhancement of back-tunnelling-induced leakage by the parabolic protocol as previously explained.}

Further implementations of SET driving with bias modulation could include a phase shift of this signal by \( \pi \), inverting the parabola. This would decrease the time-window for forward-tunnelling-only, however, it could also reduce the current leakage. We would like to stress that all in all the use of any kind of modified driving protocol involving bias modulation alters the rate at which \( \delta r_{LR} \) passes the tunnelling thresholds while keeping the operation frequency. Thus, these strategies can be used to improve the accuracy of frequency-to-power conversion of Ref. 13 by reducing the threshold passing rate of the energies \([38]\) while keeping the magnitude of generated power constant. Apparently, additional improvements are needed in order to attain the accuracy of \( 10^{-7} \) at the output currents of \( \sim 100 \ \text{pA} \) demonstrated in the semiconductor electron pumps with a tunable barrier [39, 40]. These may include a better protection from the environmental photons that promote leakage while allowing proper bias driving. Lower tunnel resistances are also necessary while \( E_c > \Delta \) is kept so that the unwanted tunnelling events due to Andreev reflection are suppressed.

\section{VI. Conclusions}

In summary, we have, for the first time, tested a SET driving involving bias modulation in a SINIS device added to the commonly used gate periodic modulation. This second signal applied to the source electrode of the transistor has a frequency twice as large and an appropriate phase-locking with respect to the gate driving. Furthermore, we provided evidence of the advantage of using this scheme against the usual one under diverse conditions. We conclusively showed that the main effect of this new approach is the suppression of the tunnelling events going against the bias. These hinder the accuracy of single-electron currents at high gate driving frequencies, therefore our method enhances this quantity. A Markovian description of the system, which accurately models the measured currents, supports this assertion. We also showed that this method can be employed with noticeable improvement for a broad interval of source modulation amplitudes. Furthermore, based on the theoretical model, we made clear that our approach holds the promise of improving the accuracy in devices with optimized parameters that allow generation of larger and accurate single-electron currents with the usual driving. This work opens the path for testing new SET protocols other than gate driving alone. Many more driving methods can be implemented by modifying the used waveforms as well as the frequency and phase shift of the bias modulation.
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\section{Appendix: Model Description and Numerical Simulations}

\subsection{A. General model}

We described the SINIS transistor dynamics using the Markovian model described in the Supporting Information of Ref. 12. Here we reproduce this explanation with modifications pertinent for the present study. We model the dynamics of a single-electron transistor from a stochastic master equation for the number of excess charges in the island \( n \). The probability of having \( n \) excess electrons (also referred to as the state \( n \)), \( p(n) \), evolves as [41–44]

\begin{equation}
\frac{d}{dt} p(n, t) = \sum_{n' \neq n} \gamma_{n'n} p(n', t) - \gamma_{nn'} p(n, t),
\end{equation}
where $\gamma_{nn'}$ is the total transition rate of the system for going from state $n$ to $n'$. In the specific case of an SET, the transition rates are given by $\gamma_{nn'} = \Gamma_{n\to n'}^L + \Gamma_{n\to n'}^R$. Here, $\Gamma_{n\to n'}^{L/R}$ is the transition rate between individual charge states $n$ and $n'$ due to tunnelling through either left (L) or right (R) junction.

We restrict the model to single-electron tunnelling and two-electron Andreev reflection. In a NIS junction the rates for these processes are given by

$$
\Gamma_{n\to n\pm 1}^{L/R} \left( \delta \epsilon_{L/R} \right) = \frac{1}{c^2 R_T} \int dE n_S (E - \delta \epsilon_{L/R}^\pm) f_N (E) \left[ 1 - f_S (E - \delta \epsilon_{L/R}^\pm) \right], \tag{A2}
$$

for single-electron tunnelling, and

$$
\Gamma_{n\to n\pm 2} \left( \delta \epsilon_{L/R} \right) = \frac{\hbar \Delta^2}{16 \pi e^4 R_T^2 N} \int dE f_N \left( E + \delta \epsilon_{L/R}^{\pm 2} / 2 \right) f_N \left( -E + \delta \epsilon_{L/R}^{\pm 2} / 2 \right) |a (E + E_c - i\xi/2) + a (-E + E_c - i\xi/2)|^2,\tag{A3}
$$

for Andreev tunnelling. For the case of Eq. (A2) $\delta \epsilon_{L/R}^{\pm}$ is given in Eq. (1) and for Eq. (A3)

$$\delta \epsilon_{L/R}^{\pm 2} = \pm 4 E_c (n - n_k \pm 1) \pm 2 e V_{n \in L/R}. \tag{A4}$$

Here $V_{n \in L/R}$ and $V_{n \in R}$ is the ratio between the junction capacitance and the total capacitance, $V_{n \in R}$ is the bias voltage applied between the source-drain leads of the transistor, $n$ is the initial island excess charge, $n_k$ is the charge number induced by the gate voltage, $E_c$ is the charging energy and $+(-)$ designates tunnelling to (from) the island.

In Eqs. (A2) and (A3), $\Delta$ is the superconducting gap of the leads, $R_T$ is the tunnel resistance of the junction involved in the event and $N$ is the number of conduction channels which can be written as $A'/A_{\text{sh}}$, with $A$ being the junction area ($\sim 50 \text{ nm} \times 60 \text{ nm}$ for the present device) and $A_{\text{sh}}$ is the area of an individual channel, estimated to be $30 \text{ nm}^2$, although this precise value does not affect the results of the model in the present case since $E_c > \Delta$ [15]. The term $\xi$ takes into account the energy of the intermediate (single-electron tunnelling) state which has a finite lifetime and correspondingly can be calculated as $\hbar \sum \pm \Gamma_{n\to n\pm 1}$ [17], for the present case we use $\xi / \Delta = 10^{-5}$. For our purposes, the exact value of this quantity does not have an impact on the value of the rates [45]. Additionally, $f_N$ is the Fermi-Dirac distribution function for electrons in the normal-metal island, $f_S$ is that for the superconducting lead involved in the tunnelling event and

$$n_S (E) = \Re \left( \frac{E/\Delta + i \eta}{\sqrt{(E/\Delta + i \eta)^2 - 1}} \right). \tag{A5}$$

Here $\eta$ is the Dynes parameter that helps model sub-gap leakage [37]. Finally,

$$a (x) = \frac{1}{\sqrt{x^2 - \Delta^2}} \ln \left( \frac{\Delta - x + \sqrt{x^2 - \Delta^2}}{\Delta - x - \sqrt{x^2 - \Delta^2}} \right). \tag{A6}$$

In our work we have measured the SET in two different regimes, namely the DC and turnstile operations.

**B. DC operation**

For calculating the current through the SET as response to applied DC bias ($V_{\text{bias}}$) and gate voltages ($V_g$) through $n_g = e C_g V_g / e$, we solve Eq. (A1) in steady state, that is, $dp (n, t) / dt = 0$. Since the charge states $n$ are discrete, one can express Eq. (A1) as a matrix equation

$$A p = 0, \tag{A7}$$

where $p_n = p (n)$, $A_{nn} = - \sum_{n' \neq n} \gamma_{nn'}$ and $A_{nn'} = \gamma_{nn'}$ for $n \neq n'$. Hence, the steady-state probability of having $n$ electrons in the island is found through calculating the null space of $A$.

In order to get accurate results in the DC regime, heating of the island due to non-zero power dissipation has to be taken into account. To do this, we need to calculate the total power transferred to the normal-metal island in the steady-state regime by proposing a vector $q$ such that $q_n = Q_{n\to n+1}^N + Q_{n\to n-1}^N$ with $Q_{n\to n \pm 1}^N \equiv Q_{n\to n \pm 1}^{N,R} + Q_{n\to n \pm 1}^{N,L}$, where
\[
\hat{Q}_{n \rightarrow n \pm 1}^{N:L/R} (\delta \epsilon_{L/R}^\pm) = \frac{1}{e^2 R_T} \int dE E n_S \left( E - \delta \epsilon_{L/R}^\pm \right) f_N (E) \left[ 1 - f_S (E - \delta \epsilon_{L/R}^\pm) \right], \tag{A8}
\]

that is, the power transferred by the electron tunnelling in a single event. Also, \(\delta \epsilon_{L/R}^\pm\) is the related energy cost of single-electron tunnelling defined by Eq. (1). Then the total power transferred to the island is \(\dot{Q} = \mathbf{q} \cdot \mathbf{p}\). This power is dissipated by electron-phonon interaction [47] creating an equilibrium state in which the phonon temperature \(T_0\) (which is taken as the temperature of the bath) differs from the temperature of the island electron system \(T_N\). These temperatures depend on the power dissipated as \(Q_{e-ph} = V \Sigma (T_N^2 - T_0^2)\), where \(V\) is the volume of the island and \(\Sigma\) is the electron-phonon coupling constant (\(\approx 8.4 \times 10^9\) WK\(^{-1}\)m\(^{-3}\) for copper, which was obtained in earlier experiments [13]). An additional power transfer due to Andreev reflection is considered in the form of Joule heat, that is, \(\dot{Q}_A = \langle \dot{I}_A \rangle V_b\) [48], where \(I_A\) is the current due only to Andreev events and \(V_b\) is the applied bias voltage. Finally, the heat balance is \(Q_{e-ph} = \dot{Q} + \dot{Q}_A\). Notice that the transition rates depend also on \(V\). Hence, this quantity has to be solved for self-consistently to satisfy Eq. (A7) and the heat balance.

Once \(T_N\) is determined with sufficient accuracy (for this we set a tolerance of 0.01 mK), Eq. (A7) can be solved for \(\mathbf{p}\). Then, the current through the SET \(I\) can be calculated as

\[
I = \mathbf{b} \cdot \mathbf{p}, \tag{A9}
\]

where

\[
b_n = e \left( \Gamma^L_{n \rightarrow n+1} - \Gamma^L_{n \rightarrow n-1} \right) + 2e \left( \Gamma^L_{n \rightarrow n+2} - \Gamma^L_{n \rightarrow n-2} \right). \tag{A10}
\]

### C. Turnstile operation

For modelling the turnstile operation we cannot use Eq. (A7). Instead we have

\[
d \mathbf{p} (t) / dt = A (t) \mathbf{p} (t). \tag{A11}
\]

The time dependence of matrix \(A\) stems from the time dependence of \(\delta \epsilon_{L/R}^\pm\), which, in turn, is contained in \(n_g\) for the flat driving and additionally in \(V_b\) for the parabolic driving, see Eqs. (2) in the main text.

To calculate the current, we propose an evolution equation for the state averaged charge in the island \(\langle q \rangle_s\) [44]

\[
\frac{d}{dt} \left[ \begin{array}{c} \mathbf{p} (t) \\ \langle q \rangle_s (t) \end{array} \right] = \left[ \begin{array}{cc} A (t) & 0 \\ \mathbf{b} (t)^T & 0 \end{array} \right] \left[ \begin{array}{c} \mathbf{p} (t) \\ \langle q \rangle_s (t) \end{array} \right]. \tag{A12}
\]

Notice that Eq. (A11) includes Eq. (A9).

The solutions of Eq. (A11) are given by

\[
\left[ \begin{array}{c} \mathbf{p} (t) \\ \langle q \rangle_s (t) \end{array} \right] = \exp \left( \int_0^t dt' \left[ \begin{array}{cc} A (t') & 0 \\ \mathbf{b} (t')^T & 0 \end{array} \right] \right) \left[ \begin{array}{c} \mathbf{p} (0) \\ \langle q \rangle (0) \end{array} \right]. \tag{A13}
\]

In the specific operation of the single-electron turnstile, one assumes periodic boundary conditions for \(\mathbf{p}\) with the same period as \(n_g\), the driving signal. This is reasonable since the tunnelling rates have the same periodicity as this signal. Therefore, one can approximate the integral by discretizing the driving cycle of period \(\tau\) in \(m\) intervals of size \(\delta \tau = \tau / m\). At the end of the period the exponential is then

\[
\hat{U} (\tau) = \prod_{k=1}^m \exp \left( \delta \tau \left[ \begin{array}{cc} A (t_k) & 0 \\ \mathbf{b} (t_k)^T & 0 \end{array} \right] \right), \tag{A14}
\]

where \(t_k = (k - 1) \delta \tau\).

We decompose this propagator as

\[
\hat{U} (\tau) = \left[ \begin{array}{cc} U (\tau) & 0 \\ \mathbf{U}_b (\tau) & 0 \end{array} \right]. \tag{A15}
\]

Then, we impose the boundary conditions in Eq. (A12) to get

\[
\mathbf{p} (\tau) = \mathbf{p} (0) = U (\tau) \mathbf{p} (0). \tag{A16}
\]

The calculation of \(\mathbf{p}\) has been reduced to determining the eigenvector of \(U (\tau)\) corresponding to the eigenvalue 1. Finally, we calculate the average charge according to Eq. (A12) as \(\langle q \rangle (\tau) = \mathbf{U}_b (\tau) \cdot \mathbf{p} (0)\). As a result, the average current can be written as \(I = \langle q \rangle (\tau) / \tau\).
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