Multiple point principle in the general Two-Higgs-Doublet model
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ABSTRACT: Based on the Multiple Point Principle, the Higgs boson mass has been predicted to be $135\pm9$ GeV — more than two decades ago. We study the Multiple Point Principle and its prospects with respect to the Two-Higgs-Doublet model (THDM). Applying the bilinear formalism we show that concise conditions can be given with a classification of different kinds of realizations of this principle. We recover cases discussed in the literature but identify also different realizations of the Multiple Point Principle.
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1 Introduction

1.1 The Multiple Point Principle

The origin of the values for the 19 parameters of the Standard Model is unknown. These parameters are the three lepton masses, six quark masses, the three coupling strengths, the QCD vacuum angle, the CKM mixing angles along with a phase, the electroweak vacuum-expectation value and the Higgs-boson mass. As an underlying mechanism to generate parameter values, the so-called Multiple Point Principle (MPP) [1–3] has been proposed. This principle may explain how parameters of the Standard Model, like the masses of the Higgs boson and the top quark, come about. The basic idea of this principle may be illustrated by the triple point of water (as pointed out for instance in [4]): at the triple point of water we observe three coexisting phases, that is, its solid, liquid, and gaseous form.
The triple point occurs at specific, that is, fine-tuned values for the intensive parameters temperature and pressure of about 273.16 K and 0.612 kPa. Since the transitions between the three phases are all of first order, energy and volume can be varied in a certain range without changing neither temperature nor pressure of the triple point. In an analogous way coexisting phases of the Higgs potential may determine the fine-tuned values of the masses of the bosons and fermions. Besides one minimum at the electroweak scale of $O(100)$ GeV there should be a degenerate minimum or degenerate minima at a scale far above the electroweak scale up to the Planck scale. Based on this principle the Higgs boson mass has been predicted more than 20 years ago to be $135 \pm 9$ GeV [5]. A more refined analysis yielded a mass $129.4 \pm 2$ GeV [6] to be compared to the observed mass $125.10 \pm 0.14$ GeV [7] of the Higgs boson which was discovered by the CMS and ATLAS collaborations in 2012 [8, 9].

Let us briefly sketch the derivation of this remarkable result following closely [5]: the MPP states that

1. The Higgs-boson doublet $\varphi$ has at least two coexisting vacua 1 and 2: with the same potential value, that is,
   \[ V_{\text{eff}}(\langle \varphi \rangle_1) = V_{\text{eff}}(\langle \varphi \rangle_2). \] (1.1)

2. The additional minimum or minima should appear at the high scale $\Lambda$ with $100 \text{ GeV} \ll \Lambda < M_{\text{Planck}}$,
   \[ \langle \varphi \rangle_2 = O(\Lambda). \] (1.2)

In the Standard Model with only one Higgs-boson doublet, the effective gauge-invariant potential is written, where we define $\phi = \sqrt{\varphi^2}$,

\[ V_{\text{eff}} = \mu^2(\phi)\phi^2 + \frac{\lambda(\phi)}{8}\phi^4, \] (1.3)

and where the dependence of the parameters on the scale is written explicitly. Close to the second vacuum the quartic term is dominant,

\[ V_{\text{eff}} \approx \frac{\lambda(\phi)}{8}\phi^4. \] (1.4)

The two conditions (1) and (2) above then give, using the fact that the degeneracy of the potential values requires that $\lambda(\Lambda) \approx 0$,

\[ \left. \frac{dV_{\text{eff}}}{d\phi} \right|_{\text{vac 2}} = 0 = \frac{1}{2} \frac{d\lambda(\phi)}{d\phi} \bigg|_{\text{vac 2} 2} \Lambda^4 = \frac{1}{8} \frac{d\lambda(\phi)}{d\phi} \bigg|_{\text{vac 2}} \Lambda^4 = \frac{1}{8} \beta_\lambda(\Lambda) \Lambda^3. \] (1.5)

This means that in addition to the quartic parameter $\lambda$ also its $\beta_\lambda$ function has to vanish at the scale $\Lambda$. The $\beta_\lambda$ function depends in the following way on the Higgs-boson field $\phi$:

\[ \beta_\lambda(\phi) = \frac{d\lambda(\phi)}{d\ln(\phi)} = \frac{d\lambda(\phi)}{d\phi} \frac{d\phi}{d\ln(\phi)} = \beta_\lambda(\lambda(\phi), g_1(\phi), g_1(\phi), g_2(\phi), g_3(\phi)) \] (1.6)

with $g_t(\phi)$ the top-Yukawa coupling and $g_{1/2/3}(\phi)$ the scale-dependent gauge couplings. From the explicit form of the $\beta_\lambda$ function in the Standard Model, Nielsen and Froggatt
evaluate the renormalization group equation numerically, using two loop beta functions and plot $\lambda(\phi)$. The evolution depends on the masses of the top-quark and the Higgs boson. Requiring a vanishing quartic parameter $\lambda(\phi)$ as well as a vanishing $\beta_{\lambda}$ function at the high scale $\Lambda$, the masses of the top quark and the Higgs boson are predicted.

This prediction for two of the Standard Model parameters is clearly remarkable and raises the question whether the particular form of the Higgs effective potential at the high scale is just an accident or whether there is a deeper law of nature represented by the MPP. For this reason, it is worthwhile to have a closer look how the MPP has been motivated in the literature. Originally, the MPP was justified using thermodynamical arguments [1–3] considering a micro-canonical ensemble in which an extensive quantity (energy, volume, number of particles) is fixed to a given value. It is then argued that this leads to the MPP. The system is described by a set of intensive quantities (temperature, pressure, chemical potential) and it is assumed that more than one phase exists with a strong (first order) phase transition between different phases.

It is then argued that in such a system with a fixed extensive variable the probability is high that intensive quantities (temperature, pressure, chemical potential) take on critical values corresponding to a state with two or more coexisting phases.

Motivated by this result, the question arises what are the consequences of the MPP in the Two-Higgs-Doublet Model (THDM)? The original motivation by T. D. Lee [10] to study the two-Higgs-doublet extension has been to have another source for CP violation — one of the shortcomings of the Standard Model, where violation of CP only arises from the CKM matrix (and the PMNS matrix) and is too small to explain the observed baryon asymmetry dynamically. Another motivation has been given by supersymmetric models which require to have more than one Higgs-boson doublet in order to give masses to up- and down type fermions. A more pragmatic reason is that there is nothing which prevents the introduction of more copies of Higgs-boson doublets. In particular, the $\rho$ parameter, relating the masses of the electroweak gauge bosons with the weak mixing angle (see [11] for details) is measured close to one in agreement with the Standard Model. The $\rho$ parameter is known to keep unchanged at tree level with respect to additional copies of Higgs-boson doublets. Eventually, let us mention that compared to the two real parameters of the Higgs potential of the Standard Model, the potential of the THDM has a much richer structure allowing for different phases. For a review of the THDM we refer to [12].

The most general gauge-invariant potential with two Higgs-boson doublets

$$\varphi_1 = \begin{pmatrix} \varphi_1^1 \\ \varphi_1^0 \end{pmatrix}, \quad \varphi_2 = \begin{pmatrix} \varphi_2^1 \\ \varphi_2^0 \end{pmatrix},$$

in the convention with both Higgs doublets carrying hypercharge $y = +1/2$, reads [13]

$$V_{\text{THDM}}(\varphi_1, \varphi_2) = m_{11}^2(\varphi_1^1 \varphi_1^1) + m_{22}^2(\varphi_2^2 \varphi_2^2) - m_{12}^2(\varphi_1^1 \varphi_2^2) - (m_{12}^2)^*(\varphi_2^1 \varphi_1^1) \quad (1.7)$$

$$+ \frac{1}{2} \lambda_1(\varphi_1^1 \varphi_1^1)^2 + \frac{1}{2} \lambda_2(\varphi_2^2 \varphi_2^2)^2 + \lambda_3(\varphi_1^1 \varphi_1^1)(\varphi_2^2 \varphi_2^2)$$

$$+ \lambda_4(\varphi_1^1 \varphi_2^2)(\varphi_2^2 \varphi_1^1) + \frac{1}{2} [\lambda_5(\varphi_1^1 \varphi_1^1)^2 + \lambda_6(\varphi_2^2 \varphi_2^2)^2]$$

$$+ [\lambda_7(\varphi_1^1 \varphi_2^2) + \lambda_8(\varphi_2^2 \varphi_1^1)](\varphi_1^1 \varphi_1^1) + [\lambda_9(\varphi_2^2 \varphi_2^2) + \lambda_10(\varphi_1^1 \varphi_1^1)](\varphi_2^2 \varphi_2^2). \quad (1.8)$$

$$+ \frac{1}{2} \lambda_1(\varphi_1^1 \varphi_1^1)^2 + \frac{1}{2} \lambda_2(\varphi_2^2 \varphi_2^2)^2 + \lambda_3(\varphi_1^1 \varphi_1^1)(\varphi_2^2 \varphi_2^2)$$

$$+ \lambda_4(\varphi_1^1 \varphi_2^2)(\varphi_2^2 \varphi_1^1) + \frac{1}{2} [\lambda_5(\varphi_1^1 \varphi_1^1)^2 + \lambda_6(\varphi_2^2 \varphi_2^2)^2]$$

$$+ [\lambda_7(\varphi_1^1 \varphi_2^2) + \lambda_8(\varphi_2^2 \varphi_1^1)](\varphi_1^1 \varphi_1^1) + [\lambda_9(\varphi_2^2 \varphi_2^2) + \lambda_10(\varphi_1^1 \varphi_1^1)](\varphi_2^2 \varphi_2^2). \quad (1.8)$$
The parameters $m_{12}^2$, $\lambda_{5/6/7}$ are complex, whereas all other parameters have to be real in order to yield a real potential. Therefore we count in total 14 real parameters in contrast to two real parameters of the Standard Model.

In the work [14] the MPP has been studied with respect to the general THDM. The argumentation in this work has been developed in the following way: supposing that the potential has a second minimum at a high scale $\Lambda$, after an appropriate $SU(2)_L \times U(1)_Y$ transformation the vacuum expectation values of the two Higgs-boson doublets are parametrized as [14]

$$ \langle \varphi_1 \rangle = \phi_1 \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \langle \varphi_2 \rangle = \phi_2 \begin{pmatrix} \sin(\theta) \\ \cos(\theta)e^{i\omega} \end{pmatrix},$$

(1.9)

where $\Lambda^2 = \phi_1^2 + \phi_2^2$. Then the conditions are studied for the potential (1.8) and its derivatives with respect to $\phi_{1/2}$ to be independent of the phase $\omega$ at the scale $\Lambda$. This leads to conditions for the quartic couplings as well as their derivatives, that is, the $\beta$ functions, evaluated at the scale $\Lambda$. In particular it is shown that these conditions originating from the MPP yield a CP conserving potential, obeying in addition a softly broken $Z_2$ symmetry giving an argument for the absence of flavor-changing neutral currents. Therefore, they continue their analysis in the framework of models with natural flavor conservation, e.g. the THDM type II.

In [15] a detailed phenomenological study of the MPP is carried out, starting from the results of [14], and applying them to the THDM type II as well as the Inert Doublet Model. It is found that in both cases, the MPP is incompatible with the requirement of providing simultaneously the experimental value of the top quark mass, electroweak symmetry breaking and stability.

Here we show that the study of the MPP in the THDM can be implemented concisely in the bilinear formalism [16–18]. The advantage of the bilinear formalism is that all unphysical gauge degrees of freedom are eliminated systematically and the potential and all parameters are real. Basis transformations, that is, a unitary mixing of the two doublets, for instance, are given by simple rotations. Similar to the case of the Standard Model, where we have to have a vanishing quartic coupling together with its $\beta$ function at the high scale $\Lambda$, we find conditions among the potential parameters and its derivatives in order to satisfy the MPP. We present a classification of all possible realizations of the MPP in the THDM. The conditions for these classes of realizations are given in a basis-invariant way and can be checked easily for any THDM.

In order to arrive at the conditions for the MPP we present the $\beta$ functions of the potential parameters in the bilinear formalism (see also [19]). We demonstrate the conditions of different realizations of the MPP in examples and we show in particular that the results of [14] can be recovered in the presently developed formalism as one possible realization of the MPP. It should be noted that other MPP solutions have been discussed in [20] in the conventional formalism. Here, we will present a complete classification of the MPP solutions in a transparent way using the bilinear formalism.
1.2 Brief review of bilinears in the THDM

Here we briefly review the bilinears in the THDM [16–18] in order to make this article self contained. We will also discuss briefly basis transformations. Bilinears systematically avoid unphysical gauge degrees of freedom and are defined in the following way: all possible gauge-invariant scalar products of the two doublets \( \varphi_1 \) and \( \varphi_2 \) which may appear in the potential can be arranged in one matrix

\[
K = \begin{pmatrix}
\varphi_1^\dagger \varphi_1 & \varphi_1^\dagger \varphi_2 \\
\varphi_2^\dagger \varphi_1 & \varphi_2^\dagger \varphi_2
\end{pmatrix}.
\]  

(1.10)

This hermitian matrix can be decomposed into a basis of the unit matrix and the Pauli matrices,

\[
K = \frac{1}{2}(K_0 \mathds{1}_2 + K_a \sigma_a), \quad a = 1, 2, 3,
\]

(1.11)

with four real coefficients \( K_0, K_a \), called bilinears. Building traces on both sides of this equation (also with products of Pauli matrices) we get the four real bilinears explicitly,

\[
K_0 = \varphi_1^\dagger \varphi_1 + \varphi_2^\dagger \varphi_2, \quad K_1 = \varphi_1^\dagger \varphi_2 + \varphi_2^\dagger \varphi_1, \\
K_2 = i \varphi_2^\dagger \varphi_1 - i \varphi_1^\dagger \varphi_2, \quad K_3 = \varphi_1^\dagger \varphi_1 - \varphi_2^\dagger \varphi_2.
\]

(1.12)

The matrix \( K \) is positive semi-definite. From \( K_0 = \text{tr}(K) \) and \( \text{det}(K) = \frac{1}{4}(K_0^2 - K_a K_a) \) we get

\[
K_0 \geq 0, \quad K_0^2 - K_a K_a \geq 0.
\]

(1.13)

As has been shown in [17] there is a one-to-one correspondence between the original doublet fields and the bilinears apart from unphysical gauge-degrees of freedom. In terms of bilinears we can write any THDM (a constant term can always be dropped),

\[
V_{\text{THDM}}(K_0, K_a) = \xi_0 K_0 + \xi_a K_a + \eta_{00} K_0^2 + 2 K_0 \eta_a K_a + K_a E_{ab} K_b,
\]

(1.14)

with real parameters \( \xi_0, \xi_a, \eta_{00}, \eta_a, E_{ab} = E_{ba}, a, b \in \{1, 2, 3\} \). Expressed in terms of the conventional parameters \( \Theta_0 \), these new parameters read

\[
\xi_0 = \frac{1}{2} (m_{11}^2 + m_{22}^2), \quad \xi = (\xi_a) = \frac{1}{2} \left(-2 \text{Re}(m_{12}^2), 2 \text{Im}(m_{12}^2), m_{11}^2 - m_{22}^2 \right)^T,
\]

(1.15)

\[
\eta_{00} = \frac{1}{8} (\lambda_1 + \lambda_2) + \frac{1}{4} \lambda_3, \quad \eta = (\eta_a) = \frac{1}{4} \left(\text{Re}(\lambda_6 + \lambda_7), -\text{Im}(\lambda_6 + \lambda_7), \frac{1}{2}(\lambda_1 - \lambda_2) \right)^T,
\]

(1.16)

\[
E_{ab} = \frac{1}{2} \left(\begin{array}{ccc}
\lambda_4 + \text{Re}(\lambda_5) & -\text{Im}(\lambda_5) & \text{Re}(\lambda_6 - \lambda_7) \\
-\text{Im}(\lambda_5) & \lambda_4 - \text{Re}(\lambda_5) & -\text{Im}(\lambda_6 - \lambda_7) \\
\text{Re}(\lambda_6 - \lambda_7) & -\text{Im}(\lambda_6 - \lambda_7) & \frac{1}{2}(\lambda_1 + \lambda_2 - \lambda_3)
\end{array}\right),
\]

(1.17)

A unitary basis transformations of the doublets,

\[
\varphi_i = U_{ij} \varphi_j, \quad \text{with} \ U = (U_{ij}), \quad U^\dagger U = \mathds{1}_2,
\]

(1.18)
corresponds to a transformation of the bilinears,

\[ K'_0 = K_0, \quad K'_a = R_{ab}(U)K_b, \]

with \( R_{ab}(U) \) defined by

\[ U^\dagger a U = R_{ab}(U)\sigma^b. \]

It follows that \( R(U) \in \text{SO}(3) \), that is, \( R(U) \) is a proper rotation in three dimensions. We see that the potential (1.14) stays invariant under a change of basis of the bilinears (1.19) if we simultaneously transform the parameters [17]

\[ \xi'_0 = \xi_0, \quad \xi'_a = R_{ab}\xi_b, \quad \eta'_{00} = \eta_{00}, \quad \eta'_a = R_{ab}\eta_b, \quad E'_{cd} = R_{ca}E_{ab}R_{bd}^T. \]

Note that by a change of basis we can always diagonalize the real symmetric matrix \( E \).

As an illustration, the following parametrization for a unitary transformation [17]

\[
\begin{pmatrix}
\cos(2\beta) & \sin(2\beta) \\
\sin(2\beta) & \cos(2\beta)
\end{pmatrix}
\begin{pmatrix}
\varphi_1 \\
\varphi_2
\end{pmatrix}
= U
\begin{pmatrix}
\varphi_1 \\
\varphi_2
\end{pmatrix}
\]

(1.22)
corresponds, in terms of bilinears, to the rotation matrix

\[
R(U) = \begin{pmatrix}
\cos^2(\beta) - \sin^2(\beta)\cos(2\zeta) & -\sin^2(\beta)\sin(2\zeta) & -\sin(2\beta)\cos(\zeta) \\
-\sin^2(\beta)\sin(2\zeta) & \sin^2(\beta)\cos(2\zeta) + \cos^2(\beta) & -\sin(2\beta)\sin(\zeta) \\
\sin(2\beta)\cos(\zeta) & \sin(2\beta)\sin(\zeta) & \cos(2\beta)
\end{pmatrix}
\]

(1.23)
and is useful to relate a given general basis to the so-called Higgs basis (see appendix A) if the doublets acquire non-zero vacuum-expectation values. In this case, the angle \( \beta \) fulfills \( |v^0_1|\sin \beta = |v^0_2|\cos \beta \) (or \( \tan \beta = |v^0_1|/|v^0_2| \)).

Let us also briefly recall that (standard) CP transformations, that is, \( \varphi_i \rightarrow \varphi_i^*, \, i = 1, 2 \), have a simple geometric picture in terms of bilinears [21]. With view on (1.12) we see that a (standard) CP transformation corresponds to \( K_2 \rightarrow -K_2 \) keeping all other bilinears invariant in addition to the parity transformation which flips the sign of the arguments not written explicitly. Now let us assume for simplicity, that by a change of basis, the parameter matrix \( E \) is diagonal. For the general case of arbitrary matrices \( E \) we refer to [21]. With \( E \) diagonal we see that the potential (1.14) is invariant under the (standard) CP transformation if the parameters \( \xi_2 \) and \( \eta_2 \) vanish. Eventually we note that by a basis change (1.19), (1.21) this is equivalent to any commonly vanishing entries of the parameter vectors \( \xi = (\xi_1, \xi_2, \xi_3)^T \) and \( \eta = (\eta_1, \eta_2, \eta_3)^T \) at the same position.

Let us also prepare the analysis of the THDM for the case of large \( K_0 \). First we note that \( K_0 \geq 0 \) and for \( K_0 = 0 \) the potential is trivially vanishing. We define for \( K_0 > 0 \) [17]

\[ k_a = \frac{K_a}{K_0}, \quad a \in \{1, 2, 3\} \quad \text{and} \quad k = \left(k_1, k_2, k_3\right)^T. \]

(1.24)

With (1.24) we can write the potential (1.14) in the form

\[ V_{\text{THDM}} = K_0 J_2(k) + K_0^2 J_4(k) \]

(1.25)
with the functions

\[ J_2(k) = \xi_0 + \xi^T k, \quad J_4(k) = \eta_{00} + 2\eta^T k + k^T E k, \tag{1.26} \]

defined on the compact domain, as follows from (1.13),

\[ |k| \leq 1. \tag{1.27} \]

In appendix A we recap some parts of electroweak symmetry breaking in the THDM in terms of bilinears.

\section{Classification of the vacua}

We now apply the MPP to the THDM potential, that is, we study the two conditions (1) and (2) as mentioned in section 1.1 for the case of the THDM. Analogously to the Standard Model case we consider the parameters as scale dependent. In the bilinear formalism, advantageous in the description of the THDM potential, large field configurations correspond to a large bilinear \( K_0 \) which itself is bilinear in the Higgs-doublet fields, see (1.12). Therefore the bilinears depend quadratically on the mass scale \( \Lambda \). The THDM potential is considered as an effective parametrization \( V_{\text{eff}}^{\text{THDM}} \) of the form (1.25), (1.26). Higher-dimensional order operators are neglected since we consider a scale \( \Lambda \) much larger than the electroweak scale but also sufficiently below the Planck mass. For large fields close to the high scale the quartic terms are dominant, so we have

\[ V_{\text{eff}}^{\text{THDM}} \approx K_0^2 J_4, \quad \text{for large } K_0 \tag{2.1} \]

with

\[ J_4 = \eta_{00}(K_0) + 2\eta_a(K_0)k_a + k_a E_{ab}(K_0)k_b, \tag{2.2} \]

where we write explicitly the dependence of the parameters on the scale \( K_0 \). In appendix B we briefly discuss the condition of a vanishing function \( J_4 \) at the high scale. Note that the bilinear dimensionless field \( k \) is defined on the domain \( |k| \leq 1 \). With respect to the MPP we are looking for a potential which has a second minimum at the high scale, that is, \( \langle K_0 \rangle = \Lambda^2 \) at a corresponding “direction” of the second minimum, see (1.24)–(1.26),

\[ \langle k \rangle = \Lambda^2. \tag{2.3} \]

In order to have a degenerate vacuum at the high scale with the same potential value we find with respect to (2.1) for large \( K_0 \) the condition

\[ J_4(K_0 = \Lambda^2, \langle k \rangle) = \eta_{00}(\Lambda^2) + 2\eta_a(\Lambda^2)\langle k_a \rangle + \langle k_a \rangle E_{ab}(\Lambda^2)\langle k_b \rangle = 0. \tag{2.4} \]

As a function of \( K_0 \), \( J_4(K_0, \langle k \rangle) \) should provide a minimum with \( J_4 = 0 \). This requires also

\[ \frac{\partial V_{\text{eff}}^{\text{THDM}}}{\partial K_0} \bigg|_{\text{vac}} = 0 = 2\Lambda^2 J_4 \bigg|_{\text{vac}} + \Lambda^4 \frac{\partial J_4}{\partial K_0} \bigg|_{\text{vac}} = \Lambda^4 \frac{\partial J_4}{\partial K_0} \bigg|_{\text{vac}}. \tag{2.5} \]
With
\[ 2K_0 \frac{\partial J_4}{\partial K_0} = 2K_0 \left( \frac{\partial \eta_{00}(K_0)}{\partial K_0} + 2 \frac{\partial \eta_{a}(K_0)}{\partial K_0} k_a + k_a \frac{\partial E_{ab}(K_0)}{\partial K_0} k_b \right) = \beta_{\eta_{00}} + 2\beta_{\eta_{a}} k_a + k_a \beta_{E_{ab}} k_b , \]
we find the condition for the beta functions at the Planck scale:
\[ \beta_{\eta_{00}}(\Lambda^2) + 2\beta_{\eta_{a}}(\Lambda^2) \langle k_a \rangle_2 + \langle k_a \rangle_2 \beta_{E_{ab}}(\Lambda^2) \langle k_b \rangle_2 = 0. \quad (2.6) \]

For the THDM the conditions (2.4) and (2.7) replace the ones for the SM.

### 2.1 Stationary points at the high scale \( \Lambda \)

So far we have found that a minimum \( \langle k \rangle_2 \) should satisfy the conditions (2.4) and (2.7). We now study the stationarity structure of the dominant quartic terms. This study is quite analogous to the stability study in \[17\]. We have \(|k| \leq 1\) and we consider the cases \(|k| < 1\) and \(|k| = 1\) separately.

For \(|k| < 1\), stationarity of the potential requires, expressed in terms of \(J_4\) (since \(K_0 > 0\)),
\[ \nabla_k J_4(k) = 2\eta^T + 2k^T E = 0, \quad (2.8) \]
that is, since \(E\) is symmetric
\[ \eta + E k = 0 . \quad (2.9) \]
Note that we do not write explicitly the scale dependence of the parameters which implicitly is given by \(\Lambda^2\). With the condition (2.9) for a vanishing gradient we can in the case \(|k| < 1\) write the condition for vanishing \(J_4\) (2.4) now in the form
\[ \eta^T \langle k \rangle_2 = -\eta_{00} . \quad (2.10) \]

For \(\det(E) \neq 0\) the regular solution of (2.9) is
\[ \langle k \rangle_2 = -E^{-1} \eta \quad (2.11) \]
or we have for \(\det(E) = 0\) exceptional solutions. We check that for the regular solutions we have with \(1 - k^T k > 1\) indeed
\[ J_4(\langle k \rangle_2) = \eta_{00} - \eta^T E^{-1} \eta = 0, \quad \text{if} \quad 1 - \eta^T E^{-2} \eta > 0. \quad (2.12) \]

For \(|k| = 1\) we impose a Lagrange multiplier, and the stationary solutions follow from
\[ \nabla_{k,u}(J_4(k) + u(1 - k^2)) = 0 , \quad (2.13) \]
that is,
\[ (E - \mathbb{I}_3 u) k + \eta = 0, \quad (1 - k^T k) = 0 . \quad (2.14) \]
With these conditions for a vanishing gradient we can in the case \(|k| = 1\) write the condition for a vanishing \(J_4\) (2.4) now in the form
\[ \eta^T \langle k \rangle_2 = -\eta_{00} - u . \quad (2.15) \]
The regular solution of (2.14), that is, a solution with \(\det(E - \mathbb{1}_3 u) \neq 0\) is

\[
\langle k \rangle_2 = -(E - \mathbb{1}_3 u)^{-1} \eta,
\]

where \(u\) follows from \((1 - \mathbf{k}^T \mathbf{k}) = 0\) with (2.16) from

\[
1 - \eta^T (E - \mathbb{1}_3 u)^{-2} \eta = 0.
\]

We check that for the regular solution we have indeed

\[
J_4(\langle k \rangle_2) = u - \eta_{00} - \eta^T E^{-1} \eta = 0,
\]

with \(u\) the solution of (2.17). Alternatively, we may have for \(\det(E - \mathbb{1}_3 u) = 0\) exceptional solutions of (2.14).

Eventually we note that we have to ensure that the stationary solutions of (2.9) for \(|k| < 1\), respectively, (2.14) for \(|k| = 1\) are local minima. As usual this can be done by considering the (bordered) Hessian matrix. Alternatively, in case of a stable potential, that is, a potential which is bounded from below, we may look for the deepest stationary solution or in the degenerate case, solutions, which are then of course minima.

### 2.2 Classification of the MPP in the THDM

Let us now study the vacuum structure with respect to the MPP in detail. Especially, we derive the conditions to have isolated points, respectively, continuous stationarity regions, corresponding to the MPP in a weaker or a stronger sense. First we recall that we can, by a basis change, (1.19), (1.21), diagonalize the real symmetric matrix \(E\) and therefore we suppose to have

\[
E_0 = \text{diag}(E_{011}^0, E_{022}^0, E_{033}^0).
\]

We emphasize that \(E_0\) diagonal is assumed to hold at the scale \(\Lambda^2\). This in particular means that in principle the matrix \(E'\) may be non-diagonal at a different scale. We discuss the running of the parameters of the THDM in the next section.

In order to distinguish the parameters in the new basis, where the matrix \(E'\) is diagonal, from the original ones, we denote them with a prime symbol. In conventional notation the potential with a diagonal matrix \(E')\) corresponds to arbitrary parameters with \(\lambda_6 = \lambda_7\) general complex and \(\lambda_5\) real.

For \(K_0 \neq 0\) the bilinear space is defined on the domain \(|k| \leq 1\). Let us first consider the case \(|k| < 1\).

As pointed out above, for \(\det(E) = \det(E') \neq 0\) the regular solution of the gradient equation (2.9) is a single point (2.11) and requires that \(\eta_{00}\) also satisfies (2.10), providing a degenerate value of the potential. We emphasize that the condition \(\det(E) \neq 0\) as well as the parameter \(\eta_{00}\) are invariant under a change of basis.

If one of the eigenvalues of \(E\) is zero, say in the diagonalized matrix \(E'\) its upper component, we get from (2.9)

\[
E_{11}' = 0, \ E_{22}' \neq 0, \ E_{33}' \neq 0:
\]

solution \(\langle k \rangle_2 = \left(x, -\frac{\eta_0}{E_{22}'}, -\frac{\eta_3}{E_{33}'}\right)^T\) with \(x^2 < 1 - \frac{\eta_0^2}{E_{22}'} - \frac{\eta_3^2}{E_{33}'}\) for \(\eta_1' = 0\). (2.20)
This is a line segment. In the case that \( \eta_1 \) together with \( E'_{11} \) are vanishing, that is, the two zero components of \( \eta' \) and \( E' \) are aligned, we may have a degenerate line of solutions satisfying (2.9). For \( \eta_1' \neq 0 \) there is no solution of (2.9). Besides, the \( \eta_{00} \) parameter has in any case to satisfy (2.10). We want to derive these conditions in a basis-invariant way. Firstly, we remark that one vanishing eigenvalue of the matrix \( E \) (note that \( E \) is the original parameter matrix and not necessarily diagonal) corresponds to \( \text{rank}(E) = 2 \) and this in turn gives the basis-invariant conditions

\[
\text{rank}(E) = 2 : \quad \det(E) = 0 \quad \text{and} \quad \text{tr}^2(E) - \text{tr}(E^2) \neq 0 .
\] (2.21)

Now we can construct the conditions to have one zero in the parameter vector \( \eta' \) aligned with \( E' \) in a basis-invariant way:

\[
(\eta \times (E\eta))^T E^2 \eta = 0, \quad \text{and} \quad (E^2 \eta \times (E\eta))^T (E^2 \eta \times (E\eta)) \neq 0 .
\] (2.22)

We get the statement, that for a matrix \( E \) of rank 2, that is, a matrix \( E \) fulfilling the conditions (2.21), there is a line of second degenerate vacua possible if in addition the two conditions (2.22) hold and the basis-invariant parameter \( \eta_{00} \) satisfies (2.10). This corresponds to the MPP in the stronger sense. In case that only the rank conditions (2.21) hold but not the conditions (2.22) there is no realization of the MPP possible.

Similarly we can treat the case that two eigenvalues of \( E \) vanish. Going to a basis where \( E'_{00} \) is diagonal, we suppose that the two upper components of the diagonal matrix \( E' \) vanish, then we find from (2.9) the solutions

\[
E'_{11} = E'_{22} = 0, \quad E'_{33} \neq 0 : \quad \text{solution} \quad \langle k \rangle_2 = \left( x, y, -\frac{\eta_1'}{E'_{33}} \right)^T \quad \text{with} \quad x^2 + y^2 < 1 - \frac{\eta_3^2}{E'_{33}^2} , \quad \text{for} \quad \eta_1' = \eta_2' = 0 .
\] (2.23)

This solution is a disk. In case that not both components of \( \eta' \) aligned with the vanishing diagonal entries of \( E' \) vanish, there is no solution. We note that for a solution also the parameter \( \eta_{00} \) has to satisfy (2.10).

The formulation in a basis-invariant way is as follows: two vanishing eigenvalues correspond to a matrix \( E \) of \( \text{rank}(E) = 1 \), that is,

\[
\text{rank}(E) = 1 : \quad \det(E) = 0, \quad \text{and} \quad \text{tr}^2(E) - \text{tr}(E^2) = 0 , \quad \text{and} \quad \text{tr}(E) \neq 0 .
\] (2.24)

Since two eigenvalues vanish, we can by a basis change always achieve that also one of the components of \( \eta \) vanish, aligned with one of the vanishing entries of \( E \). This can be written in a basis-invariant way:

\[
\eta^T E \eta \neq 0, \quad \text{and} \quad (E \eta \times \eta)^T (E \eta \times \eta) = 0 .
\] (2.25)

Only in case that in addition to (2.24) the conditions (2.25) are satisfied, we can have the MPP in form of a disk in bilinear space, that is, the MPP in the stronger sense. We note, that in this case it is required that the parameter \( \eta_{00} \) satisfies (2.10). Otherwise, if
the rank 1 conditions are fulfilled, but (2.25) do not both hold, there is no solution as a multiple point.

Eventually, we consider the case $E = 0$. Note that a vanishing matrix $E$ does not depend on the chosen basis. Now, we find from (2.10), that is, the condition of a vanishing potential at the second minimum, that there is for $\eta \neq 0$ no solution with respect to the MPP. However, if we have in addition to $E = 0$ also $\eta = 0$ and $\eta_{00} = 0$ we have a sphere of solutions, that is, the MPP realized in the stronger sense.

The case $|k| = 1$ can be treated analogously to the previous one. We look for solutions of the gradient equation (2.14) instead of (2.9). This system of four equations has in general solutions for the indeterminants $h_k$ as well as the Lagrange multiplier $u$. The solutions of (2.14) and in particular the degeneracy of the solutions depend on the determinant of

$$M = E - 1_3 u .$$

(2.26)

Again we get for $\det M \neq 0$ from (2.14) solution points (2.16). The determinant is of course invariant under basis changes.

Let us now turn to the exceptional cases, with at least one eigenvalue of the matrix $M$ vanishing. The argumentation is quite analogously to the previous study where we have to replace the matrix $E$ by $M$ and have to take into account the condition $k^T k = 1$.

If one of the eigenvalues of $M$ is zero, say, without loss of generality in the diagonalized matrix $M'$ its upper component, we get from (2.14)

$$M'_11 = 0, \ M'_22 \neq 0, \ M'_33 \neq 0 :$$

solution $\langle k \rangle_2 = \left( x, -\frac{\eta'_1}{M'_{22}}, -\frac{\eta'_3}{M'_{33}} \right)^T$ with $x^2 = 1 - \frac{\eta'^2_2}{M'^2_{22}} - \frac{\eta'^2_3}{M'^2_{33}}$, for $\eta'_1 = 0$. (2.27)

This gives at most two points, supposed that $\eta'_1 = 0$, and otherwise there is no solution. In addition, the $\eta_{00}$ parameter has to satisfy (2.15) in order to give a degenerate second vacuum. We want to find the conditions independent of the chosen basis. One vanishing eigenvalue of the matrix $M$ corresponds to $\text{rank}(M) = 2$, hence, basis-invariantly written,

$$\text{rank}(M) = 2 : \quad \det(M) = 0 \quad \text{and} \quad \text{tr}^2(M) - \text{tr}(M^2) \neq 0 .$$

(2.28)

The conditions to have one zero in the parameter vector $\eta'$ aligned with the vanishing eigenvalue in $M$ are

$$(\eta \times (M\eta))^T M^2 \eta = 0, \quad \text{and} \quad (M^2 \eta \times (M\eta))^T (M^2 \eta \times (M\eta)) \neq 0 .$$

(2.29)

In case there is a solution of a vacuum with $u$ from (2.14) satisfying the conditions (2.28) and also the conditions (2.29), there are points as a second degenerate vacuum possible supposed that $\eta_{00}$ satisfies (2.15).

Suppose now that the two components, say, the upper components of the diagonalized matrix $M'$ vanish, then we find from (2.14) the solutions

$$M'_11 = M'_22 = 0, \ M'_33 \neq 0 :$$

solution $\langle k \rangle_2 = \left( x, y, -\frac{\eta'_3}{M'_{33}} \right)^T$ with $x^2 + y^2 = 1 - \frac{\eta'^2_3}{M'^2_{33}}$, for $\eta'_1 = \eta'_2 = 0$. (2.30)
Only in case that we have also the two vanishing components of $\eta'$ aligned with the vanishing eigenvalues of $M'$, we get a circle of degenerate solutions; otherwise there is no solution.

The formulation in a basis-invariant way is as follows: two zero eigenvalues correspond to a matrix $M$ of rank one, that is,

$$\text{rank}(M) = 1 : \quad \det(M) = 0, \quad \text{and} \quad \text{tr}^2(M) - \text{tr}(M^2) \neq 0, \quad \text{and} \quad \text{tr}(M) \neq 0. \quad (2.31)$$

Since two eigenvalues vanish, we can by a further change of basis always achieve that one of the components of $\eta'$ vanishes, aligned with one of the vanishing entries of $M'$. To this purpose we construct two additional conditions, manifestly basis invariant,

$$\eta^T M \eta \neq 0, \quad \text{and} \quad (M \eta \times \eta)^T (M \eta \times \eta) = 0. \quad (2.32)$$

Only in the case that both conditions (2.31) and (2.32) hold, with $\eta_{00}$ satisfying (2.15) we can have the MPP realized in form of a circle in bilinear space. In all other cases there is no second vacuum possible.

Eventually, we consider the case $M = 0$. Then, we find from (2.15), that is, a vanishing potential at the second minimum, that there is for $\eta \neq 0$ no solution with respect to the MPP and in case of $\eta = 0$ we have a surface of a sphere of solutions, that is, the MPP in the stronger sense. Note that these conditions are already basis invariant.

Let us mention that we have seen, that in addition to a vanishing eigenvalue of the matrix $E$, respectively, $M = E - u \mathbb{1}_3$, also the corresponding component of $\eta'$ has to vanish (in a basis where $E'$, respectively $M'$, is diagonal). This in turn means that we do have CP conservation in this case [21]. We thus confirm the result [14] that the MPP in the THDM in the stronger sense corresponds to a CP conserving potential. In the strongest case where the second vacuum is a degenerate sphere we have to have $E = 0$ together with $\eta$ and $\eta_{00}$ vanishing. This means that the potential has $J_4 = 0$ for all $k$. In conventional notation this gives $\lambda_i = 0, i = 1, ..., 7$.

Moreover, let us note the interesting aspect of solutions corresponding to $|k| < 1$ (see [17] for details), which give charge-breaking minima and solutions corresponding to $|k| = 1$ which give electroweak symmetry breaking $\text{SU}(2)_L \times \text{U}(1)_Y \rightarrow \text{U}(1)_{\text{em}}$, however, for a second vacuum at a high vacuum expectation scale $\Lambda$, there is no reason to discard the possibility of charge-breaking minima.

We summarize our findings in table 1.

### 2.3 Constraints from the quantum potential

Thanks to the bilinear formalism, the 1-loop $\beta$-functions of the general THDM can be put in a concise tensor form (see appendix C), allowing one to perform an analytical study of the renormalization group. In the case where $|k| < 1$, using (2.9) and (2.10), the constraint (2.7) can be put into the following form:

$$0 = 8 \left[ (k^T E k)^2 - 2 k^T E^2 k + \text{tr} \left( E^2 \right) \right] + g k^T k + G$$

$$- \frac{1}{2} \left\{ (\sigma_0 + k^T \sigma)^a_b (\sigma_0 + k^T \sigma)^c_d \right\} T_a^b T_c^d + (1 - k^T k) T_{UD}, \quad (2.33)$$
\[
\det(E) \neq 0 \quad \text{point}
\]
\[
\begin{array}{l}
\text{tr}^2(E) - \text{tr}(E^2) \neq 0 \\
\quad (\eta \times (E\eta))^T E^2 \eta = 0 \\
\quad \text{and}
\end{array}
\]
\[
\begin{array}{l}
\quad (E^2 \eta \times (E\eta))^T (E^2 \eta \times (E\eta)) \neq 0 \\
\quad (\eta \times (E\eta))^T E^2 \eta \neq 0 \\
\quad \text{or}
\end{array}
\]
\[
\begin{array}{l}
\quad (E^2 \eta \times (E\eta))^T (E^2 \eta \times (E\eta)) = 0
\end{array}
\]
\[
\det(E) = 0 \quad \text{line}
\]
\[
\begin{array}{l}
\quad \text{tr}(E) \neq 0 \\
\quad \eta^T E \eta \neq 0 \\
\quad \text{and}
\end{array}
\]
\[
\begin{array}{l}
\quad (E \eta \times \eta)^T (E \eta \times \eta) = 0
\end{array}
\]
\[
\begin{array}{l}
\quad \text{disk}
\end{array}
\]
\[
\begin{array}{l}
\text{tr}^2(E) - \text{tr}(E^2) = 0 \\
\quad \eta^T E \eta = 0 \\
\quad \text{or}
\end{array}
\]
\[
\begin{array}{l}
\quad (E \eta \times \eta)^T (E \eta \times \eta) \neq 0
\end{array}
\]
\[
\begin{array}{l}
\quad \text{no}
\end{array}
\]
\[
E = 0 \quad \frac{\eta}{\eta} \neq 0 \\
\quad \text{no}
\]
\[
\begin{array}{l}
\quad \eta = 0 \\
\quad \text{sphere}
\end{array}
\]

\[
\begin{array}{l}
\det(M) \neq 0 \\
\quad \text{point}
\end{array}
\]
\[
\begin{array}{l}
\text{tr}^2(M) - \text{tr}(M^2) \neq 0 \\
\quad (\eta \times (M\eta))^T M^2 \eta = 0 \\
\quad \text{and}
\end{array}
\]
\[
\begin{array}{l}
\quad (M^2 \eta \times (M\eta))^T (M^2 \eta \times (M\eta)) \neq 0 \\
\quad (\eta \times (M\eta))^T M^2 \eta \neq 0 \\
\quad \text{or}
\end{array}
\]
\[
\begin{array}{l}
\quad (M^2 \eta \times (M\eta))^T (M^2 \eta \times (M\eta)) = 0
\end{array}
\]
\[
\det(M) = 0 \quad \text{point}
\]
\[
\begin{array}{l}
\quad \text{tr}(M) \neq 0 \\
\quad \eta^T M \eta \neq 0 \\
\quad \text{and}
\end{array}
\]
\[
\begin{array}{l}
\quad (M \eta \times \eta)^T (M \eta \times \eta) = 0
\end{array}
\]
\[
\begin{array}{l}
\quad \text{circle}
\end{array}
\]
\[
\begin{array}{l}
\quad \text{tr}^2(M) - \text{tr}(M^2) = 0 \\
\quad \eta^T M \eta = 0 \\
\quad \text{or}
\end{array}
\]
\[
\begin{array}{l}
\quad (M \eta \times \eta)^T (M \eta \times \eta) \neq 0
\end{array}
\]
\[
\begin{array}{l}
\quad \text{no}
\end{array}
\]
\[
M = 0 \quad \frac{\eta}{\eta} \neq 0 \\
\quad \text{no}
\]
\[
\begin{array}{l}
\quad \eta = 0 \\
\quad \text{surface}
\end{array}
\]

Table 1. Classification of possible realizations of the MPP in the THDM. The last column gives the kind of realization of the MPP or “no” in case the MPP is not realized. The upper part gives solutions for the case \(|k| < 1\) and the lower part for the case \(|k| = 1\). In all cases where the MPP is realizable, the parameter \(\eta_{\text{lo}}\) has to fulfill the condition (2.10), respectively, (2.15). The solutions of the vacuum vector \((k)\) follow from (2.9), respectively, the solutions of \((k)\) and \(u\) from (2.14). The conditions are given in a basis-invariant way and are therefore directly applicable to any THDM.

where we defined for convenience the strictly positive quantities

\[
g \equiv \frac{9}{20}g_1^2g_2^2 \quad \text{and} \quad G \equiv \frac{9}{8} \left( \frac{3g_1^4}{25} + g_2^4 \right)
\]

(2.34)
and where the definition of the $T$-tensors is given in (C.18). If $|k| = 1$, we must use (2.14) and (2.15) and the constraint reads

$$0 = 8 \left[ 2u^2 + \left( k^T M k \right)^2 - 2k^T M^2 k + \text{Tr} \left( M^2 \right) \right] + g + G$$

$\quad - \frac{1}{2} \left\{ \left( \sigma_0 + k^T \sigma \right)_a \left( \sigma_0 + k^T \sigma \right)_d \right\} T^b_{ac}.$

(2.35)

Let us first consider a simplified situation where the theory does not contain Yukawa couplings. In that case, eq. (2.33) becomes

$$0 = 8 \left( k^T E k \right)^2 - 2k^T E^2 k + \text{tr} \left( E^2 \right) + g k^T k + G,$$

(2.36)

and has in fact no solutions. This can be seen by working in a basis where $k = (k_1, 0, 0)^T$, and where the term in the brackets now reads

$$(k^T E k)^2 - 2k^T E^2 k + \text{tr} \left( E^2 \right) = k_1^4 E_{11}^2 - 2k_1^3 \left( E_{11}^2 + E_{12}^2 + E_{13}^2 \right)
+ E_{11}^2 + E_{22}^2 + E_{33}^2 + 2 \left( E_{12}^2 + E_{13}^2 + E_{23}^2 \right)
= (1 - k_1^2)^2 E_{11}^2 + E_{22}^2 + E_{33}^2 + 2(1 - k_1^2) \left[ E_{11}^2 + E_{13}^2 + E_{23}^2 \right].$$

(2.37)

Clearly, since $k^T k < 1$ the right-hand side is a positive quantity. This holds in any basis, and implies in turn that

$$8 \left( \left( k^T E k \right)^2 - 2k^T E^2 k + \text{tr} \left( E^2 \right) \right) + g k^T k + G > 0.$$

(2.38)

We therefore have proven that in absence of Yukawa couplings, and if $k^T k < 1$, eq. (2.7) cannot be satisfied, which means that the MPP cannot be realized. Applying the above reasoning to the case $k^T k = 1$ we get the same conclusion.

The situation changes if we consider Yukawa couplings. For the known fermions we will see that only the dominant contribution from the top quark allows for a realization of the MPP. Alternatively, lower bounds on the Yukawa couplings could be given in order to have the MPP realized.

### 2.4 Comparison with previous work on the MPP in the THDM

As a concrete application of the results derived in sections 2.2 and 2.3, let us take the example of a THDM type II.\(^1\) Thus we will be able to compare our results with the ones from [14] and [15].

The scalar potential considered in [14, 15] is the general potential but with the restriction $\lambda_6 = \lambda_7 = 0$. With these assumptions the quartic couplings (1.16), (1.17) simplify as:

$$\gamma_{00} = \frac{1}{8} (\lambda_1 + \lambda_2) + \frac{1}{4} \lambda_3, \quad \eta = (\eta_a) = \frac{1}{4} \begin{pmatrix} 0, & 0, & \frac{1}{2} (\lambda_1 - \lambda_2) \end{pmatrix}^T,$$

(2.39)

$$E = (E_{ab}) = \frac{1}{4} \begin{pmatrix} \lambda_4 + \text{Re}(\lambda_5) & -\text{Im}(\lambda_5) & 0 \\ -\text{Im}(\lambda_5) & \lambda_4 - \text{Re}(\lambda_5) & 0 \\ 0 & 0 & \frac{1}{2} (\lambda_1 + \lambda_2) - \lambda_3 \end{pmatrix}.$$

(2.40)

\(^1\)In fact, the following discussion remains valid for any THDM where $\lambda_6 = \lambda_7 = 0$ and where none of the fermions couple simultaneously to both doublets.
By a basis change we can diagonalize the matrix $E$ without changing $\eta_{00}$, $\eta$. In the new basis the parameter $\lambda_5$ is real,

$$E = (E_{ab}) = \frac{1}{4} \begin{pmatrix} \lambda_4 + \lambda_5 & 0 & 0 \\ 0 & \lambda_4 - \lambda_5 & 0 \\ 0 & 0 & \frac{1}{2}(\lambda_1 + \lambda_2) - \lambda_3 \end{pmatrix}. \tag{2.41}$$

The most general form for the vacuum expectation values of the doublets may be parametrized as [14]

$$\langle \varphi_1 \rangle = \phi_1 \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \langle \varphi_2 \rangle = \phi_2 \begin{pmatrix} \sin(\theta) \\ \cos(\theta) e^{i\omega} \end{pmatrix}, \tag{2.42}$$

where $\Lambda^2 = \phi_1^2 + \phi_2^2$. In terms of the bilinear fields, this corresponds to

$$K_0 = \phi_1^2 + \phi_2^2 = \Lambda^2, \quad K_1 = 2\phi_1 \phi_2 \cos(\theta) \cos(\omega), \quad K_2 = 2\phi_1 \phi_2 \cos(\theta) \sin(\omega), \quad K_3 = \phi_1^2 - \phi_2^2, \tag{2.43}$$

so there is a direct mapping between $(\phi_1, \phi_2, \theta, \omega)$ and $(K_0, K_1, K_2, K_3)$. Since this will be useful in the following, we note that

$$k^T k = \frac{K^T K}{K_0^2} = \frac{1}{(\phi_1^2 + \phi_2^2)^2} \left( \phi_1^4 + 2 \cos(2\theta) \phi_1^2 \phi_2^2 + \phi_2^4 \right). \tag{2.44}$$

Therefore we find that for $\cos(2\theta) = 1$ or, equivalently, $\cos(\theta) = \pm 1$ we have $k^T k = 1$.

We can now begin the comparison between the present work and the previous analysis of the MPP by Froggatt and Nielsen. The study in [14] results in two possible vacuum configurations, namely

$$\langle \varphi_1 \rangle = \begin{pmatrix} 0 \\ \phi_1 \end{pmatrix}, \quad \langle \varphi_2 \rangle = \begin{pmatrix} 0 \\ e^{i\omega} \phi_2 \end{pmatrix}, \tag{2.45a}$$

$$\langle \varphi_1 \rangle = \begin{pmatrix} 0 \\ \phi_1 \end{pmatrix}, \quad \langle \varphi_2 \rangle = \begin{pmatrix} \phi_2 \\ 0 \end{pmatrix}, \tag{2.45b}$$

which respectively correspond to a charge-conserving, CP-violating and a charge-breaking CP-conserving minimum.

In the first case, (2.45a), that is, $\cos(\theta) = \pm 1$, we have $k^T k = 1$ at the vacuum. Also Froggatt and Nielsen require that the value of the potential at the minimum is independent of $\omega$, meaning that, with view on (2.43), in the approach developed in the present work, this corresponds to a circle-shaped vacuum. This in turn requires, as can be seen from table 1, that there is a basis where the parameters must satisfy

$$M = E - u \mathbf{1}_3 = \text{diag}(0, 0, E_{33} - u) \quad \text{yielding} \quad \lambda_5 = 0 \quad \text{and} \quad u = \frac{1}{4} \lambda_4. \tag{2.46}$$
The value of \( u \) being fixed, we may solve equations (2.14) and (2.15), giving
\[
\eta_3^2 = (\eta_{00} + u)(E_{33} - u),
\]
which in terms of the conventional parameters gives
\[
\pm \sqrt{\lambda_1 \lambda_2} + \lambda_3 + \lambda_4 = 0,
\]
Requiring that \( |k_3| < 1 \), it can be shown that the choice of the solution depends on the sign of \( \lambda_1 \) and \( \lambda_2 \), thus giving
\[
\begin{align*}
\lambda_1 > 0, & \quad \lambda_2 > 0, & +\sqrt{\lambda_1 \lambda_2} + \lambda_3 + \lambda_4 = 0, & \lambda_5 = 0 \quad (2.49) \\
\text{or} & \lambda_1 < 0, & \lambda_2 < 0, & -\sqrt{\lambda_1 \lambda_2} + \lambda_3 + \lambda_4 = 0, & \lambda_5 = 0. \quad (2.50)
\end{align*}
\]
In addition, ensuring that the extremum is a minimum rules out the second solution (2.50).

We now turn to the second case (2.45b) where \( \cos(\theta) = 0 \). Making use of (2.43), this means that \( k_1 = k_2 = 0 \) and, in the case where neither \( \phi_1 \) nor \( \phi_2 \) vanish, \( |k_3| < 1 \). In any case, from a geometric point of view, the solution is a point, meaning that none of the eigenvalues of the matrix \( E \) should vanish. Applying the constraints (2.9) and (2.10) gives:
\[
\eta_3^2 = E_{33}\eta_{00}
\]
or, in conventional parameters,
\[
\lambda_3 = \pm \sqrt{\lambda_1 \lambda_2},
\]
where obviously the quantity \( \lambda_1 \lambda_2 \) must be positive. In addition to the above constraint, we can work out the condition \( |k| < 1 \) to give in the conventional formalism:
\[
\lambda_1 < 0, \quad \lambda_2 < 0, \quad \lambda_3 = \sqrt{\lambda_1 \lambda_2} \quad \text{or} \quad \lambda_1 > 0, \quad \lambda_2 > 0, \quad \lambda_3 = -\sqrt{\lambda_1 \lambda_2}. \quad (2.53)
\]

Once again we want to ensure that the solution is a minimum, meaning here that \( E_{33} \) must be positive. This rules out the first solution while the second set of conditions corresponds to the one in [14]. Thus the present formalism agrees with the results of Froggatt and Nielsen in both cases.

Finally, relation (2.7) must hold if the MPP is to be realized. This results in an additional constraint among the beta-functions, that is:
\[
\beta_{\eta_{00}} + 2k_3\beta_{\eta_3} + k_1^2\beta_{E_{11}} + k_2^2\beta_{E_{22}} + k_3^2\beta_{E_{33}} = 0.
\]

Injecting the expression of the bilinear couplings in terms of the conventional parameters gives:
\[
(1 + k_3)^2\beta_{\lambda_1} + (1 - k_3)^2\beta_{\lambda_2} + 2(1 - k_3^2)\beta_{\lambda_3} + 2(k_1^2 + k_2^2)\beta_{\lambda_4} + 2(k_1^2 - k_2^2)\beta_{\lambda_5} = 0. \quad (2.55)
\]

---

\^Note that for a vacuum at a large scale we cannot have \( \phi_1 = \phi_2 = 0 \).

\^The fact that \( \beta_{\eta_1} \) and \( \beta_{\eta_2} \) vanish is due to the property of the Yukawa sector that each fermion couples to only one doublet.
In the case of the charge-conserving vacuum \((2.45a)\) we have \(\lambda_5 = \beta \lambda_5 = 0\) and \(k_1^2 + k_2^2 + k_3^2 = 1\). Using these relations as well as the expression of \(k_3\) in \((2.15)\) in terms of the conventional parameters we find
\[
\frac{1}{2} \sqrt{\frac{\lambda_2}{\lambda_1}} \beta \lambda_1 + \frac{1}{2} \sqrt{\frac{\lambda_1}{\lambda_2}} \beta \lambda_2 + \beta \lambda_3 + \beta \lambda_4 = 0. \tag{2.56}
\]
In the other case \((2.45b)\), we have \(k_1 = k_2 = 0\) and with \((2.10)\) we find
\[
\frac{1}{2} \sqrt{\frac{\lambda_2}{\lambda_1}} \beta \lambda_1 + \frac{1}{2} \sqrt{\frac{\lambda_1}{\lambda_2}} \beta \lambda_2 + \beta \lambda_3 = 0. \tag{2.57}
\]
These two expressions exactly match the condition \((26)\) from ref. [14], with the only difference that here we did not need to consider the sign of \(\lambda_4\). Instead, what distinguishes the two cases is the shape of the MPP vacuum.

To summarize this section, we have shown that the constraints derived by Froggatt and Nielsen [14, 22] and later reused by McDowall and Miller [15] in the framework of a THDM type II constitute in fact a very particular case of the application of the formalism developed in this paper and can be easily recovered. We stress that numerous different realizations of the MPP may be derived in the same manner using the classification from table 1, which might lead to various phenomenological implications of this principle at the EW scale. Let us emphasize that the conclusion in the works [14, 15, 22], that the MPP in the THDM cannot be realized for a SM-like Higgs-boson mass and the observed top-quark mass is based on a special case of the MPP. Here we have seen in the geometric approach in terms of bilinears that the THDM may develop many more different kinds of realizations of the MPP.

### 2.5 Example potential

As an additional example we study a CP conserving THDM potential in which the parameters in conventional notation \((1.8)\) satisfy
\[
\lambda_1 = \lambda_2 = \lambda_3, \quad \lambda_4 = \lambda_5 = \lambda_5^*, \quad \lambda_6 = \lambda_6^* = \lambda_7, \quad \text{with} \; \lambda_4 \neq -\lambda_5. \tag{2.58}
\]
Let us recall that these relations are assumed to hold at the scale \(\Lambda\). In bilinear space \((1.14)\) this corresponds to the quartic parameters in the form
\[
E = \text{diag}(E_{11}, 0, 0), \quad \text{with} \; E_{11} \neq 0, \quad \eta = \left(\eta_1, 0, 0\right)^T, \quad \text{with} \; \eta_1 \neq 0. \tag{2.59}
\]
With view on table 1 we have the case \(\det(E) = 0, \; \text{tr}^2(E) - \text{tr}(E^2) = 0, \; \text{but with} \; \text{tr}(E) \neq 0\). together with \(\eta^T E \eta = E_{11} \eta_1^2 \neq 0\) and also \((E \eta \times \eta)^T (E \eta \times \eta) = 0\), that is the MPP is realizable as a disk supposed \(\eta_{00}\) satisfies the condition \((2.10)\).

Let us look into the solutions in detail. First we note that we can, by a change of basis \((1.21)\), with the rotation matrix
\[
R = \begin{pmatrix}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix} \tag{2.60}
\]
shift both, the diagonal entry as well as the corresponding entry of $\eta$. This case corresponds therefore to the case (2.23) with two vanishing eigenvalues of $E$.

In order to study the MPP we consider first the case $|k| < 1$. The second vacuum follows from (2.9)

$$
\langle k \rangle_2 = \left(-\frac{m}{E_{11}}, y, z\right)^T \quad \text{with} \quad y^2 + z^2 < 1 - \frac{\eta_1^2}{E_{11}^2} \quad \text{for} \quad \eta_1^2 < E_{11}^2.
$$

(2.61)

This is indeed an open disk in the $y - z$ direction with border radius $\sqrt{1 - \eta_1^2/E_{11}^2}$. The parameter $\eta_{00}$ has thereby to fulfill the condition (2.10),

$$
\eta_{00} = \frac{\eta_1^2}{E_{11}}.
$$

(2.62)

Moreover, the $\beta$ functions have to satisfy (2.7). In the case that we only consider the potential without any Yukawa couplings these conditions read

$$
\beta_{\eta_{00}} = \frac{2}{E_{11}} \beta_{\eta_1} - \left(\frac{\eta_1}{E_{11}}\right)^2 \beta_{E_{11}}
$$

(2.63)

again at the scale $\Lambda^2$.

For $|k| = 1$ the stationarity condition is given by (2.14) with a Lagrange multiplier $u$. For $u = 0$ we get an exceptional solution at the border of the solution (2.61),

$$
\langle k \rangle_2 = \left(-\frac{m}{E_{11}}, y, z\right)^T \quad \text{with} \quad y^2 + z^2 = 1 - \frac{\eta_1^2}{E_{11}^2} \quad \text{for} \quad \eta_1^2 \leq E_{11}^2.
$$

(2.64)

which is, as to be expected from table 1 a circle in case that $\eta_{00}$ fulfills (2.15) which equals (2.62) in this case. Also the $\beta$ functions have to fulfill (2.7) which give, neglecting Yukawa interactions (2.63).

For $u \neq 0$ we immediately get the solution from (2.14)

$$
\langle k \rangle_2 = \left(\pm 1, 0, 0\right)^T,
$$

(2.65)

that is, two possible points with corresponding values for the Lagrange multiplier

$$
u = E_{11} \pm \eta_1.
$$

(2.66)

The condition (2.15) restricts the parameter $\eta_{00}$,

$$
\eta_{00} = -E_{11} \mp 2 \eta_1.
$$

(2.67)

corresponding to one of the two discrete vacua in (2.65). Besides, we have to satisfy the condition for the beta functions (2.7), that is,

$$
\beta_{\eta_{00}} \pm 2 \beta_{\eta_1} + \beta_{E_{11}} = 0.
$$

(2.68)

We note that the potential is CP conserving [21] (see section 1.2) and we conclude that the MPP is realizable in the stronger sense with a continuous disk of degenerate stationary points with the parameters and its $\beta$ functions satisfying the discussed constraints. If these constraints are not fulfilled we may get at most an isolated point, that is, the MPP in the weaker sense, where the parameters and $\beta$ functions have to have in particular to satisfy (2.67) and (2.7).
3 Application of the MPP: from the high scale to the EW scale

Having classified the possible types of vacua at the high scale $\Lambda$, we now want to study the MPP and its low-energy phenomenological implications. The method we use in this analysis can be summarized by the following steps:

- At the high scale $\Lambda$ we encounter 7 real parameters from the quartic part of the potential besides the parameters of the Yukawa couplings. The three gauge couplings can be run up from their known values at the electroweak scale.
- We consider the constraints provided by the MPP at the high scale $\Lambda$, as given by table 1.
- We run all couplings down to the electroweak scale by the evolution equations at one-loop accuracy. At the electroweak scale we have to consider in addition the quadratic parameters of the potential. These quadratic parameters are constrained since the model should provide the observed spontaneous electroweak symmetry breaking.
- We scan over all remaining free parameters.
- For every parameter set, we compute the masses of the physical Higgs bosons of the THDM and the masses of the fermions.

The purpose of this analysis is to study the implications of the MPP on the masses of the physical states. The main goal is to determine whether the application of the MPP to the THDM may yield correct (i.e. observed) masses of a Standard-Model-like Higgs boson and the top-quark. In appendix A we recall the mechanism of spontaneous symmetry breaking in the THDM in the bilinear formalism. In particular we present in this appendix the mass matrices of the Higgs bosons and the mass of the pair of charged Higgs bosons.

3.1 First example: MPP as a spherical vacuum

As an application of our methods, we first study a THDM potential with the MPP realized as a spherical vacuum characterized by the potential parameter matrix $E = 0$ (respectively $M = 0$ for $|k| = 1$) (see table 1). We consider for simplicity only the top Yukawa coupling and we stay in the framework of a THDM type III to keep the discussion general. Note however that other types of THDM may always be obtained as special cases when either $y_t$ or $\epsilon_t$ is set to 0 in some well-chosen basis. In appendix D we show the Lagrangian of the top quark Yukawa coupling and its behavior under Higgs-basis changes.

Following the discussion in section 2 we have to consider the cases $|k| < 1$ and $|k| = 1$. In the first case, equation (2.33) reads

$$gk^T k + G = \frac{3}{2} \left[ Y^\dagger \left( \sigma_0 + k^T \sigma \right) Y \right]^2$$

$$= \frac{3}{2} \left[ (1 + k_3) |y_t|^2 + (1 - k_3) |\epsilon_t|^2 + k_1 (\epsilon_t^* y_t + y_t^* \epsilon_t) + i k_2 (\epsilon_t^* y_t - y_t^* \epsilon_t) \right]^2. \quad (3.1)$$
In order to simplify the evaluation of this relation, we may first perform a change of basis making the top quark Yukawa couplings real. Defining $y_t = |y_t| e^{i\theta_y}$ and $\epsilon_t = |\epsilon_t| e^{i\theta_\epsilon}$, the associated unitary transformation is (see appendix D)

$$U = \left( \begin{array}{cc} e^{-i\theta_y} & 0 \\ 0 & e^{i\theta_y} \end{array} \right),$$

and corresponds, in terms of bilinears, to a rotation matrix $R(U)$ (1.23). The latter is in fact a rotation around the $z$-axis which in our case can be performed without loss of generality. Equation (3.1) can be further simplified after rotation to a basis where $Y = (y'_t, \epsilon'_t)^T = (y'_t, 0)^T$. The associated transformation $U$ is a 2D rotation matrix and corresponds, in the bilinear space, to a rotation around the $y$-axis. In this new basis, (3.1) now reads

$$g k^T k + G = \frac{3}{2} (1 + k_3)^2 y_t^4,$$

where we dropped the primes for clarity. We see that choosing a point $k$ within the sphere fixes the value of the top Yukawa coupling. Furthermore, it can be shown that a necessary condition for the above equation to be satisfied is

$$\frac{g + G}{6} \geq 4 \left| y_t \right|,$$

which can be reformulated in a basis-invariant way:

$$\sqrt{|y_t|^2 + |\epsilon_t|^2} \geq \left( \frac{g + G}{6} \right)^{1/4} \approx 0.38 \quad \text{for} \quad \Lambda = 10^{18} \text{GeV}.$$

Given the above inequality, and under the assumption that the left hand-side is roughly of order $|y_t^{SM}|$, we expect the top quark to be the only fermion that couples strongly enough to the Higgs doublets to satisfy it. However the situation may not be as clear in some limiting cases, e.g. the THDM type II with a high value of $\tan \beta$.

We now turn to the case $|k| = 1$, where the evaluation of (2.35) in the same basis as above gives a constraint involving the Lagrange multiplier $u$, namely

$$16u^2 + g + G = \frac{3}{2} (1 + k_3)^2 y_t^4.$$

We note that in this case, condition (3.5) must be satisfied as well.

Choosing a specific value for $u$ and $k_3$ we can fix all the relevant parameters at the high scale: in case $|k| < 1$ all the quartic couplings vanish whereas in case $|k| = 1$ the non-zero parameters are related to the Lagrange multiplier $u$ via

$$\eta_{00} = -u,$$

$$E_{ii} = u, \quad i = 1, 2, 3.$$

\footnote{To obtain this inequality, we used the fact that $g < G$ at all energy scales.}
It is remarkable that in both cases this set of couplings implies CP conservation at the level of the quartic part of the scalar potential \([17]\). The only remaining possible source of CP violation is a non-zero value for the scalar mass coupling \(2\) in the basis chosen above.

The next step is to perform the running of the couplings down to the electroweak scale, where the study of spontaneous symmetry breaking will eventually allow for the determination of the masses of the Higgs bosons and the fermions. At the electroweak scale we have to consider the quadratic parameters \(\xi_0, \xi_i, i=1,2,3\) of the Higgs potential. These couplings are however subject to constraints in order to give a proper \(\text{SU}(2)_L \times \text{U}(1)_Y \rightarrow \text{U}(1)_{\text{em}}\) symmetry breaking pattern. Using (1.22), we can trade these four parameters for \(u_{\text{EW}}, \beta, \zeta\) and \(v_0\). The latter is known since it corresponds to the Standard Model vacuum-expectation value \(v_0 \approx 246\text{ GeV}\).

The angles \(\beta\) and \(\zeta\) parametrize the basis transformation (1.22) which allows to achieve the form of the Higgs basis (A.4). We note that a non-zero value for \(\zeta\) will in our case generate CP violation at the level of the scalar potential, and accordingly imply a mixing between the scalar and pseudo-scalar physical states. For simplicity reasons we consider the case \(\zeta = 0\), in which we will identify the lightest neutral scalar with the CP-even Standard-Model like Higgs boson.

### 3.2 Second example: MPP as a disk-shaped vacuum

We now briefly discuss the next-to-maximal symmetric vacuum, namely the disk-shaped one. This includes in particular the CP-conserving potential discussed in section 2.5.

In the following, we will work in a basis where \(E = \text{diag}(0, 0, E_{33})\), respectively \(M = \text{diag}(0, 0, M_{33})\) if \(|k| = 1\). In the latter case, the MPP vacuum reduces to a circle. Using the results from section 2.1, the quartic parameters at the high scale satisfy the following constraints in order to provide stationary points:

\[
|k| < 1 : \begin{cases} 
    \eta_3 + E_{33}k_3 = 0, \\
    \eta_{00} + \eta_3k_3 = 0, \\
    k_1^2 + k_2^2 < 1 - k_3^2,
\end{cases}
\]

\[
|k| = 1 : \begin{cases} 
    \eta_3 + M_{33}k_3 = 0, \\
    u + \eta_{00} + \eta_3k_3 = 0, \\
    k_1^2 + k_2^2 = 1 - k_3^2.
\end{cases}
\]

Note that, as discussed earlier, all other quartic parameters have to vanish at the high scale. The constraints from the quantum potential (2.33), (2.35) respectively simplify as

\[
8E_{33}^2 (1 - k_3^2)^2 + gk^T k + G = \frac{3}{2} \left[ Y^\dagger (\sigma_0 + k^T \sigma) Y \right]^2, 
\]

\[
16u^2 + 8M_{33}^2 (1 - k_3^2)^2 + g + G = \frac{3}{2} \left[ Y^\dagger (\sigma_0 + k^T \sigma) Y \right]^2. 
\]

Although it is still possible to make the Yukawa couplings real using transformation (3.2), we cannot rotate to a basis where either \(y_t\) or \(e_t\) vanishes without introducing a
mixing between $k_1$ and $k_3$. In this context, equations (3.10) and (3.11) can be respectively rewritten as

\begin{align}
8E_{33}^2 (1 - k_3^2)^2 + g k^T k + G &= \frac{3}{2} \left[ (1 + k_3) y_t^2 + (1 - k_3) \epsilon_t^2 + 2 k_1 \epsilon_t y_t \right]^2, \\
16u^2 + 8M_{33}^2 (1 - k_3^2)^2 + g + G &= \frac{3}{2} \left[ (1 + k_3) y_t^2 + (1 - k_3) \epsilon_t^2 + 2 k_1 \epsilon_t y_t \right]^2.
\end{align}

Note that the number of free parameters at the high scale is increased here compared to the spherical case. We also emphasize that the previous comments about CP conservation are still valid in this case.

### 3.3 Results and discussion

We now present the results of the numerical analyses for the MPP for a Higgs potential providing a spherical and disk-shaped vacuum. In order to detect the minima at the electroweak scale we have to solve the corresponding gradient equation (see appendix A and [17]). In principle, we may encounter regular and irregular solutions of these equations. In the spherical case, the irregular solutions provide very low values of $u_{EW}$. Consequently, either the scalar mass matrix (A.7) develops negative eigenvalues or leads to situations where the lightest scalar is much lighter than the SM-like Higgs boson. On the other hand, in the disk and circle cases, these solutions may provide some acceptable values for the masses of the physical states. In any case, for simplicity, we consider here only the regular solutions of eq. (A.6).

For these solutions, we show in figure 1 the results of the numerical analysis in the $(m_h, m_t)$ plane for $\Lambda = 10^{18}$ GeV. The list of free parameters at the high scale along with their allowed range is presented in table 2. We systematically excluded from the parameter scan the points violating perturbativity and unitarity bounds [12]. We also studied the conditions of a bounded from below potential [12, 15] at all energy scales as illustrated in figure 1. We finally note that the ranges of $u$, $y_t$ and $\epsilon_t$ at the high scale were chosen based on the observations that $|u| > 0.5$ systematically violate perturbativity and unitarity bounds and that for Yukawa couplings greater than 1 the RG flow tends to develop Landau poles.

| Spherical vacuum | Disk-shaped vacuum |
|------------------|-------------------|
| $|k|$            | $|0, 1|$           | 1 | $|k|$            | $|0, 1|$           | 1 |
| $u$              | /                 | $[-0.5, 0.5]$     | $u$              | /                 | $[-0.5, 0.5]$     |
| $k_3$            | $[-1, 1]$         | $[-1, 1]$         | $k_3$            | $[-1, 1]$         | $[-1, 1]$         |
| $k_1$            | $[-1, 1]$         | $[-1, 1]$         | $y_t$            | $[0, 1]$          | $[0, 1]$          |
| $\epsilon_t$    | $[0, 1]$          | $[0, 1]$          |

**Table 2.** Ranges of the free parameters at the high scale, in the spherical and disk case. The value of the $k_i$’s are always chosen such that $|k| \leq 1$. 


Figure 1. Results of the parameter scans in the \((m_h, m_t)\) plane in cases (a) \(|k| < 1\) and (b) \(|k| = 1\) for \(\Lambda = 10^{18}\) GeV. The two upper plots are obtained in the case of a spherical vacuum, and the lower ones in the case of a disk/circle-shaped vacuum. For the points shown in red, the scalar potential is bounded from below at all energy scales between \(M_Z\) and \(\Lambda\). The red stars indicate the position of \((m_h, m_t^{\text{EW}}) \approx (125\text{ GeV}, 163\text{ GeV})\).

At the EW scale, we have to scan over two remaining free parameters, namely \(\beta\) and \(u_{\text{EW}}\). The former is taken in the range \([-\frac{\pi}{2}, \frac{\pi}{2}]\) and the latter\(^5\) in the range \([0, 10]\). We emphasize that the classical potential is ensured to develop a global minimum at the EW scale since we require Theorem 3 of [17] to be satisfied.

In all four considered cases, there are regions of the parameter space for which the MPP constraints are compatible with the observed values of \(m_h\) and \(m_t\). However, if we also take the constraint into account that the potential has to be bounded from below, the spherical vacua are ruled out. In contrast, the disk- and circle-shaped vacua provide acceptable values for the masses along with the requirement of a stable potential. Although the question of identifying the precise regions of the parameter space yielding correct \((m_h, m_t)\) values goes beyond the scope of this work, the conclusion of this simple analysis is that the realization

\(^5\)In order to give a physical meaning to \(u_{\text{EW}}\), we note that \(m_{H^\pm} = v_0\sqrt{2u_{\text{EW}}}\) takes values between 0 and 1.1 TeV when \(0 < u_{\text{EW}} < 10\).
of the MPP is *a priori* not incompatible with a SM-like Higgs boson and top quark in the context of the general THDM.

Eventually, we would like to mention that we varied in our numerical analysis the value of the high scale $\Lambda$ in the range $10^{15} - 10^{20}$ GeV and found that our predictions on the masses show a negligible dependence on this parameter.

4 Conclusion and outlook

The MPP [5] forces the Higgs potential to provide degenerate vacua with the same potential value. A long time before the discovery of the Higgs boson, its mass has been predicted to be $135 \pm 9$ GeV based on this principle applied to the Standard Model — a quite remarkable result.

Some effort [14, 15, 22] has been spent to apply the MPP to the TDHM. This has been done in the conventional formalism, where the gauge degrees of freedom appear explicitly. Here we have studied the MPP in the THDM applying the bilinear formalism [16–18]. This formalism turns out to be quite powerful to study models with additional Higgs-boson doublets.

We have classified all different types of degenerate vacua in the THDM. In particular, we find degenerate vacua which realize the MPP in a weaker sense, providing additional isolated points, but also realizations in a stronger sense of line segments, circles, surfaces of spheres, as well as spheres. We have presented the classification in a basis-invariant way. For any THDM the corresponding conditions for the different types of realizable MPP’s can be easily checked.

We have studied the $\beta$-functions of the THDM in detail in terms of bilinears and have shown that the MPP, considering only the THDM potential, is not realizable. This changes if we consider the Yukawa couplings.

We recover the MPP cases studied in the literature but in addition can identify different realizations of the MPP in the THDM. We explored in section 3 four different realizations of the MPP in the context of a general THDM with a simplified matter content. Two of them (the disk- and circle-shaped vacua) are compatible with the measured values of the Higgs and top quark masses, satisfying simultaneously the constraints of a correct electroweak symmetry breaking, perturbativity and unitarity as well as the requirement of a stable scalar potential at all energy scales.

Our analysis is done at the one-loop order of the $\beta$-functions and using the tree-level RG-improved potential. In the future we would like to extend this analysis to higher orders of the effective potential, the RGEs, as well as the matching conditions between the $\overline{\text{MS}}$ and pole masses. Also we would like to consider the experimental constraints from negative searches of additional Higgs bosons. Eventually, we plan to extend this study by considering all three families of fermions also in the context of THDMs with natural flavour conservation.
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A Electroweak symmetry breaking in the THDM

Here we briefly give some essential details of electroweak symmetry breaking in the THDM in terms of bilinears [17].

At the minimum of the potential, the Higgs doublet expectation values can be expressed as:

\[
\langle \varphi_1 \rangle = \begin{pmatrix} v_1^+ \\ v_2^+ \end{pmatrix}, \quad \langle \varphi_2 \rangle = \begin{pmatrix} v_2^+ \\ v_0^+ \end{pmatrix}
\]  

(A.1)

with all the vacuum-expectation values being in general complex. Assuming a charge-conserving vacuum, a SU(2)_L × U(1)_Y transformation allows one to rewrite the fields in the form:

\[
\langle \varphi_1 \rangle = \begin{pmatrix} 0 \\ |v_1^0| \end{pmatrix}, \quad \langle \varphi_2 \rangle = \begin{pmatrix} 0 \\ |v_2^0| e^{i \zeta} \end{pmatrix}.
\]  

(A.2)

After a basis transformation (1.22), the vacuum-expectation values of the doublets at the minimum of the potential can be expressed as

\[
\langle \varphi_1 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_0 \end{pmatrix}, \quad \langle \varphi_2 \rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]  

(A.3)

where \( v_0 \approx 246 \text{ GeV} \) is the Standard Model vacuum-expectation value. Then we can expand the fields about the minimum, giving

\[
\varphi_1(x) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_0 + \rho'(x) \end{pmatrix}, \quad \varphi_2(x) = \begin{pmatrix} H^+(x) \\ \frac{1}{\sqrt{2}}(h'(x) + ih''(x)) \end{pmatrix}.
\]  

(A.4)

As has been shown in [17], the observed electroweak symmetry breaking, that is, a non-trivial vacuum with both charged components of the doublets vanishing, (A.1), corresponds to

\[
K_0^2 = K^T K.
\]  

(A.5)

This minimum of the potential can be found from the gradient of the potential by introducing a Lagrange multiplier u_{EW} in order to satisfy (A.5), that is, from

\[
\nabla (V - u_{EW}(K_0^2 - K^T K)) = 0
\]  

(A.6)

with V the potential as given in (1.14). Supposed the potential has the correct electroweak symmetry breaking, corresponding to a solution of (A.6) the mass matrix for the neutral

\footnote{This basis is generally referred to as the Higgs basis.}
scalars \((\rho', h', h'')\) is given by:

\[
\mathcal{M}_{\text{neutral}} = 2 \begin{pmatrix}
-\xi_0' - \xi_3' & -\xi_1' & -\xi_2' \\
-\xi_1' & v_0'(u_{EW} + E'_{11}) & v_0'^3 E'_{12} \\
-\xi_2' & v_0'^3 E'_{12} & v_0'^3 (u_{EW} + E'_{22})
\end{pmatrix}
\]

\[
= 2v_0^2 \begin{pmatrix}
\eta_{00}' + 2\eta_3' + E'_{33} & \eta_1' + E'_{13} & \eta_2' + E'_{23} \\
\eta_1' + E'_{13} & u_{EW} + E'_{11} & E'_{12} \\
\eta_2' + E'_{23} & E'_{12} & u_{EW} + E'_{22}
\end{pmatrix},
\]

where the second equality was obtained using relation (A.6). Due to the dependence on \(u_{EW}\), it appears that one way to approach the decoupling limit is to have high values for \(u_{EW}\).

The mass of the charged Higgs is given by:

\[
m_{H^\pm}^2 = 2u_{EW} v_0^2,
\]

where we see that the charged Higgs-boson mass squared is proportional to the Lagrange multiplier \(u_{EW}\).

### B Suppression of the quadratic terms of the THDM potential

Here we briefly argue that the MPP applied to the THDM (1.25)

\[
V^{\text{THDM}} = K_0 J_2(k) + K_0' J_4(k)
\]

requires that the function \(J_4\) vanishes at a high scale \(\Lambda\).

We first note that \(J_2(k)\) and \(J_4(k)\) depend linearly on the quadratic and quartic potential parameters; see (1.26), in addition to the dimensionless fields \(k\) with \(|k| \leq 1\). Therefore we expect that the absolute values of \(J_2\) and \(J_4\) are not much larger than one since the parameters should not be too large for perturbativity reasons.

We first consider the potential at the electroweak scale, that is at the scale \(\Lambda = \mathcal{O}(100\text{ GeV})\). The non-trivial minimum of the potential is at \((K_0)_1 = -J_2/(2J_4)\) with a corresponding potential value of \(V^{\text{THDM}} = -J_2^2/(4J_4)\). The MPP (see (1.1) and (1.2)) requires to have the same potential value at the high scale. We expect from the running of the parameters that also the functions \(J_2\) and \(J_4\) depend on the scale, so let us denote these functions at the high scale with a prime symbol, \(J'_2\) and \(J'_4\). Even that they are in general different from \(J_2\) and \(J_4\) at the electroweak scale, we expect their absolute values also not to be much larger than one.

Now the condition, that the potential value is degenerate at the high scale gives

\[J'_4 = \frac{-J_2^2 - 4J'_2 J_4 \Lambda^2}{4 J'_4 \Lambda^4}.
\]

This in turn means that \(J'_4\) goes to zero for large \(\Lambda\) supposed \(J_2\), \(J_4\), and \(J'_2\) are not too large. This condition simply arises from the principle to have degenerate vacua with the same potential value.
C One-loop RGEs in the bilinear formalism

The RGEs of the THDM were computed using an updated version of PyR@TE [23, 24], where the scalar mixing is correctly taken into account. We compute the $\beta$ functions in the bilinear formalism. As we show, in this formalism, the RGEs can be put into a condensed tensor form where the $\beta$-functions inherit the transformation properties of the associated parameters under a change of basis.

C.1 Full form

Scalar mass couplings.

$$ (16\pi^2) \beta(\xi_0) = 24 (\eta_{10} \xi_0 + \eta_1 \xi_1 + \eta_2 \xi_2 + \eta_3 \xi_3) $$

\[
+ 4 \xi_0 \left( E_{11} + E_{22} + E_{33} - \eta_{10} \right) - \frac{9}{2} \xi_0 \left( \frac{g_1^2}{5} + g_2^2 \right) \\
+ \xi_0 \text{Tr} \left[ 3Y_d (Y_d) \dagger + 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger + \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger + 3\epsilon_u (\epsilon_u) \dagger \right] \\
+ \xi_1 \text{Tr} \left[ 3Y_d (Y_d) \dagger + 3\epsilon_d (Y_d) \dagger + Y_e (\epsilon_e) \dagger + \epsilon_e (Y_e) \dagger + 3Y_u (\epsilon_u) \dagger + 3\epsilon_u (Y_u) \dagger \right] \\
+ i \xi_2 \text{Tr} \left[ 3\epsilon_d (Y_d) \dagger - 3Y_d (\epsilon_d) \dagger + \epsilon_e (Y_e) \dagger - Y_e (\epsilon_e) \dagger - 3\epsilon_u (Y_u) \dagger + 3Y_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3Y_d (Y_d) \dagger - 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger - \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger - 3\epsilon_u (\epsilon_u) \dagger \right]
\]

(C.1)

$$ (16\pi^2) \beta(\xi_1) = 24 (\eta_1 \xi_0 + E_{11} \xi_1 + E_{12} \xi_2 + E_{13} \xi_3) $$

\[
- 4 \xi_1 \left( E_{11} + E_{22} + E_{33} - \eta_{10} \right) - \frac{9}{2} \xi_1 \left( \frac{g_1^2}{5} + g_2^2 \right) \\
+ \xi_0 \text{Tr} \left[ 3Y_d (\epsilon_d) \dagger + 3\epsilon_d (Y_d) \dagger + Y_e (\epsilon_e) \dagger + \epsilon_e (Y_e) \dagger + 3Y_u (\epsilon_u) \dagger + 3\epsilon_u (Y_u) \dagger \right] \\
+ \xi_1 \text{Tr} \left[ 3Y_d (Y_d) \dagger + 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger + \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger + 3\epsilon_u (\epsilon_u) \dagger \right] \\
+ \xi_2 \text{Tr} \left[ 3\epsilon_d (Y_d) \dagger - 3Y_d (\epsilon_d) \dagger + \epsilon_e (Y_e) \dagger - Y_e (\epsilon_e) \dagger - 3\epsilon_u (Y_u) \dagger + 3Y_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3Y_d (Y_d) \dagger - 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger - \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger - 3\epsilon_u (\epsilon_u) \dagger \right]
\]

(C.2)

$$ (16\pi^2) \beta(\xi_2) = 24 (\eta_2 \xi_0 + E_{12} \xi_1 + E_{22} \xi_2 + E_{23} \xi_3) $$

\[
- 4 \xi_2 \left( E_{11} + E_{22} + E_{33} - \eta_{10} \right) - \frac{9}{2} \xi_2 \left( \frac{g_1^2}{5} + g_2^2 \right) \\
+ \xi_0 \text{Tr} \left[ 3\epsilon_d (Y_d) \dagger - 3Y_d (\epsilon_d) \dagger + \epsilon_e (Y_e) \dagger - Y_e (\epsilon_e) \dagger - 3\epsilon_u (Y_u) \dagger + 3Y_u (\epsilon_u) \dagger \right] \\
+ \xi_2 \text{Tr} \left[ 3Y_d (Y_d) \dagger + 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger + \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger + 3\epsilon_u (\epsilon_u) \dagger \right] \\
+ \xi_2 \text{Tr} \left[ 3\epsilon_d (Y_d) \dagger - 3Y_d (\epsilon_d) \dagger + \epsilon_e (Y_e) \dagger - Y_e (\epsilon_e) \dagger - 3\epsilon_u (Y_u) \dagger + 3Y_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3Y_d (Y_d) \dagger - 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger - \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger - 3\epsilon_u (\epsilon_u) \dagger \right]
\]

(C.3)

$$ (16\pi^2) \beta(\xi_3) = 24 (\eta_3 \xi_0 + E_{31} \xi_1 + E_{23} \xi_2 + E_{33} \xi_3) $$

\[
- 4 \xi_3 \left( E_{11} + E_{22} + E_{33} - \eta_{10} \right) - \frac{9}{2} \xi_3 \left( \frac{g_1^2}{5} + g_2^2 \right) \\
+ \xi_0 \text{Tr} \left[ 3Y_d (Y_d) \dagger - 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger - \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger - 3\epsilon_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3Y_d (Y_d) \dagger + 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger + \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger + 3\epsilon_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3\epsilon_d (Y_d) \dagger - 3Y_d (\epsilon_d) \dagger + \epsilon_e (Y_e) \dagger - Y_e (\epsilon_e) \dagger - 3\epsilon_u (Y_u) \dagger + 3Y_u (\epsilon_u) \dagger \right] \\
+ \xi_3 \text{Tr} \left[ 3Y_d (Y_d) \dagger - 3\epsilon_d (\epsilon_d) \dagger + Y_e (Y_e) \dagger - \epsilon_e (\epsilon_e) \dagger + 3Y_u (Y_u) \dagger - 3\epsilon_u (\epsilon_u) \dagger \right]
\]

(C.4)
Quartic couplings. For clarity, we do not display in the $\beta$-functions below the terms containing Yukawa couplings.

\[(16\pi^2) \beta(\eta_{00}) = 8 \left( 4\eta_{00}^2 + 6 (\eta_1^2 + \eta_2^2 + \eta_3^2) + (E_{11} + E_{22} + E_{33}) \eta_{00} \right.
\]
\[+ E_{11}^2 + E_{22}^2 + E_{33}^2 + 2 (E_{12}^2 + E_{13}^2 + E_{23}^2) \]
\[- 9\eta_{00} \left( g_1^2 + g_2^2 \right) + \frac{9}{8} \left( 3g_1^4 + g_2^4 \right) \]
\[(16\pi^2) \beta(\eta_{11}) = 48 (\eta_{00}\eta_1 + E_{11}\eta_1 + E_{12}\eta_2 + E_{13}\eta_3) - 9\eta_1 \left( \frac{g_1^2}{5} + g_2^2 \right) \]
\[(16\pi^2) \beta(\eta_{22}) = 48 (\eta_{00}\eta_2 + E_{12}\eta_1 + E_{22}\eta_2 + E_{23}\eta_3) - 9\eta_2 \left( \frac{g_1^2}{5} + g_2^2 \right) \]
\[(16\pi^2) \beta(\eta_{33}) = 48 (\eta_{00}\eta_3 + E_{13}\eta_1 + E_{23}\eta_2 + E_{33}\eta_3) - 9\eta_3 \left( \frac{g_1^2}{5} + g_2^2 \right) \]
\[(16\pi^2) \beta(E_{11}) = 8 \left( 3E_{11}^2 + 6\eta_1^2 + 3E_{11}\eta_{00} - E_{22}E_{11} - E_{33}E_{11} + 4E_{12}^2 + 4E_{13}^2 \right) \]
\[- 9E_{11} \left( \frac{g_1^2}{5} + g_2^2 \right) + \frac{9}{20}g_1^2g_2^2 \]
\[(16\pi^2) \beta(E_{22}) = 8 \left( 3E_{22}^2 + 6\eta_2^2 + 3E_{22}\eta_{00} - E_{11}E_{22} - E_{33}E_{22} + 4E_{12}^2 + 4E_{13}^2 \right) \]
\[- 9E_{22} \left( \frac{g_1^2}{5} + g_2^2 \right) + \frac{9}{20}g_1^2g_2^2 \]
\[(16\pi^2) \beta(E_{33}) = 8 \left( 3E_{33}^2 + 6\eta_3^2 + 3E_{33}\eta_{00} - E_{11}E_{33} - E_{22}E_{33} + 4E_{13}^2 + 4E_{23}^2 \right) \]
\[- 9E_{33} \left( \frac{g_1^2}{5} + g_2^2 \right) + \frac{9}{20}g_1^2g_2^2 \]
\[(16\pi^2) \beta(E_{12}) = 8 \left( 3E_{12}\eta_{00} + 6\eta_1\eta_2 + 3E_{11}E_{12} + 3E_{22}E_{12} - E_{33}E_{12} + 4E_{13}E_{23} \right) \]
\[- 9E_{12} \left( \frac{g_1^2}{5} + g_2^2 \right) \]
\[(16\pi^2) \beta(E_{13}) = 8 \left( 3E_{13}\eta_{00} + 6\eta_1\eta_3 + 3E_{11}E_{13} - E_{22}E_{13} + 3E_{33}E_{13} + 4E_{12}E_{23} \right) \]
\[- 9E_{13} \left( \frac{g_1^2}{5} + g_2^2 \right) \]
\[(16\pi^2) \beta(E_{23}) = 8 \left( 3E_{23}\eta_{00} + 6\eta_2\eta_3 + 4E_{12}E_{13} - E_{11}E_{23} + 3E_{22}E_{23} + 3E_{23}E_{33} \right) \]
\[- 9E_{23} \left( \frac{g_1^2}{5} + g_2^2 \right) \]

C.2 Tensor form

In order to express the RGEs in a compact tensor form, it is useful to define some abbreviations. We use in this paper the following expression for the Yukawa Lagrangian:

\[-\mathcal{L}_Y = \left[ Q(Y_d \varphi_1 + \epsilon_d \varphi_2) d_R + E(Y_e \varphi_1 + \epsilon_e \varphi_2) e_R + Q(Y_u \tilde{\varphi}_1 + \epsilon_u \tilde{\varphi}_2) u_R \right] + \text{h.c.}, \]
where \( \tilde{\varphi}_a = \varepsilon \varphi_a^* = i \sigma_2 \varphi_a^* \) as usual. Defining

\[
D_a = \begin{pmatrix} Y_d & \epsilon_d \end{pmatrix}, \quad D^\dagger a = \begin{pmatrix} Y_d^\dagger & \epsilon_d \end{pmatrix}, \quad (C.16a)
\]

\[
E_a = \begin{pmatrix} Y_e & \epsilon_e \end{pmatrix}, \quad E^\dagger a = \begin{pmatrix} Y_e^\dagger & \epsilon_e \end{pmatrix}, \quad (C.16b)
\]

\[
U^a = \begin{pmatrix} Y_u \epsilon_u \end{pmatrix}, \quad U^\dagger a = \begin{pmatrix} Y_u^\dagger \epsilon_u \end{pmatrix}, \quad (C.16c)
\]

allows one to put the Lagrangian (C.15) in the following form:

\[
-\mathcal{L}_Y = \left[ \bar{Q} D_a \varphi^a d_R + \bar{E} E_a \varphi^a e_R + \bar{Q} U^a \tilde{\varphi}_a u_R \right] + \text{h.c.} \quad (C.17)
\]

We note that \( U \) has an upper index, since \( \tilde{\varphi} \) transforms in the anti-fundamental representation of the global \( U(2) \) symmetry.

We can now define the following tensors, which will be useful to express the \( \beta \)-functions in a concise way (where \( N_c = 3 \)):

\[
T^b_a = N_c \text{Tr}[U^a U^b] + N_c \text{Tr}[D^b D_a] + \text{Tr}[E^b E_a], \quad (C.18a)
\]

\[
T^b_{ac} = N_c \text{Tr}[U^a U^b U^c] + N_c \text{Tr}[D^b D_a D^c] + \text{Tr}[E^b E_a E^c], \quad (C.18b)
\]

\[
T_{UD} = N_c \text{Tr}[U^a (D^b U^a - D^b U^d)] = N_c \varepsilon^{ab} \varepsilon_{cd} \text{Tr}[U^b D^c D^d U^a]. \quad (C.18c)
\]

**Scalar mass couplings.**

\[
(16\pi^2) \beta(\xi_0) = 24(\eta_{00} \xi_0 + \eta_i \xi_i) + 4\xi_0 \left( \text{Tr}(E) - \eta_{00} \right) - \frac{9}{2} \xi_0 \left( \frac{g_1^2}{5} + \frac{g_2^2}{5} \right) + \left( \xi_0 \delta^a_{ab} + \xi_i (\sigma_i)^a_{ab} \right) T^b_a, \quad (C.19)
\]

\[
(16\pi^2) \beta(\xi_i) = 24(\eta_i \xi_0 + E_{ij} \xi_j) - 4\xi_i \left( \text{Tr}(E) - \eta_{00} \right) - \frac{9}{2} \xi_i \left( \frac{g_1^2}{5} + \frac{g_2^2}{5} \right) + \left( \xi_i \delta^a_{ab} + \xi_0 (\sigma_i)^a_{ab} \right) T^b_a. \quad (C.20)
\]

**Quartic couplings.**

\[
(16\pi^2) \beta(\eta_{00}) = 32\eta_{00}^2 + 48\eta_k \eta^k + 8\eta_{00} \text{Tr}(E) + 8\text{Tr}(E^2)
\]

\[
- 9\eta_{00} \left( \frac{g_1^2}{5} + \frac{g_2^2}{5} \right) + \frac{9}{8} \left( \frac{3g_1^4}{25} + \frac{g_2^4}{2} \right) + 2(\eta_{00} \delta^a_{ab} + \eta_k (\sigma_k)^a_{ab}) T^b_a - \frac{1}{2} [(\sigma_0)^a_{b} (\sigma_0)^c_{d}] T^b_{ac} + T_{UD}, \quad (C.21)
\]

\[
(16\pi^2) \beta(\eta_i) = 48\eta_{00} \eta_i + 48E_{ij} \eta_j - 9\eta_i \left( \frac{g_1^2}{5} + \frac{g_2^2}{5} \right) + 2(\eta_i \delta^a_{ab} + \eta_0 (\sigma_i)^a_{ab} + E_{ij} (\sigma_j)^a_{ab}) T^b_a - \frac{1}{2} [(\sigma_0)^a_{b} (\sigma_i)^c_{d}] T^b_{ac}, \quad (C.22)
\]
\[(16\pi^2) \beta(E_{ij}) = 32E_{ik}E_{kj} - 8\text{Tr}(E)E_{ij} + 24\eta_{h0}E_{ij} + 48\eta_i\eta_j \\
- 9E_{ij}\left(\frac{g_1^2}{5} + g_2^2\right) + \delta_{ij}\left(\frac{9}{20}g_1^2g_2^2\right) \\
+ \left(2E_{ij}\delta^a_b + \eta_i(\sigma_j)^a_b + \eta_j(\sigma_i)^a_b\right) T^b_a - \frac{1}{2}[((\sigma_i)^a_b(\sigma_j)^c_d) T^d_c b - \delta_{ij} T]\)UD.\]

(C.23)

**Yukawa couplings.** For completeness, we include here the \(\beta\)-function of the up-type Yukawa couplings in tensor form:

\[(16\pi^2) \beta (U^a) = U^a U^b_l U^b_l + D^b_d U^a_l - \left(\frac{17}{20}g_1^2 + \frac{9}{4}g_2^2 + 8g_3^2\right)U^a \\
+ \left[\delta^a_b\delta^c_d + (\sigma_i)^a_b(\sigma^i)^c_d\right] \left(\frac{1}{4}U^b_d U^d_l - \frac{3}{2}D^d_c U^d_b + \frac{1}{2}T^d_c d U^b\right).\]

(C.24)

**D  The top Yukawa coupling**

Let us compute the top-quark mass in the THDM type III. With the help of the expression of the Higgs doublets in the Yukawa Lagrangian (C.15) we have

\[ - L_Y = Y^0_y \bar{q}_L + U^0_q \bar{t}_R + h.c. , \]

(D.1)

where primed quantities are computed in the Higgs basis. In the unitary gauge at the vacuum, this relation becomes

\[ - \langle L_Y \rangle = \frac{v_0}{\sqrt{2}} y_t^* \bar{t}_L t_R + h.c. . \]

We see that, as in the Standard Model, the top mass is given by

\[ m^2_t = \frac{v_0^2}{2} |y_t|^2 . \]

(D.3)

We now want to show how a basis transformation of the Higgs-boson doublets (1.22) affects the top-quark mass. Under a change of basis, the top Yukawa couplings transforms as

\[ Y \equiv \begin{pmatrix} y_t \\ \epsilon_t \end{pmatrix} \rightarrow Y' = \begin{pmatrix} y'_t \\ \epsilon'_t \end{pmatrix} = UY . \]

(D.4)

Expressed in terms of the original parameters, the top mass squared is therefore

\[ m^2_t = \frac{v_0^2}{2} |y_t|^2 \\
= \frac{v_0^2}{2} \left| y_t \cos \beta + \epsilon_t \sin \beta e^{-i\epsilon} \right|^2 \\
= \frac{v_0^2}{2} \left( |y_t|^2 \cos^2 \beta + 2Re[y_t \epsilon_t^* e^{i\epsilon}] \cos \beta \sin \beta + |\epsilon_t|^2 \sin^2 \beta \right) . \]

(D.5)

This general form can be specialized to other types of THDM by imposing that either \(y_t\) or \(\epsilon_t\) vanishes in the original basis. In this case \(\beta\) can be understood as the usual physical parameter related to the ratio of the vevs.
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