SPECTRAL ASYMPTOTICS FOR TWO-DIMENSIONAL DIRAC OPERATORS IN THIN WAVEGUIDES
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ABSTRACT. We consider the two-dimensional Dirac operator with infinite mass boundary conditions posed in a tubular neighborhood of a $C^4$-planar curve. Under generic assumptions on its curvature $\kappa$, we prove that in the thin-width regime the splitting of the eigenvalues is driven by the one dimensional Schrödinger operator on $L^2(\mathbb{R})$

$$\mathcal{L}_e := -\frac{d^2}{ds^2} - \frac{\kappa^2}{\pi^2}$$

with a geometrically induced potential. The eigenvalues are shown to be at distance of order $\varepsilon$ from the essential spectrum, where $2\varepsilon$ is the width of the waveguide. This is in contrast with the non-relativistic counterpart of this model, for which they are known to be at a finite distance.
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1. INTRODUCTION AND MAIN RESULT

1.1. Introduction. In this article we continue the study of spectral properties of relativistic quantum waveguides, initiated in [5]. In particular, as explained below, we focus on the existence of discrete eigenvalues in the spectral gap, in the thin-width regime.

The study of non-relativistic quantum waveguides started with the pioneering paper [10] (see also [7, 12, 14] for further improvements), where it was demonstrated that the quantum free Hamiltonian on a waveguide given by the Dirichlet Laplacian possesses discrete eigenvalues when the base curve is not a straight line. Roughly speaking, the corresponding particle gets trapped in any non-trivially curved quantum waveguide. Notice that this is in sharp contrast with the classical case, considering particles following Newton’s law with regular reflection at the boundary. Indeed, except for a set of initial conditions of zero measure in the phase space, particles will eventually leave any bounded region in finite time. Existence and properties of the geometrically induced bound states have attracted a lot of attention in the last decades and this research field is still very active. We refer the reader to the monograph [9] for a comprehensive discussion of the subject.

The study of the relativistic counterpart of this Hamiltonian started very recently in the two-dimensional case, in [5], considering the Dirac operator on a tubular neighborhood of a curve with infinite mass boundary conditions at the boundary. Generally speaking, the mathematical study of such operator on domains started recently [2, 3, 4, 15], motivated by models of hadrons confinement from high-energy physics [6] or by the description of graphene samples [1]. We also mention the work [8], where spectral properties of Dirac operators on tubes with zig-zag type boundary conditions are considered.

Notice, however, that boundary conditions for Dirac operators on manifolds with boundary had been already considered previously in the geometry literature, see e.g. [11, 16] and references therein.

In [5, Thm.2], under suitable assumptions, it has been proved that the Dirac operator with infinite mass boundary conditions (see (1)), posed in the tubular neighborhood of a planar curve, is self-adjoint and its essential spectrum has been identified. Thus, a natural question is to understand the interplay between the geometry and the relativistic setting. In particular, we focus on the existence
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of geometrically induced bound states in the thin-waveguide regime. For the Dirichlet Laplacian, it is known that in this regime, up to a renormalization factor, the splitting of the eigenvalues is given by an effective operator and this operator is the one-dimensional Schrödinger operator with the attractive potential given by
\[- \frac{d^2}{ds^2} - \frac{\kappa^2}{4},\]
where \( \kappa \) is the curvature of the underlying curve \( \Gamma \), and \( s \in \mathbb{R} \) is the arc-length parameter. For this reason one speaks of geometrically induced bound states, related to the non-trivial geometry of the curve/waveguide (see, e.g. \([7, 9]\)).

On the other hand, in \([5, \text{Thm.4}]\) it is proved that the Dirac operator with infinite mass boundary conditions (see (1)), after a suitable choice of renormalization, converges in norm-resolvent sense to a one-dimensional free effective Dirac operator
\[-i\sigma_1 \partial_s + \frac{2}{\pi} m \sigma_3 \]
whose spectrum is purely absolutely continuous. Here \( \sigma_1 \) and \( \sigma_3 \) are the first and third Pauli matrices, respectively (as in (2)). Then in this case, the effective operator does not bear any geometrical information and geometric effects are expected to appear at the next order in the asymptotic expansion in the thin-waveguide regime. The purpose of this paper is precisely to investigate this problem and in our main result Theorem 4 we provide an asymptotic expansion (5) for the eigenvalues which provides both the splitting and exhibits an effective operator involving the geometry of the underlying curve. This is achieved using min-max techniques, working on the square of the operator (1) and relating its eigenvalues to those of a reference operator, defined using its quadratic form (6).

1.2. Main result. Let \( \gamma : \mathbb{R} \to \mathbb{R}^2 \) be an arc-length parametrization of a \( C^4 \)-planar curve \( \Gamma \). For \( s \in \mathbb{R} \), we define the normal \( \nu(s) \) at the point \( \gamma(s) \in \Gamma \) such that \( (\gamma'(s), \nu(s)) \) is an orthonormal basis of \( \mathbb{R}^2 \). We define the curvature \( \kappa(s) \) of the curve \( \Gamma \) at the point \( \gamma(s) \) by
\[ \kappa(s) := \gamma''(s) \cdot \nu(s). \]

Remark that under the smoothness assumption on \( \gamma, \kappa \in C^2(\mathbb{R}) \) and all along this paper we assume the following hypothesis:
(A) \( \lim_{s \to \pm \infty} \kappa(s) = 0 \),
(B) \( \kappa', \kappa'' \in L^\infty(\mathbb{R}) \).

Define the strip \( \text{Str} := \mathbb{R} \times (-1, 1) \) and \( \varepsilon_0 := \|\kappa\|_{L^\infty(\mathbb{R})}^{-1} \). For \( \varepsilon > 0 \), we consider the map
\[ \Phi_\varepsilon : \{ \text{Str} \} \to \mathbb{R}^2 \]
\[ (s, t) \mapsto (s) + \varepsilon t \nu(s), \]
and define the tubular neighborhood of \( \Gamma \)
\[ \Omega_\varepsilon := \Phi_\varepsilon(\text{Str}). \]
Thus \( s \in \mathbb{R} \) and \( t \in (-1, 1) \) are the arc-length parameter of the curve and the transverse coordinate with respect to the curve, respectively.

In order to guarantee that \( \Phi_\varepsilon \) is a \( C^3 \)-diffeomorphism from \( \text{Str} \) to \( \Omega_\varepsilon \) we will always assume that
(C) the map \( \Phi_\varepsilon \) is injective.

We are interested in the spectrum of the Dirac operator with infinite mass boundary conditions posed in the domain \( \Omega_\varepsilon \). Let \( D_\varepsilon \) denote this operator, it writes
\[ D_\varepsilon(\varepsilon) := -i\sigma_1 \partial_1 - i\sigma_2 \partial_2 + m \sigma_3 \]
\[ \text{dom} D_\varepsilon(\varepsilon) := \{ u \in H^1(\Omega_\varepsilon, \mathbb{C}^2) : -i\sigma_3 \sigma \cdot \nu_\varepsilon = u \text{ on } \partial \Omega_\varepsilon \}, \]
where \( \nu_\varepsilon \) is the outward pointing normal vector field on \( \partial \Omega_\varepsilon \) and \( m \geq 0 \) is a fixed parameter. Here \( \sigma = (\sigma_1, \sigma_2, \sigma_3) \) and \( \sigma_1, \sigma_2, \sigma_3 \) are the Pauli matrices
\[ \sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]
Thanks to [5, Thm. 2], we know that for \( \varepsilon \) small enough, \( \mathcal{D}_\Gamma(\varepsilon) \) is self-adjoint, that its spectrum is symmetric with respect to 0 and that is essential spectrum is given by

\[
\text{Sp}_{\text{ess}}(\mathcal{D}_\Gamma(\varepsilon)) = \left( -\infty, -\frac{E_1(m\varepsilon)}{\varepsilon} \right] \cup \left[ \frac{E_1(m\varepsilon)}{\varepsilon}, +\infty \right)
\]

where for \( \rho \geq 0 \), \( E_1(\rho) := \sqrt{\rho^2 + k_1(\rho)^2} \) and where \( k_1(\rho) \) is defined as the unique root of

\[
\rho \sin(2k) + k \cos(2k) = 0
\]

lying in \( \left[ \frac{\pi}{4}, \frac{\pi}{2} \right) \).

**Remark 1.** Notice that there is a slight change in notation, compared to [5, Thm. 2]. Indeed, there \( k_1(\cdot) \) is denoted by \( E_1(\cdot) \) and then the thresholds of the essential spectrum are \( \pm \sqrt{\varepsilon - 2E_1(m\varepsilon) + m^2} \).

Our aim is to investigate the possible existence of discrete spectrum of \( \mathcal{D}_\Gamma(\varepsilon) \) in the thin waveguide regime \( \varepsilon \to 0 \). To do so, we use the min-max principle for the operator \( \mathcal{D}_\Gamma(\varepsilon)^2 \), recalled below.

**Definition 2.** Let \( Q \) be a closed, lower semi-bounded and densely defined quadratic form with domain \( \text{dom} \ Q \) in a Hilbert space \( \mathcal{H} \). For \( n \in \mathbb{N} \), the \( n \)-th min-max value of \( Q \) is defined as

\[
\mu_n(Q) := \inf_{\dim F = n} \sup_{F \subset \text{dom} Q, u \in F \setminus \{0\}} \frac{Q[u]}{\|u\|_\mathcal{H}^2}.
\]

If \( A \) is the unique self-adjoint operator associated with the sesquilinear form derived from \( Q \) via Kato’s first representation theorem (see [13, Ch. VI, Thm. 2.1]) we shall refer to (3) as the \( n \)-th min-max level of \( A \) and we note \( \mu_n(A) = \mu_n(Q) \).

Now, we can recall the min-max principle.

**Proposition 3.** Let \( Q \) be a closed, lower semi-bounded and densely defined quadratic form with domain \( \text{dom} \ Q \) in a Hilbert space \( \mathcal{H} \). Let \( A \) be the unique self-adjoint operator associated with \( Q \). Then, for \( n \in \mathbb{N} \), the following alternative holds true:

1. either \( \mu_n(A) < \inf \text{Sp}_{\text{ess}}(A) \) and \( \mu_n(A) \) is the \( n \)-th eigenvalue of \( A \) (counted with multiplicities),
2. or \( \mu_n(A) = \inf \text{Sp}_{\text{ess}}(A) \) and for all \( k \geq n \) there holds \( \mu_k(A) = \inf \text{Sp}_{\text{ess}}(A) \).

In order to state the main result of this paper, we introduce the one dimensional Schrödinger operator defined through its quadratic form as

\[
q_\varepsilon[f] = \int_\mathbb{R} \left( |f'|^2 - \frac{\kappa^2}{\pi^2} |f|^2 \right) ds, \quad \text{dom } q_\varepsilon = H^1(\mathbb{R})
\]

and set \( J := \sharp \{ \mu_n(q_\varepsilon) < 0 \} \).

**Theorem 4.** If \( J \geq 1 \) then there exists \( \varepsilon_1 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_1) \) there holds

\[
\text{Sp}_{\text{dis}}(\mathcal{D}_\Gamma(\varepsilon)) \neq \emptyset.
\]

Moreover, if \( \lambda_j(\mathcal{D}_\Gamma(\varepsilon)) \) denotes the \( j \)-th positive discrete eigenvalue of \( \mathcal{D}_\Gamma(\varepsilon) \) counted with multiplicity then for all \( j \in \{1, \ldots, J\} \), there holds

\[
\lambda_j(\mathcal{D}_\Gamma(\varepsilon)) = E_1(m\varepsilon) \cdot \frac{\varepsilon}{\varepsilon} + \frac{2}{\pi} \mu_j(q_\varepsilon) \varepsilon + \mathcal{O}(\varepsilon^2).
\]

**Remark 5.** A situation in which \( J \geq 1 \) is when \( \kappa \in L^2(\mathbb{R}) \setminus \{0\} \). Indeed, let \( \theta > 0 \) and consider the map defined for \( s \in \mathbb{R} \) by

\[
\psi_\theta(s) := \begin{cases} 
\theta^{-1}(s + 2\theta) & \text{if } s \in [-2\theta, -\theta), \\
1 & \text{if } s \in [-\theta, \theta], \\
-\theta^{-1}(s - 2\theta) & \text{if } s \in (\theta, 2\theta], \\
0 & \text{otherwise}.
\end{cases}
\]
One remarks that $\psi_0 \in H^1(\mathbb{R})$, verifies $\|\psi_0\|_{L^\infty(\mathbb{R})} \leq 1$ and that

$$q_c[\psi_0] = \frac{2}{\theta} - \frac{1}{\pi} \int_{\mathbb{R}} \kappa^2 |\psi_0|^2 ds \leq \frac{2}{\theta} - \frac{1}{\pi} \int_{-\theta}^{\theta} \kappa^2 ds.$$  

Hence, since $\kappa \in L^2(\mathbb{R})$, choosing $\theta$ sufficiently large, we get $q_c[\psi_0] < 0$ and the min-max principle (Prop. 3) gives $\mu_1(q_c) < 0$.

As already remarked, Theorem 4 proves that as long as the curvature creates bound states for the effective operator given by the quadratic form $q_c$, it also creates bound states for the operator $\mathcal{D}_T(\varepsilon)$. Note that in Theorem 4 there is no term of order 0 and the bound states are at a distance of order $\varepsilon$ from the essential spectrum. This differs from the non-relativistic counter part of this problem studied in [7, Thm. 5.1.], where the splitting of eigenvalues appears at constant order. However, the result is consistent with [5, Thm. 4] where the authors prove that up to a unitary map, the operator (1), suitably renormalized, behave at constant order as a massive (free) Dirac operator on the real line with effective mass $\frac{1}{2}m$. The spectrum of this operator being purely absolutely continuous, this is consistent with (5), where the constant term arising in the expansion of $\frac{E_0(\varepsilon)}{\varepsilon}$ is precisely given by such effective mass $\frac{1}{2}m$.
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2. Preliminaries

The purpose of §2.1 and §2.2 is to gather several results on one dimensional operators which play an important role in the proof of Theorem 4. This proof is based on the min-max principle applied to the quadratic form of the square of $\mathcal{D}_T(\varepsilon)$, exploiting suitable lower and upper bounds for it, given in §2.3.

2.1. The effective operator. In what follows, we deal with the following one dimensional operator, defined through its quadratic form by

$$\tilde{q}_c[f] = \int_\mathbb{R} \left(|f' - i\frac{\kappa}{\pi}\sigma_3 f|^2 - \frac{\kappa^2}{\pi^3}|f|^2\right) ds, \quad \text{dom } \tilde{q}_c = H^1(\mathbb{R}, \mathbb{C}^2).$$  

(6)

It turns out that the spectral properties of the operator associated with $\tilde{q}_c$ are related to the one of the operator associated with $q_c$, defined in (4). Notice that the former is defined for vector valued functions, while the latter is defined for scalar ones.

Proposition 6. There exists a unitary map $U : L^2(\mathbb{R}, \mathbb{C}^2) \rightarrow L^2(\mathbb{R}, \mathbb{C}^2)$ such that for all $f = (f^+, f^-)^T \in \text{dom } (q_c \oplus q_e)$

$$(q_e \oplus q_c)[f] = q_c[f^+] + q_e[f^-] = \tilde{q}_c[Uf].$$

Proof. Let us consider the following gauge transform

$$U : L^2(\mathbb{R}^2, \mathbb{C}^2) \rightarrow L^2(\mathbb{R}^2, \mathbb{C}^2), \quad (Uf) = e^{i\hat{\Phi}_3} f,$$

where for all $s \in \mathbb{R}$ we have set $\rho(s) = \int_0^s \kappa(\eta) d\eta$. Remark that there holds

$$|(Uf)' - i\frac{\kappa}{2}\sigma_3(Uf)| = \left|\frac{\kappa}{2}\sigma_3 e^{i\hat{\Phi}_3} f + e^{i\hat{\Phi}_3} f' - \frac{\kappa}{2}\sigma_3 e^{i\hat{\Phi}_3} f\right| = |e^{i\hat{\Phi}_3} f'| = |f'|$$

because for all $s \in \mathbb{R}$, $e^{i\hat{\Phi}_3}$ is a unitary matrix. For the same reason, there holds $|(Uf)| = |f|$ and this yields

$$(q_e \oplus q_c)[f] = \tilde{q}_c[f].$$

□
2.2. The transverse Dirac operator. When proving Theorem 4, we need to use some spectral properties of a one dimensional operator. It is defined for $m \geq 0$ by

\[ T(m) := -i\sigma_z \frac{d}{dt} + m \sigma_z, \]

\[ \text{dom } T(m) := \{ u = (u_1, u_2)^T \in H^1((-1, 1), \mathbb{C}^2) : u_2(\pm 1) = \mp u_1(\pm 1) \}. \]

The following proposition holds true.

**Proposition 7.** Let $m \geq 0$. The operator $T(m)$ is self-adjoint and has compact resolvent. Moreover the following holds:

1. for all $u \in \text{dom } T(m)$ there holds

\[ \| T(m)u \|^2_{L^2(-1,1)} = \| u' \|^2_{L^2(-1,1)} + m^2 \| u \|^2_{L^2(-1,1)} + m(\|u(1)\|^2 + |u(-1)|^2), \]  

\[ (7) \]

2. $\text{Sp}(T(m)) \cap [-m, m] = \emptyset$, 

3. for all $p \geq 1$, define $k_p(m)$ as the only root lying in $[(2p - 1)\frac{\pi}{4}, p \frac{\pi}{2}]$ of

\[ m \sin(2k) + k \cos(2k) = 0, \]

now if one sets $E_p(m) = \sqrt{m^2 + k_p(m)^2}$ there holds $\text{Sp}(T(m)) = \bigcup_{p \geq 1} \{ \pm E_p(m) \}$,

4. there holds

\[ k_1(m) = \frac{\pi}{4} + \frac{2}{\pi} m - \frac{16}{\pi^2} m^2 + O(m^3), \]

5. for $p \geq 1$, a normalized eigenfunction associated with $E_p(m)$ is given by

\[ \varphi_p^{m, \pm}(t) := N_{m,p} \left( \frac{1}{2} k_p \cos(k_p(t + 1)) \left( \begin{array}{c} 1 \\ \mp \end{array} \right) \right) \frac{E_p + m}{E_p(m) + m \mp} \]  

where $N_{m,p}$ is a normalization constant. We consider $\varphi_p^{m,-} := \sigma_1 \varphi_p^{m,+}$; a normalized eigenfunction associated with $-E_p(m)$ and if one sets $\varphi_p^\pm := \varphi_p^{0, \pm}$ there holds

\[ \varphi_1^\pm = \varphi_1^\pm + O(m), \]

where the remainder is understood in the $L^\infty$-norm on $(-1, 1)$.

**Proof.** The proof of Points (1)-(3) can be found, e.g., in [5, Proposition 10]. Point (4) relies on the fact that

\[ m \sin(2k_1(m)) + k_1(m) \cos(2k_1(m)) = 0. \]

Hence, as $k_1$ is defined near $m = 0$ by this smooth implicit equation, $k_1$ is smooth near $m = 0$ and there holds

\[ k_1(m) = k_1(0) + k_1'(0)m + \frac{1}{2} k_1''(0)m^2 + O(m^3), \quad m \to 0. \]

One can compute thanks to (8) that

\[ k_1(0) = \frac{\pi}{4}, \quad k_1'(0) = \frac{2}{\pi}, \quad k_1''(0) = -\frac{32}{\pi^3}, \]

which yields Point (4). To prove Point (5), again by [5, Proposition 10], any eigenfunction associated with $E_p(m)$ is of the form

\[ u_p^m(t) = k_p(m)(t + 1) \left( \begin{array}{c} k_p(m) \\ E_p(m) + m \end{array} \right) \frac{\alpha}{E_p(m) + m \alpha} \]  

\[ \sin(k_p(m)(t + 1)) \left( \begin{array}{c} \beta \\ -E_p(m) - m \end{array} \right), \]

for some constants $\alpha, \beta \in \mathbb{C}$. The boundary condition at $t = -1$ gives $\alpha = \frac{k_p(m)}{E_p(m) + m} \beta$ so that, choosing $\beta = (E_p(m) + m)$:

\[ u_p^m(t) = k_p(m) \cos(k_p(m)(t + 1)) \left( \begin{array}{c} 1 \\ \mp \end{array} \right) \frac{E_p(m) + m}{E_p(m) + m \mp} \]

\[ + \sin(k_p(m)(t + 1)) \left( \begin{array}{c} \beta \\ -E_p(m) - m \end{array} \right). \]
Hence, we take \( N_{m,p} := \| u_p \|_{L^2((-1,1),C^2)}^{1/2} \) and remark that \( \varphi_p^{m,+} := N_{m,p} u_p^m \). Note that
\[
\| u_p^m \|_{L^2((-1,1),C^2)}^2 = 2k_1(m)^2 \left( 1 + \frac{\sin(4k_1(m))}{4k_1(m)} \right) + 2(E_1(m)^2 + m^2) \left( 1 - \frac{\sin(4k_1(m))}{4k_1(m)} \right) + 2mk_1(m) \left( 1 - \frac{\cos(4k_1(m))}{2k_1(m)} \right)
\]
which gives using Point (4)
\[
N_{1,m} = \frac{1}{2k_1(m)} + O(m), \quad m \to 0.
\] (9)

Now, remark that for all \( t \in (-1,1) \) there holds
\[
| \varphi_1^{m,+}(t) - \varphi_1^+(t) | \leq 2 \left| k_1(m) N_{m,p} - \frac{1}{2} \right| + 2 \left| E_1(m) N_{m,p} - \frac{1}{2} \right| + 2m.
\]
which gives Point (5) for \( \varphi_1^{m,+} \) thanks to (9). For \( \varphi_1^{m,-} \) one only has to note that for all \( t \in (-1,1) \) there holds
\[
| \varphi_1^{m,-}(t) - \varphi_1^-(t) | = | \sigma_1(\varphi_1^{m,-}(t) - \varphi_1^-(t)) | = | \varphi_1^{m,+}(t) - \varphi_1^-(t) |.
\]

**Remark 8.** The explicit expression of the functions \( \varphi_1^\pm \) is of crucial importance in what follows. They are defined, for all \( t \in (-1,1) \), as
\[
\varphi_1^\pm(t) = \frac{1}{2} \cos(\pi(t + 1)) \left( \frac{1}{1} \right) \pm \frac{1}{2} \sin(\pi(t + 1)) \left( \frac{1}{1} \right).
\] (10)

### 2.3. The quadratic form of the square.

By [5, Prop. 3] we know that the operator \( D_T(\varepsilon) \) is unitarily equivalent to
\[
\mathcal{E}_T(\varepsilon) := \frac{1}{1 - \varepsilon \kappa} (-i\sigma) \partial_s + \frac{\varepsilon t \kappa'}{2(1 - \varepsilon \kappa)^2} (-i\sigma_1) + m\sigma_3,
\]
\[
\text{dom} \mathcal{E}_T(\varepsilon) := \{ u = (u_1, u_2)^T \in H^1(\text{Str}, \mathbb{C}^2) : u_2(\cdot, \pm 1) = \mp u_1(\cdot, \pm 1) \}
\]
and that the quadratic form of its square is given, for every \( u \in \text{dom} \mathcal{E}_T(\varepsilon) \), by
\[
\| \mathcal{E}_T(\varepsilon) u \|^2_{L^2(\text{Str}, \mathbb{C}^2)} = \int_{\text{Str}} \left( \frac{1}{1 - \varepsilon \kappa} | \partial_s u - \frac{\kappa}{2} \sigma_3 u |^2 dsdt + \frac{\varepsilon t \kappa'}{2(1 - \varepsilon \kappa)^2} | \partial_s u |^2 dsdt \right.
\]
\[
+ \frac{m}{\varepsilon} \int_{\mathbb{R}} \left( |u(s,1)|^2 + |u(s,-1)|^2 \right) ds + m^2 \| u \|^2_{L^2(\text{Str}, \mathbb{C}^2)}
\]
\[
- \int_{\text{Str}} \frac{k^2}{4(1 - \varepsilon \kappa)^2} |u|^2 dsdt - \frac{5}{4} \int_{\text{Str}} \frac{(\varepsilon t \kappa')^2}{(1 - \varepsilon \kappa)^4} |u|^2 dsdt
\]
\[
- \frac{1}{2} \int_{\text{Str}} \frac{\varepsilon t \kappa''}{(1 - \varepsilon \kappa)^4} |u|^2 dsdt.
\] (11)
The main result of this section reads as follows.

**Proposition 9.** There exists \( \varepsilon' > 0 \) and \( c > 0 \) such that for all \( \varepsilon \in (0, \varepsilon') \) and all \( u \in \text{dom} \mathcal{E}_T(\varepsilon, m) \) there holds
\[
a_{-}[u] \leq \| \mathcal{E}_T(\varepsilon) u \|^2_{L^2(\text{Str}, \mathbb{C}^2)} \leq a_{+}[u],
\] (12)
where we have introduced the quadratic forms \( a_{\pm} \) defined by
\[
a_{\pm}[u] := (1 \pm \varepsilon \varepsilon) \int_{\text{Str}} \left( | \partial_s u - \frac{\kappa}{2} \sigma_3 u |^2 - \frac{k^2}{4} |u|^2 \right) dsdt + \frac{\varepsilon t \kappa'}{2(1 - \varepsilon \kappa)^2} \int_{\mathbb{R}} (\| T(m\varepsilon) u \|_{L^2((-1,1), \mathbb{C}^2)}^2) ds \pm c \varepsilon \| u \|^2,
\]
\[
dom a_{\pm} := \text{dom} \mathcal{E}_T(\varepsilon).
\]

The proof of Proposition 9 is straightforward taking into account (11) and the fact that \( \kappa, \kappa', \kappa'' \in L^\infty(\mathbb{R}) \). To this aim, observe that \( (1 - \varepsilon t \kappa(s))^{-1} = 1 + O(\varepsilon) \), uniformly in \( (s,t) \in \mathbb{R} \times [-1,1] \), and recall (7). The bounds (12) will be used to get the desired spectral asymptotics, by comparison.
3. Proof of the main result

In §3.1 we give an upper bound on the \( j \)-th min-max level of \( D_T(\varepsilon)^2 \), while a lower bound is obtained in §3.2. Combining these results, Theorem 4 is proved in §3.3.

3.1. An upper bound. The goal of this paragraph is to prove the following Proposition.

Proposition 10. Let \( j \in \mathbb{N} \). There exists \( \varepsilon_1 > 0 \) and \( c > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_1) \) there holds

\[
\mu_j(D_T(\varepsilon)^2) \leq \frac{E_1(\varepsilon)}{\varepsilon^2} + \mu_j(q_0 + q_0) + c\varepsilon. \tag{13}
\]

Proof. Let \( f = (f^+, f^-) \in H^1(\mathbb{R}, \mathbb{C}^2) \) and set \( u = f^+ \varphi_1^{m^+,} + f^- \varphi_1^{m^-,} \). By construction \( u \in \text{dom} \mathcal{E}_T(\varepsilon) \) and for \( \varepsilon \) small enough there holds

\[
a_+ [u] = (1 + c\varepsilon) \int_{\mathbb{R}} (|\partial_x u - i\frac{\kappa}{2} \sigma_3 u|^2) \, ds \, dt - (1 + c\varepsilon) \int_{\mathbb{R}} \frac{\kappa^2}{4} |f|^2 \, ds \, dt + \frac{E_1(\varepsilon)}{\varepsilon} \left\| f \right\|_{L^2(\mathbb{R})}^2 + c\varepsilon \left\| f \right\|_{L^2(\mathbb{R})}^2.
\]

Now, one remarks that

\[
\int_{\mathbb{R}} (|\partial_x u - i\frac{\kappa}{2} \sigma_3 u|^2) \, ds \, dt = \int_{\mathbb{R}} |f|^2 \, ds \, dt + \int_{\mathbb{R}} \frac{\kappa^2}{4} |f|^2 \, ds \, dt + \int_{\mathbb{R}} \Re \left( \int_{1}^{1} (\partial_x u, -i\sigma_3 u) \, dt \right) \, ds
\]

and there holds

\[
\langle \partial_x u, -i\sigma_3 u \rangle = (f^+)\overline{\varphi_1^{m^+}} - i\sigma_3 \varphi_1^{m^+} + (f^-)\overline{\varphi_1^{m^-}} - i\sigma_3 \varphi_1^{m^-}
\]

Similarly, one gets

\[
\int_{-1}^{1} \langle \varphi_1^{m^+}, -i\sigma_3 \varphi_1^{m^-} \rangle \, dt = -\frac{2}{\pi} + O(\varepsilon),
\]

where we have used the explicit expression of \( \varphi_1^+ \) given in (10). Similarly, one gets

\[
\int_{-1}^{1} \langle \varphi_1^{m^+}, -i\sigma_3 \varphi_1^{m^+} \rangle \, dt = \frac{2}{\pi} + O(\varepsilon)
\]

as well as

\[
\int_{-1}^{1} \langle \varphi_1^{m^+}, -i\sigma_3 \varphi_1^{m^+} \rangle \, dt = O(\varepsilon), \quad \int_{-1}^{1} \langle \varphi_1^{m^+}, -i\sigma_3 \varphi_1^{m^+} \rangle \, dt = O(\varepsilon).
\]

Hence, we get

\[
\int_{-1}^{1} \langle \partial_x u, -i\sigma_3 u \rangle \, dt = i\frac{2}{\pi} (f^+)\overline{\varphi_1^{m^+}}(f^-)\overline{\varphi_1^{m^-}} + (f' + f + \sigma_1 f)O(\varepsilon) = \langle \partial_x f, -i\frac{2}{\pi} \sigma_3 f \rangle + (f' + f + \sigma_1 f)O(\varepsilon).
\]

Thus, there exists \( \varepsilon_1 > 0 \) small enough and \( k > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_1) \) there holds

\[
a_+ [u] \leq (1 + c\varepsilon) \left( \int_{\mathbb{R}} |f'|^2 \, ds + \int_{\mathbb{R}} 2\Re(\langle f', -i\frac{\kappa}{\pi} \sigma_3 f \rangle) \, ds \right) + \frac{E_1(\varepsilon)}{\varepsilon^2} \left\| f \right\|_{L^2(\mathbb{R})}^2 + (1 + c\varepsilon)\varepsilon \left( \int_{\mathbb{R}} |f|^2 \, ds \right) + \frac{E_1(\varepsilon)}{\varepsilon^2} \left\| f \right\|_{L^2(\mathbb{R})}^2 + c\varepsilon \left\| f \right\|_{L^2(\mathbb{R})}^2.
\]

Now, remark that

\[
\int_{\mathbb{R}} |f'|^2 \, ds + \int_{\mathbb{R}} 2\Re(\langle f', -i\frac{\kappa}{\pi} \sigma_3 f \rangle) \, ds = \int_{\mathbb{R}} \left( |f' - \frac{\kappa}{\pi} \sigma_3 f|^2 - \frac{\kappa^2}{\pi^2} |f|^2 \right) \, ds
\]

Thus, for a \( c_1 > 0 \) there holds

\[
a_+ [u] \leq (1 + c_1\varepsilon) \int_{\mathbb{R}} \left( |f' - \frac{\kappa}{\pi} \sigma_3 f|^2 - \frac{\kappa^2}{\pi^2} |f|^2 \right) \, ds + \frac{E_1(\varepsilon)}{\varepsilon^2} \left\| f \right\|_{L^2(\mathbb{R})}^2 + c_1\varepsilon \left\| f \right\|_{L^2(\mathbb{R})}^2 = (1 + c_1\varepsilon)\hat{q}_0[f] + \frac{E_1(\varepsilon)}{\varepsilon^2} \left\| f \right\|_{L^2(\mathbb{R})}^2 + c_1\varepsilon \left\| f \right\|_{L^2(\mathbb{R})}^2.
\]
Now, the min-max principle of Proposition 3, Proposition 9 and Proposition 6 give for all \( j \in \mathbb{N} \):
\[
\mu_j(D_t(\varepsilon)^2) \leq (1 + c_1\varepsilon)\mu_j(q_{e} \oplus q_{e}) + \frac{E_1(m\varepsilon)^2}{\varepsilon^2} + c_1\varepsilon
\]
so that (13) follows. \( \square \)

3.2. A lower bound. The aim of this paragraph is to prove the following lower bound.

**Proposition 11.** Let \( j \in \mathbb{N} \). There exists \( \varepsilon_1 > 0 \) and \( c > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_1) \) there holds
\[
\mu_j(D_t(\varepsilon)^2) \geq \frac{E_1(m\varepsilon)^2}{\varepsilon^2} + \mu_j(q_{e} \oplus q_{e}) - c\varepsilon.
\]

To prove Proposition 11, we need to introduce the projector in \( L^2(\mathcal{S}^1, \mathbb{C}^2) \) defined for all \( \delta > 0 \) and \( u \in L^2(\mathcal{S}^1, \mathbb{C}^2) \) by
\[
\Pi^\delta u := \langle u, \varphi_1^\delta \rangle_{L^2(-1, 1)} \varphi_1^\delta + \langle u, \varphi_2^\delta \rangle_{L^2(-1, 1)} \varphi_2^\delta
\]
and set \( \Pi := \Pi^0 \). Thanks to Point 5 in Proposition 7, there holds
\[
\Pi^\delta = \Pi + O(\delta), \quad \text{as } \delta \to 0,
\]
where the remainder is estimated in the operator norm. We also set \( (\Pi^\delta)^\perp := Id - \Pi^\delta \) and \( \Pi^\perp = Id - \Pi \).

**Proof.** Let \( u \in \text{dom} \mathcal{E}_t(\varepsilon) \) and remark that there holds
\[
a_-[u] - \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \|u\|^2 \geq (1 - c\delta) \int_{\mathcal{S}^1} \left( |(\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e + (\Pi^m e)^\perp)u|^2
\right.
\]
\[
- \left. \frac{K}{4}(\|\Pi^m e u\|^2 + \|\Pi^m e^\perp u\|^2) \right) dsdt
\]
\[
+ \frac{E_2(m\varepsilon)^2 - E_1(m\varepsilon)^2}{\varepsilon^2} \|\Pi^m e^\perp u\|^2 - c\varepsilon(\|\Pi^m e u\|^2 + \|\Pi^m e^\perp u\|^2). \quad (15)
\]

We focus on the first term on the right-hand side of the last equation which gives
\[
\int_{\mathcal{S}^1} \left( |(\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e + (\Pi^m e)^\perp)u|^2 \right) dsdt = \int_{\mathcal{S}^1} |(\partial_s - i\frac{K}{2}\sigma_3)\Pi^m e u|^2 dsdt
\]
\[
+ \int_{\mathcal{S}^1} |(\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e^\perp u)|^2 dsdt
\]
\[
+ 2\Re\left( \int_{\mathcal{S}^1} \langle (\partial_s - i\frac{K}{2}\sigma_3)\Pi^m e u, (\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e^\perp u) \rangle dsdt \right)
\]
\[
\geq \int_{\mathcal{S}^1} |(\partial_s - i\frac{K}{2}\sigma_3)\Pi^m e u|^2 dsdt
\]
\[
+ 2\Re\left( \int_{\mathcal{S}^1} \langle (\partial_s - i\frac{K}{2}\sigma_3)\Pi^m e u, (\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e^\perp u) \rangle dsdt \right).
\]

Let us deal with the last term. Remark that there holds
\[
\langle (\partial_s - i\frac{K}{2}\sigma_3)\Pi^m e u, (\partial_s - i\frac{K}{2}\sigma_3)(\Pi^m e^\perp u) \rangle
\]
\[
= \langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e] + \Pi^m e [(\partial_s - i\frac{K}{2}\sigma_3)] \rangle u, \langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e^\perp] + \Pi^m e^\perp [(\partial_s - i\frac{K}{2}\sigma_3)] \rangle u \rangle,
\]
where the scalar product is taken in \( L^2(\mathcal{S}^1, \mathbb{C}^2) \). Taking into account that \( \Pi^m e \) commutes with \( \partial_s \), we obtain
\[
\langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e] \rangle = -\langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e^\perp] \rangle = -\frac{K}{2} \langle \sigma_3, \Pi^m e \rangle,
\]

\[
\langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e^\perp] \rangle = -\langle [(\partial_s - i\frac{K}{2}\sigma_3), \Pi^m e] \rangle = -\frac{K}{2} \langle \sigma_3, \Pi^m e^\perp \rangle.
\]
which gives

\[
\langle \partial_s - i\frac{K}{2}\sigma_3 \rangle \Pi^m u, (\partial_s - i\frac{K}{2}\sigma_3) (\Pi^m)^{-1} u \rangle
\]
\[
= \langle (-i\frac{K}{2}\sigma_3, \Pi^m) + \Pi^m (\partial_s - i\frac{K}{2}\sigma_3) \Pi^m u, (i\frac{K}{2}\sigma_3, \Pi^m) + (\Pi^m)^{-1} (\partial_s - i\frac{K}{2}\sigma_3) (\Pi^m)^{-1} u \rangle
\]
\[
= \langle -i\frac{K}{2}\sigma_3, \Pi^m \rangle \Pi^m u, i\frac{K}{2}\sigma_3 \Pi^m \rangle (\Pi^m)^{-1} u \rangle + \langle -i\frac{K}{2}\sigma_3, \Pi^m \rangle \Pi^m u, (\Pi^m)^{-1} (\partial_s - i\frac{K}{2}\sigma_3) (\Pi^m)^{-1} u \rangle
\]
\[
+ \langle \Pi^m (\partial_s - i\frac{K}{2}\sigma_3) \Pi^m u, i\frac{K}{2}\sigma_3 \Pi^m \rangle (\Pi^m)^{-1} u \rangle
\]  

\[
= J_1 + J_2 + J_3.
\]

One notices that there exists \( c_1 > 0 \) such that

\[
|J_1| \leq c_1 \|\Pi^m u\| \|\Pi^m\|^{-1} u \| \leq \frac{c_1}{2} \|\Pi^m u\|^2 + \frac{c_1}{2\varepsilon} \|\Pi^m\|^{-1} u \|^2.
\]

Similarly, there exists \( c_2 > 0 \) such that

\[
|J_3| \leq c_2 \|\partial_s - i\frac{K}{2}\Pi^m u\| \|\Pi^m\|^{-1} u \| \leq \frac{c_2}{2} \|\partial_s - i\frac{K}{2}\Pi^m u\|^2 + \frac{c_2}{2\varepsilon} \|\Pi^m\|^{-1} u \|^2.
\]

Concerning the term \( J_2 \), we have

\[
J_2 = (-i\frac{K}{2}\Pi^m)^{-1} \sigma_3 \Pi^m u, (\partial_s (\Pi^m)^{-1} u \rangle + (-i\frac{K}{2}\Pi^m)^{-1} \sigma_3 \Pi^m u, (\Pi^m)^{-1} u \rangle
\]
\[
+ \langle -i\frac{K}{2}(\Pi^m)^{-1} \sigma_3 \Pi^m u, -i\frac{K}{2}\sigma_3 (\Pi^m)^{-1} u \rangle.
\]

Hence, there exists \( c_3 > 0 \) such that

\[
|J_2| \leq c_3 \left( \|\partial_s \Pi^m u\| \|\Pi^m\|^{-1} u \| + \|\Pi^m u\| \|\Pi^m\|^{-1} u \| \right)
\]
\[
\leq c_3 \left( \frac{\varepsilon}{2} \|\partial_s \Pi^m u\|^2 + \|\Pi^m u\|^2 + \frac{1}{2\varepsilon} \|\Pi^m\|^{-1} u \|^2. \right)
\]

Noting that

\[
\|\partial_s \Pi^m u\| \leq \left( \|\partial_s - i\frac{K}{2}\sigma_3\| u \| + i\frac{K}{2}\Pi^m u\| \right)
\]

there exists \( c_4 > 0 \) such that

\[
|J_2| \leq c_4 \left( \frac{\varepsilon}{2} \left( \|\partial_s - i\frac{K}{2}\sigma_3\| u \|^2 + \|\Pi^m u\|^2 \right) + \frac{1}{2\varepsilon} \|\Pi^m\|^{-1} u \|^2 \right).
\]

In the estimates (16), (17) and (18) we have used that \( K \in L^\infty(\mathbb{R}) \), and the following bounds on the operator norms

\[
\|\Pi^m\| \leq 1, \quad \|\Pi^m\|^{-1} \leq 1
\]

as \( \Pi^m \) and \( (\Pi^m)^{-1} \) are projectors, as well as the elementary identity \( 2ab \leq \varepsilon a^2 + \frac{1}{\varepsilon} b^2 \), with \( a, b, \varepsilon > 0 \).

Combining the above observations, coming back to (15), we get, for some \( c_5 \geq 0 \):

\[
a - |u| - \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \geq (1 - c_5 \varepsilon) \int_{\text{Str}} \left( \|\partial_s - i\frac{K}{2}\sigma_3\| \Pi^m u\|^2 - \frac{K^2}{4} \|\Pi^m u\|^2 \right) dt ds
\]

\[
+ \left( E_2(m\varepsilon)^2 - E_1(m\varepsilon)^2 \right) - \frac{c_3}{\varepsilon} - c_5 \right) \|\Pi^m\|^{-1} u \|^2 - c_5 \|\Pi^m u\|^2.
\]

Notice that the first term on the right-hand-side of (18) has been absorbed in the integral above, taking a new constant \( c_5 \), and the terms involving \( \|\Pi^m u\|^2 \) and \( \|\Pi^m\|^{-1} u \|^2 \) contribute to the last two terms in the above formula.

Now, set \( f^\pm := \langle u, \varphi_1^{me, \pm} \rangle_{L^2(-1,1)} \) and remark that the computation of the term

\[
\int_{\text{Str}} \left( \|\partial_s - i\frac{K}{2}\sigma_3\| \Pi^m u\|^2 - \frac{K^2}{4} \|\Pi^m u\|^2 \right) dt ds.
\]
is similar to the one performed in the proof of the upper bound (see the proof of Proposition 10) and it yields

$$\int_{\mathcal{S}_{\tau}} \left( (\partial_s - i\frac{\kappa}{2}\sigma_3)\Pi^m e u|^2 - \frac{\kappa^2}{4}||\Pi^m e u|^2dsdt \right) \geq (q_e \oplus q_e)[f] - c_0 \varepsilon \|f\|_{L^2(R)}^2,$$

for some constant $c_0$. All in all, we have obtained that there exists $k > 0$ such that provided $\varepsilon$ is small enough there holds

$$a_{-}[u] - \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \geq (1 - k\varepsilon)(q_e \oplus q_e)[f] - k\varepsilon\|f\|_{L^2(R)}^2$$

$$+ \left( \frac{E_2(m\varepsilon)^2 - E_1(m\varepsilon)^2}{\varepsilon^2} - \frac{k}{\varepsilon} - k \right) \|\Pi^m e u\|^2$$

$$\geq (1 - k\varepsilon)(q_e \oplus q_e)[f] - k\varepsilon\|f\|_{L^2(R)}^2 + \left( \frac{5\pi^2}{16\varepsilon^2} - \frac{k}{\varepsilon} - k \right) \|\Pi^m e u\|^2,$$

where for the last inequality we have used Point (3) Proposition 7. As the quadratic form on the right-hand side is the quadratic form of the direct sum of two operators, if one fixes $j \in \mathbb{N}$ the min-max principle of Proposition 3 yields

$$\mu_j(D_{\Gamma}(\varepsilon)^2) - \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \geq j - \text{th element of the set} \{ (1 - k\varepsilon)\mu_j(q_e \oplus q_e) - k\varepsilon \} \cup \{ \frac{5\pi^2}{16\varepsilon^2} - \frac{k}{\varepsilon} - k \}.$$

Hence, for $\varepsilon$ small enough (depending on $j$), this reads

$$\mu_j(D_{\Gamma}(\varepsilon)^2) - \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \geq (1 - k\varepsilon)\mu_j(q_e \oplus q_e) - k\varepsilon.$$

which is precisely Proposition 11. □

3.3. Proof of Theorem 4. Let $J \geq 1$ and remark that due to the symmetry of the spectrum of $D_{\Gamma}(\varepsilon)$ with respect to zero, for all $j \in \{1, \ldots, J\}$ there holds

$$\lambda_j(D_{\Gamma}(\varepsilon)) = \sqrt{\mu_j(D_{\Gamma}(\varepsilon)^2)}.$$  \hspace{0.5cm} (19)

Combining Propositions 10 and 11, we have for all $j \in \mathbb{N}$ that when $\varepsilon \to 0$

$$\mu_j(D_{\Gamma}(\varepsilon)^2) = \frac{E_1(m\varepsilon)^2}{\varepsilon^2} + \mu_j(q_e \oplus q_e) + \mathcal{O}(\varepsilon)$$

$$= \frac{E_1(m\varepsilon)^2}{\varepsilon^2} \left( 1 + \frac{\varepsilon^2}{E_1(m\varepsilon)^2} \mu_j(q_e \oplus q_e) + \mathcal{O}(\varepsilon^3) \right),$$

where we have used that $E_1(m\varepsilon) = \mathcal{O}(1)$ when $\varepsilon \to 0$. Hence, there holds

$$\sqrt{\mu_j(D_{\Gamma}(\varepsilon)^2)} = \frac{E_1(m\varepsilon)}{\varepsilon} + \frac{1}{2E_1(m\varepsilon)} \mu_j(q_e \oplus q_e)\varepsilon + \mathcal{O}(\varepsilon^2)$$

and by Point 4 in Proposition 7, there holds

$$\sqrt{\mu_j(D_{\Gamma}(\varepsilon)^2)} = \frac{E_1(m\varepsilon)}{\varepsilon} + \frac{2}{\pi} \mu_j(q_e \oplus q_e)\varepsilon + \mathcal{O}(\varepsilon^2).$$

Thus, for $j \in \{1, \ldots, J\}$, (19) yields

$$\lambda_j(D_{\Gamma}(\varepsilon)) = \frac{E_1(m\varepsilon)}{\varepsilon} + \frac{2}{\pi} \mu_j(q_e \oplus q_e)\varepsilon + \mathcal{O}(\varepsilon^2) = \frac{E_1(m\varepsilon)}{\varepsilon} + \frac{2}{\pi} \mu_j(q_e)\varepsilon + \mathcal{O}(\varepsilon^2),$$

concluding the proof.
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