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Abstract—Federated Learning (FL) is a novel distributed machine learning which allows thousands of edge devices to train model locally without uploading data concentrically to the server. But since real federated settings are resource-constrained, FL is encountered with systems heterogeneity which causes a lot of stragglers directly and then leads to significantly accuracy reduction indirectly. To solve the problems caused by systems heterogeneity, we introduce a novel self-adaptive federated framework FedSAE which adjusts the training task of devices automatically and selects participants actively to alleviate the performance degradation. In this work, we
1) propose FedSAE which leverages the complete information of devices’ historical training tasks to predict the affordable training workloads for each device. In this way, FedSAE can estimate the reliability of each device and self-adaptively adjust the amount of training load per client in each round.
2) combine our framework with Active Learning to self-adaptively select participants. Then the framework accelerates the convergence of the global model. In our framework, the server evaluates devices’ value of training based on their training loss. Then the server selects those clients with bigger value for the global model to reduce communication overhead.

The experimental result indicates that in a highly heterogeneous system, FedSAE converges faster than FedAvg, the vanilla FL framework. Furthermore, FedSAE outperforms than FedAvg on several federated datasets—FedSAE improves test accuracy by 26.7% and reduces stragglers by 90.3% on average.

I. INTRODUCTION

Federated Learning (FL) [1–3], famous for its significant contribution on privacy protection [4], is one of the most popular topics on distributed machine learning, widely used in personalized recommendation [5], [6] and clinical disease detection [7]. Similar to the traditional distributed machine learning framework, FL performs most of its computation on remote clients but no data sharing between clients and the server in the FL training procedure. Typical FL includes a central server and millions of remote clients such as personal computers, mobile phones, wearable devices, and so on. In each communication round, due to constraint network connectivity, the FL server only selects several participants which train a model such as neural networks locally, and then these participants upload their model parameters to the server periodically. Finally, the server aggregates these uploaded model parameters to get a new global model. Usually, to train an FL model, several training rounds are performed, during which no raw data leaves clients. This unique training mechanism keeps FL privacy-preserving compared with conventional distributed machine learning.

Nonetheless, a key challenge of FL is that the devices’ configurations such as GPU, CPU, software, and network conditions are markedly different in real federated settings. This challenge is called systems heterogeneity [3], [8] which causes the overhead of devices such as computation time and resources to accomplish the same task to vary heavily. Due to the different training overhead, some devices with high performance can complete their task. However, others called stragglers [10] with poor training conditions can only do partial training work, which leads to performance degradation of the global model. Unfortunately, to handle the problem of stragglers, the FL server can only choose to wait or ignore them [9] because devices take full control of the connection at each round. Systems heterogeneity heavily slows down the convergence rate and decreases the model accuracy [10] as the existence of numerous stragglers.

To solve the problem of systems heterogeneity, Nishio et al. [11] propose FedCS which selects devices with enough resources to participate in FL training. However, this method requests the server to gather the available resource information of clients, which violates the principle of privacy protection. To alleviate the negative influence of stragglers, Li et al. [10] propose FedProx which allows each device to perform a variable amount of local work to endure the partial work of stragglers. FedProx successfully promotes the test accuracy by 22% on average compared with FedAvg. However, FedProx assumes that the partial work which stragglers can finish is known before stragglers drop out, which is impractical in a real federated setting. Moreover, the occurrence of drop out is unpredictable which means stragglers can not upload their partial work before they drop out. In most FL frameworks, the server usually assigns the same training workload to all of the selected clients, which neglects systems heterogeneity hence causes the high probability of stragglers.

In this paper, we propose FedSAE, a self-adaptive FL framework aiming to alleviate the performance degradation caused by systems heterogeneity. In FedSAE, the server self-adaptively adjusts the workloads allocated to clients according to their training history. Meanwhile, to accelerate the model convergence speed, we propose a mechanism based on active learning to select clients, which improves the quality of the global model. We compare our framework with FedAvg [2] in...
highly heterogeneous networks. The experiment results convey that FedSAE improves the absolute testing accuracy by 26.7% and decreases the drop out rate by 90.3% on average.

The main contributions of this paper are as follows:

- We consider a new drop out scenario, which is more complex than the previous FL settings. In our work, the ability of clients to complete the training task is varied dynamically, so the probability of stragglers is also dynamic. Therefore, we propose a workload prediction algorithm for this heterogeneous scenario.
- We propose two federated algorithms, FedSAE-Ira and FedSAE-Fassa, to efficiently predict the affordable training workload of clients. Our methods are self-adaptive and privacy-preserving which works relying on the public training history of devices rather than any other private hardware information.
- We evaluate our methods with two models on four datasets. Comparing with baseline FedAvg, our methods significantly upgrade the accuracy of the global model by 26.7% and alleviate stragglers by 90.3%.

II. BACKGROUND AND RELATED WORK

A. Federated Learning

In this subsection, we introduce the classical FL algorithm FedAvg. And then, we briefly introduce systems heterogeneity. Federated Averaging. Federated learning is introduced in [2] where McMahan et al. propose the classical FL algorithm FedAvg. In FedAvg, the server coordinates clients to perform stochastic gradient descent (SGD) locally several iterations in parallel and updates global model by aggregating the uploaded model parameters from clients with Federated Averaging (the uploaded model parameters from clients with Federated Averaging.). Before FedAvg, pioneers rely on full-batch SGD to train the federated learning model. To get an optimal model, the server usually training hundreds of rounds which produces a large communication overhead. By utilizing the powerful computation ability of clients, FedAvg forces clients to perform local mini-batch SGD several times to reduce the communication rounds and is communication-efficient.

In FedAvg, the particular objective function is to optimize [10]:

$$\min_w f(w) = \sum_{k=1}^{N} \frac{n_k}{n} F_k(w),$$

Where $N$ is the number of total clients, $n$ is the total samples of $N$ clients i.e. $n = \sum_{k=1}^{N} n_k$, and $\frac{n_k}{n}$ is the weight of client $k$. For client $k$, the local objective function $F_k(w)$ is denoted by [10] :

$$F_k(w) = \frac{1}{n_k} \sum_{x,y \in D_k} f_i(w)$$

where $D_k$ is the training data on client $k$. $f_i(w) = \ell_i(x, y; w)$ is the loss function on examples $(x, y) \in D_k$. If $D_k$ is sampled from global data uniformly, then $F_k(w) \approx f(w)$ holds approximately. The approximation level between local objective and global objective improves as the increasing uniformity of client data $D_k$. That is why FedAvg performs well on independently and identically distributed (IID) datasets.

In FedAvg, at each round $t$, the server selects $K$ clients randomly ($K = C \times N$, $C$ is the selected ratio in $N$ clients) and broadcasts the initial model parameter $w^0$ to participants. The selected client (assumed client $k$) minimizes the local function loss $F_k(w)$ by performing SGD $E$ epochs locally (an epoch means training all the data on client $k$ once). At last, the server aggregates these parameters $w^{t+1}_k$ with federated averaging according to clients’ weight $\frac{n_k}{n}$ to get the global parameter $w^{t+1}$ of round $t+1$. In general, the above process is executed $T$ rounds, i.e. the number of communication rounds is $T$. The details of FedAvg is shown in Algorithm [1].

**Algorithm 1** Federated Averaging (FedAvg)

**Input:** initial model parameter $w^0$, client fraction $C$, the number of clients $K$, the number of local epoch $E$, the learning rate $\eta$.

**Output:** the eventual model parameter $w$.

| Line | Description |
|------|-------------|
| 1 | Initialize $w^0$. |
| 2 | for each communication round $t = 1, 2, 3, ..., T$ do |
| 3 | $S_t \leftarrow$ (Server selects $C \times N$ clients clients randomly) |
| 4 | Server broadcasts model parameters $w_t$ to $S_t$. |
| 5 | for client $k \in S_t$ parallely do |
| 6 | //clients perform SGD locally |
| 7 | for local epoch $e = 1, 2, 3, ..., E$ do |
| 8 | $w^{e+1}_k \leftarrow w^e - \eta \nabla F_k(w^e)$ |
| 9 | $w^{t+1} \leftarrow \sum_{k=1}^{K} \frac{n_k}{n} w^{e+1}_k$ |
| 10 | return $w \leftarrow w^{t+1}$ |

**Systems heterogeneity.** Systems heterogeneity is a challenge in FL [3]. It is inevitable because remote devices own varied configuration conditions such as GPU, CPU, memory, networks, etc. Due to systems heterogeneity, clients have different resource budgets thereby not all participants can finish their training tasks [10]. So some devices finish their training tasks fastly while some others called stragglers [10] train their model slowly even drop out. These devices with better resource conditions could finish their training task more possible. That is to say, systems heterogeneity causes heterogeneous training ability. Conventional FL methods solve this problem by waiting for stragglers or omitting them [2], which leads to the accuracy degradation of the global model and slows down model convergence. Our work in this paper is to solve the systems heterogeneity challenges.

B. Related Work

**Federated Learning.** Based on the first work on FL algorithm FedAvg [2], the early FL studies are more about solving the statistical heterogeneity challenge in which the data distributed on devices is non-independent and non-identical (Non-IID). Zhao et al. [12] find that the accuracy of FedAvg decreases by 55% on highly skewed Non-IID datasets. Thereby [12]–[14] aim to enhance the accuracy of the global model on Non-IID data. At the same time, that the global
model converges slowly is another problem caused by Non-IID data [10], which induces [15, 16] to make efforts on increasing the convergence rate of the global model. [10], [17], [18] to provide convergence guarantees for Non-IID data. Some pioneers work hard at reducing the communication overhead between clients and the server [11]. For another aspect, some researchers try building a better FL system instead of optimizing the FL algorithm [9], [19], [24] where [9] preliminarily explores a scalable production FL system for Android while [19], [24] provide FL more secure privacy protection. However, the above works assume that all clients are equivalent in the training process, which causes a big performance variance in clients. Recently, some literature indicates that more fair local model performance distribution across clients contributes to a better global model [25, 26]. But the idea of performance fairness conflicts with privacy for the reason that it collects much sensitive information to ensure that the eventual distribution of local performance is fair enough.

### Systems Heterogeneity and Straggling

Systems heterogeneity generally exists in a real federated environment and it slows down the convergence rate of model [3]. Heterogeneous systems usually lead to the straggle issue in FL. We can not eliminate systems heterogeneity but mitigate device straggling caused by it. Some works reduce stragglers by selecting clients with enough resources [11], [27]. Nishio et al. [11] propose FedCS which selects clients according to constrained time budget and resource budget to prevent participants from dropping out because of lack of resources [9]. But it is difficult to judge whether the resource is enough or not. Rahman et al. [27] propose another client selection framework FedMCCS which selects clients according to multi-criteria such as location, resource, etc. However, the strict constraints of client selection may cause few participants thus slow down the convergence. Instead of selecting clients conditionally, Li et al. [10] propose FedProx which utilizes the partial work of stragglers to alleviate the model performance degradation. But FedProx is too ideal to be implemented in real federated settings where whether a client will straggle is unknown. To avoid wasting the partial work of stragglers, Ferdinand et al. [28] propose Anytime Minibatch and Reisizadeh et al. [29] propose QuanTimed-DSGD. The two frameworks contribute to a novel training way that fixes the computation time of devices instead of fixing computation epochs.

For heterogeneous FL systems, a more reasonable design is to build a more complex federated environment, in which the client’s ability to perform training tasks changes dynamically. So we simulate a heterogeneous environment by varying the computing ability of each client with time separately. The affordable workload of each client is refreshed with a Gaussian Distribution in each round where the mean value $\mu$ is randomly initialized from the interval $[5, 10]$, and the standard deviation $\sigma$ is randomly initialized from the interval $[0.25\mu, 0.5\mu]$.

In our motivation experiment, we assign each client a varying amount of affordable local epoch each round, which quantifies the ability of clients to finish their training tasks. In the FEMNIST dataset, the number of clients is $N = 200$, we set the number of selected clients $K = 10$ per round. In MNIST dataset, $N = 1000$, we set $K = 30$. We set learning rate $\eta = 0.03$ to train $T = 200$ rounds with FedAvg and test the global model in each round. We run FedAvg on FEMNIST and MNIST four times with $\text{epoch} = 10$, 12, 15, 20 separately. The top-1 testing accuracy of the global model, training loss, and drop out rate of clients are depicted in Fig. 1.

From Fig. 1 we can see that taking the testing accuracy with $\text{epoch} = 10$ as the reference accuracy, as the local epoch increases, the averaging testing accuracy on FEMNIST decreases by 5.2% to 52.2%, and the average testing accuracy on MNIST decreases by 1.1% to 53.3%. Also, we can see that as the local epoch increases, the training loss on the two datasets decreases more and more slowly. In extreme cases (i.e. $\text{epoch} = 20$), the training loss even increases, which means that the training task fails because the model is diverging. Besides, we find that the drop out rate fluctuates greatly when $\text{epoch} > 10$, and almost all clients drop out when $\text{epoch} = 20$. This is because FedAvg cannot self-adapt the training task to the training ability of clients. In short, Fig. 1 shows that when FL systems are heterogeneous, the performance degradation of traditional FL framework (e.g. FedAvg) is very obvious.

### B. Proposed Framework: FedSAE

To handle systems heterogeneity challenges in FL, we propose a new FL framework, FedSAE which leverages workload prediction strategy based on the workload complete history of clients to predict the varied affordable workload of clients. Besides, FedSAE uses client selection strategy based on the training loss of clients to pick participants each round. Our framework is similar to FedAvg in the training process. Both of them include selecting clients, broadcasting models, locally performing SGD, uploading local models, and aggregating models. However, FedSAE has two changes: predicting affordable workload and selecting participants with active learning (AL). These changes make our framework more rational in practical federated settings. Before detailedly introducing our changes, we show our framework in Fig. 2.

As shown in Fig. 2 the training process of FedSAE can be divided into four steps. First, the server predicts the affordable workload of clients according to their uploaded historical task completion information (1). Second, the server converts clients’ training loss into selected probability (2). Third,
the server picks participants according to probabilities in \( \Phi \) then broadcasts the global model and participants’ predicted workload to participants (3). At last, participants return model parameters, new task completion information and loss to the server and the server aggregates model weights for the next round (4). We will introduce 1 and 2 in detail in the rest of this section.

**Affordable workload prediction.** As we discussed before, the ability of clients to perform training tasks in a heterogeneous system is varied dynamically. Clients participating in training without self-adaptively adjusting the number of training workloads are more likely to drop out, which leads to an inefficient global model. Therefore, it is necessary to predict the affordable workload of clients correctly. To better predict the affordable workload of clients, FedSAE utilizes a task pair \((L_k^t, H_k^t)\) to limit the maximum and minimum values of affordable workload, where \(L_k^t\) represents the amount of easy task, \(H_k^t\) represents the amount of difficult task, obviously, \(L_k^t < H_k^t\). Each client will maintain a task pair. The client first performs the easy workload \(L_k^t\) and then increases its workload until it drops out or completes the difficult workload \(H_k^t\). This pair is beneficial in two aspects: (1) It makes sure that devices at least finish a conservative workload \(L_k^t\) instead of dropping out. (2) It predicts the affordable workload of clients to a specified range, which is more stable than directly accurate to the amount of affordable workload.

Considering the workload prediction task is similar to the congestion control task in communication technology, we get inspiration from classic TCP congestion control algorithms [33], [34]. We propose two algorithms—FedSAE-Ira (Algorithm 2) and FedSAE-Fassa (Algorithm 3) to predict the affordable workload of clients according to the historical task completion information. For client \(k\), it records \(E_k^t\), the amount of workload it can accomplish recently, as the prediction basis of the workload prediction algorithms. Specifically, to predict the affordable workload of the next round, FedSAE-Ira utilizes clients’ task completion of the latest round while FedSAE-Fassa utilizes clients’ task completion of many past rounds. The details of the two algorithms are as follows:

1) FedSAE-Ira: In Algorithm 2 we show the simple process of FedSAE-Ira in which the increased workload is inversely proportional to itself. If a client drops out, the client’s predicted workload of the next round will be half of the current round otherwise the predicted workload of the client will increase by increment \(\frac{\mu}{E_k^t}\) (see the line 11 to line 22 in Algorithm 2). As shown in Fig. 3 at the beginning of the training the workload of clients is conservative and easy. Therefore, the workload increases fastly by increment \(\frac{\mu}{E_k^t}\), which is inversely proportional to the amount of current workload until the client drops out in round \(t\). And then, the workload of the client in round \(t+1\) turns to half of the current workload. In this process, FedSAE-Ira shows the following advantages: (1) It is cautious to increase the workload of clients in a gradually smaller increment, which can reduce the drop out probability of clients to a certain extent. (2) It reduces workload exponentially after dropping out, which makes the workload recover to a safe level quickly. In this way, the client avoids dropping out consecutively. We simply summarize the predicted workload of clients as the following equation:

\[
\hat{E}_{k}^{t+1} = \begin{cases} 
\frac{1}{2}\hat{E}_{k}^{t} & \text{if client } k \text{ drops out} \\
\hat{E}_{k}^{t} + \frac{\mu}{E_k^t} & \text{otherwise}
\end{cases}
\]

where \(\hat{E}_{k}^{t}\) is the predicted workload of client \(k\) in \(t\)-th round, \(\mu\) is the hyperparameter to control the increment. An appropriate
Algorithm 2 FedSAE-Ira: Federated Self-Adaptive Epoch with inverse ratio arise (Proposed Framework)

Input: the actually affordable local epoch $E^t_k$ of client $k$ at round $t$,
the server-predict workloads $\hat{E}^t_k$, the easy workloads $\hat{L}^t_k$, the difficult workloads $\hat{H}^t_k$.

Output: the predicted easy workloads $\hat{L}^{t+1}_k$, the predicted difficult workloads $\hat{H}^{t+1}_k$.

1: procedure SERVER
2: Initialize $w^0, \hat{L}^0_k, \hat{H}^0_k$
3: for each communication round $t = 1, 2, ..., T$ do
4:     $S_t$ ← Select $K$ clients according to selected probabilities.
5:     Server broadcasts $w_t$ to all selected clients.
6:     $(\hat{L}^t_k, \hat{H}^t_k, \hat{E}^t_k) ← $ Read history data from $S_t$.
7:     for each client $k \in S_t$ in parallel do
8:         $(\hat{L}^{t+1}_k, \hat{H}^{t+1}_k, \hat{E}^{t+1}_k) ← $ EpochPredict ($\hat{L}^t_k, \hat{H}^t_k, \hat{E}^t_k$)
9:         $w^t_k ← $ Client($k, w^t, \hat{E}^t_k$)
10: $w^{t+1} ← \sum_{k=1}^{K} \frac{w^{t+1}_k}{H^t_k}$
11: function EpochPredict($\hat{L}^t_k, \hat{H}^t_k, \hat{E}^t_k$)
12:     // client $k$ will not drop out.
13:     if the actually affordable workloads greater than $\hat{H}^t_k$ then
14:         $\hat{E}^{t+1}_k ← \hat{L}^t_k + \frac{\theta^t_k}{\hat{L}^t_k} \hat{H}^t_k$
15:     else if the actually affordable workloads fall into $[\hat{L}^t_k, \hat{H}^t_k]$ then
16:         $\hat{E}^{t+1}_k ← \min(\hat{L}^t_k + \frac{\theta^t_k}{\hat{L}^t_k} \hat{H}^t_k)$
17:     else
18:         $\hat{E}^{t+1}_k ← \max(\hat{L}^t_k + \frac{\theta^t_k}{\hat{L}^t_k} \hat{H}^t_k)$
19: end
20: return $\hat{L}^{t+1}_k, \hat{H}^{t+1}_k, \hat{E}^{t+1}_k$
21: function Client($k, w^t, \hat{E}^t_k$)
22:     // run on client $k$
23:     $B ← (\text{separate $P_k$ into batches of size } B)$
24:     for each local epoch $e = 1, 2, ..., E^t_k$ do
25:         for each local batch $b \in B$ do
26:             $w^t ← w^t - \eta \nabla L(b; w^t)$
27:     return $w^t$
28: end

$U$ is efficient because an excessively high $U$ makes the prediction process fluctuated while an excessively low $U$ causes the time converging to the affordable workload interval too long. In FedSAE-Ira, $L^t_k$ and $H^t_k$ are predicted according to [3]. This method is a kind of Additive Increase Multiplicative Decrease (AIMD) method [33] which is a feedback control algorithm with linear growth and exponential reduction. Chiu et al. [33] demonstrate that for an additive increase and multiplicative decrease iterative process, the method is convergent.

2) FedSAE-Fassa: In order to make full use of the history of task completion, we propose FedSAE-Fassa which utilizes the amount of the affordable workload of many past rounds to self-adaptively predict the affordable workload of the next round. As shown in Algorithm [3] first, the server calculates the workload threshold $\theta^t_k$ of $k$-th client in round $t$ as [4] based on the historical workload records (see the line 8 in Algorithm [3]). $\theta$ represents the number of workloads that the client can complete in most cases.

$$\theta^{t+1}_k = \alpha \theta^t_k + (1 - \alpha) \hat{E}^t_k$$  (4)

Where $\hat{E}^t_k$ is the real affordable workload, $\alpha$ is the smoothness index which decides the percentage of the affordable workload of the last few rounds in threshold $\theta^t_k$. For example, a small $\alpha$ means that the workload threshold $\theta^t_k$ is biased towards $\hat{E}^t_k$, the affordable workload of the latest round. Equation (4) is a simple exponential of Exponential Moving Average (EMA) [36] which means in $\theta^t_k$, the weights of old affordable workload (e.g. the epochs before round $t$) decrease exponentially as the training rounds increase. After obtaining $\theta^t_k$, the clients get predicted workloads of round $t+1$ according to the following equation:

$$\hat{E}^{t+1}_k = \begin{cases} \hat{E}^t_k + \gamma_1, & \text{if } \hat{E}^t_k \text{ is in start stage} \\ \hat{E}^t_k + \gamma_2, & \text{if } \hat{E}^t_k \text{ is in arise stage} \\ \frac{1}{2} \hat{E}^t_k, & \text{if client } k \text{ drops out} \end{cases}$$  (5)

Similarly, $\hat{E}^{t+1}_k$ is the predicted workload of $k$-th client at round $t$, $\gamma_1$ and $\gamma_2$ ($\gamma_1 > \gamma_2$) are the hyperparameters related to the increment. In FedSAE-Fassa, $L^t_k$ and $H^t_k$ are predicted according to [3]. The workload threshold $\theta^t_k$ reflects the weighted average of the affordable workload till $t$-th round. To accurately predict the affordable workload of clients, FedSAE-Fassa divides the workload growth process into two stages based on the workload threshold—start stage and arise stage. Among them, the workload in the start stage is less than $\theta^t_k$ and the probability of drop out is low so the workload grows fastly with an increment $\gamma_1$ while the workload in the arise stage is bigger than $\theta^t_k$ and the client is easy to drop out so the workload grows slowly with an increment $\gamma_2$. Obviously, $\gamma_1 > \gamma_2$. The algorithm FedSAE-Fassa using segmentation strategy is advantaged in the following points: (1) It takes full advantage of historical performance data of clients and dynamically adjusts the weights of old affordable workload in threshold computation to avoid abusing the out-of-date information. (2) It increases the local epoch with two different growth rates, which predicts the local epoch of clients more cautiously. We show the process of FedSAE-Fassa in Fig. [4].

Client selection with Active Learning. Although the aforementioned workload prediction algorithms can reduce strag-
Algorithm 3 FedSAE-Fassa: Federated Self-Adaptive Epoch with fastly starting and slowly arising (Proposed Framework)

Input: the actually affordable local epoch $E_k^t$ of client $k$ at round $t$, server-predict workloads $E_k^t$, the easy workloads $L_k^t$, the difficult workloads $H_k^t$.

Output: the predicted easy workloads $\hat{L}_k^{t+1}$, the predicted difficult workloads $\hat{H}_k^{t+1}$.

1: procedure SERVER
2: Initialize $w^0$, $L_0^0$, $H_0^0$, $\alpha$
3: for each communication round $t = 1, 2, \ldots, T$ do
4: $S_t$ ← Select $K$ clients according to selected probabilities.
5: Server broadcasts $w_t$ to all selected clients.
6: $(\hat{L}_k^t, \hat{H}_k^t, E_k^t)$ ← Read history data from $S_t$.
7: for each client $k \in S_t$ in parallel do
8: $\theta_k^t$ ← $\alpha \hat{H}_k^{t+1} + (1 - \alpha)E_k^{t+1}$
9: $(\hat{L}_k^{t+1}, \hat{H}_k^{t+1}, E_k^{t+1})$ ← EpochPredict ($\hat{L}_k^t$, $\hat{H}_k^t$, $E_k^t$, $\theta_k^t$)
10: $w_{k+1}^t$ ← Client($k$, $w^t$, $E_k^t$)
11: $w_{t+1}^t$ ← $\sum_{k=1}^{K} \frac{\alpha}{\gamma_k} w_{k+1}^t$
12: end parallel do
13: // run on server
14: function EpochPredict($\hat{L}_k^t$, $\hat{H}_k^t$, $E_k^t$, $\theta_k^t$)
15: // client $k$ will not drop out.
16: if the actual affordable workloads greater than $H_k^t$ then
17: $L_k^{t+1} = \hat{L}_k^{t+1}$ and $H_k^{t+1} = \hat{H}_k^{t+1}$
18: else if $\theta_k^t$ equal or less than $L_k^t$ then
19: $L_k^{t+1} = \hat{L}_k^{t+1}$ and $H_k^{t+1} = \hat{H}_k^{t+1}$
20: // client $k$ will drop out but weight at epoch $\hat{L}_k^t$ will be uploaded.
21: else if $E_k^t$ in $(\hat{L}_k^t, \hat{H}_k^t)$ then
22: if $\theta_k^t$ equal or greater than $\hat{L}_k^t$ then
23: $L_k^{t+1} = \min(L_k^t + r_1, \hat{L}_k^t)$
24: $H_k^{t+1} = \max(L_k^t + r_2, \frac{1}{2} \hat{H}_k^t)$
25: else if $\theta_k^t$ in $(\hat{L}_k^t, \hat{H}_k^t)$ then
26: $L_k^{t+1} = \min(L_k^t + r_1, \frac{1}{2} \hat{L}_k^t)$
27: $H_k^{t+1} = \max(L_k^t + r_2, \frac{1}{2} \hat{H}_k^t)$
28: else
29: $L_k^{t+1} = \min(L_k^t + r_1, \frac{1}{2} \hat{L}_k^t)$
30: $H_k^{t+1} = \max(L_k^t + r_2, \frac{1}{2} \hat{H}_k^t)$
31: // client $k$ will drop out and no weight will be uploaded.
32: else
33: $L_k^{t+1} = \hat{L}_k^t$ and $H_k^{t+1} = \hat{H}_k^t$
34: $E_k^{t+1} = 0$
35: return $\hat{L}_k^{t+1}$, $\hat{H}_k^{t+1}$, $E_k^{t+1}$

In this section, we present the experimental details and results for our framework FedSAE. In subsection IV-B, we show the performance improvement of FedSAE in heterogeneous systems. In subsection IV-C, we sufficiently exhibit the effects of FedSAE combined with AL on convergence.

Fig. 4. The simple process diagram of FedSAE-Fassa. Each round clients calculate their workload threshold $\theta$ according to the historical information. In the start stage where the clients’ local epoch less than $\theta$ and clients’ local epoch increases by $\gamma_1$ each round. In the arise stage where the number of client’s local epoch is greater than $\theta$ and clients’ local epoch increases by $\gamma_2$, where $\gamma_1 > \gamma_2$. Also, if clients drop out then the local epoch of the next round will be halved.
A. Experimental Details

Datasets & Models. Our evaluation includes two model families on four datasets which are consisted of both image classification tasks and text sentiment analysis tasks. Federated Extended MNIST (FEMNIST) is a 26-class image classification dataset composed of handwritten digits and characters which partition the 62-class data in EMNIST according to writers. The data of FEMNIST is distributed into 200 devices where each device holds only 5 classes as heterogeneous settings. We use multinomial logistic regression (MCLR) with 7850 parameters to train a convex model on FEMNIST. MNIST is a 10-class image classification dataset composed of handwriting digits 0-9. On MNIST, 18,345 samples are divided into 1,000 devices. To simulate obvious heterogeneity, each device holds only 2-class digits and the samples of devices follow a power law. We optimize the model on MNIST with the same training model MCLR as FEMNIST. Sentiment140 is a text sentiment analysis dataset composed of many tweets where each tweet can be extracted as a positive or negative sentiment. The number of clients on Sentiment140 is 772. We use LSTM to train the model on Sentiment140. Synthetic is a synthetic federated dataset that consists of 100 devices. We generated Synthetic dataset with the hyperparameter $\alpha = 1$, $\beta = 1$ (e.g. Synthetic(1,1)) and the data size on clients follows a power law. We use the MCLR classifier to train the model on Synthetic(1,1). The statistics of the above four datasets are shown in TABLE I.

Federated Parameters. All of the above models support training with at least one iteration. We split an epoch into multiple iterations. For example, if a client is required to train 3.5 epochs, then this client will train 3 epochs and 0.5 iterations where $\tau = \frac{3.5}{2}$ varies with the practical iterations of an epoch, $S_k$ is the number of samples for client $k$, $B$ is the local mini-batch. In our experiments, we simulate systems heterogeneity by generating the affordable local workloads $E$ of clients at each round with Gaussian Distributions $E \sim N(\mu, \sigma^2)$ where $\mu \in [5, 10]$, $\sigma \in [\frac{1}{2}, \frac{3}{2}]$, $\mu, \sigma$ are valued from their regions uniformly. We use the same federated learning settings as introduced in II-A the number of selected clients per round $K = 30$ for MNIST, $K = 10$ for FEMNIST, Sentiment140 and Synthetic(1,1), the mini-batch for local SGD is $B = 10$, the learning rate $\eta$ for FEMNIST, MNIST, Sentiment140, Synthetic(1,1) respectively are 0.03, 0.03, 0.3, 0.01. Specific to FedSAE, we initialize $(L_k^b, H_k^b)$ to (1,2) and we set the inverse ratio parameter $U = 10$, smooth index $\alpha = 0.95$, the increment $\gamma_1 = 1$, $\gamma_2 = 1$, scale parameter of $\alpha = 0.01$. For the convenience of understanding, we will reiterate the meaning and value of above FedSAE parameters again when we use it.

Baseline & Metrics. The baseline of this paper is the vanilla FL framework FedAvg. In our experiments, the affordable workload of each client changes over time. We fix the random seed to ensure that the same client has the same affordable workload set on different datasets. If the assignment of clients is less than its affordable workload, then the client can complete the training task, otherwise, it will drop out. For FedAvg, the server fixes the assigned workload $E$ of clients to 15. For FedSAE, the workload of clients is predicted by the server. In order to eliminate the influence of client selection, we fixed the random seed of each round to ensure that when the training framework is different, the server will select the same clients in the same round of the same dataset. Each round we evaluate the global model. To compare each framework intuitively, we draw the top-1 testing accuracy, training loss of global model and drop out rate of clients in the following sections.

B. Effects of Affordable Workload Prediction

We divide the experiment of FedSAE into three groups: FedAvg vs. FedSAE-Ira, FedAvg vs. FedSAE-Fassa, FedSAE-Ira vs. FedSAE-Fassa. The former two groups are to illustrate the effects of FedSAE, and the latter group is to illustrate the performance difference between the two prediction algorithms. The details are following:

FedAvg vs. FedSAE-Ira. FedSAE-Ira predicts clients’ local epoch according to the history of completing tasks of the latest round. In FedSAE-Ira, we predict the affordable workload with the increment which is inversely proportional to the amount of the client’s current work. We conduct several experiments on FEMNIST and MNIST to get a suitable value of the inverse ratio parameter $U$, and some details are shown in Fig. 5. Empirically, we set $U$ to 10 so the increment is $\frac{10}{U}$ if the client performs its assigned workloads successfully. To eliminate the influence of client selection, the server selects clients randomly on both FedSAE-Ira and FedAvg. We implement FedSAE-Ira (Algorithm 2) in Tensorflow and report the performance of FedSAE-Ira and FedAvg in Fig. 6 and TABLE II. We can see that on the four datasets, systems heterogeneity leads to more

![Fig. 5. Effects of choosing different inverse ratio parameter $U$. We show the experimental testing accuracy of global model on FEMNIST and MNIST datasets when $U = 1, 2, 3, 10$. Empirically, we find that when $U = 10$, FedSAE-Ira works well.](image-url)

| Dataset        | Model  | Devices | Samples   |
|----------------|--------|---------|-----------|
| MNIST          |        | 1,000   | 69,035    |
| FEMNIST        | MCLR   | 200     | 18,345    |
| Synthetic(1,1) |        | 100     | 75,349    |
| Sentiment140   | LSTM   | 772     | 40,783    |

TABLE I

Statistics of FEMNIST, MNIST, Synthetic(1,1) and Sentiment140.
the training loss does not decrease but increases. In such a situation, FedSAE-Ira effectively improves the testing accuracy by up to 58% (see the line of Synthetic(1,1) in TABLE II), and reduces the stragglers by up to 88.3%. Besides, the convergence rate of the global model is restored. Because FedSAE-Ira predicts an appropriate workload for each client, thus a large number of clients avoid dropping out.

FedAvg vs. FedSAE-Fassa. FedSAE-Fassa predicts clients’ local epoch according to the training history of all of the past communication rounds. We show the experimental results of choosing the suitable parameters (i.e. $\alpha$, $\gamma_1$, $\gamma_2$) for FedSAE-Fassa in Fig. 7. Empirically, we set smooth index $\alpha$ to 0.95. And we set the increment parameters $\gamma_1$, $\gamma_2$ to 3, 1. The participants of each round also are selected randomly. The experimental results are shown in Fig. 6. Similar to FedSAE-Ira, FedSAE-Fassa brings the accuracy improvement and mitigates straggling. Specifically, FedSAE-Fassa improves the testing accuracy by up to 57.5%, which is similar to FedSAE-Ira.

### RESULTS OF FedSAE-Ira, FedSAE-Fassa ON FEMNIST, MNIST, SENT140 AND SYNTHETIC(1,1). We SHOW THE TOP-1 TESTING ACCURACY AND THE AVERAGE DROP OUT RATE (SEE THE ROW OF % STRAGGLERS IN THE TABLE) AS BELOW. besides, THE PERCENTAGES OF ACCURACY IMPROVEMENT AND STRAGGLERS MITIGATION ARE CALCULATED.

| Dataset          | FedAvg (Baseline) | FedSAE-Ira (Ours) | FedSAE-Fassa (Ours) |
|------------------|-------------------|-------------------|---------------------|
|                  | accuracy | % stragglers | accuracy | % stragglers | accuracy | % stragglers |
| FEMNIST          | 41.7     | 97.5         | 77.8     | 10.2          | 75.1     | 8.0         |
|                  | (↑ 36.1) |              | (↓ 87.3) |              | (↑ 33.4) | (↓ 89.5)   |
| MNIST            | 81.9     | 96.6         | 89.4     | 8.3           | 89.4     | 0.3         |
|                  | (↑ 7.5)  |              | (↓ 88.3) |              | (↑ 7.5)  | (↓ 96.3)   |
| Sent140          | 63.9     | 96.5         | 72.1     | 10.3          | 72.4     | 1.4         |
|                  | (↑ 8.2)  |              | (↓ 86.2) |              | (↑ 8.5)  | (↓ 95.1)   |
| Synthetic(1,1)   | 20.9     | 97.1         | 78.9     | 11.2          | 78.4     | 2.6         |
|                  | (↑ 58)   |              | (↓ 85.9) |              | (↑ 57.5) | (↓ 94.5)   |

Fig. 6. Testing accuracy, training loss, drop out rate of FedSAE-Ira, FedSAE-Fassa relative to FedAvg on four datasets. We simulate a heterogeneous system by giving devices different parameters $\mu$, $\sigma$ of affordable workloads distribution function $\mathcal{N}(\mu, \sigma^2)$. FedSAE-Ira and FedSAE-Fassa can predict the affordable workloads of devices while FedAvg can not. (1) FedAvg vs. FedSAE-Ira, FedSAE-Ira can increase testing accuracy up to 58% and mitigate straggling up to 88.3%. (2) FedAvg vs. FedSAE-Fassa. Similar to FedSAE-Ira, FedSAE-Fassa brings testing accuracy improvement up to 57.5% and mitigate straggling up to 96.3%. (3) FedSAE-Ira vs. FedSAE-Fassa. FedSAE-Ira improves accuracy +0.4% higher than FedSAE-Fassa while FedSAE-Fassa mitigates stragglers +6.875% than FedSAE-Ira. FedSAE improves absolute testing accuracy by 26.7%. We also report accuracy improvement in TABLE II.

Fig. 7. Effects of assigning different values to $\gamma_1$, $\gamma_2$ and $\alpha$ in FedSAE-Fassa. We see that when $\gamma_1 = 3$, $\gamma_2 = 1$, $\alpha = 0.95$, FedSAE-Fassa works well on both FEMNIST and MNIST.

than 90% of stragglers (see the pink solid lint in the bottom row of Fig. 6). Moreover, from the training loss in the second row of Fig. 6 we can see that FedAvg has a divergent trend on FEMNIST, Sent140 and Synthetic(1,1). The evidence is that the training loss does not decrease but increases. In such a
Besides, FedSAE-Fassa also reduces stragglers up to 96.3%, which is 8% higher than FedSAE-Ira. The reason may be that FedSAE-Fassa makes full use of clients’ past training history of completing tasks, which can more accurately predict the changing characteristics of the affordable workload.

**FedSAE-Ira vs. FedSAE-Fassa.** In Fig. 5 FedSAE-Ira and FedSAE-Fassa are efficient in accuracy improving and straggler decreasing. To be exact, FedSAE-Ira brings accuracy improvement +0.4% higher than FedSAE-Fassa on average. While FedSAE-Fassa mitigates straggling +6.875% more significantly than FedSAE-Ira on average. From the data in TABLE III we see that our framework FedSAE improves absolute testing accuracy by 26.7% and reduces the straggle rate by 90.3% on average.

Although accuracy is improved, the convergence rate is still changeable. So we import Active Learning to accelerate the model convergence rate as described in the following section.

### C. Effects of AL

To improve the quality of the global model further, we utilize Active Learning (AL) to dynamically select participants with high training value for the global model. Empirically, we set the scale parameter $\beta$ to 0.01 which is the same as [38]. As shown in Fig. 8 we conduct multiple experiments with the number of rounds to perform AL as a variable, where the label FedSAE-Ira+AL$n$ represents the client selection strategy is used in the first $n$ training rounds. Particularly, FedSAE-Ira+AL0 represents the pure FedSAE-Ira. Similarly, FedSAE-Ira+AL200 represents full FedSAE-Ira+AL. The experimental results are shown in Fig. 8 which demonstrates that AL improves the convergence speed of the global model. In order to quantify the impact of AL on convergence, we show the number of training rounds for FEMNIST to achieve the goal accuracy 60% and for MNIST to achieve the goal accuracy 84% in TABLE III. From TABLE III we can see that in the early of the training, compared to pure FedSAE-Ira and FedAvg, FedSAE-Ira+AL can increase the convergence speed of the model by at least 23.5% on average. However, AL improves the convergence speed while slightly reducing the testing accuracy of the global model i.e. accuracy of FEMNIST and MNIST decreases by up to 2.3%, 0.7% separately. To achieve a compromise between convergence rate and global model accuracy, we recommend using the client selection strategy for the first quarter of the training round.

| Dataset | # Rounds of using AL in FedSAE-Ira | FedAvg. |
|---------|----------------------------------|---------|
| FEMNIST| 48 30 31 37 32 32 | E=15 |
| MNIST  | 25 19 21 19 19 19 | - |

### V. CONCLUSION

In this paper, we propose FedSAE, aiming to solve the straggle problems and performance reduction caused by systems heterogeneity. FedSAE allows clients to self-adaptively perform their affordable workloads according to the training history of clients which relies on the two self-adaptive algorithms FedSAE-Ira and FedSAE-Fassa. We explain the design details of these two algorithms and parameters choosing to get efficient performance. Also, we show a series of experimental results on federated datasets to demonstrate that the significant accuracy improvement and stragglers decreasing of our framework in heterogeneous federated learning systems. Our framework, FedSAE, generally improves 26.7% absolute testing accuracy and reduces 90.3% drop out rate on average. Besides, FedSAE can speed up convergence rate of global model. Our future work includes providing convergence analysis for our framework and providing more reliable accuracy improvements for imbalanced datasets when we accelerate model convergence.
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