Towards an Embodied Semantic Fovea: Semantic 3D scene reconstruction from ego-centric eye-tracker videos
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ABSTRACT
Incorporating the physical environment is essential for a complete understanding of human behavior in unconstrained every-day tasks. This is especially important in ego-centric tasks where obtaining 3 dimensional information is both limiting and challenging with the current 2D video analysis methods proving insufficient. Here we demonstrate a proof-of-concept system which provides real-time 3D mapping and semantic labeling of the local environment from an ego-centric RGB-D video-stream with 3D gaze point estimation from head mounted eye tracking glasses. We augment existing work in Semantic Simultaneous Localization And Mapping (Semantic SLAM) with collected gaze vectors. Our system can then find and track objects both inside and outside the user field-of-view in 3D from multiple perspectives with reasonable accuracy. We validate our concept by producing a semantic map from images of the NYUv2 dataset while simultaneously estimating gaze position and gaze classes from recorded gaze data of the dataset images.

CCS CONCEPTS
- Human-centered computing → Empirical studies in HCI;  
  User models; - Computing methodologies → Video segmentation; Object recognition; Reconstruction; Matching; Interest point and salient region detections; Neural networks; Neural networks;
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1 INTRODUCTION

Human behavior is the result of our perception and actions combined with our goals and the physical environment within which they are embedded. In particular, human behavior is not isolated from the world, and our visual perception, although mostly studied in impoverished lab settings, is highly dynamic and drives as much as it is driven by our movements through scene. Therefore, to study human behavior in the wild, we have to take into analyse the physical world as experienced through a subject’s natural movement behavior.

In studies of human activity and human behavior, 2D ego-centric videos are typically used to understand the persons visual input [4, 8]. However, 2D images do not give us a complete representation of the real world which is three dimensional. Moreover, eye-movements play a proactive role in human behavior activity and therefore, are increasingly studied [3, 7, 12]. Typically eye-movements are mostly monitored in form of an estimated gaze point mapped onto a 2D image, and we recently showed high-accuracy 3D gaze tracking in high-accuracy binocular eye-tracking [1]. Although we can reconstruct the 3D gaze location, we would still need to know what object we are looking it. We know that the eye’s fovea, the single spot of high resolution of the human eye, tracks the objects of our overt visual attention. Current solutions to measure human behavior reconstruct the fovea from an eye tracker mounted scene camera and use convolutional neural networks for real-time ego-centric object labeling from eye tracking camera feeds, the so called Semantic Fovea [2], which tells us what object is currently looked at by the user. However, it still remains unclear how this object is related to other objects in the scene, where all these objects are located and, as we move through the scene freely, we would like to know we are looking at the same object again (e.g. a book shelf from two different sides) or different entities of the same object category. Therefore, we present here our first steps towards an embodied Semantic Fovea.

In 2D video object tracking, we can track an object when it is on the frame, but we lose it immediately when it is not. Thus, in...
Figure 1: Embodied Semantic Fovea in action. The SLAM system takes a sequence of images and generates a 3D surfel map. Two similar views into the same map are shown in (1) and (3). (3) is the real color reconstruction from the image sequence and (1) shows the class-label reconstruction where each color represents a different class type, e.g. pink: furniture, orange: object. (2) is one particular frame in the construction which corresponds to the area shown in (3a) and the equivalent area in (1). In (2) the red dot denotes the recorded gaze point for that frame. This gaze point 3D location is estimated and placed back into (1) as described by the green surfels, as indicated by the arrow. We therefore also know what object the gaze point corresponds to.

We have therefore built a system that allows a user to interact with physical objects with their gaze during everyday activities. With a SLAM algorithm our system builds a 3D representation of the surroundings upon which the user’s gaze is placed. The 3D representation knows the object’s pose, texture and type. This allows for persistent object tracking as a user can look away and back to an object as the system registers it as the same object. This gives us the ability to monitor users’ gaze in real space so we can generate 3D tracking of dynamic gaze locations which can offer greater insights into human behavior research.

2 METHOD

Our system is comprised of a real-time semantically labeled simultaneous localization and mapping (SLAM) module known as SemanticFusion[10], and a 3D gaze estimation method[1]. The role of the semantic SLAM system is to take the live RGB-D egocentric frames from a camera mounted on the user’s forehead to build up a globally consistent, semantically labeled 3D map of the user’s surrounding area. The labeling is generated by a CNN which takes the 2D frames to return a set of per-pixel class probabilities. Our system updates the original SemanticFusion CNN with a state-of-the-art network. Finally, the gaze estimation takes the 2D gaze locations from the eye tracking glasses and estimates their 3D location within this semantically labeled map.

2.1 Semantic SLAM mapping

We use SemanticFusion[10] as basis for our semantic SLAM component. SemanticFusion is composed of the ElasticFusion[13] SLAM system which builds a surface element (surfel) map of the environment and a convolutional neural network which provides per pixel labeling for each 2D input frame which is then projected to the surfel map. For each arriving image frame \( k \), ElasticFusion tracks the pose of the camera by aligning RGB frames using the iterative closest points (ICP) algorithm on the surfel map. A surfel is a 3D disc in space with properties such as a surface normal, color, and for semantic mappings, a class label. To update the surfel map, the given camera pose is used to map pixels of the camera image to surfels in the camera’s field-of-view. Comparing the map to the new image, new surfels are initialized using the collected depth value for pixels which have no surfel mapping. Otherwise, the existing information is updated by combining them with the new evidence from the current frame. Figure 1 demonstrates a map created by this system. Note that the camera pose tracking is equivalent to tracking the position of the user’s head and gaze direction within the mapped environment.

The use of surfels allows SemanticFusion to provide a mapping from class probability to surfel and for those mappings to be ‘carried along’ when the map updates or in loop closures. The semantic class probabilities are generated using a Fully Convolutional Network (FCN)[9] which is a convolutional network that was trained to outputs a per-pixel class probability distribution. With the known
camera pose, a pixel is assigned to a surfel and a Bayesian update scheme is used to refine the class probabilities for that surfel. SemanticFusion operates at real-time frame-rates on VGA resolutions and makes use of the Microsoft Kinect depth camera. Our system component SemanticFusion by allowing the use of the smaller, more lightweight Intel RealSense depth camera (and its data formats) which can be mounted on a subject’s forehead. This makes this system ideal for accurate real-time semantic reconstruction of everyday scenarios.

2.2 Deep Semantic Labeling
For the scenarios in which we wish to use our system, a more powerful labeling method is required as it would allow greater reliability and better accuracy in the detection of a greater number of objects which is necessary for a more robust system. In this work we use state-of-the-art network for semantic segmentation known as the DeepLab (V3+) network developed by Papandreou et al.[5, 11] which makes use of atrous spatial pyramid pooling to robustly segment objects at multiple scales. This network outperforms the original FCN network of SemanticFusion in accuracy and in the detection robustness for larger numbers of classes. A particular reason for choosing this network is in observing the networks performance on the ADE20k Dataset which contains 22,210 segmented images containing 151 different classes (one of which is the background). The performance with the dataset proves that this network is still robust with larger numbers of classes where other networks struggle. The downside of this particular network is there is a speed-accuracy trade off with the DeepLab network running at most at 5 frames per second (fps). We based our model on the author’s implementation of DeepLab in TensorFlow, along with pre-trained weights after training on the ADE20k dataset.
With the labeled 3D map built by SemanticFusion, it is now possible to easily estimate 3D gaze locations. By monitoring the location of the user’s pupils, the eye tracking glasses return a \((x, y)\) pixel position within the ego-centric image which represents the current gaze. Once the gaze location is found with respect the image, SemanticFusion then provides us a mapping between the gaze pixel and its corresponding surfel in the map. This is because when the map is built, we require the 2D projection of our 3D surfel map onto the camera where every pixel of this 2D projection is a corresponding surfel (if the surfel exists). The results of this technique are shown in Figure 2 for a sequence of pre-captured images within the NYUv2 dataset and a simulated set of gaze points.

For real-time use, the setup shown in Figure 3 is the platform that is developed for the analysis of embodied semantic fovea in the wild. As before the gaze informatics are provided by the eye tracking glasses, but the rgb and depth images are captured using the Intel RealSense RGB-D camera mounted on top of the glasses. The gaze is then overlaid on the RGB-D field-of-view using projective transformation. The full setup will enable the estimation of the 3D gaze point along with the semantics of the visual attention which addresses many of the challenges with 2D gaze informatics tools.

### 3 CONCLUSIONS

The use of ego-centric SLAM allows us to create a detailed 3D representation of the real-world which is more complete than existing 2D methods. Generating a 3D representation also allows easy estimation of 3D gaze points and as a result we do not lose any of the semantics of the interactions.

Furthermore, the system allows tracking of a single object from multiple perspectives as a single complete map is generated. Similarly, using a single map also resolves the perspective and geometric issues stemming from 2D systems. On top of this, the use of semantic labeling to label the map allows the discovery of specific objects within the map. Finally, the use of SLAM with no reliance on external cameras also removes the limitations of currently available motion tracking systems.

We foresee that the primary use of the system is for researchers who have a focus on the embodied nature of the human behavior. For example, this system is used in the eNHANCE project where a more complete understanding of human behavior is required to build a gaze-contingent robotic assistant system. However, there are many other applications for this system in many fields, including complex multi-users (or robots) interaction, AR, VR, and robotic teleoperation.
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