Abstract

In this paper, we report experiments that explore learning of syntactic and semantic representations. First, we extend a state-of-the-art statistical parser to produce a richly annotated tree that identifies and labels nodes with semantic role labels as well as syntactic labels. Secondly, we explore rule-based and learning techniques to extract predicate-argument structures from this enriched output. The learning method is competitive with previous single-system proposals for semantic role labelling, yields the best reported precision, and produces a rich output. In combination with other high recall systems it yields an F-measure of 81%.

1 Introduction

In statistical natural language processing, considerable ingenuity and insight have been devoted to developing models of syntactic information, such as statistical parsers and taggers. Successes in these syntactic tasks have recently paved the way to applying novel statistical learning techniques to levels of semantic representation, such as recovering the logical form of a sentence for information extraction and question-answering applications (Miller et al., 2000; Ge and Mooney, 2005; Zettlemoyer and Collins, 2007; Wong and Mooney, 2007).

In this paper, we also focus our interest on learning semantic information. Differently from other work that has focussed on logical form, however, we explore the problem of recovering the syntactic structure of the sentence, the propositional argument-structure of its main predicates, and the substantive labels assigned to the arguments in the propositional structure, the semantic roles. This rich output can be useful for information extraction and question-answering, but also for anaphora resolution and other tasks for which the structural information provided by full syntactic parsing is necessary.

The task of semantic role labelling (SRL), as has been defined by previous researchers (Gildea and Jurafsky, 2002), requires collecting all the arguments that together with a verb form a predicate-argument structure. In most previous work, the task has been decomposed into the argument identification and argument labelling subtasks: first the arguments of each specific verb in the sentence are identified by classifying constituents in the sentence as arguments or not arguments. The arguments are then labelled in a second step.

We propose to produce the rich syntactic-semantic output in two steps, which are different from the argument identification and argument labelling subtasks. First, we generate trees that bear both syntactic and semantic annotation, such as those in Figure 1. The parse tree, however, does not explicitly encode information about predicate-argument structure, because it does not explicitly associate each semantic role to the verb that governs it. So, our second step consists in recovering the predicate-argument structure of each verb by gleaning this information in an already richly decorated tree.

There are linguistic and computational reasons to think that we can solve the joint problem of recovering the constituent structure of a sentence and its lexical semantics. From a linguistic point of view, the assumption that syntactic distributions will be predictive of semantic role assignments is based on linking theory (Levin, 1986). Linking theory assumes the existence of a hierarchy of se-
mantic roles which are mapped by default on a hierarchy of grammatical functions and syntactic positions, and it attempts to predict the mapping of the underlying semantic component of a predicate’s meaning onto the syntactic structure. For example, Agents are always mapped in syntactically higher positions than Themes. From a computational point of view, if the internal semantics of a predicate determines the syntactic expressions of constituents bearing a semantic role, it is then reasonable to expect that knowledge about semantic roles in a sentence will be informative of its syntactic structure. It follows rather naturally that semantic and syntactic parsing can be integrated into a single complex task.

Our proposal also addresses the problem of semantic role labelling from a slightly different perspective. We identify and label argument nodes first, while parsing, and we group them in a predicate-argument structure in a second step. Our experiments investigate some of the effects that result from organising the task of semantic role labelling in this way, and the usefulness of some novel features defined on syntactic trees.

In the remainder of the paper, we first illustrate the data and the graphical model that formalise the architecture used and its extension for semantic parsing. We then report on two kinds of experiments: we first evaluate the architecture on the joint task of syntactic and semantic parsing and then evaluate the joint approach on the task of semantic role labelling. We conclude with a discussion which highlights the practical and theoretical contribution of this work.

2 The Data

Our experiments on joint syntactic and semantic parsing use data that is produced automatically by merging the Penn Treebank (PTB) with PropBank (PRBK) (Marcus et al., 1993; Palmer et al., 2005), as shown in Figure 1. PropBank encodes propositional information by adding a layer of argument structure annotation to the syntactic structures of the Penn Treebank. Verbal predicates in the Penn Treebank (PTB) receive a label REL and their arguments are annotated with abstract semantic role labels, such as A0, A1, or AA for those complements of the predicative verb that are considered arguments. Those complements of the verb lab-

Figure 1: A sample syntactic structure with semantic role labels.

1 We use PRBK data as they appear in the CONLL 2005 shared task.
Exploratory data analysis indicates that these tags are the most useful to disambiguate parsing decisions. Figure 2 illustrates visually the main properties that are of relevance for us in this parsing architecture. Let $T$ be a parse tree and $D_1, \ldots, D_m$ be the sequence of parsing decisions that has led to the building of this parse tree. Let also each parsing decision be composed of smaller parsing decisions $d_1, \ldots, d_k$, and let all these decisions be independent. Then,

$$P(T) = P(D_1, \ldots, D_m) = \prod_i P(D_i | D_1, \ldots, D_{t-1})$$

(1)

$$= \prod_i \prod_k P(d_k | h(t, k))$$

where $h(t, k)$ denotes the parse history for sub-decision $d_k$.

The figure represents a small portion of the observed sequence of decisions that constitute the recovery of a parse tree, indicated by the observed states $D_i$. Specifically, it illustrates the pattern of connectivity for decision $d_k$. As can be seen the relationship between different probabilistic parsing decisions are not Markovian, nor do the decisions influence each other directly. Past decisions can influence the current decision through state vectors of independent latent variables, referred to as $S_i$. These state vectors encode the probability distributions of features of the history of parsing steps (the features are indicated by $s_i$ in Figure 2).

As can be seen from the picture, the pattern of inter-connectivity allows previous non-adjacent states to influence future states. Not all states in the history are relevant, however. The inter-connectivity is defined dynamically based on the topological structure and the labels of the tree that is being developed. This inter-connectivity depends on a notion of structural locality (Henderson, 2003; Musillo and Merlo, 2006).\(^2\)

In order to extend this model to learn decisions concerning a joint syntactic-semantic representation, the semantic information needs to be highlighted in the model in several ways. We modify the network connectivity, and bias the learner.

First, we take advantage of the network’s dynamic connectivity to highlight the portion of the tree that bears semantic information. We augment the nodes that can influence parsing decisions at the current state by explicitly adding the vectors of latent variables related to the most recent child bearing a semantic role label of either type (REL, A0 to A5 or AM-X) to the connectivity of the current decision. These additions yield a model that is sensitive to regularities in structurally defined sequences of nodes bearing semantic role labels, within and across constituents. These extensions enlarge the locality domain over which dependencies between predicates bearing the REL label, arguments bearing an A0-A5 label, and adjuncts bearing an AM-X role can be specified, and capture both linear and hierarchical constraints between predicates, arguments and adjuncts. Enlarging the locality domain this way ensures for instance that the derivation of the role DIR in Figure 1 is not independent of the derivations of the roles TMP, REL (the predicate) and A0.

Second, this version of the Bayesian network tags its sentences internally. Following (Musillo and Merlo, 2005), we split some part-of-speech tags into tags marked with semantic role labels. The semantic role labels attached to a non-terminal directly projected by a preterminal and belonging to a few selected categories (DIR, EXT, LOC, MNR, PRP, CAUS or TMP) are propagated down to the pre-terminal part-of-speech tag of its head.\(^3\) This third extension biases the parser to learn the relationship between lexical items, semantic roles and the constituents in which they occur. This technique is illustrated by the bold labels in Figure 1.

We compare this augmented model to a simple baseline parser, that does not present any of the task-specific enhancements described above.

\(^2\)Specifically, the conditioning states are based on the stack configuration of the left-corner parser and the derivation tree built so far. The nodes in the partially built tree and stack configuration that are selected to determine the relevant states are the following: top, the node on top of the pushdown stack before the current derivation move; the left-corner ancestor of top (that is, the second top-most node on the parser stack); the leftmost child of top; and the most recent child of top, if any.

\(^3\)Exploratory data analysis indicates that these tags are the most useful to disambiguate parsing decisions.
other than being able to use the complex syntactic-semantic labels. Our augmented model has a total of 613 non-terminals to represent both the PTB and PropBank labels of constituents, instead of the 33 of the original syntactic parser. The 580 newly introduced labels consist of a standard PTB label followed by a set of one or more PropBank semantic role such as PP-AM-TMP or NP-A0-A1. As a result of lowering the six AM-X semantic role labels, 240 new part-of-speech tags were introduced to partition the original tag set which consisted of 45 tags. As already mentioned, argumental labels A0-A5 are specific to a given verb or a given verb sense, thus their distribution is highly variable. To reduce variability, we add the tag-verb pairs licensing these argumental labels to the vocabulary of our model. We reach a total of 4970 tag-word pairs. These pairs include, among others, all the tag-verb pairs occurring at least 10 times in the training data. In this very limited form of lexicalisation, all other words are considered unknown.

4 Parsing Experiments

Our extended joint syntactic and semantic parser was trained on sections 2-21 and validated on section 24 from the merged PTB/PropBank. To evaluate the joint syntactic and semantic parsing task, we compute the standard Parseval measures of labelled recall and precision of constituents, taking into account not only the original PTB labels, but also the newly introduced PropBank labels. This evaluation gives us an indication of how accurately and exhaustively we can recover this richer set of syntactic and semantic labels. The results, computed on the development data set from section 24 of the PTB with added PropBank annotation, are shown in Table 1. As the table indicates, both the enhancements based on semantic roles yield an improvement on the baseline.

This task enables us to compare, albeit indirectly, our integrated method to other methods where semantic role labels are learnt separately from syntactic structure. (Musillo and Merlo, 2006) report results of a merging technique where the output of the semantic role annotation produced by the best semantic role labellers in the 2005 CONLL shared task is merged with the output of Charniak’s parser. Results range between between 82.7% and 83.4% F-measure. Our integrated method almost reaches this level of performance.

The performance of the parser on the syntactic labels only (note reported in Table 1) is slightly degraded in comparison to the original syntax-only architecture (Henderson, 2003), which reported an F-measure of 89.1% since we reach 88.4% F-measure for the best syntactic-semantic model (last line of Table 1). This level of performance is still comparable to other syntactic parsers often used for extraction of semantic role features (88.2% F-measure) (Collins, 1999).

These results indicate that the extended parser is able to recover both syntactic and semantic labels in a fully connected parse tree. While it is true that the full fine-grained interpretation of the semantic label is verb-specific, the PropBank labels (A0,A1, etc) do respect some general trends. A0 labels are assigned to the most agentive of the arguments, while A1 labels tend to be assigned to arguments bearing a Theme role, and A2, A3, A4 and A5 labels are assigned to indirect object roles, while all the AM-X labels tend to be assigned to adjuncts. The fact that the parser learns these labels without explicit annotation of the link between the arguments and the predicate to which they are assigned, but based on the smoothed representation of the derivation of the parse tree and only very limited lexicalisation, appears to confirm linking theory, which assumes a correlation between the syntactic configuration of a sentence and the lexical semantic labels.

We need to show now that the quality of the output produced by the joint syntactic and semantic parsing is such that it can be used to perform other tasks where semantic role information is crucial. The most directly related task is semantic role labelling (SRL) as defined in the shared task of CoNLL 2005.
5 Extraction of Predicate-Argument Structures

Although there is reason to think that the good performance reported in the previous section is due to implicit learning of the relationship of the syntactic representation and the semantic role assignments, the output produced by the parser does not explicitly encode the predicate-argument structures. Collecting these associations is required to solve the semantic role labelling task as usually defined. We experimented with two methods: a simple rule-based method and a more complex learning method.

5.1 The rule-based method

The rule-based extraction method is the natural second step to solve the complete semantic role labelling task, after we identify and label semantic roles while parsing. Since in our proposal, we solve most of the problem in the first step, then we should be able to collect the predicate-argument pairs by simple, deterministic rules. The simplicity of the method also provides a useful comparison for more complex learning methods, which can be justified only if they perform better than simple rule-based predicate-argument extraction.

Our rule-based method automatically compiles finite-state automatata defining the paths that connect the first node dominating a predicate to its semantic roles from parse trees enriched with semantic role labels.\(^4\) Such paths can then be used to traverse parse trees returned by the parsing model and collect argument structures. More specifically, a sample of sentences are randomly selected from the training section of the PTB/PRBK. For each predicate, then, all the arguments left and right of the predicate and all the adjuncts left and right respectively are collected and filtered by simple global constraints, thereby guaranteeing that only one type of obligatory argument label (A0 to A5) is assigned in each proposition.

When evaluated on gold data, this rule-based extraction method reaches 94.9% precision, 96.9% recall, for an F-measure of 95.9%. These results provide an upper bound as well as indicating that, while not perfect, the simple extraction rules reach a very good level of correctness if the input from the first step, syntactic and semantic parsing, is correct. The performance is much lower when parses are not entirely correct, and semantic role labels are missing, as indicated by the results of 72.9% precision, 66.7% (F-measure 69.7%), obtained when using the best automatic parse tree. The fact that performance depends on the quality of the output of the first step, indicates that the extraction rules are sensitive to errors in the parse trees, as well as errors in the labelling. This indicates that a learning method might be more adapted to recover from these mistakes.

5.2 The SVM learning method

In a different approach to extract predicate argument structures from the parsing output, the second step learns to associate the right verb to each semantically annotated node (srn) in the tree produced in the first step. Each individual (verb, srn) pair in the tree is either a positive example (the srn is a member of the verb’s argument structure) or a negative example (the argument either should not have been labelled as an argument or it is not associated to the verb). The training examples are produced by parsing section 2-21 of the merged PTB/PRBK data with the joint syntactic-semantic parser and producing the training examples by comparison with the CONLL 2005 gold propositions. There are approximately 800'000 training examples in total. These examples are used by an SVM classifier (Joachims, 1999).\(^5\) Once the predicate-argument structures are built, they are evaluated with the CONLL 2005 shared task criteria.

5.3 The learning features

The features used for the extraction of the predicate-argument structure reflect the syntactic properties that are useful to identify the arguments of a given verb. We use syntactic and semantic node label, the path between the verb and the argument, and the part-of-speech tag of the verb, which provides useful information about the tense of the verb. We also use novel features that encode min- imality conditions and locality constraints (Rizzi, 1990). Minimality is a typical property of natural languages that is attested in several domains. In recovering predicate-argument structures, minimality guarantees that the arguments are related to the closest verb in a predicate domain, which is not always the verb to which they are connected by the.

\(^4\)It uses VanNoord’s finite-state-toolkit http://www.let.rug.nl/ vannoord/Fsa/.

\(^5\)We use a radial basis function kernel, where parameters c and γ were determined by a grid search on a small subset of 2000 training examples. They are set at c=8 and γ = 0.03125.
shortest path. For example, the subject of an embedded clause can be closer to the verb of the main clause than to the predicate to which it should be attached. Minimality is encoded as a binary feature that indicates whether a verb intervenes between the verb and the candidate argument. Minimality is defined both in terms of linear precedence (indicated below as \( \prec \)) and of dominance within the same VP group. A VP group is a stack of VPs covering the same compound verb group, such as \([v \text{ should} [v \text{ have} [v \text{ [v come]]]]]\). Formal definitions are given below:

\[
\text{minimal}(v, srn, w) = \begin{cases} 
\text{false} & \text{if } (v \prec w \prec srn \text{ or } srn \prec w \prec v) \text{ and } \text{VPG-dominates}(v, srn, w) \\
\text{true} & \text{otherwise}
\end{cases}
\]

\[
\text{VPG-dominates}(v, srn, w) = \begin{cases} 
\text{true} & \text{if } \text{VP} \in \text{path}(v, srn) \text{ and } \text{VP} \in \text{VP-group directly dominating } w \\
\text{false} & \text{otherwise}
\end{cases}
\]

In addition to the minimality conditions, which resolve ambiguity when two predicates compete to govern an argument, we use locality constraints to capture distinct local relationships between a verb and the syntactic position occupied by a candidate argument. In particular, we distinguish between internal arguments occupying a position dominated by a VP node, external arguments occupying a position dominated by an S node, and extracted arguments occupying a position dominated by an SBAR node. To approximate such structural distinctions, we introduce two binary features indicating, respectively, whether there is a node labelled S or SBAR on the path connecting the verb and the candidate argument.

### 6 Results and Discussion

Table 2 illustrates our results on semantic role labelling. Notice how much more precise the learning method is than the rule-based method, when the minimality constraint is added. The second and third line indicate that this contribution is mostly due to the minimality feature. The fifth and sixth line however illustrate that these features together are more useful than the widely used feature path. Recall however, suffers in the learnt method. Overall, the learnt method is better than a rule-based method only if path and either minimality or locality constraints are added, thus suggesting that the choice of features is crucial to reach a level of performance that justifies the added complexity of a learning method. Both methods are much better than a baseline that attaches each role to a verb by the shortest path.\(^6\) Notice that both these approaches are not lexicalised, they apply to all verbs. Learning experiments where the actual verbs were used showed a little degradation as well as a very considerable increase in training times (precision: 87.0%; recall: 61.0%; F: 71.7%).\(^7\)

Some comments are in order to compare properly our best results – the learning method with all features – to other methods. Most of the best performing SRL systems are ensemble learners or rerankers, or they use external sources of information such as the PropBank frames files. While these techniques are effective to improve classification accuracy, we might want to compare the single systems, thus teasing apart the contribution of the features and the model from the contribution of the ensemble technique. Table 3 reports the single systems’ performance on the test set. These results seem to indicate that methods like ours, based on a first step of PropBank parsing, are comparable to other methods when learning regimes are factored out, contrary to pessimistic conclusions in previous work (Yi and Palmer, 2005). (Yi and Palmer, 2005) share the motivation of our work. They observe that the distributions of semantic la-

\(^6\)In case of tie, the following verb is chosen for an A0 label and the preceding verb is chosen for all the other labels.

\(^7\)We should notice that all these models encode the feature path as syntactic path, because in exploratory data analysis we found that this feature performed quite a bit better than path encoded taking into account the semantic roles assigned to the nodes on the path. Concerning the learning model, we notice that a simpler, and much faster to train, linear SVM classifier performs almost as well as the more complex RBF classifier. It is therefore preferable if speed is important.
Table 3: Final Semantic Role Labelling results on test section 23 of Propbank as encoded in the CONLL shared task for those CONLL 2005 participants not using ensemble learning or external resources.

| Model                                      | CONLL 23 | Comments                                      |
|---------------------------------------------|----------|-----------------------------------------------|
| (Surdeanu and Turmo, 2005)                  | 80.3     | 73.0                                          | 76.5 | Propbank frames to filter output, boosting |
| (Liu et al., 2005)                         | 80.5     | 72.8                                          | 76.4 | Single system + simple post-processing    |
| (Moschitti et al., 2005)                   | 76.6     | 75.2                                          | 75.9 | Specialised kernels for each kind of role  |
| This paper                                 | 87.6     | 65.8                                          | 75.1 | Single system and model, locality features |
| (Ozgencil and McCracken, 2005)             | 74.7     | 74.2                                          | 74.4 | Simple system, no external knowledge       |
| (Johansson and Nugues, 2005)               | 75.5     | 73.2                                          | 74.3 | Uses only 3 sections for training          |

Some qualitative observations on the errors are useful. On the one hand, as can be noticed in Table 3, our learning method yields the best precision, but often the worse recall and it has the most extreme difference between these two scores.\(^8\) This is very likely to be a consequence of the method. Since the assignment of the semantic role labels proper is performed during parsing, the number of nodes that require a semantic role is only 20% of the total. Therefore the parser develops a bias against assigning these roles in general, and recall suffers.\(^9\) On the other hand, precision is very good, thanks to the rich context in which the roles are assigned.

This property of our method suggests that combining our results with those of other existing semantic role labellers might be beneficial, since the errors it performs are quite different. We tested this hypothesis by combining our outputs, which are the most precise, with the outputs of the system that reported the best recall (Haghighi et al., 2005). The combination, performed on sections 24 and 23, gives priority to our system when it outputs a non-null label (because of its high precision) and uses the other system’s label when our system outputs a null label. This combination produces a result of 79.0% precision, 80.4% recall, and 79.7% F-measure for section 24, and 80.5% precision, 81.4% recall, and 81.0% F-measure for section 23. We conclude that the combination is indeed able to exploit the positive aspects of both approaches, as the F-measure of the combined result is better than each individual result. It is also the best compared to the other systems of the CoNLL shared task. Comparatively, we find that applying the same combination technique to the output of the system by (Haghighi et al., 2005) with the output of the best system in the CoNLL 2005 shared task (Punyakanok et al., 2005) yields combined outputs that are not as good as the better of the two systems (P:76.3%; R:78.6%; F:77.4% for section 24; P:78.5%; R:80.0%; F:79.3% for section 23). This result confirms our initial hypothesis, that combination of systems with different performance characteristics yields greater improvement.

Another direct consequence of assigning roles in a rich context is that in collecting arguments for a given verb we hardly need to verify global constraints. Differently from previous work that had found that global coherence constraints considerably improved performance (Punyakanok et al., 2005), using global filtering constraints showed no improvement in our learning model. Thus, these results confirm the observations that a verb does...
not assign its semantic roles independently of each other (Haghighi et al., 2005). Our method too can be seen as a way of formulating the SRL problem in a way that is not simply classification of each instance independently. Because identification of arguments and their labelling is done while parsing, the parsing history, both syntactic and semantic, is taken into account in identifying and labelling an argument. Semantic role labelling is integrated in structured sequence prediction. Further integration of semantic role labelling in structured probabilistic models related to the one described here has recently been shown to result in accurate synchronous parsers that derive both syntactic and semantic dependency representations (Henderson et al., 2008).

7 Conclusion

Overall our experiments indicate that an integrated approach to identification and labelling followed by predicate-argument recovery can solve the problem of semantic role labelling at a level of performance comparable to other approaches, as well as yielding a richly decorated syntactic-semantic parse tree. The high precision of our method yields very good results in combination with other high-recall systems. Its shortcomings indicates that future work lies in improving recall.
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