Quantum Monte Carlo (QMC) simulation is a powerful method for addressing quantum many-body problems in nuclear physics [1–4], condensed matter [5–7], ultracold atoms [8–10], and quantum chemistry [11, 12]. Perhaps the most important feature of QMC is that when the MC process has only positive weights, the computational effort scales only polynomially with system size. Unfortunately, this is not true in general. If the Monte Carlo process involves cancellations between positive and negative weights, the resulting “sign problem” leads to exponential scaling of the computational effort with system size. Although finding a generic solution for the sign problem is unlikely in the near term [13], for several important cases QMC algorithms can be applied without sign problems, such as lattice QCD at zero baryon density [14], the repulsive Fermi-Hubbard model at half-filling [15], and low-energy nuclear systems in the Wigner SU(4) limit [1, 16, 17, 19]. The realistic systems of physical interests, though, often deviate from these ideal models significantly and have a sign problem. In these cases, perturbation theory can be used to bridge the difference between the simplified and the realistic interaction. However, so far perturbation theory in QMC is mostly limited to the first order. Improving the quality of the perturbative calculations requires going to higher orders.

In Rayleigh-Schrödinger perturbation theory, the second-order energy correction involves a summation over all quantum states that can be reached via the perturbing interaction. Such a calculation over all quantum states is not compatible with QMC, which targets only the lowest energy states. To solve this problem, we introduce a computational framework called perturbative QMC (ptQMC), which allows for the efficient calculation of higher-order perturbative corrections within the Euclidean time formalism. As a demonstration, we implement this method using nuclear lattice effective field theory (NLEFT) [3, 4] and perform benchmark calculations of the binding energies of several nuclei.

NLEFT is a QMC method for nuclear ab initio calculations. We regularize the chiral nuclear force on a periodic cubic lattice and employ the auxiliary field MC method to simulate finite nuclei. The advantage of this approach is that many-body correlation effects such as clustering emerge automatically [22, 23]. Due to the sign problem, early NLEFT calculations were limited to a few nuclei and specially designed interactions [24–29]. In most of the recent NLEFT calculations, the higher order chiral interactions are included with first order perturbation theory [30–34].

The nuclear Hamiltonian is $H = K + V_0 + V_C$, with $K = -\nabla^2/2m$ the kinetic energy operator and $m = 938.92$ MeV the nucleon mass. We use a lattice spacing of $\alpha = 1.32$ fm. The interaction is split into a dominant term $V_0$ and a correction $V_C$. The ground state of $H$ can be found by applying imaginary time projectors to a trial wave function $|\Psi_T\rangle$, $|\Psi_T\rangle = \lim_{\tau \rightarrow \infty} M^{L/2}|\Psi_T\rangle$, with $M = e^{-\alpha t \hat{H}}$ : the transfer matrix and $\alpha_t$ the temporal step. The colons denote normal ordering. Without loss of generality, we assume that both $V_0$ and $V_C$ can be decomposed in terms of auxiliary fields. For example, using a simple contact interaction for $V_0$,

$$ e^{-\frac{1}{2} \alpha C_0 \rho(n)^2} : \propto \int Ds : e^{-\frac{s(n)^2}{2} - i\sqrt{\alpha t} C_0 \rho(n)^2} : $$ (1)

with $\rho(n)$ the nucleon density and $s(n)$ a real auxiliary field. We further require that $V_0$ does not induce a sign problem. This is possible when $V_0$ is attractive with $C_0 < 0$, and each spin-up nucleon in $|\Psi_T\rangle$ is paired with a spin-down nucleon [35]. This is the case for the ground states of even-even nuclei. However, we can use a more general $V_C$ that may have a sign problem. By decomposing $V_C$ in the same manner, we have similar expressions for the density $\rho_c$ and the corresponding
auxiliary field $c$. For non-perturbative QMC calculations, we need to sample both $s$ and $c$ fields.

Under the assumption that $V_C$ is small compared to $V_0$, we can expand $|\Psi\rangle$ in powers of $V_C$,

$$|\Psi\rangle = \lim_{L_t \to \infty} M^{L_t/2} |\Psi_T\rangle = |\Psi_0\rangle + |\delta \Psi_1\rangle + O(V_C^2),$$

$$|\Psi_0\rangle = \lim_{L_t \to \infty} M_0^{L_t/2} |\Psi_T\rangle,$$  \hspace{1cm} (3)

$$|\delta \Psi_1\rangle = \lim_{L_t \to \infty} \sum_{k=1}^{L_t/2} M_0^{L_t/2-k} (M_0 - M_0) M_0^{k-1} |\Psi_T\rangle,$$ \hspace{1cm} (4)

where $M_0 = e^{-a_0 (K+V_0)}$ is the zeroth order transfer matrix and we have omitted the order $O(a_0^2)$ terms. In Eq. (2) and what follows, we use the subscripts to denote the perturbative orders and the symbols with $\delta$ to represent the corrections. The normalized wave function is

$$|\Psi\rangle' = \frac{|\Psi\rangle}{\sqrt{|\Psi\rangle |\Psi\rangle}} = \frac{|\Psi_0\rangle}{\sqrt{|\Psi_0\rangle |\Psi_0\rangle}} + \frac{1}{\sqrt{|\Psi_0\rangle |\Psi_0\rangle}} \times \left[ \delta \Psi_1 - \frac{\text{Re}(\langle \Psi_0 | V_C | \delta \Psi_1 \rangle - \langle \Psi_0 | \delta \Psi_1 \rangle)}{|\Psi_0\rangle |\Psi_0\rangle} \right] + O(V_C^2),$$ \hspace{1cm} (5)

where $\text{Re}$ denotes the real part. Eq. (5) can be used to calculate the expectation value of any operator up to $O(V_C^2)$. A special case is the energy, for which $\delta E_1$ only depends on $|\Psi_0\rangle$. With $|\delta \Psi_1\rangle$ at hand, we can continue further to find $\delta E_2$. The partial energy contributions at each order are

$$E_0 = \langle \Psi_0 | (K + V_0) | \Psi_0 \rangle / |\Psi_0\rangle |\Psi_0\rangle,$$ \hspace{1cm} (6)

$$\delta E_1 = \langle \Psi_0 | V_C | \Psi_0 \rangle / |\Psi_0\rangle |\Psi_0\rangle,$$ \hspace{1cm} (7)

$$\delta E_2 = \text{Re}(\langle \Psi_0 | V_C | \delta \Psi_1 \rangle - \langle \Psi_0 | \delta \Psi_1 \rangle) / |\Psi_0\rangle |\Psi_0\rangle,$$ \hspace{1cm} (8)

where all matrix elements and overlaps can be expressed with the amplitudes,

$$\mathcal{M}(O) = \langle \Psi_T | M_0^{L_t/2} O M_0^{L_t/2} |\Psi_T\rangle,$$ \hspace{1cm} (9)

$$\mathcal{M}_k(O) = \langle \Psi_T | M_0^{L_t/2} O M_0^{L_t/2-k} M M_0^{k-1} |\Psi_T\rangle,$$ \hspace{1cm} (10)

where $k = 1, 2, \cdots, L_t/2$. Here $O$ is the operator inserted in the middle time step like $1, K + V_0$ or $V_C$. In $\mathcal{M}_k(O)$ the $k$-th copy of $M_0$ is replaced by the full transfer matrix $M$. The transfer matrices $M_0$ and $M$ in these amplitudes are computed using the auxiliary field formalism.

The energies $E_0$ and $\delta E_1$ are just the expectation values $\langle O \rangle = M(O) / M(1)$ with $O = K + V_0$ or $V_C$. These can be calculated by sampling the auxiliary fields $s$ in $M_0$ with standard algorithms [3, 4]. For $\delta E_2$ we need to evaluate an integral over the auxiliary field $c$ from the inserted $M$ in $\mathcal{M}_k(O)$. For every sample $\{ s_1, s_2, \cdots, s_{L_t} \}$ we have

$$\mathcal{M}_k(O) = \int Dc \exp[c + c^\dagger] \cdots \cdot M(s_k, c + c^\dagger) \cdots T,$$ \hspace{1cm} (11)

where the ellipses denote the transfer matrices $M_0(s_t)$ with $t \neq k$. $\langle \cdot \rangle_T$ the expectation value in the state $|\Psi_T\rangle$ and $P(c)$ is the standard normal distribution. In Eq. (11) we have made a variable change $c \to \bar{c} + c$ with $c$ real integral variables. Here $\bar{c}(n)$ is a constant field

$$\bar{c}(n) = \frac{\partial}{\partial \bar{c}(n)} \ln \langle \cdots | M(s_k, c) \cdots \rangle_T \bigg|_{c=0},$$

$$= -a_0 C \langle \cdots | M_0(s_k) p_0(c) \cdots \rangle T / M(1),$$ \hspace{1cm} (12)

where the ellipses again represent the $M_0$'s, $C$ is the coupling constant for the $V_C$ term. Generally, $\bar{c}$ is a complex field, e.g., for repulsive interactions such as Coulomb we have $C > 0$, the square root in Eq. (12) introduces an imaginary factor $i$. In this case the integrand in Eq. (11) contains non-zero phases that may induce a severe sign problem. The variable change in Eq. (11) serves to alleviate this problem [36]. To see this, we take the logarithm of the integrand in Eq. (11), expand the result near $c = 0$ and apply Eq. (12). We find that the terms linear in $c$ and $\bar{c}$ which cause the sign problem cancel exactly and the integrand can be factorized as

$$\mathcal{M}_k(O) = \mathcal{M}(s) \exp \left( \frac{c^2}{2} \right) \int Dc \exp \left( -\frac{c^2}{2} + \epsilon \right),$$ \hspace{1cm} (13)

where we omit the summations over lattice sites, $\epsilon$ is a residual term containing quadratic and higher powers of $c$. Because in $\mathcal{M}_k(s, c)$ a common factor $\sqrt{a_0}$ is attached to every $c$ variable, $\epsilon$ is a small number of the order $O(a_0)$. For sufficiently small $a_0$, Eq. (13) means that the integrand in Eq. (11) is a product of a normal distribution and a slowly varying function $\exp(\epsilon)$. We can use stochastic methods to evaluate Eq. (11) by sampling the $c$ field with a standard normal distribution. This evaluation is unbiased and its uncertainty is determined by the variation of $\exp(\epsilon)$. In practice, we found that the variable change in Eq. (11) can reduce the statistical error by one order or more, see [37] for a demonstration.

We benchmark the ptQMC using a realistic nuclear chiral force with two-body and three-body interactions up to N^3LO [21, 38]. The two-body contact terms and the one-pion-exchange potential (OPEP) read

$$V_{2N} = \left[ B_1 + B_2 (\sigma_1 \cdot \cdot \cdot \sigma_2) + C_1 q^2 + C_2 g^2 (\tau_1 \cdot \tau_2) \right.$$

$$+ C_3 q^2 (\sigma_1 \cdot \sigma_2) + C_4 q^2 (\sigma_1 \cdot \sigma_2) (\tau_1 \cdot \tau_2)$$

$$+ C_5 q^2 (q \times k) \cdot (\sigma_1 + \sigma_2) + C_6 (\sigma_1 \cdot q) (\sigma_2 \cdot q)$$

$$\left. + C_7 (\sigma_1 \cdot q) (\sigma_2 \cdot q) (\tau_1 \cdot \tau_2) \right] f_{2N}(p_1, p_2, p'_1, p'_2)$$

$$- \frac{g_\pi^2 f_\pi(q^2)}{4F^2 \pi} \left[ \frac{(\sigma_1 \cdot q) (\sigma_2 \cdot q)}{q^2 + M^2 \pi^2} + C' \sigma_1 \cdot \sigma_2 \right] (\tau_1 \cdot \tau_2),$$ \hspace{1cm} (14)

where $\sigma_{1,2}(\tau_{1,2})$ are spin (isospin) matrices, $B_i, C_i$ are low-energy constants (LECs). $p$ and $p'$ are the relative incoming and outgoing momenta, respectively, $q = p - p'$, $k = (p + p')/2$ are momentum transfers, $p_i$ and $p'_i$ are the momenta of the individual nucleons, $g_\pi, F_\pi, M_\pi$ are the axial-vector coupling constant, pion decay constant and pion mass, respectively. The additional regulators, $f_{2N} = \exp[- \sum_{i=1}^2 (p_i^0 + p_i^0^2) / \Lambda^6]$ with $\Lambda = 340$ MeV and $f_\pi =$
exp\[\(-\langle q^2 + M_E^2 \rangle / \Lambda^2 \pi\) with \(\Lambda^2 = 300 \text{ MeV}\), are introduced to minimize lattice artifacts. For the OPEP we introduce a counterterm \(\sim C_\pi\) as in Ref. [38] to remove the short-range singularity, which, together with a low \(\Lambda_\pi\), adapts the potential to perturbative calculations. Note that the OPEP contains a tensor interaction that couples different partial waves, thus will contribute significantly to the energy at second order. For the three-body force \(V_{3N}\) we adopt a simple 3N contact term with the LEC \(c_E\). The LECs \(B_3, C_1, c_E\) are fixed from NN scattering data and the triton binding energy. We also implement a static Coulomb force \(V_{\text{con}}\), see [37] for further details of the interaction.

In order to compute ground states of \(H = K + V_{2N} + V_{3N} + V_{\text{con}}\) using ptQMC, we shall choose a zeroth order Hamiltonian \(H_0 = K + V_0\) and calculate the energy corrections with respect to \(V_C = H - H_0\). We take \(V_0\) to be the non-locally smeared SU(4) interaction from Ref. [1], which captures the essential elements of the nuclear force. For benchmarking purposes, we only keep the two-body part of \(V_0\), which induces no sign problem for even-even nuclei. The details of \(V_0\) can be found in [37]. For further work starting with the Wigner SU(4) limit, see [39–41].

In Fig. 1 we compare the results obtained using ptQMC with non-perturbative results. We use a periodic box of size \(L = 10\) for \(^3\text{H}\) and \(L = 8\) for the other nuclei. The temporal step is \(a_\tau = 1/1000 \text{ MeV}^{-1}\). For \(^3\text{H}\), the system is small enough that we can use exact sparse matrix calculations. For larger nuclei we perform fully non-perturbative QMC calculations instead, which result in large error bars due to severe sign problems. For the \(^{16}\text{O}\) nucleus, the sign problem sets in so quickly that we cannot find meaningful results to make a reliable extrapolation. However, the ptQMC calculations are free from sign problems. The corresponding statistical errors are smaller than the size of the symbols. We use a sum of decaying exponential functions to capture the residual effects of higher energy excitations and extrapolate the results to \(\tau \to \infty\). See [37] for further settings of the QMC simulation. For all three nuclei, the second order energy corrections are large and essential in reproducing the data. While this might seem contrary to the normal hierarchy of the perturbative series, we will show below that it is actually a consequence of the symmetry breaking.

We can now examine the convergence pattern of the perturbative series. In Fig. 2(a)(b)(c) we show the calculated energies as a function of \(\lambda\), a real number between 0 and 1 that we insert as a control parameter multiplying the perturbative term \(V_C\). The ptQMC results are shown as lines. Because ptQMC corresponds to the Taylor series expansion at \(\lambda = 0\), we find straight lines at first and parabolas at second order. For \(^3\text{H}\) (\(^4\text{He}\)) we also display the exact energies of \(H_0 + \lambda V_C\) obtained with sparse matrix diagonalization. The difference between the second order and exact results indicate the contributions from the third and higher orders, which are more than one order smaller in magnitude.

![Figure 1. ptQMC binding energies as functions of the projection time τ compared with non-perturbative results. The circles (red), down triangles (green) and diamonds (blue) denote the energies at the zeroth, first and second orders, respectively. The squares (black) represent the exact results calculated with sparse matrix multiplications for \(^3\text{H}\) and full non-perturbative QMC for \(^4\text{He}\) and \(^{16}\text{O}\), respectively. Each group of results are fitted with a sum of exponential functions (dashed lines). The red bars mark the experimental binding energies.](image1)

![Figure 2. (a)(b) The dashed and dash-dotted lines denote the binding energies of \(^3\text{H}\) (a) and \(^4\text{He}\) (b) as functions of the small parameter \(\lambda\) in first and second order ptQMC calculations, respectively. The black squares are the exact results. (c) The first and second order ptQMC calculations for \(^{16}\text{O}\), starting from three different zeroth order interactions \(V_0\), \(1.1V_0\) (†) and \(1.2V_0\) (‡). (d) Schematic plot for a perturbative calculation. The zeroth order wave functions \(|\Psi_0\rangle\) and \(|\Psi_0\rangle\) are confined in a subspace corresponding to an irreps of SU(4).](image2)
Table I. Binding energies at different orders calculated with ptQMC. compared to experiment (all in MeV). The errors are combinations of MC statistical errors and extrapolation errors [37]. See Fig. 2(c) for further notations.

|  | $E_0$  | $\delta E_1$ | $E_1$  | $\delta E_2$ | $E_2$  | $E_{exp}$ |
|---|-------|-------------|-------|-------------|-------|-----------|
| $^3\text{H}$ | $-7.41(3)$ | $+2.08$ | $-5.33(3)$ | $-2.99$ | $-8.32(3)$ | $-8.48$ |
| $^4\text{He}$ | $-23.1(0)$ | $-0.2$ | $-23.3(0)$ | $-5.8$ | $-29.1(1)$ | $-28.3$ |
| $^8\text{Be}$ | $-44.9(4)$ | $-1.7$ | $-46.6(4)$ | $-11.1$ | $-57.7(4)$ | $-56.5$ |
| $^{12}\text{C}$ | $-68.3(4)$ | $-1.8$ | $-70.1(4)$ | $-18.8$ | $-88.9(3)$ | $-92.2$ |
| $^{16}\text{O}$ | $-94.1(2)$ | $-5.6$ | $-99.7(2)$ | $-29.7$ | $-129.4(2)$ | $-127.6$ |
| $^{16}\text{O}^{\dagger}$ | $-127.6(4)$ | $+24.2$ | $-103.4(4)$ | $-24.3$ | $-127.7(2)$ | $-127.6$ |
| $^{16}\text{O}^{\ddagger}$ | $-161.5(1)$ | $+56.8$ | $-104.7(2)$ | $-22.3$ | $-127.0(2)$ | $-127.6$ |

For $^{16}\text{O}$ we cannot obtain non-perturbative results for benchmarking due to the severe sign problem, and so instead we vary the zeroth order Hamiltonian to triangulate the binding energy and estimate its uncertainty. In Fig. 2(c) the $\dagger$ and $\ddagger$ symbols mark the ptQMC energies calculated with $H_0 = K + 1.1V_0$ and $H_0 = K + 1.2V_0$, respectively. For each calculation, we use $V_C = H - H_0$ as the perturbing Hamiltonian and plot the energies as functions of the small parameter $\lambda$. While the variation of $H_0$ shifts the zeroth order energy by about 50 MeV, for full Hamiltonian $H (\lambda = 1)$ we find that the first and second order energies only vary by about 4 MeV and 2.4 MeV, respectively. These variations can be identified as the truncation errors of the perturbative series at corresponding orders, see also [37].

In Tab. I we present the ptQMC energies for several nuclei compared to the empirical values. The improvement of $E_2$ compared with $E_1$ is clearly seen. Generally, the correlation energy $\delta E_2$ accounts for about 20% of the total binding energy for all nuclei with $A \geq 4$. We note that the first order energy is the expectation value of the full Hamiltonian using the zeroth order wave function $|\Psi_0\rangle$, and it is an upper bound on the ground state energy. The energy correction $\delta E_2$ is negative definite, reflecting the fact that the dressed wave function $|\Psi_1\rangle$ is much closer to the exact ground state than $|\Psi_0\rangle$.

In perturbative calculations the convergence pattern can be invalidated by symmetry constraints. As the unperturbed Hamiltonian $H_0$ respects the SU(4) symmetry, the wave function $|\Psi_0\rangle$ must belong to one of its irreducible representations (irreps). The full Hamiltonian breaks the SU(4) symmetry, thus its ground state $|\Psi_1\rangle$ is a mixture of different SU(4) irreps. As is shown in Fig. 2(d), the components of $|\Psi_1\rangle$ that mixes the SU(4) irreps can only be seen in $|\delta\Psi_1\rangle$ or $\delta E_2$. This explains the large $\delta E_2$ in $^{16}\text{O}$ that cannot be eliminated by varying $H_0$. We note that this effect is strongest for the OPEP in Eq. (14) as it breaks both the Wigner-SU(4) and the spin SU(2) symmetries.

In summary, we have presented a novel algorithm (ptQMC) that allows for a precise calculation of the second order perturbative correction in QMC without referring to the full spectrum of the excited states. While the QMC method with simplified interactions are successfully applied in various fields of physics [1, 44–54], attempts to use more realistic interactions are hindered by the sign problem. The ptQMC method is free from sign problems and opens the way to treat complex interactions systematically. Our method converges quickly for relatively soft interactions. For interactions with strong short-distance correlations such as tensor forces, which are important in electroweak processes [55], some pre-processing of the interaction using renormalization group transformations or some analogous method is required.
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SUPPLEMENTAL MATERIAL

In the main text we focus on the perturbative QMC algorithm and its capability of solving realistic \textit{ab initio} nuclear models. Here, we provide more details. In Eq. (11) we claim that the sign problem in integrating the $c$ field can be alleviated by shifting the integral contour, here we present a numerical demonstration. We also give the details of constructing the N$^2$LO chiral force. We further discuss the imaginary time extrapolation. The deuteron binding energy calculation is used to show that even though second order corrections can be sizeable, effects from the third and higher orders can be small (as claimed in the main text).

**Integral variable change for the $c$ field**

In Eq. (11) we introduced a variable change that can alleviate the sign problem and reduce the statistical error. Here we demonstrate this point by comparing the results calculated without and with the variable change. In the upper panel of Fig. 3 we show the calculated transfer matrix energy

$$E_M = -\frac{1}{\alpha_i} \ln \frac{\langle \Psi_T | M | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle}$$

$$= -\frac{1}{\alpha_i} \ln \frac{\int DsDcP(s)P(c)\langle \Psi_T | M(s,c) | \Psi_T \rangle}{\langle \Psi_T | \Psi_T \rangle},$$

(15)

where $M$ is the full transfer matrix corresponding to the full N$^2$LO chiral interaction Eqs.(14) in the main text, $s$ and $c$ represent the auxiliary fields from decomposing the interactions. We take $^{16}$O as an example and $|\Psi_T \rangle$ is a shell model wave function (see below). The circles denote the results calculated by sampling the $s$ and $c$ field directly with a standard normal distribution, while the squares show results obtained with the variable change. We see that the latter calculation converges much faster. We also show the statistical errors in the lower panel. In both cases the errors decrease according to the theoretical scaling law $\Delta E \propto N^{-1/2}$ with $N$ the number of measurements. With the variable change, however, the statistical errors are about one order of magnitude smaller.

**The zeroth order SU(4) Hamiltonian**

In the main text we use a zeroth order Hamiltonian that respects the Wigner-SU(4) symmetry. The details and parametrization can be found in Ref.[1]. For completeness we also present the details here. On a periodic $L^3$ cube with lattice coordinates $\mathbf{n} = (n_x,n_y,n_z)$, the Hamiltonian is

$$H_0 = K + \frac{1}{2} C_{SU4} \sum_{\mathbf{n}} : \hat{\rho}^2(\mathbf{n}) :,$$

(16)

where $K$ is the kinetic energy term with nucleon mass $m = 938.92$ MeV and the $::$ symbol indicate normal ordering. The smeared density operator $\hat{\rho}(\mathbf{n})$ is defined as

$$\hat{\rho}(\mathbf{n}) = \sum_i \hat{a}_i^\dagger(\mathbf{n}) \hat{a}_i(\mathbf{n}) + s_L \sum_{|\mathbf{n}' - \mathbf{n}| = 1} \sum_i \hat{a}_i^\dagger(\mathbf{n}') \hat{a}_i(\mathbf{n}')$$

(17)

where $i$ is the joint spin-isospin index and the smeared annihilation and creation operators are defined as

$$\hat{a}_i(\mathbf{n}) = a_i(\mathbf{n}) + s_{NL} \sum_{|\mathbf{n}' - \mathbf{n}| = 1} a_i(\mathbf{n}')$$

(18)

where $s_{NL}$ is the number of lattice sites and $C_{SU4}$ is the SU(4) parametrization.
The summation over the spin and isospin implies that the interaction is SU(4) invariant. The parameter $s_L$ controls the strength of the local part of the interaction, while $s_{NL}$ controls the strength of the non-local part of the interaction. Here we include both kinds of smearing. Both $s_L$ and $s_{NL}$ have an impact on the range of the interactions. The parameter $C_{SU4}$ gives the strength of the two-body interactions. In this work we use a lattice spacing $a = 1.32$ fm and the parameter set $C_{SU4} = -3.41 \times 10^{-7}$ MeV$^{-2}$, $s_L = 0.061$ and $s_{NL} = 0.5$. These parameters together with a properly chosen three-body force can reproduce the binding energies and charge density distributions of light nuclei from $^3$H to the Ca isotopes [1].

In Fig. 4 we show the NN S-wave phase shifts calculated with Eq. (16) (dash-dotted line) compared with the empirical $^1S_0$ (circles) and $^3S_1$ (triangles) phase shifts.

**Construction of the N$^2$LO chiral interaction**

In this section we present the details of the nuclear chiral interaction used in the main text. Recently we have built a next-to-next-to-next-to-leading-order (N$^3$LO) chiral interaction on the lattice, where all 24 low-energy constants (LECs) are determined by fitting to the empirical partial wave phase shifts and mixing angles [3] based on the improved spherical wall method [4]. These interactions are non-local and difficult to realize efficiently using auxiliary fields. In this work we employ another set of semi-local contact operators, which is completely equivalent to the non-local operators in Ref. [3] for two-body scattering. We note that similar constructions have already been used for the Green’s function Monte Carlo calculations [5]. The local operator basis used here contains isospin dependent terms proportional to $\tau_1 \cdot \tau_2$. The results are given in Eq. (14). In this form, these operators can be written as products of one-body density operators and decomposed using auxiliary field transformations.

For 2N contact terms we introduce an extra non-local regulator $f_{2N} = \exp[-(\sum_i^2 (p_i^6 + p_i^6) / \Lambda^6)]$, with $\Lambda = 340$ MeV. Similarly, the OPEP in the last line of Eq.(14) is regulated with a local exponential regulator $f_{s}(q^2) = \exp[-(q^2 + M_s^2) / \Lambda_s^2]$ with $\Lambda_s = 300$ MeV. The cutoffs are chosen to satisfy $\Lambda, \Lambda_s \ll \pi / a$ so as to minimize the lattice artifacts. We also tested other choices of the cutoffs and found similar results as presented here. For N$^2$LO calculations in this work we fit the LECs to the Nijmegen phase shifts [2] below $P_{rel}=200$ MeV/$c^2$. In this momentum interval the two-pion exchange potential can be approximately absorbed into the contact terms and discarded.

Besides the short-range contact terms, we also need a long-range one-pion-exchange potential (OPEP). Recently a semi-local momentum space regularized chiral potential was developed up to fifth order [6]. This regularization method is more convenient than other choices for lattice simulations. The OPEP we used is given in the last line of Eq. (14). The constant $C_\pi^s$ is defined as

$$C_\pi^s = \frac{1}{3 \Lambda_\pi^3} \left[ \Lambda_\pi (\Lambda_\pi^2 - 2M_\pi^2) + 2\sqrt{\pi} M_\pi \exp\left(\frac{M_\pi^2}{\Lambda_\pi^2}\right) \text{erfc}\left(\frac{M_\pi}{\Lambda_\pi}\right) \right].$$

The term proportional to $C_\pi^s$ is a counterterm introduced to remove the short-range singularity from the OPEP [6]. We note that the OPEP regulated in this way is soft and adaptive to perturbative calculations. This can be clearly seen by comparing the contribution of the OPEP (V_OPEP) with the total potential energy ($V_{2N} + V_{3N} + V_{coul}$). Taking $^{16}$O as an example, in this work we find $\langle V_{OPEP} \rangle = -18.9$ MeV, which is more than one order smaller than the total potential energy $-361.1$ MeV. Thus we expect a fast convergence for the perturbative calculations including the OPEP. In section F below we will numerically demonstrate this point with the deuteron.

For the three-body force at N$^3$LO we adopt a simple 3N contact term with Wigner SU(4) symmetry,

$$V_{3N} = \frac{c_E}{2 f_\pi A_\pi} f_{3N}(p_1, p_2, \cdots, p_3),$$

where $\Lambda_\pi = 700$ MeV is the chiral symmetry breaking scale, $F_\pi = 92.2$ MeV is the pion decay constant, $c_E$ is the coupling constant, $f_{3N} = \exp[-\sum_{i=1}^3 (p_i^6 + p_i^6) / A^6]$ is a separable non-local regulator. In this work we use the same cutoff $\Lambda = 340$ MeV for both 2N and 3N interactions.

Besides the nuclear force we also include a Coulomb force. With lattice notations we write

$$V_{coul} := \frac{\alpha}{2} \sum_{n_1 n_2} f_c(n_1 - n_2) \rho_p(n_1) \rho_p(n_2),$$

where $\rho_p$ is the total proton density. The fine structure constant $\alpha = 1/137$ and the function $f_c = 1/\max(|n_1 - n_2|, 1/2)$ give the regularized Coulomb force.

For a complete calculation, we should also include the long-range three-body forces from pion-exchange diagrams. However, these terms have only a minor impact on the main computational analysis of this study and so is reserved for future work. In $V_{2N}$ and $V_{3N}$, we regulate the single particle momenta instead of the relative Jacobi momenta. These forms are more convenient to implement on the lattice but violate Galilean invariance. Nevertheless, the leading order Galilean breaking effect occurs at $O((Q/\Lambda)^6)$ and will not be considered in the N$^2$LO calculations presented here.

We determine the LECs $B_i$, $C_i$ and $c_E$ by fitting to the low-energy NN phase shifts, mixing angles and triton energy. The method is based on Ref. [4]. We decompose the scattering waves on the lattice into different partial waves, then employ the real and complex auxiliary potentials to extract the asymptotic radial wave functions. We follow the conventional procedure for fitting the LECs in the continuum [7]. We first determine the spectroscopic LECs for each partial wave, then the $B_i$ and $C_i$ can be obtained by solving the linear equations. In Table II we show the fitted LECs at NLO for cutoff $\Lambda = 340$ MeV. At this order we consider NN scattering up to a relative momentum $P_{rel} = 200$ MeV. Here we use the lattice unit...
system \( h = c = a = 1 \) and all LECs are dimensionless. In Fig. 5 we show the calculated phase shifts. The dotted and dash-dotted lines denote the results at LO and NLO, respectively. The red dots with error bars are empirical values from the Nijmegen partial wave analysis (NPWA)[2].

We determine the three-body coupling constant \( c_E \) by fitting to the triton energy. In Fig. 6 we show the triton energy calculated with the NLO interactions with the parameters from Table II as blue circles. We find that the experimental triton energy \( E(\text{H}) = -8.482 \text{ MeV} \) can be reproduced with \( c_E = 0.712 \) at infinite volume. The corresponding results are shown as red diamonds. All results for the triton are obtained by exactly diagonalizing the lattice Hamiltonian using sparse matrix algebra.

\[
\begin{array}{cccccc}
\text{LEC} & B_1 & B_2 & C_1 & C_2 & C_3 \\
\hline
\text{w/o 3NF} & -2.443 & -0.125 & 0.143 & -0.012 & -0.013 \\
\text{w/ 3NF} & -0.020 & 0.273 & 0.0 & -0.078 & 0.712 \\
\end{array}
\]

Table II. Fitted LECs at N\(^2\)LO with \( \Lambda = 340 \text{ MeV} \) and \( \Lambda_s = 300 \text{ MeV} \) (dimensionless).

\[ E_{\text{triton energy}} \text{ from Table II as blue circles. We find that the experimental triton energy } E(\text{H}) = -8.482 \text{ MeV} \text{ can be reproduced with } c_E = 0.712 \text{ at infinite volume. The corresponding results are shown as red diamonds. All results for the triton are obtained by exactly diagonalizing the lattice Hamiltonian using sparse matrix algebra.} \]

\[
\psi_i(r, s, t) = \exp \left[ -\frac{(r - R_i)^2}{2c^2} \right] \chi(\zeta),
\]

where \( c = 1.4 \text{ fm} \), \( \chi \) and \( \zeta \) are spin and isospin spinors, respectively. For first four nucleons with different spins and isospins we take \( R_i = (0, 0, 0) \) in lattice unit, and for next four nucleons we take \( R_i = (0, 0, 1) \), and so on. Then the nucleons form a compact configurations consisting of \( \alpha \)-clusters centered around the origin. In Monte Carlo simulations we randomly move the positions of these \( \alpha \)-clusters to form state with zero total angular momentum and zero total momentum.

The shell model wave function is the anti-symmetrized product of the harmonic oscillator wave functions

\[
\psi_i(r, s, t) = R_i^\dagger(r) \gamma(r) \hat{\gamma}(r) \zeta,
\]

where the right-hand side is the solution of the Schrodinger equation in a harmonic oscillator with frequency \( \hbar \omega = 41A^{-1/3} \text{ MeV} \). The spins have been coupled with the spatial angular momenta to form the spinor wave function \( \gamma(r) \hat{\gamma}(r) \zeta \).

In Fig. 1 we observed that the first order energy \( E(\text{H}) = E(\infty) + C_0 e^{-\tau} \zeta \) and \( \Delta \) are fitting parameters. We note that \( \Delta \) has the physical meaning of the lowest excitation energy. On the contrary, the first order energies contain two decaying functions \( E(\tau) = E(\infty) + C_0 e^{-\tau} \zeta + C_1 e^{-\tau} \Delta \), where the last term comes from the expectation value of \( V_C \) in \( |\Psi_0\rangle \).

In Fig. 1 we observed that the first order energy \( E_1 \) is not a monotonically decreasing function of \( \tau \). The reason is that \( E_1 \) is the expectation value of the full Hamiltonian \( H \) in the zeroth order wave function \( |\Psi_0\rangle \),

\[
E_1(\tau) = \frac{\langle \Psi_T | e^{-\tau H_0/2} (H_0 + V_C) e^{-\tau H_0/2} | \Psi_T \rangle}{\langle \Psi_T | e^{-\tau H_0/2} | \Psi_T \rangle}.
\]

For large \( \tau \) only the ground state and first excited state of \( H_0 \) is relevant. We can approximately write

\[
e^{-\tau H_0/2} |\Psi_0\rangle \rightarrow C e^{-\tau E_0/2} |\Psi_0\rangle + C' e^{-\tau \Delta/2} |\Psi_0'\rangle
\]

where \( C \) and \( C' \) are certain constants of order \( O(1) \), the symbols with primes are that for the first excited state of \( H_0 \), \( \Delta \) is the excitation energy. Substituting Eq. (22) into Eq. (21) and use \( \langle \Psi_0 | \Psi_0' \rangle = 0, \langle \Psi_0 | \Psi_0 \rangle = \langle \Psi_0 | \Psi_0' \rangle = 1 \), we find

\[
E_1(\tau) = [E_0 + e^{-\tau \Delta} C' e^{-\tau \Delta/2} E_1 + \langle \Psi_0 | V_C | \Psi_0 \rangle
\]

with \( \tau_0 \) is the time extrapolation.
where we omitted the terms decaying faster than $e^{-\tau \Delta}$. $E_1 = \langle \Psi_0 | H | \Psi_0 \rangle$ and $E'_1 = \langle \Psi'_0 | H | \Psi'_0 \rangle$ are first order energies of the ground state and the excited state, respectively. The last term in $E_1(\tau)$ is positive and produces the usual exponential decay. However, the term proportional to $e^{\tau \Delta/2}$ comes from the matrix element of $V_C$ and is not positive definite. It decays slower and determines the behaviour of $E_1(\tau)$ at large $\tau$. To see this point more clearly, in Fig. 7 we examine the first energy correction $E_1$ of $^{16}\text{O}$ in more detail. Here we plot the fitting function $E_1(\tau)$ as a solid line, then show the results with one of the two decaying functions removed separately. We see that the $e^{-\tau \Delta}$ term decays much faster and approaches a constant for large $\tau$, while the $e^{\tau \Delta/2}$ term dominates the asymptotic behaviour for $\tau > 0.1$. As shown in Eq. (23), the latter term might be negative and results in an increasing function at large $\tau$. The summation of the two exponentials makes the first order energy decrease first and increasing later, and their cancellation results in a seemingly fast convergence for $\tau < 0.1$. However, this convergence is fictitious and we need to make the extrapolation more carefully.

On the other hand, the zeroth order energy $E_0(\tau)$ is simply Eq. (23) with $V_C$ set to zero. The term proportional to $e^{\tau \Delta/2}$ thus vanishes and we are left with a simple single decaying exponential function. Further, as we show in the main text that $E_2$ is a good approximation of the exact energy. Its dependence on $\tau$ is again determined by a single exponential function. We note that the simple behaviour of $E_2(\tau)$ can be seen as a demonstration of the ptQMC method. If the perturbative corrections are not computed correctly, $E_2$ will contain more complex functions of $\tau$, such as that we see in $E_1$.

In fitting the energies we feed the statistical errors from the Monte Carlo simulations into the Levenberg-Marquardt algorithm. The resulting uncertainties of the extrapolated energy $E(\infty)$ are adopted as the errors shown in Fig. 2 and Table I.

Convergence of perturbation series beyond second order

In this section we examine the perturbative series beyond second order using the deuteron as an example. For the deuteron we can solve the Schrödinger equation exactly and find the perturbative corrections up to very high orders. Here we use the same Hamiltonians $H$ and $H_1$ as used in the...
By extrapolating to infinite box size $L$, we find $E(\text{H}) = -2.28$ MeV for the chiral interaction used in this work, in good agreement with the experimental value $E_{\text{exp}} = -2.22$ MeV and within the expected truncation error of the chiral expansion in this order. As the deuteron binding energy is small, the continuum threshold plays an important role, and the convergence of perturbation theory is not the same as for nuclei with greater binding per nucleon. Thus we will consider a small periodic box $L = 5$, for which we have $E(\text{H}) = -7.733$ MeV. Note that the binding energy per nucleon for medium-mass nuclei is also of this order.

We calculate the eigenvalues of the Hamiltonian

$$H = (K + \mu V_0) + (V_{2N} + V_{\text{OPEP}} - \mu V_0), \quad (24)$$

where the symbols are the same as in the main text. Here $\mu$ is a real constant inserted as an analysis tool. We calculate the term in $K + \mu V_0$ using non-perturbative algorithms and treat $V_{2N} + V_{\text{OPEP}} - \mu V_0$ as the perturbing interaction. To obtain the perturbative expansion precisely, we multiply a variable $\lambda$ to the perturbing Hamiltonian and calculate the energy $E$ as a function of $\lambda$. We can use a complex $\lambda$ and calculate $E(\lambda)$ on a closed contour encircling $\lambda = 0$ by exact matrix diagonalization. In Fig. 8 we show the real and imaginary parts of $E(\lambda)$ as functions of the azimuth angle $\theta$ on a circle with the radius $r = 0.2$. With these results we can calculate the derivatives $E^{(n)}(\lambda)$ using Cauchy’s formula,

$$E^{(n)}(0) = \frac{n!}{2\pi r^n} \int_0^{2\pi} E(re^{i\theta})e^{-i n \theta} d\theta, \quad (25)$$

which can be performed with discrete Fourier transform. Unlike the differentiation formulae, the integral formula Eq. (25) can be very accurate even for very large $n$. Here we take 200 points uniformly distributed on the circle and calculate the derivatives up to $n = 14$.

The energy can be written as a power series,

$$E(\lambda) = \sum_{n=0}^{\infty} \frac{E^{(n)}(0)}{n!} \lambda^n. \quad (26)$$

Now let us check the convergence pattern of this series. For the full chiral Hamiltonian we have $\lambda = 1$, and the energy correction at the $n$-th order is simply $\delta E_n = E^{(n)}(0)/n!$. In Fig. 9 we show the energy corrections at each order for six different unperturbed Hamiltonian corresponding to $\mu = 0.6, 0.8, \cdots, 1.6$, respectively. We find large $\delta E_n$ at the first three orders $n = 0, 1, 2$. For $n \geq 3$ the contributions are small and become negligible very quickly when we continue to higher orders. We see that even though second order correction $\delta E_2$ can be large due to symmetry breaking effects, the third and higher orders follow the normal convergence pattern.

Let $E^{(n)}$ be the partial sum of the perturbative energy corrections up to order $n$. In Fig. 10 we show $E_n$ versus order $n$ for several different zeroth order Hamiltonians. The quick convergence to the exact energy can be clearly seen. Though in some cases the second order energy $E_2$ still has a weak dependence on $\mu$, we find that for $\mu = 1.0$ the second order energy $E_2 = -7.80$ MeV is already very close to the exact value $E = -7.733$ MeV, and the third order correction is small. As shown in the main text, the dependence of the perturbative energies on the zeroth order Hamiltonian can be used as a diagnostic tool for convergence check. In Fig. 11 we show the total energy $E_0$, $E_1$ and $E_2$ calculated with different $\mu$. We find that while $E_0$ and $E_1$ have a strong dependence on $\mu$, we always find approximately the same second order energy $E_2$ from different zeroth order Hamiltonians and are close to the exact energy.

Figure 8. Deuteron energy as a function of the parameter $\theta$. Calculated with $\mu = 1.0$.

Figure 9. Perturbative energy correction $\delta E_n$ of the deuteron at each order. For the zeroth order we show $E_0$.

For the deuteron in a small periodic box, we conclude that while the second order correction is sizable due to symmetry-breaking perturbations, higher orders beyond second order are small. This is consistent with our findings for heavier nuclei in the main text. Our use of a relatively low momentum cutoff
The higher order scale is likely playing an important role in keeping the size of the higher order corrections small.

For more general calculations, it is also possible that the higher orders have alternate signs and cancel with each other to give a small residual term. This usually occurs when the energy as a function of the small parameter $\lambda$ has a singular point near the origin on the complex plane. For example, the Taylor series of $f(\lambda) = 1/(1 + \lambda)$ at $\lambda = 0$ has alternate signs near $\lambda = 1$ because it has a pole at $\lambda = -1$. It is well known that for two-body systems a pole or branch point appears when the bound state becomes a continuum state, thus it would be safe to apply the perturbation theory to deeply bound states as we do in this work.

**Truncation errors**

In the main text, we have discussed the case of $^{16}$O and triangulated the binding energy. In this way, we could also obtain an estimate of the truncation error at the given order. Such an estimate can certainly be improved by referring to the underlying chiral expansion. A relatively easy way to improve on this uncertainty estimate would be the use of the method proposed in Ref. [8] and refined in Ref. [9]. More refined methods are based on Bayesian or bootstrap methods. For the former type of uncertainty quantification, we refer to the groundbreaking work in Refs. [10, 11], as applied e.g. to neutron-deuteron scattering at higher orders in the chiral EFT in Ref. [12].
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Figure 10. Partial energy sum $E_n$ for the deuteron at each order. The black horizontal line is the exact energy.

Figure 11. The zeroth, first and second order energies of the deuteron as functions of the parameter $\mu$. The black horizontal line denotes the exact energy.