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Abstract—We present a mixer-duplexer-antenna leaky-wave system based on periodic space-time modulation. This system operates as a full transceiver, where the upconversion and downconversion mixing operations are accomplished via space-time transitions, the duplexing operation is induced by the nonreciprocal nature of the structure, and the radiation operation is provided by the leaky-wave nature of the wave. A rigorous electromagnetic solution is derived for the dispersion relation and field distributions. The system is implemented in the form of a spatio-temporally modulated microstrip leaky-wave structure incorporating an array of sub-wavelengthly spaced varactors modulated by a harmonic wave. In addition to the overall mixer-duplexer-antenna operation, frequency beam scanning at fixed input frequency is demonstrated as one of the interesting features of the system. A prototype is realized and demonstrated by full-wave and experimental results.
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I. INTRODUCTION

Space-time modulated structures, where the electric or magnetic properties of the medium are periodically modulated in space and time, have been theoretically studied for a long time as travelling-wave parametric amplifiers [1]–[9]. Recently, it has been pointed out that such unidirectionally modulated structures are fundamentally nonreciprocal [10], and this has triggered a regain of interest in space-time modulated systems [10]–[15]. Several applications of space-time modulated nonreciprocal structures have been subsequently reported, including isolators [10], circulators [16], [17], nonreciprocal metasurfaces [18]–[21] and nonreciprocal antennas [22]–[26].

This paper presents a two-port nonreciprocal space-time modulated leaky-wave system which simultaneously performs the tasks of mixing, duplexing and radiation, hence operating as a complete transceiver system. Most of previously reported nonreciprocal leaky-wave systems were based on magnetically biased ferrites [27]–[32], [32]–[34], and hence suffer from the drawbacks inherent to ferrite technology, namely bulkiness, heaviness, incompatibility with integrated circuits and high cost, in addition to requiring excessive bias field beyond the X-band for resonance-based components [35]. The first nonreciprocal leaky-wave system based on space-time modulation, and hence requiring no biasing magnet, was independently proposed at the same time in [22] and [23], and the latter proposal was extended to an experimental demonstration in [26].

As [26], this paper, which is an extension of [22], presents a nonreciprocal space-time modulated leaky-wave system. However, this work and [22] feature fundamental differences. The system in [26] is a single-port leaky-wave structure where the input frequency is up-converted to radiate whereas an incoming wave at the radiation frequency is absorbed in the structure and does not reach the input port. In contrast, this paper presents a two-port structure that performs the operation of a full transceiver system, with uplink and downlink space-time transitions, representing upconversion and downconversion mixing, and separation of the uplink and downlink paths, representing duplexing. Moreover, this paper demonstrates space-time frequency beam scanning at fixed input frequency by variation of a modulation parameter. Finally, this paper presents a detailed electromagnetic resolution of the problem for the dispersion relation and field structure.

The paper is organized as follows. Section III presents the operation principle and analytical solution of the nonreciprocal space-time modulated leaky-wave structure. Section IV proposes a practical realization of the corresponding mixer-duplexer-antenna system, based on a half-wavelength microstrip leaky-wave antenna incorporating subwavelengthly-spaced modulating varactors. Section V describes the implementation of the system and characterizes it in terms of its dispersion relation and field distributions. Full-wave and experimental results are provided in Sec. VI. Finally, Section VI concludes the paper.

II. SPACE-TIME MODULATED LEAKY-WAVE STRUCTURE

A. Operation Principle

Figure 1 shows the generic representation of a periodically space-time modulated leaky-wave structure. The structure consists of a medium with permittivity

$$\epsilon(z, t) = \epsilon_e(1 + \delta_m \cos(\omega_m t - \beta_m z))$$

(1)

interfaced with air. In Eq. (1), $\epsilon_e$ is the effective permittivity of the unmodulated medium, $\delta_m$ is the modulation depth, and $\omega_m$ and $\beta_m$ are the modulation temporal and spatial frequencies, respectively. Due to the directionality of the space-time modulation, which propagates in the +z direction with velocity $v_m = \omega_m / \beta_m$, the structure is inherently nonreciprocal. The system has two ports, which support a transmitted wave and a received wave in an uplink/downlink transceiver scenario.

Figure 2 qualitatively explains the operation principle of the space-time modulated leaky-wave structure in Fig. 1. The space-time modulated permittivity is provided by injection of a harmonic wave in a guided-mode of the structure, as will
be practically shown in Sec. III while the wave of interest is supported by a leaky-mode of the structure, where mixing with the space-time modulation induces nonreciprocal uplink and downlink oblique transitions, represented by the green arrow and the blue arrow, respectively, in Fig. 2. The exact operation is as follows.

In the uplink, a signal wave with frequency $\omega_0$ is injected into the transmitter port and propagates in the $+z$ direction, corresponding to the right-hand side of the dispersion diagram in Fig. 2 as $E_t = E_0 e^{j(\omega_0 t - \beta_0 z)}$. As a result of mixing with the periodic modulation, this wave experiences progressive temporal frequency transition (up-conversion) from $\omega_0$ to $\omega_1 = \omega_0 + \omega_m$ along with spatial frequency transition from $\beta_0$ to $\beta_1 = \beta_0 + \beta_m$. In the meanwhile, the up-converted wave, $E_r = E_1 e^{j(\omega_1 t - (\beta_1 - j\omega_m) z)}$, operating in the fast wave region of the dispersion diagram, radiates as a leaky-wave under a specified angle $\theta_1$.

In the downlink, a wave with frequency $\omega_1$ is impinging on the structure under the same angle $\theta_1$ and picked up by the structure. According to phase matching, the wave can only propagate in the direction of the modulation, i.e. in the $+z$ direction, corresponding to the right-hand side of the dispersion diagram in Fig. 2 and experiences progressive temporal frequency transition (down-conversion) from $\omega_1$ to $\omega_0 = \omega_1 - \omega_m$ along with spatial frequency transition from $\beta_1$ to $\beta_0 = \beta_1 - \beta_m$, while propagating toward the receiver port.

Given the unidirectional nature of the modulation, the structure is fundamentally nonreciprocal. No space-time transition is allowed for wave propagation in the backward ($-z$) direction (left-hand side of the dispersion diagram in Fig. 2) due to the unavailability of modes at the points $(-\beta_0 + \beta_m, \omega_0 + \omega_m)$ from $(-\beta_0, \omega_0)$ for up-conversion and $(-\beta_1 - \beta_m, \omega_0)$ for down-conversion.

The direction of radiation of the main beam \[^{37}\] depends on the modulation temporal and spatial frequencies as

$$\theta_1 = \sin^{-1} \left( \frac{\beta_1(\omega)}{k_{01}} \right) = \sin^{-1} \left( \frac{c(\beta_0 + \beta_m)}{\omega_0 + \omega_m} \right), \quad (2)$$

where $c$ is the velocity of light in vacuum and $k_{01} = \omega_1/c$ is the effective wavenumber at the frequency $\omega_1$. According to (2), frequency beam scanning can be achieved at a fixed input frequency, $\omega_0$, by varying the modulation frequency, $\omega_m$.

Figure 3 shows a circuital representation of the space-time modulated leaky-wave structure of Fig. 1. The operation of the structure operates as a combined mixer-duplexer-antenna system may be essentially read off from the dispersion diagram of Fig. 2. Up-conversion and down-conversion mixing operations are provided by the oblique upwards and downwards oblique transitions, respectively. The duplexing operation (separation of uplink and downlink paths at the same frequency) is provided by nonreciprocity. Finally, the antenna operation is provided by the fast-wave nature of the wave.

\[^{1}\] The physical explanation for the generation of new frequencies due to medium temporal variations – specifically vertical transitions in the dispersion diagram – has been given in several texts, such as for instance \[^{11}\]. In the particular case of periodic temporal variations, one may draw an analogy with periodic spatial variations in a one-dimensional spatial periodic structure (or electromagnetic bandgap material). As a result of complex scattering from the spatial periodic modulation, the field solution to Maxwell equations in the structure is spatially non-sinusoidal (e.g. having more or less energy concentrated in the high or low refractive index regions for the lower and higher bands, respectively \[^{36}\]), except in the long-wavelength regime where homogenization applies and leads to a well defined refractive index. Being non-sinusoidal, this waveform is actually a superposition of an infinite number of Floquet space harmonics, $\beta_0 + n\omega_m$, corresponding to horizontal transitions in the dispersion diagram. Similarly, in the case of a temporal periodic modulation, waves get scattered forward and backward \[^{11}\] to form a temporally non-sinusoidal waveform, corresponding to an infinite number of Floquet time harmonics, i.e. new frequencies, $\omega_0 + n\omega_m$, as will be seen in \[^{36}\]. When the periodic modulation is both spatial and temporal \[^{4}\], or spatiotemporal, as in \[^{4}\], we have thus the generation of an infinite number of spacetime harmonics, $(\beta_0 + n\beta_m, \omega_0 + n\omega_m)$, corresponding to oblique transitions in the dispersion diagram \[^{10}\], as illustrated in Fig. 2.
B. General Analytical Solution

Since the structure is periodic in space and time, its electromagnetic field solution can be expressed as the double Floquet expansion

\[ E(z, t) = \sum_{n=-\infty}^{\infty} E_n e^{j\omega_n t} e^{-(\alpha_n+j\beta_n)z}, \quad (3a) \]

where \( E_n \) is the amplitude of the \( n \)th space-time harmonic, characterized by the temporal and spatial frequencies

\[ \omega_n = \omega_0 + n\omega_m \quad (3b) \]

and

\[ \beta_n(\omega) = \beta_0(\omega) + n\beta_m, \quad (3c) \]

respectively, and where \( \alpha_n(\omega) \) is the leakage factor of the \( n \)th harmonic. For a given input amplitude \( E_0 \) and frequency \( \omega_0 \), \( E_n \) in (3a), leading to the general field solution, and \( \beta_0(\omega) \) in (3c), corresponding to the dispersion relation, are unknown to be determined. The detailed resolution of this problem is presented in Appendix A.

In the case of weak modulation, \( \delta_m \ll 1 \), the \( E_n \)'s in (3a) for \( |n| > 1 \) are negligible. Moreover, assuming that the leaky-wave structure is designed to support uplink and downlink radiation mainly at \( \omega_1, \omega_m \), in the uplink, the amplitude of the lower harmonic \( E_{-1} \), corresponding to the frequency \( \omega_0 - \omega_m \), and in the downlink, the amplitude of the higher harmonic \( E_2 \) (already negligible from the weak modulation assumption), corresponding to the frequency \( \omega_1 + \omega_m = \omega_0 + 2\omega_m \), are negligible. Then we find, as derived in Appendix B assuming \( \alpha_n \ll \beta_n \), that

\[ \beta_0(\omega) = \pm \beta_m(\omega_0) \pm \frac{\delta_m}{4} \sqrt{\beta_m(\omega_0)\beta_m'(\omega_0)}, \quad (4) \]

where the upper and lower signs correspond to forward and backward propagation, respectively, and where \( \beta_m'(\omega_0) = \beta_m(\omega_0) + \beta_m \) with \( \beta_m \) being the wavenumber of the unmodulated structure, which, according to (2) with \( \beta_m = \omega_m = 0 \), may be obtained from the main beam radiation angle as

\[ \beta_m(\omega_0) = \frac{\omega_0}{c} \sin(\theta(\omega_0)). \quad (5) \]

Equation (A-24) shows that, as expected, the change in the wave vector due to the modulation is proportional to the modulation depth, \( \delta_m \), and to the modulation wavenumber, \( \beta_m \).

As shown in Appendix B the amplitude of the uplink up-converted electric field is

\[ E_1 = \frac{\delta_m E_0 \beta'_m}{\delta_m \sqrt{\beta_m' \beta_m} - 2\alpha_1^2 / \beta_m - j\alpha_1 \left( \delta_m \sqrt{\beta_m' \beta_m} + 4 \right)}, \quad (6) \]

which is proportional to the input electric field, \( E_0 \), and depends on both the modulation depth, \( \delta_m \), and the leakage factor, \( \alpha_1 \). As shown in (A-27), uplink conversion is associated with power conversion gain.

Similarly, as shown in Appendix B the amplitude of the downlink down-converted electric field, corresponding to \( n = 0 \), is

\[ E_0 = \frac{\delta_m E_1 \beta_m}{\delta_m \sqrt{\beta_m' \beta_m} - 2\alpha_0^2 / \beta_m - j\alpha_0 \left( \delta_m \sqrt{\beta_m' \beta_m} + 4 \right)}, \quad (7) \]

which is proportional to the received electric field, \( E_1 \), and depends on both the modulation depth, \( \delta_m \), and the leakage factor, \( \alpha_0 \), and which is associated with power conversion loss.

III. MIXER-DUPLExER-ANTENNA SYSTEM REALIZATION

The space-time modulated permittivity in (11) is realized as follows. An array of sub-wavelengthly spaced varactors is distributed in parallel with the intrinsic capacitance of a microstrip transmission line, while a sinusoidal modulation signal, with frequency \( \omega_m \) and wave vector \( \beta_m \), propagating in the guided-mode regime along \( +z \) direction, modulates the varactors in space and time such as to provide the space-time dependent capacitance

\[ C(\epsilon, z, t) = C_e + C_{\text{var}} \cos(\omega_m t - \beta_m z). \]

As a result, the corresponding effective permittivity of the medium becomes

\[ \epsilon(\epsilon, z, t) = \epsilon_e(1 + \delta_m \cos(\omega_m t - \beta_m z)), \]

where the modulation depth, \( \delta_m \), depends on the range of variation of the varactors at a given modulation amplitude. Note that a DC bias line is used to set the varactors in the reverse bias (capacitive) regime.

Figure 4(a) shows the structure and operation of the realized space-time modulated mixer-duplexer-antenna system. The structure supports two modes, a dominant even mode, providing a guided-mode channel for the wave modulating the varactors (narrow strip in Fig. 4) and a higher order odd \((EH_1)\) mode, providing the leaky-mode channel for radiation (wide strip in Fig. 4). The transmit and receive ports are designed in such a way as to excite the leaky mode of the microstrip line. Moreover, an array of grounding vias is placed at the center of the wide microstrip line to suppress the even mode and hence enforce optimal leaky-wave radiation at \( \omega_1 \), which corresponds to a strip width of \( W = \lambda_1 / 2 \). Figure 4(b) shows the electric field distribution of the leaky-mode \((EH_1)\) along the microstrip leaky-wave antenna [37]–[39]. In contrast, Fig. 4(c) shows the electric field distribution of the dominant guided-mode \((EH_0)\) of a microstrip transmission line, where transversally symmetric distribution of the electric field yields a complete propagation of the wave. The narrow line in the realized system of Fig. 4 supporting the propagation of modulation signal is designed in such a way to support the propagation of the dominant guided-mode of the microstrip line.
The specifications of the structure are $f_0 = 1.7$ GHz, $f_1 = 1.88$ GHz, $\theta_1 = 4^\circ$ (radiation angle corresponding to the frequency $f_1$), $\alpha_0 = 1.2$ Np/m, $\alpha_1 = 3.4$ Np/m, $L = 8$ in and $W = 1.8$ in, RT5880 substrate with permittivity $\varepsilon_r = 2.2$, thickness $h = 125$ mil and $\tan \delta = 0.0009$.

Figure 5 shows the dispersion diagram of the realized prototype computed using $\alpha = 0$ and $\beta = 0$ with varying $\omega_0$. This diagram is, as expected, qualitatively similar to that in Fig. 2 with a leaky-mode cutoff frequency of about 1.65 GHz. It may be observed that the dispersion of the modulated mode corresponds, also as expected, to an increased momentum ($\beta$), although the difference with the unmodulated dispersion is negligible in the transition range, consistently with the weak modulation assumption. In uplink (green arrow), the wave is up-converted from $f_0 = 1.7$ GHz to $f_1 = 1.88$ GHz while in the downlink (blue arrow), it is down-converted from $f_1 = 1.88$ GHz to $f_0 = 1.7$ GHz. Figure 6 shows the relative error of the approximate dispersion relation, given by (3), with respect to the exact dispersion relation, obtained by (A-21), for the modulation indices $\delta_m = 0.05$ and 0.15. As expected, the error is proportional to the modulation depth. Moreover, we see that the approximate solution of the dispersion diagram for $\delta_m = 0.15$, corresponding to the design of Fig. 5 would be of less than 4%.

Figure 7(a) shows the exact and approximate squared real part of the field propagating along the structure for the uplink, computed using (3a) with (A-15) and (A-18) for the exact solutions and using (6) and (7) for the approximate solutions. The power of the input wave ($E_{in}^2$, $f_0 = 1.7$ GHz) progressively transfers to the leaky wave ($E_{in}^2$, $f_0 = 1.88$ GHz) along the $+z$ direction, with conversion gain, as predicted in Sec. II-B. At the same time, the power of the leaky mode

IV. SYSTEM IMPLEMENTATION AND CHARACTERIZATION

This section presents the implementation and characterization of the mixer-duplexer-antenna system. The modulation specifications are $f_m = \omega_m/2\pi = 0.18$ GHz, $\beta_m = \omega_m\sqrt{\varepsilon_\infty}/c = 5.16$ rad/m, $\delta_m = 0.15$. The modulation circuit is composed of 39 unit cells of antiparallel varactors. We employed BB833 varactors manufactured by Infineon Technologies where the capacitance ratio (highest over lowest capacitance) is about 12.4. The specifications of the structure are $f_0 = 1.7$ GHz, $f_1 = 1.88$ GHz, $\theta_1 = 4^\circ$ (radiation angle corresponding to the frequency $f_1$), $\alpha_0 = 1.2$ Np/m, $\alpha_1 = 3.4$ Np/m, $L = 8$ in and $W = 1.8$ in, RT5880 substrate with permittivity $\varepsilon_r = 2.2$, thickness $h = 125$ mil and $\tan \delta = 0.0009$.

The leakage factors, $\alpha_0$ and $\alpha_1$, are experimentally obtained from the scattering parameter $S_{21}$ as $\alpha_m \approx -\ln|S_{21}(\omega_m)|/L$, $k = 0, 1$, since most of the attenuation is due to leakage.

The ratio between the frequency pair $(f_1, f_0)$ is practically limited in terms the maximal acceptable size of the antenna. Indeed, as seen in Fig. 7, the antenna must have a length that is at least a couple of wavelengths of the lowest frequency. This means that, if $f_1/f_0 = \kappa$, then the antenna must be $\kappa$ times longer than an antenna that would be conventionally operated at $f_1$. 

Fig. 5. Dispersion diagram for the prototype depicted in Fig. 4 computed using (A-21) and (5).

Fig. 4. Realization of the space-time modulated mixer-duplexer-antenna system in Fig. 3(a) Structure, based on the half-wavelength microstrip leaky-wave antenna [38]. (b) Leaky-mode ($EH_1$) odd electric field distribution of along the structure, unaffected by the vias given their position in the nodal plane of the mode ($xz$ plane, middle of the strip). (c) Dominant guided-mode (quasi-TEM) even electric field distribution with antinode in the plane mentioned in (b) and hence shorting (suppression) of this mode in the presence of the vias.
exponentially decreases due to radiation. Similarly, Fig. 7(b) shows the squared real part of the field propagating along the structure for the downlink, computed using (7). Here, the power of the incoming wave \( \mathbf{E}_m^0 \) progressively transfers, still along the \(+z\) direction, to the output wave \( \mathbf{E}_m^1 \). We see in Figs. 7(a) and 7(b) that the power level and, more importantly, the power decay, which corresponds to leaky-wave radiation, is much less for higher order space-time harmonics, i.e. \( \mathbf{E}_m^{−1} \) and \( \mathbf{E}_m^2 \), than it is for the input and radiating harmonics, \( \mathbf{E}_m^0 \) and \( \mathbf{E}_m^1 \).

Figure 8 shows a photograph of the realized prototype. Band-stop filters centered at \( f_0 \) are used at the transmit and receive ports to ensure the suppression of unwanted harmonics, such as for instance \( f_m \) and \( f_{−1} \).

V. FULL-WAVE AND EXPERIMENTAL RESULTS

A. Matching and Measurement Setup

Figure 9 shows the full-wave and experimental matching of the transmit and receive ports of the antenna system in Fig 8 for an optimal varactor DC bias of 12 \( \sqrt{4} \) and the band-stop filters at both ports tuned at \( f_0 = 1.7 \) GHz.

Figure 10 shows the experimental setup, which uses a rotating reference antenna as a third port to model far-field radiation in both the transmit and receive regimes. Figure 11(a) and (b) show the photograph and schematic of the complete measurement setup, respectively. An Agilent E8267D signal generator, set at frequency \( f_m = 0.18 \) GHz and amplitude \( P_m = 15 \) dBm, provides the modulation signal for the varactors. The distance between the reference and test antennas is about 1 m (6.3\( \lambda_0 \)) at the radiation frequency \( f_1 = 1.88 \) GHz), which is beyond the far-field distance, \( r_{\text{far-field}} \approx 0.5 \) m. For the uplink, an Agilent E825D signal generator provides the input signal at the transmit port, with frequency \( f_0 = 1.7 \) GHz and amplitude \( P_0 = 0 \) dBm, while two spectrum analyzers (R&S FSIQ-40 and Agilent E4440A) measure the received power at the receive port and at the port of the rotating reference antenna. In the downlink, the Agilent E825D signal generator provides an input signal at the rotating reference antenna port, with frequency \( f_1 = 1.88 \) GHz and amplitude \( P_0 = 0 \) dBm, while the two spectrum analyzers measure the received power at the receive and transmit ports.

B. Fixed Radiation Beam

Figure 12 shows the full-wave and experimental normalized radiated powers at \( f_1 = 1.88 \) GHz for the uplink, when the transmit port is excited at \( f_0 = 1.7 \) GHz. The maximum of the radiated power is at \( θ_1 = 4^\circ \). Figure 13(a) shows the

---

\( \delta_m = 0.15 \)

\( \delta_m = 0.05 \)

---

At this voltage level, the component safely operates in the linear reverse-biased regime, so that related nonlinear effects are negligible.
C. Frequency Beam Scanning

Frequency beam scanning is one of the interesting properties of leaky-wave antennas, where the radiation beam angle can be controlled by the operation frequency of the antenna [37]. However, it is more practical to control the radiation beam angle at fixed input frequency. For this reason, we perform here frequency beam scanning at fixed input frequency \( f_0 \) by varying the modulation frequency \( f_m \) since this also results in varying the radiation frequency \( f_1 = f_0 + f_m \).

Figures 15(a) and 15(b) show the full-wave and experimental normalized radiated powers for uplink frequency beam scanning. The input frequency is \( f_0 = 1.7 \) GHz, and varying the modulation frequency as \( f_m = \{0.18, 0.22, 0.27, 0.3\} \) GHz yields the radiation frequencies \( f_1 = \{1.88, 1.92, 1.97, 2\} \) GHz, corresponding to the radiation beam angles of \( \theta_1 = \{4, 11.5, 18, 24.5\}^\circ \).

Figures 15(a) and 15(b) show the experimental normalized received power at the receive and transmit ports for downlink frequency beam scanning. The input frequency at the reference antenna port varies as \( f_1 = \{1.88, 1.92, 1.97, 2\} \) GHz, corresponding to \( f_m = \{0.18, 0.22, 0.27, 0.3\} \) GHz, for a fixed received signal \( f_0 = f_1 - f_m = 1.7 \) GHz. Finally, Fig. 15(c) plots the isolation between received powers at the receive and transmit ports.
VI. CONCLUSION

We have presented a mixer-duplexer-antenna leaky-wave nonreciprocal system based on periodic space-time modulation using an array of sub-wavelengthly spaced varactors excited by a harmonic wave. The uplink and downlink conversions and duplexing are based on oblique directional space-time transitions from a microstrip leaky mode to itself. One of the interesting features of the system is its capability to perform beam scanning at a fixed signal frequency by varying modulation parameters, in particular the modulation frequency. The theoretical predictions have been verified by experimental demonstration. The proposed system may find applications in various communication, radar and instrument applications.

APPENDIX A

FIELD AND DISPERSION RELATION DERIVATION

This section derives the electromagnetic field and dispersion relation following a procedure similar to that used (but not detailed) in [4].

Due to space-time periodicity, the permittivity can be expanded in the space-time Fourier series,

$$\epsilon(z, t) = \sum_{p=-\infty}^{+\infty} \epsilon_p e^{j\omega_p t - \beta_m z}, \quad (A-1)$$

while the electric field can be expanded in the space-time Floquet series

$$E(z, t) = \sum_{n=-\infty}^{+\infty} E_n e^{j\omega_n t} e^{-(\alpha_n + j\beta_n)z}, \quad (A-2)$$

where $\omega_n = \omega_0 + n\omega_m$ and $\beta_n(\omega) = \beta_0(\omega) + n\beta_m$, with $\beta_0(\omega)$ and the $E_n$’s being the unknowns to be found. We will first find the coefficients $E_n$, to determine the field in (A-2), and then, based on this result, determine $\beta_0(\omega)$, which provides the dispersion relation.

We start with the wave equation,

$$\frac{\partial^2 E(z, t)}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 (\epsilon(z, t) E(z, t))}{\partial t^2} = 0, \quad (A-3)$$

where, using (A-1) and (A-2), the product under the double
time derivative operator reads
\[
\epsilon(z, t)E(z, t)
= \sum_{n,p=-\infty}^{+\infty} \epsilon_p E_n e^{j\omega_p t} e^{-(\alpha_n+j\beta_0+(n+p)\beta_n)z}.
\] (A-4)

For a sinusoidally space-time modulated permittivity, \(\epsilon(z, t) = \epsilon_e(1+\delta_m \cos(\omega_m t - \beta_m z))\) [Eq. (1)] Eq. (A-1) reduces to
\[
\epsilon(z, t) = \epsilon_e \left( \frac{\delta_m}{2} e^{-j(\omega_m t - \beta_m z)} + 1 + \frac{\delta_m}{2} e^{j(\omega_m t - \beta_m z)} \right).
\] (A-5)

Inserting (A-5) into (A-4), and substituting the result and (A-2) into (A-3) yields
\[
\sum_{n=-\infty}^{+\infty} \left( E_n e^{j\omega_n t} e^{-(\alpha_n+j\beta_n)z} ((\alpha_n + j\beta_n)^2 c^2 + \epsilon_e \omega_n^2) 
+ \frac{\delta_m}{2} \omega_n^2 E_n e^{j\omega_n t - \beta_n z} e^{-(\alpha_n+j\beta_n)z} 
+ \frac{\delta_m}{2} \omega_{n+1}^2 E_n e^{j\omega_n t + \beta_n z} e^{-(\alpha_n+j\beta_{n+1})z} \right) = 0.
\] (A-6)

Considering that the summation runs from \(-\infty\) to \(+\infty\), this expression may be simplified to
\[
\sum_{n=-\infty}^{+\infty} e^{j(\omega_n t - j\alpha_n z)} \left( ((\alpha_n + j\beta_n)^2 c^2 + \epsilon_e \omega_n^2)E_n 
+ \frac{\delta_m}{2} \omega_n^2 (E_{n+1} + E_{n-1}) \right) = 0.
\] (A-7)

Since this relation must hold for all the values of \(z\) and \(t\), it may finally be expressed as
\[
E_{n-1} + b_n E_n + E_{n+1} = 0, \quad -\infty < n < \infty,
\] (A-8)

where
\[
b_n = \frac{2}{\delta_m} \left( 1 - \frac{(\beta_n - j\alpha_n)^2}{k_{en}^2} \right).
\] (A-9)

where \(k_{en} = \omega_n \sqrt{\epsilon_e/c}\). To find the \(E_n\)’s for \(n < 0\), we employ the following set of recursive equations from (A-8):
\[
E_{n-1} + b_n E_n + E_{n+1} = 0, \quad (A-10a)
\]
\[
E_{n-2} + b_{n-1} E_{n-1} + E_n = 0. \quad (A-10b)
\]

Inserting (A-10b) into (A-10a) gives
\[
E_{n-1} + b_n (-E_{n-2} - b_{n-1} E_{n-1}) = -E_{n+1},
\] (A-11)

and multiplying both sides by \(E_n\) yields
\[
E_n (E_{n-1} + b_n (-E_{n-2} - b_{n-1} E_{n-1}))
= -E_{n+1} (-E_{n-2} - b_{n-1} E_{n-1}),
\] (A-12)

which can be solved for \(E_n\) as
\[
E_n = E_{n+1} \frac{E_{n-2} + b_{n-1} E_{n-1}}{-b_n (E_{n-2} + b_{n-1} E_{n-1}) + E_{n-1}},
\] (A-13)

and may be rewritten as
\[
E_n = E_{n+1} \frac{1}{-b_n + \frac{1}{\frac{E_{n-2} + b_{n-1} E_{n-1}}{E_{n-1}}}}.
\] (A-14)
This relation recursively generalizes to the infinite long division expression

\[ E_n = E_{n+1} - b_n + \frac{1}{b_{n-1} + b_{n+1} + \frac{1}{\omega - \omega_n + \omega_m}}. \]  

(A-15)

Similarly, to find \( E_n \) for \( n > 0 \), we form from (A-8) the following set of recursive equations:

\[ E_{n-1} + b_n E_n + E_{n+1} = 0, \]  

(A-16a)

\[ E_n + b_{n+1} E_{n+1} + E_{n+2} = 0. \]  

(A-16b)

Following the same procedure as from (A-10) to (A-14) for \( n < 0 \), yields

\[ E_n = E_{n-1} - b_n + \frac{1}{b_{n+1} + b_{n-1} + \frac{1}{\omega - \omega_n + \omega_m}}. \]  

(A-17)

which generalizes to

\[ E_n = E_{n-1} - b_n + \frac{1}{b_{n+1} + b_{n-1} + \frac{1}{\omega - \omega_n + \omega_m}}. \]  

(A-18)

Equations (A-15) and (A-18) recursively provide the amplitude coefficients of the space-time harmonics of the electric field in terms of the excitation electric field \( E_0 \) and in terms of the \( b_n \) coefficients, which themselves depend on \( \delta_m \), \( \omega_m \) and \( \omega_0 \).

Let us now derive the dispersion relation, which essentially corresponds to the unknown parameter \( \beta_0 \) depending on \( \omega \) in (A-2). First, we write (A-8) for \( n = 0 \), i.e.

\[ E_{-1} + b_0 E_0 + E_{+1} = 0. \]  

(A-19)

where \( E_{-1} \) and \( E_{+1} \) can also be expressed in terms of \( E_0 \) using (A-15) for \( n = -1 \) and (A-18) for \( n = +1 \), respectively, transforming (A-19) into

\[ \frac{E_0}{b_{-1} + b_{-2} + \frac{1}{\omega - \omega_n + \omega_m}} + b_0 E_0 + \frac{E_0}{b_{+1} + b_{+2} + \frac{1}{\omega - \omega_n + \omega_m}} = 0. \]  

(A-20)

Dividing this relation by \( E_0 \) finally yields

\[ \frac{1}{b_{-1} + b_{-2} + \frac{1}{\omega - \omega_n + \omega_m}} + b_0 + \frac{1}{b_{+1} + b_{+2} + \frac{1}{\omega - \omega_n + \omega_m}} = 0, \]  

(A-21)

which is a relation based on the \( b_n \)'s in (A-9). For a given set of modulation parameters \( (\delta_m, \epsilon, \omega_m, \beta_m, \alpha_n) \) and variables \( \omega_n \) and \( \beta_0 \), Eq. (A-21) provides the dispersion diagram of the system, \( \beta(\omega) = \beta_0(\omega) + n \beta_m \). The resolution is performed numerically, setting \( \omega_n \) and finding the corresponding \( \beta_0 \) (or vice-versa), and repeating the operation across the frequency range of interest.

### APPENDIX B

**UPLINK AND DOWNLINK CONVERSIONS**

For weak modulation, \( \delta_m \ll 1 \), the wave amplitudes \( E_n \) in (A-15) and (A-18) for \( |n| > 1 \) are negligible. Moreover, since the leaky-wave antenna is designed to support radiation mostly at \( \omega_n = \omega_m + \omega_m \), corresponding to the higher harmonic \( E_{+1} \), the amplitude of the lower harmonic \( E_{-1} \), corresponding to \( \omega_m - \omega_n \), can be neglected. Then, the system of equations (A-8) reduces to

\[ b_0 E_0 + E_{+1} = 0, \]  

(A-22a)

\[ E_0 + b_1 E_{+1} = 0, \]  

(A-22b)

which has non-trivial solution only if

\[ b_0 b_1 = 1. \]  

(A-23)

Solving (A-23) with (A-9) for \( \alpha_n \ll \beta_n \) and \( \delta_m^2 \to 0 \) (weak modulation) yields

\[ \beta_0 = \pm \beta_{um} \pm \frac{\delta_m}{\sqrt{2} \beta_{um}^2} \]  

(A-24)

where the upper (positive) signs are for forward (+z) propagation and the lower (negative) signs are for backward (-z) propagation, \( \beta _{um} ' = \beta _{am} + \beta _{m} \), and \( \beta _{um} \) is given by (5). Then, using (A-22b),

\[ E_1 = \frac{\delta_m E_0 \beta_{um} '}{\delta_m \sqrt{\beta_{um} \beta_{um} ' - 2 \alpha_n^2 / \beta_{um} ' + j \alpha_0 \left( \delta_m \sqrt{\beta_{um} / \beta_{um} ' + 4} \right)}}. \]  

(A-25)

and the uplink power conversion gain reads then

\[ \frac{P_{+1}}{P_0} = \left| \frac{E_{+1}}{E_0} \right|^2 = \left| \frac{\delta_m \beta_{um} '}{(\delta_m \sqrt{\beta_{um} \beta_{um} ' - 2 \alpha_n^2 / \beta_{um} ' + j \alpha_0 \left( \delta_m \sqrt{\beta_{um} / \beta_{um} ' + 4} \right)})} \right|^2. \]  

(A-26)

Note that in the absence of radiation (\( \alpha_1 = 0 \)), this expression would reduce to

\[ \frac{P_{+1}}{P_0} = \left| \frac{\beta_{um} + \beta_m}{\beta_{um}} \right|^2, \]  

(A-27)

which is the Manley-Rowe relation [40, 41], verifying the conservation of energy in the space-time modulated system, and indicating power gain since \( \beta_m > 0 \).

A similar procedure provides the corresponding results for the downlink using (A-22a). The results are

\[ E_0 = \frac{\delta_m E_1 \beta_{um} '}{\delta_m \sqrt{\beta_{um} \beta_{um} ' - 2 \alpha_n^2 / \beta_{um} ' + j \alpha_0 \left( \delta_m \sqrt{\beta_{um} / \beta_{um} ' + 4} \right)}}. \]  

(A-28)

and

\[ \frac{P_0}{P_{+1}} = \left| \frac{E_0}{E_{+1}} \right|^2 = \left| \frac{\delta_m \beta_{um} '}{(\delta_m \sqrt{\beta_{um} \beta_{um} ' - 2 \alpha_n^2 / \beta_{um} ' + j \alpha_0 \left( \delta_m \sqrt{\beta_{um} / \beta_{um} ' + 4} \right)})} \right|^2. \]  

(A-29)
reducing to the Manley-Rowe relation
\[
P_{0}/P_{t+1} = |\beta_{nm}/(\beta_{nm} + \beta_{m}|)
\]
(A-30)
since \(\omega_0 = 0\), indicating power loss \(\beta_m > 0\).
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