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Abstract. In this paper we discuss some aspects of sparse reconstruction techniques for inverse problems, which recently became popular due to several superior properties compared to linear reconstructions. We briefly review the standard sparse reconstructions based on $\ell^1$-minimization of coefficients with respect to an orthonormal basis, and also some recently proposed improvements based on Bregman iterations and inverse scale space techniques. For the latter we provide uniqueness results not available before for inverse problems with sparsity constraints.

In order to gain further understanding of sparse reconstruction techniques we provide a detailed analysis in the singular basis for the operator describing the inverse problem. This allows to compute analytic expressions for the reconstructions and highlight certain features. We also show that a very classical linear reconstruction technique, the truncated singular value decomposition is indeed equivalent to a sparse reconstruction technique with data-dependent weights.

Finally we touch the question whether it pays off to use sparse reconstruction schemes directly for the full inverse problem or if simple two-step schemes, consisting of a linear inversion and subsequent shrinkage, can potentially yield results of similar quality.

1. Introduction

Sparse reconstruction schemes, in particular regularization based on singular energies, have become very popular for the solution of linear and nonlinear inverse problems over the last years. The word sparsity usually refers to a low number of nonzero coefficients of the reconstructions in a certain basis, but is also used (with similar methods) with respect to other structures, e.g. sparse gradients in total variation methods. We refer to [23, 12, 8, 6, 10, 11] for classical results and recent developments.

In this paper we highlight some aspects of sparse reconstruction methods for linear inverse problems, described by an operator $A : X \to Y$ between Hilbert spaces $X$ and $Y$. We seek sparse solutions in an orthonormal basis $\{\phi_j\}_{j \in \mathbb{N}}$. The standard approach is the weighted $\ell^1$-minimization

$$\frac{1}{2} \| \sum_j c_j A \phi_j - y \|^2 + \alpha \sum_j w_j |c_j| \to \min_{(c_j) \in \ell^1_w(\mathbb{N}) \cap \ell^2(\mathbb{N})} ,$$

with positive weights $w = (w_i)$. Here $\ell^1_w(\mathbb{N})$ denotes the space of coefficients $c_j$ such that

$$\sum_j w_j |c_j| < \infty.$$
Under appropriate conditions on the weights (in particular if they are bounded away from zero), the existence of a solution can be guaranteed, and uniqueness holds at least if $A$ has trivial nullspace. The optimality condition for this convex optimization problem takes the form

$$\langle A\phi_i, \sum_j c_j A\phi_j - y \rangle + \alpha w_i s_i = 0, \quad s_i \in \text{sign}(c_i), \quad i \in \mathbb{N},$$

(1.2)

where we define the multi-valued sign as

$$\text{sign}(c) = \begin{cases} 1 & \text{if } c > 0 \\ [-1, 1] & \text{if } c = 0 \\ -1 & \text{if } c < 0. \end{cases}$$

(1.3)

The basic assumptions we use in this paper is that $A$ is a compact operator acting from a separable Hilbert space $X$ (with orthonormal basis $\{\phi_j\}$) to a Hilbert space $Y$. We assume for simplicity in the remainder of the paper also that $A$ has trivial nullspace, including a nullspace of the operator can be performed in a straight-forward way for most results with only additional technical effort. Under these conditions it is easy to prove that (1.1) has a unique minimizer, noticing that the first term is strictly convex and weakly continuous on $\ell^2(\mathbb{N})$ (due to the compactness of $A$) and the second term is convex and weakly lower semicontinuous. In order to simplify the analysis we also introduce the operator $B : \ell^2(\mathbb{N}) \rightarrow Y$,

$$(c_j) \mapsto \sum_j c_j A\phi_j.$$  

The $\ell^1$-minimization can then be rewritten as

$$\frac{1}{2} \| B(c_j) - y \|^2 + \alpha \sum_j w_j |c_j| \rightarrow \min_{(c_j) \in \ell^1(\mathbb{N}) \cap \ell^2(\mathbb{N})} \left( \sum_j w_j |c_j| \right),$$

(1.4)

with the optimality condition $B^* B(c_j) + \alpha (w_j s_j) = 0$, $B^* : Y \rightarrow \ell^2(\mathbb{N})$ denoting the adjoint operator of $B$. Moreover we will assume that $w_j$ are positive weights and that there exists a constant $w > 0$ such that $w_j \geq w$ for all $j \in \mathbb{N}$. Hence $\sum w_j |c_j|$ is really a norm on $\ell^1(\mathbb{N})$.

Recently novel multiscale reconstruction schemes based on Bregman iterations and inverse scale space methods have been introduced, which can improve some shortcomings of the variational schemes. We shall in particular focus on the inverse scale space method, which reads

$$w_i \frac{ds_i}{dt}(t) = -\langle A\phi_i, \sum_j c_j A\phi_j - y \rangle, \quad s_i(t) \in \text{sign}(c_i(t))$$

(1.5)

in the above setup. We will discuss its derivation and basic properties in Section 2.

In this paper we try to contribute to the understanding of the sparse reconstruction schemes (1.1) and (1.5). After preliminary properties being reviewed in Section 2, we detail the error estimation in Bregman distance for the sparse reconstructions, which are obtained by specializing and interpreting general results obtained previously (cf. [4, 5]). In Section 4 we further investigate the special case of sparse reconstructions in the singular basis for the operator $A$, which allows to obtain explicit formulas and further insight. Moreover, we show that for some particular data-dependent weights in the $\ell^1$-regularization the classical truncated singular value decomposition is obtained as a special case. In Section 5 we shall use the results for the singular value case to compare direct sparse reconstructions with a two-step procedure, where first a linear reconstruction is computed and subsequent shrinkage is performed.
2. Bregman Iterations and Inverse Scale Space Methods

In the following we provide further details on the construction of sparse Bregman iterations and sparse inverse scale space methods. A major ingredient for the approach is the iterative approach is the Bregman distance, defined by

\[ D^p_j(v, u) = J(v) - J(u) - \langle p, v - u \rangle, \]

for a convex functional \( J : X \to \mathbb{R} \cup \{+\infty\} \) and a subgradient

\[ p \in \partial J(u) = \{ q \in X^* \mid \langle q, v - u \rangle \leq J(v) - J(u) \}. \]

In the case of \( J \) being the norm in \( \ell^1_w(\mathbb{N}) \)-penalization, subgradients are of the form \( p = (w_j s_j)_{j \in \mathbb{N}} \) with \( s_j \in \text{sign}(c_j) \). Hence, the Bregman distance for the coefficients \( c_j \) related to sparsity constraints (which we denote by \( D^p_j \) in the following) becomes

\[ D^p_j((\gamma_j), (c_j)) = \sum_{j=1}^{\infty} w_j |\gamma_j| - s_j \gamma_j), \quad s_j \in \text{sign} \ (c_j). \quad (2.1) \]

The sparsity of the reconstruction can be seen from the optimality condition (1.2), respectively its equivalent statement in terms of the operator \( B \), given by

\[ B^*(B(c_j) - y) + \alpha(w_j s_j) = 0. \quad (2.2) \]

We have \((w_j s_j)\) in the range of \( B^* \subset \ell^2(\mathbb{N}) \), thus

\[ w \sum_j s_j^2 \leq \sum_j w_j s_j^2 < \infty. \]

This is only possible if \( s_j^2 < 1 \) except for a final number of \( j \). Hence, only a final number of \( c_j \) are nonzero.

We can now generalize the variational approach (1.1) to iterated regularization approaches, generating a sequence \((c_j^k)\), with appropriate choice of the iteration number \( k \) in order to achieve a regularizing effect. In the Bregman iteration, the regularization term (the convex functional \( J \)) is replaced by the Bregman distance to the last iterate. In the case of sparsity constraints this means that the coefficients \((c_j^{k+1})\) are obtained via minimizing the convex functional

\[ \frac{1}{2} \sum_j c_j A\phi_j - y \| + \alpha \sum_j w_j (|c_j| - c_j s_j^k) \to \min_{c_j \in \ell^1_w(\mathbb{N}) \cap \ell^2(\mathbb{N})}, \quad (2.3) \]

for \( s_j^k \in \text{sign}(c_j^k) \). The optimality condition for the Bregman iteration can be interpreted as an iteration formula for the subgradients, one observes

\[ \langle A\phi_i, \sum_j c_j^{k+1} A\phi_j - y \rangle + \alpha w_i (s_i^{k+1} - s_i^k) = 0, \quad s_{i}^{k/k+1} \in \text{sign}(c_i^{k/k+1}), \quad i \in \mathbb{N}. \quad (2.4) \]

The standard starting value for the Bregman iteration is identical zero for the coefficients as well as for the \( s_i \), which clearly guarantees to start with a subgradient.

It is particularly interesting to consider the overdamped case \( \alpha \to \infty \) with the interpretation \( s_i^k = s_i(\frac{k}{\alpha}) \), which leads a flow in pseudo time \( t \sim \frac{k}{\alpha} \), the so-called inverse scale space method (cf. [24, 3]). One identifies the formal limit as (1.5), since

\[ \alpha(s_i^{k+1} - s_i^k) \to \frac{ds_i}{dt}. \]
A detailed analysis of this limit and the existence and uniqueness of the flow is indeed a challenging problem, which has not yet been carried out in full generality (see the analysis in [3] and in [2] for the total variation case). The existence can be obtained by standard a-priori estimates and weak convergence techniques, whereas uniqueness is a non-trivial problem - in particular since the regularization term is not strictly convex. We therefore give a detailed uniqueness proof in the following:

**Theorem 2.1.** Let $A$ have trivial nullspace and $w_i > 0$ for all $i$. Then there exists a unique solution $(c_j(t))_{j\in\mathbb{N}} \in \ell^1_w(\mathbb{N})$ for the sparse inverse scale space method (1.5) one solution.

**Proof.** Let $(c_i, s_i)_{i\in\mathbb{N}}$ and $(\tilde{c}_i, \tilde{s}_i)_{i\in\mathbb{N}}$ be two solutions of (1.5), then their difference $(\gamma_i, \sigma_i) = (c_i - \tilde{c}_i, s_i - \tilde{s}_i)$ satisfies

$$w_i \frac{d\sigma_i}{dt} = -\sum_j \gamma_j \langle A\phi_i, A\phi_j \rangle$$

with zero initial values of $\sigma_i$ and $c_i$. Due to the trivial nullspace of $A$ it is easy to see that the operator $B$ as defined above has trivial nullspace and hence, $B^*B$ is symmetric positive definite ($\langle B^*Bu, u \rangle > 0$ for all $u \in \ell^2(\mathbb{N}) \setminus \{0\}$). The above relation for differences shows that $(w_i \frac{d\sigma_i}{dt})$ lies in the range of $B^*B$. Hence we can use the right-inverse of $B$ (well-defined on its range) and see that

$$(B^*B)^{-1}(w_i \frac{d\sigma_i}{dt}) = -\gamma_i,$$

and hence

$$\frac{d}{dt} 2 \| (B^*)^{-1}(w_i\sigma_i) \|_2^2 = \langle (w_i\sigma_i), B^{-1}(B^*)^{-1}(w_i \frac{d\sigma_i}{dt}) \rangle = -\langle w_i\sigma_i, \gamma_i \rangle = -\sum_i w_i (s_i - \tilde{s}_i) (c_i - \tilde{c}_i) \leq 0.$$

Hence $(B^*)^{-1}(w_i\sigma_i) = 0$ and due to the properties of $B$ and the positivity of the weights we conclude $\sigma_i \equiv 0$. Inserting $\frac{d\sigma_i}{dt} = 0$ in the flow equation implies

$$\sum_j \gamma_j \langle A\phi_i, A\phi_j \rangle = 0$$

and consequently

$$\| \sum_j \gamma_j A\phi_j \|_Y^2 = \langle \sum_i \gamma_i A\phi_i, \sum_j \gamma_j A\phi_j \rangle = 0$$

for all $t$. Due to the trivial nullspace of $A$ and the fact that $(\phi_j)$ is a basis of $X$ we conclude $\gamma_i(t) = 0$ for all $i \in \mathbb{N}$ and all $t \geq 0$. Hence, the solution is unique.

**3. Error Estimation for Sparse Reconstructions**

In this section we rephrase some previously obtained general results for error estimation of regularization methods with general convex regularization functionals (cf. [4, 5, 21]) in the case of sparsity constraints and we interpret the used error measures and conditions in this case.

The fundamental condition used for error estimation is the so-called source condition, which assumes that there exists a solution $u$ for exact data such that there is a subgradient $p \in \partial J(u)$, which also lies in the range of the adjoint operator (of the one describing the inverse problem). In the context considered here, the source condition means

$$\exists z \in Y : (w_j \hat{s}_j) = B^*z, \quad \hat{s}_j \in \text{sign}(\hat{c}_j).$$

Note that by the same reasoning as for the optimality condition for $\ell^1$-minimization, the source condition implies that $\hat{c}_j$ is sparse. We shall refer to $\hat{y} = B(\hat{c}_j)$ as exact data.
The error estimation is carried out in the Bregman distance as defined above, so the results will mainly characterize the quality in the number of components and their sign. However, a recent result by Lorenz [18] shows that under reasonable condition on the operator \( A \) respectively \( B \), estimates in the \( \ell^2 \)-norm can be deduced in automatic way from the Bregman distance estimates. Error estimates for the \( \ell^1 \)-minimization (1.1) (cf. [4]) for general results on variational methods) can be obtained very easily by subtracting \((w_j \hat{s}_j)\) in the optimality condition. Taking the inner product with \((c_j - \hat{c}_j)\) this implies together with the source condition

\[
\langle B(c_j - \hat{c}_j), B(c_j) - \hat{y} \rangle + \alpha \sum_j w_j(s_j - \hat{s}_j)(c_j - \hat{c}_j) = -\alpha \sum_j w_j \hat{s}_j(c_j - \hat{c}_j) = -\alpha \langle z, B(c_j - \hat{c}_j) \rangle.
\]

In the case of exact data \((y = \hat{y} = B(\hat{c}_j))\) an error estimate can now be concluded applying Young’s inequality on the right-hand side, which implies

\[
\frac{1}{2\alpha} \|B(c - \hat{c}_j)\|_Y^2 + \sum_j w_j(s_j - \hat{s}_j)(c_j - \hat{c}_j) \leq \frac{\alpha}{2} \|z\|_Y^2 \tag{3.2}
\]

A straight-forward calculation shows that

\[
\sum_j w_j(s_j - \hat{s}_j)(c_j - \hat{c}_j) = D^p_S((\hat{s}_j), (s_j)) + D^p_S((s_j), (\hat{s}_j)), \tag{3.3}
\]

i.e. (3.2) implies an estimate for both possible Bregman distances, being of order \( \alpha \). Moreover, the difference in the weaker norm of the output space \( Y \), \( \|B(c - \hat{c}_j)\|_Y \), is of order \( \alpha \). Note that the above estimate holds for any subgradient \((\hat{s}_j)\) satisfying the source condition, so that more specific results can be obtained by choosing appropriate subgradients. In particular it is often possible to choose \( \hat{s}_j = 0 \) if \( \hat{c}_j = 0 \) so that the Bregman distance will majorize the weighted \( \ell^1 \)-norm of \((c_j)\) on the zero components of \( \hat{c}_j \). This means that smallness of the Bregman distance from the above estimate implies that the reconstructed coefficients \( c_j \) are small in absolute value if \( \hat{c}_j = 0 \).

In the case of noisy data, i.e. if \( y \) is a perturbation of exact data \( \hat{y} = B(\hat{c}_j) \), bounded in the norm by some noise level \( \delta \), i.e.

\[\|y - \hat{y}\| \leq \delta.\]

The estimate can then easily be modified to (cf. [5])

\[
\frac{1}{2\alpha} \|B(c_j) - \hat{y}\|_Y^2 + \sum_j w_j(s_j - \hat{s}_j)(c_j - \hat{c}_j) \leq \frac{\alpha}{2} \|z\|_Y^2 + \frac{\delta^2}{\alpha}. \tag{3.4}
\]

An analogous estimate can be made for inverse scale space methods. The major difference is that a one-sided Bregman distance has to be used, with the special subgradient \( s_j \in \text{sign}(c_j) \) constructed from the inverse scale space method, and in particular the estimate is not multivalued. The Bregman distance estimate for exact data (cf. [5]) then becomes

\[
\sum_j w_j \hat{c}_j(\hat{s}_j - s_j) \leq \frac{\|z\|_Y^2}{t}, \tag{3.5}
\]

and the noisy case can be handled in a similar way with an additional term depending on \( t\delta^2 \) on the right-hand side. The interpretation of the estimate for the inverse scale space is more difficult than for the variational method, in particular it does not provide information on the behaviour for \( \hat{c}_j = 0 \). However, one expects an analogous behaviour of the inverse scale space method and the variational method in particular for those components, which will become more clear in the next section when sparse reconstructions in the orthogonal basis are discussed.
4. Sparsity in the Singular Basis

In the following we consider the simplifying case of choosing the singular vectors of the linear operator $A$ as a basis for sparse reconstruction. More precisely, let $(\phi_k)_{k \in \mathbb{N}}$ and $(\psi_k)_{k \in \mathbb{N}}$ be orthonormal bases of $X$ and $Y$, respectively, such that

$$A\phi_k = \sigma_k \psi_k, \quad A\psi_k = \sigma_k \phi_k$$  \hspace{1cm} (4.1)

for the sequence $(\sigma_k)_{k \in \mathbb{N}} \subset \mathbb{R}^+$ of singular values (cf. [] for the well-definedness of this singular decomposition for compact operators).

The sparse reconstruction considerably simplifies in the singular basis, due to the separability of the functionals involved in (1.1). Due to the pairwise orthogonality of the $\ell_k$-orthonormal bases of $X$ and $Y$, the minimizer can be computed by minimizing the functional

$$E_j : \mathbb{R} \to \mathbb{R}^+$$

with $y_j := \langle y, \psi_j \rangle$. Hence, the minimizer can be computed by minimizing the functional

$$E_j(c) = \frac{1}{2}(\sigma_j c - y_j)^2 + \alpha w_j |c|$$  \hspace{1cm} (4.2)

and a final check that $(c_j) \in \ell^1(\mathbb{N}) \cap \ell^2(\mathbb{N})$ holds, which becomes a standard shrinkage problem (see below for details).

With analogous computation, the inverse scale space method becomes

$$w_i \partial_t s_i(t) = -\sigma_i (\sigma_i c_i - y_i), \quad s_i(t) \in \text{sign}(c_i(t)), \quad c_i(0) = s_i(0) = 0.$$  \hspace{1cm} (4.4)

One immediately observes that the evolution equations for $c_i$ and $s_i$ decouple with respect to the index $i$, so again one only needs to solve scalar problems for each component, which will lead to a different shrinkage procedure as we shall show below.

**Proposition 4.1.** The unique minimizer of (4.2) is given by

$$c_j^\alpha = \begin{cases} \text{sign}(y_j) \frac{\sigma_j |f_j|}{\sigma_j^2} - \frac{\alpha w_j}{\sigma_j} & \text{if } \sigma_j |y_j| \geq \alpha w_j \\ 0 & \text{else} \end{cases}$$  \hspace{1cm} (4.5)

The unique solution of (4.4) is given by

$$c_j(t) = \begin{cases} \frac{y_j}{\sigma_j} & \text{if } \sigma_j |y_j| \geq \frac{w_j}{T} \\ 0 & \text{else} \end{cases}, \quad s_j(t) = \begin{cases} \frac{\sigma_j y_j}{w_j} & \text{if } \sigma_j |y_j| < \frac{w_j}{T} \\ \text{sign}(y_j) & \text{else} \end{cases}$$  \hspace{1cm} (4.6)

**Proof.** As noticed above, the minimizers $c_j^\alpha$ of (4.2) can be computed by minimizing the one-dimensional functionals $E_j$, with the optimality condition

$$-\frac{\sigma_j}{w_j} (\sigma_j c_j^\alpha - y_j) \in \text{sign}(c_j^\alpha).$$

The above formula for the optimal $c_j^\alpha$ can be easily deduced by a case study with respect to the sign of $c_j^\alpha$.

Now consider (4.4) for $t \leq \frac{\sigma_j |y_j|}{w_j}$. Then $s_j(t)$ given by the above formula and $c_j(t)$ satisfy

$$w_j \partial_t c_j(t) = \sigma_j y_j = -\sigma_j^2 c_j(t) + \sigma_j y_j.$$

Moreover, $|s_j(t)| \leq 1$ and hence, $s_j(t) \in \text{sign}(c_j(t)) = \text{sign}(0)$. For $t > \frac{\sigma_j |y_j|}{w_j}$ we see $s_j(t) \in \text{sign}(f_j) = \text{sign}(c_j(t))$ and

$$w_j \partial_t c_j(t) = 0 = -\sigma_j^2 c_j(t) + \sigma_j y_j.$$

Hence, the evolution equation (4.4) is satisfied by $c_j(t), s_j(t)$ in both cases. \hfill $\square$
From Proposition 4.1 we see that the $\ell^1$-penalization can be seen as a version of soft shrinkage, while the inverse scale space method is a version of hard shrinkage for the inverse problem. In the case of $A$ being the identity (all $\sigma_j = 1$), this result is well-known (cf. [8, 26]).

We now examine the formula for $c_j(t)$ solving (4.4) for a special choice of weights, which allows to obtain a well-known linear regularization method, the truncated singular value decomposition, as a special case. If we choose $w_j = |y_j|/\sigma_j^m$, then the truncation condition compares $\sigma_j|y_j|$ and $|y_j|/\sigma_j^m$, hence the solution of the sparse inverse scale space (4.4) becomes

$$c_j(t) = \begin{cases} \frac{y_j}{\sigma_j} & \text{if } \sigma_j^{m+1} \geq \frac{1}{t} \\ 0 & \text{else} \end{cases}$$

which is just truncated singular value decomposition if we take the $(m + 1)$-th root in the truncation condition, i.e.:

**Corollary 4.2.** The sparse inverse scale space method for the singular vectors $\phi_i$ and the data-dependent weights $w_i = |y_i|/\sigma_i^m$ is equivalent to the truncated singular value decomposition with truncation parameter $\alpha = \frac{1}{t^{1/(1+m)}}$.

### 5. Direct Sparse Reconstruction vs. Two-Step Procedures

In the following we try to gain some further understanding of the comparison between direct sparse reconstructions and two-step procedures based on linear reconstruction followed by shrinkage. For this sake we shall use again the singular basis of the operator as in the previous section, which allows to gain insight into the properties of the schemes for different frequencies. We shall compare the direct reconstruction via the inverse scale space method (for simplicity with weights $w_j = 1$)

$$\frac{d s_j}{dt} = -(B^*(B(c_k) - y))_j, \quad s_j \in \text{sign } (c_j),$$

and the two step procedure

$$\frac{d \tilde{s}_j}{dt} = -\tilde{c}_j + d_j, \quad (d_j) = R_\alpha y,$$

where $R_\alpha$ is a linear regularization with parameter $\alpha > 0$ approximating the (generalized) inverse of $B$. A similar analysis with analogous results can be carried out for variational method, they just introduce an additional systematic error.

In the singular basis as above, a linear regularization can be written in the form (cf. [14])

$$(R_\alpha y)_j = r_\alpha(\sigma_j)y_j,$$

with a function $r_\alpha(\sigma)$ converging (pointwise) to $\frac{1}{\sigma}$ as $\sigma \to 0$. Then we can write the two-step approach in the condensed form

$$\frac{d \tilde{s}_j}{dt} = -\tilde{c}_j + r_\alpha(\sigma_j)y_j.$$  

The solution of (5.3) can be computed explicitly as in the previous section

$$\tilde{c}_j(t) = \begin{cases} r_\alpha(\sigma_j)y_j & \text{if } r_\alpha(\sigma_j)|y_j| \geq \frac{1}{t} \\ 0 & \text{else} \end{cases}, \quad \tilde{s}_j(t) = \begin{cases} r_\alpha(\sigma_j)y_j t & \text{if } r_\alpha(\sigma_j)|y_j| < \frac{1}{t} \\ \text{sign}(y_j) & \text{else} \end{cases}$$
In an analogous way, the direct sparse reconstruction can be written as above
\[
\frac{ds_j}{dt} = -\sigma_j^2 c_j + \sigma_j y_j,
\]
with solution given by formula (4.6) for \( u_j = 1 \).

Using these explicit relations we can reasonably compare the behaviour of the two methods in different regimes:

- For \( \sigma_j \) large (compared to the regularization parameter) all standard linear regularization methods behave as \( r(\sigma_j) \approx \sigma_j \). Hence, the two-step scheme provides a reconstruction close to \( \frac{y_j}{\sigma_j} \) if
  \[
  |y_j| \geq \frac{1}{t} r(\sigma_j) \approx \frac{\sigma_j}{t}.
  \]
  On the other hand, the direct sparse reconstruction yields \( \frac{y_j}{\sigma_j} \) if \( |y_j| \geq \frac{1}{\sigma_j} \). Hence, the latter will not introduce a significant error on the large frequencies (\( \frac{1}{\sigma_j} \) will be rather small), while the two-step procedure can easily cut large frequency parts (\( \frac{\sigma_j}{t} \) can be of order one).

- For \( \sigma_j \) small (compared to the regularization parameter) linear regularizations yield a bounded approximation of the inverse, and hence \( r(\sigma_j) \) behaves like \( \frac{1}{\alpha} \) (if the scaling of the regularization parameter is chosen appropriately). Hence, the reconstruction of the two-step scheme is \( \tilde{c}_j \approx \frac{y_j}{\alpha} \) if
  \[
  |y_j| \geq \frac{1}{t} r(\sigma_j) \approx \frac{\sigma_j}{t}.
  \]
  The direct sparse reconstruction yields \( c_j = \frac{y_j}{\sigma_j} \) if \( |y_j| \geq \frac{\sigma_j}{t} << \frac{\alpha}{t} \). Hence, the direct sparse reconstructions potentially reconstructs also smaller components, and in addition the two-step procedure usually introduces a systematic error from the linear reconstruction (division by \( \alpha >> \sigma_j \)). This property again favours the direct sparse reconstruction, in particular for small noise levels.

These arguments indicate that a two-step reconstruction will lead to a higher error even in the case of reconstruction in the singular basis, which should be the most favourable one for two-step methods. The linear reconstruction can always be interpreted as a reconstruction in the singular basis, and hence in the general case the second step will consist of a conversion to a different basis followed by shrinkage, which creates additional information loss.
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