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Abstract—In this paper, we will present a general study on Image and text converter using deep learning and image processing. The main contents will include how the application will work and all the processing, segmentation, feature extraction, recognition and other steps involved. We will also present how this can be used in our daily lives.
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I. INTRODUCTION:

In the field of Image processing data extraction is one of the most complicated. It is a difficult process to determine and perform recognition of text from image. But computer software like OCR can help us in extraction of text from image with the help of complex algorithm. Different types of translators are out there such as voice translator and text based translator but these translator are not easy to use. The main aim of this project is to show how a tight dynamic connection can be made between a text and interactive visualization image. The objective of our software is to identify words from an image with the use of neural networks and translate it to the language we wish to, using a Google translator API. We have to build an appropriate neural network and properly train it. Extraction of words should be done by the program one by one and for training purposes, mapping of the target result. For Training of Classification engine for recognition purpose, automatic processing of the image has to be done. Now a days, everyone has smartphones in this world and they use it all the time so that they can capture an image. The main aim of our system is to extract the words from the input image and convert it into the text. Extraction of text from the documents which are scanned are complex because of different backgrounds and also lot of difference of patterns of words such scale, colour, size of the font, intensity and orientation. Hence, to extract the texture from smartphone captured images, detection of text & extraction is an essential part which computes the regions of the images containing text characters. Once an image is captured from smartphone camera, the image then goes through a lot of processes where detection of text from the image is done and text extraction in done and then translation of the extracted text is done.
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II. BACKGROUND:

OCR’s growth started during the late 19th Century, and it is still uplifting everyday. The following capture a few memories in the life of OCR so far. This report presents as a guide and update for all the avid readers working in the Optical Character Recognition (OCR) department. [1] It gives out a complete Optical Character Recognition (OCR) system for documented text for captured image. First of all, extraction and skewness of text areas are corrected. After this, binarization and segmentation of text regions are done into lines and characters. Texts are then passed on to module for recognition. This narrates the different ways for converting all the text related content from a paper into system readable format. A revolutionizing technique called Optical Character Recognition is used by the computer to recognize the characters in the document [3] The study of changes in the models of Artificial Neural Network and recognition of the characters in a given scanned documents are done. This reveals how different Neural Network Models tend to behave in Optical Character Recognition. Neural network for the most part uses the OCR. [4] OCR provides us the solution to the problem of recognition of handwriting character. For more accuracy and fast implementation, this technique is used. All the Characters are classified into a 26 pattern class constructed on suitable properties. [5] This report gives us insights into an effective algorithm which deals with bleed through effect which exists in the images of documents. Double-sided images scanned simultaneously are used as inputs, and the bleed-through effect is detected then removed after the registration of the side images. [6] This Establishment of recognition and extraction of the text from the images clicked by camera based smartphones and when the text is recognized then the details about the text can be obtained. [7] This report shows the latest way to ease the Handwritten Characters Recognition based on the behavior of schools of fish and flocks of birds. [8] This clearly explains that attributes of the classification methods which have been fortunately applied to OCR and the other problems can be possibly solved by learning methods. [9] This report derives the IRIS plant classification by using the Neural Network. Classification method is a machine learning technique used to predict group membership for data instances. It proposes a well-organized system which includes the feature extraction module and the classifier module which are the most important modules [12] [13]. In the feature extraction module, 7 sets of selective features are drawn out and used in the recognition system.
This helps in explaining the best idea from the word extraction with the help of description of character and stroke configuration, www context search and data mining with the use of semantic web and synaptic web at low entropy [18]. It gives us an algorithm for implementing the Optical Character Recognition (OCR) for translation of images of typed or characters written with hands into electronically editable format by saving the font properties. Optical Character Recognition can precisely do this by applying pattern matching. The text characters which are recognized are kept in editable format [25]. It shows a simple, efficient and minimum cost approach to make an Optical Character Recognition System for scanning any file that has a fixed font size and style or handwriting style. Using this, the machines have the ability to give excellent output. They are mostly used with the existing Optical Character Recognition methods, especially for English text. This shows that the problems the developers face while using the Optical Character Recognition as a technology on a large scale and give the solution to that problem [30]. OCR system provides different features which require no need to type, edit raw data, fast translation, and memory management. The objective of this paper is to make user-friendly machine which will extract texts and words from pdf and convert the extracted text into user friendly language then it will convert it into voice which describes the text more efficiently. It is a

III. ARCHITECTURE OF IMAGE TO TEXT TRANSLATOR:

The Image to text converter and translator is a software that enables you to take an image as an input, identifies the text by performing contour extraction and we are using an inbuilt library called PyTesseract. To classify the text, we have used machine learning to create a model. Wikipedia is used to scrape the words as a key. So if we type a word and the word is present in the Wikipedia so all the words of that page will be extracted from the Wikipedia page and a dictionary will be created. When we visit a different country we face the language barrier A common problem faced by travelers is that of not understanding the local language. Failing to understand unknown languages when travelling can lead to some problems. The system which we proposed consists of two subsystems which perform text extraction and text translation. There are lots of software packages or web services present for the extraction and translation part. The most challenging part is the extraction of the text and converting it to the given language.

How to recognize text from image with Python OpenCv OCR?

Fig 3.1 Test Image used for Contour extraction

Fig 3.2 Contours around the text

The user clicks an image from his phone which is given as input. The clicked image is then pre-processed to remove any kind of noise present. The input image is then converted into a grayscale image which can then be converted into binary image. PyTesseract is an Optical Character Recognition engine for various operating systems. It is free software, released under the Apache License, Version 2.0, and development has been sponsored by Google since 2006. Tesseract is known as an open source OCR system currently available. The total count of support languages to over 60. To extract the text from an image, Tesseract is used. After extracting the words from image by using the OCR software, the input words are translated into the language. To perform this step, the Google Translator API service is used. This is a free service. It provides many libraries for translation. We need to understand; the translation of words is the transfer of meaning from one language to another. The efforts have been dedicated to extracting the words from a smartphone clicked image, and the output is to get as close to the image as possible. The last step is translating the extracted text using the translator. The extracted language is translated with the help of Google translator. After that the input and output words and texts are generated in PDF format.

Fig 3.3 Flowchart of our proposed system

As shown in the picture above, these are the steps used by the model to extract the picture and processing it and displaying it.

IV. RESULT:

We have created an Image to Text converter and translator using Deep Learning and Image Processing. It solves a big problem that people face, not being able to understand a language when they see a text in some printed material or online.
If it is just text, it is easy to translate it online, but most of the times, this isn’t the case. We face a lot of issues when we go abroad to a place or country where we are unfamiliar with the local language and seek help from people who may choose not to help us or even con us.

We have solved this issue by creating the web application. All it required is a picture of the text that we need to translate. It could be a screenshot, a snap from online articles or a photo from a pamphlet, poster, screens, paper etc. After uploading the picture, our system creates contours around the text in the picture and identifies the structure using PyTessaract. It is much more reliable than a normal OCR that sometimes fail to identify a text because of the issues like color, contrast, blurriness etc. We have fixed this issue by image processing using dilation and color correctness. This allows our system to correctly identify the text, be it small or big, italic or bold.

Along with the text identification, we have also added a classification of language. We have used Machine Learning to create a model that determines the percentage of words owing to one particular language in the text. For instance, a text can have words in both French and English. Our system identifies the correct language the words belong to and creates a probability distribution model which provides us with knowledge of the percentage of words in each language. We have scrapped data from Wikipedia, with certain words as the keys, and all the text that is available under the given word and created dictionaries with them. With every dictionary key, a unique value was assigned. This model was created from scratch and worked very well in determining the language. The output is displayed in a bar graph with x-axis as the language and Y-axis as the percentage.

We used 5 languages for the same: English, Czech, German, Swedish and French. After classification, we also implemented Translation of the identified text back to English, which is one very useful addition. The translation is done through Google Translate API available using googletrans library in Python. We displayed the translated text back to the user, under the original text. This is not only useful in translating the text, but it also helps the user to understand the language better.

Our system can be implemented into phones using a mobile application or on web using a website / web extension. We have created a website to showcase the system. The information that is displayed on the website consists of a graph, showing the probability distribution, the originally identified text and the translated text.

There are alternatives to our product that can do either of the two jobs: either identify the text or translate it. Our system combines both the concepts together and does the job well, making it very easy and effective for the end user to click a picture and translate the text into English. There are a lot of practical applications for the same and it is going to be useful to a large population of tourists as well.
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**Fig 4.1 Result of a test image with Czech language**

**V. COMPARISON STUDY:**

In this paper, the web app which we built makes the use of Wikipedia to make dictionary and extract the words. There are other apps out there which do the similar work like Google translate, Mobile OCR or simple OCR. But the one thing that they lack on how accurately the text has been detected. The implementation which we chose keeps in check all the details mentioned above. We scrapped data from Wikipedia, with certain words as the keys, and all the text that is available under the given word and created dictionaries with them. With every dictionary key, a unique value was assigned. This value was matched against the text extracted from the image in all 5 languages. With all the matches, a probability distribution graph was formed. Highest the value in the probability distribution graph, that was the language of the text. Some of the other work in the field uses just image capturing, text identification, language conversion and pdf generation and for image capturing they first have to feed the image into their system and then to the app. But in our project you can just click the image, you can take a snapshot, a snap from online article or a photo from a pamphlet, poster, paper, screen, etc. After uploading the picture, our system creates contours around the text in the picture and identifies the structure using PyTessaract. It is much more reliable than a normal OCR that sometimes fail to identify a text because of the issues like color, contrast, blurriness etc. We have fixed this issue by image processing using dilation and color correctness. This allows our system to correctly identify the text, be it small or big, italic or bold. Along with the text identification, we have also added a classification of language. We have used Machine Learning to create a model that determines the percentage of words owing to one particular language in the text. For instance, a text can have words in both French and English. Our system identifies the correct language the words belong to and creates a probability distribution model which provides us with knowledge of the percentage of words in each language. There are alternatives to our product that can do either of the two jobs: either identify the text or translate it. Our system combines both the concepts together and does the job well, making it very easy and effective for the end user to click a picture and translate the text into English. There are a lot of practical applications for the same and it is going to be useful to a large population of tourists as well.
VI. CONCLUSION:

In this paper, we got to know about Image to Text converter and translator using deep Learning and Image Processing. It solves a big problem that people face, not being able to understand a language when they see a text in some printed material or online. If it is just text, it is easy to translate it online, but most of the times, this isn’t the case. We face a lot of issues when we go abroad to a place or country where we are unfamiliar with the local language and seek help from people who may choose not to help us or even con us.
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