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Abstract

For the Euler scheme of the stochastic linear evolution equations, the discrete stochastic maximal $L^p$-regularity estimate is established, and a sharp error estimate in the norm $\|\cdot\|_{L^p((0,T);L^q(\Omega))}$, $p, q \in [2, \infty)$, is derived via a duality argument.
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1 Introduction

The numerical methods of stochastic partial differential equations (SPDEs) have been extensively studied in the past decades, and by now it is still an active research area; see, e.g., [1, 4, 6, 7, 8, 12, 13, 14, 15, 16, 25, 41, 42] and the reference therein. However, the majority of numerical analysis efforts in this domain have primarily focused on the Hilbert space framework, while investigations within the context of Banach spaces remain relatively limited.

We summarize some related works in this field that have come to our attention. Regarding abstract stochastic Cauchy problems, Cox and van Neerven [9, 10] established pathwise Hölder convergence for both the splitting scheme and the implicit-linear Euler scheme. Blömker and Jentzen [2] conducted a detailed analysis of Galerkin approximations for the one-dimensional stochastic Burgers equation, focusing on the spatial $L^\infty$-space setting. Bréhier et al. [5] analyzed semidiscrete splitting approximations for the stochastic Allen-Cahn equation with additive noise under general spatial $L^p$-norms. Recently, van Neerven and Veraar [35] developed an elegant framework for establishing pathwise uniform convergence for time discretisation schemes for a broad class of SPDEs. Additionally, Klioba and Veraar [21] analyzed temporal approximations of stochastic evolution equations with irregular nonlinearities within the 2-smooth Banach spaces setting.

Despite these significant advancements, the numerical analysis of SPDEs in the broader context of general Banach spaces remains an underdeveloped area. This motivates us to analyze the stability and convergence of the Euler scheme for the stochastic linear evolution equations in Banach spaces, which is one of the most popular temporal discretization scheme in this realm.

Firstly, we establish a discrete stochastic maximal $L^p$-regularity estimate. Maximal $L^p$-regularity is of fundamental importance for the deterministic evolution equations; see, e.g., [11, 26, 33, 40]. In the past twenty years, the discrete maximal $L^p$-regularity of deterministic evolution equations has also attracted great attention; see, e.g., [3, 22, 24, 23, 29, 30, 31]. Utilizing the techniques of $H^\infty$-calculus, $\mathcal{R}$-boundedness, and square function estimates, van Neerven et
al. [38] have established the following seminal stochastic maximal $L^p$-regularity estimate:

$$\left( \mathbb{E} \int_{\mathbb{R}^+} \left\| A^{1/2} \int_0^t S(t-s)f(s) \,dW(s) \right\|_{L^p(O)}^p \,dt \right)^{1/p} \leq c \left( \mathbb{E} \left\| f \right\|_{L^p(\mathbb{R}^+;L^q(O,H))}^p \right)^{1/p}.$$ 

In this inequality, $p \in (2, \infty)$, $q \in [2, \infty)$, $O$ is a bounded domain in $\mathbb{R}^d$ ($d \geq 2$), $H$ is a separable Hilbert space, $W$ represents an $H$-cylindrical Brownian motion, $S(\cdot)$ is the analytic semigroup generated by a sectorial operator $A$ on $L^q(O)$, and $f$ is an $L^q(O,H)$-valued stochastic process adapted to the underlying filtration. Building on the methodology laid out in [38], we establish the following discrete stochastic maximal $L^p$-regularity estimate:

$$\left( \mathbb{E} \sum_{j=1}^{\infty} \left\| A^{1/2} \sum_{k=0}^{j-1} \int_{k\tau}^{k\tau+\tau} (I + \tau A)^{k-j} f_k \,dW(t) \right\|_{L^p(O)}^p \right)^{1/p} \leq c \left( \mathbb{E} \sum_{j=0}^{\infty} \left\| f_j \right\|_{L^p(O,H)}^p \right)^{1/p},$$

where $\tau$ represents the time step. This result is presented rigorously in Theorem 3.2. For comparison, we provide the deterministic discrete maximal $L^p$-regularity estimate as follows (see [22]):

$$\left( \mathbb{E} \sum_{j=1}^{\infty} \left\| A^{1/2} \sum_{k=0}^{j-1} \int_{k\tau}^{k\tau+\tau} (I + \tau A)^{k-j} g(t) \,dt \right\|_{L^p(O)}^p \right)^{1/p} \leq c \|g\|_{L^p(\mathbb{R}^+;L^q(O))}, \quad \forall g \in L^p(\mathbb{R}^+;L^q(O)).$$

In contrast to the deterministic case, the discrete stochastic maximal $L^p$-regularity estimate exhibits inferior spatial regularity, a discrepancy that can be attributed to the presence of Brownian motion. Notably, when $p = q = 2$ and $A$ corresponds to the negative Laplacian on $L^q(O)$ with homogeneous Dirichlet boundary conditions, the aforementioned discrete stochastic maximal $L^p$-regularity estimate is well-established and can be derived using a simple energy argument. Furthermore, analogous estimates have been obtained in the Hilbert space setting by Kazashi [28]. Although our numerical analysis assumes that $A$ is a sectorial operator on $L^q(O)$, the findings can be extended to the case where $A$ is the negative Stokes operator.

Secondly, we establish a sharp error estimate in the norm $\| \cdot \|_{L^p(\Omega \times (0,T);L^q(O))}$, with $p, q \in [2, \infty)$. Previous research, including the works of [9, 10, 35], has yielded various error estimates involving general spatial $L^p$-norms. However, the convergence in the specific norm $L^p(\Omega \times (0,T);L^q(O))$ has not been thoroughly investigated. This type of error estimate is particularly significant for the numerical analysis of stochastic optimal control problems that involve stochastic evolution equations. In this study, by employing a duality argument and assuming that the process $f$ is piecewise constant in time, we derive the following sharp error estimate:

$$\left( \mathbb{E} \sum_{j=1}^{J} \int_{J\tau}^{J\tau+\tau} \left\| y(t) - Y_j \right\|_{L^q(O)}^p \,dt \right)^{1/p} \leq c \tau^{1/2} \left( \mathbb{E} \int_0^T \left\| f(t) \right\|_{L^q(O,H)}^p \,dt \right)^{1/p},$$

where $y$ denotes the mild solution of a stochastic linear evolution equation, and $(Y_j)_{j=0}^{J}$ represents its temporal approximation via the Euler scheme. This result is formally stated in Theorem 4.1. It is widely recognized that for the Euler scheme, achieving a convergence rate of $1/2$ under general spatial $L^q$-norms is typically unattainable when dealing with rough data. However, it is noteworthy that under the additional assumption of piecewise constant temporal behavior for the process $f$, the convergence rate of $1/2$ can still be achieved.

The remainder of this paper is structured as follows. Section 2 introduces necessary notation alongside the concepts of $\gamma$-radonifying operators, $R$-boundedness, $H^\infty$-calculus, and stochastic integral. In Section 3, we establish the discrete maximal $L^p$-regularity. Finally, Section 4 provides a sharp error estimate.

## 2 Preliminaries

**Conventions.** Throughout this paper, we will use the following conventions: For any Banach spaces $E_1$ and $E_2$, $\mathcal{L}(E_1, E_2)$ denotes the space of all bounded linear operators from $E_1$ to
\( E_2 \), and \( \mathcal{L}(E_1, E_1) \) is abbreviated to \( \mathcal{L}(E_1) \); The symbol \( I \) denotes the identity operator; For each \( p \in [1, \infty] \), its conjugate exponent is denoted by \( p' \); For any measure space \((X, \mathcal{A}, \mu)\), any Banach space \( E \), and any \( p \in [1, \infty] \), we use \( \ell^p(X; E) \) to denote a standard Bochner space (see [18, Chapter 1]); Let \( \mathcal{O} \subset \mathbb{R}^d \) be a bounded domain with a Lipschitz boundary; The imaginary unit is denoted by \( i \); For any \( z \in \mathbb{C} \setminus \{0\} \), its argument \( \text{Arg} \ z \) is restricted to the interval \((-\pi, \pi] \); The symbol \( c \) denotes a generic positive constant, which is independent of the time step \( \tau \) but may differ in different places. In addition, for any \( \theta \in (0, \pi) \), we define the sector
\[
\Sigma_\theta := \{ z \in \mathbb{C} \setminus \{0\} \mid -\theta < \text{Arg} \ z < \theta \}.
\]

\( \gamma \)-Radonifying operators. For any Banach space \( E \) and Hilbert space \( U \) with inner product \((\cdot, \cdot)_U\), define
\[
\mathcal{S}(U, E) := \text{span}\{u \otimes e \mid u \in U, e \in E\},
\]
where \( u \otimes e \in \mathcal{L}(U, E) \) is defined by
\[
(u \otimes e)(v) := (v, u)_U e, \quad \forall v \in U.
\]
Let \( \gamma(U, E) \) denote the completion of \( \mathcal{S}(U, E) \) with respect to the norm
\[
\left\| \sum_{n=1}^{N} \phi_n \otimes e_n \right\|_{\gamma(U, E)} := \left( \mathbb{E} \left( \left\| \sum_{n=1}^{N} \gamma_n e_n \right\|_E^2 \right) \right)^{1/2}
\]
for all \( N \in \mathbb{N}_{>0} \), all orthonormal systems \( (\phi_n)_{n=1}^{N} \) of \( U \), all sequences \( (e_n)_{n=1}^{N} \) in \( E \), and all sequences \( (\gamma_n)_{n=1}^{N} \) of independent standard Gaussian random variables. Here, \( \mathbb{E} \) denotes the expectation operator associated with the probability space on which \( \gamma_1, \ldots, \gamma_N \) are defined. It is noteworthy that when \( E \) is a Hilbert space, \( \gamma(U, E) \) is identical to the space of all Hilbert-Schmidt operators from \( U \) to \( E \), equipped with the same norm. Furthermore, of particular significance is the isometric isomorphism between \( L^q(\mathcal{O}; H) \) and \( \gamma(H, L^q(\mathcal{O})) \) for any \( q \in [1, \infty) \).

For a comprehensive study of \( \gamma \)-radonifying operators, the reader is directed to [19, Chapter 9].

\( \mathcal{R} \)-boundedness. For any two Banach spaces \( E_1 \) and \( E_2 \), an operator family \( \mathcal{A} \subset \mathcal{L}(E_1, E_2) \) is said to be \( \mathcal{R} \)-bounded if there exists a constant \( C > 0 \) such that
\[
\int_0^1 \left\| \sum_{n=1}^{N} r_n(t)B_n x_n \right\|_{E_2}^2 \ dt \leq C \int_0^1 \left\| \sum_{n=1}^{N} r_n(t)x_n \right\|_{E_1}^2 \ dt
\]
for all \( N \geq 1 \), all sequences \( (B_n)_{n=1}^{N} \) in \( \mathcal{A} \), all sequences \( (x_n)_{n=1}^{N} \) in \( E_1 \), and all sequences \( (r_n)_{n=1}^{N} \) of independent symmetric \([-1, 1]\)-valued random variables on \([0, 1]\). We denote by \( \mathcal{R}(\mathcal{A}) \) the infimum of these \( C \)'s. For a comprehensive treatment of \( \mathcal{R} \)-boundedness, the reader is referred to [19, Chapter 10] and [33, Chapter 4].

\( H^\infty \)-calculus. A sectorial operator \( A \) with an angle of analyticity \( \omega_A \) on a Banach space \( E \) is said to possess a bounded \( H^\infty \)-calculus if there exists \( \sigma \in (\omega_A, \pi] \) such that
\[
\left\| \int_{\partial \Sigma_\sigma} \varphi(z) (z - A)^{-1} \, dz \right\|_{\ell(E)} \leq C \sup_{z \in \Sigma_\sigma} |\varphi(z)|
\]
holds for all \( \varphi \in H_0^\infty(\Sigma_\sigma) \), where \( C \) is a positive constant that is independent of \( \varphi \). The space \( H_0^\infty(\Sigma_\sigma) \) is defined as
\[
H_0^\infty(\Sigma_\sigma) := \{ \varphi : \Sigma_\sigma \to \mathbb{C} \mid \text{the function } \varphi \text{ is analytic and there exists } \varepsilon > 0 \text{ such that } \sup_{z \in \Sigma_\sigma} \left( \frac{1 + |z|^2}{|z|} \right)^\varepsilon |\varphi(z)| < \infty \}.
\]
The infimum of all such \( \sigma \) values is referred to as the angle of the \( H^\infty \)-calculus of \( A \). It is worth mentioning that a wide array of partial differential operators admits a bounded \( H^\infty \)-calculus,
including the negative Laplacian and the negative Stokes operator; see Section 9 of [27]. For an exhaustive treatment of the \( H^\infty \)-calculus, the reader is directed to Chapter 5 of [17] and Chapter 10 of [19].

**Stochastic integral.** Assume that \((\Omega, \mathcal{F}, \mathbb{P})\) is a given complete probability space equipped with a right-continuous filtration \( \mathbb{F} := (\mathcal{F}_t)_{t \geq 0} \). On this space, we are given a sequence of independent \( \mathbb{F} \)-adapted Brownian motions \((\beta_n)_{n \in \mathbb{N}}\) such that for any \( 0 \leq s < t < \infty \) and for any \( n \in \mathbb{N} \), the increment \( \beta_n(t) - \beta_n(s) \) is independent of \( \mathcal{F}_s \). In the sequel, we will use \( \mathbb{E} \) to denote the expectation operator associated with the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \( H \) be a separable Hilbert space with inner product \( (\cdot, \cdot)_H \) and an orthonormal basis \((h_n)_{n \in \mathbb{N}}\). The \( \mathbb{F} \)-adapted \( H \)-cylindrical Brownian motion \( W \) is defined such that for each \( t \geq 0 \), \( W(t) \) is an element of \( \mathcal{L}(H, L^2(\Omega)) \), given explicitly by

\[
W(t)h = \sum_{n \in \mathbb{N}} (h, h_n)_H \beta_n(t), \quad \forall h \in H.
\]

The reader is referred to [36] for the theory of stochastic integrals with respect to \( W \) in UMD Banach spaces. For any \( p, q \in (1, \infty) \), let \( L^p(\mathcal{L}(\mathcal{O}; L^2(\mathbb{R}^d; H))) \) denote the space of all \( \mathbb{F} \)-adapted \( L^p(\mathcal{O}; H) \)-valued processes in \( L^p(\Omega; L^q(\mathcal{O}; L^2(\mathbb{R}^d; H))) \). The stochastic integral has the following essential isomorphism feature; see, e.g., [37, Theorem 2.3].

**Lemma 2.1.** For any \( p, q \in (1, \infty) \), there exist two positive constants \( c_0 \) and \( c_1 \) such that

\[
c_0 \mathbb{E}\|f\|_{L^p(\mathcal{L}(\mathcal{O}; L^2(\mathbb{R}^d; H)))}^p \leq \mathbb{E}\left\| \int_{\mathbb{R}^d} f(t) \, dW(t) \right\|_{L^q(\mathcal{O})}^p \leq c_1 \mathbb{E}\|f\|_{L^p(\mathcal{L}(\mathcal{O}; L^2(\mathbb{R}^d; H)))}^p
\]

for all \( f \in L^p(\Omega; L^q(\mathcal{O}; L^2(\mathbb{R}^d; H))) \).

**Discrete spaces.** For any Banach space \( E \) and \( p \in [1, \infty) \), define

\[
\ell^p(E) := \left\{ (v_j)_{j \in \mathbb{N}} \middle| \sum_{j \in \mathbb{N}} \|v_j\|_E^p < \infty \right\},
\]

and endow this space with the norm

\[
\|(v_j)_{j \in \mathbb{N}}\|_{\ell^p(E)} := \left( \sum_{j \in \mathbb{N}} \|v_j\|_E^p \right)^{1/p} \quad \text{for all } (v_j)_{j \in \mathbb{N}} \in \ell^p(E).
\]

For any \( v \in \ell^p(E) \), we use \( v_j, j \in \mathbb{N} \), to denote its \( j \)-th element.

## 3 Stability estimates

Let \( 0 < \tau < 1 \) be a fixed time step. For any \( p, q, r \in [1, \infty) \), let \( \ell^p_r(L^r(\Omega; L^q(\mathcal{O}; H))) \) denote the space

\[
\{ v \in \ell^p_r(L^r(\Omega; L^q(\mathcal{O}; H))) \mid v_j \text{ is } \mathcal{F}_{j\tau} \text{-measurable for all } j \in \mathbb{N} \}.
\]

It is well-known that \( \ell^p_r(L^r(\Omega; L^q(\mathcal{O}; H))) \) forms a Banach space when endowed with the norm \( \| \cdot \|_{\ell^p_r(L^r(\Omega; L^q(\mathcal{O}; H)))} \). For each \( j \in \mathbb{N} \) and for any \( v \in L^p(\Omega; L^q(\mathcal{O}; H)) \) with \( p, q \in [2, \infty) \) that is \( \mathcal{F}_{j\tau} \)-measurable, we introduce the shorthand notation \( v_0 W_j \) to represent the stochastic integral

\[
\int_{j\tau}^{j\tau + \tau} v \, dW(t).
\]

This notation is adopted for the sake of brevity and clarity.

This section studies the stability of the following Euler scheme: seek \( Y := (Y_j)_{j \in \mathbb{N}} \) such that

\[
\begin{align}
Y_{j+1} - Y_j + \tau AY_{j+1} &= f_j \delta W_j, & j \in \mathbb{N}, \\
Y_0 &= 0,
\end{align}
\]

where the sequence \( f := (f_j)_{j \in \mathbb{N}} \) is given.

The main result of this section are the following two theorems.
Theorem 3.1. Let $p, q, r \in (1, \infty)$. Assume that $A$ is a densely defined sectorial operator on $L^q(O)$ and $\{z(A)^{-1} | z \in \mathbb{C} \setminus \{0\}\}$ is $R$-bounded in $L(L^q(O))$, where $\theta_A \in (0, \pi/2)$. Let $Y$ be the solution to the discretization (3.1) with $f \in \ell_p^p(L^r(\Omega; L^q(O; H)))$.

Then the following stability estimate holds:

$$
\left( \sum_{j=0}^{\infty} \frac{\|Y_j + 1 - Y_j\|^p}{\sqrt{\tau}} \right)^{1/p} \leq c \|f\|_{\ell_p^p(L^r(\Omega; L^q(O; H)))},
$$

(3.2)

where $c$ is a constant independent of the time step $\tau$.

Theorem 3.2. Let $p \in (2, \infty)$ and $q \in [2, \infty)$. Assume that $A$ is a densely defined sectorial operator on $L^q(O)$ satisfying the following conditions:

- $A$ has a dense range in $L^q(O)$;
- there exists $\theta_A \in (0, \pi/2)$ such that

$$
\sup_{z \in \mathbb{C} \setminus \{0\}, |\text{Arg } z| > \theta_A} \|z\| \|z(A)^{-1}\|_{L(L^q(O))} < \infty;
$$

(3.3)

- $A$ admits a bounded $H^\infty$-calculus of angle less than $\theta_A$.

Let $Y$ be the solution to the discretization (3.1) with $f \in \ell_p^p(L^r(\Omega; L^q(O; H)))$.

Then the following discrete stochastic maximal $L^p$-regularity estimate holds:

$$
\|A^{1/2} Y\|_{\ell_p^p(L^p(\Omega; L^q(O)))} \leq c \|f\|_{\ell_p^p(L^p(\Omega; L^q(O; H)))},
$$

(3.4)

where $c$ is a constant independent of $\tau$.

Remark 3.1. The discrete stochastic maximal $L^p$-regularity estimate established in Theorem 3.2 is useful for the numerical analysis of significant nonlinear SPDEs, including the stochastic Allen-Cahn equations and the stochastic Navier-Stokes equations. Here, we present a concise application of Theorem 3.2 to the numerical analysis of nonlinear stochastic parabolic equations as follows. Let $T > 0$ be a fixed time horizon, and let $O \subset \mathbb{R}^3$ be a bounded domain with a sufficiently smooth boundary $\partial O$. Consider a sequence $(f_n)_{n \in \mathbb{N}}$ of continuous functions from $O \times \mathbb{R}$ to $\mathbb{R}$ that satisfy the following growth condition for each $n \in \mathbb{N}$:

$$
|f_n(x, y)| \leq C_F (1 + |y|) \quad \text{for all } x \in O \text{ and } y \in \mathbb{R},
$$

where $C_F$ is a constant independent of $n$. Additionally, let $(\lambda_n)_{n \in \mathbb{N}}$ be a sequence of non-negative real numbers such that

$$
\sum_{n \in \mathbb{N}} \lambda_n < \infty.
$$

We investigate the following nonlinear stochastic parabolic equation:

$$
\begin{aligned}
&dy(t, x) - \Delta y(t, x) \, dt = \sum_{n \in \mathbb{N}} \sqrt{\lambda_n} f_n(x, y(t, x)) \, d\beta_n(t), & t \in [0, T], x \in O, \\
&y(t, x) = 0, & t \in [0, T], x \in \partial O, \\
&y(0, x) = 0, & x \in O,
\end{aligned}
$$

where $(\beta_n)_{n \in \mathbb{N}}$ represents a sequence of independent standard Brownian motions as defined in Section 2. It is well-known that the negative Laplace operator with homogeneous Dirichlet boundary conditions meets the conditions of Theorem 3.2; see, for instance, [27, Proposition 9.8]. Let $J$ be a positive integer and set $\tau = \frac{T}{J}$. We consider the following temporal semidiscretization:

$$
\begin{aligned}
&Y_{j+1}(x) - Y_j(x) - \tau \Delta Y_{j+1}(x) = \sum_{n \in \mathbb{N}} \sqrt{\lambda_n} f_{j+1}(x, Y_{j+1}(x)) \, d\beta_n(t), & 0 \leq j < J, x \in O, \\
&Y_j(x) = 0, & 1 \leq j \leq J, x \in \partial O, \\
&Y_0(x) = 0, & x \in O.
\end{aligned}
$$

5
For brevity, we henceforth refer to a quantity as “bounded” to imply uniform boundedness with respect to $\tau$. For any $p \in (2, \infty)$, a routine computation reveals that $\mathbb{E} \left[ \tau \sum_{j=1}^{J} \| \nabla Y_j \|_{L^p(\mathcal{O})}^p \right]$ is bounded, which implies by Theorem 3.2 that $\mathbb{E} \left[ \tau \sum_{j=1}^{J} \| \nabla Y_j \|_{L^p(\mathcal{O})}^p \right]$ is also bounded. Applying Sobolev’s embedding theorem, we further obtain that $\mathbb{E} \left[ \tau \sum_{j=1}^{J} \| Y_j \|_{L^p(\mathcal{O})}^p \right]$ is bounded. Hence, invoking Theorem 3.2 once more yields that $\mathbb{E} \left[ \tau \sum_{j=1}^{J} \| \nabla Y_j \|_{L^p(\mathcal{O})}^p \right]$ is bounded. By iterating this argument, we conclude that

$$\mathbb{E} \left[ \tau \sum_{j=1}^{J} \| \nabla Y_j \|_{L^p(\mathcal{O})}^p \right]$$

is bounded for all $p, q \in (2, \infty)$.

This methodology was utilized in [32]; interested readers are referred there for additional details. Furthermore, Theorem 3.1 implies that

$$\mathbb{E} \left[ \tau \sum_{j=0}^{J-1} \frac{| Y_{j+1} - Y_j |^p}{\sqrt{\tau}} \right]$$

is bounded for all $p, q \in (2, \infty)$.

Analogous stability results can be straightforwardly derived when the initial value is non-zero.

### 3.1 Proof of Theorem 3.1

Let $\tilde{A}$ be the natural extension of $A$ in $L^r(\Omega; L^q(\mathcal{O}))$. It is straightforward to verify that $\tilde{A}$ is a sectorial operator on $L^r(\Omega; L^q(\mathcal{O}))$. Let $(r_n)_{n=1}^\infty$ be an arbitrary sequence of independent symmetric $\{-1, 1\}$-valued random variables on $[0, 1]$. For any $N \geq 1$, $(z_n)_{n=1}^N \subset \mathbb{C} \setminus \Sigma_{\theta_A}$, and $(v_n)_{n=1}^N \subset L^r(\Omega; L^q(\mathcal{O}))$, we have

\[
\left[ \int_0^1 \left| \sum_{n=1}^N r_n(t)z_n(z_n - \tilde{A})^{-1}v_n \right|_{L^r(\Omega; L^q(\mathcal{O}))}^2 \, dt \right]^{1/2} 
\leq c \left[ \int_0^1 \left| \sum_{n=1}^N r_n(t)z_n(z_n - \tilde{A})^{-1}v_n \right|_{L^r(\Omega; L^q(\mathcal{O}))}^r \, dt \right]^{1/r}
\]

\[
= c \left[ \mathbb{E} \left[ \int_0^1 \left| \sum_{n=1}^N r_n(t)z_n(z_n - \tilde{A})^{-1}v_n \right|_{L^r(\mathcal{O})}^r \, dt \right] \right]^{1/r}
\]

\[
= c \left[ \mathbb{E} \left[ \int_0^1 \left| \sum_{n=1}^N r_n(t)z_n(z_n - A)^{-1}v_n \right|_{L^r(\mathcal{O})}^r \, dt \right] \right]^{1/r}
\]

\[
\leq c R \left\{ \left\{ (z - A)^{-1} \mid z \in \mathbb{C} \setminus \Sigma_{\theta_A} \right\} \right\} \left[ \mathbb{E} \left( \int_0^1 \left| \sum_{n=1}^N r_n(t)v_n \right|_{L^q(\mathcal{O})}^2 \, dt \right)^{r/2} \right]^{1/r},
\]

where inequalities (i) and (ii) follow from the Kahane-Khintchine inequality (see, e.g., [19, Theorem 6.2.4]). By the $R$-boundedness of the set $\{ (z - A)^{-1} \mid z \in \mathbb{C} \setminus \Sigma_{\theta_A} \}$, we further deduce that

\[
\left[ \int_0^1 \left| \sum_{n=1}^N r_n(t)z_n(z_n - \tilde{A})^{-1}v_n \right|_{L^r(\Omega; L^q(\mathcal{O}))}^2 \, dt \right]^{1/2}
\leq c R \left\{ \left\{ (z - A)^{-1} \mid z \in \mathbb{C} \setminus \Sigma_{\theta_A} \right\} \right\} \left[ \mathbb{E} \left( \int_0^1 \left| \sum_{n=1}^N r_n(t)v_n \right|_{L^q(\mathcal{O})}^2 \, dt \right)^{r/2} \right]^{1/r}.
\]
Applying the Kahane-Khintchine inequality once more, we obtain
\[
\left[ \mathbb{E} \left( \int_0^1 \left\| \sum_{n=1}^N r_n(t) v_n \right\|_{L^r(\mathcal{O})}^2 \, dt \right) \right]^{r/2} \leq c \left[ \mathbb{E} \int_0^1 \left\| \sum_{n=1}^N r_n(t) v_n \right\|_{L^r(\mathcal{O})}^r \, dt \right]^{1/r}
\]
\[
\leq c \left[ \int_0^1 \left\| \sum_{n=1}^N r_n(t) v_n \right\|_{L^r(\mathcal{O})}^r \, dt \right]^{1/r}
\]
Combining these results, we conclude that
\[
\left[ \int_0^1 \left\| \sum_{n=1}^N r_n(t) z_n(z_n - \tilde{A})^{-1} v_n \right\|_{L^r(\mathcal{O})}^2 \, dt \right]^{1/2}
\leq c R \left\{ \{ z(z - A)^{-1} \mid z \in \mathbb{C} \setminus \sum_{\theta, \varepsilon} \} \right\}
\]
It follows that \( \{ z(z - A)^{-1} \mid z \in \mathbb{C} \setminus \sum_{\theta, \varepsilon} \} \) is \( R \)-bounded in \( L^r(\Omega; L^q(\mathcal{O})) \). Moreover, [18, Proposition 4.2.15] implies that \( L^r(\Omega; L^q(\mathcal{O})) \) is a UMD space. Therefore, we use [22, Theorem 3.2] to conclude that
\[
\left[ \sum_{j=0}^\infty \left\| \frac{Y_{j+1} - Y_j}{\tau} \right\|_{L^r(\Omega; L^q(\mathcal{O}))}^p \right]^{1/p} \leq c \left[ \sum_{j=0}^\infty \left\| \frac{f_j}{\tau} \delta W_j \right\|_{L^r(\Omega; L^q(\mathcal{O}))}^p \right]^{1/p},
\]
which implies
\[
\left[ \sum_{j=0}^\infty \left\| \frac{Y_{j+1} - Y_j}{\sqrt{\tau}} \right\|_{L^r(\Omega; L^q(\mathcal{O}))}^p \right]^{1/p} \leq c \left[ \sum_{j=0}^\infty \left\| \frac{f_j}{\sqrt{\tau}} \delta W_j \right\|_{L^r(\Omega; L^q(\mathcal{O}))}^p \right]^{1/p}.
\]
Consequently, the desired inequality (3.2) follows from the estimate
\[
\left[ \sum_{j=0}^\infty \left\| \frac{f_j}{\sqrt{\tau}} \delta W_j \right\|_{L^r(\Omega; L^q(\mathcal{O}))}^p \right]^{1/p} \leq c \left[ \sum_{j=0}^\infty \left\| f_j \right\|_{H^\infty(\Omega; L^q(\mathcal{O}; H))}^p \right]^{1/p} \quad \text{(by Lemma 2.1)}
\]
This completes the proof of Theorem 3.1.

### 3.2 Proof of Theorem 3.2

Throughout this subsection, we will assume that the conditions in Theorem 3.2 are always satisfied. Firstly, let us introduce some notations. Let \( A^* \) be the dual operator of \( A \) on \( L^q(\mathcal{O}) \). It is standard that \( A^* \) is a sectorial operator on \( L^q(\mathcal{O}) \); see, e.g., [34, Theorem 2.4.1]. Moreover, \( A^* \) has a bounded \( H^\infty \)-calculus as \( A \); see [19, Proposition 10.2.20].

Suppose the complex logarithm, denoted by \( \log \), is confined to the strip \( \{ z \in \mathbb{C} \mid -\pi < \text{Im} z \leq \pi \} \). Choose any \( 0 < \epsilon_A < \cot \theta_A \). A simple calculation gives the existence of a positive real number \( k_A \) such that
\[
e^{-x} \cos y - 1 \leq \epsilon_A e^{-x} |\sin y|
\]
holds for all \( x \geq -k_A |y| \) with \( y \in [-\pi, \pi] \). This leads to
\[
\text{Re}(e^{-(x+iy)} - 1) \leq \epsilon_A |\text{Im}(e^{-(x+iy)} - 1)|
\]
for the same conditions on $x$ and $y$. Consequently,

$$|\text{Arg}(e^{-z} - 1)| \geq \arccot \epsilon_A > \theta_A$$

for all $z \in \Sigma_{\theta_A}$ with $-\pi \leq \text{Im} z \leq \pi$, \hspace{1cm} (3.5)

where $\beta_A := \pi/2 + \arctan k_A$. By selecting $\alpha_A$ sufficiently large within the interval $(\theta_A, \pi/2)$, we can establish the existence of $\alpha_A$ such that the curve described by $\{ -\log(1 + r e^{i \alpha_A}) \mid r > 0 \}$ intersects the boundary $\partial \Sigma_{\theta_A}$ at a unique point. We then define

$$\Upsilon := \Upsilon_1 \cup \Upsilon_2,$$

$$\Upsilon_1 := \left\{-\log(1 + r e^{i \alpha_A}) \mid 0 \leq r \leq r_A \right\} \cup \left\{-\log(1 + r e^{-i \alpha_A}) \mid 0 \leq r \leq r_A \right\},$$

$$\Upsilon_2 := \left\{r e^{i \beta_A} \mid |\log(1 + r_A e^{i \alpha_A})| \leq r \leq \frac{\pi}{\cos(\beta_A - \pi/2)} \right\} \cup \left\{r e^{i \beta_A} \mid |\log(1 + r_A e^{-i \alpha_A})| \leq r \leq \frac{\pi}{\cos(\beta_A - \pi/2)} \right\},$$

where $r_A$ is the positive number for which $-\log(1 + r e^{i \alpha_A})$ corresponds to the aforementioned intersection point. Given the compactness of $\{e^{-z} - 1 \mid z \in \Upsilon_2\}$ and its non-intersection with $\partial \Sigma_{\theta_A}$, it follows that

$$\inf_{z \in \Upsilon_2} \inf_{\lambda \in \Sigma_{\theta_A}} |e^{-z} - 1 - \lambda| > 0.$$ \hspace{1cm} (3.6)

In addition, it is easily verified that

$$\sup_{z \in \Upsilon \setminus \{0\}} \frac{|e^{-z} - 1|}{\ln|e^{-z}|} < \infty.$$ \hspace{1cm} (3.7)

For any $z \in \Sigma_{\theta_A}$, define

$$\varphi_+(z) := (2\pi i)^{-1/2} e^{i \alpha_A/4} z^{1/4} (-e^{i \alpha_A} + z)^{-1/2},$$ \hspace{1cm} (3.8)

$$\varphi_-(z) := -2\pi i)^{-1/2} e^{-i \alpha_A/4} z^{1/4} (-e^{-i \alpha_A} + z)^{-1/2},$$ \hspace{1cm} (3.9)

$$\varphi_+(z) := (2\pi i)^{-1/2} e^{i \alpha_A/4} z^{1/4} (-e^{-i \alpha_A} + z)^{-1/2},$$ \hspace{1cm} (3.10)

$$\varphi_-(z) := -2\pi i)^{-1/2} e^{-i \alpha_A/4} z^{1/4} (-e^{i \alpha_A} + z)^{-1/2}. $$ \hspace{1cm} (3.11)

It is evident that the above four functions all belong to $\mathcal{H}_0^\infty(\Sigma_{\theta_A})$. For any $z \in \Upsilon \setminus \{0\}$, two additional functions, $\Psi$ and $\Psi^*$, are defined:

$$\Psi(z) := (2\pi i)^{-1/2} (e^{-z} - 1)^{-1/4} (\tau A)^{1/4} (1 - e^{-z} + \tau A)^{-1/2},$$ \hspace{1cm} (3.12)

$$\Psi^*(z) := -2\pi i)^{-1/2} (e^{-z} - 1)^{-1/4} (\tau A^*)^{1/4} (1 - e^{-z} + \tau A^*)^{-1/2}. $$ \hspace{1cm} (3.13)
Lastly, we introduce a family of operators, \( \{I(z) \mid z \in \mathcal{Y}\} \), which map between \( \ell^p_r(L^p(\Omega; L^q(O; H))) \) and \( L^p(L^p(\Omega; L^q(O))) \), as follows: for any \( z \in \mathcal{Y} \) and \( g \in \ell^p_r(L^p(\Omega; L^q(O; H))) \), \( I(z)g \) is defined by

\[
\begin{align*}
(I(z)g)_0 &= 0, \\
(I(z)g)_j &= \frac{1}{\sqrt{\tau}} \sum_{k=0}^{j-1} (e^{-z} - 1)^{1/2} e^{(j-k-1)z} g_k \delta W_k, \quad j \geq 1.
\end{align*}
\] (3.14a)

In Appendix A we demonstrate that the operators \( I(z) \), \( z \in \mathcal{Y} \), are indeed bounded linear operators from \( \ell^p_r(L^p(\Omega; L^q(O; H))) \) to \( L^p(L^p(\Omega; L^q(O))) \).

Secondly, let us introduce the \( \mathcal{R} \)-boundedness of \( \{I(z) \mid z \in \mathcal{Y}\} \) and the square function bounds associated with \( \varphi_+, \varphi^*_+, \varphi_-, \varphi^*_-, \Psi \) and \( \Psi^* \). For the clarity of the presentation of the main idea of the proof of Theorem 3.2, we put some technical lemmas in Appendix A.

**Lemma 3.1.** \( \mathcal{R}(\{I(z) \mid z \in \mathcal{Y}\}) \) is uniformly bounded with respect to the time step \( \tau \).

**Proof.** Let \( \{\Pi_m \mid m \in \mathbb{N}\} \) be defined by (A.1). For any \( z \in \mathcal{Y} \setminus \{0\} \) and \( g \in \ell^p_r(L^p(\Omega; L^q(O; H))) \), by (3.14) and the identity \( e^{(j-k-1)z} = (1 - e^z) \sum_{m=j-k-1}^{\infty} e^{mz} \), a direct calculation gives

\[
(I(z)g)_j = \sum_{m=0}^{\infty} \sqrt{1+m} (e^{-z} - 1)^{3/2} e^{(1+m)z} \Pi_m g, \quad \forall j \geq 1.
\]

Considering further that \( (I(z)g)_0 = 0 \) for all \( z \in \mathcal{Y} \setminus \{0\} \) and \( (\Pi_m g)_0 = 0 \) for each \( m \in \mathbb{N} \), we arrive at the representation

\[
I(z) = \sum_{m=0}^{\infty} \sqrt{1+m} (e^{-z} - 1)^{3/2} e^{(1+m)z} \Pi_m, \quad \forall z \in \mathcal{Y} \setminus \{0\}.
\] (3.15)

For any \( z \in \mathcal{Y} \setminus \{0\} \), an elementary calculation using the fact \( \text{Re} \ z < 0 \) yields

\[
\sum_{m=0}^{\infty} \sqrt{1+m} |(e^{-z} - 1)^{3/2} e^{(1+m)z}| \leq \|e^{-z} - 1\|^{3/2} \int_{0}^{\infty} \sqrt{x+1} |e^x| \, dx.
\]

Upon introducing the change of variable \( y = -x \ln|e^z| \), we further obtain

\[
\sum_{m=0}^{\infty} \sqrt{1+m} |(e^{-z} - 1)^{3/2} e^{(1+m)z}| \leq \frac{|e^{-z} - 1|}{\ln|e^{-z}|} \int_{0}^{\infty} \sqrt{|e^{-z} - 1| + \frac{|e^{-z} - 1|}{\ln|e^{-z}|}} \, e^{-y} \, dy.
\]

Hence, from the uniform boundedness established in (3.7), we deduce that the supremum

\[
\mathcal{M} := \sup_{z \in \mathcal{Y} \setminus \{0\}} \sum_{m=0}^{\infty} \sqrt{1+m} |(e^{-z} - 1)^{3/2} e^{(1+m)z}| \leq \mathcal{M}_0
\]

is finite. By Kahane’s contraction principle (see [19, Proposition 6.1.13]) and Lemma A.3, we infer that the \( \mathcal{R} \)-bound of the set

\[
\{e^{\theta \mathcal{M}\Pi_m} \mid z \in \mathcal{Y}, m \in \mathbb{N}, \theta \in (-\pi, \pi)\}
\]

remains uniformly bounded with respect to \( \tau \). Given that the set \( \{I(z) \mid z \in \mathcal{Y}\} \), according to (3.15) and acknowledging \( I(0) = 0 \), resides within the absolute convex hull of the aforementioned set, we use the convexity of \( \mathcal{R} \)-bounds (see [19, Proposition 8.1.21]) to conclude that the \( \mathcal{R} \)-bound of \( \{I(z) \mid z \in \mathcal{Y}\} \) is also uniformly bounded with respect to the time step \( \tau \). This completes the proof.

By the square function bounds established in [19, Theorem 10.4.16], in conjunction with the properties of cotype as stated in [19, Proposition 7.1.4], we obtain the following square function estimates for the functions \( \varphi_-, \varphi_+, \varphi^*_-, \gamma^*_+ \).
Lemma 3.2. For any $g \in \ell^p(L^p(\Omega; L^q(\mathcal{O}; H)))$, we have
\[
\|\varphi_-(rA)g\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}; H))))} \leq c\|g\|_{L^p(\Omega; L^q(\mathcal{O}; H))},
\]
(3.16)
\[
\|\varphi_+(rA)g\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}; H))))} \leq c\|g\|_{L^p(\Omega; L^q(\mathcal{O}; H))},
\]  
(3.17)

Lemma 3.3. For any $g \in \ell^p(L^p(\Omega; L^q(\mathcal{O})))$, we have
\[
\|\varphi_+(rA^*)g\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}))))} \leq c\|g\|_{L^p(\Omega; L^q(\mathcal{O}))),
\]
(3.18)
\[
\|\varphi_+(rA^*)g\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}))))} \leq c\|g\|_{L^p(\Omega; L^q(\mathcal{O}))).
\]
(3.19)

We proceed to establish a square function estimate for $\Psi$ as follows.

Lemma 3.4. For any $f \in \ell^p(L^p(\Omega; L^q(\mathcal{O}; H)))$, we have
\[
\|\Psi f\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}; H))))} \leq c\|f\|_{L^p(\Omega; L^q(\mathcal{O}; H))},
\]
(3.20)

Proof. For brevity, we denote the space $\ell^p(L^p(\Omega; L^q(\mathcal{O}; H)))$ by $X$. Given any $z \in \mathcal{Y}_2$, the inequality (3.6) implies that
\[
(\gamma)^{1/4}(1 - e^{-z} + \tau)^{-1/2} \in \mathcal{H}^\infty(\Sigma_{\theta_A}).
\]

According to the theory of the Dunford functional calculus (see, e.g., [19, Chapter 10]), we have
\[
A^{1/4}(1 - e^{-z} + \tau A)^{-1/2} = \frac{1}{2\pi i} \int_{\partial \Sigma_{\theta_A}} \lambda^{1/4}(1 - e^{-z} + \tau \lambda)^{-1/2}(\lambda - A)^{-1} d\lambda.
\]
Substituting this expression into (3.12), we obtain for any $z \in \mathcal{Y}_2$:
\[
\Psi(z) = \frac{1}{(2\pi i)^{3/2}} \int_{\partial \Sigma_{\theta_A}} (e^{-z} - 1)^{-1/4}(\tau \lambda)^{1/4}(1 - e^{-z} + \tau \lambda)^{-1/2}(\lambda - A)^{-1} d\lambda
\]
\[
= \int_{\partial \Sigma_{\theta_A}} G(z, \lambda)(\tau \lambda)^{1/4}(\lambda - A)^{-1} d\lambda,
\]
where
\[
G(z, \lambda) := (2\pi i)^{-3/2}(e^{-z} - 1)^{-1/4}(1 - e^{-z} + \tau \lambda)^{-1/2}, \quad z \in \mathcal{Y}_2, \lambda \in \partial \Sigma_{\theta_A}.
\]

Consequently,
\[
\|\Psi f\|_{L^p(\mathbb{R}_+, \ell^p(L^p(\Omega; L^q(\mathcal{O}; H)) \leq \int_{\partial \Sigma_{\theta_A}} \|G(z, \lambda)(\tau \lambda)^{1/4}(\lambda - A)^{-1} f\|_{L^p(\mathcal{Y}_2, |dz|, H)} |d\lambda|.
\]

Utilizing the $\gamma$-Fubini isomorphism ([19, Theorem 9.4.8]) and the isometrical equivalence between $\gamma(L^2(\mathcal{Y}_2, |dz|; H))$ and $L^2(\mathcal{Y}_2, |dz|; H)$ ([19, Proposition 9.2.9]), we deduce that
\[
\|\Psi f\|_{\gamma(L^2(\mathcal{Y}_2, |dz|))} \leq c \int_{\partial \Sigma_{\theta_A}} \|\tau \lambda\|^{1/4}(\lambda - A)^{-1} f \|_{L^2(\mathcal{Y}_2, |dz|)} |d\lambda|,
\]
Since (3.6) ensures that
\[
\|G(z, \lambda)\|_{L^2(\mathcal{Y}_2, |dz|)} \leq \frac{c}{1 + |\tau \lambda|^{1/2}} \quad \text{for all } \lambda \in \partial \Sigma_{\theta_A},
\]
we conclude that
\[
\|\Psi f\|_{\gamma(L^2(\mathcal{Y}_2, |dz|))} \leq c \int_{\partial \Sigma_{\theta_A}} \frac{|\tau \lambda|^{1/4}}{1 + |\tau \lambda|^{1/2}} (\lambda - A)^{-1} f \|_{L^2(\mathcal{Y}_2, |dz|)} |d\lambda|
\]
\[
\leq c \int_{\partial \Sigma_{\theta_A}} \frac{|\tau \lambda|^{1/4}}{1 + |\tau \lambda|^{1/2}} |d\lambda| f \|_{L^2(\mathcal{Y}_2, |dz|)} (by \ (3.3))
\]
\[
= c \int_{\partial \Sigma_{\theta_A}} \frac{|\eta|^{1/4}}{1 + |\eta|^{1/2}} |d\eta| f \|_{L^2(\mathcal{Y}_2, |dz|)}
\]
where we have made the change of variable $\eta := \tau \lambda$. Given the convergence of the integral over $\partial \Sigma_{\theta_A}$, we can confirm the validity of the desired estimate (3.20), thus completing the proof.
Similarly, we have the following square function estimate for $\Psi^*$.

**Lemma 3.5.** For any $g \in L^p(\Omega; L^q(O))$, we have

$$\|\Psi^* g\|_{L^q(\Omega; L^p(O))} \leq C \|g\|_{L^p(\Omega; L^q(O))}.$$  \hfill (3.21)

Thirdly, let us introduce a representation formula of the solution to (3.1). For any $r \geq \tau/r_A$, define

$$\mathcal{F}_+(r) := \mathcal{I} \left( -\log \left( 1 + \frac{\tau e^{2\alpha}_{0A}}{r} \right) \right),$$  \hfill (3.22)

$$\mathcal{F}_-(r) := \mathcal{I} \left( -\log \left( 1 + \frac{\tau e^{-2\alpha}_{0A}}{r} \right) \right).$$  \hfill (3.23)

**Lemma 3.6.** Let $Y$ be the solution to the discretization (3.1) with

$$f \in L^p(\Omega; L^q(O; H)).$$

Then it holds $\mathbb{P}$-almost surely that

$$A^{1/2} Y = \int_{r_A}^\infty \left( \frac{\varphi_+(rA)^2 \mathcal{F}_+(r)}{r + \tau e^{2\alpha}_{0A}} + \frac{\varphi_-(rA)^2 \mathcal{F}_-(r)}{r + \tau e^{-2\alpha}_{0A}} \right) f \, dr + \int_{\Omega^2} \Psi(z) \mathcal{I}(z) f \, dz.$$  \hfill (3.24)

**Proof.** For the sake of brevity, we adopt the convention that any equality or inequality involving $f$ is understood to hold $\mathbb{P}$-almost surely throughout this proof. The argument is divided into four steps.

**Step 1.** For any $\epsilon \in (0, 1)$, define

$$A_\epsilon := (\epsilon + A)(1 + \epsilon A)^{-1}.$$  

According to [33, Propositions 3.1.4 and 3.1.9], the operator $A_\epsilon$ possesses the following properties:

(a) $A_\epsilon$ has a bounded inverse for all $\epsilon \in (0, 1)$;

(b) The norm

$$\|z - A_\epsilon\|_{L^q(O)}^{-1}$$

is uniformly bounded with respect to $\epsilon \in (0, 1)$ and $z \in \mathbb{C} \setminus \{0\}$ satisfying $|\arg z| \geq \theta_A$;

(c) For any $m \in \mathbb{N}_{>0}$ and for any $z \in \mathbb{C} \setminus \{0\}$ with $|\arg z| \geq \theta_A$, the operator $A^{1/2}_{\epsilon}(z - A_\epsilon)^{-m}$ converges to $A^{1/2}(z - A)^{-m}$ in $L(L^q(O))$ as $\epsilon \to 0+$.

For any $\epsilon \in (0, 1)$ and $z \in \mathbb{C} \setminus \{0\}$ with $|\arg z| > \theta_A$, we have

$$\|z^{1/2}A^{1/2}_{\epsilon}(z - A_\epsilon)^{-1}\|_{L(L^q(O))} \leq \frac{1}{2\pi} \int_{\partial \Sigma_{A}} |z|^{1/2} |\lambda|^{-1/2} |z - \lambda|^{-1} |\lambda - A_\epsilon|^{-1} \, d\lambda.$$  

Thus, an elementary calculation using property (b) yields the following additional property:

(d) For any given $\theta \in (\theta_A, \pi)$, the norm $\|z^{1/2}A^{1/2}_{\epsilon}(z - A_\epsilon)^{-1}\|_{L(L^q(O))}$ is uniformly bounded with respect to $\epsilon \in (0, 1)$ and $z \in \mathbb{C} \setminus \{0\}$ with $|\arg z| \geq \theta$.

**Step 2.** For any $\epsilon \in (0, 1)$, define $(Y_{j,\epsilon})_{j \in \mathbb{N}}$ by

$$\begin{cases}
Y_{j+1,\epsilon} - Y_{j,\epsilon} + \tau A_iY_{j+1,\epsilon} = f_j \delta W_j, & j \in \mathbb{N}, \\
Y_{0,\epsilon} = 0.
\end{cases}$$
By definition we have, for any \( j \geq 1 \),
\[
A^{1/2}Y_j = \sum_{k=0}^{j-1} A^{1/2}(I + \tau A)^{k-j} f_k \delta W_k,
\]
\[
A^{1/2}_\epsilon Y_{j,\epsilon} = \sum_{k=0}^{j-1} A^{1/2}_\epsilon(I + \tau A_\epsilon)^{k-j} f_k \delta W_k.
\]

Hence, using property (c) from Step 1 gives
\[
\lim_{\epsilon \to 0^+} \|A^{1/2}Y_{j,\epsilon} - A^{1/2}Y_j\|_{L^2(\Sigma)} = 0, \quad \forall j \geq 1.
\] (3.25)

**Step 3.** We now proceed to demonstrate the decomposition
\[
A^{1/2}Y_{j,\epsilon} = I^{(1)}_{j,\epsilon} + I^{(2)}_{j,\epsilon} + I^{(3)}_{j,\epsilon}, \quad \forall j \geq 1, \forall \epsilon \in (0, 1),
\] (3.26)
where
\[
I^{(1)}_{j,\epsilon} := \frac{1}{2\pi i} \int_{\Gamma_1 \cap \{z \in \mathbb{C} | \text{Im} z < 0\}} A^{1/2} (1 - e^{-z + \tau A_\epsilon})^{-1} \eta_j(z) \, dz,
\]
\[
I^{(2)}_{j,\epsilon} := \frac{1}{2\pi i} \int_{\Gamma_1 \cap \{z \in \mathbb{C} | \text{Im} z > 0\}} A^{1/2}_\epsilon (1 - e^{-z + \tau A_\epsilon})^{-1} \eta_j(z) \, dz,
\]
\[
I^{(3)}_{j,\epsilon} := \frac{1}{2\pi i} \int_{\Sigma} A^{1/2}_\epsilon (1 - e^{-z + \tau A_\epsilon})^{-1} \eta_j(z) \, dz,
\]
and \( \eta_j(z) := \sum_{k=0}^{j-1} e^{(j-k-1)z} f_k \delta W_k \). To establish this, we fix any \( \epsilon \in (0, 1) \) and \( j \geq 1 \). Employing the standard discrete Laplace transform method, we obtain
\[
Y_{j,\epsilon} = \frac{1}{2\pi i} \int_{(1-i\pi,1+i\pi)} e^{(j-1)z} (1 - e^{-z + \tau A_\epsilon})^{-1} \sum_{k=0}^{\infty} e^{-kz} f_k \delta W_k \, dz
\]
\[
= \frac{1}{2\pi i} \int_{(1-i\pi,1+i\pi)} (1 - e^{-z + \tau A_\epsilon})^{-1} \sum_{k=0}^{\infty} e^{(j-k-1)z} f_k \delta W_k \, dz.
\]

By property (b) from Step 1 and the observation that \( |\text{Arg}(e^{-z} - 1)| > \pi/2 \) for all \( z \in \mathbb{C} \) with \( \text{Re} z \geq 1 \), along with the fact that \( e^{x-ix} = e^{x+ix} \) for all \( x \in [1, \infty) \), application of Cauchy’s theorem yields the following identity for all \( m \in \mathbb{N}_{>0} \):
\[
\int_{(1-i\pi,1+i\pi)} (1 - e^{-z + \tau A_\epsilon})^{-1} \sum_{k=0}^{\infty} e^{(j-k-1)z} f_k \delta W_k \, dz = 0.
\]

This simplifies the expression for \( Y_{j,\epsilon} \) to
\[
Y_{j,\epsilon} = \frac{1}{2\pi i} \int_{(1-i\pi,1+i\pi)} (1 - e^{-z + \tau A_\epsilon})^{-1} \eta_j(z) \, dz.
\]

Given that the integrand in the above integral is analytic over the closure of the set \( \{z \in \Sigma_{dA} | \text{Re} z \leq 1, -\pi \leq \text{Im} z \leq \pi\} \), as certified by (3.5) and properties (a) and (b) from Step 1, we can invoke Cauchy’s theorem to recast \( Y_{j,\epsilon} \) as an integral over \( \Upsilon \):
\[
Y_{j,\epsilon} = \frac{1}{2\pi i} \int_{\Upsilon} (1 - e^{-z + \tau A_\epsilon})^{-1} \eta_j(z) \, dz.
\]

Applying \( A^{1/2}_\epsilon \) to both sides of the above equality and partitioning the integral curve \( \Upsilon \) into three parts \( \Upsilon_1 \cap \{z \in \mathbb{C} | \text{Im} z < 0\}, \Upsilon_1 \cap \{z \in \mathbb{C} | \text{Im} z > 0\}, \) and \( \Upsilon_2 \), we immediately arrive at the desired decomposition (3.26).
Step 4. Let \( j \geq 1 \) be fixed. For \( I^{(1)}_{j,\epsilon} \), we have

\[
I^{(1)}_{j,\epsilon} = \frac{1}{2\pi i} \int_0^{rA} e^{i\alpha_A A^{1/2} / 2} \left( -re^{i\alpha_A} + \tau A \right)^{-1} \eta_j \left( -\log \left( 1 + re^{i\alpha_A} \right) \right) dr.
\]

where the first equality follows from the change of variable \( r = (e^{-z} - 1) e^{-i\alpha_A} \) for \( z \in \mathcal{Y}_1 \) with \( \text{Im} \ z < 0 \), and the second equality is obtained by substituting \( r := \tau / r \). Given the properties (c) and (d) established in Step 1, the condition \( \alpha_A \in (\theta_A, \pi / 2) \), and the inequality

\[
\sup_{r \geq \tau / r_A} \left\| \eta_j \left( -\log \left( 1 + \frac{\tau e^{i\alpha_A}}{r} \right) \right) \right\|_{L^2(\mathcal{O})} \leq \sum_{k=0}^{j-1} \left\| f_k \delta W_k \right\|_{L^2(\mathcal{O})},
\]

the application of Lebesgue’s dominated convergence theorem leads to

\[
\lim_{\epsilon \to 0^+} I^{(1)}_{j,\epsilon} = \frac{1}{2\pi i} \int_{\tau / r_A}^{\infty} e^{i\alpha_A A^{1/2}} \left( -e^{i\alpha_A} + r A \right)^{-1} \eta_j \left( -\log \left( 1 + \frac{\tau e^{i\alpha_A}}{r} \right) \right) dr.
\]

Using (3.8), (3.14), and (3.22), this limit can be concisely expressed as

\[
\lim_{\epsilon \to 0^+} I^{(1)}_{j,\epsilon} = \int_{\tau / r_A}^{\infty} \frac{\varphi_+ (r A)^2}{r + \tau e^{i\alpha_A}} (\mathcal{G}_+ (r) f) \, dr,
\]

which is also justified by \([20, \text{Proposition 15.1.4}]\). Similarly, for \( I^{(2)}_{j,\epsilon} \), we deduce

\[
\lim_{\epsilon \to 0^+} I^{(2)}_{j,\epsilon} = \int_{\tau / r_A}^{\infty} \frac{\varphi_- (r A)^2}{r + \tau e^{-i\alpha_A}} (\mathcal{G}_- (r) f) \, dr.
\]

For \( I^{(3)}_{j,\epsilon} \), using properties (c) and (d) from Step 1, the inequality (3.5), and the inequality

\[
\sup_{z \in \mathcal{Y}_2} \left\| \eta_j (z) \right\|_{L^2(\mathcal{O})} \leq \sum_{k=0}^{j-1} \left\| f_k \delta W_k \right\|_{L^2(\mathcal{O})},
\]

using Lebesgue’s dominated convergence theorem again gives

\[
\lim_{\epsilon \to 0^+} I^{(3)}_{j,\epsilon} = \frac{1}{2\pi i} \int_{\mathcal{Y}_2} A^{1/2} (1 - e^{-z} + \tau A)^{-1} \eta_j (z) \, dz.
\]

From (3.12) and (3.14), it follows that

\[
\lim_{\epsilon \to 0^+} I^{(3)}_{j,\epsilon} = \int_{\mathcal{Y}_2} \Psi (z)^2 (\mathcal{I}(z) f) \, dz.
\]

Combining these limits for \( I^{(1)}_{j,\epsilon} \), \( I^{(2)}_{j,\epsilon} \), and \( I^{(3)}_{j,\epsilon} \), together with the decomposition (3.26), we obtain

\[
\lim_{\epsilon \to 0^+} A^{1/2} Y_{j,\epsilon} = \int_{\tau / r_A}^{\infty} \left( \frac{\varphi_+ (r A)^2}{r + \tau e^{i\alpha_A}} (\mathcal{G}_+ (r) f) + \frac{\varphi_- (r A)^2}{r + \tau e^{-i\alpha_A}} (\mathcal{G}_- (r) f) \right) \, dr
\]

\[
+ \int_{\mathcal{Y}_2} \Psi (z)^2 (\mathcal{I}(z) f) \, dz.
\]
Together with (3.25), this yields
\[
A^{1/2}Y_j = \int_{\tau/r_A}^{\infty} \left( \frac{\varphi_+(rA)}{r + \tau e^{i\alpha_A}} (\mathcal{I}_+(r)f)_j + \frac{\varphi_-(rA)}{r + \tau e^{-i\alpha_A}} (\mathcal{I}_-(r)f)_j \right) \, dr \\
+ \int_{\mathcal{Y}_2} \Psi(z)^2 (\mathcal{I}(z)f)_j \, dz.
\]

Since the above equality holds for all \( j \geq 1 \) and trivially for \( j = 0 \), the desired equality (3.24) is established. This completes the proof. \( \blacksquare \)

Finally, we conclude the proof of Theorem 3.2 with the following argument. For the sake of brevity, we adopt the following notation:

\[
X_0 := \ell^p(L^p(\Omega; L^q(\mathcal{O}; H))), \\
X_1 := \ell^p(L^p(\Omega; L^q(\mathcal{O}))), \\
X_2 := \ell^p(L^p(\Omega; L^q(\mathcal{O}))), \\
X_3 := \ell^p\left(L^p(\Omega; L^q(\mathcal{O}; L^2(\mathbb{R}^+, \frac{dr}{r})))\right), \\
X_4 := \ell^p\left(L^p(\Omega; L^q(\mathcal{O}; L^2(\mathbb{R}^+, \frac{dr}{r})))\right).
\]

The duality pairing between \( X_1 \) and \( X_2 \) is denoted by \( (\cdot, \cdot) \). Fix any \( g \in X_2 \). We have
\[
\langle A^{1/2}Y, g \rangle = \int_{\tau/r_A}^{\infty} \left( \frac{r}{r + \tau e^{i\alpha_A}} \varphi_+(rA)^2 \mathcal{I}_+(r)f \right) \, dr \\
+ \int_{\mathcal{Y}_2} \left( \psi(z)^2 \mathcal{I}(z)f, g \right) \, dz
\]
\[
= \int_{\tau/r_A}^{\infty} \left( \frac{r}{r + \tau e^{i\alpha_A}} \varphi_+(rA) \mathcal{I}_+(r)f, \varphi_+(rA^*)g \right) \, dr \\
+ \int_{\mathcal{Y}_2} \left( \psi(z) \mathcal{I}(z)f, \varphi_+(rA^*)g \right) \, dz.
\]

where the first equality follows from the equality (3.24), and the second equality is a consequence of the fact that \( \varphi_+(rA^*) \) and \( \varphi_+(z) \) are the adjoint operators of \( \varphi_+(rA) \) and \( \varphi(z) \), respectively. Using the commutative properties between \( \varphi_{\pm}(rA) \) and \( \mathcal{I}_\pm(r) \), as well as the commutativity between \( \varphi(z) \) and \( \mathcal{I}(z) \), we subsequently deduce that
\[
\langle A^{1/2}Y, g \rangle = \int_{\tau/r_A}^{\infty} \left( \frac{r}{r + \tau e^{i\alpha_A}} \mathcal{I}_+(r)f, \varphi_+(rA^*)g \right) \, dr \\
+ \int_{\mathcal{Y}_2} \left( \mathcal{I}(z)f, \varphi_+(rA^*)g \right) \, dz.
\]

Extending \( \mathcal{I}_+ \) and \( \mathcal{I}_- \) to \([0, \tau/r_A]\) by zero, and applying Hölder’s inequality along with the uniform boundedness of \( \frac{r}{r + \tau e^{i\alpha_A}} \) with respect to \( r \in [0, \infty) \), we further obtain
\[
\left| \langle A^{1/2}Y, g \rangle \right| \leq \left\| \mathcal{I}_+(r)f \right\|_{X_3} \| \varphi_+(rA^*)g \|_{X_4} + \left\| \mathcal{I}_-(r)f \right\|_{X_3} \| \varphi_-(rA^*)g \|_{X_4} \\
+ \| \mathcal{I}(z)f \|_{L^q(\mathcal{O}; L^q(\mathcal{Y}_2, |dz|)))} \| \mathcal{I}(z)f \|_{L^q(\mathcal{O}; L^q(\mathcal{Y}_2, |dz|)))} \| \varphi_+(rA^*)g \|_{X_4}.
\]
According to Lemma 3.1, the $R$-boundedness of the set $\mathcal{I}(z)$ is independent of $\tau$. Since $\{\mathcal{I}_+(r) \mid r \in [0, 1]\}$ and $\{\mathcal{I}_-(r) \mid r \in [0, 1]\}$ are subsets of $\{\mathcal{I}(z) \mid z \in \mathcal{T}\}$, their $R$-boundedness is also independent of $\tau$. Therefore, applying the $\gamma$-Multiplier theorem (Theorem 9.5.1 in [19]) and noting that $R$-boundedness implies $\gamma$-boundedness (Theorem 8.1.3 in [19]), we derive from the previous inequality that

$$\left| \langle A^{1/2} Y, g \rangle \right| \leq c \| \varphi_+(rA) f \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_1)} \| \varphi_+(rA^*) g \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_2)} + c \| \varphi_-(rA) f \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_1)} \| \varphi_-(rA^*) g \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_2)} + c \| \Psi(\cdot) \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_1)} \| \Psi^*(\cdot) g \|_{\gamma(L^2(\mathbb{R}, \mathbb{P}), X_2)}.$$  

This inequality, combined with the square function estimates in Lemmas 3.2–3.5, leads to

$$\left| \langle A^{1/2} Y, g \rangle \right| \leq c \| f \|_{X_0} \| g \|_{X_2}.$$  

Since $X_2$ is the dual of $X_1$ and $g$ is arbitrarily chosen from $X_2$, the desired estimate (3.4) is established, thereby completing the proof of Theorem 3.2.

**Remark 3.2.** Let $p \in (2, \infty)$ and $q \in [2, \infty)$. Denote by $L^p_{\gamma}(\Omega \times \mathbb{R}_+; L^q(\mathcal{O}; H))$ the space of all $\mathbb{F}$-adapted $L^q(\mathcal{O}; H)$-valued processes that belong to $L^{p}(\Omega \times \mathbb{R}_+; L^{q}(\mathcal{O}; H))$. We redefine $\{\mathcal{I}(z) \mid z \in \mathcal{T}\}$ as a family of operators acting from $L^p_{\gamma}(\Omega \times \mathbb{R}_+; L^q(\mathcal{O}; H))$ to $L^{p}(\Omega \times \mathbb{R}_+; L^{q}(\mathcal{O}; H))$ as follows: for any $z \in \mathcal{T}$ and $g \in L^p_{\gamma}(\Omega \times \mathbb{R}_+; L^q(\mathcal{O}; H)), \mathcal{I}(z)g$ is given by

$$\left\{ \begin{array}{l}
(\mathcal{I}(z)g)_0 = 0, \\
(\mathcal{I}(z)g)_j = \frac{1}{\sqrt{2}} \sum_{k=1}^{j-1} (e^{-z} - 1)^{1/2} \int_{k\tau}^{k\tau + \tau} g(t) \, dW(t), \quad j \geq 1.
\end{array} \right.$$  

By slightly modifying the proof of Lemma 3.1, it can be shown that the $R$-boundedness of $\{\mathcal{I}(z) \mid z \in \mathcal{T}\}$ is bounded by $c\tau^{-1/p}$, where $c$ is a constant independent of $\tau$. Consequently, following the proof of Theorem 3.2, we deduce the following form of discrete stochastic maximal $L^p$-regularity estimate:

$$\left[ \mathbb{E} \sum_{j=1}^{\infty} \tau \| A^{1/2} Y_j \|_{L^p(\mathcal{O})} \right]^{1/p} \leq c \| g \|_{L^{p}(\Omega \times \mathbb{R}_+, L^{q}(\mathcal{O}; H))}$$  

for all $g \in L^p_{\gamma}(\Omega \times \mathbb{R}_+; L^q(\mathcal{O}; H))$, where $(Y_j)_{j=1}^{\infty}$ is defined by the Euler scheme:

$$\left\{ \begin{array}{l}
Y_{j+1} - Y_j = \tau AY_j = \int_{j\tau}^{j\tau + \tau} g(t) \, dW(t), \quad j \geq 1, \\
Y_0 = 0.
\end{array} \right.$$  

## 4 Convergence estimate

Let $J$ be a positive integer and define the time step by $\tau := T/J$. For any $p, q \in (1, \infty)$, let $L^p_{\gamma}(\Omega \times (0, T); L^q(\mathcal{O}; H))$ denote the space of all processes $f : \Omega \times [0, T] \rightarrow L^q(\mathcal{O}; H)$ that are piecewise constant on each time interval $[j\tau, j\tau + \tau)$ and satisfy

$$f(j\tau) \in L^p(\Omega, \mathcal{F}_j; \mathbb{P}; L^q(\mathcal{O}; H))$$  

for all $0 \leq j \leq J$.

The main result of this section is the following convergence estimate.
Using standard techniques (see, e.g., [39, Lemma 5.5]), we have, almost surely,

\[ \frac{\partial y(t) + Ay(t)}{\partial t} = f(t), \quad 0 \leq t \leq T, \]
\[ y(0) = 0, \]
with \( f \in L^p_{T,\tau}(\Omega \times (0, T); L^q(O; H)) \). Define the sequence \( (Y_j)_{j=0}^J \) by

\[ Y_{j+1} - Y_j + \tau Ay_{j+1} = \int_{j\tau}^{(j+1)\tau} f(t) \, dt, \quad 0 \leq j < J, \]
\[ Y_0 = 0. \]

Then, the following error estimate holds:

\[ \left[ \mathbb{E} \left\| \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} f(t) \, dt \right\|_{L^p(O)}^{p} \right]^{1/p} \leq c \tau^{1/2} \| f \|_{L^p(\Omega \times (0, T); L^q(O; H))}, \]

where \( c \) is a constant independent of the time step \( \tau \).

**Remark 4.1.** Suppose \( p \in (2, \infty) \) and \( q \in [2, \infty) \). Assume that the operator \( A \) satisfies the hypotheses of Theorem 3.2, with the added premise that \( A \) has a bounded inverse. Let \( y \) be the mild solution of equation 4.1 with \( f \in L^p_{T,\tau}(\Omega \times (0, T); L^q(O; H)) \), where \( L^p_{T,\tau}(\Omega \times (0, T); L^q(O; H)) \) is defined as in Remark 3.2. Let \( (Y_j)_{j=0}^J \) be the solution of (4.2). We can establish the following error estimate (the detailed proof is left to the interested reader):

\[ \left[ \mathbb{E} \left\| \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} f(t) \, dt \right\|_{L^p(O)}^{p} \right]^{1/p} \leq c \tau^{1/2} \| f \|_{L^p(\Omega \times (0, T); L^q(O; H))}, \]

where \( c > 0 \) can be chosen arbitrarily small. Notably, the temporal convergence rate can be enhanced to \( 1/2 \) when the process \( f \) is piecewise constant in time, as established in Theorem 4.1. Such error estimates are particularly valuable for the numerical analysis of stochastic optimal control problems involving stochastic evolution equations.

The purpose of the rest of this section is to prove the above theorem. For ease of reference, we will consistently assume throughout the remainder of this section that \( p, q \in [2, \infty) \), and that the operator \( A \) satisfies the conditions in Theorem 4.1. As discussed in Subsection 3.2, let \( A^* \) denote the dual operator of \( A \), which is a sectorial operator on \( L^q(O) \). We denote by \( D(A^*) \) the domain of \( A^* \), endowed with the standard graph norm defined as

\[ \| v \|_{D(A^*)} := \| A^* v \|_{L^q(O)}, \quad \forall v \in D(A^*). \]

Furthermore, according to [19, Proposition 8.4.1], the family of operators

\[ \{ z(A - A^*)^{-1} \mid z \in \mathbb{C} \setminus \Sigma_{A^*} \} \]

is \( \mathcal{R} \)-bounded in \( L^q(O) \). Additionally, we introduce the vector-valued Sobolev space

\[ 0H^{1,p'}(0, T; L^q(O)) := \left\{ v : [0, T] \to L^q(O) \mid v' \in L^p(0, T; L^q(O)), \quad v(T) = 0 \right\}, \]

where \( v' \) denotes the weak derivative of \( v \) with respect to the time variable.

**Proof of Theorem 4.1.** We split the proof into the following two steps.

**Step 1.** Let \( v \) be an arbitrary but fixed element of \( 0H^{1,p'}(0, T; L^q(O)) \cap L^p(0, T; D(A^*)) \). Using standard techniques (see, e.g., [39, Lemma 5.5]), we have, almost surely,

\[ \int_0^T \langle y(t), -v'(t) + A^* v(t) \rangle \, dt = \int_0^T \langle v(t), f(t) \rangle \, dt. \]
where the duality pairing on the left-hand side is between $L^q(\mathcal{O})$ and $L^{q'}(\mathcal{O})$, and the pairing on the right-hand side denotes an $\mathbb{F}$-adapted $\gamma(H,\mathbb{R})$-valued process, as detailed in Remark 4.2. Furthermore, a direct computation yields, almost surely,

$$
\int_0^T \langle v(t), f(t) \rangle \, dW(t) = \sum_{j=0}^{J-2} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(t), v(j\tau + \tau) \right) - \sum_{j=0}^{J-1} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(s), v'(t) \right) dt.
$$

Hence, almost surely,

$$
\int_0^T (g(t), -v'(t) + A^*v(t)) \, dt = \sum_{j=0}^{J-2} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(t), v(j\tau + \tau) \right) - \sum_{j=0}^{J-1} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(s), v'(t) \right) dt.
$$

For any measurable set $C \in \mathcal{F}$, multiplying both sides of the above equality by the indicator function $\mathbbm{1}_C$ for $C$ and taking expectations, we deduce that

$$
\mathbb{E} \int_0^T (g(t), -z'(t) + A^*z(t)) \, dt = \mathbb{E} \left\{ \sum_{j=0}^{J-2} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(t), z(j\tau + \tau) \right) - \sum_{j=0}^{J-1} \left( \int_{j\tau}^{j\tau+\tau} f(j\tau) \, dW(s), z'(t) \right) dt \right\}
$$

holds for $z = v\mathbbm{1}_C$. Since both sides of (4.4) act as bounded linear functionals on

$$
L^{p'}(\Omega; H^{1,p'}(0,T; L^q(\mathcal{O}))) \cap L^{p'}(0,T; D(A^*))
$$

with respect to $z$, as can be readily verified by Lemma 2.1, and considering the density of the linear span

$$
\text{span} \left\{ v\mathbbm{1}_C \mid v \in H^{1,p'}(0,T; L^q(\mathcal{O}))) \cap L^{p'}(0,T; D(A^*)), C \in \mathcal{F} \right\}
$$

within this space, we can apply a density argument to conclude that (4.4) holds for all

$$
z \in L^{p'}(\Omega; H^{1,p'}(0,T; L^q(\mathcal{O}))) \cap L^{p'}(0,T; D(A^*))).
$$

**Step 2.** Let $g \in L^{p'}(\Omega \times (0,T); L^{q'}(\mathcal{O}))$ be given arbitrarily. According to Theorem 4.2 in [40], there exists a process $z$ such that $z$ solves the backward evolution equation almost surely:

$$
\begin{cases}
-z'(t) + A^*z(t) = g(t), & 0 \leq t \leq T, \\
z(T) = 0,
\end{cases}
$$

and satisfies the regularity estimate

$$
\|z\|_{L^{p'}(\Omega \times (0,T); L^{q'}(\mathcal{O}))} + \|A^*z\|_{L^{p'}(\Omega \times (0,T); L^{q'}(\mathcal{O}))} \leq c\|g\|_{L^{p'}(\Omega \times (0,T); L^{q'}(\mathcal{O}))}.
$$

(4.5)

Define the sequence $(Z_j)_{j=0}^J$ almost surely by

$$
\begin{align}
Z_j - Z_{j+1} + \tau A^* Z_j &= \int_{j\tau}^{j\tau+\tau} g(t) \, dt, & 0 \leq j < J, \\
Z_J &= 0.
\end{align}
$$

(4.6a)

(4.6b)
By adopting an approach analogous to that presented in [23, Theorem III], we can establish the following well-known inequality:

\[
\left[ \mathbb{E} \left( \sum_{j=0}^{J-1} \tau \|z(j\tau) - Z_j\|_{L^p'((\Omega \times (0,T),L^q(\mathcal{O}))} \right)^{1/p'} \right] \leq c \tau \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))}.
\]

(4.7)

Next, using (4.2) and (4.6), a straightforward computation gives that

\[
\mathbb{E} \sum_{j=0}^{J-1} \int_{j\tau}^{j\tau+\tau} \langle Y_j, g(t) \rangle \, dt = \mathbb{E} \sum_{j=0}^{J-2} \int_{j\tau}^{(j+1)\tau} f(j\tau) \, dW(t), Z_{j+1}\rangle.
\]

Furthermore, the identity (4.4) implies that

\[
\mathbb{E} \int_0^T \langle Y_j - Y_{j+1}, g(t) \rangle \, dt = \mathbb{E} \left\{ \sum_{j=0}^{J-2} \int_{j\tau}^{(j+1)\tau} f(j\tau) \, dW(t), z(j\tau + \tau) - Z_{j+1} \right\} - \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} \left\langle f(j\tau) \, dW(t), z'(t) \right\rangle \, dt.
\]

Combining these equalities, we derive the following identity:

\[
\mathbb{E} \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} \langle Y_j - Y_{j+1}, g(t) \rangle \, dt = \mathbb{E} \sum_{j=0}^{J-2} \int_{j\tau}^{(j+1)\tau} f(j\tau) \, dW(t), z(j\tau + \tau) - Z_{j+1} \right\} - \mathbb{E} \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} \left\langle f(j\tau) \, dW(t), z'(t) \right\rangle \, dt
\]

=: I_1 + I_2.

For I_1, we have

\[
I_1 \leq \left( \sum_{j=0}^{J-2} \left\| \int_{j\tau}^{(j+1)\tau} f(j\tau) \, dW(t) \right\|^p_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \right)^{1/p} \left( \sum_{j=0}^{J-2} \|z(j\tau + \tau) - Z_{j+1}\|^p_{L^p'((\Omega \times (0,T),L^q(\mathcal{O}))} \right)^{1/p'}
\]

\[
\leq c \tau^{1/p} \left( \sum_{j=0}^{J-2} \left\| \int_{j\tau}^{(j+1)\tau} f(j\tau) \, dW(t) \right\|^p_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \right)^{1/p} \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))} \quad \text{(by (4.7))}
\]

\[
\leq c \tau^{1/p} \left( \sum_{j=0}^{J-2} \left\| f(j\tau) \right\|^p_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \right)^{1/p} \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))} \quad \text{(by Lemma 2.1)}
\]

\[
= c \tau^{1/p} \|f\|_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))}.
\]

Similarly, for I_2, using Hölder’s inequality, the regularity estimate (4.5), and Lemma 2.1, we deduce that

\[
I_2 \leq c \tau^{1/2} \|f\|_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))}.
\]

By combining these bounds, we obtain

\[
\mathbb{E} \sum_{j=0}^{J-1} \int_{j\tau}^{(j+1)\tau} \langle Y_j - Y_{j+1}, g(t) \rangle \, dt \leq c \tau^{1/2} \|f\|_{L^p((\Omega \times (0,T),L^q(\mathcal{O}))} \|g\|_{L^{p'}((\Omega \times (0,T),L^q(\mathcal{O}))}.
\]

Given that g \in L^{p'}((\Omega \times (0,T);L^q(\mathcal{O})) is arbitrary, we can invoke the principle of duality to directly achieve the desired error estimate (4.3). This concludes the proof of Theorem 4.1.
Remark 4.2. In Step 1 of the preceding proof, the stochastic integral \( \int_0^T \langle v(t), f(t) \rangle dW(t) \) is interpreted as follows. By virtue of the \( \gamma \)-Fubini isomorphism (cf. [19, Theorem 9.4.8]), it is established that \( f \) is an \( \mathcal{F} \)-adapted \( \gamma(H,L^0(\mathcal{O})) \)-valued process. Furthermore, for each \( t \in [0,T] \), \( v(t) \) can be viewed as a bounded linear functional from \( L^0(\mathcal{O}) \) to \( \mathbb{R} \). Consequently, by applying the ideal property of \( \gamma \)-radonifying operators (see [19, Theorem 9.1.10]), \( \langle v(\cdot), f(\cdot) \rangle \) is identified as an \( \mathcal{F} \)-adapted \( \gamma(H,\mathbb{R}) \)-valued process. This identification comes with the estimate

\[
\| \langle v(t), f(t) \rangle \|_{\gamma(H,\mathbb{R})} \leq \| v(t) \|_{L^0(\mathcal{O})} \cdot \| f(t) \|_{\gamma(H,L^0(\mathcal{O}))} \leq c \| v(t) \|_{L^0(\mathcal{O})} \cdot \| f(t) \|_{L^0(\mathcal{O},H)}, \quad t \in [0,T].
\]

Therefore, the stochastic integral \( \int_0^T \langle v(t), f(t) \rangle dW(t) \) is understood as the stochastic integral of an \( \mathcal{F} \)-adapted \( \gamma(H,\mathbb{R}) \)-valued process.

Remark 4.3. To provide further insight into the derivation of (4.7), we start by noting that, almost surely,

\[
(z(j\tau) - Z_j) - (z(j\tau + \tau) - Z_{j+1}) + \tau A^*(z(j\tau) - Z_j) = A^* \int_{j\tau}^{j\tau + \tau} z(j\tau) - z(t) \, dt.
\]

Utilizing the deterministic discrete maximal \( L^p \)-regularity estimate (see [22, Theorem 3.2]), we obtain

\[
\left[ \mathbb{E} \sum_{j=0}^{j-1} \tau \| z(j\tau) - Z_j \|_{L^p(\mathcal{O})}^{p'} \right]^{1/p'} \leq c \left[ \mathbb{E} \sum_{j=0}^{j-1} \int_{j\tau}^{j\tau + \tau} \| z(t) - z(j\tau) \|_{L^p(\mathcal{O})}^{p'} \, dt \right]^{1/p'}.
\]

The desired inequality (4.7) then follows from the standard estimate:

\[
\left[ \mathbb{E} \sum_{j=0}^{j-1} \int_{j\tau}^{j\tau + \tau} \| z(t) - z(j\tau) \|_{L^p(\mathcal{O})}^{p'} \, dt \right]^{1/p'} \leq c\tau \| z' \|_{L^p(\Omega \times (0,T);L^p(\mathcal{O}))}.
\]

### A Some technical estimates

In this section, we employ the notation established in Section 3. Let \( \mu \) denote the Lebesgue measure on the domain \( \mathcal{O} \). We also recall that \( c \) represents a generic positive constant, which is independent of the time step \( \tau \), though its value may vary from one instance to another.

**Lemma A.1.** Suppose that \( p,q \in [2,\infty) \). Consider the curve \( \mathcal{I} \) constructed in Subsection 3.2. Let \( \mathcal{I}(z) \) be defined for \( z \in \mathcal{Y} \) as in (3.14). We assert that \( \mathcal{I}(z) \) is uniformly bounded in the norm space

\[
\mathcal{L}(\ell_p^p(L^p(\Omega;L^q(\mathcal{O};H))), \ell^p(L^p(\Omega;L^q(\mathcal{O}))))
\]

with respect to both \( z \in \mathcal{Y} \) and the time step \( \tau \).

**Proof.** Fix any \( z \in \mathcal{Y} \) and let \( \xi = e^{-z} - 1 \). Using Lemma 2.1, Minkowski’s inequality and Hölder’s inequality, we obtain, for any \( g \in \ell_p^p(L^p(\Omega;L^q(\mathcal{O};H))) \),

\[
\| \mathcal{I}(z)g \|_{\ell_p^p(L^p(\Omega;L^q(\mathcal{O})))}^p = \sum_{j=1}^{\infty} \left\| \sum_{k=0}^{j-1} \xi^{1/2}(1 + \xi)^{k+1-j} g_k \delta_{W_k} / \sqrt{\tau} \right\|_{L^p(\Omega;L^q(\mathcal{O}))}^p \leq \frac{c}{\tau} \sum_{j=1}^{\infty} \mathbb{E} \left[ \sum_{k=0}^{j-1} \left\| \int_{\mathcal{O}} \xi^{1/2}(1 + \xi)^{k+1-j} g_k \, d\mu \right\|_{L^p(\mathcal{O};L^q(\mathcal{O})))}^p \right]^{1/p} \leq c \sum_{j=1}^{\infty} \mathbb{E} \left[ \left( \sum_{k=0}^{j-1} \left\| \int_{\mathcal{O}} \xi^{1/2}(1 + \xi)^{k+1-j} g_k \, d\mu \right\|_{L^p(\mathcal{O};L^q(\mathcal{O})))}^p \right]^{1/p} \leq \frac{c}{\tau} \sum_{j=1}^{\infty} \left\{ \sum_{k=0}^{j-1} |\xi^{1/2}(1 + \xi)^{k+1-j}|^2 g_k \|_{L^q(\mathcal{O};H)}^p \right\} (I(j,\xi))^{p/2-1},
\]
Therefore, the desired claim follows from the fact where

\[
\xi \in \{1 + \xi \}^{k+1-j}
\]

It follows that, for any \( g \in l^p_\mathcal{L}(L^p(\Omega; L^p(\mathcal{O}; H))) \),

\[
\|I(z)g\|_{l^p_\mathcal{L}(L^p(\Omega; L^p(\mathcal{O}; H)))} \leq cI(\infty, \xi)^{p/2-1}\sum_{j=1}^{\infty} \sum_{k=0}^{j-1} \|g_k\|_{L^p(\Omega; L^p(\mathcal{O}; H))} \leq cI(\infty, \xi)^{p/2-1}\sum_{j=1}^{\infty} \sum_{k=0}^{j-1} \|\|g_k\|_{L^p(\Omega; L^p(\mathcal{O}; H))}\|^{p/2}
\]

Define \( g \) for any \( \in \mathcal{Y} \setminus \{0\} \) where \( \mathcal{Y} \) is easily verified by the construction of \( \mathcal{Y} \) as detailed in Subsection 3.2.

**Lemma A.2.** Let \( r \in [1, \infty) \) and \( s \in (1, \infty] \). For any \( g \in l^s_\mathcal{L}(L^r(\mathcal{O})) \), we have

\[
\sum_{j=1}^{\infty} \|\sup_{m \in \mathbb{N}} \frac{1}{1+m} \sum_{k=j}^{j+m-1} g_k\|_{L^r(\mathcal{O})} \leq c\|\|g\|_{l^s_\mathcal{L}(L^r(\mathcal{O}))}\|^{r/s}.
\]

**Proof.** Define

\[
G(t) := \sup_{m \in \mathbb{N}} \frac{1}{1+m} \int_1^{t(1+m)^{\tau}} \tilde{g}(\beta) d\beta,
\]

where \( \tilde{g}(t) := |g_j| \) for all \( t \in [j\tau, j\tau + \tau) \) and \( j \in \mathbb{N} \). For any \( j \geq 1 \), it is easily verified that

\[
G(j\tau)(x) \leq \frac{e}{\tau} \int_{j\tau-\tau}^{j\tau+\tau} G(t)(x) dt, \quad \forall x \in \mathcal{O},
\]

which implies, through Minkowski’s inequality and Hölder’s inequality, that

\[
\|G(j\tau)\|_{L^r(\mathcal{O})} \leq c\tau^{-r} \left[ \int_{\mathcal{O}} \left( \int_{j\tau-\tau}^{j\tau+\tau} G(t) dt \right)^r d\mu \right]^{r/s} \leq c\tau^{-r} \left[ \int_{j\tau-\tau}^{j\tau+\tau} \|G(t)\|_{L^r(\mathcal{O})} dt \right]^r \leq c\tau^{-r} \int_{j\tau-\tau}^{j\tau+\tau} \|G(t)\|_{L^s(\mathcal{O})} dt.
\]

Summing over \( j \), we find

\[
\sum_{j=1}^{\infty} \|G(j\tau)\|_{L^s(\mathcal{O})} \leq c\tau^{-1} \int_{\mathbb{R}_+} \|G(t)\|_{L^s(\mathcal{O})} dt \leq c\|\|g\|_{l^s_\mathcal{L}(L^s(\mathcal{O}))}\|^{r/s}\]

(by [38, Proposition 3.4])

\[
= c\|g\|_{l^s_\mathcal{L}(L^r(\mathcal{O}))}.
\]
The desired inequality then follows from the fact
\[ G(j) = \sup_{m \in \mathbb{N}} \frac{1}{1 + m} \sum_{k=j}^{j+m} |g_k|, \quad \forall j \geq 1. \]

This completes the proof. \[ \square \]

**Lemma A.3.** Assume that \( p, q \in [2, \infty) \). Define
\[
\{ \Pi_m \mid m \in \mathbb{N} \} \subset \mathcal{L}(\ell^q_p(\mathbb{L}^p(\mathbb{O}; L^q(\mathbb{O}))), \ell^p(\mathbb{L}^p(\mathbb{O}; L^q(\mathbb{O}))))
\]
as follows: for each \( m \in \mathbb{N} \) and \( g \in \ell^q_p(\mathbb{L}^p(\mathbb{O}; L^q(\mathbb{O}))) \),
\[
\begin{cases}
(\Pi_m g)_0 := 0, \\
(\Pi_m g)_j := \frac{1}{\sqrt{m + 1}} \sum_{k=(j-1-m)\vee 0}^{j-1} g_k \frac{\delta W_k}{\sqrt{\tau}}, \quad j \geq 1.
\end{cases}
\] (A.1a)

Then \( \mathcal{R}(\{ \Pi_m \mid m \in \mathbb{N} \}) \) is uniformly bounded with respect to the time step \( \tau \).

**Proof.** Following the proof of [38, Theorem 3.1], we only present a brief derivation. Consider an arbitrary positive integer \( N \). Let \( (r^n_r)_{n=1}^N \) denote a sequence of independent, symmetric \( \{-1, 1\} \)-valued random variables defined on the probability space \( \Omega \). We denote the expectation with respect to this probability space by \( E_r \). Given a sequence \( (g^n)^N_{n=1} \) in \( \ell^q_p(\mathbb{L}^p(\mathbb{O}; L^q(\mathbb{O}))) \) and a sequence \( (m^n)_{n=1}^N \) in \( \mathbb{N} \), we proceed as follows:
\[
\begin{align*}
&\left[ E_r \left[ \sum_{n=1}^N r_n \Pi_{m^n} g^n \right]^2 \right]^{1/2} \\
\leq c \left[ E_r \left[ \sum_{n=1}^N r_n \Pi_{m^n} g^n \right]^p \right]^{1/p} \\
&= c \left[ \sum_{j=1}^\infty E_r \left[ \left( \sum_{n=1}^N r_n \Pi_{m^n} g^n \right) \left( \sum_{n=1}^N \frac{r_n}{\sqrt{1 + m^n}} \sum_{k=(j-1-m^n)\vee 0}^{j-1} g_k \frac{\delta W_k}{\sqrt{\tau}} \right)^q \right]^{p/q} \right]^{1/p} \\
&\leq c \left[ \sum_{j=1}^\infty \left( \sum_{n=1}^N \frac{1}{\sqrt{1 + m^n}} \sum_{k=(j-1-m^n)\vee 0}^{j-1} \| g_k \|_{H}^q \right)^{p/q} \right]^{1/p},
\end{align*}
\]
where the first inequality utilizes the Kahane-Khintchine inequality (see, e.g., [19, Theorem 6.2.4]), and the final inequality employs Lemma 2.1. Here, \( j-1-m^n \leq k \) denotes the indicator function, which equals 1 if \( j-1-m^n \leq k \), and 0 otherwise. Applying the Kahane-Khintchine inequality again, we obtain, for any \( j \in \mathbb{N}_{>0} \),
\[
E_r \left[ \left( \sum_{k=0}^{j-1} \sum_{n=1}^N \frac{r_n}{\sqrt{1 + m^n}} \sum_{k=(j-1-m^n)\vee 0}^{j-1} g_k \frac{\delta W_k}{\sqrt{\tau}} \right)^q \right]^{p/q} \\
\leq c \left( \sum_{n=1}^N \frac{1}{1 + m^n} \sum_{k=(j-1-m^n)\vee 0}^{j-1} \| g_k \|_{H}^q \right)^{p/q}.
\]
Combining the above estimates, we arrive at
\[
\begin{align*}
&\left[ E_r \left[ \sum_{n=1}^N r^n_n \Pi_{m^n} g^n \right]^2 \right]^{1/2} \\
&\leq c \left[ \sum_{j=1}^\infty \left( \sum_{n=1}^N \frac{1}{1 + m^n} \sum_{k=(j-1-m^n)\vee 0}^{j-1} \| g_k \|_{H}^q \right)^{p/q} \right]^{1/p}.
\end{align*}
\] (A.2)
On the other hand, using the Kahane-Khintchine inequality gives a positive integer while (A.2), this leads to

\[ \sum_{j=1}^{\infty} \left\langle \sum_{n=1}^{N} \frac{1}{1+m_n} \sum_{k=j-1-m_n \geq 0}^{j-1} g_k^i, Z_j \right\rangle = \sum_{k=0}^{N} \sum_{j=k+1}^{\infty} \frac{1}{1+m_n} \sum_{j=k+1}^{\infty} Z_j \]

\[ \leq \sum_{k=0}^{N} \sup_{m \in \mathbb{N}} \frac{1}{1+m_n} \sum_{j=k+1}^{\infty} |Z_j|, \]

where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( L^{p/2}(\Omega; L^{q/2}(\mathcal{O})) \) and \( L^{(p/2)'}(\Omega; L^{(q/2)'}(\mathcal{O})) \). By Hölder’s inequality and Lemma A.2, it follows that

\[ \sum_{j=1}^{\infty} \left\langle \sum_{n=1}^{N} \frac{1}{1+m_n} \sum_{k=j-1-m_n \geq 0}^{j-1} g_k^i, Z_j \right\rangle \leq c \sum_{k=0}^{N} \left[ \sum_{n=1}^{N} \| g_k^i \|_H^2 \right]^{p/2} \left[ L^{p/2}(\Omega; L^{q/2}(\mathcal{O})) \right] \times \| Z \|_{L^{(p/2)'}(\Omega; L^{(q/2)'}(\mathcal{O}))}. \]

Invoking the duality principle then yields

\[ \sum_{j=1}^{\infty} \left[ \sum_{n=1}^{N} \frac{1}{1+m_n} \sum_{k=j-1-m_n \geq 0}^{j-1} g_k^i, Z_j \right]^{p/2} \left[ L^{p/2}(\Omega; L^{q/2}(\mathcal{O})) \right] \leq c \sum_{k=0}^{N} \left[ \sum_{n=1}^{N} \| g_k^i \|_H^2 \right]^{p/2} \left[ L^{p/2}(\Omega; L^{q/2}(\mathcal{O})) \right] \times \| Z \|_{L^{(p/2)'}(\Omega; L^{(q/2)'}(\mathcal{O}))}. \]

In conjunction with (A.2), this leads to

\[ \left[ \mathbb{E}_\tau \left\| \sum_{n=1}^{N} r_n \Pi_m g^n \right\|_{L^p(\Omega; L^q(\mathcal{O}))}^2 \right]^{1/2} \leq c \left[ \sum_{k=0}^{N} \left[ \sum_{n=1}^{N} \| g_k^i \|_H^2 \right]^{p/2} \left[ L^{p/2}(\Omega; L^{q/2}(\mathcal{O})) \right] \right]^{1/p}. \]

On the other hand, using the Kahane-Khintchine inequality gives

\[ \left[ \mathbb{E}_\tau \left\| \sum_{n=1}^{N} r_n g^n \right\|_{L^p(\Omega; L^q(\mathcal{O}; H))}^2 \right]^{1/2} \geq c \left[ \sum_{j=0}^{\infty} \left[ \sum_{n=1}^{N} \| g_k^j \|_H^2 \right]^{p/2} \left[ L^{p/2}(\Omega; L^{q/2}(\mathcal{O}; H)) \right] \right]^{1/p}. \]

Consequently,

\[ \left[ \mathbb{E}_\tau \left\| \sum_{n=1}^{N} r_n \Pi_m g^n \right\|_{L^p(\Omega; L^q(\mathcal{O}; H))}^2 \right]^{1/2} \leq c \left[ \mathbb{E}_\tau \left\| \sum_{n=1}^{N} r_n g^n \right\|_{L^p(\Omega; L^q(\mathcal{O}; H))}^2 \right]^{1/2}. \]

Since the above generic positive constant \( c \) is independent of \( \tau \), and given that \( N \) is an arbitrary positive integer while \( (g^n)_{n=1}^{\infty} \) is an arbitrary sequence in \( L^p(\Omega; L^q(\mathcal{O}; H)) \), \( (m_n)_{n=1}^{\infty} \) is an arbitrary sequence in \( \mathbb{N} \), and \( (r_n)_{n=1}^{\infty} \) is an arbitrary sequence of independent symmetric \( \{-1, 1\} \)-valued random variables, it follows that \( \mathcal{R}(\{\Pi_m \mid m \in \mathbb{N}\}) \) is uniformly bounded with respect to \( \tau \). This completes the proof.

\[ \square \]
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