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Abstract

Language models often pre-train on large unsupervised text corpora, then fine-tune on additional task-specific data. However, typical fine-tuning schemes do not prioritize the examples that they tune on. We show that, if you can prioritize informative training data, you can achieve better performance while using fewer labels. To do this we augment a language model with an epinet: a small additional network that helps to estimate model uncertainty and forms an epistemic neural network (ENN). ENNs are neural networks that can know what they don’t know. Using an epinet to prioritize uncertain data, we can fine-tune BERT on GLUE tasks to the same performance while using 2x less data than training without prioritization. We also investigate performance in synthetic neural network generative models designed to build understanding. In each setting, using an epinet outperforms heuristic active learning schemes.

1. Introduction

Large language models (LLMs) have emerged as one of the most exciting new developments in artificial intelligence research (Brown et al., 2020). Typically, large autoregressive transformers (Vaswani et al., 2017) are trained on large corpora of internet text data simply to predict the next token in an unsupervised manner. In spite of this simple training objective, these models have gone on to demonstrate impressive performance across a wide variety of tasks, and under different evaluation protocols (Rae et al., 2021). Importantly, these capabilities seem to improve with both increased computation and increased training data (Kaplan et al., 2020; Hoffmann et al., 2022).

LLMs are famously able to demonstrate impressive few-shot learning capabilities, induced by their ability to complete specially-designed text ‘prompts’ (Brown et al., 2020). However, these capabilities can typically be improved by fine-tuning the model on additional training data specialized to the particular application of interest (Ziegler et al., 2019; Cobbe et al., 2021). Beyond raw capability, this fine-tuning is also essential for language model alignment: to make sure the system accurately reflects the goals of the algorithm designer (Ouyang et al., 2022). This setting has even been proposed as an important case-study for the more general challenge of AI alignment and existential risk (Aspell et al., 2021).

One of the key challenges at the heart of the alignment problem comes from dealing with uncertainty. LLMs, as they are currently instantiated, are conventional neural networks that do not distinguish irreducible uncertainty over the next token (e.g. when the outcomes is produced by a rolling a die), from uncertainty that could be resolved with more training data (e.g. when the outcome is determined by recent history but the model has not been trained enough to know this). This distinction is sometimes referred to as the distinction between aleatoric (relating to chance) and epistemic (relating to knowledge) uncertainty (Kendall & Gal, 2017). Even though experimental results suggest LLMs can be trained to estimate uncertainty over the validity of their claims (Kadavath et al., 2022), this does not address this key distinction in the sources of uncertainty in ways that are necessary to accelerate learning. Previous attempts to augment LLMs with ensemble-based uncertainty have not been successful, and suggest that maybe a new training paradigm is necessary to incorporate this distinction (Gleave & Irving, 2022).

In this paper, we explore an alternative approach to supplement LLMs with an epinet: a small additional network trained to estimate model uncertainty (Osband et al., 2021). Taken together, the base LLM and epinet form an epistemic neural network (ENN). ENNs are neural networks that can know what they don’t know. Figure 1 offers a preview of the results of Section 4, where we examine a model based on BERT fine-tuned.
on GLUE datasets (Devlin et al., 2019; Wang et al., 2018). We consider a baseline that does not prioritize training data. We see that, using an epinet to prioritize training labels, we can match the performance of this baseline with 2x less data. We also see significant improvements in final accuracy from using an an epinet.

1.1. Key contributions

We show that LLMs can be augmented with an epinet to deliver effective results in a computationally scalable manner. We first present results with a synthetic neural-net generative model (Osband et al., 2022). This model has been used previously to demonstrate that the epinet produces useful estimates of epistemic uncertainty (Osband et al., 2021). We show that prioritizing data using an epinet-enhanced model reduces the number of training labels required to match baseline performance. We then demonstrate a similar outcome fine-tuning BERT, where we obtain baseline performance using 2x less data (Section 4).

We demonstrate improvement over prioritizing based on other heuristic approaches. Prior work has suggested that prioritizing by LLM class probabilities, which do not distinguish epistemic from aleatoric uncertainty, can be an effective heuristic for active learning. We reproduce these results, but find that our epinet-enhanced model leads to further improvement.

Finally, the epinet is at least as effective as existing approaches to Bayesian deep learning. Where prior work had concluded that ensemble approaches to uncertainty estimation were not effective for LLMs, we find that both ensemble-based approaches and dropout can also drive improved active learning (Gleave & Irving, 2022). However, even when compared to these well-tuned baselines, we find that using an epinet is able to match performance at a lower computational cost. Although this paper focuses on data efficiency, computational concerns may be an important consideration in other applications.

1.2. Related work

Our work is motivated by the emerging importance of large pre-trained models across language (Brown et al., 2020), images (Radford et al., 2021) and beyond (Bommasani et al., 2021). While these ‘foundation models’ are trained on huge amount of unsupervised data, their performance on downstream tasks can be typically boosted by fine-tuning on additional task-specific examples (Ziegler et al., 2019; Cobbe et al., 2021). Fine-tuning a ‘foundation model’ can be much more sample efficient than re-training from scratch, but may still require substantial amounts of data (Stiennon et al., 2020).

The field of active learning has studied the problem of optimizing which data to collect (Settles, 2009). Research in this area has unearthed a wide variety of heuristic approaches (Lewis, 1995; Seung et al., 1992), and which can be successful in particular benchmarks (Settles & Craven, 2008; Sadigh et al., 2017; Beluch et al., 2018). The problem has been most comprehensively studied through a Bayesian lens, through which the problem can naturally be framed as one to maximize the information gain through training data (Houlsby et al., 2011). While the Bayesian perspective offers a coherent statistical perspective, the computational costs of exact Bayesian inference can become intractable even for small systems (Welling & Teh, 2011).

Our paper seeks to find tractable computational solutions to active learning that are compatible with LLMs. Related work has studied similar approximation schemes applied to deep learning, but with a focus on image datasets (Gal et al., 2017; Christiano et al., 2017; Kirsch et al., 2019). However, other papers have shown that the proposed method of dropout for Bayesian inference can be of very poor quality (Osband, 2016; Hron et al., 2017; Osband et al., 2022). These results have been complemented by an empirical evaluation that concluded a fundamental rethink was necessary for effective uncertainty in LLMs (Gleave & Irving, 2022).

In this paper, we build on the recent development of epistemic neural networks (ENNs), which can offer a new and more effective approach for neural networks that know what they don’t know (Osband et al., 2021). Our work complements other recent investigations into the feasibility of active learning with LLMs (Dor et al., 2020; Margatina et al., 2022). Both of these papers show that heuristic methods for active learning can
improve data efficiency in fine-tuning. Our work reproduces this finding, and shows that prioritization based on more principled uncertainty estimates, as afforded by ENNs, can be even more effective.

2. Problem formulation

This section reviews the notation necessary to describe the agents we consider. We formalize the active learning problem, and review benchmark approaches to label prioritization in the literature. As part of our submission we also open-source our code in Appendix A.

2.1. Epistemic neural networks

We examine the performance of agents based on epistemic neural networks (ENN) (Osband et al., 2021). A conventional neural network is specified by a parameterized function class \( f \), which produces an output \( f_\theta(x) \) given parameters \( \theta \) and an input \( x \). An ENN is specified by a parameterized function class \( f \) and a reference distribution \( P_Z \). The output \( f_\theta(x, z) \) of an ENN depends additionally on an epistemic index \( z \), sampled from the reference distribution \( P_Z \). Variation of the network output with \( z \) indicates uncertainty that might be resolved by future data. All conventional neural networks can be written as ENNs, but this more general framing allows an ENN to represent the kinds of uncertainty necessary for useful joint predictions (Wen et al., 2022).

ENN share many similarities with Bayesian neural networks (BNNs), which maintain a posterior distribution over plausible neural nets. However, unlike BNNs, ENNs do not necessarily ascribe Bayesian semantics to the unknown parameters of interest, and do not generally update with Bayes rule. All BNNs can be expressed as ENNs; for example, an ensemble of \( K \) networks \( f_{\theta_1}, ..., f_{\theta_K} \) can be written as an ENN \( \bar{f} \) with index \( z \sim \text{Unif}(\{1, ..., K\}) \) and \( f_\theta(x, z) := f_{\theta_z}(x) \) (Osband & Van Roy, 2015; Lakshminarayanan et al., 2017). However, there are some ENNs that cannot be expressed naturally as BNNs.

One such example of novel ENNs is the epinet: a small additional network designed to estimate uncertainty. An epinet is added to a base network: a conventional NN with base parameters \( \zeta \) and input \( x \) with output \( \mu_\zeta(x) \). The epinet acts on a subset of features \( \phi_\zeta(x) \) derived from the base network, as well as an epistemic index \( z \) sampled from the standard normal in \( D_Z \) dimensions. For concreteness, you might think of \( \mu_\zeta(z) \) as an LLM, with features \( \phi_\zeta(x) \) as the final hidden layer in the model. For epinet parameters \( \eta \), this produces a combined output:

\[
\begin{align*}
\text{ENN} & \quad \mu_\zeta(x) + \sigma_\eta(\phi_\zeta(x), z).
\end{align*}
\]

The ENN parameters \( \theta = (\zeta, \eta) \) include those of the base network and epinet. The epinet \( \sigma_\eta \) is a simple MLP architecture, with an internal prior function designed to create an initial variation in index \( z \) (Osband et al., 2018). The “stop gradient” notation \( \text{sg}[\cdot] \) indicates the argument is treated as fixed when computing a gradient. For example, \( \nabla_\theta f_\theta(x, z) = \nabla_\zeta \mu_\zeta(x), \nabla_\eta \sigma_\eta(\phi_\zeta(x), z) \). This approach has been shown to outperform ensembles of hundreds of particles at a computational cost less than that of two particles. For more detail on the epinet we recommend reviewing (Osband et al., 2021).

2.2. Active learning

We consider the active learning setting, where a learning agent is able to prioritize training examples in order to improve performance on held out data. More formally, we consider a training dataset \( D = \{(x_i, y_i)\}_{i=1}^N \) for inputs \( x_i \) and class labels \( y_i \). Initially, at timestep \( t = 0 \), the agent can observe the training inputs \( D_X = \{(x_i, i)\}_{i=1}^N \) but none of the associated class labels. At each timestep \( t \), the agent selects \( a_t \in \{1, ..., N\} \) and reveals the corresponding class label \( y_{a_t} \). The agent can use the data \( D_{t-1} = D_X \cup \{y_{a_s}\}_{s=0}^{t-1} \) to update its beliefs, which we encode in the ENN parameters \( \theta_t \).

We assess the quality of active learning agents through their loss evaluated on a held-out dataset \( \mathcal{D} = \{(\tilde{x}_i, \tilde{y}_i, i)\}_{i=1}^N \). Examples of such evaluation might include classification error or log-loss evaluated on a test set. Agents that successfully prioritize their training labels to achieve lower held-out loss with fewer training labels can be said to perform better. Our next subsection provides some concrete approaches to prioritizing training labels.

2.3. Priority functions

We focus on active learning schemes that prioritize training labels based on a priority function \( g \). The priority function maps ENN parameters \( \theta \) and input \( x \) to a score \( g(\theta, x) \in \mathbb{R} \). We focus our attention on the problem of classification, where the ENN makes predictions over class labels \( c \in \{1, ..., C\} \). We introduce notation for the class probabilities as predicted by an ENN,

\[
\begin{align*}
\text{ENN} & \quad \mu_\zeta(x) + \sigma_\eta(\phi_\zeta(x)), \\
\text{epinet} & \quad \int_Z P_Z(dz)p(c|\theta, x, z).
\end{align*}
\]

The ENN parameters \( \theta = (\zeta, \eta) \) include those of the base network and epinet. The epinet \( \sigma_\eta \) is a simple MLP architecture, with an internal prior function designed to create an initial variation in index \( z \) (Osband et al., 2018). The “stop gradient” notation \( \text{sg}[\cdot] \) indicates the argument is treated as fixed when computing a gradient. For example, \( \nabla_\theta f_\theta(x, z) = [\nabla_\zeta \mu_\zeta(x), \nabla_\eta \sigma_\eta(\phi_\zeta(x), z)] \). This approach has been shown to outperform ensembles of hundreds of particles at a computational cost less than that of two particles. For more detail on the epinet we recommend reviewing (Osband et al., 2021).

2.2. Active learning

We consider the active learning setting, where a learning agent is able to prioritize training examples in order to improve performance on held out data. More formally, we consider a training dataset \( D = \{(x_i, y_i)\}_{i=1}^N \) for inputs \( x_i \) and class labels \( y_i \). Initially, at timestep \( t = 0 \), the agent can observe the training inputs \( D_X = \{(x_i, i)\}_{i=1}^N \) but none of the associated class labels. At each timestep \( t \), the agent selects \( a_t \in \{1, ..., N\} \) and reveals the corresponding class label \( y_{a_t} \). The agent can use the data \( D_{t-1} = D_X \cup \{y_{a_s}\}_{s=0}^{t-1} \) to update its beliefs, which we encode in the ENN parameters \( \theta_t \).

We assess the quality of active learning agents through their loss evaluated on a held-out dataset \( \mathcal{D} = \{(\tilde{x}_i, \tilde{y}_i, i)\}_{i=1}^N \). Examples of such evaluation might include classification error or log-loss evaluated on a test set. Agents that successfully prioritize their training labels to achieve lower held-out loss with fewer training labels can be said to perform better. Our next subsection provides some concrete approaches to prioritizing training labels.

2.3. Priority functions

We focus on active learning schemes that prioritize training labels based on a priority function \( g \). The priority function maps ENN parameters \( \theta \) and input \( x \) to a score \( g(\theta, x) \in \mathbb{R} \). We focus our attention on the problem of classification, where the ENN makes predictions over class labels \( c \in \{1, ..., C\} \). We introduce notation for the class probabilities as predicted by an ENN,

\[
\begin{align*}
\text{ENN} & \quad \mu_\zeta(x) + \sigma_\eta(\phi_\zeta(x)), \\
\text{epinet} & \quad \int_Z P_Z(dz)p(c|\theta, x, z).
\end{align*}
\]
For any probability distribution \( p \) over \( C \) classes we recall that the \emph{entropy} is defined \[ \mathbb{H}[p] := - \sum_c p(c) \log p(c) \] (Shannon, 2001). We can now describe the priority functions used in this paper. The key baseline for our experiment comes from the \textbf{uniform} prioritization, which does not distinguish between inputs, \( g^{\text{uniform}} = 0 \).

Our next two priorities require only conventional neural network predictions, and do not account for variability in the epistemic index \( z \). We call these approaches \textit{marginal} priority functions since they only depend on the marginal probability estimates for a single input \( x \). We define the \textbf{entropy} prioritization \[ g^{\text{entropy}}(\theta, x) = \mathbb{H}[p(\cdot|x, \theta)] \]

Similarly, \textbf{margin} (Roth & Small, 2006) prioritizes based on the smallest difference between the highest and second highest class probabilities, \[ g^{\text{margin}}(\theta, x) = p(c_2|\theta, x) - p(c_1|\theta, x), \]

where \( c_1, c_2 \in \arg\max_y p(c|\theta, x) \) and \( c_2 \neq c_1 \). Both of these priorities are maximized by the uniform distribution, but neither distinguish genuinely ambiguous examples, from those with insufficient data (Osband et al., 2021).

Our final approaches use the ENN to prioritize uncertain, as opposed to ambiguous, datapoints. We can call these priority functions \textit{epistemic} priority functions, since they depend on the joint distribution of predictions. We define \textbf{bald} (Houlsby et al., 2011) priority based on the mutual information gain: \( g^{\text{bald}}(\theta, x) = \mathbb{H}[p(\cdot|\theta, x)] - \int_z \mathbb{E}_z [p(\cdot|\theta, x, z)] \), Similarly, \textbf{variance} uses the variation in predicted probabilities, \[ g^{\text{variance}}(\theta, x) = \mathbb{E}_z \left[ \mathbb{E}_z [p(\cdot|\theta, x, z)] - p(c|\theta, x) \right]^2. \]

Both of these methods prefer to select training examples with high variability in prediction in the epistemic index \( z \).

### 2.4. Training algorithm

In our experiments, we consider a variant of stochastic gradient descent that proceeds in steps \( s = 0, 1, 2, \ldots \). At gradient step \( s \), a large candidate batch of size \( N_B \) is selected uniformly at random from the training dataset \( D \) without replacement. Then, the agent selects \( N_b \leq N_B \) elements of this candidate batch to perform SGD upon. Depending on the choice of data selected, this can require between 0 and \( N_b \) new training labels to be revealed. It is most typical in the active learning literature to consider the case \( N_B = N \) and \( N_b = 1 \). However, in large scale distributed frameworks it can be useful to consider other variants that don’t require passing through the entire dataset \( N_B < N \), and which may select more than one training datapoint at a time \( N_b > 1 \) (Kirsch et al., 2019).

Algorithm 1 formalizes the training procedure we use for the experiments in this paper. For all of the experiments in this paper we use a standard cross-entropy loss term with L2 regularization,

\[ \ell^{\text{XENT}}(\theta, x, y, i):= -\ln(\text{softmax}(f_\theta(x, i)))_{y_i} + \lambda \| \theta \|^2. \]

Here, \( \lambda \) is a hyperparameter that scales the regularization penalty. Algorithm 1 is not meant to be the best possible active learning scheme, but provides a lower bound on what is possible with active learning. We compare this approach varying the priority function and ENN like-for-like, as well as a non-prioritized baseline together with optimal early stopping. We see that, compared to both baselines, the epinet-enabled model is able to learn much faster.

### 3. Synthetic data

This section evaluates active learning schemes in a simple synthetic problem designed around a neural network generative model. We make minor modifications to the Neural Testbed (Osband et al., 2022) to create a new open-source active learning benchmark (Appendix A). We find that, using an epinet, we can greatly reduce the necessary amount of training labels.

#### 3.1. Environment

We consider a generative model based on data generated by a random MLP. The inputs \( x_i \in \mathbb{R}^D \) are sampled from a standard normal \( N(0, I) \). Class labels are then assigned,

\[ P(y_i = y|\theta^*) = \text{softmax}(h_{\theta^*}(x_i)/\rho)_y. \]

Here the function \( h_{\theta^*}(\cdot) \in \mathbb{R}^2 \) is a 2-layer MLP with ReLU activations and 50 hidden units at each layer. The network weights \( \theta^* \) are sampled according to Glorot initialization (Glorot & Bengio, 2010), and \( \rho > 0 \) is a temperature parameter.

In our experiments, we set input dimension \( D = 10 \), temperature \( \rho = 0.1 \), and generate \( N = 200 \) training examples. We evaluate performance through the average test log-likelihood over \( N = 1000 \) testing examples, and average our results over 10 random seeds.

This problem is clearly a small-scale and extremely simplified model of active learning for language models.

---

1By evaluating algorithms with a controlled generative model, we can avoid some of the pitfalls of evaluation on a fixed benchmark dataset. Benchmarks that rank performance on a fixed dataset are vulnerable to overfitting through iterative hill-climbing (Russo & Zou, 2015). As such, optimized solutions on fixed datasets often don’t generalize beyond the benchmark (Recht et al., 2018).
We consider baseline agents that learn based on ENN variants of a 2-layered MLP with 50 hidden units in each setting, we average the results over three random seeds to obtain standard error estimates for the quality of this baseline. We then pick the best hyperparameters per data fraction. As such, although we call this agent a baseline, this procedure is meant to provide an upper bound on the performance for any agent that does not prioritize its training data.

### 3.3. Results

Figure 2 compares learning with an epinet against our tuned supervised baseline. The agents epinet:bald and epinet:variance refer to epinet trained with bald and variance priorities. We can see that these two methods are essentially statistically indistinguishable in this setting. Our results clearly show that, by using an epinet, the learning agent can obtain the same test performance with significantly less data.

![Figure 2](image)

**Figure 2.** Learning with an epinet is able to match the baseline with fewer training labels.
uncertainty. By contrast, agents that prioritize by epistemic uncertainty (including bald and variance) are not drawn to these points.

The performance of epinet is also impressive when we compare against other approximate Bayesian approaches to uncertainty quantification. Figure 3(b) compares these agents varying only the choice of ENN architecture from epinet to dropout to ensemble. We see the epinet performs better than the competing approaches, and that the ensemble performs better than dropout in this setting. The computational cost of the epinet is much smaller than either an ensemble or dropout, since only the epinet, not the base network, needs to make a forward pass per index $z$. These results show that in this simple and sanitized setting, active learning with an epinet can be competitive with existing approaches to Bayesian deep learning.

4. **Language models**

In this section, we present the main empirical results of this paper. We show that the key insights afforded by the toy problem of Section 3 also carry over to fine-tuning language models. We review the problem formulation, and the experimental setup we use based on fine-tuning BERT (Devlin et al., 2019) in Jaxline (Babuschkin et al., 2020). Using an epinet, we can greatly reduce the necessary amount of training labels.

4.1. **Environment**

The General Language Understanding Evaluation (GLUE) benchmark (Wang et al., 2018) is a collection of diverse natural language understanding tasks. These tasks are widely accepted as a benchmark for performance in the field, and improving performance on GLUE was one of the key markers that made BERT (Devlin et al., 2019) a seminal contribution to the field. For simplicity in a short paper, we only consider the classification tasks of GLUE, and so exclude 3 of the 11 benchmark tasks. We do not believe that including these tasks would pose any fundamental difficulty, but would require considering an alternative to the cross-entropy loss (4), such as mean-squared error.

BERT, with just over 100M parameters, is actually quite small compared to later LLMs that have scaled up to 1T+ (Chowdhery et al., 2022; Fedus et al., 2021). Larger models, trained with more data, have been shown to perform better on downstream tasks (Kaplan et al., 2020; Rae et al., 2021). These improvements have been so significant that there is a newer SuperGLUE benchmark (Wang et al., 2019), which replaces some of the easier tasks in GLUE (Wang et al., 2018). Nonetheless, we focus on BERT and GLUE because it is a clear benchmark transformer (Vaswani et al., 2017), with open-source implementations accessible to researchers without massive budgets for cloud compute. Our research provides a proof of concept that LLMs can benefit from the addition of epinet, which we expect to transfer to other related tasks. We’ve already shown in Figure 1 that epinet can lead to significant improvements on the MNLI dataset; in fact, these results extend more broadly to the full GLUE suite.

We consider a simple per task fine-tuning setting where the agents are trained on each GLUE task separately.
Our baseline agent follows the procedure from Section 3; it is trained by selecting a fixed and random subset of the data. We sweep over batch size $\in \{4, 16, 64\}$, learning rate $\in \{1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4\}$. For each setting we perform 10 epochs of SGD training and select the best training step in hindsight. This baseline agent is not trained online, but is meant to provide an upper bound on how well any agent that does not prioritize its data can do.

4.2. Agents

We consider ENNs based around fine-tuning a pre-trained BERT architecture. At a high level, these ENNs work by branching from the final hidden layer in the BERT network. Table 2 outlines these architectures, together with the hyperparameters we tune. For all of our agents apart from epinet, we found no benefit to using an MLP head over a simple linear layer. This is perhaps unsurprising since BERT is already a very large model, so one additional hidden layer makes little difference. For the epinet, we use a network \[
\sigma_0(\tilde{x}, z) = (h_0(\text{concat}(\tilde{x}, z)) + \lambda h^P(\text{concat}(\tilde{x}, z)))^T z.
\]

Here $\tilde{x} := \text{sg}[\phi_\zeta(x)]$ is the last hidden feature for BERT, and $h$ is a 2-layer MLP with 50 hidden units. The MLP $h^P$ is initialized as a ‘prior network’ and has no trainable parameters (Osband et al., 2018), and $\lambda > 0$ is a scaling parameter. This part of the network serves to drive initial variance in index $z$, but that can be resolved with data. We push the details of the network implementation and open-source code to Appendix A.

We train all of our agents according to Algorithm 1 by examining $N_B = 40$ candidate inputs and then selecting $n_b = 4$ examples to train with $n_Z = 10$ index samples. In each case we tune the agent hyperparameters on the MNLI dataset, and then repeat the training and evaluation across the other GLUE tasks. For all agents, we found that learning rate $1e-5$ matched the best performance observed.

4.3. Results

Figure 1 shows that, using an epinet, we can match baseline performance on the MNLI dataset while using 2x fewer labels. Figure 4 shows that these results are impressive even when compared against other benchmark approaches to active learning. Figure 4(a) compares epinet prioritized by variance against other methods that do not make use of epistemic uncertainty. Their performance plateaus earlier as they prioritize potentially noisy examples, rather than informative training data. This mirrors our earlier result on the Neural Testbed (Figure 3(a)). Figure 4(b) compares agent performance when prioritizing by variance, changing the ENN architecture. We see that epinet performs better than the competing approaches, and the ensemble performs better than dropout in this setting. Once again, the qualitative results mirror the synthetic testbed (Figure 3(b)). Unlike the testbed, we see that using an epinet also improves the final performance of the model, not just the required number of training labels to reach that performance.

Figure 4. Active learning with an epinet is able to provide larger improvements with fewer labels than competing approaches for BERT on MNLI (Williams et al., 2017).

Figure 5 repeats the the analysis of Figure 1 and MNLI on all GLUE classification tasks. We include results for epinet prioritized by both bald and variance, as well as an epinet with uniform data prioritization. These bald and variance are essentially indistinguishable from each other in our experiments, and both significantly better than the baseline. The epinet with uniform data selection performs much worse, showing that the benefits from epinet do not come purely from the network architecture, but also the data selection scheme. In fact, on many tasks the uniform data selection does not match the baseline final performance. We provide more details on epinet performance under different priority schemes in Appendix C.
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Table 2. Summary of agent architectures, full details in Appendix C.

| agent   | description                                    | hyperparameters                        |
|---------|------------------------------------------------|-----------------------------------------|
| baseline| MLP classification layer (Devlin et al., 2019)  | learning rate, network                  |
| dropout | MLP dropout (Gal & Ghahramani, 2016)           | learning rate, network, dropout rate    |
| ensemble| MLP deep ensembles (Lakshminarayanan et al., 2017) | learning rate, network, ensemble size   |
| epinet  | MLP + MLP epinet (Osband et al., 2021)         | learning rate, network, prior, index dimension |

Figure 5. Fine-tuning BERT models across GLUE tasks. The baseline BERT is tuned over learning rate, batch size and SGD steps for each random subset of training data. Using an epinet with epistemic prioritization consistently learns with fewer labels and better final performance. Using an epinet with uniform data selection does not produce the same benefit. The choice of epistemic priority (bald vs variance) is relatively unimportant.

Figure 6. Learning with an epinet matches BERT performance in 2x less data. Using either dropout or ensemble as ENNs also performs well, but prioritizing by entropy/margin does not always reach baseline performance. The heuristic approaches of entropy and margin prioritization do not match the baseline performance on MNLI tasks, and so their ratio is taken to be infinite. Agents that use either dropout or ensemble ENNs were also able to see significant improvements in data efficiency. However, both of these network architectures have much higher computational costs than the epinet, and so are less promising for scaling to future LLM research at scale. We include further analysis and learning curves in Appendix C.

5. Conclusion

This paper looks at the problem of active learning in fine-tuning language models. We show that, using an epinet, we can augment LMs to output the kind of uncertainty estimates that are useful to prioritize label acquisition. On GLUE tasks, this allows us to train a BERT model using 2x fewer labels. Further, as we continue to train on the full datasets we actually reach better final performance. These improvements are significant, and at least match those attained by previous approaches to Bayesian deep learning. Importantly, the epinet architecture offers a way to scale this epistemic uncertainty to large pretrained language models with only model incremental computation.
Although these results are significant, we are motivated by the further potential of LLMs that know what they don’t know. In doing this, we can unlock new families of algorithms and approaches that can may lay the foundation for much larger improvements in data efficiency (Lu et al., 2021). We view this paper as an important ‘proof of concept’ that adding epistemic uncertainty estimates to language models is possible in a computationally tractable manner, and that even quite simplistic approaches that leverage this uncertainty can significantly improve data efficiency.
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A. Open source code

Two related github repositories complement this paper:

1. enn: https://github.com/deepmind/enn
2. neural_testbed: https://github.com/deepmind/neural_testbed

These libraries contain the code necessary to reproduce the key results in our paper, divided into repositories based on focus. Together with each repository, we include several ‘tutorial colabs’ – Jupyter notebooks that can be run in a browser without requiring any local installation. Each of these libraries is written in Python, and relies heavily on JAX for scientific computing (Bradbury et al., 2018). We view this open-source effort as a major contribution of our paper.

The first library, enn, was introduced as part of Osband et al. (2021). It focuses on the design of epistemic neural networks and their training. In this submission, we contribute additional code around the BERT network enn/networks/bert as well as the priority functions enn/active_learning.

The second library, neural_testbed, was introduced as part of The Neural Testbed (Osband et al., 2022). We add experiments around the active learning experiments considered in Section 3, which can be found in neural_testbed/active_learning.

B. Synthetic data

This section provides details about the Neural Testbed experiments in Section 3. We begin with a review of the neural testbed as a benchmark problem, and the associated generative models. We then give an overview of the baseline agents we compare against in our evaluation.

B.1. Environment

The Neural Testbed (Osband et al., 2022) is a collection of neural-network-based, synthetic classification problems that evaluate the quality of an agent’s predictive distributions. We make use of the open-source code at https://github.com/deepmind/neural_testbed. The Testbed problems use random 2-layer MLPs with width 50 to generate training and testing data. The specific version we test our agents on entails binary classification, input dimension $D = 10$, number of training samples $T = 200$, temperature $\rho = 0.1$ for controlling the signal-to-noise ratio, and 10 random seeds for generating different problems. The performance metrics are averaged across problems to give the final performance scores.

B.2. Agents

We follow Osband et al. (2022) and consider the benchmark agents as in Table 1, which includes the epinet from Osband et al. (2021). We use the open-source implementation and hyperparameter sweeps at /agents/factories. According to Osband et al. (2022), the benchmark agents are carefully tuned on the Testbed problems, so we do not further tune these agents.

C. Language models

This section provides details about the BERT fine-tuning experiments in Section 4. We begin with a review of the ‘baseline’ agent we use for evaluation in BERT. We then give an overview of hyperparameter tuning and sensitivities in the agents we investigate.

C.1. Baseline agent

A key component of our research was to set a strong baseline for BERT in this active learning setting. Since prior works have focused on a purely supervised learning setting, where the entire training set is made available at once, typical BERT implementations are not optimized for active learning. To sidestep these issues, we instead use a baseline that separately has the opportunity to retrain on different fractions of training data. For each
GLUE task, we sample a fraction $\psi$ of the data, and then optimize a supervised learning BERT baseline trained only on that fraction of the data. We then obtain the baseline learning curve shown in our figures by sweeping,

$$\psi \in \{0.01, 0.03, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1\}.$$ 

For each of these sub-datasets, we sweep over batch size $\in \{4, 16, 64\}$, learning rate $\in \{1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4\}$, and select the best SGD step over 10 training epochs in hindsight. For each setting, we average the results over three random seeds to obtain standard error estimates for the quality of this baseline.

The performance of this ‘baseline’ agent is therefore much stronger than any naive application of BERT training to active learning. We allow the supervised learning baseline to optimize its parameters and hyperparameters purely for that problem setting (and data fraction) of interest. This means that the resultant baseline is really an upper bound on the performance that can reasonably be expected by any learning scheme that does not actively prioritize its training data.

C.2. Robustness and hyperparameters

This subsection outlines some of the key hyperparameter tunings and robustness analysis that we performed during our experiments. Due to computational costs, as well as concerns on overfitting, we tuned our agents on the MNLI matched dataset and then used these settings for the remainder of the GLUE tasks. We chose MNLI as it was the largest dataset in the GLUE task, and widely regarded as one of the most challenging tasks. We imagine that it is possible to further improve our results by tuning each approach per task, although this probably is not of much interest in terms of research contribution.

Except where otherwise stated, all of our agents use an ADAM optimizer with learning rate $1e^{-5}$, decay parameter $b_2 = 0.95$ and clipping global norm of the gradient to be at most 1, apart from that we use the default settings provided by optax (Kingma & Ba, 2015; Babuschkin et al., 2020). We train all of our agents according to Algorithm 1 by examining $N_B = 40$ candidate inputs and then selecting $n_b = 4$ examples to train on with $n_Z = 10$ index samples. This choice of $N_B = 40, N_b = 4$ is chosen for computational convenience as we distribute compute across several TPU cores, and running a fully-batched active learning scheme that evaluated much higher $N_B$ and trained on only $N_b = 1$ would have taken longer to run in wall clock time. For each batch we train with $n_Z = 10$ index samples.

C.2.1. Marginal methods

For our marginal prioritization methods we tuned the learning rate $\in \{3e-6, 1e-5, 3e-5\}$. We found that performance was quite sensitive to this parameter across both entropy and margin priority schemes. Figure 7 compares their performance on the MNLI matched dataset. We can see that none of the learning rates are able to match the performance of the baseline agent will full data.

![Figure 7](image-url)  

(a) Tuning learning rate for entropy.  
(b) Tuning learning rate for margin.

*Figure 7. Tuning learning rate on the MNLI matched dataset. Marginal prioritization methods can sometimes lead to faster learning, but have a tendency to plateau at higher test error. We found that margin and entropy prioritization consistently perform similarly.*
C.2.2. Dropout

For the dropout agent we tuned the dropout rate $p \in \{0, 0.05, 0.1, 0.2, 0.5\}$ over three seeds each on the MNLI matched dataset. We found that the dropout rate 0.1 performed best, and was the only one that matched our baseline performance over all three seeds.

![Figure 8. Varying dropout rate on the MNLI matched dataset. Only dropout rate 0.1 is able to match the baseline performance in our experiment.](image)

C.2.3. Ensemble

For the ensemble agent we vary the ensemble size $K \in \{1, 3, 10, 30\}$ over three seeds each on the MNLI matched dataset. We found that the ensemble size 10 performed best, in terms of the average number of labels required to match the baseline performance. In general, we would expect larger ensembles to perform better, but we did run with $n_Z = 10$ which may have impacted the results. We opted for size 10 since we reported our main headline numbers in terms of number of labels required to match the baseline, and wanted to run our experiments quickly in terms of wall clock time.

![Figure 9. Varying ensemble size on the MNLI matched dataset.](image)

C.2.4. Epinet

For the epinet agent we took the ‘off the shelf’ solution provided by the ENN library for ImageNet (Osband et al., 2021). This consists of a base MLP with 2-layers of 50 hidden units and ReLU activations, and an epinet with the same form and a matched prior function. Following that work, we used an index dimension of 10 and a prior scale of 1. Similar to past work, we found that the results were not very sensitive to the choice of these parameters.

To investigate the sensitivity of the epinet to the prioritization scheme, we ran the same epinet architecture with each of the prioritization schemes for three seeds on the MNLI matched dataset. We present these results in Figure 10. We can see that the epinet performs better when prioritizing by epistemic uncertainty (variance),
although the marginal prioritization methods (margin, entropy) also lead to significant improvements over the baseline. However, learning with uniform prioritization does not match baseline performance after one epoch.

![Figure 10](image)

*Figure 10.* Varying the prioritization scheme on the MNLI matched dataset. Using an epinet, we are able to beat baseline performance using marginal priority methods. However, we can obtain even better performance by focusing on datapoints with high epistemic uncertainty.

The results of Figure 10 are interesting in that they show that the epinet with marginal prioritization performs better than the baseline BERT model with the same priority scheme (Figure 7). This shows that some of the benefits of epinet:variance come from the epinet architecture without prioritizing on epistemic uncertainty. To get an idea of the benefits purely from the epinet architecture, we re-run the baseline agent of Appendix C.1 but using the epinet architecture. We call the resultant supervised learning agent the baseline-epinet and compare its performance against the baseline and epinet:variance in Figure 11. Here we can see that the baseline-epinet is essentially indistinguishable from the baseline agent. This shows that the principle benefits of learning with epinet come from the ability to prioritize data more effectively, rather than purely from improvements in network architecture in supervised learning.

![Figure 11](image)

*Figure 11.* Comparing epinet performance against supervised baselines on the MNLI matched dataset. When trained using supervised learning alone, the baseline-epinet offers no significant benefit in test accuracy over baseline.

At first glance, these results might appear confusing: how can the epinet lead to better performance with marginal prioritization methods (Figure 10) when the purely-supervised learning schemes lead to no improvements (Figure 11)? Actually, since the MNLI task is a fixed dataset without noisy labels, there is in practice a high correlation between marginal priority and epistemic uncertainty. As such, even the marginal priority functions are able to benefit from the uncertainty estimates provided by the epinet to drive faster learning in this setting.
C.3. Results by task

Figure 6 presents a summary of agent performance across all GLUE tasks. Figure 12 breaks down the performance for each agent across each task. We see that, although there is some variability across tasks, the general pattern of the results is somewhat consistent. Importantly, marginal priority methods are unable to match the baseline performance even after tuning on MNLI matched or mismatched datasets. However, on other datasets, they can be tuned to provide reasonable improvements in data-efficiency over the baseline.

Figure 12. Comparison of amount of labels required to match baseline performance across GLUE tasks. The geometric mean of these results is presented in Figure 6.