Abstract. We show that, given a non-degenerate, finitely connected domain $D$, its boundary, and the number of its boundary components, it is possible to compute a conformal mapping of $D$ onto a circular domain without prior knowledge of the circular domain. We do so by computing a suitable bound on the error in the Koebe construction (but, again, without knowing the circular domain in advance). As a scientifically sound model of computation with continuous data, we use Type-Two Effectivity[?].

1. Introduction

Let $\mathbb{C}$ denote the complex plane, and let $\hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\}$ denote the extended complex plane. A domain is an open and connected subset of $\hat{\mathbb{C}}$. A domain is $n$-connected if its complement has $n$ connected components. The boundaries of these components are referred to as the boundary components of the domain. A domain is finitely connected if it is $n$-connected for some $n$. A domain is circular if its boundary components are circles. Finally, a domain is non-degenerate if each connected component of its complement contains at least two points.

The Riemann Mapping Theorem states that every non-degenerate 1-connected domain is conformally equivalent to the unit disk, $\mathbb{D}$. Hence, there is a single canonical domain to which all non-degenerate 1-connected domains are conformally equivalent. With regards to the situation for 2-connected domains and higher, it is not the case that all $n$-connected domains are conformally equivalent when $n \geq 2$. In fact, two annuli are conformally equivalent only when the ratio of their inner to outer radii are the same. Hence, much research has focused on proving existence of conformal mappings onto various kinds of canonical domains. See [?] and [?]. Some existence proofs rely on extremal-value arguments and hence are not constructive. At the same time, there are explicit formulae for the conformal mappings from a multiply connected domain to a circularly slit disk and a circularly slit annulus. Unlike the simply connected case, every multiply connected domain can be identified by $3n - 6$ parameters, where $n$ is the connectivity of the domain. But even if we know one type canonical domain to which a given domain is conformally equivalent, we are still not wiser about the configuration of other canonical domains to which the given domain is conformally equivalent.

Among the canonical domains are the circular domains which are obtained by deleting one or more disjoint closed disks from the plane. These domains are the canonical domains in a number of recent studies of the Schwarz-Christoffel formula.
for multiply connected domains, nonlinear problems in mechanics, and in aircraft engineering. See, for example, [2] and [1]. Jeong and Mityushev have recently obtained explicit formulae for the Green’s function of a circular domain [3].

One key motivation for this paper is the following theorem was proven by P. Koebe in 1910 [4].

**Theorem 1.1.** Suppose $D$ is a non-degenerate and finitely connected domain that contains $\infty$ but not 0. Then, there is a unique circular domain $C_D$ for which there exists a unique conformal map $f_D$ of $D$ onto $C_D$ such that $f_D(z) = z + O(z^{-1})$.

In the same paper, Paul Koebe put forth and investigated an iterative technique for approximating the unique conformal map $f_D$ of a non-degenerate $n$-connected domain $D$ with $\infty \in D$ and $0 \notin D$ onto a circular domain $C_D$ of the form $z + O(z^{-1})$ [4]. This method is now known as the Koebe Construction and will be described in Section 3. In 1959, Dieter Gaier calculated upper bounds on the error in this construction which tend to zero as the iterations progress [5]. However, these bounds use certain numbers associated with $C_D$. Hence, to apply Gaier’s bounds for the sake of approximating $f_D$, one must first know a fair amount about the circular domain $C_D$. In [6], Henrici presents a modification of Gaier’s construction. But, again, Henrici’s bounds use certain numbers associated with the circular domain $C_D$ which usually is not known in advance.

The purpose of this paper is to show that recent results in complex analysis by the first and third author lead naturally to a proof of the effective version of Theorem 1.1 within the framework of Type-2 Effectivity (TTE) [7], [8], [9]. That is, informally speaking, we show that arbitrarily good approximations to $f_D(z)$ and $C_D$ can be computed from sufficiently good approximations to $z$, $D$, and the boundary of $D$. Furthermore, we show that this result is optimal in that arbitrarily good approximations to $D$ and its boundary can be computed from sufficiently good approximations to $f_D$ and $C_D$.

2. Preliminaries from computable analysis

We first define a basis for the standard topology on $\hat{\mathbb{C}}$ as follows. Call an open rectangle $R$ rational if the coordinates of its vertices are all rational numbers. We first declare all rational rectangles to be basic. Let $D_r(z)$ denote the open disk with radius $r$ and center $z$. We then declare to be basic all sets of the form $\hat{\mathbb{C}} - D_r(0)$ where $r$ is a rational number. Let $O(\hat{\mathbb{C}})$ be the set of all open subsets of $\hat{\mathbb{C}}$. Let $C(\hat{\mathbb{C}})$ be the set of all closed subsets of $\hat{\mathbb{C}}$.

We use the following naming systems.

1. A name of a point $z \in \hat{\mathbb{C}}$ is a list of all the basic neighborhoods that contain $z$.

2. A name of an open $U \subseteq \hat{\mathbb{C}}$ is a list of all basic open sets whose closures are contained in $U$.

3. A name of a closed $C \subseteq \hat{\mathbb{C}}$ is a list of all basic open sets that intersect $C$.

Suppose $f : A \to B$ where $A, B$ are spaces for which we have established naming systems. A Turing machine $M$ with a one-way output tape and access to an oracle $X$ is said to *compute* $f$ if whenever a name of a point $x \in \text{dom}(f)$ is written on the input tape, and $M$ is allowed to run indefinitely, a name of $f(x)$ is written on the output tape. A *name* of such a function then consists of a set $X \subseteq \mathbb{N}$ and a code of a Turing machine with one-way output tape which computes $f$ when
given access to oracle $X$. We note that a name of a function omits information about the domain of the function. Thus, a name of a function may name many other functions as well. This is an example of a multi-representation. This method of representing functions is taken from [?]. Also, in order to compute a name of a function $f : \subseteq \mathbb{C} \to \mathbb{C}$ from some given data, it suffices to show that when a name of a $z \in \text{dom}(f)$ is additionally provided, it is possible to uniformly compute a name of $f(z)$.

Whenever we have established a naming system for a space, an object in that space is said to be computable (with respect to the naming system), if it has a computable name.

By an arc we mean a subset of the plane that is the image of a continuous and injective map on $[0, 1]$. Such a map will be referred to as a parameterization of the arc. Recall that a Jordan curve is a subset of the plane that is the image of a continuous map on $[0, 1]$, $f$, with the property that $f(s) = f(t)$ only when $s, t \in \{0, 1\}$. Such a map will be referred to as a parameterization of the curve.

We will follow the usual mathematical practice of identifying an arcs and Jordan curves with their parameterizations. However, when $\gamma$ is an arc or a Jordan curve, we speak of a name of $\gamma$ we mean a name of a parameterization of $\gamma$ rather than a name of $\gamma$ as a closed set. The distinction is necessary since, for example, J. Miller has shown that there is an arc that is computable as a closed set but that has no computable parameterization.

When $\gamma$ is a Jordan curve, let $\text{Int}(\gamma)$ denote its interior and let $\text{Ext}(\gamma)$ denote its exterior. The following follows from the main theorem of [?].

**Theorem 2.1.** From a name of a Jordan curve $\gamma$, we can compute a name of the interior of $\gamma$ and a name of the exterior of $\gamma$.

A Jordan domain is a finitely connected domain whose boundary components are Jordan curves. When we speak of a name of such a domain $D$ we mean an $n$-tuple $(P_1, \ldots, P_n)$ such that each $P_j$ is a name of a boundary component of $D$ and such that each boundary component of $D$ is named by at least one $P_j$. When we speak of a name of a Jordan domain that is smooth (that is its boundary curves are continuously differentiable), we refer to a $2n$-tuple that includes in its name not only names of parameterizations of its boundary components, but also names of their derivatives. It is necessary to use both since there are computable and continuously differentiable functions whose derivatives are not computable. In this situation, that is when we are naming a smooth Jordan domain $D$, we also require that each of these parameterizations be positively oriented with respect to $D$. Intuitively, this means that as one travels around such a curve in the manner prescribed by its parameterization, the points of $D$ are always to the right. This can be tested by means of the winding number

$$\eta(\gamma; z) = \frac{1}{2\pi i} \int_{\gamma} \frac{1}{\zeta - z} d\zeta.$$n

If $\gamma$ is a boundary curve of $D$, and if $z_0$ is any point of the interior of $\gamma$, then $\gamma$ is positively oriented with respect to $D$ just in case

$$\eta(\gamma; z_0) = \begin{cases} 1 & \text{if } D \text{ is exterior to } \gamma \\ -1 & \text{if } D \text{ is interior to } \gamma \end{cases}$$
When $X \subseteq \mathbb{C}$, a ULAC function for $X$ is a function $g : \mathbb{N} \to \mathbb{N}$ with the property that whenever $k \in \mathbb{N}$ and $z, w$ are distinct points of $X$ for which $|z - w| < 2^{-g(k)}$, there is an arc $A \subseteq X$ whose diameter is smaller than $2^{-k}$.

The following two theorems are proven in [?]. Recall that when $X$ is a topological space and $a$ is a point of $X$, the connected component of $a$ in $X$ is the maximal connected subset of $X$ that contains $a$.

**Theorem 2.2.** Suppose $D$ is an open disk, $A$ is an arc with ULAC function $g$, and $\zeta_0 \in A \cap D$. Suppose $\zeta_1 \in D - A$ is such that $|\zeta_0 - \zeta_1| < 2^{-g(k)}$ where $k \in \mathbb{N}$ is such that $2^{-g(k)} + 2^{-k} \leq \max\{d(\zeta_0, \partial D), d(\zeta_1, \partial D)\}$. Then, $\zeta_0$ is a boundary point of the connected component of $\zeta_1$ in $D - A$.

We say that an arc $A$ links $z_0$ to $z_1$ via $U$ if $z_0$ and $z_1$ are the endpoints of $A$ and if $A \cap \partial U \subseteq \{z_0, z_1\}$.

**Theorem 2.3.** From a name of an arc $A$, a point $z_0 \in \mathbb{D} - A$, and a name of a point $\zeta_0 \in A \cap \mathbb{D}$ that is a boundary point of the connected component of $z_0$ in $\mathbb{D} - A$, it is possible to uniformly compute a name of an arc $B$ that links $z_0$ to $\zeta_0$ via $\mathbb{D} - A$.

Let $f : [0, 1] \to \mathbb{C}$ be a continuous function for which there exist numbers

$$0 = t_0 < t_1 < \ldots < t_k = 1$$

and points $v_0, v_1, \ldots, v_k \in \mathbb{C}$ such that

$$f(x) = \frac{x - t_j}{t_{j+1} - t_j}(v_{j+1} - v_j) + v_j$$

whenever $x \in [t_j, t_{j+1}]$. $f$ is called a polygonal curve. The points $v_0, \ldots, v_k$ are called the vertices of $f$. We will call the points $v_1, \ldots, v_{k-1}$ the intermediate vertices of $f$. A rational polygonal curve is a polygonal curve whose vertices are all rational. The following is well-known.

**Lemma 2.4.** From a name of a domain $U$ and names of distinct $p, q \in U$, it is possible to uniformly compute a polygonal arc $P$ from $p$ to $q$ that is contained in $U$ and whose intermediate vertices are rational.

Whenever $\phi$ is a conformal map of $\mathbb{D}$ onto a bounded domain $U$, $\phi$ has a continuous extension to $\overline{\mathbb{D}}$ [?]. The next theorem follows from the main theorem of [?].

**Theorem 2.5.** From a name of a bounded domain $D$, a name of $\partial D$, a name of a conformal map $\phi$ of $\mathbb{D}$ onto $D$, and a ULAC function for $\partial D$, it is possible to uniformly compute a name of the continuous extension of $\phi$ to $\overline{\mathbb{D}}$.

When $D \subseteq \mathbb{C} - \{\infty\}$ is a domain, a real-valued function on $D$ is harmonic if it has continuous first and second partial derivatives and satisfies the Laplace equation

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0.$$

If $D$ is a domain that contains $\infty$, then a real-valued function $u$ on $D$ is harmonic if it is harmonic on $D - \{\infty\}$ and if there is a positive number $R$ such that $z \mapsto u(1/z)$ is harmonic on $D_R(0)$. 
Suppose $D$ is a finitely-connected Jordan domain. When $f$ is a bounded and piecewise continuous real-valued function on the boundary of $D$, the corresponding Dirichlet problem is to find a harmonic function on $D$, $u$, such that
\[
\lim_{z \to \zeta} u(z) = f(\zeta)
\]
at each $\zeta \in \partial D$ at which $f$ is continuous. Such Dirichlet problems have solutions and that their solutions are unique [?]. Accordingly, we say that the function $u$ is determined by the boundary data $f$ and denote it by $u_f$.

The following is proven in [?].

**Lemma 2.6.** Given names of arcs $\gamma_1, \ldots, \gamma_n$ such that $\partial \mathbb{D} = \gamma_1 + \ldots + \gamma_n$, and given names of continuous real-valued functions $f_1, \ldots, f_n$ such that $\gamma_j = \text{dom}(f_j)$, we can compute a name of the harmonic function $u$ on $\mathbb{D}$ defined by the boundary data
\[
f(\zeta) = \begin{cases} 
  f_j(\zeta) & \zeta \in \gamma_j, \zeta \neq \gamma_j(0), \gamma_j(1) \\
  \max_j \max \limits_{\gamma_j} f_i & \text{otherwise.}
\end{cases}
\]
In addition we can compute the extension of $u$ to $\overline{\mathbb{D}}$ except at the endpoints of the arcs $\gamma_1, \ldots, \gamma_n$.

The following follows from the main result of [?]. See also [?] and [?].

**Theorem 2.7.** From a name of a 1-connected and non-degenerate domain $D$ that contains $\infty$ but not 0, and a name of $\partial D$, it is possible to compute a names of $f_D, C_D$, and $\partial C_D$.

The following generalize results from [?].

**Theorem 2.8 (Extended Computable Open Mapping Theorem).** From a name of a non-constant meromorphic $f$ and a name of an open subset of its domain, $U$, one can compute a name of $f[U]$.

**Proof.** From a name of $f$ and a name of an open $U \subseteq \text{dom}(f)$, we can compute a name of the restriction of $f$ to $U$. It thus suffices to show that we can compute a name of $\text{ran}(f)$.

Since the poles and zeros of a meromorphic function are isolated, for every $z \in \text{dom}(f)$ there is a basic neighborhood of $z$ whose closure is contained in $\text{dom}(f)$ and whose closure is either pole-free or zero-free. Using the name of $f$, we can build a list of the basic neighborhoods whose closures are zero-free and contained in $\text{dom}(f)$. We can also build a list of the basic neighborhoods whose closures are pole-free and contained in $\text{dom}(f)$. We scan these lists as we build them, and do the following. Suppose $V$ is a pole-free neighborhood whose closure is contained in $\text{dom}(f)$. We can then apply the Computable Open Mapping Theorem of Hertling [?] and begin listing all finite basic neighborhoods whose closures are contained in $f[V]$ as we go along. Suppose $V$ is zero-free. Again, using Hertling’s Computable Open Mapping Theorem, we can begin listing all finite basic neighborhoods whose closures are contained in $\frac{1}{2}[V]$. We can then also list all basic neighborhoods whose closures are contained in the image of $\frac{1}{2}$ on this set. We can work these neighborhoods into our output list as we go along.

What we will produce by this process is a list of basic neighborhoods $V_0, V_1, \ldots$ such that
\[
\text{ran}(f) = \bigcup_j V_j.
\]
However, it may be the case that not every basic neighborhood \( V \) with \( V \subseteq \text{ran}(f) \) will appear in this list. What we have formed here so far is known as an incomplete name. However, it is quite easy to remedy the situation. Whenever basic neighborhoods \( U_1, \ldots, U_k \) are listed, we begin working into our list all basic neighborhoods contained in \( \bigcup_j U_j \). It follows from the compactness of \( \hat{C} \) that the resulting list is complete.

\[ \square \]

**Theorem 3.1.** Let \( f \) follow. The sequence \( \{D_k\}_{k=0}^{\infty}, \{D_{k,1}\}_{k=0}^{\infty}, \ldots, \{D_{k,n}\}_{k=0}^{\infty} \) and \( \{f_k\}_{k=0}^{\infty} \) as follows.

To begin, let \( D_{0,1}, \ldots, D_{0,n} \) be the connected components of \( \hat{C} - D \). Let \( D_0 = D \). Let \( f_0 = \text{Id}_D \).

Let \( k \in \mathbb{N} \), and suppose \( f_k, D_k, D_{k,1}, \ldots, D_{k,n} \) have been defined. Let \( k' \in \{1, \ldots, n\} \) be equivalent to \( k + 1 \) modulo \( n \). Let \( f_{k+1} \) be the conformal map of \( \hat{C} - D_{k,k'} \) onto a circular domain \( C \) such that \( f_{k+1}(z) = z + O(z^{-1}) \). Now, let \( D_{k+1} = f_{k+1}[D_k] \). Let \( D_{k+1,j} = f_{k+1}[D_{k,j}] \) when \( j \neq k' \). Let \( D_{k+1,k'} = \hat{C} - C \).

Let \( g_k = f_k \circ \ldots \circ f_0 \).

In [?], P. Koebe outlines a proof of the following.

**Theorem 3.1.** The sequence \( \{g_k\}_{k \in \mathbb{N}} \) converges uniformly to \( f_D \).

Bounds on the rate of convergence of \( \{g_k\}_{k \in \mathbb{N}} \) were computed by P. Henciri [?] and D. Gaier [?]. However, these bounds are stated in terms of quantities associated with the circular domain \( C_D \). In [?], Andreev and McNicholl give bounds which are stated solely in terms of quantities associated with the domain \( D \). The results in this paper are based on these bounds.

We now show that the sequences \( \{D_k\}_k, \{f_k\}_k, \text{and } \{\partial D_{k,j}\}_{k,j} \) generated from the Koebe construction can be computed from the initial data \( D, \partial D, n \). Our first task is to show that from these initial data we can compute the boundary components \( \partial D_{0,1}, \ldots, \partial D_{0,n} \). At first sight, this may seem obvious as it may seem that we can simply look at the boundary of \( D \) and determine the component boundaries. However, our initial data do not specify the entire boundary of \( D \) (which may not even be given by Jordan curves) all at once; they merely give us a sequence of approximations to the boundary, and we must sort these into approximations to the individual components. We also need to show that we can “cover-up” components using these initial data. Mathematically, this means computing the complements of the individual components of the complement of \( D \).

**Theorem 3.2.** From a name of a finitely connected domain \( D \) that contains \( \infty \) but not \( 0 \), a name of \( \partial D \), and the number of connected components of \( \hat{C} - D \), it is
possible to uniformly compute names of the complements of \( D_{0,1}, \ldots, D_{0,n} \) as well as names of their boundaries.

**Proof.** Let \( n \) denote the number of boundary components of \( D \). There is a sequence of \( n \)-connected and unbounded Jordan domains \( \Omega_1, \Omega_2, \ldots \) such that

\[
\overline{\Omega_j} \subseteq D \subseteq \Omega_{j+1}
\]

It follows that there are Jordan curves \( \gamma_1, \ldots, \gamma_n \) such that for each \( j \in \{1, \ldots, n\} \)

\[
D_{0,j} \subseteq \text{Int}(\gamma_j) \subseteq \bigcap_{k \neq j} \text{Ext}(\gamma_k).
\]

Every Jordan curve can be approximated with arbitrary precision by a rational polygonal Jordan curve. Hence, we can additionally assume that each \( \gamma_j \) is a rational polygonal curve.

So, we first search for rational polygonal Jordan curves \( \gamma_1, \ldots, \gamma_n \) and rational rectangles \( S_1, \ldots, S_n \) such that

\[
\overline{S_j} \subseteq \text{Int}(\gamma_j), \quad \emptyset \neq S_j \cap \partial D
\]

It follows that each \( \gamma_j \) contains in its interior exactly one connected component of \( \hat{\mathbb{C}} - D \); label this component \( D_{0,j} \).

We then list a basic open set \( S \) as one that intersects \( \partial D_{0,j} \) just in case there is a rational rectangle \( R \) such that \( \overline{R} \subseteq S \cap \text{Int}(\gamma_j) \) and \( R \cap \partial D \neq \emptyset \).

We now compute a name of \( \hat{\mathbb{C}} - D_{0,j} \). If \( z \in \hat{\mathbb{C}} - D_{0,j} \), then there is a \( \Omega_k \) one of whose boundary curves has the property that \( z \) belongs to its exterior and also that \( D_{0,j} \) is contained in its interior. It follows that there is a basic open set \( S \) and a rational polygonal Jordan curve \( P \) such that \( z \in S \subseteq \overline{S} \subseteq \text{Ext}(P) \), and such that \( \partial D_{0,j} \subseteq \text{Int}(P) \).

So, we list a basic set \( S \) as one whose closure is contained in the complement of \( D_{0,j} \) if we find a rational polygonal curve \( P \) and rational rectangles \( R_1, \ldots, R_m \) such that \( \overline{S} \subseteq \text{Ext}(P) \) and such that

\[
\partial D_{0,j} \subseteq \bigcup R_k \subseteq \bigcup \overline{R_k} \subseteq \text{Int}(P).
\]

The following now follows from Theorem 3.2, Theorem 2.7, and primitive recursion (see, e.g., Theorem 2.1.14 of [?]).

**Theorem 3.3.** From a name of a finitely connected and non-degenerate domain \( D \) that contains \( \infty \) but not 0, a name of \( \partial D \), the number of connected components of \( \hat{\mathbb{C}} - D \), a \( k \in \mathbb{N} \), and a \( j \in \{1, \ldots, n\} \), it is possible to uniformly compute names of \( f_k, D_k, \) and \( \partial D_{k,j} \).
4. Bounding the error in the Koebe construction

In this section we summarize the results of Andreev and McNicholl on the error in the Koebe construction [?]. To this end, we first review some harmonic function theory.

Suppose \( u, v \) are harmonic functions on a domain \( D \) and

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{\partial v}{\partial y} \\
\frac{\partial u}{\partial y} &= -\frac{\partial v}{\partial x}
\end{align*}
\]

(4.1)\hspace{1cm} (4.2)

Then, \( v \) is said to be a harmonic conjugate of \( u \). Equations (4.1) and (4.2) are known as the Cauchy-Riemann equations. It is well-known that \( v \) is a harmonic conjugate of \( u \) if and only if \( u + iv \) is analytic. If \( D \) is simply connected, then it follows that \( u \) has a harmonic conjugate and that all of its harmonic conjugates differ by a constant. However, if \( D \) is multiply connected, then \( u \) may not have a harmonic conjugate [?].

Suppose \( u \) is harmonic on a domain \( D \) and that \( \gamma \) is a smooth arc or Jordan curve that is contained in \( D \). The normal derivative of \( u \) is denoted \( \frac{\partial u}{\partial n} \) and is defined by the equation

\[
\frac{\partial u}{\partial n}(t) = \left( \frac{\partial u}{\partial x}(\gamma(t))\gamma_2'(t) - \frac{\partial u}{\partial y}(\gamma(t))\gamma_1'(t) \right) \frac{1}{|\gamma'(t)|}
\]

Intuitively, the normal derivative of \( u \) is the rate of change of \( u \) in the direction of the vector that is perpendicular to the tangent vector of \( \gamma \) and is to the right as one traverses \( \gamma \) in the direction of the given parameterization. We also define

\[
\frac{\partial u}{\partial s} = \left( \frac{\partial u}{\partial x}x'(t) + \frac{\partial u}{\partial y}y'(t) \right) \frac{1}{|x'(t) + iy'(t)|}
\]

The Cauchy-Riemann equations can now be rewritten as

\[
\begin{align*}
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial s} \\
\frac{\partial v}{\partial n} &= -\frac{\partial u}{\partial s}
\end{align*}
\]

We also let \( ds \) denote the differential of arc length. That is, \( ds = |\gamma'(t)|dt \).

Suppose \( D \) is a Jordan domain, and let \( \Gamma_1, \ldots, \Gamma_n \) denote its boundary curves. For each \( j \), let \( \omega(\cdot, \Gamma_j, D) \) be the harmonic function on \( D \) determined by the boundary data

\[
f(\zeta) = \begin{cases} 
1 & \zeta \in \Gamma_j \\
0 & \zeta \notin \Gamma_j
\end{cases}
\]

This harmonic function is referred to as the harmonic measure function of \( \Gamma_j \).

We then let \( P_{k,j}^D \) denote the conjugate period of \( \omega(\cdot, \Gamma_j, D) \) around \( \Gamma_k \). The matrix \( (P_{k,j})_{k,j} \) is known as the Riemann matrix of \( D \) and plays a role in the solution of many problems in harmonic and analytic function theory. See e.g., [?], [?], [?].

We can now give the following definition from [?].
Definition 4.1. When $D$ is an unbounded Jordan domain whose boundary curves are denoted by $\Gamma_1, \ldots, \Gamma_n$, we let

$$E_R(D) = \min_j \exp \left\{ - \left( \frac{P^D_{j,J}}{\omega(\infty, \Gamma_j, D)^2} + 1 \right) R^2 \right\}.$$ 

Fix $j \in \{1, \ldots, n\}$. We define a number $\lambda_j(D)$ as follows. Let $g$ be a conformal map of the exterior of $\Gamma_j$ onto the interior of $\Gamma_j$. Let $E_1 = g[D]$. Let $E_2$ be the unbounded domain whose boundary components are $g[\Gamma_k]$ where $k \in \{1, \ldots, n\} - \{j\}$. Hence, $E_2$ is an $(n-1)$-connected domain. Let $E_3 = f_{E_2}[E_1]$. Therefore, $E_3$ is bounded by the curves $f_{E_2}[\partial \Gamma_j], f_{E_2}[\Gamma_1], \ldots, f_{E_2}[\Gamma_{j-1}], f_{E_2}[\Gamma_{j+1}], \ldots, f_{E_2}[\Gamma_n]$. The last $n-1$ of these curves are circles. Set $M = 2 \max\{|z| : z \in \mathbb{E}_3\}$. Thus, $E_4 = \frac{1}{M} E_3 \subset \mathbb{D}$. Let $C_1, \ldots, C_{n-1}$ label the circles

$$\frac{1}{M} f_{E_2}[\Gamma_1], \ldots, \frac{1}{M} f_{E_2}[\Gamma_{j-1}], \frac{1}{M} f_{E_2}[\Gamma_{j+1}], \ldots, \frac{1}{M} f_{E_2}[\Gamma_n].$$

We now arrive at the definition of $\lambda_j(D)$.

Definition 4.2. When $C_1, \ldots, C_{n-1}$ are obtained as in the above process, we let

$$\lambda_j(D) = \min_{k_1 \neq k_2} \rho(C_{k_1}, C_{k_2}).$$

The following is proven in [?].

Theorem 4.3. Suppose $D_{2/3}(z_0) \subseteq \hat{C} - D \subseteq D_{R/2}(0)$. Let $E_R = E_R(D)$. Then, for all $j \in \mathbb{N}$, $|g_j - f_D| < \gamma_D^j(\mu_D^j)^{j/n}$ where

$$\gamma_D^j = 72R \left[ \frac{1}{E_R^2} \log(1 + \frac{1}{4} E_R^2 \min\{\lambda_1, \lambda_2\}) + 1 \right] \frac{E_R^2 \min\{\lambda_1, \lambda_2\} + 1}{E_R \min\{\lambda_1, \lambda_2\}}$$

and

$$\mu_D^j = \frac{1}{1 + \frac{1}{4} E_R^2 \min\{\lambda_1, \lambda_2\}}$$

5. SOME COMPUTATIONS WITH HARMONIC FUNCTIONS

In order to apply the results of Section 4, it is necessary to first demonstrate the computability of certain fundamental operations on harmonic functions. We begin with the computation of local conjugates.

Theorem 5.1 (Computable conjugation). From a name of a harmonic function, $u$, and names of $z_0, R$ such that $D_R(z_0) \subseteq \text{dom}(u)$, it is possible to uniformly compute a name of a local harmonic conjugate of $u$ with domain $D_r(z_0)$.

Proof. We first translate $z_0$ to the origin. Allow $u$ to also denote the resulting function. Given $z \in D_R(0)$, we first compute $r$ such that $|z| < r < R$. We can then compute

$$\hat{u}(z) = \int_0^{2\pi} u(re^{i\theta}) \frac{re^{-i\theta}z - re^{i\theta}z}{|re^{i\theta} - z|^2} d\theta.$$ 

Thus, $\hat{u}$ is the harmonic conjugate of $u$ on $D_R(0)$ that vanishes at 0. (See, for example, page 178 of [?]) We now translate 0 back to $z_0$. Allow $\hat{u}$ to also denote the resulting function.

We have shown that from names of $u, R, z_0, z$, we can compute $\hat{u}(z)$. \qed
By means of local conjugation, we can now show that differentiation of harmonic functions is a computable operator.

**Theorem 5.2.** From a name of a harmonic function, \( u \), we may compute a name of \( u'|\mathbb{C} \).

*Proof.* Given names of \( u \) and \( z \in \text{dom}(u) \cap \mathbb{C} \), we first read these names until we find a rational rectangle \( R \) that contains \( z \) and whose closure is contained in \( \text{dom}(u) \). This then allows us to compute the radius of a closed disk \( D \) centered at \( z \) that is contained in \( R \). By Theorem 2.8, we can compute a harmonic conjugate of \( u \) on the interior of \( D, \bar{u} \). Let \( f = u + i\bar{u} \). We can then compute \( f' \). By an elementary computation, \( \frac{\partial u}{\partial x} = \text{Re}(f') \) and \( \frac{\partial u}{\partial y} = \text{Re}(i f') \). \( \square \)

We now show that the operation of harmonic extension, which is used to expand the domain of a harmonic function, is computable.

**Theorem 5.3 (Computable Harmonic Extension).** Given a name of a domain \( D \), a name of a harmonic \( u : \overline{D} \to \mathbb{R} \), and names of conformal \( f_1, \ldots, f_n \) such that
- \( \partial \mathbb{D} \subseteq \text{dom}(f_j) \),
- \( \gamma_j = \partial f_j(\partial \mathbb{D}) \) is a boundary component of \( D \) on which \( u \) is zero, and
- \( \gamma_1, \ldots, \gamma_n \) are distinct,
we can compute a neighborhood of \( D \cup (\bigcup_j \gamma_j), D' \), and a harmonic extension of \( u|_D \) to \( D' \).

*Proof.* Fix \( j \in \{1, \ldots, n\} \) for the moment. From the name of \( f_j \), we can compute a name of \( \text{dom}(f_j) \). We can then compute a name of \( \exp^{-1}[\text{dom}(f_j)] \). (See e.g. Theorem 6.2.4.1 of [?].) We can then compute a covering of the line segment from \(-i\pi \) to \( i\pi \) by rational rectangles \( R_1, \ldots, R_k \) whose closures are contained in \( \exp^{-1}[\text{dom}(f_j)] \). Let \( r \) be the minimum distance from a vertical side of one of these rectangles to the \( y \)-axis. Hence, \( r \) is computable from \( R_1, \ldots, R_k \). It now follows that for each \( -\pi \leq y \leq \pi \), each point on the line segment from \(-r + iy \) to \( r + iy \) is contained in \( \exp^{-1}[\text{dom}(f_j)] \). We can now compute a positive rational number \( r_{0,j} \) such that \( r_{0,j} < e^{-r} \). Let \( A_j \) be the annulus centered at the origin and with inner radius \( 1 - r_{0,j} \) and outer radius \( 1 + r_{0,j} \). Hence, \( A_j \subseteq \text{dom}(f_j) \). Let \( g \) be the reflection map for \( \partial \mathbb{D} \). i.e.
\[
g(z) = \frac{1}{\bar{z}}.
\]
Hence, \( A_j \) is closed under reflection.

Let
\[
D' = D \cup \bigcup_{j=1}^{n} f_j[A_j].
\]
We can choose \( r_{0,1}, \ldots, r_{0,n} \) so that \( f_1[A_1], \ldots, f_n[A_n] \) are pairwise disjoint. It follows from the Extended Computable Open Mapping Theorem (Theorem 2.8) that \( D' \) can be computed from the given data. We define \( v \) on \( D' \) as follows. Given \( z \in D' \), if \( z \in D \), then let \( v(z) = u(z) \). Otherwise, there exists unique \( j \) such that \( z \in f_j[A_j] \), and we let
\[
v(z) = u f_j g f_j^{-1}(z).
\]
It follows from Schwarz Reflection (see e.g. Theorem 4.12 of [?]), that \( v \) is harmonic on \( D' \). It only remains to show we can compute \( v \) from the given data. Here is
how we do this. Given a name $p$ of a $z \in D'$, we read $p$ until we find a subbasic neighborhood $R$ such that either $R \subseteq D$ or $R \subseteq f_j[A_j]$. In the first case, we simply compute $u(z)$. In the second case, we can use (5.1). □

In [?], an iterative method for the solution of Dirichlet problems for Jordan domains is developed along with a closed form for their solution. Based on these results and the results in [?] on computing boundary extensions of conformal maps (see also [?]), we now show that solving Dirichlet problems for Jordan domains is a computable operation.

**Theorem 5.4 (Computable Solution of Dirichlet Problems).** Given a name of a bounded Jordan domain $D$ and a name of a continuous $f : \partial D \to \mathbb{R}$, it is possible to uniformly compute a name of $u_f$. Furthermore, we can compute the continuous extension of this solution to $\overline{D}$.

**Proof.** Let $\gamma_1, \ldots, \gamma_n$ denote the boundary curves of $D$ with $\gamma_1$ being the outermost.

Let $\sigma_1, \ldots, \sigma_{n-1}, \tau_1, \ldots, \tau_{n-1}$ be pairwise disjoint arcs such that $D_1 =_{df} D - \bigcup \tau_j$ and $D_2 =_{df} D - \bigcup \sigma_j$ are simply connected. The case when $D$ is bounded by four curves is illustrated in Figure 1.

**Figure 1.**
More to the point, \( \sigma_j \) and \( \tau_j \) link \( \gamma_j \) and \( \gamma_{j+1} \) via \( D \). We also choose these arcs so that \( z \notin \sigma_j, \tau_j \). Such arcs can be computed by repeated application of Theorem 2.2, Theorem 2.3, and Lemma 2.4. Let \( \sigma = \bigcup_j \sigma_j \), and let \( \tau = \bigcup_j \tau_j \).

Let \( \phi_j \) be a continuous map of \( D \) onto \( D_j \) that is conformal on \( D_j \). Thus, each point of \( D - \sigma \) has exactly one preimage under \( \phi_1 \), and each point of \( D - \tau \) has exactly one preimage under \( \phi_2 \). The existence of these maps follows from Theorem 2.1 of [?]. It follows from Theorem 2.5 that they can be computed from the given data. Let:

\[
A_j = \phi_j^{-1}[\partial D] \\
B_1 = \phi_1^{-1}[\sigma] \\
B_2 = \phi_2^{-1}[\tau]
\]

Hence, \( A_j, B_j \) can be computed from the given data.

Let \( H_1 \) be the harmonic function on \( D_1 \) determined by the boundary conditions

\[
H_1(\zeta) = \begin{cases} 
    f(\zeta) & \text{if } \zeta \in \partial D \\
    0 & \text{if } \zeta \in \sigma - \partial D
\end{cases}
\]

and let \( H_2 \) be the harmonic function on \( D_2 \) determined by the boundary conditions

\[
H_2(\zeta) = \begin{cases} 
    f(\zeta) & \text{if } \zeta \in \partial D \\
    0 & \text{if } \zeta \in \tau - \partial D
\end{cases}
\]

Let \( H_3 \) be the harmonic function on \( D_1 \) determined by the boundary conditions

\[
H_3(\zeta) = \begin{cases} 
    H_2(\zeta) & \text{if } \zeta \in \sigma \\
    0 & \text{otherwise}
\end{cases}
\]

Finally, let

\[
h = H_1 + H_3.
\]

It follows from Theorem 2.5 and Lemma 2.6 that \( H_1, H_2, H_3, \) and thus \( h \) can be computed from the given data.

For each \( \zeta_1 \in B_2 \), let \( K(\cdot, \zeta_1) \) be the harmonic function on \( D_1 \) defined by the boundary conditions

\[
K(\zeta, \zeta_1) = \begin{cases} 
    0 & \zeta \notin \sigma \\
    2\pi P(\phi_2^{-1}(\zeta), \zeta_1) & \zeta \in \sigma
\end{cases}
\]

So, \( K \) can also be computed from the given data.

Note that \( \phi_2^{-1}(\zeta) \) is bounded away from \( B_2 \) as \( \zeta \) ranges over \( \sigma \). Accordingly, let

\[
m = \max \left\{ \int_{B_2} P(\phi_2^{-1}(\zeta), \zeta_1) d\zeta_1 : \zeta \in \sigma \right\}.
\]

It follows that \( m < 2\pi \) and that \( m \) can be computed from the given data.

Let \( B\text{harm}(D_1) \) denote the space of bounded harmonic functions on \( D \) with the sup norm. \( B\text{harm}(D_1) \) is complete.

We now define an operator on \( B\text{harm}(D_2) \). When \( v \) is harmonic on \( D_1 \), let \( F(v) \) denote the function on \( D_1 \) defined by the equation

\[
F(v)(z) = h(z) + \frac{1}{(2\pi)^2} \int_{B_2} K(z, \zeta_1) v(\phi_2(\zeta_1)) d\zeta_1.
\]

The following is proven in [?].
Lemma 5.5. \( F \) is a contraction map on \( \text{Bharm}(D_1) \). In particular, for all \( v_1, v_2 \in \text{Bharm}(D_1) \),

\[
\| F(v_1) - F(v_2) \|_\infty \leq \frac{m}{2\pi} \| v_1 - v_2 \|_\infty.
\]

So, let \( u \) be the fixed point of \( F \). It is shown in \([?]\) that \( u \) is the restriction of \( u_f \) to \( D_1 \).

Let \( 0 \) denote the zero function on \( D_1 \). Hence, \( u_f(z) = \lim_{t \to \infty} F^t(0)(z) \). Furthermore, we can compute a modulus of convergence for \( \{F^t(0)(z)\}_t \). Thus, \( u_f(z) \) can be computed from the given data.

We now obtain the following as immediate corollaries of Theorems 5.4 and 5.2.

Corollary 5.6 (Computability of Harmonic Measure). From a name of a Jordan domain \( D \) it is possible to uniformly compute names of the corresponding harmonic measure functions. Furthermore, we can compute their continuous extensions to \( \overline{D} \).

Corollary 5.7 (Computability of the Riemann Matrix). Given the same initial data as in Theorem 5.6, it is possible to uniformly compute a name of each \( \mathcal{P}_{j,k}^D \).

Corollary 5.8. From a name of an unbounded Jordan domain \( D \), and a name of an \( R > 0 \), we can compute a name of \( \mathcal{E}_R(D) \).

6. Computably bounding the error in the Koebe construction

The error bounds in Section 4 rely on two quantities, \( \mathcal{E}_R(D) \) and \( \lambda_j(D) \). The computability of the former has now been demonstrated. To compute \( \lambda_j(D) \), at least if one wishes to compute it by following its definition, requires the computability of conformal mapping onto circular domains for \((n-1)\)-connected domains. We are thus led to consider an inductive procedure. The bounds in Section 4 only apply when \( D \) has at least three boundary components. Thus, the starting point for this induction is the 2-connected case which leads us to the following theorem.

Theorem 6.1. From a name of a 2-connected domain \( D \) that contains \( \infty \) but not 0, and a name of \( \partial D \), it is possible to uniformly compute names of \( f_D \) and \( \partial C_D \).

Proof. There is a unique number \( \mu \) such that \( D \) is conformally equivalent to the annulus

\[ A = \{ z \in \mathbb{C} : \mu^{-1} < |z| < 1 \}. \]

We use the Komatu construction to conformally maps \( D \) onto \( A \) \([?]\). Again, we refer to the notation in Section 1. Let \( z_0 \) and \( r_0 \) denote the center and radius respectively of \( D_{2,2} \). These can be computed from the given data. Let \( E, E_1, \) and \( E_2 \) denote the image of \( D_2, \partial D_{2,1}, \) and \( \partial D_{2,2} \) respectively under the map

\[ z \mapsto \frac{r_0}{z - z_0}. \]

Hence, \( E_2 = \partial \mathbb{D} \). Let \( \alpha \) be a conformal automorphism of the unit disk that exchanges \( z_0 \) and 0. Let \( F_0, F_{0,1}, \) and \( F_{0,2} \) denote the images of \( E, E_1, \) and \( E_2 \) respectively under \( \alpha \). (Of course, \( E_2 = \partial \mathbb{D} \)) These can be computed from the given data.
Let $h_1$ be the conformal map of the exterior of $F_{0,1}$ onto the exterior of $\partial D$. Let $F_1$ be the image of $h_1$ on $F_0$, and let $F_{1,1}$ and $F_{1,2}$ denote the corresponding boundary curves. Let $h_2$ be the conformal map of the interior of $F_{1,2}$ onto $D$ such that $h_2(0) = 0$. Call the image of $h_2$ on $F_1$ $F_2$ and let $F_{2,1}$ and $F_{2,2}$ be the corresponding boundary curves. We now repeat this process and obtain maps $h_3, h_4, \ldots$.

In [2], Theorem 9.4, it is shown that the sequence $\{h_k\}_{k \in \mathbb{N}}$ converges to a conformal map $h$ of $F_0$ onto $A$ and that

$$|h_k(z) - h(z)| \leq 13(\mu^{-1})^{2k}.$$ 

So, to compute $h$ from the given data, it suffices to compute a number between $\mu^{-1}$ and 1 from the given data. This is accomplished as follows. Let $D[\cdot]$ denote the Dirichlet integral operator:

$$D[f] = \int \int_E \left[ \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right] dA$$

where $dA$ is the differential of area. Let $\phi(z) = \omega(z, E_2, E)$. In [2], it is shown that $\mu = \exp(2\pi/D[\phi])$. It follows from the results in Section 5 that we can compute from the given data a number $N$ such that $0 < N < D[\phi]$. Thus, $\mu^{-1} < \exp(-2\pi/N) < 1$.

Set $z_2 = h(z_1)$. Compute $R$ such that $D_R(z_2) \subseteq A$. Let $U$ denote the image of $A$ under the map

$$z \mapsto \frac{R^2}{z - z_2}.$$ 

It follows that $U$ is an unbounded circular domain that contains $\infty$ but not 0. Let

$$f(z) = \frac{R^2}{h \alpha \left( \frac{r_0}{f(z) - z_0} \right) - z_2}.$$ 

Thus, $f$ maps $D$ onto $U$. In addition, $f(\infty) = \infty$. By normalizing, we obtain $f_D$.

It follows from Theorem 2.5 that we can compute the continuous extension of $h_{j-1}$ to $F_j$. By continuity, the estimate 6.1 holds for these extensions as well. Thus, if $D$ is Jordan, and if we are also provided with names of the boundary curves of $D$, then we can compute the continuous extension of $f_D$ to $\overline{D}$.

By primitive recursion, we now obtain the following.

**Theorem 6.2.** From a name of a finitely connected and non-degenerate domain $D$ that contains $\infty$, a name of $\partial D$, and the number of boundary components of $D$, it is possible to uniformly compute $f_D$ and $\partial C_D$.

7. **Boundary extensions**

By applying Theorem 2.5 to each iteration of the Koebe construction, we obtain the following.

**Corollary 7.1.** From a name of a finitely connected and non-degenerate domain $D$ with locally connected boundary, and the number of its boundary components, a name of $\partial D$, and a CIK function for $\partial D$, it is possible to compute a name of the continuous extension of $f_D^{-1}$ to $\overline{C_D}$. 
8. A reversal

We have now demonstrated that in order to compute $f_D$ and $C_D$, it is sufficient to have a name of $D$, a name of its boundary, and the number of its boundary components. We now show that a name of the boundary is not only sufficient but necessary. We will use the following lemma from Hertling [?].

Lemma 8.1. Suppose $U$ is a proper, open, connected subset of $\mathbb{C}$, and $f$ is a conformal map on $U$. Then, for all $z \in U$

$$
\frac{1}{4}|f'(z)|d(z, \mathbb{C} - U) \leq d(f(z), f(U)) \leq 4|f'(z)|d(z, \mathbb{C} - U).
$$

Our first goal is to show that any neighborhood that hits the boundary of $D$ must hit it at a finite point (when $D$ is a non-degenerate, finitely connected domain). We will accomplish this with a little point-set topology. Recall that a point $c$ of a connected space $K$ is said to be a cut point of $K$ if $K - \{c\}$ is not connected.

Lemma 8.2. Suppose $Z$ is a connected space with no cut point. Suppose $O'$ is a subset of $Z$ such that $O'$ and $Z - O'$ contain at least two points. Then \( \partial O' \) contains at least two points.

Proof. If $O' \subseteq Z$ and $\partial O' = \{q\}$, then $Z - \{q\} = [O' - \{q\}] \cup [(Z - O') - \{q\}]$. On the other hand, $\partial O' = \partial(Z - O')$. Hence, $O'$ and $[(Z - O') - \{q\}]$ are open, disjoint, and non-empty. Thus, $q$ is a cut point of $Z$, a contradiction. □

Lemma 8.3. Suppose $D$ is a non-degenerate $n$-connected domain and $O \subseteq \hat{\mathbb{C}}$ is an open set such that $O \cap \partial D \neq \emptyset$. Then there exists a point $p \in \mathbb{C}$ such that $p \in O \cap \partial D$.

Proof. Assume that $O \subseteq \hat{\mathbb{C}}$ is open and $\infty \in (\partial D) \cap O$. We can assume $O = \hat{\mathbb{C}} - \overline{R}$ for some rational rectangle $R$. Let $K_\infty$ be the component of $\hat{\mathbb{C}} - D$ that contains $\infty$. By connectedness, $K_\infty - \{\infty\}$ is not bounded in $\mathbb{C}$. Therefore, $\mathbb{C} \cap (O \cap K_\infty)$ contains at least two points. At the same time, $\mathbb{C} - (O \cap K_\infty)$ contains at least two points. The result then follows from Lemma 8.2. □

Theorem 8.4. From a name of a finitely connected, non-degenerate domain $D$ that contains $\infty$ but not $0$, the number of its boundary components, a name of $f_D$, and a name of $\partial C_D$, one may compute the boundary of $D$.

Proof. By the Extended Computable Open Mapping Theorem, we can compute a name of $C_D$ from these data. It only remains to compute names of the boundary of $D$ and $C_D$. To this end, suppose $R, R', w_0$ are such that

$$
R, R' \subseteq \mathbb{Q}, \quad w_0 \subseteq D \cap \mathbb{Q} \times \mathbb{Q}, \quad R' \geq \frac{4R}{|f'_{\mathcal{D}}(w_0)|}, \quad R \geq d(f_D(w_0), \hat{\mathbb{C}} - C_D)
$$

The last inequality would be witnessed by the containment in $D_R(f_D(w_0))$ of a basic neighborhood that hits $C_D$. Let $z_1 = f_D(w_0)$. It now follows from Lemma
that
\[ \frac{1}{4}|(f_D^{-1})'(z_1)|d(z_1, \hat{C} - C_D) \leq d(f_D^{-1}(z_1), \hat{C} - D) \leq 4|(f_D^{-1})'(z_1)|d(z_1, \hat{C} - C_D) \]

(8.1)

It now follows that \( D_{R'}(w_0) \) hits the boundary of \( C_D \). So, once we discover such \( R, R', w_0 \), we can begin listing all basic neighborhoods that contain the closure of this disk as among those that hit the boundary of \( C_D \). It follows from Lemma 8.3 that every basic neighborhood that hits the boundary of \( C_D \) contains a finite neighborhood that does. Since \( z_1 \) approaches the boundary of \( C_D \) as \( w_0 \) approaches the boundary of \( D \), it follows from (8.1) that there are arbitrarily small disks of the form \( D_{R'}(w_0) \). It now follows that we can compute a name of the boundary of \( C_D \). It then similarly follows that we can compute a name of the boundary of \( D \). \( \square \)

It is well-known that there is a computable 1-connected domain whose boundary is not computable.
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