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In this image there is a white colour vehicle on road. On pavement there are three persons standing on it. In which one person is wearing suit, tie. Another person is wearing a white colour shirt. Woman wearing a dress is holding a bag in her hand. At the right side there is a vehicle on road. Behind this vehicle there's another vehicle on road. There is a fence before there is a green land. Left side there are traffic lights on a pole. Background of image there are few houses, plants, trees and sky.

“Woman wearing a dress is holding a bag in her hand.”

Figure 1: Illustration of different visual grounding tasks. (a) Referring Expression Comprehension (REC) aims to locate the object referred by a sentence. (b) Referring Expression Segmentation (RES) aims to segment the object referred by a sentence. (c) Phrase Grounding aims to locate multiple objects referred by noun phrases. (d) Panoptic Narrative Grounding (PNG) aims to generate a panoptic segmentation according to dense narrative captions. For better viewing of all figures in this paper, please see original zoomed-in color pdf file.

ABSTRACT

Panoptic Narrative Grounding (PNG) is an emerging task whose goal is to segment visual objects of things and stuff categories described by dense narrative captions of a still image. The previous two-stage approach first extracts segmentation region proposals by an off-the-shelf panoptic segmentation model, then conducts coarse region-phrase matching to ground the candidate regions for each noun phrase. However, the two-stage pipeline usually suffers from the performance limitation of low-quality proposals in the first stage and the loss of spatial details caused by region feature pooling, as well as complicated strategies designed for things and stuff categories separately. To alleviate these drawbacks, we propose a one-stage end-to-end Pixel-Phrase Matching Network (PPMN), which
directly matches each phrase to its corresponding pixels instead of region proposals and outputs panoptic segmentation by simple combination. Thus, our model can exploit sufficient and finer cross-modal semantic correspondence from the supervision of densely annotated pixel-phrase pairs rather than sparse region-phrase pairs. In addition, we also propose a Language-Compatible Pixel Aggregation (LCPA) module to further enhance the discriminative ability of phrase features through multi-round refinement, which selects the most compatible pixels for each phrase to adaptively aggregate the corresponding visual context. Extensive experiments show that our method achieves new state-of-the-art performance on the PNG benchmark with 4.0 absolute Average Recall gains. Code is provided anonymously in the supplementary materials.
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1 INTRODUCTION
Panoptic Narrative Grounding (PNG) [18], which aims to segment visual objects of both things and stuff (i.e., panoptic) categories in an image grounded by dense narrative captions, is a newly proposed and more general formulation of the natural language visual grounding problem. In Figure 1 we illustrate the difference between PNG and traditional visual grounding tasks. Referring expression comprehension and segmentation [10, 25, 34, 41, 44, 49] ground the subject of a single sentence in the form of a single box and a single segment respectively, while phrase grounding [27, 75] extends them by locating multiple objects grounded by multiple noun phrases in the caption. Among these grounding tasks, PNG achieves the finest cross-modal alignment between multiple noun phrases and multiple segments. Compared to Panoptic Segmentation [32], PNG also possesses more flexibility as it requires the model to produce a panoptic segmentation according to free-form narrative captions instead of a fixed set of pre-determined object categories. With spatially finer and denser cross-modal alignment between noun phrases and segmentation masks, PNG is able to benefit many downstream applications including text-driven image manipulation [79], visual question answering [2], and intelligent robots [80], etc.

Along with the PNG benchmark, González et al. [18] also provide a strong two-stage baseline upon the Cross-Modality Relevance (CMR) [82] model (Figure 2(a)). Concretely, they first extract the region feature of each segmentation proposal from an off-the-shelf panoptic segmentation model [31]. Then, they match (i.e., ground) candidate segmentation regions conditioning on the affinity matrix calculated between features of all region proposals and noun phrases. Although this baseline has achieved good performance, some limitations may still exist: 1) The matching performance in the second stage is restricted by the quality of segmentation proposals and the recall rate of the panoptic segmentation model in the first stage. 2) Region feature of each segmentation proposal is pooled into a single vector, in which detailed spatial information may be lost, incurring a coarse cross-modal matching process. 3) The two-stage pipeline is complicated and involves many manually designed rules, such as different feature extraction strategies for things and stuff categories, and the extra post-processing for plurals noun phrases in the inference phase.

In order to alleviate the above problems, we propose a simple yet effective one-stage approach for PNG, which enjoys end-to-end optimization. Specifically, instead of conducting indirect and coarse Region-Phrase Matching with an off-the-shelf panoptic segmentation model, our one-stage approach is realized via a direct and fine Pixel-Phrase Matching Network (PPMN). As illustrated in Figure 2(b), our PPMN matches each phrase to its corresponding pixels by directly calculating the matching matrix between features of all phrases and all pixels, so that each phrase can obtain a response map derived from the matching matrix. The panoptic segmentation

\[ \text{PPMN} \]

1https://github.com/dzh19990407/PPMN

Figure 2: Comparison between the two-stage baseline [18] and our one-stage Pixel-Phrase Matching Network (PPMN). (a) The two-stage baseline first extracts segmentation proposals using an off-the-shelf panoptic segmentation model. Then, it conducts coarse Region-Phrase Matching to select grounding results for each noun phrase. (b) Our one-stage PPMN conducts finer pixel-phrase matching by calculating the matching scores between features of all pixels and all phrases to directly generate panoptic segmentation.
is then generated by simply combining the results of all phrases. It is interesting to note that multiple phrases can correspond to the same ground-truth mask in the task setting of PNG. Therefore, each pixel is actually classified to multiple labels (i.e., phrases) when applying binary cross-entropy loss on all response maps, where responses on positive labels are forced to be higher and otherwise on negative ones. Overall, the merits of our PPMN contain three aspects: 1) One-stage framework can exploit sufficient cross-modal semantic correspondence from the supervision of densely annotated pixel-phrase pairs rather than sparse region-phrase pairs. 2) By avoiding proposal pooling, detailed spatial information can be preserved as well for more accurate and complete segmentation results. 3) Our PPMN can better tap the category priors contained intrinsically in the natural language to distinguish things/stuff and singulars/plurals, which removes complicated post-processing and largely simplifies the whole pipeline.

To further enhance the discriminative ability of each phrase feature, we propose a Language-Compatible Pixel Aggregation (LCPA) module. In detail, we select the most compatible pixels for each phrase according to matching scores and adaptively aggregate their features via a multi-head cross-modal attention mechanism. By this means, each phrase is aware of the corresponding visual contextual information. Our LCPA module is applied for multiple rounds to gradually refine phrase features with adaptive visual clues for more accurate pixel-phrase matching.

The main contributions of our paper are summarized as follows: 1) We propose a novel one-stage end-to-end method termed Pixel-Phrase Matching Network (PPMN) for the emerging PNG task, where each phrase is directly matched with its corresponding pixels instead of pre-generated region proposals to produce finer panoptic segmentation. 2) For more accurate pixel-phrase matching, we also propose a Language-Compatible Pixel Aggregation (LCPA) module to gradually enhance the discriminative ability of phrase features with adaptive visual clues. 3) Extensive experiments show that our one-stage method outperforms the previous two-stage baseline on the PNG benchmark with a significant gain of 4.0 overall Average Recall. Our code will be made publicly available to facilitate further research in this field.

2 RELATED WORK

2.1 Panoptic Segmentation

Panoptic segmentation [32], which aims to assign a semantic label and an instance id to each pixel, has received much attention recently. Mainstream methods [8, 31, 37, 60, 69] are usually composed of two specifically designed branches for segmenting foreground things (i.e., instance segmentation) and background stuff (i.e., semantic segmentation) respectively. For example, Kirillov et al. [31] propose to extend Mask R-CNN [19] with a semantic segmentation branch using a shared FPN [42] backbone. With the rise of Transformer [62], some methods [6, 9, 39, 63, 81] have emerged with an end-to-end set prediction objective, and generate panoptic masks through attention blocks. Differently, PNG aims to generate the panoptic segmentation for a still image according to dense narrative captions. To tackle this task, we propose a simple yet effective one-stage method that directly matches each phrase with its corresponding pixels to segment both things and stuff categories in a unified way.

2.2 Referring Expression Comprehension

Referring Expression Comprehension (REC) aims to predict the bounding box of the object referred by the referring expression. Existing methods can be roughly divided into two categories: two-stage methods [7, 27, 45, 48, 56, 65, 70, 76, 78] and one-stage methods [11, 40, 71–73]. Conventional two-stage methods follow the propose-and-match paradigm and design sophisticated ways of cross-modal interaction for accurate vision-language alignment (e.g., fine-grained context modeling [45, 76, 78] and graph attention [27, 65, 70]). Recently, some methods [7, 48, 58] leverage the powerful modeling ability of BERT [12] to learn better vision-language representations on large-scale image-text datasets. By introducing language into one-stage detectors [57, 83], one-stage approaches [40, 71–73] are gradually taking over the mainstream as they achieve a good balance between effectiveness and efficiency. Moreover, TransVG [11] take a further step for directly regressing the box coordinates while using Transformers [58] to conduct cross-modal alignment.

2.3 Referring Expression Segmentation

Referring expression segmentation (RES) requires models to predict foreground pixels for the object described by the input referring expression. Hu et al. [22] first propose an one-stage framework for RES, where they use FCN [47] and LSTM [21] to extract visual feature maps and sentence features respectively. Then, they fuse them by concatenation to form the cross-modal features, on which they apply deconvolution layers to generate the segmentation mask. To exploit different types of informative words in the expression and accurately align the two modalities, CMPC [23] first perceives all possible entities under the guidance of entity and attribute clues of the input expression and then utilizes relation words to filter out irrelevant ones. Motivated by the powerful ability of Transformers [62] for capturing long-range dependencies, some methods [13, 17, 26, 36, 74] design complex cross-attention mechanisms to model the semantic relationship between vision and language modalities. Moreover, RES can be applied on consecutive video frames for segmenting the queried actors [14, 15, 24]. Differently, PNG grounds multi noun phrases in the narrative caption for panoptic categories, and in this paper we formulate PNG as a direct pixel-phrase matching process to fully mine the cross-modal correspondence from densely annotated pixel-phrase pairs.

2.4 Phrase Grounding

Phrase grounding aims to localize multiple regions with bounding boxes in an image referred by noun phrases in natural language descriptions. Early methods [1, 29, 55, 64] used to first extract region and phrase embeddings independently, and then learn the semantic correspondence between phrase-region pairs in a shared embedding subspace via manually designed loss functions. In order to exploit visual and textual context, some methods begin to adopt different ways of cross-modal interaction [4, 16, 46, 52, 77]. Mu et al. [52] propose to distinguish various contexts via motif-aware graph learning, which can achieve fine-grained contextual fusion.
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\tilde{F} = F W_1, \quad \tilde{R} = R W_2, \tag{1}
\]
where \( W_1 \in \mathbb{R}^{C_t \times C} \) and \( W_2 \in \mathbb{R}^{C \times C_t} \) are projection parameters, \( \tilde{F} \in \mathbb{R}^{H \times W \times C_t} \) and \( \tilde{R} \in \mathbb{R}^{N \times C_t} \) are projected features. Next, we first reshape \( \tilde{F} \) to \( \mathbb{R}^{H \times W \times C_t} \) and then conduct matrix multiplication between \( \tilde{F} \) and \( \tilde{R} \) to obtain response maps between all pixels and all noun phrases as follows: \[
H = \tilde{F} \tilde{R}^T, \tag{2}
\]
\[
M = \sigma(H), \tag{3}
\]
where \( \tilde{F}^T \in \mathbb{R}^{C_t \times H \times W} \) is the transpose of \( \tilde{F} \), \( H \in \mathbb{R}^{N \times H \times W} \) is the raw matching maps, and \( \sigma \) denotes sigmoid function. After, we re-shape \( M \in \mathbb{R}^{N \times H \times W} \) to \( \mathbb{R}^{N \times H \times W} \) and \( M^\sigma \in \mathbb{R}^{H \times W} \) is the response match.
map of the n-th noun phrase, based on which we can generate the segmentation result.

It is straightforward to train a pixel-phrase matching network: given ground-truth binary masks of all phrases \( Y \in \mathbb{R}^{N \times H \times W} \), we apply the binary cross-entropy (BCE) loss on the response maps \( M \).

The operation can be written as:

\[
\mathcal{L}_{\text{bce}}(M^{n,i}, Y^{n,i}) = Y^{n,i} \log(M^{n,i}) + (1 - Y^{n,i}) \log(1 - M^{n,i}),
\]

where \( \lambda = 0 \) and \( \gamma = 1 \).

It is worth noting that Eq. 5 can be rewritten as follows:

\[
\mathcal{T}_{\text{bce}}(M, Y) = -\frac{1}{NHW} \sum_{n=1}^{N} \sum_{i=1}^{HW} \mathcal{L}_{\text{bce}}(M^{n,i}, Y^{n,i}),
\]

which shows that the pixel-phrase matching is equivalent to performing the multi-label classification process on each pixel if we consider \( M^{n,i} \in \mathbb{R}^{1 \times N} \) as a probability distribution over all possible \( N \) noun phrases (i.e., labels) for \( i \)-th pixel. In this view, it forces the model to produce high responses to positive phrases and otherwise to negative ones.

Since BCE loss treats each pixel separately, it cannot handle the foreground-background sample imbalance problem. We apply Dice loss [51] to alleviate this issue following previous works [59, 66, 81]:

\[
\mathcal{L}_{\text{dice}}(M^n, Y^n) = 1 - \frac{2 \sum_{n=1}^{N} M^n \cdot Y^n}{\sum_{n=1}^{N} M^n + \sum_{n=1}^{N} Y^n},
\]

\[
\mathcal{T}_{\text{dice}}(M, Y) = \frac{1}{N} \sum_{n=1}^{N} \mathcal{L}_{\text{dice}}(M^n, Y^n).
\]

Overall, the final training loss function \( \mathcal{L}_{\text{ppm}} \) of our PPMN can be formulated as:

\[
\mathcal{L}_{\text{ppm}} = \lambda_{\text{bce}} \mathcal{T}_{\text{bce}} + \lambda_{\text{dice}} \mathcal{T}_{\text{dice}},
\]

where \( \lambda_{\text{bce}} \) and \( \lambda_{\text{dice}} \) are hyperparameters used to balance these two losses. We empirically find \( \lambda_{\text{bce}} = 1 \) and \( \lambda_{\text{dice}} = 1 \) work best.

3.3 Language-Compatible Pixel Aggregation

Without the explicit cross-modal interaction between visual and linguistic modalities, our model can only generate sub-optimal panoptic segmentation results using the limited category priors implied in noun phrases. To endow the phrase features with stronger discriminative ability, we propose a Language-Compatible Pixel Aggregation (LCPA) module to refine phrase features for multiple rounds. This process is formulated as:

\[
\mathcal{R}^{l+1} \in \mathbb{R}^{N \times H \times W}, \mathcal{H}^{l+1} \in \mathbb{R}^{N \times S \times 2}, \text{for} \ l = 0, 1, ..., L - 1,
\]

where \( \mathcal{R}^{0} = \mathcal{R}, \mathcal{H}^{0} = \mathcal{H} \) and \( L \) is the number of multiple rounds.

In the \( l \)-th round, we obtain indexes \( \mathcal{H}^{l}_{\text{index}} \in \mathbb{R}^{N \times S \times 2} \) of the \( S \) most compatible pixels for all phrases from \( \mathcal{H}^{l} \):

\[
\mathcal{H}^{l}_{\text{index}} = \text{MaxPool}(\mathcal{H}^{l}, S),
\]

where MaxPool(\( \cdot, S \)) is an adaptive max pooling layer that returns \( S \) max pooling indexes instead of the values in our implementation.

Afterwards, we use \( \mathcal{H}^{l}_{\text{index}} \) to sample compatible pixel features \( \mathcal{H}^{l+1} \in \mathbb{R}^{N \times S \times C} \) from \( \mathcal{F} \).

Next, we enhance the discriminative ability of each noun phrase by aggregating the visual context of its most compatible pixel features. To this end, we follow the implementation practice of Transformer [62] and revise it to a multi-head cross-modal attention mechanism \( \text{MCA}(\cdot) \). Details of this process for the \( n \)-th noun phrase feature \( \mathcal{R}^{1} \in \mathbb{R}^{1 \times C} \) can be formulated as follows:

\[
\text{Attention}(\mathcal{Q}, \mathcal{K}, \mathcal{V}) = \text{Softmax}\left(\frac{\mathcal{OW}(\mathcal{KW})\mathcal{T}}{\sqrt{C}}\right)\mathcal{W}_{7},
\]

where \( \mathcal{C}(\cdot) \) denotes concatenation and \( D \) is the number of heads. \( \mathcal{W}_{5}, \mathcal{W}_{6}, \) and \( \mathcal{W}_{7} \) are projection parameters. \( \mathcal{Q}, \mathcal{K}, \mathcal{V} \) are the query, key, and value respectively. \( \mathcal{R}^{1} \in \mathbb{R}^{1 \times C} \) and \( \mathcal{H}^{1} \in \mathbb{R}^{1 \times C} \) are input features of \( d \)-th head. The output of MCA(\( \cdot \)) is the refined \( n \)-th phrase feature, denoted as \( \mathcal{R}^{l+1} \in \mathbb{R}^{1 \times C} \). After applying MCA(\( \cdot \)) on each phrase separately, we concatenate all refined phrase features and feed them to a standard Feed-Forward Network (FFN) to obtain the refined phrase features \( \mathcal{R}^{l+1} \in \mathbb{R}^{N \times C} \):

\[
\mathcal{R}^{l+1} = \text{LN}(\text{FFN}(\text{LN}(\mathcal{R}^{l}))),
\]

\[
\mathcal{R}^{l+1} = \text{LN}(\text{FFN}(\text{LN}(\mathcal{R}^{l}))),
\]

where \( \text{LN} \) is the LayerNorm [3].

At last, we project \( \mathcal{R}^{l+1} \) to the same subspace. Specifically, we project the visual features \( \mathcal{F} \) with a \( 1 \times 1 \) convolution layer followed by GroupNorm [67] and ReLU activation [53]. As for phrase features, we apply a multi-layer perceptron (MLP) with 3 hidden layers to \( \mathcal{R}^{l+1} \). Then we conduct matrix multiplication between them to acquire \( \mathcal{H}^{l+1} \in \mathbb{R}^{N \times H \times W} \) and apply sigmoid function on \( \mathcal{H}^{l+1} \) to obtain response maps \( \mathcal{M}^{l+1} \in \mathbb{R}^{N \times H \times W} \). In the training phase, we apply \( \mathcal{L}_{\text{ppm}} \) to all rounds of \( \{M^{l}\}_{l=0}^{L-1} \) for sufficient intermediate supervisions on the learning of our LCPA module:

\[
\mathcal{L} = \sum_{l=0}^{L-1} \mathcal{L}_{\text{ppm}}(\mathcal{M}^{l}, Y).
\]

In the inference phase, we employ a threshold of 0.5 to obtain the grounding results from the last round response maps \( \mathcal{M}^{L} \).

4 EXPERIMENTS

4.1 Dataset and Evaluation Criteria

We evaluate our PPMN on the Panoptic Narrative Grounding benchmark [18], which is extended from MS COCO [43] dataset. It includes 726,445 noun phrases from the whole Localized Narratives annotations [56] that are matched with 659,298 unique segments from MS COCO panoptic segmentation annotations. Each narrative caption contains an average of 11.3 noun phrases, of which 5.1 noun phrases are grounded. Following González et al. [18], we adopt the Average Recall to evaluate our PPMN. Concretely, we first calculate the Intersection over Union (IoU) between segmentation predictions and ground-truth masks for all evaluated noun phrases. Then, we compute recall at different IoU thresholds to obtain a curve where recall approaches one at very low IoU values and decreases at higher IoU values. The Average Recall refers to the area under
Table 1: Comparison with state-of-the-art methods on the PNG benchmark, disaggregated into (a) things and stuff categories, and (b) singulars and plurals noun phrases. † denotes training without COCO panoptic segmentation annotations.

| Method | overall | Average Recall | stuff |
|--------|---------|----------------|-------|
| Gonzalez et al. [18] | 55.4 | 56.2 | 54.3 |
| MCN [50] | - | 48.2 | - |
| PPMN † | 56.7 | 53.4 | 61.1 |
| PPMN | 59.4 (+4.0) | 57.2 (+1.0) | 62.5 (+8.2) |

(a) Things and stuff categories.

| Method | overall | Average Recall | singulars | plurals |
|--------|---------|----------------|-----------|---------|
| Gonzalez et al. [18] | 55.4 | 56.2 | 48.8 |
| PPMN † | 56.7 | 57.4 | 49.8 |
| PPMN | 59.4 (+4.0) | 60.0 (+3.8) | 54.0 (+5.2) |

(b) Singulars and plurals noun phrases.

4.2 Implementation Details

Consistent with Gonzalez et al. [18], we use FPN [42] with a ResNet-101 [20] backbone pre-trained with Panoptic Feature Pyramid Network [31] on MS COCO [43] with 3x schedule using the official implementation [68]. We fix parameters in FPN. The input image is resized with a shorter side to 800 and a longer side up to 1333, without changing the aspect ratio. For the linguistic input, we adopt the pretrained “base-uncased” BERT model [12] to convert each word in the narrative caption into a 768-dimensional vector. The maximum length of the input caption is 230, of which at most 30 different noun phrases need to be grounded. Adam [30] is utilized as the optimizer. We implement our proposed PPMN in PyTorch [54] and train it with batch size 12 for 14 epochs on 4 NVIDIA A100 GPUs. The initial learning rate is set to 1e−4, which is divided by 2 for every 2 epochs started from the 10-th epoch, while the learning rate for the text encoder is set to 1e−5 constantly. The default numbers of multiple rounds L and language-compatible pixels S are set to 3 and 200, respectively. In the inference phase, we average matching maps of all words included in each noun phrase following the setup of the two-stage baseline [18].

4.3 Comparison with State-of-the-Art Methods

We conduct experiments on the PNG benchmark to compare our PPMN with state-of-the-art methods. Since PNG is an emerging and challenging task, there are only two methods to compare at present. Quantitative results are shown in Table 1 and Figure 4.

Compared to the two-stage baseline [18], our PPMN achieves significant performance boosts of 4.0/1.0/8.2/3.8/5.2 on the Average Recall evaluation metric for overall/things/stuff/singulars/plurals splits (Table 1), indicating the superiority of our one-stage Pixel-Phrase Matching approach. From Figure 4 we can observe that the area between the red (i.e., PPMN) and blue curves (i.e., Gonzalez et al. [18]) is relative large when the IoU is less than 0.5, which means that our proposed PPMN can ground much more panoptic objects than the two-stage baseline. Besides, our PPMN achieves comparable performances when the IoU is close to one, verifying that our PPMN can generate accurate and complete segmentation results than the two-stage baseline. Further demonstration of the effectiveness of our proposed PPMN, we directly use the ResNet-101 [20] pretrained on ImageNet [33] dataset as the image encoder, whose performances are shown in the row “PPMN †” of Table 1 and the green curves in Figure 4. It can
be seen that its Average Recall values exceed the two-stage baseline on all but one (i.e., things) of splits, proving that our PPMN is strong enough to learn discriminative visual and linguistic features by end-to-end training, even without the panoptic priors obtained from pretraining on COCO panoptic annotations. It is worth noting that the two-stage baseline is similar to a state-of-the-art phrase grounding method, i.e., GLIP [35], where they separately encode visual and phrase features and conduct cross-modal fusion before matching candidate regions with noun phrases. Thus, the performance gap between our PPMN and the two-stage baseline indicates that directly adapting phrase grounding methods to PNG can not yield compelling results. And we believe our PPMN can be a better baseline to promote research in PNG.

Multi-task Collaborative Network (MCN) [50] is a state-of-the-art visual grounding method that achieves joint learning of REC and RES. Considering that REC and RES only include objects belonging to the things category, we only evaluate its performance on the things split of the PNG benchmark [18]. As shown in Table 1a and Figure 4b, there is a big performance gap between MCN and methods designed for PNG. We claim that this phenomenon is caused by the sparse and coarse annotations (i.e., box/segment-sentence pair in Figure 1) of previous grounding tasks. In those settings, models are not forced to mine the fine-grained cross-modal semantic relationship between pixels and phrases, while our proposed method achieves this by the Pixel-Phrase Matching approach.

4.4 Ablation Studies

To test if our LCPA module confers benefits, we conduct ablation studies on the PNG benchmark to evaluate its different designs.

Table 2: The number of language-compatible pixels $S$. We set the number of multiple rounds $L = 1$ in this experiment.

| S     | overall | singulars | plurals | things | stuff |
|-------|---------|-----------|---------|--------|-------|
| 0     | 51.6    | 51.9      | 48.7    | 49.5   | 54.6  |
| 100   | 58.5    | 59.1      | 53.8    | 56.2   | 61.8  |
| 200   | 58.7    | 59.2      | 53.9    | 56.4   | 61.9  |
| 300   | 57.4    | 57.9      | 52.6    | 55.0   | 60.7  |

**Number of Language-Compatible Pixels.** We evaluate different numbers of language-compatible pixels $S$ in the Table 2. As shown in the 1-st and 2-nrd rows, the performance boosts significantly when noun phrases are aware of their corresponding visual context, verifying that this cross-modal interaction can enhance the discriminative ability of noun phrase features. The best performance is achieved when $S = 200$. Qualitative analysis of the language-compatible pixels in different rounds is shown in §4.5.

**Number of Multiple Rounds.** We demonstrate the influence of the number of multiple rounds $L$ in Table 3, where the Average Recall values on all evaluated splits grows gradually as $L$ increases. Considering the balance between computational overhead and performance, we choose $L = 3$ in our final model.

**Visual Context Aggregation.** Here we demonstrate different ways of aggregating the visual context of the language-compatible pixels for each noun phrase (Table 4). MUTAN [5] is a conventional multi-modal fusion scheme originally designed for VQA [2], which is able to model fine and rich cross-modal interactions between visual and language modalities based on a Tucker decomposition [61]. Besides, we evaluate another implementation technique for the visual context aggregation by modifying the selective kernel convolution proposed in SKNet [38]. Concretely, we first conduct average pooling on sampled compatible pixel features to obtain the integrated visual context for each noun phrase. Then we fuse all noun phrase features and their corresponding visual context via element-wise multiplication and generate the channel-wise addition weights using a linear transformation. After, we use these weights to adaptively fuse features of language-compatible pixels and noun phrases. From Table 4 we can see that our LCPA is robust to the specific implementation techniques of the visual context aggregation part, and we use MCA (§3.3) in this paper for its best performances on all evaluated metrics.

4.5 Qualitative Analysis

In Figure 5, we visualize locations of the language-compatible pixels in each round. Taking the 1-st row as an example, the language-compatible pixels for the plurals noun phrase “few people” (i.e., light blue points) can adaptively attend to regions of different people who are sitting on the chair in different rounds. By this means, the noun phrase can aggregate sufficient visual context for all grounded people and segment them accurately and completely.

Figure 6 shows some qualitative results of our proposed PPMN compared to the ground truth masks. Surprisingly our proposed PPMN can produce better segmentation results than annotations. In the 1-st row, our PPMN hardly generates false positive predictions on the rock when grounding the noun phrase “sea”. Furthermore, our PPMN segments finer and smoother boundaries between the trees and sky in the 2-nrd row and between the grass and red soil field in the 3-rd row.

5 CONCLUSION AND DISCUSSION

In this paper, we propose a simple yet effective one-stage framework that can be end-to-end optimized for Panoptic Narrative Grounding (PNG), called Pixel-Phrase Matching Network (PPMN). The fine-grained Pixel-Phrase Matching strategy encourages our model to explore sufficient cross-modal semantic relevance from densely
In this picture there is a man holding a bat. Two persons at abc are in squat position. Some grass is visible on the ground. There are few people sitting on the bench and bottles are kept on the bench.

In this image we can see chairs on the sand, and umbrella on it. Here is the water, and at above here is the sky.

Figure 5: Visualization of the language-compatible pixels’ locations in different rounds (2-nd to 4-th column) and segmentation results (5-th column).

Figure 6: Qualitative analysis for our proposed PPMN. The regions where our PPMN produces better segmentation results than ground truth masks are highlighted within the white dashed boxes.

annotated pixel-phrase pairs of the PNG benchmark. Moreover, it can liberate our model from the performance bottleneck caused by the indirect two-stage baseline and cumbersome manually designed training/inference pipelines. To further enhance the discriminative ability of noun phrase representations, we propose a Language-Compatible Pixel Aggregation (LCPA) module to adaptively aggregate representative visual context to each noun phrase from its corresponding language-compatible pixels for multiple rounds. Experiments show that our PPMN outperforms previous methods by a large margin. In the future, we plan to extend our PPMN to other visual grounding tasks, such as phrase grounding, to further verify its generalization ability.
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