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Abstract

Consensus maximisation (MaxCon), which is widely used for robust fitting in computer vision, aims to find the largest subset of data that fits the model within some tolerance level. In this paper, we outline the connection between MaxCon problem and the abstract problem of finding the maximum upper zero of a Monotone Boolean Function (MBF) defined over the Boolean Cube. Then, we link the concept of influences (in a MBF) to the concept of outlier (in MaxCon) and show that influences of points belonging to the largest structure in data would generally be smaller under certain conditions. Based on this observation, we present an iterative algorithm to perform consensus maximisation. Results for both synthetic and real visual data experiments show that the MBF based algorithm is capable of generating a near optimal solution relatively quickly. This is particularly important where there are large number of generating a near optimal solution relatively quickly. This is easy to see: If a subset is feasible, then adding more data to that subset can only move the function towards infeasibility and once infeasible adding more points will not change the subset back to feasible. Likewise, deleting points from a subset can move only towards feasible. MaxCon, when viewed in the above sketched framework, is nothing more than the search for the maximum upper zero (see the definition below) of the above-mentioned monotone infeasibility function.

Definition 1.1. A MBF of \(n\) variables is a mapping \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) such that \(\alpha \prec \beta\) implies that \(f(\alpha) \leq f(\beta)\). Here we apply the natural ordering relation on \(n\)-dimensional Boolean Cube: \(\beta\) follow \(\alpha (\alpha \prec \beta)\) if for any \(i\), the equality \(\alpha_i \leq \beta_i\) is satisfied.

Definition 1.2 (Upper zero of a MBF). Upper zero of the MBF \(f(\cdot)\) is a vertex \(\alpha\) for which \(f(\alpha) = 0\) and, for all \(\alpha \prec \beta\) the relation \(f(\beta) = 1\) is satisfied.

Definition 1.3 (Maximum Upper zero of a MBF). Maximum Upper zero of the MBF \(f(\cdot)\) is a vertex \(\alpha\) for
1. We provide a precise (and abstract) definition of the MaxCon problem in terms of finding the maximum upper zero of a Monotone Boolean Function defined over the Boolean Cube, where vertices correspond to subsets of data and the output of the MBF correspond to whether the subset can be feasibly covered by a model with set tolerance.

2. We link the concept of influences in a MBF to the concept of outlier in MaxCon and provide theoretical analysis to show that influences of points belonging to the largest structure in data would be smallest under “ideal” conditions (defined in Section 3).

3. Based on the above analysis, we derive a greedy algorithm that search for the maximum upper zero of a MBF to efficiently solve the MaxCon problem.

2. Background

2.1. Boolean Functions and Influences

For any Boolean function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), the probability that the \( i \)’th coordinate in a random length-\( n \) binary vector, \( \mathbf{x} \), “affects” the output of the function is defined as the influence [21]:

\[
\text{Inf}_i [f] = \mathbb{E}_{\mathbf{x} \sim \{0, 1\}^n} \left[ f(\mathbf{x}) \neq f(\mathbf{x}^{\oplus i}) \right]
\]

where \( \mathbf{x}^{\oplus i} \) is equal to \( \mathbf{x} \) with the \( i \)’th coordinate flipped. For a MBF, the influence of the \( i \)’th coordinate is equal to the degree-1 Fourier coefficient [21].

The most obvious strategy for influence approximation would be to uniformly sample the cube:

\[
\text{Inf}_i [f] = \mathbb{E}_{\mathbf{x} \sim \{0, 1\}^n} \delta [f(\mathbf{x}) \neq f(\mathbf{x}^{\oplus i})]
\]

where \( \delta [\cdot] = 1 \) if the condition inside is true (0 otherwise). However, in Section 4.1, we empirically show that this may not be the most efficient when it comes to solving MaxCon. A better approach would be to use the notion of weighted influence [8]. In such an approach one typically defines a Bernoulli measure \( \mu_\alpha(\mathbf{x}) \) over the vertices of the Boolean

\[
\mu_\alpha(\mathbf{x}) = \prod_{i=1}^n \alpha_i^{x_i} (1-\alpha_i)^{1-x_i}
\]

which satisfies the following properties:

1. \( \mu_0(\mathbf{x}) = \mu_1(\mathbf{x}) = \frac{1}{2^n} \)
2. For all \( \alpha \neq \beta \),
   \[
   \mu_\alpha(\mathbf{x}) \neq \mu_\beta(\mathbf{x})
   \]

where \( \alpha \neq \beta \) if \( \alpha_i \neq \beta_i \) for any coordinate \( i \).

In this paper, we present a novel view point on the MaxCon problem using the Monotone Boolean Functions theory and use that to develop some efficient solutions. For this purpose, we concentrate on a property of all Boolean Functions, called Influence [21] (definition in Section 2.1); a property that has a particular relationship with the Fourier Transform of a Boolean Function when that Boolean Function is Monotone. In summary our main contributions include:

1. We provide a precise (and abstract) definition of the MaxCon problem in terms of finding the maximum upper zero of a Monotone Boolean Function defined over the Boolean Cube where, vertices correspond to subsets of data and the output of the MBF correspond to whether the subset can be feasibly covered by a model with set tolerance.

2. We link the concept of influences in a MBF to the concept of outlier in MaxCon and provide theoretical analysis to show that influences of points belonging to the largest structure in data would be smallest under “ideal” conditions (defined in Section 3).

3. Based on the above analysis, we derive a greedy algorithm that search for the maximum upper zero of a MBF to efficiently solve the MaxCon problem.
Cube. Operationally, this can correspond to sampling by selecting to “turn bits i” independently and with probability \( q \). Uniform sampling corresponds to \( q = 0.5 \). Sampling with low \( q \) concentrates the measure towards the bottom of the cube (small Hadamard norm) and high \( q \) towards the top. The influences under \( \mu_q \) distribution can now be defined as:

\[
\text{Inf}_{i}^{(q)}[f] = \mathbb{E}_{x \sim \mu_q(x)} \delta \left[ f(x) \neq f(x^{\oplus i}) \right].
\]

(3)

The influences under different \( q \) values are analysed further in Section 4.1.

2.2. Determining feasibility and the concept of a basis

Searching for the upper zeros of a MBF will require the evaluation of the function on a given subset. In the case of MaxCon, this involves finding if a given subset is feasible or infeasible. The feasibility/infeasibility of a subset can be obtained efficiently via solving the following minmax problem and checking if the resulting objective value is within \( \varepsilon \) [13, 5]:

\[
\min_{\theta} \max_{p} r_{p, \theta}(\theta)
\]

(4)

The above can be solved exactly for cases where \( r_{p, \theta}(\theta) \) is quasiconvex using algorithms based on bisection [9]. The solution of equation (4) for a subset \( T^{(j)} \), will return three quantities: the optimal objective value \( g^{(j)} \), basis \( B^{(j)} \) and the fitted model \( \theta^{(j)} \). A basis for a set, is a small subset such that the value of the final objective on that subset is equal to the final objective on the whole set [7]. Intuitively, a basis in the MaxCon setting is a subset of points “that prevents the enclosing structure from shrinking further”. The cardinality of the basis in MaxCon is connected to the concept of “combinatorial dimension” and we denote it by \( p + 1 \) (\( p \) is the minimum number of data points required for the unique determination of the model).

2.3. Related work in computer vision

Consensus maximisation is widely used for robust fitting in computer vision. Early work mostly focused on solving the consensus maximisation using randomised hypothesis-and-test techniques [10, 17, 24]. More recently, some focus has shifted towards finding globally optimal solutions [5, 31, 2, 18, 4, 19]. As MaxCon is known to be NP-hard, the run time of the global methods scale exponentially in the general case [6]. This has lead to the search of deterministic and/or near optimal algorithms [3, 23, 16, 30].

To the best of our knowledge, ours is the first work in computer vision that explicitly poses the MaxCon problem in terms of finding the maximum upper zero of a MBF. However, there are several works that are related, in some sense, to the proposed framework. Though not expressed that way in the original works, the \( \text{A}^* \) “tree searches” of [2] and [5] are in fact searches on this cube (where nodes reached by different paths become repeated nodes in the tree constructed by starting from the top of the Hasse Diagram). In this context, it is interesting to note that RANSAC (and it’s many derivatives) search amongst subsets towards the bottom of the Hasse Diagram (minimal sized subsets or \( p \)-sized); and use these to “index” up to higher subsets by greedily including all data points the fit within tolerance of the model found on the \( p \)-subset. Furthermore, the methods that use the \( \text{L}_\infty \)-Norm (equation 4) for outlier removal in the context of geometric fitting, can also be seen as traversing the Boolean cube [26, 22, 19]. However, the above methods do not explicitly utilize the theory and tools associated with MBF.

3. Proposed Method

As described in the introduction, MaxCon can be seen as finding the maximum upper zero of a MBF. This paper is devoted to the exploitation of information embedded in the Influence function to find the maximum upper zero, efficiently. To explain the method, we first note that the influence of an inlier data point is likely to be smaller than the influence of an outlier data point. An example of this relationship for a 2D line-fitting problem is shown in Figure 2. The essential and intuitive reason is that inclusion of an outlier, into a feasible subset, most likely turns that subset infeasible (thereby “influencing” the function). In contrast adding an inlier leaves the set feasible. It is the “breaking” or “creation” of an infeasible \( p + 1 \) sized basis that is responsible for flipping the outcome of the MBF and therefore the addition/deletion of an outlier triggers this more than that of an inlier. Below, we prove that the above property of influences hold under “ideal” conditions. The proofs of theorems in the following text are available in the supplementary materials.
3.1. Ideal single structure case

We first formally define an ideal structure in data. Let \( L_k := \{ x \in [0, 1]^n : \|x\|_1 = k \} \) be the level \( k \) in the \( n \)-dimensional Boolean cube and, \( L_{\leq k} \) the levels below \( k+1 \).

**Definition 3.1.** Given a monotone Boolean function \( f \), for \( x^k \in L_k \) \( (p < k \leq n) \), \( f \) is called ideal with respect to \( x^k \) if
\[
    f(x) = \begin{cases} 
    0 & \forall x \in B_{x^k} \cup L_{\leq p} \\
    1 & \text{others}
    \end{cases}
\]
where \( B_{x^k} = \{ x \in [0, 1]^n : d(x, x^k) = l, x \in L_{k-l} \} \) for all \( 0 \leq l \leq k - p -1 \), is the Boolean sub-cube determined by \( x^k \). Here, \( d(\cdot, \cdot) \) is the Hamming distance.

Intuitively, an ideal structure has only one structure: points are either inlier or outliers to that single structure, and no other structure exists other than the trivial with \( p \) or less points.

**Theorem 3.1.** If a monotone Boolean function \( f \) is ideal with respect to \( x^k \in L_k \), then
\[
    \text{Inf}_i[f] = \begin{cases} 
    \frac{C_{n-1}^p - C_{k-1}^p}{C_{n-1}^p - \frac{\sum_{l=p+1}^k C_{l}^p}{2^n}} & \text{if \( i \) is inlier} \\
    \frac{C_{n-1}^p - C_{k-1}^p}{C_{n-1}^p - \frac{\sum_{l=p+1}^k C_{l}^p}{2^n}} & \text{if \( i \) is outlier}
    \end{cases}
\]

**Corollary 3.1.1.**
\[
    \text{Inf}_j[f] - \text{Inf}_i[f] = \frac{1}{2^n} \sum_{l=p+1}^k C_l^k + C_p^{k-1} > 0
\]
where \( i \) is any inlier and \( j \) is any outlier.

The above shows that for an ideal structure case the influence of an inlier is strictly smaller than the influence of an outlier.

3.2. Ideal \( K \)-structure case

In what follows, we generalize the above result to ideal \( K \)-structure \((K \geq 1)\), namely there are \( K \) upper zeros only and the Boolean sub-cubes determined by these upper zeros are disjoint above level \( p \).

**Definition 3.2.** Let \( f \) be a monotone Boolean function and \( \{ x^k \}_{r=1}^K \) are upper zeros, where \( p < k_1 \leq k_2 \leq \cdots \leq k_K \leq n \), then \( f \) is called \( K \)-ideal with respect to \( \{ x^k \}_{r=1}^K \) if
\[
    1) \quad d(B_{x^{k_r}} \setminus L_{\leq p}, B_{x^{k_j}} \setminus L_{\leq p}) > 0 \quad \forall k_r \neq k_j
\]
\[
    2) \quad f(x) = \begin{cases} 
    0 & \forall x \in \bigcup_{r=1}^K B_{x^{k_r}} \cup L_{\leq p} \\
    1 & \text{others}
    \end{cases}
\]

The first condition states that the sub-cubes determined by \( x^{k_r} \) have no elements in common. Let \( S_{x^{k_r}}^c \) be the set of inlier (if \( c = 1 \)) or the set of outliers (if \( c = 0 \)) to \( x^{k_r} \). Then we can define
\[
    S_{c_1 c_2 \cdots c_K} = \bigcap_{r=1}^K S_{x^{k_r}}^c \quad c_r \in \{0, 1\}
\]
which represent the index set of inlier to structures where bit string \( c_1 c_2 \cdots c_K \) is one. For example, \( S_{11 \cdots 1} \) is the index set of points that are inliers with respect to all \( x^{k_r} \), and \( S_{00 \cdots 0} \) is the index set of points that are outliers with respect to all \( x^{k_r} \).

**Theorem 3.2.**
\[
    2^n \text{Inf}_{S_{c_1 \cdots c_K}}[f] = C_n^{p-1} + \sum_{c_r=0}^k \sum_{1 \leq r \leq K} C_{l}^{k_r} - \sum_{1 \leq r \leq K} C_{l}^{k_r-1}
\]
where \( \text{Inf}_{S_{c_1 \cdots c_K}}[f] \) denote the influence \( \text{Inf}_i[f] \) of \( i \in S_{c_1 \cdots c_K} \).

**Corollary 3.2.1.** The influences have the following ordered relationship
\[
    \forall \alpha, \beta \in \{0, 1\}^K, \alpha > \beta \Rightarrow \text{Inf}_{S_{\alpha}}[f] < \text{Inf}_{S_{\beta}}[f]
\]
which means \( \text{Inf}_x[f] \) is a real-valued monotone decreasing Boolean function. If any \( S_x = \emptyset \) then \( \text{Inf}_{S_x}[f] \) is not defined.

Following Corollary 3.2.1 and the Definition 3.2 we can see that the influence of a point that belongs to a structure with a higher upper zero is smaller than that of a point belongs to a structure with a lower upper zero.

3.3. Finding the maximum upper zero

The above theoretical analysis shows that influences of points belonging to the largest structure in data would be smallest under “ideal” conditions. Thus, in the ideal case, a very simple process of estimation of the influences, followed by thresholding, would immediately lead to the sought after MaxCon solution. However, we need to recognize that:

- The non-ideal case (which applies to all realistic data sets) will be a perturbation away from this, where the influences of inlier and outlier come closer together.
- We can only work with estimated influences, not the actual influences. Thus we need to assume that the estimated influences largely follow the ordering given mathematically in our derivations and according with the above intuition.
Nonetheless, continuity of behaviour arguments suggest the departure from ideal will be only partial for many data sets; and that relatively standard ways for attacking such scenarios, should still be viable. We empirically verify that this is often true in our experiments.

Using the above intuition ("influences of points belonging to the largest structure in data would be smallest") we formulate an algorithm - MBF-MaxCon (Algorithm 1) that starts with the set of all data points and then gradually removes one data point at a time (data point with the largest influence) until the remaining set of points is within the $\epsilon$ range. In the algorithm, we also use the notion that: If there are outliers in a subset of data, then at least one of them should belong to the basis returned by solving equation (4) [26]. This additional constraint enables us to compute only $p + 1$ influences per elimination of a data point (rather than for all points in subset) which leads to a more efficient algorithm.

The estimation of Influence introduces some noise to the proposed algorithms, and the solution returned by them may not include all the inlier points of a given structure. To partially overcome this, we introduce a local expansion step (Algorithm 2). In this step, starting from the initial solution, at each iteration, the distance-1 upper neighborhood (Hasse Diagram) of the current solution is explored and the current solution is updated if there is any feasible set. This process is repeated until there are no feasible subsets in the distance-1 upper neighborhood. This local update guarantees that the algorithm will find an upper zero (local optimal).

Algorithm 1 MBF-MaxCon - algorithm for finding the maximum consensus set using influences of BMFs.

Require: $\{p_i\}_{i=1}^n$, $\epsilon$, $m$, $q$.
1: $x \leftarrow [1, \ldots, 1]_{[1 \times n]}$
2: repeat
3: $\mathcal{I}^{(t)} \leftarrow \{i : x_i = 1\}$
4: Solve equation (4) for subset $\mathcal{I}^{(t)}$ and obtain $\mathcal{B}^{(t)}$
5: Estimate $\text{Inf}_i^{t(q)}[f]$ for all $i \in \mathcal{B}^{(t)}$ using equation (3)\(^1\).
6: $e \leftarrow \arg\max_{i \in \mathcal{B}^{(t)}} \text{Inf}_i^{t(q)}[f]$
7: $x_e \leftarrow 0$
8: until $f(x) = 0$
9: $x \leftarrow$ Run local expansion step in (Algorithm 2)
10: return $\mathcal{I} \leftarrow \{i : x_i = 1\}$

\(^1\)When estimating influences, one can use the monotonic nature of $f$ to save some computations (In a MBF, the function value before the bit flip has some information regarding the value after). The algorithm used for estimating the influences is available in supplementary materials.

Algorithm 2 Local expansion step.

Require: $\{p_i\}_{i=1}^n$, $m$, initial feasible set $x$.
1: repeat
2: updated $\leftarrow$ false
3: for all $i : x_i = 0$ do
4: $x \leftarrow x; x_i \leftarrow 1$
5: if $f(\bar{x}) = 0$ then $x \leftarrow \bar{x};$ updated $\leftarrow$ true; break;
6: end for
7: until updated=false
8: return $x$

is a restricted version of the function at level $t - 1$ and the relationship between influences at different levels is derived in supplementary materials. Another allied intuition is that though, as mentioned before, noise (from both the estimation process and from the departure of the data from that of being ideal) will raise the level of the influence of some inliers (and decrease the values of some outliers) to the point where the estimated influences of some inliers will be above those of some outliers: at each stage we only remove the largest influence data point which will be away from the "polluted" data division; and that re-estimation afterwards allows the possibility for the re-estimated influences to be "cleaner".

4. Results

We evaluated the performance of the proposed algorithms, on both synthetic and real data experiments, and compared those with the state-of-the-art techniques. All experiments were executed in MATLAB on a computer with Intel Xeon E5-1650 CPU, 16GB RAM and Ubuntu 16.04 OS. The publicly available codes were used to obtain the results for improved A* tree search\(^2\) (A*-NAPA-DIBP) [2] and Lo-RANSAC\(^3\) [17]. Our implementation is publicly available at Link removed to preserve anonymity.

4.1. Influence estimation

Estimating the influences via equation (3) requires two hyper-parameters: The number of randomly sampled bit-vectors $m$ and, the sampling probability $q$ of the Bernoulli measure $\mu_q(x)$. In this section we explore the effects of the two hyper-parameters on influence estimation using a 2D-line fitting problem. Here, the number of data points ($n$) is set to 15, out of which 25% would be outliers ($n_o$). The number of points is chosen to be relatively small as the exact influence calculation time increases exponentially with $n$. A subset of $(n - n_o)$ randomly selected points (inliers) were then perturbed with uniformly distributed noise in the range $[-0.1, 0.1]$. The remaining $n_o$ data points (outliers)

\(^2\) Code: MaxConTreeSearch
\(^3\) Code: Consensus-maximization-with-biconvex-programming
were then perturbed with uniformly distributed noise from \([-5, -0.1) \cup (0.1, 5]\). The inlier threshold \(\epsilon\) was set to 0.1 for all the experiments in this section.

First, we compare the estimated influences with the exact influences for different combinations of \(m\) and \(q\). The exact influences, \(\overline{\text{Inf}}_i[f]\), are computed by taking the expectation in equation (2) over all \(2^n\) vertices of the Boolean cube. The estimation error of all influence values can then be calculated as: 
\[
\frac{1}{n} \sum_{i \in [n]} \left( \text{Inf}^{(q)}_i[f] - \overline{\text{Inf}}_i[f] \right)^2.
\]

The results in Figure 3 shows that, for all \(q\) values, the influence estimation error is high when only a few samples are used. However, the error decreases exponentially with increasing the number of samples. We can also see that the estimated influences are closest to their exact values when \(q = 0.5\). When \(q\) is varied in either direction, the error increases. This is because at \(q = 0.5\), the computed values are an unbiased estimate of the influences. Changing the sampling distribution changes the definition of the orthonormal basis and hence introduces a bias [8].

However, in solving MaxCon we do not seek for an unbiased estimate of the influences. What we are after is a basis and hence introduces a bias [8].

where \(D_{in}\) is the set of inlier data points and \(D_{out} = D \setminus D_{in}\). The results in Figure 3 show that the separation increase with \(m\). However, in relation to \(q\), the separation is maximum when the \(q\) value is small. Using \(q < (p + 1)/n\) will also decrease the separation as most samples at this probability will be trivially feasible. In summary, changing \(q\) leads to different measures of influence where the order (influences of inliers are smaller than outliers) is much the same, though the separation can vary. In our experiments, we use a \(q\) value between \((p + 1)/n\) and 0.3.

4.2. Controlled experiments with synthetic data

To study the behaviour of the proposed algorithm under a controlled setting, similar to [2], we conducted experiments on an 8-dimensional robust linear regression problem with synthetically generated data. First, a set of \(n = 200\) data points on a randomly instantiated model \(\theta \in \mathbb{R}^8\) was generated. The data set was then perturbed using the same process described in Section 4.1 to get a data set that is corrupted by noise and outliers. In our experiments, the number of outliers, \(n_o\), were varied in the range of \([5, 40]\) (upper bound determined by computation time of \(\Lambda^*\)-NAPA-DIBP used for obtaining ground truth inliers/outliers). The error of a method is computed by comparing the cardinality of the

MaxCon solution found by that method (\(|\mathcal{I}_A|\)) to the ground truth cardinality obtained using \(\Lambda^*\)-NAPA-DIBP (\(|\mathcal{I}_{A^*}|\)).

Ablation study: To identify the importance of each component in our overall algorithm, we conduct an ablation study using the above data. Here, we analyse four variants of our algorithm: 1) \(\text{MBF-MaxCon-nR}\): Simple algorithm where all the influences are computed at start and the data point with largest influence is removed iteratively until the remaining subset is feasible (no re-estimation of influences at each iteration). 2) \(\text{MBF-MaxCon-nB}\): Same as MBF-MaxCon-nR but the influences of all remaining points are recomputed (not just points in basis) at the end of each iteration. 3) \(\text{MBF-MaxCon-nL}\): Same as algorithm 1 without the local expansion in line 9. 4) \(\text{MBF-MaxCon}\): Proposed algorithm 1.

The error of each variant and the computation times are shown in Fig. 5. The results show that re-estimating influences at the end of each iteration has a significant effect on the final outcome (see section 3.3 for explanation). Furthermore, the results show that, on average, the use of both local expansion and basis has helped to move the solutions closer to the global optimal. The results also show that the most significant contribution in terms of the use of basis is
Comparative analysis: Next, we compare the performance of the proposed method with the most relevant methods in literature: A\(^*\)-NAPA-DIBP [2], RANSAC [10] and Lo-RANSAC [17]. Both RANSAC variants were run with the number of RANSAC iterations set to match the computational time of MBF-MaxCon.

The computation time for the above methods are shown in Figure 6b. The figure shows that when the number of outliers are low (< 30) A\(^*\)-NAPA-DIBP converges to a solution relatively quickly. However, the computational time of A\(^*\)-NAPA-DIBP increases exponentially with the number of outliers. On the other hand, the computational time of the proposed algorithms increase linearly with the number of outliers. This is clearly predictable as our algorithms take one step across each level and the deeper down is the MaxCon solution, proportionally longer is the “search”. A\(^*\)-NAPA-DIBP has a much more sophisticated search that allows backtracking of routes explored and this causes the exponential behaviour when that is heavily exercised. Figure 6a shows the difference between the number of inliers returned by A\(^*\)-NAPA-DIBP and other methods. On average the proposed method MBF-MaxCon returns a solution with usually close to the same number of inliers as the A\(^*\) method. The figure also shows the 0.05th and 0.95th percentile distances from A\(^*\) solution over 100 random runs. This shows that in few cases the solution returned by MBF-MaxCon can be up to 2-4 inliers away from the optimal solution (around 1% error). The main summary is that the proposed methods never “go exponential”, unlike A\(^*\), in runtime, but compares often favourably in terms of accuracy.

4.3. Linearized fundamental matrix estimation

In this section we examine the performances of the proposed methods for linearized fundamental matrix estimation. Provided that the point matches between two views are given as \([p_j, p_j]\) where \(p_j = (x_j, y_j, 1)^T\) is a coordinate of a point in view \(j\), each rigid motion in the scene can be modeled using the fundamental matrix \(F \in \mathbb{R}^{3 \times 3}\) as [27]: \(p_i^TFp_j = 0\). In our experiments we use the linearized version presented in [5] together with the algebraic error [12] (chapter 11). For each image pair, the input is a set of SIFT [20] feature matches generated using VLFeat [28].

Single dominant motion: Following [2], we used the first five crossroads image pairs from the sequence “00” of the KITTI Odometry dataset [11] in our experiments. The inlier threshold \(\epsilon\) is set to 0.03 for all image pairs. The Number of inliers returned by each method \((n_i)\) and the computation times are shown in the first part of Table 1. The results reported for the probabilistic methods are the mean (min, max) over 100 random runs. The results show that the proposed methods on average have produced solutions that are close to the optimum solution returned by A\(^*\)-NAPA-DIBP [2].

The distribution of errors by each algorithm over 100 repeated runs for all the frames in sequence “00” of the KITTI Odometry data set is shown in Figure 7. The main message is that we operate in a time cost regime a little better than A\(^*\)-NAPA-DIBP and around the same as we allowed for Lo-RANSAC but we generally get much closer to A\(^*\)-NAPA-DIBP performance - including often finding the optimal, which RANSAC or Lo-RANSAC rarely do in this experiment.

Multiple motions: The above data set contains a single
The distribution of errors by each algorithm over 100 repeated runs for all the frames in sequence “00” of the KITTI Odometry data set.

dominant motion and the number of outliers are limited (around 13-22). To study the behaviour of the proposed algorithm in the presence of multiple structures, we conducted experiments on three sequences from the AdelaideRMF data-set [29]. The inlier threshold ϵ was set to 0.015 for all image pairs. In these sequences, there are two rigidly moving objects. The results in the second part of Table 1 show that the method A∗-NAPA-DIBP did not find a solution after 3600s (1 hour), whereas the proposed methods found solutions in around 15-40 seconds. Once again, when compared to Lo-RANSAC, we generally obtain higher consensus sets (and thus implicitly closer to what A∗ is capable of, but on these data sets, would require astronomically more computation.

5. Conclusion

We have applied a new perspective to the long standing problem of MaxCon. This perspective recognises that the underlying mathematical object is a Monotone Boolean Infeasibility function, defined over the Boolean Cube. Such a perspective immediately identifies a rich mathematical theory that can be applied. Very probably, we have only scratched that surface here. But we have been able to take at least one element of the theory (i.e. Influence) and link that concept to the concept of outlier (in MaxCon) and shown that already, without borrowing further from the rich theory, that we can derive algorithms that are already at least competitive, in some aspects. Specifically:

1. The approach sometimes achieves the true MaxCon, whereas RANSAC rarely achieves the MaxCon solution. Indeed, it is well known that this is a feature of RANSAC based methods in general.
2. The approach can (mostly) achieve close to A∗ (provably optimal) in a similar time budget or faster.
3. Unlike A∗ the approach will never go exponential in runtime or memory requirements, and - as above - unlike RANSAC variants, it can more reliably obtain the optimal or close to optimal result - given a similar time budget.

The proposed algorithm can be used on model fitting problems where the residuals, $r_{pi}(\theta)$, are quasi-convex and the run-time of the algorithm would depend on the existence of an efficient oracle to evaluate the feasibility/infeasibility of a subset of points.
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