The Black Hole Entropy Distance Conjecture and Black Hole Evaporation
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ABSTRACT: We extend the recently proposed Black Hole Entropy Distance Conjecture to the case of charged black holes in de Sitter space. By systematically studying distances in the space of black hole geometries with multiple horizons, we find that the distance is generically related to the logarithm of the entropy. From the infinite distance conjecture this predicts the appearance of a massless tower of modes in the limit of infinite entropy. Further, we study the evaporation of these black holes and relate it to the geometric distance. We find that the corresponding distance to the final stage of evaporation is finite. We conclude that evaporation does not lie in the swampland according to the Generalized Distance Conjecture.
1 Introduction

The swampland program aims to distinguish those low-energy effective field theories that can be completed into quantum gravity in the ultraviolet from those that cannot [1]. In order to decide whether an effective theory is in the swampland or not, a series of criteria have been conjectured. For reviews we refer to [2, 3]. The Distance Conjecture [4] is of particular interest for the present paper. It states that at an infinite distance in the moduli space of theories an infinite tower of state becomes massless. Therefore, the effective theory is rendered invalid in the infinite distance limit.

While the distance conjecture was postulated for moduli, it was generalized to arbitrary fields in [5]. Therein, the generalized distance conjecture was applied to background metrics within the context of Anti-de Sitter (AdS) space-times. It was found that the flat limit is at infinite distance in field space. This implies that the near-flat limit of pure AdS is accompanied by an infinite tower of light states and hence belongs to the swampland. The distance between background metrics was further applied to space-times with a single horizon in [6]. The analysis shows that the limit of
infinite entropy \( S \) is at infinite distance in field space. Combined with the distance conjecture [4] it follows that a tower of modes becomes massless as

\[
m \sim S^{-c}
\]

with \( c \sim \mathcal{O}(1) \). The limit \( S \to \infty \) is identified with Minkowski space-time. This observation prompted the postulation of the Black Hole Entropy Distance Conjecture (BHEDC) [6]. While in these studies the variation of the background metric was related to the geodesic flow, also other types of flow have been studied in the context of the swampland [7, 8]. The conjectures on AdS and dS were explicitly tested in concrete string theoretic setups, e.g. in [9].

Here we generalize [5, 6] to spherically symmetric and static space-times with multiple horizons. In particular, we consider effective theories with positive cosmological constant. Therefore, we study metrics that belong to the family of Reissner-Nordstrøm-de Sitter (RNdS) solutions. Working with multi-horizon space-times that are asymptotically de Sitter poses some challenges such as the definition of the entropy. For a space-time with a single horizon, the entropy of the space-time can be identified with the entropy associated to the single horizon. The entropy is given by the area law [10–12]

\[
S = A/4,
\]

where \( A \) is the area of the horizon in Planck units. We will briefly discuss how the entropy can be defined for multi-horizon space-times. On the other hand, within string theory the microscopic origin of the entropy is best understood for supersymmetric black holes [13], but recently progress was made for Schwarzschild geometries in the context of soft hairs [14–18].

Our strategy for generalizing the BHEDC is as follows. Using the definition of geodesic distance between space-times [5, 19, 20], we compute the distance between points in the moduli space of metrics. In particular, we identify the infinite distance points. We then relate the geodesic distances between points in moduli space to the entropy of these points. As we will see, the space-time configuration with infinite entropy is at infinite geodesic distance. On the other hand, all space-time configurations with finite entropy are at finite distance from each other. Moreover, our study shows that the distance \( \Delta \) is generically proportional to the logarithm of the entropy of the space-time,

\[
\Delta \sim \log S.
\]

In other words, the BHEDC can be generalized to multi-horizon space-times.

This generalization allows to apply the BHEDC to physical phenomena in our universe. In this paper, we study the evaporation of charged black holes in asymptotically de Sitter space-time due to Hawking and Schwinger. This is the most general spherically-symmetric and static configuration that respects the completeness conjecture [21] and the no hair theorems [22, 23]. Further, in [24, 25] RNdS black holes were used to formulate a de Sitter version of the Weak Gravity Conjecture [26]. We will take the conjecture of [24] as a basis such that the black hole evaporates quasi-statically. In addition, we consider the cosmological constant to vary in time to circumvent the de Sitter conjectures [27–30]. We implement the variation of the cosmological constant via thermodynamic considerations [31]. The Hawking and Schwinger effects accumulate and backreact on the geometry. This can be interpreted as a variation of the background metric, which travels a distance in the moduli space. Hence, we can use our generalized prescription to compute the geometric distance between the initial and final point of the evaporation process and relate the inferred distance to the Generalized Distance Conjecture. As we will see later, evaporation leads to a finite distance in moduli space. Hence, this toy model of self-similar and quasi-static evaporation satisfies all these swampland criteria.

The organization of this work is as follows: in Sec. 2 we introduce the Reissner-Nordstrøm-de Sitter solution of Einstein field equations. The reader familiar with the RNdS solution can safely
skip this section and only use it as a reference for the notation and unit system used. Sec. 3 is devoted to the construction of the moduli space of metrics, the solution of the geodesic equation and the computation of moduli space distances between spherically symmetric and static manifolds. Next, we discuss how to define entropy in the space-times with multiple horizons in Sec. 4. Further, we establish a relation between moduli space distances and entropy. In Sec. 5, we analyze the evaporation of Reissner-Nordstrøm and Schwarzschild black holes in asymptotically de Sitter backgrounds and identify the final stage of evaporation. We compute the distances between the initial and final space-times of the evaporation process. Finally, we conclude in Sec. 6.

2 Reissner-Nordstrøm black holes in de Sitter

In this section we review the black hole solution of Einstein gravity with cosmological constant coupled to Maxwell’s theory. We work in (3+1)-dimensional space-time and use the \((-,+,+,+)-\) metric signature. The action for the metric tensor \(g_{\mu\nu}\) and gauge field \(A_\mu\) is given by \([32, 33]\)

\[
S = \int_M d^4x \sqrt{-g} \left[ \frac{1}{16\pi G} (R - 2\Lambda) - \frac{1}{4g_0^2} F_{\mu\nu} F^{\mu\nu} \right]
\]

where \(G\) is Newton’s constant, \(R\) is the Ricci scalar, and \(\Lambda\) the cosmological constant. Further, \(F_{\mu\nu}\) is the electromagnetic field strength tensor and \(g_0\) the \(U(1)\) gauge coupling.

In Schwarzschild coordinates \((t, r, \theta, \phi)\) the most general, spherically symmetric, and static solution for the metric \(g_{\mu\nu}\) and gauge field \(A_\mu\) is given by

\[
ds^2 = -V(r) dt^2 + V(r)^{-1} dr^2 + r^2 dS_2^2, \quad A = -\frac{g_0^2}{4\pi} \frac{q}{r} dt
\]

with \(dS_2^2 = d\theta^2 + \sin^2 \theta d\phi^2\) the metric on the 2-sphere and

\[
V(r) = 1 - \frac{2Gm}{r} + \frac{g_0^2 G q^2}{4\pi r^2} - \frac{r^2}{\ell^2}.
\]

The parameters \(m\) and \(q\) are related to the mass and charge of the space-time \([31, 34]\), and we will refer to \(\ell = \sqrt{3/\Lambda}\) as de Sitter radius with \(\Lambda > 0\). This is the Reissner-Nordstrom-de Sitter (RNdS) solution that describes an electrically charged black hole in an asymptotic de Sitter space-time. For the sake of brevity, we define the mass parameters

\[
M = Gm, \quad Q = q \sqrt{\frac{g_0^2 G}{4\pi}}.
\]

The metric function then takes the compact form

\[
V(r) = 1 - \frac{2M}{r} + \frac{Q^2}{r^2} - \frac{r^2}{\ell^2}.
\]

The causal structure of RNdS space-time is characterized by three horizons. A causal horizon can be defined as the null hyper-surface where the metric changes its signature. Since the RNdS space-time is static, the Killing, apparent and event horizons coincide \([35]\). Further, for spherically symmetric space-times the aforementioned horizons are located at the radial position \(r = r_h\) where the metric function (2.4) vanishes,

\[
V(r) \bigg|_{r=r_h} = 0,
\]

which represents a quartic polynomial. The number of real roots is dictated by the sign of the discriminant locus \(D\) of that quartic polynomial, explicitly given by

\[
\frac{D}{16} = \frac{M^2}{\ell^2} - \frac{Q^2}{\ell^2} - \frac{27M^4}{\ell^4} + \frac{36M^2Q^2}{\ell^4} - \frac{8Q^4}{\ell^4} + \frac{16Q^6}{\ell^6}.
\]
For $D \geq 0$, Eq. (2.5) has a maximum of four real-valued roots, but one of them is always negative and hence non-physical. The space-time can have a maximum of three causal horizons. These are the inner black hole horizon $r_-$, the outer black hole horizon $r_+$ and the cosmological horizon $r_c$. Only the horizons $r_+$ and $r_c$ are accessible to an observer outside of the black hole. The explicit expressions for the horizons $r_{(\pm, c)}$ as functions of the parameters (2.3) can be found in Appendix A.

Next let us define the phase space of RNdS solutions as the 3-dimensional parameter space spanned by the mass $M$, charge $Q$ and de Sitter radius $\ell$. To respect the Cosmic Censorship Conjecture [36], i.e. to ensure absence of naked singularities, we impose $M \geq 0$ and $D \geq 0$. The latter condition implies that all three horizons are real and satisfy $r_c \geq r_+ \geq r_-$. Further, we impose $\ell \geq 0$ to exclude Anti-de Sitter. We refer to the region that respects these conditions as physical phase space $\mathcal{D}$.

The boundary of the physical phase space, that we denote by $\partial \mathcal{D}$, is characterized by $D = 0$. This implies that two or three horizons are degenerate. We distinguish three such cases. The case where the black hole and cosmological horizons coincide, $r_+ = r_c$, is referred to as Nariai solution. If instead the inner and outer black hole horizons coincide, $r_- = r_+$, the space-time is called extremal. Finally, the space-time with all three causal horizons being degenerate, $r_c = r_+ = r_-$, is called ultra-cold.

In Fig. 1, the physical phase space $\mathcal{D}$ and its boundary $\partial \mathcal{D}$ are shown. Since the discriminant locus (2.6) and the horizons (A.1) depend only on the dimensionless ratios $M/\ell$ and $Q/\ell$, the 3-dimensional phase space can be represented in a 2-dimensional plane. Along the Nariai and cold lines, depicted in black, two horizons are degenerate and in thermal equilibrium at zero temperature, while the non-degenerate horizon has finite temperature. The lukewarm line characterized by $M = |Q|$ and indicated by the dotted black line is special because the black hole and the cosmological horizon are in thermal equilibrium at a finite temperature, even though the horizons are not degenerate [37]. Finally, the neutral case ($Q = 0$) corresponds to Schwarzschild-de Sitter. The point $M/\ell = Q/\ell = 0$ represents pure de Sitter, Schwarzschild and Reissner-Nordstrøm simultaneously. For a recent study of these solutions in the context of the Weak Gravity Conjecture, we refer to [25].

To finish this section, we introduce the concept of a geodesic observer [38], which is crucial for this paper. The geodesic observer is an observer that remains at their radial position without acceleration. In asymptotically flat space-times, the geodesic observer is at infinity $\mathcal{I}^\pm$. For asymptotic de Sitter, future and past infinity are at spatial distance due to the presence of the cosmological horizon. The geodesic observer is located at the position $r_g$, where the gravitational pull of the black hole and the expansion cancel. Hence, $r_g$ is determined by the equation

\[ V'(r)|_{r=r_g} = 0. \]  

(2.7)

The geodesic observer is crucial to correctly normalize the Killing vector fields. Take the time-like Killing vector field $\xi(t) = \gamma(t) \partial_t$ with constant $\gamma(t)$. Instead of normalizing at infinity, where $\xi(t)$ is spacelike, the Killing vector field is normalized such that $\xi_\gamma'(t)|_{r=r_g} = -1$. We thus have to choose $\gamma(t) = V(r_g)^{-1/2}$. This yields an extra redshift factor in the surface gravity,

\[ \kappa_h = \frac{1}{2 \sqrt{V(r_g)}} |V'(r_g)|, \]  

(2.8)

where the subscript denotes horizon, $h = \pm, c$. In the limit of vanishing cosmological constant we recover the standard normalization because $r_g \to \infty$ and thus $V(r_g) \to 1$. 
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Figure 1. The phase space of RNdS solutions is shown. The gray shaded region represents the physical phase space $\mathcal{D}$. The extremal and Nariai solutions $\partial \mathcal{D}$ are indicated by the black solid line and correspond to the boundary of the physical phase space. The lukewarm line $M = |Q|$ is indicated with a dashed line. The phase space outside the gray shaded region is not physical as it gives rise to naked singularities.

3 The moduli space of spherically symmetric and static space-times

Each point of the phase space characterizes a metric of the RNdS family. In this paper, we are interested in measuring the distance between such metrics. The concept of distance between metrics was first introduced by de Witt in [19] and extended by Gil-Medrano and Michor in [20] by constructing the geometric space of metrics. Further, a prescription for computing the distance along a path in the moduli space of metrics was given in [6]. Here, we briefly introduce the construction for a general moduli space of metrics and quickly specialize to spherically symmetric and static space-times.

Each point in the moduli space of metrics is a metric itself. We can connect different metrics by a path in moduli space $\tau \mapsto g(\tau)$ where $\tau$ is an affine parameter. For every $\tau$, the point $g(\tau)$ represents a metric. We can assign a distance to such paths using the geometric distance formula [6]

$$
\Delta_g = c \int_{\tau_i}^{\tau_f} \left( \frac{1}{V_M} \int_M \text{vol}(g) \text{tr} \left( \left( g^{-1} \frac{\partial g}{\partial \tau} \right)^2 \right) \right)^{1/2} d\tau
$$

(3.1)

where $c \sim \mathcal{O}(1)$ is a constant, $V_M = \int_M \text{vol}(g)$ the volume of $M$ and $\text{vol}(g) = \sqrt{\det(g)} d^d x$ the volume element. Eq. (3.1) hence describes the distance between the initial $g(\tau_i)$ and final $g(\tau_f)$ metrics along the path $g(\tau)$. The concept of distance allows to define geodesic paths in the moduli space. Specializing to isotropic space-times and minimizing the distance (3.1) leads to the geodesic equation

$$
\ddot{g} - \dot{g} g^{-1} \dot{g} = 0.
$$

(3.2)

\footnote{Also see [7] for a detailed discussion on how to define distances between background fields in terms of entropy functionals.}
A dot indicates differentiation with respect to the proper time $\tau$, which is related to the affine parameter $\lambda$ via

$$d\lambda = d\tau \left( \frac{1}{V_M} \int_M \sqrt{g} \text{tr} \left[ \left( g^{-1} \frac{\partial g}{\partial \tau} \right)^2 \right] \right)^{1/2}. \quad (3.3)$$

The distance functional (3.1) is not covariant under diffeomorphisms\(^2\) along the metric flow\(^3\) [6]. Consequently, the metric path $g(\lambda)$ along which the distance is computed needs to be expressed in a specific coordinate system. It is convenient to work in Eddington-Finkelstein gauge with dimensionless coordinates $(\tilde{v}, \tilde{r}, \theta, \phi)$, where $(v, r) = \alpha(\tilde{v}, \tilde{r})$. Here $\alpha$ is a parameter of mass dimension one. Updating $\alpha \to \alpha(\lambda)$, the metric flow $g(\lambda)$ is entirely captured by the flow of $\alpha(\lambda)$, while the dimensionless coordinates $(\tilde{v}, \tilde{r})$ are constant along the flow. In this gauge the line element (2.1) reads

$$ds^2 = -\alpha^2 V(\alpha \tilde{r}, \alpha_i) d\tilde{v}^2 + 2\alpha^2 d\tilde{v} d\tilde{r} + \alpha^2 \tilde{r}^2 d\tilde{s}_2^2. \quad (3.4)$$

The metric potential $V(\alpha \tilde{r}, \alpha_i)$ might depend on further parameters $\alpha_i(\lambda)$ of mass dimension one, that also flow.

Using the above prescription, the geodesic equation (3.2) in dimensionless Eddington-Finkelstein gauge reduces to the following set of equations,

$$\frac{d}{d\lambda} \left( \frac{\dot{\alpha}}{\alpha} \right) = 0, \quad \frac{d^2}{d\lambda^2} V(\alpha \tilde{r}, \alpha_i) = 0. \quad (3.5)$$

The first equation is solved by

$$\alpha(\lambda) = \alpha_0 e^{\lambda^4}, \quad (3.6)$$

where $\alpha_0$ is a constant of integration. In section 3.2 we will provide a general solution to the second equation. However, we can already relate the geometric distance to the proper time $\lambda$. Noting that $\text{tr}(\tilde{g} g^{-1} \hat{g}^{-1}) \propto (\dot{\alpha}/\alpha)^4$, the geometric distance is given by

$$\Delta = 4c \log \left( \frac{\alpha(\lambda_f)}{\alpha(\lambda_i)} \right) = c|\lambda_f - \lambda_i| \quad (3.7)$$

upon using Eq. (3.6). Hence, we can already conclude that the geometric distance between metrics is infinite, if they are separated by infinite moduli proper time. This simple relation was previously established only for Weyl rescalings [5, 6].

The distance conjecture relies on the moduli space of fields having negative curvature [4]. In Appendix B we explicitly show that the moduli space of spherically symmetric and static space-times indeed has negative scalar curvature.

### 3.1 Interlude: General solution via exponential mapping

In this section we provide a general solution to the geodesic equation (3.2) for isotropic space-times using exponential mapping. Our result demonstrates that dimensionless Eddington-Finkelstein (EF) gauge is indeed the most convenient choice for computing geometric distances. From this point onward we suppress the explicit dependence of the map $g(\lambda)(\tilde{x})$ on the dimensionless space-time coordinates for simplicity of notation, since the dimensionless space-time coordinates are fixed along the flow.

---

\(^2\)See Appendix A of [6] for a detailed discussion on this issue and [7] for a diffeomorphism invariant definition of the distance functional based on the Ricci flow.

\(^3\)The geodesic flow of a smooth Riemannian manifold is defined as follows [39]: Let $t \mapsto \gamma(t)$ be a geodesic differentiable path on $M$ and let $TM$ denote the tangent bundle of $M$. Hence, a geodesic curve on $M$ determines a curve $t \mapsto (\gamma(t), \frac{d}{dt}(t))$ in $TM$. The flow of the unique vector field $G$ on $TM$ whose trajectories are of the form $t \mapsto (\gamma(t), \gamma'(t))$ is called the geodesic flow on $TM$. 
Let \( g : [0, 1] \times M \to \mathcal{M} \) be a smooth geodesic in moduli space. The evolution of \( g(\tau) \) only depends on the initial point \( g(0) \) and the tangent vector \( \dot{g}(0) \) at the initial point for fixed space-time coordinates. Indeed, the moduli space evolution is such that\(^4\) \( g(\lambda) \in \mathcal{M}, g(\lambda) \in T_{g(\lambda)}\mathcal{M} \quad \forall \lambda \in [0, 1] \) \([20]\). With \( g_\ell = g(\lambda = 0) \), the geodesic in \( \mathcal{M} \) starting at \( g_\ell \) in the direction \( \dot{g}(0) \) is given by

\[
g(\tau) = g_\ell \exp \left[ a(\lambda) \text{Id} + b(\lambda) H_0 \right]
\]

(3.8)

where \( a(\lambda) = c_\alpha \lambda \) and \( b(\lambda) = c_b \lambda \) are smooth functions with some real constants \( c_\alpha \) and \( c_b \). Further, \( \text{Id} \) is the identity matrix. We have introduced the quantity \( H = \dot{g}_\ell^{-1} \dot{g}(0) \) and its traceless part \( H_0 = H - n^{-1} \text{tr}(H) \text{Id} \) with \( n \) the dimension of the space-time \( M \). We specify to 4-dimensional Lorentzian manifolds, \( n = 4 \). The specific values of \( c_a \) and \( c_b \) depend on the initial point \( g_\ell \in \mathcal{M} \) and the initial direction, and hence on the dimensionless space-time coordinates.

The general solution (3.8) allows to compute the geometric distance in any gauge. In dimensionless Eddington-Finkelstein coordinates (3.4), we have \( c_a = 2 \dot{\alpha}/\alpha \) and \( c_b = \dot{V}(\lambda)/V(0) \). Here, \( V(\lambda) \) denotes the metric potential (2.4) that might depend on \( \lambda \) via the mass parameters and on the dimensionless space-time coordinates. The constant \( c_a \) is independent of the space-time coordinates since we consider isotropic space-times. This yields for the geodesic path

\[
g(\lambda) = g_\ell \exp \left[ 2 \log \left( \frac{\alpha(\tau)}{\alpha(0)} \right) \text{Id} + \frac{V(\tau) - V(0)}{V(0)} H_0 \right].
\]

(3.9)

This path \( g(\lambda) \) smoothly connects \( g_\ell = g(\lambda_1) \) and \( g_\ell = g(\lambda_1) \). In this gauge we find that \( \text{tr} H_0^2 = 0 \). Hence, computing the geodesic distance along this path is remarkably simple. The result is provided by Eq. (3.7).

This is not the case in other gauges. As an example, we work out the case of dimensionless Schwarzschild gauge. We introduce dimensionless coordinates via \( (\ell, r) = \alpha(\ell, \bar{r}) \). The general solution to the geodesic equation is then given by

\[
g(\tau) = \tilde{g}_\ell \exp \left[ 2 \log \left( \frac{\alpha(\lambda)}{\alpha(0)} \right) \text{Id} + \frac{V(0)}{V(0)} \log \left( \frac{V(\tau)}{V(0)} \right) H_0 \right].
\]

(3.10)

It turns out that the second term does not vanish when evaluating the trace in the distance formula (3.1) because \( \text{tr} H_0^2 \neq 0 \). Since the term containing \( H_0 \) encodes how the geodesic path explicitly depends on space-time coordinates \( \bar{x} \), we expect the distance computed in such gauges to not correspond to the distance between space-times. However, it would be interesting to explicitly evaluate the integral in the distance formula to check whether the term proportional to \( \text{tr} H_0^2 \) evaluates to zero.

### 3.2 Flow of mass parameters

So far, we have solved only parts of the geodesic equation. In this section, we solve the second equation of (3.5). For RNdS metrics, the mass parameters \( \alpha_i \) that flow with \( \lambda \) are the mass \( M \), charge \( Q \) and de Sitter radius \( \ell \). Hence, we promote them to depend on \( \lambda \).

The second differential equation of (3.5) can be separated into three independent differential equations by requiring isotropy. In other words, the functions \( M(\lambda), Q(\lambda) \) and \( \ell(\lambda) \) must be independent of \( \bar{r} \). Using the general solution for \( \alpha \) (3.6), the resulting differential equations are
given by
\begin{align*}
\alpha_i^2 M - 2\alpha_i M + \dot{M} &= 0, \\
2\alpha_i^2 Q^2 + \dot{Q}^2 + Q(-4\alpha_i\dot{Q} + \ddot{Q}) &= 0, \\
2\alpha_i^2 \ell^2 + 3\dot{\ell}^2 - \ell(4\alpha_i\dot{\ell} + \ddot{\ell}) &= 0.
\end{align*}
\tag{3.11}

We have thus decoupled the system of differential equations and can solve them separately for each mass parameter. The solutions read
\begin{align*}
M(\lambda) &= M_i e^{\lambda/4}(1 + c_M \lambda), \\
Q(\lambda) &= Q_i e^{\lambda/4} \sqrt{1 + c_Q \lambda}, \\
\ell(\lambda) &= \ell_i e^{\lambda/4} \sqrt{1 + c_\ell \lambda},
\end{align*}
\tag{3.12}
where we have chosen the integration constants such that \(M_i = M(\lambda = 0)\) and likewise for the other parameters w.l.o.g. Further, also \(c_M, c_Q\) and \(c_\ell\) are integration constants. These general solutions are the basis for studying the geometric distance between space-times that belong to the RNdS as done in the next section.

### 3.3 Distances between specific space-times

In this section, we will systematically compute the distance between different space-times that belong to the RNdS family. We are particularly interested in the distance to Minkowski space-time, but we will also study the distances between other points in the phase space \(D\).

We found the general solutions for \(\alpha\) and the mass parameters \(M, Q\) and \(\ell\) as functions of proper time \(\lambda\). However, \(\alpha\) is only a parametrization to study the metric flow, but does not correspond to a mass parameter. Instead, since \(\alpha\) must be a smooth function of the mass parameters, they have to be related in a way that is compatible with Eqs. (3.6) and (3.12). We use a power-law ansatz,

\[\alpha(\lambda) \propto \sum_{\beta, \gamma, \delta} M(\lambda)^\beta Q(\lambda)^\gamma \ell(\lambda)^\delta \]
\tag{3.13}

where the sum is subject to the condition \(\beta + \gamma + \delta = 1\) due to dimensional reasons. We immediately see that Eq. (3.6) implies the conditions \(2\beta + \gamma - \delta = 0\) and \(c_M = c_Q = c_\ell\) if all exponents are non-zero. Then we can also express the initial value of \(\alpha\) in terms of the mass parameters as \(\alpha_i = M_i^\beta Q_i^\gamma \ell_i^\delta\).

Specializing to \(c_M = c_Q = c_\ell = 0\), our general solutions reduce to Weyl rescalings because the metric function (2.4) \(V\) is independent of \(\lambda\) in that case. Any choice of exponents respecting the condition \(\beta + \gamma + \delta = 1\) constitutes a valid parametrization. We hence recover the framework of [5, 6]. As an example, we consider the RN black hole. Since the metric function does not depend on \(\ell\) we set \(\delta = 0\). The choice \(\gamma = 0\) leads to \(\alpha(\lambda) = M(\lambda)\) so the metric flow is characterized by [6]

\[M(\lambda) = M_i e^{\lambda/4}, \quad Q(\lambda) = Q_i \sqrt{1 + c_Q \lambda}.
\tag{3.14}
\]

The other cases discussed in [6] are reproduced by similar choices for \(\beta, \gamma\) and \(\delta\).

In the following, we will use different combinations of \(\beta, \gamma\) and \(\delta\) and \(c_M, c_Q\) and \(c_\ell\) to describe geodesics that connect specific space-times to infer the geodesic distance between them.
3.3.1 The distance to Minkowski space-time

From the perspective of RNdS space-time, there are two distinct Minkowski limits. The first and trivial limit is characterized by vanishing mass parameters $M = Q = \ell^{-1} = 0$. We will denote this limit as $\text{Mink}_0$ in the following. The second Minkowski limit is reached at by taking the black hole mass to infinity, $M \to \infty$. To avoid naked singularities, also the other mass parameters have to scale as $Q \to \infty$ and $\ell \to \infty$. As demonstrated in [6, 16], the near horizon geometry approximates that of Minkowski in this limit. Further, the BMS groups at both the black hole and cosmological horizons approach those of future and past null infinity. We will denote this Minkowski limit as $\text{Mink}_\infty$ in the following. In this section we infer the geometric distance of any space-time in the RNdS family to both $\text{Mink}_0, \infty$.

First, we study the distance to $\text{Mink}_\infty$. We show that this limit is at infinite distance from any spherically symmetric and static space-time independently of the parametrization $\alpha$. From Eq. (3.12) we immediately see that the infinite mass and charge limit is reached only for $\lambda \to \infty$. Hence, Eq. (3.7) implies that the distance to $\text{Mink}_\infty$ is always infinite,

$$\Delta = c|\lambda_f - \lambda_i| \to \infty.$$  \hfill (3.15)

Our result generalizes the discussion about the infinite distance limits of [6] to arbitrary spherically symmetric and static space-times. Notice that the proof above was independent of the parametrization $\alpha$, and hence of the specific moduli space geodesic, and of the particular causal structure of the initial space-time. Hence, $\text{Mink}_\infty$ is a moduli space point that represents Minkowski space-time and lies at an infinite distance of any other space-time independently of the geodesic path used to reach it.

We continue by discussing the distance to $\text{Mink}_0$. Naively, this limit can be reached in two ways. The first option to arrive at vanishing mass $M$ is $\lambda \to -\infty$. To avoid naked singularities in this limit we have to impose $c_M < 0$, $c_Q < 0$ and $c_\ell < 0$ according Eq. (3.12). However, in this limit not only $M \to 0$ and $Q \to 0$, but also $\ell \to 0$ implying that the scalar curvature diverges, $R = 12/\ell^2 \to \infty$. Hence, this is not a correct Minkowski limit. The second option to achieve a vanishing mass $M$ is given by $\lambda \to -1/c_M$. However, $Q \to 0$ and $\ell \to \infty$ need to be reached simultaneously. This enforces the integration constants to satisfy $c_M = c_Q = c_\ell \equiv k$. Then, $\text{Mink}_0$ is reached at proper time $\lambda = -1/k$. Notice that the conditions $M \geq 0$ and $Q, \ell \in \mathbb{R}$ together with the absence of naked singularities at the flow start and endpoints\footnote{This condition can be imposed simply by requiring that the discriminant locus (2.6) of the metric function is positive $D \geq 0$.} restricts the range of the proper time completely to a bounded interval. Setting $k = -1$ w.l.o.g. yields the proper time to lie in the interval $\lambda \in [0, 1]$. This means that the geodesics to $\text{Mink}_0$ are unique because all arbitrary constants in Eq. (3.12) are fixed and the parametrization $\alpha(\lambda)$ is fully specified by Eq. (3.13). We proceed by explicitly constructing minimal geodesic paths connecting RNdS space-times as well as its various subcases to $\text{Mink}_0$.

Let us consider SdS space-time. This case does not contain $Q$ so we set $\gamma = 0$. Hence, Eq. (3.13) simplifies to

$$\alpha \propto M^{1/3} \ell^{2/3}.$$  \hfill (3.16)

This coincides with the expression for the position of the geodesic observer in SdS space-time,

$$r_g = (M\ell^2)^{1/3} = (M_i\ell_i^2)^{1/3} e^{\lambda_i/4},$$  \hfill (3.17)

as follows from Eq. (2.7). The parametrization is a smooth function of the mass parameters, finite, real-valued and strictly positive for all values of $\lambda \in [0, 1]$. Thus, the geodesic path is characterized by the parametrization $\alpha = r_g$ and the mass parameter evolution follows Eq. (3.12) with $c_M, Q, \ell = -1$.
and \( \lambda \in [0, 1] \). We move on to the RN black hole, for which we set \( \delta = 0 \) because this case does not contain \( \ell \). Hence we obtain the parametrization

\[
\alpha = \frac{Q_2}{M} = \frac{Q_2}{M^i} e^{\lambda/4} = r_g, \tag{3.18}
\]

which again coincides with the expression for the geodesic observer for the RN space-time. Finally, the same applies for the RNdS space-time. The parametrization \( \alpha = r_g = r_g, i e^{\lambda/4} \) defines a smooth path connecting a non-Nariai RNdS space-time to Mink_0. Since the expression is lengthy, we do not display it here explicitly.

We conclude that the path \( \lambda \mapsto g(\lambda) \) parametrized by \( \alpha = r_g \) is positive and smoothly connects SdS, RN and RNdS space-times to Mink_0. The corresponding distances are given by

\[
\Delta_g = 4c \log \left( \frac{r_f}{r_i} \right) = 4c, \tag{3.19}
\]

where we used that \( \lambda_1 = 0 \) and \( \lambda_f = 1 \). The distance to Mink_0 is hence always finite.

The discussion above applies to space-times with more than one mass parameter, i.e. SdS, RN and RNdS, for which the geodesic observer is located at a finite radial position. We finish by analyzing the geodesics connecting S and dS to Mink_0. If we set the constants to \( c_M = 0 \) or \( c_\ell = 0 \), the geodesics to Mink_0 are parametrized by \( \alpha \propto M \) or \( \alpha \propto \ell \), respectively, i.e. Weyl rescalings. Hence, there are geodesics connecting both Mink_\( \infty \) and Mink_0 to Schwarzschild space-time at infinite distance, since these limits are obtained as

\[
\lim_{\lambda \to \infty} M = \infty, \quad \lim_{\lambda \to -\infty} M = 0. \tag{3.20}
\]

For dS, Mink_0 is arrived in the limit \( \lim_{\lambda \to \infty} \ell = \infty \). Hence, the limit Mink_0 is at infinite distance from both S and dS. If we instead allow for \( c_M \neq 0 \) or \( c_\ell \neq 0 \), respectively, geodesics exist that connect both S and dS to Mink_0 at finite distance. Since the horizons are not co-moving with the geometry, we need to impose extra conditions on the parameters to ensure consistency along the flow. For the case of S, the mass of the black hole has to be positive and any observer outside the black hole must not cross the black hole horizon. These conditions yield

\[
M \geq 0 \quad \Rightarrow \quad c_M \lambda \geq -1, \tag{3.21a}
\]
\[
r \geq 2M \quad \Rightarrow \quad c_M \lambda \leq \frac{r_1}{2M} - 1, \tag{3.21b}
\]

and imply that the range of proper time must lie in the finite range \( \lambda \in [-1/c_M, (r_1/(2M) - 1)/c_M] \). Setting \( c_M = -1 \) and specifying to an observer that is initially located on the black hole horizon, \( r_1 = 2M_i \), the range of \( \lambda \) is \( \lambda \in [0, 1] \). The mass and radius evolve as

\[
M(\lambda) = M_i e^{\lambda/4}(1 - \lambda), \quad r(\lambda) = r_i e^{\lambda/4}, \tag{3.22}
\]

so the black hole shrinks to zero while the observer drifts away. This parametrization yields the distance between S and Mink_0 as

\[
\Delta = 4c \log \left( \frac{r_f}{r_i} \right). \tag{3.23}
\]

However, in this case the horizons are not co-moving with the radial coordinates. That means that this notion of distance receives an extra contribution, which does not stem from the pure distance between space-times. Hence, Eq. (3.23) gives an upper bound on the distance. The discussion for

---

\(^6\)The RN space-time presents two geodesic observers. One is located at infinity because the space-time is asymptotically flat. The other one is located between the Cauchy and the black hole horizon, given by \( r_g = Q^2/M \).
de Sitter space-time is completely analogous. We conclude that the distance between the S and dS to Mink0 is finite and bounded from above by (3.23).

To summarize, Mink∞ is at infinity distance from RNdS and all its subcases. On the other hand, parametrizing the metric flow in terms of the geodesic observer, \( \alpha = r_\perp \), allows to construct geodesics connecting RN, dS and RNdS to Mink0. This establishes that the distance between these space-times is finite. For S and dS, the flow cannot be parametrized in terms of the geodesic observer, but we find that these space-times are at finite distance from Mink0 as well. In the special case of Weyl-rescalings the distance to Mink0 turns out to be infinite in all cases.

### 3.3.2 Distances between space-times with non-zero mass parameters

Eq. (3.13) allows to identify different geodesics connecting spherically symmetric and static space-times with non-vanishing mass parameters. These geodesics are not unique, since the choice of initial and final space-times only fixes some of the integration constants \( c_M, c_Q \) and \( c_\alpha \), but not all of them. Hence, different combinations of exponents and constant yield different geodesics. A simple strategy for identifying geodesic is the following: set one of the relevant constants appearing on Eq. (3.13) to zero and study the allowed range of \( \lambda \) dictated by the remaining mass parameters. Here, we present some relevant examples of geodesics between space-times.

We start analyzing the geodesic paths from RNdS, SdS and RN to S. The geodesics describing the flow to the Schwarzschild geometry must be such that the mass of the black hole remains finite while \( Q \rightarrow 0 \) and \( \ell \rightarrow \infty \) smoothly. A simple choice is to set \( c_M = 0 \) implying that \( \alpha \propto M \) as then the mass does not vanish for finite values of \( \lambda \). In the following we identify geodesics connecting these space-times to S and infer the geometric distance.

- **RN → S**: Let’s start by setting \( c_M = 0 \). Then, \( M = M_0 e^{\lambda/4} \propto \alpha \) and \( Q = Q_0 e^{\lambda/4} \sqrt{1 + c_Q \lambda} \). The charge of the black hole needs to be real-valued and the black hole must remain subextremal along the flow of mass parameters. Hence,

  \[
  Q \in \mathbb{R} \quad \implies \quad \lambda \geq -1/c_Q, \quad (3.24a)
  \]
  \[
  M \geq Q \quad \implies \quad \lambda \leq \frac{1}{c_Q} \left( \frac{M_0^2}{Q_0^2} - 1 \right), \quad (3.24b)
  \]

  so the range of proper time is bounded \( \lambda \in \left[ -1/c_Q, (M_0/Q_0)^2 - 1 / c_Q \right] \). This geodesic describes the flow of an extremal RN black hole which loss all its charge until it becomes a Schwarzschild black hole. The distance is finite and given by

  \[
  \Delta = 4e \log \left( \frac{r_+, f}{r_+, i + r_-, i} \right), \quad (3.25)
  \]

  where \( r_{+, f} = 2M_f \) and \( r_{\pm} = M \pm \sqrt{M^2 - Q^2} \). This follows from \( \alpha = M = (r_+ + r_-)/2 \). Alternatively, the geodesic equation can also be solved for the position of the horizons

  \[
  r_\pm = r_{\pm, i} e^{\lambda/4}, \quad r_+ = r_{+, i} e^{\lambda/4} \left(1 + Q_0 \alpha\right). \quad (3.26)
  \]

Choosing \( r_+ = r_{+, i} e^{\lambda/4} \) enforces the consistency conditions:

\[
\begin{align*}
  r_- &\geq 0 \quad \implies \quad \lambda \geq -\frac{1}{c_-}, \quad (3.27a) \\
r_- &\leq r_+ \quad \implies \quad \lambda \leq \frac{1}{c_-} \left( \frac{r_{+, i}}{r_{-, i}} - 1 \right). \quad (3.27b)
\end{align*}
\]

\(^7\)For dS impose that the observer must not cross the cosmological horizon and that the de Sitter radius is real-valued.

\(^8\)This solution is equivalent to (3.12) by identifying \( c_M = c_Q r_{(-, i)}/(2M_i) \) and \( c_- = c_Q \).
Hence, the solution of the geodesic equation (3.26) also describes a geodesic connecting an extremal or subextremal RN black hole to S. The distance is finite and explicitly given by

\[ \Delta = 4c \log \left( \frac{r_+ + r_i}{r_{+i}} \right). \]  

Notice that the first geodesic is valid for an observer between the interior and exterior black hole horizons, while the second one considers an observer outside of the exterior black hole horizon.

- SdS → S: A simple choice is \( c_M = 0 \) such that \( \lambda \in [0, -1/c_\ell] \). Then,

\[ \alpha \propto M = \frac{r_+ + r_e(r_+ + r_e)}{2(r_+^2 + r_e^2 + r_+ r_e)}. \]

The limit \( \ell \to \infty \) yields \( \alpha \propto r_+ \). If we instead set \( c_M = 0.17 \) and \( \ell = -1 \) we find that \( r_+ = r_{+i} e^{\lambda/4} \) such that the geodesic is parametrized by \( \alpha \propto r_+ \) as we have checked numerically.

- RNdS → S: There exist a geodesic path connecting the RNdS space-time to Schwarzschild characterized by the constants \( c_Q = c_\ell = \kappa \), such that the charge and cosmological constant vanish at \( \lambda = -1/k \). Then, setting \( c_M = 0 \) implies \( \alpha \propto M \),

\[ \alpha = \frac{(r_+ + r_e)(r_+ + r_)(r_e + r_)}{2(r_+^2 + r_e^2 + r_+ r_e + r_+ + r_e r_e)} \]

which reduces to \( \alpha(\lambda = -1/k) = r_{+f} = 2M_f \). Alternatively, upon setting \( c_Q = c_\ell \) we can choose

\[ \alpha = \sqrt{Q} \ell = ((r_+ r_e(r_+ + r_+ + r_e))^1/4, \]

which also reduces to \( \alpha(\lambda = -1/k) = r_{+f} \).

Next, we consider geodesic paths connecting RNdS to RN. These geodesics describe the divergence of the de Sitter radius while the mass and charge of the black hole remain finite. It suffices to set \( c_\ell = k \) and consider the proper time interval \( \lambda \in [0, -1/k] \). There are different possibilities for the constants \( c_M \) and \( c_Q \), so that the geodesic yields the RN space-time. One such possibility is to set \( c_M = c_Q = 0 \) and consider the parametrization

\[ \alpha = \frac{(r_+ + r_e)(r_+ + r_)(r_e + r_)}{2 \ell^2} + \sqrt{\frac{(r_+ + r_e)^2(r_+ + r_e)^2(r_e + r_)^2}{4 \ell^4} - \frac{r_+ r_e(r_+ + r_+ + r_e)}{\ell^2}} \propto e^{\lambda/4}. \]

Then, in the limit \( \lambda \to -1/k \), we recover \( \alpha \to r_+ \) with \( r_+ = M + \sqrt{M^2 - Q^2} \) the exterior horizon of the RN black hole.

Further, the geodesic paths leading to dS are also finite. The dS space-time is reached as the zero mass (and charge) limit of the SdS (or RNdS) geometries. We consider both cases separately:

- SdS → dS: The mass of the black hole needs to vanish at the endpoint of the metric flow.

Hence, setting \( c_\ell = 0 \) and \( c_M \neq 0 \) yields \( \ell = \ell_0 e^{\lambda/4} \) and \( M = M_0 e^{\lambda/4}(1 + c_M \lambda) \). The consistency conditions imposed by the CCC and the positivity of the black hole mass restrict the proper time to a finite interval

\[ \ell \geq 3\sqrt{3}M \implies \lambda \leq \frac{1}{c_M} \left( \frac{1}{\sqrt{2\pi}} \frac{\ell_0}{M_0} - 1 \right), \]

\[ M \geq 0 \implies \lambda \geq -1/c_M. \]
The geodesic characterized by this flow of the mass parameters connects dS to SdS. Then, the parametrization \( \alpha \) can be chosen to be \( \alpha \propto \ell = \sqrt{r_+^2 + r_+^2 + r_+ r_c} \), so the distance between SdS and dS is given by

\[
\Delta = 4c \log \left( \frac{r_{c,f}}{r_{c,i}} \right) \frac{1}{r_{c,i}^2 + r_+^2 + r_+ r_c}. \tag{3.34}
\]

The following choice of constants \( c_M = -1 \) and \( c_\ell = 0.81 \), leads to a parametrization proportional to the black hole horizon \( \alpha \propto r_+ \).

- RNdS \( \rightarrow \) dS: Here we provide two different examples of geodesics connecting the RNdS to dS. First, the constants \( c_M,Q,\ell \) can be set such that \( \alpha \propto r_c \). Here we state that the distance is finite and given by

\[
\Delta = 4c \log \left( \frac{r_{c,f}}{r_{c,i}} \right), \tag{3.35}
\]

with \( r_{c,f} = \ell_\ell \). Alternatively, choosing \( c_M = c_Q = k \) and \( c_\ell = 0 \) yields dS as \( M, Q \to 0 \) and \( \ell \neq 0 \). This choice of constants implies \( \alpha = \ell = \sqrt{r_+^2 + r_+^2 + r_- r_+ + r_- r_c + r_+ r_c} \). The distance is given by

\[
\Delta = 4c \log \left( \frac{\ell_\ell}{\sqrt{r_-^2 + r_+^2 + r_c^2 + r_+ r_c + r_- r_+ + r_- r_c + r_+ r_c}} \right). \tag{3.36}
\]

Finally, it is left to analyze the geodesic connecting the RNdS to SdS. Again, there exist different combinations of the mass parameters that yield the desired behaviour for \( \alpha \). The flow from RNdS to SdS is characterized by the discharge of the black hole. Hence, \( \lambda \in [0, -1/c_Q] \) with \( c_Q \neq 0 \).

A simple choice for the parametrization characterizing this geodesic is \( c_M = 0, c_\ell \neq c_Q \) such that \( \alpha = M = (r_+ + r_-)/(r_c + r_-)/(r_c + r_+)/2(\ell^2) \). Alternatively, setting \( c_\ell = 0 \) and \( c_M \neq c_Q \) yields \( \alpha = \ell = \sqrt{r_+^2 + r_+^2 + r_- r_+ + r_- r_c + r_+ r_c} \). Furthermore, the choice \( c_M = c_\ell \) yields the parametrization \( \alpha = (M\ell^2)^{1/3} \).

### 3.3.3 Summary

We summarize the results of this section in Fig. 2, where the distances between space-times are schematically represented. First we demonstrated that Mink\(_{\infty}\) is at infinite distance from all the space-time configurations that fall into the RNdS class. This is represented by the red dashed lines. On the other hand, Mink\(_0\) is at finite distance from all space-time configuration belonging to the RNds class. This is indicated by the black solid lines. Note the ambiguity in inferring the distance from S and dS to Mink\(_0\) discussed previously.

Going further, we studied geodesics and the corresponding geometric distances between various space-time configurations with different number of mass parameters that belong to the RNdS family. There always exist a family of geodesics connecting different space-time configuration characterized by the free constants of integration. However, specific choices are more convenient as we have demonstrated case-by-case. In more detail, to describe the flow between SdS, RN and RNdS the parametrization in terms of the geodesic observer, \( \alpha = r_g \) is particularly convenient. As a result, we find that all space-time configurations characterized by at least one mass parameter are at finite distance from each other. This is indicated by the green lines in Fig. 2.

### 4 Generalizing the Black Hole Entropy Distance Conjecture

In Sec. 3.3 we analyzed the distances between space-times. We have determined that there always exist at least a minimal geodesic that connects the different space-times between them and to the
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Figure 2. Schematic summary of the moduli space distances between space-times. Dashed lines represent infinite distances, while solid lines stand for finite minimal distances. Mink\(_\infty\) lies at an infinite distance of all other space-times. We show in black the geodesic paths leading to Mink\(_0\) and in green the paths discussed in Sec. 3.3.2.

zero mass limit Minkowski space-time Mink\(_0\). Further, we have also identified a point in moduli space Mink\(_\infty\) that represents the Minkowski limit when the mass of the black hole grows infinitely. The next step towards the generalized Black Hole Entropy Distance Conjecture lies in determining whether the distance in moduli space can always be expressed in terms of the total entropy of the space-time, as it was originally done in [6].

In order to relate the distance in field space to the entropy of the space-time, we first need to define what we mean with "the entropy of the space-time", since only the entropy of a horizon is a priory unambiguously defined. Hence, in asymptotically flat space-times, the entropy of the space-time is defined just as a quarter of the area of the exterior black hole horizon. This fact reflects that an observer outside of the black hole only has access to the micro-state counting of the degrees of freedom of the black hole, regardless of the presence of a second Cauchy horizon inside the black hole\(^9\), undetectable for the exterior observer.

Nevertheless, in asymptotically de Sitter space-times, we are forced to consider observers between two horizons. Further, generally the two horizons radiate at different temperatures and hence form a non-equilibrium system, for which a well defined concept of temperature does not exist.

Hence, in the following we briefly review some known examples where the temperature and the entropy of the space-time can be defined unambiguously. We then extend this concept to non-equilibrium systems to suggest an upper bound for the entropy of the space-time.

### 4.1 Entropy of multi-horizon space-times

The entropy of asymptotically flat space-times has been extensively discussed, it is given by a quarter of the area of the exterior black hole horizon [10, 11]. The entropy of asymptotically de

\(^9\)As is the case for a Reissner-Nordstrom black hole or the Reissner-Nordstrum-de Sitter space-time.
Sitter space-times has also been tackled, and exact results have been obtained for space-times in thermal equilibrium [40, 41]. Nevertheless, how to estimate the total entropy of space-times in absence of thermal equilibrium is still under debate. Usually, the total entropy of the space-time, that we denote by $S$, is just taken to be the sum of the entropies of the horizons surrounding the observer [31, 42]. Here we argue that this estimate is an upper bound to the total entropy of the space-time.

For the sake of completeness, we start by briefly reviewing the results of [40, 41] regarding the total entropy of space-times in thermal equilibrium.

In order to define the thermodynamic quantities of a bifurcated horizon we work in the Euclidean path integral approach. Then, following the prescription of [40], we firstly analytically continue the metric of the space-time to the Euclidean sector by performing the transformation $t \rightarrow i\tau$. Next, we identify the periodicity of the Euclidean time such that all conical singularities are removed from the metric. Notice that in asymptotically de Sitter space-times, we are forced to consider observers between the (exterior) black hole and the cosmological horizons. Hence, in general we have to deal with conical singularities at $r = r_c$ and $r = r_+$, which cannot be removed simultaneously [43]. Nevertheless, there exist some special cases within the physical phase space of the RNds and the SdS space-times such that some of the horizons radiate at the same temperature, and consequently, such that the conical singularities of the Euclidean section of the metric can be removed by choosing a certain periodicity for the Euclidean time. We refer to these space-times as being in thermal equilibrium.

The space-time in the Euclidean section describes a micro-canonical ensemble, and hence a closed thermodynamic system at fixed energy [40]. The partition function of such an ensemble is given by $Z = e^{-2I}$, where $I$ is the Euclidean action [40]

$$I = -\frac{1}{16\pi} \int_M d^4x \sqrt{g} (R - 2\Lambda - F^2) + \frac{1}{8\pi} \int_{\Sigma} d^3x \sqrt{\gamma} K,$$

and $K$ is the trace of the extrinsic curvature of the hypersurface $\Sigma$ with induced metric $h$.

The partition function $Z$ shall be interpreted as the density of states, so the entropy is just

$$S = \log Z = -2I.$$

There is a unique Schwarzschild-de Sitter space-time in thermal equilibrium, the Nariai limit\(^{10}\). Notice that for the conical singularities at $r = r_+, c$ to be simultaneously removed, the surface gravity of both horizons need to coincide, thus yielding a vanishing temperature of the horizons in the Nariai limit $T_c = T_+ = 0$. Hence, the entropy of the ensemble is given by [44]

$$S = 2\pi r_+^2 = 2 \frac{A_+}{4},$$

where $r_+$ is the position of the geodesic observer (3.17).

The RNds space-time presents four configurations in thermal equilibrium [37]. The explicit computation of the entropy of these space-times can be found in [40]. Firstly, the lukewarm solution ($M = |Q|$ line in Fig. 1) is such that the exterior black hole and the cosmological horizons are in thermal equilibrium at finite temperature ($T_+ = T_c$). Then, the conical singularities at $r = r_+, c$ can be removed by identifying the Euclidean time periodicity with $\tau \sim \tau + \frac{2\pi}{\kappa_+, c}$. This identification yields

$$S = \pi\ell(\ell - 2M) = \frac{1}{4} (A_+ + A_c).$$

\(^{10}\)The discriminant locus (2.6) with zero charge reads

$$D = \frac{4}{\ell^2}(\ell^2 - 2\pi M^2),$$

so the degenerate case occurs when the mass and de Sitter radius are not independent, but satisfy $\ell = 3\sqrt{3}M$. 
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for the total entropy for the lukewarm space-time. Next, the cold or extremal space-time (upper branch in Fig. 1) is characterized by a degenerated black hole horizon at zero temperature. The degenerate horizon at \( r = r_\infty = r_+ \) is at an infinite proper distance along the space-like directions of any point \( r \) in the space-time. Hence, the cold Euclidean metric only presents one conical singularity close to \( r = r_c \) that can be avoided by identifying \( \tau \sim \tau + \frac{2\pi}{\hat{\kappa}_c} \), which yields

\[
S = \pi r_c^2 = \frac{A_c}{4}.
\]  

Similarly, the ultra-cold space-time (A.4) presents a triple degenerated horizon at null temperature. Hence, expressing the Lorentzian ultra-cold metric as Mink\(^{(1,1)}\) \( \times \) \( S^2 \) in Rindler coordinates yields

\[
S = \frac{2\pi}{\Lambda},
\]  

while using the usual coordinates leads to the Mink\(^{(1,1)}\) \( \times \) \( S^2 \) topology for the Lorentzian section \([40]\) and zero entropy.

Nevertheless, in absence of thermal equilibrium, there is at least one conical singularity that cannot be removed from the Euclidean section of the metric. Hence, the Euclidean metric cannot be made regular and the concept of temperature is ill-defined. This issue can be avoided by isolating the black hole and and the cosmological horizons into two distinct ensembles. This procedure was originally described by Hawking \([45]\) and further explored in \([46]\).

In order to do so, we place an imaginary perfectly reflecting wall at \( r_c \geq r_B \geq r_+ \). The observer is located at \( r_B \), so it can measure the state variables of both ensembles. After a finite period of time, the isolated regions \( r \in [r_+, r_B] \) and \( r \in [r_B, r_c] \), that we denote by \( \mathcal{E}_+ \) and \( \mathcal{E}_c \), reach the thermal equilibrium with the corresponding horizons. Hence, the periodicity of the Euclidean time is set in each ensemble as to avoid the conical singularity of the enclosed horizon, i.e., \( \tau \sim \tau + \beta_+^i = 2\pi/\hat{\kappa}_+ \) for \( \mathcal{E}_+ \) and \( \tau \sim \tau + \beta_c^i = 2\pi/\hat{\kappa}_c \) for \( \mathcal{E}_c \). Here we denoted by \( \hat{\kappa}_i = \frac{1}{2}|V(r_i)| \) the surface gravity normalized at infinity. Further, the temperatures of the canonical ensembles \( \mathcal{E}_{+c} \) can be computed to be

\[
\beta_+ = T_+^{-1} = \int_0^{\beta_+^i} d\tau \sqrt{g_{\tau\tau}} = \frac{2\pi}{\hat{\kappa}_+} \sqrt{V(r_B)}, \quad \beta_c = T_c^{-1} = \int_0^{\beta_c^i} d\tau \sqrt{g_{\tau\tau}} = \frac{2\pi}{\hat{\kappa}_c} \sqrt{V(r_B)},
\]  

with \( V(r_B) \) the SdS or RNds metric function evaluated at the position of the heat wall.

The Euclidean action and the Helmholtz free energy of the ensembles \( \mathcal{E}_+ \) and \( \mathcal{E}_c \) can be computed analogously to \([46]\). The thermodynamic state variables follow by using the usual definitions of entropy and energy \([47]\). As discussed in \([46]\), the total entropy of the space-time can be evaluated numerically, thus yielding

\[
S \sim \pi (r_+^2 + r_c^2) + f(r_+, r_c, r_B),
\]  

where \( f(r_+, r_c, r_B) \) measures the discrepancy with respect to the usual definition of the total entropy of the space-time when there is thermal equilibrium\(^1\). This function \( f(r_+, r_c, r_B) \leq 0 \) is negative for arbitrary values of \( r_+, r_c \) and \( r_B \) and becomes strictly zero when we consider the thermal wall over one of the horizons \( f(r_+, r_c, r_B = r_i) = 0 \) with \( i = \{+, c\} \). Therefore, this total entropy estimate is bounded by

\[
S \leq \pi (r_+^2 + r_c^2).
\]  

\(^1\)The detailed computation yielding this result will be presented elsewhere.

\(^2\)This result is compatible with the construction presented in \([42]\), where a thermodynamic ensemble for the SdS space-time is built by considering the cosmological horizon as a thermal bath. The total entropy of the ensemble is then defined as the sum of the entropies of the black hole and cosmological horizon.
4.2 Generalized entropy-distance relation

After having discussed the entropy of multihorizon space-times, we can now proceed and relate the entropy to the distance between them. In the following we will denote the entropy of a space-time by $S$. In this section we wish to generalize the entropy-distance relation

\[ \Delta \sim \log S \]  

found for some restricted cases in [6] to arbitrary space-times that belong to the RNdS family. Since the entropy of a space-time is not well-defined for systems out of equilibrium, we will test (4.10) case by case. Our results are summarized in table 1.

| Path | $\alpha$ | Entropy | $\Delta \sim \log S$ |
|------|----------|---------|---------------------|
| Weyl rescaling | $\sqrt{S}$ | $S$ | ✓ |
| $\{ \text{RNdS, SdS, RN} \} \rightarrow \text{Mink}_0$ | $r_g$ | ? | (×) |
| Nariai $\rightarrow$ Mink$_0$ | $r_g$ | $2\pi r_g^2$ | ✓ |
| S $\rightarrow$ Mink$_0$ | $r_g$ | $4\pi M^2$ | × |
| dS $\rightarrow$ Mink$_0$ | $r_g$ | $\pi \ell^2$ | × |
| RN $\rightarrow$ S | $r_+$ | $\pi r_+^2$ | ✓ |
| $\{ \text{SdS, RNdS} \} \rightarrow$ S | $r_+$ | ? | (✓) |
| RN$\rightarrow$ RN | $\sqrt{M + \sqrt{M^2 - Q^2}}$ | ? | (✓) |
| $\{ \text{RNdS, SdS} \} \rightarrow$ dS | $r_c$ | ? | (✓) |
| RN$\rightarrow$ SdS | $M, \ell$ | ? | ? |

Table 1. Summary table of the entropy-distance relation for different geodesic paths. The first column denotes the path under consideration. In the second column, the convenient choice for $\alpha$ is presented, if applicable. The third column summarizes the relevant entropy in each case. The last column shows whether the entropy-distance relation holds true, as indicated by ✓. The symbol (✓) means that the relation holds true in the limit while (×) indicates inconclusive results.

4.2.1 Entropy-distance relation in the $\text{Mink}_\infty$–limit

The limit $\text{Mink}_\infty$ is reached for proper time $\lambda \rightarrow \infty$ and hence is at infinite distance for every parametrization $\alpha$. For simplicity we first restrict ourselves to those parametrizations such that the metric flow corresponds to Weyl rescalings. In this case, all mass parameters depend on $\lambda$ only exponentially as in Eq. (3.12) for $c_M = c_Q = c_\ell = 0$. First, we focus on space-times where an observer has access to only one horizon, i.e. S, dS and RN. Let $r_h$ denote the radial position of a horizon, then $r_h \propto e^{\lambda/4}$ due to dimensional reasons. Hence, the choice $\alpha = r_h$ corresponds to Weyl rescalings. In these cases the entropy of the space-time is unambiguously given by the Bekenstein-Hawking formula $S = 4\pi r_h^2$. It immediately follows the relation $\alpha = \sqrt{S/4\pi}$ and hence Eq. (4.10). Turning to the case where the observer outside the black hole has access to two horizons, i.e. SdS and RNdS, we can draw the same conclusion. The entropy of the space-time must flow with $\lambda$ as $S \propto e^{\lambda/2}$ again by dimensional reasons. Hence, the parametrization $\alpha \propto S^{1/2}$ represents Weyl rescalings also in these cases. This establishes the entropy-distance relation (4.10) even if the precise form of $S$ is not known for these multihorizon space-times. We conclude that the entropy-distance relation (4.10) holds true for every space-time configuration belonging to the RNNdS family in the case of Weyl rescalings. Let us emphasize that Eq. (4.10) holds true in general and not only in the limit $\text{Mink}_\infty$.  

\[ \Delta \sim \log S \]  

(4.10)
4.2.2 Entropy-distance relation in the Mink \(0\)–limit

We proceed by testing the entropy-distance relation in the limit of Mink \(0\). For the cases where an observer has access to only one horizon that we denote by \(r_h\), i.e. S, dS and RN, the parametrization \(\alpha = r_h\) leads to an infinite distance. As in the case of Mink \(\infty\), the Bekenstein-Hawking formula immediately yields \(\alpha \propto S^{1/2}\). Therefore, Eq. (4.10) also holds true in the zero entropy limit. However, other parametrizations are possible, which do not correspond to Weyl rescalings and yield finite distance. The entropy-distance relation cannot be established for these types of flows.

Moving on to cases where the observer has access to two horizons, i.e. SdS and RNdS, we have established \(\alpha = r_g\) as appropriate parametrization. To relate \(r_g\) to the entropy, we first discuss those multihorizon space-times for which a notion of entropy exists, i.e. space-times in thermal equilibrium. As discussed in Sec. 4.1, in the case of Nariai black hole, as well as extremal RN black hole (for an observer between the interior and exterior black hole horizons), the total entropy can be written as \(S = 2A_g/4 = 2\pi r_g^2\). This indeed implies Eq. (4.10) to be exact for these cases. For the lukewarm, cold and ultra-cold space-time however, there is no geodesic to Mink \(0\) that maintains thermal equilibrium. Hence, the entropy-distance relation cannot be tested in these cases.

Finally, we study the entropy-distance relation for space-times out of thermal equilibrium, where the observer has access to two horizons, i.e. SdS, RN, RNdS. The geodesic observer yields the convenient parametrization here, \(\alpha = r_g\), so that the distance of these space-times to Mink \(0\) is given by

\[
\Delta = 4c \log \left( \frac{r_{g,f}}{r_{g,i}} \right). \tag{4.11}
\]

Since the limit is arrived at after a finite amount of proper time, the distance is finite. The entropy-distance relation (4.10) would hold in these cases, if the entropy of these space-time was related to the geodesic observer as \(S = 2\pi r_g^2\). As an example, consider the path SdS \(\rightarrow\) Mink \(0\). The total entropy of SdS needs to satisfy Eq. (4.9). Now we test whether the estimate \(S = 2\pi r_g^2\) for the total entropy of SdS is a good ansatz. Expressing this ansatz in terms of the individual entropies of the black hole horizon \(S_+\) and the cosmological horizon \(S_c\) yields

\[
S = 2 \left( \frac{1}{4} S_+ S_c (S_+ + S_c + 2\sqrt{S_+ S_c}) \right)^{1/3}. \tag{4.12}
\]

This ansatz respects the inequality \(S \leq S_+ + S_c\) as we expect for the total entropy of a multi-horizon space-time. However, in the limit without black hole, i.e. pure dS, our ansatz does not reduce to the entropy of the de Sitter horizon, but instead \(S \to 0\) as \(S_+ \to 0\). We conclude that \(2\pi r_g^2\) does not correspond to the entropy of multi-horizon space-times out of thermal equilibrium. Although this indicates that the entropy-distance relation cannot be established in these cases, we would need to test the distance (4.11) against the analytical expression of the total entropy of these space-times to have a fully conclusive result.

4.2.3 The BHEDC for space-times with non-zero mass parameters

Here we briefly identify whether the geodesic distance between the space-times with non-zero mass parameters described in Sec. 3.3.2 can be related to the total entropy of the space-time.

We identified a geodesic connecting the RN and to S parametrized by \(\alpha = r_+\). Therefore, it follows that the distance between these space-times can be expressed as a function of the total entropy of the space-time

\[
\Delta = 2c \log \left( \frac{S_+}{S_i} \right). \tag{4.13}
\]

Here, the final entropy is the one of Schwarzschild space-time, i.e. \(S_+ = 4\pi M_+^2\), and the initial entropy is the one of RN for an observer outside the black hole, i.e. \(S_i = \pi(M_i + \sqrt{M_i^2 - Q_i^2})^2\).
For the paths connecting $S_dS$ and $RNdS$ to $S$ there is no well-defined notion of entropy. However, in the Schwarzschild-limit of these paths, the parametrization becomes proportional to the mass of the black hole, $\alpha \sim M$. This implies that $\alpha \propto S^{1/2}$ where $S = 4\pi M^2$ asymptotically. Hence, the entropy-distance relation (4.10) holds true in the limit.

5 Application to black hole evaporation

Finally, we apply our previous findings to the evaporation of black holes. We want to test whether a toy model of black hole evaporation passes the known Swampland criteria [2, 3].

As such, we consider a black hole with charge because global symmetries are not allowed [48, 49]. We thus study the Reissner-Nordstrøm-de Sitter black hole here. Classically, it is stable [50], but it can decay when quantum effects are taken into account. Specifically, the black hole can loose charge and mass via the Schwinger effect [51] while both the black hole and cosmological horizon give rise to Hawking radiation [11, 12, 45].

The discharge of a black hole through the combined effect of Hawking and Schwinger can be studied in two regimes. These are controlled by the Schwinger transition rate,

$$\Gamma \sim e^{-\frac{m^2}{E}}$$

where $m$ and $q$ are the mass and charge of the particle produced by the Schwinger effect and $E$ is the electric field due to the charged black hole. In the regime of adiabatic discharge where $m^2 \ll qE$ the Schwinger effect is exponentially enhanced and the black hole can loose all its charge very rapidly. For initial black holes close to the charged Nariai branch the adiabatic discharge evolves the space-time towards a superextremal neutral Nariai solution, which is outside the phase space $D$. Hence, this regime evolves the space-time from a physical to an unphysical solution in the sense that the Cosmic Censorship Conjecture gets violated dynamically. The opposite regime is the quasi-static discharge where $m^2 \gg qE$. Since the Schwinger production rate is exponentially suppressed, the discharge happens very slowly. As a result, any space-time that is initially within the phase space $D$ remains within the phase space during the entire evaporation process. In this sense, the quasi-static discharge connects physical solutions of Einstein’s equation with each other. This observation motivated the authors of Ref. [24] to formulate a de Sitter version of the Weak Gravity Conjecture (WGC) [26]: there must be a particle in the spectrum with $m^2 > qg\sqrt{H}$ in order to realize the quasi-static regime. In the following, we take the WGC of [24] as basis such that the black hole discharges quasi-statically. However, as noted in Ref. [25], this bound does not reduce to usual WGC in the flat limit.

Finally, we consider the cosmological constant to be nonzero and positive to make contact with our Universe. To respect the de Sitter conjectures [28, 30, 52, 53], we allow the cosmological constant to vary in time. On time scales on which the mass and charge of the black hole vary significantly, the drift of the cosmological constant has to be taken into account [54].

It remains to test black hole evaporation against the Distance Conjecture [4] and in particular the Black Hole Entropy Distance Conjecture [6], which we generalized in the previous section to apply it to evaporation. This is the subject of the present section.

We work out the technical details in appendix C. We closely follow the analysis of [24], but extend to a time-varying cosmological constant. We first identify the endpoint of the evaporation process and present the corresponding trajectories in the phase space $D$. We then emulate these trajectories by moduli space geodesics.

13We take the time scale to be of the order of the geometric time scale, i.e. $\tau \sim M$ in Hubble units. As a first order estimate, a quasi-static process would take $\delta \tau \sim 510$ million years for the mass of the black hole to vary $\delta M/M \sim 0.1$ for sufficiently massive black holes.
5.1 Phase space trajectories of evaporation

We discuss the evaporation trajectories first for a general RNdS black hole and then specify to SdS and Nariai. We leave all technical details to appendix C as we closely follow the perturbative procedure of [24]. The accumulated effect of Hawking and Schwinger radiation back-reacts on the geometry in a quasi-static way such as to preserve staticity and spherical symmetry. In other words, we restrict ourselves to a self-similar evaporation.

We extend the analysis of [24] by allowing the cosmological constant to vary in time. We use the first law of black hole mechanics with multiple horizons as presented in Ref. [31].

In this section we discuss physical evaporation processes. We therefore restore the constants that we have set to unity in the beginning. We normalize the length scales to the value of the cosmological horizon today, $\ell_0 = 1.6 \times 10^{26}$ m. This amounts to define the dimensionless radial coordinate $\tilde{r} = r/\ell_0$ as well as the dimensionless mass parameters

$$ \tilde{M} = \frac{M}{\ell_0} = \frac{Gm}{c^2\ell_0}, \quad \tilde{Q} = \frac{Q}{\ell_0} = q \sqrt{\frac{g_0^2G}{4\pi\ell_0^2}}, \quad \tilde{\ell} = \frac{\ell}{\ell_0}. \quad (5.2) $$

In the rest of this section, we will suppress the tilde for the sake of visibility.

5.1.1 Evaporation of RNdS black hole

As summarised in appendix C.3, the system of differential equations can be decoupled. It is convenient to introduce the variables $x = M/\ell$ and $y = Q/\ell$. The system of differential equations can then be written as

$$ \dot{x} = \frac{4\pi r_g^2}{\ell} \left[ G \sqrt{V(r_g)} + V(r_g) \frac{r_g^3 - x\ell^3}{r_g^3 - r_+^3} J_g - \left( \frac{Q}{r_g} + \frac{r_g^3 - x\ell^3}{r_g^3 - r_+^3} \left( \frac{Q}{r_+} - \frac{Q}{r_-} \right) \right) J_g \right] \quad (5.3) $$

$$ \dot{y} = -\frac{4\pi r_g^2}{\ell} \left[ \frac{y\ell^3}{r_g^3 - r_+^3} V(r_g)^2 J_g + \left( 1 - \frac{y\ell^3}{r_g^3 - r_+^3} \left( \frac{Q}{r_+} - \frac{Q}{r_-} \right) \right) J_g \right] . $$

Here, the operator $\dot{\cdot} = d/dt_g$ denotes derivative with respect to the proper time of the geodesic observer. Further, the Hawking flux is given by

$$ J_g = \frac{\sigma}{(4\pi)^3 V(r_g)^2} \frac{1}{(r_+^2 |V'(r_+)|^4 - r_+^2 |V'(r_+)|^4) \left( r_+^2 |V'(r_+)|^4 \right)} \quad (5.4) $$

as in Eq. (C.17). The expression for the Schwinger flux $J_g$ is too lengthy to display here, but can be found in Eq. (C.18).

This system of first order differential equations can be solved numerically for arbitrary initial space-time configurations within the phase space region $\mathcal{D}$. In Fig. 3, we depict the evaporation flow of the mass parameters of a RNdS space-time in the $M/\ell - Q/\ell$ phase space as dictated by Eq. (5.3). The boundary of the physical phase space $\partial \mathcal{D}$ and the lukewarm line are depicted in black solid and dotted, resp. Two regimes are appreciable:

---

1. We derive the dynamics of the cosmological constant from the first law of thermodynamics in asymptotic de Sitter space-times. The cosmological constant needs to be considered a state variable, which enters the first law as a pressure term conjugated to the volume of the space-time [31, 34]. Although classically the laws of thermodynamics are only applicable to stationary black holes [55], using the first law of thermodynamics as a dynamical equation is justified for the following reasons. First, we consider a quasi-static regime of evaporation. Second, the formalism used to derive the first law of thermodynamics in asymptotically de Sitter space-times in [31] is equivalent to treating one of the horizons as a boundary [56]. Hence, the first law derived in [31] fits into the formalism of Isolated Horizons [57, 58], which in turn justifies that the thermodynamic equations are enough to consider a consistent Hamiltonian evolution [59].
• For large values of $M/\ell$ and $Q/\ell$ a process of anti-evaporation takes place, i.e. the mass of the black hole increases while its charge decreases. In this regime, the space-time slowly evolves in the direction of the Nariai branch. The black hole is too large as to compensate the radiation coming from the cosmological horizon, that increases the mass of the black hole. As the mass of the black hole increases, its temperature follows, until the black hole is hot enough as to revert the mass flux coming from the Hawking radiation. However, the thermal equilibrium is never reached for initially non-Nariai space-times. This feature is expected from the third law of thermodynamics: the zero temperature limit cannot be reached in finite time. Instead, the space-time slowly evolves towards an evaporation regime, where both the mass and charge decrease.

• For smaller charge and mass ratios, the mass parameters evolve toward the lukewarm line. The mass loss dominates the process, while the de Sitter horizon increases. In this regime the black hole temperature is higher than that of the cosmological horizon, so there is a net mass flux from the black hole to the cosmological horizon. Once the lukewarm line is reached, the exterior black hole horizon and the cosmological horizon reach thermal equilibrium, so the net Hawking radiation cancels out. Notice that the mass loss of the black hole is not only due to the emission of neutral pairs, but also due to Schwinger. This is reflected in the fact that Eq. (5.3) presents a term $\dot{x} \sim J_\ell$. Consequently, the black hole evaporation and discharge continues along the lukewarm branch until empty de Sitter space-time is reached. This evaporation is driven solely by the Schwinger effect, as it can be seen in Eqs. (5.3).

During the whole process of evaporation, the black hole losses its charge until the neutral limit is reached. This is also true along the Nariai and extremal branches, since the Schwinger flux is well defined along the whole phase space $\mathcal{D}$, also along the Nariai branch. Further, the Schwinger charge flux is negative along the whole physical phase space, so there is a net charge loss that only stops when the black hole depletes completely.

The origin $(M/\ell, Q/\ell) = (0, 0)$ not only represents empty de Sitter space, but also the family of Reissner-Nordstrøm black holes in asymptotically flat space-time. Our discussion in section 5.1.2 will elucidate that the endpoint of evaporation is indeed empty de Sitter space-time. Hence, we can summarize this section by stating: *initially non-Nariai space-times evolve to empty de Sitter space-time.*

### 5.1.2 Evaporation of Schwarzschild-de Sitter black holes

Next, let us study the Schwarzschild-de Sitter (SdS) space-time by setting $Q = \dot{Q} = 0$. We study the evaporation equations for the mass of the black hole and the cosmological radius according to the Gibbons-Hawking model presented in Appendix C.

In the neutral limit, the evolution equations (C.27) reduce to

$$
\dot{M} = 4\pi r_g^2 \left( G \sqrt{V(r_g)} + \frac{r_g^3 V(r_g)^2}{r_c^3 - r_+^3} \right) T_g, \quad \dot{\ell} = 4\pi r_g^2 \frac{\ell^3}{r_c^3 - r_+^3} V(r_g)^2 T_g.
$$

(5.5)

The Schwinger effect is absent for neutral black holes. The evolution of mass $M$ and de Sitter radius $\ell$ are depicted in Fig. (4).

Let us first discuss the Nariai branch, that is represented by the black solid line in Fig. 4. Both the black hole and the cosmological horizons have the same temperature such that the system is in thermal equilibrium. Hence, there is no net Hawking radiation between the horizons. From Eqs. (5.5), we see that the mass of the black hole and the cosmological constant remain constant in this limit.

However, the Nariai branch is unstable. Space-times infinitely close to the Nariai branch do not evolve towards thermal equilibrium, but loose mass while $\ell$ remains almost constant. As before,
Figure 3. Phase space evaporation of RNdS black holes in the $M/\ell$-$Q/\ell$-plane. The black solid line represents the boundary of the physical phase space $\partial \mathcal{D}$. The dotted black line indicates the lukewarm line. The blue arrows represent the flow of the mass parameters due to the evaporation by Schwinger and Hawking effect. While for large values of these ratios a period of anti-evaporation occurs, the space-time first looses mass and then evolves along the lukewarm line in the other regions of $\mathcal{D}$. The endpoint of the evaporation process is de Sitter space-time filled with thermal radiation.

Figure 4. Phase space evaporation of the Schwarzschild-de Sitter black holes in the $M - \ell$ plane. The Schwarzschild black hole fully evaporates to empty de Sitter space-time. The space-times initially in the Nariai limit do not evaporate.
this behaviour is expected due to the third law of black hole mechanics, non-initially cold black holes cannot evolve towards cold ones in finite time.

Instead, space-times that are initially away from the Nariai branch evolve towards empty de Sitter space-time, as can be seen from Fig. 4. The de Sitter radius decreases slightly during the process, but it remains finite and positive. Therefore, SdS black holes evaporate completely. During this process the background becomes more accelerated due to the disappearance of the pull of the black hole.

### 5.1.3 Evaporation of charged Nariai black hole

Finally, we discuss the evaporation of charged Nariai space-times. As mentioned before, the integrated Schwinger flux (C.18) is not valid along the Nariai branch, for which \( r_+ \to r_c \). Nevertheless, the Schwinger flux is well defined along the whole phase space \( D \), including the Nariai branch. The integrated expression for the Schwinger flux along the Nariai branch can be obtained through instantonic methods, for instance see [24, 60]. In this section we show that a Nariai space-time discharges along the Nariai branch until the neutral limit is reached. Firstly, notice that the charge flux is negative along the whole phase space \( D \). The charged Nariai branch is not stable although the black hole and the cosmological horizon are in thermal equilibrium. Initially Nariai space-times experience a mass and charge loss due to the Schwinger effect. The mass loss along the Nariai branch occurs due to the energy loss of the pairs produced when the charged carriers are repelled from the black hole horizon.

Along the Nariai branch the evaporation equations (5.3) simplify to

\[
\frac{dx}{dy} = \frac{\tilde{y}}{\tilde{r}_g} \frac{1 + \frac{\tilde{r}_g^2 - x}{\tilde{r}_g^2} \frac{\tilde{r}_g}{y} \left( \frac{y}{r_+} - \frac{y}{r_c} \right)}{1 - \frac{y}{\tilde{r}_g^2 - \tilde{r}_g^2} \left( \frac{y}{r_+} - \frac{y}{r_c} \right)}, \tag{5.6}
\]

because the Hawking flux vanishes, \( T_g = 0 \). Here, the tildes indicate that the radial quantities are normalized by the de Sitter radius, i.e., \( \tilde{r}_a = r_a/\ell \) for \( a = \{+, g, c\} \). From the definition of the geodesic observer \( V'(r_g) = 0 \) it follows that \( \tilde{y}^2 = \tilde{r}_g(x - \tilde{r}_g^3) \). Plugging this into Eq. (5.6) we find the following simple relation

\[
\frac{dx}{dy} = \frac{\tilde{y}}{\tilde{r}_g}. \tag{5.7}
\]

Along the Nariai branch the black hole and cosmological horizon coincide with the position of the geodesic observer, \( r_+ = r_c = \tilde{r}_g \). In this limit, the expression for the geodesic observer vastly simplifies,

\[
\tilde{r}_g = \frac{1}{\sqrt{6}} \sqrt{1 + \sqrt{1 - 12y^2}}. \tag{5.8}
\]

Hence, we can integrate Eq. (5.7) analytically to

\[
x - x_0 = \sqrt{6} \int_{y_0}^y dy' \frac{y'}{\sqrt{1 + \sqrt{1 - 12y'^2}}} \tag{5.9}
\]

\[
= \frac{1}{3\sqrt{6}} \left( \sqrt{1 + 36y_0^2 + (1 - 12y_0^2)^{3/2}} - \sqrt{1 + 36y^2 + (1 - 12y^2)^{3/2}} \right),
\]

which coincides with the expression for the Nariai branch (A.3). This simple computation shows that initial Nariai space-times characterized by \((x_0, y_0)\) evolve along the Nariai branch, slowly discharging until the neutral Nariai limit is reached.

Finally, this result together with the evaporation paths in phase space for non-Nariai space-times shows that the physical evolution of RNdS space-time always maps physical space-times to physical space-times given our assumptions.
5.2 Evaporation paths and moduli space geodesics

We are finally in the position to relate the geometric distance between space-time configurations to the physical evaporation process that connects different space-times. In this section, we will construct paths in the moduli space of RNdS space-times that solve the geodesic equation (3.2) and emulate the physical evaporation process as presented in Fig. 3. This allows to determine the geometric distance between any initial space-time configuration and its final state that is arrived at by a physical evaporation process.

5.2.1 Distance of evaporating Nariai black hole

As a warm-up, we first analyze the simple case of a charged Nariai black hole. As discussed in Sec. 5.1.2, an initially Nariai space-time discharges following the Nariai branch until the SdS limit is reached. Hence, we need to find a geodesic path whose projection on the phase space follows the Nariai branch. The problem reduces to finding an appropriate parametrization \( \alpha \). For Nariai space-times, the outer black hole and cosmological horizon coincide with the geodesic observer, \( r_+ = r_e = r_g \). Here we show that \( \alpha = r_g \) parametrizes a geodesic along the Nariai branch.

Rearranging \( V(r_g) = 0 \) we find that the mass and the charge are related to the location of the degenerate horizons or the geodesic observer as

\[
M = r_g \left( 1 - \frac{2r_g^2}{\ell^2} \right), \quad Q^2 = r_g^2 \left( 1 - \frac{3r_g^2}{\ell^2} \right).
\]

Hence, it is enough to show that the mass, charge and de Sitter radius evolution (3.12) is compatible with Eq. (5.10) when \( \alpha = r_g \). Using the ansatz \( r_g = r_{g,i} e^{\lambda/4} \) and rearranging Eq. (5.10) yields

\[
M = M_i e^{\lambda/4} \left( 1 - \frac{2r_{g,i}^2 c_i}{\ell^2 - 2r_{g,i}^2} \lambda \right), \quad Q = Q_i e^{\lambda/4} \sqrt{1 - \frac{3r_{g,i}^2 c_i}{\ell^2 - 3r_{g,i}^2}} \lambda.
\]

where \( M_i = r_{g,i}(1 - 2r_{g,i}^2/\ell^2) \) and \( Q_i^2 = r_{g,i}(1 - 3r_{g,i}^2/\ell^2) \). Further, identifying the constants \( c_M = -2r_{g,i}^2 c_i/\ell^2 - 2r_{g,i}^2 \) and \( c_Q = -3r_{g,i}^2 c_i/\ell^2 - 3r_{g,i}^2 \), we recover Eq. (3.12).

The initial mass, charge and de Sitter radius need to be related through Eq. (A.3). The largest possible values for the ratios \( x = M/\ell \) and \( y = Q/\ell \) correspond to the ultra-cold limit,

\[
\frac{M}{\ell} = \frac{1}{3} \sqrt{\frac{2}{3}}, \quad \frac{Q}{\ell} = \frac{1}{\sqrt{12}}.
\]

Hence, in order to define a geodesic which connects the ultra-cold point to the neutral Nariai limit we set \( (x, y) \) to (5.12). This geodesic describes the complete discharge of the black hole along the Nariai branch. Hence, the proper time ranges over \( \lambda \in [0, -1/c_Q] \) such that \( Q(\lambda = -1/c_Q) = 0 \). This choice of constants fully specifies the geodesic connecting the ultra-cold and the neutral Nariai space-times.

Summarizing, the parametrization \( \alpha = r_g \) defines a geodesic that evolves Nariai solutions to Nariai solutions. The neutral Nariai black hole is at finite distance from the ultra-cold Nariai black hole (as well as any other charged Nariai black hole) when following the physical evaporation trajectory. During this process of evaporation the horizon radius \( r_g \) increases monotonically. With the parametrization \( \alpha = r_g \), Eq. (3.7) implies for the geometric distance

\[
\Delta = 2e \log \left( \frac{r_{g,f}}{r_{g,i}} \right),
\]

with \( r_{g,f} \) and \( r_{g,i} \) the final and initial value of the degenerate horizons and the geodesic observer. Therefore, any charged Nariai space-time is at finite distance of its neutral limit.
Figure 5. Comparison of the moduli space geodesics (red lines) given by Eqs. (5.14) for arbitrary initial conditions and the phase space evaporation in phase space for the family of RNdS space-times (blue arrows).

5.2.2 Distance for the RNdS evaporation

Next, we generalize to non-Nariai space-time configurations. For the evaporation we do not have the analytical expression describing the trajectories in phase space. However, since the geometric distance (3.7) does only depend on the initial and final points, we use that empty de Sitter is the final stage of evaporation. The general solution of the geodesic equation imposes the conditions (3.5) for the parametrization \( \alpha \) and the mass parameters. Conditions (3.5) were already solved in section 3.2, leading to Eq. (3.12) that determine the dependence of the mass parameters with the moduli space proper time. In order to fully specify the moduli space geodesic, we still need to choose \( \alpha \) such that the observer at \( r = \tilde{r} \alpha \) does not hit a curvature singularity along the evolution.

The evaporation process can be described in terms of the ratios \( x = M/\ell \) and \( y = Q/\ell \). Hence, in order to ease the comparison between the evaporation paths and the projection of the moduli space geodesics, we work in terms of the ratios \( x \) and \( y \). These evolve along the flow as

\[
\begin{align*}
  x(\lambda) &= x_i (1 + c_y \lambda) \sqrt{1 + c_\ell \lambda}, \\
  y(\lambda) &= y_i \sqrt{1 + c_y \lambda} \sqrt{1 + c_\ell \lambda}.
\end{align*}
\] (5.14)

The endpoint of evaporation is empty de Sitter space, which is arrived at \( \lambda = -1/c_y \). The constant \( c_y \) can be absorbed in the definition of the proper time \( \lambda \), so the geodesics depend only on one free parameter \( c_\ell \).

The cosmological horizon is defined along the whole evaporation process, so it smoothly interpolates between the initial cosmological horizon \( r_{c,i} \neq \ell_i \) and the de Sitter radius in the pure de Sitter limit \( \lim_{\lambda \to 1} r_c = \ell_f \). Hence, we choose the cosmological horizon as our parametrization \( \alpha = r_{c,1} \). The projection of the resulting geodesic paths onto the phase space are represented in Fig. 5 by solid red lines for different initial conditions. As can be seen, these geodesics stay within the physical region \( \mathcal{D} \) for the entire interval between the initial and final point of evaporation. Hence, we can utilize this class of geodesics to infer that the geometric distance between any initial

\[ ^{15} \text{We fix the free parameter } c_\ell \text{ through the requirement that } \lim_{\lambda \to 1} r_c = \ell_\ell \text{ is satisfied.} \]
and final point of black hole evaporation is given by

$$\Delta = 4c \log \left( \frac{\ell_f}{r_{c,f}} \right) = c. \quad (5.15)$$

Here $r_{c,i}$ is the cosmological horizon of the initial space-time and $\ell_f$ the cosmological horizon of the final space-time, which is simply given by the de Sitter horizon as the black hole has evaporated completely. Note that the distance is independent of $c_\ell$.

Different choices of the integration constants of (3.12) yield different geodesics parametrized by distinct functions $\alpha$ of the mass parameters. For these other possible families of geodesics we expect that the distance to empty de Sitter space is again given by Eq. (5.15).

Next, we discuss the Schwarzschild-de Sitter case. Again, the cosmological horizon provides a convenient parametrization, $\alpha = r_c$. It yields smooth, real-valued paths in moduli space along the evaporation trajectories. In Fig. 6, we show the projection of the moduli space geodesics over the phase space (red lines) together with the evaporation paths (blue arrows) leading to empty de Sitter space. Notice that in this case the projected geodesics parametrized by $r_c$ stay within the physical region. Similarly to the RNdS case, the evaporation paths do not coincide with the moduli space geodesics. Nevertheless, they can be used to compute the distance from SdS to dS. The distance is again finite and explicitly given by Eq. (5.15), with $r_{c,i}$ the cosmological horizon of the SdS geometry. The path with parametrization $\alpha = r_c$ is smooth and real-valued for $\lambda \in [0, 1]$.

Summarizing, our toy model describes the evaporation of a general RNdS black hole. The final point of evaporation is empty de Sitter space-time. For the special case of charged Nariai black holes, our model predicts discharging along the Nariai branch until the neutral Nariai limit is reached. In the neutral limit, the model predicts that the black hole losses mass and evaporated towards empty de Sitter space. By emulating the evaporation trajectories by geodesics in the moduli space, we assigned a geometric distance to the evaporation process. Our analysis shows that this distance is finite. For the Nariai case, the geodesics coincide exactly with the evaporation trajectory in phase space.
6 Summary and conclusions

In the first part of the paper, we reviewed to concept of the moduli space of metrics. Specializing
to spherically-symmetric and static space-times, we further refine the prescription of [6] to compute
distances along geodesic paths in the moduli space. Let $\lambda$ be the proper time of the geodesic path,
then we demonstrated that the geometric distance $\Delta$ is always given by

$$\Delta = c|\lambda_f - \lambda_i|,$$

(6.1)

where $c \sim \mathcal{O}(1)$. Here, $\lambda_f, \lambda_i$ refer to the proper time at the final and initial point that are connected
by a geodesic path, respectively. This result establishes that space-times are at infinite distance
from each other if and only if they are separated by infinite proper time.

Building over this, we moved on to study distances between various space-time configurations
that belong to the family of Reissner-Nordstrøm-de Sitter, which is the most general, spherically
symmetric and static space-time. We find that all space-times with at least one mass parameter are
at finite distance from each other. We further find that the Minkowski limit of infinite mass (and
charge) is at infinite distance from every spherically-symmetric and static space-time. On the other
hand, the Minkowski limit, where all mass parameters vanish identically, can be reached at finite
distance. However, due to the freedom to parametrize the geodesics, this same Minkowski limit can
also be reached at infinite distance. In particular, geodesics that represent Weyl rescalings yield
infinite distance to both aforementioned Minkowski limits.

As next step, we related the distances to the entropy of the space-time, which we denote by $S$.
We first discuss how to define the entropy of multihorizon space-times. An unambiguous definition
is possible only for those space-times that are in thermal equilibrium. In a thorough case by case
study we find that the distance can be related to the entropy as

$$\Delta \sim 2c \log S.$$  

(6.2)

However, for the cases where a multi-horizon space-time flows towards a single-horizon space-time,
this relation is valid only asymptotically. For the cases where a single- or multi-horizon space-time
out of thermal equilibrium flows towards the zero-mass Minkowski limit, this relation could not be
established. For all other cases and in particular for Weyl rescalings, the relation holds true.

Finally, we applied our results to black hole evaporation via the combined Hawking and
Schwinger effect. By employing a model based on perturbative and thermodynamic considera-
tions, we describe self-similar evaporation of RNdS black holes. We find that a general RNdS black
hole evaporates towards de Sitter space-time filled with thermal radiation. The special case of a
charged Nariai black hole discharges until it becomes a neutral Nariai black hole. Combined with
our previous results, we find that an evaporating RNdS black hole travels a finite distance to reach
its final stage. We hence expect the entire evaporation process to lie on the landscape.

As a next step, it would be interesting to establish a concept of entropy for the case of multi-
horizon space-times that are out of thermal equilibrium. A precise notion of entropy in these cases
will allow to further test the entropy-distance relation.
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A Details on the structure of RNdS space-time

In this appendix, we provide some explicit expressions for the RNdS space-time.

The location of the causal horizons are given by the roots of the quartic polynomial $V(r)|_{r=r_h} = 0$ with the metric function $V(r)$ given by Eq. (2.4). It is straightforward to find that three of the roots are explicitly given by

\[ r_- = \frac{\ell}{2\sqrt{3}} \left( -\sqrt{2 + \rho/\Theta} + \sqrt{4 - \rho/\Theta} + \frac{12\sqrt{3}M/\ell}{\sqrt{2 + \rho/\Theta}} \right), \]

\[ r_+ = \frac{\ell}{2\sqrt{3}} \left( \sqrt{2 - \rho/\Sigma} - \sqrt{4 + \rho/\Sigma} - \frac{12\sqrt{3}M/\ell}{\sqrt{2 - \rho/\Sigma}} \right), \]

\[ r_c = \frac{\ell}{2\sqrt{3}} \left( \sqrt{2 - \rho/\Sigma} + \sqrt{4 + \rho/\Sigma} - \frac{12\sqrt{3}M/\ell}{\sqrt{2 - \rho/\Sigma}} \right), \]

where we introduced the short-hand notation

\[ \rho = 1 - 12 \left( \frac{Q}{\ell} \right)^2, \quad \Sigma = -\left( \lambda + \sqrt{\lambda^2 - \rho^3} \right)^{1/3}, \]

\[ \Theta = \left( \lambda - \sqrt{\lambda^2 - \rho^3} \right)^{1/3}, \quad \lambda = -1 + 54 \left( \frac{M}{\ell} \right)^2 - 36 \left( \frac{Q}{\ell} \right)^2. \]

The fourth root is given by $r_o = -(r_- + r_+ + r_c)$. If the mass parameters are such that the discriminant locus is positive, $D > 0$, all four roots are real-valued. The roots in Eq. (A.1) are positive and satisfy $r_c > r_+ > r_- > 0$ while the forth root is negative, $r_o < 0$, and hence unphysical. If the discriminant locus is negative, $D < 0$, some of the roots are complex-valued, the space-time admits only one causal horizon and exhibits a naked singularity. Since this case violates the Cosmic Censorship Conjecture, we consider this configuration as unphysical.

Special cases arise when the discriminant locus vanishes, $D = 0$. Two out of the three causal horizons are degenerate. We can distinguish three cases, which specify further here:

- **Extremal space-time**: In this case, the outer and inner black hole horizon are degenerate, $r_+ = r_-$. The degenerate horizons are in thermal equilibrium at zero temperature. Their mass, charge and de Sitter radius are not independent, but related by the analytic relation

\[ \frac{M}{\ell} = \frac{1}{3\sqrt{6}} \sqrt{1 + 36 \left( \frac{Q}{\ell} \right)^2 - \rho^{3/2}}. \]  

For fixed values of the cosmological radius $\ell$ the near horizon geometry is $AdS_2 \times S^2$.

- **Nariai space-time**: The cosmological and the outer black hole horizon are coincident, $r_c = r_+$. Both horizons are in thermal equilibrium at zero temperature. Again, the mass parameters are not independent, but follow the relation

\[ \frac{M}{\ell} = \frac{1}{3\sqrt{6}} \sqrt{1 + 36 \left( \frac{Q}{\ell} \right)^2 + \rho^{3/2}}. \]

The near horizon geometry for a fixed value of the cosmological radius is $dS_2 \times S^2$.

- **Ultra-cold space-time**: The intersection of the aforementioned Nariai and extremal space-times is characterized by a triple root of the polynomial equation $D = 0$. The external and Cauchy
black hole horizons coincide with the cosmological one, \( r_- = r_+ = r_c \). All three horizons are in thermal equilibrium at zero temperature. The ultra-cold space-time is located at

\[
\frac{M}{\ell} = \frac{1}{3} \sqrt{\frac{2}{3}}, \quad \frac{Q}{\ell} = \frac{1}{2\sqrt{3}}.
\]

This can also be seen in Fig. 1.

### B Scalar curvature of the moduli space of spherically symmetric and static space-times

The distance conjecture [4] states that the scalar curvature of the moduli space of fields should be strictly negative when the dimension of the moduli space is larger than one. As detailed in Sec. 3, we construct the moduli space of spherically symmetric and static space-times, so our moduli space is constructed out of tensor instead of scalar fields. Here we show that the scalar curvature of this moduli space is negative and hence that it is compatible with the statements of the Distance Conjecture [4].

From the geodesic equation (3.2), we can extract the Christoffel symbol

\[
\Gamma_{g}^{(h,k)} = \frac{1}{2} h^{-1}k + \frac{1}{2} h^{-1}h + \frac{1}{4} \text{tr}(g^{-1}h^{-1}k)g + \frac{1}{4} \text{tr}(g^{-1}h)k - \frac{1}{4} \text{tr}(g^{-1}k)h
\]

\[
- \frac{1}{4} \langle \text{tr}(g^{-1}h^{-1}k)g + \frac{1}{4} \langle \text{tr}(g^{-1}h)k + \frac{1}{4} \langle \text{tr}(g^{-1})h) h,
\]

where \( g \in \mathcal{M} \) and \( h, k \in T^* \mathcal{M} \) in the vector bundle of all symmetric \((0,2)\)-tensors on \( \mathcal{M} \).

The curvature of a connection

\[
R(X,Y)s = (\nabla_X \nabla_Y - \nabla_Y \nabla_X)s
\]

is called the Riemann curvature tensor for the Levi-Civita connection for the vector fields \( X, Y \in \mathfrak{X}(\mathcal{N}) \) and a vector field \( s : \mathcal{N} \to T\mathcal{M} \) along \( f : \mathcal{N} \to \mathcal{M} \). Here \( \mathfrak{X}(\mathcal{N}) \) denotes the space of smooth vector fields over the smooth manifold \( \mathcal{N} \) and \( f \) is a smooth mapping. In local coordinates, the Riemann curvature tensor reads

\[
R(h,k)l = d\Gamma(k)(h,l) - d\Gamma(h)(k,l) + \Gamma(h,\Gamma(k,l)) - \Gamma(l,\Gamma(h,l)).
\]

The Riemannian curvature for the canonical Riemannian metric on the manifold \( \mathcal{M} \) can be computed to be

\[
ge^{-1}R_g(h,k)l = -\frac{1}{4}[L, [H, K]]
\]

\[
- \frac{1}{16} \left( H(\text{tr}(KL) - (\text{tr}(KL)) - (\text{tr}(KL)) - (\text{tr}(KL))) - K(\text{tr}(HL) - (\text{tr}(HL)) - (\text{tr}(HL)) - (\text{tr}(HL))) \right)
\]

\[
- \frac{1}{16} \left( K(\text{tr}(L)\text{tr}(H) - (\text{tr}(L))(\text{tr}(H)) - (\text{tr}(L))(\text{tr}(H)) - (\text{tr}(L))(\text{tr}(H))) \right)
\]

\[
- H(\text{tr}(L)\text{tr}(K) - (\text{tr}(L))(\text{tr}(K)) - (\text{tr}(L))(\text{tr}(K)) - (\text{tr}(L))(\text{tr}(K))) \right)
\]

\[
- \frac{1}{16} \left( \langle \text{tr}(HL)s - (\text{tr}(HL)) (\text{tr}(K) - (\text{tr}(K)) - (\text{tr}(KL)(\text{tr}(H) - (\text{tr}(H))) \right) \text{Id},
\]
where we have introduced the short-hand notation $H = g^{-1}h$, $K = g^{-1}k$, $L = g^{-1}l$. Further, $n = \dim M$ is the dimension of $M$. For isotropic space-times $(M, g)$ the Riemannian curvature tensor simplifies to

$$g^{-1}R_g(h, k)l = -\frac{1}{4}[L, [H, K]].$$  \hspace{1cm} (B.4)

It is not possible to define the Ricci curvature for the manifold $(M, G)$, but a point-wise Ricci-like curvature can be defined \[20\]. Taking the point-wise trace of the Riemann curvature tensor (B.4), that we denote with the subscript $x$, yields

$$\text{Ric}_g(h, l)(x) = \operatorname{tr}_{k \mapsto \rightarrow} R_g(h, k)_x l_x = -\frac{1}{4} (\operatorname{tr}(H)\operatorname{tr}(L) - n\operatorname{tr}(HL)).$$  \hspace{1cm} (B.5)

This amounts to compute the point-wise Ricci scalar as

$$R = -\frac{n}{4} \left( \frac{n(n+1)}{2} - 1 \right).$$  \hspace{1cm} (B.6)

Hence, the manifold $(M, G)$ has a negative scalar curvature if the dimension of $M$ is $n \geq 1$. Note that the scalar curvature is constant and does not depend on moduli space coordinates.

C Quasi-static evaporation of RNdS black holes

In this appendix, we present technical details of the evaporation model. Following \[24\], we perturb the Einstein equations to linear order, relate the energy-momentum tensor to the Hawking and Schwinger fluxes and extract evolution equations for $M$, $Q$ and $\ell$. The resulting system of differential equations is under-determined. By considering the first law of black hole mechanics we supplement the system by an additional differential equation.

C.1 Perturbative analysis

In order to relate the Hawking and Schwinger particle fluxes to the parameters $M$, $Q$ and $\ell$, we follow the analysis of \[24\] and solve Einstein’s equation perturbatively. We introduce an order $\epsilon$ perturbation in the time and radial components of the RNdS metric (2.1) as

$$\delta ds^2 = \epsilon (\delta B(\epsilon t, r))dt^2 + (\delta A(\epsilon t, r))dr^2,$$  \hspace{1cm} (C.1)

where $\delta A$ and $\delta B$ are arbitrary functions that depend on the radial coordinate and on the “slow time scale” $\epsilon t$. This is the time scale on which the geometry evolves, i.e. $M = M(\epsilon t)$, $Q = Q(\epsilon t)$ and $\ell = \ell(\epsilon t)$.

The change in the geometry is due to the accumulated effect of the Hawking and the Schwinger radiation. The quantum fluxes source the slowly varying geometry as

$$(\delta G_{ab} - 8\pi G\delta T^{cl}_{ab} + \Lambda \delta g_{ab})(\epsilon t) = 8\pi G \delta T^{q}_{ab}(\epsilon t)$$  \hspace{1cm} (C.2)

where $\delta T^{cl}_{ab}(\epsilon t)$ refers to the classical and hence slow variation of the energy momentum tensor and $\delta T^{q}_{ab} = (\delta T_{ab})$ to quantum perturbations of energy-momentum\[16\]. Since both the black hole charge and the background metric vary, the electric field induced by the charged black hole also changes, which we model through an order $\epsilon$ perturbation of the field strength.

$$F \rightarrow F + \epsilon \sqrt{\frac{g^2}{4\pi l^2G}} \delta F(\epsilon t, r) dt \wedge dr.$$  \hspace{1cm} (C.3)

\[16\]Notice that we have suppressed the term $\epsilon \delta A(\epsilon t)g_{ab}$ from Eq. (C.2), since we consider the perturbation of this equation to first order in $\epsilon$ and the dependence of the slow time scale of the variation of the cosmological constant gives rise to second order terms in $\epsilon$. 
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Explicitly, the first order perturbation of the metric (2.1) results in a first order variation of the Einstein tensor \( \delta G_{ab} \), computed by expanding \( \delta G_{ab} = G_{ab} - G_{ab} \) to first order in \( \epsilon \), where \( G_{ab} \) is the perturbed Einstein tensor. The perturbation of the classical energy momentum tensor is computed as \( \delta T_{ab} = T_{ab}^{cl} - T_{ab}^{cl} \). The stress-energy tensor of classical electromagnetism is given by

\[
T_{ab}^{cl} = \frac{1}{4\pi\epsilon_0} \left( F_{a\mu} F_{b}^{\mu} - \frac{1}{4} g_{ab} F^{\mu\nu} F_{\mu\nu} \right).
\] (C.4)

Let us introduce the time-like vector \( \xi(t) = \gamma(t) \partial_t \) and space-like vector \( v = 1/r^2 \partial_r \), where \( \gamma(t) = V(r)^{-1/2} \) is normalized at the position of the geodesic observer (see Sec.2). It is convenient to project the linearized Einstein eq. (C.2) onto these vectors yielding

\[
\delta_i = 8\pi G\eta_i, \quad i = 1, \ldots 4.
\] (C.5)

Here, \( \delta_i \) correspond to the projection of the classical part as

\[
\delta G_{ab} - 8\pi G\delta T_{ab}^{cl} + \Lambda \delta g_{ab} = \delta_1 \xi_a \xi_b + \delta_2 v_a v_b + \delta_3 \xi_a v_b + \delta_4 g_{ab}
\] (C.6)
to first order in \( \epsilon \). The functions \( \delta_i \) are obtained through the expansion of Eq. (C.2) to first order in \( \epsilon \), thus yielding

\[
\delta_1 = \frac{1}{2\gamma^2} \left( 2\delta A \left( \ell^2 (2r^2 (3M^2 + Mr - r^2) - 5MQ^2 r + 2Q^4) + r^4 (2r - 3M + 2Q^2) \right)
= \frac{r^4 B \ell^4 (r - 3M + 2Q^2)}{(r - \ell^2 (r - 2M) + Q^2)^3} - \frac{8\delta F Q \ell^2}{r^3 - \ell^2 (r - 2M) + Q^2} \right)
\] (C.7a)

\[
- 2\delta B \ell^2 (r - \ell^2 (r - 2M) + Q^2)^3 + \delta A' (r - 3M + 2Q^2) + \frac{r^4 \delta B'' \ell^2}{r^3 - \ell^2 (r - 2M) + Q^2})
\] (C.7b)

\[
\delta_2 = \frac{1}{2r^4 \epsilon_0} \left( -2\delta A \left( r^4 - \ell^2 (2Q^2 - Mr + 2r^7) + 8\delta F Q \ell^4 \left( r^4 - \ell^2 (r - 2M) + Q^2 \right) \right)
= \frac{2\delta B r^4 \ell \left( 5Mr - 4Q^2 \right) + \ell^4 (2Q^2 r (2r - 5M) + Mr^2 (M - 3r) + Q^2) - r^5}{r^4 - r^2 \ell^2 (r - 2M) + Q^2} \right)
\] (C.7c)

\[
\delta_3 = \frac{2r}{V(r) \gamma(t)} \frac{V(r)}{\gamma'(t)} - \frac{4}{\gamma(t) V(r)} \left( M - \frac{Q}{r} \frac{\dot{Q}}{\dot{\ell}} \right)
\] (C.7d)

\[
\delta_4 = \frac{1}{2} \left( 2\delta B \ell^2 (\ell^2 (M - r) + 2r^3) \left( r^5 - \ell^2 (r - 2M) + Q^2 \right)
= \frac{2\delta B (r^3 \ell^2 (r - 7M - 2r) - 5Q^2) + \ell^4 (r - M) (Q^2 - Mr) + r^7}{r^4 - \ell^2 (r - 2M) + Q^2)} \right)
\] (C.7e)

\[
+ \frac{2\delta A \left( r^5 (\ell^2 (r - 5M) + Q^2) - 5r^7 \ell^2 + (r - M) (Q^2 - Mr) \right)}{r^5} \right)
\] (C.7f)
The dot denotes the derivative with respect to the slow time scale while the prime stands for the radial derivative of the relevant quantity. Notice that only $\delta_3 \sim \dot{V}(r)$ contains derivative terms with respect to the slow time $\epsilon t$. Consequently, only the linearized Einstein equation for $\delta_3$ gives rise to a dynamical equation. The functions $\delta_j$ for $j = 1, 2, 4$ constrain the functions $\delta A, \delta B$ and $\delta F$.

The terms $\eta_i$ correspond to the projection of the quantum perturbation of the energy-momentum tensor $\delta T^a_{\alpha\beta}$ onto the same vectors,

$$\delta T^a_{\alpha\beta} = \eta_i \xi_a \xi_b + \eta_2 v_a v_b + \eta_3 \xi_a v_b + \delta_4 g_{ab}.$$  

(C.8)

It is convenient to define the projection of the perturbed energy-momentum tensor on the time-like and space-like vector fields like

$$\mathcal{T} \equiv \delta T^a_{\alpha\beta} v^a \xi^b, \quad \mathcal{E} \equiv \delta T^a_{\alpha\beta} \xi^a \xi^b, \quad \mathcal{S} \equiv \delta T^a_{\alpha\beta} v^a v^b, \quad T \equiv g^{ab} \delta T^a_{\alpha\beta}$$

(C.9)

Thus, the different $\eta_i$ are the components of the quantum variation of the energy momentum tensor and can be expressed in terms of $\mathcal{T}, \mathcal{E}, \mathcal{S}$ and $T$ by contracting $\delta T^a_{\alpha\beta}$ with $\xi^a$ and $v^a$. Solving the system of linear equations, we obtain

$$\begin{align*}
\eta_1 &= \frac{r V \gamma^2(b)(T - \dot{r}^2 \mathcal{S}) + 3 \mathcal{E}}{2 r^2 V \gamma^4}, & \eta_2 &= \frac{1}{2} r^4 \left( 3 \eta_0 V S - r \dot{V} - \frac{\mathcal{E}}{\mathcal{r}} \right), \\
\eta_3 &= -2 \frac{r^4}{\gamma^2(b)} \mathcal{T}, & \eta_4 &= \frac{1}{2} \left( r^5 (-\mathcal{S}) + \frac{\mathcal{E}}{r V \gamma^6} + T \right).
\end{align*}$$

(C.10)

We can now extract the first dynamical equation describing the evolution of the mass parameters. The $i = 3$ component of Eq. (C.5) reads

$$\dot{M} - \frac{Q}{r} \dot{Q} = \frac{r^3}{\ell^3} \ell = 4 \pi G r^4 V(r) \frac{r}{\gamma^4(b)} \mathcal{T}.$$  

(C.11)

The background parameters $M, Q$ and $\ell$ are evolving with the slow time scale $\epsilon t$ so their time derivatives are defined as

$$\dot{M} = \frac{dM}{dt}(\epsilon t)|_{t=0}, \quad \dot{Q} = \frac{dQ}{dt}(\epsilon t)|_{t=0}, \quad \dot{\ell} = \frac{d\ell}{dt}(\epsilon t)|_{t=0}.$$  

Further, the perturbation to the electromagnetic field strength (C.3) results in an electric current, because the perturbed electrical current density must satisfy

$$d \ast \tilde{F} = \ast \mathbf{j}$$  

(C.12)

to first order in the perturbation. Expanding Eq. (C.12) to first order in $\epsilon$ yields the evolution of the charge of the black hole sourced by the Schwinger current $\mathcal{J}$

$$\dot{Q} = -4 \pi \mathcal{J}.$$  

(C.13)

For further details on the derivation of (C.13) we refer to [24].

Summarising, the dynamical evolution of the system is dictated by Eqs. (C.2) and (C.13) explicitly given by

$$\dot{M} - \frac{Q}{r} \dot{Q} = \frac{r^3}{\ell^3} \ell = 4 \pi G r^4 V(r) \frac{r}{\gamma^4(b)} \mathcal{T}, \quad \dot{Q} = -4 \pi \mathcal{J}.$$  

(C.14)

Setting $\ell = 0$ and $\gamma(b) = 1$, we recover the framework of Ref. [24].

It remains to specify the quantities $\mathcal{T}$ and $\mathcal{J}$. In order to correctly define the quantum fluxes, let us move to a local inertial frame of reference, i.e. to the position of the geodesic observer. Introducing space-like unit vector $n = \sqrt{V(r)} \partial_r$, we define

$$\mathcal{T}_n = \delta T^a_{\alpha\beta} n^a \xi^b, \quad \mathcal{J}_n = \delta^a g_{ab} n^b.$$  

(C.15)
These are related to the previously introduced components as

\[ T = \frac{1}{\sqrt{V(r_g) r^2}} T_g, \quad J = 2\pi \sqrt{G V(r) r^2} \mathcal{J}_g. \]  

(C.16)

Working on the inertial frame defined by the geodesic observer simplifies the computations, while physics remains independent of the coordinate frame.

The mass flux \( T_g \) is sourced by the outgoing Hawking radiation from the black hole horizon and the incoming Hawking radiation from the cosmological horizon. The lack of thermodynamic equilibrium generates a net flux of thermal radiation through the horizon of the black hole that is related to the quantum perturbation of the energy momentum tensor in the direction perpendicular to the generator of the horizon, i.e. the \( rt \)-component of the quantum metric perturbation. Also, notice that there is no net flow of charge through the horizon of the black hole, since the same number of outgoing and incoming charge carriers are generated. Therefore, the term \( T \) only receives a contribution from the Hawking flux. At the position of the geodesic observer, it is simply given by the Stefan-Boltzmann law

\[ T_g = \sigma (A_c T_c^4 - A_+ T_+^4) = \frac{\sigma}{(4\pi)^3} \frac{1}{\sqrt{V(r_g) r^2}} \left( r_c^2 |V'(r_c)|^4 - r_+^2 |V'(r_+)|^4 \right), \]

(C.17)

with \( \sigma \equiv \frac{\pi^4}{180} \) Boltzmann’s constant in Hubble units. Here \( A_c \) and \( A_+ \) as well as \( T_c \) and \( T_+ \) are the areas and temperatures associated to the cosmological and black hole horizons evaluated at the position of the geodesic observer. The red-shift factor \( \propto V(r_g) \) arises from normalizing the Killing vector field at the position of the geodesic observer Eq. (2.8).

Finally, we quantify the flux \( J \), which can be obtained through the integration per unit volume of the Schwinger pair production rate \( \Gamma(r) \) [24], thus yielding

\[ J_g = \frac{G}{\ell_0^2} \frac{2}{\sqrt{V(r_g) r^2}} \left[ \int_{r_+}^{r_c} \frac{d\theta}{\sqrt{1 - \frac{r^2}{r_+}}} \left( \frac{1}{r_+} - \frac{1}{r_c} \right) \sqrt{\frac{2}{\pi}} \right] \]

\[ \times \left[ \left( \frac{r_+}{2} \right)^{q^2 Q^2} - \left( \frac{r_c}{2} \right)^{q^2 Q^2} \right] \]

(C.18)

where \( \text{Erf} \) is the error function. Here \( \Gamma(r) \) denotes the Schwinger particle production rate in flat space-time

\[ \Gamma(r) = \frac{(qE)^2}{4\pi^2 \hbar^2} \exp \left( -\frac{r^2}{Q Q_0} \right), \]  

(C.19)

with \( E = Q/r^2 \) the electric field, \( Q_0 = \hbar q/\pi m^2 \) and \( m \) and \( q \) are the mass and charge of the produced pair of particles. This holds true as long as the charged pair is created in approximately flat space-time, i.e. for \( E(r) \gg R(r) \). This is the case over the whole phase space \( D \) (due to the assumption of a quasiestatic discharge), except at the neutral line where \( E = 0 \). Taking into account the exponential suppression of Eq. (C.19), the leading contribution to the current is due to the electron, the lightest charged particle of the Standard Model, so we can approximate \( q \approx e \) and \( m \approx m_e \) yielding the value of \( Q_0 \) used in the calculation of the Schwinger flux.

C.2 Thermodynamic considerations

We have found two differential equations for the three parameters \( M, Q \) and \( \ell \). We thus need one more equation to specify the system. The first laws for multihorizon space-times as studied in [31] will form the basis for our purpose.
We start with a quick review of [31]. The cosmological constant contributes a pressure-like term to the first law as
\[ P = -\frac{\Lambda}{8\pi} = -\frac{3}{8\pi \ell^2} < 0. \] (C.20)
The conjugate variable is the thermodynamic volume \( V \). The first law can be written in different versions. Evaluating the first law at the black hole horizon leads to
\[ \delta M = T_+ \delta S_+ + (\Phi_+ - \Phi_\infty) \delta Q + V_+ \delta P \quad \text{for} \quad r_+ < r < \infty, \] (C.21a)
while the first law evaluated at the cosmological horizon reads
\[ \delta M = -T_c \delta S_c + (\Phi_c - \Phi_\infty) \delta Q + V_c \delta P, \quad r_c < r < \infty. \] (C.21b)
The first law valid in the bulk between the outer black hole and cosmological horizon then reads
\[ 0 = T_+ \delta S_+ + T_c \delta S_c + (\Phi_+ - \Phi_c) \delta Q - V \delta P, \quad r_+ < r < r_c. \] (C.21c)
The subscripts indicate where the thermodynamic potentials are to be evaluated. Contrary to our discussion in section 2, the Killing vector field is normalized to unity at null infinity and hence \( \gamma(t) = 1 \). Therefore, the thermodynamic potentials appearing in Eq. (C.21) are given by
\[ \Phi_+ = \frac{Q}{r_+}, \quad \Phi_c = \frac{Q}{r_c}, \quad \Phi_\infty = 0, \quad S_+ = \pi r_+^2, \quad S_c = \pi r_c^2, \quad T_+ = \frac{1}{4\pi r_+} \left( 1 - \frac{Q^2}{r_+^2} - 3 \frac{\ell^2}{r_+^2} \right), \quad T_c = -\frac{1}{4\pi r_c} \left( 1 - \frac{Q^2}{r_c^2} - 3 \frac{\ell^2}{r_c^2} \right), \] (C.22)
with \( \Phi \) the electric potential, \( S = A/4 \) the entropy, and \( T = |\kappa|/2\pi \) the temperature. The thermodynamic temperature lacks the red-shift factor with respect to the one appearing in (C.17). Finally, the thermodynamic volumes \( V_+ \) and \( V_c \) denote the volume comprised between the black hole horizon and infinity and between the cosmological horizon and infinity. The volume \( V \) denotes the volume of the bulk, \( V = V_c - V_+ \).

In the limit of pure de Sitter, Eq. (C.21b) reduces to
\[ 0 = -T_c \delta S_c + V_c \delta \left( -\frac{\Lambda}{8\pi} \right). \] (C.23)
The cosmological constant has to decrease to respect the second law of black hole mechanics. Then, the de Sitter radius evolves according to Stefan-Boltzmann’s law\(^{17} \),
\[ \frac{d\ell}{dt} = T_c \frac{dS_c}{dt} = \sigma A_c T_c^4 = \frac{\sigma}{4\pi^3 \ell^2}. \] (C.24)
This implies that a pure de Sitter space-time evaporates to Minkowski.

In the Schwarzschild limit we want to recover the evaporation of the black hole horizon due to the emission of Hawking radiation. In this limit the first law of thermodynamics (C.21b) reads \( \delta M = T_+ \delta S_+ \). The variation of entropy of the black hole horizon is due to the variation of its mass, so we obtain that
\[ \frac{dM}{dt} = T_+ \frac{dS_+}{dt} = -\sigma A_+ T_+^4. \] (C.25)

We demand the evolution equation for the de Sitter radius to satisfy the first law (C.21c) and to implement the limits discussed above: Gibbons-Hawking radiation of the cosmological horizon in the dS limit and Hawking evaporation of the Schwarzschild black hole. Hence, for the general

\(^{17}\) Notice that in the pure de Sitter limit \( V_c = 4\pi \ell^3/3 \), so the volume factor \( V_c \) cancels out with the pressure term when we express it as a function of \( \delta t \).
RNdS case we plug Eqs. (C.24) and (C.25) into the first law (C.21c) valid in the bulk, which yields the following dynamical equation:

$$\frac{d\ell}{dt} = 4\pi r_g^2 \frac{V_{\text{dS}}}{V_c - V_+} \left( V(r_g)^2 \mathcal{T}_g - (\Phi_+ - \Phi_c) J_g \right),$$

(C.26)

where $V_{\text{dS}} = 4\pi \ell^3 / 3$ is simply the volume enclosed by the de Sitter radius. The factor of $4\pi r_g^2$ accounts for the normalization at the position of a given observer and the term $V(r_g)^2$ arises from considering the red-shift factor that appears in Eq. (C.17) with respect to the temperature definition in Eq. (C.22). Further, we have used that the evolution of the charge of the black hole is exclusively sourced by the Schwinger radiation (C.13).

### C.3 Summary

To summarize, Eqs. (C.14) and (C.26) lead to the following system of differential equations,

$$\dot{M} = 4\pi r_g^2 \left[ \left( G \sqrt{V(r_g)} + \frac{r_g^2 V(r_g)}{r_c^3 - r_c^3} \right) \mathcal{T}_g - \left( \frac{Q}{r_g} + \frac{r_g^2}{r_c^3 - r_c^3} \left( \frac{Q}{r_c} - \frac{Q}{r_c} \right) J_g \right) \right],$$

$$\dot{Q} = -4\pi r_g^2 \mathcal{J}_g,$$

$$\dot{\ell} = 4\pi r_g^2 \frac{\ell^3}{r_c^3 - r_c^3} \left( V(r_g)^2 \mathcal{T}_g - \left( \frac{Q}{r_c} - \frac{Q}{r_c} \right) J_g \right).$$

(C.27)

The differential operator $\dot{} = d/d\ell_g$ denotes the derivative with respect to the proper time of the geodesic observer, which is related to the Schwarzschild time through $d\ell_g/dt = \sqrt{V(r_g)}$. The expression for the Hawking and Schwinger fluxes are given by Eq. (C.17) and (C.18), resp.
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