OPTIMAL OPEN-LOCATING-DOMINATING SETS IN INFINITE TRIANGULAR GRIDS
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Abstract. An open-locating-dominating set (OLD-set) is a subset of vertices of a graph such that every vertex in the graph has at least one neighbor in the set and no two vertices in the graph have the same set of neighbors in the set. This is an analogue to the well-studied identifying code in the literature. In this paper, we prove that the optimal density of the OLD-set for the infinite triangular grid is $4/13$.

1. Introduction

Various types of protection sets are motivated by the desire to detect failures efficiently in settings where the underlying structure can be modeled as a network or graph. One such example is location detection in a wireless sensor network where one tries to find a distinguishing set. A collection of subsets $\{S_1, S_2, \ldots, S_k\}$ of $V(G)$ is a distinguishing set if $\bigcup_{i=1}^{k} S_i = V(G)$ and for every pair of distinct vertices $u, v \in V(G)$, some $S_i$ contains exactly one of them. In [11], identifying codes are shown to provide solutions for optimal sensor placement. Identifying codes, or ID-codes, introduced in 1998 by Karpovsky, Chakrabarty and Levitin [8], is a subset of vertices $S = \{v_1, v_2, \ldots, v_k\}$ such that $\{N[v_1], N[v_2], \ldots, N[v_k]\}$ is a distinguishing set, where $N[v]$ is closed neighborhood of $v$ (the union of $v$ and its neighborhood $N(v)$). Seo and Slater [12, 13] introduced and studied Open Locating Dominating sets or OLD-sets, a subset of vertices $S = \{v_1, v_2, \ldots, v_k\}$ such that $\{N(v_1), N(v_2), \ldots, N(v_k)\}$ is a distinguishing set. OLD-sets can be used to identify malfunctioning elements in a network [14]. Honkala, Laihonen and Ranto [7] introduced and studied strong identifying codes, a subset of vertices that is both an identifying code and an OLD-set.

We study the OLD-sets here. As mentioned above, a set $S \subseteq V(G)$ is an OLD-set if

- For every vertex $v \in V(G)$, $S \cap N(v) \neq \emptyset$.
- For any vertices $v, w \in V(G)$ such that $v \neq w$, $(N(v) \cap S) \neq (N(w) \cap S)$.

Not every graph has an OLD-set or an ID-code. It was shown in [12] that an OLD-set exists if and only if the graph has no isolated vertices and no two vertices have the same neighborhood.

For finite graphs, the OLD-number is defined to be the minimum cardinality of an OLD-set. It is shown in [12] that it is NP-complete to determine if the OLD-number is at most $k$ for a given positive integer $k$. For infinite graphs, a natural extension of the OLD-number is the OLD-density or simply the density when the context is clear.
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Definition 1.1. The OLD-density of an OLD-set is defined to be
\[
\min_{v \in V(G)} \left\{ \limsup_{k \to \infty} \frac{|N_k[v] \cap S|}{|N_k[v]|} : S \text{ is an OLD-set} \right\},
\]
where \(N_k[v]\) is the set of all vertices in \(G\) that are within \(k\) distance of \(v\).

We can think of the OLD-density as the percentage of vertices of a graph which are included in an OLD-set.

It has been a popular topic to study the density of identifying codes in infinite grids, see [1, 2, 3, 4, 5, 6, 10]. It may be difficult to determine the exact density of identifying codes for many infinite grids, for example, the infinite hexagonal grid. We are also interested in the OLD-density of infinite grids. It is not hard to show (see [12]) that every \(r\)-regular graph has OLD-density at least \(2/(r+1)\). Seo and Slater [12] showed that the OLD-density of an infinite square grid is 2/5 and an infinite hexagonal grid is 1/2. For an infinite triangular grid, they gave a construction with density 1/3. Honkala [6] gave a better construction with a density of 6/19, see Figure 1. For more results on identifying codes of OLD-sets, see the dynamic survey by Lobstein [9], which lists more than 270 articles on those topics.
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\caption{OLD-set with density 1/3 (left) and 6/19 (right)}
\end{figure}

As the infinite triangular grid is 6-regular, an obvious lower bound for the density of an OLD-set is \(2/7\). Here we give a construction with density 4/13, see Figure 2.

We also show that the density is at least 4/13. Thus we obtain the optimal density of the infinite triangular grid.

Theorem 1.2. The optimal OLD-density of the infinite triangular grid is 4/13.

The proof of the lower bound uses a discharging argument, a popular method in graph coloring problems and recently adapted to the study of identifying codes, see [3, 11]. The idea is to assign weight 1 to vertices in the OLD-set and 0 to other vertices, and then redistribute the weights among vertices so that each vertex ends up with a weight at least 4/13. This proof is given in the next section.
2. Proof of the lower bound

In this section, we show that each OLD-set in an infinite triangular grid has density at least $\frac{4}{13}$.

Let $S$ be an OLD-set in the infinite triangular grid. As mentioned above, we assign weight 1 to each vertex in $S$ and 0 to vertices not in $S$. We redistribute the weights so that each vertex on the grid has weight at least $\frac{4}{13}$. Before proceeding we provide a collection of definitions needed for the proof.

We define a $t$-cluster in $S$ to be a connected component in $S$ with $t$ vertices. Then $t \geq 2$, as 1-cluster is not allowed in an OLD-set. If $v$ is in cluster $C$, then we denote $d_C(v)$ the number of neighbors $v$ has in $C$ and call $v$ a $k$-vertex (or $k^+$-vertex) if $d_C(v) = k$ (or $d_C(v) \geq k$). A corner $2$-vertex in a cluster $C$ is a 2-vertex whose two neighbors in $G$ share two neighbors in $C$, and a poor $2$-vertex is a corner 2-vertex that has no $3^+$-vertices or corner 2-vertices as neighbors; a 1,2-couple is a pair of adjacent vertices $u,v \in C$ such that $d_C(u) = 1$ and $d_C(v) = 2$, and a poor couple is a 1,2-couple such that the 2-vertex is poor, see Figure 3.

Here are the rules we use to redistribute the weights:

(R1) Every vertex gets $\frac{4}{13k}$ charge from each of the $k$ clusters to which it is adjacent.

(R2) A vertex which gains a charge of $\beta$ from a cluster and is adjacent to $l$ vertices in that cluster gains $\frac{\beta}{l}$ from each of those $l$ vertices.
(R3) In a $t$-cluster $C$ with $t \geq 5$, a 1-vertex not in a 1,2-couple receives $7/39$ from its neighbor, a poor 2-vertex not in a poor couple receives $1/39$ from its non-poor neighbors, and a poor couple receives $2/39$ from its neighbor.

Now we show that every vertex will have a weight of at least $4/13$. By doing so, we show that either the vertex has weight at least $4/13$, or the vertex belongs to a set of vertices (cluster or couple, for example) that has average weight at least $4/13$.

Clearly, each vertex not in $S$ has final weight at least $4/13$, by (R1). For any vertex in $S$, the proof proceeds by considering all possible cluster sizes in which the vertex may reside.

**Case 1:** 2-clusters. Let the two vertices in this cluster $C$ be $u$ and $v$. Then there are eight vertices not in $S$ and adjacent to $u$ or $v$. Among the eight vertices, two of them are adjacent to both $u$ and $v$, thus at least one of them is adjacent to another cluster, then by (R1), these two vertices gain at most $4/13 + 2/13 = 6/13$ from $C$. Each of the three vertices only adjacent to $u$ (and similarly to $v$) must be adjacent to another cluster, thus each of them gains at most $2/13$ from $C$. Therefore, $C$ gives at most $6/13 + 6 \cdot 2/13 = 18/13$ to those vertices. So the final weights on $u$ and $v$ are $2 - 18/13 = 8/13 = 2 \cdot 4/13$.

**Case 2:** 3-clusters. The only 3-cluster is a triangle, for otherwise it is a path in which the two outer vertices would share the same neighborhood (the middle vertex) in $S$.

Let the three vertices in the 3-cluster $C$ be $u, v$ and $w$. Then $C$ has 9 neighbors not in $S$, three of which are adjacent to two vertices in $C$ and six of which are adjacent to exactly one vertex in $C$. The vertex adjacent to $u, v$ (and similarly to $u, w$ and $w, v$) must be adjacent to another cluster, for otherwise it shares the same neighborhood with $w$ in $S$, thus it gains at most $2/13$ from $C$.

For the two vertices only adjacent to $u$ (and similarly $v$ and $w$), one of them must be adjacent to another cluster, for otherwise they share the same neighborhood ($u$) in $S$. So $C$ gives at most $4/13 + 2/13 = 6/13$ to the two vertices and by symmetry, $3 \cdot 6/13 = 18/13$ to the six vertices with exactly one neighbor in $C$.

So the final weights on $u, v, w$ are $3 - 6/13 - 18/13 = 15/13 > 3 \cdot 4/13$.

**Case 3:** 4-clusters. The four possible configurations of a 4-cluster are show in Figure 4.

Case 3a: The 4-cluster in Figure 4A. The cluster $C$ has 12 neighbors outside of $S$, and among them, two are adjacent to three vertices in $C$ which gain at most $2 \cdot 4/13 = 8/13$ from $C$ by (R1), two are adjacent to two vertices in $C$ which gain at most $2 \cdot 4/13 = 8/13$ from $C$ by (R1), two are adjacent to exactly one vertex in $C$ ($u_1$ or $u_3$) which are also adjacent to another cluster thus gaining $2 \cdot 2/13 = 4/13$ from $C$ by (R1), and the remaining six vertices are either adjacent to $u_1$ or $u_2$ and four of them are adjacent to another cluster, thus gaining $2(4/13 + 2 \cdot 2/13) = 16/13$ from $C$ by (R1). So the final weights on the vertices in $C$ are at least $4 - 8/13 - 8/13 - 4/13 - 16/13 = 16/13 = 4 \cdot 4/13$. 
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Figure 4. All possible 4-clusters

Case 3b: The 4-cluster in Figure 4B. The vertex adjacent to three vertices in C gains at most $4/13$ from C, the vertex adjacent to $u_1, u_2$ and the vertex adjacent to $u_3$ and $u_4$ gain at most $2 \cdot 4/13 = 8/13$ from C, the vertex adjacent to $u_2$ and $u_3$ is adjacent to another cluster, thus it gains at most $2/13$ from C, two of the three vertices adjacent to $u_1$ are adjacent to another cluster, thus the three vertices gain at most $4/13 + 2 \cdot 2/13 = 8/13$ from C, one of the two vertices adjacent to $u_3$ is adjacent to another cluster thus the two vertices gain at most $4/13 + 2 \cdot 8/13 = 8/13$ from C, the vertex adjacent to $u_2$ and $u_3$ is adjacent to another cluster, thus it gains at most $2 \cdot 2/13 = 4/13$ from C, two of the three vertices adjacent to $u_1$ (and similarly to $u_3$) are adjacent to other clusters, thus these three vertices gain at most $4/13 + 2 \cdot 2/13 = 8/13$. So the final weights on C are at least $4 - 8/13 - 2/13 - 8/13 - 6/13 - 4/13 = 24/13 > 4 \cdot 4/13$.

Case 3c: The 4-cluster in Figure 4C. By (R1), the vertex with four neighbors in C gains $4/13$ from C, the three vertices adjacent to two vertices in C gain $3 \cdot 4/13 = 12/13$ from C, the vertex adjacent to $u_2$ and the vertex adjacent to $u_3$ are adjacent to other clusters, thus they gain at most $2 \cdot 2/13 = 4/13$ from C, two of the three vertices adjacent to $u_1$ (and similarly to $u_4$) are adjacent to other clusters, thus these three vertices gain at most $4/13 + 2 \cdot 2/13 = 8/13$. So the final weights on C are at least $4 - 4/13 - 12/13 - 4/13 - 2 \cdot 8/13 = 16/13 = 4 \cdot 4/13$.

Case 3d: The 4-cluster in Figure 4D. One of the two vertices adjacent to $u_1$ and $u_2$ (and similarly to $u_2, u_3$, or to $u_3, u_4$) must be adjacent to another cluster, thus by (R1) these two vertices gain $4/13 + 2/13 = 6/13$ from C, and two of the three vertices adjacent to $u_1$ (and similarly to $u_4$) are adjacent to other neighbors, thus by (R1) these three vertices gain at most $4/13 + 2 \cdot 2/13 = 8/13$ from C. So the final weights on C are at least $4 - 3 \cdot 6/13 - 2 \cdot 8/13 = 18/13 > 4 \cdot 4/13$.

Case 4: $t$-clusters with $t \geq 5$. This cluster has initial weight $t$ and, after discharging, should have at least $4t/13$ weight remaining. Consequently, the cluster can afford to discharge at most $t - 4t/13 = 9t/13$ and each vertex in the cluster $C$ can afford to discharge $9/13$.

Note that in the previous cases, when a vertex $w$, outside of $S$, had neighbors in $S$ we could assume that $w$ also had neighbors in a different cluster. But with general clusters of size $t \geq 5$, we cannot assume this. In fact we must assume the worst case, that $C$ must discharge all of its available weight, as the neighbors of $w$ may in fact all lie in the same
cluster. We will show that each poor couple has a final weight of at least \( \frac{8}{13} \), and vertices not in poor couples have a final weight of at least \( \frac{4}{13} \). We consider a few cases, depending on whether a vertex in \( C \) has degree one or more.

**Case 4.1:** 1-vertex not in poor couples. As shown in Figure 5, let \( u \) be a poor 1-vertex and \( v \in C \) be its neighbor. By definition, \( d_C(v) \geq 3 \), so \( x \) or \( y \) must be in \( C \) as well. Without loss of generality, we may assume that \( x \in C \).

By (R1) and (R2), the vertex not in \( S \) and adjacent to \( u,v,x \) needs up to \( \frac{1}{3} \cdot \frac{4}{13} \) weight from \( u \); the vertex not in \( S \) and adjacent to \( u,v \) needs up to \( \frac{1}{2} \cdot \frac{4}{13} \); 2 of the 3 vertices not in \( S \) and adjacent to \( u \) should have other neighbors in \( S \), thus the three vertices may need up to \( \frac{4}{13} + 2 \cdot \frac{2}{13} \) from \( u \); so \( u \) may need to give out \( \frac{4}{39} + \frac{2}{13} + \frac{8}{13} = \frac{9}{13} + \frac{7}{39} \), but as \( u \) initially has \( \frac{9}{13} \) and gains \( \frac{7}{39} \) from \( V \) by (R3), it has enough weight to give out.

**Case 4.2:** 1,2-couples. As shown in the Figure 6, let \( u,v \) be a 1,2-couple in \( C \) with \( d_C(v) = 2, d_C(u) = 1 \), and \( w \) is the neighbor of the 1,2-couple in \( C \). Note that \( v \) could be (Figure 6A) or not be (Figure 6B) a corner vertex.

In Figure 6A, the vertex not in \( S \) and adjacent to \( v, w, x \) demands at most \( \frac{1}{2} \cdot \left( \frac{4}{13} \right) \) (if \( x \notin S \)) or \( \frac{1}{3} \cdot \left( \frac{4}{13} \right) \) (if \( x \in S \)) from \( \{v,u\} \), and similarly for the vertex not in \( S \) and adjacent to \( v, w, y \), but one of them should have a neighbor in \( S \) other than \( v, w \), we may
assume that \( v,u \) needs to give \( \frac{2}{13} + \frac{4}{39} \) to those two vertices. One of the two vertices not in \( S \) and adjacent to \( u \) and \( v \) should have another neighbor in \( S \), so we may assume that \( u,v \) gives out up to \( 4/13 + 2/3 \cdot (4/13) \) to those two vertices. Two of the three vertices not in \( S \) and adjacent to \( u \) should have other neighbors in \( S \), thus we may assume that \( u,v \) gives out up to \( 2/13 + 2/13 + 2/13 \) to those three vertices. In total, \( u,v \) may give up to \( (2/13 + 4/39) + (4/13 + 8/39) + 8/13 = 18/13 \), and they can afford it, as they initially have \( 2 \cdot 9/13 \) to give out.

In Figure 6B, \( v \) is poor 2-vertex, thus the couple is poor, if neither \( x \) nor \( y \) is in \( C \), and by (R1) and (R2), the vertex not in \( S \) and adjacent to \( v,w \) needs at most \( 2/13 \) from \( u,v \), the vertex not in \( S \) and adjacent to \( u,v,w \) needs at most \( 2/3 \cdot 4/13 \) from \( u,v \), the vertex not in \( S \) and adjacent to \( u \) should have another neighbor in \( S \) and thus demands at most \( 2/13 \) from \( v \), the vertex not in \( S \) and adjacent to \( u,v \) may demand \( 4/13 \) from \( u,v \), two of the three vertices not in \( S \) and adjacent to \( u \) should have other neighbors in \( S \), thus the three vertices may demand up to \( 2/13 + 2 \cdot 2/13 \) from \( u,v \). So, in total, \( u,v \) may need to give out \( 2/13 + 8/39 + 2/13 + 4/13 + 8/13 = 56/39 = 18/13 + 2/39 \). As \( u,v \) initially have \( 18/13 \) and gain \( 2/39 \) more from \( w \) by (R3), they have enough weight to give out.

If \( x \) is in \( C \) in Figure 6B, then the vertex not in \( C \) but adjacent to \( v,w,x \) (if \( x \in C \)) gets \( 1/3 \cdot 4/13 = 4/39 \) from \( v \), instead of \( 1/2 \cdot 4/13 \) as in the poor case. So, the 1,2-couple may need to give out \( 2/13 + 8/39 + 4/39 + 2/13 + 4/13 + 8/13 = 18/13 \), which they can afford. Similarly, if \( y \) is in \( C \), then the vertex adjacent to \( u,v,w,y \) may need \( 1/2 \cdot 4/13 \) from \( u \) and \( v \), instead of \( 2/3 \cdot 4/13 \) as in the poor case, so the 1,2-couple may need to give out \( 2/13 + 2/13 + 2/13 + 4/13 + 8/13 = 18/13 \), which they can afford.

**Case 4.3:** 2-vertex not in 1,2-couples. Let \( u \) be such a vertex and \( v,w \) be the neighbors of \( u \). By definition, \( u \) has no neighbor of degree 1 in \( C \), so \( d_C(v), d_C(w) \geq 2 \).
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If \( v,w \) have no common neighbor (see Figure 7 A), then \( u \) is not a 2-corner vertex, and in this case, one of the two neighbors \( u,v \) share has a third neighbor in \( S \), and one of the two neighbors \( u,w \) share also has a third neighbor in \( S \). Thus, \( u \) needs to give out at most \( 1/2 \cdot 4/13 \cdot 2 + 1/3 \cdot 4/13 \cdot 2 = 5/3 \cdot 4/13 \) to the four neighbors outside of \( S \), and may need
to give $2 \cdot 2/39$ to $v$ and $w$ (if they are in poor couples). In total $u$ may need to give out up to $8/13$, which it can afford as it has $9/13$ to start with.

Next, we assume that $u$ is a corner 2-vertex, that is, $v$ and $w$ share a common neighbor, see Figure 7B.

First, let $u$ be not poor, that is, $v$ or $w$ is a $3^+$-neighbor or a corner 2-vertex. We may assume that $v$ is a $3^+$-vertex or a corner 2-vertex, thus $x$ or $y$ is in $C$. Note that $v$ and $w$ cannot be poor, as they have $u$ as a neighbor and $u$ is a corner 2-vertex.

If $x$ is in $C$, by (R1) and (R2), $u$ needs to give out at most $4/13 + 2/13 + 1/3 \cdot 4/13 \cdot 2 = 2/3 < 9/13$ to the neighbors not in $S$ and by (R3) gives nothing to $v$. Similarly if $y$ is in $C$, then $u$ gives out at most $4/13 + 2/13 + 2/13 + 1/4 \cdot 4/13 = 9/13$. Thus, $u$ can afford both cases since it has $9/13$ initially.

Now let $u$ be poor. Then both $v$ and $w$ are 2-vertices and not corner 2-vertices. If $C$ is not a 5-cluster, then $v$ or $w$ is not in a 1,2-couple, thus not poor, and so by (R3) $u$ gains $1/39$ from it. Therefore, $u$ need to give out at most $4/13 + 2 \cdot 2/13 + 1/3 \cdot 4/13 = 9/13 + 1/39$, but can afford to do so, as it gains $1/39$ and has $9/13$ initially.

If $C$ is a 5-cluster, then let the other neighbors of $v, w$ be $v', w'$ respectively. Then by (R1) and (R2), $C$ needs to give at most $4/13$ to the vertex not in $S$ but adjacent to only $u$, or only $u, v, w$, or only $u, v, w$. One of the two common neighbors of $w$ and $w'$ should have a neighbor in $S - C$, thus $C$ gives out at most $1/2 \cdot 4/13 + 4/13$ to those two neighbors, and similarly gives at most $1/2 \cdot 4/13 + 4/13$ to the two common neighbors of $v$ and $v'$. Two of the 3 neighbors of $w'$ (and similarly of $v'$) should have another neighbor in $S$, thus $C$ gives out at most $(4/13 + 2 \cdot 1/2 \cdot 4/13) \cdot 2 = 16/13$ to the 6 neighbors of $w'$ and $v'$. Therefore, $C$ gives out at most $4/13 \cdot 4 + 2 \cdot (1/2 \cdot 4/13 + 4/13) + 16/13 = 44/13$, but $5 - 5 \cdot 4/13 = 45/13 > 44/13$, so $C$ can afford to do so.

![Figure 8. Case 4.4](image)

**Case 4.4**: $3^+$-vertices. As shown in Figure 8, we assume that $u$ with $d_C(u) = 3$ has three neighbors $x, y, z$ in $C$. Note that at most one of $x, y, z$ has degree 1 in $C$, but all of them could be in poor couples. Thus by (R1), (R2) and (R3), we see that in Figure 8A, $u$ gives out at most $4/13 \cdot 1/3 \cdot 3 + 7/39 + 2 \cdot 2/39 = 23/39 < 9/13$; in Figure 8B, $u$ gives out at most $2/13 \cdot 2 + 4/13 \cdot 1/3 + 7/39 = 23/39 < 9/13$; and in Figure 8C, $u$ gives out at most $4/13 + 2/13 \cdot 2 = 8/13 < 9/13$.

Thus every vertex in $S$ ends up with a weight at least $4/13$ as well.
3. Future Research

In this paper, we give the exact OLD-density of the infinite triangular grid. The OLD-density problem of other infinite grids, especially non-regular ones, could also be interesting. For example, what is the OLD-density of infinite triangular-hexagonal grids? In the study of identifying codes, \( r \)-identifying codes, meaning a code-vertex can cover vertices within distance \( r \), have been considered, see [10]. In the context of OLD-sets, one may also analogously study an \( r \)-OLD-set.
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