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Abstract

We establish the existence and pathwise uniqueness of regime-switching diffusion processes in an infinite state space, which could be time-inhomogeneous and state-dependent. Then the strong Feller properties of these processes are investigated by using the theory of parabolic differential equations and dimensional-free Harnack inequalities.
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1 Introduction

The regime-switching diffusion processes (RSDPs in abbreviation) can be viewed as diffusion processes in random environments which are characterized by continuous time Markov chains. The feature of such processes is the inclusion of both continuous dynamics and discrete events at the same time. This, on the one hand, provides more realistic models for many applications such as mathematical finance, wireless communication, biology and etc., (cf. [25] and references therein); on the other hand, makes various properties of this system much more complicated. Refer to [4, 8, 9, 11, 12, 13, 25] for recurrent properties of this system, and to [6, 7, 14, 17, 23, 24, 26] for stability and optimal control of this system.
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Precisely, a regime-switching diffusion process owns two components \((X_t, \Lambda_t)\), where the first component \((X_t)\) satisfies a stochastic differential equation (SDE) in \(\mathbb{R}^d\), \(d \geq 1\):

\[
dX_t = b(t, X_t, \Lambda_t)dt + \sigma(t, X_t, \Lambda_t)dW_t,
\]

where \((W_t)\) is a Brownian motion in \(\mathbb{R}^d\), \(\sigma\) is a \(d \times d\)-matrix, and \(b\) is a vector in \(\mathbb{R}^d\). While for each fixed \(x \in \mathbb{R}^d\), the second component \((\Lambda_t)\) is a jumping process on the state space \(S = \{1, 2, \ldots, N\}, 2 \leq N \leq \infty\), satisfying

\[
P(\Lambda_{t+\delta} = l|\Lambda_t = k, X_t = x) = \begin{cases} q_{kl}(x)\delta + o(\delta), & \text{if } k \neq l, \\ 1 + q_{kk}(x)\delta + o(\delta), & \text{if } k = l, \end{cases}
\]

for \(\delta > 0\). Throughout this work, for each \(x \in \mathbb{R}^d\), \(Q\)-matrix \(Q_x = (q_{ij}(x))\) is assumed to be irreducible and conservative (i.e. \(q_i(x) = -q_{ii}(x) = \sum_{j \neq i} q_{ij}(x), \forall i \in S\)). When \((q_{ij}(x))\) is independent of \(x\) and \((\Lambda_t)\) is independent of \((W_t)\), \((X_t, \Lambda_t)\) is said to be a state-independent regime-switching process; otherwise, it is called a state-dependent one.

Regime-switching diffusion processes \((X_t, \Lambda_t)\) in a finite state space (i.e. \(S\) is a finite set) have been relatively well studied. For example, in [16], Skorokhod has studied the asymptotic properties of this system. Recently, the books [7] and [25] provide good surveys on the study of regime-switching processes. In particular, [7] focuses on the state-independent regime-switching diffusion process, but [25] is mainly interested in state-dependent one. However, limited work has been done in the study of RSDP in an infinite state space. The existence of weak solution of RSDP in an infinite state space can be established similar to [16]. The transience, recurrence, exponential ergodicity and the stability of RSDP in an infinite state space have been studied in [12, 13, 14]. These works reveal the essential difference between the study of RSDP in a finite state space and that of RSDP in an infinite state space.

The motivation of this work is to study the strong Feller property of RSDPs in an infinite state space. But, to this aim, only the existence of weak solution is not enough. Therefore, we first investigate the existence and uniqueness of strong solution of RSDPs in Section 2, which is of great meaning by itself. Then, in Section 3, we study the strong Feller property of RSDPs in an infinite state space which extends the results in [20]. Moreover, a result on the relationship between strong Feller property of \((X_t, \Lambda_t)\) and strong Feller property of \((X_t^{(i)}), i \in S\), is established for state-independent RSDPs. Here, \((X_t^{(i)}), i \in S\), denotes the corresponding diffusion process of \((X_t)\) in the fixed environment \(i\). We show that under some suitable conditions, if every \((X_t^{(i)}), i \in S\), owns strong Feller property, then so does \((X_t, \Lambda_t)\). Conversely, if there exists some \(i \in S\) such that all \((X_t^{(j)})\) with \(q_{ij} > 0\) have strong Feller property but \((X_t^{(i)})\) does not have such property, then \((X_t, \Lambda_t)\) does not have strong Feller property either.

The RSDPs have been used to investigate the weakly coupled elliptic systems. For instance, in [2], Chen and Zhao used the Dirichlet form theory to establish the existence of regime-
switching diffusion processes in a finite state space. Then they used it to investigate the following weakly coupled elliptic system: for \( u = (u_1, \ldots, u_N) : \mathbb{R}^d \to \mathbb{R}^N \) with \( N < \infty \), the weakly coupled elliptic operator:

\[
\mathcal{A} u := \begin{pmatrix}
L^{(1)} & & \\
& L^{(2)} & \\
& & \ddots \\
& & & L^{(N)}
\end{pmatrix} u + Qu,
\]

where for each \( k = 1, 2, \ldots, N \), \( L^{(k)} \) is a strictly elliptic operator, i.e. \( L^{(k)} = \frac{1}{2} \sum_{i,j=1}^{d} \partial_{x_i} (a_{ij}^{(k)} \partial_{x_j}) + \sum_{i=1}^{d} b_{i}^{(k)} \partial_{x_i} \), and \( Q \) is an \( N \times N \) matrix-valued function. Indeed, by Skorokhod [16], the operator \( \mathcal{A} \) coincides with the infinitesimal generator of \((X_t, \Lambda_t)\) with \( \mathcal{S} = \{1, 2, \ldots, N\} \) and \( N < \infty \).

They proved the solvability of the Cauchy problem of the system

\[
\frac{\partial u}{\partial t} = \mathcal{A} u,
\]

and gave a probabilistic representation theorem for solutions of the Dirichlet boundary value problem of \( \mathcal{A} u = 0 \). Moreover, in [8], potential theory for this elliptic system was studied, and some conditions in [2] were weakened. It is easy to see that our existence result on \((X_t, \Lambda_t)\) in Section 2 can provide a probabilistic representation for above elliptic systems in the case \( N = \infty \), which immediately helps us to get corresponding results in [2] for elliptic systems \( \mathcal{A} \) with \( N = \infty \).

The paper is organized as follows. In Section 2, we establish the existence and uniqueness of strong solution of RSDP. The basic technique is to represent the \( Q \)-process \((\Lambda_t)\) in terms of a stochastic differential equation with respect to (w.r.t.) a Poisson random measure, which has been widely used (see, for instance, [16] Section II-2.1, [6], [25]). Based on this representation, we apply the tools of stochastic analysis to establish the existence and uniqueness of RSDP, which also extends the study of SDE with degenerate diffusion coefficients.

In Section 3, we study the strong Feller property of \((X_t, \Lambda_t)\). This property for RSDPs in a finite state space has been studied in many works such as [6] [23] [24] [26]. In this work, we generalize [26]'s method to study the strong Feller property for time-homogeneous RSDPs in an infinite state space (see Theorem 3.1 below). Moreover, we present a general result on the relationship between strong Feller property of \((X_t, \Lambda_t)\) and strong Feller property of corresponding diffusion processes in every fixed environment. See Theorem 3.2 below. Based on this result, the known results on strong Feller property of diffusion processes under H"{o}mander's conditions can be easily extended to deal with state-independent RSDPs.
In Section 4, we establish the dimensional-free Harnack inequalities for state-independent regime-switching diffusion processes, and then apply them to study the strong Feller property of corresponding processes. This method can deal with time-inhomogeneous state-independent RSDPs, but cannot deal with state-dependent RSDPs at present stage. Our method relies on the construction of coupling processes of RSDPs, but the construction of coupling processes for state-dependent RSDPs is rather difficult. We have made some research on this topic in [21], but more work is needed to aim of establishing Harnack inequalities. Dimension-free Harnack inequality has been widely studied for SDEs and stochastic functional differential equations. Refer to [18, 10, 20] and references therein for more discussions on this inequality.

2 Existence and uniqueness of strong solution

In this section, we shall study the existence and uniqueness of strong solution of regime-switching diffusion processes in an infinite state space. First we introduce the representation of \((\Lambda_t)\) in terms of the Poisson random measure similar to the one introduced in [16, Chapter II-2.1] or [6, 25] for \((\Lambda_t)\) in a finite state space.

Precisely, for each \(x \in \mathbb{R}^d\), we construct a family of intervals \(\{\Gamma_{ij}(x); i, j \in S\}\) on the real line in the following manner:

\[
\Gamma_{12}(x) = [0, q_{12}(x)),
\]
\[
\Gamma_{13}(x) = [q_{12}(x), q_{12}(x) + q_{13}(x)),
\]
\[
\vdots
\]
\[
\Gamma_{21}(x) = [q_1(x), q_1(x) + q_{21}(x)),
\]
\[
\Gamma_{23}(x) = [q_1(x) + q_{21}(x), q_1(x) + q_{21}(x) + q_{23}(x)),
\]
\[
\vdots
\]
\[
\Gamma_{31}(x) = [q_1(x) + q_2(x), q_1(x) + q_2(x) + q_{31}(x)),
\]
and so on. For convenience of notation, we set \(\Gamma_{ii}(x) = \emptyset\) and \(\Gamma_{ij}(x) = \emptyset\) if \(q_{ij}(x) = 0\) for \(i \neq j\). For each fixed \(x\), these \(\{\Gamma_{ij}(x)\}_{ij}\) are disjoint intervals, and the length of \(\Gamma_{ij}(x) (i \neq j)\) equals to \(q_{ij}(x)\). Define a function \(h : \mathbb{R}^d \times S \times \mathbb{R} \to \mathbb{R}\) by

\[
h(x, i, z) = \begin{cases} 
  j - i & \text{if } z \in \Gamma_{ij}(x), \\
  0 & \text{otherwise}. 
\end{cases} \quad (2.1)
\]

Then the process \((\Lambda_t)\) can be expressed by the following SDE

\[
d\Lambda_t = \int_{\mathbb{R}} h(X_t, \Lambda_{t-}, z) N(dt, dz), \quad (2.2)
\]
where $N(dt, dz)$ is a Poisson random measure with intensity $dt \times dz$ on $[0, \infty) \times \mathbb{R}$, and independent of Brownian motion $(W_t)$ given by (1.1). Set $\tilde{N}(dt, dz) = N(dt, dz) - dtdz$. In this work, in addition to the assumption that $Q$-matrix $(q_{ij}(x))$ is irreducible and conservative, we also need the following assumptions on the $Q$-matrix $(q_{ij}(x))$:

(A1) There exists a positive constant $\kappa$ such that for every $i \in \mathcal{S}$ and every $x \in \mathbb{R}^d$, it holds $q_{ij}(x) = 0$ for any $j \in \mathcal{S}$ with $|j - i| > \kappa$.

(A2) There exists a constant $c_q > 0$ such that

$$|q_{ij}(x) - q_{ij}(y)| \leq c_q|x - y|, \quad \forall x, y \in \mathbb{R}^d, \ i, j \in \mathcal{S}.$$ 

Now, we prepare a lemma on the Lipschitz continuity of the jump process which plays an important role in the existence and uniqueness of strong solution of SDE (1.1), (1.2).

**Lemma 2.1** Suppose that (A1) and (A2) hold, then for $p > 0$,

$$\int_{\mathbb{R}} |h(x, i, z) - h(y, i, z)|^p dz \leq 2\kappa^{p+1}(\kappa + 2i)c_q|x - y|, \quad \forall x, y \in \mathbb{R}^d, \ i \in \mathcal{S}. \tag{2.3}$$

**Proof.** In order to make the idea clear, we first consider a simple case, that is, $\mathcal{S} = \{1, 2\}$. In this case by noting $\Gamma_{12}(x)$ and $\Gamma_{21}(x)$ are consecutive left-closed, right-open interval on $[0, \infty)$ with length $q_{12}(x)$ and $q_{21}(x)$ respectively, we obtain that, for $x \neq y \in \mathbb{R}^d$,

$$\int_{\mathbb{R}} |h(x, 1, z) - h(y, 1, z)| dz = \int_{\mathbb{R}} |1_{\Gamma_{12}(x)}(z) - 1_{\Gamma_{12}(y)}(z)| dz$$

$$= |q_{12}(x) - q_{12}(y)| \leq c_q|x - y|,$n

and

$$\int_{\mathbb{R}} |h(x, 2, z) - h(y, 2, z)| dz = \int_{\mathbb{R}} (2 - 1)|1_{\Gamma_{21}(x)}(z) - 1_{\Gamma_{21}(y)}(z)| dz$$

$$= \int_{\mathbb{R}} 1_{(\Gamma_{12}(x) \Delta \Gamma_{12}(y)) \cup (\Gamma_{21}(x) \Delta \Gamma_{21}(y))}(z) dz$$

$$= |q_{12}(x) - q_{12}(y)| + |q_{12}(x) + q_{21}(x) - q_{12}(y) - q_{21}(y)|$$

$$\leq 2|q_{12}(x) - q_{12}(y)| + |q_{21}(x) - q_{21}(y)| \leq 3c_q|x - y|,$

where $A \Delta B = (A \setminus B) \cup (B \setminus A)$ for subsets $A, B$ of $\mathbb{R}$. Via studying this simple case, we show that the length of $\Gamma_{ij}(x) \Delta \Gamma_{ij}(y)$ can be estimated by $|x - y|$, but their coefficients are different due to the arrangement of $\Gamma_{ij}(x)$, $i, j = 1, 2$. 
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Next, we consider the general case $S = \{1, 2, \ldots, N\}$, $N \leq \infty$. For $i \in S$, $x \neq y$,

$$
\int_{\mathbb{R}} |h(x, i, z) - h(y, i, z)|^p dz = \int_{\mathbb{R}} |\sum_{j \neq i} (j - i)(1_{\Gamma_{ij}(x)}(z) - 1_{\Gamma_{ij}(y)}(z))|^p dz
$$

$$
\leq \sum_{j \neq i} |j - i|^p \int_{\mathbb{R}} |1_{\Gamma_{ij}(x)}(z) - 1_{\Gamma_{ij}(y)}(z)| dz
$$

$$
= \sum_{0 < |j - i| \leq \kappa} |j - i|^p \left( \left| \sum_{k=1}^{i-1} q_k(x) + \sum_{k=1}^{j-1} q_k(y) - \sum_{k=1}^{i-1} q_k(y) - \sum_{k=1}^{j-1} q_k(y) \right| 

+ \left| \sum_{k=1}^{i-1} q_k(x) + \sum_{k=1}^{j} q_k(x) - \sum_{k=1}^{i-1} q_k(y) - \sum_{k=1}^{j} q_k(y) \right| \right)
$$

$$
\leq \sum_{0 < |j - i| \leq \kappa} |j - i|^p \left( 2 \left| \sum_{k=1}^{i-1} q_k(x) + \sum_{k=1}^{j} q_k(x) - \sum_{k=1}^{i-1} q_k(y) - \sum_{k=1}^{j} q_k(y) \right| + |q_{ij}(x) - q_{ij}(y)| \right)
$$

$$
\leq \kappa^p (\kappa - 1)(2(2i + \kappa) - 1)c_q |x - y| \leq 2\kappa^{p+1}(\kappa + 2i)c_q |x - y|.
$$

The proof is completed.

Next, we give a priori estimate for $(X_t, \Lambda_t)$.

**Proposition 2.2** Let $(X_t, \Lambda_t)$ be defined by (1.1), (1.3) with $(X_0, \Lambda_0) = (x, i)$. Assume (A1) holds and further that

(A3) $\langle x, b(t, x, i) \rangle \leq c(t)(1 + |x|^2)$, $||\sigma(t, x, i)||^2 \leq c(t)(1 + |x|^2)$, where $||\sigma|| = \sqrt{\text{trac}(\sigma \sigma^*)}$, $\sigma^*$ denotes the transpose of matrix $\sigma$, and $c(t)$ is a positive continuous function so that for each $T \in (0, \infty)$, $\int_0^T c(t) dt < \infty$;

(A4) There exist constants $\alpha, \beta \geq 0$ such that $q_i(x) \leq \alpha i + \beta |x|$, $\forall x \in \mathbb{R}^d$, $i \in S$.

Then, for every $T \in (0, \infty)$,

$$
\mathbb{E}[||X||^2_T + ||\Lambda||^2_T]
$$

$$
\leq \left( \frac{4}{3} |x|^2 + 4i^2 \right) \exp \left( (4 + \frac{4}{3} C_1^2) \int_0^T c(s) ds + 8\kappa^2 (\alpha^2 + \beta^2 + 2)(T + 1)T \right),
$$

where $||X||_t = \sup_{s \leq t} |X_s|$, $||\Lambda||_t = \sup_{s \leq t} \Lambda_s$, $t > 0$, and $C_1$ is a positive constant determined by Burkholder-Davis-Gundy inequality.
Proof. Let $\tau_K = \inf\{t \geq 0; |X_t| + \Lambda_t > K\}$, $K > 0$. We always choose $K$ large enough so that $|X_0| + \Lambda_0 < K$. By Itô's formula,

$$|X_{t\wedge \tau_K}|^2 = |x|^2 + 2 \int_0^{t\wedge \tau_K} \langle X_s, b(s, X_s, \Lambda_s) \rangle ds + \int_0^{t\wedge \tau_K} \|\sigma(s, X_s, \Lambda_s)\|^2 ds + 2 \int_0^{t\wedge \tau_K} \langle X_s, \sigma(s, X_s, \Lambda_s) dW_s\rangle,$$

(2.4)

and

$$\Lambda_{t\wedge \tau_K} = i + \int_0^{t\wedge \tau_K} \int_{\mathbb{R}} h(X_s, \Lambda_{s-}, z) N(ds, dz) \leq i + \int_0^{t\wedge \tau_K} \int_{\mathbb{R}} h(X_s, \Lambda_{s-}, z) \mathcal{N}(ds, dz) + \kappa \int_0^{t\wedge \tau_K} q_{\Lambda_{s-}}(X_s) ds.$$

(2.5)

Since for any $t \in [0, T]$,

$$\mathbb{E} \int_0^{t\wedge \tau_K} |X_s|^2 \|\sigma(s, X_s, \Lambda_s)\|^2 ds \leq K^2 \int_0^t c(s)(1 + K^2) ds < \infty,$$

this yields that $\{\int_0^{t\wedge \tau_K} \langle X_s, \sigma(s, X_s, \Lambda_s) dW_s\rangle\}_{t \in [0, T]}$ is a martingale. Similarly, as

$$\mathbb{E} \int_0^{t\wedge \tau_K} \int_{\mathbb{R}} h(X_s, \Lambda_{s-}, z)^2 ds dz \leq \kappa^2 \mathbb{E} \int_0^{t\wedge \tau_K} q_{\Lambda_{s-}}(X_s) ds \leq \kappa^2 \mathbb{E} \int_0^{t\wedge \tau_K} \alpha \Lambda_{s-} + \beta |X_s| ds < \infty,$$

one gets that $\{\int_0^{t\wedge \tau_K} h(X_s, \Lambda_{s-}, z) \mathcal{N}(ds, dz)\}_{t \in [0, T]}$ is a martingale. According to the Burkholder-Davis-Gundy inequality,

$$\mathbb{E} \left[ \sup_{t \leq T} \left| \int_0^{t\wedge \tau_K} \langle X_s, \sigma(s, X_s, \Lambda_s) dW_s\rangle \right| \right] \leq C_1 \mathbb{E} \underbrace{\sqrt{\int_0^{T\wedge \tau_K} |X_s|^2 \|\sigma(s, X_s, \Lambda_s)\|^2 ds}}_{\text{(2.6)}} \leq C_1 \mathbb{E} \left[ \|X\|_{T\wedge \tau_K} \sqrt{\int_0^{T\wedge \tau_K} \|\sigma(s, X_s, \Lambda_s)\|^2 ds} \right] \leq \frac{1}{4} \mathbb{E} \|X\|^2_{T\wedge \tau_K} + C_1^2 \mathbb{E} \int_0^{T\wedge \tau_K} \|\sigma(s, X_s, \Lambda_s)\|^2 ds \leq \frac{1}{4} \mathbb{E} \|X\|^2_{T\wedge \tau_K} + C_1^2 \mathbb{E} \int_0^{T\wedge \tau_K} c(s)(1 + \|X\|^2_s) ds.$$

Applying Burkholder-Davis-Gundy inequality again, we obtain

$$\mathbb{E} \left[ \sup_{t \leq T} \left| \int_0^{t\wedge \tau_K} \int_{\mathbb{R}} h(X_s, \Lambda_{s-}, z) \mathcal{N}(ds, dz) \right|^2 \right] \leq 4 \mathbb{E} \int_0^{T\wedge \tau_K} \int_{\mathbb{R}} h^2(X_s, \Lambda_{s-}, z) ds dz \leq 4 \kappa^2 \mathbb{E} \int_0^{T\wedge \tau_K} q_{\Lambda_{s-}}(X_s) ds \leq 4 \kappa^2 \mathbb{E} \int_0^{T\wedge \tau_K} (\alpha \|\Lambda\|_s + \beta \|X\|_s) ds.$$

(2.7)
So, by (A3), \((2.5)\) and \((2.7)\), we obtain
\[
\mathbb{E}\left[\|\Lambda\|^2_{T \wedge \tau_K}\right] \\
\leq 3i^2 + 3\mathbb{E}\left[\left(\sup_{t \leq T} \int_0^{t \wedge \tau_K} \left|h(X_s, \Lambda_{s-}, z)\tilde{N}(ds, dz)\right|^2\right)\right] + 3\mathbb{E}\left[\left(\int_0^{T \wedge \tau_K} h(\Lambda_t, \Lambda_{t-}, z)ds\right)^2\right] \\
\leq 3i^2 + 12\kappa^2 \mathbb{E}\int_0^{T \wedge \tau_K} (\alpha \|\Lambda\|_s + \beta \|X\|_s)ds + 3\kappa^2 \mathbb{E}\left[\left(\int_0^{T \wedge \tau_K} (\alpha \|\Lambda\|_s + \beta \|X\|_s)ds\right)^2\right] \\
\leq 3i^2 + 12\kappa^2 \mathbb{E}\int_0^{T \wedge \tau_K} ((2\alpha + \beta) \|\Lambda\|_s^2 + \beta \|X\|_s^2)ds + 3\kappa^2 \mathbb{E} T \mathbb{E}\int_0^{T \wedge \tau_K} (\alpha \|\Lambda\|_s^2 + \beta \|X\|_s^2)ds \\
\leq 3i^2 + 6\kappa^2 (T + 1)(\alpha^2 + \beta^2 + 2) \mathbb{E}\int_0^{T \wedge \tau_K} (\|\Lambda\|_s^2 + \|X\|_s^2)ds,
\]
where in the third inequality we have used \(2\|X\|_s \leq \|\Lambda\|_s^2 + \|X\|_s^2\) as \(\|\Lambda\|_s \geq 1\).

Consequently, combining \((2.5)\), \((2.6)\) with \((2.8)\), we get
\[
\mathbb{E}\left[\|X\|^2_{T \wedge \tau_K} + \|\Lambda\|^2_{T \wedge \tau_K}\right] \\
\leq \|x\|^2 + 3 \mathbb{E}\int_0^{T \wedge \tau_K} c(s)(\|\Lambda\|_s^2 + \|X\|_s^2)ds + \frac{1}{4} \mathbb{E}\|X\|^2_{T \wedge \tau_K} \\
+ C_1^2 \mathbb{E}\int_0^{T \wedge \tau_K} c(s)(\|\Lambda\|_s^2 + \|X\|_s^2)ds + 3i^2 \\
+ 6\kappa^2 (T + 1)(\alpha^2 + \beta^2 + 2) \mathbb{E}\int_0^{T \wedge \tau_K} (\|\Lambda\|_s^2 + \|X\|_s^2)ds
\]
Then, using Gronwall’s inequality, we get
\[
\mathbb{E}[\|X\|^2_{T \wedge \tau_K} + \|\Lambda\|^2_{T \wedge \tau_K}] \leq \frac{4}{3} \|x\|^2 + 4i^2 \exp \left((4 + \frac{4}{3} C_1^2) \int_0^T c(s)ds + 8\kappa^2 (\alpha^2 + \beta^2 + 2)(T + 1)T\right).
\]
Letting \(K \to \infty\), we obtain the desired result. \(\blacksquare\)

Next, we consider the existence and uniqueness of strong solution of SDE \((1.1)\), \((1.2)\) with non-Lipschitz coefficients. To this aim, we introduce a class of functions:
\[
\mathcal{U} := \{u \in C^1((0, \infty); [1, \infty)); \int_0^1 \frac{ds}{su(s)} = \infty, \liminf_{r \to 0} (u(r) + ru'(r)) > 0\} \quad (2.9)
\]
Here, the restriction that \(u \geq 1\) is technical, otherwise we can replace it with \(\max\{u, 1\}\). Refer to \([5] [10]\) for existence and uniqueness of strong solutions of SDEs and stochastic functional differential equations under this type of non-Lipschitz coefficients.

**Theorem 2.3** Assume that \((A1), (A2), (A3)\) hold, and for some constant \(\alpha > 0\),
\[
\sup_{x \in \mathbb{R}^d} q_i(x) \leq \alpha i, \quad \forall i \in \mathcal{S}. \quad (2.10)
\]
Suppose
(A5) there exist \( u \in \mathcal{U} \) and increasing functions \( C_i(t) \in C([0, \infty); (0, \infty)) \), \( i \in \mathcal{S} \), satisfying 
\[
\int_0^T C_i(t)dt < \infty \text{ for all } T > 0, \text{ such that for all } t \geq 0, x, y \in \mathbb{R}^d, i \in \mathcal{S},
\]
\[
\langle x - y, b(t, x, i) - b(t, y, i) \rangle + \frac{1}{2} \| \sigma(t, x, i) - \sigma(t, y, i) \|^2 \leq C_i(t)|x - y|^2 u(|x - y|^2).
\]

Then there exists a unique strong solution of SDE (1.1) and (1.2) with initial condition \( (X_0, \Lambda_0) = (x, i_0) \in \mathbb{R}^d \times \mathcal{S} \).

Before proving this theorem, we prepare two useful lemmas, which extend the corresponding results in [24] to RSDPs in an infinite state space. Define a family of auxiliary processes \( (\xi_t^K) \) for \( K = 1, 2, \ldots \), which are time-homogeneous Markov chains on \( \mathcal{S} \) such that
\[
P(\xi_t^{K+1} = j | \xi_t^K = i) = \begin{cases} 
\alpha K \delta + o(\delta), & \text{if } 0 < |j - i| \leq \kappa, j \geq 1, \\
1 - (\kappa \wedge (i-1)) + \kappa)\alpha K \delta + o(\delta), & \text{if } j = i,
\end{cases}
\]
for \( \delta > 0 \) small enough. Denote by \( \{p_{\xi_t^K}(t, i, j); t \geq 0, i, j \in \mathcal{S} \} \) the transition function of the Markov chain \( (\xi_t^K) \). By the theory of jump process (cf. [1, Section 1.2]), it holds
\[
\lim_{t \to 0} \frac{\log p_{\xi_t^K}(t, i, i)}{t} = -(\kappa \wedge (i-1) + \kappa)\alpha K, \quad i \in \mathcal{S}.
\]

**Lemma 2.4** Let \((X_t, \Lambda_t)\) satisfy (1.1), (1.2) with initial condition \((X_0, \Lambda_0) = (x, i_0)\). Assume (A1), (A2) and (2.10) hold. Then for each \( K = 1, 2, \ldots \), and every \( t > 0 \),
\[
P(\Lambda_t = k, \Lambda_t = k | \Lambda_0 = x, X_t = x) \geq P(\xi_t^K = k | \xi_0^K = k)^2, \quad 1 \leq k \leq K,
\]
for \( \delta > 0 \) small enough.

**Proof.** By the definition of \( (\xi_t) \) and (1.2), we have for any \( s > 0 \),
\[
P(\Lambda_t = k | \Lambda_0 = k, X_t = x) \geq P(\xi_t^K = k | \xi_0^K = k), \quad 1 \leq k \leq K, \quad \forall x \in \mathbb{R}^d
\]
for \( \delta > 0 \) small enough. Then, by the Markov property of \((X_t, \Lambda_t)\), we obtain
\[
P(\Lambda_t + \delta = k, \Lambda_t = k | \Lambda_0 = x, X_t = x)
\]
\[
 = P(\Lambda_t + \delta = k, \Lambda_t + \delta = k, \Lambda_t = k | X_t = x)
\]
\[
 \geq P(\xi_t^{K+1} = k | \xi_t^{K+1} = k)P(\xi_t^{K+1} = k | \xi_t^{K+1} = k)
\]
\[
 = P(\xi_t^K = k | \xi_t^K = k)^2, \quad 1 \leq k \leq K.
\]
where the time-homogeneous property of \( (\xi_t^K) \) is used in the last step. \( \blacksquare \)
Lemma 2.5  Under the same assumptions as that of Lemma 2.4 for each $K = 1, 2, \ldots$, it holds
\[ P(\eta \geq t|\Lambda_0 = k, X_0 = x) \geq \exp \left( - (\kappa \wedge (k-1) + \kappa)\alpha Kt \right), \quad t > 0, \ 1 \leq k \leq K, x \in \mathbb{R}^d, \quad (2.14) \]
where $\eta = \inf\{t > 0; \ \Lambda_t \neq \Lambda_0\}$. This yields further that
\[ \lim_{t \to 0} P(\eta \geq t|\Lambda_0 = k, X_0 = x) = 1 \]
uniformly for $1 \leq k \leq K$ and $x \in \mathbb{R}^d$.

**Proof.** Due to the right continuity of the paths of $(X_t, \Lambda_t)$, applying Lemma 2.4, we obtain that
\[
P(\eta \geq t|\Lambda_0 = k, X_0 = x) = P(\Lambda_u = k, 0 \leq u \leq t|\Lambda_0 = k, X_0 = x)
\]
\[ = \lim_{n \to \infty} P(\Lambda_{m_n} = k, 1 \leq m \leq 2^n|\Lambda_0 = k, X_0 = x) \]
\[ \geq \lim_{n \to \infty} P(\xi^K_{t/2^n} = k, \kappa_0^K = k)^{2^n} = \lim_{n \to \infty} \exp \left( \frac{t \log \rho_0(K/t, k, k)}{t/2^n} \right) \]
\[ \geq \exp \left( - (\kappa \wedge (k-1) + \kappa)\alpha Kt \right), \]
which is the desired result. \hfill \Box

**Proof of Theorem 2.3.** Using Lemma 2.1, it is easy to see that conditions (A1-A2) together with the continuity of $x \mapsto b(x, i)$ and $x \mapsto \sigma(x, i)$ for each $i \in \mathcal{S}$ ensure the existence of a weak solution of SDE (1.1) and (1.2) (cf. [15, Theorem 175]). Therefore, according to the Yamada-Watanabe principle (cf. [15, Theorem 137]), we only need to show that the pathwise uniqueness holds for SDE (1.1), (1.2) to get the desired strong solution.

Let $(X_t, \Lambda_t)$ and $(Y_t, \Lambda'_t)$ both be solutions of SDE (1.1) and (1.2) with the same initial condition $X_0 = Y_0 = x$, $\Lambda_0 = \Lambda'_0 = i_0$. Set $Z_t = X_t - Y_t$ for simplicity. Let $\tau_K = \inf\{t \geq 0; |X_t| + |Y_t| + \Lambda_t + \Lambda'_t > K\}$, $K > 0$, and
\[ \zeta = \inf\{t > 0; \Lambda_t \neq \Lambda'_t\}. \quad (2.15) \]
In the following, we take $K$ large enough that $|x_0| + i_0 < K/2$. By (A5), if $\Lambda_t = \Lambda'_t$ for $t \leq T$, Itô’s formula yields that
\[
d|Z_t|^2 = 2\langle Z_t, b(t, X_t, \Lambda_t) - b(t, Y_t, \Lambda'_t) \rangle dt + \|\sigma(t, X_t, \Lambda_t) - \sigma(t, Y_t, \Lambda'_t)\|^2 dt
\]
\[ + 2 \langle Z_t, (\sigma(t, X_t, \Lambda_t) - \sigma(t, Y_t, \Lambda'_t)) dB_t \rangle
\]
\[ \leq 2C_{\Lambda}(t)|Z_t|^2 u(|Z_t|^2) dt + 2 \langle Z_t, (\sigma(t, X_t, \Lambda_t) - \sigma(t, Y_t, \Lambda'_t)) dB_t \rangle. \quad (2.16) \]
On the other hand, $u \in \mathcal{U}$ yields that there are positive constants $\lambda$, $\rho_0$ such that
\[ u(r) + ru'(r) \geq \lambda, \quad r \in [0, \rho_0]. \]
Let
\[ \Psi_{\varepsilon}(r) = \exp \left( \lambda \int_{1}^{r} \frac{ds}{\varepsilon + su(s)} \right), \quad r, \varepsilon \geq 0. \]

Then for any \( \varepsilon > 0 \), we have \( \Psi_{\varepsilon} \in C^{2}([0, \infty)) \) and
\[
ru(r)\Psi'_{\varepsilon}(r) = \frac{\lambda ru(r)}{\varepsilon + ru(r)}\Psi_{\varepsilon}(r) \leq \lambda \Psi_{\varepsilon}(r),
\]
\[
\Psi''_{\varepsilon}(r) = \frac{\lambda^{2} - \lambda(u(r) + ru'(r))}{(\varepsilon + ru(r))^{2}} \leq 0, \quad r \in [0, \rho_{0}].
\]

By (2.16) and the Itô’s formula, we get
\[
d\Psi_{\varepsilon}(|Z_{t}|^{2}) \leq \lambda C_{\Lambda_{t}}(t)\Psi_{\varepsilon}(|Z_{t}|^{2})dt + 2\Psi'_{\varepsilon}(|Z_{t}|^{2})\langle Z_{t}, (\sigma(t, X_{t}, \Lambda_{t}) - \sigma(t, Y_{t}, \Lambda'_{t})) \rangle dW_{t}.
\]

Hence, by Gronwall’s inequality, we obtain
\[
\mathbb{E}\Psi_{\varepsilon}(|Z_{t\wedge\tau_{K}\wedge\zeta}|^{2}) \leq e^{\lambda C_{t}\Psi_{\varepsilon}(0)},
\]
for \( t \leq T \) and some constant \( \tilde{C} \) depending on \( T \) and \( K \). Letting \( \varepsilon \downarrow 0 \) and noting \( \Psi_{0}(0) = 0 \), we get
\[
\mathbb{E}|X_{t\wedge\tau_{K}\wedge\zeta} - Y_{t\wedge\tau_{K}\wedge\zeta}|^{2} = \mathbb{E}|Z_{t\wedge\tau_{K}\wedge\zeta}|^{2} = 0, \quad t \in [0, T].
\]

Hence, for each \( t \in [0, T] \), \( X_{t\wedge\tau_{K}\wedge\zeta} = Y_{t\wedge\tau_{K}\wedge\zeta} \) almost surely. The continuity of the paths of \( (X_{t}) \) and \( (Y_{t}) \) yields further that almost surely
\[
X_{t\wedge\tau_{K}\wedge\zeta} = Y_{t\wedge\tau_{K}\wedge\zeta}, \quad \forall t \in [0, T]. \tag{2.17}
\]

This means that before the separation time of \((\Lambda_{t})\) and \((\Lambda'_{t})\), the processes \((X_{t})\) and \((Y_{t})\) have to move together before exiting the closed ball \( \{z \in \mathbb{R}^{d}; \ |z| \leq K\} \).

Now we study the behavior of \((\Lambda_{t})\) and \((\Lambda'_{t})\). Since
\[
\Lambda_{t\wedge\tau_{K}\wedge\zeta} - \Lambda'_{t\wedge\tau_{K}\wedge\zeta} = \int_{0}^{t\wedge\tau_{K}\wedge\zeta} \int_{\mathbb{R}} (h(X_{s}, \Lambda_{s-}, z) - h(Y_{s}, \Lambda'_{s-}, z))N(ds, dz),
\]
by (2.17) and the definition of \( \zeta \), the integral of the right hand side of the previous equation equals to 0. Invoking the right continuity of the paths of \((\Lambda_{t})\) and \((\Lambda'_{t})\), we get almost surely
\[
\Lambda_{t\wedge\tau_{K}\wedge\zeta} = \Lambda'_{t\wedge\tau_{K}\wedge\zeta}, \quad \forall t \in [0, T]. \tag{2.18}
\]

By Proposition 2.2, conditions (A3) and (2.10) yield that \( \lim_{K \to \infty} \tau_{K} = \infty \) almost surely. Thanks to (2.17) and (2.18), to complete the proof of this theorem, we only need to show that \( \zeta = \infty \) almost surely, which is equivalent to show that for any constant \( M > 0 \), \( \zeta \wedge M = M \). Take a constant \( M \) and introduce \( \gamma = \zeta \wedge M, \ B = \{\omega; \gamma(\omega) < M\} \). We claim that \( \mathbb{P}(B) = 0. \)
Indeed, if $\mathbb{P}(B) > 0$, then by (2.17) and (2.18), and taking $T, t, K$ large enough such that $t > M$, $\tau_K > M$ a.s., we have for almost surely $\omega \in B$,

$$X_s(\omega) = Y_s(\omega), \forall s \leq \zeta(\omega) < M, \quad \Lambda_\zeta(\omega) = \Lambda'_\zeta(\omega).$$

Let

$$\eta_\Lambda = \inf \{s > \gamma; \Lambda_s \neq \Lambda_\gamma\}, \quad \eta_\Lambda' = \inf \{s > \gamma; \Lambda'_s \neq \Lambda'_\gamma\}.$$

It is easy to see that both $\eta_\Lambda$ and $\eta_\Lambda'$ are stopping time, and not smaller than $\gamma$. By Lemma 2.5, there exists $\delta_0 > 0$ such that

$$\inf_{1 \leq k \leq K, x \in \mathbb{R}^d} \mathbb{P}(\eta_\Lambda \geq \gamma + \delta_0 | \Lambda_\gamma = k, X_\gamma = x) \geq 1 - \frac{1}{4} \mathbb{P}(B),$$

and

$$\inf_{1 \leq k \leq K, x \in \mathbb{R}^d} \mathbb{P}(\eta_\Lambda' \geq \gamma + \delta_0 | \Lambda'_\gamma = k, Y_\gamma = x) \geq 1 - \frac{1}{4} \mathbb{P}(B).$$

Moreover,

$$\mathbb{P}(\eta_\Lambda > \gamma + \delta_0) = \int_{\mathbb{R}^d \times \mathcal{S}} \mathbb{P}(\eta_\Lambda > \gamma + \delta_0 | \Lambda_\gamma = k, X_\gamma = x) \mathbb{P}((X_\gamma, \Lambda_\gamma) \in (dx, dk)) \geq 1 - \frac{1}{4} \mathbb{P}(B).$$

Similarly,

$$\mathbb{P}(\eta_\Lambda' > \gamma + \delta_0) \geq 1 - \frac{1}{4} \mathbb{P}(B).$$

Therefore, we get that

$$\mathbb{P}(\{\eta_\Lambda' > \gamma + \delta_0\} \cap B) \geq \mathbb{P}(\eta_\Lambda' > \gamma + \delta_0) - \mathbb{P}(B^c) \geq 1 - \frac{3}{4} \mathbb{P}(B) > 0, \quad (2.19)$$

and, further that

$$\mathbb{P}(\{\eta_\Lambda > \gamma + \delta_0\} \cap \{\eta_\Lambda' > \gamma + \delta_0\} \cap B) \geq \mathbb{P}(\eta_\Lambda > \gamma + \delta_0) - 1 + \frac{3}{4} \mathbb{P}(B) \geq \frac{1}{2} \mathbb{P}(B) > 0. \quad (2.20)$$

Let $\tilde{\eta} = \min\{\eta_\Lambda, \eta_\Lambda'\}$. As $\Lambda_\gamma = \Lambda'_\gamma$, we know $\Lambda_u = \Lambda'_u$ for any $\zeta \leq u \leq \tilde{\eta}$. Define a new stopping time $\tilde{\zeta}$ by

$$\tilde{\zeta} = \tilde{\eta} 1_{\zeta \leq M} + 1_{\zeta > M}.$$

Then (2.20) implies that $\mathbb{P}(\{\tilde{\zeta} > \zeta\} \cap B) > 0$, which means that there exists a subset of $B$ of positive probability, such that

$$\zeta < \tilde{\zeta}, \quad \text{and} \quad \forall t \leq \tilde{\zeta}, \ \Lambda_t = \Lambda'_t.$$

But this contradicts the definition of $\zeta$, which requires $|\Lambda_t - \Lambda'_t| > 0$ for points close to $\zeta$ from the right. We complete the proof of this theorem.
3 Strong Feller properties for time-homogeneous RSDPs

In this section, we go to study strong Feller property of time-homogeneous regime-switching diffusion process \((X_t, \Lambda_t)\) satisfying

\[
    dX_t = b(X_t, \Lambda_t)dt + \sigma(X_t, \Lambda_t)dW_t. \tag{3.1}
\]

In next section, we shall study strong Feller property of time-inhomogeneous, state-independent regime-switching diffusion process via dimension-free Harnack inequalities. Corresponding to \((X_t, \Lambda_t)\), there exists a family of diffusion processes \((X_t^{(i)}), i \in S\), being the solutions of SDEs

\[
    dX_t^{(i)} = b(X_t^{(i)}, i)dt + \sigma(X_t^{(i)}, i)dW_t, \quad i \in S. \tag{3.2}
\]

\((X_t^{(i)})\) represents the behavior of \((X_t)\) in the fixed state \(i\). Various properties of \((X_t, \Lambda_t)\) are closely related to the family of processes \(\{(X_t^{(i)}), i \in S\}\). Refer to, for example, [4, 9, 11, 12] for the study of recurrent property and stability of \((X_t, \Lambda_t)\) in terms of the behavior of \((X_t^{(i)}).\)

In the study of strong Feller property for \((X_t, \Lambda_t)\) in a finite state space, [24] established this property under the assumption that for each \(i \in S\), \((X_t^{(i)})\) has strong Feller property and the transition density exists; [26] used the results on parabolic differential equations to establish this property. An important condition posed in [26] is a uniformly elliptic condition for each \((X_t^{(i)}).\)

This condition guarantees that \((X_t^{(i)})\) owns strong Feller property.

In the rest of this section, we first extend [26]'s result to time-homogeneous RSDP in an infinite state space. Then for state-independent regime-switching diffusion process, we provide a general result on the relationship between the strong Feller property of \((X_t, \Lambda_t)\) with the strong Feller property of \((X_t^{(i)}), i \in S\).

**Theorem 3.1** Let \((X_t, \Lambda_t)\) be a time-homogeneous RSDP satisfying (3.1) and (1.2). Assume that (A1), (A2), (A3) and (2.10) hold. Suppose there exists a constant \(c > 0\) so that

\[
    |b(x, i) - b(y, i)| \leq c|x - y|, \quad \|\sigma(x, i) - \sigma(y, i)\| \leq c|x - y|, \quad \forall x, y \in \mathbb{R}^d, \quad i \in S,
\]

and \(a(x, i) := \sigma(x, i)\sigma(x, i)^*\) satisfies

\[
    \langle a(x, i)\xi, \xi \rangle \geq \lambda|\xi|^2, \quad \xi \in \mathbb{R}^d,
\]

for some constant \(\lambda > 0\) and for all \((x, i) \in \mathbb{R}^d \times S\). Then the process \((X_t, \Lambda_t)\) has strong Feller property.

**Proof.** Similar to [26], we shall use the truncated method to prove this theorem. But, as \(S\) is an infinite state space, we also need to construct suitable truncated jump processes to derive the
desired result now. For $K = 1, 2, \ldots$, let $\tau_K = \inf\{t \geq 0; |X_t| + \Lambda_t \geq K\}$. Define the $K$-truncated process $(X_K(t), \Lambda_K(t))$ so that $(X_K(t), \Lambda_K(t)) = (X_t, \Lambda_t)$ up to $\tau_K$.

Let $\phi^K(x)$ be a smooth function with range $[0, 1]$ satisfying $\phi^K(x) = 1$ for $|x| \leq K$ and $\phi^K(x) = 0$ for $|x| \geq K + 1$. For $j, k = 1, 2, \ldots, d$, define

$$a^K_{jk}(x, i) = a_{jk}(x, i)\phi^K(x), \quad b^K_j(x, i) = b_j(x, i)\phi^K(x).$$

For $i \in S$ and $i \leq K + \kappa$,

$$q^K_{ij}(x) := q_{ij}(x)\phi^K(x) \text{ for } j \leq K + \kappa; \quad q^K_{i(K+\kappa+1)}(x) := \sum_{j \geq K+\kappa+1} q_{ij}(x)\phi^K(x).$$

For $i = K + \kappa + 1$,

$$q^K_{ij}(x) := 1 + q_{ij}(x)\phi^K(x) \text{ for } K + 1 \leq j \leq K + \kappa; \quad q^K_{i(K+\kappa+1)(K+\kappa+1)}(x) := - \sum_{j = K+1}^{K+\kappa} (1 + q_{ij}(x)\phi^K(x)).$$

Since $(q_{ij}(x))$ is irreducible for each $x \in \mathbb{R}^d$, it is easy to check that $(q^K_{ij}(x))$ is also an irreducible $(K + \kappa + 1) \times (K + \kappa + 1)$-matrix for each $x \in \mathbb{R}^d$. $(q^K_{ij}(x))$ can be viewed as a $Q$-matrix on the space $\{1, 2, \ldots, K+\kappa+1\}$, and coincides with $(q_{ij}(x))$ on $\{1, 2, \ldots, K\}$. For any $g(\cdot, i) \in C^2(\mathbb{R}^d)$, $i \in S$, define the operator $\mathcal{A}^K$ by

$$\mathcal{A}^K g(x, i) = \frac{1}{2} \sum_{j,k=1}^{d} a^K_{jk}(x, i) \frac{\partial^2}{\partial x_j \partial x_k} g(x, i) + \sum_{j=1}^{d} b^K_j(x, i) \frac{\partial}{\partial x_j} g(x, i) + \sum_{j \neq i} q^K_{ij}(x)(g(x, j) - g(x, i)).$$

Denote by $P^K_{x,i}$ the associated probability measure for $\mathcal{A}^K$, and $\mathbb{E}^K_{x,i}$ the corresponding expectation. By Theorem 2.3 the strong solution is unique, and hence for any bounded measurable function $f$ on $\mathbb{R}^d \times S$,

$$\mathbb{E}^K_{x,i}[f(X_t, \Lambda_t)1_{\tau_K > t}] = \mathbb{E}^K_{x,i}[f(X_K(t), \Lambda_K(t))1_{\tau_K > t}].$$

By 26 Theorem 3.10, $P^K_{x,i}$ has strong Feller property. By Proposition 2.2 we have

$$K \mathbb{P}_{x,i}(\tau_K \leq t) \leq \left(\frac{4}{3}|x|^2 + 4\kappa^2\right) \exp \left(\left(4 + \frac{4}{3}C^2_1\right) \int_0^t c(s)ds + 8\kappa^2(\alpha^2 + 2)(t + 1)t\right),$$
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which implies that \( P_{x,i}(\tau_K \leq t) \to 0 \) as \( K \to \infty \) uniformly for \((x, i)\) in a compact set of \( \mathbb{R}^d \times \mathcal{S} \). Therefore, for every fixed \((x, i) \in \mathbb{R}^d \times \mathcal{S} \),

\[
|E_{y,i}f(X_t, \Lambda_t) - E_{x,i}f(X_t, \Lambda_t)| \\
\leq |E_{y,i}f(X_t, \Lambda_t) - E_{y,i}^Kf(X_K(t), \Lambda_K(t))| + |E_{y,i}^Kf(X_K(t), \Lambda_K(t)) - E_{x,i}^Kf(X_K(t), \Lambda_K(t))| \\
+ |E_{x,i}^Kf(X_K(t), \Lambda_K(t)) - E_{x,i}f(X_t, \Lambda_t)| \\
\leq \|f\|\|P_{x,i}(\tau_K \leq t)\| + \|f\|\|P_{y,i}(\tau_K \leq t)\| + |E_{y,i}^Kf(X_K(t), \Lambda_K(t)) - E_{x,i}^Kf(X_K(t), \Lambda_K(t))|,
\]

where \( \|f\| \) denotes the essential supremum norm of \( f \). Consequently, the desired strong Feller property follows immediately from the previous inequality.

\[ \tag{3.2} \]

**Theorem 3.2** Let \((X_t, \Lambda_t)\) be a time-homogeneous, state-independent regime-switching diffusion process satisfying (3.1), (1.2). For each \( i \in \mathcal{S} \), \((X_t^{(i)})\) is defined by (3.2). Assume that \((X_t, \Lambda_t)\) and all \((X_t^{(i)}), \ i \in \mathcal{S}\), own Feller property.

1° If for every \( i \in \mathcal{S} \), \((X_t^{(i)})\) has strong Feller property, then \((X_t, \Lambda_t)\) also has strong Feller property.

2° If there exists some \( i \in \mathcal{S} \) such that for all \( j \in \mathcal{S} \) with \( q_{ij} > 0 \), \((X_t^{(j)})\) has strong Feller property, but \((X_t^{(i)})\) doesn’t have strong Feller property, then \((X_t, \Lambda_t)\) doesn’t have strong Feller property either.

**Proof.** We provide an explicit construction of probability space \((\Omega, \mathbb{P})\) to make the role played by the state-independence of \((\Lambda_t)\) clear.

Let \( \Omega_1 = \{\omega : [0, \infty) \to \mathbb{R}^d \text{ continuous; } \omega(0) = 0\} \). Let \( \mathbb{P}_1 \) be the Wiener measure on \( \Omega_1 \). Then \( w(t, \omega) := \omega(t) \) for \( \omega \in \Omega_1 \) is a standard Brownian motion \( \mathbb{P}_1 \). Let

\[
\Omega_2 = \{\omega = \sum_{i=1}^n \delta_{t_i, u_i}; \ n \in \mathbb{N} \cup \{\infty\}, \ (t_i, u_i) \in [0, \infty) \times [0, \infty)\}.
\]

There exists a probability measure \( \mathbb{P}_2 \) on \( \Omega_2 \) such that \( N(dt, du, \omega) := \omega(dt, du) \) is a Poisson random measure with intensity \( dt \times du \). Let \( \Omega = \Omega_1 \times \Omega_2 \), and \( \mathbb{P} = \mathbb{P}_1 \times \mathbb{P}_2 \). Then under \( \mathbb{P} \), for \( \omega = (\omega_1, \omega_2) \in \Omega \), \((\omega_1(t))\) is a standard Brownian motion, \( \omega_2(dt, du) \) is a Poisson random measure with intensity \( dt \times du \). We can rewrite SDE (3.1), (2.2) in the following form:

\[
dX_t = b(X_t, \Lambda_t)dt + \sigma(X_t, \Lambda_t)d\omega_1(t), \\
d\Lambda_t = \int_{\mathbb{R}} h(\Lambda_{t-}, u)\omega_2(dt, du).
\]

Rewrite (3.2) in the form: \( dX_t^{(i)} = b(X_t^{(i)}, i)dt + \sigma(X_t^{(i)}, i)d\omega_1(t) \).
Let \( \eta = \inf \{ t > 0; \Lambda_t \neq \Lambda_0 \} \). By the theory of jump process, if \( \Lambda_0 = i \), the distribution of \( \eta \) is exponential distribution with parameter \( q_i = \sum_{j \neq i} q_{ij} \). So \( \mathbb{P}(\eta > 0) = 1 \).

1° When \( \Lambda_0 = i \), we know that \( (X_t) \) coincides with \( (X_t^{(i)}) \) up to \( \eta \). For \( f \in \mathcal{B}_b(\mathbb{R}^d \times \mathcal{S}) \), by the strong Markov property, we obtain

\[
\begin{align*}
P_t f(x, i) &= \mathbb{E}_{x,i} \left[ 1_{0 < \eta < t} \mathbb{E}_{X_\eta, \Lambda_\eta} \left[ f(X_{t-\eta}, \Lambda_{t-\eta}) \right] \right] + \mathbb{E}_{x,i} \left[ 1_{\eta \geq t} f(X_t, \Lambda_t) \right] \\
&= \mathbb{E}_p \left[ 1_{0 < \eta < t} \mathbb{E}_{X_\eta^{(i)}, \Lambda_\eta} \left[ f(X_{t-\eta}, \Lambda_{t-\eta}) \right] \right] + \mathbb{E}_p \left[ 1_{\eta \geq t} f(X_t, i) \right] \quad \text{ (3.3)}
\end{align*}
\]

where \( g_s^{(k)}(x) := \mathbb{E}_{x,k} \left[ f(X_{t-s}, \Lambda_{t-s}) \right] \) for \( 0 < s < t, x \in \mathbb{R}^d, k \in \mathcal{S} \). Here, \( P_t^{(i)} \) denotes the semi-group corresponding to the process \( (X_t^{(i)}) \), i.e. \( P_t^{(i)} h(x) = \mathbb{E}_x [h(X_t^{(i)})] \) for bounded measurable function \( h \) on \( \mathbb{R}^d \). And \( P_t^{(i)} f(\cdot, i)(x) \) is equal to \( \mathbb{E}_{x} [f(X_t^{(i)}, i)] \) used in the previous equation. Clearly, \( x \mapsto g_s^{(k)}(x) \) is bounded measurable. Since for each \( i \in \mathcal{S}, (X_t^{(i)}) \) has strong Feller property, then \( x \mapsto P_s^{(i)} g_s^{(k)}(x) \) and \( x \mapsto P_t^{(i)} f(\cdot, i)(x) \) are all bounded continuous for every \( i, k \in \mathcal{S} \). By the dominated convergence theorem, we obtain that the function

\[
x \mapsto \mathbb{E}_{P_2} \left[ 1_{0 < \eta < t} P_t^{(i)} g_{\eta}^{(\Lambda_\eta)}(x) \right] + \mathbb{E}_{P_2} \left[ 1_{\eta \geq t} P_t^{(i)} f(\cdot, i)(x) \right] = P_t f(x, i)
\]

is continuous. Note that in previous argument the strong Feller property of \( P_t^{(i)} \) ensures that \( x \mapsto P_t f(x, i) \) is continuous for \( f \in \mathcal{B}_b(\mathbb{R}^d \times \mathcal{S}) \). This property will be used in next step. Therefore, the strong Feller property of \( (X_t, \Lambda_t) \) follows from the arbitrariness of \( f, t, \text{ and } (x, i) \).

2° Suppose \( X_0 = x_1 \) and \( \Lambda_0 = i \), and set \( \eta = \inf \{ t > 0; \Lambda_t \neq \Lambda_0 \} \). Since \( (X_t^{(i)}) \) has no strong Feller property, there exist \( t_1 > 0, \tilde{f} \in \mathcal{B}_b(\mathbb{R}^d) \) and \( x_1 \in \mathbb{R}^d \) so that \( x \mapsto P_{t_1}^{(i)} \tilde{f}(x) \) is not continuous at \( x_1 \). Define

\[
\tilde{f}(x, k) = \tilde{f}(x) \quad \text{ for any } x \in \mathbb{R}^d, k \in \mathcal{S}.
\]

Then, by noting \( P_2(\eta = t_1) = 0 \), we get

\[
P_{t_1} \tilde{f}(x, i) = \mathbb{E}_p \left[ 1_{\eta > t_1} \tilde{f}(X_{t_1}, \Lambda_{t_1}) \right] + \mathbb{E}_p \left[ 1_{\eta < t_1} \mathbb{E}_{X_\eta, \Lambda_\eta} \left[ \tilde{f}(X_{t_1-\eta}, \Lambda_{t_1-\eta}) \right] \right] = \mathbb{E}_{P_2} \left[ 1_{\eta > t_1} P_{t_1}^{(i)} \tilde{f}(x) \right] + \mathbb{E}_{P_2} \left[ 1_{\eta < t_1} P_{t_1}^{(i)} g_{\eta}^{(\Lambda_\eta)}(x) \right] =: I + II,
\]
where \( g_s^{(k)}(x) = \mathbb{E}_{x,k}[\bar{f}(X_{t_1-s}, \Lambda_{t_1-s})] \) for \( x \in \mathbb{R}^d, k \in \mathcal{S}, \) and \( 0 < s < t_1. \) By the right continuity of the paths of \((\Lambda_t)\), we know that \( \Lambda_{t_0} \in \Theta := \{j \in \mathcal{S}; q_{ij} > 0\}. \) By the assumption, \((X_t^{(j)})\) has strong Feller property for \( j \in \Theta. \) Using the deduction in the previous step, we have \( x \mapsto g_s^{(j)}(x) \) is continuous for each \( j \in \Theta. \) Hence part II is a continuous function for \( x \) due to the Feller property of \((X_t^{(i)})\). However, the first part I is not continuous at point \( x_1. \) In all, \( x \mapsto P_{t_i} \bar{f}(x,i) \) is not continuous at point \( x_1 \), which shows that \((X_t, \Lambda_t)\) doesn’t have strong Feller property. \( \Box \)

4 Dimension-free Harnack inequality

In this section, we shall establish dimension-free Harnack inequalities for state-independent regime-switching diffusion processes by using the coupling method. Then, these inequalities are applied to study the strong Feller property of RSDPs which could be time-inhomogeneous. Precisely, let \((X_t, \Lambda_t)\) be defined by

\[
dX_t = b(t, X_t, \Lambda_t)dt + \sigma(t, X_t, \Lambda_t)dW_t, \quad X_0 = x \in \mathbb{R}^d, (4.1)
\]

and \((\Lambda_t)\) is a \( \mathcal{Q} \)-process in \( \mathcal{S} = \{1, 2, \ldots , N\}, 2 \leq N \leq \infty \) satisfying

\[
\mathbb{P}(\Lambda_{t+\delta} = k|\Lambda_t = i) = \begin{cases} \frac{q_{ik}\delta + o(\delta)}{1 + q_{ii}\delta + o(\delta)}, & i \neq k, \\ \frac{q_{ii}\delta + o(\delta)}{1 + q_{ii}\delta + o(\delta)}, & i = k, \end{cases} \quad (4.2)
\]

for \( \delta > 0 \) small enough. \((\Lambda_t)\) is independent of \((W_t)\), and \((q_{ij})\) is conservative and irreducible. Associated with \((X_t, \Lambda_t)\), there is a family of Markov operators:

\[
P_t f(x,i) := \mathbb{E}_{x,i}[f(X_t, \Lambda_t)], \quad t \geq 0, \ (x,i) \in \mathbb{R}^d \times \mathcal{S}, \ f \in \mathcal{B}_b(\mathbb{R}^d \times \mathcal{S}).
\]

We collect the assumptions used below to establish Harnack inequality.

(H1) There exist \( u, \bar{u} \in \mathscr{U} \), defined by \( u(t) \), with \( u' \leq 0 \) and increasing functions \( C_i(t), \overline{C}_i(t) \in C(\mathbb{R}^d; \mathbb{R}_+), i \in \mathcal{S} \) such that for all \( t \geq 0 \) and \( x, y \in \mathbb{R}^d, i \in \mathcal{S}, \)

\[
\langle x - y, b(t, x, i) - b(t, y, i) \rangle + \frac{1}{2} \| \sigma(t, x, i) - \sigma(t, y, i) \|^2 \leq C_i(t) |x - y|^2 u(|x - y|^2)
\]

\[
\| \sigma(t, x, i) - \sigma(t, y, i) \|^2 \leq \overline{C}_i(t) |x - y|^2 \bar{u}(|x - y|^2).
\]

(H2) There exists a decreasing function \( \lambda \in C(\mathbb{R}^d; \mathbb{R}_+) \) such that \( |\sigma(t, x, i)y| \geq \lambda(t)|y|, \ t \geq 0, \ x, y \in \mathbb{R}^d, i \in \mathcal{S}. \)
Theorem 4.1 Assume that (H1), (H2) hold and there exists a constant $\alpha > 0$ such that $q_i \leq \alpha i$ for every $i \in S$. Suppose that

$$\sup_{t \geq 0, i \in S} \{ |b(t, 0, i)| + |\sigma(t, 0, i)| \} < \infty,$$

and for each $t > 0$,

$$0 \leq \inf_{i \in S} C_i(t) \leq \sup_{i \in S} C_i(t) < \infty. \quad (4.4)$$

1° For any initial point $(x, i)$, the SDE (4.1), (4.2) has a unique solution, and the solution is non-explosive.

2° If for some constant $\gamma > 0$,

$$\varphi(s) := \int_0^s u(r) \, dr \leq \gamma su(s)^2, \quad s \geq 0,$$

then for each $T > 0$ and strictly positive function $f \in \mathcal{B}_b(\mathbb{R}^d \times S)$,

$$P_T \log f(y, i) \leq \log P_T f(x, i) + E \left[ \frac{C_{\Lambda_T}(T)\varphi(|x - y|^2)}{\lambda(T)(1 - \exp(-2C_{\Lambda_T}(T)/\gamma))} \right]. \quad (4.6)$$

Proof. 1° The existence and uniqueness of solution for (4.1) and (4.2) can be proved by using Theorem 2.3. But here we would like to provide another proof by using the idea of [22] to stress the advantage caused by the state-independence of $(\Lambda_t)$. In the argument, we use the probability space $(\Omega, \mathbb{P}) = (\Omega_1 \times \Omega_2, \mathbb{P}_1 \times \mathbb{P}_2)$ constructed in Theorem 3.2. The existence of the Markov chain $(\Lambda_t)$ is well known (cf. [1]). By the path property of the jump process $(\Lambda_t)$, there exists a finite number of single jumps during any finite interval $[0, T]$ for almost every $\omega = (\omega_1, \omega_2) \in \Omega$. Hence, for $\mathbb{P}_2$-almost every $\omega_2 \in \Omega_2$, there exists a finite number $m = m(\omega_2) \in \mathbb{N}$ so that

$$0 = \tau_0 < \tau_1 < \ldots < \tau_m \leq T,$$

where $\tau_i = \inf\{ t > \tau_{i-1}; \Lambda_t \neq \Lambda_{\tau_{i-1}} \}, i \geq 1$. Note that by the construction of $(\Omega, \mathbb{P})$, $\tau_i$ depends only on $\omega_2 \in \Omega_2$ for each $i \geq 1$.

When $\Lambda_0 = i$, on the interval $[\tau_0, \tau_1)$, (4.1) is equivalent to the following SDE,

$$dX_t^{(i)} = b(t, X_t^{(i)}, i)dt + \sigma(t, X_t^{(i)}, i)dW_t, \quad X_0^{(i)} = x, \quad (4.7)$$

According to the theory of SDE without switching (see, for instance, [10] Theorem 2.1), (4.7) has a unique solution on $[\tau_0, \tau_1)$. So $(X_t, \Lambda_t) = (X_t^{(i)}, i)$ for $t \in [\tau_0, \tau_1)$. Set

$$(X_t, \Lambda_t) = \begin{cases} (X_t^{(i)}, i), & \tau_0 \leq t < \tau_1, \\ (X_{\tau_1}^{(i)}, \Lambda_{\tau_1}), & t = \tau_1. \end{cases}$$
Next, on the interval $[\tau_1, \tau_2)$, by the same reason as above, we have $(X_t, \Lambda_t) = (X_t^{(\Lambda_{\tau_1})}, \Lambda_{\tau_1})$, where $(X_t^{(\Lambda_{\tau_1})})$ is the unique solution of the following SDE

$$dX_t^{(\Lambda_{\tau_1})} = b(t, X_t^{(\Lambda_{\tau_1})}, \Lambda_{\tau_1})dt + \sigma(t, X_t^{(\Lambda_{\tau_1})}, \Lambda_{\tau_1})dW_t, \quad X_0 = X_{\tau_1}. \quad (4.8)$$

Set

$$(X_t, \Lambda_t) = \begin{cases} (X_t^{(\Lambda_{\tau_1})}, \Lambda_{\tau_1}), & \tau_1 \leq t < \tau_2, \\ (X_{\tau_2}, \Lambda_{\tau_2}), & t = \tau_2. \end{cases}$$

Repeating this procedure, we see that (4.1) has a unique solution on $[0, T]$.

Since $u$ is decreasing, the first inequality in (H1) with $y = 0$ implies that for $|x| \geq 1$

$$2\langle b(t,0,0), x \rangle + \|\sigma(t,0,i)\|^2 
\leq 2\langle b(t,0,0), x \rangle + \|\sigma(t,0,i)\|^2 + 2\|\sigma(t,0,i)\|\|\sigma(t,x,i)\| + C_i(t)|x|^2u(1).$$

The second inequality in (H1) with $y = 0$ implies that for $|x| \geq 1$

$$\|\sigma(t,x,i)\| \leq \|\sigma(t,0,i)\| + \sum_{k=1}^{[|x|]} \|\sigma(t,\frac{kx}{[|x|]}, i) - \sigma(t,\frac{(k-1)x}{[|x|]}, i)\|
\leq \|\sigma(t,0,i)\| + 2|x|\sqrt{\tilde{C}_i(t)}\tilde{u}(1),$$

where $[|x|]$ denotes the integer part of $|x|$. Invoking condition (4.3), Proposition 2.2 yields that $(X_t, \Lambda_t)$ is non-explosive.

2° Assume $(X_t, \Lambda_t)$ starts from $(x, i)$. Let $(Y_t)$ be the unique solution of (4.1) with $Y_0 = y$. Then

$$P_T \log f(y, i) = \mathbb{E}_P \log f(Y_T, \Lambda_T) = \mathbb{E}_{P_2} \left[ \mathbb{E}_{P_1} \left[ \log f(Y_T, \Lambda_T) \right] \right]. \quad (4.9)$$

By the independence of $(\Lambda_t)$ w.r.t. Brownian motion $(W_t)$, for almost every $\omega_2$, we can apply the Harnack inequality (see [10] Theorem 2.1) to the SDE

$$dX_t(\omega_1, \omega_2) = b(t, X_t(\omega_1, \omega_2), \Lambda_t(\omega_2))dt + \sigma(t, X_t(\omega_1, \omega_2), \Lambda_t(\omega_2))d\omega_1(t)$$

to yield that

$$\mathbb{E}_{P_1} \left[ \log f(Y_T, \Lambda_T) \right] 
\leq \log \mathbb{E}_{P_1} \left[ f(X_T, \Lambda_T) \right] + \frac{C_{\Lambda_T}(T)\varphi(|x-y|^2)}{\lambda(T)(1 - \exp \left( -2C_{\Lambda_T}(T)T/\gamma \right))}. \quad (4.10)$$
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Taking expectation w.r.t. $\mathbb{P}_2$ and using Jensen’s inequality, we get

$$P_T \log f(y, i)$$

$$\leq \log \mathbb{E}_f(X_T, \Lambda_T) + \mathbb{E}_{\mathbb{P}_2}\left[ \frac{C_{\Lambda_T}(T)\varphi(|x - y|^2)}{\lambda(T)(1 - \exp(-2C_{\Lambda_T}(T)/\gamma))}\right]$$

$$\leq \log P_T f(x, i) + \mathbb{E}\left[ \frac{C_{\Lambda_T}(T)\varphi(|x - y|^2)}{\lambda(T)(1 - \exp(-2C_{\Lambda_T}(T)/\gamma))}\right].$$

The proof of this theorem is complete.

\textbf{Corollary 4.2} Under the conditions of Theorem 4.1, the process $(X_t, \Lambda_t)$ has strong Feller property.

\textbf{Proof.} This is a standard application of Harnack inequality (4.6) (cf. [19]). For the convenience of the reader, we provide the proof. Let $f \in \mathcal{B}_b(\mathbb{R}^d \times \mathcal{S})$ be positive. Applying Harnack inequality (4.6) to $1 + \varepsilon f$ in place of $f$ for $\varepsilon > 0$, we obtain

$$P_T \log(1 + \varepsilon f)(y, i) \leq P_T(1 + \varepsilon f)(x, i) + \mathbb{E}\left[ \frac{C_{\Lambda_T}(T)\varphi(|x - y|^2)}{\lambda(T)(1 - \exp(-2C_{\Lambda_T}(T)/\gamma))}\right].$$

By a Taylor expansion, this yields

$$\log(1 + \varepsilon P_T f(y, i) + o(\varepsilon)$$

$$\leq \varepsilon P_T f(x, i) + o(\varepsilon) + \mathbb{E}\left[ \frac{C_{\Lambda_T}(T)\varphi(|x - y|^2)}{\lambda(T)(1 - \exp(-2C_{\Lambda_T}(T)/\gamma))}\right].$$

(4.11)

Letting $y \to x$, we get

$$\varepsilon \limsup_{y \to x} P_T f(y, i) \leq \varepsilon P_T f(x, i) + o(\varepsilon).$$

Thus,

$$P_T f(x, i) \geq \limsup_{y \to x} P_T f(y, i) \quad \forall x \in \mathbb{R}^d, i \in \mathcal{S}.$$  

On the other hand, letting $x \to y$ in (4.11), we get

$$P_T f(y, i) \leq \liminf_{x \to y} P_T f(x, i) \quad \forall y \in \mathbb{R}^d, i \in \mathcal{S}.$$  

Therefore, $x \mapsto P_T f(x, i)$ is continuous, moreover, $(x, i) \mapsto P_T f(x, i)$ is continuous due to the discrete topology of $\mathcal{S}$.  

\textbf{Remark 4.3} Compared with Theorem 3.1 Corollary 4.2 can deal with the strong Feller property of time-inhomogeneous RSDPs. Due to the difficulty in the construction of successful coupling processes for state-dependent RSDPs, we can establish the Harnack inequality and further prove the strong Feller property for state-independent RSDPs at present stage. The establishing of Harnack inequalities for state-dependent RSDPs is also important and left open.
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