Coexistence of the social semantic effect and non-semantic effect in the default mode network
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Abstract
Neuroimaging studies have found both semantic and non-semantic effects in the default mode network (DMN), leading to an intense debate on the role of the DMN in semantic processes. Four different views have been proposed: (1) the general semantic view holds that the DMN contains several hub regions supporting general semantic processes; (2) the non-semantic view holds that the semantic effects observed in the DMN (especially the ventral angular gyrus) are confounded by difficulty and do not reflect semantic processing per se; (3) the multifunction view holds that the same areas in the DMN can support both semantic and non-semantic functions; and (4) the multisystem view holds that the DMN contains multiple subnetworks supporting different aspects of semantic processes separately. Using an fMRI experiment, we found that in one of the subnetworks of the DMN, called the social semantic network, all areas showed social semantic activation and difficulty-induced deactivation. The distributions of two non-semantic effects, that is, difficulty-induced and task-induced deactivations, showed dissociation in the DMN. In the bilateral angular gyri, the ventral subdivisions showed social semantic activation independent of difficulty, while the dorsal subdivisions showed no semantic effect but difficulty-induced activation. Our findings provide two insights into the semantic and non-semantic functions of the DMN, which are consistent with both the multisystem and multifunction views: first, the same areas of the DMN can support both social semantic and non-semantic functions; second, similar to the multiple semantic effects of the DMN, the non-semantic effects also vary across its subsystems.
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Introduction
Semantic processing refers to the processing of meanings. It is central to many cognitive functions, such as language, reasoning, and problem-solving. Many neuroimaging studies have investigated brain activation during semantic processing. An important finding is that the brain areas activated during semantic processing largely overlap with the default mode network (DMN), a brain network that is characterized by high activity when individuals are left to think to themselves undisturbedly (Binder et al. 2009; Raichle et al. 2001; Smallwood et al. 2021; Wang et al. 2021). To explain the overlap between the DMN and the semantic network, Binder et al. (1999) proposed that semantic processing constitutes a large component of the cognitive activity occurring during the resting state. They examined this hypothesis by comparing brain activity during a resting state, a perceptual task, and a semantic retrieval task in an fMRI experiment. The DMN showed higher activation during the resting state than during the perceptual task but equal activation during the resting and semantic conditions, which is consistent with their hypothesis. Binder and Desai (2011) further proposed a neurobiological model of semantic processing, which assumes that the DMN contains several hub regions that combine semantic knowledge distributed in the sensory, motor, and emotional systems and supports general semantic processes. We refer to this view as the general semantic view of the DMN.
However, some later studies have indicated that the observed semantic effect in the DMN could be confounded by task difficulty. The core evidence of these studies comprises two domain-general effects observed in the DMN, which are difficulty-induced deactivation (difficult < easy) and task-induced deactivation (task < rest). In an fMRI study, Humphreys et al. (2015) investigated brain activation in several semantic and non-semantic tasks. They found that the core regions of the DMN, including the ventral angular gyrus (AG), posterior cingulate (PC), and medial frontal cortex, showed a task-induced deactivation effect (rest > task) in not only non-semantic tasks but also semantic ones. Humphreys et al. (2015) interpreted this finding as that when a neural region is not critical to task function it is deactivated. The same interpretation has been used to explain some well-known phenomenon, for example, the deactivation of auditory areas during visual processing. Humphreys et al. (2015) argued that this interpretation is consistent with the “limited-capacity” model of neural processing (Handy, 2000) and the hypothesis that there are online plasticity mechanisms to balance metabolic energy consumption against task performance (Attwell and Laughlin 2001). Humphreys et al. (2015) paid special attention to the ventral AG, which is viewed as a hub region of the semantic network by many researchers (Binder et al. 2009; Bonner et al. 2013; Lin et al. 2018a; Seghier et al. 2010). They found a negative correlation between ventral AG activation and reaction time (RT), indicating that activation of the ventral AG is sensitive to task difficulty. In a later study, Humphreys and Lambon Ralph (2017) further examined the difficulty effect in the DMN using a semantic task and a visuospatial task. They found a difficulty-induced deactivation effect (difficult < easy) in the ventral AG, PC, and medial frontal cortex in both tasks but found no semantic effect in these regions. Therefore, they proposed that the ventral AG is an automatic bottom-up domain-general buffer of active information, whose function is suppressed when tasks demand executive inputs from the frontoparietal network (Humphreys et al. 2021). More striking evidence has been reported by Graves et al. (2017). They found that the typical greater brain activation pattern to words than non-words during lexical decision, mainly overlapped with the DMN and often explained as the lexical semantic effect, can be flipped using low-frequency words that are more difficult to process than those typically used. Therefore, the activation of the DMN during lexical decision mainly reflects the difficulty effect rather than the semantic effect. Taken together, these observations lead to the non-semantic view of the DMN (Humphreys et al. 2015, 2021; Jackson et al. 2019), which holds that the semantic effects observed in most DMN regions are confounded by task difficulty and do not reflect semantic processing per se.

Mattheiss et al. (2018) investigated the semantic and non-semantic effects in the DMN using an fMRI experiment and proposed a third view for the DMN, which we refer to as the multifunction view of the DMN. In their experiment, Mattheiss et al. (2018) asked participants to perform a lexical decision task, in which the imageability of the word stimuli was manipulated. They replicated the finding of Graves et al. (2017) that the DMN showed a stronger activation to non-words than words. Using a multivariate analysis, they further found that most of the areas that showed a stronger activation to non-words than words in the study by Graves et al. (2017) contained sufficient information to distinguish high- from low-imageability words. Since the RT and accuracy were matched between the high- and low-imageability conditions, Mattheiss et al. (2018) proposed that the classification of high- and low-imageability words relied on semantic representation. Combining the difficulty effect reflected by the univariate results and the semantic effect reflected by the multivariate results, they concluded that the same areas in the DMN can support both semantic and non-semantic functions.

The last view regarding the function of the DMN in semantic processes holds that the DMN consists of multiple subnetworks that support different aspects of semantic processes separately (Huth et al. 2016; Lin et al. 2020). We refer to this view as the multisystem view of the DMN. Using a data-driven approach, Huth et al. (2016) modeled the impact of multiple semantic features on participants’ brain activation, while listening to narrative stories. They identified a semantic network whose activation could be reliably predicted by semantic features while listening to new stories. This semantic network consists mostly of areas of the DMN. Further analysis showed that most areas within the semantic network represent information about specific semantic domains or knowledge types, forming an intricate semantic atlas. Several distinct semantic areas were found in and around the AG, with some areas being selective for social concepts, while others were selective for numeric, visual, or tactile concepts. Similarly, Tamir et al. (2016) found functional dissociation within the DMN when reading fiction. Using fMRI, they found that the dorsal medial prefrontal cortex (DMPFC) subnetwork of the DMN responded preferentially to passages with social content, while the medial temporal lobe (MTL) subnetwork of the DMN responded preferentially to vivid passages. Two latter fMRI studies have demonstrated functional dissociation within the DMN using simpler and more controlled experimental tasks. Lin et al. (2018a) investigated the brain activations evoked by social and sensory-motor semantic information by manipulating the sociality and imageability of words in a word comprehension task. They found functional dissociation between DMN regions, with some regions being sensitive to the social meaning of words and some other regions being sensitive to the sensory-motor meaning of words. Later, using a semantic plausibility judgment task, Lin et al. (2020) further...
found that another set of regions, which also overlaps with the DMN, is sensitive to the semantic plausibility of phrases. Again, the AG and its surrounding areas showed complex functional dissociation, with the anterior dorsal part being sensitive to semantic plausibility, the anterior ventral part being sensitive to social semantic processing, the posterior part being sensitive to sensory-motor semantic processing, and the middle ventral part being sensitive to both social and sensory-motor semantic processing (Lin et al. 2020). In summary, these studies have collectively indicated that different parts of the DMN are sensitive to different aspects of semantic processing. Therefore, even if task difficulty can explain some of the previously observed semantic effects, it alone cannot explain all semantic effects that are associated with different parts of the DMN.

The relationship between semantic and non-semantic effects in the DMN remains unclear in several aspects. There is compelling evidence that the DMN contains multiple subnetworks that are sensitive to different aspects of semantic processing; however, it remains unclear whether and how each of the semantic subnetworks in the DMN is sensitive to non-semantic factors, such as task difficulty. It is also unclear whether specific types of semantic processing can selectively determine the polarity of the task effect (i.e., task-induced activation/deactivation) in each of these semantic subnetworks, which has been viewed as an important indicator of functional selectivity for semantic processing (Humphreys et al. 2015, 2021; Jackson et al. 2019).

The relationship between difficulty-induced deactivation and task-induced deactivation in the DMN, both considered as non-semantic effects, is also unclear. These two effects together formed the main evidence for the non-semantic view of the DMN; especially, in the ventral AG, they have both been interpreted according to automatic bottom-up buffering processes (Humphreys et al. 2015, 2021). However, although task-induced deactivation in the DMN has been robustly found across many tasks (Humphreys et al. 2015), it remains unclear whether difficulty-induced deactivation in the DMN is stable across multiple tasks. Using five fMRI experiments with 252 participants in total, Yarkoni et al. (2009) investigated the relationship between trial-by-trial differences in the RT and brain activation. A positive correlation between the RT and activation being consistent across experiments was observed in extensive brain regions in the task-positive network (TPN; Fox et al. 2005); however, no gray matter region showed a consistent negative correlation between the RT and activation across experiments. In addition, a recent study indicated that the two types of deactivation may have different distributions in the DMN. Using an fMRI experiment, Meyer and Collier (2020) investigated the effect of difficulty in social and non-social working memory tasks. The difficulty-induced deactivation effect was found only in the non-social working memory task and only in the DMPFC subnetwork of the DMN. Regarding the task effect, they found that the DMPFC subnetwork showed task-induced activation rather than deactivation, while the MTL and core subnetworks showed task-induced deactivation.

One way to clarify the relationships between the multiple semantic effects and non-semantic effects in the DMN is to investigate the semantic processes with distinctive neural correlates separately. Therefore, our study focused on social semantic processing, that is, the processing of meanings about the interaction or interrelationships between individuals. Brain activation associated with social semantic processing has been consistently found in a subset of DMN areas, using univariate analyses (Zhang et al. 2021; Arioli et al. 2021; Binney et al. 2016; Lin et al. 2015, 2018a, b, 2019, 2020; Zahn et al. 2007) and multivariate analyses (Thornton and Mitchell 2018). These areas include the bilateral anterior temporal lobe (ATL), temporoparietal junction (TPJ; overlapping with the ventral AG), DMPFC, and PC/precuneus, which are collectively referred to as the social semantic network (Lin et al. 2020; Zhang et al. 2021). We aimed to investigate the following three questions: first, can the social semantic effect and the difficulty effect collocate in the same areas of the DMN? Second, is the polarity of the task effect in the social semantic network selectively determined by social semantic processing? Third, do difficulty-induced deactivation and task-induced deactivation share the same neural correlates during social semantic processing?

To answer these questions, we conducted an fMRI experiment in which social semantic processing and task difficulty were manipulated. The neural correlates of the social semantic effect, difficulty effect (difficulty-induced activation and deactivation), and task effect (task-induced activation and deactivation) were examined together in this experiment. In addition, to examine the relationship between social semantic processing and the polarity of the task effect across multiple experimental tasks and stimuli, we also examined the results of five previous studies of social semantic processing (Lin et al. 2018a, b, 2019, 2020; Zhang et al. 2021).

Among the brain areas in the DMN, we paid special attention to the AG because its function in semantic and non-semantic processing is under an intense debate as introduced above. The AG is one of the core areas of the DMN, locating at the posterior part of the inferior parietal lobule. It is one of the major connector hubs linking different subsystems of the brain, having rich connectivities with the sensory and motor association areas as well as the multimodal areas in the frontal, parietal, and temporal lobes (Bonner et al. 2013; Seghier 2013; Uddin et al. 2010). The function of the AG is associated with a variety of cognitive domains, including language comprehension, episodic memory, mathematical processing, spatial cognition, and social cognition (Seghier 2013; Cabeza et al. 2012). During semantic processing, the AG has been found to be related with representing social,
sensory-motor, and event concepts (Binder and Desai 2011; Lin et al. 2018a), integrating elementary conceptual attributes represented in the modality-specific association cortices (Bonner et al. 2013; Fernandino et al. 2016), combining the word meanings in a phrase (Graessner et al. 2021; Price et al. 2015), integrating the word meanings in a sentence (Humphries et al. 2006; Pallier et al. 2011), and integrating the context and target information in a narrative (Branzi et al. 2021). Importantly, the AG is a structurally and functionally heterogeneous region (Caspers et al. 2006; Seghier 2013; Seghier et al. 2010; Uddin et al. 2010), which can at least partially account for its functional complexity. For example, Wilson-Mendenhall et al. (2013) found that the ventral AG is sensitive to mentalizing and concepts associated with social interaction, while the dorsal AG is sensitive to numerical cognition and concepts associated with arithmetic. On the other hand, it has also been found that the dorsal AG shows a greater response when difficulty is increased, whereas ventral AG shows the inverse pattern (Humphreys and Lambon Ralph 2017; Humphreys et al. 2021). Previous studies on the relationship between the semantic and difficulty effects have focused on general or sensory-motor semantic processing rather than social semantic processing (Humphreys et al. 2015; Humphreys and Lambon Ralph 2017; Mattheiss et al. 2018) and it has been found that the neural correlates of these semantic effects differ from those of social semantic processing in the AG (Lin et al. 2018a). Therefore, examining the relationship between the social semantic effect and difficulty effect in the AG can provide a new and important aspect of evidence on the roles of the subdivisions of the AG in semantic and non-semantic processes.

### Methods

#### Participants

In total, 24 healthy undergraduate and graduate students (14 women) participated in our fMRI experiment. The mean age of the participants was 21.7 years (SD = 2.6 years). All the participants were right-handed and native Chinese speakers. None of them had experienced psychiatric or neurological disorders or had sustained a head injury. Before the study began, all protocols and procedures were approved by the Institutional Review Board of the Magnetic Resonance Imaging Research Center of the Institute of Psychology of the Chinese Academy of Sciences. Each participant read and signed the informed consent form before the experiment.

#### Design and materials

In the fMRI experiment, we manipulated the social semantic richness (high/low) of the stimuli and the difficulty (high working memory load/low working memory load) of the tasks, resulting in four conditions [high social semantic richness and high working memory load (HSHL); high social semantic richness and low working memory load (HSLL); low social semantic richness and high working memory load (LSHL); and low social semantic richness and low working memory load (LSLL)].

The experimental materials were 32 high-social-semantic-richness and 32 low-social-semantic-richness narratives, with each narrative consisting of four sentences. All of the narratives were used in a previous study (Zhang et al. 2021), in which we detailed how the social semantic richness and control variables of the narratives were manipulated and controlled. In brief, each narrative contains a protagonist whose name was “刘梅” or “李军.” The high-social-semantic-richness narratives were always about the social interactions between the protagonist and other characters, while the low-social-semantic-richness narratives contained no social interaction. To confirm our manipulation of social semantic richness, we obtained the social semantic richness scores of the materials at both the narrative and sentence levels using two rating experiments (each recruiting 16 participants). The narrative- and sentence-level social semantic richness scores of the high-social-semantic-richness narratives were both significantly higher than those of the low-social-semantic-richness narratives (Table 1). In addition, we carefully matched a series of variables between the high- and low-social-semantic-richness narratives, which included the sentence- and narrative-level semantic plausibilities; coherence of narratives; number of words per narrative and per sentence; number of characters per narrative, per sentence, and per word; and word frequency (Table 1).

We used an n-back task to manipulate the task difficulty in the fMRI experiment. To this end, the stimuli were grouped into 16 high-social-semantic-richness blocks and 16 low-social-semantic-richness blocks, each of which contained two narratives. The two narratives of the same block always shared the same name of the protagonist and were presented sentence by sentence in an interlaced manner: the first two sentences were the starting sentences of the two narratives, and the remaining sentences were presented in a pseudorandom order, following one of four predefined structures (Table S1). In each block, the participants read the stimuli and made judgments by pressing buttons from the third sentence to the last sentence. In the easy condition, the participants were asked to judge whether the current sentence was of the same narrative as the preceding sentence (one-back task); in the difficult condition, the participants were asked to judge whether the current sentence was of the same narrative as the second preceding sentence (two-back task).

The n-back task used in this study had two advantages. First, identical stimuli can be used in both easy and difficult
In our task, manipulation of difficulty was independent of the stimuli. The participants needed to encode the meaning of every sentence they see and maintain the meaning of all sentences in their mind until the end of the block, regardless of the one-back task or the two-back task. Second, the n-back paradigm is a classic method for manipulating task difficulty. Therefore, our results can be easily compared with the findings of a large body of literature on task difficulty.

To ensure that the n-back task could be successfully performed, we conducted a rating experiment and two preliminary behavioral experiments before the fMRI experiment, each of which recruited 16 participants who did not participate in the fMRI experiment. In the rating experiment, we investigated the coherence of the sentence pairs to be judged in the fMRI task. The participants were asked to rate the extent to which the meanings of each pair of sentences were connected using 7-point scales (7 = very high and 1 = very low). As shown in Table S2, the within-narrative sentence pairs had much higher coherence scores than the between-narrative sentence pairs in all four experimental conditions, indicating that participants could successfully perceive the connection between the within-narrative sentence pairs and the disconnection between the between-narrative sentence pairs. We then conducted the first preliminary behavioral experiment to examine whether the contents of our stimuli can support correct responses in the n-back task. In contrast to the fMRI task, this preliminary experiment was conducted such that the stimuli of each block were presented in an accumulative manner, that is, during the presentation of the current sentence, while all of its preceding sentences of the same block could still be seen. The participants were asked to respond as accurately as possible without any time limit. The results are presented in Table S3. The mean accuracies for all conditions were higher than 90%. The working memory load significantly affected the accuracy ($z = 7.625, p < 0.001$) and RT ($t = 32.825, p < 0.001$). The social semantic effect and its interaction with the working conditions, avoiding potential confounding between difficulty and stimulus-related differences. In previous studies of the semantic and difficulty effects, easy and difficult semantic conditions were often associated with different types of stimuli (e.g., unambiguous words vs. ambiguous words). These stimuli differ not only in processing difficulty but also in semantic content and semantic richness. The participants needed to encode the meaning of every sentence they see and maintain the meaning of all sentences in their mind until the end of the block, regardless of the one-back task or the two-back task. Second, the n-back paradigm is a classic method for manipulating task difficulty. Therefore, our results can be easily compared with the findings of a large body of literature on task difficulty.

| Social semantic richness | Semantic plausibility | Log transferred word frequency | Number of characters per word | Number of words per narrative | Coherence |
|-------------------------|----------------------|------------------------------|-----------------------------|------------------------------|-----------|
| HS                      | 5.86 (0.42)          | 6.28 (0.56)                  | 6.71 (0.29)                 | 6.71 (0.17)                  | 6.72 (0.17) |
| LS                      | 1.36 (0.27)          | 6.41 (0.40)                  | 6.74 (0.23)                 | 6.74 (0.23)                  | 6.74 (0.23) |

Note. The variables were presented in the form of mean (standard deviation). The variables that were manipulated or controlled in the high- and low-social-semantic-richness narrative stimuli are listed in Table 1.

Table 1 Variables that were manipulated or controlled in the high- and low-social-semantic-richness narrative stimuli

| Variables that were manipulated or controlled in the high- and low-social-semantic-richness narrative stimuli |
|---------------------------------------------------------------|
| Condition labels: HS, LS                                      |

The social semantic effect and its interaction with the working conditions.
memory load were non-significant (social semantic effect on accuracy, $z = 0.125, p = 0.900$; social semantic effect on the RT, $t = 1.447, p = 0.158$; interaction effect on accuracy, $z = 1.082, p = 0.279$; interaction effect on the RT, $t = 1.162, p = 0.245$). According to the RT data of this preliminary experiment, we set the presentation time of the sentences to 5 s in the fMRI experiment, which was approximately 2 SD over the mean RT of the difficult (two-back) conditions.

The fMRI experiment consisted of four runs of 7 min and 6 s each. Each run included eight blocks, two for each condition. In the first 10 s of each run, the participants were shown a fixation. At the start of each block, a cue (“#1-back#” or “#2-back#”) was presented for 2 s to indicate the task requirements. The participants then read the eight sentences of each block sequentially. Each sentence was presented for 5 s, and from the third sentence to the last sentence of each block, they were asked to make a judgment by pressing buttons. The interblock intervals had a fixed duration of 10 s. All narratives were presented only once for each participant in either one- or two-back condition. The correspondence between the blocks and conditions and the order of the blocks were counterbalanced across runs and participants.

**Image acquisition and preprocessing**

Structural and functional data were collected using a GE Discovery MR750 3T scanner at the Magnetic Resonance Imaging Research Center of the Institute of Psychology of the Chinese Academy of Sciences. T1-weighted structural images were obtained using a spoiled gradient-recalled pulse sequence in 176 sagittal slices with 1.0-mm isotropic voxels. Functional blood-oxygenation-level-dependent data were collected using a gradient-echo echo-planar imaging sequence in 42 near-axial slices with 3.0-mm isotropic voxels (matrix size $= 64 \times 64$; repetition time $= 2000 \text{ ms}$; echo time $= 30 \text{ ms}$).

The fMRI data were preprocessed using the Statistical Parametric Mapping software (SPM12; http://www.fil.ion.ucl.ac.uk/spm/) and DPABI V3.0 (Yan et al. 2016). For the preprocessing of the task fMRI data, the first five volumes of each functional run were discarded to reach signal equilibrium. Slice timing and 3-D head motion correction were performed. Subsequently, a mean functional image was obtained for each participant, and the structural image of each participant was coregistered to the mean functional image. Thereafter, the structural image was segmented using a unified segmentation module (Ashburner and Friston 2005). Next, a custom, study-specific template was generated by applying diffeomorphic anatomical registration through exponentiated Lie algebra (Ashburner 2007). The parameters obtained during segmentation were used to normalize the functional images of each participant into the Montreal Neurological Institute space by applying the deformation field estimated by segmentation. The functional images were subsequently spatially smoothed using a 6-mm full-width-half-maximum Gaussian kernel.

**Data analysis**

**Behavioral data analyses**

For each participant and each condition, we removed the RT measures that either corresponded to incorrect responses or were 3 SDs from the mean of the corresponding subset. To analyze the RTs, we fitted a linear mixed model to raw RT data using the lme4 package in R. The model included fixed effects for social semantic richness (high, low), working memory load (high, low), and an interaction item (social semantic richness by working memory load). For the random effects, the participant, block, and position of the sentence in each block were included as random factors. Since including any random slope could lead to convergence failures, the model was built with only a random intercept. For each of the three fixed effects, its statistical significance was assessed using the Satterthwaite approximation for degrees of freedom from the lmerTest R package (Kuznetsova et al. 2017), and we reported the corresponding $t$ values and $p$ values. For accuracy, we fitted a generalized linear mixed model with a binary distribution. For the fixed and random effects, the model was built in the same manner as in the analysis of the RTs. In the statistical analyses, we reported the $z$ values and corresponding $p$ values for each of the fixed effects.

**fMRI data analyses**

**Whole-brain analysis**

Statistical analyses of the task fMRI data were conducted according to two-level, mixed-effects models implemented in SPM12. Since brain activation during the processing of a narrative can vary considerably (Lin et al. 2018b; Xu et al. 2005), we modeled the BOLD signals of the stimuli sentence according to two-level, mixed-effects models implemented in SPM12. Since brain activation during the processing of a narrative can vary considerably (Lin et al. 2018b; Xu et al. 2005), we modeled the BOLD signals of the stimuli sentence by sentence. Therefore, at the first level, a generalized linear model was built by including 32 covariates of interest, corresponding to the eight sentences of each block for the four experimental conditions. The six head motion parameters obtained via head motion correction were included as nuisance regressors. A high-pass filter (128 s) was used to remove low-frequency signal drift. After the estimation of the model parameters, participant-specific statistical maps were generated. Since the participants only needed to respond to the last six sentences of each block, we only focused on the last six covariates of each condition. The beta maps of the last six covariates of each condition were averaged into a mean beta-map, resulting in a single beta-map for each condition. These participant-specific statistical
maps were then entered into a second-level random-effects analysis, in which a flexible factorial design was applied to accommodate a 2 × 2 within-subject design. The social semantic activation effect and difficulty effect, as well as their interaction, were examined. Multiple comparison corrections of the whole-brain analysis results were conducted using cluster-level FWE correction (p < 0.05) as implemented in SPM12 (voxel-wise p < 0.001).

ROI analysis

Three sets of regions of interest (ROIs) were defined for targeted analysis of our research questions. The first set of ROIs consisted of the component regions of the task-defined social semantic network (Fig. 1a). We used the ROIs identified by Lin et al. (2019). To localize the social semantic network, Lin et al. (2019) asked participants to perform a semantic relatedness judgment task on verb pairs. The verb pairs were either rich or poor in their social semantic information. The comparison between the high- and low-social-semantic-richness verb pairs revealed six clusters corresponding to the six classic component regions of the social semantic network. Each cluster was defined as an ROI. We used the ROIs obtained by Lin et al. (2019) for two reasons. First, Lin et al. (2019) localized the social semantic network using a classic semantic comprehension task (i.e., semantic relatedness judgment for word pairs), controlling for non-social semantic activation and the effects of several lexical semantic variables. Second, Lin et al. (2019) used the same MRI scanner, scanning parameters, and data analysis procedures used in our study, making the brain locations in the two studies highly comparable. In addition to the ROIs identified by Lin et al. (2019), we also used a Neurosynth-based social semantic network as a supplementary large-scale ROI to examine the robustness of our results in the social semantic network (Fig. S1a). Zhang et al. (2021) defined the social semantic network as the overlap between the results of two Neurosynth-based meta-analyses, using “social” and “semantic” as the key terms (and using the default settings of the Neurosynth: association test; false discovery rate criterion of 0.01). This method, as the authors argued, is based on two assumptions: first, social semantic processing is a fundamental cognitive component for most social cognitive tasks; second, social semantic representation is a basic type of semantic representation that should be activated in a considerable proportion of semantic studies. Zhang et al. (2021) found that this method revealed a set of brain regions that is highly similar to the finding of the well-controlled experimental studies on social semantic processing, which indicates that the social semantic network is located at the junction of the semantic and social networks, serving as a component of both of them. We used this
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**Fig. 1** ROIs used in our study. a ROIs of the social semantic network identified by Lin et al. (2019) using a word comprehension task. b ROIs of the Neurosynth-based functional subdivisions of the bilateral AG (2-cluster parcellation). c ROIs of the three resting-state sub-networks of the DMN (Yeo et al. 2011). ROI region of interest, AG angular gyrus, DMN default mode network
method as a supplementary way to define the social semantic network because it was based on a very large dataset (1302 social studies and 1031 semantic studies), which can better indicate the generalizability of our finding to the research on social cognition and semantic processing. Note that the original network defined by Zhang et al. (2021) contains a few unconnected voxels and we retained only the clusters that contain more than 10 voxels in the ROI.

The second set of ROIs consisted of the functional subdivisions of the bilateral AG (Fig. 1b). We defined the AG by merging the AG areas of two frequently used atlases, that is, the AAL and Harvard–Oxford atlases. We then conducted a Neurosynth-based functional parcellation analysis of the AG (de la Vega et al. 2018; Hung et al. 2020). A coactivation matrix between each voxel in the bilateral AG and that in the rest of the brain was obtained using the Neurosynth database and was then applied with k-means clustering to group the AG into 2–10 clusters. The ideal number of clusters was selected on the basis of the highest silhouette score (Fig. S2), resulting in two functional subdivisions along the dorsal–ventral axis for the bilateral AG. In addition, because the silhouette score of the 4-cluster parcellation was higher than the scores of the 3- and 5-cluster parcellations, we also used the 4-cluster parcellation of the AG as a set of supplementary ROIs to inspect the result patterns. This supplementary parcellation separates the dorsal AG into a mediadorsal cluster and a laterodorsal cluster, and the ventral AG into a dorsoventral cluster and a ventroventral cluster (Fig. S1b). For both the 2- and 4-cluster parcellations of the bilateral AG, we separated each of the bilaterally distributed clusters into left and right parts, resulting in four and eight ROIs, respectively.

The last set of ROIs consisted of the three resting-state subnetworks of the DMN (Fig. 1c), namely the core subnetwork, DMPFC subnetwork, and MTL subnetwork (Andrews-Hanna et al. 2010; Yeo et al. 2011). Previous studies have indicated that the cortical distributions of the social semantic, difficulty, and task effects are all associated with resting-state functional organizations in the brain (Humphreys & Lambon Ralph 2017; Lin et al. 2018a; Meyer and Collier 2020; Smallwood et al. 2021; Tamir et al. 2016). Therefore, exploring the result patterns in the resting-state subnetworks of the DMN can help us to further understand how these effects are distributed in the DMN. We defined this set of ROIs based on the 17 resting-state networks identified by Yeo et al. (2011).

As in the whole-brain analysis, the ROI analysis of the experimental data of our study also focused on the third to eighth covariates of each condition. The voxel-based beta values of each covariate obtained in the first-level analysis were averaged for each ROI. For each ROI, we fitted a linear mixed model to the beta values of the ROI using the lme4 package in R. The model included four fixed effects: three fixed slopes for social semantic richness (high/low) and difficulty (high working memory load/low working memory load) and their interaction (social semantic richness by working memory load) and a fixed intercept for the task effect. The participant and the position of the sentence in the block were included as random factors. Since including any random slope could lead to convergence failures, the model was built with only a random intercept. For each of the four fixed effects, we assessed its statistical significance using the Satterthwaite approximation for degrees of freedom from the lmerTest R package (Kuznetsova et al. 2017) and reported corresponding b values, SE, and t values.

We further inspected the data of five previous studies (Lin et al. 2018a, b, 2019, 2020; Zhang et al. 2021) in the same sets of ROIs. An overview of these studies is shown in Table 2. The data acquisition parameters and preprocessing procedures of these studies were the same as those used in our study. For all five studies, we set the high- and low-social-semantic-richness conditions of the original designs as the target and control conditions, respectively, and examined the social semantic effect using a paired t test and the polarity of the task effect in both high- and low-social-semantic-richness conditions using a one-sample t test.

For all the results of the ROI analysis, we conducted Bonferroni correction to adjust multiple comparisons in each set of ROIs (e.g., the six ROIs of the social semantic network), in which the significance level is divided by the number of ROIs.

Results

Behavioral results

Across the four conditions, the mean (SD) RT was 1834 (391) ms. For each condition, the mean (SD) RTs were 1992 (427) ms for HSHL, 1726 (325) ms for HSLL, 1926 (349) ms for LSHL, and 1691 (393) ms for LSLL. We found the main effect of difficulty (t = 13.239, df = 4087.780, p < 0.001), wherein the RT was shorter in the low working-memory-load condition. The main effect of social semantic richness was non-significant (t = −1.160, df = 29.830, p = 0.255), and there was no interaction between social semantic richness and working memory load (t = −0.551, df = 4086.700, p = 0.582).

The mean (SD) accuracy across the four conditions was 90.6% (9.01%). For each condition, the mean (SD) accuracies were 87.6% (9.4%) for HSHL, 93.7% (8.2%) for HSLL, 88.3% (9.4%) for LSHL, and 93.1% (7.9%) for LSLL. We found the main effect of difficulty (z = −6.46, p < 0.001), wherein the participants responded with a higher accuracy for the low working-memory-load condition. The main effect of social semantic richness was not significant (z = −0.16,
Table 2  Overview of the five previous studies included in the ROI analysis

| Study                  | Number of participants | Tasks                          | Stimulus type                  | Example trial                                                                 |
|------------------------|------------------------|-------------------------------|-------------------------------|-------------------------------------------------------------------------------|
| Lin et al. (2018a)     | 19                     | Semantic relatedness judgment | High-imageability verb        | “Kiss–Embrace”  “Run–Walk”                                                   |
|                        |                        |                               | Low-imageability verb         | “Adore–Admire”  “Remember–Forget”                                             |
| Lin et al. (2019)      | 20                     | Semantic relatedness judgment | Object noun                   | “Textbook–Blackboard”  “Sheet–Pillow”                                         |
| Lin et al. (2020)      | 20                     | Plausibility judgment         | High-plausibility phrase      | “To detain suspects”  “To sharpen a knife”                                    |
|                        |                        |                               | Low-plausibility phrase       | “To detain greeting cards”  “To sharpen cotton”                                |
| Zhang et al. (2021)    | 33                     | Silent reading                | Narrative                      | “Liu Mei and her friends were going to Tiananmen Square.  Her friend planned to set out at 3 a.m.  Liu Mei said it did not have to be so early.  Finally they set out at 4:30 a.m.” |
|                        |                        |                               | Unconnected sentences         | “Liu Mei asked her sister for help. The new roommate was kind and clean. Liu Mei promised her customers discounts. Liu Mei learned a lot about Chinese chess.” |
|                        |                        |                               | Wordlists                     | “Liu-Mei Receive College Together Chess Young/Teacher Walk Situation Tutor Admir Learn/Coquetry Liu-Mei Naughty Teach Visit Promise/Self Liu-Mei Teacher Refusion Go Plan” |
| Lin et al. (2018b)     | 39                     | Reading comprehension         | Narrative beginning           | “Li Ming and Xiao Fang searched the house for their keys with no luck.”        |
|                        |                        |                               | Narrative ending               | “Suddenly Li Ming noticed the keys behind the sofa.”                           |
|                        |                        |                               |                               | “A volcano erupted on a Caribbean island three months ago.”                    |
|                        |                        |                               |                               | “Satellite photographs show the island as it was before the eruption.”         |
$p = 0.874)$, and there was no interaction between social semantic richness and working memory load ($\varepsilon = 0.82$, $p = 0.413$).

**FMRI results**

**Whole-brain analysis results**

The results of the whole-brain analysis are shown in Fig. 2 and Table 3. Social semantic activation (high social semantic richness > low social semantic richness) was found in the bilateral temporal lobe, extending from the ATL to the TPJ, DMPFC, PC, left orbitofrontal cortex, and ventromedial prefrontal cortex. A reversed social semantic effect (low > high) was found in the bilateral frontal pole and left orbitofrontal cortex. These results coincide with the findings of previous studies of social semantic processing (Contreras et al. 2012; Lin et al. 2018b; Zhang et al. 2021).

Difficulty-induced activation (high working memory load > low working memory load) was found in the frontoparietal multiple-demand network (Duncan 2010), reflecting the classic finding of the working memory load effect. However, difficulty-induced deactivation was only found in a few brain regions, including the postcentral lobe, PC, right occipital pole, and right supramarginal gyrus. No overlap or interaction was found between the social semantic richness and difficulty effects in the whole-brain analysis.

Task-induced activation and deactivation, mainly distributed in the TPN and DMN, respectively, were in agreement with the classic finding of the task effect. Task-induced activation was also observed in the left lateral temporal cortex. Notably, we did not find task-induced deactivation in the AG, as in some previous studies (e.g., Humphreys et al. 2015).

**ROI analysis results**

**Can the social semantic effect and difficulty effect collocate in the same areas of the DMN?**

To answer this question, we analyzed the social semantic and difficulty effects and their interaction in the ROIs of the social semantic network and in the functional subdivisions of the bilateral AG.

In the social semantic network, all ROIs showed social semantic activation and difficulty-induced deactivation...
(Table 4). No ROI showed an interaction between social semantic richness and difficulty. We further inspected the homogeneity of the result patterns within each ROI. The result patterns for both social and difficulty effects were highly homogeneous within each ROI (Fig. S3). The results using the Neurosynth-based social semantic network reflected the same pattern (Table S4). These results indicate that independent social semantic activation and difficulty-induced deactivation reliably coexist in the entire social semantic network and together modulate its activation. For the Neurosynth-based functional subdivisions of the AG, when using the 2-cluster parcellation, the bilateral dorsal AG showed a strong difficulty-induced activation (difficult > easy; Table 4), which coincides with the findings of previous studies (Humphreys and Lambon Ralph 2017); meanwhile, the bilateral ventral AG, which partially overlaps with the TPJ regions of the social semantic network, showed a strong social semantic activation (high social semantic richness > low social semantic richness; Table 4). When using the 4-cluster parcellation, we found basically the same
Table 4 ROI analysis results

| ROI | Contrast                                      | Beta (SE)     | df  | t     | Beta (SE)     | df  | t     | Beta (SE)     | df  | t     |
|-----|----------------------------------------------|---------------|-----|-------|---------------|-----|-------|---------------|-----|-------|
|     | Social semantic effect: HSHL + HSLL – LSHL – LSLL |               |     |       |               |     |       |               |     |       |
| LATL |                                             | 0.342 (0.019) | 544 | 18.288***+ | −0.082 (0.019) | 544 | −4.356***+ | −0.028 (0.037) | 544 | −0.736 |
| RATL |                                             | 0.335 (0.022) | 544 | 15.432***+ | −0.110 (0.022) | 544 | −5.072***+ | −0.004 (0.043) | 544 | −0.100 |
| LDMPC |                                            | 0.368 (0.035) | 544 | 10.415***+ | −0.192 (0.035) | 544 | −5.425***+ | −0.087 (0.071) | 544 | −1.229 |
| RTPJ |                                             | 0.375 (0.034) | 544 | 11.083***+ | −0.133 (0.034) | 544 | −3.926***+ | −0.123 (0.068) | 544 | −1.818 |
| PC   |                                             | 0.411 (0.032) | 544 | 12.952***+ | −0.107 (0.032) | 544 | −3.65***+  | −0.108 (0.063) | 544 | −1.702 |
|       | ROIs of the social semantic network          |               |     |       |               |     |       |               |     |       |
| LATL |                                             | −0.014 (0.030) | 544 | −0.488 | 0.368 (0.030) | 544 | 12.449***+ | 0.068 (0.059) | 544 | 1.154 |
| RATL |                                             | −0.013 (0.030) | 544 | −0.435 | 0.319 (0.030) | 544 | 10.498***+ | 0.076 (0.061) | 544 | 1.249 |
| LDMPC |                                            | 0.209 (0.027) | 544 | 7.796***+ | 0.051 (0.027) | 544 | 1.913     | −0.046 (0.054) | 544 | −0.852 |
| RTPJ |                                             | 0.133 (0.023) | 544 | 5.802***+ | 0.007 (0.023) | 544 | 0.327     | −0.037 (0.046) | 544 | −0.803 |
| PC   |                                             | −0.014 (0.030) | 544 | −0.488 | 0.368 (0.030) | 544 | 12.449***+ | 0.068 (0.059) | 544 | 1.154 |
|       | ROIs of the bilateral AG                    |               |     |       |               |     |       |               |     |       |
| Left dorsal AG |                                     | −0.014 (0.030) | 544 | −0.488 | 0.368 (0.030) | 544 | 12.449***+ | 0.068 (0.059) | 544 | 1.154 |
| Right dorsal AG |                                   | −0.013 (0.030) | 544 | −0.435 | 0.319 (0.030) | 544 | 10.498***+ | 0.076 (0.061) | 544 | 1.249 |
| Left ventral AG |                                   | 0.209 (0.027) | 544 | 7.796***+ | 0.051 (0.027) | 544 | 1.913     | −0.046 (0.054) | 544 | −0.852 |
| Right ventral AG |                                | 0.133 (0.023) | 544 | 5.802***+ | 0.007 (0.023) | 544 | 0.327     | −0.037 (0.046) | 544 | −0.803 |
|       | Three subnetworks within the DMN            |               |     |       |               |     |       |               |     |       |
| DMN core |                                     | 0.146 (0.022) | 544 | 6.758***+ | −0.033 (0.022) | 544 | −1.519     | −0.069 (0.043) | 544 | −1.609 |
| DMN DMPFC |                                   | 0.175 (0.020) | 544 | 8.686***+ | −0.042 (0.020) | 544 | −2.094*    | −0.055 (0.040) | 544 | −1.362 |
| DMN MTL |                                     | 0.060 (0.020) | 544 | 2.953***+ | −0.031 (0.020) | 544 | −1.527     | −0.087 (0.041) | 544 | −2.132* |
|       | Task effect: HSHL + HSLL + LSHL + LSLL     |               |     |       |               |     |       |               |     |       |

Note. *p < 0.05; **p < 0.01; ***p < 0.001. †t values surviving the Bonferroni correction in which the significance level is divided by the number of ROIs (for ROIs of the social semantic network, N = 6; for ROIs of the bilateral AG, N = 4; for the three subnetworks within DMN, N = 3).

Condition labels: HSHL high social semantic richness and high working memory load, HSLL high social semantic richness and low working memory load, LSHL low social semantic richness and high working memory load, LSLL low social semantic richness and low working memory load. ROI labels: LATL left anterior temporal lobe, RATL right anterior temporal lobe, LDMPC left dorsal medial prefrontal cortex, LTPJ left temporoparietal junction, RTPJ right temporoparietal junction, PC posterior cingulate, AG angular gyrus, DMN core the core subnetwork of the default mode network, DMN DMPFC the dorsal medial prefrontal cortex subnetwork of the default mode network, DMN MTL the medial temporal lobe subnetwork of the default mode network.
results as when using the 2-cluster parcellation: both the mediodorsal and laterodorsal AG showed a strong difficulty-induced activation; both the dorsoventral and ventroventral AG showed a strong social semantic activation (Table S4). An additional finding is that when the ventral AG is separated into more fine-gained functional subdivisions, the subdivisions showed sensitivity to task difficulty: the bilateral dorsoventral AG showed difficulty-induced activation while the right ventroventral AG showed difficulty-induced deactivation (Table S4). Again, we did not find any interaction effect between social semantic processing and difficulty in any ROI. Therefore, the social semantic activation observed in the AG was also independent of the difficulty effect, and it coexisted with difficulty-induced activation as well as difficulty-induced deactivation in the fine-gained functional subdivisions of the ventral AG.

Is the polarity of the task effect in the social semantic network selectively determined by social semantic processing?

To answer this question, we inspected the results of our study and five previous studies that included high- and low-social-semantic-richness conditions. In total, 12 independent contrasts between high- and low-social-semantic-richness conditions using different types of stimuli (e.g., verbs, nouns, phrases, word lists, sentences, and narratives) were included, resulting in 72 independent data points (12 contrasts × 6 ROIs of the social semantic network).

We first inspected the social semantic effect (high > low) in each contrast and ROI. As shown in Fig. 3, significant social semantic effects were observed in all contrasts in the left ATL (LATL); in 11 of the 12 contrasts in the right ATL, left DMPFC (LDMFPC), and left TPJ; in 10 of the 12 contrasts in the right TPJ; and in 8 of the 12 contrasts in the PC. In total, 63 of the 72 data points revealed the social semantic effect, with no data points showing a reverse effect or trend (high < low). These results indicate a strong impact of social semantic processing on the activation of target ROIs.

If social semantic processing selectively determines the polarity of the task effect in the social semantic network, then only the high-social-semantic-richness condition should evoke significant positive activation in it. However, only 23 of the 72 data points fulfilled this pattern. As shown in Fig. 3, in addition to social semantic processing, the locations of the ROIs also seemed to have a strong impact on the polarity of the task effect. In the bilateral ATL, where most of the high-social-semantic-richness conditions evoked a positive activation, the low-social-semantic-richness conditions also evoked a significant positive activation in about half of the data points; in contrast, neither the high-social-semantic-richness conditions nor the low-social-semantic-richness conditions evoked any significant positive activation in the PC. Another factor that seems to modulate the polarity of the task effect is the stimulus type. As shown in Fig. 3, the tasks using sentences or narratives as stimuli were more likely to yield positive task effects and less likely to yield negative task effects than those using words or phrases in the bilateral ATL and TPJ.

In summary, the polarity of the task effect in the social semantic network seems to be determined by multiple factors rather than by social semantic processing alone.

Do difficulty-induced deactivation and task-induced deactivation share the same neural correlates during social semantic processing?

To answer this question, we compared the neural correlates of difficulty-induced deactivation and task-induced deactivation across the ROIs of the social semantic network, across the functional subdivisions of the AG, and across the three resting-state subnetworks of the DMN.

In the social semantic network, although all ROIs showed significant difficulty-induced deactivation, only two of them (LDMFPC and PC) showed significant task-induced deactivation, and the LATL showed a reverse pattern, that is, significant task-induced activation (Table 4). For the Neurosynth-based functional subdivisions of the AG, when using the 2-cluster parcellation, we found neither type of deactivation effect (Table 4); when using the 4-cluster parcellation, we found the right dorsoventral AG showing task-induced deactivation (but together with difficulty-induced activation) and the right ventroventral AG showing difficulty-induced deactivation (Table S4).

Among the three resting-state subnetworks of the DMN, task-induced deactivation was found in the core and MTL subnetworks, while difficulty-induced deactivation was found in the DMPFC subnetwork. To further inspect the task effect in the three subnetworks of the DMN, we analyzed the task effect in the five previous studies of social semantic processing (Fig. S4). The most stable task-induced deactivation effect was observed in the core subnetwork (significant in 10 of the 12 high-social-semantic-richness conditions and in 11 of the 12 low-social-semantic-richness conditions). The MTL subnetwork also showed a task-induced deactivation effect in most of the data points but occasionally showed the reverse pattern (task-induced activation). The DMPFC subnetwork, which showed the most robust social semantic activation among the three subnetworks, did not show significant task-induced deactivation in any study, even for the low-social-semantic-richness conditions. It showed a significant positive task effect in 8 of the 12 high-social-semantic-richness conditions and in 4 of the 12 low-social-semantic-richness conditions.

In summary, the results of the ROI analysis indicate that although the neural correlates of difficulty-induced
deactivation and task-induced deactivation overlap in some parts of the DMN (e.g., LDMPFC and PC), they still have considerable dissociation, especially across the three resting-state subnetworks: difficulty-induced deactivation was mainly found in the DMPFC subnetwork, while task-induced deactivation was mainly found in the core and MTL subnetworks.

Discussion

To investigate the social semantic and non-semantic effects in the DMN, we conducted an fMRI experiment in which we manipulated both social semantic processes and task difficulty. Several interesting findings were obtained. First, in a subnetwork of the DMN, called the social semantic network, all areas showed independent social semantic activation and difficulty-induced deactivation. Second, the distribution of difficulty-induced deactivation and task-induced deactivation showed considerable dissociation in the DMN, especially across the three resting-state subnetworks of the DMN. Third, in the bilateral angular gyri, the ventral subdivisions showed social semantic activation independent of difficulty, while the dorsal subdivisions showed no semantic effect but difficulty-induced activation. Taken together, these findings provide two insights into the semantic and non-semantic functions of the DMN: first, the same areas of the DMN can support both social semantic and non-semantic functions; second, similar to the multiple semantic effects of the DMN, non-semantic effects also vary across the subsystems of the DMN.

A novel and important finding of our study is the coexistence of the social semantic effect and difficulty effect in the same set of DMN areas, which provides new evidence for the multifunctional view of the DMN. In comparison with the study by Mattheiss et al. (2018), our study expanded our knowledge of the multifunctional nature of the DMN from two new aspects. First, in comparison with the imageability effect studied by Mattheiss et al. 2018, the social semantic effect reflects a different aspect of semantic processes and is located in a different subnetwork of the DMN (Lin et al. 2018a; Tamir et al. 2016). Therefore, considering the findings of Mattheiss et al. (2018) and our study, the coexistence between the semantic and difficulty effects can occur in different types of semantic processes and in different subnetworks of the DMN. Second, Mattheiss et al. (2018) detected the semantic and difficulty effects using multivariate and univariate measurements, respectively; for the first time, our study demonstrated co-located semantic activation and difficulty-induced deactivation in the same areas of the DMN using the same univariate measurement.

Another important finding of this study is that two non-semantic effects, that is, difficulty-induced deactivation and task-induced deactivation, have considerable differences in their distributions, especially across the three resting-state subnetworks of the DMN. Difficulty-induced deactivation was mainly found in the DMPFC subnetwork; task-induced deactivation was mainly found in the core and MTL subnetworks. The dissociation of the two deactivation effects across the three resting-state subnetworks in our study is very similar to the findings of Meyer and Collier (2020), indicating that this dissociation is replicable. These results indicate that the two deactivation effects in the DMN have at least partially different functional locations and origins. They also indicate that the multisystem nature of the DMN modulates not only the organization of semantic functions in the DMN but also the organization of non-semantic functions.

Our results shed new light on the function of the AG in semantic and non-semantic processes. We found independent social semantic and difficulty effects in the AG, both of which revealed a dorsal–ventral distinction. The ventral AG showed a strong social semantic effect, as found in several previous studies (Lin et al. 2018a, 2020; Wilson-Mendenhall et al. 2013; Zhang et al. 2021), while the dorsal AG did not show sensitivity to social semantic processing. The dorsal AG, which locates at the junction of the DMN and the multiple-demand network, showed difficulty-induced activation (difficult > easy), while the ventral AG as a whole (according to the 2-cluster parcellation) did not show sensitivity to task difficulty (Table 4). These dorsal–ventral differences in the AG are consistent with the previous finding that the ventral AG is mainly associated with social and language processing, while the dorsal AG and its adjacent parietal areas are mainly associated with domain-general functions such as attention, working memory, and executive control (Bzdok et al. 2016). The robust social semantic activation in the ventral AG can potentially provide a unified explanation for the engagement of this area in a variety of language and social cognitive tasks, such as sentence processing tasks, narrative comprehension tasks, false-belief reasoning tasks, and trait judgment tasks (Binder et al. 2009; Bzdok et al. 2016; Mar 2011; Schurz et al. 2021), because the typical stimuli presented in these tasks are often rich in social semantic
information. Interestingly, when separating the ventral AG into more fine-gained functional subdivisions, we found difficulty-induced activation in the dorsoventral AG and difficulty-induced deactivation in the ventroventral AG, which were both independent of the effect of social semantic processing (Table S4 and Fig. S3). Again, the results observed in the ventral AG are consistent with the multisystem and multifunction views of the DMN: the reverse difficulty effects in different subdivisions of the ventral AG indicate the multisystem nature of this area, while the co-located and independent social-semantic and difficulty effects indicate the multifunctional nature of this area. In addition, the reverse difficulty effects observed in the dorsal and very ventral parts of the AG is also consistent with the view that different subdivisions of the AG are implicated in executive and automatic processing, respectively (Humphreys et al. 2015; Humphreys and Lambon Ralph 2017).

Our results also indicate that the polarity of the task effect in the social semantic network is determined by multiple factors, which is also consistent with the multifunction view of the DMN. Our results indicate that in addition to social semantic processing, the task effect in the social semantic network is also affected by the location and stimulus type. The location effect seems to be related to the task-irrelevant organizations of the DMN: the ATL and DMPFC, which are located within the DMPFC subnetwork, were more likely to show a positive activation than other areas; the PC, which is located in the core subnetwork, did not show a significant positive activation in any experiment (Fig. 3). The stimulus-type effect is related to the linguistic hierarchy of the stimuli. In comparison with words and phrases, sentences and narratives evoked more positive activations and fewer deactivations in the social semantic network (Fig. 3). This observation can be interpreted according to the view that the social semantic network supports not only semantic memory but also semantic accumulation during the comprehension of sentences and narratives (Zhang et al. 2021).

In addition, our study can be linked to previous studies on social working memory (Meyer and Collier 2020; Meyer et al. 2012, 2015), which investigated how the brain maintains and manipulates social information, such as the traits of familiar friends (Meyer et al. 2012, 2015) and the mental states of characters from a television show (Meyer and Collier 2020) in working memory. As in our study, they manipulated both information types (social vs. non-social) and working memory loads. These studies found social effect (social > non-social) and difficulty-induced deactivation in the non-social conditions in the DMPFC subnetwork of the DMN, which is similar to our results. However, in contrast to our results, they found significant difficulty-induced activation (difficult > easy) in social conditions in the same areas. Based on such findings, Meyer and colleagues proposed that the DMPFC subnetwork uniquely supports social cognitive processes in working memory. There are at least two possible reasons why Meyer et al. and we observed reverse difficulty effects in high social conditions. First, the cognitive processes underlying memory load differ between studies. Meyer and colleagues manipulated memory loads by changing the number of items in the tasks. Therefore, in their studies, working memory loads were directly related to the amount of social information in working memory. In our study, the participants were asked to judge the correspondence of the upcoming sentences to different narratives, thus they needed to remember the entire narratives both in the one-back task and in the two-back task. According to the current theories of narrative comprehension (e.g., theories in the study by Zwaan and Radvansky 1998), this may be achieved by building two separate situation models for the two narratives and continuously updating both models using the input semantic information. In other words, in our task, the additional working memory load in the two-back task was associated with the memory of the correspondences of the sentences to the narratives rather than the amount of semantic information being remembered. Therefore, the working memory load in our study could be independent of the memory of semantic content per se. Second, unlike in our study, the social information studied by Meyer et al. is not lexical semantic knowledge. Rather, it is a specific type of personal semantic knowledge that has been referred to as the autobiographically significant knowledge, which may share more neural correlates with the episodic memory system than with the semantic system (Renoult et al. 2012). The impacts of these two differences on activation in the DMN will be explored in our future studies.

There were several limitations to our study. First, general semantic processes were controlled for in all critical comparisons of our study. Therefore, we have no evidence of or against the general semantic view of the DMN. Second, our study focused on the social semantic and difficulty effects and thus cannot indicate whether other types of semantic and non-semantic effects also coexist in the DMN. Third, the strength and distribution of difficulty-induced deactivation seem to be different from those in some previous studies (Graves et al. 2017; Humphreys and Lambon Ralph 2017). Therefore, the across-task consistency in the distribution of the difficulty effect should be investigated in the future.

In conclusion, we found the coexistence of social semantic and difficulty effects and the dissociation between difficulty-induced deactivation and task-induced deactivation in the DMN, supporting the multisystem and multifunction views of this network. Our findings indicate that the DMN has complex functional subdivisions, whose activity reflects the combination of multiple semantic and non-semantic effects. Future studies are warranted to compare the neural correlates of more types of semantic and non-semantic functions in the DMN to obtain a more comprehensive and
systematic understanding of the multisystem and multifunctional nature of this network.
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