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Abstract

To find the correct word’s sense is a great importance in many textual data related applications such as information retrieval, text mining and natural language processing. We have proposed one novel Word Sense Disambiguation (WSD) method according to its context. On the Basis of collocation extraction score, three different features are extracted for each sense definition of a target word. From the extracted features, feature vector is created. A sense matrix is formed from all the feature vectors. To enhance the sense matrix, Restricted Boltzmann Machine (RBM) is used. By using SENSEVAL and Sem Eval datasets, proposed WSD method is compared with other current systems. Practical implementation of the proposed WSD method is also shown here by applying it on query-based text summary. To implement it in query-based text summary, the method uses DUC (Document Understanding Conference) datasets. It contains newswire articles. Finally, the experimental analysis shows that our proposed WSD method outperforms many current query-based text summary systems.

1 Introduction

Disambiguation of word is much important in the fields of natural language processing and ontology. In computational linguistics, most of the languages are polysemous (Rahman and Borah, 2021b). For example, 'I am going to bank.' The bank could be a financial institution or it could be a sloping land. In a sentence, sense of a word depends on context of the sentence (Lin et al., 2016). It is very troublesome to discover the sense of a word in computer programs because it does not possess endless information like a human being. According to Jurafsky et al. (Jurafsky, 2000), the task of selecting the correct sense of a word is known as WSD. Many text applications depend on WSD technique in their process.

The original Lesk algorithm (Lesk, 1986) uses gloss or definition of the ambiguous word (Kwon et al., 2021). Lesk algorithm can be applied only in short phrases. Wawer et al. (Wawer and Mykowiecka, 2017) developed two approaches based on the supervised and unsupervised method. The first method is an unsupervised method where log probability is computed from the sequences of word embedding vectors by considering the senses of the ambiguous word and from the context, it finds the correct sense (Rahmani et al., 2021). The second method is a supervised method where a multilayer neural network is used to find the sense of an ambiguous word. Another unsupervised method was developed for word sense disambiguation by Chaplot et al. (Chaplot and Salakhutdinov, 2018). Here, the whole text document is considered as a context for the ambiguous word. This model is based on logistic normal topic model, which adds semantic information about the synsets as its priors.

Literature survey says that different supervised, unsupervised, and knowledge-based approaches are widely used in WSD ((Navigli, 2009) (Bevilacqua et al., 2021)). A word contains different senses based on context and we need to disambiguate the target word for that given context. Word sense disambiguation method is applied in many fields like sentence similarity measure. Pawar et al. (Pawar and Mago, 2018) used ‘max similarity’ algorithm for WSD (Pedersen et al., 2005) where they calculated sentence similarity score. They have implemented in Pywsd which is available in NLTK library in Python (Tan, 2014). However, the ac-
curacy of this method is quite low as it does not always provide the exact sense of a word as maximum similarity does not give the surety that two senses will be exact for both sentences.

Here, an unsupervised learning algorithm named as Deep Belief Network (DBN) is applied. DBN is a probabilistic learning model having multi-layers of hidden units (Wiriyathamhabhum et al., 2012). In DBN, a Restricted Boltzmann Machine (RBM) is used to train the model. Three different features are proposed to find the exact sense of a word. Finally, RBM is used to enhance the extracted features to improve the result.

2 Contribution

The main contribution is that proposed WSD method depends on three new features based on collocation extraction scores and further Restricted Boltzmann Machine is applied to enhance these three features which give better result than other existing word sense disambiguation systems. To the best of my knowledge, there is no such kind of earlier work done in disambiguation of a word by using DBN. The proposed WSD method is the original one and can be applicable in many text mining applications. This proposed WSD method can be used in semantic relatedness score calculation between two sentences as it finds the word’s correct sense on the basis of context of the sentence. Further, semantic relatedness measure can be applied in many text mining applications like query-based text summarization, text clustering, plagiarism detection. The proposed WSD method is applied to query-based text summarization datasets to show its practical implementation. Query-based text summarization is different from generic summarization as it extracts essential sentences from the input text based on the user’s requirement (Rahman and Borah, 2020). Therefore, to find semantic relatedness between query and input text sentence, this WSD technique is applied to get accurate relatedness score.

3 Introduction to WordNet

WordNet (Miller, 1995) is a lexical dictionary. Only content words are present in WordNet. These words are organized semantically. It is different from the traditional dictionary. Nouns, verbs, adverbs, and adjectives are present in content words. ‘WordNet’ contains synonymous words set. It is known as synset or synonym set. Synonym set contains words having same meaning. For example, shut and close are synonyms. Polysemous words possess more than one synsets. For example, right; sometimes it means correct, morally good or justified and sometimes used as direction opposite to left. For each content word present in a synset, a gloss or a definition is present. Most of the content words contain more than one sense definition. In Wordnet, a word is represented as word#part_of_speech#sense_number. Table 1 says about different gloss definition of word love along with its parts-of-speech and sense number present in WordNet.

WordNet dictionary is used here for calculating the semantic similarity or relatedness score between two words. Therefore, before finding the score, it is important to disambiguate those words.

4 Proposed Unsupervised Deep Learning Method for Sense Detection

Process of finding the appropriate sense of a word is shown in Figure 1. Following steps are used to find the correct word’s sense present in a sentence using unsupervised deep learning:

- Pre-processing: Initially, pre-processing step removes unwanted words from the text sentence. It makes the sentence a lighter one. Here, pre-processing of text document uses stop word removal. Stop words eliminates most common and unimportant words. Example of stop word are: are, is, the etc.
- Feature Extraction: For finding sense of a word, three features are used. It is described in section 5 and 6.
- Feature enhancement: Feature enhancement is done to improve the selection of sense for the context of the sentence. RBM is used for a feature enhancement to get the exact sense. How RBM can be applied in feature enhancement for finding word sense is described in section 7.

5 Finding Collocation Extraction Score between two Words

Collocation refers as the use or occurrence of two words together. Computational technique to find the collocation in a document or a corpus is known.
Table 1: Representing content ‘love’ in WordNet

| Synset('love.n.01') | a strong positive emotion of regard and affection |
| Synset('love.n.02') | any object of warm affection or devotion |
| Synset('love.n.03') | a beloved person; used as terms of endearment |
| Synset('love.n.04') | a deep feeling of sexual desire and attraction |
| Synset('love.n.05') | a score of zero in tennis or squash |
| Synset('love.v.01') | have a great affection or liking for |
| Synset('love.v.02') | get pleasure from |
| Synset('love.v.03') | be enamored or in love with |

![Block Diagram of Word Sense Disambiguation Method](image)

Figure 1: Block Diagram of Word Sense Disambiguation Method

As collocation extraction score (Rahman and Borah, 2021a). To find collocation extraction score, Wikipedia Corpus (WC) (Denoyer and Gallinari, 2006) is used. Bi-gram frequency is used to find the co-occurrence between two terms. Associativity is found in while calculating collocation. If we take the example of cat and tiger, both are semantically similar. Both are members of the feline family or superb hunters. In contrast, tiger and deer are associated as both occur frequently in language. This is known as functional relationship. Association and similarity both are not even mutually exclusive or independent. Two words tiger and deer are related two both relations to some degree (McRae et al., 2012) (Plaut, 1995). For each sense of ambiguous word, bi-gram collocation extraction score \( \text{word}_1 \) (McKeown and Radev, 2000) is found by calculating the frequency of words’ available in sense definition for the first word (\( \text{word}_1 \)) with the present words in the sentence and finally maximum value is taken by the proposed WSD method.

We have taken one sentence: \( \text{Ram went to the state bank of India for depositing money.} \) Initially, for finding the accurate sense of word \( \text{bank} \), we obtain all the senses present in WordNet. We find the collocation extraction score for each word present with the sense with the other content words present in the sentence. There are many senses present for the word \( \text{bank} \). For example if I take the sense \( \text{depository financial institution} \), then for each content word present in the sense \( \text{deposit, financial, institution} \), we need to find the collocation extraction score with the content words present in the sentence \( \text{Ram, Go, State, India, deposit, money} \). At the end, we need to take the maximum value. In this way we have to find the score for each sense. Following equation 1 is used for finding the collocation extraction score between two words. One word is selected from the gloss of \( g \) and other word is selected from the sentence \( sen \):

\[
\text{collocation \_ score}(g, sen) = \frac{\log(\frac{(gS \times C)}{fS \times fC \times \text{span}})}{\log(2)}
\]  

(1)
gf = frequency of g in WC
sf = frequency of sen in WC
z = frequency of sen near g in WC
SC= size of WC
span = width of the words (e.g. 2 to left and 2 to right of first word)

For a target word (TaW) exist in a sentence, the collocation extraction score (CES) of that sense is:

\[ CES(Sense, Sentence) = \max \sum_{g \in Sense, sen \in Sentence} (collocation score (g, sen)) \]

We find the collocation extraction score for all the senses of TaW. Finally, we select that sense of TaW for which the proposed WSD method gets the maximum collocation extraction score (Rahman and Borah, 2021b).

6 Feature Extraction for Finding Exact Sense of a Word present in a Sentence

Initially, proposed WSD method takes all the content words available in the same sentence to detect the sense of an ambiguous word. For an ambiguous word, the proposed method takes all senses present in the WordNet. For each sense, collocation extraction score is calculated for all content words. To find out the collocation extraction score, algorithm 1 shows the systematic steps:

**Data:** target word \( (T_w) \) and the sentence \( (S_{ws}) \)

**Result:** collocation_score of \( T_w \) for each sense \( s \) of \( T_w \)

Do the stop word removal of \( S_{ws} \)

Find out senses of \( T_w \)

for each sense \( (s) \) of \( T_w \) do

Do the stop word removal \( (s_{swr}) \) of \( s \)

for each word \( (w_{swr}) \) of \( s_{swr} \) do

Find out the collocation extraction score between \( w_{swr} \) and \( S_{ws} \) by using the equation 2

end

end

**Algorithm 1:** Collocation Extraction Score for target word’s each sense with words available in the sentence

It is also seen that noun phrases always carry essential information which helps in finding the meaning of a sentence. Therefore, noun phrases are considered and find collocation extraction score.

We have calculated the collocation extraction score for each sense of target word with noun phrases. Description of Algorithm 2 is given below.

**Data:** target word \( (T_w) \) and sentence \( (S_{ws}) \)

**Result:** collocation_score of \( T_w \) for each sense \( s \) of \( T_w \)

Do the removal of stop words \( S_{ws} \)

Find the noun phrases \( (S_{np}) \) in \( S_{ws} \)

Find out senses of \( T_w \)

for each sense \( (s) \) in \( T_w \) do

Do the stop word removal \( (s_{swr}) \) of \( s \)

for each word \( (w_{swr}) \) of \( s_{swr} \) do

Find out the collocation extraction score between \( w_{swr} \) and \( S_{np} \) by using the equation 2

end

end

**Algorithm 2:** Collocation Extraction Score of each sense of the target word with the noun phrases present in the sentence

It is also observed that sometimes, some words are not present in the WordNet, but they still can be considered as important words as they contribute to creating the context of the sentence. For example, we take three sentences: Narendra Modi visits China. Shyam visited his uncle’s house to attend the birthday party, and Donald Trump visited India. The word Visit has different senses in WordNet. Now the proposed method will find the most suitable sense present in WordNet. In first sentence, the word visit is much related to Narendra Modi. It can understand that this visit must be an official visit, as Prime Minister usually goes to other foreign countries for official purpose. The same meaning is also present for the third sentence. For the second sentence, the word visit is related to go to see a place which is certainly not official. To find exact sense, the collocation extraction score between each sense of visit with Narendra Modi, Shyam, and Donald Trump will contribute to it. Narendra Modi, Donald Trump, and Shyam are not present in WordNet. That refers that, sometimes, if a word is not present in WordNet, still it helps in contributing to finding exact sense. The word visit is identified as a verb here.

From the above Table ??, it is clear that the sense of visit word for the first and third sentence should
be visit#v#4 as it matches with the context of the sentence and for the second sentence, it should be visit#v#1. The collocation extraction score between Narendra Modi and office is much higher in case of the first sentence; for the second sentence it is for party and entertainment and the third sentence it is for Donald Trump and office. This exact sense will help in finding an exact semantic relatedness score among three sentences. Therefore, the following Algorithm 3 is used to find the required collocation extraction score:

Data: target word \( (T_w) \) and the sentence \( (S_w) \)

Result: collocation score of \( T_w \) for each sense \( s \) of \( S_w \)

Do stop word removal of \( T_w \)

Find the words from \( S_w \) not present in WordNet \( (S_{wnw}) \)

Find out senses of \( T_w \)

for each sense \( (s) \) in \( T_w \) do

Do the stop word removal \( (s_{swr}) \) of \( s \)

for each word \( (w_{swr}) \) of \( s_{swr} \) do

Find collocation extraction score between \( w_{swr} \) and \( S_{wswt} \) with the help of equation (2)

end

end

Algorithm 3: Collocation Extraction Score of target word with words exist in the sentence but not present in WordNet

7 Use of Restricted Boltzmann Machine for Feature Enhancement to Find Correct Sense

We use Restricted Boltzmann Machine (RBM) for finding correct sense. It needs the collocation extraction score of each target word obtained from the mentioned Algorithm 1, Algorithm 2, and Algorithm 3. For each target word, every sense is presented as a feature vector. For example: if a target word \( w \) has \( n \) number of senses, then it is represented as a feature vector: \( w_1 = [f_{11}, f_{12}, f_{13}], w_2 = [f_{21}, f_{22}, f_{23}], \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots w_n = [f_{n1}, f_{n2}, f_{n3}] \). This sense matrix will be input for the RBM. The feature vector for each target word is passed through the hidden layer where each feature vector is multiplied with respective weight and a bias value.

Initially, train the RBM with the input vector \( v \). Now, the hidden units of RBM become deterministic. RBM has two layers: one is visible, or input layer, and the other is a hidden layer. No of units in the visible layer depends on how many senses are present for each word available in the text document. It calculates \( E(h_j|v; w) \) with input \( v \) which serves again as visible units for RBM. This process can be repeated as many layers as it needs. After this unsupervised layer-wise training, back propagation is utilized to fine-tune of weights and biases (Cai et al., 2012). This unsupervised phase does not require labels. Finally, we will get a refined and enhanced matrix.

The method can be represented mathematically. Input for the RBM is a sense matrix. Each row in the matrix represents one particular sense of a word. Whole content words present in the text document are represented as a sense matrix. The sense matrix \( S = (s_1, s_2, \ldots \ldots s_N) \) is a feature vector set contains all the three features extracted for each sense of a word \( s_1 \) (Jain and Lobiyal, 2022). The sense matrix is represented by the following Figure 2:

\[
\begin{array}{c}
\begin{bmatrix}
    f_{11} & f_{12} & f_{13} \\
    f_{21} & f_{22} & f_{23} \\
    f_{31} & f_{32} & f_{33}
\end{bmatrix} \\
\end{array}
\]

Figure 2: Sense Matrix

The input to the RBM is the set of feature vector \( S \). It acts as a visible layer. Here, random values are selected for biases. RBM contains two hidden layers, the whole process can be represented in following equations:

\[
S = (s_1, s_2, \ldots \ldots, s_N) \tag{3}
\]

Here \( s_i = (f_1, f_2, f_3) \) and \( i <= N \), where \( N \) is the sense number for the ambiguous word present in the text document. As the RBM has two layers, two bias values \( h_0 \) and \( h_1 \) are selected randomly.

To get a more refined matrix, RBM works in two steps. During the first phase, the new refined sense matrix is:

\[
S' = (s'_1, s'_2, \ldots \ldots, s'_N) \tag{4}
\]

The above expression is obtained in the follow-
ing way:

\[ \sum_{i=1}^{N} s_i + h_0 \]

(5)

In step 2, the same procedure is followed by considering the bias \( h_1 \) and get more enhanced and refined sense matrix and which is given by:

\[ S'' = (s''_1, s''_2, \ldots, s''_N) \]

(6)

After obtaining refined sense matrix, a threshold value is taken for testing purpose with it. The threshold value is randomly generated for each vector. It is further tested with a For example: if the value of \( f_1 > \text{threshold}_{f1} \), then only it will be considered.

To generate optimal feature vector set, obtained feature vector sets are fine tuned by adjusting the units’ weight of RBM. For optimal fine-tuning, back propagation algorithm is used. The enhanced feature vector values are added to obtain a score against each sense. Finally, the highest scored sense will be considered as the best sense for that target word. Note that the RBM will have to be freshly trained for each new content word that has to be disambiguated.

8 Experimental Analysis and Discussion

8.1 Evaluation Metric

For evaluation of the proposed word sense disambiguation method, the following equation 7 calculates the performance of the method.

\[ mi = \frac{\text{correctly predicted instances number}}{\text{all test instances number}} \]  

(7)

This \( mi \) stands for micro-average recall (Wiriyathamabhum et al., 2012).

8.2 Experiment with Word Sense Disambiguation Datasets

Proposed WSD Method is compared with other recognized and current word sense disambiguation methods where SENSEVAL-2, SemEval-2013 task 12 and SemEval-2015 task 13 datasets are used ((Ide and Véronis, 1998), (Wiriyathamabhum et al., 2012),(Navigli et al., 2013)). Three different features: topical local and part-of-speech- are used by Wiriyathamabhum et al. They have used different learning methods on SENSEVAL-2 dataset for word sense disambiguation (Wang et al., 2017).

MFS (Most Frequent Sense) method is considered as a baseline method which chooses the major class of each word task as its prediction. Table 2 shows that proposed WSD Method performs better than existing methods. Though RBM is used by Wiriyathamabhum et al. (Wiriyathamabhum et al., 2012), but their used features are dissimilar from the proposed WSD method. Therefore, the result varies, and the proposed method performs well.

Table 2: Micro-average recall values of various learning algorithms with proposed WSD Method

| Method Name | Accuracy in percentage (mi) |
|-------------|----------------------------|
| MFS         | 47.60%                     |
| 1-NN        | 43.11%                     |
| PCA         | 44.45%                     |
| KPCA (polynomial) | 37.50%                   |
| KPCA (Gaussian RBF) | 47.71%              |
| NB          | 49.95%                     |
| Logistic Regression | 60.07%                  |
| MLP         | 59.70%                     |
| Linear SVM  | 60.40%                     |
| SVM (polynomial) | 47.71%                  |
| SVM (Gaussian RBF) | 51.02%              |
| DBN         | 61.30%                     |
| Proposed WSD | 72.80%                  |

Unsupervised and supervised BabelNet-based WSD systems are used for comparison purpose (Dongsuk et al., 2018). F-score is used here as evaluation metric. BabelNet is a multilingual encyclopedic dictionary (Navigli and Ponzetto, 2012). Following widely used unsupervised systems: Moro et al. (Moro et al., 2014), Agirre et al. (Agirre et al., 2014), Apidianaki et al. (Apidianaki and Gong, 2015), Tripodi et al.(Tripodi and Pelillo, 2017), Dongsuk et al. (Dongsuk et al., 2018) and supervised systems: Zhon et al. (Zhong and Ng, 2010), Weissenborn et al. (Weissenborn et al., 2015), Raganato et al. (Raganato et al., 2017), Pasini et al. (Pasini and Navigli, 2017) are considered here.

For SemEval-2013 dataset, The performance of our proposed WSD method is better than existing WSD systems. It is also seen in Table 3 that although for SemEval-2015 dataset, supervised Weissenborn et al. method performs better than our proposed WSD method but for macro-average score, proposed WSD method has shown better performance. A macro-average takes the average value of F-scores.

In comparison to other existing unsupervised (knowledge-based) methods, the proposed WSD method shows better performance. Though performance of some supervised methods are better than the existing knowledge-based methods ((Raganato et al., 2017)), but literature survey says that
it is quite expensive to construct the training corpus for all the languages and words. Hence, this is one of the prominent limitation of supervised approach while applying in WSD. On other hand, WordNet ((Banerjee and Pedersen, 2003), (Chaplot et al., 2015)) is used in knowledge-based WSD system. In knowledge-based WSD systems, contextual information and semantic knowledge both are incorporated. Therefore, knowledge-based approach can disambiguate larger number of words. Conclusion can be derived from this discussion is that WSD systems which are based knowledge are more practicable and attainable than supervised WSD systems ((Chaplot et al., 2015), (Moro et al., 2014), (Chaplot and Salakhutdinov, 2018), (Dongsuk et al., 2018)). It is also tested that if anyone feature is dropped from the three proposed features, the overall performance degrades. It can be said that all three features are equally important.

9 Comparison of Results of use of Three different Features with and without the Use of Feature Enhancement

Here, we have compared the word sense disambiguation results with or without the use of feature enhancement technique. Through this comparison, it is quite clear that the feature enhancement through Restricted Boltzmann Machine helps in getting better results. Following Table 4 shows the performance of word sense disambiguation method with or without using feature enhancement in Sem Eval datasets. From the comparison 4, it is quite clear that there is a high impact of utilization of RBM in disambiguation of sense of a word.

9.1 Evaluation on Query-Based Text Summarization Datasets

9.1.1 Datasets

To further prove the performance of the proposed WSD method in practical implementations, evaluation is done on query-based text summarization datasets. WSD is widely used in text summarization. WSD helps in extracting more query oriented sentences for creating query-based text summarization. Newswire articles are taken from the Document Understanding Conference (DUC) corpora to implement WSD method. Effectiveness of the proposed method is evaluated with existing systems that perform an experimental evaluation using the Document Understanding Conference. DUC 2005 and 2006 datasets (http://duc.nist.gov) are mainly used in query-based text summarization purpose (Gervasi et al., 2019). They have complex real-life query with related text documents. Datasets contain 50 queries with 50 different topics and length of the summary is of 250 words only.

9.1.2 Evaluation of Proposed WSD Method with DUC 2005 and DUC 2006 Systems

At first, proposed WSD methods is compared with DUC 2005 and 2006 datasets. Sense of each content word is found. Table 5 and Table 6 present the different $mi$ scores for DUC 2005 and 2006 datasets. The proposed WSD method is compared with the baseline method, along with some other existing and widely used WSD methods. Here, the baseline system represents the LESK algorithm. Table 5 and Table 6 provide the scores for different $mi$ values. Results show that the proposed WSD method has better performance than all the existing WSD methods.

9.1.3 Evaluation of Proposed WSD Method on Query-Based Text Summarization

Now proposed WSD method is implemented for finding query-based text summary. Commonly used HSO semantic relatedness measure (Pedersen et al., 2004), (Hirst et al., 1998)) is applied here for calculating the semantic relatedness score between query and input text sentences. Sentences are extracted based on its semantic relatedness score. The equation to find Semantic Relatedness value ($S$) between two words $w_1$ and $w_2$ is:

$$S ((w_1, s_1, p_1), (w_2, s_2, p_2)) = 2 \times c - PL (w_1, w_2) - k \times DC (w_1, w_2)$$

(8)

here,$s_1$= sense number of $W_1$
$p_1$= part of speech of $W_1$
$s_2$= sense number of $W_2$
$p_2$= part of speech of $W_2$
$PL$= Path Length
$DC$= Direction Change

Here, values of A and C are 8 and 1, respectively. The maximum value of HSO score is 16 which means two content words are same. The minimum value of HSO score is 0 which means there is no relatedness between two content words (Xia et al., 2019). For finding the Semantic Relatedness Score ($S$) between two sentences $s_1$ and $s_2$, we use the
Table 3: Comparison of different BabelNet-based unsupervised and current supervised methods

| Approach                  | System             | F-score for SemEval-13 | F-score for SemEval-15 | Macro Avg F-score |
|---------------------------|--------------------|------------------------|------------------------|-------------------|
| Unsupervised (Knowledge-based) | Moro 14           | 66.4                   | 70.3                   | 68.4              |
|                           | Agirre 14          | 62.9                   | 63.3                   | 63.1              |
|                           | Apidianaki 15      | -                      | 64.7                   | -                 |
|                           | Tripodi 17         | 70.8                   | -                      | -                 |
|                           | Wordsim_iTetSRP2vSim 18 | 75.0                   | 65.8                   | 70.4              |
|                           | Proposed WSD       | 75.6                   | 74.8                   | 75.2              |
| Supervised                | Zhong 10           | 66.3                   | 69.7                   | 68.0              |
|                           | Weissenborn 15     | 71.5                   | 75.4                   | 73.5              |
|                           | Raganato 17        | 66.9                   | 71.5                   | 69.2              |
|                           | Pasini 17          | 65.5                   | 68.6                   | 67.1              |

Table 4: Comparison results with and without the use of feature enhancement

| System                                      | F-score for SemEval-13 | F-score for SemEval-15 | Macro Avg F-score |
|---------------------------------------------|------------------------|------------------------|-------------------|
| Proposed WSD (without Future Enhancement)   | 70.6                   | 69.3                   | 68.6              |
| Proposed WSD (with Future Enhancement)      | 75.6                   | 74.8                   | 75.2              |

Table 5: \( m_i \) values for different WSD methods on DUC 2005 datasets

| Method Name  | Accuracy in percentage (\( m_i \)) |
|--------------|-----------------------------------|
| Proposed WSD | 79.2%                             |
| Original_Lesk| 55%                               |
| Adapted_Lesk | 60%                               |
| Cosine_Lesk  | 61.4%                             |

Table 6: \( m_i \) values for different WSD methods on DUC 2006 datasets

| Method Name  | Accuracy in percentage (\( m_i \)) |
|--------------|-----------------------------------|
| Proposed WSD | 81.20%                            |
| Original_Lesk| 57%                               |
| Adapted_Lesk | 64.34%                            |
| Cosine_Lesk  | 64.42%                            |

following equation 9:

\[
S(s_1, s_2) = \sum_{w_1 \in s_1, w_2 \in s_2} S((w_1, s_1, p_1), (w_2, s_2, p_2))
\]

Maximum relatedness score

\( (9) \)

Mentioned existing WSD methods are considered again and now we use that appropriate sense for calculating \( S \) between query and input text sentences to create query-based text summary. We have taken the threshold value as 60%. It means that input sentences which are equal or greater than the threshold value are all equally important for query-based text summary creation. For comparison purpose, length of the summary is confined to 250 words for DUC datasets. Recall-Oriented Understudy for Gisting Evaluation (ROUGE) ((Lin, 2004)) is used here for evaluation purpose. ROUGE is a popular and standard intrinsic-based metric. National Institute for Standards and Technology (NIST) adapts ROUGE for summarization evaluation metric. To compare different summaries, different metrics are available in ROUGE. Quality of summary is measured in terms of overlapping units such as N-grams, word sequences, and word pairs. Different ROUGE measures ROUGE-N (N-gram co-occurrence), ROUGE-L (Longest Common Subsequence), ROUGE-W (Weighted Longest Common Subsequence), ROUGE-S (Skip-Bigram) and ROUGE-SU: (Extension of ROUGE-S) are available. ROUGE-N is a \( gram_n \) recall between system-generated summary and human summary. It is based on the total number of common content words between them. Equation to find ROUGE-N is:

\[
ROUGE - N = \frac{\sum_{S \in HS} \sum_{gram_n \in S} \text{Count}(gram_n)}{\sum_{S \in HS} \sum_{gram_n \in S} \text{Count}(gram_n)}
\]

Here, \( N \) is the length of \( gram_n \).
Count\textsubscript{match}(gram\textsubscript{n}) says about the total common grams\textsubscript{n} co-occurring in both system and human summary and Count(gram\textsubscript{n}) gives the number of grams\textsubscript{n} present in human summary. Here, official metrics of ROUGE-1, ROUGE-2 and ROUGE-SU4 are used along with 95% confidence intervals. Tables 7 and 8 present different ROUGE scores.

Table 7: Different ROUGE values for Query-Based Text Summary on DUC 2005 datasets

| Method Name     | ROUGE-1 | ROUGE-2 | ROUGE-SU4 |
|-----------------|---------|---------|-----------|
| Proposed WSD    | 0.3812  | 0.0752  | 0.1413    |
| Original_Lesk   | 0.3711  | 0.0624  | 0.1218    |
| Adapted_Lesk    | 0.3768  | 0.0651  | 0.1291    |
| Cosine_Lesk     | 0.3791  | 0.0687  | 0.1317    |

Table 8: Different ROUGE values for Query-Based Text Summary on DUC 2006 datasets

| Method Name     | ROUGE-1 | ROUGE-2 | ROUGE-SU4 |
|-----------------|---------|---------|-----------|
| Proposed WSD    | 0.4017  | 0.0921  | 0.1482    |
| Original_Lesk   | 0.3992  | 0.0861  | 0.1479    |
| Adapted_Lesk    | 0.4001  | 0.0891  | 0.1489    |
| Cosine_Lesk     | 0.4009  | 0.0897  | 0.1494    |

From the evaluations, it is quite clear that the proposed WSD method helps in getting more query relevance sentences, which helps in creating a query-based text summary. Here, only the semantic relatedness measure is used. In the future, features can be increased, which will help in extracting more query related sentences.

10 Conclusion and Future Work

We have presented an unsupervised deep learning technique for detecting the word’s sense. Three different features are extracted based on the collocation score. Restricted Boltzmann Machine is used to enhance the features. Proposed WSD method is implemented on word sense disambiguation datasets to compare mainly with other existing and current word sense disambiguation methods. The evaluation shows that the proposed WSD method outperforms many current methods. As this method will be used in query-based text summarization, evaluations have done on DUC datasets where the performance is much more better than many query-based text summarization methods. Experimental analysis shows better performance of our proposed WSD method than many current methods. The result attains much better due to the use of collocation based features in deep belief network. In future, the proposed WSD method can be used in many fields like question-answering, information retrieval or query-based text summarization. The proposed method will also try to work on languages other than English.
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