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Abstract

We study a generalization of the notion of conservativity spectrum of an arithmetical theory to a language with transfinitely many truth definitions introduced in [1]. We establish a correspondence of conservativity spectra and points of a generalized Ignatiev model introduced and studied by D. Fernández-Duque and J. Joosten. We also show that the results of [1] easily yield the so-called Schmerl formulas for iterated reflection principles of predicative strength.

1 Introduction

This paper is a postscript to [1] where methods of provability logic and reflection algebras were applied to the proof-theoretic analysis of theories of predicative strength. In particular, the notion of conservativity spectrum of an arithmetical theory was generalized to the languages in which sets of the hyperarithmetical hierarchy and the corresponding truth definitions are expressible. Very roughly, the conservativity spectrum of a theory $S$ is a transfinite sequence of ordinals $\beta = \text{ord}_\alpha(S)$ such that the $\beta$-th iteration of the reflection principle for the formulas of complexity $\Pi_{1+\alpha}$ over some fixed base theory is contained in $S$. Thus, the conservativity spectrum of a theory $S$ carries the information about the strength of $S$ with respect to formulas in each complexity class $\Pi_{1+\alpha}$.

Conservativity spectra corresponding to the levels of the arithmetical hierarchy[1] were introduced by J. Joosten [9] under the name Turing–Taylor
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1More precisely, what we call here $\omega$-conservativity spectra.
expansions of arithmetical theories. He established a one-to-one correspondence between \( \omega \)-conservativity spectra and points of the so-called Ignatiev Kripke frame. Later, it was shown in [4] that the Ignatiev frame can also be seen as a natural algebraic model of the reflection calculus extended by the conservativity operators. Ignatiev’s frame was originally introduced in [8] as a universal model for the variable-free fragment of Japaridze’s provability logic GLP.

In this paper we extend the results of [9] to the more general notion of \( \lambda \)-conservativity spectrum, for any constructive ordinal \( \lambda \), as defined in [1]. Fernández and Joosten [7] introduced an extension of the Ignatiev frame to the language with transfinitely many modalities. Our main theorem shows that the worlds of this frame, the so-called \( \ell \)-sequences in the terminology of [7], coincide with \( \lambda \)-conservativity spectra. By [7], \( \ell \)-sequences have a simple characterization in terms of ordinal functions related to the Veblen hierarchy. Thus, our result gives an explicit answer to the basic question what sequences of ordinals can actually occur as conservativity spectra of theories and confirms a natural conjecture of [1].

This paper is not self-contained and borrows a lot of material, notations and results from [1]. Therefore, we presuppose the reader’s familiarity with that paper. However, the results coming from other sources are explained here in more detail.

2 Preliminaries

Here we briefly summarize the framework of iterated truth theories to which our results apply. We follow the presentation in [1] where additional details can be found.

2.1 Iterated Tarskian truth definitions

Let \( \mathcal{L}_0 \) denote the language of elementary arithmetic EA. We fix an elementary definable well-ordering \((\Lambda, \prec)\) and consider the language

\[
\mathcal{L}_\Lambda := \mathcal{L}_0 \cup \{T_\alpha | \alpha < \Lambda\},
\]

where \( T_\alpha \) are unary predicate symbols. The ordering \((\Lambda, \prec)\) determines a natural Gödel numbering of all syntactic objects of \( \mathcal{L}_\Lambda \).

For each \( \alpha < \Lambda \) we interpret \( T_\alpha \) as the truth definition for the language \( \mathcal{L}_\alpha \). So, we define an \( \mathcal{L}_{\alpha+1} \)-theory \( \text{UTB}_\alpha \) by the uniform Tarski biconditionals:

- **U1:** \( \forall \vec{x} (\varphi(\vec{x}) \leftrightarrow T_\alpha(\varphi(\vec{x}))) \), for all \( \mathcal{L}_\alpha \)-formulas \( \varphi(\vec{x}) \) with all the free variables \( \vec{x} \) shown;
- **U2:** \( \neg T(n) \), for all \( n \) such that \( n \) is not a Gödel number of an \( \mathcal{L}_\alpha \)-sentence.
Here, \( n \) denotes the numeral for the natural number \( n \), and \( \langle \varphi(\vec{x}) \rangle \) is an elementarily definable term representing the function mapping \( n_1, \ldots, n_k \) to the Gödel number of \( \varphi(n_1, \ldots, n_k) \), provided \( \vec{x} = x_1, \ldots, x_k \).

Also define
\[
\text{UTB}_{\prec \alpha} := \bigcup_{\beta < \alpha} \text{UTB}_{\beta}.
\]

2.2 Hyperarithmetical hierarchy of formulas

Let \( \mathcal{L} \) be a language extending \( \mathcal{L}_0 \) by new predicate symbols. \( \Delta^\mathcal{L}_0 \) denotes the class of formulas obtained from atomic \( \mathcal{L} \)-formulas by Boolean connectives and bounded quantifiers. The classes \( \Pi^\mathcal{L}_n \) and \( \Sigma^\mathcal{L}_n \) are defined from \( \Delta^\mathcal{L}_0 \) in the usual way: \( \Pi^\mathcal{L}_0 = \Sigma^\mathcal{L}_0 = \Delta^\mathcal{L}_0 \), \( \Pi^\mathcal{L}_{n+1} = \{ \forall \vec{x} \varphi(\vec{x}) : \varphi \in \Sigma^\mathcal{L}_n \} \), and \( \Sigma^\mathcal{L}_{n+1} = \{ \exists \vec{x} \varphi(\vec{x}) : \varphi \in \Pi^\mathcal{L}_n \} \).

Since one truth definition corresponds to \( \omega \)-many jumps, the ordinal notation system \( \Lambda, < \) has to be extended to a slightly larger segment of ordinals up to \( \omega(1 + \Lambda) \), e.g., by encoding ordinals \( \omega \alpha + n \) as pairs \( \langle \alpha, n \rangle \).

Then we introduce the following classes of formulas corresponding to the levels of the hyperarithmetical hierarchy up to \( \omega(1 + \Lambda) \) (the class \( \Pi^\mathcal{L}_{1+\alpha} \) corresponds to \( \Pi_1(0^{(\alpha)}) \)-sets):

- \( \Pi_n := \Pi^\mathcal{L}_n \) if \( n < \omega \); \( \Pi_{\omega(1+\alpha)+n} := \Pi^\mathcal{L}_{n+1} \) if \( n < \omega \);
- \( \Pi_{\prec \alpha} := \bigcup_{\beta < \alpha} \Pi_{\beta} \).

2.3 Reflection principles

Let \( S \) be an r.e. extension of \( \text{EA} + \text{UTB}_{\prec \Lambda} \) together with a fixed elementary formula defining the set of Gödel numbers of its axioms in the standard model of arithmetic. Let \( \Box_S \) denote the Gödel’s provability formula for \( S \) (as defined, e.g., in [6]).

Suppose \( \Gamma \) is a set of formulas in the language of \( S \). By \( \Gamma\text{-RFN}(S) \) we denote the uniform reflection principle for \( \Gamma \)-formulas, that is, the schema
\[
\Gamma\text{-RFN}(S) : \quad \forall x (\Box_S(\langle \varphi(x) \rangle) \rightarrow \varphi(x)), \quad \varphi \in \Gamma.
\]

More specifically, we define the reflection operators, for all \( \alpha < \omega(1 + \Lambda) \), as follows:
\[
\begin{align*}
R_\alpha(S) &:= \Gamma_{1+\alpha}\text{-RFN}(S), \\
R_{\prec \alpha}(S) &:= \Gamma_{\prec \alpha}\text{-RFN}(S).
\end{align*}
\]

Theories axiomatized by transfinite iterations of reflection principles (along any elementary strict pre-wellordering \( (\Omega, <) \)) can be defined by formalizing the following equation in \( S \):
\[
\forall \beta \in \Omega (R_\beta(S) \equiv S + \bigcup \{ R_\gamma(S) : \gamma < \beta \}). \tag{1}
\]
The theories $\bar{R}_\alpha^\beta(S)$ satisfying (1) are unique modulo provable equivalence in $S$ [5]. Similarly, one can define theories $\bar{R}_{<\alpha}^\beta(S)$ by transfinite iterations of the operators $\bar{R}_\alpha : U \mapsto S + \bar{R}_\alpha(U)$.

Let $EA^+$ denote $EA$ together with the axiom asserting that the iterated exponentiation is total. For the main results of [1], and in this paper, we take $IB := EA^+ + UTB_{<\Lambda}$ as the base theory $S$. We will denote $\bar{R}_\alpha^\beta(IB)$ and $\bar{R}_{<\alpha}^\beta(IB)$ by $\bar{R}_\alpha^\beta$ and $\bar{R}_{<\alpha}^\beta$, respectively.

3 Schmerl formulas

One of the main results of [1] is a conservation result relating mixed reflection principles to a transfinitely iterated reflection principle of complexity $\Pi_\alpha$. Here we show that this result yields the relationships between the hierarchies of iterated reflection principles known as Schmerl formulas. Such relationships first occurred in the work of Ulf Schmerl [10, 11] and have been generalized in [2].

We consider a minor variant of the Veblen $\varphi$ function:

\[
\bar{\varphi}_\alpha(\beta) := \begin{cases} 
0, & \text{if } \beta = 0, \\
\omega^\beta, & \text{if } \alpha = 0, \beta \neq 0, \\
\varphi_\alpha(-1 + \beta), & \text{otherwise}.
\end{cases}
\]

Let $Cr_\alpha$ denote the range of $\bar{\varphi}_\alpha$, then $Cr_{\alpha+1}$ is the set of fixed points of $\bar{\varphi}_\alpha$ and, for limit ordinals $\lambda$, $Cr_\lambda = \bigcup_{\alpha < \lambda} Cr_\alpha$. The functions $\bar{\varphi}_\alpha$ are increasing and continuous, and the sets $Cr_\alpha$ are closed and unbounded. In terms of the hierarchy of hyperation functions introduced in [7] we can express $\bar{\varphi}_\alpha(\beta)$ as $e^{\omega^\alpha}(\beta)$.

We will use below specific ordinal notation systems $W^\Lambda$ (and $W^\Lambda_\alpha$) associated with the reflection calculus $RC_\Lambda$ (cf [1] Section 6.2). These systems give notations to ordinals from an initial segment containing $\Lambda$ and on which the functions such as $+$ and $\varphi_\alpha$, for $\alpha < \Lambda$, are well-defined.

Let $U \equiv_\alpha V$ denote mutual conservativity of theories $U$ and $V$ w.r.t. $\Pi_{1+\alpha}$-sentences.

**Theorem 1** 
(i) $\bar{R}_\alpha^{\gamma+\omega^\beta} \equiv_\alpha \bar{R}_\alpha^{\varphi_\alpha(\gamma)}$;

(ii) $\bar{R}_\alpha^{\gamma_1+\omega^\beta} \cup \bar{R}_\alpha^{\gamma_2+1} \equiv_\alpha \bar{R}_\alpha^{\varphi_\alpha(\gamma_1)+1}$.

**Proof.** (i) We assume $\Lambda$ so large that $\alpha + \omega^\beta < \Lambda$ and $\gamma$ belongs to the notation system $W^\Lambda_{\alpha+\omega^\beta}$ associated with the reflection calculus $RC_\Lambda$. For each $\alpha, \beta, \gamma$ we can always select such a $\Lambda$ (and we may assume $\Lambda$ to be additively indecomposable).
This means that there is a word \( C \in \mathbb{W}_{\alpha+\omega^\beta}^{\Lambda} \) such that \( o_{\alpha+\omega^\beta}(C) = \gamma \).

By Theorem 8 of [1] we have
\[
C^* \equiv_{\alpha+\omega^\beta} R^{\gamma}_{\alpha+\omega^\beta}.
\]

Since \( C \in \mathbb{W}^{\Lambda}_{\alpha} \) the same result also yields
\[
C^* \equiv_{\alpha} R^{o_{\alpha}(C)}_{\alpha}.
\]

Therefore, \( R^{\gamma}_{\alpha+\omega^\beta} \equiv_{\alpha} R^{o_{\alpha}(C)}_{\alpha} \) and it remains for us to compute \( o_{\alpha}(C) \).

Let \( \nu \uparrow A \) denote the result of replacing each letter \( x \) in \( A \) by \( \nu + x \). Similarly, \( \nu \downarrow A \) denotes the result of replacing each letter \( x \) in \( A \) by \( -\nu + x \). Due to the translation symmetry of \( R^{\Lambda}_{\alpha} \), which holds for additively indecomposable \( \Lambda \), these maps provide obvious isomorphisms between the notation systems \((\mathbb{W}^{\Lambda}_{\alpha}, <_{\nu})\) and \((\mathbb{W}^{\Lambda}_{\alpha}, <_{0})\).

Let \( D := (\alpha + \omega^\beta) \downarrow C = \omega^\beta \downarrow (\alpha \downarrow C) \). We have
\[
o(D) = o_{\alpha+\omega^\beta}(C) = \gamma.
\]

Then we obtain:
\[
o_{\alpha}(C) = o(\alpha \downarrow C) = o(\omega^\beta \uparrow D) = \phi^\beta(o(D)) = \phi^\beta(\gamma),
\]
by [3, Lemma 17] (see also [1, Section 6.2]).

(ii) Reasoning in a similar way consider \( C_1 \in \mathbb{W}^{\Lambda}_{\alpha+\omega^\beta} \) and \( C_2 \in \mathbb{W}^{\Lambda}_{\alpha} \) such that \( o_{\alpha+\omega^\beta}(C_1) = \gamma_1 \) and \( o_{\alpha}(C_2) = \gamma_2 \). Then
\[
R^{\gamma_1}_{\alpha+\omega^\beta} \equiv_{\alpha+\omega^\beta} C_1^* \quad \text{and} \quad R^{\gamma_2}_{\alpha} \equiv_{\alpha} C_2^*.
\]

The second equivalence yields
\[
R_{\alpha}(R^{\gamma_2}_{\alpha}) \equiv_{\alpha} R_{\alpha}(C_2^*).
\]

Since \( R_{\alpha} \) has complexity \( \Pi_{1+\alpha} \) the first equivalence yields
\[
R^{\gamma_1}_{\alpha+\omega^\beta} \cup R_{\alpha}(R^{\gamma_2}_{\alpha}) \equiv_{\alpha+\omega^\beta} (C_1 \wedge \alpha C_2)^*.
\]

We have that \( C_1 \wedge \alpha C_2 =_{R^{\Lambda}_{\alpha}} C_1 \alpha C_2 \), since \( C_1 \in \mathbb{W}^{\Lambda}_{\alpha+1} \). Moreover,
\[
o_{\alpha}(C_1 \alpha C_2) = o_{\alpha}(C_2) + 1 + \omega^{o_{\alpha+1}(C_1)} = \gamma_2 + 1 + \phi^\beta(\gamma_1).
\]

Then by [1, Theorem 8] we obtain
\[
(C_1 \wedge \alpha C_2)^* \equiv_{\alpha} R^{\gamma_2+1+\phi^\beta(\gamma_1)}_{\alpha},
\]
as required. \( \square \)

We remark that formula (ii) can also be inferred from (i) by reflexive induction as in [4, Lemma 7.3].
4 Conservativity spectra

As before, we consider all ordinals to be represented in some notation system $\Psi^\Lambda$ for a suitably large ordinal $\Lambda$. We define the conservativity spectrum of a theory $S$ (of length $\lambda$) as the $\lambda$-sequence of ordinals $\text{ord}_\alpha(S)$, for all $\alpha < \lambda$, where

$$\text{ord}_\alpha(S) := \sup\{\gamma \in \Psi^\Lambda : S \vdash R_\gamma^\alpha\}.$$ 

The conservativity spectrum is proper, if the value $\text{ord}_\alpha(S)$ is in $\Psi^\Lambda$ for each $\alpha < \lambda$. We will tacitly assume all considered conservativity spectra to be proper.

Obviously, the sequence $\text{ord}_\alpha(S)$ is non-increasing with $\alpha$. The following theorem gives a stronger necessary condition for a $\lambda$-sequence of ordinals to represent the conservativity spectrum of $S$ for some theory $S$.

**Theorem 2** Suppose $f$ is the conservativity spectrum of $S$ of length $\lambda$. For all $\alpha, \beta$ such that $\alpha + \omega^\beta < \lambda$,

(i) $\ell(f(\alpha)) \geq f(\alpha + 1)$;

(ii) $\ell(f(\alpha)) \geq \overline{\varphi}_\beta(f(\alpha + \omega^\beta))$ if $\beta > 0$.

**Proof.** (i) Let $\gamma := f(\alpha + 1)$ and assume for a contradiction that $\gamma > \ell f(\alpha)$. In this case $f(\alpha) \geq f(\alpha + 1) = \gamma > 0$ and we can write $f(\alpha) = \alpha_0 + \omega^\ell f(\alpha)$ for some $\alpha_0$.

By the definition of spectrum

$$S \vdash R_{\alpha_0 + 1}^\alpha \cup R_{\alpha_0 + \gamma}^{\alpha_0 + 1}.$$ 

By Theorem 1 (ii) it follows that $S \vdash \overline{R}_{\alpha_0 + \gamma}^{\alpha_0 + 1 + \omega^{\gamma}}$. Hence, $\text{ord}_\alpha(S) \geq \alpha_0 + \omega^{\ell f(\alpha)} = f(\alpha)$, a contradiction.

(ii) Let $\gamma := f(\alpha + \omega^\beta)$, for some $\beta > 0$, and assume for a contradiction that $\ell f(\alpha) < \bar{\varphi}_\beta(\gamma)$. Since $\beta > 0$ we then also have $\bar{\varphi}_\beta(\gamma) = \omega^{\ell \bar{f}(\gamma)} > \omega^{\ell f(\alpha)}$.

By the definition of spectrum

$$S \vdash R_{\alpha + \omega^\beta}^\gamma \cup R_{\alpha + \gamma}^{\alpha + \omega^\beta + 1}.$$ 

By Theorem 1 (ii) it follows that $S \vdash \overline{R}_{\alpha + \gamma}^{\alpha + \omega^\beta + 1 + \bar{\varphi}_\beta(\gamma)}$. Hence, $\text{ord}_\alpha(S) \geq \alpha_0 + \bar{\varphi}_\beta(\gamma) > \alpha_0 + \omega^{\ell f(\alpha)} = f(\alpha)$, a contradiction. $\square$

Fernández and Joosten [7, Proposition 5.2] define the notion of $\ell$-sequence as an ordinal sequence of length $\lambda$ such that, for all $\xi < \zeta < \lambda$,

$$\ell f(\xi) \geq \ell e^{\omega^\xi} f(\zeta).$$ 

As we recall, their function $e$ is such that $e^{\omega^\alpha}(\beta) = \bar{\varphi}_\alpha(\beta)$. Therefore, their condition is equivalent to demanding that $\ell f(\xi) \geq f(\zeta)$ if $\zeta = \xi + 1$, and that

$$\ell f(\xi) \geq \bar{\varphi}_\beta(f(\zeta))$$ 

6
if $\zeta = \xi + \omega^\beta$ for some $\beta > 0$. (If $\beta > 0$ then $\bar{\varphi}(f(\zeta))$ is a fixed point of $\ell$, hence the $\ell$ in front of $\bar{\varphi}$ can be omitted.) Hence, the necessary condition in Theorem 2 is equivalent to $f$ being an $\ell$-sequence.

**Corollary 4.1** The $\lambda$-conservativity spectrum of any theory $S$ is an $\ell$-sequence.

Before showing that every $\ell$-sequence is a conservativity spectrum of some theory let us notice a few properties of $\ell$-sequences. Assume $f$ is an $\ell$-sequence and let $\gamma_1 := f(\alpha)$ and $\gamma_2 := \min\{f(\gamma) : \gamma < \alpha\}$.

**Lemma 4.2** $R^{\gamma_1}_{\alpha_0} \cup R^{\gamma_2}_{\alpha_0} \equiv \langle \alpha \rangle R^{\gamma_2}_{\alpha_0}$.

**Proof.** If $\alpha = \alpha_0 + 1$, for some $\alpha_0$, then $\gamma_2 = f(\alpha_0)$, $\ell(\gamma_2) \geq \gamma_1$ and we need to show $R^{\gamma_1}_{\alpha_0 + 1} \cup R^{\gamma_2}_{\alpha_0} \equiv \langle \alpha \rangle R^{\gamma_2}_{\alpha_0}$.

We may also assume $\gamma_1 > 0$, otherwise the claim is trivial, hence $\gamma_2 \in \text{Lim}$.

Consider any successor ordinal $\delta < \gamma_2$. Then $R^{\gamma_1}_{\alpha_0 + 1} \cup R^{\delta}_{\alpha_0} \equiv \langle \alpha \rangle R^{\delta + \omega^{\gamma_1}}_{\alpha_0}$.

Now we notice that $\delta + \omega^{\gamma_1} \leq \delta + \omega^{\ell(\gamma_2)} \leq \gamma_2$. Hence, for any $\delta < \gamma_2$, $R^{\gamma_1}_{\alpha_0 + 1} \cup R^{\delta}_{\alpha_0}$ is $\Pi_{1+\alpha_0}$-conservative over $R^{\gamma_2}_{\alpha_0}$, which proves the claim.

Assume $\alpha = \alpha_0 + \omega^\beta$ with $\beta > 0$. Pick any $\alpha' < \alpha$ such that $\alpha' \geq \alpha_0$ and $f(\alpha') = \gamma_2$. Then $\alpha' + \omega^\beta = \alpha$ and $\ell(\gamma_2) \geq \bar{\varphi}(\gamma_1)$.

Pick any successor ordinal $\delta < \gamma_2$. We have:

$R^{\gamma_1}_{\alpha} \cup R^{\delta}_{\alpha'} \equiv \langle \alpha' \rangle R^{\delta + \bar{\varphi}(\gamma_1)}_{\alpha'}$.

Since $\ell(\gamma_2) \geq \bar{\varphi}(\gamma_1)$ we have $\delta + \bar{\varphi}(\gamma_1) \leq \gamma_2$. Since this holds for all sufficiently large $\alpha' < \alpha$ and $\delta < \gamma_2$, the claim follows. $\square$

**Theorem 3** Every $\ell$-sequence of length $\lambda$ is a conservativity spectrum of some theory $S$.

**Proof.** Notice that every $\ell$-sequence $f$ is non-increasing and therefore has at most finitely many different values, say $\gamma_1, \gamma_2, \ldots, \gamma_n$ in the decreasing order. Let $\alpha_i = \min\{\alpha : f(\alpha) = \gamma_{i+1}\}$.

Then $f$ is constant $\gamma_{i+1}$ on each interval $[\alpha_i, \alpha_{i+1})$, where $\alpha_0 = 0$ and we put $\alpha_n := \lambda$. Let

$S_n := R^{\gamma_1}_{\alpha_n} \cup R^{\gamma_{n-1}}_{\alpha_{n-1}} \cup \cdots \cup R^{\gamma_1}_{\alpha_1}$.

We claim that the conservativity spectrum of $S_n$ coincides with $f$. To show this we need two more lemmas.
Lemma 4.3 Suppose $\alpha_{i-1} < \alpha < \alpha_i$. Then, $R_{\alpha_i}^{\gamma_i} \equiv_\alpha R_{\alpha}^{\gamma_i}$.

Proof. We can write $\alpha_i := \alpha + \omega^j + \cdots + \omega^{j_k}$ with $\bar{\alpha}_0 := \alpha$. Since $f$ is an $\ell$-sequence and $f(\bar{\alpha}_j) = \gamma_i$, we have $\gamma_i \geq \ell(\gamma_i) \geq \bar{\psi}_j(\gamma_i)$, hence $\gamma_i$ is a fixed point of $\varphi_{j_1}$, for each $j$. Then by induction on $j = k, \ldots, 0$ from Theorem 1 (i) we obtain that $R_{\alpha_i}^{\gamma_i} \equiv_\alpha R_{\bar{\alpha}_j}^{\gamma_i}$. The claim follows from this for $j = 0$. $\Box$

Lemma 4.4 For each $i < n$, $S_{i+1} \equiv_{<\alpha_i} S_i$.

Proof. Firstly, by Lemma 4.3

$$R_{<\alpha_i+1}^{\gamma_i+1} \equiv_{<\alpha_i} R_{\alpha_i+1}^{\gamma_i+1} \equiv_{\alpha_i} R_{\alpha_i}^{\gamma_i+1}.$$

Since $S_i$ is a set of formulas of complexity $\Pi_{<\alpha_i}$, it follows that

$$S_{i+1} \equiv S_i \cup R_{<\alpha_i+1}^{\gamma_i+1} \equiv_{\alpha_i} S_i \cup R_{\alpha_i}^{\gamma_i+1} \equiv S_{i-1} \cup R_{<\alpha_i}^{\gamma_i} \cup R_{\alpha_i}^{\gamma_i+1}.$$

Since $S_{i-1}$ has complexity $\Pi_{<\alpha_i-1}$, Lemma 4.2 implies that

$$S_{i-1} \cup R_{<\alpha_i}^{\gamma_i} \cup R_{\alpha_i}^{\gamma_i+1} \equiv_{<\alpha_i} S_{i-1} \cup R_{<\alpha_i}^{\gamma_i} \equiv S_i.$$

$\Box$

Now we prove by induction on $i = 0, \ldots, n$ that the $\alpha_i$-conservativity spectrum of $S_i$ coincides with $f | \alpha_i$. Theorem 3 is this statement for $i = n$. For $i = 0$ the statement holds trivially.

We assume it holds for $i$ and prove it for $i+1$. By Lemma 4.4 $\text{ord}_\alpha(S_{i+1}) = \text{ord}_\alpha(S_i)$, for all $\alpha < \alpha_i$. So we consider an $\alpha$ such that $\alpha_i \leq \alpha < \alpha_{i+1}$. Then, since the complexity of $S_i$ is $\Pi_{<\alpha_i}$ and $S_i$ is sound,

$$\text{ord}_\alpha(S_{i+1}) = \text{ord}_\alpha(S_i \cup R_{<\alpha_i+1}^{\gamma_i+1}) = \text{ord}_\alpha(R_{<\alpha_i+1}^{\gamma_i+1}).$$

Finally, by Lemma 4.3

$$R_{<\alpha_i+1}^{\gamma_i+1} \equiv_\alpha R_{\alpha}^{\gamma_i+1}.$$

Hence, $\text{ord}_\alpha(R_{<\alpha_i+1}^{\gamma_i+1}) = \gamma_{i+1} = f(\alpha)$. Theorem 3 is proved. $\Box$

References

[1] L. Beklemishev and F. Pakhomov. Reflection algebras and conservation results for theories of iterated truth. Annals of Pure and Applied Logic, 2022. https://doi.org/10.1016/j.apal.2022.103093.
[2] L.D. Beklemishev. Proof-theoretic analysis by iterated reflection. *Archive for Mathematical Logic*, 42:515–552, 2003.

[3] L.D. Beklemishev. Veblen hierarchy in the context of provability algebras. In P. Hájek, L. Valdés-Villanueva, and D. Westerståhl, editors, *Logic, Methodology and Philosophy of Science, Proceedings of the Twelfth International Congress*, pages 65–78. Kings College Publications, London, 2005. Preprint: Logic Group Preprint Series 232, Utrecht University, June 2004.

[4] L.D. Beklemishev. Reflection calculus and conservativity spectra. *Russian Math. Surveys*, 73(4):569–613, 2018. Russian original: *Uspekhi Matematicheskikh Nauk*, 73:4(442), 2018, 3–52.

[5] L.D. Beklemishev. A universal algebra for the variable-free fragment of $\mathcal{RC}^\triangledown$. In S. Artemov and A. Nerode, editors, *Logical Foundations of Computer Science, LFCS 2018 (Deerfield Beach, FL, USA, January 8-11, 2018)*, volume LNCS 10703, pages 91–106, Berlin, Heidelberg, 2018. Springer.

[6] S. Feferman. Arithmetization of metamathematics in a general setting. *Fundamenta Mathematicae*, 49:35–92, 1960.

[7] D. Fernández-Duque and J. Joosten. Models of transfinite provability logic. *J. Symbolic Logic*, 78(2):543–561, 06 2013.

[8] K.N. Ignatiev. On strong provability predicates and the associated modal logics. *The Journal of Symbolic Logic*, 58:249–290, 1993.

[9] J.J. Joosten. Turing–Taylor expansions of arithmetical theories. *Studia Logica*, 104:1225–1243, 2015. doi:10.1007/s11225-016-9674-z.

[10] U.R. Schmerl. A fine structure generated by reflection formulas over Primitive Recursive Arithmetic. In M. Boffa, D. van Dalen, and K. McAloon, editors, *Logic Colloquium’78*, pages 335–350. North Holland, Amsterdam, 1979.

[11] U.R. Schmerl. A proof-theoretical fine structure in systems of ramified analysis. *Archive for Mathematical Logic*, 22:167–186, 1982.