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Abstract—Among the auxiliary loads in light-duty vehicles, the air conditioning system is the single largest energy consumer. For electrified vehicles, the impact of heating and cooling loads becomes even more significant, as they compete with the powertrain for battery energy use and can significantly reduce the range or performance. While considerable work has been made in the field of optimal energy management for electrified vehicles and optimization of vehicle velocity for eco-driving, few contributions have addressed the application of energy-optimal control for heating and cooling loads.

This paper proposes an energy management strategy for the thermal management system of an electrified powertrain, based on Model Predictive Control. Starting from a nonlinear model of the vapor compression refrigeration system that captures the dynamics of the refrigerant in the heat exchangers and the power consumption of the system, a constrained multi-objective optimal control problem is formulated to reduce energy consumption while tracking a desired thermal set point. An efficient implementation of MPC is proposed for real-time applications by introducing a terminal cost obtained from the approximation of the global optimal solution.

I. INTRODUCTION

Heating and cooling loads, such as the air conditioning (A/C) system of the cabin, represent the largest energy consumer among the auxiliary loads in light-duty vehicles [1]. The impact of such loads becomes even more significant in energy-efficient vehicles, such as Battery Electric Vehicles (BEVs), or Hybrid Electric Vehicles (HEVs). These powertrains are characterized by a much higher efficient power conversion, hence the auxiliary loads impact the energy consumption and the range more prominently than compared to conventional powertrain that are based on internal combustion engines. In the case of BEVs, where a heat pump system is often used to satisfy the heating or cooling demand of the battery pack, electric machines and power electronics, the auxiliary loads compete with traction power and can heavily drain the battery in extreme weather conditions [2]. Recent studies have shown that thermal loads can reduce EV range and HEV fuel economy by nearly 40%, depending on the size of the air-conditioner and the driving cycle [3].

Several methods have been proposed to reduce the energy use of vehicle climate control systems for xEV applications, including cabin pre-conditioning [4], [5], or zonal climate control [5], [6]. On the other hand, the use of energy optimization methods for the control of thermal systems, especially for electrified vehicles, has only been sparsely explored in research. In [7], the problem of reducing energy consumption of a vehicle air conditioning system while maintaining cabin comfort requirements is formulated as an optimal control problem and solved off-line via Dynamic Programming (DP), to investigate the trade-off among multiple control objectives. The Pontryagin’s Minimum Principle (PMP) is then applied to obtain an online implementable control strategy. Similarly, PMP was employed in [8] to optimize the thermal management dynamics of a BEV. Model Predictive Control (MPC) has recently been applied to the energy-optimal control of automotive air conditioning systems [9], [10], showing promising results.

Recent contributions have been made in the field of energy-efficient driving strategies (Eco-Driving), for example, via optimization of HEV energy management and vehicle velocity trajectories, showing considerable potential for energy savings [11]. In this context, predictive optimization of vehicle auxiliary loads has been considered in the context of Connected and Automated Vehicles (CAVs). For instance, [12] utilizes vehicle speed preview to coordinate the cabin temperature accordingly, showing that the energy efficiency of the A/C system can be improved by up to 9%.

One of the known issues of MPC is the computation time. In the case of A/C systems, the dynamics of the vehicle velocity and cabin temperature are typically slow compared to the dynamics of the refrigerant in the vapor-compression system, which forces one to adopt long prediction horizons as well as linearize or simplify the plant dynamics [10]. Furthermore, the equations describing the refrigerant dynamics are typically nonlinear [13], which can add further computation requirements and prevent the controller from being implementable in automotive control units.

This paper proposes an energy management strategy for the thermal management system of an electrified powertrain, based on MPC. Starting from an energy-based model of an A/C system that captures the nonlinear dynamics of the refrigerant and the power consumption of the actuators, a constrained multi-objective optimal control problem is formulated to minimize the energy use, while tracking a desired thermal set point. A novel implementation method is proposed to drastically reduce the computation time, allowing online implementation. The concept hinges on defining a terminal cost approximation from a global optimal solution obtained via DP. The approximated terminal cost leads to a sub-optimal solution that achieves very close performance to DP on different drive cycles and thermal load requirements, even when the prediction horizon is reduced to a single step.
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II. OVERVIEW OF THE A/C SYSTEM MODEL

The climate control system of a HEV, for instance the one shown in Figure 1, is based on a simple vapor compression cycle where multiple evaporators in parallel provide the necessary cooling power to the cabin and the battery pack Thermal Management System (TMS) [2]. In this configuration, the compressor is connected to the engine through a belt, and a variable displacement system is used to control the mass flow rate of refrigerant that circulates through the system and, consequently, the heat transfer rate at the evaporator and condenser. Figure 1 provides a schematic representation of the system, along with the relevant thermodynamic states.

![Plant Diagram of the Climate Control System for a HEV](image_url)

While this study focuses on the energy optimization of the cabin HVAC system, its results can be extended to include the battery TMS, for example by adopting a hierarchical control design approach [14].

Since the A/C system operates in highly transient conditions due to the variability in the compressor speed, cooling demands and vehicle speed (which affects the air flow rate at the condenser), the external inputs that govern the state dynamics may change rapidly and considerably [15]. Furthermore, the presence of a phase changing fluid and the different time scales induced by the mass and energy transport pose significant modeling challenges in predicting the state dynamics, namely the pressures in the condenser and evaporator.

This work adopts the lumped-parameter model proposed in [13], where the dynamics of the refrigerant in the heat exchangers was obtained by applying mass and energy balance equations, and introducing a set of simplifying assumptions that reduce the model to only two states. The state equations, which predict the pressure in the heat exchangers, are summarized in Eq. (1), where \( p_e \) and \( p_c \) indicate the evaporator and condenser pressure, and the subscripts 2 and 4 refer to the thermodynamic conditions marked in Figure 1. The thermodynamic properties, including density \( \rho \), enthalpy \( h \), and mean void fraction \( \bar{\gamma} \) are mapped from the thermodynamic tables of refrigerant R-1234yf.

To close the model equations, the rate of heat transfer \( \dot{Q}_e \) into the evaporator and \( \dot{Q}_c \) dissipated by the condenser must be expressed as functions of the thermodynamic states and flow rates. To this end, the \( \epsilon \)-NTU method is adopted to define approximated expressions under the assumption that the refrigerant within the two heat exchangers is predominantly two-phase [13]. The expressions obtained are:

\[
\dot{Q}_e = \dot{m}_{a,c} c_p (T_{a,in,e} - T_e (p_e)) \cdot (1 - \exp(-k_e NTU_e))
\]

\[
\dot{Q}_c = \dot{m}_{a,c} c_p (T_c (p_c) - T_{a,in,c}) \cdot (1 - \exp(-k_c NTU_c))
\]

where \( T_e \) and \( T_c \) are the saturation temperatures of the refrigerant, which are dependent on the corresponding pressures. The NTU parameter depends on the geometry of the heat exchangers and on the convection heat transfer coefficient computed on the air side [16], [17]:

\[
NTU_j = \frac{\epsilon_j A_S [1 - F_{fin,j} (1 - \eta_{FA,j})]}{\dot{m}_{a,j} c_p}, \quad (j = e, c)
\]

where \( \epsilon \) is the air heat transfer coefficient, \( A_S \) is the heat exchanger external surface area, \( F_{fin} \) is the fraction of air-to-structure surface area on fins, \( \eta_{FA} \) is the air side fin efficiency. The numerical values of the above parameters can be retrieved from the heat exchanger specification sheets.

Note that, in Eq. (2), the air mass flow rate \( \dot{m}_{a,e} \) at the evaporator depends on the speed of the blower and is considered an external input, while the air flow \( \dot{m}_{a,c} \) at the condenser depends on the vehicle velocity and the radiator fan speed \( \omega_{fan} \), which is a control input.

The compressor model computes the refrigerant flow rate \( \dot{m}_r \) and discharge enthalpy as functions of the compressor speed (external input), the displacement (control input), the thermodynamic conditions at the suction side, and the pressure ratio \( PR = p_c/p_e \). Starting from [18], the flow rate \( \dot{m}_r \) and enthalpy \( h_3 \) are obtained from models of the volumetric efficiency \( \eta_v \) and isentropic efficiency \( \eta_s \):

\[
\eta_v = \frac{\dot{m}_r}{V_{cmp} \rho_1 \omega_{cmp}}, \quad \eta_s = \frac{h_{2s} - h_1}{h_2 - h_1}
\]

where \( \rho_1 = \rho_g (p_e) \), \( h_3 = h_g (p_e) \) are the thermodynamic conditions at the suction side of the compressor, and \( h_{2s} \) the ideal (isentropic) enthalpy corresponding to the compression 1 → 2, which is a function of the pressure ratio \( PR \).

The volumetric and isentropic efficiency are modeled as empirical functions of the compressor speed and the pressure ratio [18]:

\[
\eta_v = \frac{a_0 - (a_1 + a_2 Z)(PR^{1/\kappa} - 1)}{1 + a_3 Z^2 (PR - 1)^{b_0}}
\]

\[
\eta_s = \frac{b_1 + b_3 Z + b_4 (PR - 1)^{b_4}}{b_1}
\]

where \( Z = V_{cmp} \omega_{cmp}/\sqrt{\rho_1} \) is the Mach index and \( \kappa \) the specific heat ratio. The parameters \( a_0, \ldots, a_3, b_0, \ldots, b_4 \) and others are mapped from the thermodynamic tables of refrigerant R-1234yf.
are identified on the compressor maps provided by the manufacturer. Finally, the power consumed by the compressor and the radiator fan are obtained from the states and control inputs:

\[ P_c = \dot{m}_r (h_2 - h_1) \]
\[ P_f = \frac{1}{\eta_e} \frac{\omega_f^{\text{max}}}{\omega_f^3} \]

where \( \eta_e \) is the efficiency of the electric motor powering the fan. A detailed description of the model parameters and process for validation are provided in [13].

III. OPTIMAL CONTROL PROBLEM FORMULATION

An optimal control problem is formulated for the A/C system to minimize the total power consumed by the actuators, while tracking a desired evaporator pressure subject to the system dynamics described in the previous section, state and input constraints. The general formulation is given by:

\[
\min_u \quad J(x, u, w) = \int_{t_0}^{t_f} L(x, u, w) \cdot dt \quad (7)
\]
subject to
\[
\dot{x} = f(x, u, w), \quad x(t_0) = x_0 \quad (8)
\]
\[
x_{\text{min}} \leq x(t) \leq x_{\text{max}} \quad (9)
\]
\[
u_{\text{min}} \leq u(t) \leq u_{\text{max}} \quad (10)
\]

where \( x = [p_{c}, p_{e}]^T \) is the state vector, \( u = [\omega_f, V_{\text{comp}}]^T \) is the input vector and \( w = [\omega_f, \dot{m}_{\text{ref}, c}, V_{\text{veh}}, T_{a, \text{in}, c}, T_{a, \text{in}, e}]^T \) is the vector of external inputs, which includes the compressor speed, the vehicle speed (affecting the air flow rate at the condenser, along with the fan), the air flow rate and inlet temperature at the evaporator (affecting the cooling load). Finally, \( L(x, u, w) \) is the running cost given by a linear combination of the normalized power and tracking error on the evaporator pressure:

\[
L = \left[ \frac{P_f(t) + P_c(t)}{P_{\text{base}}} + (1 - \alpha) \frac{(p_e(t) - p_{e, \text{ref}})^2}{\Delta p_{\text{max}}^2} \right] \quad (11)
\]

where \( P_f \) and \( P_c \) are given in Eq. (6), \( P_{\text{base}} \) is the average power consumed by the baseline strategy, \( p_{e, \text{ref}} \) is the reference pressure given by the AC setting, \( \Delta p_{\text{max}} \) is the maximum allowable deviation from the reference and \( \alpha \) is a weight that can be used to explore the tradeoff between energy saving and tracking performance. Note that the tracking is directly implemented in the cost function, as opposed to using a deadband approach. For the system under consideration, the latter would results in a controller always operating the system at the upper evaporator pressure limit [19].

The state dynamic is discretized using the Euler forward method, and the optimization problem above is solved using DP [20], [21]. While DP generates an offline solution, namely a policy that requires knowledge of the complete drive cycle, it provides a benchmark for online control algorithms.

IV. MPC IMPLEMENTATION

To design an online predictive controller starting from a global optimal (offline) solution, there are several techniques that trade-off optimality across a range of cycles with computation time and complexity. For instance, [22] shows that the DP results can be used for rule extraction with near optimal results. More recent contributions have focused on MPC, due to its ability to account for multiple control inputs and nonlinear plant dynamics [9], [10], [12].

Using MPC to design a controller for the A/C system, however, poses unique challenges due to the fast dynamics of the refrigerant pressure, compared to the slowly-varying external inputs such as vehicle speed and cabin flow rate or temperature. To achieve robust and near-optimal solutions, the prediction horizon has to be extended significantly [10]. In such case, the accuracy of the prediction model is crucial and therefore a plant model linearization is not possible. Between the long prediction horizon and the nonlinear optimization problem, the computation time required for the solution is significant making it prohibitive for real time applications. To overcome this challenge, this paper introduces a modified cost function for the economic MPC formulation. While the running cost is integrated over the prediction horizon, an approximated minimum cost is applied from the end of the prediction horizon to the end of the driving cycle. This approach is based on Bellman’s principle of optimality [23], [20], [24] and has been proven effective in reducing computation time while achieving near-optimal solutions, for example in HEV energy management problems [25].

For any time \( t \) and state \( x \), the optimal control sequence can be obtained from:

\[
\min_u \quad \int_t^{t_f} L(x, u, w, \tau) d\tau \quad (12)
\]

Based on Bellman’s Principle of Optimality, this is equivalent to solving:

\[
\min_u \quad \left( \int_t^{t+\tau_H} L(x, u, w, \tau) d\tau + \int_0^{t_f} L(x, u, w, \tau) d\tau \right) \quad (13)
\]

where \( t_H \) is the length of the prediction horizon. Based on the definition of cost-to-go, Eq. (13) is equivalent to:

\[
\min_u \quad \left( \int_t^{t+\tau_H} L(x, u, w, \tau) d\tau + V(x(t + t_H), t + t_H) \right) \quad (14)
\]
For real-time implementation, future external disturbances \( w(t) \) and the duration of the cycle \( t_f \) are unknown. Therefore, an approximation for the cost-to-go must be obtained, leading to a sub-optimal formulation:

\[
\min_u \left( \int_t^{t+t_H} L(x, u, w, \tau) d\tau + \hat{V}(x(t+t_H)) \right)
\]

where \( \hat{V} \) is an approximated value function, or “base heuristic” [26]. This formulation originates from the theory of Approximate Dynamic Programming (ADP) and can be integrated with an MPC if \( \hat{V} \) is assumed as the terminal cost [24]. This approach allows one to significantly reduce the prediction horizon while retaining the nonlinearity of the plant dynamics, which overall results in a computationally efficient, near-optimal MPC formulation [24].

A. Approximation of the Value Function

Several methods can be used to define the approximated value function \( \hat{V} \). For example, in [25], [27] the cost-to-go is assumed to be linear with respect to the state, and the parameters of this linear approximation are tuned. Alternatively, the value function can be modeled as a Markov Decision Process and determined via Reinforcement Learning [28].

This paper proposes to generate the value function approximation by analyzing the cost-to-go function obtained by solving the DP over a set of representative drive cycles. For this study, a single SCO3 cycle with a fixed A/C setting (SCO3 Mid) is considered.

![Fig. 2. Cost-to-Go Function for the SC03 Cycle (\( \alpha = 0.1 \)).](image)

The cost-to-go corresponding to the DP solution for the SC03 Mid cycle with \( \alpha = 0.1 \) is shown in Figure 2. The value function \( V \) decreases with time \( (\partial V / \partial t \leq 0) \) and retains a similar shape for different time instances. It is also worth noting that a cost of zero is never attained. For a fixed time and condenser pressure \( p_c \), the function \( V \) is quadratic in \( p_c \) and the curvature increases for larger values of \( p_c \). Finally, with the exception of high values of \( p_c \), a linear relationship can be observed between \( V \) and the condenser pressure.

To parameterize the reference pressure, the cost-to-go is shifted along the z-axis such that zero cost is attained at \( x_r \): \( V_{\Delta}(x,t) = V(x,t) - V(x_r,t) \) (16)

Finally, after averaging the cost-to-go over time, a quadratic curve fitting is performed on a local region around \( x_r \):

\[
V_q(x_r) = (x - x_r)^T Q(x - x_r) + p^T (x - x_r)
\]

The fitting results are shown in Figure 3 with respect to each state variable. The fitting is accurate around the reference, while monotonically increasing as the tracking error becomes larger.

![Fig. 3. Quadratic Fitting of the Cost-to-Go Function.](image)

B. MPC Formulation

Using the above value function approximation as the MPC terminal cost, the receding horizon optimization problem is formulated as:

\[
\min_u \sum_{k=0}^{N-1} L(x_k, u_k, w_k) + V_q(x_N) \quad \text{(18)}
\]

subject to

\[
x_{k+1} = x_k + f(x, w, u) \cdot \Delta t \quad \text{(19)}
\]

\[
x_{min} \leq x_k \leq x_{max} \quad \text{(20)}
\]

\[
u_{min} \leq u_k \leq u_{max} \quad \text{(21)}
\]

where a one-step prediction horizon and a discretization step \( \Delta t = 1s \) are selected for this problem. The external inputs \( w \) are measured and are kept constant in the receding horizon. The one-step MPC implementation considerably reduces the problem complexity, while still capturing the effect of the external inputs on the state trajectories.

![Fig. 2. Cost-to-Go Function for the SC03 Cycle (\( \alpha = 0.1 \)).](image)
V. RESULTS

The MPC defined in the previous section was first tested on the same cycle used to generate the value function approximation. The results are compared against the baseline (production controller) and the global optimal solution obtained from DP. Figure 4 shows that, although the fan actuation strategy slightly deviates from DP solution, the power consumption of the one-step MPC solution closely matches the DP solution. Due to the approximation of the value function, the solution of the MPC does not retain the recursive feasibility property that is inherent to the DP solution. However, $V_q$ has been obtained on a cycle that explores a wide enough range of states and control inputs to assume that the system is perturbed around nominal conditions and hence a feasible solution can always be found [29], [30]. The controller with approximated value function is then tested on a different cycle, specifically, the SC03 Low, and the results are shown in Figure 5. The results show that the $\alpha'$ adaptation closely matches the results from implementation with fixed $\alpha'$.

Note that $V_q$ was obtained by approximating the cost-to-go function obtained from DP over one single cycle with a fixed tradeoff weight. However the controller should perform well for a variety of cycles and external conditions. To this end, the weight $\alpha$ in the cost functional $L$ is used as tuning parameter for the online implementation. The approach suits this problem due to the strong continuity in the cost function, which implies that the value function is continuous and therefore the approach is robust against disturbances, such as variations in the A/C settings [31]. The tradeoff weight in the MPC is defined as $\alpha'$ to distinguish between the value used in the DP:

$$L = \frac{\alpha' P_f(t) + P_c(t)}{P_{base}} + (1 - \alpha') \frac{(p_e(t) - p_{e,ref})^2}{\Delta P_{max}} + V_q(x)$$

(22)

A comparison between the baseline, DP and the tuned MPC is shown in Figure 5 and a summary of the MPC performance for two different test conditions is given in Table I.

![Fig. 4. Comparison of MPC against Baseline Solution for the "SC03 Mid" Cycle.](image)

![Fig. 5. Comparison of MPC against Baseline and DP Solution for "SC03 High Cycle".](image)

| Cycle       | Strategy   | Total Energy [kJ] | Energy Savings [%] | Tracking Error [%] |
|-------------|------------|-------------------|--------------------|--------------------|
| SC03 Low    | Baseline   | 1830              | N/A                | N/A                |
| SC03 Low    | DP         | 1709              | -6.6%              | 2.08               |
| SC03 Low    | MPC, $\alpha'$ adapt | 1714 | -6.3% | 2.5                |
| SC03 Full   | Baseline   | 1646              | N/A                | N/A                |
| SC03 Full   | DP         | 1386              | -15.8%             | 1.08               |
| SC03 Full   | MPC, $\alpha'$ adapt | 911 | -23.7% | 2.0                |

Clearly, the quadratic terminal cost approximation $V_q$ in Eq. (17) ensures a flat evaporator temperature trajectory, which implies that the MPC implementation is robust against disturbances in vehicle velocity, engine speed, and air inlet temperatures at the evaporator and condenser. The weight $\alpha'$ in the running cost affects the distance between the
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VI. CONCLUSIONS
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