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Abstract

Adaptive gradient methods have become popular in optimizing deep neural networks; recent examples include AdaGrad and Adam. Although Adam usually converges faster, variations of Adam, for instance, the AdaBelief algorithm, have been proposed to enhance Adam’s poor generalization ability compared to the classical stochastic gradient method. This paper develops a generic framework for adaptive gradient methods that solve non-convex optimization problems. We first model the adaptive gradient methods in a state-space framework, which allows us to present simpler convergence proofs of adaptive optimizers such as AdaGrad, Adam, and AdaBelief. We then utilize the transfer function paradigm from classical control theory to propose a new variant of Adam, coined AdamSSM. We add an appropriate pole-zero pair in the transfer function from squared gradients to the second moment estimate. We prove the convergence of the proposed AdamSSM algorithm. Applications on benchmark machine learning tasks of image classification using CNN architectures and language modeling using LSTM architecture demonstrate that the AdamSSM algorithm improves the gap between generalization accuracy and faster convergence than the recent adaptive gradient methods.

1 Introduction

In this paper, we consider the problem of minimizing a non-convex function. The objective function \( f : \mathbb{R}^d \to \mathbb{R}_{>0} \) is smooth and, without loss of generality, positive-valued. Formally, the problem is

\[
\min_{x \in \mathbb{R}^d} f(x).
\]

First-order optimization algorithms, such as SGD with momentum [1] and Nesterov’s accelerated gradient-descent (NAG) [2], are popular algorithms for image classification and language modeling problems [3]. These algorithms iteratively update all the model parameters using a global learning rate, and are classified as accelerated gradient algorithms. To achieve faster convergence, several adaptive gradient algorithms have been proposed recently. These methods update each model parameter with an individual learning rate, resulting in faster training than accelerated gradient methods. AdaGrad [5] is the first prominent adaptive gradient method that significantly improved upon SGD [6]. Its general version, known as G-AdaGrad [7], can improve upon AdaGrad’s convergence rate by tuning an additional scalar parameter. Specifically, the adaptive gradient (AdaGrad) algorithm maintains an estimate of the solution defined by [1] and updates it iteratively. The improvement over GD method is due to an adaptive updating of the learning rate, based on the information of all the past gradients. In continuous-time domain, the G-AdaGrad algorithm can be modeled using a set of ordinary differential equations (ODEs) as follows [7]. Let the gradient of the objective function...
evaled at $x \in \mathbb{R}^d$ be denoted by $\nabla f(x) \in \mathbb{R}^d$, and its $i$-th element be denoted by $\nabla_i f(x)$ for each dimension $i \in \{1, \ldots, d\}$. For each $i \in \{1, \ldots, d\}$ and $t \geq 0$, we consider the ODEs

$$\dot{x}_{ci}(t) = \|\nabla_i f(x(t))\|^2, \quad \dot{\mu}_i(t) = -\frac{\nabla_i f(x(t))}{x_{ci}(t)}, \quad (2)$$

with initial conditions $\{x_{ci}(0) > 0 : i = 1, \ldots, d\}$ and $x(0) \in \mathbb{R}^d$. When we set the positive-valued scalar $c = 0.5$, (2) recover the original AdaGrad algorithm.

AdaGrad can converge slowly for dense gradients because of accumulation of all the previous gradients. A popular variant of AdaGrad is adaptive momentum estimation (Adam) [8], which addresses the gradient accumulation issue in AdaGrad. In continuous-time domain, Adam can be modeled using a set of non-autonomous ODEs as follows [7]. We define two real-valued scalar parameters $b_1, b_2 \in (0, 1)$. We further define a positive-valued function $\alpha : (0, \infty) \rightarrow \mathbb{R}$ by $\alpha(t) = \frac{1}{\sqrt{1 - (1 - b_2)^t}}$, $t \geq 0$. For each $i \in \{1, \ldots, d\}$, we consider the following set of ODEs

$$\dot{\mu}_i(t) = -b_1 \mu_i(t) + b_1 \nabla_i f(x(t)), \quad \dot{\nu}_i(t) = -b_2 \nu_i(t) + b_2 \|\nabla_i f(x(t))\|^2, \quad \dot{x}_i(t) = -\frac{\mu_i(t)}{\alpha(t) \sqrt{\nu_i(t)}}, \quad (3)$$

with initial conditions $\mu(0) \in \mathbb{R}^d$, $\{\nu_i(0) > 0 : i = 1, \ldots, d\}$, and $x(0) \in \mathbb{R}^d$. The variables $\mu$ and $\nu$ are estimates of, respectively, the biased first moment and the biased second raw moment of the gradients. These variables $\mu$ and $\nu$ can be abstracted as dynamic controller states and $x$ as system state. The term $\alpha(t)$ in (3) is responsible for the initial bias corrections in Adam [8]. It is known that, if the Hessian of the objective function is bounded and the parameter condition $b_1 > b_2$ holds, then Adam is guaranteed to converge to a critical point of $f$ [7]. Note that, the algorithm parameters $b_1$ and $b_2$ in the continuous-time representation above are related to the parameters $\beta_1$ and $\beta_2$ in discrete-time implementation of Adam [8], according to $\beta_1 = (1 - \delta b_1)$ and $\beta_2 = (1 - \delta b_2)$ where $\delta$ is the sampling-time for first-order Euler discretization of (3) [7].

Despite its widespread use, the poor generalization ability of Adam has led to its several variants. The notable ones among them include AdaBelief [9], AdaBound [10], AdamW [11], AMSGrad [6], Fromage [12], MSVAG [13], RAdam [14], and Yogi [15]. Among these modifications of Adam, AdaBelief has been proposed most recently. The AdaBelief algorithm is similar to Adam, except that $\|\nabla_i f(x(t))\|^2$ in (3) is replaced by $\|\nabla_i f(x(t)) - \mu_i(t)\|^2$ so that $\frac{1}{\sqrt{\nu_i(t)}}$ represents the belief in observed gradient [9]. In other words, the following set of ODEs represents the AdaBelief algorithm. For each $i \in \{1, \ldots, d\}$ and $t \geq 0$,

$$\dot{\mu}_i(t) = -b_1 \mu_i(t) + b_1 \nabla_i f(x(t)), \quad \dot{\nu}_i(t) = -b_2 \nu_i(t) + b_2 \|\nabla_i f(x(t)) - \mu_i(t)\|^2, \quad \dot{x}_i(t) = -\frac{\mu_i(t)}{\alpha(t) \sqrt{\nu_i(t)}}, \quad (4)$$

with initial conditions $\mu(0) \in \mathbb{R}^d$, $\{\nu_i(0) > 0 : i = 1, \ldots, d\}$, and $x(0) \in \mathbb{R}^d$. Through extensive experiments, AdaBelief has been shown to reduce the generalization gap between SGD and adaptive gradient methods. However, in these experiments, few other existing methods such as Yogi, MSVAG, AdamW, and Fromage have achieved faster convergence of the training cost than AdaBelief [9].

### 1.1 Related work

The first convergence guarantee of a generalized AdaGrad method for non-convex functions has been presented recently in [16], where the additional parameter $\epsilon \geq 0$ generalizes the AdaGrad method. However, the parameter $\epsilon$ in [16] has been assumed to be strictly positive, which excludes the case of the original AdaGrad method [5] where $\epsilon = 0$. The analysis for AdaGrad in [17] assumes the gradients to be uniformly bounded. We do not need such an assumption. Additionally, the aforementioned analyses of AdaGrad are in discrete-time. We analyze AdaGrad in the continuous-time domain.

Previous works that prove convergence of Adam for non-convex problems include [15] [18] [19] [20] [21] [22]. In [15], the proof for Adam considers the algorithm parameter $\beta_1 = 0$, which is essentially the RMSProp algorithm. We consider the general parameter settings where $\beta_1 \geq 0$. An Adam-like algorithm has been proposed and analyzed in [17]. The proofs in [15] [18] [19] [20] [21] do not consider
the initial bias correction steps in the original Adam [8]. Our analysis of Adam considers the bias correction steps. The analyses in [17, 15, 18, 19, 21] assume uniformly bounded gradients. We do not make such an assumption. The aforementioned analyses of Adam are in discrete-time. A continuous-time model of Adam has been proposed in [22], which includes the bias correction steps. However, compared to [22], our convergence proof for Adam is simpler. In addition, [22] assumes that the parameters $\beta_1$ and $\beta_2$ in the Adam algorithm are functions of the step-size $\eta$ such that $\beta_1$ and $\beta_2$ tends to one as the step-size $\eta \to 0$. We do not make such an assumption in our analysis.

The convergence guarantee of the AdaBelief algorithm has been provided by the authors in discrete-time [9]. In this paper, we present a simpler proof for AdaBelief in continuous-time.

Modeling optimization algorithms as dynamical systems is not new in the literature [23, 24, 25]. ODE models of momentum-based first-order optimization algorithms have been used for analyzing their convergence properties [23, 24, 26] and also for designing new algorithms [27]. Recently, a unified model, referred as accelerated gradient flow, for several proximal gradient and momentum-based methods such as heavy-ball and Nesterov’s method have been proposed [25]. Driven by this theme, we view adaptive gradient algorithms as dynamical systems in this paper, which we utilize for convergence analysis and also for proposing a novel adaptive gradient algorithm. We note that the convergence results of continuous-time optimization algorithms or gradient flow not necessarily extend to their discrete-time counterparts. In fact, different discretization schemes of the same continuous-time algorithm can result in different algorithms in discrete-time [25]. Moreover, most of the existing research on continuous-time modeling of optimization methods have only considered accelerated gradient methods. In this paper, we focus specifically on adaptive gradient methods.

Note that [7] presented proofs from a state-space viewpoint only for G-AdaGrad and Adam. Here, we propose and analyze a state-space model that represents a class of adaptive gradient methods, from which the convergence proofs of G-AdaGrad and Adam follow as a special case. Moreover, we propose a novel adaptive gradient algorithm and conduct extensive experiments compared to [7].

1.2 Our contributions

First, we propose a class of adaptive gradient algorithms for solving non-convex optimization problems. We represent the proposed algorithm in the state-space form [28]. This state-model of adaptive gradient algorithms is a non-autonomous system of ODEs, and includes the AdaGrad, G-AdaGrad, Adam, and AdaBelief algorithms as special cases. We formally analyze the proposed adaptive gradient framework from a state-space perspective, which enables us in presenting simplified convergence proofs of AdaGrad, G-AdaGrad, Adam, and AdaBelief in continuous-time for non-convex optimization. Next, motivated by the issues in training neural network models as mentioned above, we propose a novel adaptive gradient algorithm for solving (1), aimed at balancing improved generalization and faster convergence of machine learning models. We refer to the proposed algorithm as Adaptive momentum estimation with Second-order dynamics of Second Moment (AdamSSM). Facilitated by our state-space framework of adaptive gradient methods, the proposed AdamSSM algorithm is built on top of Adam, where the dynamics of the second raw moment estimate $\nu$ of the gradients is increased in order by one. Our key findings are summarized below.

- We develop a state-space framework for a class of adaptive gradient algorithms that solves the optimization problem in (1). Using a simple analysis of the proposed state-space model, we prove the convergence of the proposed adaptive gradient algorithm to a critical point of the possibly non-convex optimization problem in (1) in the deterministic settings. Since our framework is inclusive of the AdaGrad, G-AdaGrad, Adam, and AdaBelief optimizers, an intuitive and simple convergence proof for each of these methods follows as a special case of our analysis. Please refer Section 3 for details.

- We propose a new variant of Adam, which we refer as AdamSSM, for solving the general non-convex optimization problem defined in (1). The proposed algorithm adds a specific pole-zero pair [29] to the dynamics of the second raw moment estimate $\nu$ in Adam, thereby improving its convergence. Utilizing the aforementioned framework, we guarantee convergence of the proposed AdamSSM algorithm to a critical point of (1). Our analysis requires minimal assumptions about the optimization problem (1). Please refer Section 4 for details.

- Finally, in Section 5 we demonstrate the applicability of our AdamSSM algorithm to benchmark machine learning problems. In this context, we conduct image classification experiments with CNN models on CIFAR10 dataset and language modeling experiments with LSTM models. These results
present empirical evidence of the proposed algorithm’s capability in balancing better generalization and faster convergence than the existing state-of-the-art optimizers.

2 Generalized AdaGrad

We first review the state-space analysis of the G-AdaGrad algorithm (2), as presented in [7]. This section serves as a foundation towards our general adaptive gradient algorithm proposed later in Section 3. Detailed proofs of the theoretical guarantees in this paper are included with the supplemental material.

We make the following assumptions to present the algorithms and their convergence results. These assumptions are mild and standard in the literature of gradient-based optimization.

**Assumption 1.** Assume that the minimum of function $f$ exists and is finite, i.e., $\min_{x \in \mathbb{R}^d} f(x) < \infty$.

**Assumption 2.** Assume that $f$ is twice differentiable over its domain $\mathbb{R}^d$ and the entries in the Hessian matrix $\nabla^2 f(x)$ are bounded for all $x \in \mathbb{R}^d$.

We define the set of critical points of the objective function $f$ as $X^* = \{ x \in \mathbb{R}^d : \nabla f(x) = 0_d \}$. Proposition 1 below presents a key result on the convergence of G-AdaGrad (2) in continuous-time to a critical point in $X^*$.

**Proposition 1 ([7]).** Consider the pair of differential equations (2) with initial conditions $x(0) \in \mathbb{R}^d$ and $\{ x_i(c) > 0 : i = 1, \ldots, d \}$. Let the parameter $c \in (0,1)$. If Assumptions 1-2 hold, then $\lim_{t \to \infty} \nabla f(x(t)) = 0_d$. Moreover, for all $t \geq 0$, we have

$$f(x(t)) = f(x(0)) + \sum_{i=1}^{d} \left( x_i(c(0))^{1-c} - (x_i(c(0)) + c \int_0^t \| \nabla_i f(x(s)) \|^2 \, ds \right)^{1-c}$$

(6)

**Remark 1.** Proposition 1 relies on Barbalat’s lemma [30], a classical tool in adaptive control theory, for proving that the squared-gradient converges to zero. The first step in applying Barbalat’s lemma is showing that the squared-gradient is integrable. For this, the time-derivative of the objective function $f$ is evaluated along the system trajectories. Then, both sides are integrated and substituted from the ODEs governing the controller dynamics. A simple argument then completes the first step in Barbalat’s lemma. In the second step of this lemma, Assumption 2 is used to show that the squared-gradient is integrable. The significance of this proof lies in the above steps, which guides the analysis of our general, and therefore more complex, adaptive gradient algorithm in the next section.

3 A general adaptive gradient algorithm

In this section, we propose a class of adaptive gradient algorithms, creating a state-space framework that encompasses Adam-like algorithms. We follow by presenting convergence results of some existing adaptive gradient optimizers, G-AdaGrad, Adam, and AdaBelief, from a state-space perspective.

Our framework of adaptive gradient algorithms hinges on their state-space representation in terms of ODEs. The proposed adaptive gradient algorithm is similar to Adam, described in [3]. However, there are two notable differences. Firstly, we replace the squared-gradient term $\| \nabla_i f(x(t)) \|^2$ in the evolution of second raw moment estimate in (3) with $\psi(\nabla_i f(x(t)), \mu_i(t))$, where we define $\psi$ as an well-behaved and non-negative valued function $\psi : \mathbb{R}^2 \to \mathbb{R}_{\geq 0}$. The sufficient conditions on the general function $\psi$ which guarantees convergence of the proposed algorithm are specified later in this section. The proposed setup includes the original Adam algorithm, i.e., $\psi(\nabla_i f(x(t)), \mu_i(t)) = \| \nabla_i f(x(t)) \|^2$, as a special case. The other difference is that, in our algorithm, the ODE governing the second raw moment estimate of the gradients has a higher order. From simulations, we observed an issue with Adam that the ODEs in [3] for the first and second moments can converge slowly, especially if the optimization problem is ill-conditioned, leading to a slower convergence of the estimate. A similar transient property of momentum-based algorithms have been theoretically proved in [31]. Now, each of the ODEs in [3] can be seen as a controlled dynamical system [28]. The controlled input for $\mu_i(t)$ and $\nu_i(t)$ is, respectively, $\nabla_i f(x(t))$ and $\| \nabla_i f(x(t)) \|^2$, and the controlled output is, respectively, $\mu_i(t)$ and $\nu_i(t)$. It is known that addition of a zero improves the transient response of an linear time-invariant (LTI) system [29]. Adam does not have any zero in the dynamics.
of \( \nu_i(t) \) in [3]. So, in our algorithm, we add a left-half plane zero to the dynamics of \( \nu_i(t) \) for improving the convergence rate. However, in Adam, the dynamics of \( \nu_i(t) \) is strictly proper [29]. Thus, we also add an additional left-half plane pole. Hence, for each dimension \( i \in \{1, \ldots, d\} \), the transfer function from \( \psi(\nabla_i f(x(t)), \mu_i(t)) \) to the second raw moment estimate \( \nu_i(t) \) in our general setup has an additional pole-zero pair in the left-half plane, as compared to only one pole and no zero for its counterpart in Adam. Herein lies the intuition behind our algorithm.

Our general adaptive gradient algorithm is iterative wherein, at each time \( t \geq 0 \), it maintains four \( d \)-dimensional vectors: an estimate \( x(t) \) of a minimum point of \( f \), an estimate \( \mu(t) \) of the first moment of gradients, an estimate \( \nu(t) \) of the second raw moment of gradients, and an additional \( \zeta(t) \) due to higher order of the transfer functions from \( \psi(\nabla_i f(x(t)), \mu_i(t)) \) to \( \nu_i(t) \). The initial estimate \( x(0) \) is chosen arbitrarily from \( \mathbb{R}^d \). The real-valued vector variables \( \mu \) and \( \zeta \) are initialized at \( t = 0 \) as the \( d \)-dimensional zero vector, denoted by \( 0_d \). The remaining variable \( \nu \) is initialized according to \( \{\nu_i(0) > 0 : i = 1, \ldots, d\} \). Before initiating the iterative process, the algorithm chooses nine non-negative real-valued scalar parameters \( \lambda_1, \ldots, \lambda_8 \) and \( c \). Their specific conditions are presented later in this section. Given the parameters \( \lambda_2, \lambda_6 \in (0, 1) \), we define the function \( \alpha_g : [0, \infty) \to \mathbb{R} \):

\[
\alpha_g(t) = \begin{cases} 
1 - (1 - \lambda_2)^{t+1} (1 - (1 - \lambda_6)^{t+1})^c, & \text{if } \lambda_7 > 0 \\
1, & \text{if } \lambda_7 = 0.
\end{cases}
\]

For \( t \geq 0 \), the proposed adaptive gradient optimizer in continuous-time is governed by the ODEs

\[
\begin{align*}
\dot{\mu}_i(t) &= -\lambda_1 \mu_i(t) + \lambda_2 \nabla_i f(x(t)), \\
\dot{\zeta}_i(t) &= -\lambda_3 \zeta_i(t) + \lambda_4 \nu_i(t), \\
\dot{\nu}_i(t) &= \lambda_4 \zeta_i(t) - \lambda_5 \nu_i(t) + \lambda_6 \psi(\nabla_i f(x(t)), \mu_i(t)), \\
\dot{x}_i(t) &= -\frac{1}{\alpha_g(t)} \lambda_7 \mu_i(t) + \lambda_8 \nabla_i f(x(t)).
\end{align*}
\]

The \( d \)-dimensional vectors \( \mu, \zeta, \) and \( \nu \) can be abstracted as dynamic controller states and \( x \) as system state controlled by \( \mu, \zeta, \) and \( \nu \). Here, \( \alpha_g(t) \) represents the initial bias correction. When the moment estimate is not used in updating \( x(t) \), there is no bias correction needed in the algorithm, e.g. AdaGrad [5]. Such cases are represented by \( \lambda_2 = 0 \) and \( \alpha_g(t) = 1 \) because of no bias correction.

**Assumption 3.** We assume that the function \( \psi \) satisfies the following properties.

A: \( \psi \) is differentiable over \( \mathbb{R}^2 \). Moreover, \( \psi(x, y) \) and its gradient \( \nabla \psi(x, y) \) are bounded if both \( x \) and \( y \) are bounded, for any \( x, y \in \mathbb{R} \).

B: \( \psi(x, \cdot) \) is bounded only if \( x \) is bounded, for \( x \in \mathbb{R} \).

C: \( \lim_{t \to \infty} \psi(\nabla_i f(x(t)), \mu_i(t)) = 0 \) only if \( \lim_{t \to \infty} \nabla_i f(x(t)) = 0 \).

Theorem 1 below guarantees convergence of the proposed class of adaptive gradient optimizers, presented above in [3]-[11], to a critical point of problem \( \mathbb{P} \).

**Theorem 1.** Consider the set of differential equations (8)-(11) with initial conditions \( \mu(0) = \zeta(0) = 0_d, x(0) \in \mathbb{R}^d \), and \( \{\nu_i(0) > 0 : i = 1, \ldots, d\} \). Let the parameters satisfy \( 0 < c < 1 \),

\[
\lambda_2 > 0, \lambda_3 > 0, \lambda_4 \geq 0, \lambda_4 \leq \lambda_5 < 2\lambda_1/c, \lambda_6 > 0, \lambda_7 \geq 0, \lambda_8 \geq 0, \lambda_7 + \lambda_8 > 0.
\]

Additionally, let \( 0 < \lambda_6 < \lambda_2 < 1 \) if \( \lambda_7 > 0 \). If Assumptions 7-9 hold, then \( \lim_{t \to \infty} \nabla f(x(t)) = 0_d \).

Now we are ready to show that AdaGrad, G-AdaGrad, Adam, and AdaBelief are included in our proposed class of adaptive algorithms [3]-[11]. G-AdaGrad in [2] is a special case of [3]-[11] with \( \nu = x_c, \lambda_4 = \lambda_5 = 0, \lambda_6 = 1, \lambda_7 = 0, \lambda_8 = 1, \psi(\nabla_i f(x(t)), \mu_i(t)) = \|\nabla_i f(x(t))\|^2 \). Adam in [1] is a special case of [3]-[11] with \( c = 0.5, \lambda_1 = \lambda_2 = \lambda_3 = 0, \lambda_4 = \lambda_5 = 0, \lambda_6 = \lambda_7 = 1, \lambda_8 = 0, \) and \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \|\nabla_i f(x(t))\|^2 \). Similarly, AdaBelief in [4]-[5] is a special case of [3]-[11] with \( c = 0.5, \lambda_1 = \lambda_2 = \lambda_3 = 0, \lambda_4 = \lambda_5 = 0, \lambda_6 = \lambda_7 = 1, \lambda_8 = 0, \) and \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \|\nabla_i f(x(t)) - \mu_i(t)\|^2 \). Therefore, simple convergence proofs of these algorithms for non-convex problems follow from Theorem 1. The following results present these convergence guarantees in continuous-time. Specifically, we obtain the following corollaries of Theorem 1.
Corollary 1 (G-AdaGrad). Consider the set of differential equations in (2) with initial conditions  
\( x(0) \in \mathbb{R}^d \), and \( \{x_i(0) > 0 : i = 1, \ldots, d\} \). Let the parameter \( c \) satisfy \( 0 < c < 1 \). If Assumptions [12] hold, then \( \lim_{t \to \infty} \nabla f(x(t)) = 0 \).

Corollary 2 (Adam). Consider the set of differential equations in (3) with initial conditions \( \mu(0) = 0_d, x(0) \in \mathbb{R}^d, \) and \( \{v_i(0) > 0 : i = 1, \ldots, d\} \). Let the parameters \( b_1 \) and \( b_2 \) satisfy \( 0 < b_2 < b_1 < 1 \). If Assumptions [12] hold, then \( \lim_{t \to \infty} \nabla f(x(t)) = 0_d \).

Corollary 3 (AdaBelief). Consider the set of differential equations in (4)-(5) with initial conditions \( \mu(0) = 0_d, x(0) \in \mathbb{R}^d, \) and \( \{v_i(0) > 0 : i = 1, \ldots, d\} \). Let the parameters \( b_1 \) and \( b_2 \) satisfy \( 0 < b_2 < b_1 < 1 \). If Assumptions [12] hold, then \( \lim_{t \to \infty} \nabla f(x(t)) = 0_d \).

4 Proposed algorithm: AdamSSM

In this section, we present the novel AdamSSM algorithm and its convergence guarantee. The proposed AdamSSM algorithm is in the form of the generic adaptive gradient setup, presented in Section [3] where the function \( \psi \) in [3] is defined as \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \|\nabla_i f(x(t))\|^2 \). Specifically, the AdamSSM algorithm in continuous-time is described by the following set of ODEs, parameterized by \( b_1, b_2, \) and \( b_3 \). For each dimension \( i \in \{1, \ldots, d\} \) and \( t \geq 0 \),

\[
\begin{align*}
\dot{\mu}_i(t) &= -b_1 \mu_i(t) + b_1 \nabla_i f(x(t)), \quad \dot{\zeta}_i(t) = -b_2 \zeta_i(t) + b_2 v_i(t), \\
\dot{v}_i(t) &= b_3 \zeta_i(t) - (b_2 + b_3) v_i(t) + b_2 \|\nabla_i f(x(t))\|^2, \quad \dot{x}_i(t) = -\frac{\mu_i(t)}{\alpha(t) \sqrt{v_i(t)}}.
\end{align*}
\]

Algorithm 1 AdamSSM: Adaptive momentum estimation with Second-order dynamics of Second Moment

1: Initialize \( x(0) \in \mathbb{R}^d, \mu(0) = \zeta(0) = \nu(0) = 0_d, b_1, b_2, b_3 > 0, \epsilon > 0, \) and the learning rate schedule \( \eta(t) \).
2: for each iteration \( t = 0, 1, 2, \ldots \) do
3: Compute gradient \( \nabla f(x(t)) \) at the current estimate.
4: Update biased first moment estimate \( \mu(t+1) = (1 - \delta_b_1) \mu(t) + \delta_b_1 \nabla f(x(t)) \).
5: Update the vector \( \zeta(t) \) to \( \zeta(t+1) = (1 - \delta_b_2) \zeta(t) + \delta_b_2 \nu(t) \).
6: Update biased second raw moment estimate \( v_i(t+1) = \delta_b_3 v_i(t) + (1 - \delta_b_2 - \delta_b_3) v_i(t) + \delta_b_2 \|\nabla_i f(x(t))\|^2 \) for each \( i \in \{1, \ldots, d\} \).
7: Compute bias corrected first moment estimate \( \hat{\mu}(t+1) = \frac{\mu(t+1)}{1 - (1 - \delta_b_1) \epsilon \cdot \eta(t)} \).
8: Compute bias corrected second raw moment estimate \( \hat{\nu}(t+1) = \frac{\nu(t+1)}{1 - (1 - \delta_b_2) \epsilon \cdot \eta(t)} \).
9: Updates the current estimate \( x(t) \) to \( x_i(t+1) = x_i(t) - \eta(t) \frac{\hat{\mu}_i(t+1)}{\sqrt{\hat{\nu}_i(t+1) + \epsilon}}, \quad i = 1, \ldots, d. \)
10: end for

The function \( \psi \) and the parameters \( \beta_1 = (1-\delta_b_1) \) and \( \beta_2 = (1-\delta_b_2) \) in the proposed AdamSSM algorithm is same as Adam. However, unlike Adam, \( b_3 \) in AdamSSM is strictly positive. As a result, for each dimension \( i \in \{1, \ldots, d\} \), the transfer function \( \frac{b_3}{s + b_3} \) from \( \|\nabla_i f(x(t))\|^2 \) to \( v_i(t) \) in AdamSSM is \( \frac{b_3}{s + (b_2 + b_3)s + b_3} \) where \( s \) denotes the Laplace variable. On the other hand, for Adam we have \( b_3 = 0 \), and the above transfer function \( \frac{b_3}{s + b_3} \), due to cancellation of a pole-zero pair at \( s = -b_2 \). The addition of a pole and a zero in AdamSSM is due to introduction of the positive-valued parameter \( b_3 \) which improves the convergence of the estimated objective function values \( f(x(t)) \). Note that the order of computational cost of the AdamSSM algorithm is same as Adam.

The formal convergence guarantee of the proposed AdamSSM algorithm in continuous-time is presented below in the form of Corollary 4 of Theorem 1.

Corollary 4. Consider the set of differential equations (13)-(14) with initial conditions \( \mu(0) = \zeta(0) = 0_d, x(0) \in \mathbb{R}^d, \) and \( \{v_i(0) > 0 : i = 1, \ldots, d\} \). Let the parameters \( b_1, b_2 \) and \( b_3 \) satisfy \( 0 < b_2 < b_1 < 1, b_3 > 0, b_2 + b_3 < 4b_1 \). If Assumptions [12] hold, then \( \lim_{t \to \infty} \nabla f(x(t)) = 0_d \).

The AdamSSM algorithm in discrete-time is summarized above in Algorithm 1. Specifically, we use first-order explicit Euler discretization with a fixed sampling rate to discretize the set of ODEs (13)-(14) to be consistent with the format of the existing algorithms, we replace the condition \( v_i(0) > 0 \forall t \).
with an additional parameter \( \epsilon > 0 \), as it is in the existing algorithms. The purpose of either of these conditions is the same: to avoid division by zero in (14). Additionally, we denote the learning rate parameter for updating the estimate \( x(t) \) for each iteration \( t = 0, 1, \ldots \) in discrete-time by \( \eta(t) \).

5 Experimental results

In this section, we present experimental results on benchmark machine learning problems, comparing the convergence rate and test-set accuracy of the proposed AdamSSM algorithm with several other adaptive gradient methods: AdaBelief [9], AdaBound [10], Adam [8], AdamW [11], Fromage [12], MSVAG [13], RAdam [14], SGD [32], and Yogi [15]. In the experiments, we consider two machine learning tasks: image classification on CIFAR-10 dataset [33] and language modeling on Penn Tree-Bank (PTB) dataset [34]. For image classification task, we use two CNN architectures: ResNet34 [35] and VGG11 [36]. For language modeling task, we use the long short-term memory (LSTM) architecture with respectively 1-layer, 2-layers, and 3-layers. Additional details on these experiments and related figures are in the supplemental material.

To conduct the experiments, we adopt the experimental setup used in the recent AdaBelief paper [9] and the AdaBound paper [10]. Following [9], the \( l_2 \)-regularization hyperparameter is set to \( 5 \times 10^{-4} \) for image classification and \( 1.2 \times 10^{-8} \) for language modeling, for each algorithm. The hyperparameters are tuned such that the individual algorithms achieve a better generalization on the test set. Following [9], these hyperparameters are selected as described below.

AdaBelief: The standard parameter values \( \beta_1 = 0.9, \beta_2 = 0.999 \) are used. \( \epsilon \) is set to \( 10^{-8} \) for image classification, \( 10^{-16} \) for 1-layer LSTM and \( 10^{-12} \) for 2-layer and 3-layer LSTM. The learning rate \( \eta \) is set to \( 10^{-2} \) for 2-layer and 3-layer LSTM, and \( 10^{-3} \) for all other models. These parameter values are set according to the implementation of AdaBelief in GitHub [39]. AdaBound, Adam, MSVAG, RAdam, Yogi: The parameter \( \beta_1 \) is selected from \{0.5, 0.6, 0.7, 0.8, 0.9\}. The learning rate \( \eta \) is selected from \( \{10^p: p = 1, 0, -1, -2, -3\} \). The standard values are used for the other parameters. AdamW: The weight decay parameter is chosen from \{\( 10^{-2}, 10^{-3}, 5 \times 10^{-4}, 10^{-4}\)\}. The other parameters are selected in the same way as Adam. Fromage, SGD: The learning rate is set as described above for Adam. The momentum is set as the default value of 0.9. AdamSSM: The parameters \( \beta_1 = (1 - \delta b_1) \) and \( \beta_2 = (1 - \delta b_2) \) in the proposed AdamSSM algorithm is similar to Adam. The standard choices for \( \beta_1 \) and \( \beta_2 \) in Adam are respectively 0.9 and 0.999 [8]. With a sampling time \( \delta = 0.15 \), therefore we set \( b_1 = 0.67 \) and \( b_2 = 0.0067 \). The parameter \( b_3 \) is chosen from \{\( c \times 10^{-3}/\delta: c = 1, 2, 3, 4, 5\)\}. The parameter \( \epsilon \) and the learning rate \( \eta \) are same as AdaBelief.

For the image classification tasks, the model is trained for 200 epochs; the learning rate is multiplied by 0.1 at epoch 150; and a mini-batch size of 128 is used [9, 10]. We compare the training-set and test-set accuracy of different training algorithms in Table 1 and Table 2. We observe that the proposed AdamSSM algorithm has the best test-set accuracy among all the algorithms, on both the architectures ResNet34 and VGG11. Some other algorithms achieve a better training-set accuracy than the proposed method. However, the test-set accuracy of those algorithms is less than AdamSSM.

For the language modeling tasks, the model is trained for 200 epochs; the learning rate is multiplied by 0.1 at epoch 100 and 145; and a mini-batch size of 20 is used [9]. We compare the training-set and test-set perplexity of different training algorithms in Table 3 and Table 5. Note that a lower perplexity means better accuracy. For 1-layer LSTM, only the Adam method generates lower test set perplexity than the proposed method. For 2-layer LSTM, only the AdaBelief method generates lower test set perplexity than the proposed method. For the more complex 3-layer LSTM, the proposed method achieves both the least test set and the least training set perplexity.

6 Discussion and conclusions

This paper proposed an adaptive gradient-descent optimizer to accelerate gradient-based optimization of non-convex optimization problems. Adaptive gradient optimizers are an integral component of modern-day machine learning pipelines. We presented a state-space framework for such optimizers, facilitating a dynamical system perspective of some prominent adaptive gradient optimizers and their potential variations. Specifically, the estimate of the true minima is the system state, and updating the learning rate of the state can be described as a control input. When the learning rates are updated adaptively, the control input is dynamically evolving. Hence, the dynamic controller states are
Table 1: Comparisons between best training accuracy, best test accuracy, and number of training epochs required to achieve these accuracies for different algorithms on image classification task with ResNet34.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 95.44         | 194   | 99.988        | 193   |
| AdaBound           | 94.85         | 190   | 99.999        | 191   |
| Adam               | 93.02         | 189   | 99.308        | 190   |
| AdamW              | 94.59         | 164   | **100.0**     | 169   |
| Fromage            | 94.51         | 165   | 99.992        | 165   |
| MSVAG              | 94.44         | 199   | 99.996        | 185   |
| RAdam              | 94.33         | 182   | **100.0**     | 179   |
| SGD                | 94.64         | 155   | 99.272        | 169   |
| Yogi               | 94.71         | 182   | 99.972        | 192   |
| AdamSSM (Proposed) | **95.61**     | 174   | 99.99         | 188   |

Table 2: Comparisons between best training accuracy, best test accuracy, and number of training epochs required to achieve these accuracies for different algorithms on image classification task with VGG11.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 91.41         | 193   | 99.784        | 197   |
| AdaBound           | 90.62         | 176   | 99.914        | 193   |
| Adam               | 88.40         | 197   | 94.028        | 199   |
| AdamW              | 89.39         | 166   | 99.312        | 198   |
| Fromage            | 89.77         | 162   | 99.730        | 170   |
| MSVAG              | 90.24         | 187   | **99.948**    | 192   |
| RAdam              | 89.30         | 195   | 98.984        | 196   |
| SGD                | 90.11         | 188   | 96.436        | 195   |
| Yogi               | 90.67         | 192   | 99.868        | 196   |
| AdamSSM (Proposed) | **91.49**     | 185   | 99.792        | 187   |

Table 3: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task with 1-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 84.63         | 199   | 58.25         | 192   |
| AdaBound           | 84.78         | 199   | 62.36         | 155   |
| Adam               | **84.28**     | 196   | 58.26         | 155   |
| AdamW              | 87.80         | 194   | **55.33**     | 155   |
| MSVAG              | 84.68         | 199   | 63.59         | 167   |
| RAdam              | 88.57         | 196   | 55.81         | 155   |
| SGD                | 85.07         | 199   | 63.64         | 155   |
| Yogi               | 86.59         | 199   | 69.22         | 155   |
| AdamSSM (Proposed) | 84.61         | 199   | 58.93         | 192   |

governed by feedback inputs that are a function of the current estimate (the current system state). The existing optimizers specify the feedback input to update the dynamic controller states. We proposed a general class of feedback inputs to the controller states and specified sufficient conditions for the feedback to guarantee convergence of our general algorithm for adaptive optimization. Another salient feature of our generic algorithm is the addition of a suitable pole and zero in the transfer function to the controller state from its corresponding input. By rigorously analyzing this state-space model of the proposed algorithm, we developed a framework from which simplified proofs of
Table 4: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task with 2-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|--------------|-------|---------------|-------|
| AdaBelief          | 66.29        | 199   | 45.48         | 184   |
| AdaBound           | 67.53        | 199   | 43.65         | 105   |
| Adam               | 67.27        | 199   | 46.86         | 184   |
| AdamW              | 94.86        | 186   | 67.51         | 184   |
| MSV AG             | 68.84        | 199   | 45.90         | 184   |
| RAdam              | 90.00        | 199   | 61.48         | 184   |
| SGD                | 67.42        | 197   | 44.79         | 165   |
| Yogi               | 71.33        | 199   | 54.53         | 143   |
| AdamSSM (Proposed) | 66.75        | 198   | 44.92         | 190   |

Table 5: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task with 3-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|--------------|-------|---------------|-------|
| AdaBelief          | 61.24        | 194   | 37.06         | 197   |
| AdaBound           | 63.58        | 195   | 37.85         | 193   |
| Adam               | 64.28        | 199   | 43.11         | 197   |
| AdamW              | 104.49       | 159   | 104.94        | 155   |
| MSV AG             | 65.04        | 192   | 39.64         | 185   |
| RAdam              | 93.11        | 199   | 90.75         | 185   |
| SGD                | 63.77        | 146   | 38.11         | 146   |
| Yogi               | 67.51        | 196   | 51.46         | 164   |
| AdamSSM (Proposed) | 61.18        | 188   | 36.82         | 197   |

eexisting algorithms, such as G-AdaGrad, Adam, and AdaBelief, follow. This framework can yield constructive insights to design new optimizers, as we have shown by developing the AdamSSM algorithm. AdamSSM is a variant of Adam, where adding a pole-zero pair in the second-moment estimate of gradients improves the convergence through a re-balance of transient and steady state. Through extensive experiments on complex machine learning problems, we demonstrated that the AdamSSM algorithm reduces the gap between better accuracy on unseen data and faster convergence than the state-of-the-art algorithms. Further intuition behind the AdamSSM algorithm’s ability to improve generalization error is presented in the supplemental material with numerical evidence (ref. Figure 6).

A new optimizer can also be developed by modifying the AdaBelief algorithm similarly. Formally speaking, this new variant can be described by our generic state-space framework (8)-(11) as follows:

\[
\dot{\mu}_i(t) = -b_1 \mu_i(t) + b_1 \nabla_i f(x(t)), \quad \dot{\zeta}_i(t) = -b_2 \zeta_i(t) + b_2 \nu_i(t),
\]

\[
\dot{\nu}_i(t) = b_3 \zeta_i(t) - (b_2 + b_3) \nu_i(t) + b_2 \| \nabla_i f(x(t)) - \mu_i(t) \|^2, \quad \dot{x}_i(t) = -\frac{1}{\alpha(t)} \frac{\mu_i(t)}{\sqrt{\nu_i(t)}}
\]

Convergence of the above algorithm directly follows from Theorem [1]. However, further studies are needed to validate the efficacy of this optimizer compared to the existing optimizers. In this work, we modified the transfer function only for the second moment estimate of the gradients. The idea can be extended to modifying the transfer function for the first moment estimate as well. Additionally, other input functions \(\psi\) that satisfy Assumption [3] can be explored for developing potentially better optimizers. In this work, we have analyzed asymptotic convergence. Another direction of work is characterizing the (finite-time) rate of convergence.
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A Supplemental material

A.1 Proof of Proposition 1

Proof. The time-derivative of $f$ along the trajectories $x(t)$ of (2) is $\dot{f}(x(t)) = (\nabla f(x(t))^T \ddot{x}(t) = \sum_{i=1}^d \nabla_i f(x(t)) \ddot{x}_i(t)$. Substituting (2) yields, $\dot{f}(x(t)) = -\sum_{i=1}^d \frac{\|\nabla_i f(x(t))\|^2}{(x_{ci}(t))^2}$. Further utilizing (2) we get,

$$\dot{f}(x(t)) = -\sum_{i=1}^d \frac{\dot{x}_{ci}(t)}{(x_{ci}(t))^2}. \quad (15)$$

Integrating both sides above with respect to (w.r.t) time from 0 to $t$, we get

$$f(x(t)) - f(x(0)) = -\sum_{i=1}^d \int_0^t \frac{\dot{x}_{ci}(s)}{(x_{ci}(s))^2} ds. \quad (16)$$

Since $c < 1$, upon evaluating the integral we have

$$f(x(t)) = f(x(0)) + \sum_{i=1}^d \frac{(x_{ci}(0))^{1-c} - (x_{ci}(t))^{1-c}}{1-c}. \quad (17)$$

Integrating both sides of (2) w.r.t time from 0 to $t$, we have

$$x_{ci}(t) = x_{ci}(0) + \int_0^t \|\nabla_i f(x(s))\|^2 ds, \quad i \in \{1, \ldots, d\}.$$ 

Substituting the above equation in (17) proves (6).

Since $x_{ci}(0) > 0$, we have $x_{ci}(t) > 0$. The above equation implies that $x_{ci}(t)$ is non-decreasing w.r.t $t$, which combined with (6) and $c \in (0, 1)$ implies that $f(x(t))$ is non-increasing. From Assumption 1, $f$ is bounded below. Thus, $\lim_{t \to \infty} f(x(t))$ is finite. From (17) then it follows that, $\lim_{t \to \infty} x_{ci}(t)$ is finite. Thus, the above equation implies that $\|\nabla f(x(t))\|^2$ is integrable. Hence, $\nabla f(x(t))$ is bounded.

Since $\nabla f(x(t))$ is bounded and $x_{ci}(t) > 0$, from (2) we have that $\dot{x}(t)$ is bounded. Now, the time-derivative of $\|\nabla f\|^2$ along the trajectories $x(t)$ is given by $\frac{d}{dt} \|\nabla f(x(t))\|^2 = 2\nabla f(x(t))^T \nabla^2 f(x(t)) \dot{x}(t)$. We have shown that $\nabla f(x(t))$ and $\dot{x}(t)$ are bounded. From Assumption 1 we have all the entries in $\nabla^2 f(x(t))$ are bounded. Then, from the above equation we have $\frac{d}{dt} \|\nabla f(x(t))\|^2$ is bounded. Thus, $\|\nabla f(x(t))\|^2$ is uniformly continuous.

We have shown that $\|\nabla f(x(t))\|^2$ is integrable and $\|\nabla f(x(t))\|^2$ is uniformly continuous. From Barbalat’s lemma it follows that $\lim_{t \to \infty} \|\nabla f(x(t))\|^2 = 0$. \hfill \Box

A.2 Proof of Theorem 1

Proof. The time-derivative of $f$ along the trajectories $x(t)$ of (11) is given by

$$\dot{f}(x(t)) = \sum_{i=1}^d \nabla_i f(x(t)) \ddot{x}_i(t) = -\sum_{i=1}^d \frac{1}{\alpha_g(t)} \frac{\lambda_7 \nabla_i f(x(t)) \mu_i(t) + \lambda_8 \|\nabla_i f(x(t))\|^2}{\nu_i(t)^c}. \quad (18)$$

Upon multiplying both sides above with $\alpha_g(t)$, followed by integrating both sides w.r.t. time from 0 to $t$ and substituting from (8) we have

$$\int_0^t \alpha_g(s) \dot{f}(x(s)) ds = -\sum_{i=1}^d \int_0^t \frac{\lambda_7 \mu_i(s) \dot{\mu}_i(s)}{\lambda_2 \nu_i(s)^c} ds - \sum_{i=1}^d \int_0^t \frac{\lambda_7 \lambda_1 \mu_i(s)^2}{\lambda_2 \nu_i(s)^c} ds - \sum_{i=1}^d \int_0^t \frac{\lambda_8 \|\nabla_i f(x(s))\|^2}{\nu_i(s)^c} ds. \quad (19)$$
Integrating by parts we have the first term on R.H.S. as
\[
\int_0^t \frac{\mu_i(s)\dot{\mu}_i(s)}{\nu_i(s)}ds = \left[ \frac{\mu_i(s)^2}{2\nu_i(s)c} \right]_0^t + \frac{c}{2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \dot{\nu}_i(s)ds.
\]

Upon substituting above from (10), and using that \(\mu(0) = 0\),
\[
\int_0^t \frac{\mu_i(s)\dot{\mu}_i(s)}{\nu_i(s)c}ds = \frac{\mu_i(t)^2}{2\nu_i(t)c} + \frac{c\lambda_4}{2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \dot{\nu}_i(s)ds
\]
\[
- \frac{c\lambda_5}{2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c}ds + \frac{c\lambda_6}{2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \psi(\nabla_i f(x(s)), \mu_i(s))ds.
\]

Upon substituting above in (19) we obtain that
\[
\int_0^t \alpha_g(s) \dot{f}(x(s))ds = - \sum_{i=1}^d \frac{\lambda_7}{2\lambda_2} \mu_i(t)^2 \nu_i(t)^{-c} - \sum_{i=1}^d \frac{c\lambda_7\lambda_4}{2\lambda_2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \dot{\nu}_i(s)ds
\]
\[
- \sum_{i=1}^d \frac{\lambda_7}{\lambda_2} \left( \lambda_1 - \frac{c\lambda_5}{2} \right) \int_0^t \mu_i(s)^2 \nu_i(s)^{-c}ds
\]
\[
- \sum_{i=1}^d \frac{c\lambda_7\lambda_6}{2\lambda_2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \psi(\nabla_i f(x(s)), \mu_i(s))ds
\]
\[
- \sum_{i=1}^d \int_0^t \lambda_8 \|\nabla_i f(x(s))\|^2 \nu_i(s)^{-c}ds.
\]

(20)

We consider the possible cases \(\lambda_7 = 0\) and \(\lambda_7 > 0\). First we consider \(\lambda_7 > 0\). We define, \(\gamma_1 = 1 - \lambda_2\) and \(\gamma_2 = 1 - \lambda_6\). Upon differentiating both sides of (7) w.r.t \(t\) we get \(\dot{\alpha}_g(t) = \frac{c\gamma_2}{(1 - \gamma_1^t)(1 - \gamma_2^t)^{1.5}}\). So we have
\[
\dot{\alpha}_g(t) < 0 \iff \left( \frac{\gamma_2}{\gamma_1} \right)^{t+1} \frac{1 - \gamma_1^{t+1}}{1 - \gamma_2^{t+1}} > \frac{1}{\log \gamma_1}. \quad (21)
\]

From the condition \(\lambda_2 > \lambda_6\), we have \(1 > \gamma_2 > \gamma_1 > 0\). Then, \(\left( \frac{\gamma_2}{\gamma_1} \right)^{t+1}\) and \(\frac{1 - \gamma_1^{t+1}}{1 - \gamma_2^{t+1}}\) are, respectively, increasing and decreasing functions of \(t\). Since \(1 > \gamma_2 > \gamma_1 > 0\), we have
\[
\lim_{t \to \infty} \left( \frac{\gamma_2}{\gamma_1} \right)^{t} \to \infty \text{ and } \lim_{t \to \infty} \frac{1 - \gamma_1^{t+1}}{1 - \gamma_2^{t+1}} = 1.
\]
Thus, \(\left( \frac{\gamma_2}{\gamma_1} \right)^{t} \frac{1 - \gamma_1^{t+1}}{1 - \gamma_2^{t+1}}\) is increasing in \(t \geq T'\) for some \(T' < \infty\). Then, there exists \(T \in [\gamma_1^t, \infty)\) such that (21) holds for all \(t \geq T\). Integrating by parts we rewrite the L.H.S. in (20),
\[
\int_0^t \alpha_g(s) \dot{f}(x(s))ds = [\alpha_g(s)f(x(s))]_0^t - \int_0^t \alpha_g(s)f(x(s))ds.
\]

Upon substituting from above in (20), for \(t \geq T\),
\[
\alpha_g(t)f(x(t)) = \alpha_g(0)f(x(0)) + \int_0^T \alpha_g(s)f(x(s))ds + \int_T^t \alpha_g(s)f(x(s))ds
\]
\[
= \alpha_g(0)f(x(0)) + \int_0^t \alpha_g(s)f(x(s))ds + \int_T^t \alpha_g(s)f(x(s))ds
\]
\[
- \sum_{i=1}^d \frac{c\lambda_7\lambda_4}{2\lambda_2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \dot{\nu}_i(s)ds
\]
\[
- \sum_{i=1}^d \frac{c\lambda_7\lambda_6}{2\lambda_2} \int_0^t \mu_i(s)^2 \nu_i(s)^{-c-1} \psi(\nabla_i f(x(s)), \mu_i(s))ds
\]
\[
- \sum_{i=1}^d \int_0^t \lambda_8 \|\nabla_i f(x(s))\|^2 \nu_i(s)^{-c}ds.
\]

(22)
For each $i \in \{1, \ldots, d\}$, consider the state-space system described by (9)-(10), with the state vector $[\zeta_i, \nu_i]^T \in \mathbb{R}^2$. From (12), $\lambda_4 \geq 0$. Here, we consider the possible cases: $\lambda_4 > 0$ and $\lambda_4 = 0$.

- $\lambda_4 > 0$ : Define the state matrix $A = \begin{bmatrix} -\lambda_3 & \lambda_3 \\ \lambda_4 & -\lambda_5 \end{bmatrix}$. Since $\zeta(0) = 0$, the states are given by the solution

$$
\begin{bmatrix} \zeta_i(t) \\ \nu_i(t) \end{bmatrix} = e^{At} \begin{bmatrix} 0 \\ \nu_i(0) \end{bmatrix} + \int_0^t e^{A(t-s)} \begin{bmatrix} 0 \\ \frac{\lambda_6}{\lambda_5} \end{bmatrix} \psi(\nabla_i f(x(s)), \mu_i(s))ds.
$$

Upon computing the state-transition matrix $\phi(t) = e^{At}$ and substituting above, we obtain that

$$
\zeta_i(t) = \phi_{12}(t-1)\nu_i(1) + \lambda_2 \int_1^t \phi_{12}(t-s)\psi(\nabla_i f(x(s)), \mu_i(s))ds,
$$

(23)

$$
\nu_i(t) = \phi_{22}(t-1)\nu_i(1) + \lambda_2 \int_1^t \phi_{22}(t-s)\psi(\nabla_i f(x(s)), \mu_i(s))ds,
$$

(24)

where $\phi_{12}(t) = \lambda_3 e^{-\frac{\lambda_3 + \lambda_5}{2}t} - e^{-\frac{\lambda_5}{2}t}$, $\phi_{22}(t) = e^{-\frac{\lambda_3 + \lambda_5 + \lambda_6}{2}(p-\lambda_5+\lambda_3)+e^{-\frac{\lambda_5}{2}p}(p-\lambda_5)}$, and $p = \sqrt{(\lambda_3 - \lambda_5)^2 + 4\lambda_3 \lambda_4}$. Since $\lambda_3, \lambda_6 > 0$ (ref. (12)), $\nu_i(0) > 0$, $\psi \geq 0$, and $p > 0$, from (23) we have $\zeta_i(t) > 0$. Since $\lambda_3, \lambda_4 > 0$, we have $p = \sqrt{(\lambda_3 - \lambda_5)^2 + 4\lambda_3 \lambda_4} > |\lambda_5 - \lambda_3|$, which implies that $\phi_{22}(t) > 0$. From above and $\nu_i(0) > 0$, we have $\nu_i(t) > 0$.

- $\lambda_4 = 0$ : From (10), $\dot{\nu}_i(t) = -\lambda_5 \nu_i(t) + \lambda_6 \psi(\nabla_i f(x(t)), \mu_i(t))$. The solution of this ODE is $\nu_i(t) = e^{-\lambda_5 t} \nu_i(0) + \lambda_6 \int_0^t e^{-\lambda_5(t-s)}\psi(\nabla_i f(x(s)), \mu_i(s))ds$, which implies that $\nu_i(t) > 0$.

Since $\zeta_i(t) > 0$ and $\psi \geq 0$, due to (12) and (21), the R.H.S. in (22) is decreasing in $t \geq T$. Then, the L.H.S. in (22) is also decreasing in $t \geq T$. Since $\mu_i(t)$ and $\nu_i(t)$ are continuous and $\nu_i(t) > 0$, $\frac{\lambda_7}{2\lambda_2} \mu_i(t)^2 \nu_i(t)^{-c}$ is continuous. Also, $\alpha_q(t) f(x(t))$ is continuous. Thus, considering the compact interval $[0, T]$, $\alpha_q(T) f(x(T)) + \sum_{i=1}^d \frac{\lambda_7}{2\lambda_2} \mu_i(T)^2 \nu_i(T)^{-c} =: M_T$ is finite. Since the L.H.S. in (22) is decreasing in $t \geq T$, we have the L.H.S. in (22) bounded above by $M_T$ for all $t \geq T$.

From the R.H.S. of (22) then we have that $\mu_i(t)^2 \nu_i(t)^{-c-1} \psi(\nabla_i f(x(t)), \mu_i(t))$ and $\mu_i(t)^2 \nu_i(t)^{-c}$ are integrable w.r.t. $t$ and bounded. Moreover, if $\lambda_8 < 0$, we also have $\|\nabla_i f(x(t))\|^2 \nu_i(t)^{-c}$ integrable and bounded. It implies that, $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded unless $\mu_i(t) = 0$ or $\nu_i(t) = \infty$. To show that $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded even if $\mu_i(t) = 0$ or $\nu_i(t) = \infty$, we consider the possible cases: $\lambda_8 = 0$ and $\lambda_8 > 0$.

- $\lambda_8 = 0$ : From (11), either of the conditions $\mu_i(t) = 0$ and $\nu_i(t) = \infty$ implies that $\dot{x}_i(t) = 0$ and, hence, $\frac{d}{dt} \psi(\nabla_i f(x(t))) = 0$. Due to continuity of $\nabla_i f(x)$, we then have $\nabla_i f(x(t))$ is bounded. Upon solving (8), $\mu_i(t) = \lambda_2 \int_0^t e^{-\lambda_5(t-s)} \nabla_i f(x(s))ds$, and hence, $\mu_i(t)$ is bounded. From Assumption 3.A, $\nabla_i f(x(t))$ and $\mu_i(t)$ are bounded implying that $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded.

- $\lambda_8 > 0$ : In this case, $\|\nabla_i f(x(t))\|^2 \nu_i(t)^{-c}$ is bounded. Thus, $\nabla_i f(x(t))$ is bounded unless $\nu_i(t) = \infty$, in which case $\dot{x}_i(t) = 0$. Following the argument in the previous case, $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded.

Thus, $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded, and therefore, Assumption 3.B implies that $\nabla_i f(x(t))$ is bounded.

To show that $\nu_i(t)$ is bounded, we consider the possible cases: $\lambda_4 > 0$ and $\lambda_4 = 0$.

- $\lambda_4 > 0$ : We can rewrite $\phi_{22}$ as $\phi_{22}(t) = e^{-\frac{\lambda_3 + \lambda_5 - p}{2}(p-\lambda_5+\lambda_3)+e^{-\frac{\lambda_5}{2}p}(p-\lambda_5)}$, since $p = \sqrt{(\lambda_3 - \lambda_5)^2 + 4\lambda_3 \lambda_4} \leq \lambda_3 + \lambda_5$ for $\lambda_5 \geq \lambda_4$ (see (12)) and $\psi(\nabla_i f(x(t)), \mu_i(t))$ is bounded, it follows from (24) that $\nu_i(t)$ is bounded.
• $\lambda_4 = 0$: In this case, $\nu_i(t) = e^{-\lambda_4 t} \nu_i(0) + \lambda_6 \int_0^t e^{-\lambda_4 (t-s)} \psi(\nabla_i f(x(s), \mu_i(s))) ds$. The above implies that $\nu(t)$ is bounded as $\psi(\nabla_i f(x(t), \mu_i(t)))$ is bounded.

Earlier, we have shown that $\mu_i(t)$ is bounded and $\nu_i(t) > 0$. From (11), then we have, $\dot{x}_i(t)$ is bounded. From (8), $\mu_i(0) = 0$ implies that $\dot{\mu}_i(t) = \lambda_1 \nabla_i f(x(t))$. Thus, $\mu_i(t)$ can be zero only at isolated points $t$. Otherwise, for some $h > 0$ there exists an interval $(t-h, t+h)$ such that $\mu_i(s) = 0$ for all $s \in (t-h, t+h)$. In that case, $\dot{\mu}_i(s) = 0$ for all $s \in (t-h, t+h)$. Since $\dot{\mu}_i(s) = \lambda_1 \nabla_i f(x(s))$ for all $s \in (t-h, t+h)$, we then have $\nabla_i f(x(s)) = 0$ for all $s \in (t-h, t+h)$, which proves the theorem.

We have shown above that $\mu_i(t)$ is bounded except at isolated points and $\nu_i(t)$ is bounded. So, $\frac{1}{\mu_i(t)^2 \nu_i(t)^{-c}}$ is integrable. Since $\frac{1}{\mu_i(t)^2 \nu_i(t)^{-c}}$ is integrable and $\frac{1}{\mu_i(t)^2 \nu_i(t)^{-c}}$ is bounded except at isolated points, we have $\frac{1}{\mu_i(t)^2 \nu_i(t)^{-c}}$ is integrable. Since $\nu_i(t)$ is bounded and $\frac{1}{\mu_i(t)^2 \nu_i(t)^{-c}}$ is integrable, we have $\frac{1}{\mu_i(t)^2 \nu_i(t)^{1-c}}$ is integrable. Now, we apply Cauchy-Schwartz inequality on the functions $\mu_i(t) \nu_i(t)^{(1-c)/2}$, $\mu_i(t)^{0.5}$ and $\frac{1}{\mu_i(t) \nu_i(t)^{(1-c)/2}}$. Since we have $\mu_i(t)^2 \nu_i(t)^{1-c} \psi(\nabla_i f(x(t), \mu_i(t)))$ and $\frac{1}{\mu_i(t)^2 \nu_i(t)^{1-c}}$ integrable, the Cauchy-Schwartz inequality implies that $\psi(\nabla_i f(x(t), \mu_i(t)))$ is integrable. Since $\psi(\nabla_i f(x(t), \mu_i(t)))$ is bounded and integrable, it is also square-integrable. Thus, $\psi(\nabla_i f(x(t), \mu_i(t)))$ is integrable.

Now, the time-derivative of $\psi$ along the trajectory $x_i(t)$ is
\[
\frac{d}{dt} \psi(\nabla_i f(x(t), \mu_i(t))) = \nabla \psi(\nabla_i f(x(t), \mu_i(t))) T\left[\nabla_i^2 f(x(t))\right] \dot{x}(t).
\]

We have shown that $\nabla_i f(x(t))$ and $\mu_i(t)$ are bounded. Then, according to Assumption 3.A, $\nabla \psi(\nabla_i f(x(t), \mu_i(t)))$ is bounded. From Assumption 2, $\nabla_i^2 f(x(t))$, is bounded. We have shown that $\dot{x}_i(t)$ is bounded. Since $\nabla_i f(x(t))$ and $\mu_i(t)$ are bounded, (8) implies that $\dot{\mu}_i(t)$ is bounded. Then, from the above equation we have $\frac{d}{dt} \psi(\nabla_i f(x(t), \mu_i(t)))$ is bounded. Thus, $\psi(\nabla_i f(x(t), \mu_i(t)))$ is uniformly continuous w.r.t. $t$.

We have shown that, for each $i \in \{1, \ldots, d\}$, $\psi(\nabla_i f(x(t), \mu_i(t)))$ is integrable and uniformly continuous. From Barbalat’s lemma it follows that $\lim_{t \to \infty} \psi(\nabla_i f(x(t), \mu_i(t))) = 0$. Then, according to Assumption 3.C, $\lim_{t \to \infty} \nabla_i f(x(t)) = 0$.

Next, we consider the case $\lambda_7 = 0$. In this case, $\alpha_g(t) = 1$ (see (7)). Also, from (12), $\lambda_8 > 0$. For $\lambda_7 = 0$, the argument in the paragraph following (22) still holds, and we obtain that $\nu_i(t) > 0$. Upon substituting $\lambda_7 = 0$ and $\alpha_g(t) = 1$ in (20),
\[
f(x(t)) = f(x(0)) - \sum_{i=1}^d \int_0^t \lambda_8 \|\nabla_i f(x(s))\|^2 \nu_i(s)^{-c} ds.
\]

Then, $f(x(t))$ is decreasing in $t$. From Assumption 1 $f$ is bounded below. Thus, $\lim_{t \to \infty} f(x(t))$ is finite. So, the above equation implies that $\|\nabla_i f(x(t))\|^2 \nu_i(t)^{-c}$ is integrable. So, from the previous argument for the case $\lambda_8 > 0$, $\nabla_i f(x(t))$ is bounded. From (11) then we have, $\dot{x}_i(t)$ is bounded. Upon solving (8), $\mu_i(t) = \lambda_2 \int_0^t e^{-\lambda_4 (t-s)} \nabla_i f(x(s)) ds$, and hence, $\mu_i(t)$ is bounded. Now,

\[
\frac{d}{dt} \|\nabla_i f(x(t))\|^2 \nu_i(t)^{-c} = -c \|\nabla_i f(x(t))\|^2 \nu_i(t)^{-1} \dot{\nu}_i(t) + 2 \nabla_i f(x(t)) \nabla_i^2 f(x(t)) \dot{x}(t) \nu_i(t)^{-c}.
\]

From Assumption 2, $\|\nabla_i^2 f(x(t))\|$ is bounded. From Assumption 3.A, $\nabla_i f(x(t))$ and $\mu_i(t)$ being bounded implies that $\psi(\nabla_i f(x(t), \mu_i(t)))$ is bounded. From the previous arguments for the cases $\lambda_4 = 0$ and $\lambda_4 > 0$, it follows that $\nu_i(t)$ and $\dot{\nu}_i(t)$ are bounded. So, (25) implies that
\[ \frac{d}{dt} \left\| \nabla_i f(x(t)) \right\|^2 \nu_i(t)^{-c} \] is bounded. Then, \( \left\| \nabla_i f(x(t)) \right\|^2 \nu_i(t)^{-c} \) is uniformly continuous. Again, we apply Barbalat’s lemma \([30]\) and obtain \( \lim_{t \to \infty} \left\| \nabla_i f(x(t)) \right\|^2 \nu_i(t)^{-c} = 0 \). Since \( \nu_i(t) \) is bounded, we get \( \lim_{t \to \infty} \left\| \nabla_i f(x(t)) \right\| = 0 \). The proof is complete. \( \square \)

### A.3 Proof of Corollary 1

**Proof.** The set of equations (2) is a special case of (8)-(11) with \( \nu = x_c, \lambda_4 = \lambda_5 = 0, \lambda_6 = 1, \lambda_7 = 0, \lambda_8 = 1, \) and \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \). Clearly, \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \) satisfies Assumption 3. Thus, Theorem 1 is applicable, and the proof follows. \( \square \)

### A.4 Proof of Corollary 2

**Proof.** The set of equations (3) is a special case of (8)-(11) with \( c = 0.5, \lambda_1 = \lambda_2 = b_1, \lambda_4 = b_2, \lambda_7 = 1, \lambda_8 = 0, \) and \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \). Clearly, \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \) satisfies Assumption 3. We will show that it also satisfies Assumption 3.C. We claim that \( \lim_{t \to \infty} \left\| \nabla_i f(x(t)) - \mu_i(t) \right\|^2 = 0 \). Then, \( \lim_{t \to \infty} \nabla_i f(x(t)) = \lim_{t \to \infty} \mu_i(t) \). Then, from (4), \( \lim_{t \to \infty} \mu_i(t) = 0 \). We define the notation \( \mu_i^* = \lim_{t \to \infty} \mu_i(t) = \lim_{t \to \infty} \nabla_i f(x(t)) \). We claim that \( \mu_i^* = 0 \). Otherwise, suppose that \( \mu_i^* \neq 0 \). There exists \( T < \infty \) such that \( \mu_i(t) \) and \( \nabla_i f(x(t)) \) have the same sign for all \( t \geq T \). Then, from (18), \( f(x(t)) < 0 \) for all \( t \geq T \). Since \( f \) is bounded below, due to Assumption 1, and decreasing for all \( t \geq T, f(x(t)) \) converges to its minimum value as \( t \to \infty \). Upon differentiating both sides of (18) w.r.t. \( t \)

\[ \dot{f}(x(t)) = \sum_{i=1}^{d} \nabla_i f(x(t)) \dot{x}_i(t) + \sum_{i=1}^{d} \left[ \nabla^2 f(x(t)) \right]_{ii} \dot{x}_i(t) \dot{x}_i(t). \] (26)

Upon differentiating both sides of (3) w.r.t. \( t \) and substituting from (4),

\[ \ddot{x}_i(t) = -\frac{\dot{\mu}_i(t)}{\alpha(t)\nu_i(t)^{0.5}} + \frac{\dot{\alpha}(t)\mu_i(t)}{\alpha(t)^2\nu_i(t)^{0.5}} + \frac{b_2\mu_i(t)\left\| \nabla_i f(x(t)) - \mu_i(t) \right\|^2}{2\alpha(t)\nu_i(t)^{1.5}} - \frac{b_2\mu_i(t)}{2\alpha(t)\nu_i(t)^{0.5}}. \]

From the definition of \( \alpha \) in Section 1, \( \alpha(t) > 0 \) and \( \dot{\alpha}(t) \) is bounded. Also, \( \nu_i(t) > 0 \). Since \( \lim_{t \to \infty} \left\| \nabla_i f(x(t)) - \mu_i(t) \right\|^2 = \lim_{t \to \infty} \dot{\mu}_i(t) = 0 \) and \( \lim_{t \to \infty} \mu_i(t) = \mu_i^* \), we have \( \left\| \nabla_i f(x(t)) - \mu_i(t) \right\|^2, \mu_i(t), \) and \( \nu_i(t) \) bounded. Then, \( \dot{x}_i(t) \) is bounded. Since \( \lim_{t \to \infty} \nabla_i f(x(t)) = \mu_i^*, \nabla_i f(x(t)) \) is bounded. Hence, under Assumption 2, (26) implies that \( \dot{f}(x(t)) \) is bounded. Since we have \( \lim_{t \to \infty} f(x(t)) \) finite and \( \dot{f}(x(t)) \) bounded, Barbalat’s lemma \([30]\) implies that \( \lim_{t \to \infty} \dot{f}(x(t)) = 0 \). But we also showed that \( f(x(t)) < 0 \) for all \( t \geq T \). This is a contradiction. So, Assumption 3.C holds and the proof is complete following Theorem 1. \( \square \)

### A.6 Proof of Corollary 3

**Proof.** The set of equations (7)-(11) is a special case of (8)-(11) with \( c = 0.5, \lambda_1 = \lambda_2 = b_1, \lambda_4 = b_2, \lambda_7 = 1, \lambda_8 = 0, \) and \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \). Clearly, \( \psi(\nabla_i f(x(t)), \mu_i(t)) = \left\| \nabla_i f(x(t)) \right\|^2 \) satisfies Assumption 3. Thus, Theorem 1 is applicable, and the proof follows. \( \square \)

### A.7 Experimental results with additional details

In this section, we present experimental results on benchmark machine learning problems, comparing the convergence rate and test-set accuracy \([39]\) of the proposed AdamSSM algorithm with several
other adaptive gradient methods. These methods are AdaBelief [9], AdaBound [10], Adam [8], AdamW [11], Fromage [12], MSVAG [13], RAdam [14], SGD [32], and Yogi [15]. We implement the proposed AdamSSM algorithm in discrete-time. Specifically, we use first-order explicit Euler discretization with a fixed sampling rate to discretize the set of ODEs [13], [14] which models the proposed algorithm in continuous-time. To be consistent with the format of the other algorithms, we replace the condition $\nu_i(0) > 0 \forall i$ with an additional parameter $\epsilon > 0$, as done in the other algorithms. The purpose of either of these conditions is the same, which is to avoid division by zero in (14). Additionally, we denote the learning rate parameter for updating the estimate $x(t)$ for each iteration $t = 0, 1, \ldots$ in discrete-time by $\eta(t)$. The AdamSSM algorithm in discrete-time is summarized above in Algorithm 1.

In the experiments, we consider two machine learning tasks: image classification on CIFAR-10 dataset [33] and language modeling on Penn TreeBank (PTB) dataset [34]. The CIFAR-10 dataset consists of 60k tiny colour images with $32 \times 32$ pixels in 10 mutually exclusive classes, with 6k images per class. There are 50k training images and 10k test images. The PTB dataset consists of 929k training words, 73k validation words, and 82k test words.

For image classification task, we use two CNN architectures: ResNet34 [35] and VGG11 [36]. The numeral after the keyword signifies the number of weighted layers in that architecture. ResNet34 and VGG11 has approximately $d = 21$ million and $d = 133$ million parameters, respectively. These are the state-of-the-art architectures for image classification. ResNet, in particular, solves the famous vanishing gradient problem, where the computed gradients get truncated to zero due to repeated application of chain rule across deep layers during back-propagation and due to finite precision.

For language modeling task, we use the long short-term memory (LSTM) [37] architecture with respectively 1-layer, 2-layers, and 3-layers. LSTM is a widely used language model in different applications, including text generation and speech recognition. It is a recurrent neural network with ‘gates’ which are neural network that learns the important information from the training data corpus. Perplexity [40] is a metric for measuring performance of a language model. Technically, a language model computes the joint probability of a word sequence from product of conditional probabilities of each word. Perplexity is defined as the inverse probability of the test set, as predicted by a trained model, normalised by the number of words. Perplexity can also be interpreted as the number of words that can be encoded with the cross-entropy. Thus, lower the perplexity, more confident the model is in predicting the next word in a sequence. So, a lower perplexity is preferred.

To conduct these experiments, we adapt the experimental setup used in the recent AdaBelief paper [9] and the AdaBound paper [10]. The estimate $x(t)$ is initialized randomly from $\mathbb{R}^d$ for all the algorithms. The hyperparameters of the respective algorithms are tuned such that the individual algorithms achieves a better generalization on the test dataset. Following [9], these hyperparameters are selected as described below.

**AdaBelief:** The standard parameter values $\beta_1 = 0.9, \beta_2 = 0.999$ are used. The parameter $\epsilon$ is set to $10^{-8}$ for image classification tasks, $10^{-16}$ for 1-layer LSTM and $10^{-12}$ for 2-layer and 3-layer LSTM. The learning rate $\eta$ is set to $10^{-2}$ for 2-layer and 3-layer LSTM, and $10^{-3}$ for all other models. These parameter values are set according to the implementation of AdaBelief in GitHub.

**AdaBound, Adam, MSVAG, RAdam, Yogi:** The parameter $\beta_1$ is selected from the set $\{0.5, 0.6, 0.7, 0.8, 0.9\}$. The learning rate $\eta$ is selected from the set $\{10^p : p = 1, 0, -1, -2, -3\}$. Standard values are used for the other parameters.

**AdamW:** The weight decay parameter is chosen from the set $\{10^{-2}, 10^{-3}, 5 \times 10^{-4}, 10^{-4}\}$. The other parameters are selected in the same way as Adam.

**Fromage, SGD:** The learning rate is selected as described above for Adam. The momentum is chosen as the default value of 0.9.

**AdamSSM:** The parameters $\beta_1 = (1 - \delta b_1)$ and $\beta_2 = (1 - \delta b_2)$ are similar to Adam. The standard choices for $\beta_1$ and $\beta_2$ in Adam are respectively 0.9 and 0.999 [8]. With a sampling time $\delta = 0.15$, therefore we set $b_1 = 0.67$ and $b_2 = 0.0067$. The parameter $b_3$ is chosen from the set $\{c \times 10^{-3} : c = 1, 2, 3, 4, 5\}$. The parameter $\epsilon$ and the learning rate $\eta$ are selected in the same way as AdaBelief.

1https://github.com/juntang-zhuang/AdaBelief-Optimizer
In our experiments, we have considered the cross-entropy loss function \[39\]. To avoid overfitting, we have used $l^2$-regularization \[39\] while training the architectures. Following \[9\], the regularization hyperparameter is set to $5 \times 10^{-4}$ for the image classification tasks and $1.2 \times 10^{-6}$ for the language modeling task, for each of the aforementioned algorithms.

For the image classification tasks, the model is trained for 200 epochs; the learning rate is multiplied by 0.1 at epoch 150; and a mini-batch size of 128 is used \[9, 10\]. We compare the training-set and test-set accuracy of different training algorithms in Table 6 and Table 7. We observe that the proposed AdamSSM algorithm has the best test-set accuracy among all the algorithms, on both the architectures ResNet34 and VGG11. Some other algorithms achieve a better training-set accuracy than the proposed method. However, the test-set accuracy of those algorithms is less than AdamSSM.

For the language modeling tasks, the model is trained for 200 epochs; the learning rate is multiplied by 0.1 at epoch 100 and 145; and a mini-batch size of 20 is used \[9\]. We compare the training-set and test-set perplexity of different training algorithms in Table 8-10. Note that a lower perplexity means better accuracy. For 1-layer LSTM, only the Adam method generates lower test set perplexity than the proposed method. For 2-layer LSTM, only the AdaBelief method generates lower test set perplexity than the proposed method. For the more complex 3-layer LSTM, the proposed method achieves both the least test set and the least training set perplexity.

Recall that the transfer function from the squared gradient to $\nu_i(t)$ is $b_2(s+b_2) + b_3s + b_2^2$ for the proposed AdamSSM algorithm and $\frac{b_2}{s+b_2}$ for the Adam algorithm. So, the two poles and the single zero of this transfer function depend on the parameter values $b_2$, $b_3$, where $b_3$ is an additional parameter compared to Adam. By tuning the hyperparameters $b_2$, $b_3$ we create a signal $\nu_i(t)$ that is less impacted by the noise than the input signal of the squared gradient. The transfer functions for both the Adam and AdamSSM methods act as a low-pass filter on the squared gradient input to the output $\nu_i(t)$. So, in other words, by properly tuning the hyperparameters $b_2$, $b_3$, the AdamSSM algorithm attenuates frequency-specific noise in the squared gradient during the training better than Adam, which leads to improved generalization. We numerically validate our above hypothesis on the image classification task with VGG11. In Figure 6 we have plotted the curves of $\nu_i(t)$ when the VGG11 model is trained with Adam and AdamSSM algorithms, along two different dimensions $i = 811, 1728$. The output signal $\nu_i(t)$ increases initially, albeit with larger damping for AdamSSM due to the addition of an LHP pole compared to Adam. After the initial rise, $\nu_i(t)$ in the Adam method fluctuates much more throughout the stable part of the signal. It implies that the output $\nu_i(t)$ of Adam is significantly more impacted by the noise, which supports our hypothesis that the AdamSSM algorithm supports better generalization by being more robust to noisy signals.

![Figure 1: Accuracy for image classification task on CIFAR-10 dataset with ResNet34 architecture trained with different algorithms, for (a) training data and (b) test data.](image-url)
Figure 2: Accuracy for image classification task on CIFAR-10 dataset with VGG11 architecture trained with different algorithms, for (a) training data and (b) test data.

Figure 3: Accuracy for language modeling task on Penn TreeBank dataset with 1-layer LSTM architecture trained with different algorithms, for (a) training data and (b) test data.

Figure 4: Accuracy for language modeling task on Penn TreeBank dataset with 2-layer LSTM architecture trained with different algorithms, for (a) training data and (b) test data.
Figure 5: Accuracy for language modeling task on Penn TreeBank dataset with 3-layer LSTM architecture trained with different algorithms, for (a) training data and (b) test data.

Table 6: Comparisons between best training accuracy, best test accuracy, and number of training epochs required to achieve these accuracies for different algorithms on image classification task with ResNet34.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 95.44         | 194   | 99.988        | 193   |
| AdaBound           | 94.85         | 190   | 99.998        | 191   |
| Adam               | 93.02         | 189   | 99.308        | 190   |
| AdamW              | 94.59         | 164   | **100.0**     | 169   |
| Fromage            | 94.91         | 165   | 99.992        | 165   |
| MSVAG              | 94.44         | 199   | 99.996        | 185   |
| RAdam              | 94.33         | 182   | **100.0**     | 179   |
| SGD                | 94.64         | 155   | 99.272        | 169   |
| Yogi               | 94.71         | 182   | 99.972        | 192   |
| **AdamSSM (Proposed)** | **95.61** | 174   | 99.99         | 188   |

Table 7: Comparisons between best training accuracy, best test accuracy, and number of training epochs required to achieve these accuracies for different algorithms on image classification task with VGG11.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 91.41         | 193   | 99.784        | 197   |
| AdaBound           | 90.62         | 176   | 99.914        | 193   |
| Adam               | 88.40         | 197   | 94.028        | 199   |
| AdamW              | 89.39         | 166   | 99.312        | 198   |
| Fromage            | 89.77         | 162   | 99.730        | 170   |
| MSVAG              | 90.24         | 187   | **99.948**    | 192   |
| RAdam              | 89.30         | 195   | 98.984        | 196   |
| SGD                | 90.11         | 188   | 96.436        | 195   |
| Yogi               | 90.67         | 192   | 99.868        | 196   |
| **AdamSSM (Proposed)** | **91.49** | 185   | 99.792        | 187   |
Table 8: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task with 1-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 84.63         | 199   | 58.25         | 192   |
| AdaBound           | 84.78         | 199   | 62.36         | 155   |
| Adam               | **84.28**     | 196   | 58.26         | 155   |
| AdamW              | 87.80         | 194   | **55.33**     | 155   |
| MSVAG              | 84.68         | 199   | 63.59         | 167   |
| RAdam              | 88.57         | 196   | 55.81         | 155   |
| SGD                | 85.07         | 199   | 63.64         | 155   |
| Yogi               | 86.39         | 199   | 69.22         | 155   |
| AdamSSM (Proposed) | 84.61         | 199   | 58.93         | 192   |

Table 9: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task 2-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | **66.29**     | 199   | 45.48         | 184   |
| AdaBound           | 67.53         | 199   | **43.65**     | 165   |
| Adam               | 67.27         | 199   | 46.86         | 184   |
| AdamW              | 94.86         | 186   | 67.51         | 184   |
| MSVAG              | 68.84         | 199   | 45.90         | 184   |
| RAdam              | 90.00         | 199   | 61.48         | 184   |
| SGD                | 67.42         | 197   | 44.79         | 165   |
| Yogi               | 71.33         | 199   | 54.53         | 143   |
| AdamSSM (Proposed) | 66.75         | 198   | 44.92         | 190   |

Table 10: Comparisons between best training set perplexity, best test set perplexity, and number of training epochs required to achieve these perplexities for different algorithms on language modeling task 3-layer LSTM.

| Training algorithm | Test accuracy | Epoch | Train accuracy | Epoch |
|--------------------|---------------|-------|---------------|-------|
| AdaBelief          | 61.24         | 194   | 37.06         | 197   |
| AdaBound           | 63.58         | 195   | 37.85         | 193   |
| Adam               | 64.28         | 199   | 43.11         | 197   |
| AdamW              | 104.49        | 159   | 104.94        | 155   |
| MSVAG              | 65.04         | 192   | 39.64         | 185   |
| RAdam              | 93.11         | 199   | 90.75         | 185   |
| SGD                | 63.77         | 146   | 38.11         | 146   |
| Yogi               | 67.31         | 196   | 51.46         | 164   |
| AdamSSM (Proposed) | **61.18**     | 188   | **36.82**     | 197   |
Figure 6: Second raw moment estimate of gradient along two different dimensions, (a) $i = 811$ and (b) $i = 1728$, for image classification task on CIFAR-10 dataset with VGG11 architecture trained with Adam and the proposed AdamSSM algorithms.