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Abstract
Luttinger’s theorem is a major result in many-body physics that states the volume of the Fermi surface is directly proportional to the particle density. In its ‘hard’ form, Luttinger’s theorem implies that the Fermi volume is invariant with respect to interactions (as opposed to a ‘soft’ Luttinger’s theorem, where this invariance is lost). Despite it simplicity, the conditions on the fermionic self energy under which Luttinger’s theorem is valid remains a matter of debate, with possible requirements for its validity ranging from particle-hole symmetry to analyticity about the Fermi surface. In this paper, we propose the minimal requirements for the application of a hard Luttinger’s theorem to a generic fermionic system of arbitrary interaction strength by invoking the Atiyah–Singer index theorem to quantify the topologically-robust behavior of a generalized Fermi surface. We show that the applicability of a hard Luttinger’s theorem in a $D$-dimensional system is directly dependent on the existence of a $(D-1)$-dimensional manifold of gapless chiral excitations at the Fermi level, regardless of whether the system exhibits Luttinger or Fermi surfaces (i.e., manifolds of zeroes of the Green’s function and inverse Green’s function, respectively). The exact form of the self-energy which guarantees validity of a hard Luttinger’s theorem is derived, and agreement with current experiments, numerics, and theories are discussed.

1. Introduction

Of fundamental importance to physics in both the IR and UV limits is the question of whether or not macroscopic phenomena can be described by the collective behavior of indivisible, well-defined particles that obey fundamental conservation laws. In the high-energy community, such an ‘independent-particle’ approximation (IPA) [1] has lead to the successful prediction of new particles [2] and ultimately the creation of the present-day standard model [3–5]. The low-energy effective field theory of fermionic excitations also relies heavily upon an IPA, as the presence of a Fermi surface usually permits us to construct an isomorphism between the eigenstates of the non-interacting Fermi gas and the interacting Fermi system via either perturbative [6] or renormalization group [7–11] arguments. When a particle loses its mass, the IPA breaks down, resulting in the well-known scale invariant properties of photons and gauge bosons. On the contrary, the presence of free massive particles described by scale invariant physics is not predicted by the standard model. Such systems are described by an ‘un-particle’ [12, 13] approximation (UPA), with a continuous spectrum of mass replacing the discrete observables in the IPA [14]. This unparticle ‘stuff’ has recently been embraced by condensed matter theorists as a possible description of the normal phase of the cuprates [15–17], leading to the possibility of an ‘un-Fermi liquid’ state in these materials [18].

In the high-energy limit, unparticles may be found experimentally by detecting a loss of energy or momentum not accounted for by conservation laws [12, 19]. Analogously, unparticles in the low-energy limit should correspond to ‘missing’ degrees of freedom (DoF) once we turn on interactions. This latter scenario can be studied in a certain material by checking the applicability of Luttinger’s theorem [20–23], which states that the direct relation between the $D$-dimensional volume contained within the Fermi surface...
and the total density of particles

$$\frac{1}{(2\pi)^3} \int_{G(k,\omega)=0>0} d^3k = \frac{N}{2V}$$  \hspace{1cm} (1)$$

is invariant with respect to the particles' interaction$^2$. The connection between the failure of Luttinger's theorem and an ill-defined independent-particle picture is apparent when one considers the formation of Fermi arcs in the cuprate materials La$_2$Sr$_x$CuO$_4$ [25] and Bi$_2$Sr$_3$CaCu$_2$O$_{8+\delta}$ [26], where ARPES measurements show a breakdown of equation (1) as a function of hole-doping. As some fraction of the non-interacting particle density is 'lost' when interactions are turned on, one must conclude that the remaining electronic excitations must be coexisting with some 'stuff' which lacks a description in terms of well-defined individual excitations [27]. Indeed, the quantum critical scaling inherent to such systems allows us to describe the transport in terms of power-law Green’s functions not unlike the propagators describing unparticle stuff [17, 28], with recent work on such ‘power-law liquids’ explicitly showing that Luttinger’s theorem breaks down for unparticle-like scaling of the Green’s function [29, 30].

Because Luttinger’s theorem is a non-perturbative theory, it is a statement that describes collective behavior beyond the vicinity of some cutoff near the Fermi surface, making it a more robust criterion of the IPA than Landau–Fermi liquid theory [31–33]. Unfortunately, the scope of when and where Luttinger’s theorem is valid is somewhat unclear in the present literature and has been hotly debated [34–36], with some even claiming the very definition of the theorem is ‘clouded in folklore’ [24]. This has led to a generalization of Luttinger’s theorem into ‘hard’ and ‘soft’ variations, with the former being defined as in equation (1) and the latter corresponding to those systems where the left-hand side of equation (1) is equal to some fraction of the total non-interacting density, known as the ‘Luttinger count’ [18, 29, 37–39]. Because independent-particle behavior is only seen in systems that satisfy a hard Luttinger’s theorem with trivial Luttinger count, it has been widely accepted that the IPA breaks down whenever we lack a conventional Fermi surface or particle-hole symmetry [40]. This includes materials with a ‘Luttinger surface’ [24], which corresponds to zeroes of the interacting Green’s function $G(k,\omega)$ and are proposed to violate the fundamental assumptions of a hard Luttinger’s theorem$^3$ [18, 29, 37, 38].

In this paper, we introduce the necessary and sufficient conditions in which we can safely consider the Luttinger count in any interacting fermionic system to be synonymous with the bare particle density. In other words, we outline when and where an independent particle description is valid in a many-body system of arbitrary interaction strength. By doing so, we show explicitly that Luttinger’s theorem remains valid for non-Fermi liquids beyond the Tomonaga–Luttinger liquid as long as the system remains gapless.

Such an analysis allows us to write down the exact form of the self energy that simultaneously satisfies Luttinger’s theorem while also entailing the existence of a Luttinger surface.

2. Generalization of the Fermi surface

Of central importance to Luttinger’s theorem is the preservation of a Fermi surface [22]. By Fermi surface, we mean here (at the bare minimum) some boundary in phase space (i) that exactly overlaps with the Fermi surface of the non-interacting Fermi gas at $\{k_F\}$ in the isotropic case, (ii) where $G(k,\omega)$ changes sign, and (iii) which remains experimentally detectable for some finite interaction.

In a simple $D$-dimensional Landau–Fermi liquid, the presence of a discontinuity in the bare particle momentum distribution $n(k)$ can be interpreted as a finite quasiparticle weight [41]:

$$Z_k = n(k_F - \delta) - n(k_F + \delta)$$

$$= \left( 1 - \frac{\partial \Sigma(k,\omega)}{\partial \omega} \right)^{-1} \bigg|_{k=k_F}$$

where $\Sigma(k,\omega)$ is the retarded self energy. By definition, the presence of $0 < Z_k \leq 1$ results in a traditional Fermi surface, and the well-known proof of Luttinger’s theorem in a Fermi liquid follows (see appendix A for derivation). However, a value of $Z_k \geq 0$ is not a strong indication for the applicability of Luttinger’s theorem [42], nor is a vanishing $Z_k$ an indication of its failure [43]. A well-known example of the latter is the Tomonaga–Luttinger liquid [44–47], where perturbative methods [31] and the Lieb–Schultz–Mattis theorem [32] suggest that Luttinger’s theorem is preserved in 1D metals despite the clear lack of a

$^2$ Throughout this article, $G(k,\omega)$ is interpreted as the single-particle Green’s function for single-band systems and the eigenvalues of the propagator for more complex crystalline states. In the case of the latter, the left-hand side of equation (1) is summed over all eigenvalues [18, 24].

$^3$ From hereon, we refer to the ‘hard’ version of Luttinger’s theorem as simply Luttinger’s theorem.
quasiparticle weight $Z_k$. Unlike the case of the underdoped cuprates considered previously, an independent particle picture remains in the Tomonaga–Luttinger liquid as the number of charge degrees of freedom (the 'chargons') in the interacting system are always equal to the number of electrons in the 1D Fermi gas [31].

From the g-ology construction, the distribution function for the Tomonaga–Luttinger liquid near the Fermi points becomes [46, 48]:

$$n_{\pm}(k) = \frac{1}{2} - C_1|k + k_F|^{\alpha} \text{sgn}(k - k_F) - C_2(k + k_F)$$

where $C_1, C_2$, and $\alpha$ are positive constants [48] and the sign $\pm$ denote right and left moving excitations, respectively. The Fermi surface at $\{k_F\}$ is then replaced by the set of Fermi points where the $m$th derivative of the bare distribution function becomes singular [31]:

$$\{k_F\} = \{ \forall k, \exists m \in N_1 : \frac{d^m n(k)}{dk^m} \to \infty \}.$$  

Because the momentum distribution of the Landau–Fermi liquid also exhibits a singularity in the $m = 1$ derivative at $\{k\} = \{k_F\}$, it is tempting to say that the legitimacy of equation (4) for some $m$ might be a nearly 'universal' feature of systems that obey Luttinger’s theorem. If this turns out to be the case, the necessary requirements on the Green’s function and hence the self-energy for the case of a trivial Luttinger count could be deciphered.

The primary goal of this paper is to expand upon the work of Blagoev and Bedell, and ultimately to show that a variant of equation (4) is indeed a universal feature of all systems that obey Luttinger’s theorem. In other words, we want to explicitly show that there exists some generalization of the Fermi surface in a generic, fermionic many-body system that guarantees Luttinger’s theorem to be preserved. Much as we can extract the behavior of the self energy in a Landau–Fermi liquid by imposing $0 < Z_k \leq 1$, proving that an equation such as equation (4) is required for a system to obey Luttinger’s theorem will then allow us to readily extract the behavior of the self energy in any system that obeys Luttinger’s theorem. Ultimately, the calculation of a self energy that guarantees a trivial Luttinger count (even in the presence of a Luttinger surface) is the peripheral objective of this paper.

We can summarize the first goal of this paper with the following proposal:

**Theorem 1.** In a $d$-dimensional fermionic system, the topological index of the generating functional for all two-point Green’s functions takes on integer value for all conventional Fermi surfaces.

We begin our generalization of the Fermi surface by recalling the Kadanoff–Baym functional for some general interacting fermionic system [21, 49–53]:

$$\Gamma[G] \approx \Phi[G] - \text{Tr}[(G_0^{-1} - G^{-1})G] + \text{Tr}[\log(-G)]$$

where $\Phi$ is the Luttinger–Ward functional, defined as the sum of all skeleton diagrams: [21, 52]:

$$\Phi[G] = \bigcirc \bigcirc \bigcirc + \bigcirc \bigcirc + \ldots$$

The Kadanoff–Baym functional is fully derived in appendix B, and can be considered the full two-point irreducible (2PI) effective quantum action for the fermionic many-body state. For reasons that will soon be apparent, we want to connect the above expression to the partition function; i.e., the generating functional for the two-point Green’s functions $G$. Defining $J$ and $K$ as the one-particle and two-particle sources, the partition function $Z[G]$ can be written as [54, 55]

$$Z[G] = e^{W[J, K]}$$

where $W[J, K]$ is the quantum action. Performing a double-Legendre transformation, we can connect the quantum action $W[J, K]$ and the 2PI effective action $\Gamma[G]$ via the following expression [54, 55]:

$$\Gamma[G] = W[J, K] - \psi^\dagger J - \frac{1}{2} \psi^\dagger K \psi - \frac{i}{2} \text{Tr}(KG).$$

This allows us to write the generating functional in the form [55–57]

$$Z[G] = \tilde{Z} \exp \left\{ i \left( \Phi[G] - \text{Tr}[\Sigma G] + \text{Tr}[\log(-G)] \right) \right\}$$

where $\tilde{Z}$ is dependent on any interaction-dependent constants and the sources $J$ and $K$. As the physical result corresponds to $J, K \to 0$ [55], their dependence is of little concern to this work. Note that in a classical
Bose gas, $\tilde{Z}$ would also include a classical contribution from a non-zero vacuum expectation value. However, from Pauli exclusion we know that $\langle \psi \rangle = 0$, and therefore we exclude a ‘classical’ component to the effective 2PI action.

We now want to see how a Fermi surface manifests itself in the generating functional $Z$. By definition, a Fermi surface exists when $G^{-1}(\mathbf{k}, \omega) = 0$. The second term in the above can be simplified via

$$\Sigma G = (G_0^{-1} - G^{-1})G$$

$$= \frac{\omega - (\epsilon_k - \mu)}{\omega - (\epsilon_k - \mu) - \Sigma} - 1$$

$$= \frac{\omega - (\epsilon_k - \mu) - \Sigma}{\omega - (\epsilon_k - \mu) - \Sigma}$$

$$= \frac{1}{(G_0 \Sigma)^{-1} - 1}$$

where, in all lines of the above, a trace over indices is implied and, in the second to-last line, we assume $\Sigma \neq 0$. As we are concerned about the value of the partition function in the vicinity of the Fermi momentum, $\Sigma \sim G^{-1}$, implying that $\Sigma G \sim (G_0^{-1} G - 1)^{-1}$. For a conventional Fermi liquid, the interacting Green’s function is proportional to the quasiparticle weight in close proximity to the Fermi momentum, and hence $\Sigma G \sim -1$. For the case of a non-Fermi liquid, $\Sigma$ is divergent, yielding the same result. Therefore, equation (10) remains well-defined regardless of the fermionic system we consider. Similar behavior is seen in the Luttinger–Ward functional $\Phi(G)$, which we will assume to be well-behaved and finite. Note that the analytic behavior of the Luttinger–Ward functional near the Fermi surface is intimately tied to the analytic behavior of the self energy, a concept explored later in this article as well as in the work of Phillips et al [17, 29, 37, 38].

This leaves us to consider the behavior of $\log(-G)$. Ignoring the negative, this term becomes divergent at the Fermi surface, as $G^{-1}(\mathbf{k}, \omega) = 0$ at such a boundary by definition. If we assume the other contributions are well behaved (i.e., if we assume that the Luttinger–Ward functional does not diverge near the Fermi surface), we can then simplify the above if we restrict the functional to $\mathbf{k}$-points in the direct vicinity of the Fermi surface:

$$Z[G] \approx \tilde{Z} e^{\text{Tr}[\log(G)]}.$$  (11)

This phase on the generating functional can be quantified by a winding number:

$$\mathcal{N} = \frac{1}{2\pi i} \oint_C d\ell e^{-\text{Tr}[\log(G(\ell))]} \frac{d}{d\ell} \text{Tr}[\log(G(\ell))],$$

$$= \frac{1}{2\pi i} \oint_C d\ell e^{-\text{Tr}[\log(G(\ell))]} e^{\text{Tr}[\log(G(\ell))]} \frac{d}{d\ell} \text{Tr}[\log(G(\ell))],$$

$$= \frac{1}{2\pi i} \oint_C d\ell \frac{d}{d\ell} \log(G(\ell))$$  (12)

where the path $\ell$ in the full frequency/momentum space is taken over a contour $C$ which encloses the manifold $\{\omega, \mathbf{k}\} = \{0, \mathbf{k}_c\}$ (see figure 1). As an example, for a 2D Fermi liquid, the contour $C$ is a one-dimensional line that winds about the 1D Fermi surface in the three-dimensional space $\{\omega, k_x, k_y\}$. For a 3D Fermi liquid, the contour $C$ is then a two-dimensional manifold that winds about the 2D Fermi surface in the 4D space $\{\omega, k_x, k_y, k_z\}$. It should then be clear that the phase in equation (12) defines a covering map $f(\ell) = e^{i\nu(\ell)}$, where $f: S^1 \to U(1)$ in the simplified $D=2$ fermionic system characterized by the homotopy class $\mathcal{N}$ given above. When this winding number $\mathcal{N} \neq 0$, then the system supports a Fermi surface, as the contour winding number (by definition) is non-zero when the Green’s function has singularities. More specifically, $\mathcal{N} = 1$ when a single-band system supports solutions $\{\omega, \mathbf{k}\} = \{0, \mathbf{k}_c\}$ where $G^{-1}(\mathbf{k}, \omega) \to 0$, while $\mathcal{N} \in \mathbb{N}_1$ when a multi-band system obeys the same rules [58]. If the fermionic system lacks a Fermi surface (or, as we will see, a Luttinger surface), then the Green’s function lacks a singularity at the Fermi momentum, and the winding number vanishes away as the propagator remains analytic throughout the entirety of Fourier space. It is important to note that a non-zero value of the topological index equation (12) is equivalent to the topological invariant introduced by Volovik [59, 60] to provide a robust definition of the Fermi surface for Landau–Fermi liquids, Tomonaga–Luttinger liquids, and marginal Fermi liquids [15, 61]. Because such a definition was inspired by the analogous topological

---

4 We thank Thomas Gasenzer for clarifying this point.
Figure 1. Visualization of the contour $C$ taken by the path $\ell$ in the definition of the winding number equation (12) for a simple 2D Fermi liquid, as introduced by Volovik [59]. In this orientation, the $\omega-k_x$ axis is in the plane of the page, with the $k_y$ axis coming out of the page. By definition, the contour is taken about the Fermi momentum $k_F$. For a 3D Fermi liquid, the contour becomes a 2D manifold in a 4D Fourier space.

singularities in superfluid $^3$He-A (known as 'boojums' [62, 63]), we will refer to the $(D-1)$-dimensional manifolds characterized by non-zero winding number $N$ as 'snarks' for conciseness.

In Volovik’s original argument, the existence of $N \neq 0$ is a direct result of the singularity in the interacting Green’s function at the Fermi level. However, simple manipulation of Volovik’s term given above yields a non-zero winding number for Luttinger surface solutions, where the Green’s function itself has zeroes:

$$N = \frac{1}{2\pi i} \text{Tr} \int_C d\ell \frac{d}{d\ell} G (\ell) G^{-1}(\ell) - \frac{1}{2\pi i} \text{Tr} \oint_C d\ell \frac{d}{d\ell} G (\ell) G^{-1}(\ell).$$

(13)

As long as we assume the Green’s function is holomorphic in the vicinity of the Fermi surface, the first integral disappears, and we are left with

$$N = \frac{1}{2\pi i} \text{Tr} \oint_C d\ell \frac{d}{d\ell} G (\ell) G^{-1}(\ell)$$

(14)

where we have changed the handedness of our contour from $C$ to $C'$. From hereon, we assume the handedness of the contour which defines the topological indices equations (12) and (14) is taken such that $N \geq 0$. In the presence of a multi-band system (where a sum over the eigenvalues of the fermionic propagator is implied in the formula for the winding number), each contour in the sum is similarly taken such that each value in the sum is positive. This leads to the following corollary to the theorem on the previous page:

**Corollary 1.** The topological index of the $D$-dimensional generating functional for all two-point Green’s functions cannot distinguish between the presence of a $(D-1)$-dimensional Fermi surface and a $(D-1)$-dimensional Luttinger surface.

The above follows from basic calculus, and predicts a non-zero solution for the winding number $N$ for all Luttinger surfaces with a well-behaved Luttinger–Ward functional. However, the existence of such solutions is not predicted by Volovik’s original argument, which is directly dependent on vortex singularities of the Green’s function at the Fermi level. Although such singular behavior might be found in marginal Fermi liquids and Tomonaga–Luttinger liquids, there are many cases beyond these (which we will discuss later in this article) that appear to lack a vortex singularity while simultaneously obeying Luttinger’s theorem. Only by interpreting the winding number as some phase of the generating functional do Luttinger surface solutions beyond the marginal Fermi liquid and Tomonaga–Luttinger liquid become apparent, as

---

5 From the last stanza of Lewis Carroll’s The Hunting of the Snark: ‘he had softly and suddenly vanished away–/for the Snark was a Boojum, you see’.
the topologically non-trivial behavior described above is now connected to singularities in \( \log(G(k, \omega)) \) as opposed to singularities in the Green’s function itself.

3. The Fermi surface as an anomaly

The versatility of the snark is that it gives us a physical quantity that both Fermi and Luttinger surfaces have in common: namely, the existence of a non-zero topologically-invariant quantity \( \mathcal{N} \). The fact that this winding number can be directly interpreted as a topological phase of the quantum field theoretic partition function leads us to conclude that \( \mathcal{N} \neq 0 \) solutions are the hallmark of an anomaly in the many-body theory.

Anomalies are defined as a symmetry of the classical Lagrangian which is ‘lost’ in the process of quantization [64, 65]. An example of a well-known anomaly can easily be seen by considering the effective action \( W[A] \) of a massless Dirac field in the presence of an Abelian gauge field \( A \). An infinitesimal chiral transformation on the Dirac field results in a chiral gauge current. The change in the measure of the path integral under such a transformation results in the non-conservation of this current, and hence the system is said to exhibit a chiral or Adler–Bell–Jackiw (ABJ) anomaly [66, 67]. In the presence of a non-Abelian gauge, the real part of \( W[A] \) will remain gauge invariant, and thus the spontaneously broken gauge symmetry manifests as a phase contributing to the Dirac determinant \( \det(\hat{D}(A)) \) (i.e., the generating functional of the Dirac field). A topological interpretation of the non-Abelian anomaly can be seen by following the result of Alvarez-Gaumé and Ginsparg [68]. By viewing the gauge transformation \( A \to A^\theta \) as a circle in the gauge connection space surrounding disk \( D \) of a two parameter family of gauge fields, the fermion determinant can be considered a complex function of gauge fields confined to \( D \), and can thus be written as

\[
e^{-W[A^\theta]} = \det(i\hat{D}(A^\theta)) = \sqrt{\det(i\gamma^\mu \nabla_\mu(A))} e^{i\nu(A, \theta)}.
\]

This allows us to consider the phase of the generating functional as a map \( S^1 \to U(1) \) (i.e., \( \theta \to e^{i\nu(A, \theta)} \)). The presence of an anomaly is therefore analogous to a non-zero winding number of the form

\[
\mathcal{N} = \pm \frac{1}{2\pi} \int_0^{2\pi} \frac{\partial w(A, \theta)}{\partial \theta} d\theta.
\]  

By following a perturbative formulation of the many-body generating functional in terms of the Kadanoff–Baym effective action, we have found a similar anomalous component for \( Z[G] \) emerging in the presence of zeroes in the Green’s function or inverse Green’s function; i.e., \( \log(G(\ell)) \) plays the role of \( w(A, \theta) \) in the fermionic many-body system. This leads us to postulate that the presence of Fermi/Luttinger surfaces in fermionic matter is equivalent to the appearance of an anomaly in the quantized many-body field theory. Physically, what this tells us is that the effects of Pauli correlation brought about by anti-symmetrizing the many-body field results in the ‘loss’ of a symmetry once found in the equivalent classical system. This should not be a surprising result; the well-known chiral anomaly is often interpreted as an apparent chiral symmetry breaking in the presence of a Dirac sea; i.e., an ‘upward’ shift of energy levels for particles and a ‘downward’ shift for anti-particles that remains uncompensated at the bottom of the sea in the continuum limit [69–71]. Hence, any instance of many-body fermionic systems that form a Fermi surface trivially experience an anomaly by virtue of Pauli correlation. What is surprising is that, as long as we have a well-defined Luttinger–Ward functional, the explicit form of the anomaly given by equation (12) is seen in fermionic systems with a Luttinger surface as well as those with a Fermi surface. All systems that therefore support a ‘snark’ by definition break some classical symmetry solely by virtue of quantizing the many-body fermionic wavefunction.

By interpreting the snark as a many-body anomaly, we can now invoke the Atiyah–Singer index theorem [65, 68, 72–74] to better understand the physical implications of equation (12). In a nutshell, the Atiyah–Singer index theorem states that the topological index is equivalent to the analytical index, the former being defined by a winding number (as given in equation (16)) and the latter being defined as the difference between the dimensions of the kernel and cokernel of some elliptic operator. For the case of the Dirac operator \( i\hat{D}(A^\theta) \), the index is given by

\[
\text{ind}(i\hat{D}(A^\theta)) = \nu_+ - \nu_-.
\]

where \( \nu_\pm \) are the number of positive/negative chiral zero modes of \( i\hat{D} \). Because the topological and analytical indices of the Dirac operator are equivalent, the difference in the number of chiral modes is given simply by the winding number equation (16). Consequently, a non-zero winding number about some manifold is a tell-tale sign of an ‘imbalance’ of chiral modes on said manifold.
The above analysis leads us to the following corollary:

**Corollary 1.2.** The analytical index of the $D$-dimensional generating functional for all two-point Green’s functions cannot distinguish between the presence of a $(D-1)$-dimensional Fermi surface and a $(D-1)$-dimensional Luttinger surface.

In other words, the Atiyah–Singer index theorem tells us that both Luttinger and Fermi surfaces can be mutually defined as lower-dimensional manifolds of gapless chiral excitations. A non-zero value of $N$ in a $D$-dimensional fermionic system is synonymous with the existence of a $(D-1)$-dimensional manifold of gapless chiral modes at $\{\omega, k\} = \{0, k_0\}$. Chiral symmetry breaking is apparent in a conventional Fermi surface due to the existence of a finite density of states at the Fermi level, where a non-zero condensate of particle-hole pairs with a linearized dispersion results in a violation of helicity and therefore chirality\(^6\) [77, 78]. The work of Swingle has similarly explored the possibility that each point on the Fermi surface of $(2 + 1)$-D free fermions and Fermi liquids can be considered a $(1 + 1)$-D fermionic mode with a fixed direction of propagation [79, 80], yielding a logarithmic violation of the area law and agreement with the Widom conjecture for fermionic entanglement entropy [81]. A lower-dimensional manifold of gapless chiral excitations is therefore a natural way of viewing the sharp Fermi surface inherent to Fermi gases and Fermi liquids. However, from the form of equation (12), we can clearly see that such a finite density of states remains in the presence of a Luttinger surface with a well-behaved Luttinger–Ward functional. The fact that the snark description holds for both Fermi and Luttinger surfaces makes it a much more robust definition of a generalized Fermi surface than some finite discontinuity in the fermionic distribution function, and is therefore the starting point for our consideration of Luttinger’s theorem.

Before continuing, it should be noted what the explicit connection is between the topological index $N$ of the many-body generating function and the topological invariant as introduced by Volovik [59, 60] (which, for clarity, we will call $\tilde{N}$). By invoking standard arguments in algebraic topology, we have shown that the topological invariant of Volovik is equivalent to the topological index only in the absence of a gap. One may define a similar winding number $\tilde{N}$ in a gapped system, but it can no longer be considered identical to the topological index $N$ of the functional $Z[G]$ as a non-analytic Luttinger–Ward functional results in a breakdown in the underlying assumptions used in deriving equation (12). Indeed, recent studies on topological insulators have considered $\tilde{N}$ in the context of ‘counting’ the number of edge states (i.e., poles of $G(k, \omega)$) as interactions are turned on [82, 83], however we cannot attach the presence of such gapless excitations to the existence of a generalized Fermi surface (i.e., a ‘snark’). In other words, the presence of a finite density of states automatically implies either a manifold of $G^{-1}(k, \omega) = 0$ or $G(k, \omega) = 0$, but a manifold of $G^{-1}(k, \omega) = 0$ or $G(k, \omega) = 0$ does not automatically imply a finite density of states. By the Atiyah–Singer index theorem, it is clear that only for gapless systems can we say with confidence that $\tilde{N} = N$, thereby confirming that both Fermi and Luttinger surfaces may support such a manifold and, hence, obey Luttinger’s theorem.

4. **Luttinger’s theorem and $\omega$-dependence of $\Sigma(k, \omega)$**

Because the snark solution is applicable to both Fermi liquids and Luttinger liquids (both of which satisfying equation (1) [31, 32]), the existence of a manifold of zero modes at the Fermi level appears to be a promising ‘hard’ requirement for Luttinger’s theorem. However, equation (12) tells us that a non-zero value of $N$ may exist for zeros of $G^{-1}(k, \omega)$ or $G(k, \omega)$, the latter of which having been noted to contradict the fundamental postulates of Luttinger’s theorem [18, 29, 37, 38, 40]. It is therefore worth reviewing the underlying assumptions of Luttinger’s theorem, and explicitly seeing what systems (if any) that support Luttinger’s theorem contradict the underlying assumptions of the snark. Ultimately, we aim to prove the following postulation:

**Theorem 2.** A non-zero value for the topological index of a $D$-dimensional Kadanoff–Baym functional is the sole necessary and sufficient condition for the validity of Luttinger’s theorem.

From the Atiyah–Singer index theorem, we can restate the above as the following:

**Corollary 2.1.** The only possible scenario where Luttinger’s theorem fails is in the presence of a gap or pseudogap.

\[^6\] Note that this is fundamentally different from the anomalous current seen in Weyl semimetals, where a chiral symmetry is broken due to a negative longitudinal magnetoresistance in the crystal [75, 76].
To begin, recall that for any fermionic system, the applicability of a hard Luttinger’s theorem can be boiled down to two main principles:

\[
\frac{i}{2\pi} \int \frac{d^2k}{(2\pi)^2} \int \frac{d\omega}{2\pi} \frac{\partial}{\partial \omega} \log(G(k, \omega)) = \frac{N}{2V} \quad (18a)
\]

\[
-i \int \frac{d^2k}{(2\pi)^2} \int \frac{d\omega}{2\pi} \left\{ G(k, \omega) \frac{\partial}{\partial \omega} \Sigma(k, \omega) \right\} = 0. \quad (18b)
\]

Given the requirements of equations (18a) and (18b), we want to see if they are always compatible with a non-zero winding number given in equation (12).

We start with the former condition. Recall that we can always write the fermionic Green’s function in the Källen–Lehmann representation, given as

\[
G(k, \omega) = (2\pi)^3 \sum_i \left( \frac{A_i \delta(k - k_i)}{\omega - \epsilon_i^+ + \mu + i0} \pm \frac{B_i \delta(k + k_i)}{\omega - \epsilon_i^- + \mu - i0} \right) \quad (19)
\]

where the information from the self energy is contained in the Kramers–Kronig relation [86], where we assume simplifies equation (18a) to the condition that the low-frequency phase of the retarded Green’s function \(\text{ℑ}\) [84, 85]. This makes sense, as the self energy cannot diverge at asymptotically large frequencies [52], and up to a constant independent of \(\omega\) there is no purely momentum-dependent component in the self-energy (which will be discussed shortly),

For some general system, we can relate the real and imaginary parts of the self energy to each other via a generalization of the atomic Hubbard model [38] and ARPES work on the cuprate superconductor.

For \(\alpha \neq 1\),

\[
\frac{\partial}{\partial \omega} \Re \Sigma(k, \omega) \bigg|_{\omega = \omega_c} \sim P \int \frac{d\omega'}{\pi} \omega'^{\alpha - 2} \quad (20)
\]

\[
\rightarrow \Re \Sigma(k, \omega) \bigg|_{\omega = \omega_c} \sim \begin{cases} \omega_1, & \alpha > 1 \\ \omega^\alpha, & \alpha < 1 \end{cases}
\]

up to a constant independent of \(\omega\) and assuming some UV cutoff \(\omega_c\) in the integration limits. Assuming there is no purely momentum-dependent component in the self-energy (which will be discussed shortly), any non-zero \(\omega\)-independent constant in \(\Re \Sigma(k, \omega)\) would trivially satisfy Luttinger’s theorem by itself, as the self-energy would simply correspond to a shift of the chemical potential [87]. As a consequence we will assume such a constant is absent for simplicity and exclusively focus on the frequency dependence of \(\Re \Sigma(k, \omega)\) as determined in equation (21), where we can see that only the case \(\alpha \geq 1\) satisfies equation (18a) (with the case of \(\alpha = 1\) being the marginal Fermi liquid), and hence also satisfies Luttinger’s theorem. A similar requirement for Luttinger’s theorem is observed when we consider equation (18b), where the integral will vanish only if we can write the self-energy as an exact differential of the Green’s function; i.e.,

\[
\delta \Phi[G] = \frac{1}{V} \sum_{k\sigma} \int \frac{d\omega}{2\pi} \Sigma(k, \omega) \delta G
\]

where we recognize \(\Phi[G]\) as the Luttinger–Ward functional. For divergent frequency dependence in the self-energy, we are unable to integrate the differential in the neighborhood of the Fermi surface and Luttinger’s theorem is, once again, violated. This agrees with recent theoretical work on an SU(N) generalization of the atomic Hubbard model [38] and ARPES work on the cuprate superconductor.
Figure 2. The spectral function $-\frac{1}{\pi} \Im G$ vs $\omega$ in arbitrary units for various values of the exponent $\alpha$. As we take the limit $\delta \to 0$, we expect a singularity to emerge at the Fermi surface. Figures 2(a) and (b) show this explicitly, illustrating that all cases with $\alpha > 2$ observe near-identical behavior and cases with $1 < \alpha < 2$ display severe asymmetry across $\omega = 0$. In figure 2(c), the spectral function begins to show signs of a discontinuity at $\omega = 0$ for $0 < \alpha < 1$, becoming more apparent in figure 2(d). Note that the negative density of states for $\alpha < 1$ is not necessarily unphysical, as discussed in [89].

As shown in appendix C, the regime $\alpha > 1$ corresponds to a well-defined density of states at the Fermi level. However, if $\alpha < 1$, then either a gap opens (for $\alpha < 0$) or the density of states becomes discontinuous (for $0 < \alpha < 1$). This is displayed graphically in figures 2(a)–(d), where the spectral function is plotted vs $\omega$ for several values of $\alpha$. For $0 < \alpha < 1$, the dip at zero frequency is reminiscent of the minimum in the pseudogap density of states. The identification of the $0 < \alpha < 1$ regime with the pseudogap phase of the cuprates will be discussed in depth later on.

From the arguments given above, the condition that the low-frequency phase of the retarded Green’s function must disappear is equivalent to the condition that the retarded self energy is analytic in the frequency domain in the vicinity of $\omega = 0$, which is the same as saying that the condition for a hard Luttinger’s theorem is purely based on the existence of a finite density of states at the Fermi level. However, we have already discussed how a finite density of states is identical to our definition of the snark—namely, a lower dimensional manifold of gapless chiral excitations. Because Luttinger surfaces may support such a manifold, materials that exhibit Luttinger surfaces may simultaneously support Luttinger’s theorem. As such, we see that the snark vanishes if and only if Luttinger’s theorem fails, hence proving theorem 2.
Corollary 2.2. Luttinger’s theorem may be valid in a system that supports a Luttinger surface as long as the topological index of a D-dimensional Kadanoff–Baym functional is non-zero.

The argument in this section based on causality (i.e., the Kramers–Kronig relation) tells us what the conditions for Luttinger’s theorem are, but it does not tell us if all Luttinger or Fermi surfaces obey those conditions. To answer the latter question, we need to use our more ‘robust’ definition of a Fermi surface in terms of the winding number equation (12), and utilize the Atiyah–Singer index theorem to connect this number back to the existence of a snark. Because the snark is valid for systems with manifolds of both $G^{-1}(k, \omega) = 0$ and $G(k, \omega) = 0$, both solutions can happily coexist with a trivial Luttinger count. The catch, however, is that such solutions must exhibit a self energy that remains analytic in the entirety of the frequency plane. Therefore, if a generic solution beyond the marginal Fermi liquid is to obey Luttinger’s theorem, the singular behavior of the self energy must lie in the momentum-dependence. This is in sharp contrast to [90], where direct application of Volovik’s topological argument is used to propose that any Luttinger surface supports Luttinger’s theorem. From Phillips’ work on the existence of a Luttinger–Ward functional [38], we know only a subset of these manifolds fail to introduce/lose the original fermionic DoF, and thus we are motivated to consider the generalized momentum-dependent self energy that supports Luttinger’s theorem.

5. Luttinger’s theorem and k-dependence of $\Sigma(k, \omega)$

Our goal in this section is to prove the following ansatz:

**Theorem 3.** There exist Luttinger surfaces such that the topological index of the D-dimensional Kadanoff–Baym functional is non-zero.

This is equivalent to the following statement:

**Corollary 3.1.** There exists some form of the self-energy such that Luttinger’s theorem is implied in the absence of a finite quasiparticle weight in $D \geq 1$ dimensions.

When studying such $k$-dependent behavior in strongly correlated matter, a local approximation $\Sigma(k, \omega) \sim \Sigma(\omega)$ is often invoked, as the second-order contribution to the ground-state energy in the lattice vanishes as the dimension $D \rightarrow \infty$ [91–93]. Although this forms the basis of the highly-successful dynamical mean-field theory (DMFT) [94–96], such an approximation is not always applicable in $D > 1$. In $D = 2$, non-trivial $k$-dependence is a core component of GW + DMFT [97] and its ab initio extensions [98], as well as being seen in Monte Carlo simulations of the half-filled Hubbard model on the square lattice [99]. Even in 3D, the local approximation breaks down in the presence of antiferromagnetic fluctuations near second order phase transitions [100].

To describe some general momentum-dependence, we perform a Laurent expansion of the self energy:

$$\Sigma(k, \omega) = \sum_{j=0}^{\infty} A_j(k - k_F)^j + \sum_{j=0}^{\infty} B_j(k - k_F)^{-j}. \quad (24)$$

By assuming the self energy is analytic about some annular region near $k_F$, it should be clear that solutions of equation (12) correspond to higher-order $m$-derivatives in equation (4). This allows us to generalize the quasiparticle weight in equation (2) to

$$\frac{\partial^m n(k_F - \delta)}{\partial k^m} - \frac{\partial^m n(k_F + \delta)}{\partial k^m} = Z_k^{(m)} > 0 \quad \forall \ m \in \mathbb{N}_0. \quad (25)$$

The snark can then be thought of as a ‘kink’ in the bare particle distribution at $k_F$. These kinks have previously been observed as ‘critical Fermi surfaces’, and indicate non-Fermi liquid behavior in heavy fermion criticality, Mott criticality, and at optimal doping of the cuprates [101, 102]. Much as in the case of a Tomonaga–Luttinger liquid, the existence of a critical Fermi surface coincides with the preservation of Luttinger’s theorem. This agrees with studies of translationally invariant non-Fermi liquids composed of Sachdev–Ye–Kitaev dots, where Luttinger’s theorem is shown to coexist happily with the critical Fermi surface [103].

We now introduce the necessary nomenclature to categorize all possible snarks. We call the first $m$th order derivative of the bare particle distribution at $\{0, k_F\}$ that yields a non-zero $Z_k^{(m)}$ the order of the snark. We include solutions of $m = 0$ in the above to account for the local Fermi liquid, which has no $k$-dependence [104–106]. Generic systems with $Z_k^{(m)} \in \mathbb{R}_{>0}$ for $m > 0$ are defined as quasi-local, and are said to exhibit snarks of the first kind ($n = 1$). Physically, quasi-local self energies correspond to some
Table 1. Behavior of the quasiparticle weight $Z_{k}^{(0)}$ for several examples of $m$th order Fermi and Luttinger surfaces of the $n$th kind (denoted $F_{m}^{(n)}$ and $L_{m}^{(n)}$, respectively). The behavior of the quasiparticle weight for any system obeying Luttinger’s theorem can then be read off from such a ’periodic table’ of many-body solutions that support an independent-particle approximation.

| truncation in the Laurent expansion of a general self energy to order $m$ for coefficients $A_j = 0 \quad \forall j \in \mathbb{N}_0$. Systems where $Z_{k}^{(m)} \to \infty$ for $m > 0$ are said to be snarks of the second kind ($n = 2$). We therefore have the constraint $n \in [1, 2]$ by definition of the snark’s kind. As an example, the snark of a local Fermi liquid would be defined as a 0th order Fermi surface of the 1st kind, while that of a Tomonaga–Luttinger liquid would be defined as a 1st order Luttinger surface of the 2nd kind (which follows directly from the form of the momentum distribution equation (4)).

To more formally classify all possible snarks, we introduce the shorthand $F_{m}^{(n)}$ ($L_{m}^{(n)}$) for an $m$th order Fermi (Luttinger) surface of the $n$th kind. The specific snark classification for the four main behaviors of the self energy (all for $\omega = 0$) are given as follows:

(a) Fermi surface of the 1st kind: positive integer power law

$$\Sigma(k) \sim A_{m_1} |k - k_F|^{m_1} + O(|k - k_F|^{m_1 + 1}), \quad A_{m_1} \in \mathbb{R}, \ m_1 \in \mathbb{N}_1 \rightarrow \{k_F\} \equiv F_{m_1}^{(1)} \quad (26a)$$

(b) Fermi surface of the 2nd kind: positive non-integer power law

$$\Sigma(k) \sim A_{m_2} |k - k_F|^{m_2} + O(|k - k_F|^{m_2 + 1}), \quad A_{m_2} \in \mathbb{R}, \ m_2 \in \{\mathbb{R} \setminus \mathbb{N}_1\} \rightarrow \{k_F\} \equiv F_{m_2}^{(2)} \quad (26b)$$

(c) Luttinger surface of the 1st kind: negative integer power law

$$\Sigma(k) \sim B_{m_3} |k - k_F|^{m_3} + O(|k - k_F|^{m_3 + 1}), \quad B_{m_3} \in \mathbb{R}, \ m_3 \in \{\mathbb{Z} \setminus \mathbb{N}_0\} \rightarrow \{k_F\} \equiv L_{m_3}^{(1)} \quad (26c)$$

(d) Luttinger surface of the 2nd kind: negative non-integer power law

$$\Sigma(k) \sim B_{m_4} |k - k_F|^{m_4} + O(|k - k_F|^{m_4 + 1}), \quad B_{m_4} \in \mathbb{R}, \ m_4 \in \{\mathbb{Z} \setminus \mathbb{Z}\} \rightarrow \{k_F\} \equiv L_{m_4}^{(2)} \quad (26d)$$

A table illustrating the behavior of $Z_{k}^{(0)}$ for snarks of different orders and kinds is given above (table 1).

By repeatedly taking $k$-derivatives of the quasiparticle weight $Z_{k}^{(0)}$, we can devise a taxonomy of all possible self energies that yield a non-zero winding number (equation (12)) and therefore a trivial Luttinger count (table 1). This exact dependence is derived in detail in appendix D, and is reproduced below:

$$Z_{k}^{(0)}(m) = \left\{ \begin{array}{ll} k_F & \leftrightarrow \exists! \ m \in \mathbb{N}_0 : \lim_{k \to k_F} \left( \frac{\partial^m}{\partial k^m} \left( \frac{\partial \Re \Sigma(\omega, k)}{\partial \omega} \right) \right)_{\omega = 0}^{-1} \left( 1 - \frac{\partial \Re \Sigma(\omega, k)}{\partial \omega} \right)_{\omega = 0}^{2} \end{array} \right\}_{n = 0}^{m}$$

$$\left\{ \begin{array}{ll} k_F & \leftrightarrow \exists! \ m \in \mathbb{N}_0 : \lim_{k \to k_F} \left( \frac{\partial^m}{\partial k^m} \left( \frac{\partial \Re \Sigma(\omega)}{\partial \omega} \right) \right)_{\omega = 0}^{-1} \left( 1 - \frac{\partial \Re \Sigma(\omega)}{\partial \omega} \right)_{\omega = 0}^{2} \end{array} \right\}_{n = 0}^{m}$$

$$= \left\{ \frac{\partial \Re \Sigma(\omega)}{\partial \omega} \right\}_{\omega = 0}^{2} \sum_{j=0}^{m} (-1)^j \frac{(2j-1)!}{(j-1)!} B_j, \quad n = 1, \quad m \geq 0$$

$$0, \quad n = 2, \quad m > 0$$

Note that, as $\Re \Sigma(\omega) \sim \omega$ for all cases that satisfy Luttinger’s theorem, $\frac{\partial \Re \Sigma(\omega)}{\partial \omega} \sim \text{constant}$.

Therefore, the set of all $m$th order snarks of the $n$th kind $Z_{k}^{(n)}$ defines all possible $k$-behavior in the self energy that satisfies Luttinger’s theorem.

6. The status of Luttinger’s theorem in the cuprates and at the Mott transition

The snark description reveals a deep connection between independent-particle behavior and the absence of an energy gap, as opposed to particle-hole symmetry, the analyticity of the self energy in the entire Fourier space, or the complete absence of a Luttinger surface. The existence of a finite density of states at the Fermi
level immediately implies Luttinger’s theorem is preserved, and from the discussion above, the former may coexist happily with Luttinger surfaces if the self energy diverges as a function of the momentum $k$ as opposed to frequency $\omega$.

From present studies of the cuprates, we can see clear agreement with our conditions on Luttinger’s theorem. Recall that, if $\Im \Sigma(k, \omega \to 0) \sim \omega^n$ where $\alpha < 0$, then the system loses a coherent snark and, according to our theory, Luttinger’s theorem is violated. Such behavior is supported experimentally in ARPES data on the cuprate superconductor $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$ in its normal phase, where $\Im \Sigma(k, \omega) \sim (\omega^2 + T^2)^{\alpha}$ [88]. The power $\alpha$ is a function of doping, with $\alpha > 0.5$ (i.e., $\alpha > 1$) corresponding to the overdoped metallic phase, $\alpha \approx 0.5$ ($\alpha \approx 1$) to the optimally-doped ‘strange metal’/marginal Fermi liquid phase, and $\alpha < 0.5$ (i.e., $\alpha < 1$) to the underdoped pseudogap phase. Our results confirm the observation that the overdoped phase respects Luttinger’s theorem [101, 107–111], while the underdoped pseudogapped phase violates it [38, 107, 112, 113]. A violation of a ‘hard’ Luttinger’s theorem in the latter is confirmed in the recent work of Tsvelik, where a non-perturbative solution to the Kondo–Heisenberg model yields evidence of a fractionalized Fermi liquid ground state analogous to the pseudogap state [114]. In a similar fashion, the opening of a gap in an antiferromagnetically ordered spin-density-wave state has already been shown to exhibit diverging $\omega$-dependence in $\Sigma(k, \omega)$ and subsequently a non-zero value of equation (18b) [115].

Whereas previous studies have connected the power-law coefficient in $\Im \Sigma(k, \omega)$ to some anomalous scaling of an unparticle propagator [17], the discussion above proves that the IPA is always preserved in the normal phase for optimal doping and above, independent of any other internal parameter. Because the cases where Luttinger’s theorem fails correspond to the appearance of a (pseudo)gap, equation (12) no longer yields a non-zero winding number as the Luttinger–Ward functional is ill-defined and/or the chiral symmetry is at least partially restored at $\{k_F\}$. In a similar vein, our result agrees with self-consistent T-matrix calculations of Fermi systems with large spin population imbalance [116], where a Luttinger–Ward functional is still appropriately defined and, hence, Luttinger’s theorem is shown to be preserved.

On the computational side, cellular dynamical mean-field theory (CDMFT) [117–119] calculations support the postulate that Luttinger’s theorem is violated in the pseudogap phase of the 2D Hubbard model. Coupled with exact diagonalization techniques, the undoped regime was shown to harbor additional ‘hidden’ fermionic DoF (independent of the cluster-size dependence of the CDMFT) and hence violate Luttinger’s theorem [120, 121]. These additional DoF were later seen to be directly connected to an additional $\omega$-dependent term in Luttinger’s spectral representation of the self energy [122] which are proportional to $(\omega - \epsilon_{F1})^{-1}$, where $\epsilon_{F1}$ is the hidden fermion energy [123]. As doping increases, this divergent term dies out and Luttinger’s theorem is restored, in agreement with the predictions of this article.

Beyond the cuprates, the snark description resolves the issue of applying Luttinger’s theorem at the Mott transition, where the onset of a correlation-induced insulating phase has led to the question of a Fermi gas-like state in these materials [124–130]. For Mott insulators with gapped excitations, it is well known that Luttinger’s theorem is violated [129, 131]. However, in models such as the large-$U$ limit of the half-filled nearest-neighbor Hubbard model on the triangular lattice and the weak-tunneling limit of intercoupled 1D Hubbard chains treated in the RPA [39, 129], the gap either remains completely closed (as seen in the former) or negligible compared to the bandwidth (as seen in the latter), supporting Kohn’s original premise that the presence of an excitation gap is sufficient but not necessary for insulating behavior [128]. This is similarly supported by the proposal that the Mott transition in 1D and 2D Hubbard models in the $U \to \infty$ limit is a Pokrovsky–Talapov (commensurate-incommensurate) transition, and are thus integrable [133]. Because Luttinger’s theorem remains in the presence of a gapless Luttinger surface, we predict that the IPA remains applicable to this special class of insulators.

The divergent behavior in the $k$-dependence of the self-energy required for the existence of a Luttinger’s theorem-obeying system with a Luttinger surface has similarly been hinted at in numerical studies of the Mott–Hubbard metal–insulator transition in the unfrustrated 2D Hubbard model [134] as well as in a functional renormalization group extension of DMFT applied to the 2D Hubbard model at half filling.

---

7 Note that there is a subtle difference between our result for the imaginary self energy and that of [88]; namely, we assume a value of $\Im \Sigma(k, \omega) \sim \omega^n$, while the latter reference predicts $\Im \Sigma(k, \omega) \sim |\omega|^n$. We take the former ansatz for two reasons. First, as seen in Fig. 2, $\Im \Sigma \sim \omega^n$ will result in a discontinuous density of states for $0 < \alpha < 1$, which exactly corresponds to the pseudogap regime. If we instead take $|\omega|^n$, a well-defined density of states remains in this regime, which contradicts experimental evidence of Fermi arc formation. Secondly, the authors of [88] assume the $T = 0$ result can immediately be found by modifying the conventional Fermi liquid self energy and taking the $T \to 0$, which has been found to be incorrect beyond a conventional Fermi liquid [158] and contradicts the predictions of possible unparticle self-interactions in the pseudogap [17].

8 We thank Shiro Sakai for bringing this work to our attention.
7. The role of particle-hole symmetry and limiting behaviors on Luttinger’s theorem

As apparent in the above discussion, two main models have been considered in the study of Luttinger’s theorem: the Hubbard model [37] and the Tomonaga–Luttinger liquid [29]. In the current literature, the requirements of Luttinger’s theorem in the former has been reduced to the disappearance of $\Im G(k, \omega)$ at $\omega = 0$ and $\omega \to -\infty$ and the existence of particle-hole symmetry, while the requirements of Luttinger’s theorem in the latter has been boiled down to a constraint on the scaling dimension of the many-particle Green’s function; namely, $G \sim 1/(\omega - \epsilon_k)^\alpha$, $1 < \alpha < 2$. Given the clear overlap of our work with these studies, we will now address how our general prescription fits into these model-based analyses.

First, we look at the requirements of Luttinger’s Theorem in the Hubbard model. The condition of a disappearing imaginary Green’s function at $\omega \to 0, -\infty$ is obviously important for Luttinger’s theorem in any generic system, as already addressed. Whether or not a fermionic system obeys Luttinger’s theorem, we expect that the phase of the retarded Green’s function will approach $\pi$ as $\omega \to -\infty$. The more significant limit is when $\omega \to 0$. This is directly dependent on the behavior of the imaginary part of the self energy near the Fermi surface, from which the discussion above follows. Interestingly, we have shown that a more crucial condition for Luttinger’s theorem is not the low-frequency behavior of the imaginary part of the self energy per se, but instead the low-frequency behavior of the imaginary part of the self energy relative to the real part. For $0 < \alpha < 1$, we have clearly shown that, despite $\Im G(\omega = 0) \to 0$ and the existence of a well-defined Luttinger–Ward function, Luttinger’s theorem breaks down. This is to be expected, as the regime of $0 < \alpha < 1$ corresponds to the pseudogapped phase, where (as derived in appendix C) the density of states becomes discontinuous. This regime of parameters $0 < \alpha < 1$ was explored numerically in [29], where it was confirmed that Luttinger’s theorem breaks down for $0 < \alpha < 0.7$. Whereas the numerical integration techniques for $\alpha > 0.7$ are unstable, the analytical derivation above based on Kramers–Kronig relations illustrates the importance of $\Im \Sigma$ relative to $\Re \Sigma$ as opposed to the behavior of $\Re \Sigma$ itself.

As for particle-hole symmetry, it is worth noting that, by isolating the power law behavior of $\Sigma(\omega)$ from that of the total Green’s function, it is not necessary to invoke particle-hole symmetry to verify Luttinger’s theorem in a generic many-body system [40]. Indeed, the lack of particle-hole symmetry simply means an asymmetric density of states, and in many cases a Luttinger’s theorem (and even a Landau–Fermi liquid prescription [152, 153]) remains appropriate [29, 31, 32]. Considering that particle-hole symmetry is present in a superconducting state (where Luttinger’s theorem clearly fails) yet is absent in certain Landau–Fermi liquids (where Luttinger’s theorem clearly succeeds), we interpret the behavior of the imaginary component of the self energy relative to the real component (i.e., the existence of a snark) as a much more robust condition on an independent particle approximation in strongly correlated matter.

Of course, [29] has indicated that particle-hole symmetry is not a necessary condition of Luttinger’s theorem in the case of Luttinger liquids, which [31–33] have illustrated to exhibit a trivial Luttinger count. In [29], these limits are ‘special cases’ when the scaling dimension of the Green’s function itself is
constrained to be between unity and two. This agrees with our work, where the power of the self energy for some general fermionic system must not pass under one for the snark to remain well-defined. Nevertheless, by noticing that the Luttinger’s theorem constraint depends specifically on the frequency-dependence of the self energy as opposed to the general scaling behavior of the total Green’s function, we can say with confidence that any scaling parameter $\alpha > 1$ will lead to a well-defined single-particle approximation of the many-body system. Moreover, our calculations have shown that zeroes of the Green’s function do not necessarily indicate a gap, as diverging $k$-dependence in a ‘quasi-local’ system (as already indicated in [134–138]) is perfectly compatible with Luttinger’s theorem.

8. Conclusion

Many condensed matter physicists study the properties of strongly interacting electron systems; how they interact with each other, themselves, and their environment. The presence of coherence might force the interacting regime to exhibit emergent phenomenon unlike anything seen in the non-interacting limit, but at the end of the day an independent-particle picture is always reduced to an extreme inconvenience rather than an absolute impossibility [154].

Luttinger’s theorem is a powerful tool that tells us when an independent particle approximation is salvageable. Previous studies have suggested that such cases are rare, and instead an ‘un-particle’ approximation must be used for the great majority of models where the IR limit loses any resemblance to the UV. The work given above implies that Luttinger’s theorem is, instead, possible in systems with disappearing quasiparticle weight beyond the well-known Tomonaga–Luttinger liquid case. Our main argument is summarized as follows:

(a) By defining a generalized Fermi surface in terms of a non-zero topological index of the many-body generating functional (i.e., equation (12)), we show that it is physically possible for a gapless fermionic system to support a Luttinger surface in some arbitrary dimension.

(b) The existence of a generalized Fermi surface as defined in (a) is the sole requirement for a fermionic system to uphold a hard Luttinger’s theorem.

(c) From (a) and (b), it is implied that materials which exhibit a Luttinger surface may simultaneously satisfy a hard Luttinger’s theorem as long as the self energy satisfies equation (27).

It is worth noting that the mutual coexistence of gapless excitations with stable Fermi surfaces has previously been suggested via an Atiyah–Bott–Shapiro construction of the $K$-theory group $K(R^d) = \pi_{k-1}(GL(N, \mathbb{C}))$ [155] as well as via conformal field theory arguments in the IR [79, 80]. In a similar vein, the topological nature of the Luttinger count and Luttinger’s theorem itself have previously been suggested in [33, 156], respectively. However, unlike these studies, the snark description and its anomalous interpretation explicitly connects the microscopic details of the many-body propagator to the existence of a topologically robust manifold of chiral gapless excitations in Fourier space. In other words, we have shown what properties the propagator in equation (1) must have to ensure the Fermi volume remains invariant as interactions become arbitrarily large, a feat which no one to our knowledge has previously accomplished.

In light of recent experiments, numerics, and theoretical models regarding strongly correlated matter, we believe that our study brings Luttinger’s theorem out of the ‘folklore’ of recent years, and opens new avenues to solving the many-body problem with common-sense IR physics.
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Appendix A. Proof of Luttinger’s theorem in a Landau–Fermi liquid

We now re-derive the well-known proof of Luttinger’s theorem in a Landau–Fermi liquid. We hope that this will fill in certain gaps not appropriately addressed in the main body of the text.
We begin by recalling the form of the Green’s function for a bare particle in the interacting system:

\[ G(k, \omega) = \frac{1}{\omega - \xi_k - \Sigma(k, \omega)} \]  

where \( \xi_k \) is measured with the respect to the chemical potential and an infinitesimal value of \( i\delta \) is implied. The total density can be written as [85]

\[
\frac{N}{2V} = \frac{1}{2} \langle \psi_\alpha^\dagger(x) \psi_\alpha(x) \rangle \\
= -i \lim_{x' \to x} G(x - x') \\
= -i \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} G(k, \omega).
\]

To solve the above integral, we take the frequency derivative of the log of the Green’s function, which yields

\[
\frac{\partial}{\partial \omega} \log G(k, \omega) = -\frac{1}{\omega - \xi_k - \Sigma(k, \omega)} \left( 1 - \frac{\partial}{\partial \omega} \Sigma(k, \omega) \right) \\
= -G(k, \omega) + G(k, \omega) \frac{\partial}{\partial \omega} \Sigma(k, \omega).
\]

This yields the following form of the Green’s function:

\[
G(k, \omega) = -\frac{\partial}{\partial \omega} \log G(k, \omega) + G(k, \omega) \frac{\partial}{\partial \omega} \Sigma(k, \omega).
\]

The particle density then becomes

\[
\frac{N}{2V} = -i \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \left\{ -\frac{\partial}{\partial \omega} \log G(k, \omega) + G(k, \omega) \frac{\partial}{\partial \omega} \Sigma(k, \omega) \right\}
\]

which yields the integrals equations (18a) and (18b), respectively.

We will start with the general solution of the first integral, which we will solve by introducing the retarded Green’s function \( G^R(k, \omega) \). Because there is only a pole in the upper half plane, any closed contour will then yield zero for \( G^R \), as we can shift the contour to the regime where \( \Im(\omega) \) is infinite. Therefore, the above integral becomes

\[
\frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) = \frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \left. \frac{\partial}{\partial \omega} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) \right|_0^\infty.
\]

Note that, if \( \omega > 0 \), then \( G^R(k, \omega) = G(k, \omega) \), while \( G^R(k, \omega) = G^*(k, \omega) \) for \( \omega < 0 \). Therefore,

\[
\frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) = \frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) + \frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \oint_{C} \frac{d\omega}{2\pi} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right)
\]

\[
= \frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) \bigg|_{-\infty}^{0}.
\]

If we write \( G(k, \omega) = e^{i\phi(\omega)}|G(k, \omega)| \), we find that

\[
\frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \log \left( \frac{G(k, \omega)}{G^R(k, \omega)} \right) \bigg|_{-\infty}^{0} = \frac{i}{2\pi} \int \frac{d^3k}{(2\pi)^3} \log \left( e^{2i\phi(\omega)} \right) \bigg|_{-\infty}^{0}
\]

\[
= -\frac{1}{\pi} \int \frac{d^3k}{(2\pi)^3} \left\{ \phi(0) - \phi(-\infty) \right\}.
\]

We therefore find that, as discussed in the main body of the text, that a key component of Luttinger’s theorem is dependent upon the phase \( \phi(\omega) \) of the Green’s function. Note that \( \Im(G(k, \omega)) > 0 \) when \( \omega < 0 \), with \( \Im(G(k, \omega)) = 0 \) for \( \omega = 0 \). \( \Im(G(k, \omega)) \) does not change sign, so we are confined in the upper half.
plane. Similarly, as $\omega \to -\infty$, $\Im(G(k, \omega))$ falls off more rapidly then $\Re(G(k, \omega))$, because $G(k, \omega) \sim 1/\omega$ for $\omega \to \pm \infty$. This directly follows from the Källen–Lehmann representation,

$$G(k, \omega) = (2\pi)^{3} \sum_{s} \left( \frac{A_{s}\delta(k - k_{s})}{\omega - \epsilon_{s}^{+} + \mu + i0} \pm \frac{B_{s}\delta(k + k_{s})}{\omega - \epsilon_{s}^{-} + \mu - i0} \right)$$  \tag{36}

where the information from the self energy is contained in $A_{s}$ and $B_{s}$. Therefore, the ratio of imaginary to real parts of the Green’s function goes to 0. Now, from our definition of the phase above, we can easily see that

$$\frac{\Im(G(k, \omega))}{\Re(G(k, \omega))} = \tan(\phi(\omega)).$$  \tag{37}

For this to go to zero as $\omega \to -\infty$, $\phi(-\infty) = \pi$. This modifies equation (18a) to the simpler form

$$\frac{i}{2\pi} \int \frac{d^{D}k}{(2\pi)^{D}} \int_{C} d\omega \frac{\partial}{\partial \omega} \log(G(k, \omega)) = \int \frac{d^{D}k}{(2\pi)^{D}} \left\{ 1 - \frac{\phi(0)}{\pi} \right\} \Theta(k - k_{e})$$

\tag{38}

We are now left to solve for the phase of the Green’s function at low frequency. Note that the above yields the well-known solution if we assume that the imaginary part of the Green’s function ‘disappears’ faster than the real component in the limit of $\omega \to 0$, which is equivalent to saying that the imaginary part of the self energy disappears faster than the real part in this limit. If this occurs, then $\tan(\phi(0)) = 0$, which occurs when $\phi(0) = 0$ or $\phi(0) = \pi$. The former case corresponds to $G(k, 0) > 0$, or when we are below the Fermi surface, while the latter case corresponds to $G(k, 0) < 0$ or when we are below the Fermi surface. Therefore,

$$-\frac{1}{\pi} \int \frac{d^{D}k}{(2\pi)^{D}} \left\{ 1 - \frac{\phi(0)}{\pi} \right\} = \int \frac{d^{D}k}{(2\pi)^{D}} \frac{1}{G(k, \omega = 0 > 0)} \Theta(k - k_{e})$$

\tag{39}

We then left with proving that the imaginary part of the self energy disappears faster than the real part at small frequency. This can be seen in the case of Landau–Fermi liquid by finding the explicit frequency-dependence of $\Im\Sigma(k, \omega)$, which can be done by first finding the lifetime of a quasiparticle near the Fermi surface. If we considered a free particle, the Green’s function would be given by

$$G^{(0)}(k, t) = -i\Theta(t)e^{-i\xi t}.$$  \tag{40}

It is well known that the spectral function of the above is a perfect delta function. When considering a Landau quasiparticle, we include an additional component proportional to the quasiparticle lifetime $\tau$:

$$G(k, t) = -i\Theta(t)e^{-i\xi_{t}t}e^{-t/\tau}.$$  \tag{41}

The spectral function of the above is a ‘widened’ delta function with width $1/\tau$:

$$A(k, \omega) = \frac{1/\tau}{(\omega - \xi_{t})^{2} + (1/\tau)^{2}}.$$  \tag{42}

Compare this with the form of the spectral function from the full Källen–Lehmann representation:

$$A(k, \omega) = -\frac{\Im\Sigma(k, \omega)}{\pi (\omega - \xi_{t})^{2} + \Im\Sigma(k, \omega)^{2}}.$$  \tag{43}

Hence, we can easily see that $\Im\Sigma(k, \omega) \sim 1/\tau$. Therefore, by calculating the lifetime, we can find the dependence of the self-energy on the frequency $\omega$. This can be done by writing down Fermi’s golden rule to find the decay rate toward $n$ particle-hole pairs and subsequently replacing the scattering amplitude with a Fermi surface average:\n
$$W_{2n+1}(\omega) \sim 2\pi \sum_{2, 3, \ldots, 2n+2} |a|^{2} \delta (\omega_{1} - (\omega_{2}^{+} + \omega_{3} + \omega_{4}^{+} + \cdots + \omega_{2n+2}^{+} + \cdots))$$

\[= 2\pi \sum_{2, 3, \ldots, 2n+2} \prod_{i=1}^{2n+1} \int d\omega_{i} \delta(\omega_{i}) |a|^{2} \delta (\omega_{1} - (\omega_{2}^{+} + \omega_{3} + \omega_{4}^{+} + \cdots + \omega_{2n+2}^{+} + \cdots)) \]

\footnote{See [157] for a complete discussion of this derivation from Fermi’s golden rule.}
where the primed terms denote the quasi-hole energies and we inserted the identity into the second line. Therefore, because the inverse of the lifetime $1/\tau$ is given by the sum of all possibly allowed decay possibilities, $\Im \Sigma(k, \omega) \sim \omega^2$ for the special case of a Landau–Fermi liquid (where this quasiparticle picture makes sense). From the Kramers–Kronig relation given in equation (21), it is then obvious that $\Re \Sigma(k, \omega) \sim \omega$, and thus the imaginary part of the self energy disappears faster than the real component whenever a Landau quasiparticle picture is applicable, and thus equation (39) remains valid.

We now move onto the second integral, which is easier to solve:

$$
\int dq \frac{\partial}{\partial \omega} \Sigma(q, \omega) = \int dq \left( G(q, \omega) \Sigma(q, \omega) \right)_{-\infty}^{\infty} - \int dq \Sigma(q, \omega) \frac{\partial}{\partial \omega} G(q, \omega).
$$

If we can write the self energy as an exact differential (as in equation (22)), then the above integral disappears. To ensure this, we have to make sure that the self energy $\Sigma(q, \omega)$ does not exhibit any divergent frequency dependence. However, we have already proven this when solving for the previous integral! Therefore, we automatically have a well-defined Luttinger–Ward functional for the Landau–Fermi liquid, and we are left with

$$
\int dq \frac{\partial}{\partial \omega} \Sigma(q, \omega) = 0.
$$

Therefore, we come to the final form of Luttinger’s theorem:

$$
\frac{N}{2V} = -i \int \frac{dq}{(2\pi)^D} \int \frac{d\omega}{2\pi} G(q, \omega)
$$

$$
= -i \int \frac{dq}{(2\pi)^D} \int \frac{d\omega}{2\pi} \left\{ -\frac{\partial}{\partial \omega} \log G(q, \omega) + G(q, \omega) \frac{\partial}{\partial \omega} \Sigma(q, \omega) \right\}
$$

$$
= \frac{1}{(2\pi)^D} \int_{G(q, \omega = 0) > 0} dq
$$

The proof of Luttinger’s theorem in the text is built form of the above derivation. From the calculation of Fermi’s golden rule, we see that all non-Fermi liquid behavior is contained within the frequency dependence of the imaginary part of the self energy, where a deviation from the $\omega^2$ behavior can be interpreted as a breakdown of the quasiparticle paradigm. Analogously, also note that only in the quasiparticle approximation of Fermi’s golden rule did we assume any perturbative approximation in our derivation. In this way, we can apply the above to any system with a non-analytic self energy as long as we take the diverging form after we perform the calculation and, as explained in the text, only if the non-analyticity is purely in the momentum-dependence of $\Sigma(q, \omega)$.

### Appendix B. Derivation of the Kadanoff–Baym functional

We will now illustrate how to obtain the form of the snark by solving for the general form of the Kadanoff–Baym functional. We will primarily follow the derivation given in [52]. For this reason, we will take the same notation and define arguments $(n) = (x_n, \tau_n; \sigma_n)$, while an overbar means integrals over the space-time coordinates and spin sums.

We define the quantum action $W[J]$ in terms of the partition function:

$$
Z[K] = \exp \left( W[K] \right) \rightarrow W[L] = \log Z[K]
$$

where $K$ is some source field and for simplicity we omit $J$. Therefore, the Green function $G(2, 1)$ is given by the functional derivative of $W$ with respect to the external field:

$$
\frac{\delta W[K]}{\delta K(1, 2)} = G(2, 1).
$$

Note that in Baym’s original 1962 paper, he uses $U$ instead of $K$. We will keep using $J$ here to be consistent with contemporary notation.
The effective action $\Gamma [G]$ is then the Legendre transform of the above:

$$\Gamma [G] = W[K] - \text{Tr}[KG].$$  \hfill (50)

The functional $\Gamma [G]$ is the Kadanoff–Baym functional. The existence is dependent on the existence of a renormalization group picture and an appropriate cutoff $\Lambda$, such that $\Gamma_{k=\Lambda} \approx S$ and $\Gamma_{k=0} = \Gamma$, where $S$ is the un-quantized action. We can similarly find that

$$\frac{\delta \Gamma [G]}{\delta G(1, 2)} = -K(2, 1).$$  \hfill (51)

To proceed, we need to simplify the rhs of the above. For this, we utilize the equation of motion for the Green’s function:

$$\left(\frac{\partial}{\partial \tau} - \frac{\nabla_i^2}{2m} - \mu\right) G(1, 2) = -\delta(1 - 2) - \langle T[\psi^*(2^+)V(1 - 2)\psi(1)\psi^*(2)]\rangle - K(1, 2)G(2, 2).$$  \hfill (52)

Now, let us define the inverse of the non-interacting Green function to be

$$G^{-1}_0(1, 2) = -\left(\frac{\partial}{\partial \tau} - \frac{\nabla_i^2}{2m} - \mu\right) \delta(1 - 2).$$  \hfill (53)

Plugging this into the equation of motion and simplifying, we have

$$(G^{-1}_0(1, 2) - K(1, 2)) G(2, 2) = \delta(1 - 2) - \langle T[\psi^*(2^+)V(1 - 2)\psi(1)\psi^*(2)]\rangle.$$  \hfill (54)

If we take the limit of $K = 0$, then we see that the above corresponds to the Dyson equation if we take

$$\Sigma(1, 2)G(2, 2) = -V(1 - 2)\langle T[\phi^*(2^+)\phi(1)\phi^*(2)]\rangle \rightarrow (G^{-1}_0(1, 2) - K(1, 2) - \Sigma(1, 2)) G(2, 2) = \delta(1 - 2).$$  \hfill (55)

Which can be re-written to give

$$G^{-1}(1, 2) = G^{-1}_0(1, 2) - K(1, 2) - \Sigma(1, 2).$$  \hfill (56)

This simplifies the above equation for $\Gamma [G]$ by solving the above to represent $J(1, 2)$ in terms of Green’s functions and the self energy:

$$\frac{\delta \Gamma [G]}{\delta G(1, 2)} = G^{-1}(2, 1) - G^{-1}_0(2, 1) + \Sigma(2, 1)$$  \hfill (57)

which yields zero in the limit of $K = 0$, as in that case Dyson’s equation is exact.

We can now solve the above for the Baym–Kadanoff functional. It is easy to see that the above becomes

$$\delta \Gamma [G] = \text{Tr}[G^{-1}\delta G] - \text{Tr}[G^{-1}_0\delta G] + \text{Tr}[\Sigma \delta G]$$  \hfill (58)

where we have dropped the argument $(2, 1)$ for conciseness. For the first term, we perform the simplification

$$\text{Tr}[G^{-1}\delta G] = -\text{Tr}[\delta G^{-1}]$$

$$= \text{Tr}[\delta \log(-G)]$$  \hfill (59)

which can be seen with simple calculus. For the second term, we simplify it the following way:

$$\text{Tr}[G^{-1}_0\delta G] = \text{Tr}[\delta(G^{-1}_0G - 1)]$$

$$= \text{Tr} \left[\delta \left\{G^{-1}_0 - G^{-1}\right\}\right].$$  \hfill (60)

For the final term, recall that we can write the change of the Luttinger–Ward functional $\Phi$ as

$$\delta \Phi = \int d1 \, d1' \frac{\delta \Phi}{\delta G(1, 1')} \delta G(1', 1^+)$$

$$= \int d1 \, d1' \Sigma(1, 1') \delta G(1', 1^+)$$  \hfill (61)
which is \( \text{Tr}[\Sigma \delta G] \). Hence, the final term is just \( \delta \Phi \). This tells us that the differential of the Kadanoff–Baym functional is just

\[
\delta \Gamma[G] = \delta \Phi - \text{Tr}[\delta \left\{ (G_0^{-1} - G^{-1}) G \right\}] + \text{Tr}[\delta \log(-G)]. \tag{62}
\]

The solution for the Kadanoff–Baym functional is now trivial:

\[
\Gamma[G] \approx \Phi - \text{Tr}[(G_0^{-1} - G^{-1}) G] + \text{Tr}[\log(-G)]. \tag{63}
\]

From which equation (9) directly follows. Interestingly, because we have included the Luttinger–Ward functional and we assume that it is well-behaved, the above result for the effective action is exact as long as the Luttinger–Ward functional exists.

### Appendix C. Derivation of self energy dependence on density of states

The main result of this paper concerns when the eigenstates of a generic many-body system can be approximated as the collective behavior of independent, interacting particles. This ultimately boils down to studying the regime of validity of a 'hard' version of Luttinger’s theorem, which we have shown is restricted to models with \( \Im \Sigma(k, \omega) \sim \omega^\alpha \) where \( \alpha \geq 1 \). Experimentally, ARPES data tells us that this corresponds to either the overdoped phase (for \( \alpha > 1 \)) or the optimally-doped 'strange-metal' phase (\( \alpha = 1 \)), both of which respects Luttinger’s theorem, while the cases of \( 0 < \alpha < 1 \) (the pseudogap phase) and \( \alpha < 0 \) (the insulating phase) violate Luttinger’s theorem. In this appendix we will briefly show that the condition \( \alpha \geq 1 \) is analogous to the existence of a well-defined, non-zero density of states at \( k = k_F \) and \( \omega = 0 \). Because this is also the frequency regime where the density of states is always well-defined, this further confirms that the snake definition given in equation (12) is a necessary and sufficient condition for the validity of Luttinger’s theorem by the Atiyah–Singer index theorem.

The general definition of density of states \( \rho(\omega) \) for a many-body fermionic system is given by [85]

\[
\rho(\omega) \sim -\frac{1}{\pi} \int \text{d} \mathbf{r} \Im G(\mathbf{r}, \mathbf{r}, \omega). \tag{64}
\]

When we are at the Fermi energy, we can write the Green’s function as

\[
G(k_F, \omega) = \frac{1}{\omega - \Sigma(k, \omega) + i \delta}, \tag{65}
\]

where we restrict ourselves to the surface defined by the non-interacting Fermi momentum \( k_F \).

As discussed in the text, a Kramers–Kronig relation connects the imaginary and real parts of the self energy. ARPES data and the requirements of Luttinger’s theorem indicates two specific cases (excluding the marginal Fermi liquid), as outlined in equation (21). The first case we will consider is \( \Im \Sigma(k, \omega) \sim \omega^\alpha \), where \( \alpha > 1 \). In this case, \( \Re \Sigma(k, \omega) \sim \omega \). The imaginary part of the Green’s function is then given by

\[
\Im G(k_F, \omega) = \begin{cases} 
\omega^\alpha - \delta & \omega > 0 \\
\frac{\omega^\alpha \cos(\pi \alpha) - \delta}{\delta^2 + \omega^2 - 2\omega^\alpha \delta + \omega^{2\alpha}}, & \omega < 0
\end{cases}
\]

Because we are considering the limit \( \omega \rightarrow 0, \delta \rightarrow 0 \), we can ignore terms higher than \( O(\omega^2), O(\delta^2) \), or \( O(\omega \delta) \). Singularities then occur when \( \omega \rightarrow \pm \delta \). Note that both cases have zeros when \( \omega \sim \delta^{1/\alpha} \), however they are of little concern because \( \alpha > 1 \), and therefore the singularity will always be 'closer' to \( \omega = 0 \) than the zero \( \forall \delta < 1 \). We can then conclude that the limit approaching the singularity is well-defined, and hence there exists a well-defined density of states (and, hence, gapless chiral excitations) for \( \Im \Sigma(k, \omega) \sim \omega^\alpha \) if \( \alpha > 1 \), as already suggested by ARPES data.

The more interesting case occurs when \( \alpha < 1 \). This corresponds to \( \Re \Sigma(k, \omega) \sim \Re \Sigma(k, \omega) \sim \omega^\alpha \). The imaginary component of the Green’s function then becomes

\[
\Im G(k_F, \omega) = \begin{cases} 
\omega^\alpha - \delta & \omega > 0 \\
\frac{\omega^\alpha \{\cos(\pi \alpha) + \sin(\pi \alpha)\} - \delta}{\delta^2 + \omega^2 - 2\omega^\alpha \delta + 2\omega^{1+\alpha}} & \omega < 0
\end{cases}
\]

We first deal with the regime of \( 0 < \alpha < 1 \). Under such circumstances, we can ignore terms that go larger than \( O(\omega^\delta) \). We can easily see that, for both \( \omega > 0 \) and \( \omega < 0 \), singularities and zeroes of the imaginary
part of the Green’s function occur when $\omega \sim \pm \delta^{1/\alpha}$. Therefore, taking the limit $\omega \to 0$, $\delta \to 0$ no longer guarantees a sharp singularity, and a finite density of states at $\omega = 0$ is not universally observed as it was for $\alpha > 1$. Once again, this agrees with ARPES data, as $0 < \alpha < 1$ corresponds to the pseudogap state where a partial energy gap occurs. This is similarly seen in a plot of the spectral function given in figures 2(a)–(d) in the text, where said function is seen to exhibit a discontinuous dip at $\omega = 0$ for $0 < \alpha < 1$.

For the case of $\alpha < 0$, it is clear to see that $\Im G(k, \omega) \sim 1/|\omega|^\alpha$ in the limit under consideration. Because $\alpha < 0$, it vanishes as we approach $\omega = 0$, and thus the density of states (and, hence, gapless chiral excitations) disappears for these self energies.

**Appendix D. Classification of self energy momentum dependencies that yield snark solutions**

The goal of this appendix is to derive equation (27). Before we can do this, let us recall the classification theme we have already introduced for snarks. The **order** $m$ of the snark is the lowest $k$-derivative of the Landau quasiparticle weight $Z_k^{(0)}$ that either yields a singularity or some real number. In principle, the order could be any natural number. The **kind** $n$ of the snark tells us if the $m$th order derivative diverges or not. If it diverges, then it is a snark of the second kind. If the $m$th order derivative is a real number, then it is said to be of the first kind or quasi-local. Therefore, we have the constraint $m \in [1, 2]$ by definition of the snark’s kind. If the quasiparticle weight itself is non-zero, then it is said to be a **Fermi surface**. If the quasiparticle weight is vanishing, then it is said to be a **Luttinger surface**.

We are now in a position to derive equation (27). We start by looking at the 1st-order $k$-derivative of the quasiparticle weight of a 1st order snark of the 2nd kind:

$$
Z_k^{(1)} = \frac{\partial Z_k^{(0)}}{\partial k} = \frac{\partial^2 \Re \Sigma(k, \omega)}{\partial k \partial \omega} \left( 1 - \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \bigg|_{\omega=0} \right)^{-2} = (Z_k^{(0)})^2 \frac{\partial}{\partial k} \left( \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \bigg|_{\omega=0} \right),
$$

(66)

Remember that the first order snark has a singularity for $Z_k^{(1)}$. Because $Z_k^{(0)}$ is always bounded by one, the divergent term must be the derivative of the self energy at the Fermi energy:

$$
\frac{\partial}{\partial k} \left( \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \bigg|_{\omega=0} \right) \to \infty.
$$

(67)

We have assumed that the self-energy is analytic in frequency space, otherwise there will not exist a well-defined Luttinger–Ward functional. Therefore, $\partial \Re \Sigma(k, \omega)/\partial \omega$ is some finite value, and the divergent term must be the momentum derivative. For some general non-Fermi liquid system, however, $Z_k^{(0)} \to 0$, meaning $\partial \Re \Sigma(k, \omega)/\partial \omega \to -\infty$ as the self energy approaches the Fermi energy. If the system is a non-Fermi liquid and has such divergent behavior in the frequency derivative of the self energy, then the condition for a first order Fermi boundary is that the term

$$
\frac{\partial}{\partial k} \left( \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \bigg|_{\omega=0} \right) \text{ diverges faster than } \left( 1 - \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \bigg|_{\omega=0} \right)^2.
$$

(68)

This condition will give us $\lim_{k \to k_F} Z_k^{(1)} \to \infty$, or, in other words, $\lim_{k \to k_F} (1/Z_k^{(1)}) \to 0$. For our perturbative Green’s function approach to make sense, it is not the frequency derivative that diverges; rather, it is the momentum dependence and momentum derivative. In other words, if the frequency derivative diverges, then the above expansion of the self energy is invalid. Instead, we are saying that the momentum derivative of the self energy must diverge faster than the self energy itself at the Fermi energy; i.e.,

$$
\lim_{k \to k_F} \left\{ \frac{\partial}{\partial k} \left( \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \right) \right\}^{-1} \left( 1 - \frac{\partial \Re \Sigma(k, \omega)}{\partial \omega} \right)^2 = 0.
$$

(69)

Note that we have to be careful how we take the limit in the above. The residue is only well-defined as $k \to k_F$. Because $Z_k^{(m)}$ diverges for the $m$th derivative, the limit and the derivative might not commute. It is
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Therefore implied that the above limit is taken after we take the derivative. If this is ensured, then the above defines the self-energy dependence for a 1st order Fermi surface of the 2nd kind.

We can extend this idea to the 2nd order snark of the 2nd kind:

\[
Z_k^{(2)} = \frac{\partial Z_k^{(1)}}{\partial k}
\]

\[
= \frac{\partial}{\partial k} \left\{ \left( \frac{Z_k^{(0)}}{Z_k^{(0)}} \right)^2 \left( \frac{\partial^2 \Sigma(k, \omega)}{\partial \omega^2} \right) \right|_{\omega=0} \right\}
\]

\[
= 2Z_k^{(0)} \frac{\partial Z_k^{(0)}}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} + \left( Z_k^{(0)} \right)^2 \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0}
\]

\[
= 2 \left( Z_k^{(0)} \right)^2 \frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} + \left( Z_k^{(0)} \right)^2 \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0}
\]

This gives us two possibilities for a singular value of \(Z_k^{(2)}\) as we approach the Fermi energy: either

\[
\frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \text{ diverges faster than } \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\}^{3/2}
\]

or

\[
\frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \text{ diverges faster than } \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\}^2.
\]

One or both of these conditions is necessary for \(\lim_{k \to k_F} (1/Z_k^{(2)} ) \to 0\). The former is a weaker condition than the case of the 1st order snark; namely, if the first order derivative diverges faster than the zeroth order derivative to the power of 2, then it will obviously diverge faster than the zeroth order derivative to the power 3/2. In other words, the first term tells us that a 1st order snark is automatically a second order snark. The first expression in the above is not the defining characteristic of the 2nd order snark. Instead, the unique condition for the 2nd order snark is given by

\[
\lim_{k \to k_F} \left\{ \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} = 0.
\]

We quote the next order derivative:

\[
Z_k^{(3)} = 6Z_k^{(0)} \left( \frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \right)^3 + 6Z_k^{(0)} \left( \frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \right) \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0}
\]

This gives three conditions for divergence. Either

\[
\frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \text{ diverges faster than } \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\}^{4/3}
\]

or

\[
\frac{\partial}{\partial k} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \text{ diverges faster than } \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\}^3
\]

or

\[
\frac{\partial^3}{\partial k^3} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\} \text{ diverges faster than } \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \left. \right|_{\omega=0} \right\}^2.
\]
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If the system obeys the first condition, then it could also be a 1st or 2nd order snark, so the first condition is not unique for the 3rd order snark. Furthermore, if some 2nd order snark has the first order momentum derivative diverge faster than \( (1 - \frac{\omega}{\omega_0}) \), then the second term is not unique for the 3rd order Fermi boundary. Therefore, the only unique condition for the 3rd order snark is that

\[
\lim_{k \to k_f} \left\{ \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Omega(k, \omega)}{\partial \omega} \right) \right\}^{-1} \left( 1 - \frac{\partial \Omega(k, \omega)}{\partial \omega} \right)^3 = 0. \tag{78}
\]

Without loss of generality, we can write the \( m \)th order derivative of \( Z_k \)

\[
Z_k^{(m)} = m! (Z_k^{(0)})^{m+1} \left( \frac{\partial}{\partial k} \left( \frac{\partial \Omega(k, \omega)}{\partial \omega} \right) \bigg|_{k=k_f} \right)^m + \cdots + (Z_k^{(0)})^2 \frac{\partial^m}{\partial k^m} \left( \frac{\partial \Omega(k, \omega)}{\partial \omega} \bigg|_{k=k_f} \right) \tag{79}
\]

where \( A_m \) is some constant. The only unique constraint for some general \( m \)th order snark is the \( j = 1 \) term. Therefore, the general condition for some \( m \)th order snark of the second kind is

\[
\lim_{k \to k_f} \left\{ \frac{\partial^m}{\partial k^m} \left( \frac{\partial \Omega(k, \omega)}{\partial \omega} \right) \right\}^{-1} \left( 1 - \frac{\partial \Omega(k, \omega)}{\partial \omega} \right)^2 = 0 \tag{80}
\]

for some integer \( m \).

Of course, the above argument only makes sense for \( m \)th order Fermi and Luttinger surfaces of the second kind, as we have assumed that the \( m \)th order derivative diverges. From the form of equations (26a) and (26c), we see that \( m \)th order snarks of the first kind are more complicated, as their \( m \)th order derivative is a constant. This can trivially be quantified for the 0th order Fermi surface of the first kind, and thus we begin with a 1st order snark of the first kind:

\[
\Omega(k, \omega) = \Omega(\omega) - \frac{B_1}{|k - k_f|} \tag{81}
\]

where \( B_i \) is some constant. Using this form of the self energy, we can find what constant the previously-derived equation yields:

\[
\lim_{k \to k_f} \left\{ \frac{\partial}{\partial k} \left( \frac{\partial \Omega(k, \omega)}{\partial \omega} \right) \right\}^{-1} \left( 1 - \frac{\partial \Omega(k, \omega)}{\partial \omega} \right)^2
\]

\[
= \lim_{k \to k_f} \left\{ \frac{\partial}{\partial k} \left( \frac{B_1}{|k - k_f|} \frac{\partial \Omega(\omega)}{\partial \omega} \right) \right\}^{-1} \left( 1 - \frac{B_1}{|k - k_f|} \frac{\partial \Omega(\omega)}{\partial \omega} \right)^2
\]

\[
= \lim_{k \to k_f} \left\{ - \frac{B_1}{|k - k_f|^2} \frac{\partial \Omega(\omega)}{\partial \omega} \right\}^{-1} \left( 1 - \frac{B_1}{|k - k_f|} \frac{\partial \Omega(\omega)}{\partial \omega} \right)^2
\]

\[
= \lim_{k \to k_f} \left\{ - \frac{|k - k_f|^2}{B_1} \frac{1}{\partial \Omega(\omega)/\partial \omega} \right\} \left( 1 - \frac{2B_1}{|k - k_f|} \frac{\partial \Omega(\omega)}{\partial \omega} + \frac{B_1^2}{|k - k_f|^2} \left( \frac{\partial \Omega(\omega)}{\partial \omega} \right)^2 \right)
\]

\[
= \lim_{k \to k_f} \left\{ - \frac{|k - k_f|^2}{B_1} \frac{1}{\partial \Omega(\omega)/\partial \omega} + 2 |k - k_f| - B_1 \frac{\partial \Omega(\omega)}{\partial \omega} \right\}
\]

\[
= -B_1 \frac{\partial \Omega(\omega)}{\partial \omega}. \tag{82}
\]

All higher derivatives are clearly zero. However, we have to be careful here because we have singular behavior in \( Z_k \) (or \( 1/Z_k \)). In the above calculation, the limit and derivative are interchangeable, as \( Z_k \) is just
some constant. This is easily seen from a back-of-the-envelope calculation where we take the limit
\[ \lim_{k \to k_i} Z_k^{(1)} = \lim_{k \to k_i} \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \frac{B_1}{|k - k_i|} \right)^{-1} \]
\[ \sim - \lim_{k \to k_i} \frac{1}{B_1 \partial \Sigma(\omega)/\partial \omega} |k - k_i|. \]  
(83)

Thus, the first derivative is a constant. However, for higher derivatives, we see that the above is zero. Because \( Z_k^{(1)} \) is only defined near \( k_i \), we take the above solution for higher derivatives, and hence \( Z_k^{(1)} = 0 \) for higher derivatives, rather than \( 1/Z_k^{(1)} = 0 \) as implied when we took the derivative first.

Following equations (26a) and (26c), we can now suggest a form of the self energy for 2nd order snarks of the 2nd kind:
\[ \Sigma(k, \omega) = \Sigma(\omega) \frac{B_2}{|k - k_i|^2}. \]  
(84)

The quasilocal case of the snark condition is therefore given by
\[ \lim_{k \to k_i} \left( \frac{\partial^2}{\partial k^2} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \right)^{-1} \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right)^2 \]
\[ = \lim_{k \to k_i} \left( \frac{\partial^2}{\partial k^2} \left( \frac{B_2}{|k - k_i|^2} \frac{\partial \Sigma(\omega)}{\partial \omega} \right) \right)^{-1} \left( 1 - \frac{B_2}{|k - k_i|^2} \frac{\partial \Sigma(\omega)}{\partial \omega} \right)^2 \]
\[ = \lim_{k \to k_i} \left( \frac{6B_2}{|k - k_i|^2} \frac{\partial \Sigma(\omega)}{\partial \omega} \right)^{-1} \left( 1 - \frac{2B_2}{|k - k_i|^2} \frac{\partial \Sigma(\omega)}{\partial \omega} + \frac{B_2^2}{|k - k_i|^4} \left( \frac{\partial \Sigma(\omega)}{\partial \omega} \right)^2 \right) \]
\[ = \lim_{k \to k_i} \frac{6B_2}{B_2^2} \frac{1}{|k - k_i|^2} \frac{\partial \Sigma(\omega)}{\partial \omega} - 12|k - k_i|^2 + 6B_2 \frac{\partial \Sigma(\omega)}{\partial \omega} \]
\[ = 6B_2 \frac{\partial \Sigma(\omega)}{\partial \omega}. \]  
(85)

Note that the first derivative diverges, while all higher derivatives are zero. However, from the previous discussion, we know that all higher derivatives of \( Z_k^{(1)} \) are, in fact, zero, from the subtle issue of interchanging derivatives and limits. The first derivative of the above also goes to zero. In general, the condition for the \( m \)th order Fermi/Luttinger surface of the first kind becomes
\[ \lim_{k \to k_i} \left( \frac{\partial^m}{\partial k^m} \left( \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right) \right)^{-1} \left( 1 - \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right)^2 = m! \left(-\frac{m}{m}\right) B_m \frac{\partial \Sigma(\omega)}{\partial \omega} \]
\[ = \frac{(-1)^m}{(m-1)!} B_m \frac{\partial \Sigma(\omega)}{\partial \omega}. \]  
(86)

The form of equation (27) follows by noting that terms in the above expression with parameters \( j < m \) are allowed for \( m \)th order snarks of the 1st kind. As such, we see that equation (27) is the sole behavior the self energy \( \Sigma(k, \omega) \) must observe if a snark is to be present and, hence, Luttinger’s theorem preserved.
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