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ABSTRACT

We study the nature of the low-redshift CGM in the SIMBA cosmological simulations as traced by ultraviolet absorption lines around galaxies in bins of stellar mass ($M_*>10^{10}M_\odot$) for star-forming, green valley and quenched galaxies at impact parameters $r_\perp \leq 1.25r_{200}$. We generate synthetic spectra for H\textsc{i}, Mg\textsc{ii}, C\textsc{ii}, Si\textsc{iii}, C\textsc{iv}, and O\textsc{vi}, fit Voigt profiles to obtain line properties, and estimate the density, temperature, and metallicity of the absorbing gas. We find that CGM absorbers are most abundant around star forming galaxies with $M_*<10^{11}M_\odot$, while the abundance of green valley galaxies show similar behaviour to those of quenched galaxies, suggesting that the CGM “quenches” before star formation ceases. H\textsc{i} absorbing gas exists across a broad range of cosmic phases (condensed gas, diffuse gas, hot halo gas and Warm-Hot Intergalactic Medium), while essentially all low-ionisation metal absorption arises from condensed gas. O\textsc{vi} absorbers are split between hot halo gas and the WHIM. The fraction of collisionally ionised CGM absorbers is $\sim 25 - 55\%$ for C\textsc{iv} and $\sim 80 - 95\%$ for O\textsc{vi}, depending on stellar mass and impact parameter. In general, the highest column density absorption features for each ion arise from dense gas. Satellite gas, defined as that within $10r_{1/2}\,*$, contributes $\sim 3\%$ of overall H\textsc{i} absorption but $\sim 30\%$ of Mg\textsc{ii} absorption, with the fraction from satellites decreasing with increasing ion excitation energy.
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1 INTRODUCTION

The circumgalactic medium (CGM) is broadly defined as the reservoir of baryonic material surrounding a galaxy (see Tumlinson et al. 2017 for a review). It hosts material that serves as fuel for future star and black hole growth, as well as the by-products of feedback processes from star formation and active galactic nuclei (AGN) (e.g. Hafen et al. 2019). A significant fraction of the metal budgets of $L*$ galaxies lies in the CGM (Peeples et al. 2014). Additionally, the loss of gas from the CGM via AGN-driven ‘preventative’ feedback has been linked to galaxy quenching and morphological transformation (Davies et al. 2020; Oppenheimer et al. 2020). The CGM is regarded as a key for understanding the cycle of baryons between galaxies and their surrounding environments (Hafen et al. 2020) that is responsible for setting the physical properties of galaxies and their evolution over time (see Péroux & Howk 2020 for a review).

The CGM can be probed via its absorption or emission properties. Owing to its diffuse and multi-phase nature, the CGM is typically very faint in emission (Putman et al. 2012) except in the most massive halos where hot X-ray emitting gas is present (Werner & Mernier 2020). For more typical halos, absorption lines present the best approach to measuring CGM gas properties as they are sensitive to lower column densities. Absorption line studies require finding a coincident bright source (usually a quasar) illuminating a foreground CGM (e.g. Tumlinson et al. 2013; Bordoloi et al. 2014; Borthakur et al. 2015; Berg et al. 2018), or alternatively quantifying the galaxy population along a given line of sight (LOS), and then measuring the desired atomic transitions at the redshift of the intervening CGM (e.g. Rudie et al. 2012). While this technique can probe fairly diffuse gas in multiple elements and ionic states, it is limited by having typically a single or small number of LOS probing a given CGM, and only in select transitions that are strong and in the observable wavelength window. Since many of the strongest CGM transitions are in the ultraviolet (UV), at redshifts $z\leq 1$ this typically requires space-based UV observations, adding to the challenge.

Hydrodynamic simulations provide a holistic approach to
model the CGM of galaxies and help interpret absorption line observations. By extracting spectra through the simulation volume, it is possible to compile statistics of simulated absorption lines and investigate the origin and underlying physical conditions of CGM absorbers. Hani et al. (2019) employed this approach using the Auriga simulations (Grand et al. 2017) to highlight the wide diversity of physical conditions in the CGM of L* galaxies. Such studies have revealed that galactic outflows are responsible for supplying the CGM with the enriched gas that is observed via metal absorption lines (Oppenheimer et al. 2012; Ford et al. 2013, 2014; Hummels et al. 2013), which is reflected in an angular dependence of CGM metallicity (Péroux et al. 2020). Absorption from low metal ions arises from recently enriched, dense regions close to galaxies that will be re-accreted onto galaxies within a few Gyr; in contrast, high metal ions trace more diffuse gas that was enriched via outflows many Gyr ago (Oppenheimer & Davé 2009; Ford et al. 2013, 2014; Oppenheimer et al. 2012). The neutral hydrogen (H i) absorption of moderate column density arises from gas that is metal poor, whereas strong H i absorbers trace cool, enriched gas that is typically inflowing (Ford et al. 2014). Oppenheimer et al. (2018) compiled this picture into a two-phase model of the CGM around L* galaxies in which halo gas within 0.5r200 is composed of cool, low metal line clouds within a hot ambient medium traced by higher metal lines, while halo gas outwith 0.5r200 is heated to the virial temperature. Such cool gas clouds are thought to cool from initial local overdensities which trigger thermal instabilities (Nelson et al. 2020).

Careful comparisons between full cosmological galaxy evolution simulations and observations can provide constraints on models and highlight discrepancies between model predictions and the real universe. Early cosmological simulations used statistics of Ly-α absorption in the intergalactic medium (IGM) to constrain cosmologies (e.g. Davé et al. 1999). More recent numerical studies have used contemporary IGM/CGM absorption observations as benchmarks to test the success of their simulations (e.g. Davé et al. 2010; Oppenheimer et al. 2012; Péroux et al. 2020) and investigate the impact of physical processes such as turbulence (Oppenheimer & Davé 2009) and stellar feedback (Hummels et al. 2013). Gutcke et al. (2017) presented a comparison of the NHAIo simulation suite (Wang et al. 2015) to H i and O VI absorption statistics, finding good agreement with observations. Ford et al. (2016) tested models for stellar winds by comparing their simulations to the COS-Halos survey of L* galaxies (Tumlinson et al. 2013; Werk et al. 2014), finding that strong winds are necessary to reproduce CGM metal absorption. The EAGLE simulations (Crain et al. 2015; Schaye et al. 2015) have also been compared with COS-Halos (Oppenheimer et al. 2016, 2018), showing that EAGLE reproduces the correlation between O VI column density and star formation rate and is in good agreement with the low metal line statistics. The IllustrisTNG simulations (Pillepich et al. 2018) have likewise been shown to reproduce the observed dichotomy in O VI absorption between star forming and quenched galaxies seen in COS-Halos (Nelson et al. 2018), as well as reasonable Mg ii absorber populations (DeFelippis et al. 2021).

In Appleby et al. (2021) we explored the CGM as seen in absorption lines in the Simba simulation (Davé et al. 2019). In particular, we tailored the extracted spectra to mimic the COS-Halos (Tumlinson et al. 2013; Werk et al. 2014) and COS-Dwarfs (Bordoloi et al. 2014) surveys, spanning three orders of magnitude in galaxy and halo mass. We showed that the absorption line properties of H i and selected metal ions (Mg ii, Si iii, C iv, O vi) around star forming galaxies are in good agreement with the observations, depending on the assumed photoionising background. In particular, Simba reproduces H i absorption very well around star forming galaxies. We also examined the mass and metal budgets of halos in our simulations, and found that halo baryon fractions are generally less than half of the cosmic fraction, due to stellar feedback at low stellar masses and jet-mode AGN feedback at high stellar masses. Around quenched galaxies, the CGM baryons that remain are dominated by hot gas with T > 0.5T vir, while the CGM of star-forming galaxies is more multi-phase.

Cosmological simulations enable the investigation of the CGM around a wide range of galaxy types. However, they lack the resolution that modern zoom re-simulations can achieve, specifically in the diffuse CGM that is coarsely sampled by Lagrangian fluid elements. Recently, several groups have presented “CGM zoom” simulations, where the resolving power is focused within the CGM rather than the galaxy. Such simulations have found that resolution is an important consideration, although their galaxy sample sizes are low due to the computational cost. For example, Hummels et al. (2019) demonstrated that increasing resolution in the halo leads to diminished warm/hot gas content and enhanced cool gas content, where the cool structures are able to survive for longer timescales and at smaller masses. This results in an increase in absorption of low ions such as H i, and a decrease in absorption of high ions such as O vi. Similarly, Peeples et al. (2019) and van de Voort et al. (2019) both find in their CGM zoom simulations that although the average CGM properties are unaffected, the distribution of physical conditions in the CGM are sensitive to resolution, which has consequences for H i and metal absorption. van de Voort et al. (2019) find that this leads to enhanced H i column densities in the outer CGM. Moreover, the typical CGM structures in simulations with enhanced resolution have lower masses down to < 10^5 M⊙, which is far below Simba’s resolution limit. In the IllustrisTNG cosmological simulations, increased resolution has also been shown to lead to an increase in the formation of cold, small-scale CGM clouds (Nelson et al. 2020). Numerical resolution clearly makes a difference for e.g. very high column density H i absorbers. However, Suresh et al. (2019) found using IllustrisTNG that metal absorption in the CGM was relatively insensitive to resolution. Although the precise, quantitative impact of resolution on the current work is unclear, it is nonetheless an important consideration.

Simba’s resolution is even lower than IllustrisTNG, which is a limitation of the current work. On the flip side, Simba provides large galaxy sample with a unique galaxy formation model that reproduces a wide variety of galaxy observations at low redshifts (Davé et al. 2019; Li et al. 2019; Thomas et al. 2019; Davé et al. 2020; Appleby et al. 2020; Thomas et al. 2020; Glowacki et al. 2020; Cui et al. 2021) and low-redshift Lyα statistics along random lines of sight (Christiansen et al. 2020), which make it valuable to examine despite its modest resolution. In higher resolution tests, Appleby et al. (2021) showed that increased resolution in Simba leads to enhanced absorption around star forming galaxies, for all ions probed across a range of ionisation energies. Hence it is likely that...
the absorber sample presented in this work represent minimum column densities and absorber counts. However, the same numerical tests also showed that simulation volume has an effect: the smaller boxes contain fewer of the most massive galaxies, leading to weaker preventative AGN feedback and enhanced CGM absorption. As such, the cosmological volumes offered by simulations such as SIMBA provide an important large-scale context for studying the CGM.

In this paper, we follow on our previous work to investigate the underlying physical nature of the population of CGM absorbers within SIMBA. We construct a new carefully-selected sample of synthetic spectra for a range of key ions as a function of both galaxy stellar mass and specific star formation rate (sSFR). In particular, we present counting statistics of the CGM absorber population and study properties of the absorbing CGM gas by examining its distribution within cosmic physical phase space. We study the relationship between physical density and column density of CGM absorbers, and investigate the contribution of collisional ionisation to the absorber statistics. Lastly, we quantify the contribution to the LOS spectra from satellite galaxies living in the halos of other galaxies.

This paper is organised as follows. In §2 we present the SIMBA simulations. In §3 we describe the galaxy selection, spectrum generation and fitting processes. In §4 we present the CGM counting statistics and physical underlying conditions. In §5 we discuss the redshift dependence of our results. Finally in §6 we present the contributions of satellite galaxies to the original absorber sample.

2 SIMULATIONS

SIMBA (Davé et al. 2019) is a suite of state-of-the-art cosmological simulations and is the successor to the earlier MUSFASA simulations (Davé et al. 2016). SIMBA is run using a branched version of the gravity plus hydrodynamics code Gizmo (Hopkins 2015) in its Meshless Finite Mass (MFM) mode. SIMBA’s fiducial simulation is a 100 h−1 Mpc volume evolved from z = 249 to z = 0, with 10243 dark matter particles and gas elements. The mass resolution is 9.6 × 105 M⊙ and 1.82 × 102 M⊙, respectively. The minimum adaptive gravitational softening length is εmin = 0.5h−1 kpc, corresponding to 0.5 times the mean spacing between dark matter particles. Cosmological initial conditions are generated using MUSIC (Hahn & Abel 2011) assuming a Planck Collaboration et al. (2016) cosmology with Ωm = 0.3, Ωb = 0.048, ΩΛ = 0.7, H0 = 68 km s−1 Mpc, σ8 = 0.82 and ns = 0.97.

Photoionisation heating and radiative cooling are implemented using the Grackle-3.1 library (Smith et al. 2017) in its non-equilibrium mode. The neutral hydrogen fraction of gas particles is computed self-consistently throughout the simulation, accounting for self-shielding following the Rahmati et al. (2013) prescription, whereby the metagalactic ionising flux is attenuated based on gas density. A spatially uniform Haardt & Madau (2012) ionising background is assumed.

Star formation is modelled using an H2-based Schmidt (1959) law, with SFR = 0.02μH2/τdyn. The H2 content of the gas particles is computed based on their metallicity and local column density, using the sub-grid Krumholz & Gnedin (2011) prescription. Artificial interstellar medium (ISM) photoionisation is included at the minimum level required to resolve the Jeans mass in star-forming gas (Davé et al. 2016).

The chemical enrichment model tracks 11 elements (H, He, C, N, O, Ne, Mg, Si, S, Ca, Fe) during the simulation, from Type II supernovae (SNII), Type Ia supernovae (SN1a) and asymptotic giant branch (AGB) stars, as described in Oppenheimer & Davé (2006). The yield tables employed are that of Nomoto et al. (2006) for SNII yields, Iwamoto et al. (1999) for SN1a (assuming a metal yield of 1.4 M⊙ per supernova), and Oppenheimer & Davé (2006) for AGB yields (assuming a helium fraction of 36%, a nitrogen yield of 0.00118, and a Chabrier (2003) initial mass function). Cosmic dust is tracked as a fraction each gas element’s metal mass that is passively advected along with the gas, described in Li et al. (2019) and broadly following McKinnon et al. (2016). The dust particles are grown via condensation and accretion of gas-phase metals via two-body collisions; conversely they can be destroyed via supernova shocks and collisions with thermally excited gas elements. Mass and metals from destroyed dust particles are returned to the gaseous phase.

Star formation driven-winds are included as two-phase, decoupled, metal-enriched winds, with 30% of the wind particles ejected hot and the rest ejected at T ≈ 108 K. The mass loading factor scales with M, based on mass outflow rates from the Feedback In Realistic Environments (FIRE, Hopkins et al. 2014) simulations (Anglés-Alcázar et al. 2017b), where M is computed with an on-the-fly friends-of-friends finder applied to stars and ISM gas. The wind velocity scaling is also based on results from the FIRE simulations (Muratov et al. 2015), modified to account for hydrodynamic slowing and the difference in launch site between SIMBA and FIRE. Ejected wind particles are temporarily hydrodynamically decoupled to avoid numerical inaccuracies, with cooling paused to allow the winds to deposit thermal energy into the CGM. Wind particles are enriched with metals from their surroundings at launch time, modelling metal loading by SNII. The star formation-driven wind mechanisms are described in more detail in Appleby et al. (2021).

SIMBA employs a method for black hole growth and feedback that is novel amongst cosmological simulations. Black holes are seeded with Mseed = 104 M⊙ into galaxies with M > 108.5 M⊙ and grown self-consistently during the simulation via a two-mode accretion prescription. For cold gas (T < 105 K) surrounding the black hole, torque-limited accretion is implemented following the prescription of Anglés-Alcázar et al. (2017a), which is based on Hopkins & Quataert (2011). For hot gas (T > 105 K) classical Bondi accretion is adopted.

Kinetic AGN feedback is implemented in two modes: ‘radiative’ and ‘jet’ at high and low Eddington ratios (fedd), respectively. This is designed to mimic the dichotomy in black hole growth modes observed in real AGN (e.g. Heckman & Best 2014). Radiative and jet feedback outflows are ejected in a direction ± the angular momentum of the inner disk and with zero opening angle. The mass outflow rate varies such that the momentum output of the black hole is 20L/c, where L is the bolometric AGN luminosity. In the radiative mode, winds are ejected at the ISM temperature with a black hole mass-dependent velocity, calibrated using X-ray detected AGN in SDSS (Perna et al. 2017). At fedd < 0.2 the transition to jet mode begins for galaxies with MBH > 107.5M⊙, with winds ejected at the halo virial temperature. Jet outflows receive a velocity boost that increases
with decreasing \( f_{\text{Edd}} \), up to a maximum of 7000 km s\(^{-1}\) above the radiative mode velocity at \( f_{\text{Edd}} = 0.02 \). A third mode of AGN feedback is implemented to mimic X-ray heating from the black hole accretion disk, following Choi et al. (2012). X-ray feedback only occurs for galaxies with \( f_{\text{gas}} < 0.2 \) and with full-velocity jets. A suite of feedback variant \textsc{Simba} simulations exist to test the impact of the feedback modes; however in this work we adopt the fiducial \textsc{Simba} run with full feedback physics.

Halos are identified during the simulation using \textsc{Subfind}, which is implemented in \textsc{Gizmo}. Galaxies are identified in post-processing using a 6D friends-of-friends galaxy finder using all stars, black holes, and gas elements with \( n_{\text{th}} > n_{\text{th}} \). We assume a spatial linking length of 0.0056 times the mean interparticle spacing (twice the minimum softening), and the velocity linking length is set by the local dispersion. Halos and galaxies are cross-matched using the yt-based (Turk et al. 2011) python package \textsc{Caesar}\(^1\). \textsc{Caesar} also pre-computes a number of global galaxy properties, such as stellar mass and the instantaneous star formation rate (SFR). Particle data is read using \textsc{PyGadgetReader}\(^2\).

### 3 ABSORBER SAMPLE
#### 3.1 Galaxy selection

A representative sample of galaxies is obtained across a range of physical properties within each of the \( z = 0, 0.25, 0.5 \) and 1 snapshots, by defining regions in \( M_\star \)-sSFR space and selecting galaxies within each region. We define three categories of galaxies within each mass bin: 1) star-forming galaxies, with \( \log \text{(sSFR/Gyr}^{-1}) > -1.8 + 0.3z \) for consistency with previous work with the \textsc{Simba} simulation (e.g. Thomas et al. 2019); 2) green valley galaxies, with sSFR within 1 dex below the star-forming galaxy threshold; 3) quenched galaxies, with SFR = 0 M\(_\odot\) yr\(^{-1}\) to ensure that these galaxies are fully quenched.

We impose a lower stellar mass limit of \( M_\star > 10^{10} \) M\(_\odot\) and require that the galaxies are the central galaxy in their halos. We select 12 galaxies in each \( M_\star \)-sSFR region (apart from in the highest mass green valley region, in which there are only 8 galaxies matching these criteria at \( z = 0 \)). Subsamples of 12 were chosen to balance a reasonable sample size with the computational cost of generating spectra and the size of the smallest \( M_\star \)-sSFR bin. All other bins contain more than 12 galaxies; in these bins we randomly select galaxies using \textsc{NumPy}'s \texttt{random.choice} function with a seed of 1 and assuming a uniform distribution. We select a constant number of galaxies per bin to ensure that any surplus or deficit of CGM absorbers around specific types of galaxies is not due to the over-representation of such galaxies in our initial sample. We have verified that the galaxies in our sample are randomly orientated with respect to the line of sight and thus our results are not biased due to galaxy inclination.

Figure 1 shows sSFR against \( M_\star \) for our \( z = 0 \) galaxy sample. Horizontal lines of constant sSFR show our boundaries between star-forming, green valley and quenched galaxies. The vertical lines indicate the boundaries between our stellar mass bins. The color scale shows the mass-weighted average temperature of gas elements in each galaxy’s host halo. We show how this sample relates to the overall \textsc{Simba} population with a 2D log-scale histogram of \textsc{Simba} galaxies in greyscale. Galaxies with zero star formation are plotted at sSFR = 10\(^{-3.8}\) Gyr. A comparison with the observed star-forming main sequence (sSFR > 10\(^{-1.8}\) Gyr) from the GALEX-SDSS-WISE Legacy Catalog (GSWLC, Salim et al. 2016, 2018) is shown as a running median in black squares. The error bars are the standard deviation within each bin. The overall population of star forming \textsc{Simba} galaxies at low redshift reproduces the observed main sequence well (Davé et al. 2019).

#### 3.2 Spectral generation

For each galaxy in our sample, we probe its CGM by generating mock spectra for multiple lines of sight (LOS) through the simulation box. We select impact parameters (\( r_{\perp} \)) for each galaxy in multiples of the halo \( r_{\text{200}} \), in order to probe the impact of radial distance from the galaxy whilst placing galaxies of varying masses on a common scale. For each impact parameter, we select 8 equally-spaced LOS in a circle around the galaxy with radius \( r_{\perp} \), starting from \( (x_{\text{gal}} + r_{\perp}, y_{\text{gal}}) \) and proceeding anti-clockwise. This results in 8480 LOS spectra per line transition. Absorption spectra are generated for a selection of commonly observed ions spanning a range of excitation energies: H\(_i\) 1215Å, Mg\(_i\) 2796Å, C\(_i\) 1334Å, Si\(_\text{ii}\) 1206Å, C\(_\text{iv}\) 1548Å and O \( \text{vi} \) 1031Å.

Mock spectra are generated following the same procedure as in Appleby et al. (2021). The python analysis package \textsc{PyGad} (Röttgers et al. 2020) is used to generate absorption spectra through the simulation volume in the \( z \)-axis direction by identifying the gas elements whose smoothing lengths intersect with the given LOS. For each gas element, the ionisation fractions are found using look up tables gener-
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\(^1\)https://caesar.readthedocs.io

\(^2\)https://github.com/jveitchmichaelis/pygadgetreader
ated with version 17.01 of the Cloudy cloud simulation code (Ferland et al. 2017) using Cloudy Cooling Tools. Computing ionisation fractions with Cloudy requires an assumption for the incident photoionising background spectrum; indeed earlier studies of the CGM in Simba demonstrate that the choice of photoionising background has a significant impact on the metal line absorption statistics (Appleby et al. 2021). For consistency with earlier work on the CGM and IGM in Simba (Christiansen et al. 2020; Appleby et al. 2021; Bradley et al. 2022), we assume a Faucher-Giguère (2020) photoionising UV background. For neutral H, self-shielding is already applied directly during the simulation run; for metal lines, self-shielding is applied following the Rahmati et al. (2013) prescription, whereby an overall attenuation factor is applied to the entire ionising background spectrum in the optically thin limit.

The ion densities for each gas element are found by multiplying the gas densities by the ionisation fractions for each species, assuming a ~76% mass fraction for hydrogen and the individually-tracked mass fractions within Simba for the metals. The ion densities are smoothed along the LOS into pixels using the gas elements’ individual smoothing lengths and metal masses (for metal lines), and using the same spline kernel used in the Gizmo simulation code. The spectral pixel scale is 2.5 km s\(^{-1}\). The optical depths for each pixel are computed from the resulting ion column densities using the oscillator strength for each species. Column density-weighted physical density, temperature, metallicity, and peculiar velocity are also computed in the same manner within the LOS pixels. For further details on Pygad, see Röttgers et al. (2020). We exclude wind particles from the spectral generation since these gas elements are hydrodynamically decoupled from the surrounding gas; these represent a very small fraction of CGM mass in the halos of the galaxies we consider (Appleby et al. 2021).

We apply the following effects to the resulting synthetic spectra to mimic observations gathered with Hubble Space Telescope’s Space Telescope Imaging Spectrograph:

(i) The spectra are convolved with the STIS E140M line spread function (LSF), which is the medium resolution Multi-Anode Microchannel Array (MAMA) Echelle spectrograph LSF, centered on 140nm. The typical FWHM is around 6 km s\(^{-1}\), while the pixel scale is typically 2.5 km s\(^{-1}\). For Mg II, we convolve with a Gaussian with FWHM of 6 km s\(^{-1}\) to mimic Keck spectra.

(ii) Gaussian random noise is added to the spectra with a signal to noise ratio (SNR) of 30.

(iii) A mock continuum fitting procedure is applied to the spectra as in Appleby et al. (2021) (iteratively removing pixels that are > 2σ below a polynomial best-fit to the spectrum until the fractional change between continuum fits is less than 10\(^{-4}\)).

While our goal is not to compare with observations, this choice allows us to examine absorber properties at the highest resolution among currently available UV spectrographs capable of obtaining significant samples of CGM absorbers. The resolution of the COS spectrograph, in contrast, is often insufficient to resolve metal lines arising in cooler gas, which would make Voigt profile fitting parameters (described in the next section) less robust.

Figure 2 shows example synthetic CGM absorption spectra from our sample (grey lines). The central galaxy is a star forming \(M_*= 10^{10.8} \, M_\odot\), SFR = 14.2 M_\odot yr\(^{-1}\) galaxy at \(z = 0\). Lower mass, star forming galaxies such as this are over-represented in our absorber sample since their CGM contain an over-abundance of absorbers compared with the population as a whole (§4.1). The impact parameter of the line of sight is \(r_L = 0.25 \, h_{200}^{1/3} = 155 \, h^{-1} \, \text{kpc}\) and the spectrum is centered on the galaxy systematic velocity. Each panel shows the spectrum for a different ion. The shapes of these spectra are representative of our spectrum sample: the H\,I spectrum shows strong, saturated absorption with broad wings, while the metal line spectra also show strong absorption, with Mg\,II, C\,II and Si\,III also saturating in places. The Mg\,II spectrum is composed of many narrow lines, which we find is typical of Mg\,II absorption in Simba. The H\,I and metal absorption lines appear aligned with one another in velocity space, despite the range of physical conditions probed with these lines.

### 3.3 Spectrum fitting

We extract observables from the spectra within a ±600 km s\(^{-1}\) window centered on each galaxy. Fitting Voigt profiles to the spectra provides the column density \(N\), the Doppler b parameter, the wavelength (or velocity) location along the LOS, and equivalent width (EW) for each line in the absorption system. We also compute the EW directly from the flux for comparison.

The Voigt profile fitting procedure broadly follows that of AutoVP (Davé et al. 1997), but reformulated into Python and integrated into Pygad. To simplify the fitting procedure, we first identify absorption regions by computing the detection significance ratio of each pixel, which is defined as the Gaussian-smoothed flux equivalent width divided by the Gaussian-smoothed noise equivalent width. Absorption regions are identified where the flux drops below the continuum level and the ratio is > 5\(\sigma\). We ensure that the region edges begin at continuum level, and merge together nearby regions within 2 pixels of one another. We impose a region length limit of > 2 pixels to avoid spurious absorbers. Table 1 gives the number of LOS (out of the 8480 LOS per species) that have no detected absorption regions.

Each absorption region is fitted individually. In the first instance a line is added at the position of lowest flux, and an initial estimate for \(N\) and \(b\) is made based on the depth and velocity width of the local flux minimum, respectively. For saturated lines (those with a residual flux below the noise level), a line is placed in the middle of the saturated trough and the initial estimate for \(N\) and \(b\) is made by finding the values that give the lowest reduced \(\chi^2\) in a coarse grid of log\(N\)-log\(b\) space. The best-fit Voigt profile solution is then found using the minimize routine from the scipy.optimize subpackage to search parameter space for the line parameters which minimise \(\chi^2\). We supply prior bounds of \(12 < \log(N/\text{cm}^2) < 19\) for H\,I and \(11 < \log(N/\text{cm}^2) < 17\) for metal lines. Bounds
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\(^{3}\) https://github.com/brittonsmith/cloudy_cooling_tools

\(^{4}\) https://docs.scipy.org/doc/scipy/reference/optimize.html
Figure 2. Example synthetic spectra (grey lines) of the CGM of a star forming galaxy from our $z = 0$ sample with $M_* = 10^{10.8} M_\odot$ and SFR $= 14.2 \text{ M}_\odot \text{yr}^{-1}$. The line of sight is $r_\perp = 0.25 r_{200} = 155 \text{ h}^{-1}\text{kpc}$ from the galaxy. The spectra are centered on the galaxy’s systematic velocity. The detected absorption regions are shaded in grey and numbered at the top of each plot. The solid pink lines show the overall fitted model; where models consist of multiple lines, these are shown as dashed pink lines. The systematic velocity. The detected absorption regions are shaded in grey and numbered at the top of each plot. The solid pink lines show the overall fitted model; where models consist of multiple lines, these are shown as dashed pink lines. The $\chi^2$ for each region is given in the legend on the lower left of each panel.

If $\chi^2 < 2.5$ is reached then the solution is accepted, as we find that this gives a reasonable visual fit to the data in most cases. Otherwise, the model is subtracted from the data to find a residual flux and a line is placed at the residual minimum, and the process is repeated until an acceptable fit is achieved, up to a maximum of 10 lines. New lines must improve the $\chi^2$ by at least 5%, and if the model does not improve sufficiently after 2 additional lines then the process is halted, and the additional lines are ignored. If after 10 lines an acceptable solution is not found then we revert to the number of lines that performed best. Our routine then attempts to find the solution with the fewest lines by iteratively re-fitting with each line removed one at a time. If the $\chi^2$ acceptance threshold is reached, or the $\chi^2$ increases by less than 5% then the line is removed from the solution. Formal errors in $N$ and $b$ are found by computing the Hessian covariance matrix. In cases where an acceptable fit is not found, the routine flags these for possible manual fitting, although for this work we do not revisit these fits. Table 1 gives the number and fraction of fitted LOS that are flagged as having at least one absorption region with an unacceptable fit ($\chi^2 > 50$). We verify that the EWs resulting from these fits closely correspond to the EWs computed directly from the spectra, broadly following a 1:1 relation.

Although we adopt a $\chi^2 < 2.5$ acceptance limit during the fitting process, the solution for a LOS does not always reach this threshold. To cope with such cases, we adopt $\chi^2$ acceptance thresholds for our absorber sample such that we recover 90% of the total EW across all LOS for each species. While the Voigt profile fitter occasionally overestimates the EW for individual lines of sight, we have checked that the total EW computed directly by summing all lines of sight is
always higher than the total EW obtained by fitting the spectra. The upper limits ($\chi^2_{\odot, \text{fit}}$) are given in Table 1, along with the sample size and $N$ completeness limit for each species. In practice the quality of the fit is much better than these limits in most cases; the median $\chi^2$ of absorption lines in our sample is also given in Table 1. We are reluctant to adopt a stringent fixed $\chi^2$ for all species as this leads to an incomplete sample of absorbers. We show a comparison of individual LOS EW and $N$ obtained from our Voigt profile fitting routine to those obtained directly from the spectra in Appendix A.

Figure 2 shows the Voigt profile fits for the example spectrum. The detected regions of absorption are shaded in grey and numbered along the top of each panel. The individual fitted absorber components are plotted as dashed pink lines, with the overall best-fit model plotted in solid pink. The $\chi^2$ for each absorption region is displayed in the lower left of each panel. Overall, the quality of the Voigt profile fits to the data are good considering the fits are produced automatically with no manual intervention. Inspecting the fits by eye, the models clearly capture the overall shape of the original spectra.

The Mg $\text{II}$ spectrum contains an example of a poor Voigt profile fit (absorption region 2 in the Mg $\text{II}$ panel, with $\chi^2 = 46.22$). In this case the fitting routine has not succeeded in finding an accurate solution. However, by eye the fit is not completely unreasonable: the fit has two strong absorption features at the position of the two main absorption features in the data, but the fit has not captured the fine detail of the many small absorption lines within these features. This is typical of the high $\chi^2$ Mg $\text{II}$ and Si $\text{III}$ lines in our sample.

Vertical error bars show representative cosmic variance uncertainties, combined with the Poisson error within each bin, computed using all galaxies and all LOS. Error bars in the smaller panels are slightly offset for easier viewing. To determine the cosmic variance error, the $x$ and $y$ sides of the simulation box are each split into quarters, forming 16 equal-sized cells across the face of the simulation. The absorbers are binned into these cells based on the $x – y$ positions of their sightlines. The cosmic variance uncertainties are computed by jackknife resampling: we iterate over the cells and omit the absorbers from each cell in turn, and compute the CDDF from the remaining absorbers. The cosmic variance error is the variance of the 16 estimates of the CDDF. The uncertainties in the smaller panels are those of from all galaxies, added in quadrature with the uncertainties from star-forming, green valley and quenched galaxies. Where the uncertainties are large (e.g. at the high column density end for C $\text{II}$ and Si $\text{III}$), this arises from low numbers of such absorbers.

The overall shape of the CDDF in each case is that of a power law at high column densities with a turnover at the low column end around $\log(N/\text{cm}^{-2}) > 12 - 13$ (the exact turnover column density varies for each ion). The turnover may be due to incompleteness in our sample of low column density absorbers, or a genuine physical decrease in absorbers of this strength. We have conducted completeness tests on our sample by re-generating our LOS sample using an SNR of 100 to see whether this uncovers low column density absorbers that otherwise would be below the noise limit. We see little difference in the CDDFs from this high SNR sample, suggesting that such low column density absorbers genuinely do not exist in our simulation, likely due to numerical resolution. We compute lower completeness limits on our sample by fitting the power law portion of each CDDF and identifying where the CDDF falls below 50% of the expectation at low column densities. The completeness limits for each species are shown as dashed vertical lines in Figure 3 and given in Table 1. For the remainder of this work we will only discuss results for absorbers above these limits.

Considering the CDDFs for absorbers from all galaxies in our sample, we find abundant H$\text{I}$ absorption in our CGM sample, even out to high column densities, resulting in a shallow power law slope for H$\text{I}$. Mg $\text{II}$ absorbers are the least frequently occurring ion in our sample, and typically have low column density. Hence the CDDF for Mg $\text{II}$ barely probes the low column density turnover. Our absorber sample does not contain any O $\text{VI}$ absorbers outside of a narrow range of column densities ($12 < \log(N/\text{cm}^{-2}) < 15$), resulting in a CDDF which probes only the turnover and a limited portion of the power law. This reflects our spectral generation approach, which provides limited sampling at very high column densities. In contrast, Bradley et al. (2022) also used Simba to examine global O $\text{VI}$ statistics along random lines of sight using projected column density maps through the simulation volume, which allowed many more lines of sight thus enabling the O $\text{VI}$ CDDF to be measured to higher column densities; they showed that the resulting CDDF is in very good agreement with observations at $z < 0.7$.

Splitting the absorbers by the star formation activity of the central galaxy, we can begin to see the effect of star formation on the CGM. For each ion, absorbers from around star forming galaxies have higher number counts at all column densities. Thus star forming galaxies contribute more to the
Table 1. Absorber sample properties: $E$, the excitation energy of the species; $n_{\text{LOS no-abs}}$, the number of LOS with no detected absorption regions; $n_{\text{reject}}$ and $f_{\text{reject}}$, the number and fraction of fitted LOS flagged as having at least one unacceptable absorption region; $n_{\text{absorbers}}$, the resulting number of fitted absorbers below the $\chi^2_r$ limit; $\log(N_{\text{min}}/\text{cm}^{-2})$, the column density completeness limit; $\chi^2_r$, the $\chi^2_r$ below which we recover 90% of the total EW; Median $\chi^2_r$, the median $\chi^2_r$ of all absorbers.

| Species | $E$(eV) | $n_{\text{LOS no-abs}}$ | $n_{\text{reject}}$ | $f_{\text{reject}}$ | $n_{\text{absorbers}}$ | $\log(N_{\text{min}}/\text{cm}^{-2})$ | $\chi^2_{r,90}$ | Median $\chi^2_r$ |
|---------|---------|--------------------------|---------------------|---------------------|-----------------------|------------------------------------------|-----------------|-----------------|
| H I     | 13.60   | 2784                     | 447                 | 0.078               | 9664                  | 12.7                       | 4.0             | 1.2             |
| Mg II   | 15.04   | 7396                     | 437                 | 0.403               | 2911                  | 11.5                       | 50.0            | 2.2             |
| C II    | 24.38   | 6195                     | 393                 | 0.172               | 5757                  | 12.8                       | 15.8            | 1.7             |
| Si III  | 33.49   | 5662                     | 850                 | 0.302               | 8097                  | 11.7                       | 39.8            | 3.0             |
| C IV    | 64.49   | 4225                     | 680                 | 0.160               | 10752                 | 12.8                       | 8.9             | 1.7             |
| O VI    | 138.12  | 3752                     | 248                 | 0.052               | 7986                  | 13.2                       | 4.5             | 1.6             |

Figure 3. The $z = 0$ CDDF for each ion considered in this work. Colours represent galaxy types: all galaxies (grey), star forming (blue), green valley (green) and quenched (red). The smaller panels show the fraction with respect to the CDDF for all galaxies and at all impact parameters. Horizontal error bars show the width of the column density bins. Vertical error bars on show representative cosmic variance uncertainties, computed using all absorbers. Vertical lines indicate the completeness limit in each case.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies 'quenches' (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.

Having examined the dependence on star formation activity, we now investigate the stellar mass dependence of SIMBA’s absorber counting statistics. Figure 4 again shows overall CDDF. For Si III and C IV, the high column density absorbers only occur in the CGM of star forming galaxies. The difference plots show the relative contribution of each galaxy subsample to the total CDDF; for each species, the difference plots show a positive (negative) slope for star forming (green valley and quenched) galaxies.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies ‘quenches’ (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.

Having examined the dependence on star formation activity, we now investigate the stellar mass dependence of SIMBA’s absorber counting statistics. Figure 4 again shows overall CDDF. For Si III and C IV, the high column density absorbers only occur in the CGM of star forming galaxies. The difference plots show the relative contribution of each galaxy subsample to the total CDDF; for each species, the difference plots show a positive (negative) slope for star forming (green valley and quenched) galaxies.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies ‘quenches’ (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.

Having examined the dependence on star formation activity, we now investigate the stellar mass dependence of SIMBA’s absorber counting statistics. Figure 4 again shows overall CDDF. For Si III and C IV, the high column density absorbers only occur in the CGM of star forming galaxies. The difference plots show the relative contribution of each galaxy subsample to the total CDDF; for each species, the difference plots show a positive (negative) slope for star forming (green valley and quenched) galaxies.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies ‘quenches’ (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.

Having examined the dependence on star formation activity, we now investigate the stellar mass dependence of SIMBA’s absorber counting statistics. Figure 4 again shows overall CDDF. For Si III and C IV, the high column density absorbers only occur in the CGM of star forming galaxies. The difference plots show the relative contribution of each galaxy subsample to the total CDDF; for each species, the difference plots show a positive (negative) slope for star forming (green valley and quenched) galaxies.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies ‘quenches’ (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.

Having examined the dependence on star formation activity, we now investigate the stellar mass dependence of SIMBA’s absorber counting statistics. Figure 4 again shows overall CDDF. For Si III and C IV, the high column density absorbers only occur in the CGM of star forming galaxies. The difference plots show the relative contribution of each galaxy subsample to the total CDDF; for each species, the difference plots show a positive (negative) slope for star forming (green valley and quenched) galaxies.

Examining the absorber statistics from the green valley sample, it is clear that the population of CGM absorbers around green valley galaxies more closely resembles that of quenched galaxies, rather than the star forming galaxies. This is particularly true for low ions, which (as we will later show) trace cooler, denser gas. Although these green valley galaxies have some residual star formation, their CGM gas has already dropped out of the necessary conditions for abundant and high column density absorption. This suggests that the CGM of green valley galaxies ‘quenches’ (that is, resembles that of a quenched galaxy) before star formation is fully halted in the central galaxy, at least in terms of their cool, dense gas content.
The CDDF demonstrates that this leads to a reduction in number densities of high mass galaxies compared with the overall CDDF; for metal absorption it is slightly lower at \( \sim 50\% \). In this stellar mass range, halos in Simba become less multiphase in nature and more homogeneous, with a growing proportion of mass and metals in the hot phase of the CGM, largely due to stronger AGN feedback at the high mass end (Appleby et al. 2021). The lower CDDF of high mass galaxies compared with the overall CDDF demonstrates that this leads to a reduction in number of these CGM absorbers, as CGM gas is heated into higher ionisation states such as O\( ^{\text{vii}} \) that are not traced in the ultraviolet (see Bradley et al. 2022).

In summary, H\( ^{\text{i}} \) is the most abundant species in the CGM of Simba galaxies, with a large absorber population out to the high column density end. Star formation activity and stellar mass of the central galaxy both play a role in the absorber statistics of the CGM. The CDDF for each species is lower for quenched galaxies than star-forming galaxies, while the CDDFs for green valley galaxies is more similar to quenched than star-forming galaxies, suggesting that the effects of quenching are apparent in the CGM before star formation fully halts in the central galaxy. High mass galaxies

Figure 4. As in Figure 3, the \( z = 0 \) CDDF for each ion considered in this work. In this case the colours represent broad stellar mass bins. The smaller panels show the fraction with respect to the CDDF for all galaxies and at all impact parameters. Horizontal error bars show the width of the column density bins. Vertical error bars on show representative cosmic variance uncertainties, computed using all absorbers. Vertical lines indicate the completeness limit in each case.
also have lower absorber CDDFs due to the growing proportion of the CGM that is made up of hot gas. Numerical convergence tests conducted in our previous work indicate that increased particle resolution results in a moderate increase in equivalent width, particularly for \( \text{H}^\text{i} \) and \( \text{O} \, \text{v} \) absorption in the outskirts of halos, suggesting that these CDDFs (produced from the fiducial SIMBA volume) represent minimum CGM absorber counts (Appleby et al. 2021), particularly at the low column density end. In addition, as can be seen in Figure A1 of Appendix A, the Voigt profile fitting routine can overestimate \( \text{H}^\text{i} \) column densities in Lyman Limit Systems due to the saturated nature of the absorption. As such, the CDDFs presented here for \( \text{H}^\text{i} \) are likely to be overestimated at the high column density end.

### 4.2 Physical conditions of absorber sample

We now turn to the underlying physical conditions that give rise to \( \text{H}^\text{i} \) and metal absorption in the CGM by examining the distribution of CGM absorbers in overdensity-temperature phase space. We obtain underlying physical conditions for each absorber by selecting column density-weighted properties (computed during the spectral generation process, see §3.2) at the pixel nearest to the absorber’s fitted LOS wavelength. Thus the results presented here represent the gas conditions that are contributing most to the absorption. Figure 5 shows histograms of overdensity (upper panels) and temperature (lower panels) of the absorbers for the six ions we consider. Overdensity is defined as \( \delta = \rho / \rho_{\text{m}} \), where \( \rho_{\text{m}} \) is the matter density, and \( \rho_{\text{m}} \) is the mean matter density of the universe. Each histogram is normalised such that the area sums to unity. Overdensity histograms are split into absorbers from star forming (blue), green valley (green) and quenched (red) galaxies. Temperature histograms are split by the stellar mass of the central galaxy: blue (low), purple (intermediate), and orange (high). In addition, vertical lines at the top of each panel indicate the medians of each galaxy sub-sample, when split into inner (\( r_{\perp} / r_{200} = 0.25 \) and 0.5 exactly; dashed lines) and outer (\( r_{\perp} / r_{200} = 0.75 \), 1 and 1.25 exactly; shorter dotted lines) CGM LOS, following the inner and outer CGM definitions of Oppenheimer et al. (2018). We include lines at \( r_{\perp} / r_{200} = 1.25 \) to reflect the fact that the outer boundary of the CGM is not well-defined.

The \( \text{H}^\text{i} \) absorbers trace gas across a broad range of physical conditions, both in terms of overdensity and temperature. Neutral \( \text{H}^\text{i} \) absorption can occur in a wide range of conditions due to the high oscillator strength of the \( \text{H}^\text{i} \) transition, though it traces hotter gas less well owing to collisional ionisation effects. Additionally, the presence of \( \text{H}^\text{i} \) does not rely on the metal enrichment of the gas, thus less enriched lower-density regions farther from the galaxy can still yield strong absorption.

By comparison, the overdensity and temperature distributions for the metal lines are generally narrower, because individual metal ions tend to trace specific phase space conditions. The median overdensity for metal line absorbers moves to lower overdensities and higher temperatures for the higher ionisation species; we will examine this relationship with ionisation potential in more detail in section 4.6. This is expected since atoms tend to lie in lower ionisation states for denser, cooler gas. Additionally, chemical enrichment tends to be strongest close to the galaxy where the CGM is denser, yielding more favorable conditions for low ion absorption. Hence e.g. \( \text{Mg} \, \text{ii} \) peaks at \( \delta \sim 10^5 \), while \( \text{O} \, \text{vi} \) peaks at \( \delta \sim 10^2 \), similar to \( \text{H}^\text{i} \). Meanwhile, the temperature histograms show low ions peaking at \( T \lesssim 10^4 \, \text{K} \), while \( \text{O} \, \text{vi} \) is most commonly found near its collisional ionisation peak temperature of \( 10^{5.5} \, \text{K} \), albeit with a significant tail to lower temperatures representing photoionised gas. We will examine the relative contribution to the metal absorbers from collisional and photoionised gas in more detail in section 4.4.

In the upper panels of Figure 5 we separate the absorber sample by the type of central galaxy (star forming, green valley or quenched) and compare CGM absorber overdensity distributions. Absorbers in the CGM of star forming galaxies typically occur in gas that is more overdense than the absorbers around green valley and quenched galaxies, although the effect is small. For \( \text{H}^\text{i} \) absorbers in the inner CGM, the median overdensity occurs \( \sim 0.3 \) and \( \sim 0.6 \, \text{dex} \) higher for star forming galaxies than green valley and quenched galaxies, respectively. For absorbers in the outer CGM, the median overdensity is similarly higher around star forming than green valley galaxies, but there is little difference between green valley and quenched galaxies.

For each ion, the green valley absorber distribution more closely resembles that of the quenched galaxies than the star forming galaxies. This supports our interpretation of the CDDF that the CGM of green valley galaxies shows signs of being quenched before star formation completely ends in the central galaxy. Although we do not show it here, the overdensity distributions are largely independent of galaxy stellar mass.

For the temperature distributions in the lower panels of Figure 5, we separate the absorber sample by the stellar mass of the central galaxy, since it turns out that the temperature distributions are mostly independent of star formation activity. The peak of the temperature distribution clearly increases with stellar mass, since galaxies of higher stellar mass typically live in higher mass halos with higher virial temperatures. Galaxies in the intermediate and high stellar mass bin produce absorbers which broadly follow the same temperature distributions. In contrast, galaxies in the lowest stellar mass bin have proportionally more absorbers in the low temperature tail of the distribution.

The median temperatures for these distributions are indicated by ticks along the top axis separated into inner and outer CGM, with the long ticks representing the former and the short ones the latter. Absorbers from the inner CGM trace higher overdensities than those from the outer CGM. This trend is clearest for the \( \text{H}^\text{i} \), \( \text{C} \, \text{iv} \) and \( \text{O} \, \text{vi} \) absorbers. The trend with impact parameter is not present for the \( \text{Mg} \, \text{ii} \), which was also the case with Ford et al. (2013). We have seen from the \( \text{Mg} \, \text{ii} \) CDDF that there are relatively few \( \text{Mg} \, \text{ii} \) absorbers. Similarly, there is a slight trend with temperature for the \( \text{H}^\text{i} \) absorbers, with absorption in the inner CGM tracing preferentially cooler gas. For the metal lines there is very little difference between the median temperatures for inner and outer CGM.

To summarise, \( \text{H}^\text{i} \) traces a wide range of physical conditions in terms of overdensity and temperature, while the distributions for the metal absorbers are narrower, with peaks that decrease in overdensity and increase in temperature with increasing excitation energy. Absorbers from the inner CGM trace denser gas than those from the outer CGM; in contrast...
there is little difference in the absorber temperatures between the inner and outer CGM, except in the case of H\textsc{i}. Separating the absorbers by the star formation activity of their central galaxies demonstrates that CGM absorbers from star forming galaxies typically arise from denser gas than those from green valley or quenched galaxies. The absorber temperature is largely set by the stellar mass of the central galaxy. While these trends are subtle, they suggest that the ensemble of CGM absorption lines hold some information about the phase of CGM gas.

4.3 CGM absorbers in cosmic phase space

We now combine the overdensity and temperature information into 2D phase space plots to gain a more complete picture of the absorber properties and examine their relationship with absorption strength. Figure 6 shows the temperature-overdensity phase space for the CGM absorbers, colour-coded by the absorber column density. Upper plots show H\textsc{i} (left), Mg\textsc{ii} (middle) and C\textsc{ii} (right) absorbers, while the lower plots show Si\textsc{iii} (left), C\textsc{iv} (middle) and O\textsc{vi} (right). In each case the upper panels show absorbers in the inner CGM ($r_\perp/r_{200}$ of 0.25 and 0.5) and the lower panels show those in the outer CGM ($r_\perp/r_{200}$ of 0.75, 1, and 1.25). The lower
Figure 6. Gas temperature against overdensity at the fitted position of CGM absorbers for the 6 species we consider, colour-coded by absorber column density. In each plot the top and bottom panels show absorbers in the inner and outer CGM, respectively. The upper plots show H\textsc{I} (left), Mg\textsc{ii} (middle) and C\textsc{ii} (right) absorbers, while the lower plots show Si\textsc{iii} (left), C\textsc{iv} (middle) and O\textsc{vi} (right). The lower colour scale limits are the completeness limits and are different for each ion. The background greyscale in each panel shows the global phase space distribution for all gas along all LOS (this is identical for each species).

limits of the column density colour scale are the completeness limits for each ion. In this plot we show all absorbers above the completeness limits, making no distinction between the different types of central galaxy. The phase space distribution for all gas along all the LOS is shown in greyscale. Compared with the phase space distribution for the entire original simulation at $z = 0$ (see Christiansen et al. 2020), the distribution from LOS gas is biased towards higher densities as they are selected to probe in and around the CGM of galaxies.

It is clear by comparing the upper and lower panels of Figure 6 that there are more identified absorbers for each metal ion in the inner CGM than in the outer CGM, and that high column density absorbers in particular are rarer in the outer CGM. The difference in number of absorbers is smaller for H\textsc{I}, however the outer CGM still has preferentially fewer strong H\textsc{I} absorbers. This is consistent with previous work examining halos in the Simba simulation that demonstrate a decreasing radial profile for density (Sorini et al. 2020, 2021) and EW (Appleby et al. 2021). The similarity between the phase space distributions in the inner and outer CGM illustrates that these absorbers arise from broadly the same physical conditions, but that such conditions are rarer in the outer
CGM. This is particularly true for Mg\textsc{ii} absorbers, which are almost non-existent in the outer CGM.

Following Davé et al. (2010), the vertical lines in Figure 6 represent the approximate overdensity threshold at the boundary of a virialised halo, based on Kitayama & Suto (1996):

$$\delta_{th} = 6\pi^2(1 + 0.4093(1/f_{th} - 1)^{0.9072})$$  \hspace{1cm} (3)

where $f_{th}$ is:

$$f_{th} = \frac{\Omega_m(1+z)^3}{\Omega_m(1+z)^3 + (1 - \Omega_m - \Omega_\Lambda)(1+z)^2 + \Omega_\Lambda}$$  \hspace{1cm} (4)

At $z = 0$, the overdensity threshold is $\delta_{th} \sim 111$ for our cosmology. The horizontal lines represent the temperature threshold $T_{th} = 10^5$K, which is the conventional definition for the Warm-Hot Intergalactic Medium (WHIM) gas (Cen & Ostriker 1999); temperatures above this threshold cannot easily be reached without gravitational shock heating or feedback. Davé et al. (2010) use these thresholds to define four regions of cosmic phase space: condensed gas which is cool and dense; hot halo gas which is dense and shock heated; diffuse gas which is cool and mostly photoionised; and the WHIM, which is diffuse and hot. Only gas in the condensed or hot halo phases can be considered part of the CGM, as less dense gas is typically not bound to any halo. It was explicitly verified by Sorini et al. (2021) that the cumulative mass fraction of the diffuse and WHIM phases identified based on the overdensity threshold given by equation (3) is very close to the value obtained by summing over the mass of gas elements outside the boundaries of haloes in Simba.

From Figure 5, we have seen that H\textsc{i} absorbers span a wide range of physical conditions; Figure 6 shows that these absorbers are spread across the four categories of phase space, with the high column density absorbers ($N_{HI} > 10^{15}$ cm$^{-2}$) absorbers arising from cool, condensed gas. Absorbers from the hot halo, WHIM and diffuse gas phases are typically weak, close to or below the completeness limit.

Absorption from the low ionisation metal lines (Mg\textsc{ii}, C\textsc{ii}, and Si\textsc{iii}) lies almost exclusively in the condensed phase; the temperature of these absorbers rarely rises above $T_{th}$. The highest column density C\textsc{ii} absorbers lie along the same locus in the condensed phase as the strong H\textsc{i} absorbers; this is not apparent for Mg\textsc{ii} and Si\textsc{iii} as these metal absorbers are weaker. For C\textsc{iv}, these absorbers lie mainly across the condensed and diffuse regions of phase space, with the bulk of absorbers arising from condensed gas. In contrast to the lower ions, the temperatures of C\textsc{iv} absorbers can rise above $T_{th}$, and there is a contingent of these absorbers arising from both the WHIM and hot halo phases. There is however little trend in the column density of C\textsc{iv} absorbers; the strongest absorbers are only mildly biased towards higher densities. Finally in the case of O\textsc{vi}, these absorbers exist across the diffuse, WHIM and hot halo regions, with the highest column density absorbers arising from hot halo gas. In contrast to the other ions, O\textsc{vi} absorbers rarely arise from cool, condensed gas. The phase space distributions of Mg\textsc{ii}, C\textsc{ii}, C\textsc{iv} and O\textsc{vi} CGM absorbers presented here is consistent with measurements of halo metals in the Illustris-TNG simulations (Artale et al. 2022).

Figure 7 quantifies these trends, showing the fraction of absorption arising from each region of cosmic phase space for each ion. This is computed as the fraction of the total number of fitted line profiles in each phase (top panel) and as the fraction of total column density in each phase (bottom). The fractions are split into the inner and outer CGM, represented as solid and hatched bars, respectively; the inner CGM clearly dominates the absorber samples. The number fractions show the intuitive expected fractions from examining Figure 6, whereas the absorption fractions demonstrate how the particular regions of phase space would dominate the actual observed absorption. The total column density of the LOS is a robust measurement of the overall absorption, as we have verified that the total LOS equivalent width from profile fitting largely corresponds to the equivalent width from direct measurement. Hence the total absorption can be comfortably compared between works with different fitting procedures. However the number fractions is less comparable since arguably the precise number of absorbers is dependent on the details of the profile fitting procedure.

The number fractions of H\textsc{i} absorbers shows that 77% arise from cool gas (39% and 38% in the condensed and diffuse phases, respectively), 9% from hot halo gas and 14% from the WHIM. In addition, the inner CGM represents 52% of all H\textsc{i} absorbers and 69% of the condensed H\textsc{i} absorbers. For the low metal ions, virtually all of the absorbers are condensed gas. These mostly arise from the inner CGM, with the fraction in the inner CGM decreasing with ionisation energy for these low metal ions. More generally, the fraction of absorbers in the condensed phase decreases with increasing ionisation energy. C\textsc{iv} in contrast has a significant fraction of absorbers (37%) not in condensed gas. For O\textsc{vi}, the largest fraction of absorbers comes from the WHIM (48%) while the hot halo and diffuse gas comprise 34% and 16% of the absorbers, respectively. The inner and outer CGM contribute

---

Figure 7. Top: the number fraction of identified absorbers in each region of cosmic phase space, for each of the species we consider. Fractions are split into inner (solid) and outer (hatched) LOS. Bottom: as above, showing the fraction of total column density.
roughly equally to the absorption from the WHIM (41% and 59%, respectively), whereas the hot halo absorption seen from the inner CGM is less common in the outer CGM.

Examining the fraction with respect to total absorption demonstrates that while our absorber sample represents a wide range of overdensities and temperatures, the majority of observed absorption arises from inner CGM gas in the condensed phase, except in the case of O VI. H I absorption is split into 83% condensed in the inner CGM and 15% condensed in the outer CGM, with only 2% arising from the remaining phases. For the low ions Mg ii, C ii and Si iii the condensed gas fraction from the inner CGM is essentially 100% of the total absorption (97% for Si iii). For C iv, although 37% of absorbers lie in the diffuse, hot halo and WHIM phases, these collectively contribute only 13% of the total C iv absorption. Finally for O VI the proportion in the hot halo phase rises to 45% when considering total absorption. This increase comes at the expense of all other phases, such that the WHIM and hot halo gas contribute equally to the majority of the absorption (88%). Since gas in the WHIM phase as defined by Davé et al. (2010) is not strictly part of the CGM, we conclude that only about half (∼ 46%) of the observed O VI absorption actually arises from CGM gas.

In summary, there are fewer absorbers in the outer CGM compared with the inner CGM, regardless of absorber species. H I (and C iv) absorbers are distributed across all regions of phase space, but most of the overall absorption (98% and 87%) arises from condensed gas. Absorption from low ions (Mg ii, C ii, Si iii) arises almost exclusively from condensed gas, both when considered in terms of number of absorbers and total overall absorption. In contrast, O VI absorbers arise predominantly from gas in the WHIM or hot gas phase, with less than half of absorbers arising from gas that is considered part of the CGM.

4.4 Sources of ionisation

Earlier work using Simba to study the CGM has found that the choice of photoionising background makes a considerable difference to such measures of the CGM absorption structure (Appleby et al. 2021). Here we extend this analysis by examining the relative contributions of collisional ionisation versus photoionisation to the ionisation structure of the CGM. We do so for C iv and O vi as we have seen in §4.3 that these ions have significant fractions of absorbing gas above the canonical temperature limit for photoionisation (T photo). Since the photoionising sources are unable to ionise above ∼ 10⁸ K, we expect that any absorbers above T photo must arise from collisional ionisation; hence the hot gas absorption fraction is a reasonable proxy for the contribution to the total column density from collisional sources. Previous simulations have shown that high excitation ions trace collisionally ionised gas at high temperatures (Ford et al. 2013). We adopt temperature thresholds of log(T photo/K) = 4.8 for C iv (Mauerhofer et al. 2021) and log(T photo/K) = 5 for O vi (Bühringer 1998; Oppenheimer & Davé 2009).

Figure 8 shows the fraction of total column density arising from hot gas above T photo as a function of impact parameter, for C iv (dashed with squares) and O vi (dotted with triangles). We separate the absorbers by the stellar mass of their central galaxy: low (blue), intermediate (purple) and high (orange). Both ions show significant fractions of absorbers in collisionally ionised gas. O vi absorbers are at a minimum ∼ 80% collisionally ionised, consistent with high O vi collisional fractions measured for this mass regime in the NHAO simulations (Gutcke et al. 2017). Similarly, Oppenheimer & Davé (2009) found that while much of the IGM O vi absorption is photoionised, the strongest O vi absorbers (i.e. those who contribute most to the total O vi column density) are likely collisionally ionised and trace recent enrichment within galaxy halos. For C iv, the minimum collisional fraction is ∼ 20%. Large collisional fractions for the high excitation ions naturally follows from our discussion of the high proportion of O vi absorbers which arise from hot halo gas or the WHIM. These results demonstrate that collisional ionisation is the dominant ionising source for these intermediate/high excitation ions.

We have tested the impact of the ionising background on our results by re-generating the C iv and O vi spectra using the Haardt & Madau (2012) photoionising background instead of the Faucher-Giguère (2020) background. The results are mostly unchanged - we find that the absorbers occupy the same regions of phase space and that the fraction of O vi from collisional sources is qualitatively the same. However for C iv there is a slight (∼ 5%) increase in the fraction of absorption from collisions. This arises since the Haardt & Madau (2012) background predicts lower fractions of C iv in the photoionised temperature regime, at the level of ∼ 0.15 dex at the photoionisation limit of 10⁴ K and δ = 10² (the precise decrease is sensitive to temperature and overdensity). This leads to (slightly) reduced C iv absorption from the ionising background and thus a higher contribution from collisional sources.

We break our results down further as a function of stellar mass and impact parameter. The contribution from collisions increases with stellar mass for both ions, which is a reflection...
of the increasing halo virial temperature for high mass galaxies (as discussed in §4.2). For the C IV absorbers there is little increase between the low and intermediate mass bins, but a substantial increase from of ∼ 30% in collisions between the intermediate and high mass bins. Galaxies in the intermediate mass bin (10^{10.5} M_\odot < M_* < 10^{11} M_\odot) have mass-weighted average CGM temperatures down to 10^5 K (see Figure 1) and their gas-phase metals roughly evenly distributed across the ISM and cool, warm and hot CGM gas phases (Appleby et al. 2021). Thus gas below the photoionisation limit for C IV is more common in low and intermediate mass halos, whereas the CGM of high mass galaxies (M_* > 10^{11} M_\odot) have a mass-weighted average CGM temperature of no less than 10^5 K and are more dominated by hot CGM gas (cit.), resulting in a large increase in collisional fraction. For the O VI absorbers the largest increase in collisional fraction (∼ 10%) occurs between the low and intermediate mass bins. In §4.2 we noted that the O VI temperature distribution around low mass galaxies has a tail of low temperature absorbers; here we see that this photoionised tail contributes at most ∼ 20% of the total absorption.

The collisional absorption fraction also slightly decreases with impact parameter, which reflects the downward radial trend in halo temperature as traced by X-rays in Simba (Robson & Davé 2020). The radial trend is present for the O VI absorbers in every mass bin; for C IV absorbers the trend is strongest for the highest mass bin, while absorption fraction profiles for low and intermediate mass galaxies is broadly flat within the noise. The radial decrease is consistent with results from the NIHAO simulations, which show that photoionisation is more prominent on the outskirts of halos (Roca-Fàbrega et al. 2019). To summarise, the fraction of collisionally ionised absorption is ∼ 25−55% for C IV and ∼ 80−95% for O VI, increases with galaxy stellar mass, and decreases with impact parameter.

4.5 Physical density versus column density

Naively, one expects that higher density gas gives rise to higher column density absorption. However, temperature and metallicity variations, along with geometrical effects, can complicate this relationship. Here we take a closer look at the relationship between physical overdensity of the 3D gas elements and the measured 2D column densities of our absorber sample, and examine any dependence on the type of central galaxy.

Figure 9 shows gas overdensity against absorber column density, colour-coded by \( r_{200} \)-normalised impact parameter. Results are split into absorbers arising around star forming (left), green valley (middle) and quenched (right) galaxies. The purple lines in each panel represent the running median for inner (dashed) and outer (dot-dashed) CGM absorbers; we show medians only where the column density bins contain at least 15 data points. The solid purple lines indicate the best fit to a power law for the H I absorber data between the completeness limit and 10^{15} cm^{-2}; the dotted purple lines show the best fit extrapolated to higher column densities.

First we examine the overall results for the whole absorber sample. For each absorber species, there is a positive trend of increasing overdensity with column density, as broadly expected. For the metal lines, the cloud of absorbers moves to lower overdensities with increasing excitation energy. The running medians provide an estimate for the overdensity for observed absorbers at a given column density. Nonetheless, there is a significant scatter around this relationship.

Of the absorber species we include, H I has the steepest increase of overdensity with column density. Between the completeness limit and 10^{15} cm^{-2}, the H I absorbers follow a power law:

\[
\log_{10} \delta = \log_{10}(N_{\text{HI}}/\text{cm}^{-2}) + b
\]

For star forming galaxies, the best fit parameters for the power law scaling are \( a = 0.66 \) and \( b = -6.9 \); for green valley galaxies these are \( a = 0.7 \) and \( b = -7.5 \); for quenched galaxies they are \( a = 0.76 \) and \( b = -8.5 \). These best fit parameters are reasonably similar to those found for H I for IGM absorbers by Davé et al. (1999) (\( a = 0.7 \) and \( b = -8.5 \)), despite the many differences between these simulations. The H I absorbers in Simba trace higher overdensities for a given column density, perhaps simply owing to the higher densities found in the CGM compared with IGM gas, as well as changes in the assumed photo-ionising background.

In addition, the CGM in Simba has a deficit of H I absorbers at \( N_{\text{HI}} \sim 10^{17} \text{ cm}^{-2} \), and a cloud of absorbers at higher column densities (\( N_{\text{HI}} > 10^{17} \text{ cm}^{-2} \)). Beyond \( N_{\text{HI}} > 10^{15} \text{ cm}^{-2} \) the overdensity no longer increases uniformly with column density, as the absorption features are likely saturated. These absorbers exist on the logarithmic part of the curve of growth and so it becomes difficult for the Voigt profile fitter to disentangle increases in column density vs. linewidth. The cloud of high column densities comes from gas at all impact parameters, but preferentially comes from the inner CGM.

When we split the absorbers by the star formation rate of central galaxy, we see subtle differences in these absorber samples, as hinted by the star formation dependence of the power law best fit parameters. When compared with star forming galaxies, quenched galaxies have fewer absorbers overall and preferentially fewer at the highest overdensities and at the highest column densities, due to the heating of the galaxy halo via AGN feedback. The reduction in the number of absorbers around quenched galaxies is largest for low metal absorbers since AGN feedback heats gas out of the optimal cool, dense regime for low metal absorption (Christiansen et al. 2020). In general, absorbers around star forming galaxies above \( \delta_{1h} \) come from the inner CGM, whereas absorbers below this threshold come from the outer CGM. However for quenched galaxies, this clear distinction in overdensity between inner and outer CGM is not seen; this is clear from the running medians for the inner and outer CGM absorbers, which lie close together for quenched galaxies. These results suggest that the CGM around quenched galaxies is more uniform in nature.

Despite these differences, overall we find that absorbers from around galaxies of different star formation activities do not come from fundamentally different types of gas, and it is not possible to cleanly separate our sample into different galaxy types by making cuts in overdensity-column density space. Although we do not show it here, we have also produced the converse version of Figure 9 (coloured by the star formation activity and split into inner and outer CGM), and similarly found that absorbers from different types of galaxies occupy similar regions of phase space. We have also examined the stellar mass dependence and found that the impact of increasing stellar mass largely resembles that of decreas-
Figure 9. Overdensity against column density for each of the species, split into star forming (left), green valley (middle) and quenched (right) galaxies. Points are colour-coded by the $r_{200}$-normalised impact parameter. Purple dashed and dot-dashed lines show the running medians for galaxies in the inner and outer CGM, respectively. The solid purple lines indicate the best power law fit to the HI absorber data between the completeness limit and $10^{15}$ cm$^{-2}$; the dotted purple lines show the best fit extrapolated to higher column densities.

4.6 Typical physical conditions of absorbers

Having presented the physical gas conditions for our whole absorber sample, here we summarise these results by examining typical gas properties for each species. Figure 10 shows the column density-weighted median overdensity (top), temperature (middle) and metallicity (bottom) against ionisation energy for the six ions we consider. For H$_i$, the metallicity is taken as the total metal mass fraction relative to solar abundance (0.0134), while for the individual ions it represents the solar-scaled abundance in the corresponding element. Column density-weighted medians represent the val-
Figure 10. Top panel: The column density-weighted median overdensity against ionisation energy for the 6 ions considered in this work. Points are colour-coded by the $r_{200}$-normalised impact parameter. Representative error bars are plotted for the $r_{1}/r_{200} = 0.25$ set of points, representing the 25-75 percentile range. Middle panel: as above, for column density-weighted gas temperature. Bottom panel: as above, for column density-weighted gas metallicity. Horizontal dotted lines in the top and middle panels represent the $\delta_{\text{th}}$ and $T_{\text{th}}$ thresholds, respectively.

First we examine the typical conditions of H II absorbers. The typical overdensity of H II absorbers decreases with increasing impact parameter, dropping below $\delta_{\text{th}}$ at 0.75$r_{200}$, indicating that absorbers seen at these large impact parameters are not typically part of the CGM. The typical temperature is $\log(T/K) \sim 4.5 - 4.7$; there is a slight increase in temperature with increasing impact parameter, although in this case the increase is within the size of the interquartile spread. Lastly, the typical metallicity of H II absorbers decreases with impact parameter; this reflects a decreasing metal enrichment of the CGM as a function of distance from the central galaxy.

Median overdensity of metal absorbers decreases with ionisation potential and with increasing impact parameter, consistent with Ford et al. (2013) (except in the case of Mg II at high impact parameter; there are few Mg II absorbers at this distance from the central galaxy). At high impact parameters, the halo gas is more diffuse and thus metals are ionised preferentially by photoionisation, rather than via collisions – this is reflected in the lower typical densities of metal absorbers at high impact parameter. For more detail on the relative contribution of the two sources of ionisation, see §4.4.

The median temperature of metal absorbers increases with ionisation potential. Mg II and O VI have a weak dependence on impact parameter, with higher typical temperatures at lower impact parameters; the other metal ions have no dependence on impact parameter. C II, Si III and C IV require temperatures around $10^{4.3}$K, the canonical temperature threshold for photoionisation. O VI absorption arises from warm gas that constitutes the volume-filling ambient gas of the CGM (e.g. Ford et al. 2013; Oppenheimer et al. 2020).

The median metallicity of metal absorbers increases slowly with ionisation potential and decreases with impact parameter. As with H I, this is a reflection of the underlying halo metallicity profile. However, the trend with impact parameter is much less strong than for H I, because much of this absorption arises in dense gas close to galaxies, at least for lower ionisation absorbers. At all impact parameters, the metal absorption arises from gas that is near the solar metallicity. This is even true for O VI at high impact parameters which arises predominantly in WHIM gas, potentially reflecting a bias for such absorption to arise in regions of relatively high enrichment even when the overall metallicity is lower (Oppenheimer & Davé 2009).

5 REDSHIFT DEPENDENCE

Up until now, we have presented results for our sample of absorbers at $z = 0$; here we examine the redshift dependence of our results using our higher redshift galaxy samples. We generate a set of synthetic absorption spectra for the galaxies in our $z = 0.25, 0.5$ and 1 samples following an identical procedure to that for our $z = 0$ sample (beyond $z = 1$ these absorbers are redshifted out of the UV regime and as such different observational probes of the CGM are required). We fit Voigt profiles to these LOS as before to produce a sample of absorbers for each redshift.

Figure 11 shows the redshift evolution of the CDDF for each species. The larger panels show the CDDFs, while the smaller panels show the CDDF fraction of the higher redshift samples with respect to the $z = 0$ case. The horizontal dashed lines in the lower panels indicate the case where there is no redshift dependence. The vertical dashed lines indicate the $z = 0$ completeness limits; the completeness limits for the higher redshift samples are lower than these, owing to an increase in number of absorbers with redshift. As such, above these column densities the CDDFs for each redshift can be considered representative of a complete sample. As in Figure 3, the horizontal error bars show the width of the column density bins, where we have increased the bin width at the high column density end to account for low numbers. Vertical error bars show representative cosmic variance uncertainties using all galaxies and all LOS. These are computed as in §4.1: the $x$ and $y$ sides of the simulation box are each split into quarters to form 16 cells across the face of the simulation; the absorbers are binned into the cells based on their $x - y$ positions; the cosmic variance uncertainties are computed by jackknife resampling across the 16 cells. For the CDDF fraction panels, the vertical error bars are computed by adding the $z = 1$ errors in quadrature with the $z = 0$ errors.

In general, for each species the normalisation of the CDDF at intermediate column density decreases with redshift. This does not represent a reduction in the number of absorbers within the simulation but mostly owes to the increase in the comoving path length $dX$; examining simple histograms of column density shows that the raw number and strength of
The increase in typical temperature of $\text{H}\, \text{I}$ absorbers and a decrease for $\text{O}\, \text{v}\, \text{i}$ absorbers. This occurs because the stronger photo-ionising background at $z = 1$ results in slightly higher temperatures in the diffuse IGM, while less hot IGM gas owing to AGN feedback at higher redshifts results in lower $\text{O}\, \text{v}\, \text{i}$ temperatures.

Earlier in this work we noted that the metal absorbers arise from a narrow range of gas temperature, which we now see does not significantly depend on redshift. In section 4.2 we showed that the absorber temperature is most sensitive to central galaxy stellar mass rather than star formation activity; the stellar mass of our galaxy sample does not change with redshift since we have selected our galaxies within the same stellar mass ranges at each redshift. The typical metallicity of the absorbers increases with decreasing redshift, owing to a general build-up of metals over cosmic time due to star formation (Finlator & Davé 2008). The largest increase in metallicity is seen in the $\text{H}\, \text{I}$ absorbers; where metal absorbers are seen they must arise from metal-enriched gas by necessity regardless of redshift, hence the increase in metallicity over cosmic time of the metal absorbers is less substantial. Thus the increase in typical metallicity of the metal lines reflects a further build-up of metals in gas that has already been enriched by $z = 1$, whereas the large increase in typical metallicity of the $\text{H}\, \text{I}$ absorbers represents new metals that are added to the CGM at large since $z = 1$. 

For each metal ion, the column density-weighted median overdensity of the gas increases with redshift; at low redshift the halo gas is more diffuse due to the evacuating impact of the AGN feedback (Sorini et al. 2021). The median temperatures however do not change significantly; we see a small rise in typical temperature of $\text{H}\, \text{I}$ absorbers and a decrease for $\text{O}\, \text{v}\, \text{i}$ absorbers. This occurs because the stronger photo-ionising background at $z = 1$ results in slightly higher temperatures in the diffuse IGM, while less hot IGM gas owing to AGN feedback at higher redshifts results in lower $\text{O}\, \text{v}\, \text{i}$ temperatures.
Figure 12. As in Fig. 10, showing the redshift dependence of the typical absorber conditions. The column density-weighted median absorber physical conditions for each species are plotted against ionisation energy: overdensity (top), temperature (middle) and metallicity (bottom). The different colours represent different redshifts. The horizontal lines in the top and middle panels indicate $\delta_{\text{HI}}$ and $T_{\text{th}}$, respectively. The vertical error bars on the $z = 1$ data points represent the 25-75 percentile range.

In summary, the CDDF normalisation decreases with redshift for all absorber species we examine, owing to the large increase in comoving path length rather than a reduction in number of absorbers within the volume. The increase in metallicity over cosmic time somewhat counteracts the decrease in absorber overdensity such that there is still significant metal absorber populations at $z = 0$. We note that these results are sensitive to our choice of galaxy sample selection with each redshift (a constant stellar mass criteria and redshift-dependent sSFR thresholds). This means that the quenched galaxies in our $z = 1$ sample will have quenched via a different combination of mechanisms to our $z = 0$ sample; likewise galaxies in our highest stellar mass bin at $z = 1$ are more rare at that epoch. A complementary approach would be to identify the progenitors of our $z = 0$ galaxy sample and examine the history of their CGM absorbers over the course of their individual evolutions; the progenitors would likely have higher absorber counts in their CGM owing to their lower masses at earlier epochs.

6 CONTRIBUTION FROM SATELLITES

A galaxy’s halo contains not only the CGM but also satellite galaxies. An interesting question is whether CGM’s absorption at a given impact parameter is associated with a satellite galaxy rather than the halo gas of the central (e.g. Agertz et al. 2009; Gauthier et al. 2010; Huang et al. 2015). This is sensitively dependent on how one defines such an association. In this section, we quantify the satellite contribution to CGM absorption, under various assumptions about how far out the gas from a satellite is considered to be associated.

We quantify the contribution to CGM absorption from satellite galaxies by regenerating the synthetic absorption spectra for our galaxy sample using only gas elements that are associated with satellites. We define associated satellite gas using the galaxy half stellar mass radius ($R_{\text{half}}$). That is, for each satellite, we identify all gas particles within various factors of $R_{\text{half}}$, namely $\log R_{\text{half}} = 0, 0.5, 1, 1.5, 2$. For each factor of $R_{\text{half}}$, we output a new snapshot containing only particles associated with satellites within that distance, and generate new snapshot using the same lines of sight as in the main sample. A more theoretically-based approach to this problem would involve running a subhalo finder (e.g. Rockstar, Behroozi et al. 2013), and identifying all gas elements that are gravitationally bound to those sub halos; we leave this approach for future work, and focus here on our more observationally-accessible proxy. The contribution of satellite galaxies to the original spectra is computed as the median fraction of equivalent width which arises from these new snapshots, with respect to the original spectral sample. We restrict this test to LOS that had at least one absorption region detected by our profile fitting procedure.

Figure 13 shows profiles of median fraction of equivalent width arising from gas particles that are associated with satellite galaxies. Lines are colour-coded by the particle distance used to define association with satellites. The shaded region in each panel represents the 25-75 percentile range. The solid purple line in each panel represents the results for the satellite gas definition which we adopt going forward.

The satellite absorption fraction increases with increasing distance used to define satellite association, recovering essentially 100% of the original equivalent width where particles are included up to $10^{2.5} \times$ and $10^2 \times$ the satellite $R_{\text{half}}$ for H\textsc{i} and the metals, respectively. There is little increase in satellite contribution between snapshots using 1 and 3 times the satellite $R_{\text{half}}$, and there is only a modest increase in satellite absorption fraction when increasing the radius from $1 \rightarrow 10 R_{\text{half}}$, whereas above this the increase is substantial, suggesting that $10 R_{\text{half}}$ is a reasonable and robust distance limit for gas particles to be associated with satellites. In Figure 13, the results for this definition are shown as the solid line. In this case, the satellite contribution to the overall H\textsc{i} absorption is around 3%, largely independent of radius. Thus most of the H\textsc{i} absorption is associated with ambient CGM gas, rather than satellites.

In contrast, for metals the contribution is always higher than this. While satellite gas always provides a minority contribution to the overall absorption, it is evident that the low ionisation lines have a larger contribution from satellites than higher ionisation absorbers, and furthermore show a more strongly increasing trend with radius. For instance, the satellite absorption fraction at $0.25 r_{200}$ increases from $\sim 8\%$ for O\textsc{vi} to $\sim 16\%$ for Mg\textsc{ii}, and the latter reaches $\sim 40\%$ in the outer CGM. This effect occurs since Mg\textsc{ii} and C\textsc{ii} typically arise from cool, dense gas (see section 4.3) that is unlikely to be in the warmer ambient medium of the galaxy halo, unless that gas exists near a satellite galaxy. In contrast, high ionisation absorption like O\textsc{vi} is spread more uniformly throughout the halo, leading to little radial trend and mostly coincident association with satellites. In short, CGM absorption predominantly comes from ambient gas, but particularly for low ionisation absorption in the outer CGM, a substantial fraction is expected to arise from gas close to a satellite galaxy.
Figure 13. Profiles of median fraction of equivalent width arising from particles associated with satellite galaxies. Lines are colour coded by the particle distance used to decide association with satellites, defined as factors of the satellite half mass radius \( f_{1/2, \star} \). Shading around the \( \log f_{1/2, \star} = 1 \) lines show the 25-75 percentile range.

7 CONCLUSIONS

We have examined a population of low redshift CGM absorbers and their physical conditions in the Simba cosmological simulations. The underlying galaxy sample population was chosen to evenly sample a range of stellar masses and star formation activities at \( z = 0, 0.25, 0.5 \) and \( z = 1 \). For each galaxy in our sample we have generated realistic line of sight synthetic absorption spectra for \( \text{H} \text{i} \) and a selection of metal ions at a range of impact parameters, and fitted Voigt line profiles to extract absorber column densities and physical conditions. We have used this sample to examine CGM absorber counting statistics in the form of the CDDF, the distribution of physical gas conditions that produces CGM absorption, and the redshift dependence of our results. In addition, we have estimated the contributions of collisional ionisation and of satellite galaxies to the resulting absorption strengths. Our main results are as follows:

- The CGM CDDFs follow a power law at the high column density end, with a turnover at the low column density end which defines the completeness limit of our sample. \( \text{H} \text{i} \) is the most abundant absorber species in our sample, with a large population with high column densities; \( \text{Mg} \text{II} \) is the least abundant absorber. The sample probes only a narrow range of \( \text{O} \text{VI} \) column densities due to our spectrum generation approach.
- The normalisation of the CGM CDDFs (i.e. the number of absorbers at fixed redshift) increase with the sSFR of the central galaxies. The CDDFs from green valley galaxies resembles the quenched galaxy CDDF more closely than the star forming CDDF, suggesting that the CGM shows signs of quenching before the central galaxy itself is completely quenched. The CDDFs from high mass galaxies also have a lower normalisation owing to the hot gas content of these galaxy halos.

- \( \text{H} \text{i} \) absorbers trace gas across a wide range of overdensities and temperatures owing to the high oscillator strength of \( \text{H} \text{i} \); metal absorbers trace a narrower range of physical conditions. Median gas overdensity decreases and temperature increases with increasing ion excitation energy. In general, median gas overdensity increases with increasing galaxy sSFR, while median gas temperature increases with increasing stellar mass. The typical metallicity of CGM absorbing gas is around solar for all metal ions with only a weak radial trend, although \( \text{H} \text{i} \) can trace significantly lower metallicity gas at larger \( r_{\perp} \).
- Absorbers from the inner CGM are more abundant than those from the outer CGM, in general have higher column densities and trace denser gas.
- \( \text{H} \text{i} \) absorption can arise from gas that is in any of the four regions of phase space (condensed, diffuse, hot gas, or WHIM). Condensed gas accounts for the majority (~100%) of all \( \text{H} \text{i} \) and low metal ion absorption, and 87% of \( \text{C} \text{IV} \) absorption. \( \text{C} \text{IV} \), an intermediate ion, is the first of our selected metal ions to have a notable contribution from the other phase space regions (37% of absorbers). In contrast with the other ions, \( \text{O} \text{VI} \) absorbers predominantly arise from either hot gas or the WHIM (together 87% of total absorption).
- The fraction of absorption from collisionally ionised gas is ~ 25–55% for \( \text{C} \text{IV} \) and ~ 80–95% for \( \text{O} \text{VI} \). The collisional contribution increases with galaxy stellar mass and decreases with impact parameter.
- In general more overdense gas leads to higher column density absorption, up to \( \log(N / \text{cm}^{-2}) > 15 \), above which the absorption features are saturated.
- Absorbers around star forming galaxies trace higher overdensities and column densities, and have a more pronounced radial trend in overdensity than quenched galaxies, with higher overdensities and column densities in general occurring in the inner CGM. However the differences between...
star forming, green valley and quenched galaxies are small, and in general we find that absorbers around galaxies of different star formation activities do not probe fundamentally different phases of gas.

- When the excitation energy of the absorber species increases, the column density weighted median overdensity decreases, temperature increases, and metallicity increases to a lesser extent. Column density weighted overdensities and metallicities decrease with increasing impact parameter, however there is little trend with impact parameter and gas temperature.
- Although absorber counts increase with increasing redshift, this is counteracted by the increase in the comoving path length, resulting in a CDDF which decreases overall with increasing redshift.
- Satellite galaxies in the halos of central galaxies contribute ~ 3% of the overall H i absorption and ~ 10% of metal absorption, except for Mg ii absorption, of which ~ 30% comes from satellites. The fraction of Mg ii absorption from satellites increases with increasing impact parameter. Overall, the fraction of metal absorption from satellites decreases with increasing ion excitation energy. These results are based on a definition of satellite-associated gas being within 10 stellar half-light radii of the satellite, but are relatively insensitive to values below this. This suggests that the dominant component of CGM absorption arises from ambient halo gas.

These results quantify how UV absorbers trace the typical physical conditions in the CGM around galaxies of different types. It provides a guide towards interpreting low-redshift CGM absorption line observations, within the context of the Simba model. In future work we plan to compare this to the results from other simulations, to understand how the different feedback processes implemented across present-day galaxy formation simulations impact CGM absorption tracers.

Our results show that the cool CGM gas is well-traced by low-ionisation metal absorbers, although all such species do not arise in the same gas. This suggests that the common approach to obtaining physical conditions of CGM gas of fitting single-phase CLOUDY models to low-ionisation absorbers may not be fully accurate. Also, the absorbing gas can be a highly biased tracer of the overall physical properties of CGM gas, so extracting information such as the total CGM mass (even within the cool phase) can be difficult. The UV absorbers also clearly do not trace the dominant hotter gas component around quenched and green valley galaxies. In the future we plan to investigate more comprehensive methods for extracting the physical conditions of the CGM.

Understanding the CGM and the role it plays in baryon cycle is a frontier issue in current galaxy formation models. The work presented here is a step towards characterising the CGM via one particular technique, namely UV absorption. Combining this with other approaches such as resolved H i studies, X-ray absorption, and metal emission line mapping in the UV and X-rays will be critical for fully disentangling the complex multi-phase gas within the CGM of galaxies both today and back in time.
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APPENDIX A: VOIGT FITTING ACCURACY

Here we provide a comparison of the results from our Voigt profile fitting routine to those retrieved directly from the synthetic spectra, both in terms of column density and equivalent width.

Figure A1 shows the log difference between the column densities derived from spectrum fitting \( N_{\text{fit}} \) and column densities summed along the LOS \( N_{\text{sum}} \), against \( N_{\text{sum}} \). The column densities presented here are totals within each detected absorption region. Points are coloured by the \( \chi^2_r \) of each region; this dataset includes poor fits and column densities below the completeness limit. The horizontal dashed line at indicates where the fits match the summed column densities perfectly; the two measures of column density agree well in general. However, at the low (high) \( \log N \) end the fitting process has a tendency to underestimate (overestimate) the column density. In particular, the Voigt profile fitter gives an unreliable measure of HI column density for Lyman Limit Systems since these features are saturated and lie in the logarithmic part of the curve of growth.

Figure A2 shows the total fitted equivalent width along the LOS (EW_{\text{fit}}) against the equivalent width summed within the whole \( \pm 600 \) km s\(^{-1} \) window (EW_{\text{sum}}). In contrast to Figure A1, here EW_{\text{fit}} and EW_{\text{sum}} are totals from the whole velocity window, rather than results for individual absorption regions. Here we include all LOS, including those with no detected absorbers (plotted at \( \log(\text{EW}/\text{Å})_{\text{fit}} = -2 \)). Points are coloured by the maximum \( \chi^2_r \) of the fitted regions along the LOS. In general, EW_{\text{fit}} and EW_{\text{sum}} follow a 1:1 relation (indicated by the dashed black line). As with the column densities, Voigt fitting can overestimate the equivalent width of HI at the high EW end. More commonly, the total equivalent width is underestimated due to one or more absorption regions not being detected and passed to the fitting routine.
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Figure A1. Log difference between the column densities derived from spectrum fitting $N_{\text{fit}}$ and column densities summed along the LOS $N_{\text{sum}}$, against $N_{\text{sum}}$. The column densities are totals within each absorption region, and the points are coloured by the $\chi^2_r$ of each region.

Figure A2. The total fitted equivalent width along the LOS against the total equivalent width summed within the $\pm 600$ km s$^{-1}$ window along the LOS. Points are coloured by the maximum $\chi^2_r$ of the fitted regions along the LOS.