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In order to study the “Cosmic Dawn” and the Epoch of Reionization with 21 cm tomography, we need to statistically separate the cosmological signal from foregrounds known to be orders of magnitude brighter. Over the last few years, we have learned much about the role our telescopes play in creating a putatively foreground-free region called the “EoR window.” In this work, we examine how an interferometer’s effects can be taken into account in a way that allows for the rigorous estimation of 21 cm power spectra from interferometric maps while mitigating foreground contamination and thus increasing sensitivity. This requires a precise understanding of the statistical relationship between the maps we make and the underlying true sky. While some of these calculations would be computationally infeasible if performed exactly, we explore several well-controlled approximations that make mapmaking and the calculation of map statistics much faster, especially for compact and highly redundant interferometers designed specifically for 21 cm cosmology. We demonstrate the utility of these methods and the parametrized trade-offs between accuracy and speed using one such telescope, the upcoming Hydrogen Epoch of Reionization Array, as a case study.
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I. INTRODUCTION

The prospect of directly probing the intergalactic medium (IGM) during the cosmic dark ages, through the “Cosmic Dawn” and culminating with the Epoch of Reionization (EoR) has generated tremendous excitement in 21 cm cosmology over the past few years. Not only could it provide the first direct constraints on the astrophysics of the first stars and galaxies, but it could make an enormous new cosmological volume accessible to tomographic mapping—enabling exquisitely precise new tests of the standard model of cosmology [1]. For recent reviews, see e.g. [2–5].

More recently, that excitement has translated into marked progress toward a statistical detection of the 21 cm signal in the power spectrum. The first generation of experiments, including the Low Frequency Array [6], the Donald C. Backer Precision Array for Probing the Epoch of Reionization (PAPER [7]), the Giant Metrewave Radio Telescope [8], and the Murchison Widefield Array (MWA [9,10]) have already begun their observing campaigns. Both PAPER [11] and the MWA [12] have released upper limits on the 21 cm power spectrum across multiple redshifts. PAPER has already begun to use their results to constrain some models of the thermal history of the IGM [13].

Still, the observational and analytical challenges that lie ahead for the field are considerable. The sensitivity requirements for a detection of the 21 cm power spectrum necessitate large collecting areas and thousands of hours of observation across multiple redshifts [14–18]. Of no less concern is the fact that the cosmological signal is expected to be dwarfed by foreground contaminants—synchrotron radiation from our galaxy and other radio galaxies—by 4 or more orders of magnitude in brightness temperature at the frequencies of interest [19–24].

The problem of power spectrum estimation in the presence of foregrounds has been the focus on considerable theoretical effort over the past few years [25–30]. Liu and Tegmark [29] adapted inverse-covariance-weighted quadratic estimators techniques developed for cosmic microwave background [31] and galaxy survey [32] power spectrum analysis to 21 cm cosmology. Dillon et al. [30] showed how those methods, which nominally take $O(N^3)$ steps, where $N$ is the number of voxels in a 3D map or “data cube,” could be accelerated to as fast as $O(N \log N)$.

However, both of those works took as their starting point data cubes containing signal, foregrounds, and noise. Neither considered the important impact that an interferometer has, not just on the noise in our maps, but on the
maps themselves. An instrument-convolved map or “dirty map” has fundamentally different statistical properties than the underlying sky and the effects of the instrument cannot in general be fully undone. Dillon et al. [12] discussed this problem approximately by assuming that point spread functions (PSFs) or “synthesized beams” depended only on frequency. Generally speaking, that is not true; PSFs are direction dependent and typically not invertible. In this work, we relax the assumption that went into Liu and Tegmark [29] and Dillon et al. [30] while retaining the goals they strove for: minimal information loss, rigorously understood statistics, and well-controlled approximations that make the analysis computationally feasible.

For any near-future 21 cm measurement, interferometric maps are essentially an intermediate data-compression step. The ultimate goal is to turn time-ordered data coming from the instrument—namely, visibilities—into statistical measurements that constrain our models of astrophysics and cosmology. So why even bother making a map if we are only going to take Fourier transforms of it and look at power spectra? The answer to that question depends on which strategy we pursue for separating the cosmological signal from foregrounds. There are two major approaches, which we will review presently.

Over the last few years, it has been realized that a region of cylindrical Fourier space$^1$ should be essentially free of foreground contamination [28,33–40]. We call this region the “EoR window” (see Fig. 1). Observations of the EoR window thus far have found it noise dominated [12,22]. For slowly varying spectral modes (i.e. low $k_{||}$), the edge of the window is set by a combination of the intrinsic spectral structure of foreground residuals and the spectral structure introduced by the instrument. Fundamentally, an interferometer is a chromatic instrument and the fact that the shape of its point spread functions depends on frequency creates complex spectral structure in 3D maps of intrinsically smooth foregrounds [39,40].

Fortunately, there is a theoretical limit to the region of Fourier space where instrumentally induced spectral structure can contaminate the power spectrum. It is set by the delay associated with a source at the horizon (which is the maximum possible delay) for any given baseline [34]. This region of cylindrical Fourier space is known colloquially as “the wedge.” Furthermore, we expect that most of the foreground emission should appear in the main lobe of the primary beam, setting a soft limit on foreground emission at lower $k_{||}$ (see Fig. 1).

The simplest approach to power spectrum estimation in the presence of foregrounds, and likely the most robust, is to simply excise the entire section of Fourier space that could potentially be foreground dominated. This conservative approach takes the perspective that we have no knowledge about the detailed spatial or spectral structure of the foregrounds and therefore that the entire region under the wedge is hopelessly contaminated. If that were the case, the optimal strategy would simply be to project out those modes. This “foreground avoidance” strategy has been used to good effect by both PAPER [11,13] and the MWA [12], though neither made sensitive enough measurements to be sure that foregrounds are sufficiently suppressed inside the EoR window to make a detection without subtracting them. Considerable work has already been done on methods of estimating the power spectrum

---

$^1$Points in cylindrical or “2D” Fourier space are denoted by $k_\parallel$, modes along the light of sight, and $k_{\perp}$, modes perpendicular to the line of sight. Cylindrical Fourier space takes advantage of isotropy perpendicular to the line of sight while keeping modes along the line of sight separate, since they are measured in a fundamentally different way.
that minimize foreground contamination from the wedge into the window [12,40].

Foreground avoidance, however, comes at a significant cost to sensitivity. The more aggressive alternative is "foreground subtraction," a strategy that tries to remove power associated with foregrounds and expand the EoR window. The idea behind foreground subtraction is two-fold. First, we remove our best guess as to which part of the data is due to foreground contamination. Second, we treat residual foregrounds as a form of correlated “noise,” downweighting appropriately in the power spectrum estimator and taking into account biases introduced. In the limiting case where we know very little about the foregrounds, foreground subtraction becomes foreground avoidance.

For the upcoming Hydrogen Epoch of Reionization Array (HERA), Pober et al. [41] compared the effects of foreground avoidance to foreground subtraction. If the window can be expanded from delay modes associated with the horizon to delay modes associated with the full width at half maximum of the primary beam, the sensitivity to the EoR signal improves dramatically. Over one observing season with a 547-element HERA, the detection significance of a fiducial EoR signal improves from 38 to 122σ. For smaller telescopes, this might mean the difference between an upper limit and a solid detection. More importantly, the errors on the measurements of parameters that describe reionization from the power spectrum improve from about 5% to less than 1% when employing extensive foreground subtraction. That would be the most sensitive measurement ever made of the direct effect of the first stars and galaxies on the IGM. Simply put, there is much that might be gained by an aggressive foreground subtraction approach.

That said, it will not be easy. In order to expand the EoR window and reduce the effect of foregrounds, one must model them very carefully. Likely we will want to use outside information like high-resolution surveys to try to measure source fluxes to be much better than a percent. Even more importantly, one must take our own uncertainty about these models into account. If we do not, we risk mistakenly claiming a detection. We must propagate both our best estimates for the foregrounds and our uncertainty in our models through the instrument, which is the source of the wedge itself.

Both galactic and extragalactic foregrounds have complex spatial structure. Any precise model for their emission is direction dependent. More importantly, our model for the statistics of our uncertainty about their emission is also direction dependent. The covariance of residual foregrounds, especially of bright sources, is most simply and compactly expressed in real space [30].

We can now finally answer the question of why we should make maps if we are ultimately interested in power spectra. We need maps as an intermediate data product because they allow us to prepare our data in a highly compressed form that puts us in a natural position to carefully pick apart the signal from the foregrounds and the noise. Forming power spectra directly with visibilities, by comparison, requires treating each local sidereal time separately and vastly increases the data volume. In Fig. 2 we put mapmaking into the larger context of data reduction all the way from calibrated visibilities to cosmological and astrophysical constraints. The goal of each step is to reduce the volume of data while keeping as much cosmological information as possible, allowing for quantification of errors, and making the next step easier.

FIG. 2 (color online). Mapmaking is the first in a series of steps that reduce the volume of data while trying not to lose any astrophysical or cosmological information. The goal of this work is to address that first data-compressional step—turning calibrated visibilities into a stack of dirty maps or a data cube—with any eye toward the next step—power spectrum estimation in the presence of dominant astrophysical foregrounds. This data compression is achieved by combining together different observations into a single, relatively small set of maps. Power spectra represent the cosmological signal even more compactly by taking advantage of homogeneity and isotropy and serve as the natural data product to connect to simulations and theory and thus constrain cosmological and astrophysical parameters.
The science requirements of our maps are very different from those that motivated most interferometric mapmaking in radio astronomy to date. Usually, radio astronomers are interested in the astrophysics of what we call “foregrounds” and focus on detailed images and spectra. For us it is especially important to understand how our maps are related statistically to the true sky, whose underlying statistics we would like to characterize using the power spectrum. Because interferometers do not uniformly or completely sample the Fourier plane, the relationship between our maps and the true sky is complicated. The PSFs of our maps depend both on frequency and on position on the sky. In order to estimate power spectra from maps accurately, we need to know precisely both the relationship of our dirty maps to the true sky and the covariance of our dirty maps that relates every pixel at every frequency to every other. Current imaging techniques do not compute these quantities. It is the main point of this paper to show why and how that must be done.

Both [39] and [40] focused on a similar point about the important effect of the instrument on the power spectrum. There, the authors derived a framework for rigorously quantifying the errors and error correlations associated with instrument-convolved data and showed how the wedge feature arose even in a rigorous and optimal framework. However, because they formed power spectra directly from visibilities without using maps as an intermediate data-compression step, their tools are impractical for use with large data sets.

In this work, we have two main goals. First, we would like to mathematically understand how the instrument gives rise to a complicated PSF and how that PSF can be self-consistently incorporated into the inverse-covariance-weighted power spectrum estimation techniques (e.g. [29] and [30]). In Sec. II, we discuss the theory of mapmaking as an intermediate step between observation and power spectrum estimation. Then, in Sec. III, we investigate how to put that theory into practice. We use HERA as a case study in carrying out the calculation of dirty maps and their statistics. Although the computational cost of performing those calculations is naively quite large, we develop and analyze three main ways of reducing it dramatically:

(i) We explore how restricting our maps to independent facets on the sky lets us reduce the number of elements in our PSF matrices and the difficulty of calculating them (Sec. III D).
(ii) We show how individual time steps can be combined and analyzed simultaneously, approximately accounting for the rotation of the sky over the instrument (Sec. III E).
(iii) We show how the point spread functions, while not translationally invariant, vary smoothly enough spatially that the associated matrix operations can take advantage of certain symmetries for a computational speedup (Sec. III F).

We will show how each of these approximations works and analyze them to understand the trade-off between speed and accuracy in each case.

II. PRECISION MAPMAKING AND MAP STATISTICS IN THEORY

Making maps from interferometric data has a long history and a great number of techniques have been developed with different science goals in mind [42]. Most focus on deconvolution, the removal of point source side lobes (or the side lobes of extended sources represented as multiple components) after their convolution with the synthesized beam. This is the basic idea behind the CLEAN algorithm [43] and its many descendants, including [44–55]. Some of these, notably that of Sullivan et al. [54], take inspiration from [56], in that they use the framework of “optimal mapmaking” for forming dirty maps without losing any cosmological information contained in the visibilities. Additionally [57] and [58], which use the optimal mapmaking formalism in the $m$-mode basis to exploit the observational symmetries of a drift scanning interferometer, are also closely related to the work presented here.

A notable exception is [59], which develops a method of Bayesian deconvolution via Gibbs sampling in the relatively simplified case of a gridded $uv$-plane, which can then be used for power spectrum estimation [60]. This method not only calculates a map but also gives error estimates on each pixel in that map. This is an especially promising technique for finding sources and quantifying the errors on our measurements of their fluxes and spectral indices. We take a different tack and do not focus on deconvolution at all.

In this work, we are interested not just in a dirty map but also in the statistical properties of that map. As in previous work, we want to know how sources are convolved with the instrument. But we also want to know how that instrumental convolution affects our covariance models for everything in the map, including signal, noise, and foregrounds. A complete understanding of the relationship between the true sky and our dirty maps will allow us to comprehensively model these important statistical quantities. Current imaging methods simply do not compute that relationship and the resulting noise covariance matrix.
However, these are required for methods of power spectrum estimation in order to properly weight data in the presence of correlated noise and foregrounds and to account for missing modes. The importance of this was realized by [61], though we will use a different computational approach to speed up the calculations.

We begin this section by summarizing the relevant physics behind interferometry in Sec. II A. We then review the optimal mapmaking formalism in Sec. II B. Finally, in Sec. II C we work out the consequences of proper map statistics for the inverse-covariance-weighted quadratic power spectrum estimation formalism, including how they affect the models of the covariance of cosmological signal, noise, and foreground residuals.

### A. Interferometric measurements

When we make maps from interferometric data, we are interested in computing a map estimator or dirty map, which we call $\hat{x}$, and understanding its relationship to $x$, the true, discretized sky.\footnote{We write these quantities as vectors as a compact way of combining indices over both angular dimensions on the sky and over frequency.} We do not have access to each $x$. Each measurement made with our instrument is a linear combination of the noise on each visibility $y$.

Therefore, we can represent all our measurements with

$$y = \mathbf{A}x + n,$$  \hspace{1cm} (1)

where $\mathbf{A}$ represents the interferometric response of our instrument over all times, frequencies, and baselines and where each $n_i$ is the instrumental noise on the $i$th visibility.

The matrix $\mathbf{A}$ has the dimensions of the number of measured visibilities (for every baseline, frequency, and integration) by the number of voxels in the 3D sky (all pixels at all frequencies).

The statistics of $n$ are fairly simple. It has zero mean and the noise on each visibility is generally treated as independent of that on every other visibility. Therefore,

$$\langle n_i \rangle = 0$$  \hspace{1cm} (2)

and

$$N_{ij} = \langle n_i n_j^\ast \rangle = \sigma_i^2 \delta_{ij}.$$  \hspace{1cm} (3)

The form of $\mathbf{A}$ is considerably more complicated, it can be written in the form of Eq. (1) because a visibility is a weighted integral over the whole sky which can be approximated to any desired precision by a finite matrix operation.

The visibility measured by a noise-free instrument with arbitrarily fine frequency resolution at frequency $\nu$ and baseline $b_m$ in response to a sky specific intensity $I(\hat{r}, \nu)$ defined continuously over all points on the sky $\hat{r}$ is

$$V(b_m, \nu) = \int B_m(\hat{r}, \nu) I(\hat{r}, \nu) \exp \left[ -2\pi i \frac{\nu}{c} b_m \cdot \hat{r} \right] d\Omega.$$  \hspace{1cm} (4)

Here $B_m(\hat{r}, \nu)$ is the product of the complex primary beams of the two antenna elements that form the $m$th baseline. In this equation and in the rest of this section, we will ignore the polarization of the sky and the fact that there are different beams for each polarization, assuming homogenous antenna elements. We do this for simplicity; the results are straightforwardly generalizable to a complete treatment of polarization, which we will explore in Appendix A. In that appendix, we will also look at how heterogenous arrays are straightforwardly incorporated into our framework as well.

Given a finite number of measurements, we are interested in the relationship between visibilities and a discretized true sky, $x$. In frequency, that discretization comes from the spectral response of our instrument—we can only measure a limited number of frequency channels. Spatially, we need to choose our pixelization of the sky. Let us define a 3D pixelization function $\psi_{r}(\hat{r}, \nu)$ that incorporates both these kinds of pixelization. It is defined so that

$$x_i = \int \psi_{r}(\hat{r}, \nu) \frac{c^2}{2kB^2 \nu^2} I(\hat{r}, \nu) d\Omega d\nu,$$  \hspace{1cm} (5)

where the extra factor of $c^2/2kB^2 \nu^2$ converts from units of specific intensity to brightness temperature. For simplicity, we define $\psi_{r}(\hat{r}, \nu)$ to be the unitless top-hat function, normalized such that

$$\int \psi_{r}(\hat{r}, \nu) \frac{d\Omega}{\Delta \Omega} \frac{d\nu}{\Delta \nu} = 1$$  \hspace{1cm} (6)

where $d\Omega$ is the frequency resolution of the instrument and $\Delta \Omega$ is the angular size of the pixels. Other choices of $\psi_{r}(\hat{r}, \nu)$ are perfectly acceptable, in which case $\Delta \nu$ and $\Delta \Omega$ become characteristic spectral and spatial sizes of pixels.

Therefore we can rewrite Eq. (4) as a sum:

$$V(b_m, \nu_n) \approx \sum_{k} \Delta \Omega \frac{2kB^2 \nu^2}{c^2} x_k(\nu_n) \times B_m(\hat{r}_k, \nu_n) \exp \left[ -2\pi i \frac{\nu_n}{c} b_m \cdot \hat{r}_k \right].$$  \hspace{1cm} (7)

Here we have chosen to break apart the index $i$ into a spatial subindex, $k$, and a spectral subindex, $n$. The sum is over all spatial pixels. This approximation relies on choosing a frequency and angular resolution small enough that $B(\hat{r}, \nu)$ and $\exp \left[ -2\pi i \nu / c b_m \cdot \hat{r} \right]$ can be approximated as constants inside of a single spatial pixel and frequency channel. Since $V(b_m, \nu_n)$ is an entry in $y$, Eq. (7) gives us the elements of $\mathbf{A}$ by relating $y$ to $x$ for a single observation and a single baseline. Of course, the full matrix $\mathbf{A}$ that goes into Eq. (1) gives us a relationship between the true sky and every
visibility at every frequency and at every local sidereal time. The basic physics, however, is captured by Eq. (7).

B. The optimal mapmaking formalism

Given a set of visibilities (or any time-ordered data) of the form in Eq. (1), there is a well-known technique for forming estimators of the true sky without losing any information about the discretized sky contained in the time-ordered data [56]. Those estimators, known as optimal mapmaking estimators, take the general form

\[ \hat{x} = D A^\dagger N^{-1} y \]

where \( D \) can be any invertible normalization matrix. Especially for long observations, \( y \) is a much larger vector than \( \hat{x} \). Mapmaking represents a major data-compression step.

The expected value of the estimator is

\[
\langle \hat{x} \rangle = \langle DA^\dagger N^{-1}(Ax + n) \rangle \\
= DA^\dagger N^{-1}(Ax + \langle n \rangle) \\
= DA^\dagger N^{-1}Ax.
\]

In general, the expected value of \( \hat{x} \) is not the same as the true sky but is rather some complicated linear combination of pixels on the true sky. We define

\[ P \equiv DA^\dagger N^{-1}A \]

(10)

to be the matrix of point spread functions. Each column of the matrix tells us how each pixel on the true sky gets mapped to all the pixels of the dirty map. If we want to normalize the PSF to always have a central value of 1, we can achieve that by a judicious choice of \( D \). In this work, we make that choice of PSF normalization. Recall that \( D \) can be any invertible matrix. Since we are not trying to make images that look as much as possible like the true sky but rather just to keep track of exactly how our dirty maps are related to the true sky, making a very simple choice for \( D \) is sensible.\(^4\)

Therefore, we use our freedom in choosing \( D \) to make it a diagonal matrix—effectively a per-pixel normalization. In Fig. 3 we plot an example of the central portions of two different rows of \( P \) at three different frequencies.

C. Connecting maps to power spectra

As we discussed earlier, we are interested in mapmaking in order to reduce the volume of our data without losing any sky information or the ability to remove foregrounds. From the map, the next step is to further compress the data by calculating a power spectrum, which can be directly compared with theoretical predictions. To connect the mapmaking formalism to 21 cm power spectrum estimation, we will review the statistical estimator formalism for calculating power spectra while not losing any cosmological information. In the process, we will enumerate the quantities that we need to calculate in order to estimate a power spectrum from \( \hat{x} \). Then we will show the form that those quantities take in terms of \( \hat{x}, P, \) and \( D \).

1. Power spectrum estimation review

Fundamentally, a power spectrum estimate is a quadratic combination of the data. To calculate a power spectrum, roughly speaking, one simply Fourier transforms real-space data, squares, and then averages in discrete bins to form “band powers.” In a real-world measurement with noise and foreground contamination, we need a more sophisticated technique.

Because we have a finite amount of data, we must discretize the power spectrum we estimate by approximating \( P(k) \) as a piecewise-constant function described by a set of band powers \( p \) using

\[ P(k) \approx \sum_\alpha p_{\alpha}(k). \]

(11)

Here \( \chi_\alpha(k) \) is a characteristic function which equals 1 inside the region described by the band power \( p_\alpha \) and vanishes elsewhere.

Since the power spectrum is a quadratic quantity in the data, an estimator \( \tilde{P} \) of the band power spectrum \( p \) (which is discretized by approximating the power spectrum as piecewise constant) takes the form

\[ \tilde{p}_\alpha = (\hat{x} - \mu)^T E_\alpha (\hat{x} - \mu) - b_\alpha. \]

(12)

Here \( E_\alpha \) very generally represents the operations we want to perform on the data and \( \mu \equiv \langle \hat{x} \rangle \) is the ensemble average over many realizations of the same exact observation, each with different noise, and \( b \) removes additive bias from noise and residual foregrounds in the power spectrum.

Just as estimators of the form in Eq. (8) do not lose any information about the true sky contained in the visibilities, there exists an optimal quadratic estimator for power spectra that does not lose cosmological information [31].\(^5\)

Those estimators take the form

\(^4\)The choice of \( D = [A^\dagger N^{-1} A]^{-1} \) was used by WMAP [62] because it makes \( P = I \), but that matrix is generally not invertible in radio interferometry. Whenever one cannot make that choice of \( D, P \) is not the identity and one must keep track of its effects.

\(^5\)This entails certain assumptions, most notably that the noise, residual foregrounds, and signal are all completely described by their means and covariances—in other words that they are Gaussian. We know that this is not exactly true in the case of residual foregrounds and signal, though it is generally assumed to be a pretty good approximation for the purposes of the first generation of 21 cm measurements [29].
\[
\hat{p}_\alpha = \frac{1}{2} \mathbf{M}^{\alpha \beta} (\hat{x} - \mu)^\top \mathbf{C}^{-1} \mathbf{C}^{-1} (\hat{x} - \mu) - b_\alpha.
\]

In this equation, \( \mathbf{M} \) is an invertible normalization matrix, analogous to \( \mathbf{D} \), and \( \mathbf{C} \) is the covariance of \( \hat{x} \) (not of the true sky \( \mathbf{x} \)) and is defined as

\[
\mathbf{C} \equiv \langle \hat{x} \hat{x}^\top \rangle - \langle \hat{x} \rangle \langle \hat{x} \rangle^\top.
\]

Each \( \mathbf{C}_{\alpha \beta} \) matrix, which encodes the Fourier transforming and binning steps of the power spectrum, is defined such that

\[
\mathbf{C} = \mathbf{C}^{\text{contaminants}} + \sum_{\beta} p_\beta \mathbf{C}_{\beta \beta}.
\]

Here \( \mathbf{C}^{\text{contaminants}} \) represents the covariance of anything that appears in \( \hat{x} \) that is not the 21 cm cosmological signal. In other words, the set of \( \mathbf{C}_{\beta \beta} \) matrices tells us how the covariance of \( \hat{x} \) responds to changes in the underlying band powers, \( \mathbf{p} \). We will explain the precise form of \( \mathbf{C}_{\beta \beta} \) shortly.

2. The statistics of the mapmaking estimator

All of the quantities we are interested in calculating when estimating the power spectrum, including the bias term, the errors on our band powers, the error covariance between band powers, and the “window functions” that encode the relationship between \( \hat{\mathbf{p}} \) and \( \mathbf{p} \), are derived from our models of \( \mu \) and \( \mathbf{C} \) (see e.g. [12,29–31] for the exact forms of these quantities). In this section, we will see how those quantities depend on the mapmaking algorithm and are inextricably linked to the response of the interferometer.

We have already shown that \( \langle \hat{x} \rangle = \mathbf{P} \mathbf{x} \) in Eq. (9) and (10). When we are making a map, this is sufficient—there is a “true” sky and we are trying to estimate a quantity related to it from noisy data in a well-understood way. In the context of power spectrum estimation, simply averaging down instrumental noise is not enough. Because we are interested in the statistical properties of the Universe as a whole, we are trying to use multiple independent spatial modes to learn about at the underlying statistics of \( \mathbf{x} \), taking advantage of homogeneity and isotropy. Though there is only one true sky, we treat it as a random field with Gaussian statistics. Therefore,
Here we have explicitly separated our model for the sky into three statistically independent parts: the 21 cm signal, the noise, and the foregrounds. Only the foregrounds have nonzero mean. Because they are statistically independent, the covariance can be separated into the sum of three matrices. Hence,

\[ C = C^S + C^N + C^{FG}. \] (17)

We will now show how all of these are calculated in the context of optimal mapmaking.

3. The signal covariance

First, let us turn to the signal covariance, \( C^S \). To understand what this really means, we need to first explain what we mean by \( x^S \). Imagine a continuous 21 cm temperature field as a function of position in comoving coordinates, \( x^S(\mathbf{r}) \). Each element of the vector \( x^S \) is given by

\[ x^S_i = \int \psi_i(\mathbf{r}) x^S(\mathbf{r}) \frac{d^3r}{\Delta V}, \] (18)

where \( \psi_i(\mathbf{r}) \) encloses exactly the same volume as \( \psi_i(\mathbf{r}, \nu) \) and \( \Delta V = \int \psi_i(\mathbf{r}) d^3r \) is the comoving volume of a voxel. The continuous 21 cm power spectrum, \( P(\mathbf{k}) \), is defined by

\[ \langle x^S(\mathbf{k}) x^S(\mathbf{k}') \rangle = (2\pi)^3 \delta(\mathbf{k} - \mathbf{k}') P(\mathbf{k}), \] (19)

where \( \hat{x}^S(\mathbf{k}) \) is the Fourier transform of \( x^S(\mathbf{r}) \). It follows then that

\[ \langle x^S_i x^S_j \rangle - \langle x^S_i \rangle \langle x^S_j \rangle = \int \hat{\psi}_i(\mathbf{k}) \hat{\psi}_j(\mathbf{k}) P(\mathbf{k}) \frac{d^3k}{(2\pi)^3}. \] (20)

By combining Eq. (20) and (11), we can write down the covariance of \( x^S \):

\[ \langle x^S_i x^S_j \rangle - \langle x^S_i \rangle \langle x^S_j \rangle \approx \sum_\alpha p_\alpha Q^\alpha_{ij}, \] (21)

where

\[ Q^\alpha_{ij} = \int \hat{\psi}_i(\mathbf{k}) \hat{\psi}_j(\mathbf{k}) X_\alpha(\mathbf{k}) \frac{d^3k}{(2\pi)^3}. \] (22)

Finally, using the fact that \( \langle \hat{x} \rangle = P x \) determines also the relationship between the cosmological components of \( x \) and \( \hat{x} \), we find that

\[ C^S \approx P \left[ \sum_\alpha p_\alpha Q_\alpha \right] P^T \] (23)

and therefore that

\[ C_{\alpha\beta} \approx P Q_\alpha P^T. \] (24)

4. The noise covariance

While \( \langle \hat{x}^N \rangle = \langle x^N \rangle = 0 \), the instrumental noise still contributes to the covariance. Our mapmaking formalism makes it straightforward to track how the noise on individual visibilities, \( \sigma_\alpha^2 \), translates into correlated noise between pixels in a dirty map, which is described by \( C^N \). Let us imagine that \( x = 0 \) and our instrument measured just noise for each visibility. If we compute the covariance of \( \hat{x} \) in this case we will have \( C^N \), since \( C^S \) and \( C^{FG} \) represent our knowledge about the sky. This is true because there are no cross terms that correlate noise with foregrounds or signal.

Therefore, since our usual inverse covariance weighted map estimator now gives us

\[ \hat{x}^N = D A^\dagger N^{-1} n, \] (25)

it follows that

\[ C^N = \langle \hat{x}^N (\hat{x}^N)^T \rangle = \langle D A^\dagger N^{-1} n n^T A D^T \rangle \]

\[ = DA^\dagger N^{-1} (n n^T) N^{-1} A D^T \]

\[ = DA^\dagger N^{-1} A D^T = P D^T. \] (26)

This is a gratifyingly simple result; calculating \( P \) yields \( C^N \) virtually for free. It also allows us to avoid the common assumption (made for example by [12,29] and, [30]) that instrumental noise is uncorrelated between pixels in a gridded \( uv \)-plane. Correlations between \( uv \) pixels introduced by the primary beam are fully taken into account in our framework because, like in [39], \( C^N \) contains all the relevant information about the instrument and the mapmaking process.

5. The foreground covariance

Finally, we come to the statistics of the foregrounds. The reason that we treat \( x^{FG} \) as a random field even though there is really only one set of true foregrounds is that we want to represent both our best guess at the foregrounds and our uncertainty about that guess. When we write \( \langle x^{FG} \rangle \) in
Eq. (16), we really mean our best guess as to the true foregrounds—the average of our incomplete knowledge about their positions, fluxes, spectral indices, and angular extents. Therefore we need to calculate

$$\mu = \langle \hat{x}^{FG} \rangle = P(x^{FG}) = P x^{FG}_{\text{model}}$$

(27)

to use in our quadratic estimator in Eq. (13).

Previous work (e.g. [29,30]) built explicit models of the foreground uncertainty by looking at the first and second moments of $x^{FG}$ and not at $\hat{x}^{FG}$. We can take that work and generalize it straightforwardly. If $C^{FG}_{\text{model}}$ is a model of foregrounds that takes into account our uncertainties about fluxes, spectral indices, and angular correlations, like the one developed in [29] and [30], then the foreground covariance of the estimator is

$$C^{FG} = P C^{FG}_{\text{model}} P^T.$$  

(28)

This equation compactly illustrates a key difference between the analysis methods developed by Liu and Tegmark [29] and Dillon et al. [30] and any future work that takes into account the inherent frequency dependence of foregrounds in dirty maps—the focus of this work. Intrinsic foregrounds are believed to be dominated by only a few Fourier modes [63]. That means that the expression of our uncertainty about the level of foreground contamination and thus our ability to subtract foreground, $C^{FG}_{\text{model}}$, should also be dominated by a few Fourier modes. However the PSF’s spectral and spatial structure moves power from those low $k_j$ modes up into the wedge. In Fig. 4, we plot a few representative lines of sight of a field-centered PSF of a zenith-pointed instrument at different distances from field center. Even a flat-spectrum source would see considerable structure introduced on many spatial scales along the line of sight, especially far from the zenith. This is the origin of the wedge [36] and, as [39] pointed out, it can be fully understood as a consequence of the fact that frequency appears in the exponent of Eq. (4). An interferometer is an inherently chromatic instrument.

To summarize, in order to optimally estimate a 21 cm power spectrum from the results of an optimal mapmaking routine, we must properly take into account the relationship between the dirty map and the true sky. To do this, we will need:

1. Our estimated dirty map, $\hat{x}$.
2. The normalization matrix for that map, $D$, and the matrix of point spread functions, $P$. Those require knowledge of the instrument, the observing strategy, and the noise in our measurements.
3. A model for the cosmological signal, which will allow us to properly account for sample variance.
4. A “best guess” for the foregrounds and a model for our uncertainty about that best guess.

FIG. 4 (color online). The position and frequency dependence of the synthesized beam is the origin of the wedge feature and plays a key role in determining which Fourier modes are foreground dominated in any power spectrum estimate. Here we show four different example lines of sight through a single frequency-dependent PSF, namely the one we showed for HERA in the top row of Fig. 3. The structure we see means that intrinsically flat spectrum sources will appear far more complicated in a dirty map. We can also see that emission further from the zenith has a more complicated spectral structure—an observation that helps explain the wedge. Any attempt at foreground subtraction will require detailed knowledge of this spectral behavior, both for our models for foregrounds and for our models of our uncertainty about foreground fluxes and spectral indices.

With all these components, we can go from visibilities, through the data-compressing mapping step, and all the way to band powers in a self-consistent way while minimizing the loss of cosmological information and maintaining a full understanding of the error properties of our measurements.

### III. PRECISION MAPMAKING IN PRACTICE: METHODS, TRADE-OFFS, AND RESULTS

The theoretically optimal mapmaking method outlined in Sec. II poses immense computational challenges. To make it useful for real-world application, we need to find and assess ways of simplifying it while maintaining its precision and statistical rigor.

Because this work serves in large part to generalize the work of [30], it is essential to continue to assess that the proposed algorithms are computationally feasible, despite the large size of these data sets and the potentially cost-prohibitive matrix operations involved. That work showed that as long as $C$ could be decently preconditioned and then multiplied by a vector quickly, we could estimate the power spectrum in a way that scaled favorably with the data volume—between $O(N \log N)$ and $O(N^{2/3})$, where $N$ is the number of voxels in a data volume. This was accomplished using various numerical tricks, taking advantage of
translational invariance, the fast Fourier transform, various symmetries, and the flat-sky approximation.

Without any approximations, the vectors and matrices we introduced in Sec. II are very big, \( \mathbf{P} \), for example, relates the whole true sky to the whole dirty map—for every frequency, it has as many entries as the number of pixels squared. The time-ordered data vector is very big too—it has entries for every baseline, at every frequency, for every integration. That means that \( \mathbf{A} \) is enormous, since it maps from \( \mathbf{x} \) to \( \mathbf{y} \). We quantify exactly the exact scale of the problem of data volume and computational difficulty in Sec. III C, but it is clear that calculating every vector and matrix quantity we have enumerated in Sec. II is not feasible.

When making maps, there are at least six ways to make \( \hat{\mathbf{x}} \) and \( \mathbf{P} \) smaller or easier to calculate or use. Three have to do with the geometry of \( \hat{\mathbf{x}} \); three have to do with approximate methods of calculating \( \hat{\mathbf{x}} \) or \( \mathbf{P} \):

1. We can make faceted maps of only very small parts of the sky at a time.
2. We can pixelize the sky more coarsely.
3. We can average together neighboring frequencies, lowering the frequency resolution.
4. We can average together neighboring time steps before computing \( \mathbf{P} \).
5. We can make \( \mathbf{P} \) smaller by taking advantage of the finite sizes of the primary and synthesized beams.
6. We can make \( \mathbf{P} \) sparser by approximately fitting it in some basis.

Roughly speaking, the first three approaches affect the kind of maps we want to make and the information content in them. The last three affect the quality of the maps we make or the fidelity with which an approximate version of \( \mathbf{P} \) represents the relationship between \( \hat{\mathbf{x}} \) and \( \mathbf{x} \). The exact properties of the desired maps depends upon the power spectrum estimation technique used. For example, if we want to measure high \( k_\perp \) modes, we need high angular resolution and therefore a lot of pixels.

In this work, we take a specific case of the first three—choices motivated by the particular array we assess and the desire not to lose much cosmological information. We then evaluate quantitatively the trade-offs inherent in approaches that affect the quality of \( \hat{\mathbf{x}} \) and any approximation to \( \mathbf{P} \). We begin by specifying both the array (Sec. III A) and the sky model (Sec. III B) that we use for the case study we present. In that context, we can quantify the computational challenges involved in mapmaking in Sec. III C.

From there, we examine the three ways of making the mapmaking problem easier for a given kind of map. In Sec. III D we look at truncating \( \mathbf{P} \) and how that affects our understanding of the relationship between the dirty map and the true sky. In Sec. III E we look at the optimal way to perform time averaging and the trade-offs involved. Then we look at finding a sparse approximation to \( \mathbf{P} \) in Sec. III F, which is important because multiplication by all three parts of \( \mathbf{C} \) also requires multiplication by \( \mathbf{P} \). We discuss a way of accomplishing that in the spirit of [30].\(^8\) All of these speedups require small approximations and we assess the effect of those approximations quantitatively. Finally, in Sec. III G we summarize those results and what we can confidently say so far about the accuracy requirements for approximating \( \hat{\mathbf{x}} \) and \( \mathbf{P} \) for the purposes of 21 cm power spectrum estimation.

A. HERA: A mapmaking case study

To test our mapmaking method and our techniques for speeding it up, we need to simulate the visibilities that a real instrument would see. We choose the planned design of the recently commenced HERA as a particularly timely and relevant case study. HERA will have 331 parabolic dishes, each 14 m in diameter. They will be fixed to a point at the zenith with crossed dipole antennas suspended at prime focus. They will be arranged into a maximally dense hexagonal packing (see Fig. 5), both to maximize sensitivity to cosmological modes [18,41] and for ease and precision of calibration [64–66].\(^9\) In this work, our calculations assume perfect calibration of the instrument and (unless otherwise stated) perfect antenna placement.

HERA also has two advantages that make our algorithms easier to carry out on a relatively small number of computers. First, although it has 331 elements, it only has 630 unique baselines. That is because a highly redundant array with \( N \) baselines has \( \mathcal{O}(N) \) unique baselines, as opposed to minimally redundant arrays, which have \( \mathcal{O}(N^2) \) baselines. That is why the MWA has an order of magnitude more baselines than HERA, even though it has only 128 elements. Second, it has a relatively small primary beam, in contrast to both MWA and PAPER. In this work, we model it fairly accurately as a Gaussian beam with a full width at half maximum of 10° at 150 MHz. It should be noted that the method described in this work is independent of the interferometric design. HERA happens to be both a particularly convenient and a relevant example.

\(^8\)The question of preconditioning for rapid conjugate gradient convergence, which was addressed in [30] in the context of estimators based on \( \mathbf{x} \) rather than \( \hat{\mathbf{x}} \), is left for future work. That question cannot be answered until the exact form of the \( \hat{\mathbf{x}} \) is chosen. We may choose estimators with a tapering function, such as those suggested by [39] and [40]. We may also choose to project out certain modes from the dirty map, as we discuss in Appendix B.

\(^9\)Plans for HERA also include outrigger antennas at much greater distances from the hexagonal core to enable low signal-to-noise, high angular resolution imaging. Though they will be useful for making high-resolution maps and modeling astrophysical foregrounds, they do not add significantly to the cosmological sensitivity of the instrument. Since we are focused on maps as a data-compression step between visibilities and power spectra, we ignore them in this analysis.
B. Testing mapmaking with a specific sky model

As we find ways to compute mapmaking statistics quickly and accurately, we need to answer a key question: do we understand the relationship between our dirty map \( \hat{x} \) and the input sky model from which we simulated visibilities? It is not important how much our dirty maps look like the sky itself. We just want to make sure that we keep track of everything the instrument and our mapmaking algorithm has done to the data so we can take it into account properly when we start estimating power spectra.

We therefore need an input sky model for two reasons. First, we need to be able to use Eq. (4) to compute visibilities and thus \( \hat{x} \). Next, we also want to compute the matrix of point spread functions \( P \) corresponding to the same set of observations and multiply it by our true sky model \( x \). The error metric we use therefore is

\[
\epsilon = \frac{|\hat{x}_{\text{exact}} - \hat{x}_{\text{approx}}|}{\hat{x}_{\text{exact}}}. \tag{29}
\]

To be clear, this does not measure the difference between our dirty map and the true sky. It is merely a measure of the discrepancy between what the instrument and our mapmaking routine did to the sky in order to form the dirty map \( \hat{x}_{\text{exact}} \) and what we think we know about those effects \( \hat{x}_{\text{approx}} \) when we write down \( \mu \) and \( C \).

One advantage to this metric is that it is often relatively easy to calculate \( \hat{x}_{\text{exact}} \), at least up to \( D \) which we can factor out of the numerator of Eq. (29), compared to calculating \( P \). That is because calculating \( A N^{-1} y \) is as computationally difficult as calculating a single row of \( P \). In the following sections, we will be examining ways of computing \( P \) faster. Sometimes (e.g. in Sec. III D and III F) that means an approximate \( P \) but an exact \( \hat{x} \), in which case \( \hat{x}_{\text{approx}} = P_{\text{approx}} x \). Other times (e.g. in Sec. III E) that means a method for computing \( \hat{x} \) that also makes \( P \) easier to compute. In that case, Eq. (29) compares the approximate method for computing \( \hat{x} \) with the exact one.

We have chosen a sky model with two components: (1) bright point sources and (2) diffuse emission from our Galaxy and other dim, confusion-limited galaxies. Since each frequency is measured and analyzed independently (meaning that \( A \) is sparse and can be written compactly in blocks), we will perform all the simulations at a representative frequency of 150 MHz. While the simulations properly weight visibilities based on how many times each unique baseline was measured, we do not include any noise in our calculation of the quantities in Eq. (29). We also assume that all baselines at a given frequency have the same noise properties, though that assumption can be straightforwardly relaxed.

1. Point sources

Our sky model includes bright point sources above 1 Jy with specified positions, fluxes, and spectral indices. These are taken from the MWA Commissioning Survey Catalog [67], which is complete to below 1 Jy for a large fraction of the sky. The included spectral indices are used to extrapolate their fluxes at 150 MHz down from the survey frequency of 180 MHz. For the calculation of visibilities using Eq. (4), they are treated as true point sources with Dirac delta function spatial extent. In Fig. 6, we show a representative sample of those point sources and what they look like in the dirty map, \( \hat{x} \).

The sky model for point sources is completely independent of our pixelization. Since we know the location of all the point sources, we can think of \( x \) as having a discretized component covering the whole sky in pixels—which we will use for analyzing diffuse emission—and a set of Dirac delta function fluxes at the positions of the point sources. The sky model for point sources is completely independent of our pixelization. This is completely compatible with the definition of our pixelization in Sec. II A, it is just that some pixels have finite area and some have infinitesimal area. It is the pixels with finite volume that we care about for 21 cm power spectrum estimation, but the infinitesimal “pixels” matter for foreground subtraction. Likewise, \( P \) has two
blocks: one that maps pixels on the true sky to pixels on the dirty map and one that maps points on the true sky to pixels on the dirty map.

2. Diffuse emission

In the case of point sources, we might hope to use precise locations on the sky to refine our models of $\mathbf{\mu}$ and $\mathbf{C}$ and do a better job of separating foregrounds from the 21 cm signal. That is simply not possible with diffuse synchrotron emission from our Galaxy and/or with the confusion-limited emission from relatively dim radio galaxies. Fundamentally, our best guess at that emission and its statistics will have to be discretized and pixelized. Uncertainty about how many confusion-limited point sources appear in a single pixel introduces shot noise, which can be modeled [29,30].

In this work, we are interested in errors caused by assumptions and approximations in our mapmaking routine whose effects are not taken into account when estimating power spectra. In order to write down a vector $\mathbf{x}$ that we can use to compute $\hat{\mathbf{x}}$ and thus $\varepsilon$ with Eq. (29), we can either treat the emission as constant in the pixel or we can treat the emission as a “point source” at the center of each pixel. For computational simplicity, we choose the latter. With relatively small pixels, there is no practical difference between the two. Since we are concerned about translating our models for foreground residuals in the true sky into models in the dirty map, the pixelization here is not an approximation so much as a consequence of the discretized models for foreground residuals we need for power spectrum estimation. It is possible to construct $\mathbf{P}$ to have different angular resolutions of $\mathbf{x}$ and $\hat{\mathbf{x}}$, if one would like to incorporate a high-resolution diffuse foreground covariance model. The more information we can incorporate about the foregrounds, the smaller our uncertainties get and the better foreground subtraction works.

We use the popular HEALPix software package [68] for discretizing the celestial sphere into regularly spaced, equal-area pixels. As a model for the emission itself, we use the Global Sky Model of de Oliveira-Costa et al. [69] (see Fig. 7). The precise model we choose for this work matters only insofar as it is relatively realistic and representative of the true sky. That said, building good foreground models is an important ongoing endeavor relevant to power spectrum estimation and foreground subtraction [22–24,70,71].

C. Computational challenges of mapmaking

We already alluded to the fact that we need to investigate various simplifications and approximations to make the calculation of $\hat{\mathbf{x}}$ and $\mathbf{P}$ tractable. Let us take the time to see exactly where the problem lies.

Consider the matrix $\mathbf{A}$ where $\mathbf{y} = \mathbf{Ax} + \mathbf{n}$. $\mathbf{A}$ maps a discretized sky into time-ordered data. If we want to slightly over-resolve the sky with HERA, we might choose a HEALPix map with $N_{\text{side}} = 256$, which gives an angular resolution of about 0.2°. That is almost $10^8$ pixels at each of about 1000 different frequencies (assuming 100 kHz resolution and 100 MHz of simultaneous bandwidth). If we measure all our visibilities every two seconds for 1000 total hours at all 1000 frequencies, that is $10^{14}$ visibilities, so naively, $\mathbf{A}$ is a $10^{14} \times 10^9$ matrix. That is a problem.

Of course, there are many standard simplifications. Each frequency is treated completely independently during mapmaking, so we can treat $\mathbf{A}$ as either block diagonal or as a family of 1000 much smaller matrices, $\hat{\mathbf{A}}(f)$. Redundant baselines measure the same sky, so their visibilities can be combined together, reducing both instrumental noise and the number of visibilities by a factor of almost 100 in the case of HERA. Getting 1000 hours of nighttime observation takes about 100 days, so we can in local sidereal time, reducing both noise variance and data volume by another 2 orders of magnitude. Since each time
step is independent of all others, we can further break $A$ into about 10,000 pieces for each integration. We still have $10^7$ different $A$ matrices, each $10^3 \times 10^6$. This size is challenging but acceptable for either simulating visibilities or calculating $A^\dagger N^{-1}y$. However, it is simply too big for the calculation of $P$, which would require the computationally infeasible task of multiplying together two matrices of this size $10^7$ times, each multiplication taking roughly $10^{15}$ operations. In the following sections, we will look at ways of reducing the number of $A(f)$ matrices and making each $A(f)$ smaller, especially during the calculation of $P$.

D. Faceting and first mapmaking results

The matrix of point spread functions $P$ is defined by the relation $\langle \hat{x} \rangle = Px$. It can be thought of as a transformation from one pixelized real space—that of the true sky—to another—that of the dirty map. For even a modest angular resolution, that is an enormous matrix. Do we really need to know the relationship between every pixel in the sky and every pixel in the dirty map?

1. Why we facet

Breaking up the field of view into a number of smaller facets is a standard technique in radio astronomy, especially when one wants to minimize the effects of noncoplanar baselines [72]. For purposes of 21 cm cosmology, there are two good reasons to consider relatively small regions of the sky one at a time. The first is HERA's observing strategy. Because it statically points at the zenith, HERA scans a fixed stripe in declination about 10° wide. It seems reasonable that we can analyze parts of the stripe independently, making maps and computing power spectra for each small facet. In Fig. 8, we show an example of what that faceting might look like.

The only significant disadvantage to faceting is that we lose the ability to measure modes in the power spectrum with wavelengths perpendicular to the line of sight that are larger than the facet. Doing so properly and with precisely quantified error properties would require calculating covariance between facets, which is effectively the same as not faceting at all. This is not such a great hardship. Due to the survey geometry, only the long modes oriented along the HERA stripe could have been measured at all. They are longer than the shortest baseline, meaning that they can only be sampled after considerable sky rotation. The same $k$ modes can also be accessed along the line of sight, except those at very low spectral wave numbers, which are bound to be foreground dominated.

FIG. 8 (color online). The faceted approach we use to speed up optimal mapmaking and power spectrum estimation will be especially useful for HERA because it is limited to only observe an approximately 10° stripe of constant declination, centered on the array's latitude of approximately $-30.7°$. It is fairly natural to split up the observation into roughly $10^3 \times 10^7$ facets, each analyzed separately. This makes $P$ much easier to compute and lets us use the flat-sky approximation, a requirement for implementing the power spectrum methods of Dillon et al. [30]. Very little cosmological information is lost in this process; only the longest spatial modes are thrown out and they should be dominated by galactic emission.
The other major upside to faceting is that, if we want to use the fast power spectrum techniques developed in [30], we need to take our maps and chop them up into facets anyway. That is because any fast algorithm that takes advantage of the fast Fourier transform (e.g. that in [30]) and translational invariance relies on rectilinear data cubes, which is only an accurate approximation for small fields where the flat-sky approximation holds. Happily, that rough size is also about 10°. For other instruments, the choice of facet size is less obvious and depends on the computational demands of both mapmaking and power spectrum estimation. Bigger facets preserve more information, but they can be more computationally expensive than they are cosmologically useful. The exact right choice for other interferometers is a matter for future work.

2. Faceted mapmaking method and results

So, instead of using $DA^\dagger N^{-1}y$ to calculate $\hat{x}$, we instead redefine $\hat{x}$ using

$$\hat{x} = DK_{\text{facet}}A^\dagger N^{-1}y.$$  \hspace{1cm} (30)

where $K_{\text{facet}}$ maps the full sky to a small portion of the sky, thus making $P$ asymmetric. Doing this for every facet basically amounts to only mapping the parts of the sky that are ever near the center of the primary beam. This provides a computational simplification by a factor of $4\pi/(\Omega_{\text{facet}} N_{\text{facets}})$, which for HERA is about an order of magnitude. An instrument that can see the whole sky would see no computational benefit just from breaking the sky in facets.

The real computationally limiting step is the calculation of $P$. Since we are only interested in the dirty map of a facet, we care only about source flux that could have contributed to that dirty map. That means that we can truncate each point spread function some distance from the facet center. Flux outside that truncation radius is assumed not to contribute significantly. In other words,

$$P = DK_{\text{facet}}A^\dagger N^{-1}AK_{\text{PSF}}^T$$  \hspace{1cm} (31)

where $K_{\text{PSF}}$ is the same as $K_{\text{facet}}$ except that it cuts off at some larger radius than the facet size. We get to choose exactly what radius we want to assume that no outside flux

FIG. 9 (color online). In order to accurately reproduce dirty maps, we must include in our $P$ matrix the effect flux from outside the facet that appears in the side lobes of off-facet sources. Here we demonstrate that effect by looking at how the approximate PSF-convolved sky, $P_{\text{approx}}$, evolves as we expand the distance from the center of the facet at which the point spread function is approximated to not contribute. In the top row, we plot $P_{\text{approx}}$, while on the bottom row we plot $P_{\text{approx}} - \hat{x}_{\text{exact}}$. ($P_{\text{exact}} = \hat{x}_{\text{exact}}$ is shown in the bottom panel of Fig. 7.) Since the visibilities that go into computing $\hat{x}$ derive from a full-sky calculation, side lobes are automatically included. The bright spot we see on the top right panel, which appears as a dark spot on the bottom left and bottom middle panels, is a prominent side lobe from a very bright source outside the facet, but within 15° of the facet center. This explains what we saw in Fig. 7 and the dramatic improvement in the error we see in the right-hand panels.
contributes to the facet. This is a completely tunable approximation and it becomes exact in the limit that that radius encompasses the whole sky.

Therefore, instead of mapping the whole sky to the whole sky, the matrix of point spread functions now maps some moderate portion of the sky to a somewhat smaller part of the sky. Since \( N \) is diagonal, both the time it takes to calculate \( P \) and the memory it takes to store it are reduced by a very large factor. If the truncation region is four times the 10° facet size, for example, then that savings is a factor of about \( 10^4 \).

This new definition of \( \hat{x} \) means that \( D \) is now a much, much smaller matrix—it has only as many elements as there are pixels in the facet. And since we are only interested in the correlation between pixels in the map, the noise covariance is now

\[
C^N = PK_{\text{facet}}^T D^T, \tag{32}
\]

which is much smaller and still quite simple.

We illustrate the effect of the PSF truncation radius in Fig. 9, showing the large impact that increasing the truncation radius has on our calculations of \( \hat{x}_{\text{approx}} = P_{\text{approx}} \hat{x} \) and therefore of \( \epsilon \). We find that once the PSF includes both the central peak of the synthesized beam and the first major side lobes, the convergence of \( \hat{x}_{\text{approx}} \) to \( \hat{x}_{\text{exact}} \) is very quick.

We further tested the expected convergence of the algorithm for a fixed facet size and variable \( K_{\text{PSF}} \) using the sky model from Sec. III B. Our results, which we show in Fig. 10, again demonstrate that the PSF truncation radius does not need to be much larger than the facet, if the facet is comparable in size to the primary beam. The exact level of error introduced by faceting will, in general, depend upon the compactness of both the primary and the synthesized beams. The approximation that the point spread function is Gaussian might make the plotted relative error a bit optimistic, though the side lobes in the real HERA primary beam are quite small.

In summary, faceting allows us to decrease the time it takes to calculate the \( P \) and the memory required to store it by a factor of \((4\pi)^2/(\Omega_{\text{facet}} \Omega_{\text{PSF}})\), where \( \Omega_{\text{PSF}} \) is the angular size of the region left by \( K_{\text{PSF}} \). In the case of HERA, that works out to about 10,000 times faster and smaller.

### 3. Mitigating nonredundancy

Making maps in facets also has one extra advantage useful in addressing a common complication presented by real-world arrays. If we assume in our analysis that every baseline of a given designed separation actually has that separation, we will be ignoring errors that can be a decent fraction of a wavelength. And though HERA is a zenith-pointed array for which noncoplanar effects are small, they are not zero and can be quite large for other instruments like the MWA. Noncoplanarity creates nonredundancy.

However, as long as we know precise positions of all of our antennas (which is far easier than making the array perfectly redundant) we can use the fact that we are only mapping a single facet at a time to reduce those phase errors near the center of our map. We can think of each baseline corresponding to some unique baseline \( b \) as

\[
b_m = b + \Delta b_m, \tag{33}
\]

where the residuals are caused by inexact antenna placement. That means that Eq. (7) becomes

\[
V(b_m, \nu_n) \approx \sum_k \Delta \Omega \frac{2k \nu^2}{c^2} \hat{x_k}(\nu_n) B(\hat{r}_k, \nu_n) \times \exp \left[-2\pi i \frac{\nu_n}{c} (b + \Delta b_m) \cdot \hat{r}_k \right]. \tag{34}
\]

We need the right-hand side of this equation to be the same for all \( b_m \) corresponding to the unique baseline \( b \), otherwise we lose the redundancy bonus we discussed in Sec. III C.

We can achieve this approximately for small \( \Delta b_m \) because our facets are relatively small. Let us define \( \Delta \hat{r}_k \equiv \hat{r}_k - \hat{r}_0 \) where \( \hat{r}_0 \) points to the center of the facet and \( \Delta \hat{r}_k \) is generally not a unit vector. We can expand the exponent of Eq. (34) as
\[ (\mathbf{b} + \Delta \mathbf{b}_m) \cdot \hat{\mathbf{r}}_0 + \Delta \hat{\mathbf{r}}_k \]
\[ = \mathbf{b} \cdot \hat{\mathbf{r}}_0 + \mathbf{b} \cdot \Delta \hat{\mathbf{r}}_k + \Delta \mathbf{b}_m \cdot \hat{\mathbf{r}}_0 + \Delta \mathbf{b}_m \cdot \Delta \hat{\mathbf{r}}_k. \]  \hfill (35)

The first two terms in the expansion are \( \mathbf{b} \cdot \hat{\mathbf{r}}_k \) and normally appear in \( \mathbf{A} \). The last term, which is second order in this expansion, is approximated to be zero. Even if \( \mathbf{b} \cdot \hat{\mathbf{r}}_0 \) is small, the last term is in general much smaller than the second term. We can, however, correct for the middle term by multiplying both sides of Eq. (34) by a constant phase factor, since
\[ V(\mathbf{b}, \nu, t) \approx \exp \left[ 2\pi i \frac{\nu}{c} \Delta \mathbf{b}_m \cdot \hat{\mathbf{r}}_0 \right] V(\mathbf{b}_m, \nu, t). \]  \hfill (36)

As was our goal, the \( \mathbf{P} \) matrix that results from taking the above equation to be exactly true is the same as if we had not had any antenna placement errors or noncoplanarity. Rephasing lets us mitigate the effect of known errors without having to compute a vastly more complicated \( \mathbf{P} \), which treats all baselines completely independently, even if they are supposed to be redundant.

Effectively, our approximate correction cancels out the phase error at the exact center of the facet and thus minimizes its effect throughout the facet. For example, for \( 1^\circ \) facets at \( 150 \) MHz, a \( 4 \) cm antenna placement error (roughly the level seen in [66]) leaves only a \( 0.6^\circ \) phase error in the visibility after rephasing. The error might be a bit worse when calculating the parts of \( \mathbf{P} \) near the truncation radius. For very large fields, as [72] addressed, this becomes a bigger problem and we may need to break each set of baselines that was supposed to be redundant into a few groups, each closer to exactly redundant, and treat each group separately. The exact effect on the accuracy of the dirty maps from this small correction is left to future work when the exact antenna placement of HERA or a similar array is known.

E. Grouping visibilities into snapshots

Standard interferometric mapmaking techniques accumulate visibilities in the \( uv \)-plane via sky rotation and thereby combine minutes or even hours of visibilities together [44–55,73]. We would like to find a way of reducing the number of rows in \( \mathbf{A} \) for the purpose of calculating \( \mathbf{P} \) by grouping integrations into “snapshots” that are each analyzed as a single time step when we calculate \( \mathbf{P} \). How can we average together multiple visibilities over a range of times while approximating the \( \mathbf{P} \) as having been calculated at only the middle time step of each snapshot? Once again, we can use our freedom to rephase both the visibilities and the \( \mathbf{A} \) matrix as we did in Sec. III D 3. The idea is to try to remove, as much as possible, the effect of sky rotation from the visibilities. Consider again Eq. (4), now with explicit time dependence:
\[ V(\mathbf{b}, \nu, t) = \int B(\hat{\mathbf{r}}, \nu) I(\hat{\mathbf{r}}, \nu, t) \times \exp \left[ -2\pi i \frac{\nu}{c} \mathbf{b} \cdot \hat{\mathbf{r}} \right] d\Omega. \]  \hfill (37)

While the sky rotates, the primary beam is fixed relative to the ground.

By contrast, let us consider a new reference frame with angle vector \( \hat{\mathbf{r}}' \), which rotates with the sky:
\[ V(\mathbf{b}, \nu, t) = \int B(\hat{\mathbf{r}}', \nu, t) I(\hat{\mathbf{r}}', \nu) \times \exp \left[ -2\pi i \frac{\nu}{c} \mathbf{b}(t) \cdot \hat{\mathbf{r}}' \right] d\Omega'. \]  \hfill (38)

Now the beam and the baseline vector have picked up an explicit time dependence while the sky has lost its time dependence. Let us assume that the primary beam is varying very slowly spatially—generally a good assumption since the primary beam is much larger than the spatial scales probed by most baselines.

Let us think of \( V(\mathbf{b}, \nu, t) \) as the visibility measured for the middle integration of a snapshot. A visibility measured a bit later during that snapshot would look like
\[ V(\mathbf{b}, \nu, t + \Delta t) \approx \int d\Omega B(\hat{\mathbf{r}}', \nu, t) I(\hat{\mathbf{r}}', \nu) \times \exp \left[ -2\pi i \frac{\nu}{c} (\mathbf{b}(t) + \Delta \mathbf{b}) \cdot \hat{\mathbf{r}}' \right]. \]  \hfill (39)

where \( \Delta \mathbf{b} \) is the difference between \( \mathbf{b}(t + \Delta t) \) and \( \mathbf{b}(t) \) in the primed coordinate system. The dot product is basis independent, so
\[ (\mathbf{b}(t) + \Delta \mathbf{b}) \cdot \hat{\mathbf{r}}' = \mathbf{b} \cdot (\hat{\mathbf{r}} + \Delta \hat{\mathbf{r}}(\hat{\mathbf{r}})), \]  \hfill (40)

where the right-hand side is back in the frame that is stationary relative to the Earth. \( \Delta \hat{\mathbf{r}}(\hat{\mathbf{r}}) \), which is not a unit vector, is the amount of sky rotation between times \( t \) and \( t + \Delta t \). It is approximately constant across the facet for spatial scales probed by most baselines. For very large fields, as [72] addressed, this becomes a bigger problem and we may need to break each group separately. The exact effect on the accuracy of the dirty maps from this small correction is left to future work when the exact antenna placement of HERA or a similar array is known.
We can therefore add together many visibilities taken at different times and approximately treat them as if there were all taken at the middle integration in the snapshot by rephasing them. This is very similar to the "fringe-stopping" technique from traditional radio astronomy, which seeks to counteract the effect of the rotation of the earth at the location of a source [42].

As we saw in Sec. III D 3, the effect of rephasing visibilities cancels out in $P$, since the extra term in $A$ gets canceled out in $A^\dagger$. That is why we only have to perform the calculation of $P$ once per snapshot rather than once per integration. We show in Fig. 11 a marked improvement, especially in the case of long snapshots, between naïvely adding together visibilities as if the sky were not rotating overhead and adding together rephased visibilities.

In Fig. 12 we show quantitatively how the error increases as snapshots get longer. Here we care how these approximate dirty maps compare to the exact dirty maps made when each 10 s integration is treated completely separately. We also found it important to rephase the visibilities to the exact middle of the snapshot, which creates a first-order cancellation that removes some of the error associated with this approximation.

Based on the results we show in Fig. 12, it is likely that we can cut another 1 to 2 orders of magnitude off the total number of operations we need to perform to calculate $P$, making that calculation considerably easier. For a given accuracy goal, it is also possible to make the calculation of $P$ even simpler by forming snapshots with different durations for baselines of different lengths, keeping $\Delta \phi$ small.

**F. PSF fitting**

Now that we have found accurate and well-understood approximations that make computing $P$ computationally feasible, we need to worry about multiplying a vector by $P$. This is a necessary step in any power spectrum estimation scheme adapted from [30], since $P$ appears in Eq. (23), (24), (26), and (28). In general, the number of operations in this calculation scales with the number of pixels in the facet, the number of pixels in the PSF, and the number of frequency channels, i.e. as $O(N_{\text{facet}}N_{\text{PSF}}N_f)$. This is slower...
FIG. 12 (color online). The error introduced by approximating the observation as having taken place at only a few discrete times, many seconds or minutes apart, can be mitigated by appropriately rephasing visibilities before combining them. Here we show quantitatively how the length of snapshots can be sped up. From the diagonal of the matrix, or in other words that the observation as having taken place at only a few discrete times, many seconds or minutes apart, can be mitigated by appropriately rephasing visibilities before combining them. Here we show quantitatively how the length of snapshots can be sped up. Then, if we approximate the HEALPIX pixelization as a regular grid. If we index along those axes with $i$ and $j$ in the dirty map and $i'$ and $j'$ in the true sky, then for a single frequency the matrix of point spread functions can be written as

$$P_{i'j'} = t_{i-i'} s_{j-j'}$$  \hspace{1cm} (44)$$

or as

$$P = T \otimes S$$  \hspace{1cm} (45)$$

where $T$ and $S$ are Toeplitz matrices.

And yet we can easily see from Fig. 3 that point spread functions do not respect translational invariance. In the bottom row where the PSFs are displaced from the center of the facet, the side lobes nearer the edge of the primary beam are downweighted relative to those nearer the center. This is a consequence of optimal mapmaking, which downweights the contribution from regions of the sky that the telescope is less sensitive to. However, we expect that the physical effects that lead to a translationally varying PSF, like the primary beam and the projected array geometry, should change smoothly over the field. So while the PSF is translationally varying, perhaps its translational variation can be modeled with a small number of parameters.

If we calculate $P$, the matrix of point spread functions that maps every pixel in some extended facet to every pixel on the facet of interest, we can model this translational variation by reorganizing $P$. We have chosen our normalization $D$ so that the specific point spread function mapping the sky onto a given pixel has a value of 1 at the center pixel of its main lobe. But what about all the pixels displaced exactly pixel northeast from the center of the main lobe in all the PSFs? Or ten pixels?

We expect these all to be similar, but also to vary slowly over the facet—though exactly how is not obvious a priori. In the right-hand panel of Fig. 13 we plot the points on the PSFs displaced exactly 15 pixels along one of the two principal axes from the centers of their main lobes (illustrated by the left-hand panel). The $x$ and $y$ axes of the plot tell us which pixel a given PSF is centered on. As we expected, the variation over the facet is very smooth and is well approximated by a low-order polynomial. If we had instead plotted a displacement of 0, the right-hand panel would have been a perfectly flat plan of all ones because of the definition of $D$.

How can we take advantage of the sparsity of information needed to describe $P$ to write it as the sum of matrices that can be quickly multiplied by a

$$D_{ii} = \frac{1}{n}$$

We define these axes by taking the center pixel and computing the linearly independent vector directions towards the nearest two pixels. It is not a problem that these two directions are not orthogonal—the FFT can be performed along non-orthogonal directions, as pointed out by [61].
vector? Let us first consider the simpler, 1D case. Instead of the translational invariance that leads to matrices of the form in Eq. (43) where the main diagonal and all parallel off diagonals are constant, instead we model them all as polynomials:

$$P_{1D}^{ii} = \sum_n t_{n,i-i'}(i + i')^n. \quad (46)$$

This is a polynomial expansion in $(i + i')$, the distance along a diagonal, with coefficients $t_{n,i-i'}$ that make up a Toeplitz matrix. Again, primed indices tell us where on the true sky and unprimed indices tell us where in the faceted dirty map. The polynomial fit coefficients are a function of specific displacement of the main lobe of the PSF, hence the index $i - i'$. However, to fit all PSF values for the same displacement, we need to multiply those coefficients by the displacement from the center of the facet to the correct polynomial power. Our hope is that we can approximate $P$ with a relatively low-order polynomial.

Expanding this out and cutting off the series after the second order in $n$, we get that

$$P_{1D}^{i} \approx T_0 + JT_1 + T_1J + J^2T_2 + 2JT_2J + T_2J^2 \quad (47)$$

where each $T_n$ is a Toeplitz matrix and $J$ is a diagonal matrix with integer indices centered on zero as its entries:

$$J \equiv \text{diag}(\ldots, -4, -3, -2, -1, 0, 1, 2, 3, 4, \ldots). \quad (48)$$

Terms in the expansion that involve $(i')^n$ look like $J^n$ to the right of $T_n$, since they index into a vector multiplied by $P_{1D}$ on the right, like the true pixelized sky. Likewise, terms that involve $i^n$ have a $J^n$ matrix on the left.

In 2D, the situation is a bit more complicated. For clarity, let us treat $P$ as a 4-indexed object, mapping two spatial dimensions to two other spatial dimensions. We approximate $P$ as a polynomial sum of the form

$$P_{2D}^{ij} = \sum_{n,m} t_{n,m,i-i',j-j'}(i + i')^n(j + j')^m. \quad (49)$$

Now $T_{n,m}$ is a “block Toeplitz” matrix, essentially a Toeplitz matrix of Toeplitz matrices. Thankfully, multiplying by the matrix by a vector of size $N_{PSF}$ still only scales as...
The effects of most of the information. One could use this technique to incorporate the PSF runs up against the limits of the flat-sky approximation. Errors come far from the facet center, especially in the high-resolution.

Increasing accuracy, however, comes at a steep cost. While the total number of terms in a polynomial/Toeplitz expansion of the matrices in the right-hand side of the symbol and matrices on the left-hand side of the symbol and $J$ or $J'$ matrices on the right-hand side. In fact, it turns out that the exact number of polynomial terms is

$$N_{\text{poly}} = \frac{1}{24} (24 + 50\omega + 35\omega^2 + 10\omega^3 + \omega^4), \quad (51)$$

where $\omega \equiv \max(n + m)$ is the highest order polynomial considered.

The good news is that this fitting works pretty well at relatively low order, such as cubic or quartic. In Fig. 14 we calculate the relative error between a dirty map computed by convolving the pixelized true sky with a very accurate $P$ (one computed with a large truncation radius and no snapshotting) and one computed with a polynomial fit to the translationally varying component of $P$. We find that the method outlined above can faithfully reproduce the dirty map to high precision.

Increasing accuracy, however, comes at a steep cost. While multiplication of $P$ by a vector for a single frequency can be performed in $O(N_{\text{ facet}} N_{\text{ PSF}})$, multiplication of a polynomially approximated $P$ takes $O(N_{\text{ poly}} N_{\text{ PSF}} \log N_{\text{ PSF}})$. Since $N_{\text{poly}}$ scales with the fourth power of the maximum order, it gets expensive very quickly. Thus the method outlined above is especially useful when $\sim 1\%$ to $0.1\%$ errors are acceptable or when facets are exceptionally big or of exceptionally high resolution.

It is possible to reduce that cost by attacking the problem with a hybrid approach. We find that the biggest fitting errors come far from the facet center, especially in the bright side lobes. This makes sense, since it is where the notion of a fixed “displacement” from the main lobe of the PSF runs up against the limits of the flat-sky approximation. One could use this technique to incorporate the effects of most of $P$, zeroing out the contributions from side lobe displacements. Then we could take the remainder of the $P$ into account by simple matrix multiplication, achieving the same error with many fewer polynomial terms.

With big facets or at high resolution, PSF fitting serves another function. If the computational cost of mapmaking and power spectrum estimation is dominated by the matrix multiplication $A^T N^{-1} A$ in the calculation of $P$, we can choose to calculate only a representative sample of the entries in $P$ (i.e. only some of the points on the right-hand side of Fig. 13). Then we would rely on the fact that the polynomial fit is overdetermined to back out the missing entries.\footnote{It is worth noting that although a large number of terms might be needed to multiply $P$ by a vector, there are not nearly so many free parameters in the fits. The number of free parameters needed to find a best-fit surface like that in Fig. 13 only scales like the square of the highest polynomial order.}

Whether or not to use the polynomial approximation to the $P$ will depend on the exact telescope configuration and the nature of the mapmaking and power spectrum estimation problems at hand. If we want to try to precisely subtract foregrounds and work deep within the wedge, the polynomial approximation might not be good enough. However, if instead our power spectrum estimation strategy is to focus on isolating the EoR window and projecting out...
foreground-dominated modes entirely, it is less important that we very precisely understand the effect of the instrument. In that case, it is more likely that the polynomial PSF fitting approach outlined above will be useful. We explore these two approaches in the context of the mapmaking formalism in Appendix B.

### G. Computational methods summary

In the previous three sections, we explored three different ways of speeding up either the calculation of \( \mathbf{P} \) or the multiplication of \( \mathbf{P} \) by a vector. In Table I we summarize those results. In general, we find that PSF truncation and snapshotting have the most utility for HERA. PSF fitting, in the fiducial scenario we considered, is the least helpful. However, for a telescope with much higher angular resolution than HERA, PSF fitting is likely to be more useful, since multiplication of a vector by \( \mathbf{P} \) scales quadratically with the number of pixels in the facet.

While these results are specific to HERA, we can draw a few general conclusions. For HERA at 150 MHz, the first side lobes are about 13° from the main lobe of the synthesized beam. At 13° from the zenith, the primary beam is down by 20 dB. In general, it is likely we will only be able to truncate the PSF in regions where the primary beam is small, meaning that a telescope with a broader primary beam will benefit less from cropping in a way that scales quadratically with the PSF truncation radius and therefore also the PSF’s full width at half maximum. By contrast, larger primary beams are more slowly varying spatially, meaning that longer snapshots are likely to achieve the same error. If the primary beam is relatively smooth, that benefit scales inverse linearly with the size of the primary beam.

Though we used 1% as a somewhat arbitrary point of comparison in Table I, it remains an open question how good our models of the \( \mathbf{P} \) have to be. The only comprehensive way to answer this question is through a full end-to-end simulation of the signal, noise, and foregrounds all passed through a simulated instrument, a mapmaking code, and then power spectrum estimation. That sort of quantitative answer is outside the scope of this paper. However, it is worthwhile to enumerate the ways in which we need to use \( \mathbf{P} \) to make maps and estimate power spectra and to examine the accuracy requirements for those tasks. By our count, \( \mathbf{P} \) appears in six key places in the power spectrum estimation process:

1. When we calculate \( \hat{x} \), we need \( \mathbf{P} \) to define \( \mathbf{D} \). However, looking closely at Eq. (13) shows that \( \mathbf{D} \) actually cancels out—the factor of \( \mathbf{D} \) in each \( \hat{x} \) and the two in \( \mathbf{C}^{\mu} \) are canceled by the two in each \( \mathbf{C}^{-1} \). Therefore, it does not matter whether we get \( \mathbf{D} \) right or not, as long as we are consistent about what we use for it. This makes sense, \( \mathbf{D} \) was supposed to be an arbitrary choice, so as long as it is invertible, there is no way to get it “wrong” per se.

2. \( \mathbf{P} \) also appears in our models for the parts of \( \mu \) and \( \mathbf{C}^{FG} \) corresponding to bright point sources in \( \mathbf{C}^{FG} \). Accounting properly for bright point sources has the highest bang for the buck, in the sense that it is relatively straightforward to model both their means and covariances in the dirty map. In Sec. III B, we discussed how we could account for bright point sources with well-characterized positions, fluxes, and spectral indices by calculating a column in \( \mathbf{P} \) that maps the point source to the entire facet in the dirty map. For that calculation, the PSF truncation radius is irrelevant because we account for the brightest sources in a separate part of the PSF independent of the HEALPIX grid. Since we calculate only a moderate number of columns of \( \mathbf{P} \), we do not even have to combine integrations into the snapshot. For bright point sources, it is not much extra effort to get \( \mathbf{P} \) almost exactly right.

3. By contrast, diffuse emission from confusion-limited and galactic synchrotron emission in \( \mu \) and \( \mathbf{C}^{FG} \) depends, as we have argued, on knowing how \( \mathbf{P} \) maps a large part of the true sky onto the facet. It is
in this context that approximate versions of \( \mathbf{P} \) are the most useful, but also where they are potentially the most worrisome. Galactic and confusion-limited foregrounds are still orders of magnitude stronger than the cosmological signal and understanding them precisely is very important. Forming \( \mu \) from these foregrounds should be comparatively easy—all we need to do is take our sky model, compute visibilities, and then pass it through our mapmaking routine. We do not even need to calculate the full \( \mathbf{P} \) matrix. Writing down \( \mathbf{C}^{FG} \) is substantially more difficult, since \( \mathbf{C}^{FG} = \mathbf{P} \mathbf{C}^{FG}_{\text{model}} \mathbf{P}^\top \). Exactly how well we need to know \( \mathbf{P} \) in order for \( \mathbf{C}^{FG} \) to accurately reflect the foreground uncertainty depends on the specific instrument, the foreground model, and our uncertainty about that model. A quantitative answer requires detailed covariance modeling outside the scope of this work and is therefore left for future investigation.

(4) Modeling noise properly is extremely important since inside the EoR window only noise and signal should matter. A slight mismodeling of noise due to an error in the calculation of \( \mathbf{C}^N \) could lead to an erroneous detection. If however we perform mapmaking twice from a cross power spectrum of interleaved time steps, we can eliminate noise bias [12,13]. If we do that, it is acceptable (albeit not optimal) to be very conservative in our model of the instrumental noise, effectively increasing the error bars due to noise without biasing our measurement. If we adopt this conservative stance, then we can confidently use an approximate form of \( \mathbf{P} \) when calculating \( \mathbf{C}^N \).

(5) Modeling \( \mathbf{C}^S \) is mostly important for the calculation of a sample variance. In any foreseeable experiment, this is a small contribution to the error. Getting \( \mathbf{C}^S \) slightly wrong is unlikely to be the dominant error associated with approximating \( \mathbf{P} \).

(6) The \( \mathbf{C}_{\mu} \) family of matrices is necessary for telling us how to translate properly weighted dirty maps into power spectra. We need \( \mathbf{P} \) to be as accurate as the precision with which we would like to measure the power spectrum.

In general, the question of exactly how accurately we need to know \( \mathbf{P} \)—and by extension, exactly how well we need to understand our instruments—is an open question for future investigation.

IV. SUMMARY AND FUTURE DIRECTIONS

In this work, we showed how to make precise maps with well-understood statistics specifically for 21 cm power spectrum estimation. We investigated how to connect the framework of optimal mapmaking to that of inverse-variance-weighted quadratic power spectrum estimation in order to understand what sort of maps and map statistics we need for power spectrum estimation. We showed that in addition to the dirty map estimator \( \hat{\mathbf{x}} \), we need the matrix of point spread functions, \( \mathbf{P} \), and the noise covariance matrix which takes a gratifyingly simple form: \( \mathbf{C}^N = \mathbf{PD}^\top \) where \( \mathbf{D} \) is an invertible normalization matrix that we can choose to be diagonal.

This analysis technology will allow us to consistently integrate our best understanding of an instrument with our best models for noise, foregrounds, and the cosmological signal. Not only does this approach help prevent the loss of cosmological information, but it will allow for a precise measurement of the 21 cm power spectrum and for the confident and robust description of the errors in our estimates.

In the main part of this work, we focused on the matrix of point spread functions, \( \mathbf{P} \), which relates the true sky to our dirty maps. We calculated simulated dirty maps and PSFs for HERA, the upcoming Hydrogen Epoch of Reionization Array. While calculating \( \mathbf{P} \) exactly is computationally prohibitive, we explored three methods for approximating \( \mathbf{P} \). First, we explored how making maps in facets with truncated PSFs can dramatically reduce the computational cost of calculating \( \mathbf{P} \) for only a small hit to accuracy. Next we showed how to combine consecutive integrations while controlling for the errors introduced by the process. It turns out that observations many minutes apart can be combined with minimal error. Lastly, we showed how the multiplication of \( \mathbf{P} \) by a vector—a necessary step for power spectrum estimation—might be sped up by approximating its translational variance as slowly varying. Though the cost scaling of this approximation is steep, we find this technique especially promising when moderate errors are tolerable or for instruments with high angular resolution.

Just as importantly, all these methods have tunable knobs—they can be made more accurate at the cost of speed or memory. Though our specific, quantitative results are only applicable to HERA, the accuracy trade-offs and the computational scalings we find should be quite general. In that sense, we hope that this work serves as a versatile guide to mapmaking in the context of 21 cm cosmology.

Much work remains to be done to develop a clear and computationally tractable pathway from visibilities all the way to power spectra with rigorous errors and error correlations. Even after connecting this work to an appropriately updated version of the Dillon et al. [30] algorithm, one still needs to assess the effect of our approximations, as well as a number of important data analysis choices, on power spectrum estimates and ultimately on cosmological parameter constraints. Though the errors incurred by each can be made arbitrarily small, it is difficult to say yet what level of approximation is tolerable. This is an open question for future work.

We would like to see a full end-to-end simulation, starting with the 21 cm signal, passing through the instrument, and ending with power spectra and their statistics.
Such a full-scale test could prove the effectiveness of these techniques and clarify exactly what the approximations utilized both in this work and in Dillon et al. [30] do to our measured power spectra. A power spectrum estimation technique that passes such a test with realistic foregrounds and noise will be the one to produce trustworthy cosmological measurements.
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APPENDIX A: POLARIZATION AND HETERGENEOUS PRIMARY BEAMS

In Sec. II A, we worked out the relationship between visibilities and the true sky in terms of the matrix A. For the sake of simplicity, we made two assumptions that, in this appendix, we would like to relax.

First, we ignored the effect of polarization. Though the 21 cm signal is unpolarized, astrophysical foregrounds are generally polarized. And because the primary beams of the two orthogonal polarizations measured by a single element are different, the polarization of sources is important. This is especially important for sources with high rotation measures [76]. Second, we ignored the possibility that not every element has the same primary beam. It is possible that an array is intentionally constructed with multiple kinds of elements. It is also generally true that different elements will behave slightly differently, just due to the variations in their construction. If we are able to measure that variation—which is no small task—we would like to take it into account.

Let us begin with polarization. There are a number of different conventions for expressing polarization [77], but one relatively straightforward one is to replace I(\(\hat{\mathbf{r}},\nu\)) with a four-element vector I(\(\hat{\mathbf{r}},\nu\)) containing Stokes I, Q, U, and V parameters. Instead of one visibility per baseline and frequency, we now measure four, one for each of the pairs of polarizations of antennas, xx, xy, yx, and yy. In this case, B(\(\hat{\mathbf{r}},\nu\)) becomes a B(\(\hat{\mathbf{r}},\nu\)), \(4 \times 4\) matrix that describes the response of each type of visibility to each polarization and direction.

Otherw...
However, it is not the simplest approach. Instead of directly modeling foregrounds, we could choose to simply throw out all the modes that we believe to be foreground contaminated. The foreground avoidance approach was pioneered by [34] and used to produce the best current limits on the 21 cm power spectrum by [13] and [11]. This choice should be more robust to foreground mismodeling than subtraction, since we are merely trying to isolate foreground-free regions of Fourier space from the effects of regions we have given up on. Where exactly we draw the line between wedge and window is a question that deserves further investigation with both simulations and real data.

One might ask why foreground avoidance estimators are interesting when the whole point of making maps like ours was to compress the data in a space where foregrounds were most naturally subtracted. There are a few reasons. First, foreground avoidance is simpler than foreground subtraction. If we are going to try to subtract foregrounds, it is worthwhile to first perform the simpler, more robust procedure so we have a baseline for comparison. Second, even if we are only interested in mitigating the effect of foregrounds by avoiding them, this method gives a proper accounting for foregrounds nearer the edge of the wedge. Third, the technique is fairly directly comparable to that of [34] without the additional limits on the 21 cm power spectrum by[13] and [11]. This reflects the idea that we want to completely throw out any delay modes for a given visibility map neatly to band powers or the computational challenges of [39,40]. And finally, we may also want to implement a hybrid approach, similar in spirit to [13], where we project out modes deep into the wedge but try to subtract foregrounds nearer the edge of the wedge.13

Therefore, it is worthwhile to write down the general framework for foreground avoidance in the context of optimal mapmaking. The idea is relatively simple. Let us define a new dirty map estimator, \( \hat{x}' \), defined as

\[
\hat{x}' \equiv \Pi\hat{x}
\]

where \( \Pi \) is a projection matrix that has eigenvalues of 0 or 1 only. As with all projection matrices, \( \Pi = \Pi^T = \Pi^2 \). The matrix \( \Pi \) Fourier transforms the data cube, sets all modes outside the EoR window to zero, and Fourier transforms back. It also means that we need to replace \( C \) with \( C' \) where

\[
C' = \Pi C \Pi.
\]

By construction, the projection eliminates the foregrounds in \( \mu \), meaning that

\[
\Pi(\hat{x}) = \Pi \mu \approx 0.
\]

Likewise, the part of the covariance associated with the foregrounds should also go to zero. Hence,

\[
\Pi C_{FG} \Pi \approx 0,
\]

which means that

\[
C' = \Pi [C^S + C^N] \Pi.
\]

This also changes \( C_{\alpha r} \), which now takes the form

\[
C_{\alpha r}' = \Pi C_{\alpha r} \Pi = \Pi \Pi P \Pi P^T \Pi.
\]

Of course, the new covariance has many zero eigenvalues, which means that it is not invertible. That is not a problem since we can replace \( (C')^{-1} \) by its “pseudoinverse” [32], defined as

\[
(C')_{\text{pseudo}}^{-1} = \Pi [\Pi C' \Pi + \gamma (I - \Pi)]^{-1} \Pi
\]

where \( \gamma \) can be any (numerically reasonable) nonzero number without changing the result. The pseudoinverse reflects the idea that we want to completely throw out any power in possibly foreground-contaminated modes but also that we want to express infinite uncertainty in the modes—in other words, to give them no weight. This will accurately account for the fact that we have no information about these modes.

Putting all that together, our new quadratic estimator \( \hat{p} \) is

\[
\hat{p}_a = \frac{1}{2} M_{ap} \hat{x}^T (C')_{\text{pseudo}}^{-1} P Q_p P^T (C')_{\text{pseudo}}^{-1} \hat{x} - b_a,
\]

where we have used the fact that \( \Pi^2 = \Pi \). The estimator is not lossless, but it can still be unbiased in the region of Fourier space not projected out and have rigorously defined and calculable error properties.
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