ON THE HOMOLOGY OF THE NONCROSSING PARTICION LATTICE AND THE MILNOR FIBRE
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Abstract. Let \( \mathcal{L} \) be the noncrossing partition lattice associated to a finite Coxeter group \( W \). In this paper we construct explicit bases for the top homology groups of intervals and rank-selected subposets of \( \mathcal{L} \). We define a multiplicative structure on the Whitney homology of \( \mathcal{L} \) in terms of the basis, and the resulting algebra has similarities to the Orlik-Solomon algebra. As an application, we obtain four chain complexes which compute the integral homology of the Milnor fibre of the reflection arrangement of \( W \), the Milnor fibre of the discriminant of \( W \), the hyperplane complement of \( W \) and the Artin group of type \( W \), respectively. We also tabulate some computational results on the integral homology of the Milnor fibres.

1. Introduction

Let \( W \) be a finite Coxeter group acting faithfully on \( \mathbb{R}^n \) as a reflection group, and let \( T \) be the set of reflections of \( W \). Denote by \( \ell_T(w) \) the minimal number of reflections required to express \( w \), and define the partial order \( \leq \) on \( W \) by letting \( u \leq v \) if and only if \( \ell_T(v) = \ell_T(u) + \ell_T(u^{-1}v) \) for \( u, v \in W \). Then \( (W, \leq) \) is a graded poset whose unique minimal element is the identity \( e \) and the maximal elements are those having no fixed points in \( \mathbb{R}^n \) (e.g. Coxeter elements and \( -e \) when it is in \( W \)). For any Coxeter element \( \gamma \), the closed interval \( \mathcal{L} := [e, \gamma] \) of the poset \( (W, \leq) \) is a lattice \([\text{Bes}03, \text{BW}08]\), called noncrossing partition (NCP) lattice. The isomorphism type of \( \mathcal{L} \) is independent of the choice of \( \gamma \). If \( W \) is of type \( A_n \), elements of \( \mathcal{L} \) are those partitions of \( \{1, 2, \ldots, n+1\} \) whose blocks do not pairwise cross \([\text{Kre}72]\).

It has been known that \( \mathcal{L} \) has an EL-labelling, and hence is Cohen-Macaulay \([\text{ABW}07, \text{Bjo}80]\). This implies that the reduced homology groups of any interval or rank-selected subposet of \( \mathcal{L} \) vanish except for the top one. In this paper, we describe explicitly the top homology groups of intervals and rank-selected subposets of \( \mathcal{L} \).

Our motivation to study the homology of \( \mathcal{L} \) arises from its connection with the Milnor fibre. Let \( \mathcal{A} \) be the set of complexified reflecting hyperplanes of \( W \) in \( V := \mathbb{C}^n \cong \mathbb{C} \otimes \mathbb{R}^n \), and for each \( H \in \mathcal{A} \) let \( \lambda_H \in V^* \) be a linear form such that \( H = \{v \in V \mid \lambda_H(v) = 0\} \). We call \( M := V - \bigcup_{H \in \mathcal{A}} H \) the hyperplane complement of \( W \) \([\text{OS}80, \text{Sal}87]\). The homogeneous polynomial \( Q_0 := \prod_{H \in \mathcal{A}} \lambda_H \) restricts to a locally trivial fibration \( Q_0 : M \to \mathbb{C} - \{0\} \), with the typical Milnor fibre \( F_{Q_0} := Q_0^{-1}(1) \) \([\text{Mil}68]\). The polynomial \( Q_0 \) satisfies \( Q_0(wx) = \det(w)Q_0(x) \) for any \( w \in W \) and \( x \in V \), and hence \( Q := Q_0^2 \) is \( W \)-invariant. This gives rise to a free \( W \)-action on the Milnor fibre \( F_Q := Q^{-1}(1) \). The quotient space \( F_Q/W \) can be realised as the Milnor fibre \( F_P := P^{-1}(1) \) of the discriminant \( P \) of \( W \) \([\text{CS}04, \text{DL}16]\).

Brady, Falk and Watt gave a finite simplicial complex which has the homotopy type of the Milnor fibre \( F_{Q_0} \) \([\text{BF}W18]\). This simplicial complex is described in terms of the NCP lattice and hence is called the NCP model of \( F_{Q_0} \). Similarly, they introduced the NCP model of \( F_P \).
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which is a CW complex. Using a filtration by subcomplexes of the NCP model, they obtained a chain complex which computes the integral homology of $F_p$, with the chain groups being the top homology groups of some rank-selected subposets of $\mathcal{L}$. However, an explicit description of those top homology groups and boundary maps was in absence [BFW18 Theorem 6.4], and the NCP model of $F_{Q_0}$ is cumbersome for computational purposes.

The aim of this study is to give a more practical and efficient way to calculate the homology of the Milnor fibres based on the approach through NCP models. This requires a complete description of the homology of subposets of the NCP lattice $\mathcal{L}$. However, as $\mathcal{L}$ is not a geometric lattice, it is very difficult to adapt usual techniques (see, e.g. [Bjo18]) to construct the top homology cycles explicitly. An attempt for $W$ of type $A_n$ can be found in [Zoq06].

A new idea here is to make use of the Hurwitz action. For each interval $[e, w]$ of $\mathcal{L}$, the Hurwitz action is known to yield a transitive action of the braid group $B_{\ell_T(w)}$ on the maximal chains of $[e, w]$ [Bes03]. Given a maximal chain $e = w_0 < w_1 < \cdots < w_k = w$ of $[e, w]$, we identify it with the sequence $t := (t_1, t_2, \ldots, t_k)$ of reflections, where $k = \ell_T(w)$ and $t_i = w_{i-1}^{-1}w_i \in T$ for $1 \leq i \leq k$. Associated to this chain we define the element

$$\beta_t := \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi(t_1, t_2, \ldots, t_k),$$

where $\text{sgn}$ is the usual sign character of $\text{Sym}_k$, $\pi$ is the set-theoretic lift of $\text{Sym}_k$ into the braid group $B_k$, and the action on the sequence is given by the Hurwitz action (see (3.1)). These elements associated to the maximal chains of $[e, w]$ span a free abelian group $B_w$, which is shown to be isomorphic to the top reduced homology group of the interval $(e, w)$. One can further define the free abelian group $B_k := \bigoplus_{w \in \mathcal{L}_k} B_w$ for $0 \leq k \leq n$, where $\mathcal{L}_k$ comprises elements $w \in \mathcal{L}$ with $\ell_T(w) = k$. We give a surjective linear map from $B_k$ to the top reduced homology group of the rank-selected subposet $\mathcal{L}_{[k]}$ of $\mathcal{L}$, where $\mathcal{L}_{[k]}$ consists of elements $w \in \mathcal{L}$ such that $1 \leq \ell_T(w) \leq k$. Therefore, the homology of intervals and rank-selected subposets of $\mathcal{L}$ can be described by the $\mathbb{Z}$-graded free abelian group $B := \bigoplus_{k=0}^n B_k$.

Using the construction above, we give explicit bases for the top homology groups of intervals $(e, w)$ and rank-selected subposets $\mathcal{L}_{[k]}$ in Theorem 4.5 and Theorem 4.8 respectively. Moreover, we introduce a natural multiplicative structure on the free abelian group $B$, which by our construction is isomorphic to the Whitney homology of $\mathcal{L}$ [Bac75, Bjo82]. This makes $B$ into a finite dimensional algebra, which is studied systematically in a sequel to this paper [LZ22]. Interestingly, the algebra $B$ resembles the Orlik-Solomon algebra of the intersection lattice [OS80], and its main properties are summarised in Theorem 5.13.

We apply the above results to the NCP models of the Milnor fibres, obtaining two chain complexes which compute the homology groups $H_*(F_Q; \mathbb{Z})$ and $H_*(F_P; \mathbb{Z})$ in terms of the algebra $B$, respectively; see Theorem 5.3 and Theorem 6.8. The chain complex for $F_Q$ comes with an action of the Coxeter group $W$ and a partial action of the monodromy group of $F_Q$. A chain complex for $F_{Q_0}$ can be derived from that for $F_Q$. We calculate $H_*(F_{Q_0}; \mathbb{Z})$ and $H_*(F_P; \mathbb{Z})$ by computer for some exceptional types and infinite families $A_n, B_n, D_n$ in low ranks. Most of our computational results on $H_*(F_{Q_0}; \mathbb{Z})$ are new, and in particular we find no torsion in the obtained homology groups. Moreover, we correct Settepanella’s result on $H_*(F_{Q_0}; \mathbb{Q})$ for type $F_4$ [Set09], and as far as we know, our results on $H_*(F_P; \mathbb{Z})$ for type $D_n, n \leq 8$ are new.

A complete description of the homology of the Milnor fibre $F_Q$ or $F_{Q_0}$ is not known despite a substantial literature (see, e.g. [CS95, DL12, DL16]). Indeed, there were very few known results about $H_*(F_{Q_0}; \mathbb{Z})$. The normal approach to calculating the homology $H_*(F_{Q_0}; \mathbb{R})$ and
\( H_\ast(F_P; R) \) is through the Salvetti complex with coefficients in \( R[q, q^{-1}] \) for a ring \( R \) \cite{DPS01, CS04, Cal06, Set04, Set09}. It is usually difficult to obtain the abelian group structure of the homology when \( R = \mathbb{Z} \), the ring of integers. Our approach provides a direct way to compute the integral homology.

As another application, we obtain two chain complexes which compute \( H_\ast(M; \mathbb{Z}) \) and \( H_* (M/W; \mathbb{Z}) \) in terms of the algebra \( B \) in Theorem \(7.2\) and Theorem \(7.5\), respectively. This is again based on the NCP models of the hyperplane complement \( M \) and its quotient \( M/W \) \cite{BPW18}. It is well known that the (co)homology of \( M \) is again based on the NCP models of the hyperplane complement \( M \) cohomology ring \( H^\ast(M; \mathbb{Z}) \) is isomorphic to the Orlik-Solomon algebra \cite{OS80}. This further suggests a mysterious link between \( M \) and the Orlik-Solomon algebra. Moreover, since \( M/W \) is a \( K(\pi, 1) \) space having the Artin group \( A(W) \) as its fundamental group, we have \( H_\ast(M/W; \mathbb{Z}) = H_\ast(A(W); \mathbb{Z}) \). Therefore, in addition to the approach of the Salvetti complex \cite{Sal87, Sal94}, our chain complex for \( M/W \) provides a new algebraic method to compute the integral homology of \( A(W) \) for any finite Coxeter group \( W \).

This paper is organised as follows. In Section 2 we introduce some basic notions and results. In Section 3 we give an explicit construction of the top homology cycles of any interval by using the Hurwitz action. Bases for the top homology groups of intervals and rank-selected subposets are given in Section 4. In Section 5 we define a natural multiplicative structure using the Hurwitz action. Bases for the top homology groups of intervals and rank-selected subposets are given in Section 6, and to the hyperplane complement \( M \) and its quotient \( M/W \) given in Section 7. Finally, in Appendix A we tabulate computational results on the integral homology of the Milnor fibres \( F_{Q_0} \) and \( F_P \).
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## 2. Preliminaries

We work over the ring \( \mathbb{Z} \) of integers throughout the paper. For any \( m \in \mathbb{Z} \), denote by \( \mathbb{Z}_m \) the abelian group \( \mathbb{Z}/m\mathbb{Z} \). Let \( W \) be a finite Coxeter group of rank \( n \), and let \( T \) be the set of reflections of \( W \). For any \( u, w \in W \) we write \( w^{-1}uw \) for the conjugate \( u^{-1}wu \). For any non-negative integer \( n \), we denote \([n] := \{1, 2, \ldots, n\}\) and \([0] := \emptyset \). By abuse of notation, we always denote by \( \partial_k \) the boundary maps of chain complexes.

### 2.1. Basics on posets.

We refer to \cite{Sta12} for basics on posets. Let \( (P, \leq) \) be a finite poset. Assume that \( P \) is bounded, i.e. \( P \) contains a unique minimal element \( \hat{0} \) and a unique maximal element \( \hat{1} \). The proper part of \( P \) is defined to be \( \hat{P} := P\setminus \{\hat{0}, \hat{1}\} \). For a non-bounded poset \( Q \), we may define its bounded extension \( \hat{Q} := Q \cup \{\hat{0}, \hat{1}\} \).

If every maximal chain of \( P \) has the same length \( n \), we call \( P \) a graded poset of rank \( n \). There is a unique associated rank function \( \text{rk} : P \to \{0, 1, \ldots, n\} \) such that \( \text{rk} (\hat{0}) = 0 \) and \( \text{rk} (y) = \text{rk} (x) + 1 \) if \( x < y \), where \( x < y \) means there is no third element between \( x \) and \( y \).

For \( x \preceq y \) in \( P \), we denote by \( (x, y] \) the open interval \( \{z \in P \mid x < z < y\} \) and by \( [x, y] \) the closed interval \( \{z \in P \mid x \leq z \leq y\} \). For any subset \( S \) of \([n - 1]\), we define the rank-selected subposet \( P_S := \{x \in P \mid \text{rk}(x) \in S\} \).
The order complex \( \Delta(\bar{P}) \) is a simplicial complex which has as faces the chains of \( \bar{P} \). The \( k \)-th reduced homology group of \( \bar{P} \) is defined to be \( \tilde{H}_k(\bar{P}) := \tilde{H}_k(\Delta(\bar{P}); \mathbb{Z}) \), the reduced simplicial homology of the order complex \( \Delta(\bar{P}) \). For any open interval \((x, y)\) of \( P \), we denote by \( \Delta(x, y) \) the order complex of \((x, y)\) and by \( \tilde{H}_k(x, y) \) the \( k \)-th reduced homology of \( \Delta(x, y) \). In particular, we have \( \tilde{H}_{-1}(\emptyset) = \mathbb{Z} \) and \( \tilde{H}_k(\emptyset) = 0 \) for \( k > -1 \).

Recall that the M"{o}bius function \( \mu = \mu_P : P \times P \to \mathbb{Z} \) is the integer-valued function defined by \( \mu(x, x) = 1 \) for any \( x \in P \), \( \sum_{x \leq z \leq y} \mu(x, z) = 0 \) if \( x < y \), and \( \mu(x, y) = 0 \) otherwise. Denote \( \mu(P) := \mu(0, 1) \) and \( \mu(x) := \mu(0, x) \) for \( x \in P \).

Let \((W, S)\) be a finite Coxeter system of rank \( n \), and let \( T = \bigcup_{w \in W} wS^{-1} \) be the set of reflections of \( W \). Denote by \( \ell_T(w) \) the number of reflections in a shortest expression for \( w \in W \) as a product of reflections. We call such a shortest factorisation a \textit{T-reduced expression} of \( w \). Note that the absolute length is invariant under conjugation, i.e. \( \ell_T(wwu^{-1}) = \ell_T(w) \) for any \( u, w \in W \) \[Bes03\].

We define the \textit{absolute order} \( \leq \) on \( W \) by specifying that \( u \leq v \) if and only if \( \ell_T(v) = \ell_T(u) + \ell_T(u^{-1}v) \) for \( u, v \in W \) \[Bes03\]. The Coxeter group \( W \) equipped with the absolute order \( \leq \) is a graded poset with \( \ell_T \) being the rank function. In particular, the poset \((W, \leq)\) has all elliptical elements as its maximal elements and the identity \( e \) as the unique minimal element \[Bes03\] Lemma 1.2.1]. Recall from \[Leh05\] that the elliptical elements of \( W \) are those with no fixed points in \( \mathbb{R}^n \), e.g. Coxeter elements and \(-e\) when it is in \( W \).

Let \( \gamma \) be a Coxeter element, i.e. a product of simple reflections of \( S \) in some order. Following \[Bes03\], \[BW08\], we define the \textit{noncrossing partition lattice} to be the closed interval \( \mathcal{L} := [e, \gamma] \) of \((W, \leq)\). Since the Coxeter elements form a conjugacy class \[Ste59\], different choices of \( \gamma \) produce isomorphic noncrossing partition lattices \( \mathcal{L} = [e, \gamma] \). Therefore, the isomorphism type of \( \mathcal{L} \) is independent of \( \gamma \).

2.2. The EL-labelling. We will recall from \[ABW07\] that the noncrossing partition lattice \( \mathcal{L} \) has an EL-labelling. This leads to some important topological and combinatorial consequences, which are summarised in Proposition 2.4 and Proposition 2.5.

The set of covering relations \( \mathcal{E}(\mathcal{L}) \) consists of the pairs \((u, v)\) with \( u^{-1}v \in T \) for \( u \leq v \leq \gamma \). This defines a natural edge labelling

\[
\lambda : \mathcal{E}(\mathcal{L}) \to T, \quad (u, v) \mapsto u^{-1}v.
\]

Let \( c : x = w_0 < w_1 < \cdots < w_k = y \) be a maximal chain of any closed interval \([x, y]\) of \( \mathcal{L} \). In the closed interval \([x, y]\) we may identify \( c \) with its labelling sequence \( \lambda(c) := (w_0^{-1}w_1, \ldots, w_{k-1}^{-1}w_k) \), where \( w_i^{-1}w_j \in T \) for \( 1 \leq i < k \).

We may choose a total order \( \leq \) on \( T \) which is irrelevant to the absolute order \( \leq \). The chain \( c \) is said to be increasing (resp. decreasing) if \( \lambda(c) \) is strictly increasing (resp. decreasing) with respect to \( \leq \) on \( T \). Any two maximal chains \( c \) and \( c' \) of \([x, y]\) can be compared by the lexicographical order induced by \( \leq \) on their labelling sequences.

It has been proved that there exists a total order \( \leq \) on \( T \) which turns \( \lambda \) into an EL-labelling \[ABW07\]. Recall from \[Bjö80\] that an edge labelling \( \lambda : \mathcal{E}(\mathcal{L}) \to T \) is called an EL-labelling of \( \mathcal{L} \) if for every interval \([x, y]\) of \( \mathcal{L} \)

1. there is a unique increasing maximal chain in \([x, y]\), and
2. this chain is lexicographically smallest among all maximal chains in \([x, y]\).
If $\mathcal{L}$ has an EL-labelling, then it is Cohen-Macaulay [Bjo80, Theorem 2.3], i.e., for any $x < y$ of $\mathcal{L}$ we have

$$\tilde{h}_\ell(x, y) = 0, \quad \forall i \neq \ell_T(y) - \ell_T(x) - 2.$$ 

This total order $\preceq$ on $T$ can be given explicitly in terms of positive roots of $W$ as we now describe.

Let $\Phi$ be the root system of $W$ with the set $\Pi = \{\alpha_i \mid i \in [n]\}$ of simple roots. Without loss of generality, we may assume that $W$ is irreducible and hence the Coxeter graph of $W$ is a tree, which is a bipartite graph. Then $\Pi_1$ and $\Pi_2$ can be chosen such that they are associated with vertices of two parts of the graph, respectively. Precisely, $\Pi$ can be written as the disjoint union $\Pi = \Pi_1 \cup \Pi_2$, where $\Pi_1 = \{\alpha_{i_1}, \ldots, \alpha_{i_l}\}$ and $\Pi_2 = \{\alpha_{i_{l+1}}, \ldots, \alpha_{i_n}\}$ for which $\alpha_{i_k} \in \Pi_1$ are mutually orthogonal as also are $\alpha_{i_k} \in \Pi_2$ (see [Ste59]).

The set of positive roots is in bijection with the set of reflections of $W$. Recall that $W$ acts faithfully on the Euclidean space $\mathbb{R}^n$ whose inner product we denote by $(\cdot, \cdot)$. For any positive root $\alpha$ relative to $\Pi$, the corresponding reflection is defined by $t_\alpha(x) := x - 2(\frac{\alpha}{(\alpha, \alpha)})\alpha$ for any $x \in \mathbb{R}^n$. Throughout, we use the following Coxeter element

$$\gamma = (\prod_{\alpha \in \Pi_1} t_\alpha)(\prod_{\alpha \in \Pi_2} t_\alpha).$$

Note that the simple reflections $t_\alpha$ and $t_\beta$ commute whenever $\alpha, \beta \in \Pi_1$ or $\alpha, \beta \in \Pi_2$.

Now we define a total order on the set of positive roots. Let $h$ be the Coxeter number, i.e., the order of $\gamma$. Then the number of positive roots is $nh/2$. It is proved in [Ste59, Theorem 6.3] that the positive roots $\rho_k$ of $\Phi$ relative to $\Pi$ can be produced successively using the following formulae

$$\rho_k = \begin{cases} 
\alpha_{i_k}, & 1 \leq k \leq l, \\
-\gamma(\alpha_{i_k}), & l + 1 \leq k \leq n, \\
\gamma(\rho_{k-n}), & n + 1 \leq k \leq \frac{nh}{2}.
\end{cases}$$

This yields a total order $\preceq$ on the set $T$ of reflections

$$t_{\rho_1} < t_{\rho_2} < \cdots < t_{\rho_{nh/2}}.$$ 

This total order will be used throughout the paper.

**Theorem 2.1.** [ABW07, Theorem 4.2] If the set $T$ of reflections is totally ordered by (2.3), then the natural edge labelling

$$\lambda : \mathcal{E}(\mathcal{L}) \to T, \quad (u, v) \mapsto u^{-1}v,$$

is an EL-labelling of the lattice $\mathcal{L}$.

**Example 2.2.** (Dihedral group) Let $W$ be the Coxeter group of type $I_2(m)$ defined by

$$W := \langle s_1, s_2 \mid s_1^2 = s_2^2 = (s_2s_1)^m = 1 \rangle, \quad m \geq 3,$$

where $s_1, s_2$ are simple reflections associated to simple roots $\alpha_1, \alpha_2$ of $W$, respectively. We choose the Coxeter element $\gamma = s_1s_2$. Using (2.2), we obtain reflections $t_i = s_1(s_2s_1)^{i-1}, 1 \leq i \leq m$ associated to all successive positive roots. Therefore, the set of reflections is totally ordered by

$$T = \{t_1(= s_1) < t_2 < \cdots < t_{m-1} < t_m(= s_2)\}.$$ 

In the associated NCP lattice $\mathcal{L} = [e, \gamma]$, there are $m$ maximal chains corresponding to the $T$-reduced factorisations $\gamma = t_1t_m = t_2t_1 = t_3t_2 = \cdots = t_mt_{m-1}$. Note that, with respect to
the total ordering of $T$, $\gamma = t_1 t_m = s_1 s_2$ is the unique increasing factorisation and all other factorisations are decreasing.

**Example 2.3.** (Type $A_3$) Let $W = \text{Sym}_4$ be the symmetric group which acts on $\mathbb{R}^4$ by permuting the standard basis $e_i, 1 \leq i \leq 4$. Let $\Phi^+ = \{e_i - e_j \mid 1 \leq i < j \leq 4\}$ be the set of positive roots with respect to the simple system $\Pi = \{\alpha_i := e_i - e_{i+1} \mid 1 \leq i \leq 3\}$. The reflection associated to the positive root $e_i - e_j$ is $(ij)$ in the cycle notation. We partition the simple system as $\Pi = \Pi_1 \cup \Pi_2 = \{\alpha_1, \alpha_3\} \cup \{\alpha_2\}$, and choose the Coxeter element $\gamma = t_{\alpha_1} t_{\alpha_3} t_{\alpha_2} = (1243)$, which is of the form given in (2.1). According to (2.2), the positive roots and reflections are totally ordered as follows:

1. Positive roots: $\{\alpha_1 < \alpha_3 < \alpha_1 + \alpha_2 + \alpha_3 < \alpha_2 + \alpha_3 < \alpha_1 + \alpha_2 < \alpha_2\}$;
2. Reflections: $\{(12) < (34) < (14) < (24) < (13) < (23)\}$.

Figure 1 shows the edge labelling of $L = [(1), (1243)]$ given by Theorem 2.1. The unique increasing maximal chain is labelled by the sequence $((12), (34), (23))$. There are five decreasing chains labelled by the following sequences:

$((14), (34), (12)), ((13), (14), (12)), ((24), (14), (34)), ((13), (24), (14)), ((23), (13), (24)).$

![Figure 1. The EL-labelling of $L$ with $\gamma = (1243)$](image)

If $W$ is a finite Coxeter group, then $L$ is a direct product of the NCP lattices $L(W_i)$ over irreducible components $W_i$ of $W$. It is a result of [Bjö80] that the EL-labelling is preserved under the direct product. Moreover, any closed interval $[e, w]$ of $L$ has an EL-labelling, which is given by the restriction $\lambda|_{E([e,w])}$ of the natural labelling $\lambda : E(L) \to T$.

2.3. Combinatorial results. Recall that if $L$ has an EL-labelling then $L$ is Cohen-Macaulay. This fact relates the M"obius function $\mu$ of $L$ to the top homology groups of intervals of $L$, and gives a combinatorial way to compute $\mu$ [Sta12].

For any $w \in L$ we define

$D_w := \{(t_1, \ldots, t_k) \mid w = t_1 \cdots t_k \text{ is } T\text{-reduced and } t_1 > t_2 > \cdots > t_k\}.$
In words, \( D_w \) is the set of decreasing labelling sequences for the maximal chains \( e < t_1 < t_1 t_2 < \cdots < t_1 t_2 \cdots t_k = w \) of \([e, w]\). Note that any interval \([u, v]\) of \( L \) is isomorphic to \([e, u^{-1} v]\) as posets \([\text{ABW07}].

**Proposition 2.4.** For any \( w \in L \) with \( 1 \leq \ell_T(w) = k \leq n \), we have

\[
\text{rank } \tilde{H}_{k-2}(e, w) = (-1)^k \mu(w) = |D_w|.
\]

**Proof.** Each closed interval \([e, w]\) of \( L \) is isomorphic to a direct product of irreducible non-crossing partition lattices of smaller ranks (see \([\text{Bes03}, \text{Lemma 1.4.3}]\) and \([\text{Arm09}, \text{Proposition 2.6.11}]\)). Hence we may assume \( w = \gamma \). Since \( L = [e, \gamma] \) is Cohen-Macaulay, the first equation follows from \([\text{Sta12}, \text{Proposition 3.8.6}]\), while the second equation is a consequence of \([\text{Sta12}, \text{Theorem 3.14.2}]\).

Similarly, for each \( k = 2, \ldots, n \) we define

\[
D_{[k-1]} := \left\{ (t_1, \ldots, t_k) \mid \gamma = t_1 t_2 \cdots t_n \text{ is } T\text{-reduced and} \begin{array}{c}
t_1 > \cdots > t_{k-1} > t_k < t_{k+1} < \cdots < t_n,
\end{array}\right\}
\]

that is, \( D_{[k-1]} \) is a collection of the first \( k \) entries of the labelling sequences \((t_1, t_2, \ldots, t_n)\) of the maximal chain \( e < t_1 < t_1 t_2 < \cdots < t_1 t_2 \cdots t_n \) such that \((t_1, t_2, \ldots, t_k)\) is decreasing, and \((t_k, t_{k+1}, \ldots, t_n)\) is the labelling of the unique increasing maximal chain of the interval \([t_1 t_2, \ldots, t_{k-1}, \gamma]\). Here the uniqueness follows from the definition of the EL-labelling.

**Proposition 2.5.** For each \( k = 1, \ldots, n-1 \), let \( L_{[k]} = \{ w \in L \mid 1 \leq \ell_T(w) = k \} \) be the rank-selected subposet of \( L \). Then

\[
\text{rank } \tilde{H}_{k-1}(L_{[k]}) = (-1)^{k+1} \mu(L_{[k]}) = |D_{[k]}|.
\]

**Proof.** It is a result of \([\text{Bac80}, \text{Theorem 6.4}]\) that \( L_{[k]} \) is a Cohen-Macaulay poset. Hence the proposition follows from the combination of \([\text{Sta12}, \text{Proposition 3.8.6}]\) and \([\text{Sta12}, \text{Theorem 3.14.2}]\).

From a topological point of view, the order complex \( \Delta(e, w) \) of any interval \((e, w)\) of \( L \) has the homotopy type of a bouquet of spheres, so does \( \Delta(L_{[k]}) \) for each \( k \) (see \([\text{Bj"o80}, \text{Theorem 2.3}]\) and \([\text{Bj"o84}, \text{Theorem 1.3}]\)).

3. Construction of the top homology cycles

In this section we give an explicit construction of the top homology cycles of \( \tilde{H}_{\ell_T(w)-2}(e, w) \). To this end, we make extensive use of the Hurwitz action on the chains of the lattice \( L \).

3.1. The Hurwitz action. For each \( k = 0, \ldots, n \), let \( L_k := \{ w \in L \mid \ell_T(w) = k \} \). For any \( w \in L_k \), define the set

\[
\text{Rex}_T(w) := \{ (t_1, t_2, \ldots, t_k) \mid w = t_1 t_2 \cdots t_k \text{ is } T\text{-reduced} \}.
\]

In particular, \( \text{Rex}_T(e) := \emptyset \), the empty set. The set \( \text{Rex}_T(w) \) is in bijection with the set of maximal chains in the interval \([e, w]\) of \( L \), as each sequence \((t_1, t_2, \ldots, t_k)\) may be thought of as the edge labelling of the maximal chain \( e < t_1 < t_1 t_2 < \cdots < t_1 t_2 \cdots t_k \) in \([e, w]\).

For any \( w \in L_k \), let \( C_{k-1}(w) \) be the abelian group freely spanned by all sequences \((t_1, \ldots, t_k)\) of \( \text{Rex}_T(w) \). In particular, \( C_{-1}(e) := \mathbb{Z} \). Let \( B_k \) denote the braid group of \( k \) strings with standard generators \( \sigma_i, 1 \leq i \leq k-1 \) subject to the following relations

\[
\sigma_i \sigma_j = \sigma_j \sigma_i, \quad |i-j| \geq 2,
\]

\[
\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \quad 1 \leq i \leq k-2.
\]
For each integer \( k \geq 2 \), the Hurwitz action of \( B_k \) on \( C_{k-1}(w) \) is defined by
\[
\sigma_i(t_1, \ldots, t_{i-1}, t_i, t_{i+1}, t_{i+2}, \ldots, t_k) := (t_1, \ldots, t_{i-1}, t_i, t_{i+1}, t_i^{t_{i+1}}t_i, t_{i+2}, \ldots, t_k)
\]
for \( 1 \leq i \leq k - 1 \). If \( k = 1 \), the trivial braid group \( B_1 \) acts trivially on \( C_0(t) \) for any \( t \in T \).

We introduce a useful \( \mathbb{Z} \)-linear transformation on \( C_{k-1}(w) \) for \( k \geq 2 \). Let \( \text{Sym}_k \) be the symmetric group on \( k \) letters with standard generators \( s_i = (i, i + 1), 1 \leq i \leq k - 1 \). There is a set-theoretic lift map:
\[
\varphi : \text{Sym}_k \to B_k, \quad \pi = s_{i_1} \cdots s_{i_p} \mapsto \pi := \sigma_{i_1} \cdots \sigma_{i_p},
\]
where \( \pi = s_{i_1} \cdots s_{i_p} \in \text{Sym}_k \) is a reduced expression in standard generators. This is independent of the choice of reduced expression of \( \pi \). For any \( t = (t_1, t_2, \ldots, t_k) \in \text{Rex}_T(w) \), we define the following \( \mathbb{Z} \)-linear map using the Hurwitz action (3.1):
\[
\beta : C_{k-1}(w) \to C_{k-1}(w), \quad t \mapsto \beta_t := \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi_i(t_1, t_2, \ldots, t_k),
\]
where \( \text{sgn} \) is the usual sign character of \( \text{Sym}_k \). This can be viewed as a \( \mathbb{Z} \)-linear map on the abelian group freely spanned by maximal chains of the interval \([e, w] \). As a convention, we define \( \beta_t = \beta(t) := (t) \) for any \( t \in T \) and \( \beta_{\varnothing} = 1 \).

For any two sequences \( t = (t_1, \ldots, t_k) \) and \( t' = (t'_1, \ldots, t'_k) \), we write \((t, t')\) for the concatenation of \( t \) and \( t' \). We extend the concatenation \( \mathbb{Z} \)-bilinearly, i.e. \( (\sum_t \lambda_t t, \sum_{t'} \mu_{t'} t') = \sum_{t, t'} \lambda_t \mu_{t'} (t, t') \) for \( \lambda_t, \mu_{t'} \in \mathbb{Z} \).

The following lemma will be useful for the purpose of induction.

**Lemma 3.1.** Let \( t = (t_1, t_2, \ldots, t_k) \in \text{Rex}_T(w) \) with \( w \leq \gamma \) and \( 2 \leq k \leq n \). Denote by
\[
t(\hat{i}) := (t_1, \ldots, t_{\hat{i}-1}, t_{\hat{i}+1}, \ldots, t_k)
\]
the sequence obtained by removing the \( i \)-th term of \( t \).

1. The sequence \( t(\hat{i}) \) is the edge labelling of the following chain in the lattice \( \mathcal{L} \):
\[
t_1 < t_1t_2 < \cdots < t_1 \cdots t_{i-1} < t_1 \cdots t_{i-1}t_{i+1} < \cdots < t_1 \cdots t_{i-1}t_{i+1} \cdots t_k.
\]
2. \( \beta_t = \sum_{i=1}^k (-1)^{k-i} (\beta(\hat{i}), t_i^{t_{i+1}}t_i) \)
3. \( \beta_t = \sum_{i=1}^k (-1)^{k-i} (t_i, \beta(t_{i+1}^t, t_{i+1}, \ldots, t_k)). \)

**Proof.** For part (1), using the Hurwitz action (3.1) we have
\[
\sigma_{k-1} \cdots \sigma_i t = (t_1, \ldots, t_{\hat{i}-1}, t_{\hat{i}+1}, \ldots, t_k, t_i^{t_{i+1}^t \cdots t_k}) = (t(\hat{i}), t_i^{t_{i+1}^t \cdots t_k}),
\]
Since the Hurwitz action preserves \( T \)-reduced expressions, the sequence \( t(\hat{i}) \) is the labelling for the chain of \( \mathcal{L} \) given in part (1).

We turn to prove part (2). Let \( \text{Sym}_{k-1} \) be the subgroup of \( \text{Sym}_k \) generated by \( s_i = (i, i + 1), 1 \leq i \leq k - 2 \). Then the minimal right coset representatives of \( \text{Sym}_{k-1} \) in \( \text{Sym}_k \) are \( \zeta_i = s_{k-1}s_{k-2} \cdots s_i, 1 \leq i \leq k - 1 \) and \( \zeta_k = (1) \). Therefore we may write each \( \pi \in \text{Sym}_k \) uniquely as \( \pi = \pi' \zeta_i \) for some \( i \), where \( \pi' \in \text{Sym}_{k-1} \) and \( \text{sgn}(\pi') = (-1)^{k-i} \text{sgn}(\pi) \). Notice that the lift of \( \zeta_i \) in \( B_k \) is \( \zeta_i = \sigma_{k-1} \cdots \sigma_i \). Using (3.2) we have
\[
\pi t = \pi' \sigma_{k-1} \cdots \sigma_i t = \pi'(t(\hat{i}), t_i^{t_{i+1}^t \cdots t_k}),
\]
where $\pi' \in B_{k-1}$ only acts on the sequence $t(i)$. It follows that

$$\beta_t = \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi_t = \sum_{i=1}^k \sum_{\pi' \in \text{Sym}_{k-1}} (-1)^{k-i} \text{sgn}(\pi') (t(i), t_{i+1}, \ldots, t_k)$$

as required. Part (3) can be proved similarly. \qed

3.2. Construction of the homology cycle. We will construct explicitly the cycles of the top homology groups of intervals in $L$. For each $k = 0, 1, \ldots, n$, we define

$$C_{k-1} = C_{k-1}(L) := \bigoplus_{w \in L_k} C_{k-1}(w).$$

Then $C_{k-1}$ is a free abelian group with a $\mathbb{Z}$-basis $\bigcup_{w \in L_k} \text{Rex}_T(w)$. Define $C := \bigoplus_{k=0}^n C_{k-1}$.

The following free abelian group will play an important role in the construction.

**Definition 3.2.** For each $w \in L_k$ with $0 \leq k \leq n$, we define $B_w$ to be the subgroup of $C_{k-1}(w)$ spanned by all $\beta_t$, $t \in \text{Rex}_T(w)$, that is,

$$B_w := \text{Im} \beta = \sum_{t \in \text{Rex}_T(w)} \mathbb{Z} \beta_t \subseteq C_{k-1}(w).$$

In particular $B_e := \mathbb{Z}$. We define $B := \bigoplus_{k=0}^n \bigoplus_{w \in L_k} B_w$ and $B_k := \bigoplus_{w \in L_k} B_w(0 \leq k \leq n)$, which are free abelian subgroups of $C$ and $C_{k-1}(0 \leq k \leq n)$, respectively.

In general, the elements $\beta_t$, $t \in \text{Rex}_T(w)$ are not $\mathbb{Z}$-linearly independent. We will show in Theorem 4.3 that some of them form a basis for $B_w$.

We proceed next to study the connection between $B$ and the homology of the lattice $L$. For any $w \in L_k$, let $\tilde{H}_{k-2}(e, w) := \tilde{H}_{k-2}(\Delta(e, w); \mathbb{Z})$ be the top reduced homology group of the open interval $(e, w)$. For each integer $k = 2, \ldots, n$, define the $\mathbb{Z}$-linear truncation $d_{k-1}$ by

$$d_{k-1} : C_{k-1} \rightarrow C_{k-2}, \quad (t_1, t_2, \ldots, t_{k-1}, t_k) \mapsto (t_1, t_2, \ldots, t_{k-1}),$$

and $d_0(t) = 1$, $\forall t \in T$. We will write $d = d_{k-1}$ whenever no confusion arises.

**Lemma 3.3.** For any $w \in L_k$ with $k \geq 1$, the restriction $d|_{C_{k-1}(w)}$ is injective.

**Proof.** Assume there exist integers $\lambda(t_1, \ldots, t_k)$ such that

$$0 = \sum_{(t_1, \ldots, t_k) \in \text{Rex}_T(w)} d(\lambda(t_1, \ldots, t_k))(t_1, \ldots, t_k) = \sum_{(t_1, \ldots, t_k) \in \text{Rex}_T(w)} \lambda(t_1, \ldots, t_k)(t_1, \ldots, t_{k-1}).$$

Note that each sequence $(t_1, \ldots, t_{k-1})$ can be uniquely extended to $(t_1, \ldots, t_{k-1}, t_k)$, where $t_k = t_{k-1} \cdots t_1 w$. It follows that the elements $(t_1, \ldots, t_{k-1})$ on the far right hand side are distinct elements of the basis for $C_{k-2}$, whence all coefficients $\lambda(t_1, \ldots, t_k)$ are equal to 0. Therefore, the restriction $d|_{C_{k-1}(w)}$ is injective. \qed

Since $B_w \subseteq C_{k-1}(w)$, we may restrict $d$ to $B_w$ and define the element

$$z_t := d(\beta_t), \quad \forall t \in \text{Rex}_T(w).$$

We have the following important observations.

**Proposition 3.4.** Let $w \in L_k$ with $k \geq 1$. 
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(1) We have \( z_t \in \tilde{H}_{k-2}(e, w) \) for any \( t \in \text{Rex}_T(w) \).

(2) The \( \mathbb{Z} \)-linear map

\[
d : B_w \to \tilde{H}_{k-2}(e, w), \quad \beta_t \mapsto z_t, \quad t \in \text{Rex}_T(w)
\]

is injective.

(3) We have the following expression:

\[
z_t = \sum_{i=1}^{k} (-1)^{k-i} \beta_{t(i)},
\]

where \( t(i) := (t_1, \ldots, \hat{t}_i, \ldots, t_k) \) is obtained by removing the \( i \)-th entry of \( t \).

Let us recall some facts before proving Proposition 3.4. For any \( w \in \mathcal{L}_k \), all maximal chains in the open interval \((e, w)\) are of the form \( t_1 < t_1t_2 < \cdots < t_1t_2 \cdots t_{k-1} \), which can be identified with the sequence \( \tilde{t} := (t_1, t_2, \ldots, t_{k-1}) \). These maximal chains correspond to the \((k-2)\)-simplices in the order complex \( \Delta(e, w) \) of dimension \( k-2 \). Then we may rewrite the usual boundary operator on simplices as

\[
\partial(t) = \sum_{i=1}^{k-1} (-1)^{i-1} \partial^i(t),
\]

where \( \partial^i(t) \) amounts to removing the \( i \)-th term in the maximal chain \( t_1 < t_1t_2 < \cdots < t_1t_2 \cdots t_{k-1} \) and hence is defined as

\[
\partial^i(t) := \begin{cases} (t_1, \ldots, t_{i-1}, t_it_{i+1}, t_{i+2}, \ldots, t_{k-1}), & 1 \leq i \leq k-2, \\ (t_1, t_2, \ldots, t_{k-2}), & i = k-1. \end{cases}
\]

**Proof of Proposition 3.4.** For part (1), we need to prove that

\[
\partial(z_t) = \sum_{i=1}^{k-1} (-1)^{i-1} \partial^i(z_t) = 0.
\]

By the definition of \( \partial \) it suffices to show that

\[
\partial^i(z_t) = \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \partial^i d(\pi_t(t_1, t_2, \ldots, t_k)) = 0, \quad 1 \leq i \leq k-1.
\]

First we suppose that \( i \leq k-2 \). If \( \pi \in \text{Sym}_k \) let \( \eta = (i, i+1)\pi \). Now two cases arise. If \( (i, i+1) \) is a left descent of \( \eta \), then \( \eta = \sigma_i\pi \), where \( \sigma_i, \pi \in B_k \) are lifts of \((i, i+1)\) and \( \pi \), respectively. Denoting \( (t_1^\pi, t_2^\pi, \ldots, t_k^\pi) := \pi_t(t_1, t_2, \ldots, t_k) \), we have

\[
\partial^i d(\eta_t(t_1, t_2, \ldots, t_k)) = \partial^i d(\sigma_i(t_1^\pi, t_2^\pi, \ldots, t_k^\pi)) = \partial^i d(t_1^\pi, \ldots, t_{i-1}^\pi, t_i^\pi t_{i+1}^\pi t_{i+2}^\pi \ldots, t_k^\pi) = (t_1^\pi, \ldots, t_{i-1}^\pi, t_i^\pi t_{i+1}^\pi t_{i+2}^\pi \ldots, t_k^\pi) = \partial d(\pi_t(t_1, t_2, \ldots, t_k)).
\]

If \( (i, i+1) \) is not a left descent of \( \eta \), then we swap the roles of \( \eta \) and \( \pi \) and obtain the same equation as above. Therefore, in both two cases the terms in (3.7) corresponding to \( \eta \) and \( \pi \) cancel, which implies \( \partial^i(z_t) = 0 \) for all \( i \leq k-2 \). The remaining case \( i = k-1 \) can be proved similarly.
For part (2), using part (1) we obtain \( d(B_w) \subseteq \tilde{H}_{k-2}(e, w) \), where the latter is the top homology group of \((e, w)\). As \( B_w \subseteq C_{k-1}(w) \), by Lemma 3.3 the restriction \( d|_{B_w} \) is injective. Part (3) is an immediate consequence of part (2) of Lemma 3.1.

**Remark 3.5.** There is a different construction of homology cycles. For \( 1 \leq i \leq k-1 \), by (3.1) we have \( \sigma_i^{-1}(t_1, \ldots, t_i, t_{i+1}, \ldots, t_k) := (t_1, \ldots, t_{i+1}, t_i, \ldots, t_k) \). Then we may define a similar element \( \beta'_1 \) by

\[
\beta'_1 := \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi^{-1}(t_1, t_2, \ldots, t_k), \quad \forall t = (t_1, \ldots, t_k) \in R_{\text{ext}}(w),
\]

where \( \pi^{-1} = \sigma_k^{-1} \cdots \sigma_1^{-1} \) for a reduced expression \( \pi = s_1 \cdots s_k \). Similarly, we have

\[
z'_t = d(\beta'_1) = \sum_{i=1}^{k} (-1)^{k-i} \beta'_{i}(t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_k) \in \tilde{H}_{k-2}(e, w).
\]

Comparing with (3.6), the summand on the right hand side of the above equation involves conjugations. We prefer to use the cycles \( z'_t \) rather than \( z'_t \) in this paper.

### 4. Bases for the Top Homology Groups

In this section we give a basis for the top homology group \( \tilde{H}_{\ell_T}(e, w) \), and for the top homology group \( \tilde{H}_{k-1}(L_{[k]}) \) with \( 1 \leq k \leq n-1 \).

#### 4.1. Basis for the Top Homology Group of an Interval

We assume \([e, w]\) is a closed interval of the NCP lattice \( L \). We will give a \( \mathbb{Z} \)-basis for the top homotopy group \( \tilde{H}_{k-2}(e, w) \), where \( k = \ell_T(w) \). To this end, we will first obtain a \( \mathbb{Z} \)-basis for \( B_w \), and then obtain a \( \mathbb{Z} \)-basis from it for \( \tilde{H}_{k-2}(e, w) \) via the the linear map \( d \) given in (3.5).

Recall from Section 2.2 that the NCP lattice \( L \) admits an EL-labelling, with the total order \( \leq \) on \( T \) given in (2.3). For any \( w \in L \), let \( D_w \) be as defined in (2.5). We agree that \( D_e = \{ \emptyset \} \) and \( \beta_{\emptyset} = 1 \). The elements \( \beta_w, w \in D_w \) are called *decreasing elements*.

For any two sequences \( t = (t_1, t_2, \ldots, t_k) \) and \( t' = (t'_1, t'_2, \ldots, t'_k) \), we define the lexicographical order by

\[
t < t' \iff t_i < t'_i \quad \text{for the smallest } i \text{ where } t_i \text{ and } t'_i \text{ differ}.
\]

Clearly, this is a total order on the set \( R_{\text{ext}}(w) \). Recalling that \( C_{k-1}(w) \) is the abelian group freely spanned by \( R_{\text{ext}}(w) \), we define a symmetric \( \mathbb{Z} \)-bilinear form \( \langle -, - \rangle \) on \( C_{k-1}(w) \) by

\[
\langle t, t' \rangle = \delta_{tt'}, \quad \forall t, t' \in R_{\text{ext}}(w),
\]

and then extend this \( \mathbb{Z} \)-bilinearity. It is obvious that this bilinear form is unimodular, i.e., it defines an isomorphism between \( C_{k-1}(w) \) and its dual.

**Lemma 4.1.** For any sequence \( t = (t_1, t_2, \ldots, t_k) \in D_w \), the sum \( \beta_t = \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi \cdot t \) has a unique maximal term \( (t_1, t_2, \ldots, t_k) \) with respect to the lexicographical order \( < \) on \( R_{\text{ext}}(w) \). Similarly, the element \( z_t = d(\beta_t) \) has a unique maximal term \( (t_1, \ldots, t_{k-1}) \).

**Proof.** Use induction on \( k \). If \( k = 1 \), then \( \beta = (t) \) for any \( t \in T \), so there is nothing to prove. By Lemma 3.1, we have \( \beta_t = \sum_{i=1}^{k} (-1)^{i-1} (t_i, \beta_{t_{i+1}, \ldots, t_k}) \). Since \( t_1 > t_2 > \cdots > t_k \), the maximal term of \( \beta_t \) begins with \( t_1 \) and hence appears in \((t_1, \beta_{t_{2}, \ldots, t_k})\). By induction hypothesis, the sum \((t_1, \beta_{t_{2}, \ldots, t_k})\) has the unique maximal term \((t_1, t_2, \ldots, t_k)\). Therefore, \((t_1, t_2, \ldots, t_k)\) is the unique maximal term of the sum \( \beta_t \).
Recall from Proposition 3.4 that \( z_t = d(\beta_t) = \sum_{i=1}^{k} (-1)^{k-i} \beta_t(i) \). Note that \( t(\hat{i}) = (t_1, \ldots, \hat{i}, \ldots, t_k) \) is a decreasing sequence. Hence each \( \beta_{t(\hat{i})} \) has a unique maximal term \( t(\hat{i}) \). Among these \( t(\hat{i}) \) the maximal one is \( t(\hat{k}) = (t_1, \ldots, t_{k-1}) \), which is the unique maximal term of \( z_t \).

The following result will be used frequently.

**Lemma 4.2.** Let \( \langle - , - \rangle \) be the bilinear form on \( C_{k-1}(w) \) as defined in (4.1), where \( k = \ell_T(w) \).

1. \( \langle \beta_t, t \rangle = \langle z_t, t(\hat{k}) \rangle = 1 \) for any \( t \in D_w \).
2. \( \langle z_t, t(\hat{k}) \rangle = 0 \) for any pair \( t < \hat{i} \) of \( D_w \).

**Proof.** It follows from the proof of Lemma 4.1 that the coefficient of the maximal term of \( t \) is 1, and similarly for \( z_t \). This implies part (1). For part (2), note that the maximal term of \( z_t \) is \( t(\hat{k}) \). We claim that \( t(\hat{k}) < \hat{i} \), so all terms in the expression of \( z_t \) are strictly smaller than \( \hat{i} \). This implies that \( \langle z_t, t(\hat{k}) \rangle = 0 \).

It remains to prove our claim. Assume for contradiction that \( t(\hat{k}) \geq \hat{i} \). If \( t(\hat{k}) > \hat{i} \), then we have \( t > \hat{i} \), which contradicts the condition \( t < \hat{i} \). If \( t(\hat{k}) = \hat{i} \), then the \( k \)-th components of \( t \) and \( \hat{i} \) are also equal, as both \( t \) and \( \hat{i} \) represent \( T \)-reduced factorisations of \( w \). It follows that \( t = t \), which is a contradiction. Therefore, we have the claim that \( t(\hat{k}) < \hat{i} \).

**Proposition 4.3.** For any \( w \in \mathcal{L} \), the decreasing elements \( \beta_t, t \in D_w \) are \( \mathbb{Z} \)-linearly independent.

**Proof.** Assume that we have a finite sum \( \sum_t \lambda_t \beta_t = 0 \) for some nonzero \( \lambda_t \in \mathbb{Z} \) and \( t \in D_w \). Using the lexicographical order, we may arrange the above equation into

\[
\lambda_{\hat{i}} \beta_{\hat{i}} = -\sum_{t < \hat{i}} \lambda_t \beta_t,
\]

where \( \hat{i} \) is the unique maximal decreasing sequence appearing in the sum \( \sum_t \lambda_t \beta_t \). By Lemma 4.1 for any \( t < \hat{i} \), \( \beta_t \) has a unique maximal term \( t \). Hence \( \langle \beta_t, \hat{i} \rangle = 0 \) for any decreasing sequence \( t < \hat{i} \). It follows that

\[
\lambda_{\hat{i}} = \langle \lambda_{\hat{i}} \beta_{\hat{i}}, \hat{i} \rangle = -\sum_{t < \hat{i}} \lambda_t \langle \beta_t, \hat{i} \rangle = 0,
\]

which contradicts our assumption. Therefore, the elements \( \beta_t, t \in D_w \) are \( \mathbb{Z} \)-linearly independent.

**Corollary 4.4.** For any \( w \in \mathcal{L} \) we have

\[
\text{rank } B_w = |D_w| = (-1)^{\ell_T(w)} \mu(w),
\]

where \( \mu \) denotes the Möbius function of \( \mathcal{L} \).

**Proof.** Using Proposition 2.4, we have \( \text{rank } \widetilde{H}_{k-2}(e, w) = |D_w| = (-1)^{\ell_T(w)} \mu(w) \). Recall from Proposition 3.4 that the linear map \( d : B_w \to \widetilde{H}_{k-2}(e, w) \) is injective. This implies that \( \text{rank } B_w \leq \text{rank } \widetilde{H}_{k-2}(e, w) = (-1)^{\ell_T(w)} \mu(w) \). On the other hand, since \( \beta_t, t \in D_w \) are \( \mathbb{Z} \)-linearly independent, we have rank \( B_w \geq |D_w| = (-1)^{\ell_T(w)} \mu(w) \). It follows that \( \text{rank } B_w = |D_w| = (-1)^{\ell_T(w)} \mu(w) \).
Theorem 4.5. For any $w \in \mathcal{L}$, let $\mathcal{B}_w$ and $\mathcal{D}_w$ be as defined in Definition 3.2 and (2.5), respectively.

(1) The elements $\beta_t, t \in \mathcal{D}_w$ constitute a $\mathbb{Z}$-basis for $\mathcal{B}_w$;

(2) The elements $z_t, t \in \mathcal{D}_w$ are a $\mathbb{Z}$-basis for $\tilde{H}_{k-2}(e, w)$, where $k = \ell_T(w) \geq 1$;

(3) The $\mathbb{Z}$-linear map

\begin{equation}
(4.2) \quad d : \mathcal{B}_w \to \tilde{H}_{k-2}(e, w), \quad \beta_t \mapsto z_t, \ t \in \text{Re}_{T}(w)
\end{equation}

is an isomorphism of free abelian groups.

Proof. By Proposition 4.3, the elements $\beta_t, t \in \mathcal{D}_w$ are $\mathbb{Z}$-linearly independent. For part (1), it remains to prove that every element of $\mathcal{B}_w$ is a $\mathbb{Z}$-linear combination of those elements. Let $\mathcal{B}'_w$ be the subgroup of $\mathcal{B}_w$ spanned by these elements. Then by Corollary 4.4 $\mathcal{B}'_w$ is a subgroup of maximal rank. Therefore, every element of the quotient group $\mathcal{B}_w/\mathcal{B}'_w$ has finite order. Taking an arbitrary nonzero $\beta \in \mathcal{B}_w$, there exists a nonzero integer $m$ such that

\begin{equation}
(4.3) \quad m\beta = \sum_{t \in \mathcal{D}_w} \lambda_t \beta_t \in \mathcal{B}'_w, \quad \lambda_t \in \mathbb{Z}.
\end{equation}

We need to show that $m|\lambda_t$ for any $t \in \mathcal{D}_w$.

Suppose that $\tilde{t}$ is the biggest $t$ for which $m \nmid \lambda_t$, that is, $m|\lambda_t$ for all $t > \tilde{t}$ and $m \nmid \lambda_{\tilde{t}}$. Then (4.3) can be written as

\[ m\beta - \sum_{t > \tilde{t}} \lambda_t \beta_t = \lambda_{\tilde{t}} \beta_{\tilde{t}} + \sum_{t < \tilde{t}} \lambda_t \beta_t. \]

Noting that $\langle \beta_t, \tilde{t} \rangle = 0$ for any decreasing sequence $t < \tilde{t}$, we have

\[ \langle m\beta - \sum_{t > \tilde{t}} \lambda_t \beta_t, \tilde{t} \rangle = \langle \lambda_{\tilde{t}} \beta_{\tilde{t}}, \tilde{t} \rangle = \lambda_{\tilde{t}}, \]

The far left hand side is divisible by $m$, as $m|\lambda_t$ for all $t > \tilde{t}$. It follows that $m|\lambda_{\tilde{t}}$, which contradicts our assumption for $\tilde{t}$. Therefore, we have $m|\lambda_t$ for any $t \in \mathcal{D}_w$ and

\[ \beta = \sum_{t \in \mathcal{D}_w} \frac{\lambda_t}{m} \beta_t \in \mathcal{B}'_w, \quad \frac{\lambda_t}{m} \in \mathbb{Z}. \]

Hence $\mathcal{B}'_w = \mathcal{B}_w$ and $\{ \beta_t \mid t \in \mathcal{D}_w \}$ is a basis for $\mathcal{B}_w$.

We turn to prove part (2). As the $\mathbb{Z}$-linear map $d : \mathcal{B}_w \to \tilde{H}_{k-2}(e, w)$ is injective by Proposition 3.4, the elements $z_t = d(\beta_t), t \in \mathcal{D}_w$ are $\mathbb{Z}$-linearly independent. We just need to show that every element of $\tilde{H}_{k-2}(e, w)$ is a $\mathbb{Z}$-linear combination of $z_t, t \in \mathcal{D}_w$. The proof is similar to that in part (1), using the fact that $\langle z_t, t(\hat{k}) \rangle = 1$ and $\langle z_t, \tilde{t}(\hat{k}) \rangle = 0$ for any decreasing sequences $t < \tilde{t}$ of $\mathcal{D}_w$. The fact is proved in Lemma 1.2.

Now part (3) is a consequence of the combination of part (1) and part (2). \hfill \square

4.2. Basis for the top homology group of a rank-selected subposet. Now we are concerned with the top reduced homology group $\tilde{H}_{k-1}(\mathcal{L}[k]) := \tilde{H}_{k-1}(\Delta(\mathcal{L}[k]); \mathbb{Z})$ of the rank-selected subposet $\mathcal{L}[k] = \{ w \in \mathcal{L} \mid 1 \leq \ell_T(w) \leq k \}$ for $0 \leq k < n - 1$. The trivial case is $\mathcal{L}[0] := \emptyset$ and $\tilde{H}_{-1}(\mathcal{L}[0]) = \mathbb{Z}$.

Recall from Definition 3.2 that $\mathcal{B}$ has a natural $\mathbb{Z}$-grading with the $k$-th homogeneous component given by $\mathcal{B}_k = \bigoplus_{w \in \mathcal{L}_k} \mathcal{B}_w$, where $\mathcal{L}_k$ consists of elements $w \in \mathcal{L}$ with $0 \leq \ell_T(w) = k \leq n$. 
Lemma 4.6. For any \( t \in \bigcup_{w \in \mathcal{L}_k} \text{Rex}_T(w) \), we have \( z_t = d(\beta_t) \in \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \). This defines the following \( \mathbb{Z} \)-linear map:

\[
d_k : \mathcal{B}_k \rightarrow \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}), \quad \beta_t \mapsto z_t, \quad \forall t \in \bigcup_{w \in \mathcal{L}_k} \text{Rex}_T(w).
\]

Hence we have \( d(\mathcal{B}_k) \subseteq \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \subseteq \mathcal{B}_{k-1} \) for \( 1 \leq k \leq n \).

Proof. Recall from Proposition 3.4 that \( z_t \) is an element of \( \tilde{H}_{k-2}(e, w) \) for any \( t \in \text{Rex}_T(w) \). Since the interval \((e, w)\) is contained in \( \mathcal{L}_{[k-1]} \), the element \( z_t \) is also a cycle of the top homology group \( \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \). \( \square \)

Proposition 4.7. Let \( \mathcal{D}_{[k-1]} \) be as in (2.6). Then the elements \( z_t, t \in \mathcal{D}_{[k-1]} \) are \( \mathbb{Z} \)-linearly independent.

Proof. Assume that \( \sum_t \lambda_t z_t = 0 \) for some nonzero \( \lambda_t \in \mathbb{Z} \) and \( t \in \mathcal{D}_w \). Let \( \tilde{t} \) be the maximal sequence appearing in the sum. Then we have

\[
\lambda_{\tilde{t}} z_{\tilde{t}} = - \sum_{t < \tilde{t}} \lambda_t z_t,
\]

Using Lemma 4.1 we have \( \langle z_{\tilde{t}}, \tilde{t}(\tilde{k}) \rangle = 1 \). We claim that \( \langle z_t, \tilde{t}(\tilde{k}) \rangle = 0 \) for any decreasing sequence \( t < \tilde{t} \) of \( \mathcal{D}_{[k-1]} \). Once this is proved, we have

\[
\lambda_{\tilde{t}} = \langle \lambda_{\tilde{t}} z_{\tilde{t}}, \tilde{t}(\tilde{k}) \rangle = - \sum_{t < \tilde{t}} \lambda_t \langle z_t, \tilde{t}(\tilde{k}) \rangle = 0,
\]

which contradicts our assumption. Therefore, \( \{ z_t \mid t \in \mathcal{D}_{[k-1]} \} \) is \( \mathbb{Z} \)-linearly independent.

It remains to prove our claim. Suppose that \( t = (t_1, \ldots, t_k) < \tilde{t} = (\tilde{t}_1, \ldots, \tilde{t}_k) \) in \( \mathcal{D}_{[k-1]} \). Then by the definition of the lexicographical order, there exists an index \( i \) such that \( t_i < \tilde{t}_i \) and \( t_j = \tilde{t}_j \) for \( 1 \leq j \leq i-1 \). If \( i = k \), then by definition (2.6) of \( \mathcal{D}_{[k-1]} \) we have two increasing chains \((t_k, t_{k+1}, \ldots, t_n)\) and \((\tilde{t}_k, \tilde{t}_{k+1}, \ldots, \tilde{t}_n)\) in the interval \([t_1 t_2 \cdots t_{k-1}, \gamma] = [\tilde{t}_1 \tilde{t}_2 \cdots \tilde{t}_{k-1}, \gamma]\). This contradicts the EL-labelling property of \( \mathcal{L} \). Therefore, we have \( 1 \leq i \leq k-1 \), and hence \( t(\tilde{k}) < \tilde{t}(\tilde{k}) \). Now in view of Lemma 4.1, \( z_t \) has a unique maximal term \( \hat{t}(\hat{k}) \). It follows that \( \langle z_t, \hat{t}(\hat{k}) \rangle = 0 \) for any decreasing sequence \( t < \hat{t} \) of \( \mathcal{D}_{[k-1]} \). \( \square \)

Theorem 4.8. Let \( \mathcal{B} = \bigoplus_{k=0}^n \mathcal{B}_k \) be as in Definition 3.2 and let \( \mathcal{D}_{[k-1]} \) be as in (2.6).

(1) The elements \( z_t, t \in \mathcal{D}_{[k-1]} \) form a basis for \( \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \) for \( 2 \leq k \leq n \).

(2) For \( 2 \leq k \leq n \), the \( \mathbb{Z} \)-linear map

\[
d_k : \mathcal{B}_k \rightarrow \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}), \quad \beta_t \mapsto z_t, \quad \forall t \in \bigcup_{w \in \mathcal{L}_k} \text{Rex}_T(w)
\]

is surjective.

Proof. By Proposition 2.5 and Proposition 4.7, the elements \( z_t, t \in \mathcal{D}_{[k-1]} \) span a subgroup of \( \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \) of maximal rank. To prove part (1), it suffices to show that every element of \( \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \) is a \( \mathbb{Z} \)-linear combination of those elements. This can be proved by the method given in Theorem 4.3 using the fact that \( \langle z_t, \tilde{t}(\tilde{k}) \rangle = 1 \) and \( \langle z_t, \hat{t}(\hat{k}) \rangle = 0 \) for any decreasing sequence \( t < \hat{t} \) of \( \mathcal{D}_{[k-1]} \). The former is given in Lemma 4.2 and the latter is the claim in the proof of Proposition 4.7. Part (2) follows from part (1). \( \square \)
Example 4.9. (Type $A_3$) Let $\mathcal{L}$ be the NCP lattice given in Example 2.3, where $W = \text{Sym}_4$ and $\gamma = (1243)$. We determine the bases for the top homology groups $\widetilde{H}_1(\mathcal{L}_2) = \widetilde{H}_1(e, \gamma)$ and $\widetilde{H}_0(\mathcal{L}_1)$ as follows.

In view of the EL-labelling of $\mathcal{L}$ in Figure 1 we obtain the following sequences which satisfy the condition given in (2.6):

$$
\mathcal{D}_2 = \{((14), (34), (12)), ((13), (14), (12)), ((24), (14), (34)),
((13), (24), (14)), ((23), (13), (24))\},
\mathcal{D}_1 = \{((14), (12)), ((13), (12)), ((34), (24)), ((24), (34)), ((23), (24))\}.
$$

Note that $\mathcal{D}_\gamma = \mathcal{D}_2$. For each $t = (t_1, t_2, t_3) \in \mathcal{D}_\gamma$, we have defined the following elements:

$$
\beta_t = (t_1, t_2, t_3) - (t_2, t_1, t_3) - (t_1, t_3, t_2) + (t_2, t_3, t_1),
\gamma_t = \sigma(t_1, t_2) = (t_2, t_1),
\delta_t = \sigma(t_1, t_3) = (t_3, t_1).
$$

We identify a sequence $(t_1, t_2)$ with the maximal chain $t_1 < t_1 t_2$ of $(e, \gamma)$. It is easily verified that $\gamma_t$ is a homology cycle of $\widetilde{H}_1(e, \gamma)$. By Theorem 4.5 the elements $\gamma_t$ (resp. $\beta_t$) for all $t \in \mathcal{D}_\gamma$ form a basis for $\widetilde{H}_1(e, \gamma)$ (resp. $\beta_t$). Similarly, the elements

$$
\gamma_{(t_1, t_2)} = \sigma(t_1, t_2) = (t_1) - (t_2), \quad \forall (t_1, t_2) \in \mathcal{D}_1
$$

belong to $\widetilde{H}_0(\mathcal{L}_1)$, and by Theorem 4.8 they form a basis for $\widetilde{H}_0(\mathcal{L}_1)$.

5. Multiplicative structure on the Whitney homology

In this section we are motivated by [OS80, Section 3], where a combinatorial definition of the Orlik-Solomon algebra is introduced. It is shown in loc. cit. that as graded vector spaces, the Orlik-Solomon algebra is isomorphic to the Whitney homology [Bac75] of the intersection lattice of the corresponding hyperplane arrangement. This construction is not readily applicable to the NCP lattice, since the NCP lattice is not a geometric lattice. Nevertheless, we define a multiplicative structure on $\mathcal{B}$ using a shuffle product, which makes extensive use of the Hurwitz action. This makes $\mathcal{B}$ into a finite dimensional graded associative algebra, which is isomorphic to the Whitney homology of the NCP lattice as a graded free abelian group. In addition, we prove that $\mathcal{B} = \bigoplus_{k=0}^n \mathcal{B}_k$ together with the linear maps $d_k$ form an acyclic complex.

5.1. Multiplicative structure. For each integer $k \geq 0$ we define free abelian groups $T_k$ as follows. Let $T_0 := \mathbb{Z}$, and for $k \geq 1$ let $T_k$ have a $\mathbb{Z}$-basis consisting of sequences $(t_1, t_2, \ldots, t_k)$, where $t_i \in T$. Define $T = \bigoplus_{k \geq 0} T_k$. For each $k = 1, \ldots, n$ the braid group $B_k$ acts on $T_k$ by the Hurwitz action as defined in (3.1). Note that $T$ is isomorphic to the tensor space $T(U) = \bigoplus_{k \geq 0} U^\otimes k$, where $U$ is the abelian group freely spanned by all reflections of $W$.

We define an associative algebra structure on $T$ as follows. Recall that a $(k, l)$-shuffle is a left minimal coset representative of $\text{Sym}_k \times \text{Sym}_l$ in $\text{Sym}_{k+l}$. Denote by $\text{Sh}(k, l)$ the set of all $(k, l)$-shuffles of $1, 2, \ldots, k + l$. For any two sequences of reflections $t = (t_1, \ldots, t_k)$ and $t' = (t'_1, \ldots, t'_l)$, we define the star multiplication $\ast : T \times T \to T$ by

$$
t \ast t' := \sum_{\pi \in \text{Sh}(k, l)} \text{sgn}(\pi) \pi(t_1, t_2, \ldots, t_k, t'_1, t'_2, \ldots, t'_l),
$$

where $\pi \in B_{k+l}$ is the lift of $\pi \in \text{Sym}_{k+l}$ and the action is given by the Hurwitz action [3.1].
Lemma 5.1. The star multiplication $*$ is associative.

Proof. It suffices to prove that $(t \ast t') \ast t'' = t \ast (t' \ast t'')$ for any three sequences of reflections $t = (t_1, \ldots, t_k)$, $t' = (t_1', \ldots, t'_l)$ and $t'' = (t''_1, \ldots, t''_m)$. For convenience, set $\mathcal{B}_{k,l} := \sum_{\pi \in \text{Sh}(k,l)} \text{sgn}(\pi) \pi$. Then the associativity of the star multiplication follows from the following equation (cf. \cite[Proposition 9]{Ros90}): 

$$
\mathcal{B}_{k+1,m} \mathcal{B}_{k,l} = \mathcal{B}_{k+1,m} \tau_k(\mathcal{B}_{l,m}),
$$

where $\tau_k : \mathbb{Z}B_{l+m} \to \mathbb{Z}B_{k+l+m}$ is the $\mathbb{Z}$-linear homomorphism given by $\tau_k(\sigma_i) = \sigma_{k+i}$ for $1 \leq i \leq l + m - 1$. Expanding sums on both sides of the above equation, the products $\pi \eta$ which appear on each side are the lifts of the left minimal coset representatives $\pi \eta$ of $\text{Sym}_k \times \text{Sym}_l \times \text{Sym}_m$ in $\text{Sym}_{k+l+m}$, where $\pi \eta$ satisfies $\ell(\pi \eta) = \ell(\pi) + \ell(\eta)$ with $\ell$ being the usual length function of $\text{Sym}_{k+l+m}$. Since the lift to the braid group is independent of the reduced expression of the left minimal coset representative $\pi \eta$, we obtain the same sum on both sides of the equation. Therefore, the star multiplication $*$ in $\mathcal{T}$ is associative. \(\square\)

For any sequence $t = (t_1, \ldots, t_k)$ of reflections, we define the following element

$$
\xi_t := \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi \iota (t_1, t_2, \ldots, t_k) \in T_k.
$$

By convention, we set $\xi_t := 1$ if $t$ is an empty sequence. Clearly, if $t \in \text{Rex}_T(w)$ for some $w \in L$, then we have $\xi_t = \beta_t$. To be more precise, let us define a $\mathbb{Z}$-linear map $p : T \to T$ by $p(1) = 1$ and for any integer $k \geq 1$

$$
p((t_1, \ldots, t_k)) = \begin{cases} 
(t_1, \ldots, t_k), & \text{if } (t_1, \ldots, t_k) \in \bigcup_{w \in L_k} \text{Rex}_T(w), \\
0, & \text{otherwise}. 
\end{cases}
$$

Then we have $\beta_t = p(\xi_t)$ if $t \in \bigcup_{w \in L_k} \text{Rex}_T(w)$ for $0 \leq k \leq n$.

Lemma 5.2. Maintain the above notation.

(1) For any sequence $t = (t_1, \ldots, t_k)$ of reflections, we have $\xi_t = (t_1) \ast (t_2) \ast \cdots \ast (t_k)$.

(2) For any $x, y \in T$, we have $p(p(x) \ast p(y)) = p(x \ast y)$.

Proof. We use induction on $k$ to prove part (1). If $k = 1$ then $\xi_{(t_1)} = (t_1)$ by definition. We identify $\text{Sym}_{k-1}$ as a subgroup of $\text{Sym}_k$ which permutes $\{1, 2, \ldots, k-1\}$. Note that $\text{Sh}(k-1,1)$ is the set of left minimal coset representatives of $\text{Sym}_{k-1}$ in $\text{Sym}_k$. Then

$$
\xi_t = \sum_{\pi \in \text{Sym}_k} \text{sgn}(\pi) \pi \iota = \sum_{\eta \in \text{Sh}(k-1,1)} \text{sgn}(\eta) \eta \left( \sum_{\pi' \in \text{Sym}_{k-1}} \text{sgn}(\pi') \pi' \iota \right) = \sum_{\eta \in \text{Sh}(k-1,1)} \text{sgn}(\eta) \eta \iota ((t_1) \ast (t_2) \ast \cdots \ast (t_{k-1}), t_k) = (t_1) \ast (t_2) \ast \cdots \ast (t_k),
$$

where we have used the induction hypothesis in the penultimate equation.

For part (2), by linearity it suffices to prove the equation for $t = (t_1, \ldots, t_k)$ and $t' = (t'_1, \ldots, t'_l)$. If $p(t) = 0$, then by the definition of $p$, there exists no $w \in L_k$ such that $w = t_1 \cdots t_k$ is a $T$-reduced expression. It follows that $t_1 \cdots t_k t'_1 \cdots t'_l$ is not a $T$-reduced expression for any $w \in L_{k+l}$. Hence $p((t_1, \ldots, t_k, t'_1, \ldots, t'_l)) = 0$. Since the product of all reflections in $\iota (t_1, \ldots, t_k, t'_1, \ldots, t'_l)$ remains the same for any $\pi \in \text{Sh}(k,l)$, we have $p(t \ast t') = 0$. Therefore, the equation $p(p(t) \ast p(t')) = p(t \ast t')$ holds if $p(t) = 0$. This can be proved similarly if
Lemma 5.4. Let $A$ be an abelian group freely spanned by $p$ basis elements $B$. Recall that the latter is defined in (3.3). Thus, we have $C = p(A) = \bigoplus_{k=0}^{n} C_{k-1}$, and $C$ is an abelian group freely spanned by $(t_1, \ldots, t_k) \in \bigcup_{w \in L_k} Rex_T(w)$ for all $0 \leq k \leq n$. For any two basis elements $t$ and $t'$ of $C$, we define a product in $C$ by

\begin{equation}
(t t') := p(t \ast t').
\end{equation}

Lemma 5.3. The multiplication in $C$ defined by (5.1) is associative.

Proof. It suffices to prove that $(tt')t'' = t(t't'')$ for any $t, t', t'' \in \bigcup_{w \in L} Rex_T(w)$. On the left hand side we have

\begin{align*}
(tt')t'' &= p((tt') \ast t'') = p(p(t \ast t') \ast p(t'')) = p((t \ast t') \ast t''),
\end{align*}

where in the second equation we have used $p(t'') = t''$ and the last equation follows from Lemma 5.2. Similarly, we have $t(t't'') = p(t \ast (t' \ast t''))$. Then the associativity of the product in $C$ follows from that of the star multiplication, which is given in Lemma 5.1. \hfill \Box

Recall from Definition 3.2 that $B = \bigoplus_{w \in L} B_w$ is a free abelian subgroup of $C$. For any $w \in L_k$ ($0 \leq k \leq n$), the subgroup $B_w \subseteq C_{k-1}$ is spanned by all elements $\beta_t, t \in Rex_T(w)$. The following lemma states that $B$ is closed under the multiplication (5.1).

Lemma 5.4. Let $u, w \in L$. Then for any $t \in Rex_T(u)$ and $t' \in Rex_T(w)$, we have

\begin{align*}
\beta_t \beta_{t'} &= \begin{cases} 
\beta(t, t'), & \text{if } uw \leq \gamma \text{ and } \ell_T(uw) = \ell_T(u) + \ell_T(w), \\
0, & \text{otherwise}.
\end{cases}
\end{align*}

This product is associative, i.e. $(\beta_t \beta_{t'}) \beta_{t''} = \beta_t (\beta_{t'} \beta_{t''})$ for any $t, t', t'' \in \bigcup_{w \in L} Rex_T(w)$.

Proof. Assume that $t = (t_1, \ldots, t_k) \in Rex_T(u)$ and $t' = (t'_1, \ldots, t'_l) \in Rex_T(w)$. Using definition (5.1) and Lemma 5.2 we have

\begin{align*}
\beta_t \beta_{t'} &= p(\beta_t \ast \beta_{t'}) = p(p(\xi_t \ast \beta_{t'})) = p(\xi_t \ast \xi_{t'}) \\
&= p((t_1) \ast \cdots \ast (t_k) \ast (t'_1) \ast \cdots \ast (t'_l)) \\
&= p(\xi(t, t')).
\end{align*}

Now if $uw \leq \gamma$ and $\ell_T(uw) = \ell_T(u) + \ell_T(w)$, then $(t, t') \in Rex_T(uw)$ and hence $\beta_t \beta_{t'} = p(\xi(t, t')) = \beta_{(t, t')}$; otherwise, $uw$ is not an element of $L$ or $(t, t')$ is not $T$-reduced, whence by the definition of $p$ we have $\beta_t \beta_{t'} = p(\xi(t, t')) = 0$. Since $\beta_t \in C$ for any $t \in \bigcup_{w \in L} Rex_T(w)$, the associativity of the product in $B$ follows from Lemma 5.3. This completes the proof. \hfill \Box

Proposition 5.5. The free abelian group $B = \bigoplus_{w \in L} B_w$ is a finite dimensional graded associative algebra over $\mathbb{Z}$, generated by homogeneous elements $\beta_t, t \in T$ of degree 1 with multiplication given as in Lemma 5.4.

Proof. For any $t = (t_1, t_2, \ldots, t_k) \in Rex_T(w)$ with $w \in L_k$, using Lemma 5.4 we have $\beta_t = \beta_{t_1} \beta_{t_2} \cdots \beta_{t_k}$. As the algebra $B$ is $\mathbb{Z}$-linearly spanned by all elements $\beta_t$, it is a finite dimensional algebra generated by $\beta_t, t \in T$. \hfill \Box
Remark 5.6. Baclawski introduced the Whitney homology $WH_k(P)$ for any poset $P$ with a least element $0$. Subsequently, Björner proved that the Whitney homology can be understood in terms of the usual homology of intervals [Bjo82, Theorem 5.1], that is, $WH_k(P) \simeq \bigoplus_{x \in P \setminus \{0\}} \tilde{H}_k(0, x)$. We define $WH_0(P) := \mathbb{Z}$. In our case $\mathcal{L}$ is Cohen-Macaulay, so the right side of the above isomorphism can be simplified as follows:

$$WH_k(\mathcal{L}) \cong \bigoplus_{w \in L_k} \tilde{H}_{k-2}(e, w), \quad 1 \leq k \leq n.$$ 

Then it follows from the isomorphism (1.2) that $WH_k(\mathcal{L}) \cong B_k, 0 \leq k \leq n$ as free abelian groups. Therefore, Lemma 5.4 defines a multiplicative structure on the Whitney homology $WH(\mathcal{L}) := \bigoplus_{0 \leq k \leq n} WH_k(\mathcal{L})$.

It is worthwhile to find some relations among the generators $\beta_t$ and obtain a presentation of $B$. We illustrate this with an example.

Example 5.7. Suppose that $t = (t_1, t_2) \in Rex_T(w)$ for some $w \in \mathcal{L}_2$. Then $\beta_t = \beta_{t_1} \beta_{t_2} = (t_1) \ast (t_2) = (t_1, t_2) - (t_2, t_2t_1t_2)$. One can verify directly that

$$\beta_{t_1} \beta_{t_2} + \beta_{t_2} \beta_{t_1} = 0, \quad \text{if } t_1t_2 = t_2t_1,$$

$$\beta_{t_1} \beta_{t_2} + \beta_{t_2} \beta_{t_1} = 0, \quad \text{if } t_1t_2 = t_2t_1t_2.$$

Proposition 5.8. We have the following quadratic relations among generators $\beta_t, t \in T$:

1. $\beta_t^2 = \beta_{t_1} \beta_{t_2} = 0$ for all $t \in T$ and $t_1, t_2 \in T$ with $t_1t_2 \leq \gamma$.
2. For any $w \in \mathcal{L}_2$, we have

$$\sum_{(t_1, t_2) \in Rex_T(w)} \beta_{t_1} \beta_{t_2} = 0.$$

Proof. Part (1) follows directly from Lemma 5.4. For part (2), note that each interval $[e, w]$ of $\mathcal{L}$ with $\ell_T(w) = 2$ is isomorphic to the noncrossing partition lattice associated to a dihedral group (see [Bes03, Lemma 1.4.3] and [Arm09, Proposition 2.6.11]). Without loss of generality, we may assume $w = s_1s_2$ for two simple reflections $s_1$ and $s_2$. If the order of $s_2s_1$ is $m$, then the reflections preceding $w$ are $r_i = s_1(s_2s_1)^{i-1}, 1 \leq i \leq m$. Then we have

$$Rex_T(w) = \{ (r_1, r_m), (r_2, r_1), (r_3, r_2), \ldots, (r_m, r_{m-1}) \}.$$ 

It follows that $r_1r_2r_1 = r_m, r_mr_1r_m = r_{m-1}$ and $r_kr_{k+1}r_k = r_{k-1}, 2 \leq k \leq m - 1$. Therefore, we obtain

$$\sum_{(t_1, t_2) \in Rex_T(w)} \beta_{t_1} \beta_{t_2} = \beta_{r_1} \beta_{r_m} + \beta_{r_2} \beta_{r_1} + \cdots + \beta_{r_m} \beta_{r_{m-1}}$$

$$= (r_1, r_m) - (r_m, r_mr_1r_m) + (r_2, r_1) - (r_1, r_1r_2r_1) + \cdots + (r_m, r_{m-1}) - (r_{m-1}, r_{m-1}r_mr_{m-1})$$

$$= 0.$$

This completes the proof. \(\square\)

Remark 5.9. In fact, all relations among $\beta_t, t \in T$ are generated by the quadratic relations given in Proposition 5.8. We illustrate this with the following example. For a general proof, see [LZ22] or [Zha20].
Example 5.10. (Dihedral group) Let $W$ be the dihedral group as defined in Example 2.2. By Proposition 5.5, the algebra $B$ is generated by $\beta_t$ for all $t \in T$, where $T$ is totally ordered as in (2.4). In view of Proposition 5.8, the generators $\beta_t$ satisfy the following relations:

\[
\begin{align*}
\beta_{t_1} \beta_{t_i} &= 0, \quad 1 \leq i \leq m - 1, \\
\beta_{t_i} \beta_{t_j} &= 0, \quad 2 \leq i \leq m, 1 \leq j \neq i - 1 \leq m, \\
\beta_{t_1} \beta_{t_m} + \beta_{t_i} \beta_{t_1} + \cdots + \beta_{t_m} \beta_{t_{m-1}} &= 0.
\end{align*}
\]

Recall that $B = B_0 \oplus B_1 \oplus B_2$, where $B_0 = \mathbb{Z}$ and $B_1$ has a $\mathbb{Z}$-linear basis consisting of all $\beta_t, t \in T$. By the relations above, $B_2 = B_0$ is spanned by $m - 1$ elements $\beta_{(t_i, t_{i-1})} = \beta_{t_i} \beta_{t_{i-1}}, 2 \leq i \leq m$, where the sequences $(t_i, t_{i-1})$ are all decreasing under the total order of $T$. These elements form a basis for $B_2$ by Theorem 4.5. Therefore, the relations above are all quadratic relations among $\beta_t, t \in T$.

5.2. An acyclic chain complex. Recall that $B = \bigoplus_{k=0}^{n} B_k$ is a $\mathbb{Z}$-graded algebra. Noting that $z_t = \sum_{i=1}^{k} (-1)^{k-i} \beta_{(i)} \in B_{k-1}$ by (3.3), we have a map

\[
d_k : B_k \rightarrow B_{k-1}, \quad \beta_t \mapsto z_t, \quad \forall t \in \bigcup_{w \in \mathcal{L}_k} \text{Rex}_T(w), \quad 0 \leq k \leq n.
\]

In particular, $z_t = d_1(\beta_t) = 1$ for any $t \in T$.

Lemma 5.11. Let $d$ be as in (5.2). Then

1. We have $d^2 = 0$, whence we have the following chain complex:

\[
0 \rightarrow B_n \xrightarrow{d_n} B_{n-1} \xrightarrow{d_{n-1}} \cdots \xrightarrow{d_1} B_0 \rightarrow 0.
\]

2. Let $w \in \mathcal{L}_k$ with $2 \leq k \leq n$. Then for each $i = 1, 2, \ldots, k - 1$, we have

\[
d(\beta_t) = (-1)^{k-i} (d(\beta(t_1, \ldots, t_i)) \beta(t_{i+1}, \ldots, t_k) + \beta(t_1, \ldots, t_i)(d(\beta(t_{i+1}, \ldots, t_k)))
\]

for any $t = (t_1, t_2, \ldots, t_k) \in \text{Rex}_T(w)$.

Proof. By (3.6) for any $t = (t_1, t_2, \ldots, t_k) \in \text{Rex}_T(w)$ with $w \in \mathcal{L}$, we have

\[
d(\beta_t) = z_t = \sum_{i=1}^{k} (-1)^{k-i} \beta_{(i)} = -d(\beta(t_1, \ldots, t_{k-1})) \beta_{t_k} + \beta(t_1, \ldots, t_{k-1}).
\]

For part (1), we use induction on the length of $t$. Clearly, $d^2(1) = 0$. Applying $d$ to both sides of (5.3), we have

\[
d^2(\beta_t) = -d(\beta(t_1, \ldots, t_{k-1})) \beta_{t_k} + d(\beta(t_1, \ldots, t_{k-1})).
\]

Noting that $d(\beta(t_1, \ldots, t_{k-1})) = \sum_{i=1}^{k-1} (-1)^{k-1-i} \beta(t_1, \ldots, t_i, \ldots, t_{k-1})$, we have

\[
d(d(\beta(t_1, \ldots, t_{k-1})) \beta_{t_k}) = \sum_{i=1}^{k-1} (-1)^{k-1-i} d(\beta(t_1, \ldots, t_i, \ldots, t_{k-1}) \beta_{t_k})
\]

\[
= \sum_{i=1}^{k-1} (-1)^{k-1-i} (-d(\beta(t_1, \ldots, t_i, \ldots, t_{k-1})) \beta_{t_k} + \beta(t_1, \ldots, t_i, \ldots, t_{k-1}))
\]

\[
= -d(d(\beta(t_1, \ldots, t_{k-1}))) \beta_{t_k} + d(\beta(t_1, \ldots, t_{k-1}))
\]

\[
= d(\beta(t_1, \ldots, t_{k-1})).
\]
where the second equation is a consequence of (5.3) and the last equation follows from the induction hypothesis. Using the above equation in (5.4), we obtain $d^2(\beta_t) = 0$.

For part (2) we also use induction on $k$. This is trivial if $k = 2$. For general $k > 2$, note that if $i = k - 1$ we obtain (5.3). For $i \leq k - 2$, by induction we have

$$d(\beta_{(t_1, \ldots, t_{k-1})}) = (-1)^{k-1-i}(d\beta_{(t_1, \ldots, t_i)}\beta_{(t_{i+1}, \ldots, t_{k-1})} + \beta_{(t_1, \ldots, t_i)}(d\beta_{(t_{i+1}, \ldots, t_{k-1})})).$$

Using this in (5.3) we have

$$d(\beta_t) = (-1)^{k-i}(d\beta_{(t_1, \ldots, t_i)})\beta_{(t_{i+1}, \ldots, t_k)} + \beta_{(t_1, \ldots, t_i)}(-d(\beta_{(t_{i+1}, \ldots, t_{k-1})}))\beta_t + \beta_{(t_{i+1}, \ldots, t_{k-1})})$$

$$= (-1)^{k-i}(d\beta_{(t_1, \ldots, t_i)})\beta_{(t_{i+1}, \ldots, t_k)} + \beta_{(t_1, \ldots, t_i)}(d\beta_{(t_{i+1}, \ldots, t_{k-1})})$$

for any $i \leq k - 2$. Therefore, the equation holds for $1 \leq i \leq k - 1$. \qed

**Remark 5.12.** Note that $(B, d)$ is not a differential graded algebra, as $d$ does not preserve the multiplication as given in Lemma 5.4. For instance, let $t_1, t_2 \in T$ such that $t_1t_2 \neq \gamma$, then $\beta_{t_1}\beta_{t_2} = 0$ by Proposition 5.8 and hence $d(\beta_{t_1}\beta_{t_2}) = 0$, while $-d(\beta_{t_1})\beta_{t_2} + \beta_{t_1}d(\beta_{t_2}) = -\beta_{t_2} + \beta_{t_1} \neq 0$. Part (2) of Lemma 5.11 is only true for these nonzero elements $\beta_t = \beta_{t_1} \cdots \beta_{t_k}$ with $(t_1, \ldots, t_k) \in \text{Rex}_T(w)$ rather than an arbitrary product of $\beta_i$’s.

**Proposition 5.13.** Let $d_k$ be the linear map as in (5.2) for $1 \leq k \leq n$.

1. We have $\text{Im} d_k = \tilde{H}_{k-2}(L_{[k-1]})$ for $1 \leq k \leq n$, and $\text{Ker} d_k = \tilde{H}_{k-1}(L_{[k]})$ for $1 \leq k \leq n - 1$ and $\text{Ker} d_n = 0$. It follows that

$$B_k \cong \begin{cases} \tilde{H}_{k-2}(L_{[k-1]}) \oplus \tilde{H}_{k-1}(L_{[k]}), & 1 \leq k \leq n - 1, \\ \tilde{H}_{n-2}(L_{[n-1]}), & k = n. \end{cases}$$

2. The chain complex $(B_k, d_k)$ is acyclic.

**Proof.** We just need to prove part (1), which leads to part (2) immediately. Noting that $\tilde{H}_{n-2}(L_{[n-1]}) = \tilde{H}_{n-2}(e, \gamma)$ is a free abelian subgroup of $B_{n-1}$ and $B_n = B_{\gamma}$, the linear map $d_n : B_n \rightarrow \tilde{H}_{n-2}(L_{[n-1]})$ is an isomorphism by part (3) of Theorem 4.5. Therefore, we have $\text{Im} d_n = \tilde{H}_{n-2}(L_{[n-1]})$ and $\text{Ker} d_n = 0$.

If $2 \leq k \leq n - 1$, then by part (2) of Theorem 4.8 the linear map $d_k : B_k \rightarrow \tilde{H}_{k-2}(L_{[k-1]})$ is surjective. It follows that $\text{Im} d_k = \tilde{H}_{k-2}(L_{[k-1]})$ for $2 \leq k \leq n - 1$, and $\text{Im} d_1 = \mathbb{Z}$ as $d(\beta_t) = 1$ for any $t \in T$. It remains to prove that $\text{Ker} d_k = \tilde{H}_{k-1}(L_{[k]})$.

By part (1) of Lemma 5.11 we have $d^2 = 0$, whence $\text{Im} d_{k+1} = \tilde{H}_{k-1}(L_{[k]}) \subseteq \text{Ker} d_k$ for $1 \leq k \leq n - 1$. We now prove that $\tilde{H}_{k-1}(L_{[k]})$ and $\text{Ker} d_k$ have equal rank. By the definition of the Möbius function and Corollary 4.4, we have

$$\mu(L_{[k]}) = - \sum_{i=0}^{k} \sum_{w \in L_i} \mu(w) = \sum_{i=0}^{k} (-1)^{i+1} \text{rank} B_i.$$

It follows from Proposition 2.5 that for each $k$

$$\text{rank} \tilde{H}_{k-1}(L_{[k]}) = (-1)^{k+1} \mu(L_{[k]}) = \sum_{i=0}^{k} (-1)^{k-i} \text{rank} B_i.$$
Now using the equation \( \text{rank } \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) = \sum_{i=0}^{k-1} (-1)^{k-1-i} \text{rank } B_i \) in the right side of the above equation, we have

\[
\text{rank } \tilde{H}_{k-1}(\mathcal{L}_{[k]}) = \text{rank } B_k - \text{rank } \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) = \text{rank } B_k - \text{rank } \text{Im } d_k = \text{rank } \ker d_k.
\]

Thus, \( \tilde{H}_{k-1}(\mathcal{L}_{[k]}) \) is a subgroup of \( \ker d_k \) of maximal rank. It remains to show that every element of \( \ker d_k \) is a \( \mathbb{Z} \)-linear combination of the basis elements \( z_t, t \in D_{[k]} \) of \( \tilde{H}_{k-1}(\mathcal{L}_{[k]}) \).

We omit this since the proof is analogous to that of Theorem 4.8. Therefore, we have \( \ker d_k = \tilde{H}_{k-1}(\mathcal{L}_{[k]}) \) for \( 1 \leq k \leq n - 1 \).

**Remark 5.14.** Recall from Remark 5.6 that \( B_k \) is isomorphic to the \( k \)-th Whitney homology \( WH_k(\mathcal{L}) \) as free abelian groups. Part (1) of Proposition 5.13 implies that the \( k \)-th Whitney homology \( WH_k(\mathcal{L}) \) is isomorphic to \( \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \oplus \tilde{H}_{k-1}(\mathcal{L}_{[k]}) \). Sundaram proved this fact in a more general context where the lattice \( \mathcal{L} \) is replaced with a Cohen-Macaulay poset [Sun94, Proposition 1.9].

We now summarise the main properties of \( \mathcal{B} \). Combining Theorems 4.5, 4.8, Propositions 5.5, 5.13 and Corollary 4.4, we have the following theorem.

**Theorem 5.15.** Let \( \mathcal{B} = \bigoplus_{w \in \mathcal{L}} B_w \) be the abelian group spanned by \( \beta_t \) for all sequences \( t \in \bigcup_{w \in \mathcal{L}} \text{Rex}_T(w) \), and let \( B_k = \bigoplus_{w \in \mathcal{L}_k} B_w \). Then we have:

1. The free abelian group \( \mathcal{B} = \bigoplus_{k=0}^n B_k \) is a finite dimensional graded algebra over \( \mathbb{Z} \) generated by the homogeneous elements \( \beta_t, t \in T \) of degree 1, with multiplication defined by

\[
\beta_t \beta_{t'} = \begin{cases} 
\beta_{(t,t')}, & \text{if } uw \leq \gamma \text{ and } \ell_T(uw) = \ell_T(u) + \ell_T(w), \\
0, & \text{otherwise}.
\end{cases}
\]

for any \( t \in \text{Rex}_T(u) \) and \( t' \in \text{Rex}_T(w) \) with \( u, w \in \mathcal{L} \).

2. For \( 1 \leq k \leq n \), the \( \mathbb{Z} \)-linear map \( d_k : B_k \rightarrow \tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \) defined by

\[
d_k(\beta_{(t_1,...,t_k)}) = \sum_{i=0}^{k} (-1)^{k-1} \beta_{(t_1,...,t_i,...,t_k)}, \quad \forall \beta_{(t_1,...,t_k)} \in B_k
\]

is surjective. Moreover, we have the isomorphisms of free abelian groups:

\[
B_k \cong \begin{cases} 
\tilde{H}_{k-2}(\mathcal{L}_{[k-1]}) \oplus \tilde{H}_{k-1}(\mathcal{L}_{[k]}), & 1 \leq k \leq n - 1, \\
\tilde{H}_{n-2}(\mathcal{L}_{[n-1]}), & k = n.
\end{cases}
\]

Hence the chain complex \( (B_k, d_k) \) is acyclic.

3. For each \( w \in \mathcal{L} \) with \( k = \ell_T(w) \geq 1 \), we have \( B_w \cong \tilde{H}_{k-2}(e, w) \) as free abelian groups, where the isomorphism is given by the restriction of \( d_k \) to \( B_w \).

4. For each \( w \in \mathcal{L} \), the elements \( \beta_t, t \in D_w \) constitute a \( \mathbb{Z} \)-basis for \( B_w \).

5. The algebra \( B \) has the Poincaré polynomial

\[
\text{Poin}_B(q) := \sum_{k=0}^{n} \text{rank } B_k q^k = \sum_{w \in \mathcal{L}} \mu(w) (-q)^{\ell_T(w)},
\]

where \( \mu \) is the Möbius function of \( \mathcal{L} \).
6. Application to the Milnor fibre

In this section, we will give two chain complexes which compute the integral homology of the Milnor fibre of the reflection arrangement and the Milnor fibre of the discriminant of \( W \), respectively. Computational results will be tabulated in Appendix A.

6.1. The NCP model of the Milnor fibre. We refer to [BFW18, DL16, Mil68, Zha20] for background concerning the Milnor fibre. Recall that \( W \) is a finite real reflection group whose action on \( \mathbb{R}^n \) can be complexified to an action on \( \mathbb{C}^n = \mathbb{R}^n \otimes \mathbb{C} \). For each \( t \in T \), let \( H_t \subset \mathbb{C}^n \) be the complexified hyperplane and \( \lambda_t : \mathbb{C}^n \to \mathbb{C} \) a linear form such that \( H_t = \text{Ker}(\lambda_t) \). The finite collection of reflecting hyperplanes

\[
\mathcal{A} := \{ H_t \mid t \in T \}
\]

is called the reflection arrangement of \( W \) in \( \mathbb{C}^n \), and the space \( M = \mathbb{C}^n - \bigcup_{t \in T} H_t \) is called the hyperplane complement of \( W \). We define the homogeneous polynomials \( Q \) and \( Q_0 \) by

\[
Q_0 := \prod_{t \in T} \lambda_t, \quad Q := Q_0^2 = \prod_{t \in T} \lambda_t^2.
\]

Note that for any simple reflection \( s \in S \), we have \( s\lambda_s = -\lambda_s \) and \( s \) permutes all other linear forms \( \lambda_t, s \neq t \in T \). It follows that \( wQ_0 = \det(w)Q_0 \) for any \( w \in W \), and hence \( Q = Q_0^2 \) is a \( W \)-invariant polynomial.

The polynomial \( Q_0 \) has non-isolated singular points. The Milnor fibration of \( Q_0 \) is the locally trivial fibration \( Q_0 : M \to \mathbb{C} - \{0\} \), with the Milnor fibre \( F_{Q_0} = Q_0^{-1}(1) \) and the geometric monodromy \( \zeta : F_{Q_0} \to F_{Q_0}, h(x_1, \ldots, x_n) = (\zeta_d x_1, \ldots, \zeta_d x_n) \), where \( \zeta_d = \exp(2\pi i/d) \) with \( d = |T| \). The geometric monodromy \( \zeta \) realises \( F_{Q_0} \) as a \( d \)-fold cyclic covering map of the projective space \( \mathbb{P}(M) \) of \( M \), i.e. \( F_{Q_0}/\mu_d \cong \mathbb{P}(M) \), where \( \mu_d \) is the monodromy group of order \( d \) generated by \( \zeta \).

The Milnor fibre \( F_Q \) is a disjoint union of two connected components \( F_{Q_0} \) and \( Q_0^{-1}(-1) \), which are homeomorphic to each other [DL16]. The Coxeter group \( W \) acts freely on \( F_Q \).

**Definition 6.1.** [BFW18] The NCP model \( \mathcal{F} \) of the Milnor fibre \( F_Q = Q^{-1}(1) \) is the \((n - 1)\)-dimensional finite simplicial complex whose \( k \)-simplices are of the form

\[
(m, w, e < w_1 < \cdots < w_k), \quad 0 \leq m < n - \ell_T(w_k), w \in W,
\]

where \( e < w_1 < \cdots < w_k \) is a chain of \( \mathcal{L} \). Each \( k \)-simplex has \( k + 1 \) maximal faces \((m, w, e < w_1 < \cdots < w_i < \cdots < w_k) \) for \( 1 \leq i \leq k \) and the remaining one \((m + \ell_T(w_1), w w_1, e < w_1^{-1}w_2 < \cdots < w_1^{-1}w_k) \).

Note that by the condition on the integer \( m \), the element \( w_k \) in the \( k \)-simplex \((m, w, e < w_1 < \cdots < w_k) \) should be strictly less than the Coxeter element \( \gamma \) of \( \mathcal{L} \). The Coxeter group \( W \) acts on the \( k \)-simplex by left multiplication on \( w \). The generator of the monodromy group of \( F_Q \) sends the \( k \)-simplex to \((m - 1, w, e < w_1 < \cdots < w_k) \) if \( 0 < m < n - \ell_T(w_k) \) and \((-1)^k(\ell_T(w_1) - 1, w w_1, e < w_1^{-1}w_2 < \cdots < w_1^{-1}w_k < w_1^{-1}w_k) \) if \( m = 0 \). One can check that this monodromy group has order \( nh \), with \( h \) being the Coxeter number, i.e. the order of the Coxeter element.

We define the \( k \)-th boundary map of \( \mathcal{F} \) by

\[
\partial_k(m, w, e < w_1 < \cdots < w_k) = (m + \ell_T(w_1), w w_1, e < w_1^{-1}w_2 < \cdots < w_1^{-1}w_k)
\]

\[
+ \sum_{i=1}^k (-1)^i(m, w, e < w_1 < \cdots < \hat{w_i} < \cdots < w_k).
\]
Then the $k$-th integral homology of $\mathcal{F}$ is defined by
\[ H_k(\mathcal{F}; \mathbb{Z}) := \text{Ker} \partial_k/\text{Im} \partial_{k+1}, \quad 0 \leq k \leq n - 1. \]

It is easily verified that the actions of both $W$ and $\mu_d$ commute with $\partial_k$, and hence each $H_k(\mathcal{F}; \mathbb{Z})$ is a $W \times \mu_d$-module.

6.2. A filtration of the NCP model. We may define a filtration of $\mathcal{F}$ as follows. Define $\mathcal{F}_i$ to be the union of the $i$-dimensional simplices of the form $(n - i - 1, w, e < w_1 < \cdots < w_i)$ together with their faces, where $w \in W$ and $w_1 < \cdots < w_i$ is a maximal chain of the subposet $\mathcal{L}_{[i]}$ with $\ell_T(w_j) = j$ for $1 \leq j \leq i$. Note that $\mathcal{F}_i$ is an $i$-dimensional subcomplex of $\mathcal{F}$. We obtain the filtration of $\mathcal{F}$ by the subcomplexes $\mathcal{F}_i$,
\[ \mathcal{F} = \mathcal{F}_{n-1} \supset \mathcal{F}_{n-2} \supset \cdots \supset \mathcal{F}_1 \supset \mathcal{F}_0 \supset \mathcal{F}_{-1} = \emptyset. \]

We use the spectral sequence of this filtration to calculate the homology of $\mathcal{F}$; refer to [BT82, Chapter III] for the spectral sequence. For each $i \leq k$, let $C_k(\mathcal{F}_i)$ be the $k$-th chain group of the simplicial subcomplex $\mathcal{F}_i$, that is, the free abelian group spanned by $k$-simplices of $\mathcal{F}_i$. In the spectral sequence associated to the filtration, the $E^0$-page is given by the following free $\mathbb{Z}$-modules:
\[ E^0_{i,j} = C_{i+j}(\mathcal{F}_i)/C_{i+j}(\mathcal{F}_{i-1}) \cong C_{i+j,n-i-1}, \]
where $C_{i+j,n-i-1}$ is freely spanned by the $(i+j)$-simplices of the form $(n - i - 1, w, e < w_1 < \cdots < w_{i+j})$ with $w \in W$ and $0 \leq n - i - 1 < n - \ell_T(w_{i+j})$. The boundary maps $E^0_{i,j} \to E^0_{i,j-1}$ on the $E^0$-page are induced by $\partial_k$ as defined in (6.2), and the homology groups of these maps give rise to the $E^1$-page
\[ E^1_{i,j} = H_{i+j}(\mathcal{F}_i, \mathcal{F}_{i-1}), \]
which is the relative integral homology of the pair $(\mathcal{F}_i, \mathcal{F}_{i-1})$.

The following lemma describes the $E^1$-page.

**Lemma 6.2.** For each $i = 0, \ldots, n-1$, we have the following isomorphisms
\[ H_i(\mathcal{F}_i, \mathcal{F}_{i-1}) \cong \mathbb{Z}W \otimes \tilde{H}_{i-1}(\mathcal{L}_{[i]}) \cong \mathbb{Z}W \otimes d(\mathcal{B}_{i+1}), \]
as free modules over the group ring $\mathbb{Z}W$, and for each $k < i$ the homology group $H_k(\mathcal{F}_i, \mathcal{F}_{i-1})$ is trivial.

**Proof.** Recall that the $k$-th chain group of the pair $(\mathcal{F}_i, \mathcal{F}_{i-1})$ is
\[ C_k(\mathcal{F}_i, \mathcal{F}_{i-1}) = C_k(\mathcal{F}_i)/C_k(\mathcal{F}_{i-1}) \cong C_{k,n-i-1}, \quad 0 \leq k \leq i \]
where $C_{k,n-i-1}$ is freely spanned by $k$-simplices of the form $(n - i - 1, w, e < w_1 < \cdots < w_k)$ with $w \in W$ and $0 \leq n - i - 1 < n - \ell_T(w_k)$. Then we have the following chain complex which computes the homology of the pair $(\mathcal{F}_i, \mathcal{F}_{i-1})$:
\[
0 \longrightarrow C_{i,n-1-i} \longrightarrow \tilde{e}_i^0 \longrightarrow C_{i-1,n-1-i} \longrightarrow \cdots \longrightarrow C_{0,n-1-i} \longrightarrow 0,
\]
where the boundary maps $\tilde{e}_k^0$ are induced from $\partial_k$ (see (6.2)), that is,
\[
\tilde{e}_k^0(n - i - 1, w, e < w_1 < \cdots < w_k) = \sum_{j=1}^k (-1)^j(n - 1 - i, w, e < w_1 < \cdots < \widehat{w}_j < \cdots < w_k).
\]
Note that for any $k$-simplex in $C_{k,n-i-1}$, we have the condition $n - 1 - i < n - \ell_T(w_k)$, i.e., $\ell_T(w_k) \leq i$. Therefore, $w_1 < \cdots < w_k$ is a $(k-1)$-chain in the rank-selected subposet $\mathcal{L}_{[i]}$ of $\mathcal{L}$.

Denote by $C_{k-1}(\mathcal{L}_{[i]})$ the chain group over $\mathbb{Z}$ spanned by all $(k-1)$-chains in $\mathcal{L}_{[i]}$. Then we have the $\mathbb{Z}W$-isomorphism

$$C_{k,n-i-1} \cong \mathbb{Z}W \otimes C_{k-1}(\mathcal{L}_{[i]}),$$

given by mapping the $k$-simplex $(n - 1 - i, w, e < w_1 < \cdots < w_k)$ to the tensor $w \otimes (w_1 < \cdots < w_k)$. It is easily verified that this isomorphism is a chain map. This gives rise to the $\mathbb{Z}W$-isomorphism of homology groups

$$H_k(\mathcal{F}_i, \mathcal{F}_{i-1}) \cong \mathbb{Z}W \otimes \tilde{H}_{k-1}(\mathcal{L}_{[i]}), \quad 0 \leq k \leq i.$$

Since $\mathcal{L}$ is Cohen-Macaulay, the rank-selected subposet $\mathcal{L}_{[i]}$ is also Cohen-Macaulay for each $i$ [Bac80, Theorem 6.4]. Therefore, the relative homology groups $H_k(\mathcal{F}_i, \mathcal{F}_{i-1})$ are nontrivial if and only if $k = i$. In this case, using Theorem 6.3 we have $d(B_{i+1}) \cong \tilde{H}_{i-1}(\mathcal{L}_{[i]})$. Hence we have $H_i(\mathcal{F}_i, \mathcal{F}_{i-1}) \cong \mathbb{Z}W \otimes d(B_{i+1})$ as free $\mathbb{Z}W$-modules. ~

Recall from Theorem 4.8 that the elements $z_i = d(\beta_i)$, $t \in D_{[k-1]}$ are a basis for $d(B_k) \cong \tilde{H}_{k-2}(\mathcal{L}_{[k-1]})$. In particular, $d(B_1) = \mathbb{Z}$. We have the following.

**Theorem 6.3.** The integral homology of the Milnor fibre $F_Q = Q^{-1}(1)$ is isomorphic to the homology of the following chain complex

$$0 \longrightarrow \mathbb{Z}W \otimes d(B_n) \xrightarrow{\partial_{n-1}} \cdots \longrightarrow \mathbb{Z}W \otimes d(B_2) \xrightarrow{\partial_1} \mathbb{Z}W \otimes d(B_1) \longrightarrow 0,$$

where the boundary maps are given by

$$\partial_{k-1}(w \otimes z_{(t_1,\ldots,t_k)}) = \sum_{i=1}^{k} (-1)^{i-1} w_{t_i} \otimes z_{(t_{1}',\ldots,t_{i-1}',t_{i+1},\ldots,t_k)}$$

for any $w \in W$ and $(t_1,\ldots,t_k) \in \bigcup_{w \in L_k} \text{Rex}_T(w)$ with $2 \leq k \leq n$.

**Proof.** We use the spectral sequence associated to the filtration $[6.3]$. By Lemma 6.2 we have the $E^1$-page given by

$$E^1_{i,j} = H_{i+j}(\mathcal{F}_i, \mathcal{F}_{i-1}) \cong \begin{cases} \mathbb{Z}W \otimes \tilde{H}_{i-1}(\mathcal{L}_{[i]}), & \text{if } j = 0, \\ 0, & \text{otherwise.} \end{cases}$$

Therefore, the $E^1$-page is concentrated in a single row such that $E^1_{i,0} \cong \mathbb{Z}W \otimes \tilde{H}_{i-1}(\mathcal{L}_{[i]}) \cong \mathbb{Z}W \otimes d(B_{i+1})$. It remains to determine the nonzero boundary maps on the $E^1$-page.

We first look at the boundary map on $\mathbb{Z}W \otimes \tilde{H}_{i-1}(\mathcal{L}_{[i]})$ induced from $[6.2]$, and then translate it to $\mathbb{Z}W \otimes d(B_{i+1})$. It follows from definition $[6.2]$ and the isomorphism $[6.4]$ that the boundary map $E^1_{i,0} \rightarrow E^1_{i-1,0}$ is given by the restriction of the linear map $\partial_i : \mathbb{Z}W \otimes C_{i-1}(\mathcal{L}_{[i]}) \rightarrow \mathbb{Z}W \otimes C_{i-2}(\mathcal{L}_{[i-1]})$ defined by

$$\partial_i(w \otimes (w_1 < w_2 < \cdots < w_i)) = w w_1 \otimes (w_1^{-1} w_2 < w_1^{-1} w_3 < \cdots < w_1^{-1} w_i)$$

for any $w \in W$ and $w_j \in \mathcal{L}_{[i]}$ with $\ell_T(w_j) = j$ for $1 \leq j \leq i$. For convenience, we identify the chain $w_1 < w_2 < \cdots < w_i$ with the sequence of reflections $(t_1, t_2, \ldots, t_i)$, where $t_j = w_j^{-1} w_j$ for $1 \leq j \leq i$. Then the above linear map can be written as

$$\partial_i(w \otimes (t_1, t_2, \ldots, t_i)) = wt_1 \otimes (t_2, \ldots, t_i),$$
which gives rise to the linear map \( \partial_i : \mathbb{Z}W \otimes \mathcal{B}_i \rightarrow \mathbb{Z}W \otimes \mathcal{B}_{i-1} \) for each \( i \).

Now we can restrict the above linear maps to \( \mathbb{Z}W \otimes d(\mathcal{B}_{i+1}) \), which give the boundary maps of the chain complex in the theorem. Recalling that \( z_{(t_1, \ldots, t_{i+1})} = d(\beta_{(t_1, \ldots, t_{i+1})}) \in d(\mathcal{B}_{i+1}) \), we have

\[
\partial(w \otimes z_{(t_1, \ldots, t_{i+1})}) = (\partial \circ (1 \otimes d))(w \otimes \beta_{(t_1, \ldots, t_{i+1})}).
\]

Using the definition (6.4) of \( d \), one can check that

\[
\partial \circ (1 \otimes d) = (1 \otimes d) \circ \partial.
\]

Substituting this into the right hand side of (6.6), we have

\[
\partial(w \otimes z_{(t_1, \ldots, t_{i+1})}) = (1 \otimes d) \circ \partial(w \otimes \beta_{(t_1, \ldots, t_{i+1})})
\]

\[
= (1 \otimes d) \circ \partial \left( w \otimes \sum_{j=1}^{i+1} (-1)^{j-1} (t_i, \beta_{(t_1, \ldots, t_{j-1}, t_{j+1}, \ldots, t_{i+1})}) \right)
\]

\[
= \sum_{j=1}^{i+1} (-1)^{j-1} (1 \otimes d)(wt_i \otimes \beta_{(t_1, \ldots, t_{j-1}, t_{j+1}, \ldots, t_{i+1})})
\]

\[
= \sum_{j=1}^{i+1} (-1)^{j-1} wt_i \otimes z_{(t_1, \ldots, t_{j-1}, t_{j+1}, \ldots, t_{i+1})},
\]

where the second equation follows from part (3) of Lemma 6.1 and the third equation from (6.5). This finishes the proof.

\( \square \)

**Remark 6.4.** The Coxeter group \( W \) acts on the chain complex in Theorem 6.3 by left multiplication on the tensor factor \( \mathbb{Z}W \), and the monodromy action can be partly described as follows. We may define the cyclic group \( \langle \gamma \rangle \) action on \( \mathbb{Z}W \otimes \mathcal{B}_k \) by

\[
\gamma.(w \otimes \beta_{t_1} \beta_{t_2} \cdots \beta_{t_k}) = w \gamma \otimes \beta_{\gamma^{-1} t_1} \gamma \beta_{\gamma^{-1} t_2} \gamma \cdots \beta_{\gamma^{-1} t_k} \gamma, \quad w \in \mathbb{W}, t_i \in T.
\]

This action commutes with the map \( 1 \otimes d \). Hence the chain groups \( \mathbb{Z}W \otimes d(\mathcal{B}_k) \) are all \( \langle \gamma \rangle \)-modules. Straightforward calculation shows that the \( \gamma \) action also commutes with the boundary map of the chain complex given in Theorem 6.3 and hence the homology groups \( H_k(F_{Q}; \mathbb{Z}) \) are \( \langle \gamma \rangle \)-modules. Actually, the action of the Coxeter element \( \gamma \) appears to be the \( n \)-th power of the monodromy action on the NCP model of \( F_{Q} \).

Now we can derive a chain complex for \( F_{Q_0} \), from that for \( F_{Q} \). Denote by \( \mathbb{Z}W_{+} \) (resp. \( \mathbb{Z}W_{-} \)) the free abelian subgroup of \( \mathbb{Z}W \) spanned by even (resp. odd) elements of \( W \). Let \( p(k) \) be the parity function defined by \( p(k) = + \) if \( k \) is even and \( p(k) = - \) otherwise.

**Theorem 6.5.** The integral homology of the Milnor fibre \( F_{Q_0} = Q_0^{-1}(1) \) is isomorphic to the homology of the following chain complex

\[
0 \longrightarrow \mathbb{Z}W_{p(n)} \otimes d(\mathcal{B}_n) \xrightarrow{\partial_{n-1}} \cdots \longrightarrow \mathbb{Z}W_{p(2)} \otimes d(\mathcal{B}_2) \xrightarrow{\partial_1} \mathbb{Z}W_{p(1)} \otimes d(\mathcal{B}_1) \longrightarrow 0,
\]

where the boundary maps are the same as those in Theorem 6.3.

**Proof.** We have \( \mathbb{Z}W = \mathbb{Z}W_{+} \oplus \mathbb{Z}W_{-} \) as a \( \mathbb{Z}W_{+} \)-module. Note that if \( w \in \mathbb{Z}W_{+} \) (resp. \( w \in \mathbb{Z}W_{-} \)) then \( wt \in \mathbb{Z}W_{-} \) (resp. \( w \in \mathbb{Z}W_{+} \)) for any \( t \in T \). Therefore, the chain complex in Theorem 6.3 splits into two isomorphic chain complexes, which produce isomorphic homology groups. In particular, one of them has the chain groups \( \mathbb{Z}W_{p(i)} \otimes d(\mathcal{B}_i) \) for \( 1 \leq i \leq n \). This
splitting is in accord with the disjoint union $F_Q = Q_0^{-1}(1) \cup Q_0^{-1}(-1)$ of two homeomorphic connected components, which also have isomorphic homology groups. By the above arguments, either of the two isomorphic chain complexes computes the homology of $F_{Q_0} = Q_0^{-1}(1)$, and we may choose the chain complex $(ZW_{p(i)} \otimes d(B_i), \partial_i)$. □

Example 6.6. (Dihedral group) Let $W$ be the dihedral group as considered in Example 2.2. We use the chain complex in Theorem 6.5 to compute the homology of the corresponding Milnor fibre $F_{Q_0}$.

Recall from Example 2.2 that $W$ has $m$ reflections $t_i = s_1(s_2s_1)^{i-1}, 1 \leq i \leq m$, and $\mathcal{L}$ has $m-1$ decreasing maximal chains which are labelled by elements of the set $D_{[1]} = \{ (t_i, t_{i-1}) \mid 2 \leq i \leq m \}$. By Theorem 4.8, the free abelian group $d(B_2) = \tilde{H}_0(\mathcal{L}_{[1]})$ has a basis comprising elements $z_{(t_i, t_{i-1})}$ for all $(t_i, t_{i-1}) \in D_{[1]}$, and $d(B_1) = Z$. Note that $ZW_+$ is spanned by all rotations $r_i = (s_2s_1)^{i-1}, 1 \leq i \leq m$, while $ZW_-$ is spanned by all reflections $t_i, 1 \leq i \leq m$. We have the following chain complex:

$$0 \longrightarrow ZW_+ \otimes d(B_2) \xrightarrow{\partial_1} ZW_- \otimes d(B_1) \longrightarrow 0,$$

where the boundary map $\partial_1$ is defined by

$$\partial_1(r_i \otimes z_{(t_j, t_{j-1})}) = r_i t_j \otimes 1 - r_i t_{j-1} \otimes 1,$$

for $1 \leq i \leq m$ and $2 \leq j \leq m$. If $r_i = 1$, then the elements $t_j - t_{j-1}, 2 \leq j \leq m$ form a basis for the following free abelian subgroup $ZW_-$ of $ZW$:

$$ZW_- = \{ \sum_{i=1}^{m} \lambda_i t_i \mid \sum_{i=1}^{m} \lambda_i = 0, \lambda_i \in Z \} \cong \mathbb{Z}^{m-1}.$$

For any other $r_i$, we have $r_i t_j - r_i t_{j-1} \in ZW_-$ for $2 \leq j \leq m$. Therefore, $\text{Im} \partial_1 = ZW_- \otimes Z$.

It follows that

$$H_0(F_{Q_0}; Z) \cong \mathbb{Z}, \quad H_1(F_{Q_0}; Z) \cong \mathbb{Z}^{(m-1)^2}.$$

6.3. The Milnor fibre of the discriminant of $W$. We refer to [LT09] for the invariant theory for $W$. Recall that $W$ has a set of basic invariants $\{ f_1, \ldots, f_n \}$ of the $W$-invariant polynomial ring $\mathbb{C}[x_1, \ldots, x_n]^W$. Since $Q$ is $W$-invariant, there exists a unique polynomial $P(y_1, \ldots, y_n)$ such that $Q = P(f_1, \ldots, f_n)$. The polynomial $P$ is called the discriminant of $W$. The Milnor fibre $F_P := P^{-1}(1)$ can be realised as the quotient $F_Q/W$.

The NCP model of $F_P$ is also introduced in [BFWS18]. It is defined to be the $(n-1)$-dimensional CW-complex $F^W$ whose $k$-cells are of the form

$$(m, e < w_1 < \cdots < w_k) \quad \text{with} \quad 0 \leq m < n - \ell_T(w_k),$$

where $e < w_1 < \cdots < w_k$ is a chain of $\mathcal{L}$. Note that $F^W$ is not a simplicial complex, and each cell of $F^W$ can be obtained from a simplex of $F$ by removing the group element $w$ in the middle of the triple (cf. Definition 6.1).

The homology groups of $F_P$ can be calculated by using the NCP model $F^W$. The boundary maps of $F^W$ are given by

$$\partial_k(m, e < w_1 < \cdots < w_k) = (m + \ell_T(w_1), e < w_1^{-1} w_2 < \cdots < w_1^{-1} w_k)$$

$$+ \sum_{i=1}^{k} (-1)^i (m, e < w_1 < \cdots < \hat{w}_i < \cdots < w_k).$$
Since $F_P$ and $\mathcal{F}^W$ have the same homotopy type, we obtain

$$H_k(F_P; \mathbb{Z}) \cong H_k(\mathcal{F}^W; \mathbb{Z}) := \text{Ker} \partial_k / \text{Im} \partial_{k+1}.$$  

We can introduce a filtration of $\mathcal{F}^W$ similar to (6.3). Precisely, the $i$-dimensional subcomplex $\mathcal{F}^W_i$ is defined to be the union of maximal $i$-cells of the form $(n-i-1, e < w_1 < \cdots < w_i)$ together with their faces, where $w_1 < \cdots < w_i$ is a maximal chain of $\mathcal{L}_{[i]}$. Now we have the following lemma.

**Lemma 6.7.** For each $i = 0, \ldots, n-1$, we have the following isomorphisms of free abelian groups:

$$H_i(\mathcal{F}^W_i, \mathcal{F}^W_{i-1}) \cong \tilde{H}_{i-1}(\mathcal{L}_{[i]}) \cong d(\mathcal{B}_{i+1}),$$

and for each $k < i$ the homology group $H_k(\mathcal{F}^W_i, \mathcal{F}^W_{i-1})$ is trivial.

**Proof.** The proof is analogous to that of Lemma 6.2.

The following theorem is an improvement of [BFW18, Theorem 6.4], which does not give an explicit description of the chain groups and boundary maps.

**Theorem 6.8.** The integral homology of $F_P$ is isomorphic to the homology of the following chain complex of free abelian groups:

$$0 \longrightarrow d(\mathcal{B}_n) \xrightarrow{\partial_{n-1}} d(\mathcal{B}_{n-1}) \longrightarrow \cdots \longrightarrow d(\mathcal{B}_2) \xrightarrow{\partial_1} d(\mathcal{B}_1) \longrightarrow 0,$$

where the boundary maps are given by

$$\partial_{k-1}(z(t_1, \ldots, t_k)) = \sum_{i=1}^{k} (-1)^{i-1} z(t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_k)$$

for any $(t_1, \ldots, t_k) \in \bigcup_{w \in \mathcal{L}_k} \text{Rex}_T(w)$ and $2 \leq k \leq n$. In particular, $\partial_1 = 0$.

**Proof.** The proof is similar to that of Theorem 6.3. Note that in particular $\partial_1 = 0$, since $\partial_1(z(t_1, t_2)) = z_{t_2} - z_{t_1 t_2}$ and $z_t = d(\beta_t) = 1$ for any $t \in T$.

**Remark 6.9.** Recall from Theorem 4.8 that the elements $z_t, t \in D_{[k-1]}$ are a basis for $d(\mathcal{B}_k) = \tilde{H}_{k-2}(\mathcal{L}_{[k-1]})$. On the right hand side of equation (6.7), the elements $z(t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_k), 1 \leq i \leq k$ are not $\mathbb{Z}$-linearly independent, and hence they are generally not basis elements of $d(\mathcal{B}_{k-1})$.

**Example 6.10.** (Dihedral group) Let $W$ be a dihedral group. Recall from Example 6.6 that $d(\mathcal{B}_2) \cong \mathbb{Z}^{m-1}$ and $d(\mathcal{B}_1) \cong \mathbb{Z}$. Note that we have $\partial_1 = 0$ in the chain complex given in Theorem 6.8. Therefore, the corresponding Milnor fibre $F_P$ has the homology groups $H_1(F_P; \mathbb{Z}) \cong \mathbb{Z}^{m-1}$ and $H_0(F_P; \mathbb{Z}) \cong \mathbb{Z}.$

**Example 6.11.** (Type $A_3$) We continue Example 4.9, where $W = \text{Sym}_4$ and $\gamma = (1243)$. Then the chain complex given in Theorem 6.8 is

$$0 \longrightarrow d(\mathcal{B}_3) \xrightarrow{\partial_2} d(\mathcal{B}_2) \xrightarrow{\partial_1} d(\mathcal{B}_1) \longrightarrow 0,$$

where $\partial_1 = 0$ and for any $(t_1, t_2, t_3) \in \text{Rex}_T(\gamma)$,

$$\partial_2(z(t_1, t_2, t_3)) = z(t_2, t_3) - z(t_1^2, t_3) + z(t_1^3, t_2).$$
Recall from Example \[4.9\] that \(d(B_3) = \tilde{H}_1(L_{[3]})\) (resp. \(d(B_2) = \tilde{H}_0(L_{[1]})\)) has a basis consisting of elements \(z_t, t \in D_{[2]}\) (resp. \(z_t, t \in D_{[1]}\)). Using these basis elements, we have

\[
\begin{align*}
\partial_2(z_{(14),(34),(12)}) &= z_{((14),(34),(12))} - z_{((13),(12))} + z_{((24),(34))}, \\
\partial_2(z_{(13),(14),(12)}) &= z_{((14),(12))} - z_{((34),(12))} + z_{((23),(24))}, \\
\partial_2(z_{(24),(14),(34)}) &= z_{((14),(34))} - z_{((12),(34))} + z_{((23),(13))} \\
&= z_{((14),(12))} + z_{((34),(12))} - z_{((13),(12))} + z_{((24),(34))} + z_{((23),(24))}, \\
\partial_2(z_{(13),(24),(14)}) &= z_{((24),(14))} - z_{((13),(14))} + z_{((34),(12))} \\
&= z_{((24),(34))} + z_{((34),(12))} - z_{((13),(12))} + z_{((34),(12))}, \\
\partial_2(z_{(23),(13),(24)}) &= z_{((13),(24))} - z_{((12),(24))} + z_{((34),(13))} \\
&= z_{((34),(12))}.
\end{align*}
\]

It is easy to obtain the integral homology of the Milnor fibre \(F_P\):

\[
H_2(F_P; \mathbb{Z}) \cong \mathbb{Z}^2, \quad H_1(F_P; \mathbb{Z}) \cong \mathbb{Z}^2, \quad H_0(F_P; \mathbb{Z}) \cong \mathbb{Z}.
\]

7. Connection with the hyperplane complement

Recall that \(M = \mathbb{C}^n - \bigcup_{t \in T} H_t\) is the hyperplane complement of \(W\). Using the algebra \(B\), we give a chain complex whose homology is isomorphic to the homology of the hyperplane complement \(M\). In addition, the integral homology of the Artin group \(A(W)\) can also be calculated by a chain complex in terms of \(B\).

7.1. The NCP model of \(M\). In [BFW18 Example 2.3], the NCP model of \(M\) is defined to be the \(n\)-dimensional CW complex \(\mathcal{M}\), whose \(k\)-cells are of the form \((w, e < w_1 < \cdots < w_k)\), where \(w \in W\) and \(e < w_1 < \cdots < w_k\) is a chain of \(L\). Note that \(w_k\) can be the maximal element \(\gamma\) of \(L\). Each cell has \(k\) boundary faces of the form \((w, e < w_1 < \cdots < w_i < \cdots < w_k)\) for \(1 \leq i \leq k\), and the remaining boundary face \((ww_1, e < w_1^{-1}w_2 < \cdots < w_1^{-1}w_k)\).

We can compute the homology of \(M\). The boundary maps \(\partial_k\) are given by

\[
\partial_k((w, e < w_1 < \cdots < w_k)) = (ww_1, e < w_1^{-1}w_2 < \cdots < w_1^{-1}w_k)
\]

\[
+ \sum_{i=1}^k (-1)^i (w, e < w_1 < \cdots < \hat{w}_i < \cdots < w_k).
\]

Since \(\mathcal{M}\) has the homotopy type of the hyperplane complement \(M\), we have

\[
H^k(M; \mathbb{Z}) \cong H^k(\mathcal{M}; \mathbb{Z}) := \text{Ker} \partial_k/\text{Im} \partial_{k+1}, \quad 0 \leq k \leq n.
\]

Now we define a filtration of \(\mathcal{M}\). Let \(\mathcal{M}_i\) be the \(i\)-dimensional subcomplex of \(\mathcal{M}\) whose \(k\)-cells are of the form

\[
(w, e < w_1 < \cdots < w_k), \quad \text{with} \ w \in W \text{ and } \ell_T(w_k) \leq i.
\]

Then we obtain an increasing filtration of \(\mathcal{M}\) by subcomplexes \(\mathcal{M}_i\) for \(0 \leq i \leq n\).

**Lemma 7.1.** For each \(1 \leq i \leq n\), we have the isomorphisms

\[
H_i(\mathcal{M}_i, \mathcal{M}_{i-1}) \cong \bigoplus_{w \in \mathcal{L}_i} \mathbb{Z}W \otimes \tilde{H}_{i-2}(e, w) \cong \mathbb{Z}W \otimes B_i
\]

as free \(\mathbb{Z}W\)-modules, and for each \(k < i\) the homology group \(H_k(\mathcal{M}_i, \mathcal{M}_{i-1})\) is trivial.
**Proof.** Denote by $C_k(M_i)$ the $k$-th chain group of $M_i$. Then the $k$-th chain group of the pair $(M_i, M_{i-1})$ is $C_k(M_i, M_{i-1}) := C_k(M_i)/C_k(M_{i-1})$. This is isomorphic to the abelian group freely spanned by all $k$-cells of the form $(w, e < w_1 < \cdots < w_k)$, where $w \in W$ and $e < w_1 < \cdots < w_k$ is a chain of $L$ with $\ell_T(w_k) = i$. This gives rise to the following isomorphism of $ZW$-modules:

$$C_k(M_i, M_{i-1}) \cong ZW \otimes \bigoplus_{w \in L_i} C_{k-2}(e, u),$$

where $C_{k-2}(e, u)$ is the $(k-2)$-th chain group in the open interval $(e, u)$ of $L$. More precisely, letting $[w, e < w_1 < \cdots < w_k]$ be the quotient image of the $k$-cell $(w, e < w_1 < \cdots < w_k)$ in $C_k(M_i, M_{i-1})$, the isomorphism above is given by mapping each $[w, e < w_1 < \cdots < w_k]$ to the tensor $w \otimes (w_1 < \cdots < w_{k-1})$ and extend it linearly. Clearly, this is an isomorphism of $ZW$-modules.

Note that the boundary maps $\partial^0_k$ on $C_k(M_i, M_{i-1})$ are induced from $C_k(M_i, M_{i-1})$. Precisely, the boundary maps $\partial^0_k$ are given by

$$\partial^0_k([w, e < w_1 < \cdots < w_k]) = \sum_{i=1}^{k-1} (-1)^i [w, e < w_1 < \cdots < \hat{w}_i < \cdots < w_k].$$

Note that on the right hand side $w_k$ should not be omitted. This passes to boundary maps on $ZW \otimes \bigoplus_{w \in L_i} C_{k-2}(e, u)$ through the isomorphism (7.2), i.e. we have

$$\partial^0_k(w \otimes (w_1 < \cdots < w_{k-1})) = \sum_{i=1}^{k-1} (-1)^i w \otimes (w_1 < \cdots < \hat{w}_i < \cdots < w_{k-1}).$$

In particular, the isomorphism (7.2) is a chain map, and hence for each $k$ we have

$$H_k(M_i, M_{i-1}) \cong ZW \otimes \bigoplus_{w \in L_i} \tilde{H}_k(e, u).$$

By the Cohen-Macaulay property of $L$, the right hand side is nontrivial if and only if $k = i$. In this case, by Theorem (1.5) we have $\bigoplus_{w \in L_i} \tilde{H}_k(e, u) \cong \bigoplus_{w \in L_i} B_w = B_i$ for $1 \leq i \leq n$. Hence $H_k(M_i, M_{i-1}) \cong ZW \otimes B_i$ as $ZW$-modules.

**Theorem 7.2.** The integral homology of the hyperplane complement $M$ is isomorphic to the homology of the following chain complex of abelian groups:

$$0 \longrightarrow ZW \otimes B_n \longrightarrow \cdots \longrightarrow ZW \otimes B_1 \longrightarrow \cdots \longrightarrow ZW \otimes B_1 \longrightarrow ZW \otimes B_0 \longrightarrow 0,$$

where the boundary maps are given by

$$\tilde{\partial}_k(w \otimes \beta(t_1, t_2, \ldots, t_k)) = \sum_{i=1}^{k} (-1)^{i-1} w t_i \otimes \beta(t_1^i, \ldots, t_{i-1}^i, t_{i+1}^i, \ldots, t_k) - \sum_{i=1}^{k} (-1)^{i-1} w \otimes \beta(t_1, \ldots, t_{i-1}, \ldots, t_k)$$

for any $w \in W$ and $(t_1, t_2, \ldots, t_k) \in \bigcup_{w \in L_k} \text{Re}(u)$ with $1 \leq k \leq n$.

**Proof.** We apply the spectral sequence to the filtration $\emptyset = M_{n-1} \subset M_0 \subset M_1 \subset \cdots \subset M_n = M$. By Lemma (7.1) the $E^1$-page is concentrated in a single row, which is the chain complex

$$0 \longrightarrow H_n(M_n, M_{n-1}) \longrightarrow \cdots \longrightarrow H_1(M_1, M_0) \longrightarrow H_0(M_0) \longrightarrow 0,$$

where $H_i(M_i, M_{i-1}) \cong ZW \otimes B_i$ for $1 \leq i \leq n$, and by definition $H_0(M_0) \cong ZW \cong ZW \otimes B_0$. 

$$H_0(M_0) \cong ZW \otimes B_0.$$
It remains to determine the boundary maps, which are induced from \((7.1)\). Note that 
x \in H_i(\mathcal{M}_i, \mathcal{M}_{i-1}) \) is a sum of cells of the form \([w, e < w_1 < \cdots < w_i]\) with \(\ell_T(w_j) = j\) for 
1 \leq j \leq i. Using \((7.1)\), we obtain the induced boundary map defined on those cells by 
\[ \partial_i([w, e < w_1 < \cdots < w_i]) = \begin{cases} 
w w_1, e < w_1^{-1} w_2 < \cdots < w_1^{-1} w_i \\ + (-1)^k[w, e < w_1 < \cdots < w_{i-1}] \end{cases} \]

We may identify \(e < w_1 < \cdots < w_i\) with the sequence \((t_1, \ldots, t_i)\), where \(t_j = w_{j-1}^{-1} w_j\) for 
1 \leq j \leq i. Then the above map can be rewritten as 
\[ \partial_i([w, (t_1, \ldots, t_i)]) = [w t_1, (t_2, \ldots, t_i)] + (-1)^k[w, (t_1, \ldots, t_{i-1})]. \]

We proceed to write \(x \in H_i(\mathcal{M}_i, \mathcal{M}_{i-1})\) explicitly in terms of elements \([w, (t_1, \ldots, t_i)]\). For 
notational convenience, we assume \(\sum_k \lambda_k[w, (t_1, \ldots, t_i)] = \sum_k[w, \lambda_k(t_1, \ldots, t_i)]\) for \(\lambda_k \in \mathbb{Z}\).

By Lemma 7.4 and Theorem 4.5, we have the isomorphisms 
\[ ZW \otimes B_i \cong ZW \otimes \bigoplus_{w \in L_i} \tilde{H}_{k-2}(e, u) \cong H_i(\mathcal{M}_i, \mathcal{M}_{i-1}), \]

where each element \(w \otimes \beta_{(t_1, \ldots, t_i)}\) is sent to \(w \otimes d(\beta_{(t_1, \ldots, t_i)})\), and then to \([w, \beta_{(t_1, \ldots, t_i)}]\). Therefore, 
x \in H_i(\mathcal{M}_i, \mathcal{M}_{i-1})\ is a linear combination of elements \([w, \beta_{(t_1, \ldots, t_k)}] \in H_i(\mathcal{M}_i, \mathcal{M}_{i-1})\). Now 
applying the map \((7.3)\) to the element \([w, \beta_{(t_1, \ldots, t_k)}]\) and using Lemma 3.1, we have 
\[ \partial_k([w, \beta_{(t_1, \ldots, t_k)}]) = \sum_{i=1}^k (-1)^{i-1} [w t_i, \beta_{(t_1, \ldots, t_{i-1} t_{i+1}, \ldots, t_k)}] - \sum_{i=1}^k (-1)^{i-1} [w, \beta_{(t_1, \ldots, t_{i-1} t_{i+1}, \ldots, t_k)}]. \]

Going backwards along the isomorphisms \((7.4)\), we obtain the boundary maps on \(ZW \otimes B_i\) 
as given in the theorem. \(\square\)

Remark 7.3. It is well known that the cohomology ring \(H^*(M; \mathbb{Z})\) is isomorphic to the Orlik-
Solomon algebra \([OS80]\). In view of Theorem 7.2, there may be a mysterious link between 
\(ZW \otimes B\) and the Orlik-Solomon algebra.

7.2. The NCP model of \(M/W\). Recall that the hyperplane complement \(M\) is a \(K(\pi, 1)\) space;
its fundamental group is the pure Artin group \(PB(W)\) of type \(W\) and all higher homotopy 
groups are trivial. Since \(M\) admits a free \(W\)-action, the quotient space \(M/W\) is also a \(K(\pi, 1)\)
with the fundamental group being the Artin group \(A(W)\) of type \(W\).

In [BFW18, Example 2.2], it is shown that \(M/W\) is homotopy equivalent to the NCP 
model \(\mathcal{M}^W\), which is a CW complex whose \(k\) cells are the chains \(e < w_1 < \cdots < w_k\) of the 
NCP lattice \(L\). Any such \(k\)-cell has \(k\) maximal faces \(e < w_1 < \cdots < w_i < \cdots < w_k\) for 
1 \leq i \leq k, and the remaining maximal face \(e < w_1^{-1} w_2 < \cdots < w_1^{-1} w_k\). One can define the 
boundary maps \(\partial_k\) of \(\mathcal{M}^W\) in a similar way to \((7.1)\). Since \(M/W\) is a \(K(\pi, 1)\), we have 
\[ H_k(M/W; \mathbb{Z}) = H_k(A(W); \mathbb{Z}) \cong H_k(\mathcal{M}^W; \mathbb{Z}) = \text{Ker} \partial_k / \text{Im} \partial_{k+1}. \]

Therefore, the integral homology of the Artin group \(A(W)\) can also be calculated by the NCP 
model \(\mathcal{M}^W\).

We can define a filtration of \(\mathcal{M}^W\) similar to that of \(\mathcal{M}\). Precisely, denote by \(\mathcal{M}^W_i\) the 
i-dimensional subcomplex of \(\mathcal{M}\) whose \(k\)-cells are the chains \(e < w_1 < \cdots < w_k\) of \(L\) with 
\(\ell_T(w_k) \leq i\). Then we have the following lemma.

Lemma 7.4. For each \(1 \leq i \leq n\), we have the isomorphisms of free abelian groups 
\[ H_i(\mathcal{M}^W_i, \mathcal{M}^W_{i-1}) \cong \bigoplus_{w \in L_i} \tilde{H}_{i-2}(e, w) \cong B_i. \]
and for each $k < i$ the homology group $H_k(M^W_1, \mathcal{M}^W_{i-1})$ is trivial.

**Proof.** The proof is similar to that of Lemma 7.1.

**Theorem 7.5.** The integral homology of $M/W$ or the Artin group $A(W)$ is isomorphic to the homology of the following chain complex of abelian groups:

$$
0 \longrightarrow B_n \overset{\partial_n}{\longrightarrow} B_{n-1} \longrightarrow \cdots \longrightarrow B_1 \overset{\partial_1}{\longrightarrow} B_0 \longrightarrow 0,
$$

where the boundary maps are given by

$$
\partial_k(\beta_{(t_1,t_2,\ldots,t_k)}) = \sum_{i=1}^{k} (-1)^{i-1} \beta_{(t_1',\ldots,t_{i-1}',t_{i+1},\ldots,t_k)} - \sum_{i=1}^{k} (-1)^{i-1} \beta_{(t_1,\ldots,i',\ldots,t_k)}
$$

for $(t_1, t_2, \ldots, t_k) \in \bigcup_{w \in L_k} \text{Re}_{\text{RT}}(u)$ with $1 \leq k \leq n$.

**Proof.** The proof is similar to that of Theorem 7.2 by using Lemma 7.4.

**Remark 7.6.** It follows from Theorem 4.5 that the elements $\beta_k, \tau \in \bigcup_{w \in L_k} \mathcal{D}_w$ form a basis of $B_k$. On the right hand side of equation (7.5), for any $(t_1, \ldots, t_k) \in \mathcal{D}_w$ the elements $\beta_{(t_1,\ldots,i',\ldots,t_k)}, 1 \leq i \leq k$ are $\mathbb{Z}$-linearly independent, while $\beta_{(t_1',\ldots,t_{i-1}',t_{i+1},\ldots,t_k)}, 1 \leq i \leq k$ are generally not basis elements of $B_k$. However, we can use quadratic relations given in Proposition 7.8 to express $\beta_{(t_1',\ldots,t_{i-1}',t_{i+1},\ldots,t_k)}$ in terms of the basis elements of $B_k$. As we have mentioned in Remark 5.9, the quadratic relations actually generate all linear relations among elements $\beta_i$.

**Example 7.7.** (Dihedral group) We continue Example 5.10 and compute the homology of the Artin group of type $I_2(m)$. Recall that $B_2$ has a basis consisting of elements $\beta_{(t_1,t_1,\ldots)}, 2 \leq i \leq m$, where $t_i = s_1(s_2s_1)^{(i-1)}$ with the index taken modulo $m$, and $B_1$ is spanned by the basis $\beta_{t_i}, 1 \leq i \leq m$. We have the following chain complex:

$$
0 \longrightarrow B_2 \overset{\partial_2}{\longrightarrow} B_1 \overset{\partial_1}{\longrightarrow} B_0 \longrightarrow 0,
$$

where $\partial_1 = 0$ and for $2 \leq i \leq m$,

$$
\partial_2(\beta_{(t_1,t_1,\ldots)}) = \beta_{t_i} - \beta_{t_i'} = \beta_{t_i} - \beta_{t_{i-2}}.
$$

Note that if $m$ is even, we have the relation $\sum_{i=0}^{m/2-1} (\beta_{t_{m-2i}} - \beta_{t_{m-2(i+1)}}) = 0$. It is easily verified that $\text{Im} \partial_2 \cong \mathbb{Z}^{m-2}$ if $m$ is even, and $\text{Im} \partial_2 \cong \mathbb{Z}^{m-1}$ if $m$ is odd. Therefore, the integral homology groups $H_k$ are given by

$$
H_0 \cong \mathbb{Z}, \quad H_1 \cong \mathbb{Z}, \quad H_2 \cong 0, \quad \text{if } m \text{ is odd},
$$

$$
H_0 \cong \mathbb{Z}, \quad H_1 \cong \mathbb{Z}^2, \quad H_2 \cong \mathbb{Z}, \quad \text{if } m \text{ is even}.
$$

### 7.3. Some remarks

The integral cohomology of the Artin group $A(W)$ has been obtained using various methods. This was initiated by Arnol’d in [Arn70], where he computed the integral cohomology groups of the braid group $B_n$ (i.e. Artin group of type $A_{n-1}$) for $n \leq 11$ using the space of square-free complex polynomials of degree $n$. Subsequently, Fuks [Fuk70] computed the cohomologies of the braid groups with coefficients in $\mathbb{Z}/2\mathbb{Z}$, using the one-point compactification of the configuration space. This method was later applied by Vainshtein [Vai78], who gave a complete description of the cohomologies of the braid groups with coefficients in $\mathbb{Z}$ and $\mathbb{Z}/p\mathbb{Z}$ for any prime number $p$. In [Gor81], Goryunov used the methods of Fuks and Vainshtein to express the integral cohomologies of the Artin groups of
type $C_n$ and $D_n$ in terms of the cohomologies of the braid groups. Finally, for all exceptional types, the integral cohomologies of the Artin groups were computed by Salvetti through the Salvetti complex \cite{Sal94}.

Theorem 7.5 provides a unified approach to computing the integral homology of the Artin group $A(W)$ for any finite Coxeter group $W$. By computer calculations we obtain integral homology groups $H_*(A(W); \mathbb{Z})$ for types $A_n(n \leq 8)$, $B_n/C_n(n \leq 6)$, $D_n(n \leq 7)$ and exceptional types $H_3, H_4, F_4, E_6$. These homology groups can be translated into cohomology groups by the universal coefficient theorem, and the results coincide with those given in \cite{Arn70, Gor81} and \cite{Sal94, Table 1}. Recently, Paolini and Salvetti \cite{PS21} proved the $K(\pi, 1)$ conjecture for affine Artin groups, using the EL-shellability of the affine noncrossing partition posets. We hope to extend techniques in this paper to affine Artin groups, and give a unified method to compute the corresponding integral (co)homology. The cohomology of affine Artin groups of types $\tilde{A}_n$ and $\tilde{B}_n$ were computed in \cite{CMS08, CMS10}.

Compared with the Salvetti complex, our chain complex in Theorem 7.5 has larger ranks. For example, the rank of the top chain group $B_n$ equals $\mu(\mathcal{L})$, which in type $A_n$ is given by the Catalan number $c_n = \frac{1}{n+1}\binom{2n}{n}$ (see Zha20, Section 4.8). Despite the large ranks, for the Milnor fibres our chain complexes in Theorem 6.5 and Theorem 6.8 reduce significantly the calculation of the integral homology to a mechanical computation in terms of the algebra $B$, while the Salvetti complex works over the ring $\mathbb{Z}[q, q^{-1}]$ \cite{CS04}, which usually makes it difficult to obtain the abelian group structure of the homology. Moreover, it is expected that our approach would compute efficiently the (co)homology of the Milnor fibre with coefficients in an irreducible representation of $CW$ \cite{LZ22, Appendix A}. We hope to use the method developed in this paper and \cite{LZ22} to prove the representation stability result in the sense of \cite{CF13} for the Milnor fibre. In type $A_n$, the representation stability was obtained in \cite{MT21}.

**Appendix A. Computational results**

**A.1. Exceptional types.** All calculations in this appendix are done with the Magma computational algebra system except for type $I_2(m)$. By computer calculations, we obtain $H_*(F_P; \mathbb{Z})$ for all exceptional types in Table 1 where $\mathbb{Z}_n$ denotes the quotient $\mathbb{Z}/n\mathbb{Z}$ for any integer $n$. A similar table appears in \cite[Table 1]{CS04} with entries being ideals in $\mathbb{Z}[q, q^{-1}]$. Our table here exhibits clearer abelian group structures.

| $I_2(m)$ | $H_0(F_P)$ | $H_1(F_P)$ | $H_2(F_P)$ | $H_3(F_P)$ | $H_4(F_P)$ | $H_5(F_P)$ | $H_6(F_P)$ | $H_7(F_P)$ |
|----------|------------|------------|------------|------------|------------|------------|------------|------------|
| $H_3$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
| $H_4$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
| $F_4$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
| $E_6$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
| $E_7$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |
| $E_8$    | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ | $\mathbb{Z}$ |

Table 1. Integral homology groups of $F_P$ for exceptional types

In Table 2, we list the integral homology groups of the Milnor fibre $F_{Q_0}$ for Coxeter groups of types $I_2(m)$, $H_3$ and $F_4$. These homology groups are all torsion free. In \cite[Table 1]{Set09} Settepanella calculated $H_*(F_{Q_0}; \mathbb{Q})$ for types $H_3, H_4, F_4$. However, her results for $H_4$ and
$F_4$ do not meet the property that the Euler characteristic of $F_{Q_0}$ should be divisible by the number of hyperplanes of $W$; see [DL16, Proposition 3].

| $I_2(m)$ | $H_0(F_{Q_0})$ | $H_1(F_{Q_0})$ | $H_2(F_{Q_0})$ | $H_3(F_{Q_0})$ |
|---------|----------------|----------------|----------------|----------------|
| $Z$     | $Z^{(m-1)^2}$ |                |                |                |

Table 2. Integral homology groups of $F_{Q_0}$ for exceptional types

A.2. **Infinite families in low ranks.** The integral homology groups $H_*(F_P; Z)$ in types $A_n$, $B_n$ and $D_n$ for $n \leq 8$ are given in Table 3, Table 4 and Table 5, respectively. Table 3 can be found in [Cal06, Table 4]. Callegaro also determines the homology ring for $W$ of type $B_n$ [Cal07]. However, due to the complicated ring structure we are not able to obtain explicit torsion in homology from its description. As far as we know, the results for type $D_n$ are completely new.

|        | $H_0$ | $H_1$ | $H_2$ | $H_3$ | $H_4$ | $H_5$ | $H_6$ | $H_7$ |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| $A_1$  | $Z$   |       |       |       |       |       |       |       |
| $A_2$  | $Z$   | $Z^2$ |       |       |       |       |       |       |
| $A_3$  | $Z$   | $Z^2$ | $Z^2$ |       |       |       |       |       |
| $A_4$  | $Z$   | $Z^2$ | $Z^2$ | $Z^4$ |       |       |       |       |
| $A_5$  | $Z$   | $Z^2$ | $Z^2$ | $Z^4$ | $Z^2$ |       |       |       |
| $A_6$  | $Z$   | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^6$ |       |
| $A_7$  | $Z$   | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^4$ | $Z^6$ |
| $A_8$  | $Z$   | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^2$ | $Z^4$ | $Z^6$ |

Table 3. Integral homology groups of $F_P$ for type $A_n, n \leq 8$

|        | $H_0$ | $H_1$ | $H_2$ | $H_3$ | $H_4$ | $H_5$ | $H_6$ | $H_7$ |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| $B_2$  | $Z$   | $Z^6$ |       |       |       |       |       |       |
| $B_3$  | $Z$   | $Z^3$ |       |       |       |       |       |       |
| $B_4$  | $Z$   | $Z^3$ | $Z^7$ |       |       |       |       |       |
| $B_5$  | $Z$   | $Z \oplus Z_2$ |       |       |       |       |       |       |
| $B_6$  | $Z$   | $Z \oplus Z_2$ | $Z^3$ | $Z^5$ | $Z^9$ |       |       |       |
| $B_7$  | $Z$   | $Z \oplus Z_2$ | $Z \oplus Z_2$ | $Z \oplus Z_6$ | $Z$ |       |       |       |
| $B_8$  | $Z$   | $Z \oplus Z_2$ | $Z \oplus Z_2$ | $Z^3 \oplus Z_6$ | $Z^3 \oplus Z_3$ | $Z^7$ | $Z^15$ |       |

Table 4. Integral homology groups of $F_P$ for type $B_n, n \leq 8$
Table 5. Integral homology groups of $F_P$ for type $D_n, n \leq 8$

We also tabulate $H_i(F_{Q_0}; \mathbb{Z})$ for types $A_n$, $B_n$ and $D_n$ in Table 6, Table 7 and Table 8, respectively. The last column shows the Euler characteristics. The homology groups with question marks in these tables are unknown due to the memory limit of our computer.

A new result is that these homology groups in Table 6, Table 7 and Table 8 are all torsion free. There are very few results on the integral homology group of $F_{Q_0}$ in the literature. Our results agree with Settepanella’s stability-like theorem for $H_i(F_{Q_0}; \mathbb{Q})$ [Set04], and in type $A_n$ agree with Settepanella’s computations for $H_i(F_{Q_0}; \mathbb{Q})$ [Set09, Table 2].

Table 6. Integral homology groups of $F_{Q_0}$ for type $A_n, n \leq 6$

Table 7. Integral homology groups of $F_{Q_0}$ for type $B_n, n \leq 5$

Table 8. Integral homology groups of $F_{Q_0}$ for type $D_n, n \leq 5$
References

[Arm09] D. Armstrong. Generalized noncrossing partitions and combinatorics of Coxeter groups. *Mem. Amer. Math. Soc.*, vol. 202, x+159 pp, 2009.

[Arn70] V. I. Arnol’d. On some topological invariants of algebraic functions. *Trudy Moscow. Mat. Obshch.* (Russian), 21: 27-46, 1970, English transl in *Trans. Moscow Math. Soc.*, 21: 30–52, 1970.

[ABW07] C. Athanasiadis, T. Brady, and C. Watt. Shellability of noncrossing partition lattices. *Proc. Amer. Math. Soc.*, 135(4): 939-949, 2007.

[Bac75] K. Baclawski. Whitney numbers of geometric lattices. *Adv. Math.*, 16: 125-138, 1975.

[Bac80] K. Baclawski. Cohen-Macaulay ordered sets. *J. Alg.*, 63: 226-258, 1980.

[Bes03] D. Bessis. The dual braid monoid. *Ann. Sci. Ecole Norm. Sup.*, 36: 647-683, 2003.

[Bjö80] A. Björner. Shellable and Cohen-Macaulay partially ordered sets. *Trans. Amer. Math. Soc.*, 260(1): 159-183, 1980.

[Bjö82] A. Björner. On the homology of geometric lattices. *Algebra Universalis*, 14(1): 107-128, 1982.

[Bes03] D. Bessis. The dual braid monoid. *Ann. Sci. Ecole Norm. Sup.*, 36: 647-683, 2003.

[Bri73] E. Brieskorn. Sur les groupes de tresses. Séminaire Bourbaki, 24e année (1971/1972) Lecture Notes in Math., Vol. 317, Springer, Berlin, 21-44, 1973.

[BT82] R. Bott, and L.W. Tu. Differential forms in algebraic topology. Graduate Texts in Mathematics, 82. Springer-Verlag, New York-Berlin, 1982.

[BW08] T. Brady, and C. Watt. Non-crossing partition lattices in finite real reflection groups. *Trans. Amer. Math. Soc.*, 360(4): 1983-2008, 2008.

[Cal06] F. Callegaro. The homology of the Milnor fiber for classical braid groups. *Algebr. Geom. Topol.*, 6: 1903-1923, 2006.

[Cal07] F. Callegaro. Cohomology of finite and affine type Artin groups over abelian representations. *Dissertation, Scuola Normale Superiore*, Pisa, 2007.

[CMS08] F. Callegaro, D. Moroni, and M. Salvetti. Cohomology of Artin groups of type $\tilde{A}_n$, $B_n$ and applications. *Groups, homotopy and configuration spaces*, 85–104, Geom. Topol. Monogr., 13, Geom. Topol. Publ., Coventry, 2008.

[CMS10] F. Callegaro, D. Moroni, and M. Salvetti. The $K(\pi, 1)$ problem for the affine Artin group of type $\tilde{B}_n$ and its cohomology. *J. Eur. Math. Soc.*, 12(1): 1-22, 2010.

[CF13] T. Church, and B. Farb Representation theory and homological stability. *Adv. Math.*, 245: 250-314, 2013.

[CS04] F. Callegaro, and M. Salvetti. Integral cohomology of the Milnor fibre of the discriminant bundle associated with a finite Coxeter group. *C. R. Math. Acad. Sci. Paris*, 339(8): 573-578, 2004.

[CS95] D.C. Cohen, and A.I. Suciu. On Milnor fibrations of arrangements. *J. London Math. Soc. (2)*, 51(1): 105-119, 1995.

[DL12] A. Dimca and G. I. Lehrer. Hodge-Deligne equivariant polynomials and monodromy of hyperplane arrangements. *Configuration spaces*, 231-253, *CRM Series*, 14, Ed. Norm., Pisa, 2012.

[DL16] A. Dimca and G. I. Lehrer. Cohomology of the Milnor fibre of a hyperplane arrangement with symmetry. *Configuration spaces*, Springer INdAM Ser., 14: 233-274, Springer, 2016.

[DPS01] C. De Concini, C. Procesi, and M. Salvetti. Arithmetic properties of the cohomology of braid groups. *Topology*, 40(4):739-751, 2001.

[Fuk70] D. B. Fuks. Cohomology of the braid group mod 2. *Functional. Anal. i Prilozh.*, 4(2): 62-75, 1970, English transl in *Functional Anal. Appl.*, 4: 143-151, 1970.

[Gor81] V. V. Goryunov. Cohomology of the braid groups of the series $C$ and $D$. *Trudy Moscow. Mat. Obshch.* (Russian), 42: 234-242, 1981, English transl in *Trans. Moscow Math. Soc.*, no. 2, 1982.

[Kre72] G. Kreweras. Sur les partitions non croisés d’un cycle. *Discrete Math.*, 1(4): 333-350, 1972.

[Leh05] G.I. Lehrer. Remarks concerning linear characters of reflection groups. *Proc. Amer. Math. Soc.*, 133, no. 11, 3163-3169, 2005.

[LT09] G.I. Lehrer, and D.E. Taylor. Unitary reflection groups. Australian Mathematical Society Lecture Series, 20. *Cambridge University Press, Cambridge*, viii+294 pp, 2009.
[LZ22] G.I. Lehrer, and Y. Zhang. Milnor fibre homology complexes. arXiv:2210.11645 [math.RT].

[Mil68] J. Milnor. Singular points of complex hypersurfaces. Annals of Mathematics Studies, No. 61. Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, iii+122 pp, 1968.

[MT21] J. Miller, and P. Tosteson. Representation stability for pure braid group Milnor fibers. Trans. Amer. Math. Soc., 374(11): 8177-8199, 2021.

[OS80] P. Orlik, and L. Solomon. Combinatorics and topology of complements of hyperplanes. Invent. Math., 56(2): 167-189, 1980.

[PS21] G. Paolini, and M. Salvetti. Proof of the $K(\pi, 1)$ conjecture for affine Artin groups. Invent. Math., 224: 487-572, 2021.

[Ros90] M. Rosso. Quantum groups and quantum shuffles. Invent. Math., 133(2): 399-416, 1998.

[Sal87] M. Salvetti. Topology of the complement of real hyperplanes in $\mathbb{C}^N$. Invent. Math., 88(3): 603-618, 1987.

[Sal94] M. Salvetti. The homotopy type of Artin groups. Math. Res. Lett., 1: 565-577, 1994.

[Set04] S. Settepanella. A stability-like theorem for cohomology of Pure Braid Groups of the series $A, B$ and $D$. Topology Appl., 139: 37-47, 2004.

[Set09] S. Settepanella. Cohomology of pure braid groups of exceptional cases. Topology Appl., 156(5): 1008-1012, 2009.

[Sta12] R. Stanley. Enumerative combinatorics. Volume 1. Second edition. Cambridge Studies in Advanced Mathematics, 49. Cambridge University Press, Cambridge, 2012.

[Ste59] R. Steinberg. Finite reflection groups. Trans. Amer. Math. Soc., 91: 493-504, 1959.

[Sun94] S. Sundaram. The homology representations of the symmetric group on Cohen-Macaulay subposets of the partition lattice. Adv. Math., 104(2): 225-678, 1994.

[Vai78] V. Vainshtein. Cohomology of the braid groups. Functional. Anal. i Prilozh., 12(2): 72-73, 1978.

[Zoq06] E. Zoque. A basis for the non-crossing partition lattice top homology. J. Algebraic Combin., 23(3): 231-242, 2006.

[Zha20] Y. Zhang, Combinatorics of Milnor fibres of reflection arrangements. PhD thesis, University of Sydney, 2020.

Email address: yang.zhang@uq.edu.au

School of Mathematics and Statistics, The University of Sydney, NSW 2006, Australia

School of Mathematics and Physics, The University of Queensland, QLD 4072, Australia