Abstract: Electric load forecasting for buildings is important as it assists building managers or system operators to plan energy usage and strategize accordingly. Recent increases in the adoption of advanced metering infrastructure (AMI) have made building electrical consumption data available, and this has increased the feasibility of data-driven load forecasting. Self-organizing map (SOM) has been successfully utilized to cluster a dataset into subsets containing similar data points. These subsets are then used to train the forecasting models to improve forecasting accuracy. However, some buildings may have insufficient data since newly installed monitoring devices such as AMI have no choice but to collect a limited amount of data. Using a clustering technique on small datasets could lead to overfitting when using forecasting models following an SOM network to be trained with clusters. This results in a relatively high generalization error. In this study, we propose to address this problem by employing the stacking ensemble learning method (SELM) that is well-known for its generalization ability. An experimental study was conducted using the electricity consumption data of an actual institutional building and meteorological data. Our proposed model outperformed other baseline models, which means it successfully mitigates the effect of overfitting.
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1. Introduction

Forecasting electric load demand plays a crucial role in power systems and power economics. The use of forecasting enables system operators to manage and plan energy usage, and it allows utilities to predict electricity prices more accurately. In the past, research on load forecasting was mainly performed at the grid level, and the number of studies on small-scale systems such as buildings is relatively low [1,2].

As reported by the International Energy Agency (IEA), commercial buildings consume 32% of the final electricity produced in OECD countries [3]. Therefore, it is necessary to optimally manage building electricity consumption and reduce peak loads to achieve not only economic benefits from the perspective of a building owner by saving energy but also environmental benefits by reducing the CO₂ emission generated in the process of energy production. In addition, distributed energy resources such as photovoltaic (PV) generators, energy storage systems (ESSs), and electric vehicle (EV) charging stations are increasingly being integrated into buildings. Moreover, demand response (DR)
has become an efficient way to balance the power system to improve its stability, such that the economic efficiency of the entire power system increases [4]. With the background of the deregulated electricity market, building owners may be able to sell their surplus electricity by adequately scheduling or controlling their energy resources and electricity loads. Sellers of surplus energy, who also consume energy, are known as prosumers. Therefore, the more accurate the forecast, the greater the benefits the building owners reap. On the contrary, uncertainty in the forecast reduces the room for efficient energy management, which in turn results in unnecessary costs. Consequently, it is necessary to optimize energy consumption and generation, and the most important part of this is future electricity consumption forecasting.

Load forecasting tasks can be categorized by their forecasting horizons. Short-term load forecasting (STLF) is used to forecast an hour, a day, or a few weeks ahead. Mid-term load forecasting (MTLF) forecasts a few months ahead, and long-term load forecasting (LTLF) forecasts more than a year ahead. STLF is usually used for hour-ahead and day-ahead scheduling, or demand response applications. MTLF is typically used for unit commitment or energy trading, and LTLF is used for system planning and decision-making relating to energy policy [5]. In this study, we develop an STLF model, and conduct day-ahead hourly load forecasting of an institutional building, which would be applicable to perform next-day building energy scheduling.

One of the strategies for forecasting the electricity load of a building is to conduct physical modeling depending on the thermodynamics of the building. This can be achieved by software such as “EnergyPlus,” which can be used to simulate building energy consumption given detailed environmental parameters such as construction details, operation schedules, climate data, and heating, ventilation, and air-conditioning (HVAC) design [6]. The disadvantage of this approach is that it is difficult to obtain such information and to effectively capture the complex characteristics of a building [7].

However, the problem mentioned above can be overcome. Because buildings are increasingly being equipped with advanced metering infrastructure (AMI), the electricity usage patterns of the building can be monitored and the data recorded. The availability of these data has made it possible to forecast future electricity consumption when used in combination with data pertaining to factors that affect the load patterns of a building. Meteorological data, such as the temperature, humidity, or solar radiation, and temporal parameters, such as the day of the week, month, or season, are well known to be associated with building electricity consumption, and many researchers have utilized these factors for forecasting [8–12]. This prompted us to determine the factors that strongly influence the electricity consumption pattern of our target building and to decide which features to select.

Previously, various data-driven techniques have been used to achieve higher performance by lowering the error rates in the load forecasting domain. They include autoregressive models such as ARMA [13] or ARIMA [14], which analyze historical data points in times series that are highly correlated with the future value, and statistical regression models such as multiple linear regression (MLR) [15,16], which estimates the relationship between the input (i.e., features) and output variables. Machine learning models such as artificial neural networks (ANNs) [17], which emulate the structure of biological neural networks and can approximate complex and nonlinear functions, and support vector regression (SVR) [18], which finds the flattest function with the largest epsilon-deviation with regard to an entire training dataset and maps the input space to higher dimension using a kernel function to process nonlinear problems, are also included. Attempts to combine different techniques for improved performance were also reported. An enhanced version of empirical mode decomposition was employed to improve the Elman neural network on small-scale building load forecast. ARIMA was used to initially forecast the linear basic part of the load, after which SVR was used to correct the deviation of former forecasting [19]. Extensive and dedicated reviews are available and well described [3,7,20,21].

The clustering technique, self-organizing map (SOM), has also been successfully employed prior to the forecasting task to improve the performance [11,22–24]. In the first stage, SOM is used to cluster
the training set into separate subsets in an unsupervised scheme, such that the subsets have similar patterns and characteristics. Subsequently, the same number of forecasting models is trained by each subset to take advantage of all past information and similar dynamic properties [11]. However, in the case of buildings for which the accumulated load data are insufficient because equipment such as AMI was only installed recently, clustering techniques have limited use. Once clustering is complete, the number of samples in each cluster is apparently smaller than the total number of samples in the entire dataset. For instance, if a dataset that has 1000 data points were clustered into four clusters, each cluster could contain 300, 200, 100, and 400 data points, which is smaller than their original size. The reduced number of samples would negatively affect forecasting models in the second stage of the forecasting procedure. Clusters with a small size could result in the “overfitting” problem, which refers to the situation in which a model fits the training set too closely or even contains noise such that it fails to predict unseen data (i.e., the testing set) and loses its generalization ability. This problem is exacerbated as the number of dimensions of a feature or the complexity of the model increases. Moreover, when dealing with small-scale systems such as buildings that have more noise signals and fluctuations, the chances that overfitting occurs increases because of intrinsic randomness (a larger-scale system aggregates a number of small-scale systems and offsets their randomness).

To overcome this obstacle, we propose applying an ensemble technique to each cluster rather than employing a single model. Ensemble techniques, which use multiple forecasting models to improve the forecasting performance beyond that possible for any single model, have been successfully used in the time series forecasting and load forecasting domains [21]. They are well known to have excellent generalization ability, which means they are able to reduce overfitting [25]. Especially, among the ensemble techniques, we used the stacking ensemble method [26]. The basic concept of stacking is that “multiple heads are better than one.” The method uses several models to produce forecasts and combines the forecasted value of each to obtain a more accurate result. The combination could involve simply averaging the results, or it could entail introducing an additional aggregator model to make a final prediction based on the predictions of all the single models. The use of this approach would enable us to mitigate the effect of the overfitting problem that results from the reduction in the number of samples when clustering precedes the forecasting task.

The main contributions of this study are summarized as follows.

1. We utilized a stacking ensemble learning method to solve the overfitting problem led by the reduced number of each cluster derived by clustering techniques such as SOM in the context of having a small-size dataset and targeting small-scale systems (in our case, a building). To show the effectiveness of our proposed method, we used a small-size dataset (covering less than 2 years) of a real institutional building.

2. This is the first attempt to combine SOM and a stacking ensemble learning method to solve building-scale STLF.

The remainder of this paper is organized as follows. Section 2 provides a detailed literature review of SOM and ensemble techniques. Section 3 describes the techniques and data used in our proposed method. Section 4 presents the experimental study and its results, and Section 5 discusses the meaning of results. Section 6 presents our conclusions and suggestions for further research.

2. Related Work

In this section, we provide a detailed literature review focused on SOM and ensemble techniques, which are relevant to our proposed method.

2.1. Self-Organizing Map (SOM)

SOM was first proposed by Kohonen in 1990 [27]. Since then, it has been applied to various fields including the load forecasting domain. Day-ahead hourly load forecasting was conducted using historical data corresponding to an area in central Spain from 1989 to 1999 [24]. The researchers first
classified the historical data for each day according to its load profile by means of SOM. ANNs were then trained using each class. Finally, they performed the prediction by using previously trained recurrent neural networks. Their experimental results showed that the forecasting performance of their method was superior to statistical techniques in terms of accuracy and robustness.

Other researchers carried out day-ahead hourly load forecasting using a two-stage hybrid network with SOM and a support vector machine (SVM) [11]. SOM was applied to cluster the input dataset into subsets and to separate the dataset into regular days and anomalous days. SVMs were then fitted using each cluster. They found this structure to be robust against different data types and the non-stationarity of load data. They used historical load data from a New York Independent System Operator as a case study, and compared the results of using a single SVM with their proposed method. Their method outperformed the single SVM model in terms of mean absolute error and mean absolute percentage error.

López et al. [28] presented MTLF to predict the daily peak load of the next month for which they proposed the SOM-SVR model. SOM was used to cluster the historical load data into two subsets in an unsupervised manner, and two epsilon SVRs corresponding to each subset were employed to fit the data and to make predictions. They used an electricity load dataset in the European Network on Intelligent Technologies competition, and benchmarked Malaysian and PJM electricity load datasets. Their practical application results demonstrated that their proposed method far outperformed previous methods in terms of accuracy.

Nagi et al. [29] presented interesting work. They used SOM not only for clustering, for which it was used most commonly, but also as a valid forecasting engine. The experimental results showed that their model is competitive compared to results obtained with more commonly used techniques such as ANNs and SVR. They also proposed that this structure of the model can be considered as an initial approach to standardize the load forecasting process. An input selection method that was proven to significantly reduce MAPE was discussed.

Hernández et al. [22] focused on STLF at the microgrid scale. Their proposed method was composed of three stages, of which the first was pattern recognition by SOM. After the first stage, input data are represented by their best matching units, and these units are clustered by means of a k-means clustering technique in the second stage. Finally, each cluster is fed into the corresponding ANNs. The case study was performed on data from the Spanish company Iberdola. The results produced lower errors compared to other simple models without clustering.

Panapakidis et al. [23] carried out STLF in small-size loads (i.e., the buses of transmission and distribution systems). They conducted day-ahead and hour-ahead load prediction, and proposed models based on ANNs and SOM. Four models were proposed. Model A was a simple ANN model for day-ahead STLF and was constructed to perform benchmarking. Model B was a combination of Model A and SOM clustering. Model C was a simple ANN model for hour-ahead STLF for benchmarking. Model D added SOM clustering to Model C. The experimental results showed that the proposed models (B and D) produced superior forecasting accuracy.

As can be seen in the above research, SOM has been successfully applied in the field of load forecasting. However, there has been no attempt to address the overfitting problem that may occur after clustering, especially in the context of having a small-size dataset and targeting small-scale systems. This motivated us to do this research.

2.2. Ensemble Learning Methods

Ensemble learning methods are widely used for many machine-learning problems. As a major branch of the ensemble methods, the stacking ensemble learning machine was first proposed by Wolpert in 1992 [26]. Owing to its great generalizing ability, it has been successfully used in the field of load forecasting. This section reviews the literature mainly relating to ensemble methods, especially the stacking learning ensemble method.
Burger and Moura [30] pointed out that studies in the literature have mostly focused on specific buildings, but that a method that is widely applicable to general buildings regardless of locations, seasons, and types is yet to be proposed. They attempted to address this problem by employing the stacking ensemble learning method with moving horizon training optimization to carry out STLF. They trained the model weights in a real-time scheme using load data streams and a moving horizon training technique, and their case study of eight buildings on the campus of the University of California showed that the proposed method outperformed the use of a single model for each building.

Ahmad et al. [31] compared the forecasting performance of ANN and random forest (RF), a tree-based ensemble technique. Their real-world experiment involved data of HVAC energy consumption of a hotel in Madrid, Spain, and they also incorporated social parameters. The results showed that the performance of the ANN was slightly more accurate than that of the RF in terms of the root mean square error (RMSE), but RF was more advantageous in that it allowed multi-dimensional complex data to be adjusted and modeled more easily, which is a typical case when modeling buildings. Therefore, they concluded that both of these techniques were nearly equally useful for building energy consumption forecasting.

Khairalla et al. [32] pointed out that forecasting a time series with a complex pattern is challenging with a single conventional statistical method. They therefore proposed the stacking multi-learning ensemble (SMLE) model for time series forecasting with various horizons to improve the forecasting accuracy. They used SVR and an ANN as base learners of the first layer, and MLR as a meta learner of the second layer. Their empirical study was conducted on global oil consumption, and the results revealed that the proposed SMLE model surpassed all the other benchmark methods in terms of accuracy, time series similarity, and directional accuracy.

Divina et al. [33] proposed a strategy for STLF based on a stacking ensemble learning scheme. They used three base learners: an ANN, RF, and regression trees based on evolutionary computation. In addition, as a top layer meta learner, they used a gradient boosting machine (GBM) to obtain the final prediction. Their experimental study was conducted on the energy consumption in Spain for a period of more than nine years. Superior results were obtained using their proposed method compared to existing state-of-the-art techniques applied to the same dataset.

These studies verify the effectiveness of the stacking ensemble learning method and its ability to generalize. We utilized this method to mitigate the effect of overfitting after clustering.

3. Materials and Methods

This section presents a description and exploratory analysis of the data used and details development of our proposed model for day-ahead hourly building electricity load forecasting. First, we describe the dataset and present the exploratory data analysis (EDA), which is an investigation of the main characteristics of the dataset with visualization. The EDA enables us to determine what the data would be able to reveal; thus, the EDA allows us to pre-check the apparent patterns and shapes that we can expect before modeling or preprocessing. Subsequently, we explain the method and techniques that we utilized in our proposed model.

3.1. Data

The load data we used in this work were obtained by recording the electricity consumption of a real institutional building every hour, from May 2016 to February 2018. The total numbers of data points and days in the dataset are 15,120 and 630, respectively. The meteorological data for the same period include the temperature, humidity, solar radiation, wind speed, and forecasted temperature. We examined the association between these variables and electricity load, and identified those that are influential. All datasets were subjected to preprocessing, which includes outlier and missing value replacement. The outliers were detected using a box plot, which means data points above and below the whiskers of the box plot were considered as outliers, and were then replaced by the values of the same hour of the neighboring days. Missing values were also inserted in the same way.
3.2. Exploratory Data Analysis (EDA) for Load Data

This section is devoted to investigating the distribution of the electricity load data by the season and the day of the week, using line plots and box plots. The patterns and distributions of the electricity load according to the seasons and the day of the week are shown in Figure 1a–d. We considered March to May as spring, June to August as summer, September to November as fall, and December to February as winter. As seen in the box plot describing the seasonal pattern, summer and winter display relatively larger values, and spring and fall display lower values. This is consistent with our assumptions that the cooling load is larger in summer due to the hot weather and that the heating load is larger in winter because of the cold weather. Moreover, the box plot describing the patterns according to the day of the week indicates that weekdays have almost similar values, whereas the values on weekends are relatively lower. This fact is also taken for granted because most people work on weekdays. Typically, these seasonal and weekly effects should be taken into account when selecting features and modeling. For instance, the season and day of the week are regarded as categorical variables; hence, they are usually transformed into integers [4] or one-hot encoded vectors [23]. However, in our work, we assume that SOM automatically filters out these features. Moreover, the standard SOM is only capable of processing numerical data and not categorical variables [34,35]. Hence, we decided to only consider the load patterns and meteorological data as features.

Figure 1. Box plot of load patterns according to the (a) season and (b) the day of the week. Line plot of load patterns according to the (c) season and (d) the day of the week.
3.3. Exploratory Data Analysis (EDA) for Meteorological Data

In this section, we examine the relationship between meteorological data and load data. A method that is commonly used for this purpose is Pearson’s correlation coefficient (PCC), which measures the linear correlation between two variables. Because only the “linear” relationship is measured, it cannot capture the nonlinear relationship between variables. In other words, even though a clear relationship exists between the variables of interest, PCC would not reveal it. We therefore decided to simply investigate the relationship between the meteorological data and load data using the scatter plots. Figure 2 presents the scatter plots, which reveal clear relationships between the temperature and forecasted temperature with load (although these relationships are not linear). This is because the temperature and the load have an opposite relationship according to the season. In summer, the higher the temperature, the higher the consumption because of the cooling load. In contrast, in winter, the lower the temperature, the higher the consumption due to the heating load. Factors other than those plotted in Figure 2a,b do not seem to be relevant to the load; thus, we selected only temperature and forecasted temperature as features for the forecasting model.
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**Figure 2.** Relationship between load data and meteorological data: (a) temperature; (b) forecasted temperature; (c) solar radiation; (d) humidity; (e) wind speed.

3.4. Methods

3.4.1. Self-Organizing Map (SOM)

SOM is a type of ANN that expresses high-dimensional input data spaces as low-dimensional spaces (e.g., 1D, 2D, or even 3D). These lower-dimensional spaces can be recognized by humans through visualization [27].
At first glance, SOM appear to be typical ANN. However, the basic principles of SOM are completely different. SOM uses competitive learning techniques rather than error-based learning, such as gradient descent or backpropagation algorithms.

One of the most important features of SOM is that it has a topological structure. The input data are usually mapped to a 2D or 3D grid or to a hexagonal-shaped feature map composed of a certain number of neurons where the relative positions of the data points are preserved. That is, data points at similar locations are represented by neurons close to one another. Therefore, SOM can also be used as a tool for clustering high-dimensional data. The neurons in SOM are represented by the following 2D arrays:

\[ M = \{ m_1, m_2, \ldots, m_k \} \]  
\[ m_i = [m_{i1}, m_{i2}, \ldots, m_{iN}] \]

where \( k \) denotes the number of neurons, \( m_i \) is a vector that represents a neuron, and \( N \) denotes the dimension of each neuron (the same as that for a data point).

The detailed learning process is as follows. **Step 1.** Initialize \( k \)-neurons randomly with the same dimensions as the input data, and place them in the data space. **Step 2.** Select a single data point from the input data. **Step 3.** Find the neuron closest to the selected data point. The distance between the data point and neuron is determined based on the Euclidean distance and is calculated as follows:

\[ D = \sqrt{\sum_{i=1}^{N} (V_i - W_i)^2} \]  

where \( V_i \) denotes a data point, and \( W_i \) denotes the weight of the neuron. The closest neuron is referred to as the best matching unit (BMU). **Step 4.** Move the BMU closer to the selected data point. The distance of the movement is determined by the learning rate, which decays exponentially over time. **Step 5.** Move the neighboring neurons near the BMU (i.e., within a certain radius that decreases over time) in inverse proportional to the distance from the BMU. The influence rates of neighboring neurons are determined by their Gaussian curve, such that neurons that are closer to the BMU are influenced more than the more distant ones. **Step 6.** Repeat Steps 1–6 for all data points. **Step 7.** Once the above process is complete, update the learning rate and the neighborhood radius. The learning rate \( L \), neighborhood radius \( \sigma \), and the influence rate of neighboring neurons \( \theta \) are dependent on time, that is, the number of iterations. The above variables are defined as follows:

\[ L(n) = L_0 \exp\left(-\frac{n}{\alpha_L}\right) \]  
\[ \sigma(n) = \sigma_0 \exp\left(-\frac{n}{\alpha_\sigma}\right) \]  
\[ \theta(n) = \exp\left(-\frac{D^2}{2\sigma^2(n)}\right) \]

The weights of these variables are updated using the following equation:

\[ W(n+1) = W(n) + \theta(n)L(n)(V(n) - W(n)). \]  

At the end of this process, when the neurons are finally located in the data space, they are similar in distribution to the original data points. That is, the grid of neurons adapts to the topological shape of the data points. This result allows us to visualize a dataset using a U-matrix or frequency map—the distinct groups of neurons represent underlying clusters.

SOM has been successfully applied to the load forecasting problem to cluster data points that include load profiles within subsets containing similar ones. By doing this, a predictive model can be trained better than it can without clustering. Examples are discussed in Section 2. We will utilize this
method prior to a forecasting task, as in the literature, and we will also apply the stacking ensemble learning method in order to address the overfitting problem after clustering due to the reduced number of data samples in each cluster. This will be discussed in the next section.

3.4.2. The Stacking Ensemble Learning Method (SELM)

The ensemble method is one of the most successful approaches for performing time series forecasting tasks [36,37]. It refers to a method that combines multiple predictive learning algorithms to obtain results superior to those that could be obtained from a single algorithm. For instance, in a real-world application, it is not easy to generalize a given dataset because it has numerous underlying patterns and features. Although a particular model might be able to capture certain patterns or features, other models may not be able to achieve this. Likewise, different models capture the different patterns and features of the dataset. If multiple models learn patterns from the dataset and if their predictions are appropriately combined, it is possible to obtain more accurate results than a single model would be able to produce.

Mehta et al. [38] present a clear explanation as to why ensemble methods are effective. The first reason is statistical. When the training dataset is too small, a situation that arises after clustering, a learning algorithm can typically identify several models in the hypothesis space that show the same performance with respect to the training data. If the models are not correlated, averaging them reduces the risk of choosing the wrong hypothesis. The second reason is computational. Many machine learning algorithms, such as ANNs, present a risk of falling into local optima. Therefore, the algorithms are greatly affected by the initialization of the weights. Ensemble methods mitigate this problem by taking multiple models built from many different starting points resulting in an improved approximation of the true function. The last reason is representational. In most cases, because the training dataset has a finite size, the true function cannot be completely represented by any models in the hypothesis space. By combining several models, it may be possible to expand the representable function space to obtain a more effective model for the true function.

The most commonly used ensemble methods are the following:

- bootstrap aggregating (bagging);
- boosting;
- stacking.

Bagging creates several training subsets. This is achieved by sampling same-sized subsets from the training dataset and then by training models with different subsets and aggregating the results, which have a parallel learning shape [39]. Popular bagging algorithms are bagging meta-estimators, which follow the general bagging rules that are briefly explained above, and RFs, which are extensions of bagging estimator algorithms. Decision trees are usually used as the base estimators, and, unlike bagging meta-estimators, RFs randomly choose a set of features that are used to determine the best split at each node of the decision tree [40].

Boosting is, unlike bagging, a sequential learning technique. The basic concept of boosting is that new models are improved by weighting the training points that the previous model was unable to predict correctly. That is, the first subset is created from the original dataset, and the base model is then trained by assigning the same weights to all training points. Next, errors are calculated, and weak areas that produce inaccurate predictions are identified. Subsequently, a new model is trained using the modified training set, to assign more weight to the weak areas. Boosting has been shown to improve the performance compared to bagging, but it can over fit the training data. The most common boosting algorithm is adaptive boosting (ADB) [41]. Other boosting-based methods include the gradient boosting machine (GBM) [42] and extreme gradient boosting (XGB) [43].

The basic concept of the SELM is that “multiple heads are better than one.” It is an ensemble technique that uses an aggregating model that learns the way in which the best combination of predictions can be made by multiple models or that simply averages them [30]. Figure 3 shows
After the training phase ends, the forecasting performance of the model is evaluated in the test phase. The novelty of this method compared to the methods in the literature is that we use the SELM after pre-processing, where data cleansing and outlier removal take place. The following stage is the input selection stage, where EDA and correlation analysis are employed to determine the data to be used as features. Next, the dataset is split into training and testing sets. Subsequently, the process is divided into a training phase and a test phase. First, we determine the clusters to which each data point in the testing dataset belongs by calculating its BMU, and we then forecast the future load using models trained by the corresponding clusters.

The structure of the proposed model is shown in Figure 4. The dataset is first subjected to pre-processing, where data cleansing and outlier removal take place. The following stage is the input selection stage, where EDA and correlation analysis are employed to determine the data to be used as features. Next, the dataset is split into training and testing sets. Subsequently, the process is divided into a training phase and a test phase. In the training phase, the training dataset is divided into \( N \) clusters by SOM, and each cluster is used to train a corresponding forecasting model. Our proposed model uses the SELM for forecasting, but single models, such as MLR, ANN, and SVR, and ensemble models, such as GBM, ADB, and XGB, are also tested to demonstrate the superiority of our model. After the training phase ends, the forecasting performance of the model is evaluated in the test phase.

The proposed model uses the SELM for forecasting, but single models, such as MLR, ANN, and SVR, and ensemble models, such as GBM, ADB, and XGB, are also tested to demonstrate the superiority of our model. After the training phase ends, the forecasting performance of the model is evaluated in the test phase. First, we determine the clusters to which each data point in the testing dataset belongs by calculating its BMU, and we then forecast the future load using models trained by the corresponding clusters. The novelty of this method compared to the methods in the literature is that we use the SELM after pre-processing, where data cleansing and outlier removal take place.
clustering in order to mitigate the effect of overfitting caused by the reduced number of samples in each cluster. We did not develop the techniques used in our proposed method. We devised the strategy of handling the overfitting problem, fully utilizing existing techniques. The experimental results demonstrating the effectiveness of our proposed method will be discussed in Section 4.

Figure 4. The proposed framework that describes the whole process from data pre-processing to final prediction produced by clustering using SOM and the stacking ensemble learning method.

3.6. Implementation Details

3.6.1. Input Data

We chose load profiles of previous days and meteorological data as input data for the forecasting models. To build an accurate forecasting model, it is desirable to use factors that are closely related to the load. Obviously, the load profile of the targeted day is highly correlated with that of the previous day and the same day of the previous week, represented by \( L(d - 1) \) and \( L(d - 7) \), respectively, where \( d \) denotes the targeted day. As discussed in Section 3.3, we decided to use the temperature and forecasted temperature as features among the various meteorological data, because they were ultimately the most closely correlated with the load through EDA. The entire dataset can be seen in Table 1. The dataset is divided into two parts—the training set and the testing set. The training set contains the first 441 days of the whole period, and the testing set contains the remaining. In addition, the dataset is min-max normalized using Equation (1) before entering SOM, where \( x \) denotes the data vector or the matrix, and \( z \) is the normalized vector or matrix.

\[
z = \frac{x - \min(x)}{\max(x) - \min(x)}.
\] (8)

The input data that were selected are listed below:

- 24 h load profile of the previous day: \( L(d - 1) \);
- 24 h load profile of the same day of the previous week: \( L(d - 7) \);
- Average, maximum, and minimum temperature of the previous day: \( T_{\text{avg}}, T_{\text{max}}, T_{\text{min}} \);
- Forecasted average, maximum, and minimum temperature of the targeted day: \( T_f, \text{avg}, T_f, \text{max}, T_f, \text{min} \).
Table 1. Input data matrix.

| Column | 1–24 | 25–48 | 49–51 | 52–54 |
|--------|------|-------|-------|-------|
| Data   | $L(d - 1)$ | $L(d - 7)$ | $T_{avg}$, $T_{max}$, $T_{min}$ | $T_{f, avg}$, $T_{f, max}$, $T_{f, min}$ |

3.6.2. Configurations for Self-Organizing Map (SOM)

The number of neurons in the SOM grid was determined by Equation (2) \[48\]. $N$ denotes the number of neurons, and $M$ is the number of data samples.

$$N \approx 5 \times \sqrt{M}. \quad (9)$$

Our dataset contains 630 days; hence, the number of neurons was calculated as 11. We used a rectangular topological shape, and we set the learning rate as 0.5, sigma as 1.0, and the maximum number of iterative steps as 200. Mostly, the default values specified by the package designer were used, because it was effective with these values.

3.6.3. Configurations for Forecasting Models

The hyperparameters of the various predictive models that we used were mostly determined by trial and error with experiments. For ANNs, we established three hidden layers, each of which has 100, 200, and 200 hidden units. The learning rate was 0.001, the maximum number of iteration was 500, and a rectified linear unit (ReLU) \[49\] function was used as activation function. Further, for the SVR, the penalty parameter $C$ was 0.25, the kernel coefficient was 0.1, epsilon, which identifies the epsilon-tube distance, was 0.005, and the kernel function was a radial basis function. For GBM, the subsample rate was set to 0.8, the number of sequential trees was 150, and the learning rate was 0.05. Other configurations for models such as RF, ADB, and XGB used the default values specified by the package designer because they worked fine with them.

3.6.4. Implementation Tools

The overall process performed with Python 3.5.3, and its package Pandas 0.23.4 \[50\], scikit-learn 0.20.0 \[51\], and R 3.5.2 and its package kohonen 3.0.8 \[52\].

4. Experimental Results

4.1. Experimental Setup

We evaluated the forecasting performance of various techniques and models using the mean absolute percentage error (MAPE) as a metric for calculating the error. MAPE is a measure indicating the extent to which the predicted value differs from the observed value. The formula is as follows:

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|$$

where $A_i$ is the actual value, and $F_i$ is the forecasted value.

In this section, we present the experimental results. To demonstrate the advantages of our proposed method that utilized SOM and the SELM, we compared forecasting performances of three different models: Model 1, Model 2, and Model 3. Model 1 is a baseline model that uses a single prediction technique to produce an hourly load profile of the next day without using any other techniques such as clustering or ensemble. We used MLR, an ANN, SVR, RF, ADB, XGB, and a GBM for the single prediction technique. Model 2 uses the same techniques as Model 1 for the forecasting tasks; however, before the forecasting task, the dataset is clustered into several clusters using SOM. The same number of forecasting models comprising homogeneous prediction techniques is then trained on the clusters. When it makes a prediction, a data point in the test dataset is assigned to one
of the clusters and the corresponding forecasting model predicts an hourly load profile of the next day. **Model 3** also includes the clustering process, but it applies the SELM in the forecasting task instead of single prediction techniques. Model 3 is our proposed method. The models are represented in the Figure 5.

![Diagram of the models](image)

**Figure 5.** (a) Model 1, (b) Model 2, and (c) Model 3. The “preprocess dataset” in the figure is the result of the original dataset having gone through the process of the front part of Figure 4.

### 4.2. Experimental Results

The forecasted performance results of Model 1, Model 2, and Model 3 are presented in Table 2. The MAPE values of Model 2 and Model 3 in this table represent the best results obtained from the forecasting experiment according to the number of clusters. The overall results for this experiment are shown in Tables 3 and 4. In Table 3, the forecasted performance results of Model 2 using various prediction techniques are shown according to the number of clusters ranging from 2 to 6. Table 4 illustrates the forecasting performance results of Model 3. We measured the MAPE changing the number of clusters from 2 to 6 as we did with Model 2. In addition, we tested all possible combinations of prediction techniques used as components of the SELM and selected the best one. The best combination can be found in Table 4.
Table 2. Resulting MAPE of Model 1, Model 2, and Model 3 for various machine learning techniques.

| Technique | Model 1 | Model 2 | Model 3 |
|-----------|---------|---------|---------|
| MLR       | 7.33    | 7.5     |         |
| ANN       | 6.86    | 6.77    |         |
| SVR       | 7.22    | 7.01    |         |
| RF        | 7.52    | 7.16    |         |
| ADB       | 7.64    | 7.43    | 6.4     |
| XGB       | 6.9     | 7.28    |         |
| GBM       | 6.85    | 7.27    |         |

(By stacking MLR, GBM, and ANN)

Table 3. Forecasting performance of Model 2 in terms of MAPE according to the number of clusters.

| # of Clusters | MLR | ANN | SVR | RF | ADB | GBM | XGB |
|---------------|-----|-----|-----|----|-----|-----|-----|
| 2             | 7.5 | 6.77| 7.01| 7.68| 7.64| 7.27| 7.28|
| 3             | 8.06| 6.94| 7.68| 7.16| 7.43| 7.27| 7.42|
| 4             | 10.25| 6.95| 7.84| 7.71| 7.53| 7.37| 7.52|
| 5             | 10.85| 7.03| 8.09| 7.93| 7.58| 7.49| 7.66|
| 6             | 14.15| 7.21| 8.14| 8.04| 7.74| 7.65| 7.79|

Table 4. Forecasting performance of Model 3 in terms of MAPE according to the number of clusters.

| # of Clusters | Best Combination | Model 3 |
|---------------|------------------|---------|
| 2             | MLR/GBM/ANN      | 6.4     |
| 3             | MLR/SVR/GBM/ANN/XGB | 6.7     |
| 4             | GBM/ANN          | 6.81    |
| 5             | GBM/ANN          | 6.9     |
| 6             | GBM/ANN          | 7.06    |

The forecasted performance results of Model 1 and Model 2 can be compared referring to the first and second columns of Table 2. The results indicate that, when SOM is used for clustering, performance is sometimes slightly more accurate, almost the same, or even less accurate than the results of Model 1. This contradicts the assumption that the forecasting performance improves when we take advantage of the reduced effect of overfitting that results from clustering the dataset into several clusters that contain data points with similar characteristics. The same number of forecasting models is trained on these clusters to produce predictions, which is the reason why SOM has been utilized in the literature. This occurs because clustering reduces the number of data samples in each model, thereby indicating that the chances of overfitting are very high, and the forecasting performance is rather poor for techniques that are sensitive to the number of data samples such as MLR.

Figure 6 shows the forecasting performance of the ANN, the GBM, and ADB in Model 2 on every data point in the testing set. As shown in Figure 6, the forecasting performance of each technique varies depending on the data points. This demonstrates that a certain technique does not produce more accurate predictions than others at all times. That is, for every data point in the testing dataset, the best performing technique always differs point by point. Even if the overall forecasting performance of a technique is worse than other models, at some points it may outperform the other techniques. Hence, trying to combine several techniques to produce improved results is reasonable. In this context, the SELM combines the predictions produced by individual techniques with a weighting coefficient to improve the final prediction. To determine the weighting, various methods ranging from simple averaging to regularized linear regression and even an ensemble method [33] have been used. Our study uses a simple averaging method because other methods require a validation set or cross-validation process to train the aggregating model and because we assumed a small-size dataset context.
performance is rather poor for techniques that are sensitive to the number of data samples such as MLR.

Figure 6 shows the forecasting performance of the ANN, the GBM, and ADB in Model 2 on every data point in the testing set. As shown in Figure 6, the forecasting performance of each technique varies depending on the data points. This demonstrates that a certain technique does not produce more accurate predictions than others at all times. That is, for every data point in the testing dataset, the best performing technique always differs point by point. Even if the overall forecasting performance of a technique is worse than other models, at some points it may outperform the other techniques. Hence, trying to combine several techniques to produce improved results is reasonable.

In this context, the SELM combines the predictions produced by individual techniques with a weighting coefficient to improve the final prediction. To determine the weighting, various methods ranging from simple averaging to regularized linear regression and even an ensemble method [33] have been used. Our study uses a simple averaging method because other methods require a validation set or cross-validation process to train the aggregating model and because we assumed a small-size dataset context.

As can be seen from the third column in Table 2, the effect of overfitting successfully reduced by using the SELM, which enables us to select a group of models that more effectively complement each other’s weaknesses when combined. In the experiments, MLR, the GBM, and the ANN were selected as the best group that produced the best performance, with the resulting MAPE being lower than that for all other cases. Considering that we performed building scale load forecasting, which exhibits more fluctuation and is noisier compared to larger-scale systems, and that we even used a small-size dataset (covering less than two years) with the assumption that smart metering equipment such as AMI was only recently installed in the building resulting in a lack of data, our results are fairly good given the conditions imposed.

As presented in Table 4, the ANN and the GBM were always included in the best group that performed the best, even though the GBM failed to outperform the other techniques alone. This means that these two techniques complement each other’s weaknesses well, resulting in a more effective forecasting model. Therefore, when applying the SELM, it is reasonable to figure out which predictions of certain techniques are not highly correlated and select the least correlated ones. On the other hand, as shown in Figure 7, performance tends to decrease as the number of clusters increases. This occurs because, as the number of clusters increases, the number of data samples in each cluster decreases, which negatively affects model performance. This limitation can be overcome if a larger amount of data is available. Consequently, in this study, the number of clusters that produces the best forecasting performance is two. Examples of load forecasts for a certain week produced by the SELM model are presented in Figure 8.
In this study, we tried to address the overfitting problem caused by clustering in the load forecasting process, assuming the condition of having only a small-sized dataset and targeting a small-scale system such as a building. SOM has been successfully utilized in the load forecasting domain, and it helps to improve the forecasting performance of a model. However, in previous studies, it has not been validated in the context of a small-sized dataset (less than 2 years) and a small-scale system, which is noisier with more fluctuation than a larger system, our proposed model succeeded in producing a lower error compared to any individual model. The limitations of this study are as follows: hyperparameters were not found effectively (they were found manually), and the techniques used as components of the SELM were also selected by experiments. Therefore, a possible future research direction is to develop an effective hyperparameter tuning method that can be harmonized with clustering and the SELM. In addition, a method that automatically selects the size of the original dataset is small and a small system such as a building is targeted, overfitting is more likely to occur. The effect of overfitting may result in a high generalization error. This can be seen in our experimental results. We employed the SELM to mitigate the effect of overfitting because it is known to have the ability to generalize by combining multiple models. The experimental results showed that the SELM achieved higher forecasting accuracy. Even with a small dataset (data covering less than two years, which is the smallest size reported in the literature to the best of our knowledge) it has not been validated in the context of a small-sized dataset (less than 2 years) and a small-scale domain, and it helps to improve the forecasting performance of a model. However, in previous studies, it has not been validated in the context of a small-sized dataset (less than 2 years) and a small-scale system, which includes a building that employs a data collection system such as AMI. We argued that, in this situation, there would be an overfitting problem due to the number of data samples in each cluster. This can be observed in the first and second columns of Table 2, which present the forecasting accuracy of Models 1 and 2, and the difference between the two models regards whether clustering with SOM was applied. The results show that some of them slightly improved, but some techniques

| Technique   | Model 1 | Model 2 | Model 3 |
|-------------|---------|---------|---------|
| GBM         | 6.85    | 7.27    | 6.90    |
| ANN         | 7.20    | 7.50    | 7.05    |
| SVR         | 7.22    | 7.01    | 7.08    |
| DT          | 7.52    | 7.16    | 7.12    |
| GBM         | 6.75    | 7.15    | 6.85    |
| RF          | 6.55    | 6.85    | 6.67    |
| XGB         | 6.60    | 6.75    | 6.70    |
| ADB         | 6.45    | 6.65    | 6.50    |
| BAG         | 6.70    | 6.80    | 6.75    |

The stacking ensemble learning model is represented as STACK. The results of adopting the SELM (Model 3) can be found in the third column of Tables 2 and 3. This means the SELM worked as well as we expected. The forecasting performance of Model 3 in terms of MAPE is presented in Figure 8.

Figure 8. Examples of load forecasts for a certain week produced by the first layer models and the stacking ensemble learning model.

5. Discussion

In this study, we tried to address the overfitting problem caused by clustering in the load forecasting process, assuming the condition of having only a small-sized dataset and targeting a small-scale system such as a building. SOM has been successfully utilized in the load forecasting domain, and it helps to improve the forecasting performance of a model. However, in previous studies, it has not been validated in the context of a small-sized dataset (less than 2 years) and a small-scale system, which includes a building that employs a data collection system such as AMI. We argued that, in this situation, there would be an overfitting problem due to the number of data samples in each cluster. This can be observed in the first and second columns of Table 2, which present the forecasting accuracy of Models 1 and 2, and the difference between the two models regards whether clustering with SOM was applied. The results show that some of them slightly improved, but some techniques

Figure 7. MAPE for each model according to the number of clusters.
vulnerable to overfitting were even worse as we expected. We overcome this problem with the SELM, which has been known to have an excellent generalization ability. The results of adopting the SELM (Model 3) can be found in the third column of Tables 2 and 4, which outperforms Models 1 and 2. This means the SELM worked as well as we expected.

6. Conclusions and Future Works

This paper presented a method to solve the day-ahead hourly building load forecasting problem. The method proposed in this paper combines self-organizing map (SOM) with a clustering technique and finally employs the stacking ensemble learning method (SELM). We attempted to address the overfitting problem due to the reduced number of samples after clustering. In particular, when the size of the original dataset is small and a small system such as a building is targeted, overfitting is more likely to occur. The effect of overfitting may result in a high generalization error. This can be seen in our experimental results. We employed the SELM to mitigate the effect of overfitting because it is known to have the ability to generalize by combining multiple models. The experimental results showed that the SELM achieved higher forecasting accuracy. Even with a small dataset (data covering less than two years, which is the smallest size reported in the literature to the best of our knowledge) and a small-scale system, which is noisier with more fluctuation than a larger system, our proposed model succeeded in producing a lower error compared to any individual model. The limitations of this study are as follows: hyperparameters were not found effectively (they were found manually), and the techniques used as components of the SELM were also selected by experiments. Therefore, a possible future research direction is to develop an effective hyperparameter tuning method that can be harmonized with clustering and the SELM. In addition, a method that automatically selects the best performing group would be more effective. More sophisticated feature selection and additional techniques to mitigate the effect of overfitting or to better improve forecasting accuracy will be studied.
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