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Abstract

In this paper we study the function $\chi(x_1, x_2, g)$ that determines the dressing phase that appears in the all-loop Bethe Ansatz equations for the SL(2) sector of $\mathcal{N} = 4$ super Yang-Mills theory. First, we consider the coefficients $c_{r,s}(g)$ of the expansion of $\chi(x_1, x_2, g)$ in inverse powers of $x_{1,2}$. We obtain an expression in terms of a single integral valid for all values of the coupling $g$. The expression is such that the small and large coupling expansion can be simply computed in agreement with the expected results. This proves the, up to now conjectured, equivalence of both expansions of the phase. The strong coupling expansion is only asymptotic but we find an exact expression for the value of the residue which can be seen to decrease exponentially with $g$.

After that, we consider the function $\chi(x_1, x_2, g)$ itself and, using the same method, expand it for small and large coupling. All small and large coupling coefficients $\chi^{(n)}(x_1, x_2)$, for even and odd $n$, are explicitly given in terms of finite sums or, alternatively, in terms of the residues of generating functions at certain poles.

$^1$markru@purdue.edu
$^2$atirziu@purdue.edu
1 Introduction

Much of the recent progress in understanding the connection between the strong and weak coupling regimes in the $\mathcal{N} = 4$ SYM was achieved using the Bethe ansatz technique within the AdS/CFT correspondence [1]. Not only is this useful in the gauge theory, but it should also give the spectrum of the free strings in the $AdS_5 \times S^5$ background.

While at weak coupling the Bethe ansatz description appeared as appropriate for the associated spin chain [2], at strong coupling, namely in the dual string theory picture, it was first proposed at the classical level in [3]. An important ingredient in the all loop Bethe ansatz equations is the coupling dependent dressing phase. Using 1-loop string results near particular states [4], a few leading terms in the 1-loop dressing phase were found in [5]. In [6, 7], the full 1-loop strong coupling expansion of the coupling dependent coefficient $c_{r,s}(g)$ entering the dressing phase was found and tested. Further progress in understanding the next orders in strong coupling expansion of $c_{r,s}(g)$ was made in [8] which lead to the finding of all strong coupling expansion coefficients of $c_{r,s}(g)$ [9].

For the particular $SL(2)$ sector, the all loop Bethe ansatz (BES) equations were proposed in [10]. This ansatz is only asymptotic as it is only supposed to work for large values of the length of the spin chain $J$. The all loop Bethe ansatz was tested by computing the one-cut large $S$ anomalous dimensions for the operators of the type $\text{tr}(\Phi D^4 S \Phi)$. More specifically, the all loop anomalous dimension was shown to be [11, 12, 13, 10]

$$E - S = f(\lambda) \ln S + O(S^0)$$

The all loop Bethe ansatz equations for this solution lead to an integral equation for the universal function $f(\lambda)$. The weak coupling expansion of $f(\lambda)$ was checked at weak coupling to four loops against a direct gauge theory computation [14]. The function $f(\lambda)$ is related to the cusp anomaly of light-like Wilson loops [11, 12] which can also be computed at strong coupling using AdS/CFT [15, 16]. The logarithmic scaling was studied at weak and strong coupling [17, 18, 19]. The complicated integral equation for $f(\lambda)$ obtained in [10] was solved at strong coupling in [20]. Remarkably, it matches the expansion obtained directly on the string side to two loops in strong coupling expansion [21, 22]. The validity of the asymptotic all loop Bethe ansatz was checked to next order in large $S$ expansion [23, 24] for the folded string solution corresponding to twist two operators, and also for a class of more complex solutions, namely the spiky string solutions [25].

Although the asymptotic Bethe ansatz was tested for certain states in the $SL(2)$ sector, a direct rigorous proof of the conjectured relationship between the strong and weak coupling expansions of $c_{r,s}(g)$ for all $r, s$ was not obtained. For $r = 2, s = 3$ a proof was obtained in [10]. A further attempt to prove the relationship was made in [26] only for certain coefficients of the expansion of $c_{2,s}$. In [27, 28] a relationship between the weak and strong coupling expansions of $c_{r,s}(g)$ was found but the strong coupling expansion was treated in a non rigorous way. It is the goal of this paper to study in detail the properties of $c_{r,s}(g)$, and to give a proof of the conjectured expansions for all $r, s$.

Starting with the weak coupling expansion of $c_{r,s}(g)$ we sum the series, and then we obtain a single integral representation formula in the complex plane for $c_{r,s}(g)$. This allows us to
systematically analyze weak and strong coupling expansions by simply deforming the contour as appropriate for the expansion we want. As was pointed out already in [10], we show that at strong coupling the expansion of $c_{r,s}(g)$ is an asymptotic series. We obtain a well defined integral for the remainder, which can be evaluated in principle as precise as desired. We estimate the remainder integral to behave exponentially as $g^{-3/2}e^{-8\pi g}$. Exponential behavior was obtained for the cusp anomaly $f(\lambda)$ at strong coupling in [29]. The non-perturbative scale obtained in [29] is consistent with the mass gap of the two-dimensional bosonic O(6) sigma model embedded into the $\text{AdS}_5 \times S^5$ string theory [30].

As a byproduct of the integral representations that we find, we are able to sum the dressing phase and therefore obtain all weak and strong coupling expansions of the dressing phase in terms of finite sums, which can be readily be performed at any order as needed. In addition, we found explicitly the exponentially suppressed part of the dressing phase. It would be interesting to use these results in the computation of the function $f(\lambda)$, especially to recover the non-perturbative scale obtained in [29].

The paper is organized as follows. In section 2 we review the all loop dressing phase in the $\text{SL}(2)$ Bethe ansatz, as well as the expansions of $c_{r,s}(g)$ proposed in [10]. In section 3 we find a double integral representation of $c_{r,s}$ by summing the weak coupling expansion. The main result of this paper, i.e. a single integral representation of $c_{r,s}$ suitable for any expansion is obtained in section 4. In section 5 we study the properties of $c_{r,s}$, perform weak/strong coupling expansions, and thus prove the relationship between them. The summing of the dressing phase and its $g$ expansions are done in section 6. Finally, in section 7 we present a summary of the results while in Appendix A we check by a different method the expansions of a simple illustrative example that we use.

2 Dressing phase

As mentioned, the phase $\theta(x_1^\pm, x_2^\pm)$ defined as

$$\theta(x_1^\pm, x_2^\pm) = \sum_{r=2}^{\infty} \sum_{s=r+1}^{\infty} c_{r,s}(g)[q_r(x_1^+)q_s(x_2^+) - q_s(x_1^+)q_r(x_2^+)]$$

plays an important role in the all-loop Bethe-ansatz. Here

$$q_r = \frac{i}{r-1}\left(\frac{1}{(x^+)^{r-1}} - \frac{1}{(x^-)^{r-1}}\right)$$

and the coefficients $c_{r,s}(g)$ are given below. $x^\pm(u)$ are $g$-dependent and defined through $u \pm \frac{i}{2} = x^\pm(u) + \frac{g^2}{x^\pm(u)}$.

It is convenient to write the dressing phase in the following way [9]

$$\theta(x_1^\pm, x_2^\pm, g) = \chi(x_1^+, x_2^+, g) - \chi(x_1^+, x_2^-, g) - \chi(x_1^-, x_2^+, g) + \chi(x_1^-, x_2^-, g)$$

- $\chi(x_2^+, x_1^+, g) + \chi(x_2^-, x_1^+, g) + \chi(x_2^+, x_1^-, g) - \chi(x_2^-, x_1^-, g)$

(4)
where
\[ \chi(x_1, x_2, g) = -2 \sum_{r=2}^{\infty} \sum_{s=r+1}^{\infty} \frac{\tilde{c}_{r,s}(g)}{x_1^{r-1} x_2^{s-1}} \] (5)
and, for convenience, we defined
\[ \tilde{c}_{r,s}(g) = \frac{1}{2} \frac{1}{(r-1)(s-1)} c_{r,s}(g), \] (6)

It turns out that the coefficients \( c_{r,s} \) vanish unless \( r + s \) is odd. Therefore we can define two integers
\[ m = \frac{1}{2}(r + s - 3), \quad \bar{m} = \frac{1}{2}(s - r - 1), \quad s = m + \bar{m} + 2, \quad r = m - \bar{m} + 1, \quad m \geq \bar{m} + 1 \] (7)
and express \( \chi(x_1, x_2, g) \) as
\[ \chi(x_1, x_2, g) = -2 \sum_{m=0}^{\infty} \sum_{\bar{m}=m+1}^{\infty} \frac{\tilde{c}_{m,\bar{m}}(g)}{x_1^{m-m} x_2^{m+\bar{m}+1}} \] (8)
where
\[ \tilde{c}_{m,\bar{m}}(g) = \tilde{c}_{r,s}(g), \quad r = m - \bar{m} + 1, \quad m \geq \bar{m} + 1 \] (9)

By a slight abuse of notation we still call the coefficients \( \tilde{c}_{m,\bar{m}} \) as \( \tilde{c} \). To avoid confusion, from now on we are going to use always the notation \( \tilde{c}_{m,\bar{m}} \), or equivalently
\[ c_{m,\bar{m}} = 2(m - \bar{m})(m + \bar{m} + 1)\tilde{c}_{m,\bar{m}} \] (10)

For small coupling \( g < \frac{1}{4} \) the coefficients \( \tilde{c}_{m,\bar{m}}(g) \) can be expanded in powers of \( g \):
\[ \tilde{c}_{m,\bar{m}}(g) = \sum_{k=1}^{\infty} \tilde{c}_{m,\bar{m}}^{(2k)} g^{2k+1} \] (11)

From [10], we find that the coefficients \( \tilde{c}_{m,\bar{m}}^{(n)} \), have a nice symmetric form:
\[ \tilde{c}_{m,\bar{m}}^{(2k)} = \frac{(-)^{k+m+\bar{m}} \zeta(1+2k)}{(2+2k)^2(1+2k)B(1-m+k, 2+m+k)B(1-\bar{m}+k, 2+\bar{m}+k)} \] (12)
where \( B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)} \) is Euler’s beta function. These coefficients also have an asymptotic expansion for large \( g \) as
\[ \tilde{c}_{m,\bar{m}}(g) = \sum_{n=0}^{N} \tilde{c}_{m,\bar{m}}^{(-n)} g^{1-n} + R_N \] (13)
where, for \( n > 1 \)
\[ \tilde{c}_{m,\bar{m}}^{(-n)} = \frac{\zeta(n)}{2(-2\pi)^n \Gamma(n-1)} \frac{\Gamma(m + \frac{1}{2}n)}{\Gamma(m + 2 - \frac{1}{2}n) \Gamma(\bar{m} + 2 - \frac{1}{2}n)} \] (14)

\[ \text{[3] We define the coefficients as the straight-forward expansion of } \chi(x_1, x_2, g). \text{ As a result there is an overall minus sign with respect to [10].} \]
and
\[
\tilde{c}^{(0)}_{m,\bar{m}} = \frac{1}{2m(m+1)} \delta_{m,0}, \quad \tilde{c}^{(-1)}_{m,\bar{m}} = -\frac{1}{\pi} \frac{1}{(2m+1)(2\bar{m}+1)}
\] (15)

Since the expansion is only asymptotic we should sum a finite number of terms and include a residue $R_N$ to have an equality between both sides of eq. (13). Obviously it is quite important that both, small and large coupling expansions correspond to the same function. However, up to know, this was only a conjecture except for $\bar{m} = 0, m = 1$ (or $r = 2, s = 3$) where it was proved in [10]. Moreover, since the strong coupling expansion is only asymptotic, it is important to give an expression for the residue $R_N$ so that we can estimate the error. In the following we give a proof of the equivalence of both expansions by considering an expression valid for all values of the coupling and such that it can be easily expanded at large and small $g$ with the expected results. It also provides an exact expression for the residue $R_N$.

Moreover, we extend these results to the function $\chi(x_1, x_2, g)$. Such function can also be expanded in powers of $g$ as
\[
\chi(x_1, x_2, g) = \sum_{k=1}^{\infty} \chi^{(2k)}(x_1, x_2) g^{2k+1}, \quad g < \frac{1}{4},
\]
 \[
\chi(x_1, x_2, g) = \sum_{n=0}^{N} \chi^{(-n)}(x_1, x_2) g^{1-n} + R_N, \quad g \to \infty.
\] (17)

Again, the second expansion is only asymptotic. For given $g$ there is an optimal value of $N$ such that the residue $R_N$ is smallest. In this paper we find explicit expressions for all the coefficients of such expansion as well as for the residue $R_N$. The coefficients are in terms of finite sums or alternatively in terms of the residue of given functions at certain poles.

3 A double integral representation for $c_{m,\bar{m}}(g)$

As a first step we are going to construct a generating function for the coefficients $\tilde{c}^{(2k)}_{m,\bar{m}}$ of the small coupling expansion. When computing $\chi(x_1, x_2, g)$ we only need to consider $m > \bar{m} \geq 0$ but there is nothing wrong with extending the formulas to all values of $m, \bar{m}$. In fact, for fixed $n = 2k$, if we vary $m$ (or $\bar{m}$) most coefficients vanish, the only ones that survive are such that
\[
-k - 1 \leq m \leq k, \quad -k - 1 \leq \bar{m} \leq k.
\] (18)

We can therefore define a double periodic generating function
\[
\tilde{C}^{(n)}(\mu, \nu) = \sum_{m,\bar{m}=-\infty}^{\infty} \tilde{c}^{(n)}_{m,\bar{m}} e^{2im\mu+2i\bar{m}\nu}.
\] (19)

Notice that the series trivially converges since it actually has a finite number of terms. Given $\tilde{C}^{(n)}(\mu, \nu)$ we can recover the coefficients by Fourier analysis. Now we need to compute
\[
\sum_{m=-k-1}^{k} (-)^m \frac{e^{2im\mu}}{B(1-m+k, 2+m+k)} = 2^{2k+1}(2k+2)ie^{-i\mu} (\sin \mu)^{1+2k}
\] (20)
We then get
\[ \tilde{C}^{(n)}(\mu, \nu) = (-)^{k+1} \frac{\zeta(1 + 2k)}{1 + 2k} 4^{2k+1} e^{-i\mu - i\nu} \left(\sin \mu \sin \nu\right)^{2k+1} \] (21)

Now we can sum over \( k \) and define
\[ \tilde{C}(\mu, \nu; g) = \sum_{k=1}^{\infty} \tilde{C}^{(2k)}(\mu, \nu) g^{2k+1} = -e^{-i\mu - i\nu} \sum_{k=1}^{\infty} (-)^{k} \frac{\zeta(1 + 2k)}{1 + 2k} (4g \sin \mu \sin \nu)^{2k+1} \] (22)

This sum can be done explicitly and we get
\[ \tilde{C}(\mu, \nu; g) = -e^{-i\mu - i\nu} \left[ -\gamma \bar{g} + \frac{i}{2} \ln \left( \frac{\Gamma(1 + i\bar{g})}{\Gamma(1 - i\bar{g})} \right) \right] \] (23)
\[ = e^{-i\mu - i\nu} [\gamma \bar{g} + \arg(\Gamma(1 + i\bar{g}))] \] (24)

where we defined
\[ \bar{g} = 4g \sin \mu \sin \nu \] (25)

The statement is that if one expands this last function in powers of \( \bar{g} \) and then Fourier analyze it in \( \mu, \nu \), the coefficients, by construction, are precisely the \( c_{m,\bar{m}}^{(n)} \) at small coupling. The function \( \tilde{c}_{m,\bar{m}}(g) \) can be obtained as
\[ \tilde{c}_{m,\bar{m}}(g) = \int_{0}^{\pi} \frac{d\mu}{\pi} \int_{0}^{\pi} \frac{d\nu}{\pi} e^{-2i\mu m - 2i\nu \bar{m}} \tilde{C}(\mu, \nu; g) \] (26)

If we wish, from eq.(10), we can also find the coefficients \( c_{m,\bar{m}} \) as
\[ C(\mu, \nu; g) = 2 \left( -\frac{1}{4} \partial_{\mu}^{2} - \frac{i}{2} \partial_{\mu} + \frac{1}{4} \partial_{\nu}^{2} + \frac{i}{2} \partial_{\nu} \right) \tilde{C}(\mu, \nu, g) \] (27)

Some algebra gives
\[ C(\mu, \nu; g) = -8g^{2}(\sin^{2} \nu - \sin^{2} \mu) \partial_{\nu}^{2} \tilde{C}(\mu, \nu, g) \] (28)

We finally get
\[ C(\mu, \nu; g) = 8g^{2} e^{-i\mu - i\nu} (\sin^{2} \nu - \sin^{2} \mu) \text{Im}\psi'(1 + i\bar{g}) \] (29)

where \( \psi' \) denotes the derivative of the \( \psi \) function, \( \psi(x) = \Gamma'(x) / \Gamma(x) \). Therefore
\[ c_{m,\bar{m}}(g) = \int_{0}^{\pi} \frac{d\mu}{\pi} \int_{0}^{\pi} \frac{d\nu}{\pi} e^{-2i\mu m - 2i\nu \bar{m}} C(\mu, \nu; g) \] (30)

Of course given \( \tilde{c}_{m,\bar{m}} \) we can get \( \tilde{c}_{m,\bar{m}} \) multiplying by the corresponding factor (10) and vice-versa, the purpose of deriving the last equation is that it is somewhat easier to work with the generating function \( C(\mu, \nu; g) \). We are interested now in finding the strong coupling expansion. If we naively try to expand \( \psi'(1 + i\bar{g}) \) in eq.(29) for large \( \bar{g} \) we find that the resulting integrals over \( \mu \) and \( \nu \) diverge. The reason being that we need \( \bar{g} = 4g \sin \mu \sin \nu \) to be large but, even if \( g \) is large, close to \( \mu = 0 \) or \( \nu = 0 \) we can have \( \bar{g} \) as small as we want. Notice that in [10], the
alternative expression in term of Bessel functions (here we use our sign convention and redefine the indices according to eq.(7))

\[
\tilde{c}_{m,\bar{m}} = \cos(\pi \bar{m}) \int_0^\infty dt \frac{J_{m-\bar{m}}(2gt)J_{m+\bar{m}+1}(2gt)}{t(e^t - 1)}
\]  

(31)

was given. However such expression does not give an obvious large \( g \) expansion either since we cannot assume that \( 2gt \) is large around \( t = 0 \).

In the next section we derive an alternative expression for the coefficients valid for all \( g \) and which allows for a simple expansion, both at large and small \( g \).

4 A single integral representation formula for \( c_{m,\bar{m}}(g) \)

Consider an integral of the type

\[
f(g) = \int_0^\pi d\mu \int_0^\pi d\nu \sin \mu \sin \nu F(\mu, \nu) \text{Im}\psi'(1 + 4ig \sin \mu \sin \nu)
\]  

(32)
as we had in the previous section. Using the following integral representation

\[
\psi'(x) = \int_0^\infty dt \frac{te^{xt}}{1 - e^{-t}}
\]  

(33)
we can rewrite \( f(g) \) as:

\[
f(g) = \int_0^\infty d\zeta \sin(4g\zeta)H(\zeta)
\]  

(34)
with

\[
H(\zeta) = -\zeta \int_0^\pi d\mu \int_0^\pi d\nu \frac{F(\mu, \nu)}{\sin \mu \sin \nu e^{\frac{4\zeta}{\sin \mu \sin \nu}} - 1}
\]  

(35)
Notice the integral converges because near \( \mu = 0, \pi \) or \( \nu = 0, \pi \) there is an exponential suppression (\( \zeta > 0 \)). Now let us manipulate this integral

\[
H(\zeta) = -\zeta \int_0^\pi du \int_0^\pi d\nu \frac{\delta(u - \sin \mu \sin \nu)}{\sin \mu \sin \nu} \frac{F(\mu, \nu)}{e^{\frac{4\zeta}{\sin \mu \sin \nu}} - 1}
\]  

(36)
Which is the same since the integral over \( u \) is 1. Since \( u > 0 \) we can use

\[
\delta(u - u_0) = \frac{1}{u} \delta(\ln u - \ln u_0) = \frac{1}{u} \int_{-\infty}^{+\infty} \frac{d\eta}{2\pi} e^{-i\eta(\ln u - \ln u_0)} = \frac{1}{u} \int_{-\infty}^{+\infty} \frac{d\eta}{2\pi} \left(\frac{u_0}{u}\right)^{i\eta+c}
\]  

(37)
where \( c \) is an arbitrary real number \( 0 < c < 1 \) that we introduce to ensure the convergence of the integral below. It is arbitrary since the delta function assures \( u = u_0 \) and therefore \( (u/u_0)^c = 1 \). We get

\[
H(\zeta) = -\zeta \int_{-\infty}^{+\infty} \frac{d\eta}{2\pi} \int_0^\infty du \int_0^\pi d\mu \int_0^\pi d\nu \frac{u^{-i\eta - 2 - c}}{e^{\frac{4\zeta}{\sin \mu \sin \nu}} - 1} (\sin \mu \sin \nu)^{i\eta+c} F(\mu, \nu)
\]  

(38)
Now define
\[ \phi(s) = \int_0^\pi d\mu \int_0^\pi d\nu (\sin \mu \sin \nu)^s F(\mu, \nu) \]  
(39)
and compute
\[ \int_0^\infty du \frac{u^{-\eta-2-c}}{e^u - 1} = \zeta^{-\eta-1-c} \int_0^\infty dx \frac{x^{\eta+c}}{e^x - 1} = \zeta^{-\eta-1-c} \Gamma(1 + c + i\eta) \zeta(1 + c + i\eta) \]  
(40)
which converges in virtue of \( c > 0 \). We therefore obtain
\[ H(\zeta) = -\int_{-\infty}^{+\infty} \frac{d\eta}{2\pi} \zeta^{-\eta-c} \Gamma(1 + c + i\eta) \zeta(1 + c + i\eta) \phi(i\eta + c) \]  
(41)
We still need now to do the (sine) Fourier transform
\[ \int_0^\infty d\zeta \sin(4g\zeta) \zeta^{-\eta-c} = (4g)^{\eta+c-1} \cos \frac{\pi(i\eta + c)}{2} \Gamma(1 - c - i\eta) \]  
(42)
Notice that this integral is well defined for \( g > 0 \) and \( 0 < c < 1 \). Finally we obtain
\[ f(g) = -\int_{-\infty}^{\infty} \frac{d\eta}{2\pi} (4g)^{\eta+c-1} \cos \frac{\pi(i\eta + c)}{2} \zeta(1 + i\eta + c) \Gamma(1 - i\eta - c) \Gamma(1 + i\eta + c) \phi(i\eta + c) \]  
(43)
\[ = i \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi} (4g)^{s-1} \cos \frac{s\pi}{2} \zeta(1 + s) \Gamma(1 - s) \Gamma(1 + s) \phi(s) \]  
(44)
\[ = \frac{i}{2} \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi} (4g)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \zeta(1 + s) \phi(s) \]  
(45)
The integral is independent of \( c \) in the interval \( 0 < c < 1 \). Now we need to consider \( \phi(s) \). From the definition \( \phi(i\eta + c) \) we find
\[ |\phi(i\eta + c)| \leq \int_0^\pi d\mu \int_0^\pi d\nu (\sin \mu \sin \nu)^c |F(\mu, \nu)| = M, \quad \forall \eta \in \mathbb{R}. \]  
(46)
where we assume that the integral on the right hand side is finite. For any given \( F(\mu, \nu) \) this should be checked. It follows that
\[ |f(g)| \leq \frac{\pi M}{2} (4g)^{c-1} \int_{-\infty}^{+\infty} \frac{d\eta}{2\pi} \sqrt{\frac{\eta^2 + c^2}{\sinh^2 \frac{\pi\eta}{2} + \sin^2 \frac{\pi c}{2}}} |\zeta(1 + i\eta + c)| \]  
(47)
From the properties of the \( \zeta \)-function we know that \( |\zeta(1 + i\eta + c)| \) is bounded and goes to one for \( \eta \to \pm \infty \). We have then proven that, under the assumptions in eq.\( 46 \), the integral defining \( f(g) \) is absolutely convergent for any value of \( g > 0 \).

\[ ^4 \text{In fact it is well defined for } 0 < c < 2 \text{ however since } c \text{ is arbitrary we take it between zero and one. This simplifies the notation further on and also keeps the formula valid if we use the real part of } \psi' \text{ instead of the imaginary part in eq.\( 42 \). We just need to replace sine by cosine in \( 42 \).} \]
This is quite generic, in our case, from eqs. (29), (30) and (10) we find that \( \tilde{c}_{\bar{m}m} \) can be expressed as

\[
\tilde{c}_{\bar{m}m}(g) = -4g^2 \int_0^\pi \frac{d\mu}{\pi} \int_0^\pi \frac{d\nu}{\pi} \frac{(\sin^2 \mu - \sin^2 \nu)}{(m - \bar{m})(m + \bar{m} + 1)} e^{-(2m+1)i\mu} e^{-(2\bar{m}+1)i\nu} \text{Im}\psi'(1 + ig) \tag{48}
\]

with \( \bar{g} = 4g\sin \mu \sin \nu \). Comparing with (32) we define

\[
\tilde{F}_{\bar{m}m}(\mu, \nu) = -4g^2 \frac{\sin^2 \mu - \sin^2 \nu}{\sin \mu \sin \nu} \frac{e^{-(2m+1)i\mu} e^{-(2\bar{m}+1)i\nu}}{(m - \bar{m})(m + \bar{m} + 1)} \tag{49}
\]

and

\[
\tilde{\phi}_{\bar{m}m}(s) = \int_0^\pi \int_0^\pi d\mu d\nu (\sin \mu \sin \nu)^s \tilde{F}_{m\bar{m}}(\mu, \nu) \tag{50}
\]

which is well defined for \( \text{Re}(s) > 0 \). In fact we can evaluate it to be

\[
\tilde{\phi}_{\bar{m}m}(s) = \frac{g^2(-1)^{m+\bar{m}}}{4s-1} \frac{\Gamma(s + 1)\Gamma(s + 3)}{\Gamma(\frac{s}{2}+1-m)\Gamma(\frac{s}{2}+2+m)\Gamma(\frac{s}{2}+1-\bar{m})\Gamma(\frac{s}{2}+2+\bar{m})} \tag{51}
\]

For later use we notice the large \( s \) behavior of \( \tilde{\phi}_{\bar{m}m}(s) \) which is

\[
\tilde{\phi}_{\bar{m}m}(s) = \begin{cases} 
\frac{32g^2(-1)^{m+\bar{m}}}{\pi s^3} & \text{for } s \to \infty, \quad (|\text{Arg}(s)| < \pi) \\
-\frac{32g^2(-1)^{m+\bar{m}}}{\pi s^3} \tan^2 \frac{s\pi}{2} & \text{for } s \to \infty, \quad (\text{Arg}(s) \neq 0)
\end{cases} \tag{52}
\]

The functions \( \tilde{c}_{m\bar{m}} \) can be written as \( 0 < c < 1 \):

\[
\tilde{c}_{m\bar{m}}(g) = \frac{1}{2}ig(-1)^{m+\bar{m}} \int_{c-i\infty}^{c+i\infty} ds 2\pi g^s \frac{\Gamma(1+s)\pi^{\frac{s\pi}{2}}}{\Gamma(\frac{s}{2}+1-m)\Gamma(\frac{s}{2}+2+m)\Gamma(\frac{s}{2}+1-\bar{m})\Gamma(\frac{s}{2}+2+\bar{m})} \tag{53}
\]

which is the main result of our paper. As mentioned, it is an absolutely convergent integral for any real value of \( g \), in fact, it converges exponentially at infinity so it is a very good expression for numerical evaluation (for such purpose we can take e.g. \( c = \frac{1}{2} \)). Moreover, as seen below, it can be trivially expanded at large and small coupling by shifting the contour of integration to the right and to the left. We derived (53) from the generating function (30) but it also can be derived from (31) by using a similar procedure.\(^5\) In fact after submitting this paper we learnt\(^6\) that, in [27], it was already shown that an expression similar to (53) leads to the correct weak coupling expansion. However, in [27], the strong coupling expansion was treated differently. It was considered as a formal series which was defined to be (53) and therefore an expansion such as (13) was not derived.

\(^5\)We thank G. Korchemsky for pointing this out to us based on his unpublished notes together with B. Basso and J. Kotanski.

\(^6\)We thank A. Kotikov for pointing out reference [27].
5 Small and large coupling expansions for $\tilde{c}_{m\bar{m}}$

In this section we expand the expression (53) for the coefficients at large and small $g$. We start by proposing a method to expand expressions of the type (45) and apply it to a simple example in order to check and illustrate the idea. After that we apply it to the case of interest.

5.1 General considerations

To extract the weak coupling expansion ($g \to 0$) of $f(g)$ as given in (45) we shift the contour by an integer $K_1$ to the right, as shown in figure 1. The calculation is similar to the one in Appendix A of [27]. From eq. (46), and since $0 < \sin \mu \sin \nu < 1$ we find $|\phi(i\eta + c + K_1)| < M$.

The same analysis that leads to the bound (47) gives now that the integral over the lines extending from $c + i\eta$ to $K_1 + i\eta$ with $\eta$ fixed (dashed line in the figure) go to zero exponentially as $\eta \to \pm \infty$, so they can be ignored. Therefore we find that the shifted and original integral differ by (minus) the sum of the residues of all the poles crossed, namely,

$$f(g) = \frac{1}{2} \sum_k \text{Res} \left[ (4g)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \zeta(1 + s) \phi(s), s = s_k \right] + R(K_1) \quad (54)$$

where the remainder is given by the function $R(K)$ defined as

$$R(K) = \frac{i}{2} \int_{K+c-i\infty}^{K+c+i\infty} ds \left( 4g \right)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \zeta(1 + s) \phi(s) \quad (55)$$

where $K_1 \geq 1$ and the sum is over all poles of the integrand $s_k$ such that $c < \text{Re}(s_k) < c + K_1$. Typically, from the denominator $\sin \frac{s\pi}{2}$ we will have poles for positive even $s$. This gives an expansion in odd powers of the coupling.

If the residual integral vanishes as $K_1 \to \infty$ then we find an expression for $f(g)$ as an infinite series in powers of $g$. We are going to see later that in the case of interest this only happens if $g < \frac{1}{4}$.

Now, more interestingly, we shift the contour by an integer $K_2 > 0$ to the left. To discard the integrals for large fixed imaginary part we need to check later that the specific $\phi(s)$ that we have stays bounded in that region. Then those integrals also vanish exponentially when taken to infinity. What we obtain is therefore

$$f(g) = -\frac{1}{2} \sum_k \text{Res} \left[ (4g)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \zeta(1 + s) \phi(s), s = s_k \right] + R(-K_2) \quad (56)$$

where $s_k$ are the poles of the integrand such that $c - K_2 < \text{Re}(s_k) < c$. The remainder $R(-K_2)$ is given by the same function defined in (55). Typically, for the $\phi(s)$ that we consider we have poles at negative even $s$ from the denominator $\sin \frac{s\pi}{2}$ but also for negative odd $s$ from $\phi(s)$. This results in the strong coupling expansion containing odd and even powers of $g$. Notice also the minus sign in front of the sum over poles since now the poles are crossed from right to left. This method actually explains the conjecture in [10] that the coefficients of the small and large coupling expansions are related by an analytic continuation and an extra minus sign.
Figure 1: Complex $s$-plane. The contour of integration is $(c - i\infty, c + i\infty)$. Shifting it to the right we obtain the weak coupling expansion and shifting it to the left the strong coupling expansion.
Although this is not always the case, for certain functions $\phi(s)$, the residues are simply related by analytic continuation and the minus sign, as mentioned, is from closing the contour to the right or left.

As we describe below, for the $\phi(s)$ of interest the integral on the right hand side in (56) does not vanish as $K_2 \to \infty$. In fact it gets smaller as $K_2$ increases up to a minimum point and then starts growing if we go further. Thus, we get an asymptotic series for the expansion of $\tilde{c}_{mn}(g)$. The integral is an exact expression for the residue of the series. This procedure is actually similar in spirit to the integration by parts technique sometimes used to obtain asymptotic series. To validate this approach now we are going to study a simple example where we can check the result since we can find the same asymptotic series by using a different procedure.

### 5.2 A simple example

A very simple example that allow us to illustrate the technique just described is provided by the function

$$\phi(s) = \frac{1}{(s + m)^2}$$  \hspace{1cm} (57)

where $m = 2p + 1$ is a positive odd integer. We then have

$$f(g) = \frac{i}{2} \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi} \left(4^g\right)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \frac{\zeta(1 + s)}{(s + m)^2}$$

For positive real part of $s$ the only poles of the integrand in (45) are at even $s$. We find

$$f(g) = \frac{1}{2} \sum_{k=1}^{\infty} \text{Res} \left[ (4^g)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \zeta(1 + s)\phi(s), s = 2k \right]$$  \hspace{1cm} (59)

$$= \sum_{k=1}^{\infty} k(4^g)^{2k-1}(-1)^{k-1} \zeta(1 + 2k) \frac{(m + 2k)^2}{(m + 2k)^2}$$  \hspace{1cm} (60)

For $\text{Re}(s) < \frac{1}{2}$ the poles are at negative even $s$, at $s = 0$ and at $s = -m$. Since $m$ is odd the pole at $s = -m$ is a simple pole since, in that case, $\zeta(1 - m) = 0$. We find

$$f(g) = -\frac{1}{4gm^2} + \frac{m\pi}{2}(-)\frac{m-1}{2}(-)\frac{m-1}{2} \left(4^g\right)^{2k-1}(-1)^{k} \zeta(1 - 2k) \frac{(m - 2k)^2}{(m - 2k)^2} - \frac{m\pi}{2}(-)\frac{m-1}{2}(-)\frac{m-1}{2} \zeta'(1 - m)$$  \hspace{1cm} (61)

$$+ \frac{i}{2} \int_{-K_2+C+i\infty}^{-K_2+C-i\infty} \frac{ds}{2\pi} \left(4^g\right)^{s-1} \frac{s\pi}{\sin \frac{s\pi}{2}} \frac{\zeta(1 + s)}{(s + m)^2}$$  \hspace{1cm} (62)

We see a typical result. Odd powers appear but there is one term proportional to $g^{m-1}$, namely an even power ($m$ is odd). A more detailed analysis similar to what we present below shows that we cannot take $K_2 \to \infty$ since the integral grows for very large $K_2$. For given $g \gg 1$ an optimal value of $K_2$ exists such that the integral is at a minimum and can be discarded without significant error. Such error however is perfectly quantified since one can put bounds to the residual integral or it can be evaluated numerically. The point of this calculation is
that in the appendix we compute this expansion using a different technique and obtaining the same result. It is also useful to check numerically that the expansions are actually quite a good approximation.

It is illustrative to consider also the case where \( m \) is even. In that case there is a triple pole at \( s = -m \) and we obtain a term proportional to \( \ln g \) and \((\ln g)^2\). It can be worked out but we leave it as an exercise for the interested reader.

5.3 Small coupling expansion of \( c_{m,\bar{m}}(g) \)

We can now apply the technique to the function \( \tilde{\phi}_{m\bar{m}} \) defined in (51). For weak coupling we close the contour on the right hand side and pick up the simple poles at \( s = 2k \), with integer \( k \geq 1 \). The residues at those poles give the weak coupling expansion

\[
\tilde{c}_{m,\bar{m}}(g) = (-1)^{m+\bar{m}} \sum_{k=1}^{\infty} g^{2k+1} \frac{(2k+1)\zeta(2k+1)\cos(\pi k)\Gamma^2(2k+1)}{\Gamma(k+1-m)\Gamma(k+2+m)\Gamma(k+1-\bar{m})\Gamma(k+2+\bar{m})} \tag{63}
\]

which agrees precisely with (12). Interestingly, the required extra minus sign just comes from closing the contour on the right. The result in (63) is not the full result, we need to add to it the contribution from the second term in (54). Using the approximation (52), and assuming for simplicity that \( K_1 \) is even, we find for \( R(K_1) \):

\[
R(K_1) \simeq i(4g)^{K_1+2}(-)^{\frac{1}{2}K_1+m+\bar{m}} \int_{c-i\infty}^{c+i\infty} ds \frac{K_1+s}{2\pi} \frac{(4g)^{s-1}}{\sin(\frac{\pi}{2} s)} \quad (K_1 \to \infty) \tag{64}
\]

which clearly vanishes when \( K_1 \to \infty \) if \( g < \frac{1}{4} \). Otherwise it diverges and consequently the series does not converge.

5.4 Large coupling expansion of \( c_{m,\bar{m}}(g) \)

As we already pointed out, to expand \( c_{m,\bar{m}} \) at strong coupling we close the contour on the left side according to the discussion in sec 5.1. The poles are at \( s = -n \) with \( n = 0, 1, 2, \ldots \) and with a careful analysis of the residues we obtain precisely the coefficients expected at strong coupling (14), which proves the conjecture in [10] for any \( m, \bar{m} \). The analysis is slightly different for even and odd \( n \).

The most straightforward case is \( s = -2k-1, k \geq 1 \), when there are simple poles due to the factor \( \zeta(1+s)\Gamma^2(1+s) \) which has residue \( \zeta'(-2k)/((2k)!)^2 \). The result (14) is obtained directly, in fact for this case it is evident that the coefficients are the analytical continuation of the small coupling ones.

At the particular value \( s = -1 \), the apparent double pole of \( \zeta(1+s)\Gamma^2(1+s) \) is reduced to a simple pole by the factor \((s+1)\). Working out the residue it gives the coefficient

\[
\tilde{c}_{m,\bar{m}}^{(1)} = -\frac{1}{\pi} \frac{1}{(2m+1)(2\bar{m}+1)} \tag{65}
\]

which indeed is the right strong coupling coefficient (15).
Now we consider the case $s = -2k$, with $k \geq 0$ integer. Again we have only simple poles. Let us first look at the pole at $s = 0$. We observe that, in the denominator, $\Gamma(1 - m)$ always has a pole for $m \geq 1$, which is the allowed range for $m$. In addition if $\Gamma(1 - \tilde{m})$ also has a pole so there will be no overall pole at $s = 0$ and the function is zero. To have non-zero coefficients $\Gamma(1 - \tilde{m})$ has to have no pole. This sets $\tilde{m} = 0$. Computing the residue in this case we obtain the coefficient proportional to $g$

$$c^{(0)}_{m,\tilde{m}} = \delta_{\tilde{m},0}$$

which matches the corresponding strong coupling coefficient as obtained from string theory (3) (see also (15)).

For $s = -2k$, $k = 1, 2, 3, \ldots$ we observe that both $\Gamma(-k + 1 - m)$ and $\Gamma(-k + 1 - \tilde{m})$ always have poles for the range of interest $m \geq 1$, $\tilde{m} \geq 0$. The other two gamma functions in the denominator will not have poles for small enough values of $k$ such that $-k + 2 + \tilde{m} > 0$. Therefore, for $k < 2 + \tilde{m}$ there is a simple pole at $s = -2k$. The residue is

$$\text{Res} \left[ \frac{\Gamma^2(1 + s)}{\sin \frac{\pi s}{2} \Gamma(\frac{s + 2 - 2m}{2}) \Gamma(\frac{s + 2 - 2\tilde{m}}{2})}, s = -2k \right] = \frac{(-1)^{m+\tilde{m}+k} \Gamma(m+k) \Gamma(\tilde{m}+k)}{2\pi \Gamma^2(2k)}$$

Using this residue we find that the coefficients agree with the strong coupling expansion coefficients $c^{(n)}_{m,\tilde{m}}$ obtained in [9] (see eq.(14)). For $-k + 2 + \tilde{m} \leq 0$, the pole of $\Gamma(-k + 2 + \tilde{m})$ starts contributing resulting in no net pole. Thus, the series terminates at $k = 2 + \tilde{m}$, which again is in agreement with the strong coupling coefficients.

As in the case of weak coupling there is a remainder $R(-K_2)$. That integral gets smaller as we increase $K_2$ but after certain value of $K_2$ it starts increasing regardless of what large the value of $g$. A lengthy but simple computation shows that such value is $K_2 = 8\pi g$ and therefore the maximum precision that we can obtain at strong coupling is

$$R(-8\pi g) = (-)^{m+\tilde{m}+1} \frac{5}{32\pi^3} \frac{e^{-8\pi g}}{g^2} \left( 1 + \mathcal{O}\left(\frac{1}{g}\right) \right)$$

where we only kept the leading term in the large $g$ expansion of $R(-8\pi g)$.

As we explain at the beginning of this section, this derivation proves the conjecture made in [10] that the coefficients of the strong and weak coupling are simply related. This comes out naturally from the integral representation (53) of $c_{m,\tilde{m}}$ by closing up the contour differently for strong and weak coupling.

6 Summing the dressing phase

In this section we assume $|x_1| > 1$, $|x_2| > 1$ as appropriate for the problem we are studying [10]. $x_1$, $x_2$ are $g$-dependent, however, here we assume them fixed and consider only the $g$-dependence of the phase through $c_{m,\tilde{m}}(g)$. One needs to consider further the $g$-dependence of $x_1$, $x_2$, which depending on solution one is interested in may give different terms, such as $\ln g$ terms [35].

\footnote{We thank A. Tseytlin for pointing this out to us.}
Given that
\[ \chi(x_1, x_2, g) = -2 \sum_{m=0}^{\infty} \sum_{m'=m+1}^{\infty} \frac{\tilde{c}_{m',m}(g)}{x_1^{m-m'} x_2^{m+m'+1}} \] (69)
and using eq.(26) we obtain, by performing the sums explicitly\footnote{Although we followed a different route, we arrive at an expression very similar to the one obtained by Dorey, Hofman and Maldacena [31]. In fact they are related by a change of variables. Another related integral representation was found in [32]. The weak coupling expansion of the DHM representation was discussed in [33]. Our main contribution in this section is in how to systematically expand the function \( \chi(x_1, x_2, g) \) at weak and strong coupling.}

\[ \chi(x_1, x_2) = -2x_2 \int_0^{\pi} \frac{d\mu}{\pi} \int_0^{\pi} \frac{d\nu}{\pi} \frac{e^{i(\mu+\nu)}}{(x_1x_2e^{2i\mu} - 1)(x_2^2e^{2i(\mu+\nu)} - 1)} [\gamma \tilde{g} + \text{arg} \Gamma(1 + i\tilde{g})] \] (70)

It is more convenient to analyze the derivative
\[ \partial^2_g \chi(x_1, x_2) = 32x_2 \int_0^{\pi} \frac{d\mu}{\pi} \int_0^{\pi} \frac{d\nu}{\pi} \frac{e^{i(\mu+\nu)}(\sin \mu \sin \nu)^2}{(x_1x_2e^{2i\mu} - 1)(x_2^2e^{2i(\mu+\nu)} - 1)} \text{Im}[\psi'(1 + i\tilde{g})] \] (71)

which has the form (32) with
\[ F\chi(\mu, \nu) = \frac{32x_2}{\pi^2} \frac{e^{i(\mu+\nu)} \sin \mu \sin \nu}{(x_1x_2e^{2i\mu} - 1)(x_2^2e^{2i(\mu+\nu)} - 1)} \] (72)

We can now use the method described in the previous section to make a straight-forward small and large coupling expansion of \( \chi(x_1, x_2, g) \).

### 6.1 Small coupling expansion

First we find the weak coupling expansion of \( \chi \). This can be obtained by using the method of shifting the contour or by simply expanding (70) in small \( g \)

\[ \chi(x_1, x_2) = \sum_{k=1}^{\infty} \chi^{(k)}(x_1, x_2)g^{2k+1} \] (73)

where
\[ \chi^{(k)}(x_1, x_2) = \frac{1}{2} \frac{(-1)^{k+1} 2^{2k-1} \zeta(2k+1)}{2k+1} \phi(k) \] (74)

and
\[ \phi(k) = 32x_2 \int_0^{\pi} \frac{d\mu}{\pi} \int_0^{\pi} \frac{d\nu}{\pi} \frac{(\sin \mu \sin \nu)^{2k+1} e^{i(\mu+\nu)}}{(x_1x_2e^{2i\mu} - 1)(x_2^2e^{2i(\mu+\nu)} - 1)} \] (75)

Using \( y = e^{2i\mu}, z = e^{2i\nu} \) we can write this integral as a double integral over two unit circles
\[ \phi(k) = \frac{2x_2}{\pi^2 4^n} \int dydz \frac{(y-1)^{n+1}(z-1)^{n+1}}{y^{n+1}z^{n+1}} \frac{1}{(x_1x_2y - 1)(x_2^2yz - 1)} \] (76)
where \( n = 2k \) is the position of the pole. We use \( n \) instead of \( k \) for later use, now we can replace \( n = 2k \). The simplest way to evaluate this integral is to expand it over the domain outside the unit circles. The only poles are those at infinity. For convenience we consider further \( y \to 1/y \), and \( z \to 1/z \), then the integral becomes

\[
\phi(k) = \frac{2x_2}{\pi^2 4^k} \oint dy \, dz \left( \frac{1-y}{y^{k+1}} \right)^{2k+1} \frac{1}{(x_1x_2 - y)(x_2 - yz)}
\]

(77)

Computing the residues of the poles at zero we obtain

\[
\chi^{(k)}(x_1, x_2) = \frac{2x_2(-1)^{k+1} \zeta(2k+1)}{2k+1} \frac{1}{k!(k-1)!} \frac{d^k}{dz^k} \frac{d^{k-1}}{dy^{k-1}} \left[ \frac{(1-y)^{2k+1}(1-z)^{2k+1}}{(x_1x_2 - y)(x_2 - yz)} \right]_{z=0, y=0}
\]

(78)

The expansion coefficients at any order can be extracted right away from (78). For example the first ones are

\[
\chi^{(1)}(x_1, x_2) = -2 \frac{\zeta(3)}{x_1 x_2^2}, \quad \chi^{(2)}(x_1, x_2) = 2 \frac{x_1 - 2x_2 + 10x_1 x_2^2}{x_1^2 x_2^4} \zeta(5)
\]

(79)

We can write the result (78) in terms of a finite double sum as

\[
\chi^{(k)}(x_1, x_2) = \frac{2(-1)^{k+1} \zeta(2k+1)}{(2k+1)x_2^{2k+1}} \sum_{p=0}^{q-1} \sum_{q=0}^{k} \left( \frac{2k+1}{p} \right) \left( \frac{2k+1}{q} \right) (-x_1 x_2)^p \left( -\frac{x_2}{x_1} \right)^q
\]

(80)

### 6.2 Large coupling expansion, odd coefficients

To perform the strong coupling expansion let us use the same method as in the previous section. Analyzing eq.(56) for \( s = -2k - 1, k = 0, 1, 2, \ldots \) the factor in front of \( \phi(s) \) actually vanishes because \( \zeta(-2k) = 0 \). It turns out, however, that \( \phi(s) \) has double poles there. This is generic and can be seen by rewriting eq.(39) as

\[
\phi(s) = \int_0^\pi d\mu \int_0^\pi d\nu \mu^s \nu^s \left( \frac{\sin \mu \sin \nu}{\mu \nu} \right)^s F(\mu, \nu)
\]

(81)

When \( s \) gets close to a negative integer \(-n\) we can expand

\[
\left( \frac{\mu \nu}{\sin \mu \sin \nu} \right)^n F(\mu, \nu) = \sum_{l,v} F_{l,v} \mu^l \nu^v
\]

(82)

and perform the integrations

\[
\phi(s) = \sum_{l,v} F_{l,v} \frac{\pi^{l+v+2s+1}}{(l+s+1)(l'+s+1)}
\]

(83)

which can now be extended to arbitrary values of \( s \). It is clear that there are double poles at negative integers \( s = -n \) and the coefficient is simply \( F_{(n-1),(n-1)} \). Therefore, the coefficients
of the double poles are the diagonal coefficients of the double Taylor expansion. There is one point still to take into account which is that there are potential contributions also from the $\mu = \pi$ or $\nu = \pi$ limits. In fact it is convenient to express everything in terms of integrals from 0 to $\frac{\pi}{2}$ only
\[
\partial^2 g \chi(x_1, x_2) = \int_0^{\frac{\pi}{2}} d\mu \int_0^{\frac{\pi}{2}} d\nu \sin \mu \sin \nu \Im[\psi'(1 + i\bar{g})]B_\chi(\mu, \nu)
\]
where
\[
B_\chi(\mu, \nu) = F_\chi(\mu, \nu) + F_\chi(-\mu, \nu) + F_\chi(\mu, -\nu) + F_\chi(-\mu, -\nu)
\]
with $F_\chi$ as defined in [72]. When expanding in powers of $\mu, \nu$ we only get even powers which then means that the double poles are at odd values of $n$. This explains why we only get even powers of the coupling this way. For odd powers (namely $s$ even), there are poles in the factor in front of $\phi(s)$, not in $\phi(s)$ itself. Going back to the odd powers we can simply write for the coefficient
\[
\partial^2 g \chi^{(-2k-1)}(x_1, x_2) = -2(4g)^{-2k-2}(2k + 1)\pi(-)^k \zeta(-2k) \bar{\phi}(-2k - 1)
\]
where $\bar{\phi}(-2k - 1)$ is the coefficient of the double pole which as we just said can be computed by a double Taylor expansion. There is a factor of four in front since each term in $B_\chi(\mu, \nu)$ contributes the same. More precisely, extending $\mu, \nu$ to complex values we can compute it as
\[
\bar{\phi}(-2k - 1) = \frac{128x_2}{\pi^2} \frac{1}{(2\pi i)^2} \oint_{C_0} \frac{d\mu}{\mu^{2k+1}} \oint_{C_0} \frac{d\nu}{\nu^{2k+1}} \left( \frac{\mu\nu}{\sin \mu \sin \nu} \right)^{2k+1} \frac{e^{i(\mu + \nu)\sin \mu \sin \nu}}{(x_1x_2e^{2\mu} - 1)(x_2e^{2i(\mu + \nu)} - 1)}
\]
where $C_0$ denotes a small contour surrounding the origin. It is convenient to change variables to $y = e^{2i\mu}, z = e^{2i\nu}$ such that
\[
\bar{\phi}(-2k - 1) = -4 \frac{2x_2}{\pi^2y^n} \frac{1}{(2\pi i)^2} \oint_{C_1} d\mu d\nu \frac{(y - 1)^{n+1}(z - 1)^{n+1}}{y^{\frac{n+1}{2}}z^{\frac{n+1}{2}}} \frac{1}{(x_1x_2y - 1)(x_2yz - 1)}
\]
where $n = -2k - 1$. We write it in this way to show that the integrand is similar to the one at small coupling [76]. The difference is that the integral is done now over contours surrounding $y = z = 1$ whereas before they where at infinity. To obtain an explicit expression is now convenient to change variables to $\omega_1 = y - 1, \omega_1 = (z - 1)y$ and then expand the integrals in powers of $\omega_{1,2}$ to get
\[
\bar{\phi}(-n) = -4^{n+2} \frac{2\pi^2x_1x_2}{x_1x_2} \sum_{a=0}^{n-2} \sum_{b=0}^{2n-4-a} \sum_{c=0}^{n-2-a-b} \binom{n-2}{2n-4-a-c} \binom{2n-4-a}{n-2-a} \binom{x_1x_2}{1 - x_1x_2}^{b+1} \binom{x_2}{1 - x_2}^{c+1}
\]
where we now used $n = 2k + 1$. Notice that all sums are over a finite range. The final formula is therefore
\[
\chi^{(-n)}(x_1, x_2) = \frac{1}{\pi} y^{-n-1}(-\omega_1)^{\frac{n+1}{2}} \zeta((1 - n) x_1x_2) \frac{1}{x_1x_2} \sum_{a=0}^{n-2} \sum_{b=0}^{2n-4-a} \sum_{c=0}^{n-2-a-b} \binom{n-2}{2n-4-a-c} \binom{2n-4-a}{n-2-a} \binom{x_1x_2}{1 - x_1x_2}^{b+1} \binom{x_2}{1 - x_2}^{c+1}
\]
for $n$ odd. In the last step we integrated twice over $g$ since we were computing $\partial^2_g \chi(x_1, x_2, g)$. The expression \(91\) is not valid for $n = 1$; however, this case can be considered separately and summations can be performed \(34\). Although we derived this last expression for $n$ odd, it can be seen to also capture the correct $x_{1,2}$ dependence for $n$ even as we discuss below.

### 6.3 Large coupling expansion, even coefficients

The results in the previous section can be obtained in a simpler way for even $n = 2k$. We take $k \geq 1$; the case $n = 0$ can be treated separately and the result is well known \(34\). Using \(14\) we can write

$$
\chi^{(-2k)}(x_1, x_2) = -\frac{\zeta(2k)}{x_2(-2\pi)^{2k}\Gamma(2k - 1)} \sum_{m=0}^{\infty} \sum_{m'=m+1}^{\infty} \frac{\Gamma(m + k)\Gamma(m + 2 - k)}{\Gamma(m + 2 - k)} \frac{1}{(x_1 x_2)^m} \frac{(x_1 x_2)^m}{x_2^{2k}}
$$

\(92\)

As in section 3 where we summed the weak coupling expansion, here we can extend the sum and compute

$$
\tilde{D}^{(-2k)}(y, z) \equiv \sum_{m=0}^{\infty} \sum_{m'=m+1}^{\infty} \tilde{c}_{m, m'}(-2k) y^m z^{m'} = \frac{\zeta(2k)\Gamma(2k - 1)}{2(-2\pi)^{2k}}(y - 1)^{1-2k}y^{k-1}(z - 1)^{1-2k}z^{k-1}
$$

\(93\)

In order to perform the sums above we took $|y| < 1$, $|z| < 1$. We can then obtain back the coefficients $\tilde{c}_{m, m'}(-2k)$ from

$$
\tilde{c}_{m, m'}(-2k) = -\frac{1}{4\pi^2} \oint dydz y^{-m-1}z^{-m-1} \tilde{D}^{(-2k)}(y, z)
$$

\(94\)

where the integrals are over circles with radius smaller than unity. Replacing in $\chi^{(-2k)}(x_1, x_2)$ and performing the sums over $m, \tilde{m}$ we obtain

$$
\chi^{(-2k)}(x_1, x_2) = \frac{x_2\zeta(2k)\Gamma(2k - 1)}{4\pi^2(-2\pi)^{2k}} \oint dydz \frac{(y - 1)^{1-2k}y^{k-1}(z - 1)^{1-2k}z^{k-1}}{(x_1 x_2 y - 1)(x_1 x_2 y)^2 yz - 1)}
$$

\(95\)

Comparing with eq.\(88\) and since there are no poles at infinity, we see why the result \(91\) has the right $x_{1,2}$ dependence for $n$ even. In this case, however\(9\) we can find a simpler expression if we perform first the integral in $z$. We only have a simple pole at $z = \frac{1}{x_2y}$. Computing the residue at the pole we obtain an integral over $y$

$$
\chi^{(-2k)}(x_1, x_2) = \frac{i x_2^{2k-1}\zeta(2k)\Gamma(2k - 1)}{2\pi(-2\pi)^{2k}} \oint dy \frac{y^{2k-2}(y - 1)^{1-2k}}{(x_1 x_2 y - 1)(1 - x_2^2 y)^{2k-1}}
$$

\(96\)

There is a simple pole at $y = \frac{1}{x_1 x_2}$ and a pole of order $2k - 1$ at $y = \frac{1}{x_2}$. Computing the residues we obtain

$$
\chi^{(-2k)}(x_1, x_2) = -\frac{\zeta(2k)\Gamma(2k - 1)x_2^{2k-1}}{(-2\pi)^{2k}} \left[ (1 - x_1 x_2)^{1-2k}(1 - x_2^2 x_1)^{1-2k} + \frac{1}{x_2^{4k-2}(2k - 2)!} \frac{d^{2k-2} y^{2k-2}(y - 1)^{1-2k}}{dy^{2k-2}} \bigg|_{y = \frac{1}{x_2}} \right]
$$

\(97\)

\(9\)For $n$ odd there are cuts so the following procedure does not give a simpler answer.
We can further express the derivative term in terms of a finite double sum

\[
\chi^{(-2k)}(x_1, x_2) = -\frac{\zeta(2k)\Gamma(2k-1)x_2^{2k-1}}{(-2\pi)^{2k}(2k-1)!}\left[ (1-x_1x_2)^{1-2k}(1-x_2/x_1)^{1-2k} \right] 
\]

\[
\frac{x_2(x_2^2-1)^{1-2k}}{x_2-x_1} \sum_{p=0}^{2k-2} \sum_{m=0}^{p} \binom{2k-2}{p} \binom{2k-2+m}{m} \left( \frac{x_1}{x_2-x_1} \right)^p \left( \frac{x_1(x_2^2-1)}{x_2-x_1} \right)^{-m} 
\]

The result can be extracted right away for any \( k \). For example \( \chi^{(-2)}(x_1, x_2) \) is

\[
\chi^{(-2)}(x_1, x_2) = -\frac{x_2}{24(x_1x_2-1)(x_2^2-1)} 
\]

The results for \( \chi^{(-2k)}(x_1, x_2) \) that we obtain match the corresponding expressions obtained in [6].

### 6.4 Large coupling expansion, exponential terms

For the maximum precision at strong coupling we found in (68) that \( N = 8\pi g \). Thus \( N = 8\pi g \) terms are to be summed in this case. The remainder \( R_N \) can be summed over \( m, \bar{m} \) and we obtain exponential corrections

\[
R_N = -\frac{5}{16\pi^3 (1+x_1x_2)(x_2^2-1)} \frac{e^{-8\pi g}}{g^{\frac{1}{2}}} \left( 1 + O\left( \frac{1}{g} \right) \right) 
\]

Such exponential corrections appear in the all loop Bethe Ansatz, therefore they need to be included in the study of any particular solution.

### 7 Summary and Outlook

In this paper we have analyzed the function \( \chi(x_1, x_2, g) \) that enters in the all-loop Bethe Ansatz for the \( SL(2) \) sector of \( \mathcal{N} = 4 \) SYM theory. We found that the coefficients of its expansion in inverse powers of \( x_1 \) and \( x_2 \) can be written as

\[
\tilde{c}_{m,\bar{m}}(g) = \frac{1}{2} ig(-1)^{m+\bar{m}} \int_{c-i\infty}^{c+i\infty} ds \frac{(1+s)\pi}{2\pi} \Gamma^2(1+s) \frac{\zeta(1+s)}{\sin \frac{\pi s}{2}} \frac{\Gamma(\frac{s}{2}+1-m)\Gamma(\frac{s}{2}+2+m)\Gamma(\frac{s}{2}+1-\bar{m})\Gamma(\frac{s}{2}+2+m)}{\Gamma(\frac{s}{2}+1-\bar{m})\Gamma(\frac{s}{2}+2+m)} 
\]

where \( 0 < c < 1 \), which are well defined expressions for any \( g \) real and positive. Moreover, by shifting the contour to the right or to the left, we obtain an expansion for small or large \( g \) that agrees with the known expressions. This proves the conjectured equivalence of both expansions. For clarity we remind the reader that these coefficients are usually denoted as \( c_{r,s} = 2(r-1)(s-1)c_{r,s} \) and \( r, s \) are related to \( m, \bar{m} \) by \( s = m + \bar{m} + 2, r = m - \bar{m} + 1 \). The large coupling expansion is only asymptotic and we find that it is convenient to sum a number \( K = 8\pi g \) of terms. In that case, the remainder, that we compute explicitly, can be estimated...
to be $R_K \simeq (-)^{m+\bar{m}+1} \frac{5}{32\pi^2} e^{-8\pi g} g_{\frac{2}{2}}$. The computation of the remainder gives a precise meaning to the strong coupling expansion whose status was unclear in previous work [27, 28].

We then considered the expansion of $\chi(x_1, x_2, g)$ in powers of $g$ for large and small coupling. We obtain that, for small coupling

$$\chi(x_1, x_2, g) = \sum_{k=1}^{\infty} \frac{1}{2} \frac{(-)^{k+1}4^{2k-1}\zeta(2k+1)}{2k+1} \phi(k) g^{2k+1}$$

where

$$\phi(k) = \frac{2x_2}{\pi^2} \frac{1}{4^n} \int_{C_{\infty}} dydz \frac{(y-1)^{n+1}(z-1)^{n+1}}{y^{\frac{n+1}{2}}z^{\frac{n+1}{2}}} \frac{1}{(x_1x_2y-1)(x_2y^2z-1)}$$

with $n = 2k$ and the integrals are done for a contour around infinity. For large coupling we get an asymptotic expansion

$$\chi(x_1, x_2, g) = \sum_{n=0}^{N} \chi^{(-n)}(x_1, x_2) g^{1-n} + R_N$$

where, for odd $n$ we find

$$\chi^{-2k-1}(x_1, x_2) = -2 4^{-2k-2}(2k+1)\pi (-)^k \zeta'(-2k) \phi(-2k-1)$$

where

$$\phi(n) = -4 \frac{2x_2}{\pi^2} \frac{1}{4^n} \frac{1}{(2\pi i)^n} \oint_{C_1} dydz \frac{(y-1)^{n+1}(z-1)^{n+1}}{y^{\frac{n+1}{2}}z^{\frac{n+1}{2}}} \frac{1}{(x_1x_2y-1)(x_2^2yz-1)}$$

which is similar to the small coupling expression but with the contours now surrounding the point $y = z = 1$. Finally, for even $n$ we find

$$\chi^{(-n)}(x_1, x_2) = \frac{x_2\zeta(n)\Gamma(n-1)}{4\pi^2(-\pi)^n} \oint_{C_{-1}} dydz \frac{(y-1)^{1-n}y^{\frac{n-1}{2}}(z-1)^{1-n}z^{\frac{n-1}{2}}}{(x_1x_2y-1)(x_2^2yz-1)}$$

where $n = 2k$ and the contours are circles around the origin with radius slightly smaller than 1. All the residues can be evaluated very simply in terms of finite sums of combinatorial symbols and appropriate functions of $x_1, x_2$. Many of these functions were known but, to our knowledge, no generic expression was given for all of them such as the one we present here. We hope that the use of these results would simplify the study of the all-loop Bethe Ansatz and its small and large coupling expansions.
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Appendix A: A simple example of small and large coupling expansions.

Suppose we have the function
\[
f_m(g) = - \int_0^1 du u^m \ln u \text{Im} [\psi'(1 + 4igu)]
\]  
(108)

and we want to expand it for small and large \(g\). To use the method discussed in section 5.1 we need to define
\[
\phi(s) = - \int_0^1 du u^s \ln uu^{m-1} = \frac{1}{(m + s)^2}
\]  
(109)

namely, precisely the function we used in our simple example at the end of that section. Using that
\[
\psi'(1 + 4igu) = \int_0^\infty \frac{te^{-xt}}{e^t - 1} dt \biggr|_{x = 1 + 4igu} = \int_0^\infty \frac{te^{-4igu}}{e^t - 1} dt
\]  
(110)

we can rewrite
\[
f_m(g) = \int_0^\infty \sin(4g\zeta) H(\zeta)
\]  
(111)

where we changed variables to \(t \to \zeta = ut\) and defined
\[
H(\zeta) = \zeta \int_0^1 \frac{du u^{m-2} \ln u}{e^\zeta - 1} = -\zeta \int_1^\infty \frac{dv}{v^m e^{\zeta v} - 1}
\]  
(112)

Therefore \(f_m(g)\) is just the sine Fourier transform of \(H\) and we want to expand it for large \(g\). The result is determined by the behavior of \(H(\zeta)\) around \(\zeta = 0\). To expand \(H(\zeta)\) we need to first take a detour and remind ourselves some properties of the \(\zeta\) function. We have, for \(\Re(s) > 1\)
\[
\zeta(s) = \sum_{k=1}^\infty \frac{1}{k^s} = \sum_{k=1}^\infty \frac{1}{\Gamma(s)} \int_0^\infty \lambda^{s-1} e^{-k\lambda} d\lambda = \frac{1}{\Gamma(s)} \int_0^\infty \frac{\lambda^{s-1} d\lambda}{e^\lambda - 1}
\]  
(113)

\[
= \frac{1}{\Gamma(s)} \int_0^a \frac{\lambda^{s-1} d\lambda}{e^\lambda - 1} + \frac{1}{\Gamma(s)} \int_a^\infty \frac{\lambda^{s-1} d\lambda}{e^\lambda - 1}
\]  
(114)

If \(0 < a < 2\pi\) we can expand the integrand of the first integral by using the definition of the Bernoulli numbers \(B_p\) to obtain
\[
\zeta(s) = \frac{1}{\Gamma(s)} \sum_{p=0}^\infty \frac{B_p}{p!} \frac{a^{p+s-1}}{p + s - 1} + \frac{a^s}{\Gamma(s)} \int_1^\infty \frac{\lambda^{s-1} d\lambda}{e^{a\lambda} - 1}
\]  
(115)

where we also changed variables \(\lambda \to \frac{a}{\lambda}\) in the second integral. Although we derive this result in the region \(\Re(s) > 1\), the right hand side defines a meromorphic function of \(s\) for any complex \(s\). Since \(\Gamma(s)\) never vanishes the last term is analytic. The sum in the first term has poles at \(s = 1, 0\) and negative integers. The poles go away since \(\frac{1}{\Gamma(s)}\) has zeros at those points except...
We conclude that the right hand side has a single pole at \( s = 1 \) with residue 1, a well-known property of the \( \zeta \)-function. This is a useful way to find the analytic continuation and, in fact, we use a similar method in the main text. The purpose of this exercise is that we derived the identity

\[
\int_1^\infty \frac{\lambda^{s-1} d\lambda}{e^{\lambda} - 1} = a^{-s} \Gamma(s) \zeta(s) - \sum_{p=0}^\infty B_p \frac{a^{p-1}}{p!} \frac{s + p - 1}{s + p - 1}
\]

Now we can expand around \( s = -m + 1 + \epsilon \). If we identify the first order term in both sides we get:

\[
\int_1^\infty \frac{\lambda^{-m} \ln \lambda d\lambda}{e^{\lambda} - 1} = \sum_{p=0}^\infty B_p \frac{a^{p-1}}{p! (p - m)^2} - \frac{(-)^m a^{m-1}}{(m - 1)!} \left\{ \frac{1}{2} \zeta(1 - m)(\ln a)^2 + \zeta'(1 - m)\psi(m) \right\} - \ln a \left[ \zeta'(1 - m) + \psi(m)\zeta(1 - m) \right] + \frac{1}{2} \zeta''(1 - m) + \zeta(1 - m) \left[ \frac{\pi^2}{6} + \frac{1}{2} \psi^2(m) - \frac{1}{2} \psi'(m) \right]
\]

which gives the desired expansion for \( H(\zeta) \). We are considering the case \( m \) in which case \( \zeta(1 - m) = 0 \) and the expansion simplifies considerably:

\[
H(\zeta) = -\sum_{p=0}^\infty B_p \frac{\zeta^p}{p! (p - m)^2} - \frac{\zeta^m}{(m - 1)!} \left[ \frac{1}{2} \zeta''(1 - m) - \zeta'(1 - m) \ln \zeta + \zeta'(1 - m)\psi(m) \right]
\]

To compute the Fourier transform we include a decreasing exponential which has no effect in the region \( \zeta \to 0 \) that we consider and get

\[
\int_0^\infty \zeta^{s-1} \sin(4g\zeta)e^{-\epsilon \zeta} d\zeta = (4g)^{-s} \sin \frac{\pi s}{2} \Gamma(s) \quad (\epsilon \to 0)
\]

\[
\int_0^\infty \zeta^{s-1} \ln \zeta \sin(4g\zeta)e^{-\epsilon \zeta} d\zeta = (4g)^{-s} \sin \frac{\pi s}{2} \Gamma(s) \left[ -\ln(4g) + \psi(s) + \frac{\pi}{2} \cotan \frac{\pi s}{2} \right] \quad (\epsilon \to 0)
\]

Replacing in (118) we get

\[
f_m(g) = -\sum_{p=0}^\infty B_{2p} (-)^p \frac{(4g)^{-2p-1}}{(2p - m)^2} - \frac{m\pi}{2} \zeta'(1 - m)(4g)^{-m-1} \sin \frac{m\pi}{2}
\]

which in view of the identity \( \zeta(-n) = -\frac{B_{n+1}}{n+1} \), \( n > 0 \), agrees with eq.(62) including the term \( p = 0 \).
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