CONTROLLABILITY RESULTS FOR THE ROLLING OF 2-DIMENSIONAL AGAINST 3-DIMENSIONAL RIEMANNIAN MANIFOLDS
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Abstract. In this article, we consider the rolling (or development) of two Riemannian connected manifolds \((M, g)\) and \((\hat{M}, \hat{g})\) of dimensions \(2\) and \(3\) respectively, with the constraints of no-spinning and no-slippering. The present work is a continuation of [15], which modelled the general setting of the rolling of two Riemannian connected manifolds with different dimensions as a driftless control affine system on a fibered space \(Q\), with an emphasis on understanding the local structure of the rolling orbits, i.e., the reachable sets in \(Q\). In this paper, the state space \(Q\) has dimension eight and we show that the possible dimensions of non open rolling orbits belong to the set \(\{2, 5, 6, 7\}\). We describe the structures of orbits of dimension \(2\), the possible local structures of rolling orbits of dimension \(5\) and some of dimension \(7\).
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1. Introduction

This article studies the model of rolling of two connected and oriented Riemannian manifolds \((M, g)\) and \((\hat{M}, \hat{g})\) of dimensions \(n = 2\) and \(\hat{n} = 3\) respectively, where the rolling is assumed to be without spinning nor slipping. In the papers [10, 4, 5, 9], such a rolling model is defined intrinsically in the case where the manifolds have equal dimensions, i.e., \(n = \hat{n} \geq 2\) as a
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driftless affine control system: the state space $Q$ (of the rolling of two Riemannian manifolds) is a bundle space with the typical fiber diffeomorphic to the set of orthogonal maps $A$ between the tangent spaces of the respective manifolds, and the set of controls corresponding to the set of absolutely continuous curves on $M$. The non-slipping and non-spinning conditions translate respectively into the facts that the image of a vector field parallel to a curve on $M$ by $A$ is also a vector field parallel to a curve on $M$ and the associated vector fields are the tangent vectors at the point of contact of manifolds respectively. The (locally) absolutely continuous curves $q(\cdot)$ in $Q$ that verify both the no-slipping and no-spinning conditions are referred to as the rolling curves and it is shown that they are the tangent curves to a distribution $\mathcal{D}_R$ on $Q$ called the rolling distribution.

The main purpose in these studies consists in understanding the controllability of the control system using geometric tools. More precisely, one seeks necessary and/or sufficient conditions controllability of the rolling system expressed in terms of the geometries of $M$ and $\hat{M}$. Here controllability means that, for any pair $(q_{\text{init}}, q_{\text{final}})$ of points in the state space $Q$, there exists a rolling curve $q(\cdot) \in Q$ which steers $q_{\text{init}}$ to $q_{\text{final}}$. Fixing $q_{\text{init}}$ in $Q$, the set of the points $q_{\text{final}}$ is called the reachable set or the orbits from $q_{\text{init}}$. In other words, the rolling system is said to be (completely) controllable if the orbits of such points by the control system are all equal to the state space $Q$.

When $M$ and $\hat{M}$ are two-dimensional, the rolling system is completely controllable if and only if the manifolds are not isometric, and, if they are, then the dimension of the orbits is in general equal to 2 or 5 (cf. [11]). As regards the motion planning problem for two-dimensional manifolds (i.e., finding an effective procedure for the controllability issue), it has been addressed in [3, 2]. Then, [9] gave complete answers for the controllability question in case of 3-dimensional manifolds. The authors also established the necessary and sufficient conditions for the controllability of rolling against manifold of constant curvature (cf. [8]). Furthermore, the rolling of affine manifolds with not necessarily zero torsion tensors is explained in [13] and [14].

In [11, 6], another case of rolling manifolds is yet addressed. Let $M$ be an affine manifold of dimension $n$ and $\Delta$ a constant rank distribution on $M$, i.e., a subbundle of the tangent bundle $T(M)$ of $M$. If one uses $H(M)$ to denote the holonomy group of $M$, then one can define $H_\Delta(M)$, the holonomy group with respect to $\Delta$ as the subset of $H(M)$ obtained by parallel transporting frames of $M$ along a restricted set of absolutely continuous $\Delta$-horizontal loops, namely along loops which are tangent (almost everywhere) to the distribution $\Delta$. One of the results of [11] says that $H_\Delta(M)$ is a Lie group strictly included in $H(M)$, even if $\Delta$ is completely controllable, i.e., every pair of points in $M$ can be connected by an absolutely continuous $\Delta$-horizontal curve. On the other hand, [6] provides explicit means of computing these holonomy groups by deriving analogues of Ambrose-Singer and Ozeki theorems.

The present paper deals with the case where $M$ and $\hat{M}$ have different (low) dimensions $n = 2$ and $\hat{n} = 3$, respectively. The first reference on the subject for general non-equal dimensions $n$ and $\hat{n}$ (at least in the context of geometric control) is [15], where this problem is recasted as a control system: definitions of the appropriate state space, rolling distributions, computation of the main Lie brackets of vector fields tangent to the rolling distribution. In particular, it was shown in [15] that these Lie brackets can be expressed using the Riemannian curvature tensors of the considered manifolds. Moreover, if $n \neq \hat{n}$, then the rolling problem is not symmetric anymore with respect to the order of manifolds. It turns out that several controllability results are available in the case $n > \hat{n}$ and $\hat{n} - n = 1$. In particular, when $(n, \hat{n}) = (3, 2)$, one shows that the system is not completely controllable if and only if $M$ is locally isometric to a warped
product of a real interval and 2-dimensional manifold. However, in the case \((n, \tilde{n}) = (2, 3)\), the situation is much more involved and this is the subject of the present paper. We obtain only partial results on the controllability issue, most of them of local nature. We prove that the dimension of a non open rolling orbit belongs to the set \(\{2, 5, 6, 7\}\). It is equal 2 if and only if \(M\) contains an open neighborhood isometric to a 2-dimensional embedded totally geodesic submanifold of \(M\). If the dimension of a rolling orbit is equal to 5, then either \(M\) contains a totally geodesic embedded submanifold, or an open neighborhood of \(M\) is isometric to a warped product of a real interval with a two-dimensional Riemannian manifold respectively. The case where the rolling orbit has dimension 7 may occur when \(M\) has constant curvature and an open neighbourhood of \(M\) is isometric to a Riemannian product of a real interval with a two-dimensional Riemannian manifold. The main open questions remaining are the following: does there exist examples of rolling orbits of dimension 6 and are there other examples of 7-dimensional rolling orbits?

The paper is structured as follows. We gather the general notations in Section 2 and we provide the control theoretic framework of the rolling problem in Section 3 as well as the computation of the main Lie brackets tangent to the distribution. The main result of this paper, Theorem 4.2 along with notations and conventions specific to the formulation and proof of it, are given in Section 4. The proof of the main result is produced in Sections 5 and 6, and finally, the Appendix lists several computational results useful for the proof.

2. Notations

In this section, we provide notations and some concepts that will be used throughout this text. All manifolds are assumed to be finite dimensional and they, along with any maps between manifolds (such as vector fields) are assumed to be \(C^\infty\)-smooth unless otherwise specified.

A smooth distribution \(\Delta\) of constant rank \(m\) over a smooth manifold \(M\) is a smooth assignment \(x \mapsto \Delta|_x\), where \(\Delta|_x\) is a linear subspace of \(T_xM\) and \(\dim(\Delta|_x) = m\) for every \(x \in M\). Since all the distributions we encounter are smooth and have constant rank, we will simply call them distributions in the sequel.

An absolutely continuous (a.c. for short) curve \(\gamma : I \to M\) defined on a nonempty interval \(I \subset \mathbb{R}\) is said to be tangent to \(\Delta\) if \(\dot{\gamma}(t) \in \Delta|_{\gamma(t)}\) for almost every \(t \in I\). For \(x_0 \in M\), the \(\Delta\)-orbit (or the orbit of \(\Delta\)) passing through \(x_0\), denoted by \(\mathcal{O}_\Delta(x_0)\), is the set of endpoints of all a.c. curves on \(M\) defined on \(I = [0, 1]\), tangent to \(\Delta\) and starting at \(x_0\), i.e.,

\[
\mathcal{O}_\Delta(x_0) := \{\gamma(1) \mid \gamma : [0, 1] \to M, \text{ a.c. curve tangent to } \Delta, \, \gamma(0) = x_0\}.
\]

A smooth vector field is tangent to a distribution \(\Delta\) on \(M\) if \(X|_x \in \Delta|_x\) for every \(x \in M\).

By the Orbit Theorem ([13]), any \(\Delta\)-orbit \(\mathcal{O}_\Delta(x_0)\) is an immersed smooth (and in fact initial\(^1\)) submanifold of \(M\) containing \(x_0\) such that the tangent space \(T_x\mathcal{O}_\Delta(x_0)\), for every \(x \in \mathcal{O}_\Delta(x_0)\), contains \(\text{Lie}_x(\Delta)\), the evaluation at \(x\) of the Lie algebra generated by the vector fields tangent to \(\Delta\). Furthermore, if a smooth distribution \(\Delta'\) on \(M\) is a subdistribution of \(\Delta\), i.e., \(\Delta' \subset \Delta\), then \(\mathcal{O}_{\Delta'}(x_0) \subset \mathcal{O}_\Delta(x_0)\) for all \(x_0 \in M\). We say that \(\Delta\) is completely controllable if for every

---

\(^1\) An immersed submanifold \(N \subset M\) is an initial submanifold if for any smooth manifold \(Z\) and any smooth (or continuous) map \(f : Z \to M\) such that \(f(Z) \subset N\), the map \(f\) viewed as having values in \(N\) equipped with its intrinsic differentiable structure (or topology), \(f : Z \to N\), is smooth (or continuous). Note that any embedded submanifold is initial.
x ∈ M, we have \(O_\Delta(x) = M\), i.e., if any two points of \(M\) can be joined by an a.c. curve tangent to \(\Delta\).

For any smooth bundle \(\pi : E \to M\), where \(E\) is the total space, and \(M\) the base space of the bundle, the \(\pi\)-vertical distribution \(V(\pi)\) on \(E\) is defined by setting \(V|_y(\pi) = \{Y \in T|_y E \mid \pi_*(Y) = 0\}\) for all \(y \in E\). Moreover, \(\pi_{TE}|_{V(\pi)} : V(\pi) \to M\) defines a vector subbundle of \(\pi_{TE} : TE \to E\). If \(\pi : E \to M\) and \(\eta : F \to M\) are two smooth bundles, we write \(C^\infty(\pi, \eta)\) for the set of smooth bundle morphisms, i.e., maps \(f : E \to F\) such that \(\eta \circ f = \pi\).

If \(\pi : E \to M\) is a vector bundle, \(f \in C^\infty(E)\) and if \(u, w \in \pi^{-1}(x)\), then define the \(\pi\)-vertical derivative of \(f\) at \(u\) in the direction \(w\) by

\[
(2.1) \quad \nu(w)|_u(f) = \frac{d}{dt}\Big|_{t=0} f(u + tw), \quad f \in C^\infty(M).
\]

It follows from this definition that \(\nu(w)|_u\) is a tangent vector of \(E\) at \(u\), that \(\nu(w)|_u \in V|_u(\pi)\) and that \(w \to \nu(w)|_u\) is an \(\mathbb{R}\)-linear isomorphism from \(\pi^{-1}(x)\) onto \(V|_u(\pi)\) for all \(u \in E\) with \(x = \pi(u)\).

For a manifold \(M\), we let \(T^k_m M\) be the space of \((k, m)\)-tensors on \(M\). Its fiber over \(x \in M\) is \((T^k_m)_x M\). Tangent and cotangent space are \(TM = T^0_0 M\), \(T^*_M = T^0_0 \ast M\). The set of all vector fields on a manifold \(M\) is denoted by VF\((M)\). If \(M\) and \(\hat{M}\) are two manifolds, then the set of all linear maps \(T_x M \to T_{\hat{x}} \hat{M}\) is linearly isomorphic to \(T^*_x M \otimes T_x \hat{M}\) (tensor product over \(\mathbb{R}\)). Hence the space of all linear maps \(T_x M \to T_{\hat{x}} \hat{M}\) for all \(x \in M\), \(x \in \hat{M}\) can be written as \(T^*_x M \otimes T_{\hat{x}} \hat{M}\).

We will frequently be writing elements \(A \in T^*_x M \otimes T_{\hat{x}} \hat{M}\) as \((x, \hat{x}; A)\), so that by writing a point \(q \in T^*_x M \otimes T_{\hat{x}} \hat{M}\) as \(q = (x, \hat{x}; A)\) we know that \(q = A\) belongs to \(T^*_x M \otimes T_{\hat{x}} \hat{M}\). It should be mentioned that \(T^*_x M \otimes T_{\hat{x}} \hat{M} \to M \times \hat{M}; (x, \hat{x}; A) \mapsto (x, \hat{x})\) defines a smooth vector bundle, while the maps \(T^*_x M \otimes T_{\hat{x}} \hat{M} \to M; (x, \hat{x}; A) \mapsto x\) and \(T^*_x M \otimes T_{\hat{x}} \hat{M} \to \hat{M}; (x, \hat{x}; A) \mapsto \hat{x}\) define just smooth bundles.

If \((M, \nabla)\) is an affine manifold, i.e., a manifold \(M\) equipped with a linear connection \(\nabla\), then \((P^\nabla)^1_0(\gamma)S\) is used to denote the \(\nabla\)-parallel transport of any tensor \(S \in (T^k_m)_\gamma(0) M\) for \(\gamma(0)\) to \(\gamma(t)\) along an a.c. curve \(\gamma : I \to M\) such that \(0, t \in I\). Notice also that \((P^\nabla)^1_0(\gamma)S \in (T^k_m)_\gamma(t) M\).

In case \((M, g)\) is a Riemannian manifold, we shall always view it as an affine manifold equipped with its Levi-Civita connection.

Finally, given any Riemannian manifold \((M, g)\) and two vectors \(X, Y \in T_x M\) on it, we shall identify the two-vector \(X \wedge Y \in \wedge^2 T|_x M\) with the linear map \(X \wedge Y : T_{\hat{x}} \hat{M} \to T_{\hat{x}} \hat{M}\) that is defined by

\[
(2.2) \quad (X \wedge Y)Z := g(Z, X)Y - g(Z, Y)X.
\]

3. Rolling Motion as a Control System

In this section, we recall the main definitions introduced first in [15] relative to the rolling of two smooth connected complete oriented Riemannian manifolds \((M, g)\) and \((\hat{M}, \hat{g})\) of (not necessarily equal) dimensions \(n\) and \(\hat{n}\) respectively. The two constraints of non-spinning and non-slipping are also considered.

The first definition concerns the state (or configuration) space for rolling of a lower dimensional Riemannian manifold on a higher dimensional one.
3.1. The State Space $Q$.

**Definition 3.1.** Let $(M, g)$ and $(\hat{M}, \hat{g})$ be two Riemannian manifolds of dimensions $n$ and $\hat{n}$, respectively, such that $n \leq \hat{n}$. The state space $Q = Q(M, \hat{M})$ for the problem of rolling of $M$ against $\hat{M}$ is defined as

\[
Q(M, \hat{M}) := \{ A \in T^*M \otimes T\hat{M} \mid \hat{g}(AX, AY) = g(X, Y), \ X, Y \in T_xM, \ x \in M \},
\]

and it is the total space of the smooth bundles over $M \times \hat{M}$, $M$ and $\hat{M}$, respectively,

\[
\pi_Q : Q \to M \times \hat{M}; \ (x, \hat{x}; A) \mapsto (x, \hat{x})
\]

\[
\pi_{Q,M} : Q \to M \times \hat{M}; \ (x, \hat{x}; A) \mapsto x
\]

\[
\pi_{Q,\hat{M}} : Q \to M \times \hat{M}; \ (x, \hat{x}; A) \mapsto \hat{x}.
\]

It is straightforward to verify the following assertion.

**Proposition 3.2.** The space $Q = Q(M, \hat{M})$ is a smooth closed submanifold of $T^*M \otimes T\hat{M}$ of dimension

\[
\dim Q = n + \hat{n} + n\hat{n} - \frac{n(n+1)}{2}.
\]

The particular case that we will be concerned with in this paper has $n = 2$ and $\hat{n} = 3$ and therefore $\dim Q = 8$.

3.2. Rolling Lift, Distribution and Orbit.

For the remainder of this text, unless otherwise mentioned, $(M, g)$ and $(\hat{M}, \hat{g})$ are Riemannian manifolds of dimensions $\dim M = n$, $\dim \hat{M} = \hat{n}$. They come equipped with their Levi-Civita connections $\nabla$, $\hat{\nabla}$, respectively, and the parallel transports with respect to them are denoted by $P^\rho_0(\gamma)$, $P^{\hat{0}}_0(\hat{\gamma})$, when $\gamma$ and $\hat{\gamma}$ are a.c. curves on $M$ and $\hat{M}$, respectively. The state space for rolling $Q(M, \hat{M})$ is often written shortly as $Q$.

The dynamics of the rolling motion without spinning or slipping is formulated as follows.

**Definition 3.3.** An absolutely continuous curve $q : [a, b] \to Q; \ t \mapsto (\gamma(t), \hat{\gamma}(t); A(t))$ in $Q$ is said to describe

(i) a rolling motion without spinning of $M$ against $\hat{M}$ if

\[
\nabla_{(\dot{\gamma}(t), \dot{\hat{\gamma}}(t))}A(t) = 0 \text{ for a.e. } t \in [a, b],
\]

where $\nabla$ is the product connection of $\nabla$ and $\hat{\nabla}$ on $M \times \hat{M}$;

(ii) a rolling motion without slipping of $M$ against $\hat{M}$ if

\[
A(t)\dot{\gamma}(t) = \dot{\hat{\gamma}}(t) \text{ for a.e. } t \in [a, b].
\]

(iii) a rolling motion without spinning or slipping of $M$ against $\hat{M}$ if both conditions (i) and (ii) hold true.
The rolling motion without spinning or slipping (item (iii)) will simply be called rolling, and the associated curve $q(t)$ a rolling curve.

The next result gives a characterization of the no-spinning condition \((3.2)\), and shows that the formulation of this condition is well defined on $Q = Q(M, \hat{M})$, i.e., that a curve in $T^*M \otimes T\hat{M}$ that passes through a point of $Q$ and satisfies \((3.2)\) stays in the space $Q$. The proof is straightforward and hence omitted (see [7]).

**Proposition 3.4.** Let $q_0 = (x_0, \hat{x}_0; A_0) \in T^*M \otimes T\hat{M}$ and let $q : [a, b] \to T^*M \otimes T\hat{M}$; $t \mapsto (\gamma(t), \hat{\gamma}(t); A(t))$ be an a.c. curve in $T^*M \otimes T\hat{M}$ such that $0 \in [a, b]$ and $q(0) = q_0$. Then we have

$$\nabla_{(\dot{\gamma}(t), \dot{\hat{\gamma}}(t))} A(t) = 0 \quad \text{for a.e. } t \in [a, b] \iff A(t) = P_t^0(\dot{\gamma}) \circ A_0 \circ P_t^0(\gamma), \quad \forall t \in [a, b].$$

Therefore, if $\nabla_{(\dot{\gamma}(t), \dot{\hat{\gamma}}(t))} A(t) = 0$ for a.e. $t \in [a, b]$, then

$$q_0 = (x_0, \hat{x}_0; A_0) \in Q \implies q(t) = (x(t), \hat{x}(t); A(t)) \in Q \quad \forall t \in [a, b].$$

Next we give an infinitesimal characterization of the no-spinning condition \((3.2)\) by defining a lift operator associated with it.

**Definition 3.5.** Given $q = (x, \hat{x}; A) \in Q$ and $X \in T_xM$, $\hat{X} \in T_{\hat{x}}\hat{M}$, one defines the no-spinning lift of $(X, \hat{X})$ as the vector $\mathcal{L}_{NS}(X, \hat{X})|_q$ in $T_qQ$ given by

$$\mathcal{L}_{NS}(X, \hat{X})|_q = \frac{d}{dt}|_0 (P_t^0(\dot{\gamma}) \circ A \circ P_t^0(\gamma)),$$

where $\gamma$ (resp. $\hat{\gamma}$) is any smooth curve on $M$ (resp. $\hat{M}$) such that $\gamma(0) = x$, $\hat{\gamma}(0) = \hat{x}$ (resp. $\dot{\gamma}(0) = \dot{x}$, $\dot{\hat{\gamma}}(0) = \dot{\hat{x}}$).

Moreover, if $X, \hat{X}$ are (locally defined) vector fields on $M, \hat{M}$, respectively, one writes $\mathcal{L}_{NS}(X, \hat{X})$ for the (locally defined) vector field on $Q$ whose value at $q$ is $\mathcal{L}_{NS}(X, \hat{X})|_q$.

A basic characterization of the $\mathcal{L}_{NS}$-lift is formulated in the next proposition, whose easy proof we will omit (see [7]). Recall that $\nabla$ is the product (Levi-Civita) connection on $\overline{M} = M \times \hat{M}$.

**Proposition 3.6.** If $X \in T_xM$, $\hat{X} \in T_{\hat{x}}\hat{M}$ are vectors and $A$ is a local section of $\pi_Q$ then

\[(3.4)\]

$$\mathcal{L}_{NS}(X, \hat{X})|_{A(x, \hat{x})} = A_*(X, \hat{X}) - \nu(\nabla_{(X, \hat{X})} A)|_{A(x, \hat{x})},$$

where $A_*$ is the push-forward of $A$.

Finally, we are in position to define an infinitesimal characterization of the rolling motion as defined in item (iii) of Definition \(3.3\).

**Definition 3.7.** (i) For any $q = (x, \hat{x}; A) \in Q$, the rolling lift of $X \in T_xM$ is the vector $\mathcal{L}_R(X)|_q$ in $T_qQ$ defined by

\[(3.5)\]

$$\mathcal{L}_R(X)|_q := \mathcal{L}_{NS}(X, AX)|_q.$$

Moreover, if $X$ is a (locally defined) vector field on $M$, one writes $\mathcal{L}_{NS}(X)$ for the (locally defined) vector field on $Q$ whose value at $q$ is $\mathcal{L}_{NS}(X)|_q$. 
(ii) The rolling distribution $\mathcal{D}_R$ is the $n$-dimensional smooth distribution on $Q$ whose plane at every $q = (x, \dot{x}; A) \in Q$ is given by

$$\mathcal{D}_R|_q := \mathcal{L}_R(T_xM)|_q.$$

Some elementary properties of the rolling distribution $\mathcal{D}_R$ and rolling curves are given in the following proposition. Its proof is straightforward and will not be produced here (see [7]).

**Proposition 3.8.**

(i) $(\pi_{Q,M})_*$ maps $\mathcal{D}_R|_q$ isomorphically onto $T_xM$ for every $q = (x, \dot{x}; A) \in Q$.

(ii) An a.c. curve $q : [a, b] \to Q; t \mapsto (\gamma(t), \dot{\gamma}(t); A(t))$ on $Q$ is a rolling curve if and only if it is tangent to $\mathcal{D}_R$ for a.e. $t \in [a, b]$, i.e., if and only if $\dot{q}(t) = \mathcal{L}_R(\dot{\gamma}(t))|_{q(t)}$ for a.e. $t \in [a, b]$.

(iii) If $\gamma : [0, 1] \to M$ is an a.c. curve, $\gamma(0) = x_0$ and if $q_0 = (x_0, \dot{x}_0; A_0) \in Q$, then there exist $a > 0$ and a unique rolling curve $q : [0, a] \to Q$ such that $\pi_{Q,M}(q(t)) = \gamma(t)$ for all $t \in [0, a]$.

(iv) If $q(t) = (\gamma(t), \dot{\gamma}(t); A(t)), t \in [a, b]$, is a rolling curve and $\gamma$ is a geodesic on $M$, then $\dot{\gamma}$ is a geodesic on $\hat{M}$.

At last, we define the key concept of this paper, namely that of the rolling orbit.

**Definition 3.9.** The rolling orbit $O_{\mathcal{D}_R}(q_0)$ corresponding to rolling of $(M, g)$ against $(\hat{M}, \hat{g})$ is the $\mathcal{D}_R$-orbit in $Q$ passing through $q_0$.

We say that the rolling problem is completely controllable if $O_{\mathcal{D}_R}(q_0) = Q$ for any (and hence all) $q_0 \in Q$.

### 3.3. Lie Brackets on $Q$.

Let $O$ be an immersed submanifold of $T^*M \otimes T\hat{M}$ and write $\pi_O := \pi_{T^*M \otimes T\hat{M}}|_O$, where $\pi_{T^*M \otimes T\hat{M}}$ is the projection $T^*M \otimes T\hat{M} \to M \times \hat{M}; (x, \dot{x}; A) \mapsto (x, \dot{x})$. In cases we will be concerned with, $O$ will be either $Q$, or an appropriate submanifold of the rolling orbit $O_{\mathcal{D}_R}(q_0)$.

If $T \in C^\infty(\pi_O, \pi_{T_h^k(M \times \hat{M})})$ (i.e., $T$ is a smooth map $T : O \to T^k_h(M \times \hat{M})$ satisfying $\pi_{T_h^k(M \times \hat{M})} \circ T = \pi_O$) and if $q = (x, \dot{x}; A) \in O$ and $X = (X, \hat{X}) \in T_{(x, \dot{x})}(M \times \hat{M})$ are such that $\mathcal{L}_{NS}(X)|_q \in T_qO$, then one can define the derivative $\mathcal{L}_{NS}(X)|_{T_qO}$ of $T$ with respect to $\mathcal{L}_{NS}(X)|_q$ in the following (tensorial) manner.

If $\bar{\omega} \in \Gamma(\pi_{T_h^k(M \times \hat{M})})$ (i.e., an $(m, k)$-tensor field on $M \times \hat{M}$) and if we write $(\dot{T\bar{\omega}})(q) := T\bar{\omega}|_{(x, \dot{x})}$ as the full contraction, then one defines $\mathcal{L}_{NS}(X)|_q \bar{T}$ as the unique element of $(T^k_h(x, \dot{x})M \times \hat{M})$ whose full contraction with $\bar{\omega}|_{(x, \dot{x})}$, for all $\bar{\omega} \in \Gamma(\pi_{T_h^k(M \times \hat{M})})$, is

$$\mathcal{L}_{NS}(X)|_q \bar{T}|_{(x, \dot{x})} := \mathcal{L}_{NS}(X)|_q (T\bar{\omega}) - \bar{T}(q) \nabla_{\bar{\omega}} X,$$

where on the right hand side $\mathcal{L}_{NS}(X)|_q (T\bar{\omega})$ is defined using (3.3) (note that $T\bar{\omega} \in C^\infty(O)$), and the connection $\nabla$ on $M \times \hat{M}$ is the product of the (Levi-Civita) connections $\nabla$ and $\hat{\nabla}$. It is readily checked that this definition for $\mathcal{L}_{NS}(X)|_q \bar{T}$ is well posed, and that it is compatible with the formula (3.3) (when applied in the special case of $(k, m) = (0, 0)$ i.e., $T \in C^\infty(O)$).
The derivatives $\mathcal{L}_{NS}(\overline{\mathcal{T}})\big|_q$ act as certain kinds of horizontal derivatives, and we would like to complement them with the concept of vertical derivatives $\nu(U)\big|_q \overline{\mathcal{T}}$, that we now define.

If again $\overline{\mathcal{T}} \in C^{\infty}(\pi_{\mathcal{O}}, \pi_{T(M \times \hat{M})})$, and if $q = (x, \hat{x}; A) \in \mathcal{O}$ and $U \in (T^*M \otimes T\hat{M})(x,\hat{x})$ are such that $\nu(U)\big|_q \in T_q\mathcal{O}$ (see (2.1)), then the derivative of $\nu(U)\big|_q \overline{\mathcal{T}}$ of $\overline{\mathcal{T}}$ with respect to $\nu(U)\big|_q$ can be defined as

$$\nu(U)\big|_q \overline{\mathcal{T}} := \frac{d}{dt}\big|_0 \tilde{\mathcal{T}}(\tilde{q}(t)),$$

where $\tilde{q}(t)$, for $t \in ]-a,a[\, a > 0$, is any smooth curve in $\mathcal{O}$ such that $\tilde{q}(0) = q$, $\dot{\tilde{q}}(0) = \nu(U)\big|_q$, and $\nu(U)\big|_q$ is defined by (2.1). Here the definition of $\nu(U)\big|_q$ by (2.1) makes sense if we take $\pi_{T^*M \otimes T\hat{M}} : T^*M \otimes T\hat{M} \to M \times \hat{M}$ as the vector bundle $\pi : E \to M$ in there.

To conclude this section, we present the general Lie-bracket formulas with respect to vector fields of the form $\mathcal{L}_{NS}(\overline{\mathcal{T}})$ and $\nu(U)$ involving mappings $\overline{\mathcal{T}}$ and $U$ that we will encounter throughout this paper. The proof of the following result is presented e.g. in [7].

**Proposition 3.10.** Let $\mathcal{O} \subset T^*M \otimes T\hat{M}$ be an immersed submanifold, $\overline{\mathcal{T}} = (T, \hat{T})$, $\overline{S} = (S, \hat{S}) \in C^{\infty}(\pi_{\mathcal{O}}, \pi_{T(M \times \hat{M})})$ be such that $\mathcal{L}_{NS}(\overline{\mathcal{T}})\big|_q \mathcal{L}_{NS}(\overline{S})\big|_q \in T_q\mathcal{O}$ for all $q = (x, \hat{x}; A) \in \mathcal{O}$, and $U, V \in C^{\infty}(\pi_{\mathcal{O}}, \pi_{T^*M \otimes T\hat{M}})$ be such that $\nu(U(q))\big|_q, \nu(V(q))\big|_q \in T_q\mathcal{O}$ for all $q = (x, \hat{x}; A) \in \mathcal{O}$, then one has at every $q = (x, \hat{x}; A) \in \mathcal{O}$,

$$[\mathcal{L}_{NS}(\overline{\mathcal{T}}), \mathcal{L}_{NS}(\overline{S})]\big|_q = \mathcal{L}_{NS}(\mathcal{L}_{NS}(\overline{\mathcal{T}})\big|_q \overline{S} - \mathcal{L}_{NS}(\overline{S})\big|_q \overline{\mathcal{T}})\big|_q$$

$$+ \nu(AR(T(q), S(q))) - \hat{R}(\hat{T}(q), \hat{S}(q))A)\big|_q,$$

$$[\mathcal{L}_{NS}(\overline{\mathcal{T}}), \nu(U)]\big|_q = - \mathcal{L}_{NS}(\nu(U(q))\big|_q \overline{\mathcal{T}})\big|_q + \nu(\mathcal{L}_{NS}(\overline{\mathcal{T}})\big|_q U)\big|_q,$$

$$[\nu(U), \nu(V)]\big|_q = \nu(\nu(U(q))\big|_q V - \nu(V(q))\big|_q U)\big|_q.$$

Furthermore, both sides of these three equalities are tangent to $\mathcal{O}$.

### 3.4. Rolling Curvature.

The following concept that measures the difference of the curvature tensors of the two spaces $(M, g)$, $(\hat{M}, \hat{g})$ will appear in several occasions in what follows. The Riemannian curvature of $(M, g)$ will be written as $R$, while that of $(\hat{M}, \hat{g})$ as $\hat{R}$.

**Definition 3.11.** For $q = (x, \hat{x}; A) \in \mathcal{Q}$, we define the **rolling curvature** $\text{Rol}_q$ at $q$ by

$$\text{Rol}_q(X, Y) := AR(X, Y) - \hat{R}(AX, AY)A, \quad X, Y \in T_xM.$$

If $X, Y \in \text{VF}(M)$, we write $\text{Rol}(X, Y)$ for the map $Q \to T^*M \otimes T\hat{M} ; q \mapsto \text{Rol}_q(X, Y)$.

This quantity will make appearance right away in the Lie-bracket formulas of first order of vector fields tangent to $\mathcal{O}$.

**Proposition 3.12.** If $X, Y \in \text{VF}(M)$, $q = (x, \hat{x}; A) \in \mathcal{Q}$, then

$$[\mathcal{L}_R(X), \mathcal{L}_R(Y)]\big|_q = \mathcal{L}_R([X, Y])\big|_q + \nu(\text{Rol}_q(X, Y))\big|_q.$$
Proof. Consequence of the first Lie-bracket equality in Proposition 3.10. Alternatively, see [7] for a proof.

Proposition 3.13. Suppose that $(M, g)$ and $(\hat{M}, \hat{g})$ are complete Riemannian manifolds of dimensions $n = \text{dim} M$, $\hat{n} = \text{dim} \hat{M}$, and let $q_0 = (x_0, \hat{x}_0; A_0) \in Q$. Then the following assertions are equivalent:

(i) The orbit $O_{\mathcal{G}_R}(q_0)$ is an integral manifold of $\mathcal{G}_R$.

(ii) $\text{Rol}_q(X, Y) = 0$ for all $q = (x, \hat{x}; A) \in O_{\mathcal{G}_R}(q_0)$ and $X, Y \in T_x M$.

(iii) When $n \leq \hat{n}$, there is a complete Riemannian manifold $(N, h)$, a Riemannian covering map $F : N \rightarrow M$ and a Riemannian immersion $\hat{G} : N \rightarrow \hat{M}$ that maps $h$-geodesics to $\hat{g}$-geodesics. In addition, $A_0 = G_*|_{y_0} \circ (F_*|_{y_0})^{-1}$ where $y_0$ is any point in $N$ such that $x_0 = F(y_0)$.

4. Rolling of 2-dimensional against 3-dimensional Riemannian manifolds

4.1. Preliminaries.

For the rest of this paper, we shall assume that $(M, g)$ and $(\hat{M}, \hat{g})$ are oriented Riemannian manifolds of dimension 2 and 3, respectively. Suppose $(X, Y)$ is an oriented local $g$-orthonormal frame on $M$, defined on some open set $V \subset M$. Usually we will want, for convenience, this $V$ to be the open set $\pi_{Q, M}(O(q_0))$, where $O(q_0)$ will be soon introduced in Definition 4.1 below, but for the time being it can be any open subset of $M$. For $q = (x, \hat{x}; A) \in Q$ such that $x \in V$ we set $Z_A := \ast(AX|_x \wedge AY|_x) \in T_x M$, with $\ast$ denoting the Hodge dual (in $(\hat{M}, \hat{g})$). Clearly then $AX|_x, AY|_x, Z_A$ are an orthonormal basis of $T_x \hat{M}$.

If $\theta_X := g(X, \cdot), \theta_Y := g(Y, \cdot)$ are the $g$-duals of $X, Y$, respectively, then we remark that

$$(\ast \hat{Z}_A)A = (AX \wedge AY)A = A(X \wedge Y),$$

$$(\ast AY)A = (\hat{Z}_A \wedge AX)A = -\theta_X \otimes \hat{Z}_A,$$

$$(\ast AX)A = (AY \wedge \hat{Z}_A)A = \theta_Y \otimes \hat{Z}_A,$$

where use of the identification (2.2) has been made.

The connection table $\Gamma$ of the 2-dimensional manifold $(M, g)$ (or of $\nabla$) with respect to the frame $X, Y$ has the matrix form (on the set $V$)

$$\Gamma = \begin{pmatrix} \Gamma^1_{(1,2)} & \Gamma^2_{(1,2)} \end{pmatrix}$$

where the connection coefficients are $\Gamma^i_{(j,k)} := g(\nabla E_i E_j, E_k)$ with $(E_1, E_2) = (X, Y)$, that is $\Gamma^1_{(1,2)} = g(\nabla_X X, Y)$ and $\Gamma^2_{(1,2)} = g(\nabla_Y X, Y)$. In other words, the information of this table can be encoded into the following vector, which we also call $\Gamma$,

$$\Gamma := \Gamma^1_{(1,2)} X + \Gamma^2_{(1,2)} Y.$$
Consequently, the Gaussian curvature $K$ of $M$ reads

\[
K(x) := g(R(X, Y)Y, X) = g((X(\Gamma^2_{1,2}) - Y(\Gamma^1_{1,2})) + ((\Gamma^1_{1,2})^2 + (\Gamma^2_{1,2})^2)X \wedge Y)Y, X)
\]

\[
= Y(\Gamma^1_{1,2}) - X(\Gamma^2_{1,2}) - ((\Gamma^1_{1,2})^2 + (\Gamma^2_{1,2})^2)
\]

\[
= g(\nabla_Y \Gamma, X) - g(\nabla_X \Gamma, Y).
\]

We also mention here that if $\hat{E}_1, \hat{E}_2, \hat{E}_3$ is a local (oriented) orthonormal frame of $(\hat{M}, \hat{g})$ defined on some open subset $\hat{V}$ of $M$, then by the connection table $\hat{\Gamma}$ of $(M, \hat{g})$ (or of $\nabla$) with respect to $\hat{E}_1, \hat{E}_2, \hat{E}_3$ we mean the matrix

\[
\hat{\Gamma} = \begin{pmatrix}
\hat{\Gamma}^1_{(2,3)} & \hat{\Gamma}^2_{(2,3)} & \hat{\Gamma}^3_{(2,3)} \\
\hat{\Gamma}^1_{(3,1)} & \hat{\Gamma}^2_{(3,1)} & \hat{\Gamma}^3_{(3,1)} \\
\hat{\Gamma}^1_{(1,2)} & \hat{\Gamma}^2_{(1,2)} & \hat{\Gamma}^3_{(1,2)}
\end{pmatrix},
\]

where $\hat{\Gamma}^i_{(j,k)} = \hat{g}(\nabla_{\hat{E}_j} \hat{E}_k, \hat{E}_i)$.

The locally defined curvature functions on $Q$ essential to our analysis throughout this paper are the following:

\[
\hat{\sigma}^1_A := \hat{g}(\hat{R}(AX, \hat{Z}_A)\hat{Z}_A, AX) = -\hat{g}(\hat{R}(\ast AX), \ast AX),
\]

\[
\hat{\sigma}^2_A := \hat{g}(\hat{R}(AX, \hat{Z}_A)\hat{Z}_A, AX) = -\hat{g}(\hat{R}(\ast AY), \ast AY),
\]

\[
\hat{\sigma}^3_A := \hat{g}(\hat{R}(AX, AY)AY, AX) = -\hat{g}(\hat{R}(\ast \hat{Z}_A), \ast \hat{Z}_A),
\]

\[
\Pi_X(q) := \hat{g}(\hat{R}(\ast \hat{Z}_A), \ast AX),
\]

\[
\Pi_Y(q) := \hat{g}(\hat{R}(\ast \hat{Z}_A), \ast AY),
\]

\[
\Pi_Z(q) := \hat{g}(\hat{R}(\ast AX), \ast AY),
\]

(4.3)

where $q = (x, \hat{x}; A)$ is in the open set $(\pi_{Q,M})^{-1}(V)$ of $Q$, and $V \subset M$ is the open domain of definition of the local orthonormal frame $(X, Y)$ of $M$.

One notices that $\hat{\sigma}^i_A$, $i = 1, 2, 3$, are the sectional curvatures on $\hat{M}$ at $\hat{x}$ along planes defined by pairs of vectors in $AX, AY, \hat{Z}_A$. For notational convenience we shall be omitting the superscript 3 from $\hat{\sigma}^3_A$ and therefore write

\[
\hat{\sigma}_A := \hat{\sigma}^3_A.
\]

We also point out that the function $\sigma_{(\cdot)}$, i.e., $q = (x, \hat{x}; A) \mapsto \sigma_A$ on $Q$ as well as the curvature $K$ on $M$ are globally defined on these respective spaces, and do not depend on the choice of the oriented orthonormal frame $X, Y$ on $M$, i.e., they are intrinsically defined. Similarly the function $q \mapsto \Pi_X(q)^2 + \Pi_Y(q)^2$ is globally and intrinsically defined on $Q$. Indeed, thanks to the orientability of $(M, g)$ and $(\hat{M}, \hat{g})$ (by assumption), the map $Q \rightarrow T\hat{M}$; $q = (x, \hat{x}; A) \mapsto \hat{Z}_A$ is intrinsically defined, and therefore so is

\[
q = (x, \hat{x}; A) \mapsto \hat{g}(\hat{R}(\ast \hat{Z}_A), \hat{R}(\ast \hat{Z}_A)) - \hat{g}(\hat{R}(\ast \hat{Z}_A), \ast \hat{Z}_A)^2 = \Pi_X(q)^2 + \Pi_Y(q)^2.
\]

The moral of these observations is that the assumptions $\sigma_{(\cdot)} - K = 0$ or $\neq 0$, and $(\Pi_X, \Pi_Y) = (0, 0)$ or $\neq (0, 0)$ that are present in all the main results of this paper, actually do not depend on the choice of a particular frame $(X, Y)$.

Even though the curvature $K$ of $(M, g)$ is a function on $M$, not in $Q$, we will often identify it implicitly with the function $K \circ \pi_{Q,M}$ on $Q$. More generally, if $f : M \rightarrow N$ (resp. $\hat{f} : \hat{M} \rightarrow N$)
is a map from $M$ to a some space $N$ (resp. form $\hat{M}$ to $N$), we will frequently write $f$ for the associated map $f \circ \pi_{Q,M}$ (resp. $\hat{f}$ for $\hat{f} \circ \pi_{Q,\hat{M}}$) from $Q$ to $N$.

Given the above concepts and notations, we find that

$$
\text{Rol}_q(X, Y) = AR(X, Y) - \hat{R}(AX, AY)A
$$

$$
= A((-K)(X \wedge Y)) - (\Pi_X \ast AX + \Pi_Y \ast AY + (-\hat{\sigma}_A) \ast \hat{Z}_A)A
$$

$$
= -(K - \hat{\sigma}_A)AX + \Pi_Y \theta_X \otimes \hat{Z}_A - \Pi_X \theta_Y \otimes \hat{Z}_A
$$

for $q = (x, \hat{x}; A) \in (\pi_{Q,M})^{-1}(V)$. In the rest of the text, if there is no risk of confusion, we will write $\text{Rol}_q(X, Y)$ simply as $\text{Rol}_q$.

Virtually all the results in this paper that follow are local in character, and we will systematically rely on the following localization procedure, which involves some notations.

**Definition 4.1.** For $q_0 = (x_0, \hat{x}_0; A_0) \in Q$, we say that a subset $O(q_0)$ of $Q$ is a rolling neighborhood of $q_0$ if there exists a connected open neighborhood $V = V(q_0)$ of $x_0 \in M$ such that $O(q_0)$ consists of the points $q(t)$ traced by all rolling curves $t \mapsto q(t) = (\gamma(t), \dot{\gamma}(t); A(t))$, $t \in [0, 1]$, in $Q$ starting at $q_0$ (i.e., $q(0) = q_0$) and such that $\gamma(t) \in V$ for all $t \in [0, 1]$. In particular, one has $O(q_0) \subset O_{\mathcal{D}_R}(q_0)$ and $V(q_0) = \pi_{Q,M}(O(q_0))$.

It should be emphasized that a rolling neighborhood $O(q_0)$ of $q_0$ need not be an open subset of $O_{\mathcal{D}_R}(q_0)$ (hence nor of $Q$). Stated in another way, $O(q_0)$ is nothing else than the orbit through $q_0$ of the distribution $\mathcal{D}_R$ restricted onto the open subset $(\pi_{Q,M})^{-1}(V(q_0))$ of $Q = Q(M, \hat{M})$. In that sense, $O(q_0)$ is a local orbit of $\mathcal{D}_R$ passing through $q_0$. That said, it is clear that $O(q_0)$ is a smooth submanifold of $O_{\mathcal{D}_R}(q_0)$ and hence of $Q$. Moreover, on several occasions in the text below, we shall say that we shrink $O(q_0)$ or make $O(q_0)$ smaller around $q_0$, or that we take small enough $O(q_0)$ around $q_0$, when necessary, since we are mainly concerned with local results. This shrinking (or localization) procedure simply means that, if we write $q_0 = (x_0, \hat{x}_0; A_0)$, then we are actually choosing first an appropriately small, connected neighborhood $V$ of $x_0$, and then let that shrunk $O(q_0)$ to be the orbit through $q_0$ of the restriction of $\mathcal{D}_R$ onto $(\pi_{Q,M})^{-1}(V)$.

### 4.2. Main Results.

The main results of this paper are summarized in the following theorem.

**Theorem 4.2.** Let $(M, g)$ and $(\hat{M}, \hat{g})$ be two connected oriented Riemannian manifolds of dimensions 2 and 3, respectively. Given $q_0 = (x_0, \hat{x}_0; A_0) \in Q$ and a small enough rolling neighborhood $O(q_0)$ around $q_0$, and writing $V = \pi_{Q,M}(O(q_0))$, $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$, the following assertions hold:

(i) Suppose that $(\Pi_X, \Pi_Y) = (0, 0)$ and $\hat{\sigma}_{(\cdot)} - K = 0$ everywhere on $O(q_0)$. Then

$(1)$ $\dim O(q_0) = 2$;

$(2)$ the map $\pi_{Q,\hat{M}}|_{O(q_0)}$ is a diffeomorphism onto its open image $V = V(q_0)$ in $M$, and $H := (\pi_{Q,\hat{M}}|_{O(q_0)}) \circ (\pi_{Q,M}|_{O(q_0)})^{-1}$ maps $(V, g|_V)$ isometrically onto a 2-dimensional totally geodesic submanifold $\hat{N}$ of $(\hat{M}, \hat{g})$;
(3) $A_0 T_{x_0} M = T_{\hat{x}_0} \hat{N}$;

(4) $A_0 = H_*|_{x_0}$.

(ii) Suppose that $(\Pi_X, \Pi_Y) = (0, 0)$ and $\hat{\sigma}(\cdot) - K \neq 0$ everywhere on $O(q_0)$. Then

(1) $\dim O(q_0) = 5$;

(2) the map $\pi_{q_0, N}|_{O(q_0)}$ has constant rank 2, and its image $\hat{N}$ is a 2-dimensional embedded, totally geodesic submanifold of $\hat{M}$.

(3) $A_0 T_{x_0} M = T_{\hat{x}_0} \hat{N}$;

(4) There does not exist (local) isometric isomorphism $H : (V, g|_{V}) \to (\hat{N}, \hat{g}|_{\hat{N}})$ such that $H_*|_{x_0} = A_0$.

(iii) Suppose that $(\Pi_X, \Pi_Y) \neq (0, 0)$ and $\hat{\sigma}(\cdot) - K = 0$ everywhere on $O(q_0)$. Then

(1) $\dim O(q_0) = 7$;

(2) the curvature $K$ of $(M, g)$ is constant on $V$ and $K \neq 0$;

(3) $\hat{V}$ is an open neighbourhood of $\hat{x}_0$ in $\hat{M}$;

(4) there exists an isometric isomorphism $\hat{F} : (\hat{I} \times \hat{N}, s_1 \oplus \hat{h}) \to (\hat{V}, \hat{g}|_{\hat{V}})$ from a Riemannian product onto $\hat{V}$, where $\hat{I} \subset \mathbb{R}$ is a non-empty open interval equipped with its usual metric $s_1$ and $(\hat{N}, \hat{h})$ is a 2-dimensional connected Riemannian manifold whose curvature $K^\hat{N}$ is constant and $K^\hat{N} \neq 0$;

(5) $A_0 T_{x_0} M \neq T_{\hat{x}_0} \hat{N}$, if $\hat{N}$ is identified with the embedded submanifold $\hat{F}(\{\hat{r}_0\} \times \hat{N})$ of $\hat{M}$, where $\hat{r}_0 \in \hat{I}$ is determined from $(\hat{r}_0, \hat{y}_0) = \hat{F}^{-1}(\hat{x}_0)$;

(6) the space $A_0 T_{x_0} M$ does not contain the normal space of $\hat{N}$ at $\hat{x}_0$ in $(\hat{M}, \hat{g})$;

(7) If $\alpha_0 := \hat{g}(\hat{Z}_{A_0}, \frac{\partial}{\partial \hat{r}}|_{\hat{r}_0})$, then $0 < |\alpha_0| < 1$ and

$$\alpha_0^2 K^\hat{N} = K,$$

where $\frac{\partial}{\partial \hat{r}}$ is the canonical vector field on $\hat{I}$, and $\hat{Z}_{A_0}$ is any unit vector in $T_{\hat{x}_0} \hat{M}$ orthogonal to the subspace $A_0 T_{x_0} M$. In particular, the curvatures $K$ and $K^\hat{N}$ have the same sign.

(iv) Suppose that $(\Pi_X, \Pi_Y) \neq (0, 0)$ and $\hat{\sigma}(\cdot) - K \neq 0$ everywhere on $O(q_0)$. Consider the following functions which are defined on an open neighbourhood $U$ of $O(q_0)$ in $Q$,

$$(4.5) \quad G_{\tilde{X}}, \ \omega G_{\tilde{Y}} - H_{\tilde{X}}, \ H_{\tilde{Y}}, \ \omega (\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi - 1, \ \nu (\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_\phi \omega,$$

where for $q = (x, \hat{x}; A) \in U$ we write $c_\phi(q) = \cos(\phi(q))$, $s_\phi(q) = \sin(\phi(q))$, and define

$$\omega(q) c_\phi(q) := \frac{\Pi_X(q)}{K(x) - \hat{\sigma}_A}, \quad \omega(q) s_\phi(q) := \frac{\Pi_Y(q)}{K(x) - \hat{\sigma}_A},$$

$$\tilde{X}_A := c_\phi(q) X|_x + s_\phi(q) Y|_x, \quad \tilde{Y}_A := -s_\phi(q) X|_x + c_\phi(q) Y|_x,$$

$$G_{\tilde{X}} := \mathcal{L}_R(\tilde{X}_A)|_\phi \phi + g(\Gamma, \tilde{X}_A), \quad G_{\tilde{Y}} := \mathcal{L}_R(\tilde{Y}_A)|_\phi \phi + g(\Gamma, \tilde{Y}_A),$$

$$H_{\tilde{X}} := \mathcal{L}_R(\tilde{X}_A)|_\phi \omega, \quad H_{\tilde{Y}} := \mathcal{L}_R(\tilde{Y}_A)|_\phi \omega.$$
(1) \( \dim O(q_0) = 5; \)
(2) \( \hat{V} \) is an open neighbourhood of \( \hat{x}_0 \) in \( \hat{M} \);
(3) there exists an isometry \( F : (I \times N, s_1 \oplus_f h) \to (V, g|_V) \) from a warped product onto \( V \), where \( I \subset \mathbb{R} \) is a non-empty open interval equipped with its usual metric \( s_1 \) \((N, h)\) is some 1-dimensional connected Riemannian manifold, and \( f \in C^\infty(I) \) is a warping function;
(4) there exists an isometry \( \hat{F} : (\hat{I} \times \hat{N}, s_1 \oplus_f \hat{h}) \to (\hat{V}, \hat{g}|_V) \) from a warped product onto \( \hat{V} \), where \( \hat{I} \subset \mathbb{R} \) is a non-empty open interval equipped with its usual metric \( s_1 \) \((\hat{N}, \hat{h})\) is some 2-dimensional connected Riemannian manifold, and \( \hat{f} \in C^\infty(\hat{I}) \) is a warping function;
(5) the warping functions \( f, \hat{f} \) are implicitly related by
\[
\frac{\hat{f}''(\hat{r})}{\hat{f}''(r)} = \frac{f''(r)}{f''(r)},
\]
holding at every \( r \in I, \hat{r} \in \hat{I} \) for which there are \( y \in N \) and \( \hat{y} \in \hat{N} \) such that \((F(r, y), \hat{F}(\hat{r}, \hat{y})) \in \pi_Q(O(q_0)); \)
(6) \( A_0T_{x_0}M \neq T_{x_0}\hat{N}, \) if \( \hat{N} \) is identified with the embedded submanifold \( \hat{F}(\{\hat{r}_0\} \times \hat{N}) \) of \( \hat{M} \), where \( \hat{r}_0 \in \hat{I} \) is determined from \((\hat{r}_0, \hat{y}_0) = \hat{F}^{-1}(\hat{x}_0); \)
(7) the space \( A_0T_{x_0}M \) does not contain the normal space of \( \hat{N} \) at \( \hat{x}_0 \) in \((\hat{M}, \hat{g}); \)
(8) if \( \hat{f}' \) is constant on all of \( \hat{I} \), then \((V, g|_V) \) is flat;
(9) if \( \hat{f}' \neq 0 \) on all of \( \hat{I} \), then \((\hat{N}, \hat{h}) \) is flat and for \( a > 0 \) small enough, the warping function \( f \) is determined from the system of relations
\[
\begin{align*}
\frac{\hat{f}(\hat{r}(t))^2}{\hat{f}(\hat{r}_0)^2} - 1 &= P_0^2\left(\frac{f(t + r_0)^2}{f(r_0)^2} - 1\right), \quad t \in [-a, a], \\
(\hat{r}'(t))^2 + (1 - P_0^2)\frac{\hat{f}(\hat{r}_0)^2}{\hat{f}(\hat{r}(t))^2} &= 1, \quad \hat{r}(0) = \hat{r}_0, \quad \hat{r}'(0) = P_0,
\end{align*}
\]
where \( P_0 := \hat{g}(A_0\frac{\partial}{\partial r_0}\big|_{r_0}, \frac{\partial}{\partial \hat{r}_0}) \), \((r_0, y_0) = F^{-1}(x_0), (\hat{r}_0, \hat{y}_0) = \hat{F}^{-1}(\hat{x}_0), \) and \( \frac{\partial}{\partial r}, \frac{\partial}{\partial \hat{r}} \) are the canonical vector fields on \( I, \hat{I} \), respectively. Moreover, \( 0 < |P_0| < 1 \) and \( \hat{r}'(t) \neq 0 \) for all \( t \in [-a, a]. \)

On the other hand, assume that one of the functions defined in (4.3) is not equal to zero at \( q_0 \). Then, \( \dim O(q_0) \geq 6. \)

The proof of this theorem will take effectively the rest of this paper, and arguments employed to showing the assertions of items (i)-(iv) turn out to be increasingly elaborate.

Simplest of the cases, item (i), is quickly taken care of in subsection 5.1, see Theorem 5.1. The item (ii) is the topic of subsection 5.2, whose main results are Proposition 5.2 and Theorem 5.3. Subsection 6.1 is dedicated to the proof of item (iii), which already requires a number of steps to complete. The key results there are Proposition 6.2, Proposition 6.5, Corollary 6.7, and Theorem 6.8.

Finally, the arguments for proving the assertions of item (iv) will be given in subsection 6.9. This particular case, while being under the constraints imposed by the five remarkable
relations given in (1.5), requires by far more work than the other cases (i)-(iii) combined (at least with the methods employed in the present text). Discovering all the properties listed in item (iv) requires several steps to be taken, the central results being stated in Proposition 6.12, Corollary 6.19, Propositions 6.22 and 6.23, Corollary 6.27, Lemma 6.32, and they are ultimately summarized in Theorem 6.33.

We deduce immediately from the previous theorem the following proposition, which actually rephrases some of the results of Theorem 4.2.

**Proposition 4.3.** Let $(M, g)$ and $(\hat{M}, \hat{g})$ be two connected oriented Riemannian manifolds of dimensions 2 and 3, respectively. Given $q_0 = (x_0, \hat{x}_0; A_0) \in Q$ and a small enough rolling neighbourhood $O(q_0)$ around $q_0$, and writing $V = \pi_{Q,M}(O(q_0))$, $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$, the following assertions hold:

(a) $\dim O(q_0)$ takes values in \{2, 5, 6, 7, 8\} and is open only if it is equal to 8;

(b) $\dim O(q_0) = 2$ if and only if Sub-items (2), (3) and (4) of Item (ii) in Theorem 4.2 hold true;

(b) assume that $\dim O(q_0) = 5$. Then either $\hat{M}$ contains a 2-dimensional embedded, totally geodesic submanifold $\hat{N}$ or Sub-items (2) to (8) of Item (iv) in Theorem 4.2 hold true.

5. **Case $(\Pi_X, \Pi_Y) \equiv (0, 0)$ on $O(q_0)$**

This section is itself divided into two parts, the first one addressing the case where $\hat{\sigma}_A \equiv K(x)$ for any $q = (x, \hat{x}; A)$ in $O(q_0)$, while in the second part we assume $\hat{\sigma}_A \neq K(x)$ for any $q = (x, \hat{x}; A)$ in $O(q_0)$. In addition, in both cases we assume that $(\Pi_X, \Pi_Y) = (0, 0)$ on $O(q_0)$. The set $O(q_0)$ is some rolling neighbourhood of $q_0$, which we keep making smaller around $q_0$ whenever appropriate.

In the following $O(q_0)$ is a (small enough) rolling neighbourhood of the given point $q_0 = (x_0, \hat{x}_0; A_0) \in Q$, while $V = \pi_{Q,M}(O(q_0))$ as in Definition 4.1. It is assumed that the local orthonormal frame $(X, Y)$ of $M$ is defined on the open set $V$.

5.1. **Subcase $\hat{\sigma}_A \equiv K(x)$ on $O(q_0)$**.

In this case, one can essentially say that the open set $V$ of $(M, g)$ is isometric to a totally geodesic submanifold of $(\hat{M}, \hat{g})$. More precisely we have the following:

**Theorem 5.1.** Let $q_0 = (x_0, \hat{x}_0; A_0) \in Q$ and assume that $(\Pi_X(q), \Pi_Y(q)) = (0, 0)$ and $\hat{\sigma}_A = K(x)$ for all $q = (x, \hat{x}; A) \in O(q_0)$ where $O(q_0)$ is some rolling neighbourhood of $q_0$. Then, after shrinking $O(q_0)$ around $q_0$ if necessary, the map $\pi_{Q,\hat{M}}|O(q_0)$ is a diffeomorphism onto its open image $V = V(q_0)$ in $M$, and $H := (\pi_{Q,\hat{M}}|O(q_0)) \circ (\pi_{Q,M}|O(q_0))^{-1}$ maps $(V, g|_V)$ isometrically onto a 2-dimensional embedded, totally geodesic submanifold $\hat{N}$ of $(\hat{M}, \hat{g})$. Furthermore, $A_0 = H_*|_{x_0}$, $A_0 T_{x_0} M = T_{x_0} \hat{N}$ and $\dim O(q_0) = 2$. 
Proof. By (4.4) the condition that \((\Pi_X, \Pi_Y) = (0, 0)\) and \(\hat{\sigma}_A \equiv K(x)\) on \(O(q_0)\) mean that \(\text{Rol}_q(X, Y) = 0\) for all \(q \in O(q_0)\). The result then follows from a local version of Proposition 3.13. \(\square\)

5.2. Subcase \(\hat{\sigma}_A \neq K(x)\) on \(O(q_0)\).

In this case, it follows that there is a totally geodesic submanifold \(N\) of \((\hat{M}, \hat{g})\), that is not isometric to \((M, g)\) but \(A_0\) maps \(T_{x_0}M\) to a tangent space of \(N\). The aim of this subsection and results in it is to formulate and prove rigorously that statement.

**Proposition 5.2.** Let \(q_0 = (x_0, \hat{x}_0; A_0) \in Q\) and assume that \((\Pi_X, \Pi_Y) = (0, 0)\) on \(O(q_0)\), while \(\hat{\sigma}_A - K(x)\) does not vanish on \(O(q_0)\). Then, after shrinking \(O(q_0)\) around \(q_0\) if need be, we have \(\dim O(q_0) = 5\), the map \(\pi_{Q, \hat{M}}|_{O(q_0)}\) has constant rank 2, and its image \(\hat{N}\) is a 2-dimensional embedded submanifold of \(\hat{M}\).

**Proof.** According to the stated assumptions and (4.4) one has

\[
\nu(\text{Rol}_q(X, Y))|_q = (K(x) - \hat{\sigma}_A)\nu(A(X \wedge Y))|_q, \quad \forall q = (x, \hat{x}; A) \in O(q_0),
\]

where \(K(x) - \hat{\sigma}_A \neq 0\) by assumption. Since this vector field is tangent to \(O(q_0)\), it follows that so are \([\mathcal{L}_R(X), \nu(\cdot)(X \wedge Y))]|_q\) and \([\mathcal{L}_R(Y), \nu(\cdot)(X \wedge Y))]|_q\), and hence Lemma 7.1 implies that \(\mathcal{L}_{NS}(AX)|_q\) and \(\mathcal{L}_{NS}(AY)|_q\) are tangent to \(O(q_0)\) as well at every \(q = (x, \hat{x}; A) \in O(q_0)\). Thus the linearly independent vector fields

\[
(5.1) \quad \mathcal{L}_R(X)|_q, \mathcal{L}_R(Y)|_q, \nu(A(X \wedge Y))|_q, \mathcal{L}_{NS}(AX)|_q, \mathcal{L}_{NS}(AY)|_q,
\]

are tangent to \(O(q_0)\) at all points \(q = (x, \hat{x}; A) \in O(q_0)\). Moreover, by Lie-bracket formulas listed Lemma 7.1 and taking into account that \(\Pi_X\) and \(\Pi_Y\) vanish on \(O(q_0)\) by assumption, one concludes that the 5 vector fields in (5.1) tangent to \(O(q_0)\) form an involutive system on the local orbit manifold \(O(q_0)\) of \(\mathcal{D}_R\). From this observation it follows that \(O(q_0)\) has dimension 5. Finally, it is easily seen that \((\pi_{Q, \hat{M}}|_{O(q_0)})_*\) maps vector fields (5.1) onto \(\text{span}\{AX, AY\}\) at each point \(q = (x, \hat{x}; A) \in O(q_0)\), so that the map \(\pi_{Q, \hat{M}}|_{O(q_0)}\) has indeed constant rank 2 as claimed. This completes the proof. \(\square\)

**Proposition 5.3.** Under the assumptions and notations of the statement of Proposition 5.2 and after shrinking \(O(q_0)\) around \(q_0\) if necessary, there is a local oriented orthonormal frame \((\hat{E}_1, \hat{E}_2, \hat{E}_3)\) of \((\hat{M}, \hat{g})\) defined on a neighbourhood of \(\hat{x}_0\) in \(\hat{M}\) containing the smooth 2-dimensional submanifold \(\hat{N} := \pi_{Q, \hat{M}}(O(q_0))\) of \(\hat{M}\) such that

(i) \(\hat{E}_1, \hat{E}_2\) are tangent to \(\hat{N}\), \(\hat{E}_3\) is a unit normal vector of \(\hat{N}\);

(ii) \(\text{span}\{\hat{E}_1|_{\hat{x}}, \hat{E}_2|_{\hat{x}}\} = \text{span}\{AX, AY\} = T_{\hat{x}}\hat{N}\) and \(\hat{E}_3 = \hat{Z}_A\) for all \(q = (x, \hat{x}; A) \in O(q_0)\);

(iii) at every point of \(\hat{N}\), the connection table of \((\hat{M}, \hat{g})\) with respect to \(\hat{E}_1, \hat{E}_2, \hat{E}_3\) has the form

\[
(5.2) \quad \hat{\Gamma} = \begin{pmatrix}
0 & 0 & \hat{\Gamma}^3_{(2,3)} \\
0 & 0 & \hat{\Gamma}^3_{(3,1)} \\
\hat{\Gamma}^1_{(1,2)} & \hat{\Gamma}^2_{(1,2)} & \hat{\Gamma}^3_{(1,2)}
\end{pmatrix}
\]
Proof. By Proposition 5.2, the image $\hat{N}$ of $O(q_0)$ by $\pi_{Q,\hat{M}}|O(q_0)$ is a 2-dimensional smooth submanifold of $\hat{M}$, whose tangent space $T_{x}N$ at every point $x$ such that $q = (x, \hat{x}; A)$ for some $q \in O(q_0)$ is spanned by $\{AX, AY\}$, and whose normal space at $\hat{x}$ is spanned by $\hat{Z}_A$.

If needed, we can shrink $O(q_0)$ around the point $q_0$ again, resulting in the shrinking of the 2-dimensional submanifold $\hat{N}$ of $\hat{M}$ containing $\hat{x}_0$ to the point where we can assume the existence of a local orthonormal frame $\{\hat{E}_1, \hat{E}_2, \hat{E}_3\}$ of $\hat{M}$ defined on an open neighbourhood of $\hat{x}_0$ in $\hat{M}$ that contains $\hat{N}$ as a subset, and such that $\hat{E}_3$ is normal to $\hat{N}$ at every point of $\hat{N}$.

Up to multiplying $\hat{E}_3$ with $-1$ if necessary, we have $\hat{E}_3|x = \hat{Z}_A$ for every $q = (x, \hat{x}; A) \in O(q_0)$, and span$\{\hat{E}_1|x, \hat{E}_2|x\}$ = span$\{AX, AY\}$, which is $= T_{x}N$ by the proof of Proposition 5.2. One can also swap $\hat{E}_1$ with $\hat{E}_2$ if needed to ensure that the frame $(\hat{E}_1, \hat{E}_2, \hat{E}_3)$ has the positive orientation on $\hat{M}$. This proves the assertions given in items (i) and (ii).

Knowing from the proof of Proposition 5.2 that the vector fields in 5.1 form a frame of $O(q_0)$, we can therefore conclude that the following five vector fields on $Q$ span form a frame of $O(q_0)$ as well:

\begin{equation}
\mathcal{L}_R(X)|_q, \mathcal{L}_R(Y)|_q, \nu(\nu\hat{E}_3A)|_q, \mathcal{L}_{NS}(\hat{E}_1)|_q, \mathcal{L}_{NS}(\hat{E}_2)|_q.
\end{equation}

Consequently, vector field $F_1$ given by the Lie-bracket (at $q = (x, \hat{x}; A) \in O(q_0)$),

$F_1|_q = [\mathcal{L}_{NS}(\hat{E}_1), \nu(\nu\hat{E}_3\cdot)]|_q = \nu(\nu(\nabla_{\hat{E}_1}\hat{E}_3)A)|_q = \nu(\nu(\hat{\Gamma}^{1}_{(3,1)}\hat{E}_1 - \hat{\Gamma}^{1}_{(2,3)}\hat{E}_2)A)|_q,$

(see Proposition 3.10) must be tangent to $O(q_0)$ as well.

We shall now show that $F_1$ (and later $F_2$) must actually vanishes at every point of $O(q_0)$, which is equivalent to saying that $\hat{\Gamma}^{1}_{(3,1)}, \hat{\Gamma}^{1}_{(2,3)}, \hat{\Gamma}^{2}_{(2,3)}$ and $\hat{\Gamma}^{2}_{(3,1)}$ vanish at every point of $\hat{N} = \pi_{Q,\hat{M}}(O(q_0))$.

Indeed, the map $\pi_{Q} : Q \to M \times \hat{M}$ restricted to $O(q_0)$ has constant rank 4 since it maps the vectors at $q = (x, \hat{x}; A) \in O(q_0)$ listed in (5.3) to the following vectors of $M \times \hat{M}$, in the respective order, $(X|_x, AX|_x), (Y|_x, AY|_x), (0, 0), (0, \hat{E}_1|_\hat{x}), (0, \hat{E}_2|_\hat{x})$, and these vectors span a 4-dimensional subspace of $T_{(x,\hat{x})}(M \times \hat{M})$, since span$\{AX|_x, AY|_x\}$ = span$\{\hat{E}_1|_\hat{x}, \hat{E}_2|_\hat{x}\}$ as we have already noted.

Because dim$O(q_0) = 5$, we can infer from these observations that the 1-dimensional kernel of $(\pi_{Q}|_{O(q_0)})$, at any $q = (x, \hat{x}; A) \in O(q_0)$ is spanned by $\nu(\nu\hat{E}_3A)|_q$. But $F_1|_q$, which we know to be a vector tangent to $O(q_0)$, also lies in the kernel of $(\pi_{Q}|_{O(q_0)})$, at $q = (x, \hat{x}; A)$, and therefore it must be parallel to $\nu(\nu\hat{E}_3A)|_q$. However, the only way $F_1|_q = \nu(\nu(\hat{\Gamma}^{1}_{(3,1)}\hat{x})\hat{E}_1 - \hat{\Gamma}^{1}_{(2,3)}\hat{x})\hat{E}_2)A)$ could be parallel to the (nowhere vanishing) vector $\nu(\nu\hat{E}_3A)|_q$ is that $\hat{\Gamma}^{1}_{(3,1)}\hat{x})\hat{E}_1 - \hat{\Gamma}^{1}_{(2,3)}\hat{x})\hat{E}_2)A)$ be parallel to $\hat{E}_3|\hat{x}$, and that is only possible if $\hat{\Gamma}^{1}_{(3,1)}\hat{x}) = 0$ and $\hat{\Gamma}^{1}_{(2,3)}\hat{x}) = 0$. In conclusion,

\begin{equation}
\hat{\Gamma}^{1}_{(2,3)} = 0 \quad \text{and} \quad \hat{\Gamma}^{1}_{(3,1)} = 0 \quad \text{everywhere on} \ \hat{N},
\end{equation}

i.e., $F_1 = 0$ everywhere on $O(q_0)$.

By the same reasoning, one can show that vector field $F_2$ defined by (see Proposition 3.10)

$F_2|_q : = [\mathcal{L}_{NS}(\hat{E}_2), \nu(\nu\hat{E}_3\cdot)]|_q = \nu(\nu(\nabla_{\hat{E}_2}\hat{E}_3)A)|_q = \nu(\nu(\hat{\Gamma}^{2}_{(3,1)}\hat{E}_1 - \hat{\Gamma}^{2}_{(2,3)}\hat{E}_2)A)|_q,$

is tangent to $O(q_0)$, and must therefore vanish everywhere on $O(q_0)$, i.e.,

$\hat{\Gamma}^{2}_{(2,3)} = 0 \quad \text{and} \quad \hat{\Gamma}^{2}_{(3,1)} = 0 \quad \text{everywhere on} \ \hat{N}.$

These identities together with those in (5.4) implies (5.2), i.e., proves our last case (iii). \qed
We next derive some results about the geometrical aspect of \(\hat{M}\). Recall that \(V = \pi_{Q,M}(O(q_0))\) and that it is an open neighbourhood of \(x_0\) in \(M\).

**Theorem 5.4.** Under the assumptions and notations of Proposition 5.3 (\(\hat{M}, \hat{g}\)) contains a 2-dimensional totally geodesic submanifold \(\hat{N}\) such that

(i) \(\hat{N}\) is totally geodesic in (\(\hat{M}, \hat{g}\));

(ii) \(A_0T_{x_0}M = T_{\hat{x}_0}\hat{N}\);

(iii) There does not exist (local) isometry \(H : (V, g|_V) \to (\hat{N}, \hat{g}|_\hat{N})\) such that \(H_*|_{x_0} = A_0\).

**Proof.** Write the Levi-Civita connection of \((\hat{N}, \hat{g}|_\hat{N})\) as \(\hat{\nabla}\), so that the shape tensor (second fundamental form) of \(\hat{N}\) in \((\hat{M}, \hat{g})\) is \(\Pi(U, V) = \hat{\nabla}_U V - \hat{\nabla}_V U\) for all smooth vector fields \(U, V\) on \(\hat{N}\). Then \(\Pi(U, V)\) is normal to \(\hat{N}\), and since \(\hat{E}_1, \hat{E}_2\) span \(TN\) everywhere on \(\hat{N}\) (Proposition 5.3 item (ii)), while \(\hat{E}_3\) is everywhere (unit) normal to \(\hat{N}\), if follows that \(\Pi\) is uniquely determined by (scalar) functions \(\hat{g}(\Pi(\hat{E}_i, \hat{E}_j), \hat{E}_3)\), \(i, j = 1, 2, 3\). But for any \(i, j = 1, 2, 3\),

\[
\hat{g}(\Pi(\hat{E}_i, \hat{E}_j), \hat{E}_3) = -\hat{g}(\hat{\nabla}_{\hat{E}_i} \hat{E}_j, \hat{E}_3) = \hat{g}(\hat{\nabla}_{\hat{E}_i} \hat{E}_3, \hat{E}_j) = \hat{\Gamma}^{i}_{(3,j)},
\]

which vanishes on \(\hat{N}\) by item (iii) of Proposition 5.3 and therefore the shape tensor II vanishes, which means exactly that \(\hat{N}\) is totally geodesic submanifold of \((\hat{M}, \hat{g})\) (cf. [17]). This completes the demonstration of item (i).

Case (ii) is a direct consequence of the fact that \(T_{x_0}M = \text{span}\{X|_{x_0}, Y|_{x_0}\}\), and therefore \(A_0T_{x_0}M = \text{span}\{AX|_{x_0}, AY|_{x_0}\} = \text{span}\{\hat{E}_1|_{\hat{x}_0}, \hat{E}_2|_{\hat{x}_0}\} = T_{\hat{x}_0}\hat{N}\) by items (i) and (ii) in Proposition 5.3.

At last, assertion (iii) is implied by the following facts:

(a) By (ii), the point \(q_0 = (x_0, \hat{x}_0; A_0)\) belongs to \(Q(V, \hat{N}) =: Q',\) the state space of rolling of \((V, g|_V)\) against \((\hat{N}, \hat{g}|_\hat{N})\). Write this embedding as \(\iota\).

(b) The orthonormal frame \(\hat{E}_1, \hat{E}_2, \hat{E}_3\) on \(\hat{M}\) allows construction of an embedding \(\iota\) of \(Q(V, \hat{N})\) into \(Q = Q(V, \hat{M})\) that simply maps \((x, \hat{x}, A') \in Q'\) to \((x, \hat{x}, A') \in Q\).

(c) Since the shape tensor II of \((\hat{N}, \hat{g}|_\hat{N})\) in \((\hat{M}, \hat{g})\) vanishes by case (i) (see [17]), \(\iota_*\) maps the plane \(D'|_q\) of the rolling distribution \(D'\) in \(Q'\) linearly isomorphically onto the plane \(\mathcal{D}|_q\) of \(\mathcal{D}\) in \(Q\) for every \(q \in Q'\).

(d) Let \(O'(q_0)\) be a rolling neighbourhood of \(q_0\) in \(Q'\) that is defined in same manner as in Definition 4.1, the rolling there referring to rolling of \(V\) against \(\hat{N}\), with the respective state space and rolling distribution being \(Q'\) and \(D'\), respectively.

As a consequence of (c), \(\iota\) maps a rolling neighbourhood \(O'(q_0)\) of \(q_0\) diffeomorphically onto an open subset of \(O(q_0)\). Hence the manifolds \(O'(q_0)\) and \(O(q_0)\) have he same dimension.

(e) The existence of an isometry \(H\) as in case (iii) of the statement of this theorem would imply that \(O'(q_0)\) be 2-dimensional, and hence \(O(q_0)\) would also be 2-dimensional by (d). However, that would contradict the fact that in our current case as described by Proposition 5.2 we have \(\dim O(q_0) = 5\).
Remark 5.5. Note that the existence of the (local) isometry $H$ could be obtained directly from items (i) and (iii) of a local version of Proposition \ref{prop:local-isometry} above, in case $n = \hat{n}$ and under an understanding that the manifold $N$ in case (iii) can actually be taken to be $O'(q_0)$, the map $F$ to be $\pi_{O'(q_0),M}$ and $G$ to be $\pi_{O'(q_0),N}$ so that $H$ could be taken (locally) to be $G \circ F^{-1}$. Note also that $G_*|_{q_0} \circ (F_*|_{q_0})^{-1} = A_0$ in this case.

In the other direction, the following proposition establishes sufficient conditions associated to the result of Theorem \ref{thm:main}. Note that we formulate this result in terms of the actual rolling orbit $O_{\mathcal{DR}}(q_0)$ instead of restricting (only) to some rolling neighbourhood $O(q_0)$.

Proposition 5.6. Suppose that $(\hat{M}, \hat{g})$ contains a totally geodesic submanifold $\hat{N}$ of dimension 2, and assume that that $q_0 = (x_0, \hat{x}_0; A_0) \in Q$ with $\hat{x}_0 \in \hat{N}$ and $A_0\hat{T}_{x_0}M = T_{\hat{x}_0}\hat{N}$. Then if there does not exist (local) isometry $H : (M, g) \to (\hat{N}, \hat{g}|_{\hat{N}})$ such that $H_*|_{x_0} = A_0$, we have $\dim O_{\mathcal{DR}}(q_0) = 5$.

Proof. By shrinking $M, \hat{N}$ if need be around $x_0, \hat{x}_0$, respectively, we may assume an existence of an oriented orthonormal frame $\hat{E}_1, \hat{E}_2, \hat{E}_3$ as described in the statement of Proposition \ref{prop:local-isometry} and used in the proof of Theorem \ref{thm:main}.

The assumption that $\hat{N}$ is totally geodesic on $\hat{M}$, and since $q_0 = (x_0, \hat{x}_0; A_0) \in Q$ is such that $\hat{x}_0 \in \hat{N}$ and $A_0\hat{T}_{x_0}M = T_{\hat{x}_0}\hat{N}$, along with the introduction of the frame $\hat{E}_1, \hat{E}_2, \hat{E}_3$ above, imply that the assertions in items (a)-(d) of the proof of Theorem \ref{thm:main} hold true.

It is well known (cf. [1]) that since $M$ and $\hat{N}$ are both 2-dimensional, then the rolling orbit $O'(q_0)$ of $(M, g)$ rolling against $(\hat{N}, \hat{g}|_{\hat{N}})$ through $q_0$ has either dimension 2 or 5. Also, recall that by item (d) of the proof of Theorem \ref{thm:main} one has $\dim O_{\mathcal{DR}}(q_0) = \dim O'(q_0)$.

But if $\dim O'(q_0) = 2$, then $O'(q_0)$ would be an integral manifold of the rolling distribution $\mathcal{D}'$ of $(M, g)$ rolling against $(\hat{N}, \hat{g}|_{\hat{N}})$, because $\dim \mathcal{D}' = 2$, and it would then follow (cf. [1]) that there exist a local isometry $H : (M, g) \to (\hat{N}, \hat{g}|_{\hat{N}})$ such that $H_*|_{x_0} = A_0$, which contradicts our assumption that no such isometry exists.

6. Case $(\Pi_X, \Pi_Y) \neq (0, 0)$ on $O(q_0)$

In this section, in addition to establishing some notations, we will introduce a new frame (as in [2, 3]), which turns out to be useful in subsequent computations, by rotating the given orthonormal frame $X, Y$ of $M$ by an angle $\phi$. Indeed, since we are here assuming that $q_0 = (x_0, \hat{x}_0; A_0)$ has a rolling neighbourhood $O(q_0)$ on which $(\Pi_X, \Pi_Y)$ (is defined and) does not vanish, one can (after shrinking $O(q_0)$ around $q_0$ if necessary) define smooth functions $r$, $\phi : O' \to \mathbb{R}$ defined on some open set $O'$ of $Q$ containing $O(q_0)$ and such that

$$
(6.1) \quad \Pi_X = r \cos \phi, \quad \Pi_Y = r \sin \phi, \quad r > 0.
$$

In order to keep some of the formulas that appear below more compact, we shall write $c_\phi := \cos \phi$ and $s_\phi := \sin \phi$. Then we define the following maps $O' \to TM$ (i.e., “$Q$-dependent” vector fields of $M$),

$$
(6.2) \quad \tilde{X}_A = c_\phi X + s_\phi Y, \quad \tilde{Y}_A = -s_\phi X + c_\phi Y,
$$
and note that at each point \( q = (x, \tilde{x}; A) \in O' \) the vectors \( \tilde{X}_A \) and \( \tilde{Y}_A \) are orthonormal in \( T_{x,A} \).

With respect to this new frame, we have according to Eqs. (4.3), (6.1), (6.2),

\[
\Pi_{\tilde{X}} := \hat{g}(\dot{R}(\ast \tilde{Z}_A), \ast A \tilde{X}_A) = c_\phi \Pi_X + s_\phi \Pi_Y = r, \\
(6.3) \quad \Pi_{\tilde{Y}} := \hat{g}(\dot{R}(\ast \tilde{Z}_A), \ast A \tilde{Y}_A) = -s_\phi \Pi_X + c_\phi \Pi_Y = 0,
\]

and

\[
\hat{\sigma}^1_A := -\hat{g}(\dot{R}(\ast A \tilde{X}_A), \ast A \tilde{X}_A) = c_\sigma^2 \hat{\sigma}^1_A + s_\sigma^2 \hat{\sigma}^2_A - 2c_\phi s_\phi \Pi_Z, \\
\hat{\sigma}^2_A := -\hat{g}(\dot{R}(\ast A \tilde{Y}_A), \ast A \tilde{Y}_A) = s_\sigma^2 \hat{\sigma}^1_A + c_\sigma^2 \hat{\sigma}^2_A + 2c_\phi s_\phi \Pi_Z,
\]

\[
(6.4) \quad \Pi_{\tilde{Z}} := \hat{g}(\dot{R}(\ast A \tilde{X}_A), \ast A \tilde{Y}_A) = s_\phi c_\phi (\hat{\sigma}^1_A - \hat{\sigma}^2_A) + (c_\phi^2 - s_\phi^2) \Pi_Z,
\]

these definitions and relations being valid on the open set \( O' \) of \( Q \) that contains \( O(q_0) \).

6.1. Subcase \( \hat{\sigma}_A \equiv K(x) \) on \( O(q_0) \).

We assume in this subsection that \( (\Pi_X, \Pi_Y) \) does not vanish on \( O(q_0) \), while \( K(x) - \hat{\sigma}_A = 0 \) on \( O(q_0) \). It follows by Eqs. (4.1), (6.1) and (6.2) that

\[
(6.5) \quad \text{Rol}_q = (\Pi_Y \theta_X - \Pi_X \theta_Y) \otimes \tilde{Z}_A = -r \theta_{\tilde{Y}_A} \otimes \tilde{Z}_A,
\]

where \( \theta_X \) and \( \theta_Y \) are the \( g \)-dual 1-forms of \( X, Y \), respectively. We shall also write along this subsection

\[
(6.6) \quad \beta(q) := \hat{g}(\tilde{\nabla}_{\tilde{Z}_A} \dot{R}(\ast \tilde{Z}_A), \ast \tilde{Z}_A),
\]

which is a smooth function that is defined on an open subset of \( Q \), which we assume to be \( O' \) (see section 6).

The expression for \( \text{Rol}_q \) given just above implies that the following Lie brackets, which one can compute e.g. using Lemma 6.3 and Eq. (6.2), will be relevant to our study of the structure of the rolling neighbourhood \( O(q_0) \). Notice that \( \nu(\text{Rol}_q) \) being tangent to \( O(q_0) \) (as implied by Proposition 3.8) is now equivalent to \( \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A) \) being tangent to \( O(q_0) \), because \( r \neq 0 \). Consequently, the following vector fields are defined and tangent to \( O(q_0) \)

\[
\tilde{L}_X|_q := [\mathcal{L}_R(\tilde{X}), \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})]|_q = -\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \mathcal{L}_R(\tilde{Y}_A)|_q - (\mathcal{L}_R(\tilde{X}_A)|_q \phi + g(\Gamma, \tilde{X}_A)) \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
\tilde{L}_Y|_q := [\mathcal{L}_R(\tilde{Y}), \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})]|_q = \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \mathcal{L}_R(\tilde{X}_A)|_q - (\mathcal{L}_R(\tilde{Y}_A)|_q \phi + g(\Gamma, \tilde{Y}_A)) \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q - \mathcal{L}_R(\tilde{Z}_A)|_q,
\]

\[
(6.7) \quad \text{where } \Gamma \text{ is as defined in (4.1)}.
\]

The quantities \( \mathcal{L}_R(\tilde{X}_A)|_q \phi \) and \( \mathcal{L}_R(\tilde{Y}_A)|_q \phi \) appearing in the above equation can further be expressed in terms of the derivatives of \( \hat{\sigma}_A \) and \( K \) with respect to the two brackets in (6.7). Indeed,

\[
\tilde{L}_X|_q \theta(\cdot) = -(\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{Y}_A)|_q \theta(\cdot) - (\mathcal{L}_R(\tilde{X}_A)|_q \phi + g(\Gamma, \tilde{X}_A))2r,
\]

\[
\tilde{L}_Y|_q \theta(\cdot) = +(\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{X}_A)|_q \theta(\cdot) + \beta(q) - (\mathcal{L}_R(\tilde{Y}_A)|_q \phi + g(\Gamma, \tilde{Y}_A))2r,
\]
and,
\[
\tilde{L}_X|_q K = - (\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{Y}_A)|_q K,
\]
\[
\tilde{L}_Y|_q K = + (\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{X}_A)|_q K,
\]
which combined with our assumptions that \( K = \sigma_A \) and \( r \neq 0 \) on \( O(q_0) \), allow us to conclude that
\[
(6.8) \quad \mathcal{L}_R(\tilde{X}_A)|_q \phi = - g(\Gamma, \tilde{X}_A), \quad \mathcal{L}_R(\tilde{Y}_A)|_q \phi = - g(\Gamma, \tilde{Y}_A) + \frac{1}{2r} \beta(q),
\]
at every point \( q = (x, \hat{x}; A) \in O(q_0) \).

In addition, the vector fields in (6.7) are now simplified into the form
\[
\tilde{L}_X|_q = [\mathcal{L}_R(\tilde{X}), \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})]|_q = - (\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{Y}_A)|_q,
\]
\[
\tilde{L}_Y|_q = [\mathcal{L}_R(\tilde{Y}), \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})]|_q = (\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi) \mathcal{L}_R(\tilde{X}_A)|_q - \frac{\beta(q)}{2r} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q - \mathcal{L}_{NS}(\tilde{Z}_A)|_q.
\]
(6.9)

The above identities for \( \tilde{L}_X \) and \( \tilde{L}_Y \) imply that, so far, there is only one new tangent vector field on \( O(q_0) \) coming out of the previous Lie bracket computations, and that is
\[
(6.10) \quad F|_q := \mathcal{L}_{NS}(\tilde{Z}_A)|_q + \frac{\beta(q)}{2r} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q.
\]

The Lie bracket between \( \mathcal{L}_R(\tilde{Y}) \) and \( F \) is equal to
\[
[\mathcal{L}_R(\tilde{Y}), F]|_q = (F|_q \phi) \mathcal{L}_R(\tilde{X}_A)|_q + (\tilde{\Pi}_Z + \mathcal{L}_R(\tilde{Y}_A)|_q(\frac{\beta}{2r})) \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q
\]
\[
- r \nu(A(X \wedge Y))|_q + (3\sigma_A + \frac{3}{2r} \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q,
\]
from where we can extract a tangent vector field \( H \) to \( O(q_0) \) that is (pointwise) linearly independent to the ones previously encountered,
\[
H|_q := \nu(A(X \wedge Y))|_q - \frac{1}{r} (\tilde{\Pi}_Z + \mathcal{L}_R(\tilde{Y}_A)|_q(\frac{\beta}{2r})) \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q.
\]

We will now proceed to show that the second term on the right hand side of this expression for \( H \) vanishes.

Indeed, since \( \tilde{\sigma}(\cdot) - K = 0 \) on \( O(q_0) \) by assumption, and because \( H \) is tangent to \( O(q_0) \), we have \( H|_q(\tilde{\sigma}(\cdot) - K) = 0 \) for all \( q = (x, \hat{x}; A) \in O(q_0) \). But clearly \( V(K) = 0 \) for all \( \pi_Q \)-vertical vectors \( V \in V|_q(\pi_Q) \) (which \( H|_q \) is entirely composed of), while by Lemma 7.2 it holds \( \nu(A(X \wedge Y))|_q \tilde{\sigma}(\cdot) = 0 \), and therefore we are left with
\[
0 = H|_q(\tilde{\sigma}(\cdot) - K) = - \frac{1}{r} (\tilde{\Pi}_Z + \mathcal{L}_R(\tilde{Y}_A)|_q(\frac{\beta}{2r})) \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q \tilde{\sigma}(\cdot).
\]
By Lemma 7.6, the last factor on the right is given by \( \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q \tilde{\sigma}(\cdot) = 2r \), and since \( r \neq 0 \) on \( O(q_0) \) (by assumption), we can conclude that
\[
\mathcal{L}_R(\tilde{Y}_A)|_q(\frac{\beta}{2r}) = - \tilde{\Pi}_Z
\]
and hence

\[ H|_q = \nu(A(X \wedge Y))|_q, \quad \forall q \in O(q_0), \]

i.e., \( \nu(A(X \wedge Y))|_q \) is tangent to \( O(q_0) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \).

By Lemma 14 the Lie brackets of \( \mathcal{L}_R(\tilde{X}) \) and \( \mathcal{L}_R(\tilde{Y}) \) with \( \nu((\cdot)(X \wedge Y)) \) are

\[
[\mathcal{L}_R(\tilde{X}), \nu((\cdot)(X \wedge Y))]|_q = \mathcal{L}_R(\tilde{Y})|_q - \mathcal{L}_{NS}(A\tilde{Y})|_q
\]

\[
[\mathcal{L}_R(\tilde{Y}), \nu((\cdot)(X \wedge Y))]|_q = -\mathcal{L}_R(\tilde{X})|_q + \mathcal{L}_{NS}(A\tilde{X})|_q
\]

implying that \( \mathcal{L}_{NS}(A\tilde{X})|_q \) and \( \mathcal{L}_{NS}(A\tilde{Y})|_q \) are also tangent to \( O(q_0) \) at every point \( q = (x, \hat{x}; A) \in O(q_0) \). Therefore, there are at least 7 pointwise linearly independent vector fields tangent to \( O(q_0) \)

\[ (6.11) \quad \mathcal{L}_R(\tilde{X})|_q, \mathcal{L}_R(\tilde{Y})|_q, \mathcal{L}_{NS}(A\tilde{X})|_q, \mathcal{L}_{NS}(A\tilde{Y})|_q, F|_q, \nu(\theta\tilde{Y}_A \otimes \tilde{Z}_A)|_q, \nu(A(X \wedge Y))|_q, \]

where \( F|_q \) is the vector field given by (6.10).

At any \( q = (x, \hat{x}; A) \in O(q_0) \), the map \( \pi_{Q,M}|_{O(q_0)} : O(q_0) \to \hat{M} \) is a submersion. Consequently, the set \( \hat{V} := \pi_{Q,M}(O(q_0)) \) is an open neighbourhood of \( \hat{x}_0 \) in \( \hat{M} \).

With the above preliminary work done, we can formulate our first important result of this section. We remind that \( V = \pi_{Q,M}(O(q_0)) \) and that it is an open neighbourhood of \( x_0 \) in \( M \).

**Proposition 6.1.** The map \( \pi_{Q,M}|_{O(q_0)} : O(q_0) \to \hat{M} \) is a submersion. Consequently, the set \( \hat{V} := \pi_{Q,M}(O(q_0)) \) is an open neighbourhood of \( \hat{x}_0 \) in \( \hat{M} \).

**Proposition 6.2.** If \( K \equiv \hat{\sigma}_A \) on a rolling neighbourhood \( O(q_0) \) of \( q_0 = (x_0, \hat{x}_0; A_0) \), and \( (\Pi_X, \Pi_Y) \neq (0, 0) \) everywhere on \( O(q_0) \), then, after shrinking \( O(q_0) \) around \( q_0 \) if necessary, the curvature \( K \) of \((M, g)\) is constant on \( V \), and \( \beta \) vanishes on \( O(q_0) \).

**Proof:** By the above analysis, vector fields in (6.11) are tangent to \( O(q_0) \), and hence so are \( \mathcal{L}_{NS}(\tilde{X})|_q \) and \( \mathcal{L}_{NS}(\tilde{Y})|_q \). On the other hand, by Lemma 14 it holds that \( \mathcal{L}_{NS}(\tilde{X})|_q \hat{\sigma}_{(\cdot)} = 0 \) and \( \mathcal{L}_{NS}(\tilde{Y})|_q \tilde{\sigma}_{(\cdot)} = 0 \) on \( O(q_0) \), and since by assumption \( K - \hat{\sigma}_{(\cdot)} = 0 \) on \( O(q_0) \) as well, it follows that

\[
0 = \mathcal{L}_{NS}(\tilde{X})|_q(K - \hat{\sigma}_{(\cdot)}) = \tilde{X}_A(K),
\]

\[
0 = \mathcal{L}_{NS}(\tilde{Y})|_q(K - \hat{\sigma}_{(\cdot)}) = \tilde{Y}_A(K),
\]

and thus \( X(K) = 0, Y(K) = 0 \) (by (6.2)) on the open neighbourhood \( V = \pi_{Q,M}(O(q_0)) \) of \( x_0 \) in \( M \). Since by definition \( O(q_0) \) is connected, then so is \( V \) and because \( X, Y \) span the tangent space of \( M \) on each point of \( V \), it follow that \( K \) is constant on \( V \).

For every \( q = (x, \hat{x}; A) \in O(q_0) \), the matrix of \( \tilde{R}|_{\hat{x}} \) with respect to the orthonormal oriented basis \((\ast A\tilde{X}_A, \ast A\tilde{Y}_A, \ast \hat{Z}_A)\) is given by

\[ (6.12) \quad \tilde{R}|_{\hat{x}} = \begin{pmatrix}
-\hat{\sigma}_A & \tilde{\Pi}_Z & r \\
\tilde{\Pi}_Z & -\hat{\sigma}_A & 0 \\
r & 0 & -K
\end{pmatrix}, \]
where we have also used the assumption that $(\hat{\sigma}_A^3 = \hat{\sigma}_A = K(x)$ for all $q = (x, \hat{x}; A) \in O(q_0)$.

We know that the curvature tensor $\hat{R}|_{\hat{x}}$ depends only on the given point $\hat{x}$ in $\hat{V} = \pi_{Q, M}(O(q_0))$, and thus considered as a linear map $\hat{R}|_{\hat{x}} : \wedge^2 T_{\hat{x}} M \to \wedge^2 T_{\hat{x}} M$, its characteristic polynomial $f_{\hat{x}}(\tau)$ only depends on $\hat{x}$ in $\hat{V}$. For $q = (x, \hat{x}; A) \in O(q_0)$, the above matrix representation of $\hat{R}|_{\hat{x}}$ with respect to the basis $*A\hat{X}_A, *A\hat{Y}_A, *\hat{A}$ gives $f_{\hat{x}}(\tau)$ explicitly as

$$f_{\hat{x}}(\tau) = \tau^3 + (K + \hat{\sigma}_A^3 + \hat{\sigma}_A^2)\tau^2 + (K(\hat{\sigma}_A^1 + \hat{\sigma}_A^2) + \hat{\sigma}_A^1\hat{\sigma}_A^2 - (\hat{\Pi}_2)^2 - r^2)\tau$$

(6.13)

$$+ K(\hat{\sigma}_A^1\hat{\sigma}_A^2 - (\hat{\Pi}_2)^2) - r^2\hat{\sigma}_A^2 = \sum_{k=0}^{3} C_k(q) r^k,$$

which implies that each coefficient $C_k(q)$, $q = (x, \hat{x}; A) \in O(q_0)$, only depends on $\hat{x} \in \hat{V}$, i.e., there are functions $\hat{c}_k : \hat{V} \to \mathbb{R}$ such that $C_k(q) = \hat{c}_k(\pi_{Q,\hat{M}}(q))$ for all $q \in O(q_0)$.

In particular, concentrating on the coefficient $C_1$ of $\tau^1$, we have

$$0 = \mathcal{L}_{NS}(\hat{X}_A)|_q C_1 = \mathcal{L}_{NS}(\hat{X}_A)|_q (K(\hat{\sigma}_A^1 + \hat{\sigma}_A^2) + \hat{\sigma}_A^1\hat{\sigma}_A^2 - (\hat{\Pi}_2)^2 - r^2),$$

where the first equality is a consequence of $(\pi_{Q,\hat{M}})_*\mathcal{L}_{NS}(\hat{X}_A) = 0$ and the above observation that $C_1 = \hat{c}_1 \circ \pi_{Q,\hat{M}}$. But since $K$ is constant on the open $V \subset M$, and $\mathcal{L}_{NS}(\hat{X}_A)|_q \hat{\sigma}_A^1 = 0$, $\mathcal{L}_{NS}(\hat{X}_A)|_q \hat{\sigma}_A^2 = 0$, $\mathcal{L}_{NS}(\hat{X}_A)|_q \hat{\Pi}_2 = 0$ by Lemmas 7.10, 7.11 and 7.12, the above equation reduces to

$$0 = -\mathcal{L}_{NS}(\hat{X}_A)|_q (r^2) = -2r(q)\mathcal{L}_{NS}(\hat{X}_A)|_q r = r(q)\beta(q), \quad \forall q \in O(q_0),$$

where the last equality is a consequence of Lemma 7.7. Because $r \neq 0$ on $O(q_0)$, we conclude that $\beta = 0$ on $O(q_0)$, which completes the proof. \(\square\)

**Proposition 6.3.** Under the assumptions of Proposition 6.2 we have:

a) $\hat{\sigma}_A^2$ and $\hat{\Pi}_2$ both vanish on $O(q_0)$;

b) $r(\cdot)^2 = K \hat{\sigma}_A^1$ on $O(q_0)$; in particular $K \neq 0$ and $\hat{\sigma}_A^1 \neq 0$ everywhere on $O(q_0)$.

**Proof.** We start with item a). Since $\beta = 0$ on $O(q_0)$ (by Proposition 6.2) it follows that the vector $F|_q = \mathcal{L}_{NS}(\hat{Z}_A)|_q$ (see Eq. (6.10)) is a tangent to $O(q_0)$ at every $q = (x, \hat{x}; A) \in O(q_0)$. According to Lemma 7.4 the Lie brackets $[\mathcal{L}_{R}(\hat{X}), \mathcal{L}_{NS}(\hat{Z})]|_q$ and $[\mathcal{L}_{R}(\hat{Y}), \mathcal{L}_{NS}(\hat{Z})]|_q$ are equal to

$$[\mathcal{L}_{R}(\hat{X}), \mathcal{L}_{NS}(\hat{Z})]|_q = -(\mathcal{L}_{NS}(\hat{Z}_A)|_q \phi)\mathcal{L}_{R}(\hat{Y}_A)|_q + \hat{\sigma}_A^2 \nu(\theta_{\hat{X}_A} \otimes \hat{Z}_A)|_q + \hat{\Pi}_2 \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q,$$

$$[\mathcal{L}_{R}(\hat{Y}), \mathcal{L}_{NS}(\hat{Z})]|_q = (\mathcal{L}_{NS}(\hat{Z}_A)|_q \phi)\mathcal{L}_{R}(\hat{X}_A)|_q + \hat{\Pi}_2 \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q$$

$$+ \hat{\sigma}_A^1 \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q - \Pi_{\hat{X}} \nu(A(X \wedge Y))|_q,$$

and therefore Lemma 7.6 allows one to infer that the derivatives of $\hat{\sigma}(\cdot)$ along these brackets are

$$[\mathcal{L}_{R}(\hat{X}), \mathcal{L}_{NS}(\hat{Z})]|_q \hat{\sigma}(\cdot) = -(\mathcal{L}_{NS}(\hat{Z}_A)|_q \phi)\mathcal{L}_{R}(\hat{Y}_A)|_q \hat{\sigma}(\cdot) + 2\hat{\sigma}_A^2 r,$$

$$[\mathcal{L}_{R}(\hat{Y}), \mathcal{L}_{NS}(\hat{Z})]|_q \hat{\sigma}(\cdot) = (\mathcal{L}_{NS}(\hat{Z}_A)|_q \phi)\mathcal{L}_{R}(\hat{X}_A)|_q \hat{\sigma}(\cdot) + 2\hat{\Pi}_2 r.$$
Since $\hat{\sigma}(\cdot) = K$ on $O(q_0)$ and $K$ is constant on $V$ by Proposition 6.2, while the vectors $[L_R(\hat{X}), L_{NS}(\hat{Z})]_q$, $[L_R(\hat{Y}), L_{NS}(\hat{Z})]_q$ and $L_R(\hat{X}_A)|_q$, $L_R(\hat{Y}_A)|_q$ are tangent to $O(q_0)$, the above equations imply that $2\hat{\sigma}_2^2 r(q) = 0$ and $2\hat{\Pi}_r(q)r(q) = 0$ for all $q \in O(q_0)$. Given that $r \neq 0$ everywhere on $O(q_0)$, we thus find that $\hat{\sigma}_A^2 = 0$ and $\hat{\Pi}_r = 0$ on $O(q_0)$ as claimed.

It remains to prove the assertion of case b). Since $\hat{\Pi}_r = 0$ and $\hat{\sigma}_A^2 = 0$ on $O(q_0)$, and since $\nu(\theta_{\hat{X}_A} \otimes \hat{Z}_A)|_q$ is tangent to $O(q_0)$ (see (6.11)), we have by Lemma 7.12

$$0 = \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q \hat{\Pi}_r = \frac{1}{r}(-\hat{\sigma}_A \hat{\sigma}_A^1 + r^2).$$

This means that $\hat{\sigma}_A \hat{\sigma}_A^1 = r^2$, and hence $\hat{\sigma}_A^2 \neq 0$ and $K = \hat{\sigma}_A 
eq 0$, because $r \neq 0$. \hfill $\square$

For the next corollary, we recall that $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$ is an open neighbourhood of $\hat{x}_0$ in $\hat{M}$ (see Proposition 6.1).

**Corollary 6.4.** Under the assumptions of Proposition 6.2, the following are true:

a) There exists a function $\hat{r} \in C^\infty(\hat{V})$ such that $r(q) = \hat{r}(\hat{x})$ for all $q = (x, \hat{x}; A) \in O(q_0)$.

b) For every $\hat{x} \in \hat{V}$, the curvature $\hat{R}|_{\hat{x}}$ has 0 as a double eigenvalue and $-(K^2 + r(\hat{x})^2)/K$ as a simple (non-zero) eigenvalue.

**Proof.** We start with the case b), using $r(q)$ instead of $\hat{r}(\hat{x})$. Once this is done, we can easily show that $r(q)$ is represented by a function $\hat{r}$ on $\hat{V} \subset \hat{M}$.

For any $q = (x, \hat{x}; A) \in O(q_0)$, Proposition 6.3 and Eq. (6.12) imply that the matrix representation of the curvature $\hat{R}|_{\hat{x}}$ w.r.t. $(\hat{x}, \hat{A}_X, \hat{x}, \hat{A}_Y, \hat{x}, \hat{Z}_A)$ is given by

$$(6.14) \quad \hat{R}|_{\hat{x}} = \begin{pmatrix} -r(q)^2/K & 0 & r(q) \\ 0 & 0 & 0 \\ r(q) & 0 & -K \end{pmatrix},$$

and the characteristic polynomial $f_{\hat{x}}(\tau)$ at $\hat{x}$ of this matrix is found to be (in comparison to (6.13)),

$$f_{\hat{x}}(\tau) = \tau^2 \left(\tau + \frac{r(q)^2}{K} + K\right).$$

This shows that, for any $q = (x, \hat{x}; A) \in O(q_0)$, the eigenvalues of $\hat{R}|_{\hat{x}}$ are 0 and $-(K^2 + r(q)^2)/K$ with 0 at least a double eigenvalue.

But we know that $r(q) \neq 0$ (and $K \neq 0$), implying that $-(K^2 + r(q)^2)/K \neq 0$, and therefore 0 is a double eigenvalue, while $-(K^2 + r(q)^2)/K$ is a simple (non-zero) eigenvalue of $\hat{R}|_{\hat{x}}$.

Finally note that if we start with any point $\hat{x} \in \hat{V}$, then because $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$, there exists $q \in O(q_0)$ such that $\pi_{Q,\hat{M}}(q) = \hat{x}$, allowing us to write $q = (x, \hat{x}; A)$, and hence conclude, by what we have just observed, that $\hat{R}|_{\hat{x}}$ has 0 as a double eigenvalue, and $-(K^2 + r(q)^2)/K$ as a simple (non-zero) eigenvalue. This completes the proof of the case b), with $r(q)$ replacing $\hat{r}(\hat{x})$ until the assertion of case a) has been verified.

Now the case a) follows almost immediately. Indeed, we now know that $\hat{R}|_{\hat{x}}$ has a simple eigenvalue for all $\hat{x} \in \hat{V}$, and therefore it must define a smooth function $\hat{x} \mapsto \lambda(\hat{x}) \in C^\infty(\hat{V})$. We also know that, for all $q = (x, \hat{x}; A) \in O(q_0)$, this eigenvalue $\lambda(\hat{x})$ equals to $-(K^2 + r(q)^2)/K$ by the above reasoning. That is $\lambda(\hat{x}) = -(K^2 + r(q)^2)/K$, from which we find that $r(q)^2 = -K(\lambda(\hat{x}) + K)$ for all $q = (x, \hat{x}; A) \in O(q_0)$. Since $r(q) > 0$, we may take $\hat{r}(\hat{x}) := \sqrt{-K(\lambda(\hat{x}) + K)}$ to finish the proof of the case a). \hfill $\square$
Proposition 6.5. Under the assumptions of Proposition 6.2, the rolling neighborhood \( O(q_0) \) of \( q_0 = (x_0, \dot{x}_0; A_0) \) has dimension 7, and it has a frame of vector fields consisting of

\[
\mathcal{L}_R(\hat{X}_A)|_q, \mathcal{L}_R(\hat{Y}_A)|_q, \mathcal{L}_\mathcal{N}(A\hat{X}_A)|_q, \mathcal{L}_\mathcal{N}(A\hat{Y}_A)|_q, \mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q, \nu(\theta_{\hat{Y}} \otimes \hat{Z})|_q, \nu(A(X \wedge Y))|_q.
\]

Proof. We already know that vector fields listed in (6.11) are tangent to \( O(q_0) \) (see the discussion preceding Proposition 6.1), and that \( F|_q = \mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q \) due to the definition (6.10) of \( F \)

and the fact that \( \beta = 0 \) on \( O(q_0) \) as established in Proposition 6.2.

In order to show that 7 vector fields (6.15), which are clearly linearly independent at every point of \( O(q_0) \), actually span the tangent space of \( O(q_0) \) at every point of \( O(q_0) \), and hence form a frame on \( O(q_0) \), it is thus sufficient and necessary to show that these vector fields form an involutive system on \( O(q_0) \). Indeed, then the constant rank 7 distribution \( D \) spanned by them on \( O(q_0) \) is involutive, and since \( \mathcal{D}_R|_q \subset D|_q \) for all \( q \in O(q_0) \), an integral manifold (which exists e.g. by Frobenius’ theorem) of \( D \) on \( O(q_0) \) will clearly contain \( O(q_0) \) itself, which implies that \( D|_q = T_q(O(q_0)) \) for all \( q \in O(q_0) \), and completes the proof.

First we note that the vector fields (6.15) form an involutive system if and only if their mutual Lie brackets do not contain the term \( \nu(\theta_{\hat{X}} \otimes \hat{Z})|_q \) with a non-vanishing coefficient.

The expressions for all the Lie brackets between vector fields (6.15) can be read off from Lemma 7.4 and they are subject to important simplifications thanks to the additional identities obtained so far in this section. One such simplification comes from (6.8) combined with \( \beta = 0 \) on \( O(q_0) \) (Proposition 6.2) so that \( \mathcal{L}_R(\hat{X}_A)|_q g + g(\Gamma, \hat{X}_A) = 0 \) and \( \mathcal{L}_R(\hat{Y}_A)|_q g + g(\Gamma, \hat{Y}_A) = 0 \) on \( O(q_0) \). The remaining identities one needs to use are \( \hat{\sigma}_A^2 = 0 \) and \( \tilde{\Pi}_Z = 0 \) from Proposition 6.3 and the relations

\[
\mathcal{L}_\mathcal{N}(A\hat{X}_A)|_q g = 0, \quad \mathcal{L}_\mathcal{N}(A\hat{Y}_A)|_q g = 0, \quad \mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q g = 0
\]

holding on \( O(q_0) \) as we will now verify.

Indeed, we have that the vector fields appearing in (6.15) are tangent to \( O(q_0) \) while \( \hat{\sigma}_{(-)} K = 0 \) on \( O(q_0) \) by assumption, hence using Lemma 7.4, Lemma 7.6 and the fact that \( \beta = 0 \) on \( O(q_0) \) (Proposition 6.2), we find that

\[
0 = [\nu(\theta_{\hat{Y}} \otimes \hat{Z}), \mathcal{L}_\mathcal{N}(\cdot \hat{X})]|_q (K - \hat{\sigma}) = 2r(q)(\mathcal{L}_\mathcal{N}(A\hat{X}_A)|_q g)
\]

\[
0 = [\nu(\theta_{\hat{Y}} \otimes \hat{Z}), \mathcal{L}_\mathcal{N}(\cdot \hat{Y})]|_q (K - \hat{\sigma}) = 2r(q)(\mathcal{L}_\mathcal{N}(A\hat{Y}_A)|_q g),
\]

\[
0 = [\nu(\theta_{\hat{Y}} \otimes \hat{Z}), \mathcal{L}_\mathcal{N}(\hat{Z})]|_q (K - \hat{\sigma}) = 2r(q)(\mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q g),
\]

for all \( q \in O(q_0) \). But \( r \neq 0 \) everywhere on \( O(q_0) \), hence \( \mathcal{L}_\mathcal{N}(A\hat{X}_A)|_q g, \mathcal{L}_\mathcal{N}(A\hat{Y}_A)|_q g \) and \( \mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q g \) all vanish on \( O(q_0) \) as was claimed.

Given these observations, one readily sees from Lemma 7.4 that the Lie brackets of \( \mathcal{L}_R(\hat{X}_A), \mathcal{L}_R(\hat{Y}_A), \) and \( \nu(A(X \wedge Y)) \) with all the others appearing in (6.15) remain \( C^\infty(O(q_0)) \)-linear combinations of the vector fields in (6.15). That leaves us to check that Lie brackets of the vector fields

\[
\mathcal{L}_\mathcal{N}(A\hat{X}_A)|_q, \quad \mathcal{L}_\mathcal{N}(A\hat{Y}_A)|_q, \quad \mathcal{L}_\mathcal{N}(\hat{Z}_A)|_q, \quad \nu(\theta_{\hat{Y}} \otimes \hat{Z})|_q
\]

are \( C^\infty(O(q_0)) \)-linear combinations of the vector fields listed in (6.15).

Since \( \hat{\sigma}_A^2 = 0 \) and \( \tilde{\Pi}_Z = 0 \), one also sees (Lemma 7.4) that the Lie brackets \( [\mathcal{L}_\mathcal{N}(\hat{Z}), \mathcal{L}_\mathcal{N}(\cdot \hat{X})] \) and \( [\mathcal{L}_\mathcal{N}(\hat{Z}), \mathcal{L}_\mathcal{N}(\cdot \hat{Y})] \), remain in the span of the vector fields (6.15). And clearly the same is true for \( [\mathcal{L}_\mathcal{N}(\cdot \hat{X}), \mathcal{L}_\mathcal{N}(\cdot \hat{Y})] \).
It thus remains to check the Lie brackets of \( \nu(\theta_{\tilde{X}} \otimes \tilde{Z}) \) with \( \mathcal{L}_{\mathbb{NS}}(\tilde{X},A), \mathcal{L}_{\mathbb{NS}}(\tilde{Y},A) \) and \( \mathcal{L}_{\mathbb{NS}}(\tilde{Z}) \). In these three cases, as one can readily see from Lemma 3.3, the coefficient of \( \nu(\theta_{\tilde{X}} \otimes \tilde{Z}) \) will be, respectively, \( \mathcal{L}_{\mathbb{NS}}(\tilde{X},A)|q, \mathcal{L}_{\mathbb{NS}}(\tilde{Y},A)|q \) and \( \mathcal{L}_{\mathbb{NS}}(\tilde{Z})|q \), which all vanish on \( O(q_0) \) in view of (6.10). This completes the proof. \( \square \)

**Proposition 6.6.** Under the assumptions of Proposition 6.3, there is a smooth oriented orthonormal frame \( \tilde{E}_1, \tilde{E}_2, \tilde{E}_3 \) of \( \tilde{M} \) defined on \( \tilde{V} \) with respect to which the connection table \( \hat{\Gamma} \) of \( \hat{\nabla} \) takes the form

\[
(6.17) \quad \hat{\Gamma} = \begin{pmatrix}
0 & 0 & 0 \\
\hat{\Gamma}^{(3,1)}_1 & \hat{\Gamma}^{(3,1)}_2 & \hat{\Gamma}^{(3,1)}_3 \\
0 & 0 & 0
\end{pmatrix}.
\]

In addition, \( \star\hat{E}_2|\tilde{x} \) is an eigenvector of \( \tilde{R}|\tilde{x} \) corresponding to the eigenvalue \(- (K^2 + \hat{r}(\tilde{x})^2)/K\) at every \( \tilde{x} \in \tilde{V} \).

**Proof.** Since by Corollary 6.3, \( \tilde{R}|\tilde{x} \) has a simple (smooth, non-zero) eigenvalue \( \hat{\lambda}(\tilde{x}) := -(K^2 + \hat{r}(\tilde{x})^2)/K \) on the open subset \( \tilde{V} = \pi_{Q,M}(O(q_0)) \) of \( \tilde{M} \), it follows that (after shrinking \( O(q_0) \) around \( q_0 \) if necessary) one can choose a smooth unit vector field \( \hat{E}_2 \) on \( \tilde{V} \) such that \( \star\hat{E}_2 \) is an eigenvector of \( \tilde{R} \) corresponding to \( \hat{\lambda} \) at every \( \tilde{x} \in \tilde{V} \). This establishes the second assertion in the statement of this result.

It then follows that the 2-dimensional eigenspace associated to the eigenvalue 0 of \( \tilde{R} \), as indicated in Corollary 6.3, is nothing else but \( \star(\hat{E}_2^\perp) \). As \( \hat{E}_2^\perp \) is a smooth 2-dimensional distribution on \( \tilde{V} \), one can choose (at least after shrinking \( O(q_0) \) further around \( q_0 \)) smooth unit vector fields \( \hat{E}_1, \hat{E}_3 \) on \( \tilde{V} \) such that \( (\hat{E}_1, \hat{E}_2, \hat{E}_3) \) forms an oriented orthonormal frame of \( \tilde{M} \) on \( \tilde{V} \) (in particular \( \hat{E}_1, \hat{E}_3 \in \hat{E}_2^\perp \)).

Proposition 6.3 and the vector fields listed in Eq. (6.13) imply that \( \mathcal{L}_{\mathbb{NS}}(\hat{E}_i) \in VF(O(q_0)), i = 1, 2, 3 \), and hence \( L_{ij} := [\mathcal{L}_{\mathbb{NS}}(\hat{E}_i), \mathcal{L}_{\mathbb{NS}}(\hat{E}_j)] \in VF(O(q_0)) \) and \( H_{ij} := \mathcal{L}_{\mathbb{NS}}([\hat{E}_i, \hat{E}_j]) \in VF(O(q_0)), \) for \( i, j = 1, 2, 3 \). It follows that

\[
\nu(\tilde{R}(\hat{E}_i, \hat{E}_j)|\cdot) = L_{ij} - H_{ij} \in VF(O(q_0)), \quad i, j = 1, 2, 3,
\]

which in the particular case of \( i = 3, j = 1 \) at \( q = (x, \tilde{x}; A) \in O(q_0) \) yields

\[
\nu(\tilde{R}(\hat{E}_3, \hat{E}_1)|\cdot)|q = \hat{\lambda}(\tilde{x}) \nu(\star\hat{E}_2)|q,
\]

and since \( \hat{\lambda} \neq 0 \) on \( \tilde{V} \), we conclude that \( \nu(\star\hat{E}_2)(\cdot) \in VF(O(q_0)) \).

We now iterate Lie brackets of vector fields of \( O(q_0) \). First \( \mathcal{L}_{\mathbb{NS}}(\hat{E}_i), \nu(\star\hat{E}_2)(\cdot) \in VF(O(q_0)), i = 1, 2, 3 \), implying that (see Proposition 3.10),

\[
VF(O(q_0)) \ni q \mapsto F^{(i)}_1|q := [\mathcal{L}_{\mathbb{NS}}(\hat{E}_i), \nu(\star\hat{E}_2)(\cdot)]|q \in VF(O(q_0)), \quad i = 1, 2, 3,
\]

where we recalled that \( \hat{\Gamma}^{(i,k)}_{(1,2)} = g(\nabla_{\hat{E}_i}\hat{E}_j, \hat{E}_k) \), and we used the fact that \( \hat{E}_i, i = 1, 2, 3 \), are unit vector fields. Now that \( F^{(i)}_1, \nu(\star\hat{E}_2)(\cdot) \in VF(O(q_0)), i = 1, 2, 3 \), we also have (see Proposition 3.10),

\[
VF(O(q_0)) \ni q \mapsto F^{(i)}_2|q := [F^{(i)}_1, \nu(\star\hat{E}_2)(\cdot)]|q \in VF(O(q_0)), \quad i = 1, 2, 3,
\]
where $[\cdot, \cdot]_{so}$ denotes the commutator of the elements of the Lie-algebra $so(T_x\hat{M})$.

Now let us fix $i \in \{1, 2, 3\}$. According to Proposition 6.5 and the vector fields listed in Eq. (6.15), the $\pi_Q$-vertical space $V_q(O(q_0)) := V_q(Q) \cap T_q(O(q_0))$ of $O(q_0)$ is spanned by the last two (linearly independent) vector fields in (6.15), hence $\dim V_q(O(q_0)) = 2$. However, the argument given above implies that $\nu(\pi_E)A|_q$, $F_1^{(i)}|_q$, and $F_2^{(i)}|_q$ all belong to $V_q(O(q_0))$, for $q \in O(q_0)$, which therefore is only possible if these three vectors are linearly dependent, i.e., the equality

$$0 = \det \begin{pmatrix} 0 & 1 & 0 \\ -\Gamma^i_{(1,2)} & 0 & \Gamma^i_{(2,3)} \\ -\Gamma^i_{(2,3)} & 0 & -\Gamma^i_{(1,2)} \end{pmatrix} = -(\hat{\Gamma}^i_{(1,2)})^2 + (\hat{\Gamma}^i_{(2,3)})^2$$

must be satisfied at all points $q = (x, \dot{x}; A) \in O(q_0)$. From this we conclude that

$$\hat{\Gamma}^i_{(1,2)} = 0, \quad \hat{\Gamma}^i_{(2,3)} = 0, \quad \text{on } \hat{V} \text{ for } i = 1, 2, 3.$$

The vanishing of these coefficients shows that the connection table $\hat{\Gamma}$ of $\hat{\nabla}$ indeed takes the form in (6.17), and therefore we have finished the proof. \qed

**Corollary 6.7.** The smooth function

(6.18) $\alpha : O(q_0) \to \mathbb{R}; \quad \alpha(q) := \hat{g}(\hat{Z}, \hat{E}_2|_{\dot{x}}), \quad q = (x, \dot{x}; A) \in O(q_0).$

is constant on $O(q_0)$.

**Proof.** Write the orthonormal frame $(X, Y)$ on $M$ as $(X, Y) = (E_1, E_2)$. Since $\nabla E_1 \parallel E_2$, while $\nabla E_1 \parallel E_1$, for $i = 1, 2$, we have we have

$$\mathcal{L}_R(E_i)|_q \hat{Z}(\cdot) = \ast((A \nabla E_1) \wedge A E_2) + \ast(A E_1 \wedge A (\nabla E_2)) = 0, \quad i = 1, 2,$$

for all $q = (x, \dot{x}; A) \in O(q_0)$. In other words,

$$\mathcal{L}_R(\xi)|_q \hat{Z}(\cdot) = 0, \quad \forall q = (x, \dot{x}; A) \in O(q_0),$$

for any vector field $\xi$ of $M$ defined on the open subset $V = \pi_{Q,M}(O(q_0))$ of $M$.

On the other hand, it follows from the connection table (6.17) that

$$\hat{\nabla}_{E_i} \hat{E}_2 = 0, \quad i = 1, 2, 3,$$

i.e., $\hat{\nabla}_\xi \hat{E}_2 = 0$ for any vector field $\xi$ of $\hat{M}$ defined on the open subset $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$ of $\hat{M}$.

Thus for any vector field $\xi$ of $M$ defined on $V$ and any $q = (x, \dot{x}; A) \in O(q_0)$,

$$\mathcal{L}_R(\xi)|_q \alpha = \hat{g}(\mathcal{L}_R(\xi)|_q \hat{Z}(\cdot), \hat{E}_2|_{\dot{x}}) + \hat{g}(\hat{Z}, \hat{\nabla}_{\xi|_{\dot{x}}} \hat{E}_2) = 0.$$

This implies that $\alpha$ is constant along any $\mathcal{D}_R$-horizontal curve on $O(q_0)$, and hence that $\alpha$ is constant on $O(q_0)$ as claimed. \qed

We are now in position to formulate the main theorem of this section. As a reminder, we are writing $V = \pi_{Q,M}(O(q_0))$, $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$, and they are open subsets of $M$ and $\hat{M}$, respectively, because $\pi_{Q,M}|_{O(q_0)} : O(q_0) \to M$ is submersion by Proposition 3.8 and (the) Definition 4.1 of $O(q_0)$, while $\pi_{Q,\hat{M}}|_{O(q_0)} : O(q_0) \to \hat{M}$ is a submersion in the case under consideration by Proposition 6.1.
Theorem 6.8. If $K(x) = \sigma_A$ and $(\Pi_x(q), \Pi_y(q)) \neq (0, 0)$ for all $q = (x, \hat{x}; A)$ on a rolling neighbourhood $O(q_0)$ of $q_0 = (x_0, \hat{x}_0; A_0)$, then, after shrinking $O(q_0)$ around $q_0$ if necessary, the curvature $K \neq 0$ of $(M, g)$ is constant on $V$ and $(\hat{V}, \hat{g}|_V)$ is isometric to a Riemannian product $(\hat{I} \times \hat{N}, s_1 \oplus \hat{h})$, where $(\hat{N}, \hat{h})$ is a 2-dimensional Riemannian manifold whose curvature $\hat{K}^{\hat{N}}$ is constant and non-zero, and $\hat{I} \subset \mathbb{R}$ is a non-empty open interval equipped with the standard Riemannian metric $s_1$.

Finally, if $\hat{F} : (\hat{I} \times \hat{N}, s_1 \oplus \hat{h}) \to (\hat{V}, \hat{g}|_V)$ is this isometry, and $\hat{F}(\hat{r}_0, \hat{y}_0) = \hat{x}_0$, then $A_0 T_{\hat{x}_0} M \neq (\hat{F}_{\hat{r}_0})_* T_{\hat{y}_0} \hat{N}$, where $\hat{F}_{\hat{r}_0} : \hat{N} \to \hat{V}$; $\hat{F}_{\hat{r}_0}(\hat{y}) = \hat{F}(\hat{r}_0, \hat{y})$, and furthermore $\hat{E}_2|_{\hat{x}_0} \notin A_0 T_{\hat{x}_0} M$.

Proof. Recall first that the constancy of $K$ over the neighbourhood $V \subset M$ of $x_0$ has already been established in Proposition 6.2 above, and $K \neq 0$ by case b) of Proposition 6.3.

Next we show that $(\hat{V}, \hat{g}|_V)$ is a Riemannian product as claimed. To this end, using [12] or [9, Theorem C.14] (or [4, Theorem D.14] – containing a detailed proof), the result of Proposition 6.6 implies, after shrinking $O(q_0)$ around $q_0$ if needed, that $(\hat{V}, \hat{g}|_V)$ is isometric to a warped product $(\hat{I} \times \hat{N}, s_1 \oplus \hat{h})$ for some 2-dimensional Riemannian manifold $(\hat{N}, \hat{h})$, open interval $\hat{I} \subset \mathbb{R}$, and a warping function $\hat{f} \in C^\infty(\hat{I})$ which satisfies $\frac{\hat{f}(\hat{r})}{\hat{f}(0)} = 0$ for all $\hat{r} \in \hat{I}$, because $\hat{\Gamma}^1_{(1,2)} = 0$ on $\hat{V}$ according to Eq. (6.17). This means that $\hat{f}$ is a constant $\hat{c} \in \mathbb{R}$, whose square $\hat{c}^2$ one can absorb into the metric $\hat{h}$ of $\hat{N}$ and conclude that $(\hat{V}, \hat{g}|_V)$ is isometric to a Riemannian product $(\hat{I} \times \hat{N}, s_1 \oplus \hat{h})$.

Our next task is to show that the (Gaussian) curvature $K^{\hat{N}}$ of $(\hat{N}, \hat{h})$ is constant and non-zero.

By Proposition 6.6, $\star \hat{E}_2|_{\hat{x}_0}$ is an eigenvector of $\hat{R}|_{\hat{x}_0}$ corresponding to the eigenvalue $\hat{\lambda}(\hat{x}) = -(K^2 + \hat{r}(\hat{x})^2)/\hat{K}$. The (Gaussian) curvature $K^{\hat{N}}(\hat{y})$ of $(\hat{N}, \hat{h})$ at any $\hat{y} \in \hat{N}$ being equal to $-\hat{g}(\hat{R}|_{\hat{x}_0}(\hat{E}_2|_{\hat{x}_0}), \hat{E}_2|_{\hat{x}_0})$, we find

$$K^{\hat{N}}(\hat{y}) = -\hat{g}(\hat{R}|_{\hat{x}_0}(\star \hat{E}_2|_{\hat{x}_0}), \star \hat{E}_2|_{\hat{x}_0}) = (K^2 + \hat{r}(\hat{x})^2)/\hat{K},$$

because $\hat{E}_2|_{\hat{x}_0}$ is a unit vector. As $\hat{r} \neq 0$ on $\hat{V}$, we conclude that $K^{\hat{N}} \neq 0$ everywhere on $\hat{N}$.

From (6.14), which gives the matrix of $\hat{R}|_{\hat{x}_0}$ w.r.t the basis $(\star A\hat{X}_A, \star A\hat{Y}_A, \star \hat{Z}_A)$ of $\bigwedge^2 T_{\hat{x}_0} \hat{M}$, one can see that $\star \hat{W}_A$ is a (non-zero) eigenvector of $\hat{R}|_{\hat{x}_0}$ corresponding to the eigenvalue $\hat{\lambda}(\hat{x})$, if we define

$$\hat{W}_A := -\hat{r}(\hat{x}) A\hat{X}_A + K \hat{Z}_A.$$
holding for every \( q = (x, \hat{x}; A) \in O(q_0) \) with \( (\hat{r}, \hat{y}) = \hat{F}^{-1}(\hat{x}) \). From this we can deduce that \( K^{\hat{N}} \) is constant on \( \hat{N} \) by the following argument. Let \( \hat{y}_1, \hat{y}_2 \) be two points \( \hat{N} \). Then \( (\hat{r}_0, \hat{y}_i) \in \hat{I} \times \hat{N} \), and so there are \( \hat{x}_i \in \hat{V} \) such that \( \hat{F}(\hat{r}_0, \hat{y}_i) = \hat{x}_i \), \( i = 1, 2 \). Because \( \hat{V} = \pi_{\hat{q}, \hat{y}}(O(q_0)) \), there thus are two points \( q_1, q_2 \in O(q_0) \) such that \( \pi_{\hat{q}, \hat{y}}(q_i) = \hat{x}_i \). Corollary [6.7] implies that \( \alpha(q_1) = \alpha(q_2) \), and hence Eq. (6.20) that \( \frac{\partial}{\partial \hat{r}} \circ \hat{F} = \hat{E}_2 \mid \hat{F}(\hat{r}, \hat{y}) \), \( \forall (\hat{r}, \hat{y}) \in \hat{I} \times \hat{N} \), which then implies that \( \hat{E}_2 \mid \hat{x}_0 = (\hat{F}_0)_* (T_{\hat{y}_0} \hat{N}) \). On the other hand, one has (for example) 

\[
\dot{g}(A_0 \dot{X}_{\hat{A}_0}, \hat{E}_2 \mid \hat{x}_0) = \eta(q_0) \dot{g}(A_0 \dot{X}_{\hat{A}_0} - \dot{r}(\hat{x}_0) A_0 \dot{X}_{\hat{A}_0} + K \dot{Z}_{\hat{A}_0}) = -\eta(q_0) \dot{r}(\hat{x}_0) \neq 0,
\]

since \( \dot{r} \neq 0 \) on \( \hat{V} \), showing that \( A_0 \dot{X}_{\hat{A}_0} \notin \hat{E}_2 \mid \hat{x}_0 = (\hat{F}_0)_* (T_{\hat{y}_0} \hat{N}) \). As \( A_0 T_{x_0} M = \text{span} \{ A_0 \dot{X}_{\hat{A}_0}, A_0 \dot{Y}_{\hat{A}_0} \} \), we can conclude that \( A_0 T_{x_0} M \neq (\hat{F}_0)_* (T_{\hat{y}_0} \hat{N}) \) as asserted.

Finally, suppose that \( \hat{E}_2 \mid \hat{x}_0 \in A_0 T_{x_0} M \). Then because \( \dot{g}(A_0 \dot{Y}_{\hat{A}_0}, \hat{E}_2 \mid \hat{x}_0) = 0 \), this would imply that \( \hat{E}_2 \mid \hat{x}_0 = \pm A_0 \dot{X}_{\hat{A}_0} \) since \( \hat{E}_2 \mid \hat{x}_0 \) and \( A_0 \dot{X}_{\hat{A}_0} \) are unit vectors, and hence

\[
1 = |\dot{g}(A_0 \dot{X}_{\hat{A}_0}, \hat{E}_2 \mid \hat{x}_0)| = |\dot{r}(\hat{x}_0)| |\eta(q_0)| = |\dot{r}(\hat{x}_0)| (|\dot{r}(\hat{x}_0)|^2 + K^2)^{-1/2}.
\]

This would mean that \( K = 0 \), which is a contradiction in view of Proposition 6.3. Thus we conclude that \( \hat{E}_2 \mid \hat{x}_0 \notin A_0 T_{x_0} M \) as claimed.

**Remark 6.9.**

(i) Referring to the statement of Theorem 6.8 since \( \hat{N} \) is a totally geodesic submanifold of the Riemannian product \( (\hat{I} \times \hat{N}, s_1 \oplus \hat{h}) \), it follows that \( \hat{N}' := F_{r_0}(\hat{N}) \) is a totally geodesic submanifold of \( (\hat{M}, \dot{g}) \) and \( \hat{h} = (F_{r_0})^* (\dot{g} \mid \hat{N}') \).

Thus, in view of Propositions 6.6 and 6.8, if it were the case that \( A_0 T_{x_0} M = T_{x_0} \hat{N}' \), then the rolling neighbourhood \( O(q_0) \) (chosen small enough around \( q_0 \)) would either have dimension 5, or dimension 2, the latter being the case when there exists an isometry \( H : (M, g) \to (\hat{N}', \dot{g} \mid \hat{N}') \) such that \( H_* |_{x_0} = A_0 \).

These observations provide an alternative proof for the property \( A_0 T_{x_0} M \neq (F_{r_0})_* T_{\hat{y}_0} \hat{N} \) stated in Theorem 6.8.

(ii) Substituting the expression for \( \alpha \) from (6.18) into (6.20) yields

\[
\dot{g}(\dot{Z}_A, \hat{E}_2 \mid \hat{x})^2 K^{\hat{N}} = K,
\]

an identity which holds at every \( q = (x, \hat{x}; A) \in O(q_0) \) if we write \( (\hat{r}, \hat{y}) := \hat{F}^{-1}(\hat{x}) \).

(iii) As mentioned in the proof of Theorem 6.8 one has

\[
\hat{F} \circ \frac{\partial}{\partial \hat{r}} \mid (\hat{r}, \hat{y}) = \hat{E}_2 \mid \hat{F}(\hat{r}, \hat{y}), \quad \forall (\hat{r}, \hat{y}) \in \hat{I} \times \hat{N},
\]

where \( \frac{\partial}{\partial \hat{r}} \) is the canonical vector field on \( \hat{I} \), which we also consider as a vector field on \( \hat{I} \times \hat{N} \) in the obvious way.
6.2. Converse to the Main Theorem of Section 6.1

In this subsection, we shall consider the case where \((M, g)\) is a connected, oriented 2-dimensional Riemannian manifold of constant non-zero curvature \(K\), i.e., a space form, and \((\hat{M}, \hat{g}) = (\hat{I} \times \hat{N}, s_1 \oplus \hat{h})\) is a Riemannian product of an oriented 2-dimensional Riemannian manifold \((\hat{N}, \hat{h})\) of constant non-zero curvature \(K\hat{N}\) and an open non-empty interval \(\hat{I} \subset \mathbb{R}\) equipped with the standard Riemannian metric \(s_1\).

Our goal will be to show that for all initial states \(q_0 = (x_0, \hat{x}_0; A_0)\) taken from a certain open dense subset of \(Q\) (the set \(Q_1\) to be defined below), the orbit \(O_{\mathcal{R}_K}(q_0)\) of rolling of \((M, g)\) against \((\hat{M}, \hat{g})\) has dimension \(\dim O_{\mathcal{R}_K}(q_0) = 7\).

This provides a converse result for Proposition 6.5 and Theorem 6.8 in the sense that \(\mathcal{R}_K\)-orbits of dimension 7 do occur in the geometric setting described by that theorem.

Let \(\partial / \partial \hat{r}\) be the canonical vector field on \(\hat{I}\), which we shall identify with a vector field on \(\hat{I} \times \hat{N}\) in the obvious way. We fix the orientation on \((M, g)\) in one of the two ways, and take for the orientation of \(M\) the one for which the frame of vectors \((\hat{E}_1, \partial / \partial \hat{r}, \hat{E}_3)\) of \(\hat{M}\) at a given point \(\hat{x}_0 = (\hat{r}_0, \hat{y}_0)\) is positively oriented on \(\hat{M}\), whenever the frame \((\hat{E}_1, \hat{E}_3)\) of \(\hat{N}\) at \(\hat{y}_0\) is positively oriented on \(\hat{N}\).

For any \(q = (x, \hat{x}; A) \in Q\), let \(\hat{Z}_A\) be the unit vector in \(T_x\hat{M}\) such that if \((X, Y)\) is any oriented orthonormal basis on \(T_x\hat{M}\), then \(\hat{Z}_A = * (AX \wedge AY)\), with the operator \(*\) being the Hodge dual on \((\hat{M}, \hat{g})\) as usual. As before, it can be checked that the map \(\hat{Z}_A : Q \to T\hat{M}; \ q = (x, \hat{x}; A) \to \hat{Z}_A\) is smooth. With the use this mapping, one can then define a smooth function

\[
\alpha : Q \to \mathbb{R}; \quad \alpha(q) := \hat{g}(\hat{Z}_A, \partial / \partial \hat{r})|_{\hat{r}},
\]

for \(q = (x, \hat{x}; A) \in Q\) and with \(\hat{r}, \hat{g} = \hat{x}\). As both \(\hat{Z}_A\) and \(\partial / \partial \hat{r}|_{\hat{r}}\) are unit vectors on \(\hat{M}\), it is clear that \(|\alpha(q)| \leq 1\) for all \(q \in Q\).

The first half of the goal at hand will be to show the upper limit \(\dim O_{\mathcal{R}_K}(q_0) \leq 7\) for orbits passing through certain point \(q_0 \in Q\). This will be achieved by proving that:

(i) \(\alpha\) is constant on every rolling orbit \(O_{\mathcal{R}_K}(q_0), q_0 \in Q\); and

(ii) \(\alpha\) restricts to a submersion \(Q_1 \to \mathbb{R}\) on the open subset \(Q_1\) of \(Q\) defined as

\[
Q_1 := \{q \in Q \mid |\alpha(q)| < 1\}.
\]
Indeed, once (i) and (ii) have been established, we can show that \( \dim \mathcal{O}_{\mathcal{G}_{\alpha}}(q_0) \leq 7 \) for any \( q_0 \in Q_1 \) as follows: Consider the set \( S_{q_0} := \{ q \in Q_1 \mid \alpha(q) = \alpha(q_0) \} \). As \( q \in S_{q_0} \) implies that \( |\alpha(q)| = |\alpha(q_0)| < 1 \), we have \( S_{q_0} \subset Q_1 \). By item (ii), the map \( \alpha \) has rank 1 on \( Q_1 \), and therefore on \( S_{q_0} \), which implies that \( S_{q_0} \) is a (closed) smooth embedded submanifold of the open subset \( Q_1 \) of \( Q \) of codimension 1, that is \( \dim S_{q_0} = \dim Q_1 - 1 = 8 - 1 = 7 \). Finally, item (i) implies that \( \mathcal{O}_{\mathcal{G}_{\alpha}}(q_0) \subset S_{q_0} \), whence \( \dim \mathcal{O}_{\mathcal{G}_{\alpha}}(q_0) \leq \dim S_{q_0} = 7 \).

We shall now demonstrate the assertion (i) i.e., for every \( q_0 \in Q \), the function \( \alpha \) is constant on the orbit \( \mathcal{O}_{\mathcal{G}_{\alpha}}(q_0) \). To that end, let \((X,Y) = (E_1,E_2)\) be an arbitrary smooth, oriented local orthonormal frame on \((M,g)\), defined on an open subset \( V \) of \( M \). On \( V \) we have

\[
(A \nabla_X X) \wedge AY = 0, \quad AX \wedge (A \nabla_X Y) = 0
\]

\[
(A \nabla_Y X) \wedge AY = 0, \quad AX \wedge (A \nabla_Y Y) = 0.
\]

Consequently, as \( \hat{Z}_A \) is defined by \( \hat{Z}_A = \star (AX \wedge AY) \), it follows that

\[
\mathcal{L}_R(E_i)|_q \hat{Z}_j = 0, \quad \forall q \in Q,
\]

and therefore

\[
\mathcal{L}_R(E_i)|_q \alpha = \hat{g} \left( \hat{Z}_A, \hat{\nabla}_{AE_i} \frac{\partial}{\partial r} \right), \quad \forall q = (x, \hat{x}; A) \in Q, \ i = 1, 2.
\]

For any given state \( q = (x, \hat{x}; A) \in Q \) such that \( x \in V \), write \( \hat{x} = (\hat{r}, \hat{y}) \) and let \( (\hat{E}_1, \hat{E}_3) \) be a smooth, local orthonormal frame on \((\hat{N}, \hat{h})\) defined on an open neighbourhood \( \hat{U} \) of \( \hat{x} \) in \( \hat{M} \). Considering \( \hat{E}_1 \) and \( \hat{E}_2 \) as vector fields on \( \hat{M} = \hat{I} \times \hat{N} \) in the obvious way, and writing \( \hat{E}_3 := \frac{\partial}{\partial \hat{r}} \) on \( \hat{V} \), we get a local orthonormal frame \((\hat{E}_1, \hat{E}_2, \hat{E}_3)\) of \( \hat{M} \) defined on the open subset \( \hat{I} \times \hat{V} \) of \( \hat{M} \).

One can thus write \( AE_i = \sum_{j=1}^3 \hat{g}(AE_i, \hat{E}_j) \hat{E}_j, \ i = 1, 2 \). Recalling \( \hat{E}_2 := \frac{\partial}{\partial \hat{r}} \) is a geodesic vector field on \( \hat{M} = \hat{I} \times \hat{N} \), and that \( \hat{M} \) is a Riemannian product of \((\hat{I}, s_1)\) and \((\hat{N}, \hat{h})\), we find that \( \hat{\nabla}_{\hat{E}_2} \hat{E}_2 = 0 \) and \( \hat{\nabla}_{\hat{E}_j} \hat{E}_2 = 0 \) for \( j = 1, 3 \). Hence

\[
\hat{\nabla}_{AE_i} \frac{\partial}{\partial \hat{r}} = \sum_{j=1}^3 \hat{g}(AE_i, \hat{E}_j) \hat{\nabla}_{\hat{E}_j} \hat{E}_2 = 0,
\]

and we can conclude that

\[
\mathcal{L}_R(E_i)|_q \alpha = 0, \quad i = 1, 2.
\]

Because \((X,Y) = (E_1, E_2)\) was an arbitrary oriented local orthonormal frame on \((M,g)\) and \( q = (x, \hat{x}; A) \) was an arbitrary point in \( Q \) such that \( x \) lies in the domain of definition of that frame, we have thus shown that

\[
\mathcal{L}_R(Z)|_q \alpha = 0, \quad \forall q = (x, \hat{x}; A) \in Q, \quad \forall Z \in T_x M.
\]

Since the vectors \( \mathcal{L}_R(Z)|_q \) span \( \mathcal{D}_R|_q \), this property of \( \alpha \) is equivalent to \( \alpha \) being constant on every orbit \( \mathcal{D}_R \) in \( Q \) (i.e., on every \( \mathcal{O}_{\mathcal{G}_{\alpha}}(q_0), q_0 \in Q \)). This proves that the claim (i) above is true.

Our next task is to prove the claim (ii), i.e., that the map \( \alpha : Q \to \mathbb{R} \) has rank 1 on the open subset \( Q_1 \) of \( Q \). To achieve that goal, we take an arbitrary \( q = (x, \hat{x}; A) \in Q \), an orthonormal
frame \((X, Y)\) of \(T_\nu \mathcal{M}\), and we differentiate \(\alpha\) with respect to \(\nu(\theta_X \otimes \hat{Z}_A)|_q\) and \(\nu(\theta_Y \otimes \hat{Z}_A)|_q\).

In fact, we have (see also the proof of Lemma 7.2)
\[
\nu(\theta_X \otimes \hat{Z}_A)|_q \hat{\nu}_\cdot = \star \left((\theta_X \otimes \hat{Z}_A) X \wedge AY\right) + \star \left(AX \wedge (\theta_X \otimes \hat{Z}_A) Y\right)
= \star (\hat{Z}_A \wedge AY) + 0 = -AX,
\]
while \(\nu(\theta_X \otimes \hat{Z}_A) \frac{\partial}{\partial \nu} = 0\), because \(\hat{E}_2 := \frac{\partial}{\partial \nu}\) is a vector field on \(\hat{M}\), i.e., considered as a map \(Q \rightarrow T\hat{M}\), it is a composition of \(\pi_{Q, \hat{M}} : Q \rightarrow \hat{M}\) and \(\hat{E}_2 : \hat{M} \rightarrow T\hat{M}\). Thus
\[
\nu(\theta_X \otimes \hat{Z}_A)|_q \alpha = \hat{g}(\ -AX, \frac{\partial}{\partial \nu}|_q),
\]
Similarly, we have
\[
\nu(\theta_Y \otimes \hat{Z}_A)|_q \hat{\nu}_\cdot = 0 + \star (AX \wedge \hat{Z}_A) = -AY
\]
and hence
\[
\nu(\theta_Y \otimes \hat{Z}_A)|_q \alpha = \hat{g}(\ -AY, \frac{\partial}{\partial \nu}|_q).
\]

Consequently, \(\nu(\theta_X \otimes \hat{Z}_A)|_q \alpha = 0\) and \(\nu(\theta_Y \otimes \hat{Z}_A)|_q \alpha = 0\) if and only if \(AX\) and \(AY\) are both orthogonal to \(\frac{\partial}{\partial \nu}|_q\). But this is equivalent to the vector \(\star (AX \wedge AY) = \hat{Z}_A\) being parallel to \(\frac{\partial}{\partial \nu}|_q\), and since both are unit vector, that happens if and only if \(|\hat{g}(\hat{Z}_A, \frac{\partial}{\partial \nu}|_q)| = |\alpha(q)| = 1\). In particular, \(\alpha : Q \rightarrow \mathbb{R}\) has rank 1 at any point \(q\) of \(Q_1\). This concludes the proof of the assertion in item (ii) above.

As already explained, the items (i) and (ii) just established readily imply that the dimension of the orbit \(\mathcal{O}_{\nu R}(q_0)\), for any \(q_0 \in Q_1\), is at most 7.

Before we proceed further, let us observe the set \(Q_1\) is dense in \(Q\), in addition to being open. First note that, for instance,
\[
\nu(\theta_X \otimes AX)|_q \hat{\nu}_\cdot = \star (AX \wedge AY) = \hat{Z}_A,
\]
and hence
\[
\nu(\theta_X \otimes AX)|_q \alpha = \hat{g}(\hat{Z}_A, \frac{\partial}{\partial \nu}|_q) = \alpha(q),
\]
for any \(q = (x, \hat{x}; A) \in Q\). If \(\Gamma(t)\) is any smooth curve in \(Q\) whose tangent vector at \(t = 0\) equals \(\nu(\theta_X \otimes AX)|_q\) (and in particular \(\Gamma(0) = q\), then \(\left.\frac{d}{dt}\right|_0 \alpha(\Gamma(t)) = \nu(\theta_X \otimes AX)|_q \alpha = \alpha(q)\), and hence if \(\alpha(q) \neq 0\), we have \(\alpha(\Gamma(t)) \neq \alpha(q)\) for all \(t \neq 0\) small enough. In particular, if \(q \in Q \setminus Q_1 = \{q' \in Q \mid |\alpha(q')| = 1\}\) it follows that \(\alpha(\Gamma(t)) \neq 1\), i.e., \(\Gamma(t) \in Q_1\) for all \(t\) small enough. This shows that \(Q_1\) is indeed dense in \(Q\) as claimed.

The remainder of this section will go into showing that \(\dim \mathcal{O}_{\nu R}(q_0)\) actually equals 7 for any \(q_0 \in \{q \in Q \mid 0 < |\alpha(q)| < 1\} =: Q_{0, 1}\). Knowing already that \(\mathcal{O}_{\nu R}(q_0)\) is at most 7-dimensional, because \(Q_{0, 1} \subset Q_1\), it suffices for us to show that it is at least 7-dimensional.

Without loss of generality, we may assume that \((X, Y) = (E_1, E_2)\) and \((\hat{E}_1, \hat{E}_3)\) are both global frames on \(M\) and \(\hat{N}\), respectively.

At every \(q = (x, \hat{x}; A) \in Q_1\), the vector \(\hat{Z}_A\) decomposes into a \(\hat{g}\)-orthogonal sum \(\hat{Z}_A = \alpha(q) \frac{\partial}{\partial \nu}|_q + \hat{H}_A\), where \(\hat{H}_A \in T_{\hat{g}}\hat{N}\) and \((\hat{r}, \hat{g}) = \hat{x}\).
Since for \( q = (x, \dot{x}; A) \in Q \) (see (4.3))
\[
\hat{\sigma}_A = -\hat{g}(\hat{R}(\ast \hat{Z}_A), \ast \hat{Z}_A),
\]
and \((\hat{M}, \hat{g})\) is the Riemannian product of \((\hat{I}, s_1)\) and \((\hat{N}, \hat{h})\), with the curvature of the former being zero, while that of the latter being \( \hat{R}^{\hat{N}} = -K^{\hat{N}}\text{Id} \), we have \( \hat{R}(\ast \hat{H}_A) = 0, \hat{R}(\ast \frac{\partial}{\partial r}) = -K^{\hat{N}} \ast \frac{\partial}{\partial r} \), and hence \( \hat{R}(\ast \hat{Z}_A) = \hat{R}(\alpha(q)(\ast \frac{\partial}{\partial r}) + (\ast \hat{H}_A)) = -\alpha(q)K^{\hat{N}}(\ast \frac{\partial}{\partial r}) \). It follows from this and the definition of \( \hat{\sigma}_A \) that
\[
(6.26) \quad \hat{\sigma}_A = \alpha(q)^2K^{\hat{N}}, \quad \forall q = (x, \dot{x}; A) \in Q.
\]
Similarly, \( \Pi_X \) and \( \Pi_Y \) (see (4.3)) are given by
\[
\Pi_1(q) := \Pi_X(q) = \hat{g}(\hat{R}(\ast \hat{Z}_A), \ast AX) = \hat{g}( -K^{\hat{N}} \ast (\alpha(q)\frac{\partial}{\partial r}), \ast AX) = -\alpha(q)K^{\hat{N}} \hat{g}(\frac{\partial}{\partial r}, AE_1)
\]
\[
\Pi_2(q) := \Pi_Y(q) = \hat{g}(\hat{R}(\ast \hat{Z}_A), \ast AY) = \hat{g}( -K^{\hat{N}} \ast (\alpha(q)\frac{\partial}{\partial r}), \ast AY) = -\alpha(q)K^{\hat{N}} \hat{g}(\frac{\partial}{\partial r}, AE_2),
\]
for all \( q = (x, \dot{x}; A) \in Q \), or if we introduce the functions smooth function on \( Q \)
\[
(6.27) \quad \tau_i(q) := \hat{g}(AE_i, \frac{\partial}{\partial r}), \quad i = 1, 2,
\]
then
\[
\Pi_i(q) = -\alpha(q)K^{\hat{N}} \tau_i(q), \quad \forall q \in Q, i = 1, 2.
\]
In order to avoid notational clutter, we introduce the smooth functions \( Q \to \mathbb{R} \)
\[
(6.28) \quad \Theta(q) := K - \alpha(q)^2K^{\hat{N}}, \quad \Psi(q) := \alpha(q)K^{\hat{N}},
\]
and notice that, due to the identity (6.25) and the fact that \( K \) and \( K^{\hat{N}} \) are constants, one has
\[
(6.29) \quad \mathcal{L}_R(E_i)|_q \Theta = 0, \quad \mathcal{L}_R(E_i)|_q \Psi = 0, \quad \forall q \in Q, \ i = 1, 2.
\]
The vectors \( AE_1, AE_2, \hat{Z}_A \) being orthonormal, and \( \frac{\partial}{\partial r} \) being a unit vector, the above definitions of \( \tau_1, \tau_2 \) and \( \alpha \) directly imply
\[
(6.30) \quad \tau_1(q)AE_1 + \tau_2(q)AE_2 + \alpha(q)\hat{Z}_A = \frac{\partial}{\partial r},
\]
and
\[
(6.31) \quad \tau_1(q)^2 + \tau_2(q)^2 + \alpha(q)^2 = 1
\]
hold at every point \( q \in Q \).

The expression for \( \text{Rol}_q = \text{Rol}_q(X, Y) \) in (4.4) can now be rewritten into the form
\[
\text{Rol}_q = -\Theta(q)\alpha(AE_1 \wedge E_2) + \Psi(q)(-\tau_2(q)\theta_{E_1} + \tau_1(q)\theta_{E_2}) \otimes \hat{Z}_A,
\]
at any point \( q = (x, \hat{x}; A) \in Q \), where, we recall, that for a vector field \( Z \) on \( M \), we have defined \( \theta_Z = g(Z, \cdot) \). Observing that

\[
\tilde{T}(q) := -\tau_2(q)\theta_{E_1} + \tau_1(q)\theta_{E_2} = -\hat{g}\left(\frac{\partial}{\partial r}, AE_2\right)\hat{g}(AE_1, A(\cdot)) + \hat{g}\left(\frac{\partial}{\partial r}, AE_1\right)\hat{g}(AE_2, A(\cdot))
\]

\[
= -\hat{g}\left(\frac{\partial}{\partial r}, (AE_1 \wedge AE_2)A(\cdot)\right) = -\hat{g}\left(\frac{\partial}{\partial r}, (*\hat{Z}_A)A(\cdot)\right)
\]

\[
= -\hat{\theta}_{E_2}(*\hat{Z}_A)A,
\]

where for a vector field \( \hat{U} \) on \( \hat{M} \), we define \( \hat{\theta}_U := \hat{g}(\hat{U}, \cdot) \). Consequently, we may represent \( \text{Rol}_q \) in the form

\[
(6.32) \quad \text{Rol}_q = -\Theta(q)A(E_1 \wedge E_2) + \Psi(q)\tilde{T}(q) \otimes \hat{Z}_A.
\]

Next we compute the derivatives \( \mathcal{L}_R(E_i) \) of \( \tau_j, i, j = 1, 2 \),

\[
\mathcal{L}_R(E_i)|q\tau_j = \hat{g}(\nabla AE_i, \frac{\partial}{\partial r}, AE_j) + \hat{g}(\frac{\partial}{\partial r}, A\nabla E_i, E_j) = 2 \Gamma_{(j, k)}^i(x)\tau_k(q), \quad \forall q = (x, \hat{x}; A) \in Q,
\]

thanks to (6.24), the definition of the connection coefficients \( \Gamma_{(j, k)}^i \) (see Section 4.1), and the definition of the functions \( \tau_k \) in (6.27). Also, for every \( i, j = 1, 2 \) and \( q \in Q \),

\[
\mathcal{L}_R(E_i)|q\theta_{E_j} = \theta_{\nabla E_i, E_j} = 2 \Gamma_{(j, k)}^i(x)\theta_{E_k}.
\]

Because \( \mathcal{L}_R(E_i)|q\hat{\theta}_{E_2} = \hat{\theta}_{\nabla E_i, E_2} = 0 \) as we have already observed above, and given the identity (6.23), these derivatives of the operator \( \tilde{T} \) are thus

\[
\mathcal{L}_R(E_i)|q\tilde{T} = -\hat{\theta}_{\nabla E_i, E_2}(*\hat{Z}_A)A + \hat{\theta}_{E_2}\left(*\left(\mathcal{L}_R(E_i)|q\hat{Z}_A\right)\right)A = 0,
\]

for all \( q = (x, \hat{x}; A) \in Q, i = 1, 2 \).

In addition, as \( A(E_1 \wedge E_2) = (AE_1 \wedge AE_2)A = (*\hat{Z}_A)A \), we have by (6.23) that

\[
\mathcal{L}_R(E_i)|q(\cdot)(E_1 \wedge E_2) = 0, \quad \forall q \in Q, i = 1, 2.
\]

In view of (6.32), the last two identities and the ones in Eq. (6.29) allow us to conclude that

\[
(6.33) \quad \mathcal{L}_R(E_i)|q\text{Rol} = 0, \quad \forall q \in Q, \quad i = 1, 2.
\]

Given these identities, and the facts that \( K, K^N \) are constant, while \( \mathcal{L}_R(E_i)|q\alpha = 0 \) by (6.25), the commutator of the vector fields \( \mathcal{L}_R(E_i) \) and \( \nu(\text{Rol}) \) on \( Q \) becomes (see Proposition 3.10)

\[
[\mathcal{L}_R(E_i), \nu(\text{Rol})]|q = -\mathcal{L}_{NS}(\text{Rol}_q E_i)|q + \nu(\mathcal{L}_R(E_i)|q\text{Rol})|q
\]

\[
= (-1)^i\mathcal{L}_{NS}\left(\Theta(q)AE_{\sigma(i)} + \Psi(q)\tau_{\sigma(i)}(\hat{Z}_A)\right)|q,
\]

for every \( i = 1, 2 \) and \( q = (x, \hat{x}; A) \in Q \), and where \( \sigma \) is defined as (the cyclic permutation of \( \{1, 2\} \) of length 2)

\[
\sigma : \{1, 2\} \rightarrow \{1, 2\}; \quad \sigma(1) = 2, \quad \sigma(2) = 1.
\]
At the last equality, we have made use of the identity

\begin{equation}
(6.38) \quad \mathcal{R} \mathcal{L}_f E_i = (-1)^i (\Theta(q) A E_{\sigma(i)} + \Psi(q) \tau_{\sigma(i)}(q) \hat{Z}_A),
\end{equation}

holding at every \( q = (x, \hat{x}; A) \in Q \), and which follows from observing that

\begin{align*}
(6.35) \quad (E_1 \wedge E_2) E_i &= (-1)^{i+1} E_{\sigma(i)} \\
\hat{T}(q) E_i &= -\hat{\Theta}_{E_2} A (E_1 \wedge E_2) E_i = -(-1)^{i+1} \hat{g}(\hat{E}_2, A E_{\sigma(i)}) = -(-1)^{i+1} \tau_{\sigma(i)}(q).
\end{align*}

Defining vector fields \( L_j, j = 1, 2 \), on \( Q \) by setting

\begin{equation}
(6.36) \quad L_j|q := \mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_j|q), \quad q \in Q, \ j = 1, 2,
\end{equation}

where

\begin{equation}
(6.37) \quad \hat{\xi}_j := \Theta(q) A E_j + \Psi(q) \tau_j(q) \hat{Z}_A, \quad q = (x, \hat{x}; A) \in Q, \ j = 1, 2,
\end{equation}

the commutator identity \( (6.34) \) implies that these vector fields \( L_1, L_2 \) are tangent to every orbit of \( \mathcal{D}_R \) in \( Q \).

The next task we will undertake is to compute the Lie brackets of the vector fields \( \mathcal{L}_R(E_i) \) with \( L_j, i, j = 1, 2 \). At \( q = (x, \hat{x}; A) \in Q \) they are given by (see Proposition \( 3.10 \))

\begin{equation}
(6.38) \quad [\mathcal{L}_R(E_i), L_j]|q = \mathcal{L}_{\mathcal{N}_S}(\mathcal{L}_R(E_i)|q \hat{\xi}_j)|q - \mathcal{L}_R(L_j E_i)|q + \nu(-\hat{R}(AE_i, \hat{\xi}_j|q)A)|q.
\end{equation}

In order for this formula to be of practical use for us, we need to evaluate explicitly the quantities appearing inside \( \mathcal{L}_{\mathcal{N}_S}(|q \rangle \rangle q \rangle \rangle \) and \( \nu(\cdot)|q \rangle \rangle q \rangle \rangle \).

Starting with the latter, we find, due to the fact that \((\hat{M}, \hat{g})\) is a Riemannian product of \((\hat{I}, s_1)\) and \((\hat{N}, h)\),

\begin{equation}
(6.39) \quad \hat{R}(AE_i, \hat{\xi}_j|q) = -K\hat{N}(AE_i - \hat{g}(AE_i, \frac{\partial}{\partial r}) \frac{\partial}{\partial r}) \wedge (\hat{\xi}_j|q - \hat{g}(\hat{\xi}_j|q, \frac{\partial}{\partial r}) \frac{\partial}{\partial r})
\end{equation}

for all \( q = (x, \hat{x}; A) \in Q, i = 1, 2 \). In this expression, one has

\begin{align*}
AE_i - \hat{g}(AE_i, \frac{\partial}{\partial r}) \frac{\partial}{\partial r} &= AE_i - \tau_i(q) \frac{\partial}{\partial r} \\
\hat{\xi}_j|q - \hat{g}(\hat{\xi}_j|q, \frac{\partial}{\partial r}) \frac{\partial}{\partial r} &= \hat{\xi}_j|q - \tau_j(q) (\Theta(q) + \Psi(q) \alpha(q)) \frac{\partial}{\partial r}
\end{align*}

\begin{align*}
&= \Theta(q) (AE_i - \tau_j(q) \frac{\partial}{\partial r}) + \Psi(q) \tau_j(q) (\hat{Z}_A - \alpha(q) \frac{\partial}{\partial r}).
\end{align*}

Recall that, given an oriented orthonormal basis \((\hat{X}', \hat{Y}', \hat{Z}')\) of \( T_{\hat{x}} \hat{M}, \hat{x} \in \hat{M} \), and a unit vector \( \hat{U}' \in T_{\hat{x}} \hat{M} \), then

\begin{equation}
(6.40) \quad (\hat{X}' - \hat{g}((\hat{X}', \hat{U}') \hat{U}')) \wedge (\hat{Y}' - \hat{g}((\hat{Y}', \hat{U}') \hat{U}')) = \hat{g}(\hat{Z}', \hat{U}') \star \hat{U}'.
\end{equation}

Setting in this identity \( \hat{X}' = AE_1, \hat{Y}' = AE_2, \hat{Z}' = \hat{Z}_A, \) and \( \hat{U}' = \frac{\partial}{\partial r} \), and recalling that \( \tau_i(q) = \hat{g}(AE_i, \frac{\partial}{\partial r}), i = 1, 2 \), and \( \alpha(q) = \hat{g}(\hat{Z}_A, \frac{\partial}{\partial r}) \), we obtain

\begin{align*}
(AE_1 - \tau_1(q) \frac{\partial}{\partial r}) \wedge (AE_2 - \tau_2(q) \frac{\partial}{\partial r}) &= \alpha(q) \star \frac{\partial}{\partial r}.
\end{align*}
where (6.31) has used at the last step (here the assumption $i \neq j$ was used).

The other outer product we need to compute is obtained from (6.40) by taking $\hat{X} = AE_i$, $\hat{Y} = (-1)^i \hat{Z}_A$, $\hat{Z}' = AE_{\sigma(i)}$ and $\hat{U}' = \frac{\partial}{\partial \hat{r}}$,

$$(AE_i - \tau_i(q) \frac{\partial}{\partial \hat{r}}) \wedge (\hat{Z}_A - \alpha(q) \frac{\partial}{\partial \hat{r}}) = (-1)^i \tau_{\sigma(i)}(q) \hat{r} \cdot \frac{\partial}{\partial \hat{r}}.$$  

One can now re-express (6.39), for $i \neq j$ (hence $\sigma(i) = j$), in the form

$$\hat{R}(AE_i, \hat{\xi}_j|_q) = -K^N((-1)^{i+1} \Theta(q) \alpha(q) + (-1)^i \Psi(q) \tau_j(q) \tau_{\sigma(i)}(q)) \ast \frac{\partial}{\partial \hat{r}},$$

$$= (-1)^i K^N(\alpha(q) \Theta(q) - \tau_j(q)^2 \Psi(q)) \ast \frac{\partial}{\partial \hat{r}}, \quad i \neq j,$$

and when $i = j$,

$$\hat{R}(AE_i, \hat{\xi}_i|_q) = (-1)^{i+1} K^N \tau_i(q) \tau_{\sigma(i)}(q) \Psi(q) \ast \frac{\partial}{\partial \hat{r}}, \quad i = 1, 2.$$

Next we need to evaluate the quantities $L_R(E_i)|_q \hat{\xi}_j$ appearing inside $L_{NS}(\cdot)|_q$ in (6.38). In fact, using (6.23) and (6.29) we find that

$$L_R(E_i)|_q \hat{\xi}_j = L_R(E_i)|_q (\Theta(\cdot) E_j + \Psi \tau_j \hat{Z}(\cdot))$$

$$= \Theta(q)(-1)^{j+1} \Gamma^i_{(1,2)}(x) AE_{\sigma(j)} + \Psi(q)(L_R(E_i)|_q \tau_j) \hat{Z}_A,$$

for $q = (x, \hat{x}; A) \in Q$ and $i, j = 1, 2$. By the definition of $\tau_j$ in (6.27), at every $q = (x, \hat{x}; A) \in Q$ and $i, j = 1, 2$, one has

$$L_R(E_i)|_q \tau_j = \hat{g}((-1)^{j+1} \Gamma^i_{(1,2)}(x) AE_{\sigma(j)}, \frac{\partial}{\partial \hat{r}}) + \hat{g}(AE_j, \nabla_{AE_i} \frac{\partial}{\partial \hat{r}}) = (-1)^{j+1} \Gamma^i_{(1,2)}(x) \tau_{\sigma(j)}(q),$$

where (6.24) has been used. Thus

$$L_R(E_i)|_q \hat{\xi}_j = (-1)^{j+1} \Gamma^i_{(1,2)}(x)(\Theta(q) AE_{\sigma(j)} + \Psi(q) \tau_{\sigma(j)}(q) \hat{Z}_A)$$

$$= (-1)^{j+1} \Gamma^i_{(1,2)}(x) \hat{\xi}_{\sigma(j)},$$

so that combining this with (6.41), the commutator in Eq. (6.38) becomes

$$(6.45) \quad [L_R(E_i), L_j]|_q = -L_R(L_j E_i)|_q + H''|_q,$$

where for $q \in Q$ and $i, j = 1, 2$,

$$H''|_q := (-1)^{i+1} \Gamma^i_{(1,2)}(x) L_{NS}(\hat{\xi}_{\sigma(j)})|_q + (-1)^{i+1} K^N(\alpha(q) \Theta(q) - \tau_j(q)^2 \Psi(q)) \nu(\ast \frac{\partial}{\partial \hat{r}} A)|_q, \quad i \neq j$$

$$H''|_q := (-1)^{i+1} \Gamma^i_{(1,2)}(x) L_{NS}(\hat{\xi}_{\sigma(i)})|_q + (-1)^i K^N \tau_i(q) \tau_{\sigma(i)}(q) \Psi(q) \nu(\ast \frac{\partial}{\partial \hat{r}} A)|_q.$$

(6.46)
Notice that by (6.45), the vector fields $H''_{i,j}$, $i, j = 1, 2$, are tangent to every orbit of $\mathcal{D}_R$ in $Q$. Explicitly $H''_{i,j}$ look like

\[
H''_{1,1}|_q = \Gamma^1_{(1,2)}(x)\mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_2)|_q - K^\hat{N}\tau_1(q)\tau_2(q)\Psi(q)\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H''_{1,2}|_q = -\Gamma^1_{(1,2)}(x)\mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_1)|_q + K^\hat{N}(\alpha(q)\Theta(q) - \tau_2(q)^2\Psi(q))\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H''_{2,2}|_q = -\Gamma^2_{(1,2)}(x)\mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_1)|_q + K^\hat{N}\tau_1(q)\tau_2(q)\Psi(q)\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H''_{2,1}|_q = \Gamma^2_{(1,2)}(x)\mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_2)|_q - K^\hat{N}(\alpha(q)\Theta(q) - \tau_1(q)^2\Psi(q))\nu(\star \frac{\partial}{\partial r})A|_q.
\]

By (6.45), the vector fields $H''_{i,j}$ of $Q$, $i, j = 1, 2$, are tangent to every $\mathcal{D}_R$-orbit in $Q$, and since we know that the vector fields $L_j = \mathcal{L}_{\mathcal{N}_S}(\hat{\xi}_j)$, $j = 1, 2$, are too (see (6.36)), it follows from the above expressions for $H''_{i,j}$, and the fact that $K^\hat{N} \neq 0$, that the vector fields $H'_{i,j}$ of $Q$ defined by

\[
H'_{1,1}|_q := -\tau_1(q)\tau_2(q)\Psi(q)\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H'_{1,2}|_q := (\alpha(q)\Theta(q) - \tau_2(q)^2\Psi(q))\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H'_{2,2}|_q := \tau_1(q)\tau_2(q)\Psi(q)\nu(\star \frac{\partial}{\partial r})A|_q
\]
\[
H'_{2,1}|_q := - (\alpha(q)\Theta(q) - \tau_1(q)^2\Psi(q))\nu(\star \frac{\partial}{\partial r})A|_q,
\]
are all tangent to every $\mathcal{D}_R$-orbit in $Q$.

Assuming that $\alpha(q) \neq 0$, we see that if all the coefficients of $\nu(\star \frac{\partial}{\partial r})A$ in vectors $H'_{i,j}|_q$ were to vanish at $q$, then (see (6.28))

\[
\tau_1(q)\tau_2(q) = 0, \quad K - (\alpha(q)^2 + \tau_i(q)^2)K^\hat{N} = 0, \quad i = 1, 2,
\]
i.e., $\tau_1(q)\tau_2(q) = 0$ and $\tau_i(q)^2 = K/K^\hat{N} - \alpha(q)^2, \quad i = 1, 2$. These would imply that $0 = (\tau_1(q)\tau_1(q))^2 = (K/K^\hat{N} - \alpha(q)^2)^2$ and hence that $0 = K/K^\hat{N} - \alpha(q)^2 = \tau_i(q)^2, \quad i = 1, 2$. Since $\tau_1(q) = \tau_2(q) = 0$, the relation (6.31) would then yield $|\alpha(q)| = 1$.

As we have shown, $\alpha$ is constant on every $\mathcal{D}_R$-orbit, and therefore we can conclude that the vector field $H$ on $Q$ defined by

\[
H|_q := \nu(\star \frac{\partial}{\partial r})A|_q, \quad q = (x, \hat{x}; A) \in Q,
\]
is tangent to every orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$ for which $|\alpha(q_0)| < 1$.

It follows that the smooth distribution $\mathcal{H}$ on $Q$ by

\[
\mathcal{H}|_q = \text{span}_R\{\nu(\text{Rl}_q), H|_q\}
\]
is tangent to any orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$ for which $|\alpha(q_0)| < 1$.

The remaining Lie brackets we desire to compute are those between $\mathcal{L}_R(E_i)$ and $H$, $i = 1, 2$. At $q = (x, \hat{x}; A) \in Q$ and for $i = 1, 2$ they can be expressed as (see Proposition 5.10)

\[
[\mathcal{L}_R(E_i), H]|_q = -\mathcal{L}_{\mathcal{N}_S}(\star \mathcal{A}_E)(E_i)|_q + \nu(\nabla_{\mathcal{A}_E} A)|_q
\]
\[
= (-1)^{i+1}\mathcal{L}_{\mathcal{N}_S}(\tau_{\sigma(i)}(q)\hat{Z}_A - \alpha(q)\mathcal{A}_E\sigma(i))|_q
\]
\[
= (-1)^{i+1}N_i|_q,
\]
where (6.24) and (6.30) have been used, and we have defined
\[ N_i|_q := \mathcal{L}_{NS}(\tau_{\sigma(i)}(q)\hat{Z}_A - \alpha(q)AE_{\sigma(i)}), \]
which are vector fields on \(Q\). Since \([\mathcal{L}_R(E_i), H]\) is tangent to any orbit \(O_{\mathcal{H}}(q_0)\) for which \(\alpha(q_0) \neq 0\), we conclude that the vector fields \(N_i, i = 1, 2\), are tangent to any such \(\mathcal{H}\)-orbit as well.

Expressing the vectors \(N_i|_q\) and \(L_i|_q = \mathcal{L}_{NS}(\xi_i)|_q, i = 1, 2\), with respect to the linearly independent ones \(\mathcal{L}_{NS}(E_1)|_q, \mathcal{L}_{NS}(E_2)|_q, \mathcal{L}_{NS}(\hat{Z}_A)|_q\), at \(q = (x, \hat{x}; A) \in Q\), yields a matrix
\[
\mathcal{M}(q) = \begin{pmatrix}
0 & -\alpha(q) & \tau_2(q) \\
-\alpha(q) & 0 & \tau_1(q) \\
\Theta(q) & 0 & \Psi(q)\tau_1(q) \\
0 & \Theta(q) & \Psi(q)\tau_2(q)
\end{pmatrix}
\]
Eliminating either the 3rd or 4th row yields a matrix \(\mathcal{M}_3(q)\) or \(\mathcal{M}_4(q)\), whose determinant is
\[
\det \mathcal{M}_3(q) = -\alpha(q)\tau_2(q)(\alpha(q)\Psi(q) + \Theta(q)) = -K\alpha(q)\tau_2(q)
\]
\[
\det \mathcal{M}_4(q) = -\alpha(q)\tau_1(q)(\alpha(q)\Psi(q) + \Theta(q)) = -K\alpha(q)\tau_1(q),
\]
because \(\alpha(q)\Psi(q) + \Theta(q) = K\).

If \(0 < |\alpha(q)| < 1\), then because \(K \neq 0\) and because (6.31) holds, we deduce that either \(\det \mathcal{M}_3(q) \neq 0\) or \(\det \mathcal{M}_4(q) \neq 0\), and hence that the \(\mathbb{R}\)-span on \(\{L_1|_q, L_2|_q, N_1|_q, N_2|_q\}\) in \(T_qQ\) has dimension at least 3. But these vectors all belong to the 3-dimensional space \(\mathcal{L}_{NS}(T_{x\hat{M}})|_q\) at \(q = (x, \hat{x}; A)\), and hence we have shown that
\[
\mathcal{L}_{NS}(T_{x\hat{M}})|_q = \text{span}_\mathbb{R}\{L_1|_q, L_2|_q, N_1|_q, N_2|_q\} \subset T_qO_{\mathcal{H}}(q), \quad \text{if } 0 < |\alpha(q)| < 1.
\]

It is clear that at each point \(q \in Q\) the subspaces \(\mathcal{L}_R(T_xM)|_q, \mathcal{L}_{NS}(T_{x\hat{M}})\) and \(H|_q\) have pairwise trivial (= \{0\}) intersection, and their respective dimensions are 2, 3 and 2. By what we have shown above, all these three spaces are tangent to any orbit \(O_{\mathcal{H}}(q_0)\) for which \(0 < |\alpha(q_0)| < 1\). From this we can deduce that \(\dim T_qO_{\mathcal{H}}(q_0) \geq 7\) for \(q \in O_{\mathcal{H}}(q_0)\), and finally \(\dim O_{\mathcal{H}}(q_0) \geq 7\).

As we have already shown in the beginning of this section that \(\dim O_{\mathcal{H}}(q_0) \leq 7\), we conclude that \(\dim O_{\mathcal{H}}(q_0) = 7\). The analysis performed in this section is summarized in the following theorem.

**Theorem 6.10.** Let \((M, g)\) be a connected, oriented 2-dimensional Riemannian manifold of constant \(K\), i.e., a space form, and \((\hat{M}, \hat{g}) = (\hat{I} \times \hat{N}, s_1 \oplus \hat{h})\) is a Riemannian product of an oriented 2-dimensional Riemannian manifold \((\hat{N}, \hat{h})\) of constant curvature \(K\hat{N}\) and an open non-empty interval \(\hat{I} \subset \mathbb{R}\) equipped with the standard Riemannian metric \(s_1\). Assuming further that \(K \neq 0\) and \(K\hat{N} \neq 0\) one has
\[
\dim O_{\mathcal{H}}(q_0) = 7, \quad \forall q_0 \in Q; \quad 0 < |\alpha(q_0)| < 1,
\]
where \(\alpha\) has been defined in (6.21).

**Remark 6.11.** (a) We emphasize the fact that while Theorem 6.8 was derived under the assumption that \(K - \tilde{\sigma}(\cdot) = 0\) holds on the orbit \(O_{\mathcal{H}}(q_0)\) (or on a local version \(O(q_0)\) of such an orbit), its converse Theorem 6.10 makes no, and needs no such assumption at all.
and hence $K = \check{\sigma}_A \iff K = \alpha(q)^2 K^N \iff \Theta(q) = 0$ at $q = (x, \dot{x}; A) \in Q$.

In addition, since $K$ and $K^N$ are constant, and $\alpha : Q \to \mathbb{R}$ is constant on every $D_R$-orbit of $q$, it follows that if $K = \check{\sigma}_{A_0}$ for some $q_0 = (x_0, \dot{x}_0; A_0) \in Q$, then $K = \check{\sigma}_A$ for all $q = (x, \dot{x}; A) \in O_{D_R}(q_0)$.

Since $\alpha$ can take any value in $[-1, 1]$ over $Q$, there exists a point $q_0 = (x_0, \dot{x}_0; A_0) \in Q_0$ such that $0 < |\alpha(q_0)| < 1$ and $K = \check{\sigma}_{A_0}$ if and only if $0 < K < K^N$ or $K^N < K < 0$ (assuming that $K \neq 0$ and $K^N \neq 0$).

(d) The set $Q_{0,1} = \{ q \in Q \mid 0 < |\alpha(q)| < 1 \}$ used in Theorem 6.10 is open and dense in $Q$.

To see that it is dense, we note that $Q_{0,1} = Q_1 \cap \{ q \in Q \mid \alpha(q) \neq 0 \}$, where $Q_1$ was defined in (6.22). Because we have already shown that $Q_1$ is open and dense in $Q$, it is enough to show that the open set $Q_0 := \{ q \in Q \mid \alpha(q) \neq 0 \}$ of $Q$ is dense in $Q$.

To see this, recall that $\nu(\theta_X \otimes \check{Z}_A)|_q \alpha = \check{g}( -AX, \frac{\partial}{\partial t} |_\check{r} )$ for all $q = (x, \dot{x}; A) \in Q$, and note that $q \in Q_0$ if and only if $\check{Z}_A \perp \frac{\partial}{\partial t} |_\check{r}$, which is itself equivalent to the condition that $\frac{\partial}{\partial t} |_\check{r} \in AT_x M$.

Thus there exists a non-zero (in fact a unit) vector $Z \in T_x M$ such that $\frac{\partial}{\partial t} |_\check{r} = AZ$, and for that $Z$ we find that $\nu(\theta_Z \otimes \check{Z}_A)|_q \alpha = \check{g}( -AZ, AZ ) = -g(Z, Z) \neq 0$.

If $\Gamma(t)$ is any smooth curve in $Q$ whose tangent vector at $t = 0$ equals $\nu(\theta_Z \otimes \check{Z}_A)|_q$ (and in particular $\Gamma(0) = q$), then $\frac{\partial}{\partial t} |_0 \alpha(\Gamma(t)) = \nu(\theta_Z \otimes \check{Z}_A)|_q \alpha = 0$. Thus for all $t \neq 0$ small enough, $\alpha(\Gamma(t)) \neq 0$, i.e., $\Gamma(t) \notin Q \setminus Q_0$. We conclude from this analysis that $Q_0$ is dense in $Q$.

6.3. Particular Subcase $\check{\sigma}_A \neq K(x)$ on $O(q_0)$.

We assume in this subsection that $\check{\sigma}_A \neq K(x)$ and $(\Pi_X, \Pi_Y) \neq (0, 0)$ on a rolling neighbourhood $O(q_0)$ of $q = (x, \dot{x}; A) \in Q$. Early on, though, we will restrict ourselves for the remainder of this section to a particular, special case where several differential-algebraic relations (see (6.57)) are assumed to hold on $O(q_0)$ between certain quantities few of which we already know, and the remaining of which will be introduced below.

The rolling curvature tensor $\text{Rol}$ is then equal to (see Eq. (4.4))

$$\text{Rol}_q(X, Y) = -(K - \check{\sigma}_A) \left( A(X \wedge Y) - \frac{\Pi_Y}{K - \check{\sigma}_A } \theta_X \otimes \check{Z}_A + \frac{\Pi_X}{K - \check{\sigma}_A } \theta_Y \otimes \check{Z}_A \right), \quad q \in O(q_0).$$

Define the real valued functions $r, \phi$ as in (6.1), and choose the $TM$-valued vector fields on $O(q_0)$ as in (6.2). Finally, set

$$(6.47) \quad \omega(q) := \frac{r(q)}{K(x) - \check{\sigma}_A}, \quad q = (x, \dot{x}; A) \in O(q_0),$$

in the following proposition.

Proposition 6.11. Let $\check{\sigma}_A \neq K(x)$ and $(\Pi_X, \Pi_Y) \neq (0, 0)$ on an open set $O(q_0)$ of $Q$.

(a) \quad If $\omega(q) \neq 0$ for all $q \in O(q_0)$, then $\check{\sigma}_A(q) \neq K(x)$ for all $q \in O(q_0)$.

(b) \quad If $\omega(q) = 0$ for some $q \in O(q_0)$, then $\check{\sigma}_A(q) = K(x)$ for all $q \in O(q_0)$.

(c) \quad If $\omega(q) \neq 0$ and $\omega(q) = 0$ for $q \in O(q_0)$, then $\check{\sigma}_A(q) = K(x)$ for all $q \in O(q_0)$.
so that on $O(q_0)$ we have

$$
\begin{aligned}
\Pi_X &= \omega c_\phi, \\
\Pi_Y &= \omega s_\phi.
\end{aligned}
$$

We emphasize that by (4.2), (4.3), (6.1) and (6.47), the functions

$$
(6.48)
$$

for all and smooth in some (small enough) open subset $O'$ of $Q$ containing a (small enough) rolling neighbourhood $O(q_0)$ of $q_0$.

Using these and (6.2), $\text{Rol}$ is equal to

$$
\text{Rol}_q(X, Y) = -(K - \dot{\sigma}_A)(A(X \wedge Y) + \omega \theta_{\dot{Y}_A} \otimes \dot{Z}_A)
$$

where in the last line we defined,

$$
(6.49)
$$

for all $q = (x, \dot{x}; A)$ in an appropriate open neighbourhood of $q_0$ in $Q$.

The first order Lie bracket tangent to $O(q_0)$ is (see Lemmas 7.3 and 7.8)

$$
[\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]_q = (-\mathcal{L}_{NS}(A\tilde{X}_A)|_q\phi)\mathcal{L}_R(\tilde{X}_A)|_q + (-\mathcal{L}_{NS}(A\tilde{Y}_A)|_q\phi)\mathcal{L}_R(\tilde{Y}_A)|_q
$$

$$
-(K - \dot{\sigma}_A)\nu(\text{Rol}_q)|_q.
$$

The second order of $O(q_0)$-tangent Lie brackets are (see Lemma 7.4)

$$
[\mathcal{L}_R(\tilde{X}), \nu(\text{Rol}_q)]_q
$$

$$
= [\mathcal{L}_R(\tilde{X}), \nu(A(X \wedge Y))]|_q + (\mathcal{L}_R(\tilde{X}_A)|_q\omega)\nu(\theta_{\dot{Y}_A} \otimes \dot{Z}_A)|_q + \omega[\mathcal{L}_R(\tilde{X}), \nu(\theta_{\dot{Y}} \otimes \dot{Z})]|_q
$$

$$
= (1 - \omega\nu(\theta_{\dot{Y}_A} \otimes \dot{Z}_A)|_q\phi)\mathcal{L}_R(\tilde{Y}_A)|_q - \mathcal{L}_{NS}(A\tilde{Y}_A)|_q
$$

$$
+ \omega(-\mathcal{L}_R(\tilde{X}_A)|_q\phi - g(\Gamma, \tilde{X}_A)\nu(\theta_{\dot{Y}_A} \otimes \dot{Z}_A)|_q + (\mathcal{L}_R(\tilde{X}_A)|_q\omega)\nu(\theta_{\dot{Y}_A} \otimes \dot{Z}_A)|_q,
$$

and

$$
[\mathcal{L}_R(\tilde{Y}), \nu(\text{Rol}_q)]_q
$$

$$
= [\mathcal{L}_R(\tilde{Y}), \nu(A(X \wedge Y))]|_q + (\mathcal{L}_R(\tilde{Y}_A)|_q\omega)\nu(\theta_{\dot{X}_A} \otimes \dot{Z}_A)|_q + \omega[\mathcal{L}_R(\tilde{Y}), \nu(\theta_{\dot{X}} \otimes \dot{Z})]|_q
$$

$$
= (-1 + \omega\nu(\theta_{\dot{Y}_A} \otimes \dot{Z}_A)|_q\phi)\mathcal{L}_R(\tilde{X}_A)|_q + \mathcal{L}_{NS}(A\tilde{X}_A)|_q - \omega\mathcal{L}_{NS}(\tilde{Z}_A)|_q
$$

$$
+ \omega(-\mathcal{L}_R(\tilde{Y}_A)|_q\phi - g(\Gamma, \tilde{Y}_A)\nu(\theta_{\dot{X}_A} \otimes \dot{Z}_A)|_q + (\mathcal{L}_R(\tilde{Y}_A)|_q\omega)\nu(\theta_{\dot{X}_A} \otimes \dot{Z}_A)|_q.
$$

In order to simplify the formulas that appear below, we define the following quantities

$$
G_{\tilde{X}} := \mathcal{L}_{NS}(A\tilde{X}_A)|_q\phi = \mathcal{L}_R(\tilde{X}_A)|_q\phi + g(\Gamma, \tilde{X}_A),
$$

$$
G_{\tilde{Y}} := \mathcal{L}_{NS}(A\tilde{Y}_A)|_q\phi = \mathcal{L}_R(\tilde{Y}_A)|_q\phi + g(\Gamma, \tilde{Y}_A),
$$

$$
H_{\tilde{X}} := \mathcal{L}_R(\tilde{X}_A)|_q\omega,
$$

$$
H_{\tilde{Y}} := \mathcal{L}_R(\tilde{Y}_A)|_q\omega,
$$

$$
(6.53)
$$
where in the first two definitions we have used the identities given in Lemma 7.8. Hence, the two new $O(q_0)$-tangent vector fields created by the above Lie brackets $[\mathcal{L}_R(\tilde{X}), \nu(\text{Rol}_{\{i\}})]$ and $[\mathcal{L}_R(\tilde{Y}), \nu(\text{Rol}_{\{i\}})]$ are

$$F_1|_q := -\mathcal{L}_{\text{NS}}(A\tilde{Y}_A)|_q - \omega G_{\tilde{X}} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q + H_{\tilde{X}} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q,$$

$$F_2|_q := \mathcal{L}_{\text{NS}}(A\tilde{X}_A)|_q - \omega \mathcal{L}_{\text{NS}}(\tilde{Z}_A)|_q - \omega G_{\tilde{Y}} \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q + H_{\tilde{Y}} \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q. \tag{6.54}$$

We know so far that the vector fields

$$\mathcal{L}_R(\tilde{X})), \mathcal{L}_R(\tilde{Y}), \nu(\text{Rol}_{\{i\}}), F_1, F_2,$$

are tangent to $O(q_0)$, and hence to $O_{\partial R}(q_0)$. They are, moreover, defined on an open neighbourhood $O'$ of $q_0$ in $Q$ such that $O(q_0) \subset O'$, and they are pointwise linearly independent on $O'$. Hence, by looking at the coefficients of $\mathcal{L}_{\text{NS}}(A\tilde{X}_A)|_q, \mathcal{L}_{\text{NS}}(A\tilde{Y}_A)|_q$ and $\mathcal{L}_{\text{NS}}(\tilde{Z}_A)|_q$ in the Lie brackets computed in Lemma 7.14 we conclude that if any one of the following conditions is satisfied at any point of $q = (x, \hat{x}; A) \in O(q_0)$,

1) $G_{\tilde{X}} \neq 0$,
2) $\omega G_{\tilde{Y}} - H_{\tilde{X}} \neq 0$,
3) $H_{\tilde{Y}} \neq 0$,
4) $\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi - 1 \neq 0$,
5) $\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \omega \neq 0$, \tag{6.56}

then $O(q_0)$, and hence $O_{\partial R}(q_0)$, has dimension at least 6.

For the rest of this section, we will be assuming the none of these conditions 1)-5) hold. That is, our standing assumption in the sequel, within the current section, will be that

$$G_{\tilde{X}} \equiv 0, \quad \omega G_{\tilde{Y}} \equiv H_{\tilde{X}}, \quad H_{\tilde{Y}} \equiv 0, \quad \omega \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi \equiv 1, \quad \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \omega \equiv 0 \tag{6.57}$$

everywhere on $O(q_0)$.

**Proposition 6.12.** Let $(\Pi_X, \Pi_Y) \neq (0, 0)$ and $\hat{\sigma}_A \neq K(x)$ on $O(q_0)$. If equalities (6.57) hold on $O(q_0)$, then $\dim O(q_0) = 5$, and the vector fields (6.55) form a frame on $O(q_0)$.

**Proof.** First we observe that (6.51), (6.52) and (6.54) are simplified by (6.57) to

$$[[\mathcal{L}_R(\tilde{X}), \nu(\text{Rol}_{\{i\}})]|_q = F_1, \quad [\mathcal{L}_R(\tilde{Y}), \nu(\text{Rol}_{\{i\}})]|_q = F_2,$$

$$F_1|_q = -\mathcal{L}_{\text{NS}}(A\tilde{Y}_A)|_q + H_{\tilde{X}} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q,$$

$$F_2|_q = \mathcal{L}_{\text{NS}}(A\tilde{X}_A)|_q - \omega \mathcal{L}_{\text{NS}}(\tilde{Z}_A)|_q - H_{\tilde{X}} \nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q.$$

By Eq. (7.4) in Appendix, assumption (6.57) implies that on $O(q_0)$,

$$\bar{\sigma}^2_A = K, \quad \bar{\Pi}_Z = 0,$$

and consequently, using (6.47), (6.49) and relations in Lemma 7.12 and in Eq. (6.57),

$$\nu(\text{Rol}_{\{i\}})|_q \phi = 0, \quad \nu(\text{Rol}_{\{i\}})|_q \omega = 0. \tag{6.58}$$
Relations

\[ \nu(\mathbf{R}o_{\mathbf{q}})|_{q}\bar{X}(\cdot) = 0, \quad \nu(\mathbf{R}o_{\mathbf{q}})|_{q}\bar{Y}(\cdot) = 0, \]

then follow directly from (6.2) thanks to \( \nu(\mathbf{R}o_{\mathbf{q}})|_{q}\phi = 0. \)

Since \( \nu(\theta_{\tilde{X}} \otimes \tilde{Z}_{A})|_{q}\phi - 1 = 0, \) we have \( [\mathbf{L}_{R}(\tilde{X}), \nu(\mathbf{R}o_{\mathbf{q}})] = F_{1} \) (see (6.54) and formulas above it) and hence by \( \nu(\mathbf{R}o_{\mathbf{q}})|_{q}\phi = 0, \) Eq. (6.53), and Eq. (6.2) we obtain

\[ F_{1}|_{q}\phi = [\mathbf{L}_{R}(\tilde{X}), \nu(\mathbf{R}o_{\mathbf{q}})]|_{q}\phi = \nu(\mathbf{R}o_{\mathbf{q}})|_{q}(-G_{X} + g(\Gamma, \bar{X}(\cdot))) = 0, \]

for all \( q \in O(q_{0}). \)

Similarly using (6.53) and the fact that \( [\mathbf{L}_{R}(\tilde{Y}), \nu(\mathbf{R}o_{\mathbf{q}})] = F_{2}, \) we get

\[ F_{2}|_{q}\omega = -\nu(\mathbf{R}o_{\mathbf{q}})|_{q}(H_{\tilde{Y}}) = 0. \]

Computation of \([\mathbf{L}_{R}(\tilde{X}), \mathbf{L}_{R}(\tilde{Y})]|_{q}\phi\) using (6.50), and directly by definition of Lie bracket and Lemma (7.3) yield (below formulas are evaluated at \( q = (x, \hat{x}; A)\))

\[ [\mathbf{L}_{R}(\tilde{X}), \mathbf{L}_{R}(\tilde{Y})]|_{q}\phi = (-G_{\bar{X}})(G_{X} - g(\Gamma, \bar{X})) + (-G_{\bar{Y}})(G_{Y} - g(\Gamma, \bar{Y})) = \mathbf{L}_{R}(\tilde{X})|_{q}(G_{Y} - g(\Gamma, \bar{Y})) - \mathbf{L}_{R}(\tilde{Y})|_{q}(G_{X} - g(\Gamma, \bar{X})) \]

i.e., since \( G_{\bar{X}} = 0, \)

\[ \mathbf{L}_{R}(\tilde{X})|_{q}G_{Y} = (-G_{\bar{X}})(G_{Y} - g(\Gamma, \tilde{Y})) + \mathbf{L}_{R}(\tilde{X})|_{q}(g(\Gamma, \tilde{Y})) - \mathbf{L}_{R}(\tilde{Y})|_{q}(g(\Gamma, \tilde{X})). \]

By Eqs. (1.2), (6.2) it holds

\[ g(\nabla_{\tilde{X}} \Gamma, \tilde{Y}) - g(\nabla_{\tilde{Y}} \Gamma, \tilde{X}) = g(c_{\phi} \nabla_{X} \Gamma + s_{\phi} \nabla_{Y} \Gamma, -s_{\phi} X + c_{\phi} Y) - g(-s_{\phi} \nabla_{X} \Gamma + c_{\phi} \nabla_{Y} \Gamma, c_{\phi} X + s_{\phi} Y) = g(\nabla_{X} \Gamma, Y) - g(\nabla_{Y} \Gamma, X) = -K(x), \]

which coupled with Lemma (7.3) allows us to write

\[ \mathbf{L}_{R}(\tilde{X})|_{q}(g(\Gamma, \tilde{Y})) - \mathbf{L}_{R}(\tilde{Y})|_{q}(g(\Gamma, \tilde{X})) = g(\nabla_{\tilde{X}} \Gamma, \tilde{Y}) - g(\nabla_{\tilde{Y}} \Gamma, \tilde{X}) = G_{\bar{X}} g(\Gamma, \tilde{X}) - G_{\bar{Y}} g(\Gamma, \tilde{Y}). \]

By (6.61)

\[ \mathbf{L}_{R}(\tilde{X})|_{q}G_{\tilde{Y}} = -(G_{\tilde{X}})^{2} - K, \]

in which both sides are evaluated at \( q = (x, \hat{x}; A) \in O(q_{0}). \)

Next computing \([\mathbf{L}_{R}(\tilde{X}), \mathbf{L}_{R}(\tilde{Y})]|_{q}\omega\) both using (6.50), as well as directly via definition of the Lie bracket while accounting for (6.53) and relations in the beginning of the proof, produces

\[ [\mathbf{L}_{R}(\tilde{X}), \mathbf{L}_{R}(\tilde{Y})]|_{q}\omega = -G_{\bar{X}} H_{\bar{X}} - G_{\bar{Y}} H_{\bar{Y}} = \mathbf{L}_{R}(\tilde{X})|_{q}H_{\bar{Y}} - \mathbf{L}_{R}(\tilde{Y})|_{q}H_{\bar{X}} \]
that is since $G_X = 0$, $H_Y = 0$ by \textbf{(6.57)}

$$\mathcal{L}_R(\check{Y}_A)|_q H_X = 0,$$

It then follows from $\omega G_Y = H_X$ and $\mathcal{L}_R(\check{Y}_A)|_q \omega = H_Y(q) = 0$ that

\begin{equation}
0 = \mathcal{L}_R(\check{Y}_A)|_q H_X = (\mathcal{L}_R(\check{Y}_A)|_q \omega) G_Y(q) + \omega(q) \mathcal{L}_R(\check{Y}_A)|_q G_Y = \omega(q) \mathcal{L}_R(\check{Y}_A)|_q G_Y.
\end{equation}

Proceeding in similar fashion (using $F_1 = [\mathcal{L}_R(\check{X}), \nu(\text{Rot}(\check{A}))], \nu(\text{Rot}(\check{q}))]|_q \omega = 0$, \textbf{(6.53)} and \textbf{(6.57)}), one obtains

$$-F_1|_q \omega = -[\mathcal{L}_R(\check{X}), \nu(\text{Rot}(\check{A}))]|_q \omega = \nu(\text{Rot}(\check{q}))|_q (H_X) = \nu(\text{Rot}(\check{q}))|_q (\omega G_Y) = \omega(\text{Rot}(\check{q}))|_q (G_Y)$$

as well as (using $F_2 = [\mathcal{L}_R(\check{Y}), \nu(\text{Rot}(\check{A}))], \nu(\text{Rot}(\check{q}))]|_q \phi = 0$, \textbf{(6.53)} and \textbf{(6.57)})

$$-F_2|_q \phi = -[\mathcal{L}_R(\check{Y}), \nu(\text{Rot}(\check{A}))]|_q \phi = \nu(\text{Rot}(\check{q}))|_q (G_Y - g(\check{T}, \check{Y})) = \nu(\text{Rot}(\check{q}))|_q (G_Y).$$

From this, we find that

\begin{equation}
F_1|_q \omega = \omega F_2|_q \phi = -\omega \nu(\text{Rot}(\check{q}))|_q (G_Y) = -\nu(\text{Rot}(\check{q}))|_q (H_X).
\end{equation}

As we have shown above, $F_1|_q \phi = 0$ and $\nu(\text{Rot}(\check{A}))|_q \phi = 0$ on $O(q_0)$, implying that $[\nu(\text{Rot}(\check{A})), F_1]|_q \phi = 0$. On the other hand, the bracket $[\nu(\text{Rot}(\check{A})), F_1]$ as written out explicitly in Lemma \textbf{7.14} becomes, in view of \textbf{(6.57)} and the various relations derived earlier in this proof (e.g. $F_1|_q \phi = 0$),

$$[\nu(\text{Rot}(\check{A})), F_1]|_q = \mathcal{L}_n(\check{X}_A)|_q - \omega \mathcal{L}_n(\check{Z}_A)|_q - \omega G_Y \nu(\check{X}_A \otimes \check{Z}_A)|_q - (2F_1|_q \omega) \nu(\check{Y}_A \otimes \check{Z}_A)|_q$$

$$= F_2|_q - (2F_1|_q \omega) \nu(\check{Y}_A \otimes \check{Z}_A)|_q,$$

so that

$$0 = [\nu(\text{Rot}(\check{A})), F_1]|_q \phi = F_2|_q \phi - (2F_1|_q \omega) \nu(\check{Y}_A \otimes \check{Z}_A)|_q \phi = F_2|_q \phi - \frac{2}{\omega} (F_1|_q \omega) \phi = -\frac{1}{\omega} (F_1|_q \omega),$$

which yields $F_1|_q \omega = 0$ and hence by \textbf{(6.63)}

\begin{equation}
0 = F_1|_q \omega = \omega F_2|_q \phi = -\omega \nu(\text{Rot}(\check{q}))|_q (G_Y) = -\nu(\text{Rot}(\check{q}))|_q (H_X),
\end{equation}

for all $q \in O(q_0)$.

Finally, note that

\begin{equation}
\mathcal{L}_R(\check{X}_A)|_q H_X = \mathcal{L}_R(\check{X}_A)|_q (\omega G_Y) = H_X G_Y + \omega \mathcal{L}_R(\check{X}_A)|_q G_Y = -K \omega.
\end{equation}

Thanks to all these computations that have lead to additional relations, we see that the assumption \textbf{(6.57)} leads to the following simplifications in Lie brackets listed in Lemma \textbf{7.14}

\begin{equation}
\begin{align*}
[\mathcal{L}_R(\check{X}), F_1]|_q &= -\check{q}_A \nu(\text{Rot}(\check{q}))|_q, & [\mathcal{L}_R(\check{Y}), F_1]|_q &= G_Y F_2|_q, \\
[\mathcal{L}_R(\check{X}), F_2]|_q &= 0, & [\mathcal{L}_R(\check{Y}), F_2]|_q &= -G_Y F_1|_q + \lambda \nu(\text{Rot}(\check{q}))|_q, \\
[\nu(\text{Rot}(\check{A})), F_1]|_q &= F_2|_q, & [\nu(\text{Rot}(\check{A})), F_2]|_q &= - (1 + \omega^2) F_1|_q + \omega H_X \nu(\text{Rot}(\check{q}))|_q,
\end{align*}
\end{equation}
which hold at every \( q \in O(q_0) \), and we have used the function (recall that \( \tilde{\sigma}_A^1 - \tilde{K} + \omega^2(K - \tilde{\sigma}_A) = 0 \))

\[
\lambda(q) := -\tilde{\sigma}_A + \omega^2(K(x) - \tilde{\sigma}_A) = -\tilde{\sigma}_A^1 + \tilde{\sigma}_A + K(x), \quad q = (x, \hat{x}; A) \in O(q_0).
\]  

(6.67)

It remains to examine the bracket \([F_1, F_2]\), which is presented in Lemma 7.14 in terms of the local (around \( q_0 \)) frame of \( Q \) we are already very familiar with.

First, as we have seen, assumptions (6.57) allow one to simplify the expressions (6.54) for \( F_1, F_2 \) on \( O(q_0) \) into

\[
\begin{align*}
F_1|_q &= -\mathcal{L}_{NS}(A\tilde{Y}_A)|_q + H_{\tilde{X}}\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q, \\
F_2|_q &= \mathcal{L}_{NS}(A\tilde{X}_A)|_q - \omega\mathcal{L}_{NS}(\tilde{Z}_A)|_q - H_{\tilde{X}}\nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q.
\end{align*}
\]

(6.68)

These expressions combined with \( F_1|_q\omega = 0, F_2|_q\phi = 0, \tilde{\Pi}_Z = 0 \) and relations (7.3) yield

\[
\mathcal{L}_{NS}(A\tilde{Y}_A)|_q\omega = 0, \quad \omega\mathcal{L}_{NS}(\tilde{Z}_A)|_q\phi = \mathcal{L}_{NS}(A\tilde{X}_A)|_q\phi = G_{\tilde{X}} = 0, \quad \forall q \in O(q_0).
\]

Secondly, using these two relations along with already known identities \( G_{\tilde{X}} = 0, H_{\tilde{Y}} = 0, \omega G_{\tilde{Y}} = H_{\tilde{X}}, \tilde{\Pi}_Z = 0 \) and \( (\tilde{\sigma}_A^1 - \tilde{\sigma}_A)/(K - \tilde{\sigma}_A) = 1 \), one sees that the expression for \([F_1, F_2]\) given in Lemma 7.14 reduces to

\[
[F_1, F_2]|_q = \omega H_{\tilde{X}}\mathcal{L}_{NS}(A\tilde{Y}_A)|_q + \left( \omega F_2|_qG_{\tilde{X}} - \omega F_1|_qG_{\tilde{Y}} \right)\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q
\]

\[
+ \left( \omega(\tilde{\sigma}_A^1 - K + \tilde{\sigma}_A) + F_1|_qH_{\tilde{Y}} - F_2|_qH_{\tilde{X}} \right)\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q
\]

\[
+ \left( \tilde{\sigma}_A - \omega^2(K - \tilde{\sigma}_A) + (H_{\tilde{X}})^2 \right)\nu(A(X \wedge Y))|_q.
\]

In order to simplify this further, we note that earlier identities imply

\[
\begin{align*}
-F_1|_qH_{\tilde{X}} &= [\mathcal{L}_{R}(\tilde{X}), F_1]|_q\omega = -\tilde{\sigma}_A\nu(\mathbf{Ro}_{\tilde{q}})|_q\omega = 0, \\
-F_2|_qH_{\tilde{X}} &= [\mathcal{L}_{R}(\tilde{X}), F_2]|_q\omega = 0,
\end{align*}
\]

(6.69)

which in combination with identities \( F_1|_q\omega = 0, \omega G_{\tilde{Y}} = H_{\tilde{X}} \) imply \( \omega F_1|_qG_{\tilde{Y}} = F_1|_q(\omega G_{\tilde{Y}}) = F_1|_qH_{\tilde{X}} = 0 \). Moreover, facts that \( G_{\tilde{X}} = 0, H_{\tilde{Y}} = 0 \) on \( O(q_0) \) and \( F_1, F_2 \) are tangent to \( O(q_0) \) readily imply \( F_1|_qH_{\tilde{Y}} = 0 \) and \( F_2|_qG_{\tilde{Y}} = 0 \).

These additional observations lead to the following simplification of \([F_1, F_2]\) above:

\[
[F_1, F_2]|_q = \omega H_{\tilde{X}}\mathcal{L}_{NS}(A\tilde{Y}_A)|_q + \omega(\tilde{\sigma}_A^1 - K + \tilde{\sigma}_A)\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q
\]

\[
+ \left( \tilde{\sigma}_A - \omega^2(K - \tilde{\sigma}_A) + (H_{\tilde{X}})^2 \right)\nu(A(X \wedge Y))|_q
\]

(6.70)

where we have used again \( \lambda \) from (5.67).

Evidently, all seven Lie brackets appearing in (6.66) and (6.70) belong to the \( C^\infty(O(q_0)) \)-span of the vector fields (6.55) on \( O(q_0) \), an observation which allows us to conclude that \( O(q_0) \) is 5-dimensional (see for instance the proof of Proposition 6.5), and that vector fields (6.55) form a frame on \( O(q_0) \).

Finally, note that \( (\pi_{Q,M}|_{O(q_0)})_* : TO(q_0) \to TM \) maps the tangent vectors \( \mathcal{L}_{R}(\tilde{X}_A)|_q, \mathcal{L}_{R}(\tilde{Y}_A)|_q \) and \( F_2|_q \) of \( O(q_0) \) at \( q = (x, \hat{x}; A) \) to the vectors \( A\tilde{X}_A, A\tilde{Y}_A, A\tilde{X}_A - \omega(q)\tilde{Z}_A \), respectively, which span \( T_{\hat{x}}M \) since \( \omega(q) \neq 0 \). Thus \( \pi_{Q,M}|_{O(q_0)} \) is a submersion as claimed. Proof is complete. \( \square \)
Recall that here $\pi_Q$ is the mapping $Q \to M \times \hat{M}$; $(x, \hat{x}; A) \mapsto (x, \hat{x})$. As a consequence of the fact from previous proposition that (6.55) forms a frame on $O(q_0)$ we have:

**Corollary 6.13.** The map $\pi_{Q,M}|_{O(q_0)} : O(q_0) \to \hat{M}$ is a submersion, and $\pi_Q|_{O(q_0)} : O(q_0) \to M \times \hat{M}$ has constant rank 4, so that its image $\pi_Q(O(q_0))$ is a 4-dimensional embedded submanifold of $M \times \hat{M}$ (possibly after shrinking $O(q_0)$ around $q_0$).

Notice that if $k_1, k_2$ are functions on $V \times \hat{V}$, saying that relation $k_1(x, \hat{x}) = k_2(x, \hat{x})$ holds for all $q = (x, \hat{x}, A) \in O(q_0)$, is equivalent to saying that $k_1(x, \hat{x}) = k_2(x, \hat{x})$ for all $(x, \hat{x}) \in \pi_Q(O(q_0))$. We mention explicitly this simple remark because in what follows, we will be using both ways of writing such relations.

The following proposition holds when only the last two of the five relations in (6.57) hold.

**Proposition 6.14.** Assume that $(\Pi_X, \Pi_Y) \neq (0,0)$ and $\tilde{\sigma}_A \neq K(x)$ and that

$$\omega \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q \phi \equiv 1, \quad \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q \omega \equiv 0$$

hold on $O(q_0)$. Then the following are true:

a) There is a function $\hat{\lambda} \in C^\infty(\hat{V}')$ defined on some open neighbourhood $\hat{V}'$ of $\hat{x}_0$ in $\hat{M}$ such that $\lambda(q) = \hat{\lambda}(\hat{x})$ for all $q = (x, \hat{x}; A) \in O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}')$, where $\lambda(q)$ is defined in (6.67), with its last equality being true as well.

b) For every $q = (x, \hat{x}; A) \in O(q_0)$, the curvature tensor $\hat{R}|_{\hat{x}}$ has $-K(x)$ as a double eigenvalue, and $\lambda(q)$ as a simple eigenvalue. In particular, for all $q = (x, \hat{x}; A) \in O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}')$ this simple eigenvalue is $\hat{\lambda}(\hat{x})$.

c) $\hat{Y}_A(K) = 0$ i.e., $-s_\phi X(K) + c_\phi Y(K) = 0$ (see (6.2)) for every $q = (x, \hat{x}; A) \in O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}')$.

**Proof.** The relation $\nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q \omega \equiv 0$ on $O(q_0)$ alone implies by (7.4) in Appendix that

$$\hat{\Pi}_{\hat{Z}} = 0 \quad \text{on } O(q_0),$$

and hence by (6.49) and Lemma 7.12 in Appendix,

$$0 = \nu(\text{Roz})|_q \hat{\Pi}_{\hat{Z}} = \frac{\omega}{r}(\hat{\sigma}_A - \bar{\sigma}_A)(\hat{\sigma}_A - \hat{\sigma}_A) + r^2$$

i.e., by the definition of $\omega$ in (6.47),

$$\omega^2(K - \hat{\sigma}_A)^2 = (\hat{\sigma}_A^2 - \bar{\sigma}_A^2)(\hat{\sigma}_A - \hat{\sigma}_A) \quad \text{on } O(q_0).$$

On the other hand, the relation $\omega \nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q \phi \equiv 1$ on $O(q_0)$ alone implies by (7.4) in Appendix that

$$\hat{\sigma}_A^2 = K(x) \quad \text{on } O(q_0).$$

Combining the last two relation above, yields (using $\hat{\sigma}_A \neq K$)

$$\omega^2(K - \hat{\sigma}_A) = K - \bar{\sigma}_A^1 \quad \text{on } O(q_0)$$
Thus, in view of the three identities obtained, namely \( \tilde{\sigma}^2 = K(x) \), \( \tilde{K} = 0 \), \( \tilde{\sigma}^2_A = K - \omega^2(K - \tilde{\sigma}A) \), in combination with (6.48), the matrix of \( \tilde{R}|_{\hat{x}} \) with respect to the basis \(*A\hat{X}_A, *A\hat{Y}_A, \hat{Z}_A \) is given by

\[
(6.71) \quad \tilde{R}|_{\hat{x}} = \begin{pmatrix}
-K + \omega^2(K - \tilde{\sigma}A) & 0 & \omega(K - \tilde{\sigma}A) \\
0 & -K & 0 \\
\omega(K - \tilde{\sigma}A) & 0 & -K + (K - \tilde{\sigma}A)
\end{pmatrix}
\]

implying that the characteristic polynomial \( f_\hat{x}(\tau) \) of \( \tilde{R}|_{\hat{x}} \) is

\[
f_\hat{x}(\tau) = (\tau + K)^2(\tau + \tilde{\sigma}A - \omega^2(K - \tilde{\sigma}A)) = (\tau + K(x))^2(\tau - \lambda(q))
\]

for every \( q = (x, \hat{x}; A) \in O(q_0) \). This shows that the eigenvalues of the \( \hat{g} \)-symmetric linear map \( \tilde{R}|_{\hat{x}} \) are \(-K(x)\) and \( \lambda(q) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), the multiplicity of \(-K(x)\) being at least 2.

Next notice that having \( \lambda(q) = -K(x) \) would mean that \(-\tilde{\sigma}_A + \omega^2(K(x) - \tilde{\sigma}_A) = -K(x)\) i.e., \((1 + \omega^2)(K(x) - \tilde{\sigma}_A) = 0\), which contradicts the assumption that \( \tilde{\sigma}_A \neq K(x) \).

This shows that \(-K(x)\) is a double, and \( \lambda(q) \) is a simple eigenvalue of \( \tilde{R}|_{\hat{x}} \) for \( q = (x, \hat{x}; A) \in O(q_0) \), completing the proof of item b).

Since in particular \( \tilde{R}|_{\hat{x}_0} \) has a simple eigenvalue, it follows that \( \tilde{R}|_{\hat{x}} \) has a simple eigenvalue for all \( \hat{x} \) in some open neighbourhood \( \hat{V}' \) of \( \hat{x}_0 \) in \( \hat{M} \), and, consequently, the map \( \hat{\lambda} \) that assigns this eigenvalue to \( \hat{x} \in \hat{V}' \) must be a \( C^\infty \)-function on \( \hat{V}' \). It follows that \( \hat{\lambda}(\hat{x}) = \lambda(q) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}') \), and thus we have proved the claim of item a).

Finally, to prove c), let \( F'_I \in VF(O(q_0)) \) be the vector field on \( O(q_0) \) defined as (see (6.54))

\[
F'_I|_q = \mathcal{L}_R(\hat{Y}_A)|_q + F_I|_q = \mathcal{L}_{NS}(\hat{Y}_A)|_q - \omega Gx'\nu(\theta_{\hat{X}_A} \otimes \hat{Z}_A)|_q + Hx'\nu(\theta_{\hat{Y}_A} \otimes \hat{Z}_A)|_q,
\]

Fix a point \( q = (x, \hat{x}; A) \in O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}') \), and let \( \Gamma(t), t \in I, \) be an integral curve of \( F'_I \) passing through \( q \) at \( t = 0 \), with \( I \) an open interval such that \( 0 \in I \) and \( I \) small enough so that \( \Gamma(t), t \in I, \) stays inside the open subset \( O(q_0) \cap (\pi_{Q,M})^{-1}(\hat{V}') \) of \( O(q_0) \). We may write \( \Gamma(t) = (\gamma(t), \hat{x}; A(t)) \).

It is clear that \( (\pi_{Q,M}|_{O(q_0)})_* F'_I = 0 \), and hence \( \hat{\gamma}(t) = \frac{d}{dt} (\pi_{Q,M}|_{O(q_0)} \circ \Gamma)(t) = (\pi_{Q,M}|_{O(q_0)})_* \hat{\gamma}(t) = 0 \) for all \( t \in I, \) as a result of which \( \pi_{Q,M}(\Gamma(t)) = \pi_{Q,M}(\Gamma(0)) = \pi_{Q,M}(q) = \hat{x} \) for all \( t \in I \). This means that \( \Gamma(t) = (\gamma(t), \hat{x}; A(t)) \), and therefore, owing to the result stated in item b), the curvature tensor \( \tilde{R}|_{\hat{x}} \) at \( \hat{x} \) has a (double) eigenvalue \( \hat{\kappa} \) which equals \(-K(\gamma(t)) \), for all \( t \in I \).

In other words, \( K(\gamma(t)) = -\hat{\kappa} \) is constant in \( t \in I \), and since \( \gamma(0) = x \) and \( \gamma(t) = (\pi_{Q,M}|_{O(q_0)})_* F'_I|_{\Gamma(t)} = \hat{Y}_A(t) \), we get \( 0 = \frac{d}{dt} K(\gamma(t)) = \hat{Y}_A(t)(K) \), which at \( t = 0 \) implies \( \hat{Y}_A(K) = 0 \). Proof is complete.

\begin{remark}
(i) The open set \( \hat{V}' \) of \( \hat{M}' \) in item a) of Proposition 6.14 can be taken to be \( \hat{V} = \pi_{Q,M}(O(q_0)) \) if the conditions (6.57) hold. This is because, according to Corollary 6.13, the map \( \pi_{Q,M} \) is a submersion, hence an open map.

In the more general situation of Proposition 6.14 we do not know a priori if \( \hat{V} = \pi_{Q,M}(O(q_0)) \) is open or not.

(ii) We make an observation concerning item c) of Proposition 6.14. If \( (X(K), Y(K)) \neq 0 \) on the open subset \( V \) of \( M \), then, if \( X(K) \neq 0 \) on \( V \), we have \( \tan(\phi(q)) = \frac{Y|_q}{X|_q} \) for
\end{remark}
all \( q = (x, \hat{x}; A) \in O(q_0) \), where the right hand side is a smooth function on \( V \). Hence there exists a function \( \phi' \in C^\infty(V) \) such that \( \phi'(x) = \phi(q) \) for every \( q = (x, \hat{x}; A) \in O(q_0) \) (after shrinking \( O(q_0) \) around \( q_0 \) if necessary). The same observation holds if, instead, \( Y(K) \neq 0 \) on \( V \).

It then immediately follows that \( \nu(\text{Roi}_q)|_q \phi = 0 \), \( F_1|_q \phi = 0 \) and \( F_2|_q \phi = 0 \) on \( O(q_0) \), where \( F_1, F_2 \) are given in \((6.51)\). These three identities for \( \phi \) thus hold without assuming any of the first three relations in \((6.57)\) (under the assumption that \( (X(K), Y(K)) \neq 0 \) on \( V \)).

**Remark 6.16.** In what follows, we will continue using the shorthand notation that has been already employed in the proofs of the previous results in this section. Namely, we will regularly identify functions \( f \) on \( M \) (resp. \( \hat{f} \) on \( \hat{M} \)) such as \( K \) and \( \Gamma^i_{(j,k)} \) (resp. \( \lambda \), \( \hat{\Gamma}^i_{(j,k)} \)) with the composite functions \( f \circ \pi_{O(q_0), M} \) (resp. \( \hat{f} \circ \pi_{O(q_0), \hat{M}} \)) on \( O(q_0) \), whenever these quantities are needed to be viewed as function on \( O(q_0) \). It is therefore understood from now on that, for instance, \( K(x) = (K \circ \pi_{O(q_0), M})(x, \hat{x}; A) \), \( \Gamma^i_{(j,k)}(x) = (\Gamma^i_{(j,k)} \circ \pi_{O(q_0), M})(x, \hat{x}; A) \), and \( \hat{\lambda}(\hat{x}) = (\lambda \circ \pi_{O(q_0), \hat{M}})(x, \hat{x}; A) \).

Like mentioned in Remark 6.15 case (i) we will from now on assume that \( \hat{V}' = \hat{V} \) in Proposition 6.14.

To prepare ourselves for the proof of a proposition that follows below, we shall need the following technical lemma.

**Lemma 6.17.** At every point \( q = (x, \hat{x}; A) \in O(q_0) \) we have

\[
(6.72) \quad (\omega A \tilde{X}_A + \tilde{Z}_A)(\hat{\lambda}) = -2(1 + \omega^2)H_{\tilde{X}}(K - \hat{\sigma}A).
\]

**Proof.** As we have seen in the proof of Proposition 6.12 on \( O(q_0) \) the vector fields \( F_1 \) and \( F_2 \) (defined in \((6.64)\)) are simplified to \((6.63)\), and all the possible Lie-brackets of the (involutive) frame of vector fields \((6.55)\) of \( O(q_0) \) have themselves the expressions given in \((6.50)\), \((6.63)\), \((6.70)\), and \((6.51)\), \((6.52)\) which reduce, in view of \((6.57)\), to

\[
[\mathcal{L}_R(\tilde{X}), \nu(\text{Roi}_q)]|_q = F_1|_q, \quad [\mathcal{L}_R(\hat{Y}), \nu(\text{Roi}_q)]|_q = F_2|_q.
\]

The Jacobi identity for the three vector fields \( \mathcal{L}_R(\tilde{X}_A)|_q, F_1|_q \) and \( F_2|_q \) reads

\[
(6.73) \quad [\mathcal{L}_R(\tilde{X}), [F_1, F_2]]|_q + [F_2, [\mathcal{L}_R(\tilde{X}), F_1]]|_q + [F_1, [F_2, \mathcal{L}_R(\tilde{X})]]|_q = 0.
\]

Using \((6.53)\), \((6.57)\), \((6.63)\), \((6.70)\) and \( \mathcal{L}_R(\tilde{X}_A)|_q H_{\tilde{X}} = -K\omega \) on \( O(q_0) \) (shown in the proof of Proposition 6.12), the first term on the left can be expressed as

\[
[\mathcal{L}_R(\tilde{X}), [F_1, F_2]]|_q = [\mathcal{L}_R(\tilde{X}), -\omega H_{\tilde{X}} F_1 + ((H_{\tilde{X}})^2 - \lambda)\nu(\text{Roi}_q)]|_q
\]

\[
= -((H_{\tilde{X}})^2 F_1|_q + K\omega^2 F_1 + \omega H_{\tilde{X}} \hat{\sigma}A \nu(\text{Roi}_q)|_q + (-2H_{\tilde{X}} K\omega - \mathcal{L}_R(\tilde{X}_A)|_q \lambda)\nu(\text{Roi}_q)|_q + ((H_{\tilde{X}})^2 - \lambda) F_1|_q
\]

\[
= (K\omega^2 - \lambda) F_1|_q + (\omega H_{\tilde{X}} (\hat{\sigma}A - 2K) - \mathcal{L}_R(\tilde{X}_A)|_q \lambda) \nu(\text{Roi}_q)|_q
\]

the second one is equal to

\[
[F_2, [\mathcal{L}_R(\tilde{X}), F_1]]|_q = [F_2, -\hat{\sigma}(\nu(\text{Roi}_q))]|_q
\]

\[
= -(F_2|_q \hat{\sigma}(\nu(\text{Roi}_q))|_q - \hat{\sigma}(1 + \omega^2) F_1|_q - \omega H_{\tilde{X}} \nu(\text{Roi}_q)|_q,)
\]
The last term on the left of (6.73) vanishes \([F_1, [F_2, \mathcal{L}_R(\tilde{X})]]_q = 0\) by (6.66). Thus (6.73) yields

\[
0 = (K\omega^2 - \lambda - (1 + \omega^2)\hat{\sigma}_A)F_1|_q + (2\omega H_{\tilde{X}}(\hat{\sigma}_A - K) - \mathcal{L}_R(\tilde{X}_A)|_q \lambda - F_2|_q \hat{\sigma}(\cdot)\nu(\text{Rol})|_q,
\]

that is (recall (6.67))

\[
\mathcal{L}_R(\tilde{X}_A)|_q \lambda + F_2|_q \hat{\sigma}(\cdot) = -2\omega H_{\tilde{X}}(K - \hat{\sigma}_A).
\]

But we have \(F_2|_q \lambda = -(1 + \omega^2)F_2|_q \hat{\sigma}(\cdot)\), which is a consequence of the definition (6.67) of \(\lambda\), (6.60) and the relation \(F_2|_q K = 0\) that holds since \((\pi_{Q,M})_*F_2|_q = 0\). Hence

\[
(1 + \omega^2)\mathcal{L}_R(\tilde{X}_A)|_q \lambda - F_2|_q \lambda = -2(1 + \omega^2)\omega H_{\tilde{X}}(K - \hat{\sigma}_A).
\]

Because \(\lambda = \hat{\lambda} \circ \pi_{Q,M}\), we have \(\nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q \lambda = 0\), and consequently we find

\[
\omega(\omega A\tilde{X}_A + \tilde{Z}_A)(\hat{\lambda}) = -2(1 + \omega^2)\omega H_{\tilde{X}}(K - \hat{\sigma}_A).
\]

Dividing this identity with \(\omega(q) \neq 0\) yields (6.72) and thus completes the proof. \(\square\)

At this point, we will make some preliminary observations and introduce some notations that will be used throughout the rest of this section.

By Proposition 6.14 we can choose a smooth unit vector field \(\hat{E}_2\) on \(\hat{V}\) such that \(\ast \hat{E}_2\) is an eigenvector field of \(\tilde{R}\) corresponding to the simple eigenvalue (function) \(\hat{\lambda}\).

Choosing then \(\hat{E}_1, \hat{E}_3 \in \text{VF}(\hat{V})\) such that \((\hat{E}_1, \hat{E}_2, \hat{E}_3)\) is a positively oriented orthonormal frame on \(\hat{V}\), it follows that \(\ast \hat{E}_1|_\hat{x}, \ast \hat{E}_3|_\hat{x}\) are eigenvector fields of \(\tilde{R}|_\hat{x}\) with eigenvalue \(-K(x)\) for all \(q = (x, \hat{x}; A) \in O(q_0)\), again by Proposition 6.14.

In addition to this orthonormal frame, we define \(T\hat{M}\)-valued smooth vector fields on \(O(q_0)\) by

\[
(6.74) \quad \tilde{M}_1|_q := -A\tilde{Y}_A, \quad \tilde{M}_2|_q := -\omega(q)A\tilde{X}_A - \tilde{Z}_A, \quad \tilde{M}_3|_q := A\tilde{X}_A - \omega(q)\tilde{Z}_A,
\]

for \(q = (x, \hat{x}; A) \in O(q_0)\). As is easily checked, for each \(q = (x, \hat{x}; A) \in O(q_0)\), the vectors \(\tilde{M}_1|_q, \tilde{M}_2|_q, \tilde{M}_3|_q\) are mutually \(\hat{g}\)-orthogonal (but are not all normalized to 1), and \(\ast \tilde{M}_1|_q, \ast \tilde{M}_2|_q, \ast \tilde{M}_3|_q\) are eigenvectors of \(\tilde{R}|_\hat{x}\) corresponding to its eigenvalues \(-K(x)\), \(\hat{\lambda}(\hat{x})\) and \(-K(x)\), respectively. It follows that \(\text{span}\{\hat{E}_1|_\hat{x}, \hat{E}_3|_\hat{x}\} = \text{span}\{\tilde{M}_1|_q, \tilde{M}_3|_q\}\) and that \(\hat{E}_2|_\hat{x}\) is parallel to \(\tilde{M}_2|_q\) for all \(q = (x, \hat{x}; A) \in O(q_0)\).

The choice of \(\tilde{M}_1\) and \(\tilde{M}_3\) (and hence \(\tilde{M}_2\)) is motivated by the fact that in terms of them, Eq. (6.68) reads

\[
(6.75) \quad F_1|_q = \mathcal{L}_{\text{NS}}(\tilde{M}_1|_q)|_q + H_{\tilde{X}}\nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
F_2|_q = \mathcal{L}_{\text{NS}}(\tilde{M}_3|_q)|_q - H_{\tilde{X}}\nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q.
\]

As \(\hat{E}_2|_\hat{x}\) and \(\tilde{M}_2|_q\) are parallel vectors in \(T_{\hat{x}}\hat{M}\) for \(q = (x, \hat{x}; A) \in O(q_0)\), while \(\|\tilde{M}_2|_q\|_{\hat{g}} = (1 + \omega(q)^2)^{1/2}\) and \(\|\hat{E}_2|_\hat{x}\|_{\hat{g}} = 1\), we may assume w.l.o.g that \(\hat{E}_2\) was chosen in such a way that

\[
(6.76) \quad (1 + \omega(q)^2)^{1/2}\hat{E}_2|_\hat{x} = \tilde{M}_2|_q, \quad \forall q = (x, \hat{x}; A) \in O(q_0).
\]

Here is one of the key results of this section.
Proposition 6.18. Under the assumptions of Proposition 6.12 and after shrinking the rolling neighbourhood $O(q_0)$ around $q_0$ if necessary, there is a smooth oriented orthonormal frame $\hat{E}_1, \hat{E}_2, \hat{E}_3$ on $\hat{V} = \pi_{\hat{Q}, \hat{M}}(O(q_0))$ with respect to which the connection table $\hat{\Gamma}$ of the Levi-Civita connection of $(\hat{V}, \hat{g}|_{\hat{V}})$ has the form

$$\hat{\Gamma} = \begin{pmatrix} 0 & 0 & -\hat{\Gamma}^1_{(1,2)} \\ \hat{\Gamma}^1_{(3,1)} & \hat{\Gamma}^2_{(3,1)} & \hat{\Gamma}^3_{(3,1)} \\ \hat{\Gamma}^1_{(1,2)} & 0 & 0 \end{pmatrix},$$

where we recall that $\hat{\Gamma}^i_{(j,k)} = \hat{g}(\nabla_{\hat{E}_j} \hat{E}_k, \hat{E}_i)$. In addition,

$$\hat{H}(\hat{\Gamma}^1_{(1,2)}) = 0, \quad \forall \hat{H} \in \hat{E}_2^\perp$$

holds on $\hat{V}$ and relations

$$\hat{\hat{E}}_2|x(\hat{\hat{\hat{\Gamma}}}^{1}_{(1,2)}) + (\hat{\Gamma}^1_{(1,2)}(\hat{\hat{\hat{x}}}))^2 = -K(x)$$

$$\hat{\hat{E}}_2|x(\hat{\lambda}) - 2\hat{\Gamma}^1_{(1,2)}(\hat{x})(K(x) + \hat{\lambda}(\hat{x})) = 0$$

hold at every point $(x, \hat{x}) \in \pi_{\hat{Q}}(O(q_0))$.

Proof. Our first step will be to show the following claim:

(A) The 2-dimensional distribution $\hat{E}_2^\perp$ on $V$ is involutive.

To that end, observe first that by (6.66) and (6.70) the system of vector fields $\mathcal{F}' := \{\nu(R\mathcal{O}), F_1, F_2\}$ forms an involutive system on $O(q_0)$.

Fix arbitrary $\hat{x}_1 \in \hat{V}$, and recall that $\hat{V} = \pi_{\hat{Q}, \hat{M}}(O(q_0))$ which implies the existence of a point $q_1 = (x_1, \hat{x}_1; A_1)$ in $O(q_0)$ above $\hat{x}_1$. Let $O'$ be a connected neighbourhood of $q_1$ in the 3-dimensional orbit $O_{\mathcal{F}'}(q_1)$ of $\mathcal{F}'$ passing through $q_1$ (and contained in $O(q_0)$).

The vector fields in $\mathcal{F}'$ at a point $q = (x, \hat{x}; A) \in O(q_0)$ are mapped by $(\pi_{\hat{Q}, \hat{M}}|_{O(q_0)})_*$ (see (6.75)) to vectors $-A\hat{Y}_A = \hat{M}_1|_q$ and $A\hat{X}_A - \omega\hat{Z}_A = \hat{M}_3|_q$ in $T_{\hat{x}}\hat{M}$, respectively. This means that the smooth map $\pi_{\hat{Q}, \hat{M}}|_{O'}$ has constant rank 2, and therefore we may choose the connected neighbourhood $O'$ of $q_1$ in the orbit $O_{\mathcal{F}'}(q_1)$ to be small enough to guarantee that $\pi_{\hat{Q}, \hat{M}}|_{O'}$ is a submersion onto an embedded 2-dimensional submanifold $\hat{N}$ of $\hat{M}$ containing $\hat{x}_1$. Furthermore, because $O'$ is connected, so is $\hat{N}$.

Since $(\pi_{\hat{Q}, \hat{M}})_*F_1|_q = \hat{M}_1|_q$, $(\pi_{\hat{Q}, \hat{M}})_*F_2|_q = \hat{M}_3|_q$, for every $q = (x, \hat{x}; A) \in O'$, and since $\pi_{\hat{Q}, \hat{M}}(O') = \hat{N}$, the tangent space of $\hat{N}$ at any $\hat{x} \in \hat{N}$ is spanned by $\hat{M}_1|_q$ and $\hat{M}_3|_q$, for any point $q$ in $O'$ above $\hat{x}$ (i.e., any $q$ in $(\pi_{\hat{Q}, \hat{M}}|_{O'})^{-1}(\hat{x})$). But span{$\hat{M}_1|_q, \hat{M}_3|_q$} = span{$\hat{E}_1|x, \hat{E}_3|x$} = $\hat{E}_2^\perp|x$ and hence we have $T_{\hat{x}}\hat{N} = \hat{E}_2^\perp|x$. This shows that $\hat{N}$ is an integral manifold (of dimension 2) of $\hat{E}_2^\perp$ though the point $\hat{x}_1$. Since $\hat{x}_1$ was an arbitrarily chosen point in $\hat{V}$, we conclude that $\hat{E}_2^\perp$ is a smooth involutive distribution on $\hat{V}$. Claim (A) above is therefore proven.

Here we can write down our first relation between the connection coefficients $\hat{\Gamma}^i_{(j,k)}$ on $\hat{M}$.

As is easily verified (see item [1] in Remark 6.20), the distribution $\hat{E}_2^\perp$ being involutive, which is the case by claim (A) above, is equivalent to the following relation between the connection coefficients:

$$\hat{\Gamma}^3_{(1,2)} = -\hat{\Gamma}^1_{(2,3)} \quad \text{on } \hat{V}.$$
(B) For any \( \hat{x}_1 \in \hat{V} \), any connected integral manifold \( \hat{N} \) of \( \hat{E}_2^\perp \) passing through \( \hat{x}_1 \), and any \( q_1 = (x_1, \hat{x}_1; A_1) \in O(q_0) \) above \( \hat{x}_1 \), it holds

\[
(6.82) \\
\hat{R}|_{\hat{z}}(\hat{H}) = -K(x_1)\hat{H}, \quad \forall \hat{x} \in \hat{N}, \quad \forall \hat{H} \in \hat{E}_2^\perp|_{\hat{z}}.
\]

Note that through any \( \hat{x}_1 \in \hat{V} \) there passes some connected integral manifold \( \hat{N} \) of \( \hat{E}_2^\perp \), thanks to claim (A) above.

We will use the notations from the proof of claim (A) above. First, projecting \( \mathcal{F}' \) into the 2-dimensional manifold \( M \), we observe that \((\pi_{Q,M})_*\mathcal{F}'|_q = 0 \), and consequently \( \pi_{Q,M}(O') = \{x_1\} \) because \( O' \) is a connected integral manifold of \( \mathcal{F}' \).

Taking an arbitrary point \( \hat{x} \in \hat{N} \), there is a smooth path \( \hat{\gamma} : [0,1] \to \hat{N} \) in \( \hat{N} \) from \( \hat{x}_1 \) to \( \hat{x} \) (because \( \hat{N} \) is connected), and it can be lifted to a smooth path \( \Gamma : [0,1] \to O' \) from \( q_1 \) to some \( q = (x, \hat{x}; A) \in O' \). Consequently, \( \pi_{Q,M}(\Gamma(t)) = x_1 \) for all \( t \in [0,1] \), implying in particular that \( x = \pi_{Q,M}(q) = \pi_{Q,M}(\Gamma(1)) = x_1 \). For any \( \hat{H} \in \hat{E}_2^\perp|_{\hat{z}} \) we therefore have \( \hat{R}|_{\hat{z}}(\hat{H}) = -K(x)\hat{H} = -K(x_1)\hat{H} \), which completes the proof of claim (B) since \( \hat{x} \in \hat{N} \) was arbitrary.

To derive our second set of relations between connection coefficient, along with one additional differential relation involving the eigenvalues of \( \hat{R} \), we shall next make use of Eq. (6.82), the eigen-equation \( \hat{R}(\hat{E}_2) = \hat{\lambda} \hat{E}_2 \) and the second Bianchi identity.

Fix \( \hat{x}_1, q_1 = (x_1, \hat{x}_1; A_1) \) and \( \hat{N} \) as in claim (B) above. Choosing \( \hat{H} = \hat{E}_1 \) (resp. \( \hat{H} = \hat{E}_3 \)) in (6.82), then applying covariant derivative \( \hat{\nabla_{\hat{E}_1}} \) (resp. \( \hat{\nabla_{\hat{E}_3}} \)) onto it, one gets

\[
(\hat{\nabla}_{\hat{E}_1}\hat{R})(\hat{E}_1) + \hat{R}(\hat{\Gamma}_{(1,2)}\hat{E}_2 - \hat{\Gamma}_{(3,1)}\hat{E}_3) = -K(x_1)\hat{E}_1 - (\hat{\Gamma}_{(1,2)}\hat{E}_2 - \hat{\Gamma}_{(3,1)}\hat{E}_3)
\]

\[
(\hat{\nabla}_{\hat{E}_3}\hat{R})(\hat{E}_3) + \hat{R}(\hat{\Gamma}_{(3,1)}\hat{E}_1 - \hat{\Gamma}_{(2,3)}\hat{E}_2) = -K(x_1)\hat{E}_3 - (\hat{\Gamma}_{(3,1)}\hat{E}_1 - \hat{\Gamma}_{(2,3)}\hat{E}_2).
\]

An important point here is that these identities do not involve any derivatives of \( K \).

Similarly, applying \( \hat{\nabla}_{\hat{E}_2} \) to the eigen-equation \( \hat{R}(\hat{E}_2) = \hat{\lambda} \hat{E}_2 \) gives

\[
(\hat{\nabla}_{\hat{E}_2}\hat{R})(\hat{E}_2) + \hat{R}(\hat{\Gamma}_{(2,1)}\hat{E}_1 + \hat{\Gamma}_{(2,3)}\hat{E}_3) = \hat{\lambda} \hat{E}_2 - (\hat{\Gamma}_{(2,1)}\hat{E}_1 + \hat{\Gamma}_{(2,3)}\hat{E}_3) + \hat{E}_2(\hat{\lambda})\hat{E}_2
\]

Using (6.82) and the eigen-equation \( \hat{R}(\hat{E}_2) = \hat{\lambda} \hat{E}_2 \) again, these three identities can be simplified into

\[
(\hat{\nabla}_{\hat{E}_1}\hat{R})(\hat{E}_1) = -\hat{\Gamma}_{(1,2)}(K(x_1) + \hat{\lambda})\hat{E}_2
\]

\[
(\hat{\nabla}_{\hat{E}_3}\hat{R})(\hat{E}_3) = \hat{\Gamma}_{(2,3)}(K(x_1) + \hat{\lambda})\hat{E}_2
\]

\[
(\hat{\nabla}_{\hat{E}_2}\hat{R})(\hat{E}_2) = -\hat{\Gamma}_{(1,2)}(K(x_1) + \hat{\lambda})\hat{E}_1 + \hat{\Gamma}_{(2,3)}(K(x_1) + \hat{\lambda})\hat{E}_3 + \hat{E}_2(\hat{\lambda})\hat{E}_2.
\]

Plugging these into the second Bianchi identity \( \sum_{i=1}^{3}(\hat{\nabla}_{\hat{E}_i}\hat{R})(\hat{E}_i) = 0 \) allows us to deduce from the resulting \( \hat{\lambda} \hat{E}_1 \) and \( \hat{\lambda} \hat{E}_3 \) components, while keeping in mind that \( \hat{\lambda}(\hat{x}) \neq -K(x_1) \) for \( \hat{x} \in \hat{N} \), the identities \( \hat{\Gamma}_{(2,3)}(\hat{x}) = 0 \), \( \hat{\Gamma}_{(2,3)}(\hat{x}) = 0 \) for all \( \hat{x} \in \hat{N} \).

Since \( \hat{N} \) was an arbitrary (local) integral manifold of \( \hat{E}_2^\perp \), as can be understood from the above, on the open subset \( \hat{V} \) of \( \hat{M} \), these relations hold on all of \( \hat{V} \), i.e.,

\[
(6.83) \\
\hat{\Gamma}_{(1,2)}(\hat{x}) = 0, \quad \hat{\Gamma}_{(2,3)}(\hat{x}) = 0, \quad \forall \hat{x} \in \hat{V}.
\]

Similarly, \( \hat{\lambda} \hat{E}_2 \) component of the second Bianchi identity just discussed yields

\[
\hat{E}_2|_{\hat{z}}(\hat{\lambda}) + (\hat{\Gamma}_{(1,2)}(\hat{x}) + \hat{\Gamma}_{(2,3)}(\hat{x}))(K(x_1) + \hat{\lambda}(\hat{x})) = 0, \quad \forall \hat{x} \in \hat{N},
\]
holding for any \( \hat{x}_1 \in \hat{V} \), any connected integral manifold \( \hat{N} \) of \( \hat{E}_2^+ \) passing through \( \hat{x}_1 \), and any \( q_1 = (x_1, \hat{x}_1; A_1) \in O(q_0) \) above \( \hat{x}_1 \). In particular

\[
\hat{E}_2 |x(\hat{\lambda}) + (\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)})(K(x) + \hat{\lambda}(\hat{x})) = 0
\]

holds at every point \((x, \hat{x}) \in \pi_Q(O(q_0))\).

Next we shall focus on proving the following claim:

**Claim (C)** Below every point \( q = (x, \hat{x}; A) \in O(q_0) \) in \( M \times \hat{M} \) it holds

\[
\hat{E}_1 |\hat{x} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{E}_3 |\hat{x} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad -K(x) \ast E_i |\hat{x} = \hat{R}(\ast \hat{E}_i |\hat{x}), \quad i = 1, 3,
\]

for any \( x \in M \) and \( \hat{x} \in \hat{M} \) such that \( \pi_Q(q) = (x, \hat{x}) \) for some \( q \in O \), it follows that the components \( c_1 \) and \( a_2 \) of the curvature formulas (7.1) in the Appendix (section 7) are equal to

\[-K(x) = \hat{E}_1(\hat{\Gamma}_{(1,2)}) + (\hat{\Gamma}_{(2,3)})^2 + (-\hat{\Gamma}_{(1,2)} - \hat{\Gamma}_{(2,3)}) + \hat{\Gamma}_{(1,2)}^2 + \hat{\Gamma}_{(2,3)}^2.
\]

Summing these equations up and using (6.81) we obtain the second relation in (6.85).

It thus remains to show that the first and the third relations in (6.85) hold, in order to complete the proof of claim (C) above.

Using the expression for \( M_2 \) given in (6.74) in combination with (6.76) in Eq. (6.72) of Lemma 6.17 the latter can be rewritten into the form

\[
\hat{E}_2 |\hat{x} = 2(1 + \omega^2)^{1/2} H_X(K - \hat{\sigma}_A).
\]

Comparison with (6.84) then implies that

\[
2(1 + \omega q^2)^{1/2} H_X(q) = (K(x) - \hat{\sigma}_A) + (\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)})(K(x) + \hat{\lambda}(\hat{x})) = 0,
\]

holds for all \( q = (x, \hat{x}; A) \in O(q_0) \). Plugging in here \( \hat{\lambda} = \lambda \) from (6.67) then results in

\[
2(1 + \omega^2)^{1/2} H_X(K - \hat{\sigma}_A) + (1 + \omega^2)(\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)})(K - \hat{\sigma}_A) = 0,
\]

i.e., since \( K - \hat{\sigma}_A \neq 0 \),

\[
2H_X + (1 + \omega^2)^{1/2}(\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)}) = 0 \quad \text{on} \quad O(q_0).
\]

Using \( \mathcal{L}_R(X_A) |q H_X = -K \omega \), which is the relation (6.65) derived in the proof of Proposition 6.12 and using the defining relation \( \mathcal{L}_R(X_A) |q \omega = H_X \) (see (6.53)), one gets

\[
-2K \omega + (1 + \omega^2)^{1/2} \omega H_X(\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)}) + (1 + \omega^2)^{1/2}(A \hat{X}_A)(\hat{\Gamma}_{(1,2)} + \hat{\Gamma}_{(2,3)}) = 0.
\]
Applying $F_1|_q$ to (6.87), using $F_1|_q \omega = 0$, $F_1|_q H = 0$ which are (6.64) and (6.69) in the proof of Proposition 6.12 and using the expression of $F_1$ in (6.75), we get

$$(1 + \omega^2)^{1/2} \hat{M}_1|_q (-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = 0 \quad \text{on } O(q_0).$$

i.e.,

$$\hat{M}_1|_q (-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = 0 \quad \text{on } O(q_0).$$

Likewise, applying $F_2|_q$ to (6.87), using $F_2|_q \omega = 0$, $F_2|_q H = 0$ which are (6.60) and (6.69) in the proof of Proposition 6.12 and using the expression of $F_2$ in (6.75), we get

$$(1 + \omega^2)^{1/2} \hat{M}_3|_q (-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = 0 \quad \text{on } O(q_0).$$

i.e.,

$$(6.89) \quad \hat{M}_3|_q (-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = 0 \quad \text{on } O(q_0).$$

Since span$\{\hat{M}_1|_q, \hat{M}_3|_q\} = (\hat{M}_2|_q)^\perp = (\hat{E}_2|_\hat{x})^\perp$ we can conclude that

$$\hat{H}(-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = 0, \quad \forall \hat{x} \in \hat{V}, \quad \forall \hat{H} \in \hat{E}_2|_\hat{x},$$

which yields the first and the third relation in (6.85), completing the proof of claim (C).

Our next and final separate claim in this proof is as follows:

(D) Below every point $q = (x, \hat{x}; A) \in O(q_0)$ in $M \times \hat{M}$ it holds

$$(6.90) \quad \hat{E}_2|_\hat{x}(-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}) = -2K(x) - \frac{1}{2}(-\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)})^2$$

To make the formulas appearing below a bit less busy, let us write

$$\Delta \hat{\Gamma} := -\hat{\Gamma}^1_{(1,2)} + \hat{\Gamma}^3_{(2,3)}.$$

Then Eqs. (6.87) and (6.88), that hold for all $q = (x, \hat{x}; A) \in O(q_0)$, take the form

$$2H \hat{X} + (1 + \omega^2)^{1/2} \Delta \hat{\Gamma} = 0$$

and

$$-2K\omega + (1 + \omega^2)^{-1/2} \omega H \Delta \hat{\Gamma} + (1 + \omega^2)^{1/2}(A \hat{X}_A) \Delta \hat{\Gamma} = 0.$$
Next recall that \( \hat{M}_3|_q = A\hat{X}_A - \omega(q)\hat{Z}_A \) (Eq. (6.74)) and that \( \hat{M}_3|_q\Delta\hat{\Gamma} = 0 \) by (6.89), implying, at every \( q = (x, \hat{x}; A) \in O(q_0) \),

\[
\omega\hat{Z}_A\Delta\hat{\Gamma} = (A\hat{X}_A)\Delta\hat{\Gamma} = (1 + \omega^2)^{-1/2}\omega(2K + \frac{1}{2}(\Delta\hat{\Gamma})^2)
\]
i.e.,

\[
(6.92) \quad \hat{Z}_A\Delta\hat{\Gamma} = (1 + \omega^2)^{-1/2}(2K + \frac{1}{2}(\Delta\hat{\Gamma})^2)
\]

Finally, combining (6.91) and (6.92) to form \(-\omega(q)A\hat{X}_A + \hat{Z}_A\Delta\hat{\Gamma} = \hat{M}_2|_q\Delta\hat{\Gamma} \) (see (6.74)) on the left hand side, and recalling (6.76) yields

\[
(1 + \omega^2)^{1/2}\hat{E}_2|_{\hat{x}}(\Delta\hat{\Gamma}) = -(1 + \omega^2)^{1/2}(2K + \frac{1}{2}(\Delta\hat{\Gamma})^2).
\]

This relation readily yields (6.90), completing the proof of claim (D).

We are now in position to complete the proof of the proposition at hand.

Substituting (6.90) into the second relation in (6.85) and cancelling the \(-2K(x)\) term we find that

\[
(\hat{\Gamma}_{(1,2)}^1)^2 + 2(\hat{\Gamma}_{(2,3)}^1)^2 + (\hat{\Gamma}_{(2,3)}^3)^2 - \frac{1}{2}( -\hat{\Gamma}_{(1,2)}^1 + \hat{\Gamma}_{(2,3)}^3)^2 = 0,
\]

which after using \(2(a^2 + b^2) - (a + b)^2 = a^2 + b^2 + 2ab = (a + b)^2\) becomes

\[
(\hat{\Gamma}_{(1,2)}^1 + \hat{\Gamma}_{(2,3)}^3)^2 + 4(\hat{\Gamma}_{(2,3)}^1)^2 = 0.
\]

From this we conclude that

\[
\hat{\Gamma}_{(2,3)}^3 = -\hat{\Gamma}_{(1,2)}^1, \quad \hat{\Gamma}_{(2,3)}^1 = 0,
\]
on the open subset \( \hat{\nu} = \pi_{Q,M}(O(q_0)) \) of \( \hat{M} \). Whence (6.81) yields \( \hat{\Gamma}_{(1,2)}^3 = -\hat{\Gamma}_{(1,2)}^1 = 0 \) on \( \hat{\nu} \).

These last relations, along with (6.83), show that the connection table \( \hat{\Gamma} \) on \( (\hat{M}, \hat{g}) \) has the form (6.77) as claimed.

At last, substituting \( \hat{\Gamma}_{(2,3)}^3 = -\hat{\Gamma}_{(1,2)}^1 \) and \( \hat{\Gamma}_{(2,3)}^1 = 0 \) into (6.81) as well as into the three relations in (6.85) and recalling that \( \hat{E}_{2}^\perp = \text{span}\{\hat{E}_1, \hat{E}_3\} \), we find (6.78), (6.79) and (6.80). This completes the proof.

\[\square\]

Next result is a rather direct corollary of (6.77) and (6.79).

**Corollary 6.19.** The space \( (\hat{\nu}, \hat{g}|_{\hat{\nu}}) \subset (\hat{M}, \hat{g}) \) is isometric to a warped product \( (\hat{I} \times \hat{N}, s_1 \oplus \hat{h}) \) via some isometry \( \hat{F} : \hat{I} \times \hat{N} \rightarrow \hat{\nu} \), where \( (\hat{N}, \hat{h}) \) is a 2-dimensional Riemannian manifold \( \hat{I} \) is a non-empty open interval of \( \mathbb{R} \) equipped with the standard metric \( s_1 \), the warping function \( \hat{f} \in C^\infty(\hat{I}) \) satisfies

\[
(6.93) \quad \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} = -\hat{\Gamma}_{(1,2)}^1(\hat{F}(\hat{r}, \hat{y})), \quad (\hat{r}, \hat{y}) \in \hat{I} \times \hat{N},
\]
and the canonical unit vector field $\frac{\partial}{\partial \hat{r}}$ on $\hat{I}$ is related to $\hat{E}_2$ on $\hat{V}$ by

\begin{equation}
\hat{F}_r \frac{\partial}{\partial \hat{r}} |_{(\hat{r}, \hat{y})} = \hat{E}_2 |_{\hat{F}(\hat{r}, \hat{y})}, \quad (\hat{r}, \hat{y}) \in \hat{I} \times \hat{N}.
\end{equation}

Furthermore, $\hat{F}$ obeys the relation

\begin{equation}
\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} = -K(x),
\end{equation}

at every $x \in M$ and $\hat{r} \in \hat{I}$ such that $(x, \hat{F}(\hat{r}, \hat{y})) \in \pi_Q(O(q_0))$ for some $\hat{y} \in \hat{N}$.

**Proof.** The identities (6.77) and (6.78) fulfill the assumptions of the result characterizing warped products given in [12] or [9, Theorem C.14] (or [7, Theorem D.14]). According to it, after possibly shrinking the rolling neighbourhood $O(q_0)$ around $q_0$ and hence $\hat{V}$ around $\hat{x}_0$, the space $(\hat{V}, \hat{g}|_{V'})$ isometric to a warped product $((\hat{I} \times \hat{N}, s_1 \oplus \hat{h})$ where $(\hat{N}, \hat{h})$ is a 2-dimensional Riemannian manifold, $\hat{I} \subset \mathbb{R}$ is an open non-empty interval, and the warping function $\hat{f} \in C^\infty(\hat{I})$ satisfies (6.93), and (6.94) holds.

Let $(x, \hat{x}) \in \pi_Q(O(q_0))$, $\hat{x} = \hat{F}(\hat{r}, \hat{y})$. Applying (6.93) and (6.94) to Eq. (6.79) one finds

\[-K(x) = -\frac{\partial}{\partial \hat{r}} \left( -\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right) + \left( -\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right) \]

which yields (6.95) after elementary calculus. \[\square\]

**Remark 6.20.** Let us address the geometrical meaning of the various algebraic relations for connection coefficients $\hat{\Gamma}^{(j,k)}_{(i)}$ of $\hat{V}$ derived in the course of the proof of Proposition 6.18. We let here $(\hat{M}, \hat{g})$ be some Riemannian manifold of dimension 3, equipped with a local orthonormal frame $\hat{E}_1, \hat{E}_2, \hat{E}_3$ defined on some open non-empty set $\hat{V} \subset \hat{M}$. As before, we define $\hat{\Gamma}^i_{(j,k)} = \hat{g}(\nabla_{\hat{E}_j} \hat{E}_k, \hat{E}_i)$.

1. $\hat{\Gamma}^3_{(1,2)} = -\hat{\Gamma}^1_{(2,3)}$ on $\hat{V}$ if and only if the distribution $\hat{E}_2^\perp$ is involutive on $\hat{V}$. Reason:

\[\hat{g}(\nabla_{\hat{E}_3} \hat{E}_1, \hat{E}_2) = \hat{g}(\nabla_{\hat{E}_3} \hat{E}_1 - \nabla_{\hat{E}_1} \hat{E}_3, \hat{E}_2) = \hat{\Gamma}^3_{(1,2)} + \hat{\Gamma}^1_{(2,3)}.\]

2. $\hat{\Gamma}^2_{(1,2)} = 0$, $\hat{\Gamma}^2_{(2,3)} = 0$ on $\hat{V}$ if and only if $\hat{E}_2$ is a (unit) geodesic vector field on $\hat{V}$, if and only if $\hat{E}_2^\perp$ is parallel along $\hat{E}_2$ (i.e., $\nabla_{\hat{E}_2}(\hat{E}_2^\perp) \subset \hat{E}_2^\perp$). Reason:

\[\hat{g}(\nabla_{\hat{E}_2} \hat{E}_2, \hat{E}_2) = \frac{1}{2} \hat{E}_2(\hat{g}(\hat{E}_2, \hat{E}_2)) = 0, \quad \hat{g}(\nabla_{\hat{E}_2} \hat{E}_2, \hat{E}_1) = -\hat{\Gamma}^2_{(1,2)}, \quad \hat{g}(\nabla_{\hat{E}_2} \hat{E}_2, \hat{E}_3) = \hat{\Gamma}^2_{(2,3)},\]

and if $\hat{\zeta}$ is a smooth vector field on $\hat{V}$ with values in $\hat{E}_2^\perp$, then

\[0 = \hat{E}_2(\hat{g}(\hat{\zeta}, \hat{E}_2)) = \hat{g}(\nabla_{\hat{E}_2} \hat{\zeta}, \hat{E}_2) + \hat{g}(\hat{\zeta}, \nabla_{\hat{E}_2} \hat{E}_2).\]

3. $\hat{\Gamma}^1_{(1,2)} = -\hat{\Gamma}^3_{(2,3)}$, $\hat{\Gamma}^1_{(2,3)} = 0$, $\hat{\Gamma}^3_{(1,2)} = 0$ hold on $\hat{V}$ if and only if there is a function $\hat{\eta} \in C^\infty(\hat{V})$ such that $\nabla_{\hat{U}} \hat{E}_2 = -\hat{\eta} \hat{U}$ for all $\hat{U} \in \hat{E}_2^\perp$ (and in that case $\hat{\eta} = \hat{\Gamma}^1_{(1,2)}$). Reason: If $\hat{U} = a \hat{E}_1 + b \hat{E}_3$ for some $a, b \in C^\infty(\hat{V})$, then

\[\nabla_{\hat{U}} \hat{E}_2 = a(\hat{\Gamma}^1_{(1,2)} \hat{E}_1 + \hat{\Gamma}^1_{(2,3)} \hat{E}_3) + b(-\hat{\Gamma}^3_{(1,2)} \hat{E}_1 + \hat{\Gamma}^3_{(2,3)} \hat{E}_3).\]
In these circumstances, \( \hat{E}_2^+ \) is an integrable distribution (by case (1) above), and the shape tensor \( \Pi(\hat{U}, \hat{W}) = \hat{g}(\nabla_{\hat{U}} \hat{E}_2, \hat{W})\hat{E}_2 \) of its integral manifolds satisfies

\[
\Pi(\hat{U}, \hat{W}) = \hat{\eta} \hat{g}(\hat{U}, \hat{W})\hat{E}_2, \quad \forall \hat{U}, \hat{W} \in \hat{E}_2^+.
\]

When this condition holds, one says that the integral manifolds of \( \hat{E}_2^+ \) are totally umbilic (see \cite{16}, Definition 4.15 and the paragraphs right after it).

**Lemma 6.21.** Using the notations of Corollary 6.11, and letting \( \hat{K}N \) be the (intrinsic) Gaussian curvature of the 2-dimensional space \((\hat{N}, \hat{h})\), then the simple eigenvalue \( \hat{\lambda} \) of \( \hat{R} \) (see Proposition 6.14) can be expressed as

\[
(6.96) \quad \hat{\lambda}(\hat{F}(\hat{r}, \hat{y})) = -\hat{K}N(\hat{y}) + \left(\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}\right)^2, \quad \forall (\hat{r}, \hat{y}) \in I \times \hat{N}.
\]

**Proof.** By Proposition 7.42 (p. 210) in \cite{16}

\[
\hat{R}(\hat{V}, \hat{W})\hat{U} = \hat{R}^N(\hat{V}, \hat{W})\hat{U} + \frac{\hat{g}(\text{grad}_\hat{g}\hat{f}, \text{grad}_\hat{g}\hat{f})}{\hat{f}^2}(\hat{g}(\hat{V}, \hat{U})\hat{W} - \hat{g}(\hat{W}, \hat{U})\hat{V})
\]

\[
= \hat{R}^N(\hat{V}, \hat{W})\hat{U} + \left(\frac{\hat{f}'}{\hat{f}}\right)^2(\hat{g}(\hat{U}, \hat{V})\hat{W} - \hat{g}(\hat{W}, \hat{U})\hat{V}),
\]

for every \( \hat{U}, \hat{V}, \hat{W} \in \hat{E}_2^+ \) (here \( \hat{V} \) is temporarily a vector field, not the open subset \( \hat{V} = \pi_{\hat{Q}, \hat{h}}(O(q_0)) \) of \( \hat{M} \)). Here \( \hat{R}^N \) is the curvature tensor of the 2-dimensional Riemannian manifold \((\hat{N}, \hat{h})\). Choosing in this relation \( \hat{V} = \hat{E}_1, \hat{W} = \hat{E}_3, \hat{U} = \hat{E}_1 \) and taking the \( \hat{g} \)-inner product of it with respect to \( \hat{E}_3 \) yields,

\[
\hat{\lambda} = \hat{g}(\hat{R}(\hat{E}_2, \hat{E}_2)\hat{E}_2) = \hat{g}(\hat{R}(\hat{E}_1, \hat{E}_3)\hat{E}_1, \hat{E}_3)
\]

\[
= \hat{g}(\hat{R}^N(\hat{E}_1, \hat{E}_3)\hat{E}_1, \hat{E}_3) + (\hat{f}'/\hat{f})^2\hat{g}((\hat{g}(\hat{E}_1, \hat{E}_1)\hat{E}_3 - \hat{g}(\hat{E}_3, \hat{E}_1)\hat{E}_1), \hat{E}_3)
\]

\[
= \hat{h}(\hat{R}^N(\hat{E}_1, \hat{E}_3)\hat{E}_1, \hat{E}_3) + (\hat{f}'/\hat{f})^2
\]

\[
= -\hat{K}N + (\hat{f}'/\hat{f})^2,
\]

where in the first step we used the fact that \( \ast \hat{E}_2 = -\hat{E}_1 \land \hat{E}_3 \) is the eigenvector corresponding to the eigenvalue \( \hat{\lambda} \) of \( \hat{R} \), in the second-to-last step the fact that \( \hat{g} \) restricted to \( \hat{N} \) is the metric \( \hat{h} \), and in the final step the definition of the sectional (i.e., Gaussian) curvature \( \hat{K}N \) of \((\hat{N}, \hat{h})\).

**Proposition 6.22.** If \( \hat{f}' \neq 0 \) everywhere on \( \hat{I} \), then \((\hat{N}, \hat{h})\) is flat. Moreover, in this case, for all \((\hat{r}, \hat{y}) \in \hat{F}^{-1}(\hat{V})\) it holds

\[
(6.97) \quad \hat{\lambda}(\hat{F}(\hat{r}, \hat{y})) = \left(\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}\right)^2.
\]

Letting \( \hat{F}(\hat{r}_0, \hat{y}_0) = \hat{x}_0 \), we remark that if it holds \( \hat{f}'(\hat{r}_0) \neq 0 \), we can always shrink \( O(q_0) \) enough around \( q_0 \), and hence \( \hat{I} \) around \( \hat{r}_0 \), so as to guarantee that \( \hat{f}' \neq 0 \) on all of \( \hat{I} \).
Proof. Taking into account that $-\hat{\Gamma}_{(1,2)}^1 = \hat{f}'/\hat{f}$ and that $\hat{E}_2 = \partial/\partial \hat{r}$ via the isometry $\hat{F} : I \times \hat{N} \to \hat{M}$ (see Corollary 6.19), the relation (6.80) takes the form

$$
(6.98) \quad \frac{\partial}{\partial \hat{r}} \hat{\lambda}(\hat{F}(\hat{r}, \hat{y})) + 2\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \left( K(x) + \hat{\lambda}(\hat{f}(\hat{r}, \hat{y})) \right) = 0,
$$

at every $(x, \hat{x}) \in \pi_Q(O(q_0))$, writing $\hat{F}(\hat{r}, \hat{y}) = \hat{x}$. Obviously $\frac{\partial}{\partial \hat{r}}(K^N(\hat{y})) = 0$, and therefore applying $\frac{\partial}{\partial r}$ onto (6.96) yields

$$
\frac{\partial}{\partial r} \hat{\lambda}(\hat{F}(\hat{r}, \hat{y})) = 0 + \frac{\partial}{\partial r} \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right)^2 = 2\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \left( \frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} \right) - \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right)^2.
$$

These two relations, the assumption $\hat{f}'(\hat{r}) \neq 0$ for all $\hat{r} \in I$, and (6.96) then imply

$$
\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} + K(x) - K^N(\hat{y}) = 0,
$$

i.e.,

$$
\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} + K(x) - K^N(\hat{y}) = 0,
$$

holding at every $(x, \hat{x}) \in \pi_Q(O(q_0))$ and writing $\hat{F}(\hat{r}, \hat{y}) = \hat{x}$. Combining this with (6.95) we thus find that $K^N(\hat{y}) = 0$ for any such $\hat{y}$.

We want to show that all such points $\hat{y}$ comprise $\hat{N}$. Indeed, if $\hat{y} \in \hat{N}$ is arbitrary, we can take any $\hat{r} \in I$ and thus $\hat{x} := \hat{F}(\hat{r}, \hat{y}) \in \hat{V}$. As $\hat{V} = \pi_{Q,\hat{M}}(O(q_0))$, there is $q \in O(q_0)$ such that $\pi_{Q,\hat{M}}(q) = \hat{x}$. Letting $x = \pi_{Q,M}(q)$, we thus find that $(x, \hat{x}) \in \pi_Q(O(q_0))$ with $\hat{x} = \hat{F}(\hat{r}, \hat{y})$ and hence $K^N(\hat{y}) = 0$. As $\hat{y} \in \hat{N}$ was arbitrary, we can conclude that $K^N(\hat{y}) = 0$ for all $\hat{y} \in \hat{N}$, which means that $(\hat{N}, \hat{h})$ is flat as claimed.

Finally, (6.97) is a direct consequence of $K^N = 0$ in view of (6.96).

A partial complement of the above result is the following.

Proposition 6.23. If $\hat{f}'$ is constant on $\hat{I}$, then $(V, g|_V)$ is flat.

Proof. Of course $\hat{f}'$ is constant on the interval $\hat{I}$ if and only if $\hat{f}'' = 0$ on $\hat{I}$. Let $x \in V$. Because $V = \pi_{Q,M}(O(q_0))$, there is $q \in O(q_0)$ such that $\pi_{Q,M}(q) = x$. The point $\hat{x} = \pi_{Q,M}(q)$ thus belongs to $\pi_{Q,M}(O(q_0)) = \hat{V}$, and therefore if $(\hat{r}, \hat{y}) \in \hat{I} \times \hat{N}$ is such that $\hat{F}(\hat{r}, \hat{y}) = \hat{x}$, then $\hat{f}''(\hat{r}) = 0$ which by (6.95) implies that $K(x) = 0$. From this we conclude that $K = 0$ on $V$, i.e., $(V, g|_V)$ is flat, as claimed.

Now that we know pretty well what the Riemannian geometry of the 3-dimensional space $(\hat{M}, \hat{g})$ is, it is time to start searching for information about the Riemannian geometry of the 2-dimensional space $(M, g)$.

First we formulate an important corollary of the proof of Proposition 6.12 which allows us to identify the $TM$-valued sections $q = (x, \hat{x}; A) \mapsto \hat{X}_A, \hat{Y}_A$ with the vector fields $X, Y$ on $M$, and therefore lets us work subsequently with authentic vector fields on $M$ instead of the $\hat{X}(\cdot), \hat{Y}(\cdot)$.
Proposition 6.24. With the rolling neighbourhood $O(q_0)$ chosen small enough around $q_0$, there is a smooth function $\overline{\phi} : V \to \mathbb{R}$ such that $\overline{\phi}(x) = \phi(q)$ for all $q = (x, \dot{x}; A) \in O(q_0)$.

Consequently, $X', Y'$ defined by $X' := \cos(\overline{\phi})X + \sin(\overline{\phi})Y$, $Y' = -\sin(\overline{\phi})X + \cos(\overline{\phi})Y$ is an orthonormal system of smooth vector fields on $V \subset M$ and $\tilde{X}_A = X'|_x$, $\tilde{Y}_A = Y'|_x$ for all $q = (x, \dot{x}; A) \in O(q_0)$.

Proof. Relations in (6.58), (6.59) and (6.64) show that $\nu(\text{Rol}_q)|q\phi = 0$, $F_1|q\phi = 0$, $F_2|q\phi = 0$ for each $q = (x, \dot{x}; A) \in O(q_0)$.

The system of vector fields $\mathcal{F'} := \{\nu(\text{Rol}), F_1, F_2\}$ on $O(q_0)$ spans an involutive 3-dimensional distribution on $O(q_0)$ in view of the Lie bracket relations (6.60) and (6.70).

By Proposition 6.12 the system of vector fields $\mathcal{F} = \{\mathcal{L}_R(X_\cdot), \mathcal{L}_R(Y_\cdot), \nu(\text{Rol}), F_1, F_2\}$ on $O(q_0)$ spans a 5-dimensional involutive distribution whose orbit $\Omega_{\mathcal{F}}(q_0)$ through $q_0$ is $O(q_0)$. The map $(t_1, t_2, t_3, t_4, t_5) \mapsto \left(\langle (\Phi_{F_1})_t, \langle (\Phi_{F_2})_t \circ (\Phi_\nu)_{\text{Rol}} \rangle_t \rangle \langle (\Phi_{\mathcal{L}_R(X_\cdot)})_t \rangle \langle (\Phi_{\mathcal{L}_R(Y_\cdot)})_t \rangle(q)\right)$ from a small enough connected open neighbourhood $|a_1, b_1[\times \cdots \times]a_5, b_5[ of the origin in $\mathbb{R}^5$ is a diffeomorphism onto a 5-dimensional submanifold of $O(q_0)$, which we can assume to be the whole $O(q_0)$. Here $(\Phi_{H})_t$ is the flow at time $t$ of a vector field $H$ on $O(q_0)$.

As a consequence of that observation and the fact that $(\pi_{Q,M})_*\mathcal{F'}|_q = \{0\}$ for all $q = (x, \dot{x}; A) \in O(q_0)$, we have that for any $q = (x, \dot{x}; A) \in O(q_0)$ the fiber $(\pi_{Q,M}|_{O(q_0)})^{-1}(x)$ is the image of the connected open neighbourhood $|a_1, b_1[\times]a_2, b_2[\times]a_3, b_3[ of origin in $\mathbb{R}^3$ by the map $(t_1, t_2, t_3) \mapsto \left(\langle (\Phi_{F_1})_t \circ (\Phi_{F_2})_t \circ (\Phi_\nu)_{\text{Rol}} \rangle_t \rangle \langle (\Phi_{\mathcal{L}_R(X_\cdot)})_t \rangle \langle (\Phi_{\mathcal{L}_R(Y_\cdot)})_t \rangle \rangle(q)\right)$. As we observed above, $\mathcal{F'}|q\phi = \{0\}$ for all $q = (x, \dot{x}; A) \in O(q_0)$, hence it follows that $\phi$ is constant on the connected fiber $(\pi_{Q,M}|_{O(q_0)})^{-1}(x)$ for any $x \in V = \pi_{Q,M}(O(q_0))$.

This means that for every $x \in V$, there is a unique number $\overline{\phi}(x)$ in $\mathbb{R}$ such that $\phi(q) = \overline{\phi}(x)$ for all $q \in O(q_0)$ such that $\pi_{Q,M}(q) = x$. That is $\overline{\phi}$ is a function $V \to \mathbb{R}$ such that $\overline{\phi}(\pi_{Q,M}(q_0)) = \phi(q)$. The map $\pi_{Q,M}|_{O(q_0)}$ being a submersion $O(q_0) \to V$, we deduce that $\overline{\phi} : V \to \mathbb{R}$ is smooth.

Finally, if the vector fields $X', Y'$ on $V = \pi_{Q,M}(O(q_0))$ are defined as in the statement of this proposition, then it is clear that $X'|_x = \tilde{X}_A$, $Y'|_x = \tilde{Y}_A$ for all $q = (x, \dot{x}; A) \in O(q_0)$ by the fact that $\overline{\phi}(x) = \phi(q)$ and by (6.2).

\[\square\]

Remark 6.25. One observes that by (6.58), (6.60) and (6.64) we have $\nu(\text{Rol}_q)|\omega = 0$, $F_1|\omega = 0$, $F_2|\omega = 0$ for each $q = (x, \dot{x}; A) \in O(q_0)$ which by the argument given in the proof of Proposition 6.24 implies that there is a smooth function $\overline{\omega} : V \to \mathbb{R}$ defined on the open subset $V = \pi_{Q,M}(O(q_0))$ of $M$ such that $\overline{\omega} \circ (\pi_{Q,M}|_{O(q_0)}) = \omega$. However, we will not have a need to use this fact in the subsequent arguments.

It will from now on be useful to start working with the orthonormal vector fields $X', Y'$ on $M$ instead of $\tilde{X}_\cdot, \tilde{Y}_\cdot$ defined on $O(q_0)$, or $X, Y$ defined on $V = \pi_{Q,M}(O(q_0))$. However, because the choice of the orthonormal vector fields $X, Y$ on $V$ was arbitrary, we may from now on simply assume that we chose them to be $X', Y'$ respectively. We then have $X|_x = \tilde{X}_A$, $Y|_x = \tilde{Y}_A$ (by Proposition 6.24) for each $q = (x, \dot{x}; A) \in O(q_0)$, which by (6.2) amounts to us having $\phi = 0$ on $O(q_0)$ and hence $\overline{\phi} = 0$ on $V$. Let us highlight these observations by writing them down into a separate equation

\[\phi(q) = 0, \quad \tilde{X}_A = X|_x, \quad \tilde{Y}_A = Y|_x, \quad \forall q = (x, \dot{x}; A) \in O(q_0)\]

Obviously $\phi$ is now constant, and therefore the definitions of $G_{\tilde{X}}, G_{\tilde{Y}}$ in (6.54), the standing assumption $G_{\tilde{X}} = 0$ in (6.57) and the definition of $\Gamma$ in (4.1) by which $g(\Gamma, X) = \Gamma^1_{(1,2)}$, ...
Proposition 6.26. The connection coefficients $\Gamma^i_{(j,k)}$ (see (4.1)) and the curvature $K$ of $(V, g|_V)$ obey the following relations on $V = \pi_{Q,M}(O(q_0))$,

$$\Gamma^1_{(1,2)} = 0, \quad Y(\Gamma^2_{(1,2)}) = 0, \quad X(\Gamma^2_{(1,2)}) + (\Gamma^2_{(1,2)})^2 = -K, \quad Y(K) = 0.$$

Proof. The first relation $\Gamma^1_{(1,2)} = 0$ in (6.101) has already appeared in (6.100). As $\tilde{Y}_A = Y|_x$, the fourth relation in (6.101) is a direct consequence of case c) of Proposition 6.14, $0 = \tilde{Y}_A(K) = Y|_x(K)$ for all $q = (x, \hat{x}; A) \in O(q_0)$ and hence $Y(K) = 0$ on $V$.

The third relation in (6.101) is a consequence of $\Gamma^1_{(1,2)} = 0$ and the definition of the Gaussian (sectional) curvature $K$,

$$K = g(R(X,Y)Y, X) = g(\nabla_X(-\Gamma^2_{(1,2)}X) - \nabla_Y(0) - \nabla_{-\Gamma^2_{(1,2)}Y}Y, X)
= g(-X(\Gamma^2_{(1,2)})X + \Gamma^2_{(1,2)}(-\Gamma^2_{(1,2)}X, X) = -X(\Gamma^2_{(1,2)}) - (\Gamma^2_{(1,2)})^2,$$

where we used the identities $\nabla_X Y = -\Gamma^1_{(1,2)} X = 0$, $\nabla_Y X = \Gamma^2_{(1,2)} Y$, $\nabla_X X = \Gamma^1_{(1,2)} Y = 0$, $\nabla_Y Y = -\Gamma^2_{(1,2)} X$, $[X, Y] = \nabla_X Y - \nabla_Y X = -\Gamma^2_{(1,2)} Y$.

Lastly, we obtain the second relation in (6.101) by recalling from (6.62) that $\mathcal{L}_R(\tilde{Y}_A)|_q G_{\tilde{Y}} = 0$, $\forall q = (x, \hat{x}; A) \in O(q_0)$, that $Y = \tilde{Y}_\gamma$ and using the second line in (6.100) to obtain for $q = (x, \hat{x}; A) \in O(q_0)$,

$$0 = \mathcal{L}_R(\tilde{Y}_A)|_q G_{\tilde{Y}} = \tilde{Y}_A(\Gamma^2_{(1,2)}) = Y|_x(\Gamma^2_{(1,2)}).$$

\[ \square \]

Corollary 6.27. The space $(V, g|_V) \subset (M, g)$ is isometric to a warped product $(I \times N, s_1 \oplus f h)$ via some isometry $F : I \times N \to V$, where $(N, h)$ is a 1-dimensional Riemannian manifold, $I$ is a non-empty open interval of $\mathbb{R}$ equipped with the standard metric $s_1$, the warping function $f \in C^\infty(I)$ satisfies

$$\left(\frac{f'(r)}{f(r)}\right) = \Gamma^2_{(1,2)}(F(r, y)), \quad (r, y) \in I \times N,$$

and the canonical unit vector field $\frac{\partial}{\partial r}$ on $I$ is related to $X$ on $V$ by

$$F_* \left(\frac{\partial}{\partial r}\right)|_{(r, y)} = X|_{F(r, y)}, \quad (r, y) \in I \times N.$$

Furthermore, $f$ obeys the relation

$$\left(\frac{f''(r)}{f(r)}\right) = -K(F(r, y)), \quad (r, y) \in I \times N.$$
Proof. Let \( S = \text{span}\{Y\} \) be a 1-dimensional distribution on \( V \subset M \), whose orthogonal complement is \( S^\perp = \text{span}\{X\} \). Let \( \mathcal{P} \) and \( \mathcal{Q} \) be, respectively, the orthogonal projection operators from \( TM \) over \( V \) onto \( S \) and \( S^\perp \) respectively. Moreover, define a section \( \eta \) of \( S^\perp \) over \( V \) by 
\[
\eta := -\Gamma^2_{(1,2)} X.
\]

Recall that since \( \Gamma^2_{(1,2)} = 0 \) by (6.101), we have \( \nabla_X Y = 0, \nabla_Y X = \Gamma^2_{(1,2)} Y, \nabla_X X = 0, \nabla_Y Y = -\Gamma^2_{(1,2)} X \).

By using these connection relations, the identity \( Y(\Gamma^2_{(1,2)}) = 0 \) from (6.101) and the fact that \( g(Y,Y) = 1 \), we find
\[
\begin{align*}
\mathcal{Q}\nabla_Y Y &= -\Gamma^2_{(1,2)} \mathcal{Q} X = -\Gamma^2_{(1,2)} X = g(Y,Y)\eta \\
\mathcal{Q}\nabla_Y \eta &= \mathcal{Q}(Y(\Gamma^2_{(1,2)}) X - \Gamma^2_{(1,2)} \nabla_Y X) = \mathcal{Q}(0 - (\Gamma^2_{(1,2)})^2 Y) = 0 \\
\mathcal{P}\nabla_X X &= \mathcal{P} = 0.
\end{align*}
\]

These three relations correspond precisely to the conditions (1)-(3) of the main theorem of [12] (Generalavorsatzung., p. 210), a result characterizing warped product Riemannian manifolds. Consequently, by that theorem, the space \( (V, g|_V) \) is (after possibly shrinking \( O(q_0) \) around \( q_0 \) and hence \( V \) around \( x_0 \)) is isometric to a warped product \( (I \times N, s_1 \oplus f h) \), where \( I, N \subset \mathbb{R} \) are both non-empty open intervals, \( s_1, h := s_1 \) are the canonical metrics on them, and \( f : I \to \mathbb{R} \) is a smooth strictly positive warping function.

Let this isometry be \( F : (I \times N, s_1 \oplus f h) \to (V, g|_V) \). Taking into account that \( F \) is denoted by \( \phi \) in [12], one sees from (17) in [12] that \( F(I \times \{r\}) \), \( y \in N \) (resp. \( F(\{r\} \times N) \), \( r \in I \)) are integral manifolds of \( S^\perp = \text{span}\{X\} \) (resp. \( S = \text{span}\{Y\} \)). Writing \( \frac{\partial}{\partial r} \) the canonical vector field on \( I \), this implies that \( F_* \frac{\partial}{\partial r} \in S^\perp = \text{span}\{X\} \), and then that \( F_* \frac{\partial}{\partial r} = \pm X \), because 
\[
g(F_* \frac{\partial}{\partial r}, F_* \frac{\partial}{\partial r}) = s_1(\frac{\partial}{\partial r}, \frac{\partial}{\partial r}) = 1 \quad \text{and} \quad g(X, X) = 1.
\]
In the case the minus sign occurred, one could always replace \( F \) by the isometry \( (r, y) \mapsto F(-r, y) \), which would map \( \frac{\partial}{\partial r} \) to \( +X \). Hence we can assume that \( F_* \frac{\partial}{\partial r} = +X \) as claimed in (6.103).

Using then (3) of Proposition 7.35 in [16], while observing in our case \( I \) (resp. \( N \)) is the base manifold (resp. fiber), we see that (identifying \( f : I \to \mathbb{R} \) and \( f \circ F^{-1} : V \to \mathbb{R} \))
\[
\Gamma^2_{(1,2)}(F(r,y)) = g(\nabla_Y X, Y) = g((X(f)/f)Y, Y) = X(f)/f
\]
\[
= \frac{(F_* \frac{\partial}{\partial r})(f)}{f} = \frac{f'(r)}{f(r)},
\]
which proves (6.102).

Finally, (6.104) holds generally on a warped product of type \( (I \times N, s_1 \oplus f h) \), and we can directly get it as a consequence of (6.102) and the third identity in (6.101)
\[
-K(F(r,y)) = X(\Gamma^2_{(1,2)}) + (\Gamma^2_{(1,2)})^2 = \frac{\partial}{\partial r} \left( \frac{f'(r)}{f(r)} \right) + \left( \frac{f'(r)}{f(r)} \right)^2 = \frac{f''(r)}{f(r)}.
\]

\( \square \)

Here and later on below \( f \) and \( \hat{f} \) are also used as a shorthand notation for the functions \( f \circ F^{-1} : V \to \mathbb{R} \) and \( \hat{f} \circ \hat{F}^{-1} : \hat{V} \to \mathbb{R} \). Likewise, the vector fields \( \frac{\partial}{\partial r} \) and \( \frac{\partial}{\partial r} \) are often identified with \( X \) and \( \hat{E}_2 \) via \( F_* \) and \( \hat{F}_* \), without further mention. We also point out that since \( X = \frac{\partial}{\partial r}, Y = X^\perp \) and \( \hat{E}_2 = \frac{\partial}{\partial r}, \text{span}\{\hat{M}_1, \hat{M}_3\} = \text{span}\{\hat{E}_1, \hat{E}_3\} = \hat{E}_2^\perp \), one finds that \( Y(f) = 0 \) and \( \hat{M}_i(\hat{f}) = \hat{E}_i(\hat{f}) = 0 \) for \( i = 1, 3 \).

Next we formulate two technical lemmas.
Lemma 6.28. At every \( q = (x, \hat{x}; A) \in O(q_0) \) we have

\[
\begin{align*}
\dot{\Gamma}_{(1,2)}^1 &= \omega (1 + \omega^2)^{-1/2} \Gamma_{(1,2)}^2, \\
(AX)(\hat{f}) &= -\omega (1 + \omega^2)^{-1/2} \hat{f}', \\
(AY)(\hat{f}) &= 0, \\
\hat{Z}_A(\hat{f}) &= -(1 + \omega^2)^{-1/2} \hat{f}', 
\end{align*}
\]

(6.105)

and, in particular

\[
\begin{align*}
\Gamma_{(1,2)}^2(AX)(\hat{f}) &= \omega \Gamma_{(1,2)}^2 \hat{Z}_A(\hat{f}) = \frac{(\hat{f}')^2}{f}, \tag{6.106}
\end{align*}
\]

Proof. Using \( H_{\hat{X}} = \omega G_{\hat{Y}} \) from the assumptions (6.57) and \( \hat{\Gamma}^3_{(2,3)} = -\hat{\Gamma}^1_{(1,2)} \) from Proposition 6.18, the identity (6.87) becomes

\[
2\omega G_{\hat{Y}} - 2(1 + \omega^2)^{1/2} \hat{\Gamma}_{(1,2)}^1 = 0
\]

which is the first line of (6.105) because \( G_{\hat{Y}} = \Gamma_{(1,2)}^2 \) by (6.100).

In view of (6.74), (6.76), (6.99), we also have

\[
(AY)(\hat{f}) = 0
\]

(6.107)

which applied to \( \hat{f} \), considering that \( \hat{M}_3(\hat{f}) = 0 \) and \( \hat{E}_2(\hat{f}) = \frac{\partial}{\partial \hat{r}} f(\hat{r}) = \hat{f}' \), yields

\[
\omega (1 + \omega^2)^{1/2} \hat{f}' = -(1 + \omega^2)(AX)(\hat{f}),
\]

which is equivalent to the second line of (6.105).

Because \( AY = A\hat{Y}_A = -\hat{M}_1|_q \) and \( \hat{M}_1(\hat{f}) = 0 \), we have \( (AY)(\hat{f}) = 0 \), which is the third relation in (6.105).

Finally, applying the relation (see (6.74), (6.76))

\[
(1 + \omega^2)^{1/2} \hat{E}_2 + \omega \hat{M}_3 = -(1 + \omega^2) \hat{Z}_A
\]

to \( \hat{f} \) yields, since \( \hat{M}_3(\hat{f}) = 0 \) and \( \hat{E}_2(\hat{f}) = \hat{f}' \),

\[
(1 + \omega^2)^{1/2} \hat{f}' = -(1 + \omega^2) \hat{Z}_A(\hat{f})
\]

which gives the fourth line in (6.105), and therefore completes the proof. \( \square \)

Lemma 6.29. We have

\[
0 < \hat{g}(A_0 X_{\hat{x}_0}, \hat{E}_2|_{\hat{x}_0})^2 < 1
\]

and hence

\[
A_0 T_{\hat{x}_0} M \neq (\hat{F}_{\hat{r}_0})_*(T_{\hat{y}_0} \hat{N}),
\]

\[
\hat{E}_2|_{\hat{x}_0} \not\in A_0 T_{\hat{x}_0} M,
\]

where \( \hat{F} \) and \( \hat{N} \) are as in Corollary (6.19), \( (\hat{r}_0, \hat{y}_0) = \hat{F}^{-1}(\hat{x}_0) \) and \( \hat{F}_{\hat{r}_0}(\hat{y}) = \hat{F}(\hat{r}_0, \hat{y}) \) for \( \hat{y} \in \hat{N} \).
Proof. Applying $\hat{g}(\hat{E}_2, \cdot)$ to (6.104) and recalling that $\hat{g}(\hat{E}_2, \hat{E}_2) = 1$ while $\hat{E}_2|_{\hat{x}} \perp \hat{M}_3|_{\hat{q}}$ for $q = (x, \hat{x}; A) \in O(q_0)$, implies $\omega(1 + \omega^2)^{1/2} = -(1 + \omega^2)\hat{g}(AX, \hat{E}_2)$, and hence $\hat{g}(A_0X|_{x_0}, \hat{E}_2|_{x_0})^2 = \omega(q_0)^2/(1 + \omega(q_0)^2)$. But one has $\omega(q_0) \neq 0$, and therefore $0 < \hat{g}(A_0X|_{x_0}, \hat{E}_2|_{x_0})^2 < 1$.

By Corollary (6.19), the vector $\frac{\partial}{\partial r}|_{r_0}$ being normal to $\hat{N}$ in $\hat{I} \times \hat{N}$, its image $(\hat{F}^{\hat{y}_0})_*\frac{\partial}{\partial r}|_{r_0} = \hat{E}_2|_{x_0}$ is normal to $\hat{F}^{\hat{y}_0}(\hat{N})$, where $\hat{F}^{\hat{y}_0}(r) = \hat{F}(r, \hat{y}_0)$ for $r \in \hat{I}$. In other words, $\hat{E}_2|_{x_0} \perp (\hat{F}^{\hat{y}_0})_*(T_{\hat{y}_0}\hat{N})$. However, $A_0X|_{x_0} \in A_0T_{x_0}M$ and we have already shown that $A_0X|_{x_0}$ is not orthogonal to $\hat{E}_2|_{x_0}$, hence $A_0X|_{x_0} \notin (\hat{F}^{\hat{y}_0})_*(T_{\hat{y}_0}\hat{N})$. This shows that $A_0T_{x_0}M \neq (\hat{F}^{\hat{y}_0})_*(T_{\hat{y}_0}\hat{N})$ as claimed.

Lastly, by (6.74), (6.76) and (6.95) one has $\hat{g}(A_0Y|_{x_0}, \hat{E}_2|_{x_0}) = 0$, so if $\hat{E}_2|_{x_0}$ belonged to the set $A_0T_{x_0}M$, we would have $\hat{E}_2|_{x_0} = \pm A_0X|_{x_0}$ since $\hat{E}_2|_{x_0}$ and $A_0X|_{x_0}$ are unit vectors. But then it would happen that $|\hat{g}(A_0X|_{x_0}, \hat{E}_2|_{x_0})| = 1$, which is in contradiction with what we have already shown. This shows that $\hat{E}_2|_{x_0} \notin A_0T_{x_0}M$ as claimed. 

In the lemmas that follow next, we will be using certain geodesics on $M$ and $\hat{M}$ to further understand the relationship between their Riemannian geometries.

First we will write a relationship between the warping function and the $r$-component of an arbitrary geodesic on a Riemannian manifold of dimension $n \geq 2$ which is a warped product of an $(n-1)$-dimensional Riemannian manifold and a 1-dimensional interval in the same way as $(V, g|_V)$ and $(\hat{V}, \hat{g}|_{\hat{V}})$ are (see Corollaries 6.27 and 6.19).

In what follows, we will denote the derivatives of curves on $M$, $\hat{M}$, $Q$ such as $x(t)$, $\hat{x}(t)$, $q(t)$ w.r.t $t$ with a dot on top, while we will use a prime, or explicit $\frac{d}{dt}$, when other quantities are involved.

**Lemma 6.30.** Assume that $\overline{F} : (\overline{T} \times \overline{N}, s_1 \oplus \gamma \overline{T}) \to (\overline{M}, \overline{g})$ is an isometry, where $\overline{T} \subset \mathbb{R}$ is an open interval equipped with standard Riemannian metric $s_1$, $(\overline{N}, \overline{h})$ an $(n-1)$-dimensional Riemannian manifold and $(\overline{M}, \overline{g})$ an $n$-dimensional Riemannian manifold, $n \geq 2$.

Let $\overline{x}_0 = \overline{F}(\overline{r}_0, \overline{y}_0) \in \overline{M}$, $\overline{W} \in T_{\overline{x}_0}\overline{M}$ be a unit vector and let $\overline{x}_W(t)$, $t \in ]-\infty, \infty[$, be the geodesic on $\overline{M}$ starting from $\overline{x}_0$ with initial velocity $\overline{W}$, where $\alpha = \alpha(\overline{W}) > 0$. Writing $\overline{x}_W(t) = \overline{F}(\overline{r}_W(t), \overline{y}_W(t))$, we have for all $t \in ]-\infty, \infty[$ we have

$$
(\overline{r}_W'(t))^2 + C_0(\overline{W})^2 \frac{\overline{f}(\overline{r}_0)^2}{\overline{f}(\overline{r}_W'(t))^2} = 1, \quad \overline{r}_W(0) = \overline{r}_0, \quad \overline{r}_W'(0) = \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{r}}|_{\overline{r}_0}),
$$

where $C_0(\overline{W}) := (1 - \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{r}}|_{\overline{r}_0})^2)^{1/2}$ is a constant, $C_0(\overline{W}) \in [0, 1]$, and $\frac{\partial}{\partial \overline{r}}$ is the canonical unit vector field on $\overline{T}$.

Moreover, (i) if $C_0(\overline{W}) \neq 0$ then $|\overline{r}_W'(t)| < 1$ for all $t \in ]-\infty, \infty[$; (ii) if $C_0(\overline{W}) \neq 1$ then $\overline{r}_W'(0) \neq 0$.

We remark that the condition $\overline{r}_W'(0) = \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{r}}|_{\overline{r}_0})$ only serves to fix the correct sign for $\overline{r}_W'(0)$, since the form of the above differential equation for $\overline{r}_W'(t)$ only implies that $|\overline{r}_W'(0)| = |\overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{r}}|_{\overline{r}_0})|/|\overline{f}(\overline{r}_W'(0))|$.

**Proof.** Since the initial velocity $\overline{W}$ is understood fixed, we suppress in the following the subscript $\overline{W}$ from quantities $\overline{x}(t)$, $\overline{r}(t)$ and $\overline{y}(t)$.
The space $\overline{M}$ being a warped product $(\mathcal{I} \times \mathcal{N}, s_1 \oplus r_\mathcal{I})$ with $\mathcal{I}$ as the base manifold and $\mathcal{N}$ as the fiber, we can use Proposition 7.38 in [10] to write the geodesic equations for $\overline{x}(t)$ as

$$\overline{x}''(t) = \overline{h}(\overline{g}'(t), \overline{g}'(t)) \overline{F}(\overline{x}(t))$$

$$\overline{\nabla}_{\overline{g}'(t)} \overline{g}'(t) = -\frac{2}{\overline{f}(\overline{x}(t))} \frac{d}{dt} (\overline{F}(\overline{x}(t))) \overline{g}'(t),$$

where $\overline{\nabla}$ is the Levi-Civita connection of $(\mathcal{N}, h)$. In addition, these differential equations are subject to the initial conditions $\overline{F}(\overline{x}(0), \overline{g}(0)) = \overline{x}_0$ and $\overline{F}_*(\overline{x}'(0) \frac{\partial}{\partial \overline{g}} |_{\overline{x}(0)}, \overline{g}'(0)) = \overline{W}$. In particular, $\overline{x}(0) = \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}(0)})$.

As is easily verified by a direct computation, the above differential equation for $\overline{g}(t)$ is equivalent to

$$\overline{g}'(t) = \frac{\overline{f}(\overline{x}(0))^2}{\overline{f}(\overline{x}(t))^2} (P^-)_0 \overline{g}'(0),$$

where $(P^-)_0$ is the parallel transport on $(\mathcal{N}, h)$ along $\overline{g}(t)$.

The fact that $\overline{W}$ is a unit vector on $\overline{M}$, implies that $\overline{x}(t)$ is a unit speed geodesic on $\overline{M}$, due to which

$$(\overline{x}'(t))^2 + \overline{f}(\overline{x}(t))^2 \overline{h}(\overline{g}'(t), \overline{g}'(t)) = \| (\overline{x}'(t), \overline{g}'(t)) \|_{\mathcal{N}, h}^2 = \| \overline{F}_*(\overline{x}'(t), \overline{g}'(t)) \|_{\overline{g}}^2 = \| \overline{x}'(t) \|_{\overline{g}}^2 = 1.$$

Using Eq. (6.109) and the fact that $(P^-)_0$ is an isometry between tangent spaces, one finds

$$\overline{h}(\overline{g}'(t), \overline{g}'(t)) = \frac{\overline{f}(\overline{x}(0))^4}{\overline{f}(\overline{x}(t))^4} \overline{h}(\overline{g}'(0), \overline{g}'(0)) = \frac{\overline{f}(\overline{x}(0))^2}{\overline{f}(\overline{x}(t))^4} C_0(\overline{W})^2,$$

which substituted into the previous equation yields the relation (6.108) with $C_0 \geq 0$ defined by $C_0(\overline{W})^2 = \overline{f}(\overline{x}(0))^2 \overline{h}(\overline{g}'(0), \overline{g}'(0))$.

In order to obtain the claimed expression for $C_0$, first note that

$$\overline{F}_*(\overline{x}'(0) \frac{\partial}{\partial \overline{g}} |_{\overline{x}(0)}, \overline{g}'(0)) = \overline{W}$$

$$= \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}) \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0} + (\overline{W} - \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}) \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}) \in T|_{\overline{x}(0)} \mathcal{I} \oplus T|_{\overline{x}(0)} \mathcal{N},$$

we have $\overline{F}_* \overline{g}'(0) = \overline{W} - \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}) \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}$ and hence, recalling that $\overline{g}(\overline{W}, \overline{W}) = 1$,

$$\overline{f}(\overline{x}_0)^2 \overline{h}(\overline{g}'(0), \overline{g}'(0)) = \overline{g}(\overline{F}_* \overline{g}'(0), \overline{F}_* \overline{g}'(0)) = 1 - \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0})^2,$$

i.e., $C_0(\overline{W})^2 = \overline{f}(\overline{x}_0)^2 \overline{h}(\overline{g}'(0), \overline{g}'(0)) = 1 - \overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0})^2$.

Finally, (i) if $C_0(\overline{W}) \neq 0$ then $C_0(\overline{W})^2 \overline{f}(\overline{x}_0)^2 / \overline{f}(\overline{W})(t)^2 > 0$ because $\overline{f} > 0$ on $\overline{I}$, and hence (6.108) immediately yields $|\overline{x}'(t)| < 1$ for all $t$. On the other hand, (ii) if $C_0(\overline{W}) \neq 1$ i.e., if $\overline{g}(\overline{W}, \overline{F}_* \frac{\partial}{\partial \overline{g}} |_{\overline{x}_0}) \neq 0$, the relation (6.108) at $t = 0$ yields $(\overline{x}'(0))^2 = 1 - C_0(\overline{W})^2 \neq 0$. This completes the proof.
Lemma 6.31. Let \( x(t), t \in \mathbb{R} \), \( a > 0 \), be the geodesic on \( M \) starting from \( x_0 \) with initial velocity \( X|_{x_0} \), let \( q(t) = (x(t), \dot{x}(t); A(t)) \), \( t \in \mathbb{R} \), be its \( \mathcal{D}_R \)-lift onto \( O(q_0) \) and write \( x(t) = F(r(t), y(t)), \dot{x}(t) = \dot{F}(r(t), \dot{y}(t)) \). Assumption that \( \dot{f} \neq 0 \) everywhere on \( I \), the warping functions \( f \) and \( \dot{f} \) obey

\[
\frac{f'(r(t))}{f(r(t))} \frac{f''(r(t))}{f'(r(t))} = \frac{\dot{f}'(\dot{r}(t))}{\dot{f}(\dot{r}(t))}, \quad \forall t \in (-a, a).
\]

In particular, \( \dot{r}'(t) \neq 0 \) for all \( t \in (-a, a) \).

**Proof.** Note that since \( x(t) \) is a geodesic on \( M \) with \( \dot{x}(0) = X|_{x_0} \), the curve \( \dot{x}(t) \) is a geodesic on \( \hat{M} \) starting with \( \dot{x}(0) = A_0X|_{x_0} \). It is also understood that we assume \( x(t) \) and its \( \mathcal{D}_R \)-lift to be defined on the same open interval \( (-a, a) \) by taking \( a > 0 \) small enough.

Observe that \( \Gamma^1_{(1,2)} = 0 \) on \( V \subset M \) means that \( \nabla_XX = \Gamma^1_{(1,2)}Y = 0 \), that is \( X \) is a unit geodesic vector field on \( M \). From this and the initial condition \( \dot{x}(0) = X|_{x_0} \) we therefore conclude that \( \dot{x}(t) = X|_{x(t)} \) for all \( t \), and consequently

\[
\dot{x}(t) = A(t)\dot{x}(t) = A(t)X|_{x(t)}, \quad \forall t \in (-a, a).
\]

Using (6.102), (6.111) and (6.106), in that order, one may compute

\[
\frac{f'(r(t))}{f(r(t))} \frac{f''(r(t))}{f'(r(t))} = \Gamma^2_{(1,2)}(x(t)) \frac{d}{dt}(\dot{f}(\dot{r}(t))) = \Gamma^2_{(1,2)}(x(t)) \frac{d}{dt}(\dot{f} \circ \hat{F}^{-1})(\dot{x}(t)) = \Gamma^2_{(1,2)}(x(t))(A(t)X|_{x(t)})(\dot{f} \circ \hat{F}^{-1}) = \frac{\left(\dot{f}'(\dot{r}(t))\right)^2}{\dot{f}(\dot{r}(t))},
\]

which is a relation equivalent to (6.110) because \( \dot{f}' \neq 0 \) on \( \hat{I} \) by assumption.

Lastly, (6.110) and the assumption \( \dot{f}' \neq 0 \) on \( \hat{I} \) clearly imply that \( \dot{r}'(t) \neq 0 \) for all \( t \in (-a, a) \).

This completes the proof.

Lemma 6.32. Let \( x(t), t \in \mathbb{R} \), \( a > 0 \), be the geodesic on \( M \) starting from \( x_0 \) with initial velocity \( X|_{x_0} \), let \( q(t) = (x(t), \dot{x}(t); A(t)) \) be its \( \mathcal{D}_R \)-lift onto \( O(q_0) \) such that \( q(0) = q_0 = (x_0, \dot{x}_0; A_0) \), and write \( x(t) = F(r(t), y(t)), \dot{x}(t) = \dot{F}(r(t), \dot{y}(t)) \). Assuming that \( \dot{f}' \neq 0 \) everywhere on \( I \), then \( r(t) = t + r_0 \) and the following relation holds

\[
\frac{\dot{f}'(\dot{r}(t))}{\dot{f}(\dot{r}(t))} = \ddot{g}(A_0X|_{x_0}, \dot{E}_2|_\dot{x}_0)^2 \left( \frac{f(t + r_0)^2}{f(r_0)^2} - 1 \right), \quad t \in (-a, a),
\]

where \( x_0 = F(r_0, y_0), \dot{x}_0 = \dot{F}(\dot{r}_0, \dot{y}_0) \).

**Proof.** First let us note again that since \( x(t) \) is a geodesic on \( M \) with \( \dot{x}(0) = X|_{x_0} \), the curve \( \dot{x}(t) \) is a geodesic on \( \hat{M} \) starting with \( \dot{x}(0) = A_0X|_{x_0} \).

Multiply both sides of (6.100) by \( \dot{r}'(t) \) and use (6.108) with \( (\nabla, \bar{g}) = (\hat{M}, \hat{g}), \bar{f} = \hat{f}, W = A_0X|_{x_0} \) and so on, so that \( \tau_W(t) = \hat{r}(t) \), to obtain the relation

\[
\frac{f'(r(t))}{f(r(t))} \left( 1 - C_0^2 \frac{\dot{f}(\dot{r}_0)^2}{\dot{f}(\dot{r}_0)^2} \right) = \frac{\dot{f}'(\dot{r}(t))}{\dot{f}(\dot{r}(t))} \dot{r}'(t),
\]
where \( C_0 := C_0(A_0X|_{x_0}) = (1 - \hat{g}(A_0X|_{x_0}, \hat{E}_2|_{\hat{x}_0})^2)^{1/2} \) and \( \hat{E}_2|_{\hat{x}_0} = \hat{E}_2|_{\hat{x}_0} \), or equivalently
\[
\frac{f'(r(t))}{f(r(t))} = \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))^2 - C_0^2 \hat{f}(\hat{r}(t))^2} \frac{d}{dt}(\hat{f}(\hat{r}(t))).
\]

We can readily integrate this ODE over the interval \([0, t]\) to yield
\[
\int_0^t \frac{f'(r(s))}{f(r(s))} ds = \frac{1}{2} \ln \left( \frac{\hat{f}(\hat{r}(t))^2 - C_0^2 \hat{f}(\hat{r}(t))^2}{(1 - C_0^2 \hat{f}(\hat{r}(t))^2)} \right),
\]
where we used that the expression on the right inside the logarithm function is strictly positive, because by Lemma 6.30 we have \( \hat{f}(\hat{r}(t))^2 = C_0^2 \hat{f}(\hat{r}(t))^2(1 - \hat{r}'(t))^2 > C_0^2 \hat{f}(\hat{r}(t))^2 \) while \( C_0^2 = C_0(A_0X|_{x_0})^2 < 1 \), since \( \hat{g}(A_0X|_{x_0}, \hat{E}_2|_{\hat{x}_0})^2 = \omega(g_0)^2/(1 + \omega(g_0)^2) > 0 \).

In order to deal with the integral on the left, use (6.108) with \((\bar{M}, \bar{g}) = (M, g), \bar{f} = f, \bar{W} = X|_{x_0}\) and so on, so that \( \bar{\Gamma}_{\bar{W}}(t) = r(t), C_0(\bar{W}) = 0 \) (because \( X|_{x_0} = F_* \frac{\partial}{\partial r} \)) to conclude that \( r'(t) = 1 \) i.e., \( r(t) = t + r_0 \), and thus
\[
\int_0^t \frac{f'(r(s))}{f(r(s))} ds = \int_0^t \frac{f'(r(s))}{f(r(s))} r'(s) ds = \ln \frac{f(r(s))}{f(r_0)}.
\]

Combining the last two equations and exponentiating both sides yields
\[
\frac{f(r(t))^2}{f(r_0)^2} = \frac{\hat{f}(\hat{r}(t))^2 - C_0^2 \hat{f}(\hat{r}(t))^2}{(1 - C_0^2 \hat{f}(\hat{r}(t))^2)},
\]
where \( r(t) = t + r_0 \). Since \( C_0^2 = 1 - \hat{g}(A_0X|_{x_0}, \hat{E}_2|_{\hat{x}_0})^2 \), this identity is clearly equivalent to (6.112). The proof is therefore complete.

Combining Corollaries 6.19 and 6.27, Propositions 6.22 and 6.23 and Lemmas 6.28 and 6.32, we arrive at the main theorem of this section.

**Theorem 6.33.** Assume that \( (\Pi_X(q), \Pi_Y(q)) \neq (0, 0) \) and \( \hat{\sigma}_A \neq K(x) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), and that the equalities (6.37) hold on \( O(q_0) \). Then, after shrinking \( O(q_0) \) around \( q_0 = (x_0, \hat{x}_0; A_0) \) if necessary, there are open non-empty intervals \( I, \hat{I} \subset \mathbb{R} \) equipped with the standard Riemannian metric \( s_1 \), strictly positive smooth functions \( f : I \to \mathbb{R}, \hat{f} : \hat{I} \to \mathbb{R} \), Riemannian manifolds \( (N, h), (\hat{N}, \hat{h}) \) with \( \dim N = 1 \), \( \dim \hat{N} = 2 \) and isometries \( F : (I \times N, s_1 \oplus_f h) \to (V, g), \hat{F} : (\hat{I} \times \hat{N}, s_1 \oplus_f \hat{h}) \to (\hat{V}, \hat{g}) \) from warped products onto the open neighbourhoods \( V = \pi_{Q,M}(O(q_0)) \) of \( x_0 \) and \( \hat{V} = \pi_{Q,M}(O(q_0)) \) of \( \hat{x}_0 \), respectively. The warping functions \( f, \hat{f} \) are implicitly related by
\[
\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} = \frac{f''(r)}{f(r)},
\]
holding at every \( r \in I, \hat{r} \in \hat{I} \) for which there are \( y \in N \) and \( \hat{y} \in \hat{N} \) such that \( (F(r, y), \hat{F}(\hat{r}, \hat{y})) \in \pi_Q(O(q_0)) \).

In addition,

(i) if \( \hat{f} \) is constant on all of \( \hat{I} \), then \( (V, g) \) is flat;
(ii) if \( \hat{f}' \neq 0 \) on all of \( \hat{I} \), then \((\hat{N}, \hat{h})\) is flat and for \( a > 0 \) small enough, the warping function \( f \) is determined from the system of relations

\[
\frac{\hat{f}(\hat{r}(t))^2}{\hat{f}(\hat{r}_0)^2} - 1 = P_0^2 \left( \frac{f(t + r_0)^2}{f(r_0)^2} - 1 \right), \quad t \in [-a, a],
\]

\[
(\hat{r}'(t))^2 + (1 - P_0^2)\frac{\hat{f}(\hat{r}_0)^2}{\hat{f}(\hat{r}(t))^2} = 1, \quad \hat{r}(0) = \hat{r}_0, \quad \hat{r}'(0) = P_0,
\]

where \( P_0 := \hat{g}(A_0 \frac{\partial}{\partial r}|_{r_0}, \frac{\partial}{\partial r}|_{r_0}) \), \( x_0 = F(r_0, y_0) \), \( \hat{x}_0 = \hat{F}(\hat{r}_0, \hat{y}_0) \), and \( \frac{\partial}{\partial r}, \frac{\partial}{\partial \hat{r}} \) are the canonical vector fields on \( I, \hat{I} \), respectively. Moreover, \( \hat{r}'(t) \neq 0 \) for all \( t \in [-a, a] \).

Finally, with \( P_0 \) defined as above, we have \( 0 < P_0^2 < 1 \). In particular, \( A_0 T_{x_0} M \neq (\hat{F}_{r_0})_* T_{y_0} \hat{N} \) and \( \hat{F}_* \frac{\partial}{\partial r}|_{r_0} \notin A_0 T_{x_0} M \), where \( \hat{F}_{r_0} : \hat{N} \to \hat{V} \), \( \hat{F}_*(\hat{y}) = \hat{F}(\hat{r}_0, \hat{y}) \).

**Remark 6.34.** For motivating the choice of functions \( I \) and \( U \) in Section 6.4 below (see (6.128)), we point out that:

(i) \( \hat{A}|_{x} \bot \hat{E}_2|_{\hat{x}} = \hat{F}_* \left( \frac{\partial}{\partial \hat{r}} \right) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), \( (\hat{r}, \hat{y}) := \hat{F}^{-1}(\hat{x}) \) because \( \hat{M}_1|_q = -\hat{A} \hat{Y}|_x, \hat{M}_1|_q \perp \hat{M}_2|_q \) and \( (1 + \omega(q)^2)^{1/2} \hat{E}_2|_x = \hat{M}_2|_q \) (see (6.74), (6.99) and (6.76)), i.e.,

\[
(6.113) \quad \hat{g}(\hat{A}|_{x}, \hat{F}_* \left( \frac{\partial}{\partial \hat{r}} \right)) = 0,
\]

for every \( q = (x, \hat{x}; A) \in O(q_0) \), \( (\hat{r}, \hat{y}) := \hat{F}^{-1}(\hat{x}) \).

(ii) Applying \( \hat{g}(\cdot, \hat{E}_2|_{\hat{x}}) \) to (6.107) and using \( \hat{E}_2|_{\hat{x}} = \hat{F}_* \left( \frac{\partial}{\partial \hat{r}} \right), \hat{M}_2|_{\hat{x}} \perp \hat{E}_2|_{\hat{x}}, X|_x = F_* \left( \frac{\partial}{\partial r} \right) \) and \( \hat{g}(\hat{E}_2, \hat{E}_2) = 1 \), we find

\[
\hat{g}(A \frac{\partial}{\partial r}|_r, \frac{\partial}{\partial \hat{r}}) = -\omega(q)(1 + \omega(q)^2)^{-1/2},
\]

which yields, after using the first identity in (6.105),

\[
\hat{\Gamma}^1_{(1,2)}(\hat{x}) = -\hat{g}(A \frac{\partial}{\partial r}|_r, \frac{\partial}{\partial \hat{r}}) \Gamma^2_{(1,2)}(x),
\]

and finally by Corollaries 6.19 and 6.27 that

\[
(6.114) \quad \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} - \frac{f'(r)}{f(r)} \frac{\partial}{\partial \hat{r}} \hat{g}(A \frac{\partial}{\partial r}|_r, \frac{\partial}{\partial \hat{r}}) = 0,
\]

for every \( q = (x, \hat{x}; A) \in O(q_0) \), \( (r, y) := F^{-1}(x), (\hat{r}, \hat{y}) := \hat{F}^{-1}(\hat{x}) \).

Similarly to the comment made right after the statement of Lemma (6.30), we point out that the condition \( \hat{r}'(0) = P_0 \) in case (ii) above only serves to fix the right sign for \( \hat{r}'(0) \). The differential equation for \( \hat{r}(t) \) written in squared form for \( \hat{r}'(t) \) would only allow us to conclude that \( |\hat{r}'(0)| = |P_0| \).
6.4. Partial Converse to the Main Theorem of Section 6.3

In this last section we aim to produce a partial converse result to Theorem 6.33 case (ii) of Section 6.3. The objective is to show if that \((M, g)\) and \((\hat{M}, \hat{g})\) are warped product Riemannian spaces of the kind described in that theorem, except that \((\hat{N}, \hat{h})\) need not be flat, then the rolling orbit \(\mathcal{O}_{\varphi_{\hat{h}}}(q_0)\) starting from certain points \(q_0 = (x_0, \hat{x}_0; A_0) \in Q\) has dimension at most 6. In particular, the rolling problem for such spaces is never completely controllable, i.e., \(\mathcal{O}_{\varphi_{\hat{h}}}(q) \neq Q\) for every \(q \in Q\).

Let \((M, g) = (I \times N, s_1 \oplus f \, h)\) be a 2-dimensional warped product with a smooth warping function \(f : I \to \mathbb{R}\), where \(I, N \subset \mathbb{R}\) are non-empty open intervals and \(s_1, h\) are the standard Riemannian metrics on those intervals, respectively.

Furthermore, let \((\hat{N}, \hat{h})\) be a connected 2-dimensional Riemannian manifold, and let \((\hat{M}, \hat{h}) = (\hat{I} \times \hat{N}, s_1 \oplus \hat{f} \, \hat{h})\) be a 3-dimensional warped product, with a smooth warping function \(\hat{f} : \hat{I} \to \mathbb{R}\) such that

\[
(6.115) \quad \hat{f}'(\hat{r}) \neq 0, \quad \forall \hat{r} \in \hat{I},
\]

where \(\hat{I} \subset \mathbb{R}\) is a non-empty open interval and \(s_1\) is the standard Riemannian metric on \(\hat{I}\).

Let \(q_0 = (x_0, \hat{x}_0; A_0) \in Q_0\) be given, write \(x_0 = (r_0, y_0)\), \(\hat{x}_0 = (\hat{r}_0, \hat{y}_0)\), and denote by \(\frac{\partial}{\partial r}\), \(\frac{\partial}{\partial \hat{r}}\) the canonical unit vector fields on \(I\) and \(\hat{I}\), respectively. Assume further that the warping function \(f\) of \(M\) and a smooth function \(\hat{r} : I \to \hat{I}\) are defined through the relations

\[
(6.116) \quad \frac{\hat{f}(\hat{r}(t))^2}{f(\hat{r}_0)^2} - 1 = P_0^2 \left( \frac{f(t + r_0)^2}{f(r_0)^2} - 1 \right), \quad t \in I
\]

\[
(6.117) \quad (\hat{r}'(t))^2 + (1 - P_0^2) \frac{\hat{f}(\hat{r}_0)^2}{f(\hat{r}(t))^2} = 1, \quad \hat{r}(0) = \hat{r}_0, \quad \hat{r}'(0) = P_0,
\]

where \(P_0\) is the constant

\[
(6.118) \quad P_0 := \hat{g}(A_0 \frac{\partial}{\partial r}, \frac{\partial}{\partial \hat{r}})|_{\hat{r}_0},
\]

which we assume to satisfy

\[
(6.119) \quad 0 < |P_0| < 1.
\]

We also assume that \(q_0 = (x_0, \hat{x}_0; A_0)\) is chosen so that the conditions

\[
(6.120) \quad \hat{g}(A_0 Y_0, \frac{\partial}{\partial \hat{r}})|_{\hat{r}_0} = 0, \quad \forall Y_0 \in T_{x_0}M \text{ s.t. } Y_0 \perp \frac{\partial}{\partial r}|_{r_0}
\]

\[
(6.121) \quad \frac{\hat{f}'(\hat{r}_0)}{\hat{f}(\hat{r}_0)} = \frac{f'(r_0)}{f(r_0)}P_0 = 0
\]

are satisfied. The space \(\{Y_0 \in T_{x_0}M \mid Y_0 \perp \frac{\partial}{\partial r}|_{r_0}\}\) is of course 1-dimensional. Notice that without the additional condition \(\hat{r}'(0) = P_0\), we could only conclude that \(|\hat{r}'(0)| = |P_0|\) given the form of the differential equation for \(\hat{r}(t)\) above. Finally, since \(\hat{r}'(0) = P_0 \neq 0\), we will make it our last assumption (see case (ii) in Theorem 6.33) that

\[
(6.122) \quad \hat{r}'(t) \neq 0, \quad \forall t \in I.
\]

In order to ensure that (6.117) and (6.122) can be fulfilled, for a given \(\hat{f} : \hat{I} \to \mathbb{R}\), we can always replace the original open interval \(\hat{I}\) by a sufficiently small one that contains \(\hat{r}_0\).
Remark 6.35. We could also view the system (6.116)-(6.117) as defining \( \hat{f}_1(t) := \hat{f}(\hat{r}(t)) \) in terms of the function \( f(t) \) by (6.116), and then \( \hat{r}(t) \) would be defined in terms of \( \hat{f}_1(t) \) via the relation (6.117).

Remark 6.36. It should be reiterated that, unlike in the situation described in Theorem 6.33 case (ii), we will not be assuming \( \left( \hat{N}, \hat{h} \right) \) to be flat.

Let \( (X, Y) = (E_1, E_2) \) be an oriented orthonormal frame on \( M \) such that \( X = E_1 = \frac{\partial}{\partial r} \) is the canonical unit vector field of \( I \). Hence \( E_2 \) is tangent to the fibers \( N = I \times N \). Similarly, let \( (\hat{E}_1, \hat{E}_2, \hat{E}_3) \) be an oriented orthonormal frame on \( \hat{M} \) such that \( \hat{E}_2 = \frac{\partial}{\partial \hat{r}} \) is the canonical vector field on \( \hat{I} \). It follows that \( \hat{E}_1, \hat{E}_3 \) are tangent to the fibers \( \hat{N} = \hat{I} \times \hat{N} \).

We will further let \( \overline{Y} \) be the canonical vector field on \( N \), which we identify as a vector field on \( M \). Then \( Y \) and \( \overline{Y} \) point to the same direction, and \( 1 = g(Y, Y) = g(a \overline{y}, a \overline{y}) = f^2 a^2 \) implies \( Y = (1/f) \overline{Y} \).

Similarly, let \( \overline{E}_1, \overline{E}_3 \) be an \( \hat{h} \)-orthonormal frame on \( \hat{N} \), such that \( \hat{E}_i \) and \( \overline{E}_i \) point to the same direction for \( i = 1, 3 \). By \( \hat{g} \)-orthonormality of \( \hat{E}_1, \hat{E}_3 \), it follows that as above, that \( \hat{E}_i = (1/\hat{f}) \overline{E}_i, \ i = 1, 3 \).

The connection relations relevant for us, and which one can readily read out from Proposition 7.35 (p. 206) in [16], are

\[
\nabla_{\overline{Y}} X = \nabla_{X} \overline{Y} = \frac{f'}{f} \overline{Y}, \\
\nabla_X Y = \nabla_X \left( \frac{1}{f} \overline{Y} \right) = -\frac{f'}{f^2} \overline{Y} + \frac{1}{f} \nabla_X \overline{Y} = 0, \\
\nabla_Y X = \frac{1}{f} \left( \frac{f'}{f} \overline{Y} \right) = \frac{f'}{f} Y, \\
\nabla_X X = \nabla_X \left( \frac{\partial}{\partial \hat{r}} \right) = 0, \quad (\text{trivially since this holds on } \hat{I}) \\
\n\nabla_{\overline{Y}} Y = \text{nor}\nabla_{\overline{Y}} Y + \tan \nabla_{\overline{Y}} Y = -g(Y, Y) \frac{f'}{f} \frac{\partial}{\partial \hat{r}} + 0 = -f f' \frac{\partial}{\partial \hat{r}}, \\
\n\nabla_Y Y = \frac{1}{f} \nabla_Y \left( \frac{1}{f} \overline{Y} \right) = \frac{1}{f^2} \nabla_Y \overline{Y} = -\frac{f'}{f} \frac{\partial}{\partial \hat{r}},
\]

(6.123)

where on the third line \( \tan \nabla_{\overline{Y}} Y = \nabla_{\overline{Y}} Y = 0 \) due to the fact that \( N \) is 1-dimensional and hence \( \nabla_{\overline{Y}} Y = \alpha \overline{Y} \) where \( \alpha = h(\nabla_{\overline{Y}} Y, Y) = \frac{1}{2} Y(h(\overline{Y}, \overline{Y})) = 0 \), because \( h(\overline{Y}, \overline{Y}) = 1 \). On the last line, we observed that \( \overline{Y}(f) = 0 \).

\[
\nabla_{\overline{E}_i} \hat{E}_i = \nabla_{\overline{E}_i} \left( \frac{1}{f} \overline{E}_i \right) = -\frac{\hat{f}'}{f^2} \overline{E}_i + \frac{1}{f} \nabla_{\overline{E}_i} \overline{E}_i = -\frac{\hat{f}'}{f^2} \overline{E}_i + \frac{\hat{f}'}{f} f \overline{E}_i = 0 \quad i = 1, 3, \\
\n\nabla_{\overline{E}_i} \hat{E}_i = \nabla_{\overline{E}_i} \left( \frac{\partial}{\partial \hat{r}} \right) = \frac{1}{f} \nabla_{\overline{E}_i} \overline{E}_i = \frac{1}{f} \nabla_{\overline{E}_i} \overline{E}_i = \frac{\hat{f}'}{f^2} \overline{E}_i = \frac{\hat{f}'}{f} \overline{E}_i, \quad i = 1, 3.
\]

(6.124)

Remark 6.37. Note that the relation \( \nabla_{\overline{E}_i} \hat{E}_i = 0, \ i = 1, 3 \), implies not only that \( \hat{\Gamma}^2_{(1,2)} = 0 \) and \( \hat{\Gamma}^2_{(2,3)} = 0 \) but also that \( \hat{\Gamma}^2_{(3,1)} = 0 \) which we did not derive in section 6.3.

According to the above connection relations,

\[
\Gamma^2_{(1,2)} = g(\nabla_Y X, Y) = g(\nabla_Y \frac{\partial}{\partial \hat{r}}, Y) = g(\frac{f'}{f} Y, Y) = \frac{f'}{f}
\]
and
\[ \hat{\Gamma}_1^{(1,2)} = -\hat{g}(\nabla_{\hat{E}_1} \hat{E}_2, \hat{E}_1) = -\hat{g}(\nabla_{\hat{E}_1} \frac{\partial}{\partial \hat{r}}, \hat{E}_1) = -\hat{g}(\hat{f}', \hat{E}_1, \hat{E}_1) = -\hat{f}' \cdot \hat{f}. \]

Because \( X = \frac{\partial}{\partial r} \), \( \Gamma^2_{(1,2)}(x) = \frac{f'(r)}{f(r)} \) and \( Y = \frac{\partial}{\partial r} \) are tangent to the fiber \( N \) of \( M = I \times N \), we have
\[ X(\Gamma^2_{(1,2)}) = \frac{\partial}{\partial r} \frac{f'(r)}{f(r)} = \frac{f''(r)}{f(r)} - \left( \frac{f'(r)}{f(r)} \right)^2 \]
\[ Y(\Gamma^2_{(1,2)}) = 0 \]
(6.125)

On the other hand, \( \hat{\Gamma}_1^{(1,2)}(\hat{x}) = -\frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}, \hat{x} = \hat{F}(\hat{r}, \hat{y}), \) so after decomposing \( AX = \hat{g}(AX, \hat{E}_1)\hat{E}_1 + \hat{g}(AX, \frac{\partial}{\partial \hat{r}})\frac{\partial}{\partial \hat{r}} + \hat{g}(AX, \hat{E}_3)\hat{E}_3 \), and recalling that \( \hat{E}_1, \hat{E}_3 \) are tangent to the fiber \( \hat{N} \) of \( \hat{M} = \hat{I} \times \hat{N} \), we obtain
\[ (AX)(\hat{\Gamma}_1^{(1,2)}) = -\hat{g}(AX, \frac{\partial}{\partial \hat{r}}) \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right) = -\hat{g}(AX, \frac{\partial}{\partial \hat{r}}) \left( \frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} - \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right)^2 \right) \]
(6.126)

For the same reasons, after decomposing \( AY = \hat{g}(AY, \hat{E}_1)\hat{E}_1 + \hat{g}(AY, \frac{\partial}{\partial \hat{r}})\frac{\partial}{\partial \hat{r}} + \hat{g}(AY, \hat{E}_3)\hat{E}_3 \) we find
\[ (AY)(\hat{\Gamma}_1^{(1,2)}) = -\hat{g}(AY, \frac{\partial}{\partial \hat{r}}) \frac{\partial}{\partial \hat{r}} \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right) = -\hat{g}(AY, \frac{\partial}{\partial \hat{r}}) \left( \frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} - \left( \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} \right)^2 \right). \]
(6.127)

In view of (6.123), both vector fields \( X \) and \( Y \) are parallel along \( X \), and therefore any vector field \( \hat{W}(t) = a_1(t)X + a_2(t)Y \) that is (defined and) parallel along the flow \( t \mapsto (\Phi_X)_t \) of \( X \) satisfies \( \hat{W}(t) = a_1(0)X|_{(\Phi_X)_t} + a_2(0)Y|_{(\Phi_X)_t} \). Likewise, according to (6.124) all three vector fields \( \hat{E}_1, \hat{E}_2, \hat{E}_3 \) are parallel along \( \hat{E}_2 = \frac{\partial}{\partial \hat{r}} \), and therefore any vector field \( \hat{W}(t) = a_1(t)\hat{E}_1 + a_2(t)\hat{E}_2 + a_3(t)\hat{E}_3 \) that is (defined and) parallel along the flow \( t \mapsto (\Phi_{\hat{E}_2})_t \) of \( \hat{E}_2 \) satisfies \( \hat{W}(t) = a_1(0)\hat{E}_1|_{(\Phi_{\hat{E}_2})_t} + a_2(0)\hat{E}_2|_{(\Phi_{\hat{E}_2})_t} + a_3(0)\hat{E}_3|_{(\Phi_{\hat{E}_2})_t} \).

The two smooth functions \( U \) and \( I \) on \( Q \) that will play an important role in the following are defined by
\[ U(q) := \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} - \frac{f'(r)}{f(r)} \hat{g}(A \frac{\partial}{\partial r}, \frac{\partial}{\partial \hat{r}}), \quad I(q) := \hat{g}(AY|_x, \frac{\partial}{\partial \hat{r}}|_\hat{r}), \]
(6.128)
for \( q = (x, \hat{x}; A) \in Q \) and \( x = (r, y), \hat{x} = (\hat{r}, \hat{y}) \). The motivation behind these definitions can be found in Remark (6.31) and in fact our goal is to show that both \( U \) and \( I \) vanish identically on any orbit \( O_{\hat{g}_R}(q_0) \) for which the conditions (6.120) and (6.121) are satisfied at \( q_0 = (x_0, \hat{x}_0; A_0) \).

Notice that the symbol \( I \) is now used to denote both an open interval in \( \mathbb{R} \) and a function \( I : Q \to \mathbb{R} \). This ambiguity in notations should, however, not create any confusion in the following since both uses serve sharply different purposes.

Next we shall compute the derivatives of these two, and some associated functions with respect to \( \mathcal{L}_R(X) \) and \( \mathcal{L}_R(Y) \) vector fields on \( Q \). For that purpose, defined first an auxiliary function \( P \) on \( Q \) by
\[ P(q) := \hat{g}(A \frac{\partial}{\partial r}|_r, \frac{\partial}{\partial \hat{r}}|_\hat{r}), \quad q \in Q, \]
(6.129)
and notice that $P(q_0) = P_0$ (see (6.118)) as well as that

$$U(q) = \frac{\dot{f}(\bar{r})}{f(\bar{r})} - \frac{f'(r)}{f(r)} P(q).$$

Since $X = \frac{\partial}{\partial r}$, we find

$$\mathcal{L}_R(X)|_q P(\cdot) = \hat{g}(A \nabla \frac{\partial}{\partial r}, \frac{\partial}{\partial r}) + \hat{g}(A \frac{\partial}{\partial r}, \hat{\nabla}_A \frac{\partial}{\partial r})$$

$$= 0 + \hat{g}(A \frac{\partial}{\partial r}, (\hat{g}(A \frac{\partial}{\partial r}, \hat{\nabla}_A \frac{\partial}{\partial r} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1) \hat{\nabla}_{\hat{E}_1} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3) \hat{\nabla}_{\hat{E}_3}) \frac{\partial}{\partial r})$$

$$= \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1)^2 + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3)^2$$

(6.130)

$$= \frac{\dot{f}(\bar{r})}{f(\bar{r})} (1 - P(q)^2),$$

where we have used the relations (6.123) and (6.124). By a similar reasoning,

$$\mathcal{L}_R(Y)|_q P(\cdot) = \hat{g}(A \nabla_y \frac{\partial}{\partial r}, \frac{\partial}{\partial r}) + \hat{g}(A \frac{\partial}{\partial r}, \hat{\nabla}_A \frac{\partial}{\partial r})$$

$$= \hat{g}(\frac{f'}{f} \hat{A} Y, \frac{\partial}{\partial r}) + \hat{g}(A \frac{\partial}{\partial r}, (\hat{g}(A \frac{\partial}{\partial r}, \hat{\nabla}_A \frac{\partial}{\partial r} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1) \hat{\nabla}_{\hat{E}_1} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3) \hat{\nabla}_{\hat{E}_3}) \frac{\partial}{\partial r})$$

$$= \hat{g}(\frac{f'}{f} \hat{A} Y, \frac{\partial}{\partial r}) + \hat{g}(A \frac{\partial}{\partial r}, (0 + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1) \frac{\dot{f}'}{f} \hat{E}_1 + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3) \frac{\dot{f}'}{f} \hat{E}_3)$$

$$= \frac{f'}{f} I(q) + \frac{\dot{f}'}{f} \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1) \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_1) + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3) \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_3))$$

$$= \frac{f'}{f} I(q) + \frac{\dot{f}'}{f} (\hat{g}(A \frac{\partial}{\partial r}, A Y) - \hat{g}(A \frac{\partial}{\partial r}, \frac{\partial}{\partial r}) \hat{g}(A \frac{\partial}{\partial r}, A Y))$$

$$= \frac{f'}{f} I(q) + \frac{\dot{f}'}{f} (0 - P(q) \hat{g}(A \frac{\partial}{\partial r}, \frac{\partial}{\partial r}))$$

(6.131)

$$= \left(\frac{f'(r)}{f(r)} - \frac{\dot{f}(\bar{r})}{f(\bar{r})} P(q)\right) I(q).$$
These identities and relations \((6.125)-(6.127)\) then further yield

\[
\mathcal{L}_{R}(X)|_{q}U(\cdot) = \mathcal{L}_{R}(X)|_{q}\left(\frac{\hat{f}'}{f} - \frac{f'}{f}P(\cdot)\right) = AX\left(\frac{\hat{f}'}{f}\right) - (X(\frac{f'}{f}))P(q) - \frac{f'}{f}\mathcal{L}_{R}(X)|_{q}P(\cdot)
\]

\[
= - AX(\hat{\Gamma}_{(1,2)}^{1}) - (X(\Gamma^{2}_{(1,2)}))P(q) - \frac{f'}{f}\mathcal{L}_{R}(X)|_{q}P(\cdot)
\]

\[
= \hat{g}(AX, \frac{\partial}{\partial r})\left(\frac{\hat{f}''}{f} - \left(\frac{\hat{f}'}{f}\right)^{2}\right) - (\frac{f''}{f} - \left(\frac{f'}{f}\right)^{2})P(q) - \frac{f'}{f}\left(1 - P(q)^{2}\right)
\]

\[
= \left(\frac{\hat{f}''}{f} - \frac{f''}{f}\right)P(q) + \left(- \left(\frac{f'}{f}\right)^{2} + \left(\frac{f'}{f}\right)^{2}\right)P(q) - \frac{f'}{f}\left(1 - P(q)^{2}\right)
\]

\[
(6.132)
\]

\[
= \left(\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} - \frac{f''(r)}{f(r)}\right)P(q) + \left(- \frac{f'(r)}{f(r)} - \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}\right)P(q)U(q)
\]

\[
\mathcal{L}_{R}(Y)|_{q}U(\cdot) = \mathcal{L}_{R}(Y)|_{q}\left(\frac{\hat{g}'}{f} - \frac{f'}{f}P(\cdot)\right) = \mathcal{L}_{R}(Y)|_{q}\left(- \hat{\Gamma}_{(1,2)}^{1} - \Gamma^{2}_{(1,2)}P(\cdot)\right)
\]

\[
= -(AY)\hat{\Gamma}_{(1,2)}^{1} - Y(\Gamma^{2}_{(1,2)})P(q) - \Gamma^{2}_{(1,2)}\mathcal{L}_{R}(Y)|_{q}P(\cdot)
\]

\[
= \hat{g}(AY, \frac{\partial}{\partial r})\left(\frac{\hat{f}''}{f} - \left(\frac{\hat{f}'}{f}\right)^{2}\right) - 0 - \Gamma^{2}_{(1,2)}\left(\frac{f'}{f} - \frac{\hat{f}'}{f}\right)P(q)I(q)
\]

\[
= \left(\frac{\hat{f}''}{f} - \left(\frac{\hat{f}'}{f}\right)^{2}\right)I(q) - \frac{f'}{f}\left(\frac{f'}{f} - \frac{\hat{f}'}{f}\right)P(q)I(q)
\]

\[
= \left(\frac{\hat{f}''}{f} - \left(\frac{\hat{f}'}{f}\right)^{2} - \left(\frac{\hat{f}'}{f}\right)^{2} + \frac{f'}{f}\frac{\hat{f}'}{f}\right)P(q)I(q)
\]

\[
(6.133)
\]

\[
= \left(\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} - \frac{f''(r)}{f(r)}\right)^{2} - \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}U(q)I(q).
\]

As for the derivatives of the function \(I\), we have using \((6.123)\) and \((6.124)\),

\[
\mathcal{L}_{R}(X)|_{q}I(\cdot) = \hat{g}(AY, \hat{\nabla}_{\hat{\mathfrak{m}}}Y, \frac{\partial}{\partial \hat{r}}) + \hat{g}(AY, \hat{\nabla}_{\hat{\mathfrak{m}}}\frac{\partial}{\partial \hat{r}})
\]

\[
= 0 + \hat{g}(AY, (\hat{g}(A \frac{\partial}{\partial r}, \hat{\mathfrak{m}})\hat{\nabla}_{\hat{\mathfrak{m}}} + \hat{g}(\hat{A}(\frac{\partial}{\partial r}, \hat{E}_{1})\hat{\nabla}_{\hat{E}_{1}} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{3})\hat{\nabla}_{\hat{E}_{3}})\frac{\partial}{\partial \hat{r}})
\]

\[
= \hat{g}(AY, 0 + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{1})\hat{f}' \hat{E}_{1} + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{3})\hat{f}' \hat{E}_{3})
\]

\[
= \frac{\hat{f}'}{f} (\hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{1})\hat{g}(AY, \hat{E}_{1}) + \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{3})\hat{g}(AY, \hat{E}_{3}))
\]

\[
= \frac{\hat{f}'}{f} (\hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{1} - \hat{g}(A \frac{\partial}{\partial r}, \hat{E}_{3})\hat{g}(AY, \hat{E}_{3}))
\]

\[
= \frac{\hat{f}'}{f} (0 - P(q)I(q))
\]

\[
(6.134)
\]

\[
= - \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})}P(q)I(q).
\]
Again by similar computations, while consulting \((6.123)\) and \((6.124)\) for the connection identities,

\[
\mathcal{L}_R(Y)|_q I(\cdot) = \hat{g}(A \nabla_Y Y, \frac{\partial}{\partial r}) + \hat{g}(AY, \hat{\nabla}_AY \frac{\partial}{\partial r}) \\
= - \frac{f'}{f} \hat{g}(A \frac{\partial}{\partial r}, \frac{\partial}{\partial r}) + \hat{g}(AY, \hat{g}(AY, \frac{\partial}{\partial r}) \hat{\nabla}_q \frac{\partial}{\partial r} + \hat{g}(AY, \hat{E}_1) \hat{\nabla}_{\hat{E}_1} + \hat{g}(AY, \hat{E}_3) \hat{\nabla}_{\hat{E}_3}) \frac{\partial}{\partial r}) \\
= - \frac{f'}{f} P(q) + \hat{g}(AY, 0 + \hat{g}(AY, \hat{E}_1) \frac{f'}{f} \hat{E}_1 + \hat{g}(AY, \hat{E}_3) \frac{f'}{f} \hat{E}_3) \\
= - \frac{f'}{f} P(q) + \frac{\hat{f'}}{f}(\hat{g}(AY, \hat{E}_1)^2 + \hat{g}(AY, \hat{E}_3)^2) \\
= - \frac{f'}{f} P(q) + \frac{\hat{f'}}{f} (\hat{g}(AY, \hat{E}_1)^2 + \hat{g}(AY, \hat{E}_3)^2) \\
= - \frac{f'}{f} P(q) + \frac{\hat{f'}}{f} (1 - I(q)^2) \\
(6.135) = U(q) - \frac{\hat{f'}(\hat{r})}{\hat{f}(\hat{r})} I(q)^2.
\]

Define \(C\) to be the set of those points of \(Q\) where \(I\) and \(U\) both vanish, i.e.,

\[(6.136) C = \{ q \in Q \mid U(q) = 0, \ I(q) = 0 \},\]

and notice that the (initial condition) assumptions \((6.120)\) and \((6.121)\) guarantee that \(C\) is non-empty since it contains \(q_0\), i.e.,

\[q_0 \in C.\]

Given \(\overline{q} \in C\), the differential relations \((6.133)\) and \((6.135)\) imply that \(U = 0\) and \(I = 0\) along the integral curve \(q_Y(t, \overline{q})\) of \(\mathcal{L}_R(Y)\) as well, that is

\[(6.137) q_Y(t, \overline{q}) \in C, \forall \overline{q} \in C, \ t \in D_{\mathcal{L}_R(Y)}(\overline{q}).\]

In addition, \((6.131)\) implies that \(P\) remains constant along \(q_Y(t, \overline{q})\) if \(\overline{q} \in C\), that is

\[(6.138) P(q_Y(t, \overline{q})) = P(\overline{q}), \forall \overline{q} \in C, \ t \in D_{\mathcal{L}_R(Y)}(\overline{q}).\]

At this point, we will derive a second order differential relation between the warping functions \(f\) and \(\hat{f}\). Differentiating \((6.116)\) with respect to \(t\) we get

\[(6.139) \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))}(\hat{f}(\hat{r}(t)) \hat{r}'(t) = P_0^2 \frac{f(t + r_0)}{f(r_0)^2} \frac{f'(t + r_0)}{f(r_0)^2}.\]

Multiply both sides \(\hat{r}'(t)\) and making use of \((6.117)\) and then \((6.116)\) gives

\[P_0^2 \frac{f(t + r_0)}{f(r_0)^2} f'(t + r_0) \hat{r}'(t) = \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))} (\hat{f}(\hat{r}(t)) (1 - P_0^2 \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))}) \\
= \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))} (\hat{f}(\hat{r}(t))^2 - 1 + P_0^2) = \frac{\hat{f}(\hat{r}(t))}{\hat{f}(\hat{r}(t))} P_0^2 \frac{f(t + r_0)}{f(r_0)^2},\]
that is

$$\frac{f'(t + r_0)}{f(t + r_0)} \dot{\hat{r}}'(t) = \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))}, \forall t \in I.$$  \hspace{1cm} (6.140)

Notice that this is precisely the relation we have obtained in Lemma 6.31, knowing also that $r(t) = t + r_0$ there according to Lemma 6.32.

Differentiating (6.117) w.r.t. $t$ and using the assumption (6.122), we obtain a formula for the second derivative of $\hat{r}'(t)$,

$$\ddot{\hat{r}}'(t) = (1 - P_0^2) \frac{\dot{f}'(\hat{r}_0)^2}{\dot{f}(\hat{r}(t))} \dot{\hat{r}}'(t).$$

On the other hand, the derivative w.r.t $t$ of (6.140) is given by

$$\left( \frac{f''(t + r_0)}{f(t + r_0)} - \left( \frac{f'(t + r_0)}{f(t + r_0)} \right)^2 \right) \dot{\hat{r}}'(t) + \frac{f'(t + r_0)}{f(t + r_0)} \ddot{\hat{r}}'(t) = \left( \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} - \left( \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \right)^2 \right) \ddot{\hat{r}}'(t).$$

Multiplying this with $\dot{\hat{r}}'(t)$, using the previous expression for $\ddot{\hat{r}}'(t)$ and re-arranging some terms, we then find

$$\left( - \frac{f''(t + r_0)}{f(t + r_0)} + \left( \frac{f'(t + r_0)}{f(t + r_0)} \right)^2 + \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} - \left( \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \right)^2 \right) \left( \dot{\hat{r}}'(t) \right)^2 = (1 - P_0^2) \frac{f'(t + r_0)}{f(t + r_0)} \dot{f}(\hat{r}_0) \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \dot{\hat{r}}'(t),$$

which, after application of (6.117) on the right hand side and (6.140) on both sides, becomes

$$\left( - \frac{f''(t + r_0)}{f(t + r_0)} + \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \right) \left( \dot{\hat{r}}'(t) \right)^2 + \left( 1 - \left( \dot{\hat{r}}'(t) \right)^2 \right) \left( \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \right)^2 = \left( \frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} \right)^2 (1 - \left( \dot{\hat{r}}'(t) \right)^2).$$

Cancelling the common term from both sides and dividing by the non-zero $(\dot{\hat{r}}'(t))^2$ (see (6.122)), we finally arrive at an important relation

$$\frac{\dot{f}'(\hat{r}(t))}{\dot{f}(\hat{r}(t))} = \frac{f''(t + r_0)}{f(t + r_0)}, \forall t \in I.$$  \hspace{1cm} (6.141)

If $W$ is a smooth vector field on $M$, we shall denote by $t \mapsto q_W(t, \overline{q})$ the integral curve of $\mathcal{L}_X(W)$ passing through a given point $\overline{q} = (\overline{x}, \overline{X}; \overline{A})$ of $Q$ at $t = 0$, and write $q_W(t, \overline{q}) = (x_W(t, \overline{q}), \dot{x}_W(t, \overline{q}); A_W(t, \overline{q}))$, $x_W(t, \overline{q}) = (\dot{x}_X(t, \overline{q}), \dot{y}_W(t, \overline{q}))$ and $\dot{x}_W(t, \overline{q}) = (\dot{r}_W(t, \overline{q}), \dot{y}_W(t, \overline{q}))$ as well as $(\overline{x}, \overline{q}) = \overline{x}$, $(\overline{r}, \overline{q}) = \overline{x}$ at the initial points on $M$ and $\overline{M}$. The domain of definition of $t \mapsto q_W(t, \overline{q})$ will be written as $D_{\mathcal{L}_X(W)}(\overline{q})$. Note that, one should not confuse the function $\dot{r}_W(t, \overline{q})$ with $\dot{r}(t)$ appearing in (6.116), (6.117), although we will actually demonstrate just below that $\dot{x}_X(t, q_0) = \dot{r}(t)$ for all $t \in D_{\mathcal{L}_X(W)}(q_0)$. In addition, we will only be using this notation in cases where $W$ is either $X$ or $Y$.

Because $X = \partial_{\overline{y}}$ is a geodesic vector field on $M$ (see (6.123)), the curve $x_X(t, \overline{q})$ is a geodesic on $M$, and it follows from Proposition 3.8 that $\dot{x}_X(t, \overline{q})$ is a geodesic on $\overline{M}$. Lemma 6.30
implies that \( r_X(t, \overline{q}) \) is given by (taking \( X|_{\overline{W}} \) for \( \overline{W} \) so that \( g(X, \frac{\partial}{\partial r}) = 1 \), hence \( C_0(X) = 0 \) and \( \frac{\partial}{\partial r}(0, \overline{q}) = 1 \))

\[
(6.142) \quad r_X(t, \overline{q}) = t + \overline{r}, \quad t \in D_{\mathcal{L}_R(X)}(\overline{q}), \quad \overline{q} \in Q,
\]

while \( \hat{r}_X(t, \overline{q}) \) satisfies the differential equation (taking \( A_{\overline{W}}X|_{\overline{W}} \) for \( \overline{W} \))

\[
\frac{d\hat{r}_X}{dt}(t, \overline{q}) + (1 - P(\overline{q}))^2 \frac{\hat{f}(\overline{r})^2}{\hat{f}(\hat{r}_X(t, \overline{q}))^2} = 1, \\
(6.143)
\]

\[
\hat{r}_X(0, \overline{q}) = \overline{r}, \quad \frac{\partial \hat{r}_X}{\partial t}(0, \overline{q}) = P(\overline{q}), \quad t \in D_{\mathcal{L}_R(X)}(\overline{q}), \quad \overline{q} \in Q,
\]

where \( P(\overline{q}) = \hat{g}(\overline{AX}|_{\overline{W}}, \frac{\partial}{\partial r}|_{\overline{W}}) \), i.e., the same quantity as given in (6.129) because \( X|_{\overline{W}} = \frac{\partial}{\partial r}|_{\overline{W}} \). In addition, \( D_{\mathcal{L}_R(X)}(\overline{q}) \) is the open interval of definition of the flow of \( \mathcal{L}_R(X) \) starting at \( \overline{q} \), which contains 0.

In particular, taking \( \overline{q} = q_0 \) we find that

\[
(6.145) \quad r_X(t, q_0) = t + r_0, \quad t \in D_{\mathcal{L}_R(X)}(q_0)
\]

and, with \( \hat{r}(t) \) as in (6.117)

\[
(6.146) \quad \hat{r}_X(t, q_0) = \hat{r}(t), \quad t \in D_{\mathcal{L}_R(X)}(q_0),
\]

because \( P(q_0) = P_0 \) and hence \( \hat{r}_X(t, q_0) \) and \( \hat{r}(t) \) solve the same initial value problem.

Let \( \rho : Q \rightarrow \mathbb{R} \) and \( \hat{\rho} : Q \rightarrow \mathbb{R} \) be the functions \( \rho(q) = r, \quad \hat{\rho}(q) = \hat{r} \), when \( q = (x, \hat{x}; A) \in Q \) with \( x = (r, y), \ \hat{x} = (\hat{r}, \hat{y}) \). One notes that \( \mathcal{L}_R(X)|_{q}\rho = \hat{g}(X, \frac{\partial}{\partial r}) \frac{\partial \rho}{\partial r} = 1 \), \( \mathcal{L}_R(X)|_q \hat{\rho} = \hat{g}(AX, \frac{\partial}{\partial r}) \frac{\partial \hat{\rho}}{\partial r} = P(q) \) and \( \mathcal{L}_R(Y)|_q \rho = \hat{g}(Y, \frac{\partial}{\partial r}) \frac{\partial \rho}{\partial r} = 0 \), \( \mathcal{L}_R(Y)|_q \hat{\rho} = \hat{g}(AY, \frac{\partial}{\partial r}) \frac{\partial \hat{\rho}}{\partial r} = I(q) \) hold, and thus

\[
\frac{\partial}{\partial t} \rho(q_Y(t, \overline{q})) = \mathcal{L}_R(Y)|_{q_Y(t, \overline{q})} \rho = 0 \\
\frac{\partial}{\partial t} \hat{\rho}(q_Y(t, \overline{q})) = \mathcal{L}_R(Y)|_{q_Y(t, \overline{q})} \hat{\rho} = I(q_Y(t, \overline{q})).
\]

Because \( I(q_Y(t, \overline{q})) = 0 \) if \( \overline{q} \in C \) (see (6.137)) we thus see that

\[
(6.147) \quad \rho(q_Y(t, \overline{q})) = \rho(\overline{q}), \quad \hat{\rho}(q_Y(t, \overline{q})) = \hat{\rho}(\overline{q}), \quad \forall \overline{q} \in C.
\]

Write (6.142) and (6.143) as

\[
\rho(q_X(t, \overline{q})) = t + \rho(\overline{q}), \quad \overline{q} \in Q, \\
\frac{d}{dt} \rho(q_X(t, \overline{q})) = \frac{\hat{f}(\rho(\overline{q}))^2}{\hat{f}(\hat{r}_X(t, \overline{q}))^2} = 1, \quad \rho(q_X(0, \overline{q})) = \rho(\overline{q}).
\]

Then let \( \overline{q} \in C \) (see (6.136)). Substitute \( q_Y(s, \overline{q}) \) for \( \overline{q} \) in the previous equation, and notice by (6.147) that \( \rho(q_Y(s, \overline{q})) = \rho(\overline{q}), \quad \hat{\rho}(q_Y(s, \overline{q})) = \hat{\rho}(\overline{q}) \), to find

\[
\rho(q_X(t, q_Y(s, \overline{q}))) = t + \rho(\overline{q}), \quad \overline{q} \in C, \\
\frac{d}{dt} \rho(q_X(t, q_Y(s, \overline{q}))) = \frac{\hat{f}(\rho(q_Y(s, \overline{q}))^2}{\hat{f}(\hat{r}_X(t, \overline{q}))^2} = 1, \quad \rho(q_X(0, q_Y(s, \overline{q}))) = \rho(\overline{q}).
\]
The first relations of the previous two equations immediately yield

\begin{equation}
\rho(q_X(t, q_Y(s, \bar{q}))) = \rho(q_X(t, \bar{q})),
\end{equation}

for all \( t, s \) for which the left hand side is defined, and for all \( \bar{q} \in C \).

On the other hand, since \( \bar{q} \in C \), the curve \( q_Y(s, \bar{q}) \) remains in \( C \) for all \( s \), according to (6.137), while the function \( P \) remains constant along \( q_Y(s, \bar{q}) \) by (6.138), that is \( P(q_Y(s, \bar{q})) = P(\bar{q}) \). One thus sees that \( t \mapsto \dot{\rho}(q_X(t, q_Y(s, \bar{q}))) \) and \( t \mapsto \dot{\rho}(q_X(t, \bar{q})) \) solve, for any fixed \( s \), the same initial value problem, and hence

\begin{equation}
\dot{\rho}(q_X(t, q_Y(s, \bar{q}))) = \dot{\rho}(q_X(t, \bar{q})),
\end{equation}

for all \( t, s \) for which the left hand side is defined, and for all \( \bar{q} \in C \).

Given (6.148) and (6.149), the group property \( q_X(t, q_X(s, \bar{q})) = q_X(s + t, \bar{q}) \), and observing that \( \rho(q_X(t, \bar{q})) = r_X(t, \bar{q}), \dot{\rho}(q_X(t, \bar{q})) = \dot{r}_X(t, \bar{q}) \), one finds that

\begin{equation}
r_X(t_n, q_Y(s_n, q_X(t_n - 1, q_Y(s_{n - 1}, \ldots, q_X(t_1, q_Y(s_1, \bar{q})) \ldots)) = r_X(t_n + t_{n - 1} + \cdots + t_1, \bar{q}),
\end{equation}

\begin{equation}
\dot{r}_X(t_n, q_Y(s_n, q_X(t_n - 1, q_Y(s_{n - 1}, \ldots, q_X(t_1, q_Y(s_1, \bar{q})) \ldots)) = \dot{r}_X(t_n + t_{n - 1} + \cdots + t_1, \bar{q}),
\end{equation}

for any \( \bar{q} \in C \) and any \( t_1, \ldots, t_n, s_1, \ldots, s_n \in \mathbb{R} \) for which the left hand sides are defined. In particular, these hold for \( \bar{q} = q_0 \) since \( q_0 \in C \).

Any point \( q \) in the orbit \( O_{\mathcal{L}_R}(q_0) \) can be reached from \( q_0 \) by following the flows of \( \mathcal{L}_R(X) \) and \( \mathcal{L}_R(Y) \) starting from \( q_0 \), that is there are \( t_1, \ldots, t_n, s_1, \ldots, s_n \in \mathbb{R} \) such that

\begin{equation}
q = q_X(t_n, q_Y(s_n, q_X(t_{n - 1}, q_Y(s_{n - 1}, \ldots, q_X(t_1, q_Y(s_1, q_0)) \ldots).
\end{equation}

From (6.141), (6.145), (6.146) and (6.150) (with \( \bar{q} = q_0 \in C \)) it thus follows that

\begin{equation}
\frac{\hat{f}''(\pi_{Q,M}(q))}{\hat{f}(\pi_{Q,M}(q))} = \frac{\hat{f}''(\hat{r}(t_n + t_{n - 1} + \cdots + t_1, q_0))}{\hat{f}(\hat{r}(t_n + t_{n - 1} + \cdots + t_1))} = \frac{\hat{f}''(\hat{r}(t_n + t_{n - 1} + \cdots + t_1))}{\hat{f}(\hat{r}(t_n + t_{n - 1} + \cdots + t_1))} = \frac{f''(t_n + t_{n - 1} + \cdots + t_1 + r_0)}{f(t_n + t_{n - 1} + \cdots + t_1 + r_0)} = \frac{f''(t_n + t_{n - 1} + \cdots + t_1, q_0))}{f(t_n + t_{n - 1} + \cdots + t_1, q_0))},
\end{equation}

where, as usual, we have identified \( f, \hat{f} \) as functions \( M \to \mathbb{R}, \hat{M} \to \mathbb{R} \), respectively, that is as \( f \circ \rho, \hat{f} \circ \dot{\rho} \). This being a key result that we will need right below, let us display it separately and a bit differently

\begin{equation}
\frac{\hat{f}''(\hat{r})}{\hat{f}(\hat{r})} = \frac{f''(r)}{f(r)}, \quad \forall q = (x, \hat{x}; A) \in O_{\mathcal{L}_R}(q_0); \ x = (r, y), \ \hat{x} = (\hat{r}, \hat{y}).
\end{equation}

Knowing (6.152), the differential relation (6.132) simplifies, at points \( q \) of the orbit \( O_{\mathcal{L}_R}(q_0) \), to

\begin{equation}
\mathcal{L}_R(X)|_q U(\cdot) = \left( -\frac{f'(r)}{f(r)} - \frac{\hat{f}'(\hat{r})}{\hat{f}(\hat{r})} P(q) \right) U(q), \quad \forall q \in O_{\mathcal{L}_R}(q_0).
\end{equation}
Now of $\overline{q} \in \mathcal{O}_{\mathcal{D}_R}(q_0) \cap C$, the relations (6.134) and (6.153) imply that $U = 0$ and $I = 0$ along the integral curve $q_X(t, \overline{q})$ of $\mathcal{L}_R(X)$ as well, that is

$$q_X(t, \overline{q}) \in C, \quad \forall \overline{q} \in \mathcal{O}_{\mathcal{D}_R}(q_0) \cap C, \quad t \in D_{\mathcal{L}_R(X)}(\overline{q}).$$

(6.154)

By definition of the orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$, the integral curves $q_X(t, \overline{q})$ and $q_Y(t, \overline{q})$ of $\mathcal{L}_R(X)$ and $\mathcal{L}_R(Y)$, respectively, passing through a point $\overline{q}$ of the orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$ will remain in the orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$. Therefore, from (6.137) and (6.154) we deduce that

$$q_X(t, \overline{q}) \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0), \quad \forall \overline{q} \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0), \quad t \in D_{\mathcal{L}_R(X)}(\overline{q})$$

$$q_Y(t, \overline{q}) \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0), \quad \forall \overline{q} \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0), \quad t \in D_{\mathcal{L}_R(Y)}(\overline{q}).$$

(6.155)

An arbitrary point $q$ of the orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$ can be represented in the form (6.151), and since $q_0 \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0)$, we infer that $q_Y(s_1, q_0) \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0)$, hence $q_X(t_1, q_Y(s_1, q_0)) \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0)$ and so on, by induction, $q \in C \cap \mathcal{O}_{\mathcal{D}_R}(q_0)$. This proves that

$$\mathcal{O}_{\mathcal{D}_R}(q_0) \subset C,$$

that is (see (6.136)) the orbit $\mathcal{O}_{\mathcal{D}_R}(q_0)$ is contained inside the $(0, 0)$-level set of the function $Q \to \mathbb{R}^2; q \mapsto (U(q), I(q))$.

To conclude this section, it remains to show that after cutting out a certain part of $C$, the set that remains (the set $C_1$ below) contains $\mathcal{O}_{\mathcal{D}_R}(q_0)$ and it is a smooth submanifold of $Q$ of dimension 6. This then implies that $\mathcal{O}_{\mathcal{D}_R}(q_0)$ as a submanifold of $C$ has dimension at most 6, which is the claim this entire section had been dedicated to prove.

At any $q = (x, \hat{x}; A) \in Q$ with $x = (r, y)$, $\hat{x} = (\hat{r}, \hat{y})$, we have the following $\pi_q$-vertical derivatives of $U$ and $I$ (recalling that $X = \frac{\partial }{\partial r}$)

$$\nu(\theta_X \otimes \hat{Z}_A)\mid_q U(\cdot) = -\frac{f'(r)}{f(r)} \hat{g}((\theta_X \otimes \hat{Z}_A) \frac{\partial }{\partial r}, \frac{\partial }{\partial \hat{r}}) = -\frac{f'(r)}{f(r)} \hat{g}(\hat{Z}_A, \frac{\partial }{\partial \hat{r}})$$

$$\nu(\theta_Y \otimes \hat{Z}_A)\mid_q U(\cdot) = -\frac{f'(r)}{f(r)} \hat{g}((\theta_Y \otimes \hat{Z}_A) \frac{\partial }{\partial r}, \frac{\partial }{\partial \hat{r}}) = 0$$

$$\nu(\theta_X \otimes \hat{Z}_A)\mid_q I(\cdot) = \hat{g}((\theta_X \otimes \hat{Z}_A)Y, \frac{\partial }{\partial \hat{r}}) = 0$$

(6.156)

$$\nu(\theta_Y \otimes \hat{Z}_A)\mid_q I(\cdot) = \hat{g}((\theta_Y \otimes \hat{Z}_A)Y, \frac{\partial }{\partial \hat{r}}) = \hat{g}(\hat{Z}_A, \frac{\partial }{\partial \hat{r}}).$$

The assumption (6.115), the result (6.155) and the definitions (6.128), (6.136) together imply that $\frac{f'(r)}{f(r)} \hat{g}(A \frac{\partial }{\partial r}, \frac{\partial }{\partial \hat{r}}) \neq 0$ and hence $\frac{f'(r)}{f(r)} \neq 0$ at every $q = (x, \hat{x}; A) \in C$ with $x = (r, y)$, $\hat{x} = (\hat{r}, \hat{y})$. Moreover, to obtain a useful expression (up to the sign) for the inner product $\hat{g}(\hat{Z}_A, \frac{\partial }{\partial \hat{r}})$, note that $0 = I(q) = \hat{g}((AY)\mid_{x, \frac{\partial }{\partial r}})\mid_{x, \frac{\partial }{\partial \hat{r}}}$ at $q = (x, \hat{x}; A) \in C$, and

$$\frac{\partial }{\partial \hat{r}} = \hat{g}(\frac{\partial }{\partial \hat{r}}, AX)AX + \hat{g}(\frac{\partial }{\partial \hat{r}}, AY)AY + \hat{g}(\frac{\partial }{\partial \hat{r}}, \hat{Z}_A)\hat{Z}_A$$

$$= P(q)AX + \hat{g}(\frac{\partial }{\partial \hat{r}}, \hat{Z}_A)\hat{Z}_A,$$

so that by taking a $\hat{g}$-inner product of this relation with $\frac{\partial }{\partial \hat{r}}$ we find $1 = P(q)^2 + \hat{g}(\frac{\partial }{\partial \hat{r}}, \hat{Z}_A)^2$, or equivalently,

$$\hat{g}(\hat{Z}_A, \frac{\partial }{\partial \hat{r}}) = \pm (1 - P(q)^2)^{1/2},$$
at every point \( q = (x, \dot{x}; A) \in C \).

The Cauchy-Schwarz inequality implies that \( |P(q)| \leq \| A \frac{\partial}{\partial t} \| \frac{\partial}{\partial t} = 1 \) for all \( q \in Q \). Therefore having \( \dot{g}(\dot{Z}_A, \frac{\partial}{\partial t}) \neq 0 \) at \( q = (x, \dot{x}; A) \in Q \) is equivalent to having \( |P(q)| < 1 \) at \( q \in Q \).

Define \( C_0 = \{ q \in C \mid P(q)^2 = 1 \} \). If \( \overline{q} \in C_0 \) then it follows from (6.130) that \( P(q_X(t, \overline{q}))^2 = 1 \) for all \( t \), and from (6.138) that \( P(q_Y(t, \overline{q}))^2 = 1 \) for all \( t \). In other words, if \( \overline{q} \in C_0 \), then \( q_X(t, \overline{q}) \in C_0 \) and \( q_Y(t, \overline{q}) \in C_0 \) for all \( t \). Consequently, if \( \overline{q} \in C_0 \), then \( \mathcal{O}_{\mathcal{R}}(\overline{q}) \subset C_0 \).

The set

\[
Q_1 := \{ q \in Q \mid P(q)^2 < 1 \}
\]

is an open subset of \( Q \), disjoint with \( C_0 \), and it contains the point \( q_0 \) because \( |P(q_0)| = |P_0| < 1 \) by assumption (6.119). Moreover, since \( q_0 \notin C_0 \) it follows by what we have just shown that \( \mathcal{O}_{\mathcal{R}}(q_0) \cap C_0 = \emptyset \), because otherwise \( \overline{q} \in \mathcal{O}_{\mathcal{R}}(q_0) \cap C_0 \) would imply that \( q_0 \in \mathcal{O}_{\mathcal{R}}(q_0) = \mathcal{O}_{\mathcal{R}}(\overline{q}) \subset C_0 \), which is a contradiction. Thus we have

\[
\mathcal{O}_{\mathcal{R}}(q_0) \subset C \setminus C_0 = \{ q \in Q \mid U(q) = 0, I(q) = 0, P(q)^2 < 1 \}
\]

i.e.,

\[
\mathcal{O}_{\mathcal{R}}(q_0) \subset \{ q \in Q_1 \mid U(q) = 0, I(q) = 0 \} =: C_1.
\]

At every point of \( q = (x, \dot{x}; A) \in C_1 \) we have \( |P(q)| < 1 \) and hence \( \dot{g}(\dot{Z}_A, \frac{\partial}{\partial t}) \neq 0 \). The differentials of \( U \) and \( I \) in (6.156) are therefore linearly independent on \( C_1 \), implying that the map \( Q_1 \to \mathbb{R}^2; q \mapsto (U(q), I(q)) \) has rank 2 at every point \( q \in C_1 \). Thus \( C_1 \) is a (closed) submanifold of \( Q_1 \) of dimension \( \dim Q_1 - 2 = 6 \). Finally, because \( \mathcal{O}_{\mathcal{R}}(q_0) \subset C_1 \), we can conclude that \( \mathcal{O}_{\mathcal{R}}(q_0) \) has dimension \( \leq 6 \).

7. Appendix

If \( E_1, \ldots, E_n \) is a local \( g \)-orthonormal frame on an \( n \)-dimensional Riemannian manifold \((M, g)\), and \( \nabla \) is the Levi-Civita connection of \( g \), one defines the connection coefficients of \( \nabla \) as

\[
\Gamma^i_{(j,k)} := g(\nabla_{E_j} E_k, E_i),
\]

and notices that \( \Gamma^i_{(j,k)} = -\Gamma^i_{(k,j)} \) for all \( i, j, k \). We call connection table \( \Gamma \) the array whose elements are \( \Gamma^i_{(j,k)} \), for all \( i, j, k \) with \( j \neq k \).

When the dimension \( n = 2 \), the connection table has the form

\[
\begin{pmatrix}
\Gamma^1_{(1,2)} & \Gamma^2_{(1,2)} \\
\end{pmatrix}.
\]

Similarly, if we have a 3-dimensional Riemannian manifold \( \hat{M} \), its connection table with respect to a local orthonormal frame \( \hat{E}_1, \hat{E}_2, \hat{E}_3 \) is given by

\[
\hat{\Gamma} = \begin{pmatrix}
\hat{\Gamma}^1_{(2,3)} & \hat{\Gamma}^2_{(2,3)} & \hat{\Gamma}^3_{(2,3)} \\
\hat{\Gamma}^1_{(3,1)} & \hat{\Gamma}^2_{(3,1)} & \hat{\Gamma}^3_{(3,1)} \\
\hat{\Gamma}^1_{(1,2)} & \hat{\Gamma}^2_{(1,2)} & \hat{\Gamma}^3_{(1,2)}
\end{pmatrix}.
\]
If this 3-dimensional \( \hat{M} \) has Riemannian curvature tensor \( \hat{R} \), then one can write the components of \( \hat{R} \) in terms of the connection coefficients \( \hat{\Gamma} \) of \( \hat{M} \) in the following way: If

\[
\hat{R}(\hat{E}_1, \hat{E}_2) = \begin{pmatrix} a_1 \\ b_1 \\ c_1 \end{pmatrix}, \quad \hat{R}(\hat{E}_2, \hat{E}_3) = \begin{pmatrix} a_2 \\ b_2 \\ c_2 \end{pmatrix}, \quad \hat{R}(\hat{E}_3, \hat{E}_1) = \begin{pmatrix} a_3 \\ b_3 \\ c_3 \end{pmatrix},
\]

with respect to an orthonormal frame \( \hat{E}_1, \hat{E}_2, \hat{E}_3 \), then

\[
\begin{align*}
a_1 &= \hat{E}_1(\hat{\Gamma}_2^2) - \hat{E}_2(\hat{\Gamma}_1^2) + (\hat{\Gamma}_1^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_1^1(2) + \hat{\Gamma}_1^3(\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_3^1(1,2) + \hat{\Gamma}_1^3(\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_3^1(1,2) + (\hat{\Gamma}_1^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_3^1(1,2) + (\hat{\Gamma}_1^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_3^1(1,2) + (\hat{\Gamma}_1^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_3^1(1,2), \\
b_1 &= \hat{E}_2(\hat{\Gamma}_3^3) - \hat{E}_3(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
c_1 &= \hat{E}_3(\hat{\Gamma}_3^3) - \hat{E}_1(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
a_2 &= \hat{E}_2(\hat{\Gamma}_3^3) - \hat{E}_3(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
b_2 &= \hat{E}_3(\hat{\Gamma}_3^3) - \hat{E}_1(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
c_2 &= \hat{E}_1(\hat{\Gamma}_3^3) - \hat{E}_2(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
a_3 &= \hat{E}_3(\hat{\Gamma}_3^3) - \hat{E}_1(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
b_3 &= \hat{E}_1(\hat{\Gamma}_3^3) - \hat{E}_3(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2), \\
c_3 &= \hat{E}_2(\hat{\Gamma}_3^3) - \hat{E}_3(\hat{\Gamma}_3^3) + (\hat{\Gamma}_3^3 + \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2) + (\hat{\Gamma}_3^3 - \hat{\Gamma}_2^3)\hat{\Gamma}_2^1(1,2),
\end{align*}

(7.1)

The following lemma lists formulas of Proposition 3.10 worked out in several special cases that will be used throughout this paper.

**Lemma 7.1.** On points \( q = (x, \hat{x}; A) \) of \( Q \) under which the orthonormal frame \( X, Y \) of \( M \) is defined, and with \( \hat{Z}_A, \theta_X, \theta_Y \) as well as other quantities appearing as defined in Section 4.1, we have

\[
\begin{align*}
[L_R(X), L_R(Y)]|_q &= L_R([X, Y])|_q + \nu(\text{Rot}_q)|_q, \\
[L_R(X), \nu(\cdot)(X \wedge Y)]|_q &= -L_{NS}(AY)|_q, \\
[L_R(X), \nu(\theta_X \otimes \hat{Z}_A)]|_q &= -L_{NS}(\hat{Z}_A)|_q + \Gamma_{(1,2)}(\nu(\theta_Y \otimes \hat{Z}_A)|_q, \\
[L_R(X), \nu(\theta_Y \otimes \hat{Z}_A)]|_q &= -\Gamma_{(1,2)}(\nu(\theta_X \otimes \hat{Z}_A)|_q, \\
[L_R(X), L_{NS}(\cdot)X]|_q &= \Gamma_{(1,2)}L_{NS}(AY)|_q, \\
[L_R(X), L_{NS}(\cdot)Y]|_q &= -\Gamma_{(1,2)}L_{NS}(AX)|_q + \nu(\sigma_A A(X \wedge Y) + \Pi_Y \theta_X \otimes \hat{Z}_A - \Pi_X \theta_Y \otimes \hat{Z}_A)|_q, \\
[L_R(X), L_{NS}(\hat{Z}_A)]|_q &= \nu(\Pi_Y A(X \wedge Y) + \sigma^2_A \theta_X \otimes \hat{Z}_A + \Pi_Z \theta_Y \otimes \hat{Z}_A)|_q, \\
[L_R(Y), \nu(\cdot)(X \wedge Y)]|_q &= L_{NS}(AX)|_q, \\
[L_R(Y), \nu(\theta_X \otimes \hat{Z}_A)]|_q &= \Gamma_{(1,2)}^2(\nu(\theta_Y \otimes \hat{Z}_A)|_q, \\
[L_R(Y), \nu(\theta_Y \otimes \hat{Z}_A)]|_q &= -L_{NS}(\hat{Z}_A)|_q - \Gamma_{(1,2)}^2(\nu(\theta_X \otimes \hat{Z}_A)|_q, \\
[L_R(Y), L_{NS}(\cdot)X]|_q &= \Gamma_{(1,2)}L_{NS}(AY)|_q - \nu(\sigma_A A(X \wedge Y) + \Pi_Y \theta_X \otimes \hat{Z}_A - \Pi_X \theta_Y \otimes \hat{Z}_A)|_q, \\
[L_R(Y), L_{NS}(\cdot)Y]|_q &= -\Gamma_{(1,2)}^2L_{NS}(AX)|_q, \\
[L_R(Y), L_{NS}(\hat{Z}_A)]|_q &= \nu(-\Pi_X A(X \wedge Y) + \Pi_Z \theta_X \otimes \hat{Z}_A + \sigma_A^1 \theta_Y \otimes \hat{Z}_A)|_q.
\end{align*}
\]
Lemma 7.2. For any \( q = (x, \dot{x}; A) \) in \( Q \), we have

\[
\begin{align*}
\nu(AX \wedge Y)q_1 \hat{\sigma}^1 &= -2\Pi_Z, & \nu(\theta_X \otimes \hat{Z}_A)q_1 \hat{\sigma}^1 &= -2\Pi_X, & \nu(\theta_Y \otimes \hat{Z}_A)q_1 \hat{\sigma}^1 &= 0, \\
\nu(AX \wedge Y)q_2 \hat{\sigma}^2 &= 2\Pi_Z, & \nu(\theta_X \otimes \hat{Z}_A)q_2 \hat{\sigma}^2 &= 0, & \nu(\theta_Y \otimes \hat{Z}_A)q_2 \hat{\sigma}^2 &= -2\Pi_Y, \\
\nu(AX \wedge Y)q_3 \hat{\sigma}(c) &= 0, & \nu(\theta_X \otimes \hat{Z}_A)q_3 \hat{\sigma}(c) &= 2\Pi_X, & \nu(\theta_Y \otimes \hat{Z}_A)q_3 \hat{\sigma}(c) &= 2\Pi_Y, \\
\nu(AX \wedge Y)q_4 \Pi_X &= \Pi_Y, & \nu(\theta_X \otimes \hat{Z}_A)q_4 \Pi_X &= \hat{\sigma}_A - \hat{\sigma}_A, & \nu(\theta_Y \otimes \hat{Z}_A)q_4 \Pi_X &= -\Pi_Z, \\
\nu(AX \wedge Y)q_5 \Pi_Y &= \Pi_X, & \nu(\theta_X \otimes \hat{Z}_A)q_5 \Pi_Y &= -\Pi_Z, & \nu(\theta_Y \otimes \hat{Z}_A)q_5 \Pi_Y &= \hat{\sigma}_A - \hat{\sigma}_A, \\
\nu(AX \wedge Y)q_6 \Pi_Z &= \hat{\sigma}_A - \hat{\sigma}_A, & \nu(\theta_X \otimes \hat{Z}_A)q_6 \Pi_Z &= \Pi_Y, & \nu(\theta_Y \otimes \hat{Z}_A)q_6 \Pi_Z &= \Pi_X.
\end{align*}
\]

Proof. These relations are immediate consequences of the definitions of the curvature quantities \( \Pi_X, \Pi_Y, \hat{\sigma}_A \) etc. (see section 1.1), and the formulas for the derivatives of \( AX, AY \) and \( \hat{Z}_A \) with respect to the vertical vector fields appearing. The latter are given by

\[
\begin{align*}
\nu(AX \wedge Y)q_1 \hat{\sigma}(c)X &= AY, & \nu(\theta_X \otimes \hat{Z}_A)q_1 \hat{\sigma}(c)X &= \hat{Z}_A, & \nu(\theta_Y \otimes \hat{Z}_A)q_1 \hat{\sigma}(c)X &= 0, \\
\nu(AX \wedge Y)q_2 \hat{\sigma}(c)Y &= -AX, & \nu(\theta_X \otimes \hat{Z}_A)q_2 \hat{\sigma}(c)Y &= 0, & \nu(\theta_Y \otimes \hat{Z}_A)q_2 \hat{\sigma}(c)Y &= \hat{Z}_A, \\
\nu(AX \wedge Y)q_3 \hat{\sigma}(c)Z &= 0, & \nu(\theta_X \otimes \hat{Z}_A)q_3 \hat{\sigma}(c)Z &= -AX, & \nu(\theta_Y \otimes \hat{Z}_A)q_3 \hat{\sigma}(c)Z &= -AY.
\end{align*}
\]

Concerning some of the derivatives of the \( TM \)-valued vector fields \( \tilde{X}_A, \tilde{Y}_A \) on \( Q \) as defined in (6.2), we have the following.

Lemma 7.3. The following relations hold on an open neighbourhood of \( q_0 = (x_0, \dot{x}_0; A_0) \) in \( Q \):

\[
\begin{align*}
\mathcal{L}_R(X_A)q\tilde{X} &= (\mathcal{L}_R(X_A))q\phi + g(\Gamma, \tilde{X}_A)\tilde{Y}_A, \\
\mathcal{L}_R(X_A)q\tilde{Y} &= -(\mathcal{L}_R(X_A))q\phi + g(\Gamma, \tilde{X}_A)\tilde{X}_A, \\
\mathcal{L}_R(Y_A)q\tilde{X} &= (\mathcal{L}_R(Y_A))q\phi + g(\Gamma, \tilde{Y}_A)\tilde{Y}_A, \\
\mathcal{L}_R(Y_A)q\tilde{Y} &= -(\mathcal{L}_R(Y_A))q\phi + g(\Gamma, \tilde{Y}_A)\tilde{X}_A.
\end{align*}
\]
Proof. It is enough to show one of these relations, since the others follow from similar computations. We have by (B.2), the orthonormality of $X, Y$ and the definitions of $\Gamma^i_{(j,k)}$ and $\Gamma$ in section 4.1 (writing $c_\phi = \cos \phi$, $s_\phi = \sin \phi$)

$$\mathcal{L}_R(\tilde{X}_A)|_q \tilde{X} = (\mathcal{L}_R(\tilde{X}_A)|_q \phi)(-s_\phi X + c_\phi Y) + c_\phi \nabla_{\tilde{X}_A} X + s_\phi \nabla_{\tilde{X}} Y$$

$$= (\mathcal{L}_R(\tilde{X}_A)|_q \phi)\tilde{Y}_A + c_\phi (c_\phi \nabla_X X + s_\phi \nabla_Y X) + s_\phi (c_\phi \nabla_X Y + s_\phi \nabla_Y Y)$$

$$= (\mathcal{L}_R(\tilde{X}_A)|_q \phi)\tilde{Y}_A + c_\phi (c_\phi \Gamma^1_{(1,2)} Y + s_\phi \Gamma^2_{(1,2)} Y) + s_\phi (-c_\phi \Gamma^1_{(1,2)} X - s_\phi \Gamma^2_{(1,2)} X)$$

$$= (\mathcal{L}_R(\tilde{X}_A)|_q \phi)\tilde{Y}_A + \Gamma^1_{(1,2)} c_\phi (-s_\phi X + c_\phi Y) + \Gamma^2_{(1,2)} s_\phi (-s_\phi X + c_\phi Y)$$

$$= (\mathcal{L}_R(\tilde{X}_A)|_q \phi)\tilde{Y}_A + (\Gamma^1_{(1,2)} c_\phi + \Gamma^2_{(1,2)} s_\phi)\tilde{Y}_A.$$ 

The proof is therefore complete once we notice that $g(\Gamma, \tilde{X}_A) = g(\Gamma^1_{(1,2)} X + \Gamma^2_{(1,2)} Y, \tilde{X}_A) = \Gamma^1_{(1,2)} c_\phi + \Gamma^2_{(1,2)} s_\phi.$

Similarly to Lemma 7.1 but with $\tilde{X}_A, \tilde{Y}_A$ playing the roles of $X, Y$, we have the following catalogue of Lie brackets that are being used at several points.

**Lemma 7.4.** On points $q = (x, \hat{x}; A)$ of $Q$ under which the orthonormal frame $X, Y$ of $M$ is defined, and with the various quantities as defined in Sections 7.1 and 6, we have

$$[[\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q = -([\mathcal{L}_R(\tilde{X})|_q \phi + \phi(\Gamma, \tilde{X}_A)]\mathcal{L}_R(\tilde{X}_A)|_q - ([\mathcal{L}_R(\tilde{Y})|_q \phi + \phi(\Gamma, \tilde{Y}_A)]\mathcal{L}_R(\tilde{Y}_A)|_q$$

$$+ \nu(\mathcal{R}q)|_q, \nu((\cdot)(X \wedge Y))]|_q = \mathcal{L}_R(\tilde{Y}_A)|_q -\mathcal{L}_R(\tilde{Y}_A)|_q$$

$$[[\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q = -([\mathcal{L}_R(\tilde{Y}_A)|_q \phi + \phi(\Gamma, \tilde{Y}_A)]\mathcal{L}_R(\tilde{Y}_A)|_q - ([\mathcal{L}_R(\tilde{Y}_A)|_q \phi + \phi(\Gamma, \tilde{Y}_A)]\mathcal{L}_R(\tilde{Y}_A)|_q$$

$$+ \nu(\mathcal{R}q)|_q + K\nu(A(X \wedge Y))]|_q,$$

$$[[\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q = -([\mathcal{L}_R(\tilde{Y}_A)|_q \phi + \phi(\Gamma, \tilde{Y}_A)]\mathcal{L}_R(\tilde{Y}_A)|_q + \tilde{\mathcal{R}}q + \nu(\mathcal{R}q)|_q - K\nu(A(X \wedge Y))]|_q,$$

$$[[\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q = -([\mathcal{L}_R(\tilde{Y}_A)|_q \phi + \phi(\Gamma, \tilde{Y}_A)]\mathcal{L}_R(\tilde{Y}_A)|_q + \tilde{\mathcal{R}}q + \nu(\mathcal{R}q)|_q - K\nu(A(X \wedge Y))]|_q.$$
\[
[\nu((\cdot)(X \wedge Y)), \nu(\theta \hat{Y} \otimes \hat{Z})]|_{q} = 0, \quad [\nu((\cdot)(X \wedge Y)),\nu(\theta \hat{X} \otimes \hat{Z})]|_{q} = 0,
\]

\[
[\nu((\cdot)(X \wedge Y)), \mathcal{L}_{NS}((\cdot)\hat{X})]|_{q} = 0, \quad [\nu((\cdot)(X \wedge Y)), \mathcal{L}_{NS}((\cdot)\hat{Y})]|_{q} = 0, \quad [\nu((\cdot)(X \wedge Y)), \mathcal{L}_{NS}(\hat{Z})]|_{q} = 0,
\]

\[
[\nu(\theta \hat{X} \otimes \hat{Z}), \nu(\theta \hat{Y} \otimes \hat{Z})] = -(\nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q}) \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} - (\nu(\theta \hat{Y}_{A} \otimes \hat{Z}_{A})|_{q}) \nu(\theta \hat{Y}_{A} \otimes \hat{Z}_{A})|_{q} + \nu(A(X \wedge Y))|_{q},
\]

\[
[\nu(\theta \hat{X} \otimes \hat{Z}), \mathcal{L}_{NS}((\cdot)\hat{X})]|_{q} = (\nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q}) \mathcal{L}_{NS}(A\hat{Y}_{A})|_{q} - (\mathcal{L}_{NS}(A\hat{X}_{A})|_{q}) \nu(\theta \hat{Y}_{A} \otimes \hat{Z}_{A})|_{q} + \mathcal{L}_{NS}(\hat{Z})|_{q},
\]

\[
[\nu(\theta \hat{Y} \otimes \hat{Z}), \mathcal{L}_{NS}((\cdot)\hat{Y})]|_{q} = (\nu(\theta \hat{Y}_{A} \otimes \hat{Z}_{A})|_{q}) \mathcal{L}_{NS}(A\hat{X}_{A})|_{q} - (\mathcal{L}_{NS}(A\hat{Y}_{A})|_{q}) \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} + \mathcal{L}_{NS}(\hat{Z})|_{q},
\]

\[
\mathcal{L}_{NS}(\hat{Z}), \mathcal{L}_{NS}((\cdot)\hat{X})]|_{q} = (\mathcal{L}_{NS}(\hat{Z})|_{q}) \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} - \tilde{\delta}_{A}^{2} \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} - \tilde{\Pi}_{\hat{Z}} \nu(\theta \hat{Y}_{A} \otimes \hat{Z}_{A})|_{q},
\]

\[
\mathcal{L}_{NS}(\hat{Z}), \mathcal{L}_{NS}((\cdot)\hat{Y})]|_{q} = -\mathcal{L}_{NS}(\hat{Z})|_{q} \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} \mathcal{L}_{NS}(A\hat{X}_{A})|_{q} + \Pi_{\hat{Z}} \nu(A(X \wedge Y))|_{q}
\]

\[
\mathcal{L}_{NS}(\hat{Z}), \mathcal{L}_{NS}((\cdot)\hat{Y})]|_{q} = -\mathcal{L}_{NS}(\hat{Y})|_{q} \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} \mathcal{L}_{NS}(A\hat{X}_{A})|_{q} - \mathcal{L}_{NS}(A\hat{Y}_{A})|_{q} \mathcal{L}_{NS}(A\hat{X}_{A})|_{q}
\]

\[
\mathcal{L}_{NS}((\cdot)\hat{X}), \mathcal{L}_{NS}((\cdot)\hat{Y})|_{q} = -\mathcal{L}_{NS}(A\hat{X}_{A})|_{q} \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} - \mathcal{L}_{NS}(A\hat{Y}_{A})|_{q} \nu(\theta \hat{X}_{A} \otimes \hat{Z}_{A})|_{q} + \nu(\text{Rot})|_{q} + K \nu(A(X \wedge Y))|_{q}.
\]

Next lemma encapsulates a particular \(\pi_{Q}\)-vertical derivative of the radius \(r\) and the angle \(\phi\) (see (6.1)) that will be used frequently. It is valid in the case that on a small enough rolling neighbourhood \(O(q_{0})\) of the point \(q_{0} = (x_{0}, \hat{x}_{0}; A_{0})\), both components of the pair \((\Pi_{X}, \Pi_{Y})\) never vanish, since this is the underlying assumption allowing us to define the functions \(r, \phi : O(q_{0}) \to \mathbb{R}\) in (6.1), with \(r > 0\) on \(O(q_{0})\). It is also to be understood that we take \(O(q_{0})\) to be small enough (around \(q_{0}\)) so that the local orthonormal frame \(X, Y\) of \(M\) remains defined on the open subset \(V = \pi_{Q,M}(O(q_{0}))\) of \(M\).

**Lemma 7.5.** Assume that \((\Pi_{X}, \Pi_{Y}) \neq (0, 0)\) on a rolling neighbourhood \(O(q_{0})\) of \(q = (x, \hat{x}; A) \in Q\). Then at every \(q = (x, \hat{x}; A) \in O(q_{0})\) we have

\[
\nu(A(X \wedge Y))|_{q} r = 0, \quad \nu(A(X \wedge Y))|_{q} \phi = -1.
\]

**Proof.** Clearly,

\[
\nu(A(X \wedge Y))|_{q} X = 0, \quad \nu(A(X \wedge Y))|_{q} Y = 0
\]

and therefore

\[
\nu(A(X \wedge Y))|_{q} \hat{Z} = * \left(A(\nu(A(X \wedge Y))|_{q} X) \wedge (AY)\right) + * \left((AX) \wedge (A\nu(A(X \wedge Y))|_{q} Y)\right)
\]

\[
+ * \left((A(X \wedge Y)X) \wedge (AY)\right) + * \left((AX) \wedge (AY)\right) = 0 + 0 + * \left((AY) \wedge (AY)\right) + * \left((AX) \wedge (-AX)\right) = 0.
\]
Using these relations and (6.3), we then find
\[
\nu(A(X \wedge Y))|_{\Pi_X} = \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} \hat{Z}(i)) \star AX + \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} X) \\
+ \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} \nu A(X \wedge Y)) = \Pi_Y \\
\nu(A(X \wedge Y))|_{\nu} \nu Y = \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} \hat{Z}(i)) \star AY + \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} Y) \\
+ \hat{g}(\hat{R}(\nu(A(X \wedge Y)))|_{\nu} A(X \wedge Y) Y) = -\Pi_X.
\]

Next, the definition of \( r \) and \( \phi \) in (6.1) yields \( \Pi^2_X + \Pi^2_Y = r^2 \), which differentiated along \( \nu(A(X \wedge Y))|_{\nu} \nu Y \) yields, in view of the previous identities,
\[
2r\nu(A(X \wedge Y))|_{\nu} r = \nu(A(X \wedge Y))|_{\nu} (\Pi^2_X + \Pi^2_Y) = 2\Pi_X \Pi_Y + 2\Pi_Y (-\Pi_X) = 0,
\]
and since \( r \neq 0 \) on \( O(q_0) \), we find \( \nu(A(X \wedge Y))|_{\nu} r = 0 \).

Given the last three identities and applying \( \nu(A(X \wedge Y))|_{\nu} \) to (6.1), we find
\[
\Pi_Y = (\nu(A(X \wedge Y))|_{\nu} r) \cos \phi - r \sin \phi (\nu(A(X \wedge Y))|_{\nu} \phi) = -r \sin \phi (\nu(A(X \wedge Y))|_{\nu} \phi) \\
-\Pi_X = (\nu(A(X \wedge Y))|_{\nu} r) \sin \phi + r \cos \phi (\nu(A(X \wedge Y))|_{\nu} \phi) = +r \cos \phi (\nu(A(X \wedge Y))|_{\nu} \phi),
\]
which in view of (6.1) implies \( \nu(A(X \wedge Y))|_{\nu} \phi = -1 \) and completes the proof.

In the next Lemmas 7.6 and 7.12 below, we let \( q_0 = (x_0, \hat{x}_0; A_0) \in Q \), and assume (like in section 6.1) that on a small enough rolling neighbourhood \( O(q_0) \) around \( q_0 \) (see Definition 4.1) the function \( K - \hat{\sigma} \) vanishes while \( \Pi_X, \Pi_Y \neq (0,0) \) at every point of \( O(q_0) \). It is also part of this assumption that the local orthonormal frame \( X, Y \) of \( M \) is defined on (at least) the open subset \( V = \pi_{Q,M}(O(q_0)) \) of \( M \). Also, recall the definitions of \( r, \phi \) and \( \beta \) given in (6.1) and (6.6), and those of \( \hat{\sigma} \), \( \hat{\sigma}^2 \), \( \hat{\Pi} \) in (6.4).

**Lemma 7.6.** Assuming that \( K(x) - \hat{\sigma}_A = 0 \) and \( (\Pi_X(q), \Pi_Y(q)) \neq (0,0) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), then the derivatives of \( \hat{\sigma} \) obey the following identities at every \( q = (x, \hat{x}; A) \in O(q_0) \):
\[
\mathcal{L}_{NS}(X_A)|_{\nu} \hat{\sigma} = 0, \quad \mathcal{L}_{NS}(Y_A)|_{\nu} \hat{\sigma} = 0, \quad \nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} \hat{\sigma} = 0, \\
\nu(A(X \wedge Y))|_{\nu} \hat{\sigma} = 0, \quad \mathcal{L}_{NS}(\hat{Z}_A)|_{\nu} \hat{\sigma} = -\beta(q), \quad \nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} \hat{\sigma} = 2r.
\]

**Lemma 7.7.** Assuming that \( K(x) - \hat{\sigma}_A = 0 \) and \( (\Pi_X(q), \Pi_Y(q)) \neq (0,0) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), then the derivatives of \( r \) obey the following identities at every \( q = (x, \hat{x}; A) \in O(q_0) \):
\[
\mathcal{L}_{NS}(X_A)|_{\nu} r = -\frac{3}{2} \beta(q), \quad \mathcal{L}_{NS}(A X_A)|_{\nu} r = -\beta(q), \quad \mathcal{L}_{NS}(X_A)|_{\nu} r = -\beta(q), \\
\mathcal{L}_{NS}(Y_A)|_{\nu} r = 0, \quad \nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} r = -\hat{\Pi}_Z, \quad \nu(A(X \wedge Y))|_{\nu} r = 0, \quad \nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} r = \hat{\sigma}_A - \hat{\sigma}_A.
\]

**Lemma 7.8.** Assuming that \( K(x) - \hat{\sigma}_A = 0 \) and \( (\Pi_X(q), \Pi_Y(q)) \neq (0,0) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), then the derivatives of \( \phi \) obey the following identities at every \( q = (x, \hat{x}; A) \in O(q_0) \):
\[
\mathcal{L}_{NS}(X_A)|_{\nu} \phi = -\frac{1}{r}(\hat{\sigma}_A - \hat{\sigma}_A), \quad \mathcal{L}_{NS}(A X_A)|_{\nu} \phi = 0, \\
\mathcal{L}_{NS}(Y_A)|_{\nu} \phi = -\frac{1}{r}(\hat{\sigma}_A - \hat{\sigma}_A), \quad \mathcal{L}_{NS}(A Y_A)|_{\nu} \phi = \frac{\beta(q)}{2r}, \\
\nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} \phi = \frac{1}{r}(\hat{\sigma}_A - \hat{\sigma}_A), \quad \nu(\theta_{X_A} \otimes \hat{Z}_A)|_{\nu} \phi = -\frac{1}{r} \hat{\Pi}_Z.
\]
Lemma 7.9. Assuming that $K(x) - \sigma_A = 0$ and $(\Pi_X(q), \Pi_Y(q)) \neq (0, 0)$ for all $q = (x, \hat{x}; A) \in O(q_0)$, then the derivatives of $\frac{\beta(\cdot)}{2r}$ obey the following identities at every $q = (x, \hat{x}; A) \in O(q_0)$:

$$\mathcal{L}_R(\tilde{X}_A)|_q \frac{\beta(\cdot)}{2r} = -\left(\frac{\beta(q)}{2r}\right)^2 + \tilde{\sigma}_A^2, \quad \mathcal{L}_N(\tilde{Y}_A)|_q \frac{\beta(\cdot)}{2r} = 0,$$

$$\mathcal{L}_N(A\tilde{X}_A)|_q \frac{\beta(\cdot)}{2r} = -\left(\frac{\beta(q)}{2r}\right)^2 + \tilde{\sigma}_A^2, \quad \nu(A(X \wedge Y))|_q \frac{\beta(\cdot)}{2r} = 0.$$

Lemma 7.10. Assuming that $K(x) - \sigma_A = 0$ and $(\Pi_X(q), \Pi_Y(q)) \neq (0, 0)$ for all $q = (x, \hat{x}; A) \in O(q_0)$, then the derivatives of $\tilde{\sigma}_A^1$ obey the following identities at every $q = (x, \hat{x}; A) \in O(q_0)$:

$$\mathcal{L}_N(\tilde{X}_A)|_q \tilde{\sigma}_A^1 = 0, \quad \mathcal{L}_N(\tilde{Y}_A)|_q \tilde{\sigma}_A^1 = 0, \quad \nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A^1 = -\frac{2}{r} \tilde{\Sigma}^2(\tilde{\sigma}_A - \sigma_A),$$

$$\nu(A(X \wedge Y))|_q \tilde{\sigma}_A^1 = 0, \quad \nu(\theta_{\tilde{X}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A^1 = \frac{2}{r} \tilde{\Sigma}^2 - 2r.$$

Lemma 7.11. Assuming that $K(x) - \sigma_A = 0$ and $(\Pi_X(q), \Pi_Y(q)) \neq (0, 0)$ for all $q = (x, \hat{x}; A) \in O(q_0)$, then the derivatives of $\tilde{\sigma}_A^2$ obey the following identities at every $q = (x, \hat{x}; A) \in O(q_0)$:

$$\mathcal{L}_N(\tilde{X}_A)|_q \tilde{\sigma}_A^2 = 0, \quad \mathcal{L}_N(\tilde{Y}_A)|_q \tilde{\sigma}_A^2 = 0, \quad \nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A^2 = \frac{2}{r} \tilde{\Sigma}^2(\tilde{\sigma}_A - \sigma_A),$$

$$\nu(A(X \wedge Y))|_q \tilde{\sigma}_A^2 = 0, \quad \nu(\theta_{\tilde{X}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A^2 = -\frac{2}{r} \tilde{\Sigma}^2.$$

Lemma 7.12. Assuming that $K(x) - \sigma_A = 0$ and $(\Pi_X(q), \Pi_Y(q)) \neq (0, 0)$ for all $q = (x, \hat{x}; A) \in O(q_0)$, then the derivatives of $\tilde{\Pi}_Z$ obey the following identities at every $q = (x, \hat{x}; A) \in O(q_0)$:

$$\mathcal{L}_N(\tilde{X}_A)|_q \tilde{\Pi}_Z = 0, \quad \mathcal{L}_N(\tilde{Y}_A)|_q \tilde{\Pi}_Z = 0, \quad \nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\Pi}_Z = \frac{1}{r} (\tilde{\sigma}_A^1 - \tilde{\sigma}_A^2)(\tilde{\sigma}_A^2 - \sigma_A) + r,$$

$$\nu(A(X \wedge Y))|_q \tilde{\Pi}_Z = 0, \quad \nu(\theta_{\tilde{X}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\Pi}_Z = -\frac{1}{r} \tilde{\Sigma}^1(\tilde{\sigma}_A - \tilde{\sigma}_A).$$

Proof. Checking in detail all the identities in Lemmas (7.6) through (7.12) would be a straightforward but lengthy task, and for that reason it is omitted here. However, in order to gain confidence on the validity of those relations, and to exemplify the computations used in their proofs, we content ourselves at showing just four of them, namely those for $\nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A$, $\mathcal{L}_R(\tilde{X}_A)|_q r$, $\nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \phi$ and $\mathcal{L}_R(\tilde{X}_A)|_q \frac{\beta(\cdot)}{2r}$.

The first of these derivatives is simply

$$\nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{\sigma}_A = \nu(\theta_{\tilde{Y}_A} \otimes \tilde{\mathcal{L}}_A)|_q \tilde{g}(\tilde{\mathcal{L}}_A \Phi(\star A\tilde{L}_A), \star A\tilde{L}_A) = 2\tilde{g}(\tilde{\mathcal{L}}_A \Phi, \star \tilde{L}_A) = 2\Pi^* = 0,$$

where at the last step we have used (6.3).

The next derivative $\mathcal{L}_R(\tilde{X}_A)|_q r$ is computed by using Lemma 7.3 the fact that $\Pi_{\tilde{Y}} = 0$ from (6.3), the identities (whose last steps follow from Lemma 7.3)

$$\mathcal{L}_R(\tilde{X}_A)|_q \tilde{L}_A = \star ((A \mathcal{L}_R(\tilde{X}_A)|_q \tilde{L}_A)^* A\tilde{Y}_A) + \star (A\tilde{Y}_A \wedge (A \mathcal{L}_R(\tilde{X}_A)|_q \tilde{Y}_A)) = 0,$$

$$\mathcal{L}_R(\tilde{Y}_A)|_q \tilde{L}_A = \star ((A \mathcal{L}_R(\tilde{Y}_A)|_q \tilde{L}_A)^* A\tilde{Y}_A) + \star (A\tilde{Y}_A \wedge (A \mathcal{L}_R(\tilde{Y}_A)|_q \tilde{Y}_A)) = 0,$$
and the second Bianchi identity projected onto $\ast \tilde{Z}_A$,

$$\mathcal{L}_R(\tilde{X}_A)|_q r = \mathcal{L}_R(\tilde{X}_A)|_q \Pi_{\tilde{X}} = \mathcal{L}_R(\tilde{X}_A)|_q (\tilde{g}(\tilde{R}(\ast \cdot \tilde{X}), \ast \tilde{Z}))$$

$$= \tilde{g}((\tilde{\nabla}_{A\tilde{X}}\tilde{R})(\ast A\tilde{X}), \ast \tilde{Z}) + \tilde{g}(\tilde{R}(\ast A\mathcal{L}_R(\tilde{X}_A)|_q \tilde{X}), \ast \tilde{Z})$$

$$+ \tilde{g}(\tilde{R}(\ast A\tilde{X}_A), \ast \mathcal{L}_R(\tilde{X}_A)|_q \tilde{Z})$$

$$= - \tilde{g}((\tilde{\nabla}_{\tilde{A}}\tilde{R})(\ast \tilde{Z}), \ast \tilde{Z}) - \tilde{g}((\tilde{\nabla}_{A\tilde{Y}}\tilde{R})(\ast A\tilde{Y}), \ast \tilde{Z})$$

$$= - \beta(q) - \mathcal{L}_R(\tilde{Y}_A)|_q (\tilde{g}(\tilde{R}(\ast \cdot \tilde{Y}), \ast \tilde{Z})) + \tilde{g}(\tilde{R}(\ast A\mathcal{L}_R(\tilde{Y}_A)|_q \tilde{Y}), \ast \tilde{Z})$$

$$+ \tilde{g}(\tilde{R}(\ast A\tilde{Y}_A), \ast \mathcal{L}_R(\tilde{Y}_A)|_q \tilde{Z})$$

$$= - \beta(q) - \mathcal{L}_R(\tilde{Y}_A)|_q \Pi_{\tilde{Y}} - \frac{\beta(q)}{2r} \Pi_{\tilde{X}},$$

where, moreover, at the last step we have used Lemma\(^6\) in combination with the identities for $\mathcal{L}_{NS}(\tilde{Y}_A)|_q \phi$ and $\mathcal{L}_{NS}(A\tilde{Y}_A)|_q \phi$ in Lemma\(^7\) in order to observe that

$$\mathcal{L}_R(\tilde{Y}_A)|_q \tilde{Y} = - (\mathcal{L}_{NS}(\tilde{Y}_A)|_q \phi + \mathcal{L}_{NS}(A\tilde{Y}_A)|_q \phi + g(\Gamma, \tilde{Y}_A)) \tilde{X}_A$$

$$= - (g(\Gamma, \tilde{Y}_A) + \frac{\beta(q)}{2r} + g(\Gamma, \tilde{Y}_A)) \tilde{X}_A = - \frac{\beta(q)}{2r} \tilde{X}_A.$$

Using again \((6.3)\) we hence conclude that $\mathcal{L}_R(\tilde{X}_A)|_q r = - \frac{3}{2} \beta(q)$ as claimed.

To obtain the third derivative formula $\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi$, we proceed first with the computations

$$\mathcal{L}_R(\tilde{X}_A)|_q r = - r s_\phi \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi + c_\phi \nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \Pi_X$$

$$= - s_\phi \nu(\theta_X \otimes \tilde{Z}_A)|_q \Pi_X + c_\phi \nu(\theta_Y \otimes \tilde{Z}_A)|_q \Pi_X = - s_\phi (\tilde{A} - \tilde{A}) - c_\phi \Pi_Z,$$

and

$$\mathcal{L}_R(\tilde{Y}_A)|_q \tilde{Y} = - \beta(q) + \frac{\beta(q)}{2r} \Pi_{\tilde{X}}.$$

where at the first and second equalities one uses \((6.1)\) and \((6.2)\), while the last steps follow from the formulas listed in Lemma\(^7\). Thus, if one multiplies \((7.2)\) by $- s_\phi$ and \((7.3)\) by $c_\phi$, and then add the results, we get

$$\nu(\theta_{\tilde{Y}_A} \otimes \tilde{Z}_A)|_q \phi = \frac{1}{r} \left( s_\phi^2 (\tilde{A} - \tilde{A}) + 2 c_\phi s_\phi \Pi_Z + c_\phi^2 (\tilde{A}^2 - \tilde{A}) \right) = \frac{1}{r} (\tilde{A}^2 - \tilde{A}),$$

where \((6.4)\) was used at the last step. This proves the claimed form of this derivative.

We shall then demonstrate the indicated formula for $\mathcal{L}_R(\tilde{X}_A)|_q (\frac{\beta(q)}{2r})$, which is the last case we will cover in this proof. By Lemma\(^7\) one has $\mathcal{L}_R(\tilde{X}_A)|_q \phi = - g(\Gamma, \tilde{X}_A), \mathcal{L}_R(\tilde{Y}_A)|_q \phi = - g(\Gamma, \tilde{Y}_A) + \frac{\beta(q)}{2r(q)}$ and hence by Lemma\(^7\) it follows that $\mathcal{L}_R(\tilde{X}_A)|_q \tilde{X} = 0, \mathcal{L}_R(\tilde{Y}_A)|_q \tilde{X} = \frac{\beta(q)}{2r} \tilde{Y}_A.$
Using these formulas, one can compute

\[ [\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q \phi = \mathcal{L}_R(\tilde{X}_A)|_q (\mathcal{L}_R(\tilde{Y})|_q \phi) - \mathcal{L}_R(\tilde{Y}_A)|_q (\mathcal{L}_R(\tilde{X})|_q \phi) \]

\[ = \mathcal{L}_R(\tilde{X}_A)|_q \left( -g(\Gamma, \tilde{Y}) + \frac{\beta}{2r} \right) - \mathcal{L}_R(\tilde{Y}_A)|_q \left( -g(\Gamma, \tilde{X}_A) \right) \]

\[ = -g(\nabla_{\tilde{X}} \Gamma, \tilde{Y}_A) + g(\nabla_{\tilde{Y}} \Gamma, \tilde{X}_A) + \frac{\beta(q)}{2r} g(\Gamma, \tilde{Y}_A) + \mathcal{L}_R(\tilde{X}_A)|_q \left( \frac{\beta}{2r} \right) \]

\[ = K(x) + \frac{\beta(q)}{2r} g(\Gamma, \tilde{Y}_A) + \mathcal{L}_R(\tilde{X}_A)|_q \left( \frac{\beta}{2r} \right), \]

where at the last step we have used the formula (4.2), which clearly still holds when \( X, Y \) are replaced by \( \tilde{X}_A, \tilde{Y}_A \).

On the other hand, using the first formula in Lemma 7.11, the expression for \( R_{\tilde{q}} \) in (6.5), the above formulas for \( \mathcal{L}_R(\tilde{X}_A)|_q \phi \) and \( \mathcal{L}_R(\tilde{Y}_A)|_q \phi \) and the formula for \( \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})|_q \phi \) in Lemma 7.8 we find

\[ [\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q \phi = -\frac{\beta(q)}{2r} \mathcal{L}_R(\tilde{Y}_A)|_q \phi - r \nu(\theta_{\tilde{Y}} \otimes \tilde{Z})|_q \phi \]

\[ = -\frac{\beta(q)}{2r} \left( -g(\Gamma, \tilde{Y}) + \frac{\beta(q)}{2r} \right) - (\tilde{\sigma}_A^2 - \sigma_A). \]

Combining the above two expressions for \([\mathcal{L}_R(\tilde{X}), \mathcal{L}_R(\tilde{Y})]|_q \phi\) and solving for \( \mathcal{L}_R(\tilde{X}_A)|_q \left( \frac{\beta}{2r} \right) \) yields \( \mathcal{L}_R(\tilde{X}_A)|_q \left( \frac{\beta}{2r} \right) = -K(x) - \left( \frac{\beta(q)}{2r} \right)^2 - \tilde{\sigma}_A^2 + \sigma_A \). Finally, the assumption \( K(x) = \tilde{\sigma}_A \) on \( O(q_0) \) reduces this relation down to \( \mathcal{L}_R(\tilde{X}_A)|_q \left( \frac{\beta}{2r} \right) = -\left( \frac{\beta(q)}{2r} \right)^2 - \tilde{\sigma}_A^2 \), which is what we wanted to prove.

\[ \square \]

In the remaining Lemmas 7.13, 7.14 below, we will be assuming (like in section 6.3), that \( K - \tilde{\sigma}_A \neq 0 \) and \( (\Pi_X, \Pi_Y) \neq (0, 0) \) on a small enough rolling neighbourhood \( O(q_0) \) of \( q_0 \). It is also part of this assumption that the local orthonormal frame \( X, Y \) of \( M \) is defined on (at least) the open subset \( V = \pi_{Q,M}(O(q_0)) \) of \( M \). Also, recall the definitions of \( \phi, \omega, G_X, G_Y, H_X \) and \( H_Y \) given in (6.1), (6.47) and (6.53), and those of \( \tilde{\sigma}_A, \tilde{\sigma}_A^1, \tilde{\Pi}_Z \) in (6.3).

**Lemma 7.13.** Assuming that \( K(x) = \tilde{\sigma}_A \neq 0 \) and \( (\Pi_X(q), \Pi_Y(q)) \neq (0, 0) \) for all \( q = (x, \hat{x}; A) \in O(q_0) \), then the \( \pi_Q \)-vertical derivatives of \( \phi \) and \( \omega \) are given, at all points \( q \in O(q_0) \), by the following expressions:

\[ \nu(A(X \wedge Y))|_q \phi = -1, \quad \nu(A(X \wedge Y))|_q \omega = 0, \]

\[ \nu(\theta_{\hat{X}} \otimes \hat{Z})|_q \phi = \frac{1}{\omega(\hat{K} - \hat{\sigma}_A)} (\hat{\sigma}_A - \sigma_A), \quad \nu(\theta_{\hat{X}} \otimes \hat{Z})|_q \omega = -\frac{\hat{\nu}_\phi}{\omega(\hat{K} - \hat{\sigma}_A)}, \]

\[ \nu(\theta_{\hat{X}} \otimes \hat{Z})|_q \phi = \frac{\hat{\nu}_\phi}{\omega(\hat{K} - \hat{\sigma}_A)}, \quad \nu(\theta_{\hat{X}} \otimes \hat{Z})|_q \omega = \frac{1}{\omega(\hat{K} - \hat{\sigma}_A)} (\hat{\sigma}_A^1 - \sigma_A) + 2\omega^2. \]

**Proof.** We will content ourselves at showing only the relation \( \nu(A(X \wedge Y))|_q \phi = -1 \) is already covered by Lemma 7.5.

On one hand we have

\[ \nu(A(X \wedge Y))|_q (\omega_c \phi) = -\omega s_\phi \nu(A(X \wedge Y))|_q \phi + c_\phi \nu(A(X \wedge Y))|_q \omega, \]

\[ \nu(A(X \wedge Y))|_q (\omega s_\phi) = \omega c_\phi \nu(A(X \wedge Y))|_q \phi + s_\phi \nu(A(X \wedge Y))|_q \omega, \]
while on the other hand, by (6.48) and the formulas in Lemma \[7.2\]

\[
\nu(A(X \wedge Y))|_q(\omega_c) = \nu(A(X \wedge Y))|_q\left(\frac{\Pi_X}{K - \tilde{\sigma}(\cdot)}\right) = \frac{\Pi_Y}{K - \tilde{\sigma}(\cdot)} = \omega_{s_\phi},
\]

\[
\nu(A(X \wedge Y))|_q(\omega_{s_\phi}) = \nu(A(X \wedge Y))|_q\left(\frac{-\Pi_X}{K - \tilde{\sigma}(\cdot)}\right) = -\frac{\Pi_Y}{K - \tilde{\sigma}(\cdot)} = -\omega_{c_\phi}.
\]

It is easy to see that these relations imply \(\nu(A(X \wedge Y))|_q\omega = 0\) (and in fact \(\nu(A(X \wedge Y))|_q\phi = -1\) as well).

The relations listed in the next lemma are derived by a straightforward application of Lemma \[7.4\] along with the definitions of \(\omega, \text{Rol}_1, G_{\tilde{X}}, G_{\tilde{Y}}, H_{\tilde{X}}\) and \(H_{\tilde{Y}}\) given in (6.47), (6.49) and (6.53). We will omit the details.

**Lemma 7.14.** Assume that \(K(x) - \tilde{\sigma}_A \neq 0\) and \((\Pi_X(q), \Pi_Y(q)) \neq (0, 0)\) for all \(q = (x, \tilde{x}; A) \in O(q_0)\). Using the notations established in (6.53) and \(6.54\), the following Lie bracket identities hold on an open neighbourhood of \(q_0\) in \(Q_1\):

\[
[L_R(\tilde{X}), F_1]|_q = -(F_1|_q)\nu(L_R(\tilde{Y}_A)|_q + G_{\tilde{X}}L_{NS}(A\tilde{X}_A)|_q + \omega G_{\tilde{X}}L_{NS}(\tilde{Z}_A)|_q - \tilde{\sigma}_A\nu(\text{Rol}_q)|_q
- (2H_{\tilde{X}}G_{\tilde{X}} + \omega L_R(\tilde{X}_A)|_q(G_{\tilde{X}}))\nu(\theta_{\tilde{X}_A} \otimes \tilde{Z}_A)|_q
+ (K\omega - \omega(G_{\tilde{X}})^2 + L_R(\tilde{X}_A)|_q(H_{\tilde{X}}))\nu(\theta_{\til{Y}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
[L_R(\tilde{Y}), F_1]|_q = -(F_2|_q)\nu(L_R(\tilde{Y}_A)|_q + G_{\til{Y}}L_{NS}(A\til{Y}_A)|_q + \omega G_{\til{Y}} - H_{\til{Y}})\nu(\text{Rol}_q)|_q
- (G_{\til{X}}H_{\til{Y}} + G_{\til{Y}}H_{\til{X}} + \omega L_R(\til{Y}_A)|_q(G_{\til{X}}))\nu(\theta_{\til{X}_A} \otimes \tilde{Z}_A)|_q
- (\omega G_{\til{Y}}G_{\til{X}} - L_R(\til{Y}_A)|_q(H_{\til{X}}))\nu(\theta_{\til{Y}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
[L_R(\til{X}), F_2]|_q = -(F_2|_q)\nu(L_R(\til{X}_A)|_q + G_{\til{X}}L_{NS}(A\til{X}_A)|_q + \omega G_{\til{X}} - H_{\til{X}})\nu(\text{Rol}_q)|_q
- (H_{\til{X}}G_{\til{Y}} + H_{\til{Y}}G_{\til{X}} + \omega \tilde{\sigma}_A^2 + \omega L_R(\til{X}_A)|_q(G_{\til{Y}}))\nu(\theta_{\til{X}_A} \otimes \tilde{Z}_A)|_q
- (\omega G_{\til{Y}}G_{\til{X}} + \omega \til{P}_{\til{Z}} - L_R(\til{X}_A)|_q(H_{\til{Y}}))\nu(\theta_{\til{Y}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
[L_R(\til{Y}), F_2]|_q = -(F_2|_q)\nu(L_R(\til{Y}_A)|_q + G_{\til{Y}}L_{NS}(A\til{Y}_A)|_q + 2H_{\til{Y}}\nu(L_R(\til{Z}_A)|_q
- (\til{\sigma}_A - (K - \til{\sigma}_A)\omega^2)\nu(\text{Rol}_q)|_q
- (2G_{\til{Y}}H_{\til{X}} + \omega \til{P}_{\til{Z}} + \omega L_R(\til{Y}_A)|_q(G_{\til{Y}}))\nu(\theta_{\til{X}_A} \otimes \tilde{Z}_A)|_q
- (\omega(G_{\til{Y}})^2 + \omega(\til{\sigma}_A - K) + \omega^3(K - \til{\sigma}_A) + L_R(\til{Y}_A)|_q(H_{\til{Y}}))\nu(\theta_{\til{Y}_A} \otimes \tilde{Z}_A)|_q,
\]

\[
[\nu(\text{Rol}_1), F_1]|_q = \omega(\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi)_\nu(L_{NS}(A\til{X}_A)|_q - \omega L_{NS}(\til{Z}_A)|_q + \omega^2 G_{\til{X}}\nu(\text{Rol}_q)|_q
- \omega(-F_1|_q\phi + H_{\til{X}}\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi
+ G_{\til{X}}\nu(\theta_{\til{X}_A} \otimes \til{Z}_A)|_q\omega + \nu(\text{Rol}_q)|_q(G_{\til{X}}))\nu(\theta_{\til{X}_A} \otimes \til{Z}_A)|_q
- (\omega^3 G_{\til{X}} + F_1|_q\omega + \omega^2 G_{\til{X}}\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi\nu(\text{Rol}_q)|_q(H_{\til{X}}))\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q,
\]

\[
[\nu(\text{Rol}_1), F_2]|_q = \omega^2 + \omega(\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi)\nu(L_{NS}(A\til{Y}_A)|_q - \omega(\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\omega)\nu(L_{NS}(\til{Z}_A)|_q + \omega^2 G_{\til{Y}}\nu(\text{Rol}_q)|_q
- \omega(-F_2|_q\phi + H_{\til{Y}}\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi
+ G_{\til{Y}}\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\omega + \nu(\text{Rol}_q)|_q(G_{\til{Y}}))\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q
+ (\omega^3 G_{\til{Y}} - F_2|_q\omega - \omega^2 G_{\til{Y}}\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q\phi + \nu(\text{Rol}_q)|_q(H_{\til{Y}}))\nu(\theta_{\til{Y}_A} \otimes \til{Z}_A)|_q.
\]
\[ [F_1, F_2]_q = \left( (1 + \omega^2)G_X + \omega \mathcal{L}_{NS}(\hat{Z}_A) \right)_{\phi} - \frac{G_Y \hat{\Pi} \hat{Z}}{K - \hat{\sigma}_A} - \frac{H_Y (\hat{\sigma}_A^2 - \hat{\sigma}_A)}{\omega (K - \hat{\sigma}_A)} \mathcal{L}_{NS}(A \hat{X}_A)_{\phi} + \frac{G_Y H_X + \omega H_X \hat{Z} - 2(G_X H_Y - G_Y H_X)}{K - \hat{\sigma}_A} \hat{\Pi} \frac{\hat{Z}}{K - \hat{\sigma}_A} + \mathcal{L}_{NS}(A \hat{Y}_A)_{\phi} + \omega F_1 \mathcal{L}_{NS}(\hat{Z}_A)_{\phi} + \frac{H_Y X + G_Y Y + \omega G_Y^2 + F_1 H_Y - F_2 G_X^2}{K - \hat{\sigma}_A} + \frac{\hat{\sigma}_A^2 - \hat{\sigma}_A}{K - \hat{\sigma}_A} \mathcal{L}_{NS}(\hat{Z}_A)_{\phi} + \omega \mathcal{L}_{NS}(A \hat{Y}_A)_{\phi} + \frac{G_Y X + G_Y^2 - G_X Y + H_Y}{K - \hat{\sigma}_A} \nu(\theta_{\hat{X}_A} \otimes \hat{Z}_A)_{\phi} + \omega (\hat{\sigma}_A - \hat{\sigma}_A) - \omega (G_X H_Y - G_Y H_X) \nu(A(X \wedge Y))_{\phi}. \]
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