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Recent developments of ultrafast laser pulse techniques enable us to study the subpicosecond scale dynamics out of thermal equilibrium. Multiple temperature models are frequently used to describe such dynamics where the total system is divided into subsystems each of which is in local thermal equilibrium. Typical examples include the electron-lattice two temperature model and electron-phonon three temperature model. We present the exact analytical solutions of linear multiple temperature model (MTM), based on the Fourier series expansion, and discuss their properties for the case of the two and three temperature models. We show that the general solution of MTM is expressed as a linear combinations of a spatially uniform, single-temperature stationary mode and the other non-oscillatory, decaying “eigenmodes” characterized by different wave vectors and well-defined mode lifetimes. The eigenmode picture enables us to explore the hierarchical structure of models with respect to space, time and the coupling parameter. We also find diffusion modes unique to the three temperature model which unveils the rich physics in spite of the simplicity of the model. Furthermore, we prove that the general linear multiple temperature model fulfills physical requirements such as energy conservation and convergence to a spatially uniform, single-temperature steady state with well-defined mode lifetimes.

I. INTRODUCTION

The nonequilibrium description of the condensed matter systems has remained a subject of strong interest for decades in physics. Leaving from well-defined thermodynamical equilibrium states, a possible first step towards the description of nonequilibrium dynamics is to divide the total system into subsystems, each in local thermal equilibrium. The idea of separating the total system into electronic and lattice subsystems with different temperature dates back to 1950s. Early developments of this idea is detailed in a review by Kabano.\(^2\) A present form of the two temperature model (2TM) can be found in early 1970.\(^3\) A theoretical proposal to measure the electron-phonon coupling strength by pump-probe experiments\(^3\) followed by observations in superconducting metallic system\(^4,5\) has paved the way to a crucial application of the 2TM.

The 2TM is now applied to extreme conditions where melting, evaporation, and material removal occur by ultrafast laser excitation\(^6,7\) e.g., during the ultrafast laser material processing, for which higher energy efficiency and spatial precision are expected. Subpicosecond laser pulse deposits energy on the electronic subsystem in a ultrashort time scale while the lattice temperature remains relatively low. The fast thermalization process of the electronic system is considered to justify that the electronic and lattice system possess different temperatures \(T_e\) and \(T_l\) after the laser pulse is turned off.

The limitation of the 2TM has been recognized early on. Its failures of predicting the electron-phonon relaxation time at low temperature and its excitation intensity dependence were pointed out in\(^8,9\) Baranov and Kabanov derived a temperature range \(\hbar^2\omega_B^2/E_F < k_B T < \hbar\omega_D(E_F/\hbar\omega_D)^{1/3}\) where 2TM cannot be justified\(^10\). \(\omega_D\) is the Debye frequency, and \(E_F\) is the Fermi energy. The Boltzmann equation approach is frequently used to improve the description of nonthermal distribution function\(^12,13\). For the description of material destruction processes, a multi-scale modeling which combines the 2TM and the classical molecular dynamics is employed\(^14,15\). A recent review can be referred for this approach\(^16\).

Yet simple but a straightforward extension of the 2TM is dividing the system into smaller subsystems. Waldecker introduced an idea to generalize the 2TM to the nonthermal lattice model where three phonon branches of Al have their own temperatures\(^17\). A similar approach is applied to graphene\(^18\). The electron-spin-phonon three temperature model has been developed to explain the ultrafast demagnetization process\(^19\) sometimes in combination with a microscopic equation of motion\(^20,21\).

In this paper we present exact solutions of the linear multiple temperature model (MTM) whose coefficients are all constant. Under the condition of vanishing heat flow of each subsystem at the boundaries, the model can be diagonalized. The system dynamics can then be described by a linear combination of damping eigenmodes. Each eigenmode is characterized by the mode lifetime
which depends on the wave vector \( \mathbf{q} \). We firstly discuss the 2TM. The exact solution of the 2TM splits into two eigenmodes whose eigenvalues form two branches \( \zeta_{\pm}(\mathbf{q}) \) on \( \mathbf{q} \) space. We will see that the \( \zeta_{+}(\mathbf{q}) \) branch is smoothly connected to the solution of an effective one temperature model (1TM) in a small \( \mathbf{q} \) limit. While in an opposite, large \( \mathbf{q} \) limit, \( \zeta_{\pm}(\mathbf{q}) \) branches converge to the free diffusion modes of electron and lattice temperatures where the electron-lattice coupling \( G \) becomes negligible. The eigenmode picture thus enables us to explore the spatial scale dependence of the model behaviors. The result of a case for gold highlights this point. We then provide the exact solution of linear three temperature model (3TM) which consists of three subsystems. The additional degree of freedom leads to an emergence of a special solution which does not have any counter part to 1TM in appropriate limits of spatial, time and parameter scale. We finally derive a series of theorems which are coupling parameters between subsystems.

This paper will serve as a foundation of advanced models, e.g., this paper is organized as follows. In Sec. II we introduce the 2TM and derive its exact solutions. We will examine the 2TM behaviors for the case of bulk gold. In Sec. III we introduce the 3TM and derive its exact solutions. The “band” structure of eigenvalues on three-dimensional parameter space helps us to grasp an overview of solutions. The derivation of effective 2TM from the 3TM is also discussed. In Sec. IV we derive a series of theorems which provide strong and physically reasonable limitations on the MTM eigenvalue properties.

II. LINEAR TWO TEMPERATURE MODEL

The linear two-temperature model is defined as,

\[
\begin{bmatrix}
C_e & 0 \\
0 & C_l
\end{bmatrix}
\frac{\partial}{\partial t}
\begin{bmatrix}
T_e(t, \mathbf{r}) \\
T_l(t, \mathbf{r})
\end{bmatrix}
= \begin{bmatrix}
\kappa_e \nabla^2 & 0 \\
0 & \kappa_l \nabla^2
\end{bmatrix}
\begin{bmatrix}
G & G \\
G & -G
\end{bmatrix}
\begin{bmatrix}
T_e(t, \mathbf{r}) \\
T_l(t, \mathbf{r})
\end{bmatrix}.
\]

Here \( T_e(t, \mathbf{r}) \) and \( T_l(t, \mathbf{r}) \) are the electron and lattice temperature at position \( \mathbf{r} \) and time \( t \). \( C_e \) (\( C_l \)) and \( \kappa_e \) (\( \kappa_l \)) denote the heat capacity and the thermal diffusion coefficient of the electronic (lattice) subsystem, respectively, and \( G \) the electron-lattice coupling constant. Parameters \( C_e \), \( C_l \), \( \kappa_e \), \( \kappa_l \), and \( G \) are all positive real valued. Throughout this paper we assume that the system is rectangular shaped whose side lengths are given by \( L_i \) (\( i = x, y, z \)), and use a boundary condition

\[
\partial_x T_e = 0, \quad \partial_x T_l = 0 \quad \text{for} \quad r = 0, L_i(t = x, y, z).
\]

Clearly \( \prod_i \cos(q_i r_i) \) is an eigenfunction of the diffusion term, where the wave vector is defined by \( q_{nx, ny, nz} = (\pi n_x/L_x, \pi n_y/L_y, \pi n_z/L_z) \), with \( n_i \) (\( i = x, y, z \)) being a non-negative integer. For simplicity we omit the subscript from the wave vector hereafter. Thus, the general solution of Eq. (1) can be expressed by a linear combination of different wave vector components of the form

\[
\begin{bmatrix}
T_e(t, \mathbf{r}) \\
T_l(t, \mathbf{r})
\end{bmatrix}
= \sum_q \begin{bmatrix}
A_q \\
B_q
\end{bmatrix} \prod_i \cos(q_i r_i) e^{\zeta_i(q) t},
\]

as a natural extension of the Fourier series expansion common in the studies of thermal diffusion. Because of the spatial uniformity, each \( q \) component is independent. Then, the coefficients \( \begin{bmatrix} A_q \\ B_q \end{bmatrix} \) and \( \zeta(q) \) are the eigenvectors and eigenvalues, respectively, of a \( 2 \times 2 \) non-symmetric matrix,

\[
H = \begin{bmatrix}
-\omega_e(q) - \Omega_e & \Omega_l \\
\Omega_l & -\omega_l(q) - \Omega_l
\end{bmatrix}
\]

where \( \omega_e(q) = -\frac{\kappa_e G}{C_e} q^2 \), \( \omega_l(q) = -\frac{\kappa_l G}{C_l} q^2 \), with \( q = |q| \), and \( \Omega_e = G/C_e, \Omega_l = G/C_l \). It is interesting to notice that the analytical form of \( H \) is analogous to the Hamiltonian of other physical systems such as the quantum Rabi model and the polariton model except \( H \) is not symmetric. The eigenvalue \( \zeta(q) \) of \( H \) splits into the upper and lower branches \( \zeta(q) = \zeta_+(q) \) and \( \zeta_-(q) \), respectively:

\[
\zeta_\pm(q) = \Delta_\pm(q)/2 \pm \sqrt{[\Delta_\pm(q)/2]^2 + \Omega_e\Omega_l},
\]

where

\[
\Delta_\pm(q) = [\omega_l(q) - \Omega_l] \pm [\omega_e(q) - \Omega_e].
\]

The corresponding right eigenmode (eigenvector) is given by

\[
\psi^R_{\zeta}(t, \mathbf{r}) = \begin{bmatrix}
\psi^e(t, \mathbf{r}) \\
\psi^l(t, \mathbf{r})
\end{bmatrix} = \begin{bmatrix} 1 \\ R_{\zeta q}/\Omega_e \end{bmatrix} u_{\zeta q}(t, \mathbf{r})
\]

where

\[
u_{\zeta q}(t, \mathbf{r}) = \prod_i \cos(q_i r_i) e^{\zeta_i(q) t}
\]

\[
R_{\zeta q} = \Delta_-(q)/2 \pm \sqrt{[\Delta_-(q)/2]^2 + \Omega_e\Omega_l}
\]

The general solution Eq. (3) of Eq. (1) is given by

\[
\begin{bmatrix}
T_e(t, \mathbf{r}) \\
T_l(t, \mathbf{r})
\end{bmatrix}
= \sum_{\{n_x, n_y, n_z\}} \begin{bmatrix}
\psi^R_{\zeta+}(t, \mathbf{r}) \\
\psi^R_{\zeta-}(t, \mathbf{r})
\end{bmatrix}.
\]
Since the linear temperature model assumes a spatially uniform system, different wave vector components do not couple with each other. The mode amplitude $A_{\zeta q}$ is determined by the initial condition.

It follows from $\omega_{e}(q=0) = \omega_{l}(q=0) = 0$ that,

$$\zeta_{+}(q=0) = 0,$$

and,

$$\zeta_{-}(q=0) = -(\Omega_{e} + \Omega_{l}) < 0.$$  

One can show that $\partial_{\omega_{e}} \zeta_{\pm} > 0$ and $\partial_{\omega_{l}} \zeta_{\pm} > 0$, therefore, $\zeta_{\pm}$ monotonically decreases with increasing $q$ [see Fig. 1(a) below]. Furthermore, $\zeta_{+}(q=0) = 0$ [Eq. (11)], and, otherwise, $\zeta_{\pm} < 0$, indicating that all the modes damp except for $\nu_{0}\zeta_{0}$, which corresponds to the final state: the larger the wave number, the faster the mode damp on each branch. It should also be noted that each individual eigenmode except for $\nu_{0}\zeta_{0}$ cannot be a physical solution alone, since it spatially oscillates around zero. The general solution must be a superposition of two or more modes to ensure non-negative temperature everywhere in the system.

Asymptotic behaviors of the solution in small and large $q$ limit are informative to see the nature of this model. For $q \to 0$ limit,

$$\zeta_{+}(q) \to -\frac{\kappa_{e} + \kappa_{l}}{C_{e} + C_{l}} q^{2},$$

$$R_{\zeta_{+}q}/\Omega_{e} \to 1 - \frac{1}{\Omega_{e} + \Omega_{l}} (\kappa_{l}/C_{l} - \kappa_{e}/C_{e}) q^{2},$$

and,

$$\zeta_{-}(q) \to -(\Omega_{e} + \Omega_{l}) - \frac{1}{C_{e} + C_{l}} \left( \frac{C_{l}}{C_{e}} \kappa_{e} + \frac{C_{e}}{C_{l}} \kappa_{l} \right) q^{2},$$

$$R_{\zeta_{-}q}/\Omega_{e} \to -\frac{C_{e}}{C_{l}} + \frac{C_{e}}{C_{l} \Omega_{e} + \Omega_{l}} \left( \frac{\kappa_{l}}{C_{l}} - \frac{\kappa_{e}}{C_{e}} \right) q^{2}.$$  

We see that the upper branch $\zeta_{+}$ reduces to an effective “one temperature model” with the effective heat capacity $C_{\text{eff}} = C_{e} + C_{l}$ and the effective thermal diffusion coefficient $k_{\text{eff}} = \kappa_{e} + \kappa_{l}$. Up to the $q^{2}$ order, only the relative amplitude Eq. (14) between the lattice and electronic systems provides the information of the electron-lattice coupling $G$. Contrary to the upper branch, the lifetime of the lower branch $-1/\zeta_{-}(q=0) = 1/(\Omega_{e} + \Omega_{l})$ enables us to determine the value of $G$ in its leading term.

Next we examine the large $q$ limit, which corresponds to $\omega_{e}(q), \omega_{l}(q) \gg \Omega_{e}, \Omega_{l}$. For the upper branch:

$$\zeta_{+}(q) \to -\min \left( \frac{\kappa_{e}}{C_{e}}, \frac{\kappa_{l}}{C_{l}} \right) q^{2},$$

$$R_{\zeta_{+}q}/\Omega_{e} \to \begin{cases} \left( \frac{C_{l}}{C_{e}} - \frac{C_{e}}{C_{l}} \right) q^{2} & \text{for } \frac{C_{l}}{C_{e}} < \frac{C_{e}}{C_{l}} \\ 0 & \text{for } \frac{C_{l}}{C_{e}} > \frac{C_{e}}{C_{l}} \end{cases}$$

and for the lower branch:

$$\zeta_{-}(q) \to -\max \left( \frac{\kappa_{e}}{C_{e}}, \frac{\kappa_{l}}{C_{l}} \right) q^{2}.$$  

$$R_{\zeta_{-}q}/\Omega_{e} \to \begin{cases} 0 & \text{for } \frac{C_{l}}{C_{e}} < \frac{C_{e}}{C_{l}} \\ \left( \frac{C_{l}}{C_{e}} - \frac{C_{e}}{C_{l}} \right) q^{2} & \text{for } \frac{C_{l}}{C_{e}} > \frac{C_{e}}{C_{l}} \end{cases}.$$  

In this limit, the electron-lattice coupling $G$ is negligible, and the system dynamics is dominated by “free diffusion process”.

Now, as a specific example, let us investigate the behaviors of the modes for the case of gold. We referred the values in literature as $C_{e}(T_{e}) = \gamma T_{e}$ where $\gamma = 67.6$ J/m$^{3}$K$^{2}$,

$$\kappa_{e}(T_{e}, T_{l}) = \frac{1}{3} \nu_{e}^{2} C_{e}(T_{e}) \frac{1}{A T_{e}^{2} + B T_{l}}$$

where $\nu_{e} = 1.39 \times 10^{6}$ m$^{-1}$s$^{-1}$, $A = 1.2 \times 10^{7}$ s$^{-1}$K$^{-2}$, $B = 1.23 \times 10^{11}$s$^{-1}$K$^{-1}$, and $G = 3.5 \times 10^{16}$ J/m$^{3}$K$s$. As a natural extension of the 2TM, the three temperature model (3TM) is defined as follows:

$$\lambda \frac{\partial T}{\partial t} = H T.$$  

III. LINEAR THREE TEMPERATURE MODEL

As a natural extension of the 2TM, the three temperature model (3TM) is defined as follows:
Here $T$ is a three component vector, representing the temperatures of the three subsystems. $\Lambda$ and $H$ are symmetric $3 \times 3$ matrices given by,

$$
\Lambda_{ij} = C_i \delta_{ij}
$$

$$
H_{ii} = \kappa_i \nabla^2 - \sum_{k \neq i}^3 G_{ik}
$$

$$
H_{ij} = H_{ji} = G_{ij} \quad \text{for} \quad (i \neq j)
$$

We note again that the heat capacity $C_i$, thermal diffusion coefficient $\kappa_i$, and the coupling constant between subsystems $G_{ij}$ are all positive real valued. The matrices $\Lambda$ and $H$ are thus both real valued and symmetric $3 \times 3$ matrices.

Let us seek for the solution $T$ of Eq. (22) expressed as a linear combination of different modes similar to Eq. (3). Then, we find three branches $\zeta_1(q)$, $\zeta_2(q)$, and $\zeta_3(q)$ of eigenvalues of a non-symmetric matrix $H' = \Lambda^{-1}H$, by using the formula for the roots of the general cubic equation, as,

$$
\zeta_1(q) = -\{t_{+}^{1/3}(q) + t_{-}^{1/3}(q)\} + \alpha(q)/3
$$

$$
\zeta_2(q) = -\{\sigma^2 t_{+}^{1/3}(q) + \sigma t_{-}^{1/3}(q)\} + \alpha(q)/3
$$

$$
\zeta_3(q) = -\{\sigma t_{+}^{1/3}(q) + \sigma^2 t_{-}^{1/3}(q)\} + \alpha(q)/3
$$

where

$$
\sigma = e^{2\pi i/3}
$$

$$
t_{\pm}(q) = p_1(q)/2 \pm \sqrt{p_1(q)^2/4 + p_2(q)^3/27}
$$

$$
p_1(q) = -(2/27)\alpha(q)^3 + (1/3)\alpha(q)\beta(q) + \gamma(q)
$$

$$
p_2(q) = \beta(q) - \alpha(q)^2/3
$$

$$
\alpha(q) = \sum_i \Delta_i(q)
$$

$$
\beta(q) = \Delta_1(q)\Delta_2(q) + \Delta_2(q)\Delta_3(q) + \Delta_3(q)\Delta_1(q)
$$

$$
-\Omega_12\Omega_{21} - \Omega_{23}\Omega_{32} - \Omega_{13}\Omega_{31}
$$

$$
\gamma(q) = \Omega_{12}\Omega_{23}\Delta_3(q) + \Omega_{13}\Omega_{32}\Delta_2(q) + \Omega_{23}\Omega_{31}\Delta_1(q)
$$

$$
-\Delta_1(q)\Delta_2(q)\Delta_3(q) - \Omega_{12}\Omega_{23}\Omega_{31} - \Omega_{13}\Omega_{32}\Omega_{23}
$$

$$
\Delta_i(q) = -\frac{\kappa_i}{C_i}q^2 - \sum_{j \neq i} G_{ij}/C_i = \omega_i(q) - \Omega_{ii}
$$

$$
\Omega_{ij} = \frac{G_{ij}}{C_i}.
$$

We show the global structure of the three branches Eqs. (26)-(28) on three dimensional parameter space spanned by $(\omega_1, \omega_2, \omega_3)$ in Fig. 2. Figure 2(a) is the exact solution Eq. (26)-(28). We have chosen a path on the $(\omega_1, \omega_2, \omega_3)$ space to plot these solutions just like plotting the electronic band structure of periodic systems [Fig. 2(b)]. Note that linear dispersion extending from $\Gamma = (0,0,0)$ point corresponds to a parabolic band in the $q$ space. Values of $q$ vectors on the path can be uniquely determined according to $\omega(q) = -(\kappa_i/C_i)q^2$ by specifying parameters $\kappa_i$ and $C_i$ of each subsystem. Thus, Fig. 2(a) show the global structure of the exact solution with various $\kappa_i$ and $q$ values. Clearly the $\zeta_3$ branch Eq. (28) is the counterpart of $\zeta_+$ or the upper branch Eq. (5) of the 2TM. The lifetime of $\zeta_3$ branch diverges at $\Gamma$ point and the relative amplitude of all subsystems is always of the same sign as can be seen in Fig. 2(c). On the other hand, the other two branches, $\zeta_1$ and $\zeta_2$, show behaviors unique to the three temperature system. We can find such case on $\Gamma$–P100, $\Gamma$–P011, and some high symmetric axis. On $\Gamma$–P100 axis, where $\kappa_2 = \kappa_3 = 0$, $\zeta_2$ branch excludes the amplitude of subsystem 1 [Fig. 2(d)]. This approximation may apply to electron-longitudinal phonon-transverse phonon system, or electron-phonon-spin sys-
tem. The $\zeta_2$ branch then describes a purely phonon-like, or a purely spin-phonon diffusion mode which does not accompany electron thermal diffusion. In the same way $\Gamma$–P011 axis can be realized when $\kappa_1 = 0$ which may provide a good approximation of an electron-hole-phonon system without nonlinearity. Then, The $\zeta_1$ branch indicates an electron-hole diffusion mode which does not accompany phonon thermal diffusion [Fig. 2(c)]. To our best knowledge these “anomalous” diffusion modes have never been experimentally observed. Further investigations are required to clarify their role in the system dynamics. We point out that a similar solution known as the dark state can be found in the quantum three-level system driven by an external field.

We have found in the previous section that the “effective one temperature model” is embedded in the linear 2TM. Then, a question may naturally rise asking how an “effective two temperature model” can be derived from the linear 3TM. We can expect such solution will emerge when $q$ is small and two of the three subsystems are strongly coupled, i.e., $G_{23} \gg G_{12}, G_{13}$. Since the exact solution Eqs. (29)–(30) is too complicated to handle by a simple power expansion, We put a start point on a weakly coupled 1+2 temperature model, where matrix $H'$ is decomposed to,

$$H' = \Lambda^{-1} H = H'_0 + H'_1$$

(38)

$$H'_0 = \begin{bmatrix} \omega_1 & 0 & 0 \\ 0 & \omega_2 - \Omega_{23} & \Omega_{23} \\ 0 & \Omega_{32} & \omega_3 - \Omega_{32} \end{bmatrix}$$

(39)

$$H'_1 = \begin{bmatrix} -\Omega_{11} & \Omega_{12} & \Omega_{13} \\ \Omega_{21} & -\Omega_{22} & 0 \\ \Omega_{31} & 0 & -\Omega_{33} \end{bmatrix}.$$  

(40)

Equation (39) is a block diagonal matrix describing a decoupled 1+2 temperature model, whose eigenvalues $\zeta$ are simply given by $\zeta(q) = \zeta_1$ (equ. 31), $\zeta_2$, where $\zeta_2$ is defined by Eq. (33). The two branches $\zeta(q)$ and $\zeta(q)$ are degenerate at $q = 0$ as $\zeta_1(q) = 0$ and $\zeta_2(q) = 0$. This is in contrast to the spectrum in Fig. 2(a) for three subsystems coupled with equal strength, where only $\zeta_3$ vanishes at $q = 0$ and $\zeta_1$ and $\zeta_2$ are degenerate there. As long as we restrict the timescale to $t \gg \tau_{\zeta_3} = 1/\zeta_3$, we can neglect the contribution of the $\zeta_3$ branch. Then, the corresponding right eigenvectors (eigenmodes) $v^R_\zeta$, $v^R_{\zeta_\pm}$ of $H'_0$ are

$$v^R_\zeta = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad v^R_{\zeta_\pm} = \begin{bmatrix} \frac{0}{\Omega_{23}} \\ 1 \end{bmatrix}$$ 

(41)

and the left eigenvectors $v^L_\zeta$, $v^L_{\zeta_\pm}$ are

$$v^L_\zeta = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad v^L_{\zeta_\pm} = \begin{bmatrix} 0 \\ \frac{1}{f_{\zeta,q}/\Omega_{23}} \end{bmatrix}.$$ 

(42)

where

$$R_{\zeta_,q} = \zeta_\pm(q) = \{\omega_2(q) - \Omega_{23}\}$$  

(43)

$$f_{\zeta-,q} = 1 + R_{\zeta_,q}/\Omega_{23}\Omega_{32}.$$  

(44)

Here we have dropped the space- and time-dependent factors for simplicity. Equations (31) and (32) satisfy the orthogonality relation

$$i^T v^L_m \cdot v^R_n = \delta_{mn}.$$  

(45)

We introduce the new right eigenvector $w^R_m$ of $H'$ in Eq. (38) by a linear combination of $v^R_m$ as

$$w^R_m = \sum_{n=\zeta_1,\zeta_2} A_{mn} v^R_n.$$ 

(46)

The amplitude $A_{mn}$, or transformation matrix, is determined by solving a following eigenvalue equation:

$$K A_m = \eta_m A_m$$  

(47)

where the elements of $2 \times 2$ matrix $K$ is given by

$$K_{mn} = (v^L_m \cdot H' v^R_n)$$  

(48)

or, explicitly,

$$K_{\zeta_1\zeta_1} = \omega_1 - \Omega_{11}$$  

(49)

$$K_{\zeta_1\zeta_2} = \omega_1 + \Omega_{12} R_{\zeta_+,q}$$  

(50)

$$K_{\zeta_2\zeta_1} = f_{\zeta_+,q} \left( \Omega_{21} + \frac{\Omega_{31}}{\Omega_{32}} R_{\zeta_+,q} \right)$$  

(51)

$$K_{\zeta_2\zeta_2} = \zeta_+ - f_{\zeta_+,q} \left( \Omega_{21} + \frac{\Omega_{31}}{\Omega_{32}} R_{\zeta_+,q}^2 \right).$$  

(52)

$A_m = (A_{m\zeta_1}, A_{m\zeta_2})$ and $\eta_m$ is an eigenvalue. By taking a small $q$ limit and omitting terms smaller than $O(G_{23}^{-1})$, we obtain

$$K \approx H_{\text{eff}}(q) + J(q)$$  

(53)

where

$$H_{\text{eff}} = \begin{bmatrix} -\frac{\kappa_2 q^2}{G_{23} C_2 C_3} - \frac{G_{12}^2 G_{13}}{G_{23} C_2 C_3} & \frac{G_{12} G_{13}}{G_{23} C_2 C_3} \\ \frac{G_{12}^2 G_{13}}{G_{23} C_2 C_3} & -\frac{G_{12} G_{13}}{G_{23} C_2 C_3} \end{bmatrix}.$$  

(54)

and the matrix elements of $J(q)$ is given by,

$$J_{\zeta_1\zeta_1} = 0$$  

(55)

$$J_{\zeta_1\zeta_2} = \frac{\Omega_{13} C_2 C_3 - C_3 \kappa_2}{G_{23} C_2 + C_3} q^2$$  

(56)

$$J_{\zeta_2\zeta_1} = \frac{\{C_3 - C_2\} G_{13} + 2 C_2 G_{12}\} C_3 \kappa_2 - C_2 \kappa_3}{G_{23}(C_2 + C_3)^3} q^2$$  

(57)

$$J_{\zeta_2\zeta_2} = -\frac{2(C_2 G_{13} - C_3 G_{12})(C_3 \kappa_2 - C_2 \kappa_3)}{G_{23}(C_2 + C_3)^3} q^2.$$  

(58)
and the lowest order correction terms, with the effective parameters $G_{\text{eff}}, C_{\text{eff}},$ and $\kappa_{\text{eff}}$ given by,

\begin{align}
G_{\text{eff}} &= G_{12} + G_{13} \\
C_{\text{eff}} &= C_2 + C_3 \\
\kappa_{\text{eff}} &= \kappa_2 + \kappa_3,
\end{align}

and the lowest order correction terms,

\begin{align}
J_{\zeta_1\zeta_+} &= \frac{\Omega_{13} C_2 \kappa_3 - C_2 \kappa_2 \nabla^2}{G_{23}} \\
J_{\zeta_1\zeta_1} &= \frac{(C_3 - C_2) G_{13} + 2C_3 G_{12}) (C_3 \kappa_2 - C_2 \kappa_3)}{G_{23} (C_2 + C_3)} \nabla^2 \\
J_{\zeta_+\zeta_+} &= \frac{2(C_2 G_{13} - C_3 G_{12}) (C_3 \kappa_2 - C_2 \kappa_3)}{G_{23} (C_2 + C_3)} \nabla^2
\end{align}

The appearance of the $\nabla^2$ dependent correction terms owes to the deviation of the $\zeta_+(q)$ branch from a parabolic dispersion at large $q$.

IV. SPECTRUM OF LINEAR MULTIPLE TEMPERATURE MODEL

It is straightforward to extend the 2TM Eq. (1) and 3TM Eqs. (22)-(25) to a general $N$-temperature model. We call it the linear multiple temperature model (MTM). This extension is done just by increasing the number of subsystems in Eqs. (22)-(25) from three to $N$, The MTM is then defined by:

\[ \Lambda \frac{\partial}{\partial t} \mathbf{T} = H \mathbf{T}, \]

\[ A_{ij} = C_{ij} \delta_{ij}, \]

\[ H_{ii} = \kappa_i \nabla^2 - \sum_{j \neq i}^N G_{ij}, \]

\[ H_{ij} = H_{ji} = G_{ij} \text{ for } (i \neq j), \]

where $\mathbf{T}$ now denotes the $N$-components vector representing the subsystem temperatures, and the subscripts
\(i, j\) run from 1 to \(N\). Examples of the MTM include the nonthermal lattice model\(^{[23]}\) or just multitemperature model\(^{[31]}\) which assign phonon mode resolved temperatures. In the previous sections we have found that the spectra of linear 2TM is always negative real valued, or exactly zero at \(q = (0, 0, 0)\) point. The linear 3TM shows the same property within the parameter range we plot in Fig.\(^{[2]}\). Here we prove that this physically reasonable property holds for any \(N\), assuring that the temperatures of all the subsystems asymptotically tend to a common, spatially uniform, final value.

**Theorem 1.** When the boundary condition Eq.\(^{[2]}\) is given, the linear MTM Eq.\(^{[63]}\) is transformed as

\[
\frac{\partial}{\partial t} \mathbf{T} = \Lambda^{-1} \mathbf{H} \mathbf{T}.
\]  

(70)

Once the initial condition is given, we can completely determine the MTM dynamics from the eigenvalue of a matrix

\[
\mathbf{H}' = \Lambda^{-1} \mathbf{H}.
\]  

(71)

\(\mathbf{H}'\) can be diagonalized and its eigenvalues \(\zeta(q)\) satisfy the following two properties:

1. The eigenvalue \(\zeta(q)\) of matrix \(\mathbf{H}'\) always satisfies \(\zeta(q) \in \mathbb{R}\) and \(\zeta(q) \leq 0\),

2. When \(\zeta(q) = 0\), \(q\) always satisfies \(q = 0\).

**Proof.** We consider the following eigenvalue equation

\[
\Lambda^{-1} \mathbf{H} \mathbf{v} = \zeta \mathbf{v},
\]  

(72)

where \(\mathbf{v} = (v_1, v_2, \ldots, v_N)\) is a right eigenvector and \(\zeta\) is a corresponding eigenvalue. By multiplying both sides by a diagonal matrix \(\Lambda^{1/2}\) from the left, which satisfies \((\Lambda^{1/2})^2 = \Lambda\), we obtain

\[
\Lambda^{-1/2} \mathbf{H} \Lambda^{-1/2} \cdot \Lambda^{1/2} \mathbf{v} = \zeta \Lambda^{1/2} \mathbf{v}.
\]  

(73)

Thus \(\Lambda^{1/2} \mathbf{v}\) becomes an eigenvector of a symmetric matrix \((\Lambda^{-1/2} \mathbf{H} \Lambda^{-1/2})\) whose eigenvalue is given by \(\zeta\). Clearly the \(\zeta\) always satisfies \(\zeta \in \mathbb{R}\).

We can further restrict the distribution of eigenvalues on the complex plain by using the Gershgorin’s theorem\(^{[32]}\), which states that the eigenvalues of \(N \times N\) matrix \(A\) exist on a closed region \(D\) which is defined by

\[
D = \tilde{C}_1 \cup \tilde{C}_2 \cup \cdots \cup \tilde{C}_N,
\]  

(74)

where \(\tilde{C}_i(i = 1, \cdots, N)\) is a closed disk whose center position is given by \(A_{ii}\) on the complex plane and its radius \(R_i\) is given by

\[
R_i = \sum_{j \neq i}^N |A_{ij}|.
\]  

(75)

In our case the center position of the closed disc \(\tilde{C}_i\) is given by

\[
\{\Lambda^{-1} \mathbf{H}\}_{ii} = -\kappa_i q^2 - \sum_{j \neq i} G_{ij} C_i = -\kappa_i q^2 - R_i,
\]  

(76)

and the radius \(R_i\) of \(\tilde{C}_i\) is

\[
R_i = \sum_{j \neq i} |G_{ij}| C_i = \sum_{j \neq i} G_{ij} C_i
\]  

(77)

since \(G_i\) and \(C_i\) are positive real valued parameters. The closed region \(D\) therefore extends over a semi-infinite plain whose real part is negative, and \(D\) can include the origin of complex plain only if \(q = 0\). We therefore conclude that \(\zeta(q)\) is always non-positive real valued and can be 0 only if \(q = 0\).

This theorem strongly restricts the behavior of linear MTM. For any given initial condition, the linear MTM only provides damping solutions regardless of material parameters. Consequently, an external heat, or maybe nonlinearity is needed to excite oscillatory and amplifying behavior in its dynamics.

In addition, we can show the following property of the MTM’s solution at \(q = 0\).

**Theorem 2.** When \(q = 0\), at least one eigenvalue of Eq.\(^{[71]}\) becomes 0, and at least one right eigenvector of such solutions has all its components equal.

**Proof.** We firstly prove the first half of the theorem. The matrix \(H\) given by

\[
H_{ii} = -\kappa_i q^2 - \sum_{j \neq i}^N G_{ij},
\]  

(78)

\[
H_{ij} = H_{ji} = G_{ij} \text{ for } (i \neq j),
\]  

(79)

becomes linear dependent when \(q = 0\), i.e., \(\det \mathbf{H} = 0\) at \(q = 0\). The matrix \(H' = \Lambda^{-1} \mathbf{H}\) then becomes linear dependent: \(\det H' = \det \Lambda^{-1} \det \mathbf{H} = 0\) at \(q = 0\) limit, as well. This implies a condition

\[
\det H'(q) = \prod_{i}^N \zeta_i(q) = 0 \text{ for } q = 0.
\]  

(80)

Here \(\zeta_i(q)\) \((i = 1, \cdots, N)\) is an eigenvalue of \(H'\). To satisfy Eq.\(^{[80]}\), at least one \(\zeta_i(q)\) must fulfill a condition

\[
\zeta_i(q) = 0 \text{ for } q = 0.
\]  

(81)

We secondly prove the latter half of the theorem. By substituting a right eigenvector with equal components:

\[
\mathbf{v}^R = (v, v, \cdots, v),
\]  

(82)

we can show the following:

\[
\sum_j (\Lambda^{-1} \mathbf{H})_{ij} v_j^R = 0 \text{ for } q = 0.
\]  

(83)
It should also be noted that Theorems 1 and 2 jointly assures that the temperatures of all the subsystems approach to a common, spatially uniform, finite value in the long time limit.

From a perspective of the total energy conservation, the stationary solution ζ(q = 0) = 0 plays a special role. The total energy $U_{\text{total}}(t)$ of the system at time $t$ is given by

$$U_{\text{total}}(t) = \int_V d^3r \sum_i^N C_i T_i(r, t)$$

where the sum runs over all the subsystems, and the integral is taken over the system volume $V$. Since the temperature distribution $T_i(r, t)$ can be decomposed into the contribution of each eigenmode, we can define the eigenmode resolved energy $U_{\zeta q}(t)$ by

$$U_{\zeta q}(t) = \int_V d^3r \sum_i^N C_i v_{q i} R$$

where $v_{q i} R$ denotes the $i$-th component of the right eigenvector of the MTM Eq. (71). The $U_{\text{total}}(t)$ is retrieved by summing up $U_{\zeta q}$ over the mode index $\zeta$ and wave vector $q$:

$$U_{\text{total}}(t) = \sum_{\zeta, q} U_{\zeta q}.$$  (86)

In the absence of the external heat source, the total energy of the system Eq. (84) must be conserved. The following theorem guarantees this requirement and, moreover, shows that all the eigenmodes but $\zeta(q = 0) = 0$ do not hold net energy.

**Theorem 3.** Given the boundary condition Eq. (3), the eigenmode-resolved energy Eq. (85) vanishes:

$$U_{\zeta q} = 0,$$  (87)

except for the spatially uniform, stationary mode $U_{\zeta = 0, q = 0}$ whose eigenvalue is $\zeta(q = 0) = 0$.

**Proof.** The case of $q \neq 0$ is trivial since its spatial dependence is sinusoidal, which becomes zero when integrated over the system volume. We next show the case of $\zeta(q = 0) = 0$. We can then write down the MTM Eq. (66) as

$$\Lambda \frac{\partial}{\partial t} v_{\zeta q} = \Lambda \zeta(q)v_{\zeta q} = H v_{\zeta q}.$$  (88)

By using the property of $H$ for $q = 0$:

$$\sum_i H_{i j} = \sum_j H_{i j} = 0,$$  (89)

we can derive the following:

$$\zeta(q) \sum_i \Lambda_{i i} v_{q i} R = \zeta(q) \sum_i C_i v_{q i} R = \zeta(q) U_{\zeta q}$$

However, since $\zeta(q = 0) \neq 0$, $U_{\zeta q}$ must be zero. The total energy Eq. (84), therefore, has a finite contribution only from the stationary mode $\zeta = 0, q = 0$.

We finally show a subsidiary theorem about the monotonically decreasing property of the eigenvalue $\zeta(q)$ with respect to the magnitude $q$ of wave number.

**Theorem 4.** When the boundary condition Eq. (2) is given, the eigenvalue $\zeta(q)$ of the linear MTM defined by Eq. (66) always satisfies

$$\frac{\partial}{\partial q} \zeta(q) \leq 0,$$  (91)

where $q = |q|$.

**Proof.** It is sufficient to prove it for the symmetric matrix $H = \Lambda^{-1/2} H \Lambda^{-1/2}$ as it possesses same eigenvalues with the MTM’s matrix $\Lambda^{-1} H$. In this case the right eigenvector coincides with left one. We can then immediately write down as follows:

$$\frac{\partial}{\partial q} \zeta(q) = \sum_{i j} \left( \frac{\partial}{\partial q} v_i H_{i j} v_j \right)$$

$$= \sum_{i j} \left( \left( \frac{\partial}{\partial q} v_i \right) H_{i j} v_j + v_i H_{i j} \left( \frac{\partial}{\partial q} v_j \right) + v_i \left( \frac{\partial}{\partial q} H_{i j} \right) v_j \right)$$

$$= 2 \zeta(q) \sum_i \left( \frac{\partial}{\partial q} v_i \right) v_i + \sum_i v_i^2 \left( \frac{\partial}{\partial q} H_{i i} \right)$$

$$= - \sum_i v_i^2 \left( \frac{\partial}{\partial q} \frac{\zeta(q)}{C_i q} \right) \leq 0.$$  (92)

In the third line of Eq. (92) we assumed the norm conservation of $v$:

$$\sum_i v_i^2 = 0.$$  (93)

This theorem physically states that the larger the the wave vector $q$ of the mode, the shorter the mode lifetime $\tau(q) = -1/\zeta(q)$, or equivalently, the faster the mode damps.

## V. CONCLUSIONS

We have presented the exact analytical solutions of the linear multiple temperature model under the insulated boundary condition. By extending the familiar Fourier series expansion of the heat equation, we have shown that the system dynamics is expressed as a linear combination of eigenmodes with different wave numbers and lifetimes (or decay constants).

The eigenmode picture has enabled us to unveil the hierarchical structure of the MTM that an $N + 1$-temperature model approximates an $N$-temperature model in certain limits. For example, in the small wave number $q$ and long time limits, the upper branch $\zeta_+(q)$
of the 2TM approximates the 1TM. If the weak coupling limit is additionally taken, the 3TM approximates the 2TM. We note that such approximations break in a small spacial scale. In the opposite, large wave number limit, on the other hand, the diffusion term dominates the dynamics and the electron-lattice coupling is negligible.

We have also found that a unique diffusion mode appears when the 3TM parameter set is asymmetric, e.g., two of the three subsystems have vanishing thermal diffusion constants $\kappa_i$. Such an approximation is commonly used to model the electron-spin-phonon system $^{20,21}$ or the electron-multiple phonon mode system $^{22,23}$. Then appear modes purely composed of the phonon-phonon or spin-phonon temperature, with the electron temperature completely suppressed, which have no analog in the 2TM. Similar modes are expected also in four or more temperature models.

We have demonstrated that the linear MTM possesses physically reasonable properties. Each eigenmode neither grows nor oscillates, but exponentially decays, except for a spatially uniform, stationary mode corresponding to the final state where all the subsystems has the same temperature. The larger the mode wave vector, the shorter its lifetime. Only the stationary mode has a net finite energy, assuring the conservation of the total energy.

The present linear MTM can be extended to better describe real materials by including external fields, non-linearity, and spatial non-uniformity etc. Even in such a model, the eigenmode picture will be a useful tool to interpret the system dynamics by introducing mode excitation, mode-mode interaction, and mode scattering processes, as is done in quantum mechanics and nonlinear optics.
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