Evidence for spin-triplet odd-parity superconductivity close to type-II van Hove singularities
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Searching for unconventional Cooper pairing states has been at the heart of superconductivity research since the discovery of BCS superconductors. In particular, spin-triplet odd-parity pairing states were recently revisited due to the possibility of tuning towards topological superconductors. In this context, it is interesting to note a recent proposal that such a spin-triplet pairing instability occurs when the band filling is near van Hove singularities (vHS) associated with momenta away from time-reversal invariant momenta named type-II vHS. However, this result was obtained within a weak coupling renormalization group with Fermi surface patch approximation. To explore superconducting instabilities beyond this weak coupling Fermi surface patch approximation, we perform systematic study on Hubbard model in a two-dimensional square lattice using three different methods: random phase approximation, large-scale dynamical mean field theory simulations with continuous time quantum Monte Carlo (CTQMC) impurity solver, and large-scale dynamical cluster simulations with CTQMC cluster solver. We find, in a wide doping range centered around the type-II van Hove filling, a two-fold degenerate, spin-triplet, odd-parity p-wave pairing state emerges when the Fermi surface is not sufficiently nested. Experimental relevance of our findings to the recently discovered superconductor LaO$_{1-x}$F$_x$BiS$_2$ is also discussed.

PACS numbers: 74.40.Kb, 71.10.Fd, 74.72.-h, 71.10.Hf

I. INTRODUCTION

Identifying superconducting pairing symmetries is at the first step to understand microscopic origins of superconductivity. While electron-phonon interaction likely leads to a conventional BCS superconductor with s-wave spin-singlet pairing symmetry, electronic interactions are well accepted to be responsible for unconventional pairing states including d-wave spin-singlet found for example in high Tc cuprates. Among the unconventional pairing states, a spin-triplet odd-parity state in electronic systems, an analog of the A-phase in $^3$He, is intriguing. In particular, a chiral spin-triplet with $p + i p$ odd-parity pairing suggested for superconductivity observed in Sr$_2$RuO$_4$ has been recently revisited because it can be tuned to a topological superconductor. This chiral superconductor also carries Majorana zero mode in vortex cores, and could be utilized for topological quantum computation. Thus, searching for materials featuring an intrinsic topological superconductor as a new state of matter has been of great interest and considerable efforts have been devoted along this direction.

In this context, a recent proposal by Yao and Yang is worthwhile to note. It was suggested that an odd-parity $p + i p$ superconductor may appear in two dimensional (2D) electron system when the band filling is close to a particular type of vHS dubbed type-II vHS. Here the type-II vHS means the van Hove (vH) saddle points are located at momenta away from the time-reversal invariant momenta (TRIM), i.e., $\mathbf{K} \neq -\mathbf{K}$ modulo reciprocal lattice vectors. Otherwise, the vHS belongs to type-I.

For systems at vHS and in the limit of weak repulsive interactions, singlet and triplet pairings generically compete on equal footing as both of their superconducting susceptibilities have square of logarithmical divergence. But there exist qualitative distinctions between type-I and type-II vHS. At type-II vH saddle points, singlet and triplet pairings are both allowed, in contrast with strong suppression of triplet pairing around type-I vHS by the Pauli exclusion principle, as the associated momenta are TRIM. RG analysis showed in the limit of weak repulsive interactions, triplet pairing is most favored when the Fermi surface is not sufficiently nested. For type-II vHS system that respects tetragonal symmetry (i.e. square lattice) or hexagonal symmetry (i.e. honeycomb lattice), topological superconductivity (either chiral $p + i p$ pairing or time-reversal invariant $Z_2$) could occur.

However, the RG analysis of superconductivity instability is only perturbative and reliable in the limit of weak interaction strength. Furthermore, because the Fermi surface (FS) was approximated as several patches around vHS momenta, the FS curvature effects were ignored. Whether spin-triplet $p + i p$ pairing will survive...
at intermediate or strong electronic interactions beyond FS patch approximation is an open and urgent question to answer. In this paper, we directly address this question in 2D type-II vHS system with numerical methods, such that the correlation effects can be captured more accurately. Specifically, we employ three different methods which treat electronic correlations at different level. Since the ferromagnetic fluctuation is essential for the spin-triplet pairing in $^3$He A-phase, one could speculate that systems with strong ferromagnetic instability could be a good candidate for spin-triplet superconductivity, where these two instabilities compete. Thus we study the competition among spin-singlet and spin-triplet pairing states in addition to ferromagnetic state (antiferromagnetic instability is also checked and found to be small). Results from these three methods converge to a coherent picture that the spin-triplet with $p+ip$ pairing superconductor is indeed stabilized by Hubbard interaction in 2D system with type-II vHS, due to the enhanced ferromagnetic fluctuations, from weak to strong couplings.

The methods we employed are random phase approximation (RPA), large-scale dynamical mean field theory (DMFT) incorporated with parquet simulations, and large-scale dynamical cluster approximation (DCA) simulation. In order to go beyond the local nature of DMFT in studying the pairing symmetries, we employed the recently developed DMFT and parquet (DMFT+Parquet) formalism in which we make use of the local vertex and correlation functions measured in DMFT/CTQMC simulations, and introduces the momentum-dependence into these two-particle quantities via two-particle self-consistent equations, i.e., Bethe-Salpeter and parquet equation.

In the large-scale DCA simulations, a 16-site momentum-space cluster is used. The cluster is solved exactly via CTQMC and coupled to the mean-field bath self-consistently via iterations. We have designed the tight-binding parameters such that the vH momenta are among the cluster momentum points. By measuring the two-particle vertex and correlation functions directly on the cluster, we capture the interaction effects close to vHS.

The paper is organized as follows. Sect. II outlines the model and previous results based on the RG analysis. Sect. III explains the three methods employed here and discusses their corresponding results. In the DMFT+Parquet part, we explain how the momentum dependence is introduced into two-particle vertex and correlation functions. In the DCA part, we demonstrate that 16-site cluster is capable of capturing the vH momenta. We end with discussion about relevances of the present study to experiments and suggestion for future direction in Sect. IV.

![FIG. 1. (color online) (a) Energy dispersion of the non-interacting system, with parameters $t_2 = -0.5t_1$, $t_3 = 0.1t_2$, $\mu = -2t_1$. Fermi surface is highlighted by the black contour line and its projection to BZ at the bottom. Blue circles represent the position of vH momenta at $K = (\pm \pi/2, 0)$ and $(0, \pm \pi/2)$. (b) Density of the states, DOS($\omega$), the VHS is located at the Fermi level and the corresponding band filling $n_V = 0.376$, as indicated by red dashed line. (c) The BZ patches of $N_c = 16$ cluster for DCA simulations. The self-energy in each patch is approximated by the self-energy at the cluster momentum point (solid pink dot). The vH momenta (blue circles) are captured by $N_c = 16$ cluster.](image-url)

**II. MODEL AND RG ANALYSIS**

We consider the Hubbard model on 2D square lattice, 

$$H = -\sum_{i,j,\sigma} t_{i,j} c_{i,\sigma}^\dagger c_{j,\sigma} - \sum_{i,\sigma} \mu c_{i,\sigma} c_{i,\sigma} + \sum_i U n_{i,\uparrow} n_{i,\downarrow}, \quad (1)$$

where $c_{i,\sigma}^\dagger (c_{i,\sigma})$ are electron creation (annihilation) operators with spin $\sigma = \uparrow, \downarrow$ at site $i$. $t_{i,j} = t_1, t_2, t_3$ are the hoppings between first, second, and third neighboring sites, respectively. $U$ is the onsite repulsive interaction. For the non-interacting system, when $|t_1 + 2t_2| > 4t_3$ and $\mu = 4(t_2 - t_3)$, the FS possesses type-I VHS saddle points at the boundary of Brillouin zone (BZ), $K = (0, \pi)$ and $(\pi, 0)$, these momenta are TRIM. Here, we focus on the type-II vHS in which $K \neq -K$ is satisfied. In the 2D Hubbard model we considered, the type-II vHS can be realized for $|t_1 + 2t_2| < 4t_3$ and $\mu = (t_1 + 2t_2)^2/(4t_3) - 2t_1$. For the parameter set $t_2 = -0.5t_1$, $t_3 = 0.1t_1$, chemical potential $\mu = -2t_1$ and the four type-II vHS saddle points are located at $K = (\pi/2, 0)$ and $(0, \pi/2)$, as shown by the blue circles in the Fig. 1(a).

For a generic FS without perfect nesting and in the limit of weak interactions, Cooper pairing is always the leading instability of the FS since pairing susceptibility of non-interacting fermions is more logarithmically divergent than any other particle-hole channel in low energy or low temperature. To determine which pairing channel is most favored by weak repulsive interactions, perturbative RG analysis was often employed. For 2D systems at vHS, the DOS is logarithmically divergent.
gent, which is mainly due to the electrons around vH saddle points. In the limit of weak interactions, fermions around the FS dominate the low energy physics. Consequently, it is reasonable to neglect electrons far away from vH saddle points and only focus on electrons in patches around vH momenta [23–29]. Within the patch approximation, there are six independent interactions labeled by $g_i$, $i = 1, \ldots, 6$. RG flow of these interactions was analyzed in Ref. [29] and it was found that triplet $p$-wave pairing is more favored than pairings in all singlet channels when the FS is not close to perfect nesting. Heuristically, the favoring of triplet pairing in the limit of weak interactions is due to the dominance of ferromagnetic fluctuations of non-interacting fermions when the FS is not close to perfect nesting. Because the system in question respects the tetragonal symmetry, two $p$-wave pairings are degenerate and consequently topological $p + ip$ pairing is expected based on general arguments in analyzing the Ginzburg-Landau free energy [30,31].

Given the RG analysis is only valid at weak coupling limit, we employ more advanced techniques in a systematic manner, with the level of exactness progressively increasing, to study correlation effects on the superconductivity instabilities from weak to strong interactions. Below we present the three different numerical techniques and their corresponding results.

III. NUMERICAL METHODS AND RESULTS

A. Random Phase Approximation

We first perform a RPA based study [32,33]. In this approach, the particle-hole charge or magnetic susceptibilities are calculated in the RPA level first, with the vertex functions replaced by the bare interaction $U$. Then, through exchanging the charge or magnetic fluctuations (whose propagators are represented by corresponding susceptibilities), the electrons near the FS acquire effective attractions. Finally, by solving the linearized gap equation near $T_c$, one obtains the leading pairing symmetries and their corresponding $T_c$.

The bare susceptibility in the particle-hole channel $\chi^{{ph}}_0(\mathbf{q}, \tau)$ (for $U = 0$) of the model is given by,

$$
\chi^{{ph}}_0(\mathbf{q}, \tau) = \frac{1}{N} \sum_{\mathbf{k}_1, \mathbf{k}_2} \langle T_\tau c^\dagger_{\mathbf{k}_1} c_{\mathbf{k}_1 + \mathbf{q}} c_{\mathbf{k}_2}, \mathbf{q} \rangle \big|_{\mathbf{q} = 0}.
$$

Its zero-frequency component is evaluated as,

$$
\chi^{{ph}}_0(\mathbf{q}, 0) \equiv \chi^{{ph}}_0(\mathbf{q}) = \frac{1}{N} \sum_{\mathbf{k}} \frac{n_F(\varepsilon_{\mathbf{k}}) - n_F(\varepsilon_{\mathbf{k} + \mathbf{q}})}{\varepsilon_{\mathbf{k} + \mathbf{q}} - \varepsilon_{\mathbf{k}}}.
$$

The distribution of $\chi^{{ph}}_0(\mathbf{q})$ in the BZ for the band filling close to the vH filling denoted by $n_V$ is shown in Fig. 2 (a) and for the filling $n = 0.5$ in Fig. 2 (b) for comparison.

Using the above tight binding parameters, $n_V = 0.376$. Fig. 2 (a) shows that at the vH filling, the susceptibility peaks at the $\Gamma$-point, which suggests dominant ferromagnetic spin or charge fluctuations in the system. When the filling gradually increases, the momenta with maximum susceptibility deviate from the $\Gamma$-point slowly. As shown in Fig. 2 (b), the bare susceptibility for the filling $n = 0.5$ peaks at small momenta around the $\Gamma$-point, again suggesting dominant ferromagnetic-like fluctuations.

When the Hubbard interaction is switched on, the particle-hole charge and magnetic susceptibilities are given (in the RPA level) by,

$$
\chi^{{ch/m}}_{{ph}}(\mathbf{q}) = \left[ 1 \pm U \chi^{{ph}}_0(\mathbf{q}) \right]^{-1} \chi^{{ph}}_0(\mathbf{q}),
$$

where the $\pm$ represents for charge (magnetic) channels. It's clear that the repulsive Hubbard-interaction suppresses $\chi^{{ch}}$ while it enhances $\chi^{{m}}$. Thus the magnetic fluctuations dominate in the system.

Through exchanging ferromagnetic fluctuations between each other, the electrons near the FS acquire an effective attraction, which leads to cooper pairing in the system. Such processes are illustrated by the Feynman diagrams shown in Fig. 2 (a) and (b), from which one obtains the following effective interaction

$$
V_{{eff}} = \frac{1}{N} \sum_{\mathbf{k}, \mathbf{k}'} V(\mathbf{k}, \mathbf{k}') c^\dagger_{\mathbf{k}} c^\dagger_{-\mathbf{k}} (\mathbf{k}', -\mathbf{k}') c_{\mathbf{k}'} c_{-\mathbf{k}}.
$$

Here the effective vertex $V(\mathbf{k}, \mathbf{k}')$ takes the form of

$$
V_{{pp}}(\mathbf{k}, \mathbf{k}') = 2U + \frac{U^2}{2} \left[ \chi_{{ph}}(\mathbf{k} - \mathbf{k}') - 3\chi^m_{{ph}}(\mathbf{k} - \mathbf{k}') \right] + \frac{U^2}{2} \left[ \chi_{{ph}}^c(\mathbf{k} + \mathbf{k}') - \chi^m_{{ph}}(\mathbf{k} + \mathbf{k}') \right],
$$

for particle-particle singlet pairing, while in the particle-particle triplet channel, it is given by

$$
V_{{pt}}(\mathbf{k}, \mathbf{k}') = \frac{U^2}{2} \left[ \chi_{{ph}}^c(\mathbf{k} - \mathbf{k}') + \chi^m_{{ph}}(\mathbf{k} - \mathbf{k}') \right] - \frac{U^2}{2} \left[ \chi_{{ph}}^c(\mathbf{k} + \mathbf{k}') + \chi^m_{{ph}}(\mathbf{k} + \mathbf{k}') \right].
$$
Solving the following linearized gap equation

$$\frac{1}{(2\pi)^2} \oint_{FS} dk' || \frac{V(k,k')}{v_F(k')} \Delta(k') = \lambda \Delta(k),$$

one can obtain the leading pairing symmetry in the system. Here $v_F(k')$ is the Fermi velocity and $k'_||$ represents the component along the FS. The leading pairing symmetry of the system is thus determined by the leading eigenvalue (LEV) $\lambda$ of Eq. 8. The superconducting critical temperature $T_c$ is determined via $T_c \approx t_1 e^{-1/\lambda}$, where $\lambda$ is the leading eigenvalue, and the corresponding normalized eigenvector $\Delta(k)$ represents the relative gap function on the FS.

The doping-dependence of the leading eigenvalue $\lambda$ for all the four possible pairing symmetries in the square lattice, i.e. the s-wave, the $d_{xy}$, the $d_{x^2-y^2}$, and the degenerate $p$-wave (i.e. $p_x$ and $p_y$), is shown in Fig. 4. Here, we have adopted a relatively weak interaction parameter $U = 0.5t_1$ and a low but finite temperature $T = 10^{-4}t_1$ to avoid the divergence of the magnetic susceptibility near the vHS. From Fig. 4, in the whole doping regime $n \in (0.25, 0.55)$ near the vH filling $n_V = 0.376$, the leading pairing symmetry of the system is always the degenerate $p$-wave, which possesses the highest $T_c$ near $n_V$. As for the sub-leading pairing symmetry, it will shift from the s-wave below the vH filling $n_V$ to the $d_{x^2-y^2}$-wave above $n_V$. One of the leading pairing gap function, which is of $p_x$ symmetry, is shown in Fig. 5(a) for filling $n_V = 0.376$ and in Fig. 5(b) for filling $n = 0.5$. The other one of $p_y$ symmetry can be obtained from the shown one by a $90^\circ$ rotation. The two $p$-wave pairing states have the same $T_c$. When the temperature is lowered below $T_c$, energy minimization for the effective Hamiltonian including Eq. 5 as the interaction part leads to a $p + ip$ pairing.

B. DMFT+Parquet

By construction, RPA works better for weak interactions. For intermediate and strong interactions, better treatments of correlations are desired since the two-particle vertex functions in particle-particle (pp) and particle-hole (ph) channels acquire non-trivial momentum and frequency dependence, whereas in RPA they are approximated by bare Hubbard $U$. In this section, we employ the recently developed DMFT+Parquet formalism$^{20}$ to explore the superconductivity instabilities of the system with stronger interactions. In this approach, the frequency dependence of the vertex/correlation functions are captured exactly on the impurity site, and the momentum dependence is introduced by two-particle diagrammatical techniques.

The interaction Hamiltonian Eq. 4 is solved by DMFT with hybridization expansion CTQMC impurity solver$^{53}$ This scheme maps the original correlated lat-
FIG. 6. (color online) (a) Bethe-Salpeter equations in the particle-hole charge/magnetic channels. \( \chi_{ph}^{c/m}(P, P', Q) \) are the two-particle correlation functions and \( \Gamma_{ph}^{c/m}(P, P', Q) \) are the irreducible vertex functions, \( \chi_0^{ph}(P, Q) \) is the barelyducible. (b) Parquet equation of the irreducible particle-particle singlet vertex function, \( \Gamma_{pp}^{c/m}(P, P', Q) \). It is decomposed into fully irreducible vertex A\( \chi_{pp}^{c/m} \) and cross channel contributions from particle-hole charge/magnetic vertex ladders \( \Phi_{ph}^{c/m} \). The vertex ladders are products between irreducible vertex functions, \( \Gamma \), and two-particle correlation function, \( \chi \), in the same channel, with the internal momentum-frequency indices integrated out, but the momentum-frequency transfer \( Q \) and \( \tilde{Q} \) determined by the indices of the irreducible vertex functions in the LHS of the equation.

To overcome this limitation, we make use of two-particle diagrammatic relations (Bethe-Salpeter and parquet equations) to introduce momentum-dependence into two-particle quantities. Parquet equations classify the two-particle diagrams and relate the irreducible vertex function in one interaction channel with the irreducible vertex functions in other channels. In our case there are four channels: the particle-hole charge (ph-c), particle-hole magnetic (ph-m), particle-particle singlet (pp-s) and particle-particle triplet (pp-t) channels. The self-consistent two-particle calculation scheme has been explained in detail in Ref. [40] and its supplementary materials, here we outline the main procedure.

We need to obtain the momentum-dependence of irreducible vertex functions in pp-t/t channels, \( \Gamma_{pp}^{c/m}(P, P', Q) \), with \( P \equiv (k, \omega) \), \( P' \equiv (k', \omega') \), \( Q \equiv (q, \nu) \). The DMFT/CTQMC simulations give the lattice single-particle Green’s function \( G(P) \) and the local, ph-c/m two-particle correlation functions \( \chi_{ph}^{c/m}(\omega, \omega', \nu) \). The ph bubble term \( \chi_0^{ph}(P, Q) \) (bare susceptibility in Sec. IIIA) can be constructed from the single-particle Green’s function \( \chi_{ph}^{c/m}(P, Q) = -N^3G(P)G(P + Q)/N \) the lattice size.

We first use the Bethe-Salpeter equation (Fig. 6) (a) on the impurity, \( \chi_0^{c/m}(\omega, \omega', \nu) = \chi_0^{ph}(\omega, \omega') + \chi_0^{ph}(\omega, \omega') \sum_{\omega''} \Gamma_{ph}^{c/m}(\omega, \omega', \nu) \chi_0^{ph}(\omega'', \omega', \nu) \), to extract the local irreducible vertex functions, \( \Gamma_{ph}^{c/m}(\omega, \omega', \nu) \). Next, we use the bubble term \( \chi_0^{ph}(P, Q) \) to introduce the momentum transfer \( q \) back to the two-particle correlation function, via Bethe-Salpeter equation, \( \chi_{ph}^{c/m}(\omega, \omega', Q = (q, \nu)) \equiv \frac{1}{N^3} \sum_Q \chi_0^{ph}(P, Q) [1 - \Gamma_{ph}^{c/m}(\omega', \omega', \nu)]^{-1} \).

Then we make use of the parquet equations, for the pp-s channel, it is

\[
\Gamma_{pp}(P, P', Q) = \Lambda_{pp}^{s}(P, P', Q) + \frac{1}{2} \Phi_{ph}^{c/m}(-P', -P + Q, P + P') - \frac{3}{2} \Phi_{ph}^{c/m}(-P', P, P + Q, P') + \frac{1}{2} \Phi_{ph}^{c/m}(-P', -P, P + P') + \frac{3}{2} \Phi_{ph}^{c/m}(-P', -P, -P + P') + \frac{1}{2} \Phi_{ph}^{c/m}(P, P' + Q, P + P').
\]
FIG. 7. (color online) LEVs close to the type-II vHS with \( t_2 = -0.5t_1, t_3 = 0.1t_1, n = 0.4 \) and \( U = 2t_1 \). As temperature goes down, triplet pairing wins over the singlet pairing, ferromagnetic instability and becomes the leading instability of the system. The corresponding leading eigenvectors are two-fold degenerate, one has \( p'_x = -p_x - p_y \) symmetry (left inset) and the other has \( p'_y = -p_x + p_y \) symmetry (right inset). The regions with larger amplitude of \( \phi(P) \) are close to the vH momenta \( K = (\pm \pi/2, 0) \) and \( (0, \pm \pi/2) \).

FIG. 8. (color online) LEVs close to the type-II vHS with \( t_2 = -0.5t_1, t_3 = 0.1t_1, n = 0.4 \) and \( U = 4t_1 \). As temperature goes down, the ferromagnetic instability becomes the sub-leading below the leading two-fold degenerate, triplet pairing.

\[ P + P' + Q, \text{ and from Eq.}\;8\text{ the momentum dependence in } \Gamma^{s/p}(P, P', Q) \text{ is recovered. Similar procedure is employed to get } \Gamma^{t/m}_{pp}(P, P', Q) \text{ and } \Gamma^{t/m}_{ph}(P, P', Q). \text{ One can then iterate } \Gamma^{s/t}_{pp}(P, P', Q) \text{ and } \Gamma^{s/t}_{ph}(P, P', Q) \text{ back to Bethe-Salpeter and parquet equations to successively generate the higher order two-particle irreducible vertex and correlation functions.} \]

It is interesting to notice the inherent relation between the RPA calculation in previous section and the DMFT+Parquet technique applied here. Eq. 8 will reduce to Eq. 6 if one replaces the irreducible vertex functions \( \Gamma^{s/t}_{ph}(P, P', Q) \) in Eq. 6 with the bare interaction \( U \). This means the RPA results provide the lowest order results of the interaction effect, and once the interaction effect becomes more and more important, i.e., the vertex functions start to have complicated structure in momentum and frequency, more advanced techniques becomes necessary to provide both qualitatively and quantitatively correct physics.

With irreducible vertex functions \( \Gamma^{s/t}_{pp}(P, P', Q) \) obtained, pairing instabilities of the system can be accessed, one can solve the eigen-equations of the pairing matrix, constructed by the irreducible vertex function and the bare bubble term, in pp-s/t channels,

\[
\sum_{P'} \Gamma^{s/t}_{pp}(P, P', Q) \chi_0^{pp}(P', Q) \phi(P') = \lambda \phi(P), \quad (10)
\]

and analyze the LEV \( \lambda \) and the leading eigenvector \( \phi(P) \) (note this is the advanced version of Eq. 8). As temperature goes towards the transition temperature \( T_c \), \( \lambda \to 1 \), and the corresponding \( \phi(P) \) reveals the momentum-dependence of the gap function. Similar analysis can be performed in the ph-c/m channels.

Fig. 7 shows the LEVs obtained from DMFT+Parquet calculations, with parameter set: \( t_2 = -0.5t_1, t_3 = 0.1t_1, U = 2t_1 \) and band filling \( n = 0.4 \) close to \( n_V \). As temperature goes down, a triplet pairing becomes favored. Such triplet pairing has two-fold degenerate LEVs, and the corresponding leading eigenvectors have \( p'_x = -p_x - p_y \) and \( p'_y = -p_x + p_y \) symmetries, as shown in the insets of Fig. 7. This implies that the triplet superconducting order parameter is doubly degenerate with components \( p'_x \) and \( p'_y \). In principle any linear combination of both \( p \)-wave components is possible below \( T_c \). However, a \( p + ip \) triplet pairing state is favored due to its largest condensation energy. Furthermore, since the system is spin-full, either chiral or time-reversal invariant \( Z_2 \) pairing could occur. Therefore, our findings support a possible odd-parity, topological superconducting phase in the vicinity of the type-II vHS, induced by repulsive interaction.

Interestingly, when the interaction strength increase, we find the two-fold degenerate \( p \)-wave pairing is still the leading instability. Fig. 8 show the same LEVs analysis from DMFT+Parquet but with a slightly larger \( U = 4t_1 \). The two-fold degenerate triplet pairing is still the leading instability of the system, and the ferromagnetic instability wins over the singlet pairing to become sub-leading. In principle, since there is no obvious nesting in the FS for the parameter set we chose, triplet pairing and ferromagnetic instabilities will compete to be the leading one as the interaction strength further increases.
FIG. 9. (color online) LEVs close to the type-II vHS with $U = 2t_1$, $t_2 = -0.5t_1$, $t_3 = 0.1t_1$ and filling $n = 0.4$. Results are obtained from 16-site DCA simulations. As temperature goes down, triplet pairing wins over the singlet pairing and ferromagnetic instabilities to become the leading instability. The corresponding leading eigenvectors are two-fold degenerate, one has $p'_y = p_x + p_y$ symmetry (upper inset) and the other has $p'_y = -p_x + p_y$ symmetry (lower inset).

C. Dynamical cluster approximation

Besides RPA and DMFT+Parquet, we also apply the DCA simulations with interaction-expansion CTQMC\textsuperscript{[15]} as cluster solver, to study the superconductivity instabilities. The DCA is a cluster DMFT method where one maps the lattice of the original system onto a periodic cluster of size $N_c = L^D_c$ ($D$ is the dimensionality) embedded in a self-consistently determined bath. Like the DMFT, the dynamical (frequency) correlations of the system are captured exactly, and the spatial short-ranged correlations (up to $L_c$) are treated explicitly while the long-ranged correlations are taken into account at mean-field level, the single and two-particle quantities computed from DCA have the momentum resolution up to $1/L_c$. DCA can be viewed as a step further of the DMFT+Parquet, once the convergence between cluster and bath is achieved, one can directly compute the two-particle vertex/correlation functions on the cluster, these two-particle quantities acquire exact frequency- and momentum-dependence (up to cluster size).

Although the DCA vertex/correlation functions are more accurate, one needs to be aware that the minus-sign problem is much severe in the cluster DCA simulation than that in the single-site DMFT simulation, especially for the high doping situation close to the vH filling $n_V$ and at strong interaction strength. The accessible temperature and interaction range for DCA simulation is much more restricted than those in the DMFT+Parquet, hence one needs to analyze the results from these two methods in a complementary manner.

Here the cluster size is $N_c = 16$. As shown in the Fig. 1 (c), the $N_c = 16$ cluster is able to capture the vH momenta $K = (\pm \pi/2, 0)$ and $K = (0, \pm \pi/2)$. Hence the irreducible vertex function $\Gamma_{pp}^{s/}(P, P', Q)$ is able to represent the pairing instabilities related to the type-II vHS. To avoid the serious minus sign problem in the large doping region of the Hubbard model, we study the doping $n = 0.4$, slightly away from $n_V$. The interaction strength is set as $U = 2t_1$ for comparison purpose. We obtain results with temperatures as low as $T = 0.07t_1$.

We measure the two-particle correlation function in pp pairing channels, $\chi_{pp}^{s/}(P, P', Q)$, where $P = (K, \omega)$ and $Q = (Q, \nu)$ with $K$ and $Q$ the momentum point on the cluster. We also use the Bethe-Salpeter equation to extract the irreducible vertex function, $\Gamma_{pp}^{s/}(P, P', Q)$, and then construct the pairing matrix $\Gamma_{pp}^{s/}(P, P', Q)\chi_{pp}^{s/}(P, Q)$, where the particle-particle bare bubble $\chi_{pp}^{s/}(P, Q) = G(-P)G(P+Q)$ with $G(P)$ the fully dressed single-particle Green’s function, coarse-grained from lattice to cluster. We then perform the same analysis following Eq. 10 to obtain the leading eigenvalues and eigenvectors of the pairing matrix.

The results are shown in Fig. 9. One can see that although the momentum-resolution is low ($K, K'$ only have 16 points), as temperature goes down, the triplet pairing LEVs (also two-fold degenerate) dominate over the singlet pairing LEVs, and there is a clear trend that the triplet LEVs will diverge as temperature becomes even lower. The leading eigenvectors of the two triplet pairing LEVs, again, have the $p'_y = p_x + p_y$ and $p'_y = -p_x + p_y$ symmetries, as shown in the insets. At high temperature, the ferromagnetic LEV is larger, but it is clear from the temperature dependence that the triplet LEVs have a diverging trend at low temperatures, whereas the ferromagnetic LEV only increases slowly. In fact at the lowest temperature we can access, $T = 0.07t_1$, the triplet LEVs have already surpassed the ferromagnetic LEV.

IV. CONCLUDING REMARKS

Combining three different methods, RPA, large-scale DMFT+Parquet simulations, and large-scale DCA simulations, we have investigated the superconductivity instabilities and pairing symmetries in Hubbard model on square lattice whose band structure featuring type-II vHS. Close to the type-II vHS, we find the system process a doubly degenerate, odd-parity, $p$-wave triplet pairing state, triggered by the enhanced ferromagnetic fluctuations. From weak to relatively strong $U$, our findings provide evidence for a odd-parity, topological (either chiral or time-reversal invariant) $p + ip$ triplet superconducting phase in this model.

Our study is potentially relevant to quasi-2D superconducting materials whose band structure featuring type-II vHS. Such materials include the recently discovered superconductor LaO$_{1-x}$F$_x$Bi$_2$\textsuperscript{[50,68]} It has layered structure, and the $p_x$ and $p_y$ orbitals of Bi (constitute most
of the FS) form a 2D square lattice. This material can be tuned to type-II vHS by varying doping \cite{23} and features a superconducting dome\cite{60} with optical $T_c$ around the vH filling, even though the pairing symmetry remains largely unknown. Also, in the hexagonal systems, band-structure calculation\cite{24} shows in the doped BC$_3$ – a graphenelike one-atom thick material – the type-II vHS can occur at approximately 1/8 electrons per site. In the presence of repulsive interaction, a time-reversal-invariant $p+ip$ topological pairing emerges as the leading instability.

As a future direction beyond the current one-band scheme, in multi-orbital systems, it is possible to have both type-I and type-II vHS, and it is then interesting to study orbital-selective superconducting instabilities, especially in the presence of spin-orbit coupling.

**ACKNOWLEDGMENTS**

We would like to acknowledge Y. L. Wang, H. Li, X. Dai, G. Chen and K. Sun for helpful discussions. This work is supported in part by the NSERC, CIFAR, and Centre for Quantum Materials at the University of Toronto (ZYM and HYK), the National Thousand-Young-Talents Program of China (ZYM and HY), and the NSFC under Grant No.11274011, 11334012 and the NCET program under Grant No. NCET-12-0038 (FY). Computations were performed on the GPC supercomputer at the SciNet HPC Consortium.

\begin{thebibliography}{99}
\bibitem{1} Z.-X. Shen, D. S. Dessau, B. O. Wells, D. M. King, W. E. Spicer, A. J. Arko, D. Marshall, L. W. Lombardo, A. Kapitulnik, P. Dickinson, S. Doniach, J. DiCarlo, T. Loeser, and C. H. Park, Phys. Rev. Lett. 70, 1553 (1993)
\bibitem{2} C. C. Tsuei, J. R. Kirtley, C. C. Chi, L. S. Yu-Jahnes, A. Gupta, T. Shaw, J. Z. Sun, and M. B. Ketchen, Phys. Rev. Lett. 73, 593 (1994)
\bibitem{3} D. Vollhardt and P. Woelfle, The Superfluid Phases Of Helium 3 (Taylor & Francis, 1990).
\bibitem{4} T. Rice and M. Sigrist, J. Phys.: Condens. Matter 7, L643 (1995).
\bibitem{5} M. Sigrist, D. Agterberg, A. Furusaki, C. Honerkamp, K. Ng, T. Rice, and M. Zhitomirsky, Physica C: Superconductivity 317-318, 134 (1999).
\bibitem{6} D. F. Agterberg, T. M. Rice, and M. Sigrist, Phys. Rev. Lett. 78, 3374 (1997).
\bibitem{7} Y. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fujita, J. G. Bednorz, and F. Lichtenberg, Nature 372, 532 (1994).
\bibitem{8} S. Raghu, A. Kapitulnik, and S. A. Kivelson, Phys. Rev. Lett. 105, 136401 (2010).
\bibitem{9} C. Kallin, Rep. Prog. Phys. 75, 042501 (2012).
\bibitem{10} A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Ludwig, Phys. Rev. B 78, 195125 (2008).
\bibitem{11} A. Kitaev, AIP Conference Proceedings 1134, 22 (2009).
\bibitem{12} R. Roy, arXiv:0803.2868 (2008).
\bibitem{13} X.-L. Qi, T. L. Hughes, S. Raghu, and S.-C. Zhang, Phys. Rev. Lett. 102, 187001 (2009).
\bibitem{14} G. Volovik, Journal of Experimental and Theoretical Physics Letters 70, 609 (1999).
\bibitem{15} D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
\bibitem{16} A. Kitaev, Annals of Physics 303, 2 (2003).
\bibitem{17} C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
\bibitem{18} L. Fu and E. Berg, Phys. Rev. Lett. 105, 097001 (2010).
\bibitem{19} X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 81, 134508 (2010).
\bibitem{20} S. Raghu, S. A. Kivelson, and D. J. Scalapino, Phys. Rev. B 81, 224505 (2010).
\bibitem{21} S. Raghu and S. A. Kivelson, Phys. Rev. B 83, 094518 (2011).
\bibitem{22} Y.-Y. Xiang, W.-S. Wang, Q.-H. Wang, and D.-H. Lee, Phys. Rev. B 86, 024523 (2012).
\bibitem{23} H. Yao and F. Yang, arXiv:1312.0077 (2013).
\bibitem{24} X. Chen, Y. Yao, H. Yao, F. Yang, and J. Ni, arXiv:1404.3346 (2014).
\bibitem{25} I. Dzyaloshinskii, JETP Lett. 46 (1987).
\bibitem{26} H. Schulz, EPL (Europhysics Letters) 4, 609 (1987).
\bibitem{27} P. Lederer, G. Montambaux, and D. Poilblanc, J. Phys. 48, 1613 (1987).
\bibitem{28} N. Furukawa, T. Rice, and M. Safarhofer, Phys. Rev. Lett. 81, 3195 (1998).
\bibitem{29} R. Landkshore, L. Levitov, and A. Chubukov, Nature Physics 8, 158 (2012).
\bibitem{30} M. L. Kiesel, C. Platt, W. Hanke, D. A. Abanin, and R. Thomale, Phys. Rev. B 86, 020507 (2012).
\bibitem{31} W.-S. Wang, Y.-Y. Xiang, Q.-H. Wang, F. Wang, F. Yang, and D.-H. Lee, Phys. Rev. B 85, 035144 (2012).
\bibitem{32} P. W. Anderson and W. F. Brinkman, Phys. Rev. Lett. 30, 1108 (1973).
\bibitem{33} E. N. Bickers, D. J. Scalapino, and S. R. White, Phys. Rev. Lett. 62, 3611 (1999).
\bibitem{34} T. Takimoto, T. Hotta, and K. Ueda, Phys. Rev. B 69, 104504 (2004).
\bibitem{35} K. Yada and H. Kontani, J. Phys. Soc. Jpn. 74, 2161 (2005).
\bibitem{36} K. Kubo, Phys. Rev. B 75, 224509 (2007).
\bibitem{37} K. Kuroki, S. Onari, T. A. Maier, T. Pruschke, and M. H. Hettler, Rev. Mod. Phys. 84, 1553 (2012).
\bibitem{38} S. Graser, T. A. Maier, P. J. Hirschfeld, and D. J. Scalapino, New Journal of Physics 11, 025016 (2009).
\bibitem{39} F. Liu, C.-C. Liu, K. Wu, F. Yang, and Y. Yao, Phys. Rev. Lett. 111, 066804 (2013).
\bibitem{40} Z. Y. Meng, Y. B. Kim, and H.-Y. Kee, arXiv:1404.2290 (2014).
\bibitem{41} T. Maier, M. Jarrell, T. Pruschke, and M. H. Hettler, Rev. Mod. Phys. 77, 1027 (2005).
\bibitem{42} K.-S. Chen, Z. Y. Meng, T. Pruschke, J. Moreno, and M. Jarrell, Phys. Rev. B 86, 165136 (2012).
\bibitem{43} K.-S. Chen, Z. Y. Meng, S.-X. Yang, T. Pruschke, J. Moreno, and M. Jarrell, Phys. Rev. B 88, 245110 (2013).
\bibitem{44} C. d. Dominicis and P. C. Martin, J. Math. Phys. 5, 14.
(1964); 5, 31 (1964).

45. A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein, Phys. Rev. B **72**, 035122 (2005).

46. M. H. Hettler, A. N. Tahvildar-Zadeh, M. Jarrell, T. Pruschke, and H. R. Krishnamurthy, Phys. Rev. B **58**, R7475 (1998).

47. M. H. Hettler, M. Mukherjee, M. Jarrell, and H. R. Krishnamurthy, Phys. Rev. B **61**, 12739 (2000).

48. J. Schrieffer, *Theory of Superconductivity*, Advanced Book Program Series (Advanced Book Program, Perseus Books, 1999).

49. M. Sigrist and K. Ueda, Rev. Mod. Phys. **63**, 239 (1991).

50. M. Cheng, K. Sun, V. Galitski, and S. Das Sarma, Phys. Rev. B **81**, 024504 (2010).

51. P. Werner and A. J. Millis, Phys. Rev. B **74**, 155107 (2006).

52. K. Haule, Phys. Rev. B **75**, 155113 (2007).

53. L. Huang and X. Dai, arXiv:1205.1708 (2012).

54. N. E. Bickers and S. R. White, Phys. Rev. B **43**, 8044 (1991).

55. S. X. Yang, H. Fotso, J. Liu, T. A. Maier, K. Tomko, E. F. D’Azevedo, R. T. Scalettar, T. Pruschke, and M. Jarrell, Phys. Rev. E **80**, 046706 (2009).

56. G. Rohringer, A. Valli, and A. Toschi, Phys. Rev. B **86**, 125114 (2012).

57. K.-M. Tam, H. Fotso, S.-X. Yang, T.-W. Lee, J. Moreno, J. Ramanujam, and M. Jarrell, Phys. Rev. E **87**, 013311 (2013).

58. K. S. Chen, Z. Y. Meng, U. Yu, S. Yang, M. Jarrell, and J. Moreno, Phys. Rev. B **88**, 041103 (2013).

59. Y. Mizuguchi, H. Fujihisa, Y. Gotoh, K. Suzuki, H. Usui, K. Kuroki, S. Demura, Y. Takano, H. Izawa, and O. Miura, Phys. Rev. B **86**, 220510 (2012).

60. K. Deguchi, Y. Mizuguchi, S. Demura, H. Hara, T. Watanabe, S. Denholme, M. Fujioka, H. Okazaki, T. Ozaki, H. Takeya, et al., EPL (Europhysics Letters) **101**, 17004 (2013).

61. H. Usui, K. Suzuki, and K. Kuroki, Phys. Rev. B **86**, 220501 (2012).