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Abstract. Recent experiments have shown that the high-temperature incommensurate (I) charge density wave (CDW) phase of 1T-TaS$_2$ can be photoinduced from the lower-temperature, nearly commensurate CDW state. In a first step, several independent regions exhibiting I-CDW phase modulations nucleate and grow. After coalescence, these regions form a multidomain I-CDW phase that undergoes coarsening dynamics, i.e. a progressive increase of the domain size or I-CDW correlation length. Using time-resolved X-ray diffraction, we show that the wave vector of the photoinduced I-CDW phase is shorter than in the I-CDW phase at equilibrium, and progressively increases towards its equilibrium value as the correlation length increases. We interpret this behaviour as a consequence of a self-doping of the photoinduced I-CDW, following the presence of trapped electrons in the vicinity of CDW dislocation sites. Putting together results of the present and past experiments, we develop a scenario in which the I-CDW dislocations are created during the coalescence of the I-CDW phase regions.

Résumé. Plusieurs expériences récentes ont montré que les impulsions laser dans les domaines optique ou proche infrarouge permettent de déclencher des transitions entre états à onde de densité de charge (ODC) dans 1T-TaS$_2$. Nous nous intéressons ici à la transition entre l’état à ODC presque commensurable (NC)
et l’état à ODC incommensurable (I), habituellement observé au-dessus de 350 K. Lors de cette transition, plusieurs régions présentant les modulations de l’état I se forment et se développent. Lorsque la coalescence a lieu, ces régions se muent en domaines de la phase I photoinduite de 1T-TaS₂, caractérisés chacun par un phasage particulier de l’ODC I. La phase I ainsi fragmentée en domaines subit alors une dynamique de mûrissement, c’est-à-dire une augmentation progressive de la taille de domaine ou encore de la longueur de corrélation de l’ODC I. En utilisant la diffraction des rayons X résolue en temps, nous montrons que le vecteur d’onde de l’ODC I photoinduite est plus court que dans l’ODC I observée à l’équilibre thermodynamique. Celui-ci s’allonge progressivement vers sa valeur d’équilibre, en même temps que la longueur de corrélation de l’ODC I augmente. Nous attribuons ce comportement à un autodopage de l’ODC I photoinduite, dû à la présence d’électrons piégés au voisinage de dislocations de l’ODC I. En réalisant une synthèse des résultats des différentes expériences menées jusqu’à présent, nous développons un scénario dans lequel les dislocations de l’ODC I sont créées au moment de la coalescence.
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### 1. Introduction

The physics of correlated materials involves couplings between charge, orbital, spin and lattice degrees of freedom, which give rise to a wealth of physical properties as well as complex phase diagrams [1, 2]. Correlated systems display equally fascinating out-of-equilibrium physics, in the form of ultra-fast symmetry changes known as photoinduced phase transitions [3–5], and occurrence of new emergent metastable or transient states with unexpected functionalities [6–11]. Charge density wave (CDW) phases are gapped phases that emerge at low temperatures, mostly in low-dimensional metals. They are characterized by a periodic modulation of both atomic positions and electron density [12]. A significant number of photoinduced phase transitions have been achieved in CDW compounds, most often corresponding to a suppression of the CDW order, i.e. a transition between a CDW state and a metallic state free of any structural modulation [13–27]. In layered CDW compounds such as rare-earth tritellurides and transition-metal dichalcogenides, photoinduced developments of CDW orders were also reported [28–37]. These photoinduced CDW orders were found to be either closely related to the ones observed at equilibrium [28–34] or genuinely new states of matter [35–37]. Their observation has highlighted an unforeseen complexity of the free energy surface of such layered materials, and the possibility of controlling transitions between several competing states by light.

In the last decade, it has been recognized that topological defects play a significant role in the photoinduced dynamics of CDW compounds [38]. In LaTe₃, the photoinduced suppression of CDW order was shown to be accompanied by a significant decrease of the CDW correlation length, which was attributed to the creation of CDW dislocations [25]. In 1T-TaS₂ at low temperatures, the metastability of the photoinduced “hidden” phase was shown to be due to the emergence of unpaired dislocations, which stabilize chiral domain patterns [36]. Here, we focus on the photoinduced phase transition between the nearly commensurate (NC) and the incommensurate (I) CDW states in 1T-TaS₂. The photoinduced I-CDW state (hereafter denoted I*-CDW) was revealed to be fragmented into nanometric domains that subsequently grow [32, 34]. It is established that this so-called phase-ordering process involves motion of topological defects of the I*-CDW: both domain wall motion [32] and dislocation annihilation [34] were evoked.

1T-TaS₂ is formed by sheets of edge-linked TaS₆ octahedra (Figure 1a) [39]. In the high-symmetry phase (T > 543 K), Ta-atoms form a regular hexagonal lattice within a layer. As temperature decreases, three CDW phases stabilize alternately [40, 41], namely the incommensurate (I), nearly-commensurate (NC) and commensurate (C) phases. The first transition to
the I-CDW phase occurs below 543 K and is believed to be driven by Fermi surface nesting [42], similarly to the Peierls distortion in one-dimensional systems [12]. The I-CDW phase is a triple-$q$ modulated phase, characterized by the wave vectors $\vec{q}_I^j \approx 0.283 \vec{a}^* + (1/3) \vec{c}^*$ and equivalents by 3-fold symmetry (Figure 2a). An atom which lies at a position $\vec{r}$ of the hexagonal lattice in the high temperature phase gets displaced in the I-CDW phase by $\vec{u}(\vec{r}) = \sum_{j=1}^{3} u_I^j \vec{e}_j \sin(\vec{q}_I^j \cdot \vec{r} + \theta_I^j)$, where $\vec{e}_j$ and $\theta_I^j$ are the polarisation and the phase associated with the $j$th structural modulation. The amplitude $u_I^j$ is the same for all three modulation components. The modulated Ta-positions observed in the I-CDW phase of 1T-TaS$_2$ are represented in Figure 1b. The electronic charge density is also modulated, and written in the form $\rho(\vec{r}) = \rho_0 [1 + \alpha(\vec{r})]$, where $\rho_0$ is the density of conduction electrons and $\alpha(\vec{r}) = \Phi \sum_{j=1}^{3} \cos(\vec{q}_I^j \cdot \vec{r} + \theta_I^j)$ the order parameter of the I-CDW phase, $\Phi$ denoting the amplitude of each of the 3 electronic density modulations (Figure 1c) [43]. Note that the three $\theta_I^j$ phases may be different, however their sum has to be a multiple of $2\pi$ in order to yield peaks in the electron density as observed experimentally [43]. Below 350 K, the modulation wave vectors suddenly rotate by about 12° in the ($\vec{a}^*, \vec{b}^*$) plane, marking the onset of the NC-CDW state (Figure 2a). At 300 K, the NC phase exhibits modulation vectors $\vec{q}_{NC}^j = 0.245 \vec{a}^* + 0.068 \vec{b}^* + (1/3) \vec{c}^*$ and equivalents by 3-fold symmetry. The in-plane components of $\vec{q}_{NC}^j$ are close to the commensurate values $(3/13) \vec{a}^* + (1/13) \vec{b}^*$. This commensurate, triple-$q$ in-plane modulation is actually achieved below 180 K in the C-CDW phase.

X-ray diffraction is a perfectly suited method to study the structural evolution of CDWs, thanks to the selectivity and high-resolution in $q$-space it provides. More specifically: (1) A structural modulation with wave vector $\vec{q}$ gives rise to satellite peaks located at positions $\pm \vec{q}$ with respect to each Bragg peak of the unmodulated lattice (Figure 2a). (2) The integrated intensity of a CDW satellite peak is proportional to both the average of the square of the structural modulation amplitude and the volume fraction of the CDW phase in the sample. (3) After deconvolution of the instrument profile, the width of a CDW satellite peak is inversely proportional to the CDW correlation length. In the case of 1T-TaS$_2$, previous time-resolved diffraction studies have shown that the photoinduced I*-CDW phase appears within a picosecond after laser excitation [30] through a nucleation and growth process [32,33]. The correlation length of the newly formed I*-CDW phase,
initially limited to a few nanometres, subsequently increases on timescales ranging from few tens of picoseconds to nanoseconds [32–34]. At this stage, considering together the time evolutions of both the I*-CDW correlation lengths and the volume fraction of the I*-CDW phase is crucial to distinguish between two very different phase development processes: growth and phase ordering. The growth of isolated I*-CDW phase regions from nuclei of the I*-CDW phase is characterized by a concomitant increase of the volume fraction of the I*-CDW phase and of the I*-CDW correlations lengths. After coalescence of the I*-CDW phase regions, a short-range correlated I*-CDW phase is observed in a single region of the sample. The I*-CDW phase ordering (or coarsening) that takes place afterwards corresponds to an increase of the I*-CDW correlation length in a constant volume fraction of the I*-CDW phase.

In the following, we present a new data set showing the development of a I*-CDW satellite in 1T-TaS$_2$ after laser excitation at 800 nm wavelength (Section 3). Based on a joint analysis of
the I*-CDW satellite peak profile and integrated intensity, we give evidence for a coarsening process in the $(\vec{a}, \vec{b})$ plane (Section 3.1). For the first time in this coarsening regime, the wave vector of the photoinduced I*-CDW phase $\vec{q}_I^*$ could be tracked as the I*-CDW correlation length increases. We show that the in-plane component of $\vec{q}_I^*$ is initially shorter than in the I-CDW phase at equilibrium, and gradually increases towards its equilibrium value as the correlation length increases (Section 3.2). In Section 4, we discuss the possible scenarios behind this observation, in the framework of self-hole doping by CDW dislocations.

2. Experimental setup and method

The pump–probe time-resolved diffraction experiment took place at the CRISTAL beamline of SOLEIL synchrotron source (Saint Aubin, France). The sample was a platelet-like, (001)-oriented single crystal of 1T-TaS$_2$, few hundreds of micrometers thick and synthesised as described in Ref. [45].

The NC $\rightarrow$ I phase transition was triggered by 40 fs, 800 nm laser pulses at normal incidence with respect to the (001) surface plane. The laser fluence, which was calculated as the ratio between the energy of a single laser pulse and the full width half maximum (FWHM) of the laser beam, amounted $6.7 \pm 0.8 \text{ mJ/cm}^2$. Given the reflectivity of the sample at 800 nm ($R = 0.417$ [46]), only 58.3% of this laser fluence i.e. $3.9 \pm 0.5 \text{ mJ/cm}^2$ was actually absorbed.

The growth of the photoinduced I*-CDW phase was probed by X-ray diffraction at various delays $\tau$ after laser excitation, using 7.1 keV, 12 ps X-ray pulses. This relatively short pulse duration was provided during the low-$\alpha$ operation of the storage ring [47]. Intensity decays of the laser pump and X-ray probe beams are described by very different values of penetration depths in 1T-TaS$_2$: $\delta_X = 7.42 \mu \text{m}$ [48] and $\delta_L \approx 30 \text{ nm}$, respectively. The incidence angle of the X-ray pulses was fixed to 1° with respect to the (001) surface plane, in order to limit the effective penetration depth of the probe to 130 nm and thereby minimize background signal from unpumped regions. The diffraction condition was tuned by rotating the sample about its surface normal, by an angle hereafter denoted $\phi$. The diffraction signal was recorded with the 2D gateable detector XPAD3.2 [49], which can be rotated through both an elevation angle $\delta$ and an azimuthal angle $\gamma$ (Figure 2b).

Determining the time-evolution of the wave vector of the photoinduced I*-CDW requires a very high resolution in reciprocal space. A resolution of about $6 \times 10^{-4} \text{ Å}^{-1}$ could be achieved by: (1) using a Si(111)-monochromator ($\Delta E/E = 2.4 \times 10^{-4}$) in conjunction with the low-divergent synchrotron source and (2) setting a relatively long sample-to-detector distance of 82.8 cm, leading to a correspondence of 0.009°/pixel.

At 1° incidence, the X-ray beam footprint on the sample was $1.7 \text{ mm} \times 0.5 \text{ mm}$ FWHM. The laser spot on the sample was set to twice that size, i.e. $3.5 \text{ mm} \times 1.0 \text{ mm}$ FWHM. The diffraction signals were recorded in a regular pump–probe scheme. The laser pulses were electronically phase-locked to a single electron bunch of the storage ring, using TimBeL boards [50] and an in-phase/quadrature modulator. A repetition rate of 500 Hz was chosen in order to ensure a complete disappearance of the photoinduced I*-CDW phase before the arrival of the following laser pulse, allowing cumulative measurement of the pump–probe cycles. A significant number of scans were performed at negative delays close to the I*-CDW satellite peak position, regularly throughout the experiment, in order to check that no residual I*-CDW peak would form as the number of pump–probe cycles increased.

---

$^1$Both the reflectivity $R$ and the penetration depth $\delta_L$ of 800 nm photons in 1T-TaS$_2$ were calculated from the complex optical index, which itself was deduced from the real and imaginary parts of the dielectric function published in [46].
The sample temperature was regulated by means of a N$_2$ blower. Cryostats of this type have a limited cooling power, so that the controller temperature and the actual sample temperature may differ, especially in the present case of a laser-heated, millimetric sample. We estimate the actual sample temperature to be about 25 K higher than the controlled temperature, as I-CDW satellite peaks become observable at negative pump–probe delays for temperature setpoints higher than 325 K. The data presented in this article were acquired for a controlled temperature of 265 K.

3. Results

We first demonstrate the occurrence of a photoinduced NC $\rightarrow$ I phase transition in the chosen experimental conditions (absorbed fluence: 3.9 mJ/cm$^2$, controller temperature: 265 K). Figure 2c presents images of the diffracted intensity summed over a 1.75° wide $\varphi$-range around the I-CDW satellite peak position $101 - q_{1}^{\dagger}$, for three delays before and after laser excitation. No contribution is observed before laser excitation, which is expected since the sample lies in its NC-CDW phase. Shortly after laser excitation ($\tau = 25$ ps), a diffuse scattering signal appears in the vicinity of the I-CDW satellite peak position, which shows the onset of the photo-induced I$^*$ phase. This scattering progressively narrows over time and eventually forms a well-defined diffraction peak at longer delays ($\tau = 50$ ns). These observations are consistent with those previously reported in Refs. [16, 30, 32–34].

Figure 3 shows the I$^*$-CDW satellite peak profiles as functions of the angles $\varphi$, $\delta$ and $\gamma$, for various delays after laser excitation. The diffracted intensities displayed on the $\varphi$-profiles correspond to photon counts summed over the detector area presented in Figure 2c. The $\delta$- and $\gamma$-profiles were obtained by first summing all the images taken along a $\varphi$-scan, and then projecting photon counts along the horizontal and vertical directions of the detector respectively, assuming a correspondence of 0.009°/pixel.

3.1. Development of the I$^*$-CDW phase

The CDW correlation lengths correspond to distances over which both the amplitude and the phase of the CDW are homogeneous. As such, they are of central importance for discussing the CDW growth and phase-ordering processes. It has been emphasized that determining the 3D profile of a CDW satellite peak in reciprocal space allows retrieval of the CDW correlation lengths in all directions of space [33]. In the following, we provide an estimation of the correlation lengths of the I$^*$-CDW, both in the $(\tilde{a}, \tilde{b})$ plane and along $\tilde{c}$. Those are hereafter denoted $\xi_{a,b}$ and $\xi_{c}$.

We first determined the time-dependent FWHMs of the I$^*$-CDW satellite peak, $\Delta \delta(\tau)$ and $\Delta \gamma(\tau)$, by fitting pseudo-Voigt functions to the profiles along $\delta$ and $\gamma$, respectively (Figure 3). The contributions of instrumental resolution and sample mosaicity were then removed from the measured satellite peak widths, according to the following expressions: 

$$\Delta \delta'(\tau) = \sqrt{[\Delta \delta(\tau)]^2 - [\Delta \delta_B]^2}$$

and

$$\Delta \gamma'(\tau) = \sqrt{[\Delta \gamma(\tau)]^2 - [\Delta \gamma_B]^2}.$$ 

The angular widths $\Delta \delta_B = 0.075^\circ$ and $\Delta \gamma_B = 0.043^\circ$ correspond to those of the nearest Bragg peak 101. The correlation lengths $\xi_{a,b}$ and $\xi_{c}$ were finally estimated by using the following equations:

$$\xi_{a,b}(\tau) = \frac{2\pi}{\Delta q_{a,b}^*} = \frac{\lambda_X}{2 \tan \left[ \frac{\Delta \gamma'(\tau)}{2} \right] \cos[\delta(\tau)]},$$

and

$$\xi_{c}(\tau) = \frac{2\pi}{\Delta q_{c}^*} = \frac{\lambda_X}{2 \tan \left[ \frac{\Delta \delta'(\tau)}{2} \right] \cos[\delta(\tau)]},$$

where $\lambda_X$ is the X-ray wavelength. $\Delta q_{a,b}^*$ and $\Delta q_{c}^*$ are the FWHMs of the I$^*$-CDW satellite peak in reciprocal space related to the limited I$^*$-CDW correlation lengths (Figure 4).
Figure 3. Profiles of the $\bar{1}01 - q_s^1$, I*-CDW satellite peak as functions of the angles $\varphi$, $\delta$ and $\gamma$, for selected pump–probe delays (265 K, absorbed fluence 3.9 mJ/cm$^2$). The dots represent measured data and the solid lines their best fit using a pseudo-Voigt function. Those fits allow extracting the peak widths and angular positions as a function of the pump–probe delay $\tau$.

Figure 4. (a) 3D-view of the Ewald’s sphere, with the I*-CDW satellite peak fulfilling the diffraction condition. The scattering vector $\vec{q} = -\vec{a}^* + \vec{c}^* - q_s^1$ intercepts the Ewald sphere at point $Q$. (b) Orthogonal projection in the $(OO^*P)$ plane, which allows defining $\Delta q_{a^*,b^*}$ (red line segment). (c) Orthogonal projection in the $(OPQ)$ plane, which allows defining $\Delta q_c^*$ (red line segment). Note that for ease of calculation, the X-ray incidence angle has been approximated to 0 (instead of 1°), i.e. $\vec{c}^*$ is supposed to lie along the $OZ$ direction.
Figure 5. (a) Time-evolution of the \( I^* \)-CDW correlation lengths, in the \((\vec{a}, \vec{b})\) plane (\(\xi_{a,b}\), open squares) and along \(\vec{c}\) (\(\xi_c\), open diamonds). (b) Integrated intensity of the \(101 - q_1^1\) satellite peak of the \(I^*\)-CDW, \(I_{I^*}\). The error bars correspond to \(\pm \sigma\) where \(\sigma\) is the standard deviation. Those were determined by propagating the errors on \(\Delta \delta(\tau)\) and \(\Delta \gamma(\tau)\), which themselves were estimated from the \(I^*\) satellite peak fitting. Dotted lines mark the best fits of the data using the power-law function \(A \times \tau^p\). The optimized values of \(p\) are indicated in the figure. The temperature setpoint was 265 K and the absorbed fluence 3.9 mJ/cm\(^2\).

The time-dependent correlation lengths \(\xi_{a,b}(\tau)\) and \(\xi_c(\tau)\) do not exceed few tens of nm in the pump–probe delay range studied (Figure 5a). Those exhibit a linear behaviour when plotted on a double logarithmic scale, which implies that they exhibit a power-law dependence on time \(\xi \propto \tau^p\). Two distinct exponents \(p\) are found for \(\xi_{a,b}\) and \(\xi_c\): \(p_{a,b} = 0.22 \pm 0.04\) and \(p_c = 0.32 \pm 0.03\), respectively. The correlation lengths \(\xi_{a,b}\) and \(\xi_c\) correspond to distances over which the phases \(\theta_{I^*}\) of the \(I^*\)-CDW are homogeneous. As a consequence, the observed increase of the \(I^*\)-CDW correlation lengths stems either from an expansion of regions exhibiting homogeneous CDW-phases \(\theta_{I^*}\) (growth, Figure 6a), or from a homogenization of the CDW-phases \(\theta_{I^*}\) within a single region exhibiting \(I^*\)-CDW order (ordering, Figure 6b). The latter two processes can be distinguished by determining the time-dependence of the volume fraction of the \(I^*\)-CDW phase, \(V_{I^*}\).

The integrated intensity of the \(I^*\)-CDW satellite peak \(I_{I^*}\) is directly proportional to \(V_{I^*}\). However, it is also directly proportional to the square of the average \(I^*\)-CDW amplitude \(\Phi_{I^*}\). The amplitude \(\Phi_{I^*}\) increases concomitantly with the \(I^*\)-CDW gap formed at the Fermi level [42]. Although the latter quantity has never been probed following the photoinduced NC \(\rightarrow\) I phase transition in 1T-TaS\(_2\), pump–probe photoemission experiments have allowed establishing that the typical timescales of formation or recovery of CDW gaps lie below few ps [20, 25, 51–53]. Interestingly,

\[ V_{I^*} = \frac{\text{total volume of } I^*\text{-CDW phase}}{\text{volume probed by X-rays}}. \]

\[ I_{I^*} \propto V_{I^*} \propto (\Phi_{I^*})^2. \]

[2] In this work, the volume fraction of the \(I^*\)-CDW phase is to be understood as the total volume of the \(I^*\)-CDW phase region(s) divided by the volume probed by X-rays.
Schematic representation of the three scenarios that have been reported for the development of the I*-CDW phase (times after laser excitation: $\tau_1$ and $\tau_2 > \tau_1$). The top and bottom rows show views of the 1T-TaS$_2$ crystal along its $c$-axis and along a direction normal to the $c$-axis, respectively. (a) Growth of isolated I*-CDW phase regions. In this case, the volume of the I*-CDW phase is directly proportional to $\xi_{a,b}^2 \times \xi_c$ [33]. (b) Coarsening of I*-CDW domains in a large I*-CDW region. In this case, the volume of the I*-CDW phase is constant [32]. (c) Growth of the I*-CDW phase region along $\vec{c}$, and domain coarsening in the ($\vec{a}$, $\vec{b}$) plane. In this case, the volume of the I*-CDW phase is directly proportional to $\xi_c$ [present work].

a previous ultrafast electron diffraction study unveiled two characteristic time scales of the photoinduced NC $\rightarrow$ I phase transition in 1T-TaS$_2$ [30] (pump wavelength 775 nm). The first characteristic time scale, of 1.5 ps, was attributed to the nucleation of the I* phase, i.e. the increase of $\Phi_{I^*}$ towards its equilibrium value in finite regions of the sample. The second characteristic time scale, of few tens of ps, was attributed to the growth of the I* phase nucleated regions. Given these results, it is reasonable to assume that in the delay range $\tau \geq 25$ ps investigated in this work, $\Phi_{I^*}$ has reached its maximum value throughout the I*-CDW regions. Under the latter hypothesis, the volume fraction of the I*-CDW phase can be directly inferred from the integrated intensity of the I*-CDW satellite peak, using $V_{I^*} \propto I_{I^*}$. The dependence of $V_{I^*}$ on pump–probe delay is given in Figure 5b, on a double logarithmic scale. It keeps increasing in the (0–50 ns) delay range investigated, following a power-law scaling $V_{I^*} \propto \tau_{p}^{0.31}$, which indicates a continuous expansion of the volume fraction of the I*-CDW phase in the sample. The scenario of a pure phase-ordering process, in which the correlation length increases in a fixed volume fraction of the I*-CDW phase (Figure 6b), is thus very unlikely. In the case where I*-CDW regions would grow without being in contact (Figure 6a), we expect the integrated intensity of the I*-CDW phase to be proportional to $\xi_{a,b}^2 \times \xi_c$ and, therefore, to $\tau_{p}^{p_{I^*}}$ with $p_{g} = 2 \times p_{a,b} + p_{c} = 0.8 \pm 0.1$. This exponent is inconsistent with our findings ($p_{I^*} = 0.31 \pm 0.02$). We conclude that none of the scenarios depicted in Figures 6a,b matches with the experimental observations. A model thus has to be built, where (1) both the I*-CDW correlation lengths and the volume fraction of the I*-CDW phase increase, and (2) the correlated volume and the volume fraction of the I*-CDW phase grow at different rates. Noticing that $V_{I^*}$ and $\xi_c$ have the same time-dependence ($p_{I^*} \approx p_c$), we propose that the I*-CDW phase is developed in a layer of thickness $\xi_c(\tau)$ at the surface of the sample. The volume fraction of the I*-CDW phase then grows concomitantly with $\xi_c$, according to the power-law function $\tau_{p_c}^{p_{c}}$. On the other hand, one can assume that the I*-CDW phase has already developed over the entire ($\vec{a}$, $\vec{b}$) plane. It is divided into domains exhibiting each a different set of CDW-phases $\theta_j$, and undergoes coarsening along the $\vec{a}$ and $\vec{b}$ directions (Figure 6c). We exclude the possibility that isolated regions of the I*-CDW phase, growing at a rate $\tau_{p_{I^*}}$, would host several CDW-phase domains growing at a rate $\tau_{p_c}$. Indeed, previous experiments have shown that
before coalescence, both the nucleated I*-CDW phase regions and the correlated volume grow at the same rate [33], thereby establishing that the CDW-phases are homogeneous within isolated I*-CDW regions. Finally, let us note that if our experiment shows a proportionality between the c-axis correlation length and the volume fraction of the I* phase, this does not necessarily mean that the thickness of the I* phase is equal to the time-dependent $\xi_c(\tau)$ correlation length (Figure 6c). Namely, a scenario where the $\xi_c$ correlation length would be a fixed fraction of the thickness of the I*-CDW layer cannot be excluded. We however consider it unlikely, as it would imply that coarsening and growth along the c-axis, which are markedly different processes, happen at the same rate.

It is interesting to discuss the proposed scenario (Figure 6c) in the framework of the previous findings of Haupt et al. [30]: they report that the time needed to achieve a complete transition to the I-CDW phase over a 22 nm thick 1T-TaS$_2$ sample decreases from $\sim$500 ps to $\sim$200 ps as the incident fluence increases from 1.3 mJ/cm$^2$ to 2.1 mJ/cm$^2$. In our experiment, the sample is much thicker than the laser penetration depth, so that we cannot expect a development of the I-CDW phase over the whole sample. Nevertheless, it is possible to estimate the time needed for the I* phase to get fully developed across a 20 nm thickness of our 1T-TaS$_2$ sample, $\tau_{20 \text{ nm}}$. Assuming the scenario depicted in Figure 6c, $\tau_{20 \text{ nm}}$ simply corresponds to the delay at which $\xi_c$ reaches 20 nm, that is $\tau_{20 \text{ nm}} = 140$ ps (Figure 5b). The latter delay is consistent with the ones reported by Haupt et al., given the incident fluence used in the present work ($6.7 \pm 0.8$ mJ/cm$^2$).

### 3.2. Time evolution of the I*-CDW wave vector

The defect structures that lead to short range correlated CDW states can modify both the spatial distribution of electrons and the density of states [54] and, in turn, the wave vectors of the I*-CDW phase $\mathbf{q}_1^\ast$. In the following, we give evidence for a progressive increase of the $(\mathbf{a}^\ast, \mathbf{b}^\ast)$-plane component of $\mathbf{q}_1^\ast$, towards its equilibrium value, which we will relate to CDW dislocation annihilation processes in Section 4.

The wave vector of the photoinduced I*-CDW at time $\tau$, $\mathbf{q}_1^\ast(\tau)$, has coordinates $(h_{1\ast}(\tau) - h_B, k_{1\ast}(\tau) - k_B, l_{1\ast}(\tau) - l_B)$ in the time-dependent basis $(\mathbf{a}^\ast(\tau), \mathbf{b}^\ast(\tau), \mathbf{c}^\ast(\tau))$ of the reciprocal space, where $(h_{1\ast}(\tau), k_{1\ast}(\tau), l_{1\ast}(\tau))$ are the coordinates of a satellite peak and $(h_B, k_B, l_B)$ those of the corresponding lattice peak. In order to study the dynamics of $\mathbf{q}_1^\ast(\tau)$, one has thus to determine the time-evolution of both the reciprocal lattice vectors and the $(h_{1\ast}(\tau), k_{1\ast}(\tau), l_{1\ast}(\tau))$ coordinates.

#### 3.2.1. Time evolution of the underlying crystal lattice

Assuming that the lattice remains hexagonal at all times after laser excitation, the set of vectors $(\mathbf{a}^\ast(\tau), \mathbf{b}^\ast(\tau), \mathbf{c}^\ast(\tau))$ can be entirely determined from the orientation matrix of the crystal (3 rotation parameters) and the values of the $a$ and $c$ cell parameters. We evaluated the latter 5 parameters for all the pump–probe delays investigated, by using the G{}hkl computation library [55] along with the angular positions of both 101 and 102 Bragg peaks.

The experimental values of the angles $\varphi(\tau)$, $\delta(\tau)$ and $\gamma(\tau)$ were determined as the first moments of the normalized intensity distributions, which are partly shown in Figure 7. One can observe that the angular positions of the 101 and 102 Bragg peaks exhibit similar time evolutions (Figure 8a). The peak angles $\varphi(\tau)$ and $\delta(\tau)$ increase and decrease, respectively, by a few hundredths of degrees within 50 ps. Both angles then remain constant up to 1 ns, and progressively recover their initial values in the $\tau$-range (1–50 ns). The angle $\gamma(\tau)$ does not exhibit any significant changes throughout the whole pump–probe cycle. The orientation matrix calculated from the angular positions of the two lattice reflections 101 and 102 is found to be constant over time.
Figure 7. Profiles of the $\bar{1}01$ lattice peak as functions of the angles $\phi$, $\delta$ and $\gamma$, for selected pump–probe delays (265 K, absorbed fluence 3.9 mJ/cm$^2$).

Figure 8. Time-evolution of the angles $\phi$, $\delta$ and $\gamma$ for the $\bar{1}01$ and the $\bar{1}02$ lattice peaks (a), and for the $\bar{1}01 - \vec{q}_1^*$ satellite peak (b). The error bars correspond to $\pm \sigma$ where $\sigma$ is the standard deviation. Those take into account the accuracy of the diffractometer (0.001°) as well as the propagation of statistical errors when determining the first moments of the intensity distributions ($\phi$ angle values and (a) panel). The error bars presented in panel (b) for $\delta$ and $\gamma$ angles were calculated using the accuracy of the diffractometer and the errors estimated from the $I^*$ satellite peak fitting. The dotted lines are guides for the eye. The temperature setpoint was 265 K and the absorbed fluence 3.9 mJ/cm$^2$. 
Figure 9. Time-evolution of the cell parameters $a$ and $c$, as determined by using the GHKL library with the measured diffraction angles of the $101$ and $102$ lattice peaks. The dashed lines indicate averaged values of the $a$ and $c$ parameters before laser excitation ($\tau < 0$), as well as the averaged value of $a$ after laser excitation ($\tau > 0$). The dotted line is a guide for the eye. The base temperature was 265 K and the absorbed fluence 3.9 mJ/cm$^2$.

The time-dependent cell parameters deduced from measurements on the $101$ Bragg peak are reported in Figure 9. The shifts of $\phi(\tau)$ and $\delta(\tau)$ mentioned above appear to be due to a transient lattice expansion along the $c$-axis, i.e. in the direction perpendicular to the sample’s surface. This phenomenon is generally observed in laser-excited solids and stems from the propagation of a laser-induced strain wave [56]. A very small contraction of the lattice in the $(\vec{a}, \vec{b})$ plane could also be detected after laser excitation ($\langle \Delta a/a \rangle = -3 \times 10^{-5}$), which can be attributed to longitudinal-to-transverse strain coupling (Poisson effect) [57].

3.2.2. Dynamics of the $I^*$-CDW satellite peak

The orientation matrices and cell parameters being known for all pump–probe delays, we now turn to the determination of the time-dependent coordinates of the forming $I^*$-CDW satellite peak $(h_{I^*}(\tau), k_{I^*}(\tau), l_{I^*}(\tau))$. The $\phi(\tau)$ angular positions of the $I^*$-CDW satellite peak were determined from the calculation of the first moments of the diffraction profiles, as was done for the $101$ and $102$ Bragg peaks. The same method could not be safely used to extract the $\delta(\tau)$ and $\gamma(\tau)$ values, as part of the satellite peak intensity falls into dead-zones of the detector (Figure 2). We thus determined those latter two angles by fitting a pseudo-Voigt function to the respective diffraction profiles (Figure 3). Figure 8b shows the time-evolution of the $\phi(\tau)$, $\delta(\tau)$ and $\gamma(\tau)$ angles of the $I^*$ satellite peak. The data are noisier than those related to the lattice peaks (Figure 8a), despite the
fact that we adapted the total counting times to get sufficient statistics on the I* satellite peak intensities. This indicates drifts in some of the experimental parameters over the 33 hour period during which we acquired the series of measurements on the time-dependence of the I* satellite peak. The time-dependence of the $\delta(\tau)$ angle of the I*-CDW satellite peak is found to exhibit qualitatively the same features as the ones measured for the lattice peaks. On the other hand, time evolutions of the $\phi(\tau)$ and $\gamma(\tau)$ angles differ significantly for the lattice and satellite peaks. The $\phi(\tau)$ angle of the I* satellite peak is found to increase in the first 50 ps, as for the lattice peaks. However, its subsequent decrease is about ten times faster. Moreover, in marked contrast with the constant $\gamma(\tau)$ angle observed for lattice peaks, we report a continuous increase of the $\gamma(\tau)$ angle of the I*-CDW satellite peak over time. Hence, we give evidence for distinct dynamics of the satellite and lattice diffraction peaks, which in turn indicates a time-dependence of the I*-CDW wave vector $q_{I*}$.

The time-dependent coordinates of the forming I*-CDW satellite peak $(h_{I*}(\tau), k_{I*}(\tau), l_{I*}(\tau))$ were calculated by using the GHKL library [55] and the previously determined time-dependent basis of the reciprocal space, $(\tilde{a}^* (\tau), \tilde{b}^* (\tau), c^* (\tau))$. The coordinates of $q_{I*}$, then deduced from $(h_{I*}(\tau), k_{I*}(\tau), l_{I*}(\tau))$, by subtracting the coordinates of the nearest lattice peak 101. The CDW wave vectors of 1T-TaS$_2$ are usually divided into two components, $q_{\text{CDW}}^r$ and $q_{\text{CDW}}^f$ (Figure 10a). The $c^*$-axis component of the CDW wave vector $q_{\text{CDW}}^r$ is related to the stacking of the 2D-CDWs from one layer to the other. In both the I and NC phases of 1T-TaS$_2$, it is determined by interlayer Coulombic interactions which yield a 3$c$ stacking period and $\|q_{\text{CDW}}^r\| = 1/3$ [58, 59]. The $(\tilde{a}^*, \tilde{b}^*)$-plane component $q_{\text{CDW}}^f$ determines both the period and the orientation of the 2D hexagonal lattices of charge modulation. The time-dependences of the polar coordinates of $q_{\tau}^{\perp}$, $q_{\tau}^{\parallel}$, and $\alpha_{\tau}$, are represented in Figures 10b and c respectively (black circles). The coordinates $q_{\tau}^{\parallel}$ and $\alpha_{\tau}$ of the I-CDW wave vector measured at equilibrium (385 K, no laser excitation) are also reported for comparison purposes (red dotted lines). The values of $q_{\tau}^{\parallel}$ and $\alpha_{\tau}$ found for the I-CDW at equilibrium are in agreement with previous reports [40, 59–61]. We find that the I-CDW develops in the $(\tilde{a}, \tilde{b})$ plane with a wave vector component $q_{\tau}^{\parallel} = 0.2827(1)$. Structural modulations in the $(\tilde{a}, \tilde{b})$ plane are observed in directions slightly off the main hexagonal axes. We find an angle $\alpha_{\tau}$ of 0.12(2)$^\circ$, which falls in the range of previously reported values: 0$^\circ$ [59, 60], 0.38(2)$^\circ$ [40] and 1$^\circ$ [61]. The large dispersion of $\alpha_{\tau}$ values reported so far indicates that the I-CDW tilt angle might be sample-dependent. At the onset of the I*-CDW formation ($\tau = 25$ ps), $q_{\tau}^{\perp}$ is found 0.3% smaller than $q_{\tau}^{\parallel}$ (Figure 10b). The orientation of the in-plane I*-CDW modulation with respect to the hexagonal axes also differs from the one observed in the I phase at equilibrium (Figure 10c).

Both parameters $q_{\tau}^{\perp}$ and $\alpha_{\tau}$ evolve in time to reach their reference values, albeit on different timescales: few tens of ns for $q_{\tau}^{\perp}$, about 1 ns for $\alpha_{\tau}$.

Let us note that due the limited penetration depth of the 800 nm photons in 1T-TaS$_2$ ($\delta_L \approx 30$ nm, see Section 2) and the resulting inhomogeneous excitation profile, it is expected that the cell parameters $a$ and $c$ exhibit a significant depth-dependence over the 130 nm probed region. The values of $a$ and $c$ given in Figure 9, which are deduced from lattice peaks, correspond to an average over the entire probe depth of 130 nm. On the other hand, the satellite peak signal originates from the I$^*$ phase region, which is confined within the depth $\xi_c$ below the sample's surface. Its actual position in reciprocal space depends on the $a$ and $c$ parameters averaged over the depth $\xi_c < 130$ nm, rather than on those presented in Figure 9. Despite this major limitation, the two conclusions given above about the dynamics of the I*-CDW wave vector hold:

(i) The $a$ parameter averaged over a 130 nm depth decreases (Figure 9), which means that we may have underestimated the decrease of $a$ over the depth $\xi_c$. In turn, we may have underestimated the averaged value of $a^* = 4\pi/a\sqrt{3}$ over the depth $\xi_c$, and thus
overestimated $q^\parallel_{I^*}/a^*$. Hence, our observation of a shorter I*-CDW wave vector with respect to the equilibrium value cannot be explained by this experimental artefact. (ii) The orientation of the $\vec{a}^*$ and $\vec{b}^*$ vectors remains unchanged at all delays across the 130 nm probe depth (see Section 3.2.1). There are thus no reasons to evoke a rotation of the reciprocal space vectors over the depth $\xi_c$. As a result, the rotation of $q^\parallel_{I^*}$ with respect to $\vec{a}^*$ can neither be explained by the differing diffracting volumes of the satellite and lattice peaks.

Figure 10. (a) Graphical definition of the I*-CDW wave vector components. (b,c) Time evolution of $q^\parallel_{I^*}$ (black circles): (b) $q^\parallel_{I^*}$ in $a^*$ units, and (c) angle between $q^\parallel_{I^*}$ and $-\vec{a}^*$, $\alpha_{I^*}$. Values corresponding to the equilibrium I-CDW wave vector are also reported on panels (b,c), using red dashed lines. The error bars correspond to $\pm \sigma$ where $\sigma$ is the standard deviation. Those were determined by propagating the errors on the $\phi(\tau)$, $\delta(\tau)$ and $\gamma(\tau)$ angles of both the I* satellite peak and the 101 lattice peak.
We emphasize that the observed dynamics of the I*-CDW wave vector cannot be attributed to a simple change of the average lattice temperature following laser excitation. Indeed, the wave vector of the I-CDW was shown to be temperature-independent in the range (350–420 K) [59, 60]. For \( \tau \leq 1 \) ns, the I*-CDW thus \textit{intrinsically} differs from the equilibrium I-CDW, not only by its limited correlation length, but also by its orientation and its larger periodicity in the \((\vec{a}, \vec{b})\) plane \( (\vec{q}_j^I < \vec{q}_j^{I*}) \). In equilibrium conditions, it is widely accepted that \( \vec{q}_j^I \) corresponds to a nesting vector of the 2D Fermi surface of 1T-TaS\(_2\), lying close to one of the \( MK \) directions of reciprocal space [42, 62]. Given the local linear dispersion of the electronic state energies along the \( MK \) direction [63], a shorter nesting vector can be observed in the case where the Fermi energy is lowered consecutive to hole-doping. Shortening of the \( \vec{q}_j^I \) wave vector in 1T-TaS\(_2\) has already been observed in chemically hole-doped samples [62]. As for the photoinduced I*-CDW phase, we propose that hole-doping is achieved in the pump–probe delay range \( \tau \leq 30 \) ns, owing to the presence of CDW dislocations. We further develop this idea in the following discussion.

Understanding the larger value of \( \alpha_I^{I*} \) as compared to \( \alpha_I \) is certainly a more complex task. The 1°-wide range of \( \alpha_I^{I*} \) reported in different samples of 1T-TaS\(_2\) at equilibrium suggest that defects may play a role on the actual orientation of the I-CDW. A possibility would be that the CDW dislocations mentioned above influences the I*-CDW orientation.

4. Discussion

In the following, we first expose a detailed description of the mechanism of the photoinduced NC \( \rightarrow \) I phase transition in 1T-TaS\(_2\), based on past electron and X-ray diffraction studies. Considering the sequence of nucleation, growth, coalescence and phase ordering processes, we discuss the appearance of two kinds of topological defects, namely extended domain walls and dislocations. Their influence on the phase ordering kinetics as well as on the CDW period in the photoinduced I*-CDW phase of 1T-TaS\(_2\) is finally examined in light of the present experimental results.

4.1. Nucleation and growth of I*-CDW phase regions

The development of the I*-CDW phase starts by the formation of several nuclei that subsequently grow [30]. Assuming that the I*-CDW phase regions are free from defects, their size limits the I*-CDW correlations lengths (Figure 6a) and one can write: \( V_{j*} \propto \xi_{a,b}^2 \times \xi_c \). Such a situation was evidenced in Ref. [33], where both \( V_{j*} \) and the correlation lengths \( \xi_{a,b} \) and \( \xi_c \) could be determined simultaneously, as in the present study. Since the I*-CDW period is incommensurate with that of the underlying lattice, there is an infinite number of energetically equivalent I*-CDW states, each corresponding to a distinct set of CDW phases \( \theta_j^I \) \( (j = 1, 2, 3) \) [43]. Hence, in the early step of the photoinduced I*-CDW phase development, one can reasonably assume that isolated, defect-free I*-CDW phase regions appear, each being characterized by a distinct set of CDW phases.

4.2. Coalescence

At some point in the growth process of the isolated I*-CDW regions, coalescence is expected to occur. In a simple scenario, one can propose that the isolated I*-CDW regions then become CDW-phase domains in a single extended I*-CDW phase region, as sketched in Figures 6b and 11. Interestingly, the presence of CDW-phase domains was demonstrated experimentally in the equilibrium I-CDW phase, in freshly synthesized 1T-TaS\(_2\) samples [64]. It was interpreted as resulting from the rapid quench performed at the end of the synthesis in order to avoid the formation of 2H-TaS\(_2\) [39]. Ultrafast laser excitation and temperature quench, which both induce a sudden
Figure 11. Spatial dependence of the I-CDW order parameter $\alpha(\vec{r})$ in a layer of 1T-TaS$_2$. (a) An extended domain wall (EDW) separates region 1 where the CDW-phases are $\theta^{1}_{I} = \theta^{2}_{I} = \theta^{3}_{I} = 0$, and region 2 where $\theta^{1}_{I} = -\pi$, $\theta^{2}_{I} = \pi$ and $\theta^{3}_{I} = 0$. (b) A dislocation is marked by the symbol $\perp$. Building the Burgers circuits around the dislocation and in a dislocation-free zone allows one to determine the Burgers vector of the dislocation, $\vec{b}_{d(-,3)}$. The 6 possible Burgers vectors of a I-CDW dislocation are depicted in the upper left part of the figure.

change of the atomic potential, are indeed expected to give rise to similar distributions of the CDW-phases $\theta^{j}_{I*}(\vec{r})$. Let us note that the variation of the CDW-phases $\theta^{j}_{I*}$ across CDW-phase domain boundaries causes an increase of the total internal energy that scales with the CDW-phase gradients squared [43]. As a consequence, the I*-CDW-phase domains are more likely separated by extended domain walls (Figure 11a) than by the sharp domains walls represented in Figure 6b, extended domains walls allowing a reduction of the CDW-phase gradients.

In addition to the elastic deformations of the I*-CDW described above, edge dislocations are susceptible to form in the CDW hexagonal lattice [43]. In analogy with edge dislocations in atomic lattices, it is expected that their Burgers vectors $\vec{b}_{d}$ link a maximum of the charge density with one of its six nearest neighbours, yielding 6 possibilities (Figure 11b): $\vec{b}_{d}(\pm, j) = \pm 2\pi/\|q^{j}_{I}\| \times q^{j}_{I*} (j = 1, 2, 3)$. Such dislocations were indeed found to appear in a time-dependent Ginzburg–Landau simulation of the formation of the I*-CDW [34]. This simulation showed that dislocations have already been formed 20 ps after laser excitation. However, the results available make it difficult to discuss whether the dislocations are created during coalescence of individual I*-CDW phase regions after a nucleation-growth process, or by another source of strain on the I*-CDW. In a scenario where dislocations are created during coalescence of defect-free I*-CDW phase regions in 1T-TaS$_2$, their Burgers vectors are expected to depend both on the orientation of the interfaces and on the CDW-phase differences between the regions. The possible configurations are in this case infinite, yielding a random distribution of each of the 6 types of dislocations.

4.3. Phase ordering

4.3.1. Models for phase ordering

Both extended domain walls and edge dislocations can evolve in time to let the correlation length increase (so-called phase-ordering processes).
When extended domain walls are present, the free energy is lowered by a reduction of the total domain wall area, through coarsening of the domain pattern. In this case, the average domain size (or I*-CDW correlation length) obeys a power-law scaling to time, following the Allen–Cahn growth law $\xi_p \propto t^{0.5}$ suitable for systems with non-conserved order parameters [65].

As mentioned previously, edge dislocations may also be present and limit the correlation length $\xi_p$. In this case, phase-ordering proceeds through a reduction of their total number, via pair annihilation of dislocations with opposite Burgers vectors. This process is driven by an attractive elastic interaction force with $1/r$ dependence (Peach–Koehler force) [66]. The problem of defect–antidefect pair annihilation has been studied theoretically in isotropic two-dimensional media where randomly distributed dislocations with $b_d$ and $-b_d$ Burgers vectors are present [67]. The surface density of defects is shown to decrease with a $\tau^{-1}$ behaviour. The correlation length $\xi$, defined as the average distance between two defects, then increases following $t^{0.5}$. In the case of a layer of 1T-TaS$_2$ the situation is more complex, as three types of defect-antidefect pairs coexist: $\vec{b}_{d(+,j)}$ and $\vec{b}_{d(-,j)}$ with $j = 1, 2, 3$. Dislocations with Burgers vectors $\vec{b}_{d(\pm,j)}$ and $\vec{b}_{d(\pm,j')}$ ($j' \neq j$) are susceptible to interact elastically without being annihilated, which gives a diffusive character to their motions. In a diffusive motion regime and two-dimensional space, the surface density of randomly distributed defects is shown to decrease following a $\tau^{-0.5}$ power law [68]: correlation lengths then increase with a $\tau^{0.25}$ behaviour.

Both extended domain walls and edge dislocations are expected to be present in the photoinduced I*-CDW phase of 1T-TaS$_2$, each type of defect evolving according to its own dynamics. The growth kinetics of the CDW-phase domains is thus susceptible to strongly depend on the relative numbers of both types of defects. According to the above-mentioned models, domain coarsening following a $\tau^p$ power law is likely to be observed, with $0.25 \leq p \leq 0.5$. However, it is not excluded that the $p$ exponent evolves with time, if the relative proportions of extended domain walls and edge dislocations change as a consequence of their distinct dynamics.

4.3.2. Phase ordering as observed in the photoinduced I*-CDW phase

The phase ordering process corresponds to an increase of the correlation length in a single region where the order parameter has already reached its equilibrium value. It thus translates into a coarsening of the domain pattern. In CDW systems, experimental evidence for phase ordering requires simultaneous measurement and analysis of the intensity and width of a CDW satellite peak. To our knowledge, coarsening of the CDW-phase domains was unambiguously observed only in the present work and in Ref. [32]. The data presented in this work show that, in the (25 ps–50 ns) range of pump–probe delays studied, the photoinduced I*-CDW phase undergoes phase-ordering in the $(\vec{a}, \vec{b})$ plane with a $t^{0.22(4)}$ length-scaling. In Ref. [32], the I*-CDW phase was found to undergo phase-ordering in the $(\vec{a}, \vec{b})$ plane with a $t^{0.5}$ length-scaling in the (100–500 ps) pump–probe delay range. Both experiments reveal domain coarsening, with correlation lengths increasing according to power laws in time $t^p$. While the $p$ exponents both fall in the range predicted by theoretical models, those differ significantly from one experiment to the other.

These markedly different behaviours might originate from the different excitation wavelengths and absorbed fluences used in Ref. [32] (1550 nm, 6.9 mJ/cm$^2$) and in the present work (800 nm, 3.9 mJ/cm$^2$), which results in differing depth-dependent profiles of absorbed energy density and, in turn, in differing profiles of quasi-equilibrium temperature once the excitation energy is transferred to the lattice after few picoseconds. Recalling that the growth kinetics of nucleated regions depends on temperature [69], one could propose that at the time of coalescence, the relative speeds of the I*-CDW phase fronts strongly differ in both experiments. This, in turn, could yield different distributions of extended domain walls and CDW-dislocations in the short-range correlated I*-CDW state, thereby influencing the coarsening dynamics.
Note that in the thick samples used for X-ray diffraction studies, the I*-CDW develops only close to the surface owing to the limited penetration depth of either the 800 nm or the 1550 nm photons of the pump pulse. Growth in the c-axis direction might be hindered by the small excitation depth, with possible repercussions on the growth or coarsening in the (\(\vec{a}, \vec{b}\)) plane. In this respect, another explanation for the observation of the distinct coarsening dynamics following 800 nm (this work) and 1550 nm excitations (Ref. [32]) could stem from the differing excitation depths \(\delta\) of 800 nm and 1550 nm photons, which amount 30 nm and 45 nm respectively.

Overall, the results presented in this work and Ref. [32] indicate that the kinetics of domain coarsening might depend on several parameters including the type of defects created in the I*-CDW and their distribution, as well as the limited extent of the I*-CDW in the c-axis direction. Determining the exact role of each of those parameters in the kinetics of phase ordering calls for additional experiments in thin samples (10 nm), using various excitation wavelengths and laser fluences.

4.3.3. CDW dislocations and self-doping in the photoinduced I*-CDW phase

Edge dislocations in CDWs are characterized by a local cancellation of the CDW-amplitude and a dipolar charge distribution associated with the \(\pi\) CDW-phase shift [66], which yields bound electronic states with energies distributed just below the Fermi energy (intra-CDW-gap states) [70]. Electrons trapped in those states do not belong to the CDW condensate, tantamount to a self-hole-doping in presence of CDW edge dislocations. The transient shortening of \(q_{\pi}^*\), which we attributed to a transient hole-doping of the photoinduced I*-CDW in Section 3.2.2, thus likely originates from the presence of dislocations in the I*-CDW phase. As coarsening occurs, the number of dislocations progressively decreases through pair-annihilation, thereby reducing the density of states of the intra-CDW-gap trapping sites. This, in turn, would explain the regular increase of \(q_{\pi}^*\), in the pump–probe delay range (25 ps–50 ns), towards its equilibrium value. It is interesting to note that in the experiment of Ref. [33], where the growth of isolated and defect-free I*-CDW regions was observed over an extended delay range (50 ps–10 ns), no significant changes of \(q_{\pi}^*\) could be detected despite a \(q\)-resolution comparable to the present experiment. This further supports the idea that the dynamics of \(q_{\pi}^*\) observed in the present work is related to the time-evolution of defects of the I*-CDW, in the form of I*-CDW dislocation annihilations.

The proportion of trapped electrons in the photoinduced I*-CDW phase can be inferred from the \(q_{\pi}^*\) dependence observed in chemically hole-doped samples. In 1T-(Ta\(_{1-x}\)Ti\(_x\))S\(_2\) for instance, Ta-atoms bring one conduction electron each, while Ti-atoms do not bring any: \(x\) then represents the fraction of holes among conduction electrons. Wilson et al. determined that \(q_{\pi}^*\) \((x = 0) \times [1 - 0.5327x]\) for \(x \leq 0.25\) [62]. In 1T-TaS\(_2\) at \(\tau = 25\) ps, when the I*-CDW wave vector exhibits its smallest length, the ratio \(q_{\pi}^*/q_{\pi}^0\) amounts 0.9969 (Figure 10b). This translates into a fraction \(x_{\pi}(\tau = 25\) ps\) = 0.58% of trapped electrons among conduction electrons or, equivalently, a surface density of trapped electrons \(\rho_{\pi}(\tau = 25\) ps\) = \((x_{\pi}(\tau = 25\) ps\))/\((a^2 \times \sin(120)) = 5.9 \times 10^{-2}\) nm\(^{-2}\). The average number of trapped electrons per dislocation can also be estimated. The I*-CDW correlation length in the \((\vec{a}, \vec{b})\) plane allows calculating the surface density of dislocations: \(\rho_d(\tau = 25\) ps\) = \(4/\pi \xi_{\pi}^2 \alpha_{\pi,\pi} = 1.4 \times 10^{-3}\) nm\(^{-2}\). It follows that about 40 electrons would be trapped at each dislocation site.

Putting together the elements given in Section 3.2.2 and above, the complete scenario would be the following. The photoinduced I*-CDW phase differs from the I-CDW phase observed at equilibrium by the presence of topological defects, namely extended domain walls and CDW dislocations, which are formed at the time of coalescence of the nucleated I*-CDW phase regions. The dipolar charge distributions associated with CDW dislocations trap a fraction of the conduction electrons into intra-CDW-gap states, which lowers the Fermi energy and shrinks the
Fermi surface. The I-CDW modulation, which is driven by nesting of the Fermi surface, then exhibits a shorter wave vector $q_{I^*}$ as compared to the equilibrium I-CDW phase. As for the dynamics, the correlation lengths of the I*-CDW phase progressively increase on the ns timescale, owing to, among others, CDW dislocation annihilations. This causes a reduction of the density of intra-CDW-gap states and, in turn, an increase of the Fermi energy towards its equilibrium value. Concomitantly, the Fermi surface expands and the nesting vector $q_{I^*}$ elongates as shown in Figure 10b.

5. Summarizing conclusion and outlook

Based on the results of the present experiment and those of Refs. [32, 33], we built an improved description of the mechanisms at work behind the photoinduced NC $\rightarrow$ I phase transition in 1T-TaS$_2$. The photoinduced I*-CDW phase appears in the form of nuclei which subsequently grow. At this stage, the I*-CDW correlation lengths were shown to be limited by the size of the isolated I*-CDW regions [33], which highlights the absence of defects within those. The incommensurate nature of the I*-CDW enables an infinite number of energetically equivalent possibilities to position the charge density maxima relative to the underlying atomic lattice. Each isolated I*-CDW region is thus characterized by a distinct set of CDW-phases ($\theta_{I^*1}, \theta_{I^*2}, \theta_{I^*3}$). When coalescence occurs, a single I*-CDW phase region emerges. It is fragmented into CDW-phase domains, reminiscent of the isolated I*-CDW regions with distinct CDW-phases. At this stage, the I*-CDW correlation length corresponds to the average distance between defects in the charge density modulation. CDW-phase accommodations between two adjacent domains can be achieved by two types of defects: extended domain walls and CDW-dislocations. Domain wall motions and dislocation annihilations allow the correlation lengths to increase, in a so-called phase-ordering process. In this regime, a self-similar growth of the CDW-phase domain pattern is observed with $\tau^p$ length-scaling (this work and Ref. [32]). $p$-exponents in the range (0.22–0.5) can be retrieved from the available experimental data, which compares reasonably well with the results of existing theories on coarsening [65, 67, 68].

In the present work, we have shown that the photoinduced I*-CDW phase differs from the I-CDW phase at equilibrium, not only by its limited correlation length, but also by a larger period of the CDW modulation (shorter wave vector of the CDW). We propose that the increased period of the I*-CDW modulation would be due to a smaller number of conduction electrons involved in the collective CDW state, some of them being trapped at CDW-dislocation sites. In this view, the I*-CDW appears as a hole-doped I-CDW .

This and previous works [32] indicate that the kinetics of phase ordering in the photoinduced I*-CDW phase could be influenced by the distribution of extended domain walls and CDW-dislocations. The latter distribution arises from complex interactions between nucleated regions at the time of coalescence, which likely depend on the quasi-equilibrium temperature reached once the laser pulse energy is transferred to the lattice. The next challenge will certainly consist in achieving a complete description of defect formation in the photoinduced I*-CDW. In this view, performing wavelength-dependent studies at short timescales, when coalescence of the initially formed I*-CDW regions occurs, would be of high interest.
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