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Abstract

We study the topology of the space of smooth codimension one foliations on a closed 3-manifold. We regard this space as the space of integrable plane fields included in the space of all smooth plane fields. It has been known since the late 60’s that every plane field can be deformed continuously to an integrable one, so the above inclusion induces a surjective map between connected components. We prove that this map is actually a bijection.
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In this article, we are interested in the topology of the space $\mathcal{F}(M)$ of ($C^\infty$) smooth codimension one foliations on a closed 3-manifold $M$. We identify such a foliation with its tangent plane field, and hence regard $\mathcal{F}(M)$ as the subset of integrable plane fields inside the space $\mathcal{P}(M)$ of all plane fields on $M$, endowed with the usual $C^\infty$ topology.

Most plane fields are not integrable: non integrable plane fields form a dense open subset of $\mathcal{P}(M)$. It has been known since the late 60’s, however, that any closed 3-manifold admits a smooth codimension one foliation [16, 17]. Moreover, according to works of J. Wood [27] and W.P. Thurston [23], any smooth plane field can be deformed to a smooth foliation. In other words, the map $\pi_0\mathcal{F}(M) \xrightarrow{\iota} \pi_0\mathcal{P}(M)$ induced by the inclusion $\mathcal{F}(M) \hookrightarrow \mathcal{P}(M)$ is surjective. It is then tempting to ask whether this inclusion is actually a weak homotopy equivalence, or in Gromov’s language whether foliations satisfy the parametric h-principle. In fact, such an h-principle was established by Y. Eliashberg [8] for a related class of (locally homogeneous) plane fields, namely overtwisted contact structures. We study here the validity of the one-parameter h-principle for foliations, and obtain the following:

**Theorem A.** Let $M$ be a closed oriented 3-manifold, $\mathcal{P}(M)$ the space of smooth transversely oriented plane fields on $M$ and $\mathcal{F}(M)$ the space of smooth codimension one foliations on $M$. The inclusion of $\mathcal{F}(M)$ in $\mathcal{P}(M)$ induces a bijection between connected components.

Theorem A improves the main result of the author’s PhD dissertation [9], which states that any two $C^\infty$ foliations homotopic as plane fields can be connected by a continuous path of $C^1$ foliations. What was missing in [9] in order to remain in the $C^\infty$ class was the path-connectedness of the space of smooth $\mathbb{Z}^2$-actions on the segment (cf. Section 4). C. Bonatti and the author have since proved the connectedness of this space [1], which, combined to [9], gives Theorem A. Path-connectedness, however, remains out of reach, for actions as well as foliations: we do not know whether the map $\pi_0\mathcal{F}(M) \xrightarrow{\iota} \pi_0\mathcal{P}(M)$ is injective. In $\mathcal{P}(M)$, which is locally contractible, connected and path-connected components are the same, but this is not clear in $\mathcal{F}(M)$, which is a closed subset with empty interior.

Surjectivity between higher homotopy groups, on the other hand, is easier to obtain. The following result can be derived from our techniques. We give a complete proof for $k = 1$ (cf. Theorem C) and a sketch for the general case (cf. end of Section 2).

**Theorem B.** Let $M$ be a closed oriented 3-manifold, $\mathcal{P}(M)$ the space of smooth transversely oriented plane fields on $M$ and $\mathcal{F}(M)$ the space of smooth codimension one foliations on $M$. For any $k \geq 1$, the map $\pi_k\mathcal{F}(M) \xrightarrow{\iota} \pi_k\mathcal{P}(M)$ induced by the inclusion is surjective.

To present the strategy of the proof of Theorem A, we will first explain how to deform a single plane field $\xi$ to a foliation. The argument we describe is due to Thurston [23], who later generalized it to higher dimensions and codimensions [24, 25].

**Thurston’s method**

Thurston’s construction proceeds in three steps.

**Step 1.** First, we make $\xi$ integrable outside a finite collection of balls (thought of as “holes” in the resulting foliation) on which it is *almost horizontal* (cf. Definition 2.1),
meaning, basically, that it is tangent to the boundary sphere at exactly two points, the 
poles, and transverse to a vector field on the whole ball (tangent to the boundary) 
connecting the poles. In this article, such a plane field will be called \textit{almost integrable} (cf.
\textbf{Definition 2.1}). To do so, the idea is to construct a triangulation “in good position” with 
respect to $\xi$, and to make $\xi$ integrable in a neighbourhood $V$ of its 2-skeleton. More 
precisely, we require all faces and edges to be transverse to $\xi$, and the direction of $\xi$ to 
be almost constant on each 3-simplex. We then make $\xi$ integrable in a neighbourhood of 
every vertex, then every edge, and finally every face. The key point is that, in a neigh-
bourhood of every simplex $\sigma$ of the 2-skeleton, there exists a nonsingular vector field $\nu$
tangent to $\xi$ and transverse to $\sigma$. The deformation consists in making $\xi$ invariant under 
$\nu$ in a neighbourhood of $\sigma$. Since $\xi$ is already integrable near $\partial \sigma$, it is already invariant 
under $\nu$ there and thus remains unchanged. This guarantees the global coherence of these 
local perturbations. The neighbourhood $V$ of the 2-skeleton can be chosen so that the 
complement of $V$ is a collection of balls (one in each 3-simplex) on which $\xi$ is almost 
horizontal.
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\caption{Making $\xi$ integrable near the 2-skeleton} 
\end{figure}

\textbf{Step 2.} Due to the Reeb Stability Theorem \cite{18}, the restriction of $\xi$ to such a ball $B$
cannot be deformed (rel. $\partial B$) to a foliation, unless $\xi \mid \partial B$ is a foliation by circles outside 
the poles. To get around this problem, the idea is to replace ball-shaped holes by toric 
one by digging tunnels along transverse arcs in $V$ connecting the poles from outside. A 
sufficient condition for such arcs to exist is that the foliation on $V$ is \textit{taut}, i.e. that every 
transverse arc (in particular “meridians” connecting the poles of a ball) extends to a closed 
transversal, or equivalently that every leaf is crossed by a closed transversal. In that case, 
we will say that the almost integrable plane field $\xi$ itself is \textit{taut}. Thurston artfully reduces 
to this situation by “ripping” all leaves, making them spiral around new ball-shaped holes 
where he temporarily sacrifices the integrability (cf. \textbf{Lemma 2.10} for a parametric version 
of this trick).
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\caption{Thurston’s trick} 
\end{figure}

\textbf{Step 3.} We can now enlarge each hole by digging a tunnel (so far foliated by disks) 
along a transverse arc connecting its poles. We thus have a collection of solid toric holes 
outside of which the plane field, still denoted by $\xi$, is integrable and on which $\xi$ is transverse 
to the $S^1$ factor of $D^2 \times S^1$. Thurston then shows that such a plane field on a solid torus can
always be deformed to a foliation, relative to the boundary. This uses the simplicity of the group of smooth orientation preserving diffeomorphisms of the circle, due to M. Herman [12]. P. Schweitzer later gave a more geometric filling argument in [19], also based on a theorem of Herman [13], whose advantage, as A. Larchanché observed in [15], is that the resulting foliations depend continuously on their trace on the boundary. These foliations of the solid torus, which will be referred to as Schweitzer foliations, will be described more precisely in Section 1. Let us just say, for now, that they are transverse to the $S^1$ factor of $D^2 \times S^1$ except above two circles in $D^2$ whose products by $S^1$ are torus leaves bounding Reeb components [18]. In particular, all leaves except these two are crossed by a closed transversal.

By construction, the foliations obtained by Thurston’s process (combined with Schweitzer’s filling method) are malleable in the following sense: a foliation is malleable (cf. Definition 2.3) if it is taut outside a finite collection of solid tori and induces, on each of these, a Schweitzer foliation whose trace on the boundary torus has a whole one-parameter family of (meridian) circle leaves. We will denote by $\mathcal{M}(M)$ the set of malleable foliations on $M$. Thus what Thurston’s construction shows is that the map $\pi_0 M(M) \rightarrow \pi_0 P(M)$ induced by the inclusion $M(M) \hookrightarrow P(M)$ is onto.

Outline of the proof of Theorem A

The general idea to prove Theorem A is to give a relative one-parameter version of Thurston’s construction: start with a continuous family $\xi_t$, $t \in [0, 1]$, in $P(M)$ such that $\xi_0$ and $\xi_1$ are integrable, and deform it (with fixed endpoints $\xi_0$ and $\xi_1$) to a family of integrable plane fields. This raises two major difficulties. First, there are a lot of choices involved in Thurston’s process (triangulation, transverse arcs...), and it is not at all clear (and is actually wrong) that such choices can be made continuously with respect to the parameter $t$. But a perhaps bigger issue is the relative part of the problem: Thurston’s process does not leave integrable plane fields unchanged! It deforms them (a great deal) to malleable foliations. So let us first restrict to the case when $\xi_0$ and $\xi_1$ are malleable, and then explain how to reduce to this case.

“Malleable case” (Section 2). As we just saw, the best we can expect from a (naive) parametric version of Thurston’s construction is the following:

**Theorem C** (Malleable case). Any continuous path of plane fields connecting two malleable foliations can be deformed (with fixed endpoints) to a path of malleable foliations. In particular, the map $\pi_0 M(M) \rightarrow \pi_0 P(M)$ induced by the inclusion $M(M) \hookrightarrow P(M)$ is injective.
Remark. This also shows that the map $\pi_1\mathcal{M}(M) \to \pi_1\mathcal{P}(M)$ (for any choice of base point) is onto (see Theorem [13]).

Before sketching the proof of Theorem [C], note that taut foliations (when they exist) are in particular malleable (cf. Definition [2.3]), so the following statement is a direct corollary of the above:

**Corollary C’.** Two taut foliations homotopic as plane fields are connected by a path of (malleable) foliations.

**Remark.**

- This extends a result by Larcanché [15], who proved the above statement in the case of two sufficiently close taut foliations, and of two foliations transverse to the fibers of a circle bundle over a closed surface (and thus taut). Schweitzer’s construction plays a key role in her proof as well as ours.

- The foliations of the paths we construct, including Larcanché, are malleable, but not taut in general. As a matter of fact, J. Bowden [4] and T. Vogel [26] recently gave examples of taut foliations homotopic as foliations but which cannot be connected by a path of taut foliations.

Now the proof of Theorem [C] goes as follows. Consider two malleable foliations, $\tau_0$ and $\tau_1$, homotopic as plane fields. Here, we only explain how to connect them by a path of malleable foliations. Think of $\tau_0$ and $\tau_1$ as obtained from two taut almost integrable plane fields $\xi_0$ and $\xi_1$ by Thurston’s construction, using Schweitzer’s filling method (see “step 3” above, and Lemmas [2.4] and [2.5] for further detail) and take a path $\xi_t$, $t \in [0, 1]$, of plane fields connecting $\xi_0$ and $\xi_1$. This is the path to which we are going to apply a parametric version of Thurston’s process.

**Step 1.** We first deform the whole family $\xi_t$, $t \in [0, 1]$, to a family of almost integrable plane fields (all having the same “holes”, the poles varying continuously with respect to the parameter), keeping $\xi_0$ and $\xi_1$ unchanged (cf. Proposition [2.9]). To do this, we pick a triangulation of $M$ such that every $\xi_t$ is almost constant on each 3-simplex. Unfortunately, since the direction of $\xi_t$ varies with $t$, one cannot require the edges and faces to be transverse to $\xi_t$. And if some $\xi_t$ is tangent to some face $\sigma$ at some point, one cannot find the desired nonsingular vector field $v_t$ near $\sigma$ both tangent to $\xi_t$ and transverse to $\sigma$. Fortunately, this problem has already been considered and solved by Eliashberg in the closely related field of contact structures [8]. The main idea is to consider these special 2-simplices $\sigma$ as “big vertices” and treat them before any other simplex of the 2-skeleton. The adaptation of Eliashberg’s techniques to foliations is carried out in the appendix.

**Step 2.** A parametric version of Thurston’s second step (cf. Lemma [2.10]) allows us to perturb the new family to a family of taut almost integrable plane fields (again keeping $\xi_0$ and $\xi_1$ unchanged).

**Step 3.** Each of these new plane fields can be made integrable following Thurston’s third step, using transverse arcs connecting the poles of the balls for each value of the parameter (whose existence is guaranteed by step 2). This, in particular, turns $\xi_0$ and $\xi_1$ back into $\tau_0$ and $\tau_1$. But we want the resulting foliations to depend continuously on the parameter. This can be achieved if we find transverse arcs which vary continuously with respect to the parameter: then the toric holes to be filled also vary continuously, as well as the holonomy of the foliations induced on their boundaries, and Schweitzer’s construction
can be performed continuously too (cf. Theorem 1.7). In the general case however, the transverse arcs vary only piecewise continuously, and we only get a piecewise continuous path of foliations. To fill the gaps, we basically need to check that the deformation class (among foliations) of a malleable foliation obtained from a taut almost integrable plane field does not depend on the choice of transverse arcs. This is the content of the Siphon Lemma 2.14, which is the final ingredient of Proposition 2.13 (the relative one-parameter version of Thurston’s third step) and thus concludes the proof of Theorem C.

Reduction to the malleable case (Sections 3 and 4). The injectivity of the map \( \pi_0 \mathcal{F}(M) \rightarrow \pi_0 \mathcal{P}(M) \) would follow from Theorem C if we could show that any foliation can be deformed to a malleable one through foliations. Recall that a malleable foliation is basically one whose leaves all intersect closed transversals, except possibly finitely many torus leaves bounding Reeb components. What is true for any foliation now, according to classical results by S. P. Novikov [17] and S. Goodman [11], is that only torus leaves can fail to intersect closed transversals. But such “problematic” torus leaves, which will henceforth be referred to as Novikov leaves, do not necessarily bound Reeb components. We want to get rid of them by deforming the foliation, or rather to replace them by nice ones lying in Schweitzer foliations. In Section 3, we first restrict to foliations which are described by a simple local model near their Novikov tori (cf. Definition 3.3). We call such foliations “neat”. Local perturbations using the tools of Section 1 allow us to prove:

**Theorem D (Malleabilization).** Every neat foliation can be deformed to a malleable one among neat foliations.

This, together with Theorem C, implies the following, where \( \mathcal{N}(M) \) denotes the space of neat foliations on a manifold \( M \):

**Corollary D’ (Neat case).** Any continuous path of plane fields connecting two neat foliations can be deformed (with fixed endpoints) to a path of neat foliations. In particular, the map \( \pi_0 \mathcal{N}(M) \rightarrow \pi_0 \mathcal{P}(M) \) induced by the inclusion \( \mathcal{N}(M) \rightarrow \mathcal{P}(M) \) is injective.

Finally, in Section 4, we prove:

**Theorem E.** Neat foliations are dense among foliations.

This is precisely where we loose path-connectedness and achieve only connectedness: instead of a continuous deformation of any foliation to a neat one, what we achieve is a(n arbitrarily) small perturbation.

**Theorem A** follows readily: given a connected component \( C \) in \( \mathcal{P}(M) \), \( \mathcal{F}(M) \cap C \) is connected since \( \mathcal{N}(M) \cap C \) is both path-connected by Corollary D’ and dense in \( \mathcal{F}(M) \cap C \) by Theorem E.
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1 From plane fields to foliations on the solid torus

A key step in Thurston’s construction of foliations (cf. “Step 3” in “Thurston’s method” above) consists in deforming any given plane field $\xi$ transverse to the $S^1$ factor on the solid torus $D^2 \times S^1$ to a foliation, relative to the boundary. Larché proved in [15] that this can actually be done continuously with respect to $\xi$, using a construction introduced by Schweitzer in [19] as an alternative to Thurston’s method. In this section, we give a brief account of these works.

Given a manifold $M$ (possibly with boundary), $\mathcal{P}(M)$ (resp. $\mathcal{F}(M)$) denotes the space of hyperplane fields (resp. codimension 1 foliations) on $M$. Now given a manifold $B$, we denote by $\mathcal{P}_h(B \times S^1)$ (resp. $\mathcal{F}_h(B \times S^1)$) the subspace of $\mathcal{P}(B \times S^1)$ (resp. $\mathcal{F}(B \times S^1)$) made up of plane fields transverse to the $S^1$ factor.

**Proposition 1.1.** There is a continuous path of maps $\psi_t : \mathcal{P}_h(D^2 \times S^1) \to \mathcal{P}(D^2 \times S^1)$, $t \in [0,1]$, such that:

- $\psi_0$ is the inclusion,
- $\psi_1$ has value in $\mathcal{F}(D^2 \times S^1)$,
- for every $\xi$ in $\mathcal{P}_h(D^2 \times S^1)$, all plane fields $\psi_t(\xi)$, $t \in [0,1]$, coincide along $\partial D^2 \times S^1$.

**Remark 1.2.** Since the disk is simply connected, the only foliation of $D^2 \times S^1$ transverse to $S^1$, up to fibered isotopy, is the foliation by meridian disks $D^2 \times \{\cdot\}$. In other words, only the foliation of $\partial D^2 \times S^1$ by meridian circles extends to a foliation of $D^2 \times S^1$ transverse to $S^1$. Thus, most foliations in $\psi_1(\mathcal{P}_h(D^2 \times S^1))$ will not be everywhere transverse to $S^1$.

The whole section is devoted to the proof of Proposition 1.1. The main issue is to construct the map $\psi_1$ which, to any plane field transverse to the $S^1$ factor on $D^2 \times S^1$, associates a foliation having the same trace on the boundary. Let us start with the simple yet key example of a plane field $\xi$ defined by an equation of the form $dz - \rho(r)\lambda d\theta = 0$, where $(r, \theta)$ denote the polar coordinates on $D^2$, $z$ the coordinate on $S^1$, $\lambda$ some real number and $\rho$ some smooth step function vanishing on $[0, 1/2]$ and equal to 1 near 1. This plane field induces a linear foliation on $\partial D^2 \times S^1$, which can be extended to a foliation of the solid torus by putting a Reeb component along the core curve and wrapping the external leaves around it as shown on Fig. 4.

![Figure 4: Reeb filling of a linear foliation](image)

Moreover, this foliation is homotopic to the initial plane field relative to the boundary. Lemma 1.3 below (applied to $\omega = dz - \lambda d\theta$), gives an analytic description of these objects. Let $\{\rho_0, \rho_{1/2}, \rho_1\}$ denote a partition of unity on $[0, 1]$ meeting the following conditions:

- $\rho_1$ equals 1 near 1 and 0 precisely on $[0, 1/2]$;
\[ \rho_0 \text{ equals } 1 \text{ near } 0 \text{ and } 0 \text{ precisely on } [1/2,1]; \]

• as a consequence, \( \rho_{1/2} \) equals 0 near \( \{0,1\} \) and 1 precisely at \( 1/2 \).

**Lemma 1.3** (Reeb Filling Lemma). For every non-singular closed 1-form \( \omega \) on \( \partial \mathbb{D}^2 \times \mathbb{S}^1 \), the 1-form

\[ \tilde{\omega} = \rho_1(r) \omega + \rho_{1/2}(r) \, dr + \rho_0(r) \, dz \]

(where \( \rho_1(r) \omega \) is viewed as a form on the solid torus) is nonsingular, integrable on \( \mathbb{D}^2 \times \mathbb{S}^1 \) and induces \( \omega \) on the boundary. Moreover, if \( \omega(\partial_x) > 0 \), the 1-forms

\[ \tilde{\omega}_t = \rho_1(r) \omega + \rho_{1/2}(r) \left( t \, dz + (1-t) \, dr \right) + \rho_0(r) \, dz, \quad t \in [0,1], \]

are all nonsingular, integrable if \( \omega = dz \) (but not in general) and define a homotopy of plane fields relative to the boundary between the plane field tangent to the foliation and a plane field transverse to the \( \mathbb{S}^1 \) factor.

A foliation of the form \( \tilde{\omega} \) will be called a Reeb filling of \( \omega \), a Reeb filling of slope \( \lambda \) if \( \omega = dz - \lambda d\theta \), or simply a Reeb foliation.

**Remark 1.4.** If \( \omega = dz \), \( t \in [0,1] \mapsto \tilde{\omega}_{1-t} \) defines a deformation of foliations between the product foliation by meridian disks and a Reeb filling of slope 0 (cf. Figure 5 to visualize the deformation, rotate each picture of the central sequence around a vertical axis. This sequence represents a continuous path of dimension one foliations invariant under vertical translations, the continuous deformation of their tangent line fields being sketched above).

![Figure 5: Addition of a Reeb component](image)

Note that if \( \omega \) is not closed, i.e. if the foliation on the boundary torus is not linearizable, \( \tilde{\omega} \) is not integrable. In fact, one can prove (cf. for example [6, Lemma 2.1]) that Reeb’s construction does not generalize to nonlinearizable foliations, due to some rigidity phenomenon concerning the holonomy of a \( C^2 \) foliation near a torus leaf (in relation with Kopell’s Lemma \([14]\) for commuting \( C^2 \) diffeomorphisms of the interval). The idea is nevertheless to reduce to the linearizable case. To do so, one first needs to translate Proposition \([1,1]\) in terms of holonomy.

Let \( \tau \) be an element of \( \mathcal{F}_0(\mathbb{S}^1 \times \mathbb{S}^1) \). The transversality condition implies that, for every \( x \) in \( \mathbb{S}^1 \), the leaf through \( (1,x) \in \mathbb{S}^1 \times \mathbb{S}^1 \) goes all the way around the torus, alternately intersecting every fiber \( \{e^{2\pi it}\} \times \mathbb{S}^1 \), \( t \in [0,1] \), at a point \( (e^{2\pi it}, f_t(x)) \). This defines a one-parameter family \( (f_t)_{t \in [0,1]} \) of smooth orientation-preserving diffeomorphisms of the circle, which has a unique lift \( (\tilde{f}_t)_{t \in [0,1]} \) to \( \text{Diff}_+(\mathbb{S}^1) \) – the group of orientation-preserving diffeomorphisms of \( \mathbb{R} \) commuting with the unit translation – satisfying \( \tilde{f}_0 = \text{id}_\mathbb{R} \). We
call the diffeomorphism \( \tilde{f}_1 \) the *holonomy* of the foliation \( \tau \), and denote it by \( \text{hol}(\tau) \). For example, the holonomy of the foliation defined by \( dz - \lambda d\theta = 0 \) is the translation \( T_{2\pi\lambda} : x \mapsto x + 2\pi\lambda \) (hence, we will sometimes call the corresponding Reeb filling the *Reeb filling* of \( T_{2\pi\lambda} \)). Now the following standard facts (which we will not prove) allow us to reduce Proposition 1.1 to Theorem 1.7 below:

**Lemma 1.5.** The map

\[ P_\emptyset(D^2 \times S^1) \to F_\emptyset(S^1 \times S^1) \]

\[ \xi \mapsto |\partial D^2 \times S^1| \xi \]

is a trivial fibration with contractible fibres.

**Lemma 1.6.** The holonomy map

\[ \text{hol} : F_\emptyset(S^1 \times S^1) \to \tilde{\text{Diff}}^+(S^1) \]

is a trivial fibration with contractible fibers.

**Theorem 1.7** (Schweitzer [19, “Step 4”, p. 182], Larchand [15, Theorem 4, p. 396]). There is a continuous path of maps

\[ \varphi_t : \text{Diff}^+(S^1) \to \mathcal{P}(D^2 \times S^1), \quad t \in [0, 1], \]

such that:

- \( \varphi_0 \) has value in \( \mathcal{P}_\emptyset(D^2 \times S^1) \),
- \( \varphi_1 \) has value in \( F(D^2 \times S^1) \),
- for every \( f \in \text{Diff}^+(S^1) \), all plane fields \( \varphi_t(f), t \in [0, 1] \), coincide along \( \partial D^2 \times S^1 \) and \( \text{hol}(\varphi_t(f) |_{\partial D^2 \times S^1}) = f \).

The foliations \( \varphi f := \varphi_1(f), f \in \text{Diff}^+(S^1) \), will be referred to as Schweitzer foliations.

Hence, in Proposition 1.1, the second point can be replaced by: “for every \( \xi \) in \( \mathcal{P}_\emptyset(D^2 \times S^1) \), \( \psi_1(\xi) \) is a Schweitzer foliation”.

Let us now present the proof of Theorem 1.7. Again, the main issue is to construct the continuous map \( \varphi_1 \) which, to any holonomy \( f \in \text{Diff}^+(S^1) \), associates a foliation of \( D^2 \times S^1 \) transverse to the boundary and whose restriction to the boundary has holonomy \( f \). As a matter of fact, only \( \varphi_1 \) appears explicitly in [19, 15], but the existence of \( \varphi_t \) is a straightforward consequence of the construction of \( \varphi_1 \), as we will see.

The idea to construct \( \varphi_1 \) is to reduce to the translation case (solved by Reeb’s construction) by translating the following decomposition result of Herman for diffeomorphisms in terms of “foliation merging”.

**Theorem 1.8** (Herman [13], Corollaire (5.2) p.127). Let \( \mu = (1 + \sqrt{5})/2 \) denote the golden ratio. There is a continuous map

\[ \text{Diff}^+(S^1) \to \mathbb{R} \times \text{Diff}^+(S^1) \]

\[ f \mapsto (\lambda f, \mu^f) \]

such that \( f = T_{\lambda f} \circ (g_f^{-1} \circ T_\mu \circ g_f) \) for all \( f \in \text{Diff}^+(S^1) \), and \( (\lambda_{id}, g_{id}) = (-\mu, \text{id}) \).
Remark 1.9. • Schweitzer did not use or mention the continuous character of the map in \[19\], it is Larchanè who saw the potential of Herman’s theorem for the parametric case.

• Actually, Herman proves this result for any number \(\mu\) in a full-measure set, and works by Yoccoz show that it is true for any diophantine number \(\mu\). However, in what follows, we only need it to be true for one number \(\mu\).

We can now describe Schweitzer’s foliation \(\varphi_f\) for a given holonomy \(f\). Roughly speaking, \(\varphi_f\) is obtained by taking the Reeb fillings of \(T_\lambda f\) and \(g_f^{-1} \circ T_\mu \circ g_f\), gluing them together as Fig. 6 suggests, and inflating the resulting picture a little to remove the angles. The holonomy on the boundary of the resulting bigger solid torus is exactly the composition of the holonomies on the smaller tori, i.e. precisely \(f\). A more rigorous argument is given below, using suspension foliations over a pair of pants (cf. Lemma 1.11).

Remark 1.10. Note that when \(f\) is the identity (i.e. when \(\partial D^2 \times S^1\) is foliated by meridian circles), Schweitzer’s foliation \(\varphi_{id}\) is not the foliation by meridian disks; it consists of two Reeb fillings (of \(T_\mu\) and \(T_{-\mu}\) respectively) “glued together”. The “inflated” picture is depicted on Fig. 7. It will be important for us, however, to observe that \(\varphi_{id}\) and the foliation by meridian disks can be deformed to one another through foliations, relative to the boundary. Indeed, given the product foliation on \(D^2 \times S^1\), dig two parallel Reeb components in \(D^2 \times D^2\) (cf. Remark 1.4), for some small disks \(D^2 \subset D^2\). Then make the slope of the foliations induced on \(\partial D^2 \times S^1\) vary from 0 to \(\pm \mu / 2 \pi\) respectively. This deformation easily extends to \((\partial D^2 \times D^2) \times S^1\) rel. \(\partial D^2 \times S^1\) (cf. Lemma 1.11 below), and to \(D^2 \times S^1\) using the Reeb Filling Lemma 1.3.

Similarly, the Reeb and Schweitzer foliations associated to a translation \(T_\lambda\) can be deformed to one another through foliations, relative to the boundary.
In the general case, the resulting foliation \( \varphi_f \) is homotopic rel. boundary to a plane field transverse to the \( S^1 \) factor (because Reeb fillings are), and as Larchancé observed, all of this can be done continuously with respect to \( f \) because this is true for the decomposition of \( f \) and the “merging procedure”. Let us clarify this last claim using Lemma 1.11 below (which we will not prove), which reflects the flexibility of suspension foliations over a pair of pants, and will be used independently on several occasions in Section 3.

To fix notations, let \( \mathbb{P} \) denote the (oriented) pair of pants obtained by removing the interiors of the disks \( D_\pm \) of radius 1/4 centered at \( \pm (1/2,0) \) from the unit disk \( \mathbb{D}^2 \subset \mathbb{R}^2 \). Let \( \partial_\pm \mathbb{P} = \partial D_\pm \) and \( \partial_0 \mathbb{P} = \partial \mathbb{D}^2 \) (oriented as the boundary of \( D_\pm \) and \( \mathbb{D}^2 \) respectively). Let \( V \subset \mathbb{P} \) be the union of two segments joining \((0,-1) \in \partial \mathbb{D}^2 \) to \( \pm (1/4,0) \subset \partial_\pm \mathbb{P} \) respectively, and \( F_{h,V}(\mathbb{P} \times S^1) \) the subspace of \( F_{h}(\mathbb{P} \times S^1) \) made of foliations inducing the horizontal foliation by \( V \times \{ \} \) on \( V \times S^1 \). Denote by \( G_0 \) the group of fibered diffeomorphisms of \( \mathbb{P} \times S^1 \) covering the identity which restrict to the identity on \( (V \cup \partial_\pm \mathbb{P}) \times S^1 \). The group \( G_0 \) is contractible and acts on \( F_{h,V}(\mathbb{P} \times S^1) \). Using \( V \cap \partial_\pm \mathbb{P} \) as a base point on \( \partial_i \mathbb{P} \), \( i \in \{+,-,0\} \), we get holonomy maps \( h_i : F_{h,V}(\mathbb{P} \times S^1) \to \text{Diff}_+(S^1) \), \( h_i(\tau) = \text{hol}(\partial_i \tau) \), where \( \partial_i \tau \) denotes the foliation induced by \( \tau \) on \( \partial_i \mathbb{P} \), which satisfy \( h_0(\tau) = h_-(\tau) \circ h_+(\tau) \).

**Lemma 1.11.** The restriction map

\[
F_{h,V}(\mathbb{P} \times S^1) \to F_{h}(\partial_- \mathbb{P} \times S^1) \times F_{h}(\partial_+ \mathbb{P} \times S^1)
\]

\[
\tau \mapsto (\partial_- \tau, \partial_+ \tau)
\]

is a trivial fibration with contractible fibers (the orbits of \( G_0 \)).

**Proof of Proposition 1.7 in terms of Lemma 1.11.** Let \( f \in \text{Diff}_+(S^1) \). Define on \( S^1 \times S^1 \) two closed forms \( \omega_+ = g_f(z)dz - \mu d\theta \) and \( \omega_- = dz - \lambda_f d\theta \) (cf. Theorem 1.8), which define foliations of holonomy \( g_f^{-1} \circ T_\mu \circ g_f \) and \( T_\lambda \) respectively. According to Lemma 1.11 there exists a foliation of \( F_{h,V}(\mathbb{P} \times S^1) \) whose restrictions \( \partial_- \tau \) to \( \partial_- \mathbb{P} \times S^1 \) are the foliations defined by \( \omega_- \) and whose restriction \( \partial_0 \tau \) to \( \partial_0 \mathbb{P} \times S^1 \) has holonomy \( f = T_\lambda \circ (g_f^{-1} \circ T_\mu \circ g_f) \). Then apply the Reeb filling Lemma 1.3 to the forms \( \omega_\pm \) to define \( \varphi_\iota(f) \) in \( D_\pm \times S^1 \). Everything can be done continuously with respect to \( f \). \( \square \)

# 2 Flexibility of malleable foliations

In this section, we give a proper definition of almost integrable plane fields and malleable foliations, and prove Theorem C that is that any path of plane fields connecting two malleable foliations can be deformed with fixed endpoints to a path of malleable foliations.
This follows from Proposition \[2.9\] Lemma \[2.10\] and Proposition \[2.13\] which can be seen as one-parameter versions of Thurston’s first, second and third steps in [23] (cf. Introduction).

We conclude with a sketch of proof of Theorem B.

From now on, given a 3-manifold \( M \), by a collection of balls (resp. solid tori, arcs...) in \( \text{Int}(M) \), we mean a finite union of disjoint such things.

### 2.1 Almost-integrable plane fields and malleable foliations

**Definition 2.1.** Let \( M \) be a 3-manifold (possibly with boundary) and \( B = \bigcup_i B_i \subset \text{Int}(M) \) a collection of balls. A plane field \( \xi \) on \( M \) is almost horizontal on \( B \) if it is integrable near \( \partial B \) and satisfies the following conditions for some parametrization (called adapted) of each ball \( B_i \) by the unit ball \( D^3 \):

- \( \xi \) is tangent to \( S_i = \partial B_i = \partial D^3 \) exactly at the poles \( z = \pm 1 \);
- for every \( \varepsilon > 0 \), there exists a nonsingular vector field \( \nu \) on \( B_i = D^3 \) everywhere positively transverse to \( \xi \) and to the horizontal plane field \( dz = 0 \) and tangent to \( S_i \) outside an \( \varepsilon \)-neighbourhood of the poles.

A plane field \( \xi \) on \( M \) is \( B \)-almost integrable if it is integrable on \( M \setminus \text{Int} B \) and almost horizontal on \( B \). A \( B \)-almost integrable plane field \( \xi \) on \( M \) is taut if the induced foliation on \( M \setminus \text{Int} B \) is taut (meaning that every transverse arc in \( M \setminus \text{Int} B \) extends to a closed transversal in \( M \setminus \text{Int} B \)). Finally, a plane field \( \xi \) is almost integrable if it is \( B \)-almost integrable for some \( B \).

**Definition 2.2.** A Schweitzer foliation of the solid torus is simple if its holonomy on the boundary torus has whole intervals of fixed points, that is if the induced foliation on \( \partial D^2 \times S^1 \) has a one-parameter family of closed leaves bounding meridian disks.

**Definition 2.3.** Let \( M \) be a 3-manifold. A codimension-one foliation \( \tau \) on \( M \) is malleable if there is a collection of solid tori \( W = \bigcup_i W_i \subset \text{Int}(M) \) such that:

- \( \tau \) induces a simple Schweitzer foliation on each \( W_i \),
- \( \tau \) induces a taut foliation on \( M \setminus \text{Int} W \).

In particular, taut foliations are malleable. Recall that on a closed 3-manifold, only torus leaves can fail to meet a closed transversal (cf. [17] [14]), and that we referred to such problematic leaves as Novikov tori of the foliation (cf. “Reduction to the malleable case” in the Introduction). Thus, a foliation on a closed 3-manifold is malleable if all its Novikov tori are torus leaves of (simple) Schweitzer foliations.

There is a natural correspondence between malleable foliations on the one hand and, on the other hand, taut almost integrable plane fields together with an additional piece of data, namely, for each ball of the associated collection \( B \), a transverse arc connecting the poles in \( M \setminus \text{Int} B \) (cf. Fig. 3):

**Lemma 2.4.** Let \( M \) be a 3-manifold, \( B = \bigcup^n_i B_i \subset \text{Int}(M) \) a collection of balls, \( \xi \) a taut \( B \)-almost integrable plane field on \( M \) and \( \{A_i\}_{1 \leq i \leq n} \) disjoint arcs transverse to \( \xi \), each \( A_i \) connecting the poles of \( B_i \) in \( M \setminus \text{Int} B \). Then there is a malleable foliation \( \tau \) on \( M \) with the following properties:
• the solid tori $W_i$ associated to $\tau$ are neighbourhoods of $B_i \cup A_i$, $1 \leq i \leq n$;

• the plane fields $\xi$ and $\tau$ are homotopic relative to $M \setminus \bigcup \text{Int } W_i$.

Conversely:

**Lemma 2.5.** Let $M$ be a 3-manifold, $\tau$ a malleable foliation on $M$ and $W = \bigcup_i W_i$ the corresponding collection of solid tori. There exists a plane field $\xi$, together with balls $B_i \subset W_i$ and arcs $A_i \subset \text{Int } W_i \setminus \text{Int } B_i$ such that:

• $\xi$ is taut $B$-almost integrable, where $B = \bigcup_i B_i$;

• each arc $A_i$ is transverse to $\xi$ and connects the poles of $B_i$;

• the plane fields $\tau$ and $\xi$ are homotopic relative to $M \setminus \text{Int } W$.

**Proof of Lemma 2.4.** This follows readily from Theorem 1.7. For $1 \leq i \leq n$, we can parametrize a neighbourhood $W_i$ of $B_i \cup A_i$ by $\mathbb{D}^2 \times \mathbb{S}^1$, so that:

• $A_i = \{0\} \times J_i$ for some interval $J_i$ of $\mathbb{S}^1$ and $\xi$ is tangent to the disks $\mathbb{D}^2 \times \{\cdot\}$ on $\mathbb{D}^2 \times J_i$;

• $\xi$ is transverse to the $\mathbb{S}^1$ factor, and integrable in a neighbourhood of $\partial W_i$.

Let $f_i \in \text{Diff}_+(\mathbb{S}^1)$ be the holonomy of the foliation induced by $\xi$ on $\partial W_i$. According to Theorem 1.7, the tangent plane field to the (simple) Schweitzer foliation $\varphi_{f_i}$ is homotopic to $\xi$ relative to $\partial W_i$. Let $\tau$ be the foliation of $M$ which coincides with $\xi$ on $M' = M \setminus \bigcup \text{Int } W_i$ and with $\varphi_{f_i}$ on $W_i$. It remains to prove that $\tau |_{M'} = \xi |_{M'}$ is taut. Let $L'$ be a leaf of $\tau |_{M'}$, and $L$ the leaf of $\xi |_{M \setminus \text{Int } B}$ such that $L' = L \cap M$. By assumption on $\xi$, $L$ is crossed by a closed transversal $\Gamma$ to $\xi |_{M \setminus \text{Int } B}$, and we can assume that $\Gamma$ meets $L$ at some point of $L'$. Now it is not difficult to push $\Gamma$ out of $W \setminus B$.

**Remark 2.6.** According to Proposition 1.1, the above construction can actually be performed continuously on families of taut almost integrable plane fields given with transverse arcs provided these transverse arcs vary continuously. Proposition 2.13 below will show how to get rid of the latter condition.

**Proof of Lemma 2.5.** For $1 \leq i \leq n$ and for some suitable parametrization of $W_i$ by $\mathbb{D}^2 \times \mathbb{S}^1$, the Schweitzer foliation $\tau | W_i$ is homotopic relative to the boundary to a plane field $\tilde{\xi}$ transverse to the $\mathbb{S}^1$ factor and whose restriction to $\partial W_i = \partial \mathbb{D}^2 \times \mathbb{S}^1$ is tangent to $\partial \mathbb{D}^2 \times \{z\}$ for all $z$ in some interval $J_i$ of $\mathbb{S}^1$. We can thus deform $\tilde{\xi}$ relative to the boundary among plane fields transverse to $\mathbb{S}^1$ into a plane field $\xi$ tangent to the disks $\mathbb{D}^2 \times \{\cdot\}$ on $\mathbb{D}^2 \times J_i$. We then define $B_i$ as the ball obtained after rounding the box $W_i \setminus (\mathbb{D}^2 \times J_i) = \mathbb{D}^2 \times (\mathbb{S}^1 \setminus J_i)$, making sure that $\partial B_i$ has exactly two tangency points with $\xi$: the poles, located on the core curve $\{0\} \times \mathbb{S}^1$ of $W_i$. If we parametrize $B_i$ by $\mathbb{D}^3$ in such a way that the third coordinate coincides with the coordinate $z$ in $\mathbb{S}^1$, for every $\varepsilon > 0$, the vector field $\partial_z$ on $\mathbb{D}^2 \times (\mathbb{S}^1 \setminus J_i)$ can easily be extended into a vector field $\nu$ satisfying all the properties of Definition 2.1. The sub-arc $A_i$ of $\{0\} \times J_i$ connecting the poles of $B_i$ is transverse to $\xi$. 

**\[ \square \]**
2.2 Flexibility of taut almost integrable plane fields

Here we prove:

**Proposition 2.7.** Let \( \xi_0 \) and \( \xi_1 \) be taut \( B \)-almost integrable plane fields on a closed 3-manifold \( M \), for some collection of balls \( B \subset M \). Any path \( (\xi_t)_{t \in [0,1]} \) of plane fields on \( M \) connecting \( \xi_0 \) to \( \xi_1 \) is homotopic with fixed endpoints to a path of taut \( \hat{B} \)-almost integrable plane fields, where \( \hat{B} \) is a collection of balls containing \( B \).

Here, we say that a collection of balls \( \hat{B} = \bigcup_{j=1}^{m} \hat{B}_j \) contains a collection of balls \( B = \bigcup_{i=1}^{n} B_i \) if \( \{B_i\}_i \) is a subset of \( \{\hat{B}_j\}_j \). Proposition 2.7 follows readily from the next three results, in which the notation \( \text{Op}(A) \), for a subspace \( A \) of any topological space, refers to a small nonspecified open neighbourhood of \( A \). Lemma 2.8 and Proposition 2.9 provide a relative one-parameter version of Thurston’s “step 1” (cf. Introduction) while Lemma 2.10 corresponds to “step 2” and is applied to the restriction to \( N = M \setminus \text{Int} \hat{B} \) of the path provided by Proposition 2.9.

**Lemma 2.8.** Let \( \xi_0 \) and \( \xi_1 \) be \( B \)-almost horizontal plane fields on a closed 3-manifold \( M \), for some collection of balls \( B \subset M \). Any path \( (\xi_t)_{t \in [0,1]} \) of plane fields on \( M \) connecting \( \xi_0 \) to \( \xi_1 \) is homotopic with fixed end points to a path of \( B \)-almost horizontal plane fields.

**Proposition 2.9.** Let \( \xi_0 \) and \( \xi_1 \) be \( B \)-almost integrable plane fields on a closed 3-manifold \( M \), for some collection of balls \( B \subset M \). Any path \( (\xi_t)_{t \in [0,1]} \) of \( B \)-almost horizontal plane fields on \( M \) connecting \( \xi_0 \) to \( \xi_1 \) is homotopic with fixed end points and rel. \( \text{Op}(B) \) to a path of \( \hat{B} \)-almost integrable plane fields, where \( \hat{B} \) is a collection of balls containing \( B \).

**Lemma 2.10.** Let \( \xi_0 \) and \( \xi_1 \) be taut foliations on a compact 3-manifold \( N \) (possibly with boundary), and \( (\xi_t)_{t \in [0,1]} \) a path of foliations on \( N \) connecting \( \xi_0 \) to \( \xi_1 \) and having no component of \( \partial N \) as a leaf. Then \( (\xi_t)_{t \in [0,1]} \) is homotopic with fixed end points and rel. \( \text{Op}(\partial N) \) to a path \( (\tilde{\xi}_t)_{t \in [0,1]} \) of taut \( \hat{B}' \)-almost integrable plane fields, for some collection of balls \( B' \subset N \) in \( \text{Int}(N) \).

Lemmas 2.8 and 2.10 are proved below. Proposition 2.9 will be discussed in the appendix. Actually this result is a version for foliations of a theorem established by Eliashberg for contact structures (see [8, Lemma 3.2.1]). Though the key ideas of the proof are purely geometrical, their implementation requires some tedious technical estimates which will be carried out in full detail.

The first step of the proof of Lemma 2.8 consists in reducing to the case where \( \xi_0 \) and \( \xi_1 \) coincide on \( B \) and are horizontal on each ball of \( B \) in some adapted coordinates:

**Claim 2.11.** Let \( M \) be a closed 3-manifold, \( \xi \) a plane field on \( M \) almost horizontal on some ball \( B \subset M \), and \( (x, y, z) \) the coordinates induced on \( B \) by some adapted parametrization. Then \( \xi \) can be deformed relative to \( M \setminus \text{Op}(B) \) among \( B \)-almost horizontal plane fields to a plane field defined by \( dz = 0 \) on \( B \).

**Proof of Claim 2.11.** We want to straighten out \( \xi \) in \( B \) while keeping it fixed outside \( \text{Op}(B) \). The difficulty is to do this through \( B \)-almost horizontal plane fields.

Let \( \alpha \) be an equation of \( \xi \) which, near each pole of \( B \), coincides with the differential of some function \( f \). Define \( \xi_t, t \in [0,1] \), as the kernel of the form

\[
\alpha_t = (1 - \rho)\alpha + \rho ((1 - t)\alpha + t \, dz),
\]
where $\rho: M \to [0,1]$ is a smooth function equal to 1 near $B$ and with compact support in a neighbourhood $U$ of $B$, small enough that all the forms $(1-t)\alpha + t\,dz$ are nonsingular on $U$.

Clearly, $\xi_0 = \xi$, all the plane fields $\xi_t$ coincide with $\xi$ outside $U$, and $\xi_1|_B$ is defined by $dz = 0$. Moreover, all the plane fields $\xi_t$ are integrable near the poles of $B$ for $\alpha_t$ equals $(1-t)\,df + t\,dz$ there.

Let us now show that $\xi_t$ is tangent to $\partial B$ exactly at the poles $p_{\pm}$. Let $p \in \partial B \setminus \{p_{\pm}\}$ and $\varepsilon < \text{dist}(p,\{p_{\pm}\})$. According to Definition \ref{definition:isotopy} there exists a vector field $\nu$ on $B$ positively transverse to $\xi$ and to the $z$-levels and tangent to $\partial B$ outside an $\varepsilon$-neighbourhood of the poles. By construction, $\alpha_t(\nu) > 0$, and since $\nu$ is tangent to $\partial B$ at $p$, no plane field $\xi_t$ is tangent to $\partial B$ at $p$. Incidentally, we see that the vector field $\nu$ is positively transverse to both $\xi_t$ and the $z$-levels.

We finally need to perform a $C^0$-small perturbation of the $\xi_t$’s so that they become integrable near $\partial B$, and hence almost horizontal on $B$. Fix $\varepsilon$ small enough that the plane fields $\xi_t$ are integrable in a $2\varepsilon$-neighbourhood of the poles, denote by $\nu$ the vector field described above and extend it to a vector field transverse to the $\xi_t$’s in a neighbourhood of $B$. Let $S$ be the surface obtained from $\partial B$ by removing an $\varepsilon$-neighbourhood of the poles. We can parametrize a collar neighbourhood $W = S \times \mathbb{D}^1$ of $S$ by $S^1 \times \mathbb{D}^1 \times \mathbb{D}^1$ so that $S = S^1 \times \mathbb{D}^1 \times \{0\}$ and that every curve $\{\cdot\} \times \mathbb{D}^1 \times \{\cdot\}$ is an orbit segment of $\nu$. Since $\nu$ is transverse to $\xi_t$, there exists a unique vector field $\eta_t$ on $W$ tangent to $\xi_t$ and to each rectangle $\{\cdot\} \times \mathbb{D}^1 \times \mathbb{D}^1$ and whose last component is 1. Now define $\xi_t$ to be a $C^0$-small perturbation of $\xi_t$ with the following properties (see the appendix for similar constructions):

- $\tilde{\xi}_t$ coincides with $\xi_t$ along $S$ and outside $S \times (-\delta, \delta) \subset W$ with $\delta$ arbitrarily small;
- $\tilde{\xi}_t$ contains $\eta_t$ at every point of $W$;
- $\tilde{\xi}_t$ is invariant under $\eta_t$ near $S$ and thus integrable there.

Note that on every region of the type $S' \times (-\delta', \delta') \subset S \times \mathbb{D}^1$ where $\xi_t$ is integrable, $\tilde{\xi}_t$ is equal to $\xi_t$. This shows in particular that $\tilde{\xi}_i = \xi_i$ for $i = 0, 1$ and that $\xi_t = \xi_t$ near $\partial S \times \mathbb{D}^1$ for all $t$.

**Proof of Lemma \ref{lemma:isotopy}** It is enough to consider the case where $B$ consists of a unique ball. Let $(\xi_t)_{t \in [0,1]}$ be a path of plane fields from $\xi_0$ to $\xi_1$. Using Claim \ref{claim:adapted_parametrization}, we assume that, in some adapted parametrization $\psi: \mathbb{D}^3 \to B$, the equation of $\xi_t$, $i = 0, 1$, is $dz = 0$. Since the group of diffeomorphisms of $\mathbb{D}^3$ is connected (according to a theorem of J. Cerf \cite{cerf1970}), there exists an isotopy of $B$ between id and $\psi_t \circ \psi_0^{-1}$. Deforming $\xi_0$ by an extension of this isotopy to $M$ (among plane fields which are obviously almost horizontal on $B$), we reduce to the case where $\xi_0$ coincides with $\xi_1$ on $B$ and $\psi_0 = \psi_1 = \psi$.

One can reparametrize the path $(\xi_t)$, so that $\xi_t$ coincides with $\xi_0$ for $t \in [0,1/3]$ and with $\xi_1$ for $t \in [2/3,1]$, and deform it slightly near $\psi(0)$, keeping $\xi_0$ and $\xi_1$ unchanged, so that each $\psi^*\xi_t$ is constant on the euclidean ball of radius $\varepsilon$ centered at 0.

We then define the following family of balls:

- $B_t$ is the image under $\psi$ of the euclidean ball centered at 0 and of radius $3(\varepsilon - 1)t + 1$ for $t \in [0,1/3]$;
- $B_t = B_{1/3}$ for all $t \in [1/3,2/3]$;
• \( B_t = B_{1-t} \) for \( t \in [2/3, 1] \).

By construction, \( \xi_t \) is almost horizontal on \( B_t \) for all \( t \in [0, 1] \). Let \( \phi_t \) be an isotopy supported in a neighbourhood of \( B \) satisfying \( \phi_0 = \phi_1 = \text{id} \) and \( \phi_t(B) = B_t \) for all \( t \). Then \( (\phi_t^*\xi_t) \) is a path of \( B \)-almost horizontal plane fields homotopic to \( (\xi_t)_{t \in [0, 1]} \) with fixed end points.

\[ \]

Proof of Lemma 2.10. Let us start with the nonparametric version of Lemma 2.10 (referred to as Thurston’s trick in the Introduction), i.e. how to homotope a single foliation \( \xi \) on \( N \) (having no component of \( \partial N \) as a leaf) rel. \( \text{Op}(\partial N) \) to a taut \( B' \)-almost integrable plane field, for some collection of balls \( B' \subset \text{Int}(N) \). One can find finitely many disjoint arcs in \( \text{Int}(N) \) transverse to \( \xi \) whose union meets every leaf of \( \xi \). Let \( A \) be one of them. We can assume that \( \xi \) is tangent to \( D^2 \times \{\cdot\} \) in a neighbourhood \( C = D^2 \times D^1 \) of \( A \), where \( A = \{0\} \times [-1/2, 1/2] \). Let \( D_+ \) and \( D_- \) be two small disks in \( D^2 \) and \( \mathbb{P} = D^2 \setminus \text{Int}(D_+ \cup D_-) \). Let us first describe the deformation of \( \xi \) on \( \mathbb{P} \times D^1 \subset C \). Let \( f_u, u \in [0, 1] \), be a path of diffeomorphisms of \( D^1 \) coinciding with the identity near the boundary, such that \( f_0 = \text{id} \) and \( f_u(x) > x \) for all \( x \in [-1/2, 1/2] \) and all \( u > 0 \). Using an analogue of Lemma 1.11, we construct a deformation \( u \in [0, 1] \mapsto \xi_u|_{\mathbb{P} \times D^1} \) such that:

• \( \xi_0|_{\mathbb{P} \times D^1} = \xi|_{\mathbb{P} \times D^1} \);

• for every \( u \in [0, 1] \), the foliation \( \xi_u|_{\mathbb{P} \times D^1} \) is transverse to the \( D^1 \) factor, coincides with \( \xi \) near \( \partial(D^2 \times D^1) \cap \mathbb{P} \times D^1 \), and induces foliations of holonomy \( f_u, f_u^{-1} \) and \( \text{id} \) on \( \partial D_+ \times D^1, \partial D_- \times D^1 \) and \( \partial D^2 \times D^1 \) respectively.

One easily extends each \( \xi_u|_{\mathbb{P} \times D^1} \) (continuously with respect to \( u \in [0, 1] \)) to a plane field on \( C = D^2 \times D^1 \) in such a way that \( \xi^0 = \xi \). But for \( u \neq 0 \), \( \xi_u \) cannot be integrable on
$D_{\pm} \times \mathbb{D}^1$ for we have made its holonomy nontrivial on the lateral boundary. Denote by $B_{\pm}$ a ball obtained by rounding the corners of $D_{\pm} \times \mathbb{D}^1$.

Let $\xi$ denote the plane field on $N$ obtained by carrying out the above perturbation $u \mapsto \xi^u$ in a neighbourhood of every transverse arc $A$, and $B'$ the collection of balls $B_{\pm}$. Then $\xi$ is integrable on $N \setminus \text{Int} B'$, almost horizontal on $B'$, and every leaf of the foliation defined by $\xi$ on $N \setminus \text{Int} B'$ meets the boundary of some ball $B_{\pm}$ in the “subtropical” region where the induced foliation spirals up or down (from $\mp 1/2$ to $\pm 1/2 \in \mathbb{D}^1$). In particular, it is noncompact and meets a closed transversal: the “equator” of $\partial B_{\pm}$. So $\xi$ is taut $B'$-almost integrable.

Figure 11: $B_-$ and its equator

Let us now turn to the proof of Lemma 2.10 itself, i.e. let us now give a relative one-parameter version of the above. For every $t \in [0, 1]$, we can find finitely many disjoint arcs in $\text{Int}(N)$ transverse to $\xi_t$ whose union meets every leaf of $\xi_t$. Extending them slightly if necessary, we can assume they have the same property with respect to $\xi_s$ for all $s$ close enough to $t$. So we can cover $[0, 1]$ by the interiors (as subsets of $[0, 1]$) of finitely many segments $J_k, 1 \leq k \leq m$, such that, for each $k$, there exists a collection of arcs $\{A^i(k)\}_i$ in $\text{Int} N$ transverse to $\xi_t$ whose union meets every leaf of $\xi_t$ for all $t$ in $\text{Op}(J_k)$. Up to a slight perturbation of $(\xi_t)_{t \in [0,1]}$, we can actually assume that every $\xi_t, t \in \text{Op}(J_k)$, is tangent to $\mathbb{D}^2 \times \{\cdot\}$ in a neighbourhood $C^i(k) = \mathbb{D}^2 \times \mathbb{D}^1$ of $A^i(k)$, where $A^i(k) = \{0\} \times [-1/2, 1/2]$. Moreover, these neighbourhoods $C^i(k)$ can be taken disjoint.

Now for every $k$, we apply the nonparametric trick to every $\xi_t, t \in J_k$, on each $C^i(k)$ (leaving $\xi_t$ unchanged for $t \notin J_k$), using the path of diffeomorphisms $u \in [0, 1] \mapsto f_{\rho_k(t)}u$ instead of $u \mapsto f_u$, where $\rho_k$ denotes a bump function on $J_k$ vanishing only on $\partial J_k$. This can be done continuously with respect to $t$, leaving $\xi_0$ and $\xi_1$ unchanged while making every other $\xi_t$ taut outside balls (two in each $C^i(k)$ such that $t \in J_k$, which will be denoted by $B^i_{\pm}(k)$).

Note that at that point the collection of balls for a given $\xi_t$ depends on $t$. But the same (big) collection would work for every plane field if $\xi_t$ was almost horizontal on $B^i_{\pm}(k)$ even when $t \notin J_k$. This can be arranged by pulling back $\xi_t$ by a diffeomorphism $\phi_t$ (depending continuously on $t$ and equal to id for $t \in J_k$) supported in a neighbourhood of $B^i_{\pm}(k)$ and sending $B^i_{\pm}(k)$ to a sufficiently small neighbourhood of its “center” for $t$ away from $J_k$ (just like in the previous proof).

Remark 2.12. We stated and proved Lemma 2.10 for a one-parameter family because this is what we needed at the moment, but the proof adapts without problem to any number of parameters.
2.3 Deforming families of taut almost integrable plane fields

**Proposition 2.13.** Let \( M \) be a closed 3-manifold, \( B \subset M \) a collection of balls, \((\xi_t)_{t \in [0,1]}\) a path of taut \( B \)-almost integrable plane fields on \( M \) and \( \tau_0 \) and \( \tau_1 \) malleable foliations obtained from \( \xi_0 \) and \( \xi_1 \) by Lemma 2.4. Then the corresponding deformations from \( \xi_i \) to \( \tau_i \), \( i = 0, 1 \), extend to a deformation of \((\xi_t)_{t \in [0,1]}\) to a path \((\tau_t)_{t \in [0,1]}\) of malleable foliations connecting \( \tau_0 \) to \( \tau_1 \).

This will follow from the study of two particular cases: the one, settled in Remark 2.6, where one is given families of transverse arcs connecting the poles of the balls varying continuously with the parameter, and the cases that \( \xi_t \) does not depend on \( t \), which can be rephrased as follows:

**Lemma 2.14 (Siphon Lemma).** Let \( M \) be a closed 3-manifold, \( B = \bigcup^n_i B_i \subset M \) a collection of balls, \( \xi \) a taut \( B \)-almost integrable plane field on \( M \) and \( A^\pm = \bigcup A_i^\pm \subset M \setminus \text{Int} B \) two collections of arcs transverse to \( \xi \), each \( A_i^\pm \) connecting the poles of \( B_i \). The malleable foliations \( \tau^\pm \) built from \( \xi \) and \( A^\pm \) can be connected by a path of malleable foliations. What’s more, the loop of plane fields formed by the homotopies from \( \xi \) to \( \tau^- \), \( \tau^- \) to \( \tau^+ \), and \( \tau^+ \) to \( \xi \) bounds a disk of plane fields on \( M \).

**Figure 12:** The foliation \( \tau_1 \) on \( W \)

**Proof.** For simplicity, let us assume \( n = 1 \), so that \( B \) is a single ball, and \( A^\pm \) are two arcs transverse to \( \xi \) connecting the poles of \( B \). The main features of the following set up are depicted in Figure 12. Parametrize \( B \) minus two small polar caps by \( \mathbb{D}^2 \times [-1/4, 1/4] \) in such a way that \( \xi \) is transverse to the second factor and tangent to \( \mathbb{D}^2 \times \{0\} \) in a neighbourhood of \( \mathbb{D}^2 \times \{\pm 1/4\} \). Deform the arcs \( A^\pm \) slightly into disjoint arcs \( \bar{A}^\pm \) connecting \((\pm 1/2, 0, 1/4)\) to \((\pm 1/2, 0, -1/4)\) in \( C = \mathbb{D}^2 \times [-1/4, 1/4] \) respectively, transversely to \( \xi \) in \( M \setminus C \). Let

\[
D^\pm = \mathbb{D}^2 \cap \{x \geq 0\},
\]

where \( x \) denotes the first coordinate on \( \mathbb{D}^2 \),

\[
C^\pm = C \cap \{x \geq 0\} = D^\pm \times [-1/4, 1/4] \subset C
\]

and let \( W^\pm \) be solid tori obtained by smoothing the union of \( C^\pm \) with a neighbourhood of \( A^\pm \) trivially foliated by \( \xi \), such that

\[
W^+ \cap W^- = C \cap \{x = 0\} = C^+ \cap C^-.
\]
Parametrize $W^\pm$ by $\mathbb{D}^2 \times S^1 = \mathbb{D}^2 \times \mathbb{R}/\mathbb{Z}$ so that
\[
C^\pm = D^\pm \times [-1/4, 1/4] \subset D^\pm \times \mathbb{R}/\mathbb{Z} = W^\pm.
\]

Finally, denote by $g \in \text{Diff}_c^\infty([-1/4, 1/4])$ the holonomy, for the base point $(0, -1) \in \partial\mathbb{D}^2$, of the foliation induced by $\xi$ on the lateral boundary of $C$. If we lift $\xi$ by the identity to a diffeomorphism of $S^1 = \mathbb{R}/\mathbb{Z}$, and $f \in \text{Diff}_c(S^1)$ the lift of $\xi$ fixing $1/4$.

Now let $C'$ be a slight shrinking of $C$ so that $\xi$ is integrable on $C \setminus C'$, and let $(\psi_t)_{t \in [-1, 1]}$ be a continuous path of diffeomorphisms of $M$ supported in $C = \mathbb{D}^2 \times [-1/4, 1/4]$, leaving the last coordinate unchanged and such that $\psi_0 = \text{id}$ and $\psi_{\pm 1}(C') \subset C^\pm$. Define $\xi_t = (\psi_t)^*\xi$ for all $t \in [-1, 1], \xi_t = \xi_{-1}$ for all $t \in [-2, -1]$ and $\xi_t = \xi_1$ for all $t \in [1, 2]$. In particular, $\xi_{\pm 1}$ induces a foliation by disks on $W^\pm$ and consequently a foliation of holonomy $f$ on $\partial W^\pm = \partial D^\pm \times S^1$ (the base point being $(0, -1) \in \partial D^\pm \subset \partial\mathbb{D}^2$). Let $\tau_{\pm 2}$ be a foliation of $M$ coinciding with $\xi_{\pm 2}$ on $M \setminus W^\pm$ and with $\varphi_f$ on $W^\pm$. This foliation is clearly isotopic to the foliation $\tau_\pm$ built from $\xi$ and the transverse arc $A^\pm$ using the process of Lemma 2.4. Hence, to prove Lemma 2.14, it suffices to prove that $(\xi_t | W)_{t \in [1, 1]}$ can be deformed (rel. boundary) to a continuous path of malleable foliations $(\tau_t | W)$ connecting $\tau_{-2} | W$ to $\tau_2 | W$, the deformation from $\xi_{\pm 2}$ to $\tau_{\pm 2}$ being the one of Lemma 2.4 (outside $W$, one simply takes $\tau_t = \xi_t$). Let us just describe the path $\tau_t, t \in [-2, 2]$, since the existence of the homotopy between $(\xi_t)$ and $(\tau_t)$ is a direct consequence of Proposition 1.1 and its proof. The deformation $\tau_t, t \in [-2, -1]$, consists in deforming the foliation by disks in $W^+$ to $\varphi_{\text{id}}$ (cf. Remark 1.1). Now as $t$ goes from $-1$ to $1$, the holonomies of the foliations induced by $\xi_t$ on $\partial W^-$ and $\partial W^+$ vary from $f$ to $\text{id}$ and from $\text{id}$ to $f$ respectively. Define $\tau_t | W^\pm, t \in [-1, 1]$, to be the extensions of these foliations given by Proposition 1.7 so that $\tau_t$ induces $\varphi_f$ on $W^+$ and $\varphi_{\text{id}}$ on $W^-$. Then $\tau_t, t \in [1, 2]$, consists in deforming the foliation $\varphi_{\text{id}}$ to a foliation by disks in $W^-$, which gives the desired malleable foliation $\tau_2$.

**Proof of Proposition 2.13.** Assume again, for simplicity, that $B$ is a single ball. To each plane field $\xi_t$ corresponds a particular parametrization of $B$ by the unit euclidean ball $\mathbb{D}^3$. Denote by $p_t$ and $q_t \in B$ the corresponding north and south poles. For every $t$, any arc on $\partial B$ transverse to $\xi_t$ joining the poles $p_t$ and $q_t$ can be extended in $M \setminus \text{Int} B$ to a closed transversal, since the foliation defined by $\xi_t$ on $M \setminus \text{Int} B$ is taut. Hence, we get a family $A_t$ of transverse arcs connecting the poles of $B$ on the outside. To deal with the relative part of Proposition 2.13 assume $A_0$ and $A_1$ are prescribed, and denote by $\tau_0$ and $\tau_1$ the foliations obtained by applying Lemma 2.4 to $\xi_0$ and $\xi_1$. Now for all $s$ close enough to some given $t$, $A_t$ remains transverse to $\xi_s$, and we can slightly move its ends in a continuous way so that they coincide with $p_s$ and $q_s$ for all $s$. On every interval $[\frac{k}{m}, \frac{k+1}{m}]$, $0 \leq k \leq m - 1$, with $m$ sufficiently large, we thus have a continuous path $t \mapsto A_t(k)$ of transverse arcs (with $A_0(0) = A_0$ and $A_1(m - 1) = A_1$). According to the parametric version of Lemma 2.4 (cf. Remark 2.6), we can deform $t \in \left[\frac{k}{m}, \frac{k+1}{m}\right]$ to $\xi_t$ to a continuous path $t \in \left[\frac{k}{m}, \frac{k+1}{m}\right] \mapsto \tau_t(k)$ (with $\tau_0(0) = \tau_0$ and $\tau_1(m - 1) = \tau_1$). Combining this with the Siphon Lemma 2.14 (applied to $\xi = \xi_{k/m}, A^- = A_{k/m}(k - 1)$ and $A^+ = A_{k/m}(k)$), we get the desired homotopy from $(\xi_t)_{t \in [0, 1]}$ to a path of malleable foliations joining $\tau_0$ and $\tau_1$.

We can now conclude with the proof of Theorem C and a sketch of proof of Theorem B.
Proof of Theorem C. Let \((\zeta_t)_{t \in [0,1]}\) be a path of plane fields on a closed 3-manifold \(M\) connecting two malleable foliations \(\tau_0\) and \(\tau_1\), whose associated collections of tori are denoted by \(W_0\) and \(W_1\). For \(i = 0, 1\), Lemma 2.5 associates to \(\tau_i\) and \(W_i\) a collection of balls \(B_i\) and a taut \(B_i\)-almost integrable plane field \(\xi_i\) homotopic to \(\tau_i\). We can assume that \(B_0\) and \(B_1\) have the same number of balls, completing one or the other if necessary with some small balls \(B^3\) on which \(\xi_i\) is horizontal. Deforming \(\xi_0\) by an isotopy of \(M\), we can then reduce to the case \(B_0 = B_1 = B\). By the homotopy extension property, we can extend the deformation from \((\zeta_t)_{t \in [0,1]}\) to \((\xi_t)_{t \in [0,1]}\) to a deformation from \((\xi_t)_{t \in [0,1]}\) to a path \((\xi_t)_{t \in [0,1]}\) of plane fields connecting \(\xi_0\) to \(\xi_1\). According to Proposition 2.7, this path can be deformed with fixed endpoints to a path \((\tilde{\xi}_t)_{t \in [0,1]}\), of taut \(\tilde{B}\)-almost integrable plane fields, for some collection of balls \(\tilde{B} = \bigcup_{j=1}^n \tilde{B}_j\) containing \(B\). Now according to Proposition 2.13, this path can in turn be deformed to a path \((\tau_t)_{t \in [0,1]}\) of malleable foliations, the deformation from \(\tilde{\xi}_i\) to \(\tau_i\), \(i = 0, 1\), being the reverse of the one from \(\tau_i\) to \(\xi_i\) considered earlier. It is then easy to combine the above homotopies from \((\zeta_t)_{t \in [0,1]}\) to \((\xi_t)_{t \in [0,1]}\), from \((\xi_t)_{t \in [0,1]}\) to \((\tilde{\xi}_t)_{t \in [0,1]}\) and from \((\tilde{\xi}_t)_{t \in [0,1]}\) to \((\tau_t)_{t \in [0,1]}\) to obtain a homotopy from \((\tilde{\xi}_t)_{t \in [0,1]}\) to \((\tau_t)_{t \in [0,1]}\) with fixed endpoints. \(\Box\)

Sketch of proof of Theorem C. Let \(\tau\) be a malleable foliation on a closed 3-manifold \(M\) and \((\zeta_t)_{t \in \mathbb{D}^k}\) a continuous family of plane fields such that \(\zeta_t = \tau\) for all \(t \in \partial \mathbb{D}^k\). We want to deform this family, relative to \(\partial \mathbb{D}^k\), to a family of malleable foliations.

First, let \(\xi\) be a taut \(B\)-almost integrable plane field obtained from \(\tau\) by Lemma 2.5 and consider a new family of plane fields \((\xi_t)_{t \in \mathbb{D}^k}\) defined by \(\xi_t = \tau_{2t}\) for \(||t|| \leq \frac{1}{2}\) and such that, for every \(t \in \partial \mathbb{D}^k\), the path \(\tau \in [\frac{1}{2}, 1] \mapsto \xi_{\tau t}\) is the one from \(\tau\) to \(\xi\) given by Lemma 2.5. We apply the following analogue of Proposition 2.7 to \((\xi_t)_{t \in \mathbb{D}^k}\):

Proposition 2.15. Let \(\xi\) be a taut \(B\)-almost integrable plane field on a closed 3-manifold \(M\), for some collection of balls \(B \subset M\), and \((\xi_t)_{t \in \mathbb{D}^k}\) a continuous family of plane fields such that \(\xi_t = \xi\) for all \(t \in \partial \mathbb{D}^k\). Then \((\xi_t)_{t \in \mathbb{D}^k}\) is homotopic, relative to \(\partial \mathbb{D}^k\), to a family of taut \(\tilde{B}\)-almost integrable plane fields, where \(\tilde{B}\) is a collection of balls containing \(B\).

Like Proposition 2.7, this is proved in three steps. First, like in Lemma 2.8, we make all the plane fields almost horizontal on \(B\). Then we apply Proposition 5.1 (the generalization of Proposition 2.9 to which the appendix is devoted) to make them all \(\tilde{B}\)-almost integrable for some collection \(\tilde{B}\) containing \(B\). Finally we apply a multiparametric version of Lemma 2.10 (cf. Remark 2.12) to make them all taut and \(\tilde{B}\)-almost integrable for some collection \(\tilde{B}\) containing \(\tilde{B}\). All of this is done relative to \(\partial \mathbb{D}^k\). We denote by \((\tilde{\xi}_t)_{t \in \mathbb{D}^k}\) the resulting family of plane fields.

We then apply the following analogue of Proposition 2.13:

Proposition 2.16. Let \((\tilde{\xi}_t)_{t \in \mathbb{D}^k}\) be a family of taut \(\tilde{B}\)-almost integrable plane fields on \(M\) such that \(\tilde{\xi}_t = \xi\) for all \(t \in \partial \mathbb{D}^k\), and let \(\tau\) be a malleable foliation obtained from \(\xi\) by Lemma 2.4. Then the deformation from \(\tilde{\xi}_t = \xi\) to \(\tau_{2t}\), \(t \in \partial \mathbb{D}^k\), given by Lemma 2.4, extends to a deformation from \((\xi_t)_{t \in \mathbb{D}^k}\) to a family \((\tau_t)_{t \in \mathbb{D}^k}\) of malleable foliations.

Collapsing \(\partial \mathbb{D}^k\) to a point, one can equivalently start with a family \((\tilde{\xi}_t)_{t \in \mathbb{S}^k}\) of taut \(\tilde{B}\)-almost integrable plane fields on \(M\) such that \(\tilde{\xi}_{t_0} = \xi\) for some \(t_0 \in \mathbb{S}^k\) and extend the deformation from \(\xi_{t_0} = \xi\) to \(\tau_{t_0} = \tau\) to all of \(\mathbb{S}^k\).
The proof generalizes that of Proposition 2.13. Assume again, for simplicity, that \( \hat{B} \) is made of a single ball, and denote by \( A \) the arc used to turn \( \xi \) into \( \tau \) in Lemma 2.4. We then triangulate the parameter space \( S^k \) finely enough so that for any vertex \( v \) of this triangulation, there exists a continuous family of arcs \( t \in \text{Star}(v) \mapsto A_t(v) \) such that \( A_t(v) \) is transverse to \( \xi_t \) and connects the poles of \( \hat{B} \) for this plane field for every \( t \in \text{Star}(v) \).

We impose in addition that \( t_0 \) is a vertex and that \( A_{t_0}(t_0) = A \).

We first define the homotopy from \( \hat{\xi}_v \) to \( \tau_v \), for every vertex \( v \), as the one given by Lemma 2.4 applied to the arc \( A_v(v) \). Then as in the Siphon Lemma, this extends to a homotopy from \( (\xi_t)_{t \in S^k} \) to a family of malleable foliations \( (\tau_t)_{t \in S^k} \). More precisely, the Siphon Lemma itself provides an extension to the one-skeleton, and the next skeleta are dealt with similarly. As an example, if \( t \) is the center of some \( j \)-simplex \( \sigma \), the foliation \( \tau_t \) is obtained from \( \hat{\xi}_t \) by digging out \( j + 1 \) worm holes connecting the top and bottom of \( \hat{B} \) (along the \( j + 1 \) arcs associated to the \( j + 1 \) vertices of \( \sigma \)) and then by “equally distributing” the holonomy of \( \hat{\xi}_t \) along \( \partial \hat{B} \) in the \( j + 1 \) solid tori obtained as a union of a worm hole with a cylinder in \( \hat{B} \).

To conclude the proof of Theorem B, we combine the above homotopies from \( (\xi_t)_{t \in D^k} \) to \( (\hat{\xi}_t)_{t \in D^k} \), from \( (\xi_t)_{t \in D^k} \) to \( (\hat{\xi}_t)_{t \in D^k} \) and from \( (\hat{\xi}_t)_{t \in D^k} \) to \( (\tau_t)_{t \in D^k} \) to obtain a homotopy from \( (\xi_t)_{t \in D^k} \) to \( (\tau_t)_{t \in D^k} \) relative to \( \partial D^k \).

3 Malleabilization of neat foliations

This section is devoted to the proof of Theorem D, that is that every neat foliation can be connected to a malleable one by a path of neat foliations. We have not defined neat foliations yet, we have only said that they were described by a simple model near their Novikov tori. Let us now describe this model.

**Definition 3.1.** Given \( \varepsilon > 0 \), we call any foliation on \( \mathbb{T}^2 \times [-\varepsilon, \varepsilon] \) defined by an equation of the form:

\[
\begin{align*}
&dz - u(z)(a^+dx_1 + b^+dx_2), \\
&dz - u(z)(a^-dx_1 + b^-dx_2),
\end{align*}
\]

where \( (a^\pm, b^\pm) \in \mathbb{R}^2 \setminus \{(0,0)\} \) and \( u \) is a smooth function vanishing only at 0, a *model foliation*.

Figure 13: Model foliation near a torus leaf, with \( (a^-, b^-) = (0,1) \) and \( (a^+, b^+) = (4,5) \)
Remark 3.2. If \( u \) is not infinitely flat at 0 in the statement above, then \((a^+, b^+) = (a^-, b^-)\) since the equation is supposed to be \(C^\infty\). If \( u \) is infinitely flat at 0 however, the vectors \((a^+, b^+)\) and \((a^-, b^-)\) may differ.

Definition 3.3. Let \( \tau \) be a smooth foliation on a closed 3-manifold. A torus leaf \( T \) of \( \tau \) is \emph{neat} if there is a parametrized neighbourhood \( N \simeq \mathbb{T}^2 \times [-\varepsilon, \varepsilon] \) of \( T \) on which \( \tau \) induces a model foliation.

The foliation itself is \emph{neat} if all its Novikov tori are neat.

Remark 3.4. A neat foliation has finitely many Novikov tori.

The definitions of \emph{malleable} and \emph{neat} extend in a natural way to foliations of a compact manifold transverse to the boundary. Theorem D is then a direct consequence of the following local deformation result:

Proposition 3.5. Every model foliation on \( \mathbb{T}^2 \times [-1, 1] \) can be deformed to a malleable foliation through neat foliations relative to the boundary.

The proof consists of two steps: first we kill the initial torus leaf \( \mathbb{T}^2 \times \{0\} \), creating one or two new ones lying in Reeb foliations (cf. Lemma 3.6). This uses the form of the foliation near a neat leaf in a fundamental way. Then, we replace these Reeb foliations by a collection of “parallel” simple Schweitzer foliations (cf. Lemma 3.7).

3.1 Rolling up a torus leaf

Lemma 3.6. Every model foliation on \( \mathbb{T}^2 \times [-1, 1] \) can be deformed through neat foliations and relative to the boundary to a foliation taut outside one or two solid tori foliated by Reeb fillings.

Proof. Easy case. There is a case in which getting rid of the toric leaf of a model foliation by a deformation of foliations without adding any new toric leaf is easy: this is when the equation of the foliation is of the form:

\[
\begin{align*}
\frac{dz}{dx_1} &= a(z) + b(z)dx_2, \\
\frac{dz}{dx_1} &= a(z) - b(z)dx_2
\end{align*}
\]

with \((a, b) \in \mathbb{R}^2 \setminus \{0\}\) and \( u \) a smooth function vanishing only at 0 and having the same sign on both sides of 0. Then simply take a small deformation \( u_t, t \in [0, 1] \), of \( u = u_0\) such that, for all \( t > 0 \), \( u_t \) is a smooth non-vanishing function coinciding with \( u \) outside a small neighbourhood of 0. Then the equations

\[
\frac{dz}{dx_1} = u_t(z)(a^+dx_1 + b^+dx_2), \\
\frac{dz}{dx_1} = u_t(z)(a^-dx_1 + b^-dx_2)
\]

define foliations \( \tau_t \) which, for \( t > 0 \), have no torus leaves anymore.

The idea in the general case is to reduce to this easy case by changing the “slope” of the model foliation on one side of the central torus leaf, having beforehand inserted a Reeb filling to serve as a “siphon” for the excess (or lack) of slope.

Set up: choice of nice coordinates. Let \( \tau \) be a model foliation on \( \mathbb{T}^2 \times [-1, 1] \), defined by the equations:

\[
\begin{align*}
\frac{dz}{dx_1} &= u(z)(a^+dx_1 + b^+dx_2), \\
\frac{dz}{dx_1} &= u(z)(a^-dx_1 + b^-dx_2)
\end{align*}
\]
where \((a^±, b^±) \in \mathbb{R}^2 \setminus \{(0, 0)\}\) and \(u\) is a smooth function vanishing only at 0. Up to a deformation of \(u\) near 0 (and thus of \(\tau\) near \(T = \mathbb{T}^2 \times \{0\}\)), we can assume that this function is infinitely flat at 0. Furthermore, up to a linear change of coordinates on \(\mathbb{T}^2\), we can assume that \(a^+\) and \(a^-\) are different from 0. The function \(v\) equal to \(|a^+u|\) on \([0, 1]\) and \(|a^-u|\) on \([-1, 0]\) is smooth, so \(\tau\) is actually described by an equation of the form \(dz - v(z)(a^+dx_1 + b^+dx_2)\) with \(v\) smooth, nonnegative, vanishing only at 0 and \(a^± \in \{-1, 1\}\). We distinguish two cases, depending on whether \((a^+, b^+)\) differs or not from \(-a^-, b^-\). The second case reduces to the first one by a continuous deformation of \(\tau\) which consists in splitting the torus leaf \(\mathbb{T}^2 \times \{0\}\) into two, \(\mathbb{T}^2 \times \{±\varepsilon\}\), inserting a neat foliation of the form \(dz - w(z)(a'dx_1 + b'dx_2)\) in the middle, with \(w\) smooth and vanishing only at \(±\varepsilon\), and \((a', b') \neq ±(a^+, b^+)\).

In the first case, there exists an integer vector of \(\mathbb{Z}^2\) which forms a direct basis both with \((a^+, b^+)\) and \((a^-, b^-)\). In other words, up to a linear change of coordinates, we can assume \(a^± > 0\). So replacing \(v\) by \(a^+v\) on \([0, 1]\) and \(a^-v\) on \([-1, 0]\), (which leaves \(v\) smooth and positive outside 0), we can assume that \(\tau\) has an equation of the form:

\[
\begin{align*}
    dz - v(z)(dx_1 + b^+dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [0, 1] \\
    dz - v(z)(dx_1 - b^-dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [-1, 0].
\end{align*}
\]

**Deformation on \(\mathbb{T}^2 \times [-1, 1/2]\).** Recall we want to reduce to the “easy case” above, i.e. to the case \(b^+ = b^-\). So let us consider a continuous path \(b_t^+, \ t \in [0, 1]\), between \(b_0^+ = b^+\) and \(b_1^+ = b^-\). For later purposes, let us also require \(b_t^+\) to be equal to \(b^+\) for all \(t \in [0, 1/2]\). Now on \(\mathbb{T}^2 \times [-1, 1/2]\), we consider the following path of foliations \(\tau_t, \ t \in [0, 1]\):

\[
\begin{align*}
    dz - v(z)(dx_1 + b^-dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [-1, 0] \\
    dz - v(z)(dx_1 + b_t^+dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [0, 1/2].
\end{align*}
\]

For \(t = 1\) we are in the situation of the “easy case” and the central (unique) torus leaf can be removed by a deformation of foliations relative to the boundary.

![Figure 14: Deformation on \(\mathbb{T}^2 \times [-1, 1/2]\)](image)

**Deformation on \(\mathbb{T}^2 \times [1/2, 1]\).** We now need to extend the above deformation to \(\mathbb{T}^2 \times [1/2, 1]\) (relative to \(\mathbb{T}^2 \times \{1\}\)).

For \(t \in [0, 1/2]\), the foliation induced on \(\partial(\mathbb{T}^2 \times [1/2, 1])\) must remain unchanged. The foliation inside, however, is going to be modified by the insertion of a Reeb component along a transverse circle. More precisely, let \(p\) be a point in the open annulus \(A = S^1 \times (1/2, 1)\). The circle \(S^1 \times \{p\} \subset S^1 \times A = \mathbb{T}^2 \times (1/2, 1)\) is transverse to the foliation, so for a small enough disk \(D\) centered at \(p\) in \(A\), \(S^1 \times D\) is foliated by disks. According
to Remark 1.4, there exists a deformation $\tau_t$, $t \in [0, 1/2]$, of foliations on $T^2 \times [1/2, 1]$ relative to the complement of $S^1 \times D$ such that $\tau_0 = \tau$ and $\tau_{1/2}$ induces a Reeb filling of slope 0 in $S^1 \times D$.

Now we want to define a deformation $\tau_t$, $t \in [1/2, 1]$, of foliations on $T^2 \times [1/2, 1]$ which induce linear foliations of equation $dx_1 + b^+ dx_2$ on $T^2 \times \{1\}$ and $dx_1 + b^- dx_2$ on $T^2 \times \{1/2\}$ (with the right coorientation). To that end, consider the pair of pants $P = A \setminus D$.

According to Lemma 1.11, we can define a path of foliations on $S^1 \times P$ inducing the desired foliations on the boundary components of $S^1 \times \partial A$, and inducing on $S^1 \times \partial D$ a continuous path of linearizable foliations (i.e., whose holonomies are compositions of translations), which can be extended inside $S^1 \times D$ by a continuous path of Reeb fillings.

The global foliation $\tau_1$ is transverse to the first $S^1$ factor outside $S^1 \times D$, where it induces a Reeb filling, which concludes the proof.

### 3.2 Holonomy fragmentation

**Lemma 3.7.** A Reeb filling on $D^2 \times S^1$ can be deformed to a malleable foliation through neat foliations and relative to the boundary.

We already know that a Reeb filling can be deformed to a Schweitzer foliation relative to the boundary (cf. Remark 1.10). But if the holonomy $f$ on the boundary has no interval of fixed points (i.e., if it is not trivial, since it is a translation), this Schweitzer foliation is not simple. The idea is to replace it by a collection of “parallel” simple Schweitzer foliations whose holonomies form a decomposition of $f$. This uses the following fragmentation lemma for diffeomorphisms, along with the flexibility of suspension foliations over a punctured disk just as Theorem 1.7 follows from Herman’s decomposition Theorem 1.8 together with the flexibility of suspension foliations over a pair of pants (Lemma 1.11).

**Lemma 3.8.** Every element of $\widehat{\text{Diff}}_+(S^1)$ is the composition of finitely many elements of $\text{Diff}_+(S^1)$, each having intervals of fixed points.

**Proof.** Let $f \in \widehat{\text{Diff}}_+(S^1)$. If $|f(x) - x| < 1/2$ for all $x \in \mathbb{R}$, there exists a diffeomorphism $g \in \text{Diff}_+(S^1)$ which coincides with the identity near 0 and with $f$ near 1/2. Hence $f = g \circ (g^{-1} \circ f)$, where $g$ and $g^{-1} \circ f$ each have an interval of fixed points.

In the general case, the function $v = f - \text{id}$ is 1-periodic and satisfies $\max v - \min v < 1$. Thus $v = n\lambda + w$ for some $n \in \mathbb{N}$, with $|w(x)| < 1/2$ for all $x \in \mathbb{R}$ and $\lambda \in (-1/2, 1/2)$. 


Hence,
\[ f = T^t_\lambda \circ (\text{id} + w) \]
and each component of the righthand side falls into the first case. \qed

\textit{Proof of Lemma 3.7.} Let \( \tau \) be a Reeb filling of a translation \( T_\lambda \) and \( f_1 \circ \ldots \circ f_n \) a decomposition of \( T_\lambda \) into diffeomorphisms each having intervals of fixed points (cf. Lemma 3.8). First of all, according to Remark 1.10, \( \tau \) can be deformed among (neat) foliations and relative to the boundary into a Schweitzer foliation of the same slope. Now let \( D_1 \) be a disk in \( \mathbb{D}^2 \) big enough that the foliation on \( (\mathbb{D}^2 \setminus D_1) \times \mathbb{S}^1 \) is conjugate to the product foliation of the linear foliation on the boundary \( \partial \mathbb{D}^2 \times \mathbb{S}^1 \) by a small interval, and let \( D_2, \ldots, D_n \) be small disks in \( \mathbb{D}^2 \setminus D_1 \) so that \( D_i \times \mathbb{S}^1 \) is foliated by disks for all \( i \in \{2, \ldots, n\} \). Again according to Remark 3.9, these trivial foliations can be deformed to \( \varphi_{\text{id}} \) rel. \( \partial D_i \times \mathbb{S}^1 \). Denote by \( \bar{\tau} \) the resulting foliation on \( \mathbb{D}^2 \times \mathbb{S}^1 \). Let \( f_1^0, \ldots, f_n^0, \; t \in [0, 1] \) be continuous paths in \( \text{Diff}_+ (\mathbb{S}^1) \) such that \( f_i^0 = \text{id} \) and \( f_i^t = f_i \) for all \( i \in \{2, \ldots, n\} \), and let \( f_1^t = T_\lambda \circ (f_2^t \circ \ldots \circ f_n^t)^{-1} \) for all \( t \in [0, 1] \). Finally, let \( P = \mathbb{D}^2 \setminus (D_1 \cup \ldots \cup D_n) \). According to (Lemma 1.6 and a straightforward generalization of) Lemma 1.11, there is a continuous path of foliations \( \bar{\tau}_t, \; t \in [0, 1] \), on \( P \times \mathbb{S}^1 \), constant on \( \partial \mathbb{D}^2 \times \mathbb{S}^1 \) such that \( \bar{\tau}_0 = \bar{\tau} \big| _{P \times \mathbb{S}^1} \) and the holonomy of \( \bar{\tau}_t \) on \( \partial D_i \times \mathbb{S}^1 \) is \( f_i^t \). Now according to Theorem 1.7, this can be extended to \( \bigcup_i D_i \times \mathbb{S}^1 \) by continuous paths of Schweitzer foliations, and the final foliation \( \bar{\tau}_1 \) of \( \mathbb{D}^2 \times \mathbb{S}^1 \) is malleable. \qed

\textit{Remark 3.9.} Let \( \pi : M \rightarrow S \) be a circle bundle over a compact oriented surface, and consider the space of cooriented foliations on \( M \) positively transverse to the fibers except above a finite number of simple closed curves in the interior of \( S \) whose preimages by \( \pi \) are neat leaves. We show in [9], using the same kind of arguments as above, that this space is path-connected, and that this remains true if we fix the foliation on the boundary of \( M \) (if there is any). This extends the following result of Larcanché [15]: given a circle bundle \( \pi : M \rightarrow S \) over a compact oriented surface \( S \), the inclusion map from the space of foliations transverse to the fibers into the space of all foliations on \( M \) is homotopic to a constant map.

4 Density of neat foliations

The aim of this section is to prove Theorem 3 that is that any smooth foliation of a closed 3-manifold can be made neat (cf. Definition 3.3) by an arbitrarily small perturbation. The idea is very simple. A neat foliation is one which has only finitely many Novikov tori (i.e. torus leaves which meet no closed transversal) near which it is described by a simple explicit model (cf. Definition 3.1). A random foliation on the other hand can have infinitely many Novikov tori, but those are gathered in a finite number of disjoint saturated sets of the form \( \mathbb{T}^2 \times [a, b] \), where the foliation is transverse to the second factor (cf. [22] Theorem 2), or for example [2]). We will refer to such regions as Novikov stacks of the foliation. We have to perturb the foliation in a neighbourhood of these thickened tori (leaving it unchanged on the complement) into one with finitely many torus leaves each surrounded by a nice model foliation. To that aim, we first translate this requirement in terms of holonomy (cf. Section 4.1 below). Then, in Section 4.2 we use a result of C. Bonatti and A. Haefliger [3] to reduce our problem of approximation of foliations to an approximation result for holonomy representations proved in [1].
4.1 Neat foliations in terms of holonomy

Let $S$ be a saturated set of the form $\mathbb{T}^2 \times J$, where $J$ denotes a segment (possibly reduced to a point), of a foliated manifold $(M, \tau)$, on which $\tau$ is transverse to the second factor. Let $\Gamma$ be a small extension of the parametrized transverse arc $t \in J \mapsto (0, 0, t) \in \mathbb{T}^2 \times J \simeq S$ and let $\text{Diff}_+(\mathbb{R}, J)$ denote the group of germs of $C^\infty$ orientation preserving diffeomorphisms of $\mathbb{R}$ defined in a neighbourhood of $J$. Then the holonomy of $\tau$ on the transverse arc $\Gamma$ induces a homomorphism $h : \pi_1(\mathbb{T}^2, (0, 0)) \simeq \mathbb{Z}^2 \to \text{Diff}_+(\mathbb{R}, J)$. Actually, since such a homomorphism is completely determined by the image of the standard basis of $\mathbb{Z}^2$, what we call holonomy of $\tau$ on $\Gamma$ is simply the pair of commuting germs $(h(1, 0), h(0, 1))$. Let us now give a simple characterization of the neatness of a foliation in terms of holonomy.

**Definition 4.1.** A pair $(f, g)$ of commuting elements of $\text{Diff}_+(\mathbb{R}, J)$ is called neat if $f$ and $g$ have finitely many common fixed points, and if for each such $z_0 \in \text{Fix}(f) \cap \text{Fix}(g)$, there is a $C^\infty$ vector field $\nu$ on $\mathbb{R}$ such that the left and right semi-germs of $f$ and $g$ at $z_0$ belong to the flow of the corresponding semi-germ of $\nu$.

**Remark 4.2.** It follows directly from classical results of G. Szekeres [20], N. Kopell [14] and F. Takens [21] that if $f$ and $g$ are nowhere simultaneously infinitely tangent to the identity (or, in short, “i.t.i”), then $(f, g)$ is neat.

**Proposition 4.3.** The torus leaves of $\tau | S$ are all neat if and only if the holonomy of $\tau$ on $\Gamma$ is neat.

**Proof.** Let $(f, g)$ be the holonomy of $\tau$ on $\Gamma$. The torus leaves of $\tau | S$ correspond to the common fixed points of $f$ and $g$. Assume that $(f, g)$ is neat. Let $T$ be a torus leaf of $\tau | S$ and $z_0 \in J$ the corresponding common fixed point of $f$ and $g$. By definition of neat holonomy, there exists a $C^\infty$ vector field $\nu = u\partial_z$ on $\mathbb{R}$ vanishing only at $z_0$, and numbers $a^+, a^-, b^+, b^-$ so that the semi-germs of $f$ and $g$ at $z_0^\pm$ coincide with the germs of the time-$a^\pm$ and $b^\pm$ maps of $\nu$ respectively. Now consider the foliation $\tau'$ on $M' = \mathbb{T}^2 \times \mathbb{R}$ defined by the equations:

\[
\begin{align*}
dz - u(z)(a^+ dx_1 + b^+ dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [z_0, +\infty) \\
dz - u(z)(a^- dx_1 + b^- dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times (-\infty, z_0]
\end{align*}
\]

The holonomy of this foliation on the transverse arc $\Gamma' = \{(0, 0)\} \times \mathbb{R}$ has the same germ at $z_0$ as the holonomy $(f, g)$ of $\tau$ on $\Gamma$. Hence there is a diffeomorphism from a neighbourhood of $\mathbb{T}^2 \times \{0\}$ in $M'$ to a neighbourhood of $T$ in $M$ carrying $\tau'$ to $\tau$ (see [5] Theorem 2.3.9, for example, for a proof of this standard fact), which means precisely that $T$ is a neat leaf of $\tau$.

Now assume that all the torus leaves of $\tau | S$ are neat. Let $z_0 \in J$ be a common fixed point of $f$ and $g$ and $T$ the corresponding leaf of $\tau$. Since $T$ is neat, there is a parametrized neighbourhood $N \simeq \mathbb{T}^2 \times (-\varepsilon, \varepsilon)$ of $T \simeq \mathbb{T}^2 \times \{0\}$ on which $\tau$ is defined by equations of the form:

\[
\begin{align*}
dz - u(z)(a^+ dx_1 + b^+ dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times [0, \varepsilon) \\
dz - u(z)(a^- dx_1 + b^- dx_2), & \quad (x_1, x_2, z) \in \mathbb{T}^2 \times (-\varepsilon, 0]
\end{align*}
\]

where $(a^\pm, b^\pm) \in \mathbb{R}^2 \setminus \{(0, 0)\}$ and $u$ is a smooth function vanishing only at 0. Hence, the germ at $z_0$ of the holonomy of $\tau$ on $\Gamma$ is conjugate to the germ at 0 of the holonomy.
$(f, g) \in (\text{Diff}_+(\mathbb{R}, 0))^2$ of the above foliation on $\Gamma' = \{(0, 0)\} \times (-\varepsilon, \varepsilon)$. But the semi-germs of $f$ and $g$ at $0^\pm$ are just those of the time-$a^\pm$ and $b^\pm$ maps of the smooth vector field $\nu = u\partial_z$. This shows that $(f, g)$ is neat.

4.2 An approximation result for foliations and holonomies

According to Proposition 4.3, what is left to prove is that for every Novikov stack $S$ of a foliated manifold $(M, \tau)$ (coming with a transverse arc $\Gamma$), $\tau$ can be perturbed, relative to the complement of a neighbourhood of $S$, into a foliation also having $S$ as a saturated set but whose holonomy on $\Gamma$ is neat. According to the following result of [2] based on the main theorem of [3], this boils down to showing that any commuting pair $(f, g) \in \text{Diff}_+(\mathbb{R}, J)^2$ can be approximated by neat pairs:

**Proposition 4.4** (cf. [2], Proposition 1.b.1). Let $(f, g)$ be the holonomy of $\tau$ on $\Gamma$ and $\tilde{f}, \tilde{g}$ two commuting local diffeomorphisms of $\mathbb{R}$ defined near $J$, $C^\infty$-close to $f$ and $g$ respectively, coinciding with them outside a small neighbourhood of $J$. Then there exists a foliation $\tilde{\tau}$ of $M$ $C^\infty$-close to $\tau$ which coincides with $\tau$ outside a small neighbourhood of $S$ and whose holonomy on $\Gamma$ is $(\tilde{f}, \tilde{g})$.

We thus need the following approximation result for commuting germs of diffeomorphisms:

**Proposition 4.5.** Every commuting pair $(f, g) \in (\text{Diff}_+(\mathbb{R}, J))^2$ can be $C^\infty$-approximated by a neat pair $(\tilde{f}, \tilde{g})$, coinciding with $(f, g)$ outside a small neighbourhood of $J$.

We will obtain this as a consequence of Theorem 4.7 below. Given an element $f$ of $\text{Diff}_+(\mathbb{R}, J)$, we denote by $\text{iti}(f)$ the set of points where $f$ is infinitely tangent to the identity.

**Definition 4.6** (cf. [1]). A pair $(f, g)$ of commuting elements of $\text{Diff}_+(\mathbb{R}, J)$ is called *piecewise clean* if $I \setminus \text{iti}(f) \cap \text{iti}(g)$, for some small neighbourhood $I$ of $J$, has finitely many connected components on the closure of which the restrictions of $f$ and $g$ either belong to a common (germ of a) $C^\infty$ flow or are iterates of the same (germ of a) smooth diffeomorphism.

**Theorem 4.7** (cf. [1]). Any pair $(f, g)$ of commuting elements of $\text{Diff}_+(\mathbb{R}, J)$ can be $C^\infty$-approximated by a piecewise clean pair $(\tilde{f}, \tilde{g})$, coinciding with $(f, g)$ outside a small neighbourhood of $J$.

**Remark 4.8.** Actually, what is proved in [1] (cf. Proposition 2.22) is an analogue of the above for diffeomorphisms of a segment, rather than germs of diffeomorphisms near a segment. But the germinal version follows directly from Proposition 2.22 and its key ingredient Proposition 2.15 in [1], which is also the heart of Lemma 4.10 below (see Proposition 4.11 below for a simplified version of Proposition 2.15 of [1]).

Now the fact that any piecewise clean pair $(\tilde{f}, \tilde{g})$ can be approximated by a neat pair is obtained by applying one of the following lemmas (or its germinal version) to the closure of each connected component of $I \setminus \text{iti}(f) \cap \text{iti}(g)$ independently (the diffeomorphisms involved being infinitely tangent to the identity at the boundary). The diffeomorphisms of the resulting pair $(\tilde{f}, \tilde{g})$ might still have whole intervals of common fixed points, but then it is easy to perturb $(\text{id}, \text{id}) \in (\text{Diff}_+[a, b])^2$ slightly into a pair of commuting diffeomorphisms (twice the same for example) having only $a$ and $b$ as fixed points.
Lemma 4.9. Every $C^\infty$ map $\nu$ from $[0,1]$ to $\mathbb{R}$ that is nowhere infinitely flat on $(0,1)$ can be $C^\infty$-approximated by a map with the same property, the same $\infty$-jet at the boundary and finitely many zeroes.

Lemma 4.10. Every $h \in \text{Diff}_+(0,1]$ that is nowhere infinitely tangent to the identity on $(0,1)$ can be $C^\infty$-approximated by some $\breve{h} \in \text{Diff}_+[0,1]$ of the same kind with finitely many fixed points, near each of which $\breve{h}$ belongs to the flow of some $C^\infty$ vector field.

Proof of Lemma 4.9. If we forget about the $\infty$-jets at the boundary, this is just a standard transversality result. A little more care is needed if we want to preserve the jets. Actually, if $\nu$ is not infinitely flat at 0 nor 1, there is nothing to do. So let us consider the case where $\nu$ is infinitely flat at 0, say, and let us perturb it near 0 so that the resulting map has finitely many zeros there. The idea is basically to multiply $\nu$ by some smooth step function equal to 0 on some small neighbourhood $[0,\ell]$ of 0 (and to 1 away from there) and then spread the restriction to $[t,1]$ of the resulting function to all of $[0,1]$ (to get rid of the interval of zeros $(0,\ell)$).

More precisely, let $\rho$ be a smooth map from $[0, +\infty)$ to $[0,1]$ vanishing on $[0,1]$ equal to 1 on $[2, +\infty)$ and increasing on $[1,2]$, and consider, for all $t \in (0,1)$, the map

$$\nu_t : x \in [0,1] \mapsto \rho(\frac{x}{t})\nu(x).$$

Let us check that $t \mapsto \nu_t$, with $\nu_0 = \nu$, is continuous at 0 (in $C^\infty$ topology). On $[2t,1]$, $|\nu_t^n(x) - \nu^n(x)| = 0$. And on $[0,2t]$,

$$\sup_{x \in [0,2t]} |\nu_t^n(x) - \nu^n(x)| = \sup_{x \in [0,2t]} \left| \sum_{k=0}^n \binom{n}{k} \frac{1}{n!} \nu^{n-k}(\frac{x}{t}) \nu_k(x) - \nu^n(x) \right| = o(t)$$

since $\sup_{x \in [0,2t]} |\nu^{(k)}(x)| = o(t^k)$ for all $l$, $\nu$ being infinitely flat at 0. So $t \mapsto \nu_t$ is indeed continuous at 0. Now let $(h_t)_{t \in [0,1/2]}$ be a continuous family of increasing $C^\infty$ maps on $[0,1]$ satisfying $h_0 = \text{id}$ and for all $t \in [0,1/2]$, $h_t(0) = t$ and $h_t = \text{id}$ near 1. For $t$ small enough, $\breve{\nu} = \nu_0 \circ h_t = C^\infty$-close to $\nu_0 \circ h_0 = \nu$. It is furthermore infinitely flat at 0, equal to $\nu$ near 1, and its zeros in $(0,1]$ are the preimages under $h_t$ of those of $\nu_{\{t,1\}}$, and are thus finite in number near 0. One concludes by repeating the above process near 1 if necessary. The resulting map has finitely many zeros near 0 and 1 and is still nowhere infinitely flat on $(0,1)$, so has finitely many zeros on $[0,1]$.\hfill \Box

Proof of Lemma 4.10. First apply Lemma 4.9 to $h_0 = h - \text{id}$, denote by $\breve{h}_0$ the resulting map and define $\breve{h}$ as $\text{id} + \breve{h}_0$, which satisfies all the requirements of Lemma 4.10 except maybe the last one. Actually, according to a result of Takens [21, Theorem 4, p. 165], $\breve{h}$ does belong to the flow of some $C^\infty$ vector field near each interior fixed point because it is not i.t.i there. This however might not be true at 0 and 1, but this problem can be solved by some local perturbation as follows. Assume for example that $\breve{h}$ is i.t.i at 0, and denote by $c$ the smallest fixed point of $\breve{h}$ different from 0. According to well-known results by Szekeres [20] and Kopell [14], $\breve{h} \big|_{[0,c]}$ belongs to the flow of a unique $C^1$ vector field $\nu$ called the Szekeres vector field of $\breve{h} \big|_{[0,c]}$, and we may apply Proposition 2.15 in [1], that we restate below in our present simplified setting:

Proposition 4.11. Let $f$ be a smooth diffeomorphism of $[0,c]$, i.t.i at 0, without fixed points in $(0,c)$, and let $\nu$ be its Szekeres vector field.
Then, for all \( \varepsilon > 0 \), \( a \in (0, c] \) and \( k \in \mathbb{N} \), there exists \( x_0 \in (0, a] \) and a vector field on \([0, c)\) coinciding with \( \nu \) on \([x_0, c)\), \( C^\infty \) on \([0, c)\), infinitely flat at 0, and \( \varepsilon \)-\( C^k \)-small on \([0, \max(f^2(x_0), f^{-2}(x_0))] \).

Let \( \tilde{\nu} \) be a vector field obtained by applying the above Proposition to \( f = \bar{h} \mid_{[0, c)} \). It follows directly from the proof of 2.15 in [1] that \( \tilde{\nu} \) does not vanish on \((0, c)\), but one can apply Lemma 4.9 instead to make sure that \( \tilde{\nu} \) has finitely many zeros in \((0, c)\), and none infinitely flat. The time-1 map \( \tilde{f} \) of \( \tilde{\nu} \) coincides with \( \bar{h} \mid_{[0, c)} \) on \([f^{\pm 1}(x_0), c)\) and is \( C^\infty \)-close to id on \([0, f^{\pm 1}(x_0)] \), as is \( \bar{h} \) if \( x_0 \) is small enough. Repeating the above process near 1 if necessary we get a \( C^\infty \) approximation of \( \bar{h} \) with all the required properties.

5 Appendix: Flexibility of almost integrable plane fields

This section is devoted to the proof of Proposition 2.9, which states that any two homotopic almost integrable plane fields are actually homotopic through almost integrable plane fields. Actually, in order to prove Theorem 13, we need a more general statement, replacing the parameter space \([0, 1]\) and its boundary \( \{0, 1\} \) by a compact finite dimensional polyhedron \( K \) and a closed subpolyhedron \( L \) of \( K \) (typically, \( K = \mathbb{D}^n \) and \( L = \mathbb{S}^{n-1} \)).

We will use the following vocabulary. A \( K \)-plane field \( \xi \) on a manifold \( M \) is a family \( \xi_t \), \( t \in K \), of plane fields on \( M \). Now given a subset \( X \subset K \times M \), we say that a \( K \)-plane field \( \xi \) is integrable on \( X \) if for every \( t \in K \), the plane field \( \xi_t \) is integrable on \( X_t = X \cap (\{t\} \times M) \).

In practice, \( X \) is often of the form \((K \times A) \cup (L \times M)\), where \( A \) is a subset of \( M \). We say that a \( K \)-plane field \( \xi \) is almost horizontal on \( X \) if, for every \( t \in K \), the plane field \( \xi_t \) is almost horizontal on \( X_t \). Finally, we say that a \( K \)-plane field \( \xi \) is \((K' \times B)\)-almost integrable if for every \( t \in K' \subset K \), the plane field \( \xi_t \) is \( B \)-almost integrable.

Recall that given a subset \( A \) of a topological space, the notation \( \text{Op}(A) \) refers to a small nonspecified open neighbourhood of \( A \).

**Proposition 5.1.** Consider a closed 3-manifold \( M \), a collection of balls \( B \) in \( M \), a compact finite dimensional polyhedron \( K \) and a closed subpolyhedron \( L \) of \( K \). Let \( \xi \) be an \((L \times B)\)-almost integrable \( K \)-plane field on \( M \), almost horizontal on \( B \). There exists a \( K \)-plane field \( \tilde{\xi} \) on \( M \) with the following properties:

1. \( \tilde{\xi} \) is homotopic to \( \xi \) relative to \((K \times \text{Op} B) \cup (L \times M)\);
2. \( \tilde{\xi} \) is \((K \times \overline{B})\)-almost integrable for some collection of balls \( \overline{B} \) containing \( B \).

In order to deform plane fields to integrable ones, Thurston initiated the use of triangulations. He demonstrated the effectiveness of his idea in [22, 23, 24]. Eliashberg then adapted the techniques of [23] in [8] to deform plane fields to contact structures, and extended them to families of plane fields depending on any number of parameters. In return, Proposition 5.1 and its proof are modeled on part of [8], namely Lemma 3.2.1 and its proof, which relies on sections 2.3 and 2.4 of the same paper. Our aim here is mainly to detail and complete Eliashberg’s arguments (see in particular Remark 5.5). We also refer the reader to the book [10] by H. Geiges for further details about the complete argument of [8].
We will now give an outline of the proof of Proposition 5.1, which takes up the entire Appendix. In particular, we will try to emphasize the difference between the nonparametric and multiparametric construction of almost-integrable plane fields (cf. “Proof of Lemma 5.2...”), and to motivate our choice to give a full proof of the multiparametric version, including a tiresome induction argument, rather than restrict to the one-parameter case which would convey most of the ideas.

**Reduction to \( \mathbb{R}^3 \).** First, in Subsection 5.1 we cover \( M \) with finitely many charts to reduce to a problem in \( \mathbb{R}^3 \). The rest of the Appendix is devoted to the analogue of Proposition 5.1 in \( \mathbb{R}^3 \), namely Lemma 5.2, whose proof we now outline.

**The nonparametric case.** Before dealing with families of plane fields, we first recall Thurston’s strategy to make one plane field \( \xi \) almost integrable. The starting point is to construct a triangulation in “good position” (or “general position” in Thurston’s words) with respect to \( \xi \), meaning basically that the direction of \( \xi \) is “almost constant” on each 3-simplex (this can be ensured simply by taking the triangulation fine enough) and that the faces and edges are transverse to \( \xi \) (this is achieved by “jiggling” the previous triangulation).

Good position makes it “easy” to make \( \xi \) integrable in a neighborhood of the 2-skeleton and to pick this neighborhood so that \( \xi \) is almost horizontal on each ball of the complement. More precisely, one first makes \( \xi \) integrable in a neighborhood of every vertex, then every edge and finally every face. The deformations near all simplices of a given dimension should be thought of as simultaneous, the tricky part being of course to guarantee the compatibility of deformations performed near adjacent simplices. This is made possible by the existence, near every simplex \( \sigma \), of a vector field \( \nu \) tangent to \( \xi \) and transverse to \( \sigma \). The deformation then consists in keeping \( \xi \) unchanged on \( \sigma \) and making it invariant under \( \nu \) in a neighborhood of \( \text{Int} \sigma \), covered by a flow box of \( \nu \) with base \( \text{Int} \sigma \) (cf. Lemma 5.6 for a generalized quantitative version of this process). Since \( \xi \) is already integrable near \( \partial \sigma \) by the previous step, it is already invariant under \( \nu \) there and thus remains unchanged, which guarantees the global coherence of these local perturbations.

Note the importance of the transversality condition on the triangulation. If the triangulation was not in good position with respect to \( \xi \) (but still sufficiently fine), one could still find, for every face \( \sigma \), a vector field \( \nu \) tangent to \( \xi \) with a flow box covering a neighbourhood of \( \sigma \), and make \( \xi \) invariant under this flow. But any flow line leaving and reentering the neighbourhood of \( \partial \sigma \) would be a potential obstruction to keeping \( \xi \) unchanged in this neighbourhood, which was our guarantee for the global coherence of the perturbations. So one would have to deal with these “special faces” first, like “big vertices”, before carrying on with the other (actual) vertices, faces and edges. This is a problem we have to face in our parametric situation.

**Proof of Lemma 5.2** meaning of the Key Lemma 5.4 and of the “curvature” Lemma 5.3. Indeed, what we want, in order to prove Lemma 5.2, is to deform an entire family \( \xi_t, t \in K \), of plane fields to make them all integrable outside the same balls. To that end, we must use the same triangulation for every value of the parameter. But we cannot expect a single triangulation to be in good position with respect to every plane field (the triangulation can be fine enough that every \( \xi_t \) is almost constant near each 3-simplex, but since the direction of \( \xi_t \) varies with \( t \), there is no hope to fulfil the transversality condition in general). The common triangulation we use is a rescaling by a small factor \( d \) of a specific triangulation \( \Delta \) of \( \mathbb{R}^3 \) defined in Section 5.3 (its main features will be presented
The choice, or rather the existence of a proper scaling factor $d$ plays an important and elaborate part in the proof. We try to clarify what underlies this choice by writing in bold the relevant parts of the following outline.

The Key Lemma 5.4 (Section 5.3) claims that, for any $d$ sufficiently small (so that each plane field is "almost constant" near each simplex), our $K$-plane field can indeed be made integrable in a neighborhood of the 2-skeleton of the rescaled triangulation $d\Delta$. As mentioned earlier, the fact that the triangulation is not in good position with respect to every plane field makes this already somewhat harder than in the nonparametric case: some $\xi_t$ might be tangent to some face $\sigma$ of some 3-simplex $\tau$ and these parameters and "special" simplices (cf. Definition 5.17) have to be dealt with in a particular way.

But perhaps more importantly, parameters (and in particular situations like the one above) make it harder to guarantee the almost horizontality of all plane fields on the complement of a common neighborhood of the 2-skeleton: without further precautions, a plane field $\tilde{\xi}_t$ obtained after deforming a plane field $\xi_t$ as above might have infinitely many points of tangency with the boundary sphere of some randomly embedded ball in $\tau$. This will not happen, however, if the sphere is convex enough compared to the variations of $\tilde{\xi}_t$, as explained in Subsection 5.2 (cf. Lemma 5.3). But remember this sphere must lie in the neighborhood of the 2-skeleton where the $K$-plane field has been made integrable. This is why the Key Lemma 5.4 has to quantify the size of this neighborhood, namely a $\mu\delta$-neighborhood (cf. 2. in the Key Lemma), for some $\mu$ depending only on the initial $K$-plane field, but not on the scaling factor $d$. That way, once we have the Key Lemma, choosing $d$ small enough once again, we can make the spheres as curved as we like.

At that point, we use a key property of the model triangulation $\Delta$: its 3-simplices are all copies of a finite number of model simplices. One can embed a strictly convex sphere in the $\mu$-neighborhood of the boundary of each of them. The principal curvatures of these model spheres are bounded below by some positive number $k$. Then the spheres we embed in each 3-simplex of $d\Delta$ are simply scaled copies of these model spheres and thus have principal curvatures bounded below by $k/d$, which can be made as big as we like by taking $d$ sufficiently small.

But the deformed $K$-plane field given by the Key Lemma depends on the triangulation, and thus on the choice of $d$. So when we shrink $d$ to increase the curvature of the spheres we can embed, we change $\tilde{\xi}_t$, and possibly its $C^1$ norm, which determines the minimal curvature guaranteeing the almost horizontality... So, in short, we need to make sure that the variations of the plane fields resulting from the Key Lemma remain bounded regardless of the scaling factor $d$, hence the need for point 3. in the Key Lemma.

Now that we have explained the content of the Key Lemma and how it combines with Lemma 5.3 to produce plane fields that are indeed almost integrable, and thus prove Lemma 5.2 we can go on with the outline of the proof of the Key Lemma itself, which is carried out in Sections 5.4 and 5.5.

**Proof of the Key Lemma I: the deformation model.** Again, the aim is roughly to show that, for any $d$ small enough, one can make a given $K$-plane field integrable on a neighbourhood of the 2-skeleton of $d\Delta$ whose diameter does not depend on $d$ up to scaling, keeping control (again independent of $d$) on the $C^1$ norm of the resulting plane fields. To that end, the idea is, like in Thurston’s process (cf. the nonparametric case), to apply a local deformation model repeatedly (namely near each simplex of the triangulation, “special” or not).
But we want quantitative control on the resulting object, that depends neither on the number of times we applied the model nor on the specific simplices to which we applied it. So we need a quantitative deformation model which, for a sufficiently large (but necessarily restricted) class of plane fields, tells us how to make them integrable and gives uniform control on the size of the corresponding perturbation. This is the content of Lemma 5.6 to which Section 5.4 is devoted. No scaling parameter \( d \) is involved there, since Lemma 5.6 is precisely intended to provide bounds independent of \( d \) in the end. This lemma is really a statement about plane fields defined near a simplex of the “big” triangulation \( \Delta \) and will be applied to the plane fields of the Key Lemma defined near a simplex of \( d\Delta \) only after a rescaling by a factor \( 1/d \).

Now the difficulty of the proof of the Key Lemma consists in reducing to situations where the deformation model is indeed applicable (which, in particular, requires the triangulation to be fine enough) and to do things in the right order so that each step is compatible with the previous ones.

**Proof of the Key Lemma II: triangulation of the parameter space and induction.** Again, given a scaling factor \( d \) (which will be chosen \( a \) posteriori), the idea is to perturb every plane field \( \xi_t, t \in K \), in a neighborhood of every simplex of the 2-skeleton of \( d\Delta \) to make it integrable there, and to do this continuously with respect to \( t \). The problem is that, given \( t \), the order in which one must deal with the simplices if one wants to avoid incompatibilities depends on the position of \( \xi_t \) with respect to the triangulation. Indeed, as mentioned above (cf. Proof of 5.2...), one has to start with special faces to which \( \xi_t \) is “almost tangent” (\( d \) being assumed small enough here that the direction of each \( \xi_t \) on a given simplex is “almost constant”). But this, of course, depends on \( t \), so the order in which the deformation is conducted also does, which is a bad start if we want a deformation continuous in \( t \)...

To deal with this issue, we start by triangulating the parameter space itself finely enough so that if one plane field \( \xi_{t_0} \) is almost tangent to some face of the “spatial” triangulation, then all other \( \xi_t \)’s are, for \( t \) in the same simplex of the “temporal” triangulation as \( t_0 \). Thus, each simplex of the “temporal” triangulation has its own set of special faces. All of this must of course be explicitly quantified. In particular, the “almost tangency” is defined so that a single plane field cannot be “almost tangent” to two adjacent faces (which would be a problem because we want to be able to deform it near all special faces simultaneously and independently). This uses a second key property of the triangulation \( \Delta \): the existence of a uniform lower bound on the angles between adjacent simplices (not contained in one another), “almost tangency”, and thus “special faces”, being defined in terms of that bound.

One then proceeds by induction on the successive skeleta of \( K \) (cf. Lemma 5.19). Our reasons for carrying out the induction explicitly for any \( K \), rather than reducing to the case where \( K \) is made of a single simplex (cf. [8 p. 632]) or where \( K \) is one-dimensional, are the following. At each step, we need the new special faces (i.e. the ones associated to the plane fields obtained after the previous step), for any given simplex \( K_\ast \) of \( K \), to still be disjoint. Therefore, we must, at each step, keep control on the angle between the “old” plane fields and the new ones (cf. last condition in Lemma 5.19). This (and simply the possibility to apply the deformation Lemma near each simplex) puts constraints on the choice of \( d \). Furthermore, recall that we want a bound on the \( C^1 \) norm of the resulting plane fields independent from the choice of the scaling factor \( d \). But as we will see in more
detail in Subsection 5.4, the local deformation lemma 5.6 only provides a bound on the $C^k$ norm of the resulting plane field in terms of the $C^{k+1}$ norm of the initial one. Thus the induction works basically as follows:

- We start with a $K$-plane field $\xi$ (automatically $C^{n+1}$-bounded on any compact set, where $n$ denotes the dimension of $K$).

- **For any $d$ small enough**, one can perturb $\xi_t$ for $t$ in a neighborhood of the 0-skeleton of $K$ (leaving $\xi_t$ unchanged for $t$ outside a bigger neighborhood) to make it integrable first near special 2-simplices, then inductively over 0-, 1- and normal 2-simplices of $d\Delta$. This is done by applying the deformation model to $\xi_t$ in a neighborhood of each simplex (or rather to a rescaled version of it by a factor $1/d$). We then obtain a $K$-plane field $\xi^1$ and a $C^n$ bound, proportional to $d$, on the rescaling of $\xi^1$ by a factor $1/d$. **Provided $d$ was chosen small enough**, the deformed plane fields are arbitrarily $C^0$-close to the old ones. In particular, this implies that special simplices for the new ones are still disjoint.

- **Shrinking $d$ in the previous step a posteriori if necessary** (the above being valid for any $d$ below some given bound determined by the initial $K$-plane field), we continue with the 1-skeleton of $K$, carrying out the previous step relative to the boundary of the 1-skeleton, i.e. to the 0-skeleton of $K$. We obtain a $K$-plane field $\xi^2$ with a $C^{n-1}$ bound on the rescaling of $\xi^1$ by a factor $1/d$, and again a bound on the angle by which the plane fields have been modified.

- We continue on $K^2, K^3, \ldots, K^n$ and obtain $\xi^3, \xi^4, \ldots, \xi^n =: \bar{\xi}$ with $C^{n-2}, C^{n-3}, \ldots, C^1$ bounds proportional to $d$ on their rescalings. Since the $C^1$ norm of $\bar{\xi}$ is $1/d$ times the $C^1$ norm of its rescaling (cf. Subsection 5.5.4), this gives the desired $C^1$ control on $\bar{\xi}$.

For simplicity, we have not mentioned here the matter of the size of the neighbourhood of the 2-skeleton on which the plane fields are made integrable, but this too must be controlled from one step to the next.

Throughout the appendix, $\|\cdot\|$ will denote both the euclidean norm on $\mathbb{R}^3$ and the operator norm on the space of $k$-linear maps $L^k(\mathbb{R}^3, \mathbb{R}^3)$ associated to it. When there is no ambiguity on the domain of definition $U \subset \mathbb{R}^3$ of a $C^m$ map $f : U \to \mathbb{R}^3$ (resp. $U \to L^k(\mathbb{R}^3, \mathbb{R}^3)$), we will write

$$\|f\|_0 = \sup_{p \in U} \|f(p)\| \in [0, +\infty]$$

and

$$\|f\|_m = \max_{1 \leq k \leq m} \left\|D^k f\right\|_0.$$

(1)

5.1 Reduction to open sets of euclidian space

The statement we will need in $\mathbb{R}^3$ is the following.

**Lemma 5.2.** Let $U$ be an open subset of $\mathbb{R}^3$, $F$ a closed subset of $U$ and $\xi$ a $K$-plane field on $U$ integrable on $(K \times \text{Op} F) \cup (L \times U)$. Given a compact subset $A \subset U$, there exists a $K$-plane field $\bar{\xi}$ on $U$ satisfying the following properties:
1. there is a compactly supported homotopy from $\xi$ to $\tilde{\xi}$ relative to \((K \times \text{Op } F) \cup (L \times U)\);

2. $\tilde{\xi}$ is integrable on $K \times (A_\ast \setminus B)$ and almost horizontal on $K \times B$, where $A_\ast$ is a compact neighbourhood of $A$ and $B$ a collection of balls in $\text{Int } A_\ast \setminus F$.

Figure 16: Setup in Lemma 5.2

Proof of Proposition 5.1 assuming Lemma 5.2. Let $M$, $B$ and $\xi$ be as in Proposition 5.1 and $A_0\ast$ be a compact neighbourhood of $B$ such that $\xi$ is integrable on $K \times (\text{Op } A_0\ast \setminus B)$. Consider open charts $V_i \subset M$, $1 \leq i \leq p$, and compact subsets $W_i \subset V_i$ such that $M = \bigcup W_i$. Lemma 5.2 applied to $U_1 = V_1 \setminus B$, $F_1 = U_1 \cap A_0\ast$, $A_1 = W_1 \setminus \text{Int } A_0\ast$ and to the $K$-plane field $\xi$ restricted to $U_1$, provides a compact set $A_1\ast$, a collection of balls $B_1 \subset \text{Int } A_1\ast$ and a new $K$-plane field $\xi_1$ on $U_1$ equal to $\xi$ on $(K \times \text{Op } F_1) \cup (L \times U_1)$, and which extends to $M$ by $\xi_1 = \xi$ on $M \setminus U_1$. We then apply Lemma 5.2 to $U_2 = V_2 \setminus (B \cup B_1)$, $F_2 = U_2 \cap (A_0\ast \cup A_1\ast)$, $A_2 = W_2 \setminus \text{Int } (A_0\ast \cup A_1\ast)$ and to the $K$-plane field $\xi_1$ restricted to $U_2$. We then iterate this construction and after finitely many steps we are done.

□

5.2 Almost horizontality and curvature

The following lemma will be used to make sure that the plane fields we construct in the next sections have the desired almost horizontality property. It corresponds to Lemmas 2.4.1 and 2.4.2 in [8] (stated without proof in [8] and proved in [10], cf. 4.7.17 and 4.7.18). Figure 17 below gives a schematic picture of its content.

Let $\xi$ be a transversely oriented plane field on an open subset $U$ of $\mathbb{R}^3$. For every $p \in U$, we denote by $\xi^+(p)$ the open half-space of $T_p\mathbb{R}^3$ lying on the positive side of $\xi(p)$ and by $\xi^-(p) \in \xi^+(p)$ the positive unit normal vector. In other words, $\xi^\pm : U \to S^2$ is the Gauss map of $\xi$. For every integer $m \geq 1$, we define the $C^m$ norm of $\xi$ to be the $C^m$ norm (as defined in (1)) of its Gauss map, and denote it simply by $\|\xi\|_m$:

$$\|\xi\|_m := \left\|\xi^\pm\right\|_m.$$  

(2)

Now given two points $p, q \in U$, the affine planes $P_p$ and $P_q$ tangent to $\xi(p)$ and $\xi(q)$ respectively, determine a pencil, namely the set of planes containing the straight line
$P_p \cap P_q$, called the axis of the pencil. Note that this axis can be at infinity, in which case the planes of the pencil are all parallel.

**Lemma 5.3.** Let $U$ be an open subset of $\mathbb{R}^3$, $\xi$ a $C^1$-bounded plane field on $U$ and $S_* \subset \mathbb{R}^3$ a strictly convex sphere. For $d_0 > 0$ sufficiently small, every image $S \subset U$ of $S_*$ by a dilation by a factor $d \leq d_0$ has the following properties:

1. $\xi$ is tangent to $S$ at exactly two points, a north pole $p_+$ where their coorientations coincide and a south pole $p_-$ where they are opposite; we denote by $\eta$ the distribution of tangent planes to the pencil defined by $\xi_{p_-}$ and $\xi_{p_+}$ (the coorientation of $\xi$ naturally endows $\eta$ with a coorientation);

2. For every $\varepsilon > 0$, there exists a nonsingular vector field $\nu$ on the ball $B$ bounded by $S$, which lies in the dihedral cone $\Omega_p = \xi_p^+ \cap \eta_p^+$ at every $p \in B$, and which is tangent to $S$ outside the $\varepsilon$-neighbourhood of the poles.

![Figure 17: 2-dimensional schematic picture](image)

**Proof.** Let $c = \|\xi\|_1$ and let $k > 0$ be a (uniform) lower bound on the principal curvatures of $S_* -$ so the principal curvatures of $S$ are everywhere at least $k/d$.

Let $\gamma: S \to \mathbb{S}^2$ be the Gauss map of $S$. The curvature hypothesis means that $\gamma$ is a diffeomorphism and that its inverse satisfies $\|D\gamma^{-1}\|_0 \leq d/k$. Thus,

$$\left\| D(\xi_+^+ \circ \gamma^{-1}) \right\|_0 \leq \left\| D\xi_+^+ \right\|_0 \| D\gamma^{-1} \|_0 \leq cd/k.$$  

For all $d < k/c$, the maps $\pm \xi_+^+ \circ \gamma^{-1}: \mathbb{S}^2 \to \mathbb{S}^2$ are contractions and each of them has a unique fixed point denoted by $\gamma(p_{\pm})$. The points $p_{\pm}$ are the poles we are looking for. As for the vector field $\nu$, it is easily obtained with a partition of unity, provided $\Omega_p$ (resp. $T_p S \cap \Omega_p$) is nonempty for every $p \in B$ (resp. in $S \setminus \{p_- , p_+\}$).

Let $p \in B$. Clearly, the angle between $\xi_p^+$ and $\eta_p^+$ satisfies

$$\angle(\xi_p^+, \eta_p^+) \leq \angle(\xi_p^+, \xi_{p_+}^+) + \angle(\xi_{p_+}^+, \xi_{p_-}^+) \leq 2 \|\xi\|_1 d\delta_*$$

where $\delta_*$ denotes the diameter of $S_*$. Thus, for $d < \pi/(2c\delta_*)$, the planes $\xi_p$ and $-\eta_p$ are distinct, and hence $\Omega_p$ is nonempty.

Now let $p \in S \setminus \{p_- , p_+\}$. The plane $T_p S$ is transverse to both $\xi_p$ (by definition of $p_{\pm}$) and $\eta_p$ (by convexity of $S$), and it is easy to see that $T_p S \cap \Omega_p$ is empty if and only if $\pm \gamma(p)$ belongs to the minimizing geodesic segment of $\mathbb{S}^2$ joining $\xi_p^+$ to $\eta_p^+$. Here we will discuss the case of $\gamma(p)$; for $-\gamma(p)$, replace $p_+$ by $p_-$.  
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Let $\rho$ be the distance in $B$ between $p$ and $p_+$. On $S^2$, the disk $D$ of radius $cp$ centered at $\xi^\perp_\rho$ contains $\xi^\perp_\rho$ but not $\gamma(p)$ if $d < k/c$, for the principal curvatures of $S$ are then greater than $c$. Moreover, since $d < \pi/(2c\delta_s)$, the disk $D$ is geodesically convex: $cp \leq cd\delta_s < \pi/2$.

To conclude, all we need to check is that if $d$ is small enough, $D$ contains $\eta^\perp_\rho$. This is done below, by showing that

$$\|\eta \mid B\|_1 \leq \kappa c$$

for some constant $\kappa$ given by the geometry of $S_v$.

First note that the norm of $D\eta^\perp$ at any point $p$ is the inverse of the distance from $p$ to the axis $A$ of the pencil. Actually, in euclidian coordinates in which $A$ is the $z$-axis, the map $\eta^\perp$ is of the form

$$(x, y, z) \mapsto (x^2 + y^2)^{-\frac{1}{2}}(-y, x, 0),$$

so we can calculate the differential and its norm.

Now observe that the axis $A$ remains distant from $B$. This is because $B$ contains a euclidian (round) ball $B'$ of radius $dr_*$, where $r_*$ only depends on the geometry of $S_v$. The angle of the sector of the pencil between $P_-$ and $P_+$ (the affine planes tangent to $S$ at $p_-$ and $p_+$) is bounded above by $cd\delta_s$. The fact that this sector contains $B'$ implies that the distance $l$ from the center of $B'$ to $A$ satisfies $dr_*/l \leq \sin(c\delta_s/2)$. The desired estimate follows, provided $d$ is sufficiently small.

**5.3 Triangulation and Key Lemma**

The following result, combined with Lemma [5.3](#) is the key to Lemma [5.2](#) (cf. Introduction of the Appendix) and is an adaptation of Lemma 2.3.4 in [8]. It involves a specific triangulation $\Delta$ of $\mathbb{R}^3$ defined as follows.

The unit cube $[0,1]^3 \subset \mathbb{R}^3$ decomposes into six tetrahedra intersecting along the diagonal from $(0,0,0)$ to $(1,1,1)$. This subdivision of the cube gives rise to an infinite triangulation of $\mathbb{R}^3$ invariant under $\mathbb{Z}^3$, sometimes called crystalline, whose vertices are the integer points. We take the first barycentric subdivision of this triangulation (whose simplices have a diameter less than or equal to $\sqrt{3}/2$) and, as in Thurston’s “Jiggling Lemma” [22], we “jiggle” it in a $(2\mathbb{Z}^3)$-periodic way so that any three edges sharing a vertex have linearly independent directions. One can make the jiggling small enough that the diameters of the simplices remain less than 1. We denote by $\Delta$ the resulting triangulation.

By periodicity, the distance between disjoint simplices of $\Delta$ is bounded below by some positive number $\delta > 0$. For any $d > 0$, we denote by $d\Delta$ the image of $\Delta$ under a dilation by a factor $d$. This way, we obtain arbitrarily fine triangulations of $\mathbb{R}^3$ whose 3-simplices are all small (similar) copies of a finite number of model simplices.

We denote by $N_\varepsilon(V), \varepsilon > 0$, the (closed) $\varepsilon$-neighbourhood of a subset $V$ of $\mathbb{R}^3$.

**Key Lemma 5.4.** Let $U$ be an open subset of $\mathbb{R}^3$, $F$ a closed subset of $U$ and $\xi$ a $K$-plane field on $U$ which is integrable on $(K \times \text{Op} \ F) \cup (L \times U)$. Given a compact subset $A \subset U$, one can find positive numbers $d_\ast, \mu$ and $c$ such that, for every $d < d_\ast$, there exists a $K$-plane field $\xi$ on $U$ with the following properties:

1. there is a compactly supported homotopy from $\xi$ to $\bar{\xi}$ relative to $(K \times \text{Op} \ N_\delta(F)) \cup (L \times U)$;

2. $\bar{\xi}$ is integrable on $K \times N_{\mu d}(A^2_d)$ where $A^2_d$ is a compact polyhedral neighbourhood of $A$ in $d\Delta$ and $A^2_d$ is the 2-skeleton of $A_d$;
Proof of Lemma 5.2 assuming Lemma 5.4. Let $U$, $F$, $\xi$ and $A$ be as in Lemma 5.2, and let $d_*$, $\mu$ and $c$ be the positive numbers given by Lemma 5.4. Denote by $\sigma_i$, $1 \leq i \leq p$, the model 3-simplices of the triangulation $\Delta$. Each of them contains a strictly convex sphere $S_i$ in the $\mu$-neighbourhood of its boundary. For every $d < d_*$, Lemma 5.4 provides a $K$-plane field $\bar{\xi}$ and a polyhedral neighbourhood $A_d$ of $A$. Every 3-simplex $\sigma$ of $A_d$ contains a ball $B_\sigma$ whose boundary is the image under a dilation of factor $d$ of one of the model spheres $S_i$. Now for every $d$, the plane field $\xi$ given by Lemma 5.4 satisfies $\|\bar{\xi}_t|_{N_{\mu d}(A_d)}\|_1 \leq c$ for all $t \in K$. So according to Lemma 5.3 if $d$ is chosen small enough (with respect to the geometry of the model spheres $S_i$) $\bar{\xi}$ is almost horizontal on every ball $B_\sigma$. If $G \subset U \setminus N_d(F)$ denotes a compact subset such that the support of the deformation from $\xi$ to $\bar{\xi}$ is contained in $K \times G$, the $K$-plane field $\xi$, the neighbourhood $A_* = A_d$ of $A$ and the collection of balls $B$ made of the $B_\sigma$ meeting $A_d \cap G$ (so that $B \subset (\text{Int } A_*) \setminus F$) satisfy all the properties of Lemma 5.2.

Lemma 5.4 is by far the most technical result in this appendix. Its proof takes up the next two subsections.

5.4 Deformation model

Lemma 5.6 and its proof describe the properties of the deformation model we will use in the next subsection to make plane fields integrable in a neighbourhood of each simplex of the 2-skeleton of some subcomplex of the triangulation $d\Delta$, for some small enough $d$. More precisely, the model will be applied after rescaling the plane fields by a factor $1/d$, so our model here deals with plane fields defined near a simplex $\sigma$ of the “big” triangulation $\Delta$; no scaling factor $d$ is involved in this subsection. Our construction is directly inspired by that of Eliashberg in Lemma 2.3.2 of [8], and simply consists in flowing the restriction of the given plane field to some transverse surface under a flow tangent to it, whose orbits cover a neighbourhood of the simplex $\sigma$ (cf. first paragraph of the proof below). (In other words, here, we untwist the plane field around a line field tangent to it, while Eliashberg twists it to make it contact). But, as we explained in the introduction to the appendix, in the next subsection (proof of the Key Lemma), we will also need a bound on the $C^1$ norm of the resulting plane field in terms of the geometric setting and of the norm of the initial plane field (but not of the plane field itself), and this is actually the main issue of this subsection:

Remark 5.5. Despite Eliashberg’s claim in [8, Note 2.3.3], the $C^1$ norm of the plane field $\xi^1$ given by our deformation model is not controlled by the $C^1$ norm of the initial plane field $\xi$ but only by its $C^2$ norm. More generally, the $C^m$ norm of $\xi^1$ is controlled by the $C^{m+1}$ norm of $\xi$. This “consumption” of one derivative, which comes from the “pull-back” construction of $\xi^1$, complicates the statement and proof of Lemma 5.6 and its application in the next subsection but does not affect the result: though the number of simplices of $d\Delta$, and thus the number of times one applies the deformation model, grows with $d$, the model is actually applied simultaneously to many simplices, in a finite number of steps (independent of $d$), so knowing that the initial plane field is $C^m$-bounded with $m$ sufficiently large (independent of $d$) will give a $C^1$ bound on the final plane field regardless of the chosen scaling factor.
The statement of Lemma 5.6 is already quite elaborate so let us introduce part of the setting beforehand. In this subsection, we work in $\mathbb{R}^3$ endowed with the triangulation $\Delta$ and with an affine orthonormal frame $(O, x, y, z)$ which is not necessarily the canonical one. We denote by $V$ the $\delta/2$-neighbourhood of a simplex $\sigma$ of $\Delta$, where $\delta$ is the minimal distance between two disjoint simplices of $\Delta$. We endow $V$ with the horizontal foliation $\eta$ defined by $dz = 0$, and the plane fields $\xi$ we deform below satisfy the following condition:

(\ast) the angle between the vectors $\xi_\perp$ and $\partial_x$ is everywhere less than some fixed number $\tilde{\theta} \in (0, \pi/2)$.

In particular, $\xi$ is transverse to $\partial_x$, and a fortiori to $\eta$, and the angle between the line field $\xi \cap \eta$ and $\partial_y$ is everywhere less than $\tilde{\theta}$.

Given a plane field $\xi$, all the deformations of $\xi$ we will define consist in “straightening” $\xi$ by (un)rotating it around $\xi \cap \eta$ and have compact support in $\text{Int} V$. We will thus refer to a plane field as admissible if it contains $\xi \cap \eta$ and coincides with $\xi$ near the boundary $\partial V$.

**Lemma 5.6.** Let $\xi$ be a plane field on $V$ satisfying Condition (\ast) and $\|\xi\|_1 < 1$, and let $S$ be a properly embedded surface in $V$. Given positive numbers $\mu$ and $\kappa$, assume $S \setminus \partial S$ contains a disk $D$ in $V$ transverse to $\xi \cap \eta$ whose orbit segments under $\xi \cap \eta$ cover the $2\mu$-neighbourhood of $\sigma$ and whose intersection $D \cap P$ with any leaf $P$ of $\eta$ is a connected curve whose angle with $\xi \cap \eta$ is greater than $\kappa > 0$. Then one can deform $\xi = \xi^0$ by a homotopy $\xi^u$, $u \in [0, 1]$, of admissible plane fields satisfying the following properties:

- $\xi^1$ coincides with $\xi$ along $D$ and is integrable on the $\mu$-neighbourhood of $\sigma$;
- $\|\xi^u\|_m \leq \chi_m(\|\xi\|_{m+1})$ for all $u \in [0, 1]$ and all $m \geq 1$, where $\chi_m$ is a polynomial without constant term and with positive coefficients depending only on $\tilde{\theta}$, $\kappa$, $\mu$ and $S$ (but not on $D$).

Moreover, the homotopy $\xi^u$ varies continuously with $\xi$.

![Figure 18: Two situations to which Lemma 5.6 will be applied](image)
Remark 5.7. The role of $S$ is unclear at that stage. The point is that we are going to apply Lemma 5.6 to a family of plane fields $\xi_t$, using a different $D_t$ for each $t$, but all these disks will be part of the same surface $S$, so the bound in the second item will be uniform in $t$, since $\chi_m$ depends only on $S$ and not on $D$.

Remark 5.8. What really matters to us concerning $\chi_m$ is that it is nondecreasing and that $\chi_m(x)/x$ is bounded on any bounded set of $\mathbb{R}^*_+$. 

Proof. Let us first describe $\xi^u$ geometrically. By condition $(\ast)$, there exists a nonvanishing vector field $\nu$ tangent to $\xi \cap \eta$ (and a unique one if we impose the additional condition $\nu \cdot \partial_y = 1$). Let $C$ denote the flow “cylinder” of $D$ under $\nu$. Note that an integral curve of $\nu$ starting from $D$ cannot return to $D$. Indeed, otherwise, some subarc of this curve intersects $D$ exactly at its endpoints, which necessarily belong to the same leaf $P$ of $\eta$ and are thus connected by an arc of $P \cap D$ by assumption. Then the union of these two arcs forms a simple closed curve in $P \cap V$ (which is convex) and thus bounds a disk in $P \cap V$, which is either positively or negatively stable under $\nu$. Then by a corollary of Poincaré-Bendixson’s Theorem, this disk must contain a singularity of $\nu$, which is impossible.

Hence, $C$ is an interval bundle over $D$. Now the key observation is that there is a unique integrable plane field $\xi$ on $C$ containing $\xi \cap \eta$ and coinciding with $\xi$ at every point of $D$: the unique plane field invariant under the holonomy of $\xi \cap \eta$ and equal to $\xi$ along $D$. For $\xi^1$, we will take a plane field coinciding with $\xi$ on the $\mu$-neighborhood of $\sigma$, with $\xi$ outside a $2\mu$-neighbourhood of $\sigma$ (which is contained in $C$) and with both on $D$, and $\xi^u$ will be a linear homotopy connecting $\xi$ to $\xi^1$.

Let us now briefly explain why the control on derivatives of the second part of the statement is natural. One can easily believe that the $C^m$ norm of $\xi^u$, as “interpolation” between $\xi$ and $\bar{\xi}$ in a fixed region $(N_{2\mu}(\sigma) \setminus N_{\mu}(\sigma))$, is bounded in terms of the $C^m$ norms of these two plane fields, so the main object to control is in fact $\xi$. Now $\xi$ is obtained from $\xi$ by some kind of pull-back/push-forward construction as follows. Denote by $\nu$ the vector field spanning $\xi \cap \eta$ and satisfying $\nu \cdot \partial_y = 1$, by $\phi: \Omega \subset \mathbb{R} \times V \to V$ its flow, and by $\tau: C \to \mathbb{R}$ the map uniquely determined by:

$$\forall p \in C, \phi^{-\tau(p)}(p) \in D$$

(observe that since $\sigma$ is of diameter less than 1, and $\delta < 1$, the condition $dy(\nu) = 1$ implies that $\Omega$ is contained in $[-2, 2] \times V$ and that the function $|\tau|$ is bounded by 2). Then $\bar{\xi}$ is defined by:

$$\bar{\xi}(p) = \left( (\phi^{\tau(p)})_* \xi \right)(p) = D\phi^{\tau(p)}(\phi^{-\tau(p)}(p)) \cdot \xi \left( \phi^{-\tau(p)}(p) \right). \quad (3)$$

Thus, in short, by composition, the derivatives of $\bar{\xi}$ are polynomials in the derivatives of the involved objects, i.e. $\xi$, but also $\tau$ and the flow of $\nu$, whose $C^m$ norms, as we will see, are controlled by that of $\nu$, which are in turn controlled by that of $\xi$. As a result, since the expression of $\xi$ involves the differential of the flow, the $C^m$ norm of $\bar{\xi}$ will be controlled by the $C^{m+1}$ norm of $\xi$.

The uniform polynomial bound on the variations of the flow $\phi$ in terms of its generating vector field $\nu$ (cf. Claims 5.11 and 5.12) is rather natural; the proofs, which we only include for the sake of completeness, rely on Gronwall’s Lemma and on general formulas (cf. (6) below, for example) for the derivatives of composed maps of several variables (generalizing
the so-called Faà di Bruno Formula for maps of one variable). The uniformity of the control of $v$ and $\tau$ on the other hand (cf. Claim 5.9 and Claim 5.13) depends in a crucial way on the angle bounds $\bar{\theta}$ and $k$ and on the geometry of $S$. The calculations carried out in the respective proofs, also based on Faà di Bruno-like formulas, are only intended to clarify this dependency.

Let us now make the previous paragraph more precise.

First of all, we defined the $C^m$ norm of a plane field as the $C^m$ norm of its Gauss map, so here, rigorously speaking, the derivatives we want to control are those of $\bar{\xi}^\perp$, which, from (3), has the following expression:

$$\bar{\xi}^\perp(p) = \frac{t(D\phi_p^{-\tau(p)}) \cdot \bar{\xi}^\perp(\phi^{-\tau(p)}(p))}{\|t(D\phi_p^{-\tau(p)}) \cdot \bar{\xi}^\perp(\phi^{-\tau(p)}(p))\|}.$$ 

Let us denote the numerator by $X(p)$ and write $Y(t,p) = t(D\phi_p^t) \cdot \bar{\xi}^\perp(\phi^t(p))$, so that $X(p) = Y(-\tau(p),p)$. We are going to control the variations of $v$, then its flow $\phi^t$, then $Y$, $\tau$, $X$, $\bar{\xi}^\perp = \frac{X}{\|X\|}$ and finally $(\chi^u)^\perp$.

Throughout the calculations, given $m \in \mathbb{N}$, the symbol $\chi_m$ denotes some universal polynomial with positive coefficients depending, as in the lemma, only on $m$, $\bar{\theta}$, $\mu$, $\kappa$ and $S$, and which will change in the course of the argument. When we write $\chi_m^0$ rather than $\chi_m$, we mean that, in addition, $\chi_m$ has no constant term.

**Claim 5.9.** For all $m \geq 1$,

$$\|v\|_m \leq \chi_m^0(\|\xi\|_m).$$

**Remark 5.10.** For $m = 1$, with the assumption $\|\xi\|_1 < 1$, this implies: $\|v\|_1 \leq c \|\xi\|_1$, for some constant $c$ independent of $\xi$.

**Proof.** If $\xi^\perp = u\partial_x + v\partial_y + w\partial_z$, the maps $u, v, w$ satisfy $u^2 + v^2 + w^2 = 1$ and $\frac{w^2 + w^2}{u^2} < \tan^2 \bar{\theta}$ by condition (*), so $\frac{1}{u^2} = 1 + \frac{w^2}{u^2} < 1 + \tan^2 \bar{\theta}$. Now $v = -\frac{v}{u} \partial_x + \partial_y$, so its $C^m$ norm is that of $\frac{v}{u}$. Now the $m$-th derivative of $\frac{v}{u}$ is a fraction with numerator a (universal) polynomial in the derivatives of $v$ and $u$ of order $k \in [0,m]$, each monomial containing a derivative of order at least $1$, $u$ and $v$ are bounded above by 1, and the denominator is a power of $u$, for which we have a lower bound independent of $\xi$. Hence the required polynomial bound on $\|v\|_m$. \[\square\]

This leads to a similar bound on the (space) differential of the flow of $v$:

**Claim 5.11.** $\|\phi^t\|_1 = \|D\phi^t\|_0 \leq \chi_1(\|\xi\|_1)$, and for all $m \geq 2$, and for all $|t| \leq 2$,

$$\|D^m\phi^t\|_0 \leq \chi_m^0(\|\xi\|_m)$$

(with $\chi_m$ independent of $t$).

To prove this, we will use the following version of Gronwall’s Lemma:

**Gronwall’s Lemma.** Let $(E, \|\cdot\|)$ be a finite dimensional normed vector space and $x : I \to E$ a differentiable curve satisfying for some positive $a$ and $b$

$$\forall t \in I, \|x'(t)\| < a \|x(t)\| + b.$$
Then for all \( t_0 \) and \( t \) in \( I \),
\[
\| x(t) \| \leq \| x(t_0) \| e^{\alpha|t-t_0|} + \frac{b}{a} \left( e^{\alpha|t-t_0|} - 1 \right).
\]

**Proof of Claim [5.11]** We proceed by induction on \( m \). For \( m = 1 \), the differential \( D\phi^t(p) \) at any point \( p \) satisfies the differential equation
\[
\frac{d}{dt} D\phi^t(p) = D\nu(\phi^t(p)) D\phi^t(p)
\]
with initial condition \( D\phi^0(p) = \text{id} \). In particular,

\[
\| D\phi^0(p) \| = 1 \quad \text{and} \quad \left\| \frac{d}{dt} D\phi^t(p) \right\| \leq \| \nu \|_1 \| D\phi^t(p) \|
\]

so if \( \| \nu \|_1 > 0 \), by Gronwall’s Lemma with \( t_0 = 0 \) and \( a = b = \| \nu \|_1 \) we have for all \( |t| \leq 2 \) that
\[
\| D\phi^t(p) \| \leq 2e^{2\| \nu \|_1} - 1.
\]

Let \( c \) be the constant given by Remark [5.10] and \( C \) such that \( e^x - 1 \leq Cx \) for all \( x \leq 2c \). Since \( 2 \| \nu \|_1 \leq 2c \| \xi \|_1 \leq 2c \),
\[
2e^{2\| \nu \|_1} - 1 = 1 + 2(e^{2\| \nu \|_1} - 1) \leq 1 + 4C\| \nu \|_1 \leq 1 + 4Ce\| \xi \|_1,
\]

which gives the desired bound on \( \| D\phi^t(p) \|_0 \) (if \( \| \nu \|_1 = 0 \), \( \| D\phi^t(p) \| = 1 \)).

Now let \( m \geq 2 \) and assume Claim [5.11] has been proved for every \( k \leq m - 1 \). For all \( (t,p) \) where it makes sense,
\[
\frac{d}{dt} D^m \phi^t(p) = D^m(\nu \circ \phi^t)(p)
\]
with initial condition \( D^m \phi^0(p) = 0 \). Given a smooth function \( f \) on an open subset of \( \mathbb{R}^3 \) and a multi-index \( I = (i_1, \ldots, i_k) \in \{1,2,3\}^k \), \( 1 \leq k \leq m \), we denote by \( \partial_I f \) the partial derivative \( \frac{\partial^k f}{\partial x_{i_1} \cdots \partial x_{i_k}} \). Given a subvector \( J = (i_{n_1}, \ldots, i_{n_l}) \) of \( I \), i.e. given a subset \( B = \{n_1, \ldots, n_l\} \) of \( \{1, \ldots, k\} \) with \( n_1 < \ldots < n_l \), we will abusively write \( \partial_B f \) instead of \( \partial_J f \). By induction, one gets the following formula for partial derivatives of the composed map \( \nu \circ \phi^t \):
\[
\partial_I (\nu \circ \phi^t)(p) = \sum_{\pi \in \Pi_k} D^{\pi}(\nu(\phi^t(p))) \cdot \left( \prod_{B \in \pi} \partial_B \phi^t(p) \right)
\]
where \( \Pi_k \) denotes the set of partitions \( \pi \) of \( \{1, \ldots, k\} \) (recall \( k \) is the length of \( I \) here), and \( |\pi| \) the number of “blocks” of such a partition. If the blocks of \( \pi \) are \( B_1, \ldots, B_k \), the parenthesis \( (\prod_{B \in \pi} \partial_B \phi^t(p)) \) must be understood as the \( k \)-tuple of vectors \( \partial_{B_1} \phi^t(p), \ldots, \partial_{B_k} \phi^t(p) \) to which \( D^k \nu(\phi^t(p)) \) is applied. If \( I \) is of size \( m \), isolating the partition \( \pi \) with one block of size \( m \), we get:
\[
\partial_I (\nu \circ \phi^t)(p) = D\nu(\phi^t(p)) \cdot \partial_I \phi^t(p) + \sum_{\pi \in \Pi_m \atop |\pi| \geq 2} D^{\pi}(\nu(\phi^t(p))) \cdot \left( \prod_{B \in \pi} \partial_B \phi^t(p) \right)
\]
and thus
\[ \| \partial_t (\nu \circ \phi^t)(p) \| \leq \| \nu \|_1 \| \partial_t \phi^t(p) \| + \sum_{\nu \in \mathbb{H}_m} \| \nu \|_{|\nu| \geq 2} \prod_{B \in \pi} \| D^B \phi^t \| \]
where the last term is a \( \chi^0_m(\| \xi \|_m) \) by induction and Claim 5.9. So according to (5),
\[ \left\| \frac{d}{dt} \partial_t \phi^t(p) \right\| \leq \| \nu \|_1 \| \partial_t \phi^t(p) \| + \chi^0_m(\| \xi \|_m) \]
and once again we conclude using Gronwall’s Lemma (and the fact that \( \partial_t \phi^0(p) = 0 \) for all \( p \)).

Recall that \( Y \) is defined by \( Y(t, p) = tD\phi^t(p) \cdot \xi^t(\phi^t(p)) \).

**Claim 5.12.** For all \( m \geq 1 \), \( 0 \leq k \leq m \), and every multi-index \( I = (i_1, \ldots, i_{m-k}) \in \{1, 2, 3\}^{m-k} \),
\[ \left\| \partial_t(\partial_t)^k Y \right\|_0 \leq \chi^0_m(\| \xi \|_{m+1}) \].

**Proof.** This follows easily from Claims 5.9 and 5.11 by product and composition. Let us explain how, starting with the time derivatives:
\[ \partial_t Y(t, \cdot) = \partial_t(tD\phi^t) \cdot (\xi^t \circ \phi^t) + tD\phi^t \cdot \partial_t(\xi^t \circ \phi^t) \]
\[ = tD(\phi^t)(tD\nu \circ \phi^t) \cdot (\xi^t \circ \phi^t) + tD\phi^t \cdot (D\xi^t \circ \phi^t) \cdot (\nu \circ \phi^t) \]
\[ = tD(\phi^t)(tD\nu \cdot \xi^t + D\xi^t \cdot \nu) \circ \phi^t \]
\[ = tD(\phi^t)(\nu * \xi^t) \circ \phi^t \]
where \( \nu * \) denotes the Lie derivative-like differential operator \( X \mapsto tD\nu \cdot X + DX \cdot \nu \). By induction,
\[ (\partial_t)^k Y(t, \cdot) = tD(\phi^t) \cdot (\nu^* \xi^t) \circ \phi^t \]
There is a general polynomial formula for \( \nu^* \xi^t \) in terms of the derivatives of \( \nu \) and \( \xi^t \) of order \( l \in [0, k] \), each monomial containing a real derivative (i.e., of order at least one). Now Formula (6) applied to \( \nu^* \xi^t \) instead of \( \nu \) gives a polynomial expression for any partial derivative of order \( l \) of \( (\nu^* \xi^t) \circ \phi^t \) in terms of that of \( \nu^* \xi^t \) and \( \phi^t \) of order \( \leq l \), so in terms of the derivatives of \( \nu \) and \( \xi^t \) of order \( \leq k + l \) and that of \( \phi^t \) of order \( \leq l \). So in the end, any partial derivative \( \partial_t(\partial_t)^k Y \) of order \( l \) of the product \( (\partial_t)^k Y = tD(\phi^t) \cdot (\nu^* \xi^t) \circ \phi^t \) is given by a general polynomial formula in terms of the derivatives of \( \nu \) and \( \xi^t \) of order \( \leq k + l \) and that of \( \phi^t \) of order \( \leq l + 1 \) (again, each monomial containing a real derivative of \( \nu \) or \( \xi^t \)), and we conclude using Claims 5.9 and 5.11.

**Claim 5.13.** For every \( m \geq 1 \) and every multi-index \( I = (i_1, \ldots, i_m) \in \{1, 2, 3\}^m \),
\[ \| \partial_I \tau \|_0 \leq \chi_m(\| \xi \|_{m+1}) \].

Here \( \| \partial_I \tau \|_0 \) simply means \( \sup_{p \in V} \| \partial_I \tau(p) \| \).
Proof. Since $\tau \circ \phi^t = \tau + t$, given Claim 5.11 we only need to estimate the derivatives of $\tau$ along $D$. To that end, we need to understand the relation between $\tau$ and the geometry of $D$.

Therefore, let us introduce the function $\tau_0$, defined in a neighbourhood of $D$, whose restriction to every plane $P$ of $\eta$ is the euclidean distance to $S \cap P$ multiplied by the sign of $\tau$. In other words $\tau_0$ is the algebraic distance to $S \cap P$ – where $S$ is cooriented so that $\tau$ and $\tau_0$ have the same sign – and is thus smooth. Moreover, it depends only on the geometry of $D$. Thus, every quantity $\|\partial_{t}^{k+1}s(0,.)\|_0$ is bounded above by a function of $\|\nu\|_t$ (which depends only on $S$). Thus, every quantity $\|\partial_{t}^{k}|f|_{D}\|_0$ is itself controlled by $\|\nu\|_{|k|}$, and Relation (9) shows by induction that the quantities $|\partial_{t}^{k}s(0, p)|$ are controlled by $|\nu|_{k}$. Formula (8) and Claim 5.9 thus imply Claim 5.13.

Now for $k \geq 1$, differentiating Equation (7), one gets, for all $p \in D$,

$$(\partial_{t})^{k+1}s(0, p) = \sum_{\pi \in \Pi_{k}} (\partial_{t}^{\pi})s(0, p) \left( \prod_{B \in \pi} \partial_{\nu}^{\pi} s(0, p) \right),$$

(9)

where $\partial_{\nu}$ denotes the derivative in the direction of $\nu$ (in other words, $\partial_{\nu}f = \nu \cdot f$). We saw that $\frac{1}{\partial_{t}^{\pi} s(0, .)}$ is bounded above independently of $\xi$. Moreover, every quantity $\|\partial_{t}^{k+1}s(0, .)\|_0$ is bounded above by a function of $\|\nu\|_t$ (which depends only on $S$). Thus, every quantity $\|\partial_{t}^{k}|f|_{D}\|_0$ is itself controlled by $\|\nu\|_{|k|}$, and Relation (9) shows by induction that the quantities $|\partial_{t}^{k}s(0, p)|$ are controlled by $|\nu|_{k}$. Formula (8) and Claim 5.9 thus imply Claim 5.13.

\[\square\]
Claim 5.14. For all $m \geq 1$,
\[ \|X\|_m \leq \chi_m^0 (\|\xi\|_{m+1}). \]

Proof. Since $X = Y \circ (-\tau, \text{id})$, this follows by composition from Claims 5.12 and 5.13. \qed

Since $\bar{\xi} \perp = X/\|X\|$, in order to deduce that $\|\bar{\xi}\|_m \leq \chi_m^0 (\|\xi\|_{m+1})$, we should still check that $\|X\|$ is bounded below (independently of $\xi$). We will simply say here that this follows from the fact that $\xi \perp$ is unitary and that $D\phi_p^{-\tau(p)}$ is close enough to the identity in our setting.

Now let $\rho : V \to [0,1]$ be a function equal to 1 on $N_\mu(\sigma)$, with support in $N_{2\mu}(\sigma)$. For all $u \in [0,1]$, define $\xi^u$ by
\[ (\xi^u)\perp = (1-u\rho)\xi \perp + u\rho \bar{\xi} \perp. \]

Observe that these vector fields are all nonsingular, for the $\partial_x$ components of $\xi \perp$ and $\bar{\xi} \perp$ are both positive. The plane fields $\xi^u$ have all the desired properties. Let us simply stress that the bound on their derivatives is independent of the particular $\sigma$ under scrutiny. This is due to the $(2\mathbb{Z})^3$-invariance of $\Delta$: all simplices are copies of a finite number of model ones, and we only need one cut-off function per isometry class of simplices (note that $\sigma$ plays no role in the rest of the proof). \qed

Remark 5.15. Note that, if the plane field $\xi$ is already integrable on a region of the form $C' = \{ \phi^t(p), \ p \in D', \ t \in [a(p),b(p)] \}$ for some domain $D' \subset D$ and some functions $a, b : D' \to \mathbb{R}$ satisfying $a \leq 0 \leq b$, then the homotopy $\xi^u$ of Lemma 5.6 is stationary on $C'$.

5.5 Proof of the Key Lemma 5.4

We start with the data $U, F, A$ and $\xi$ of Lemma 5.4 and use the notations of Section 5.3. As explained in the introduction to the appendix, the Key Lemma is proved by induction on the successive skeleta of some triangulation of the parameter space $K$. This induction is formalized in Lemma 5.19 below (cf. subsection 5.5.4), whose proof takes up the last subsection of the article. Before stating this Lemma, we need to prepare its setting, i.e.:

- to define, for any scaling factor $d$ (less than some $d_0$ defined below), polyhedral neighbourhoods $A_d$ and $F_d$ of $A$ and $F$, the support of the future deformation(s) being contained in $A_d$ and disjoint from $F_d$ (cf. subsection 5.5.1);

- to fix the triangulation of the parameter space (cf 5.5.2);

- to define special simplices precisely (cf. 5.5.3).

Recall that $\Delta$ is the $(2\mathbb{Z})^3$-invariant triangulation of $\mathbb{R}^3$ obtained by “jiggling” the barycentric subdivision of the crystalline triangulation with integer vertices. By periodicity of the construction, $\Delta$ has a finite number of model simplices, meaning that every simplex of $\Delta$ is the image of one of those by a translation. The diameter of the simplices of $\Delta$ is less than 1. Moreover, the distances between two disjoint simplices and the angles between two intersecting 1 or 2-simplices (not contained into one another) are uniformly bounded below by numbers denoted by $\delta > 0$ and $\gamma \in (0, \pi/2]$ respectively (the angle between a straight line and a plane is the angle between the straight line and its orthogonal projection on the plane).

Fix an angle $\theta < \gamma/2$. 
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5.5.1 Polyhedral neighbourhoods

Given \( d > 0 \), we will still (improperly) call every subcomplex coming from a cube which has been subdivided, “jiggled” and scaled, a “cube” of \( d \Delta \). Since \( A \) is a compact subset of \( U \), for \( d_0 > 0 \) sufficiently small, \( N_{2d_0}(A) \) is contained in \( U \) and \( \xi \) is integrable on \( K \times N_{2d_0}(F \cap A) \). Fix such a \( d_0 \).

Given \( d < d_0/4 \), we denote by \( A_d \) and \( F_d \) the subcomplexes of \( d \Delta \) made up of all the “cubes” meeting \( N_{d_0}(A) \) and \( N_{d_0}(F \cap A) \) respectively. Thus, since \( d_0 + 3d < 2d_0 \),

\[
N_{d_0}(A) \subset A_d \subset N_d(A_d) \subset N_{2d_0}(A)
\]

and

\[
N_{d_0}(F \cap A) \subset F_d \subset N_d(F_d) \subset N_{2d_0}(F \cap A)
\]

so, in particular, \( \xi \) is integrable on \( K \times N_d(F_d) \).

Remark 5.16. The combinatorial structure of \( \Delta \) will be important when it comes to perturb the plane fields near (special) simplices whose boundary meets \( F_d \), where the homotopy must be stationary. More precisely, we will need to know that every 2-simplex of \( A_d \) not contained in \( F_d \) has at most one edge in \( F_d \). Indeed, let \( \sigma \) be such a 2-simplex and \( Q \) the cube of \( A_d \) containing it. By assumption, this cube is not contained in \( F_d \), so \( \sigma \cap F_d \subset \sigma \cap \partial Q \). Since the triangulation \( \Delta \) is obtained by barycentric subdivision, there are two cases:

- if \( \sigma \) has a vertex in the interior of \( Q \), it has at most one edge in \( \partial Q \);
- otherwise, \( \sigma \subset \partial Q \) has a vertex \( q \) in the interior of some “square face” of \( Q \); either \( q \in F_d \) and then \( \sigma \subset F_d \) (for \( F_d \cap Q \) is a union of “square faces”), or \( q \notin F_d \) and then \( \sigma \) has at most one edge in \( F_d \).

5.5.2 Subdivision of the parameter space

We fix a subdivision of the parameter space \( K \) compatible with \( L \) and so fine that the following inequality holds on every simplex \( K_\ast \):

\[
\angle(\xi_\ast(p), \xi_t(p)) < \frac{\theta}{16} \quad \text{for all } s, t \in K_\ast \text{ and } p \in N_{2d_0}(A).
\]  \( (\angle_0) \)

For \( 0 \leq i \leq n \), where \( n = \dim K \), denote by \( K^i \) the union of the \( i \)-skeleton of the triangulation with the subcomplex \( L \). We also write \( K^{-1} = L \).

5.5.3 Special simplices

Here, \( d \) is any positive number less than \( d_0 \).

Definition 5.17. Given a simplex \( K_\ast \) of \( K \) and a \( K_\ast \)-plane field \( \xi_\ast \) on \( U \), we will call a 2-simplex \( \sigma \) of \( A_d \) special (for \( \xi_\ast \)) if it is not contained in \( F_d \) and if there exists \( (s, q) \in K_\ast \times \sigma \) such that \( \angle(\sigma, \xi_\ast(q)) < \theta/2 \).

Claim 5.18. If \( \xi_\ast \) satisfies:

\[
\forall (s, t, p) \in (K_\ast)^2 \times U, \quad \angle(\xi_\ast^s(p), \xi_t^s(p)) < \frac{\theta}{8}
\]
∀(t, p, q) ∈ K_∗ × (A_d)^2 \text{ s.t. } |p - q| < 2d, \quad \angle(\xi^*_t(p), \xi^*_t(q)) < \frac{\theta}{8},

then for any special simplex σ,

\angle(σ, \xi^*_t(p)) < \theta \quad \text{for all } (t, p) ∈ K_∗ × N_d(σ).

In particular, special simplices are disjoint.

Proof. If (s, q) ∈ K_∗ × σ is such that \angle(σ, \xi^*_s(q)) < \theta/2, then for all (t, p) ∈ K_∗ × N_d(σ),

\angle(σ, \xi^*_t(p)) ≤ \angle(σ, \xi^*_s(q)) + \angle(ξ^*_s(q), \xi^*_t(p)) + \angle(\xi^*_t(p), \xi^*_t(p))

< \frac{\theta}{2} + \frac{\theta}{8} + \frac{\theta}{8} < \theta.

Now assume that σ and σ’ are non disjoint special simplices. Let s, s’ ∈ K_∗ and q ∈ σ, q’ ∈ σ’ be such that

\angle(σ, \xi^*_s(q)) < \frac{\theta}{2} \quad \text{and} \quad \angle(σ’, \xi^*_s(q’)) < \frac{\theta}{2}.

Then

\angle(σ, σ’) ≤ \angle(σ, \xi^*_s(q)) + \angle(ξ^*_s(q), \xi^*_s(q’)) + \angle(\xi^*_s(q’), \xi^*_s(q’)) + \angle(\xi^*_s(q’), σ’)

< \frac{\theta}{2} + \frac{\theta}{8} + \frac{\theta}{8} + \frac{\theta}{2} < 2\theta < \gamma.

By definition of γ, the simplices σ and σ’ coincide. \qed

5.5.4 Induction Lemma

Given a plane field ξ, we denote by \|\xi\|_m the norm of its restriction to N_{2d_0}(A) and for all d > 0, we define

\|\xi\|_{d,m} = \left\| (h_d)^* \xi|_{N_{2d_0}(A)} \right\|_m

where h_d denotes any homothety of factor d. Note that

((h_d)^*\xi)^\perp = d \cdot (h_d)^*(\xi^\perp)

so

\|\xi\|_{d,m} = d \left\| (h_d)^* (\xi^\perp) \right\|_m

and in particular

\|\xi\|_{d,1} = d \|\xi\|_1 \quad \text{and} \quad \|\xi\|_{d,m} ≤ d \|\xi\|_m \quad \forall m ≥ 1.

The Key Lemma 5.4 is a consequence of the following result.

Lemma 5.19. For every 0 ≤ i ≤ n + 1, there are positive numbers d_i, μ_i and (c_{i,m})_{m≥1} such that, for every d < d_i, there exists a compactly supported homotopy ξ^u, u ∈ [0, i], of K^{i-1}-plane fields on U with the following properties
• ξ^0 coincides with ξ (or more accurately with its restriction to K^{i-1} × U) and the homotopy is relative to (K^{i-1} × \text{Op} N_{μ_i d}(F_d)) ∪ (L × U);

• ξ^i is integrable on K^{i-1} × N_{μ_i d}(A_d^2);

• for every (t, u) ∈ K^{i-1} × [0, i],

\[ \|ξ^u_t\|_{d,m} \leq c_{i,m}d ; \]  \hspace{1cm} (\dagger)

• for every (t, u) ∈ K^{i-1} × [0, i] and every p ∈ U,

\[ \angle(ξ^u_t(p), ξ_t(p)) < \frac{θ}{32}. \]

**Proof of the Key Lemma 5.4.** For i = n + 1, the above lemma implies the Key Lemma with d_*= d_{n+1}, μ = μ_{n+1}, and c = c_{n+1,1}.

**5.5.5 Proof of Lemma 5.19**

We proceed by induction. Step i = 0 is trivial (with μ_0 = 1) since the plane fields ξ_t, t ∈ K^{-1} = L, are integrable on all of U and uniformly C^m-bounded on N_{2d_0}(A) for every m.

Assume now that step i ≥ 0 has been completed and let us describe the structure of step i + 1 (each of the following sentences will be detailed afterwards). First, given any d < d_i, we take the homotopy of K^{i-1}-plane fields given by step i and extend it to a homotopy of K^i-plane fields stationary outside a neighbourhood of K^{i-1}. Taking d_i smaller if necessary, we arrange that for any d < d_i, the restriction of the resulting ξ^i to any simplex K_s of K^i satisfies the hypothesis of Claim 5.18 so that, for any K_s, special simplices are disjoint.

Then we build a homotopy ξ^{i+u}, u ∈ [0, 1], of K^i-plane fields relative to K^{i-1} × U. This is done i-simplex by i-simplex of K^i independently, applying Lemma 5.6 to a neighbourhood of each simplex of the 2-skeleton of A_d not contained in F_d, after a rescaling by a factor 1/d, and taking these simplices in a suitable order: first special simplices, then vertices contained in no such simplex, then edges, and finally non-special faces. For each i-simplex of K^i, each of these four substeps yields “one quarter” of the desired homotopy from ξ^i to ξ^{i+1}, namely ξ^{i+u}, u ∈ [0, 1/4], [1/4, 1/2], [1/2, 3/4], and [3/4, 1].

More precisely, these four substeps follow the same pattern: we first define coordinates, constants (μ, κ) and surfaces (S, D) to which Lemma 5.6 and Remark 5.15 (to make the deformation relative to the already foliated region) are applicable (provided d is small enough). Then (taking d even smaller if necessary), we use the quantitative part of Lemma 5.6 to bound the variations of the resulting plane fields (in space and time), to ensure both the applicability of the deformation model in the next substep and the disjointness of special simplices in the next inductive step (i + 2). In particular, the set of d’s for which the construction can actually be carried on decreases at each substep.

This similarity of pattern makes this last subsection somewhat repetitive, and generates references to a large number of very similar inequalities. The cases of special simplices and vertices are probably enough for the reader to get the whole picture. There are no new ideas in the rest; we mainly include it for the sake of completeness and to show
how Remark 5.15 is used in each particular case to guarantee the global coherence of the construction.

Before detailing these four substeps, let us be a little bit more specific about the $K^i$-plane field $\xi^i$ defined after step $i$. Taking $d_i$ smaller if necessary, we assume that

$$d_i c_{i,1} < \frac{\theta}{16}. \quad (\circ_i)$$

Given any $d < d_i$, we take a homotopy $\xi^u, u \in [0, i]$, of $K^{i-1}$-plane fields given by step $i$ and more specifically satisfying for all $(t, u) \in K^{i-1} \times [0, i]$ and all $p \in U$

$$\angle(\xi^u_t(p), \xi_t(p)) < \frac{\theta}{32} - \beta \quad \text{with } \beta > 0. \quad (\xi_i)$$

By the homotopy extension property, we can extend this homotopy to $K^i$. According to $($8$)$ and $($4$)$, for all $s, t$ in the same simplex $K_s$ of $K^i$ and all $p \in U$,

$$\angle(\xi^s_t(p), \xi^t_s(p)) < \frac{\theta}{8}. \quad (\xi_i)$$

Furthermore, according to $($10$)$ and $($11$)$, for all $t \in K^i$ and all $(p, q) \in (A_d)^2$ such that $|p-q| < 2d$,

$$\angle(\xi^s_t(p), \xi^t_s(q)) \leq \|\xi^s_t\|_1 |q-p| \leq \frac{\theta}{16d_i} \times 2d < \frac{\theta}{8}.$$

So $\xi^i$ satisfies the hypothesis of Claim 5.18. Thus, for any $K_s$, special simplices (for $\xi^i$) are disjoint.

From now on we fix an $i$-simplex $K_s$ (not contained in $L$).

**Deformation near special simplices**

We first define the coordinates in which we want to apply the deformation model (after rescaling), then Claim 5.20 specifies the setting to which we can actually apply it, and Claim 5.22 makes sure the deformation can be made relative to $F_d$. These two assertions are fairly straightforward for constant plane fields, and the point is that the more we shrink the scaling factor $d$, the more the rescaled plane fields are close to being constant. Finally we keep track of the amplitude of the deformation to make sure that, at the end of step $i + 1$, the new plane fields still satisfy the angle conditions necessary for their special simplices to be disjoint.

Let $\sigma_d$ be a special simplex (for $\xi^i$), $V_d$ its $d\delta/2$-neighbourhood and $\alpha_d$ any edge of $\sigma_d$ if $\sigma_d \cap F_d = \emptyset$ and the (single) edge $\sigma_d \cap F_d$ otherwise (cf. Remark 5.16). We now choose adapted coordinates in the following way: the origin is the midpoint $q$ of $\alpha_d$, the vector $\partial_q(q)$ is tangent to $\sigma_d$ and points to the vertex opposite $\alpha_d$, and the vector $\partial_x(q)$ is orthogonal to $\sigma_d$.

Now denote by $h_d$ the homothety of ratio $d$ and center $q$, by $V$, $\sigma$, $\alpha$ and $\tilde{F}$ the inverse images of $V_d$, $\sigma_d$, $\alpha_d$ and $F_d$ under $h_d$, and by $\xi^i_t$, $t \in K_s$, the pull-back $(h_d)^*\xi^i_t$ defined on $V$. With the above choices, $\xi^i_t$, $t \in K_s$, satisfies condition $(*)$ of Section 5.4 with $\tilde{\theta} = \theta$ since, for all $(t, p) \in K_s \times N_1(\sigma) \subset K_s \times V$,

$$\angle(\xi^i_t(p), \partial_x(p)) = \angle(\xi^i_t(h_d(p)), \partial_x(h_d(p))) = \angle(\xi^i_t(h_d(p)), \sigma) < \theta$$
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Figure 19: Choice of coordinates near a special simplex $\sigma_d$

According to Claim 5.18. In addition, according to (†) and (⋄),

$$\|\zeta_t\|_1 = \|\xi_t\|_{d,1} \leq d_t c_{1,1} < \frac{\theta}{16} < 1.$$  

As in Section 5.4, $\eta$ denotes the plane field defined by $dz = 0$. By the induction hypothesis, the plane field $\xi_t$ is integrable on $N_{\mu_d}(\sigma_d)$ for $t \in \partial K_s$ and on $N_{\mu_d}(F_d)$ for $t \in K_s$, so $\zeta_t$ is integrable on $N_{\mu}(\sigma)$ for $t \in \partial K_s$ and on $N_{\mu}(\bar{F})$ for $t \in K_s$. We denote by $S$ the smooth boundary of some stricly convex domain containing $N_{\theta_{\mu_i}/10}(\sigma)$ and contained in $N_{\mu_i}(\sigma)$.

**Claim 5.20.** There are positive numbers $d_{i+1/4}$, $\mu$ and $\kappa$ such that if $d < d_{i+1/4}$, for all $t \in K_s$, the surface $S$ contains a disk $D_t$ varying continuously with $t$ and satisfying the following properties:

- $D_t$ is transverse to $\zeta_t \cap \eta$ and its orbit segments under $\zeta_t \cap \eta$ cover the $2\mu$-neighbourhood of $\sigma$;
- $D_t \cap P$ is connected for every leaf $P$ of $\eta$ and its angle with $\zeta_t \cap \eta$ is at least $\kappa$.

**Remark 5.21.** The constants $d_{i+1/4}$, $\mu$ and $\kappa$ depend only on $\theta$ and the geometry of $S$, i.e. on $\theta$, $\mu_i$ and the geometry of the model simplices of $\Delta$. They do not depend on the specific simplex $\sigma$ itself.

**Proof.** For every $t \in K_s$, denote by $\tilde{\zeta}_t$ the constant plane field equal to $\zeta_t(q)$ on $V$. Then $\tilde{\zeta}_t \cap \eta$ is tangent to $S$ along a simple closed curve which divides $S$ into an “entrance face” $S_t^-$ and an “exit face” $S_t^+$, which depend continuously on $t$. The flow lines of $\tilde{\zeta}_t \cap \eta$ through $S_t^-$ cover the whole domain $B$ bounded by $S$ and hence $N_{\theta_{\mu_i}/10}(\sigma)$. So if one defines $D_t$ as $S_t^-$ with an $\varepsilon$-neighborhood of its boundary removed, for some small fixed $\varepsilon$ (independent of $t$, $\sigma$...), the flow lines through $D_t$ still cover a $2\mu$-neighbourhood of $\sigma$ (for some $\mu$ depending only on $\mu_i$ and $\varepsilon$) and for every leaf $P$ of $\eta$, $P \cap D_t$ is connected and its angle with $\tilde{\zeta}_t \cap \eta$ is bounded below by some constant $\bar{\kappa}$ depending only on $\varepsilon$ and
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some lower bound on the curvatures of $S$ (this lower bound depending only on $\mu_i$ and the
global geometry of $\Delta$, not on the simplex $\sigma$ under scrutiny).

Now taking $\mu$ and $\kappa$ slightly smaller than $\bar{\mu}$ and $\bar{\kappa}$, the two properties of Claim 5.20
are satisfied provided $\zeta^i_t$ is sufficiently $C^0$-close to $\bar{\zeta}^i_t$ (in terms of the geometric constants),
which can be guaranteed by assuming $d$ to be small enough, since $\|\zeta^i_t\|_1 \leq dc_{i,1}$. \qed

In the following claim, we consider the (hard) case where $\sigma_d \cap F_d$ is nonempty, and
thus $\alpha_d = \sigma_d \cap F_d$.

**Claim 5.22.** Taking $\mu$ and $d_{i+1/4}$ smaller if necessary, the orbit segments of $\zeta^i_t \cap \eta$ starting
from $D_t$ and entirely contained in $N_{\mu_i}(\alpha)$ cover $N_{2\mu}(\sigma) \cap N_{\mu}(\bar{F})$, for every $t \in K_*$.  

**Proof.** First observe that given $\bar{\mu} \in [0, \mu_i]$, there exists $\mu$ (depending only on $\bar{\mu}$ and
the geometry of $\Delta$) such that

$$N_{2\mu}(\sigma) \cap N_{\mu}(\bar{F}) \subset N_{\mu}(\alpha).$$

So what we actually need to find is $\bar{\mu} \in [0, \mu_i]$ such that $\zeta^i_t$ satisfies the following property
(provided $d$ has been chosen small enough):

**The union of orbit segments of $\zeta^i_t \cap \eta$ starting from $D_t$ and entirely contained in $N_{\mu_i}(\alpha)$
contains $N_{\mu}(\alpha)$.**

As in the proof of Claim 5.20 denote by $\bar{\zeta}^i_t$ the constant plane field equal to $\zeta^i_t(q)$ on $V$. The union $U_t$ of the orbit segments of $\bar{\zeta}^i_t \cap \eta$ starting from $D_t$ and entirely contained in
$N_{\mu_i}(\alpha)$ is simply the intersection of the orbits of $\bar{\zeta}^i_t \cap \eta$ starting from $D_t$ with $N_{\mu_i}(\alpha)$, since
these orbits are straight lines and $N_{\mu_i}(\alpha)$ is convex. In particular, according to Claim 5.20
$U_t$ contains $N_{2\mu}(\sigma) \cap N_{\mu}(\alpha)$, which contains $N_{\mu}(\alpha)$ provided $\bar{\mu} < \min(2\mu, \mu_i)$.

Now taking $\bar{\mu}$ slightly smaller than $\bar{\mu}$, $\zeta^i_t$ satisfies the above property in italics provided
$\zeta^i_t$ is sufficiently $C^0$-close (in terms of the geometric constants) to $\bar{\zeta}^i_t$, which again can be
guaranteed by assuming that $d$ is small enough. \qed

From now on we assume $d \leq d_{i+1/4}$. Claim 5.20 shows that the hypotheses of Lemma 5.6
are satisfied by every plane field $\zeta^i_t$, $t \in K_*$, for the constants $\mu$ and $\kappa$. Setting
$\mu_{i+1/4} = \mu$, we thus obtain a homotopy $\zeta^u$, $u \in [i, i+1/4]$, of $K_*$-plane fields, so that:

- $\zeta^u_t$ coincides with $\zeta^i_t$ outside of $N_{2\mu_{i+1/4}}(\sigma)$;

- $\zeta^{i+1/4}_t$ is integrable on the $\mu_{i+1/4}$-neighbourhood of $\sigma$ ;

- for every $m \geq 1$, $\|\zeta^u_t\|_m \leq \chi_m(\|\zeta^i_t\|_{m+1})$ for all $(t, u) \in K_* \times [i, i+1/4]$, for some
  universal polynomial $\chi_m$ with positive coefficients and no constant term. Now

$$\|\zeta^i_t\|_{m+1} = \|\zeta^i_t\|_{d,m+1} \leq c_{i,m+1}d$$

and there exists a constant $c_{i+1/4,m} \geq c_{i,m}$ such that $\chi_m(c_{i,m+1}x) \leq c_{i+1/4,m}x$ for all
$x \leq d_{i+1/4}$ (cf. Remark 5.8), so in the end $\|\zeta^u_t\|_m \leq c_{i+1/4,m}d$.

**Remark 5.23.** The constants $c_{i+1/4,m}$ depend on $\theta$, $\kappa$, $\mu$ and the geometry of $\Delta$, but not
on $\sigma$ itself.

Hence the rescaling $\xi^u$, $u \in [i, i+1/4]$, of $\zeta^u$ by a factor $d$ has the following properties:

- $\xi^u_t$ coincides with $\xi^i_t$ outside of $N_{2\mu_{i+1/4}d}(\sigma_d)$;
\[ \xi_t^{i+1/4} \] is integrable on the \( \mu_{i+1/4}d \)-neighbourhood of \( \sigma_d \);  
for every \( m \geq 1 \), there exists a constant \( c_{i+1/4,m} \) such that \( \| \xi_t^n \|_{d,m} \leq c_{i+1/4,m}d \) for all \( (t,u) \in K_s \times [0, i + 1/4] \).

Reducing \( d_{i+1/4} \) if necessary so that

\[ 2d_{i+1/4}c_{i+1/4,1} < \frac{\beta}{4}, \]  

we can assume the angle variation of each \( \xi_t^u \) on \( V_d = N_{d\delta/2}(\sigma) \) is less than \( \beta/8 \). Then for all \( (t,u) \in K_s \times [i, i+1/4] \) and all \( p \in V_d \),

\[ \angle(\xi_t^u(p), \xi_t^l(p)) < \frac{\beta}{4}. \]

Indeed, if \( q \in V_d \setminus N_{2\mu_{i+1/4}d}(\sigma) \),

\[ \angle(\xi_t^u(p), \xi_t^l(p)) \leq \angle(\xi_t^u(p), \xi_t^u(q)) + \angle(\xi_t^u(q), \xi_t^l(q)) + \angle(\xi_t^l(q), \xi_t^l(p)) < \frac{\beta}{8} + 0 + \frac{\beta}{8}. \]

Inequalities \( (\xi_1) \) and \( (\xi_{i+1}) \) imply, for all \( (t,u) \in K_s \times [0, i + 1/4] \) and all \( p \in U \),

\[ \angle(\xi_t^u(p), \xi_t^l(p)) < \frac{\theta}{32} - \frac{3\beta}{4}. \]

For \( t \in \partial K_s \), Remark \( 5.15 \) shows that the homotopy \( \xi_t^u \) (and thus \( \xi_t^l \)), \( u \in [i, i + 1/4] \), is completely stationary. Indeed, the intersection of the flow cylinder of \( D_t \) with the domain bounded by \( S \) (which contains the support of the homotopy) is an interval fiber bundle over \( D_t \) on which \( \xi_t^l \) is assumed to be already integrable for every \( t \in \partial K_s \subset K^{i-1} \).

Moreover, the same remark together with Claim \( 5.22 \) shows that for every \( t \in K_s \), the homotopy \( \xi_t^u \) is stationary on \( N_{\mu_{i+1/4}d}(F_d) \).

Since the neighbourhoods \( V_d = N_{d\delta/2}(\sigma) \) of the different special simplices \( \sigma \) are disjoint (by definition of \( \delta \) and according to Claim \( 5.18 \)), we can apply Lemma \( 5.6 \) to all of them simultaneously and we obtain constants \( d_{i+1/4}, \mu_{i+1/4} \) and \( c_{i+1/4,m} \) independent of \( \sigma \) (cf. Remarks \( 5.21 \) and \( 5.23 \)).

Deformation near the other simplices

0-simplices. Let \( q \) be a vertex of \( A_d \) belonging neither to \( F_d \) nor to any special simplex, and \( V_d \) its \( d\delta/2 \)-neighbourhood. Note that \( V_d \) is disjoint from the \( d\delta/2 \)-neighbourhoods of the special simplices, so that \( \xi_t^{i+1/4} \) coincides with \( \xi_t^l \) on \( V_d \) for every \( t \in K_s \). Again, denote by \( h_d \) the homothety of factor \( d \) and center \( q \), by \( V \) the inverse image of \( V_d \), and by \( \xi_t^{i+1/4}, t \in K_s \), the pull-back \( (h_d)^*\xi_t^{i+1/4} \) defined on \( V \). For \( S \), take the intersection of \( V \) with a plane perpendicular to \( \xi_t^{i+1/4}(q) \) for some \( s \in K_s \). Define the coordinate axes as follows:

\begin{itemize}
  \item \( \partial_y(q) \in \xi_t^{i+1/4}(q) \) is orthogonal to \( S \);
  \item \( \partial_x(q) \in T_qS \) is orthogonal to \( \xi_t^{i+1/4}(q) \).
\end{itemize}
Combining $\angle 0$, $\bigotimes i+1/4$ and $\bigotimes i+1/4$, one can check that condition (*) (cf. Section 5.4) is satisfied by every $\xi_{t}^{i+1/4}$, $t \in K_{s}$, for $\theta = \theta/8$. With these notations, one easily proves an analogue of Claim 5.20, which provides numbers $d_{i+1/2}$, $\mu = \mu_{i+1/2}$, $\kappa = \pi/2 - \theta/8$ and disks $D_{i}$ which can be taken to be independent of $t$ and contained in the $\mu_{i+1/4}$-neighbourhood of $q$. From now on we assume $d \leq d_{i+1/2}$. Lemma 5.6 then gives a homotopy $\zeta^{u}$, $u \in [i+1/4, i+1/2]$, of $K_{s}$-plane fields whose rescaling $\xi^{u}$ by a factor $d$ has the following properties:

- $\xi^{u}_{t}$ coincides with $\xi_{t}^{i+1/4}$ outside of $N_{2\mu_{i+1/2}}(q)$;
- $\xi_{t}^{i+1/2}$ is integrable on the $\mu_{i+1/2}d$-neighbourhood of $q$;
- for every $m \geq 1$, there is a constant $c_{i+1/2,m}$ such that $\|\xi^{u}_{t}\|_{d,m} \leq c_{i+1/2,m}d$ for all $(t, u) \in K_{s} \times [0, i+1/2]$.

Reducing $d_{i+1/2}$ if necessary so that

$$2d_{i+1/2}c_{i+1/2,1} < \frac{\beta}{4},$$

one can make sure (as for special simplices) that for all $(t, u) \in K_{s} \times [i+1/4, i+1/2]$ and all $p \in V$,

$$\angle(\xi^{u}_{t}(p), \xi_{t}^{i+1/4}(p)) < \frac{\beta}{4}. \tag{\bigotimes i+1/2}$$

Inequalities $\angle(\xi^{u}_{t}(p), \xi_{t}^{i+1/4}(p)) < \frac{\theta}{32} - \frac{\beta}{2}$. \tag{\bigotimes i+1/2}

For $t \in \partial K_{s}$, Remark 5.15 shows once again that the homotopy $\zeta^{u}_{t}$ (and thus $\xi^{u}_{t}$), $u \in [i+1/4, i+1/2]$, is completely stationary, since $D_{i}$ is contained in $N_{\mu_{i+1/4}}(q)$. As for special simplices, we apply Lemma 5.6 simultaneously near all vertices.

1-simplices. We now consider an edge $\alpha_{d}$ of $A_{d}$ contained neither in $F_{d}$ nor in any special simplex and we denote by $q$ its midpoint and by $V_{d}$ its $\delta d/2$-neighbourhood. Again, denote by $h_{d}$ the homothety of ratio $d$ and center $q$, by $V$ and $\alpha$ the inverse images of $V_{d}$ and $\alpha_{d}$.
under \( h_d \), and by \( \zeta^i_{t+1/2} \), \( t \in K_s \), the pull-back \((h_d)^*\zeta^i_{t+1/2} \) defined on \( V \). For the surface \( S \), we take the intersection of \( V \) with a plane that contains \( \alpha \) and is perpendicular to \( \zeta^i_{s+1/2}(q) \) for some \( s \in K_s \). The coordinate axes are defined as follows: the vector \( \partial_y(q) \in \zeta^i_{s+1/2}(q) \) is orthogonal to \( S \) and the vector \( \partial_x(q) \in T_q S \) is orthogonal to \( \zeta^i_{s+1/2}(q) \).

According to (Lemma 5.6 then gives a homotopy \( K_{2+t,u} \) defined on \([0, i + 3/4]\), \( K_{2+t,u} \) is integrable on the \( \mu_{i+3/4} \)-neighbourhood of \( \alpha_d \); for all \((t,u) \in K_s \times [0, i + 3/4] \), \( \langle \zeta^i_{t+1/2} \rangle \cap \eta \) is completely stationary. Moreover, for every \( t \in K_s \), every integral curve of \( \zeta^i_{t+1/2} \cap \eta \) intersecting \( D_t \) meets \( N_{\mu_{i+1/2}}(\partial \alpha) \) along an interval, for \( N_{\mu_{i+1/2}}(\partial \alpha) \) is made of two strictly convex balls. It then follows from Remark 5.15 that \( \zeta^i_{t+1/2} = \zeta^i_{t+1/2} \) on \( N_{\mu_{i+1/2}}(\partial \alpha_d) \) for all \( u \in [i + 1/2, i + 3/4] \). In other words, the deformation changes nothing in the \( \mu_{i+1/2} \)-neighbourhood of the 0-skeleton. One can thus perform the deformations simultaneously near all edges.

**Non-special** 2-simplices. Finally, let \( \sigma_d \) be a non-special face of \( A_d \) not contained in \( F_d \), \( V_d \) its \( \delta \)-2-neighbourhood and \( q \) its center. Again, denote by \( h_d \) the homothety of factor \( d \) and center \( q \), by \( V \) and \( \sigma \) the inverse images of \( V_d \) and \( \sigma_d \) under \( h_d \), and by \( \zeta^i_{t+3/4} \), \( t \in K_s \), the pull-back \((h_d)^*\zeta^i_{t+3/4} \) defined on \( V \). For the surface \( S \), take the intersection of \( V \) with the plane containing \( \sigma \). We fix the coordinate axes as follows:

- \( \partial_y(q) \) belongs to \( \zeta^i_{s+3/4}(q) \) for some \( s \in K_s \) and has maximal angle with \( \sigma \)

Figure 21: Choice of coordinates near an edge \( \alpha \)
• $\partial_x(q)$ is orthogonal to $\zeta^{i+3/4}(q)$.

Here again, every $\zeta^{i+3/4}_t$, $t \in K_*$, satisfies condition (*) for $\tilde{\theta} = \theta/8$.

Moreover, since $\sigma$ is non-special, $\angle(\zeta^i_t(p),\sigma) \geq \theta/2$ for all $(t,p) \in K_* \times \sigma$. This, together with inequalities $(\diamondsuit_{i+k/4})$, $1 \leq k \leq 3$, and $(\diamondsuit_{i+3/4})$ (left as an exercise to the reader) implies that $\angle(\zeta^{i+3/4}_t(p),\sigma) \geq \theta/2 - \beta \geq \theta/4$ for all $(t,p) \in K_* \times V$. This lower bound allows us to prove an analogue of Claim 5.20 which provides constants $d_{i+1}$, $\mu = \mu_{i+1}$, $\kappa = \theta/4$ and disks $D_t$ which can be taken independent of $t$ and contained in the $\mu_{i+3/4}$-neighbourhood of $\sigma$. We may assume $d \leq d_{i+1}$. Lemma 5.6 then gives a homotopy $\zeta^u$, $u \in [i+3/4,i+1]$, of $K_*$-plane fields whose rescaling $\xi^u$ by a factor $d$ has properties analogous to the ones we listed for $u \in [0,3/4]$. Since every integral curve of $\zeta^{i+3/4}_t \cap \eta$ which intersects $D_t$ meets the $\mu_{i+3/4}$-neighbourhood of each edge of $\sigma$ along an interval, the deformation does not affect $N_{\mu_{i+3/4}}(\partial \sigma)$. One can thus once again (and for the last time) make the modifications simultaneously on all faces.

Carrying out this construction for every $i$-simplex $K_*$ of $K^i$, we finally obtain a homotopy $\xi^u$, $u \in [0,i+1]$, of $K^i$-plane fields on $U$ with all the properties needed to conclude step $i+1$ of the induction.
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