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SUMMARY A band-pass bilateral filter is an improved variant of a bilateral filter that does not have low-pass characteristics but has band-pass characteristics. Unfortunately, its computation time is relatively large since all pixels are subjected to Gaussian calculation. To solve this problem, we pay attention to a nonlinear filter called $\varepsilon$-filter and propose an advanced $\varepsilon$-filter labeled band-pass $\varepsilon$-filter. As $\varepsilon$-filter has low-pass characteristics due to spatial filtering, it does not enhance the image contrast. On the other hand, band-pass $\varepsilon$-filter does not have low-pass characteristics but has band-pass characteristics to enhance the image contrast around edges unlike $\varepsilon$-filter. The filter works not only as a noise reduction filter but also as an edge detection filter depending on the filter setting. Due to its simple design, the calculation cost is relatively small compared to the band-pass bilateral filter. To show the effectiveness of the proposed method, we report the results of some comparison experiments on the filter characteristics and computational cost.
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1. Introduction

Filtering plays an important role in image processing and computer vision. In terms of noise removal, low-pass filtering such as linear filter and Gaussian filter works well in smooth regions, but significantly blurs the edge structures of an image. To solve this problem, although there are many studies on reducing noise while preserving the edge [1]–[7], the bilateral filter is an attractive filtering method that preserves the edge information [8]. It employs two types of Gaussian filter executed in the spatial - range domain. The spatial low pass Gaussian filter gives higher weights to pixels that are spatially close to the center pixel. The range low pass Gaussian filter gives higher weights to pixels that are similar to the center pixel in gray value. Combining the range filter and the domain filter, a bilateral filter at an edge pixel becomes an elongated Gaussian filter that is oriented along the edge, which ensures that averaging is done mostly along the edge and is greatly reduced in the gradient direction. It has various applications such as image processing [9] and mesh denoising [10].

Although it can reduce noise while preserving the edge, as bilateral filter also has low-pass characteristics due to the spatial filtering, it does not enhance the image contrast. As an improved bilateral filter, Inoue et al. has proposed a band-pass bilateral filter (BP bilateral filter) [11] which does not have low-pass characteristics but has band-pass characteristics to enhance edges. However, it requires a lot of computation time because of the Gaussian calculation in all pixels.

To solve the problem, we look to a nonlinear filter labeled $\varepsilon$-filter [12]–[14]. $\varepsilon$-filter is a nonlinear filter, which can reduce noise while preserving the edge like the bilateral filter. The algorithm is simple and the calculation cost is small compared to the bilateral filter. However, $\varepsilon$-filter still has low-pass characteristics and therefore does not enhance the image contrast around edges.

Hence, we propose band-pass $\varepsilon$-filter (BP $\varepsilon$-filter). The band-pass characteristics are formulated by employing the concept of Difference of Gaussian (DoG). DoG is an image enhancement filter which is based on the difference between different low-pass filters with Gaussian window. In spite of its simple design, DoG has many applications such as edge detection, image enhancement and automatic scale selection. By combining the concept of $\varepsilon$-filter and DoG, the calculation cost of BP $\varepsilon$-filter can be relatively small like $\varepsilon$-filter. The filter works not only as a noise reduction filter but also as an edge detection filter depending on the filter setting.

In the next section, we first describe the algorithm of the conventional $\varepsilon$-filter. In Sec.3, we describe the algorithm of the BP $\varepsilon$-filter. In Sec.4, we describe the experimental evaluation of its filter characteristics. We compare the calculation cost with some other filterings. The robustness of edge detection from noisy data is also evaluated. Discussions and conclusion follow in Sec.5.

2. $\varepsilon$-Filter

We firstly explain the algorithm of $\varepsilon$-filter to clarify its features. For ease of understanding, we first describe the one-dimensional case. Let us define $x(k)$ as the input signal (For instance, the signal including speech signal with noise) at time $k$. Let us also define $y(k)$ as the output signal of $\varepsilon$-filter at time $k$ as follows:

$$
y(k) = \Phi_{\varepsilon,M}[x(k)] = x(k) + \sum_{i=-M}^{M} a(i) F(x(k + i) - x(k)),
$$

where $a(i)$ represents the filter coefficient. $a(i)$ is usually constrained as follows:
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all the points where the distance from \( \varepsilon \) as 

\( F(k) \)

ample, we can set the nonlinear function

\[ F(x) = \begin{cases} 
  x & (-\varepsilon \leq x \leq \varepsilon) \\
  0 & (\text{else}) 
\end{cases} \] (4)

Figure 1 shows the basic concept of \( \varepsilon \)-filter when we utilize Eq. 4 as \( F(x) \). Figure 1 (a) shows the waveform of the input signal. Executing \( \varepsilon \)-filter at point A in Fig. 1 (a), we replace all the points where the distance from A is more than \( \varepsilon \) by the value of point A. We then summate the signals in the same window. Figure 1 (b) shows the basic concept of this procedure. In Fig. 1 (b), the dotted line represents the points where the distance from A is more than \( \varepsilon \). In Fig. 1 (b), the solid line represents the values replaced through this procedure. As a result, if the points are far from A, the points are ignored. On the other hand, if the points are close to A, the points are smoothed. Because of this procedure, \( \varepsilon \)-filter reduces the noise while preserving the precipitous attack and decay of the speech signal. In the same way, executing \( \varepsilon \)-filter at point B in Fig. 1 (a), we replace all the points where the distance from B is more than \( \varepsilon \) by the value of point B. The points are ignored if they are far from B, while the points are smoothed if the points are close to B. Consequently, we can reduce the small amplitude noise near the processed point while preserving the speech signal.

\( \varepsilon \)-filter can easily be improved not only for one dimension but also for two dimensions. Let us define \( I(k, l) \) as the two dimensional image data at \((k, l)\). Let us define \( J(k, l) \) as the output of a two dimensional \( \varepsilon \)-filter. When we apply \( \varepsilon \)-filter to two dimensional data such as an image, \( \varepsilon \)-filter is designed as follows:

\[ J(k, l) = \Phi_{\varepsilon, M}[I(k, l)] = I(k, l) + \sum_{i=-M}^{M} \sum_{j=-M}^{M} A(i, j) F(I(k + i, l + j) - I(k, l)), \] (5)

where \( A(i, j) \) represents the filter coefficient. \( A(i, j) \) is usually constrained as follows:

\[ \sum_{i=-M}^{M} \sum_{j=-M}^{M} A(i, j) = 1. \] (6)

The feature of a two dimensional \( \varepsilon \)-filter is similar to that of a one dimensional \( \varepsilon \)-filter. We can smooth the small amplitude noise near the processed point while preserving the edge. It requires less calculation when it is compared to a bilateral filter because it requires only switching and linear operation. However, due to this procedure, \( \varepsilon \)-filter basically contains low-pass characteristics.

3. Band-Pass \( \varepsilon \)-Filter

Band-pass \( \varepsilon \)-filter is an improved \( \varepsilon \)-filter which does not have low-pass characteristics but has band-pass characteristics. Band-pass characteristic is based on the idea of difference of Gaussian (DoG). DoG is a band-pass filter, which involves the subtraction of one blurred version of an original grayscale image from another less blurred version of the original. The blurred images are obtained by convolving the original grayscale image with Gaussian kernels having differing standard deviations. Blurring an image using Gaussian kernels suppresses only high-frequency spatial information. Subtracting one image from the other preserves spatial information that lies between the range of frequencies that are preserved in the two blurred images. Due to these reasons, DoG is equivalent to a band-pass filter. It is designed as follows:

\[ J(k, l) = \Psi_{\varepsilon, 1}[I(k, l)] - \gamma \Psi_{\varepsilon, 2}[I(k, l)], \] (7)
where
\[
\Psi_{r}[I(k, l)] = \sum_{i=-M}^{M} \sum_{j=-M}^{M} \exp\left(\frac{-(k+i)^2-(l+j)^2}{2\sigma^2}\right) I(k+i, l+j). \tag{9}
\]

\(\gamma\) represents the filter coefficient and is constrained as follows:
\[
0 \leq \gamma \leq 1. \tag{10}
\]

\(\sigma_1\) and \(\sigma_2\) are constrained as follows:
\[
0 < \sigma_1 < \sigma_2. \tag{11}
\]

In band-pass \(\varepsilon\)-filter, we employ \(\varepsilon\)-filter instead of Gaussian filter. The band-pass \(\varepsilon\)-filter (BP \(\varepsilon\)-filter) is designed as follows:
\[
J(k, l) = \Phi_{\varepsilon_1, M_1}[I(k, l)] - \gamma \Phi_{\varepsilon_2, M_2}[I(k, l)] \tag{12}
\]

In \(\varepsilon\)-filter, when \(\varepsilon\) and \(M\) are large, the image is strongly smoothed, while the image is less blurred when \(\varepsilon\) and \(M\) are small. Hence, \(\varepsilon_1\) and \(\varepsilon_2\) are constrained as follows:
\[
0 < \varepsilon_1 \leq \varepsilon_2. \tag{13}
\]

\(M_1\) and \(M_2\) are also constrained as follows:
\[
0 < M_1 \leq M_2. \tag{14}
\]

\(\gamma\) is the filter coefficient constrained as follows:
\[
0 \leq \gamma \leq 1. \tag{15}
\]

By changing \(\gamma\) values from 0 to 1, BP \(\varepsilon\)-filter changes its characteristic from \(\varepsilon\)-filter-like to DoG-like. In BP \(\varepsilon\)-filter, \(\varepsilon_1\) and \(\varepsilon_2\) work as the parameters concerning signal intensity, while \(M_1\) and \(M_2\) work as the spatial parameters.

4. Experiment

4.1 Filter Characteristics with Changing \(\gamma\) Values

To evaluate the filter characteristics of BP \(\varepsilon\)-filter, we firstly show the experimental results with changing \(\gamma\) values. As an example, we show the image using “Lena” as shown in Fig. 2 (a). Figure 2 (b) shows the image with white noise. To clarify how noise is added, we cut and enlarged the image around the face. Figure 3 shows the output of BP \(\varepsilon\)-filter when \(\gamma\) value was set to 0. In this case, BP \(\varepsilon\)-filter works as a simple \(\varepsilon\)-filter. It reduced the noise while preserving the edge as shown in Fig. 3. Figures 4 (a), 4 (b), 4 (c) and 4 (d) show the output of BP \(\varepsilon\)-filter when \(\gamma\) values were set to 0.25, 0.5, 0.75, and 1, respectively. Throughout the experiments, \(\varepsilon_1\) and \(\varepsilon_2\) were set to 30 and 50, respectively. \(M_1\) and \(M_2\) were set to 1. As shown in Figs. 3, 4 (a), 4 (b), 4 (c) and 4 (d), the BP \(\varepsilon\)-filter has both characteristics of \(\varepsilon\)-filter and DoG. When \(\gamma\) was close to 1, it worked as an edge detection filter similar to DoG. In this regard, however, it should be noted that the noise was reduced while preserving the edge due to
the difference not of two Gaussian filters but of two $\varepsilon$-filters. To show the difference between DoG and the BP $\varepsilon$-filter, we also show the output images of DoG as shown in Fig. 5 with changing $\gamma$. As shown in Fig. 5, although DoG reduced image noise, it also blurred the edge of the image when $\gamma$ is equal to 0.25, 0.5 and 0.75. On the other hand, BP $\varepsilon$-filter can reduce noise while preserving the edge of the image. By setting the $\gamma$ value between 0 and 1, we can enhance the image contrast around the edge because BP $\varepsilon$-filter acts like a mix of $\varepsilon$-filter and DoG.

4.2 Filter Characteristics with Changing $\varepsilon$ Values

It is considered that $\varepsilon$ and $M$ determine what kind of edges BP $\varepsilon$-filter enhances. For instance, when we set both $M_1$ and $M_2$ to the same value, the two $\varepsilon$-filters equally smooth or ignore the image regions whose variations are less than $\varepsilon_1$ or more than $\varepsilon_2$. Hence, BP $\varepsilon$-filter will enhance the edge of the image regions whose variation is between $\varepsilon_1$ and $\varepsilon_2$. In other words, band-pass $\varepsilon$-filter enhances edge, whose intensity gradient is constrained as:

$$\varepsilon_1 < \sqrt{\left(\frac{\partial I(k, l)}{\partial k}\right)^2 + \left(\frac{\partial I(k, l)}{\partial l}\right)^2} < \varepsilon_2.$$  \hspace{1cm} (16)

To clarify the above points, we also conducted experiments on evaluating filter characteristics with changing $\varepsilon$ values. The window size of both $\varepsilon$-filters is set to 3[pixels] $\times$ 3[pixels]. For the benchmark analysis, we prepared a test image which included six lines with different intensity gradient as shown in Fig. 6. The value of the intensity gradient of the lines are also described in Fig. 6. As shown in Fig. 6, the intensity gradient increases from the upper line (intensity

Fig. 3  Output image of BP $\varepsilon$-filter when $\gamma = 0$ (Simple $\varepsilon$-filter).

Fig. 4  Output image of BP $\varepsilon$-filter with changing $\gamma$ values.

Fig. 5  Output image of Difference of Gaussian with changing $\gamma$ values.

Fig. 6  Test image with six lines of different intensity gradient.
gradient: 40) to the lower line (intensity gradient: 240) with interval of 40. Figure 7 shows the experimental results using the test image. In the experiments, we set six pairs of $\varepsilon_1$ and $\varepsilon_2$ as follows:

$$ (\varepsilon_1, \varepsilon_2) = (20, 60), (60, 100), (100, 140), (140, 180), (180, 220), (220, 260), \quad (17) $$

As shown in Fig. 7, BP $\varepsilon$-filter enhances the line which has an intensity gradient between $\varepsilon_1$ and $\varepsilon_2$. We can utilize its features depending on the application. For instance, we can enhance weak edge while reducing noise from the highly damaged image.
4.3 Filter Characteristics with Changing \( M \) Values

When \( \varepsilon_1 \) and \( \varepsilon_2 \) are set to the same \( \varepsilon \) value, two \( \varepsilon \)-filters equally ignore the regions whose variations are more than \( \varepsilon \). Hence, BP \( \varepsilon \)-filter will enhance the image edge regions whose variations are less than \( \varepsilon \). In other words, BP \( \varepsilon \)-filter enhances edges, whose intensity gradient is constrained as:

\[
\sqrt{(\frac{\partial I(k,l)}{\partial k})^2 + (\frac{\partial I(k,l)}{\partial l})^2} < \varepsilon.
\]  

(18)

We conducted the experiments on evaluating the filter characteristics with changing \( M \) values. In the experiments, we set \( M_1 \) and \( M_2 \) to 3 and 5, respectively. We set six pairs of \( \varepsilon_1 \) and \( \varepsilon_2 \) as follows:

\[
(\varepsilon_1, \varepsilon_2) = (40, 40), (80, 80), (120, 120),
(160, 160), (200, 200), (240, 240),
\]

(19)

As shown in Fig. 8, BP \( \varepsilon \)-filter enhances the line which has an intensity gradient of less than \( \varepsilon_1 \) and \( \varepsilon_2 \).

To clarify the general features of the BP \( \varepsilon \)-filter, we show other examples of BP \( \varepsilon \)-filter. We employed several images listed in standard image database (SIDBA) and show three examples of them. Figures 9, 10 and 11 show the results when we used “Barbara”, “Boat”, and “Cameraman”, respectively. The upper two images in Figs 9, 10 and 11 are the original image and the image with noise, respectively. The lower left images in Figs 9, 10 and 11 are the outputs of BP \( \varepsilon \)-filter when we set the \( \gamma \) values of BP \( \varepsilon \)-filter to 0, that is, it works as the simple \( \varepsilon \)-filter. The lower right images in Figs 9, 10 and 11 are the outputs of BP \( \varepsilon \)-filter when we set the \( \gamma \) values of BP \( \varepsilon \)-filter to 1, that is, it works as an edge detector. As shown in Figs 9, 10 and 11, the BP \( \varepsilon \)-filter works not only as a noise reduction filter but also as an edge detection filter depending on the parameter settings in each of the cases.

4.4 Evaluation of Calculation Cost

We also conducted an experiment to confirm that the calculation cost is smaller than other methods such as difference of Gaussian, bilateral filter and band-pass bilateral filter. We used a computer with an Intel Core 2 Duo 1.58 GHz CPU. The program was implemented by MATLAB. Figure 12 shows the calculation cost depending on the window size concerning the band-pass \( \varepsilon \)-filter and other methods such as DoG, bilateral filter and BP bilateral filter. In the experiments, the window sizes of BP \( \varepsilon \)-filter were set to the same values to compare it with other methods under the hardest condition although it could be smaller because the window size of one \( \varepsilon \)-filter can be set to a small value compared to that of the other \( \varepsilon \)-filter. The window size changed from \( 3[\text{pixels}] \times 3[\text{pixels}] \) to \( 9[\text{pixels}] \times 9[\text{pixels}] \). We used three images to confirm the calculation cost. The image size was \( 256[\text{pixels}] \times 256[\text{pixels}] \). As shown in Fig. 12, the calculation cost of the proposed method was small compared not
only to BP bilateral filter but also to the simple DoG and bilateral filter.

4.5 Evaluation of Edge Detection Performance

We also conducted experiments to evaluate the robustness of band pass \( \varepsilon \)-filter with regard to edge detection from a noisy image. To evaluate edge detection performance quantitatively, we used figure of merit (FOM) defined as follows [15]:

\[
F = \frac{1}{\max(I_I, I_A)} \sum_{i=1}^{I_A} \frac{1}{1 + \alpha d^2(i)}
\]

(20)

where \( I_I \) and \( I_A \) are the number of ideal and detected edge points, respectively. \( d(i) \) is the distance between the true edge and the \( i \)th detected edge. \( \alpha \) is a scaling constant chosen to be \( \alpha = 1/9 \). High FOM value represents high performance for edge detection. FOM value is equal to 1 when the obtained edge is wholly correct.

We prepared a test image for edge detection as shown in Fig. 13. The image size is 256 [pixels] \( \times \) 256 [pixels]. We added various levels of random noise with uniform distribution to the original image. The maximal intensity of noise changes from 0 to 120 with interval of 5. When the maximal intensity of noise is \( J \), the noise range is \([−J, J] \).

Figure 14 shows the relation between noise intensity and FOM value. For comparison, we show FOM values not only of band-pass \( \varepsilon \)-filter, but also of Laplacian filter, Sobel filter \((g_{HS})\), Sobel filter \((g_{VS})\), Prewitt filter \((g_{HS})\), Prewitt filter \((g_{VS})\) and DoG. \( g_{HS} \) and \( g_{VS} \) represent the filter for detecting horizontal gradient and vertical gradient, respectively.

As shown in Fig. 14, band-pass \( \varepsilon \)-filter maintains high performance in spite of noise corruption even when the noise intensity is 120, while FOMs of the other methods become worse when the image is highly corrupted. As the test image only includes the horizontal gradient, Sobel filter \((g_{vx})\) and Prewitt filter \((g_{vx})\) do not detect anything throughout the experiments. As noise is randomly added, detection error occurs randomly. FOM becomes better if the error occurs near true edge, while FOM becomes worse if it occurs far from true edge. Hence, it is considered that the vibration of FOM is due to the randomness of the noise.
To clarify the performance of band-pass $\varepsilon$-filter, we also show the filter outputs when the noise intensity is 120. Figure 15 shows the test image corrupted with noise. Figure 16 (a) shows true edge obtained from the original test image. Figures 16 (b), 16 (c), 16 (d), 16 (e) and 16 (f) show the filter outputs of Laplacian filter, Prewitt filter, Sobel filter, DOG and band-pass $\varepsilon$-filter, respectively. As shown in Figs. 16 (b), 16 (c), 16 (d) and 16 (e), the filter outputs of the typical edge detection filters include not only the true edge but also noise information. However, band-pass $\varepsilon$-filter can adequately detect true edge without detecting noise information.

5. Discussions and Conclusion

In this paper, we proposed a band-pass $\varepsilon$-filter (BP $\varepsilon$-filter), which works not only as a noise reduction filter while preserving an edge information but also as edge detection filter. It has both characteristics of $\varepsilon$-filter and DoG. It could reduce noise while preserving the edge when $\gamma$ was set close to 0, and it could detect the edge while reducing the noise when $\gamma$ was set close to 1. If $\gamma$ was set close to 0, it becomes a simple $\varepsilon$-filter. Hence, the proposed method corresponds to the special case of an $\varepsilon$-separating nonlinear filter bank in the reference [14]. The calculation cost was relatively small compared to conventional filters such as not only BP bilateral filter but also the simple DoG and bilateral filter. According to the experimental results, it is possible to use BP $\varepsilon$-filter not only for noise reduction but also for edge detection. $\varepsilon$ and $M$ determine what kind of edges BP $\varepsilon$-filter enhances. The quantitative characteristic features about parameter changes are also evaluated theoretically and empirically. There are simple relationships among the intensity gradient, the $\varepsilon_1$ and $\varepsilon_2$. This clear relation among the intensity gradient, the $\varepsilon_1$ and $\varepsilon_2$, will help the user to set parameter. Future works are to develop the optimal setting of each $\varepsilon$ and $M$ depending on the application and to apply the proposed method to medical image analysis including those for cancer and tumors to assist in the making of medical diagnostics.
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