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Abstract—We present a generic framework for scale-aware direct monocular odometry based on depth prediction from a deep neural network. In contrast with previous methods where depth information is only partially exploited, we formulate a novel depth prediction residual which allows us to incorporate multi-view depth information. In addition, we propose to use a truncated robust cost function which prevents considering inconsistent depth estimations. The photometric and depth-prediction measurements are integrated into a tightly-coupled optimization leading to a scale-aware monocular system which does not accumulate scale drift. Our proposal does not particularize for a concrete neural network, being able to work along with the vast majority of the existing depth prediction solutions. We demonstrate the validity and generality of our proposal evaluating it on the KITTI odometry dataset, using two publicly available neural networks and comparing it with similar approaches and the state-of-the-art for monocular and stereo SLAM. Experiments show that our proposal largely outperforms classic monocular SLAM, being 5 to 9 times more precise, beating similar approaches and having an accuracy which is closer to that of stereo systems.

I. INTRODUCTION

In the last years, advances in machine learning have shaken the entire computer vision community. Compared with classical methods, learning based solutions have proved to be outstanding in some tasks like object detection, scene representation or monocular depth prediction. These have direct application to the Simultaneous Localization and Mapping (SLAM) problem which have been and continue to be studied by the community.

With respect to single-view depth prediction, proposed Convolutional Neural Networks (CNN) are able to accurately estimate pixelwise depth for images close to the training domain. Having such an estimation allows pure monocular SLAM/odometers [1, 2] to estimate the true scale of the map, as stereo [3] or visual-inertial [4] systems do. In addition, it mitigates and removes most important pure monocular issues like scale drift [5] or need of an ad-hoc map initialization process. Furthermore, for autonomous driving situations, using a monocular-inertial odometry may not be feasible. Vehicles do not perform 6DoF motion, making inertial parameters, such as IMU biases or scale, have low or null observability.

In this work we leverage these latest advancements and propose a direct monocular odometry pipeline, to tightly integrate information from intensity images and depth prediction inferred from existing CNNs, building general a scale-aware system. Using as inputs only the intensity image and the predicted depth allows us to use a large set of existing neural networks, increasing the applicability of our proposal.
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Fig. 1: Our reconstructed point-cloud and estimated sparse depth map from visual odometry for KITTI00. A video for this sequence is available at https://www.youtube.com/watch?v=m2S-gaVYxEU

Next, we enumerate the main contributions of our work,

- A novel tightly-coupled optimization for photometric and depth prediction measurements. In contrast with previous work [6, 7, 8], depth prediction residuals are formulated independently of the intensity image and are included for all observer frames, not only the first one (host / anchor). This allows us to use image points with lower intensity gradient and fully exploit depth prediction measurements, without an increment in computational cost.
- A robust optimization which makes use of Truncated Least Square (TLS) cost [9] for depth-prediction residual. This prevents considering inconsistent depth measurements during optimization.
- A general system that can be used with any existing or future depth prediction neural network, as shown in the results, performing better than the similar solution DF-VO [10].
II. RELATED WORK

The scene depth remains ambiguous from monocular images and cannot be directly recovered from a single camera. However, it is clear that there exists some relation between intensity image and image depth. Given a large enough dataset, learning-based methods are able to learn this relation, allowing us to infer pixel’s depth from gray scale images.

One of the first successful works on single-view depth estimation was presented by Eigen et al. [11]. They proposed a CNN with two components, one for the global structure of the image, and the other to recover fine details, being trained in a semi-supervised way. Latter work from Godard et al. [12] extended the use of CNNs for this task with some important improvements. They formulated different loss functions which allowed unsupervised training, extending the applicability of this approach. More recent work CAM-Conv [13] from Fácil et al. generalizes the solution to different camera intrinsics. They present a new kind of convolution which sidesteps the need of training from scratch a new network when camera parameters are modified. In this work we will use an evolution of [12], coined as monodepth2 [14]. This presents some improvement regarding occlusion and outliers detection, and its implementation is publicly available. Another very recent opensource method, GLPDepth [15], leverages on transformer encoders, aiming to improve the long-range dependencies of depth values along the image predictions.

The first time depth prediction from a CNN was used for SLAM or odometry was at CNN-SLAM [6] by Tateno et al, where consecutive frames were aligned using photometric and depth prediction measurements, borrowing ideas from RGB-D systems. Once obtained these relative transformations, the entire set of keyframe poses was optimized in a pose-graph fashion. More recent solutions include DVS-O [7] and D3VO [8] by Yang et al. Both are carefully designed to make them work specifically with DSO [2], which is used as the odometry system as well as for the neural-network supervised training. At DVS-O a neural network is trained to estimate not only pixel’s depth, but also the disparity in the virtual right camera, which is also used as an odometry input to discard inconsistent points. At D3VO, depth prediction uncertainty, relative pose and brightness transformations between consecutive frames are also computed. This allows to accordingly weight measurements and include pose-graph constraint in the photometric Bundle Adjustment. This approach obtains outstanding results which are similar, if not better, than state-of-the-art stereo solutions. At DF-VO [10] a more general approach is followed. Depth prediction neural network and its respective odometry are decoupled, being both independently developed. This allows to combine that odometry with any existing or future depth prediction module, gaining flexibility.

In this work we follow a similar approach to DF-VO, in contrast with DVS-O or D3VO where the depth prediction module and the odometry system are tightly related. Differently from DF-VO, which also estimates optical flow between consecutive images, our proposal only requires predicted depth as input, keeping our solution even more general and making it ready to work by just plugging any depth prediction neural network. In figure 2 we show the overview of our proposal, which is described in detail in the next section.

III. DIRECT VISUAL ODOMETRY WITH DEPTH PREDICTION

In this section we describe our proposal, presented in figure 2. The intensity image is used for photometric tracking to compute the current frame state. If a new keyframe is inserted, depth is estimated from a generic depth prediction neural network. Photometric and depth prediction information are combined together to run a photometric-depth optimization leading to a trajectory and map drift free and with the true scale. Block elements inside the dashed box corresponds to our proposal, which is completely agnostic of any other component out of the box.

The map structure for our odometry consists of map points and keyframes. Map points are represented using an inverse depth parameterization [16]. For the first observer keyframe, named as host or anchor, we keep azimuth and elevation fixed, having only inverse depth $\rho$ as optimizable parameter [2]. A keyframe will be parametrized with its pose $T \in SE(3)$ and its brightness affine transformation $(a, b)$. For tracking purposes, we define a temporal active window consisting of the last $N_a = 5$ keyframes. All points seen from these keyframes will define the set of active map points, which are those probably observed from current frame. We also define a larger optimization window, consisting of the $N_o = 7$ last keyframes. These will be optimized in a back-end photometric-depth Bundle Adjustment along with map points observed or hosted by them.

In the following points we will describe in detail our proposal. First, at III-A, we explain how map points and keyframes are created and removed. We continue with the front-end photometric tracking, at point III-B. Finally, at III-C, we present our novel back-end photometric-depth optimization.

A. Map point and Keyframe management

In contrast with pure monocular approaches, having a single-view depth estimation allows to initialize points just from one view. This is also especially important for map initialization, since we can boost our system with a single frame, as stereo odometries do. The keyframe where the point
is initialized will be set as the anchor or host keyframe. When a new keyframe is inserted, we initialize points in image regions where there exist no observations. To this end, we compute the mean $\mu$ and standard deviation $\sigma$ of intensity values at each cell along a $16 \times 32$ grid in the image. For each cell, we extract points whose gradient is above $\mu + f \sigma$, where $f$ is an adaptive factor. We make several extractions, starting with a high $f = 10$ value and decreasing it until we have at least 2000 hosted or observed points in the current keyframe. Each time we extract a new point, we mask its neighbors within a $5 \times 5$ window to avoid extracting overlapping points.

We also perform a map point culling process. In this way, a map point can be removed from the map for three reasons:

1) When a map point has been created outside of the active window and it has less than 2 observations. This removes points which are difficult to track.
2) When the mean photometric residual of its observations is higher than 9 intensity values. This removes probably bad estimated points.
3) When it has at least one observation and its inverse depth information, quantified with Hessian block from previous BA, drops below a threshold. In this sense even a point with several observations may contain little information. This is the case when its geometric derivatives (very far points) or image gradient (textureless points) are small, or they are orthogonal to each other (see appendix).

For keyframe creation we follow a simple heuristic: when the number of inliers in frame tracking (see section III-B) drops below 70%, a new keyframe is created. Each time a keyframe is inserted, all active points are assumed to be observed. It is the photometric-depth optimization which will manage and discard outlier observations, as explained in III-C. When a keyframe gets out of the active window and more than 80% observed and hosted points have at least 3 observations, we discard that keyframe since we consider it contains too redundant information.

### B. Photometric Tracking

This task consists in estimating the current frame state, relative pose and brightness affine transformation with respect to the last keyframe, named as reference keyframe. We will follow a procedure similar to DSO [2].

For this goal, when the reference keyframe, with image $\Omega$, is updated, we first build a sparse depth map, $D : \Omega_D \rightarrow \mathbb{R}$, by projecting active points into $\Omega$, and dilating them to get a denser set $\Omega_D \subset \Omega$. Since map points are created from a single view, projected points may have from one (low accuracy) to multiple (high accuracy) observations. In contrast with DSO and to take into account this disparate amount of information and accordingly weight each projected point, we propose to weight them using the information value of its inverse depth, computed from the last photometric-depth bundle adjustment. This limits the influence of recently created points with higher uncertainty while points with more observations and better conditioned will dominate the solution.

We remark we build this depth map $D$ from our estimated point cloud instead of directly using the predicted depth map from the neural network. Since our estimated points have been refined combining photometric and depth-prediction residuals, they are much more precise than network output. Once map $D$ is built, we solve the following optimization problem:

$$
\arg \min_{\{\mathbf{T}, \alpha, b\}, i \in \mathcal{K}} \sum_{\mathbf{u} \in \Omega_D} \rho_{Hub}(\|I_{\mathbf{u}}(\mathbf{u}) - e^{-\alpha_i, \mathbf{ref}}(I(\mathbf{T}_{i, \mathbf{ref}}^{-1}(\mathbf{u}, D(\mathbf{u}))) - b_{i, \mathbf{ref}}\|^2)
$$

(1)

Where grey-scale images are defined as $I : \Omega \rightarrow [0, 255]$ and $\pi : \mathbb{R}^3 \rightarrow \Omega$ and $\pi^{-1} : \Omega \times \mathbb{R} \rightarrow \mathbb{R}^3$ are the camera projection map and its inverse. Unknowns to be found are $\mathbf{T}_{i, \mathbf{ref}} \in \mathbb{SE}(3)$, the transformation from reference keyframe to current frame, and $\{\alpha_i, \mathbf{ref}, b_i, \mathbf{ref}\}$, its relative brightness affine transformation, as explained in [2]. Relative motion is initialized assuming a constant velocity model, while affine parameters are set to values from the last frame. In addition, we use a Huber robust norm [17] to downweight outlier observations. We run this optimization in a multiscale fashion [18], starting at the coarsest scale level and going down until the original image resolution. In the implementation we use five levels with a scale factor 2. We optimize with Levenberg-Marquardt until convergence at each level, with a maximum of 20 iterations per level, since this optimization is very efficient. If we detect that the optimization has not converged in the coarsest level, usually due to big rotations, we update the initial attitude estimate with $\pm 10^\circ$ rotations around each of the axes and run the optimization again. Among the found solutions, we keep the one which provides the lowest mean photometric residual. Along this optimization we do not include depth residuals which avoids running the depth prediction at frame rate, bringing an important computational saving.

Instead of solving (1), we follow the more efficient inverse compositional approach as presented in [19], also adopted in DSO.

### C. Photometric-Depth optimization

Each time a new keyframe is inserted, we run a windowed optimization for the last $N_o = 7$ keyframes, denoted as $\mathcal{K}$. Variables to be optimized are keyframe poses and affine parameters inside the optimizable window, as well as inverse depth from all their observed points $\mathcal{P} = \{\mathcal{P}_1 \cup \cdots \cup \mathcal{P}_{N_o}\}$. All observations for these points are included while observer and host keyframes outside the optimization window remain fixed. For this optimization we include two kinds of residuals, with a parameter $k$ weighting between them ($5 \times 10^3$ in our implementation). This leads to the following optimization problem:

$$
\arg \min_{\{\mathbf{T}, \rho\}, i \in \mathcal{K}, j \in \mathcal{P}_i} \sum_{i \in \mathcal{K}} \sum_{j \in \mathcal{P}_i} \rho_{Hub}(\|r_{i, \mathbf{photo}}^j\|^2) + k^2 \rho_{TLS}(\|r_{i, \mathbf{depth}}^j\|^2)
$$

(2)

A simplified factor graph representation for this optimization problem is given in figure 3.
The first residual, \( r_{i,\text{photo}}^j \), is the photometric one, which relates point \( j \) and observer keyframe \( i \) as follows,

\[
r_{i,\text{photo}}^j = \sum_{\mathbf{u}_h^k \in \mathcal{N}_{u_j}} I_h \left( \mathbf{u}_h^k \right) - b_h - \frac{e^{a_h}}{e^{a_i}} \left( I_i \left( \mathbf{u}_i^{j'} \right) - b_i \right) \tag{3}
\]

such that

\[
\mathbf{u}_i^{j'} = \pi \left( \mathbf{x}_i^{j'} \right) \quad \text{with} \quad \mathbf{x}_i^{j'} = T_{ih} \pi^{-1} \left( \mathbf{u}_h^k, \rho^j \right) \tag{4}
\]

Where \( \rho^j \) is the inverse depth and \( \mathbf{u}_h^k \) are the image coordinates of neighbor pixels in the host for point \( j \). We use the same patch \( \mathcal{N}_{u_j} \) as proposed at DSO [2] which allows fast vectorized computation. In contrast with DSO, where the \( T_i \) update is performed in the local reference, we prefer to apply it on the global reference. This makes derivatives with respect to the host and observer frame only differ on sign, as shown in the appendix, resulting in a computational reduction. The drawback of this formulation is the derivatives depend on distance to origin, which may cause stability issues when far from it. To remove this, we apply a translation offset to the entire set of keyframes, bringing the last keyframe to the origin. Since keyframes involved in optimization are spatially close, this issue disappears. Once solved the optimization, we take all keyframe poses back to the original reference. We use a Huber kernel to linearly weight outliers, with its threshold set to 9 for pixel.

The second residual accounts for depth prediction measurements. From the neural network, we have an inverse depth estimation \( D^i_{NN} : \Omega \rightarrow \mathbb{R}^+ \) for a given keyframe \( i \). For each point \( j \) observed from keyframe \( i \) we define the following depth prediction error:

\[
r_{i,\text{depth}}^j = D^i_{NN}(\mathbf{u}_j^i) - \rho^i \quad \text{s.t.} \quad \rho^i = \left| x_i^j \right|_z^{-1} \tag{5}
\]

where \( \mathbf{x}_i^j \) and \( \mathbf{u}_j^i \) can be computed similar to (4). \( \left| x_i^j \right|_z \) takes the \( z \) component of the vector. For this error we do not use a patch of pixels, since depth map is usually much more smooth than intensity image and close pixels usually contain redundant depth information.

In contrast with RGB-D SLAM systems, that use reliable depth measurements, we use a Truncated Least Square (TLS) cost function [9], also known as threshold cost [17], to handle depth outliers. When the depth prediction residual is above a threshold, its gradient vanishes, which may be seen as setting its weights to zero, removing its influence. There are two reasons for using this TLS cost. First, when photometric and depth prediction measurements do not agree, we rely on the former and neglect the later which is more prone to inconsistencies. Second, for each map point we have prediction-depth residuals from each observer keyframe, which may not be consistent between them. Prediction accuracy may depend on the point of view, on the region of the image where the prediction is made or on how far the point is. Using a TLS robust cost function allows to activate only depth measurements which are consistent between them or agree with photometric information. The threshold of this TLS cost function is set to 0.01 \( m^{-1} \). We also define the depth prediction residual for the host keyframe, which takes a simpler form,

\[
r_{h,\text{depth}}^j = D^h_{NN}(\mathbf{u}_h^i) - \rho^j \tag{6}
\]

The depth residual proves to be very useful to constraint points with lower photometric information, namely those which do not have enough intensity gradient or are orthogonal to its epipolar line, avoiding their singular Hessians. We remark we are including depth prediction residuals for all observer keyframes, which contrasts with [7, 8], where only host depth measurement is considered. Including this error does not suppose a big computational cost increment, since a lot of terms may be reused from photometric residual (see appendix).

Affine parameters \( a \) and \( b \) are prone to drift during optimization and they also add extra degrees of freedom to the optimization problem. To avoid this, in addition to these residuals, we add a strong prior to keep them close to zero. For photometric tracking, this optimization is solved in a multiscale way. However, since previous optimizations have been run for keyframes and map points, estimates are close to the minima. Thus, it is not necessary to start the optimization from the coarsest level. Instead, we start at third finest level, which gives a basin of convergence of 4 pixels.

Once solved the optimization, we discard outlier observations based on two criteria. First, if the average photometric residual for pixels in \( \mathcal{N}_{u_j} \) is over a threshold, 9 intensity values in our implementation, we discard it. Second, if the number of pixels in \( \mathcal{N}_{u_j} \) with a high residual (15 intensity values or more in our implementation) is greater than 40%, we discard that observation.

If we compare how photometric and depth prediction residuals are combined together, we find differences with previous works. At CNN-SLAM [6], depth prediction residual is not explicitly used. Instead, photometric residual is made dependent on the depth map prediction. DF-VO [10] solves a PnP problem, using predicted depth. Other methods like DVSO [7] or D3VO [8] convert the inverse depth prediction to an equivalent stereo observation, defining a photometric error for the virtual stereo system. For all these approaches, the residual and its derivatives depend on intensity image and its gradient, which is more prone to contain noise and is much less smooth than predicted depth gradients. In addition, it restricts the use of predicted depth to regions with high visual texture.
In figure 4, we plot photometric, depth prediction and total costs for some randomly chosen map points during photometric-depth BA. In figure 4d, predicted depth cost (orange) has multiple minima since not all predicted depths are consistent. However, the lowest one also corresponds with one photometric minimum (blue), leading to a clear absolute minimum in the total cost (green). Adding predicted depth also increases convergence region of the total cost (Fig. 4b). In some cases, all depth predictions and photometric measurements are consistent with an equivalent minimum, as shown in figure 4c. As we have previously stated, for low gradient points or repetitive regions, whose photometric cost may be plagued with multiples shallow minima, predicted depth increases convergence region for point’s depth (Fig. 4a).

IV. RESULTS

We evaluate our proposal on KITTI odometry [20], a self-driving oriented dataset, using two available neural network: monodepth2 and GLPdepth. This dataset includes some of the sequences where neural networks have been trained as well as others with similar characteristics not used for training, following the Eigen split proposal [11]. This contains challenging sequences for pure monocular odometries since there exist almost pure turns which lead to big scale drift. In addition, it has a low frame rate (10 fps) which makes tracking more difficult, and has important luminosity changes which may cause brightness affine parameters to easily diverge. All experiments have been run in a high performance laptop. Inference time for monodepth2 on a RTX2080 GPU is 63ms, while tracking time per frame is on average 128ms. Since depth prediction is only needed for keyframes, this makes our approach work at ~7 frames per second if not parallelization is used. Inference time for GLPdepth is significantly higher, ~144 ms.

We compare our system against monocular DSO [2], monocular and stereo versions of ORB-SLAM [1, 3], with the loop-closing thread deactivated, for a more fair comparison, and also against DF-VO [10] a monocular odometry based on depth prediction. We measure the RMS of Absolute Trajectory Error (ATE) [21] which are reported at table I. Compared with pure monocular systems, our method based on depth prediction has an accuracy 5 times higher than ORB-SLAM and 9 times higher than DSO. Compared with the similar system DF-VO, which is the closest system to ours also using depth prediction, our proposal using monodepth2 achieves a higher accuracy for 7 out of 11 sequences, with a lower average error. We use bold characters for better results among this comparison. Using a stereo systems gives better performance than our system, with a 57% error reduction. Comparing our two solutions based on different depth-prediction networks, we see that monodepth2 based one systematically outperforms GLPdepth in most of datasets, being the high-way environment sequence 02 the only exception. During experiments we detected that GLPdepth was leading to more inconsistent scale prediction along consecutive frames than monodepth2, despite of being in practice more precise.

Several results of our proposal are shown in figure 5. Major source of error for monocular odometries, scale drift, has completely disappeared leading to much more accurate results. More detailed results for sequence 00 are presented in figure 6. We highlight that despite the lack of a loop closing module in our solution, we achieve zero drift for most of this sequence, as shown in figure 6a, where multiple paths along the same streets can barely be differentiated. In this sense, regarding figure 6b, we can see that our proposal accumulates most of the error in a small section of the trajectory at the end of the sequence. In fact, this part corresponds with a non-urban environment, where both sides of the road are covered with vegetation, leading to less accurate results from monodepth2 as previously hypothesized. If this last part were not considered, the RMS ATE would be much closer to the median ATE, equal to 4.63m. An example of the reconstructed point cloud, as well as the sparse depth map used for frame tracking (see section III-B) are shown in figure 1, top page.

| TABLE I: RMSE ATE (m) errors for KITTI odometry dataset. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | Pure monocular  | Monocular learning-based | Stereo         |
|                 | ORB-SLAM (No LC)† | DSO* | DF-VO [10] | Ours GLP [15] | Ours monodepth2 [10] | ORB-SLAM (No LC)† |
| 00              | 77.19           | 113.18          | 11.34          | 10.52          | 7.10             | 3.99             |
| 01              | 110.12          |                  | 48.86          | 17.12          | 25.38            | 1.38             |
| 02              | 34.32           | 116.81          | 21.16          | 31.16          | 14.12            | 8.82             |
| 03              | 0.90            | 1.39            | 2.04           | 3.41           | 1.71             | 0.25             |
| 04              | 0.72            | 0.42            | 0.86           | 0.31           | 0.29             | 0.22             |
| 05              | 36.29           | 47.46           | 3.63           | 5.61           | 7.51             | 2.18             |
| 06              | 52.61           | 55.62           | 2.53           | 6.23           | 4.05             | 1.81             |
| 07              | 17.04           | 16.72           | 1.72           | 3.45           | 2.41             | 1.43             |
| 08              | 56.42           | 111.08          | 5.66           | 9.30           | 10.43            | 3.22             |
| 09              | 55.74           | 52.23           | 10.88          | 11.32          | 9.15             | 3.26             |
| 10              | 8.44            | 11.09           | 3.72           | 4.36           | 3.40             | 0.88             |
| Avg†           | 33.79           | 52.6            | 6.35           | 8.57           | 6.02             | 2.60             |

* Results for DSO are extracted from [10]†: KITTI01 is not used for average to ease comparison between methods†: For ORB-SLAM we use the latest implementation from [4]
Fig. 5: Some sample trajectories using monodepth2 at KITTI dataset coloured by ATE error with respect to ground-truth.

For a more precise solution, a more complex neural network could be used as other methods do, but the solution would be less general. At DVS0 paper [7], they report results obtained with its odometry (DSO) using monodepth2 for the depth prediction, obtaining results with an accuracy close to ours. On the other hand, D3VO gets impressive results, but their do not report results using depth prediction from other neural networks and their implementation is not open-source and cannot be adopted in our work.

In addition, for the supervised training of these two works, they use a stereo version of DSO, which computes a very accurate true scale point cloud for high gradient points. Its neural networks learn to estimate very precisely this kind of points, which are also used along their odometries based on DSO. Coupling the odometry and the depth prediction in this way probably reduces the generality, which is one of our goals, but leads to very accurate results.

V. Conclusions

In this work we have presented a direct monocular odometry based on depth prediction from neural networks. We have shown that combining multi-view depth prediction and photometric residuals in a single optimization makes scale observable, removes scale-drift and leads to a much more accurate estimation than pure monocular solutions. Using a truncated robust cost (TLS) for depth residuals allows us to consider only consistent measurements, making our optimization robust against spurious depth data. Our solution only requires the predicted depth estimation from the neural network, making our solution very general and enabling to integrate it along with most of existing networks. Taking two depth prediction neural networks as they are, monodepth2 and GLPdepth, we have shown how our approach is suitable to work with different existing solutions, just plugging them into our pipeline. We have also evaluated our system in multiple sequences and compared against monocular SLAM and DF-VO, system similar to ours. Our system gets results 5 to 9 times more precise than monocular solutions and is more accurate than DF-VO for 64% of the sequences. The experiments demonstrate the validity of our proposal.

As future work we identify updating this odometry to a complete SLAM system, with a covisible and not temporal optimization window, which would boost its performance. This would entail some unsolved challenges for long term SLAM since images, depth prediction and its gradients and pyramidal decomposition should be stored in memory. In addition, including a loop-closing module would also be a big improvement. Making it work directly on images, without using features, is also an open problem.

APPENDIX

In this appendix we show how our proposed novel depth-prediction residual closely relates with photometric one, not supposing an important computational increment with respect the only photometric optimization. We provide derivatives for both errors, showing they have multiple common terms.

1. Photometric error

For clarity sake we assume $N_{a_j} \equiv u_j$. Derivatives for affine parameters $(a, b)$ are trivial, we omit them. For $\rho^i$,

$$
\frac{\partial r_{i, \text{photo}}}{\partial \rho^i} = -e^{a_h} \frac{\partial I_i(u_j)}{e^{a_i} - \partial \rho^i} = \frac{\partial \pi}{\partial x} \left( \frac{\partial (R_{ih} x^i_h + \rho t_{ih})}{\partial \rho^i} \right)
$$

where $x^i_h = x^i_h / \| x^i_h \|$ is fixed, $\partial I_i / \partial u$ is the image gradient and $\partial \pi / \partial x$ the camera projection derivative. For host pose,

$$
\frac{\partial r_{i, \text{geometric}}}{\partial \rho^i} = \frac{\partial r_{i, \text{photo}}}{\partial \rho^i} = -e^{a_h} \frac{\partial I_i(u_j)}{e^{a_i} \partial \pi \rho / x^i_h} t_{ih} \in \mathbb{R}
$$
applying a small update \( \xi_h \in \mathfrak{se}(3) \) in the world reference frame \( i \):

\[
\frac{\partial r^j_{\text{photo}}}{\partial \xi_h} = - \frac{e_{x^h}}{e_{x^h}} \frac{\partial I_i}{\partial u_i} \left. \frac{\partial x_i}{\partial x} \rho^1 (x_i^j) \right|_0. \tag{8}
\]

where

\[
\frac{\partial x_i^j}{\partial \xi_h} = \frac{\partial (T_{\xi_h} \cdot \exp(-\xi_h))}{\partial \xi_h} \bigg|_0 = \frac{\partial (T_{\xi_h} \cdot \exp(-\xi_h) \cdot T_{\xi_h}^{-1} x_i^j)}{\partial \xi_h} \bigg|_0 = - \frac{\partial \exp(-\mathbf{Ad}_T \xi_h x_i^j)}{\partial \xi_h} \bigg|_0 = -(I_3 - [x_i^j]^T) \mathbf{Ad}_T,
\]

Where we used the adjoint definition [22]. This leads to

\[
\frac{\partial r^j_{\text{photo}}}{\partial \xi_h} = \rho^1 \frac{e_{x^h}}{e_{x^h}} \frac{\partial I_i}{\partial u_i} \left. \frac{\partial x_i}{\partial x} \rho^1 (I_3 - [x_i^j]^T) \mathbf{Ad}_T, \right|_0. \tag{9}
\]

Same procedure for the observer frame \( i \) leads to the same results but with different sign. This similarity between host and observer derivatives, which does not exist for local updates, is exploited when computing Hessian, yielding an important saving.

2. Depth-prediction error

Depth prediction residual \( r^j_{\text{depth}} \) (5) shares common terms with photometric cost. For inverse depth, similar to (7):

\[
\frac{\partial r^j_{\text{depth}}}{\partial \rho^j} = \frac{\partial D_i^{j_{NN}}}{\partial u_i} \left| \frac{\partial \pi}{\partial x} \right| \frac{\partial x_i^j}{\partial x} \frac{t_{ih} - \rho^j \rho^j}{\partial \rho^j}. \tag{10}
\]

we now compute \( \frac{\partial \rho^j}{\partial \rho^j} \):

\[
\frac{\partial \rho^j}{\partial \rho^j} = \frac{\partial [x_i^j]^2}{\partial \rho^j} \frac{\partial x_i^j}{\partial \rho^j} = (0, 0, -[x_i^j]^2) \frac{\partial}{\partial \rho^j} (R_{ih} x_k^j / \rho^j + t_{ih})
\]

Finally leading to,

\[
\frac{\partial r^j_{\text{depth}}}{\partial \rho^j} = \rho^j \frac{D_i^{j_{NN}}}{\partial u_i} \left| \frac{\partial \pi}{\partial x} \right| \frac{\partial x_i^j}{\partial x} \frac{t_{ih} - \left( \frac{\rho^j}{\rho^i} \right)^2 [R_{ih} x_k^j]^z}{\partial \rho^j}. \tag{11}
\]

For host keyframe, as done for (9),

\[
\frac{\partial r^j_{\text{depth}}}{\partial \xi_h} = \rho^j \frac{D_i^{j_{NN}}}{\partial u_i} \left| \frac{\partial \pi}{\partial x} \right| \left( I_3 - [x_i^j]^T \right) \mathbf{Ad}_T, \tag{12}
\]

Now, we compute \( \frac{\partial \rho^j}{\partial \xi_h} \). We follow very similar procedure to (8):

\[
\frac{\partial \rho^j}{\partial \xi_h} = \frac{\partial [x_i^j]^2}{\partial \xi_h} \frac{\partial x_i^j}{\partial \xi_h} = (0, 0, -[x_i^j]^2) (I_3 - [x_i^j]^T) \mathbf{Ad}_T,
\]

This finally leads to:

\[
\frac{\partial r^j_{\text{depth}}}{\partial \xi_h} = \rho^j \frac{D_i^{j_{NN}}}{\partial u_i} \left| \frac{\partial \pi}{\partial x} \right| \left( I_3 - [x_i^j]^T \right) \mathbf{Ad}_T. \tag{13}
\]

For observer pose we can follow similar steps. From (11) and (13) we see that the only extra computation with respect to photometric residual comes from computing depth prediction image derivative \( \partial D_i^{j_{NN}} / \partial u_i \). All other terms are shared and do not yield a computational cost increment while Hessian sparse structure remains the same.