Trapping in and escape from branched structures of neuronal dendrites
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ABSTRACT We present a coarse-grained model for stochastic transport of noninteracting chemical signals inside neuronal dendrites and show how first-passage properties depend on the key structural factors affected by neurodegenerative disorders or aging: the extent of the tree, the topological bias induced by segmental decrease of dendrite diameter, and the trapping probabilities in biochemical cages and growth cones. We derive an exact expression for the distribution of first-passage times, which follows a universal exponential decay in the long-time limit. The asymptotic mean first-passage time exhibits a crossover from power-law to exponential scaling upon reducing the topological bias. We calibrate the coarse-grained model parameters and obtain the variation range of the mean first-passage time when the geometrical characteristics of the dendritic structure evolve during the course of aging or neurodegenerative disease progression (A few disorders are chosen and studied for which clear trends for the pathological changes of dendritic structure have been reported in the literature). We prove the validity of our analytical approach under realistic fluctuations of structural parameters, by comparing to the results of Monte Carlo simulations. Moreover, by constructing local structural irregularities, we analyze the resulting influence on transport of chemical signals and formation of heterogeneous density patterns. Since neural functions rely on chemical signal transmission to a large extent, our results open the possibility to establish a direct link between the disease progression and neural functions.

INTRODUCTION

The complex behavior of advanced nervous systems mainly originates from the elaborate structure of neuronal dendrites [1]. The functions of the nervous system substantially rely on the diffusion of chemical signals, which is strongly affected by the dendrite structure. The branching morphology of dendrites allows the neurons to control the transmission time of signals and construct a complex network of signaling pathways. While dendritic trees share some structural features, e.g. branching at acute angles or decreasing in their diameter when moving distally from soma, their morphology varies widely in different neuronal types and regions, reflecting their diverse functions [2]. Moreover, the presence of small protrusions along dendrites, called spines, adds to the complexity of the system. Spines receive excitatory synaptic inputs, temporarily compartmentalize them, and undergo dynamic structural changes regulated by neuronal activity [3]. Bidirectional communication between the spines and the soma (via e.g. Ca$^{2+}$, soluble intracellular domains, and subunits of the nuclear import machinery) is critical for long-term plasticity, neuronal development, and information processing capabilities [4]. Additionally, synaptic activation can trigger signaling pathways which spread locally in the dendritic channel and influence neighboring synapses [5].

Understanding how signal transmission is governed by the structure is becoming more important, because pervasive changes of dendritic structure have been reported due to aging [6–8] or neurodegenerative disorders [9–10], such as Alzheimer’s disease [11–13], (i) the population and spatial extent of branches [8, 11], (ii) the thickness, length, and even curvature of dendritic channels [6, 9, 11], or (iii) the density, shape, and spatial distribution of spines [6–13] can be affected. To establish a link between the structural changes and subsequent alterations of neural functions, a deep understanding of the role of structure on transport of ions or molecules is still lacking. The attempts have been mainly limited to the determination of the impact of spine shape on diffusional and first-passage properties of signals inside spines [14–21]. The role of spine density has also been studied by considering comb-like structures or (periodically) distributed traps along a channel [22–24]. However, the precise estimation of escape time from dendritic trees to reach soma is a difficult task. The complication arises due to complex branching morphology, presence of spines along the tree, irregular shape of junctions, and varying cross-section radius of dendritic channels.

Here we propose a coarse-grained approach to map the stochastic transport of ions and molecules inside neuronal dendrites to an effective one-dimensional random walk of noninteracting particles in a confined geometry. Coarse-grained random walk models have been previously employed to successfully describe the influence of topological and geometrical characteristics of the structure on diffusion in labyrinthine environments (see e.g. [25] for oxygen absorption in the human lung). Our effective 1D random walk model enables us to obtain insightful analytical results for mean first-passage times (MFPTs) in complex structures of neuronal dendrites. Various types of 1D random walks have been previously studied, including biased [26–31] and persistent [29–32] walks as well as the walks with absorption along the path [28] or at the boundaries [33–35]. Here, in view of the morphological differences between the dendrites of healthy and degenerate brain tissues, we concentrate on
the major characteristics affected by neurodegenerative diseases: the overall extent of dendritic trees, the thicknesses of channels, and the structure and density of spines. By combining appropriate boundary conditions at the two ends of a finite one-dimensional system, partial absorption along the path, and biased motion in an effective 1D random walk model, we construct a suitable framework to study signal transmission in dendrites. We disentangle the contributions of key structural features to first-passage properties and verify that the scaling behavior of the asymptotic MFPT changes below a threshold value of the topological bias induced by hierarchical reduction of branch diameter. We evaluate the variation range of the mean time required for chemical signals to travel from the synapses to the soma in the course of some specific neurodegenerative disease progression. Moreover, the applicability of our theoretical approach to realistic dendritic structures with spatial heterogeneities is addressed and the role of local structural changes on signal transmission and formation of heterogeneous density patterns is discussed.

**METHODS**

By adopting a mesoscopic perspective for transmission of ions and molecules inside dendrites, we consider the motion of a noninteracting random walker on the nodes of a tree-like regular network with a finite depth \( d \), parameterizing the extent of branches [Fig. 1(b)]. Each node is identified by its depth \( n \), ranging from 0 (soma) to \( d \) (dead ends). After entering the network, the walker randomly jumps to the neighboring nodes until it is absorbed in the target, i.e., soma. To take into account the stochastic trapping events in spines, we assume that the walker either moves in the channel or resides inside biochemical cages with probabilities \( q \) or \( 1-q \), respectively. This way we map the problem to a stochastic two-state model. Such models have been widely employed to describe altering phases of motion in biological systems [34].

![Illustration of the model. An example tree structure with \( d=5 \) and \( p=0.5 \) is shown. The arrows indicate possible choices at junctions or dead ends, described by Eqs. (1). As a visual guide, the ratio between the diameters of parent and child branches is taken to be \( p/(1-k^{-1}) \) (with \( k=2 \) in dendritic trees).](image)

Typically, the density of spines (i.e., the number of spines per unit length along the dendritic channel) quickly saturates after a distance of about 50–100 \( \mu \)m from soma [32, 35, 36]. Therefore, we suppose that the residence probability in cages is simply depth-independent. The waiting probability at each node is an effective measure for the signal input (see the inset of Fig. 2). The analytical procedure is however similar for other initial conditions. We estimate the mean time required for a particle to escape the dendrite structure characterized by the set of parameters \( \{q, p, r, δ\} \) and reach the soma, by treating the soma as an absorbing boundary. However, one can follow the proposed approach to investigate the first-passage time for the inverse direction (i.e., soma-to-spine signaling) as well, by distributing the absorbing boundaries along the tree.

Let us introduce the probability distribution \( P_n(t) \) of being at depth level \( n \) at time step \( t \) (In an irregular structure, the probability of being at each node can be considered instead). The signals initially enter the system via spines, which are almost uniformly distributed along dendritic trees. As a result, the input rate may even exponentially grow with depth, corresponding to the initial condition \( P_0(t) = δ_{n=1} \) (\( n \geq 1 \)). Here for simplicity we consider entering from the dead ends \( P_{n=0} = δ_{n,d} \), which gives the major contribution to the signal input (see the inset of Fig. 2).

The detailed calculations to obtain an expression for the escape-time distribution \( F(t) \) by solving the above set of equations are presented in the *Appendix.*
is a polynomial of maximum degree and the dashed line represents the leading exponential term of Eq. \ref{eq:8} for $t \gg 1$. Inset: $F(t)$ for the same set of parameter values as in the main panel, but for different initial conditions of entering the tree. The solid, dashed, and dotted lines correspond to the initial conditions $P_1(0) = \delta_{q<d}$ (i.e. entering from the dead ends), $P_2(0) = \delta_{r=1}$ (entering from the soma), and $P_3(0) = (2^n - 1)/(2^{d-1})$ (entering uniformly along the tree), respectively.

**FIRST-PASSAGE PROPERTIES**

The overall shape of the escape-time distribution is shown in Fig. 2. Notably, $F(t)$ exhibits an exponential tail. We checked that the exponential decay holds independently of the choice of the trapping factor $q$, the boundary condition $r$ at the deepest branch level, or the chance $p$ of hopping to shallower layers. The slope however varies with $q$, $p$, $r$, and $d$. Importantly, the inset of Fig. 2 shows that while the initial conditions of entering the tree may considerably influence the overall shape of $F(t)$, the slope of the exponential tail remains independent of the way the signals enter the system. It is technically difficult to extract the tail behavior of $F(t)$ from Eq. \ref{eq:8} (see Appendix) in general, however, for a given set of parameter values one can deduce the exponential asymptotic scaling. The resulting dashed line in Fig. 2 fully captures the asymptotic slope. As a proof of the existence of exponential tail, one can show from Eq. \ref{eq:8} that the $z$ transform of the first-passage time distribution can be written as $F(z) = \sum_{k=1}^d (q r)^k$, where $\Phi_k(z)$ is a polynomial of maximum degree $d$. By evaluating the roots $k$ of the polynomial, it can be verified that $F(z) \sim k(1 - \alpha_k z)^{\delta_k}$, where $\alpha_k$ is a function of the structural parameters $d^*, \beta_\leq d$. Then, after partial fraction decomposition of $F(z)$ and inverse transform, $F(t)$ can be represented as a sum of $\alpha_k^t$ terms, thus, can be approximated by the leading exponential term $\alpha_k^t$ in the limit $t \to \infty$.

The mean-first-passage time $\langle t \rangle$ of chemical signals to reach the soma, which is our main quantity of interest, can be evaluated from $F(t)$ as explained in details in the Appendix. The analytical Eq. \ref{eq:9} in the Appendix represents the mean-first-passage time in terms of the coarse-grained model parameters. Although the expression is continuous, it is indeterminate at $p = 1/2$. By taking the limit we get $\langle t \rangle = \sqrt{d - rd + rd^2}$ for the specific choice $p = 1/2$. Crossover in asymptotic scaling behavior—To clarify how $\langle t \rangle$ varies with the model parameters, we exclude the indeterminate point $p = 1/2$ to simplify the MFPT expression. For $p \neq 1/2$, Eq. \ref{eq:10} of the Appendix reduces to the sum of a linear and an exponential function of $d$,

$$\langle t \rangle = \frac{d}{q(2p - 1)} + \frac{p r - pq(2p - 1)}{q r(2p - 1)^2} \left(\frac{1}{p - 1}d - 1\right).$$

Hence, $\langle t \rangle$ in the limit $d \gg 1$ scales exponentially (linearly) for $0 < p < 1/2$ ($1/2 < p < 1$), as the exponential term on the right-hand side of Eq. \ref{eq:10} dominates (vanishes). It can be also seen that $\langle t \rangle$ for the specific choice $p = 1/2$ scales as a power-law $d^\gamma$ with $\gamma = 2$. Thus, the crossover of the asymptotic mean escape time from a power-law to an exponential scaling can be summarized as

$$\langle t \rangle \sim \begin{cases} \frac{1}{q(2p - 1)} d, & 1/2 < p < 1, \\ \frac{1}{q r(2p - 1)^2} e^{d \ln (\frac{1}{p} - 1)}, & 0 < p < 1/2. \end{cases}$$

FIG. 3. Mean escape time vs the depth of the tree for (a) $p < 1/2$ (log-log scales) and (b) $p \geq 1/2$ (log-log scales) at $q = r = 1$. The analytical results of Eq. \ref{eq:9} are shown with solid lines, and the dashed lines represent the asymptotic exponential or power-law scaling of $\langle t \rangle$ via Eq. \ref{eq:10}. The change in the scaling behavior of $\langle t \rangle$ from linear to exponential at the threshold value $p_c = 1/2$ in a 1D random walk can be understood because the effective direction of flow (with respect to the target) is inverted. This also induces a transition from recurrent to transient
random walks in infinite trees \[41\]. At \(p=\frac{1}{2}\), the balance between the two directions of diffusive transport holds and it is expected that the bias parameter \(p\) in a healthy neuron is around this threshold value.

RESULTS AND DISCUSSION

**Coarse-grained model calibration**

In the following, we compare our analytical results to those obtained from ordinary diffusion at microscopic scales in dendritic spines and other relevant geometries such as thickening tubes, to verify the applicability of our coarse-grained approach and to calibrate the model parameters. Note that the diffusion problem with a constant diffusion coefficient across the structure is basically a linear differential equation. If the trend of the first-passage time versus one of the model parameters or as a function of a related geometrical characteristic of actual dendrite structures match, then our model parameter can be calibrated into the dendritic structure through a fit to micro-scale computations for pure diffusion.

The structure of neuronal dendrites primarily depends on the nervous system and varies in different neuronal regions and cell types. However, as a reference for comparison, here we have chosen typical cerebellar Purkinje cells of guinea pigs which extend nearly 200 \(\mu\)m from the soma and have \(\sim 450\) dendritic terminals \[12\]. Thus, there are nearly 10 generations of junctions in such a structure (corresponding to \(d=10\) in our coarse-grained view) and they branch out every 20 \(\mu\)m on average.

**The bias parameter \(p\):** The problem of diffusion in a tube of varying cross section has been thoroughly studied both theoretically and numerically in the literature \[43\]. Particularly, Brownian dynamics simulations at microscopic scales were employed in \[44\] to explore the range of validity of an effective one-dimensional description of diffusion in uniformly thickening or thinning tubes. Denoting the opening angle of the tube with \(\theta\) [see the inset of Fig.\[4\]a)], they approximated the mean-first-passage time \((t)\) between the two ends of a tube of length \(L_{\text{tube}}\) and initial radius \(R_{\text{tube}}\), scaled by \((t)\) of a tube of uniform cross section, as

\[
\frac{(t)}{(t)_{\text{uniform}}} \simeq \begin{cases} \frac{1+\lambda^2}{3} (3+2\lambda \bar{L}), & \lambda<0, \\ \frac{1+\lambda^2}{3} \frac{3}{1+\lambda \bar{L}}, & 0<\lambda, \end{cases}
\]

where \(\lambda = \tan \theta\) and \(\bar{L}=L_{\text{tube}}/R_{\text{tube}}\). Their analytical and simulation results match for opening angles \(\theta<10^\circ\). Even such small thickening rates are still larger than what is typically observed in neuronal dendrites. For example, the thickness of the dendritic channel varies from nearly 0.5 around the dead ends to less than 8 \(\mu\)m close to soma in cerebellar Purkinje cells of guinea pigs which has a typical extent of 200 \(\mu\)m, i.e. an opening angle of less than \(2^\circ\) \[42\]. Therefore, within the validity range of their analytical expressions, we compare \((t)\) obtained from our coarse-grained approach Eq.\[9\] to their results in Fig.\[1\]a).

We set \(q=r=1\) to avoid trapping since Eq.\[4\] is valid for smooth tubes with reflecting walls. We also consider our reference dendritic structure [see Figs.\[4\](b),(e)] for ease of comparison. The scaled MFPTs obtained via Eqs.\[9\] and \[1\] fit very well using a simple linear map between \(\lambda\) and \(p\) as \(\lambda \sim 0.5p-0.25\). We checked that, within biologically relevant parameter ranges and weakly thickening regime \(\theta<5^\circ\), one can obtain similar satisfactory agreement between the mean first-passage times by treating the coefficients of the linear transformation as fit parameters. In the following, we choose \(p=0.55\) as the reference value for our coarse-grained bias parameter in a typical healthy dendrite (corresponding to \(\theta\approx1.4^\circ\)). Note that the geometry of the junctions may affect the first passage results in general, however, we expect that it causes minor variations since the cross-section area at the branch point is conserved.

**The trapping parameter \(q\):** The coarse-grained parameter \(q\) in our model indeed represents the fraction of time spent in the dendritic channel in the steady state, which is set by the probabilities \(\kappa_w\) and \(\kappa_m\) of switching from motion in the channel to waiting in the spines and vice versa. \(\kappa_w\) is proportional to the density of spines and the mean entrance area of the spine neck and inversely proportional to the cross-section area of the dendritic channel. Thus, one obtains \(\kappa_w \propto \rho R_{\text{neck}}^2 / V_{\text{neck}}^2\), where \(R_{\text{neck}}\) and \(V_{\text{neck}}\) denote the neck radius, spine density and radius of the dendritic channel, respectively. \(\kappa_m\) is inversely proportional to the mean escape time from spines \((t)_{\text{spine}}\), which obeys \[21\]

\[
(t)_{\text{spine}} = \frac{L_{\text{neck}}^2}{2D} + \frac{L_{\text{neck}}^2}{D} \frac{V_{\text{head}}}{V_{\text{neck}}} + \frac{V_{\text{head}}}{4DR_{\text{neck}}}, \tag{5}
\]

with \(D\) being the diffusion coefficient and \(L_{\text{neck}}, V_{\text{neck}}\) and \(V_{\text{head}}\) denoting, respectively, the neck length and volume and the head volume of the spines. The diffusion coefficient depends on the size of the diffusing object. For example, the typical value of \(D\) in dendritic spines for Ca\(^{2+}\) ions and green fluorescent protein (GFP) variants (that are much smaller in size) were reported to be \(\sim 100\) and 20 \(\mu\)m\(^2\)/s, respectively \[45\]. Inside the dendritic channel, \(D \sim 37\mu m^2/s\) was obtained for a specific photoactivatable GFP (paGFP) \[14\]. Similar results were reported for diffusion in other cell types. For comparison, \(D\) was found to be \(\sim 23.5\) and 25.2 \(\mu m^2/s\) for the motion of enhanced GFP (eGFP) inside the nucleus and in the cytoplasm of HeLa cells, respectively \[40\]. For a typical thin spine \[17\] with \(R_{\text{neck}}=100\, \text{nm}, L_{\text{neck}}=1\, \text{mm},\) and a head diameter of 1 \(\mu\)m (thus with \(V_{\text{neck}}\approx 0.03 \mu m^3\) and \(V_{\text{head}}\approx 0.52 \mu m^3\)) as shown in Fig.\[1\]b), one gets \((t)_{\text{spine}}\approx 0.19, 0.48,\) and 0.77 sec for the escape time of Ca\(^{2+}\), paGFP, and eGFP from spines (using \(D_{\text{Ca}}=100, D_{\text{paGFP}}=40,\) and \(D_{\text{eGFP}}=25 \mu m^2/s\)). Moreover, the mean travel times of signals from synapses to soma in smooth dendritic channels of length \(x\) can be estimated from Eq.\[4\] as \(t \approx \sqrt{x}\). By choosing \(x=20 \mu m\) as an example, one obtains 2.0, 5.0, and 8.0 sec for the travel time of Ca\(^{2+}\), paGFP, and eGFP, respectively.
The transitions between the two states of motility are non-Markovian in general, however, one can estimate the asymptotic value of $q$ in the limit $t \to \infty$ as a function of the volumes of the dendritic tube and spines as

$$q = \frac{\kappa_m}{\kappa_m + \kappa_w} \approx \frac{V_{\text{tube}}}{V_{\text{tube}} + V_{\text{spines}}} = \frac{1}{1 + \frac{\rho}{\pi R_{\text{tube}}^2} (V_{\text{head}} + V_{\text{neck}})}.$$  

Figure 4(c) shows how the parameter $q$ varies with the spine density and volume. While increasing $\rho$ or $V_{\text{spine}}$ enhances the trapping probability and thus reduces $q$, increasing the volume of the dendritic tube leads to longer excursion times in the tube and increases $q$, as shown in Fig. 4(d). By choosing $\rho = 2 \frac{\mu m}{\mu m}$, $R_{\text{tube}} = 1 \mu m$, and $V_{\text{head}} + V_{\text{neck}} \approx 0.55 \mu m^3$, we obtain the healthy reference value $q \approx 0.74$ for further comparisons.

The boundary-condition parameter $r$: Finally, we calibrate the parameter $r$ via a similar procedure as explained for $q$. The coarse-grained parameter $r$ effectively represents the probability of motion inside the segment of the dendritic tube which connects the last branch point to the dead end [see the schematic Fig. 4(e)]. By ignoring the minor corrections due to the negligible thickening along such a short tube segment, the asymptotic value of $r$ can be approximated as

$$r \approx \frac{V_{\text{tube}}}{V_{\text{tube}} + V_{\text{spines}} + V_{\text{dead-end}}} \approx \frac{1}{1 + \frac{\rho}{\pi R_{\text{tube}}^2} (V_{\text{head}} + V_{\text{neck}}) + \frac{V_{\text{dead-end}}}{\pi R_{\text{tube}}^2 L_{\text{tube}}}}.$$  

Let us consider a spherical dead end with a typical diameter of 3 $\mu m$ and assume that the tree branches out every 20 $\mu m$ on average. Then, using the rest of the reference parameter values used for the determination of the $q$ parameter, we get $r \approx 0.63$. The variation of $r$ as a function of the volume of the dead end is shown in Fig. 4(f). Even in the absence of the dead end (i.e. $V_{\text{dead-end}} = 0$), the signals may be still trapped in the spines distributed between the dead end and the last junction, leading to $r \neq 1$.

**Influence of pathological changes on transmission of chemical signals**

After adopting the set of model parameter values $p = 0.55$, $q = 0.7$, $r = 0.6$ and $d = 10$ as the reference for healthy structures of dendrites, next we investigate how far the mean-
first-passage time varies when the geometrical characteristics of the dendritic structure evolve during the course of aging or neurodegenerative disease progression. Here we choose aging and a few examples of neurodegenerative disorders (such as Alzheimer’s disease, schizophrenia, and fragile X and Down’s syndromes), for which, clear trends for the pathological changes of dendritic structure have been reported in the literature [48]. In the course of aging or Alzheimer’s progression, both the density of spines and the extent of the dendritic tree reduce [6, 12, 49] (The spine density of the apical dendrites of pyramidal neurons in the cingulate cortex of humans may decrease to less than 60% with aging [6]). These changes are equivalent to the increase of $q$ and reduction of $d$ in our coarse-grained perspective. It is also known that the schizophrenia and Down’s syndrome progression leads to the reduction of the spine size [50, 51], corresponding to the enhancement of our $q$ parameter. The pathology of fragile X makes the prediction of MFPT variations complicated. In the course of fragile X progression, while the spine density increases (enhancement of $q$), their shapes become more elongated and the spine head volume reduces (reduction of $q$) [52–54]. Therefore, we expect that the variation of $q$ (and thus of the MFPT) is less pronounced in fragile X compared to the other examples. The competition between the variations of spine density and shape determines whether $q$ effectivity decreases or increases in the course of fragile X progression.

In Fig. 5 we show the trends of the MFPTs upon changing the dendritic structure due to aging or diseases, as explained above. The combined effects of the reduction of tree extent and spine density due to aging or Alzheimer’s disease can dramatically decrease the MFPT of chemical signals from the synapses to the soma [Fig. (a)]. To calculate the MFPT, we used Eq. (9) with $q$ inserted from Eq. (6) and $d = L (\mu m)/20$. The reduction of both spine density and tree extent to half of their healthy reference values decreases the relative MFPT to $(t)/(t)_{\text{healthy}} \approx 0.3$. Thus, the system gradually loses the abil-
ity to compartmentalize ions and molecules and maintain chemical concentrations to a wide extent. The shrinkage of the spine size in schizophrenia and Down’s syndrome leads to a similar trend for the variation of MFPT, however, the effect is less pronounced. In the extreme case of zero head volume, the MFPT reduces to nearly 80% of its reference value (see panel (b) of Fig. 5). As a result of the competition between the increase of spine density (up to \( \rho = 10 \) spines/\( \mu m \)) and reduction of spine head volume (down to \( R_{\text{head}} = 0 \)) in fragile X syndrome, the relative MFPT, \( \langle t \rangle /\langle t \rangle_{\text{healthy}} \), may vary within the range of \([0.6, 1.9]\). If the reduction rate of spine head volume equals the growth rate of spine density, the two effects compensate each other and the MFPT remains unchanged, as shown by the contour line in Fig. 5(c). In other neurodegenerative disorders, the pathology of spine and dendrite structure is more complicated. For example, distortion of spine shape in most mental retardations [10] makes the prediction of the MFPT trend difficult. Another point is that there is currently a lack of quantitative studies to clarify the impact of diseases or aging on the thickening of dendritic tubes (corresponding to the variation of our \( p \) parameter) or on the morphological changes of growth cones (variation of \( r \)). In Fig. 4(d), we calculate the MFPTs within reasonable variation ranges of the opening angle of the dendritic tube or the radius of spherical growth cones. Here we use Eq. 9 with \( q \) inserted from Eq. 9 and \( p \) from the linear relation \( \tan(\theta) \approx 0.5p - 0.25 \). One obtains up to 3-fold increase or reduction in \( \langle t \rangle \) compared to the healthy reference \( \langle t \rangle_{\text{healthy}} \).

The mean travel time of chemical signals in dendrites reflects the ability to preserve local concentrations or induce concentration gradients of ions and molecules, thus, it is tightly connected to neural functions. Therefore, the quantitative evaluation of the first-passage times in different diseases is a step forward towards linking the disease progression to neural functions and draw physiological conclusions.

Structural irregularities

In our analytical formalism, we consider constant coarse-grained parameters along the entire tree. This corresponds to the assumption of a spatially homogeneous structure, i.e. if the dendritic tree is regularly branched, the channels thicken with the same rate throughout the tree, the spine density and size are spatially uniform, and all the growth cones are of the same size. From a coarse-grained perspective, such a regular structure can be described by a few major parameters, which allows for the calculation of the MFPTs. Taking into account that our coarse-grained parameters indeed represent the key structural features which undergo pathological changes in the course of neurodegenerative disease progression, the model enables us to connect the disease progression to signal transmission, as discussed in the previous section. However, realistic dendritic structures are spatially heterogeneous. For example, the density of spines may vary even up to 40% around the global mean value in dendritic trees [6, 33]. The spines also undergo dynamic structural changes regulated by neuronal activity [3].

In view of the realistic structural fluctuations, the basic question is whether the analytical predictions via our coarse-grained approach remain valid when the structural parameters of a given dendritic tree are allowed to spatially vary around their global mean values. In the following, we compare the analytical result for the reference set of parameter values with the simulation results where the structural parameters spatially fluctuate around the reference values. For comparison, the fluctuation range \( \Delta q/\langle q \rangle \approx 0.2 \) is comparable to the realistic variations in spine head size and density in pyramidal neurons in the sinate cortex of humans [3]. Similar fluctuation ranges are considered for \( d \), \( r \) and \( p \) parameters, in the absence of quantitative studies to explore the variation ranges of the extent of dendritic trees, the size of growth cones, and the thickening rate of dendritic channels.

In each of the Monte Carlo simulations, we vary only one of the coarse-grained parameters while the rest of them are fixed at their mean values \((d) = 10 \), \((q) = 0.55 \), \((r) = 0.6 \). Let us first consider the parameters \( p \), \( q \), and \( r \). A new value is assigned to the variable parameter at each random walk step, which is randomly taken from a uniform distribution in the interval \([p - \Delta p, p + \Delta p] \), \([q - \Delta q, q + \Delta q] \), or \([r - \Delta r, r + \Delta r] \) for parameter \( p \), \( q \), or \( r \), respectively. The upper panels of Fig. 6 represent the variation ranges of the geometrical characteristics of dendritic structures as the width of the uniform distributions for coarse-grained parameters vary from 0 up to 20% around the reference (healthy) values. In the upper panel of Fig. 6(b) we present the extreme values of the spine head volume as a function of \( \Delta q/\langle q \rangle \). However, one can alternatively fix the head volume \((e.g., V_{\text{head}} = 1 \mu m^3) \) and consider the changes in the spine density and get \([1.3, 1.3] \), \([1.1, 1.6] \), \([0.9, 1.8] \), and \([0.6, 2.5] \) intervals for the number of spines per micron at \( \Delta q/\langle q \rangle = 0 \), 0.05, 0.1, and 0.2, respectively. The middle panels show that the resulting escape-time distributions \( F(t) \) invisibly deviate from the analytical prediction (solid line) for \( q \) and \( r \) parameters, while the tail of \( F(t) \) starts deviating from the theory line when \( p \) varies up to 10% around \( \langle p \rangle = 0.55 \). However, such tail deviations have no significant impact on the mean-first-passage time \( \langle t \rangle \), as shown in the lower panel of Fig. 6(a) at \( p = 0.55 \). We also repeated the simulations for other sets of reference parameters to check whether \( \langle t \rangle \) deviates from the analytical prediction. According to the results shown in the lower panels of Fig. 6 we conclude that our analytical results are robust against realistic fluctuations of the structural characteristics across the dendritic trees (even up to 20% around the mean), over a wide range around the reference set of coarse-grained parameter values.

Next, we investigate the variations in the extent of the tree around the mean value \( \langle d \rangle \). To this aim, in Monte Carlo simulations we construct stochastic tree structures.
by randomly allowing the nodes to have their child nodes in a hierarchical manner starting from the root node. The procedure continues until the tree consists of a given number of dead ends. A few examples of the resulting structures with 32 dead ends are shown in Fig. 7(a). We characterize the depth of the irregular tree by the average of its dead-ends depths \( \langle d \rangle \), and its variation by \( \sigma(d) \), with \( \sigma(d) \) being the standard deviation. As shown in Fig. 7(a), the ensemble of structures corresponding to a given \( \sigma(d) \) contains globally heterogeneous configurations as well as highly asymmetric ones. In Fig. 7(b), we show how the deviation from our analytical prediction grows with increasing the fluctuation range of the dead-end depths. It can be seen that the error of the analytical expression remains below 10% even in considerably heterogeneous structures with \( \frac{\sigma(d)}{\langle d \rangle} \approx 20\% \). For lower variations in the extent of the tree \( \langle d \rangle \), the error is less than 5%. Thus, our analytical approach is applicable to dendritic structures with moderate heterogeneity in their branching pattern.

So far, we have investigated the influence of global dynamic irregularities of structure on the first-passage times. However, static local irregularities may also exist in real dendrites, induced by pathological changes. For

---

FIG. 6. Comparison between the analytical predictions for constant parameter values and simulation results for dynamically varying (a) \( p \), (b) \( q \), or (c) \( r \) parameter across the dendritic structure. The reference parameter values are taken to be \( p=0.55 \), \( q=0.7 \), \( r=0.6 \) and \( d=10 \). Upper panels: Schematic representation of the variations in the realistic dendritic geometry when the coarse-grained model parameters vary 5, 10 or 20% around their mean reference values. Middle panels: Log-lin plots of the escape-time distribution. The analytical curve via Eq. 8 (solid line) is compared to the simulation results (symbols). The insets are schematic diagrams of typical trees with \( d=5 \) and 10% fluctuations in the corresponding model parameter. The radii of the circles are proportional to the relative deviations from the minimum values. Lower panels: Mean escape time versus the model parameters. The solid line represents the analytical prediction of Eq. 9 and the symbols correspond to the simulation results. \( \langle \ldots \rangle \) denotes averaging over both the ensemble of realizations for a given disorder and the ensemble of possibilities for the stochastic particle dynamics.
example, various dendritic abnormalities associated with fibrillar amyloid deposits in transgenic mouse model of Alzheimer’s disease and in human brain were reported in [57]. Extensive spine density loss, shaft atrophy (i.e. decline in the radius of the dendritic tube), and formation of varicosity (which consists of an enlarged tortuous and crumpled part of dendritic channel) were observed in the vicinity of amyloid deposits. From our coarse-grained perspective, the local varicosity formation, shaft atrophy and spine-density reduction correspond, respectively, to the decrease of $q$ and $p$ and increase of $q$ in a specific region of the tree such as a sub-branch. To elucidate the impact of static local irregularities on signal transmission, our effective 1D analytical description based on the depth levels does not help. Therefore, we construct the entire tree structure in Monte Carlo simulations again (similar to the procedure to construct asymmetric configurations in Figure [7] but this time for $q$ or $p$ parameters). Figure 5 shows a few samples of coarse-grained dendritic trees with an affected sub-branch. We change $q$ or $p$ parameter in the affected sub-branch, while keeping the rest of parameters the same as the entire tree. By imposing a constant entrance rate (one particle from one of the randomly chosen dead ends at each time step), we eventually obtain the spatial distribution of non-interacting particles in the steady state. The results shown in Figure 5 reveal that local structural irregularities influence the transport of particles and lead to the formation of heterogeneous density patterns in the system. Reduction of $q$ or $p$ in the affected sub-branch to $q = 0.1$ or $p = 0.3$ imposes a local trap and leads to a local population which is, respectively, 43% or 28% higher than the homogeneous case. On the other hand, increasing the local $q$ to $q = 1$ reduces the population in the sub-branch to 88% compared to the regular tree. Such uneven distributions of signaling ions and molecules may have dramatic consequences on neural activities such as neuronal firing and the ability to maintain chemical concentrations and gradients.

**CONCLUSION AND OUTLOOK**

In summary, an analytical framework has been developed to obtain first-passage times of chemical signals in neuronal dendrites in terms of the structural factors which undergo pathological changes in the course of neurodegenerative disease progression. By quantitatively connecting the dendritic structure to signal transmission, our results open the possibility to establish a direct link between the disease progression and neural functions, which allows to draw important physiological conclusions.

To consider structural inhomogeneities and dynamical variations of real dendrites, the master equations can be generalized by introducing uncorrelated probability distributions for the key structural parameters $p$, $q$, and $r$ and calculating the first-passage properties in terms of their first two moments. The fluctuation of depth $d$ can be also taken into account by distributing the dead-end conditions among the master equations which belong to a given range of the deepest levels of the tree. Moreover, the MFPT of passive particles in crowded dendritic channels or active ones along microtubules can be taken into account in our master equations by introducing a (anti-)persistent random walker. The interparticle interactions at high density regimes affect the transport through the narrow necks of spines, which influences the waiting time distribution in spines and the first-passage properties. The investigation of these aspects calls for additional research efforts. The proposed approach provides an analytical route into a variety of search and transport phenomena on complex networks (e.g. weighted time-varying trees), branched macromolecules and polymers, various energy landscapes, and more generally biased random walks with absorbing...
FIG. 8. Upper panels: Schematic diagrams of example trees with local structural irregularities in the sub-branch starting from junction \(i\). Common parameters (unless locally varied): \(d=6\), \(p=0.55\), \(q=0.7\), and \(r=0.6\). The modified coarse-grained parameter in the sub-branch is denoted by \(q_i\) or \(p_i\). The radii of the circles are proportional to the local \(q\) (a,b) or \(p\) (c) values.

Lower panels: Heat maps of the stationary density of particles in each branch in simulations performed for the corresponding asymmetric structures.

boundaries \[57\]. Our calculations can be adapted to real labyrinthine environments by introducing node-degree distribution and closed paths.

Appendix: first-passage time calculations
To derive an expression for the first-passage time distribution, we start from the master Eqs.\[1\] and obtain a set of equations for \(P_d(z)\) at different depth levels by defining the \(z\) transform \(\mathcal{P}_n(z) = \sum_{t=0}^{\infty} P_n(t) z^t\) (with \(|z|<1\)). For example, the transformation of the last equation in the set of master Eqs.\[1\] reads \(P_d(z) = q(1-p)zP_{d-1}(z)+(1-r)zP_d(z)+1\), where the constant term results from the \(z\) transform of the delta function. The challenge is that the number of equations \(d+1\) is arbitrary. However, after some algebra, we solve this set of equations to obtain \(P_d(z)\), from which the \(z\) transform of the first-passage time distribution to reach the soma can be evaluated as \(F(z) = \sum_{t=0}^{\infty} F(t) z^t = q p z P(z)\) \[58\]. Let us define \(\lambda_\pm = \frac{1}{q p} [1+(q-1)zA(z,q,p)]\), where \(A(z,q,p) = [1+2(q-1)z+[1-2q+(1-2p)^2q^2]z^2]^{1/2}\). We derive the following exact expression for the \(z\) transform of the escape-time distribution,

\[
F(z) = \frac{2^{d+1} r A(z,q,p)}{\left(\lambda_+^d - \lambda_-^d\right) \left[r \left(1-(q-1)z\right) + p q \left(-2+2 z - r z\right)\right] + \left(\lambda_+^d + \lambda_-^d\right) r A(z,q,p)}.
\] \[8\]

Next, by inverse \(z\) transforming of \(F(z)\), one gets an explicit lengthy expression for \(F(t)\) in terms of the number of time steps \(t\). We confirmed the correctness of our calculations by comparing the analytical predictions via Eq.\[8\] to the results of extensive Monte Carlo simulations obtained from \(10^6\) realizations of the same stochastic process. The mean-first-passage time \(\langle t\rangle\) can be evaluated as \(\langle t\rangle = \sum_{t=0}^{\infty} t F(t) = \frac{d}{dz} F(z)\bigg|_{z \to 1}\).
By expanding Eq. 8 around $z=1$ up to first order terms, $F(z) \sim F(z)\left|_{z=1}^{z=1} \right. + (z-1)\frac{d}{dz}F(z)\left|_{z=1}^{z=1} \right. + O((z-1)^2)$, and defining $\gamma_\pm = \frac{1}{p}(1\pm|2p-1|)$ we arrive at the following expression for the mean escape time,

$$\langle t \rangle = 2^{d+1} \left[ \frac{(\gamma_-^d - \gamma_+^d)}{q r} \left[ 2p q + dr (1 - 2p) + 2 pr \right] + (\gamma_-^d + \gamma_+^d) dr |2p-1|^2 \right]$$

where $\Theta(x) = \{ +1 \, \text{if} \, x \geq 0 \, \text{and} \, 0 \, \text{if} \, x < 0 \}$. In the limit $d \to \infty$, $\langle t \rangle$ diverges as expected for infinite Cayley trees \cite{59} and Bethe lattices \cite{41, 50}.

**AUTHOR CONTRIBUTIONS**

Correspondence and request for materials should be addressed to M.R.S. (email: shaebani@usi.uni-sb.de). L.S. and M.R.S. designed the research. R.J. and M.R.S. performed the research. All authors contributed to the analysis and interpretation of the results. M.R.S. wrote the manuscript.

**ACKNOWLEDGEMENTS**

This work was funded by the Deutsche Forschungsgemeinschaft (DFG) through Collaborative Research Center SFB 1027 (Projects A7 and A8).

---

[1] Spruston N. 2008. Pyramidal neurons: dendritic structure and synaptic integration. Nat. Rev. Neurosci. 9:206-221; Hering H., and M. Sheng. 2001. Dendritic spines: structure, dynamics and regulation. Nat. Rev. Neurosci. 2:880-888.

[2] Waters J., A. Schaefer, and B. Sakmann. 2005. Back-propagating action potentials in neurons: measurement, mechanisms and potential functions. Prog. Biophys. Mol. Biol. 87:145-170.

[3] Tanaka J. et al. 2008. Protein synthesis and neurotrophin-dependent structural plasticity of single dendritic spines. Science. 319:1683-1687; Moczulska K. E. et al. 2013. Dynamics of dendritic spines in the mouse auditory cortex during memory formation and memory recall. Proc. Natl. Acad. Sci. USA. 110:18315-18320; Kasai H., M. Fukuda, S. Watanabe, A. Hayashi-Takagi, and J. Noguchi. 2010. Structural dynamics of dendritic spines in memory and cognition. Trends Neurosci. 33:121-129.

[4] Li L., N. Gervasi, and J.-A. Girault. 2015. Dendritic geometry shapes neuronal AMPa signalling to the nucleus. Nat. Commun. 6:6319; Zhai S., E. D. Ark, P. Parra-Bueno, and R. Yasuda. 2013. Long-distance integration of nuclear ERK signaling triggered by activation of a few dendritic spines. Science. 342:1107-1111; Cohen S., and M. E. Greenberg. 2008. Communication between the synapse and the nucleus in neuronal development, plasticity, and disease. Annu. Rev. Cell Dev. Biol. 24:183-209; Jordan B. A., and M. R. Kreutz. 2009. Nucleocytoplasmic protein shuttling: the direct route in synapse-to-nucleus signaling. Trends Neurosci. 32:392-401.

[5] Harvey C. D., and K. Svoboda. 2007. Locally dynamic synaptic learning rules in pyramidal neuron dendrites. Nature. 450:1195-1200; Murakoshi H., H. Wang, and R. Yasuda. 2011. Local, persistent activation of Rho GTPases during plasticity of single dendritic spines. Nature. 472:100-104; Harvey C. D., R. Yasuda, H. Zhong, and K. Svoboda. 2008. The spread of Ras activity triggered by activation of a single dendritic spine. Science. 321:136-140.

[6] Benavides-Piccione R., I. Fernaud-Espinoza, V. Robles, R. Yuste, and J. DeFelipe. 2013. Age-based comparison of human dendritic spine structure using complete three-dimensional reconstructions. Cereb. Cortex. 23:1798-1810.

[7] Petanjek Z. et al. 2011. Extraordinary neoteny of synaptic spines in the human prefrontal cortex. Proc. Natl. Acad. Sci. USA. 108:13281-13286.

[8] Orner D. A., C. Chen, D. E. Orner, and J. C. Brumberg. 2014. Alterations of dendritic protrusions over the first postnatal year of a mouse: an analysis in layer VI of the barrel cortex. Brain Struct. Funct. 219:1709-1720.

[9] Purpura D. P., N. Bodick, K. Suzuki, I. Rapin, and S. Wurzelmann. 1982. Microtubule disarray in cortical dendrites and neurobehavioral failure. 1. golgi and electron microscopic studies. Dev. Brain. Res. 5:287-297.

[10] Purpura D. P. 1974. Dendritic spine “dysgenesis” and mental retardation. Science. 186:1126-1128.

[11] Smith D. L., J. Pozueta, B. Gong, O. Arancio, and M. Shelanski. 2009. Reversal of long-term dendritic spine alterations in Alzheimer disease models. Proc. Natl. Acad. Sci. USA. 106:16877-16882.

[12] Tsai J., J. Grutzendler, K. Duff, and W.-B. Gan. 2004. Fibrillar amyloid deposition leads to local synaptic abnormalities and breakage of neuronal branches. Nat. Neurosci. 7:1181-1183; Spires T. L., et al. 2005. Dendritic spine abnormalities in amyloid precursor protein transgenic mice demonstrated by gene transfer and intravital multiphoton microscopy. J. Neurosci. 25:7278-7287.

[13] Tackenberg C., A. Ghorii, and R. Brandt. 2009. Thin, stubby or mushroom: spine pathology in Alzheimer’s disease. Curr. Alzheimer Res. 6:261-268.

[14] Bloodgood B. L., and B. L. Sabatini. 2005. Neuronal activity regulates diffusion across the neck of dendritic
spines. Science. 310:866-869.
[15] Tonnesen J., G. Katona, B. Rozsa, and U. V. Nagerl. 2014. Spine neck plasticity regulates compartmentalization of synapses. Nat. Neurosci. 17:678-685.
[16] Takasaki K., and B. L. Sabatini. 2014. Super-resolution 2-photon microscopy reveals that the morphology of each dendritic spine correlates with diffusive but not synaptic properties. Front. Neuroanat. 8:29.
[17] Li L., N. Gervasi, and J. A. Girault. 2015. Dendritic geometry shapes neuronal CAMP signalling to the nucleus. Nat. Commun. 6:6319.
[18] Santamaria F. et al. 2006. Anomalous Diffusion in Purkinje Cell Dendrites Caused by Spines. Neuron. 52:635-648.
[19] Kusters R. et al. 2013. Shape-induced asymmetric diffusion in dendritic spines allows efficient synaptic AMPA receptor trapping. Biophys. J. 105:2743-2750.
[20] Schuss Z., A. Singer, and D. Holcman. 2007. The narrow escape problem for diffusion in cellular microdomains. Proc. Natl. Acad. Sci. USA. 104:16098-16103.
[21] Berezhkovskii A. M., A. V. Barzykin, and V. Y. Zitserman. 2009. Escape from cavity through narrow tunnel. J. Chem. Phys. 130:245104.
[22] Dagdug L., A. M. Berezhkovskii, Y. A. Makhnovskii, and V. Y. Zitserman. 2007. Transient diffusion in a tube with dead ends. J. Chem. Phys. 127:224712.
[23] Berezhkovskii A. M., L. Dagdug, and S. M. Bezrukov. 2014. From normal to anomalous diffusion in comb-like structures in three dimensions. J. Chem. Phys. 141:054907.
[24] Mendoza V., and A. Iomin. 2013. Comb-like models for transport along spiny dendrites. Chaos Solitons Fractals. 53:46-51.
[25] Fedotov S., and V. Mendoza. 2008. Non-Markovian model for transport and reactions of particles in spiny dendrites. Phys. Rev. Lett. 101:218102.
[26] Bressloff P. C., and B. A. Earnshaw. 2007. Diffusion-trapping model of receptor trafficking in dendrites. Phys. Rev. E. 75:041915.
[27] Felici M., M. Filoche, and B. Sapoval. 2004. Renormalized random walk study of oxygen absorption in the human lung. Phys. Rev. Lett. 92:068101.
[28] Benichou O., A. M. Cazabat, A. Lemarchand, M. Moreau, and G. Oshanin. 1999. Biased diffusion in a one-dimensional adsorbed monolayer. J. Stat. Phys. 97:351-371.
[29] Weiss G. H. 2002. Some applications of persistent random walks and the telegrapher’s equation. Physica A 311:381-410.
[30] Pottier N. 1996. Analytical study of the effect of persistence on a one-dimensional biased random walk. Physica A 230:563-576.
[31] Garcia-Pelayo R. 2007. Solution of the persistent, biased random walk. Physica A 384:143-149.
[32] Masoliver J., K. Lindenberg, and G. H. Weiss. 1989. A continuous-time generalization of the persistent random walk. Physica A 157:891-898.
[33] Kantor Y., and M. Kardar. 2007. Anomalous diffusion with absorbing boundary. Phys. Rev. E 76:061121.
[34] Hafner A. E., L. Santen, H. Rieger, and M. R. Shaebani. 2016. Run-and-escape dynamics of cytoskeletal motor proteins. Sci. Rep. 6:37162; Thesevs M., J. Taktikos, V. Zaburdaev, H. Stark, and C. Beta. 2013. A bacterial swimmer with two alternating speeds of propagation. Biophys. J. 105:1915-1924; Shaebani M. R., A. E. Hafner, and L. Santen. 2017. Geometrical considerations for anomalous transport in complex neuronal dendrites. submitted; Pinkovskiy L., and N. S. Gov. 2013. Transport dynamics of molecular motors that switch between an active and inactive state. Phys. Rev. E. 88:022714.
[35] Ballesteros-Yanez I. et al. 2006. Density and morphology of dendritic spines in mouse neocortex. Neuroscience. 138:403-409.
[36] Rothnie P., D. Kabaso, P. R. Hof, B. I. Henry, and S. L. Wearne. 2006. Functionally relevant measures of spatial complexity in neuronal dendritic arbors. J. Theor. Biol. 238:505-526.
[37] Shaebani M. R., Z. Sadjadi, I. M. Sokolov, H. Rieger, and L. Santen. 2014. Anomalous diffusion of self-propelled particles in directed random environments. Phys. Rev. E. 90:030701; Sadjadi Z., M. R. Shaebani, H. Rieger, and L. Santen. 2015. Persistent-random-walk approach to anomalous transport of self-propelled particles. Phys. Rev. E. 91:062715.
[38] The effective persistency of the motion can be characterized by the turning-angle distribution $P(\theta)$ of the particle. Introducing $c=\int \theta \cos(\theta)P(\theta)$, one obtains a negative $c$ for motion in a crowded environment where the particle is frequently reflected from obstacles and experiences sharp turns (i.e. a higher chance of motion to the backward directions), while gets a positive $c$ for active motion along microtubules, where the walker continues along the previous direction of motion unless when it switches to another filament with opposite polarity. In (anti-)persistent random walks, the stochastic equations of motion are generalized by introducing the parameter $c$ to take the previous direction of motion into account.
[39] Tejedor V., O. Benichou, and R. Voituriez. 2011. Close or connected: distance and connectivity effects on transport in networks. Phys. Rev. E. 83:066102.
[40] Wu B., Y. Lin, Z. Zhang, and G. Chen. 2012. Trapping in dendrimers and regular hyperbranched polymers. J. Chem. Phys. 137:044903.
[41] Cassi D. 1990. Dynamical phase transition of biased random walks on Bethe lattices. Europhys. Lett. 13:583-586.
[42] Rapp M., I. Segev, and Y. Yarmoh. 1994. Physiology, morphology and detailed passive models of guinea-pig cerebellar Purkinje cells. J. Physiol. 474:101-118.
[43] Petersen E. E. 1958. Diffusion in a pore of varying cross section. AIChE J. 4:343-345; Berezhkovskii A. M., A. V. Barzykin, and V. Y. Zitserman. 2009. One-dimensional description of diffusion in a tube of abruptly changing diameter: boundary homogenization based approach. J. Chem. Phys. 131:224110; Kalinay P., and J. K. Percus. 2010. Mapping of diffusion in a channel with abrupt change of diameter. Phys. Rev. E. 82:031143.
[44] Berezhkovskii A. M., M. A. Pustovoit, and S. M. Bezrukov. 2007. Diffusion in a tube of varying cross section: numerical study of reduction to effective one-dimensional description. J. Chem. Phys. 126:134706.
[45] Yasuda R., and H. Murakoshi. 2011. The mechanisms underlying the spatial spreading of signaling activity. Curr. Opin. Neurobiol. 21:313-321.
[46] Chen Y., J. D. Müller, Q. Ruan, and E. Gratton. 2002. Molecular brightness characterization of EGFP in vivo by fluorescence fluctuation spectroscopy. Biophys. J. 82:133-144.
[47] Harris K. M., F. E. Jensen, and B. Tsao. 1992. Three-
dimensional structure of dendritic spines and synapses in rat hippocampus (CA1) at postnatal day 15 and adult ages: implications for the maturation of synaptic physiology and long-term potentiation. *J. Neurosci.* 12:2685-2705.

[48] Fiala J. C., J. Spacek, and K. M. Harris. 2002. Dendritic spine pathology: cause or consequence of neurological disorders? *Brain Res. Rev.* 39:29-54.

[49] Giannakopoulos P., E. Kovari, G. Gold, A. von Gunten, P. R. Hof, C. Bouras. 2009. Pathological substrates of cognitive decline in Alzheimer’s disease. *Front. Neurol. Neurosci.* 24:20-29.

[50] Roberts R. C., R. Conley, L. Kung, F. J. Peretti, and D. J. Chute. 1996. Reduced striatal spine size in schizophrenia: a postmortem ultrastructural study. *Neuroreport* 7:1214-1218.

[51] Marin-Padilla M. 1972. Structural abnormalities of the cerebral cortex in human chromosomal aberrations: a Golgi study. *Brain Res.* 44:625-629.

[52] He C. X., and C. Portera-Cailliau. 2013. The trouble with spines in fragile X syndrome: density, maturity and plasticity. *Neuroscience.* 251:120-128.

[53] Irwin S. A., B. Patel, M. Idupulapati, J. B. Harris, R. A. Crisostomo, B. F. Larsen, F. Kooy, P. J. Willems, P. Cras, P. B. Kozlowski, R. A. Swain, J. J. Weiler, and W. T. Greenough. 2001. Abnormal dendritic spine characteristics in the temporal and visual cortices of patients with fragile-X syndrome: a quantitative examination. *Am. J. Med. Genet.* 98:161-167.

[54] Wisniewski K. E., S. M. Segan, C. M. Miezejeski, E. A. Sersen, and R. D. Rudelli. 1991. The Fra(X) syndrome: neurological, electrophysiological, and neuropathological abnormalities. *Am. J. Med. Genet.* 38:476-480.

[55] Grutzendler J., K. Helmin, J. Tsai, and W.-B. Gan. 2007. Various dendritic abnormalities are associated with fibrillar amyloid deposits in Alzheimer’s disease. *Am. N. Y. Acad. Sci.* 1097:30-39.

[56] Newby J. M., and P. C. Bressloff. 2009. Directed intermittent search for a hidden target on a dendritic tree. *Phys. Rev. E.* 80:021913.

[57] Perra N., A. Baronchelli, D. Mocanu, B. Goncalves, R. Pastor-Satorras, and A. Vespignani. 2012. Random walks and search in time-varying networks. *Phys. Rev. Lett.* 109:238701; Tierno P., and M. R. Shaebani. 2016. Enhanced diffusion and anomalous transport of magnetic colloids driven above a two-state flashing potential. *Soft Matter* 12:3398-3405; Hansen A., and J. Kertesz. 2004. Phase diagram of optimal paths. *Phys. Rev. Lett.* 93:040601.

[58] Redner S. 2001. A *Guide to first-passage processes*, Cambridge University Press, New York.

[59] Hughes B. D., and M. Sahimi. 1982. Random walks on the Bethe lattice. *J. Stat. Phys.* 29:781-794; Cassi D. 1989. Random walks on Bethe lattices. *Europhys. Lett.* 9:627-631.