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Abstract. Description of fractured reservoir rock under uncertainties in a 3D model and integration with reservoir simulation is still a challenging topic. In particular, mapping the potential zones with a reservoir quality can be very useful for making decisions and support development planning. This mapping can be done through the concept of flow units. In this paper, an integrated approach including a Hierarchical Cluster Analysis (HCA), geostatistical modeling and uncertainty analysis is developed and applied to a fractured carbonate in order to integrate on numerical simulation. The workflow begins with different HCA methods, performed to well-logs in three wells, to identify flow units and rock types. Geostatistical techniques are then applied to extend the flow units, petrophysical properties and fractures into the inter-well area. Finally, uncertainty analysis is applied to combine different types of uncertainties for generating ensemble reservoir simulation models. The obtained clusters from different HCA methods are evaluated by the cophenetic coefficient, correlation coefficient, and variation coefficient, and the most appropriate clustering method is used to identify flow units for geostatistical modeling. We subsequently define uncertainties for static and dynamic properties such as permeability, porosity, net-to-gross, fracture, water-relative permeability, fluid properties, and rock compressibility. Discretized Latin Hypercube with Geostatistical (DLHG) method is applied to combine the defined uncertainties and create an ensemble of 200 simulation models which can span the uncertainty space. Eventually, a base production strategy is defined under operational conditions to check the consistency and reliability of the models created with UNISIM-II-R (reference model) as a real reservoir with known results. Results represent the compatibility of the methodology to characterize fractured reservoirs since those models are consistent with the reference model (used to generate the simulation models). The proposed workflow provides an efficient and useful means of supporting development planning under uncertainty.

1 Introduction

Modeling and simulation of fluid flow in the naturally fractured reservoir have been a significant topic in the petroleum industry. The huge potential hydrocarbon reserve in the fractured reservoir has been a major motivation to develop this field of study. Bourbiaux (2010) described the specificities of some of these well-known naturally fractured reservoirs. Hence, many efforts had been taken to represent and address some of the challenges to build geological fractured models and integrate them into the numerical simulation (Delorme et al., 2014; Lemonnier and Bourbiaux, 2010a, 2010b; Noetinger et al., 2016). A robust 3D model of a fractured reservoir is necessary for the simulation of flow behavior and prediction of production performance. In most cases, the geological zonation methods cannot provide a suitable image of heterogeneous trends of carbonate reservoirs. Thus, given the fluid production conditions, a suitable zonation is essential for a better reservoir characterization.

The flow unit conception has widely been performed in the reservoir representation and modeling. Flow units are defined as some regions in a reservoir that are horizontally continuous and homogeneous in terms of petrophysical features (Abbaszadeh et al., 1996; Enayati-Bidgoli and Rahimpour-Bonab, 2016; Hearn et al., 1984; Lopez and Aguilera, 2015). Hence, different methods have been applied to identify flow units based on different geological conditions, data limitation, and study objectives. Most researchers have applied Flow Zone Index (FZI) using petrophysical data and then classify the obtained FZI into the different groups, such as flow units (Al-ajmi et al., 2000; Aminian et al., 2003; Soto et al., 2001; Svirsky et al., 2004). Aminian et al. (2003) delivered a neural
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network technique to determine flow unit types and predict the petrophysical parameters in the reservoir. Mahjour et al. (2016), made a comparison of different methods to identify flow units in the Tabnak gas field in southern Iran. They concluded that Hierarchical Cluster Analysis (HCA) is more efficient than the other methods used for the general assessment of flow units in field scale. Their integrated model is in accordance with the well log analyses and core data results.

Flow units are also applied to divide a reservoir into different zones which are suitable for the simulation process, field development (Shan et al., 2018) and production strategies (Enayati-Bidgoli et al., 2014). A 3D flow unit modeling is generally utilized in the field exploration and development planning, ultimate oil recovery prediction, well placement optimization, and production strategies (Enayati-Bidgoli et al., 2014).

In recent years, the quantification and understanding of uncertainty types in the fractured carbonates have become increasingly important for flow unit modeling and integration with reservoir simulation. Petrophysical models are created by well-log and core data within a short interval. Lateral flow unit changes are expected among the wells, given these long inter-well distances, which present a challenge for the modeling process. Since, in petrophysical modeling, the main parameter that controls the petrophysical distributions is flow unit, these properties are expected to change along with flow units over short distances. The distribution of petrophysical parameters depends on flow units; therefore, the uncertainty of flow unit distribution will introduce additional uncertainty to these parameters. Furthermore, other types of uncertainties should be considered during fracture modeling (e.g., fracture spacing, fracture length, fracture aperture) and fluid flow modeling (e.g., relative permeability curves, rock compressibility, PVT data) to obtain a comprehensive uncertainty analysis for making better reservoir simulation models and field development decisions.

2 Objective

The purpose of this study is the representation of a fractured reservoir model, based on flow unit concept and integration with the numerical simulation to generate an ensemble of reservoir models under different types of uncertainties in an initial field management phase. In addition, differences between the created models and the UNISIM-II-R model, working as a real reservoir with known results, are highlighted in order to check the consistency and reliability of the created models for the later stages of field development.

3 Model data

UNISIM-II-R is a reference model which was constructed based on structural, facies and petrophysical model, using geological and rock/fluid data from Brazilian pre-salt reservoir data, Gha­wara field information, real carbonate reservoir (Field A) and synthetic data (Correia et al., 2015). The structural aspect, including horizons, reservoir boundary and 16 faults, was previously defined from a real carbonate reservoir. The size of each grid in the reference model is $50 \times 50 \times 1$ m. Known results from this high-resolution grid model were obtained to test and compare other methodologies.

4 Methodology

The work structure is divided into four steps: (1) zonation of the reservoir into flow units using HCA, (2) construction of a base case static model using geostatistical techniques, (3) integration of different types of uncertainties to generate ensemble reservoir simulation models using Discretized Latin Hypercube with Geostatistical (DLHG), and (4) evaluation of several objective functions based on UNISIM-II-R model to check the consistency and reliability of the created models.

4.1 Identification of flow units using HCA method

Hierarchical clustering is an approach for data classification using hierarchical dendrogram. This technique mostly helps to divide a “pile” of information into the meaningful groups based on the group’s similarity. These obtained groups are internally homogeneous and externally heterogeneous (Mahjour et al., 2016; Stinco et al., 2001). The base of clustering method is the distance between two data objects in one matrix to measure the similarity of data. There are different distance measures available in the literature (Hatampour et al., 2015; Pandit and Gupta, 2011). In this paper, the existing distance measures such as Euclidean, Manhattan, Pearson, Squared Euclidean and Squared Pearson distance are used. After the calculation of distances between different variables, grouping the elements into a hierarchical cluster tree is required. In this step, the pairs of objects are needed to be linked together using the linkage function (Hatampour et al., 2015). The obtained distance information from the previous step is used by the linkage function to determine the proximity of objects to each other. Then, the highest similarities between the data pairs are computed in order to generate and connect the larger clusters given the newly built clusters. Several linkage functions carried out for this work such as single linkage, complete linkage, average linkage, ward linkage, and median linkage.

If the scales of elements are different, the elements with the large values contribute more to the distance measure than to elements with small values. Hence, normalization is particularly significant when the elements use different scales. Suppose element A is on a scale in permeability from 0 to 5000 mD and element B is on a scale in porosity from 0 to 1. If the data is not normalized, then the cluster observations procedure places greater weight on elements A than on elements B due to the higher values of its scale, which is not the desired result. Therefore, the elements with different scales should be normalized.

Meanwhile, it is significant to know the number of clusters in advance. There have been different proposals
to obtain this goal such as rule of thumb, elbow method, information criterion approach, and cross-validation (Trupti and Makwana, 2013). Elbow method is applied to select the number of clusters in the current study. Elbow method is one of the most common methods to determine what number of clusters that is optimal. It has this name because the generated curve using this method looks like the shape of an “arm” and we always look for the “elbow” to define the acceptable number of clusters based on the sample data. The elbow criterion shows how many numbers of clusters are enough so that adding another cluster does not add enough information. In this method, there is a curve in which the x-axis is the clusters number and on the y-axis is the distortion percentage or percentage of explained variance. The percentage of explained variance is the ratio of between group variance and total variance. The group variance is accounted by the distance values (Eq. (1)). The total variance is also the sum of the variance for all groups:

$$\sigma^2 = \frac{\sum_{i=1}^{N}(X_i - \mu)^2}{N}, \quad (1)$$

where $\mu$ is the population mean, $N$ is the population size, and $X_i$ is the distance.

After selecting the right number of clusters, the cophenetic coefficient is applied to validate the precision of clusters and their linkage for dendrogram construction. In this case, the data linkage should have a close relation with their distance. In the other words, the cophenetic coefficients are applied to evaluate and investigate for the hierarchical clustering techniques with different distance and linkage functions. If the value of the cophenetic coefficient is closer to 1, it means the higher quality of the cluster. The cophenetic coefficient is defined as in equation (2) between Z and Y:

$$C = \frac{\sum_{i<j}(Y_{ij} - \bar{y})(Z_{ij} - \bar{z})}{\sqrt{\sum_{i<j}(Y_{ij} - \bar{y})^2\sum_{i<j}(Z_{ij} - \bar{z})^2}}, \quad (2)$$

where, $Y_{ij}$ the distance between “$i$” and “$j$” variables in Y, and $Z_{ij}$ the cophenetic distance between “$i$” and “$j$” variables from Z, where “$y$” and “$z$” are the average values of Y and Z, respectively.

Meanwhile, the porosity-permeability plots in the carbonate reservoirs show a large scatter and the value of the correlation coefficient between them is low. Therefore, a better porosity-permeability relationship is determined if the rocks with the same fluid flow behaviour are identified and grouped together.

Another parameter to evaluate each flow unit is the Variation Coefficient ($C_v$) in order to quantify heterogeneity, which is one of the common methods to measure the static heterogeneities as a simple statistical technique. Since permeability affects the flow and displacement far more than the other properties, the heterogeneity measures are almost just applied to permeability data (Jerry et al., 1997). Variabilities can be compared for different flow units and sampling plans can be adjusted for the present variability, where ($C_v$) is a measure of variability in proportion to the mean value. The most commonly used equation to calculate the variation coefficient is shown below, in equation (3), although numerous variations of this approach can be found in published literature:

$$C_v = \sqrt{\frac{\sigma^2}{\bar{x}}}, \quad (3)$$

where, $C_v$ is the variation coefficient, $\sqrt{\sigma^2}$ is the standard deviation and $\bar{x}$ is the permeability mean. Corbett and Jensen (1992) delivered a $C_v$ values assortment based on a lot of samples of permeability data from different types of reservoirs:

- If $C_v < 0.5$, the dataset is effectively homogeneous.
- If $0.5 < C_v < 1$, the dataset is heterogeneous.
- If $C_v > 1$, the dataset is very heterogeneous.

During hierarchical cluster clustering, the result is illustrated on a tree diagram named dendrogram in order to represent the clusters formed by grouping observations at each step and their levels of similarity. In this diagram, the vertical axis shows the level of similarity between the objects in each cluster and horizontal axis illustrates the objectives.

4.2 Construction of a 3D base case static model

Building a 3D basic reservoir model using stochastic simulation techniques is required to produce more realistic images of reservoir heterogeneity based on existing uncertainties. The structural model, property model (flow units, porosity, permeability, and NTG) and fracture network modeling are used to generate a basic 3D model of the reservoir. The basic workflow of static geological modeling is shown in Figure 1. It includes seven phases:

1. Defining wells and fault locations and applying flow units and petrophysical data in order to build structural, flow unit and petrophysical models.
2. Structural modeling based on the stratigraphic layering to get an appropriate geostatistical grid according to well-known heterogeneities.
3. Flow unit modeling using the object modeling approach for Super-K (the highest permeability flow unit) and, Sequential Indicator Simulation (SIS) algorithm for other flow units. Generally, the 3D realistic image of reservoirs can be provided by SIS method.
4. Petrophysical modeling for porosity, permeability, and NTG based on flow units, using the Sequential Gaussian Simulation (SGS) algorithm. SGS method is a kriging-based technique in which un-sampled locations are checked in a random order until all are checked (Schiozer et al., 2017).
5. Fracture modeling using Discrete Fracture Network (DFN) method. DFN modeling and conversion to effective properties for simulation process is done directly into the grids.
6. Upscaling procedure to decrease simulation time. It is required to scale the high-resolution reservoir model to the coarser resolution of the production simulation.
7. Building and validating the base case model as the first model generated, based on statistical and geological consistency.

4.3 Integrating uncertainties to generate ensemble reservoir simulation models

The methodology presented in this stage is integrating uncertainties to generate several simulation models which ensure a better prediction of the field behavior and can be applied to define strategies for the management of the field. The main idea is to use the observed data to describe the uncertainty variables and check the consistency of the created models during the initial phase of the field development. The general steps of the methodology (Fig. 2) are summarized below:

1. Characterizing the distribution, variation range and number of uncertain levels (in the case of discrete attributes) for static and dynamic parameters.
2. Integration of all types of uncertainty using a statistical approach. In this paper, DLHG method (Schiozer et al., 2017) is applied. This method is applied to generate multiple realizations for the properties which are related to the geological model. The method proposed here is not complex and only requires a few runs to show the variability of geostatistical realizations. The DLHG method was successfully applied in several cases (Almeida et al., 2014; Avansi and Schiozer, 2015; Bertolini et al., 2015; Mesquita et al., 2015).

3. Running flow simulators.
4. Prior analysis of the consistency of the models with the reference model.

This procedure is repeated until the results fulfill a user-defined criterion. For example, this criterion can be based on the dispersion of the production and pressure curves, given the history.

5 Results and discussion

The results and discussion section is related to the steps of the methodology:

1. The main input data of HCA method is Reservoir Quality Index (RQI) and normalized porosity (\( \theta \)) (Abbaszadeh et al., 1996) of three wells studied (Wildcat Well, Exploration Well1 and, Exploration Well2) from the UNISIM-II model. The variables are normalized because of their different scales. According to the elbow method, the range of cluster number which is located on the x-axis is from 1 to 433, the total amount of data. The zoomed resulted plot is represented in Figure 3.
variance at point six and therefore the number of clusters for this study is six.

The cophenetic coefficient values are calculated based on applied distance measures and linkage functions. The results show that the amount of different distance measures for each linkage function is constant. Therefore, each of the various distance measures can be applied for the clustering of data without having any effect on the performance of the methodology. Furthermore, the amount of the cophenetic coefficients for the average linkage, complete linkage, median linkage, single linkage, and ward linkage are 0.87, 0.87, 0.80, 0.83, and 0.89 respectively. Hence, the obtained value of the cophenetic coefficient from ward linkage function method is more than the other applied functions, and it is the most appropriate linkage to cluster the corresponding data (cophenetic coefficient: 89%). Euclidean distance measure and ward linkage are used to identify the flow units and generate geostatistical models in this study. Moreover, the porosity-permeability correlation coefficients for all clusters abstained from Euclidean distance and Ward linkage are averagely high (Fig. 4) that means these methods are significantly useful for the zonation of reservoirs into the flow units with the high correlation coefficients between porosity and permeability data. As the last step of flow units evaluation, permeability data from three wells are used to quantify the heterogeneity measures. According to Table 1, the variation coefficient is used to show the value of heterogeneity in each flow unit and the total data. The permeability of entire data is clearly more heterogeneous ($C_v = 3.38$) than the permeability data for each flow unit. This reflects that cluster analysis is a useful approach to simplify the reservoir heterogeneity into the homogeneous groups of flow units.

In the next step, the dendrogram is created using ward linkage and Euclidean distance, based on the obtain number of clusters from elbow method. The diagram is illustrated in Figure 5 using a statistical software.

According to UNISIM-II benchmark model, there is a non-reservoir zone as a segregated unit and it must be added to the six obtained flow units from cluster analysis to build a 3D base case flow unit model. The porosity and permeability of non-reservoir zone are zero (totally seven units). Collected data in this work for building a 3D base case static model includes well and fault locations, wells path and top, petrophysical property and flow unit types. The structural model used to build a base case model has the same model of UNISIM-II-R (Correia et al., 2015), but the geostatistical modeling is limited to well log information from three wells (Wildcat Well, Exploration Well1, and Exploration Well2).

Petrophysical parameters are in the form of logging data in the well trajectory. The data must be scaled up and averaged in the cell size defined in the reservoir before 3D modeling. It provides a value for different data for each cell. There are several methods to define the average of petrophysical parameters. Usually, the arithmetic averaging method is the best one due to static nature of porosity and fracture intensity, and geometric averaging method is suitable for permeability data. For discrete well logs (e.g., facies or flow units), the average method “Most of” is recommended. Figure 6 shows upscaling well log for porosity data.

To create a realistic distribution of flow units in the outcrop geostatistical model, the 3D grids are filled with the flow unit data from the measured parts. The obtained models have been shown by a vertical flow units proportion curve (Fig. 7). The main controls to generate the outcrop flow unit model are the semi-variograms based on the outcrop stratigraphic sections. Index semi-variograms are built in several directions to identify the orientation with the best spatial continuity. There is a strong linkage between the diversity of semi-variograms and geological attributes such as the vertical layering of the outcrop, changes of lateral flow unit, and topographical results. The NW-SE direction is the most appropriate continuity of flow units and is defined as the major axis for the semi-variogram. The NE-SW direction, which has less continuity, is defined as the minor direction (Fig. 8). Table 2 describes the anisotropy range of the matrix system. The anisotropy range is applied to each flow unit distribution. The range is the maximum distance (meters) where sample values are related to each other. A smaller value shows a higher anisotropy.
For the base case flow unit modeling, SIS algorithm with the vertical trend is done for all flow units, except flow unit 7 (Super-K) (Fig. 9). Super-K flow unit is randomly generated by the objects modeling method (Fig. 10). Super-K modeling is performed separately from the other flow units because of its post-depositional genesis, related to diagenetic events. Given their random distribution, Super-K features are not fully conjunct. The aim is that background matrix and fractures support the connection between these properties, as in the Ghawar Field. Flow unit modeling must preserve all geological information of the reservoir, containing body form, dimensions, and spatial trends. Thus, a histogram analysis is performed to check the quality of the results during the flow unit modeling procedure.

Figure 11 illustrates a comparison of well logs, regularized well logs (upscaled) and flow units distribution in the entire reservoir. Based on this statistical analysis, it is clear that the flow unit modeling is well done, and well logs, regularized well logs and flow units distribution in the whole reservoir are almost matched. For more realistic reservoir modeling, it is required to link simulated flow units and petrophysical parameters, such as porosity and permeability, according to flow units distribution for constraining the simulations in the inter-well areas.

Under the control by the structural and flow unit models, petrophysical models are built for reservoir parameters, including porosity, permeability, and NTG. A 3D stochastic modeling SGS, is done to perform the petrophysical modeling combining well data, anisotropy range (Table 2) and 3D flow unit model to control the porosity and permeability distribution. For base case porosity and permeability modeling, we apply a normal distribution and lognormal distribution respectively. The permeability data is stochastically modeled as a function of porosity using the collocated co-kriging method. Interval flow unit cut-off is applied to calculate NTG of each zone within the model. The flow unit types are associated with porosity and this is the criteria used to set up reservoir NTG. NTG property is defined as 1 for all permeable flow units, and 0 for flow unit 6 or non-reservoir zone. The base case porosity modeling is illustrated in Figure 12. Figures 13 and 14 represent the horizontal permeability for matrix system and NTG model, respectively.

After petrophysical modeling, it is necessary to check the quality of the modeling results. Therefore, the histogram of porosity and horizontal permeability for well logs, the upscaled well logs and the modeled porosity-permeability distribution in the whole reservoir are made, as it can be seen in Figures 15 and 16.

Generally, there is minimal qualitative difference between the upscaled cells and the modeled property. However, it is important to consider a quantitative analysis to complete the other. In brief, the petrophysical modeling of porosity and permeability are performed in a satisfactory manner, preserving almost the same distribution pattern from the upscaled well logs.

A precise description of the fractured network is significant to understand and predict the flow responses of the reservoir (Verscheure et al., 2012). To apply fracture modeling, DFN based on their intensity, orientation, length, transmissibility, and aperture, is done to the fine grid model (Correia et al., 2014). For DFN modeling, the intensity of fractures is inversely proportional to faults distance. Figures 17 and 18 represent the faults distance and intensity distribution, respectively, for the base case model.

A fractured network can be divided into several sets having their specific features. Figure 19 shows the DFN for two sets of fractures. Table 3 displays the DFN statistic

| Flow units | Total count | Average porosity (v/v) | Average permeability (mD) | RQI (µm) | $R^2 (K \text{ vs. } \Omega)$ | Variation coefficient of permeability data |
|------------|-------------|------------------------|--------------------------|-----------|---------------------------|----------------------------------|
| 1          | 69          | 0.20                   | 223.2                    | 1.0401    | 0.88                       | 0.3434                           |
| 2          | 10          | 0.24                   | 481.1                    | 1.3663    | 0.88                       | 0.2532                           |
| 3          | 88          | 0.15                   | 50.3                     | 0.54719   | 0.91                       | 0.4567                           |
| 4          | 88          | 0.13                   | 22.3                     | 0.39894   | 0.82                       | 0.4872                           |
| 5          | 162         | 0.20                   | 142.0                    | 0.8191    | 0.84                       | 0.3975                           |
| 6          | 16          | 0.23                   | 6326.2                   | 5.2181    | 0.74                       | 0.077                            |
| Total data | 433         |                        |                         |           |                           | 3.38                             |

Fig. 5. Dendrogram with six clusters for the data of three studied wells in UNISIM-II model.
characterization. Rose diagram is a good method to represent the relative statistical prevalence of diverse directional trends, such as strike direction of fractures (Fig. 20). Histogram plot is another way to illustrate the relative prevalence of the trends (Fig. 21).

Due to the high number of simulation runs generated during the reservoir management, it is necessary to perform an upscaling procedure to decrease computational efforts.

![Fig. 6. Upscaling well log for porosity data.](image1)

![Fig. 7. Two-dimensional vertical flow units proportion curve built from stratigraphic sections data. 2D curve is used to show the flow units distribution in the 3D flow unit modeling.](image2)

![Fig. 8. Semi-variogram map for the 3D flow unit model. The less variance contour represents the direction of high degree of continuity of flow units, NW-SE direction.](image3)
The cell scale of the simulation model must preserve representative simulation behavior. In this study, we assume that a grid cell size is $100 \times 100 \times 8$ m. Porosity is upscaled using the arithmetic average weighted by NTG. Figure 22 represents the upscaled porosity map for the base case model. Flow-based upscaling method is applied for upscaling permeability to preserve Super-K flow features and generate three effective permeabilities in all directions ($i$, $j$ and $k$). Figure 23 shows the result of the upscaling procedure of permeability in $K_i$ direction for the base case model. NTG is upscaled using the arithmetic averaging method (Fig. 24). In order to upscale the fracture properties, it is required to convert the DFN into equivalent effective properties for the simulation process (Bourbiaux et al., 1998). One of the fastest methods to generate these equivalent fracture properties is Oda’s solution (Oda, 1985). The advantage of Oda’s solution is that it can be calculated without any simulation process, resulting in fast processing time. Figures 25 and 26 represent the fracture spacing and fracture permeability as equivalent parameters after the upscaling procedure of DFN.

After upscaling process, it is required to check the consistency and quality of the base case results. One of
the ways to check the quality of results is with volume calculations. Volume-based calculations are used as part of our upscaling quality control to see if there are any differences between the values calculated on the fine grid and those calculated on the coarse grid. Any grid structure differences indicate issues with the definition and distribution of the
property values in the fine grid models, in the coarse grid models, or both. The parameters which should be calculated for fine and coarse models are bulk volume, net bulk volume and pore volume. The bulk volume is derived from the grid structure. It is the first parameter to check because any issues with it have a direct relation to the accuracy of assigned properties. All issues need to be checked and corrected, for example, boundaries and vertical intervals are

Table 3. DFN statistical characterization.

| Fracture set | Aperture (m) | Orientation/dip | Length (m) |
|--------------|--------------|-----------------|------------|
|              | (Mean, Std. Dev.) | (Mean, Std. Dev.) |            |
| 1            | (0.0005,0.0003) | (80/160)        | (150,50)   |
| 2            | (0.0005,0.0003) | (80/80)         | (150,50)   |

Fig. 19. Base case DFN model.

Fig. 20. Rose diagram of strike direction of fractures (base case).

Fig. 21. Histogram of dip azimuth discrete fractures (base case).

Fig. 22. Base case porosity distribution after the upscaling procedure.

Fig. 23. Base case permeability-I distribution after the upscaling procedure.
required to be the same in both grids. Due to corrections of specific issues with the grid structure, some issues with the net bulk volume indicate that upscaling the NTG has gone wrong. So, it is necessary to check the methods that were

**Table 4.** Volume-based calculations of fine and coarse models.

| Model         | Bulk volume [x10^6 m^3] | Net volume [x10^6 m^3] | Pore volume [x10^6 m^3] |
|---------------|--------------------------|------------------------|-------------------------|
| Fine grid model | 4067                     | 2261                   | 430                     |
| Coarse grid model | 4074                     | 2261                   | 430                     |

**Table 5.** Uncertainty properties for reservoir simulation.

| Static properties | Dynamic properties |
|-------------------|--------------------|
| Matrix porosity (poro) | Water Relative Permeability (Krw) |
| Fracture porosity (porofrac) | Volume and Temperature Dependencies (PVT) |
| Matrix permeability (kx, ky, kz) | Rock Compressibility (Cpor) |
| Fracture permeability (kfx, kfy, kfz) | |
| Fracture spacing (sigmax; sigmay; sigmaz) | |
| Net To Gross (NTG) | |
| Rock type (flow units) | |
| Horizontal and vertical permeability multiplier | |
| Porosity multiplayer | |

**Fig. 24.** Base case NTG distribution after the upscaling procedure.

**Fig. 25.** Fracture spacing in i direction for the base case model.

**Fig. 26.** Fracture permeability in i direction for the base case model.

**Fig. 27.** Six levels of water relative permeability for flow unit 7 (Super-K).

**Fig. 28.** Ten levels of water relative permeability for flow units except flow unit 7 (Super-K).
Table 6. Uncertainty attribute of geological model.

| Property          | Attribute                        | Probability distribution | Geostatistical technique                  |
|-------------------|----------------------------------|--------------------------|-------------------------------------------|
| Horizons          | Height                           | Normal                   | Minimum curvature                         |
| Flow units        | Stochastic seed                  | SEED variable            | Sequential Indicator Simulation (SIS)      |
|                   | Spatial variability              | Normal                   |                                           |
| Flow unit 7 (Super-K) | Stochastic seed                  | Normal                   | Object modeling                           |
|                   | Height                           | SEED variable            |                                           |
| Porosity          | Stochastic seed                  | SEED variable            | Sequential Gaussian Simulation (SGS)      |
|                   | Average                          | Normal                   |                                           |
|                   | Spatial variability              | Normal                   |                                           |
| Permeability      | Stochastic seed                  | SEED variable            |                                           |
|                   | Correlation factor with porosity | Lognormal                |                                           |
|                   | Average                          | Lognormal                |                                           |
| Discrete fractures| Aperture                         | Lognormal                | Stochastic                                |
|                   | Intensity                        | Normal                   |                                           |
|                   | Length                           | Normal                   |                                           |
|                   | Azimuth                          | Normal                   |                                           |
|                   | Dip                              | Normal                   |                                           |

Table 7. Detailed descriptions of statistical values applied for geological parameters.

| Uncertainty attribute                      | Distribution | Mean  | Std  |
|--------------------------------------------|--------------|-------|------|
| Horizons height                            | Normal       | –     | 10   |
| FU1 fraction (%)                           | Normal       | 14.93 | 5    |
| FU2 fraction (%)                           | Normal       | 2.19  | 5    |
| FU3 fraction (%)                           | Normal       | 18.35 | 5    |
| FU4 fraction (%)                           | Normal       | 17.56 | 5    |
| FU5 fraction (%)                           | Normal       | 33.23 | 5    |
| FU6 fraction (NR) (%)                      | Normal       | 10.42 | 5    |
| FU7 fraction (SK) (%)                      | Normal       | 3.12  | 2    |
| Flow units anisotropy range for x axis (all FUs) | Normal       | 1500  | 300  |
| Flow units anisotropy range for y axis (all FUs) | Normal       | 1000  | 300  |
| Petrophysical anisotropy range for x axis (all FUs) | Normal       | 1000  | 300  |
| Petrophysical anisotropy range for y axis (all FUs) | Normal       | 500   | 200  |
| Fracture intensity anisotropy range for x axis | Normal       | 1000  | 300  |
| Fracture intensity anisotropy range for y axis | Normal       | 1000  | 300  |
| Fracture intensity mean                     | Normal       | 0.005 | 0.003|
| Fracture int-fault distance correlation coeff. (m) | Normal       | -0.55 | 0.3  |
| FU7 (Super-K length (m))                   | Normal       | 1000  | 200  |
| Porosity mean (FU1)                        | Normal       | 0.19  | 0.05 |
| Porosity mean (FU2)                        | Normal       | 0.24  | 0.05 |
| Porosity mean (FU3)                        | Normal       | 0.15  | 0.05 |
| Porosity mean (FU4)                        | Normal       | 0.13  | 0.05 |
| Porosity mean (FU5)                        | Normal       | 0.20  | 0.05 |
| Porosity mean (FU7)                        | Normal       | 0.22  | 0.05 |
| Por-Perm correlation coeff. (FU1)          | Normal       | 0.8   | 0.2  |
| Por-Perm correlation coeff. (FU2)          | Normal       | 0.8   | 0.2  |

Continued on next page
applied to create the NTG. Checking the pore volume highlights any issues with the porosity and the same checks must be performed for NTG. Table 4 represents the values of bulk volume, net bulk volume and pore volume after applying cut off procedures for NTG. The results show that the fine and coarse models are consistent, and the base case model is suitable for uncertainty analysis and generating multiple images.

3. This part describes the uncertainties for static and dynamic attributes, during the initial phase of the field development. Table 5 represents the input uncertainty properties for reservoir simulation data, considering the static and dynamic uncertainties.

Flow units and petrophysical properties are generated using a random seed during the modeling procedure. Flow units are applied as rock types for reservoir simulation and are the background for the generation of petrophysical properties (porosity, permeability, and NTG). Flow unit 7 (Super-K) is a type of flow units which is separated as a different property, given its impact on fluid flow and its different modeling approach. Different level of water-relative permeability curves for Super-K and other flow units are generated, and are included in uncertainty models (Figs. 27 and 28). Discrete fractures are transformed into static properties (fracture spacing, fracture porosity, and permeability) after the upscaling process. PVT tables are added to show the uncertainty for oil density and gas in solution. Uncertainty in rock compressibility is identified during the initial development planning as well, and finally, different levels of absolute permeability in horizontal ($KxKy$) and vertical ($Kz$) axis, and Porosity Multipliers (POR) are considered as uncertainty attributes.

Tables 6 and 7 show uncertainty variables from geological attributes, and statistical values applied for geologic parameters, respectively. The mean value is used considering the information from well logs. The standard deviation for the mean value at an initial stage of field development must be the highest value to cover all possible scenarios for a later history matching process.

Considering the geologic uncertainties mentioned above, 200 images of petrophysical characteristics (matrix and fracture porosities, matrix and fracture permeabilities, fracture spacing, NTG, thickness ratio and rock type/flow unit)

---

**Table 7. (Continued).**

| Uncertainty attribute                  | Distribution | Mean  | Std  |
|---------------------------------------|--------------|-------|------|
| Por-Perm correlation coeff. ($FU3$)   | Normal       | 0.8   | 0.2  |
| Por-Perm correlation coeff. ($FU4$)   | Normal       | 0.8   | 0.2  |
| Por-Perm correlation coeff. ($FU5$)   | Normal       | 0.8   | 0.2  |
| Por-Perm correlation coeff. ($FU7$)   | Normal       | 0.8   | 0.2  |
| Permeability mean ($FU1$) (mD)        | Lognormal    | 222.73| 77.72|
| Permeability mean ($FU2$) (mD)        | Lognormal    | 480.55| 129.18|
| Permeability mean ($FU3$) (mD)        | Lognormal    | 49.85 | 22.47|
| Permeability mean ($FU4$) (mD)        | Lognormal    | 22.56 | 9.97 |
| Permeability mean ($FU5$) (mD)        | Lognormal    | 142.34| 57.64|
| Permeability mean ($FU7$) (mD)        | Lognormal    | 6325.92| 489.91|
| Fracture aperture mean (m)            | Lognormal    | 0.0005| 0.0003|
| Fracture length mean (m)              | Normal       | 150   | 100  |
| Fracture dip                          | Normal       | 80    | 10   |
| Fracture azimuth (set1)               | Normal       | 160   | 20   |
| Fracture azimuth (set2)               | Normal       | 80    | 20   |

---

**Table 8. Uncertainty levels of static and dynamic properties.**

| Properties                                      | Levels                     |
|------------------------------------------------|----------------------------|
| Geological properties                           | 200 images                 |
| $Krw$ for flow unit 7 (SK), unit less           | 6 levels                   |
| $Krw$ for other flow units, unit less           | 10 levels                  |
| PVT                                            | 3 levels                   |
| $Cpor$, ($106$ kgf/cm$^2$)$^{-1}$              | 3 levels                   |
| $Kz$ multiplier, unit less                      | 20 levels [0.2, 10]        |
| $KzKy$ multiplier, unit less                    | 20 levels [0.2, 10]        |
| POR multiplier, unit less                       | 10 levels [0.9, 1.1]       |

![PROD_T - bottomhole pressure [Wildcat]](image)

Fig. 29. Wildcat Well Bottom-Hole Pressure (BHP).
are generated. Table 8 describes the uncertainty data and scenarios used to construct the simulation models. The probability of occurrence for each uncertainty level is equiprobable.

The next step consists of combining the defined uncertainties, using DLHG method. The simulation models are generated in a process of reservoir studies in an initial field development under uncertainties, including 1.5 years of production data, and based on the well log information of three wells, (two Exploration Wells and one Wildcat). The exploration wells are applied only to geostatistical targets. In order to check the consistency of the created models with UNISIM-II-R, the Wildcat Well is applied under operational conditions with a minimum Bottom-Hole Pressure (BHP) of 250 kgf/cm² and a maximum of Surface Gas Production (SGP) of 50,000 kgf/cm². Several objective functions are investigated based on the UNISIM-II-R model to validate the results. Figures 29–32 represent the BHP, oil rate (Qo), gas rate (Qg) and water rate (Qw) of Wildcat Well, respectively, for the history data and 200 models. These results represent the history data of UNISIM-II-R model for Wildcat Well during 1.5 years of production, and well-located among the models in the curves. Next, Tables 9 and 10 give the statistical parameters of OIP and WIP for the simulation models, respectively. Given the reservoir simulation results, the constructed models are instrumental and validated. We stress that such uncertainty analysis for flow unit types can be a valuable study for the later stages of field development and history matching procedures becoming, in turn, a matter that will be considered in a forthcoming paper. It is expected that the integration of HCA with geostatistical simulation and uncertainty analysis improves the accuracy of future reservoir models.

### 6 Conclusion

The main contribution of this work is to build an integrated workflow for a fractured reservoir model to generate an ensemble of simulation models based on flow unit concept which can span the uncertainty space. The workflow includes applying HCA method to identify flow units, geostatistical methods to extend the flow units and petrophysical properties within the inter-well area, and uncertainty analysis to integrate dynamic and static uncertainties for generating ensemble reservoir simulation models. The outcome from the HCA method, six flow units and non-reservoir zone (totally seven units) are identified using well log data. The abstained flow units are evaluated by the cophenetic coefficient, correlation coefficient, and variation coefficient. According to the cophenetic coefficients of

| Oil in place [m³] | Oil in place [m³] | Oil in place [m³] | Oil in place [m³] |
|------------------|------------------|------------------|------------------|
| (Max)            | (Min)            | (Mean)           | (Std)            |
| 200              | 2.91E8           | 1.71E8           | 2.22E8           | 2.75E7           |

| Water in place [m³] | Water in place [m³] | Water in place [m³] | Water in place [m³] |
|---------------------|---------------------|---------------------|---------------------|
| (Max)               | (Min)               | (Mean)              | (Std)               |
| 200                 | 9.33E7              | 4.91E7              | 7.06E7              | 7E6               |

![Fig. 30. Wildcat oil production rate (Qo).](image)

![Fig. 31. Wildcat gas production rate (Qg).](image)

![Fig. 32. Wildcat water production rate (Qw).](image)
different distance and linkage functions, the distance function doesn’t have any role on the performance of cluster analysis, and Ward linkage method is the most appropriate linkage compared with other applied linkage methods in this case study. High correlation coefficients between porosity and permeability data (averagely above 85%) also confirm this assertion. Furthermore, based on the variation coefficient, hierarchical clustering is a useful approach to simplify the characterization of reservoir heterogeneity into the homogeneous flow units. SIS algorithm with the vertical trend is then applied for all flow units except Super-K (high permeable zone). Super-K flow unit is randomly generated by the object modeling method because of its post-depositional genesis related to diagenetic events. SGS is done to perform the petrophysical modeling combining well data, anisotropy range and 3D flow unit model to control the porosity, permeability and NTG distribution. To apply fracture modeling, DFN is done to fine grid model, based on the intensity of fractures and faults distance. Given the number of grids in the fine grid models and long simulation time for each model, upscaling process is required to decrease in computational time and process. In order to check the consistency between fine and upscaled models, bulk volume, net bulk volume and pore volume for both models are compared. For generating an ensemble of 200 simulation models, dynamic and static uncertainties which are defined in uncertainty analysis process are combined using DLHG method. The results represent the importance of robust reservoir characterization and integration with reservoir simulation, especially in an initial stage of a field management plan where a small amount of data is available. As a validation of the methodology, a base production strategy is defined to check the reliability of the created models with a reference model working with a real reservoir with known results. The models based on the workflow reveal sufficient consistency with the reference model under operational conditions and these are useful for the subsequent stages of field development.

Acknowledgments. The authors are grateful to the Center of Petroleum Studies (Cepetro-Unicamp/Brazil), PETROBRAS S/A, UNISIM, ANP, Petroleum Engineering Department (DEP-FEM-Unicamp/Brazil) and Energy Simulation for their support of this work. The authors are also grateful to Schlumberger Information Solution for the use of Petrel® and to Computing Modeling Group for the use of Builder CMG®.

References

Abbaszadeh M., Fujii H., Fujimoto F. (1996) Permeability prediction by hydraulic flow units-theory and applications, SPE Form. Eval. 11, 263–271.
Al-ajmi F.A., Aramco S., Holditch S.A. (2000) Permeability estimation using hydraulic flow units in a central Arabia reservoir, SPE Annual Technical Conference and Exhibition held in Dallas, Texas, 1–4 October.
Almeida F.R., Davolio A.D., Schiozer D.J. (2014) A new approach to perform a probabilistic and multi-objective history, SPE Annual Technical Conference and Exhibition held in Amsterdam, The Netherlands, 27–29 October.
Aminian K., Ameri S., Oyerokun A., Thomas B. (2003) Prediction of flow units and permeability using artificial neural networks, SPE Western Regional/AAPG Pacific Section Joint Meeting held in Long Beach, California, USA., 19–24 May.
Avansi G.D., Schiozer D.J. (2015) A new approach to history matching using reservoir characterization and reservoir simulation integrated studies, Offshore Technology Conference held in Houston, Texas, 4–7 May.
Bertolini A.C., Maschio C., Schiozer D.J. (2015) A methodology to evaluate and reduce reservoir uncertainties, J. Pet. Sci. Eng. 128, 1–14. DOI: 10.1016/j.petrol.2015.02.003.
Bourbiaux B. (2010) Fractured reservoir simulation: A challenging and rewarding issue, Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles 65, 2, 227–238. DOI: 10.2516/ogst:2009063.
Bourbiaux B., Cacas M.C., Sarda S., Sabathier J.C. (1998) A rapid and efficient methodology to convert fractured reservoir images into a dual-porosity model, Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles 53, 6, 785–799. DOI: 10.2516/ogst:1998009.
Corbett P.W.M., Jensen J.L. (1992) Estimating the mean permeability: how many measurements do you need? First Break 10, 3, 89–94. DOI: 10.3997/1365-2397.1992006.
Correia M.G., Hofendorff J., Gaspar A.T.F.S., Schiozer D.J. (2015) UNISIM-II-D: Benchmark case proposal based on a carbonate reservoir, SPE Latin American and Caribbean Petroleum Engineering Conference held in Quito, Ecuador, 18–20 November.
Correia M.G., Maschio C., Schiozer D.J. (2014) Upscaling approach for meso-scale heterogeneities in naturally fractured carbonate reservoirs, J. Pet. Sci. Eng. 15, 90–101. DOI: 10.1016/j.petrol.2014.01.008.
Delorme M., Oliveira Mota R., Khvokenkova N., Fourno A., Nöstinger B. (2014) A Methodology to characterize fractured reservoirs by statistical geological analysis and production: A real field case study, Geol. Soc. London Spec. Publ. 374, 1, 273–288. DOI: 10.1037/h0042162.
Enayati-Bidgoli A.H., Rahimpour-Bonab H. (2016) A geological based reservoir zonation scheme in a sequence stratigraphic framework: A case study from the Permo-Triassic gas reservoirs, Offshore Iran, Mar. Pet. Geol. 73, 36–58. DOI: 10.1016/j.marpetgeo.2016.02.016.
Enayati-Bidgoli A., Rahimpour-Bonab H., Mehrabi H. (2014) Flow unit characterization in the Permian-Triassic carbonate reservoir succession at South Pars Garfield, Offshore Iran, J. Pet. Geol. 37, 205–230. DOI: 10.1111/jpge.12580.
Hatampour A., Schaffie M., Jafari S. (2015) Hydraulic flow units, depositional facies and pore type of Kangan and Dalan formations, South Pars Gas Field, Iran, J. Nat. Gas Sci. Eng. 23, 171–183. DOI: 10.1016/j.ngse.2015.01.036.
Hearn C.L., Tye R.S., Ranganathan V. (1984) Geological factors influencing reservoir performance of the Hartzog Draw field, Wyoming, J. Pet. Technol. 36, 1335–1344. DOI: 10.2118/12016-PA.
Jerri J.L., Luke L.W., Corbett P.W.M., Goggin D.J. (1997) Statistics for Petroleum Engineers and Geoscientists, Prentice Hall, New Jersey.
Lemonnier P., Bourbiaux B. (2010a) Simulation of naturally fractured reservoirs. State of the art – Part 1 – Physical mechanisms and simulator formulation, Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles 65, 2, 239–262. DOI: 10.2516/ogst:2009066.
Lemonnier P., Bourbiaux B. (2010b) Simulation of naturally fractured reservoirs. State of the art – Part 2 – Matrix-fracture
transfers and typical features of numerical studies, *Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles* 65, 2, 263–286. DOI: 10.2516/ogst/2009067.

Lopez B., Aguilera R. (2015) Flow units in shale condensate reservoirs process speed and flow units, *SPE Unconventional Resources Technology Conference* held in San Antonio, Texas, USA, 20–22 July.

Mahjour S.K., Al-Askari M.K.G., Masihi M. (2016) Identification of flow units using methods of Testerman Statistical Zonation, Flow Zone Index, and Cluster Analysis in Tabnak Gas Field, *J. Pet. Explor. Prod. Tech.* 6, 577–592. DOI: 10.1007/s13202-015-0224-4.

Mesquita F.B., Davolio A., Schiozer D.J. (2015) A systematic approach to uncertainty reduction with a probabilistic and multi-objective history matching, *EUROPEC 2015* held in Madrid, Spain, 1–4 June.

Noetinger B., Roubinet D., Russian A., Le Borgne T., Delay F., Dentz M., Gouze P. (2016) Random walk methods for modeling hydrodynamic transport in porous and fractured media from pore to reservoir scale, *Trans. Porous Media.* 115, 2, 345–385. DOI: 10.1007/s11242-016-0693-z.

Oda M. (1985) Permeability tensor for discontinuous rock mass, *Geotechnique* 35, 4, 483–495. DOI: 10.1680/geot.1985.35.4.483.

Pandit S., Gupta S. (2011) A comparative study on distance measuring approaches for clustering, *Int. J. Res. Comp. Sci. Manag. Stud.* 1, 6, 90–95. DOI: 10.7815/ijores.21.2011.011.

Schiozer D.J., Avansi G.D., Santos S. (2017) Risk quantification combining geostatistical realizations and discretized latin hypercube, *J. Braz. Soc. Mech. Sci. Eng.* 39, 2, 575–587. DOI: 10.1007/s40430-016-0576-9.

Shan L., Cao L., Guo B. (2018) Identification of flow units using the joint of WT and LSSVM based on FZI in a heterogeneous carbonate reservoir, *J. Pet. Sci. Eng.* 161, 219–230. DOI: 10.1016/j.petrol.2017.11.015.

Soto R.B., Garcia J.C., Torres F., Perez G.S. (2001) Permeability prediction using hydraulic flow units and hybrid soft computing systems, *SPE Annual Technical Conference and Exhibition*, New Orleans, 30 September–3 October. DOI: 10.2118/71455-MS.

Stinco L., Elphick R., Moore W. (2001) Electrofacies and production prediction index determination in El Tordillo Field, San Jorge Basin, Argentina, *42nd Society of Professional Well Log Analyst Annual Symposium*, Houston.

Svirsky D., Ryazanov A., Pankov M. (2004) Hydraulic flow units resolve reservoir description challenges in a Siberian Oil Field, *SPE Asia Pacific Conference on Integrated Modelling for Asset Management* held in Kuala Lumpur, Malaysia, 29–30 March. DOI: 10.2523/87056-MS.

Trupti M.K., Makwana P.R. (2013) Review on determining the number of cluster in K-means clustering, *Int. J. Adv. Res. Comp. Sci. Manag. Stud.* 1, 6, 90–95.

Verscheure M., Fourno A., Chiles J.-P. (2012) Joint inversion of fracture model properties for CO2 storage monitoring or oil recovery history matching, *Oil Gas Sci. Technol. - Rev. IFP Energies nouvelles* 67, 2, 221–235. DOI: 10.2516/ogst/2011176.