Application of the WNN-Based SCG Optimization Algorithm for Predicting Soft Soil Foundation Engineering Settlement
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1. Introduction

Prediction of soft soil settlement has always been one of the technical problems in soft soil engineering. As there are many factors affecting the settlement of soft foundations, how to predict the settlement of soft foundations correctly becomes a common problem for researchers in design and construction. To improve the accuracy, calculation and prediction based on measured data are a general method in engineering at present [1]. Commonly used deformation prediction methods based on measured data include statistical analysis, time series analysis, grey system theory, Kalman filter, and neural networks, but these have their limitations [2, 3]. Optimizing the model and improving the prediction accuracy are an important content of the deformation prediction model. According to the actual application research, a single theory or model is difficult to accurately predict the magnitude of deformation. The close combination and comprehensive comparison of multiple theoretical models is an effective way to study the prediction of deformation [3, 4]. By integrating the advantages of wavelet analysis with artificial neural networks, the wavelet neural network (WNN) has been swiftly established and has played a key role in deformation monitoring. On the other hand, as the economy has grown, communities have seen an increase in the number of high-rise structures. The settling of the building foundation must be checked and anticipated to assure its safety during the construction and operation phases. However, due to the difficulty of physical circumstances and the ambiguity of the causes driving settlement, using traditional certainty concepts to forecast settlement is extremely challenging. Although the inclusion of WNN simplifies the problem, it has several drawbacks in its current form.

The wavelet neural network (WNN) is a new exploration under this guiding ideology, which combines wavelet analysis and neural network successfully and thus provides a
scientific theoretical basis and analysis tool for modern forecasting [5, 6]. There are many forms of WNN. Compact wavelet neural networks that use wavelet functions to replace the hidden layer functions of conventional neural networks seem common, but they display convergence to local minima, low speed, and poor approximation performance frequently, and some other shortcomings as well [6–9]. Accordingly, the present study proposes an optimized WNN built on the scaled conjugate gradient algorithm (SCG). Within the study, the settlement data of metro tunnels, highway soft foundations and roads, and high-rise buildings are taken as soft foundation engineering examples. Three neural networks, BP neural network, the traditional WNN based on backpropagation (BP algorithm), and WNN based on SCG algorithm, are compared and analyzed comprehensively. This article designed an optimization of WNN built on the SCG method to predict soft soil foundation engineering settlement under the complex geology settings to overcome issues mentioned above. The results show that the optimization model achieves a better performance and is more suitable than the other two networks for soft soil foundation engineering settlement prediction.

The following are the offerings of this research work:

1. We investigate the soft soil foundation engineering settlement prediction and wavelet neural network. We explain the methodology that we have adopted during our proposed work and perform experiment for our three techniques, i.e., BP Neural Network, WNN-based BP Algorithm, and Improved Wavelet Neural Network.

2. We compare the prediction accuracy obtained during the three techniques mentioned above.

3. Our proposed work improves the stability and convergence accuracy of WNN. Hence, the initial parameter setting method can be linked with wavelet type, wavelet time-frequency parameters, and learning samples.

4. From our proposed scheme, we concluded that SCG algorithm combined with the autocorrelation correction can determine the number of hidden layer nodes. Thus, an improved WNN can be derived successfully.

The rest of the research work consists of the following: Section 2 explains the related work, Section 3 illustrates material and methodology used during our proposed work, Section 4 deliberates our experimental work that we have performed during our work, and finally, the paper is concluded in Section 5.

2. Related Work

Soft soil is found all around the world. Its unique characteristics, i.e., high void ratio, high water content, high compressibility, low shear strength, low permeability, and unique structural characteristics, necessitate particular consideration in the study, construction, and maintenance of geotechnical structures built on them. Large-scale construction of high-speed transit systems, high-rise structures, and subterranean works for numerous urban centers built on such soils is a huge problem. Many researchers have attempted to overcome the issues that arise in the foundation of soft soils. The authors in [10] used a three-dimensional (3D) analytic approach to investigate the influence of pavement smoothness on the dynamic behavior of subsurface movement loads. The impact of unconventional and low-carbon additions on the long-term treatment of soils for building and paving materials is investigated. Data from three centrifuge tests during traffic loads are used to study the cyclic behavior of mud with a ground comprised of overcompacted soil at the top.

The researchers of [6] used a 3D dynamic finite-element analysis to estimate the permanent settling of a segment of the cross-river tunnel, allowing for the influence of primary stress rotation and verifications for test data. The disrupted state concept (DSC) model for normally consolidated clays was described in [11], which included the impacts of cracking, particle breaking, heating, softness, and hardening. The overconsolidation ratio on strength, militancy, and distortion is used to develop a novel disruption function. Consolidation theory, numerical computation, and curve fitting are three types of approaches for forecasting ground settlement. There have been several recent works on consolidation theory [12–14].

In a novel approach, the authors of [15] described the settlement of an inspired embankment on a soft basis based on a classic hyperbolic approach and used the system deformations features reflected in preloaded embankments to forecast the settlement during the later stage. In [16], the authors proposed a staged observational technique for predicting embankment settlement on soft ground with staged construction; they discovered that immediate settlement adds to the shift distance of the parallel lines during staged construction. The researchers in [17] used a genetic algorithm to optimize a BP neural network to forecast the summer electrical short-term load. Because of its high convergence rate and low memory use, the scaled conjugate gradient (SCG) method is used in NFC training. As a result, the authors of [18] trained a type-1 fuzzy system using a customized form of SCG. According to them, the improved SCG accelerates convergence in the steepest descent approach of fuzzy system training. As a consequence, the SCG appears to be a good candidate for NFC training for large-scale issues. Training NFC with SCG for large-scale issues, on the other hand, might take days or weeks on any personal computer. Training NFC with SCG for large-scale issues, on the other hand, might take days or weeks on any personal computer. An alternate method for reducing training time is to calculate the Hessian matrix using first-order gradients, as in conjugate gradient (CG) algorithms [19]. A transformation wavelet is a useful tool for data processing and time-frequency representation development. The wavelet theories are described thoroughly in [20, 21]. In the context of neural networks, the application of wavelet transform is not new. Previous research [22, 23] proposed a theoretical framework for neural feed-forward networks based on wavelets. The study of [24] has investigated the capacity to employ
wavelet-based cross-pollination for an unknown real-time function. Because wavelets have a high compression capacity and have fewer coefficients, the results were achieved in this circumstance.

In [25], the authors offer a statistical model identification framework for using wavelet networks, which is studied over a wide range of topics, including architecture, initialization, variable selection, and model selection. Because of their capacity to extract varied information, wavelet-based techniques have been employed in numerous computer vision applications using Convolutional Neural Networks (CNN). Wavelet CNN texture classification [26], multiscale face superresolution [27], picture superresolution [28], and edge feature boosting [29] are only a few examples. In [30], a multilevel wavelet CNN model for picture restoration was presented. The researchers in [31] suggested a new layer that conducts wavelet-based convolution filtering and activation before returning to pixel space.

Similarly, [32] created a hybrid wavelet deep learning network based on the wavelets scattering transform [33]. This presented a basic classification that was subsequently enhanced [34]. In [35], the authors also suggest a wavelet for the segmentation of the brain tumors, which is strengthened by an evolutionary network design, and for this application, DWT is coupled with the neural network classification [36]. To lower the spatial resolution and expand the receptive field to dense pixel-specific prediction, encoder-decoder CNN architecture with encoder DWT and inverse decoder DWT was presented in [37]. In addition, a neural wavelet network for speech and noise separation was proposed in [38]. The researchers in [39] built WNN optimization based on the SCG algorithm to forecast the settling of the foundation of the structure under complex geological circumstances. The findings indicated that WNN optimization was optimal and that this had a positive effect compared to the BP neural network and the BP WNN. Inspired from the work of above scholars, this research work combines wavelet neural network (WNN) with optimized scaled conjugate gradient algorithm to successfully predict the soft soil foundation engineering settlement by performing numerous experiments.

3. Materials and Methodology

3.1. Materials Used during Our Research Work

3.1.1. Soft Soil Foundations. Soft soil foundation consists of soft soil with finer particles and organic soil with wider gaps, because its texture comprises mucky soil with silt and other highly compressible soils with clay components and silt components [40] in fine soil particles. The soft foundations of soil are mostly based on the changes in soil foundations produced by geographical circumstances, geological structures, and the soil conditions' features and qualities.

(1) Characteristics of Soft Soil Foundation. The major characteristics of soft soil include low water permeability and high water content, according to the basic attributes of soil. However, the water permeability is poor, and the shear strength is exceedingly low [41]. The shear foot brake and compression system with high compressibility or mucky soil generally exhibit considerable settlement after the external load is transmitted to the foundation section. As a result, constructions erected on soft soil foundations, such as buildings, roads, and bridges, have a significant inclination or settlement. It is straightforward to cause the injury and crack of the building, and therefore, the increase of the macrospore, which can cause the collapse of the building once it is serious. Therefore, the municipal construction units should actively analyze and study the soft soil foundation treatment and scientifically discover and take a look at the shear resistance and cargo resistance level of the soft soil foundation [42].

(2) The Impact of Soft Soil Foundation. The impact of soft soil foundation can be seen in Figure 1 and its major components are as follows:

(1) Poor bearing capacity: due to the high water content and tiny seepage of the soil conditions in soft soil foundations, the bearing strength of the foundation is fairly low, making settlement foundations extremely simple to produce, posing a severe danger to residents’ travel quality [43].

(2) Large settlement: the significant settlement is one of the features of a soft soil foundation. The settling features of soft soil foundations will create additional difficulties for engineering building projects and pose a severe danger to the progress and quality of engineering projects.

(3) Strong compressibility: the soft soil ductility is strong, due to the macrospore structure depending on water content and soil quality [12]. During construction, the macrospore’s soft soil layer is endangered, which prevents appropriate control measures from being taken and further impacts the efficiency and progress of the building and the stability of the base. The consequence is easy to dislocate the path and the subgrade of the city’s engineering structure collapses.

3.1.2. Wavelet Neural Network. Wavelet Networks are a novel network type that brings together traditional Sigmoid Networks (NNs) with Wavelet Analysis (WA) [43]. The stretch factor, denoted by \( aj \), and the panning element, denoted by \( bj \), are two new parameters introduced by this technique. These new parameters replace the respective weights and thresholds of the neural network by using the wave element to replace neurons and establish a connection between the transforming and the neural networks through an approximation of wavelet decomposition [25]. The wavelet neural network contains three layers according to Figure 2: input layer, hidden layer, and layer output. During the forward propagation learning phase, the data from the input layer is processed and sent to the hidden layer. The data is subsequently processed in the output layer by a hidden layer. After that, at the backpropagation stage, the
output layer determines the output value of each unit by computing the difference between the output value and the intended output values. Finally, the weight to modify each input layer and the hidden layer is the product of each receiving unit error value and transmission unit activation value \[44, 45\].

3.2. Methodology

3.2.1. Convergence Analysis. After considering the WNN’s limitations, the main issue is poor convergence. When the wavelet-based neural network uses the BP neural network’s initialization and training technique, there will be poor convergence difficulties and recommended improvements \[7\]. This is due to the differing activation functions of the hidden layer nodes. This article optimizes the initial parameter selection technique as well as the network training method based on this.

3.2.2. Optimization of the WNN

(1) Selection of Initial Values of Network Parameters. The initialization of network parameters has an impact on whether or not the network’s subsequent learning converges and how quickly it converges. Currently, random values are used to create the initial parameters of WNNs, which significantly increases the number of learning times and even causes the network to fail to converge. The author suggested an autocorrelation correction initial parameter setting technique in \[46\], which links the initial parameter settings of WNN with wavelet types, wavelet time-frequency parameters, and learning samples. Excellent starting parameters may be obtained with a high degree of certainty using this approach, and the wavelet network’s follow-up learning speed will be substantially increased. As a result, this article uses this approach to determine the initial values of network parameters, which will be discussed further in this article.
(2) Determination of the Network Structure. In this section, we discuss the structure of our proposed Wavelet Neural Network based on optimized scaled conjugate gradient algorithm for the prediction of soft soil foundation engineering settlement.

(1) Number of hidden layers: the researcher of [47] demonstrated that a three-layer neural network model can handle general function fitting and approximation issues. Because settlement prediction is a function fitting issue, a three-layer wavelet neural network will suffice.

(2) Number of hidden layer nodes: the number of hidden layer nodes directly influences the network’s generalization ability and training time; therefore, it is crucial in the development of the neural network model. There is, however, no theoretical direction in this area. The primary approaches used in practical applications are testing or the use of empirical equations [48].

This study presents an adaptive technique based on empirical formulas for obtaining a higher number of hidden layer nodes. To begin, use equation (1) to find the number of hidden layer nodes and the maximum number of learning periods for the network. When the network reaches its maximum number of nodes, the number of hidden layer nodes will increase since it is still unable to fulfill the error criteria. Similarly, when the network does not meet the learning number specified, and the error criterion is fulfilled concurrently, the number of hidden layer nodes will decrease.

\[ O = \sqrt{m+n+1}. \] (1)

Here, \( n \) is the number of input nodes, \( m \) is the number of output nodes, \( n \) is the number of hidden layer nodes, and \( I \) is a constant between one and twenty.

3.2.3. Optimization of Learning Algorithm. Because the traditional BP network utilizes the steepest descent method, the primary drawback is that this slows down network convergence and is readily confined to the best local solution [41], too. For that reason, there were several optimization methods, among these; for its similarity in nature to the SDBP algorithm but with a higher convergence time, the connected gradient algorithm is frequently employed for tackling big optimization issues. For this reason, the SCG method [49] is used in this article for network training in the combined gradient algorithm. The following is the procedure of detailed application:

We take the error energy function as

\[ E(\theta) = \frac{1}{2} \sum (f(x, \theta) - y)^2. \] (2)

Here, \( x \) is the input value, \( y \) is the output value, and \( \theta \) is a parameter.

For the objective function \( E(\theta) \) of the wavelet neural network with \( P \) input samples, the gradient of the \( \theta \) (i.e. \( w_{ki}, w_{jk}, a_k, b_k \)) is

\[
\frac{E}{w_{ki}} = \sum_{p=1}^{m} \sum_{j=1}^{n} (f_j - y_j) w_{jk} \theta_x x_i,
\](3)

\[
\frac{E}{w_{jk}} = \sum_{p=1}^{m} (f_j - y_j) \psi \left( \frac{\sum_{i=1}^{n} w_{ki} x_i - b_k}{a_k} \right),
\] (4)

\[
\frac{E}{a_k} = \sum_{p=1}^{m} \sum_{j=1}^{n} (f_j - y_j) w_{jk} \theta_x a_k,
\] (5)

\[
\frac{E}{b_k} = \sum_{p=1}^{m} \sum_{j=1}^{n} (f_j - y_j) w_{jk} b_k.
\] (6)

If the Morlet wavelet function is used, namely, \( \psi(t) = e^{(-t^2/2)} \cos(5t) \), then

\[
x' = \sqrt{m+n+1} \frac{b_k}{a_k}.
\] (7)

Thus, the network parameters in equations (3) to (6) are

\[
\begin{align*}
\psi_{a_k} &= \cos(5t') e^{(-t'^2/2)} \frac{t'}{a_k} + 5 \sin(5t') e^{(-t'^2/2)} \frac{t'}{a_k}, \\
\psi_{b_k} &= \cos(5t') e^{(-t'^2/2)} \frac{t'}{a_k} + 5 \sin(5t') e^{(-t'^2/2)} \frac{t'}{a_k}, \\
\psi_{t'} &= -\cos(5t') e^{(-t'^2/2)} \frac{t'}{a_k} - 5 \sin(5t') e^{(-t'^2/2)} \frac{t'}{a_k}.
\end{align*}
\] (8)

Substituting these into the SCG algorithm, the optimal \( \theta \) can be solved.

In the formulas above, \( f_j (j = 1, 2, \ldots, m) \) is the output of the network, \( \omega_{ki} \) is the connection weight between the \( k \)th neuron in hidden layer and the \( i \)th neuron in input layer, \( \omega_{jk} \) is the connection weight between the \( j \)th neuron in output layer and the \( k \)th neuron in the hidden layer, and \( a_k, b_k \) are the scale parameters and translation parameters of the wavelet basis function.

3.2.4. Optimized Construction of the WNN. Based on the foregoing research, the improved WNN model in this paper is constructed in the following steps:

Step 1: select an appropriate amount of training samples, define the training samples according to certain rules, and determine the number of input neurons and output neurons of the network.

Step 2: the learning algorithm of the network: SCG algorithm.

Step 3: set the network training period, target error, and other parameters.
Step 4: calculate the number of hidden layer nodes in the network by empirical formulas, make adaptive optimization adjustments, and rebuild the network structure.

Step 5: transfer function: the hidden layer to the output layer adopts the sigmoid function, and the input layer to the hidden layer adopts the Morlet wavelet function.

Step 6: select a set of weights randomly and use the weights optimized by autocorrelation correction method as the initial weights for network training. Reset the training parameters of the network and use the SCG algorithm to train and establish an improved WNN.

3.2.5. Settlement Prediction Model. Equation (9) is used for sample normalization to make full use of the sensitivity of the Sigmoid function and improve the convergence speed of training [50].

\[ x^* = \frac{x - x_{\min}}{2(x_{\max} - x_{\min})}. \]  

Here, \( x_{\max} \) and \( x_{\min} \) are the maximum and minimum values of each group of input components, and \( x \) and \( x^* \) are the values before and after normalization of each group of input components.

Apply the improved WNN described above.

Sample training: first, the measured samples \( \{x_i, i = 1, 2, \ldots, n\} \) are divided into \( k \) \((k \in \mathbb{N}, k \leq n)\) groups, and each group has \( m + 1 \) \((m = n - k)\) value. The first value is used as the input node value of the network, and the latter is used as the expected value of the output node. Next, the network connection weight is trained. Then, using the converged connection weight, \( x_{k}, x_{k+1}, \ldots, x_{k+m-1} \) are used as the input network to calculate the predicted value \( x_{k+m} \). At last, after removing \( x_{k} \) and adding \( x_{k+m}, x_{k+1}, x_{k+2}, \ldots, x_{k+m} \) are set as the new input of the network to calculate the predicted value \( x_{k+m+1} \), and so on to make further predictions.

3.2.6. Training Plan. The three neural networks used have the same structure and training samples, and the differences are shown in Table 1. The training sample is the cumulative settlement value. The average of 10 times prediction will be the result to reduce the randomness of the predicted value. The model is evaluated by the relative error of the prediction result and the model accuracy. The model accuracy is given by

\[ \text{Model accuracy} = \sqrt{\frac{\sum \text{predicted value} - \text{measured value}^2}{n-1}}. \]

Here, \( n \) is the number of predicted value.

Table 1 represents a comparison of three models such as BP Wavelet Neural Network, the Morlet Wavelet function of the hidden layer is generated randomly. Similarly, our Improved Wavelet Neural uses SCG Algorithm as a learning model instead of the SDBP Algorithm. The initial parameter in the case of our Improved Wavelet Neural Network is generating by the autocorrelation correction method.

4. Experimental Work and Results

Many soft foundation projects have emerged in recent years as a result of the steady building of national fundamental projects. Soft foundation engineering settlement prediction has always been a challenging topic in engineering due to the intricacy of soft foundation deformation. As a result, three neural networks are used to forecast the settlement of three common soft foundation projects: metro tunnels, roads, and high-rise structures, to compare and assess the convergence of the optimization model in this study.

4.1. Settlement Prediction of the Metro Tunnel. The west extension of one city’s metro tunnel is located in a soft flowing murky salty clay layer with high moisture content, high compressibility, high sensitivity, low strength, and deformability. It is a floodplain of the Yangtze River with a thick covering layer, deep bedrock, and poor geological condition. As to the tunnel, its surrounding area is at the peak of the development period, there are many construction sites, and the settlement of its structure is obvious. The experimental data are 20 periods of the measurement points, which settled significantly. The first 15 periods of data are used as training samples to predict the settlement of the next 5 periods. The first 15 periods of data are divided into 8 training samples. Each group has 8 values: the first 7 values are used as the input of the network node, and the latter is used as the expected value of the output node. The prediction results of the three models are shown in Tables 2–5.

Table 2 illustrates the relative error and accuracy of settlement prediction of Metro Tunnel using BP Neural Network with training times 3503. During BP Neural Network, we obtain an accuracy of 2.45 for the number of measurements 16, 17, 18, 19, and 20.

Table 3 explains the relative error and accuracy of settlement prediction of Metro Tunnel using WNN-based BP Algorithm with training times 931. During this algorithm, we obtain an accuracy of 1.32 for the number of measurements 16, 17, 18, 19, and 20.

Table 4 describes the relative error and accuracy of settlement prediction of Metro Tunnel using Improved Wavelet Neural Network, with training times 267. During Improved Wavelet Neural Network, the accuracy of 0.89 for the number of measurements 16, 17, 18, 19, and 20 can be obtained.

Table 5 shows the relative error and accuracy of settlement prediction of Metro Tunnel using all the three techniques, with training times 3503, 931, and 267, respectively. This reflects that the model accuracy obtained during BP Neural Network, which is 2.45, is greater than the WNN-based BP Algorithm and Improved WNN for the number of measurements 16, 17, 18, 19, and 20.
4.2. Settlement Prediction of the Highway Soft Soil Roadbed. Yangtze River Bridge, opened to traffic in 2001, is one of the national key construction projects during the ninth five-year plan period. Its lead is a soft soil foundation, and settlement monitoring points are laid out according to its sections. 13 periods of monitoring data from a monitoring point on a certain section are selected for prediction experiment, among which the first 9 period’s data are used as training samples to predict the settlement of the last 4 periods. The settlement date of the first 9 periods is divided into 4 training samples. Each group has 6 values: the first 5 values are used as the input of the network node, and the latter is used as the expected value of the output node. Three network models are used to predict respectively; the results are given in Tables 6–9.

Table 6 illustrates the relative error and accuracy of settlement prediction of soft soil roadbed of highway using BP Neural Network with training times 2589. During BP Neural Network, we obtain an accuracy of 6.10 for the number of measurements 10, 11, 12, and 13.
Table 6: Settlement prediction of the soft soil roadbed of the highway using the BP neural network.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 10                 | 2589           | 0.216              |
| 2      | 11                 | 616            | 0.123              |
| 3      | 12                 | 13             | 0.206              |
| 4      | 13                 | 13             | 0.172              |

Model accuracy 6.10

Table 7: Settlement prediction of the soft soil roadbed of the highway using WNN-based BP algorithm.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 10                 | 616            | 0.128              |
| 2      | 11                 | 132            | 0.096              |
| 3      | 12                 | 132            | 0.112              |
| 4      | 13                 | 132            | 0.103              |

Model accuracy 3.65

Table 8: Settlement prediction of the soft soil roadbed of the highway using Improved Wavelet Neural Network.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 10                 | 132            | 0.015              |
| 2      | 11                 | 132            | 0.096              |
| 3      | 12                 | 132            | 0.055              |
| 4      | 13                 | 132            | 0.054              |

Model accuracy 1.82

Table 11 describes the relative error and accuracy of settlement prediction of building foundation using WNN-based BP Algorithm with training times 1145. During this technique, we obtain an accuracy of 0.47 for the number of measurements 14, 15, 16, 17, 18, 19, 20, and 21.

Table 12 shows the relative error and accuracy of settlement prediction of building foundation using Improved Wavelet Neural Network, with training times 254. During Improved Wavelet Neural Network, the accuracy of 0.55 for the number of measurements 14, 15, 16, 17, 18, 19, 20, and 21 can be obtained.

Table 13 shows the relative error and accuracy of settlement prediction of building foundation using all the three techniques, with training times 3201, 1145, and 254, respectively. This reflects that the model accuracy obtained during BP Neural Network is 0.47 for the number of measurements 14, 15, 16, 17, 18, 19, 20, and 21. This reflects that this accuracy is greater than the WNN-based BP Algorithm and Improved WNN.

4.3. Settlement Prediction of the Building Foundation. The 21 periods monitoring data of a high-rise building soft foundation are taken for analysis. The first 13 periods of data are used as training samples to predict the settlement of the last 8 periods of observation. Use the three network models to make predictions, and the results are listed in Tables 10–13.

Table 10 illustrates the relative error and accuracy of settlement prediction of building foundation using BP Neural Network with training times 3201. During BP Neural Network, we obtain accuracy of 0.43 for the number of measurements 14, 15, 16, 17, 18, 19, 21, and 21.

Figures 3–5 show a comparison of the three techniques, where the mean relative error and maximum absolute error of the prediction results obtained using the BP neural network model are larger than those obtained using the WNN-based BP Algorithm. It demonstrates that the WNN-based BP Algorithm’s generalization (prediction) capacity outperforms the BP neural network model. The forecast findings from the Improved WNN approach are larger than the measured settlement values, which is consistent with the actual engineering experience. When these two approaches are compared, the prediction power of the WNN-based BP Algorithm is superior to that of the Improved WNN method.
The WNN outperforms the BP neural network in terms of prediction accuracy and convergence speed and has excellent adaptive prediction capabilities when compared to the WNN based on the SDBP algorithm, according to settlement prediction findings for three types of soft foundation engineering. As a result, the improved WNN based on the SCG algorithm greatly increases prediction accuracy and convergence speed.

### Table 9: Settlement prediction of the soft soil roadbed of the highway using all three techniques.

| Measurement number | BP neural network | WNN based on BP algorithm | Improved wavelet neural network |
|--------------------|-------------------|---------------------------|---------------------------------|
|                    | Training times    | Relative error (%)        | Training times | Relative error (%) | Training times | Relative error (%) |
| 10                 | 0.216             | 0.128                     | 0.015             |
| 11                 | 0.123             | 0.096                     | 0.096             |
| 12                 | 0.206             | 0.112                     | 132               | 0.055             |
| 13                 | 0.172             | 0.103                     | 0.054             |
| Model accuracy     | 6.10              | 3.65                      | 1.82              |

### Table 10: Settlement prediction of the building foundation using the BP neural network.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 14                 |                | 0.096              |
| 2      | 15                 |                | 0.018              |
| 3      | 16                 |                | 0.048              |
| 4      | 17                 |                | 0.011              |
| 5      | 18                 | 3201           | 0.012              |
| 6      | 19                 |                | 0.014              |
| 7      | 20                 |                | 0.061              |
| 8      | 21                 |                | 0.035              |
| Model accuracy |                  |                | 0.43               |

### Table 11: Settlement prediction of the building foundation using WNN-based BP algorithm.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 14                 |                | 0.060              |
| 2      | 15                 |                | 0.056              |
| 3      | 16                 |                | 0.070              |
| 4      | 17                 |                | 0.037              |
| 5      | 18                 |                | 0.009              |
| 6      | 19                 |                | 0.001              |
| 7      | 20                 |                | 0.031              |
| 8      | 21                 |                | 0.088              |
| Model accuracy |                  |                | 0.47               |

### Table 12: Settlement prediction of the building foundation using the improved wavelet neural network.

| S. no. | Measurement number | Training times | Relative error (%) |
|--------|--------------------|----------------|--------------------|
| 1      | 14                 |                | 0.025              |
| 2      | 15                 |                | 0.043              |
| 3      | 16                 |                | 0.053              |
| 4      | 17                 |                | 0.024              |
| 5      | 18                 | 254            | 0.029              |
| 6      | 19                 |                | 0.014              |
| 7      | 20                 |                | 0.010              |
| 8      | 21                 |                | 0.071              |
| Model accuracy |                  |                | 0.35               |
Table 13: Settlement prediction of the building foundation using all three techniques.

| Measurement number | BP neural network | WNN-based BP algorithm | Improved wavelet neural network |
|-------------------|-------------------|-------------------------|-------------------------------|
|                   | Training times   | Relative error (%)      | Training times   | Relative error (%) | Training times | Relative error (%) |
| 14                | 0.096             | 0.060                   | 0.025             |
| 15                | 0.018             | 0.056                   | 0.043             |
| 16                | 0.048             | 0.070                   | 0.053             |
| 17                | 0.011             | 0.037                   | 0.024             |
| 18                | 0.012             | 0.009                   | 0.029             |
| 19                | 0.014             | 0.001                   | 0.014             |
| 20                | 0.061             | 0.031                   | 0.010             |
| 21                | 0.035             | 0.088                   | 0.071             |

Model accuracy:
- BP neural network: 0.43
- WNN-based BP algorithm: 0.47
- Improved wavelet neural network: 0.35

Figure 3: Settlement prediction of the metro tunnel.

Figure 4: Settlement prediction of the soft soil roadbed of the highway.
5. Conclusion

Aiming at the convergence defects in the application of traditional settlement prediction models, this paper optimizes the WNN based on the traditional BP algorithm and applies it to soft foundation engineering. Here, we have introduced BP Neural Network and Improved Wavelet Neural Network in the soft ground foundation engineering forecast based on the basic concept of the wavelet neural network. The neural wavelet network method has been enhanced, and the scale conjugate gradient technique has been updated to maximize the excellent value neural wavelet network approach. The enhanced wavelet neural network settlement model is constructed, and settlements are predicted based on the conventional BP technique. The improved wavelet neural network model based on the classic BP method has greater prediction accuracy, and the soft soil settling has a good prediction effect with a specified reference value, according to the comparison of calculation accuracy evaluation indexes.
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