Transitions between dissipative localized structures in the simplified Gilad-Meron model for dryland plant ecology
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Spatially extended patterns and multistability of possible different states is common in many ecosystems, and their combination has an important impact on their dynamical behaviours. One potential combination involves tristability between a patterned state and two different uniform states. Using a simplified version of the Gilad-Meron model for dryland ecosystems, we study the organization, in bifurcation terms, of the localized structures arising in tristable regimes. These states are generally related with the concept of wave front locking, and appear in the form of spots and gaps of vegetation. We find that the coexistence of localized spots and gaps, within tristable configurations, yield the appearance of hybrid states. We also study the emergence of spatiotemporal localized states consisting in a portion of a periodic pattern embedded in a uniform Hopf-like oscillatory background in a subcritical Turing-Hopf dynamical regime.

The appearance of localized and extended structures in systems far from the thermodynamical equilibrium has sparked much theoretical research. These states normally appear in multistable regimes where different stable states coexist for the same range of parameters. Most of the studies have focused on bistable configurations, where either the two coexisting states are uniform, or one of them is uniform while the other a patterned state. These two configurations are common in fields of nonlinear research, ranging from nonlinear optics to plant ecology. In the latter, different tristable regimes have been identified, although a complete understanding of the bifurcation structure of the localized states appearing in such configurations is still needed. Here we study theoretically the transition between such configurations in a dryland ecosystem context, unveiling their formation mechanisms and spatiotemporal dynamics.

I. INTRODUCTION

The emergence of spatial localization is one of the most interesting phenomena occurring in non-equilibrium systems\textsuperscript{1,2}. Thermodynamically, these are open systems where there is a continuous exchange of energy and matter with the surrounding media. In this context, localization occurs when a four-fold balance condition is satisfied: spatial coupling (e.g., diffusion) counterbalance nonlinearity, whereas dissipation is counteracted by external forcing\textsuperscript{1}. These localized states are commonly known as dissipative localized structures, hereafter LSs. LSs have been reported in different physical systems ranging from nonlinear optics and ferromagnetic fluids to atmospheric phenomena, biology and ecology\textsuperscript{3–6}.

The formation of spatially LSs in dissipative systems is intrinsically related with the presence of multistability between different stable extended states, which may be spatially uniform or not. The most common configuration involves the coexistence of two stable states, and is referred to as bistability. The two bistable states can be either (i) two uniform states, or (ii) a uniform and patterned state. If such coexistence is provided, wave fronts connecting the two states can form, and under suitable conditions may lock leading to the formation of LSs of different extensions\textsuperscript{7–9}. Bistable scenarios (i) and (ii) can also occur simultaneous leading to a tristable configuration, whose potential dynamical implications are yet to be fully understood.

LSs have been reported in different ecosystems such as drylands\textsuperscript{10–17} and marine sea-grass\textsuperscript{18} ecosystems. In arid and semiarid regions, LSs can appear as spots\textsuperscript{19–21}, gaps\textsuperscript{22–24}, and rings\textsuperscript{25–27}, among others. A very important problem that these ecosystem face is the occurrence of desertification which can take place through the slow advance of the barren state (i.e. front propagation)\textsuperscript{28}, or abrupt collapse\textsuperscript{29,30}. LSs generally appear close to the desertification onset\textsuperscript{31,32}, and therefore their study is key to understand such a process. Tristability has been recently found in different reaction-diffusion systems, including models describing dryland ecosystems\textsuperscript{17,28,33,34}. The possible implications of tristability for regime shifts (e.g., desertification) in dryland ecosystems has been discussed in Ref.\textsuperscript{28}.

In this paper we present a detailed analysis of the bifurcation structure and stability of spatially localized states appearing when crossing from scenario (i) to (ii), in the context of plant ecology. Here we provide a classification of the different states and bifurcation structures which may appear in this type of systems, their modification when crossing different multistable regimes, and the dynamics that they may encounter. The starting point in our study is the dryland vegetation model introduced by Gilad et al.\textsuperscript{15}, which captures quite well a wide variety of vegetation pattern-formation phenomena. In what follows, we refer to this model as the Gilad-Meron model,
hereafter GM model.

This paper is organized as follows. In Sec. II we introduce the GM model and its context of applicability: plant ecology in semi-arid regions. In Sec. III we present some preliminary results regarding the homogeneous steady states (HSSs) of the system and their linear stability against uniform and non-uniform perturbations. Moreover, we present the main stability and dynamical regions, identifying those of bi- and tristability. Furthermore, we present a spatial dynamics view of the stationary problem. Section IV is the main core of the paper where we first show the complete phase diagram of the GM model and its context of applicability: plant ecology in semi-arid regions. In Sec. III we present some preliminary results regarding the homogeneous steady states (HSSs) of the system and analyze the modification of the bifurcation structure associated with spatially periodic pattern and LSs. In Sec. V we study the spatio-temporal dynamics of LSs in a Turing-Hopf dynamical regime. Finally, Sec. VI presents a general discussion of our work and the main conclusions of the paper.

II. THE GILAD-MERON MODEL

We consider a simplified version of the GM model, relevant to sandy soil for which overland water flow is insignificant. The simplified model consists of two state variables: the areal densities of the above-ground vegetation biomass \( b(r,t) \) and of the soil-water content \( w(r,t) \). Expressed in terms of dimensional state variables and parameters, the model reads

\[
\begin{align*}
\frac{\partial b}{\partial t} &= b w (1 + \eta b)^2 (1 - b) - b + \delta^2 \nabla^2 b, \quad (1a) \\
\frac{\partial w}{\partial t} &= p - \frac{n w}{1 + pb} - \alpha bw (1 + \eta b)^2 + \nabla^2 w, \quad (1b)
\end{align*}
\]

The control parameters are \( \eta \) (root-to-shoot ratio), \( p \) (precipitation rate), \( n \) (evaporation rate), \( \alpha \) (water uptake) and \( \rho \) (reduced evaporation), and are all positive. \( \nabla^2 \equiv \partial^2_x + \partial^2_y \) represents the water and seed diffusion, where \( \delta \) is the ratio of the previous diffusion coefficients. In this work we focus on a 1D problem and we take \( \nabla^2 = \partial^2_x \). Detailed information regarding the choice of dimensionless variables within the system (2), as well as possible implications, can be found in36–38. In this model we define the diffusion coefficient in front of \( \nabla^2 b \), in contrast to the standard version of the model. In the following, we fix \( \delta = 0.36 \), \( \rho = 1 \), \( \alpha = 0.5 \) and \( \eta = 3.5 \), and use as control parameters the precipitation and evaporation rates \( p \) and \( n \), respectively.

III. PRELIMINARIES: LINEAR STABILITY OF THE HOMOGENEOUS STEADY STATE, SPATIAL DYNAMICS, AND LOCALIZATION

A. Homogeneous steady state

The first step in order to analyze Eq. (1) is to study the HSS solution and its linear stability analysis. The HSS is determined by setting both the time and space derivatives to zero in Eq. (1). By doing so we obtain the system

\[
\begin{align*}
bw (1 + \eta b)^2 (1 - b) - b &= 0, \quad (2a) \\
p - \frac{n w}{1 + pb} - \alpha bw (1 + \eta b)^2 &= 0, \quad (2b)
\end{align*}
\]

which has two solutions. The simplest one is the bare soil (BS) state \((b, w) = (0, p/n)\) which corresponds to the absence of vegetation. The other HSS corresponds to uniform vegetation (UV) \((b_u, w_u)\), where

\[
w_u = - \frac{1}{(b_s - 1)(\eta b_s + 1)^2}, \quad (3)
\]
and $b_n$ satisfies the following quartic equation
\[ c_4 b_n^4 + c_3 b_n^3 + c_2 b_n^2 + c_1 b_n + c_0 = 0, \]
with the coefficients
\[ c_4 \equiv \eta^2 \rho (p + \alpha), \]
\[ c_3 \equiv -[(p - 1) p - \alpha] \eta^2 - 2 p (p + \alpha) \eta, \]
\[ c_2 \equiv -p \eta^2 + [(2 - p + 2) p + \alpha] \eta + \rho (p + \alpha), \]
\[ c_1 \equiv -2 p \eta + (-\rho + 1) p + \alpha, \quad c_0 \equiv n - p. \]

The dependence of BS and UV with $p$ is depicted in Fig. 1(b) for $n = 0.68$. The BS state undergoes a transcritical (T) bifurcation at $p = p_T = 0.68$. From $p_T$ the UV state arises subcritically, and undergoes a fold bifurcation $f$ at $p = p_f = 0.1937$. The dependence of the transcritical and fold bifurcations with $n$ is depicted in the two-parameter bifurcation diagram plotted in Fig. 1(a). By decreasing $n$, so does the subcriticality, as the fold and transcritical bifurcation approach one another. Such a situation is depicted in Fig. 1(c) for $n = 0.25$.

B. Linear stability analysis

A more detailed study of these states requires a linear stability analysis. The basic idea behind this analysis is to determine how the HSS responds against modulated perturbations of the form $\cos(\sigma t + ikx)$, or what is equivalent, to study weakly modulated solutions of the form
\[ (b, w)^T = (b_h, w_h)^T + (\xi_1, \xi_2)^T e^{ikx + \sigma t} + c.c., \quad (4) \]
where $|\xi_m| \ll 1$ for $m = 1, 2$, $k$ is the spatial wave-number of the modulation and $\sigma$ is the growth rate of the perturbation. By substituting $(4)$ into $(1)$, and linearizing it around any of the HSS we obtain the linear system
\[ \partial_t \xi = J \xi \]
where $\xi \equiv (\xi_1, \xi_2)$ and $J$ is the Jacobian linear operator associated with Eq. (1), once evaluated at $(b_h, w_h)$. This equation has non-trivial solutions if the solvability condition
\[ \det (J - k^2 D - \sigma I) = 0, \quad (5) \]
is satisfied, where $D$ is the diffusion coefficients matrix $D \equiv \text{diag}(1, \delta^2)$ and $I$ is the identity matrix.

The HSS is stable if $\text{Re}[\sigma] < 0$ and unstable otherwise. The transition between these two situations occurs when $\text{Re}[\sigma] = 0$ where a bifurcation or instability takes place. In our context, three different bifurcations may arise:

- If $\text{Im}[\sigma(k)] \neq 0$ and $\text{Re}[\sigma(k)] = 0$ at $k = 0$, the flat solution undergoes stationary bifurcations. To this type correspond the transcritical and fold bifurcations previously introduced.
- If $\text{Im}[\sigma(k)] = 0$ and $\text{Re}[\sigma(k)] = 0$ at $k = 0$, the flat solution undergoes a Hopf bifurcation (HB).
- If $\text{Im}[\sigma(k)] = 0$, $\text{Re}[\sigma(k)] = 0$, and $d\text{Re}[\sigma]/dk = 0$ at $k = k_T$, the HSS undergoes a Turing instability (TI).

Analytical expressions describing the onsets and features of these instabilities are too intricate and here we only use its graphical representation. The dependence of the position of these bifurcations in the parameter plane $(p, n)$ is depicted in Fig. 1(a) together with the main stable and unstable regions. In Figs. 1(b) and (c) the HSSs stability is illustrated for the BS and UV states, where solid thick (thin) lines correspond to stable (unstable) states. In both cases, BS is stable for $p < p_T$, and unstable otherwise. In Fig. 1(b) [$(p, n) = 0.68$], the UV state undergoes a TI at $p_{TI}$ and becomes unstable to modulated states within the interval $p_f < p < p_{TI}$. Decreasing $n$, the HB emerges from the fold [see black dot in Fig. 1(a)], and eventually crosses with the TI in a codimension-two Turing-Hopf (TH) bifurcation. This point leads to a complex type of dynamics characterized by the competition between the previous temporal and spatial symmetry breaking instabilities. That situation is illustrated in Fig. 1(c) for $n = 0.25$. Here, the HB occurs after TI, and two dynamical regions appear. For $p_H < p < p_{TH}$ UV is Turing unstable (i.e., unstable against modulated states with finite $k$). For $p_f < p < p_H$, the Turing and Hopf modes may interact, leading much complex dynamics. This region corresponds to the green region depicted in Fig. 1(a).

C. Spatial dynamics framework

In this work we focus on the emergence of steady states (i.e., time-independent states satisfying $\partial_t b = \partial_t w = 0$) of Eq. (2), and therefore in solutions of the stationary system
\[ \delta^2 b''(x) = -bw(1 + \eta b)^2 (1 - b) + b, \quad (6a) \]
\[ w''(x) = -p + \frac{nw}{1 + \rho b} + \alpha bw (1 + \eta b)^2. \quad (6b) \]

By defining the new variables $[u_1(x), u_2(x), u_3(x), u_4(x)] \equiv [b(x), w(x), b'(x), w'(x)]$, the previous system can be recast into the 4D dynamical system
\[ \begin{align*}
    u_1'(x) &= u_2(x) \\
    u_2'(x) &= -u_1 u_3 (1 + \eta u_1)^2 (1 - u_1) + u_1 \\
    u_3'(x) &= u_4(x) \\
    u_4'(x) &= -p + \frac{n u_3}{1 + \rho u_1} + \alpha u_1 u_3 (1 + \eta u_1)^2
\end{align*} \quad (7) \]

With this reformulation of the problem, known as spatial dynamics, we can establish a duality between the time-independent states of the system (HSSs, periodic patterns and LSSs) and the solutions of Eq. (7). In this context, the HSS of Eq. (6) corresponds to a fixed point of Eq. (7), a spatially
modulated state to a limit cycle, and wave fronts and LSs to heteroclinic and homoclinic orbits, respectively.

In this framework, we apply path-continuation methods\cite{41–43} to compute the bifurcation structure of extended and LSs. To do so we solve the boundary value problem associated with Eq. (7) considering Neuman boundary conditions in half of the domain \[\left(0, \frac{L}{2}\right)\], and using the open distribution software AUTO-07p for numerical continuation\cite{44}. In what follows we fix \(L = 100\).

The temporal stability of the different steady states is then computed from the eigenvalue problem obtained after linearizing Eq. (1) around each steady state.

D. Spatial localization: bistability and front locking

The formation of a wide variety of LSs in dissipative systems is generally related with the locking of wave fronts connecting two different, but coexisting, stable states\cite{45}. Depending on the nature of the two coexisting states, two main scenarios are commonly considered: either the two states are uniform, or one of them is uniform while the other one consists in a spatially modulated state. In the first case we may talk about uniform bistability, whereas the second can be referred to as pattern-uniform bistability.

Here, pattern-uniform bistability appears between the UV and spatially subcritical modulated (periodic pattern) state [see Fig. 1(d).1]. The periodic pattern bifurcates subcritically from the TI [see the periodic pattern red diagram in the close-up view of Fig. 1(b)] once the codim-2 degenerate TI point dTI is crossed [see Fig. 1(a)]. Below this point, the pattern is supercritical, while above is subcritical. The wave fronts connecting UV with the subcritical pattern are like the one depicted in Fig. 1(d).2. As illustrated in Fig. 1(d).3, their locking leads to the formation of LSs consisting on a portion of the pattern embedded in the uniform state\cite{46–48}. These type of states undergo a bifurcation structure known as standard homoclinic snaking, whose morphology is a direct consequence of the wave front interaction\cite{46}.

In the uniform scenario of our model the two coexisting states are the trivial BS state and the UV one [see Fig. 1(e).1]. This bistable region is located in-between T and TI [see Fig. 1(b) and the red shadowed area in Fig. 1(a)]. The wavefronts connecting these states are shown in Fig. 1(e).2. While the front approaches monotonically BS, it reaches UV in a damped oscillatory fashion. The presence of these "oscillatory tails" allows the locking of two fronts of different polarity and the formation of LSs like the one shown in Fig. 1(e).3\cite{9,49}. These states consist in a plateau formed by a portion of UV embedded in BS, and undergo a bifurcation structure known as collapse homoclinic snaking\cite{49}.

Varying the control parameters of the system we can find regimes where both type of bistability may coexist, leading to a tristability regime, and to the formation of many different types of hybrid states. The implication of tristability on pattern forming ecosystems have been studied in Ref.\cite{50}, and we have recently analyse the transition between standard and collapsed homoclinic snaking in such regime in a prototypical pattern forming model: the Swift-Hohenberg equation\cite{51}. In the following section we perform a detailed bifurcation analysis of our system, unveiling the organization of the LSs within the tristable regime.

Figure 2. Two-dimensional phase diagram in the \((p, n)\)-parameter space for \(\alpha = 0.5, \rho = 1, \eta = 3.5, \delta = 0.36\). This diagram depicts the main bifurcation lines of the system, and the different stability and dynamical regions. The horizontal lines correspond to the bifurcation diagrams shown in Figs. 3, 4, 5, and 7 for \(n = 0.1, 0.68, 0.83\), and 0.95 respectively.
IV. BIFURCATION STRUCTURE FOR GAPS AND SPOTS

The \((p,n)\)-bifurcation diagram depicted in Fig. 2 shows a more complete version of Fig. 1(a), where together with the main bifurcation lines and stability regions for HSSs, we have added those corresponding to spatially periodic patterns and LSs.

In this section we focus on the bifurcation structure and stability of LSs which are not affected by the Hopf instability or by the TH type of dynamics. Later, in Sec. V we will explore the influence of such oscillatory dynamics on the LSs stability.

A standard way to understand the \((p,n)\)-bifurcation diagram in Fig. 2 consists in slicing it for a fixed value of either \(p\) or \(n\), and studying the resulting 1D bifurcation diagrams. In this work we fix \(n\) at four different, and representative, values \(n = 0.1, 0.68, 0.83,\) and 0.95. These values correspond to the horizontal lines plotted in Fig. 2.

A. Bifurcation diagram for \(n = 0.1\)

The bifurcation structure for \(n = 0.1\) is depicted in Fig. 3, where we plot the \(L_2\)-norm of the field \(f = (b,w)\) composed by the biomass \(b\) and soil water \(w\) components, namely

\[
||f||^2 \equiv L^{-1} \int_{-L/2}^{L/2} (b^2(x) + w(x))^2 \, dx
\]

as a function of \(p\). This diagram shows different families of states. The solution branches in black correspond to UV already shown in Fig. 1, and BS is plotted in scarlet red. The UV state becomes unstable at the TI to spatially modulated states, which emerge supercritically (see red solid line) with a wavelength \(2\pi/k_\text{f}\). An example of such state is depicted in Fig. 3A. Decreasing \(p\), so does the amplitude of the modulated state which eventually connects back supercritically to UV in a branching point taking place at \(p \approx 0.1\).

Close to the transcritical bifurcation, small amplitude LSs are captured by the asymptotic solution

\[
\begin{pmatrix} b \\ w \end{pmatrix} \approx \begin{pmatrix} b_{\text{BS}} \\ w_{\text{BS}} \end{pmatrix} + \frac{3 \Delta p}{2 c_3} \text{sech}^2 \left( \frac{1}{2} \sqrt{-\frac{\Delta p}{c_1}} \right)x,
\]

where \(\Delta p = p_{\text{T}} - p\), and the coefficients \(c_{1,3}\) depend on the control parameters of the system\(^\text{32}\). These states are unstable, and look like the one depicted in Fig. 3C, where the content of soil water is a hole, while the density of biomass is a spot (i.e., spike) LS. By modifying \(p\), they undergo the green bifurcation curve \(\Pi\) shown at the bottom of Fig. 3.

By decreasing \(p\), that state undergoes the saddle-node bifurcation \(\text{SN}_l\) where it stabilises. The stable biomass spike state extends until \(\text{SN}_r\), and looks like the one depicted in Fig. 3B. \(\text{SN}_l\) are depicted using solid red lines in Fig. 2. \(\Pi\) extends below the bistable region between BS and the modulated states, and therefore, it exists is not related with the wave front locking mechanism. Note that the Hopf unstable UV does not affect these type of states as they rest on the BS state, which is stable until \(T\).

B. Bifurcation diagram for \(n = 0.68\)

The main morphological modification of the bifurcation structure shown in Fig. 3 occurs when crossing the degenerate codim-2 Turing instability \(\text{DTI}\) (see Fig. 2). At this point, the modulated periodic state becomes subcritical, leading to UV-pattern bistability [see Fig. 1(d)]. An example of that configuration is shown in Fig. 4 for \(n = 0.68\). The spatially modulated pattern state emerges subcritically, and thus unstable, from UV at UV (see red curve in Fig. 4). This pattern soon stabilizes at \(\text{SN}^p\), and remains stable with decreasing \(p\) until reaching \(\text{SN}^r\). Figure 4A shows an example of such a state. Once \(\text{SN}^p\) is passed, the pattern becomes unstable again and decreases its amplitude as following down its bifurcation curve. Eventually, this state connects back to UV in a branching point taking place at the unstable UV branch near \(p_{\text{T}}\).

The system exhibits bistability between UV and the spatially periodic pattern in the \(p\)-interval spanning from TI to \(\text{SN}^p\). Within this interval, LSs as those depicted in Figs. 4E-H consisting in a slug of the periodic pattern embedded on the UV state arise. These LSs consist in gap-type localized patterns for \(b\) and spot-like states for \(w\). In bifurcation terms, they organize in a standard homoclinic snaking structure consisting in a back-and-forth oscillation of the LSs solution curves within a \(p\)-interval known as the snaking or pinning region\(^\text{36,52,53}\). Within this interval, a large multiplicity of LSs of different extensions coexist.

Regarding \(b\)-profiles of the LSs we can differentiate two families of solutions: one having a minimum at \(x = 0\) [see Figs. 4E,H], and another one where a maximum is located at \(x = 0\) [see Figs. 4F,G]. In the following, we refer to these families using \(\Gamma_0\) and \(\Gamma_\pi\), respectively. Both families emerge subcritically from TI together with the periodic pattern, and very close to such bifurcation they can be described by the approximate solution

\[
\begin{pmatrix} b \\ w \end{pmatrix} \approx \begin{pmatrix} b_{\text{UV}} \\ w_{\text{UV}} \end{pmatrix} + \sqrt{2\Delta p/c_3} \text{sech}(\sqrt{-\Delta p/c_1}) \cos(k_\text{f}x + \phi),
\]

where \(\Delta p = p - p_{\text{T}}\), \(c_{1,3}\) depend on the control parameters of the system, and \(\phi = 0, \pi\) correspond to the solution families \(\Gamma_0\) and \(\Gamma_\pi\), respectively\(^\text{32}\). The computation of this solution in the current model is beyond the scope of this paper.

Decreasing \(||f||^2\), the LSs nucleate a pair of pattern rolls or peaks at either side of the center structure, increasing their width. In a infinite domain, the nucleation process never stops. However, in a finite domain, this process eventually terminates, and \(\Gamma_0\) and \(\Gamma_\pi\) reconnect with two different pattern bifurcation curves\(^\text{34}\).

The \(\Pi\) bifurcation curve emerging from the T bifurcation at BS [see Fig. 3] persists for this value of \(n\), and connects with another curve of unstable states (see Fig. 4). By decreasing \(p\), the small amplitude unstable state bifurcating from T grows and stabilizes at \(\text{SN}^r\). These stable states are like the one depicted in Fig. 4B, where the biomass density consists in a spot of vegetation. Following \(\Pi\) to the right, the spot keeps increasing its amplitude until reaching \(\text{SN}^r\), where it becomes unstable and nucleates a dip in the middle. An example of this
Figure 3. Bifurcation diagram for \( n = 0.1 \) and their associated LSs. The BS and UV state are plotted using solid black lines. The supercritical spatially periodic pattern state bifurcating from TI is plotted in red. Thin and thick solid lines represent unstable and stable states respectively.

Panel A is a stable spatially periodic pattern. Panels B-D correspond to spots of biomass \( b \) located on the green solution branches at the bottom of the central panel. Panels E-H shows the solution profiles of localized gaps of biomass organized on a standard homoclinic snaking structure (see close-up view of the central panel).

C. Bifurcation diagram for \( n = 0.83 \)

The bifurcation structure illustrated in Fig. 4 persists until reaching the codimension-two heteroclinic (het) bifurcation point (see • in the inset of Fig. 2). After crossing this point, uniform fronts (i.e., heteroclinic orbits) connecting back-and-
Figure 5. Bifurcation diagram for \( n = 0.83 \) and their associated LSs. The BS, UV and pattern states are illustrated similarly than in Fig. 5, where thin and thick solid lines represent unstable and stable states respectively. Panel A is a stable spatially periodic pattern. Panel B corresponds to the single-peak spot of biomass located on \( \Pi \). Panels C-D correspond to patterned gaps of biomass \( b \) which belongs to the structure \( \Xi \). Panels E-H shows the solution profiles of a new kind of localized spots of biomass which form the isola \( \Upsilon \).

Figure 6. Close-view of the bifurcation structure \( \Xi_0 \) and \( \Xi_\pi \) shown in Fig. 5, and modification of the LSs profiles along them.

forth BS and UV start to lock one another leading to the formation of heteroclinic cycles, i.e., LSs\(^{19} \). Around this point, a transition region exists where the standard homoclinic snaking is destroyed in favor of new structural organizations\(^{30,31,35,36} \). This transition has been analyzed in detail in the context of the Swift-Hohenberg equation\(^{31} \) and in the following we refer to this work for further details.

This scenario is depicted in Fig. 5 for \( n = 0.83 \). The spa-
Figure 7. Bifurcation diagram for $n = 0.95$. The blue curve corresponds to the collapsed homoclinic snaking $\Sigma$. The green and purple curves are $\Xi_0$ and $\Xi_\pi$, respectively, and in red the solution curve for the spatially periodic pattern is plotted. Solution profiles plotted in panels B-D correspond to the gap states belonging to $\Xi_{0,\pi}$. Panels E-H show the modification of the LSs along $\Sigma$.

Eventually periodic pattern [see Fig. 5A] undergoes the same structure than the one described in Fig. 4. The $\Pi$ structure expands, and the biomass spot [see Fig. 5B] increases its region of stability. The enlargement of this region can be appreciated in the phase diagram of Fig. 2 from the separation of the red lines representing $\text{SN}_{X}$. One particularity of $\Pi$ is that it has developed a tip in the top unstable branch that corresponds to the saddle-node bifurcation $\text{SN}_{X}$. For this value of $n$, localized pattern persist [see Fig. 5C, D], although they organize differently [see the $\Xi_{0,\pi}$ structures shown in Fig. 5]. The $\Xi_{0,\pi}$ curves emerge from TI at UV and follow the uniform Maxwell point (i.e., the heteroclinic bifurcation) until low values of $||f||^2$. A detailed description of these diagrams around $p_{M}$ is shown in Fig. 6. $\Xi_0$ (see green curve in Fig. 6) is associated with the single peak gap state bifurcating from TI, which after growing in amplitude looks like the profile shown in Fig. 6A. Note that this state is slightly wider that the single dip spot state depicted in Fig. 5B. Proceeding down in $\Xi_0$, the width of such state increases until two well defined fronts connecting BS and UV form. An example of a very broad state of this type is plotted in Fig. 6A. Following $\Xi_0$ further down, the two fronts reach the boundaries of the domain forming a biomass spot with three bumps [see Fig. 6C]. This lowest state is stable. The lower point of $\Xi_0$ is the saddle-node bifurcation $\text{SN}_{Y}$. This bifurcation will be essential for the reorganization of the bifurcation scenario as $n$ increases.

The three peak gap state shown in Fig. 5C follows a similar process. Approaching $p_{M}$, the three peaks of this structure widen [see Fig. 6D] and decreasing $||f||^2$ they become the state depicted in Fig. 6E. This state consists in two centered single-peak spots and a very broad state formed due to the locking of uniform fronts. Decreasing even further in the diagram, the previous fronts move toward the boundaries, leading to LSs with a few bumps (not shown here).

Along $\Xi_\pi$ the process is similar. Figures 6F-G show the modification of a two-gap biomass state as proceeding down in $\Xi_\pi$, and Figs. 6I-J show a similar modification of a four-gap state.

Another feature of this scenario is the presence of a set of isolas, labeled $\Upsilon$, associated with the states shown in Fig. 5E-H. These consist in localized spots of biomass formed by two external peaks filled by a number spatially periodic state rolls. There are two type of isolas: one with an odd number of rolls $\Upsilon_{o}$ (in purple) corresponding to the states depicted in Figs. 5F,H, and another one with an even number of rolls $\Upsilon_{e}$ (in green) corresponding to Figs. 5E,G. Proceeding up in these isolas, the number of rolls in between the external peaks increases by two each time that the right folds are passed. Our linear stability analysis reveals that these states are unstable.

D. Bifurcation diagram for $n = 0.95$

Increasing the value of $n$, a necking bifurcation $N$ occurs at $(p,n) = (p_N,n_N) \approx (0.448, 0.867)$ where $\text{SN}_{X}$ [see Fig. 5] and $\text{SN}_{Y}$ [see Fig. 6] meet transcritically. As a result, a reconnection of branches takes place, leading to the two pairs of collapsed homoclinic snaking structures $\Sigma$ and $\Sigma^*$ depicted in Fig. 7 for $n = 0.95$ (see blue and orange curves, respectively).
\[ \Sigma \text{ is formed by half of } \Pi \text{ (containing the single-bump spot state shown in Fig. 4B) and half of } \Sigma_0 \text{ (containing the profiles shown in Figs. 6A-C), while } \Sigma^* \text{ appears from the reconnection of the resting parts. The collapsed snaking consists in a sinusoidal-like damped oscillation around the uniform Maxwell point of the system } \mu^0, \text{ and is associated with the LSs formed exclusively through the locking of uniform fronts connecting BS and UV.} \]

\[ \text{Indeed, the shape of this bifurcation curve is directly related with the fronts interaction.} \]

\[ \Sigma \text{ emanates from the transcritical bifurcation at } \rho \text{, where the LS has the form described by Eq. (8). Increasing } |f|^2, \text{ the amplitude of such states increases and eventually stabilizes at } SN'_\text{c}. \text{ An example of this state is depicted in Fig. 7H. After crossing } SN'_\text{c}, \text{ the state becomes unstable and nucleates a small dip at } x = 0. \text{ Once stabilized at the next fold, the biomass spot looks like the two-bump state depicted in Fig. 7G. Proceeding up in } \Sigma, \text{ new dips are nucleated around } x = 0, \text{ resulting in the widening of the LSs. This enlargement of the LSs width is related with the locking distance of the fronts, which increases as moving up in } \Sigma. \text{ This is the same process previously undergone by the LSs along } \Sigma_0 \text{ (see Fig. 6). An example of a wide LS is depicted in Fig. 7F. The nucleation of dips, and therefore the enlargement of the LSs width, continues as increasing } |f|^2, \text{ until the fronts separation reaches the boundaries of the spatial domain.} \]

\[ \text{At this point, the localized wide spot becomes the single-hole gap depicted in Fig. 7E. This state maintains its stability until reaching } SN'_\text{c}. \text{ Eventually, this state dies out at the TI at } \rho = \rho_{\text{TI}}. \text{ For this value of } \eta, \text{ the structure } \Sigma_\text{c} \text{ survives, as so do the biomass gap states plotted in Fig. 7B-D.} \]

V. SPATIOTEMPORAL TURING-HOPF LOCALIZED STATES

\[ \text{Spatiotemporal localized solutions characterized by the co-existence of Turing and uniform Hopf states have been observed in the vicinity of a codimension-two TH point, where both bifurcations are supercritical.} \]

\[ \text{These dynamical states consist in a static Turing localized pattern embedded in an oscillatory uniform background field, and undergo a kind of snaking structure similar to the standard homoclinic snaking of stationary states, as shown by Tzou et al.} \]

\[ \text{In that work, these states were coined as spatiotemporal Turing-Hopf pining states. Furthermore, these dynamical states have been found experimentally in resistively coupled nonlinear LC (inductor-capacitor) oscillators, and in binary fluids in an annular container.} \]

\[ \text{Here, we present a different scenario where spatiotemporal TH LSs appear due to the interaction between the homoclinic snaking of static gap LSs, associated with a subcritical TI, and the supercritical Hopf bifurcation (HB) undergone by the uniform UV state. Such interaction was absent for the parameter set chosen in previous sections, but can be easily induced by modifying the the diffusion coefficient. An example of such situation is depicted in the } (p, n) \text{-phase diagram shown in Fig. 8 for } \delta = 0.6. \text{ For this diffusion value, contrary to the scenario depicted in Fig. 2, the HB curve (yellow) intersects the homoclinic snaking region associated with the gap LSs (see blue region), destabilizing the previously stable LS branches. The form in which the homoclinic snaking destabilizes is illustrated in Fig. 9 for } n = 0.358 \text{ where we plot the } L_2\text{-norm as a function of } p. \text{ Here, the HB of the UV state occurs at } \rho_H = 0.25123 \text{ and is marked using the vertical line. Proceeding up in the diagram, the previously stable state branches of both } \Gamma_0 \text{ and } \Gamma_\pi \text{ become unstable through a number of HBs (see red dots in Fig. 9). The first two bottom HBs occur for a value very close to } \rho_H. \text{ However, as the number of pattern rolls in the gap LSs increase (i.e., increasing } |b|^2, \text{ the HBs move to the left, approaching the left folds on the diagram. As a result, the wider the state, the larger its stability range. Eventually, the highest HB collides with a left fold of the snaking diagram and disappears. Above this point, LSs do not undergo any oscillatory instability.} \]
The left column in Fig. 9 shows a three-roll biomass gap LS and its eigenspectrum $\sigma$ (i.e., $R \equiv \text{Re}[\sigma]$ versus $I \equiv \text{Im}[\sigma]$) before and after HB (see markers ▼ and ▶ respectively). The modification of the eigenspectrum shows how two complex conjugate eigenvalues crosses the axis $R = 0$, which is a clear signature of a HB.

The most right panel in Fig. 9 shows a close-up view of the center one around $p = p_H$ and the three-roll gap state branch. The orange curve corresponds to the spatiotemporal TH LS emerging from HB, and has been computed through the free distribution continuation software pde2path\textsuperscript{43,64}. An example of such state is depicted at the bottom of Fig. 9, where we plot the time evolution of the biomass three-rolls gap state for $b = 0.2511$ (see ▶ in the diagram). In this state, is the uniform background who oscillates while the localized part of the state remains unchanged. Furthermore, the locations of the interfaces between the Turing and Hopf regions remain constant in time. This same scenario has been analyzed in other reaction-diffusion systems\textsuperscript{58,59,61}, and is morphologically identical to those previously shown in a supercritical Turing scenario\textsuperscript{58,59,61}.

VI. DISCUSSION AND CONCLUSIONS

In this paper we have performed a detail bifurcation analysis of the 1D simplified Gilad-Meron model for plant ecology in semi-arid landscapes. This model has 7 control parameters, what makes its full analysis quite cumbersome. In order to reduce this complexity, we have fixed 5 of them, and varied the
parameters related with the precipitations $p$ and evaporation $n$ rates, which are essential to understand the vegetation dynamics. Despite the large amount of work dedicated to this model and its variations, a systematic study of the bifurcation structure and stability of their LSs, as well as, their taxonomical organization in the parameter space was lacking.

Localized states normally form due to the locking of fronts connecting two different, but coexisting, states, which could be uniform or not. We have analyze the formation of LSs in two main configurations:

- The UV uniform state coexists with a subcritical Turing pattern, and the locking of fronts yield LSs consisting in a slug of the spatially periodic pattern, containing a given number of pattern rolls, embedded in UV. Here, LSs consist in localized vegetation gaps. These states undergo standard homoclinic snaking like the one studied in Sec. IV B.
- Two coexisting uniform states such as BS and UV coexist. Here, the locking of fronts connecting such states lead to the formation of LSs consisting in a plateau of UV embedded in the BS state. These spots or biomass are organized in a collapsed homoclinic snaking bifurcation structure. This bifurcation scenario appears for high values of $n$ [see phase diagram in Fig. 2], and has been analyzed in Sec. IV D.

While homoclinic snaking has been studied in the simplified GM model for a different regime of parameters where the biomass LSs are spots26, to our knowledge, this is the first time that collapsed snaking is reported. The transition between these scenarios occurs in a region where tristability between the BS, UV and the subcritical Turing pattern states exists. We have found that this multi-coexistence leads to a plethora of hybrid states and to the appearance of different type of isolas that we have studied in Sec. IV C. This tristable scenario was first pointed out by Zelnik et al. in the context of the Klausmeier–Gray–Scott model50, and similar configurations have been found in other reaction-diffusion models such as the Gierer-Minhardt model15, and in the Thomas model for enzyme reactors16.

We have found that the reorganization of the bifurcation curves is leaded by necking bifurcations which reconnect isolas belonging to a different LS class. This is a generic transition in pattern forming systems with tristability general51.

The UV state undergoes a Hopf bifurcation, which, in the absence of diffusion, develops periodic oscillations. When diffusion is considered TI comes into play, leading to complex dynamical scenarios where the Turing and Hopf modes interact19. The last part of our work (see Sec. V) has focused on the analysis of how the stability and dynamics of gap biomass LSs modify when entering the TH instability region.

We have found that the uniform HB destabilizes the homoclinic snaking states, leading to complex spatiotemporal LSs consisting in a localized pattern of a few peaks embedded in uniform oscillations of the UV state (see Fig. 9). For LSs with a very few peaks such instability develops at the same $p$ value that the uniform one. Increasing the number of peaks, however, the HB of each branch moves toward $p < p_H$, stabilizing sequentially the localized vegetation gaps of different extensions. This sequential stabilization has been also found in other systems not involving uniform HBs65.

In summary, the results presented here offer a clear classification of the different type of states appearing on this model, and potentially in the ecosystems described by it. This was a necessary work in order to fully understand the transition between bifurcation scenarios and LSs which has ramifications not only in plant ecology, but in many other fields of nonlinear science.
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