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Abstract

In this paper we consider the long time well-posedness of solutions to two dimensional compressible magnetohydrodynamics (MHD) boundary layer equations. When the initial data is a small perturbation of a steady solution with size of \( \varepsilon \) and the far-field state is also a small perturbation around such a steady solution in Sobolev space, then the lifespan of solutions is proved to be greater than \( \varepsilon^{-\frac{4}{3}} \).

1 Introduction

In this paper we are concerned with the long time well-posedness of two dimensional compressible non-isentropic magnetohydrodynamics (MHD) boundary layer equations in a domain \( \Omega := \{(x, y) | x \in \mathbb{T}, \, y \in \mathbb{R}_+ \} \):

\[
\begin{aligned}
\partial_t \rho + (u \partial_x + v \partial_y) \rho + \rho (\partial_x u + \partial_y v) &= 0, \\
\rho (\partial_t u + (u \partial_x + v \partial_y) u) + \partial_x (p + \frac{1}{2} h^2) - (h \partial_x + g \partial_y) h - \mu \partial_y^2 u &= 0, \\
\partial_y (p + \frac{1}{2} h^2) &= 0, \\
c_v \rho (\partial_t \theta + (u \partial_x + v \partial_y) \theta) + p (\partial_x u + \partial_y v) - \nu \partial_y^2 \theta - \mu \partial_y u^2 - \kappa (\partial_y h)^2 &= 0, \\
\partial_t h + \partial_y (vh - ug) - \kappa \partial_y^2 h &= 0, \\
\partial_x h + \partial_y g &= 0.
\end{aligned}
\] (1.1)

Here \( \rho \) denotes the boundary layer of density, \( (u, v) \) the boundary layer of velocity, \( (h, g) \) the boundary layer of magnetic field, and \( \theta \) the boundary layer of temperature respectively. The pressure \( p \) is a function of \( \rho \) and \( \theta \), which takes the following form

\[ p = R \rho \theta, \] (1.2)

where \( R > 0 \) is some constant. The no-slip boundary conditions on velocity and the perfectly conducting boundary conditions on the magnetic field are imposed while the Dirichlet boundary condition is imposed on the temperature.

\[ (u, v, \partial_y h, g)|_{y=0} = 0, \quad \theta|_{y=0} = \theta^*(t, x). \] (1.3)
The far-field state is denoted by
\[
\lim_{y \to \infty} (\rho, u, \theta, h) = (\rho^0, u^0, \theta^0, h^0)(t, x).
\]
where the known functions \(\rho^0, u^0, \theta^0, h^0\) are the traces of the density, tangential velocity, temperature and tangential magnetic field of the outflow on the boundary, respectively.

Before proceeding, let us first review some relevant literature on the study of Prandtl boundary layer theory. The famous Prandtl equations was first proposed by Prandtl [27] in 1904 to describe the behavior of viscous fluid under high Reynolds number near the physical boundary. Under the monotonicity condition on the tangential velocity in the vertical direction, Oleinik [24] obtained the local existence of solutions to 2D Prandtl equation by using the Crocco transformation in 1960s. One also refer to the classical book [25] for this result and some other related progress in this field. The Oleinik's local well-posedness theory was reproved by using energy methods directly in [1] and [23] respectively in Sobolev framework. Xin and Zhang [30] obtained a global in time existence of weak solution by imposing an additional favorable condition on the pressure. The above results were extended to three dimensional case in [16] and [17]. When the monotonicity assumption was violated, the boundary separation can be observed and the ill-posedness of the Prandtl equation in Sobolev space was thus proved, one can refer to [5, 6, 8, 18, 21] and the reference therein for details.

Without the monotonicity structure condition, it is nature to study Prandtl equation in analytic framework and Gevrey class due to the loss of regularity. In analytic setting, Sammatino and Caflish [28] established the local well-posedness result of Prandtl equations for the data which is analytic in both \(x\) and \(y\). Then Lombardo and his collaborators [11] removed the analytic requirement in \(y\). The main arguments in these two works rely on the abstract Cauchy-Kowalewskaya theorem. Zhang and Zhang obtained the lifespan of analytic solutions to the classical Prandtl equations with small analytic initial data in [31]. Furthermore, if the initial data is a small analytic perturbation of a Guassian error function, Ignatova and Vicol [10] proved an almost global existence for the Prandtl equations. Very recently, Paicu and Zhang [26] established the global well-posedness of analytic solutions. On the other hand, in the Gevrey class, Gérard-varet and Masmoudi [7] proved the local well-posedness for 2D Prandtl equation with Gevrey index 7/4. Later [2] established the well-posedness for the linearized Prandtl equation around a non-monotonic shear flow. When the equation has a non-degenerate critical point, the well-posedness result was obtained in [14] with Gevrey index 2, which is optimal in the meaning of [6]. Furthermore, without any structural condition, [4] also proved the local well-posedness in Gevrey 2. Recently, this result was extended to three dimensional Prandtl equations in [13].

For plasma, the MHD boundary layer equations was derived from the fundamental MHD equations with no-slip boundary conditions on velocity and perfect conducting boundary conditions on magnetic field [19, 20]. And much more abundant boundary layer phenomena are observed due to the coupling effect between the magnetic field and velocity field through the Maxwell equations. At the same time, it also produces more difficult in the mathematical analysis. In general, it is believed that suitable magnetic fields have a stabilizing effect on the boundary layer. For the incompressible magnetohydrodynamics case, [19, 20] established the well-posedness of solutions to MHD boundary layer equations and proved the validity of Prandtl
boundary layer expansion in Sobolev spaces under the condition that the tangential component of magnetic field does not degenerate near the physical boundary initially. When the initial data is a small perturbation around the steady solution in analytic space with size of $\epsilon$, [29] proved the lifespan of analytic solutions to MHD boundary layer equations is greater than $\epsilon^{-2}$. This result was extended to global existence in analytic space in [22] and [12]. The lifespan of order $\epsilon^{-2}$ was also obtained in Sobolev spaces for incompressible MHD boundary layer equations [3]. Moreover, under the same assumption as in [19], [15] also established the local well-posedness of solutions to MHD boundary layer equations without magnetic viscosity.

For the compressible MHD boundary layer equations (1.1), the local-in-time well-posedness is first proved in [9]. The aim of this paper is to establish the long time existence of solutions to system (1.1)-(1.4) in Sobolev space. Precisely, if the initial data is a perturbation of a steady solution with size of $\epsilon$ in Sobolev space, then there exists a unique solution to the initial boundary value problem (1.1)-(1.4) with the lifespan $T_\epsilon$ being greater than $\epsilon^{-4/3}$. To our knowledge, there are very few results on the compressible MHD boundary layer equations, especially for the non-isentropic case. This is one of the main motivations of the study in this paper. Moreover, there is some obvious difference between the compressible and incompressible MHD boundary layer equations in the structure of system and mathematical analysis technique. For example, there is a boundary layer for the density, and thus for the pressure. And the boundary layer function of pressure $p$ and the boundary layer function of $\frac{1}{2}h^2$ cancel each other due to $\partial_y(p + \frac{1}{2}h^2) = 0$. Thus, these facts will lead to the corresponding difference in analysis between the compressible and incompressible cases. At this moment, the positive lower bound of lifespan is proved to be greater that $\epsilon^{-\frac{2}{3}}$. To improve this lower bound of lifespan is also interesting in analysis. In addition, compared with the known results on long time existence or global existence of solutions to the incompressible MHD boundary layer equations in analytic space [12, 22, 29] or Sobolev space [3], we do not need to use Gaussian weighted functions any more in performing energy estimates, which makes the analysis include more function classes.

For the related compressible isentropic MHD boundary layer equations, it can be written as follows.

\[
\begin{aligned}
\partial_t \rho + (u\partial_x + v\partial_y)\rho + \rho(\partial_x u + \partial_y v) &= 0, \\
\rho(\partial_t u + (u\partial_x + v\partial_y)u) + \partial_x(p + \frac{1}{2}h^2) - (h\partial_x + g\partial_y)h - \mu\partial_y^2 u &= 0, \\
\partial_y(p + \frac{1}{2}h^2) &= 0, \\
\partial_t h + \partial_y(vh - uq) - \kappa\partial_y^2 h &= 0, \\
\partial_x h + \partial_y g &= 0.
\end{aligned}
\]

The pressure $p$ is a function of $\rho$ which takes the following form.

\[
p = \rho^\gamma, \quad \gamma \geq 1.
\]

The boundary condition and the far-field equation are the same as (1.3)-(1.4).

To show the main strategy to establish the long time well-posedness of compressible MHD boundary layer equations, we will first consider the isentropic case (1.5) with a uniform outer flow. And this idea can be extended to the non-isentropic case (1.1) with the far-fields being small perturbation of uniform states, which will be discussed in details in section 4.
Consequently, we first focus on the case that \( \mu = \kappa = 1 \) and a uniform outflow \((\rho^0, u^0, h^0) = (1, 0, 1)\) for the initial boundary value problem of compressible isentropic MHD boundary layer equations \((1.5)\). Since we consider the system of equations \((1.5)\) in the framework of small perturbation around the steady flow \((\rho, u, v, h, g) = (1, 0, 0, 1, 0)\), it is convenient to denote
\[
\tilde{\rho} = \rho - 1, \quad \tilde{h} = h - 1.
\]
Then \((\tilde{\rho}, u, v, \tilde{h}, g)\) solves the following system of equations.
\[
\begin{cases}
\partial_t \tilde{\rho} + (u \partial_x + v \partial_y) \tilde{\rho} + \rho (\partial_x u + \partial_y v) = 0, \\
\rho (\partial_t u + (u \partial_x + v \partial_y) u) + \partial_x \left( p + \frac{1}{2} h^2 \right) - (h \partial_x + g \partial_y) \tilde{h} - \partial_y^2 u = 0, \\
\partial_y \left( p + \frac{1}{2} h^2 \right) = 0, \\
\partial_t \tilde{h} + (u \partial_x + v \partial_y) \tilde{h} + h (\partial_x u + \partial_y v) - (h \partial_x + g \partial_y) u - \partial_y^2 \tilde{h} = 0, \\
\partial_x \tilde{h} + \partial_y g = 0.
\end{cases}
\tag{1.7}
\]
From the third equation in \((1.7)\), we have
\[
\left( p + \frac{1}{2} h^2 \right) (t, x, y) \equiv \left( (\rho^0)^\gamma + \frac{1}{2} (h^0)^2 \right) (t, x, 0) = \frac{3}{2},
\tag{1.8}
\]
which implies
\[
p(t, x, y) = \frac{3}{2} - \frac{1}{2} h^2(t, x, y) > 0.
\tag{1.9}
\]
On the other hand, it follows from \((1.6)\) that
\[
\frac{\partial_i \tilde{\rho}}{\rho} = \frac{\partial_i p}{\gamma p}, \quad i = t, x, y,
\tag{1.10}
\]
Substitute the above relationships of \((1.9)\) and \((1.10)\) into the first equation in \((1.7)\), we obtain
\[
\partial_x u + \partial_y v = -\frac{\partial_t \tilde{p} + (u \partial_x + v \partial_y) p}{\gamma p} = \frac{h (\partial_t + u \partial_x + v \partial_y) \tilde{h}}{\gamma (\frac{3}{2} - \frac{1}{2} h^2)}.
\tag{1.11}
\]
Combining \((1.11)\) with the fourth equation in \((1.7)\) yields that
\[
\partial_x u + \partial_y v = \frac{h (\partial_x + g \partial_y) u + h \partial_y^2 \tilde{h}}{\gamma (\frac{3}{2} - \frac{1}{2} h^2) + h^2}.
\tag{1.12}
\]
To simplicity of the representation, it is helpful to introduce the following notations.
\[
A := \frac{1}{(\frac{3}{2} - \frac{1}{2} h^2)^{1/\gamma}}, \quad B := 1 - \frac{h^2}{\gamma (\frac{3}{2} - \frac{1}{2} h^2) + h^2}, \quad C := \frac{1}{\gamma (\frac{3}{2} - \frac{1}{2} h^2) + h^2}.
\tag{1.13}
\]
Obviously, $A, B, C$ are all positive and bounded provided that $h$ is a small perturbation around $1$. Thus, the system of equations (1.7) can be rewritten in the following form
\[
\begin{cases}
\partial_t u + (u\partial_x + v\partial_y)u - A(h\partial_x + g\partial_y)\tilde{h} - A\partial_y^2 u = 0,
\partial_t \tilde{h} + (u\partial_x + v\partial_y)\tilde{h} - B(h\partial_x + g\partial_y)u - B\partial_y^2 \tilde{h} = 0,
\partial_x u + \partial_y v = C \left(h(h\partial_x + g\partial_y)u + h\partial_y^2 \tilde{h}\right),
\partial_x \tilde{h} + \partial_y g = 0,
(u, \tilde{h})|_{t=0} = (u_0, \tilde{h}_0)(x, y),
\end{cases}
\] (1.14)
with the boundary condition
\[
(u, v, \partial_y \tilde{h}, g)|_{y=0} = 0,
\] (1.15)
and the corresponding far-field condition
\[
\lim_{y \to \infty} (u, \tilde{h}) = (0, 0).
\] (1.16)

To state the main result, we introduce the following anisotropic Sobolev space $H^{k,l}(\Omega)$. It consists of all functions $f \in L^2(\Omega)$ that for any $k, l \in \mathbb{N}$ satisfies
\[
\|f\|_{H^{k,l}}^2 = \sum_{\alpha=0}^k \sum_{\beta=0}^l \|\partial_\alpha^\tau \partial_\beta^y f\|_{L^2(\Omega)}^2 < +\infty,
\]
where $\partial_\alpha^\tau = \partial_1^{\alpha_1} \partial_2^{\alpha_2}$ with $\alpha = (\alpha_1, \alpha_2)$, $|\alpha| = \alpha_1 + \alpha_2$. Now it is ready to state the first result.

**Theorem 1.1.** (Isentropic case) For the initial-boundary value problem (1.14)-(1.16), there exists $\varepsilon_0 > 0$, such that for all $\varepsilon \in (0, \varepsilon_0)$, and the initial data $(u_0, \tilde{h}_0)$ satisfies
\[
M \sum_{|\alpha|=0}^3 \left(\|\sqrt{B_0} \partial_\alpha^x u_0\|_{L^2} + \|\sqrt{A_0} \partial_\alpha^y \tilde{h}_0\|_{L^2}\right) + \sum_{|\alpha|=0}^2 \left(\|\sqrt{B_0} \partial_\alpha^x \partial_y u_0\|_{L^2} + \|\sqrt{A_0} \partial_\alpha^y \partial_y \tilde{h}_0\|_{L^2}\right) \leq \varepsilon,
\] (1.17)
where $M$ is a sufficiently large constant which is independent of $\varepsilon$ and will be determined later, $A_0$ and $B_0$ denote the initial data of $A$ and $B$ respectively defined in (1.13). Then there exists a time $T_\varepsilon$, the initial-boundary value problem (1.14)-(1.16) admits a unique solution in the time interval $(0, T_\varepsilon)$. Moreover, $T_\varepsilon$ has a positive lower bound estimate as follows.
\[
T_\varepsilon \geq C\varepsilon^{-\frac{4}{3}},
\]
where $C$ is a constant independent of $\varepsilon$.

For the initial boundary value problem of full compressible MHD boundary layer equations (1.1)-(1.4), without loss of generality, we only concentrate on the case that $c_v = \kappa = \mu = \nu = 1$.
and the outflow \( u^0 \equiv 0 \). By the same procedure as (1.14), the equation (1.1) can be changed into the following form, also refer to the system (1.14) in [9].

\[
\begin{align*}
\partial_t u + (u \partial_x + v \partial_y) u - \frac{R^0}{P - \frac{1}{2} h^2} (h \partial_x + g \partial_y) h + \frac{R^0}{P - \frac{1}{2} h^2} P_x - \frac{R^0}{P - \frac{1}{2} h^2} \partial_y^2 u &= 0, \\
\partial_t \theta + (u \partial_x + v \partial_y) \theta + \frac{\alpha \theta}{Q} h (h \partial_x + g \partial_y) h - \frac{\theta}{Q} (P_t + P_x u) - \frac{\alpha P_t + h^2}{Q} \partial_y^2 \theta + (\partial_y u)^2 + (\partial_y h)^2 - \frac{\alpha \theta}{Q} h \partial_y^2 h &= 0, \\
\partial_t h + (u \partial_x + v \partial_y) h - \frac{P - \frac{1}{2} h^2}{Q} (h \partial_x + g \partial_y) u - \frac{1}{Q} (P_t + P_x u) - \frac{P - \frac{1}{2} h^2}{Q} \partial_y^2 h + \frac{\alpha \theta}{Q} h \partial_y^2 \theta + (\partial_y u)^2 + (\partial_y h)^2 &= 0, \\
\partial_x u + \partial_y v = \frac{1 - a}{Q} h[(h \partial_x + g \partial_y) u + \partial_x^2 h] + \frac{\alpha}{Q} [\partial_y^2 \theta + (\partial_y u)^2 + (\partial_y h)^2] - \frac{1 - a}{Q} (P_t + P_x u), \\
\partial_x h + \partial_y g &= 0, \\
\lim_{y \to \infty} (u, \theta, h) - |(0, \theta^0, h^0)(t, x, 0) = (0, \Theta, H)(t, x), \\
(u, v, \partial_y h, g)\big|_{y=0} = 0, \quad \theta|_{y=0} = \theta^*(t, x),
\end{align*}
\]

with

\[ a = \frac{R}{1 + R} < 1, \quad P(t, x) = P + \frac{1}{2} h^2, \quad Q(t, x, y) = P + \frac{1}{2} (1 - 2a) h^2 > 0. \]

**Remark 1.2.** The outflow should satisfy the Bernoulli’s law.

\[
\begin{align*}
P_x - HH_x &= 0, \\
\Theta_t - \frac{P_t + a \Theta}{P + \frac{1}{2} (1 - 2a) h^2} H &= 0, \\
H_t - \frac{P H}{(P + \frac{1}{2} (1 - 2a) h^2)(R + 1)} &= 0.
\end{align*}
\]

Now we it is position to present the main result for the full compressible MHD boundary layer equations (1.1)-(1.4).

**Theorem 1.3.** (Non-isentropic case) For any \( \sigma > 0 \), and a positive bounded function \( g(t) \in L^1(\mathbb{R}_+) \), if the outflow and the boundary condition \( \theta^* \) satisfy

\[
\|(\Theta_x, \theta^*_t, \theta^*_x, P_t, P_x, \Theta - \theta^*)\|_{H^3(\mathbb{T}_x)} \leq f(t) := \varepsilon^{1+\sigma} g(t).
\]

Furthermore, there exists \( \varepsilon_0 > 0 \), such that for all \( \varepsilon \in (0, \varepsilon_0) \), and the initial data \((\tilde{u}_0, \tilde{\theta}_0, \tilde{h}_0)\) which is determined in (4.9) satisfies

\[
M \sum_{|\alpha| = 0}^{3} \left( \| \sqrt{G_{1,0}} \partial^\alpha_x \tilde{u}_0 \|_{L^2}^2 + \| \sqrt{G_{2,0}} \partial^\alpha_x \tilde{\theta}_0 \|_{L^2}^2 + \| \sqrt{G_{3,0}} \partial^\alpha_y (\tilde{h}_0^2 - \frac{1}{2}) \|_{L^2}^2 \right) \\
+ \sum_{|\alpha| = 0}^{2} \left( \| \sqrt{G_{1,0}} \partial^\alpha_x \partial_y \tilde{u}_0 \|_{L^2}^2 + \| \sqrt{G_{2,0}} \partial^\alpha_x \partial_y \tilde{\theta}_0 \|_{L^2}^2 + \| \sqrt{G_{3,0}} \partial^\alpha_y \partial_y (\tilde{h}_0^2 - \frac{1}{2}) \|_{L^2}^2 \right) \leq \varepsilon
\]

(1.20)
with $M$ be a sufficiently large constant, which is independent of $\varepsilon$ and will be determined later, $G_{1,0}, G_{2,0}, G_{3,0}$ are the corresponding initial data of $G_1, G_2, G_3$ defined in (4.13). Then, there exists a time $T_\varepsilon$, the initial boundary value problem (1.13) admits a unique solution in the time interval $(0, T_\varepsilon)$. Moreover, the lifespan $T_\varepsilon$ has a positive lower bound estimate,

$$T_\varepsilon \geq C\varepsilon^{-\frac{4}{3}},$$

where $C$ is a constant independent of $\varepsilon$.

Remark 1.4. In particular, the initial boundary value problem (1.18) with a uniform outflow can be regarded as a special case of Theorem 1.3.

Remark 1.5. For the isentropic case, we also can establish the similar result as that in Theorem 1.3 provided that the outflow is also a small perturbation of uniform states.

Remark 1.6. By Bernoulli’s law, we do not need to impose any condition on $H_x, H_t, \Theta_t$ in (1.19).

The rest of this paper is organized as follows. In section 2, we introduce a coordinate transformation on the system (1.14) to overcome the difficulty of loss of regularity. At the same time some elementary lemmas are also given in this section. In section 3, the isentropic compressible MHD boundary layer system (2.3) with uniform outflow is studied, and the positive lower bound of lifespan is obtained due to the energy estimates established in this section. The non-isentropic compressible MHD boundary layer system with a general outflow is considered in section 4, the lower positive bound of lifespan of solutions is also achieved by a similar energy estimate arguments.

Some notations used frequently in this paper are introduced below. We use the symbol $A \lesssim B$ to stand for $A \leq CB$, where $C$ is a uniform constant which may vary from line to line. $\langle a, b \rangle_{H^{k,0}} \triangleq \int_\Omega \partial_k^a(x,y) \partial_k^b(x,y) \, dx dy$ means the $H^{k,0}$ inner product of $a, b$ on $\Omega \triangleq T \times \mathbb{R}_+$, and $\langle a, b \rangle \triangleq \int_\Omega a(x,y)b(x,y) \, dx dy$ the $L^2$ inner product.

2 Preliminary and elementary lemmas

The main difficulty of solvability of Prandtl type boundary layer equations in Sobolev space lies in the loss of regularity with respect to tangential variable. To overcome this difficulty, we will adopt a coordinate transformation in terms of the stream function of magnetic field which is proposed in [19] under the assumption that the tangential magnetic field has a positive lower bound, i.e. $h(t,x,y) \geq c_0 > 0$. It is noted that such an assumption is automatically satisfied provided that $h(t,x,y)$ is a small perturbation of 1.

2.1 Coordinate transformation

Inspired by [19], from the divergence free condition of $\partial_x h + \partial_y g = 0$, there exists a steam function $\psi(t,x,y)$ such that

$$h = \partial_y \psi, \quad g = -\partial_x \psi, \quad \psi|_{y=0} = 0.$$
Moreover, from the fourth equation in (1.7) and the boundary condition (1.15), it is direct to check that $\psi$ satisfies the following equation
\[
\partial_t \psi + (u \partial_x + v \partial_y) \psi - \partial_y^2 \psi = 0.
\] (2.1)

Under the assumption that the tangential magnetic field $h$ has a positive lower bound, it is valid to introduce the coordinate transformation,
\[
\bar{t} = t, \quad \bar{x} = x, \quad \bar{y} = \psi(t, x, y),
\]
and the new unknown functions
\[
(\hat{u}, \hat{h})(\bar{t}, \bar{x}, \bar{y}) := (u, h)(t, x, y).
\]

Under this new coordinate, the region $\{(t, x, y) | t \in (0, T_\varepsilon), x \in T, y \in \mathbb{R}_+\}$ is mapped into $\{ (\bar{t}, \bar{x}, \bar{y}) | \bar{t} \in (0, T_\varepsilon), \bar{x} \in T, \bar{y} \in \mathbb{R}_+ \}$, and the boundary of $\{ y = 0 \} (\{ \bar{y} = +\infty \} \text{ respectively})$ becomes the boundary of $\{ \bar{y} = 0 \} (\{ \bar{y} = +\infty \} \text{ respectively})$. Also the equations in (1.14) can be transformed into
\[
\begin{cases}
\partial_\bar{t} u + u \partial_x u - Ah \partial_x \hat{h} + (1 - A) h \partial_y \hat{h} \partial_y u - Ah^2 \partial_y^2 u = 0, \\
\partial_\bar{t} \hat{h} + u \partial_x \hat{h} - Bh \partial_x u + (1 - B) h (\partial_y \hat{h})^2 - Bh^2 \partial_y^2 \hat{h} = 0.
\end{cases}
\] (2.2)

Here and after, we omit all “hat” for simplicity of representation without causing confuse. Symmetrizing this system (2.2) and replacing $(\bar{t}, \bar{x}, \bar{y})$ with $(t, x, y)$, we obtain
\[
\begin{cases}
B \partial_\bar{t} u + Bu \partial_x u - ABh \partial_x \hat{h} + (1 - A) Bh \partial_y \hat{h} \partial_y u - ABh^2 \partial_y^2 u = 0, \\
A \partial_\bar{t} \hat{h} + Au \partial_x \hat{h} - ABh \partial_x u + (1 - B) Ah (\partial_y \hat{h})^2 - ABh^2 \partial_y^2 \hat{h} = 0,
\end{cases}
\] (2.3)

the corresponding boundary condition
\[
(u, \partial_y \hat{h})|_{y=0} = 0,
\] (2.4)

and the far-field state
\[
\lim_{y \to +\infty} (u, \hat{h}) = (0, 0).
\] (2.5)

### 2.2 Some notations and elementary lemmas

In this subsection, we first introduce new anisotropic Sobolev space $H^{k,l}(\Omega)$ in new coordinate with the corresponding norm.
\[
\|f\|_{H^{k,l}}^2 = \sum_{|\alpha|=0}^{k} \sum_{|\beta|=0}^{l} \|\partial_x^\alpha \partial_y^\beta f\|_{L^2(\Omega)}^2 < +\infty.
\]
Here, $\partial_t^\alpha = \partial_t^{\alpha_1}\partial_t^{\alpha_2}$ with $\alpha = (\alpha_1, \alpha_2)$, $|\alpha| = \alpha_1 + \alpha_2$ and $\Omega = \{(x, y) | x \in T, y \in \mathbb{R}_+\}$. Then we define the following energy functionals

$$
E(t) = M \sum_{|\alpha| = 0}^3 \left( \|\sqrt{B}\partial_t^\alpha u\|_{L^2}^2 + \|\sqrt{A}\partial_t^\alpha \tilde{h}\|_{L^2}^2 \right) + \sum_{|\alpha| = 0}^2 \left( \|\sqrt{B}\partial_t^\alpha \partial_y u\|_{L^2}^2 + \|\sqrt{A}\partial_t^\alpha \partial_y \tilde{h}\|_{L^2}^2 \right),
$$

$$
D(t) = M \|\partial_y (u, \tilde{h})\|_{H^{5,0}}^2 + \|\partial_y (u, \tilde{h})\|_{H^{2,1}}.
$$

(2.6)

Here $M$ is a suitably large constant which will be determined later.

From now on, we always assume $(u, \tilde{h})$ is a smooth solution to (2.3)-(2.5), and there exists a time $T$ such that

$$
E(t) \leq 8\varepsilon^2
$$

(2.7)

holds for any $t \in [0, T]$.

Below, we introduce a Sobolev-Gagliardo-Nirenberg-Moser type inequality and a Sobolev embedding inequality whose proof also can be found in [19].

**Lemma 2.1.** For any $f, g \in H^{k, 0}$ and $\alpha, \beta \in \mathbb{N}^2$ satisfy $|\alpha| + |\beta| = k$, it holds

$$
\|\partial_t^\alpha f \partial_y^\beta g\|_{L^2} \lesssim \|f\|_{L^\infty} \|g\|_{H^{k, 0}} + \|g\|_{L^\infty} \|f\|_{H^{k, 0}}.
$$

**Lemma 2.2.** For any proper $f$, if $\lim_{y \to +\infty} f(x, y) = 0$, then the following Gagliardo-Nirenberg inequality holds

$$
\|f\|_{L^\infty} \leq C \|f\|_{L^2}^{\frac{1}{4}} \|\partial_y f\|_{L^2}^{\frac{3}{4}}.
$$

(2.8)

**Lemma 2.3.** Under the a priori assumption (2.7), there exists $\varepsilon_0 > 0$, such that for any $\varepsilon \in (0, \varepsilon_0)$, it holds

$$
h(t, x, y) \geq \frac{1}{2}.
$$

(2.9)

The proof of Lemma 2.3 is straightforward.

Finally, we present some derivative estimates of the coefficient $A, B$ which will be frequently used in the next section.

**Lemma 2.4.** For $A, B$ defined in (1.13), we have the following estimates

$$
\|\partial_t B\|_{H^{2,0}} + \|\partial_y B\|_{H^{2,0}} + \|Bu\|_{H^{3,0}} + \|Bu\|_{L^\infty} \leq CE(t)^{\frac{1}{4}},
$$

(2.10)

$$
\|\partial_t (Bu)\|_{L^\infty} + \|\partial_t B\|_{L^\infty} \leq CD(t)^{\frac{1}{4}}E(t)^{\frac{1}{4}},
$$

(2.11)

$$
\|\partial_y B\|_{L^\infty} + \|\partial_y (Bu)\|_{L^\infty} + \|\partial_y (Bu)\|_{H^{2,0}} \leq CD(t)^{\frac{1}{4}}.
$$

It is noticed that the above estimates also hold true to replace $B$ with $A$.

The proof is also straightforward, we leave it out here.
3 Isentropic MHD boundary layer equations

This section is devoted to deriving the lower bound of lifespan of the classical solution \((u, \tilde{h})\) to the system \((2.3)-(2.5)\). To this end, we will establish the desired energy estimates of solutions, which are listed in the following proposition.

**Proposition 3.1.** Under the a priori assumption \((2.7)\), for any \(t \in (0, T)\), there exist constants \(C, C_0 > 0\), such that for any \(\alpha \in \mathbb{N}^2, \beta \in \mathbb{N}\), it holds

\[
\frac{d}{dt} \sum_{\beta=0}^{3-\beta} \sum_{|\alpha|=0}^{3} (\|\sqrt{B}\partial_\alpha^\beta u\|_{L^2}^2 + \|\sqrt{A}\partial_\alpha^\beta \tilde{h}\|_{L^2}^2) + C_0 D(t) \leq CD(t)^{\frac{3}{2}} E(t)^{\frac{5}{2}} + CD(t)^{\frac{3}{2}} E(t) + CD(t) E(t)^{\frac{3}{2}}. \tag{3.1}
\]

The proof will be divided into two parts according to the value of \(\beta\), that is, \(\beta = 0\), and \(\beta = 1\).

### 3.1 Tangential derivative estimates

The goal of this subsection is to establish \(H^{3,0}\) estimates of the solution \((u, \tilde{h})\) to the initial boundary value problem \((2.3)-(2.5)\).

**Proposition 3.2.** Under the a priori assumption \((2.7)\), for any \(t \in (0, T)\), there exists constants \(C, C_1 > 0\), such that

\[
\frac{d}{dt} \sum_{|\alpha|=0}^{3} (\|\sqrt{B}\partial_\alpha^\beta u\|_{L^2}^2 + \|\sqrt{A}\partial_\alpha^\beta \tilde{h}\|_{L^2}^2) + C_1 \|\partial_\alpha^\beta (u, \tilde{h})\|_{H^{3,0}}^2 \leq CD(t)^{\frac{3}{2}} E(t)^{\frac{5}{2}} + CD(t)^{\frac{3}{2}} E(t) + CD(t) E(t)^{\frac{3}{2}}. \tag{3.2}
\]

**Proof.** Take the \(H^{3,0}\) inner product on the equations \((2.3)\) with \((u, \tilde{h})\) respectively, we have

\[
0 = \langle B\partial_t u, u \rangle_{H^{3,0}} + \langle A\partial_t \tilde{h}, \tilde{h} \rangle_{H^{3,0}} + \langle Bu\partial_x u, u \rangle_{H^{3,0}} + \langle Au\partial_x \tilde{h}, \tilde{h} \rangle_{H^{3,0}} - \langle ABh\partial_x \tilde{h}, u \rangle_{H^{3,0}} - \langle ABh\partial_x u, \tilde{h} \rangle_{H^{3,0}} + \langle (1 - A)Bh\partial_y \tilde{h}\partial_y u, u \rangle_{H^{3,0}} + \langle (1 - B)Ah\partial_y \tilde{h}\partial_y \tilde{h}, \tilde{h} \rangle_{H^{3,0}} - \langle ABh^2 \partial_y^2 u, u \rangle_{H^{3,0}} - \langle ABh^2 \partial_y^2 \tilde{h}, \tilde{h} \rangle_{H^{3,0}} =: \sum_{i=1}^{10} I_i.
\]

Next, we will handle \(I_i (i = 1, ..., 10)\) term by term as follows.

\[
I_1 = \sum_{|\alpha|=0}^{3} \langle \partial_\alpha^\beta (B\partial_t u), \partial_\alpha^\beta u \rangle = \sum_{|\alpha|=0}^{3} \langle B\partial_\alpha^\beta \partial_t u, \partial_\alpha^\beta u \rangle + \sum_{|\alpha|=1}^{3} \sum_{|\beta|=1}^{3} \langle \partial_\alpha^\beta B\partial_\alpha^\beta \partial_t u, \partial_\alpha^\beta u \rangle
\]
where in the last inequality, Lemma 2.4 is used. Similarly, 

\[
I_2 \geq \frac{1}{2} \frac{d}{dt} \sum |\alpha| = 0 \left\| \sqrt{B} \partial_t^\alpha u \right\|_{L^2}^2 - C \| \partial_t B \|_{L^\infty} \| u \|_{H^{3,0}}^2 - C \| \partial_t B \|_{L^\infty} \| \partial_t \|_{H^{2,0}} \| u \|_{H^{3,0}}
\]

\[
\geq \frac{1}{2} \frac{d}{dt} \sum |\alpha| = 0 \left\| \sqrt{B} \partial_t^\alpha u \right\|_{L^2}^2 - CD(t)^{\frac{1}{4}} E(t)^{\frac{1}{2}},
\]

(3.3)

where \( I_2 \) can be estimated as follows.

\[
I_2 \geq \frac{1}{2} \frac{d}{dt} \sum |\alpha| = 0 \left\| \sqrt{A} \partial_t^\alpha \tilde{h} \right\|_{L^2}^2 - CD(t)^{\frac{1}{4}} E(t)^{\frac{1}{2}}.
\]

(3.4)

And \( I_3 \) can be estimated as follows.

\[
|I_3| \leq \sum |\alpha| = 0 \left| \left\langle \partial_t^\alpha (Bu \partial_x u), \partial_t^\alpha u \right\rangle \right|
\]

\[
\leq \sum |\alpha| = 0 \left| \left\langle Bu \partial_x \partial_t^\alpha u, \partial_t^\alpha u \right\rangle \right| + \sum |\alpha| = 0 \sum |\beta| = 1 \left| \left\langle \partial_t^\alpha (Bu) \partial_t^\alpha \beta \partial_t^\gamma u, \partial_t^\alpha u \right\rangle \right|_{L^2}
\]

\[
= \sum |\alpha| = 0 \left| - \frac{1}{2} \int \partial_x (Bu) (\partial_t^\alpha u)^2 \right| + \sum |\alpha| = 0 \sum |\beta| = 1 \left| \left\langle \partial_t^\alpha (Bu) \partial_t^\alpha \beta \partial_t^\gamma u, \partial_t^\alpha u \right\rangle \right|_{L^2}
\]

\[
\leq \| \partial_t (Bu) \|_{L^\infty} \| u \|_{H^{3,0}}^2 + \| \partial_t u \|_{L^\infty} \| Bu \|_{H^{3,0}} \| u \|_{H^{3,0}}
\]

\[
\leq CD(t)^{\frac{1}{4}} E(t)^{\frac{1}{2}}.
\]

(3.5)

Along the same line, we also have

\[
|I_4| \leq CD(t)^{\frac{1}{4}} E(t)^{\frac{1}{2}}.
\]

(3.6)

To estimate \( I_5 + I_6 \), we divide \( I_5 + I_6 \) into the following three parts.

\[
|I_5 + I_6| \leq \sum |\alpha| = 0 \left| \left\langle \partial_t^\alpha (ABh \partial_x \tilde{h}), \partial_t^\alpha u \right\rangle - \left\langle \partial_t^\alpha (ABh \partial_x u), \partial_t^\alpha \tilde{h} \right\rangle \right|
\]

\[
\leq \left| \left\langle ABh \partial_x \partial_t^\alpha \tilde{h}, \partial_t^\alpha u \right\rangle \right| - \left| \left\langle ABh \partial_x \partial_t^\alpha u, \partial_t^\alpha \tilde{h} \right\rangle \right|
\]

\[
+ \sum |\alpha| = 1 \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} \tilde{h}, \partial_t^\alpha u \right\rangle \right| + \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} u, \partial_t^\alpha \tilde{h} \right\rangle \right|
\]

\[
+ \sum |\alpha| = 0 \sum |\beta| = 0 \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} \tilde{h}, \partial_t^\alpha u \right\rangle \right| + \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} u, \partial_t^\alpha \tilde{h} \right\rangle \right|
\]

\[
+ \sum |\alpha| = 0 \sum |\beta| = 0 \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} \tilde{h}, \partial_t^\alpha u \right\rangle \right| + \left| \left\langle \partial_t^\alpha (ABh) \partial_t^{4-\alpha} u, \partial_t^\alpha \tilde{h} \right\rangle \right|
\].
For the first term, integration by parts leads to
\[
\left| - \left< ABh \partial_x \partial^3_x \bar{h}, \partial^3_x u \right> - \left< ABh \partial_x \partial^3_x u, \partial^3_x \bar{h} \right> \right|
\leq CD(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]

And for the remaining two terms, it follows from Lemma 2.1 and 2.4 that
\[
\sum_{|\alpha|=1}^3 \left| \left< \partial^\alpha_x (ABh) \partial^4_x \bar{h}, \partial^2_x u \right> \right|
\leq CD(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]

Collecting the above two inequalities, we get
\[
|I_5 + I_6| \leq CD(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}, \tag{3.7}
\]

\[I_7\] can be estimated in a direct way.
\[
|I_7| = \left| \left< (1 - A)Bh \partial_y \partial_y \bar{h} u, u \right> \right|_{H^3,0}
\leq \| (1 - A)Bh \|_{L^\infty} \| \partial_y \partial_y \bar{h} \|_{H^3,0} \| \partial_y \bar{h} u \|_{H^3,0} + \| \partial_y \bar{h} u \|_{L^\infty} \| (1 - A)Bh \|_{H^3,0} \| u \|_{H^3,0}.
\]

From the Gagliardo-Nirenberg inequality,
\[
\| \partial_y (u, \bar{h}) \|_{L^\infty} \leq C \| \partial_y (u, \bar{h}) \|_{H^1,0} \| \partial_y^2 (u, \bar{h}) \|_{H^1,0} \leq CD(t)^{\frac{1}{2}},
\]

and by Lemma 2.1 we have
\[
\| \partial_y \bar{h} u \|_{H^3,0} \leq \| \partial_y \bar{h} \|_{L^\infty} \| \partial_y u \|_{H^3,0} + \| \partial_y u \|_{L^\infty} \| \partial_y \bar{h} \|_{H^3,0} \leq CD(t).
\]

Thus, we arrive at
\[
|I_7| \leq CD(t) E(t) \leq CD(t) E(t)^{\frac{1}{2}}. \tag{3.8}
\]

By the similar arguments,
\[
|I_8| \leq CD(t) E(t)^{\frac{1}{2}}. \tag{3.9}
\]

As for \[I_9\], we divide it into two parts
\[
I_9 = - \sum_{|\alpha|=0}^3 \left< \partial^\alpha_x (ABh^2 \partial_y^2 u), \partial^2_x u \right>
\]

12
Proposition 3.3. Under the a priori assumption \((2.7)\), for any \(t \in (0, T)\), there exist constants \(C, C_2 > 0\), such that for \(M\) large enough defined in \((2.6)\), it holds

\[
\frac{d}{dt} \sum_{|\alpha|=0} \left( \| \sqrt{B} \partial_\tau^\alpha \partial_y u \|_{L^2}^2 + \| \sqrt{A} \partial_\tau^\alpha \partial_y \tilde{h} \|_{L^2}^2 \right) + C_2 \| \partial_y (u, \tilde{h}) \|_{H^{2,1}}^2 \\
\leq CD(t)^{\frac{1}{2}} E(t) + CD(t)^{\frac{1}{2}} E(t) + CD(t) E(t)^{\frac{1}{2}}.
\]

Consequently, the proof of Proposition 3.2 is done. \(\square\)

3.2 Normal derivative estimates

The subsection is intended to establish \(H^{2,1}\) estimates of the solution \((u, \tilde{h})\) to the initial boundary value problem \((2.3) - (2.5)\).

**Proposition 3.3.** Under the a priori assumption \((2.7)\), for any \(t \in (0, T)\), there exist constants \(C, C_2 > 0\), such that for \(M\) large enough defined in \((2.6)\), it holds

\[
\frac{d}{dt} \sum_{|\alpha|=0} \left( \| \sqrt{B} \partial_\tau^\alpha \partial_y u \|_{L^2}^2 + \| \sqrt{A} \partial_\tau^\alpha \partial_y \tilde{h} \|_{L^2}^2 \right) + C_2 \| \partial_y (u, \tilde{h}) \|_{H^{2,1}}^2 \\
\leq CD(t)^{\frac{1}{2}} E(t) + CD(t)^{\frac{1}{2}} E(t) + CD(t) E(t)^{\frac{1}{2}}.
\]

Finally, collecting all the estimates \((3.3) - (3.11)\) together, we conclude that

\[
\frac{d}{dt} \sum_{|\alpha|=0} \left( \| \sqrt{B} \partial_\tau^\alpha \partial_y u \|_{L^2}^2 + \| \sqrt{A} \partial_\tau^\alpha \partial_y \tilde{h} \|_{L^2}^2 \right) + C_2 \| \partial_y (u, \tilde{h}) \|_{H^{3,0}}^2 \\
\leq CD(t)^{\frac{1}{2}} E(t) + CD(t)^{\frac{1}{2}} E(t) + CD(t) E(t)^{\frac{1}{2}}.
\]
Proof. Applying $\partial_y$ on equations (2.3), and then taking the $H^{2,0}$ inner product on the resulting equations with $(\partial_y u, \partial_y \hat{h})$ respectively, we have

$$0 = \langle \partial_y(B \partial_t u), \partial_y u \rangle_{H^{2,0}} + \langle \partial_y(A \partial_t \hat{h}), \partial_y \hat{h} \rangle_{H^{2,0}}$$

$$+ \langle \partial_y(Bu \partial_x u), \partial_y u \rangle_{H^{2,0}} + \langle \partial_y(Au \partial_x \hat{h}), \partial_y \hat{h} \rangle_{H^{2,0}}$$

$$- \langle \partial_y(ABh \partial_x \hat{h}), \partial_y u \rangle_{H^{2,0}} - \langle \partial_y(ABh \partial_x u), \partial_y \hat{h} \rangle_{H^{2,0}}$$

$$+ \langle \partial_y \left( (1 - A)Bh \partial_y \hat{h} \partial_y u \right), \partial_y u \rangle_{H^{2,0}} + \langle \partial_y \left( (1 - B)Ah \partial_y \hat{h} \partial_y \hat{h} \right), \partial_y \hat{h} \rangle_{H^{2,0}}$$

$$- \langle \partial_y(ABh^2 \partial_y^2 u), \partial_y u \rangle_{H^{2,0}} - \langle \partial_y(ABh^3 \partial_y^3 \hat{h}), \partial_y \hat{h} \rangle_{H^{2,0}} =: \sum_{i=1}^{10} J_i.$$ 

Then, we will estimate $J_i (i = 1, ..., 10)$ term by term.

First, we separate $J_1$ into two parts

$$J_1 = \langle B \partial_t \partial_y u, \partial_y u \rangle_{H^{2,0}} + \langle \partial_y B \partial_t u, \partial_y u \rangle_{H^{2,0}} =: J_1^1 + J_1^2.$$ 

For the first term $J_1^1$, along the same line as (3.3), we have

$$J_1^1 = \sum_{|\alpha|=0}^{2} \langle B \partial^\alpha_t \partial_t \partial_y u, \partial^\alpha_y \partial_y u \rangle + \sum_{|\alpha|=1}^{2} \sum_{|\beta|=1}^{2} \left< \partial^\beta_t B \partial^\alpha_t \partial_t \partial_y u, \partial^\alpha_y \partial_y u \right>$$

$$= \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left< \sqrt{B} \partial^\alpha_t \partial_y u \right>^2_{L^2} - \frac{1}{2} \sum_{|\alpha|=0}^{2} \int_{\Omega} B_t (\partial^\alpha_t \partial_y u)^2 \, dt + \sum_{|\alpha|=1}^{2} \sum_{|\beta|=1}^{2} \left< \partial^\beta_t B \partial^\alpha_t \partial_t \partial_y u, \partial^\alpha_y \partial_y u \right>$$

$$\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left< \sqrt{B} \partial^\alpha_t \partial_y u \right>^2_{L^2} - C \|t\|_{L^\infty} \|u\|^2_{H^{2,1}} - C \|\partial_t \partial_y u\|_{L^\infty} \|\partial_t B\|_{H^{1,0}} \|u\|_{H^{2,1}}$$

$$\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left< \sqrt{B} \partial^\alpha_t \partial_y u \right>^2_{L^2} - CD(t)^{\frac{1}{2}} E(t),$$

where in the third line, we used Lemma 2.1 and in the last inequality Lemma 2.2 is used. Moreover, by Lemma 2.1 and Gagliardo-Nirenberg inequality, $J_1^2$ can be estimated in the following way.

$$|J_1^2| \leq \|\partial_y B\|_{L^\infty} \|\partial_y u\|_{H^{2,0}} \|u\|_{H^{2,1}} + \|\partial_y u\|_{L^\infty} \|\partial_y B\|_{H^{2,0}} \|u\|_{H^{2,1}}$$

$$\leq CD(t)^{\frac{1}{2}} E(t).$$

Combine the above two estimates, it holds

$$J_1 \geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left< \sqrt{B} \partial^\alpha_t \partial_y u \right>^2_{L^2} - CD(t)^{\frac{1}{2}} E(t). \quad (3.14)$$
Similarly,

\[ J_2 \geq \frac{1}{2} \frac{d}{d\tau} \sum_{0}^{2} \| \sqrt{A} \partial^a \partial_y \tilde{\eta} \|_{L^2}^2 - CD(t) \frac{1}{\tau} E(t). \] (3.15)

For \( J_3 \), again by Lemma 2.1, one has

\[
|J_3| \leq \left| \left\langle Bu \partial_x \partial_y u, \partial_y u \right\rangle_{H^{2,0}} \right| + \left| \left\langle \partial_y (Bu) \partial_x u, \partial_y u \right\rangle_{H^{2,0}} \right|
\leq \|Bu\|_{L^\infty} \|\partial_x \partial_y u\|_{H^{2,1}} \|u\|_{H^{2,1}} + \|\partial_y (Bu)\|_{L^\infty} \|\partial_x u\|_{H^{2,1}} \|u\|_{H^{2,1}}
\leq CD(t) \frac{1}{\tau} E(t). \] (3.16)

By the exactly same procedure, \( J_4 \) has the same bound.

\[ |J_4| \leq CD(t) \frac{1}{\tau} E(t). \] (3.17)

Next, we establish the estimate of \( J_5 + J_6 \).

\[
\left\langle \partial_y (ABh \partial_x \tilde{u}), \partial_y u \right\rangle_{H^{2,0}} - \left\langle \partial_y (ABh \partial_x \tilde{u}), \partial_y \tilde{h} \right\rangle_{H^{2,0}}
= \left( \left\langle \partial_y (ABh) \partial_x \tilde{h}, \partial_y u \right\rangle_{H^{2,0}} + \left\langle \partial_y (ABh) \partial_x u, \partial_y \tilde{h} \right\rangle_{H^{2,0}} \right)
- \left( \left\langle ABh \partial_x \partial_y \tilde{h}, \partial_y u \right\rangle_{H^{2,0}} + \left\langle ABh \partial_x \partial_y u, \partial_y \tilde{h} \right\rangle_{H^{2,0}} \right)
= \left( \left\langle \partial_y (ABh) \partial_x \tilde{h}, \partial_y u \right\rangle_{H^{2,0}} + \left\langle \partial_y (ABh) \partial_x u, \partial_y \tilde{h} \right\rangle_{H^{2,0}} \right)
+ \left\langle \partial_x (ABh) \partial_y \tilde{h}, \partial_y u \right\rangle_{H^{2,0}}
\]

where in the last line we use integration by parts. It follows from the same line as (3.16), we deduce that

\[ |J_5 + J_6| \leq CD(t) \frac{1}{\tau} E(t). \] (3.18)

We continue to estimate \( J_7 \).

\[
|J_7| \leq \left| \left\langle \partial_y ((1 - A) Bh) \partial_y \tilde{h} \partial_y u, \partial_y u \right\rangle_{H^{2,0}} \right| + \left| \left\langle (1 - A) Bh \partial_y \partial_y \tilde{h}, \partial_y u \right\rangle_{H^{2,0}} \right|
\leq \|\partial_y ((1 - A) Bh)\|_{L^\infty} \|\partial_y \tilde{h} \partial_y u\|_{H^{2,0}} \|u\|_{H^{2,1}} + \|\partial_y \tilde{h} \partial_y u\|_{L^\infty} \|\partial_y ((1 - A) Bh)\|_{H^{2,0}} \|u\|_{H^{2,1}}
+ \|\partial_y ((1 - A) Bh)\|_{L^\infty} \|\partial_y \tilde{h} \partial_y u\|_{H^{2,0}} \|u\|_{H^{2,1}}
=: J_7^1 + J_7^2 + J_7^3 + J_7^4.
\]

Firstly,

\[ J_7^1 \leq CE(t) \frac{1}{\tau} - D(t) E(t) \frac{1}{\tau} \leq CE(t) D(t). \]
For the second and the third terms,
\[ J^2_t \leq CD(t)E(t)^\frac{1}{2} E(t)^\frac{1}{2} \leq CD(t)E(t), \]
and
\[ J^3_t \leq CD(t)E(t)^\frac{1}{2}. \]
As for the last term
\[ J^4_t \leq CD(t)E(t)^\frac{1}{2} \cdot E(t)^\frac{1}{2} \leq CD(t)E(t). \]
As a result, by the a priori assumption (2.7), it turns out
\[ |J_7| \leq CD(t)E(t)^\frac{1}{2}. \quad (3.19) \]
A similar derivation of the above inequality yields that
\[ |J_8| \leq CD(t)E(t)^\frac{1}{2}. \quad (3.20) \]
It is left to estimate \( J_9 \), by integration by parts
\[
J_9 = \langle ABh^2 \partial_y^2 u, \partial_y^2 u \rangle_{H^2,0} - \langle ABh^2 \partial_y^2 u, \partial_y u \rangle_{H^2,0} |_{y=0} \\
= \langle ABh^2 \partial_y^2 \partial_y^2 u, \partial_y \partial_y u \rangle + \langle \partial_y (ABh^2) \partial_y^2 u, \partial_y^2 \partial_y^2 u \rangle \\
+ \langle \partial_y^2 (ABh^2) \partial_y^2 u, \partial_y^2 \partial_y u \rangle - \langle ABh^2 \partial_y^2 u, \partial_y u \rangle_{H^2,0} |_{y=0} \\
=: J^1_9 + J^2_9 + J^3_9 + J^4_9.
\]
Obviously
\[ J^3_9 \geq C^3_2 \| \partial_y u \|^2_{H^2,1}. \]
For \( J_9^2 \) and \( J_9^3 \), by Gagliardo-Nirenberg inequality, we have
\[
|J_9^2| + |J_9^3| \lesssim \| \partial_y (ABh^2) \|_{L^\infty} \| \partial_y u \|_{H^{1.1}} \| \partial_y u \|_{H^{2.1}} + \| \partial_y^2 (ABh^2) \|_{L^2} \| \partial_y^2 u \|_{L^\infty} \| \partial_y u \|_{H^{2.1}} \\
\leq CD(t)E(t)^\frac{1}{2}.
\]
Notice that the boundary term is the most involved, here we divide it into three parts.
\[
- \langle ABh^2 \partial_y^2 u, \partial_y u \rangle_{H^{2,0}} |_{y=0} \\
= - \langle \partial_y (ABh^2) \partial_y^2 u, \partial_y \partial_y^2 u \rangle |_{y=0} - \langle \partial_y^2 (ABh^2) \partial_y^2 u, \partial_y^2 \partial_y u \rangle_{H^{2,0}} |_{y=0} - \langle ABh^2 \partial_y^2 \partial_y^2 u, \partial_y^2 \partial_y u \rangle_{H^{2,0}} |_{y=0} \\
=: J^4_{9,1} + J^4_{9,2} + J^4_{9,3}.
\]
From the first equation in (2.2) and the boundary condition (2.4), we immediately get that
\[ \partial_y^2 u |_{y=0} = - \frac{1}{h} \partial_y \tilde{h} |_{y=0}. \]
Substituting it into the first two terms which behave like the nonlinear terms, and by using Lemma 2.1, we can estimate them directly.

\[ |J^4_9 + J^2_9| \]
\[ \lesssim \| \partial_r (ABh^2) \|_{L^\infty} \| \partial_r \left( \frac{1}{h} \partial_x \tilde{h} \right) \|_{L^2 L^\infty} + \| \partial^2_r (ABh^2) \|_{L^\infty} \| \frac{1}{h} \partial_x \tilde{h} \|_{L^2 L^\infty} \]
\[ \lesssim \| \partial^2_r \partial_y^2 u \|_{L^2} \| \partial^2_r \partial_y^3 u \|_{L^2} \| \partial^2_r \partial_y^2 u \|_{L^2} \| \partial^2_r \partial_y^3 u \|_{L^2} \]
\[ \leq C D(t)^{\frac{1}{2}} E(t) + C D(t)^{\frac{1}{2}} \frac{1}{2}. \]

By Gagliadro-Nirenberg Sobolev embedding inequality again, the last term can be estimated as follows.

\[ |J^3_9| \lesssim \| \partial^2_r \partial_y^2 u \|_{L^2} \| \partial^2_r \partial_y^3 u \|_{L^2} \| \partial^2_r \partial_y^2 u \|_{L^2} \]

The most complicated term comes from the second term in the right hand side of above inequality. To deal with it, we take \( \partial_y \) to the first equation in (2.22) and obtain

\[ \partial^3_y u = \partial_y \left( \frac{1}{Ah^2} \partial_t u + \frac{1}{Ah^2} u \partial_x u - \frac{1}{h} \partial_x \tilde{h} + \frac{1 - A}{Ah} \partial_y \tilde{h} \partial_y u \right). \]

Hence,

\[ \| \partial^2_r \partial_y^3 u \|_{L^2} \leq \| \partial_y \left( \frac{1}{Ah^2} \partial_t u \right) \|_{H^{2,0}} + \| \partial_y \left( \frac{1}{Ah^2} u \partial_x u \right) \|_{H^{2,0}} + \| \partial_y \left( \frac{1}{h} \partial_x \tilde{h} \right) \|_{H^{2,0}} + \| \partial_y \left( \frac{1 - A}{Ah} \partial_y \tilde{h} \partial_y u \right) \|_{H^{2,0}} \]
\[ =: j_1 + j_2 + j_3 + j_4. \]

All we need to do is to estimate \( j_i \) \( (j = 1, ..., 4) \). Firstly,

\[ |j_1| \lesssim \| \partial_y \left( \frac{1}{Ah^2} \right) \partial_t u \|_{H^{2,0}} + \| \frac{1}{Ah^2} \partial_r \partial_y u \|_{H^{2,0}} \]
\[ \lesssim \| \partial_t u \|_{L^\infty} \| \frac{1}{Ah^2} \|_{H^{2,1}} + \| \partial_y \left( \frac{1}{Ah^2} \right) \|_{L^\infty} \| \partial_r u \|_{H^{2,0}} \]
\[ + \| \frac{1}{Ah^2} \|_{L^\infty} \| \partial_r u \|_{H^{2,1}} + \| \partial^2_r \left( \frac{1}{Ah^2} \right) \|_{L^2} \| \partial_r \partial_y u \|_{L^\infty} \]
\[ \leq C D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} + C D(t)^{\frac{1}{2}}. \]

A similar derivation yields that \( j_3 \) has the same bound.

\[ |j_3| \leq C D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} + C D(t)^{\frac{1}{2}}. \]

Furthermore, by Lemma 2.1 again, there holds

\[ |j_2| \leq \| \partial_y \left( \frac{u}{Ah^2} \right) \partial_x u \|_{H^{2,0}} + \| \frac{u}{Ah^2} \partial_x \partial_y u \|_{H^{2,0}} \]
Thus, we infer that

\[ j_4 \leq CD(t). \]

Collecting these four estimates, it turns out

\[ \| \partial_\alpha^2 \partial_\beta^3 u \|_{L^2} \leq CD(t)^{3/2} E(t)^{1/2} + CD(t) + CD(t)^{1/2}. \]

From which we achieve that

\[
| J_{9,13}^4 | \leq \frac{1}{2} \left( \frac{u}{H^2} \right) \| u \|_{H^2,1}^2 \| u \|_{H^2,1}^2 \cdot \left( D(t)^{1/2} + D(t)^{3/2} E(t)^{1/2} + D(t)^{1/2} \right)
\]

\[ \leq \frac{C}{M^{1/2}} D(t) + CD(t) E(t)^{1/2}. \]

Thus, we infer that

\[ J_9 \geq C_2 \| \partial_\beta u \|_{H^2,1}^2 - CD(t)^{1/2} E(t) - CD(t) E(t) - \frac{C}{M^{1/2}} D(t). \] (3.21)

Finally, since there is no boundary term when applying integration by parts to $J_{10}$, the estimate of $J_{10}$ is much more concise.

\[ J_{10} \geq C_2 \| \partial_\beta \tilde{h} \|_{H^2,1}^2 - CD(t) E(t)^{1/2}. \] (3.22)

Consequently, summing up all the estimates (3.14-3.22) together, we arrive at

\[
\frac{d}{dt} \sum_{|\alpha|=0}^2 \left( \| \sqrt{B} \partial_\alpha^2 \partial_\beta u \|_{L^2}^2 + \| \sqrt{A} \partial_\alpha^2 \partial_\beta \tilde{h} \|_{L^2}^2 \right) + C_2 \| \partial_\beta (u, \tilde{h}) \|_{H^2,1}^2 \\
\leq CD(t)^{1/2} E(t) + CD(t) E(t)^{1/2} + \frac{C}{M^{1/2}} D(t). \] (3.23)

Hence, we complete the proof of Proposition 3.3. \(\square\)

Now it is position to start the proof of Proposition 3.1. Based on the Proposition 3.2 and 3.3, we conclude that for any $\alpha \in \mathbb{N}^2, \beta \in \mathbb{N}$, if we take $M$ large enough, then we set up the following inequality.

\[
\frac{d}{dt} \sum_{\beta=0}^{3-\beta} \sum_{|\alpha|=0}^1 \left( \| \sqrt{B} \partial_\alpha^2 \partial_\beta u \|_{L^2}^2 + \| \sqrt{A} \partial_\alpha^2 \partial_\beta \tilde{h} \|_{L^2}^2 \right) + C_0 D(t) \\
\leq CD(t)^{1/2} E(t)^{1/2} + CD(t)^{3/2} E(t) + CD(t) E(t)^{1/2}. \] (3.24)

Then, the proof of Proposition 3.1 is complete.
3.3 Lower bound estimate of lifespan of solutions

This subsection is devoted to proving Theorem 1.1. Recalling the initial condition (1.17) and the coordinate transformation, we immediately get that

\[ E(0) \leq 2\varepsilon^2. \]  

(3.25)

Furthermore, in view of the basic energy estimates achieved in Subsections 3.1 and 3.2, by Hölder’s inequality and using the a priori assumption (2.7), the smallness of \( \varepsilon \), we have

\[
\frac{d}{dt} \sum_{\beta=0}^{3-\beta} \left( \| B\partial_t^\beta \partial_y^\beta u \|_{L^2}^2 + \| A\partial_t^\beta \partial_y^\beta h \|_{L^2}^2 \right) + \frac{C_0}{2} D(t) \leq CE(t)^{\frac{5}{4}}. 
\]  

(3.26)

Suppose that \((0, T_\varepsilon)\) is the maximum interval that (2.7) holds, then as a consequence of Gronwall’s inequality, we deduce that for any \( t \in (0, T_\varepsilon) \) with \( T_\varepsilon = \frac{\ln 2}{\varepsilon} \varepsilon^{-\frac{4}{3}} \)

\[
E(t) \leq E(0) \exp \left\{ \int_0^{T_\varepsilon} CE(t)^{\frac{5}{4}} dt \right\} \leq 2 \exp \{ 4C \varepsilon^{\frac{5}{4}} T_\varepsilon \} \varepsilon^2 = 4 \varepsilon^2.
\]

Lastly, Theorem 1.1 follows by a bootstrap argument.

4 Non-isentropic MHD boundary layer equations

In this section, we consider the positive lower bound of lifespan of solutions to the initial-boundary value problem of non-isentropic compressible MHD boundary layer equations (1.1)-(1.4).

4.1 Coordinate transformation

To prove Theorem 1.3, we also introduce the following coordinate transform

\[ \tilde{t} = t, \quad \tilde{x} = x, \quad \tilde{y} = \psi(t, x, y), \]

and the new variables as before

\[ (\tilde{u}, \tilde{\theta}, \tilde{h})(\tilde{t}, \tilde{x}, \tilde{y}) := (u, \theta, h)(t, x, y). \]

Then (1.18) becomes

\[
\begin{align*}
\partial_t \tilde{u} + u \partial_x \tilde{u} - \frac{R_0}{P - \frac{1}{2} h^2} \partial_x \tilde{h} + \left( 1 - \frac{R_0}{P - \frac{1}{2} h^2} \right) h \partial_y \tilde{h} \partial_y u - \frac{R_0}{P - \frac{1}{2} h^2} h^2 \partial_y^2 u &= -\frac{R_0}{P - \frac{1}{2} h^2} P_\tilde{u}, \\
\partial_t \tilde{\theta} + u \partial_x \tilde{\theta} + \frac{Q}{Q - \frac{1}{2} h^2} \partial_x \tilde{u} - \frac{Q}{Q - \frac{1}{2} h^2} P_\tilde{\theta} &= \frac{Q}{Q - \frac{1}{2} h^2} \tilde{P}_\tilde{u}, \\
\partial_t \tilde{h} + u \partial_x \tilde{h} - \frac{P^{1} - \frac{1}{2} h^2}{Q} \partial_x \tilde{u} + \frac{Q}{Q - \frac{1}{2} h^2} (\partial_x \tilde{u})^2 + \frac{Q}{Q - \frac{1}{2} h^2} \partial_y \tilde{h} \partial_y \tilde{h} + \frac{P^{1} - \frac{1}{2} h^2}{Q} (\partial_y \tilde{h})^2 &= -\frac{h}{Q(R + 1)} (P_\tilde{u} + P_\tilde{h}).
\end{align*}
\]  

(4.1)
Here, we also drop all “hat” for convenience. As in \([9]\), set
\[
q(\tilde{t}, \tilde{x}, \tilde{y}) := \frac{1}{2} h^2 (\tilde{t}, \tilde{x}, \tilde{y}),
\]
the system \((4.1)\) can be rewritten in the following form
\[
\begin{aligned}
\frac{\partial_t u + u \partial_x u - \frac{R_0}{P_0 - q} \partial_x q + \left(1 - \frac{R_0}{P_0 - q}\right) \partial_y q \partial_y u - \frac{2R_0 q}{P_0 - q} \partial_y^2 u}{\frac{R_0}{P_0 - q}} &= - \frac{R_0}{P_0 - q} P_x \\
\frac{\partial_t \theta + u \partial_x \theta + \frac{P_0 - q}{Q} \partial_x u - \frac{2a_0 q}{Q} \partial_y q \partial_y u + \left(1 - \frac{a_0 q}{P_0 - q}\right) \partial_y q \partial_y \theta}{\frac{P_0 - q}{Q}} &= - \frac{a_0 q}{P_0 - q} \left(\partial_y q\right)^2 - \frac{2a_0 q}{Q} \partial_y^2 \theta - \partial_y^2 \theta = \frac{a_0 q}{Q} (P_t + P_x u), \\
\frac{\partial_t q + u \partial_x q - \frac{2a_0 q}{Q} \partial_x u + \frac{4a_0 q}{Q} \partial_y q \partial_y u + \frac{2a_0 q}{Q} \partial_y q \partial_y \theta + \frac{P_0 - q}{Q} \partial_y q}{\frac{P_0 - q}{Q}} &= - \frac{2a_0 q}{Q} \left(\partial_y q\right)^2 - \frac{2a_0 q}{Q} \partial_y^2 \theta = \frac{2a_0 q}{Q} (P_t + P_x u),
\end{aligned}
\]
\[
\lim_{y \to \infty} (u(\theta, q)|_{y=0} = 0, \quad \theta|_{y=0} = \theta^*(t, x).
\]
Here, we also replace \((\tilde{t}, \tilde{x}, \tilde{y})\) with \((t, x, y)\) without any confusion. To overcome the difficulty originated from the boundary term, we introduce a cut-off function \(\chi(y) \in C^\infty(\mathbb{R}_+)\) such that
\[
0 \leq \chi(y) \leq 1,
\]
and denote
\[
\tilde{u} = u, \quad \tilde{\theta} = \theta - \chi(y)\Theta - (1 - \chi(y))\theta^*, \quad \tilde{q} = q - H^2/2.
\]
Then \((\tilde{u}, \tilde{\theta}, \tilde{q})\) solves the following system of equations.
\[
\begin{aligned}
\frac{\partial_t \tilde{u} + u \partial_x \tilde{u} - \frac{R_0}{P_0 - q} \partial_x \tilde{q} + \left(1 - \frac{R_0}{P_0 - q}\right) \partial_y \tilde{q} \partial_y \tilde{u} - \frac{2R_0 q}{P_0 - q} \partial_y^2 \tilde{u}}{\frac{R_0}{P_0 - q}} &= r_1, \\
\frac{\partial_t \tilde{\theta} + u \partial_x \tilde{\theta} + \frac{P_0 - q}{Q} \partial_x \tilde{u} - \frac{2a_0 q}{Q} \partial_y \tilde{q} \partial_y \tilde{u} + \left(1 - \frac{a_0 q}{P_0 - q}\right) \partial_y \tilde{q} \partial_y \tilde{\theta}}{\frac{P_0 - q}{Q}} &= r_2, \\
\frac{\partial_t \tilde{q} + u \partial_x \tilde{q} - \frac{2a_0 q}{Q} \partial_x \tilde{u} + \frac{4a_0 q}{Q} \partial_y \tilde{q} \partial_y \tilde{u} + \frac{2a_0 q}{Q} \partial_y \tilde{q} \partial_y \tilde{\theta} + \frac{P_0 - q}{Q} \partial_y \tilde{q}}{\frac{P_0 - q}{Q}} &= r_3.
\end{aligned}
\]
By the Bernoulli’s law of the outflow, we have
\[
\begin{aligned}
r_1 &= - \frac{R_0}{P_0 - q} P_x + \frac{R_0}{P_0 - q} HH_x = 0, \\
r_2 &= -\chi \Theta - (1 - \chi) \theta^* - \tilde{u} \chi \Theta - \tilde{u} (1 - \chi) \theta^* - \left(1 - \frac{a_0 q}{P_0 - q}\right) \partial_y \tilde{q} \left(\chi' \Theta - \chi' \theta^*\right) + \frac{2a_0 q}{Q} \left(\chi'' \Theta - \chi'' \theta^*\right) + \frac{P_0 - q}{Q} \left(P_t + P_x \tilde{u}\right), \\
&= -\chi \Theta - (1 - \chi) \theta^* - \tilde{u} \chi \Theta - \tilde{u} (1 - \chi) \theta^* - \left(1 - \frac{a_0 q}{P_0 - q}\right) \partial_y \tilde{q} \left(\chi' \Theta - \chi' \theta^*\right) + \frac{2a_0 q}{Q} \left(\chi'' \Theta - \chi'' \theta^*\right) + \frac{a_0 q}{P_0 - q} \left(1 - \chi\right) \left(P_t + P_x \tilde{u}\right) - \frac{a_0 q P_t \chi \tilde{q}}{Q (1 - 2a_0 H^2) Q'}, \\
r_3 &= -HH \tilde{u} - \tilde{u} HH_x - \frac{2a_0 q}{Q} \partial_y \tilde{q} \left(\chi' \Theta - \chi' \theta^*\right) - \frac{4a_0 q}{Q} \left(\chi'' \Theta - \chi'' \theta^*\right) + \frac{2a_0 q}{Q} \left(P_t + P_x \tilde{u}\right) - \frac{2q P_t}{Q (R + 1) (P + 2a_0 H^2)} + \frac{2q}{Q (R + 1)} P_x \tilde{u}.
\end{aligned}
\]
Moreover, by the assumption (1.19), it holds
\[ \| (r_2, r_3) \|_{H^{3,0}} + \| (r_2, r_3) \|_{H^{2,1}} \leq C f(t) + C f(t) E(t)^{\frac{1}{2}} + C f(t) D(t)^{\frac{1}{2}}. \]  

(4.4)

Let \( v = v(t, x, y) := (\tilde{u}, \tilde{\theta}, \tilde{q})^T \) \((t, x, y)\), the system (4.3) can be rewritten in the following form
\[ \partial_t v + A_0(v) \partial_\alpha v + f_0(\partial_y v) - B_0(v) \partial^2_y v = g_0(v), \]  

(4.5)

where

\[
A_0(v) = \begin{pmatrix}
\frac{u}{\theta} & 0 & -\frac{R \theta}{a-q} \\
\frac{2 \theta q}{\theta} & u & 0 \\
-\frac{2 \left( P - q \right) q}{\theta} & 0 & u
\end{pmatrix},
\]

\[
B_0(v) = 2q \begin{pmatrix}
-\frac{R \theta}{P - q} & 0 & 0 \\
0 & -\frac{a \theta \left( P + q \right)}{\theta} & \frac{a \theta}{\theta} \\
0 & \frac{a \theta}{\theta} & -\frac{P - q}{Q}
\end{pmatrix},
\]

and

\[
f_0(\partial_y v) = \begin{pmatrix}
-2 \frac{a \theta q}{\theta} P - q \partial_y \tilde{q}^2 (\partial_y \tilde{u})^2 + \left( 1 - \frac{R \theta}{P - q} \right) \partial_y \tilde{q} \partial_y \tilde{u} \\
\frac{a \theta}{\theta} P - q \partial_y \tilde{q} \partial_y \tilde{\theta} - \frac{a \theta P + q}{\theta} \left( \partial_y \tilde{q} \right)^2 \\
\frac{4 a \theta^2 q}{\theta} \partial_y \tilde{q} \partial_y \tilde{\theta} \partial_y \tilde{\theta} + \frac{P + q}{\theta} h (\partial_y \tilde{q})^2
\end{pmatrix} =: (f_1, f_2, f_3)^T,
\]

\[
g_0(v) = (0, r_2, r_3)^T.
\]

We continue to introduce a positive symmetric matrix

\[
S(v) := \begin{pmatrix}
\frac{\theta (P - q)}{R} & 0 & 0 \\
0 & \frac{P - q}{\theta} & \theta \\
0 & \frac{\theta^2 P + q}{2q \theta - q}
\end{pmatrix},
\]

(4.6)

\[
to symmetrize the system. A direct calculation yields that
\[
A(v) := S(v) A_0(v) = \begin{pmatrix}
\frac{\theta (P - q)}{R} u & 0 & -\theta^2 \\
0 & \frac{P - q}{\theta} u & \theta u \\
-\theta^2 & \theta u & \frac{\theta^2 P + q}{2q \theta - q} u
\end{pmatrix},
\]

(4.7)

is symmetric, and

\[
B(v) := S(v) B_0(v) = \begin{pmatrix}
2 \theta^2 q & 0 & 0 \\
0 & 2 \theta q & 0 \\
0 & 0 & \theta^2
\end{pmatrix},
\]

(4.8)
is positive definite. Finally, the system (4.1) is converted to
\[
\begin{aligned}
  & S(v) \partial_t v + A(v) \partial_x v + f(\partial_y v) - B(v) \partial_y^2 v = g(v), \\
  & (\bar{u}, \partial_y \tilde{q})|_{y=0} = 0, \quad \tilde{\theta}|_{y=0} = 0, \\
  & \lim_{y \to \infty} v(t, x, y) = 0, \\
  & v|_{t=0} = (\bar{u}_0, \tilde{\theta}_0, (\tilde{h}_0)^2/2)^T(x, y),
\end{aligned}
\]
(4.9)
where
\[
  f(\partial_y v) = \left( \frac{\theta(P - q)}{R} f_1, \frac{P - q}{a} f_2 + \theta f_3, \theta f_2 + \frac{\theta^2 P + q}{2q P - q} f_3 \right)^T,
\]
(4.10)
and
\[
  g(v) = \left( 0, \frac{P - q}{a} r_2 + \theta r_3, \theta r_2 + \frac{\theta^2 P + q}{2q P - q} r_3 \right)^T.
\]
(4.11)
To obtain the lifespan of the solution to the initial boundary value problem (4.9), we define the following new energy functionals
\[
\begin{aligned}
  E(t) &= M \sum_{|\alpha|=0}^3 \left( \| \sqrt{G_1} \partial_x^\alpha \bar{u} \|_{L^2}^2 + \| \sqrt{G_2} \partial_y^\alpha \tilde{\theta} \|_{L^2}^2 + \| \sqrt{G_3} \partial_y^\alpha \tilde{q} \|_{L^2}^2 \right) \\
  &\quad + \sum_{|\alpha|=0}^2 \left( \| \sqrt{G_1} \partial_x^\alpha \partial_y \bar{u} \|_{L^2}^2 + \| \sqrt{G_2} \partial_x^\alpha \partial_y \tilde{\theta} \|_{L^2}^2 + \| \sqrt{G_3} \partial_x^\alpha \partial_y \tilde{q} \|_{L^2}^2 \right), \\
  D(t) &= M \| \partial_y (\bar{u}, \tilde{\theta}, \tilde{q}) \|_{H^{3,0}}^2 + \| \partial_y (\bar{u}, \tilde{\theta}, \tilde{q}) \|_{H^{2,1}},
\end{aligned}
\]
(4.12)
where
\[
  G_1 = \frac{\theta(P - q)}{R}, \quad G_2 = \frac{P - q}{a}, \quad G_3 = \frac{\theta^2 P + q}{2q P - q},
\]
(4.13)
and $M$ is a large constant which will be determined later. From now on, we always assume $(\bar{u}, \tilde{\theta}, \tilde{h})$ is a smooth solution to (4.9), and there exists a time $T$ such that the following a priori assumption
\[
  E(t) \leq 8\epsilon^2
\]
holds for any $t \in [0, T]$. The proof of Theorem 1.3 relies on the following proposition.

**Proposition 4.1.** Under the a priori assumption (4.14), for any $t \in (0, T)$, there exist constants $C, C_0 > 0$, such that for any $\alpha \in \mathbb{N}^2, \beta \in \mathbb{N}$, it holds
\[
\begin{aligned}
  & \frac{d}{dt} \sum_{\beta=0}^{1} \sum_{|\alpha|=0}^{3-\beta} \left( \| \sqrt{G_1} \partial_x^\alpha \partial_y^\beta \bar{u} \|_{L^2}^2 + \| \sqrt{G_2} \partial_x^\alpha \partial_y^\beta \tilde{\theta} \|_{L^2}^2 + \| \sqrt{G_3} \partial_x^\alpha \partial_y^\beta \tilde{q} \|_{L^2}^2 \right) + C_0 D(t) \\
  & \leq CD(t)^{\frac{3}{2}} E(t)^{\frac{5}{2}} + E(t)^{\frac{3}{2}} + CD(t) E(t)^{\frac{5}{2}} + C f(t) E(t)^{\frac{5}{2}} + C f(t) D(t)^{\frac{3}{2}} E(t)^{\frac{3}{2}}.
\end{aligned}
\]
(4.15)
4.2 Tangential derivative estimates

The target of this subsection is to establish $H^{3,0}$ estimates of the solution $(\tilde{u}, \tilde{\theta}, \tilde{h})$ to the initial boundary value problem \([4.11]\).

**Proposition 4.2.** Under the a priori assumption \([4.14]\), for any $t \in (0, T)$, there exist constants $C, C_1 > 0$, such that

$$
\frac{d}{dt} \sum_{|\alpha| = 0}^{3} \left( \| \sqrt{G_1} \partial_t^\alpha \tilde{u} \|_{L^2}^2 + \| \sqrt{G_2} \partial_\theta \tilde{\theta} \|_{L^2}^2 + \| \sqrt{G_3} \partial_t \tilde{q} \|_{L^2}^2 \right) + C_1 \| \partial_y (\tilde{u}, \tilde{\theta}, \tilde{q}) \|_{H^{3,0}}^2 \\
\leq CD(t)^{\frac{1}{2}} E(t)^{\frac{5}{2}} + CD(t)^{\frac{1}{2}} E(t) + CD(t) E(t)^{\frac{1}{2}} + Cf(t) E(t)^{\frac{1}{2}} + Cf(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}. \tag{4.16}
$$

**Proof.** Taking the $H^{3,0}$ inner product on the first equation in \([4.13]\) with $v$, we have

$$
0 = \langle S(v) \partial_t v, v \rangle_{H^{3,0}} + \langle A(v) \partial_x v, v \rangle_{H^{3,0}} + \langle f(v, \partial_y v), v \rangle_{H^{3,0}} \\
- \langle B(v) \partial_y^2 v, v \rangle_{H^{3,0}} - \langle g(v), v \rangle_{H^{3,0}} =: \sum_{i=1}^{5} K_i.
$$

Next, we will estimate $K_i (i = 1, ..., 5)$ term by term.

$$
K_1 = \sum_{|\alpha| = 0}^{3} \langle \partial_t^\alpha (S(v) \partial_t v), \partial_t^\nu v \rangle = \sum_{|\alpha| = 0}^{3} \langle S(v) \partial_t^\alpha \partial_t v, \partial_t^\nu v \rangle + \sum_{|\alpha| = 0}^{3} \langle \partial_t^\alpha S(v) \partial_t^{\alpha-\beta} \partial_t v, \partial_t^\nu v \rangle
$$

$$
= \frac{1}{2} \frac{d}{dt} \sum_{|\alpha| = 0}^{3} \left| \langle S(v) \partial_t^\alpha v \rangle_{L^2}^2 \right| - \frac{1}{2} \sum_{|\alpha| = 1}^{3} \int \langle S(v) \partial_t^\alpha v \rangle_{L^2}^2 + \sum_{|\alpha| = 1}^{3} \langle \partial_t^\alpha S(v) \partial_t^{\alpha-\beta} \partial_t v, \partial_t^\nu v \rangle
$$

$$
\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha| = 0}^{3} \left| \langle S(v) \partial_t^\alpha v \rangle_{L^2}^2 \right| - C \| \partial_t S(v) \|_{L^\infty} \| v \|_{H^{3,0}}^2 - C \| \partial_t v \|_{L^\infty L^2} \| \partial_t S(v) \|_{H^2 L^\infty} \| v \|_{H^{3,0}}
$$

$$
\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha| = 0}^{3} \left| \langle S(v) \partial_t^\alpha v \rangle_{L^2}^2 \right| - CD(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} - Cf(t) E(t), \tag{4.17}
$$

where in the last inequality, \([2.18]\) is used. Next, we estimate $K_2$.

$$
|K_2| \leq \sum_{|\alpha| = 0}^{3} \left| \langle \partial_t^\alpha (A(v) \partial_x v), \partial_t^\nu v \rangle \right|
$$

$$
\leq \sum_{|\alpha| = 0}^{3} \left| \langle A(v) \partial_x \partial_t^\alpha v, \partial_t^\nu v \rangle \right| + \sum_{|\alpha| = 0}^{3} \sum_{|\beta| = 1}^{3} \left| \langle \partial_t^\alpha A(v) \partial_t^{\alpha+1-\beta} v, \partial_t^\nu v \rangle \right|_{L^2}
$$

$$
= \sum_{|\alpha| = 0}^{3} \left| - \frac{1}{2} \int \partial_x A(v) (\partial_t^\alpha v)^2 \right| + \sum_{|\alpha| = 0}^{3} \sum_{|\beta| = 1}^{3} \left| \langle \partial_t^\alpha A(v) \partial_t^{\alpha+1-\beta} v, \partial_t^\nu v \rangle \right|_{L^2}
$$

$$
\lesssim \| \partial_x A(v) \|_{L^\infty} \| v \|_{H^{3,0}}^2 + \| \partial_t v \|_{L^\infty L^2} \| \partial_t A(v) \|_{H^2 L^\infty} \| v \|_{H^{3,0}}
$$
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We move to estimate $K_3$. For the first component of $f(\mathbf{v}, \partial_y \mathbf{v})$, it can be estimated directly.

\[
|K_3| \leq C D(t)^{\frac{1}{2}} E(t)^{\frac{3}{2}} - C f(t) E(t).
\]  

(4.18)

As for $K_4$, we separate it into two parts

\[
K_4 = - \sum_{|\alpha| = 0}^{3} \langle B(\mathbf{v}) \partial^2_y \partial^\alpha_r \mathbf{v}, \partial^\alpha_r \mathbf{v} \rangle - \sum_{|\alpha| = 0}^{3} \sum_{|\beta| = 1}^{3} \langle \partial^\beta_r B(\mathbf{v}) \partial^\alpha_r \partial^\beta_y \mathbf{v}, \partial^\alpha_r \mathbf{v} \rangle
\]

\[
= K_4^1 + K_4^2.
\]

By integration by parts, the first one can be estimated as follows.

\[
K_4^1 = \sum_{|\alpha| = 0}^{3} \int_\Omega B(\mathbf{v})(\partial^2_y \partial^\alpha_r \mathbf{v})^2 + \sum_{|\alpha| = 0}^{3} \langle \partial^\alpha_r B(\mathbf{v}) \partial^\alpha_r \mathbf{v}, \partial^\alpha_r \mathbf{v} \rangle
\]

\[
\geq C \|\partial_y \mathbf{v}\|_{H^{3,0}}^2 - \|\partial_y B(\mathbf{v})\|_{L^\infty} \|\partial_y \mathbf{v}\|_{H^{3,0}} \|\mathbf{v}\|_{H^{3,0}}
\]

\[
\geq C \|\partial_y \mathbf{v}\|_{H^{3,0}}^2 - C D(t) E(t)^{\frac{1}{2}} - C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]

And for the second part, by Lemma [2.1] we have

\[
|K_4^2| \lesssim \|\partial_r B(\mathbf{v})\|_{L^\infty} \|\partial^2_y \mathbf{v}\|_{L^2 L_y^2} \|\mathbf{v}\|_{H^{3,0}} + \|\partial^2_y \mathbf{v}\|_{L^\infty L_y^2} \|\partial^2_r B(\mathbf{v})\|_{L^2 L_y^2} \|\mathbf{v}\|_{H^{3,0}}
\]

\[
\leq C D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} + C D(t) E(t)^{\frac{1}{2}} + C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]

Consequently,

\[
K_4 \geq C_1 \|\partial_y \mathbf{v}\|_{H^{3,0}} - C D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} - C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]  

(4.20)

Finally, by (4.4), it is direct to estimate the last term as follows.

\[
|K_5| \leq C f(t) E(t)^{\frac{1}{2}} + C f(t) E(t) + C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]  

(4.21)

Finally, collecting all the estimates (4.17)-(4.21) together, we conclude that

\[
\frac{d}{dt} \sum_{|\alpha| = 0}^{3} \left( \|\sqrt{G_1} \partial^\alpha_r \tilde{u}\|_{L^2}^2 + \|\sqrt{G_2} \partial^\alpha_r \tilde{\theta}\|_{L^2}^2 + \|\sqrt{G_3} \partial^\alpha_r \tilde{q}\|_{L^2}^2 \right) + C_1 \|\partial_y (\tilde{u}, \tilde{\theta}, \tilde{q})\|_{H^{3,0}}^2
\]

\[
\leq C D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}} + C D(t) E(t)^{\frac{1}{2}} + C f(t) E(t)^{\frac{1}{2}} + C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}.
\]  

(4.22)

And we finish the proof of Proposition 4.2. 

\[\square\]
4.3 Normal derivative estimates

The aim of this subsection is to establish $H^{2,1}$ estimates of the solution $(\tilde{u}, \tilde{\theta}, \tilde{h})$ to the initial boundary value problem [4.9].

**Proposition 4.3.** Under the a priori assumption [4.14], for any $t \in (0, T)$, there exist constants $C, C_2 > 0$, such that for suitably large $M$, it holds

$$
\frac{d}{dt} \sum_{|\alpha|=0}^{2} \left( \| \sqrt{G_1} \partial^\alpha_t \partial_y \tilde{u} \|_{L^2}^2 + \| \sqrt{G_2} \partial^\alpha_t \partial_y \tilde{\theta} \|_{L^2}^2 + \| \sqrt{G_3} \partial^\alpha_t \partial_y \tilde{q} \|_{L^2}^2 \right) + C \| \partial_y(\tilde{u}, \tilde{\theta}, \tilde{q}) \|_{H^{2,1}}^2 \\
\leq CD(t) E(t)^{\frac{1}{2}} + CD(t)^{\frac{1}{2}} E(t) + \frac{C}{M^2} D(t) + C f(t) E(t)^{\frac{1}{2}} + C f(t) D(t)^{\frac{1}{2}} E(t)^{\frac{1}{2}}. 
$$

(4.23)

**Proof.** Applying $\partial_y$ on the first equation of [4.9] and take the $H^{2,0}$ inner product on the resulting equation with $\partial_y v$, we have

$$
0 = \langle \partial_y (S(v) \partial_t v), \partial_y v \rangle_{H^{2,0}} + \langle \partial_y (A(v) \partial_x v), \partial_y v \rangle_{H^{2,0}} + \langle \partial_y f(v, \partial_y v), \partial_y v \rangle_{H^{2,0}} \\
- \langle \partial_y (B(v) \partial^2_y v), \partial_y v \rangle_{H^{2,0}} - \langle \partial_y g(v), \partial_y v \rangle_{H^{2,0}} : = \sum_{i=1}^{5} L_i.
$$

Now we handle $L_i (i = 1, \ldots, 5)$ term by term. We divide $L_1$ into two parts.

$$
L_1 = \langle S(v) \partial_t \partial_y v, \partial_y v \rangle_{H^{2,0}} + \langle \partial_y S(v) \partial_t v, \partial_y v \rangle_{H^{2,0}} : = L_1^1 + L_1^2.
$$

The first term $L_1^1$ can be treated like $K_1$.

$$
L_1^1 = \sum_{|\alpha|=0}^{2} \langle S(v) \partial^\alpha_t \partial_y \partial_y v, \partial^\alpha \partial_y v \rangle + \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \langle \partial^\beta \partial_t \partial_y \partial_y v, \partial^\alpha \partial_y v \rangle \\
= \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left( \sqrt{S(v)} \partial^\alpha_t \partial_y v \right)^2 - \frac{1}{2} \sum_{\alpha=0}^{2} \int_{\Omega} S(v) (\partial^\alpha_t \partial_y v)^2 + \sum_{\alpha=1}^{2} \sum_{\beta=1}^{2} \langle \partial^\beta \partial_t \partial_y \partial_y v, \partial^\alpha \partial_y v \rangle \\
\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left( \sqrt{S(v)} \partial^\alpha_t \partial_y v \right)^2 - C \| \partial_t S(v) \|_{L^\infty} \| v \|_{H^{2,1}}^2 - C \| \partial_y \partial_y v \|_{L^\infty} \| \partial_t S(v) \|_{H^1 L^\infty} \| v \|_{H^{2,1}} \\
\geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^{2} \left( \sqrt{S(v)} \partial^\alpha_t \partial_y v \right)^2 - CD(t)^{\frac{1}{2}} E(t) - C f(t) E(t).
$$

The second part can be estimated straighly.

$$
|L_1^2| \leq \| \partial_y S(v) \|_{L^\infty} \| \partial_t v \|_{H^{2,0}} \| v \|_{H^{2,1}} + \| \partial_t v \|_{L^\infty L^2} \| \partial_y S(v) \|_{H^2 L^\infty} \| v \|_{H^{2,1}} \\
\leq CD(t)^{\frac{1}{2}} E(t) + C f(t) E(t).
$$
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As a consequence of the above two inequalities, it yields that

$$L_1 \geq \frac{1}{2} \frac{d}{dt} \sum_{|\alpha|=0}^2 \left\| \sqrt{S(v)} \partial_{\tau}^\alpha y \right\|^2_{L^2} - CD(t)^{\frac{1}{2}} E(t) - Cf(t) E(t). \quad (4.24)$$

Next we estimate $L_2$. With the same procedure as (5.19), we derive from integration by parts that

$$|L_2| \leq |\langle \partial_y A(v) \partial_x v, \partial_y v \rangle_{H^{2.0}}| + \sum_{|\alpha|=0}^2 |\langle A(v) \partial_x \partial_\tau \partial_y v, \partial_\tau \partial_y v \rangle|
+ \sum_{|\alpha|=0}^2 \sum_{|\beta|=1} \left| \left\langle \partial_{\tau}^\alpha A(v) \partial_{\tau}^{\alpha+1-\beta} \partial_y v, \partial_\tau \partial_y v \right\rangle \right|_{L^2}
= |\langle \partial_y A(v) \partial_x v, \partial_y v \rangle_{H^{2.0}}| + \sum_{|\alpha|=0}^2 \left| -\frac{1}{2} \int_\Omega \partial_x A(v) (\partial_\tau \partial_y v)^2 \right|
+ \sum_{|\alpha|=0}^2 \sum_{|\beta|=1} \left| \left\langle \partial_{\tau}^\alpha A(v) \partial_{\tau}^{\alpha+1-\beta} \partial_y v, \partial_\tau \partial_y v \right\rangle \right|_{L^2}
\leq \| \partial_\tau A(v) \|_{L^\infty} \| v \|_{H^{1.0}} \| v \|_{H^{2.1}} + \| \partial_x v \|_{L^\infty} \| \partial_y A(v) \|_{H^{2.0}} \| v \|_{H^{2.1}}
+ \| \partial_y A(v) \|_{L^\infty} \| v \|_{H^{2.1}} + \| \partial_\tau \partial_y v \|_{L^{2} L^\infty} \| \partial_\tau A(v) \|_{H^{1} L^\infty} \| v \|_{H^{2.1}}
\leq CD(t) E(t)^{\frac{1}{2}} + Cf(t) E(t). \quad (4.25)$$

For $L_3$, we only need to consider the first component of $\partial_y f(v, \partial_y v)$. Indeed, this term can be controlled as the same same arguments for $J_7$ and we omit the details here.

$$\left| \left\langle \frac{(P - q - R \theta) \theta}{R} \partial_y \tilde{q} \partial_y \tilde{u}, \tilde{u} \right\rangle \right|_{H^{2.1}} \leq CD(t)^{\frac{1}{2}} E(t).$$

Notice that the other components of $\partial_y f(v, \partial_y v)$ can be bounded analogically. Thus $L_3$ has the bound.

$$|L_3| \leq CD(t) E(t)^{\frac{1}{2}}. \quad (4.26)$$

As for $L_4$, by integration by parts

$$L_4 = \left\langle B(v) \partial^2_y v, \partial^2_y v \right\rangle_{H^{2.0}} - \left\langle B(v) \partial^2_y v, \partial_y v \right\rangle_{H^{2.0}} |_{y=0}
= \left\langle B(v) \partial^2_y \partial^2_y v, \partial^2_y \partial^2_y v \right\rangle + \left\langle \partial_y B(v) \partial_y \partial^2_y v, \partial^2_y \partial^2_y v \right\rangle
+ \left\langle \partial^2_y B(v) \partial^2_y v, \partial^2_y \partial^2_y v \right\rangle - \left\langle B(v) \partial^2_y v, \partial_y v \right\rangle_{H^{2.0}} |_{y=0}
= L_4^1 + L_4^2 + L_4^3 + L_4^4.
$$

Since $B(v)$ is positive definite, then

$$L_4^1 \geq C_2 \| \partial_y v \|^2_{H^{2.1}}.$$
The next two terms can be estimated directly by using Gagliardo-Nirenberg inequality,
\[ |L_1^2| + |L_3^3| \leq CD(t)E(t)^{\frac{1}{2}} + Cf(t)D(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}}.\]

The boundary term \( L_4^4 \) also can be handled as \( J_9^{3,3} \). We omit the detail and only list the estimate.
\[ |L_4^4| \leq \frac{C}{M^{\frac{1}{2}}}D(t) + CD(t)E(t)^{\frac{1}{2}}. \]

Thus, we deduce that
\[ L_4 \geq C_2\|\partial_y v\|^2_{H^{2,1}} - CD(t)E(t)^{\frac{1}{2}} - CD(t)E(t)^{\frac{1}{2}} - \frac{C}{M^{\frac{1}{2}}}D(t) - Cf(t)D(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}}. \quad (4.27)\]

Finally, by (4.4) again, the last term also can be bounded by
\[ |L_5| \leq Cf(t)E(t)^{\frac{1}{2}} + Cf(t)E(t) + Cf(t)D(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}}. \quad (4.28)\]

Collecting all the estimates (4.21)-(4.28) together, we conclude that
\[
\frac{d}{dt} \sum_{|\alpha|=0}^2 (\|\sqrt{G_1} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_2} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_3} \partial^\alpha \eta \|_{L^2}^2) + C_1\|\partial_y (u, \tilde{\theta}, \tilde{q})\|^2_{H^{2,1}} \\
\leq CD(t)E(t)^{\frac{1}{2}} + CD(t)^{\frac{3}{2}}E(t) + \frac{C}{M^{\frac{1}{2}}}D(t) + Cf(t)E(t)^{\frac{1}{2}} + Cf(t)D(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}}. \quad (4.29)
\]

Consequently, we finish the proof of Proposition 4.3.

Plugging Proposition 4.2 and 4.3 and taking \( M \) large enough, we infer that
\[
\frac{d}{dt} \sum_{\beta=0}^{3-\beta} \sum_{|\alpha|=0} (\|\sqrt{G_1} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_2} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_3} \partial^\alpha \eta \|_{L^2}^2) + C_0D(t) \\
\leq CD(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}} + CD(t)^{\frac{3}{2}}E(t) + CD(t)E(t)^{\frac{1}{2}} + Cf(t)E(t)^{\frac{1}{2}} + Cf(t)D(t)^{\frac{1}{2}}E(t)^{\frac{1}{2}}. \quad (4.30)
\]

Thus the proof of Proposition 4.1 is done.

### 4.4 Lower bound estimate of lifespan of solutions

Now we begin to prove the Theorem 1.3 in this section. The initial condition (1.20) together with the coordinate transformation implies that
\[ E(0) \leq 2\varepsilon^2. \quad (4.31)\]

In addition, in view of Proposition 4.1, by Hölder’s inequality and using the smallness of \( \varepsilon \), we have
\[
\frac{d}{dt} \sum_{\beta=0}^{3-\beta} \sum_{|\alpha|=0} (\|\sqrt{G_1} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_2} \partial^\alpha \eta \|_{L^2}^2 + \| \sqrt{G_3} \partial^\alpha \eta \|_{L^2}^2) + \frac{C_0}{2}D(t)
\]
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\[
\leq CE(t)\frac{\dot{x}}{x} + Cf(t)E(t)\frac{\dot{x}}{x}.
\]  

\(4.32\)

Suppose that \((0, T_{\varepsilon})\) is the maximum interval that the a priori assumption (4.14) holds. Then integrate it over \((0, t)\) yields that

\[
E(t) \leq E(0) + \int_0^t CE(t)\frac{\dot{x}}{x} + Cf(t)E(t)\frac{\dot{x}}{x} dt
\]

\[
\leq \left( 32C\varepsilon^4 t + 8\varepsilon^{\sigma} \int_0^t g(t) dt + 2 \right) \varepsilon^2
\]

\[
\leq (32C\varepsilon^4 t + 1 + 2) \varepsilon^2.
\]

Here, we used the assumption \((1.19), (4.14)\) and \((4.31)\) in the second line. Consequently, take \(T_{\varepsilon} = \frac{1}{32C\varepsilon^{-\frac{4}{3}}}\), and we deduce that for any \(t \in (0, T_{\varepsilon})\),

\[
E(t) \leq 4\varepsilon^2.
\]

From which, we close the a priori estimate and finish the proof of Theorem 1.3.
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