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Abstract Video summarization plays an important role in selecting keyframe for understanding a video. Traditionally, it aims to find the most representative and diverse contents (or frames) in a video for short summaries. Recently, query-conditioned video summarization has been introduced, which considers user queries to learn more user-oriented summaries and its preference. However, there are obstacles in text queries for user subjectivity and finding similarity between the user query and input frames. In this work, (i) Image is introduced as a query for user preference (ii) a mathematical model is proposed to minimize redundancy based on the loss function & summary variance and (iii) the similarity score between the query image and input video to obtain the summarized video. Furthermore, the Object-based Query Image (OQI) dataset has been introduced, which contains the query images. The proposed method has been validated using UT Egocentric (UTE) dataset. The proposed method successfully resolved the issues of (i) user preference, (ii) recognize important frames and selecting that keyframe in daily life videos, with different illumination conditions. The proposed method achieved 57.06% average F1-Score for UTE dataset and outperforms the existing state-of-the-art by 11.01%. The process time is 7.81 times faster than actual time of video Experiments on a recently proposed UTE dataset show the efficiency of the proposed method.
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1 Introduction

The video-capable mobile devices becoming increasingly ubiquitous. There is an analogous increase in the amount of video data that is captured and stored. Additionally, as the difficulty of capturing video, the cost of storage decreases and tends to see a corresponding increase in the quality of captured videos. As a result of this, it becomes very difficult to watch or discover interesting video clips among the vast amount of data. One solution to this problem is to lies in the development of a video summarization system, which can automatically locate these interesting clips and generate a final curated video summary.

In current years, interest in video summarization is increased due to a large amount of video data. Certainly, professionals and consumers both have access to video retrieval nowadays. The image contains a large amount of data whereas the video is a collection of images, which contains huge information and knowledge. Thus, it is very hard for users to watch or discover the incidents in it. Quick video summarization methods enable us to speedily scan a long video by removing irrelevant and redundant frames.

The video summarization is a tool for creating a compact summary of a video. It can either be an order of stable images (keyframes) or motion pictures (video skims) [1]. The video can be summarized using (i) keyframes, and (ii) video skims.

The keyframes are used to represent important information contained in video. These are also named as R-frames, representative frames, still-image synopses and a collection of prominent images obtained from the video data. The challenges in selecting keyframes are as follows, (i) Redundant frames are selected as a keyframe. (ii) Difficult to make a cluster when content is
Fig. 1 Video summarization workflow: Video and image are selected from their respective datasets. Further various techniques are applied to generate the selection matrix. On behalf of the selection matrix summarised video is formed.

The video skims represents moving story board of a video. The video is split into many portions that are video clips with a smaller length. Every portion follows a part of a video or a regular result. The trailer of a movie is an example of video skimming.

Finally, different viewers will have different preferences on what they find interesting in a video. With traditional hand-editing, viewers only see the segments deemed interesting by the editor, and the time cost for a human editor to create multiple edits of a single video is significant. The ability to generate multiple possible summaries rather than just a single summary would be a very useful feature for a video summarization system to have, as would be the ability to learn a specific user's preferences over time.

The proposed framework has taken an image query for user preference and uses both global & local features to learn user preference from that image query to generate video summary efficiently. Object detection is used major user preference based on objects as local features while a salient region is used for focused area & colours in an image as global features.

The objective of the proposed work is to resolve the issue of the wrong selection of keyframe with a mathematical model to minimize redundancy based on similarity score between query image and frames of the input video to obtain the summarized video. Hence, the proposed method has used the following features to measure the degree of similarity between an input query image and video. (i) Local features based on object detection and its details. (ii) Global features based on salient regions.

The primary contributions of the presented work are:

1. A mathematical method to calculate summary variance to reduce redundancy between frames.
2. Defined the loss function for obtaining a selection score for frames in a video.
3. The Object-based Query Image (OQI) dataset is prepared for the selection of a query image.
4. An adaptive method to compute threshold is defined for the selection of keyframes using standard deviation.

In addition to this primary contribution, parts of the proposed work also serve as relevant contributions in isolation. These include: Perform video summarization on commodity hardware.

The remaining structure of this paperwork is as follows: Section-2 provides the related work of video summarization. Section-3 describes the Datasets used and its setting. Section-4 describes the proposed mathematical model of the problem and its solution by calculating loss function. Also, Flowchart and its working consist of video segmentation, feature extraction, frame scoring, and summary generation. Section-5 describes the Implementation Details, evaluation metrics, experimental results obtained by the proposed model. Section-6 discuss about GUI tool for summary generation. In the last, Section-7 discussion about the conclusion of the proposed model.

2 Related Work

Although video summarization has been an active research topic in computer vision nowadays. The high computational capabilities of modern hardware allow us to process a video in a fraction of the time if required, which when combined with the evolution of modern vision techniques such as deep neural networks, has resulted in a significant increase in the breadth of techniques which are viable to apply to the topic of video summarization. Combined with the vast quantity of prior work involving video summarization, many interesting research prospects are available to pursue.

Although the primary focus is video summarization, some of the steps performed during the proposed work need a significant amount of prior research. Among these query-focused video summarization, which simply deals with taking a video and dividing it up into a number of segments, and image and video feature extraction related to the query, which deals with extracting relevant and useful features from images and videos.

In, [3] author has proposed a new technique on video summarization, which is query-focused[4], that includes user perspective based on text queries related to video into the summarization method. This is a promising way to personalize video summary. The author collects user annotations and meets the issues of good
evaluation measures for system-generated summaries to user-labeled summaries. Authors contribution, (i) collect dense tags for the dataset, (ii) a memory network using a sequential determinantal point process [5] query-focused video summarization. The author uses the memory network to take user queries for a video within each shot onto different frames.

In [6] query-conditioned summarization is introduced using a three-player generative adversarial network, where generator is used to learn the joint representation of query and video. The discriminator takes three different summaries as input and discriminates the real summary from the other two summaries which are randomly generated.

Generic video summarization [4, 5, 7–9], has been studied for global keyframes and efficient analysis of video. For shot-level summarization [5, 10–12], Song et al. [11] finding important shots using learning of visual concepts shared between videos and images. In [12], distinguish highlight segments from non-highlight ones by using a pair-wise deep ranking model. In frame level video summarization [7], use web based images before video summarization. In probabilistic model is used for learning of sequential structures and generating further summaries. Object-level video summarization [15, 16] extracts objects to perform summarization. Also, there are two GAN-based networks [14, 17] that include adversarial training. However, user preferences is not considered, so summaries may not generalize and robust for different users. Therefore, the video summarization based on query-conditioned came into focus and provide more personalized summary to user.

Query-conditioned video summarization [3, 18–21] takes queries given by user into consideration which are in the form of texts to learn and generate user-oriented summaries. To tackle this challenge [20] trained a Sequential and Hierarchical DPP (SH-DPP). In [21], to pick relevant and representative frames adopt a quality-aware relevance model.

Specifically, Oosterhuis et al. [19] generate visual trailers based on graph-based method for selecting most relevant frames to a given user query. Ji et al. [18] formulate incorporating web images task obtained from user query searches.

Recently, Sharghi et al. [3] Instead of using generic task datasets for query conditioned task, they propose a new dataset, its evaluation metric and a technique based on this new dataset. They propose an adversarial network that summarize videos based on user queries and does not rely on external source (web images).

### 3 Datasets and Settings

In the Proposed methodology, experiments are accomplished on the prevailing UT Egocentric (UTE) dataset. The dataset contains four videos each 3.5 hours long, completely different uncontrolled daily life situations. A lexicon is provided for user queries consists of various set of forty-eight ideas, based on daily life. As for the queries, four completely different situations videos are enclosed to formalize comprehensive queries. Also follow three scenarios which are (i) queries wherever all ideas seem along within the same video shot, (ii) queries wherever all ideas seem however not within the same shot, and (iii) queries wherever just one of the concepts seem.

Also, introduced conjointly created a tiny Object-based Query Image (OQI) dataset of pictures for the testing image as a question and object detection and feature extraction. During this dataset, various pictures of totally different eighty categories. Every category has quite five pictures & images will have quite one totally different objects. The proposed dataset got impressed by the COCO dataset [22] and conjointly contained pictures are taken by us.
4 Proposed method

Video summarization using object detection is a great challenge in the field of artificial intelligence for the machines as well as the programmers to train machines in such a way that it recognizes the keyframes automatically. The proposed method facilitates query-conditioned video summarization by extracting an Object’s detail (local feature) and Salient region (global feature) feature extraction. It takes the Image as a query into consideration with its features recognizes that same feature into the video frame. The framework of the proposed approach is shown in Fig.3. The first part extracts objects and its visual feature, in order to provide comprehensive summary for the given image.

Additionally, introduced a small Object-based Query Image dataset of Images for the testing image-query. In this dataset, there are images of 80 different classes. Each class has more than 5 images & image can have more than one different objects. This dataset has inspired by Common Objects in Context (COCO) dataset and also contained some other images which are taken by us. The proposed method has also tested these on different videos and images that show this proposed model not restricted query image and videos to these datasets.

4.1 Mathematical Model

Consider $X = [x_1, x_2, x_3, ..., x_n]$ be a feature matrix for a video with $n$ segment (frame) features $x$. The feature representation of the summary for video defined as $V_s = X^T Z$  

$$V_s = X^T Z$$  

Where $Z$ is selection matrix $Z = [z_1, z_2, z_3, ..., z_n]$ and $z_n \in \{0,1\}^T$ is the selection variable. The model is based on view point in multiple videos. Loss function is defined by diverse content, same group videos and different group videos whereas proposed method used different distance functions based on similarity between image query and input video.

Objective: To find the values of $z_n$ in order to minimize the loss function $L(Z)$

$$L(Z) = \lambda_1 Tr(S^v) - \lambda_2 Tr(S^q)$$  

Where $S^v$ is Summary variance, $S^q$ is Distance score, $Tr$ is Trace function and $\lambda_1, \lambda_2$ are parameters to control the importance of each term. So, variance $S^v$ for the summary of a video is defined as

$$S^v = \sum_{i=1}^{n} z_i (x_i - V_s)^T (x_i - V_s)$$  

Thus, by using (1), trace of (3) can be written as:

$$Tr(S^v) = \sum_{i=1}^{n} z_i x_i^T x_i - z_i^T x_i x_i^T z_i$$  

By placing all $n$ frames together using stacked variable it can be written as:

$$Tr(S^v) = Z^T (P - Q) Z$$  

Where $Z = [z_1, z_2, z_3, ..., z_n]$, $P = \text{diag}(X^T, X)$ and $Q = XX^T$. Distance Matrix $D$ is defined as

$$D = [d_1, d_2, d_3, ..., d_n]$$  

Where $d$ is Cumulative Distance Function defined as

$$d_i = \phi_1(f^v_1, f^v_1) + \phi_2(f^v_2, f^v_2) + ... + \phi_m(f^v_m, f^v_m)$$  

Where $f^v$ is a feature of the query image, $f^v$ is a feature of video frames and $\phi$ is Distance Function, $m$ is feature no. Therefore, Distance score $S^q$ for the summary of a video can be defined as

$$S^q = DD^T Z$$  

Thus, its trace can be written as

$$Tr(S^q) = RZ$$  

Where, $R = \text{diag}(D,D)$

By putting the trace values of Summary Variance $Tr(S^v)$ (5) and Distance Score $Tr(S^q)$ (9) in the Loss function $L(Z)$.

$$L(Z) = Z^T (\lambda_1 P) Z - Z^T (\lambda_1 Q + \lambda_2 R) Z$$  

For solving eq(10) used method same Given the loss function represented by $L(Z) = f(Z) - g(Z)$ where $f(\cdot)$ and $g(\cdot)$ are convex functions. By utilized a well-known CCCP (concave-convex procedure) algorithm to solve it. Where $f(Z)$ is $Z^T (\lambda_1 P) Z$ and $g(Z)$ is $Z^T (\lambda_1 Q + \lambda_2 R) Z$. In this, the loss function can be decomposed into the difference of two convex functions. In $t^{th}$ iteration, it will converge the values of $Z$ which lies between 0 and 1 as denoted as $Z_m$.

In $Z_m$ Values lies between 0 and 1 where values close to 1 are for important frames, while close to 0 represent unrelated frame. Then threshold is required for selecting important frames calculated as the standard deviation as the values are Gaussian distributed. Convert $Z_m$ to $Z$ on the basis of adaptive threshold
Fig. 3 Framework for video summarization: contains four major steps video segmentation, feature extraction, frame scoring and summary generation.

Fig. 4 Video segmentation: frames are extracted from selected video and various pre-processing techniques are applied.

4.2 Further the flowchart of the proposed model

The flowchart of the proposed model of video summarization is shown in Fig. 3. The proposition is broadly classified into these phases: (a) video segmentation, (b) feature extraction, (c) frame scoring, and (d) summary generation.

4.2.1 Video Segmentation

Video Segmentation is the significant step in almost all video processing systems, where for a target input video $V$, a segmentation $v_n$ is generated. This phase includes a pre-processing step to eliminate undesirable frames. In the pre-processing step, (i) frames are extracted from the input video, (ii) histogram equalization is applied, (iii) resizing of images to a default size, (iv) removing an unnecessary part from all images, (v) extract frames-per-second and (vi) total-no-of-frames from the input video. Each video of UTE dataset $V$ is partitioned into $n$ frames (5-seconds long) for fair comparison with related work [8], where $n$ is the total number of frames. Casings (5-second long) is utilized outline extraction technique to compare with existing work.
suppression threshold 0.4. Finally, the proposed method uses these various object properties as local features. For global features, the proposed method is using the salient region. The objective of the salient region is to find important regions in the video frames, color combination and depth of that region. Recognize the important region of image from the HSV color model. Author [27] has used HSV color model to find salient region in stereo images by using subtraction of left and right images with saturation and value components of HSV color space. To obtain a salient region in mono image proposed method used the HSV color model using functions.

\[ Sr = \text{Exp}(-(V - S)) > \alpha \]  

(12)

Where \( V \) is value plane, \( S \) is the saturation plane, \( \alpha \) is parameter threshold to select the region, \( \text{Exp} \) is exponential function and \( Sr \) is the salient region. The value of \( \alpha \) is always lie between 0 to 1 and the value is as much close to 1 function select more salient pixel from the image. However, it may skip some pixel which may salient but due to some noise, its value is less. The value of \( \alpha \) empirically by testing this on various images of GQI dataset to be 0.7.

4.2.3 Frame Scoring

In frame scoring, various steps are used to generate the similarity score of the input video frame. First, the step is calculating cumulative distance between the query image and input video. A cumulative distance is a collection of various distance calculated between features of the query image and frames of the input video. The proposed work have four distance function for (i) different objects (ii) location of the objects (iii) size of the objects (iv) salient region.

Denoted \( d_i \) as the cumulative distance of \( i^{th} \) frame, Distance function as \( \phi \), a feature of query image as \( f^q \) and feature of the input video frame as \( f^v \). Also proposed the cumulative distance function eq7 as \( di = \phi_1(f^q_1 - f^v_1), \phi_2(f^q_2 - f^v_2), \phi_3(f^q_3 - f^v_3), \phi_4(f^q_4 - f^v_4) \) where \( \phi_1(f^q_1 - f^v_1) \) is an absolute value of the difference between the number of different objects in the query image and video frame, \( \phi_2(f^q_2 - f^v_2) \) is a summation of the difference between location of a similar object in the query image and video frame, \( \phi_3(f^q_3 - f^v_3) \) is a summation of the difference between size of a similar object in the query image and video frame and then divide by total number of pixel and \( \phi_4(f^q_4 - f^v_4) \) is a summation of difference between a salient region of the query image and video frame and then divide by total no of pixel.

The second step is to generate a distance matrix with the collection of cumulative distance function with respect to every frame of the input video. Distance matrix (D) is described as: \( D = [d_1, d_2, d_3, ..., d_n] \) Where, \( d \) is the cumulative distance between the query image and input video.

The third step is to calculate the values of P, Q and R as described: \( P = \text{diag}(X^T X), Q = X X^T \) and \( R = D D^T \) where diag is a diagonal matrix, \( X \) is a feature matrix, \( D \) is a distance matrix.

The fourth step is to find values of selection score \( Z_m \), which lies between 0 and 1 with the help of Convergence of Concave-Convex Procedure by minimizing the optimized equation of loss function \( L(S) \) in \( t^{th} \) iteration.
4.2.4 Key-Frame Selection

Keyframe selection is the last step in video summarization where the important frame is selected from the input video and generates the output video of those frames. A keyframe is selected on the basis of similarity score. In the proposed method, first, a selection matrix is generated, which takes the decision of selection of keyframe. The selection matrix is generated on the basis of the selection score where a threshold is applied to the selection score. If the value is greater than the threshold then considered as keyframe otherwise that frame is discarded. The threshold is calculated as the standard deviation as the values are Gaussian distributed. Therefore, selection matrix $Z$ is defined as $Z = Z_m > \sigma$ where $\sigma$ is a standard deviation from $Z_m = G(\mu, \sigma)$.

At last, summarized video is generated by accumulated keyframe defined by selection matrix which can be defined as $V_s = X^T Z$ where $X$ is a feature matrix and $Z$ is a selection matrix.

5 Experimental Results and Discussion

In this chapter, the proposed method has been validated the approach using UT Egocentric (UTE) dataset. The proposed method successfully resolved the issues of (i) user preference, (ii) recognize important objects in frames according to user preference and selecting keyframe in daily life videos, with different illumination conditions. Experiments are performed on UT Egocentric dataset shows the efficiency of the proposed method.

5.1 Implementation Details

The proposed video summarization system is implemented in PYTHON 3.6 at 1 GTX 1050 Ti 4GB card with 32GB DDR4 on a single server Work Station. In the first part object detection [26] is used. The output for a frame consists of three lists each representation are 84-dimensional vectors. YOLO v3 makes predictions at 3 scales, that square measure exactly given by downsampling the size of the input image by thirty-two, sixteen and eight severally.

In the second module, if the prediction confidence score is generated if more than 0.5 then the object is extracted from that frame. Then output of these three feature vectors and object category is matched with other frames of a given video. With confidence threshold 0.5 and Non-Maximal suppression threshold 0.4.

In the third module, accumulate the frame sequence and generate summarized video. During the testing phase, the proposed method obtain the feats consist of FrameId, Indices, Class, ClassId, Confidence of predicted shot and score for each video shot.

5.2 Evaluation Metrics

In QC-DPP [3], the mapping between the predicted summary and the ground-truths is proposed with bipartite graph (Bipartite) using weight matching. Also gives a similarity function between two video shots by using intersection-over-union (IOU) on corresponding ideas to calculate the performance. The IOU is defined using edge weights therefore the predicted summary
and ground-truth belongs to different sides of bipartite graph. Precision (Pre), recall (Rec), and F1-score (F1) area unit computed as follows.

\[ S_1 = \text{Total no of Frames in Summary.} \]
\[ S_2 = \text{Total no of Frames in Ground Truth}. \]
\[ \text{Dist Matrix} = \text{distance (Summary, Ground Truth)} \]
\[ \text{Pre} = \frac{\text{Bipartite(Dist Matrix)}}{S_1} \]
\[ \text{Rec} = \frac{\text{Bipartite(Dist Matrix)}}{S_2} \]
\[ F1 = \frac{2 \times \text{Pre} \times \text{Rec}}{\text{Pre} + \text{Rec}} \]

5.3 Quantitative Results

The proposed approach is compared with all other frameworks which have been applied to UTE dataset. Precision, recall and F1-score Parameters are taken for comparison for all four videos are shown in Table 3 respectively. The proposed method achieved 57.06% average F1-Score for UTE dataset. It can be observed that the proposed approach outperforms the existing approach by 11.01%. Such substantial improvement in the performance indicates the superiority of the proposed method by using an Object detection method with other visual information and the image query. The rest four works are based on architecture which can take a long time to learn temporal relations among video shots and queries. However, the proposed work facilitates key short extraction using relation between video and image query.

To obtain a result comparison fast with ground truth values the proposed method has generated an auto-vector list along with every summarized video. So that it can compare this vector list with ground truth values.

The results and analysis of query-conditioned video summarization proposed method using parameters (Pi) Precision, (Ri) Recall and (F1) F1-score.

The process time is also calculated for all four videos and compared with actual timing of videos. Proposed method is 7.81 times less than actual time of video. Hence, by using this method we can summarize a video in very less time as compared to manually by watching.

5.4 Qualitative Results

The visual results obtained by the proposed method are shown in Fig. 11. The proposed method uses an image query that contains two different objects Person and Car using OR operation. The x-axis represents the shot to video VIDP01. Ground-truth is denoted by blue lines for the given user query, while the green lines in the bottom represents predicted key shots of the proposed method. Note that predicted summaries can be related to one or more details given a user query. It can observe that compact and representative summaries can be find by the proposed method.

6 Conclusion

In the proposed work, a mathematical model is presented to minimize redundancy based on the similarity score between the query image and input video to obtain the summarized video. The mathematical model contains a method to calculate the summary variance to reduce redundancy between frames. A mathematical formula to calculate distance score between a query image and video frames is also presented. The presented work defined a loss function for obtaining a selection score for frames in a video. The proposed method assumes that the distribution of the keyframes is based
### Table 3 Comparison of proposed work with previous work

|       | SeqDPP |       | SH-DPP |       | QC-DPP |       | QC-JPA |       | Proposed |
|-------|--------|-------|--------|-------|--------|-------|--------|-------|----------|
| Vid1  | Pre    | Rec   | F1     | Pre   | Rec   | F1     | Pre   | Rec   | F1     | Pre   | Rec   | F1 |
|       | 53.43  | 29.81 | 36.59  | 50.56 | 29.64 | 35.67  | 49.86 | 53.38 | 48.68  | 49.66 | 50.91 | 48.47 |
| Vid2  | 44.05  | 46.65 | 43.67  | 42.13 | 46.81 | 42.72  | 33.71 | 62.09 | 41.66  | 43.02 | 48.73 | 45.30 |
| Vid3  | 49.25  | 17.44 | 25.26  | 51.92 | 29.24 | 36.51  | 55.16 | 62.40 | 56.47  | 58.73 | 56.49 | 56.51 |
| Vid4  | 11.14  | 63.49 | 18.15  | 11.51 | 62.88 | 18.62  | 21.39 | 63.12 | 29.96  | 36.70 | 35.96 | 33.64 |
| Avg.  | 39.47  | 39.35 | 30.92  | 39.03 | 42.14 | 33.38  | 40.03 | 60.25 | 44.19  | 47.03 | 48.02 | 46.05 |

Fig. 11 Visualization results for the proposed method with shot number on the x-axis in video VIDP01. Ground-truths, and predicted key shots are shown in blue and green lines respectively. These results are for the query Person or Car.

on Gaussian distribution. Thus, an adaptive method to compute threshold is defined for the selection of keyframes using standard deviation. The Object-based Query Image (OQI) dataset is prepared for a selection of query images. The proposed model successfully resolved the issues of (i) user preference, (ii) recognize important frames and selecting that keyframe in daily life videos, with different illumination conditions. The proposed method achieved a 57.06% average F1-Score for the UTE dataset. A video pre-processing process which makes use of very low-level features to efficiently locate undesirable frames then uses these to compute optimal segments. The processing time is 7.81 times less than the actual time of video Future work will be a focus on increasing local and global features to improve user subjectivity.

**Conflicts of Interest:** The authors declare no conflict of interest.

### References

1. Ravi Kansagara, Darshak Thakore, and Mahasweta Joshi. A study on video summarization techniques. *International journal of innovative research in computer and communication engineering*, 2, 2014.

2. Ba Tu Truong and Svetla Venkatesh. Video abstraction: A systematic review and classification. *ACM transactions on multimedia computing, communications, and applications (TOMM)*, 3(1):3, 2007.

3. Aideen Sharghi, Jacob S Laurel, and Boqing Gong. Query-focused video summarization: Dataset, evaluation, and a memory network based approach. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 4788–4797, 2017.

4. Ke Zhang, Wei-Lun Chao, Fei Sha, and Kristen Grauman. Summary transfer: Exemplar-based subset selection for video summarization. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 1059–1067, 2016.

5. Yen-Liang Lin, Vlad I Morariu, and Winston Hsu. Summarizing while recording: Context-based highlight detection for egocentric videos. In *Proceedings of the IEEE International Conference on Computer Vision Workshops*, pages 51–59, 2015.

6. Yujia Zhang, Michael Kampffmeyer, Xiaodan Liang, Min Tan, and Eric P Xing. Query-conditioned three-player adversarial network for video summarization. *arXiv preprint arXiv:1807.06677*, 2018.

7. Aditya Khosla, Ralfay Hamid, Chih-Jen Lin, and Neel Sundaresan. Large-scale video summarization using web-image priors. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2698–2705, 2013.

8. Gunhee Kim, Leonid Sigal, and Eric P Xing. Joint summarization of large-scale collections of web images and videos for storyline reconstruction. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 4225–4232, 2014.

9. Ke Zhang, Wei-Lun Chao, Fei Sha, and Kristen Grauman. Video summarization with long short-term memory. In *European conference on computer vision*, pages 766–782. Springer, 2016.

10. Zheng Lu and Kristen Grauman. Story-driven summarization for egocentric video. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 2714–2721, 2013.

11. Yale Song, Jordi Vallmitjana, Amanda Stent, and Alejandro Jaimes. Tvsom: Summarizing web videos using titles. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 5179–5187, 2015.

12. Ting Yao, Tao Mei, and Yong Rui. Highlight detection with pairwise deep ranking for first-person video summarization. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 982–990, 2016.

13. Boqing Gong, Wei-Lun Chao, Kristen Grauman, and Fei Sha. Diverse sequential subset selection for supervised video summarization. In *Advances in Neural Information Processing Systems*, pages 2069–2077, 2014.

14. Yujia Zhang, Michael Kampffmeyer, Xiaodan Liang, Min Tan, and Eric P Xing. Query-conditioned three-player adversarial network for video summarization. *arXiv preprint arXiv:1807.06677*, 2018.
15. Jingjing Meng, Hongxing Wang, Junsong Yuan, and Yap-Peng Tan. From keyframes to key objects: Video summarization by representative object proposal selection. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 1039–1048, 2016.

16. Yujia Zhang, Xiaodan Liang, Dingwen Zhang, Min Tan, and Eric P Xing. Unsupervised object-level video summarization with online motion auto-encoder. *Pattern Recognition Letters*, 2018.

17. Behrooz Mahasseni, Michael Lam, and Sinisa Todorovic. Unsupervised video summarization with adversarial lstm networks. In *Proceedings of the IEEE conference on Computer Vision and Pattern Recognition*, pages 202–211, 2017.

18. Zhong Ji, Yaru Ma, Yanwei Pang, and Xuelong Li. Query-aware sparse coding for multi-video summarization. *arXiv preprint arXiv:1707.04021*, 2017.

19. Harrie Oosterhuis, Sujith Ravi, and Michael Bendersky. Semantic video trailers. *arXiv preprint arXiv:1609.01819*, 2016.

20. Aidean Sharghi, Boqing Gong, and Mubarak Shah. Query-focused extractive video summarization. In *European Conference on Computer Vision*, pages 3–19. Springer, 2016.

21. Arun Balajee Vasudevan, Michael Gygli, Anna Volokitin, and Luc Van Gool. Query-adaptive video summarization via quality-aware relevance estimation. In *Proceedings of the 25th ACM international conference on Multimedia*, pages 582–590. ACM, 2017.

22. Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In *European conference on computer vision*, pages 740–755. Springer, 2014.

23. A Kanehira, L Van Gool, Y Ushiku, and T Harada. Viewpoint-aware video summarization. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA*, pages 18–22, 2018.

24. Alan L Yuille and Anand Rangarajan. The concave-convex procedure (cccp). In *Advances in neural information processing systems*, pages 1033–1040, 2002.

25. Alan L Yuille and Anand Rangarajan. The concave-convex procedure. *Neural computation*, 15(4):915–936, 2003.

26. Joseph Redmon and Ali Farhadi. Yolov3: An incremental improvement. *arXiv preprint arXiv:1804.02767*, 2018.

27. Zhong Liu, Weihai Chen, Yuhua Zou, and Cun Hu. Regions of interest extraction based on hsv color space. In *IEEE 10th International Conference on Industrial Informatics*, pages 481–485. IEEE, 2012.