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ABSTRACT
To efficiently extract spatiotemporal features of video for action recognition, most state-of-the-art methods integrate 1D temporal convolution into a conventional 2D CNN backbone. However, they all exploit 1D temporal convolution of fixed kernel size (i.e., 3) in the network building block, thus have suboptimal temporal modeling capability to handle both long-term and short-term actions. To address this problem, we first investigate the impacts of different kernel sizes for the 1D temporal convolutional filters. Then, we propose a simple yet efficient operation called Mixed Temporal Convolution (MixTConv), which consists of multiple depthwise 1D convolutional filters with different kernel sizes. By plugging MixTConv into the conventional 2D CNN backbone ResNet-50, we further propose an efficient and effective network architecture named MSTNet for action recognition, and achieve state-of-the-art results on multiple benchmarks.

Index Terms— Action Recognition, Deep Learning, CNN, 3D Convolution

1. INTRODUCTION
Action recognition, which aims at assigning corresponding labels to the given videos, is a fundamental task for many real-world applications such as human-computer interaction and urban security systems. Temporal information is very important for action recognition. For example, it is hard to distinguish between pulling something right to left and pulling something left to right without temporal information[1]. Hence, how to model both spatial and temporal information of video, i.e., extracting spatiotemporal features of video, is crucial for action recognition.

2D CNN-based action recognition approaches[2,3,4,5] individually extract spatial features on sampled frames, which is efficient but struggle with temporal information modeling. On the contrast, 3D CNN-based methods[6,7] jointly learn spatiotemporal features and achieve higher recognition accuracy, but bring huge computational cost. To address these problems, most state-of-the-art methods[8,9,10] integrate 1D temporal convolution into conventional 2D CNN to achieve good trade-off between efficiency and accuracy. Despite their success, their ability of modeling both long-term and short-term actions is not optimal since they all exploit 1D temporal convolution of fixed kernel size (i.e., 3) in the network building block. Moreover, they employ ordinary 1D convolution along temporal dimension, thus their efficiency can be further improved by depthwise convolution.

To tackle the issues mentioned above, we first study different lightweight temporal convolution methods and the impact of different kernel sizes along the temporal dimension. And we find that: 1) depthwise 1D convolution performs better than ordinary 1D convolution with large computation saving; 2) large kernel size of depthwise 1D convolution for temporal modeling does not always bring higher accuracy; 3) utilizing both large kernel and small kernel along the temporal dimension can capture long-term and short-term temporal information simultaneously, leading to better accuracy and efficiency.

According to these findings, we propose a simple yet efficient temporal operation for spatiotemporal feature extraction, i.e., Mixed Temporal Convolution (MixTConv). This operation partitions input channels into groups and performs depthwise 1D convolution with different kernel sizes to each group, such that it can extract temporal features of different scales. It has several superiorities: 1) compared with the 3D convolution and ordinary 1D convolution, it enjoys both higher accuracy and efficiency by extract multi-scale temporal features; 2) it keeps the same size between input and output, thus it is plug-in-play and can be flexibly inserted into any 2D CNNs. For instance, we insert the proposed MixTConv into the residual block of ResNet50[11] to build a Mixed Spatiotemporal Network (MSTNet) for action recognition, and experimental results on various large-scale public datasets show that: 1) the proposed MixTConv operation can significantly improve recognition accuracy of 2D CNN baseline by 27.6% (from 20.5% to 48.1%) on Something-Something v1 and 31.4% (from 30.4 to 61.8%) on Something-Something v2; 2) compared with state-of-the-art method TSM[12], MST-
Net obtains considerable recognition accuracy improvement more than 1.1% with negligible parameter and computational cost.

To sum up, the contributions of this work are threefold:

- We propose a novel Mixed Temporal Convolution operation (MixTConv) for efficient spatiotemporal feature extraction, which mixes up multiple depthwise 1D convolutional filters with different kernel sizes.

- We further propose a very efficient and effective network architecture named MSTNet for action recognition by plugging MixTConv into conventional 2D CNN, which significantly improves recognition accuracy of the 2D CNN baseline.

- We achieve state-of-the-art results on multiple benchmarks, including Something-Something v1, Something-Something v2 and Jester.

2. RELATED WORK

Spatiotemporal modeling 2D CNN-based methods directly use frame-wise prediction aggregation. For example, Simonyan et al. [5] designs a two-steam CNNs network by combining RGB input and optical flow results. TSN [3] divides the video into N segments and samples one frame from each segment, then consensus the result by averaging. Despite their high efficiency, 2D CNN-based methods perform poorly on the action videos due to their weakness of temporal modeling. 3D CNN-based methods [13, 7, 6] jointly learn spatiotemporal features in an elegant way. Tran et al. [7] proposes C3D based on VGG backbone [14] to capture temporal features from a frame sequence. 13D [6] introduces a 3D ConvNet based on 2D ConvNet inflation by expanding the filters and pooling kernels in an Inception V1 model [15] into 3D convolutional kernels, so that it can leverage 2D network architecture designed for image classification and even their parameters are lightweight and prone to overfit [8]. Hence, several methods focus on decomposing the 3D convolutions into separate 2D spatial and 1D temporal filters [8, 9, 10]. However, these methods still suffer from computational cost due to usage of ordinary 1D convolution.

Efficient operations and modules for temporal modeling Some methods attempt to trade off performance and computation by proposing different modules or temporal operations [7, 4, 12]. TRN [4] adds temporal fusion after feature extraction, leading to limited improvement of performance. TSM utilizes shifting operation which shifts a portion of the channels along the temporal dimension. Essentially, this operation is a fixed weight depthwise 1D convolution, which is not flexible enough for temporal modeling. Timeception [17] is another module which uses depthwise 1D convolution with different kernel sizes. However, it is quite different from our MixTConv with a more complex structure. Specifically, a Timeception layer divides input channels into several groups, and each group consists of multiple branches. Concretely, each branch is composed of a depthwise 1D convolution with different kernel sizes and a following 2D convolution layer. In contrast, our MixTConv is much more efficient: we divide the input channels into multiple groups and perform depthwise 1D convolution with different kernel sizes on each group. Moreover, the way of [17] to integrate the module is different from ours. In the network of [17], four Timeception layers are stacked on the last convolution layer of a 3D CNN or 2D CNN, which is the latest fusion as the same as TRN. As a contrast, MixTConv is inserted into all the blocks of the 2D CNN backbone to build our MSTNet.

Mixed Convolution MixConv [18] uses 2D spatial convolution filters of different kernel sizes to extract spatial features of various resolutions, for improving image recognition accuracy. Differently, our MixTConv mixes up multiple depthwise 1D convolutional filters with different kernel sizes to capture both long-term and short-term temporal information, for boosting action recognition performance.

3. METHODOLOGY

In this section, we first introduce the proposed Mixed Temporal Convolution operation (MixTConv) in sec 3.1. Then, the Mixed Spatiotemporal Block (MST Block) which integrates MixTConv into 2D residual block is presented in sec 3.2. Finally, our proposed video recognition network Mixed Spatiotemporal Network (MSTNet) is introduced in sec 3.3.

3.1. MixTConv: Mixed Temporal Convolution

MixTConv is designed for efficient and effective temporal modeling. To achieve that, it has three engaging properties: 1) Unlike 3D CNNs which simultaneously convolve the spatial and temporal dimensions, our proposed MixTConv models these subspaces separately by decomposing the spatiotemporal modeling, and focus on temporal modeling; 2) Unlike the existing 2+1D methods that use ordinary 1D convolution, MixTConv applies depthwise 1D convolution, which significantly reduces the computation by a factor of C, where C is the number of input channels. 3) The depthwise fashion allows us to mix multiple depthwise 1D convolutions with different kernel sizes, thus can extract multi-scale temporal features and significantly boost the performance from the baseline with minor additional computation.

Here and after, We denote the input feature map for MixTConv operation as $F \in \mathbb{R}^{(B \times T) \times C \times H \times W}$, where $B$, $H$, $W$, $T$, $C$ is the batch size, height, weight, number of samples frames and channel size, respectively. As illustrated in Figure [1] we firstly reshape $F$ as: $F \in \mathbb{R}^{(B \times H \times W) \times C \times T}$, and then apply the depthwise 1D convolution with $g$ different
Fig. 1. The pipeline of the proposed video action recognition network Mixed Spatiotemporal Network (MSTNet), based on the Mixed Temporal Convolution. "Ks" means kernel size, and "DW" means depthwise.

Fig. 2. Comparison of different temporal operations. (a) shift temporal operation with fixed kernel weight and kernel size. (b) learnable temporal operation with the fixed kernel size of depthwise 1D convolution. (c) Mixed Temporal Convolution (MixTConv) with different kernel sizes of depthwise 1D convolution.

kernel sizes \(k_1, \ldots, k_g\) on the temporal dimension. Let \(W_m\) denotes a depthwise 1D convolutional kernel with kernel size of \(k_m\). Unlike vanilla depthwise convolution, MixTConv partitions channels into \(g\) groups \([F^1, \ldots, F^g]\) and applies depthwise 1D convolution with different kernel sizes to each group, where \(c_m\) denotes channels in the \(m\)-th group. Formally, the mixed 1D convolution is defined as:

\[
Z^m_{t,i} = \sum_j F^m_{t+j} W_{k_m-1+j}, \quad m = 1, \ldots, g
\]  

(1)

Where \(j \in \left[-\frac{k_m-1}{2}, \frac{k_m-1}{2}\right]\) and \(Z^m_{t,i}\) is the value of \(Z^m\) at the \(t\)-th frame and \(i\)-th channel.

The final output tensor is a concatenation of all the output tensors \(\{\hat{Z}^1, \ldots, \hat{Z}^g\}\):

\[
Z = Concat(\hat{Z}^1, \ldots, \hat{Z}^g).
\]  

(2)

Fig. 3. Comparision for MST Block head and MST Block inner.

Discussion Our method is related to the current state-of-the-art method TSM[12]. In fact, the shift operation is a special case of our proposed MixTConv, more specifically, equal to a fixed weight depthwise 1D convolution with fixed kernel size of 3, where temporal kernel is fixed as: \([0, 1, 0]\) for static channels (3/4 of total channels), \([1, 0, 0]\) for backward-shift channels (1/8 of total channels), and \([0, 0, 1]\) for forward-shift channels (1/8 of total channels), shown in Figure 2(a). Our experiment shows that, using depthwise 1D convolution with learnable weight (Figure 2(b)) and multiple kernel sizes (Figure 2(c)) along temporal dimension is more effective than these hand-crafted temporal kernels to capture pyramidal temporal contextual information.

3.2. Mixed Spatiotemporal Block

Our proposed MixTConv can be flexibly plugged into any existing 2D architectures with limited computational cost, thus can extract spatiotemporal features efficiently. As illus-
3.3. Network Design

Based on the Mixed Spatiotemporal Block, a network named MSTNet is built for action recognition. In order to keep the framework efficient, we choose the 2D ResNet50 [11] as our backbone to achieve a good trade-off between the accuracy and the speed. We replace all residual blocks with the proposed MST Blocks. The pipeline follows the popular TSN [3] framework, which samples frames sparsely and then passes them through the 2D CNNs followed by a consensus aggregation function (e.g., Average pooling). For both TSN and MSTNet, the final output of a video is:

\[
S = \text{avg}(\hat{S}^i), \quad i \in 0, 1, ..., T, \tag{3}
\]

where T is the number of sampled frames (segments) in the video, and \(\hat{S}^i\) is the output feature of the \(i\)-th frame by the network. It is obvious that, by using simple consensus aggregation on final score of each frame, TSN lacks capability of modeling the temporal relationship. Results in Table 1 shows that, with MixTConv operation, MSTNet significantly boosts the performance of TSN.

### 4. EXPERIMENT

#### 4.1. Dataset and Implementation details

**Dataset** Something-Something v1 and v2 [1] are two large-scale video datasets for action recognition. The datasets contain 110k (v1) and 220k (v2) videos, respectively, each with around 50 frames. The videos are annotated into 174 fine-grained human action classes with various objects and viewpoints. In these two datasets, videos with similar labels, e.g. "opening the door" v.s. "closing the door", are indistinguishable without exploiting temporal information. Jester [19] is a large collection of densely-labeled video clips that show humans performing pre-defined hand gestures in front of a laptop camera or webcam. It contains 27 classes of hand gestures and each with around 5,000 instances, which makes it possible to train robust model on gesture recognition.

**Training** All experiments in this paper adopt ResNet50 [11] pre-trained on ImageNet [16] as backbone, and further fine-tuned on target datasets. For an apple-to-apple comparison with state-of-the-art methods [12], we strictly follow the same training protocols. The initial learning rate is set as 0.01 and decays by 0.1 at epoch 30 & 40 & 45. We train the networks for 50 epochs with weight decay of 5e-4, batch size of 64 and dropout as 0.5. For data augmentation, we follow TSN [3] to sample one frame from every 8 or 16 segments. Then we resize their short side to 256 and meanwhile keep the aspect ratio as 4:3. After that, we exploit corner cropping and scale-jittering.

**Testing** A common practice for testing is to apply 10 crops to each frame [3, 9, 18]. Moreover, many state-of-the-art methods [12, 9] use dense frames of 64 or 128 in multiple clips (e.g. 10), leading to a huge computation. For efficiency, we use only one clip per video and the center 224x224 crop for evaluation based on RGB only if not specified. Also, for direct comparison to 2D CNN baseline [3], we sample 2 clips...
Table 4. Comparisons with state-of-the-art methods on Something-Something v1 and Something-Something v2.

| Method       | Backbone  | Modality | Frames | Params | FLOPs  | Something-Something v1 | Something-Something v2 |
|--------------|-----------|----------|--------|--------|--------|-------------------------|-------------------------|
| TSN[3] ECCV’16 | BNInception | RGB      | 8      | 10.7M  | 16G    | 73.0                    | 74.1                    |
| TSN baseline[3] ECCV’16 | ResNet-50 | RGB      | 8      | 24.3M  | 33G    | 19.7                    | 46.6                    |
| TRN Multiscale[12] ECCV’18 | BNInception | RGB      | 8      | 18.3M  | 16G    | 34.4                    | 44.8                    |
| TRN Two-stream[6] ECCV’18 | BNInception | RGB+Flow | 8×8    | 36.6M  | -      | 42.0                    | -                       |
| 1D[6] I3D CVPR’17 | 3D ResNet-50 | RGB | 32×2clips | 28.0M  | 153G   | 41.6                    | 72.2                    |
| NL*[6] I3D[6] CVPR’18 | 3D ResNet-50 | RGB | 32×2clips | 35.3M  | 168G   | 44.4                    | 76.0                    |
| NL*[6] I3D+GCN[21] ECCV’18 | 3D ResNet-50+GCN | RGB | 32×2clips | 62.2M  | 303G   | 46.1                    | 76.8                    |
| ECO+I3D[5] ECCV’18 | BNInc+Res3D18 | RGB | 8        | 47.5M  | 32G    | 39.6                    | -                       |
| ECO+I3D[5] ECCV’18 | BNInc+Res3D18* | RGB | 16      | 47.5M  | 64G    | 41.4                    | -                       |
| ECO+I3D[5] ECCV’18 | BNInc+Res3D18* | RGB | 92      | 150M   | 267G   | 46.4                    | -                       |
| TSM[12] ECCV’19 | ResNet-50 | RGB      | 8      | 24.3M  | 33G    | 45.6                    | 74.2                    |
| TSM[12] ECCV’19 | ResNet-50 | RGB      | 16     | 24.3M  | 65G    | 47.2                    | 77.1                    |
| Ours: MSTNet | ResNet-50 | RGB      | 8      | 24.3M  | 33.2G  | 46.7                    | 75.4                    |
| Ours: MSTNet | ResNet-50 | RGB      | 16     | 24.3M  | 65.3G  | 48.4                    | 78.8                    |

Table 5. Comparison of state-of-the-art methods on Jester.

| Method       | Modality | Frames | FLOPS | Top-1 | Top-5 |
|--------------|----------|--------|-------|-------|-------|
| TSN[3]       | RGB      | 8      | 81.0  | 99.0  |
| TSN[3]       | RGB      | 16     | 82.3  | 99.2  |
| TRN-MST[4]   | RGB      | 8      | 93.7  | -     |
| TSM[12]      | RGB      | 8      | 94.5* | 99.7  |
| TSM[12]      | RGB      | 16     | 95.3* | 99.8  |

Ours: MSTNet | RGB      | 8      | 96.0  | 99.8  |
| MSTNet       | RGB      | 16     | 65.3G | 96.8  | 99.8  |

Table 4: *BNInc means BNInception, *Res3D18 means 3D Resnet 18, *NL means Non-Local[20].

*Using official released pre-trained weight and testing with one clip and center crop.

per video and use the full resolution image with shorter side of 256 for evaluation (as in Table 1).

4.2. Ablation Study

Improving 2D CNN Baselines MixTConv can be plugged into any normal 2D CNNs and boost their performance on video recognition. We verify its effectiveness by comparing the performance of MSTNet and the 2D CNN baseline, TSN[3], with the same training and testing protocol. Noting that, the only difference between MSTNet and TSN is with or without MixTConv. Table 1 shows that 2D CNN baseline cannot achieve a good accuracy on the datasets with temporal information (i.e., Something-Something v1 and v2), but once equipped with MixTConv, the performance improves significantly with negligible increments of computational cost and parameters. These results demonstrate that MixTConv is very effective and efficient for action recognition.

Comparison of different temporal operations and configurations We further compare temporal aggregation with different configurations (i.e., the kernel sizes and the combinations of the filters), As shown in Table 2: 1) Depthwise 1D convolution achieves better performance than ordinary 1D with large computation saving; 2) Depthwise 1D convolution with kernel size = 3 performs better than shifting operation, which implies that fixed weight temporal convolution is not good enough for temporal modeling; 3) Larger kernel size along temporal axes not always lead to higher accuracy (TSN+ks7 gets 0.5% lower accuracy than that of TSN+ks5); 4) combination of multiple kernel sizes achieve much better performance than single kernel size, demonstrating that the design of MixTConv is effective and reasonable.

Plugging Position We further explore where to plug the MixTConv in ResNet building block. Table 3 shows that MST Block head performs better with nearly same computational complexity to MST Block inner. We guess the reason is that depthwise fashion needs more channels to model features, which is proved in MobilenetV2[23]. Hence, we finally choose MST Block head as the network building block.

4.3. Comparison with the State-of-the-Art

Something-Something v1 We compare MSTNet with state-of-the-art methods on Something-Something v1 in Table 4. The comparison details are as follows: 1) TRN[4] and TSN[3] are based on 2D CNNs. TSN achieves poor performance due to the lack of temporal modeling. Notably, our single-stream network outperforms two-stream TRN[4] by 5% absolutely, which implies the importance of temporal fusion for all layers. 2) Non-local I3D[20] with GCN[21] is the state-of-the-art 3D CNN based model. It’s worth noting that, the GCN needs a Region Proposal Network(RPN)[24] trained on other object detection datasets to get the bounding boxes, which has extra training cost. Compared with the Non-local I3D+GCN, our MSTNet achieves 0.8% better accuracy with 20× fewer FLOPs on the validation dataset. 3) ECO[22] and TSM[12] are two state-of-the-art efficient action recognition methods. Compared to ECO, our method achieves 0.3% better accuracy at 9× less computation with 6× less parameters. Compared to TSM, we achieve 1.1% and 1.2% better accuracy with little extra computational cost (0.005%). These re-
results demonstrate that our proposed **Mixed Temporal Convolution** (MixTConv) is a better way to model temporal information than other temporal operations like 3D convolution and shifting.

**Something-Something v2** As illustrated in Table 4, for this larger and newer dataset to the previous v1, our model also achieves better results than SOTA methods, with RGB modality only. These results demonstrate the effectiveness of the proposed MixTConv operation and MSTNet for action recognition once again.

**Jester** As shown in Table 5, on the benchmark Jester, our MSTNet also gains a large improvement compared to the TSN baseline (+15%), and outperforms all the recent state-of-the-art methods, for the task of gesture recognition.

5. CONCLUSION

In this work, we propose a lightweight and plug-and-play operation named Mixed Temporal Convolution (MixTConv) for action recognition, which partitions input channels into groups and performs depthwise 1D convolution with different kernel sizes to capture multi-scale temporal information. It can be flexibly inserted into any 2D CNN backbones to enable temporal modeling with negligible extra computational cost. We further design a Mixed Spatiotemporal Network (MSTNet) for action recognition, by plugging MixTConv into the building block of ResNet-50. Experimental results on Something-Something v1, v2 and Jester benchmarks consistently indicate the superiority of the proposed MSTNet with the MixTConv operation. Additional ablation studies further demonstrate that the designs of the proposed MixTConv operation and MSTNet are effective and reasonable.
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