Abstract

Scene labeling is a challenging classification problem where each input image requires a pixel-level prediction map. Recently, deep-learning-based methods have shown their effectiveness on solving this problem. However, we argue that the large intra-class variation provides ambiguous training information and hinders the deep models’ ability to learn more discriminative deep feature representations. Unlike existing methods that mainly utilize semantic context for regularizing or smoothing the prediction map, we design novel supervisions from semantic context for learning better deep feature representations. Two types of semantic context, scene names of images and label map statistics of image patches, are exploited to create label hierarchies between the original classes and newly created subclasses as the learning supervisions. Such subclasses show lower intra-class variation, and help CNN detect more meaningful visual patterns and learn more effective deep features. Novel training strategies and network structure that take advantages of such label hierarchies are introduced. Our proposed method is evaluated extensively on four popular datasets, Stanford Background (8 classes), SIFTFlow (33 classes), Barcelona (170 classes) and LM+Sun datasets (232 classes) with 3 different networks structures, and show state-of-the-art performance. The experiments show that our proposed method makes deep models learn more discriminative feature representations without increasing model size or complexity.

Keywords: Scene labeling, deep learning, convolutional neural network, image segmentation, semantic context

1. Introduction

The task of scene labeling is to densely predict every pixel of an image into one of the pre-defined classes. One of the most popular ways is to take the image patch around the pixel of interest as input for a learning system. However, large intra-class variation, i.e., the variation of samples within the same class, is one of the key challenges in scene labeling. It is caused by various factors such as the change of illumination, posture, scale, viewpoint and background, and these factors are coupled together in images in nonlinear ways. It is difficult to design features that can be used to well classify samples with significantly different appearances into the same class.

Recent works (Yang et al., 2014; Farabet et al., 2013; He et al., 2004; Shotton et al., 2006; Pinheiro and Collobert, 2014; Socher et al., 2011) have shown that the performance of scene labeling can be improved by effectively exploiting rich contextual information, and image context is the most commonly used one, i.e., training classifiers that take large image patches as input and predicting class labels of pixels. It is shown that deep models which have large receptive fields contain more image contextual information and generally lead to higher segmentation accuracy (Pinheiro and Collobert, 2014; Farabet et al., 2013). Semantic contextual information, on the other hand, is usually utilized to regularize or smooth the predicted label maps as a post-processing step (He et al., 2004; Liu et al., 2011) or as final neural network layers in an end-to-end learning system (Zheng et al., 2015; Liu et al., 2015).

Limited by the learning capacity, conventional learning models such as SVM cannot effectively utilize useful information from large image context. In recent years, significant research progress (Grangier et al., 2009; Farabet et al., 2013) on scene labeling has been achieved by using deep Convolutional Neural Networks (CNNs). It has been discovered that CNN pre-trained on a large-scale dataset such as the ImageNet has good generalization ability (Girshick et al., 2014; Yosinski et al., 2014). It provides a good initial point and can be further fine-tuned on the scene labeling datasets, being adapted to the new task.

The success of CNN relies on its capability of learning highly discriminative deep feature representations from training image patches. Once the feature representations are effectively learned, even a simple linear classifier can well predict class labels based on that. Its neurons at different levels serve as detectors of various visual patterns at different scales. However, current deep learning approaches for scene labeling still face the challenge of large intra-class variation, especially at the stage of feature learning. As shown in Fig. 1(a), all the image patches with large diversity in appearance are assigned to the class “building” according to the labels of their centered pixels. It raises a lot of ambiguity, which confuses CNN when the weights of neurons are adjusted to detect meaningful visual patterns. It would make the feature learning process much easier if the training patches could be grouped into subclasses with better visual consistency. However, more supervised informa-
tion is needed in order to obtain such subclasses. One could argue that such subclasses can be obtained by clustering image context. However, it requires discriminative feature representations learned by deep models in order to achieve satisfactory clustering results, which leads to a chicken-and-egg problem.

State-of-the-art deep learning methods (Farabet et al., 2013; Chen et al., 2015) focus on using semantic context for smoothing or regularizing the predicted label maps, while ignoring other rich semantic context available in the datasets. In this paper, we exploit using two types of semantic context: scene names of images and label map statistics of image patches, as supervision signals for learning deep feature representations. In some scene labeling datasets, each image has a name which indicates the scene category. As shown in Fig. 1(b), image patches that have the same class label and are from the same scene category are likely to have similar appearance. On the other hand, the label map statistics of image patches also provides crucial prior information on the appearance of patches, since they specify the spatial layout of the semantics in the surrounding region. As shown by the examples in Fig. 1(c), image patches with similar label map statistics show consistent appearance. Although all these patches belong to the class “building”, the patches in the top row of Fig. 1(c) capture buildings by the road with sky on the top, while those patches in the bottom row contain buildings in the mountains. Such distinction can be well reflected by label map statistics.

In this paper, we create a two-level label hierarchy for each of the original classes by exploiting semantic context, and CNN is fine-tuned with the proposed label hierarchies. The deep feature representations learned in this way are more discriminative and can better predict the original classes. Extensive experiments have shown the effectiveness of the proposed label hierarchy and training schemes on four datasets: SIFTFlow (Liu et al., 2008), Stanford background (Gould et al., 2009), Barcelona (Tighe and Lazebnik, 2010) and LM+Sun (Tighe and Lazebnik, 2012) datasets. Our proposed approaches outperform or achieve the state-of-the-art accuracies on all four datasets.

Our contributions can be summarized as three-fold:

- We demonstrate the effectiveness of learning deep feature representations in scene labeling by creating label hierarchies from semantic context as the strong supervision. This useful information in semantic context was not explored in previous deep learning works for scene labeling.
- Two approaches are proposed to generate fine-grained subclasses based on scene names and clustering of label maps, respectively. Label hierarchy is built between the original classes and the new subclasses. Such label hierarchies decrease intra-subclass variation and is a perfect match to CNNs, whose loss functions are minimized via local optimization methods.
- To learn deep representations based on the proposed label hierarchy, we develop two distinct approaches to fine-tune an ImageNet pre-trained CNN. The first one fine-tunes the CNN on the newly created subclasses and the original classes sequentially. The second builds a novel hierarchical architecture for the CNN to optimize both the classification of the subclasses and original classes.

2. Related Work

2.1. Scene labeling methods

Current methods for scene labeling can be generally divided into two categories: parametric and non-parametric methods, depending on whether the categories are used for training in advance.

2.1.1. Parametric methods

Parametric methods take image patches or whole images as input to train classifiers.

Conventional methods. Conventional methods mainly depend on hand-crafted features extracted from image patches and train classifiers such as multilayer perceptron (He et al., 2004) and joint boosting (Shotton et al., 2006). The hand-crafted features are designed by human experience and might not be robust enough for the large number of different scene types. Since the label of each pixel is predicted independently, the boundary region may not be accurately pinpointed and there may exist isolated pixels with wrong labels. Various techniques have been
proposed to generate spatially smooth label maps based on semantic contextual information. Markov Random Field (MRF), Conditional Random Field (CRF) and other graphical models (He et al., 2004; Shotton et al., 2006; Barinova et al., 2010; Ladicky et al., 2010; Yao et al., 2012) are widely used to model the joint probabilities of neighboring labels.

Deep-learning-based methods. Recently, deep-learning-based methods (Pinheiro and Collobert, 2014; Socher et al., 2011; Long et al., 2014; Farabet et al., 2013; Sharma et al., 2015; Eigen and Fergus, 2015; Dai et al., 2015; Noh et al., 2015; Liu et al., 2015; Qie et al., 2015) have been widely used for scene labeling tasks. These methods aim to model pairwise, higher-order or long-range relationships between pixels, while we focus on creating finer learn-able features that outperform hand-crafted ones.

Farabet et al. (2013) trained a multiscale deep CNN to extract dense features that encode regions of different sizes centered on each pixel. Pinheiro and Collobert (2014) relied on a recurrent CNN that consists of a sequential series of networks sharing the same set of parameters. Each recurrent component takes the RGB image and the predictions of the previous component as input of the network. These patch-based methods are not very efficient when feeding overlapping patches to CNN. More recently, Long et al. (2014) proposed the fully convolutional network (FCN), which utilizes whole images as training samples and directly output the whole prediction maps. To further regularize the prediction maps of FCN and utilize the semantic contextual information, Chen et al. (2015) fed the output of FCNs to a fully connected CRF as a post-processing step. Zheng et al. (2015) converted the fully connected CRFs as a recurrent neural network (RNN), which is achieved by modeling the mean-field approximation as a stack of CNN layers. The parameters of the CRF can then be jointly optimized with the CNN in an end-to-end manner. Liu et al. (2015) modeled the spatial context between objects as a graphic model, which includes high-order relations and mixture of label contexts. Shuai et al. (2016) introduced a directed acyclic graphic recurrent neural networks (DAG-RNNs) to model long-range contextual information in the image. Wang et al. (2016) learned semantic histogram features in networks to integrate the global context information into prediction.

Although these approaches also exploit rich information in label maps, they have notable distinctions with our work. These methods aim to model pairwise, higher-order or long-range relations between pixels, while we focus on creating finer learning supervision for each pixel from two types of semantic context, scene names of images and label map statistics of image patches. Such useful information in semantic context was not explored in existing deep-learning-based methods. Since the proposed learning supervision is provided for each pixel, it can be flexibly applied to both patch-based CNNs and FCNs.

2.1.2. Non-parametric methods

Another category of scene labeling algorithms is the non-parametric methods (Liu et al., 2008; 2011; Tjhe and Lazebnik, 2010; Yang et al., 2014; Singh and Kosecka, 2013; George, 2015). These methods do not require training a classifier. Instead, they retrieve similar images from the training dataset and transfer their labels to the test image. Some methods (Yang et al., 2014) require several rounds of image retrieval and superpixel classification. Generally, they use the global context for retrieving similar images and the local context for matching the query patch to its galleries. The non-parametric methods are more suitable for the scenarios where the training data is updated frequently because they do not need retraining the classifier.

2.2. Learning deep feature representations

It has been shown that training deep neural network is essentially learning discriminative feature representations. However, training the deep neural network is a difficult problem, especially when the network is very deep. Researchers (Martens and Sutskever, 2012; Sutskever et al., 2013; Dauphin et al., 2014) have proposed various algorithms for training deep neural networks. For example, Dauphin et al. (2014) proposed the saddle-free Newton methods which can rapidly escape high dimensional saddle points. Other works (Srivastava et al., 2014; Ioffie andSzegedy, 2015; He et al., 2015) design specific layers that alleviate the overfitting problem. An interesting direction (Szegedy et al., 2013; Srivastava et al., 2015; He et al., 2015a) recently proposed is to add specific “skip” layers to improve the information flow, and show impressive performance int the ImageNet Challenge. Different from the above works, we study learning effective feature representations from a new perspective, without modifying the network structure nor adding extra training data. This is achieved by grouping the training patches into subclasses with better visual consistency and learn the features with the subclass labels. The subclasses by clustering may introduce some noise. Deep learning with noisy labels have shown inspiring results in different applications (Xiao et al., 2015; Joulin et al., 2016). We observe that our method can also benefit from the new subclass labels.

2.3. Building label hierarchies

There were works that also explored label hierarchies. Xie et al. (2015) proposed two data augmentation approaches which requires external data as the hyper-class of the original fine-grained labeled data. Unlike their methods, we do not require external data but create the label hierarchies solely based on the original dataset. Yan et al. (2015) built label hierarchies by grouping confusing fine categories into the same coarse categories. A hierarchical deep CNN is trained to first separate easy categories. Then challenging classes are routed downstream to fine category classifiers. Our network also has a hierarchical architecture but do the prediction reversely. The fine-grained subclass categories are predicted first, followed by the prediction of the original categories. To tackle the contour detection problem, Lim et al. (2013) defined a set of so-called “sketch token” classes by clustering patches extracted from the binary contour images. Then a random forest classifier is trained to predict probability a patch belongs to each sketch token class.
3. Methods

We solve the problem of learning deep feature representations for scene labeling by creating finer learning supervisions for training convolutional neural networks. The original classes are split into more meaningful subclasses to create the label hierarchies. It imposes finer supervision for feature learning by creating more fine-grained classes from semantic context. The intra-class variation problem is mitigated since the samples in each subclass have more consistent appearance. Besides, the hierarchical relation is used to further improve the performance. We then train convolutional neural networks with the created label hierarchies.

3.1. Creating label hierarchy from semantic context

3.1.1. Semantic context from scene names

Some scene labeling datasets (such as SIFTFlow (Liu et al. 2008)) provide a scene name for each image, which describes the scene category and can be viewed as global semantic context for all the pixels in the image. Examples of scene names from the SIFTFlow dataset are “forest”, “inside-city”, and “coast”. In our approach, the scene names are only used in the training stage, but not in test.

The provided scene names naturally split the images into \( n_{\text{name}} \) subsets, where \( n_{\text{name}} \) is the number of different scene names in the training dataset. We introduce a simple method to create label hierarchy from class labels and scene names. Let \( \{x_i, l_i\} \) be a training sample, where \( x_i \) is a patch cropped from the image and \( l_i \in \{c_1, c_2, ..., c_L\} \) is its class label of the center pixel. Each training sample (image patch) now has an original class label and a subclass label. For instance, if an image patch with the original class label “building” is cropped from an image with the scene name “highway”, then its subclass label is assigned as “highway+building”, which can be intuitively regarded as “a building patch in a highway scene image”. However, since the semantic labels of training samples usually follow a long-tail distribution, we do not split the original classes that have too few training samples. Similar to Yang et al. (2014), we define rare classes by examining the superpixel distribution of the entire training set (see Fig. 2 (top) for the distribution of the SIFTFlow dataset.) We first sort the classes by their numbers of superpixels in a descending order, and then keep including the classes with most samples into the common classes until the total number of superpixels of the common classes becomes greater than a threshold \( \rho \). Only common classes are split to subclasses, while the rare classes directly inherit their original labels as their single subclass labels for consistency. Thus, for our first round of training with subclasses, we have \( n_{\text{SC}} \) labels, where \( L \leq n_{\text{SC}} \leq L \times n_{\text{name}} \).

The rare class ratio \( \rho \) depends on the superpixel distribution of the training set but is not very sensitive. In our experiment we tried different \( \rho \) values, but observe no significant differences on the final performance. (see Section 3.2)

In Figs. 2 (top) and 2 (middle), the frequencies of the original labels and new subclass labels in the SIFTFlow dataset are shown in a descending order. In the original label set, we specify 11 common classes with a threshold \( \rho = 93\% \). After the original classes are expanded to 101 subclasses by using 8 scene names provided by the dataset, we obtain a more balanced subclass set.

3.1.2. Semantic context from label map statistics

Using scene names as semantic context has several limitations. Not all the datasets provide meaningful or accurate scene names. Even if each image has an accurate scene name, the number of images sharing the same scene name could be imbalanced, and thus some subclasses may have too many or too few images. Some image patches still have large variance in appearance even though they have the same class labels and scene names, because scene names cannot accurately reflect the semantic layout of the surrounding region of a pixel. Fig. 3 shows such examples, where there are four image patches of “sky” from images sharing the same scene name “highway” in the SIFTFlow dataset. However, because of their different semantic layouts, they have distinct appearances because of their different semantic layouts.

Figure 2: (Top) frequencies of original classes. With a threshold of \( \rho = 93\% \), the most frequent 11 classes can be chosen as common classes and the rest 22 classes are denoted as rare ones. (Middle) frequencies of 102 subclasses obtained based on scene names (Section 3.1.1). (Bottom) frequencies of 128 subclasses obtained via label map clustering (Section 3.1.3).

Figure 3: Four image patches of “sky” from the images sharing the same scene name “highway” in the SIFTFlow dataset. They have distinct appearances because of their different semantic layouts.
The scene labeling task provides rich label information. Given a training image patch, in the conventional pipeline, it is assumed to be classified to the class of its center pixel. But the semantic context from the training label map is ignored. We propose to cluster the label maps of image patches to create subclasses for each original class. In this way, a more balanced and meaningful subclass dataset could be created (the bottom row in Fig. 4).

For each patch we compute the histogram \( h_i \) of labels in the region of size \( R \times R \) around the centered pixel from the label map. \( h_i \) is normalized as \( \tilde{h}_i = h_i / ||h_i||_2 \) to compensate for the cases when the patch is beyond the image boundary. \( \tilde{h}_i \) is of dimension \( L \), i.e., it has \( L \) bins. For all the samples of class \( j \), k-means is applied to normalized histograms to obtain \( K_j \) cluster centers. Let \( c_{j,1}, \ldots, c_{j,K_j} \) be the cluster centers of class \( j \), and can be obtained by

\[
\arg \min_{S_{jk}} \sum_{k=1}^{K_j} \sum_{i \in S_{jk}} ||h - c_{j,k}||^2,
\]

where \( S_{jk} \) stores the set of samples that are assigned to the nearest cluster center \( c_{j,k} \). Each cluster center is denoted as a new subclass, and each sample \( \tilde{h}_i \) is assigned with a new subclass label. The number of clusters \( K_j \) for each class is chosen by taking the following factors into account. It should be positively related to the number of training samples of classes \( j \), and should not be too large in case there are too few training samples in the new subclasses. Again we first partition the original classes into common classes and rare classes, in the way we defined in Section 3.1.1. The rare classes still inherit their labels from the original labels and we only find clusters for each common class. The algorithm for finding the optimal \( K_j \) for each common class is summarized in Algorithm 1 which tests different \( K_j \) values 1) to avoid those values that the algorithm fails to converge in 100 iterations and 2) to create more balanced subclasses. We also verified the sensitivity of \( K_j \), and observed that the final accuracy is insensitive to the parameters \( K_j \) (Section 4.2).

**Algorithm 1:** Computing the number of clusters \( K_j \) for common class \( j \)

**Input:** All the samples \( \tilde{h}_i \) of common class \( j \); The number of samples in the largest rare class \( n^* \);  
**Initialization:** \( K_j = 2 \)  
for \( i = 2 \) to \( 15 \) do  
1) Set the cluster number to be \( i \), and run the k-means algorithm for 100 iterations  
2) if the k-means algorithm in step 1) does not converge then  
   Skip step 3)  
end  
3) if all subclasses have more than \( n^* \) samples then  
   \( K_j = i \)  
else  
   Terminate iterations  
end  
return \( K_j \)

Fig. 4 shows some training samples of different subclasses of the original class “building”. The original class “building” has large intra-class variation because of the differences in scale, position, shape, and view point. By clustering their label maps, we group building patches of the same “type” in a more meaningful way. The images in the first row are taken from a close view point, and thus the buildings occupy most of the image patches. In the second row, we can see the horizons splitting the samples into two halves: “sky” and “sea”, while the buildings look tiny because they are far away. The third row shows different buildings under the sky, where “sky” and “building” occupy about half of the image patch, respectively. The last row shows buildings in mountains.

The surrounding region used to compute the histogram is called ROI. By setting different sizes of ROI, the histogram of a label patch can act either as a local contextual descriptor or a global contextual descriptor. When ROI is within the patch, the local context in the center part of the patch is used for clustering. On the other extreme, we could also compute the histogram of the whole label map as the feature for clustering (\( R = \infty \)). Then the histograms describe the global context. Training samples from the images of similar scenes would be grouped together, disregarding where they are located in the images.

### 3.2. Learning deep feature representations with label hierarchy

Since the optimization of the convolutional neural network object function is highly non-convex, a good initial point is crucial for recovering a good local minimum with back propagation. We finetune our CNN models from a starting point pre-trained on ImageNet dataset similar to Farabet et al. (2013). Two different methods are investigated to utilize the proposed label hierarchy for fine-tuning CNN and learn discriminative deep feature representations.
3.2.1. Sequential subclass-class fine-tuning

With the original labels and their fine-grained subclass labels obtained by either scene names or clustering label maps, we adapt the deep CNN models to the scene labeling task in four steps. 1) The model is fine-tuned on the fine-grained subclass labels obtained by one of the above mentioned approaches. Only the last fully connected layer is randomly initialized and all the lower layers are inherited from the ImageNet classification model. We fix the lower layers and only update the parameters in the last fully connected layer. This is because the lower layers can be viewed as generic image descriptors and can be applied to scene labeling datasets. We directly use these features to train the last fully connected layer, which can be regarded as a linear classifier. 2) After our model in the first step converges, we further fine-tune it by updating the parameters of the whole network. 3) We switch back to the original task by replacing the last fully connected layer with a randomly initialized new one to classify the original classes. In this step, we fix the lower layers again and only update the new fully connected layer. 4) All the layers are optimized on the original task jointly. The sequential fine-tuning strategy is illustrated in Fig. 5.

We qualitatively investigated the effects of each of the steps. In practice, we observe that the third step is not indispensable. Only marginal performance drop is observed if it is skipped. However, if we skip the first step, the final performance would drop for about 0.5% on the SIFTFlow dataset. This may be explained by the fact that the data distribution between the ImageNet and the scene labeling task is quite different. Skipping the first step is similar to setting a bad initialization point for the CNN model. Directly updating all the parameters at once may make the CNN easily converge to a bad local minimum. Fixing the lower layers provides a mild way for the optimization so that it is not too much influenced by the randomly initialized last fully connected layer. In comparison, transferring from the new subclasses to the original classes in the third step is much easier because both tasks are highly related and is based on similar data.

3.2.2. Hierarchical multi-label fine-tuning

In Section 3.2.1 we treat fine-tuning on the two label sets as two highly related problems, but CNN is optimized on the two tasks in a sequential manner. This would ignore the hierarchical relations between the original classes and their fine-grained subclasses. To make use of this relationship, we propose to simultaneously optimize the deep model for both tasks at different layers. This is achieved by adding a new fully connected layer on top of the pre-trained CNN model. For a given training sample, our model first predicts the probability distribution on the subclasses and feeds the scores to the newly added fully connected layer to compute the probability of the original classes. In this layer, we explicitly set the scores of the original classes to be the sum of those of their corresponding subclasses. This is achieved by setting the weight matrix $W$ of size $L \times n$ to be a sparse matrix, where $L$ and $n$ are the numbers of original classes and new subclasses, respectively. The $j$th row of $W$ corresponds to the original class $j$, where only the entries corresponding to the subclasses of $j$ are 1, while other entries are 0. The errors of predicting the original labels can be back-propagated to lower layers together with the errors of predicting the new subclasses. In Fig. 6, the ground truth of the training sample is subclass $A_1$, which is a child of class $A$. We compute the scores of the subclasses at the second from the top layer and convert them to probabilities of the subclasses through the softmax operation. Meanwhile, the scores of subclasses that have the same parent are summed up to be the score of their parent class, which is used for calculating the error on the original label. Thus, the two tasks are optimized jointly while their hierarchical relations are utilized in the optimization.

The fine-tuning contains two steps. In the first step, we fix $W$, so that the score of the original class is forced to be the sum of those of its children subclasses. After training CNN in the first step converges, we further fine-tune our model by updating the parameters in $W$ with all other layers. In this way, we start from a good initialization point and learn the true relationship between the scores of the original classes and the subclasses. The loss function for the hierarchical multi-label loss can be written as

$$\text{Loss}(p_i, \hat{L}_i; \theta) = \frac{1}{m} \sum_{i=1}^{m} \left( L(p_i, \hat{L}_i) + \alpha L(q_i, \hat{L}_i) \right) + \frac{\beta}{2} \|\theta\|_2^2, \tag{2}$$

where $m$ is the batch size, $p_i \in R^{p \times 1}$ is the scores of the subclasses of the $i$th patch, $\hat{L}_i$ and $\tilde{L}_i$ are the subclass label and the original label of the $i$th patch, respectively, $\alpha$ is the weight between the losses of the new subclass and the original class, $\beta\|\theta\|_2^2$ is the weight decay term to punish large weights, $q_i$ is scores of the original classes obtained by the softmax function

$$q_{ij} = \frac{e^{w_{ij}t_i}}{\sum_k e^{w_{ik}t_i}}, \tag{3}$$

$L$ is the loss function

$$L(p, \hat{L}) = -\sum_{j=1}^{L} l_j \log q_j, \tag{4}$$

where the label $l_j = 1$, if the patch is labeled $j$, and 0 otherwise. All the filters are updated by the gradients from the two loss layers, except the weights $W$ in the last inner-product layer, or the $1 \times 1$ convolutional layer in the case of FCN.
4. Experiments

4.1. Experimental setup

Evaluations on different models. Our proposed methods on learning better deep feature representations for scene labeling are not limited to specific CNN architectures. We tested their effectiveness on three popular CNN models, the Clarifai (Zeiler and Fergus, 2014), the OverFeat (Sermanet et al., 2013) and the FCN (Long et al., 2014) models, which are all pre-trained on the ImageNet dataset. The former two models are patch-based while FCN takes the whole image as input. The three CNN models without using the label hierarchy are utilized as the baselines. During training, we adopted the mini-batch Stochastic Gradient Descent (SGD) to optimize the CNN models and the mini-batch sizes are 64, 64 and 10 for the three models, respectively. The learning rate is initialized as 0.001 and decreased by a factor of 0.1 with a stepsize of 20000. During testing, the efficient pixelwise forward-propagation algorithm (Li et al., 2014) was adopted for the Clarifai and the OverFeat models. For each 256 × 256 image, it takes 6s and 9s respectively on a modern GPU to generate the final label map, and 3s for FCN.

Evaluation metrics. The evaluation metrics are per-pixel and per-class accuracies. Let $c_i$ be the number of pixels correctly labeled as class $i$, $t_i$ denote the total number of pixels in total, and $L$ be the number of classes. We compute

- per-pixel accuracy: $\frac{\sum_{i=1}^{L} c_i}{\sum_{i=1}^{L} t_i}$,
- per-class accuracy: $\frac{1}{L} \sum_{i=1}^{L} c_i/t_i$

to evaluate the compared algorithms.

Hyper parameters. In all experiments, we fixed the weights $\alpha = 1$ and $\beta = 0.00025$ in Equation (2). We explore the influence of the rare class ratio $\rho$ in Section 4.2 and the region size $R$ in Sections 4.2 and 4.3. In other experiments we fixed $\rho = 93\%$ and $R = 129$.

Data preparation. We evaluated the compared methods on four scene labeling datasets, the SIFTFlow (Liu et al., 2008), Stanford background (Gould et al., 2009), Barcelona (Tighe and Lazebnik, 2010) and LM+Sun (Tighe and Lazebnik, 2012) datasets. For each dataset, we augmented the training set by randomly scaling, rotating and horizontally flipping each training image for 5 times. The scaling factors and the rotation angles were randomly chosen in the ranges of [0.9, 1.1] and [−8°, 8°], and the random flipping probability was 50%. For the Clarifai and OverFeat models each augmented training image was first divided into superpixels (∼300 pixels per superpixel) using the VLFeat open source library (Vedaldi and Fulkerson, 2008), and 227 × 227 image patches centered at the superpixels were then cropped as training samples. To ensure that image patches cropped at the boundaries of the training image are of the same size, the mean value of each image was padded outside the image boundaries.

4.2. Results on the SIFTFlow dataset

The SIFTFlow dataset consists of 2488 training images and 200 test images. All the images are of size 256×256 and contain 33 semantic labels. We tested the Clarifai, OverFeat and FCN baseline models on this dataset.

As shown in Fig. 2, we identify 11 out of the 33 classes as common classes with a rare class ratio $\rho = 93\%$. For creating the label hierarchy based on scene names, since there are 8 scene names in the training dataset, each common class is divided into 8 subclasses, while each rare class is the subclass of itself. Thus we divided the original classes into 101 subclasses. For creating the label hierarchy via label map clustering, we divide the original classes into 128 subclasses in total. We created 3 sets of subclasses by varying the $R$ value: $R = 129$, $R = 227$ and $R = \infty$, respectively. We compared our method with state-of-the-art methods, which includes both deep-learning-based (Farabet et al., 2013; Pinheiro and Collobert, 2014; Long et al., 2014; Sharma et al., 2015; Eigen and Fergus, 2015; Shuai et al., 2016; Caesar et al., 2016; Wang et al., 2016) and non-deep-learning-based methods (Tighe and Lazebnik, 2010; Liu et al., 2008; Yang et al., 2014). The accuracies by different methods are recorded in Table 1.

As shown by Table 1, both ways of creating label hierarchies (Model+S+SN and Model+S+LC) lead to accuracy improvements over the baseline models. Here the single letters S and H refer to sequential and hierarchical fine-tuning strategies, and SN and LC refer to label hierarchies created by scene name and label map histogram clustering, respectively. Note that the network trained by sequential strategy, i.e., Model+S+LC, has the same architecture as the baseline model. This demonstrates that, by decreasing intra-subclass variation, the proposed label hierarchies do help the CNN learn more discriminative deep feature representations without increasing the model complexity. Compared with creating label hierarchy based on scene names (Model+S+SN), creating label hierarchy via label map clustering (Model+S+LC) leads to better labeling accuracy since label map clustering is able to generate more meaningful subclasses as explained in Section 3.1.2. Comparing the results by the two training strategies that utilizes label hierarchy (Table 1(a) and (d)), we observe that the hierarchical fine-tuning strategy leads to better labeling accuracy. Modeling the hierarchical relations between classes and their subclasses by network structure provides more useful supervision to learn effec-
tive deep feature representations. Such a strategy also reduces the training time since it requires only a two-step fine-tuning instead of the four-step fine-tuning in the sequential strategy. We also observe that the results are not sensitive to the $R$ values. When $R$ equals the patch size (i.e. $R = 227$) or the whole image ($R = \infty$), the performance is stable.

Our FCN baseline model is from Long et al. (2014), which is based on the VGG16 [Chatfield et al. (2014) net. Following Long et al. (2014), we first train the coarse FCN-32s net and then use its parameters to initialize the FCN-16s net. The upsampling deconvolutional layers are initialized by bilinear interpolation but are allowed to be learned during training. By applying the sequential finetuning method, we successfully boosted the per-pixel accuracy from 0.851 to 0.875, which shows that our method can be utilized for different networks. Our result by FCN+S+LC ($R = 129$) outperforms that by Eigen and Fergus (2015), which was obtained by adding more convolutional layers to the VGG network, while our method did not modify the network structure.

We further study the effectiveness of other parameters of our method, the rare classes ratio $\rho$ and the number of clusters $K_j$ for each class $j$. In the previous experiment setting as in Table 1, we fix $\rho = 93\%$ and $K_j$ is obtained by Algorithm 1. Note $\rho$ determines how many classes being split into subclasses. $K_j$ is the target number of clusters for the k-means algorithm for each common class $j$ for creating our second label hierarchy. In this experiment, we set $\rho = 93\%$ and $K_j$ as the baseline, and see if the proposed method is stable when one of the parameters is changed. The results are shown in Table 2. We did not observe significant differences between these settings. So the conclusion can be drawn that the proposed method is not sensitive to these two parameters in our tested ranges.

We qualitatively evaluate and analyse the accuracy improvements by our proposed method. The per-class improvements by our proposed label hierarchy and sequential strategy, OverFeat+S+LC ($R = 227$) in Table 1(b), over the OverFeat baseline model is shown in Fig. 7. In Fig. 8 example labeling results by the two models are shown. Among the classes that are improved most, we can see that they are rare classes, i.e., classes that are not divided into subclasses, and are part of some other common classes. Their samples are more likely to be classified into the common classes. For example, “awning” is a part of “building”, and “crosswalk” and “sidewalk” are accessories of “roads”. By decreasing intra-subclass variation, the CNN can detect more meaningful visual patterns and learn better deep representations, and thus distinguish such rare classes more effectively. Although most classes’ accuracies are improved, three classes show notable performance drop, which correspond to 9/11/13 common classes out of 33 classes in total.

### Table 1: Per-pixel and per-class accuracies on the SIFTFlow dataset by different methods.

| Method                  | Per-pixel | Per-class |
|-------------------------|-----------|-----------|
| Tighe and Lazebnik (2010)| 0.769     | 0.294     |
| Liu et al. (2008)       | 0.748     | n/a       |
| Farabet et al. (2013)   | 0.785     | 0.296     |
| Pinheiro and Collot (2014)| 0.777    | 0.298     |
| Sharma et al. (2015)    | 0.796     | 0.336     |
| Yang et al. (2014)      | 0.798     | 0.487     |
| Eigen and Fergus (2015) | 0.868     | 0.464     |
| Shuai et al. (2016)     | 0.853     | 0.557     |
| Caesar et al. (2016)    | 0.843     | 0.64      |
| Wang et al. (2016)      | 0.879     | 0.5       |
| Clarifai baseline       | 0.832     | 0.426     |
| Clarifai+S+SN           | 0.839     | 0.427     |
| Clarifai+S+PC ($R = 129$)| 0.842    | 0.438     |
| OverFeat baseline       | 0.839     | 0.446     |
| OverFeat+S+SN           | 0.85      | 0.447     |
| OverFeat+S+LC ($R = 129$)| 0.854    | 0.469     |
| OverFeat+S+LC ($R = 227$) | 0.854    | 0.459     |
| OverFeat+S+LC ($R = \infty$)| 0.856   | 0.467     |
| OverFeat+H+LC ($R = 129$)| 0.857    | 0.446     |
| FCN (Long et al. 2014)  | 0.851     | 0.517     |
| FCN+S+LC ($R = 129$)    | 0.875     | 0.522     |
| FCN+H+LC ($R = 129$)    | 0.878     | 0.52      |

Table 2: Accuracies of OverFeat+S+LC ($R = 129$) with different rare class ratios $\rho$ and the numbers of subclasses $K_j$ on SIFTFlow dataset. $\rho = 90\%$/93\%$/95\%$ corresponds to 9/11/13 common classes out of 33 classes in total.

| $\rho$ = 93\% | $K_j = K_j$ |
|---------------|-------------|
| 0.854         | 0.469       |
| $\rho = 90\%$ | $K_j = K_j$ |
| 0.853         | 0.454       |
| $\rho = 95\%$ | $K_j = K_j$ |
| 0.854         | 0.465       |
| $\rho = 93\%$, $K_j = K_j \times 0.8$ | 0.853 | 0.461 |
| $\rho = 93\%$, $K_j = K_j \times 1.5$ | 0.852 | 0.453 |

Figure 7: Per-class improvements of OverFeat+S+LC ($R = 227$) over the OverFeat baseline model. A positive value means the class mean accuracy is improved.

---
4.3. Results on the Stanford background dataset

The Stanford background dataset contains 715 images of outdoor scenes composed of 8 classes. Each image has approximated $320 \times 240$ pixels, where at least one foreground object is presented. Following Socher et al. (2011), we selected 572 images as the training set and the rest 143 images as the test set. Since the Stanford background dataset does not provide meaningful scene names for each image, we created label hierarchy via only label map clustering. Each original class is divided into 3 to 6 subclasses based on the criterion detailed in Section 3.1.2, and 30 subclasses are obtained in total at last. We built 2 sets of label hierarchy by setting $R = 129$ and $R = 227$, respectively.

We trained the OverFeat model with our proposed methods on the dataset. The accuracies by different methods or training strategies are shown in Table 3. We also added another baseline method for comparison, where the original classes were divided into subclasses based on image context instead of semantic context. More specifically, we use the GIST features to group training images into different clusters, and each pixel is then assigned a cluster center and its original class label as its subclass label. As shown by its result (OverFeat+S+IC), such a strategy cannot generate subclasses with clear semantic explanations and therefore leads to almost the same accuracy as the baseline model.

For the FCN pipeline, our models trained by both strategies outperform the state-of-the-art methods. FCN+S+LC has exactly the same network architecture as the baseline FCN but achieves better performance, which proves that the gains come from better feature representations through the learning of label hierarchies, other than simply adding more parameters.
4.4. Results on the Barcelona and LM+Sun datasets

We further evaluate our method on two larger and more challenging datasets. The Barcelona dataset (Tighe and Lazebnik, 2010) consists of 13649 images (13370 training images and 279 test images) and 170 labels. Its test set consists of street scenes from Barcelona, while the training set ranges in scene type but has no street scenes from Barcelona. The LM+Sun dataset (Tighe and Lazebnik, 2012) contains 45676 images (45176 training images and 500 test images) and 232 labels. The test images are selected at random that have 90% of their pixels labeled. However, only 38.4% of the pixels of the training images on average are labeled (49.4% for the Barcelona dataset). This is quite different from the SIFTFlow and Stanford Background datasets (91.6% and 99.5%, respectively).

The large number of unlabeled pixels would make the clustering result of label map patches unreliable. If we simply do not count the unlabeled pixels, we may not be able to extract the true semantic contexts from the patch. We show such an example in Fig. 9. From top to bottom we show three image patches, their label maps and the normalized histograms. The image patches in (a) and (b) both contain the categories “person” and “table”. However in label map (b), only the pixels of the person are labeled, while the pixels of the table and the box are not. If the unlabeled pixels are ignored, the clustering algorithm would group the patches in (b) and (c) into the same subclass, which is not very meaningful. We tested label hierarchy while ignoring unlabeled pixels. The result of using such label hierarchy on the OverFeat model with our sequential finetuning strategy (OverFeat+S+LC (R = 129) (Naive)) is shown in Table 4, which is only a slight improvement over the baseline (per-pixel accuracy improvement around 0.4%). This is because the clustering result based on the incomplete label map is not very meaningful. The network cannot obtain strong supervision from the semantic contexts effectively.

We proposed a preprocessing step before creating the label hierarchy. We first use the baseline model to predict the labels of the unlabeled pixels in the training images. For computational efficiency, the pixelwise forward propagation algorithm (Li et al., 2014) is adopted. Only the training images that have fewer than 90% pixels labeled are processed. This leaves us 8673 and 24682 training images in the Barcelona and LM+Sun datasets. Then the unlabeled pixels in the label maps are replaced with the predictions by the baseline model to create the label hierarchy via label map clustering. All the experiments are then carried on based on the new label maps.

We show our results on the Barcelona and LM+Sun datasets in Tables 4 and 5. Images in neither datasets have meaningful scene names, so we only experimented on creating the label hierarchy with semantic context from label map statistics. The baseline model is chosen as the OverFeat model. On the Barcelona dataset, we first tried creating the label hierarchy with the original label maps, where about fewer than half of the pixels are unlabeled. This is denoted as OverFeat+S+LC (R=129) (Naive) in Table 4. As expected, since the clustering
result is not very reliable, the improvement is marginal. Then we used the baseline model to predict what the unlabeled pixels are and created a new label hierarchy with the new label maps. Both results of the sequential and hierarchical finetuning methods based on the new label hierarchy outperform the baseline model and the state-of-the-art methods by a large margin on the two datasets. Some qualitative results are shown in Fig. 10.

Although we cannot avoid errors in the new label maps introduced by the baseline model, our method can still benefit a lot from finetuning on the subclasses. Two reasons may explain it. On the one side, we take the histogram of the patch for clustering. So the baseline model is only expected to find out what categories are there and how many pixels belong to each category, but it does not need to accurately localize the boundaries. On the other side, this can be viewed as utilizing the additional context information provided by the baseline model. With the training by either the sequential strategy or the hierarchical one, the context information obtained from the baseline model is also incorporated into the learning process.
In this paper, we exploited using semantic context in scene labeling to design novel supervisions for learning more discriminative deep feature representations. Two types of semantic context, scene names of images and label map statistics of image patches, were explored to create label hierarchies with subclasses. Such label hierarchies provide guided supervision for training deep models without the need of additional manual labeling. The lower intra-class variation between newly created subclasses decreases the ambiguity of training labels. Two training strategies, the sequential fine-tuning and hierarchical label fine-tuning strategies, are proposed to utilize the proposed label hierarchies for training CNNs. Extensive experiments on the SIFTFlow, Stanford background, Barcelona and LM+Sun datasets demonstrate the effectiveness of the proposed label hierarchy and corresponding training strategies.
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## 5. Discussion

We would like to understand more why the accuracy of scene labeling can be improved by automatically creating label hierarchies from semantic context. The intuition is that one could increase the appearance consistency within each subclass, which makes feature learning easier, such that the learned neurons can better detect meaningful visual patterns.

One could also understand it as deep feature representations being better learned with richer prediction as supervisory signals. This has been verified by many successful cases of deep learning. In scene labeling, as the original classes are expanded to subclasses, the prediction task becomes more challenging. However, on the other hand, it also implies that the information carried by each training sample increases, since it requires extra semantic context (scene names and label map statistics) to obtain the ground-truth labels of subclasses. More challenging prediction can also reduce the overfitting problem which is often encountered in training neural networks.

## 6. Conclusion

Table 4: Per-pixel and per-class accuracies on the Barcelona dataset by different methods. (The best accuracy is marked in bold.) S = Sequential strategy, H = Hierarchical loss and LC = Label map Clustering. OverFeat+S+LC ($R = 129$) (Naive) is finetuned with subclasses directly created from the original label maps, while our other methods are finetuned with subclasses created from updated label maps.

| Method                          | Per-pixel | Per-class |
|---------------------------------|-----------|-----------|
| Tighe and Lazebnik (2010)       | 0.669     | 0.076     |
| Farabet et al. (2013)           | 0.678     | 0.095     |
| Shiua et al. (2016)             | 0.746     | 0.246     |
| OverFeat baseline               | 0.742     | 0.165     |
| OverFeat+S+LC ($R = 129$) (Naive)| 0.745     | 0.169     |
| OverFeat+S+LC ($R = 129$)       | 0.758     | 0.172     |
| OverFeat+H+LC ($R = 129$)       | 0.756     | 0.19      |

| Method                          | Per-pixel | Per-class |
|---------------------------------|-----------|-----------|
| Tighe and Lazebnik (2012)       | 0.549     | 0.071     |
| Tighe and Lazebnik (2013)       | 0.651     | 0.152     |
| Yang et al. (2014)              | 0.606     | 0.18      |
| George (2015)                   | 0.612     | 0.16      |
| OverFeat baseline               | 0.69      | 0.168     |
| OverFeat+S+LC ($R = 129$)       | 0.699     | 0.185     |
| OverFeat+H+LC ($R = 129$)       | 0.701     | 0.185     |

Table 5: Per-pixel and per-class accuracies on the LM+Sun dataset by different methods. (The best accuracy entries are marked in bold.) S = Sequential strategy, H = Hierarchical loss and LC = Label map Clustering.

| Method                          | Per-pixel | Per-class |
|---------------------------------|-----------|-----------|
| Tighe and Lazebnik (2010)       | 0.669     | 0.076     |
| Farabet et al. (2013)           | 0.678     | 0.095     |
| Shiua et al. (2016)             | 0.746     | 0.246     |
| OverFeat baseline               | 0.742     | 0.165     |
| OverFeat+S+LC ($R = 129$) (Naive)| 0.745     | 0.169     |
| OverFeat+S+LC ($R = 129$)       | 0.758     | 0.172     |
| OverFeat+H+LC ($R = 129$)       | 0.756     | 0.19      |
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