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Abstract

To provide a better discussion experience in current argumentative dialogue systems, it is necessary for the user to feel motivated to participate, even if the system already responds appropriately. In this paper, we propose a method that can smoothly introduce argumentative dialogue by inserting an initial discourse, consisting of question-answer pairs concerning personality. The system can induce interest of the users prior to agreement or disagreement during the main discourse. By disclosing their interests, the users will feel familiarity and motivation to further engage in the argumentative dialogue and understand the system’s intent. To verify the effectiveness of a question-answer dialogue inserted before the argument, a subjective experiment was conducted using a text chat interface. The results suggest that inserting the question-answer dialogue enhances familiarity and naturalness. Notably, the results suggest that women more than men regard the dialogue as more natural and the argument as deepened, following an exchange concerning personality.

1 Introduction

Argumentation is a process of reaching consensus through premises and rebuttals, and it is an important skill required in daily life (Scheuer et al., 2010). Through argumentation, we can not only reach decisions, but also learn what others think. Such decision-making and the interchange of views are one of the most important and advanced parts of human activities. If an artificial dialogue system can argue on certain topics with us, this can both help us to work efficiently and establish a close relationship with the system.

Recently, there have been some studies concerning argumentative dialogue systems. Higashinaka et al. developed an argumentative dialogue system that can discuss certain topics by using large-scale argumentation structures (Higashinaka et al., 2017). However, this system could not provide all users with a satisfactory discussion experience, even though it could appropriately respond to their opinions. One possible reason for this is that some users are not necessarily motivated to argue on the topics suggested by the system.

We aim to improve an argumentative dialogue system by adding a function to motivate a user to participate in an argumentative dialogue. To increase the user’s motivation to participate in the argumentative dialogue, we focus on small talk. Small talk can help participants build certain relationships before they enter the main dialogue (Zhao et al., 2014). In negotiation and counseling, a close relationship between two humans can improve the performance of certain tasks (Drolet and Morris, 2000; Kang et al., 2012). Relationships between a user and system are important for reaching a consensus though dialogue (Katagiri et al., 2013) Thus, it is considered to be possible for a user to be naturally guided into an argumentative dialogue by performing small talk.

In practice, we adopted a question-answering dialogue, where users are casually asked about their personal experiences or ideas. This was implemented by using what we call a personal database (hereafter PDB), which involves pairs consisting of a personal question and a corresponding example answer, which are likely to appear in human-human conversation. When asked about personal issues, users are expected to feel interested in the system, and then be induced to feel open and close to the system. Meanwhile, the system provides its own answers to the questions.
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by using the PDB. From the answers of the user and the system, users are expected to gain an idea of what is common and different between them, a requirement which has been suggested to be important for humans to be motivated to understand one another (Uchida et al., 2016).

In this research, we extend the argumentative dialogue system described in (Higashinaka et al., 2017) to add a function that can smoothly introduce argumentative dialogue by inserting a question-answering dialogue using the PDB (hereinafter referred to as PDB-QA dialogue). It is considered that users of the proposed system can be expected to be motivated to partake in the argumentative dialogue, and that they can then partake in a deep discussion with the system. To verify the effectiveness of this system, we conducted a subjective experiment using a text chat interface.

The remainder of this paper is organized as follows. In Section 2, we describe related work. In Section 3, we describe our proposed method, including how to develop the question-answering dialogue and how to integrate this into an existing argumentative dialogue system. In Section 4, we describe an experiment we conducted, in which human subjects expressed their impressions of the dialogue through a text chat interface. We summarize the paper and discuss future work in Section 5.

2 Related work

Although there is little work on an automated system that can perform discussion with users, recently, there has been a great deal of work aimed at automatically extracting premises and conclusions from text; argumentation mining has been applied to various data, including legal text (Moens et al., 2007), newswire text (Bal and Saint-Dizier, 2010), opinions in discussion forums (Rosenthal and McKeown, 2012), and varied online text (Yanai et al., 2016).

There has been some research concerning the introduction of a dialogue. Rogers et al. showed that it became easier for two people to talk during the first meeting by using an application that can share their opinions on a display (Rogers and Brignull, 2002). Patricia et al. reported that small talk in an initial discourse improved the interaction in a business situation (Pullin, 2010). Inaguma et al. analyzed the prosodic features of shared laughter as an icebreaker in initial dialogues (Inaguma et al., 2016). However, it is unclear how to develop an initial dialogue for smoothly introducing a discussion.

It is known that people interact with artificial constructions such as dialogue systems, virtual agents, and robots in the same manner as they interact with other humans (Reeves and Nass, 1996). Schegloff et al. showed that human conversation usually interleaves the contents of a task-oriented dialogue with social contents (Schegloff, 1968). Jiang et al. showed that 30% of all utterances of Microsoft Cortana, a well-known task-oriented dialogue system, consist of social contents (Jiang et al., 2015). It is considered that performing small talk can be natural in argumentative dialogue systems.

There have been many studies on dialogue systems that include small talk. Bechberger et al. developed a dialogue system that conveys news text and performs small talk related to the news (Bechberger et al., 2016). Kobori et al. showed that inserting small talk improved the impressions of an interview system (Kobori et al., 2016). Bickmore et al. showed that the task success rate was improved by constructing a trust relationship using small talk (Bickmore and Cassell, 2005). Tina et al. developed a dialogue system that included the function of interacting using small talk (Klüwer, 2015). We consider that argumentative dialogues may be performed deeply since small talk can improve the trust relationship.

Related to the studies dealing with multiple dialogue strategies including argumentative and social dialogues, there are several works concerning hybrid dialogue systems that integrate task-oriented and chat-oriented dialogue systems. Papaioannou et al. proposed a method to acquire dialogue strategies for hybrid systems in a robot using reinforcement learning (Papaioannou and Lemon, 2017). Yu et al. showed that multiple dialogue systems can interact using appropriate dialogue strategies learned through reinforcement learning (Yu et al., 2017). Akasaka et al. demonstrated a classification method for input utterances to select what dialogue systems are used (Akasaki and Kaji, 2017). However, in initial dialogue, it is unclear which dialogue strategies can be employed to smoothly introduce an argumentative dialogue.
Proposed method

We propose a method for introducing an argumentative dialogue using the PDB-QA dialogue, which is a question-answering dialogue concerning personality. We then describe some existing argumentative dialogue systems. Next, we explain how to develop an extended argumentative dialogue system using the PDB-QA dialogue.

3.1 PDB-QA dialogue by using question-answering pair about personality

The PDB consists of personal questions and example answers and is used to ask the interlocutor for detailed information (Tidwell and Walther, 2002). Such questions may be asked even when the interlocutor is a dialogue system (Nisimura et al., 2011). In this study, we used the PDB described in (Sugiyama et al., 2014). This PDB is a large-scale database of pairs of questions and answers related to personal information. Questions included in the PDB involved various personal questions, question categories, answer examples, and topics attached to each question. Based on the degree of overlap of questions, question-answer pairs frequently encountered during conversation are extracted. The PDB includes personal questions such as “what dishes do you like?” and “which places have you visited?”

We explain the procedure for generating a PDB-QA dialogue using this PDB. As shown in Figure 1, the PDB-QA dialogue consists of several parts. Each part consists of four utterances: the system’s question using the PDB, the user’s response, the system’s answer, and the user’s response to this. To determine the order in which to ask multiple questions, we used the similarity between the topic of argument and the question text, calculated by Word2vec (Mikolov et al., 2013). From parts 1 to N, we used questions in an order starting from the highest similarity, i.e., part 1 uses a question with the N-th highest similarity and part N uses another question that has the highest similarity. This is because it is considered that approaching the topic gradually is natural as a dialogue structure. Through this process, we can perform N parts of the PDB-QA dialogue.

3.2 Argumentative dialogue system

We used the argumentative dialogue system described in (Higashinaka et al., 2017). This system can generate appropriate argumentative dialogue text based on large-scale knowledge structures, called argumentation structures, which are constructed manually. An argumentation structure is represented by a graph structure, composed of nodes that represent premises and edges representing support or nonsupport relationships, based on an extended version of Walton’s model (Walton, 2013).

A user utterance is input into two modules: dialogue act estimation and proposition identification. The dialogue act estimation module estimates four dialogue-act types: assertion, question, concession, and retraction. The proposition identification module determines the argumentation node that contains the content closest to the input user utterance. The discussion manager updates the argumentation structure on the basis of the understanding result, which checks whether the corresponding node is already mentioned. Then the dialogue manager retrieves premises that can be used for support or rebuttal based on traversing along with argumentation structures. The system outputs a supportive or nonsupportive response to
the user’s utterance.

### 3.3 Integration of argumentation dialogue system and PDB-QA dialogue

Figure 2 illustrates the architecture of our argumentative dialogue system. The user interacts with the system through the text chat interface on the browser. The natural language understanding module has two modules related by the argumentative dialogue system. Note that this module is only used in the argument phase described as follows. The dialogue manager manages two dialogue states. One is the question-answering phase, and the other is the argument phase. Figure 3 illustrates the flow of dialogue managed by the dialogue manager. First, the dialogue manager initiates the opening dialogue, such as by asking the user her name. Then, it begins the question-answering phase. In this phase, the PDB-QA dialogue is performed, as described in Section 3.1. The PDB-QA dialogue is a predefined question-answering dialogue, regardless of user utterances. The answer of the system for a PDB question is prepared by the experimenter in advance. The natural language generation module changes the system response such as adding conjunctions and changing the end of the sentences using a dialogue act. Later, the dialogue manager begins the argument phase. In the argument phase, the utterances of the system are premises that can be used for support or rebuttal, and they consist of the results of the argumentative dialogue system.

| Line | Speaker | Utterance |
|------|---------|-----------|
| 1    | S       | Do you like trips? |
| 2    | U       | Yes, I do. |
| 3    | S       | I see. I like them too. |
| 4    | U       | I want to go on a trip during the weekend. |
| 5    | S       | I also want to go during the weekend. |
| 6    | U       | Where do you want to go for a trip? |
| 7    | U       | I want to go abroad. |
| 8    | S       | I want to go to France if I have the time. |
| 9    | S       | Which is the better place to travel in Japan, Hokkaido or Okinawa? |
| 10   | U       | I want to go to Okinawa. |
| 11   | S       | You can enjoy unique dishes in Okinawa. |
| 12   | U       | I think goya-champuru (a traditional Okinawa dish) is delicious. |
| 13   | S       | But Hokkaido also has delicious dishes, such as Genghis Khan. |
| 14   | U       | I see. Hokkaido has more delicious food. |

Figure 4 shows an example of the dialogue we performed. The topic is as follows: which is the better place to travel to in Japan: Hokkaido or Okinawa? Lines 1 ~ 8 are part of the PDB question dialogue, and lines 9 ~ 14 are part of the argumentative dialogue. Speakers S and U represent the system and user, respectively.

### 4 Experiment

In this section, we describe a subjective experiment to verify the effect of inserting the PDB-QA dialogue. We compared the subjects’ evaluations and behavior for two types of dialogue: one with PDB-QA and the other without it. The hypothesis is that by inserting the PDB-QA dialogue in advance, users are motivated to partake in the argumentative dialogue and can then discuss deeply with the system. To verify this hypothesis, subjects communicated with the argumentative dialogue system through a text chat interface on a browser, and then recorded their impressions in a questionnaire. We quantitatively evaluated the average number of words per utterance of the user in the argument phase. It is expected that the number of words per user’s utterance in our argumentative dialogue system should be relatively lower than that in the previous system, because when a
Figure 5: Screenshot of the text chat interface.

user builds a relationship with the system, the user expresses own ideas with fewer words.

4.1 Method
4.1.1 Subjects
Thirty-two Japanese adults (16 males and 16 females, with an average age of 20.3 years) participated as subjects. Half of the subjects participated with the PDB condition, and the other half without it. The ratio of males to females in each condition was the same. One male with the PDB condition and two males without were excluded because of system failures, and the utterances of the remaining 29 people were analyzed.

4.1.2 Apparatus
The experiment was conducted in a space separated by curtains. A laptop PC was placed on the table, and the PC displayed a web browser to show the text chat interface, as shown in Figure 5. Note that the dialogue in the experiment was performed in Japanese. The dialogue text of the interaction between the system and the subject was displayed in the middle part of the browser, and a text box for the subject to input his/her own utterances was displayed at the lower part of the browser. Note that we call the sentence displayed in the interface an “utterance.” In other words, sentences produced by the system and input by the user with a keyboard are called the system’s and user’s utterances, respectively.

4.1.3 Stimuli
In this experiment, we compared two conditions: with and without the PDB. The condition with PDB included two phases of dialogue: a question-answering phase and an argument phase. The condition without PDB included one phase of dialogue: the argument phase. In this experiment, the subject and the system alternately provided utterances. Each pair of such utterances is referred to as one turn. Both conditions included two turns of opening dialogue, such as asking the subject’s name and a greeting. The question-answering phase consisted of three parts, each of which included two turns of dialogue. In total, six turns of dialogue were performed. The argument phase contained six turns of dialogue. We prepared five discussion topics and assigned any of these to the subject at random: (1) the pros and cons of driving automobiles, (2) benefits of living in the countryside vs. living in the city, (3) which is the better place to travel to in Japan between Hokkaido and Okinawa, (4) which is the better breakfast between bread and rice, and (5) which is the better theme park between Tokyo Disney Resort and Universal Studios Japan.

4.1.4 Procedure
This experiment was conducted according to the following procedure. First, the experimenter gave a subject the instructions for the experiment. The contents of the instructions were that the subject interacts with the system through the text chat interface on the browser, interacts only once, and answers the questionnaire after the dialogue. Next, the experimenter asked the subject to read the questionnaire in advance. After that, interaction was started. After completing the dialogue, the experimenter asked the subject to answer the questionnaire.

4.1.5 Measurement
The items of the questionnaire regarding impressions were the same for both conditions, and there were eleven items in total. These included questions related to the overall impression of the dialogue system, the argumentative dialogue, and the user’s motivation for conversing with the dialogue system. The items concerning the impression of the dialogue consisted of the following five:

Q1 The utterances of the system are correct in Japanese,
Q2 The dialogue with the system is easy to understand,
Q3 The dialogue with the system is familiar,
Q4 The dialogue with the system has a lot of content, and
Q5 The dialogue with the system is natural.
Figure 6: Box plots of the results of the questionnaire.

Figure 7: Box plots of results for the average numbers of words and content words (nouns, verbs, adjectives, conjunctions, and interjections) per utterance in the argument phase. We used MeCab to tokenize Japanese words.

The items concerning the impression of the argumentation dialogue were the following two:

Q6 You can deeply discuss the topic of X, and
Q7 You can smoothly enter the argumentative dialogue about X,

where X is the actual topic (e.g., which is the better place to travel to in Japan between Hokkaido and Okinawa). The items related to motivation for the dialogue were the following four:

Q8 You want to convey your opinions,
Q9 You want to understand the system’s opinions,
Q10 You feel that the system wants to convey its opinions, and
Q11 You feel that the system wants to understand your opinions.

A Likert scale was used to elicit the subjects’ impressions. We used a seven-point scale that ranged from a value of 1, corresponding to “strongly disagree,” to 7, corresponding to “strongly agree.” The midpoint value of 4 corresponded to “undecided.”

We also counted the average number of words per user utterance and the average number of content words (nouns, verbs, adjectives, conjunctions, and interjections) in the argument phase. We used MeCab to tokenize the words and label the Japanese parts of speech.

4.2 Result

Figure 6 presents the box plots of the answers to the questionnaire. A Mann-Whitney U test was used to compare the scores on the Likert scale. For Q3, namely “the dialogue with the system is familiar,” the median score for the condition with PDB was found to be marginally significantly higher than that for the condition without PDB ($W = 143$, $p < 0.1$). For Q5, namely “the dialogue with the system is natural,” the median score for the condition with PDB was found to be significantly higher than that for the condition without PDB ($W = 149.5$, $p < 0.05$). For other questions, no significant differences between the two conditions were detected.

As shown in Figure 6, we did not directly confirm an improvement concerning the smooth introduction to the argumentative dialogue by inserting the PDB-QA dialogue. However, this figure suggests that it is possible for the user to feel that the dialogue is familiar and more natural when the PDB-QA dialogue is inserted. This result may be because the system performs in the manner in which a human usually does, and a certain rela-
relationship is built between the user and the system. Thus, it is considered that inserting the PDB-QA dialogue improves the naturalness of the dialogue and relationships.

Figure 7 presents the box plots of the average numbers of words and content words per user utterance. For the average number of words, the median score for the condition with PDB was found to be significantly less than that for the condition without PDB (\(W = 40, p < 0.01\)). Concerning the average number of content words, the median score for the condition with PDB was also found to be significantly less than that for the condition without PDB (\(W = 40, p < 0.01\)).

As shown in Figure 7, it was found that the average numbers of words and content words in the condition with PDB were significantly less than those in the condition without PDB. These results suggest that when the relationship between the user and the system is not close, the users may express their opinions using a larger number of words, to correctly convey their own message; on the other hand, when the relationship is close, the users may express their opinions using fewer words.

In general, it is known that there are some differences in purposes of conversation owing to gender differences (Tannen, 2001). In this study, we suppose that the different purposes of conversation resulting from gender differences may affect our results. Therefore, we analyzed the effects of gender. We divided the data by gender, and then plotted each result. In the result for male users, shown in Figure 8, no significant differences between the two conditions were detected. On the other hand, in the result for female users, shown in Figure 9, we observe some significant differences between the two conditions. According to this figure, for Q5, namely “the dialogue with the system is natural,” the median score for the condition with PDB was found to be marginally significantly higher than that for the condition without PDB (\(W = 49, p < 0.1\)). For Q6, namely “you can deeply discuss the topic,” the median score for the condition with PDB was also found to be marginally significantly higher than that for the condition without PDB (\(W = 49, p < 0.1\)).

In addition, we compared males’ and females’ data under the conditions with and without PDB. As a result, for Q7, namely “you can smoothly enter the argumentative dialogue,” the median score with PDB for females was found to be marginally significantly higher than that with PDB for males (\(W = 13.5, p < 0.1\)). These results suggest that it is possible that females may feel that the PDB-QA dialogue inserted before the argumentative dialogue is more natural, and this
may lead to the result that females feel the argumentative dialogue is deepened more. Thus, it is suggested that inserting the PDB-QA dialogue in our proposed method may be more effective for females. 

In addition, Figures 10 and 11 show the results for male and female users for words and content words, respectively. As shown in Figure 10, for male users, the average number of content words for the condition with PDB was found to be significantly less than that without PDB ($W = 7$, $p < 0.05$). This result may be because of their degree of motivation, but the actual reason is unknown. On the other hand, as shown in Figure 11, for female users, the average numbers of words and content words with PDB were found to be marginally significantly less than those without PDB ($W = 14$, $p < 0.1$, $W = 15$, $p < 0.1$, respectively). These results suggest that females may use fewer words when they feel familiarity with the interlocutor.

5 Summary and future work

We proposed a PDB-QA dialogue method to smoothly introduce an argumentative dialogue. We conducted an evaluation experiment to verify the effectiveness of inserting the PDB-QA dialogue. The results suggest that the impressions of the dialogue, such as familiarity and naturalness, may be improved by inserting the PDB-QA dialogue. Specifically, we found that females may perceive a PDB-QA dialogue inserted before an argumentative dialogue as more natural, and this may lead to the result that the argumentative dialogue can be deepened. We also found that when the relationship between the user and the system is not close, the users may express their opinions using a larger number of words, whereas when the relationship is close, the users may express their opinions with fewer words.

We can improve the performance of the dialogue system by adjusting several parameters of PDB dialogue, which were fixed in the experiment for the sake of control. For example, we can adjust how questions are chosen (the degree of similarity of questions to be selected), the order of questions, the number of questions, and the amount of information to be presented in an answer to a question. It may be possible to improve the performance if we select better parameters depending on a user’s preferences or the context of a conversation.

For further improvement, we can consider animacy, which is another element that may be important. Animacy describes the characteristic of being like a living being, in other words, the characteristic of whether a human can relate to mind and will in an object. We suppose that in a dialogue, it is important for the user to feel animacy toward the interlocutor, because it is important for the user to recognize the dialogue system as a special target with which they can form a certain relationship. As a preliminary experiment, we measured the psychological indicators for mind perception (Gray et al., 2011). This scale can measure how much agency (capacity for self-control, planning, and memory) and experience (capacity for pleasure, fear, and hunger) the subject feels the target has. Analyzing how impressions of agency and experience might affect the answers to the questionnaire or the behavior of users will be an important aspect of future work.

In this paper, we compared the conditions with and without PDB. Comparing the two conditions, we surmise that at least three factors exist that affect the results: whether utterances are in the form of a question, whether they contain personal content, and whether they are related to the topic of the argumentative dialogue. For the first factor, we suppose that a question form can explicitly reveal common and differing sentiments in the answer to the question. It is considered that this makes it easy for the user to become interested. For the second aspect, we suppose that asking a question concerning personality can make it possible to construct a certain relationship more easily. As regards the final point, we feel this prevents a sudden change of topic. We suppose that this makes it possible for the user to enter the argumentative dialogue more smoothly. Investigating the kinds of factors that affect a natural introduction into the argumentative dialogue will be a topic of future work.
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