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Abstract. The Russian Federation’s standardization agency has recently published a hash function called Streebog and a 128-bit block cipher called Kuznyechik. Both of these algorithms use the same 8-bit S-Box but its design rationale was never made public. In this paper, we reverse-engineer this S-Box and reveal its hidden structure. It is based on a sort of 2-round Feistel Network where exclusive-or is replaced by a finite field multiplication. This structure is hidden by two different linear layers applied before and after. In total, five different 4-bit S-Boxes, a multiplexer, two 8-bit linear permutations and two finite field multiplications in a field of size $2^4$ are needed to compute the S-Box.

The knowledge of this decomposition allows a much more efficient hardware implementation by dividing the area and the delay by 2.5 and 8 respectively. However, the small 4-bit S-Boxes do not have very good cryptographic properties. In fact, one of them has a probability 1 differential.

We then generalize the method we used to partially recover the linear layers used to whiten the core of this S-Box and illustrate it with a generic decomposition attack against 4-round Feistel Networks whitened with unknown linear layers. Our attack exploits a particular pattern arising in the Linear Approximations Table of such functions.
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1 Introduction

S-Boxes are key components of many symmetric cryptographic primitives including block ciphers and hash functions. Their use allows elegant security arguments based on the so-called wide-trail strategy [1] to justify that the primitive is secure against some of the best known attacks, e.g. differential [2] and linear [3,4] cryptanalysis.

* The work of Léo Perrin is supported by the CORE ACRYPT project (ID C12-15-4009992) funded by the Fonds National de la Recherche (Luxembourg). The work of Aleksei Udovenko is supported by the Fonds National de la Recherche, Luxembourg (project reference 9037104)
Given the importance of their role, S-Boxes are carefully chosen and the criteria or algorithm used to build them are explained and justified by the designers of new algorithms. For example, since the seminal work of Nyberg on this topic [5], the inverse function in the finite field of size $2^n$ is often used (see the Advanced Encryption Standard [1], TWINE [6]...).

However, some algorithms are designed secretly and, thus, do not justify their design choices. Notable such instances are the primitives designed by the American National Security Agency (NSA) or standardized by the Russian Federal Agency on Technical Regulation and Metrology (FATRM). While the NSA eventually released some information about the design of the S-Boxes of the Data Encryption Standard [7,8], the criteria they used to pick the S-Box of Skipjack [9] remain mostly unknown despite some recent advances on the topic [10]. Similarly, recent algorithms standardized by FATRM share the same function $\pi$, an unexplained 8-bit S-Box. These algorithms are:

**Streebog** (officially called “GOST R 34.11-2012”, sometimes spelled Strribog) is the new standard hash function for the Russian Federation [11]. Several cryptanalyses against this algorithm have been published. A second preimage attack requiring $2^{266}$ calls to the compression function instead of the expected $2^{512}$ has been found by Guo et al. [12]. Another attack [13] targets a modified version of the algorithm where only the round constants are modified: for some new round constants, it is actually possible to find collisions for the hash function. To show that the constants were not chosen with malicious intentions, the designers published a note [14] describing how they were derived from a modified version of the hash function. While puzzling at a first glance, the seeds actually correspond to Russian names written backward (see the full version of this paper [15]).

**Kuznyechik** (officially called “GOST R 34.12-2015”; sometimes the spelling “Kuznechik” is used instead) is the new standard block cipher for the Russian Federation. It was first mentioned in [16] and is now available at [17]. It is a 128-bit block cipher with a 256-bit key consisting of 9 rounds of a Substitution-Permutation Network where the linear layer is a matrix multiplication in $(F_2^8)^{16}$ and the S-Box layer consists in the parallel application of an 8-bit S-Box. The best attack so far is a Meet-in-the-Middle attack covering 5 rounds [18]. It should not be mistaken with GOST 28147-89 [19], a 64-bit block cipher standardized in 1989 and which is sometimes referred to as “the GOST cipher” in the literature and “Magma” in the latest Russian documents.

**STRIBOB** [20] is a CAESAR candidate which made it to the second round of the competition. The designer of this algorithm is not related to the Russian agencies. Still, the submission for the first round (STRIBOB1) is based on Streebog.\(^4\)

\(^4\)The version submitted to the next round, referred to as “STRIBOB2” and “WHIRLBOB” [21], uses the S-Box of the Whirlpool hash function [22] whose design criteria and structure are public. In fact, the secrecy surrounding the S-Box of Streebog was part of the motivation behind this change [23].
The Russian agency acting among other things as a counterpart of the American NSA is the Federal Security Service (FSB). It was officially involved in the design of Streebog. Interestingly, in a presentation given at RusCrypto’13 [24] by Shishkin on behalf of the FSB, some information about the design process of the S-Box is given: it is supposed not to have an analytic structure — even if that means not having optimal cryptographic properties unlike e.g. the S-Box of the AES [1] — and to minimize the number of operations necessary to compute it so as to optimize hardware and vectorized software implementations. However, the designers did not publish any more details about the rationale behind their choice for \( \pi \) and, as a consequence, very little is known about it apart from its look-up table, which we give in Table 1. In [21], Saarinen et al. summarize a discussion they had with some of the designers of the GOST algorithms at a conference in Moscow:

We had brief informal discussions with some members of the Streebog and Kuznyechik design team at the CTCrypt’14 workshop (05-06 June 2014, Moscow RU). Their recollection was that the aim was to choose a “randomized” S-Box that meets the basic differential, linear, and algebraic requirements. Randomization using various building blocks was simply iterated until a “good enough” permutation was found. This was seen as an effective countermeasure against yet-unknown attacks [as well as algebraic attacks].

| 0 | fc | ee | dd | 11 | cf | 6e | 31 | 16 | fb | c4 | fa | da | 23 | c5 | 04 | 4d |
| 1 | e9 | 77 | f0 | db | 93 | 2e | 99 | ba | 17 | 36 | f1 | bb | 14 | cd | 5f | c1 |
| 2 | f9 | 18 | 65 | 5a | e2 | 5c | ef | 21 | 81 | 1c | 3c | 42 | 8b | 01 | 8e | 4f |
| 3 | 05 | 84 | 02 | ae | e3 | 6a | 8f | a0 | 06 | 0b | ed | 98 | 7f | d4 | d3 | 1f |
| 4 | eb | 34 | 2c | 51 | ea | c8 | fb | f2 | 2a | 68 | a2 | fd | 3a | ce | cc |
| 5 | b5 | 70 | 0e | 56 | 08 | 0c | 76 | 12 | bf | 72 | 13 | 47 | 9c | b7 | 5d | 87 |
| 6 | 15 | a1 | 96 | 29 | 10 | 7b | 9a | c7 | f3 | 91 | 78 | 6f | 9d | 9e | b2 | b1 |
| 7 | 32 | 75 | 19 | 3d | ff | 35 | 8a | 7e | 6d | 54 | c6 | 80 | c3 | bd | 0d | 57 |
| 8 | df | f5 | 24 | a9 | 3e | a8 | 43 | c9 | d7 | 79 | d6 | f6 | 7c | 22 | b9 | 03 |
| 9 | e0 | 0f | ec | de | 7a | 94 | b0 | bc | dc | e8 | 28 | 50 | 4e | 33 | 0a | 4a |
| a | a7 | 97 | 60 | 73 | 1e | 00 | 62 | 44 | 1a | b8 | 38 | 82 | 64 | 9f | 26 | 41 |
| b | ad | 45 | 46 | 92 | 27 | 5e | 55 | 2f | 8c | a3 | a5 | 7d | 69 | d5 | 95 | 3b |
| c | 07 | 58 | b3 | 40 | 86 | ac | 1d | f7 | 30 | 37 | 6b | e4 | 88 | d9 | e7 | 89 |
| d | e1 | 1b | 83 | 49 | 4c | 3f | f8 | fe | 8d | 53 | aa | 90 | ca | d8 | 85 | 61 |
| e | 20 | 71 | 67 | a4 | 2d | 2b | 09 | 5b | cb | 9b | 25 | db | be | e5 | 6c | 52 |
| f | 59 | a6 | 74 | d2 | e6 | f4 | b4 | c0 | d1 | 66 | af | c2 | 39 | 4b | 63 | b6 |

Table 1: The S-Box \( \pi \) in hexadecimal. For example, \( \pi(0x7a) = 0xc6 \).

Since we know little to nothing about the design of this S-Box, it is natural to try and gather as much information as we can from its look-up table. In fact, the reverse-engineering of algorithms with unknown design criteria is not a new research area. We can mention for example the work of the community on
the American National Security Agency’s block cipher Skipjack [9] both before and after its release [25,26,27]. More recently, Biryukov et al. proved that its S-Box was not selected from a collection of random S-Boxes and was actually the product of an algorithm that optimized its linear properties [10].

Another recent example of reverse-engineering actually deals with Streebog. The linear layer of the permutation used to build its compression function was originally given as a binary matrix. However, it was shown in [28] that it corresponds to a matrix multiplication in \( (\mathbb{F}_2^8)^8 \).

More generally, the task of reverse-engineering S-Boxes is related to finding generic attacks against high-level constructions. For instance, the cryptanalysis of SASAS [29], the recent attacks against the ASASA scheme [30,31] and the recovery of the secret Feistel functions for 5-, 6- and 7-round Feistel proposed in [32] can also be interpreted as methods to reverse-engineer S-Boxes built using such structures.

Our Contribution

We managed to reverse-engineer the hidden structure of this S-Box. A simplified high level view is given in Figure 1. It relies on two rounds reminiscent of a Feistel or Misty-like structure where the output of the Feistel function is combined with the other branch using a finite field multiplication. In each round, a different heuristic is used to prevent issues caused by multiplication by 0. This structure is hidden by two different whitening linear layers applied before and after it.

With the exception of the inverse function which is used once, none of the components of this decomposition exhibits particularly good cryptographic properties. In fact, one of the non-linear 4-bit permutations used has a probability 1 differential.

Our recovery of the structure of \( \pi \) relies on spotting visual patterns in its LAT and exploiting those. We generalize this method and show how visual patterns in the LAT of 4-round Feistel Networks can be exploited to decompose a so-called AFA structure consisting in a 4-round Feistel Network whitened with affine layers.
Section 2 introduces the definitions we need and describes how a statistical analysis of \( \pi \) rules out its randomness. Then, Section 3 explains the steps we used to reverse-engineer the S-Box starting from a picture derived from its linear properties and ending with a full specification of its secret structure. Section 4 is our analysis of the components used by GOST to build this S-Box. Finally, Section 5 describes a generic recovery attack against permutations affine-equivalent to 4-round Feistel Networks with secret components.

### 2 Boolean Functions and Randomness

#### 2.1 Definitions and Notations

**Definition 1.** We denote as \( \mathbb{F}_p \) the finite field of size \( p \). A vectorial Boolean function is a function mapping \( \mathbb{F}_n^2 \) to \( \mathbb{F}_m^2 \). We call Boolean permutation a permutation of \( \mathbb{F}_n^2 \).

In what follows, we shall use the following operations and notations:

- exclusive-OR (or XOR) is denoted \( \oplus \),
- logical AND is denoted \( \wedge \),
- the scalar product of two elements \( x = (x_{n-1}, \ldots, x_0) \) and \( y = (y_{n-1}, \ldots, y_0) \) of \( \mathbb{F}_2^n \) is denoted “.” and is equal to \( x \cdot y = \bigoplus_{i=0}^{n-1} x_i \wedge y_i \), and
- finite field multiplication is denoted \( \odot \).

The following tables are key tools to predict the resilience of an S-Box against linear and differential attacks.

**DDT** the Difference Distribution Table of a function \( f \) mapping \( n \) bits to \( m \) is a \( 2^n \times 2^m \) matrix \( T \) where \( T[\delta, \Delta] = \# \{ x \in \mathbb{F}_2^n, f(x \oplus \delta) \oplus f(x) = \Delta \} \).

**LAT** the Linear Approximation Table of a function \( f \) mapping \( n \) bits to \( m \) is a \( 2^n \times 2^m \) matrix \( L \) where \( L[a, b] = \# \{ x \in \mathbb{F}_2^n, a \cdot x = b \cdot f(x) \} - 2^{n-1} \). We note that coefficient \( L[a, b] \) can equivalently be expressed as follows:

\[
L[a, b] = -\frac{1}{2} \sum_{x \in \mathbb{F}_2^n} (-1)^{a \cdot x \oplus b \cdot f(x)},
\]

where the sum corresponds to the so-called Walsh transform of \( x \mapsto (-1)^{b \cdot f(x)} \).

Furthermore, the coefficient \( T[\delta, \Delta] \) of a DDT \( T \) is called **cardinal of the differential** \( (\delta \leadsto \Delta) \) and the coefficient \( L[a, b] \) of a LAT \( L \) is called **bias of the approximation** \( (a \leadsto b) \).

From a designer’s perspective, it is better to keep both the differential cardinals and the approximation biases low. For instance, the maximum cardinal of a differential is called the **differential uniformity** [5] and is chosen to be small in many primitives including the AES [1]. Such a strategy decreases the individual probability of all differential and linear trails.

Our analysis also requires some specific notations regarding linear functions mapping \( \mathbb{F}_2^n \) to \( \mathbb{F}_2^m \). Any such linear function can be represented by a matrix.
of elements in \( \mathbb{F}_2 \). For the sake of simplicity, we denote \( M^t \) the transpose of a matrix \( M \) and \( f^t \) the linear function obtained from the transpose of the matrix representation of the linear function \( f \).

Finally, we recall the following definition.

**Definition 2 (Affine-Equivalence).** Two vectorial Boolean functions \( f \) and \( g \) are affine-equivalent if there exist two affine mappings \( \mu \) and \( \eta \) such that \( f = \eta \circ g \circ \mu \).

### 2.2 Quantifying Non-Randomness

In [10], Biryukov et al. proposed a general approach to try to reverse-engineer an S-Box suspected of having a hidden structure or of being built using secret design criteria. Part of their method allows a cryptanalyst to find out whether or not the S-Box could have been generated at random. It consists in checking if the distributions of the coefficients in both the DDT and the LAT are as it would be expected in the case of a random permutation.

The probability that all coefficients in the DDT of a random 8-bit permutation are at most equal to 8 and that this value occurs at most 25 times (as is the case for Streebog) is given by:

\[
P[\max(d) = 8 \text{ and } N(8) \leq 25] = \sum_{\ell=0}^{25} 255^2 \binom{255^2}{\ell} \cdot \left[ \sum_{d=0}^{3} D(2d) \right]^{255^2-\ell} \cdot D(8)^\ell,
\]

where \( D(d) \) is the probability that a coefficient of the DDT of a random permutation of \( \mathbb{F}_2^8 \) is equal to \( d \). It is given in [33] and is equal to

\[
D(d) = \frac{e^{-1/2}}{2d^{2d/2(d/2)!}}.
\]

We find that \( P[\max(d) = 8 \text{ and } N(8) \leq 25] \approx 2^{-82.69} \). Therefore, we claim for \( \pi \) what Biryukov and Perrin claimed for the “F-Table” of Skipjack, namely that:

1. this S-Box was not picked uniformly at random from the set of the permutations of \( \mathbb{F}_2^8 \),
2. this S-Box was not generated by first picking many S-Boxes uniformly at random and then keeping the best according to some criteria, and
3. whatever algorithm was used to build it optimized the differential properties of the result.

### 3 Reverse-Engineering \( \pi \)

We used the algorithm described in [10] to try and recover possible structures for the S-Box. It has an even signature, meaning that it could be a Substitution-Permutation Network with simple bit permutations or a Feistel Network. However, the SASAS [29] attack and the SAT-based recovery attack against 3-.
and 5-round Feistel (both using exclusive-or and modular addition) from [10] failed. We also discarded the idea that \( \pi \) is affine-equivalent to a monomial of \( \mathbb{F}_{2^8} \) using the following remark.

**Remark 1.** If \( f \) is affine-equivalent to a monomial, then every line of its DDT corresponding to a non-zero input difference contains the same coefficients (although usually in a different order).

This observation is an immediate consequence of the definition of the *differential spectrum* of monomials in [34]. For example, every line of the DDT of the S-Box of the AES, which is affine-equivalent to \( x \mapsto x^{-1} \), contains exactly 129 zeroes, 126 twos and 1 four.

### 3.1 From a Vague Pattern to a Highly Structured Affine-Equivalent S-Box

It is also suggested in [10] to look at the so-called “Jackson Pollock representation” of the DDT and LAT of an unknown S-Box. These are obtained by assigning a color to each possible coefficient and drawing the table using one pixel per coefficient. The result for the absolute value of the coefficients of the LAT of \( \pi \) is given in Figure 2. While it may be hard to see on paper, blurry vertical lines appear when looking at a large enough version of this picture. In order to better see this pattern, we introduce the so-called \( \oplus \)-*texture*. It is a kind of auto-correlation.

**Definition 3.** We call \( \oplus \)-*texture* of the LAT \( \mathcal{L} \) of an S-Box the matrix \( \mathcal{T}^{\oplus} \) with coefficients \( \mathcal{T}^{\oplus}[i, j] \) defined as:

\[
\mathcal{T}^{\oplus}[i, j] = \# \{(x, y), |\mathcal{L}[x \oplus i, y \oplus j]| = |\mathcal{L}[x, y]|\}.
\]

The Jackson Pollock representation of the \( \oplus \)-*texture* of the LAT \( \mathcal{L}_\pi \) of \( \pi \) is given in Figure 3. The lines are now much more obvious and, furthermore, we observe dark dots in the very first column. The indices of both the rows containing the black dots and the columns containing the lines are the same and correspond to a binary vector space \( \mathcal{V} \) defined, using hexadecimal notations, as:

\[
\mathcal{V} = \{00, 1a, 20, 3a, 44, 5e, 64, 7c, 8a, 90, aa, b0, ce, d4, ee, f4\}.
\]

In order to cluster the columns together to the left of the picture and the dark dots to the top of it, we can apply a linear mapping \( L \) to obtain a new table \( \mathcal{L}' \) where \( \mathcal{L}'[i, j] = \mathcal{L}_\pi[L(i), L(j)] \). We define \( L \) so that it maps \( i \in \mathbb{F}_2^4 \) to the \( i \)-th element of \( \mathcal{V} \) and then complete it in a natural way to obtain a linear permutation of \( \mathbb{F}_2^8 \). It maps each bit as described below in hexadecimal notations:

\[
L(01) = 1a, L(02) = 20, L(04) = 44, L(08) = 8a,
\]

\[
L(10) = 01, L(20) = 02, L(40) = 04, L(80) = 08.
\]
The Jackson Pollock representation of $\mathcal{L}_\pi'$ is given in Figure 4. As we can see, it is highly structured: there is a $16 \times 16$ square containing\(^5\) only coefficients equal to 0 in the top left corner. Furthermore, the left-most 15 bits to the right of column 0, exhibit a strange pattern: each of the coefficients in it has an absolute value in $[4, 12]$ although the maximum coefficient in the table is equal to 28. This forms a sort of low-contrast “stripe”. The low number of different values it contains implies a low number of colour in the corresponding columns in $\mathcal{L}_\pi$, which in turn correspond to the lines we were able to distinguish in Figure 2.

It is natural to try and build another S-Box from $\pi$ such that its LAT is equal to $\mathcal{L}_\pi'$. The remainder of this section describes how we achieved this. First, we describe a particular case\(^6\) of Proposition 8.3 of [35] in the following lemma.

**Lemma 1 (Proposition 8.3 of [35]).** Let $f$ be a permutation mapping $n$ bits to $n$ and let $\mathcal{L}$ be its LAT. Let $\mathcal{L}'$ be a table defined by $\mathcal{L}'[u, v] = \mathcal{L}[\mu(u), v]$ for some linear permutation $\mu$. Then the function $f'$ has LAT $\mathcal{L}'$, where

$$f' = f \circ (\mu^{-1})^t.$$ 

We also note that for a permutation $f$, the change of variable $y = f(x)$ implies:

$$\sum_{x \in \mathbb{F}_2^n} (-1)^{a \cdot x \oplus b \cdot f(x)} = \sum_{y \in \mathbb{F}_2^n} (-1)^{a \cdot f^{-1}(y) \oplus b \cdot y},$$

\(^5\) Except of course in position $(0, 0)$ where the bias is equal to the maximum of 128.

\(^6\) It is obtained by setting $b = b_0 = a = 0$ in the statement of the original proposition and renaming the functions used.
which in turn implies the following observation regarding the LAT of a permutation and its inverse.

**Remark 2.** Let $f$ be a permutation mapping $n$ bits to $n$ and let $\mathcal{L}$ be its LAT. Then the LAT of its inverse $f^{-1}$ is $\mathcal{L}^t$.

We can prove the following theorem using this remark and Lemma 1.

**Theorem 1.** Let $f$ be a permutation mapping $n$ bits to $n$ and let $\mathcal{L}$ be its LAT. Let $\mathcal{L}'$ be a table defined by $\mathcal{L}'[u, v] = \mathcal{L}[[\mu(u), \eta(v)]$ for some linear permutations $\mu$ and $\eta$. Then the function $f'$ has LAT $\mathcal{L}'$, where

$$f' = \eta^t \circ f \circ (\mu^{-1})^t.$$

**Proof.** Let $f$ be a permutation of $n$ bits and let $\mathcal{L}$ be its LAT. We first build $f_{\mu} = f \circ (\mu^{-1})^t$ using Lemma 1 so that the LAT of $f_{\mu}$ is $\mathcal{L}_{\mu}$ with $\mathcal{L}_{\mu}[u, v] = \mathcal{L}[[\mu(u), v]$. We then use Remark 2 to note that the inverse of $f_{\mu}$ has LAT $\mathcal{L}_{\mu}^{inv}$ with $\mathcal{L}_{\mu}^{inv}[u, v] = \mathcal{L}_{\mu}[v, \mu(u)]$. Thus, $f_{\eta} = f_{\mu}^{-1} \circ (\eta^{-1})^t$ has LAT $\mathcal{L}_{\eta}$ with $\mathcal{L}_{\eta}[u, v] = \mathcal{L}[[\eta(v), \mu(u)]$. Using again Remark 2, we obtain that $f_{\eta}^{-1} = \eta^t \circ f \circ (\mu^{-1})^t$ has LAT $\mathcal{L}'$. \qed

As a consequence of Theorem 1, the S-Box $L^t \circ \pi \circ (L^t)^{-1}$ has $\mathcal{L}'_{\pi}$ as its LAT. The mapping $L^t$ consists in a linear Feistel round followed by a permutation of the left and right 4-bit nibbles (which we denote swapNibbles). To simplify the modifications we make, we remove the nibble permutation and define

$$\pi' = L^* \circ \pi \circ L^*$$

where $L^*$ is the Feistel round in $L^t$ and is described in Figure 5.
3.2 The First Decomposition

This affine-equivalent S-Box $\pi'$ is highly structured. First of all, the LAT of $(\text{swapNibbles} \circ \pi' \circ \text{swapNibbles})$ is $\mathcal{L}'$, with its white square in the top left and strange left side. It also has interesting multiset properties. We use notations similar to those in [29], i.e.:

- $C$ denotes a 4-bit nibble which is constant,
- $?$ denotes a set with no particular structure, and
- $P$ denotes a 4-bit nibble taking all 16 values.

Table 2 summarizes the multiset properties of $\pi'$ and $\pi'^{-1}$. As we can see, these are similar to those of a 3-rounds Feistel. However, using the SAT-based algorithm from [10], we ruled out this possibility.

When looking at the inverse of $\pi'$, we notice that the multiset property is actually even stronger. Indeed, for any constant $\ell$, the set $S_\ell = \{\pi'^{-1}(\ell)||r) \mid \forall r \in [0,15]\}$ is almost a vector space. If we replace the unique element of $S_\ell$ of the form $(?||0)$ by $(0||0)$, the set obtained is a vector space $V_\ell$ where the right nibble is a linear function of the left nibble. As stated before, the left nibble takes all
possible values. If we put aside the outputs of the form (??|0) then \(\pi'^{-1}\) can be seen as
\[
\pi'^{-1}(\ell||r) = T_\ell(r)||V_\ell(T_\ell(r)),
\]
In this decomposition, \(T\) is a 4-bit block cipher with a 4-bit key where the left
input of \(\pi'^{-1}\) acts as a key. On the other hand, \(V\) is a keyed linear function: for
all \(\ell\), \(V_\ell\) is a linear function mapping 4 bits to 4 bits.

We then complete this alternative representation by replacing \(V_\ell(0)\), which
should be equal to 0, by the left side of \(\pi'^{-1}(\ell||T_\ell^{-1}(0))\). This allows to find a
high level decomposition of \(\pi'^{-1}\).

Finally, we define a new keyed function \(U_r(\ell) = V_\ell(r)\) and notice that, for all
\(r\), \(U_r\) is a permutation. A decomposition of \(\pi'^{-1}\) is thus:
\[
\pi'^{-1}(\ell||r) = T_\ell(r)||U_{T_\ell(r)}(\ell),
\]
where the full codebooks of both mini-block ciphers \(T\) and \(U\) are given in Ta-
bles 3a and 3b respectively. This structure is summarized in Figure 6.

We decompose the mini-block ciphers \(T\) and \(U\) themselves in Section 3.3 and
Section 3.4 respectively.

### 3.3 Reverse-Engineering \(T\)

We note that the mini-block cipher \(T'\) defined as \(T'_k : x \mapsto T_k(x \oplus t_{\text{in}}(k) \oplus 0xC)\)
for \(t_{\text{in}}(k) = 0||k_2||k_3||0\) (see Table 4) is such that \(T'_k(0) = 0\) for all \(k\).

Furthermore, \(T'\) is such that all lines of \(T'_k\) can be obtained through a linear
combination of \(T'_0, T'_7, T'_8\) and \(T'_9\) as follows:
\[
\begin{align*}
T'_0 &= T'_7 \oplus T'_9 & T'_1 &= T'_8 \oplus T'_9 & T'_2 &= T'_7 \oplus T'_9 \\
T'_3 &= T'_6 \oplus T'_8 & T'_4 &= T'_7 & T'_5 &= T'_7 \oplus T'_8 \\
T'_6 &= T'_6 \oplus T'_7 \oplus T'_8 \oplus T'_9 & T'_7 &= T'_6 \oplus T'_7 & T'_8 &= T'_6 \oplus T'_7 \oplus T'_9 \\
T'_9 &= T'_9 & T'_9 &= T'_9
\end{align*}
\]
We also notice that $T'_6$, $T'_7$, $T'_8$ and $T'_9$ are all affine equivalent. Indeed, the linear mapping $A$ defined by $A : 1 \mapsto 4, 2 \mapsto 1, 4 \mapsto 8, 8 \mapsto a$ (see Figure 7a) is such that:

\[
T'_7 = A \circ T'_6 \\
T'_8 = A^2 \circ T'_6 \\
T'_9 = A^3 \circ T'_6.
\]

If we swap the two least significant bits (an operation we denote swap2lsb) before and after applying $A$ we see a clear LFSR structure (see Figure 7b).
We deduce the LFSR polynomial to be $X^4 + X^3 + 1$. This points towards finite field multiplication and, indeed, the mapping $\hat{A} = \text{swap2lsb} \circ A \circ \text{swap2lsb}$ can be viewed as a multiplication by $X$ in $\mathbb{F}_{2^4} = \mathbb{F}_2[X]/(X^4 + X^3 + 1)$. To fit the swap into the original scheme we modify $T'_6$ and the bottom linear layer. Indeed, note that

$$A^i = (\text{swap2lsb} \circ \hat{A} \circ \text{swap2lsb})^i = \text{swap2lsb} \circ \hat{A}^i \circ \text{swap2lsb} \quad \text{for } i = 0, 1, \ldots,$$

so that we can merge one $\text{swap2lsb}$ into $T'_6$ and move the other $\text{swap2lsb}$ through XOR’s outside $T'$. Let $t = \text{swap2lsb} \circ T'_6$. Then $\text{swap2lsb} \circ T'_k(x)$ is a linear combination of $X^i \circ t(x)$, where $i \in \{0, 1, 2, 3\}$ and $\circ$ is multiplication in the specified field. Thus, $T$ can be computed as follows:

$$T_k(x) = \text{swap2lsb} \left( f(k) \odot t \left( x \oplus t_{in}(k) \odot 0x_C \right) \right),$$

where $f$ captures the linear relations from Equations (1). Both $f$ and $t$ are given in Table 5 and a picture representing the structure of $T$ is given in Figure 8.

Note that $f(x)$ is never equal to 0: if it were the case then the function would not be invertible. On the other hand, the inverse of $T_k$ is easy to compute: $f$ must be replaced by $1/f$ where the inversion is done in the finite field $\mathbb{F}_{2^4}$, $t$ by its inverse $t^{-1}$ and the order of the operations must be reversed.

### 3.4 Reverse-Engineering $U$

Since $U_k(x) = V_x(k)$ and $V_x$ is a linear function when $x \neq 0$, we have

$$U_k(x) = (k_3 \times U_8(x)) \oplus (k_2 \times U_4(x)) \oplus (k_1 \times U_2(x)) \oplus (k_0 \times U_1(x))$$
where \( k = \sum_{i \leq 3} k_i 2^i \) and \( k \neq 0 \). We furthermore notice that the permutations \( U_2, U_4 \) and \( U_8 \) can all be derived from \( U_1 \) using some affine functions \( B_k \) so that \( U_k = B_k \circ U_1 \). The values of \( B_k(x) \) are given in Table 6.

| \( k \) | 0 1 2 3 4 5 6 7 8 9 a b c d e f |
|------|------------------|
| \( B_2 \) | 5 c 0 9 2 b 7 e 3 a 6 f 4 d 1 8 |
| \( B_4 \) | 1 d 7 b f 3 9 5 c 0 a 6 2 e 4 8 |
| \( B_8 \) | 5 6 d e 0 3 8 b a 9 2 1 f c 7 4 |

Table 6: Affine functions such that \( U_k = B_k \circ U_1 \).

If we let \( B(x) = B_4(x) \oplus 1 \) then \( B_2(x) = B^{-1}(x) \oplus 5 \) and \( B_8(x) = B^2(x) \oplus 5 \). Thus, we can define a linear function \( u_{out} \) such that

\[
\begin{align*}
U_1(x) &= B^0 \circ U_1(x) \oplus u_{out}(1) \\
U_2(x) &= B^{-1} \circ U_1(x) \oplus u_{out}(2) \\
U_4(x) &= B^1 \circ U_1(x) \oplus u_{out}(4) \\
U_8(x) &= B^2 \circ U_1(x) \oplus u_{out}(8).
\end{align*}
\]

(2)

Let \( M_2 \) be the matrix representation of multiplication by \( X \) in the finite field we used to decompose \( T \), namely \( \mathbb{F}_2[X]/(X^4 + X^3 + 1) \). The linear mapping \( u_f \) defined by \( u_f : 1 \mapsto 5, 2 \mapsto 2, 4 \mapsto 6, 8 \mapsto 8 \) is such that \( B = u_f \circ M_2 \circ u_f^{-1} \) is so that Equations (2) can be re-written as

\[
\begin{align*}
U_1(x) &= u_f \circ M_2^0 \circ u_f^{-1} \circ U_1(x) \oplus u_{out}(1) \\
U_2(x) &= u_f \circ M_2^{-1} \circ u_f^{-1} \circ U_1(x) \oplus u_{out}(2) \\
U_4(x) &= u_f \circ M_2^1 \circ u_f^{-1} \circ U_1(x) \oplus u_{out}(4) \\
U_8(x) &= u_f \circ M_2^2 \circ u_f^{-1} \circ U_1(x) \oplus u_{out}(8).
\end{align*}
\]

(3)

If we swap the two least significant bits of \( k \), then the exponents of matrix \( M_2 \) will go in ascending order: \((-1, 0, 1, 2)\). Let \( u_1 = M_2^{-1} \circ u_f^{-1} \circ U_1(x) \). Since \( M_2 \) is multiplication by \( X \) in the finite field, we can write the following expression for \( U_k \) (when \( k \neq 0 \)):

\[
U_k(x) = u_f \left( u_1(x) \circ \text{swap2lsb}(k) \right) \oplus u_{out}(k).
\]

(4)

The complete decomposition of \( U \) is presented in Figure 9. It uses the 4-bit permutations \( u_0 \) and \( u_1 \) specified in Table 7. We could not find a relation between \( u_1 \) and \( u_0 = u_f^{-1} \circ U_0(x) \) so there has to be a conditional branching: \( U \) selects the result of Equation (4) if \( k \neq 0 \) and the result of \( u_0(x) \) otherwise before applying \( u_f \). This is achieved using a multiplexer which returns the output of \( u_0 \) if \( k_3 = k_2 = k_1 = k_0 = 0 \), and returns the output of \( u_1 \) if it is not the case. In other words, \( U \) can be computed as follows:

\[
U_k(x) = \begin{cases} 
  u_f \left( u_1(x) \circ \text{swap2lsb}(k) \right) \oplus u_{out}(k), & \text{if } k \neq 0 \\
  u_f(u_0(x)), & \text{if } k = 0.
\end{cases}
\]
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3.5 The Structure of $\pi$

In Sections 3.3 and 3.4, we decomposed the two mini-block ciphers $T$ and $U$ which can be used to build $\pi^{-1}$, the inverse of $L^* \circ \pi \circ L^*$. These mini-block ciphers are based on the non-linear 4-bit functions $f, t, u_0, u_1$, two finite field multiplications, a “trick” to bypass the non-invertibility of multiplication by 0 and simple linear functions. Let us now use the expressions we identified to express $\pi$ itself.

First, we associate the linear functions and $L^*$ into $\alpha$ and $\omega$, two linear permutations applied respectively at the beginning and the end of the computation.

$\alpha$ First of all, we need to apply $L^*$ as well as the the swap of the left and right branches (swapNibbles) present in the high level decomposition of $\pi^{-1}$ (see Figure 6). Then, we note that the key in $U$ needs a swap of its 2 bits of lowest weight (swap2lsb) and that the ciphertext of $T$ needs the same swap. Thus, we simply apply swap2lsb. Then, we apply the addition of $u_{\text{out}}$ and the inverse of $u_f$.

$\omega$ This function is simpler: it is the composition of the addition of $t_{\text{in}}$ and of $L^*$.

The matrix representations of these layers are

$$
\alpha = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad \omega = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
$$

In order to invert $U$, we define $\nu_0 = u_0^{-1}$ and $\nu_1 = u_1^{-1}$. If $\ell = 0$, then the output of the inverse of $U$ is $\nu_0(r)$, otherwise it is $\nu_1(r \circ I(\ell))$, where $I : x \mapsto x^{14}$.
is the multiplicative inverse in $\mathbb{F}_{2^4}$. To invert $T$, we define $\sigma = t^{-1}$ and $\phi = I \circ f$ and compute $\sigma(\phi(\ell) \circ r)$.

Figure 10 summarizes how to compute $\pi$ using these components. The non-linear functions are all given in Table 8. A Sage [36] script performing those computations can be downloaded on Github. The evaluation of $\pi(\ell||r)$ can be done as follows:

1. $(\ell||r) := \alpha(\ell||r)$
2. if $r = 0$ then $\ell := \nu_0(\ell)$, else $\ell := \nu_1(\ell \circ I(r))$
3. $r := \sigma(\nu_0(\ell)\circ\phi(l))$
4. return $\omega(\ell||r)$.

![Diagram](image)

Fig. 10: Our decomposition of $\pi$.

Table 8: The non-linear functions needed to compute $\pi$.

| 0 1 2 3 4 5 6 7 8 9 a b c d e f |
|-----------------------------|
| $I$ 0 1 c 8 6 f 4 e 3 d b a 2 9 7 5 |
| $\nu_0$ 2 5 3 b 6 9 e a 0 4 f 1 8 d c 7 |
| $\nu_1$ 7 6 c 9 0 f 8 1 4 5 b e d 2 3 a |
| $\phi$ b 2 b 8 c 4 1 c 6 3 5 8 e 3 6 b |
| $\sigma$ c d 0 4 8 b a e 3 9 5 2 f 1 6 7 |

4 Studying the Decomposition of $\pi$

4.1 Analyzing the Components

Table 9 summarizes the properties of the non-linear components of our decomposition. While it is not hard to find 4-bit permutations with a differential uniformity of 4, we see that none of the components chosen do except for the inverse function. We can thus discard the idea that the strength of $\pi$ against differential and linear attacks relies on the individual resilience of each of its components.

As can be seen in Table 9, there is a probability 1 differential in $\nu_1$: $9 \rightarrow 2$. Furthermore, a difference equal to 2 on the left branch corresponds to a 1 bit difference on bit 5 of the input of $\omega$, a bit which is left unchanged by $\omega$.

The structure itself also implies the existence of a truncated differential with high probability. Indeed, if the value on the left branch is equal to 0 for two

[36] https://github.com/picarresursix/GOST-pi
1-to-1 Best differentials and their probabilities | Best linear approximations and their probabilities
---|---
ϕ | No | 1 ⇝ d (8/16) | 3 ⇝ 8 (2/16), 7 ⇝ d (2/16)
σ | Yes | f ⇝ b (6/16) | 1 ⇝ f (14/16)
ν₀ | Yes | 6 ⇝ c (6/16), e ⇝ e (6/16) | 30 approximations (8 ± 4)/16
ν₁ | Yes | 9 ⇝ 2 (16/16) | 8 approximations (8 ± 6)/16

Table 9: Linear and differential properties of the components of π.

Different inputs, then the output difference on the left branch will remain equal to 0 with probability 1. This explains why the probability that a difference in \(\Delta_{in} = \{\alpha^{-1}(\ell)||0), \ell \in \mathbb{F}_2^n, x \neq 0\}\) is mapped to a difference in \(\Delta_{out} = \{\omega(\ell)||0), \ell \in \mathbb{F}_2^n, x \neq 0\}\) is higher than the expected \(2^{-4}\):

\[
\frac{1}{2^4 - 1} \sum_{\delta \in \Delta_{in}} P[\pi(x \oplus \delta) \oplus \pi(x) \in \Delta_{out}] = \frac{450}{(2^4 - 1) \times 2^8} \approx 2^{-3}.
\]

4.2 Comments on the Structure Used

We define \(\hat{\pi}\) as \(\omega^{-1} \circ \pi \circ \alpha^{-1}\), i.e. \(\pi\) minus its whitening linear layers.

The structure of \(\hat{\pi}\) is similar to a 2-round combination of a Misty-like and Feistel structure where the XORs have been replaced by finite field multiplications. To the best of our knowledge, this is the first time such a structure has been used in cryptography. Sophisticated lightweight decompositions of the S-Box of the AES rely on finite field multiplication in \(\mathbb{F}_{2^4}\), for instance in [37]. However, the high level structure used in this case is quite different. If \(\pi\) corresponds to such a decomposition then we could not find what it corresponds to. Recall in particular that \(\pi\) cannot be affine-equivalent to a monomial.

The use of finite field multiplication in such a structure yields a problem: if the output of the “Feistel function” is equal to 0 then the structure is not invertible. This issue is solved in a different way in each round. During the first round, a different data-path is used in the case which should correspond to a multiplication by zero. In the second round, the “Feistel function” is not bijective and, in particular, has no pre-image for 0.

Our decomposition also explains the pattern in the LAT\(^8\) of \(\pi\) and \(\pi'\) that we used in Section 3.1 to partially recover the linear layers permutations \(\alpha\) and \(\omega\). This pattern is made of two parts: the white square appearing at the top-left of \(\mathcal{L}'\) and the “stripe” covering the 16 left-most columns of this table (see Figure 4). In what follows, we explain why the white square and the stripe are present in \(\mathcal{L}'\). We also present an alternative representation of \(\hat{\pi}\) which highlights the role of the multiplexer.

\(^8\) Note that the LAT of \(\hat{\pi}\) is not exactly the same as \(\mathcal{L}'\) which is given in Figure 4 because e.g. of a nibble swap.
On the White Square We first define a balanced function and the concept of integral distinguishers. Using those, we can rephrase a result from [38] as Lemma 2.

**Definition 4 (Balanced Function).** Let $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m$ be a Boolean function. We say that $f$ is balanced if the size of the preimage $\{x \in \mathbb{F}_2^n; f(x) = y\}$ of $y$ is the same for all $y$ in $\mathbb{F}_2^m$.

**Definition 5 (Integral Distinguisher).** Let $f$ be a Boolean function mapping $n$ bits to $m$. An integral distinguisher consists in two subsets $\mathcal{C}_{in} \subseteq [0, n-1]$ and $\mathcal{B}_{out} \subseteq [0, m-1]$ of input and output bit indices with the following property: for all $c$, the sum $\bigoplus_{x \in \mathcal{X}} f(x)$ restricted to the bits with indices in $\mathcal{B}_{out}$ is balanced; where $\mathcal{X}$ is the set containing all $x$ such that the bits with indices in $\mathcal{C}_{in}$ are fixed to the corresponding value in the binary expansion of $c$ (so that $|\mathcal{X}| = 2^{n-|\mathcal{C}_{in}|}$).

**Lemma 2 ([38]).** Let $f$ be a Boolean function mapping $n$ bits to $m$ and with LAT $\mathcal{L}_f$ for which there exists an integral distinguisher $(\mathcal{C}_{in}, \mathcal{B}_{out})$. Then, for all $(a, b)$ such that the 1 in the binary expansion of $a$ all have indices in $\mathcal{C}_{in}$ and the 1 in the binary expansion of $b$ have indices in $\mathcal{B}_{out}$, it holds that $\mathcal{L}_f[a, b] = 0$.

This theorem explains the presence of the white square in $\mathcal{L}'_\pi$. Indeed, fixing the input of the right branch of $\hat{\pi}$ leads to a permutation of the left branch in the plaintext becoming a permutation of the left branch in the ciphertext; hence the existence of an integral distinguisher for $\hat{\pi}$ which in turn explains the white square.

On the Stripe Biases in the stripe correspond to approximations $(a_L||a_R \leadsto b_L||0)$ in $\hat{\pi}$, where $b_L > 0$. The computation of the corresponding biases can be found in the full version of this paper [15]. It turns out that the expression of $\mathcal{L}[a_L||a_R, b_L||0]$ is

$$\mathcal{L}[a_L||a_R, b_L||0] = \mathcal{L}_0[a_L, b_L] + 8 \times ((-1)^{b_L \cdot y_0} - \hat{\delta}(b_L)),$$

where $\mathcal{L}_0$ is the LAT of $\nu_0$, $y_0$ depends on $a_R$, $a_L$ and the LAT of $\nu_1$, and $\hat{\delta}(b_L)$ is equal to 1 if $b_L = 0$ and to 0 otherwise. Very roughly, $\nu_1$ is responsible for the sign of the biases in the stripe and $\nu_0$ for their values.

Since the minimum and maximum biases in $\mathcal{L}'_0$ are $-4$ and $+4$, the absolute value of $\mathcal{L}[a_L||a_R, b_L||0]$ is indeed in $[4, 12]$. As we deduce from our computation of these biases, the stripe is caused by the conjunction of three elements:

- the use of a multiplexer,
- the use of finite field inversion, and
- the fact that $\nu_0$ has good non-linearity.

Ironically, the only “unsurprising” sub-component of $\pi$, namely the inverse function, is one of the reasons why we were able to reverse-engineer this S-Box in the first place. Had $I$ been replaced by a different (and possibly weaker!) S-Box,
there would not have been any of the lines in the LAT which got our reverse-engineering started. Note however that the algorithm based on identifying linear subspaces of zeroes in the LAT of a permutation described in Section 5 would still work because of the white-square.

**Alternative Representation** Because of the multiplexer, we can deduce an alternative representation of $\hat{\pi}$. If the right nibble of the input is not equal to 0 then $\hat{\pi}$ can be represented as shown in Figure 11b using a Feistel-like structure. Otherwise, it is essentially equivalent to one call to the 4-bit S-Box $\nu_0$, as shown in Figure 11a. We also have some freedom in the placement of the branch bearing $\phi$. Indeed, as shown in Figure 11c, we can move it before the call to $\nu_1$ provided we replace $\phi$ by $\psi = \phi \circ \nu_1$.

Note also that the decomposition we found is not unique. In fact, we can create many equivalent decompositions by e.g. adding multiplication and division by constants around the two finite field multiplications. We can also change the finite field in which the operations are made at the cost of appropriate linear isomorphisms modifying the 4-bit S-Boxes and the whitening linear layers. However the presented decomposition is the most structured that we have found.

Fig. 11: Alternative representations of $\hat{\pi}$ where $\pi = \omega \circ \hat{\pi} \circ \alpha$.

### 4.3 Hardware Implementation

It is not uncommon for cryptographers to build an S-Box from smaller ones, typically an 8-bit S-Box from several 4-bit S-Boxes. For example, S-Boxes used in Whirlpool [22], Zorro [39], Iceberg [40], Khazad [41], CLEFIA [42], and Robin and Fantomas [43] are permutations of 8 bits based on smaller S-Boxes. In many cases, such a structure is used to allow an efficient implementation of the S-Box in hardware or using a bit-sliced approach. In fact, a recent work by Canteaut et al. [44] focused on how to build efficient 8-bit S-Boxes from 3-round Feistel and Misty-like structures. Another possible reason behind such a choice is given
by the designers e.g. of CLEFIA: it is to prevent attacks based on the algebraic properties of the S-Box, especially if it is based on the inverse in $F_{2^8}$ like in the AES. Finally, a special structure can help achieve special properties. For instance, the S-Box of Iceberg is an involution obtained using smaller 4-bit involutions and a Substitution-Permutation Network.

As stated in the introduction, hardware optimization was supposed to be one of the design criteria used by the designers of $\pi$. Thus, it is reasonable to assume that one of the aims of the decomposition we found was to decrease the hardware footprint of the S-Box.

To test this hypothesis, we simulated the implementation of $\pi$ in hardware. We used four different definitions of $\pi$: the look up table given by the designers, our decomposition, a tweaked decomposition where the multiplexer is moved lower\(^{10}\) and, finally, the alternative decomposition presented in Figure 11c. Table 10 contains both the area taken by our implementations and the delay, i.e. the time taken to compute the output of the S-Box. For both quantities, the lower is the better. As we can see, the area is divided by up to 2.5 and the delay by 8, meaning that an implementer knowing the decomposition has a significant advantage over one that does not.

| Structure                                           | Area ($\mu m^2$) | Delay (ns) |
|-----------------------------------------------------|------------------|------------|
| Naive implementation                                | 3889.6           | 362.52     |
| Feistel-like (similar to Fig. 11b)                  | 1534.7           | 61.53      |
| Multiplications-first (similar to Fig. 11c)         | 1530.3           | 54.01      |
| Feistel-like (with tweaked MUX)                     | 1530.1           | 46.11      |

Table 10: Results on the hardware implementation of $\pi$.

5 Another LAT-Based Attack Against Linear Whitening

Our attack against $\pi$ worked by identifying patterns in a visual representation of its LAT and exploiting them to recover parts of the whitening linear layers surrounding the core of the permutation.

It is possible to exploit other sophisticated patterns in the LAT of a permutation. In the remainder of this section, we describe a specific pattern in the LAT of a 4-round Feistel Network using bijective Feistel functions. We then use this pattern in conjunction with Theorem 1 to attack the $AF^4A$ structure corresponding to a 4-round Feistel Network with whitening linear layers. Note that

\(^9\) We used Synopsys design compiler (version J-2014.09-SP2) along with digital library SAED_EDK90_CORE (version 1.11).

\(^{10}\) More precisely, the multiplexer is moved after the left side is input to $\phi$. This does not change the output: when the output of $\nu_0$ is selected, the right branch is equal to 0 and the input of $\sigma$ is thus 0 regardless of the left side.
more generic patterns such as white rectangles caused by integral distinguishers (see Section 4.2) could be used in a similar fashion to attack other generic constructions, as we illustrate in Section 5.3. The attack principle is always the same:

1. identify patterns in the LAT,
2. deduce partial whitening linear layers,
3. recover the core of the permutation with an ad hoc attack.

We also remark that Feistel Networks with affine masking exist in the literature. Indeed, the so-called FL-layers of MISTY [45] can be interpreted as such affine masks. Furthermore, one of the S-Box of the stream cipher ZUC is a 3-round Feistel Network composed with a bit rotation [46] — an affine operation.

5.1 Patterns in the LAT of a 4-Round Feistel Network

Let $F_0, ..., F_3$ be four $n$-bit Boolean permutations. Figure 12a represents the 4-round Feistel Network $f$ built using $F_i$ as its $i$-th Feistel function. Figure 12b is the Pollock representation of the LAT of a 8-bit Feistel Network $f_{exp}$ built using four 4-bit permutations picked uniformly at random.

In Figure 12b, we note that the LAT $\mathcal{L}_{exp}$ of $f_{exp}$ contains both vertical and horizontal segments of length 16 which are made only of zeroes. These segments form two lines starting at (0,0), one ending at (15,255) and another one ending in (255,15), where (0,0) is the top left corner. The vertical segments are in columns 0 to 15 and correspond to entries $\mathcal{L}_{exp}[a_L||a_R,0||a_L]$ for any $(a_L,a_R)$. The horizontal ones are in lines 0 to 15 and correspond to entries $\mathcal{L}_{exp}[0||a_R,a_R||b_L]$ for any $(a_L,a_R)$.
Let us compute the coefficients which correspond to such vertical segments for any 4-round Feistel Network $f$ with LAT $\mathcal{L}$. These are equal to

$$\mathcal{L}[a_L||a_R,0||a_L] = \sum_{x \in \mathbb{F}_2^n} (-1)^{a_L||a_R}x \oplus a_L f(x)$$

$$= \sum_{r \in \mathbb{F}_2^n} (-1)^{a_R \cdot r} \sum_{\ell \in \mathbb{F}_2} (-1)^{a_L \cdot \ell} f(\ell \oplus \ell \cdot r),$$

where $f_R(x)$ is the right word of $f(x)$. This quantity is equal to $\ell \oplus F_0(r) \oplus F_2(\ell \oplus F_1(\ell \oplus F_0(r)))$, so that $\mathcal{L}[a_L||a_R,0||a_L]$ can be re-written as:

$$\mathcal{L}[a_L||a_R,0||a_L] = \sum_{r \in \mathbb{F}_2^n} (-1)^{a_R \cdot r} \sum_{\ell \in \mathbb{F}_2} (-1)^{a_L \cdot \ell} (F_0(r) \oplus F_2(\ell \oplus F_1(\ell \oplus F_0(r))))).$$

Since $\ell \mapsto F_2(\ell \oplus F_1(\ell \oplus F_0(r)))$ is balanced for all $r$, the sum over $\ell$ is equal to 0 for all $r$ (unless $a_L = 0$). This explains\(^\text{11}\) the existence of the vertical “white segments”. The existence of the horizontal ones is a simple consequence of Remark 2: as the inverse of $f$ is also a 4-round Feistel, its LAT must contain white vertical segments. Since the LAT of $f$ is the transpose of the LAT of $f^{-1}$, these vertical white segments become the horizontal ones.

### 5.2 A Recovery Attack Against $\text{AF}^4\text{A}$

These patterns can be used to attack a 4-round Feistel Network whitened using affine layers, a structure we call $\text{AF}^4\text{A}$. Applying the affine layers before and after a 4-round Feistel Network scrambles the white segments in the LAT in a linear fashion - each such segment becomes an affine subspace. The core idea of our attack is to compute the LAT of the target and then try to rebuild both the horizontal and vertical segments. In the process, we will recover parts of the linear permutations applied to the rows and columns of the LAT of the inner Feistel Network and, using Theorem 1, recover parts of the actual linear layers. Then the resulting 4-round Feistel Network can be attacked using results presented in [32]. By parts of a linear layer we understand the four $(n \times n)$-bit submatrices of the corresponding matrix.

**First Step: Using the LAT** Let $f : \mathbb{F}_2^{2n} \to \mathbb{F}_2^{2n}$ be a 4-round Feistel Network and let $g = \eta \circ f \circ \mu$ be its composition with some whitening linear layers $\eta$ and $\mu$. The structure of $g$ is presented in Figure 13a using $(n \times n)$-bit matrices $\mu_{\ell,t}, \mu_{r,t}, \mu_{r,r}, \mu_{t,t}, \eta_{t,t}, \eta_{r,t}, \eta_{t,r}, \eta_{r,r}$ for $\eta$.

Assume that we have the full codebook of $g$ and therefore that we can compute the LAT $\mathcal{L}_g$ of $g$. By Theorem 1, it holds that $\mathcal{L}_g[u,v] = \mathcal{L}_f[(\mu^{-1})t(u), \eta^{t}(v)]$ and, equivalently, that $\mathcal{L}_g[\mu^{t}(u), (\eta^{-1})^{t}(v)] = \mathcal{L}_f[u,v].$

\(^{11}\) Note that our proof actually only requires $F_1$ and $F_2$ to be permutations. The pattern would still be present if the first and/or last Feistel functions had inner-collisions.
We use Algorithm 1 (see next section) to find a linear subspace $\mathcal{S}$ of $\mathbb{F}_2^{2n}$ such that $|\mathcal{S}| = 2^n$ and such that it has the following property: there exists $2^n$ distinct values $c$ and some $c$ dependent $u_c$ such that $\mathcal{L}_g[u_c \oplus s, c] = 0$ for all $s$ in $\mathcal{S}$. Such a vector space exists because the row indices $(\ell||r)$ for $r \in R = \{(0||r) \mid r \in \mathbb{F}_2^n\}$ and a fixed $\ell$ of each vertical segment in the LAT of $f$ becomes an affine space $\mu^t(\ell||0) \oplus \mu^t(R)$ in the LAT of $g$, so that the image of the row indices of each of the $2^n$ vertical segments has an identical linear part. We thus assume that $\mathcal{S} = \mu^t(R)$.

Then, we choose an arbitrary bijective linear mapping\(^\text{12}\) $\pi^t$ such that $\pi^t(\mathcal{S}) = R$. Let $a^t, b^t, c^t, d^t$ be $n \times n$-bit matrices such that
\[
\mu^t = \pi^t \circ \mu^t = \begin{pmatrix} a^t & c^t \\ b^t & d^t \end{pmatrix}.
\]

Note that $\mu^t(R) = \pi^t(\mu^t(R)) = \pi^t(\mathcal{S}) = R$, which implies $c^t = 0$.

We then apply $\pi^t$ to columns of $\mathcal{L}_g$ to obtain a new LAT $\mathcal{L}'_g$ such that $\mathcal{L}'_g[\pi^t(u), v] = \mathcal{L}_g[u, v]$. Using Theorem 1, we define $g' = g \circ \pi$ so that the LAT of $g'$ is $\mathcal{L}'_g$. Note that $g'$ can also be expressed using $f$ and $\mu'$:
\[
g' = \eta \circ f \circ \mu \circ \pi = \eta \circ f \circ \mu', \quad \text{with} \quad \mu' = \begin{pmatrix} a & b \\ 0 & d \end{pmatrix}.
\]

The function $g'$ we obtained is such that there is no branch from the left side to the right side in the input linear layer as the corresponding element of the $\mu'$

\(^\text{12}\) We make some definitions with transpose to simplify later notations.
matrix is equal to zero. We can apply the same method to the inverse of \( g \) (thus working with the transpose of the LAT) and find a linear mapping \( \eta \) allowing us to define a new permutation \( g'' \) such that:

\[
g'' = \eta \circ g \circ \overline{\mu} \text{ where } \eta \circ \eta = \begin{pmatrix} a' & b' \\ 0 & d' \end{pmatrix}.
\]

The resulting affine-equivalent structure is shown in Figure 13b. Note that the LAT of \( g'' \) exhibits the patterns described in Section 5.1. This can be explained using an alternative representation of \( g'' \) where the Feistel functions are replaced by some other affine equivalent functions as shown in Figure 13c. It also implies that we can decompose \( g'' \), as described in the next sections.

**Subroutine: Recovering Linear Subspaces** Suppose we are given the LAT \( \mathcal{L} \) of a \( 2n \)-bit permutation. Our attack requires us to recover efficiently a linear space \( \mathcal{S} \) of size \( 2^n \) such that \( \mathcal{L}[s \oplus L(u), u] = 0 \) for all \( s \) in \( \mathcal{S} \), where \( u \) is in a linear space of size \( 2^n \) and where \( L \) is some linear permutation. Algorithm 1 is our answer to this problem.

For each column index \( c \), we extract all \( s \) such that \( |\{a, \mathcal{L}[a, c] = 0\} \cap \{a, \mathcal{L}[a, c \oplus s] = 0\}| \geq 2^n \). If \( s \) is indeed in \( \mathcal{S} \) and \( c \) is a valid column index, then this intersection must contain \( L(c) \oplus \mathcal{S} \), which is of size \( 2^n \). If it is not the case, we discard \( s \). Furthermore, if \( c \) is a valid column index, then there must be at least \( 2^n \) such \( s \) as all \( s \) in \( \mathcal{S} \) have this property: this allows us to filter out columns not yielding enough possible \( s \). For each valid column, the set of offsets \( s \) extracted must contain \( \mathcal{S} \). Thus, taking the intersection of all these sets yields \( \mathcal{S} \) itself.

To increase filtering, we use a simple heuristic function \( \text{refine}(\mathcal{Z}, n) \) which returns the subset \( \bar{\mathcal{Z}} \) of \( \mathcal{Z} \) such that, for all \( z \) in \( \mathcal{Z} \), \( |(z \oplus \bar{\mathcal{Z}}) \cap \bar{\mathcal{Z}}| \geq 2^n \). The key observation is that if \( \mathcal{Z} \) contains a linear space of size at least \( 2^n \) then \( \bar{\mathcal{Z}} \) contains it too. This subroutine runs in time \( O(|\mathcal{Z}|^2) \).

The dominating step in the time complexity of this algorithm is the computation of \( |(s \oplus \mathcal{Z}) \cap \mathcal{Z}| \) for every \( c \) and \( s \). The complexity of this step is \( O(2^{2n} \times 2^{2n} \times |\mathcal{Z}|) \). A (loose) upper bound on the time complexity of this algorithm is thus \( O(2^{6n}) \) where \( n \) is the branch size of the inner Feistel Network, i.e. half of the block size.

**Second Step: Using a Yoyo Game** The decomposition of \( \text{AF}^4 \text{A} \) has now been reduced to attacking \( g'' \), a \( 2n \)-bit 4-round Feistel Network composed with two \( n \)-bit linear permutations \( A \) and \( B \). The next step is to recover these linear permutations. To achieve this, we use a simple observation inspired by the so-called **yoyo game** used in [32] to attack a 5-round FN.

Consider the differential trail parametrized by \( \gamma \neq 0 \) described in Figure 14. If the pair of plaintexts \((x_L || x_R, x'_L || x'_R)\) follows the trail (i.e. is connected in \( \gamma \)),
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Algorithm 1  Linear subspace extraction

Inputs LAT $\mathcal{L}$, branch size $n$  —  Output Linear space $\mathcal{S}$

$\mathcal{C} := \emptyset$

for all $c \in [1,2^{2n} - 1]$ do
  $\mathcal{Z} := \{ i \in [1,2^{2n} - 1], \mathcal{L}[i,c] = 0 \}$
  if $|\mathcal{Z}| \geq 2^n$ then
    $\mathcal{S}_{c} := \emptyset$
    for all $s \in [1,2^{2n} - 1]$ do
      if $|(s \oplus \mathcal{Z}) \cap \mathcal{Z}| \geq 2^n$ then
        $\mathcal{S}_{c} := \mathcal{S}_{c} \cup \{s\}$
      end if
    end for
    $\mathcal{S}_{c} := \text{refine}(\mathcal{S}_{c}, 2^n)$
  end if
end for

$\mathcal{C} := \text{refine}(\mathcal{C}, 2^n)$ ; $\mathcal{S} := [0,2^{2n} - 1]$

for all $c \in \mathcal{C}$ do
  $\mathcal{S} := \mathcal{S} \cap \mathcal{S}_{c}$
end for

return $\mathcal{S}$

then so does $(x_L \oplus \gamma||x_R, x'_L \oplus \gamma||x'_R)$. Furthermore, if $(y_L||y_R) = g''(x_L||x_R)$ and $(y'_L||y'_R) = g''(x'_L||x'_R)$, then swapping the right output words and decrypting the results leads to a pair of plaintexts $(g''^{-1}(y_L||y_R), g''^{-1}(y'_L||y_R))$ that still follows the trail. It is thus possible to iterate the addition of $\gamma$ and the swapping of the right output word to generate many right pairs. More importantly, if $x$ and $x'$ do follow the trail, iterating these transformation must lead to the difference on the right output word being constant and equal to $B(\gamma)$; if it is not the case, we can abort and start again from another pair $x, x'$.

We can thus recover $B$ fully by trying to iterate the game described above for random pairs $(x, x')$ and different values of $\gamma$. Once a good pair has been found, we deduce that $B(\gamma)$ is the difference in the right output words of the ciphertext pairs obtained. We thus perform this step for $\gamma = 1, 2, 4, 8, \text{ etc.}$, until the image by $B$ of all bits has been found. Wrong starting pairs are identified quickly so this step takes time $O(n2^{2n})$. Indeed, we need to recover $n$ linearly independent $n$-bit vectors; for each vector we try all $2^n$ candidates and for each guess we run a Yoyo game in time $2^n$ to check the guess. The other linear part, $A$, is recovered identically by running the same attack while swapping the roles of encryption and decryption.

**Final Step: a Full Decomposition**  As stated before, we can recover all 4 Feistel functions in $g''$ minus its linear layers in time $O(2^{5n/2})$ using the guess and determine approach described in [32]. This gives us a 4-round FN, denoted
\[ \mathcal{F}, \text{which we can use to decompose } g \text{ like so (where } I \text{ denotes the identity matrix):} \]
\[ g = \eta^{-1} \circ \begin{pmatrix} I & 0 \\ 0 & B \end{pmatrix} \circ \mathcal{F} \circ \begin{pmatrix} I & 0 \\ 0 & A \end{pmatrix} \circ \mu^{-1}. \]

### 5.3 Outline of an Attack Against \( AF^3A \)

A structure having one less Feistel round could be attacked in a similar fashion. The main modifications would be as follows.

1. The pattern in the LAT we try to rebuild would not be the one described in Section 5.1 but a white square similar to the one observed in the LAT of \( \pi' \).
   Indeed, an integral distinguisher similar to the one existing in \( \pi' \) exists for any 3-round FN when the second Feistel function is a bijection.
2. Recovering the remaining \((n \times n)\) mappings with a yoyo game would be much more efficient since there would not be any need to guess that a pair follows the trail.

The complexity of such an attack would be dominated as before by the recovery of the linear subspace embedded in the LAT so that it would take time \( O(2^{6n}) \).

### 5.4 Comments on Affine-Whitened Feistel Networks

Table 11 contains a comparison of the complexities of the attack recovering the Feistel functions of Feistel Networks along with, possibly, the linear layers used to whiten it.

The complexities of our attacks against \( AF^kA \) are dominated by the linear subspace recovery which is much slower than an attack against as much as 5 Feistel Network rounds. It seems like using affine whitening rather than a simpler XOR-based whitening increases the complexity of a cryptanalysis significantly. This observation can be linked with the recent attacks against the
| Target | Type | Time Complexity | Ref. |
|--------|------|-----------------|------|
| AF³A   | LAT-based | $2^{6n}$ | Sec. 5.3 |
| $F^4$  | Guess & Det. | $2^{3n/2}$ | [32] |
| AF⁴A   | LAT-based | $2^{6n}$ | Sec. 5.2 |
| $F^5$  | Yoyo cryptanalysis | $2^{2n}$ | [32] |

Table 11: Complexity of recovery attacks against (possibly linearly whitened) Feistel Networks with $n$-bit branches and secret bijective Feistel functions.

The ASASA scheme [31]: while attacking SAS is trivial, the cryptanalysis of ASASA requires sophisticated algorithms.

We note that a better algorithm for linear subspace extraction will straightforwardly lead to a lower attack complexity. However, the complexity is lower bounded by LAT computation which is $O(n2^{4n})$ in our case.

For the sake of completeness, we tried this attack against the “F-Table” of Skipjack [9]. It failed, meaning that it has neither an AF³A nor an AF⁴A structure. Note also that, due to the presence of the white square in the LAT of $\hat{\pi}$, running the linear subspace recovery described in Algorithm 1 on $\pi$ returns the vector space $\mathcal{V}$ which allowed to start our decomposition of this S-Box.

We implemented the first step of our attack (including Algorithm 1) using SAGE [36] and ran it on a computer with 16 Intel Xeon CPU (E5-2637) v3 clocked at 3.50 GHz. It recovers correct linear layers $\eta$ and $\mu$ in about 3 seconds for $n = 4$, 14 seconds for $n = 5$, 4 minutes for $n = 6$ and 1 hour for $n = 7$. Since the first step is the costliest, we expect a complete attack to take a similar time.

6 Conclusion

The S-Box used by the standard hash function Streebog, the standard block cipher Kuznyechik and the CAESAR first round candidate STRIBOBR1 has a hidden structure. Using the three non-linear 4-bit permutations $\nu_0, \nu_1$ and $\sigma$, the non-linear 4-bit function $\phi$ and the 8-bit linear permutations $\alpha$ and $\omega$, the computation of $\pi(\ell||r)$ can be made as follows:

1. $(\ell||r) := \alpha(\ell||r)$
2. If $r = 0$ then $\ell := \nu_0(\ell)$, else $\ell := \nu_1(\ell \odot r^{14})$
3. $r := \sigma(r \odot \phi(l))$
4. Return $\omega(\ell||r)$

How and why those components were chosen remains an open question. Indeed, their individual cryptographic properties are at best not impressive and, at worst, downright bad. However, knowing this decomposition allows a much more efficient hardware implementation of the S-Box.
We also described a decomposition attack against $AF^4A$ which uses the same high level principles as our attack against $\pi$: first spot patterns in the LAT, then deduce the whitening linear layers and finally break the core.
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