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Abstract

Conducting a randomization test is a common method for testing causal null hypotheses in randomized experiments. The popularity of randomization tests is largely because their statistical validity only depends on the randomization design, and no distributional or modeling assumption on the outcome variable is needed. However, randomization tests may still suffer from other sources of bias, among which outcome misclassification is a significant one. We propose a model-free and finite-population sensitivity analysis approach for binary outcome misclassification in randomization tests. A central quantity in our framework is “warning accuracy,” defined as the threshold such that a randomization test result based on the measured outcomes may differ from that based on the true outcomes if the outcome measurement accuracy did not surpass that threshold. We show how learning the warning accuracy and related concepts can amplify analyses of randomization tests subject to outcome misclassification without adding additional assumptions. We show that the warning accuracy can be computed efficiently for large data sets by adaptively reformulating a large-scale integer program with respect to the randomization design. We apply the proposed approach to the Prostate Cancer Prevention Trial (PCPT). We also developed an open-source R package for implementation of our approach.
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1 Introduction

1.1 Outcome misclassification in randomization tests

For testing causal null hypotheses in randomized experiments (trials), using a randomization test (also known as design-based or finite-population hypothesis testing) is one of the most widely used strategies. Compared with super-population (sampling-based) hypothesis testing, of which theoretical justifications typically require the assumption of independent and identically distributed (i.i.d.) sampling of study subjects from some super-population, randomization tests have two significant characteristics. First, the statistical validity of randomization tests only relies on the randomization of treatment assignments, which can be guaranteed by study design such as randomized experiments, and no distributional assumption (such as the i.i.d. sampling assumption) on the outcome variable is needed. Second, through conditioning on the fixed sequence of potential outcomes, randomization tests focus explicitly on the study subjects in hand instead of some hypothetical super-population, which makes our hypothesis testing results more relevant for the study subjects in hand. For a detailed discussion on the advantages and limitations of randomization tests, see Rosenbaum (2002), Feng et al. (2014), Imbens and Rubin (2020), Athey and Imbens (2017), Cohen and Fogarty (2022), Li and Small (2023), and Zhang and Zhao (2023), among many others.

Although immune to confounding bias or violations of sampling assumptions on outcomes, randomization tests can still suffer from other sources of bias, among which measurement error in the outcome (Arnold and Ercumen, 2016; Hernán and Robins, 2020), referred to as “binary outcome misclassification” when the outcome is binary (Carroll et al., 2006; Buonaccorsi, 2010), is a significant one. Outcome misclassification commonly exists in randomized experiments. For example, common binary outcomes in randomized clinical trials are cancer diagnosis (cancerous versus non-cancerous), blood test results (normal versus abnormal), and antibody test results (positive versus negative), among many others. These
binary outcomes can be misclassified due to the following factors: technical limitations of the diagnosis methods (Wittram et al., 2004), physician-side factors such as misinterpretations of the clinical data or patient’s symptoms (Walsh-Kelly et al., 1995), and patient-side factors such as patients’ abnormal activities before the diagnosis and anxiety during the diagnosis (Ogedegbe et al., 2008). Another major type of outcome misclassification is reporting bias in self-reported binary outcomes, especially those concerning sensitive topics such as unhappiness with the treatment, sexuality questions, and mental health issues (Catania et al., 1986; Knäuper and Wittchen, 1994; Wood et al., 2008).

In general, there are at least two ways that outcome misclassification, in particular, differential outcome misclassification (i.e., the proportions of outcome misclassification are different between the treated and control groups), can severely distort a causal conclusion drawn from a randomization test. First, in randomized trials without blinding or with imperfect blinding, systematically larger effects on subjective outcomes (either subject-reported or investigator-assessed) can occur due to differential outcome misclassification from knowledge of treatment status, as found by a large systematic review of clinical trials (Wood et al., 2008). Such exaggerated or misleading reporting of health improvements documented in previous non-blinded or imperfectly blinded trials can be due to either placebo effects (i.e., treated subjects tend to perceive or overstate health improvements due to psychological factors) or courtesy bias (i.e., treated subjects tend to not fully state their unhappiness with the treatment as an attempt to be polite toward the investigators). However, perfect blinding is not practical in a wide range of randomized trials, and bias due to outcome misclassification may be inevitable for the downstream randomization tests in such studies (Arnold and Ercumen, 2016). Second, in some studies, the treatment can improve or interfere with the detection of the outcome. For example, some clinical trials have found that the treatments they investigated can change the volume of the study organ or the pattern of the study tumor, so diseases may be easier or harder to be detected among
treated subjects than control subjects in such cases (Lucia et al., 2007; Redman et al., 2008). Therefore, even if blinding was effectively carried out in a randomized trial, potential bias due to differential outcome misclassification may still exist and may bias a downstream randomization test (e.g., false rejection of some causal null hypothesis).

1.1.1 Motivating example: a puzzle from the Prostate Cancer Prevention Trial

Prostate cancer is one of the most common cancers in men. According to Siegel et al. (2020), prostate cancer is estimated to account for 21% of the new cancer cases diagnosed in men in the United States in 2020. Since the development of prostate cancer is a long-term process, many studies have focused on the prevention of prostate cancer. Among these studies, the Prostate Cancer Prevention Trial (PCPT) (Thompson et al., 2003) is especially influential because it is “the first study to show that a drug can reduce a man’s chances of developing prostate cancer” (NIH, 2013). In the PCPT, within each of the 221 study sites, men 55 years of age or older with no evidence of prostate cancer are randomly assigned to finasteride (5 mg per day) or placebo. The primary outcome is whether the participant is diagnosed with prostate cancer during the seven-year follow-up period (including an end-of-study biopsy planned for those who had not been given a diagnosis of prostate cancer during the study). Of the 9060 participants included in the final analysis, 803 of the 4368 (≈ 18.4%) in the finasteride group and 1147 of the 4692 (≈ 24.4%) in the placebo group were diagnosed with prostate cancer. Applying the randomization-based Mantel-Haenszel test (one of the most commonly used randomization tests for binary outcomes) to the 221 study sites (strata), the two-sided \( p \)-value under Fisher’s sharp null of no effect is \( 4.66 \times 10^{-13} \). According to the two-sided 0.05 significance level prespecified in the design stage of the PCPT (Feigl et al., 1995), a prevention effect of finasteride on prostate cancer was detected (Thompson et al., 2003).

The PCPT also identified a controversial and seemingly contradictory phenomenon: taking finasteride may increase the risk of high-grade prostate cancer (i.e., tumor with
Gleason score \( \geq 7 \). Specifically, of the 9037 men (out of the total 9060 men in the final analysis) with graded prostate cancer or without prostate cancer, 280 of the 4358 (\( \approx 6.4\% \)) in the finasteride group and 237 of the 4679 (\( \approx 5.1\% \)) in the placebo group were diagnosed with high-grade prostate cancer. Applying the Mantel-Haenszel test, the two-sided \( p \)-value under Fisher’s sharp null of no effect is \( 6.79 \times 10^{-3} \), also statistically significant at the prespecified 0.05 significance level.

Can finasteride prevent prostate cancer but also promote high-grade prostate cancer? This seeming contradiction puzzled many researchers when the results were first published in *New England Journal of Medicine* in 2003 (Thompson et al., 2003). Several follow-up studies have pointed out that this puzzling result could potentially be due to bias caused by misclassification of the prostate cancer status or severity (e.g., Lucia et al., 2007; Redman et al., 2008; Shepherd et al., 2008). Therefore, a natural question is: can we develop a model-free and finite-population sensitivity analysis approach to help explain this puzzle from the perspective of outcome misclassification?

### 1.2 The gap in the existing literature and our contributions

Although outcome misclassification often exists in randomized experiments (e.g., randomized clinical trials such as the aforementioned PCPT) and can severely distort the downstream randomization tests, it was often not carefully assessed or addressed in practical research. Although there are many existing approaches (including sensitivity analysis approaches) for randomized experiments with outcome misclassification (e.g., Magder and Hughes, 1997; Carroll et al., 2006; Shepherd et al., 2008; Gilbert et al., 2016; Shu and Yi, 2019; Beesley and Mukherjee, 2020; Hubbard et al., 2020, among many others), to our knowledge, there is no established framework for handling outcome misclassification in randomization testing approach to randomized experiments. This is largely due to the challenge that randomization tests do not assume any outcome distributions or models and, therefore,
cannot allow researchers to apply the existing model-based (super-population) methods for outcome misclassification without adding strong additional assumptions.

To fill this gap, we develop a model-free and finite-population sensitivity analysis approach for randomization tests subject to outcome misclassification via large-scale integer programming. Our framework provides a unified approach to shed light on the following three common questions in randomization tests subject to outcome misclassification: 1) **Q1:** How sensitive is a causal conclusion (e.g., rejecting the null effect or not) reported by a randomization test to outcome misclassification? 2) **Q2:** Is this causal conclusion more sensitive to false positives versus false negatives among the treated versus control subjects? 3) **Q3:** For a validation substudy on outcome misclassification, how do we choose which subjects’ outcomes to validate to make the validation substudy more efficient?

A central concept of our framework is called “warning accuracy,” defined as the threshold such that the causal conclusion (e.g., rejecting some causal null hypothesis or not) based on the measured outcomes may differ from that based on the true outcomes if the finite-population accuracy of the measured outcomes did not surpass that threshold. We show how computing the warning accuracy and related quantities can help answer the aforementioned three questions **Q1–3** without adding additional assumptions to a randomization test. Therefore, the proposed sensitivity analysis is a free lunch added to the conventional analysis of a randomization test subject to outcome misclassification. To handle the computational challenge encountered in computing warning accuracy for large-scale randomized experiments, called the “curse of symmetry,” we propose a computation strategy to adaptively reformulate a corresponding integer program with respect to the randomization design. Our computation strategy leverages some intrinsic characteristics of various randomization designs and recent advances in erasing symmetry in integer programming (Fogarty et al., 2016, 2017), which can be of independent interest. Our framework covers both Fisher’s sharp null and Neyman’s weak null and universally works for several
commonly used randomization designs. Our framework can also be applied to matched or stratified observational studies that adopt randomization tests. As a real-data application, we use our sensitivity analysis approach incorporated with related expert knowledge on prostate cancer diagnosis to provide evidence on whether the well-known puzzle concerning the contradictive effects of finasteride detected by the PCPT is due to actual effects or potential outcome misclassification bias. We also developed an open-source R package RIOM (i.e., Randomization Inference with Outcome Misclassification) for implementing our methods and for reproducible research, which is publicly available on GitHub (https://github.com/siyuheng/RIOM).

Model-based approaches (e.g., model-based average-case sensitivity analyses or bias correction approaches) in the previous literature on outcome misclassification can still be very useful, especially when we want to leverage side information and domain knowledge to study questions beyond the scope of questions Q1-Q3. As long as the models and assumptions are appropriately imposed, researchers can still perform further model-based analyses after adopting our model-free worst-case sensitivity analysis framework. The central spirit of our framework is: Before imposing any additional assumptions to a randomization test to conduct a model-assisted analysis for outcome misclassification, which incurs the risk of assumption violations or model misspecification, what useful information concerning outcome misclassification are we already able to learn from the experimental data?

2 Review

2.1 Randomization tests with binary outcomes

Suppose that there are $I \geq 1$ strata, and there are $n_i$ subjects in stratum $i$, $i = 1, \ldots, I$, with $N = \sum_{i=1}^{I} n_i$ subjects in total. Let $Z_{ij}$ be the treatment indicator of subject $j$ in stratum $i$: $Z_{ij} = 1$ if subject $j$ in stratum $i$ received treatment and $Z_{ij} = 0$ otherwise. Suppose that in stratum $i$ a fixed number $m_i$ of subjects are designed to receive the treatment,
and \( n_i - m_i \) subjects receive control, i.e., \( \sum_{j=1}^{n_i} Z_{ij} = m_i \) where \( m_i \in \{1, \ldots, n_i - 1\} \). Let \( Z = (Z_{11}, \ldots, Z_{In_i}) \in \{0, 1\}^N \) denote the treatment indicator vector and \( Z = \{Z \in \{0, 1\}^N : \sum_{j=1}^{n_i} Z_{ij} = m_i, i = 1, \ldots, I\} \) denote the collection of all possible treatment assignments. In a randomized experiment, the treatment assignments are random within each stratum, i.e.,

\[
P(Z = z \mid Z) = \prod_{i=1}^{I} \left( \frac{n_i}{m_i} \right)^{-1}, \quad \forall z \in Z.
\]

The randomization assumption (1) is also widely considered in design-based observational studies after adjusting for confounders using matching or stratification (Rosenbaum, 2002, 2020; Zubizarreta et al., 2014). The above setup covers a wide range of randomized experiments and observational studies. When \( I = 1 \), the study is called a completely randomized experiment. For \( I \geq 2 \), the study is a general stratified/blocked randomized experiment or observational study. When \( n_i = 2 \) for all \( i \), the study is a paired randomized experiment or pair-matched observational study. When \( m_i = 1 \) and \( n_i = n \geq 3 \) for all \( i \), the study is a randomized experiment or observational study with multiple controls. When \( m_i = 1 \) for all \( i \) while \( n_i \) may vary with \( i \), the study is a randomized experiment or observational study with variable controls. When \( \min\{m_i, n_i - m_i\} = 1 \) for all \( i \), the study is a finely stratified experiment (Fogarty, 2018) or an observational study with full matching (Hansen, 2004). See Imbens and Rubin (2015) and Rosenbaum (2002, 2020) for detailed introductions to various study designs in randomized experiments and design-based observational studies.

**Remark 1.** Following the arguments in Chapter 3 of Rosenbaum (2002), equation (1) also holds in matched or stratified observational studies assuming (i) exact matching/stratification on measured confounders, (ii) no unmeasured confounding, and (iii) independence across matched sets or stratum. Then, under the above assumptions, randomization tests based on equation (1) can be similarly conducted in matched/stratified observational studies as in randomized experiments (Rosenbaum, 2002; Zubizarreta et al., 2014; Fogarty et al., 2016). In some studies, however, the randomization assumption (i.e., equation (1)) can be violated.
due to either inexact matching/stratification on measured confounders or the existence of unmeasured confounders. Therefore, researchers often first conduct a randomization test using equation (1) as a working assumption, and then conduct a sensitivity analysis to assess sensitivity of the aforementioned randomization test to violation of equation (1) (Rosenbaum, 2002; Zubizarreta et al., 2014; Fogarty et al., 2017; Zhao, 2019).

Let \( Y_{ij} \in \{0, 1\} \) be the true outcome of subject \( j \) in stratum \( i \) and \( Y = (Y_{11}, \ldots, Y_{in_i}) \).

Following the potential outcomes framework (Neyman, 1923; Rubin, 1974), let \( Y_{ij}(1) \) and \( Y_{ij}(0) \) be the potential true outcome under treatment and that under control of subject \( j \) in stratum \( i \) respectively, therefore \( Y_{ij} = Y_{ij}(1)Z_{ij} + Y_{ij}(0)(1 - Z_{ij}) \). In a randomization test for randomized experiments or observational studies, potential outcomes are fixed values, and the only probability distribution that enters a randomization test is the randomization condition (1) (Rosenbaum, 2002; Imbens and Rubin, 2015). Fisher’s sharp null of no effect on any subject (Fisher, 1935) asserts that \( H_0^{\text{sharp}}: Y_{ij}(1) = Y_{ij}(0), \forall i, j \). The commonly used randomization test for testing \( H_0^{\text{sharp}} \) with binary outcomes are Fisher’s exact test (when \( I = 1 \)) and the randomization-based Mantel-Haenszel test (when \( I \geq 1 \)), of which the test statistic is defined as \( T_{\text{M-H}}(Z, Y) = \sum_{i=1}^{I} \sum_{j=1}^{n_i} Z_{ij}Y_{ij} \) (Mantel and Haenszel, 1959). The Mantel-Haenszel test reduces to Fisher’s exact test when \( I = 1 \) and reduces to McNemar’s test when \( n_i = 2 \) for all \( i \) (Cox and Snell, 2018). Researchers commonly use the following finite-population central limit theorem (Rosenbaum, 2002; Li and Ding, 2017) to test \( H_0^{\text{sharp}}: \frac{T_{\text{M-H}} - E(T_{\text{M-H}})}{\sqrt{\text{Var}(T_{\text{M-H}})}} \overset{\mathcal{D}}{\sim} N(0, 1) \) under \( H_0^{\text{sharp}} \), where \( E(T_{\text{M-H}}) = \sum_{i=1}^{I} \frac{m_i}{n_i} \sum_{j=1}^{n_i} Y_{ij} \) and \( \text{Var}(T_{\text{M-H}}) = \sum_{i=1}^{I} \frac{m_i(\sum_{j=1}^{n_i} Y_{ij})(n_i - \sum_{j=1}^{n_i} Y_{ij})(n_i - m_i)}{n_i^2(n_i - 1)} \). In a two-sided level-\( \alpha \) testing procedure, researchers reject \( H_0^{\text{sharp}} \) if and only if \( \frac{(T_{\text{M-H}} - E(T_{\text{M-H}}))^2}{\text{Var}(T_{\text{M-H}})} > \chi^2_{1, 1-\alpha} \), where \( \chi^2_{1, 1-\alpha} \) is \( 1 - \alpha \) quantile of chi-squared distribution with one degree of freedom.

In addition to Fisher’s sharp null \( H_0^{\text{sharp}} \), another extensively considered null hypothesis is Neyman’s weak null of no average treatment effect \( H_0^{\text{weak}} \): \( \frac{1}{I} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (Y_{ij}(1) - Y_{ij}(0)) = 0 \) (Neyman, 1923), which can be tested using the commonly used randomization-based
difference-in-means estimator (i.e., the Neyman estimator): \( T_{\text{Neyman}}(Z, Y) = \sum_{i=1}^{I} \frac{n_i}{N} \hat{\tau}_i \)

where \( \hat{\tau}_i = \frac{1}{m_i} \sum_{j=1}^{n_i} Z_{ij}Y_{ij} - \frac{1}{m_i-m_i} \sum_{j=1}^{n_i} (1-Z_{ij})Y_{ij} \) (Neyman, 1923); see Appendix A.1 for details. One characteristic of our sensitivity analysis framework is that it works for both Fisher’s sharp null and Neyman’s weak null. In the main text, we will focus on Fisher’s sharp null to explain our sensitivity analysis idea. Parallel discussions under Neyman’s weak null case are presented in the online supplementary materials.

2.2 Some basic concepts about outcome misclassification

As discussed in Section 1.1, in practice the measured outcomes \( Y^* = (Y^*_{11}, \ldots, Y^*_{In_i}) \) may be subject to misclassification (i.e., \( Y^* \neq Y \)), and a hypothesis testing result based on \( Y^* \) may differ from that based on the true outcomes \( Y \). In outcome misclassification and binary classification literature, the measured outcome \( Y^*_{ij} \) is said to be a true positive if \( (Y^*_{ij}, Y_{ij}) = (1, 1) \), a false positive if \( (Y^*_{ij}, Y_{ij}) = (1, 0) \), a true negative if \( (Y^*_{ij}, Y_{ij}) = (0, 0) \), or a false negative if \( (Y^*_{ij}, Y_{ij}) = (0, 1) \). Let \( TP, FP, TN, \) and \( FN \) denote the total number of subjects that lie in the above four categories, respectively. One of the most fundamental and widely used measures of the precision of \( Y^* \) is accuracy, which is defined as the proportion of correct classification among \( Y^* \) under the true outcomes \( Y \) (denoted as \( \mathcal{A}(Y^* | Y) \)):

\[
\mathcal{A}(Y^* | Y) = \frac{TP + TN}{TP + FP + TN + FN} = \frac{\sum_{i=1}^{I} \sum_{j=1}^{n_i} 1(Y^*_{ij} = Y_{ij})}{N}.
\]

Note that accuracy \( \mathcal{A}(Y^* | Y) \) is a model-free and finite-population-exact concept and is therefore especially compatible with the randomization testing framework, which directly works with the finite-population study subjects in hand and does not require assuming any super-population distribution on the study subjects.
3 A model-free sensitivity analysis approach for outcome misclassification in randomization tests

3.1 Concepts and methodology

Since outcome misclassification often exists in randomized experiments and can severely bias the downstream randomization tests, after obtaining a causal conclusion (e.g., rejecting some causal null hypothesis or not) reported by a randomization test based on the measured outcomes, a natural and fundamental question is: how many misclassified outcomes are needed at least to overturn that causal conclusion? We call this quantity the “minimal alteration number.” Or equivalently, what is the threshold such that the causal conclusion based on the measured outcomes may differ from that based on the true outcomes if the accuracy of the measured outcomes did not surpass that threshold? We call this threshold the “warning accuracy,” for which a rigorous definition is given below.

**Definition 1** (Warning Accuracy). Let $\mathcal{D}_\alpha(Z, Y^*)$ and $\mathcal{D}_\alpha(Z, Y)$ denote the level-$\alpha$ hypothesis testing result (rejecting the null hypothesis or not) based on the measured outcomes $Y^*$ and that based on the true outcomes $Y$ respectively, and $\mathcal{A}(Y^* | Y)$ the accuracy of $Y^*$ under $Y$. The warning accuracy given level $\alpha$, the treatment indicators $Z$, and the measured outcomes $Y^*$, is defined as

$$WA = \max_{Y: \mathcal{D}_\alpha(Z, Y^*) \neq \mathcal{D}_\alpha(Z, Y)} \mathcal{A}(Y^* | Y).$$

Then, the corresponding minimal alteration number is $(1 - WA) \times N$.

We here give three remarks on the warning accuracy $WA$ defined in Definition 1. First, it immediately follows from Definition 1 that if the actual outcome accuracy $\mathcal{A}(Y^* | Y) > WA$, we have $\mathcal{D}_\alpha(Z, Y^*) = \mathcal{D}_\alpha(Z, Y)$ while if $\mathcal{A}(Y^* | Y) \leq WA$, it may happen that $\mathcal{D}_\alpha(Z, Y^*) \neq \mathcal{D}_\alpha(Z, Y)$. Therefore, other things being equal, a smaller warning accuracy $WA$ indicates less sensitivity to outcome misclassification. Second, the warning accuracy
is model-free and finite-population-exact as it does not require assuming the study subjects are realizations from some super-population distribution or model, which keeps the essence of randomization tests and is a free lunch added to the conventional analysis of randomization tests. Third, the concept of warning accuracy is partially inspired by some widely used concepts in the model-free sensitivity analysis literature for unmeasured confounding in observational studies, such as E-value (VanderWeele and Ding, 2017) and sensitivity value (Zhao, 2018), both of which are defined as some measure of the minimal strength of unmeasured confounding needed to alter an association/causal conclusion (e.g., rejecting the null association/effect or not) of a naive analysis assuming no unmeasured confounding. Parallelly, the proposed warning accuracy is the minimal degree of outcome misclassification needed to alter a causal conclusion (e.g., rejecting the null effect or not) reported by a naive randomization test assuming no outcome misclassification.

We now use two simple examples to illustrate why reporting the warning accuracy, as a complement of the \( p \)-value reported by a naive randomization test assuming no outcome misclassification, can help researchers analyze a randomized experiment (or a design-based observational study using randomization tests) subject to outcome misclassification in a more comprehensive and rigorous way.

**Example 1.** Consider a completely randomized experiment with one treated subject and 1000 controls. Without loss of generality, suppose that the treatment indicators \( Z = (1, 0, \ldots, 0) \). Assume that the corresponding measured outcomes \( Y^* = (1, 0, \ldots, 0) \). Then the \( p \)-value under Fisher’s sharp null reported by Fisher’s exact test based on \( Y^* \) is \( 1/1001 < 0.001 \), which would be considered as very strong evidence of treatment effect for many scientific journals. However, if the true outcomes \( Y = (0, 0, \ldots, 0) \), the true \( p \)-value will be one (no evidence), even if \( Y^* \) and \( Y \) only differ by one case of misclassification. In this case, the warning accuracy is \( 1000/1001 \), implying high sensitivity to outcome misclassification, even if the \( p \)-value based on \( Y^* \) is very statistically significant.
Example 2. In a more practical setting, we consider the following two stratified randomized experiments with equal sample size (=17) and the same prespecified level of 0.05 (one-sided). It is easy to check that Study 1 has a smaller one-sided $p$-value (reported by the Mantel-Haenszel test under Fisher’s sharp null) but larger warning accuracy, while Study 2 has a larger one-sided $p$-value but smaller warning accuracy.

| Study 1 | Stratum 1 | Stratum 2 | Stratum 3 | $p$-value | Warning Accuracy |
|---------|-----------|-----------|-----------|-----------|-----------------|
| $Z$     | (1 0 1)   | (0 0 1 0 0) | (0 0 0 1 0 0 0) | 1/144     | 16/17           |
| $Y^*$   | (1 0 1)   | (0 0 1 0 0) | (0 0 0 1 0 0 0) |           |                 |

| Study 2 | Stratum 1 | Stratum 2 | Stratum 3 | $p$-value | Warning Accuracy |
|---------|-----------|-----------|-----------|-----------|-----------------|
| $Z$     | (1 0 0 0 0 0 0) | (1 1 0 1 0) | (0 0 1 1 0) | 1/100      | 15/17           |
| $Y^*$   | (0 0 0 0 0 0 0) | (1 1 0 1 0) | (0 0 1 1 0) |           |                 |

In summary, Example 1 shows that even a causal conclusion with a very small $p$-value reported by a randomization test can be very sensitive to outcome misclassification (i.e., high warning accuracy). Example 2 implies that a conclusion with a smaller $p$-value reported by a randomization test is not necessarily less sensitive to outcome misclassification than that with a larger $p$-value. Therefore, when outcome misclassification is a concern, reporting the warning accuracy can provide useful information about sensitivity to outcome misclassification. Such information cannot be covered by $p$-value reported by a randomization test based on measured outcomes and does not require any additional assumptions.

Reporting warning accuracy alone for a randomization test has two limitations. First, warning accuracy is a worst-case scenario sensitivity analysis for outcome misclassification in randomization tests. While an advantage of the worst-case scenario is its universal validity, additional information or expert knowledge may be able to shed light on whether the warning accuracy is conservative in some cases. Second, warning accuracy itself cannot suggest whether a causal conclusion reported by a randomization test is especially sensitive to one of the following four types of outcome misclassification: false positives among the treated group, false negatives among the treated group, false positives among the control
group, and false negatives among the control group. We propose another concept called “sensitivity weights” to overcome these two limitations, which is built on the definition of warning accuracy and the following concept called a “sensitive set.” A sensitive set refers to a minimal (in terms of cardinality) set of subjects such that if the outcomes of those subjects were misclassified, the causal conclusion based on the measured outcomes will be overturned. Therefore, it is a collection of subjects whose outcomes being misclassified would be particularly influential to the causal conclusion. A formal definition of a sensitive set is given below.

**Definition 2 (Sensitive Set).** Under the setting of Definition 1, let \( \tilde{Y} = (\tilde{Y}_{11}, \ldots, \tilde{Y}_{In}) \) be an optimal solution to the optimization problem (2) associated with the definition of warning accuracy. Then \( S = \{ij : \tilde{Y}_{ij} \neq Y^*_{ij}\} \) is called a sensitive set.

In practice, there may exist more than one sensitive set as the solution to the optimization problem involved in Definition 1 may not be unique. However, as we will show in Section 4, these different sensitive sets can be transformed into each other by some composition of within-strata and between-strata permutations and share the same quantities called sensitivity weights—the key to answer Q2 and Q3 described in Section 1.2.

**Definition 3 (Sensitivity Weights).** Under the setting of Definition 1, let \( S \) be a sensitive set. Then there is a set of sensitivity weights defined as the following 2 \( \times \) 2 table:

|        | False Positives | False Negatives |
|--------|----------------|-----------------|
| Treated| \( W_{FP}^T \) | \( W_{FN}^T \) |
| Control| \( W_{FP}^C \) | \( W_{FN}^C \) |

where \( W_{FP}^T, W_{FN}^T, W_{FP}^C, \) and \( W_{FN}^C \) denote the sensitivity weight of false positives in the treated group, that of false negatives in the treated group, that of false positives in the control...
group, and that of false negatives in the control group respectively, defined as

\[
W_{FP}^T = \frac{|\{ij : Z_{ij} = 1, Y_{ij}^* = 1, \tilde{Y}_{ij} = 0\}|}{|S|}, \quad W_{FN}^T = \frac{|\{ij : Z_{ij} = 1, Y_{ij}^* = 0, \tilde{Y}_{ij} = 1\}|}{|S|},
\]
\[
W_{FP}^C = \frac{|\{ij : Z_{ij} = 0, Y_{ij}^* = 1, \tilde{Y}_{ij} = 0\}|}{|S|}, \quad W_{FN}^C = \frac{|\{ij : Z_{ij} = 0, Y_{ij}^* = 0, \tilde{Y}_{ij} = 1\}|}{|S|}.
\]

Note that we have \(W_{FP}^T + W_{FN}^T + W_{FP}^C + W_{FN}^C = 1\).

The rationale of sensitivity weights is straightforward: since the causal conclusion is particularly sensitive to potential cases of outcome misclassification among the subjects in a sensitive set, then the proportion of each of the four types of outcome misclassification (i.e., false positives/negatives in the treated/control group) within a sensitive set offers a sensible quantification about if the causal conclusion is in particular sensitive to a certain type of outcome misclassification. For example, in Example 1 it is clear that the sensitivity weight of a false positive in the treated group is the dominant term according to Definition 3, suggesting that the causal conclusion is especially sensitive to a false positive in the treated group and therefore should be given priority when conducting a validation study.

### 3.2 Practical guidance

Putting all the concepts developed above together, to address Q1 described in Section 1.2, after reporting the \(p\)-value using a naive randomization test assuming no outcome misclassification, researchers can then report the warning accuracy under the prespecified significance level. A low warning accuracy suggests a causal conclusion’s high robustness to outcome misclassification. If the warning accuracy is relatively high instead, researchers should report the sensitivity weights and check if the dominant term among the four types of outcome misclassification (false positives/negatives in the treated/control group) agrees with that based on prior information and/or expert knowledge or not (we will illustrate such procedure in detail in Section 5). If this is the case, the causal conclusion drawn from the measured outcomes may be misleading even if the unknown actual outcome accuracy
equals or is close to that high warning accuracy. Otherwise, we would expect the actual accuracy needed to overturn the causal conclusion based on the measured outcomes to be lower, or even much lower, than that high warning accuracy. To address Q2 described in Section 1.2, we report the four sensitivity weights and observe if there is any dominant term among the four sensitivity weights. Such a term would be a strong sign that the causal conclusion reported by a randomization test based on the measured outcomes is particularly sensitive to that type of outcome misclassification. To address Q3 described in Section 1.2 if the warning accuracy is relatively high and the dominant term among the four sensitivity weights is expected in practice (i.e., the study is sensitive to outcome misclassification), then researchers may want to select a subset of study subjects for outcome validation. When choosing a validation subset, it makes sense to give priority to (i) the type of outcome misclassification with the dominant sensitivity weight and (ii) the subjects that belong to a sensitive set.

4 Computing warning accuracy and related quantities

4.1 The original problem formulation and the “curse of symmetry"

When the sample size $N$ is large, it is typically infeasible to calculate warning accuracy by hand as in Section 3. A general strategy for tackling a computationally extensive problem involving integers, such as calculating warning accuracy (2), is to appropriately formulate the problem into an integer program and apply a state-of-the-art optimization solver. To illustrate the general idea, we first consider testing $H_{\text{sharp}}^0$ with binary outcomes using the routinely used Mantel-Haenszel test, which reduces to Fisher’s exact test when $I = 1$ and McNemar’s test when $n_i = 2$ for all $i$. If $H_{\text{sharp}}^0$ was rejected by the Mantel Haenszel test based on $Y^*$, i.e., if $\frac{\left(T_{\text{M-H}}(Z,Y^*) - E(T_{\text{M-H}}(Z,Y^*))\right)^2}{\text{Var}(T_{\text{M-H}}(Z,Y^*))} > \chi^2_{1,1-\alpha}$, by Definition 1, the warning accuracy is the optimal value of the following integer quadratically constrained
linear program (IQCLP):

\[
\begin{align*}
&\text{maximize} & \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} Y_{ij}^* Y_{ij} + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) (1 - Y_{ij}) & \quad \text{(P0)} \\
&\text{subject to} & \left[ T_{M-H}(Z, Y) - E\{T_{M-H}(Z, Y)\} \right]^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_{M-H}(Z, Y)\} \leq 0.
\end{align*}
\]

The objective function of (P0) comes from Definition 1 and a simple observation that

\[
\sum_{i=1}^{I} \sum_{j=1}^{n_i} 1(Y_{ij}^* = Y_{ij}) = \sum_{i=1}^{I} \sum_{j=1}^{n_i} Y_{ij}^* Y_{ij} + \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) (1 - Y_{ij}),
\]

which is a linear function in $Y$ given $Y^*$. The inequality constraint of (P0) comes from the fact that $D_\alpha(Z, Y) \neq D_\alpha(Z, Y^*) = \text{"Reject"}$ if and only if

\[
\frac{\left[ T_{M-H}(Z, Y) - E\{T_{M-H}(Z, Y)\} \right]^2}{\text{Var}\{T_{M-H}(Z, Y)\}} \leq \chi^2_{1,1-\alpha},
\]

which can be rewritten as a quadratic constraint in $Y$ as in (P0). Instead, if $H_0^\text{sharp}$ fails to be rejected by the Mantel-Haenszel test based on $Y^*$, to compute the warning accuracy, we just need to solve a simple variant of (P0) with replacing the "$\leq 0$" with the "$\geq 0$" in the constraint. Typically, conducting a sensitivity analysis (e.g., calculating warning accuracy) or a validation study (whose study design can be guided by learning sensitivity weights) makes more sense if the study’s null hypothesis was rejected (i.e., some treatment effect was detected) by a primary analysis (Rosenbaum, 2002) based on measured outcomes, so in the rest of this paper we focus on the "$\leq 0$" constraint case. For calculating the warning accuracy under Neyman’s weak null, we just need to replace the inequality constraint in (P0) with $\{T_{\text{Neyman}}(Z, Y)\}^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_{\text{Neyman}}(Z, Y)\} \leq 0$ (or $\geq 0$), in which $\text{Var}\{T_{\text{Neyman}}(Z, Y)\}$ is a conservative variance estimator for $T_{\text{Neyman}}$ (see Appendix A.1 for details). This is still a quadratic constraint in $Y$. See Web Appendix A.3 for details.

Before discussing the computational issues in the next paragraph, we here give two important remarks: 1) In this article, to illustrate our general sensitivity analysis framework, we implemented the commonly used Mantel-Haenszel test (for sharp null) and the Neyman estimator (for weak null). To implement other randomization tests, say, some chosen randomization test statistics $T_*(Z, Y)$, we just need to replace the inequality constraint in (P0) with $\{T_*(Z, Y)\}^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_*(Z, Y)\} \leq 0$ (or $\geq 0$), as long as the finite-population central limit theorem holds for $T_*(Z, Y)$. 2) Our framework is flexible enough to incorpo-
rate additional prior information about outcome misclassification by imposing additional constraints into (P0). For example, a bound on the differences between the four types of outcome misclassification (i.e., false positives/negatives among the treated/control group) can be implemented by adding additional linear constraints into (P0).

The original problem formulation (P0) seems straightforward and natural. However, this seemingly reasonable integer program formulation can easily make the computation infeasible because of the so-called “curse of symmetry” (Margot, 2010), as will be explained further below. For clarity of the notation, without loss of generality, in Section 4.1 we temporarily re-organize subjects such that for each stratum $i$, we have: (i) $Z_{ij_1} \leq Z_{ij_2}$ as long as $j_1 \leq j_2$; (ii) $Y_{ij_1}^* \leq Y_{ij_2}^*$ as long as $j_1 \leq j_2$ and $Z_{ij_1} = Z_{ij_2}$. Following the typical notation in group theory (Scott, 2012), we let $(ij, ij')$ denote the permutation of the index set $\mathcal{I} = \{11, 12, \ldots , In_I\}$ such that index $ij$ exchanges with index $ij'$ while all other indexes remain the same. Define the following permutation group $G_{within}$ over $\mathcal{I}$: $G_{within} = \{\text{All possible compositions of any } (ij, ij') \text{ s.t. } Y_{ij}^* = Y_{ij'}^*, \text{ and } Z_{ij} = Z_{ij'}\}$. Let $gY$ denote that the permutation $g$ acts on the indexes in $Y: gY = g(Y_{11}, \ldots , Y_{In_I}) = (Y_{g(11)}, \ldots , Y_{g(In_I)})$. It is clear that for any $g \in G_{within}$, we have $\mathcal{A}(Y^* | gY) = \mathcal{A}(Y^* | Y)$ and $\mathcal{D}_\alpha (Z, gY) = \mathcal{D}_\alpha (Z, Y)$, i.e., the integer program (P0) is invariant under any permutation $g \in G_{within}$. We call this property within-strata symmetry. Then for each stratum $i$, let $\Lambda_i = (\Lambda_i^{00}, \Lambda_i^{01}, \Lambda_i^{10}, \Lambda_i^{11}) = (\sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*), \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*, \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*), \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*)$ denote the measured $2 \times 2$ table of stratum $i$. Let $S$ denote the number of unique $2 \times 2$ tables among $\{\Lambda_i, i = 1, \ldots , I\}$, and let $P_s$ denote the number of strata with the measured $2 \times 2$ tables equalling the $s$-th unique table $\Lambda_{[s]} = (\Lambda_{[s]}^{00}, \Lambda_{[s]}^{01}, \Lambda_{[s]}^{10}, \Lambda_{[s]}^{11})$, $s = 1, \ldots , S$, therefore $\sum_{s=1}^{S} P_s = I$. For two strata $i$ and $i'$ with $n_i = n_{i'}$, we let $(i, i') = (i1, i'1) \ldots (in_i, i'n_{i'})$ denote the permutation of $\mathcal{I}$ such that stratum $i$’s indexes element-wisely exchange with stratum $i'$’s indexes while all other indexes remain the same. Define the following permutation group $G_{between} = \{\text{All possible compositions of any } (i, i') \text{ s.t. } \Lambda_i = \Lambda_{i'}\}$ over
It is clear that for any $g \in G_{\text{between}}$, we also have $A(Y^* \mid gY) = A(Y^* \mid Y)$ and $D_\alpha(Z, gY) = D_\alpha(Z, Y)$, i.e., the integer program (P0) is invariant under any permutation $g \in G_{\text{between}}$. We call such property as \textit{between-strata symmetry}. An illustration of the two types of symmetry (i.e., within-strata and between-strata symmetry) is given in Table \ref{table:symmetry}.

Putting the above discussions together, define the permutation group $G = \{\text{All possible compositions of elements from } G_{\text{within}} \text{ and } G_{\text{between}}\}$. For any $g \in G$, the integer program (P0) is invariant under permutation $g$. Note that

$$|G| = |G_{\text{between}}| \times |G_{\text{within}}| = \prod_{s=1}^S P_s! \times \prod_{i=1}^l \Lambda_0^{00}_i \Lambda_0^{01}_i \Lambda_1^{10}_i \Lambda_1^{11}_i !,$$

which is an extremely large number if $N$ is large, indicating an extremely high degree of symmetry of the integer program (P0) and resulting in computational infeasibility of solving (P0) due to the so-called “curse of symmetry,” which refers to a general fact that an integer program is typically computationally infeasible if its variables can be permuted in many ways (e.g., $|G|$ is large) without changing the problem structure (Margot, 2010).

In addition to the computational challenge, another implication of the above arguments is that, as mentioned in Section \ref{sec:intrinsic} a sensitive set (i.e., an optimal solution to the integer program (P0)) itself is not an intrinsic concept because for a given sensitive set, its transformation under some between-strata permutations (as in $G_{\text{between}}$) and/or within-strata permutations (as in $G_{\text{within}}$) is still a sensitive set. However, a simple but important observation is that these different sensitive sets have the same sensitivity weights. As mentioned in Section \ref{sec:intrinsic} this motivates us to introduce an intrinsic concept associated with a sensitive set – sensitivity weights, which is invariant under any permutations in $G_{\text{between}}$ and $G_{\text{within}}$ and therefore provides an intrinsic quantification of a causal conclusion’s relative sensitivity to the four different types of outcome misclassification.
4.2 Two types of randomization designs and an adaptive reformulation strategy

In Section 4.2, we propose a general strategy to solve the “curse of symmetry" encountered when calculating the warning accuracy according to the original problem formulation (P0). The core idea of our strategy is to reformulate the integer program (P0) with respect to an intrinsic characteristic of various randomization designs—whether within-strata symmetry dominates between-strata symmetry for that randomization design or vice versa. Specifically, we classify many common randomization designs into the following two types:

1) **Type I randomization designs**: those in which within-strata symmetry dominates between-strata symmetry (i.e., |G_{within}| ≫ |G_{between}|). This class of randomization designs includes some commonly used randomization designs (including randomized experiments and observational studies adopting randomization-based inference), such as completely randomized experiments (for which |G_{between}| = 1) and stratified/blocked randomized experiments or observational studies with most strata/blocks being large.

2) **Type II randomization designs**: those in which between-strata symmetry dominates within-strata symmetry (i.e., |G_{between}| ≫ |G_{within}|). This class of randomization designs includes some widely used randomization designs such as paired randomized experiments or pair-matched observational studies (for which |G_{within}| = 1), randomized experiments or observational studies with multiple controls, randomized experiments or observational studies with variable controls, finely stratified experiments or observational studies with full matching, and stratified/blocked randomized experiments or observational studies with most strata/blocks being small.

### 4.2.1 Type I: within-strata symmetry dominates between-strata symmetry

We first show how to reformulate the integer program (P0) for type I randomization designs. By independence of treatment assignments between strata, the definition of \( A(Y \mid Y^*) \), and
the definition of the Mantel-Haenszel test, the accuracy (the objective function of (P0)) can be determined by the $I \times 2 \times 2$ tables \( \{ \sum_{j=1}^{n_i} 1(Y_{ij}^* = b, Y_{ij} = c) : b, c \in \{0, 1\} \} \) (\( i = 1, \ldots, I \)) and the constraint’s feasibility (i.e., the Mantel-Haenszel test fails to reject $H_0^{\text{sharp}}$ based on $Y$) can be determined by the $I \times 2 \times 2$ tables \( \{ \sum_{j=1}^{n_i} 1(Z_{ij} = a, Y_{ij}^* = b, Y_{ij} = c) : a, b, c \in \{0, 1\} \} \) (\( i = 1, \ldots, I \)). Therefore, the integer program (P0) can be determined by the $I \times 2 \times 2$ tables \( \{ \sum_{j=1}^{n_i} 1(Z_{ij} = a, Y_{ij}^* = b, Y_{ij} = c) : a, b, c \in \{0, 1\} \} \) (\( i = 1, \ldots, I \)). Because $Z$ and $Y^*$ have been observed, for each stratum $i$, the $i$-th $2 \times 2 \times 2$ table only has the following four degrees of freedom: $\Upsilon_i^{00} = \sum_{j=1}^{n_i} 1(Z_{ij} = 0, Y_{ij}^* = 0, Y_{ij} = 1)$, $\Upsilon_i^{01} = \sum_{j=1}^{n_i} 1(Z_{ij} = 0, Y_{ij}^* = 1, Y_{ij} = 1)$, $\Upsilon_i^{10} = \sum_{j=1}^{n_i} 1(Z_{ij} = 1, Y_{ij}^* = 0, Y_{ij} = 1)$, and $\Upsilon_i^{11} = \sum_{j=1}^{n_i} 1(Z_{ij} = 1, Y_{ij}^* = 1, Y_{ij} = 1)$. Let $\Upsilon = (\Upsilon_1^{00}, \Upsilon_1^{01}, \Upsilon_1^{10}, \Upsilon_1^{11}, \ldots, \Upsilon_I^{00}, \Upsilon_I^{01}, \Upsilon_I^{10}, \Upsilon_I^{11}) \in \mathbb{Z}^{4I}$ and $\bar{\Upsilon}_i = \Upsilon_i^{00} + \Upsilon_i^{01} + \Upsilon_i^{10} + \Upsilon_i^{11}$, then (P0) can be reformulated as the following IQCLP (P1):

$$\max_{\Upsilon \in \mathbb{Z}^{4I}} \frac{1}{N} \sum_{i=1}^{I} (\Upsilon_i^{01} + \Upsilon_i^{11} - \Upsilon_i^{00} - \Upsilon_i^{10}) + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) \tag{P1}$$

s.t. \[
\left\{ \sum_{i=1}^{I} (\Upsilon_i^{10} + \Upsilon_i^{11}) - \sum_{i=1}^{I} \frac{m_i \bar{\Upsilon}_i}{n_i} \right\} \cdot \chi^2_{\alpha, 1} \cdot \sum_{i=1}^{I} \frac{n_i \bar{\Upsilon}_i(n_i - \bar{\Upsilon}_i)(n_i - m_i)}{n_i^2(n_i - 1)} \leq 0,
\]

\[0 \leq \Upsilon_i^{00} \leq \sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*), \quad 0 \leq \Upsilon_i^{01} \leq \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*, \]

\[0 \leq \Upsilon_i^{10} \leq \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*), \quad 0 \leq \Upsilon_i^{11} \leq \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*, \quad \forall i.
\]

Note that in (P1), in addition to rewriting the objective function and constraint of (P0) in terms of new decision variables $\Upsilon$, we also add the bounding constraints for $\Upsilon$. It is clear that there is no within-strata symmetry anymore in (P1), which was previously a major source of symmetry in the original formulation (P0) for type I randomization designs. The above argument also works for the case of testing Neyman’s weak null $H_0^{\text{weak}}$ with type I randomization designs; see Web Appendix B.3 for details. In Web Appendix C, we showed how to calculate sensitivity weights and a collection of sensitive sets after solving (P1).
4.2.2 Type II: between-strata symmetry dominates within-strata symmetry

Our strategy of reformulating the integer program (P0) for type II randomization designs is inspired by both the observations discussed in Section 4.2.1 and an idea from Fogarty et al. (2016). Specifically, in Fogarty et al. (2016), to find the worst-case variance estimator for the average treatment effect with binary outcomes after matching, instead of manipulating the potential outcomes based on the treatment indicators and observed outcomes, the authors proposed to list all possible $2 \times 2 \times 2$ tables (in terms of treatment indicators, observed outcomes, and potential outcomes) based on observed data and manipulate the number of each possible $2 \times 2 \times 2$ table that enter into randomization inference. Although in this paper we are studying a totally different problem, we can combine this idea and the arguments in Section 4.2.1 to reformulate the integer program (P0) for type II randomization designs.

A high-level summary of the idea is: for type II randomization designs, there are many "words" (strata) but not many "vocabularies" (all possible $2 \times 2 \times 2$ tables in terms of binary treatment indicators, binary measured outcomes, and binary true outcomes, given the observed data). Therefore, instead of directly manipulating the potential $2 \times 2 \times 2$ table for each stratum as in (P1), we first create a "dictionary" that lists all possible unique $2 \times 2 \times 2$ tables based on measured $2 \times 2$ tables (in terms of treatment indicators and measured outcomes) and then manipulate the total number of strata that have certain $2 \times 2 \times 2$ table. We call this strategy the "dictionary method." Specifically, for the $s$-th unique $2 \times 2$ table $\Lambda_{[s]} = (\Lambda_{[s]}^{00}, \Lambda_{[s]}^{01}, \Lambda_{[s]}^{10}, \Lambda_{[s]}^{11}), s = 1, \ldots, S$, let $\tilde{n}_s$ and $\tilde{m}_s$ denote its number of total study subjects and its number of treated subjects. Moreover, for the $s$-th unique $2 \times 2$ table $\Lambda_{[s]}$, there are $\tilde{N}_s = (\Lambda_{[s]}^{00} + 1)(\Lambda_{[s]}^{01} + 1)(\Lambda_{[s]}^{10} + 1)(\Lambda_{[s]}^{11} + 1)$ possible unique $2 \times 2 \times 2$ tables $\{ \sum_{j=1}^{\tilde{n}_s} 1(Z_{ij} = a, Y_{ij}^* = b, Y_{ij} = c) : a, b, c \in \{0, 1\} \}$ ($s = 1, \ldots, S$). Let $d_{sp}$ be the number of the $p$-th unique $2 \times 2 \times 2$ table $\Delta_{sp}$ for the $s$-th unique table $\Lambda_{[s]}$, $s = 1, \ldots, S$ and $p = 1, \ldots, \tilde{N}_s$. Since $Z$ and $Y^*$ are given, each $2 \times 2 \times 2$ table $\Delta_{sp}$ can be uniquely determined by four numbers $\Delta_{sp}^{00} = \sum_{j=1}^{\tilde{n}_s} 1(Z_{ij} = 0, Y_{ij}^* = 0, Y_{ij} = 1)$,
\[ \Delta_{sp}^{01} = \sum_{j=1}^{\tilde{n}_s} 1(Z_{ij} = 0, Y_{ij}^* = 1, Y_{ij} = 1), \quad \Delta_{sp}^{10} = \sum_{j=1}^{\tilde{n}_s} 1(Z_{ij} = 1, Y_{ij}^* = 0, Y_{ij} = 1), \quad \Delta_{sp}^{11} = \sum_{j=1}^{\tilde{n}_s} 1(Z_{ij} = 1, Y_{ij}^* = 1, Y_{ij} = 1). \]

Let \( \check{\Delta}_{sp} \) be \( \Delta_{sp}^{00} + \Delta_{sp}^{01} + \Delta_{sp}^{10} + \Delta_{sp}^{11} \), then we can reformulate the integer program (P0) as the following IQCLP (P2):

\[
\begin{align*}
\max & \quad \frac{1}{N} \sum_{s=1}^S \sum_{p=1}^{\tilde{N}_s} d_{sp} (\Delta_{sp}^{01} + \Delta_{sp}^{11} - \Delta_{sp}^{00} - \Delta_{sp}^{10}) \quad \text{P2} \\
\text{s.t.} & \quad \left\{ \sum_{s=1}^S \sum_{p=1}^{\tilde{N}_s} d_{sp} (\Delta_{sp}^{10} + \Delta_{sp}^{11}) - \sum_{s=1}^S \sum_{p=1}^{\tilde{N}_s} d_{sp} \left( \frac{\tilde{m}_s \check{\Delta}_{sp}}{\tilde{n}_s} \right) \right\}^2 \\
& \quad - \chi^2_{1, 1-\alpha} \cdot \sum_{s=1}^S \sum_{p=1}^{\tilde{N}_s} d_{sp} \frac{\tilde{m}_s \check{\Delta}_{sp} (\tilde{n}_s - \check{\Delta}_{sp}) (\tilde{n}_s - \tilde{m}_s)}{\tilde{n}_s^2 (\tilde{n}_s - 1)} \leq 0,
\end{align*}
\]

\[ \sum_{p=1}^{\tilde{N}_s} d_{sp} = P_s, \quad \forall s \]

Note that in (P2), \((\Delta_{sp}^{00}, \Delta_{sp}^{01}, \Delta_{sp}^{10}, \Delta_{sp}^{11})\) are fixed numbers (i.e., “vocabularies" listed in a “dictionary") and the decision variables are \(d_{sp}\), i.e., the total number of strata that take the unique \(2 \times 2 \times 2\) table \((\Delta_{sp}^{00}, \Delta_{sp}^{01}, \Delta_{sp}^{10}, \Delta_{sp}^{11})\). It is clear that there is neither within-strata symmetry nor between-strata symmetry in (P2) and, therefore, surpasses the formulation (P1) in terms of erasing symmetry. However, the dimension of the decision variables in (P2) is \(\sum_{s=1}^S \tilde{N}_s = \sum_{s=1}^S (\Lambda_{[s]}^0 + 1)(\Lambda_{[s]}^1 + 1)(\Lambda_{[s]}^{10} + 1)(\Lambda_{[s]}^{11} + 1)\), which is typically very high for type I randomization designs, but is typically not high for type II randomization. Therefore, for type II randomization designs, it is appropriate to reformulate (P0) as (P2). Whereas, for type I randomization designs, for which within-strata symmetry is the main concern, it is more appropriate to reformulate (P0) as (P1).

The above argument also works for the case of testing Neyman’s weak null with type II randomization designs; see Web Appendix B.4 for details. A method of calculating sensitivity weights and a collection of sensitive sets after solving (P2) is given in Web Appendix C.
4.3 Simulation studies

We conduct simulations to study the computational efficiency of the adaptive reformulation strategy proposed in Section 4.2 with a modern optimization solver Gurobi (Gurobi Optimization, LLC, 2022). We also gain some insights into how warning accuracy and sensitivity weights vary with the effect size and sample size. Note that the data-generating processes described below are only intended for automatically generating data sets for simulations, as our framework works for finite-population data sets and does not require assuming some specific data-generating model. We investigate both type I and type II randomization designs by considering the following two simulation scenarios:

- **Simulation Scenario 1 (for Type I randomization designs):** We consider a stratified randomized experiment (or a stratified observational study adopting randomization tests) with \( I = 40 \) or 200 strata. We let \( U(A) \) denote the uniform distribution over the set \( A \). In each independent simulation run, for each \( i = 1, \ldots, I \) we randomly draw \( m_i \) from \( U(\{10, 11, \ldots, 40\}) \) and then randomly draw \( n_i - m_i \) from \( U(\{10, 11, \ldots, 40\}) \). The expected total number of study subjects \( E(N) = \{E(m_i) + E(n_i - m_i)\} \cdot I = 50I = 2000 \) or 10,000.

- **Simulation Scenario 2 (for Type II randomization designs):** We consider a finely stratified randomized experiment (or a matched observational study with full matching) with \( I = 400 \) or 2000 strata. In each independent simulation run, for each \( i = 1, \ldots, I \) we randomly generate \( m_i \) and \( n_i - m_i \) based on the following procedure: we first set \( \min\{m_i, n_i - m_i\} = 1 \) and draw \( \max\{m_i, n_i - m_i\} \) from \( U(\{1, 2, \ldots, 7\}) \) and then randomly assign \( \min\{m_i, n_i - m_i\} \) and \( \max\{m_i, n_i - m_i\} \) to \( m_i \) and \( n_i - m_i \). Then we have \( E(N) = \{E(m_i) + E(n_i - m_i)\} \cdot I = 5I = 2000 \) or 10,000.

For both Simulation Scenarios 1 and 2, in each independent simulation run, we generate \( Z \) and \( Y^* \) according to the following procedure: 1) Given the generated \( n_i \) and \( m_i \), the
treatments are randomly assigned within each stratum, i.e., the randomization assumption (1) holds. 2) We then independently generate a measured outcome $Y_{ij}^*$ for each study subject $ij$ according to: $Y_{ij}^* \sim \text{Bernoulli}(p_1)$ if $Z_{ij} = 1$ and $Y_{ij}^* \sim \text{Bernoulli}(p_0)$ if $Z_{ij} = 0$ (see Remark 2 for more details). We here consider testing Fisher’s sharp null $H_0^{\text{sharp}}$. The parallel simulation studies for Neyman’s weak null $H_0^{\text{weak}}$ are reported in Web Appendix D. After conducting 1000 independent simulation runs for each of the different prespecified sets of $(E(N), p_0, p_1)$ (18 sets in total) under Simulation Scenarios 1 and 2, we report the corresponding average computation time, average warning accuracy and average sensitivity weights in Table 2.

Remark 2. Here are some further details about the specific procedure for obtaining the results in Table 2: (i) As mentioned in Section 4.1 of the main text, conducting a sensitivity analysis typically makes more sense when a treatment effect is detected in a primary analysis (Rosenbaum, 2002) based on measured outcomes $Y^*$. Therefore, we exclude a small percent of simulation runs (i.e., generated data sets) in which the null hypothesis failed to be rejected based on the generated measured outcomes (107 out of 36,000 runs). (ii) For the remaining 35,893 simulation runs, to avoid our simulation study failing to be finished in a tolerable amount of time, we force a simulation run to stop if it exceeds 100 seconds before finding the exact solution, report the total number of such cases, and exclude such cases when calculating the average computation time, warning accuracy, and sensitivity weights. It turns out that such potentially computationally infeasible cases (i.e., the computation time for finding the exact solution exceeds 100 seconds) are very rare (5 out of 35,893 runs), and our framework can efficiently find the exact solution in most cases. (iii) The computation was done by the optimization solver Gurobi (version 9.1) and a laptop computer with a 1.6 GHz Dual-Core Intel Core i5 processor and 4 GB 1600 MHz DDR3 memory.

From the simulation results in Table 2, we see that: 1) In most simulation runs, our computation strategy for calculating warning accuracy and sensitivity weights is very ef-
cient, with the average computation time being a few seconds, even for large data sets (e.g., $E(N) = 10,000$). 2) Other things being equal, warning accuracy decreases as measured effect size (i.e., the difference in $p_0$ and $p_1$) increases, which agrees with the fact that detection of a treatment effect is less sensitive to outcome misclassification if the measured effect size is larger. 3) Specific values of sensitivity weights should depend on the specific randomization design, sample size, and $(p_0, p_1)$, but we can still observe some general patterns from the simulations. First, when a positive treatment effect was detected (i.e., $p_1 > p_0$ and $H^\text{sharp}_0$ was rejected), only $W_{FP}^T$ and $W_{FN}^C$ can be non-zero. This agrees with the simple fact that there are only two types of outcome misclassification that can overturn a detected positive treatment effect: false positives among the treated group and false negatives among the control group. Similarly, when a negative treatment effect was detected (i.e., $p_1 < p_0$ and $H^\text{sharp}_0$ was rejected), only $W_{FN}^T$ and $W_{FP}^C$ can be non-zero. Second, among the two non-zero sensitivity weights, which one dominates the other depends on the specific randomization design and $(p_0, p_1)$. For example, for both Simulation Scenarios 1 and 2, when $p_0 = 0.3$ and $p_1 = 0.4$, $W_{FN}^T$ dominates $W_{FP}^T$, while when $p_0 = 0.6$ and $p_1 = 0.9$, $W_{FP}^T$ dominates $W_{FN}^C$ instead. In some cases, the two non-zero sensitivity weights are comparable; see $p_0 = 0.9$ and $p_1 = 0.2$ for Simulation Scenarios 1 and 2.

5 Application: understanding the puzzle in the PCPT using the proposed sensitivity analysis approach

We now apply our newly developed sensitivity analysis approach to help understand the puzzle in the PCPT (a type I randomization design) described in Section 1.1.1. Following Thompson et al. (2003), the prespecified significance level $\alpha$ is 0.05. We apply the adaptive reformulation strategy developed in Section 4 to calculate warning accuracy (equivalently, minimal alteration number) and sensitivity weights for the two binary outcomes of interest: incident prostate cancer (cancer versus no cancer) and incident high-grade prostate cancer.
(high-grade prostate cancer versus no cancer or low-grade cancer) at 7 years. See Table 3 for the results of sensitivity analyses.

We now give an interpretation of the results in Table 3. First, according to the reported values of warning accuracy and minimal alteration number, in a worst-case scenario sensitivity analysis, the causal conclusion concerning the prevention effect of finasteride on prostate cancer is less sensitive to outcome misclassification than the causal conclusion concerning the promotion effect on high-grade prostate cancer (the two values of warning accuracy differ by 1.5%). A 1.5% difference in warning accuracy is nontrivial as the sample size is large (over 9000 study subjects), and it corresponds to a difference of 136 in the minimal alteration number. In other words, to alter the causal conclusion concerning the prevention effect, it requires $147/11 \approx 13.4$ times more cases of outcome misclassification than that required by the causal conclusion concerning the promotion effect.

Second, we leverage the reported sensitivity weights and related prior information and expert knowledge concerning prostate cancer diagnosis to further investigate sensitivity to outcome misclassification for each of the two causal conclusions. From the reported sensitivity weights in Table 3, we learn that for both of the causal conclusions, the major concern is false negatives: the dominant term among the sensitivity weights for the prevention effect is false negatives among the finasteride (treated) group and that for the promotion effect is false negatives among the placebo (control) group. For each of the two causal conclusions, is it plausible that the dominant term among the sensitivity weights is exactly the dominant term among the four actual numbers of outcome misclassification cases? We now use related prior information and expert knowledge to shed light on this issue for the two outcomes of interest. We define the following notation: $N_T$—number of treated subjects; $N_C$—number of control subjects; $p_{T,1}$ (or $p_{T,0}$)—proportion of positive (or negative) true outcomes among the treated subjects; $p_{C,1}$ (or $p_{C,0}$)—proportion of positive (or negative) true outcomes among the control subjects; $\pi_{T,1|0}$ (or $\pi_{T,0|1}$)—proportion of false
positives (or false negatives) among the treated subjects with true outcomes being negative (or positive); \( \pi_{C,1|0} \) (or \( \pi_{C,0|1} \))—proportion of false positives (or false negatives) among the control subjects with true outcomes being negative (or positive). Then the total number of each of the four types of outcome misclassification (false positives/negatives among the treated/control group) can be decomposed into the product of these three terms, as shown in Table 4.

For the PCPT, we have the following related prior information or expert knowledge:
(i) We have \( N_T \approx N_C \) by design. (ii) Even if there are misclassified outcomes, it may still be sensible to get some sense of the values of \( (p_{T,0}, p_{T,1}, p_{C,0}, p_{C,1}) \) using measured outcomes. Based on measured outcomes, for the prostate cancer (all grades) outcome, \( p_{T,0} \approx 82\%, p_{T,1} \approx 18\%, p_{C,0} \approx 76\%, p_{C,1} \approx 24\% \). For the high-grade prostate cancer outcome, \( p_{T,0} \approx 94\%, p_{T,1} \approx 6\%, p_{C,0} \approx 95\%, p_{C,1} \approx 5\% \). Here “\( \approx \)" means a very rough estimation based on measured outcomes (misclassification bias may exist). (iii) Finasteride substantially improves the detection of prostate cancer (all-grades). According to NIH (2013): ”Finasteride has several effects on the prostate that allow better detection of prostate cancers. The drug shrinks the prostate, reducing its size and volume and increasing the chance that a biopsy will find existing cancers.” Meanwhile, finasteride also greatly improves accuracy in prostate cancer grading at biopsy (Redman et al., 2008). Therefore, we expect \( \pi_{C,0|1} \gg \pi_{T,0|1} \) for both outcomes.

Therefore, according to (i), (ii), and (iii), we expect that: 1) For the prostate cancer outcome, false negatives among the treated (finasteride) group (i.e., the dominant term among the four sensitivity weights) should not be the actual dominant term among the four types of outcome misclassification, as at least we expect that the number of false negatives among the treated should not dominate the number of false negatives among controls. Consequently, we expect that for the prostate cancer outcome, the actual accuracy needed to overturn the causal conclusion about the prevention effect should be lower than
the warning accuracy of 98.37%. 2) For the high-grade prostate cancer outcome, false negatives among the control (placebo) group (i.e., the dominant term among the four sensitivity weights) could be the actual dominant term among the four types of outcome misclassification, as we at least expect that the number of false negatives among controls should dominate the number of false negatives among the treated. Although whether the number of false negatives among controls dominates the number of false positives among the treated/control group needs further investigation and information, unlike the prostate cancer outcome (prevention effect), for the high-grade prostate cancer outcome we currently do not have evidence that the actual accuracy needed to overturn the causal conclusion about the promotion effect should be lower than the reported warning accuracy of 99.88%.

In conclusion, based on the experimental data, related domain knowledge, and our sensitivity analysis approach for the randomization test subject to outcome misclassification, we have evidence that the causal conclusion that finasteride prevents prostate cancer should be more reliable and the conclusion that finasteride promotes high-grade prostate cancer may be due to differential outcome misclassification (i.e., \( \pi_{C,0\mid1} \gg \pi_{T,0\mid1} \)) and requires further investigations (e.g., conducting a validation study for the potential outcome misclassification bias). Our finding supports some previous arguments proposed by domain scientists and biostatisticians (e.g., Lucia et al., 2007; Redman et al., 2008; Shepherd et al., 2008). For further validation studies, the sensitivity weights reported in Table 3 suggest that for examining the prevention effect, priorities should be given to examining false negatives among the finasteride group, and for examining the promotion effect, more attention should be paid to false negatives among the placebo group. Also, further validation studies should be more efficient if sampling priority is given to subjects that belong to a sensitive set (see Web Appendix C for details). Additional clarifications and discussions for data application in general settings can be found in Appendix E.
6 Discussion

In this work, we developed a model-free and finite-population sensitivity analysis approach for randomization tests subject to outcome misclassification via large-scale integer programming. The strength of our approach is that it does not require any additional assumptions and, meanwhile, can provide useful information concerning sensitivity to outcome misclassification to help researchers analyze a randomization test subject to outcome misclassification more comprehensively and rigorously. Our strategy (i.e., adaptive integer program formulation with respect to the randomization design) for solving the “curse of symmetry" encountered in implementing the proposed sensitivity analysis approach could shed light on other computationally intensive problems in causal inference with binary outcomes. As a real-data application, we used our sensitivity analysis approach (combined with related domain knowledge) to bring new insights into a well-known puzzle concerning the prevention and promotion effects of finasteride on prostate cancer development detected in the PCPT. A corresponding open-source R package RIOM for implementing the proposed sensitivity analysis approach has been developed and published on GitHub for practical and reproducible research.

As emphasized in Section 1.2, existing model-based approaches to outcome misclassification are still very useful and can be combined with our framework (e.g., researchers can first adopt our model-free sensitivity analysis framework and then impose additional assumptions to conduct a further model-assisted secondary analysis), especially when researchers plan to leverage additional information and domain knowledge to investigate the questions beyond those studied in our framework (i.e., Q1-Q3 in Section 1.2) or want to provide more information and insights for Q1-Q3. The motivation of our framework is: what useful information concerning outcome misclassification can we learn from the experimental data before making any modeling or distributional assumptions? Although such information may not be able to address all the issues concerning outcome misclassification
in randomization tests, it is immune to assumption violations and model misspecification and thus robustly maintains statistical validity.

This work also suggests some future research directions. For example, this work focuses on randomization-based hypothesis testing subject to outcome misclassification, which is typically regarded as the first step in a randomization-based cause-and-effect analysis (Rosenbaum, 2002; Imbens and Rubin, 2015). It is a meaningful research direction to study how to generalize the sensitivity analysis methods developed in this work to estimation and confidence interval construction for causal effects (i.e., randomization-based estimation and inference). For example, for the average treatment effect (ATE) with binary outcomes subject to outcome misclassification, a sensible strategy is to investigate how to solve the worst-case (i.e., the longest) confidence interval over all possible realizations of true outcomes $Y$ subject to the constraint $\mathcal{A}(Y^* \mid Y) \geq q$, where $q$ is a prespecified sensitivity parameter (i.e., the lower bounding accuracy). When $q = 1$ (i.e., no outcome misclassification), the worst-case confidence interval reduces to the conventional confidence interval for the ATE without outcome misclassification. As the sensitivity parameter $q$ departs from 1, the worst-case confidence interval for the ATE will become longer, informing about the degree of possible changes in uncertainty quantification for ATE as the accuracy of outcome classification changes.

**Supplementary Materials**

The appendices contain more technical details and additional simulations and discussions. Our methods have been implemented in the R package RIOM, which is publicly available at [https://github.com/siyuheng/RIOM](https://github.com/siyuheng/RIOM)
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A.1: Review of Neyman’s weak null hypothesis and the corresponding test statistic

As mentioned in the main text, in addition to Fisher’s sharp null \( H_0^{\text{sharp}} \), another extensively considered null hypothesis is Neyman’s weak null of no average treatment effect \( H_0^{\text{weak}} : \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (Y_{ij}(1) - Y_{ij}(0)) = 0 \) (Neyman, 1923), which can be rewritten as \( H_0^{\text{weak}} : \sum_{i=1}^{I} \frac{n_i}{N} \tau_i = 0 \), where \( \tau_i = \frac{1}{n_i} \sum_{j=1}^{n_i} Y_{ij}(1) - \frac{1}{n_i} \sum_{j=1}^{n_i} Y_{ij}(0) \). A commonly used randomization test statistic for testing \( H_0^{\text{weak}} \) is the (randomization-based) difference-in-means estimator (i.e., the Neyman estimator): \( T_{\text{Neyman}}(Z, Y) = \sum_{i=1}^{I} \frac{n_i}{N} \hat{\tau}_i \), where \( \hat{\tau}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} Z_{ij} Y_{ij} - \frac{1}{n_i - m_i} \sum_{j=1}^{n_i}(1 - Z_{ij})Y_{ij} \) (Neyman, 1923). Under \( H_0^{\text{weak}} \), we have \( E(T_{\text{Neyman}}) = 0 \) and \( \text{Var}(T_{\text{Neyman}}) = \sum_{i=1}^{I} \left( \frac{n_i}{N} \right)^2 \text{Var}(\hat{\tau}_i) \), where \( \text{Var}(\hat{\tau}_i) = \frac{S_{Z,1}^2}{n_i} + \frac{S_{Z,1}^2}{n_i - m_i} - \frac{S_{C,1}^2}{n_i} \), with \( S_{Z,1}^2 = \frac{1}{n_i - 1} \sum_{j=1}^{n_i} (Y_{ij}(1) - \frac{1}{n_i} \sum_{j=1}^{n_i} Y_{ij}(1))^2 \), \( S_{C,1}^2 = \frac{1}{n_i - 1} \sum_{j=1}^{n_i} (Y_{ij}(0) - \frac{1}{n_i} \sum_{j=1}^{n_i} Y_{ij}(0))^2 \), and \( S_{C,1}^2 = \frac{1}{n_i - 1} \sum_{j=1}^{n_i} (Y_{ij}(1) - Y_{ij}(0) - \frac{1}{n_i} \sum_{j=1}^{n_i} (Y_{ij}(1) - Y_{ij}(0) - \tau_i))^2 \). Researchers commonly use the following finite-population central limit theorem (Imbens and Rubin, 2015; Li and Ding, 2017) to test \( H_0^{\text{weak}} : \frac{T_{\text{Neyman}}}{\sqrt{\text{Var}(T_{\text{Neyman}})}} \xrightarrow{\mathcal{L}} N(0, 1) \) under \( H_0^{\text{weak}} \). Since \( S_{C,1}^2 \) involves \( \tau_i \), which cannot be identified from the observed data, researchers commonly adopt the Neyman variance estimator \( \widehat{\text{Var}}(T_{\text{Neyman}}) \) for \( \text{Var}(T_{\text{Neyman}}) \) (Neyman, 1923): \( \widehat{\text{Var}}(T_{\text{Neyman}}) = \sum_{i=1}^{I} \left( \frac{n_i}{N} \right)^2 \cdot \frac{\hat{S}_{Z,1}^2}{n_i} + \frac{\hat{S}_{Z,1}^2}{n_i - m_i} \), where \( \hat{S}_{Z,1}^2 = \frac{1}{m_i - 1} \sum_{j=1}^{m_i} Z_{ij} (Y_{ij} - \frac{1}{m_i} \sum_{j=1}^{m_i} Z_{ij} Y_{ij})^2 \) and \( \hat{S}_{C,1}^2 = \frac{1}{m_i - m_i} \sum_{j=1}^{n_i} (1 - Z_{ij})^2 \{ Y_{ij} - \frac{1}{n_i - m_i} \sum_{j=1}^{n_i} (1 - Z_{ij}) Y_{ij} \}^2 \) (if \( \min\{m_i, n_i - m_i\} \neq 1 \)). For example, in a two-sided level-\( \alpha \) test adopting \( \widehat{\text{Var}}(T_{\text{Neyman}}) \), researchers reject \( H_0^{\text{weak}} \) if and only if \( \frac{T_{\text{Neyman}}}{\sqrt{\widehat{\text{Var}}(T_{\text{Neyman}})}} > \)}
χ_{1,1-α}^2 (Imbens and Rubin, 2015). If min\{m_i, n_i\} = 1, we can adopt the method in Fogarty et al. (2017) to estimate \text{Var}(T_{\text{Neyman}}).

A.2: Some preliminary results concerning computing warning accuracy with testing Fisher’s sharp null

In integer programming literature, the general standard form of an integer quadratically constrained linear program (IQCLP) (Lee and Leyffer, 2011; Burer and Saxena, 2012; Conforti et al., 2014) is as below:

\[
\begin{align*}
\text{maximize} & \quad q^T x + c \quad \text{(linear objective function)} \\
\text{subject to} & \quad x^T Q_k x + q_i^T x \leq b_k, \forall k \quad \text{(quadratic constraints)} \\
& \quad Ax \leq b, \quad \text{(linear constraints)} \\
& \quad l \leq x \leq u, \quad \text{(box constraints)}
\end{align*}
\]

Some or all elements of \( x \) are integers. (integer constraints)

In this section, we give some preliminary results for writing the integer programs (P0), (P1), and (P2) in the above standard form. Specifically, we would like to rewrite every quadratic term appearing in some quadratic constraint in each integer program considered in this paper as the standard form \( x^T Q x + q^T x \), which is required by optimization solvers such as Gurobi (Gurobi Optimization, LLC, 2022). For the quadratic constraint in the integer program (P0), we have

\[
[T_{\text{M-H}}(Z, Y) - E\{T_{\text{M-H}}(Z, Y)\}]^2 - \chi_{1,1-\alpha}^2 \cdot \text{Var}\{T_{\text{M-H}}(Z, Y)\} = \sum_{i=1}^{I} \sum_{j=1}^{n_i} \left( Z_{ij} Y_{ij} - \frac{m_i}{n_i} \sum_{j=1}^{n_i} Y_{ij} \right)^2 - \chi_{1,1-\alpha}^2 \cdot \sum_{i=1}^{I} \frac{m_i \left( \sum_{j=1}^{n_i} Y_{ij} \right) \left( n_i - \sum_{j=1}^{n_i} Y_{ij} \right)}{n_i^2 (n_i - 1)} \cdot \frac{m_i (n_i - m_i)}{n_i^2 (n_i - 1)}
\]

\[
\sum_{i=1}^{I} \sum_{j=1}^{n_i} \left( Z_{ij} - \frac{m_i}{n_i} \right)^2 + \chi_{1,1-\alpha}^2 \cdot \frac{m_i (n_i - m_i)}{n_i^2 (n_i - 1)} \cdot \sum_{i=1}^{I} \sum_{j=1}^{n_i} Y_{ij}^2
\]

\[
\sum_{i=1}^{I} \sum_{j \neq j'} \left( Z_{ij} - \frac{m_i}{n_i} \right) \left( Z_{ij'} - \frac{m_i}{n_i} \right) + \chi_{1,1-\alpha}^2 \cdot \frac{m_i (n_i - m_i)}{n_i^2 (n_i - 1)} \cdot \sum_{i=1}^{I} \sum_{j \neq j'} Y_{ij} Y_{ij'}
\]
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The above equation can be rewritten as

\[
[T_{M-H}(\mathbf{Z}, \mathbf{Y}) - E\{T_{M-H}(\mathbf{Z}, \mathbf{Y})\}]^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_{M-H}(\mathbf{Z}, \mathbf{Y})\}
\]

\[
= \left\{ \sum_{i=1}^{l} \sum_{j=1}^{n_i} Z_{ij}Y_{ij} - \sum_{i=1}^{l} \left( \frac{m_i}{n_i} \sum_{j=1}^{n_i} Y_{ij} \right) \right\}^2 - \chi^2_{1,1-\alpha} \cdot \sum_{i=1}^{l} m_i \left( \sum_{j=1}^{n_i} Y_{ij} \right) \left( n_i - \sum_{j=1}^{n_i} Y_{ij} \right) \frac{n_i - m_i}{n_i(n_i - 1)}
\]

\[
= \left[ \sum_{i=1}^{l} (\gamma_i^{10} + \gamma_i^{11}) - \sum_{i=1}^{l} \left\{ \frac{m_i}{n_i} (\gamma_i^{00} + \gamma_i^{01} + \gamma_i^{10} + \gamma_i^{11}) \right\} \right]^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \sum_{i=1}^{l} m_i \left( \gamma_i^{00} + \gamma_i^{01} + \gamma_i^{10} + \gamma_i^{11} \right) \left( n_i - \gamma_i^{00} - \gamma_i^{01} - \gamma_i^{10} - \gamma_i^{11} \right) \frac{n_i - m_i}{n_i(n_i - 1)}
\]

\[
= \sum_{i=1}^{l} \left\{ \frac{m_i^2}{n_i^2} + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} (\gamma_i^{00})^2
\]

\[
+ \left\{ \frac{m_i^2}{n_i^2} + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} (\gamma_i^{01})^2
\]

\[
+ \left\{ \left( 1 - \frac{m_i}{n_i} \right)^2 + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} (\gamma_i^{10})^2
\]

\[
+ \left\{ \left( 1 - \frac{m_i}{n_i} \right)^2 + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} (\gamma_i^{11})^2
\]

\[
+ 2 \left\{ \frac{m_i^2}{n_i^2} + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} \gamma_i^{00} \gamma_i^{01}
\]

\[
+ 2 \left\{ \left( 1 - \frac{m_i}{n_i} \right) + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} \gamma_i^{00} \gamma_i^{10}
\]

\[
+ 2 \left\{ \left( 1 - \frac{m_i}{n_i} \right) + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} \gamma_i^{00} \gamma_i^{11}
\]

\[
+ 2 \left\{ \left( 1 - \frac{m_i}{n_i} \right) + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} \gamma_i^{01} \gamma_i^{10}
\]

\[
+ 2 \left\{ \left( 1 - \frac{m_i}{n_i} \right) + \chi^2_{1,1-\alpha} \cdot \frac{m_i(n_i - m_i)}{n_i(n_i - 1)} \right\} \gamma_i^{01} \gamma_i^{11}
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{m_i n_i (n_i - m_i)}{n_i^2(n_i - 1)} \left( \gamma_i^{00} + \gamma_i^{01} + \gamma_i^{10} + \gamma_i^{11} \right)
\]

\[
+ \sum_{i \neq i'} \left\{ \frac{m_i m_{i'}}{n_i n_{i'}} \gamma_i^{00} \gamma_{i'}^{00} + \frac{m_i m_{i'}}{n_i n_{i'}} \gamma_i^{00} \gamma_{i'}^{01} - \frac{m_i}{n_i} \left( 1 - \frac{m_{i'}}{n_{i'}} \right) \gamma_i^{00} \gamma_{i'}^{10}
\]

\[
- \frac{m_i}{n_i} \left( 1 - \frac{m_{i'}}{n_{i'}} \right) \gamma_i^{00} \gamma_{i'}^{11} + \frac{m_i m_{i'}}{n_i n_{i'}} \gamma_i^{01} \gamma_{i'}^{00} + \frac{m_i m_{i'}}{n_i n_{i'}} \gamma_i^{01} \gamma_{i'}^{01}
\]

\[
- \frac{m_i}{n_i} \gamma_i^{01} \gamma_{i'}^{10} + \frac{m_i}{n_i} \gamma_i^{01} \gamma_{i'}^{11}
\]

\[
- \frac{m_{i'}}{n_{i'}} \gamma_i^{10} \gamma_{i'}^{00} - \frac{m_{i'}}{n_{i'}} \gamma_i^{10} \gamma_{i'}^{01} + \frac{m_{i'}}{n_{i'}} \gamma_i^{11} \gamma_{i'}^{00} + \frac{m_{i'}}{n_{i'}} \gamma_i^{11} \gamma_{i'}^{01}
\]

\[
= 40
\]
which enters into the quadratic constraint for the integer program \( (P1) \), of which a standard form is given in Web Appendix B.1. The above equation can also be written as

\[
[T_{M-H}(Z, Y) - E\{T_{M-H}(Z, Y)\}]^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_{M-H}(Z, Y)\}
\]

\[
= \left[ \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp}(\Delta_{sp}^{10} + \Delta_{sp}^{11}) - \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp}\left(\frac{M_s}{\tilde{n}_s} (\Delta_{sp}^{00} + \Delta_{sp}^{01} + \Delta_{sp}^{10} + \Delta_{sp}^{11})\right) \right]^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{N}_{s'} \sum_{s'=1}^{S} \sum_{p'=1}^{\tilde{N}_{s'}} d_{sp} d_{s'p'} \left[ \Delta_{sp}^{10} + \Delta_{sp}^{11} - \frac{M_{s'}}{\tilde{n}_{s'}} (\Delta_{sp}^{00} + \Delta_{sp}^{01} + \Delta_{sp}^{10} + \Delta_{sp}^{11}) \right]
\]

\[
\times \left[ \Delta_{s'p'}^{10} + \Delta_{s'p'}^{11} - \frac{M_{s'}}{\tilde{n}_{s'}} (\Delta_{s'p'}^{00} + \Delta_{s'p'}^{01} + \Delta_{s'p'}^{10} + \Delta_{s'p'}^{11}) \right]
\]

\[
- \chi^2_{1,1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{M}_s (\Delta_{sp}^{00} + \Delta_{sp}^{01} + \Delta_{sp}^{10} + \Delta_{sp}^{11}) (\tilde{n}_s - M_{sp}^{00} - M_{sp}^{01} - M_{sp}^{10} - M_{sp}^{11}) (\tilde{n}_s - \tilde{M}_s)
\]

which enters into the quadratic constraint for the integer program \( (P2) \), of which a standard form is given in Web Appendix B.2.

### A.3: Some preliminary results concerning computing warning accuracy with Neyman’s weak null

By Definition 1 in the main text, if Neyman’s weak null hypothesis \( H_0^{\text{weak}} \) was rejected based on measured outcomes (i.e., \( \{T_{\text{Neyman}}(Z, Y^*)\}^2 - \chi^2_{1,1-\alpha} \cdot \text{Var}\{T_{\text{Neyman}}(Z, Y^*)\} > 0 \)), the warning accuracy \( W_A \) for testing \( H_0^{\text{weak}} \) with the Neyman estimator is the optimal
value of the following integer quadratically constrained linear program (IQCLP):

\[
\text{maximize } \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} Y_{ij}^* Y_{ij} + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*)(1 - Y_{ij}) \quad (P0')
\]

subject to \( \{T_{\text{Neyman}}(Z, Y)\}^2 - \chi^2_{1,1-\alpha} \cdot \hat{\text{Var}}\{T_{\text{Neyman}}(Z, Y)\} \leq 0. \)

If \( H_0^{\text{weak}} \) fails to be rejected based on measured outcomes (i.e., \( \{T_{\text{Neyman}}(Z, Y^*)\}^2 - \chi^2_{1,1-\alpha} \cdot \hat{\text{Var}}\{T_{\text{Neyman}}(Z, Y^*)\} \leq 0 \)), we just need to replace the “\( \leq 0 \)” with the “\( \geq 0 \)” in the quadratic constraint in (P0’). As mentioned in the main text, in this paper, we will focus on (P0’). We here try to rewrite every quadratic term in the integer programs (P0’), (P3), and (P4) considered in Web Appendices A and B as the standard form \( x^TQx + q^T x \), which is required by optimization solvers such as Gurobi (Gurobi Optimization, LLC, 2022). For the quadratic constraint in the integer program (P0’), we have

\[
\{T_{\text{Neyman}}(Z, Y)\}^2 - \chi^2_{1,1-\alpha} \cdot \hat{\text{Var}}\{T_{\text{Neyman}}(Z, Y)\} = \sum_{i=1}^{I} \sum_{j=1}^{n_i} \left\{ \frac{n_i}{Nm_i} Z_{ij} - \frac{n_i}{N(n_i - m_i)} (1 - Z_{ij}) \right\}^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{m_i(m_i - 1)} Z_{ij} (1 - Z_{ij})^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{m_i(m_i - 1)} \sum_{j \neq j'} Z_{ij} Z_{ij'}^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{(n_i - m_i)(n_i - m_i - 1)} (1 - Z_{ij})(1 - \frac{1 - Z_{ij}}{n_i - m_i})^2
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{(n_i - m_i)(n_i - m_i - 1)} \sum_{j' \neq j} \frac{(1 - Z_{ij})(1 - Z_{ij})^2}{(n_i - m_i)^2} Y_{ij} Y_{ij'}
\]

\[
+ \sum_{i=1}^{I} \sum_{j \neq j'} \left\{ \frac{n_i}{Nm_i} Z_{ij} - \frac{n_i}{N(n_i - m_i)} (1 - Z_{ij}) \right\} \left\{ \frac{n_i}{Nm_i} Z_{ij'} - \frac{n_i}{N(n_i - m_i)} (1 - Z_{ij'}) \right\}
\]

\[
+ \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{m_i(m_i - 1)} Z_{ij} (1 - Z_{ij}) Z_{ij'} 
\]

\[
+ \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{m_i(m_i - 1)} Z_{ij'} (1 - Z_{ij'}) Z_{ij} 
\]

\[
- \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{m_i(m_i - 1)} \sum_{j'' \neq j, j'} Z_{ij} Z_{ij'} Z_{ij''} 
\]

\[
+ \chi^2_{1,1-\alpha} \cdot \frac{(\frac{n_i}{N})^2}{(n_i - m_i)(n_i - m_i - 1)} (1 - Z_{ij})(1 - \frac{1 - Z_{ij}}{n_i - m_i}) 1 - Z_{ij'}
\]
The above equation can be rewritten as

\[
\{ T_{\text{Neyman}}(Z, Y) \}^2 - \chi^2_{1,1-\alpha} \cdot \widehat{\text{Var}} \{ T_{\text{Neyman}}(Z, Y) \}
\]

\[
= \left[ \sum_{i=1}^{I} \frac{n_i}{N} \left\{ \frac{1}{m_i} \sum_{j=1}^{n_i} \left( Z_{ij} \right)^2 \right\} \right]
\]

\[
- \chi^2_{1,1-\alpha} \cdot \sum_{i=1}^{I} \left( \frac{n_i}{N} \right)^2 \left[ \frac{1}{m_i(m_i - 1)} \sum_{j=1}^{n_i} Z_{ij} \left( Y_{ij} - \frac{1}{m_i} \sum_{j'=1}^{n_i} Z_{ij'} Y_{ij'} \right)^2 \right]
\]

\[
+ \frac{1}{(n_i - m_i)(n_i - m_i - 1)} \sum_{j=1}^{n_i} (1 - Z_{ij}) \left\{ Y_{ij} - \frac{1}{n_i - m_i} \sum_{j'=1}^{n_i} (1 - Z_{ij'}) Y_{ij'} \right\}^2 \]

\[
= \sum_{i=1}^{I} \left\{ \frac{n_i}{N m_i} \left( \chi^2_{10} + \chi^2_{11} \right) - \frac{n_i}{N(n_i - m_i)} \left( \chi^2_{00} + \chi^2_{01} \right) \right\}
\]

\[
+ \chi^2_{1,1-\alpha} \cdot \frac{n_i^2}{N^2} \left( \chi^2_{10} + \chi^2_{11} \right) \left( \chi^2_{00} + \chi^2_{01} \right)
\]

\[
+ 2 \left\{ \frac{n_i^2}{N^2 m_i^2} + \chi^2_{1,1-\alpha} \cdot \frac{n_i^2}{N^2 m_i^2(m_i - 1)} \right\} \chi^2_{00} \chi^2_{01}
\]

\[
- \frac{2n_i^2}{N^2 m_i(n_i - m_i)} \chi^2_{00} \chi^2_{10} - \frac{2n_i^2}{N^2 m_i(n_i - m_i)} \chi^2_{00} \chi^2_{11}
\]

\[
- \frac{2n_i^2}{N^2 m_i(n_i - m_i)} \chi^2_{01} \chi^2_{10} - \frac{2n_i^2}{N^2 m_i(n_i - m_i)} \chi^2_{01} \chi^2_{11}
\]

\[
+ 2 \left\{ \frac{n_i^2}{N^2 m_i^2} + \chi^2_{1,1-\alpha} \cdot \frac{n_i^2}{N^2 m_i^2(m_i - 1)} \right\} \chi^2_{10} \chi^2_{11}
\]

\[
- \frac{\chi^2_{1,1-\alpha} \cdot n_i^2}{N^2(n_i - m_i)(n_i - m_i - 1)} \left( \chi^2_{00} + \chi^2_{01} \right) - \frac{\chi^2_{1,1-\alpha} \cdot n_i^2}{N^2 m_i(m_i - 1)} \left( \chi^2_{10} + \chi^2_{11} \right)
\]
which enters into the quadratic constraint for the integer program (P3), of which a standard
form is given in Web Appendix B.3. The above equation can also be written as

\[
\{T_{\text{Neyman}}(Z, Y)\}^2 - \chi^2_{1, 1-\alpha} \cdot \widehat{\text{Var}}\{T_{\text{Neyman}}(Z, Y)\}
\]

\[
= \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \frac{\tilde{n}_s}{N \tilde{m}_s} \left( \frac{N_{s'}}{N_{s'}} \right) \left\{ \frac{\Delta_{10}^{s} + \Delta_{11}^{s}}{\tilde{m}_s (\tilde{m}_s - 1)} - \frac{(\Delta_{00}^{s} + \Delta_{01}^{s})^2}{\tilde{m}_s^2 (\tilde{m}_s - 1)} \right\}^2
\]

\[
- \chi^2_{1, 1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \frac{\tilde{n}_s}{N \tilde{m}_s} \left( \frac{N_{s'}}{N_{s'}} \right) \left\{ \frac{\Delta_{10}^{s} + \Delta_{11}^{s}}{\tilde{m}_s (\tilde{m}_s - 1)} - \frac{(\Delta_{00}^{s} + \Delta_{01}^{s})^2}{\tilde{m}_s^2 (\tilde{m}_s - 1)} \right\}
\]

\[
= \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \sum_{s'=1}^{S} \sum_{p'=1}^{\tilde{N}_{s'}} \frac{\tilde{n}_{s'}}{N \tilde{m}_{s'}} \left( \frac{N_{s'}}{N_{s'}} \right) \left\{ \frac{\tilde{n}_{s'}}{N \tilde{m}_{s'}} \left( \frac{\Delta_{10}^{s'} + \Delta_{11}^{s'}}{\tilde{m}_{s'} (\tilde{m}_{s'} - 1)} - \frac{(\Delta_{00}^{s'} + \Delta_{01}^{s'})^2}{\tilde{m}_{s'}^2 (\tilde{m}_{s'} - 1)} \right) \right\}
\]

\[
- \chi^2_{1, 1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \frac{\tilde{n}_s}{N \tilde{m}_s} \left( \frac{N_{s'}}{N_{s'}} \right) \left\{ \frac{\Delta_{10}^{s} + \Delta_{11}^{s}}{\tilde{m}_s (\tilde{m}_s - 1)} - \frac{(\Delta_{00}^{s} + \Delta_{01}^{s})^2}{\tilde{m}_s^2 (\tilde{m}_s - 1)} \right\}
\]

which enters into the quadratic constraint for the integer program (P4), of which a standard
form is given in Web Appendix B.4.
Web Appendix B: Detailed Formulations of the Related Integer Programs for Computing Warning Accuracy in Various Cases

B.1: Warning accuracy with Fisher’s sharp null (type I randomization designs)

We write the following integer quadratically constrained linear program (IQCLP)

\[
\begin{align*}
\max_{\Upsilon \in \mathbb{Z}^{4^I}} & \quad \frac{1}{N} \sum_{i=1}^{I} (\Upsilon_{i}^{01} + \Upsilon_{i}^{11} - \Upsilon_{i}^{00} - \Upsilon_{i}^{10}) + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) \\
\text{s.t.} & \quad \left\{ \sum_{i=1}^{I} (\Upsilon_{i}^{10} + \Upsilon_{i}^{11}) - \sum_{i=1}^{I} \frac{m_i}{n_i} \bar{Y}_i \right\}^2 - \chi_{1,1-a}^2 \cdot \sum_{i=1}^{I} \frac{m_i \bar{Y}_i (n_i - \bar{Y}_i)(n_i - m_i)}{n_i^2(n_i - 1)} \leq 0, \\
& \quad 0 \leq \Upsilon_{i}^{00} \leq \sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*), \; \forall i \\
& \quad 0 \leq \Upsilon_{i}^{01} \leq \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*, \; \forall i \\
& \quad 0 \leq \Upsilon_{i}^{10} \leq \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*), \; \forall i \\
& \quad 0 \leq \Upsilon_{i}^{11} \leq \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*, \; \forall i
\end{align*}
\]

in a standard form

\[
\begin{align*}
\max_{x} & \quad q^T x + c \\
\text{s.t.} & \quad x^T Q_i x + q_i^T x \leq 0, \\
& \quad L \leq x \leq U,
\end{align*}
\]

All elements of \(x\) are integers.

Specifically, we have

- decision variables: \(x = \Upsilon = (\Upsilon_{00}^1, \Upsilon_{01}^1, \Upsilon_{10}^1, \Upsilon_{11}^1, \ldots, \Upsilon_{00}^f, \Upsilon_{01}^f, \Upsilon_{10}^f, \Upsilon_{11}^f)\).
• objective function: $q^T x + c$ where

$$q = \left( -\frac{1}{N}, \frac{1}{N}, \frac{1}{N}, \frac{1}{N}, \ldots, -\frac{1}{N}, \frac{1}{N}, -\frac{1}{N}, \frac{1}{N} \right)$$

and $c = \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*)$.

• quadratic constraint: $x^T Q_1 x + q_1^T x \leq 0$ where $Q_1 = (Q_{1,st})_{4I \times 4I}$ is a $4I \times 4I$ matrix.

Suppose that $s = 4(i - 1) + k$ and $t = 4(i' - 1) + k'$ for some integers $i, i' \in \{1, \ldots, I\}$ and $k, k' \in \{1, 2, 3, 4\}$. Then we have:

1. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = k' = 1$; 2) $i = i'$ and $k = k' = 2$; 3) $i = i'$ and $k = 1, k' = 2$; 4) $i = i'$ and $k = 2, k' = 1$, we have

$$Q_{1,st} = \frac{m_i^2}{n_i^2} + \chi_{1,1-\alpha}^2 \frac{m_i(n_i - m_i)}{n_i^2(n_i - 1)}.$$

2. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = k' = 3$; 2) $i = i'$ and $k = k' = 4$; 3) $i = i'$ and $k = 3, k' = 4$; 4) $i = i'$ and $k = 4, k' = 3$, we have

$$Q_{1,st} = \left(1 - \frac{m_i}{n_i}\right)^2 + \chi_{1,1-\alpha}^2 \frac{m_i(n_i - m_i)}{n_i^2(n_i - 1)}.$$

3. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = 1, k' = 3$; 2) $i = i'$ and $k = 3, k' = 1$; 3) $i = i'$ and $k = 1, k' = 4$; 4) $i = i'$ and $k = 4, k' = 1$; 5) $i = i'$ and $k = 2, k' = 3$; 6) $i = i'$ and $k = 3, k' = 2$; 7) $i = i'$ and $k = 2, k' = 4$; 8) $i = i'$ and $k = 4, k' = 2$, we have

$$Q_{1,st} = \frac{-m_i}{n_i} \left(1 - \frac{m_i}{n_i}\right) + \chi_{1,1-\alpha}^2 \frac{m_i(n_i - m_i)}{n_i^2(n_i - 1)}.$$

4. If $(s, t)$ satisfies one of the following conditions: 1) $i \neq i'$ and $k = k' = 1$; 2) $i \neq i'$ and $k = 1, k' = 2$; 3) $i \neq i'$ and $k = 2, k' = 1$; 4) $i \neq i'$ and $k = k' = 2$, we have

$$Q_{1,st} = \frac{m_i m_{i'}}{n_i n_{i'}}.$$
5. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 1, k' = 3\); 2) \(i \neq i'\) and \(k = 1, k' = 4\); 3) \(i \neq i'\) and \(k = 2, k' = 3\); 4) \(i \neq i'\) and \(k = 2, k' = 4\), we have

\[
Q_{1, st} = -\frac{m_i}{n_i} \left(1 - \frac{m_{i'}}{n_{i'}}\right).
\]

6. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 3, k' = 1\); 2) \(i \neq i'\) and \(k = 3, k' = 2\); 3) \(i \neq i'\) and \(k = 4, k' = 1\); 4) \(i \neq i'\) and \(k = 4, k' = 2\), we have

\[
Q_{1, st} = -\left(1 - \frac{m_i}{n_i}\right) \frac{m_{i'}}{n_{i'}}.
\]

7. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 3, k' = 3\); 2) \(i \neq i'\) and \(k = 3, k' = 4\); 3) \(i \neq i'\) and \(k = 4, k' = 3\); 4) \(i \neq i'\) and \(k = 4, k' = 4\), we have

\[
Q_{1, st} = \left(1 - \frac{m_i}{n_i}\right) \left(1 - \frac{m_{i'}}{n_{i'}}\right).
\]

We have \(q_1 = (q_{1,1}, \ldots, q_{1,4I})\) is a 4\(I\)-dimensional vector with

\[
q_{1,s} = -\chi^2_{1,1-z} \cdot \frac{m_i n_i (n_i - m_i)}{n_i^2 (n_i - 1)}, \text{ for } s = 4(i - 1) + k, i \in \{1, \ldots, I\}, k \in \{1, 2, 3, 4\}.
\]

- box constraints: \(1 \leq \Upsilon \leq \mathbf{u}\), where \(1 = \mathbf{0}\) and

\[
\mathbf{u} = (M_1^{00}, M_1^{01}, M_1^{10}, M_1^{11}, \ldots, M_I^{00}, M_I^{01}, M_I^{10}, M_I^{11})
\]

is a 4\(I\)-dimensional vector with \(M_i^{00} = \sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*)\), \(M_i^{01} = \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*\), \(M_i^{10} = \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*)\), and \(M_i^{11} = \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*\).

- integer constraints: all 4\(I\) elements of \(\mathbf{x}\) are integers.
B.2: Warning accuracy with Fisher’s sharp null (type II randomization designs)

We write the following integer quadratically constrained linear program

\[
\max_{d_{sp} \in \mathbb{Z}} \frac{1}{N} \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp}(\Delta_{01}^{sp} + \Delta_{11}^{sp} - \Delta_{00}^{sp} - \Delta_{10}^{sp}) + \frac{1}{N} \sum_{i=1}^{l} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) \quad (P2)
\]

s.t. \[
\left\{ \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp}(\Delta_{10}^{sp} + \Delta_{11}^{sp}) - \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp}\left(\frac{\tilde{m}_s}{\tilde{n}_s} \cdot \tilde{\Delta}_{sp}\right) \right\}^2 \\
- \chi^2_{1,1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp} \tilde{m}_s \tilde{\Delta}_{sp}(\tilde{n}_s - \tilde{\Delta}_{sp})(\tilde{n}_s - \tilde{\tilde{m}}_s) \leq 0,
\]

\[
\sum_{p=1}^{\tilde{N}_s} d_{sp} = P_s, \quad \forall s
\]

\[
d_{sp} \geq 0, \quad \forall s, p
\]

in a standard form

\[
\max_x \quad q^T x + c
\]

s.t. \[
x^T Q_1 x + q_1^T x \leq 0,
\]

\[
q_{2s}^T x = P_s, \quad \forall s
\]

\[
x \geq 0,
\]

All elements of \( x \) are integers.

We have:

- decision variables: \( x = d = (d_{11}, \ldots, d_{S\tilde{N}_S}); \)

- objective function: \( q^T x + c \) where

\[
q = \left( \frac{\Delta_{01}^{11} + \Delta_{11}^{11} - \Delta_{00}^{11} - \Delta_{10}^{11}}{N}, \ldots, \frac{\Delta_{01}^{S\tilde{N}_S} + \Delta_{11}^{S\tilde{N}_S} - \Delta_{00}^{S\tilde{N}_S} - \Delta_{10}^{S\tilde{N}_S}}{N} \right)
\]

and

\[
c = \frac{1}{N} \sum_{i=1}^{l} \sum_{j=1}^{n_i} (1 - Y_{ij}^*).
\]
• quadratic constraint: $\mathbf{x}^T \mathbf{Q}_1 \mathbf{x} + \mathbf{q}_1^T \mathbf{x} \leq 0$ where $\mathbf{Q}_1 = (Q_{1,rt})_{\tilde{N} \times \tilde{N}}$ is a $\tilde{N} \times \tilde{N}$ matrix ($\tilde{N} = \sum_{s=1}^{S} \tilde{N}_s$). Suppose that $r$ corresponds to the $p$-th unique $2 \times 2 \times 2$ table for the $s$-th unique $2 \times 2$ table $\Lambda[s]$, and $t$ corresponds to the $p'$-th unique $2 \times 2 \times 2$ table for the $s'$-th unique $2 \times 2$ table $\Lambda[s']$. Then we have:

$$Q_{1,rt} = \left\{ \Delta_{10}^{00} + \Delta_{10}^{01} + \Delta_{10}^{00} - \Delta_{10}^{01} + \Delta_{11}^{00} + \Delta_{11}^{01} + \Delta_{11}^{00} - \Delta_{11}^{01} \right\} \left\{ \Delta_{10}^{00} + \Delta_{10}^{01} + \Delta_{10}^{00} - \Delta_{10}^{01} + \Delta_{11}^{00} + \Delta_{11}^{01} + \Delta_{11}^{00} - \Delta_{11}^{01} \right\}.$$ 

We have $\mathbf{q}_1 = (q_{1,11}, \ldots, q_{1,\tilde{N}s})$ is a $\tilde{N}$-dimensional vector where

$$q_{1,sp} = -\chi_{1,1-a}^2 \frac{\tilde{m}_s (\Delta_{10}^{00} + \Delta_{10}^{01} + \Delta_{11}^{10} + \Delta_{10}^{11} + \Delta_{11}^{00} + \Delta_{10}^{01} + \Delta_{11}^{00} - \Delta_{11}^{01}) (\tilde{n}_s - \Delta_{10}^{00} - \Delta_{10}^{01} - \Delta_{10}^{10} - \Delta_{10}^{11}) (\tilde{n}_s - \tilde{m}_s)}{\tilde{n}_s^2 (\tilde{n}_s - 1)}.$$ 

• linear constraints: $\mathbf{q}_{2s}^T \mathbf{x} = P_s$, where $\mathbf{q}_{2s}$ is the zero-one indicator vector for the $\tilde{N}_s$ unique $2 \times 2 \times 2$ tables of $\Lambda[s]$.

• box constraints: $d_{sp} \geq 0$ for all $s$ and $p$.

• integer constraints: all $\tilde{N}$ elements of $\mathbf{x}$ are integers.
B.3: Warning accuracy with Neyman’s weak null (type I randomization designs)

Following a similar argument as in Section 4.2.1 of the main text, we can reformulate the integer program (P0′) as the following integer quadratically constrained linear program

\[
\max_{\Upsilon \in \mathbb{Z}^4} \frac{1}{N} \sum_{i=1}^{I} (\Upsilon_i^{11} + \Upsilon_i^{10} - \Upsilon_i^{00} - \Upsilon_i^{01}) + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) \quad (P3)
\]

subject to

\[
\left[ \sum_{i=1}^{I} \left( \frac{n_i}{N} (\Upsilon_i^{10} + \Upsilon_i^{11}) - \frac{n_i}{N(n_i - m_i)} (\Upsilon_i^{00} + \Upsilon_i^{01}) \right) \right]^2 
- \chi^2_{1,1-\alpha} \cdot \sum_{i=1}^{I} \left( \frac{n_i}{N} \right)^2 \left\{ \frac{\Upsilon_i^{10} + \Upsilon_i^{11}}{m_i(m_i - 1)} - \frac{(\Upsilon_i^{10} + \Upsilon_i^{11})^2}{m_i^2(m_i - 1)} + \frac{\Upsilon_i^{00} + \Upsilon_i^{01}}{(n_i - m_i)(n_i - m_i - 1)} - \frac{(\Upsilon_i^{00} + \Upsilon_i^{01})^2}{(n_i - m_i)^2(n_i - m_i - 1)} \right\} \leq 0,
\]

0 ≤ \Upsilon_i^{00} ≤ \sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*), \quad \forall i

0 ≤ \Upsilon_i^{01} ≤ \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*, \quad \forall i

0 ≤ \Upsilon_i^{10} ≤ \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*), \quad \forall i

0 ≤ \Upsilon_i^{11} ≤ \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*, \quad \forall i

which can be written as the following standard form

\[
\max_{x} \quad q^T x + c
\]

subject to

\[
x^T Q_1 x + q_1^T x \leq 0,
\]

1 ≤ x ≤ u,

All elements of x are integers.

Specifically, we have:

- decision variables: \( \mathbf{x} = \Upsilon = (\Upsilon_1^{00}, \Upsilon_1^{01}, \Upsilon_1^{10}, \Upsilon_1^{11}, \ldots, \Upsilon_I^{00}, \Upsilon_I^{01}, \Upsilon_I^{10}, \Upsilon_I^{11}); \)
• objective function: $\mathbf{q}^T \mathbf{x} + c$ where

$$\mathbf{q} = \left(-\frac{1}{N}, \frac{1}{N}, \frac{1}{N}, \ldots, -\frac{1}{N}, \frac{1}{N}, -\frac{1}{N}, \frac{1}{N}\right) \text{ and } c = \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*).$$

• quadratic constraint: $\mathbf{x}^T \mathbf{Q}_1 \mathbf{x} + \mathbf{q}_1^T \mathbf{x} \leq 0$ where $\mathbf{Q}_1 = (Q_{1, st})_{4I \times 4I}$ is a $4I \times 4I$ matrix.

Suppose that $s = 4(i - 1) + k$ and $t = 4(i' - 1) + k'$ for some integers $i, i' \in \{1, \ldots, I\}$ and $k, k' \in \{1, 2, 3, 4\}$. Then we have:

1. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = k' = 1$; 2) $i = i'$ and $k = k' = 2$; 3) $i = i'$ and $k = 1, k' = 2$; 4) $i = i'$ and $k = 2, k' = 1$, we have

$$Q_{1, st} = \frac{n_i^2}{N^2(n_i - m_i)^2} + \frac{1}{N^2} \cdot \frac{n_i^2}{(n_i - m_i)(n_i - m_i - 1)}.$$  

2. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = k' = 3$; 2) $i = i'$ and $k = k' = 4$; 3) $i = i'$ and $k = 3, k' = 4$; 4) $i = i'$ and $k = 4, k' = 3$, we have

$$Q_{1, st} = \frac{n_i^2}{N^2m_i^2} + \frac{1}{N^2} \cdot \frac{n_i^2}{m_i^2(m_i - 1)}.$$  

3. If $(s, t)$ satisfies one of the following conditions: 1) $i = i'$ and $k = 1, k' = 3$; 2) $i = i'$ and $k = 3, k' = 1$; 3) $i = i'$ and $k = 1, k' = 4$; 4) $i = i'$ and $k = 4, k' = 1$; 5) $i = i'$ and $k = 2, k' = 3$; 6) $i = i'$ and $k = 3, k' = 2$; 7) $i = i'$ and $k = 2, k' = 4$; 8) $i = i'$ and $k = 4, k' = 2$, we have

$$Q_{1, st} = -\frac{n_i^2}{N^2m_i(n_i - m_i)}.$$  

4. If $(s, t)$ satisfies one of the following conditions: 1) $i \neq i'$ and $k = k' = 1$; 2) $i \neq i'$ and $k = 1, k' = 2$; 3) $i \neq i'$ and $k = 2, k' = 1$; 4) $i \neq i'$ and $k = k' = 2$, we have

$$Q_{1, st} = \frac{n_i n_i'}{N^2(n_i - m_i)(n_i' - m_i')}.$$  

51
5. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 1, k' = 3\); 2) \(i \neq i'\) and \(k = 1, k' = 4\); 3) \(i \neq i'\) and \(k = 2, k' = 3\); 4) \(i \neq i'\) and \(k = 2, k' = 4\), we have

\[
Q_{1, st} = -\frac{n_i n_{i'}}{N^2(n_i - m_i) m_{i'}}.
\]

6. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 3, k' = 1\); 2) \(i \neq i'\) and \(k = 3, k' = 2\); 3) \(i \neq i'\) and \(k = 4, k' = 1\); 4) \(i \neq i'\) and \(k = 4, k' = 2\), we have

\[
Q_{1, st} = -\frac{n_i n_{i'}}{N^2 m_i(n_{i'} - m_{i'})}.
\]

7. If \((s, t)\) satisfies one of the following conditions: 1) \(i \neq i'\) and \(k = 3, k' = 3\); 2) \(i \neq i'\) and \(k = 3, k' = 4\); 3) \(i \neq i'\) and \(k = 4, k' = 3\); 4) \(i \neq i'\) and \(k = 4, k' = 4\), we have

\[
Q_{1, st} = \frac{n_i n_{i'}}{N^2 m_i m_{i'}}.
\]

We have \(q_1 = (q_{1,1, \ldots , q_{1,4I}})\) is a \(4I\)-dimensional vector where

\[
q_{1,s} = -\frac{\chi_{1,1-\alpha}^2 \cdot n_i^2}{N^2(n_i - m_i)(n_i - m_i - 1)} \text{ for } k = 1, 2, \text{ and } q_{1,s} = -\frac{\chi_{1,1-\alpha}^2 \cdot n_i^2}{N^2 m_i(n_i - m_i - 1)} \text{ for } k = 3, 4.
\]

Here \(s = 4(i - 1) + k\) for \(i \in \{1, \ldots , I\}\) and \(k \in \{1, 2, 3, 4\}\).

- box constraints: \(1 \leq y \leq u\), where \(l = 0\) and

\[
u = (M_0^0, M_1^0, M_1^1, \ldots , M_1^0, M_1^0, M_1^1, \ldots , M_1^0)
\]

is a \(4I\)-dimensional vector with \(M_i^0 = \sum_{j=1}^{n_i} (1 - Z_{ij})(1 - Y_{ij}^*)\), \(M_i^0 = \sum_{j=1}^{n_i} (1 - Z_{ij})Y_{ij}^*\), \(M_i^1 = \sum_{j=1}^{n_i} Z_{ij}(1 - Y_{ij}^*)\), and \(M_i^1 = \sum_{j=1}^{n_i} Z_{ij}Y_{ij}^*\).

- integer constraints: all \(4I\) elements of \(x\) are integers.
B.4: Warning accuracy with Neyman’s weak null (type II randomization designs)

Following a similar argument as in Section 4.2.2 of the main text, we can reformulate the integer program (P0) as the following integer quadratically constrained linear program

\[
\max_{d_{sp} \in \mathbb{Z}} \frac{1}{N} \sum_{s=1}^{N} \sum_{p=1}^{\tilde{N}_s} d_{sp} (\Delta_{sp}^{01} + \Delta_{sp}^{11} - \Delta_{sp}^{00} - \Delta_{sp}^{10}) + \frac{1}{N} \sum_{i=1}^{I} \sum_{j=1}^{n_i} (1 - Y_{ij}^*) \quad (P4)
\]

subject to

\[
\left[ \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp} \left\{ \frac{\tilde{n}_s}{n_{sp}} (\Delta_{sp}^{10} + \Delta_{sp}^{11}) - \frac{\tilde{n}_s}{n_{sp}} (\Delta_{sp}^{00} + \Delta_{sp}^{01}) \right\} \right]^2
\]

\[
- \chi^2_{1, 1-\alpha} \cdot \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} d_{sp} \left\{ \frac{\Delta_{sp}^{10} + \Delta_{sp}^{11}}{m_s (m_s - 1)} - \frac{(\Delta_{sp}^{10} + \Delta_{sp}^{11})^2}{m_s^2 (m_s - 1)} \right\}
\]

\[
+ \frac{\Delta_{sp}^{00} + \Delta_{sp}^{01}}{n_s - m_s} (n_s - m_s - 1) \leq 0,
\]

\[
\sum_{p=1}^{\tilde{N}_s} d_{sp} = P_s, \quad \forall s
\]

\[
d_{sp} \geq 0, \quad \forall s, p
\]

which can be written as the following standard form

\[
\max_{x} \quad q^T x + c
\]

subject to

\[
x^T Q_1 x + q_1^T x \leq 0,
\]

\[
q_2 s^T x = P_s, \quad \forall s
\]

\[
x \geq 0,
\]

All elements of \(x\) are integers.

Specifically, we have:

- decision variables: \(x = d = (d_{11}, \ldots, d_{S\tilde{N}_s})\);

- objective function: \(q^T x + c\) where

\[
q = \left( \frac{\Delta_{11}^{01} + \Delta_{11}^{11} - \Delta_{11}^{00} - \Delta_{11}^{10}}{N}, \ldots, \frac{\Delta_{S\tilde{N}_s}^{01} + \Delta_{S\tilde{N}_s}^{11} - \Delta_{S\tilde{N}_s}^{00} - \Delta_{S\tilde{N}_s}^{10}}{N} \right)
\]
and
\[ c = \frac{1}{\tilde{N}} \sum_{i=1}^{l} \sum_{j=1}^{n_i} (1 - Y_{ij}). \]

- quadratic constraint: \( x^T\mathbf{Q}_1 x + \mathbf{q}_1^T x \leq 0 \) where \( \mathbf{Q}_1 = (Q_{1,rt})_{\tilde{N} \times \tilde{N}} \) is a \( \tilde{N} \times \tilde{N} \) matrix \( (\tilde{N} = \sum_{s=1}^{S} \tilde{N}_s) \). Suppose that \( r \) corresponds to the \( p \)-th unique \( 2 \times 2 \times 2 \) table for the \( s \)-th unique \( 2 \times 2 \) table \( \Lambda_{[s]} \), and \( t \) corresponds to the \( p' \)-th unique \( 2 \times 2 \times 2 \) table for the \( s' \)-th unique \( 2 \times 2 \) table \( \Lambda_{[s']} \). Then we have
\[
Q_{1,rt} = \left\{ \frac{\tilde{n}_s}{N\tilde{m}_s} (\Delta_{sp}^{10} + \Delta_{sp}^{11}) - \frac{\tilde{n}_s}{N(\tilde{n}_s - \tilde{m}_s)} (\Delta_{sp}^{00} + \Delta_{sp}^{01}) \right\}
\times \left\{ \frac{\tilde{n}_{s'}}{N\tilde{m}_{s'}} (\Delta_{s'p'}^{10} + \Delta_{s'p'}^{11}) - \frac{\tilde{n}_{s'}}{N(\tilde{n}_{s'} - \tilde{m}_{s'})} (\Delta_{s'p'}^{00} + \Delta_{s'p'}^{01}) \right\},
\]
and \( \mathbf{q}_1 = (q_{1,1}, \ldots, q_{1,S\tilde{N}_s}) \) is a \( \tilde{N} \)-dimensional vector where
\[
q_{1,sp} = -\chi_{1,1}^2 \cdot \left( \frac{n_s}{N} \right)^2 \left\{ \frac{\Delta_{sp}^{10} + \Delta_{sp}^{11}}{\tilde{m}_s(\tilde{m}_s - 1)} - \frac{(\Delta_{sp}^{10} + \Delta_{sp}^{11})^2}{\tilde{m}_s^2(\tilde{m}_s - 1)} \right\} + \left( \frac{\Delta_{sp}^{00} + \Delta_{sp}^{01}}{\tilde{n}_s - \tilde{m}_s} \right) - \frac{(\Delta_{sp}^{00} + \Delta_{sp}^{01})^2}{(\tilde{n}_s - \tilde{m}_s)^2}\right\},
\]

- linear constraints: \( \mathbf{q}_2^T x = P_s \), where \( \mathbf{q}_2 \) is the zero-one indicator vector for the \( \tilde{N}_s \) unique \( 2 \times 2 \times 2 \) tables of \( \Lambda_{[s]} \).

- box constraints: \( d_{sp} \geq 0 \) for all \( s \) and \( p \).

- integer constraints: all \( \tilde{N} \) elements of \( x \) are integers.

Web Appendix C: More Details About Computing Sensitivity Weights and Sensitive Sets

We here only consider Fisher’s sharp null hypothesis (i.e., integer programs (P1) and (P2)) as the same method can also be applied for Neyman’s weak null hypothesis. For type I randomization designs, let \( \tilde{\gamma} = (\tilde{\gamma}_{10}^{00}, \tilde{\gamma}_{10}^{01}, \tilde{\gamma}_{11}^{01}, \ldots, \tilde{\gamma}_{10}^{00}, \tilde{\gamma}_{11}^{01}, \tilde{\gamma}_{11}^{10}, \tilde{\gamma}_{11}^{11}) \) be an optimal
solution to (P1). According to Definition 3 in the main text, we have

\[
W_{TF} = \left| \{(ij : Z_{ij} = 1, Y^*_ij = 1, \tilde{Y}_{ij} = 0)\} \right| = \sum_{i=1}^{I} (\Delta_{i1}^{11} - \tilde{\Pi}_{i}^{11}) \quad \frac{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})}{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})},
\]

\[
W_{TF}^{FN} = \left| \{(ij : Z_{ij} = 1, Y^*_ij = 0, \tilde{Y}_{ij} = 1)\} \right| = \sum_{i=1}^{I} (\Delta_{i01}^{01} - \tilde{\Pi}_{i}^{01}) \quad \frac{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})}{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})},
\]

\[
W_{CF} = \left| \{(ij : Z_{ij} = 0, Y^*_ij = 1, \tilde{Y}_{ij} = 0)\} \right| = \sum_{i=1}^{I} (\Delta_{i01}^{01} - \tilde{\Pi}_{i}^{01}) \quad \frac{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})}{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})},
\]

\[
W_{CF}^{FN} = \left| \{(ij : Z_{ij} = 0, Y^*_ij = 0, \tilde{Y}_{ij} = 1)\} \right| = \sum_{i=1}^{I} (\Delta_{i01}^{01} - \tilde{\Pi}_{i}^{01}) \quad \frac{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})}{\sum_{i=1}^{I} (\Delta_{i00}^{11} + \Lambda_{i01}^{01} + \tilde{\Pi}_{i}^{10} + \Lambda_{i1}^{11} - \tilde{\Pi}_{i}^{11})}.
\]

Note that after reformulating (P0) as (P1) or (P2), it is more natural to directly calculate a union of various sensitive sets. Specifically, let \( S \) be a sensitive set given from (P0), \( G \) the permutation group over \( I \) defined in Section 4.1 of the main text and \( gS = \{g(ij) : \tilde{Y}_{ij} \neq Y^*_ij\} \) for \( g \in G \), then we have

\[
\bigcup_{g \in G} gS = \bigcup_{i=1}^{I} \{A_{i00}^{11} \cup A_{i01}^{01} \cup A_{i10}^{10} \cup A_{i11}^{11}\},
\]

where \( A_{i00}^{11} = \{ij : Z_{ij} = 0, Y^*_ij = 0, \tilde{Y}_{ij} = 0, j = 1, \ldots, n_i\} \), \( A_{i01}^{01} = \{ij : Z_{ij} = 0, Y^*_ij = 1, \tilde{Y}_{ij} = 0, j = 1, \ldots, n_i\} \), \( A_{i10}^{10} = \{ij : Z_{ij} = 1, Y^*_ij = 0, \tilde{Y}_{ij} = 0, j = 1, \ldots, n_i\} \), and \( A_{i11}^{11} = \{ij : Z_{ij} = 1, Y^*_ij = 1, \tilde{Y}_{ij} = 0, j = 1, \ldots, n_i\} \).

For type II randomization designs, let \( \tilde{d} = (\tilde{d}_{11}, \ldots, \tilde{d}_{S\tilde{N}_S}) \) be an optimal solution to (P2). According to Definition 3 in the main text, we have

\[
W_{TF}^{FP} = \left| \{(ij : Z_{ij} = 1, Y^*_ij = 1, \tilde{Y}_{ij} = 0)\} \right| = \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} - \Delta_{i10}^{10}) \quad \frac{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})}{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})},
\]

\[
W_{TF}^{FN} = \left| \{(ij : Z_{ij} = 1, Y^*_ij = 0, \tilde{Y}_{ij} = 1)\} \right| = \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} - \Delta_{i10}^{10}) \quad \frac{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})}{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})},
\]

\[
W_{CF}^{FP} = \left| \{(ij : Z_{ij} = 0, Y^*_ij = 1, \tilde{Y}_{ij} = 0)\} \right| = \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} - \Delta_{i10}^{10}) \quad \frac{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})}{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})},
\]

\[
W_{CF}^{FN} = \left| \{(ij : Z_{ij} = 0, Y^*_ij = 0, \tilde{Y}_{ij} = 1)\} \right| = \sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} - \Delta_{i10}^{10}) \quad \frac{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})}{\sum_{s=1}^{S} \sum_{p=1}^{\tilde{N}_s} \tilde{d}_{sp}(\Delta_{i00}^{11} + \Delta_{i01}^{01} + \Lambda_{i01}^{11} - \Delta_{i10}^{10} - \Lambda_{i11}^{11})}.
\]
Meanwhile, we can get a collection of sensitive sets

$$\bigcup_{g \in G} gS = \bigcup_{s=1}^{S} \{ B_{sp}^{00} \cup B_{sp}^{01} \cup B_{sp}^{10} \cup B_{sp}^{11} \},$$

where $B_{sp}^{00} = \{ ij : Z_{ij} = 0, Y_{ij} = 0, \Lambda_i = \Lambda_{[s]}, \tilde{d}_{sp} \neq 0, \Delta_{sp}^{00} \neq 0 \}$, $B_{sp}^{01} = \{ ij : Z_{ij} = 0, Y_{ij} = 1, \Lambda_i = \Lambda_{[s]}, \tilde{d}_{sp} \neq 0, \Delta_{sp}^{01} \neq 0 \}$, $B_{sp}^{10} = \{ ij : Z_{ij} = 1, Y_{ij} = 0, \Lambda_i = \Lambda_{[s]}, \tilde{d}_{sp} \neq 0, \Delta_{sp}^{10} \neq 0 \}$, and $B_{sp}^{11} = \{ ij : Z_{ij} = 1, Y_{ij} = 1, \Lambda_i = \Lambda_{[s]}, \tilde{d}_{sp} \neq 0, \Delta_{sp}^{11} \neq 0 \}$.

**Web Appendix D: Additional Simulation Studies and Related Discussions**

In the main text, we conducted simulation studies on the computational efficiency of the adaptive reformulation strategy for calculating warning accuracy and sensitivity weights proposed in Section 4.2 of the main text with Fisher’s sharp null. We also obtained some insights on how warning accuracy and sensitivity weights vary with the effect size of measured outcomes and sample size. In this section, we conduct parallel simulation studies with Neyman’s weak null. We investigate both type I and type II randomization designs by considering Simulation Scenario 1, proposed in Section 4.3 of the main text, and Simulation Scenario 3, described as follows. As emphasized in the main text, all the data-generating processes described in the simulation studies in this paper are only for automatically generating data sets for simulations, as our framework works for finite-population data sets and does not depend on specific data-generating models.

- **Simulation Scenario 3 (for Type II randomization designs):** We consider a stratified randomized experiment or a stratified observational study (with most strata being small) with $I = 400$ or 2000 strata. We let $\mathcal{U}(A)$ denote the uniform distribution over the set $A$. In each independent simulation run, for each $i = 1, \ldots, I$ we randomly draw $m_i$ from $\mathcal{U}\{2, 3\}$ and then randomly draw $n_i - m_i$ from $\mathcal{U}\{2, 3\}$. 
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Then we have $E(N) = \{E(m_i) + E(n_i - m_i)\} \cdot I = 5I = 2000$ or 10,000.

In each independent simulation run, after generating $m_i$ and $n_i - m_i$ for each stratum $i$, we follow the same procedure as described in Section 4.3 of the main text to generate the treatment indicators $Z$ and the measured outcomes $Y^*$ based on the prespecified measured effect size $(p_0, p_1)$. We here consider testing Neyman’s weak null $H_0^{\text{weak}}$. After conducting 1000 independent simulation runs for each of the 18 different prespecified sets of $(E(N), p_0, p_1)$ under Simulation Scenarios 1 and 3, we give the simulation results of the corresponding average computation time, average warning accuracy and average sensitivity weights in Table 5 in Web Appendix D. We here report some related details about the specific procedure for obtaining the results in Table 5: (i) As mentioned in the main text, conducting a sensitivity analysis or a validation study is typically more meaningful when we detected a treatment effect in a primary analysis (Rosenbaum, 2002) based on measured outcomes $Y^*$. Therefore, we here exclude few simulation runs (i.e., generated data sets) in which Neyman’s weak null failed to be rejected based on $Y^*$ (20 out of 36,000 runs). (ii) For the remaining 35,980 simulation runs, to prevent our simulation studies from failing to be finished in a tolerable amount of time, we force a simulation run to stop if it runs more than 100 seconds, report the total number of such cases, and exclude such cases when calculating the average computation time, warning accuracy, and sensitivity weights. It turns out that such potentially computationally infeasible cases (computation time more than 100 seconds) are very rare (17 out of 35,980 runs), and in most cases, our framework is computationally efficient with Neyman’s weak null. (iii) As in Section 4.3 of the main text, all the computation tasks in this section were also done by the optimization solver Gurobi (version 9.1) (Gurobi Optimization, LLC, 2022) and a laptop computer with a 1.6 GHz Dual-Core Intel Core i5 processor and 4 GB 1600 MHz DDR3 memory. From the simulation results reported in Table 5, we can see that the general patterns observed and the insights obtained from Fisher’s sharp null case considered in Table 2 of the main text
Web Appendix E: Additional Clarifications and Discussions

Transparency and unambiguously calculated from the dataset, the outputs of our sensitivity analysis framework (i.e., the warning accuracy and sensitivity weights) help suggest whether a randomization test’s result is sensitive to outcome misclassification (in the worst-case sense) and whether it is especially sensitive to a certain type of outcome misclassification (in the sense of sensitivity to adversarial attacks of outcome misclassification). Although our sensitivity analysis’s outputs are objective, and there is no “right or wrong” for them (as long as they can be correctly understood and exactly calculated), researchers should be careful to avoid misinterpreting them and be aware that such sensitivity analysis information should be combined with domain knowledge and/or validation studies to better inform the final causal decision-making.

Specifically, recall that the warning accuracy only tells us the minimal number of outcome misclassification cases needed to overturn a causal conclusion reported by a randomization test. It does not tell us whether there exist many outcome misclassification cases in the dataset, as such information is beyond the scope of sensitivity analysis and involves the actual implementation of a scientific investigation or validation study. When combining the warning accuracy and subject knowledge, there are four main cases:

• Case 1.1: The sensitivity analysis suggests that the original randomization test’s result is sensitive to outcome misclassification (i.e., exhibits high warning accuracy). Meanwhile, domain knowledge or validation studies suggest that we may expect many outcome misclassification cases in the dataset.
• Case 1.2: The sensitivity analysis suggests that the original randomization test’s result is sensitive to outcome misclassification (i.e., exhibits high warning accuracy). Meanwhile, domain knowledge or validation studies suggest that outcome misclassification should rarely exist in the dataset.

• Case 1.3: The sensitivity analysis suggests that the original randomization test’s result is insensitive (robust) to outcome misclassification (i.e., exhibits low warning accuracy). Meanwhile, domain knowledge or validation studies suggest that many outcome misclassification cases may exist in the dataset.

• Case 1.4: The sensitivity analysis suggests that the original randomization test’s result is insensitive (robust) to outcome misclassification (i.e., exhibits low warning accuracy). Meanwhile, domain knowledge or validation studies suggest that outcome misclassification should rarely exist in the dataset.

Also, recall that another quantity reported in our framework, the sensitivity weights, only suggests whether a randomization test’s result is especially sensitive to one of the following four types of outcome misclassification: false positives among the treated group, false negatives among the treated group, false positives among the control group, and false negatives among the control group. The sensitivity weights do not tell us which of the aforementioned four types of outcome misclassification is expected to occur more in the dataset. This question involves conducting a scientific investigation or validation study and cannot be answered by data analysis alone. When combining the sensitivity weights and subject knowledge, there are three main cases:

• Case 2.1: The sensitivity weights suggest that the original randomization test’s result is especially sensitive to a certain type of outcome misclassification. Meanwhile, domain knowledge or validation studies suggest that that type of outcome misclassification is expected to occur more frequently in the dataset than other types of outcome misclassification.
• Case 2.2: The sensitivity weights suggest that the original randomization test’s result is especially sensitive to a certain type of outcome misclassification. Meanwhile, domain knowledge or validation studies suggest that that type of outcome misclassification is not expected to occur more frequently than other types of outcome misclassification.

• Case 2.3: From the sensitivity weights, we do not have evidence that the randomization test’s result is especially sensitive to a certain type of outcome misclassification.

The causal evidence from the original randomization test is weakened in Cases 1.1 and 2.1 (the investigation for the observation that “finasteride increases the risk of high-grade prostate cancer” in the PCPT study presented in Section 5 belongs to these two cases) and strengthened in Case 1.4. In Cases 1.2, 1.3, 2.2, and 2.3, there is no immediate implication about whether the evidence from the original randomization test should be weakened or strengthened, which provides useful suggestions about the necessity of further validation studies and investigations on potential bias from outcome misclassification. In summary, in all of the above cases, our framework can help researchers get a more comprehensive view of the result from the original randomization test.
Table 1: Illustration of the two types of symmetry: between-strata symmetry (e.g., stratum 1 and stratum 2) and within-strata symmetry (e.g., subject 1 and subject 2 in stratum 3).

|        | $Y^* = 1$ | $Y^* = 0$ |
|--------|-----------|-----------|
| $Z = 1$|           |           |
| $Z = 0$|           |           |

(a) Four types of study subjects.

(b) Two types of symmetry.
Table 2: The average computation time (in seconds), warning accuracy $WA$ and sensitivity weights $(W_{TP}^{FP},W_{TP}^{FN},W_{TC}^{FP},W_{TC}^{FN})$ of different sets of $(E(N),p_0,p_1)$.

| Type I Randomization Designs (Simulation Scenario 1) |
|---|
| $p_0 = 0.3$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.4$ | 0.15 s | 0.98 | 0.33 | 0.00 | 0.00 | 0.67 | 3.67 s | 0.97 | 0.35 | 0.00 | 0.00 | 0.65 |
| $p_1 = 0.6$ | 0.17 s | 0.91 | 0.46 | 0.00 | 0.00 | 0.54 | 3.73 s | 0.90 | 0.46 | 0.00 | 0.00 | 0.54 |
| $p_1 = 0.8$ | 0.18 s | 0.83 | 0.54 | 0.00 | 0.00 | 0.46 | 3.79 s | 0.82 | 0.54 | 0.00 | 0.00 | 0.46 |
| $p_0 = 0.6$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.7$ | 0.15 s | 0.98 | 0.68 | 0.00 | 0.00 | 0.32 | 3.66 s | 0.97 | 0.66 | 0.00 | 0.00 | 0.34 |
| $p_1 = 0.8$ | 0.16 s | 0.95 | 0.72 | 0.00 | 0.00 | 0.28 | 3.73 s | 0.94 | 0.69 | 0.00 | 0.00 | 0.31 |
| $p_1 = 0.9$ | 0.17 s | 0.91 | 0.75 | 0.00 | 0.00 | 0.25 | 3.71 s | 0.90 | 0.72 | 0.00 | 0.00 | 0.28 |
| $p_0 = 0.9$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.2$ | 0.21 s | 0.74 | 0.00 | 0.46 | 0.54 | 0.00 | 4.15 s | 0.74 | 0.00 | 0.47 | 0.53 | 0.00 |
| $p_1 = 0.4$ | 0.19 s | 0.83 | 0.00 | 0.37 | 0.63 | 0.00 | 3.79 s | 0.82 | 0.00 | 0.38 | 0.62 | 0.00 |
| $p_1 = 0.6$ | 0.17 s | 0.91 | 0.00 | 0.25 | 0.75 | 0.00 | 3.70 s | 0.90 | 0.00 | 0.28 | 0.72 | 0.00 |
| Type II Randomization Designs (Simulation Scenario 2) |
| $p_0 = 0.3$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.4$ | 2.75 s | 0.99 | 0.13 | 0.00 | 0.00 | 0.87 | 6.33 s | 0.99 | 0.27 | 0.00 | 0.00 | 0.73 |
| $p_1 = 0.6$ | 2.68 s | 0.96 | 0.44 | 0.00 | 0.00 | 0.56 | 8.00 s | 0.95 | 0.44 | 0.00 | 0.00 | 0.56 |
| $p_1 = 0.8$ | 1.95 s | 0.92 | 0.54 | 0.00 | 0.00 | 0.46 | 8.68 s | 0.91 | 0.54 | 0.00 | 0.00 | 0.46 |
| $p_0 = 0.6$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.7$ | 2.80 s | 0.99 | 0.85 | 0.00 | 0.00 | 0.15 | 6.43 s | 0.99 | 0.73 | 0.00 | 0.00 | 0.27 |
| $p_1 = 0.8$ | 2.22 s | 0.97 | 0.76 | 0.00 | 0.00 | 0.24 | 6.19 s | 0.97 | 0.72 | 0.00 | 0.00 | 0.28 |
| $p_1 = 0.9$ | 1.45 s | 0.96 | 0.75 | 0.00 | 0.00 | 0.25 | 5.40 s | 0.95 | 0.75 | 0.00 | 0.00 | 0.25 |
| $p_0 = 0.9$ |
| $E(N) = 2000$ | $E(N) = 10,000$ |
| Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ | Time | $WA$ | $W_{TP}^{FP}$ | $W_{TP}^{FN}$ | $W_{TC}^{FP}$ | $W_{TC}^{FN}$ |
| $p_1 = 0.2$ | 1.09 s | 0.88 | 0.00 | 0.47 | 0.53 | 0.00 | 6.86 s | 0.87 | 0.00 | 0.47 | 0.53 | 0.00 |
| $p_1 = 0.4$ | 1.45 s | 0.92 | 0.00 | 0.38 | 0.62 | 0.00 | 7.33 s | 0.91 | 0.00 | 0.39 | 0.61 | 0.00 |
| $p_1 = 0.6$ | 1.44 s | 0.96 | 0.00 | 0.25 | 0.75 | 0.00 | 5.41 s | 0.95 | 0.00 | 0.26 | 0.74 | 0.00 |
Table 3: The $p$-values, warning accuracy, and sensitivity weights for the two binary outcomes of interest in the PCPT under Fisher’s sharp null and significance level $\alpha = 0.05$.

| Outcome (Sample Size N) | Prostate Cancer ($N = 9060$) | High-Grade Prostate Cancer ($N = 9037$) |
|-------------------------|-------------------------------|----------------------------------------|
| Relative Risk           | 0.75 (Protective Factor)      | 1.27 (Risk Factor)                     |
| $p$-value               | $4.66 \times 10^{-13}$        | $6.79 \times 10^{-3}$                  |
| Reject $H_0^{\text{sharp}}$ or Not | Yes                          | Yes                                    |
| Causal Conclusion       | Prevents Prostate Cancer     | Promotes High-Grade Cancer             |
| Warning Accuracy         | 98.37%                        | 99.88%                                 |
| Minimal Alteration #     | 147                           | 11                                     |
| Sensitivity Weights     | False Positives False Negatives | False Positives False Negatives |
| Finasteride             | 0 132/147                     | 2/11 0                                |
| Placebo                 | 15/147 0                      | 0 9/11                                |

Table 4: Decomposition of the total number of outcome misclassification cases for each of the four types of outcome misclassification.

| Misclassification Cases | False Positives | False Negatives |
|-------------------------|-----------------|-----------------|
| Finasteride (Treated)   | $N_T \cdot p_{T,0} \cdot \pi_{T,1|0}$ | $N_T \cdot p_{T,1} \cdot \pi_{T,0|1}$ |
| Placebo (Control)       | $N_C \cdot p_{C,0} \cdot \pi_{C,1|0}$ | $N_C \cdot p_{C,1} \cdot \pi_{C,0|1}$ |
Table 5: Simulations with Neyman’s weak null. We report the average computation time (in seconds), warning accuracy $WA$ and sensitivity weights $(W_{p}^{FP}, W_{p}^{FN}, W_{C}^{FP}, W_{C}^{FN})$ of different sets of $(E(N), p_{0}, p_{1})$ for Simulation Scenarios 1 and 3 (for type I and type II randomization designs respectively).

| $p_{0}$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|---------|---------------|-----------------|-----------------|
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.4$ | 0.20 s | 0.98 | 0.32 | 0.00 | 0.00 | 0.68 | 5.62 s | 0.98 | 0.35 | 0.00 | 0.00 | 0.65 |
| $p_{1} = 0.6$ | 0.26 s | 0.92 | 0.46 | 0.00 | 0.00 | 0.54 | 6.35 s | 0.91 | 0.46 | 0.00 | 0.00 | 0.54 |
| $p_{1} = 0.8$ | 0.35 s | 0.83 | 0.54 | 0.00 | 0.00 | 0.46 | 7.59 s | 0.83 | 0.54 | 0.00 | 0.00 | 0.46 |
| $p_{0} = 0.6$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.7$ | 0.20 s | 0.98 | 0.66 | 0.00 | 0.00 | 0.34 | 5.65 s | 0.98 | 0.65 | 0.00 | 0.00 | 0.35 |
| $p_{1} = 0.8$ | 0.25 s | 0.95 | 0.70 | 0.00 | 0.00 | 0.30 | 6.09 s | 0.94 | 0.69 | 0.00 | 0.00 | 0.31 |
| $p_{1} = 0.9$ | 0.29 s | 0.91 | 0.74 | 0.00 | 0.00 | 0.26 | 7.15 s | 0.91 | 0.71 | 0.00 | 0.00 | 0.29 |
| $p_{0} = 0.9$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.2$ | 0.45 s | 0.75 | 0.00 | 0.46 | 0.54 | 0.00 | 7.83 s | 0.74 | 0.00 | 0.46 | 0.54 | 0.00 |
| $p_{1} = 0.4$ | 0.36 s | 0.83 | 0.00 | 0.37 | 0.63 | 0.00 | 8.73 s | 0.83 | 0.00 | 0.39 | 0.61 | 0.00 |
| $p_{1} = 0.6$ | 0.29 s | 0.91 | 0.00 | 0.26 | 0.74 | 0.00 | 7.34 s | 0.91 | 0.00 | 0.29 | 0.71 | 0.00 |

| $p_{0} = 0.3$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.4$ | 0.63 s | 0.98 | 0.25 | 0.00 | 0.00 | 0.75 | 5.12 s | 0.97 | 0.24 | 0.00 | 0.00 | 0.76 |
| $p_{1} = 0.6$ | 0.63 s | 0.90 | 0.45 | 0.00 | 0.00 | 0.55 | 5.11 s | 0.89 | 0.46 | 0.00 | 0.00 | 0.54 |
| $p_{1} = 0.8$ | 0.52 s | 0.81 | 0.53 | 0.00 | 0.00 | 0.47 | 4.94 s | 0.80 | 0.53 | 0.00 | 0.00 | 0.47 |
| $p_{0} = 0.6$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.7$ | 0.62 s | 0.98 | 0.74 | 0.00 | 0.00 | 0.26 | 5.14 s | 0.97 | 0.75 | 0.00 | 0.00 | 0.25 |
| $p_{1} = 0.8$ | 0.55 s | 0.94 | 0.68 | 0.00 | 0.00 | 0.32 | 4.95 s | 0.93 | 0.67 | 0.00 | 0.00 | 0.33 |
| $p_{1} = 0.9$ | 0.43 s | 0.89 | 0.71 | 0.00 | 0.00 | 0.29 | 4.82 s | 0.89 | 0.70 | 0.00 | 0.00 | 0.30 |
| $p_{0} = 0.9$ | $E(N) = 2000$ | $E(N) = 10,000$ | $E(N) = 10,000$ |
|         | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ | Time | $WA$ | $W_{p}^{FP}$ | $W_{p}^{FN}$ | $W_{C}^{FP}$ | $W_{C}^{FN}$ |
| $p_{1} = 0.2$ | 0.56 s | 0.71 | 0.00 | 0.46 | 0.54 | 0.00 | 5.03 s | 0.70 | 0.00 | 0.45 | 0.55 | 0.00 |
| $p_{1} = 0.4$ | 0.44 s | 0.81 | 0.00 | 0.40 | 0.60 | 0.00 | 4.84 s | 0.80 | 0.00 | 0.39 | 0.61 | 0.00 |
| $p_{1} = 0.6$ | 0.48 s | 0.89 | 0.00 | 0.29 | 0.71 | 0.00 | 4.85 s | 0.89 | 0.00 | 0.29 | 0.71 | 0.00 |