GTrans: Spatiotemporal Autoregressive Transformer with Graph Embeddings for Nowcasting Extreme Events
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Abstract. Spatiotemporal time series nowcasting should preserve temporal and spatial dynamics in the sense that generated new sequences from models respect the covariance relationship from history. Conventional feature extractors are built with deep convolutional neural networks (CNN). However, CNN models have limits to image-like applications where data can be formed with high-dimensional arrays. In contrast, applications in social networks, road traffic, physics, and chemical property prediction where data features can be organized with nodes and edges of graphs. Transformer architecture is an emerging method for predictive models, bringing high accuracy and efficiency due to attention mechanism design. This paper proposes a spatiotemporal model, namely GTrans, that transforms data features into graph embeddings and predicts temporal dynamics with a transformer model. According to our experiments, we demonstrate that GTrans can model spatial and temporal dynamics and nowcast extreme events for datasets. Furthermore, in all the experiments, GTrans can achieve the highest $F_1$ and $F_2$ scores in binary-class prediction tests than the baseline models.
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1 Introduction

In time series machine learning, extreme events forecasting is a crucial subset interested in forecasting variables of interest that have some rare probability. Spatial and temporal attributes have played an essential role in addressing scientific issues mathematically and statistically with large volumes of data in real problems.

Conventional feature extractors are built with deep convolutional neural networks (CNN). In contrast to applying CNN to image-like applications, graphs...
in machine learning are widely adopted in various applications in social networks, road traffic, physics, and chemical property prediction, where data features can be modeled with nodes and edges of graphs. Geometric deep learning aims to model non-Euclidean domains, which is suitable for many scientific applications [3]. Moreover, deep graph convolution neural networks can learn graph node embeddings [9].

Recurrent neural networks are the de-facto in building predictive models. However, they are inefficient in training. Transformer architecture [16,6,21] is an emerging method for predictive models. Due to its originality of designing for natural language processing, there is a gap bridging the machine learning problem settings to the capability of Transformers.

Nowcasting for extreme events is a particular subset of problems similar to anonymous detection. However, unlike anonymous detection problems such as detecting a fraud credit card transaction, it is instantly known if an event is extreme by given features. For example, it is easy to tell an earthquake with a high magnitude, a severe accident if persons get killed in a traffic collision or severe weather condition. So, self-supervision or unsupervision is required to model this set of problems.

Inspired by the multi-head attention mechanism and encoder-decoder architecture, in this paper, we introduce an advanced transformer-based neural network autoencoder that encodes static spatial information, temporal information, decodes the latent space representation to future features in unsupervised learning tasks, and predicts quantile measures of probabilities for extreme events-of-interest. Self-supervised learning follows the forecasting nature that historical information is the most predictive helpful information for future values. The contribution of this paper is:

− We model the spatial features with graphs and encode graphs with graph convolutional neural networks.
− We integrate the graph embeddings with the Transformer encoder and decoder to build a predictive model for nowcasting extreme events.

The remainder of this paper is organized as follows. Section 2 summarizes related work in learning graph representation and time-series forecasting models. In Section 3, we formalize the nowcasting problem. Section 4 illustrates the proposed model architecture. We test and analyze the model in Section 5. Finally, we conclude the paper in Section 6.

2 Related Work

2.1 Graph Representation Learning

There are various methods have been proposed to estimate the graph representations. Kipf and Welling [9] proposed a simplified graph convolutional network to classify graph nodes from local neighbors. Yan et al. proposed a Spatial Temporal Graph Convolutional Networks (STGCN) to model dynamic skeletons [19].
In this paper, a graph is formed as nodes defined in body joints and edges based on bones or natural connections in human bodies. A spatial temporal graph is a skeleton sequence of body actions. This is a classification problem in which the output of the model is categorized as a type of movement such as running or jumping. Geng et al. [7] uses multi-graphs to model regional ride-hailing demand. In their work, multiple-graphs are used to model spatial information and gated recurrent neural network for temporal correlation.

2.2 Time Series Predictive Models

DeepAR is a symmetric encoder decoder neural network that predicts the probabilistic [14]. TimeGAN [20] is a generative adversarial network (GAN) for time series data, which consist of static features and temporal features. In TimeGAN, there is an embedding function, recovery function, sequence generator, and sequence discriminator. TransE [2] is one of the earliest successful project that predict data relationship using embeddings. Successors adopt to use advanced models for learning embeddings and predictive model for temporal dynamics. Zhu et al. [22] develop another GAN using one LSTM network as the generator and another LSTM network as the discriminator. Compared to GAN-based models, our model adopts GCN for embedding generation and Transformer for capturing temporal dynamics. Wu et al. demonstrated a successful application of using Transformer to prediction influenza prevalence [18]. Zerveas et al. [21] proposed a transformer-based framework for learning time series representation. As opposed to the original transformer from Vaswani et al. [16], they drop the decoder module but adopt a unified multi-variate feature matrix.

3 Problem Modeling Overview

3.1 Problem Formulation

Consider a spatiotemporal time series data setting where each sample is an event $x_i = \{s_i, x_t\}$ which consists of two elements: spatial features $s_i$ at location $i$ and temporal features $x_t$ at time $t$.

Define $s_i$ as $\{s_i : \mathbb{R}^m, 1 \leq i \leq n\}$, $x_t$ as a vector from space $\{\mathbb{R}^k\}$ at time $t$. Let $T$ be a constant length of look-back time steps. A history window of sequence at given time $t$ is $\{E_{t-T}, E_{t-T+1}, \ldots, E_{t}\}$, and its known future sequence is $\{x_{t-T+1}, x_{t-T+2}, \ldots, x_{t+1}\}$ in the training phase. For the convenience, we denote $x_t$ as the input signal consisting of all spatial and temporal features at time $t$.

$$
\min_{\hat{p}} D\left(p(x_t|x_{t-T:t-1}) || \hat{p}(x_t|x_{t-T:t-1})\right),
$$

where $\hat{p}(E_t|E_{t-T:t-1})$ is an estimate joint density function that approximates $p(E_t|E_{t-T:t-1})$ at any given time $t$. 

$$
(1)
$$
3.2 Graph Embedding with Laplacian Smoothing and Sharpening

Given a graph is defined as $G = (V, E, A)$, where $V$ and $E$ denotes vertices and edges respectively, $A \in \mathbb{R}^{n \times n}$ is the adjacency matrix of the graph with $n$ nodes, which encodes the pairwise distance between nodes. The symmetric graph laplacian is then calculated as

$$L = I_n - D^{-\frac{1}{2}}AD^{-\frac{1}{2}},$$

where $L, I_n \in \mathbb{R}^{n \times n}$, $I_n$ is an identity matrix, and $D$ is a diagonal matrix, in which $D_{ii} = \sum_j A_{ij}$.

Laplacian smoothing creates a weighted average representations from local inputs and neighbors [15]. For each index $i$ of node features, the Laplacian smoothing is defined as follows:

$$x_i^{(m+1)} = (1 - \gamma)x_i^{(m)} + \gamma \sum_j \frac{\hat{A}_{ij}}{D_{ii}}x_j^{(m)},$$

where $x_i^{(m+1)}$ is the reconstructed features from $x_i^{(m)}$.

Laplacian sharpening is a reversed process that destructs the reconstructed node features from centroids of neighbors. This process is expressed as a similar form as Eq 3 as follows:

$$x_i^{(m+1)} = (1 + \gamma)x_i^{(m)} - \gamma \sum_j \frac{\hat{A}_{ij}}{D_{ii}}x_j^{(m)},$$

where $x_i^{(m+1)}$ is the deconstructed features from $x_i^{(m)}$.

3.3 Long Term Series Nowcasting for Extreme Events

Inspired by [17], here we define the long term series nowcasting in formulation as:

$$y_j = D\left(\sum_i f(x_i, x_i)G(x_j)\right) \over C(x)$$

, where $x_i$ is the time series in the input window and $x_j$ is the output time series in the next window. $G$ is the graph encoding function and $D$ is the graph decoding function. A function $f$ computes the time-wise attention from $i$ to $j$. The temporal correlation is normalized by a factor $C$. This formulae states that $x, y$ share the same size of features but the order of relationship can be non-linear.

4 GTrans: Spatiotemporal Transformer with Graph Embeddings

We describe the overall model architecture and components in this section. As opposed to related work, our model is able to learn representation for various of input data structures. Graph embeddings keep the spatial information between nodes and the transformer layers are able to carry predictive tasks.
Fig. 1. GTrans architecture: Time distributed graph convolutional embeddings with Transformer encoder and decoder. This figure gives an example of using two convolutional layers in the graph encoder.

4.1 Spectral convolution on graphs

A spectral convolution on a graph input is a multiplication of element-wise signal $x \in \mathbb{R}^n$ with its adjacency matrix. The spectral convolution is approximated as follows:

$$g_\theta \ast x = \theta(I_n + D^{-\frac{1}{2}}AD^{-\frac{1}{2}})x,$$

where $A$ is the adjacency matrix and $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix with $D_{ii} = \sum_j A_{ij}$.

For symmetric graph encoding and decoding, which we expect the input $X$ is close to the target $\hat{X}$, so the cost of spatial reconstruction is given by

$$\frac{1}{T} \sum_{t=1}^{T} \min_{\hat{X}} \frac{1}{2} ||X_t - \hat{X}_t||_F^2$$

where $T$ is the time window size and $F$ denotes any distance function.

4.2 Symmetric Graph Convolutional Encoding and Decoding

Graph convolutional modules are used to encode and decode spatial embeddings. In our proposed architecture (as shown in Figure 1), the graph encoder and decoder are symmetric, which means the graph encoder and decoder contain...
the same number of layers and the layers’ shapes are mirrored from encoding
to decoding. This design allows the Laplacian smoothing in the encoder and
Laplacian sharpening in the decoder while keeping the graph structures of node
features [12]. As the embedding generation is stated in Section 3.2 (Eq. 3 and 4),
the graph encoder passes the embedding to the transformer ordered in time-wise.
Then the transformer passes the same time-wise order to the graph decoder. The
graph decoding is a reversed process of the encoding. In GTRANS, we adopt a
simplified version of Graph encoding and decoding as used in [9, 12].

4.3 Spatiotemporal Transformer AutoEncoder

We depict an end-to-end spatiotemporal dependency modeling by connecting the
Graph components and Transformer components. Figure 1 illustrates the overall
model architecture, which consists three main components 1) graph encoder,
2) transformer encoder, decoder, and 3) graph decoder. The Graph encoder
receives an input $X \in \mathbb{R}^{T \times N \times C}$ and an adjacency matrix $A \in \mathbb{R}^{N \times N}$ that
defines the spatial relationship between nodes. In this input, $T$ represents the
time window size, $N$ is the number of nodes and $C$ is the feature size for each
node. The generated embedding is aligned to the time axis with a shape as
$T \times N \times D$, in which $D$ is the embedding dimension size. The transformer
encoder takes the graph embeddings $E \in \mathbb{R}^{T \times N \times D}$ and produces a memory
context with the shape as $T \times N \times D$ as the same as input. By passing both
the memory context and the input for the graph encoder, Transformer decoder
predicts a future embedding $\hat{E} \in \mathbb{R}^{T \times N \times D}$. Then, this embedding is fed into
the graph decoder, which decodes as the predicted output $\hat{X} \in \mathbb{R}^{T \times N \times C}$ with
the same adjacency matrix $A \in \mathbb{R}^{N \times N}$. We describe the details of Transformer
components as follows:

**Positional Embedding** The input for Transformer encoder is a flattened out-
put of Graph encoder. So we project the input to $D$ dimensions with a trainable
linear operation, which is similar to the positional mapping in ViT [6] and [1]
except that there is no class feature. So the positional embedding is calculated
as:

$$z_t = Ex_t + e^{pos}_t$$  \hspace{1cm} (8)

where $E$ is a projection weight matrix and $e^{pos}_t$ is a learnable linear positional
embedding.

**Multi-Head Self-Attention** We use the Multi-Head self-attention (MSA) as
opposed to the standard self-attention mechanism (SA) as [10] by splitting the
long sequence size for each input embedding sequence $z \in \mathbb{R}^{T \times (N \cdot D)}$ of every $T$
time steps. The SA and MSA are calculated as follows:

\[
[q, k, v] = zH_{qkv} \tag{9}
\]

\[
\text{Attn} = \text{softmax}(\frac{qK^T}{\sqrt{D_h}}) \tag{10}
\]

\[
\text{SA}(z) = \text{Attn}v \tag{11}
\]

\[
\text{MSA}(z) = [\text{SA}v_1(z); \text{SA}v_2(z); \ldots; \text{SA}v_k(z)]H_{msa} \tag{12}
\]

In these equations Eq. 9, the attention weight \( \text{Attn} \in \mathbb{R}^{T \times T} \) is a pair-wise matrix for every two input sequences.

**Temporal Projection** Temporal projection is simply a process that aligns the decoded output to the following graph decoder. Given the transformer input and target \( E \in \mathbb{R}^{T \times N \times D} \), the nowcasted embedding is then projected to \( \hat{E} \in \mathbb{R}^{T \times N \times D} \).

Overall, the spatial information is retained in the graph embeddings and transformer components are responsible for capturing the temporal dynamics.

### 4.4 Self-supervised Training

The model is self-supervised by its input and recovered output. The modeling loss is defined as:

\[
\frac{\lambda}{T} \sum_{i=1}^{T} \min_{\hat{X}_i} \frac{1}{2} ||X_i - \hat{X}_i||_F^2 + (1 - \lambda)\Omega(\hat{X}) \tag{13}
\]

Here we balance the complexity of the generated \( \hat{x} \) with the mean of square distance errors by a function \( \Omega \). \( \lambda \) is a hyperparameter that controls the weights of recovered errors and the complexity of output.

We train our model GTrans by minimizing Equation 13 using the ADAM algorithm \[8\]. The model training is self-supervised by the source input and target input. The training target window is one step ahead of the source window. Algorithm 1 gives the detailed model training and events prediction algorithm. Within \( n_{\text{epochs}} \) epochs of training loop, the model is trained with \( T \) length of the input sequence and generates the same length of sequences at one-step ahead.

### 5 Experiments and Evaluation

#### 5.1 Datasets

We use three publicly available datasets for all experiments: 1) Earthquakes in Southern California, and 2) Motor vehicle collisions in New York City. Table 1 shows the basic statistics of these datasets. Figure 3a is the graph used for the selected Earthquake regions in Southern California and Figure 3b illustrates the graph for the 45 zip-coded areas in Manhattan of New York City. The graph node connections and features pre-processing can be found in Appendix A.
Algorithm 1 Model training algorithm

1: **Trainable parameters:**
2: \( \Theta_G \) for graph components; \( \Theta_{\text{Trans}}, \Theta_{\text{projection}} \) for transformer components

3: **procedure** PREDICTEXTRIMEEVENTS(\( X_{\text{train}}, X_{\text{test}} \))
4: \hspace{1em} build model GTrans and **initialize** model weights:
5: \hspace{3em} \( \Theta = \{\Theta_G, \Theta_{\text{Trans}}, \Theta_{\text{projection}}\} \)
6: \hspace{1em} for \( 1 \ldots n_{\text{epochs}} \) do
7: \hspace{3em} \hspace{1em} **while** \( T \) sequences available from \( X_{\text{train}} \) at time \( t \) do
8: \hspace{5em} \hspace{1em} **train** the model with
9: \hspace{7em} \hspace{1em} the input sequence \( \{X_{t-T}, X_{t-T+1}, \ldots, X_t\} \) and
10: \hspace{7em} \hspace{1em} the target sequence \( \{X_{t-T+1}, X_{t-T+2}, \ldots, X_{t+1}\} \).
11: \hspace{3em} \hspace{1em} **end while**
12: \hspace{3em} **end for**
13: \hspace{1em} \( \hat{h} \leftarrow \) Encoder(\( X_{\text{test}} \)) \hspace{1em} \( \triangleright \) Latent vector from Graph and Transformer encoder
14: \hspace{1em} \( \text{Err} \leftarrow \) Decoder(\( \hat{h} \)) - \( X_{\text{test}} \)
15: \hspace{1em} \( \mu \leftarrow \) Estimate(\( \text{Err} \)) \hspace{1em} \( \triangleright \) Mahalanobis distance for \( \text{Err} \in \mathbb{R}^{N \times D} \)
16: \hspace{1em} \( \epsilon \leftarrow \lambda \ast \mu \)
17: \hspace{1em} for each \( X \) from \( X_{\text{test}} \) do
18: \hspace{2em} \( \text{Err}(x) \leftarrow \) Decoder(Encoder(\( X \))) - \( X \)
19: \hspace{2em} \( \text{Pred}(X) \leftarrow \begin{cases} 0 & \text{if } \text{Err}(X) \leq \epsilon \\ 1 & \text{otherwise} \end{cases} \)
20: \hspace{1em} **end for**
21: **end procedure**

Table 1. Statistics of datasets: events column means un-preprocessed events in the raw datasets, the adjacency matrix is the graph corresponding matrix.

| Dataset       | Events | Adjacency Matrix | Feature size | Samples | Extreme event rate |
|---------------|--------|------------------|--------------|---------|-------------------|
| 1) scearthquake | 609,096 | 16 \times 16     | 3            | 25,515  | 9.25%             |
| 2) nymotorcrash | 1,822,796 | 45 \times 45     | 6            | 40,316  | 1.86%             |
Earthquakes in Southern California (scearthquake): This dataset contains seismic events in the Southern California area, ranging the longitude from $32^\circ$ to $36^\circ$ and latitude from $-120^\circ$ to $-116^\circ$. Seismic events are time series of data with geo locations. All locations are girded into 40 by 40 cells, each of which has .1 degree of longitude and latitude.

Motor vehicle collisions in New York City (nymotorcrash): This dataset contains vehicle collision and crashing events. These events are time and geo location associated.

5.2 Experimental Setup and Implementation

We implement the model in PyTorch [13] and train on a compute node equipped with an Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz, 128GB memory and 8 NVidia K80 GPUs. For the graph convolution, we use a simplified two-layer graph convolution as [9]. We use PyTorch’s built-in transformer layers as the backbone for building Transformer Encoder and Decoder. We transform the original tablet data frames into time sequences of graphs. For 1) scearthquake, the graph is a $16 \times 16$ mesh grid by splitting the Longitude from $-120^\circ$ to $-116^\circ$ and Latitude from $+32^\circ$ to $+36^\circ$. For 2) nymotorcrash, the graph nodes are 45 zip-coded areas in the borough of Manhattan of New York City. Node connections are based on geo connections of these areas. The 3) volcanic dataset consists of 4431 natural regional segments. Hence, the graph is a complete graph by assumption.

We use Mean Squared Errors (MSE) for computing the loss in Equation 13. We use the ADAM optimizer [8] with the learning rate decay when there is no improvement for the five continuous previous epochs. The statistics of all datasets, such as the adjacency matrix, feature size, number of samples, train and test splits, are shown in Table 1.

5.3 Model Performance Evaluation

To compare the model performance, we build three sets of baseline models: 1) MLP-AE, 2) LSTM-AE, 3) GCN-LSTM. MLP-AE is a model with a time distributed encoder, a linear projection layer, and a time distributed decoder. All the layers in this model are fully-connected dense neural layers. The architecture of this model is to simulate the same component connection as GTrans. Similarly, LSTM-AE is a typical RNN encoder decoder model from [4]. It adopts the same model structures except that the encoder consists of stacked LSTM layers and the decoder consists of LSTM layers in which the hidden dimensions are mirrored to the encoder. In LSTM-AE, the encoder encodes the input over time and produces a future hidden state. The decoder repeats the encoded states and produces a decoded output. Compared to LSTM-AE, GCN-LSTM replaces the encoder with a two-layer graph convolutional network and adopts the same time-wise graph convolutional decoder as GTrans. The hidden states are propagated using one LSTM layer.
Threshold Throughout all experiments, positive results are the extreme events that we are interested in prediction. We use a threshold value to determine whether positive or negative. We calculate the threshold in the following procedure. After models learn the latent space of datasets, we calculate the reconstruction error for each sample \( Err = |X - \hat{X}| \rightarrow \mathbb{R}^{N \times D} \). We estimate the mean vector \( \mu \) and covariance matrix \( \Sigma \) from all flattened errors \( \mathbb{R}^{N \times D} \). Then, we calculate the error distance by Mahalanobis distance \[ 5 \]. Finally, the threshold value is pulled from all error distances that is proportional to the extreme rates.

| Dataset       | Model     | TN  | FP  | FN  | TP  | TPR  | ACC  | F1   | F2   |
|---------------|-----------|-----|-----|-----|-----|------|------|------|------|
| ssearchquake  | MLP-AE    | 2019| 2038| 67  | 129 | 0.6582| 0.5051| 0.1092| 0.2186|
|               | LSTM-AE   | 3572| 393 | 221 | 67  | 0.2326| 0.8556| 0.1791| 0.2078|
|               | GCN-LSTM  | 2572| 1427| 153 | 115 | 0.4528| 0.6318| 0.1281| 0.2248|
|               | GTrans (ours) | 3109| 890 | 131 | 123 | 0.4843| 0.7599| 0.1942| 0.3031|
| nymotorcrash  | MLP-AE    | 3802| 2778| 58  | 82  | 0.5857| 0.5780| 0.0547| 0.1199|
|               | LSTM-AE   | 4708| 1857| 96  | 59  | 0.3806| 0.7094| 0.0570| 0.1163|
|               | GCN-LSTM  | 3049| 2347| 470 | 854 | 0.6450| 0.5808| 0.3775| 0.5025|
|               | GTrans (ours) | 3255| 2038| 526 | 901 | 0.6314| 0.6185| 0.4127| 0.5210|

Performance Measures We compare GTrans with the baseline models on the datasets with performance metrics. The results are listed in Table 2 where TN, FP, FN, and TP represent true negative, false positive, false negative, and true positive respectively. TPR is the true-positive rate defined as \( TP/(TP + FN) \). ACC means the accuracy defined as \( (TP + TN)/Total \). F1 score is calculated as \( TP/(TP + 1/2(FP + FN)) \). F2 score focuses more on the true positive rate, calculated as \( TP/(TP + 0.2FP + 0.8FN) \). We train all the models on 21,262 samples and test 4,253 samples for the ssearchquake dataset, and train on 33,596 samples and test on 6,720 samples for the nymotorcrash dataset. GTrans achieves the highest F1 and F2 scores for the two datasets. Event though MLP-AE and LSTM-AE hit the highest TPR and ACC respectively for the ssearchquake, F1 score is low for MLP-AE and F2 is the lowest for LSTM-AE. This is a similar situation for the nymotorcrash, where LSTM-AE and GCN-LSTM get the highest scores in ACC and TPR respectively. Compared to MLP-AE and LSTM-AE, graph embeddings empower both GCN-LSTM and GTrans to achieve higher F2 scores.
5.4 Ablation Study and t-SNE Visualization

GCN-LSTM and GTRANS share the same size of parameters for the graph encoder and decoder. We swap the transformer components with two LSTM layers as shown as the baseline GCN-LSTM. For the results in Table 2, GTRANS has a 3% better TPR and 12% more ACC for the scearthquake. For the nymotorcrash, the TPR is almost the same for both and GTRANS has 3% more ACC score. In addition, with Transformer components, GTRANS is able to gain more benefits from training with longer sequences. Compared to the testing metrics, training GTRANS on sequences with 100 window size for the nymotorcrash achieves about 9% higher scores, whereas the LSTM-based LSTM-AE and GCN-LSTM can achieve 4 and 5% improvement using longer sequences.

Figure 2 visualizes the latent space using t-Distributed Stochastic Neighbor Embedding (t-SNE) [11] from LSTM-AE and GTRANS. All the two sub-figures have 100 events from the training dataset. T-SNE algorithm reduces the high dimensional latent space into two major components for visualization. T-SNE is trained with a random initialized centroids and set the learning rate following from [10]. Figure 2a is the t-SNE plot for the latent space from LSTM-AE and Figure 2b displays the plot from GTRANS. It is obvious that GTRANS has achieved a better separation for the two categorical data.

6 Conclusion

We introduce GTRANS, a transformer-based AutoEncoder with Graph embeddings. It utilizes the symmetric graph encoder and decoder for capturing spatial structures between nodes and predicts temporal correlation by capturing
long term context with Transformer encoder and decoder. We formulate the
spatiotemporal prediction problem settings and illustrate the neural network
components. Our experiments demonstrate the effectiveness of the model on
predicting extreme rare events in a time series fashion. This model setting can
be further extended to the online machine learning where the sequential order
must be maintained.
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A Appendix

A.1 Data pre-processing

![Graph of Earthquake regions in Southern California](image1)
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Fig. 3. Graph of the datasets used in the graph components from GTRANS and GCN-LSTM: a) scearthquake, b) nymotorcrash. For 1) scearthquake, there are 16 nodes; for 2) nymotorcrash, there are 45 nodes.

The two datasets are public available. For 1) scearthquake, the dataset can be downloaded from the USGS website[^3]. And 2) nymotorcrash dataset can be found from the NYC open data project[^4]. For 1) scearthquake, there are 16 regions according to geo longitudes and latitudes, where each node represents one region and the connections are based on the natural connection of regions; for 2) nymotorcrash, there are 45 zip-coded areas, each of which is connected the road traffic connected areas. The node connections are equally weighted at initialization. The features used in the scearthquake are the magnitude, the depth, and the significance. The features used in nymotorcrash are the number of people injured or killed. All features are 0-1 normalized before training.

[^3]: [https://www.usgs.gov/](https://www.usgs.gov/)
[^4]: [https://opendata.cityofnewyork.us/](https://opendata.cityofnewyork.us/)