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Abstract

We are concerned with the existence and multiplicity of nontrivial time-periodic viscosity solutions to
\[ \partial_t w(x, t) + H(x, \partial_x w(x, t), w(x, t)) = 0, \quad (x, t) \in \mathbb{S} \times [0, +\infty). \]

We find that there are infinitely many nontrivial time-periodic viscosity solutions with different periods when \( \frac{\partial H}{\partial u}(x, p, u) \leq -\delta < 0 \) by analyzing the asymptotic behavior of the dynamical system \( (C(\mathbb{S}, \mathbb{R}), \{T_t\}_{t \geq 0}) \), where \( \{T_t\}_{t \geq 0} \) was introduced in [15]. Moreover, in view of the convergence of \( T_{t_n} \varphi \), we get the existence of nontrivial periodic points of \( T_t \), where \( \varphi \) are initial data satisfying certain properties. This is a long-time behavior result for the solution to the above equation with initial data \( \varphi \). At last, as an application, we describe to readers a bifurcation phenomenon for
\[ \partial_t w(x, t) + H(x, \partial_x w(x, t), \lambda w(x, t)) = 0, \quad (x, t) \in \mathbb{S} \times [0, +\infty), \]
when the sign of the parameter \( \lambda \) varies. The structure of the unit circle \( \mathbb{S} \) plays an essential role here. The most important novelty is the discovery of the nontrivial recurrence of \( (C(\mathbb{S}, \mathbb{R}), \{T_t\}_{t \geq 0}) \).
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1 Introduction and main results

Throughout this paper, we use the symbol $M$ to denote an arbitrary smooth, connected, compact Riemannian manifold without boundary. Let $TM$ and $T^*M$ denote the tangent and cotangent bundle of $M$ respectively. Assume $H : T^*M \times \mathbb{R} \to \mathbb{R}$, $H = H(x, p, u)$, is a $C^\infty$ function satisfying:

(H1) the Hessian $\frac{\partial^2 H}{\partial p^2}(x, p, u)$ is positive definite for each $(x, p, u) \in T^*M \times \mathbb{R}$;

(H2) for each $(x, u) \in M \times \mathbb{R}$, $H(x, p, u)$ is superlinear in $p$;

(H3) there is a constant $\kappa > 0$ such that

$$\left| \frac{\partial H}{\partial u}(x, p, u) \right| \leq \kappa, \quad \forall (x, p, u) \in T^*M \times \mathbb{R).$$

The associated Lagrangian is defined by

$$L(x, \dot{x}, u) := \sup_{p \in T^*_x M} \{ \langle \dot{x}, p \rangle_x - H(x, p, u) \}, \quad (x, \dot{x}, u) \in TM \times \mathbb{R).$$

It is direct to check that $L$ satisfies

(L1) the Hessian $\frac{\partial^2 L}{\partial x^2}(x, \dot{x}, u)$ is positive definite for each $(x, \dot{x}, u) \in TM \times \mathbb{R)$;

(L2) for each $(x, u) \in M \times \mathbb{R}$, $L(x, \dot{x}, u)$ is superlinear in $\dot{x}$. 
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there is a constant \( \kappa > 0 \) such that
\[
\left| \frac{\partial L}{\partial u}(x, \dot{x}, u) \right| \leq \kappa, \quad \forall (x, \dot{x}, u) \in TM \times \mathbb{R}.
\]

Define a family of nonlinear operators \( \{T_t\}_{t \geq 0} \) from \( C(M, \mathbb{R}) \) to itself as follows. For each \( \varphi \in C(M, \mathbb{R}) \), denote by \( (x, t) \mapsto T_t \varphi(x) \) the unique continuous function on \( (x, t) \in M \times [0, +\infty) \) such that
\[
T_t \varphi(x) = \inf_{\gamma} \left\{ \varphi(\gamma(0)) + \int_0^t L(\gamma(\tau), \dot{\gamma}(\tau), T_\tau \varphi(\gamma(\tau))) d\tau \right\},
\]
where the infimum is taken among the absolutely continuous curves \( \gamma : [0, t] \to M \) with \( \gamma(t) = x \). It was proved in [15] that \( \{T_t\}_{t \geq 0} \) is well-defined and is a one-parameter semigroup of operators.

Consider the dynamical system \((C(M, \mathbb{R}), \{T_t\}_{t \geq 0})\). The study of this dynamical system involves the space of continuous functions on \( M \) \((C(M, \mathbb{R}))\), time \((t \geq 0)\) parametrizes an irreversible continuous-time process), and the time-evolution law \((\{T_t\}_{t \geq 0})\). A characteristic feature of dynamical theories is the emphasis on asymptotic behavior, especially in the presence of non-trivial recurrence, i.e., properties related to the behavior as time goes to infinity. This paper is devoted to the study of asymptotic behavior of the dynamical system \((C(M, \mathbb{R}), \{T_t\}_{t \geq 0})\). More precisely, we aim to search for nontrivial periodic points \( \varphi \) of \( T_t \), i.e., there is \( T_{T_0} > 0 \) such that \( \varphi = T_{T_0} \varphi \). Note that such a \( T_0 \) may be not unique. If the infimum of the set of all such \( T_0 \)'s is not 0, we say that \( \varphi \) is a nontrivial periodic point of \( T_t \).

We are interested in the nontrivial recurrence of the dynamical system \((C(M, \mathbb{R}), \{T_t\}_{t \geq 0})\).

### 1.1 What we have known and want to know

Since the function \((x, t) \mapsto T_t \varphi(x)\) is the unique viscosity solution (see [4] for definitions of viscosity solutions) of the evolutionary Hamilton-Jacobi equation
\[
\partial_t w(x, t) + H(x, \partial_x w(x, t), w(x, t)) = 0, \quad (x, t) \in M \times [0, +\infty) \tag{1.1}
\]
with \( w(\cdot, 0) = \varphi(\cdot) \) [15], then one can deduce that

- \( \varphi \in C(M, \mathbb{R}) \) is a common fixed point of \( \{T_t\}_{t \geq 0} \) if and only if it is a viscosity solution of the ergodic Hamilton-Jacobi equation
  \[
  H(x, D\varphi(x), \varphi(x)) = 0, \quad x \in M. \tag{1.2}
  \]
  In this case, \( \varphi \) is a trivial periodic point of \( T_t \), or equivalently, it is a trivial periodic viscosity solution of (1.1).

- \( \varphi \in C(M, \mathbb{R}) \) is a nontrivial periodic point of \( T_t \) if and only if the function \((x, t) \mapsto T_t \varphi(x)\) is a nontrivial periodic viscosity solution of (1.1).
Hence, nontrivial (resp. trivial) periodic points of $T_t$ and nontrivial (resp. trivial) time-periodic viscosity solutions of (1.1) are the same. We do not distinguish them in the following.

Let us recall what we have known about the asymptotic behavior of $T_t\varphi$:

- when $\frac{\partial H}{\partial u} = 0$ (classical case), there is a unique constant $c(H) \in \mathbb{R}$, called effective Hamiltonian [9] or Mañe’s critical value [10], such that
  \[ H(x, Du(x)) = c(H) \]  
  (1.3)
has viscosity solutions. There are infinitely many viscosity solutions of (1.3). For each $\psi \in C(M, \mathbb{R})$, $T_t\psi + c(H)t$ goes to a viscosity solution of (1.3) as $t \to +\infty$ [6], which admits Lyapunov stability. Thus, there exists no nontrivial periodic viscosity solutions of
  \[ \partial_t w(x, t) + H(x, \partial_x w(x, t)) = c(H). \]
Moreover, each viscosity solution of (1.3) is Lyapunov asymptotically stable.

- when $\frac{\partial H}{\partial u} \geq \delta > 0$ (strict increasing in $u$), there is a unique fixed point $\varphi$ of $\{T_t\}_{t \geq 0}$ and for each $\psi \in C(M, \mathbb{R})$, $T_t\psi$ goes to $\varphi$ as $t \to +\infty$. Furthermore, $\varphi$ admits Lyapunov stability. These are well-known results, see for example [16].

For the above two cases, it is clear to see that the asymptotic behavior of $T_t$ is simple from the dynamical point of view. For the sake of brevity and readability, from now on we always assume that the Mañe’s critical value of $H(x, p, 0)$ is 0.

We are concerned with

- what will happen for more general cases: will nontrivial periodic viscosity solutions of (1.1) appear? And how many?

For example, assume $\frac{\partial H}{\partial u} \leq -\delta < 0$ (strict decreasing in $u$). In this case, equation (1.2) admits a unique forward weak KAM solution, denoted by $u_+$. See the Appendix for more details about weak KAM solutions. For this decreasing case, we have already known that [17]

(D1) $T_t\varphi$ is bounded on $M \times [0, +\infty)$ if and only if $\varphi \geq u_+$ everywhere and there exists $x_0 \in M$ such that $\varphi(x_0) = u_+(x_0)$. In this case, for each $\varphi$ satisfying the above two conditions, there is $T_{\varphi} > 0$ such that
  \[ |T_t\varphi(x)| \leq K, \quad \forall (x, t) \in M \times (T_{\varphi}, +\infty) \]
for some $K > 0$ independent of $\varphi$.

(D2) if there is $x_0 \in M$ such that $\varphi(x_0) < u_+(x_0)$, then $\lim_{t \to +\infty} T_t\varphi = -\infty$ uniformly on $x \in M$.

(D3) if $\varphi > u_+$ everywhere, then $\lim_{t \to +\infty} T_t\varphi = +\infty$ uniformly on $x \in M$. 
1.2 Main results

In this paper we aim to study the existence and multiplicity of nontrivial time-periodic viscosity solutions to
\[ \partial_t w(x, t) + H(x, \partial_x w(x, t), w(x, t)) = 0, \quad (x, t) \in S \times [0, +\infty), \tag{E} \]
where $S$ is the unit circle, under (H1), (H2), and the following assumption:

(H4) there are constants $\kappa > 0$, $\delta > 0$ such that
\[ -\kappa \leq \frac{\partial H}{\partial u}(x, p, u) \leq -\delta < 0, \quad \forall (x, p, u) \in T^*S \times \mathbb{R}. \]

Let $u_+$ denote the unique forward weak KAM solution of equation
\[ H(x, u'(x), u(x)) = 0, \quad x \in S, \tag{S} \]
and let $\Lambda_{u_+} := \{(x, (u_+)'(x), u_+(x)) : x \in D(u_+)\}$, where $D(u_+)$ denotes the set of points of differentiability of $u_+$. See the Appendix for definitions and properties of forward and backward weak KAM solutions of (S). Under (H1)-(H3), backward weak KAM solutions and viscosity solutions are the same.

The first main result of this paper is stated as follows.

**Theorem 1.1.** Assume (H1), (H2), (H4). If, in addition,
\[ (A) \quad \frac{\partial H}{\partial p}\big|_{\Lambda_{u_+}} \neq 0 \]
holds, then there exist infinitely many nontrivial time-periodic viscosity solutions with different periods of equation (E).

**Remark 1.2.** Some explanations on Theorem 1.1:

(i) We will show that equation (S) has a unique backward KAM solution $u_-$ and a unique forward KAM solution $u_+$. Moreover, $u_- = u_+ =: u_0$, and $u_0$ is of class $C^\infty$.

(ii) Note that $\Lambda_{u_0}$ (or equivalently, $\Lambda_{u_+}$) is a periodic orbit of the contact Hamiltonian flow $\Phi^H_t$ generated by
\[ \begin{align*}
\dot{x} &= \frac{\partial H}{\partial p}(x, p, u), \\
\dot{p} &= -\frac{\partial H}{\partial x}(x, p, u) - \frac{\partial H}{\partial u}(x, p, u) \cdot p, \\
\dot{u} &= \frac{\partial H}{\partial p}(x, p, u) \cdot p - H(x, p, u).
\end{align*} \]
Denote by $T$ the period of the above periodic orbit throughout this paper. Note that the above contact Hamiltonian system is the characteristic equations of (E). This is why we call (E) and (S) contact Hamilton-Jacobi equations.
(iii) We will also show that for each \( n \in \mathbb{N} \), equation (E) has infinite many nontrivial time \( \frac{T}{n} \)-periodic viscosity solutions.

As a consequence of Theorem 1.1, we will discuss an interesting bifurcation phenomenon for Hamilton-Jacobi equations

\[
\partial_t w(x, t) + H(x, \partial_x w(x, t), \lambda w(x, t)) = 0, \quad (x, t) \in S \times [0, +\infty).
\]

The foundations of the one-parameter bifurcation theory has been laid by Poincaré who studied branching of solutions in the three-body problem. Applying Theorem 1.1 to (E_\lambda), we get the following result.

**Theorem 1.3.** Assume (H1), (H2), (H4).

1. For \( \lambda < 0 \), equation (E_\lambda) has a unique trivial time-periodic viscosity solution and has no nontrivial time-periodic viscosity solutions. In this case, the unique fixed point of \( T_t \) is globally asymptotically stable in the Lyapunov sense.

2. For \( \lambda = 0 \), equation (E_\lambda) has infinitely many trivial time-periodic viscosity solutions and has no nontrivial time-periodic viscosity solutions. In this case, \( T_t \) has no other \( \omega \)-limit points besides those fixed points.

3. If, In addition, assume

\[
(C) \quad \min_{p \in \mathbb{R}} H(x, p, 0) < 0, \quad \forall x \in S,
\]

then there exists \( \lambda_0 > 0 \) such that for any \( \lambda \in (0, \lambda_0) \), equation (E_\lambda) has a unique trivial time-periodic smooth solution and infinitely many nontrivial time-periodic viscosity solutions. In this case, \( T_t \) has a unique fixed point and infinitely many nontrivial time-periodic points with different periods.

**Remark 1.4.** Note that

- Items (1) and (2) are existing results. We will only prove the third one.

- Item (3) tells us that a new phenomenon has appeared: there are not just fixed points in the \( \omega \)-limit set of \( T_t \). Nontrivial periodic points do exist.

The last result of the present paper is a long-time behavior result for equation (E), which indicates the complexity of asymptotic behavior of the \((C(S, \mathbb{R}), \{T_t\}_{t \geq 0})\).

**Theorem 1.5.** Assume (H1), (H2), (H4) and (A). Let \( \varphi \in C(S, \mathbb{R}) \) satisfy

\[
\min_{x \in S} (\varphi(x) - u_+(x)) = 0 < \max_{x \in S} (\varphi(x) - u_+(x)). \tag{1.4}
\]

Then the limit

\[
\lim_{n \to +\infty} T_{nT+T} \varphi(x) =: w_{\varphi}(x, t), \quad \forall (x, t) \in S \times [0, +\infty)
\]

exists and \( w_{\varphi}(x, t) \) is a nontrivial \( T \)-periodic viscosity solution of (E).

**Remark 1.6.** Note that condition (1.4) implies that \( \varphi \) satisfies the conditions in (D1).
1.3 Historical remarks

The study of the viscosity solution theory for Hamilton-Jacobi equations has a long history dating back to the pioneering work of Crandall and Lions [4]. Since then, much progress has been made in this field. There are innumerable important works by many authors, see for instance [1, 7, 11] and the references therein. Our methods and tools used in this paper come from [14, 15, 16, 17]. In [14] the authors established a variational principle for contact Hamiltonian systems under assumptions (H1)-(H3). This is the starting point of this series of works. Based on the variational principle, the authors of [15] dealt with the existence and representation formula of viscosity solutions to contact Hamilton-Jacobi equations under the same assumptions. The authors of [16] generalized part of Aubry-Mather-Mañé-Fathi theory for classical Hamiltonian systems to contact Hamiltonian systems under (H1), (H2) and $0 < \frac{\partial H}{\partial u} \leq \kappa$, and then they moved to strict decreasing case.

For Hamilton-Jacobi equations with time-periodic Hamiltonians $\bar{H}(x, p, t)$, there are many interesting works on the time-periodic viscosity solutions issue (see for instance, [5, 2, 3, 12, 13]). To the best of our knowledge, there are few papers dealing with this subject for time-independent (contact) Hamilton-Jacobi equations.

We will recall some definitions and preliminary results obtained in the aforementioned works on contact Hamiltonian systems in the Appendix. Especially, we will recall the concepts of the solution semigroups $T_t^-$ and $T_t^+$, which were introduced in [15]. We will use $T_t$ to denote $T_t^-$ throughout this paper except for the Appendix.

2 Periodic solutions and bifurcation phenomenons

2.1 Proof of Theorem 1.1

We use $\mathcal{L} : T^* \mathbb{S} \to T \mathbb{S}$ to denote the Legendre transform. Let $\bar{\mathcal{L}} := (\mathcal{L}, I d)$, where $I d$ denotes the identity map from $\mathbb{R}$ to $\mathbb{R}$. Then

$$\bar{\mathcal{L}} : T^* \mathbb{S} \times \mathbb{R} \to T \mathbb{S} \times \mathbb{R}, \quad (x, p, u) \mapsto \left( x, \frac{\partial H}{\partial p}(x, p, u), u \right)$$

is a diffeomorphism. Using $\bar{\mathcal{L}}$, we can define the contact Lagrangian $L(x, \dot{x}, u)$ associated to $H(x, p, u)$ as

$$L(x, \dot{x}, u) := \sup_{p \in T^*_x \mathbb{S}} \{ (\dot{x}, p)_x - H(x, p, u) \}.$$ 

Then $L(x, \dot{x}, u)$ and $H(x, p, u)$ are Legendre transforms of each other, depending on conjugate variables $\dot{x}$ and $p$ respectively. Let $\Phi^H_t$ and $\Phi^L_t$ denote the local contact Hamiltonian flow and Lagrangian flow, respectively.

We divide the proof of Theorem 1.1 into several steps: from Lemma 2.1 to Lemma 2.6. In this section we always assume (H1), (H2), (H4) and (A).
Lemma 2.1. Equation (S) has a unique backward weak KAM solution $u_-$ and a unique forward weak KAM solution $u_+$. Furthermore, $u_- = u_+ =: u_0$ and $u_0$ is in fact a classical solution.

Proof. Equation (S) has a unique forward weak KAM solution \cite{16,17}, denoted by $u_+$. Moreover, $u_- := \lim_{t \to +\infty} T_t u_+$ is a backward weak KAM solution \cite{18}. Define the projected Aubry set by

$$A := \{ x \in S : u_-(x) = u_+(x) \}.$$ 

In view of \cite{16}, $A$ is nonempty. Take an arbitrary point $x \in A$. Denote by $x(t)$ the global $(u_-, L, 0)$-calibrated curve passing through $x$. From (A), the contact Hamiltonian flow $\Phi^H_t$ has no fixed points on $\Lambda_{u_+}$. So, we get that

$$A = \{ x(t) : t \in \mathbb{R} \} = S, \quad \tilde{A} = \{ (x(t), \dot{x}(t), u_-(x(t))) : t \in \mathbb{R} \},$$

where $\tilde{A}$ denotes the Aubry set in $T S \times \mathbb{R}$ \cite{16}. In this case, $u_- = u_+ =: u_0$. Furthermore, from the graph property of the Aubry set, $u_0$ is the unique backward weak KAM solution. Recall that any backward weak KAM solution is $C^{1,1}$ on $A$. The proof is complete.

It is clear that $\tilde{A} = \{ (x(t), \dot{x}(t), u_0(x(t))) : t \in \mathbb{R} \}$ is a periodic orbit of the contact Lagrangian flow $\Phi^L_t$. Denote by $T$ the period of this periodic orbit. Let

$$(x(t), p(t), u_0(x(t))) := L^{-1}((x(t), \dot{x}(t), u_0(x(t))).$$

Lemma 2.2. Let $u_0$ be as in Lemma 2.1. Then $u_0$ is of class $C^\infty$.

Proof. Let $(x(t), p(t), u_0(x(t)))$ be as in (2.1). By (A), it is direct to see that $\dot{x}(t) \neq 0$ for all $t \in \mathbb{R}$.

From

$$\begin{cases}
\dot{x} = \frac{\partial H}{\partial p}(x, p, u), \\
\dot{p} = -\frac{\partial H}{\partial x}(x, p, u) - \frac{\partial H}{\partial u}(x, p, u) \cdot p, \\
\dot{u} = \frac{\partial H}{\partial p}(x, p, u) \cdot p - H(x, p, u),
\end{cases}$$

we can get that

$$\begin{cases}
\frac{dt}{dx} = \left( \frac{\partial H}{\partial p}(x, p, u) \right)^{-1}, \\
\frac{dp}{dx} = \left( \frac{\partial H}{\partial p}(x, p, u) \right)^{-1} \left( -\frac{\partial H}{\partial x}(x, p, u) - \frac{\partial H}{\partial u}(x, p, u) \cdot p \right), \\
\frac{du}{dx} = \left( \frac{\partial H}{\partial p}(x, p, u) \right)^{-1} \left( \frac{\partial H}{\partial p}(x, p, u) \cdot p - H(x, p, u) \right). \tag{2.3}
\end{cases}$$

Since $(x(t), p(t), u_0(x(t)))$ is a solution of (2.2), then $t = t(x), p(x) := p(t(x)), u_0(x) = u_0(t(x))$ is a solution of (2.3), where $t = t(x)$ is uniquely determined by $x = x(t)$. Note that the vector field of (2.3) is of class $C^\infty$. So, $u_0(x)$ is of class $C^\infty$. □
Lemma 2.3. Let $u_0$ be as in Lemma 2.1. Then for any $x_0 \in \mathbb{S}$,
\[
\liminf_{t \to +\infty} h_{x_0, u_0(x_0)}(x_0, t) < \limsup_{t \to +\infty} h_{x_0, u_0(x_0)}(x_0, t).
\]

Proof. Let
\[
B(x) := \frac{\partial H}{\partial p}(x, u'_0(x), u_0(x)), \quad x \in \mathbb{S}.
\]

By (A) one can deduce that $B(x) \neq 0$ for all $x \in \mathbb{S}$. Let $Z := \int_0^1 (B(\tau))^{-1} d\tau \in \mathbb{R}\{0\}$. Then it is clear that $|Z| = T$. For any fixed $x_0 \in \mathbb{S}$, we define
\[
w(x, t) := u_0(x) + \epsilon + \epsilon \sin\left(-\frac{\pi}{2} + f(x) - f(x_0) + \frac{2\pi t}{Z}\right), \quad (x, t) \in \mathbb{S} \times [0, +\infty), \quad (2.4)
\]

where
\[
f(x) := 2\pi \cdot \frac{\int_x^1 (B(\tau))^{-1} d\tau}{\int_0^1 (B(\tau))^{-1} d\tau} = \frac{2\pi Z}{Z} \int_0^1 (B(\tau))^{-1} d\tau > 0,
\]
and $\epsilon > 0$ is a parameter which will be determined later. For any $\nu \in [0, 1]$, let
\[
\hat{H}_{pp}^\nu(x, t) := \int_0^1 \int_0^1 \frac{\partial^2 H}{\partial p^2}(x, u'_0(x)+\nu s \tau \cos\left(-\frac{\pi}{2} + f(x) - f(x_0) + \frac{2\pi t}{Z}\right)) f'(x), u_0(x) \right) d\tau ds.
\]

Let
\[
M_0 := \max_{(x, t) \in \mathbb{S} \times [0, +\infty)} \nu \in [0, 1] \left|\hat{H}_{pp}^\nu(x, t)\right|.
\]

Take
\[
\epsilon := \min\left\{\frac{1}{2} \frac{\delta Z^2}{4\pi^2 M_0} \cdot \min_{x \in \mathbb{S}} B^2(x), 1\right\},
\]

where $\delta$ is as in (H4).

We assert that $w(x, t)$ defined in (2.4) is a subsolution of (E) with $w(x_0, 0) = u_0(x_0)$. It is clear that
\[
w(x_0, 0) = u_0(x_0) + \epsilon + \epsilon \sin\left(-\frac{\pi}{2}\right) = u_0(x_0).
\]

For any $x \in \mathbb{S}$, $t \geq 0$, let $F(x, t) := -\frac{\pi}{2} + f(x) - f(x_0) + \frac{2\pi t}{Z}$. In view of $H(x, u'_0(x), u_0(x)) = 0$.
and \( f'(x) = -\frac{2\pi}{Z \cdot B(x)} \), by direct computation we have that

\[
\partial_t w(x, t) + H(x, \partial_x w(x, t), w(x, t)) \\
\leq \epsilon \cos F(x, t) \cdot \frac{2\pi}{Z} + H \left( x, u_0'(x) + \epsilon \cos F(x, t) \cdot f'(x), u_0(x) \right) - \delta \left( \epsilon + \epsilon \sin F(x, t) \right)
\]

\[
\leq \epsilon \cos F(x, t) \cdot \frac{2\pi}{Z} + H \left( x, u_0'(x), u_0(x) \right) + \epsilon \cos F(x, t) \cdot f'(x) \cdot B(x) \\
+ \epsilon^2 \cos^2 F(x, t) \cdot \left( f'(x) \right)^2 M_0 - \delta \left( \epsilon + \epsilon \sin F(x, t) \right)
\]

\[
\leq \epsilon \cos F(x, t) \cdot \frac{2\pi}{Z} + f'(x) \cdot B(x) + \epsilon^2 \cos^2 F(x, t) \cdot \left( f'(x) \right)^2 M_0 - \delta \left( \epsilon + \epsilon \sin F(x, t) \right)
\]

\[
\leq \epsilon^2 \cos^2 F(x, t) \cdot \left( f'(x) \right)^2 M_0 - \delta \left( \epsilon + \epsilon \sin F(x, t) \right)
\]

\[
\leq \epsilon \delta \left( \frac{1}{2} \cos^2 F(x, t) - 1 - \sin F(x, t) \right) = -\epsilon \delta \cdot \frac{1}{2} \left( 1 + \sin F(x, t) \right)^2 \leq 0.
\]

So far, we have proved that \( w(x, t) \) is a subsolution of (E).

From the classical comparison principle (see, for instance, [8]), one can deduce that \( T_t w(x, 0) \geq w(x, t) \), since \( T_t w(x, 0) \) is a viscosity solution of (E) while \( w(x, t) \) is a viscosity subsolution of (E). Thus, we get that

\[
h_{x,0,u_0(x_0)}(x, t) = h_{x,0,w(x_0,0)}(x, t) \geq T_t w(x, 0) \geq w(x, t),
\]

which implies that

\[
\limsup_{t \to +\infty} h_{x_0,u_0(x_0)}(x_0, t) \geq u_0(x_0) + \epsilon \geq u_0(x_0) = \liminf_{t \to +\infty} h_{x_0,u_0(x_0)}(x_0, t).
\]

The proof is complete. \(\square\)

**Lemma 2.4.** Let \( u(t) := u_0(x(t)) \). Then

\[
u(x, t) := \lim_{n \to +\infty} h_{x(0),u(0)}(x, nT + t)
\]

is a nontrivial \( T \)-periodic viscosity solution of equation (E).

**Proof.** Since \((x(t), u(t))\) is \( T \)-periodic and globally minimizing, then

\[
h_{x(0),u(0)}(x(0), T) = h_{x(0),u(0)}(x(T), T) = u(T) = u(0).
\]

(2.5)

Note that for each \( x \in \mathbb{S} \) and each \( n \in \mathbb{N} \),

\[
h_{x(0),u(0)}(x, (n+1)T) = \inf_{y \in \mathbb{S}} h_{y,h_{x(0),u(0)}(y,T)}(x, nT) \leq h_{x(0),h_{x(0),u(0)}(x(0),T)}(x, nT) = h_{x(0),u(0)}(x, nT).
\]

Since \((x(t), u(t))\) is static, then for any \( t \in \mathbb{R} \),

\[
u(t) \leq h_{x(0),u(0)}(x(t), s), \quad \forall s > 0.
\]
Then for any \( t > 0 \) and any \( x \in \mathbb{S} \), we have
\[
    u(0) \leq h_{x(0),u(0)}(x(0), t + \mathcal{T}) = \inf_{y \in \mathbb{S}} h_{y,h_{x(0),u(0)}(y,t)}(x(0), \mathcal{T}) \leq h_{x,h_{x(0),u(0)}(x,t)}(x(0), \mathcal{T}).
\]

So, we get that for any \( t > 0 \) and any \( x \in \mathbb{S} \),
\[
    h_{x(0),u(0)}(x, t) \geq h_{x(0),u(0)}(x, \mathcal{T}),
\]
which implies that \( h_{x(0),u(0)}(x, t) \) is bounded from below. Thus one can define
\[
    U(x) := \lim_{n \to \infty} h_{x(0),u(0)}(x, n\mathcal{T}).
\]

Let \( u(x, t) := T_{\mathcal{T}}U(x) \). Let \( x_0 := x(0) \) and \( v_0 := u(0) \). Then
\[
    u(x, t) = \inf_{y \in \mathbb{S}} h_{y,U(y)}(x, t) = \lim_{n \to \infty} \inf_{y \in \mathbb{S}} h_{y,h_{x,0},v_0(y,n\mathcal{T})}(x, t) = \lim_{n \to \infty} h_{x,0},v_0(x, n\mathcal{T} + t)
\]
for any \((x, t) \in \mathbb{S} \times \mathbb{R}\). Notice that
\[
    T_{\mathcal{T}}u(x, t) = \inf_{y \in \mathbb{S}} h_{y,u(y,t)}(x, \mathcal{T})
    = \lim_{n \to \infty} \inf_{y \in \mathbb{S}} h_{y,h_{x,0},v_0(y,n\mathcal{T} + t)}(x, \mathcal{T})
    = \lim_{n \to \infty} h_{x,0},v_0(x, (n+1)\mathcal{T} + t)
    = u(x, t).
\]

Hence, \( u(x, t) = T_{\mathcal{T}}u(x, t) = T_{\mathcal{T}+\mathcal{T}}U(x) = u(x, t + \mathcal{T}) \), for all \((x, t) \in \mathbb{S} \times \mathbb{R}\).

Since \( \lim \inf_{t \to +\infty} h_{x(0),u(0)}(x(t), t) \neq \lim \sup_{t \to +\infty} h_{x(0),u(0)}(x(0), t) \), then \( u(x, t) \) is a non-trivial \( \mathcal{T} \)-periodic solution of equation (E). \( \square \)

**Remark 2.5.** Some explanations for the above lemma. In fact, we can get a more general result stated as below: Assume \( H : T^*M \times \mathbb{R} \to \mathbb{R} \), \( H = H(x, p, u) \), is a \( C^3 \) function satisfying (H1)-(H3). If

(i) there exists a \( \mathcal{T}' \)-periodic static curve \((x(\cdot), u(\cdot)) : \mathbb{R} \to M \times \mathbb{R} \) with \( \mathcal{T}' > 0 \);

(ii) \( \lim_{t \to +\infty} h_{x(0),u(0)}(x(0), t) < \lim_{t \to +\infty} h_{x(0),u(0)}(x(0), t) \),

then
\[
    u(x, t) := \lim_{n \to +\infty} h_{x(0),u(0)}(x, n\mathcal{T}' + t)
\]
is a non trivial \( \mathcal{T}' \)-periodic viscosity solution of equation
\[
    \partial_t w(x, t) + H(x, \partial_x w(x, t), w(x, t)) = 0, \quad (x, t) \in M \times [0, +\infty).
\]
Here, \( M \) is an arbitrary smooth, connected, compact Riemannian manifold without boundary. See the Appendix for definitions of globally minimizing curves and static curves. The proof is quite similar to the one of Lemma 2.4 and thus we omit it.
Lemma 2.6. If equation (E) has a nontrivial $T$-periodic viscosity solution, then for each $n \in \mathbb{N}$, equation (E) has infinitely many nontrivial $\frac{T}{n}$-periodic viscosity solutions.

Proof. If $w(x, t)$ is a nontrivial $T$-periodic viscosity solution of (E), then for any $a \in [0, T]$, $w(x, t+a)$ is also a nontrivial $T$-periodic viscosity solution of (E). For each given $n \in \mathbb{N}$, define

$$v_n(x, t) := \min \left\{ w(x, t), w(x, t + \frac{T}{n}), w(x, t + \frac{2T}{n}), \ldots, w(x, t + \frac{(n-1)T}{n}) \right\}$$

which is a nontrivial $\frac{T}{n}$-periodic viscosity solution of (E).

Hence for any $a \in [0, T]$, $v_n(x, t + a)$ is also a nontrivial $\frac{T}{n}$-periodic viscosity solution of (E) and for any $a_1, a_2 \in [0, T]$,

$$\tilde{v}_n(x, t) := \min \{v_n(x, t + a_1), v_n(x, t + a_2)\}$$

is also a $\frac{T}{n}$-periodic viscosity solution of (E). Therefore, equation (E) has infinitely many nontrivial $\frac{T}{n}$-periodic viscosity solutions. $\Box$

Theorem 1.1 is a direct consequence of Lemmas 2.1, 2.2, 2.3, 2.4, 2.6.

2.2 Proof of Theorem 1.3

In order to prove Theorem 1.3 we only need to show item (3) since items (1) and (2) are known results.

Lemma 2.7. Under the assumptions imposed on $H$ in item (3) in Theorem 1.3 there exists $\lambda_0 > 0$ such that the contact vector field generated by $H(x, p, \lambda u)$ has no fixed points on $\Lambda u^+$ for $\lambda \in (0, \lambda_0)$, where $u^+$ denotes the unique forward weak KAM solution of $H(x, u'(x), \lambda u(x)) = 0$.

Remark 2.8. It is clear that if Lemma 2.7 holds true, then condition (A) holds true for $H(x, p, \lambda u)$ for $\lambda \in (0, \lambda_0)$. Then by Theorem 1.1 one can deduce that item (3) in Theorem 1.3.

Proof. By [19, Lemma 2.3], the sequence of $\{u^+\}$ is uniformly bounded on $\lambda \in [0, 1]$. Let

$$M_1 := \max_{\lambda \in [0,1]} \|u^+\|_\infty.$$

It suffices to show that there exists $\lambda_0 > 0$ such that for $\lambda \in (0, \lambda_0)$, there is no fixed points of contact Hamiltonian vector field generated by $H(x, p, \lambda u)$ on

$$\Omega_\lambda(M_1) := \{ (x, p, u) \in T^* \mathbb{S} \times [-M_1, M_1] : H(x, p, \lambda u) = 0 \}.$$

Assume by contradiction that there exist $\{\lambda_n\}_{n \in \mathbb{N}}$ with $\lambda_n \searrow 0$, and fixed points $(x_n, p_n, u_n) \in \Omega_{\lambda_n}(M_1)$ of the contact Hamiltonian vector fields. We have that

$$\begin{cases}
0 = \dot{x}_n = \frac{\partial H}{\partial p}(x_n, p_n, \lambda_n u_n), \\
H(x_n, p_n, \lambda_n u_n) = 0.
\end{cases}$$
In view of \( H(x_n, p_n, \lambda_n u_n) = 0 \) and \( p_n = \frac{\partial L}{\partial \dot{x}}(x_n, 0, \lambda_n u_n) \), one obtains

\[
0 = H(x_n, \frac{\partial L}{\partial \dot{x}}(x_n, 0, \lambda_n u_n), \lambda_n u_n) = H(x_n, \frac{\partial L}{\partial \dot{x}}(x_n, 0, 0), 0) + f(\lambda_n, x_n, u_n),
\]

where

\[
f(\lambda_n, x_n, u_n) := \lambda_n u_n \cdot \int_0^1 \frac{\partial H}{\partial t}(x_n, \frac{\partial L}{\partial \dot{x}}(x_n, 0, \lambda_n u_n), \tau \lambda_n u_n) \, d\tau
\]

\[
+ \int_0^1 \frac{\partial H}{\partial p}(x_n, \sigma \frac{\partial L}{\partial \dot{x}}(x_n, 0, \lambda_n u_n) + (1 - \sigma)\frac{\partial L}{\partial \dot{x}}(x_n, 0, 0), 0) \, d\sigma \cdot (\frac{\partial L}{\partial \dot{x}}(x_n, 0, \lambda_n u_n) - \frac{\partial L}{\partial \dot{x}}(x_n, 0, 0)).
\]

Since \( x_n \in \mathbb{S} \), we can take a convergent subsequence \( \{x_{n_k}\} \) with \( \lim_{k \to \infty} x_{n_k} = x^* \) for some \( x^* \in \mathbb{S} \). Note that

\[
\lim_{k \to +\infty} f(\lambda_{n_k}, x_{n_k}, u_{n_k}) = 0.
\]

Hence

\[
0 = \lim_{k \to +\infty} H(x_{n_k}, \frac{\partial L}{\partial \dot{x}}(x_{n_k}, 0, \lambda_{n_k} u_{n_k}), \lambda_{n_k} u_{n_k}) = \lim_{k \to +\infty} H(x_{n_k}, \frac{\partial L}{\partial \dot{x}}(x_{n_k}, 0, 0), 0) + \lim_{n \to +\infty} f(\lambda_{n_k}, x_{n_k}, u_{n_k}) = H(x^*, \frac{\partial L}{\partial \dot{x}}(x^*, 0, 0), 0) = \min_{p \in \mathbb{R}} H(x^*, p, 0),
\]

a contradiction to assumption (C).

\[ \square \]

### 2.3 Proof of Theorem 1.5

**Proof of Theorem 1.5** Fix \( \varphi \in C(\mathbb{S}, \mathbb{R}) \) satisfying

\[
\min_{x \in \mathbb{S}} (\varphi(x) - u_+(x)) = 0 < \max_{x \in \mathbb{S}} (\varphi(x) - u_+(x)). \tag{2.6}
\]

For any \( \epsilon > 0 \), let \( O_\epsilon \) denote the \( \epsilon \)-neighborhood of \( I_\varphi := \{ x \in \mathbb{S} : \varphi(x) = u_+(x) \} \). We assert that there exists \( t_1 > 0 \) such that

\[
T_t \varphi(x) = \inf_{y \in O_\epsilon} h_{y, \varphi(y)}(x, t) \quad \forall (x, t) \in \mathbb{S} \times [t_1, +\infty).
\]

In fact, let \( \sigma := \min_{x \in \mathbb{S} \setminus O_\epsilon} (\varphi(x) - u_+(x)) \). Then by the definition of \( I_\varphi \) and (2.6), \( \sigma > 0 \) is well defined. Let \( u_\sigma := u_+ + \sigma \). Then \( \varphi(x) \geq u_\sigma(x), \forall x \in \mathbb{S} \setminus O_\epsilon \). By (D3), we have that

\[
\lim_{t \to +\infty} T_t u_\sigma(x) = +\infty, \quad \text{uniformly on } x \in \mathbb{S}. \tag{2.7}
\]
From (D1) there exist \( K > 0 \) independent of \( \varphi \) and \( T_\varphi > 0 \) such that
\[
|T_t \varphi(x)| \leq K, \quad \forall (x, t) \in S \times (T_\varphi, +\infty).
\]

From (2.7), there is \( t_1 > T_\varphi \) such that
\[
T_t u_\sigma(x) \geq K + 1, \quad \forall (x, t) \in S \times (t_1, +\infty),
\]
where \( t_1 \) depends on \( \epsilon \) and \( \varphi \). Thus, for any \( t \geq t_1 \) and any \( x \in S \), we get
\[
\inf_{y \in S \setminus O_\epsilon} h_{y, \varphi(y)}(x, t) \geq \inf_{y \in S \setminus O_\epsilon} h_{y, u_\sigma(y)}(x, t) \geq \inf_{y \in S} h_{y, u_\sigma(y)}(x, t) = T_t u_\sigma(x) \geq K + 1. \tag{2.8}
\]

Hence, for any \( t \geq t_1 \), any \( x \in S \), by (2.8) we have that
\[
T_t \varphi(x) = \inf_{y \in S} h_{y, \varphi(y)}(x, t) = \min \left\{ \inf_{y \in O_\epsilon} h_{y, \varphi(y)}(x, t), \min_{y \in S \setminus O_\epsilon} h_{y, \varphi(y)}(x, t) \right\} = \inf_{y \in O_\epsilon} h_{y, \varphi(y)}(x, t).
\]

So far, we have shown the assertion.

On one hand, since \( I_\varphi \subset O_\epsilon \), we get
\[
T_t \varphi(x) = \inf_{y \in O_\epsilon} h_{y, \varphi(y)}(x, t) \leq \inf_{y \in I_\varphi} h_{y, \varphi(y)}(x, t) = \inf_{y \in I_\varphi} h_{y, u_+(y)}(x, t), \quad (x, t) \in S \times [t_1, +\infty).
\]

Thus, for any \( (x, t) \in S \times [0, +\infty) \),
\[
T_{nT+t} \varphi(x) \leq \inf_{y \in I_\varphi} h_{y, u_+(y)}(x, nT + t),
\]
for any \( n \in \mathbb{N} \) with \( n \geq \frac{(T_\varphi-t)}{T_\varphi} \). By (2.5) and Proposition 3.2 (4), we have \( h_{y, u_+(y)}(x, (n+1)T + t) \leq h_{y, u_+(y)}(x, nT + t) \). One can deduce that
\[
\lim_{n \to +\infty} \sup_{t} T_{nT+t} \varphi(x) \leq \lim_{n \to +\infty} \inf_{y \in I_\varphi} h_{y, u_+(y)}(x, nT + t) =: U_1(x, t). \tag{2.9}
\]

On the other hand, for \( n \geq \frac{(T_\varphi-t)}{T_\varphi} \) we get that
\[
T_{nT+t} \varphi(x) \geq \inf_{y \in O_\epsilon} h_{y, u_+(y)}(x, nT + t), \quad \forall (x, t) \in S \times [0, +\infty).
\]

And thus,
\[
\lim_{n \to +\infty} \inf_{y \in O_\epsilon} h_{y, u_+(y)}(x, nT + t) =: U_2(x, t). \tag{2.10}
\]

By (2.9) and (2.10), we have \( U_1 \geq U_2 \).

Next, we prove that
\[
\lim_{\epsilon \to 0^+} |U_1(x, t) - U_2(x, t)| = 0, \quad \forall (x, t) \in S \times [0, +\infty). \tag{2.11}
\]
For any \( x_1 \in I_{\varphi} \) and \( x_2 \in \overline{O}_{\epsilon} \) with \( |x_1 - x_2| < \epsilon \), there exists \( \tau_1, \tau_2 \in [0, T] \) such that \( x(\tau_1) = x_1 \) and \( x(\tau_2) = x_2 \), where \( (x(t), \dot{x}(t), u_+(x(t))) \) is as in (2.1). Without any loss of generality, assume \( \tau_2 > \tau_1 \). Then

\[
 h_{x(\tau_1),u_+(x(\tau_1))}(x(\tau_2), \tau_2 - \tau_1) = u_+(x(\tau_2))
\]

which implies that

\[
h_{x_1,u_+(x_1)}(x, nT + t + \tau_2 - \tau_1) = h_{x(\tau_1),u_+(x(\tau_1))}(x, nT + t + \tau_2 - \tau_1)
= \inf_{y \in S} h_{y,h_{x(\tau_1),u_+(x(\tau_1))}(y, \tau_2 - \tau_1)}(x, nT + t)
\leq h_{x(\tau_2),u_+(x(\tau_2))}(x, nT + t)
= h_{x_2,u_+(x_2)}(x, nT + t).
\]

Let

\[
v_i(x, t) := \lim_{n \to +\infty} h_{x_i,u_+(x_i)}(x, nT + t), \quad i = 1, 2.
\]

Then by (2.12)

\[
v_1(x, t + \tau_2 - \tau_1) \leq v_2(x, t) \quad \forall (x, t) \in S \times [0, +\infty).
\]

On the other hand, from \( h_{x(\tau_2),u_+(x(\tau_2))}(x(\tau_1), T + \tau_1 - \tau_2) = u_+(x(\tau_1)) \) and Proposition 3.2 (4), we have

\[
h_{x(\tau_2),u_+(x(\tau_2))}(x, (n + 1)T + t) \leq h_{x_1,u_+(x_1)}(x, nT + t + \tau_2 - \tau_1)
\]

which implies that

\[
v_2(x, t) \leq v_1(x, t + \tau_2 - \tau_1) \quad \forall (x, t) \in S \times [0, +\infty).
\]

Therefore, we obtain that

\[
v_2(x, t) = v_1(x, t + \tau_2 - \tau_1), \quad \forall (x, t) \in S \times [0, +\infty).
\]

Notice that

\[
T_{\tau_2 - \tau_1} v_1(x, t) = \inf_{y \in S} h_{y,v_1(y,t)}(x, \tau_2 - \tau_1)
= \inf_{y \in S} h_{y,\lim_{n \to \infty} h_{x_1,u_+(x_1)}(y,nT+t)}(x, \tau_2 - \tau_1)
= \lim_{n \to \infty} \inf_{y \in S} h_{y,h_{x_1,u_+(x_1)}(y,nT+t)}(x, \tau_2 - \tau_1)
= \lim_{n \to \infty} h_{x_1,u_+(x_1)}(x, nT + t + \tau_2 - \tau_1)
= v_1(x, t + \tau_2 - \tau_1),
\]
which implies that \( v_1(x, t + \tau_2 - \tau_1) = T_{\tau_2 - \tau_1}v_1(x, t) \). Since \( \tau_2 - \tau_1 \leq \frac{\epsilon}{\min_{x \in [0, T]} \|x(t)\|} \), then
\[
\lim_{\epsilon \to 0^+} |v_2(x, t) - v_1(x, t)| = \lim_{\epsilon \to 0^+} |T_{\tau_2 - \tau_1}v_1(x, t) - v_1(x, t)| = 0. \tag{2.13}
\]

For any \( x'_2 \in \partial \epsilon \), there exists \( x'_1 \in I_\varphi \) such that (2.13) holds. So, we have that
\[
U_2^\varphi(x, t) = \inf_{y \in \partial \epsilon} \lim_{n \to +\infty} h_{y, u_+}(y)(x, nT + t)
\]
\[
\geq \inf_{z \in I_\varphi} \lim_{n \to +\infty} h_{z, u_+}(z)(x, nT + t) - K(\epsilon)
\]
\[
= U_1^\varphi(x, t) - K(\epsilon),
\]
where \( K(\epsilon) \) only depends on \( \epsilon \) and \( \lim_{\epsilon \to 0^+} K(\epsilon) = 0 \). Hence, (2.11) holds true.

Then we have \( \lim_{n \to +\infty} T_{nT + t}\varphi(x) = \limsup_{n \to +\infty} T_{nT + t}\varphi(x) \) and thus
\[
\lim_{n \to +\infty} T_{nT + t}\varphi(x) := w_\varphi(x, t)
\]
exists. The proof of that \( w_\varphi(x, t) \) is a nontrivial time periodic solution is quite similar to the one in the proof of Lemma 2.1. We omit it here for brevity.

\[\square\]

3 Appendix

Consider the contact Hamiltonian system
\[
\begin{cases}
\dot{x} = \frac{\partial H}{\partial p}(x, p, u), \\
\dot{p} = -\frac{\partial H}{\partial x}(x, p, u) - \frac{\partial H}{\partial u}(x, p, u) \cdot p, \\
\dot{u} = \frac{\partial H}{\partial p}(x, p, u) \cdot p - H(x, p, u).
\end{cases}
\tag{3.1}
\]

Assume (H1)-(H3). Let us recall some known results on the Aubry-Mather-Mañé-Fathi theory for (3.1) here. Most of the results in this section can be found in [14, 15, 16, 17].

- **Variational principles.** First recall implicit variational principles for contact Hamiltonian system (3.1), which connect contact Hamilton-Jacobi equations and contact Hamiltonian systems.

**Proposition 3.1.** For any given \( x_0 \in M, u_0 \in \mathbb{R} \), there exist two continuous functions \( h_{x_0, u_0}(x, t) \) and \( h_{x_0, u_0}(x, t) \) defined on \( M \times (0, +\infty) \) satisfying
\[
h_{x_0, u_0}(x, t) = u_0 + \inf_{\gamma(0) = x_0, \gamma(t) = x} \int_0^t L(\gamma(\tau), \dot{\gamma}(\tau), h_{x_0, u_0}(\gamma(\tau), \tau)) d\tau, \tag{3.2}
\]
\[
h_{x_0, u_0}(x, t) = u_0 - \inf_{\gamma(0) = x_0, \gamma(t) = x} \int_0^t L(\gamma(\tau), \dot{\gamma}(\tau), h_{x_0, u_0}(\gamma(\tau), t - \tau)) d\tau. \tag{3.3}
\]
Time-periodic solutions of contact Hamilton-Jacobi equations

where the infimums are taken among the Lipschitz continuous curves \( \gamma : [0, t] \to M \). Moreover, the infimums in (3.2) and (3.3) can be achieved. If \( \gamma_1 \) and \( \gamma_2 \) are curves achieving the infimums (3.2) and (3.3) respectively, then \( \gamma_1 \) and \( \gamma_2 \) are of class \( C^1 \). Let

\[
\begin{align*}
  x_1(s) &:= \gamma_1(s), \quad u_1(s) := h_{x_0,u_0}(\gamma_1(s), s), \quad p_1(s) := \frac{\partial L}{\partial x}(\gamma_1(s), \dot{\gamma}_1(s), u_1(s)), \\
  x_2(s) &:= \gamma_2(s), \quad u_2(s) := h_{x_0,u_0}(\gamma_2(s), t - s), \quad p_2(s) := \frac{\partial L}{\partial x}(\gamma_2(s), \dot{\gamma}_2(s), u_2(s)).
\end{align*}
\]

Then \((x_1(s), p_1(s), u_1(s))\) and \((x_2(s), p_2(s), u_2(s))\) satisfy equations (3.1) with

\[
\begin{align*}
  x_1(0) &= x_0, \quad x_1(t) = x, \quad \lim_{s \to 0^+} u_1(s) = u_0, \\
  x_2(0) &= x, \quad x_2(t) = x_0, \quad \lim_{s \to 0^-} u_2(s) = u_0.
\end{align*}
\]

We call \( h_{x_0,u_0}(x, t) \) (resp. \( h^{x_0,u_0}(x, t) \)) a forward (resp. backward) implicit action function associated with \( L \) and the curves achieving the infimums in (3.2) (resp. (3.3)) minimizers of \( h_{x_0,u_0}(x, t) \) (resp. \( h^{x_0,u_0}(x, t) \)). The relation between forward and backward implicit action functions is as follows: for any given \( x_0, x \in M, u_0, u \in \mathbb{R} \) and \( t > 0 \),

\[
h_{x_0,u_0}(x, t) = u \quad \text{if and only if} \quad h^{x,u}(x_0, t) = u_0.
\]

- **Implicit action functions.** We now collect some basic properties of implicit action functions.

**Proposition 3.2.**

1. (Monotonicity). Given \( x_0 \in M, u_0, u_1, u_2 \in \mathbb{R} \), Lagrangians \( L_1 \) and \( L_2 \) satisfying (L1)-(L3),

   (i) if \( u_1 < u_2 \), then \( h_{x_0,u_1}(x, t) < h_{x_0,u_2}(x, t) \), for all \((x, t) \in M \times (0, +\infty)\);

   (ii) if \( L_1 < L_2 \), then \( h^{L_1}_{x_0,u_0}(x, t) < h^{L_2}_{x_0,u_0}(x, t) \), for all \((x, t) \in M \times (0, +\infty)\) where \( h^{L_i}_{x_0,u_0}(x, t) \) denotes the forward implicit action function associated with \( L_i, i = 1, 2 \).

2. (Lipschitz continuity). The function \((x_0, u_0, x, t) \mapsto h_{x_0,u_0}(x, t)\) is Lipschitz continuous on \( M \times [a, b] \times M \times [c, d] \) for all real numbers \( a, b, c, d \) with \( a < b \) and \( 0 < c < d \).

3. (Minimality). Given \( x_0, x \in M, u_0 \in \mathbb{R} \) and \( t > 0 \), let \( S^{x,t}_{x_0,u_0} \) be the set of the solutions \((x(s), p(s), u(s))\) of (3.7) on \([0, t] \) with \( x(0) = x_0, x(t) = x, u(0) = u_0 \). Then

\[
h_{x_0,u_0}(x, t) = \inf \{ u(t) : (x(s), p(s), u(s)) \in S^{x,t}_{x_0,u_0}, \forall (x, t) \in M \times (0, +\infty) \}.
\]

4. (Markov property). Given \( x_0 \in M, u_0 \in \mathbb{R} \),

\[
h_{x_0,u_0}(x, t + s) = \inf_{y \in M} h_{y,h_{x_0,u_0}(y,t)}(x, s)
\]

for all \( s, t > 0 \) and all \( x \in M \). Moreover, the infimum is attained at \( y \) if and only if there exists a minimizer \( \gamma \) of \( h_{x_0,u_0}(x, t + s) \) with \( \gamma(t) = y \).
(5) (Reversibility). Given \( x_0, x \in M \) and \( t > 0 \), for each \( u \in \mathbb{R} \), there exists a unique \( u_0 \in \mathbb{R} \) such that
\[
h_{x_0,u_0}(x,t) = u.
\]

**Proposition 3.3.**

(1) (Monotonicity). Given \( x_0 \in M \) and \( u_1, u_2 \in \mathbb{R} \), Lagrangians \( L_1, L_2 \) satisfying (L1)-(L3),

(i) if \( u_1 < u_2 \), then \( h_{x_0,u_1}(x,t) < h_{x_0,u_2}(x,t) \), for all \( (x,t) \in M \times (0, +\infty) \);

(ii) if \( L_1 > L_2 \), then \( h_{L_1}^{x_0,u_0}(x,t) < h_{L_2}^{x_0,u_0}(x,t) \), for all \( (x,t) \in M \times (0, +\infty) \), where \( h_{L_i}^{x_0,u_0}(x,t) \) denotes the backward implicit action function associated with \( L_i \), \( i = 1, 2 \).

(2) (Lipschitz continuity). The function \( (x_0, u_0, x, t) \mapsto h_{x_0,u_0}^{x_0,u_0}(x,t) \) is Lipschitz continuous on \( M \times [a,b] \times M \times [c,d] \) for all real numbers \( a, b, c, d \) with \( a < b \) and \( 0 < c < d \).

(3) (Maximality). Given \( x_0, x \in M \), \( u_0 \in \mathbb{R} \) and \( t > 0 \), let \( S_{x,t}^{x_0,u_0} \) be the set of the solutions \( (x(s), p(s), u(s)) \) of (3.7) on \( [0,t] \) with \( x(0) = x, x(t) = x_0, u(t) = u_0 \). Then
\[
h_{x_0,u_0}^{x_0,u_0}(x,t) = \sup \{ u(0) : (x(s), p(s), u(s)) \in S_{x,t}^{x_0,u_0} \}, \quad \forall (x,t) \in M \times (0, +\infty).
\]

(4) (Markov property). Given \( x_0 \in M \), \( u_0 \in \mathbb{R} \),
\[
h_{x_0,u_0}^{x_0,u_0}(x,t+s) = \sup_{y \in M} h_{y,h_{x_0,u_0}(y,t)}^{y,h_{x_0,u_0}(y,t)}(x,s)
\]
for all \( s, t > 0 \) and all \( x \in M \). Moreover, the supremum is attained at \( y \) if and only if there exists a minimizer \( \gamma \) of \( h_{x_0,u_0}^{x_0,u_0}(x,t+s) \), such that \( \gamma(t) = y \).

(5) (Reversibility). Given \( x_0, x \in M \), and \( t > 0 \), for each \( u \in \mathbb{R} \), there exists a unique \( u_0 \in \mathbb{R} \) such that
\[
h_{x_0,u_0}^{x_0,u_0}(x,t) = u.
\]

**Solution semigroups.**

Let us recall two semigroups of operators introduced in [15]. Define a family of nonlinear operators \( \{T_t\}_{t \geq 0} \) from \( C(M, \mathbb{R}) \) to itself as follows. For each \( \varphi \in C(M, \mathbb{R}) \), denote by \( (x,t) \mapsto T_t^{-} \varphi(x) \) the unique continuous function on \( (x,t) \in M \times [0, +\infty) \) such that
\[
T_t^{-} \varphi(x) = \inf_{\gamma} \left\{ \varphi(\gamma(0)) + \int_{0}^{t} L(\gamma(\tau), \dot{\gamma}(\tau), T_{\tau}^{-} \varphi(\gamma(\tau))) d\tau \right\},
\]
where the infimum is taken among the absolutely continuous curves \( \gamma : [0,t] \to M \) with \( \gamma(t) = x \). It was also proved in [15] that \( \{T_t^{-}\}_{t \geq 0} \) is a semigroup of operators and the function
(x, t) \mapsto T_t^- \varphi(x) is a viscosity solution of \( \partial_t w + H(x, \partial_x w, w) = 0 \) with initial condition \( w(x, 0) = \varphi(x) \). Thus, we call \( \{T_t^-\}_{t \geq 0} \) the backward solution semigroup.

Similarly, one can define another semigroup of operators \( \{T_t^+\}_{t \geq 0} \), called the forward solution semigroup by

\[
T_t^+ \varphi(x) = \sup_{\gamma} \left\{ \varphi(\gamma(t)) - \int_0^t L(\gamma(\tau), \dot{\gamma}(\tau), T_{\tau-t}^- \varphi(\gamma(\tau))) d\tau \right\},
\]

where the supremum is taken among curves \( \gamma \in C^{ac}([0, t], M) \) with \( \gamma(0) = x \).

We collect some basic properties of the solution semigroups.

**Proposition 3.4.** Let \( \varphi, \psi \in C(M, \mathbb{R}) \).

1. **(Monotonicity).** If \( \psi < \varphi \), then \( T_t^+ \psi < T_t^+ \varphi \), \( \forall t \geq 0 \).

2. **(Local Lipschitz continuity).** The function \( (x, t) \mapsto T_t^\pm \varphi(x) \) is locally Lipschitz on \( M \times (0, +\infty) \).

3. **(\( e^{\alpha t}\)-expansiveness).** \( \|T_t^\pm \varphi - T_t^\pm \psi\| \leq e^{\alpha t} \cdot \|\varphi - \psi\|, \forall t \geq 0 \).

4. **(Continuity at the origin).** \( \lim_{t \to 0^+} T_t^\pm \varphi = \varphi \).

5. **(Representation formula).** For each \( \varphi \in C(M, \mathbb{R}) \),

   i. \( T_t^- \varphi(x) = \inf_{y \in M} h_{y, \varphi(y)}(x, t), \forall (x, t) \in M \times (0, +\infty) \);

   ii. \( T_t^+ \varphi(x) = \sup_{y \in M} h_{y, \varphi(y)}(x, t), \forall (x, t) \in M \times (0, +\infty) \).

6. **(Semigroup).** \( \{T_t^\pm\}_{t \geq 0} \) are one-parameter semigroup of operators. For all \( x_0, x \in M \), all \( u_0 \in \mathbb{R} \) and all \( s, t > 0 \),

   i. \( T_s^- h_{x_0, u_0}(x, t) = h_{x_0, u_0}(x, t + s), T_{t+s}^- \varphi(x) = \inf_{y \in M} h_{y, T_t^- \varphi(y)}(x, t) \);

   ii. \( T_s^+ h_{x_0, u_0}(x, t) = h_{x_0, u_0}(x, t + s), T_{t+s}^+ \varphi(x) = \sup_{y \in M} h_{y, T_t^+ \varphi(y)}(x, t) \).

**Weak KAM solutions.** Following Fathi (see, for instance, [6]), one can define weak KAM solutions of

\[
H(x, Du(x), u(x)) = 0.
\]

**Definition 3.5.** A function \( u \in C(M, \mathbb{R}) \) is called a backward weak KAM solution of (3.4) if

1. **for each continuous piecewise \( C^1 \) curve \( \gamma : [t_1, t_2] \to M \), we have**

   \[
u(\gamma(t_2)) - u(\gamma(t_1)) \leq \int_{t_1}^{t_2} L(\gamma(s), \dot{\gamma}(s), u(\gamma(s))) ds;
\]
(2) for each \( x \in M \), there exists a \( C^1 \) curve \( \gamma : (-\infty, 0] \to M \) with \( \gamma(0) = x \) such that

\[
    u(x) - u(\gamma(t)) = \int_{t}^{0} L(\gamma(s), \dot{\gamma}(s), u(\gamma(s))) ds, \quad \forall t < 0.
\]  \hspace{1cm} (3.6)

Similarly, a function \( v \in C(M, \mathbb{R}) \) is called a forward weak KAM solution of (3.4) if it satisfies (1) and for each \( x \in M \), there exists a \( C^1 \) curve \( \gamma : [0, +\infty) \to M \) with \( \gamma(0) = x \) such that

\[
    v(\gamma(t)) - v(x) = \int_{0}^{t} L(\gamma(s), \dot{\gamma}(s), v(\gamma(s))) ds, \quad \forall t > 0.
\]  \hspace{1cm} (3.7)

We say that \( u \) in (3.5) is a dominated function by \( L \). We call curves satisfying (3.6) (resp. (3.7)), \((u, L, 0)\)-calibrated curves (resp. \((v, L, 0)\)-calibrated curves). We use \( S_- \) (resp. \( S_+ \)) to denote the set of all backward (resp. forward) weak KAM solutions.

**Proposition 3.6.**

1. \( u \in S_- \) if and only if \( T^-_t u = u \) for all \( t \geq 0 \).

2. \( v \in S_+ \) if and only if \( T^+_t v = v \) for all \( t \geq 0 \).

Let \( \Phi^H_t \) denote the local flow of (3.1).

**Definition 3.7.** (1) (Globally minimizing orbits) A curve \( (x(\cdot), u(\cdot)) : \mathbb{R} \to M \times \mathbb{R} \) is called globally minimizing, if it is locally Lipschitz and for each \( t_1 < t_2 \in \mathbb{R} \), there holds

\[
    u(t_2) = h_{x(t_1), u(t_1)}(x(t_2), t_2 - t_1).
\]

(2) (Static curves) A curve \( (x(\cdot), u(\cdot)) : \mathbb{R} \to M \times \mathbb{R} \) is called static, if it is globally minimizing and for each \( t_1, t_2 \in \mathbb{R} \), there holds

\[
    u(t_2) = \inf_{s > 0} h_{x(t_1), u(t_1)}(x(t_2), s).
\]

If a curve \( (x(\cdot), u(\cdot)) : M \times \mathbb{R} \) is static, then \((x(t), p(t), u(t)) \) with \( t \in \mathbb{R} \) is an orbit of \( \Phi^H_t \), where \( p(t) = \frac{\partial L}{\partial \dot{x}}(x(t), \dot{x}(t), u(t)) \). We call it a static orbit of \( \Phi^H_t \).

**Definition 3.8 (Aubry set).** We call the set of all static orbits Aubry set of \( H \), denoted by \( \tilde{A} \). We call \( \mathcal{A} := \pi \tilde{A} \) the projected Aubry set, where \( \pi : T^* M \times \mathbb{R} \to M \) denotes the canonical projection.

We also call \( \tilde{L}(\tilde{A}) \subset TM \times \mathbb{R} \) the Aubry set.
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