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Objectives: Standards for evaluating evidence-based medicine (EBM) point-of-care (POC) summaries of research are lacking. The authors developed a “Critical Appraisal for Summaries of Evidence” (CASE) worksheet to help assess the evidence in these tools. The authors then evaluated the reliability of the worksheet.

Methods: The CASE worksheet was developed with 10 questions covering specificity, authorship, reviewers, methods, grading, clarity, citations, currency, bias, and relevancy. Two reviewers independently assessed a random selection of 384 EBM POC summaries using the worksheet. The responses of the raters were then compared using a kappa score.

Results: The kappa statistic demonstrated an overall moderate agreement ($\kappa = 0.44$) between the reviewers using the CASE worksheet for the 384 summaries. The 3 categories of evaluation questions in which the reviewers disagreed most often were citations ($\kappa = 0$), bias ($\kappa = 0.11$), and currency ($\kappa = -0.18$).

Conclusions: The CASE worksheet provided an effective checklist for critically analyzing a treatment summary. While the reviewers agreed on worksheet responses for most questions, variation occurred in how the raters navigated the tool and interpreted some of the questions. Further validation of the form by other groups of users should be investigated.

INTRODUCTION

Evidence-based practice “integrates the best external evidence with individual clinical expertise and patients’ choice” [1]. When assessing the evidence, readers can use critical appraisal tools (CATs) to guide them in determining the reliability and validity of studies. Several organizations have provided critical appraisal sheets online, such as the popular checklists from the Critical Appraisal Skills Programme (CASP) international network [2]. Questions on the appraisal sheets, also called crib sheets, vary depending on the study type (systematic review, randomized control trial, etc.). These worksheets have become common tools to train health sciences students in how to review research articles [3–5]. Practicing health care providers also utilize critical appraisal worksheets to assess the quality of evidence [6, 7].

While there are worksheets for appraising many types of evidence, currently no critical appraisal sheet exists for evidence summaries in evidence-based medicine (EBM) point-of-care (POC) tools. These resources are often consulted in clinical settings to assist in making patient care decisions. Rather than searching and reviewing the literature themselves, busy clinicians utilize such tools as DynaMed, UpToDate, and Epocrates to find summaries of research and recommendations based on that evidence. In an earlier study, the authors completed an evaluation of EBM POC tools [8]. During this evaluation process, it became evident that, while more and more POC tools are being developed, there are no standards set for how these tools gather or grade evidence. In addition, the researchers observed that, even within a single POC tool, the summaries varied widely in the

Highlights

- Few critical appraisal tools have been evaluated with inter-rater reliability testing.
- The ways that users of evidence-based medicine (EBM) point-of-care (POC) tools interpret how to appraise an evidence summary—particularly when defining the grading of evidence, currency, and bias—may vary even when a standard evaluation sheet is used.
- The Critical Appraisal for Summaries of Evidence (CASE) worksheet had a moderate level of inter-rater reliability, similar to previous evaluative studies of critical appraisals tools.

Implications

- Medical librarians can develop tools useful for librarians, students, and clinicians to guide them in appraising clinical evidence summaries.
- The CASE worksheet can be a valuable tool to consider the quality of individual evidence summaries and to see patterns of overall quality in EBM POC tools.

A supplemental appendix is available with the online version of this journal.
Just as critical appraisal worksheets have been developed to guide readers in evaluating the quality of studies, the researchers recognized the need for a guide to assess the quality of the evidence in POC tools. The authors sought to develop this guide, which they named the “Critical Appraisal of Summaries of Evidence” (CASE) worksheet, to be utilized by anyone needing to evaluate a treatment summary provided in POC tools, including health care professionals, students, and librarians.

**Research question**

The main research question for this project is: Can a reliable tool be designed to critically analyze treatment summaries of evidence-based POC tools? This question is addressed through two objectives:

- to develop a form to critically analyze treatment summaries in POC tools
- to evaluate the inter-rater reliability of the form

**Literature review**

The authors began by seeking best practices in creating and evaluating the inter-rater reliability of critical appraisal tools. A search was conducted in MEDLINE, EMBASE, CINAHL, PsycINFO, and ERIC yielding 5 systematic reviews and over 100 primary studies. The primary studies are discussed in the discussion section as a comparison to results of this study. The methods and findings of the systematic reviews are summarized in Table 1. As illustrated in the table, only a small percentage of CATs in the systematic reviews described the tool development process (35 out of 209) or evaluated reliability (32 out of 209) [9–13]. The largest of these reviews, Katrak et al., evaluated 121 articles on critical appraisal sheets and observed a great variety in these sheets partly due to a lack of a gold standard [11]. Crowe and Sheppard closely studied the development of 44 CATs and stated that “CATs are being developed while ignoring basic research techniques [or] the evidence available for design” [9]. Content analysis was conducted on some level by all of the reviews [9–13]. Graham et al. went further to suggest that CATs should be compared in experimental studies to determine the best CATs for different uses.
[10]. The present researchers concluded that the CASE worksheet should be developed using the best evidence available and that it was essential to measure the inter-rater reliability to demonstrate the quality of the tool.

METHODS

Development of the Critical Appraisal for Summaries of Evidence (CASE) worksheet

The next step was to develop the CASE worksheet. Using insights gained from previous research in evaluating POC tools and reviewing existing critical appraisal sheets, the authors brainstormed what criteria would establish the quality of an evidence summary. They then wrote ten questions evaluating these criteria, keeping in mind the kinds of questions most helpful for those who use POC tools to make clinical decisions. The questions were then classified under four headings: summary topic, summary methods, summary content, and summary application. The included questions could be answered with a “yes,” “no,” or “not completely” (where the information was incomplete) (Figure 1). Under each main question, guiding questions were provided to assist the evaluator in thinking through the answer. These guiding questions are provided in the final version of the CASE form (Appendix, online only).

Sample

The next step was to determine which POC tools would be used to test the inter-rater reliability of the CASE worksheet and how to find a random sample of evidence summaries from these tools. The investigators opted to include all POC tools that had summaries of treatment and claimed to be evidence based. To gather this list, the researchers searched for names of POC tools in journal articles and on the Internet, and looked at the tools that other health sciences libraries subscribed to. POC tools selected for the evaluation were: 5 Minute Clinical Consult, ACP Pier, DynaMed, eMedicine, Epocrates, Essential Evidence Plus, First Consult, and UpToDate. Originally, Clinical Knowledge Summaries from the National Health Service and Harrison’s Practice product, “Answers on Demand,” were included in the evaluation list, but over the course of the project, these tools were no longer being updated or became unavailable, so they were ultimately excluded from the final list. The researchers signed up for trials to have access to the tools that were not freely available and to which their institution did not subscribe.

Once the tools were selected, the authors then determined how to best sample the treatment summaries within the tools. To determine the size of a statistically significant sample, the total number of treatment summaries available in each tool was gathered by viewing marketing information, usually on the tools’ websites. After adding the total estimated number of summaries available (27,695), a sample size was calculated (379) that achieved a confidence interval of 95%. Due to rounding, the final sample size was set at 384 summaries (Table 2). The number of individual summaries to be evaluated in each tool was proportional to the total summaries of all the tools.

Summaries were randomly selected from the tools, with the method of randomization determined after reviewing the structure of the product. Many of the POC tools provided browsing capabilities with only two labeling each summary with a record number. Most browsing was available alphabetically and sometimes categorically. If record numbers were available, these were employed in the randomization.

| Questions | Evaluation |
|-----------|------------|
| 1. Is the summary specific in scope and application? | Yes Not completely No |
| 2. Is the authorship of the summary transparent? | Yes Not completely No |
| 3. Are the reviewer(s)/editor(s) of the summary transparent? | Yes Not completely No |
| 4. Are the search methods transparent and comprehensive? | Yes Not completely No |
| 5. Is the evidence grading system transparent and translatable? | Yes Not completely No |
| 6. Are the recommendations clear? | Yes Not completely No |
| 7. Are the recommendations appropriately cited? | Yes Not completely No |
| 8. Are the recommendations current? | Yes Not completely No |
| 9. Is the summary unbiased? | Yes Not completely No |
| 10. Can this summary be applied to your patient(s)? | Yes Not completely No |

Table 2

| EBM tool | No. of estimated summaries | % of all summaries | Calculated |
|----------|-----------------------------|-------------------|------------|
| 5 Minute Clinical Consult | 900 | 3% | 12 |
| ACP PIER | 368 | 1% | 6* |
| DynaMed | 3,200 | 12% | 44 |
| eMedicine (Medscape) | 8,293 | 30% | 114* |
| Epocrates | 1,667 | 6% | 24* |
| Essential Evidence Plus | 2,735 | 10% | 38* |
| First Consult | 1,332 | 6% | 22* |
| UpToDate | 9,000 | 32% | 124* |
| Total | 27,695 | 100% | 384 |

* Rounded up 1.
Otherwise, browseable lists were copied into MS Excel, and each link was given a record number to be randomized.

**Statistics and software**

The CASE worksheet was created as a form in Zoho Creator, a free online service for creating databases of forms. An MS Excel spreadsheet was used to track which summaries were to be completed for which tools. Two reviewers independently completed the CASE worksheet form for each of the 384 randomly selected treatment summaries, for a total of 768 appraisals. Question 10 of the CASE worksheet, application of the summary to the patient, was omitted as there was no specific patient in this scenario. Once the raters evaluated the summaries using the CASE form, the data were exported from Zoho into MS Excel, and the Fleiss-kappa (κ) score measuring the inter-rater reliability for each question was calculated.

**RESULTS**

The 2 evaluators each completed the CASE form assessing 384 randomly selected summaries, for a total of 768 summaries. The κ calculated overall was κ=0.44, which is interpreted as fair agreement (Table 3). The questions that the evaluators agreed on most frequently, receiving a κ score of good agreement, were on authorship (κ=0.80) and reviewers (κ=0.62). The questions on which the evaluators agreed a fair amount of time were regarding search methods (κ=0.54) and grading of evidence (κ=0.38). A paradox occurred for questions 1 (specificity) and 6 (clarity). This paradox has been reported in several other studies [14, 15]. The paradox occurs when answers are not symmetrically distributed across categories, causing κ to be very low, while agreement level was actually high. For instance, with question 6 of this study, both authors responded “yes” 324 times to the question (84%); however, the kappa was calculated as 0; thus, high agreement, but low kappa. The questions on which evaluators disagreed most frequently regarded citations (κ=0.05), currency (κ=0.11), and bias (κ=−0.18). Table 4 shows the number of times the evaluators agreed on each question.

Table 3

| Question       | Yes | Not complete | No | Kappa | (Interpretation) |
|----------------|-----|--------------|----|-------|------------------|
| Specificity    | 382 (99%) | 0 (—) | 0 (—) | 0 (—) | 0 (paradox)* |
| Authorship     | 286 (74%) | 0 (—) | 68 (18%) | 0.80 (good) |
| Reviewers      | 264 (69%) | 9 (2%) | 45 (12%) | 0.62 (good) |
| Search methods | 19 (5%) | 0 (—) | 336 (88%) | 0.54 (moderate) |
| Grading        | 94 (24%) | 3 (1%) | 157 (41%) | 0.38 (fair) |
| Clarity        | 324 (84%) | 0 (—) | 0 (—) | 0 (paradox)* |
| Citations      | 160 (42%) | 10 (3%) | 9 (2%) | 0 (poor) |
| Currency       | 162 (42%) | 0 (—) | 34 (9%) | 0.11 (poor) |
| Bias           | 41 (11%) | 12 (3%) | 7 (2%) | -0.16 (poor) |
| **Overall**    | 1,732 (50%) | 34 (1%) | 651 (19%) | 0.44 (moderate) |

* Agreement was high, but kappa was low.

Table 4

| Questions | 5 Minute Clinical Consult | ACP Pier | DynaMed | eMedicine | Epocrates | Essential Evidence Plus | First Consult | UpToDate | Average for question |
|-----------|--------------------------|----------|---------|-----------|-----------|----------------------|--------------|----------|---------------------|
| # of summaries analyzed | 24 | 12 | 68 | 228 | 48 | 76 | 44 | 248 |
| 1. Specificity | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% |
| 2. Authorship | 4% | 100% | 1% | 100% | 100% | 100% | — | 93% | 100% | 62% |
| 3. Reviewers | — | 92% | 15% | 99% | 98% | — | — | — | 100% | 50% |
| 4. Search methods | — | 63% | — | 2% | 5% | — | — | — | 9% |
| 5. Grading | 25% | 75% | 73% | — | 29% | 100% | 34% | 48% | 48% |
| 6. Clarity | 79% | 100% | 83% | 95% | 98% | 86% | 86% | 96% | 90% |
| 7. Citations | 25% | 100% | 55% | 50% | 85% | 95% | 41% | 70% | 65% |
| 8. Currency | 17% | 67% | 77% | 73% | 75% | 1% | 45% | 72% | 53% |
| 9. Bias | 29% | 100% | 19% | — | 4% | 50% | 32% | 48% | 35% |

Table 4 shows the percentage, by POC tool, with which the evaluators answered “yes” to the CASE questions. The category of specificity had the highest percentage (100%) of “yes” answers for all summaries viewed in all tools. The next highest average (90%) was the question on clarity. Other categories of questions averaged from 35% to 65% in terms of “yes” responses across tools. The lowest question category to receive a “yes” response was for search methods (9% average). The question of authorship received a total average of 63% of “yes” responses, but with the widest range of averages (0 to 100%), with ACP Pier, eMedicine, Epocrates, First Consult, and UpToDate being the tools that consistently received “yes” responses in this category.
DISCUSSION

Findings

The main finding of the inter-rate reliability calculation is that the CASE form has a moderate level ($\kappa = 0.44$) of agreement between 2 experienced medical librarians who rated 384 treatment summaries in 8 different POC tools for the first 9 questions. In comparing the overall $\kappa$ of the present study with similar research (Table 5), the average $\kappa$ for the 4 studies found was 0.57, which was also in the same range of moderate agreement [16–19]. As this was the researchers’ first attempt to measure the $\kappa$ of the CASE worksheet, this was an indicator that with minor revisions, a higher level of reliability for the tool is achievable.

The $\kappa$ scores elucidated questions in which responses varied widely. A discussion between the evaluators after reviewing the results clarified why they might have chosen differently for certain questions. For questions achieving fair to moderate agreement, such as search methods and grading, dialogue after the review clarified that the evaluators might have looked in different places in the tools to find answers to these questions. As for differences in questions relating to whether or not the evidence was specifically graded, a couple of tools took some drilling down to locate a grade, which might have been missed by one of the reviewers.

The researchers also realized that, although they had coauthored the questions, when trying to apply the questions to specific treatment summaries, each interpreted the questions and the response options differently. For example, the evaluators varied in how they responded “Yes,” “Not completely,” and “No” when looking at how much evidence was assigned a grade or when seeing how many author or reviewer conflicts of interest were listed. The raters varied in how they quantified the amount of graded evidence when determining a “Yes” score versus a “Not completely” score. The evaluators also discovered they had applied different standards in judging currency. One evaluator gave a summary a “Yes” for currency to summaries updated within the last 6 months, a “Not completely” response to those updated within the last year, and a “No” response to summaries updated more than a year ago. The other evaluator chose a “Yes” response for summaries updated within the last year, “Not completely” for summaries updated within the last two years, and a “No” to summaries updated further back than two years.

From the limited summaries evaluated, patterns in responses to questions about the tools emerged. The evaluators found that authorship of summaries tended to be either completely transparent or not at all. Because of this, it was often difficult to determine bias of evidence summaries. Also striking in the findings was the observation that DynaMed was the only tool for which the evaluators consistently found search methods (Table 4).

The researchers concluded that if they, as creators of the CASE worksheet, interpreted some of the questions and answers differently from each other, then potential users would also vary in how they completed the worksheet. For instance, the definition of what is “current” evidence may differ widely from user to user. To retain the original intention of the questions and to increase the reliability of the worksheet, the researchers revised the questions where the greatest variance had occurred in the evaluation.

Revisions to CASE worksheet

Based on the reliability study, revisions were made to the questions receiving “poor” agreement between evaluators. These questions related to the grading of the evidence, currency of the summary, and possible bias or conflicts of interest of summary authors or reviewers. The researchers first assessed how to clarify the CASE worksheet questions on grading. To remove ambiguity, the main question was changed to “Is the evidence graded and is the system transparent and translatable?” (Appendix, online only). The researchers felt that this question led to a more clear-cut “Yes” or “No” answer. They also revised one of the guiding questions to be more direct, “Is there a grade for each recommendation and/or cited study?” The goal of this revision was to remove doubts as to how to quantify how much of a summary is graded to earn a “Yes” response.

For the CASE worksheet section on summary currency, researchers first removed the “Not completely” response. Originally, they had wanted to provide consistent options throughout all sections of the worksheet, but upon evaluation, a “Not completely” response led to confusion in terms of currency. After discussion as to a standard for “current” evidence, the researchers elected to follow the bar set in the Cochrane Handbook for Systematic

Table 5
Primary studies on overall inter-rater reliability of CATs measured by kappa score

| Author (year)          | CAT assessed                                      | # of raters | Items assessed | # of assessments | Overall inter-rater reliability |
|------------------------|---------------------------------------------------|-------------|----------------|------------------|---------------------------------|
| Hollingworth et al. (2006) [16] | Quality Assessment of Diagnostic Accuracy Studies (QUADAS) | 6           | 19             | 38               | $\kappa = 0.22$                 |
| Hoy et al. (2012) [17]  | Modified version of Leboeuf-Yde and Lauritsen tool | 2           | 54             | 108              | $\kappa = 0.82$                 |
| Kang et al. (2012) [18] | AMSTAR                                           | 2           | 41             | 84               | $\kappa = 0.50$                 |
| Shaneyfelt et al. (2006) [19] | Assessment tool of clinical guidelines           | 2           | 279            | 558              | $\kappa = 0.73$                 |
| Average kappa           |                                                   |             |                |                  | 0.57                            |
Reviews of Interventions, which requires that evidence be updated every two years [20]. Once this consensus was reached, the CASE worksheet section on currency was edited accordingly. The guiding questions were deleted and replaced with, “Has the summary been updated within the last 2 years?”

Finally, the researchers revised the section on bias to also be more clear-cut. The researchers became convinced that the two guiding questions were what had led to the variance in responses: “Is there a conflict of interest between the recommendations of the summary and the sponsor? Are conflicts of interest of summary author(s) and reviewer(s) provided?” After some discussion, the evaluators realized that the purpose of these questions was for users to notice if there were any conflicts of interests listed that could indicate the possibility of biases. To achieve this, the researchers replaced the two guiding questions with, “Is there a conflict of interest between the recommendations of the summary and the sponsor for any author or reviewer?,” and the over-arching question was changed to “Is the summary free of possible bias?”

Strengths and weaknesses

The main strength of the evaluation included the range of POC tools, including both subscription and free tools. Also, because the researchers evaluated 384 randomly selected summaries, the summaries covered a variety of topics and selection bias was kept to a minimum. As previously discussed, the evaluators interpreted questions or responses differently or looked in different parts of the summary for answers to the questions. Better communication before the study about where to look for the answers and how to uniformly define or quantify terms such as currency, amount of bias, and amount of graded evidence could have improved levels of agreement among the evaluators. Also, since the evaluators were librarians without clinical cases related to the summary topics, question 10 had to be omitted from the study.

Future research

The researchers are convinced that further evaluation of the usability of the CASE worksheet would be valuable and intend to undertake this project. While the CASE worksheet was developed due to a need for medical librarians to determine the quality of evidence summaries in POC tools, the researchers feel the tool would benefit other health sciences professionals. Input gathered from other medical librarians, clinicians, and health care students could include how helpful they would find the worksheet, what they think the priorities of categories should be on the form (including if some categories should receive more “weight” than others), if there are other questions worth adding, and how they would interpret the questions and response choices. Focus groups may be one medium of gathering this input about the worksheet.

Another option for future exploration would be how the CASE worksheet could support an EBM curriculum. The researchers would be particularly interested in studying if the worksheet encourages critical thinking when looking at evidence summaries. As medical librarians introduce EBM POC tools to students during the curriculum, librarians can model using the CASE worksheet to assess the quality of the treatment summaries that students find.

CONCLUSION

With the increasing number of EBM POC tools available, those who make library collection and resource decisions and those who utilize these tools to make clinical decisions may need to be more discriminating in their choices. The CASE worksheet was developed as a guide to critically analyze treatment summaries in POC tools. The researchers evaluated the reliability of the questions to create a more clear and consistent evaluative tool. Revisions to questions on the CASE worksheet were completed based on observations made through the evaluation results. Focus groups may, in the future, provide valuable input for additional improvements. However, similarly to a critical appraisal worksheet for an article, the CASE worksheet is a tool whose purpose is to appraise evidence. The researchers recognize that while reliability of the worksheet is important, the ultimate goal of using appraisal worksheets—to guide users through determining the quality and application of the evidence itself—must always remain paramount.
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