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Abstract: Deployment of unmanned aerial vehicles (UAVs) as aerial base stations (ABSs) has been considered to be a feasible solution to provide network coverage in scenarios where the conventional terrestrial network is overloaded or inaccessible due to an emergency situation. This article studies the problem of optimal placement of the UAVs as ABSs to enable network connectivity for the users in such a scenario. The main contributions of this work include a less complex approach to optimally position the UAVs and to assign user equipment (UE) to each ABS, such that the total spectral efficiency (TSE) of the network is maximized, while maintaining a minimum QoS requirement for the UEs. The main advantage of the proposed approach is that it only requires the knowledge of UE and ABS locations and statistical channel state information. The optimal 2-dimensional (2D) positions of the ABSs and the UE assignments are found using K-means clustering and a stable marriage approach, considering the characteristics of the air-to-ground propagation channels, the impact of co-channel interference from other ABSs, and the energy constraints of the ABSs. Two approaches are proposed to find the optimal altitudes of the ABSs, using search space constrained exhaustive search and particle swarm optimization (PSO). The numerical results show that the PSO-based approach results in higher TSE compared to the exhaustive search-based approach in dense networks, consuming similar amount of energy for ABS movements. Both approaches lead up to approximately 8-fold energy savings compared to ABS placement using naive exhaustive search.
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1. Introduction

Unmanned aerial vehicles (UAVs) have numerous applications in fields such as military, disaster management, search and rescue, security, photography, etc. [1]. Continuous improvements in flight time endurance, payload capacity, and advanced control mechanisms have paved the way to applications of UAVs in new fields such as agriculture, transportation, and, most recently, in wireless communications. Three main use cases of UAVs in wireless communications have been identified: A UAV may be used as an aerial base station (ABS), an aerial relay, or an aerial mobile station (MS). Out of the use cases, deploying UAVs as ABSs to enhance the coverage and capacity of terrestrial wireless systems has attracted significant research attention. Potential applications include supplementing the overloaded terrestrial network due to large crowds and providing temporary
coverage in areas where the terrestrial network is unavailable due to a natural disaster or an emergency situation [2,3]. This article proposes a scheme to optimally position a set of ABSs to provide network coverage to a group of users, who have lost connectivity to the terrestrial base station (BS) due to a disaster situation.

The high mobility, quick deployment capability, and low capital expenditure of UAV ABSs make them effective solutions in the above scenarios [1]. Furthermore, UAV ABSs increase the probability of line of sight (LoS) links, which enhance the received signal quality compared to non-line of sight (NLoS) links available in terrestrial BS networks. However, the successful deployment of UAVs as ABSs requires overcoming several challenges. The higher mobility demands complex control mechanisms [1] and effective trajectory planning, while on-demand deployment requires self-organizing network (SON) capability [4]. Furthermore, the higher probability of LoS links increases the co-channel interference (CCI). Thus, the control algorithm plays a crucial role in such a network, as it should focus on several aspects that ensure proper functioning of the system. These include radio resource management, interference management, channel estimation and prediction, placement, user association, energy efficiency, and trajectory planning. Therefore, significant research attention has been focused on intelligent planning of UAV networks recently.

The recent works on UAV networks mainly focus on network coverage [5–9], quality of connectivity [10], network topology [11], target tracking [12], and utilizing the UAVs as ABSs to serve the user equipments (UEs). In general, all UAV ABSs are connected to each other and to a central control station [5–8,10–15]. The works in the literature consider both centralized [5,6,16–20] and decentralized approaches [8,21–23] for the deployment and control of UAV networks. Centralized algorithms are capable of providing highly accurate decisions compared to the decentralized approaches. However, the requirement of having global information at a central location may lead to significant overhead and delay, depending on the application. In contrast, distributed algorithms share limited information and make intelligent decisions through locally available data, resulting in lower overhead and delay in the system. However, as distributed algorithms completely rely on device intelligence and local information, limitations on device intelligence and inaccurate information may lead to system failure. In our work, we propose two low complexity ABS positioning algorithms and a UE assignment scheme, which deems a centralized approach more feasible.

Energy efficiency is paramount for ABSs as the power supply is restricted. There are several techniques introduced to alleviate this issue such as radio frequency energy harvesting, wireless power transfer [24], simultaneous information and power transfer, and self-interference exploitation [25]. However, it is well known that the energy spent in maneuvering the UAVs dominates the energy efficiency, thus UAV deployment and trajectory optimization are crucial for the success of such a network. There are algorithmic approaches [6] that study the deployment problem, with a focus on increasing the energy efficiency without sacrificing the quality of service (QoS) requirements. To this end, machine learning (ML)-based deployment approaches facilitate comparatively quick responses and lower data overheads. In [26], genetic algorithm (GA) and reinforcement learning are used for optimal deployment and user assignment. Similarly, GA with the hill climbing algorithm (HCA) is used in [27] to enable the communication services and explore the unidentified victims. In [27], initial deployment is done through GA and then the HCA is used to adapt the system to the conditions.

Apart from machine learning algorithms, heuristic algorithms have also been used to solve the UAV placement problem. Although heuristic approaches do not always guarantee the global optimum, they can be useful in many applications. Heuristic approaches find an optimal solution without searching over the entire problem space. Therefore, it outperforms typical exhaustive approaches in terms of number of iterations or latency. However, the computational intensity increases exponentially with the number of dimensions of the problem space in heuristic approaches. One example for a heuristic approach is particle swarm optimization (PSO). This optimization approach is originally proposed by J. Kennedy and R. Eberhart in 1995 [28]. The inspiration of this algorithm is the behavior of a bird flock. The PSO-based 3D placement of ABSs is studied in [29]. Although PSO
provides superior average performance, the performance for a given instance cannot be guaranteed as it follows a heuristic approach. Therefore, completely relying on PSO may result in severe performance degradation.

A significant contribution is made in [14] with regards to UAV deployment, and this can be considered to be the most related reference to our work. In [14], the authors have used a matching algorithm and a clustering algorithm to find the best 2D position and the UE assignment for a given altitude. Then, a game theoretic approach is used to find the optimal altitudes of the ABSs. Initially, the ABSs are randomly placed in the area of interest, and the ABSs continuously move in the 2D plane until they reach the best 2D position. Subsequently, the altitudes of the ABSs are changed based on the aforementioned game theoretic approach, and the 2D positions and the UE assignments are further fine tuned taking the adjusted altitudes into consideration. This iterative process continues such that the ABSs repetitively change their locations until they reach the optimal positions. A main drawback of this approach is the time and the energy spent in continuously moving the ABSs. It is important to note that the time spent for UAV maneuvering is significantly large compared to the channel coherence time. Therefore, in a practical scenario, the estimated channel state information (CSI) can be less accurate and cause performance degradation. Furthermore, the energy limitations of ABSs have not been taken into account in [14]. There are several other limitations and assumptions found in the literature that do not fully reflect realistic attributes of UAV ABSs. For example, in [26], an interference-free environment is assumed and CCI is neglected. However, due to the higher probability of LoS propagation in the ABS to UE links, CCI from other ABSs is inevitable.

Considering the limitations of the previous work, in this paper we propose a centralized and less complex approach that relies on the average statistics of the channel and eliminates the necessity to continuously move the ABSs. The only information required at the central controller (CC) is the locations of the UEs and the initial locations of the ABSs. With the available location data, we find the optimal locations of the ABSs and the UE assignment for each ABS at the CC, where there is sufficient computational power to provide a rapid solution. According to the decision of the CC, the ABSs can directly change their position from the initial position to the optimal position in one step, making it a quick and energy efficient approach.

The deployment problem is divided into three phases, which are 2D deployment, UE assignment, and the altitude selection. The approach taken for 2D deployment and the UE assignment has similarities to [14] as they stem on a clustering algorithm and a matching algorithm, respectively. The approaches significantly differ in the third step, which is the altitude selection. We propose two methods for altitude selection. The first method performs an exhaustive search among a discrete set of altitude values, without allowing altitude diversity among ABSs. This means all ABSs operate at a common altitude. We effectively truncate the search space by using properties of our objective function. On the other hand, the second method facilitates altitude diversity, and the altitudes of the ABSs are decided through a PSO algorithm. Our proposed algorithms keep track of the available energy in the batteries of the ABSs, and take them into consideration in making the decision on the ABS deployment, making them further different from the schemes proposed in [14].

Our work considers the impact of CCI in the ABS deployment process. Furthermore, we focus on fully utilizing the spatial diversity by deploying omnidirectional antennas. In addition, being different to our work, the impact of LoS is not considered in [9,25,26,30] for small-scale fading, which can significantly affect the performance in dense urban environments. Moreover, the altitude of the UAVs are not taken into account in [19,27], and a fixed UAV altitude assumption is considered in [5]. It is well known that the altitude of the UAV plays a major role in the performance of the network, due to its impact on the path loss, coverage radius, and the probability of line of sight (PLoS). In our work, we have considered a feasible altitude range to exploit the gain from altitude diversity.

The novelty and the key contributions of this paper can be summarized as follows.

- A multi-UAV and multi-UE system, where UEs are randomly distributed in a disaster struck area is considered.
• Algorithms are proposed to position the UAV ABSs and allocate UEs for each ABS, to maximize the sum spectral efficiency of the network, while maintaining a minimum QoS level for all UEs.
• The proposed scheme is centralized and has a low level of complexity, as only the statistical CSI, locations of the UEs, and the initialized locations of the ABSs are required as inputs.
• The proposed scheme allows the ABSs to directly move from their initial position to the optimal position with a single maneuver, making it a quick and energy efficient approach.
• The available energy levels in the batteries of the ABSs are taken into consideration in the deployment.

The remainder of this paper is organized as follows. In Section 2, we present our system model. Section 3 describes the proposed ABS placement and UE association schemes. Section 4 presents numerical results and insights, while Section 5 concludes this paper.

2. System Model

2.1. Spatial Model

Consider an area $A$ where the UEs are distributed following a homogeneous Poisson point process (PPP) with intensity of $\lambda_U$ in the 2-dimensional Euclidean space $\mathbb{R}^2$. Due to a disaster, the UEs located inside the circular region of radius $R_B$ denoted by $B$ (centered at the origin of $A$) have lost connectivity with the terrestrial network. Figure 1 illustrates a sample UE distribution. Hereafter, we only focus on the UEs in region $B$. The average number of UEs in $B$ is $N_{UE}$. To serve these UEs, $N_{UAV}$ UAVs are deployed as ABSs. It is assumed that the maximum number of UEs supported by an ABS is $N_T$.

Therefore, on the average, we have

$$N_{UAV} = \left\lceil \frac{N_{UE}}{N_T} \right\rceil,$$

(1)

where the operator $\lceil \rceil$ represents the ceiling function.

Initially, the ABSs are deployed randomly in the 3-dimensional space above $B$. Let $S_j$ denote the coordinates of the $j$th ABS. $S_j$ takes the form of $(x_j, y_j, H_j)$, where $x_j$ and $y_j$ represent the location of the $j$th ABS in $\mathbb{R}^2$ and $H_j$ represents the altitude of the $j$th ABS. We define $S = \{S_1, \ldots, S_{N_{UAV}}\}$. $B_i$ represents the location of the $i$th UE. Let $\phi_j$ denote the set of UEs associated with the $j$th ABS. We define the set $\Phi = \{\phi_1, \ldots, \phi_{N_{UAV}}\}$, such that the sum of the cardinalities of $\phi_j, j \in \{1, 2, \ldots, N_{UAV}\}$ is $N_{UE}$, i.e., $\sum_j |\phi_j| = N_{UE}$. Moreover we assume that a UE cannot communicate with more than one ABS, thus the elements in $\Phi$ are disjoint, i.e., $\phi_j \cap \phi_i = \emptyset$ for $\forall i \neq j \in \{1, \ldots, N_{UAV}\}$.

![Figure 1. (a) User equipment (UE) distribution in $A$ and (b) UE distribution in $B$ (disaster region).](image-url)
maneuvering is denoted by $E_T$. Although having equal battery power at initialization, the battery levels among ABSs shall differ while in operation, as per the distance traveled. Thus, each ABS keeps track of the available energy in the battery. The energy remaining for the maneuvering of the $j$th ABS is denoted by $E_j$. Considering a single maneuver of the $j$th ABS, the energy required to move the ABS from the present location $(a_j^0, b_j^0, c_j^0)$ to the new location $(a_j, b_j, c_j)$ is estimated using

$$E_{\text{mob}}^j = \eta_h ((a_j^0 - a_j)^2 + (b_j^0 - b_j)^2)^{1/2} + \eta_v |c_j^0 - c_j|^{1/2},$$  \hspace{1cm} (2)$$

where $\eta_h$ and $\eta_v$ denote the energy consumption for movement per unit distance in the horizontal and vertical directions, respectively.

2.2. Channel Model

As UEs are only served by ABSs, we only focus on the ABS-UE channel. This channel experiences both LoS and NLoS propagation conditions depending on the altitude of the ABSs. Therefore, it is essential to consider both LoS and NLoS links in a realistic performance evaluation. The probability of communicating through a LoS ABS-UE link can be calculated based on the elevation angle of an ABS with respect to a UE using the following originally given in [31],

$$P(\text{LOS}, \theta_j^i) = \frac{1}{1 + a \exp(-b|\theta_j^i - a|)} ,$$  \hspace{1cm} (3)$$

where $\theta_j^i$ is the elevation angle of the $j$th ABS with respect to the $i$th UE, and $a$ and $b$ are environment dependent parameters.

By considering the effects of LoS and NLoS propagation, the channel gain from the $j$th ABS to the $i$th UE is modeled as

$$h_q(j,i) = \frac{|g_q|^2}{\sqrt{(H_j^2 + d(j,i)^2)^{a_q}}},$$  \hspace{1cm} (4)$$

where $q \in \{L, N\}$ such that $L$ and $N$ refer to the LoS and NLoS conditions, respectively, $g_q$ is the small-scale fading amplitude, $d(j,i)$ is the distance between the $j$th ABS and the $i$th UE, $a_q$ is the large-scale path loss exponent [32], and we assume $a_L < a_N$. It is also assumed that $g_L$ follows a Rician fading distribution with the Rice factor $K$, while $g_N$ follows the Rayleigh fading distribution.

2.3. Signal-to-Interference-plus-Noise Ratio (SINR)

Considering the interference from other co-channel ABSs is crucial when positioning an ABS [3]. In contrast to the works in [3,9,26], we consider the full impact of CCI in the ABS placement and UE association problems. Figure 2 illustrates a sample scenario of our proposed system. The SINR of the $i$th UE associated with the $j$th ABS is given by

$$\text{SINR}(j,i) = \frac{P_r(j,i)}{I_{\text{Agg}}(j) + N_0},$$  \hspace{1cm} (5)$$

where $P_r(j,i)$ is the signal power received at the $i$th UE from the $j$th ABS, $I_{\text{Agg}}(j)$ is the aggregate interference experienced by the $i$th UE, and $N_0$ is the power spectral density of the Gaussian noise. In addition, the received signal power $P_r(j,i)$ can be expressed as

$$P_r(j,i) = p_j^i [P(\text{LOS}, \theta_j^i)h_L(j,i) + (1 - P(\text{LOS}, \theta_j^i))h_N(j,i)] ,$$  \hspace{1cm} (6)$$
where $p^j_t$ is the transmit power of the $j$th ABS. The aggregate CCI is given by

$$I_{Agg}(i) = \sum_{l=1,l\neq j}^{N_{UAV}} p^l_t[P(\text{LOS}, \theta^l_i)h_L(j,i) + (1 - P(\text{LOS}, \theta^j_i))h_N(j,i)],$$

(7)

where we have incorporated the effect of both LoS and NLoS propagation from the interfering ABSs.

**Figure 2.** System model illustration of the information and interference signals for $N_{UAV} = 3$ and $N_{UE} = 3$.

### 3. Optimal ABS Placement and User Association

In this section, we focus on inferring $S$, the position of each ABS, and $\Phi$, the assigned UE list for each ABS such that the total spectral efficiency ($TSE$) of the network is maximized. The $TSE$ is given by

$$TSE = \sum_{j=1}^{N_{UAV}} \sum_{i \in \phi_j} \log_2 [1 + \text{SINR}(j,i)].$$

(8)

The optimization problem of interest can be formulated as follows:

$$\max_{S,\Phi} TSE$$

s.t.

$$E_{\text{mob}}^j \leq E_j,$$

$$\text{SINR}(j,i) \geq \text{SINR}_{\text{min}}, \quad i \in \phi_j, \quad j \in \{1, \ldots, N_{UAV}\},$$

$$\sum_{j=1}^{N_{UAV}} |\phi_j| = N_{UE},$$

$$\phi_j \cap \phi_i = \emptyset, \quad \forall i \neq j \in \{1, \ldots, N_{UAV}\},$$

$$|\phi_j| \leq N_T \quad j \in \{1, \ldots, N_{UAV}\},$$

(9)

where $\text{SINR}_{\text{min}}$ is the SINR threshold set to ensure the minimum QoS requirement.

It is clear that the objective function and the constraints of Equation (9) are non-convex and it is challenging to obtain an optimal solution with polynomial complexity. A problem very similar to Equation (9) has been solved in [14] using game theory combined with an iterative algorithm. Figure 3 illustrates an example ABS placement and UE association obtained using the approach in [14]. To reach
this solution, in [14], it has been assumed that the small-scale fading process is stationary and the
UEs and the ABSs have full knowledge of the CSI. However, it is important to note that the time it
takes to move an ABS can be significantly larger than the coherence time of the channel, leading to
decisions based on outdated CSI. Furthermore, it is important to note that the ABSs have to execute
multiple maneuvers to reach the optimal 2D position, resulting in high energy consumption. Therefore,
we consider a novel approach where only the statistical CSI and the locations of the UEs and the ABSs
are used to determine the optimal 2D position and the UE assignment. In addition, we use a centralized
approach to solve the placement and UE association problem, and move the ABSs to their optimal
positions using a single maneuver to reduce the overall energy consumption.

![Figure 3. Illustration of ABS placement and UE association obtained using the approach in [14],
where $R_B = 2000$ m, $\alpha_N = 2.5$, $\alpha_L = 2$, $\lambda_U = 2 \times 10^{-4}/\text{m}^2$, $\delta = 0$, $N_{UAV} = 3$, $H^* = 300$ m, $N_T = 70$. The position of the ABS is represented using $X$. The three colors differentiate the UE clusters at a
dicular stage. (a–h) illustrate the 1st, ..., 5th, 7th, 9th and 11th adaptive stages, respectively]

To this end, this work defines a new SINR parameter based on statistical CSI and we refer to it as
the statistical SINR (SSINR). The SSINR of the $i$th UE associated with the
$j$th ABS is given by

$$SSINR(j, i) = \frac{\mathbb{E}[P_r(j, i)]}{\mathbb{E}[I_{\text{Agg}}(j)] + N_0}, (10)$$

where $\mathbb{E}[\cdot]$ denotes the expectation. From Equations (4), (6), and (7), it can be identified that $SSINR(j, i)$
can be computed using the knowledge of UE and ABS positions and the statistics of Rayleigh and
Rician fading. Therefore, compared to instantaneous CSI, a significantly lower overhead is required to
make these information available at the CC. Using SSINR, we reformulate the optimization problem as

$$\max_{S, \Phi} \quad STSE$$

s.t. $SSINR(j, i) \geq \text{SINR}_{\text{min}}, \quad i \in \Phi_j, \ j \in \{1, \ldots, N_{UAV}\}, (11)$

where the constraints not shown remain unchanged from Equation (9), and $STSE$ is defined as

$$STSE = \sum_{j=1}^{N_{UAV}} \sum_{i \in \Phi_j} \log_2 [1 + SSINR(j, i)], (12)$$

which can be interpreted as the achievable TSE when $\text{SINR}(j, i)$ is approximated by $SSINR(j, i)$,
and we refer to $STSE$ as statistical total spectral efficiency. It is not hard to recognize that Equation (11)
is also non-convex and cannot be solved using algorithms with polynomial complexity. Therefore,
we propose to solve Equation (11) using a 3-step approach, namely, the 2D deployment of the ABSs,
UE assignment, and altitude selection of the ABSs. This paper first presents a methodology for the 2D deployment of the ABSs and the UE assignment.

3.1. 2D Deployment of the ABSs and the UE Assignment

Initially, all ABSs are randomly and uniformly placed above the disaster zone. The ABSs then estimate the locations of the UEs in its region of coverage from the uplink signals. These locations are sent to a centralized location, together with the locations of the ABSs, such that the centralized location is fully aware of the network topology. Using this knowledge, the user assignment and the 2D positioning follows an iterative three step process. Note that all of these iterations take place at the centralized location. First, the received SSINR values at each UE from the ABSs providing coverage are calculated. Second, using the calculated SSINRs, the UE assignment to the ABSs is performed through a stable marriage approach. The goal is to assign the UEs to the ABS providing the best SSINR such that the constraint on the maximum UEs per ABS is not violated. Therefore, in the stable marriage approach, the UE assignment is done such that both these parties (UEs and ABSs) are jointly satisfied with a particular assignment, and there is no other UE assignment that the two parties would rather prefer having than the current assignment. If there are no such other assignments, the matches are deemed stable. Once each UE is assigned to an ABS, the third step of the 2D deployment of the ABSs is done through a clustering algorithm. The clustering algorithm proposed in this paper closely follows the principles of K-means clustering. However, in contrast to conventional K-means clustering, our algorithm uses multiple weighting parameters in the decision phase. Essentially, the locations of the ABSs are updated such that they coincide with the centroid of the locations of their assigned UEs in the 2-dimensional Euclidean space, denoted by \((x_c, y_c, 0)\). This three step process continues until the exit condition is satisfied. The statistical total spectral efficiency gain denoted by \(G_L\) is used as the metric to determine the algorithm convergence. To this end,

\[
G_L = \psi^n - \psi^{n-1},
\]

where \(\psi^n\) is the STSE in the \(n\)th iteration. The iterative process continues as long as \(G_L\) is greater than \(\delta\), which is the least expected gain from an iteration. Note that the physical locations of the ABSs do not change iteratively, thus they can hover at the initialized location until a decision is made on the optimal location. Figure 4 illustrates the movement of the ABSs in the 2D plane after finding the best 2D position through CC.

![Figure 4](image-url)

Figure 4. Illustration of the movement of the aerial base stations (ABSs) in the 2D plane for suburban environment. The position of the ABS is represented using \(x\). The three colors differentiate the UE clusters of the respective ABSs. (a) Initial 2D position of the ABSs. (b) Movement of the ABSs to the computed position. The solid arrow represents the actual ABS movement. The dotted lines represent the adaptive process (does not represent the movement) performed at the CC. \(R_B = 2000\) m, \(\alpha_{N} = 2.5, \alpha_{L} = 2, \lambda_U = 2 \times 10^{-4} / \text{m}^2, \delta = 0, N_{UAV} = 3, H^* = 300\) m, \(N_T = 70\).
3.2. ABS Altitude Selection

We present two approaches for the altitude selection. In the first approach, the altitude diversity is not considered and all ABSs are assumed to be at the same optimal altitude, denoted by $H^*$. Once the initial optimal 2D positions are determined, an exhaustive search over a discrete set of altitudes is used to find the optimal altitude for the ABSs. For each altitude, the 2D locations and UE assignments are further fine-tuned, using the same three-step iterative process described earlier. To limit the search space in the exhaustive search, we make the following observations regarding the received SSINR of a UE. Considering the impact of the ABS altitude in the downlink, it is shown in [31] that when CCI is not present, the received signal power increases in the beginning and decreases after a certain point, indicating the existence of an optimal altitude where the received power is maximum. This behavior can be explained using the combined effect of path loss and the probability of line of sight. The path loss increases with the ABS altitude, resulting in the degradation of the signal quality. However, increasing the altitude also leads to higher $P(\text{LOS}, \theta)$, which in turn results in better signal quality. Once the altitude increases beyond a critical point, the improvement in $P(\text{LOS}, \theta)$ becomes negligible compared to the signal power degradation due to path loss. Therefore, the received signal power increases in the beginning and decreases after a certain point, when the altitude of the ABSs hovering at ground level is increased. However, the reasoning is slightly different when CCI is considered. For a typical UE, the interfering ABSs have larger link lengths compared to the connected ABS, when the ABSs are at lower altitudes. Therefore, the interference power is smaller compared to the desired signal power at lower altitudes. Thus, the SSINR will behave similarly to the case with no CCI. In higher altitudes, the SSINR degrades due to two factors. First, the path loss increases and starts to dominate the desired signal power compared to the effect from $P(\text{LOS}, \theta)$. Second, the increased elevation angles with the interfering ABSs further increase the interference power. Therefore, the SSINR decreases continuously after a critical altitude. This means the STSE increases with the common altitude of the ABSs up to a certain altitude level, and then decreases monotonically. This intuition is used to limit the search space of the exhaustive search, as there is no advantage searching if the objective function is in the decreasing trend. Therefore, in the first approach, the common ABS altitude is increased until the STSE begins to decrease, and an optimal altitude is found accordingly. These ideas are formally stated in Algorithm 1. Notations used in the algorithms are tabulated in Table 1.

The second approach, which we present as Algorithm 2, resorts to the same approach for 2D positioning of the ABSs and for user association as in Algorithm 1. However, Algorithm 2 uses particle swarm optimization (PSO) to set the altitude values of the ABSs. The approach facilitates altitude diversity. PSO is an intelligent algorithm that stems on the approach used by a group of birds for searching food or for traveling long distances. Essentially, this algorithm keeps track on two positions, namely the local best (LB) and the global best (GB). $W_k^{\text{LB}}(n)$ denotes the LB of the $k$th particle in the $n$th iteration, and $W_k^{\text{GB}}(n)$ is the GB in the $n$th iteration. The LB gives us the optimal solution (position) for a particular particle where as the GB gives us the optimal solution (position) among all the particles. The velocity vector of a particle is calculated based on the LB, the GB and the inertia of the particle. To this end, the velocity of the $k$th particle during the $n$th iteration is given by

$$V_k(n) = \xi V_k(n-1) + c_1 \varphi_1 (W_k^{\text{LB}}(n-1) - W_k(n-1)) + c_2 \varphi_2 (W_k^{\text{GB}}(n-1) - W_k(n-1)),$$

where $\xi$ is the inertia weight that controls the exploration ability, $\varphi_1$ and $\varphi_2$ are positive random numbers, and $c_1$ and $c_2$ denote the local learning coefficient and the swarm learning coefficient, respectively. Moreover, the position of the $k$th particle in the $n$th iteration is updated according to

$$W_k(n) = W_k(n-1) + V_k(n).$$

The movement of the $k$th particle in the PSO problem space is illustrated in Figure 5. The next position of each particle in the PSO space will be decided upon three vectors, which are the GB vector,
the LB vector, and the previous velocity vector.

**Figure 5.** (a) Global best, local best, position, and the velocity in the \((n - 1)\)th iteration. (b) Velocity in the \(n\)th iteration as a weighted vector addition of previous velocity components and the position in the \(n\)th iteration.

**Table 1.** Table of notations.

| Notation | Description |
|----------|-------------|
| \(x_j, y_j\) | 2D- Coordinates of the \(j\)th ABS |
| \(B_i\) | 2D- Coordinates of the \(i\)th UE |
| \(\lambda_U\) | Intensity of the UE distribution |
| \(R_B\) | Radius of the isolated region |
| \(N_{UAV}\) | Required Number of UAVs |
| \(N_{UE}\) | Number of UEs in the isolated region |
| \(N_{max}\) | Maximum number of UE that can be supported by an ABS |
| \(d(j, i)\) | 2D euclidean distance from \(j\)th ABS to \(i\)th UE |
| \(\alpha\) | Large-scale path loss exponent |
| \(g_q\) | Small-scale fading amplitude |
| \(P_t(j)\) | Transmission power of the \(j\)th ABS |
| \(I_{agg}(i)\) | Aggregated interference experienced by the \(i\)th UE |
| \(E_{mob}\) | Required energy for mobility of the \(j\)th ABS |
| \(E_j\) | Available energy for mobility at the \(j\)th ABS |
| \(\eta_h, \eta_v\) | Energy consumption per unit distance to horizontal and vertical movement respectively |
| \(\phi_i\) | Assigned user list of the \(j\)th ABS |
| \(P(LOS, \theta_j)\) | Probability of line of sight from \(j\)th ABS to the \(i\)th UE |
| \(a, b\) | Constants which reflects environmental characteristics |
| \(h_{ij}(j, i)\) | Channel gain from the \(j\)th ABS to the \(i\)th UE |
| \(SINR_{min}\) | Minimum SINR threshold which reflects the minimum QoS requirement |
| \(G_L\) | Gain achieved comparing to the previous step |
| \(H_j\) | Altitude of the \(j\)th ABS |
| \(H^*\) | Common optimal altitude |
| \(N_H\) | Number of discrete altitude levels considered in Algorithm 1 |
| \(H_j^*\) | Optimal altitude of the \(j\)th ABS |
| \(\delta, \delta\) | Minimum gain expected in Algorithm 1 and Algorithm 2 |
| \(h_{min}, h_{max}\) | Minimum and maximum altitude allowed to hover an ABS |
| \(W_k(n)\) | Position of the \(k\)th particle at \(n\)th iteration in PSO space |
| \(W_{best}(n)\) | Global best position at the \(n\)th iteration in PSO space |
| \(W_{lb}(n)\) | Local best position of the \(k\)th particle at \(n\)th iteration in PSO space |
| \(V_k(n)\) | Velocity of \(k\)th particle at \(n\)th iteration in PSO space |
| \(J_k(n)\) | Objective function value of the \(k\)th particle at \(n\)th iteration in PSO space |
| \(c_1, c_2\) | Local learning coefficient and swarm learning coefficient respectively |
| \(\xi\) | Inertia weight of the swarm particle |
| \(N_{pop}\) | Number of particles in the swarm population |
| \(G_P\) | Spectral efficiency gain achieved comparing to the previous iteration in PSO |
| \(N_G\) | Number of continuous iterations without a gain in the spectral efficiency |
| \(\Gamma\) | Threshold to exit the PSO algorithm |
Algorithm 1: Clustering and matching algorithm with exhaustive search.

Data: \( S_j, B_i \quad i \in \{1, \ldots, N_{UE}\} \) and \( j \in \{1, \ldots, N_{UAV}\} \)
\[ h_l \leftarrow \text{common altitude of the ABS.} \quad l \in \{1, \ldots, N_H\} \]
Result: \( S^* \) and \( \Phi^* \)

begin
for \( l = 1, \ldots, N_H \) do

Block-A

\[ n = 1 \leftarrow \text{Iteration index} \]
\[ \psi^0 = 0 \]

while \( n \geq 0 \) do

for \( j = 1, \ldots, N_{UAV} \) and \( i = 1, \ldots, N_{UE} \) do

SSINR calculation

\[ \text{SSINR}(j, i) = \frac{E[P_r(j, i)]}{E[I_{Agg}(j)] + N_0} \]

User Assignment

\( \mathcal{L}_{UE}^j \leftarrow \text{Ordered preference vector of the} \ i \text{th UE} \)
\( \mathcal{L}_{UAV}^j \leftarrow \text{Ordered preference vector of the} \ j \text{th ABS} \)
\( N_C^j \leftarrow \text{Number of UEs connected to} \ j \text{th ABS} \)

for \( k = 1, \ldots, N_{UAV} \) do

for \( i = 1, \ldots, N_{UE} \) do

for \( j = 1, \ldots, N_{UAV} \) do

\[ e = \mathcal{L}_{UAV}^j(i) \leftarrow \text{i-th UE preference of} \ j \text{th ABS} \]

if \( \mathcal{L}_{UE}^j(k) = j \) and \( N_C^j \leq N_T \) then

\[ i \in \Phi^j \]
\[ N_C^j = N_C^j + 1 \]

\( \Phi^* = \{ \Phi^j \}_{j=1}^{N_{UAV}} \)
\[ \psi^n = \sum_{j=1}^{N_{UAV}} \sum_{i \in \Phi^j} \log_2 [1 + \text{SSINR}(j, i)] \]

\( G_L = \psi^n - \psi^{n-1} \)
if \( G_L \leq \delta \) then
\[ \text{break} \]

for \( j = 1, \ldots, N_{UAV} \) do

2D Positioning

\( (x_j, y_j) = D_j \leftarrow \text{centroid of the 2D locations of the UEs in} \ \Phi_j \)
Calculate the energy needed for the maneuvering \( E_{mob}^j \) as per (2)
if \( E_j \leq E_{mob}^j \) then
\[ \text{break} \]

\[ n = n + 1 \]

\( \text{STSE}(l) = \sum_{j=1}^{N_{UAV}} \sum_{i \in \Phi^j}_2 [1 + \text{SSINR}(j, i)] \]
if \( \text{STSE}(l) \leq \text{STSE}(l - 1) \) then
\[ \text{break} \]
Calculate the energy needed for the maneuvering \( E_{mob}^j \) as per (2)
if \( E_j \leq E_{mob}^j \) then
\[ \text{break} \]

\( H^* = h_k \ | \ k = \arg \max \text{STSE}(l) \)
\[ S^* = \{(x_j, y_j, H^*)\}_{j=1}^{N_{UAV}} \]
end

With regards to our problem, Algorithm 2 initializes the PSO population with their positions. Each particle is a vector of size of \( N_{UAV} \), such that its \( j \)th element represents the altitude of the \( j \)th ABS. Initially, the altitude values in all particles, i.e., each element in the vector, are set randomly and
uniformly between the minimum and the maximum allowable altitudes. These values are used to initialize the LB of each particle, and the initial velocity of each particle is set to one. For each particle, i.e., for each altitude vector, the corresponding optimal UE assignment and the optimal 2D position allocation are obtained through Block-A of Algorithm 1. Then, the objective function, which is the STSE, is evaluated for each particle considering the current UE and the position assignments. Their initial position is the LB for all the particles and is also based on these calculated values; the GB position vector of the swarm will be updated. This ends the initialization stage.

**Algorithm 2:** Clustering and matching algorithm with PSO

Data: $S_j, B_i \quad i \in [1, \ldots, N_{\text{UE}}]$ and $j \in [1, \ldots, N_{\text{UAV}}]$

Result: $S^*$ and $\Phi^*$

begin

\[ n = 1 \leftarrow \text{Iteration index} \]

Initialization

\[ \text{for } k = 1, \ldots, N_{\text{pop}} \text{ do} \]

\[ W_k(n) = \{ H_i, H_{N_{\text{UAV}}} \} \mid H_i \sim U(h_{\text{min}}, h_{\text{max}}), j \in [1, \ldots, N_{\text{UAV}}] \]
\[ V_k(n) = 1 \]
\[ W_k^L(n) = W_k(n) \]

Run Block-A Algorithm 1 with $W_k(n)$ as an input

Get $\Phi^*$ and $(x_j, y_j)$ for $j \in [1, \ldots, N_{\text{UAV}}]$

\[ J_k(n) = \sum_{j=1}^{N_{\text{UAV}}} \sum_{i \in \phi_j} \log_2 [1 + \text{SSINR}(j,i)] \]
\[ W_{G^b}(n) = W_r(n) \mid r = \arg \max_k J_k(n) \]

while $N_G < \Gamma$ do

\[ \text{for } k = 1, \ldots, N_{\text{pop}} \text{ do} \]

\[ V_k(n+1) = \xi V_k(n) + \eta (W_k^L(n) - W_k(n)) + \zeta \Phi_k \]
\[ W_k(n+1) = W_k(n) \]

Run Block-A Algorithm 1 with $W_k(n)$ as an input

Update $\Phi^*$ and $(x_j, y_j)$ for $j \in [1, \ldots, N_{\text{UAV}}]$

\[ J_k(n+1) = J_k(n)(1 - \delta_{\text{mob}}) \]

if $J_k(n+1) > J_k(n)$ then

\[ W_k^L(n+1) = W_k^L(n) \]

else

\[ W_k^L(n+1) = W_k^L(n) \]

\[ W_{G^b}(n+1) = W_{G^b}(n+1) \mid r = \arg \max_k J_k(n+1) \]

Calculate the energy needed ($E_{\text{mob}}^j$) to move the ABSs from $W_{G^b}(n)$ to $W_{G^b}(n+1)$ as per (2)

if $E_j < E_{\text{mob}}^j$ then

break

$G_p = J_p(n+1) - J_p(n) \mid r = \arg \max_k J_k(n+1), q = \arg \max_k J_k(n)$

if $G_p < \delta$ then

\[ N_G = N_G + 1 \]

else

\[ N_G = 0 \]

\[ n = n + 1 \]

\[ \{ H_{i}^*, H_{N_{\text{UAV}}}^* \} = W_{G^b}(n+1) \]

\[ S^* = \{(x_j, y_j, H_j^*)\}_{j=1}^{N_{\text{UAV}}} \]

end

end
Then, the iterative process of finding the best set of locations begins. The velocity and the altitude of each particle are updated as per (14) and (15), respectively. For each particle, i.e., for each altitude vector, the corresponding optimal UE assignment and the optimal 2D position allocation are obtained through Block-A of Algorithm 1. The objective function is computed again for the newly updated positions, and the LB and GB positions are updated consequently.

The iterative process continues until the STSE gain between two subsequent iterations, denoted by \( G_P \), is below a certain predefined threshold. More precisely, if there are \( \Gamma \) subsequent iterations where the \( G_P \) is less than a predetermined threshold value \( \tilde{\delta} \), the iterative process stops and the PSO is assumed to have reached convergence. At convergence, GB contains the altitude vector for the ABSs that maximizes the TSE as per Algorithm 2. These ideas are formally stated in Algorithm 2.

4. Simulation Results and Discussion

In this section, the performance of the proposed algorithms is evaluated through extensive simulation results. The parameters used in the simulations are given in Table 2. The algorithms are compared in terms of TSE, energy consumption, and the average coverage probability, which is computed as

\[
P_{\text{COV}} = \frac{N_{\text{th}}}{N_{\text{UE}}},
\]

where \( N_{\text{th}} \) is the number of users experiencing SINR greater than a threshold value \( \text{SINR}_{\text{min}} \).

In simulations, we consider \( A \) to be a 6 × 6 km\(^2\) square. To be compatible with the literature, other parameters are set as in Table 2. Moreover, the gain thresholds, \( \delta \) and \( \tilde{\delta} \), are set to 0 as we assume static UEs.

Table 2. Simulation settings.

| Parameter | Value | Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|-----------|-------|
| \( \lambda_u \) | \( 4 \times 10^{-4}/m^2 \) | \( R_B \) | 2000 m | \( r \) | 15 Mbps |
| \( N_T \) | 40 | \( E_T \) | 1 kJ | \( \eta_h \) | 0.1 J/m |
| \( a_L \) | 2 | \( a_N \) | 2.5 | \( \eta_v \) | 1 J/m |
| \( p^j_l \) | 30 dBm | \( \delta, \tilde{\delta} \) | 0 | \( N_{\text{pop}} \) | 20 |
| \( \Gamma \) | 4 | \( N_0 \) | –80 dBm | \( \varphi_1, \varphi_2 \) | random in [0,1] |
| \( a \) | 4.8800 (Suburban) | \( b \) | 0.4290 (Suburban) | \( \text{SINR}_{\text{min}} \) | –30 dB |
| & 9.6117 (Urban) | & 0.1581 (Urban) | \( h_{\text{min}} \) | 50 m |
| & 12.0810 (Dense urban) | & 0.1140 (Dense urban) | \( h_{\text{max}} \) | 3000 m |
| & 24.5960 (High-rise urban) | & 0.1248 (High-rise urban) | \( \xi \) | 0.5175 |

Figures 6 and 7 compare the achievable TSE of Algorithm 1 for different ABS altitudes, with naive random ABS deployment and the equidistant deployment. In naive random deployment, the 2D locations of the ABSs above \( B \) are chosen randomly. The UEs are assigned to the nearest ABS such that each UE is assigned to only one ABS, in a manner that all UEs meet the minimum QoS requirement \( \text{SINR}_{\text{min}} \). In equidistant deployment, the ABSs are placed along radial lines that equally partition a circle above \( B \). The ABSs move outwards or inwards radially, until all the UEs meet the minimum QoS requirement \( \text{SINR}_{\text{min}} \). It can be observed that Algorithm 1 outperforms the random and equidistant deployments. Furthermore, one can note that even though we have used SSINR and STSE in obtaining the solution, the optimal altitude obtained by our algorithm is actually the altitude which provides the maximum TSE for the considered propagation environments.
Moreover, the optimal altitudes for the considered propagation environments in the ascending order are suburban, urban, dense urban, and high-rise urban. As explained in Section 3, the impact of $P(\text{LOS}, \theta)$ on the signal quality is dominant until it starts to saturate. It is important to note that the elevation angles at which $P(\text{LOS}, \theta)$ begins to saturate also follow the same order. Therefore, the optimal altitude is smallest for suburban environments while it is largest for high-rise urban environments. This is a valuable insight when designing ABSs for different environments, as ABSs must be designed with sufficient energy to reach the optimal altitude. Furthermore, it can be observed that TSE in all scenarios converge to the same value for higher ABS altitudes regardless of the propagation environment. This is because for higher altitudes, regardless of the propagation
environment, $\theta$ approaches $90^\circ$, leading to $P(\text{LOS}, \theta) \approx 1$. Therefore, TSE solely depends on path loss, which is almost the same in all environments.

To compare Algorithm 1 with naive random deployment in terms of coverage probability, we evaluate the average coverage probability for each propagation environment, when the ABSs are placed at their optimal altitudes. From Figure 6, the optimal altitudes of the ABSs are considered as 300 m, 650 m, 800 m and 1250 m for suburban, urban, dense urban and high-rise urban, respectively. Figure 8 shows how the coverage probability behaves with the SINR threshold. It is conspicuous that the average coverage probability of Algorithm 1 is superior to random deployment.

![Figure 8. Average coverage probability vs. Signal-to-Interference-Plus-Noise Ratio (SINR) threshold (comparison between Algorithm 1-based deployment and random deployment).](image)

Figure 9 presents the total consumed energy for ABS movements using Algorithm 1, Algorithm 2, and naive exhaustive search, where the search is performed over all possible altitudes. Both proposed algorithms have almost similar energy consumption, while being significantly lower (9-fold saving) than the naive exhaustive search. This is due to the reduced number of ABS movements we need to perform with the proposed centralized approach. It is interesting to note that energy saving decreases from suburban to high rise urban due to the increase in the optimal altitude.

Figure 10 compares Algorithms 1 and 2 in terms of the maximum achievable TSE and the total consumed energy for ABS movements with different user densities in four propagation environments. One can observe that for dense networks, Algorithm 2 results in higher TSE compared to Algorithm 1. This clearly shows the advantage of altitude diversity for dense networks. Almost equal energy consumption can be observed for both algorithms. Furthermore, it can be observed that the total energy consumption decreases with UE density. It is clear that ABSs have to move only a small distance from the initial position to the optimal position, as in dense UE scenarios, the optimal 2D placement can be closely approximated by the uniform placement.
Figure 9. Energy consumption of Algorithms 1 and 2 compared to naive exhaustive search.

Figure 10. (a) Maximum achievable total spectral efficiency (TSE) vs. user intensity (b). Energy consumption for maneuvering vs. user intensity.

5. Conclusions

This paper investigated the problem of ABS placement and UE assignment to maximize the sum spectral efficiency of a disaster affected wireless network. K-means clustering combined with a stable marriage problem has been used to determine the 2D placement of the ABSs and the UE assignment, while two approaches based on exhaustive search and particle swarm optimization have been proposed to determine the optimal ABS altitude. The proposed algorithms use only the statistical channel state information and the location information of the UEs and ABSs. Useful design insights such as the optimal ABS altitude, total required energy for ABS movement have been presented for different propagation environments. The proposed algorithms result in up to 8-fold saving in the energy required to maneuver the ABSs, compared to ABS deployment using naive exhaustive search.
Author Contributions: Conceptualization, H.H., D.N.K.J., K.T.H. and T.S.; methodology, H.H., D.N.K.J., K.T.H. and T.S.; validation, H.H.; formal analysis, H.H., D.N.K.J., K.T.H. and T.S.; writing—original draft preparation, H.H., D.N.K.J., K.T.H. and T.S.; writing—review and editing, H.H., D.N.K.J., K.T.H. and T.S.; visualization, H.H.; funding acquisition, D.N.K.J. All authors have read and agreed to the published version of the manuscript.

Funding: This work was funded, in part, by the Scheme for Promotion of Academic and Research Collaboration (SPARC), Ministry of Human Resource Development, India, grant no. SPARC/2018-2019/P145/SL; in part, by the framework of Competitiveness Enhancement Program grant No. VIU-ISHTIR-180/2020 of the Tomsk Polytechnic University, Russia; and, in part, by the Sri Lanka Technological Campus, Padukka, Sri Lanka Grant LUCIA No. RRSG/20/A7.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Mozaffari, M.; Saad, W.; Bennis, M.; Nam, Y. A Tutorial on UAVs for Wireless Networks: Applications, Challenges, and Open Problems. IEEE Commun. Surv. Tutor. 2019, 2334–2360. [CrossRef]
2. Sharma, A.; Vanjani, P.; Paliwal, N.; Basnayaka, C.; Jayakody, D.; Wang, H.; Muthuchidambaranathan, P. Communication and networking technologies for UAVs: A survey. J. Netw. Comput. Appl. 2020, 102739. [CrossRef]
3. Zhao, N.; Lu, W.; Sheng, M.; Chen, Y.; Tang, J.; Yu, F.; Wong, K. UAV-Assisted Emergency Networks in Disasters. IEEE Wirel. Commun. 2019, 45–51. [CrossRef]
4. Huang, W.; Peng, J.; Zhang, H. User-Centric Intelligent UAV Swarm Networks: Performance Analysis and Design Insight. IEEE Access 2019, 181469–181478. [CrossRef]
5. Mozaffari, M.; Saad, W.; Bennis, M.; Debbah, M. Efficient Deployment of Multiple Unmanned Aerial Vehicles for Optimal Wireless Coverage. IEEE Commun. Lett. 2016, 1647–1650. [CrossRef]
6. Alzenad, M.; El-Keyi, A.; Lagum, F.; Yanikomeroglu, H. 3-D Placement of an Unmanned Aerial Vehicle Base Station (UAV-BS) for Energy-Efficient Maximum Coverage. IEEE Commun. Lett. 2017, 434–437. [CrossRef]
7. Huang, H.; Savkin, V. A Method for Optimized Deployment of Unmanned Aerial Vehicles for Maximum Coverage and Minimum Interference in Cellular Networks. IEEE Trans. Ind. Inf. 2019, 2638–2647. [CrossRef]
8. Farooq, M.; Zhu, K. A Multi-Layer Feedback System Approach to Resilient Connectivity of Remotely Deployed Mobile Internet of Things. IEEE Trans. Cogn. Commun. Netw. 2018, 422–432. [CrossRef]
9. Sharma, N.; Magarini, M.; Jayakody, D.; Sharma, V.; Li, L. On-Demand Ultra-Dense Cloud Drone Networks: Opportunities, Challenges and Benefits. IEEE Commun. Mag. 2018, 85–91. [CrossRef]
10. Zhao, H.; Liu, H.; Leung, Y.; Chu, X. Self-Adaptive Collective Motion of Swarm Robots. IEEE Trans. Autom. Sci. Eng. 2018, 1533–1545. [CrossRef]
11. Delight, M.; Ramakrishnan, S.; Zambrano, T.; MacCready, T. Developing robotic swarms for ocean surface mapping. In Proceedings of the 2016 IEEE International Conference on Robotics and Automation, Stockholm, Sweden, 16–21 May 2016; pp. 5309–5315.
12. Moon, S.; Yang, K.; Gan, S.; Shim, D. Decentralized information-theoretic task assignment for searching and tracking of moving targets. In Proceedings of the 2015 International Conference on Unmanned Aircraft Systems, Denver, CO, USA, 9–12 June 2015; pp. 1031–1036.
13. Zhao, H.; Wang, H.; Wu, W.; Wei, J. Deployment Algorithms for UAV Airborne Networks Toward On-Demand Coverage. IEEE J. Sel. Areas Commun. 2018, 2015–2031. [CrossRef]
14. El Hammouti, H.; Benjillali, M.; Shihada, B.; Alouni, M. Learn-As-You-Fly: A Distributed Algorithm for Joint 3D Placement and User Association in Multi-UAVs Networks. IEEE Trans. Wirel. Commun. 2019, 5831–5844. [CrossRef]
15. Wang, Z.; Duan, L.; Zhang, R. Adaptive Deployment for UAV-Aided Communication Networks. IEEE Trans. Wirel. Commun. 2019, 4531–4543. [CrossRef]
16. Kalantari, E.; Bor-Yaliniz, I.; Yongacoglu, A.; Yanikomeroglu, H. User association and bandwidth allocation for terrestrial and aerial base stations with backhaul considerations. In Proceedings of the IEEE 28th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications, Montreal, QC, Canada, 8–13 October 2017; pp. 1–6.
17. Jiang, F.; Swindlehurst, A. Optimization of UAV Heading for the Ground-to-Air Uplink. IEEE J. Sel. Areas Commun. 2012, 993–1005. [CrossRef]
18. Zhang, X.; Duan, L. Fast Deployment of UAV Networks for Optimal Wireless Coverage. *IEEE Trans. Mob. Comput.* 2019, 993–1005. [CrossRef]
19. Chattopadhyay, A.; Ghosh, A.; Kumar, A. Asynchronous Stochastic Approximation Based Learning Algorithms for As-You-Go Deployment of Wireless Relay Networks Along a Line. *IEEE Trans. Mob. Comput.* 2018, 1004–1018. [CrossRef]
20. Chen, M.; Mozaffari, M.; Saad, W.; Yin, C.; Debbah, M.; Hong, C. Caching in the Sky: Proactive Deployment of Cache-Enabled Unmanned Aerial Vehicles for Optimized Quality-of-Experience. *IEEE J. Sel. Areas Commun.* 2017, 1046–1061. [CrossRef]
21. Dutta, R.; Sun, L.; Pack, D. A Decentralized Formation and Network Connectivity Tracking Controller for Multiple Unmanned Systems. *IEEE Trans. Control Syst. Technol.* 2018, 2206–2213. [CrossRef]
22. Olfa-Saber, R.; Jalalkamali, L. Coupled Distributed Estimation and Control for Mobile Sensor Networks. *IEEE Trans. Autom. Control* 2012, 2609–2614. [CrossRef]
23. Mahjri, I.; Dhraief, A.; Belghith, A.; AlMogren, A. SLIDE: A Straight Line Conflict Detection and Alerting Algorithm for Multiple Unmanned Aerial Vehicles. *IEEE Trans. Mob. Comput.* 2018, 1190–1203. [CrossRef]
24. Panic, S.; Perera, T.; Jayakody, D.; Stefanovic, C.; Prlinevic, B. UAV-assisted Wireless Powered Sensor Network over Rician Shadowed Fading Channels. In Proceedings of the IEEE International Conference on Microwaves, Antennas, Communications and Electronic Systems, Tel-Aviv, Israel, 4–6 November 2019; pp. 1–5.
25. Jayakody, D.; Perera, D.; Ghrayeb, A.; Hasna, O. Self-Energized UAV-Assisted Scheme for Cooperative Wireless Relay Networks. *IEEE Trans. Veh. Technol.* 2020, 578–592. [CrossRef]
26. Zhong, X. Deploying UAV Base Stations in Communication Network Using Machine Learning. Master’s Thesis, Department of Electrical and Computer Engineering, Simon Fraser University, Burnaby, BC, Canada, 2017. Available online: https://dspace.library.uvic.ca/handle/1828/11405 (accessed on 10 January 2020).
27. Al-Reina, D.; Camp, D.; Munjal, A.; Toral, S. Evolutionary deployment and local search-based movements of 0th responders in disaster scenarios. *Future Gener. Comput. Syst.* 2018, 88, 61–78. [CrossRef]
28. Kennedy, J.; Eberhart, R. Particle swarm optimization. In Proceedings of the International Conference on Neural Networks, Perth, WA, Australia, 27 November–1 December 2019; pp. 1942–1948.
29. Kalantari, E.; Yanikomeroglu, H.; Yongacoglu, A. On the Number and 3D Placement of Drone Base Stations in Wireless Cellular Networks. In Proceedings of the 2016 IEEE 84th Vehicular Technology Conference, Montreal, QC, Canada, 18–21 September 2017; pp. 1–6.
30. Mozaffari, M.; Saad, W.; Bennis, M.; Debbah, M. Unmanned Aerial Vehicle With Underlaid Device-to-Device Communications: Performance and Tradeoffs. *IEEE Trans. Wirel. Commun.* 2016, 3949–3963. [CrossRef]
31. Al-Hourani, A.; Kandeepan, S.; Lardner, S. Optimal LAP Altitude for Maximum Coverage. *IEEE Wirel. Commun. Lett.* 2014, 569–572. [CrossRef]
32. Sun, Y.; Ding, Z.; Dai, X. A User-Centric Cooperative Scheme for UAV-Assisted Wireless Networks in Malfunction Areas. *IEEE Trans. Commun.* 2019, 8786–8800. [CrossRef]

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).