Learning 6DoF Grasping Using Reward-Consistent Demonstration
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Abstract—As the number of the robot’s degrees of freedom increases, the implementation of robot motion becomes more complex and difficult. In this study, we focus on learning 6DOF-grasping motion and consider dividing the grasping motion into multiple tasks. We propose to combine imitation and reinforcement learning in order to facilitate a more efficient learning of the desired motion. In order to collect demonstration data as teacher data for the imitation learning, we created a virtual reality (VR) interface that allows humans to operate the robot intuitively. Moreover, by dividing the motion into simpler tasks, we simplify the design of reward functions for reinforcement learning and show in our experiments a reduction in the steps required to learn the grasping motion.

I. INTRODUCTION

Development of humanoid robots with high degrees of freedom (DOF) and can realize complex motions is becoming more popular. As the DOF increases, more advanced intelligence becomes necessary to control these robots.

When robots perform tasks (e.g. serving, cleaning, medical care, disaster rescue, etc.), grasping an object becomes an essential motion. The mere variety of the type of robot hand they have and the need for handling new objects in different situations opens up a plethora of intractable grasping motions. Manually implementing these actions for every situation is impossible, therefore, it becomes more important to have an automated learning of the grasping motion.

Compared to humans, robots can only gather and utilize limited information. For example, using cameras attached to the robot usually suffers from occlusion problems especially during handling of an object. Humans compensate with tactile information but in many cases, robots do not have tactile sensors. One approach to address this is to estimate the mass and center of gravity of an object using RGB images [1], but for common transparent objects e.g. water bottles, this technique fails. Another approach is estimating the frictional force, but since it changes depending on the surface condition of the object, relying on it is impractical. Additionally, handling of an object changes depending on its usage. In existing works, robots mainly utilize the pose of an object from RGB-D information to decide the handling approach. Needless to say, the discrepancy in information makes it difficult for robots to achieve the same grasping motion as humans.

Even though datasets for learning grasp point detection exist [2], we still need to abstract them to be usable for every hardware. Using these datasets, realizing the grasping motion for different hardware, such as complex multi-fingered hands or soft fingers, becomes a daunting task especially because we need to consider other factors beside just the grasping point and hand angle [3], [4].

Reinforcement learning is an effective method for robots to learn grasping motions when ground truth datasets are insufficient. However, for complex motions, the design of rewards is slow especially because one trial in which the robot needs to move takes time and accumulation of sufficient number of trials can take days.

To address this issue, imitation learning, where in a robot learns from a human demonstration of its own operation, were proposed [5], [6]. Many human-robot interfaces for this domain have been proposed, such as master-slave systems [7]. However, these interfaces usually require expensive equipment on the operator’s side specific to the associated robot, which makes master-slave systems impractical to be applied on a wide variety of robots. Considering that different robot designs will be available in the future, a less expensive operation interface is obviously necessary.

In this work, we propose a framework to gracefully combine reinforcement learning and imitation learning with a Virtual Reality (VR) interface. Generally, the reward design of reinforcement learning and demonstration of imitation learning might be inconsistent, in which case, the training of reinforcement learning will never converge. Hence, the proposed method combines the learning processes by dividing the motion into multiple tasks. We also develop a robot operation interface in VR space, where the operator can intuitively control the robot while recognizing 3D information in VR, as shown in Fig. [1] We aim to collect the demonstration data of 6-DOF grasping using this interface.
II. RELATED WORK

Most of the research in robot grasping deals with 3-DOF grasping in which 2D points and 1D angles are given from one perspective of the handled object [8], [9].

In this domain, deep learning methods for grasp point detection have been proposed [10]. This detection for 3-DOF grasping has since greatly improved [12] due to efficient point cloud processing techniques [11].

In [13], dataset creation for 6-DOF grasp point detection was proposed by annotating the points in VR space. In some works [14], [15], [16], VR is also used in performing robot operations. On the other hand, Mousavian et al. [18] attempted to estimate the grasp point using physics simulations in [17] and 3D models of objects. Although using simulation data removes the need for human annotation, more computational resources is necessary to achieve a more realistic operation. Additionally, the differences between real world and simulations cannot be avoided.

Some works [19], [20] use reinforcement learning to learn robot grasp. Trials were conducted for tens of days in which the robot needed to actually grasp an object which makes data collection time consuming. In addition, reinforcement learning without human-annotated data may result in learning non-human-like behaviors [21].

In contrast, imitation learning can provide the mapping between robot states and motions in a shorter time [22]. However, the demonstration data required to learn to grasp various objects tends to be large. In existing works, the demonstration data required for grasping one type of object needs about 10 minutes of demonstration data [23]. Imitation learning also incorporates behavioral cloning [24], which simply maps states to actions, and inverse reinforcement learning [25], which estimates rewards from demonstration data. Generative adversarial imitation learning (GAIL) [26] were also used, which is a more efficient imitation learning method.

III. MOTION RESTRUCTURING

In this section, we address the complexity of designing reward functions for reinforcement learning, especially for a series of complex motions. Our approach includes dividing the target motion into multiple tasks, which we will describe in detail below.

A. Sub-motion Definition

First, the target motion \( \Omega \) is divided into semantic sub-motion segments \( \Omega_i^{sem} \) (\( i \in \mathbb{N} \)) considering a motion sequence as shown in Fig. 2. For example, the grasping motion can be divided into two motions: the robot hand approaching the target and grabbing. The semantic sub-motion segments are also divided into sub-motions \( \Omega_j^{task} \) (\( j \in \mathbb{N} \)) through the geometric constraints.

\[
\Omega = \Omega_1^{sem} \cdot \Omega_2^{sem} \cdots = (\Omega_1^{task} \cdot \Omega_2^{task}) \cdot (\Omega_3^{task}) \cdots \quad (1)
\]

For example, the robot hand’s approaching of a target can be divided into a movement to face the target and a movement to reduce the distance to the target.

B. Global Optimization of Multiple Task Framework

We consider constructing a neural network for individual tasks. For each task, we first pretrain with GAIL, decrease the learning rate of GAIL and conduct reinforcement learning to get robust motion as shown in Fig. 3. After learning the motion of the task, we then conduct a reinforcement learning only optimization.

Let \( s_t \) be the state of the environment at step \( t \). \( r_t \) is the reward at step \( t \).

Value function \( V(s_t) \) with state \( s_t \) is defined as follows, using discount rate \( \gamma \).

\[
V(s_t) = E \left[ \sum_{k=0}^{\infty} \gamma^{t+k} r_{t+k} \right] \quad (2)
\]

Generalized Advantage Estimation (GAE) [27] is expressed as follows, using discount rate \( \lambda \).

\[
A(s_t) = \sum_{k=0}^{\infty} (\lambda \gamma)^k \delta_t \gamma^k \quad (3)
\]

where

\[
\delta_t = r_t + \gamma V(s_{t+1}) - V(s_t) \quad (4)
\]

In reinforcement learning, a small negative reward \( r_{step} \) can be given to each step to optimize and reduce the total number of steps required to achieve the desired behavior.
When the step reward \( r_{step} \) is added, the value function
\[ V^{step}(s_t) = V(s_t) + r_{step}E \left[ \sum_{k=0}^{\infty} \gamma^{t+k} \right] \] (5)

To minimize \( E \left[ \sum_{k=0}^{\infty} \gamma^{t+k} \right] \), the number of total steps of an
episode should be reduced. Therefore, the motion can be
optimized by adding step reward \( r_{step} \).

However, even though each individual task is optimized, we cannot assume the same when it is combined with other tasks. After learning the individual tasks using separate neural networks, we have to consider optimizing the whole motion. We do this by adding the sum of the rewards \( U(\Omega^{task}_{i+1}) \) of each task \( \Omega^{task}_i \) at the completion of the next task \( \Omega^{task}_{i+1} \).
\[ U(i) = \sum_{\Omega^{task}_i} r_t \] (6)

Let \( t_{end}^i \) be the completion step of \( \Omega^{task}_i \). Next task reward \( r^{next\_task}_i \) is added at \( t_{end}^i \) and expressed as follows.
\[ r^{next\_task}_i = U(i + 1) \] (7)

When the next task reward \( r^{next\_task}_i \) is added, value function
\( V^{next\_task}_{i} \) is expressed as follows.
\[ V^{next\_task}_{i}(s_t) = V(s_t) + \gamma^{t_{end}^i - t^{i}_{next\_task}} r^{i}_{next\_task} \] (8)
\( (t_{end}^i \leq t < t_{end}^i) \)

Since \( \gamma < 1.0 \), \( t_{end}^i \) should be reduced to maximize \( V^{next\_task}_{i}(s_t) \). Therefore, the motion can be optimized by adding next task reward \( r^{i}_{next\_task} \).

C. Adaptive Reward Design

Dividing the motion may ease the rewards design for reinforcement learning. However, it is still possible that multiple rewards may conflict with each other and interfere with the learning of the target behavior. In order to learn the target behavior, it is effective to change the value of the reward in steps according to the learning progress. To realize the target motion, the conditions with the highest priority needs to be learned first, and as such, by setting a large reward value for high-priority conditions in the initial stage of learning, these conditions can be learned even if the learning of the low-priority conditions is insufficient. After some steps of the learning process, if the high-priority conditions are achieved, the reward value for the low-priority conditions can be increased to enable the learning of both.

IV. DEMONSTRATION IN VR SPACE

In this section, we describe how humans can operate robots in VR space and collect demonstration data as the robots perform grasping motions.
V. IMPLEMENTATION

A. Hardware

The robot arm and hand are shown in Fig. 4. For the robot arm, we use a 6-DOF manipulator \(^1\) and for the robot hand, we use a hand-made parallel two-finger gripper. Realsense SR305 \(^2\) is used as the RGBD sensor.

B. Grasping Motion Reconfiguration

We divide the grasping motion into the following three tasks.

- Task 1: Facing the robot hand toward the predetermined grasping direction.
- Task 2: Approaching the robot hand to the grasping point while satisfying the constraints of Task 1.
- Task 3: Closing the robot hand and grasping the object.

The grasping direction is determined for the target object as shown in Fig. 5. In this experiment, a yellow cup with a handle is used. Multiple grasping directions can be determined, but only one is used.

C. Reward Design

In addition to changing the value of the reward according to the learning progress, we also perform curriculum learning in which the type of reward is changed. For each of the divided tasks, imitation learning is performed in GAIL \(^1\) Nidec Corporation, i611.

\(^2\) https://www.intel.com/content/www/us/en/architecture-and-technology/realsense-overview.html

first. When the success rate of each task exceeds a certain value, learning method shifts to reinforcement learning for each task. When the reinforcement learning of Task 1 is completed, the learning of Task 1 is stopped, and the learning of Task 2 is started. When learning Task 2, the initial state of Task 2 is generated using the learning results of Task 1. Similarly, when learning Task 3, the initial state is generated using the learning results of Task 1 and Task 2. When the reinforcement learning of Task 3 is completed, we move on to the optimization of the behavior of the entire motion.

In order to compare with the pure imitation learning result and pure reinforcement learning without motion division, two more experiments are conducted. First, we perform GAIL only from obtained demonstration. Second, only reinforcement learning with the rewards that is designed by combining rewards for Task 1 to Task 3 is conducted.

1) Task 1: The timing of feeding reward in Task 1 is designed as follows.

- When the direction of the robot hand approaches the grasping direction
- When the position of the robot hand approaches the grasping direction
- When the robot hand reaches the grasping direction
- When a certain number of steps have elapsed
- When the robot collides with the target object or the environment
- When the robot hand moves away from the object by more than a certain distance

In addition, we change the reward according to the learning progress as follows.

- When the success probability of Task 1 exceeds a certain value.
  
In order to optimize the motion, a small negative reward is given as a punishment for each step.
- When the learning of all tasks is completed
  
To optimize the motion throughout the tasks, giving step reward is stopped. When Task 2 is completed, the sum of the rewards for Task 2 is given.

2) Task 2: The timing of feeding reward in Task 2 was designed as follows.

- When the robot hand approaches the grasping point
- When the robot hand is not facing the grasping direction
- When a certain number of steps have elapsed
- When the robot collides with the target object or the environment
- When the robot hand moves away from the object by more than a certain distance

In Task 2, the learning process requires the robot hand to avoid colliding with the target object. Considering this, the reward is changed according to the learning progress as follows.

- When a certain number of steps have elapsed
  
The reward when the robot hand collides with an object is increased. The robot may have learned to avoid colliding with the target object without reaching the target through the reward at the time of collision. This
is to reduce the impact of the punishment at the time of collision.

- When Task 2 succeeds
  In Task 2, a reward (punishment) for colliding with an object is given. This reward is decreased when Task 2 succeeds which increases the impact of the punishment for the collision.
- When the probability of success in Task 2 exceeds a certain value
  In order to optimize the motion, a small negative reward is given as a punishment for each step.
- When the learning of all tasks is completed
  To optimize the motion throughout the tasks, giving step reward is stopped. When Task 2 is completed, the sum of the rewards for Task 2 is given.

3) Task 3: The timing of feeding reward in Task 3 was designed as follows.
- When the hand closed to a certain angle at grasping point
- When a certain number of steps have elapsed
- When the hand collided with the environment
- When the robot hand moves away from the object by a certain distance

D. Interface

In order to get demonstration data for imitation learning, we implemented VR interface for robot operation. We use the Oculus Quest[^3].

An Operator controls the robot using a controller device with tracked position and pose (i.e. Oculus Quest Controller) which then translates to the target position and pose of the robot hand. The angle of each joint to be moved is calculated as described in Section [IV-B]. During the operation, the task state is indicated by the color of the line pertaining to the direction of the robot hand as shown in Fig. 7.

As input features, the 3D position and rotation (in quaternion) from joints of arm, joints of hand, end-effector, and target are used, with total dimension of \(7 \times (6+1+1+1) = 63\). As output features, the angular velocities of robot joints are used. The total dimension is 7. Using the implemented interface, demonstration data of 50 episodes were obtained in the simulation environment.

E. DNN Architecture and Learning Algorithm

The DNN models to be trained in each task are separated. Fig. 8 shows the network architecture used in Tasks 1 to 3. The input layer is followed by 3 LSTM [28] layers with 256 nodes in each hidden layer. In order to generate the output features and the estimated value function, fully connected layer (dense layer) follows the LSTM layers. We use the PPO (Proximal Policy Optimization) as the learning algorithm [29].

VI. EXPERIMENT

A. Imitation Learning

For the obtained demonstration, we only perform GAIL. Figs. 9 and 10 show GAIL loss and cumulative reward per 1 episode for every 20,000 steps. In this experiment, the value of grasping success reward is 100.0. The GAIL loss is reduced in the early steps (100,000 steps). However, the cumulative reward never exceeds the value of grasping success reward. This is because the demonstration data is not sufficient for various initial state of the environment.

B. Reinforcement Learning

We then conduct reinforcement learning with rewards designed through combining the rewards for Tasks 1 to 3. Fig. 11 shows cumulative reward per 1 episode for each 20,000 steps. After 250,000 steps, the cumulative reward stopped increasing and is less than the grasping success reward. In the learning process, the robot first learn to approach the target. At first, the robot hand easily collided with the target and the robot starts to learn collision avoidance. However, the robot tends to collide with the environment and never reaches the grasping point without collision. At some point, the reward becomes a local optimum and the robot never learn the grasping motion. In this experiment, the robot could not learn closing the hand at the grasping point.

C. Fusion of Imitation Learning and Reinforcement Learning

At the start of the learning flow shown in Fig. 3, imitation learning for Task 1 using GAIL is conducted. Figure 12 shows the average cumulative rewards per 1 episode for each 20,000 steps. After 250,000 steps, the cumulative reward stopped increasing and is less than the grasping success reward. Therefore, learning Task 1 was stopped and shifted to learning Task 2.

The same learning pattern is performed for learning Tasks 2 and 3, with the obvious differences of when (number of steps later) the learning algorithm and reward design were changed as well as the apparent convergence in the average cumulative reward per episode (Fig. 13 and 14).

Finally, in order to optimize the motion throughout the entire task, the reward design was changed so that the cumulative rewards for the next task was added to the reward for the previous task. The average number of steps per episode no longer significantly vary (Fig. 15) and therefore, learning Task 1 was stopped and shifted to learning Task 2.

[^3]: https://www.oculus.com/quest/ for this study.
The learned motion is shown in Fig. 16. From our experiments, the imitation of the motion from the demonstration data starts to be learned after about 100,000 to 200,000 steps. Moreover, we showed that if we try to learn the target motion only by reinforcement learning, the learning may take a long time, or the learning may not be achieved at all. Therefore, using imitation learning in the initial stage of learning is very effective. In the demonstration data, it took at least 200 steps to complete 1 episode. Compared with the demonstration data, the number of steps required for 1 episode was significantly reduced to about 80.

VII. CONCLUSION

A. Contribution

We developed a framework for learning motions based on imitation and reinforcement learning with an interface that allows humans to intuitively control the robot in VR space. By dividing the grasping motion into tasks, we made it easy for humans to control the robot and also simplify the reward design for reinforcement learning. Through the VR interface, we were able to collect demonstration data which we used in imitation learning for individual tasks. We also achieved learning of the grasping motion as a whole using reinforcement learning and was able to reduce the number of steps required for the entire task through the combined reinforcement and imitation learning. For the reward design of reinforcement learning, we further prioritized learning of grasping by changing the reward adaptively according to the learning progress.
Fig. 10: Average cumulative reward per 1 episode on GAIL. Grasping motion is not divided into tasks. This reward is not used for learning.

Fig. 11: Average cumulative reward per 1 episode. Grasping motion is not divided into tasks. Learning starts from reinforcement learning.

B. Future Work

For practical purposes, we should assume that the robot body is movable. In this case, it is necessary to consider moving the robot body and the camera so that it can grasp an object easily. In this experiment, only one person, the author, operated the robot to get the demonstration data. If more than one person acquires the demonstration data, there is a possibility that imitation learning will not proceed because the operator’s habits will be expressed in the demonstration, which can conflict with the demonstrations of the other operators. A method for efficiently getting demonstration data by multiple people should be considered.
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