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Ali Ouanas**, Ammar Medoued*, Salim Haddad**, Mourad Mordjaoui*, Djamel Sayad*

*Department of Electrical Engineering, University 20 Aout 1955-Skikda. B.P.26 Route El-Hadaiek, Skikda 21000 Algeria.
**Department of Mechanical Engineering, University 20 Aout 1955-Skikda. B.P.26 Route El-Hadaiek, Skikda 21000 Algeria.

ABSTRACT. In this work, we propose a new and simple method to insure an online and automatic detection of faults that affect induction motor rotors. Induction motors now occupy an important place in the industrial environment and cover an extremely wide range of applications. They require a system installation that monitors the motor state to suit the operating conditions for a given application. The proposed method is based on the consideration of the spectrum of the single-phase stator current envelope as input of the detection algorithm. The characteristics related to the broken bar fault in the frequency domain extracted from the Hilbert Transform is used to estimate the fault severity for different load levels through classification tools. The frequency analysis of the envelope gives the frequency component and the associated amplitude which define the existence of the fault. The clustering of the indicator is chosen in a two-dimensional space by the fuzzy c mean clustering to find the center of each class. The distance criterion, the K-Nearest Neighbor (KNN) algorithm and the neural networks are used to determine the fault type. This method is validated on a 5.5-kW induction motor test bench.
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1. Introduction

Due to their great benefits, induction motors are widely used in industry. The industrial processes require good reliability and safety of machines operation. However, the unexpected failure of the machines leads to losses in the production process, in addition to the very high cost of maintenance and long stopping times that may cause. Usually, regular maintenance and planned maintenance schedules are carried out in the aim of detecting problems in the machine before resulting in catastrophic failures (Tavner, 2008). Therefore, a monitoring system is quite necessary to improve the availability and to increase the expected lifetime in various domains like electricity generation (Rahman et al., 2017; Toke, 2015; Sreedharan et al., 2011; Munshi and Sampath, 2016; McLaughlin and Pearce, 2013; Benakcha et al. 2017). In fact, the monitoring of the proper functioning of the machine is becoming quite useful and increasingly crucial to eliminate any negative impact.

In recent years, researchers have studied several varieties of machine faults, such as eccentricity faults, bearing faults, winding faults and broken bars faults. This latter represents about 7% of the totality of the induction motor breakdowns (Bonnett and Yung, 2008).

When one bar of the squirrel cage rotor is broken, it may not cause an immediate failure in the induction motor, but rather an increase of vibrations in the machine, oscillations in the stator current, changes in temperature, etc. In case the fault persists and the induction motor continues to operate, the rotor will probably have more broken bars and symptoms of faults multiply. This makes the detection of the first broken bar a crucial priority to avoid any kind of serious damage of the induction motor.

Many diagnosis methods have experienced several perfections to be able to detect the faults that prevent the normal operation of the machine. Recently the monitoring of the imperfections behavior of the machines is becoming a major interest for the researchers. A variety of solutions have been proposed in order to ensure the diagnosis accuracy and reliability. Among these monitoring technique, the motor current signature analysis (MCSA) method which has experienced a huge success of stator and rotor faults detection (Benbouzid, 2000; Lebaroud and Medoued, 2013). The signal processing techniques such as wavelets (Ordaz-Moreno et al., 2008) and wavelet packet decomposition in which we can pull the signatures of faults from the stator current (Ye, Wu, & Zargari, 2000)
In fact, the use of monitoring techniques and the conventional detection has moved to the exploitation phase using artificial intelligence methods, such as Artificial Neural Networks (Boukra, Lebaroud, & Clerc Guy, 2013; Medoued et al., 2014), Fuzzy Logic (Laala et al., 2014) and Neuro-Fuzzy (Ballal et al., 2007). Neural Network (NN) techniques are used for classification and identification after the detection of the broken bars, the windings and the eccentricity faults using the wavelet technique (Sadeghian, Ye, & Wu, 2009). The Neuron Network (NN) techniques can perform fault detection without need of the complex and rigorous mathematical model. They are quite flexible in solving some nonlinear problems. The current signal contains a potential of important information on the existence of the different faults (short circuit, broken bar, bearing fault, etc.). The current signals the magnitude is easy to measure using a current transformer while the system is operating. This advantage has allowed the MCSA method to ensure an online fault diagnosis such as the broken bar fault. The analysis of the current spectrum is used to evaluate the state of the rotor. The harmonics at the frequency \((1 \pm 2ks)f_s\) is the supply frequency, \(s\) is the slip and \(k=1,2,3\) indicate the presence of fault. The motor current signature analysis MCSA is largely employed because of its simplicity and its online detection character. On the other hand, this technique has certain practical limits in industrial environment for several reasons. The MCSA method is based on the precision of the FFT. The limitation of the data measurement produces the spectral leakage (Culbert, & Rhodos, 2005). The magnitudes of left and right sideband frequency components are very small compared to the magnitudes of the fundamental frequency. The energy of this latter propagates and may easily hide the components \((1 \pm 2ks)f_s\) associated with the broken bar fault which influences the detection performance. The spectral leakage exhibits a negative impact on the frequency resolution when the motor operates with a weak slip. The left and right sideband components are very close to the fundamental frequency. In this case, the fault detection becomes quite difficult. Consequently, to overcome this problem, the frequency high resolution is used to insure a precise separation (Kia et al., 2007). On the other hand, the MCSA method has certain disadvantages which face the industrial applications (Puche-Panadero, & al., 2009). The difficulties of the MCSA method, and especially the broken bar fault detection with weak slip are solved by an alternative MCSA based on Hilbert Transform. It relies on the spectrum of only one current phase (Kia, Henao, & Capolino, 2009). The spectral analysis of the analytical signal magnitude presents significant advantages in comparison with the traditional MCSA. This method is very suitable for online and offline detection in practical applications. The frequency components related to the broken bar fault appear on the spectrum of the instantaneous amplitude extracted from Hilbert Transform (Kia, Henao, & Capolino, 2009). Comparative studies in (Puche-Panadero, & al., 2009; Jimenez, & al., 2007; Wang, & al., 2012) showed that the Hilbert envelope spectrum provides harmonics in the lower frequency band which characterizes better the broken bar fault compared with the traditional MCSA. Detection with weak slip constitutes a real challenge for the traditional MCSA. The time domain method based on the application of the discrete wavelet transform DWT on the stator current space vector magnitude and the instantaneous magnitude of the stator current signal is proposed in (Kia, Henao, & Capolino, 2009), the obtained results show the possibility to detect the broken bar fault without the slip estimation by the calculation of the energy associated with the low frequency bandwidth. The amplitude and the frequency (characteristic peak) of the Hilbert envelope spectrum present a good indicator for the classification based on the Support vector machines SVM. In (Matić, & al., 2012) several kernel functions are used such as linear, quadratic and gaussian to evaluate the detection performance with weak slips. The broken bar fault produces fluctuations within the instantaneous amplitude. The term \(2f_s\) is proportional with the slip (Ghorbanian, & Faiz, 2015). The amplitude and the frequency of the harmonic \(2f_s\) of the envelope spectrum are very sensitive to the broken bar fault. In (Laala, & al., 2014), the amplitude of the harmonic \(2f_s\) and the DC component are used to detect the number of the broken bars using Fuzzy logic. The induction motor can be fed in two ways: networks and frequency converter. The network feeding provides a pure sinusoidal signal to the motor, whereas, the frequency converter signal suffers from various harmonics. The herein suggested method consists of applying the Hilbert Transform on only one current phase of a motor. The motor is supplied by a converter in the training phase to check the sensitivity of the envelope spectrum harmonics which presents a very interesting discriminatory criterion to build an expert system which can detect the broken bar fault. The two-dimensional plane (frequency, amplitude) is used to determine the centers of each class using fuzzy c mean cluster (Aydin, Karakose, & Akin, 2007). The classification task is carried out by the Euclidean distance criterion and KNN. The Multilayer Perceptron (MLP) Neural Networks is used in this work to automatically estimate the number of the broken bars and compare the results with the proposed method. 2. Hilbert transform The Hilbert transform (HT) is a signal demodulation method, used in the faults diagnostic field such as bearing faults (Medoued and al., 2016). The extraction of the envelope allows us to identify indicators which characterize the appearance of faults (Matić and al., 2012; Laala et al., 2014). The Hilbert transform \(H[c(t)]\) is considered as a signal processing tool used in
different scientific fields (King, 2009). The HT is defined by:

\[ H[c_i(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} c_i(t-\tau) d\tau \]  

The analytical signal \( z_i(t) \) is defined by:

\[ z_i(t) = c_i(t) + j \ H[c_i(t)] \]  

or in an exponential representation:

\[ z_i(t) = a_i(t) \exp(j\omega_i(t)) \]  

The instantaneous amplitude is given by:

\[ a_i(t) = \sqrt{c_i^2(t) + H^2[c_i(t)]} \]  

### 3. Experimental results

The Bench consists of a 5.5 kW three-phase squirrel cage induction motor Figure 1. The motor is Leroy Somer LS 132s, IP 55, Class F, standardized T°C = 40°C. The nominal voltage between phases: 400 V, the frequency of power supply 50 Hz, nominal speed 1440 rpm, the rotor slots number NR = 28. The stator slots number ns = 48. The stator windings are coupled in star. The motor is loaded by a Powder Brake. Its maximum torque is 100 nm reached at the nominal speed.

![Test bench](image1)

**Fig.1.** Test bench

The rotor broken bar fault is created by drilling holes (Figure 2).

![Creation of broken bars](image2)

**Fig. 2.** Creation of broken bars.

#### 3.1. The extraction of the envelope

The Hilbert Transform gives the instantaneous amplitude of the current signal powered by a frequency inverter on a 3-broken bar faulted machine Figure 3.

The obtained envelope is processed using FFT. As shown in Figure 4, the instantaneous amplitude spectrum (with 25%, 50% and 75% load level) shows that the important components are localized in the lower frequency band. The spectral analysis of the amplitude shows that the harmonic (2\( f_s \)) are detached from the rest of the extended frequency spectrum. This harmonic, experimentally obtained, reveals the existence of the broken bar fault.

![Envelope spectrum](image3)

**Fig.3.** Instantaneous amplitude of three broken bars.

![Envelope spectrum](image4)

**Fig.4.** Envelope spectrum for (25%, 50% and 75%) load levels of 3-broken bar case.

The harmonic (2\( f_s \)) position is very sensitive to the variation of the load level. The amplitude is also evaluated with the severity of the fault (number of broken bars). The observation of the two indicators makes it possible to deduce the rotor state and follow-up the evolution of the frequency component represented in Figure 4 in the spectrum of the broken bar fault as well as the healthy case.

#### 3.2. Fuzzy c mean clustering

The frequency observation of the component (2\( f_s \)) and the associated amplitude in the broken bar and healthy spectrums on several load levels (25%, 50 and 75%) allow us to distinguish the rotor state. The data are represented in the two-dimensional space (Freq, Amp) with the help of the Fuzzy c mean (FCM) cluster, a method whose main role is to cluster all the data into healthy and faulty classes. FCM is a data clustering method that assigns each data point to a cluster center or prototype. It minimizes the sum of squared errors between each data point and its corresponding cluster center. The FCM algorithm iteratively updates the prototype positions and the membership degrees of each data point to the prototypes. The process continues until convergence or a maximum number of iterations is reached.
technique that allows one point to belong to one or more clusters. The method was developed by Dunn (Dunn, 1978) and improved by Bezdek (Bezdek, 1981). It is frequently used in fault diagnosis domains.

The training data \( (x_i) \) of size \( N \) of the component \( 2f \) collected in all load level cases on the plane (amplitude, frequency) is presented in Fig. 5, 6, and 7. "C" is the cluster number, in our case it is equal to three classes, \( C = \{C_{25\%}, C_{50\%}, C_{75\%}\} \). For each type of fault, we consider \( (c_j) \), the center of each cluster defined by equation (5),

\[
C_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}}
\]

(5)

Where \( u_{ij} \) is the \( x_i \) membership degree in the cluster and \( u_{ij} \in [0,1] \). The parameter \( m \in [1,\infty] \) controls the weight given to each cluster center.

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\|x_i - c_j\|}{\|x_i - c_k\|} \right)^{m}}
\]

(6)

The optimum value of \( c_j \) is given by the minimization of the objective function \( J \) given by (7) by solving equations (5) and (6):

\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \|x_i - c_j\|^2
\]

(7)

The FCM is applied separately to each type of fault in order to have the centers of the different classes. In Figures 5, 6, and 7, the clustering results were separated in a precise way. They are three classes of cases: healthy, 1-broken bar, 3-broken bars. The centers (x) identify each class. \( C_1, C_2 \) and \( C_3 \) are the centers of the healthy class. \( C_4, C_5, C_6, C_7, C_8, C_9 \) are the centers of the 1-broken bar class. \( C_7, C_8, C_9 \) are the centers of the 3-broken bar class. The results confirm that the chosen indicator is very efficient in detecting the broken bar fault.

3.3. The distance criterion

The FCM has defined the center \( (c_j) \) of the classes. Calculating the Euclidean distance defined in (8) between the test point \( (P) \) shown in Figure 8.

\[
\text{Dist} (C_i, P) = \sqrt{(C_{i\text{Freq}} - P_{\text{Freq}})^2 + (C_{i\text{Amp}} - P_{\text{Amp}})^2}
\]

(8)

and the center of each class allows us to obtain the distance confusion matrix. The minimum value of the Confusion matrix distance allows us to distinguish the class closest to the point (P). As a result, the testing points is classified.
Table 1.
Confusion matrix distance

| Euclidean distance classification | Fault severity |
|----------------------------------|----------------|
| Healthy                          | 1BB            | 2BB            |
| Load level 75%                   | D3             | D6             | D9             |
| Load level 50%                   | D2             | D5             | D8             |
| Load level 25%                   | D1             | D4             | D7             |

Figure 8 shows the distance (D) of the test point (P) and the center of the classes $C_1$, $C_4$, and $C_5$ which are respectively the center of the healthy class at 25% load level and the class of 1BB fault at 25% load level and the class of 1BB fault at 50% load level.

![Figure 8. Distances between the test point P and the classes centers.](image)

According to Figure 8, the smallest distance is $D_5$ and the test point (P) is closer to the center $C_5$. It means that P is a 1-broken bar fault.

3.4. K-Nearest Neighbor Algorithm

The KNN is a simple and very powerful classification algorithm. It is based on the similarity measure (function of the distance) of the samples of a set. Without the training phase the KNN stores all the available cases. It classifies the new cases by calculating the distance matrix. The number K determines the points closest to the point we want to classify. The KNN algorithm is used in this work to classify the test points defining the classes (healthy and faulty) using FCM.

The main goal is to determine in which class the test point belongs by a majority vote of its neighbors in the healthy or faulty class. Figure 9 represents the test point P by (+) and the nearest points by (o). It means that P is a broken bar fault.

![Figure 9. K-Nearest Neighbors of the testing point (P).](image)

4. Design of the Neuron Network

In this section, we use Feedforward Multi-Layer Perceptron (MLP) Neural Network and Back Propagation (BP) as a learning algorithm which is widely used in classification problems to automatically detect the broken bar fault. The input of the NN is fixed on the basis of the faulted indicators. In order to obtain an efficient NN for the detection of broken bar fault.

![Figure 10. Desired output data set for NN.](image)
load level are as follows: Healthy case (21 samples), 1-broken bar (21 samples), 3-broken bars (21 samples).

A NN output set of data is necessary to achieve a supervised learning. This set is constructed according to each sample of the input set by the desired output Ti, the obtained target T=[T1; T2; T3] is presented in Figure 10, as follows:
- T = [0; 0; 0] for n = 0; healthy rotor.
- T = [0; 1; 0] for n = 1; 1-broken bar.
- T = [0; 0; 1] for n = 3; 3-broken bars.

The used NN includes a single hidden layer. In the aim of finding an optimal structure and the number of neurons of the hidden layer, we start with a few neurons in the hidden layer and make a learning, then we add more neurons until we reach the final number in the hidden layers that gives us a minimum Mean Square Error (MSE).

The optimal structure of the MLP neural network is obtained by 6 neurons in the hidden layer (Figure 11). After 600 epochs, the performance with an MSE of 1.2107×10⁻²² is reached using the Levenberg-Marquardt learning algorithm. The activation function of the hidden layers is “tansig” and the output layer is “logsig”. The NN is capable of producing a desired output with a low error (Figure 12). This shows that the NN has well learned the input data.

Fig. 11. The architecture of NN

The proposed method and NN will be tested by 15 signals: 5 signals for each load level. The test signal introduced by the Update signal button. The GUI of Figure 16 executes the path of the test represented by the red arrow in the algorithm (Figure 13) when the Diagnostic button is clicked on. The architecture obtained in Figure 11 will be evaluated. Results of the test are presented in Figure 15. According to the test results, we can notice that the NN-based process is capable of properly detecting and identifying the number of the broken bars in the rotor for all the experimental samples. The proposed method has shown a high detection and classification efficiency of the test signals, the results are represented in Table 2.

6. Experimental evaluation

Another test is carried out to check the algorithm developed in Figure 13 integrated into the GUI of Figure 16. The software has demonstrated a significant detection capability (Table 2). The induction motor of Figure 14 with broken bars is powered by supply network. This procedure allowed us to generate harmonics from the spectrum of the Hilbert envelope as shown in Figure 17. These harmonics are not learned by the GUI to test the detection capability.

| Table 2. Results of the proposed method on the frequency inverter. |
|-----------------|---|---|---|
| Healthy | 1BB | 3BB |
| Distance matrices | 15/15 | 15/15 | 15/15 |
| KNN           | 15/15 | 15/15 | 15/15 |
Fig. 13. The developed software for broken bar fault monitoring

Fig. 14. Implementation scheme of the GUI.
Fig. 15. NN test outputs (left) and error (right).

Fig. 16. Developed software for broken bar fault monitoring.
Figure 17 shows the spectrum of the envelope for an induction motor with three broken bars. The obtained spectral peak characterizes the appearance of the fault which has kept the sensitivity to the studied fault. The classification process of the test points is defined by the red arrow in the algorithm of Figure 16. We perform a test by calculating the Euclidean distance between the centers of the classes (Figures 5-7) and the spectral peak of Figure 17, the results are summarized in Table 3.

In Table 3, the minimum distance (=0.2269) is between the test point and the center C7. This means that the test point is close to the 3BB fault class at 25% load level.

Table 3. Results of Euclidean distance classification.

| Euclidean distance classification | Healthy | 1BB   | 3BB   |
|-----------------------------------|---------|-------|-------|
| Load level                        | 75%     | 1.5904| 1.5896| 1.5894|
|                                   | 50%     | 0.9128| 0.9109| 0.9076|
|                                   | 25%     | 0.2442| 0.2404| 0.2269|

Another classification method was used in the algorithm of Figure 13 based on the KNN distance criterion. The training phase is carried out by 63 samples (Figures 5-7), each type of fault contains 21 sample. The KNN determines the points closest to the point of the test. The majority vote can define from which class it belongs the points which it is desired to classify.

The KNN calculates the distance between the test point of Figure 17 and all the training data (63 samples) in Figures 5-7. Each class of faults contains 7 samples, the test point of Figure 17 is closer to the three-broken bar fault class at 25% load level as shown in Figure 18.

Table 4 summarizes the results accuracy by the proposed methods of healthy cases, 1BB, and 3BB faults with the load levels 25%, 50% and 75%. The three methods of classification are tested using 45 samples (15 signals for each load level).

The objective of this method is to make discrimination between healthy class and one broken bar class at several load levels. The accuracy obtained by the proposed algorithm is the same of the NN that depends on the chosen indicator which presents a good sensitivity to the fault. On the other hand, the detection with low slip represents the cause of use the MCSA based on Hilbert envelope spectrum. The detection in this case is performed with a small error. The cause of this error could be attributed to the imperfection of the training data set due to a measurement error.

Table 4. Result of classification accuracy

|            | Healthy | 1BB   | 3BB   |
|------------|---------|-------|-------|
| Distance matrices | 97.77%  | 93.33%| 100%  |
| KNN        | 97.77%  | 93.33%| 100%  |
| NN         | 97.77%  | 93.33%| 100%  |

7. Conclusion

In this work, we present a new approach for automatic and online detection of rotor fault in an induction motor. The approach quantifies automatically the number of the broken bars using the neuron networks, the fuzzy c mean cluster and the distance criterion techniques. The use of indicators from the envelope spectrum gives a good readability of the studied fault by monitoring the amplitude and frequency of the
frequency component $2f_i$. The proposed approach uses the FCM for discrimination by defining the center of each class in the training phase. The distance criterion and the KNN evaluate the test signals. The obtained experimental results show a very high accuracy of detection such as the neural network. The integration of the algorithm in a GUI is very useful for a preventive maintenance and to ensure a reliable diagnosis specifically for this type of fault which threatens the proper functioning of the machine for a given industrial application.
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