Early Effects of Reward Anticipation Are Modulated by Dopaminergic Stimulation
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Abstract

The abilities to predict future rewards and assess the value of reward delivery are crucial aspects of adaptive behavior. While the mesolimbic system, including dopaminergic midbrain, ventral striatum and prefrontal cortex have long been associated with reward processing, recent studies also indicate a prominent role of early visual brain regions. However, the precise underlying neural mechanisms still remain unclear. To address this issue, we presented participants with visual cues predicting rewards of high and low magnitudes and probability (2×2 factorial design), while neural activity was scanned using magnetoencephalography. Importantly, one group of participants received 150 mg of the dopamine precursor levodopa prior to the experiment, while another group received a placebo. For the placebo group, neural signals of reward probability (but not magnitude) emerged at ~100 ms after cue presentation at occipital sensors in the event-related magnetic fields. Importantly, these probability signals were absent in the levodopa group indicating a close link. Moreover, levodopa administration reduced oscillatory power in the high (20–30 Hz) and low (13–20 Hz) beta band during both reward anticipation and delivery. Taken together, our findings indicate that visual brain regions are involved in coding prospective reward probability but not magnitude and that these effects are modulated by dopamine.

Introduction

The ability to rapidly respond to rewarding events and to predict their occurrence is thought to be of evolutionary importance [1]. Indeed, seminal work in non-human primates has shown that dopaminergic midbrain neurons [2,3], as well as neurons in the prefrontal cortex [4], basal ganglia [5] and parietal cortex [6] respond to cues that predict a reward as early as ~100 ms after stimulus onset. Importantly, recent evidence indicates that the ability to predict forthcoming rewards is not only limited to the mesolimbic system (i.e. including the above mentioned structures) but also extends to primary visual cortex (V1) [7]. Moreover, activity in visual area V1 has been found to be controlled by dopamine dependent frontal eye field activity [8], suggesting a role of dopamine in mediating neural activity in the visual cortex in response to behaviorally relevant stimuli.

In humans, functional magnetic resonance imaging (fMRI) studies have also demonstrated a prominent role of the mesolimbic system in reward processing [9–17]. However, only little is known about the precise temporal dynamics underlying reward processing in early visual brain regions. Using magnetoencephalography (MEG), Bunzeck et al. [18] found that reward probability is signaled at occipital sensors at a comparable speed as in non-human primates, namely at ~100 ms. More precisely, in a monetary reward anticipation task, three cues predicted the delivery of monetary gains with different probabilities, which were coded in the event-related magnetic fields (ERFs). In line with these observations, subsequent studies demonstrated similar neural effects at ~150 ms after stimulus onset in different reward tasks [19]. Apart from probability, there is also evidence indicating that magnitude is signaled at comparable latencies as shown in EEG (high vs. low reward predicting cues) [20] and combined EEG/MEG studies (no reward vs. reward predicting cues) [21].

In the frequency domain, reward processing has been shown to be signaled by changes in oscillatory power in the beta frequency range. Specifically, frontal beta power (20–30 Hz) has been found to increase as a function of reward probability during reward anticipation [18] and oscillatory activity in this frequency range is increased following gains compared to losses in gambling tasks [22,23]. Similarly, beta power increased during the anticipation of a high reward vs. no reward as shown in a visual working memory task [24] suggesting that beta oscillations signal both the anticipation and outcome of monetary incentives.

These findings demonstrate that reward anticipation is underpinned by very rapid cortical neural mechanisms, and they suggest that probability and magnitude of an expected reward may already be represented at early stages of perceptual processing. Furthermore, given the engagement of dopamine [8] in indirectly
modulating neural activity in visual brain regions, it appears likely that dopamine might mediate these early reward signals.

To test this hypothesis, we used MEG in healthy humans together with psychopharmacology. More specifically, participants received either the dopamine precursor levodopa or a placebo compound and subsequently performed a cued reward task in which a set of visual stimuli predicted rewards of varying magnitude and probability (2x2 factorial design). Based on previous work in humans [19], we hypothesized early effects of reward probability and magnitude over occipital regions shortly after cue presentation (i.e., ~100–200 ms). We also predicted that these effects would be modulated by levodopa administration, which would be indicative of a role of dopamine in mediating these effects. In order to fully assess the potential impact of levodopa on reward processing, we assessed both reward anticipation and delivery.

Methods

Participants

38 human subjects participated in the experiment. All were randomly assigned to one of two experimental groups in a double-blind fashion. We used a between-subjects design mainly for practical reasons since they are less prone to drop outs and training effects. Importantly, all data were analyzed using appropriate statistics (see below) to account for between subjects variance. 20 participants (ten males; age range = 21–34 years; mean age = 26.4 years; SD = 3.33 years) orally received the dopamine precursor levodopa (150 mg levodopa, 37.5 mg benserazide) prior to the experiment (levodopa group) while the other 18 participants (ten males; age range = 18–35 years; mean age = 24.6 years; SD = 4.19 years) received a placebo (‘placebo group’). Levodopa is licensed for the treatment of Parkinson’s disease and provokes only little to no side-effects if taken in low dosages. It has been used in previous imaging studies [25–28]. To reduce possible between-subject variance in the duration of the drug to take effect, all subjects were asked not to eat for the duration of 2 h before the study appointment.

All subjects were healthy, right-handed and had normal or corrected-to-normal vision. None of the participants reported a history of neurological, psychiatric, or medical disorders or any current medical problems. Subjects gave written informed consent after they were given detailed explanation of the experiment. The study received approval of the local ethics committee (Medical Council Hamburg).

Experimental design and task

The experiment described here was part of a series of experiments (unrelated regarding task design and hypotheses, [28]) at the beginning of which drugs were administered. Therefore, the main task started 1.5 h after drug intake. Since levodopa reaches peak blood plasma concentration about 45–60 min after intake and has a half-life of approximately 80 min [29], sustained drug effects on neural processes were to be expected for the duration of the experiment. In order to assess possible side-effects, participants filled in subjective rating scales on three time points (T1: before drug administration; T2: 45 min after drug administration, and T3: at the end of the MEG experiment, ~2 h after drug administration). No differences in subjective ratings between treatment groups were detected (for details see Tables S1, S2 and Analysis S1).

The task was divided into two phases. All participants performed (1) a conditioning phase followed by (2) a test phase inside the MEG scanner (Figure 1).

(1) Conditioning phase: At the beginning of the experiment, four different geometrical shapes (circle, triangle, rhombus and square; in the following referred to as cues) were paired, under different probabilities (0.3, 0.7), with a monetary reward magnitude of either €0.30 or €1.00, resulting in four unique experimental conditions (probability: 0.3, reward magnitude: €0.30; probability: 0.3, reward magnitude: €1.00; probability: 0.7, reward magnitude: €0.30; probability: 0.7, reward magnitude: €1.00; i.e. 2x2 factorial design). Each cue was presented 20 times and was mapped to one of four different buttons. On each trial, one of the four cues was presented on the screen for 1250 ms, followed by the presentation of a white fixation cross for 750 ms. Participants indicated the identity of the stimulus by pressing the corresponding button using their index finger and middle finger of both their left and right hand. Responses could be made while the cue was displayed on the screen and during the following fixation period. Subsequently, the probabilistic outcome (€0.00, €0.30 or €1.00) was presented as a number on the screen for another 1250 ms and participants had to indicate whether they had won any money and if they had, how much, using their thumb, index finger and middle finger of their right hand. Here, responses could be made while the outcome was displayed on the screen and during the inter-trial interval which lasted 2000±250 ms. The conditioning phase served as a training for the participants to learn the contingencies of cues and their respective outcome probability and reward magnitude.

(2) Test phase: The test phase was split into three blocks. Each block consisted of 20 presentations of each of the four cues and their probabilistic outcomes (i.e., 80 trials). Timing was identical to the conditioning phase regarding presentation times of cues, fixation cross and outcomes, as well as the duration of the inter-trial intervals. During each block, the presentation order of the four cue types was fully randomized. Participants could take self-paced pauses between blocks.

Prior to the experiment, participants were instructed to react as quickly and as correctly as possible to both cue and outcome presentation and that they would be paid their earnings (i.e. correct trials) up to €20. Cue stimuli were black line drawings, while outcomes were presented in white numbers and letters. All stimuli were presented on a gray background (gray-value of 127, 8-bit gray-scale ranging from 0–255).

Behavioral data analysis

Reaction times (RTs) and hit rates (proportion of correct responses to the maximum number of stimuli of one condition) during the test phase were separately analyzed for responses to cue stimuli (‘probability: 0.3, reward magnitude: €0.30’, ‘probability: 0.3, reward magnitude: €1.00’, ‘probability: 0.7, reward magnitude: €0.30’ and ‘probability: 0.7, reward magnitude: €1.00’ [four conditions]) and outcomes (€0.00, €0.30 and €1.00 [three conditions]). RT scores and hit rates of these conditions were entered into a 2x2 factorial design. 3x2 (outcomes) analyses of variance (ANOVs). The ANOVAs for cues comprised the within-subject factors probability (0.3, 0.7), reward magnitude (€0.30, €1.00) and the between-subject factor drug group (levodopa, placebo) and the ANOVAs for outcomes comprised within-subject factor outcome magnitude (€0.00, €0.30, €1.00) and the between-subject factor drug group (levodopa, placebo).
probability (0.3, 0.7), reward magnitude ($J$)

subject factors hemisphere (left hemisphere, right hemisphere), interested in studying the effects of levodopa on outcome responses between-subject factor drug group (levodopa, placebo).

ERF analysis

For the analysis of the ERFs, MEG data were high-pass filtered at 0.25 Hz and low-pass filtered at 15 Hz using Butterworth filters. Subsequently, they were extracted from 100 ms before to 1000 ms after stimulus onset and baseline corrected relative to the 100 ms before stimulus onset (epoching). Epoched data were then downsampled at 150 Hz and artifact detection was performed using simple thresholding to remove artifact-containing trials with signals exceeding 2500 fT before averaging trials for each condition separately. Only trials with correct behavioral responses to both cue and outcome were used for averaging.

In a first step, analyses of the ERFs in response to cues were limited to two a priori defined clusters of bilateral occipito-temporal sensors, which were previously identified to show an effect of reward probability following a reward predicting visual cue [18]. One cluster consisted of the left hemisphere sensors MLO52, MLO42, MLO31, MLO21, MLO22, MLO32, MLO43, MLO53, MLT57, MLO44, MLO33, MLO23, MLO12, MLT47, MLO34, MLO24, MLO13, MLO41 and MLO51, while the second cluster comprised the corresponding sensors of the right hemisphere (see Figure 2A). On the basis of previous research, we focused on the time window of 100 to 200 ms after stimulus onset [18]. Averaged ERFs for each condition, participant and time window were entered into a 2 ANOVA, which comprised the within-subject factor outcome magnitude ($€0.30, €1.00$) and the between-subject factor drug group (levodopa, placebo), allowing us to test for both main effects and interactions.

Time-frequency analysis

Time-frequency (TF) data were high-pass filtered at 4 Hz; low-pass filtered at 100 Hz; epoched from 450 ms before to 1000 ms after stimulus onset; baseline corrected relative to 450 ms before stimulus onset; down-sampled at 250 Hz and thresholded at 2500 fT. Oscillatory activity in the MEG signal was quantified by continuous Morlet wavelet transformation (factor 7). This wavelet decomposition was applied to each trial, sensor and subject across the frequency range of 4–40 Hz. This was followed by averaging across all trials of the same condition and a rescaling of the TF spectrogram by dividing the power of the trial (p) by the power in the baseline ($p_b$) and taking the logarithm of this ratio [LogR: $\log[p/p_b]$]. Rescaling of TF data was done for better visualization and should have no impact on the subsequent statistical comparison. Subsequently, the rescaled TF data were converted into NIfTI format for each of the two frequency ranges of interest (low beta: 13–20 Hz; high beta: 20–30 Hz) separately, creating 3D images of channel space x time (averaged across 13–20 Hz and 20–30 Hz, separately) [31]. Similar to the ERF analysis, the 2D channel space was created by projecting the sensor locations onto a plane followed by a linear interpolation to a 64 x 64 pixel grid (pixel size 2.12 x 2.12 mm). The time dimension consisted of 166 samples per epoch with a length of 6.67 ms each. These images were smoothed using a Gaussian kernel (full-width half-maximum, FWHM) of FWHM = 5 x 5 x 15 mm. Smoothing was done to allow for accommodating the spatial and/or temporal variance between participants. It also leads to a better conformity regarding random field theory [30].

Subsequently, the 3D images for each condition and participant were entered into a 3 x 2 ANOVA, which comprised the within-subject factor outcome magnitude ($€0.00, €0.30, €1.00$) and the between-subject factor drug group (levodopa, placebo), allowing us to test for both main effects and interactions.

MEG methods

MEG recordings took place in a magnetically shielded room via a 275-channel CTF MEG-system with SQUID-based axial gradiometers (VSM MedTech Ltd., Coquitlam, BC, Canada) and 2nd order gradients. Neuromagnetic signals were continuously digitized at a sampling rate of 1200 Hz and behavioral responses were made via a MEG-compatible response pad. Data were low-pass filtered at 240 Hz during acquisition and subsequently analyzed with SPM8 (Wellcome Trust Centre for Neuroimaging, University College London, UK) and MATLAB software (The MathWorks, Inc., Natwick, MA, USA).

Figure 1. Experimental design. Visual cues predicted outcomes of high (1.00€) or low (0.30€) magnitude and high (0.7) or low (0.3) probability. Participants were initially familiarized with cue-reward associations in a conditioning phase (not shown; see methods section for details). doi:10.1371/journal.pone.0108886.g001
64×64 pixel grid (pixel size 2.12×2.69 mm). The time dimension consisted of 363 samples per epoch with a length of 4 ms. These images were smoothed via a Gaussian kernel of $FWHD = 5\times 15$.

TF data for cues and outcomes were analyzed separately via $2\times 2$ (cues) or $3\times 2$ (outcomes) ANOVAs. The ANOVAs for cues comprised the within-subject factors probability (0.3, 0.7), reward magnitude ($\pm 0.30$, $\pm 1.00$) and the between-subject factor drug group (levodopa, placebo) and the ANOVAs for outcomes comprised within-subject factor outcome magnitude ($\pm 0.00$, $\pm 0.30$, $\pm 1.00$) and the between-subject factor drug group (levodopa, placebo). Statistical analyses of the TF data were limited to the time window ranging from −250 ms before to 900 ms after stimulus onset to avoid edge effects induced by Morlet wavelet transformation. Using ANOVAs to analyze TF data is well-established and a common approach [18,32,33].

All 2nd level analyses in SPM8 were thresholded at an uncorrected level of $p<0.001$ (unless stated otherwise) followed by family-wise error (FWE) correction for multiple comparisons. Further detailed information on the methods of SPM8 for EEG and MEG data analysis can be found elsewhere [34]. MEG and behavioral data were assessed regarding distribution and variance; when the sphericity assumption was violated, Greenhouse-Geisser correction was applied accordingly.

Results

All analyses (behavior and MEG) are based on trials with correct behavioral responses to both cue and outcome and RTs<1500 ms to cue and outcome presentation. Explorative data analysis identified three participants that exhibited outlying task performance (i.e., accuracy scores more than two standard deviations lower than the group mean) which were excluded from all analyses.

Behavioral results – accuracy, reaction times

Behaviorally, participants discriminated between the four cues and between outcome magnitudes with high accuracy (Table 1). A $2\times 2\times 2$ ANOVA on hit rates for cues revealed a main effect of probability ($F(1,33) = 4.16$, $p = 0.049$) but no main effect of magnitude ($F(1,33) = 0.58$, $p = 0.453$) or drug group ($F(1,33) = 0.07$, $p = 0.790$) and no interactions (all $p’s > 0.05$). The main effect of probability was based on higher hit rates (collapsed across groups and magnitude levels) for high probability cues (i.e., 0.7) compared to low probability cues (i.e., 0.3) ($t(34) = 2.03$, $p = 0.050$). A $3\times 2$ ANOVA on hit rates for outcomes did not show any significant main effect for drug group ($F(1,33) = 0.42$, $p = 0.839$) or outcome magnitude ($F(2,66) = 0.40$, $p = 0.669$) and no interaction of drug group and outcome magnitude ($F(2,66) = 2.29$, $p = 0.109$). See Table 2 for details on outcome.

RT analysis (2×2×2 ANOVA) of cue responses revealed a main effect of probability ($F(1,33) = 19.89$, $p < 0.001$) but no statistically significant main effect of drug group ($F(1,33) = 1.92$, $p = 0.175$) or reward magnitude ($F(1,33) = 3.22$, $p = 0.082$) and no interactions (all $p’s > 0.05$). The main effect of probability was based on faster RTs to high probability cues (i.e., 0.7) compared to low probability cues (i.e., 0.3) ($t(34) = 4.53$, $p < 0.001$). For outcomes, a $3\times 2$ ANOVA did not reveal any significant main effect of drug group ($F(2,66) = 1.36$, $p = 0.252$) or outcome magnitude ($F(2,66) = 2.29$, $p = 0.109$) and no interaction between drug group and outcome magnitude.

Figure 2. ERFs for reward predicting cues. An interaction effect between reward probability (high/0.7, low/0.3) and drug group (levodopa, placebo) was observed at a priori defined sensor groups of interest (red and green dots in A, see text) in the time window of 100 to 200 ms (B). This interaction was driven by a significant probability effect in the placebo but not levodopa group. C shows a magnification of this effect. Asterisk indicates the statistical significant interaction ($p<0.05$). doi:10.1371/journal.pone.0108886.g002
magnitude \(F(2,66) = 1.32, \ p = 0.273\). See Table 2 for details on outcome.

**MEG results – ERF responses**

To assess the effects of probability, magnitude and possible interactions with drug group at occipito-temporal sensors (see methods), ERFs averaged across 100–200 ms were entered into an initial 2\(^6\) ANOVA (hemisphere x drug group x probability x reward magnitude, see methods). This analysis revealed a main effect of probability \(F(1,33) = 4.79, \ p = 0.036\), a significant interaction probability x drug group \(F(1,33) = 6.49, \ p = 0.016\), hemisphere x probability \(F(1,33) = 5.86, \ p = 0.021\), and a three-way interaction of hemisphere x probability x drug group \(F(1,33) = 8.04, \ p = 0.008\). There were no significant main effects of hemisphere \(F(1,33) = 2.00, \ p = 0.167\), reward magnitude \(F(1,33) = 0.36, \ p = 0.555\) or drug group \(F(1,33) = 0.22, \ p = 0.646\) and no other significant interactions (all \(p\)'s>0.05).

Further exploration of the interaction hemisphere x probability x drug group revealed a main effect of probability \(F(1,33) = 5.37, \ p = 0.027\) and a probability x drug group interaction \(F(1,33) = 7.33, \ p = 0.011\) for the sensor cluster of the right but not the left (all \(p\)'s>0.05) hemisphere. Furthermore, the interaction probability x drug group at the right sensor cluster was driven by significantly more negative deflections to high probability cues (i.e., 0.7) compared to low probability cues (i.e., 0.3) for the placebo group \(t(16) = -3.94, \ p = 0.001\). In contrast, there was no probability effect (i.e. ERF differences to low probability cues vs. high probability cues) for the levodopa group \(t(17) = 0.26, \ p = 0.801\) (Figure 2).

Visual inspection of ERFs during reward anticipation suggested the existence of reward probability effects at an even earlier point in time (i.e., 90–110 ms, see Figure 2B). Further analysis of neural activity in this time window, however, revealed no significant effects of reward anticipation (for details see Analysis S2).

Finally, additional analyses were carried out to ensure that monetary rewards received during a previous experiment (i.e., [28]) had no bearing on the neural effects of interest in the current study (see Analysis S1 for further details).

In a second step, we assessed the influence of levodopa on processing reward outcome by means of a 3\(^2\) ANOVA across all sensors and time-points (i.e., 100–1000 ms, see methods section) as implemented in SPM8. Since we had no specific a priori hypotheses, all statistical parametric maps were family-wise error (FWE) corrected at a statistical threshold of \(p<0.05\) in order to account for multiple statistical comparisons. This ANOVA revealed a main effect of magnitude at left fronto-temporal sensors.

**Table 1. Behavioral results anticipation.**

|                  | **Levodopa** | **Placebo** |
|------------------|--------------|-------------|
|                  | M (SD)       | M (SD)      |
| hit rates        |              |             |
| low probability, low magnitude | 0.93 (0.07) | 0.92 (0.09) |
| low probability, high magnitude | 0.93 (0.07) | 0.94 (0.05) |
| high probability, low magnitude | 0.93 (0.07) | 0.96 (0.04) |
| high probability, high magnitude | 0.95 (0.05) | 0.94 (0.08) |
| RT (in ms)       |              |             |
| low probability, low magnitude | 665.29 (74.03) | 644.37 (47.81) |
| low probability, high magnitude | 664.43 (73.82) | 637.95 (52.76) |
| high probability, low magnitude | 643.28 (52.94) | 626.91 (63.19) |
| high probability, high magnitude | 632.32 (63.17) | 599.10 (58.87) |

Discrimination performance and reaction times. Mean values are shown. M: mean (SD: standard deviation).
doi:10.1371/journal.pone.0108886.t001

**Table 2. Behavioral results outcome.**

|                  | **Levodopa** | **Placebo** |
|------------------|--------------|-------------|
|                  | M (SD)       | M (SD)      |
| hit rates        |              |             |
| high reward      | 0.93 (0.06)  | 0.91 (0.09) |
| low reward       | 0.90 (0.08)  | 0.93 (0.05) |
| no reward        | 0.91 (0.06)  | 0.91 (0.07) |
| RT (in ms)       |              |             |
| high reward      | 544.19 (69.79) | 509.36 (87.29) |
| low reward       | 562.00 (74.84) | 527.18 (83.98) |
| no reward        | 549.12 (54.28) | 542.24 (64.01) |

Discrimination performance and reaction times. Mean values are shown. M: mean (SD: standard deviation).
doi:10.1371/journal.pone.0108886.t002
peaking at 680 ms after stimulus onset (Figure 3A; cluster size
k = 294 voxels; nearest sensor: MLT21; p<0.05 FWE-corrected).
Closer inspection revealed that this main effect was due to more
negative deflections to no reward outcome (i.e., Ε1.00) compared
to both high (i.e., Ε1.10) (t(34) = 4.26, p<0.001) and low outcomes
(i.e., Ε0.30) (t(34) = 3.98, p<0.001) (Figure 3B). There were no
significant differences in the ERFs to high and low outcomes
(t(34) = –0.47, p = 0.645). Moreover, there was a main effect of
drug group (F-contrast) at right temporal sensors peaking at
227 ms (Figure 3C; cluster size k = 58 voxels; nearest sensor:
MRT24; p<0.05 FWE-corrected). It was driven by more negative
deflections for the levodopa group compared to the placebo group
in the time window ranging from −200 to 300 ms after stimulus
onset (t(33) = −2.07, p = 0.046) (Figure 3D). No interactions
between drug group and outcome magnitude survived family-
wise error correction (all p’s >0.05). Similarly, there were no
statistically significant effects during baseline period (p>0.05,
FWE-corrected).

Time-frequency responses
Oscillatory responses (power) were assessed for cues (2×2×2
ANOVA; drug group x probability x reward magnitude, see
methods) and outcomes (3×2 ANOVA; outcome magnitude x
drug group, see methods). Here, we focused on low beta (13–
20 Hz) and high beta (20–30 Hz) frequency ranges (see introduc-
tion).

For cues, we observed a main effect of drug group in the low
beta band at left parietal sensors peaking at 434 ms after stimulus
onset (Figure 4A; cluster size k = 7164 voxels; nearest sensor:
MLP54; p<0.05 FWE-corrected). It was based on significantly
reduced power for the levodopa group in contrast to the placebo
group (t(33) = −2.30, p = 0.002). For high beta (20–30 Hz), the
ANOVA revealed a main effect of drug group at frontal sensors
with a peak at 538 ms after stimulus onset (Figure 4D; cluster size
k = 68 voxels; nearest sensor: MLF64; p<0.05 FWE-corrected).
Similar to the low beta band, oscillatory responses for the levodopa
group were significantly lower in contrast to the placebo group
(t(33) = −3.14, p = 0.004). Closer inspection of this effect revealed
a main effect (F-contrast) of probability at the same voxel
(F(1,33) = 5.88, p = 0.021) which was driven by significantly lower
oscillatory power for low probability cues (i.e., 0.3) compared to
high probability cues (i.e., 0.7) (t(34) = −2.39, p = 0.023) (Fig-
ure 4F). There was no statistically significant interaction in either
frequency band for cue related oscillatory activity and no main
effects or interactions were observed for the baseline period (all
p’s>0.05 after FWE-correction).

For reward outcome, there was a main effect of drug group in
the low beta frequency band at left frontal sensors, peaking at
398 ms after stimulus onset (Figure 5A; cluster size k = 1084

Figure 3. ERFs for reward outcome. SPM-based analyses across all sensors and time-points revealed a main effect of outcome magnitude (high/
1.00€, low/0.30€, no/0.00€) reward outcome at left temporal sensors (peak at 680 ms; nearest sensor: MLT21) (A). Furthermore, main effects of drug
group (levodopa, placebo) arose at right temporal sensors (peak at 227 ms; nearest sensor: MRT24) (C). The main effect of outcome magnitude was
driven by more negative deflections for the “no reward” condition compared to both the “low reward” and “high reward” condition in the time
window of 600 to 900 ms after stimulus onset (B). The main effect of drug group was due to more negative deflections in the levodopa group
compared to the placebo group between 200 and 300 ms (D). Asterisks indicate statistical significant main effects (p<0.05).
doi:10.1371/journal.pone.0108886.g003
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Effect was driven by lower beta power for the levodopa compared to the placebo group ($t$(33) = 3.63, $p = 0.001$). Further inspection of this effect also revealed a main effect of outcome magnitude ($F$(2, 66) = 5.16, $p = 0.008$) (Figure 5C). Here, no reward outcomes (i.e., $\theta = 0.00$) were associated with lower power compared to high reward outcomes (i.e., $\theta = 1.00$) ($t$(34) = 3.53, $p = 0.001$) suggesting a linearly decrease with outcome magnitude (linear trend; $p = 0.001$). Finally, we observed a main effect of drug group in the high beta frequency range, again at frontal sensors but at a later point in time with a peak at 762 ms (Figure 5D; cluster size $k = 113$ voxels; nearest sensor: MLF65; $p<0.05$ FWE-corrected). This effect was driven by lower power for the levodopa compared to the placebo group ($t$(33) = 3.96, $p<0.001$). No further main effects or interactions survived family-wise error correction, including baseline (all $p'$s $> 0.05$).

**Discussion**

We investigated the neural mechanisms of early reward anticipation as well as reward outcome processing and their link to dopaminergic modulation. As hypothesized, and in line with previous findings [18,19], reward probability was signaled in the ERPs at occipital sensors peaking at $\sim 150$ ms after stimulus onset. Remarkably, this early effect was absent in the levodopa group (Figure 2), indicating that dopamine (indirectly) modulates the distinction of reward probabilities in the visual cortex. Furthermore, administration of levodopa resulted in lower oscillatory beta power in response to cues and outcome independent of their predictive features (i.e., probability and reward magnitude) or outcome magnitude (i.e., high, low, or no reward outcome) (Figures 4 and 5).

**Reward anticipation – ERPs**

A wide range of electrophysiological studies in animals and fMRI studies in humans have revealed a network of both cortical and subcortical brain regions that code forthcoming rewards [13,16,35,36]. Most prominently, it includes the substantia nigra/ventral tegmental area (SN/VTA), basal ganglia as well as the prefrontal and parietal cortex. More recently, however, a growing body of literature has provided evidence for the notion that reward signals are represented beyond these mesolimbic and cortical areas. Particularly, in an fMRI study in humans, the signaling of anticipated reward probabilities has been found to extend to the superior occipital gyrus [37]. That is, activity in these visual brain areas...
regions scaled with increasing reward likelihood. Furthermore, another fMRI study reported that subjective value correlated with blood oxygen level dependent (BOLD) activity in the middle occipital gyrus in a probabilistic context [38].

Although our understanding of visual sensory areas in processing reward expectation is still limited, recent work gave some important insights. Specifically, MEG [18,19], EEG [20] and combined M/EEG [21] studies have found modulations of ERPs and event-related potentials (ERPs), respectively, in response to reward predicting cues at temporo-occipital [18] and parieto-occipital sensors [20,21]. While these studies demonstrated magnitude [20] and probability [18,19] effects during reward anticipation, we only observed probability but not magnitude effects at occipital sensors (Figure 2). This dissociation might be due to design complexity (see below) and argues against a common neural mechanism for probability and magnitude processing in the visual cortex.

Another important finding of our study is that stimulating the dopaminergic system by levodopa significantly reduced the early probability effect at occipital sensors (Figure 2B and C), which points towards a close link. Although we do not have any direct evidence in our data, physiologically, this effect is likely to be mediated via the prefrontal cortex. Indeed, previous animal research demonstrated that dopamine not only regulates prefrONTAL sensory signals [39], but also projections that control visual signals in the occipital cortex [8]. Therefore, the prefrontal cortex seems to prepare visual brain regions for behaviorally relevant sensory events via dopaminergic neuromodulation. Why dopaminergic stimulation down-regulates the probability effect rather than enhances it, remains currently unclear. One possibility is that the relationship between prefrontal dopamine levels and neural processing (and cognition) follows an inverted u-shaped relation-ship [40,41]. That means, moderate levels of prefrontal dopamine drive neural and cognitive functions but too low or excessive dopamine levels (as in our study) might impair them.

The absence of a magnitude effect in the ERPs at occipital sensors is at odds with previous work. For instance, fMRI studies in humans have found that activity in the visual cortex can be modulated by expected reward magnitude [42,43]. This was paralleled by electrophysiological recordings demonstrating ERP/ERF differences for cues signaling high vs. low rewards [20] and reward vs. no reward [21], respectively. One possible explanation...
for our diverging results could either relate to the rather small rewards (€0.30, €1.00) or, more likely, the complexity of the task. That means, in our study, both magnitude and probability was varied while previous M/EEG studies, that focused on reward anticipation, only manipulated one of these two factors [19–21]. A similar explanation might hold true for the absence of a magnitude effect in the beta band (see below).

Reward anticipation – beta power

As expected, beta power at frontal sensors signaled reward probability (Figure 4D), which further implies a role of high (20–30 Hz) beta band oscillations in reward processing. From a physiological point of view, beta band oscillations may reflect the binding of the distributed brain regions that are involved in reward anticipation [44,45]. This possibility receives support from a recent EEG study [46] providing evidence for a link between beta power and dopaminergic neuromodulation by investigating genetic variability of catechol-O-methyltransferase (COMT). More precisely, in their study, the authors showed that beta power was increased for gains in participants homozygous for the COMT ValVal allele as compared to participants homozygous for the MetMet allele, which is associated with low enzyme activity and, in turn, increased levels of tonic dopamine [47].

In support of a link between dopamine and beta band oscillations during reward anticipation, our data show that elevated levels of dopamine reduce beta power at left parietal and frontal sensors (Figure 4). However, there was no differential effect of drug on probability or magnitude, which is partly in line with the absence of a drug effect on behavior. That means, despite the overall high task performance (Tables 1 and 2), dopaminergic stimulation did not affect reaction times or accuracy. This could be due to ceiling effects at the behavioral level or, alternatively, to inappropriate dosages of levodopa.

Reward outcome – ERFs

Previous studies in humans have reported characteristic ERP and ERF components in the time-range of 200–300 ms, such as the error-related negativity (ERN) [48,49], P300 [50], feedback-related negativity (FRN) [51] and the mFRN (the MEG counterpart of the EEG FRN) [52], to be sensitive to outcome signals. These components have been linked to various cognitive processes related to the evaluation of behavior, including monitoring erroneous performance in case of the ERN [48] or feedback responses in case of the FRN [51] and P300 [53]. In comparison to these earlier findings, in our study, we detected a significant effect of reward magnitude in the ERFs for outcome at frontal sensors only after ~600 ms (Figure 3A and B) which, contrary to our expectations, was not modulated by levodopa administration. As mentioned above, our design differs from most previous studies since it varies both magnitude and probability. Therefore, we speculate that task complexity could modulate the temporal dynamics of outcome processing.

Even though our data do not provide evidence for a dopaminergic modulation of the rather late ERF outcome signals, we do not take these data to argue against an involvement of dopamine in the processing of reward feedback. Instead, it seems more likely that MEG is not suitable to detect signals from those deep subcortical brain regions [54], such as the ventral striatum or SN/VTA, that may have coded outcome magnitude [3,55].

We observed a significant main effect of drug group on outcome processing at right temporal sensors with a peak at ~200–300 ms after stimulus onset (Figure 3C and D). This effect was driven by stronger negative ERFs in the levodopa group irrespective of magnitude. Based on previous reports of aberrant signal process-

ing under elevated levels of dopamine [56,57], we suggest that the observed effect most likely reflects enhanced stimulus salience [58]. In support of this idea, we could recently show that levodopa enhances ERPs to several stimulus classes, including novel and repeated items [27] as well as rewarded and unrewarded images [28]. Similarly, others [59] have demonstrated a close link between striatal dopamine release and prefrontal salience processing. However, in our study there was no direct relationship between the main effect of drug and behavior, which leaves the interpretation of enhanced salience speculative.

Reward outcome – beta power

With regard to oscillatory responses, we observed increases in low beta power (13–20 Hz) as a function of magnitude at left frontal sensors starting at around 300 ms after stimulus onset (Figure 5A–C). This observation is consistent with previous findings [21,23,60] and underlines the role of beta oscillations not only in reward anticipation but also outcome processing. However, there was no differential effect of levodopa on outcome-related beta activation but a main effect of drug group at frontal sensors (Figure 5). That means, levodopa administration led to a general decrease of beta power both in the low (13–20 Hz) and high (20–30 Hz) beta band irrespective of the delivered reward magnitude.

Although previous work suggests that reward can increase response vigor possibly via enhanced dopamine release [61,62], we did not observe any behavioral effects of reward magnitude or levodopa on reaction times or hit rates at outcome. Similar to the anticipation phase, we suggest that this might relate to task complexity, ceiling effects or the administered dosage. Since these factors cannot be disentangled on basis of our present data, the exact nature of a possible link remains unresolved for the time being.

Finally, we acknowledge that between-subjects designs may be less sensitive as compared to within-subjects designs. Therefore, the weak (or even absent) effects of levodopa on reward anticipation, outcome processing and cognition may be due lower statistical power, which should be considered in future studies.

Summary

We can show that the human brain signals the anticipation of monetary reward as early as ~100 ms after stimulus onset. Importantly, these effects emerged at occipital sensors and were modulated by levodopa. More precisely, while reward probability was rapidly signaled at moderate levels of available dopamine (i.e., in the placebo group), these responses were abolished at elevated dopamine levels (i.e., after levodopa administration). Similarly, reward probability was signaled in the high beta band but there was only a general effect of levodopa on beta power irrespective of reward probability and magnitude. Taken together, our data provide further evidence for a close link between dopaminergic neuromodulation, oscillatory activity in the beta band and early visual reward signals.
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