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Abstract

For many NLP applications of online reviews, comparing two opinion-bearing sentences is the key. We argue that, while general purpose text similarity metrics have been applied for this purpose, there has been limited exploration of their applicability to opinion texts. We address this gap by studying: (1) how humans judge the similarity of pairs of opinion-bearing sentences; and, (2) the degree to which existing text similarity metrics, particularly embedding-based ones, correspond to human judgments. We crowdsourced annotations for opinion sentence pairs and our main findings are: (1) annotators tend to agree on whether or not opinion sentences are similar or different; and (2) embedding-based metrics capture human judgments of “opinion similarity” but not “opinion difference”. Based on our analysis, we identify areas where the current metrics should be improved. We further propose to learn a similarity metric for opinion similarity via fine-tuning the Sentence-BERT sentence-embedding network based on review text and weak supervision by review ratings. Experiments show that our learned metric outperforms existing text similarity metrics and especially show significantly higher correlations with human annotations for differing opinions.

1 Introduction

Online reviews are an integral part of e-commerce platforms. Consumers utilize these reviews to make purchasing decisions, and businesses use this feedback to improve products or services. With the ever-growing number of reviews, NLP research has focused on methods to make sense of this vast data resource, including applications for opinion summarization (Suhara et al., 2020; Bražinskas et al., 2020b; Mukherjee et al., 2020; Chu and Liu, 2019; Angelidis and Lapata, 2018) and opinion search (Poddar et al., 2017).

A key characteristic of text in this domain is that it contains opinion-bearing sentences (hereafter, “opinion sentences”). As in preceding work (Pontiki et al., 2016), we view an opinion as having an aspect (e.g., the feature of a product or dimension of a service) and an appraisal (e.g., a positive or negative sentiment). In many applications, one needs to determine if two related opinion sentences are comparable in meaning. From an applied viewpoint, one might think of two opinions being comparable if they support the same recommendation, with respect to the relevant aspect. To compare two opinions, prior work has employed text similarity metrics, where cosine similarity based on TF-IDF (Angelidis and Lapata, 2018) or embedding representations (Suhara et al., 2020) is used to measure opinion sentence similarity.

We group existing text similarity metrics broadly into two types: lexical- and embedding-based approaches. The lexical-based approaches, such as BLEU (Papineni et al., 2002) and ROUGE (Lin, 2004), evaluate text by capturing the overlap in surface forms, such as n-grams of tokens. However, they are often ineffective when texts employ paraphrases or synonyms. Embedding-based metrics, such as Word Mover’s Distance (WMD) (Kusner et al., 2015), MoverScore (Zhao et al., 2019), and Sentence-BERT (SBERT) (Reimers and Gurevych, 2019), typically relax the restriction of strict string matching by comparing continuous representations for words and sentences. However, they are often ineffective when texts employ paraphrases or synonyms. Embedding-based metrics, such as Word Mover’s Distance (WMD) (Kusner et al., 2015), MoverScore (Zhao et al., 2019), and Sentence-BERT (SBERT) (Reimers and Gurevych, 2019), typically relax the restriction of strict string matching by comparing continuous representations for words and sentences. Such approaches have shown to work well for various NLP applications, including areas involving comparison of sentence meaning; for example, paraphrase detection, question answering, or summarization (Wang et al., 2018; Lan and Xu, 2018; Suhara et al., 2020). However, a detailed study investigating their relationship to corresponding human judgments of opinion sentences is lacking.

In other text similarity settings, such as summary evaluation (Zhao et al., 2019), caption evaluation (Zhang et al., 2020) and machine translation evaluation (Mathur et al., 2019), embedding-
based metrics out-perform lexical-based metrics, as demonstrated by its increased correlation with human judgment scores. However, embedding-based metrics have not yet been evaluated on opinion texts. The success of these embedding-based metrics in other types of text (such as news) cannot be guaranteed for opinion texts. This is because opinion text can be associated with a sentiment polarity. Opinion bearing words that are opposite in sentiment polarity are semantically related. Yet, many of these embedding-based metrics are often trained on semantic relatedness but not specifically sentiment polarity.

We address the gap of lacking research on similarity for opinion-bearing texts in the literature with the following research questions: (1) how do humans evaluate similarity of two opinion sentences? (2) how well do existing metrics capture similarity in a way similar to humans? and if not well, (3) how do we develop metrics to more effectively measure similarity for opinion sentences? We address the first question by conducting a crowdsourcing task that collects human annotations for the degree of similarity of two opinion sentences. For the second research question, we examine the correlation of the text similarity metrics against our crowdsourced annotations. For the third question, we explore approaches to fine-tune embedding-based metrics for similarity of opinion texts.

We make several contributions: (1) we collect and release a dataset of 1635 sentence pairs with similarity scores; (2) we show that annotators broadly agree on whether an opinion sentence pair is “similar” or “different”; (3) we demonstrate that text similarity metrics have weak correlation to human judgments of opinion similarity, and that they perform poorly with differing opinions in particular; (4) we conduct an analysis of differing opinions to characterize the limitations of such approaches when dealing with opinion sentences; and, (5) we propose to learn a metric for similarity of opinion texts by fine-tuning SBERT via weak supervision by review ratings. Our experiments show that the fine-tuned SBERT model outperforms existing metrics for distinguishing different opinions and for measuring similarity of opinion sentences.

2 Related Work

Our research is related to text similarity metrics, which broadly include lexical-based metrics, embedding-based metrics and learned metrics.

Lexical-based Metrics ROUGE (Lin, 2004) is a commonly used metric for opinion summary evaluation. It measures similarity between texts by counting the overlaps of n-grams. BLEU (Papineni et al., 2002) is the default metric for machine translation evaluation. Similar to ROUGE, it also relies on counting overlaps in n-grams. Such lexical matching methods face the same limitation in evaluating texts that are similar in meaning but expressed with different words (Ng and Abrecht, 2015; Shimanaka et al., 2018). METEOR (Denkowski and Lavie, 2014) is proposed to relax the exact n-gram matching to allow matching words with its synonyms.

Embedding-based Metrics Embedding-based metrics are proposed to overcome the limitations of lexical-based metrics (Zhelezniak et al., 2019; Clark et al., 2019; Zhang et al., 2020). Word Mover’s Distance (WMD) (Kusner et al., 2015) and MoverScore (Zhao et al., 2019) measure how similar two texts are by accumulating the distance between word embeddings and contextual embeddings, respectively. Sentence-BERT (SBERT) (Reimers and Gurevych, 2019) is a sentence encoder that can be used with cosine similarity to capture similarity of meaning between sentences.

Metric Learning The objective of metric learning is to learn a task specific similarity measure. There are two broad approaches to metric learning. Supervised metric learning requires a training dataset for the task. For example, machine translation metrics learn to score machine translations against humans translations from previous machine translation datasets with human annotations (Shimanaka et al., 2018; Mathur et al., 2019). Sentence similarity can be learnt using Siamese network of sentence encoders with the Manhattan distance with a semantic relatedness dataset (Mueller and Thyagarajan, 2016). However, this approach to metric learning requires a labelled dataset which is not always available.

Alternatively, metric learning by weak supervision uses related data to guide the learning. During the training phase, the training dataset can be differ-

1The data is available at https://github.com/wenyi-tay/sos.git.
ent from the end task and even trained with a different training objective. To get the sentence similarity of a pair of sentences, a Siamese network is trained with Natural Language Inference datasets (SNLI and MNLI) using cross entropy loss (Reimers and Gurevych, 2019). To learn the thematic similarity of sentences, the metric is trained on a Triplet network using triplets of sentences from Wikipedia sections (Ein Dor et al., 2018).

To sum up our discussion, it is notable that the lexical-based metric ROUGE is still widely used in the literature for similarity of opinion texts in tasks like opinion summarization evaluation (Ampayo and Lapata, 2020; Bražinskas et al., 2020a). Although ROUGE correlates well with human judgments at the system level but it performs poorly at the summary text level (Bhandari et al., 2020).

3 Human Comparisons of Opinion Sentences

3.1 Data and Annotations

Our dataset is based on that of the SemEval 2016 Task 5: “Aspect-Based Sentiment Analysis Subtask 1” (Pontiki et al., 2016). The SemEval datasets contain review sentences on laptops and restaurants in English. We selected two sentences from reviews on the same product or business to create a sentence pair, for which we collected human judgments of similarity. We constructed 1800 sentence pairs using sentences of at least 3 and at most 25 tokens. Although our dataset covers only two domains, both domains are either often used or closely related to available review datasets. Yelp reviews (Chu and Liu, 2019; Bražinskas et al., 2020a) are often about restaurants and the Amazon reviews on electronics (Angelidis and Lapata, 2018; Bražinskas et al., 2020a) are closely related to the laptop domain. We leave the investigation of more domains to future research.

To ensure that judgments were not trivially about different features of a product, we kept at least one aspect the same between sentences. In this way, annotations would depend on the expression of the appraisal.

Human judgments were collected using Amazon Mechanical Turk. Only annotators with “Mechanical Turk Masters Qualification” were considered. Annotators were asked to rate the similarity in meaning of each pair of opinion sentences on a 5-level Likert scale, using methodology borrowed from the Semantic Textual Similarity task (STS) shared task (Cer et al., 2017). In our annotation task, the scale ranged from 0 (“completely different opinion”) to 4 (“completely same opinion”), with the middle value, 2, indicating a partial match.

We processed the annotations based on three quality-based criteria: (1) Filter out annotators with low accuracy on quality control sentence pairs; (2) Identify and filter out anomalous annotators; and, (3) Require a minimum of three annotations per sentence pair after filtering out annotators.

3.2 Analysis

Statistics of our dataset are shown in Table 1. The dataset includes 1635 sentence pairs from reviews on two domains. The inter-annotator agreement is measured using Krippendorff’s alpha (reliability coefficient) for ordinal levels (Artstein and Poesio, 2008), with coefficients of 0.541 and 0.624 for Laptop and Restaurant, respectively, indicating a moderate level of agreement.

![Figure 1: Violin plot of human score of sentence pair by domain and sentiment polarity match.](https://www.mturk.com/)

| Domain | Pairs | Alpha | Avg. #Annot. | Avg. Var |
|--------|-------|-------|--------------|----------|
| Laptop | 621   | 0.541 | 3.504        | 0.483    |
| Restaurant | 1014 | 0.624 | 3.673        | 0.414    |
| Total Pairs | 1635 |       |              |          |

Table 1: Statistics on our annotated dataset. Krippendorff’s alpha, average number of annotations and average variance of annotations, per pair for each domain.

| #Levels | Grouping | Laptop | Restaurant |
|---------|----------|--------|------------|
| 2       | (0,1) (2,3,4) | 0.524  | 0.665      |
| 3       | (0,1) (2) (3,4) | 0.536  | 0.624      |
| 3       | (0) (1,2,3) (4) | 0.250  | 0.312      |

Table 2: Agreement for different Likert scales.
We investigate the appropriateness of the 5-point Likert scale by comparing the inter-annotator agreement at different levels of Likert scale. Interestingly, while the 5-point scale had the highest level of agreement, a 3-point scale (grouping 0 and 1 together, and 3 and 4 together) led to a similar level of agreement, as shown in Table 2. Grouping the center three levels together led to worse agreement. When grouping levels into 2 bins (0,1 vs 2,3,4), agreement increased for the Restaurant data ($\alpha = 0.665$) but decreased for the laptop data ($\alpha = 0.524$). We refer to the two-level groupings as *broadly different* and *broadly similar* opinions. We draw on this 2-level distinction, also with moderate annotator agreement, later in this paper. Given the moderate level of agreement achieved, we argue that the human judges generally agreed on these similarity judgments. This also suggests that the 5-point scale we collected our annotations on is an appropriate choice.

We explored this agreement further by examining the relationship of these judgments to sentiment polarity. Our selection of sentence pairs were sampled with constraints on aspect but were unconstrained by sentiment, which is already annotated in the SemEval dataset. We grouped sentences pairs with the same polarity and contrasting polarity and examined how humans judged similarity of opinions. We present these results in Figure 1. These violin plots of human scores of sentence pairs with “same” sentiment polarity is spread above level 2 and the violin plots of human scores of sentence pairs with “different” sentiment polarity is below level 2. This is consistent with what one would expect given an ordinal rating of similarity, and supports the use of a 5-point Likert scale.

### Table 3: Correlation of existing embedding metrics and human scores. The highest correlation is in bold. P: Pearson and K: Kendall.

| Metric      | Laptop | Restaurant |
|-------------|--------|------------|
| P           | K      | P           | K            |
| ROUGE-1     | 0.078  | 0.035      | 0.086        | 0.068        |
| ROUGE-2     | 0.102  | 0.079      | 0.042        | 0.027        |
| ROUGE-L     | 0.070  | 0.025      | 0.085        | 0.070        |
| SPICE       | 0.074  | 0.071      | 0.112        | 0.116        |
| WMD         | 0.217  | 0.184      | 0.249        | 0.151        |
| SBERT       | 0.430  | 0.311      | 0.450        | 0.331        |
| MoverScore  | 0.229  | 0.172      | 0.206        | 0.156        |

### 4 On Metrics and Human Judgments

The following baseline metrics are chosen for our investigation: (1) ROUGE variants, ROUGE-1, ROUGE-2 and ROUGE-L without stemming and without stopwordremoval, using ROUGE-2.0 (Ganesan, 2018); (2) SPICE (Anderson et al., 2016), an image captioning evaluation metric that compares the scene graph of one text against the reference text; and, (3) WMD, using the implementation of WMD from Gensim (Rehurek and Sojka, 2010) with the normalized 300-dimension word2vec trained on Google News. We follow Clark et al. (2019) to transform WMD scores to a similarity score using $exp(-WMD)$; (4) SBERT, using sentence-transformers library in python; and (5) MoverScore, using the authors’ implementation. These metrics are representative of the different types of metrics. ROUGE is a lexical-based metric, SPICE is a metric that incorporates representations of sentence meaning, and WMD, SBERT and MoverScore are embedding-based metrics.

Pearson and Kendall correlations are reported in Table 3. Pearson correlation is often used for text similarity evaluation. However, Pearson correlation can be misleading because it is a measure of linear relationship, sensitive to outliers and requires the two variables to be approximately normally distributed (Reimers et al., 2016). We therefore include the Kendall correlation, a non parametric correlation that is not limited to linear relationship, less sensitive to outliers and does not make any assumption about the distribution of variable. Amongst the baseline metrics, SBERT has the highest correlation but the correlation is still weak.

#### 4.1 Broadly Different and Broadly Similar

We grouped the data using the binary split (*broadly different* and *broadly similar*) presented in Section 3.2 and calculate the correlations again, presenting these in Table 4. We observe that correlations for *broadly different* are generally lower for baseline metrics (e.g., Pearson correlation ranging from −0.033 to 0.257 for Laptop) than comparable values for the *broadly similar* group. This suggests that the metrics tested have difficulty in determining difference in meaning of opinion sentences.

### 5 SOS: Sentence-BERT for Opinion Similarity

Our earlier analysis shows that existing embedding-based metrics have low correlation with human
WMD is based on the Word2Vec word embeddings trained on Google news. For opinion similarity, where a Siamese network of SBERT is fine-tuned on SNLI and MNLI dataset which is a classification task Reimers and Gurevych (2019). For this work, we create training, development and test datasets of review triplets.

For this work, we create training, development and test datasets of review triplets. The training objective is triplet loss, which is to score the distance between anchor example and positive example and negative example. The learning objective is triplet loss, which is to score the distance between anchor example and positive example and negative example. To overcome the problem of costly human annotated similarity score for training, we propose to train the metric through weak supervision based on review ratings. We call our model SOS (SBERT for Opinion Similarity).

Motivated by the observation that BERT-based sentence embeddings has shown superior performance for measuring sentence similarity, we propose to learn a metric for opinion similarity based on SBERT. Our metric is a Siamese network of SBERT that takes in two sentences as inputs and outputs a similarity score. To overcome the problem of costly human annotated similarity score for training, we propose to train the metric through weak supervision based on review ratings. We call our model SOS (SBERT for Opinion Similarity).

Online reviews usually contain a review text and a review rating. The review text contains opinion sentences as similar or otherwise. The supervision is a binary signal that a pair is either similar or different. This approach is used by an unsupervised metric for a sentence similarity, where a Siamese network of SBERT is fine-tuned on SNLI and MNLI dataset which is a classification task Reimers and Gurevych (2019). For this work, we create training, development and test datasets of review pairs. Each pair contain reviews from the same product. The pair is either similar (either both positive or both negative) or different (one positive and one negative). We also ensure that the dataset is balanced with similar and different pairs. The training objective is cross entropy loss.

The second variant of our metric is to fine-tune with a triplet network for SOS, SOS\(^T\). Each training instance is a triplet of an anchor example, positive example and negative example. The learning objective is triplet loss, which is to score the distance between anchor example and positive example to be smaller than the distance between anchor example and negative example by a margin. Each triplet is constructed from reviews for the same product. We randomly select a review to form the anchor, and randomly selected another review review that have the same sentiment polarity as the anchor example as the positive example. We then select another review with opposite sentiment polarity to the anchor example as the negative example. For this work, we create training, development and test datasets of review triplets.

Both Siamese and Triplet networks are effective for metric learning, but SOS\(^T\) performs better.

| Metric | Laptop | Restaurant |
|--------|--------|------------|
|        | P      | K          | P     | K          |
| Broadly Different |        |            |       |            |
| ROUGE-1 | 0.244  | 0.180      | 0.022 | 0.034      |
| ROUGE-2 | 0.082  | 0.061      | 0.123 | 0.102      |
| ROUGE-L | 0.257  | 0.166      | 0.006 | 0.028      |
| SPICE  | −0.006 | −0.026     | 0.014 | 0.032      |
| WMD    | 0.038  | 0.060      | 0.233 | 0.110      |
| SBERT  | 0.156  | 0.108      | 0.119 | 0.070      |
| MoverScore | −0.033 | −0.019     | −0.148 | −0.073     |

| Broadly Similar |        |            |       |            |
| ROUGE-1 | 0.053  | 0.022      | 0.137 | 0.076      |
| ROUGE-2 | 0.104  | 0.069      | 0.073 | 0.036      |
| ROUGE-L | 0.058  | 0.022      | 0.152 | 0.088      |
| SPICE  | 0.132  | 0.092      | 0.130 | 0.104      |
| WMD    | 0.255  | 0.177      | 0.146 | 0.114      |
| SBERT  | 0.391  | 0.272      | 0.399 | 0.276      |
| MoverScore | 0.330  | 0.230      | 0.323 | 0.192      |

Table 4: Correlation of metric and human scores for broadly different or broadly similar groups. The highest correlation is in bold. P: Pearson and K: Kendall.
than SOS$^S$ as the training triplets provide context that helps modeling the similarity more effectively. This finding is consistent with the literature for Semantic Text Similarity (Hoffer and Ailon, 2015).

6 Experiments and Results

We examine the performance of our model variants SOS$^S$ and SOS$^T$ on measuring similarity of sentences. Specifically, we compare which training network, the Siamese or Triplet, is more appropriate to fine-tune our model for our task. Apart from comparing the networks, we also included variations in constructing the training pairs or triplets. We constructed pairs and triplets with the entire review text, first sentence of review text or random sentence of review text. We choose to include sentence variations because our task is at a sentence level therefore training examples at sentence level is an appropriate consideration.

We train four variants of SOS: (1) SOS-Siamese-PC (SOS$^S_{PC}$) and SOS-Triplet-PC (SOS$^T_{PC}$)-trained with reviews from Amazon PC dataset\(^\dag\); and, (2) SOS-Siamese-Yelp (SOS$^S_{Yelp}$) and SOS-Triplet-Yelp (SOS$^T_{Yelp}$)- trained with reviews from the Yelp Academic dataset\(^\ddagger\). These two review datasets are selected with the intention to train our models on domain related reviews. The models on Amazon PC reviews roughly parallel the Laptop dataset, and models on Yelp reviews roughly parallel the Restaurant dataset. We use python using the code from sentence-transformers library. We use SBERT (stsb-bert-base) model in our metric, and fine-tuned with 10% warm up steps, one epoch and a batch size of eight. We run each model three times and report the average correlation on our opinion similarity evaluation dataset.

The accuracy on the development datasets determines which models to choose. For SOS$^S$ models, SOS$^S_{PC}$ and SOS$^S_{Yelp}$ are both trained with 8000 training examples of entire reviews. Our best SOS$^T$ models are SOS$^T_{PC}$\(^\ddagger\), fine-tuned with 1000 training triplets of entire reviews and margin of 1, and SOS$^T_{Yelp}$, fine-tuned with 3000 training triplets of entire reviews and margin of seven.

6.1 Main Results

Out of the models we propose, the metric learning models consistently outperform the best embedding-based model (SBERT) (Table 5). Our best model for Restaurant is SOS$^T_{Yelp}$. Although SOS$^T_{Yelp}$ have the highest Pearson correlation for Laptop, its Kendall correlation is comparable to SOS$^T_{PC}$. This suggests that training on Yelp reviews can be generalized to both Laptop and Restaurant opinions. Our models outperform SBERT even when not fine-tuned in a relevant domain. On the other hand, WMD-SSWE have poor correlation with human judgments.

Comparing SOS$^S$ and SOS$^T$ models, triplet trained models achieve higher correlation than the models trained with pairs. A possible explanation is that triplets capture context information that is beneficial to evaluate sentence pairs that are broadly similar. This result is consistent with the observation by Hoffer and Ailon (2015).

For broadly different sentence pairs, almost all

| Metric   | Laptop P | Laptop K | Restaurant P | Restaurant K |
|----------|----------|----------|--------------|--------------|
| SBERT    | 0.430    | 0.311    | 0.450        | 0.331        |
| WMD-SSWE | 0.128    | 0.099    | 0.079        | 0.188        |
| SOS$^S_{PC}$ | 0.507 | 0.354    | 0.668        | 0.492        |
| SOS$^S_{Yelp}$ | 0.515 | 0.367    | 0.747        | 0.535        |
| SOS$^T_{PC}$ | 0.584 | 0.427    | 0.634        | 0.466        |
| SOS$^T_{Yelp}$ | 0.606 | 0.425    | 0.794        | 0.569        |

Table 5: Correlation of our metrics and human scores. The highest correlation is in bold. SBERT is the best baseline metric. P: Pearson and K: Kendall.

| Metric   | Laptop P | Laptop K | Restaurant P | Restaurant K |
|----------|----------|----------|--------------|--------------|
| SBERT    | 0.156    | 0.108    | 0.119        | 0.070        |
| WMD-SSWE | 0.244    | 0.298    | 0.063        | 0.171        |
| SOS$^S_{PC}$ | 0.262 | 0.176    | 0.252        | 0.196        |
| SOS$^S_{Yelp}$ | 0.389 | 0.273    | 0.232        | 0.121        |
| SOS$^T_{PC}$ | 0.249 | 0.181    | 0.268        | 0.184        |
| SOS$^T_{Yelp}$ | 0.396 | 0.299    | 0.275        | 0.173        |

Table 6: Correlation of our metrics and human scores for broadly different or broadly similar groups. The highest correlation is in bold. SBERT is the best baseline metric. P: Pearson and K: Kendall.

\(^\dag\)https://s3.amazonaws.com/amazon-reviews-pds/tsv/index.txt
\(^\ddagger\)https://www.yelp.com/dataset
our models have a higher correlation than SBERT. This result supports our hypothesis that sentiment polarity information is helpful for opinion similarity and our proposed weak supervision methods (training by pairs and triplets) are effective to learn sentiment polarity information.

For broadly similar sentence pairs, SOS$^T$ models consistently improve both Pearson and Kendall correlation over SBERT. On the other hand, our SOS$^S$ models are not always better. This suggests that the triplet training is more appropriate for “Broadly Similar” pairs. Although the correlation on “Broadly Different” pairs have increased, it is still not as high as correlation on “Broadly Similar” pairs. We discuss this further in Section 7.

6.2 Granularity of Text

Granularity of the text in the training examples can potentially affect the performance of the metric (Ein Dor et al., 2018). We compare the performance of different models trained on training examples constructed by entire reviews, first sentence or random sentence.

The Pearson correlation on the opinion similarity task of the SOS$^S$ models is plotted in Figure 2 and SOS$^T$ models in Figure 3. We present the results for Pearson correlation as Kendall correlation exhibits a similar trend.

Overall, the best models on our opinion similarity dataset are trained on examples of entire reviews except for SOS$^S_{PC}$ which is best with random sentence selection. We initially thought that the sentence examples will be more appropriate as our task is at a sentence level. However, our results show otherwise. One possible reason is that review text contains a mix of positive and negative opinions. Selecting the first sentence or a random sentence might not correspond the overall review rating resulting in a noisy training dataset which eventually reduced the effectiveness of training.

6.3 Optimizing on Development Dataset

We investigate “How much do we fine-tune our model with weak supervision?”. Our best models are selected based on the accuracy on the development set. However, is optimizing on the development dataset a good strategy to obtain the model that performs best on the end task?

We observe that optimizing the models on the development set does not lead to the highest correlation on the opinion similarity task (Table 7). However, the performance of these models are not significantly differently (two-sided Permutation Test for paired data at 5%) from the model with highest Pearson correlation. Besides, all our selected models outperform the SBERT model. Hence, model selection based on the development dataset is a reasonable way to select our model for our task.

| Model | Laptop | Restaurant |
|-------|--------|------------|
| SBERT | 0.430  | 0.450      |
| Best  | 0.603  | 0.801      |
| SOS$^T$ | 0.584  | 0.794      |

Table 7: Pearson correlation of our selected models and highest correlation amongst all models.
### 7 Error Analysis

We examined possible reasons why metrics have difficulty assessing differences in opinion. Table 9 shows how many pairs were deemed similar (in the top quartile (Q1)) when in fact the average human rating indicated they were different. For SBERT, the metric correlating best with human judgments (from Table 3), 5-10% of differing opinion pairs show human judgments diametrically oppose to metric scores. SOS variants reduce the percentage of wrongly scored pairs to almost 0%.

Table 8 presents examples for when automatic metrics are confused. Our analysis suggests three possible reasons for the weak correlation: sentence pairs that are opposite in sentiment polarity, implicit aspects, and implied opinions. To better understand the frequency of errors for our dataset, we sampled 100 sentence pairs from each domain and classified the challenges. Our annotations show that on average across both domains, 41% of the sentence pairs contain sentences that are opposite in polarity, 12% contain sentence pairs that contains implicit aspects and 10% contain implied opinions.

Although our SOS models have higher correlation than SBERT for “Broadly Different” pairs, correlations are still not at the same level for “Broadly Similar” pairs. However, SOS models are still not able to do well for opinions that contain implicit aspects or implied opinions. This is a possible reason for the lower correlation in “Broadly Different” pairs. We leave addressing these two challenges to future research.

### 8 Discussion

Our work have implications for the automatic evaluation of review summaries. ROUGE and its variants are the default automatic metrics for review summary evaluation (Bražinskas et al., 2020a; Suhara et al., 2020; Amplayo et al., 2021). However, ROUGE is shown to be ineffective at evaluating summary pairs with opposite sentiment polarity (Tay et al., 2019). The sentiment agreement is recognized to be important dimension of a review summary and has been included in the human evaluation component of review summaries (Chu and Liu, 2019). This calls for new automatic metrics...
that considers the agreement of sentiment polarity between summary pairs. Our work fits into this area because we demonstrated that our SOS metric captures the sentiment agreement at sentence level. Future work in this area is to extend the SOS metric to review summary evaluation.

While we focus on investigating text similarity for opinion sentences in this work, an equally interesting direction is to approach this from an inference perspective where one opinion sentence entails the other. We leave this line of investigation to future work.

9 Conclusions

We investigate how humans make similarity judgments over opinion sentences. We contribute a dataset of crowdsourced similarity judgments for opinion sentences. The agreement amongst annotators for judgments is moderate. We study the limitations of current text similarity methods when they are adopted for this task and our analysis show that this is likely due to the inability of current metrics to model differing opinions. By fine-tuning Siamese Sentence-BERT using weak supervision, we increase the Pearson correlation with human judgments to 0.606 and 0.794 on Laptop and Restaurant respectively of our opinion similarity dataset.
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