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**ABSTRACT**

This article aims to provide the information retrieval community with some reflections on recent advances in retrieval learning by analyzing the reproducibility of image-text retrieval models. Due to the increase of multimodal data over the last decade, image-text retrieval has steadily become a major research direction in the field of information retrieval. Numerous researchers train and evaluate image-text retrieval algorithms using benchmark datasets such as MS-COCO and Flickr30k. Research in the past has mostly focused on performance, with multiple state-of-the-art methodologies being suggested in a variety of ways. According to their assertions, these techniques provide improved modality interactions and hence more precise multimodal representations. In contrast to previous works, we focus on the reproducibility of the approaches and the examination of the elements that lead to improved performance by pretrained and nonpretrained models in retrieving images and text.

To be more specific, we first examine the related reproducibility concerns and explain why our focus is on image-text retrieval tasks. Second, we systematically summarize the current paradigm of image-text retrieval models and the stated contributions of those approaches. Third, we analyze various aspects of the reproduction of pretrained and nonpretrained retrieval models. To complete this, we conducted ablation experiments and obtained some influencing factors that affect retrieval recall more than the improvement claimed in the original paper. Finally, we present some reflections and challenges that the retrieval community should consider in the future.

---

1 INTRODUCTION

As technology progresses, the content of information retrieval has evolved from a single-modality approach to a multimodal one [14]. The continuous development of social platforms has resulted in an increase in the quantity of multimedia data on the Internet, such as images and text. Finding similar content within such massive quantities of multimedia data has become a significant issue in the industry [12]. Due to the requirements of the practical applications, developing an effective image-text retrieval system has become a significant area of research of information retrieval. The specific goal is to provide a flexible retrieval experience [37] that indexes semantically relevant instances from one modality to another.

Image-text retrieval has been intensively investigated in recent years and can be divided into two categories according to whether using pretrained models. On the one hand, visual-and-language pretraining (VLP) based on pretrain-finetune paradigm has achieved state-of-the-art results on a range of downstream tasks such as image retrieval, visual question answering, and visual reasoning (e.g., Chen et al. [4], Lu et al. [31]). Most of these VLP models extend BERT [6] to learn representations grounded in both visual and textual contexts. These VLP models mainly differ in designing the
pretraining tasks, modality interaction, and the quantity of pretraining data [18]. Although these VLP models have been proposed and reported state-of-the-art results on various downstream tasks, there is still little research on what factors affect the final downstream task. To address this gap, we focus on the image-text retrieval task and attempt to compare these VLPs, to the best of our ability, exploring salient factors that may affect retrieval results. Additionally, while reproducing these VLP models, we raise concerns and think about the reproducibility of the results. On the other hand, current nonpretrained image-text retrieval models are also a research hotspot because they generally require significantly fewer parameters compared to their pretrained counterparts, with the sacrifice of the performance [32]. Numerous methods [7, 11, 23, 25, 48, 53, 55, 58] have been proposed in recent years, most of which claim to achieve better modality interactions and thus better multimodal representations. It is relatively easy to disentangle the factors that influence these nonpretrained models compared to pretrained models. We, therefore, chose a group of open-source methods, tried our best to reproduce the results of the original paper, and performed methods with different experimental setups to obtain new findings and the key factors that may influence the results.

We conducted experiments on two of the most widely used large-scale datasets, Flickr30k [52] and MS-COCO [30]. We tried 5 pretrained retrieval models and 6 nonpretrained retrieval models and reproduced these methods as closely as possible according to the papers’ description and the provided codes. We conducted three separate experiments on both datasets, each with a different random seed, and took the final mean as the result reported in our table. Surprisingly, simple differences in initializations, hard samples, and seemingly insignificant details can result in dramatic differences in model performance. Moreover, we tried to run another ten experiments using nonpretrained methods with different random seeds on the Flickr30k dataset and draw the violin figure to show stability of these nonpretrained methods.

In summary, our contributions in this paper are as follows:

- We give a comprehensive overview of image-text retrieval learning methods, including modality embedding, modality interaction, similarity modeling, and a family of retrieval methods with pretrained and nonpretrained.
- We conduct a series of controlled studies in two benchmark datasets, raise concerns about the reproducibility of the settings of pretrained models, and discover that the improvements of nonpretrained models may come from hyperparameters, hard negative sampling strategies, and modality interaction types.
- We discuss the conjectures and give recommendations and insightful guidance in the information retrieval area.

2 THE NEED FOR REPRODUCIBLE IMAGE-TEXT RETRIEVAL

2.1 Image-text Retrieval

From 2018 to the present, many research papers related to cross-modal retrieval have been presented at major conferences, such as CVPR, ICCV, ECCV, MM, SIGIR, ICML, etc. Meanwhile, some easy-to-practice and effective methods [1, 4, 21, 23, 31] have been widely used in practical commercial applications. With the growth of the Internet, the forms of multimodal data, such as photos, texts, audio, and videos, have expanded rapidly, with images and texts being the two most common modalities. As a result, how to retrieve these two fundamental modalities of vision and text is crucial and inspiring for more and different modalities retrieval.

Image-text retrieval focuses on obtaining a set of sentences given a query image (image-to-text retrieval) and identifying images from candidates given a caption that describes their content (text-to-image retrieval). A major challenge of image-text retrieval is the need to model the semantic information of different modalities and align the semantic information of different modalities.

Many current image-text retrieval methods encode the features of different modalities into a semantic space through modality-independent encoders and perform modal fusion to obtain the corresponding fusion features. Finally, the fusion features are converted into a similarity score to measure the similarity of the image and text by a head pooler. Following the completion of learning, the features of database items are calculated and indexed so that the retrieval system can efficiently perform retrieval similarity calculations to return the retrieval ranking results to the user.

2.2 Reproducibility

A remarkable series [1, 6, 13, 38, 45] of empirical successes in academia and industry [12] has accompanied and nourished the rapid increase in academic research on image-text retrieval. Through complicated module and model ensembles, extra parameter settings are provided to achieve performance benefits on datasets. These approaches are not very generic or useful, and it is difficult to maintain their effectiveness when circumstances change. However, proposals that are eventually embraced by the information retrieval community and practitioners are those that steadily increase performance across a wide range of “real-world” situations. An influential method should be highly generalizable and capable of many different parameter settings, such as transformers [45], residual networks [13], and the newly proposed ViTAE [51, 59]. As a result, it is crucial to determine which approaches are reproducible and can be generalized in different settings and environments.

3 A UNIFIED FRAMEWORK OF IMAGE-TEXT RETRIEVAL

As shown in Figure 1, we summarize the general process of the current image-text retrieval model and roughly divide each component of the retrieval model into three blocks, namely, modality embedding, modality interaction, and similarity calculation. In the following subsections, we describe the three key components and provide an architectural overview of image-text retrieval.

3.1 Modality embedding

The majority of work is devoted to enhancing the model’s capability through modifying visual features, while text features are rarely considered [27]. Most researchers have previously concentrated on visual features, thinking them to be the bottleneck affecting the retrieval model. However, we believe that learning how to use text features is also critical. Next, we demonstrate a series of visual and textual feature advancements.
3.1.1 Visual representations.

**Region feature.** Region features are dominantly utilized among image-text retrieval models [4, 24, 28, 31, 43]. They are pretrained on the Visual Genome (VG) dataset processed by [1] to obtain an off-the-shelf object detector, such as Faster R-CNN [38]. The region feature extractor model can be varied by using different detection architectures, such as FPN [29] and C4 [1] or using different CNN backbones, such as ResNet101 [31, 43] and ResNet152 [26, 28]. Although features can greatly affect retrieval performance, previous work seems to be very tolerant of visual embedding. Even if the encoders are different, many methods still only compare the final retrieval accuracy and do not mention the effect of visual embedding on their own model. Moreover, the number of regions also has a great impact on the final result. However, some methods [28, 57] use more regions, resulting in unfair comparisons.

**Grid feature and patch projection.** These two types of features are mostly used in the pretrained image-text retrieval model and are rarely used in the nonpretrained model because of their worse retrieval performance. Nevertheless, once pretrained with a large amount of image-text pairs, these two types of features seem to be effective and meaningful. The grid feature was first proposed in the VQA task by Jiang et al. [19] to reduce the slow region selection operation. The grid feature is also extracted through the pretrained CNN model. Compared with region features, grid features do not need region selection, and thus using grid features is faster in practice. Patch Projection [10] was first adopted in image-text retrieval by ViLT [21]. Compared with the previous two types of features, using patch projection feature is more direct and faster with less parameter consumption, without region selection or pretrained CNN. However, in practice, the performance of recall when using the grid feature or the patch projection is still worse than when using regional features for image-text retrieval.

3.1.2 Textual representations.

Different from visual representation, text representation does not seem to have great differences. Most methods directly use the powerful pretrained language model Bert [6] or GRU [2, 41] to obtain sentence dense embedding, while ignoring the multi-granularity textual representations of sequential information, phrase information, lexical information, and noun information [8, 39]. However, these items all play important roles for text retrieval [15, 36]. Moreover, current image-text retrieval lacks a discussion of the use of such textual information to get strong textual representations. Borrowing the success from the multi-lingual [5, 9, 49, 54] may be a potential direction.

3.2 Modality interaction

Most nonpretrained models [7, 23, 25, 36] claim that their contribution includes better modality interactions. Modality interactions can be roughly divided into two basic categories, as shown in Figure 1. Mode (a) is self-interaction, which usually uses the attention mechanism to interact with the features in the model or just uses the embedding of the modality encoder. The second mode, as shown in (b), is the interaction between modalities. Usually, different modal features aggregate and share features through different attention mechanisms, such as graph attention networks [46], self-attention [2], and co-attention [31]. The third mode (c) is the combination of the first two. Better retrieval results can be obtained through artificially defined feature interactions.

3.3 Similarity modeling

Similarity modeling can be roughly divided into two categories, as shown in Figure 1 (d) and (e). The first category (d) obtains the joint representation of the image-text pair after multimodal interaction and usually appends a fully connected (FC) layer to obtain the similarity followed by softmax to predict a two-class probability $p_{itm}$. Many VLP models adopt the image-text matching (ITM) loss,
which predicts whether an image and text pair match:

$$L_{itm} = \mathbb{E} \left[ d(I,T) - pH \left( y_{itm}^{\text{gt}}, p_{itm}^{\text{gt}}(I,T) \right) \right],$$

where $y_{itm}^{\text{gt}}$ is a 2-dimensional one-hot vector representing the ground-truth label, and $H$ is the cross-entropy. In general, the calculation of Equation (1) is usually used in the pretrained retrieval model.

The second method (c) obtains the representation of each modality and calculates the similarity between unimodal features by directly exploiting or learning a similarity function. This type of similarity modeling method usually adopts contrastive image-text matching losses, which have been successful in self-supervised representation learning [44]. For each image and text, the processes for calculating the softmax-normalized image-to-text and text-to-image similarity is defined as follows:

$$p_{itm}^{\text{gt}}(I) = \frac{\exp (s(I,Tm) / \tau)}{\sum_{m=1}^{M} \exp (s(I,Tm) / \tau)},$$

$$p_{itm}^{\text{gt}}(T) = \frac{\exp (s(T,lm) / \tau)}{\sum_{m=1}^{M} \exp (s(T,lm) / \tau)}$$

where $\tau$ is the temperature parameter. Let $y_{itm}^{\text{gt}}(I)$ and $y_{itm}^{\text{gt}}(T)$ denote the ground truth, where the score equals to 1 if matched and otherwise 0. Then, the contrastive loss can be defined as follows:

$$L_{itc} = \frac{1}{2} \mathbb{E} \left[ d(I,T) - D \left( p_{itm}^{\text{gt}}(I), p_{itm}^{\text{gt}}(T) \right) + H \left( y_{itm}^{\text{gt}}(I), p_{itm}^{\text{gt}}(I) \right) + H \left( y_{itm}^{\text{gt}}(T), p_{itm}^{\text{gt}}(T) \right) \right].$$

Another simple form for updating similarity, comparable to the contrastive loss, is the bidirectional ranking loss, as illustrated in Equation (5):

$$L(I,T) = \sum \left[ \mu - s(I,T) + s(I,T^-) \right]_+ \sum \left[ \mu - s(I,T) + s(I^-T) \right]_+.$$

Compared to a pairwise loss, VSE++ [11] employs batch hard-negative mining to increase embedding flexibility and make optimization easier:

$$L(I,T) = \max \left[ \mu - s(I,T) + s(I,T^-) \right]_+ + \max \left[ \mu - s(I,T) + s(I^-T) \right]_+,$$

where $\left[ x \right]_+ = \max(x, 0)$ is a clip function, $s(\cdot)$ indicates the similarity prediction function, and $\mu$ is a positive constant, which we term the margin. In Equation (6), compared to a pairwise loss (Equation (5)), this loss addresses about the rank of the points with respect to a query rather than their exact distance, while another considers the sum of the violations for each negative sample.

The concept behind these functions is to increase the relevance score between an image and its corresponding text while decreasing the relevance score between an image and its irrelevant words. In terms of repeatability, how training losses and samples are chosen can significantly impact the ultimate retrieval outcome.

4 MATERIALS AND METHODS

4.1 Datasets

MS-COCO [30] and Flickr30k [52] have been used as benchmark datasets in most methods. The MS-COCO and Flickr30k datasets contain 123,287 and 31,783 images, respectively, and each image has five corresponding sentence descriptions. Most of the methods claim to split by Karpathy and Fei-Fei [20], using 121,287/1,000/1,000 images for training/validation/testing in Flickr30k and 113,287/5,000/5,000 images for training/validation/testing in MS-COCO dataset. During the replication phase, however, we discovered that almost all algorithms combine the data from the validation set with the training data in order to generate higher test set results. Furthermore, because MS-COCO’s 5k test is extremely time-consuming, some approaches employ the 1k test, which averages 5-fold of 1k test images from 5k images. However, it is still uncertain how to split and whether the result according to the split represents the best dividing outcome. As a result, for a more consistent comparison later, we use a unified division approach and average several measurements.

4.2 Evaluation metrics

At the test time, the result performance for image-text retrieval is reported by recall at K ($R@K$) which represents the ranking proportion of ground-truth queries within the top K. $R@1$, $R@5$, and $R@10$ are our evaluation metrics. To conveniently describe the experiment, we abbreviate “Image-to-text Retrieval” and “Text-to-image Retrieval” as “IR” and “TR”, respectively.

4.3 Models

4.3.1 pretrained models.

The pretrained model has gained considerable interest from the natural language processing, computer vision, and information retrieval communities because it can use self-supervised learning through unified pre-training and performs well on many downstream tasks. The visual-and-language pretraining (VLP) models achieve better performance in different downstream tasks. Most of the VLP models are pretrained on the image-text pairs of Google Conceptual Captions (GCC) [42], SBU Captions (SBU) [34], Microsoft COCO (MS-COCO) [30] and VG datasets. Existing VLPs are frequently directed at a variety of downstream tasks, resulting in many VLPs that have not been evaluated on the image-text retrieval task. Therefore, it is meaningless to make comparisons with these methods without image-text retrieval results. We selected these VLPs based on the availability of full image-text retrieval test results and the influence of their citation count. These are the five models we chose: ViLBERT [31], PixelBERT [16], Unicorn-VL [24], UNITER [4], and ViLT [21]. We summarize these VLPs in Table 1. These models share similar text encoders (BERT) and similar visual encoders (ROIs), but use different pre-training tasks and modality interaction architectures. On the downstream image-text retrieval tasks, these models all use the ITM loss to optimize multi-modal features of type (d), as shown in Equation (1).

ViLBERT [31] introduced a co-attention mechanism to fuse the features of the visual and the text flow and obtained fused visual features and text features, respectively. This modality interaction method belongs to (c) in Figure 1, which is also the most important contribution of this paper. This work is the originator of the pretrained visual-and-language model, and it has approximately 1,000 citations. PixelBERT [16] feeds the text and image with CNN embeddings into the transformer together, which indicates the single-stream framework and belongs to type (b) in Figure 1.
uses a multimodal transformer to align visual-and-language information and became the standard fusion method for the subsequent single-stream model. In addition, it reports the complete image-text retrieval results but lacks the code and details of the implementation. Unicoder-VL [24] uses a larger pre-training dataset (CC3M) and the contrast loss with the hardest in-batch negatives (Equation (6)) to optimize the image-text retrieval task for the first time. Nevertheless, neither the code nor the checkpoints for this project are open source. PixelBERT and Unicoder-VL lack code and details, it is basically impossible to reproduce the pretraining and downstream task results. However, due to the influence and inspiration of these two works, we still consider these two methods in the subsequent discussion. UNITER [4] and Unicoder-VL are basically the same architectures, belonging to the type (b) in Figure 1. The difference is that UNITER uses a better combination of pretraining tasks and larger pretraining datasets. It also thoroughly examines the results on image-text retrieval datasets. Although this work provides training checkpoints and open-source code, it is nearly impossible to reproduce due to the hard negative mining time limit. This work models similarity (type d) using ITM loss (Equation (1)) as in previous work but with hard negative mining, which may improve nearly 5 ~ 10 points in R@1. ViLT [21] is one of the simplest VLP models. It is similar to UNITER in that it uses the same architectural type (b) and pretrained tasks, as well as uniformly input image patch and text encoding into the transformer to achieve competitive performance in the image-text retrieval task. Similar to UNITER, its similarity modeling (d) also uses ITM loss (Eq. (1)). This method is easier to reproduce due to the simplicity and less extra setup.

4.3.2 Nonpretrained models.

Direct comparison of nonpretrained models and VLP is not fair due to the use of more data and longer training time. In the case of limited resources, it is also necessary to study nonpretrained models. The claimed main improvement of the nonpretrained models is mainly the modality interaction and similarity modeling in Figure 1. Therefore, we use 6 nonpretrained models with open source code for experimental comparison to determine the extent to which these assumptions hold. We show the differences in the architecture of these nonpretrained models in Table 2. The claimed contributions of the individual models are further explained next.

VSE++ [11] includes the in-batch hard-negative mining technique in the ranking loss, which contributed significantly to the improvement as they claim. Additionally, unlike many later works, their visual encoding uses CNN, and text encoding uses GRU. VSE++ obtains the modal encoding of type (a), maps visual and text features to a representation space, and obtains the similarity of the two modalities through the dot product of (e). SCAN [23] employs a stacked cross-attention model to predict similarity by taking into account the dense paired cross-modal interaction. Different from VSE++ [11], SCAN uses regions of interest (ROIs), to obtain the visual embedding. Then, SCAN uses the attention between modalities to obtain the fused modal information through the type (b) and obtains the final global image-text matching score by the mean of (d), as shown in Figure 1. VSRN [25] provides an interpretable and straightforward reasoning model by generating visual representations that capture significant items and semantic concepts in a picture. This technique focuses on interactions within visual modalities of (a). This demonstrates that the modal information of vision has not been fully exploited. Moreover, it applies the inner product as the similarity function in the joint embedding space, belonging to type (e). SAEM [50] employs self-attention embeddings to take advantage of fragment relations in pictures or texts and aggregate fragment information into visual and textual embeddings. The modality interaction can be classified into (a). Similar to the four previous works, the basic loss used in the similarity modeling is a contrastive loss (Equation (6)). Furthermore, SAEM [50] adds hard negative mining on the angular loss [47] to model similarity of type (e). CAMERA [36] does not use a pair of image-text data for training but adds image-text joint training for multiview descriptions, and selects content information through an attention module, which takes advantage of intra-modal interactions (a). Although CAMERA also uses a contrastive loss similar to previous works to map features of different modalities into a representation space of type (e), CAMERA introduces a diversity regularization term that causes a difference in the loss term. This causes additional parameter adjustments and increases the difficulty for subsequent improvement exploration. SGRAF [7] designs the SGR module for graph reasoning and the SAF to filter useless information, using type (c) to conduct modality interaction and obtain better semantic alignment. It also uses a contrastive loss with the hardest negative (Equation (6)), using the method (d) to model similarity.

Although the authors of the corresponding studies assert that these models function well, there are still some problems and opportunities for improvement. To begin, unlike VLPs, modality embeddings are investigated infrequently in nonpretrained models. Most approaches encode the image input using 36 visual regions and the text encoder GRU. Second, these approaches are not generalizable and exhibit a high parameter sensitivity. SCAN [23], VSRN [25], and CAMERA [36] report ensemble results. By doing so, these strategies improve reporting results but limit the method’s generalizability and ease of use. Additionally, they rely excessively on the granularity of feature encoding and filter and weight modal features with varying granularities using customized fine-grained interaction modules. Finally, the original publication poorly stated several critical parts of the models, although these elements are frequently critical for influencing the model’s outcomes.

5 ANALYSIS

We make tables of the experimental setup of all methods, as shown in Table 1 and Table 2.

5.1 Pretrained Models

We compare existing pretrained image-text retrieval models and present their detailed settings and parameter comparisons in Table 1. We analyze the ability of the retrieval model, the impact of the factor, and the reproducibility from the following two perspectives: the quantity of pretraining data and additional settings. Although the VLP model is hard to make a fair comparison due to the differences aforementioned in section 4.3, we attempt to obtain some insightful
Table 1: Comparisons with existing VLP methods and details on image-text retrieval. † represents methods that cannot reproduce results due to lack of code and training details.

| Method                        | Param | Architecture       | Visual Tokens | Pre-train Datasets | Pre-train Tasks | Flicker3k Epoch | MS-COCO Epoch | Loss | tricks | code |
|-------------------------------|-------|--------------------|---------------|--------------------|-----------------|----------------|----------------|------|--------|------|
| ViLBERT (paper [15]/reproduction [16]) | 221M  | one single-modal Transformer (language) + one cross-modal Transformer (with restricted attention pattern) | image RoI | CC                | 1) MLM 2) ITM 3) MIM | 20/17          | 1e-5           | 4/2 | 4/2   | 44/44 | PyTorch |
| PixelBERT† [16]               | 140M  | single cross-modal Transformer | CNN          | MS-COCO VG        | 1) MLM 2) ITM    | 10             | 1e-4           | 4   | 1e-4   | 512/512 | |
| Unicoder-VL† [24]            | 150M  | single cross-modal Transformer | image RoI | CC                | 1) MLM 2) ITM 3) MMM | -              | 5e-3           | -   | 5e-3   | 192/192 | |
| UNITER (paper [4]/reproduction [56]) | 150M  | single cross-modal Transformer | image RoI | CC                | 1) MLM 2) ITM 3) MMM 4) WRA | 5000 steps/15 | 1e-5 / 4e-5    | 5e-5 / 4e-5 | 8/94  | 0.1    | 1) HNMM 2) FP16 |
| ViLT [21]                     | 111M  | single cross-modal Transformer | image patch | CC                | 1) MLM 2) ITM 3) MIM | 15             | 1e-4           | 10  | 1e-4   | 256/256 | |

Table 2: Comparisons with existing nonpretrained methods and details in image-text retrieval. The data corresponding to the column where LR is located is the initial learning rate/the epoch when the learning rate changes/the Change Rate. The “each” means that the change will occur after the specified number of epochs.

| Method | Flicker3k | MS-COCO | Architecture       | Visual Encoder | Text Encoder | Framework               | Loss              | Param |
|--------|-----------|---------|--------------------|---------------|-------------|-------------------------|-------------------|-------|
| ViSE** [11] | 30       | 120     | 0.0002/15×0.1     | CNN           | GBU         | a, e                    | contrastive loss   | 67M   |
| SCAN [23] | 30       | 128     | 0.0002/15×0.1     | image RoI     | Bi-GRU      | b, d                    | contrastive loss   | 9M    |
| VSRN [25] | 30       | 128     | 0.0002/15×0.1     | image RoI     | Bi-LSTM     | a, e                    | a hinge-based triplet ranking loss, log-likelihood loss | 140M  |
| SGRAF [7] | 40       | 128     | 0.0002/30×0.1     | image RoI     | Bi-GRU      | a, e                    | contrastive loss   | 19M   |
| SAF     | 30       | 128     | 0.0002/20×0.1     | image RoI     | Bi-GRU      | a, e                    | contrastive loss   | 18M   |
| SARM [30] | 30       | 64      | 0.0001/each10×0.1 | image RoI     | BERT        | a, e                    | contrastive loss and angular loss | 114M  |
| CAMERA [36] | 30      | 128     | 0.0001/each20×0.1 | image RoI     | BERT        | a, e                    | contrastive loss and diversity regularization | 156M  |

Table 3: Comparisons with existing VLP methods and their results in image-text retrieval. *“∗” represents the results of the original paper that were not given. † represents methods that cannot reproduce results due to the lack of code and details.

| Method                        | Flickr3k | MS-COCO (5K) |
|-------------------------------|----------|---------------|
| ViLBERT (paper/reproduction) | 58.2/59.1 | 84.9/85.7/91.5/92.0 | -/76.8 | -/93.7 | -/97.6 | -/38.6 | -/68.2 | -/79.0 | -/53.5 | -/79.7 | -/87.9 |
| PixelBERT† (R50/X152)       | 59.8/71.5 | 85.5/92.1/91.6/95.8 | 75.7/87 | 94.7/98.9 | 97.1/99.5 | 41.1/50.1 | 69.7/77.6 | 80.5/86.2 | 53.4/63.6 | 80.4/87.5 | 88.5/93.6 |
| Unicoder-VL†                 | 71.5     | 90.9/94.9/86.2 | 96.3 | 99.0 | 46.7 | 76.0 | 85.3 | 62.3 | 87.1 | 92.8 |
| UNITER-Base (paper/reproduction) | 72.5/62.2 | 92.36/87.2/96.08/92.7 | 85.9/78.3 | 97.1/93.8 | 98.8/96.5 | 50.3/37.8 | 78.5/67.3 | 87.16/78.0 | 64.4/52.8 | 87.4/79.7 | 93.08/87.8 |
| ViLT-DA (paper/reproduction) | 62.2/62.3 | 87.6/87.6/93.2/93.5 | 83.7/82.9 | 97.2/98.1 | 98.1/98.1 | 42.6/42.2 | 72.8/73.2 | 83.4/84.0 | 62.9/62.7 | 87.1/87.5 | 92.7/93.0 |

conclusions considering reproducibility and practical improvement by comparing several models with the most similar settings.

5.1.1 Concerning of pre-training
As noted in Jia et al. [18], it holds true that downstream tasks such as image-text retrieval perform better with more pretraining data. From the perspective of pretrained data, the pretrained data of the 5 models are divided into 3 categories. As shown in Table 1, PixelBERT [16] only uses data in the field such as MS-COCO and VG, while ViLBERT [31] and Unicoder-VL [24] only use CC. ViLT [21] and UNITER [4] pretrained on both in-domain (MS-COCO and VG) and out-of-domain (CC and SBU) datasets. It is easy to see from Table 3 that as the amount of pre-training data scales up, the models get better retrieval results despite other factors such as model architecture and modality interaction. For example, ViLBERT vs. ViLT, have different model architectures, but ViLT with more pretraining data obtains better retrieval results in all metrics. In fact, Unicoder-VL and UNITER nearly belong to the same
architecture, and the only difference is the pre-training datasets, so naturally, in most cases, UNITER gets better retrieval results, except TR@1 and TR@10 in Flickr30k, as the original paper reported. PixelBERT-R50 and ViLT both use light visual tokens, such as CNN and direct image patches, and the same single cross-modal transformer. Clearly shown in Table 3, ViLT exceeds PixelBERT-R50 in every retrieval metric with a large margin due to the larger pre-training data though other factors change.

This finding was also confirmed in the original ablation experiments of many papers, but this has provoked our concern. Even if the paper provides the original pretraining code, it will not be replicated owing to a lack of information and prohibitively high cost. Even if researchers have the resources for reproduction, they are unwilling to devote too much money and resource consumption within a limited time and unexplained details [3]. Instead of reproducing these pretraining models, they could directly use the provided checkpoints in the pretraining stage. This manner is commonly preferred by small institutions, schools, and independent researchers. However, it is unknown whether the offered checkpoints required any pretraining abilities, included data from downstream tasks, or required extra manual annotation.

5.1.2 Concerning of additional settings.
Improvement of these VLP models may not only come from the pretraining and architecture design but also have their own tricks and unknown details.

Tricks. The primary difference between the original paper and our reproduction in ViLBERT and UNITER is the usage of online in-batch hard negative mining. As shown in Table 1 and Table 3, we focus on the image-text retrieval task and use the checkpoints provided by the original paper to make a certain comparison. At this time, the training rounds of most models are the same as the warmup strategy. As Zhang et al. [56] said, hard negative mining was added according to the description of ViLBERT’s original paper, where a hard negative was selected from among the 100 closest neighbors of the target image by using the settings shown in Table 1.

The results of the two datasets outperform those of the original paper, and several values that were not given in the original paper are included. For UNITER, the hard negative mining method provides the open-source code. However, after practice, we discover that this method is too time-consuming. In the original paper, the authors carried out the forward propagation of the network through the network model at a certain time, obtained \( M \) negative samples, and then took the most difficult \( N \) samples as the hard negative samples. On MS-COCO, its \( M \) setting is 399 and \( N \) setting is 31. Even with 16 A100 GPUs, ignoring the time for backpropagation and sorting negative samples, the calculation of forward propagation on UNITER-base (111M) is approaching 125 hours. It is impossible for researchers with limited resources to reproduce in a short time. Therefore, we did not reproduce the hard negative mining results of UNITER. Instead, by loading the released pretrained model of UNITER-Base and fine-tuning it on MS-COCO and Flickr30K, new results can be obtained, as shown in Table 3. This shows that without the hard sample mining operation, the reproducible results can make a huge difference, e.g., IR@1 and TR@1 drop by an average of 10 points on both Flickr30k and MS-COCO datasets. The only differences between UNITER-Base and ViLT are the visual-feature embedding and pretraining tasks. However, it can be seen that only a portion of the replicated UNITER-Base’s results is close to ViLT, and most indicators, such as Flickr30k TR@1, TR@5, and TR@10, and the MS-COCO dataset, have a considerable reduction. Hard negative samples have a significant impact on the image-text retrieval model, as can be observed.

Unknown details. For PixelBERT and Unicode-VL, even if they have a large number of references and great influence, we still cannot obtain comparable results. On the one hand, due to the lack of pretrained checkpoints, we cannot obtain the results of the pretraining stage. On the other hand, due to the lack of details, it is also unknown how much influences the fuzziness of training rounds and hyperparametric settings, as well as the sampling method of hard samples and data enhancement. For PixelBERT, there is a lack of training details, such as hyperparameter settings in the pretraining stage and retrieval stage. Unicode-VL adopts the hard negative method of Robinson et al. [40], but we are unable to duplicate it due to a lack of specifics.

The modal embedding and similarity modeling approaches are comparable in VIILBERT (221M) and UNITER-Base (110M), but the modality interaction, parameters, and amount of pretrained data are different. Although UNITER-Base uses more pretrained data, ViLBERT still outperforms UNITER-Base on numerous retrieval indicators (MS-COCO in R@1, 5, and 10) due to the combination of a larger parameter amount, modality interaction of the co-attention mechanism, and hard negative mining. We almost reported a number that was close to the original paper by loading the authors’ pre-trained checkpoints, but the training took longer due to the uncertainty exacerbated by random data augmentation.

5.2 NonPretrained Models
Because of lower calculation consumption and fewer parameters, the nonpretrained approach is also an essential component in driving the development of the image-text retrieval community and more ablation experiments can be carried out. The above findings of VLPs lead us to consider whether the modality interaction style and the use of hard samples are also key factors in performance improvement. Therefore, in the following section, we discuss the relevant contents in nonpretrained models. We compare existing nonpretrained image-text retrieval models and present their detailed settings and parameter comparisons in Table 2. Nonpretrained models for image-text retrieval are more likely to create complicated modality interactions and get more effective results than pretrained models. After VSE++ [11] is published, hard samples are used in nonpretrained methods widely. To research the roles of modality interaction and hard samples in image-text retrieval tasks, we reproduce several of existing nonpretrained image-text retrieval models with public codes and show results on Flickr30k dataset with Figure 2 and on MS-COCO dataset with Figure 3/Figure 4. We also show ten other experimental results with different random seeds on Flickr30k in Figure 5. We tried to find some interesting conclusions from the factors that affect nonpretrained models.

5.2.1 Concerning of the environment and code.
Reproducing the nonpretrained image-text retrieval models is not a trivial task. The majority of the code in the papers we collected was written using the older torch framework version and
Figure 2: The comparison on Flickr30k dataset of the experimental results in original papers, the reproduced results, and the results of removing hard samples. The different colored backgrounds correspond to different types of structures in Figure 1 (a), (b) and (c), respectively.

Figure 3: The comparison on MS-COCO (1K test) dataset of the experimental results in original papers, the reproduced results, and the results of removing hard samples.

Python 2. To run the code on Tesla A100 with torch 1.8.0 and CUDA 11, we just updated the code without changing the function of the program. We replicate each approach using the settings described in the original articles and the run statement in the README.md file in their codebase.

SCAN [23], SGRAF [7], VSRN [25], CAMERA [36], and SAEM [50] provide accurate training/testing codes to reproduce relatively easily. While, SAEM [50] does not provide a test code on MS-COCO 1,000 test. Some of the methods do not provide the complete results on Flickr30k and MS-COCO. VSE++ [11] includes tricks on using the validation set for training, preprocessing images with a single random or center crop, and finetuning the image feature extractor. We removed the above tricks to conduct our experiments. Moreover, the data selection for the five-fold cross-validation of the MS-COCO 1,000 test was not random, which also reduces the credibility of all methods. Therefore, a unified code framework and reasonable testing methods are some of the important factors to promote the orderly development of the image-text retrieval community. In addition to the above, we discovered that few approaches were replicated in the papers gathered, and the results in the original publications were directly listed. In such a manner, it is difficult for the community to know what lessons from previous research have held up, and it is tough for future researchers to improve on them.

5.2.2 Impact of different random seeds.

The raising of the metric score may come from different random seeds rather than the improvement of methods. Stability is required for research that promotes the development of image-text retrieval. This means that future researchers can more easily reproduce and improve existing methods. The stability of the method is usually manifested in the degree of dispersion of the results of multiple experiments [22]. When we looked at the source code for some methods, we were surprised to find that even though they were available, it was hard to reproduce some of them with the same value. We show the results presented in the paper, our reproduced results, and the results after removing the hard sample method in Figure 2, Figure 3, and Figure 4, corresponding to
the test results on Flickr30K dataset, 1,000 test set, and 5,000 test set of MS-COCO dataset, respectively. As can be seen from the three figures, the reproduction results of CAMERA [36] on the Flickr30k dataset and VSE++ [11]/VSRN [25] on the MS-COCO (1K test) dataset have a slight gap compared with their reported results. To further investigate the stability and how this gap occurs, we reproduce them using more random seeds and show the results in Figure 5. As expected, the reproduced results of different methods fluctuated within a range. Surprisingly, the reproduced scores of the most volatile method can range nearly 10+ points. In the image-text retrieval task, the test setup in many papers is not mentioned, so many methods may pick the best one among many experimental results. This is unjust, as it fails to assess whether approaches are of higher quality. So more fair test methods, such as average and n-fold cross-validation, must be introduced.

5.2.3 Impact of multi-modal interactions.

Modalities help improve the stability of models. According to the categories classified in Figure 1, we find that the structures have a superior combination of modality encoding and modality alignment. The related approaches also have closer replicable results to the original papers’ results even without hard samples, such as SGRAF [7]. They also have better performance and a more aggregated distribution in Figure 5. In VLP, we saw a similar conclusion as shown in Table 3. The single-stream VLP model is more capable of modality interaction than the two-stream VLP model. As a result, figuring out how to better align visual and text modalities remains a key breakthrough point for improving image-text retrieval performance. We found that the removing hard samples results of SAEM [50] and CAMERA [36] are near to the experimental results in the corresponding papers. The most notable distinction between SAEM [50]/CAMERA [36] and other non-pretrained models is that the former two use the pretrained BERT as the text encoder, which has trained with a large number of the corpus.

It is worth noting that the text encoder is trainable while the image encoder is non-trainable in image-text retrieval settings, which leads to unstable results when fewer training steps and random initialization are adopted. Compared with LSTM and GRU, BERT is a more efficient text encoder and makes image-text retrieval methods more stable with self-supervised pretraining in large scale
corpus. But this pretraining of the text encoder makes it hard to know whether the improvement comes from the text encoder or the network architecture.

5.2.4 Impact of hard samples.

The use of hard samples or proper modality encoding and modality alignment contribute to the similarity modeling ability of models. Using hard samples in image-text retrieval tasks is proposed by VSE++ [11], which is a method to assist similarity modeling. We have added experiments, shown in Figure 2, Figure 3 and Figure 4, to remove hard samples to verify the modeling ability of the model itself. The performance of almost all methods degrades to some extent after removing hard samples, except for the model with the structure in Figure 1(c). This further reveals that the (c) in Figure 1 has better similarity modeling ability. However, whether VSE++ [11], VSRN [25], SAEM [50], and CAMERA [36] which have an excellent modality encoding ability, or SCAN [23] which has a superior modality alignment ability, all get a bad performance without hard samples. Therefore, in addition to using hard samples, boosting the model’s modality encoding and modality alignment abilities are essential ways to improve similarity modeling ability.

6 CONCLUSION AND SUGGESTION

As discussed above, we were astonished that so few of the architectural alterations of modality interaction and similarity modeling resulted in gains, even when we used nearly the same parameters as the original paper but omitted some techniques and used different random seeds. There are several probable explanations for why our findings were as they were:

1. Training data scale is the key. (§5.1.1 and §5.2.1) In the VLP results, we found that the addition of data can significantly improve the final results but has worse reproducibility. Meanwhile, when we reproduced the nonpretrained model, the original text of the specific operation of data enhancement and the description of the code is too vague, so the data comparison is not necessarily carried out under the exact same settings. Moreover, we found that for the larger dataset MS-COCO and the harder 5K test, the results of each method run are more stable. In the process of reproduction, we did not use the validation set data, so this quantitative data may have caused a certain degree of decline in the reproduction results.

2. Additional settings are vital. (§5.1.2) We discovered that, despite being thought to be some “tricks”, some of the details omitted by the authors from the paper played a significant role. We wish that the authors could have described them in detail to help the researchers really understand where the enhancements came from.

3. Not tuning hyperparameters handicapped other methods. (§5.2.2) In our replication, we discovered that the random seed has a significant impact on the experimental results, with differences of up to nearly 10 points on IR@1 (see Figure 5). As a result, these modification strategies are not sufficiently hyperparameter-agnostic and stable in their modality interaction modification. Furthermore, if parameter sensitivity is the key to the problem, using a decent initialization as the final result does not reflect one’s own method’s contribution.

4. Modality interaction types may be critical. (§5.2.3) For many VLPs, we can use most of their methods as simple transformers as modality interactions. Although the co-attention mechanism of ViLBERT has a marginal performance improvement, it introduces double the parameters, resulting in greater computational consumption. For many nonpretrained models, most put the direction of improvement on modality interaction. To our surprise, in addition to improving the performance of the model to a certain extent, the multi-modal interaction of type (c) and multi-modal feature (type d) can also make the model more stable (see Figure 2, 3, and 4).

5. How to make better use of training samples is also the key. (§5.1.2 and §5.2.4) Hard samples are widely used in both VLPs and non-pretrained models. Through ablation experiments on hard negative mining in VLPs experiments, we found that more hard samples can greatly enhance the retrieval results. In the nonpretrained results, we found that the use of the most hard samples was not the same as that of VLPs. These methods only use the most similar negative samples and one positive sample in a batch for optimization, resulting in less utilization of the characteristics of the data. Additionally, due to the parameter sensitivity of these methods, under different random seeds, the model similarity modeling ability is different. This, in turn, magnifies the effect of hard samples.

Given these findings, we propose some suggestions to improve the robustness and generalizability of future image-text retrieval research. First, when proposing a new method, the random seed used and the results of multiple runs and specific details should be given. The best-practice results reporting should include the mean and standard deviation across numerous trials or at the very least avoid cherry-picking the best run [33] like Figure 5. Second, we should not pay too much attention to the tuning of models and parameters, and we should focus on the characteristics of the mining data. Hard samples can bring a more stable improvement to the model [40], but such methods are rarely used in the field of image-text retrieval. Based on the findings of this recurring result, we believe that in the future, we should focus on such methods of stable improvement rather than those that need to be sensitive to parameters. Finally, we should rigorously evaluate models using more than one metric to get a comprehensive understanding of how a good method works in different situations, such as NDCG [17] and mAP [35]. In a realistic scene, users are searching for relevant images/captions but not necessarily exact matches. The Recall@K evaluation provides results that are too rigid, which ignores other relevant but not exact-matching elements that users may be interested in.
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