Common-spectrum process versus cross-correlation for gravitational-wave searches using pulsar timing arrays
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The North American Nanohertz Observatory for Gravitational Waves (NANOGrav) has recently reported strong statistical evidence for a common-spectrum red-noise process for all pulsars, as seen in their 12.5-yr analysis for an isotropic stochastic gravitational-wave background. However, there is currently very little evidence for quadrupolar spatial correlations across the pulsars in the array, which is needed to make a confident claim of detection of a stochastic background. Here we give a frequentist analysis of a very simple signal+noise model showing that the current lack of evidence for spatial correlations is consistent with the magnitude of the correlation coefficients for pairs of Earth-pulsar baselines in the array, and the fact that pulsar timing arrays are most-likely operating in the intermediate-signal regime. We derive analytic expressions that allow one to compare the expected values of the signal-to-noise ratios for both the common-spectrum and cross-correlation estimators.

I. INTRODUCTION

A stochastic gravitational-wave background (GWB) is formed from the superposition of GW signals that are either too weak or too numerous to individually detect [1, 2]. Although we have not yet detected a stochastic background, we know from the advanced LIGO-Virgo detections of individual stellar-mass compact binaries [3–5] that such a signal exists. So it is just a matter of time before we reach the sensitivity level needed to make a confident detection of the corresponding unresolved GWB signal. For the astrophysical GWB produced by stellar-mass binary black holes (BBHs) throughout the universe, we expect to reach this level by the time the advanced LIGO [6] and Virgo [7] detectors are operating at design sensitivity (in a couple of years time) [8, 9]. For the analogous GWB produced by supermassive (∼10^9 M⊙) binary black holes (SMBBHs) associated with galaxy mergers throughout the universe [10], we may actually be a bit closer to reaching that sensitivity level [11, 12].

The North American Nanohertz Observatory for Gravitational Waves (NANOGrav) [13] has recently reported strong statistical evidence for a common-spectrum red-noise process for all pulsars, as seen in their 12.5-yr analysis for an isotropic stochastic signal [14]. But there is currently very little evidence for quadrupolar spatial correlations across the pulsars [15], which is needed to make a confident claim of detection of a stochastic gravitational-wave background. As noted in their paper, the current lack of evidence for spatial correlations is consistent with the reduction in signal power that comes from the magnitude of the correlation coefficients for pairs of Earth-pulsar baselines being less than or equal to 0.5. Here we give an explicit proof of that statement in the context of a very simple signal+noise model. Using simple frequentist estimators of the amplitude of the GWB, we show that the common-spectrum (i.e., auto-correlation) estimator has a larger signal-to-noise ratio than a cross-correlation estimator in the intermediate-signal regime [16], even if there is no cross-correlated noise to compete against. The estimators that we use have similarities to various frequentist GWB statistics in the pulsar timing literature [11, 17, 18], but are purposefully simplified in order to highlight the difference between the auto-correlated and cross-correlated signal.

This simplification of the model leads to a few subtleties in how this model is related to the actual situation. In the simple toy model that we shall describe below, the detection of a red-noise process of any kind would establish the presence of a GWB (in technical terms, the measured signal-to-noise ratio relative to the white-noise-only null hypothesis would be sufficiently greater than zero). But in reality, pulsars have intrinsic red noise that must be distinguished from the common-mode effects of the GWB. While some red noise has long since been clearly detected in many pulsars, an analysis of the properties of the red noise is necessary to detect a common-mode process. We therefore define our signal-to-noise ratios relative to their variance in the presence of a potentially non-zero signal, thus taking into account the variance associated with the GWB itself [11]. This is in contrast to the optimal statistic [18],
which acts as a detection statistic by defining the noise using the characteristics of a noise-only model. While both of these statistics generically include intrinsic pulsar red noise, we omit this complication for clarity, essentially assuming we have modeled the intrinsic red noise perfectly. The argument of this paper is then that with the same data, in the intermediate-signal regime where modern pulsar timing arrays operate \[16\], one can estimate the amplitude of a GWB using the auto-correlations more precisely than one can estimate it using the cross-correlations. This is essentially what is happening with the NANOGrav 12.5-yr data set, where the auto-correlations can be measured well enough to detect a common-spectrum red-noise process, but the cross-correlations alone cannot yet be measured well enough to provide the unique indication that this is a gravitational-wave signal.

The rest of the paper is organized as follows: In Sec. II we define our simple signal+noise model, and in Sec. III we calculate the expected signal-to-noise ratios of the amplitude of a potential GWB for the optimal common-spectrum and cross-correlation estimators, in both the weak-signal and intermediate-signal regimes. Our main finding is that the optimal common-spectrum estimator has a larger expected signal-to-noise ratio than the optimal cross-correlation estimator in the intermediate-signal regime, in broad agreement with the results of NANOGrav’s 12.5-yr analysis. We conclude in Sec. IV with a brief discussion, comparing the main results obtained here to expectations for ground-based detectors, and more sophisticated statistical analyses, like those actually performed on the 12.5-yr data \[14\].

II. TOY MODEL

We consider a pulsar timing array consisting of \( N \) pulsars, with uncorrelated white Gaussian noise described by power spectra

\[
P_{n_a}(f) = 2\sigma_a^2 \Delta t, \quad a = 1, 2, \cdots, N, \tag{1}
\]

and a GWB with total auto-correlated power

\[
P_{gw}(f) = \frac{A_{gw}^2}{12\pi^2} \left( \frac{f}{f_{yr}} \right)^{2\alpha} f^{-3}, \quad \alpha = -2/3, \tag{2}
\]

where \( \alpha = -2/3 \) is the spectral index appropriate for GW-driven emission from inspiraling SMBBHs \[19\]. In the above expressions, \( P(f) \) are one-sided power spectral densities for the timing residuals (units of \( s^2/\text{Hz} \)); \( \sigma_a^2 \) are the noise variances for the pulsars (not necessarily equal to one another); \( \Delta t \) is the sampling period (typically one to three weeks for pulsar timing observations); and \( f_{yr} \equiv 1/\text{yr} \) is a reference frequency for evaluating the GWB amplitude.

For simplicity, we will assume that there are only two frequency bins

\[
f_l \equiv f_{\text{low}}, \quad f_h \equiv f_{\text{high}}, \tag{3}
\]

and that the pulsar white noise for all pulsars is much larger than the power in the GWB at high frequencies, so that \( P_{n_a}(f_h) \gg P_{gw}(f_h) \). At low frequencies, the pulsar white noise can be either much greater or much less than the power in the GWB. We call these two regimes the \textit{weak-signal} and \textit{intermediate-signal} regimes, respectively \[16\] (Figure 1):

\[
\begin{align*}
P_{gw}(f_l) &\ll P_{n_a}(f_l) &\quad &\& P_{gw}(f_h) \ll P_{n_a}(f_h) \quad \text{(weak signal regime),} \\
P_{gw}(f_l) &\gg P_{n_a}(f_l) &\quad &\& P_{gw}(f_h) \ll P_{n_a}(f_h) \quad \text{(intermediate signal regime).}
\end{align*} \tag{4, 5}
\]

The unknown signal and noise parameters are \( \sigma_a^2 \) and \( A_{gw}^2 \). But to simplify the analysis, we will work with \textit{rescaled} parameters \( \tilde{\sigma}_a^2 \) and \( A_{gw}^2 \), so that

\[
\begin{align*}
P_{n_a}(f) &\equiv \tilde{\sigma}_a^2, \quad P_{gw}(f) = A_{gw}^2 f^{-13/3}, \quad a = 1, 2, \cdots, N. 
\end{align*} \tag{6}
\]

The timing-residual data for the \( N \) pulsars can be written in the frequency domain as

\[
\tilde{d}_a(f) = \tilde{h}_a(f) + \tilde{n}_a(f), \quad a = 1, 2, \cdots, N, \tag{7}
\]

where the tildes denote Fourier transforms of the corresponding time-series. The data covariance matrix is given by

\[
\tilde{C}(f) = \begin{pmatrix}
P_{1}(f) & P_{12}(f) & \cdots & P_{1N}(f) \\
P_{21}(f) & P_{2}(f) & \cdots & P_{2N}(f) \\
\vdots & \vdots & \ddots & \vdots \\
P_{N1}(f) & P_{N2}(f) & \cdots & P_N(f)
\end{pmatrix}, \tag{8}
\]
where

\[ P_a(f) \equiv P_n(f) + P_{gw}(f), \quad P_{ab}(f) = P_{na}(f) \equiv \chi_{ab} P_{gw}(f), \] (9)

and \( \chi_{ab} \equiv \chi(\zeta_{ab}) \) is the value of the Hellings-and-Downs correlation function evaluated at the angular separation \( \zeta_{ab} \) between two Earth-pulsar baselines (Figure 2). Note that we are assuming here that there is no cross-correlated noise, so that only the GWB power spectrum appears in the off-diagonal terms, multiplied by the Hellings-and-Downs coefficients.

It is also important to emphasize that \( P_{gw}(f) \) is the total auto-correlated power induced by the GWB in the timing residuals for each Earth-pulsar baseline. This auto-correlated power has contributions from both the Earth-term and pulsar-term components of the GWB timing-residual response \[15\], while only the Earth-term components of the response are correlated across pulsars in the array and contribute to \( \chi(\zeta) \). This is the reason for the factor of 0.5 in the normalization of the Hellings-and-Downs curve (Figure 2) at zero angular separation. The total auto-correlated power corresponds to a single Earth-pulsar baseline, while the Hellings-and-Downs curve gives the expected correlation coefficient for two distinct Earth-pulsar baselines, even though the lines-of-sight to the two pulsars might be the same.

The standard estimators for the total auto-correlated and cross-correlated power spectra are

\[ \hat{P}_a(f) \equiv \frac{2}{T} |\hat{a}_a(f)|^2, \quad \hat{P}_{ab}(f) \equiv \frac{2}{T} \text{Re}[\hat{a}_a(f)\hat{a}_b^*(f)], \] (10)

where \( T \) is the total observation time, and the factor of 2 has been included to make these one-sided power spectrum
estimates. Since we only have two frequencies to work with, we have $2N$ complex data points
\[
\hat{d}_{al} \equiv \hat{d}_a(f_1), \quad \hat{d}_{ah} \equiv \hat{d}_a(f_h), \quad a = 1, 2, \cdots, N,
\] (11)
from which to construct estimators for the $N + 1$ parameters $\bar{\sigma}_a^2$ and $\bar{A}_{gw}^2$.

Given the inequalities in (9), it immediately follows that the white noise variances $\bar{\sigma}_a^2$, can be estimated simply from the high-frequency estimators of the auto-correlated power:
\[
\hat{\sigma}_a^2 \equiv \hat{P}_a(f_h) = \frac{2}{T} |\hat{d}_{ah}|^2, \quad a = 1, 2, \cdots, N.
\] (12)
Similarly, the amplitude $\bar{A}_{gw}^2$ of the power in the GWB can be estimated from either the difference between the auto-correlated power at low frequency and the white noise estimators at high frequency:
\[
\bar{A}_{gw}^2 \equiv \hat{P}_a(f_l) - \hat{\sigma}_a^2 = \frac{2}{T} \left( |\hat{d}_{al}|^2 - |\hat{d}_{ah}|^2 \right), \quad a = 1, 2, \cdots, N,
\] (13)
or the cross-correlated power at low frequencies
\[
\bar{A}_{ab}^2 \equiv \hat{P}_{ab}(f_l)/\chi_{ab} = \frac{2}{T} \Re[\hat{d}_{al}\hat{d}_{ab}^*]/\chi_{ab}, \quad ab = 12, 13, \cdots,
\] (14)
where the number of distinct pulsar pairs $ab$ is given by $N_{\text{pairs}} = N(N - 1)/2$. (We do not consider cross-correlation estimators evaluated at high frequencies, since the power in the GWB at high frequencies is less than that at low frequencies by a large factor, $(f_h/f_l)^{13/3}$.) We will call the estimators $\bar{A}_{ab}^2$, which are constructed from the auto-correlated power spectrum estimates, common-spectrum or common-process estimators. Similarly, we will call the estimators $\bar{A}_{ab}^2$, which are constructed from the cross-correlated power spectrum estimates, cross-correlation or Hellings-and-Downs estimators. Note that in all cases, the expectation value of these estimators (averaged over different signal and noise realizations) is just the amplitude of the power in the GWB:
\[
\langle \bar{A}_{ab}^2 \rangle = \langle \bar{A}_{ab}^2 \rangle = \bar{A}_{gw}^2.
\] (15)

We can further construct optimal (i.e., minimal-variance, unbiased) estimators of $\bar{A}_{gw}^2$ by forming appropriate linear combinations of these individual estimators. Since we are interested in this paper in comparing the common-spectrum and cross-correlation estimators, we will define and analyze these two estimators separately in the following section.

### III. OPTIMAL ESTIMATORS

To construct optimal linear combinations of the individual common-spectrum and cross-correlation estimators defined in the previous section, we need to calculate the covariance matrices of these estimators, from which we obtain the optimal weighting factors. This is a consequence of a general result, which says that given $N$ estimators $\hat{X}_i$ of some quantity $X$, the optimal linear combination of the $\hat{X}_i$ is given by the weighted average
\[
\hat{X}_{\text{opt}} \equiv \frac{\sum_i \lambda_i \hat{X}_i}{\sum_j \lambda_j}, \quad \lambda_i \equiv \sum_j (C^{-1})_{ij},
\] (16)
where $C_{ij}$ are the components of the covariance matrix for the estimators:
\[
C_{ij} \equiv \langle \hat{X}_i \hat{X}_j \rangle - \langle \hat{X}_i \rangle \langle \hat{X}_j \rangle.
\] (17)
It is easy to show that the expected value of $\hat{X}_{\text{opt}}$ is $X$ (since $\langle \hat{X}_i \rangle = X$ and $X_{\text{opt}}$ is normalized), and that its variance is given by
\[
\sigma^2_{\text{opt}} \equiv \langle \hat{X}_{\text{opt}}^2 \rangle - \langle \hat{X}_{\text{opt}} \rangle^2 = \frac{1}{\sum_i \lambda_i} = \frac{1}{\sum_{i,j} (C^{-1})_{ij}}.
\] (18)

**Proof:** The second equality in the above expression for $\sigma^2_{\text{opt}}$ follows from
\[
\left( \sum \lambda \right)^{-2} \sum_{i,j} \lambda_i \lambda_j \langle \hat{X}_i \hat{X}_j \rangle - X^2 = \left( \sum \lambda \right)^{-2} \sum_{i,j} \lambda_i \lambda_j (C_{ij} + \langle \hat{X}_i \rangle \langle \hat{X}_j \rangle) - X^2
\]
\[
= \left( \sum \lambda \right)^{-2} \sum_{i,j} (C^{-1})_{ij} (C^{-1})_{ij} = \left( \sum \lambda \right)^{-1}.
\] (19)
The square of the expected signal-to-noise ratio of the optimal estimator is thus
\[
\rho_{\text{opt}}^2 = \frac{\langle \hat{X}_{\text{opt}} \rangle^2}{\sigma_{\text{opt}}^2} = X^2 \sum_{i,j} (C^{-1})_{ij}.
\] (20)

The above construction is a generalization of standard $1/\sigma_i^2$ inverse-noise weighting of $N$ independent estimators $\hat{X}_i$, which allows for correlations between the estimators.

A. Optimal common-spectrum estimator

The optimal linear combination of the common-spectrum estimators $\hat{A}_a^2$, where $a = 1, 2, \ldots, N$, is thus given by
\[
\hat{A}_{\text{CP}}^2 = \sum_a \lambda_a \hat{A}_a^2, \quad \lambda_a = \sum_b (C^{-1})_{ab},
\] (21)
where the subscript ‘CP’ stands for common process, and $C_{ab}$ are the components of the $N \times N$ covariance matrix
\[
C_{ab} = \langle \hat{A}_a^2 \hat{A}_b^2 \rangle - \langle \hat{A}_a^2 \rangle \langle \hat{A}_b^2 \rangle.
\] (22)

To calculate the components $C_{ab}$ of the covariance matrix, we will need to evaluate expectation values of the form
\[
\langle |\hat{a}_{ai}|^2 |\hat{a}_{bj}|^2 \rangle, \quad \langle |\hat{a}_{ai}|^2 |\hat{a}_{ib}|^2 \rangle, \quad \langle |\hat{a}_{ai}|^2 |\hat{a}_{ib}|^2 \rangle,
\] (23)
where $a = b$ for the diagonal elements. To do so, we will make use of the following identity for zero-mean Gaussian random variables:
\[
\langle XYZW \rangle = \langle XY \rangle \langle ZW \rangle + \langle XZ \rangle \langleYW \rangle + \langle XW \rangle \langle YZ \rangle.
\] (24)

We will also use the following expressions for the various quadratic expectation values:
\[
\langle \hat{a}(f)\hat{a}^\dagger(f) \rangle = \frac{T}{2} P_{ab}(f),
\] (25)
\[
\langle \hat{a}(f)\hat{a}^\dagger(f') \rangle = 0 \text{ if } f \neq f',
\] (26)
\[
\langle \hat{a}(f)\hat{a}(f') \rangle = \langle \hat{a}(f)\hat{a}^\dagger(-f) \rangle = 0 \text{ if } f \neq 0,
\] (27)
\[
\langle \hat{a}^\dagger(f)\hat{a}^\dagger(f') \rangle = \langle \hat{a}(f)\hat{a}(f') \rangle = 0 \text{ if } f \neq 0.
\] (28)

Note that the last two results hold even if $a = b$.

Using the above results, we find
\[
C_{aa} = \int f_{1/3} \left( P_{gw}^2(f_i) + 2\sigma_a^2 P_a(f_i) \right), \quad C_{ab} = \left( \bar{A}_{gw}^2 \right)^2 \chi_{ab}^2,
\] (29)
for the diagonal and off-diagonal elements of the covariance matrix for the common-spectrum estimators. These expressions simplify in the weak-signal and intermediate-signal regimes. In these limits
\[
C_{ab} \simeq 2f_{1/3} \bar{A}_{gw}^2 \sigma_a^2 \delta_{ab} \text{ (weak signal regime)},
\] (30)
\[
C_{ab} \simeq \left( A_{gw}^2 \right)^2 \chi_{ab}^2 \text{ (intermediate signal regime)},
\] (31)
where $\chi_{ab} = 1$ in the last expression if $a = b$. Note that in the weak-signal regime, the covariance matrix is diagonal, which means that the individual common-spectrum estimators are independent of one another. In contrast, in the intermediate-signal regime, the covariance matrix has non-negligible off-diagonal terms corresponding to covariances between the estimators, which reduces the number of independent terms in the weighted average.

Using (20), we can now calculate the square of the expected signal-to-noise ratio for the optimal combination of common-spectrum estimators in these two limits. We just need to invert the above covariance matrices and sum their components. To simplify the calculation further we will assume that the pulsar white noise power $\sigma_a^2$ is the same for all pulsars—i.e., $\sigma_a^2 \equiv \bar{\sigma}^2$. Then for the $N = 45$ pulsars used in NANOGrav’s 12.5-year analysis, we find
\[
\rho_{\text{CP}}^2 \simeq \frac{45}{2} P_{gw}^2(f_i)/\langle \bar{\sigma}^2 \rangle^2 \text{ (weak signal regime)},
\] (32)
\[
\rho_{\text{CP}}^2 \simeq 20.0 \text{ (intermediate signal regime)}.
\] (33)

Note that the factor of $45/2$ in the first expression comes from $(C^{-1})_{ab}$ being proportional to the identity matrix $\delta_{ab}$ in the weak-signal regime with $\sigma_a^2 = \bar{\sigma}^2$ for all pulsars. This is reduced slightly to 20 in the intermediate-signal regime, due to the off-diagonal terms in the inverse covariance matrix.
B. Optimal Hellings-and-Downs estimator

We now perform a similar calculation for the Hellings and Downs cross-correlation estimators $\hat{A}_{ab}^2$, where $ab = 12, 13, \ldots$ To evaluate the components $C_{ab,cd}$ of the $N_{\text{pairs}} \times N_{\text{pairs}}$ covariance matrix between these estimators, we need to evaluate expectation values of the form

$$
\langle \hat{d}_{at} \hat{d}_{bt} \hat{d}_{ct} \hat{d}_{dt} \rangle, \quad \langle \hat{d}_{at} \hat{d}_{bt} \hat{d}_{ct} \hat{d}_{dt}^* \rangle, \quad \langle \hat{d}_{at} \hat{d}_{bt} \hat{d}_{ct}^* \hat{d}_{dt} \rangle, \quad \langle \hat{d}_{at} \hat{d}_{bt} \hat{d}_{ct}^* \hat{d}_{dt}^* \rangle,
$$

where $a \neq b$, $c \neq d$, but one or two pulsars might be shared between the pairs $ab$ and $cd$. (For example, the diagonal elements of the covariance matrix have $c = a$ and $d = b$.) There are thus three cases to consider, and which lead to the following results:

(i) when $ab$ and $cd$ do not share any pulsar in common:

$$
C_{ab,cd} = \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( \frac{\chi_{ac} \chi_{bd} + \chi_{ad} \chi_{bc}}{\chi_{ab} \chi_{cd}} \right),
$$

(ii) when $ab$ and $cd$ share one pulsar in common, e.g., $c = a$:

$$
C_{ab,ad} = \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( 1 + \frac{P_a(f_i)}{P_{gw}(f_i)} \frac{\chi_{bd}}{\chi_{ab} \chi_{ad}} \right),
$$

(iii) when $ab$ and $cd$ share two pulsars in common, e.g., $c = a$, $d = b$:

$$
C_{ab,ab} = \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( 1 + \frac{P_a(f_i) P_b(f_i)}{P_{gw}(f_i)} \frac{1}{\chi_{ab}} \right).
$$

These expressions simplify in the weak-signal and intermediate-signal regimes to

$$
C_{ab,cd} \simeq 0, \quad C_{ab,ad} \simeq 0, \quad C_{ab,ab} \simeq \frac{1}{2} f_t^{26/3} \tilde{\sigma}_a^2 \tilde{\sigma}_b^2 / \chi_{ab}^2 \quad \text{(weak signal regime),}
$$

and

$$
C_{ab,cd} \simeq \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( \frac{\chi_{ac} \chi_{bd} + \chi_{ad} \chi_{bc}}{\chi_{ab} \chi_{cd}} \right), \quad C_{ab,ad} \simeq \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( 1 + \frac{\chi_{bd}}{\chi_{ab} \chi_{ad}} \right), \quad C_{ab,ab} \simeq \frac{1}{2} \left( \hat{A}_{gw}^2 \right)^2 \left( 1 + \frac{1}{\chi_{ab}} \right) \quad \text{(intermediate signal regime).}
$$

Just as we did for the optimal common-spectrum estimator, we can calculate the square of the expected signal-to-noise ratio of the optimal Hellings-and-Downs estimator in these two limits by appropriately summing the elements of the inverse covariance matrix, $(C^{-1})_{ab,cd}$. Assuming as before that $\tilde{\sigma}_a = \tilde{\sigma}$ for all pulsars, we find

$$
\rho_{\text{HD}}^2 \simeq 2 \sum_{ab} \chi_{ab}^2 \frac{P_{gw}^2(f_i)}{(\tilde{\sigma})^2} \approx 66 \rho_{\text{CP}}^2 \frac{P_{gw}^2(f_i)}{(\tilde{\sigma})^2} \quad \text{(weak signal regime),}
$$

$$
\rho_{\text{HD}}^2 \simeq 4.66 \quad \text{(intermediate signal regime),}
$$

for the $N = 45$ pulsars used in NANOGrav’s 12.5-yr analysis. Note the drastic reduction from 66 to 4.66 in the expressions for the squared signal-to-noise ratio in the weak-signal and intermediate-signal regimes. This is due to the presence of non-negligible off-diagonal terms in the inverse covariance matrix for the intermediate-signal regime, which reduces the number of independent terms in the weighted average.

C. Comparison

It is now a simple matter to compare the expected signal-to-noise ratios for the optimal common-spectrum and Hellings-and-Downs estimators. Using the results in

$$
\rho_{\text{CP}} / \rho_{\text{HD}} \approx 0.6 \quad \text{(weak signal regime),}
$$

$$
\rho_{\text{CP}} / \rho_{\text{HD}} \approx 2.1 \quad \text{(intermediate signal regime),}
$$

we find

$$
\rho_{\text{CP}} / \rho_{\text{HD}} \approx 0.6 \quad \text{(weak signal regime),}
$$

$$
\rho_{\text{CP}} / \rho_{\text{HD}} \approx 2.1 \quad \text{(intermediate signal regime).}
$$
Note that this last result, as well as the values for the individual signal-to-noise ratios in the intermediate-signal regime \( \rho_{CP} \approx 4.5 \) and \( \rho_{HD} \approx 2.2 \) are broadly consistent with NANOGrav’s recent analysis \cite{14} of their 12.5-yr data, where they found much stronger evidence for a common-spectrum process than for Hellings-and-Downs cross correlations.

We see that the transition between the weak-signal and intermediate-signal regimes leads to a reversal of the signal-to-noise preference between using the optimal common-spectrum estimator or Hellings-and-Downs cross-correlation estimator. In the weak-signal regime, the noise is dominated by white noise, and the fact that there are more pairs of pulsars than individual pulsars means that there is more averaging available for the cross-correlation estimator than the common-spectrum (i.e., auto-correlation) estimator. In the intermediate-signal regime, the variance of the GWB itself dominates, and because the Earth-term component of the signal is correlated across the sky, the number of independent terms in the average is considerably less than the number of pairs of pulsars, and the benefit of averaging is reduced by roughly an order of magnitude. The common-spectrum estimator also suffers a reduction in the number of independent measurements in the intermediate-signal regime, but this effect is relatively smaller since the pulsar-term component of the signal is uncorrelated and the number of auto-correlations is smaller. As a result, once the variance of the GWB itself dominates, as is the case in the NANOGrav 12.5-yr data, the signal-to-noise balance begins to favor the auto-correlations. Figure 3 illustrates the transition between the weak-signal and intermediate-signal regimes, using the full expressions for the covariance matrices \eqref{29} and \eqref{35}, \eqref{36}, \eqref{37} to calculate the expected signal-to-noise ratios \( \rho_{CP} \) and \( \rho_{HD} \). This calculation is done for the \( N = 45 \) NANOGrav 12.5-yr pulsars.

Figure 3. Reversal of signal-to-noise preference from \( \rho_{HD} \) to \( \rho_{CP} \) as one transitions from the weak-signal regime to the intermediate-signal regime. The ratios given in \eqref{42} and \eqref{43} are represented here by the dashed and dotted horizontal lines. This figure is for the \( N = 45 \) NANOGrav 12.5-yr pulsars.

IV. DISCUSSION

We conclude this paper with a couple of remarks:

(i) The main result—that NANOGrav should see evidence of a GWB first in the auto-correlations and then in the cross-correlations—is specific to pulsar timing analyses and is not expected for ground-based detectors like advanced LIGO and Virgo. This is because the advanced LIGO and Virgo detectors are operating in the weak-signal regime, where \( P_{gw}(f) \ll P_{n}(f) \) for all frequencies. Hence, for LIGO-Virgo analyses, it is most efficacious to look for evidence of a GWB in the cross-correlations \cite{20, 21}, where there is little \cite{22–26} or no cross-correlated noise to compete against. In contrast, pulsar timing arrays are most-likely currently operating in the intermediate-signal regime \cite{16}, where the power in the GWB dominates that of the noise at low frequencies. As the total observation time increases, one has access to lower frequencies (since \( f_{\text{min}} \sim 1/T \)), where the power in a GWB with a steep red-noise spectral index (e.g., \(-13/3 \) for SMBBH inspirals) can more easily exceed the pulsar noise power (assuming the noise is white or less red than the GWB), and move us into the intermediate-signal regime. For ground-based detectors, increasing the total observation time does not allow one to access frequencies below \( \sim 10 \) Hz, which are dominated by seismic and gravity-gradient noise.

(ii) As mentioned above, the analyses presented in Secs. II and III uses simple frequentist estimators and their expected signal-to-noise ratios to compare the relative likelihood of seeing a GWB in the auto-correlations versus the cross-correlations. This approach was chosen for its relative simplicity as opposed to its statistical rigor. A more
The proper analysis would begin by writing down the likelihood functions for the various signal+noise models being considered—i.e., (i) noise only, (ii) noise plus a GWB that is present only via the auto-correlation terms, and (iii) noise plus a GWB that is present in both the auto-correlation and cross-correlation terms, with the correlation coefficients given by the values of the Hellings and Downs curve (Figure 2). One would then compare these different signal+noise models via maximum-likelihood ratios or Bayes factors, to see which model is preferred by the data. But since these are the types of analyses that were actually performed by NANOGrav when analyzing their 12.5-yr data [14], we did not think that it would be particularly illuminating to rederive those statistics here. Rather, we thought that a “back-of-the-envelope” illustration that a GWB signal will first appear as a common-spectrum process would have value to somebody outside the field.
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