Abstract

Feasible binary programs often have multiple optimal solutions, which is of interest in applications as they allow the user to choose between alternative optima without deteriorating the objective function. In this article, we present the optimal diameter of a feasible binary program as a metric for measuring the diversity among all optimal solutions. In addition, we present the diameter binary program whose optima contains two optimal solutions of the given feasible binary program that are as diverse as possible with respect to the optimal diameter. Our primary interest is in the study of the diameter polytope, i.e., the polytope underlying the diameter binary program. Under suitable conditions, we show that much of the structure of the diameter polytope is inherited from the polytope underlying the given binary program. Finally, we apply our results on the diameter binary program and diameter polytope to cases where the given binary program corresponds to the linear ordering problem and the symmetric traveling salesman problem.
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1. Introduction

There is much interest in finding multiple optimal solutions for binary and integer programs, see \([13, 14]\) and the references therein. Of course, one can use integer cuts to remove previously found optimal solutions; however, many applications have too many optimal solutions for enumeration to be practical. Therefore, it is reasonable to focus on multiple optimal solutions that are as diverse as possible \([3, 9]\), as uniform as possible \([8]\), or are distinguishable by problem-specific parameters \([13]\).

In this article, we present the optimal diameter of a feasible binary program as a metric for measuring the diversity among all optimal solutions. In addition, we present the diameter binary program whose optima contains two optimal solutions of the given feasible binary program that are as diverse as possible with respect to the optimal diameter. Our primary focus is the study of the diameter polytope, i.e., the polytope underlying the diameter binary program. In Section 2.1, we show that under suitable conditions, the dimension of the diameter polytope can be obtained from the dimension of the polytope underlying the given binary program. Moreover, in Section 2.2, under suitable conditions, we derive many facet inequalities for the diameter polytope, including facet inequalities inherited from the facets of the polytope underlying the given binary program. Finally, we apply our results on the diameter binary program and diameter polytope to cases where the given binary program corresponds to the linear ordering problem (Section 3) and the symmetric traveling salesman problem (Section 4).

Before proceeding, we note the similarities and differences between our work and several related prior works. In all cases, the similarities only extend as far as the binary program models. Indeed, theoretical investigation of the underlying polytopes is absent from the other works.

The diversity models in \([3, 9]\) rely upon a given set of objects, whereas our model relies on a given binary program. In particular, in order to apply the models in \([3, 9]\) to the optimal solutions of a binary program, one would first have to enumerate all optima. As noted earlier, this is not practical in many applications.
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The model in [8] is designed to find two optimal solutions to the linear ordering problem, over two objective functions, that are as uniform as possible. The diameter binary program (2a) – (2f) can easily be adapted for such purposes. Indeed, the objective function in (2a) can be split as two objective functions over the variables \( x \) and \( y \). Moreover, the conditions in \( 2d \) and \( 2e \) can be changed to seek two optima that are as uniform as possible.

2. The Optimal Diameter of a Binary Program

Let \( A \in \mathbb{R}^{n \times m}, b \in \mathbb{R}^m \), and \( c \in \mathbb{R}^n \), and consider the general binary program, which we denote by BP:

\[
\begin{align*}
\text{maximize} \quad & c^T x \\
\text{subject to} \quad & Ax \leq b, \\
& x \in \{0,1\}^n.
\end{align*}
\]

The vector \( x \in \{0,1\}^n \) is a feasible solution of BP provided that \( x \) satisfies (1a). If, in addition, \( x \) is maximal with respect to the objective function (1a), then we say that \( x \) is an optimal solution.

Let \( \text{Fes}(BP) \) and \( \text{Opt}(BP) \) denote the set of feasible and optimal solutions, respectively, of a binary program. Throughout this article, we assume that \( \text{Fes}(BP) \) and, therefore, \( \text{Opt}(BP) \) are non-empty. In addition, we often denote feasible solutions by \( \bar{x} \) and optimal solutions by \( x^* \). The following definition provides a metric for quantifying the pairwise diversity among the elements of \( \text{Opt}(BP) \).

**Definition 2.1.** The optimal diameter of a binary program is given by

\[
d(BP) := \arg\max_{x^*, y^* \in \text{Opt}(BP)} \|x^* - y^*\|^2,
\]

where \( \| \cdot \| \) denotes the Euclidean norm.

Note that, since \( x^*, y^* \in \{0,1\}^n \), we can re-write the optimal diameter of BP as

\[
d(BP) = \arg\max_{x^*, y^* \in \text{Opt}(BP)} \sum_{i=1}^n |x^*_i - y^*_i|,
\]

where \( x^*_i \) denotes the \( i \)th entry of the vector \( x^* \). The following binary program, denoted by BPD, can be used to determine the optimal diameter of a given binary program:

\[
\begin{align*}
\text{maximize} \quad & c^T (x + y) - \epsilon e^T z \\
\text{subject to} \quad & Ax \leq b, \\
& Ay \leq b, \\
& x + y - z \leq \epsilon, \\
& -x - y - z \leq -\epsilon, \\
& x, y, z \in \{0,1\}^n,
\end{align*}
\]

where \( \epsilon > 0 \) and \( e \) is the all ones vector of appropriate size. Since every binary program can be written in the canonical form of BP, analogous definitions for feasible and optimal solutions holds for BPD. Throughout this article, we use \( \overline{\text{BPD}} \) to denote BPD without constraint (2f). Also, let \( [n] := \{1,2,\ldots,n\} \). Then, we have the following proposition regarding the optimal solutions of BPD and \( \overline{\text{BPD}} \).

**Proposition 2.2.** Let \( x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{BPD}) \). Then, for each \( i \in [n] \), \( z^*_i = 1 \) if and only if \( x^*_i = y^*_i \). Analogously, for each \( x^* \oplus y^* \oplus z^* \in \text{Opt}(\overline{\text{BPD}}) \), \( z^*_i = 1 \) if and only if \( x^*_i = y^*_i = 1 \), for all \( i \in [n] \).

**Proof.** Let \( x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{BPD}) \). For the sake of contradiction, suppose that \( z^*_i = 1 \) and \( x^*_i \neq y^*_i \) for some \( i \in [n] \). Then, the constraints (2d) and (2e) are not satisfied with equality. Therefore, we can set \( z^*_i = 0 \) and arrive at a feasible solution with a larger objective value in (2a), thus contradicting the optimality assumption of \( x^* \oplus y^* \oplus z^* \). Conversely, suppose that \( x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{BPD}) \) and \( x^*_i = y^*_i \) for some \( i \in [n] \). Then, in order for constraints (2d) and (2e) to be satisfied, it follows that \( z^*_i = 1 \).

A similar argument holds for \( x^* \oplus y^* \oplus z^* \in \text{Opt}(\overline{\text{BPD}}) \). \( \square \)
Note that \( \epsilon > 0 \) is essential in the proof of Proposition 2.2 since it guarantees that setting \( z_i^* = 0 \) will produce a feasible solution with a larger objective value in (2a). The following result shows that there exists an \( \epsilon \) value such that the optimal diameter of the given BP can be determined from any optimal solution of BPD. In the proof, we make use of the following notation: \( Z(x, y) := \{ i \in [n] : x_i = y_i = 0 \} \), for all \( x, y \in \{0, 1\}^n \).

**Theorem 2.3.** There exists an \( \epsilon > 0 \) such that for all \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) = n - e^T z^* \). Analogously, there exists an \( \epsilon > 0 \) such that for all \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) \leq n - e^T z^* \).

**Proof.** We break this proof into two cases: First, where \( \text{Fes (BPD)} = \text{Opt (BP)} \) and second, where \( \text{Fes (BP)} \neq \text{Opt (BP)} \).

In the first case, it follows that there exists a \( k \in \mathbb{R} \) such that \( e^T (\bar{x} + \bar{y}) = k \), for all \( \bar{x}, \bar{y} \in \text{Fes (BP)} \). Hence, for any \( \epsilon > 0 \), maximizing the objective function in (2a) is equivalent to finding \( x^*, y^* \in \text{Opt (BP)} \) such that \( e^T z^* \) is minimized. By Proposition 2.2, for any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( n = e^T z^* + \| x^* - y^* \|^2 \), i.e.,

\[
\| x^* - y^* \|^2 = n - e^T z^*.
\]

(3)

Since \( e^T z^* \) is minimized, it follows that \( \| x^* - y^* \|^2 \) is maximized and is therefore equal to \( d(BP) \).

In the second case, there exists maximal \( \bar{x}, \bar{y} \in \text{Fes (BP)} \setminus \text{Opt (BP)} \) such that

\[
c^T (\bar{x} + \bar{y}) \leq c^T (\bar{x} + \bar{y}^*) < c^T (x^* + y^*),
\]

for all \( \bar{x}, \bar{y} \in \text{Fes (BP)} \setminus \text{Opt (BP)} \) and \( x^*, y^* \in \text{Opt (BP)} \). Fix \( x_*, y_* \in \text{Opt (BP)} \) and set

\[
\epsilon := \frac{c^T (x_* + y_*) - c^T (\bar{x} + \bar{y}^*)}{2n}.
\]

(4)

Then, for any \( \bar{x}, \bar{y} \in \text{Fes (BP)} \setminus \text{Opt (BP)} \), it follows that

\[
c^T (\bar{x} + \bar{y}) \leq c^T (x_* + y_*) - 2n\epsilon < c^T (x_* + y_*) - n\epsilon \leq c^T (x_* + y_*) - e^T z,
\]

for any \( z \in \{0, 1\}^n \). Hence, given any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), we have \( x^*, y^* \in \text{Opt (BP)} \). Therefore, maximizing the objective function in (2a) is equivalent to finding \( x^*, y^* \in \text{Opt (BP)} \) such that \( e^T z^* \) is minimized. Again, by Proposition 2.2, (3) holds, where \( \| x^* - y^* \|^2 = d(BP) \) since \( e^T z^* \) is minimized.

A similar argument holds for \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), where Proposition 2.2 implies that

\[
\| x^* - y^* \|^2 = n - e^T z^* - |Z(x^*, y^*)| \leq n - e^T z^*.
\]

Hence, the result follows from noting that the upper bound is maximized since \( e^T z^* \) is minimized.

The value of \( \epsilon \) in Theorem 2.3 is theoretical in nature as it relies on two optimal solutions of BP and two maximal elements of \( \text{Fes (BP)} \setminus \text{Opt (BP)} \). However, the following corollaries provide practical a priori values of \( \epsilon \) that work under reasonable conditions.

**Corollary 2.4.** Suppose that the vector \( c \) in (1a) and (2a) is integer valued and set \( \epsilon := \frac{1}{2n} \). Then, for any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) = n - e^T z^* \). Analogously, for any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) \leq n - e^T z^* \).

**Proof.** Fix \( x_*, y_* \in \text{Opt (BP)} \) and let \( \bar{x}_*, \bar{y}_* \in \text{Fes (BP)} \setminus \text{Opt (BP)} \) be maximal elements. Then, we have \( 1 \leq c^T (x_* + y_*) - c^T (\bar{x}_* + \bar{y}_*) \), and it follows that

\[
\epsilon = \frac{1}{2n} \leq \frac{c^T (x_* + y_*) - c^T (\bar{x}_* + \bar{y}_*)}{2n},
\]

where the rightmost fraction is equal to the value of epsilon in (1). Hence, the result follows from the proof of Theorem 2.3.

**Corollary 2.5.** Suppose that the vector \( c \) in (1a) and (2a) is rational valued, where \( c = \left( \frac{a_1}{n}, \ldots, \frac{a_n}{n} \right) \), and set \( \epsilon := \frac{1}{2n \cdot \text{lcm}(b_1, \ldots, b_n)} \). Then, for any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) = n - e^T z^* \). Analogously, for any \( x^* + y^* \oplus z^* \in \text{Opt (BPD)} \), \( d(BP) \leq n - e^T z^* \).
Proof. Note that \( \bar{c} = \text{lcm} (b_1, \ldots, b_n) \cdot c \) is an integer valued vector. Hence, we can apply Corollary 2.4 to \( \bar{c} \). The result follows by dividing the corresponding objective function in (2a) by \( \text{lcm} (b_1, \ldots, b_n) \).

Note that Corollaries 2.4 and 2.5 provide a practical method for computing \( d(BP) \) by means of BPD rather than computing the entire optimal set \( \text{Opt} (BP) \). Furthermore, the following result shows that under reasonable conditions, an optimal solution of BPD can be used to compute \( d(BP) \).

**Corollary 2.6.** Let \( k \) be a non-negative integer such that \( \|x^*\|^2 = k \) for all \( x^* \in \text{Opt} (BP) \). Then, there exists an \( \epsilon > 0 \) such that for all \( x^* + y^* + z^* \in \text{Opt} \left( BPD \right) \), \( d(BP) = 2 \left( k - e^T z^* \right) \).

**Proof.** Let \( x^* + y^* + z^* \in \text{Opt} \left( BPD \right) \). Then, by the proof of Theorem 2.7, \( x^*, y^* \in \text{Opt} (BP) \) and \( e^T z^* \) is minimized. Since \( \|x^*\|^2 = k \) for all \( x^* \in \text{Opt} (BP) \), we have

\[
\|x^* - y^*\|^2 = 2 \left( k - e^T z^* \right).
\]

The result follows from noting that \( \|x^* - y^*\|^2 = d(BP) \) since \( e^T z^* \) is minimized.

The condition that \( \|x^*\|^2 \) is constant over \( \text{Opt} (BP) \) is satisfied by many important binary programs which correspond to well-known combinatorial optimization problems such as the linear ordering problem and the symmetric traveling salesman problem. Therefore, we focus on the polytope underlying BPD, which we reference as the *diameter polytope* of BP and define as follows:

\[
P_{\text{BPD}} := \text{conv} \left\{ x + y + z \in \{0, 1\}^{3n} : \text{constraints (21) - (24) hold} \right\}.
\]

As we will see, there is much structure that this polytope inherits from the underlying polytope of BP, which we denote by \( P_{\text{BP}} \).

### 2.1. The Dimension of the Diameter Polytope

The *dimension* of any polytope \( P \subseteq \mathbb{R}^n \), denoted \( \text{dim} P \), is defined by the cardinality of the largest affinely independent subset of \( P \). Also, the dimension theorem states that \( \text{dim} P \) is equal to \( n \) minus the maximum number of linearly independent equations satisfied by all points of \( P \).

The *minimal equation system* of a polytope \( P \subseteq \mathbb{R}^n \), \( Mx = d \), where \( M \in \mathbb{R}^{m \times n} \) and \( d \in \mathbb{R}^m \), is the largest possible collection of linearly independent equations satisfied by all points of \( P \). If the polytope \( P \subseteq \mathbb{R}^n \) is *full dimensional*, i.e., \( \text{dim} P = n \), then no such minimal equation system exists since there is no hyperplane containing \( P \). Otherwise, the dimension theorem implies that \( \text{dim} P = n - \text{rank} M \).

Under suitable conditions on the BP, we can use the above observations to determine the dimension of the diameter polytope BP. The following theorem establishes these conditions and their effect on the feasible solutions of BPD.

**Theorem 2.7.** Suppose that there exists \( \bar{x}, \bar{y} \in \text{Fes} (BP) \) such that \( \bar{x} + \bar{y} \leq e \). Let \( d \in \mathbb{R}^{3n} \) and \( d_0 \in \mathbb{R} \) such that \( d^T (\bar{x} + \bar{y} + \bar{z}) = d_0 \) for all \( \bar{x} + \bar{y} + \bar{z} \in \text{Fes} (\text{BPD}) \). If we decompose \( d = d_x + d_y + d_z \), where \( d_x, d_y, d_z \in \mathbb{R}^n \), then \( d_z = 0 \). Furthermore, there exists \( c_x, c_y \in \mathbb{R} \) such that \( d_x^T \bar{x} = c_x \) and \( d_y^T \bar{y} = c_y \) for all \( \bar{x}, \bar{y} \in \text{Fes} (BP) \).

**Proof.** Let \( \bar{x}, \bar{y} \in \text{Fes} (BP) \) such that \( \bar{x} + \bar{y} \leq e \). Then, \( \bar{x} + \bar{y} + \bar{z} \in \text{Fes} (\text{BPD}) \) for all \( \bar{z} \in \{0, 1\}^n \). Fix \( i \in [n] \) and set \( \bar{z} \in \{0, 1\}^n \) such that \( \bar{z}_i = 1 \) and all other entries are zero. Then, \( d^T (\bar{x} + \bar{y} + 0) = d^T (\bar{x} + \bar{y} + \bar{z}) \) implies that \( d_{z_i} = 0 \). Since \( i \in [n] \) is arbitrary, it follows that \( d_z = 0 \).

Now, let \( \bar{x}, \bar{y} \in \text{Fes (BP)} \) and \( \bar{z} \in \{0, 1\}^n \) such that \( \bar{x} + \bar{y} + \bar{z} \in \text{Fes (BPD)} \). Then, \( \bar{y} + \bar{x} + \bar{z} \in \text{Fes (BPD)} \), and it follows that \( d^T (\bar{x} + \bar{y} + \bar{z}) = d^T (\bar{y} + \bar{x} + \bar{z}) \). Therefore,

\[
d_x^T \bar{x} - d_y^T \bar{y} = d_x^T \bar{x} - d_y^T \bar{y}.
\]

Similarly, \( \bar{x} + \bar{x} + \bar{x} \in \text{Fes (BPD)} \) and \( \bar{y} + \bar{y} + \bar{y} \in \text{Fes (BPD)} \) implies that

\[
d_x^T \bar{x} + d_y^T \bar{y} = d_x^T \bar{x} + d_y^T \bar{y}.
\]

Adding (5) and (6) gives us

\[
d_x^T \bar{x} = d_x^T \bar{y},
\]
for all $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$.

Hence, if we temporarily fix $\bar{y} \in \text{Fes}(\text{BP})$ and set $c_x := d^T \bar{y}$, then (7) implies that $d^T x = c_x$ for all $\bar{x} \in \text{Fes}(\text{BP})$. Moreover, subtracting (5) from (6) gives us

$$d^T \bar{y} = d^T \bar{y}, \quad (8)$$

for all $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$. Again, if we temporarily fix $\bar{x} \in \text{Fes}(\text{BP})$ and set $c_y := d^T \bar{x}$, then (8) implies that $d^T \bar{y} = c_y$ for all $\bar{y} \in \text{Fes}(\text{BP})$.

The following corollaries use Theorem 2.7 to establish the dimension of $P^n_{\text{BPD}}$, both when the polytope is full dimensional and when it is not full dimensional.

**Corollary 2.8.** Suppose that there exists $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$ such that $\bar{x} + \bar{y} \leq e$. If $P^n_{\text{BP}}$ is full dimensional, then $P^n_{\text{BPD}}$ is full dimensional, i.e.,

$$\dim P^n_{\text{BPD}} = 3n.$$

*Proof.* Let $d \in \mathbb{R}^{2n}$ and $d_0 \in \mathbb{R}$ such that $d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d_0$ for all $\bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes}(\text{BPD})$. Decompose $d = d_x \oplus d_y \oplus d_z$, where $d_x, d_y, d_z \in \mathbb{R}^n$. Then, by Theorem 2.7, $d_z = 0$. Furthermore, there exists $c_x, c_y \in \mathbb{R}$ such that

$$d^T x = c_x$$

and

$$d^T y = c_y,$$

for all $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$. Since $P^n_{\text{BP}}$ is full dimensional, it follows that $d_x = 0$ and $d_y = 0$. Therefore, $d = 0$ and it follows that $P^n_{\text{BPD}}$ is full dimensional.

**Corollary 2.9.** Suppose that there exists $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$ such that $\bar{x} + \bar{y} \leq e$. Also, suppose that $Mx = d$, where $M \in \mathbb{R}^{m \times n}$ and $d \in \mathbb{R}^m$, is a minimal equation of $P^n_{\text{BP}}$. Let $O_{2m \times n}$ be the $2m \times n$ zero matrix, and define $\hat{M} := [M \oplus M O_{2m \times n}]$ and $\hat{d} = d \oplus d$. Then, $\hat{M} (x \oplus y \oplus z) = \hat{d}$ is a minimal equation system for $P^n_{\text{BPD}}$ and, hence,

$$\dim P^n_{\text{BPD}} = 3n - 2\text{rank } M.$$

*Proof.* Let $d \in \mathbb{R}^{2n}$ and $d_0 \in \mathbb{R}$ such that $d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d_0$ for all $\bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes}(\text{BPD})$. Decompose $d = d_x \oplus d_y \oplus d_z$, where $d_x, d_y, d_z \in \mathbb{R}^n$. Then, by Theorem 2.7, $d_z = 0$. Furthermore, there exists $c_x, c_y \in \mathbb{R}$ such that

$$d^T x = c_x$$

and

$$d^T y = c_y,$$

for all $\bar{x}, \bar{y} \in \text{Fes}(\text{BP})$. It follows that $d_x^T x = c_x$ and $d_y^T y = c_y$ must be linear combinations of the minimal equation system for $P^n_{\text{BP}}$. Therefore, $d^T (x \oplus y \oplus z) = d_0$ can be written as a linear combination of the equation system $\hat{M} (x \oplus y \oplus z) = \hat{d}$. Since $M$ has full rank, we know that $\hat{M}$ has full rank and, hence, $\hat{M} (x \oplus y \oplus z) = \hat{d}$ is a minimal equation system of $P^n_{\text{BPD}}$. The result follows from noting that $\text{rank } \hat{M} = 2\text{rank } M$.

### 2.2. Facets of the Diameter Polytope

Let $P \subseteq \mathbb{R}^n$ be a polytope and let $a^T x \leq a_0$ denote a valid inequality of $P$. A face $F \subseteq P$ is defined by $F = \{x \in P : a^T x = a_0\}$. We say that $F$ is a face of $P$ defined by the inequality $a^T x \leq a_0$. A facet of $P$ is a face of $P$ whose dimension is equal to $\dim P - 1$.

In what follows, we show that under suitable conditions of BP, we can establish several facets of $P^n_{\text{BPD}}$. To this end, we will use the indirect method as described in [6, Theorem 1]. For reference, we summarize this method in the theorem below. Note that $\text{aff } (P)$ denotes the affine hull of the polytope $P$.

**Theorem 2.10.** Let $P \subseteq \mathbb{R}^n$ be a polytope and assume that $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$ satisfy $\text{aff } (P) = \{x \in \mathbb{R}^n : Ax = b\}$. Let $F$ be a face of $P$ defined by the inequality $a^T x \leq a_0$. Then, $F$ is a facet if and only if the following hold:

(a) There exists an $\bar{x} \in P$ such that $a^T \bar{x} < a_0$. 

(b) If any other valid inequality \( d^T x \leq d_0 \) of \( P \) satisfies \( F \subseteq \{ x \in P : d^T x = d_0 \} \), then there exists a scalar \( \alpha \geq 0 \) and a vector \( \lambda \in \mathbb{R}^m \) such that

\[
d^T = \alpha a^T + \lambda^T A, \quad d_0 = \alpha a_0 + \lambda^T b.
\]

The following result shows that under suitable conditions of BP, we can use the facets of \( P_{\text{BP}}^n \) to determine facets of \( P_{\text{BPD}}^n \). Note that these conditions are stronger than those needed in Theorem 2.7 and Corollaries 2.8 and 2.9.

**Theorem 2.11.** Suppose that for each \( \bar{x} \in \text{Fes} (BP) \), there exists \( \bar{y} \in \text{Fes} (BP) \) such that \( \bar{x} + \bar{y} \leq e \). Let \( a^T x \leq a_0 \) define a facet of \( P_{\text{BP}}^n \). Then, \( \bar{a}^T (x + y + z) \leq a_0 \) is a facet defining inequality of \( P_{\text{BPD}}^n \) for \( \bar{a} = a \oplus 0 \oplus 0 \) and \( \bar{a} = 0 \oplus a \oplus 0 \).

**Proof.** Let \( \bar{a} := a \oplus 0 \oplus 0 \). In what follows, we show that \( \bar{a}^T (x + y + z) \leq a_0 \) is a facet defining inequality of \( P_{\text{BPD}}^n \). A similar approach can be used for \( \bar{a} := 0 \oplus a \oplus 0 \).

Let \( F := \{ \bar{x} \in \text{Fes} (BP) : a^T \bar{x} = a_0 \} \) denote a facet of \( P_{\text{BP}}^n \) and define a face of \( P_{\text{BPD}}^n \) as follows:

\[
\hat{F} := \{ \bar{x} + \bar{y} \oplus \bar{z} : \bar{a}^T (\bar{x} + \bar{y} \oplus \bar{z}) = a_0 \}.
\]

Also, let \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \) such that \( \text{aff} (P_{\text{BP}}^n) = \{ x \in \mathbb{R}^n : Ax = b \} \). Note that if \( P_{\text{BP}}^n \) is full dimensional, then \( A \) and \( b \) can be taken to be all zero. Otherwise, \( A \) and \( b \) can be formed from the minimal equation of \( P_{\text{BP}}^n \). Define \( \hat{A} := [A \oplus A O_{2m \times n}] \), where \( O_{2m \times n} \) is the \( 2m \times n \) zero matrix, and \( \hat{b} = b \oplus b \). It follows from Corollary 2.8 and 2.9 that

\[
\text{aff} (P_{\text{BPD}}^n) = \{ \bar{x} + \bar{y} \oplus \bar{z} \in \mathbb{R}^3 : \hat{A} (\bar{x} + \bar{y} \oplus \bar{z}) = \hat{b} \}.
\]

Note that, by Theorem 2.10(a), there exists a vector \( \bar{x} \in \text{Fes} (BP) \) such that \( \bar{a}^T \bar{x} < a_0 \). Therefore, \( \bar{x} + \bar{x} \oplus \bar{x} \in \text{Fes} (\text{BPD}) \) satisfies \( \bar{a}^T (\bar{x} + \bar{x} \oplus \bar{x}) < a_0 \), and it follows that Theorem 2.10(a) holds for the face \( \hat{F} \) of \( P_{\text{BPD}}^n \).

Suppose that there exists a valid inequality \( d^T (x + y + z) \leq d_0 \) of \( P_{\text{BPD}}^n \) such that

\[
\hat{F} \subseteq \{ \bar{x} + \bar{y} \oplus \bar{z} \in \text{Fes} (\text{BPD}) : d^T (\bar{x} + \bar{y} \oplus \bar{z}) = d_0 \}.
\]

Let \( \bar{x} \in F \). By hypothesis, there exists a \( \bar{y} \in \text{Fes} (BP) \) such that \( \bar{x} + \bar{y} \leq e \). Hence, \( \bar{x} + \bar{y} \oplus \bar{z} \in \hat{F} \) for all \( \bar{z} \in \{0,1\}^n \). Fix \( i \in [n] \) and decompose \( d = d_x \oplus d_y \oplus d_z \), where \( d_x, d_y, d_z \in \mathbb{R}^n \). Define \( \bar{z} \in \{0,1\}^n \) by \( \bar{z}_i = 1 \) and all other entries are zero. Then, \( d^T (\bar{x} + \bar{y} + 0) = d^T (\bar{x} + \bar{y} \oplus \bar{z}) \) implies that \( d_{\bar{z}_i} = 0 \). Since \( i \in [n] \) is arbitrary, it follows that \( d_z = 0 \).

Now, let \( \bar{x}, \bar{y} \in F \) and \( \bar{z} \in \{0,1\}^n \) such that \( \bar{x} + \bar{y} \oplus \bar{z} \in \text{Fes} (\text{BPD}) \). Then, it is clear that both \( \bar{x} + \bar{y} \oplus \bar{z} \in \hat{F} \) and \( \bar{y} \oplus \bar{x} \oplus \bar{z} \in \hat{F} \). Therefore,

\[
d^T_x \bar{x} - d^T_y \bar{y} = d^T_x \bar{y} - d^T_y \bar{y}.
\]

Similarly, \( \bar{x} + \bar{x} \oplus \bar{x} \in \hat{F} \) and \( \bar{y} \oplus \bar{y} \oplus \bar{y} \in \hat{F} \), which implies that

\[
d^T_x \bar{x} + d^T_y \bar{y} = d^T_x \bar{y} + d^T_y \bar{y}.
\]

Adding (9) and (10) gives us

\[
d^T_x \bar{x} = d^T_y \bar{y},
\]

for all \( \bar{x}, \bar{y} \in F \). Hence, if we temporarily fix \( \bar{y} \in F \) and define \( c_x := d^T_x \bar{y} \), then (11) implies that \( d^T_x \bar{x} = c_x \) for all \( \bar{x} \in F \).

Next, consider \( \bar{x} \in F \). Then, for all \( \bar{y} \in \text{Fes} (BP) \), we have \( \bar{x} + \bar{y} \oplus \bar{y} \in \hat{F} \). Note that \( d^T_x \bar{x} + d^T_y \bar{y} = d_0 \) implies that \( d^T_y \bar{y} = d_0 - c_x := c_y \), for all \( \bar{y} \in \text{Fes} (BP) \). Furthermore, \( d^T_x \bar{x} \leq c_x \) defines a valid inequality for \( P_{\text{BP}}^n \). Otherwise, there exists an \( \bar{x} \in \text{Fes} (BP) \) such that \( d^T_x \bar{x} > c_x \), i.e., for any \( \bar{y} \in \text{Fes} (BP) \), we have \( \bar{x} + \bar{y} \oplus \bar{y} \in \text{Fes} (\text{BPD}) \) and

\[
d^T (\bar{x} + \bar{y} \oplus \bar{y}) = d^T_x \bar{x} + d^T_y \bar{y} > d_0,
\]

for all \( \bar{x}, \bar{y} \in F \). Hence, if we temporarily fix \( \bar{y} \in F \) and define \( c_x := d^T_x \bar{y} \), then (11) implies that \( d^T_x \bar{x} = c_x \) for all \( \bar{x} \in F \).
which contradicts $d^T (x \oplus y \oplus z) \leq d_0$ defining a valid inequality of $P^m_{\text{BP}}$.

Since $d_y^T \bar{y} = c_y$ for all $\bar{y} \in \text{Fes (BP)}$, there exists a vector $\lambda_y \in \mathbb{R}^m$ such that

$$d^T_y = \lambda^T_y A.$$  \hspace{1cm} (12)

Also, since $d_x^T x \leq c_x$ defines a valid inequality of $P^n_{\text{BP}}$, such that $F \subseteq \{ x \in \text{Fes (BP)} : d^T_x x = c_x \}$, it follows from Theorem 2.10(b) that there exists a scalar $\alpha_x \geq 0$ and vector $\lambda_x \in \mathbb{R}^m$ such that

$$d^T_x = \alpha_x u^T + \lambda^T_x A,$$

$$c_x = \alpha_x a_0 + \lambda^T_x b.$$  \hspace{1cm} (13)

Combining (12) and (13), gives us

$$d^T = \alpha_x u^T + \lambda^T \hat{A},$$

$$d_0 = \alpha_x a_0 + \lambda^T \hat{b},$$

where $\lambda = \lambda_x \oplus \lambda_y$. Therefore, Theorem 2.10(b) holds for the face $F$ of $P^m_{\text{BP}}$, and the result follows. \hfill \Box

Next, we show that under the same conditions of Theorem 2.11, the trivial hypercube constraints $0 \leq z_i \leq 1$ define facets of $P^m_{\text{BP}}$.

**Theorem 2.12.** Suppose that for each $\bar{x} \in \text{Fes (BP)}$ there exists $\bar{y} \in \text{Fes (BP)}$ such that $\bar{x} + \bar{y} \leq e$. Then $z_i \geq 0$ and $z_i \leq 1$ are facet defining inequalities of $P^m_{\text{BP}}$, for all $i \in [n]$.

**Proof.** In what follows we show that $z_i \leq 1$ is a facet defining inequality of $P^m_{\text{BP}}$, for all $i \in [n]$. Note that a similar argument can be made for the inequality $z_i \geq 0$.

Fix $i \in [n]$ and define a face of $P^m_{\text{BP}}$ as follows:

$$F := \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)} : \bar{z}_i = 1 \}.$$  \hspace{1cm} (14)

Also, let $A$, $b$, $\hat{A}$, $\hat{b}$ be defined as in Theorem 2.11 Then, it follows from Corollary 2.8 and 2.9 that

$$\text{aff} (P^m_{\text{BP}}) = \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \mathbb{R}^{3n} : \hat{A} (\bar{x} \oplus \bar{y} \oplus \bar{z}) = \hat{b} \}.$$  \hspace{1cm} (15)

Let $\bar{x} \in \text{Fes (BP)}$. By hypothesis, there exists a $\bar{y} \in \text{Fes (BP)}$ such that $\bar{x} + \bar{y} \leq e$. Therefore, $\bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)}$ for all $\bar{z} \in \{0,1\}^n$. Setting $\bar{z}_i = 0$ implies that Theorem 2.10(a) holds for the face $F$ of $P^m_{\text{BP}}$.

Now, suppose that there exists a valid inequality $d^T (x \oplus y \oplus z) \leq d_0$ of $P^m_{\text{BP}}$ such that

$$F \subseteq \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)} : d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) \leq d_0 \}$$

and note that $\bar{x} \oplus \bar{y} \oplus \bar{z} \in F$ for all $\bar{z} \in \{0,1\}^n$ such that $\bar{z}_i = 1$. Fix $j \in [n] \setminus \{i\}$ and decompose $d = d_x + d_y + d_z$, where $d_x, d_y, d_z \in \mathbb{R}^n$. Define $\bar{z} \in \{0,1\}^n$ by $\bar{z}_i = 1$ and all other entries zero; also, define $\bar{z} \in \{0,1\}^n$ by $\bar{z}_i = 1$ and all other entries zero. Then, $d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d^T (\bar{x} \oplus \bar{y} \oplus \bar{z})$ implies that $d_{z_j} = 0$. Since $j \in [n] \setminus \{i\}$ is arbitrary, it follows that $d_{z_j} = 0$ for all $j \in [n] \setminus \{i\}$.

Now, let $\bar{x}, \bar{y} \in \text{Fes (BP)}$ and $\bar{z} \in \{0,1\}^n$ such that $\bar{x} \oplus \bar{y} \oplus \bar{z} \in F$. Then,

$$d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d^T_x \bar{x} + d^T_y \bar{y} + d^T_z \bar{z}.$$  \hspace{1cm} (16)

Moreover, $\bar{y} \oplus \bar{x} \oplus \bar{z} \in F$, and it follows that

$$d^T_x \bar{x} - d^T_y \bar{y} = d^T_{\bar{x}} \bar{x} - d^T_{\bar{y}} \bar{y}.$$  \hspace{1cm} (17)

Similarly, there exists $\bar{z}, \bar{z} \in \{0,1\}^n$ such that $\bar{x} \oplus \bar{x} \oplus \bar{z} \in F$ and $\bar{y} \oplus \bar{y} \oplus \bar{z} \in F$, which implies that

$$d^T_x \bar{x} + d^T_y \bar{y} = d^T_{\bar{x}} \bar{x} + d^T_{\bar{y}} \bar{y}.$$  \hspace{1cm} (18)
Adding (14) and (15) gives us
\[ d^T_x \bar{x} = d^T_y \bar{y}, \]  
for all \( \bar{x}, \bar{y} \in \text{Fes (BP)}. \)

Hence, if we temporarily fix \( \bar{y} \in \text{Fes (BP)} \) and define \( c_x := d^T_x \bar{y} \), then (16) implies that \( d^T_x \bar{x} = c_x \) for all \( \bar{x} \in \text{Fes (BP)}. \) Moreover, subtracting (14) from (15) gives us
\[ d^T_y \bar{x} = d^T_y \bar{y}, \]  
for all \( \bar{x}, \bar{y} \in \text{Fes (BP)}. \) Again, if we temporarily fix \( \bar{y} \in \text{Fes (BP)} \) and set \( c_y := d^T_y \bar{x} \), then (17) implies that \( d^T_y = c_y \) for all \( \bar{y} \in \text{Fes (BP)}. \)

Since \( d^T_x \bar{x} = c_x \) and \( d^T_y \bar{y} = c_y \) for all \( \bar{x}, \bar{y} \in \text{Fes (BP)}, \) there exists vectors \( \lambda_x, \lambda_y \in \mathbb{R}^n \) such that
\[ d^T_x = \lambda_x^T A, \]
\[ d^T_y = \lambda_y^T A. \]  
(18)

Therefore, we have
\[ d^T = d_x c_1^T + \lambda^T \hat{A}, \]
\[ d_0 = d_x + \lambda^T \hat{b}, \]
where \( \lambda = \lambda_x \oplus \lambda_y \) and \( e_i \) denotes the \( i \)-th standard basis vector of \( \mathbb{R}^{3n} \). Hence, Theorem 2.11 (b) holds for the face \( F \) of \( P_{BP}^n \), and the result follows.

Finally, we show that under the same conditions of Theorem 2.11 the inequality in (2d) defines a facet of \( P_{BP}^n \). Without loss of generality, we assume that for each \( i \in [n] \) there exists an \( x \in \text{Fes (BP)} \) such that \( x_i = 1; \) otherwise, we can project to a lower dimensional space and consider the polytope in \( \mathbb{R}^{n-1} \).

**Theorem 2.13.** Suppose that for each \( \bar{x} \in \text{Fes (BP)} \) there exists a \( \bar{y} \in \text{Fes (BP)} \) such that \( \bar{x} + \bar{y} \leq e \). Then, \( x_i + y_i - z_i \leq 1 \) defines a facet of \( P_{BP}^n \), for all \( i \in [n] \).

**Proof.** Fix \( i \in [n] \) and define a face of \( P_{BP}^n \) as follows:
\[ F := \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)} : x_i + y_i - z_i = 1 \}. \]

Also, let \( A, \hat{A}, \hat{b} \) be defined as in Theorem 2.11. Then, it follows from Corollary 2.8 and 2.9 that
\[ \text{aff} (P_{BP}^n) = \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \mathbb{R}^n : \hat{A} (\bar{x} \oplus \bar{y} \oplus \bar{z}) = \hat{b} \}. \]

Let \( \bar{x} \in \text{Fes (BP)} \) such that \( x_i = 1 \). By hypothesis, there exists a \( \bar{y} \in \text{Fes (BP)} \) such that \( \bar{x} + \bar{y} \leq e \), which implies that \( \bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)} \) for all \( \bar{z} \in \{0, 1\}^n \). If we select \( z_i = 1 \), then it is clear that \( \bar{x}_i + \tilde{y}_i - \tilde{z}_i < 1; \) hence, Theorem 2.11 (a) holds for the face \( F \) of \( P_{BP}^n \). Now, suppose that there exists a valid inequality \( d^T (x \oplus y \oplus z) \leq d_0 \) of \( P_{BP}^n \) such that
\[ F \subseteq \{ \bar{x} \oplus \bar{y} \oplus \bar{z} \in \text{Fes (BP)} : d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d_0 \}, \]
and note that \( \bar{x} \oplus \bar{y} \oplus \bar{z} \in F \) for all \( \bar{z} \in \{0, 1\}^n \) such that \( z_i = 0 \). Fix \( j \in [n] \setminus \{i\} \) and decompose \( d = d_x \oplus d_y \oplus d_z \). Define \( \bar{z} \in \{0, 1\} \) by \( \bar{z}_j = 1 \) and all other entries equal to zero. Then, \( d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) \) implies that \( d_{x_j} = 0 \). Since \( j \in [n] \setminus \{i\} \) is arbitrary, it follows that \( d_{x_j} = 0 \) for all \( j \in [n] \setminus \{i\} \).

Now, let \( \bar{x}, \bar{y} \in \text{Fes (BP)} \) and \( \bar{z} \in \{0, 1\}^n \), such that \( \bar{x}_i = \tilde{y}_i = 1 \) and \( \bar{x} \oplus \bar{y} \oplus \bar{z} \in F \). Then,
\[ d^T (\bar{x} \oplus \bar{y} \oplus \bar{z}) = d^T_x \bar{x} + d^T_y \bar{y} + d^T_z \bar{z}. \]

Moreover, \( \bar{y} \oplus \bar{x} \oplus \bar{z} \in F \) and it follows that
\[ d^T_x \bar{x} - d^T_y \bar{y} = d^T_z \bar{z}. \]  
(19)
Similarly, there exists \(z, \hat{z} \in \{0, 1\}^n\) such that \(\hat{x} \oplus \hat{x} \oplus z \in F\) and \(\bar{y} \oplus \hat{y} \oplus \hat{z} \in F\), which implies that

\[
d_T^x \hat{x} + d_T^y \hat{y} = d_T^x \bar{y} + d_T^y \bar{y}.
\]

Adding (19) and (20) gives us

\[
d_T^x \hat{x} \bar{y} = d_T^x \bar{y} \bar{y},
\]

for all \(\hat{x}, \hat{y} \in \text{Fes (BP)}\) such that \(\hat{x}_i = \hat{y}_i = 1\).

Hence, if we temporarily fix \(\bar{y} \in \text{Fes (BP)}\) such that \(\bar{y}_i = 1\) and define \(c_x := d_T^x \bar{y}\), then (21) implies that \(d_T^x \hat{x} = c_x\) for all \(\hat{x} \in \text{Fes (BP)}\) such that \(\hat{x}_i = 1\). Moreover, subtracting (19) from (20) gives us

\[
d_T^y \hat{y} = d_T^y \bar{y},
\]

for all \(\hat{x}, \hat{y} \in \text{Fes (BP)}\) such that \(\hat{x}_i = \hat{y}_i = 1\). Again, if we temporarily fix \(\bar{x} \in \text{Fes (BP)}\) such that \(\bar{x}_i = 1\) and set \(c_y := d_T^y \bar{y}\), then (22) implies that \(d_T^y \hat{y} = c_y\) for all \(\hat{y} \in \text{Fes (BP)}\) such that \(\hat{y}_i = 1\).

Finally, fix \(\bar{x}, \bar{y} \in \text{Fes (BP)}\), where \(\bar{x}_i = \bar{y}_i = 1\), and \(\hat{z} \in \{0, 1\}^n\) such that \(\bar{x} \oplus \bar{y} \oplus \hat{z} \in F\). For any \(\hat{y} \in \text{Fes (BP)}\), where \(\hat{y}_i = 0\), there exists a \(\hat{z} \in \{0, 1\}^n\) such that \(\bar{x} \oplus \bar{y} \oplus \hat{z} \in F\). Hence, we have \(d_T^y \bar{y} = d_T^y \hat{y}\), and it follows that \(d_T^y \hat{y} = c_y\) for all \(\hat{y} \in \text{Fes (BP)}\) such that \(\hat{y}_i = 0\). Similarly, for any \(\hat{x} \in \text{Fes (BP)}\), where \(\hat{x}_i = 0\), there exists a \(\hat{z} \in \{0, 1\}^n\) such that \(\bar{x} \oplus \bar{y} \oplus \hat{z} \in F\). Hence, we have \(d_T^x \hat{y} = d_T^x \hat{x}\), and it follows that \(d_T^x \hat{x} = c_y\) for all \(\hat{x} \in \text{Fes (BP)}\) such that \(\hat{x}_i = 0\).

Therefore, \(d_T^x \hat{x} = c_x\) and \(d_T^y \hat{y} = c_y\) for all \(\hat{x}, \hat{y} \in \text{Fes (BP)}\), and it follows that there exists vectors \(\lambda_x, \lambda_y \in \mathbb{R}^n\) such that

\[
d_T^x = \lambda_x^T A, \\
d_T^y = \lambda_y^T A.
\]

Hence, we have

\[
d_T = d_z e_i^T + \lambda^T A, \\
d_0 = d_z + \lambda^T \hat{b},
\]

where \(\lambda = \lambda_x \oplus \lambda_y\) and \(e_i\) denotes the \(i\)th standard basis vector of \(\mathbb{R}^n\). Thus, Theorem 2.10(b) holds for the face \(F = P_{BP}^n\) and the result follows.

3. The Optimal Diameter of the LOP

Let \(n \geq 2\) and \(a \in \mathbb{R}^{n(n-1)}\) be a vector with entries \(a_{ij}\), where \(i \neq j\) and \(i, j \in [n]\). The linear ordering problem, denoted LOP \((a)\), is defined as follows [11]:

\[
\text{maximize } \sum_{i \neq j: 1 \leq j \leq n} a_{ij} x_{ij},
\]

subject to

\[
x_{ij} + x_{ji} = 1, \quad \forall i < j: i, j \in [n],
\]

\[
x_{ij} + x_{jk} + x_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k: i, j, k \in [n],
\]

\[
x_{ij} \in \{0, 1\}, \quad \forall i \neq j: i, j \in [n].
\]

Let \(S_n\) denote the set of permutations on \([n]\). It is well-known that every feasible solution of LOP \((a)\) corresponds to a unique permutation \(\sigma \in S_n\), where \(\sigma_{ij} = 1\) if and only if \(\sigma(i) < \sigma(j)\), for all \(i, j \in [n]\) such that \(i \neq j\). We say that \(\sigma \in S_n\) is an optimal permutation if it corresponds to an optimal solution of LOP \((a)\).

For two permutations \(\sigma_1, \sigma_2 \in S_n\), we define the set of all discordant pairs as

\[
D(\sigma_1, \sigma_2) := \{(i, j) \in [n] \times [n]: i < j \wedge (\sigma_1(i) < \sigma_1(j) \wedge \sigma_2(i) > \sigma_2(j) \vee \sigma_1(i) > \sigma_1(j) \wedge \sigma_2(i) < \sigma_2(j))\}
\]

and the set of concordant pairs as

\[
C(\sigma_1, \sigma_2) := T - D(\sigma_1, \sigma_2),
\]

where \(T := \{(i, j) \in [n] \times [n]: i < j\}\). Then, the Kendall tau distance is defined as follows.
Definition 3.1. The Kendall tau distance between $\sigma_1, \sigma_2 \in S_n$ is given by

$$K(\sigma_1, \sigma_2) = |D(\sigma_1, \sigma_2)|.$$  

For $\epsilon > 0$, the optimal diameter binary program for LOP $(a)$, denoted LOD, is defined by:

$$\text{maximize} \quad \sum_{i \neq j, i,j \in [n]} a_{ij} (x_{ij} + y_{ij}) - \epsilon z_{ij} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24a)$$

$$\text{subject to} \quad x_{ij} + x_{ji} = 1, \quad \forall i < j : i, j \in [n], \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24b)$$

$$y_{ij} + y_{ji} = 1, \quad \forall i < j : i, j \in [n], \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24c)$$

$$x_{ij} + x_{jk} + x_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k: i, j, k \in [n], \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24d)$$

$$y_{ij} + y_{jk} + y_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k: i, j, k \in [n], \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24e)$$

$$x_{ij} + y_{ij} - z_{ij} \leq 1, \quad \forall i \neq j: i, j \in [n], \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24f)$$

$$x_{ij}, y_{ij}, z_{ij} \in \{0, 1\}, \quad \forall i \neq j: i, j \in [n]. \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (24g)$$

The following result shows that the optimal diameter of LOP $(a)$ is proportional to the maximal Kendall tau distance between all optimal permutations.

Proposition 3.2. Let $S$ denote the set of optimal permutations for LOP $(a)$. Then, the optimal diameter of LOP $(a)$ satisfies

$$d(\text{LOD}) = 2 \cdot \arg\max_{\sigma_1, \sigma_2 \in S} K(\sigma_1, \sigma_2).$$

Proof. Note that $||\bar{x}||^2 = \binom{n}{2}$ for all $\bar{x} \in \text{Fes}(\text{LOD})$. By Corollary 2.6 there exists an $\epsilon > 0$ such that every $x^* \oplus y^* \oplus z^* \in \text{Opt(LOD)}$ satisfies

$$d(\text{LOD}) = 2 \left( \binom{n}{2} - e^T z^* \right).$$

Recall from the proof of Theorem 2.8 that $x^*, y^* \in \text{Opt}(\text{LOD}(a))$ such that $e^T z^*$ is minimized.

Now, let $\sigma_1, \sigma_2 \in S_n$ be optimal rankings of LOP $(a)$ corresponding to $x^*$ and $y^*$, respectively. Then, by Proposition 2.7 $z_{ij}^* = 1$ if and only if $\sigma_1(i) < \sigma_1(j)$ and $\sigma_2(i) < \sigma_2(j)$, where $(i, j) \in C(\sigma_1, \sigma_2)$ if $i < j$, and $(j, i) \in C(\sigma_1, \sigma_2)$ if $j < i$. Therefore, $e^T z^* = |C(\sigma_1, \sigma_2)|$, and we have

$$\binom{n}{2} - e^T z^* = |D(\sigma_1, \sigma_2)| = K(\sigma_1, \sigma_2).$$

The result follows from noting that $K(\sigma_1, \sigma_2)$ is maximized since $e^T z^*$ is minimized. \hfill \Box

From the proof of Proposition 3.2 there exists an $\epsilon > 0$ such that every $x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{LOD})$ satisfies

$$\arg\max_{\sigma_1, \sigma_2 \in S} K(\sigma_1, \sigma_2) = \binom{n}{2} - e^T z^*, \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (25)$$

where $S$ is the set of all optimal permutations for LOP $(a)$. Furthermore, by Corollary 2.4 and 2.5 if the entries $a_{ij}$, for $i, j \in [n]$ such that $i \neq j$, are integer or rational valued, then there is a readily computable value of $\epsilon$ that will suffice for (25) to hold.

Now, we turn our attention to the distance polytope of the LOP, which is defined as follows

$$P_{\text{LOD}}^n := \text{conv}\left\{x \oplus y \oplus z \in \{0, 1\}^{3n(n-1)}: \text{constraints (24b)-(24i) hold}\right\}.$$  

Let $\bar{x} \in \text{Fes}(\text{LOD}(a))$ and $\sigma_1 \in S_n$ denote the corresponding permutation, where $\bar{x}_{ij} = 1$ if and only if $\sigma_1(i) < \sigma_1(j)$, for all $i, j \in [n]$ such that $i \neq j$. Then, it is clear that there exists a $\bar{y} \in \text{Fes}(\text{LOD}(a))$ and corresponding permutation $\sigma_2 \in S_n$, such that $\bar{y}_{ij} = 1$ if and only if $\bar{x}_{ij} = 0$, i.e., $\sigma_2(i) < \sigma_2(j)$ if and only if $\sigma_1(i) > \sigma_1(j)$. Therefore, the conditions in Corollary 2.9 apply to LOP $(a)$, and we have the following result.
Proposition 3.3. The dimension of $P_{LOD}^n$ satisfies

$$\dim P_{LOD}^n = 2n(n-1).$$

Proof. Let $Mx = d$, where $M \in \mathbb{R}^{m \times n(n-1)}$ and $d \in \mathbb{R}^m$, be a minimal equation of $P_{LOD}^n$, i.e., the linear ordering polytope. Then, Corollary 2.9 implies that

$$\dim P_{LOD}^n = 3n(n-1) - 2 \text{ rank } M,$$

where $\text{rank } M = \binom{n}{2}$ by [4, Theorem 2.5].

In fact, the conditions in Theorems 2.11 and 2.13 apply to LOP (a), and the result below follows immediately. In particular, note that Proposition 3.4(a) can be used in conjunction with [4, Theorem 3.14] to produce multiple facet inequalities for $P_{LOD}^n$.

Proposition 3.4. Let $a^T x \leq a_0$ define a facet of $P_{LOD}^n$. Then, the following are facet inequalities of $P_{LOD}^n$:

(a) $\hat{a}^T (x + y + z) \leq a_0$, for $\hat{a} = a_0 + 0 + 0 + 0$ and $\hat{a} = 0 + a + 0$,

(b) $z_{ij} \geq 0$ and $z_{ij} \leq 1$, for all $i, j \in [n]$ such that $i \neq j$,

(c) $x_{ij} + y_{ij} - z_{ij} \leq 1$, for all $i, j \in [n]$ such that $i \neq j$.

Finally, we prove a lifting result analogous to [4, Lemma 3.1]. To this end, for each $\sigma \in S_n$, define the corresponding incidence vector $\chi^\sigma \in \{0,1\}^{n(n-1)}$ by $\chi_{ij} = 1$ if and only if $\sigma(i) < \sigma(j)$, for all $i, j \in [n]$ such that $i \neq j$. For each $\sigma_1, \sigma_2 \in S_n$, define the triple $T := (\sigma_1, \sigma_2, Z)$, where $Z \in \{0,1\}^{n(n-1)}$ is selected so that the (partial) incidence vector $\chi^T := \chi^{\sigma_1} \oplus \chi^{\sigma_2} \oplus Z$ is an element of $\text{Fes}(LOD)$.

Theorem 3.5. Suppose $a^T (x + y + z) \leq a_0$ defines a facet of $P_{LOD}^n$, where $a = a_x + a_y + a_z$ and $a_x, a_y, a_z \in \mathbb{R}^{n(n-1)}$. Define $\hat{a}_{x_{ij}} := a_{x_{ij}}$, for all $i, j \in [n]$ such that $i \neq j$, and $\hat{a}_{z_{ij}} := \hat{a}_{x_{ij}} := 0$, for all $i, j \in [n]$. Also, let $\hat{a}_y$ and $\hat{a}_z$ be defined similarly. Then, $\hat{a} (x + y + z) \leq a_0$ defines a facet of $P_{LOD}^n$, where $\hat{a} = \hat{a}_x \oplus \hat{a}_y \oplus \hat{a}_z$ and $\hat{a}_x, \hat{a}_y, \hat{a}_z \in \mathbb{R}^{n(n+1)}$.

Proof. In contrast to the results in Section 2.2, here we will use the direct method from [4, Theorem 2], i.e., we will construct $P_{LOD}^{n+1}$ linearly independent vectors $\hat{x} \oplus \hat{y} \oplus \hat{z} \in P_{LOD}^{n+1}$ that satisfy $\hat{a} (\hat{x} \oplus \hat{y} \oplus \hat{z}) \leq a_0$ with equality. We note that in this case, affine and linear independence are equivalent since the zero vector is not contained in the affine hull of $P_{LOD}^{n+1}$.

Given our hypothesis, we can find $d := 2n(n-1)$ triples $T_k := (\sigma_1^k, \sigma_2^k, Z^k)$, for $1 \leq k \leq d$, such that their (partial) incidence vectors $\chi^{T_1}, \chi^{T_2}, \ldots, \chi^{T_d}$ are linearly independent and satisfy $a^T (x + y + z) \leq a_0$ with equality. Let $M'$ denote a $d \times 2n(n-1)$ matrix whose $k$th row corresponds to the vector $\chi^{T_k}$. Since $M'$ is full rank, it has a $d \times d$ non-singular submatrix, which we denote by $M$. We now construct a larger matrix $N'$ whose rows are linearly independent vectors in $P_{LOD}^{n+1}$ that satisfy $\hat{a}^T (\hat{x} \oplus \hat{y} \oplus \hat{z}) \leq a_0$ with equality. Note that $N'$ will have $d_1 := 2n(n+1) = d + 4n$ rows and $3n(n+1)$ columns; hence, it will suffice to exhibit a $d_1 \times d_1$ non-singular submatrix $N$ of $N'$ by selecting certain columns of $N'$.

For $1 \leq k \leq d$, construct a new triple $\tilde{T}_k := (\hat{\sigma}_1^k, \hat{\sigma}_2^k, \tilde{Z}_k^k)$ by setting $\hat{\sigma}_1^k(i) := \sigma_1^k(i) + 1$, for $i \in [n]$, and $\hat{\sigma}_2^k(n+1) := n+1$, $\hat{\sigma}_2^k(i) := \sigma_2^k(i)$, for $i \in [n]$, and $\tilde{Z}_{ij}^k = 1$ if and only if $\hat{\sigma}_1^k(i) < \hat{\sigma}_1^k(j)$ and $\hat{\sigma}_2^k(i) < \hat{\sigma}_2^k(j)$, for $i, j \in [n+1]$ such that $i \neq j$. The corresponding (partial) incidence vectors will form the first block of $d$ rows of $N'$.

Next, let $T = (\sigma_1, \sigma_2, Z)$ be any triple whose partial incidence vector satisfies $a^T (x + y + z) \leq a_0$ with equality. For $1 \leq k \leq n$, construct a new triple $\tilde{S}_k := (\hat{\sigma}_1^k, \hat{\sigma}_2^k, \tilde{Z}_k^k)$ by setting $\hat{\sigma}_1^k(n+1) := 1$, $\hat{\sigma}_1^k(i) := \sigma_1(i)+1$, for $i \in [n]$, and $\hat{\sigma}_2^k(n+1) := n+1$, $\hat{\sigma}_2^k(i) := \sigma_2(i)$, for $i \in [n]$, and $\tilde{Z}_{ij}^k = 1$ if and only if $j = n+1$ and $i = k$ or $\hat{\sigma}_1^k(i) < \hat{\sigma}_1^k(j)$ and $\hat{\sigma}_2^k(i) < \hat{\sigma}_2^k(j)$, for $i, j \in [n+1]$. The corresponding partial incidence vectors will form the second block of $n$ rows of $N'$. Similarly, for $1 \leq k \leq n$, construct a new triple $\tilde{S}_k := (\hat{\sigma}_1^k, \hat{\sigma}_2^k, \tilde{Z}_k^k)$ by setting $\hat{\sigma}_1^k(n+1) := 1$, $\hat{\sigma}_1^k(i) := \sigma_1(i)+1$, for $i \in [n]$, and $\hat{\sigma}_2^k(n+1) := n+1$, $\hat{\sigma}_2^k(i) := \sigma_2(i)$, for $i \in [n]$, and $\tilde{Z}_{ij}^k = 1$
if and only if $i = n + 1$ and $j = k$ or $\sigma^1_2(i) < \sigma^1_2(j)$ and $\sigma^2_2(i) < \sigma^2_2(j)$, for $i, j \in [n + 1]$. The corresponding partial incidence vectors will form the third block of $n$ rows of $N'$.

Finally, let $T = (\sigma_1, \sigma_2, Z)$ be any triple whose partial incidence vector satisfies $a^T (x \oplus y \oplus z) \leq a_0$ with equality. For $1 \leq k \leq n$, construct a new triple $\tilde{R}_k := (\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3)$ by setting $\tilde{\sigma}_1^2(n + 1) := k + 1$, and $\tilde{\sigma}_1(i) := \sigma_1(i)$ if $\sigma_1(i) < k + 1$, otherwise, $\tilde{\sigma}_1(i) := \sigma_1(i) + 1$, for $i \in [n]$. Furthermore, set $\tilde{\sigma}_2^2(n + 1) := n + 1$, $\tilde{\sigma}_2(i) := \sigma_2(i)$, for $i \in [n]$, and $\tilde{\sigma}_3(i) := 1$ if and only if $\sigma_2(i) < \sigma_2(j)$ and $\sigma_2(i) < \sigma_2(j)$, for $i, j \in [n + 1]$ such that $i \neq j$. The corresponding partial incidence vectors will form the fourth block of $n$ rows of $N'$. Similarly, for $1 \leq k \leq n$, construct a new triple $\tilde{R}_k := (\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3)$ by setting $\tilde{\sigma}_1^2(n + 1) := k + 1$, and $\tilde{\sigma}_2^2(i) := \sigma_2(i)$ if $\sigma_2(i) < k + 1$, otherwise, $\tilde{\sigma}_2(i) := \sigma_2(i) + 1$, for $i \in [n]$. Furthermore, set $\tilde{\sigma}_1^2(n + 1) := 1$, $\tilde{\sigma}_1(i) := \sigma_1(i) + 1$, for $i \in [n]$, and $\tilde{\sigma}_2(i) := 1$ if and only if $\sigma_2(i) < \sigma_2(j)$ and $\sigma_2(i) < \sigma_2(j)$, for $i, j \in [n + 1]$ such that $i \neq j$. The corresponding partial incidence vectors will form the fifth block of $n$ rows of $N'$.

Hence, we have constructed all $d_1$ rows of $N'$. All that remains is to select $d_1$ columns of $N'$ to form a non-singular submatrix $N$. To that end, the first block of $d$ columns correspond to the columns of $M$, the second block of $n$ columns correspond to $\chi^2_{i,n+1}$ for $i \in [n]$, the third block of $n$ columns correspond to $\chi^2_{n+1,j}$ for $j \in [n]$, the fourth block of $n$ columns corresponds to $Z_{i,n+1}$ for $i \in [n]$, and the fifth block of $n$ columns corresponds to $Z_{n+1,j}$ for $j \in [n]$. It is easy to verify that $N$ can be put in the following form:

$$N = \begin{bmatrix} M & 0 & 0 & 0 & 0 \\ * & 0 & 0 & I & 0 \\ * & 0 & 0 & 0 & I \\ * & R & 0 & * & * \\ * & 0 & R & * & * \end{bmatrix},$$

where * denotes entries that are irrelevant to the non-singularity of $N$, $R \in \{0, 1\}^{n \times n}$ such that $R_{ij} = 1$ if and only if $i \leq j$, and 0 and $I$ denote all zero and identity matrices of appropriate sizes, respectively. Indeed, note that $|\det N| = |\det M| > 0$ and the result follows.

\section{The Optimal Diameter of the Symmetric TSP}

The Traveling Salesman Problem (TSP) is the prototype of combinatorial optimization problems where advances in the theory of polyhedral combinatorics have led to spectacular computational results \cite{5}. Before defining the symmetric traveling salesman problem, we introduce the pertinent graph theory definitions.

A graph is a pair $G = (V, E)$, where $V$ is a non-empty finite set and $E$ is a set of two element subsets of $V$. For convenience, we denote the edge $\{i, j\} \in E$ by $ij$. We say that $H$ is a subgraph of $G$ provided that $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$; the subgraph is denoted by $H \subseteq G$. In particular, $H$ is an induced subgraph of $G$ if there exists an $A \subseteq V(G)$ such that $V(H) = A$ and $E(H) = \{ij \in E(G) : i, j \in A\}$; the induced subgraph is denoted by $H = G[A]$.

Let $K_n$ denote the complete graph on $n$ vertices, where $V(K_n) = [n]$ and $E(K_n) = \{ij : i, j \in V(K_n), i \neq j\}$. Then, for any $S \subseteq E(K_n)$ and $x \in \mathbb{R}^{|E(K_n)|}$, define

$$x(S) := \sum_{ij \in S} x_{ij},$$

Given $n \geq 3$ and $a \in \mathbb{R}^{|E(K_n)|}$, the symmetric traveling salesman problem, denoted TSP ($a$), is defined as follows:

\begin{align*}
\text{minimize} & \quad \sum_{ij \in E(K_n)} a_{ij} x_{ij} \quad & (26a) \\
\text{subject to} & \quad \sum_{j \neq i : j \in V(K_n)} x_{ij} = 2, \quad \forall i \in V(K_n), \quad & (26b) \\
& \quad x(E(K_n[A])) \leq |A| - 1, \quad \forall \emptyset \subset A \subset V(K_n), \quad & (26c) \\
& \quad x_{ij} \in \{0, 1\}, \quad \forall ij \in E(K_n). \quad & (26d)
\end{align*}
It is well-known that every feasible solution of TSP \((a)\) corresponds to a unique tour \(T \subset K_n\), i.e., a simple cycle of length \(n\), where \(\bar{x}\) is defined by over all optimal tours of TSP \((a)\). Let \(S\) be the set of all optimal tours of TSP \((a)\). Proposition 4.1. The following result shows that the optimal diameter of TSP \((a)\) is proportional to the max of \(|D(T_1,T_2)|\) over all optimal tours of TSP \((a)\).

Proposition 4.1. Let \(S\) denote the set of optimal tours of TSP \((a)\). Then, the optimal diameter of TSP \((a)\) satisfies

\[
\text{d}(\text{TSP}(a)) = 2 \cdot \arg\max_{T_1,T_2 \in S} |D(T_1,T_2)|.
\]

Proof. Note that \(\|\bar{x}\|^2 = n\) for all \(\bar{x} \in \text{Fes}(\text{TSP}(a))\). By Corollary 2.4 there exists an \(\epsilon > 0\) such that every \(x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{TSD})\) satisfies

\[
\text{d}(\text{TSP}(a)) = 2 \left(n - e^T z^*\right).
\]

Recall from the proof of Theorem 2.3 that \(x^*, y^* \in \text{Opt}(\text{TSP}(a))\) such that \(e^T z^*\) is minimized.

Now, consider the optimal tours \(T_1, T_2 \subset K_n\) corresponding to \(x^*\) and \(y^*\), respectively. Then, by Proposition 2.3 \(z^*_{ij} = 1\) if and only if \(ij \in T_1\) and \(ij \in T_2\). Therefore,

\[
n - e^T z^* = |D(T_1,T_2)|.
\]

The result follows from noting that \(|D(T_1,T_2)|\) is maximized since \(e^T z^*\) is minimized.

From the proof of Proposition 4.1 there exists an \(\epsilon > 0\) such that every \(x^* \oplus y^* \oplus z^* \in \text{Opt}(\text{TSD})\) satisfies

\[
\arg\max_{T_1,T_2 \in S} |D(T_1,T_2)| = n - e^T z^*,
\]

where \(S\) is the set of all optimal tours of TSP \((a)\). Furthermore, by Corollary 2.4 and 2.5 if the entries of \(a_{ij}\), for \(ij \in E(K_n)\) are integer or rational valued, then there is a readily computable value of \(\epsilon\) that will suffice for (28) to hold.

Now, we turn our attention to the diameter polytope of the TSP, which is defined as follows

\[
\text{P}_{\text{TSD}} := \text{conv} \left\{ x \oplus y \oplus z \in \{0,1\}^3 \mid \text{constraints (27b)-(27f) hold} \right\}.
\]

The following result shows that the conditions of Corollary 2.9 apply to TSP \((a)\).

Lemma 4.2. Let \(n \ge 5\). Then, for any \(\bar{x} \in \text{Fes}(\text{TSP}(a))\), there exists a \(\bar{y} \in \text{Fes}(\text{TSP}(a))\) such that \(\bar{x} + \bar{y} \le \epsilon\).
Proof. Let $\bar{x} \in \text{Fes}(\text{TSP} \,(a))$ and $T_1 \subset K_n$ denote the corresponding tour. If $n = 5$, then the complement $\overline{T}_1$ is a tour in $K_n$ such that $|D(T_1, \overline{T}_1)| = n$. Let $\bar{y} \in \text{Fes}(\text{TSP} \,(a))$ denote the feasible solution corresponding to $\overline{T}_1$. Then, $\bar{x} + \bar{y} \leq e$ and the result follows.

Suppose that $n > 5$ and define the graph $G := (V(K_n), E(K_n) \setminus E(T_1))$. Then, the degree of each vertex $v \in V(G)$ satisfies

$$\deg v \geq n - 3 \geq \frac{n}{2}.$$ 

Therefore, by [1, Theorem 3], it follows that $G$ is Hamiltonian, i.e., there exists a tour $T_2$ in $G$. Let $\bar{y} \in \text{Fes}(\text{TSP} \,(a))$ denote the feasible solution corresponding to $T_2$. Then, $\bar{x} + \bar{y} \leq e$ and the result follows. \qed

Hence, we have the following result.

**Proposition 4.3.** Let $n \geq 5$. Then, the dimension of $P^n_{TSD}$ satisfies

$$\dim P^n_{TSD} = \frac{3n^2 - 7n}{2}.$$ 

**Proof.** Since $n \geq 5$, Lemma 4.2 implies that the conditions of Corollary 2.9 apply to TSP $(a)$. Let $Mx = d$, where $M \in \mathbb{R}^{m \times n(n-1)}$ and $d \in \mathbb{R}^m$, be a minimal equation of $Q^n_T$, i.e., the $(n$-city) symmetric traveling salesman polytope. Then, Corollary 2.9 implies that

$$\dim P^n_{TSD} = 3 \binom{n}{2} - 2 \text{rank } M,$$

where $\text{rank } M = n$ by [12, Proposition 0]. \qed

Note that, for $n = 4$, the dimension equation in Proposition 4.3 was verified using polymake [2]. Also, for $n \geq 5$, Lemma 4.2 implies that the conditions in Theorems 2.11 and 2.13 apply to TSP $(a)$, and the result below follows immediately. In particular, note that Proposition 4.4(a) can be used in conjunction with [6, Theorem 14] to produce multiple facet inequalities for $P^n_{TSD}$.

**Proposition 4.4.** Let $n \geq 5$ and suppose that $a^T x \leq a_0$ defines a facet of $Q^n_T$. Then, the following are facet inequalities of $P^n_{TSD}$:

(a) $\hat{a}^T \, (x \oplus y \oplus z) \leq a_0$, for $\hat{a} = a \oplus 0 \oplus 0$ and $\hat{a} = 0 \oplus a \oplus 0$,

(b) $z_{ij} \geq 0$ and $z_{ij} \leq 1$, for all $i, j \in E(K_n)$,

(c) $x_{ij} + y_{ij} - z_{ij} \leq 1$, for all $i, j \in E(K_n)$.

5. Conclusion

The diameter binary program is a novel tool for analyzing the set of optimal solutions for a given feasible binary program. In particular, the optima of the diameter binary program contains two optimal solutions of the given feasible binary program that are as diverse as possible with respect to the optimal diameter.

Under suitable conditions, the dimension of the polytope (Corollary 2.8 and 2.9) and certain facet inequalities (Theorem 2.11) can be found from the dimension and facets, respectively, of the underlying polytope of the given binary program. In addition, the trivial hypercube constraints $0 \leq z_i \leq 1$ define facets (Theorem 2.12), for all $i \in [n]$, as do the constraints in 2.13 (Theorem 2.13).

These suitable conditions apply to many famous binary programs, such as those corresponding to the linear ordering problem and the symmetric traveling salesman problem. When considering these binary programs, the additional problem-specific structure reveals other interesting facets. For instance, the diameter polytope of the linear ordering problem has a lifting result (Theorem 3.5), which shows that all facets in a lower dimension can be “lifted” to facets in a higher dimension. When $n = 2$ and $n = 3$, polymake reveals that all facets of the linear ordering problem are described by Proposition 3.3. For $n = 4$, there are 483,840 points, which proved to be too many for us to have polymake compute the facet inequalities in a reasonable amount of time.
For the diameter polytope of the symmetric traveling salesman problem, when \( n = 4 \), \texttt{polymake} reveals the following additional facets:

\[
\begin{align*}
  x_{12} + x_{13} + y_{12} + y_{24} + z_{23} & \geq 3, \\
  x_{12} + x_{13} + y_{12} + y_{24} + z_{14} & \geq 3,
\end{align*}
\]

which are not described by Proposition 4.4. These facets seem to occur from the interaction between the two optimal solutions of the TSP. When \( n = 5 \), \texttt{polymake} reveals that the majority of the facets are of a similar form. Note that the python code used to generate these facet inequalities is available at \url{https://github.com/trcameron/Diameter-Polytopes}. In addition, we have included a python implementation of the diameter linear ordering program, which uses \texttt{CPLEX} \cite{IBM} as the underlying optimization solver.

Future research includes the investigation of these additional facets for the diameter polytope of the symmetric traveling salesman problem. In addition, we are interested in applying the diameter binary program to other binary programs, such as those corresponding to the acyclic subgraph problem, the set cover problem, and the knapsack problem. Finally, possible generalizations include developing the diameter binary program to allow for the computation of more than two optimal solutions that are as diverse as possible, and perhaps are associated with separate objective functions. As noted in the introduction, it is straightforward to change the constraints so that these optima are as uniform as possible.
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