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Abstract. In this paper, we study weakly nonlinear boundary value problems on infinite intervals. For such problems, we provide criteria for the existence of solutions as well as a qualitative description of the behavior of solutions depending on a parameter. We investigate the relationship between solutions to these weakly nonlinear problems and the solutions to a set of corresponding linear problems.

1. Introduction

The results in this paper pertain to nonlinear boundary value problems on infinite intervals. We consider problems with weak nonlinearities in both the differential equation and the boundary conditions. We provide a framework which allows us to establish conditions for the existence of solutions and which also enables us to provide a qualitative description of the dependence of solutions on parameters.

We consider nonlinear boundary value problems on the infinite interval $[0, \infty)$ of the form

$$x'(t) - A(t)x(t) = h(t) + \varepsilon f(t, x(t))$$  \hspace{1cm} (1)

subject to

$$\Gamma(x) = u + \varepsilon \int_0^\infty g(t, x(t)) dt$$ \hspace{1cm} (2)

where $A$ is a continuous $n \times n$ matrix-valued function on $[0, \infty)$, $f$ and $g$ are continuously differentiable maps from $\mathbb{R}^{n+1}$ into $\mathbb{R}^n$, and $\Gamma$ is a bounded linear map from the space of bounded, continuous functions from $[0, \infty)$ into $\mathbb{R}^n$.

Given that $\Gamma$ is an arbitrary linear map, it should be observed that the problems we’re considering include ones of the form

$$x'(t) - A(t)x(t) = \varepsilon f(t, x(t))$$
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subject to
\[ \int_0^\infty B(t)x(t)dt + \sum_{k=0}^\infty C_kx(t_k) = \epsilon \int_0^\infty g(t, x(t))dt \]

where \( B \) is a function-valued matrix whose entries are integrable functions from \([0, \infty)\) into \( \mathbb{R}^n \). and \( C_k \) for \( k \geq 0 \) is an \( n \times n \) matrix with
\[ \sum_{k=0}^\infty \|C_k\| < \infty. \]

Note that if \( B \) and \( g \) are identically zero, this is a set of linear multipoint boundary conditions.

Our main focus will be on the case where the bounded, continuous function \( h \) and vector \( u \in \mathbb{R}^n \) are such that the linear problem
\[ x'(t) - A(t)x(t) = h(t) \tag{3} \]
subject to
\[ \Gamma(x) = u \tag{4} \]
has a solution.

In our analysis, we use a scheme somewhat similar to the Lyapunov-Schmidt procedure and results are obtained through an application of the implicit function theorem for Banach spaces. We provide a framework which allows us to determine cases when for \( \epsilon \) sufficiently small in magnitude, (1)-(2) has solutions which emanate from a particular solution to (3)-(4).

There has been extensive literature studying boundary value problems on finite intervals. Examples include [12], [13], [14], [15], [19], [28], [29] and [30]. For results establishing existence of solutions to boundary value problems on infinite intervals the reader is referred to [2], [3], [5], [6], [17] and [23] in the continuous case and [1], [24], [27], [31] and [32] in the discrete case. The use of projection methods such as the Lyapunov-Schmidt procedure in the study of boundary value problems is employed in [8], [9], [11], [20], [22], [25], [26], [33], [34], [35] and [36].

2. Main results

We use \( \mathcal{C} \) to denote the space of bounded, continuous functions from \([0, \infty)\) into \( \mathbb{R}^n \), and pair this space with the norm \( \|x\|_\infty = \sup_{t \geq 0} |x(t)| \). It is clear that \( (\mathcal{C}, \|\cdot\|_\infty) \) is a Banach space. We use \( \cdot \) to denote the Euclidean norm on \( \mathbb{R}^n \) and \( \|\cdot\| \) for the standard operator norm on the space of \( n \times n \) real-valued matrices. Throughout this section, we assume that \( \Gamma : \mathcal{C} \to \mathbb{R}^n \) is a bounded linear map and write
\[ \|\Gamma\| = \sup_{\|x\|_\infty = 1} |\Gamma(x)|. \]
Let \( \Phi(t) \) denote the fundamental matrix for \( x'(t) - A(t)x(t) = 0 \) such that \( \Phi(0) = I \) and \( \Phi_i \) denote the \( i^{th} \) column of \( \Phi \) for \( 1 \leq i \leq n \). As mentioned in the introduction, our analysis will include a discussion of a set of closely related linear problems. Throughout the paper, the reader will see that conditions we will impose on \( A \) guarantee that for any \( \psi \in \mathcal{C} \), \( \Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)\psi(s)ds \in \mathcal{C} \).

We define \( \Lambda \) as the \( n \times n \) matrix

\[
\Lambda = [\Gamma(\Phi_1(\cdot)) | \Gamma(\Phi_2(\cdot)) | \cdots | \Gamma(\Phi_n(\cdot))].
\]

Note that a function \( x \in \mathcal{C} \) is a solution to

\[
x'(t) - A(t)x(t) = 0
\]

subject to

\[
\Gamma(x) = 0
\]

if and only if \( x(0) \in \ker(\Lambda) \). Given \( \psi \in \mathcal{C} \) and \( w \in \mathbb{R}^n \), we know by variation of parameters that any solution to \( x'(t) - A(t)x(t) = \psi(t) \) is of the form

\[
x(t) = \Phi(t)x(0) + \Phi(t) \int_0^t \Phi^{-1}(s)\psi(s)ds.
\]

Imposing the condition that \( \Gamma(x) = w \) we get that

\[
\Lambda x(0) = w - \Gamma \left( \Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)\psi(s)ds \right).
\]

Let \( p \) denote the dimension of \( \ker(\Lambda) \) for some integer \( 0 \leq p \leq n \). If \( p = 0 \), it is clear that (3)-(4) has a unique solution. The bulk of our results concern the case where \( p \geq 1 \). In this case, we let \( W \) be a matrix whose columns form a basis for \( \ker(\Lambda^T)^\perp \). Note that there exists a solution to the linear boundary value problem

\[
x'(t) - A(t)x(t) = \psi(t)
\]

subject to

\[
\Gamma(x) = w
\]

if and only if

\[
W^T \left[ w - \Gamma \left( \Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)\psi(s)ds \right) \right] = 0.
\]

Throughout this paper we will mainly be studying the structure of the solution set to (1)-(2) in the cases when the matrix \( \Lambda \) is singular and the corresponding linear problem (3)-(4) has a solution, or equivalently where \( h \) and \( u \) satisfy

\[
W^T \left[ u - \Gamma \left( \Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)h(s)ds \right) \right] = 0.
\]
Based on the discussion above, it is clear that there exists a solution to the non-linear boundary value problem

\[ x'(t) - A(t)x(t) = h(t) + \varepsilon f(t, x(t)) \]

subject to

\[ \Gamma(x) = u + \varepsilon \int_0^\infty g(t, x(t))dt \]

for \( \varepsilon \neq 0 \) if there exists \( x \in \mathcal{C} \) and \( v \in \ker(\Lambda) \) satisfying

\[ x(t) = \Phi(t)v + \Phi(t) \int_0^t \Phi^{-1}(s)[h(s) + \varepsilon f(s, x(s))]ds \]

and

\[ W^T \left[ \int_0^\infty g(t, x(t))dt - \Gamma \left( \Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)f(s, x(s))ds \right) \right] = 0. \]

We now list the following set of conditions which we will impose in our first theorem.

I) There exist positive constants \( K, \alpha \) such that

\[ \| \Phi(t)\Phi^{-1}(s) \| \leq Ke^{-\alpha(t-s)} \]

for all \( t \geq s \geq 0 \).

II) For any compact subset \( S \subset \mathbb{R}^n \), \( \frac{\partial f}{\partial x} \) is uniformly continuous on \( [0, \infty) \times S \) and

\[ \sup_{t \geq 0} \left\| \frac{\partial f}{\partial x}(t, 0) \right\| < \infty. \]

III) For any compact subset \( S \subset \mathbb{R}^n \), \( \frac{\partial g}{\partial x} \) is uniformly continuous on \( [0, \infty) \times S \) and

\[ \int_0^\infty \left\| \frac{\partial g}{\partial x}(t, 0) \right\| dt < \infty. \]

IV) For all \( h \in \mathcal{C}, \)

\[ \int_0^\infty |g(t, h(t))|dt < \infty. \]

V) There exists an integrable \( s : [0, \infty) \to \mathbb{R} \) satisfying

\[ \left\| \frac{\partial g}{\partial x}(t, x_1) - \frac{\partial g}{\partial x}(t, x_2) \right\| \leq s(t)|x_1 - x_2| \]

for all \( t \geq 0 \) and \( x_1, x_2 \in \mathbb{R}^n \).
Note that for $x \in \mathcal{C}$, $v \in \ker(\Lambda)$, $\varepsilon \in \mathbb{R}$, and $t \geq 0$ we have that,

$$
\left| x(t) - \Phi(t)v - \Phi(t) \int_0^t \Phi^{-1}(s) [h(s) + \varepsilon f(s,x(s))] ds \right|
\leq |x|_\infty \sup_{s \geq 0} |\Phi(s)| + \int_0^\infty |\Phi(t)\Phi^{-1}(s)| |h(s) + \varepsilon f(s,x(s))| ds
\leq |x|_\infty \sup_{s \geq 0} |\Phi(s)| + ||h||_\infty + |\varepsilon| \sup_{s \geq 0} |f(s,x(s))| \int_0^\infty e^{-\alpha(t-s)} ds
= |x|_\infty \sup_{s \geq 0} |\Phi(s)| + ||h||_\infty + |\varepsilon| \sup_{s \geq 0} |f(s,x(s))| K\alpha^{-1}.
$$

Also observe that

$$
\left| W^T \left[ \int_0^\infty g(t,x(t)) dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) f(s,x(s)) ds \right) \right] \right|
\leq \left| W^T \right| \left[ \int_0^\infty |g(t,x(t))| dt - \|\Gamma\| \left( \int_0^\infty |\Phi(t)\Phi^{-1}(s)| |f(s,x(s))| ds \right) \right]
\leq \left| W^T \right| \left[ \int_0^\infty |g(t,x(t))| dt - \|\Gamma\| \left( \sup_{s \geq 0} |f(s,x(s))| \int_0^\infty e^{-\alpha(t-s)} ds \right) \right]
= \left| W^T \right| \left[ \int_0^\infty |g(t,x(t))| dt - \|\Gamma\| \left( \sup_{s \geq 0} |f(s,x(s))| K\alpha^{-1} \right) \right] < \infty.
$$

From this is follows that $H$ given by

$$
H((x,v),\varepsilon) = \begin{bmatrix} H_1((x,v),\varepsilon) \\ H_2((x,v),\varepsilon) \end{bmatrix} = \begin{bmatrix} x(t) - \Phi(t)v - \Phi(\cdot) \int_0^t \Phi^{-1}(s) [h(s) + \varepsilon f(s,x(s))] ds \\ W^T \left[ \int_0^\infty g(t,x(t)) dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) f(s,x(s)) ds \right) \right] \end{bmatrix}
$$

is a well-defined map from $\mathcal{C} \times \ker(\Lambda) \times \mathbb{R}$ to $\mathcal{C} \times \mathbb{R}^p$.

Our main result will involve an application of the implicit function theorem for Banach spaces [18]. This requires continuous Fréchet differentiability of $H$.

In the following lemma, for $i = 1, 2$ we use $\frac{\partial H_i}{\partial (x,v)}$ to denote the partial (Fréchet) derivative of $H_i$ with respect to $(x,v)$.

**Lemma 1.** Suppose that $I - V$ hold. Then for any $((x,v),\varepsilon) \in \mathcal{C} \times \ker(\Lambda) \times \mathbb{R}$, the bounded linear maps $\frac{\partial H_1}{\partial (x,v)}((x,v),\varepsilon)$ and $\frac{\partial H_2}{\partial (x,v)}((x,v),\varepsilon)$ exist and are given by

$$
\left[ \frac{\partial H_1}{\partial (x,v)}((x,v),\varepsilon) \right] (\psi,w)(t) = \psi(t) - \Phi(t)w - \varepsilon \left( \Phi(t) \int_0^t \Phi^{-1}(s) \frac{\partial f}{\partial x}(s,x(s)) \psi(s) ds \right)
$$

and

$$
\left[ \frac{\partial H_2}{\partial (x,v)}((x,v),\varepsilon) \right] (\psi,w)
=W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t,x(t)) \psi(t) dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s,x(s)) \psi(s) ds \right) \right].
$$

Further, $H_1$ and $H_2$ are continuously (Fréchet) differentiable.
Proof. For \( x, \psi \in \mathscr{C} \) and \( v, w \in \ker(A) \) we have that

\[
H_1((x + \psi, v + w), \varepsilon) - H_1((x, v), \varepsilon) - \psi(t) + \Phi(t)w
\]

\[
\leq \epsilon \left( \Phi(t) \int_0^t \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x(s)) \psi(s) ds \right)
\]

\[
= \epsilon \left( \Phi(t) \int_0^t \Phi^{-1}(s) \left[ f(s, (x+h)(s)) - f(s, x(s)) - \frac{\partial f}{\partial x}(s, x(s)) \psi(s) \right] ds \right).
\]

For \( a, b \in \mathbb{R}^n \), let \( L(a, b) \) denote the straight line segment connecting \( a \) and \( b \).

Note that by the mean value theorem, for all \( t \geq 0 \) we have that the following hold

\[
\left| f(t, (x + \psi)(t)) - f(t, x(t)) \right| \leq \sup_{v(t) \in L(x(t), (x + \psi)(t))} \left| \frac{\partial f}{\partial x}(t, v(t)) \psi(t) \right|
\]

\[
\left| g(t, (x + \psi)(t)) - g(t, x(t)) \right| \leq \sup_{\xi(t) \in L(x(t), (x + \psi)(t))} \left| \frac{\partial g}{\partial x}(t, \xi(t)) \psi(t) \right|
\]

Then we have that for \( t \geq 0 \),

\[
\left| \left( \int_0^t \Phi(t) \Phi^{-1}(s) \left[ f(s, (x+h)(s)) - f(s, x(s)) - \frac{\partial f}{\partial x}(s, x(s)) \psi(s) \right] ds \right) \right|
\]

\[
\leq \sup_{v(s) \in L(x(s), (x + \psi)(s))} \left\| \left[ \frac{\partial f}{\partial x}(s, v(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right] \left( \int_0^s \left\| \Phi(t) \Phi^{-1}(s) \right\| ds \right) \right\| \psi \|_{\infty}
\]

\[
\leq \sup_{v(s) \in L(x(s), (x + \psi)(s))} \left\| \left[ \frac{\partial f}{\partial x}(s, v(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right] \right\| K \alpha^{-1} \| \psi \|_{\infty}
\]

and \( \sup_{v(s) \in L(x(s), (x + \psi)(s))} \left\| \left[ \frac{\partial f}{\partial x}(s, v(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right] \right\| K \alpha^{-1} \rightarrow 0 \) as \( \| \psi \|_{\infty} \rightarrow 0 \) by II).

We also have that

\[
H_2((x + \psi, v + w), \varepsilon) - H_2((x, v), \varepsilon) =
\]

\[
W^T \left[ \int_0^{\infty} \frac{\partial g}{\partial x}(t, x(t)) \psi(t) dt - \Gamma \left( \Phi(t) \int_0^t \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x(s)) \psi(s) ds \right) \right]
\]

\[
= W^T \left[ \int_0^{\infty} \left[ g(s, (x + \psi)(s)) - g(s, x(s)) - \frac{\partial g}{\partial x}(s, x(s)) \psi(s) \right] ds
\]

\[
- \Gamma \left( \Phi(t) \int_0^t \Phi^{-1}(s) \left[ f(s, (x + \psi)(s)) - f(s, x(s)) - \frac{\partial f}{\partial x}(s, x(s)) \psi(s) \right] ds \right) \right]
\]

\[
\leq \left( \| W^T \| \right) \sup_{\zeta(s) \in L(x(s), (x + \psi)(s))} \left\| \frac{\partial g}{\partial x}(s, \zeta(s)) - \frac{\partial g}{\partial x}(s, x(s)) \right\| ds \| \psi \|_{\infty}
\]

\[
+ \left( \| W^T \| \right) \| \Gamma \| \sup_{v(s) \in L(x(s), (x + \psi)(s))} \left\| \frac{\partial f}{\partial x}(s, v(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right\| \int_0^{\infty} \left| \Phi(t) \Phi^{-1}(s) \right| dt \| \psi \|_{\infty}
\]
\begin{align*}
\leq & \| W^T \| \left( \| s \|_{L^1} \| \psi \|_{\infty} + \| \Gamma \| \sup_{v(s) \in L(x(s),(x+\psi)(s))} \left\| \frac{\partial f}{\partial x} (s, v(s)) \right\| K \alpha^{-1} \| \psi \|_{\infty} \right) \\
\end{align*}

where \( \| \cdot \|_{L^1} \) denotes the standard norm on \( L^1[0, \infty) \). Note that

\[ | W^T | \left( \| s \|_{L^1} \| \psi \|_{\infty} + \| \Gamma \| \sup_{v(s) \in L(x(s),(x+\psi)(s))} \left\| \frac{\partial f}{\partial x} (s, v(s)) \right\| K \alpha^{-1} \| \psi \|_{\infty} \right) \to 0 \]

as \( \| \psi \|_{\infty} \to 0 \) by II). Now we will show that the map

\[ (x, v) \mapsto \frac{\partial H_i}{\partial (x,v)} \]

is continuous for \( i = 1, 2 \). Note that for \( \| \psi \|_{\infty} = 1 \),

\[ \left\| \left[ \frac{\partial H_1}{\partial (x,v)} (x_1,v_1) - \frac{\partial H_1}{\partial (x,v)} (x_2,v_2) \right] \psi \right\|_{\infty} \]

\[ = \sup_{t \in [0, \infty]} \left| \left( \int_0^t \Phi(t) \Phi^{-1}(s) \left[ \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right] \psi(s) ds \right) \right| \]

\[ \leq \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| \left( \int_0^\infty \| \Phi(t) \Phi^{-1}(s) \| dt \right) \]

\[ \leq K \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| \alpha^{-1} \]

and \( K \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| \alpha^{-1} \to 0 \) as \( \| x_1 - x_2 \|_{\infty} \to 0 \). We also have that

\[ \left\| \left[ \frac{\partial H_2}{\partial (x,v)} (x_1,v_1) - \frac{\partial H_2}{\partial (x,v)} (x_2,v_2) \right] \psi \right\| \]

\[ \leq \| W^T \| \left( \int_0^\infty \left\| \frac{\partial g}{\partial x} (s,x_1(s)) - \frac{\partial g}{\partial x} (s,x_2(s)) \right\| ds \right) \]

\[ + \| \Gamma \| \int_0^\infty \| \Phi(\cdot) \Phi^{-1}(s) \| \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| ds \right) \right) \]

\[ \leq \| W^T \| \left( \| x_1 - x_2 \|_{\infty} \| s \|_{L^1} + K \alpha^{-1} \| \Gamma \| \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| \right) \right) \]

Note that \( \| W^T \| \left( \| x_1 - x_2 \|_{\infty} \| s \|_{L^1} + K \alpha^{-1} \| \Gamma \| \left\| \frac{\partial f}{\partial x} (s,x_1(s)) - \frac{\partial f}{\partial x} (s,x_2(s)) \right\| \right) \to 0 \) as \( \| x_1 - x_2 \|_{\infty} \to 0 \), proving our desired result.

**Remark.** The most interesting case and the one we will focus mostly on is the case where \( \Lambda \) is singular. In this case, solving the nonlinear boundary value problem (1)-(2) is equivalent to solving the operator equation \( H_1((x,v), \varepsilon) = H_2((x,v), \varepsilon) = 0 \). For the sake of completeness in our analysis it is worth mentioning the case where \( \Lambda \) is invertible. If \( \Lambda \) is invertible, then (3)-(4) has a unique solution and the matrix \( W \) does not exist. The nonlinear boundary value problem (1)-(2) is then equivalent to finding a continuous function \( x \) and \( v \in \mathbb{R}^n \) satisfying

\[ x(t) - \Phi(t)v - \Phi(t) \int_0^t \Phi^{-1}(s) [h(s) + \varepsilon f(s,x(s))] ds = 0 \]
where
\[ v = \Lambda^{-1}\left[u + \varepsilon \int_0^\infty g(t,x(t))dt - \Gamma\left(\Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)[h(s) + \varepsilon f(s,x(s))]ds\right)\right]. \]

Define \( \Psi : \mathcal{C} \times \mathbb{R}^{n+1} \to \mathcal{C} \times \mathbb{R}^n \) by \( [\Psi_1, \Psi_2]^T \) where
\[
\Psi_1((x,v),\varepsilon)(t) = x(t) - \Phi(t)v - \Phi(t)\int_0^t \Phi^{-1}(s)[h(s) + \varepsilon f(s,x(s))]ds
\]
and
\[
\Psi_2((x,v),\varepsilon)(t) = v - \Lambda^{-1}\left[u + \varepsilon \int_0^\infty g(t,x(t))dt\right.
- \left.\Gamma\left(\Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)[h(s) + \varepsilon f(s,x(s))]ds\right)\right].
\]

and note that \( \Psi((\bar{x},v_0),0) = 0 \) where \( \bar{x} \) denotes the unique solution to \( x'(t) - A(t)x(t) = h(t) \) satisfying \( x(0) = v_0 \) where
\[ v_0 = \Lambda^{-1}\left[u - \Gamma\left(\Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)h(s)ds\right)\right]. \]

Further note that by an analogous argument to the one appearing in the previous lemma, \( \Psi \) is continuously differentiable at each point in \( \mathcal{C} \times \mathbb{R}^{n+1} \) under conditions \( I - V \) and
\[
\frac{\partial \Psi}{\partial (x,v)}((\bar{x},v_0),0)[\psi,w]^T = [\psi(\cdot) + \Phi(\cdot)w,w]^T
\]
which is clearly a bijection from \( \mathcal{C} \times \mathbb{R}^n \) to \( \mathcal{C} \times \mathbb{R}^n \). Therefore by the implicit function theorem for Banach spaces, there exists a solution to (1)-(2) for sufficiently small \( \varepsilon \) and those solutions converge uniformly to \( \bar{x} \) as \( \varepsilon \) goes to 0.

Now we shift our focus back to the case where \( \Lambda \) is singular. For the sake of notation, for any \( y \in \mathbb{R}^n \) we define the function \( x_y(t) = \Phi(t)y + \Phi(t)\int_0^t \Phi^{-1}(s)h(s)ds \).

We also write
\[
\frac{\partial H}{\partial (x,v)} = \begin{bmatrix}
\frac{\partial H_1}{\partial (x,v)} \\
\frac{\partial H_2}{\partial (x,v)}
\end{bmatrix}.
\]

**Theorem 1.** Suppose that \( I - V \) hold and that there exists \( y \in \ker(\Lambda) \) such that
\[
W^T\left[\int_0^\infty g(t,x_y(t))dt - \Gamma\left(\Phi(\cdot) \int_0^\cdot \Phi^{-1}(s)f(s,x_y(s))ds\right)\right] = 0
\]
and $\phi : \ker(\Lambda) \to \mathbb{R}^p$ given by

$$\phi(w) = W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t, x_y(s))\Phi(t)dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x_y(s))\Phi(s)ds \right) \right] w$$

is a bijection from $\ker(\Lambda) \subset \mathbb{R}^n$ onto $\mathbb{R}^p$. Then there exists $\epsilon_0$ such that for all $|\epsilon| \leq \epsilon_0$, the boundary value problem

$$x'(t) = A(t)x(t) = h(t) + \epsilon f(t, x(t))$$

subject to

$$\Gamma(x) = u + \epsilon \int_0^\infty g(t, x(t))dt.$$  

is guaranteed a solution $x_\epsilon$. Moreover $\|x_\epsilon - x_y\|_\infty \to 0$ as $\epsilon \to 0$.

**Proof.** We have shown that $H$ is continuously differentiable. Note that $H_1((x_y, y), 0) = 0 = H_2((x_y, y), 0)$. Suppose that $\frac{\partial H}{\partial (x, y)}((x_y, y), 0)(z, v) = 0$. Then $z(t) = \Phi(t)v$ for all $t \geq 0$ and therefore

$$W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(s, x_y(s))\Phi(s)ds - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x_y(s))\Phi(s)ds \right) \right] v = 0$$

implying that $v = 0$. Therefore $\frac{\partial H}{\partial (x, y)}((x_y, y), 0)$ is one-to-one. Let $(\hat{h}, \hat{v}) \in \mathcal{C} \times \mathbb{R}^p$. Then by assumption there exists a unique $w \in \ker(\Lambda)$ satisfying

$$W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(s, x_y(s))\Phi(s)ds - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x_y(s))\Phi(s)ds \right) \right] w = \hat{v} - v_*.$$  

where $v_*$ denotes the vector

$$v_* = W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(s, x_y(s))\hat{h}(s)ds - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x_y(s))\hat{h}(s)ds \right) \right].$$

Therefore

$$\left[ \frac{\partial H_1}{\partial (x, y)}((x_y, y), 0) \right] (\hat{h} + \Phi(\cdot)w, w)(t) = \hat{h}(t)$$

and

$$\left[ \frac{\partial H_2}{\partial (x, y)}((x_y, y), 0) \right] (\hat{h} + \Phi(\cdot)w, w)(t) = (\hat{v} - v_*) + v_* = \hat{v}$$

and $\frac{\partial H}{\partial (x, y)}((x_y, y), 0)$ is a bijection from $\mathcal{C} \times \ker(\Lambda)$ onto $\mathcal{C} \times \mathbb{R}^p$. Our result follows from the implicit function theorem for Banach spaces.

In results up to this point, we assume that $h$ is simply an element of $\mathcal{C}$. In the following set of results, we investigate problems where we know that $h \in \mathcal{C} \cap L^1[0, \infty)$. In this case, we impose the following set of conditions.
There exists positive constant $K$ such that
$$\| \Phi(t)\Phi^{-1}(s) \| \leq K$$
for all $t \geq s \geq 0$.

II') $\frac{\partial g}{\partial x}$ is uniformly continuous on $[0, \infty) \times \mathbb{R}^n$ and
$$\int_0^\infty \left\| \frac{\partial g}{\partial x}(t, 0) \right\| dt < \infty.$$

III') For all $h \in \mathcal{C}$,
$$\int_0^\infty |g(t, h(t))| dt < \infty.$$

IV') $\frac{\partial f}{\partial x}$ is uniformly continuous on $[0, \infty) \times \mathbb{R}^n$ and
$$\int_0^\infty \left\| \frac{\partial f}{\partial x}(t, 0) \right\| dt < \infty.$$

V') There exists $s \in L^1[0, \infty)$ satisfying
$$\left\| \frac{\partial g}{\partial x}(t, x_1) - \frac{\partial g}{\partial x}(t, x_2) \right\| \leq s(t)|x_1 - x_2|$$
for all $t \geq 0$ and $x_1, x_2 \in \mathbb{R}^n$.

VI') There exists $h_1 \in L^1[0, \infty)$ such that for every compact subset $S$ of $\mathbb{R}^n$ there exists a constant $C$ satisfying
$$|f(t, x)| \leq Ch_1(t)$$
for all $t \geq 0$ and $x \in S$ and
$$|f(t, x_1) - f(t, x_2)| \leq h_1(t)|x_1 - x_2|$$
for all $x_1, x_2 \in S$ and $t \geq 0$.

VII') There exists $h_2 \in L^1[0, \infty)$ such that for any compact subset $S \subset \mathbb{R}^n$,
$$\left\| \frac{\partial f}{\partial x}(k, x_1) - \frac{\partial f}{\partial x}(k, x_2) \right\| \leq h_2(k)|x_1 - x_2|$$
for all $t \geq 0$ and $x_1, x_2 \in S$.

Before stating the main theorem in this section, it is worth mentioning for the sake of completeness that if $\Lambda$ is invertible, an analogous argument to the one appearing in Remark 2 holds. This is because $\Psi$ is continuously differentiable on $\mathcal{C} \times \mathbb{R}^{n+1}$ under conditions $I' - VII'$ and satisfies the conditions of the implicit function theorem at the point $((\overline{x}, v_0), 0)$ where $\overline{x}$ and $v_0$ are defined the same as in Remark 2. Therefore, we can guarantee solutions to (1) – (2) for $\varepsilon$ sufficiently small and these solutions converge uniformly to $\overline{x}$ as the absolute value of $\varepsilon$ goes to zero.
THEOREM 2. Suppose that $I' - VII'$ hold and that there exists $y \in \ker(\Lambda)$ such that 

$$W^T \left[ \int_0^\infty g(t,x_y(t))dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s)f(s,x_y(s))ds \right) \right] = 0$$

and $\phi : \ker(\Lambda) \to \mathbb{R}^p$ defined by 

$$\phi(w) = W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t,x_y(t))\Phi(t)dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s)\frac{\partial f}{\partial x}(s,x_y(s))\Phi(s)ds \right) \right] w$$

is a bijection from $\ker(\Lambda) \subset \mathbb{R}^n$ onto $\mathbb{R}^p$. Then there exists $\epsilon_0$ such that for all $|\epsilon| \leq \epsilon_0$, the boundary value problem

$$x'(t) - A(t)x(t) = h(t) + \epsilon f(t,x(t))$$

subject to 

$$\Gamma(x) = u + \epsilon \int_0^\infty g(t,x(t))dt.$$

is guaranteed a solution $x_\epsilon$. Moreover $\|x_\epsilon - x_y\|_\infty \to 0$ as $\epsilon \to 0$.

Proof. We wish to show that $H$ is continuously differentiable under this new set of conditions. Recall that 

$$H_1((x + \psi, v + w), \epsilon)(t) - H_1((x, v), \epsilon)(t)$$

$$= \left[ \psi(t) - \Phi(t)w + \epsilon \left( \Phi(t) \int_0^t \Phi^{-1}(s)\frac{\partial f}{\partial x}(s,x(s))\psi(s)ds \right) \right]$$

$$= \epsilon \left( \Phi(t) \int_0^t \Phi^{-1}(s) \left[ f(s,x+\psi(s)) - f(s,x(s)) - \frac{\partial f}{\partial x}(s,x(s))\psi(s) \right] \right).$$

We have that 

$$\left\| \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \left[ f(s,x+\psi(s)) - f(s,x(s)) - \frac{\partial f}{\partial x}(s,x(s))\psi(s) \right] ds \right\|_\infty$$

$$\leq K \int_0^\infty \sup_{v(s) \in L(x(s),(x+\psi(s)))} \left\| \frac{\partial f}{\partial x}(s,v(s)) - \frac{\partial f}{\partial x}(s,x(s)) \right\| ds \|\psi\|_\infty \leq K \|h_2\|_{L^1} \|\psi\|_\infty^2$$

and $K\|h_2\|_{L^1} \|\psi\|_\infty \to 0$ as $\|\psi\|_\infty \to 0$. Note also that for $\|\psi\|_\infty = 1$, 

$$\left\| \Phi(\cdot) \left( \int_0^\infty \Phi^{-1}(s) \left[ \frac{\partial f}{\partial x}(s,x_1(s)) - \frac{\partial f}{\partial x}(s,x_2(s)) \right] \psi(s)ds \right) \right\|_\infty$$

$$\leq \|\Phi(t)\Phi^{-1}(s)\| \int_0^\infty \left\| \frac{\partial f}{\partial x}(s,x_1(s)) - \frac{\partial f}{\partial x}(s,x_2(s)) \right\| ds$$

$$\leq K\|h_2\|_{L^1} \|x_1 - x_2\|_\infty \to 0$$
as \( \|x_1 - x_2\|_{\infty} \to 0 \). We also have that
\[
\begin{align*}
&\left| H_2((x + \psi, v + w), \varepsilon) - H_2((x, v), \varepsilon) - \\
&\quad W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t, x(t)) \psi(t) dt - \Gamma \left( \Phi(\cdot) \int_0^\infty \Phi^{-1}(s) \frac{\partial f}{\partial x}(s, x(s)) \psi(s) ds \right) \right] \\
&= \left| W^T \left( \int_0^\infty \left[ g(s, (x + \psi)(s)) - g(s, x(s)) - \frac{\partial g}{\partial x}(s, x(s)) \psi(s) \right] ds \\
&\quad - \Gamma \left( \Phi(t) \int_0^t \Phi^{-1}(s) \left[ f(s, (x + \psi)(s)) - f(s, x(s)) - \frac{\partial f}{\partial x}(s, x(s)) \psi(s) \right] ds \right) \right) \right| \\
&\leq \left( \|W^T\| \int_0^\infty \sup_{\zeta(s) \in L(x(s), (x + \psi)(s))} \left| \frac{\partial g}{\partial x}(s, \zeta(s)) - \frac{\partial g}{\partial x}(s, x(s)) \right| ds \|\psi\|_{\infty} \\
&\quad + \|W^T\| \|\Gamma\| \sup_{\nu(s) \in L(x(s), (x + \psi)(s))} \left| \frac{\partial f}{\partial x}(s, \nu(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right| \right| \\
&\quad \times K \int_0^t \left| \frac{\partial f}{\partial x}(s, \nu(s)) - \frac{\partial f}{\partial x}(s, x(s)) \right| dt \|\psi\|_{\infty} \\
&\leq \|W^T\| \left( \|s\|_{L^1} \|\psi\|_{\infty} + \|\Gamma\| \|\psi\|_{\infty} \|h_2\|_{L^1} \|K\| \right) \|\psi\|_{\infty}
\end{align*}
\]
and \( \|W^T\| \left( \|s\|_{L^1} \|\psi\|_{\infty} + \|\Gamma\| \|\psi\|_{\infty} \|h_2\|_{L^1} \|K\| \right) \to 0 \) as \( \|\psi\|_{\infty} \to 0 \). Also note that for \( \|\psi\|_{\infty} = 1 \)
\[
\left| \left[ \frac{\partial H_2}{\partial (x, v)}(x_1, v_1) - \frac{\partial H_2}{\partial (x, v)}(x_2, v_2) \right] \psi \right|
\leq \left( \|W^T\| \left( \int_0^\infty \left| \frac{\partial g}{\partial x}(s, x_1(s)) - \frac{\partial g}{\partial x}(s, x_2(s)) \right| ds \\
&\quad + \|\Gamma\| \|\Phi(\cdot)\| \int_0^\infty \Phi^{-1}(s) \left| \frac{\partial f}{\partial x}(s, x_1(s)) - \frac{\partial f}{\partial x}(s, x_2(s)) \right| ds \right) \right)
\]
\[
\leq \|W^T\| \left( \|x_1 - x_2\|_{\infty} \|s\|_{L^1} + \alpha^{-1} \|\Gamma\| \|x_1 - x_2\|_{\infty} \|h_2\|_{L^1} \right).
\]
It is clear that \( \|W^T\| \left( \|x_1 - x_2\|_{\infty} \|s\|_{L^1} + \alpha^{-1} \|\Gamma\| \|x_1 - x_2\|_{\infty} \|h_2\|_{L^1} \right) \to 0 \) as \( \|x_1 - x_2\|_{\infty} \to 0 \). Therefore, \( H_1 \) and \( H_2 \) is continuously differentiable and so \( H \) is as well. It follows that \( H \) satisfies the conditions of the conditions of the implicit function theorem for Banach spaces by an analogous argument to the one appearing in Theorem 1.

**Example.** Consider the boundary value problem

\[
x'(t) - Ax(t) = \varepsilon f(t, x(t))
\]
subject to

\[
\sum_{k=0}^\infty C_k x(t_k) = \varepsilon \int_0^\infty g(t, x(t)) dt
\]
where \( x : \mathbb{Z}^+ \to \mathbb{R}^n, \ f : \mathbb{R}^3 \to \mathbb{R}^2 \) is twice continuously differentiable, \( C_k \) is an \( 2 \times 2 \) real-valued matrix and \( t_k \geq 0 \) for all \( k \geq 0 \). We assume that
\[
\Lambda = \sum_{k=0}^{\infty} C_k e^{A t_k}
\]
is singular. Suppose that the matrix \( A \) is diagonalizable. That is, there exists an invertible matrix
\[
P = \begin{bmatrix} p_1 & p_2 \\ p_3 & p_4 \end{bmatrix}
\]
and diagonal matrix
\[
B = \begin{bmatrix} \alpha & 0 \\ 0 & \beta \end{bmatrix}
\]
satisfying
\[
\Lambda = P B P^{-1}.
\]
Therefore, we have that
\[
A^k = P B^k P^{-1}
\]
and so
\[
e^{A t} = P \left[ \sum_{k=0}^{\infty} \frac{1}{k!} B^k t^k \right] P^{-1}.
\]
As mentioned above, we assume that \( \Lambda \) is singular, which implies that the second row is a scalar multiple of the first. Suppose that the second row of \( \Lambda \) is \( \kappa \) times row one for some \( \kappa \in \mathbb{R} \). It is clear that \( \Lambda \) and \( \Lambda^T \) have a one-dimensional kernel and that the kernel of \( \Lambda^T \) is spanned by the vector \( [-\kappa, 1]^T \). Write \( g \) as \( g = [g_1, g_2] \). Suppose that there exists \( y \in \ker(\Lambda) \) that satisfies for all \( t \geq 0 \),
\[
0 = f_1(t, e^{A t} y) = f_2(t, e^{A t} y) = \frac{\partial f_1}{\partial x}(t, e^{A t} y) = \frac{\partial f_2}{\partial x}(t, e^{A t} y) = g_1(t, e^{A t} y) = g_2(t, e^{A t} y)
\]
and
\[
-\kappa \int_0^{\infty} \frac{\partial g_1}{\partial x}(t, e^{A t} y) dt \neq \int_0^{\infty} \frac{\partial g_2}{\partial x}(t, e^{A t} y) dt.
\]
Under these assumptions, we have
\[
W^T \left[ \int_0^{\infty} g(t, e^{A t} y) dt - \sum_{k=0}^{\infty} C_k e^{A s_k} \int_0^t e^{A t} f(s, e^{A s} y) ds \right] = W^T \left[ \int_0^{\infty} (0) dt - \sum_{k=0}^{\infty} C_k e^{A s_k} \int_0^t e^{A t_k} (0) ds \right] = 0
\]
and that
\[
\begin{align*}
W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t, e^{At}y) - \sum_{k=0}^\infty C_k e^{At} \int_0^t e^{-sA} \frac{\partial f}{\partial x}(s, e^{sA}y) ds dt \right]
&= \left| \int_0^\infty \frac{\partial g_1}{\partial x}(t, e^{At}y) - \kappa \left( \frac{\partial g_2}{\partial x}(t, e^{At}y) \right) dt \right| \\
&\neq 0.
\end{align*}
\]

Thus for \( \varepsilon \) sufficiently small in absolute value, we are guaranteed solutions to the nonlinear boundary value problem above.

Alternatively, suppose for the problem above that the rows of \( \Lambda \) are identical, that \( A \) is the matrix
\[
A = \begin{bmatrix} -\frac{1}{2} & 0 \\ 1 & -\frac{1}{2} \end{bmatrix}
\]

and that \( f : \mathbb{R}^3 \to \mathbb{R}^2 \) and \( g : \mathbb{R}^3 \to \mathbb{R}^2 \) are given by
\[
f(t, x_1, x_2) = \begin{bmatrix} \frac{(x_1 - e^{-t/2})^2}{(x_1 - e^{-t/2})^2 + 3(x_2 - e^{-t/2}(t+1))^2} \\ \frac{x_1^2 - e^{-t}}{5(t e^{-t/2} - e^{-t/2} - x_2)} \end{bmatrix}
\]

and
\[
g(t, x_1, x_2) = \begin{bmatrix} \frac{x_1^2 - e^{-t}}{5(t e^{-t/2} - e^{-t/2} - x_2)} \\ \frac{x_1^2 - e^{-t}}{5(t e^{-t/2} - e^{-t/2} - x_2)} \end{bmatrix}.
\]

Then \( y = [1, -1] \in \ker(A) \) satisfies the conditions imposed in Theorem 1. That is,
\[
W^T \left[ \int_0^\infty g(t, e^{-t/2}, e^{-t/2}(t-1)) dt + \sum_{k=0}^\infty C_k e^{At} \int_0^t e^{-A(s+1)} f(s, e^{-s/2}, e^{-s/2}(s-1)) ds dt \right] = 0,
\]

and
\[
W^T \sum_{k=0}^\infty C_k e^{At} \int_0^t e^{-A(s+1)} \frac{\partial f}{\partial x}(s, e^{-s/2}, e^{-s/2}(s-1)) ds dt
= W^T \sum_{k=0}^\infty C_k e^{At} \int_0^t e^{-A(s+1)}(0) ds dt = 0
\]

so we have
\[
\begin{align*}
&\left| W^T \left[ \int_0^\infty \frac{\partial g}{\partial x}(t, e^{-t/2}, e^{-t/2}(t-1)) dt \\
&- \sum_{k=0}^\infty C_k e^{At} \int_0^t e^{-A(s+1)} \frac{\partial f}{\partial x}(s, e^{-s/2}, e^{-s/2}(s-1)) ds dt \right] \right|
\end{align*}
\]
Therefore, by results in the preceding sections we can guarantee solutions to the nonlinear boundary value problem in this example for $\varepsilon$ sufficiently close to zero.

REFERENCES

[1] R. AGARWAL, D. O’REGAN, Discrete Systems on Infinite Intervals, Computers & Mathematics with Applications 35, 9 (1998), 97–105.
[2] R. AGARWAL, D. O’REGAN, Infinite Interval Problems Modeling the Flow of a Gas Through a Semi-Infinite Porous Medium, Studies in Applied Mathematics 108, 3 (2002), 245–257.
[3] R. AGARWAL, D. O’REGAN, Non-linear boundary value problems on the semi-infinite interval: an upper and lower solution approach, Differential Equations and Dynamical Systems 49, 1-2 (2002), 129–140.
[4] R. AGARWAL, D. O’REGAN, Singular problems on the infinite interval modelling phenomena in draining flows, IMA Journal of Applied Mathematics 66, 6 (2001), 621–635.
[5] R. AGARWAL, D. O’REGAN, Infinite Interval Problems for Differential, Difference and Integral Equations, Springer, 2001.
[6] R. AGARWAL, D. O’REGAN, B. YAN, Unbounded solutions for singular boundary value problems on the semi-infinite interval: Upper and lower solutions and multiplicity, Journal of Computational and Applied Mathematics 197, 2 (2006), 365–386.
[7] S. CHOW, J. K. HALE, Methods of Bifurcation Theory, Springer, Berlin, 1982.
[8] L. CESARI, Functional analysis and periodic solutions of nonlinear differential equations, Contributions to differential equations, 1, (1963), 149–187.
[9] L. CESARI, Functional analysis and Galerkin’s method, The Michigan Mathematical Journal, 11, 4 (1964), 385–414.
[10] G. DAI, R. MA, Global bifurcation and nodal solutions for a Sturm-Liouville problem with a nonsmooth nonlinearity, Journal of Difference Equations and Applications, 265, 8 (2013), 1443–1459.
[11] D.L. ETHERIDGE, J. RODRÍGUEZ, Scalar discrete nonlinear two-point boundary value problems, Journal of Difference Equations and Applications, 4, 2 (1998), 127–144.
[12] J. HENDERSON, H. WANG, Positive Solutions for Nonlinear Eigenvalue Problems, Journal of Mathematical Analysis and Applications, 208, (1997), 252–259.
[13] J. R. L. WEBB, G. INFANTE, Positive solutions of nonlocal boundary value problems involving integral conditions, NoDEA, 15, (2008), 45–67.
[14] J. R. L. WEBB, G. INFANTE, Positive Solution of Nonlocal Boundary Value Problems: A Unified Approach, Journal of the London Mathematical Society, 74, 3 (2006), 673–693.
[15] J. R. L. WEBB, G. INFANTE, Multiple positive solutions of resonant and non-resonant nonlocal boundary value problems, Nonlinear Analysis: Theory, Methods, and Applications, 71, 3-4 (2009), 1369–1378.
[16] A. KARTSATOS, Advanced Ordinary Differential Equations, Mariner Pub. Co., 1980.
[17] A. KARTSATOS, A boundary value problem on an infinite interval, Proceedings of the Edinburgh Mathematical Society, 19, 3 (1975), 245–252.
[18] S. LANG, Real and Functional Analysis, vol. 142 of Graduate Texts in Mathematics, Springer-Verlag, New York, 1993.
[19] B. FREEDMAN, J. RODRÍGUEZ, On the Solvability of Nonlinear Differential Equations Subject to Generalized Boundary Conditions, Differential Equations and Applications, 10, 3 (2018), 317–327.
[20] B. FREEDMAN, J. RODRÍGUEZ, On Nonlinear Boundary Value Problems in the Discrete Setting, Journal of Difference Equations and Applications, 25, 7 (2019), 994–1006.
[21] R.B. GUENTHER, J.W. LEE, D. O’REGAN, Boundary Value Problems on Infinite Intervals and Semiconductor Devices, Journal of Mathematical Analysis and Applications, 116, 7 (1986), 335–348.
[22] J. Hale, *Ordinary differential equations*, Pure and applied mathematics, Vol. XXI, Wiley-Interscience, 1969.

[23] R. Ma, *Existence of Positive Solutions for Second-Order Boundary Value Problems on Infinity Intervals*, Applied Mathematics Letters 16, (2003), 33–39.

[24] R. Ma, *Nonlinear discrete Sturm-Liouville problems at resonance*, Nonlinear Analysis 67, (2007), 3050–3057.

[25] D. Maroncelli, J. Rodríguez, *Existence theory for nonlinear Sturm-Liouville problems with non-local boundary conditions*, Differential Equations and Applications 10, 2 (2018), 147–161.

[26] D. Maroncelli, J. Rodríguez, *Periodic behaviour of nonlinear, second-order discrete dynamical systems*, Journal of Difference Equations and Applications 22, 2 (2016), 280–294.

[27] J. Rodríguez, *Nonlinear discrete systems with global boundary conditions*, Journal of Mathematical Analysis and Applications, 286, 2 (2003), 782–794.

[28] J. Rodríguez, Z. Abernathy, *On the Solvability of Nonlinear Sturm-Liouville Problems*, Journal of Mathematical Analysis and Applications, 387, 1 (2012), 310–319.

[29] J. Rodríguez, Z. Abernathy, *Nonlinear discrete Sturm-Liouville problems with global boundary conditions*, Journal of Difference Equations and Applications, 18, 3 (2012), 431–445.

[30] J. Rodríguez, A.J. Suárez, *On nonlinear perturbations of Sturm-Liouville problems in discrete and continuous settings*, Differential Equations and Applications 8, 3 (2016), 319–334.

[31] J. Rodríguez, D. Sweet, *Discrete boundary value problems on infinite intervals*, Journal of Difference Equations and Applications, 7, 3 (2001), 435–443.

[32] J. Rodríguez, D. Sweet, *Nonlinear Boundary Value Problems on Sequence Spaces*, Journal of Difference Equations and Applications 8, 2 (2002), 153–162.

[33] J. Rodríguez, P. Taylor, *Scalar discrete nonlinear multipoint boundary value problems*, Journal of Mathematical Analysis and Applications 330, 2 (2007), 876–890.

[34] J. F. Rodríguez, *Existence theory for nonlinear eigenvalue problems*, Appl. Anal., 87 (2008) 293–301.

[35] N. Rouche, J. Mawhin, *Ordinary differential equations: Stability and periodic solutions*, Pittman Advanced Pub. Program, 1980.

[36] M. UraBe, *Galerkin’s procedure for nonlinear periodic systems*, Archive for Rational Mechanics and Analysis, 20, (1965) 120–152.

(Received January 10, 2020)