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Abstract. We prove a higher regularity result for weak solutions to nonlinear nonlocal equations along the integrability scale of Bessel potential spaces $H^{s,p}$ under a mild continuity assumption on the kernel. By embedding, this also yields regularity in Sobolev-Slobodeckij spaces $W^{s,p}$. Our approach is based on a characterization of Bessel potential spaces in terms of a certain nonlocal gradient-type operator and a perturbation approach commonly used in the context of local elliptic equations in divergence form.

1. Introduction

1.1. Basic setting and main result. In this paper, we consider nonlinear nonlocal equations of the form

$$L^\Phi_A u = F \text{ in } \Omega \subset \mathbb{R}^n,$$

where $s \in (0, 1)$, $\Omega \subset \mathbb{R}^n$ is a domain (= open set), while $A : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ is a coefficient and $\Phi : \mathbb{R} \to \mathbb{R}$ is a nonlinearity with properties to be specified below. Moreover, the nonlocal operator $L^\Phi_A$ is formally given by

$$L^\Phi_A u(x) = \text{p.v.} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}} \Phi(u(x) - u(y)) dy.$$

We assume that the right-hand side $F$ of (1.1) is formally of the form

$$F(x) = \text{p.v.} \int_{\mathbb{R}^n} \frac{g(x,y)}{|x-y|^{n+2s}} dy + f(x), \quad x \in \Omega,$$

where $f : \mathbb{R}^n \to \mathbb{R}$ and $g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ are given functions. The aim of this work is to generalize an approach introduced in [24], in order to prove a higher regularity result for weak solutions of the equation (1.1) along the integrability scale of Bessel potential spaces $H^{s,p}$, in the case when the coefficient $A$ exhibits a potentially very irregular behaviour. Throughout the paper, for simplicity we assume that $n > 2s$. Moreover, we assume that $A$ is a measurable function and that there exists some $\lambda \geq 1$ such that

$$\lambda^{-1} \leq A(x,y) \leq \lambda \text{ for almost all } x, y \in \mathbb{R}^n.$$
Furthermore, we require $A$ to be symmetric, i.e.
\[
A(x, y) = A(y, x) \text{ for almost all } x, y \in \mathbb{R}^n. \tag{1.4}
\]
We call such a function $A$ a kernel coefficient and define $L_0(\lambda)$ as the class of all such measurable kernel coefficients $A$ that satisfy (1.3) and (1.4). Moreover, in our main results $\Phi : \mathbb{R} \to \mathbb{R}$ is assumed to be a continuous function satisfying $\Phi(0) = 0$ and the following Lipschitz continuity and monotonicity assumptions, namely
\[
|\Phi(t) - \Phi(t')| \leq \lambda |t - t'| \text{ for all } t, t' \in \mathbb{R} \tag{1.5}
\]
and
\[
(\Phi(t) - \Phi(t')) (t - t') \geq \lambda^{-1} (t - t')^2 \text{ for all } t, t' \in \mathbb{R}, \tag{1.6}
\]
where for simplicity we use the same constant $\lambda \geq 1$ as in (1.3). In particular, $\Phi$ could be any $C^1$ function with $\Phi(0) = 0$ such that the first derivative $\Phi'$ of $\Phi$ satisfies $\text{im } \Phi' \subset [\lambda^{-1}, \lambda]$. In the case when $\Phi(t) = t$, the operator $L_1^A$ reduces to a linear nonlocal operator widely considered in the literature.

The following nonlocal analogue of the euclidean norm of the gradient of a function plays a key role in this paper.

**Definition.** Let $s \in (0, 1)$. For any measurable function $u : \Omega \to \mathbb{R}$, we define the s-gradient $\nabla^s u : \mathbb{R}^n \to [0, \infty]$ by
\[
\nabla^s u(x) = \left( \int_{\mathbb{R}^n} \frac{(u(x) - u(y))^2}{|x - y|^{n+2s}} dy \right)^{\frac{1}{2}}.
\]
For any $p \in [2, \infty)$, define the space
\[
H^{s,p}(\Omega; \mathbb{R}^n) = \left\{ u : \mathbb{R}^n \to \mathbb{R} \text{ measurable } \mid \int_{\Omega} |u(x)|^p dx + \int_{\Omega} |\nabla^s u(x)|^p dx < \infty \right\}.
\]
Moreover, by $H^{s,p}_{\text{loc}}(\Omega; \mathbb{R}^n)$ we denote the set of all functions $u : \mathbb{R}^n \to \mathbb{R}$ that belong to $H^{s,p}(\Omega; \mathbb{R}^n)$ for any relatively compact open subset $\Omega'$ of $\Omega$. The main relevance of these spaces is due to the fact that they are closely related to the classical Bessel potential spaces $H^{s,p}(\Omega)$ and Sobolev-Slobodeckij spaces $W^{s,p}(\Omega)$. In fact, for any $p \geq 2$ we have the inclusions
\[
H^{s,p}(\mathbb{R}^n) \subset H^{s,p}_{\text{loc}}(\Omega; \mathbb{R}^n) \subset H^{s,p}(\Omega) \subset W^{s,p}_{\text{loc}}(\Omega), \tag{1.7}
\]
see section 3.

Denote by $H^{s,2}_{c}(\Omega)$ the set of all functions that belong to $H^{s,2}(\Omega; \mathbb{R}^n)$ and are compactly supported in $\Omega$. For all measurable functions $u, \varphi : \mathbb{R}^n \to \mathbb{R}$, we define
\[
\mathcal{E}_{A}^p(u, \varphi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{A(x, y)}{|x - y|^{n+2s}} \varphi'(x - y) (\Phi(u(x) - u(y)) (\varphi(x) - \varphi(y))) dy dx,
\]
provided the above expression is well-defined and finite, this is for example true if $u \in H^{s,2}_{\text{loc}}(\Omega; \mathbb{R}^n)$ and $\varphi \in H^{s,2}_{c}(\Omega)$. Furthermore, throughout this paper we assume that the function $g$ is measurable and symmetric in the sense of (1.4). In addition, by a slight abuse of notation we define the s-gradient $\nabla^s g : \mathbb{R}^n \to [0, \infty]$ of $g$ by
\[
\nabla^s g(x) = \left( \int_{\mathbb{R}^n} \frac{g(x, y)^2}{|x - y|^{n+2s}} dy \right)^{\frac{1}{2}}.
\]
Also, for any such function $g$ that satisfies $\nabla^s g \in L^2_{\text{loc}}(\Omega)$ and any $\varphi \in H^{s,2}_{c}(\Omega)$, we define
\[
\mathcal{E}(g, \varphi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{g(x, y)^2}{|x - y|^{n+2s}} (\varphi'(x) - \varphi'(y)) dy dx.
\]
The notation introduced above allows us to define our notion of weak solutions to the equation (1.1) as follows.

**Definition.** Given \( f \in L^{\frac{2n}{n+1}}_{\text{loc}}(\Omega) \) and a measurable symmetric function \( g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) with \( \nabla^s g \in L^2_{\text{loc}}(\Omega) \), assume that \( F \) is given as in (1.2). We say that \( u \in H^{s,2}_{\text{loc}}(\mathbb{R}^n) \) is a weak solution of the equation \( L^p_A u = F \) in \( \Omega \), if

\[
E^\Phi(u, \varphi) = E(g, \varphi) + (f, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^{s,2}_{\text{loc}}(\Omega).
\]

In our main result, we need to impose the following additional continuity assumption on \( A \)

\[
\lim_{h \to 0} \sup_{x, y \in K} |A(x + h, y + h) - A(x, y)| = 0 \quad \text{for any compact set} \ K \subset \Omega. \quad (1.8)
\]

The condition (1.8) was introduced in the recent paper [25] in the context of obtaining higher Hölder regularity. In particular, it is satisfied if \( A \) is either continuous in \( \Omega \times \Omega \) or if \( A \) is translation invariant inside of \( \Omega \), that is, if there exists a measurable function \( a : \mathbb{R}^n \to \mathbb{R} \) such that \( A(x, y) = a(x - y) \) for all \( x, y \in \Omega \). In addition, the condition (1.8) is also satisfied by some more general choices of kernel coefficients, for example if

\[
A(x, y) = A'(x, y) A_0(x, y),
\]

where \( A' \in L^p_0(\lambda^{\frac{2}{n}}) \) is continuous in \( \Omega \times \Omega \) and \( A_0 \) is translation invariant inside of \( \Omega \), but is not required to satisfy any continuity or smoothness assumption. Furthermore, we stress that the condition (1.8) only restricts the behaviour of \( A \) inside of \( \Omega \times \Omega \), while outside of \( \Omega \times \Omega \) a more general behaviour is possible.

We are now in the position to state our main result.

**Theorem 1.1.** Let \( \Omega \subset \mathbb{R}^n \) be a domain, \( s \in (0, 1) \), \( \lambda \geq 1 \) and \( p \in (2, \infty) \). Moreover, let \( g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be a measurable symmetric function with \( \nabla^s g \in L^p_{\text{loc}}(\Omega) \) and assume that \( f \in L^{\frac{2n}{n+1}}_{\text{loc}}(\Omega) \). If \( A \in L^p_0(\lambda) \) satisfies the condition (1.8) and if \( \Phi \) satisfies the conditions (1.5) and (1.6) with respect to \( \lambda \), then for \( F \) given as in (1.2) and any weak solution \( u \in H^{s,2}_{\text{loc}}(\Omega; \mathbb{R}^n) \) of the equation

\[
L^p_A u = F \quad \text{in} \ \Omega,
\]

we have \( u \in H^{s,p}_{\text{loc}}(\Omega; \mathbb{R}^n) \).

Moreover, for all open sets \( U \subset V \subset \Omega \), we have

\[
\|\nabla^s u\|_{L^p(U)} \leq C \left( \|f\|_{L^p(V)} + \|
abla^s g\|_{L^p(V)} + \|\nabla^s u\|_{L^2(V)} \right),
\]

where \( C = C(p, n, s, \lambda, U, V) > 0 \).

**Remark 1.2.** In view of (1.7), under the assumptions of Theorem 1.1, weak solutions of (1.1) in particular belong to the Bessel potential space \( H^{s,p}_{\text{loc}}(\Omega) \) and also to the Sobolev-Slobodeckij space \( W^{s,p}_{\text{loc}}(\Omega) \). Moreover, the condition \( \nabla^s g \in L^p_{\text{loc}}(\Omega) \) is for example satisfied if \( g \) has the form

\[
g(x, y) = \sum_{i=1}^{m} D_i(x, y) (g_i(x) - g_i(y)),
\]

where \( m \in \mathbb{N}, D_i \in L^\infty(\mathbb{R}^n \times \mathbb{R}^n) \) and \( g_i \in H^{s,p}_{\text{loc}}(\Omega; \mathbb{R}^n) \) for all \( i = 1, \ldots, m \). By (1.7), the latter condition is in particular satisfied if all \( g_i \) belong to the Bessel potential space \( H^{s,p}(\mathbb{R}^n) \).
Remark 1.3. An interesting feature of the estimate (1.9) is that it is not a purely local estimate, in the sense that due to the nonlocal nature of the $s$-gradient $\nabla^s$, the left-hand side also depends on the values of $u$ outside the domain $\Omega$. In other words, we also gain some control on $u$ outside the domain where the equation holds.

For the sake of providing some context, let us briefly consider local elliptic equations in divergence form of the type
\[
\text{div}(B\nabla u) = \text{div}h + f \quad \text{in } \Omega,
\]
where the matrix of coefficients $B = \{b_{ij}\}_{i,j=1}^n$ is assumed to be uniformly elliptic and bounded, while $h : \mathbb{R}^n \to \mathbb{R}^n$ and $f : \mathbb{R}^n \to \mathbb{R}$ are given functions. The equation (1.11) can in some sense be thought of as a local analogue of the nonlocal equation (1.1) corresponding to the limit case $s = 1$. It is known that if the coefficients $b_{ij}$ are continuous and $h \in L^p_{\text{loc}}(\Omega, \mathbb{R}^n)$, $f \in L^{\frac{n}{n-2}}_{\text{loc}}(\Omega)$ for some $p > 2$, then weak solutions $u \in W^{1,2}_{\text{loc}}(\Omega)$ of the equation (1.11) belong to $W^{1,p}_{\text{loc}}(\Omega)$. This corresponds to our main result in the sense that we obtain local $W^{s,p}$ regularity for nonlocal equations of the type (1.1) in the case when $A$ satisfies the continuity assumption (1.8). We note that this $W^{1,p}_{\text{loc}}(\Omega)$ regularity for solutions of the equation (1.11) also holds if more generally the coefficients $b_{ij}$ belong to the space VMO of functions with vanishing mean oscillation, cf. [5] or [1]. Therefore, an interesting question is if the conclusion of Theorem 1.1 remains true for kernel coefficients $A$ that belong to VMO in a suitable sense.

Regarding related previous results, in [24] Theorem 1.1 was proved in the linear case when $\Phi(t) = t$ and under the stronger assumption that $A$ is translation invariant in the whole space $\mathbb{R}^n$ and in the special case when $g$ is of the form (1.10). Another very interesting result in this direction was recently proved in [23], where again in the linear case when $\Phi(t) = t$ it was in particular shown that if $A \in \mathcal{L}_t(\lambda)$ is Hölder continuous with some arbitrary Hölder exponent and for some $2 \leq p < \infty$ we have $f \in L^p(\mathbb{R}^n)$, then weak solutions $u \in H^{s,2}(\mathbb{R}^n)$ of the equation $L^s_A u = f$ in $\mathbb{R}^n$ belong to $H^{\alpha,p}_{\text{loc}}(\mathbb{R}^n)$ for any $\alpha < \min\{2s, 1\}$, gaining not only integrability, but also differentiability, while for local equations of the type (1.11) no comparable gain of differentiability is attainable. Another interesting question is therefore if such a gain of differentiability is also achievable for possibly nonlinear equations of the type (1.1) that might only hold in some domain $\Omega$ with kernel coefficients that satisfy the condition (1.8) or even for kernels of VMO-type. We plan to investigate this direction in the future.

More results concerning Sobolev regularity for nonlocal equations are for example proved in [2], [17], [20], [28], [22], [3], [9] and [12], while various results on Hölder regularity are proved in [14], [13], [4], [25], [27], [8], [15], [10], [16], [32] and [21]. Furthermore, for some regularity results concerning nonlocal equations similar to (1.1) in the more general setting of measure data, we refer to [19].

1.2. Approach. Our approach is inspired by an approach introduced by Caffarelli and Peral in [6] in the context of obtaining $W^{1,p}$ estimates for local elliptic equations of the type (1.11). The philosophy of the approach is as follows. The first step is to locally approximate the gradient a weak solutions $u$ of (1.11) by the gradient of a weak solution $v$ to a suitable homogeneous equation for which an in some sense good enough estimate is already known. More precisely, in the context
of local equations, one exploits the fact that the approximate solution \( v \) is already
known to satisfy a local \( C^{0,1} \) estimate in order to transfer some regularity to \( u \).
In fact, a real-variable argument based on the Vitali covering lemma, the Hardy-
Littlewood maximal function and an alternative characterization of \( L^p \) spaces then
allows to prove an \( L^p \) estimate for the gradient \( \nabla u \) corresponding to our estimate
(1.9), which then implies the desired local \( W^{1,p} \) estimate.

The main idea in order to prove Theorem 1.1 is to apply a similar strategy with the
gradient \( \nabla u \) replaced by the nonlocal s-gradient \( \nabla^s u \). In particular, in our nonlocal
setting the local \( C^{0,1} \) estimate for the approximate solution has to be replaced by
a local \( C^{s+\gamma} \) estimate for some \( \gamma > 0 \). Such an estimate was recently proved in
[25] for equations of the type (1.1) with kernel coefficients that satisfy the condition
(1.8), opening the way towards obtaining our Theorem 1.1. This estimate is used in
an adaptation of the real-variable argument described above in order to obtain the
desired estimate (1.9) from Theorem 1.1. In contrast to [24], additional difficulties
also arise due to the presence of the nonlinearity \( \Phi \), which are dealt with by careful
applications of the conditions (1.5) and (1.6) throughout the paper and using the
theory of monotone operators in order to prove existence and uniqueness for the
corresponding Dirichlet problem.

2. Preliminaries

2.1. Some notation. For convenience, let us fix some notation which we use
throughout the paper. By \( C \) and \( C_i \), \( i \in \mathbb{N} \), we always denote positive constants,
while dependences on parameters of the constants will be shown in parentheses. As
usual, by

\[ B_r(x_0) := \{ x \in \mathbb{R}^n \mid |x - x_0| < r \} \]

we denote the open ball with center \( x_0 \in \mathbb{R}^n \) and radius \( r > 0 \). Moreover, if \( E \subseteq \mathbb{R}^n \)
is measurable, then by \( |E| \) we denote the \( n \)-dimensional Lebesgue-measure of \( E \). If
\( 0 < |E| < \infty \), then for any \( u \in L^1(E) \) we define

\[ \overline{u}_E := \int_E u(x)dx := \frac{1}{|E|} \int_E u(x)dx. \]

2.2. Some tools from real analysis. In this section, we discuss some results
from real analysis that are at the core of the real-variable argument mentioned in
section 1.2.

The following result is an application of the well-known Vitali covering lemma, cf.
[5, Theorem 2.7].

**Lemma 2.1.** Assume that \( E \) and \( F \) are measurable sets in \( \mathbb{R}^n \) that satisfy
\( E \subseteq F \subseteq B_1 \). Assume further that there exists some \( \varepsilon \in (0,1) \) such that

\[ |E| < \varepsilon |B_1|, \]

and that for all \( x \in B_1 \) and any \( r \in (0,1) \) with \( |E \cap B_r(x)| \geq \varepsilon |B_r(x)| \) we have

\[ B_r(x) \cap B_1 \subset F. \]

Then we have

\[ |E| \leq 10^n \varepsilon |F|. \]

Another tool we use is the Hardy-Littlewood maximal function.
Definition. Let \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \). Then the Hardy-Littlewood maximal function \( Mf : \mathbb{R}^n \to [0, \infty] \) of \( f \) is defined by

\[
Mf(x) := M(f)(x) := \sup_{\rho > 0} \int_{B_\rho(x)} |f(y)| dy.
\]

Moreover, for any domain \( \Omega \subset \mathbb{R}^n \) and any function \( f \in L^1(\Omega) \), consider the zero extension of \( f \) to \( \mathbb{R}^n \)

\[
f_{\Omega}(x) := \begin{cases} f(x), & \text{if } x \in \Omega \\ 0, & \text{if } x \notin \Omega. \end{cases}
\]

We then define

\[
M_\Omega f := M_{f_{\Omega}}.
\]

The following Lemma contains the scaling and translation invariance of the Hardy-Littlewood maximal function and can be proved by using a change of variables.

Lemma 2.2. Let \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), \( r > 0 \) and \( y \in \mathbb{R}^n \). Then for the function \( f_{r,y}(x) := f(rx + y) \) and any \( x \in \mathbb{R}^n \) we have

\[
M_{f_{r,y}}(x) = Mf(rx + y).
\]

Similarly, for any domain \( \Omega \subset \mathbb{R}^n \), any function \( f \in L^1(\Omega) \) and any \( x \in \Omega \) we have

\[
M_{\Omega' f_{r,y}}(x) = M_{\Omega f}(rx + y),
\]

where \( \Omega' := \{ \frac{x-y}{r} \mid x \in \Omega \} \).

We remark that for any \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), \( Mf \) is Lebesgue-measurable. The probably most important properties of the Hardy-Littlewood maximal function are contained in the following result, see [31].

Proposition 2.3. Let \( \Omega \subset \mathbb{R}^n \) be a domain.

(1) (weak 1-1 estimate) If \( f \in L^1(\Omega) \) and \( t > 0 \), then

\[
|\{ x \in \Omega \mid M_{\Omega}(f)(x) > t \}| \leq \frac{C}{t} \int_{\Omega} |f| dx,
\]

where \( C = C(n) > 0 \).

(2) (strong p-p estimates) If \( f \in L^p(\Omega) \) for some \( p \in (1, \infty] \), then

\[
||f||_{L^p(\Omega)} \leq ||M_{\Omega}f||_{L^p(\Omega)} \leq C||f||_{L^p(\Omega)},
\]

where \( C = C(n, p) > 0 \).

(3) If \( f \in L^p(\Omega) \) for some \( p \in [1, \infty] \), then the function \( M_{\Omega}f \) is finite almost everywhere.

We conclude this section by giving an alternative characterization of \( L^p \) spaces, see [7, Lemma 7.3]. It can be proved by using the well-known formula

\[
||f||_{L^p(\Omega)}^p = \int_0^\infty t^{p-1} |\{ x \in \Omega \mid f(x) > t \}| dt.
\]

Lemma 2.4. Let \( 0 < p < \infty \). Furthermore, suppose that \( f \) is a nonnegative and measurable function in a bounded domain \( \Omega \subset \mathbb{R}^n \) and let \( \tau > 0, \beta > 1 \). Then for

\[
S := \sum_{k=1}^\infty \beta^{kp} |\{ x \in \Omega \mid f(x) > \tau \beta^k \}|
\]
we have
\[ C^{-1}S \leq ||f||_{L^p(\Omega)}^p \leq C(\text{area} + S) \]
for some constant \( C = C(\tau, \beta, p) > 0 \). In particular, we have \( f \in L^p(\Omega) \) if and only if \( S < \infty \).

2.3. Fractional Sobolev spaces. The following type of fractional Sobolev spaces is probably the most common type of such spaces in the literature concerned with nonlocal equations similar to (1.1).

**Definition.** Let \( \Omega \subset \mathbb{R}^n \) be a domain. For \( p \in [1, \infty) \) and \( s \in (0, 1) \), we define the Sobolev-Slobodeckij space
\[
W^{s,p}(\Omega) := \left\{ u \in L^p(\Omega) \mid \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dy \, dx < \infty \right\}
\]
with norm
\[
||u||_{W^{s,p}(\Omega)} := \left( \int_{\Omega} |u(x)|^p \, dx + \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{n+sp}} \, dy \, dx \right)^{1/p}.
\]
Moreover, we also define the corresponding local versions of these spaces by
\[
W^{s,p}_{loc}(\Omega) := \left\{ u \in L^p_{loc}(\Omega) \mid u \in W^{s,p}(\Omega') \text{ for any domain } \Omega' \subset \Omega \right\}.
\]
In addition, we also use the space
\[
W^{s,2}_0(\Omega) := \left\{ u \in W^{s,2}(\mathbb{R}^n) \mid u = 0 \text{ in } \mathbb{R}^n \setminus \Omega \right\}
\]
\[
= \left\{ u \in H^{s,2}(\Omega|\mathbb{R}^n) \mid u = 0 \text{ in } \mathbb{R}^n \setminus \Omega \right\}.
\]

**Remark 2.5.** The space \( W^{s,2}_0(\Omega) \) is a separable Hilbert space with respect to the inner product
\[
(u, v)_{W^{s,2}_0(\Omega)} := (u, v)_{L^2(\Omega)} + \int_{\Omega} \int_{\Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{n+2s}} \, dy \, dx.
\]
Furthermore, the space \( W^{s,2}_0(\Omega) \) clearly is a closed subspace of \( W^{s,2}(\mathbb{R}^n) \) and is therefore also a separable Hilbert space with respect to the inner product \( (\cdot, \cdot)_{W^{s,2}(\mathbb{R}^n)} \).

We often use the following fractional Poincaré-type inequalities.

**Lemma 2.6.** (fractional Poincaré inequality) Let \( s \in (0, 1) \) and \( R > 0 \). For any \( u \in W^{s,2}_0(B_R) \), we have
\[
\int_{B_R} |u(x) - \bar{u}_{B_R}|^2 \, dx \leq CR^{2s} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dy \, dx,
\]
where \( C = C(n, s) > 0 \).

**Proof.** Using Jensen’s inequality, for any \( x \in B_R \) we obtain
\[
|u(x) - \bar{u}_{B_R}|^2 \leq \left( \int_{B_R} |u(x) - u(y)| \, dy \right)^2 \leq \int_{B_R} |u(x) - u(y)|^2 \, dy
\]
\[
\leq CR^{2s} \int_{B_R} \int_{B_R} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dy \, dx,
\]
where \( C = C(n, s) > 0 \). The claim now follows by integrating both sides over \( B_R \). \( \square \)

For a proof of the following inequality we refer to [25, Lemma 2.3].
Lemma 2.7. (Fractional Friedrichs-Poincaré inequality) Let $s \in (0, 1)$ and consider a bounded domain $\Omega \subset \mathbb{R}^n$. For any $u \in W^{s,2}_{0}(\Omega)$, we have

$$
\int_{\mathbb{R}^n} |u(x)|^2 \, dx \leq C|\Omega|^\frac{2s}{n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dy \, dx,
$$

(2.1)

where $C = C(n, s) > 0$.

We also use the following type of fractional Sobolev spaces.

Definition. For $p \in (1, \infty)$ and $s \in (0, 2)$, consider the Bessel potential space

$$
H^{s,p}(\mathbb{R}^n) := \left\{ u \in L^p(\mathbb{R}^n) \mid (-\Delta)^s u \in L^p(\mathbb{R}^n) \right\},
$$

where

$$
(-\Delta)^s u(x) = C_{n,s} \ p.v. \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+s}} \, dy
$$

denotes the fractional Laplacian of $u$. We equip $H^{s,p}(\mathbb{R}^n)$ with the norm

$$
\|u\|_{H^{s,p}(\mathbb{R}^n)} := \|u\|_{L^p(\mathbb{R}^n)} + \|(-\Delta)^s u\|_{L^p(\mathbb{R}^n)}.
$$

Moreover, for any domain $\Omega \subset \mathbb{R}^n$ we define

$$
H^{s,p}(\Omega) := \left\{ u_{\Omega} \mid u \in H^{s,p}(\mathbb{R}^n) \right\}
$$

with norm

$$
\|u\|_{H^{s,p}(\Omega)} := \inf \left\{ \|v_{\Omega}\|_{H^{s,p}(\mathbb{R}^n)} \mid v_{\Omega} = u \right\}
$$

and also the corresponding local Bessel potential spaces by

$$
H^{s,p}_{loc}(\Omega) := \left\{ u \in L^p_{loc}(\Omega) \mid u \in H^{s,p}(\Omega') \text{ for any domain } \Omega' \Subset \Omega \right\}.
$$

The following result gives some relations between Bessel potential spaces and Sobolev-Slobodeckij spaces.

Proposition 2.8. Let $\Omega \subset \mathbb{R}^n$ be a domain.

1. If $\Omega$ is a bounded Lipschitz domain or $\Omega = \mathbb{R}^n$, then for all $s \in (0, 1)$, $p \in (1, 2]$ we have $W^{s,p}(\Omega) \hookrightarrow H^{s,p}(\Omega)$.

2. For any $s \in (0, 1)$ and any $p \in [2, \infty)$ we have $H^{s,p}(\Omega) \hookrightarrow W^{s,p}(\Omega)$.

For a proof of Proposition 2.8 in the case when $\Omega = \mathbb{R}^n$, we refer to Theorem 5 in chapter V of [31]. For a brief explanation on how to obtain the result for general domains, we refer to [24, section 3].

We now generalize the notion of the $s$-gradient which was introduced in the introduction.

Definition. Let $s \in (0, 1)$. For any domain $\Omega \subset \mathbb{R}^n$ and any measurable function $u : \Omega \to \mathbb{R}$, we define the $s$-gradient $\nabla^{s}_{\Omega} u : \Omega \to [0, \infty]$ by

$$
\nabla^{s}_{\Omega} u(x) := \left( \int_{\Omega} \frac{(u(x) - u(y))^2}{|x-y|^{n+2s}} \, dy \right)^{\frac{1}{2}}.
$$

In particular, note that we have $\nabla^{s} u = \nabla^{s}_{\mathbb{R}^n} u$. As mentioned in the introduction, the notion of the $s$-gradient is closely related with the Bessel potential spaces $H^{s,p}$. The precise relation is given by the following result.
Proposition 2.9. Let $s \in (0, 1)$, $p \in \left(\frac{2n}{n+2s}, \infty\right)$ and assume that $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain or that $\Omega = \mathbb{R}^n$. Then we have $u \in H^{s,p}(\Omega)$ if and only if $u \in L^p(\Omega)$ and $\nabla^s u \in L^p(\Omega)$. Moreover, we have
\[ ||u||_{H^{s,p}(\Omega)} \asymp ||u||_{L^p(\Omega)} + ||\nabla^s u||_{L^p(\Omega)} \]
in the sense of equivalent norms.

This characterization was first given by Stein in [30] in the case when $\Omega = \mathbb{R}^n$. For the case when $\Omega$ is a bounded Lipschitz domain we refer to [26, Theorem 1.3], where this characterization is proved in the more general context of Triebel-Lizorkin spaces and so-called uniform domains.

Remark 2.10. In view of Proposition 2.9 and Proposition 2.8, for any bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ and all $s \in (0, 1)$, $p \in [2, \infty)$ we have the inclusions
\[ H^{s,p}(\mathbb{R}^n) \subset H^{s,p}(\Omega|\mathbb{R}^n) \subset H^{s,p}(\Omega) \subset W^{s,p}(\Omega). \]
In the case when $\Omega \subset \mathbb{R}^n$ is an arbitrary domain this implies the inclusions (1.7) from the introduction.

We also use the following standard embedding theorems of Bessel potential spaces. For precise references see [24, section 3].

Theorem 2.11. Let $1 < p \leq p_1 < \infty$, $s, s_1 \geq 0$ and assume that $\Omega \subset \mathbb{R}^n$ is a domain.

1. If $sp < n$, then for any $q \in [p, n p / (n - sp)]$ we have
\[ H^{s,p}(\Omega) \hookrightarrow L^q(\Omega). \]

2. More generally, if $s - \frac{n}{p} = s_1 - \frac{n}{p_1}$, then
\[ H^{s,p}(\Omega) \hookrightarrow H^{s_1,p_1}(\Omega). \]

3. If $sp = n$, then for any $q \in [p, \infty)$ we have
\[ H^{s,p}(\Omega) \hookrightarrow L^q(\Omega). \]

4. If $sp > n$, then we have
\[ H^{s,p}(\Omega) \hookrightarrow C^\alpha(\Omega), \]
where $\alpha = s - \frac{n}{p}$.

3. Some preliminary estimates

For the rest of this paper, we fix real numbers $s \in (0, 1)$ and $\lambda \geq 1$.

3.1. Tail estimates. The following Lemma relates the tails of a function to the $L^2$ norm of its $s$-gradient. For a proof we refer to [24, Lemma 4.1].

Lemma 3.1. For all $r, R > 0$ and any $u \in H^{s,2}(B_R|\mathbb{R}^n)$ we have
\[ \int_{\mathbb{R}^n \setminus B_r} \frac{u(y)^2}{|y|^n} dy \leq C (||\nabla^s u||_{L^2(B_R)}^2 + ||u||_{L^2(B_R)}^2), \]
where $C = C(n, s, r, R) > 0$. 

Finally, the following result can be proved in the same way as [24, Corollary 4.4], by using the $L^\infty$ estimate from [25, Theorem 2.11] instead of the one from [24, Theorem 4.2]. It shows that that if a function satisfies a homogeneous nonlocal equation, then the tails of its $s$-gradient can be controlled nicely, so that we can focus on estimating the local part of the $s$-gradient.

**Proposition 3.2.** Consider a kernel coefficient $A \in \mathcal{L}_0(\lambda)$ and assume that $\Phi$ satisfies (1.5) and (1.6). Then for all $0 < r < R$ and any weak solution $u \in H^{s,2}(B_R|\mathbb{R}^n)$ of the equation

$$L^\Phi_A u = 0 \text{ in } B_R,$$

we have the estimate

$$||\nabla^s_{\mathbb{R}^n \setminus B_R} u||_{L^\infty(B_r)} \leq C||\nabla^s u||_{L^2(B_R)},$$

(3.2)

where $C = C(n, s, r, R, \lambda) > 0$.

### 3.2. Higher Hölder regularity.

In the basic case when $A \in \mathcal{L}_0(\lambda)$, it is known that any weak solution to a corresponding homogeneous nonlocal equation is locally $C^{\alpha}$ for some $\alpha > 0$, cf. [10, Theorem 1.2]. The following result shows that if $A \in \mathcal{L}_0(\lambda)$ additionally satisfies the condition (1.8), then such weak solutions enjoy better Hölder regularity than in general.

**Proposition 3.3.** Consider a kernel coefficient $A \in \mathcal{L}_0(\lambda)$ that satisfies the condition (1.8) in $B_5$ and suppose that $\Phi$ satisfies (1.5) and (1.6) with respect to $\lambda$. Moreover, assume that $u \in H^{s,2}(B_5|\mathbb{R}^n)$ is a weak solution of the equation $L^\Phi_A u = 0$ in $B_5$. Then for any $0 < \alpha < \min\{2s, 1\}$, we have

$$[u]_{C^{\alpha}(B_3)} \leq C||\nabla^s u||_{L^2(B_3)},$$

(3.3)

where $C = C(n, s, \lambda, \alpha) > 0$ and

$$[u]_{C^{\alpha}(B_3)} := \sup_{x, y \in \Omega_3} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}.$$

We will derive Proposition 3.3 from Theorem 3.4 below, which is proved in [25, Theorem 1.1]. In order to state the result, we need the following definitions. First, we define the tail space

$$L^{1}_{2s}(\mathbb{R}^n) := \left\{ u \in L^{1}_{loc}(\mathbb{R}^n) \mid \int_{\mathbb{R}^n} \frac{|u(y)|}{1 + |y|^{n+2s}} dy < \infty \right\}.$$

The most important property of this space is that for any function $u \in L^{1}_{2s}(\mathbb{R}^n)$, the quantity

$$\int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{|u(y)|}{|x_0 - y|^{n+2s}} dy$$

is finite for all $R > 0$, $x_0 \in \mathbb{R}^n$.

**Definition.** We say that $u \in W^{s,2}_{loc}(\Omega) \cap L^{1}_{2s}(\mathbb{R}^n)$ is a local weak solution of the equation $L^\Phi_A u = 0$ in $\Omega$, if

$$\mathcal{E}^\Phi_A(u, \varphi) = 0 \quad \forall \varphi \in H^{s,2}_c(\Omega).$$

(3.3)
Theorem 3.4. Let $\Omega \subset \mathbb{R}^n$ be a domain. Consider a kernel coefficient $A \in L_0(\lambda)$ that satisfies the condition (1.8) in $\Omega$ and suppose that $\Phi$ satisfies (1.5) and (1.6) with respect to $\lambda$. Moreover, assume that $u \in W^{s,2}_{\text{loc}}(\Omega) \cap L^1_2(\mathbb{R}^n)$ is a local weak solution of the equation $L_A^\Phi u = 0$ in $\Omega$. Then for any $0 < \alpha < \min \{2s, 1\}$, we have $u \in C^\alpha_{\text{loc}}(\Omega)$. Furthermore, for all $R > 0$, $x_0 \in \mathbb{R}^n$ such that $B_R(x_0) \subseteq \Omega$ and any $\sigma \in (0, 1)$, we have

$$\left[u\right]_{C^\alpha(B_{2sR}(x_0))} \leq \frac{C}{R^n} \left(R^{-\frac{n}{2}} \|u\|_{L^2(B_{R}(x_0))} + R^{2s} \int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{|u(y)|}{|x_0 - y|^{n+2s}} dy \right),$$

(3.4)

where $C = C(n, s, \alpha, \sigma) > 0$.

In order to derive Proposition 3.3 from Theorem 3.4, we need to ensure that as the terminology suggests, any weak solution as defined in the introduction is also a local weak solution. This is essentially a consequence of the following Lemma.

Lemma 3.5. Let $R > 0$ and $s \in (0, 1)$. Then for any function $u \in H^{s,2}(B_R|\mathbb{R}^n)$ and any $R > 0$, we have $u \in L^1_{2s}(\mathbb{R}^n)$ and

$$\int_{\mathbb{R}^n} \frac{|u(y)|}{1 + |y|^{n+2s}} dy \leq C \left(||u||_{L^2(B_R)} + ||\nabla^s u||_{L^2(B_R)}\right),$$

where $C = C(n, s, R) > 0$. In particular, we have $H^{s,2}(B_R|\mathbb{R}^n) \subset L^1_{2s}(\mathbb{R}^n)$.

Proof. First of all, integration in polar coordinates yields

$$\int_{\mathbb{R}^n \setminus B_R} \frac{dz}{|z|^{n+2s}} = C_1 R^{-2s},$$

(3.5)

where $C_1 = C_1(n, s) > 0$. We split the integral in question as follows

$$\int_{\mathbb{R}^n} \frac{|u(y)|}{1 + |y|^{n+2s}} dy \leq \int_{B_R} |u(y)| dy + \int_{\mathbb{R}^n \setminus B_R} \frac{|u(y)|}{|y|^{n+2s}} dy$$

$$\leq C_2 \left(\int_{B_R} |u(y)|^2 dy\right)^{\frac{1}{2}} + C_3 \left(\int_{\mathbb{R}^n \setminus B_R} \frac{|u(y)|^2}{|y|^{n+2s}} dy\right)^{\frac{1}{2}},$$

where $C_2 = C_2(n, R) > 0$ and $C_3 = C_3(n, s, R) > 0$. Here we used the Cauchy-Schwarz inequality and (3.5) in order to obtain the last inequality. In view of Lemma 3.1, we also have

$$\left(\int_{\mathbb{R}^n \setminus B_R} \frac{|u(y)|^2}{|y|^{n+2s}} dy\right)^{\frac{1}{2}} \leq C_4 \left(||u||_{L^2(B_R)} + ||\nabla^s u||_{L^2(B_R)}\right),$$

where $C_4 = C_4(n, s, R) > 0$. The claim now follows by combining the above two estimates. □

Proof of Proposition 3.3. Since in view of Lemma 3.5 the function $u_0 := u - \pi_{B_5} \in H^{s,2}(B_5|\mathbb{R}^n) \subset W^{s,2}_{\text{loc}}(B_5) \cap L^1_2(\mathbb{R}^n)$ is a local weak solution of

$L_A^\Phi u_0 = 0$ in $B_5,$
Throughout this section, we fix a bounded domain $\Omega$ for the sake of generality we also include some other solution spaces. The existence of weak solutions in the space $H^s(B_3)$. In particular, possible choices for $u$ by Theorem 3.4, (3.5), Lemma 3.1 and the fractional Poincaré inequality (Lemma 2.6), we have

\[
[u]_{C^\alpha(B_3)} = [u_0]_{C^\alpha(B_3)} \\
\leq C_1 \left( \|u_0\|_{L^2(B_1)} + \int_{\mathbb{R}^n \setminus B_1} \frac{|u_0(y)|}{|y|^{n+2\alpha}} dy \right) \\
\leq C_2 \left( \|u_0\|_{L^2(B_2)} + \left( \int_{\mathbb{R}^n \setminus B_1} \frac{|u_0(y)|^2}{|y|^{n+2\alpha}} dy \right)^{\frac{1}{2}} \right) \\
\leq C_3 \left( \|u_0\|_{L^2(B_3)} + \|\nabla^s u\|_{L^2(B_3)} \right) \leq C_4 \|\nabla^s u\|_{L^2(B_3)},
\]

where all constants depend only on $n, s, \lambda$ and $\alpha$. This finishes the proof. \hfill \Box

4. The Dirichlet problem

In this section, we are mainly concerned with the existence and uniqueness of weak solutions to nonlocal Dirichlet problems. Although in this paper we only use the existence of weak solutions in the space $H^{s,2}(\Omega|\mathbb{R}^n)$, for future reference and for the sake of generality we also include some other solution spaces. Throughout this section, we fix a bounded domain $\Omega \subset \mathbb{R}^n$ and let $X$ be a vector space that satisfies

\[
W^{s,2}(\mathbb{R}^n) \subset X \subset H^{s,2}(\Omega|\mathbb{R}^n).
\]

In particular, possible choices for $X$ are $X = H^{s,2}(\Omega|\mathbb{R}^n)$ and $X = W^{s,2}(\mathbb{R}^n)$. 

**Definition.** Suppose that $X$ satisfies (4.1). Moreover, let $h \in X$ and $f \in L^{\frac{2n}{n+2s}}(\Omega)$. We say that $u \in X$ is a weak solution of the problem

\[
\begin{aligned}
\ell_A^s u &= f & \text{in } \Omega \\
u &= h & \text{a.e. in } \mathbb{R}^n \setminus \Omega,
\end{aligned}
\]

if we have $\mathcal{E}_A^s(u, \varphi) = (f, \varphi)_{L^2(\Omega)}$ for all $\varphi \in W^{s,2}_0(\Omega)$ and $u = h$ a.e. in $\mathbb{R}^n \setminus \Omega$.

**Proposition 4.1.** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain and suppose that $X$ is a vector space that satisfies (4.1). Consider a kernel coefficient $A \in \mathcal{L}_0(\lambda)$ and suppose that $\Phi$ satisfies (1.5) and (1.6). Moreover, let $h \in X$ and $f \in L^{\frac{2n}{n+2s}}(\Omega)$. Then there exists a unique weak solution $u \in X$ of the Dirichlet problem (4.2).

**Proof.** We use an argument inspired by [18] based on the theory of monotone operators. Fix $h \in X$ and consider the operator $A : W^{s,2}_0(\Omega) \to (W^{s,2}_0(\Omega))^*$ defined by

\[
\langle A(v), \varphi \rangle := \langle A_1(v), \varphi \rangle + \langle A_2(v), \varphi \rangle,
\]

where

\[
\langle A_1(v), \varphi \rangle := \int_{\Omega} \int_{\mathbb{R}^n} A(x,y) \frac{\Phi(v(x) + h(x) - v(y) - h(y))(\varphi(x) - \varphi(y)) dy dx}
\]

and

\[
\langle A_2(v), \varphi \rangle := \int_{\mathbb{R}^n \setminus \Omega} \int_{\Omega} A(x,y) \frac{\Phi(v(x) + h(x) - v(y) - h(y))(\varphi(x) - \varphi(y)) dy dx}
\]

Here by $(W^{s,2}_0(\Omega))^*$ we denote the dual space of $W^{s,2}_0(\Omega)$ consisting of all bounded linear functionals on $W^{s,2}_0(\Omega)$. We split the further proof into a few observations.
Observation 1: $A$ is well-defined. Let us show that for any $v \in W^{s,2}_0(\Omega)$, $A(v)$ is indeed a bounded linear functional and thus belongs to $(W^{s,2}_0(\Omega))^*$. For all $v, \varphi \in W^{s,2}_0(\Omega)$, by (1.3), (1.5) and the Cauchy-Schwarz inequality we have

$$
|\langle A(v), \varphi \rangle| \leq \lambda^2 \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v(x) - v(y)|}{|x-y|^{n+2s}} |\varphi(x) - \varphi(y)| dy dx
\begin{align*}
+ 2\lambda^2 & \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|h(x) - h(y)|}{|x-y|^{n+2s}} |\varphi(x) - \varphi(y)| dy dx \\
& \leq \lambda^2 \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v(x) - v(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}}
\end{align*}
+ 2\lambda^2 \left( \int_{\Omega} \int_{\mathbb{R}^n} \frac{|h(x) - h(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}}
\leq \lambda^2 (||v||_{W^{s,2}(\mathbb{R}^n)} + 2||\nabla h||_{L^2(\Omega)})(||\varphi||_{W^{s,2}(\mathbb{R}^n)}).
$$

Thus, since by (4.1) we have $X \subset H^{s,2}(\Omega) \cap \Omega)$ and therefore $\nabla h \in L^2(\Omega)$, $A(v)$ is indeed a bounded linear functional and therefore belongs to $(W^{s,2}_0(\Omega))^*$.

Observation 2: $A$ is monotone. By (1.3) and (1.6), for all $v, w \in W^{s,2}_0(\Omega)$ we have

$$
\langle A_1(v) - A_1(w), v - w \rangle
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}} (\Phi(v(x) + h(x) - v(y) - h(y)) - \Phi(w(x) + h(x) - w(y) - h(y)))
\begin{align*}
& \times ((v(x) + h(x) - v(y) - h(y)) - (w(x) + h(x) - w(y) - h(y))) dy dx \\
& \geq \lambda^{-2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|(v(x) - v(y)) - (w(x) - w(y))|^2}{|x-y|^{n+2s}} dy dx \geq 0.
\end{align*}
$$

By the same reasoning we also have $\langle A_2(v) - A_2(w), v - w \rangle \geq 0$ and therefore

$$
\langle A(v) - A(w), v - w \rangle \geq 0,
$$

so that $A$ is monotone.

Observation 3: $A$ is weakly continuous. Let $\{v_j\}_{j=1}^{\infty}$ be a sequence in $W^{s,2}_0(\Omega)$ that converges to some function $v \in W^{s,2}_0(\Omega)$ in $W^{s,2}(\mathbb{R}^n)$. By (1.3), (1.5) and the Cauchy-Schwarz inequality, for any $\varphi \in W^{s,2}_0(\Omega)$ we obtain

$$
|\langle A(v_j) - A(v), \varphi \rangle|
\leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}} |\Phi(v_j(x) + h(x) - v_j(y) - h(y))
\begin{align*}
- \Phi(v(x) + h(x) - v(y) - h(y))||\varphi(x) - \varphi(y)|| dy dx \\
& \leq \lambda^2 \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v_j(x) - v_j(y)|}{|x-y|^{n+2s}} |\varphi(x) - \varphi(y)|| dy dx \\
& \leq \lambda^2 \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v_j(x) - v_j(y)|}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}}
\end{align*}
+ \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^2}{|x-y|^{n+2s}} dy dx \right)^{\frac{1}{2}}
\leq \lambda^2 ||v_j - v||_{W^{s,2}(\mathbb{R}^n)} ||\varphi||_{W^{s,2}(\mathbb{R}^n)}^{\frac{1}{2}} \rightarrow 0.
$$
Therefore, we obtain
\[ \lim_{j \to \infty} \langle A(v_j) - A(v), \varphi \rangle = 0, \]
which means that \( A \) is weakly continuous.

**Observation 4:** \( A \) is coercive. By (1.3), (1.6) and (1.5), for any \( v \in W^{s,2}_0(\Omega) \) we have
\[
\langle A_1(v), v \rangle = \langle A_1(v), v + h \rangle - \langle A_1(v), h \rangle
\]
\[
= \int_{\Omega} \int_{\mathbb{R}^n} \frac{A(x, y)}{|x - y|^{n + 2s}} \Phi(v(x) + h(x) - v(y) - h(y))(v(x) + h(x) - v(y) - h(y)) dy \, dx
\]
\[
- \int_{\Omega} \int_{\mathbb{R}^n} \frac{A(x, y)}{|x - y|^{n + 2s}} \Phi(v(x) + h(x) - v(y) - h(y))(h(x) - h(y)) dy \, dx
\]
\[
\geq \lambda^{-2} \left( \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(v(x) - v(y))^2}{|x - y|^{n + 2s}} dy \, dx \right) =: J_1
\]
\[
- \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v(x) - v(y)| h(x) - h(y)|}{|x - y|^{n + 2s}} dy \, dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(h(x) - h(y))^2}{|x - y|^{n + 2s}} dy \, dx
\]
\[
=: J_2
\]
By using Lemma 2.7, we estimate \( J_1 \) further from below as follows
\[
J_1 \geq \frac{C_1^{-1} \Omega^{-\frac{4}{n}}}{4} ||v||_{L^2(\mathbb{R}^n)}^2 + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(v(x) - v(y))^2}{|x - y|^{n + 2s}} dy \, dx
\]
\[
\geq c ||v||_{W^{s,2}(\mathbb{R}^n)}^2,
\]
where \( C_1 = C_1(n, s) > 0 \) is given by Lemma 2.7 and \( c = c(n, s, \lambda, ||\Omega||) > 0 \). By the Cauchy-Schwarz inequality, for \( J_2 \) we have
\[
J_2 \geq - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|h(x) - h(y)| |v(x) - v(y)|}{|x - y|^{n + 2s}} dy \, dx \geq - ||\nabla^s h||_{L^2(\Omega)} ||v||_{W^{s,2}(\mathbb{R}^n)}
\]
Since by a similar reasoning as above we have
\[
\langle A_2(v), v \rangle = \langle A_2(v), v + h \rangle - \langle A_2(v), h \rangle
\]
\[
\geq \lambda^{-2} \left( \int_{\mathbb{R}^n} \int_{\Omega} \frac{(v(x) - v(y))^2}{|x - y|^{n + 2s}} dy \, dx \right)
\]
\[
- \int_{\mathbb{R}^n} \int_{\Omega} \frac{|v(x) - v(y)| |h(x) - h(y)|}{|x - y|^{n + 2s}} dy \, dx - \int_{\Omega} \int_{\mathbb{R}^n} \frac{(h(x) - h(y))^2}{|x - y|^{n + 2s}} dy \, dx
\]
\[
\geq \lambda^{-2} \left( - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|v(x) - v(y)| |h(x) - h(y)|}{|x - y|^{n + 2s}} dy \, dx - \int_{\Omega} \int_{\mathbb{R}^n} \frac{(h(x) - h(y))^2}{|x - y|^{n + 2s}} dy \, dx \right),
\]
by combining the last four displays we obtain
\[
\langle A(v), v \rangle \geq \lambda^{-2} \left( c ||v||_{W^{s,2}(\mathbb{R}^n)}^2 - 2 ||\nabla^s h||_{L^2(\Omega)} ||v||_{W^{s,2}(\mathbb{R}^n)} - 2 ||\nabla^s h||_{L^2(\Omega)} ||v||_{W^{s,2}(\mathbb{R}^n)}^2 \right)
\]
Therefore, we conclude that
\[
\frac{\langle A(v), v \rangle}{||v||_{W^{s,2}(\mathbb{R}^n)}} \geq \lambda^{-2} \left( c ||v||_{W^{s,2}(\mathbb{R}^n)}^2 - 2 ||\nabla^s h||_{L^2(\Omega)} - 2 ||\nabla^s h||_{L^2(\Omega)} ||v||_{W^{s,2}(\mathbb{R}^n)} \right) \xrightarrow{||v||_{W^{s,2}(\mathbb{R}^n)} \to \infty} + \infty,
\]
which proves that $\mathcal{A}$ is coercive.

Therefore, since by Remark 2.5 $W^{s,2}_0(\Omega)$ is a separable Hilbert space and thus in particular a separable reflexive Banach space, and by the above observations $\mathcal{A}$ is monotone, weakly continuous and coercive, by the standard theory of monotone operators (see e.g. \cite[Corollary 2.2]{39}), the operator $\mathcal{A}$ is surjective. Therefore, it remains to prove that the linear functional

$$\varphi \mapsto (f, \varphi)_{L^2(\Omega)}, \quad \varphi \in W^{s,2}_0(\Omega)$$

belongs to $(W^{s,2}_0(\Omega))^*$. Indeed, by Hölder’s inequality and the fractional Sobolev inequality (cf. \cite[Theorem 6.5]{11}), for any $\varphi \in W^{s,2}_0(\Omega)$ we have

$$\int_{\Omega} \frac{A(x,y)}{|x-y|^{n+2s}}\Phi(u(x) - u(y))\varphi(x)\,dy\,dx \leq C_2\|f\|_{L^{2/(2s)}}\|\varphi\|_{W^{s,2}(\mathbb{R}^n)},$$

where $C_2 = C(n, s) > 0$. Therefore, the above functional is indeed bounded and thus belongs to $(W^{s,2}_0(\Omega))^*$. Hence, by the surjectivity of $\mathcal{A}$ there exists some $v \in W^{s,2}_0(\Omega)$ such that $\langle \mathcal{A}(v), \varphi \rangle = (f, \varphi)_{L^2(\Omega)}$ for all $\varphi \in W^{s,2}_0(\Omega)$. Since by (4.1) we have $W^{s,2}_0(\Omega) \subset W^{s,2}(\mathbb{R}^n) \subset X$, we in particular have $v \in X$. Since also $h \in X$ and $X$ is a vector space, the function $u := v + h$ also belongs to $X$ and satisfies

$$(f, \varphi)_{L^2(\Omega)} = \int_{\Omega} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}}\Phi(u(x) - u(y))\varphi(x)\,dy\,dx$$

$$+ \int_{\mathbb{R}^n \setminus \Omega} \int_{\Omega} \frac{A(x,y)}{|x-y|^{n+2s}}\Phi(u(x) - u(y))\varphi(x)\,dy\,dx$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}}\Phi(u(x) - u(y))\varphi(x)\,dy\,dx,$$

for all $\varphi \in W^{s,2}_0(\Omega)$. Here we used that $\varphi$ vanishes outside of $\Omega$ in order to obtain the last equality. Since by construction we also have $u = h$ a.e. in $\mathbb{R}^n \setminus \Omega$, $u$ is a weak solution of the Dirichlet problem (4.2).

Let us prove that this weak solution is unique. Assume that $u_1, u_2 \in X$ both solve the Dirichlet problem (4.2) weakly, so that we have

$$u_1 - u_2 = h - h = 0 \text{ in } \mathbb{R}^n \setminus \Omega.$$

Since moreover by (4.1) the function $u_1 - u_2$ belongs to $H^{s,2}(\Omega; \mathbb{R}^n)$, we clearly have $u_1 - u_2 \in W^{s,2}_0(\Omega)$. Therefore, we can use $u_1 - u_2$ as a test function in (4.2) for both $u_1$ and $u_2$, so that by subtracting the resulting equalities, along with (1.3), (1.6) and Lemma 2.7 we obtain

$$0 = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{A(x,y)}{|x-y|^{n+2s}} (\Phi(u_1(x) - u_1(y)) - \Phi(u_2(x) - u_2(y)))$$

$$\times ((u_1(x) - u_2(x)) - (u_1(y) - u_2(y)))dy\,dx$$

$$\geq \lambda^{-2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u_1(x) - u_1(y)) - (u_2(x) - u_2(y))^2}{|x-y|^{n+2s}} dy\,dx$$

$$\geq \lambda^{-2}C_1^{-1}|\Omega|^{-\frac{s}{n}} \|u_1 - u_2\|^2_{L^2(\mathbb{R}^n)} \geq 0.$$

This implies that $\|u_1 - u_2\|_{L^2(\mathbb{R}^n)} = 0$ and therefore $u_1 = u_2$ a.e., so that there is exactly one weak solution to the Dirichlet problem (4.2) that belongs to $X$. \qed
5. Higher integrability of $\nabla^s u$

For the rest of this paper, we fix some kernel coefficient $A \in \mathcal{L}_0(\lambda)$ and some function $\Phi : \mathbb{R} \to \mathbb{R}$ satisfying $\Phi(0) = 0$, (1.5) and (1.6). Moreover, we fix some $f \in L^2(B_6)$ and a measurable symmetric function $g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ with $\nabla^s g \in L^2(B_6)$. In addition, for notational clarity we define

$$Lg := \text{p.v.} \int_{\mathbb{R}^n} \frac{g(x,y)}{|x-y|^{n+2s}} \, dy,$$

so that the function $F$ defined in (1.2) has the form $F = Lg + f$.

A crucial tool for the proof of the higher integrability of $\nabla^s u$ is given by the following approximation lemma, which shows that any weak solution $u$ of the equation (1.1) is in some sense locally close to a weak solution of a corresponding homogeneous equation that satisfies the Hölder estimate from Proposition 3.3.

**Lemma 5.1.** Let $M > 0$ and assume that $A$ satisfies the condition (1.8) in $B_5$. Then for any $\varepsilon_0 \in (0, 1)$, there exists some $\delta = \delta(\varepsilon_0, n, s, \lambda, M) > 0$, such that for any weak solution $u \in H^{s,2}(B_5|\mathbb{R}^n)$ of the equation

$$L_A^s u = Lg + f \text{ in } B_5 \tag{5.1}$$

under the assumptions that $A$ satisfies (1.8) in $B_5$, that

$$\int_{B_5} |\nabla^s u|^2 \, dx \leq M \tag{5.2}$$

and that

$$\int_{B_5} (f^2 + |\nabla^s g|^2) \, dx \leq M\delta^2, \tag{5.3}$$

there exists a weak solution $v \in H^{s,2}(B_5|\mathbb{R}^n)$ of the equation

$$L_A^s v = 0 \text{ in } B_5 \tag{5.4}$$

that satisfies

$$||\nabla^s (u - v)||_{L^2(B_5)} \leq \varepsilon_0 \tag{5.5}$$

and the estimate

$$||\nabla^s v||_{L^\infty(B_2)} \leq N_0 \tag{5.6}$$

for some constant $N_0 = N_0(n, s, \lambda, M)$.

**Proof.** Fix $\varepsilon_0 \in (0, 1)$ and let $\delta > 0$ to be chosen. Let $v \in H^{s,2}(B_5|\mathbb{R}^n)$ be the unique weak solution of the problem

$$\begin{cases}
L_A^s v = 0 & \text{weakly in } B_5 \\
v = u & \text{a.e. in } \mathbb{R}^n \setminus B_5,
\end{cases} \tag{5.7}$$
we have $\int B$. Let us now prove the estimate (5.6). This completes the proof of (5.6).

where the last inequality follows by choosing $C$ for some constant $C$

while by additionally using Lemma 2.7, we deduce

By the Cauchy-Schwarz inequality and taking into account that $w = 0$ in $\mathbb{R}^n \setminus B_5$, for $I_1$ we have

$$I_1 \leq 2 \int_{B_5} \int_{\mathbb{R}^n} \frac{|g(x, y)| |w(x) - w(y)|}{|x - y|^{n+2s}} dy dx$$

$$\leq 2||\nabla^s g||_{L^2(B_5)}||\nabla^s w||_{L^2(B_5)},$$

while by additionally using Lemma 2.7, we deduce

$$I_2 \leq ||f||_{L^2(B_5)} ||w||_{L^2(B_5)} \leq C_1 ||f||_{L^2(B_5)} ||\nabla^s w||_{L^2(B_5)},$$

where $C_1 = C_1(n, s) > 0$. Therefore, by combining the last three displays we arrive at

$$||\nabla^s (u - v)||_{L^2(B_5)}^2 \leq C_2 \left(||\nabla^s g||_{L^2(B_5)}^2 + ||\nabla^s f||_{L^2(B_5)}^2\right)$$

$$\leq 2C_2 |B_5| M \delta^2 \leq \varepsilon_0^2,$$

where the last inequality follows by choosing $\delta$ sufficiently small and $C_2 = C_2(n, s, \lambda) > 0$. This completes the proof of (5.5).

Let us now proof the estimate (5.6). For almost every $x \in B_2$, by Proposition 3.2 we have

$$\int_{B_2} \frac{(v(x) - v(y))^2}{|x - y|^{n+2s}} dy \leq C_3 \int_{B_3} \int_{\mathbb{R}^n} \frac{(v(z) - v(y))^2}{|x - y|^{n+2s}} dy dz,$$

where $C_3 = C_3(n, s, \lambda)$. Now choose $\gamma > 0$ small enough such that $\gamma < s$ and $s + \gamma < 1$. In view of the assumption that $A$ satisfies (1.8) in $B_5$, by Proposition 3.3 we have

$$[v]_{C^{s+\gamma}(B_4)} \leq C_4 ||\nabla^s v||_{L^2(B_5)}$$

for some constant $C_4 = C_4(n, s, \lambda, \gamma)$. Thus, for almost every $x \in B_2$ we obtain

$$\int_{B_2} \frac{(v(x) - v(y))^2}{|x - y|^{n+2s}} dy \leq [v]_{C^{s+\gamma}(B_4)} \int_{B_3} \frac{dy}{|x - y|^{n-2\gamma}}$$

$$= C_5 [v]_{C^{s+\gamma}(B_4)}^2 \leq C_6 \int_{B_3} \int_{\mathbb{R}^n} \frac{(v(z) - v(y))^2}{|x - y|^{n+2s}} dy dz,$$
where $C_5 = C_5(n, \gamma) < \infty$ and $C_6 = C_6(n, s, \lambda, \gamma) > 0$. By combining the above estimates, along with $(5.8)$ and $(5.2)$ we conclude that for almost every $x \in B_2$ we have

$$(\nabla^s v)^2(x) = \int_{\mathbb{R}^n \setminus B_3} \frac{(v(x) - v(y))^2}{|x - y|^{n+2s}} dy + \int_{B_3} \frac{(v(x) - v(y))^2}{|x - y|^{n+2s}} dy$$

$$\leq C_7 \int_{B_5} \int_{\mathbb{R}^n} \frac{(v(z) - v(y))^2}{|x - y|^{n+2s}} dydz$$

$$\leq 2C_7 \left( \int_{B_5} \int_{\mathbb{R}^n} \frac{(u(z) - u(y))^2}{|x - y|^{n+2s}} dydz + \int_{B_5} \int_{\mathbb{R}^n} \frac{(w(z) - w(y))^2}{|x - y|^{n+2s}} dydz \right)$$

$$\leq 2C_7 \left( \int_{B_5} \int_{\mathbb{R}^n} \frac{(u(z) - u(y))^2}{|x - y|^{n+2s}} dydz + \varepsilon_0^2 \right) \leq 2C_7 (|B_5| M + 1),$$

where $C_7 = C_7(n, s, \gamma, \lambda)$. Therefore, $(5.6)$ holds with $N_0 = (2C_7 (|B_5| M + 1))^{\frac{1}{2}}$. □

The following result is an application of the above approximation lemma and roughly speaking shows that if the maximal functions of $\nabla^s u$, $\nabla^s f$ and $\nabla^s g$ are small enough in some point, then the set where the maximal function of $\nabla^s u$ is large has to be very small.

**Lemma 5.2.** There is a constant $N_1 = N_1(n, s, \lambda) > 1$, such that the following is true. If $A$ satisfies the condition $(1.8)$ in $B_0$, then for any $\varepsilon > 0$ there exists some $\delta = \delta(\varepsilon, n, s, \lambda) > 0$, such that for any $z \in B_1$, any $r \in (0, 1]$ and any weak solution $u \in H^{s,2}(B_{5r}(z)\mathbb{R}^n)$ of the equation

$$L_A^s u = Lg + f \text{ in } B_{5r}(z)$$

with

$$\{ x \in B_r(z) \mid \mathcal{M}_{B_r}(|\nabla^s u|^2)(x) \leq 1 \} \cap \{ x \in B_r(z) \mid \mathcal{M}_{B_r}(|f|^2 + |\nabla^s g|^2)(x) \leq \delta^2 \} \neq \emptyset,$$

we have

$$\left| \{ x \in B_r(z) \mid \mathcal{M}_{B_r}(|\nabla^s u|^2)(x) > N_1^2 \} \right| < \varepsilon |B_r|.$$  \hspace{1cm} (5.9)

**Proof.** Let $\varepsilon_0 \in (0, 1)$ and $M > 0$ to be chosen and consider the corresponding $\delta = \delta(\varepsilon_0, n, s, \lambda, M) > 0$ given by Lemma 5.1. Fix $r \in (0, 1]$ and $z \in \mathbb{R}^n$. Define

$$\tilde{A}(x, y) := A(r x + z, r y + z), \quad \tilde{u}(x) := r^{-s} u(r x + z),$$

$$\tilde{g}(x, y) := r^{-s} g(r x + z, r y + z), \quad \tilde{f}(x) := r^{-s} f(r x + z)$$

and note that under the above assumptions $\tilde{A}$ belongs to the class $\mathcal{L}_0(\lambda)$ and satisfies the condition $(1.8)$ in $B_5$, and that $\tilde{u} \in H^{s,2}(B_3|\mathbb{R}^n)$ satisfies

$$L_{\tilde{A}}^s \tilde{u} = \tilde{L} \tilde{g} + \tilde{f} \text{ weakly in } B_5.$$  

Therefore, by Lemma 5.1 there exists a weak solution $\tilde{v} \in H^{s,2}(B_3|\mathbb{R}^n)$ of

$$L_{\tilde{A}} \tilde{v} = 0 \text{ in } B_5$$

such that

$$\int_{B_2} |\nabla^s (\tilde{u} - \tilde{v})|^2 dx \leq \varepsilon_0^2,$$  \hspace{1cm} (5.10)
provided that the conditions (5.2) and (5.3) are satisfied. By assumption, there exists a point \( x \in B_r(z) \) such that
\[
\mathcal{M}_{B_0}(|\nabla^s u|^2)(x) \leq 1, \quad \mathcal{M}_{B_0}(|f|^2 + |\nabla^s g|^2)(x) \leq \delta^2.
\]
By the scaling and translation invariance of the Hardy-Littlewood maximal function (Lemma 2.2), for \( x_0 := \frac{x-r}{r} \in B_1 \) we thus have
\[
\mathcal{M}_{B_0/\rho(-z)}(|\nabla^s \vec{u}|^2)(x_0) = \mathcal{M}_{B_0}(|\nabla^s u|^2)(x) \leq 1
\]
and
\[
\mathcal{M}_{B_0/\rho(-z)}(|\vec{f}|^2 + |\nabla^s \vec{g}|^2)(x_0) = \mathcal{M}_{B_0}(|f|^2 + |\nabla^s g|^2)(x) \leq \delta^2.
\]
Therefore, for any \( \rho > 0 \) we have
\[
\int_{B_\rho(x_0)} |\nabla^s \vec{u}|^2 \ dx \leq 1, \quad \int_{B_\rho(x_0)} (|\vec{f}|^2 + |\nabla^s \vec{g}|^2) \ dx \leq \delta^2, \quad (5.11)
\]
where the values of \( \nabla^s \vec{u}, \nabla^s \vec{g} \) and \( \vec{f} \) outside of \( B_0/\rho(-z) \) are replaced by 0, which we also do for the rest of the proof. Since \( B_5 \subset B_6(x_0) \), by (5.11) we have
\[
\int_{B_5} |\nabla^s \vec{u}|^2 \ dx \leq \frac{|B_6|}{|B_5|} \int_{B_6(x_0)} |\nabla^s \vec{u}|^2 \ dx \leq \left( \frac{6}{5} \right)^n
\]
and
\[
\int_{B_5} (|\vec{f}|^2 + |\nabla^s \vec{g}|^2) \ dx \leq \frac{|B_6|}{|B_5|} \int_{B_6(x_0)} (|\vec{f}|^2 + |\nabla^s \vec{g}|^2) \ dx \leq \left( \frac{6}{5} \right)^n \delta^2.
\]
Since also \( B_5 \subset B_6/\rho(-z) \), we obtain that \( \vec{u}, \vec{g} \) and \( \vec{f} \) satisfy the conditions (5.2) and (5.3) with \( M = \left( \frac{6}{5} \right)^n \). Therefore, (5.10) is satisfied by \( \vec{u} \) and the corresponding approximate solution \( \vec{v} \). Considering the function \( v \in H^{s,2}(B_6|\mathbb{R}^n) \) given by \( v(x) := r^s \vec{v} \left( \frac{x-r}{r} \right) \) and rescaling back yields
\[
\int_{B_2, (y)} |\nabla^s (u - v)|^2 \ dx = r^n \int_{B_2} |\nabla^s (\vec{u} - \vec{v})|^2 \ dx \leq \varepsilon_0^2 r^n. \quad (5.12)
\]
By Lemma 5.1, there is a constant \( N_0 = N_0(n, s, \lambda) > 0 \) such that
\[
||\nabla^s \vec{v}||^2_{L^\infty(B_2)} \leq N_0^2. \quad (5.13)
\]
Next, we define \( N_1 := (\max\{4N_0^2, 3n\})^{1/2} > 1 \) and claim that
\[
\left\{ x \in B_1 \mid \mathcal{M}_{B_0/\rho}(|\nabla^s \vec{u}|^2)(x) > N_1^2 \right\} \subset \left\{ x \in B_1 \mid \mathcal{M}_{B_2}(|\nabla^s (\vec{u} - \vec{v})|^2)(x) > N_0^2 \right\}. \quad (5.14)
\]
In order to see this, assume that
\[
x_1 \in \left\{ x \in B_1 \mid \mathcal{M}_{B_2}(|\nabla^s (\vec{u} - \vec{v})|^2)(x) \leq N_0^2 \right\}. \quad (5.15)
\]
For \( \rho < 1 \), we have \( B_\rho(x_1) \subset B_1(x_1) \subset B_2 \), so that together with (5.15) and (5.13) we deduce
\[
\int_{B_\rho(x_1)} |\nabla^s \vec{u}|^2 \ dx \leq 2 \int_{B_\rho(x_1)} (|\nabla^s (\vec{u} - \vec{v})|^2 + |\nabla^s \vec{v}|^2) \ dx \leq 2 \int_{B_\rho(x_1)} |\nabla^s (\vec{u} - \vec{v})|^2 \ dx + 2 \ ||\nabla^s \vec{v}||^2_{L^\infty(B_\rho(x_1))} \leq 2 \mathcal{M}_{B_2}(|\nabla^s (\vec{u} - \vec{v})|^2)(x_1) + 2 \ ||\nabla^s \vec{v}||^2_{L^\infty(B_2)} \leq 4N_0^2.
\]
On the other hand, for \( \rho \geq 1 \) we have \( B_\rho(x_1) \subset B_{3\rho}(x_0) \), so that (5.11) implies
\[
\int_{B_\rho(x_1)} |\nabla^s \tilde{u}|^2 \, dx \leq \frac{|B_{3\rho}|}{|B_\rho|} \int_{B_{3\rho}(x_0)} |\nabla^s \tilde{u}|^2 \, dx \leq 3^n.
\]
Thus, we have
\[
x_1 \in \left\{ x \in B_1 \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) \leq N_1^2 \right\},
\]
which implies (5.14). In view of Lemma 2.2, (5.14) is equivalent to
\[
\{ x \in B_1(x) \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) > N_1^2 \}
\subset \{ x \in B_1(x) \mid \mathcal{M}_{B_{2r}(z)}(|\nabla^s (u - v)|^2) \leq N_0^2 \}.
\]  
(5.16)

For any \( \varepsilon > 0 \), using (5.16), the weak 1-1 estimate from Proposition 2.3 and (5.12), we conclude that there exists some constant \( C_1 = C_1(n) > 0 \) such that
\[
|\{ x \in B_1(x) \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) > N_1^2 \}|
\leq |\{ x \in B_1(x) \mid \mathcal{M}_{B_{2r}(z)}(|\nabla^s (u - v)|^2) > N_0^2 \}|
\leq \frac{C_1}{N_0^2} \int_{B_{2r}(z)} |\nabla^s (u - v)|^2 \, dx
\leq \frac{C_1}{N_0^2} \varepsilon_0 n = \frac{C_2}{N_0^2} \varepsilon_0 n < \varepsilon |B_r|,
\]
where \( C_2 = C_2(n) > 0 \) and the last inequality is obtained by choosing \( \varepsilon_0 \) and thus also \( \delta \) sufficiently small. This finishes our proof. \( \square \)

**Corollary 5.3.** There is a constant \( N_1 = N_1(n, s, \lambda) > 1 \), such that the following is true. If \( A \) satisfies the condition (1.8) in \( B_0 \), then for any \( \varepsilon > 0 \) there exists some \( \delta = \delta(\varepsilon, n, s, \lambda) > 0 \), such that for any \( z \in B_1 \), any \( r \in (0, 1) \) and any weak solution \( u \in H^{s, 2}(B_0, \mathbb{R}^n) \) of the equation
\[
L_A^u = Lg + f \text{ in } B_0
\]
with
\[
|\{ x \in B_r(z) \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) > N_1^2 \} \cap B_1| \geq \varepsilon |B_r|, \tag{5.17}
\]
we have
\[
B_r(z) \cap B_1 \subset \left\{ x \in B_1 \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) > 1 \right\}
\cup \left\{ x \in B_1 \mid \mathcal{M}_{B_0}(|f|^2 + |\nabla^s g|^2)(x) > \delta^2 \right\}. \tag{5.18}
\]

**Proof.** Let \( N_1 = N_1(n, s, \lambda) > 1 \) be given by Lemma 5.2. Fix \( \varepsilon > 0, r \in (0, 1) \), \( z \in \mathbb{R}^n \) and consider the corresponding \( \delta = \delta(\varepsilon, n, s, \lambda) > 0 \) given by Lemma 5.2. We now argue by contradiction. Assume that (5.17) is satisfied but that (5.18) is false, so that there exists some \( x_0 \in B_r(z) \cap B_1 \) such that
\[
x_0 \in B_r(z) \cap \left\{ x \in B_1 \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) \leq 1 \right\}
\cap \left\{ x \in B_1 \mid \mathcal{M}_{B_0}(|f|^2 + |\nabla^s g|^2)(x) \leq \delta^2 \right\}
\subset \left\{ x \in B_r(z) \mid \mathcal{M}_{B_0}(\nabla^s u_\varepsilon(x)) \leq 1 \right\}
\cap \left\{ x \in B_r(z) \mid \mathcal{M}_{B_0}(|f|^2 + |\nabla^s g|^2)(x) \leq \delta^2 \right\}.
\]
Since in addition we have $B_5 r(z) \subset B_6$, by Lemma 5.2 we arrive at
\[
\left| \left\{ x \in B_r(z) \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^2 \right\} \cap B_1 \right| \leq \left| \left\{ x \in B_r(z) \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^2 \right\} \right| < \varepsilon |B_r|,
\]
which contradicts (5.17).

\[\square\]

The following decay of level sets will be the main key to proving the higher integrability of $\nabla^s u$.

**Lemma 5.4.** Let $N_1 = N_1(n,s,\lambda) > 1$ be given by Corollary 5.3 and assume that $A$ satisfies the condition (1.8) in $B_6$. Moreover, let $k \in \mathbb{N}$, $\varepsilon \in (0,1)$, set $\varepsilon_1 := 10^n \varepsilon$ and consider the corresponding $\delta = \delta(\varepsilon,n,s,\lambda) > 0$ given by Corollary 5.3. Then for any weak solution $u \in H^{s,2}(B_6;\mathbb{R}^n)$ of the equation
\[L_A^\Phi u = Lg + f \text{ in } B_6\]

we have (5.19)
\[
\left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^{2^k} \right\} \right| \leq \sum_{j=1}^{k} \varepsilon_j \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|f|^2 + |\nabla^s g|^2)(x) > \delta^2 N_1^{2(k-j)} \right\} \right| + \varepsilon_k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > 1 \right\} \right|.
\]

**Proof.** We proof this Lemma by induction on $k$. In view of (5.19) and Corollary 5.3, the case $k = 1$ is a direct consequence of Lemma 2.1 applied to the sets
\[E := \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^2 \right\}\]

and
\[F := \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > 1 \right\} \cup \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|f|^2 + |\nabla^s g|^2)(x) > \delta^2 \right\}.
\]

Next, assume that the conclusion is valid for some $k \in \mathbb{N}$. Define $\hat{\Phi}(t) := \Phi(N_1 t)/N_1$, $\hat{u} := u/N_1$, $\hat{g} := g/N_1$ and $\hat{f} := f/N_1$. Then $\hat{\Phi}$ clearly satisfies the conditions (1.5) and (1.6) with respect to $\lambda$ and we have
\[L_A^\hat{\Phi} \hat{u} = L\hat{g} + \hat{f} \text{ weakly in } B_6.
\]

Moreover, since $N_1 > 1$, we have
\[
\left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s \hat{u}|^2)(x) > N_1^2 \right\} \right| = \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^4 \right\} \right| \leq \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u|^2)(x) > N_1^4 \right\} \right| < \varepsilon |B_1|.
\]
Thus, using the induction assumption yields
\[
\left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > N_1^{2(k+1)} \right\} \right|
\]
\[
= \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > N_1^{2k} \right\} \right|
\]
\[
\leq \sum_{j=1}^{k} \varepsilon_j^k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta_2 N_1^{2(k-j)} \right\} \right|
\]
\[
+ \varepsilon_k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > N_1^2 \right\} \right|
\]
\[
= \sum_{j=1}^{k} \varepsilon_j^k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta_2 N_1^{2(k+1-j)} \right\} \right|
\]
\[
+ \varepsilon_k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > N_1^2 \right\} \right|
\]
Moreover, by using the case \( k = 1 \) we obtain
\[
= \sum_{j=1}^{k} \varepsilon_j^k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta_2 N_1^{2(k+1-j)} \right\} \right|
\]
\[
+ \varepsilon_k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > N_1^2 \right\} \right|
\]
\[
\leq \sum_{j=1}^{k} \varepsilon_j^k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta_2 N_1^{2(k+1-j)} \right\} \right|
\]
\[
+ \varepsilon_k \left( \varepsilon_1 \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta^2 \right\} \right|
\]
\[
+ \varepsilon_1 \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > 1 \right\} \right| \right)
\]
\[
= \sum_{j=1}^{k+1} \varepsilon_j^k \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}\left( f^2 + |\nabla^s g|^2 \right)(x) > \delta_2 N_1^{2(k+1-j)} \right\} \right|
\]
\[
+ \varepsilon_k^{k+1} \left| \left\{ x \in B_1 \mid \mathcal{M}_{B_n}(|\nabla^s u|^2)(x) > 1 \right\} \right|
\]
so that by combining the last two displays we see that the conclusion is valid for \( k + 1 \), which completes the proof. \( \square \)

We are now set to prove the desired higher integrability of \( \nabla^s u \) in the case of balls. The main tools are Lemma 5.4, Lemma 2.4 and Proposition 2.3.

**Theorem 5.5.** Let \( 2 < p < \infty \). Moreover, let \( g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be a measurable symmetric function with \( \nabla^s g \in L^p(B_0) \) and \( f \in L^p(B_0) \). If \( A \in \mathcal{L}_0(\lambda) \) satisfies the condition (1.8) in \( B_0 \) and if \( \Phi \) satisfies and the assumptions (1.5) and (1.6) with respect to \( \lambda \), then for any weak solution \( u \in H^{s,2}(B_0;\mathbb{R}^n) \) of the equation

\[
L^\Phi_A u = L g + f \text{ in } B_0,
\]

we have \( \nabla^s u \in L^p(B_1) \). Moreover, there exists a constant \( C = C(p,n,s,\lambda) > 0 \) such that

\[
|\nabla^s u|_{L^p(B_1)} \leq C \left( |f|_{L^p(B_0)} + |\nabla^s g|_{L^p(B_0)} + |\nabla^s u|_{L^2(B_0)} \right). \tag{5.20}
\]
Proof. Fix $p > 2$ and let $N_1 = N_1(n, s, \lambda) > 1$ be given by Lemma 5.4. Moreover, select $\varepsilon \in (0, 1)$ small enough such that

$$N_1^p 10^n \varepsilon \leq \frac{1}{2}. \tag{5.21}$$

Consider also the corresponding $\delta = \delta(\varepsilon, n, s, \lambda) > 0$ given by Corollary 5.3. If $\nabla^s u = 0$ a.e. in $B_6$, then the assertion is trivially satisfied, so that we can assume $\|\nabla^s u\|_{L^2(B_6)} > 0$. Next, we let $\gamma > 0$ to be chosen independently of $u, g$ and $f$ and define

$$u_\gamma := \frac{u}{M_\gamma}, \quad g_\gamma := \frac{g}{M_\gamma} \quad \text{and} \quad f_\gamma := \frac{f}{M_\gamma},$$

where $M_\gamma := \|\nabla^s u\|_{L^2(B_6)}/\gamma$. In addition, we define $\Phi_\gamma(t) := \frac{1}{M_\gamma} \Phi(M_\gamma t)$ and note that $\Phi_\gamma$ satisfies (1.5) and (1.6) with respect to $\lambda$ and that we have

$$L_{A_\gamma} u_\gamma = Lg_\gamma + f_\gamma \text{ weakly in } B_6.$$

Moreover, we have

$$\int_{B_6} |\nabla^s u_\gamma|^2 \, dx = \gamma^2.$$

By combining this observation with the weak 1-1 estimate from Proposition 2.3, it follows that there is a constant $C_1 = C_1(n) > 0$ such that

$$|\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u_\gamma|^2)(x) > N_1^2 \}| \leq C_1 \frac{1}{N_1^2} \int_{B_6} |\nabla^s u_\gamma|^2 \, dx = \frac{C_1 \gamma^2}{N_1^2} < \varepsilon |B_1|,$$

where the last inequality is obtained by choosing $\gamma$ small enough. Therefore, all assumptions made in Lemma 5.4 are satisfied by $u_\gamma$. Furthermore, by Proposition 2.3 and Lemma 2.4 applied with $\tau = 1$, $\beta = N_1^2$ and with $p$ replaced by $p/2$, we deduce that

$$\|\nabla^s u_\gamma\|_{L^p(B_1)}^p \leq \|\mathcal{M}_{B_6}(\nabla^s u_\gamma^2)^{p/2}\|_{L^{p/2}(B_1)} \leq C_2 \left( \sum_{k=1}^{\infty} N_1^{pk} |\{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u_\gamma|^2)(x) > N_1^{2k} \}| + |B_1| \right),$$

where $C_2 = C_2(n, s, p, \lambda) > 0$. Setting $\varepsilon_1 := 10^n \varepsilon$, by (5.21) we see that

$$\sum_{j=1}^{\infty} (N_1^p \varepsilon_1)^j \leq \sum_{j=1}^{\infty} \left( \frac{1}{2} \right)^j = 1. \tag{5.22}$$
Using Lemma 5.4, the Cauchy product and (5.22), we compute
\[
\sum_{k=1}^{\infty} N_1^{pk} \{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u_\gamma|^2)(x) > N_1^{2k} \} 
\leq \sum_{k=1}^{\infty} N_1^{pk} \left( \sum_{j=1}^{k} \varepsilon_j^1 \left\{ x \in B_1 \mid \mathcal{M}_{B_6} \left( |f_{j}\gamma|^2 + |\nabla^s g_{j\gamma}|^2 \right)(x) > \delta^2 N_1^{2(k-j)} \right\} \right) 
\leq \sum_{k=1}^{\infty} N_1^{pk} \left( \sum_{j=1}^{\infty} (N_1^p \varepsilon_1)^j \right) 
\leq \sum_{k=1}^{\infty} N_1^{pk} \{ x \in B_1 \mid \mathcal{M}_{B_6}(|\nabla^s u_\gamma|^2)(x) > \delta^2 N_1^{2k} \} + |B_1|.
\]

Next, by combining the previous two displays with Lemma 2.4 applied with \( \tau = \delta^2, \beta = N_1^2 \) and with \( p \) replaced by \( p/2 \), and also taking into account the strong \( p-p \) estimates from Proposition 2.3, we deduce that
\[
\|\nabla^s u_\gamma\|^p_{L^p(B_1)} 
\leq C_2 \left( \sum_{k=1}^{\infty} N_1^{pk} \{ x \in B_1 \mid \mathcal{M}_{B_6} \left( |f_{j}\gamma|^2 + |\nabla^s g_{j\gamma}|^2 \right)(x) > \delta^2 N_1^{2k} \} + 2|B_1| \right) 
\leq C_3 \left( \|\mathcal{M}_{B_6} \left( |f_{j}\gamma|^2 + |\nabla^s g_{j\gamma}|^2 \right)\|_{L^{p/2}(B_6)}^2 + 1 \right) 
\leq C_4 \left( \|f_{j}\gamma\|^p_{L^p(B_6)} + \|\nabla^s g_{j\gamma}\|^p_{L^p(B_6)} + 1 \right),
\]
where \( C_3 = C_3(n, s, p, \lambda) > 0 \) and \( C_4 = C_4(n, p) > 0 \). It follows that
\[
\|\nabla^s u_\gamma\|_{L^p(B_1)} \leq C_4^{1/p} \left( \|f_{j}\gamma\|_{L^p(B_6)} + \|\nabla^s g_{j\gamma}\|_{L^p(B_6)} + 1 \right),
\]
so that
\[
\|\nabla^s u\|_{L^p(B_1)} \leq C_4^{1/p} \left( \|f\|_{L^p(B_6)} + \|\nabla^s g\|_{L^p(B_6)} + \|\nabla^s u\|_{L^p(B_6)} + \frac{\|\nabla^s u\|_{L^2(B_6)}}{\gamma} \right) 
\leq C \left( \|f\|_{L^p(B_6)} + \|\nabla^s g\|_{L^p(B_6)} + \|\nabla^s u\|_{L^2(B_6)} \right),
\]
which proves the estimate (5.20). \( \square \)

6. Proof of the main result

We are now set to prove our main result by using scaling and covering arguments.

PROOF OF THEOREM 1.1. Fix \( p \in (2, \infty) \). We first assume that \( f \in L^p_{\text{loc}}(\Omega) \). Fix relatively compact bounded open sets \( U \subset \subset V \subset \subset \Omega \). Moreover, fix a Lipschitz
domain $U_*$ such that $U \subset U_* \subset V$. For any $z \in V$, fix some small enough $r_z \in (0, 1)$ such that $B_{6r_z}(z) \subset V$. Define
\[
A_z(x, y) := A (rz x + z, rz y + z), \quad u_z(x) := rz^{-s} u (rz x + z),
\]
\[
g_z(x) := rz^{-s} g (rz x + z, rz y + z), \quad f_z(x) := rz^{s} f (rz x + z)
\]
and note that for any $z \in V$, $A_z$ belongs to the class $L_0(\lambda)$ and satisfies the condition (1.8) in $B_6$, and that $u_z \in H^{s,2}(B_6)$ satisfies
\[
L^\phi_{A_z} u_z = L g_z + f_z \text{ weakly in } B_6.
\]
By Theorem 5.5, we obtain the estimates
\[
||\nabla^s u||_{L^p(B_{6r_z}(z))} = r_z^{-\frac{n}{2}} ||\nabla^s u_z||_{L^p(B_1)} \\
\leq r_z^{-\frac{n}{2}} C_1 \left( ||f_z||_{L^p(B_1)} + ||\nabla^s g_z||_{L^p(B_1)} + ||\nabla^s u_z||_{L^2(B_1)} \right) \\
= C_1 \left( r_z^{-\frac{n}{2}} ||f||_{L^p(B_{6r_z}(z))} + ||\nabla^s g||_{L^p(B_{6r_z}(z))} + r_z^{-\frac{n}{2}} ||\nabla^s u||_{L^2(B_{6r_z}(z))} \right) \\
\leq C_1 \max\{1, r_z^{-\frac{n}{2}}\} \left( ||f||_{L^q(B_{6r_z}(z))} + ||\nabla^s g||_{L^q(B_{6r_z}(z))} + ||\nabla^s u||_{L^2(B_{6r_z}(z))} \right),
\]
where $C_1 = C_1(p, n, s, \lambda) > 0$. Since $\{B_{6r_z}(z)\}_{z \in U_*}$ is an open covering of $U_*$ and $U_*$ is compact, there is a finite subcover $\{B_{6r_z}(z_i)\}_{i=1}^k$ of $U_*$ and hence of $U_*$. Let $\{\phi_i\}_{i=1}^k$ be a partition of unity subordinate to the covering $\{B_{6r_z}(z_i)\}_{i=1}^k$ of $U_*$, that is, the $\phi_i$ are non-negative functions on $\mathbb{R}^n$, we have $\phi_i \in C_0^\infty(B_{6r_z}(x_i))$ for all $i = 1, ..., k$, $\sum_{i=1}^k \phi_j \equiv 1$ in an open neighbourhood of $U_*$ and $\sum_{i=1}^k \phi_j \leq 1$ in $\mathbb{R}^n$. Setting $C_2 := C_1 \max\{1, \max_{i=1,...,k} r_z^{-\frac{n}{2}}\}$ and summing the above estimates over $i = 1, ..., k$, we conclude
\[
||\nabla^s u||_{L^p(U_*)} = \left\| \sum_{i=1}^k |\nabla^s u| \phi_i \right\|_{L^p(U_*)} \\
\leq \sum_{i=1}^k \left( ||\nabla^s u| \phi_i||_{L^p(B_{6r_z}(z_i))} \right) \\
\leq \sum_{i=1}^k ||\nabla^s u||_{L^p(B_{6r_z}(z_i))} \\
\leq \sum_{i=1}^k C_2 \left( ||f||_{L^p(B_{6r_z}(z))} + ||\nabla^s g||_{L^p(B_{6r_z}(z))} + ||\nabla^s u||_{L^2(B_{6r_z}(z))} \right) \\
\leq C_2 k \left( ||f||_{L^p(V)} + ||\nabla^s g||_{L^p(V)} + ||\nabla^s u||_{L^2(V)} \right),
\]
so that for $C_3 = C_2 k$ we have
\[
||\nabla^s u||_{L^p(U_* \setminus \bar{U})} \leq C_3 \left( ||f||_{L^p(V)} + ||\nabla^s g||_{L^p(V)} + ||\nabla^s u||_{L^2(V)} \right). \quad (6.1)
\]
Next, consider the general case when $f \in L^{p_\ast}_{\text{loc}}(\Omega)$, where $p_\ast = \frac{pn}{n + ps}$. Consider the function $f_V : \mathbb{R}^n \to \mathbb{R}$ defined by
\[
f_V(x) := \begin{cases} f(x), & \text{if } x \in V \\ 0, & \text{if } x \in \mathbb{R}^n \setminus V \end{cases}
\]
and note that \( f_V \in L^{p*}(\mathbb{R}^n) \cap L^{\frac{2n}{n-2}}(\mathbb{R}^n) \). Let \( h \in H^{s,2}(\mathbb{R}^n) \subset H_{loc}^{s,2}(\Omega|\mathbb{R}^n) \) be the unique weak solution of the equation
\[
(-\Delta)^s h + h = f_V \quad \text{in } \mathbb{R}^n.
\] (6.2)

Note that the existence of \( h \) can be proved in essentially the same way as in [24, Proposition 5.1], by additionally noting that in view of using the fractional Sobolev embedding in the same way as in (4.3), the right-hand side of (6.2) corresponds to a bounded linear functional on \( H^{s,2}(\mathbb{R}^n) \). In view of Proposition 2.9, Theorem 2.11, using the classical \( H^{2s,p} \), estimates for the fractional Laplacian on the whole space \( \mathbb{R}^n \) (cf. for example [17, Lemma 3.5], note that if \( p_* < 2 \), the additional requirement that \( f_V \in L^2(\mathbb{R}^n) \) from [17] can be circumvented by approximating \( f \) and \( u \) using a sequence of mollifiers) and setting \( \tilde{h}(x, y) := C_{n,s}(h(x) - h(y)) \), we obtain

\[
\|h\|_{L^p(\mathbb{R}^n)} + \|\nabla^s h\|_{L^p(\mathbb{R}^n)} = C_4(\|h\|_{L^p(\mathbb{R}^n)} + \|\nabla^s h\|_{L^p(\mathbb{R}^n)})
\]
\[
\leq C_5\|h\|_{H^{s,p}(\mathbb{R}^n)}
\]
\[
\leq C_6\|h\|_{H^{2s,p}(\mathbb{R}^n)}
\]
\[
\leq C_7\|f_V\|_{L^p(\mathbb{R}^n)} = C_6\|f\|_{L^{p*}(V)},
\]

(6.3)

where all constants depend only on \( n, s \) and \( p \). Furthermore, \( u \) is a weak solution of

\[
L^s_A u = L\tilde{g} + h \quad \text{in } V,
\]

where

\[
\tilde{g}(x, y) := g(x, y) + \tilde{h}(x, y).
\]

Therefore, by combining the estimates (6.1) and (6.3), we arrive at

\[
\|\nabla^s u\|_{L^p(U_*)} \leq C_3 (\|h\|_{L^p(V)} + \|\nabla^s g\|_{L^p(V)} + \|\nabla^s u\|_{L^2(V)})
\]
\[
\leq C_3 (\|h\|_{L^p(V)} + \|\nabla^s h\|_{L^p(V)} + \|\nabla^s g\|_{L^p(V)} + \|\nabla^s u\|_{L^2(V)})
\]
\[
\leq C (\|f\|_{L^{p*}(V)} + \|\nabla^s g\|_{L^p(V)} + \|\nabla^s u\|_{L^2(V)})
\]

for some constant \( C = C(p, n, s, \lambda) > 0 \), which proves the estimate (1.9). In particular, since by assumption we have \( f, \nabla^s g \in L^p(V) \), we obtain that \( \nabla^s u \in L^p(U_*) \). Let us now prove that \( u \in H^{s,p}(U_*|\mathbb{R}^n) \). For any \( r \in [2, p] \), define

\[
r^* := \begin{cases} 
\min\{\frac{rn}{n-rs}, p\}, & \text{if } rs < n \\
p, & \text{if } rs \geq n.
\end{cases}
\]

By Proposition 2.9 and Theorem 2.11, for any \( r \geq 2 \) we have

\[
H^{s,r}(U_*|\mathbb{R}^n) \subset H^{s,p}(U_*) \hookrightarrow L^{r*}(U_*).
\]

Since \( u \in H^{s,2}(U_*|\mathbb{R}^n) \), we have \( u \in L^{2*}(U_*) \). If \( p = 2^* \), we have \( u, \nabla^s u \in L^p(U_*) \) and therefore \( u \in H^{s,p}(U_*|\mathbb{R}^n) \). If \( p > 2^* \), then we have \( u, \nabla^s u \in L^{2*}(U_*) \), so that \( u \in H^{s,2}(U_*|\mathbb{R}^n) \). We therefore arrive at \( u \in L^{2*}(U_*) \). If \( 2^{**} = p \), then we have \( u, \nabla^s u \in L^p(U_*) \) and therefore \( u \in H^{s,p}(U_*|\mathbb{R}^n) \). If \( 2^{**} > p \), then iterating the above procedure also yields \( u \in H^{s,p}(U_*|\mathbb{R}^n) \) and therefore \( u \in H^{s,p}(U|\mathbb{R}^n) \) at some point. Since \( U \) is an arbitrary relatively compact open subset of \( \Omega \), we conclude that \( u \in H_{loc}^{s,p}(\Omega|\mathbb{R}^n) \). This finishes the proof. \( \square \)
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