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1 Introduction

When a designed structure is built and used in real-life applications, the loading, geometry, and material properties are typically different from the values used during the design process due to uncertainty. To achieve a robust design, i.e., a design whose performance does not depend much on stochastic variations, these uncertainties must be incorporated in the optimization process. For example, in design under uncertainty, the mean of the cost function is minimized subjected to constraints that are satisfied in expectation (Nikolaidis et al., 2004; Beyer and Sendhoff, 2007; De et al., 2017; Diwekar, 2020). To reduce variability in the design’s performance, a standard deviation or variance term can also be added to the objective (Beyer and Sendhoff, 2007; Dunning and Kim, 2013; De et al., 2020a). While the robust design procedure addresses the presence of uncertainty, the designer may be interested in limiting the failure probability of the structure under uncertainty. To this end, a probabilistic failure criterion is added to the constraints in the optimization problem resulting in a reliability-based design optimization (RBDO) problem (Enevoldsen and Sørensen, 1994; Kale and Hafika, 2008; Valdebenito and Schuëller, 2010; Lopez and Beck, 2012).

For most of the designed structures, the intended probability of failure is small. As a result, random sampling approaches, such as Monte Carlo simulation, to estimate the failure probability (at every optimization iteration) may lead to an impractical computational cost. Instead, the reliability index approach (Hasofer and Lind, 1974; Madsen et al., 2006; Melchers and Beck, 2018; Haldar and Mahadevan, 2000) and performance measure approach (Tu et al., 1999) are frequently used (Valdebenito and Schuëller, 2010). These approaches use a first-order Taylor series approximation of the limit state function and transform the uncertain parameters to standard Gaussian random variables. However, these can introduce errors for nonlinear limit state functions and non-Gaussian random inputs. In addition, these methods typically involve two nested loops wherein the inner loop estimates the probability of failure and the outer one iterates on the design variables (Ramu et al., 2006; Acar and Hafika, 2007). To reduce the computational cost and avoid the two-loop approach, decoupling methods have been proposed in the past. These methods replace the inner loop of the reliability analysis with approximations (Yang and Gu, 2004). For example, in Du and Chen (2004), the reliability constraint was replaced by a deterministic one at every iteration to sequentially update the design and estimate the reliability constraint. This deterministic constraint is then moved towards the probabilistic constraint by a shifting value obtained from a first-order approximation of the failure probability. The Karush-Kuhn-Tucker (KKT) condition can also be used (Kuschel and Rackwitz, 1997; Kharmanda et al., 2002; Agarwal et al., 2007) to avoid the inner reliability loop. Cheng et al. (2006) used approximations of the objective and the reliability constraint to sequentially construct optimization problems in a single-loop approach. Taflanidis and Beck (2008a,b) explored the design and uncertain parameter space at the same time assuming uncertainty in the design parameters. Further, multi-fidelity methods (Gano et al., 2006; Chaudhuri et al., 2019), response surface methods (Foschi et al., 2002; Agarwal and Renaud, 2004), and other surrogate models (Missoum et al., 2007; Zhang and Foschi, 2004; Bichon et al., 2008; Basudhar and Missoum, 2008; Suryawanshi and
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Ghosh, 2016; Moustapha and Sudret, 2019) can be used to reduce the computational cost.

As the estimation of failure probability remains challenging in the RBDO problems, other forms of approximations that depend on the design parameters have been used in the past for this task. For example, Gasser and Schuëller (1997), Jensen (2005), and Jensen and Catalan (2007) used an exponential function of design parameters to approximate the probability of failure. Ching and Hsieh (2007a,b) used such local approximations and assumed the design parameters are uncertain as well. This approach uses subset simulation, an efficient sampling-based technique for low failure probabilities (Au and Beck, 2001), to obtain samples of the design and uncertain parameters from the failure region and then uses the principle of maximum entropy to estimate the parameters of the local approximation. Comparisons of robust, reliability-based, and risk-based optimization considering the cost of structural failure were performed in Beck and de Santana Gomes (2012) and Beck et al. (2015). Benchmark structural design problems for RBDO were solved in Aoues and Chateauneuf (2010) using single-loop, double-loop, and decoupled approaches. Interested readers are referred to Valdebenito and Schuëller (2010) and Lopez and Beck (2012) for an in-depth review of RBDO. Despite the significant progress, challenges remain when applying these approaches to large-scale problems with many design and uncertain parameters. As a result, only a few studies considering a large number of design parameters exist in RBDO literature.

In topology optimization, the placement of material is optimized inside a design domain to optimize some performance criteria while meeting design constraints. One of the challenges of topology optimization stems from the large number of design parameters. Robust topology optimization (RTO) formulations can be used to limit the design sensitivity to the uncertainty in the material, loading, and geometry (Alvarez and Carrasco, 2005; Guest and Igusa, 2008; Chen et al., 2010; Chen and Chen, 2011; Asadpoure et al., 2011; Tootkaboni et al., 2012; Maute, 2014; Keshavarzzadeh et al., 2017; De et al., 2020a). Alternatively, reliability-based topology optimization (RBTO) has been performed, within a double loop strategy, to include the probability of failure as a constraint using the performance measure or reliability index approach (Frangopol and Maute, 2003; Jung and Cho, 2004; Kharmanda et al., 2004; Kim et al., 2006; Maute and Frangopol, 2003; Bae and Wang, 2002; Rozvany and Maute, 2011; Luo et al., 2014; Kang and Liu, 2018). Recently, da Silva et al. (2020) compared RTO to RBTO results, where reliability-based optimization is performed with a double-loop and performance measure approach. Nguyen et al. (2011) used matrix based system reliability analysis with multiple finite element mesh resolutions. Silva et al. (2010) performed RBTO in a single-loop approach using KKT condition and used both component and system failure probabilities. Jalalpour and Tootkaboni (2016) used second-order stochastic perturbation for estimating the sensitivity of the reliability index and used that for RBTO. A decoupled strategy by performing sequential optimization and reliability estimation was followed in Torii et al. (2016) and dos Santos et al. (2018) for stress constraints. Meng and Keshtegar (2019) employed adaptively updated conjugate gradients to estimate the gradients of the probability constraints in a single-loop approach for RBTO. However, these works avoid the use of random sampling of the
exact limit state functions and instead used the Taylor series approximation of the limit state functions, which can introduce errors in the failure probability calculations. In this paper, we propose a stochastic gradient-based approach for RBTO. We convert the optimization problem to an unconstrained formulation that includes the reliability constraint through a penalty approach. Recently, De et al. (2020a,b) and Li and Zhang (2020) showed that the stochastic gradient descent methods can be used to solve the RTO problems efficiently by using only $O(1)$ random samples per optimization iteration. Inspired by these studies, we solve the unconstrained RBTO problem using stochastic gradient descent, while focusing on reducing the computational burden of estimating the failure probability and its gradients at every iteration. In particular, we perform the estimation of the failure probability only at every few iterations using an efficient sampling strategy, such as subset simulation (Au and Beck, 2001) or using surrogate models, such as polynomial expansion (Ghanem and Spanos, 2003; Doostan and Owhadi, 2011). For estimating the gradients, inspired by the work of Gasser and Schuëller (1997), we use the Bayes’ theorem with an exponential form for the probability density function of the design parameters in the failure region. This assumption allows for the convenient evaluation of the gradients of the failure probability. We extend this to RBTO problems, where the number of design parameters is large. We update the parameters of this exponential form along with the design parameters using a stochastic gradient descent approach. This is done whenever we encounter a failing design. As a result, this approach removes the need for the reliability index or performance measure estimates. Further, the use of stochastic gradients substantially reduces the need for a large number of realizations of the objective and constraints per optimization iteration. Hence, the proposed approach combines efficient estimation of failure probabilities with an exponential model for the probability density of design parameters from the failure region. Stochastic gradients are used to update the design parameters using only a few random samples per optimization iteration to provide computational advantage for RBTO. The proposed approach can also be extended to other RBDO problems.

The rest of the paper is organized as follows. In Section 2, we first define the topology optimization problem with a reliability constraint. We then discuss two efficient probability of failure estimation methods based on random sampling that are used in this paper. In Section 3, we discuss how the stochastic gradients are used to solve the RBTO problem. We illustrate the efficacy of the proposed approach using three numerical examples thereafter. Finally, we conclude the paper with a discussion on future direction of this approach.

2 Background

This section provides the setup of the RBTO problem solved in this study. Subsequently, two sampling-based methods utilized for failure probability estimation, namely subset simulation (Au and Beck, 2001) and a hybrid approach with a surrogate model, will be discussed.
2.1 Problem Formulation

In a deterministic optimization problem, a cost function \( f(\theta) : \mathbb{R}^n \rightarrow \mathbb{R} \) is minimized over the design parameters \( \theta \in \mathbb{R}^n \) subject to inequality constraints \( q_i(\theta) \leq 0, \ i = 1, \ldots, n_q \). In the presence of uncertainty, the robust topology optimization considers minimizing a combination of the expected value and variance of the cost function subject to a similar combination of the constraint violation (Beyer and Sendhoff, 2007; De et al., 2020a). In RBTO, however, a constraint on the probability of a failure event \( F \) is added to the optimization problem, e.g.,

\[
\begin{align*}
\min_\theta & \quad R(\theta) = \mathbb{E}_\xi [f(\theta; \xi)] \\
\text{subject to} & \quad C_i(\theta) = \mathbb{E}_\xi [q_i(\theta; \xi)] \leq 0, \quad i = 1, \ldots, n_q, \\
& \quad P_F(\theta) = \mathbb{P}_\xi (F|\theta) = \mathbb{E}_\xi [\mathbb{I}_F(\xi|\theta)] \leq p_a,
\end{align*}
\]

where \( \mathbb{E}_\xi [\cdot] \) and \( \text{Var}_\xi (\cdot) \) denote, respectively, the expectation and variance of their arguments with respect to the probability density function (pdf) \( p(\xi) \) of the uncertain parameters \( \xi \). Here, \( F = \{ \xi : g(\theta; \xi) \leq 0 \} \) is the failure event with limit state or performance function \( g(\theta; \xi) \); \( P_F(\theta) \) is the probability of the failure event for the design parameters \( \theta \); and \( \mathbb{P}_\xi (\cdot) \) denotes the probability of its argument with respect to the probability measure of \( \xi \). Additionally, \( \mathbb{I}_F(\xi|\theta) \) is the indicator function for the failure event \( F \) for a realization of the uncertain parameters \( \xi \) given a design \( \theta \) and \( p_a \) is a given maximum allowable value for \( P_F(\theta) \). The design parameters may also be bounded, i.e., \( \theta_i \in [\theta_{\min,i}, \theta_{\max,i}] \) for \( i = 1, \ldots, n_\theta \).

In general, the solutions of the robust topology optimization and RBTO lead to different designs. Figure 1 shows a schematic of RBTO compared to the robust design approach. Here, the failure event is defined as the combination of two criteria \( F = \{ \xi : g(\theta; \xi) = \min(g_1(\theta; \xi), g_2(\theta; \xi)) \leq 0 \} \). A robust design may result in a topology that has a large probability of failure. On the other hand, a reliability-based design, which is obtained by using the failure event as a constraint may have a smaller probability of failure.

2.2 Estimation of Failure Probability \( P_F(\theta) \)

In this paper, we consider two advanced sampling methods that use conditional probability and surrogate models to efficiently estimate the failure probability \( P_F(\theta) \), namely, subset simulation (Au and Beck, 2001) and a hybrid approach based on a surrogate model (Li and Xiu, 2010). We note, however, that other efficient sampling strategies, see, e.g., Beck and Zuev (2017), may also be employed to estimate \( P_F(\theta) \). Next, we briefly describe these two sampling methods.

2.2.1 Subset Simulation

Subset simulation, proposed by Au and Beck (2001), is a sequential Monte Carlo approach, which defines the failure region in terms of \( (k + 1) \) nested sets as \( F := \bigcap_{j=0}^k F_j \).
with $F_j := \{\xi : g(\theta; \xi) \leq b_j\}$ and $b_k = 0$. Hence, for these intermediary events, we have $F_j \subset F_{j-1}$ for $j = 1, \ldots, k$. This allows writing the failure probability as

$$P_F(\theta) = \mathbb{P}(F_k|\theta) = \mathbb{P}(F_0|\theta) \prod_{j=0}^{k-1} \mathbb{P}(F_{j+1}|F_j, \theta).$$  \tag{2}$$

Since the level $b_j$ for the failure event $F_j$ is gradually reduced to zero, the first level $b_0$ is selected large enough so that $\mathbb{P}(F_0|\theta)$ can be easily estimated by the standard Monte Carlo sampling as

$$\mathbb{P}(F_0|\theta) \approx \hat{P}_{F_0} = \frac{1}{N} \sum_{i=1}^{N} I_{F_0}(\xi_i|\theta)$$

for $N$ independent and identically distributed (i.i.d.) samples $\{\xi_i\}_{i=1}^{N}$ from the pdf $p(\xi)$, where $N$ does not need to be very large. Next, starting with samples from $F_j$ the
conditional probabilities are estimated as
\[
\mathbb{P}(F_{j+1}|F_j, \theta) \approx \hat{P}_{F_{j+1}} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}_{F_{j+1}}(\xi_i|\theta), \quad j = 0, \ldots, k-1,
\]
with \(\{\xi_i\}_{i=1}^{N}\) samples from Markov chains with stationary pdf \(p(\xi|F_j)\). Herein, we use the modified Metropolis algorithm proposed in Au and Beck (2001) to generate these samples. Finally, the probability of failure is estimated as
\[
\hat{P}_F(\theta) = \prod_{j=0}^{k} \hat{P}_{F_j}.
\]

In this work, the samples are sorted by descending values of the limit state function \(g(\theta; \xi)\), and then the levels \(b_j\) are chosen as the limit state value corresponding to the \([Np_0]\)th sample for a number \(p_0\) between 0 and 1. Hence, \(p_0\) can be thought of as the failure probability for each of the intermediary failure events. This choice of \(b_j\) results in \(\hat{P}_{F_j} = p_0\) for \(j = 0, \ldots, k-1\). For the final \(k\)th level and the set \(\{g(\theta; \xi_1) > g(\theta; \xi_2) > \cdots > g(\theta; \xi_{N_f})\}_{i=1}^{N}\)
\[
\hat{P}_{F_k} = \frac{N_f}{N}, \text{ which gives the probability of failure of the current design as } \hat{P}_F(\theta) = \frac{N_f}{N} p_0.
\]
The parameter \(p_0\) is generally chosen to be between 0.1 and 0.3 (Zuev et al., 2012). This keeps the computational cost of estimating small failure probabilities reasonable as the number of samples required to estimate the conditional probabilities \(\mathbb{P}(F_{j+1}|F_j, \theta)\) does not need to be large for a reasonable accuracy. Algorithm 1 presents the steps of subset simulation.

**Algorithm 1: Subset Simulation (Au and Beck, 2001)**

| Step | Description |
|------|-------------|
| 1    | Given \(N\) and \(p_0\) (typically between 0.1 and 0.3) |
| 2    | Generate \(N\) i.i.d. samples \(\{\xi_i\}_{i=1}^{N}\) from \(p(\xi)\) |
| 3    | Generate \(\{g(\theta; \xi_i)\}_{i=1}^{N}\) and sort its elements such that \(\{g(\theta; \xi_1) > g(\theta; \xi_2) > \cdots > g(\theta; \xi_{N_f})\}_{i=1}^{N}\) |
| 4    | Choose \(b_0 = g(\theta; \xi_{[Np_0]})\) |
| 5    | Set \(j = 0\) |
| 6    | while \(b_j > 0\) do |
| 7    | Define \(F_j := \{\xi : g(\theta; \xi) \leq b_j\}\) |
| 8    | for \(i = 1, \ldots, [Np_0]\) do |
| 9    | Generate \([1/p_0]\) samples from a Markov chain with stationary pdf \(p(\xi|F_j)\) starting from the \(i\)th sample in \(F_j\) |
| 10   | end for |
| 11   | Sort these new \(N\) samples as \(\{g(\theta; \xi_1) > g(\theta; \xi_2) > \cdots > g(\theta; \xi_{N_f})\}_{i=1}^{N}\) |
| 12   | Set \(j = j + 1\) |
| 13   | Set \(b_j = g(\theta; \xi_{[Np_m]}))\) |
| 14   | end while |
| 15   | Find the index \(N_f\) such that \(g(\theta; \xi_{N_f}) \geq 0 > g(\theta; \xi_{N_f+1})\) |
| 16   | Estimate probability of failure \(\hat{P}_F(\theta) = \frac{N_f}{N} p_0\) |
2.2.2 Hybrid Approach

The hybrid approach takes advantage of a surrogate model $\hat{g}(\theta; \xi) \approx g(\theta; \xi)$ constructed using realizations of the exact limit state function $g(\theta; \xi)$ (Li and Xiu, 2010). Next, $\hat{g}(\theta; \xi)$ is evaluated at a sufficiently large number of samples $\{\xi_i\}_{i=1}^N$ of the uncertain parameters. The samples $\xi_i$, with $|\hat{g}(\theta; \xi_i)| \leq \gamma$, for a pre-selected tolerance parameter $\gamma$, are re-evaluated using the exact limit state function $g(\theta; \xi)$. The failure region is then modified to incorporate the re-evaluated limit state values as

$$F := \{\hat{g}(\theta; \xi) < -\gamma\} \cup \{|\hat{g}(\theta; \xi)| \leq \gamma\} \cap \{g(\theta; \xi) < 0\},$$

(6)

where the region within the tolerance limit of the surrogate model, i.e., $\{|\hat{g}(\theta; \xi)| \leq \gamma\}$ is re-evaluated using the exact limit state function and replaced with $\{g(\theta; \xi) < 0\}$.

Finally, the probability of failure is estimated as the fraction of the samples for which the limit state function falls in the failure region as

$$\hat{P}_F(\theta) = \frac{1}{N} \sum_{i=1}^N I_F(\xi_i | \theta).$$

(7)

In the present study, we use polynomial chaos expansion (PCE) (Ghanem and Spanos, 2003; Xiu and Karniadakis, 2002) as used by Li and Xiu (2010) for building the surrogate model $\hat{g}(\theta; \xi)$. The steps of this method are illustrated in Algorithm 2. The interested reader is referred to Li and Xiu (2010) for more details about its strategy and a discussion on choosing $\gamma$.

**Algorithm 2: Hybrid Approach (Li and Xiu, 2010)**

Given a tolerance level $\gamma$ and sufficiently large $N$

- Construct a surrogate model $\hat{g}(\theta; \xi)$ for the limit state function $g(\theta; \xi)$
- Generate $N$ i.i.d. samples from $p(\xi)$
  
  for $i = 1, \ldots, N$ do
  
  Compute $\hat{g}(\theta; \xi_i)$
  
  if $|\hat{g}(\theta; \xi_i)| \leq \gamma$ then
  
  Compute $g(\theta; \xi_i)$
  
  end if
  
  end for

Define the failure region $F := \{\hat{g}(\theta; \xi) < -\gamma\} \cup \{|\hat{g}(\theta; \xi)| \leq \gamma\} \cap \{g(\theta; \xi) < 0\}$

Estimated probability of failure, $\hat{P}_F(\theta) = \frac{1}{N} \sum_{i=1}^N I_F(\xi_i | \theta)$

3 Proposed Methodology

Our overall strategy to solve the RBTO problem (1) is based on the stochastic gradient descent technique. Following De et al. (2020a), we consider the unconstrained formulation of (1) with the constraints imposed via penalty parameters,

$$\min_{\theta} J(\theta) = \mathbb{E}_q[f(\theta; \xi)] + \sum_{i=1}^{n_D} \frac{K_C}{2} \mathbb{E}_q \left[\left(q_i^+(\theta; \xi)\right)^2\right] + \frac{K_F}{2} \left[(\ln \hat{P}_F(\theta) - \ln p_a)^+\right]^2.$$  

(8)
Here, \( \{ \kappa_{C,i} \}_{i=1}^{n} \) and \( \kappa_F \) are positive penalty parameters used to enforce the constraints; the constraint violations are defined as \( (\cdot)^+ = 0 \) for \( (\cdot) < 0 \). Note that a small value for these penalty parameters will result in a design that does not satisfy the constraints. For sufficiently large values of these penalty parameters, the solutions of (8) and (1) coincide (Luenberger and Ye, 1984). However, if an unnecessarily large value is selected, the convergence of the optimization process will be hindered. The numerical examples used in this paper indicate that sufficiently large values for these parameters can be used to satisfy the constraints without affecting the convergence, and a rigorous exercise to find optimum values for these parameters may not be needed. In fact, a few preliminary runs for a small number of iterations are used in those examples to select these parameters. The gradients of the objective \( J(\theta) \) can then be computed using

\[
\nabla_{\theta} J(\theta) = \mathbb{E}_{\xi}[\nabla_{\theta} f(\theta; \xi)] + \sum_{i=1}^{n} \frac{\kappa_{C,i}}{2} \mathbb{E}_{\xi}[\nabla_{\theta}(q^+_i(\theta; \xi))^2] \]
\[
+ \kappa_F (\ln P_F(\theta) - \ln p_a) + (\nabla_{\theta} \ln P_F(\theta)).
\]

The main difficulty in evaluating (9) is that it requires the estimation of the expected values and probability of failure using, for instance, Monte Carlo simulation, stochastic collocation (Kouri et al., 2013; Kouri, 2014), or PCE (Tootkaboni et al., 2012; Keshavarzzeideh et al., 2017). The computational cost of such approaches may become prohibitive when the cost function or the constraints exhibit large variance (in the case of Monte Carlo simulation), or the dimension of the uncertain parameters is high (in the case of stochastic collocation or PCE). To tackle this issue, we employ a stochastic approximation of the gradients in (9), as discussed below.

3.1 Use of Stochastic Gradients

Instead of using a large number of random samples to approximate the expectations in (9), we generate a small sample size, e.g., \( O(1) \), Monte Carlo estimates of these quantities. The key condition here is that these estimations are independently performed from one optimization iteration to the next. Under certain assumptions, including strong convexity of the objective function (Bottou, 1999), the convergence of this approach occurs in expectation. This approach parallels the mini-batch variants of stochastic gradient descent popularly used in training deep neural networks. At \( k \)th iteration, we update the design parameters as

\[
\theta_{k+1} = \theta_k - \eta \mathbf{h}_k
\]

where \( \eta \) is the step size, also known as the learning rate; and \( \mathbf{h}_k \) is a stochastic estimate of the gradient \( \nabla_{\theta} f(\theta) \) using only \( n \sim O(1) \) random samples. In fact, \( n \) can be as small as one. In a previous study (De et al., 2020a), the authors have shown that such an approach can efficiently solve robust topology optimization problems without reliability constraints. In the presence of a reliability constraint, however, this approach can become costly as we need estimates of \( P_F(\theta) \) and \( \nabla_{\theta} \ln P_F(\theta) \). To ameliorate this potentially exorbitant computational cost, we estimate \( P_F(\theta) \) at every \( m \) iterations using subset simulation of Section 2.2.1 or the hybrid approach outlined in
Section 2.2.2. Note that in De et al. (2020a), several variants of the standard stochastic gradient descent are studied. However, these variants use past gradient information. When applying to RBTO problems, this includes failure probability violation and its gradient for a past design. As a result, it adversely affects the convergence of the proposed RBTO approach. To avoid this, in this study, we use the standard stochastic gradient descent in (10), where the optimization algorithm converges in our numerical examples.

To estimate the gradient $\nabla_{\theta} \ln P_{F}(\theta)$, we assume the deterministic design parameters $\theta$ are also uncertain with a given probability distribution (e.g., uniform in $[\theta_{\text{min}}, \theta_{\text{max}}]$), following Au (2005). Next, we use Bayes’ theorem to write

$$P_{F}(\theta) = \frac{P(\theta | F) \cdot P(F)}{p(\theta)}.$$  \hspace{1cm} (11)

Following Gasser and Schuëller (1997) and Ching and Hsieh (2007b), we approximate $p(\theta | F)$ using an exponential function as

$$p(\theta | F) \approx \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i} \right),$$  \hspace{1cm} (12)

where the parameters $\alpha \in \mathbb{R}$ and $\beta := (\beta_{1}, \ldots, \beta_{n_{\theta}}) \in \mathbb{R}^{n_{\theta}}$ need to be estimated. The exponential approximation of the probability density converges to the true density in a sense of relative entropy or Kullback-Leibler distance (Barron and Sheu, 1991) if more polynomial terms in the design parameters are incorporated in (12) and more samples of $\theta$ from the failure region are used. As only local approximation of $p(\theta | F)$ is needed to estimate the gradients and the number of design parameters in topology optimization is very large, adding quadratic terms in (12) significantly increases the computational cost and is avoided. Here, we use more samples from the failure region as the iteration progresses to get better estimates of the parameters $\alpha$ and $\beta$. Note that other choices, such as a Gaussian mixture or generative adversarial network, can be used to approximate the probability density of design parameters from the failure region. However, a detailed investigation comparing these approximations is beyond the scope of this paper.

For the approximation in (12) to be a pdf, it needs to satisfy the constraint

$$q_{F,0}(\alpha, \beta) := \int_{\theta \in F} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i} \right) d\theta - 1 = 0.$$  \hspace{1cm} (13)

Further, constraints to satisfy the sample mean can be added as

$$q_{F,l}(\alpha, \beta) := \int_{\theta \in F} \theta_{l} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i} \right) d\theta - \mu_{l} = 0; \quad l = 1, \ldots, n_{\theta},$$  \hspace{1cm} (14)

where $\mu_{l}$ is the sample mean of $l$th design parameter from the failure region. While the exponential approximation in (12) has been already used in the literature (Gasser and Schuëller, 1997; Ching and Hsieh, 2007b), we use it for RBTO problems, where the number of design parameters is very large, and propose stochastic gradient descent to
update its parameters. Note that the distribution of $\theta$, which is a user’s choice, affects the $\ln P_F(\theta)$ term in (8) and its gradient. For a uniform distribution for $\theta$ between $\theta_{\min}$ and $\theta_{\max}$, $\ln P(\theta)$ is constant and can be ignored in the optimization process. Together, (11) and (12) lead to the simplification of the gradients in (9) as

$$\nabla_{\theta} J(\theta) = \mathbb{E}_\xi [\nabla_{\theta} f(\theta, \xi)] + \sum_{i=1}^n \frac{\kappa_{\xi,i}}{2} \mathbb{E}_\xi \left[ \nabla_{\theta} (q_i(\theta, \xi))^2 \right] + \kappa_F (\ln P_F(\theta) - \ln p_a)^+ \beta.$$

(15)

During optimization and to satisfy the constraint in (13), whenever we encounter samples from the failure region, we solve the minimization problem

$$\min_{\alpha, \beta} J_F(\alpha, \beta) = \frac{1}{2} \sum_{l=0}^{n_\theta} w_l q_{T,l}^2(\alpha, \beta)$$

(16)

using a stochastic gradient descent scheme, where $\{w_l\}_{l=0}^{n_\theta}$ are prechosen weights. To the best of our knowledge, this is the first study to use stochastic gradient descent for estimating these parameters and the gradients of the failure probability with respect to the design parameters. However, the use of stochastic gradient descent to solve (16) does not lead to a unique solution for $\alpha$ and $\beta$. Further studies are needed to generate a unique exponential approximation for $p(\theta|F)$ while ensuring a cost that remains scalable in $\theta$, e.g., linear. In particular, the gradients of $J_F(\alpha, \beta)$ with respect to the parameters $\alpha$ and $\beta$ are given by

$$\nabla_{\alpha, \beta} J_F(\alpha, \beta) = \sum_{l=0}^{n_\theta} w_l L_l(\alpha, \beta)|_{q_{T,l}(\alpha, \beta)};$$

$$L_0(\alpha, \beta) = \begin{bmatrix}
- \int_{\theta|F} \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta \\
- \int_{\theta|F} \theta_1 \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta \\
... \\
- \int_{\theta|F} \theta_{n_\theta} \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta
\end{bmatrix};$$

$$L_l(\alpha, \beta) = \begin{bmatrix}
- \int_{\theta|F} \theta_1 \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta \\
- \int_{\theta|F} \theta_1 \theta_1 \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta \\
... \\
- \int_{\theta|F} \theta_1 \theta_{n_\theta} \exp (-\alpha - \sum_{i=1}^{n_\theta} \beta_i \theta_i) \, d\theta
\end{bmatrix}; \quad l = 1, \ldots, n_\theta.$$

(17)

The stochastic – more precisely, small sample size Monte Carlo – approximation of $\nabla_{\alpha, \beta} J_F(\alpha, \beta)$ is generated using $n_F \sim \mathcal{O}(1)$ random samples of the design parameters, $\{\theta^{(j)}\}_{j=1}^{n_F}$, from the failure region. Specifically, we approximate $L_l(\alpha, \beta)$ and
\( q_{F1}(\alpha, \beta) \) as

\[
\tilde{L}_{0}(\alpha, \beta) = \begin{bmatrix}
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) \\
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{1}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) \\
\vdots \\
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{l}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right)
\end{bmatrix};
\]

\[
\tilde{L}_{l}(\alpha, \beta) = \begin{bmatrix}
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{1}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) \\
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{1}^{(j)} \theta_{1}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) \\
\vdots \\
- \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{l}^{(j)} \theta_{l}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right)
\end{bmatrix};
\]

\[
\hat{q}_{F0}(\alpha, \beta) = \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) - 1;
\]

\[
\hat{q}_{F1}(\alpha, \beta) = \frac{1}{n_{F}} \sum_{j=1}^{n_{F}} \theta_{1}^{(j)} \exp \left( -\alpha - \sum_{i=1}^{n_{\theta}} \beta_{i} \theta_{i}^{(j)} \right) - \mu; \quad l = 1, \ldots, n_{\theta}
\]

and update \( \alpha \) and \( \beta \) via the gradient descent step

\[
\begin{bmatrix}
\alpha_{k+1} \\
\beta_{k+1}
\end{bmatrix} = \begin{bmatrix}
\alpha_{k} \\
\beta_{k}
\end{bmatrix} - \eta_{F} \sum_{i=0}^{n_{F}} \tilde{L}_{l}(\alpha_{i}, \beta_{i}) \hat{q}_{F1}(\alpha_{i}, \beta_{i}).
\]

(19)

Here, \( \eta_{F} \) is a step size parameter. As the number of samples from the failure region remains small during the initial stages of the optimization, we initially use \( w_{l} = 0 \) for \( l = 1, \ldots, n_{\theta} \) to avoid any convergence issue, and only use non-zero weights at the end of the optimization. Also, we choose \( w_{1} = w_{2} = \ldots, w_{l} \) to give same importance to all design parameters. We note that the stochastic approximations of \( \nabla_{\alpha, \beta} J_{F}(\alpha, \beta) \) are generated independently throughout the updates (19). Since the probability measure of \( \{ \theta^{(l)} \}_{l=1}^{n_{F}} \) may not exactly be the probability measure of the the design parameters given the failure event, we need to use a Radon-Nikodym derivative term \( \frac{f(\theta^{(l)})}{\hat{p}(\theta^{(l)})} \) in (18), where \( \hat{p}(\theta^{(l)}) \) is the probability density of the samples \( \{ \theta^{(l)} \}_{l=1}^{n_{F}} \). However, we do not write this separately and assume it is absorbed in \( \eta_{F} \). During optimization, one may collect the set of designs \( \{ \theta^{(l)} \}_{l=1}^{n_{F}} \) from the failure region over a few iterations and then proceed to update the parameters \( \alpha \) and \( \beta \) with \( n_{F} > 1 \). However, in this paper, we perform the update with the current \( \theta \) (i.e., \( n_{F} = 1 \)) if it fails for any of the \( n \) random samples \( \{ \xi_{i} \}_{i=1}^{n} \). Otherwise, we keep \( \alpha \) and \( \beta \) the same. Once the parameters \( \beta \) are updated, we estimate the stochastic gradients at \( k \)th iteration as

\[
h_{k} = \sum_{j=1}^{n} \nabla_{\theta f}(\theta_{k}; \xi_{j}) + \sum_{j=1}^{n} \sum_{i=1}^{n_{\theta}} \frac{\kappa_{r,j}}{2} \nabla_{\theta} (q_{i}^{\theta_{i}}(\theta_{k}; \xi_{j}))^{2} + \kappa_{r} (\ln P_{\theta}(\theta_{k}) - \ln p_{\theta})^{+} \beta_{k+1}.
\]

(20)
Algorithm 3 summarizes the steps of this proposed stochastic gradient descent method for solving the RBTO problem (1).

**Algorithm 3: RBTO using Stochastic Gradient Descent**

Given step sizes $\eta$ and $\eta_F$; $m$; penalty parameters $\{\kappa_C\}_{i=1}^n$ and $\kappa_F$; and $\{\omega_i\}_{i=0}^n$.

Initial values $\theta_1$, $\alpha_1$, and $\beta_1$.

for $k = 1, \ldots$ do

if $k/m$ is an integer then

Use efficient sampling strategy (e.g., Algorithm 1 or 2) to estimate $\hat{P}_F \approx P(F|\theta)$

end if

Generate $n \sim O(1)$ i.i.d. samples $\{\xi_i\}_{i=1}^n$ from $p(\xi)$

Estimate $\{g(\theta_i, \xi_i)\}_{i=1}^n$ for these samples

if $g(\theta_i, \xi_i) \leq 0$ for any $i \in \{1, \ldots, n\}$ then

Update the pdf parameters as

$[\alpha_{k+1} \beta_{k+1}] \leftarrow [\alpha_k \beta_k] - \eta \sum_{i=0}^n \omega_i \hat{L}_i (\alpha_k, \beta_k) \hat{q}_F (\alpha_k, \beta_k)$. [see (19)]

else

$[\alpha_{k+1} \beta_{k+1}] \leftarrow [\alpha_k \beta_k]

end if

Estimate $h_k = \sum_{i=1}^n \nabla_\theta / (\theta_i, \xi_i) + \sum_{i=1}^n \sum_{i=0}^n \frac{\kappa}{2} \nabla_\theta (q_i^* (\theta_i, \xi_i))^2 + \kappa F \left(\ln \hat{P}_F - \ln p_\theta\right) \beta_{k+1}^T$

Update the design parameters as $\theta_{k+1} \leftarrow \theta_k - \eta h_k$. [see (10)]

end for

3.2 Computational Cost

The computational cost of the proposed approach is composed of three parts. The first and most computationally expensive step is to estimate the failure probability $\hat{P}_F \approx P(F|\theta)$, which is also the case for other reliability-based optimization methods. We use efficient sampling strategies, i.e., subset simulation or a hybrid approach with surrogate models, to avoid Taylor series based approximate reliability analysis and transformation of non-Gaussian random variables. In addition, to further reduce the computational cost, we limit the calculation of the failure probability to every $m$ design optimization iterations. In our numerical examples, we observe setting $m$ as 25 or 50 leads to a successful design, where the optimization algorithm converges and the estimated failure probability is sufficiently accurate. We note that the development of fast techniques to estimate $P(F|\theta)$, especially for small failure probabilities, is an active area of research, see, e.g., Bayesian subset simulation (Bect et al., 2017), large deviation theory (Dematteis et al., 2019; Tong et al., 2020b,a). Exploring the utility of such techniques within the proposed RBTO framework is an important future research direction.

Second, within the employed stochastic gradient descent scheme, the estimation of the gradient with respect to the design parameters is performed using $n \sim O(1)$ random samples of the uncertain parameters, which drastically reduces the computational cost of gradient evaluations, as compared to methods such as the standard
Monte Carlo simulation, stochastic collocation (Kouri et al., 2013; Kouri, 2014), or PCE (Tootkaboni et al., 2012; Keshavarzzadeh et al., 2017). Once the gradients are estimated, the only remaining cost is associated with updating the parameters $\theta$, $\alpha$, and $\beta$ using (10) and (19), respectively, which is similar to other first-order optimization methods. Hence, the proposed stochastic gradient descent method provides an efficient method to use random sampling for solving RBTO problems, which mostly used approximate reliability analysis in the past.

4 Numerical Illustrations

In this section, we illustrate the proposed method with three numerical examples. The first example uses a benchmark problem from Rozvany and Maute (2011) to show the accuracy of the proposed method. Then we use a design problem of a rectangular beam and a design problem of an L-shaped beam (in two- and three-dimension), two commonly used design domain geometries in topology optimization. For these design problems, we minimize a weighted sum of compliance and mass subjected to a reliability constraint. Uncertainty is assumed in the load and material property. The results will showcase the difference between a reliability-based design and a robust design for various geometries.

4.1 Example I: Design of a Two-bar Truss

The first example uses a benchmark problem of a two-bar truss for which an analytical solution is available (Rozvany and Maute, 2011). This example is used to study the accuracy of the proposed approach as well as the influence of different sampling strategies to evaluate the failure probability, the penalty parameter, and the interval between two consecutive failure probability estimations on the optimized design. We define the problem following Section 4 of Rozvany and Maute (2011), where a two-bar truss is assumed with unknown cross-sectional areas and inclinations. Figure 2 shows the two-bar truss with inclination $\delta \in (0, \pi/2)$ subjected to a vertical load $P$ and Gaussian distributed uncertain horizontal load $\xi$. The two bars have the same cross-sectional areas $A = \lambda A_{\text{max}}$, where $A_{\text{max}}$ is the maximum possible cross-sectional area and $\lambda \in [0, 1]$ is a design parameter. The optimization problem is defined as

$$
\min_{\lambda, \delta} J(\lambda, \delta) = \frac{\lambda}{\cos \delta}
$$

subject to $P_F(\lambda, \delta) \leq p_a = 10^{-3}$;

$$
0 \leq \lambda \leq 1; \quad 0 < \delta < \pi/2,
$$

(21)

where the failure event $F$ is defined as $F = \{\xi : g(\lambda, \delta; \xi) = C_{\max} - C(\xi) \leq 0\}$; $C_{\max}$ is a given maximum value of the compliance; and $C(\cdot)$ is the compliance of the two-bar truss. The limit state function $g(\lambda, \delta; \xi)$ can be further simplified and written explicitly...
in terms of the design parameters as
\[ g(\lambda, \delta; \xi) = C_{\text{max}} - C(\xi) = \frac{2C_{\text{max}}EA_{\text{max}}}{P^2H} - \frac{1}{\lambda} \cos \delta \left( \frac{1}{\sin^2 \delta} + \frac{\xi^2}{P^2 \cos^2 \delta} \right), \tag{22} \]
where \( E \) is the elastic modulus of the material and \( H \) is the height of the truss as shown in Figure 2.

\section*{4.1.1 Results}

We consider the unconstrained formulation of (21) as in (8) and estimate the failure probability using standard Monte Carlo simulation or the sampling strategies discussed in Section 2. We assume the maximum compliance is \( C_{\text{max}} = \frac{50p^2H}{EA_{\text{max}}} \) and the magnitude of the vertical load \( P \) is one. For the uncertain parameter \( \xi \), we use a zero-mean Gaussian distribution with unit standard deviation. In Figure 3, we plot results from different sampling strategies and parameters in the space of the optimization variables with the contours of the objective value. The five red lines are the iso-contours for the following failure probabilities \( P_F(\lambda, \delta) \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\} \). The reference solution is obtained by estimating the failure probability \( \mathbb{P}(F) \) using Monte Carlo simulation with \( 10^3 \) samples, which is sufficient to estimate these failure probabilities. Table 1 lists the corresponding parameters and optimized design variables for all different cases considered. For all the results, we use 0.1 and \( \pi/4 \) for the initial values of \( \lambda \) and \( \delta \), respectively. The step size \( \eta \) in (10) is set to \( 10^{-5} \). The iterations (19) to update \( \alpha \) and \( \beta \) in (12) are initialized with values 0.01 for \( \alpha \) and the entries of \( \beta \). Additionally, the step size \( \eta_F \) is set to 0.2. The reference solution is obtained after 10,000 iterations and, hence to perform a fair comparison, we run the other cases for 10,000 iterations as well. Note that the update in (19) uses \( w_0 = 1 \) and \( w_l = 0; l = 1, \ldots, n_\theta \) for the first 8000 iterations, and only for the final 2000 iterations, we use \( w_0 = w_1 = \cdots = w_{n_\theta} \) with \( \sum_{l=0}^{n_\theta} w_l = 1 \).
Figure 3a compares the results of three sampling methods, i.e., subset simulation, hybrid approach with PCE as the surrogate model, and standard Monte Carlo simulation, against the reference solution. In subset simulation, we use $p_0 = 0.1$ and, at every level, $N = 500$ samples to estimate the conditional probabilities. With the hybrid approach, during every reliability estimation, we use 100 evaluations of the limit state function to estimate the coefficients of PCE using least squares regression (Hadigol and Doostan, 2018), and then generate $10^6$ evaluations of the PCE model to estimate the failure probabilities. The threshold $\gamma$ in Algorithm 2 is set to 2.5. Note that for this example building the PCE of the limit state function is computationally cheap as the dimension of the input uncertainty is one. This, however, is not the case for the following two examples. For the standard Monte Carlo simulation, during every probability of failure calculation, we use $10^6$ evaluations of $g(\lambda, \delta; \xi)$. Figure 3a shows that the hybrid approach converges to a solution very close to the reference solution and similar to the standard Monte Carlo method. However, the number of limit state function evaluations are four orders of magnitude smaller compared to using standard Monte Carlo method. With subset simulation, the optimized solution is not as accurate as the other two approaches, but the accuracy can be improved using more function evaluations to estimate the failure probability. Note that this parameter setting of the subset simulation leads to about the same number of $g(\lambda, \delta; \xi)$ evaluation as
Table 1: Results showing the influence of different sampling strategies and parameters of the proposed algorithm in Example I. Note that the superscript \(^*\) denotes the optimum solution obtained for each of these cases.

| Plot       | Sampling Strategy | \(\kappa_F\) | \(m\) | \(p_a\) | No. of \(g(\lambda, \delta, \xi)\) eval. | \(\lambda^*\) | \(\delta^*\) | \(J(\lambda^*, \delta^*)\) |
|------------|-------------------|--------------|------|--------|----------------------------------------|--------------|--------------|------------------|
| Figure 3a  | Subset simulation | 2500         | 100  | \(10^{-3}\) | \(1.82 \times 10^5\)           | 0.3832       | 43.50\(^*\)  | 0.5283           |
|            | Standard Monte Carlo | 2500         | 100  | \(10^{-3}\) | \(7 \times 10^4\)             | 0.3355       | 44.18\(^*\)  | 0.4678           |
|            | Reference solution | 2500         | 1    | \(10^{-3}\) | \(10^8\)                   | 0.3378       | 43.79\(^*\)  | 0.4679           |
| Figure 3b  | Hybrid approach (PCE) | 500          | 100  | \(10^{-3}\) | \(7 \times 10^4\)             | 0.3230       | 43.84\(^*\)  | 0.4478           |
|            | Hybrid approach (PCE) | 5000         | 100  | \(10^{-3}\) | \(7 \times 10^4\)             | 0.3367       | 44.27\(^*\)  | 0.4702           |
|            | Reference solution | 2500         | 1    | \(10^{-3}\) | \(10^{11}\)                 | 0.3311       | 45.00\(^*\)  | 0.4682           |
| Figure 3c  | Hybrid approach (PCE) | 2500         | 500  | \(10^{-3}\) | \(2.60 \times 10^4\)           | 0.4948       | 43.34\(^*\)  | 0.6803           |
|            | Hybrid approach (PCE) | 2500         | 100  | \(10^{-3}\) | \(7 \times 10^4\)             | 0.3355       | 44.18\(^*\)  | 0.4678           |
|            | Reference solution | 2500         | 1    | \(10^{-3}\) | \(1.24 \times 10^5\)           | 0.3341       | 44.16\(^*\)  | 0.4657           |
| Figure 3d  | Hybrid approach (PCE) | 2500         | 100  | \(10^{-3}\) | \(7 \times 10^4\)             | 0.3355       | 44.18\(^*\)  | 0.4678           |
|            | Reference solution | 2500         | 1    | \(10^{-3}\) | \(1.14 \times 10^5\)           | 0.4578       | 44.29\(^*\)  | 0.6396           |
|            | Hybrid approach (PCE) | 2500         | 100  | \(10^{-4}\) | \(5 \times 10^{11}\)          | 0.4651       | 43.65\(^*\)  | 0.6428           |
|            | Reference solution | 2500         | 1    | \(10^{-5}\) | \(1.59 \times 10^5\)           | 0.5888       | 43.99\(^*\)  | 0.8184           |

The hybrid approach as can be seen from Table 1. Using more samples for the subset simulation approach would taint the comparison among the three approaches. Table 1 also shows that the number of the exact limit state function evaluations for the estimation of failure probabilities is reduced by three orders of magnitude using the subset simulation or hybrid approach, compared to using a standard Monte Carlo simulation.

For Figure 3b, we use different penalty parameters \(\kappa_F\). The optimized solutions show that the accuracy improves as we use larger values. However, for larger values the convergence is slower and therefore we avoid using very large values for \(\kappa_F\) in the next two examples. Similarly, Figure 3c shows that if we use large interval \(m\) between two consecutive failure probability estimations (see Algorithm 3), the accuracy of the optimized solutions deteriorates, which is expected as we are delaying the probability of failure estimation. Finally, we use the proposed approach for different allowable probability of failure \(p_a\) ranging from \(10^{-3}\) to \(10^{-5}\). Figure 3d and Table 1 show that we still obtain accurate results with reasonable number of limit state function evaluations for these cases, when compared to the corresponding reference solutions.

4.2 Example II: Design of a Rectangular Beam

In the second example, we consider the rectangular design domain shown in Figure 4a subjected to an uncertain vertical load \(2P(\xi_p)\) at the mid span. We optimize the material distribution within the design domain to minimize a weighted combination of
the compliance and mass subjected to a reliability constraint using the solid isotropic material with penalization (SIMP) approach (Bendsøe, 1989; Sigmund, 2001; Sigmund and Maute, 2013). A power-law model is used for interpolating the material property as follows

\[ E(\rho_i) = \rho_i^{\beta_p} E_0; \quad 0 < \rho_i \leq 1; \quad i = 1, 2, \ldots, N_e, \]

(23)

where \( \rho \) is the density of a fictitious porous material; \( \beta_p \) is a penalization parameter; \( E_0 \) is the elastic modulus of the bulk material; and the design domain \( \Omega \) is divided into \( N_e \) non-overlapping elements \( \{ \Omega_i \}_{i=1}^{N_e} \) with volumes \( \{ V_i \}_{i=1}^{N_e} \). To penalize the intermediate densities, we use \( \beta_p = 3 \). The densities are defined in terms of the design parameters \( \theta \) via a linear filter as follows

\[ \rho_i(\theta) = \frac{1}{\sum_{e=1}^{N_e} w_e} \sum_{e=1}^{N_e} w_e \theta_e; \quad i = 1, \ldots, N_e, \]

(24)

where the weight \( w_e = \max(0, rf - d_{ei}) \) is the difference between a filter size \( rf \) and the distance \( d_{ei} \) between the centers of \( e \)th and \( i \)th elements. Herein, we use 1.5 times...
the element width as $r_f$. Further use of projections may be beneficial to achieve a discrete 0–1 design (Sigmund and Maute, 2013). However, we do not use any such projections in this study. We write the optimization problem as

$$\min_{\theta} J(\theta) = \mathbb{E} \left[ \sum_{i=1}^{N_e} \int_{\Omega_i} W(u_i(\rho_i(\theta); \xi), \rho_i(\theta); \xi) \, dV_i \right] + \tau \sum_{i=1}^{N_e} v_i \rho_i(\theta)$$

subject to $P_F(\theta) \leq p_a$;

$$0 \leq \rho_i(\theta) \leq 1, \text{ for } i = 1, \ldots, N_e,$$

where the objective $J(\theta)$ is weighted sum of the expected value of the strain energy plus a contribution from the total mass of the structure; $u$ is the displacement vector; $\rho_i$ is the density of the $i$th element; $W(\cdot; \cdot; \cdot)$ is the strain energy density that depends on the displacement vector $u$, material density $\rho$, and the uncertain variable $\xi$; and $\tau$ is the weighting factor for contribution from the total mass to the objective.

The uncertain load at the midspan is assumed to be $P(\xi_p) = P_0(1 + 0.25 \xi_p)$, where $\xi_p$ is a zero-mean Gaussian distributed random variable with unit standard deviation, and we assume $P_0 = 1$. The elastic modulus $E_0$ of the bulk material is assumed to be a log-normal random variable with unit mean and standard deviation of 0.1. Hence, the stochastic dimension of the problem is two. In this example, we use $\tau = 0.25$ in (25).

We design only right-half of the beam shown in Figure 4b using symmetry, which we discretize into $120 \times 40$ bilinear elements. For the limit state function, we choose the failure as compliance value above a maximum allowable limit $C_{\text{max}} = 700$ and specify the allowable probability of failure to be $p_a = 10^{-3}$. We choose these values for a scenario, where the RBTO design is different from the design that does not include the reliability constraint in the optimization process.

### 4.2.1 Results

We initialize the design parameters $\theta$ to 0.5 each and use the stochastic gradient descent step in (10) to perform the design optimization with $\eta = 0.02$ with a mini-batch of $n = 8$ random samples per iteration. We expect the parameters of the pdf $\alpha$ and $\beta$ to be small since they need to satisfy (13). Therefore, we initialize them with $10^{-5}$ and use a small step size $\eta_F = 10^{-5}$ for the updates in (19). We perform 5000 optimization iterations, which proved sufficient for all methods to converge. Note that the update in (19) uses $w_0 = 1$ and $w_l = 0, l = 1, \ldots, n_\theta$ for the first 4000 iterations, and only for the final 1000 iterations, we use $w_0 = w_1 = \cdots = w_{n_\theta}$ with $\sum_{l=0}^{n_\theta} w_l = 1$. Here, we use three different sampling strategies to estimate the failure probabilities at every $m = 25$ iterations in the RBTO Algorithm 3. For standard Monte Carlo sampling, we use $N = 10^4$ random samples to estimate $P_F(\theta)$. For subset simulation, we set the conditional probability to $p_0 = 0.2$ and the number of samples to $N = 1000$ for each of the levels. For the hybrid approach, we use a 4th order PCE as the surrogate model and the tolerance level of $\gamma = 25$. To estimate the coefficients of the PCE surrogate, we use least squares regression and evaluate the exact limit state function for 100 realizations of the uncertain parameters. As the cost of evaluating the PCE model is negligible, we increase $N$ to $5 \times 10^4$. Note that these values are chosen to produce
accurate estimates of the probability of failure during optimization. To implement the failure constraint, we set the penalty parameter to $\kappa_F = 10^5$. Figures 5a, 5b, and 5c show the designs obtained from these three sampling strategies. These designs look similar except for a few extra members near left side in Monte Carlo and hybrid approach. The subset simulation design has thicker members in those places. The total number of finite element solves required by each of these three sampling strategies during the optimization, however, varies by more than one order of magnitude. For example, the standard Monte Carlo approach requires $\sim 2.04 \times 10^6$ finite element solves compared to $\sim 6.0 \times 10^5$ for subset simulation and $\sim 6.9 \times 10^4$ finite element solves for the hybrid approach.

(a) Standard Monte Carlo sampling ($N = 10^4$, $p_a = 10^{-3}$)
(b) Subset simulation ($p_0 = 0.2$, $p_a = 10^{-3}$)
(c) Hybrid approach with PCE as surrogate model ($N = 5 \times 10^4$, $p_a = 10^{-3}$)
(d) Hybrid approach with PCE as surrogate model ($N = 10^5$, $p_a = 5 \times 10^{-4}$)
(e) Robust design that does not consider the reliability constraint

Fig. 5: Designs obtained from different sampling strategies and for two different allowable failure probability $p_a$ in the reliability constraint in Example II. The RTO design obtained without the reliability constraint shown here for comparison.

The failure probabilities of these designed structures are then estimated by Monte Carlo sampling using $10^5$ evaluations of the limit state function $g(\theta, \xi)$. Table 2 shows that the final designs obtained using these three sampling strategies have failure probabilities slightly over $10^{-3}$. This is due to the penalty formulation used here. To reach a design with probability of failure strictly below or equal to $p_a = 10^{-3}$, we would have to increase the penalty parameter $\kappa_F$. However, as the results for the problem in Section 4.1 have shown this will likely slow down the convergence and require a large number of iterations to converge to a $0 - 1$ design. Instead, we can
Table 2: Probability of failure $\hat{P}_R(\theta)$ estimated using $10^5$ random samples and mass ratio of the final designed structures shown in Figure 5 in Example II.

| Design          | Sampling strategy          | $p_a$    | $\hat{P}_R(\theta)$ | Mass ratio |
|-----------------|----------------------------|----------|----------------------|------------|
| Reliability-based| Standard Monte Carlo       | $10^{-3}$| $1.7 \times 10^{-3}$ | 0.4617     |
|                 | Subset simulation          | $10^{-3}$| $1.2 \times 10^{-3}$ | 0.4705     |
|                 | Hybrid approach (PCE)      | $10^{-3}$| $1.2 \times 10^{-3}$ | 0.4665     |
|                 | Hybrid approach (PCE)      | $5 \times 10^{-4}$| $5.7 \times 10^{-4}$ | 0.5062     |
| Robust          | –                          | –        | $2.12 \times 10^{-2}$| 0.3444     |

also use a smaller $p_a$ in the optimization problem than required by the engineering application. For example, we use $p_a = 5 \times 10^{-4}$ and implement the hybrid approach with $N = 10^5$ evaluations of a 4th order PCE as the surrogate model and same tolerance level $\gamma = 25$ as before. The resulting design is shown in Figure 5d, which has more members as expected. The probability of failure of this designed structure estimated from $10^5$ evaluations of the limit state function $g(\theta, \xi)$ is $5.7 \times 10^{-4}$ (see Table 2).

Table 2 also lists the mass ratio for these designs, where the mass ratio is defined as the ratio of the mass of the designed structure to the mass of a structure that occupies the entire design domain.

Figure 6a plots the estimates of failure probability at every 25th iteration during the optimization process. This figure shows that the probability of failure initially oscillates but it starts to converge beyond 3750 iterations. Also, the plot of objective values in Figure 6b attests to this.

Figure 5e shows a design obtained by solving the same optimization problem but ignoring the reliability constraint. The reliability-based designs are significantly different compared to this robust design. Also, the robust design has a failure probability of $2.12 \times 10^{-2}$, significantly higher than the allowable limit. Note that the objective has a contribution from the mass of the structure. As a result, the robust design has slender members compared to the reliability-based designs in the absence of a constraint on the probability of failure. This is also evident from the mass ratio of these designs reported in Table 2. Hence, this example shows the effectiveness of the proposed approach to produce a design that is reliable.

4.3 Example III: Design of an L-shaped Beam

In the third example, we seek to find a structure within an L-shaped design domain subjected to material and loading uncertainty. Figures 7 and 10 show schematics of the problem in two and three dimensions, respectively, where an uncertain vertical load $P(\xi_p) = P_0(1 + 0.5\xi_p)$ is applied at the center of the most right vertical edge/face of the design domain. We model $\xi_p$ as a zero-mean Gaussian random variable with unit standard deviation and set $P_0 = 0.5$. The elastic modulus $E_0$ of the bulk material is assumed to be a lognormal random variable with unit mean and standard deviation of 0.2. Hence, we have two random variables with known probability distribution functions. This example is used to confirm the findings from the previous example as
Fig. 6: Failure probabilities and objective values estimated during the optimization for different sampling strategies in Example II. Here, MC stands for Monte Carlo method; SubSim stands for subset simulation; and Hybrid-PCE stands for the hybrid approach with PCE as the surrogate model.

well as to extend the proposed approach to a three dimensional design problem. The optimization results for the two cases are discussed next.

4.3.1 Case (a): Two-dimensional Beam

We solve the optimization problem as defined in (25) with $\tau = 0.25$. We discretize the design domain into a total of 2880 bilinear elements. We define the failure as the compliance exceeding $C_{\text{max}} = 650$, and the reliability constraint is defined to keep the probability of failure below $p_a = 10^{-3}$. We solve the optimization problem with a step size $\eta = 0.035$ for updating the design parameters $\theta$ for 5000 iterations and a mini-
we only perform ∼

Three different sampling strategies, namely, standard Monte Carlo, subset simulation, and the hybrid approach with PCE as surrogate model, are used to estimate the failure probabilities during optimization. Figures 8a, 8b, and 8c show the designs obtained from these three sampling strategies. The designs obtained by the standard Monte Carlo approach and the subset simulation are the same as those used in Example II except for the subset simulation. However, in the hybrid approach with PCE as surrogate model, we use a penalty parameter \( \kappa_F = 5 \times 10^5 \). The settings for these three sampling strategies differ slightly from the other two. For the Monte Carlo approach the total number of finite element solves required during the entire optimization process is \( \sim 2.04 \times 10^6 \) compared to \( \sim 1.60 \times 10^6 \) for the subset simulation. However, in the hybrid approach we only perform \( \sim 4.8 \times 10^5 \) solves. Hence, the hybrid approach proves to be the most economic option here. We use this approach for the three dimensional extension of this problem in the next section.

Table 3 shows the probability of failure for these designs estimated using \( 10^5 \) random samples. Designs from the three sampling strategies have failure probabilities slightly more than the prescribed value of \( 10^{-3} \). However, similar to the previous example, using the hybrid approach with a smaller allowable failure probability as \( p_a = 5 \times 10^{-5} \) and \( N = 10^5, \kappa_F = 3 \times 10^4 \), we obtain a design shown in Figure 8d that
(a) Standard Monte Carlo sampling ($N = 10^4, p_a = 10^{-3}$)

(b) Subset simulation ($p_0 = 0.2, p_a = 10^{-3}$)

(c) Hybrid approach with PCE as surrogate model
($N = 5 \times 10^4, p_a = 10^{-3}$)

(d) Hybrid approach with PCE as surrogate model
($N = 10^5, p_a = 5 \times 10^{-4}$)

(e) Robust design that does not consider the reliability constraint

Fig. 8: Designs obtained from different sampling strategies and for two different allowable failure probability $p_a$ in the reliability constraint in Example III (a). The RTO design obtained without the reliability constraint shown here for comparison.

has more bars and a probability of failure $9.6 \times 10^{-4}$ as shown in Table 3. Note that the mass ratio in Figure 8d for the hybrid approach with $p_a = 5 \times 10^{-4}$ and $N = 10^5$ is largest, where the mass ratio is defined as before. We also compare the results
Fig. 9: Failure probabilities and objective values estimated during the optimization process for different sampling strategies in Example III (a). Here, MC stands for Monte Carlo method; SubSim stands for subset simulation; and Hybrid-PCE stands for the hybrid approach with PCE as the surrogate model.

with a RTO design that does not include the reliability constraint, but the objective formulation remains the same as in the RBTO problem. For this RTO design, the mass ratio is the lowest. The convergence of the objective and failure probabilities of the design are shown in Figure 9. This example again shows the efficacy of the proposed approach for RBTO. In the next case, we extend the RBTO problem to the design of a three-dimensional L-shaped beam.
Table 3: Probability of failure $\hat{P}_F(\theta)$ estimated using $10^5$ random samples and mass ratio of the final designed structures shown in Figure 5 in Example III (a).

| Design          | Sampling strategy          | $p_a$       | $\hat{P}_F(\theta)$ | Mass ratio |
|-----------------|----------------------------|-------------|----------------------|------------|
| Reliability-based| Standard Monte Carlo       | $10^{-3}$   | $1.7 \times 10^{-3}$ | 0.4847     |
|                 | Subset simulation          | $10^{-3}$   | $1.4 \times 10^{-3}$ | 0.4971     |
|                 | Hybrid approach (PCE)      | $10^{-3}$   | $1.4 \times 10^{-3}$ | 0.4949     |
|                 | Hybrid approach (PCE)      | $5 \times 10^{-4}$ | $9.6 \times 10^{-4}$ | 0.5316     |
|                 | Robust                    | –           | –                    | $1.51 \times 10^{-2}$ | 0.3380     |

4.3.2 Case (b): Three-dimensional Beam

Finally, we apply our proposed method for RBTO to the design of the three-dimensional analog of case (a) (see Figure 10). Here, we select $\tau = 0.01$. The failure event is the compliance value exceeding $C_{\text{max}} = 75$, and the maximum allowable probability of failure is $p_a = 10^{-2}$. The design domain is discretized into a total of $\sim 70,000$ trilinear elements. The design optimization is performed with a step size $\eta = 0.5$ to update the parameters $\theta$ for 4000 iterations. We use the same initialization for the design parameters $\theta$ as used in Example II. Only one random sample of
the uncertain parameters is used in each iteration of the stochastic gradient descent algorithm, i.e., $n = 1$. We initialize the parameters $\alpha$ and $\beta$ of $p(\theta|F)$ to $10^{-7}$ each, and set the step size $\eta_F = 10^{-7}$. Note that the update in (19) uses $w_0 = 1$ and $w_l = 0, l = 1, \ldots, n$ for the first 3000 iterations, and only for the final 1000 iterations, we use $w_0 = w_1 = \cdots = w_n$ with $\sum w_l = 1$. The failure probabilities are estimated at every $m = 25$ iterations using the hybrid approach with tolerance limit $\gamma = 2.5$ and $N = 10^3$ in Section 2.2.2 (see Algorithm 2). The surrogate model is a third order PCE expansion. The coefficients of PCE are estimated using least squares with 16 evaluations of the exact limit state function. In this example, we only use the hybrid approach as the previous examples showed it to be the most economic option compared to the other two approaches. The unconstrained formulation of the optimization problem uses a penalty parameter $\kappa_F = 10^5$. Figure 11a shows the RBTO design obtained from the proposed approach with a density threshold of 0.7. In contrast to this design, Figure 11b shows a robust design with a density threshold of 0.7, which is obtained by solving the same optimization problem as (25) but without the reliability constraint. In comparing these two designs, we observe that the RBTO design does not have some of the thin members of the robust design and chooses to use webs instead of circular members in some places. Figure 12 depicts the estimates of the failure probability and objective during the optimization process, which shows that the results converge after 1500 iterations. Note that the robust design has a failure probability of 0.1048, significantly higher than the allowable limit, when evaluated using the hybrid approach with tolerance limit $\gamma = 2.5$, $N = 10^3$, and the PCE surrogate model as before. As this case is just a three dimensional extension of case (a), one may expect the RBTO designs obtained here will be very similar to the two-dimensional ones. However, the three dimensional RBTO design has fewer bars than two dimensional RBTO designs in Figure 9. Instead, thicker bars are preferred by the optimizer in the three dimensional case. This confirms that a simple extension from two dimension to three dimension is not possible for RBTO designs in this example. However, in three dimensional problems, the evaluation of the limit state function, hence the failure probability, becomes more computationally expensive. The proposed stochastic gradient-based method provides a considerably less expensive option for such cases.

5 Conclusions

A computational bottleneck in RBTO of large scale structures is the calculation of the statistics, namely the mean of the objective function and constraints, as well as the failure probability. To reduce the computational cost, approximate reliability analysis has been used in the past. In this paper, we propose an alternative approach which is based on a stochastic gradient descent method that updates the design parameters using only $O(1)$ randomly generated realizations of the objective and constraints at every iteration. This is in contrast to other techniques requiring accurate estimation of the statistics involved using large ensembles of such realizations. Further, we apply Bayes’ theorem to a local approximation of the failure probability for a given instance of the design parameters. We assume a parametric exponential form for the probability density function of the design variables within the failure region, and extend it to
RBTO problems, where the number of design parameters is very large. The parameters of this function are updated using stochastic gradient descent as well using $O(1)$ samples of the design variables from the failure region.

We illustrate the proposed approach using three numerical examples. The first example uses a benchmark problem for a two-bar truss from Rozvany and Maute
Fig. 12: Failure probabilities and objective values estimated during the optimization process using a hybrid approach with PCE as surrogate model in Example III (b).

This example shows that the proposed approach can achieve a reliable design with a fraction of the computational cost of the standard Monte Carlo method. In our second example, we optimize the topology of a beam in the presence of uncertainty in the load and material property. This example shows that a robust design without considering the reliability constraint may have a large probability of failure. The RBTO design adds more features to the design to reduce the chances of failure. The third example uses L-shaped beams in two and three dimensions subjected to uncertain load and material property. Here the reliability-based approach produces
a design with thicker members but again with smaller failure probability compared to a robust design. In future studies, the proposed method will be compared to other RBTO approaches, e.g., based on FORM/SORM. Further, reliability-based design of coupled multi-physics systems, structural examples with time-variant reliability, i.e., the limit-state function either depends on time or random processes, and many uncertain parameters will be considered.
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