VGsims: scalable viral genealogy simulator for global pandemic
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Abstract

As an effort to help contain the COVID-19 pandemic, large numbers of SARS-CoV-2 genomes have been sequenced from all continents. More than one million viral sequences are publicly available as of April 2021. Many studies estimate viral genealogies from these sequences, as these can provide valuable information about the spread of the pandemic across time and space. Additionally such data are a rich source of information about molecular evolutionary processes including natural selection, for example allowing the identification and investigating the spread of new variants conferring transmissibility and immunity evasion advantages to the virus. To validate new methods and to verify results resulting from these vast datasets, one needs an efficient simulator able to simulate the pandemic to approximate world-scale scenarios and generate viral genealogies of millions of samples. Here, we introduce a new fast simulator VGsims which addresses this problem. The simulation process is split into two phases. During the forward run the algorithm generates a chain of events reflecting the dynamics of the pandemic using an hierarchical version of the Gillespie algorithm. During the backward run a coalescent-like approach generates a tree genealogy of samples conditioning on the events chain generated during the forward run. Our software can model complex population structure, epistasis and immunity escape. The code is freely available at

https://github.com/Genomics-HSE/VGsims
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1 Introduction

The unprecedented world-wide and timely effort in the producing and sharing of viral genomic data for the ongoing SARS-CoV-2 pandemic has given us the possibility to trace the spread and the evolution of the virus in real time, and has made apparent the need for improved computational methods to study and to simulate viral evolution. Vast sequencing efforts have now produced more than 1 million total viral genomes. In turn, these data yield important insights into the effects of population structure [Gonzalez-Reiche et al., 2020, Nadeau et al., 2021, Ladner et al., 2020, Komissarov et al., 2021], public health measures [Lycett et al., 2021, Tegally et al., 2020], immunity escape [Garcia-Beltran et al., 2021, Burioni and Topol, 2021], and complex fitness effects [Zeng et al., 2020, Rochman et al., 2021]. It is essential that we also have tools to accurately simulate viral evolutionary processes so that the research community can validate inference methods and develop novel insights into the effects of such complexities. However, to date, there are no software packages capable of simulating much of the apparent complexity of viral evolutionary dynamics that we have seen during the SARS-CoV-2 pandemic.

The huge amount of genomic data generated recently raises multiple important problems in designing research studies. Some of these problems are technical issues, while others are conceptual. Technical problems are associated with the scalability of methods and memory usage. There is already substantial progress in building scalable simulators and data analysis methods for human genome data. The current state-of-the-art human genome simulator msprime [Kelleher et al., 2016] is capable of simulating millions of sequences with length comparable with human chromosomes. Methods such as the Positional Burrows-Wheeler Transform (PBWT) [Durbin, 2014], its ARG-based extension tree-consistent PBWT [Sichler et al., 2019], and tsinfer [Kelleher et al., 2019] can be used to efficiently process and store genomic sequences, but all of these approaches are designed primarily for actively recombining organisms. Moreover, for most of these methods, the primary population models underlying them are the Kingman coalescent [Kingman, 1982], the Wright-Fisher model [Fisher and Russell, 1922, Wright, 1931] and the Li-Stephens model [Li and Stephens, 2003]. We recently made progress by developing an approach for compressing and accessing viral genealogies that can dramatically reduce space and memory requirements [Turakhia et al., 2020, McBroome et al., 2021], but there are no methods available for simulation of viral genealogies that can efficiently simulate pandemic-scale datasets.

Coalescent models are powerful tools for studying humans, many other eukaryotes, and pathogen populations (e.g. [De Maio and Wilson, 2017]). However, their assumptions are often violated in epidemiological settings. Firstly, coalescent models explicitly assume that the sample size is much smaller than the effective population size. Given the ongoing massive sequencing efforts, this assumption is clearly violated in the context of the SARS-CoV-2 pandemic (specifically in countries with high rates of sequencing such as the UK) and likely will not hold in future pathogen surveillance programs. Second, in coalescent
models the effective population size is usually modelled either as piece-wise constant, or as exponential growth. As shown in Lambert and Stadler, 2013, the coalescent model with exponential growth and birth-death models do not result in equivalent genealogies. If we consider the pandemic on a longer time period, basic birth-death models (e.g. Stadler, 2009) are not an appropriate choice, since the reproductive rate usually decreases with time as collective immunity builds up or as the susceptible population is exhausted. These limitations are often addressed in epidemiology using compartmental models, such as SI, SIS and SIR [Brauer, 2008], which can also be considered birth-death processes.

Furthermore, simulating realistic selection in backward-time models is a well-known challenging problem. A common workaround is to assume a single deterministic frequency trajectory or to generate a stochastic frequency trajectory in forward time for a single selected site, and then to simulate the ancestry of the samples around the selected site in a coalescent framework (e.g., Kern and Schrider, 2016 [Ewing and Hermisson, 2010]). However, more complex models of selection, including e.g., gene-gene interactions, or epistasis, are often beyond the scope of such coalescent models. Nonetheless, epistasis is thought to be an important component of viral evolutionary processes [Kryazhimskiy et al., 2011] [Sanjuán et al., 2004], and incorporating the effects of such complex evolutionary dynamics is clearly essential for accurate simulations of evolution.

In this work we introduce a novel simulation method that can be used to rapidly generate pandemic-scale viral genealogies. Our approach is based on a forward-backward algorithm where we generate a series of stochastic events forward in time, then traverse backwards through this event series to generate the realized viral genealogy for a sample taken from the full population throughout the pandemic. This framework allows the modeling of the accumulation of immunity within host populations and of viral mutations that affect the spread and fitness of their descendant lineages. Our method is extremely fast, and can produce a phylogeny with 50 million total samples in just 88.5 seconds. The genealogies output from our simulation are compatible with phastSim [De Maio et al., 2021], making it possible to generate realistic genome data for the simulated samples. This simulation framework will empower efficient and realistic studies of pandemic-scale viral datasets.  

2 Model

2.1 Model Overview

Our model of epidemiological spread is built as a compartmental model [Kermack William Ogilvy and Thomas, and the random realisations of the corresponding stochastic process are drawn using the Gillespie algorithm [Gillespie, 2007]. The different compartments in our model are defined based on several real-world complexities that interact with each other in a complex way and can affect epidemiological dynamics: population structure (which means defining separate host populations and assigning
different frequencies to within-population and between-population contacts), separate infectious groups (which means that host individuals carrying different viral haplotypes are modeled differently, since some viral variants might be more transmissible than others), and different susceptible groups (different hosts having different types of immunity response to different haplotypes).

To get some basic intuition behind the compartmental models, consider the simple case of a SIS model. In this model every individual can be either susceptible (S) or infectious (I). If a susceptible individual meets an infectious individual, there is a chance \( p \) that the infectious individual transmit the infection to the susceptible individual. All individuals have the same contact rate \( r \) (the number of other individuals they meet in a time unit). Assume there are \( S(t) \) and \( I(t) \) susceptible and infectious individuals at time \( t \), and the constant total population size is \( N \). For a single susceptible individual the chance that the next random encounter with another person would be with an infectious individual is \( I(t) / (N - 1) \) (though \( N \) is usually large, so \( N - 1 \approx N \). So the rate at which a single susceptible individual becomes infected is \( \lambda_1 = r \frac{I(t)}{N} p \) (contact rate times the probability that the second individual is infectious times the probability of transmission). The total rate of a new infections in the population will be \( \lambda = S(t) \lambda_1 \). Similarly, infectious individuals recover with some rate \( \mu_1 \), and the total recovery rate in the population is \( \mu = \mu_1 I(t) \). From the theory of Poisson processes, it follows that the total rate of events in the population is simply the sum \( \lambda + \mu \), and the waiting time of the first event is distributed exponentially with rate (parameter) \( \lambda + \mu \), and with probability \( \lambda / (\lambda + \mu) \) the event is a new infection. This gives a straightforward method to simulate from this distribution. This approach is generalised to an arbitrary number of compartments. The SIS model is the basis for all the compartmental models we implemented, but we expand on the basic model (as described below in details) by allowing different types of S and I compartments in the same simulation.

We break the simulation into two phases. In the first (the forward pass), we generate the series of events that will determine the properties of the sampled viral genealogy. In the second phase, we collect the series of events that determine the specific viral genealogy that we sample from within the pandemic.

2.2 Event Types

In our model, we consider the pandemic as a series of six types of events:

- New infection (transmission, birth within population): an infectious individual and a susceptible individual from the same population meet each other, and the former infects the latter with a certain probability.
- Becoming uninfectious (recovery, death): an infectious individual recovers or is isolated and treated, so he/she is not able to further transmit the infection (unless it will be later infected again). The individual is moved to a susceptible group depending on the viral haplotype it was last infected with. Different susceptible groups might have different resistance (complete, partial or even increased) to different haplotypes.
• Sampling: the viral genome of an infected individual is sequenced; the
genealogical tree is generated only for the sampled cases. In our model,
sampling also means that the individual immediately becomes uninfectious
(quarantined and treated - similar to [Stadler et al., 2013]).

• Mutation: mutations are modelled as nucleotide substitutions at specific
positions in the viral genome. In our genealogy simulation, we track only
mutations at the sites that are strongly positively selected. Later, we
explain how neutral nucleotide substitution models can be overlaid on the
genealogy.

• Transition between susceptible compartments (immunity change): the di-
rect transition between susceptible compartments might correspond to
vaccination or immunity loss.

• Migration (between-population transmission, outside introduction): mi-
gregation is a birth-type event, occurring from the interaction between an
infectious and a susceptible individuals from different populations.

When generating these events during the first forward pass, we record each
event with the corresponding information. For example, we would record in
which population (or between which populations) the event occurred, which
haplotype and susceptibility group (if applicable) is affected etc.

2.3 Mutation model

Because this simulation framework is focused on generating the viral genealogy
we track only mutations at sites that have a large positive effect on viral fitness.
That is, these mutations enhance the transmissibility of the virus or lead to
immunity escape. We expect this will typically be a relatively small number
of mutations relative to the size of the viral genome, simplifying the problem
substantially. To efficiently model neutral genetic variation we suggest using
phastSim [De Maio et al., 2021] on a tree generated by our algorithm, and the
output produced by our method can be directly imported into phastSim for
downstream processing.

To define the intended model of selection on new mutations, the user speci-
fies the number of mutable sites and their specific fitness effects (i.e., their ef-
fect on the birth rate). Mutations lead to the appearance of different haplotypes
with different transmission and immunological properties. Birth (transmission),
death (uninfectious), and sampling rates, as well as substitution rates, suscepti-
bility, and triggered susceptibility (immunity) types can be defined individually
for every haplotype by the user. Of particular interest, gene-gene, or epistatic,
interactions can be flexibly modelled using this approach.

We refer to sequences carrying particular sets of variants as “haplotypes”.
We choose this term, because of the two reasons. Firstly, two identical sequences
can appear as a results of different mutation events, so they might not belong
to the same clade, or lineage, in the final tree.
2.4 Epidemiological model

To model the host immunity process, we use a generalised SI-model. The compartments within each population represent different types of susceptible individuals or infectious individuals infected with different haplotypes.

Different susceptible compartments in the same host population are used to model different types of immunity. These compartments correspond to host individuals that have recovered from previous exposure to different viral haplotypes. We introduce a susceptibility coefficient, which multiplicatively changes the transmission (birth) rate of the corresponding haplotype. In particular, \( \sigma_{ik} = 0 \) correspond to absolute resistance, similar to the R-compartment in SIR-model, but specific to individuals who recovered from an infection with haplotype \( i \) and are exposed to haplotype \( k \). \( \sigma_{ik} < 1 \) would correspond to partial immunity, while \( \sigma_{ik} > 1 \) corresponds to increased susceptibility. Each susceptible compartment \( S_i \) is characterised by the set of susceptibility coefficients \( \sigma_{ik} \) (with \( k \) enumerating the viral haplotypes).

Different infectious compartments within the same host population correspond to host individuals which are infected by a haplotype and can potentially infect susceptible hosts with the same haplotype. As we mentioned in the section 2.3, the infectious rate, recovery rate and mutation rates can be set independently for each haplotype. After recovery, a host individual that was infected with haplotype \( k \), and therefore was in compartment \( I_k \), is moved to the corresponding susceptibility (immunity) compartment \( S_{i(k)} \). Different haplotypes might however lead to the same types of immunity.

**NB:** The evolution of individual immunity is modeled as Markovian - it is determined only by the latest infection, and does not have memory about all other previous infections in its history. Whether this assumption provides an accurate approximation of the immunity dynamics within the host population is an important consideration and may depend in large part on the specific pathogen biology.

The rate of transmission, or birth, of new viral lineages within a population also depends on how frequently two host individuals contact each other. To flexibly accommodate such differences, each population also has a contact density \( \rho \) parameter. This parameter can be used to simulate differences in the local population density, social behaviours, and the effects of lockdown orders. The rate for an individual from susceptibility class \( S_i \) to be infected with haplotype \( k \) (within population) is

\[
\lambda_k \sigma_{ik} \rho S_i I_k / N,
\]

where \( S_i \) is the number of individuals with immunity type \( i \), \( I_k \) is the number of individuals infected with haplotype \( k \), and \( N \) is the population size.

Direct transitions between susceptible compartments are possible. The user can specify a transition matrix for susceptible compartments. This option allows to model processes such as vaccination or loss of immunity.
2.5 Population model

2.5.1 Demes

The population model is based on an island (demic) model. Each population is described at each point in time by its total size, number of infectious individuals (with each viral haplotype), number of susceptible host individuals (of each susceptibility type), relative contact density, and lockdown strategy.

2.5.2 Lockdown

Several governments have imposed lockdowns during the COVID-19 pandemic as an effort to control the spread of SARS-CoV-2 and such efforts are central to many public health responses. Understanding the effects of such lockdowns is a crucial concern for designing effective public health strategies. In our simulations, lockdowns are implemented as follows. When the total number of simultaneously infectious individuals in the population surpasses a certain user-defined population-specific percentage (e.g. 1%) of the population size, the lockdown is imposed and the contact density is changed (e.g. decreases by 10 times) to a during-lockdown value. During lockdown, when the percentage of the infectious individuals drops below a user-specified value (e.g. 0.1%) the lockdown is lifted and the contact density reverts back to its initial value.

2.5.3 Migration

Migration is described by a matrix $\mu_{lm}$ which defines the rate of visits from population $l$ into population $m$. The rate at which new infections occur by haplotype $k$ in population $s$ for individuals with immunity $i$ in population $t$ is

$$M(t, i; s, k) = \lambda_k \sigma_{tk} \left( \mu_{ts} \rho_s S_i(t) \frac{I_k(s)}{N(s)} + \mu_{st} \rho_t S_i(t) \frac{I_k(s)}{N(t)} \right). \quad (1)$$

Since it’s computationally demanding to keep track of how each migration rate between each pairs of compartment is affected by each simulation event, instead we keep track of cumulative upper bounds on such migration rates. In the case a potential migration event is sampled according to these upper bounds, we then proceed to calculate the precise migration rates and only sample a specific migration event according to its own exact rate. This saves us calculations overall in the case when cross-population transmissions (migrations) are rare compared to within-population transmissions. This algorithmic implementation is optimised for this case and might perform suboptimally if population structure is extremely weak.

Here we derive the upper bounds on migration rates. For this purpose, we
set $\Sigma_k = \max_i \sigma_{ik}$, $\Lambda = \max_k \lambda_k \Sigma_k$. Then the following holds

$$
\sum_{i,k} M(t,i;s,k) \leq \Lambda \sum_{i,k} \left( \frac{\mu_{ts} \rho_s}{N(s)} + \frac{\mu_{st} \rho_t}{N(t)} \right) I_k(s) S_t(t)
$$

$$
= \Lambda \left( \frac{\mu_{ts} \rho_s}{N(s)} + \frac{\mu_{st} \rho_t}{N(t)} \right) S(t) I(s).
$$

Denote $M_{st} = \frac{\mu_{ts} \rho_s}{N(s)} + \frac{\mu_{st} \rho_t}{N(t)}$. So, the total migration (or introduction) rate from source population $s$ into target population $t$ is given the upper bound of $\Lambda M_{st} S(t) I(s)$.

Setting diagonal elements of the migration matrix to zero $\mu_{tt} = 0$, we finally get the upper bound for the total migration rate:

$$
\sum_{s,t} \Lambda M_{st} S(t) I(s) \leq \Lambda \left( \max_{s,t} M_{st} \right) S_g I_g,
$$

where $S_g$ and $I_g$ are the total number (over all populations) of susceptible and infectious individuals in the simulation.

If the algorithm samples a potential migration, it samples $s,t,k$ and $i$ with the probabilities $\frac{S_i(t) I_k(s)}{S_g I_g}$, and accepts the migration with probability $\frac{\lambda_k \sigma_{ik}}{\Lambda \max_{s,t} M_{st}}$. Otherwise, the migration is discarded and the algorithm proceeds to the next iteration. The logical basis of this approach follows from the additivity of Poisson processes (similarly to the reasoning behind the standard Gillespie algorithm [Gillespie, 2007]).

### 2.6 Sampling

Sampling is modelled as a continuous sampling scheme. In this scheme every infectious individual has a certain sampling rate (potentially depending on its haplotype). Other sampling schemes can be implemented in our framework and will be a subject of future work.

### 3 Algorithm

#### 3.1 Forward run

The first stage of simulation, the forward run, generates a chain of events which reflects the dynamics of the pandemic. We use a tree-like variant of the Gillespie algorithm, and a single random number is “sifted” through this scheme (see Figure 1) to draw an event. Firstly, the algorithm decides if the next event is a within-population event (new transmission within population, new recovery, sampling or mutation) or a between-population event (migration).

If a within-population event is drawn, the algorithm subsequently chooses the population where the event occurred, the viral haplotype which produced the event, and the type of event. If a birth event is drawn, its susceptible type is chosen. If a mutation is drawn, the new haplotype is chosen.
within or between population event (migration)

population (where event occurred)

haplotype

event type

susceptibility type (of a newly infected individual)

birth

sampling

death

new haplotype

accept or decline event

Figure 1: The scheme used to generate an event in the forward run.

If a between-population event (migration) was drawn, the algorithm draws subsequently target population \( t \), source population \( s \), susceptible group \( i \) and haplotype \( k \) and calculates the acceptance probability of this event as explained earlier in section 2.5.3.

### 3.2 Backward run

As described in the previous section, the forward run generates the pandemic dynamics represented as a chain of events. The backward run randomly builds a genealogical tree of the samples while conditioning on this chain.

All the ancestral lineages of the samples generated in the forward run belong to one of the infectious compartment corresponding to some haplotype \( k \) in some population \( p \). As before, denote by \( I_k(p) \) the total number of individuals in this compartment at a given time. Denote by \( L_k(p) \) the set of sample ancestral lineages in this compartment, and set \( L_k(p) = |L_k(p)| \) the set size. The lineages are completely interchangeable within each compartment. So, conditional on the event, it is straightforward to calculate the probability that the event affected a sample ancestral lineage or two sample ancestral lineages. This approach of generating a tree conditional on the trajectory of a random process generated by the forward run, is similar to the simulation of structured coalescent with selection [Ewing and Hermisson, 2010].

Now we describe how each event is processed during the backward run. Basically, the backward time corresponds to reversing time. So, a new infection in
forward time corresponds to a coalescence between two lineages in backward direction. Becoming non-infectious in the forward time correspond to a recovered individual becomes infectious in the backward time. Mutation simply should be reverted from the derived allele back to ancestral allele. Migration moves a lineage from target population back into source population, and this lineage coalesces.

- New infection with haplotype $k$ in population $p$. Two sample ancestral lineages coalesce with probability \[
\frac{\binom{L_k(p)}{2}}{\binom{I_k(p)}{2}},
\]
which is the ratio of the number of pairs of lineages over the number of pairs of infected individuals. In this case we randomly choose and remove a pair of lineages $l_1, l_2$ from $\mathbb{L}_k(p)$, add an ancestral node $l_a$ into sample genealogy, and set the parent of $l_1, l_2$ to $l_a$. In any case $I_k(p) \leftarrow I_k(p) - 1.$

- Recovery of an individual infected with haplotype $k$ in population $p$. Becoming non-infectious corresponds to a recovered individual becoming infectious backward in time. Hence, $I_k(p) \leftarrow I_k(p) + 1.$

- Sampling an individual infected with haplotype $k$ in population $p$. As with recovery, $I_k(p) \leftarrow I_k(p) + 1.$ Also, a new leaf node is added to the genealogy, and the corresponding lineage is added into the set $\mathbb{L}_k(p)$.

- Mutation transforming haplotype $k$ into derived haplotype $m$ in population $p$. This mutation happens to a sample ancestral lineage with probability $L_m(p)/I_m(p)$. In this case we randomly choose a lineage from $\mathbb{L}_m(p)$ and move it into $\mathbb{L}_k(p)$. In any case update
\[
I_m(p) \leftarrow I_m(p) - 1
\]
\[
I_k(p) \leftarrow I_k(p) + 1.
\]

- Transition between susceptible compartments (immunity change). This does not have any effect on the genealogy.

- Migration of haplotype $k$ from source population $p$ into target population $t$. First, with probability $L_k(t)/I_k(t)$ a sample ancestral lineage is affected by the migration. In this case we randomly choose a lineage from $\mathbb{L}_k(t)$ and move it into $\mathbb{L}_k(p)$. With probability $(L_k(p) - 1)/I_k(p)$ this lineage coalesces with a sample ancestral lineage in the source population. In this case randomly draw a lineage $\mathbb{L}_k(p)$ (except for the one which was just moved there), and update the genealogy similarly to the new infection case. In any case update
\[
I_k(t) \leftarrow I_k(t) - 1
\]
4 Results

4.1 Forward run performance

4.1.1 Population model scalability

To test the scalability of the population model, we performed simulations with $K = 2, 5, 10, 20, 50$ and $100$ total host populations. There are 16 haplotypes resulting from two segregating sites with mutation rates $0.1$ in each of them, and three susceptibility group with the first group corresponding to the absence of immunity, second group corresponding to partial immunity and the last one corresponding to resistance to all strains. The transmission rate is $25$ for all haplotypes except one, and $40$ for this last haplotype. Recovery rate is $9$, sampling rate is $1$ (so, effective reproductive number is $2.5$ which approximately correspond to SARS-CoV-2). All the migration rates were set to $M/(K-1)$, where $M$ is the cumulative migration rate from a population. That is, our migration matrix is equivalent to a symmetric island model [Wright, 1940]. Notice that the runtime of the forward algorithm does not depend only on the cumulative migration rate $M$, but also, for example, on the percentage of potential migrations rejected by the algorithm (see section 2.5.3 for details), which appears to grow with $M$ and $K$. In fact, increasing numbers of demes or the total migration rate does result in increases to the algorithm runtime (table I). However, the effect on runtime is relatively modest (the naive algorithm is quadratic in the number of populations) indicating that this approach will scale well to globally distributed pandemic simulation scenarios.

| Cumulative migration rate $M$ | Number of demes $K$ |
|-------------------------------|---------------------|
|                               | 2 | 5 | 10 | 20 | 50 | 100 |
| 0.001                         | 6.1s | 6.3s | 6.7s | 7.3s | 10.3s | 15.1s |
|                               | 0.11% | 0.12% | 0.12% | 0.14% | 0.16% | 0.16% |
| 0.002                         | 6.0s | 6.3s | 6.9s | 7.3s | 10.0s | 14.7s |
|                               | 0.22% | 0.24% | 0.26% | 0.27% | 0.32% | 0.32% |
| 0.005                         | 6.4s | 6.4s | 6.9s | 7.3s | 10.2s | 14.8s |
|                               | 0.53% | 0.66% | 0.59% | 0.68% | 0.80% | 0.81% |

Table 1: Run time to generate 20 million events. The second number is the percentage of discarded events (due to migration acceptance/rejection). There are 16 haplotypes and 3 susceptible compartments. Sampling rate is set to $1$, recovery rate is $9$, transmission rate is $25$ for $15$ haplotypes and $40$ for the last haplotype
4.2 Backward run performance

Our implementation of the backward run algorithm is similarly efficient as the forward run. For example, it can produce a viral genealogy with 50 million tips in just 88.5 seconds (Table 2). The performance of the backward run is affected by the sample size and by the dynamics of the forward run (Table 3). In combination, the two phases of our algorithm can produce a genealogy of 1 million sample tips with two demes in 6.2 seconds. The combined approach is therefore sufficiently fast that it can be used to generate many replicate simulations as is often required in simulation-based approaches to validate empirical methods and to train model parameters.

| Sample size (number of tree leaves) | $10^5$ | $10^6$ | $5 \cdot 10^6$ | $10^7$ | $5 \cdot 10^7$ |
|-------------------------------------|--------|--------|---------------|--------|---------------|
| Time (s)                            | 0.08s  | 0.47s  | 2.4s          | 12.3s  | 88.5s         |

Table 2: Run time in seconds to generate a random genealogy conditional on the event chain. There are 16 haplotypes and 3 susceptible compartments. Sampling rate is set to 1, recovery rate is 9, transmission rate is 25 for 15 haplotypes and 40 for the last haplotype.

| Sampling rate | Total number of generated events | Total number of infections | Run time |
|---------------|---------------------------------|---------------------------|----------|
|               | forward                         | backward                  | total    |
| 1.0           | 28,850,451                      | 18,573,158                | 26.0s    | 0.5s      | 26.5s |
| 0.1           | 203,477,366                     | 101,339,070               | 154.4s   | 7.5s      | 2min 42s |
| 0.01          | 2,038,760,539                   | 1,011,879,316             | 2074.8s  | 139.0s    | 36min 54s |

Table 3: Total run time to generate 1 million samples. The model includes 100 populations and 16 haplotypes. Hosts do not develop immunity after recovery (SIS-model). The sum of recovery and sampling rate is set to be constant over all simulations (recovery rate is 10 minus sampling rate).

4.3 Simulating realistic nucleotide mutation

Many evolutionary and genomic epidemiological inference approaches will ultimately be based on nearly complete viral genome sequences. This simulation framework generates a phylogenetic tree, and if strongly selected mutations are specified, these are included in the output, but it does not include a method for simulating all neutral variants. To facilitate studies that require full viral genome sequences we have made the output of our approach compatible with that of phastSim [De Maio et al., 2021]. Briefly, a user can easily load the output of our software into phastSim, and phastSim will generate neutral mutations, while leaving previously determined selected mutations unaffected.
In the future, we plan to develop an API to enable users to seamlessly interact with both approaches.

5 Discussion

We developed a fast simulator VGsim which can be used to produce genealogies of millions of samples from world-scale pandemic scenarios. Our method allows to build flexible models which simultaneously take into account many major aspects of epidemiological dynamics: complex viral molecular evolution, host population structure, host immunity, and social processes (lockdown orders, vaccination). We expect that VGsim will be a useful tool in method validation and in simulation-based statistical inference.

We are working on adding more features and a more flexible interface.

The comparison with existing simulator will also be added soon.
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