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Abstract—The paper proposes a new technique that substantially improves blind digital modulation identification (DMI) algorithms that are based on higher-order statistics (HOS). The proposed technique takes advantage of noise power estimation to make an offset on higher-order moments (HOM), thus getting an estimate of noise-free HOM. When tested for multiple-antenna systems, the proposed method outperforms other DMI algorithms, in terms of identification accuracy, that are based only on cumulants or do not consider HOM denoising, even for a receiver with impairments. The improvement is achieved with the same order of complexity of the common HOS-based DMI algorithms in the same context.

Index Terms—Cognitive radio, modulation identification, higher-order statistics, multiple-antenna systems, denoising features.

I. INTRODUCTION

WITH the continuous and fast development of intelligent communication systems, signal detection is always a critical issue to consider. In intelligent transmission such as cognitive radios, signal detection is no more limited to detecting energy, and it goes beyond, e.g., demodulating unknown signals. Modulation identification is the step that succeeds energy detection and precedes signal demodulation. When both source signals and channel parameters are unknown, we are in a blind context that naturally requires a blind process of modulation recognition. Despite their high identification accuracy, maximum-likelihood-based techniques for modulation identification often suffer from the substantially high complexity. Feature-based algorithms of modulation identification give an alternative that provides a good performance and complexity trade-off.

As low computational complexity features and widely employed in digital modulation identification (DMI), higher-order statistics (HOS), i.e., higher-order moments (HOM) and higher-order cumulants (HOC), have always exhibited a good identification performance [1]–[8]. Employed HOS in that context are estimated from noisy observations. Estimated HOC are insensitive to noise [9], unlike the estimated HOM. As such, most of HOS-based DMI algorithms rely on HOC as features [1], [5], [7], [8]. However, many other HOS-based DMI algorithms attempt to improve the identification performance by including a set of HOM [2]–[4], [6].

Since blind estimation of the noise power is widely addressed in the literature, this motivated us to consider denoising the estimated HOM. The main contribution of this paper is to further improve the performance of a DMI system through the use of noise-free HOM as part of HOS. Furthermore, to enhance the blindness aspect, we make use of a classifier that does not require prior training. Also, within the framework of this paper, we consider multiple-input–multiple-output (MIMO) systems as an essential part of state-of-the-art wireless systems. Moreover, multi-antenna systems are amply involved in the subject of DMI [2]–[6], [8], [10]–[13]. As far as we know, there is no yet attempt on offsetting noise in HOM in the blind DMI context. In more detail, the contributions of the paper are three-fold: (i) The derivation of the noise-free HOM formulas for the baseband digitally-modulated signals that in turn require the derivation of the HOM formula for the complex-valued Gaussian noise; (ii) The denoising approach is integrated into the MIMO system. It allows noiseless HOM for each receive antenna, taking into account the effect of source separation processing; and (iii) The denoising technique improves the identification accuracy under the influence of various receiver impairments while maintaining the same complexity order of the DMI system.

The rest of the paper is organized as follows. Section II describes the signal model as well as the identification process. In Section III, we give analytical formulas for the denoised moments. Section IV includes a discussion of the presented results. Finally, Section V concludes the paper.

II. SYSTEM MODEL

In this section we formulate the mathematical model of the received signals and we present a description of each block of the identification process. For better readability, Table I defines the notation used in the paper.

A. Signal Model

We consider a frequency-flat block-fading MIMO system with $N_t$ transmit and $N_r$ receive antennas ($N_t < N_r$). The
TABLE I: Notation

| Symbol | Description |
|--------|-------------|
| $\mathbb{C}$ | Set of complex numbers |
| $\mathbb{N}^+$ | Set of natural numbers, 0 is excluded |
| $j$ | Imaginary unit |
| $a, a, A$ | Scalar, vector, matrix |
| $I_n$ | Identity matrix of size $d \times d$ |
| $(\cdot)^T$ | Transpose operator |
| $(\cdot)^*$ | Complex conjugate |
| $(\cdot)^H$ | Hermitian transpose |
| $|\cdot|$ | Modulus of a complex number |
| $\angle \cdot$ | Argument of a complex number |
| $\hat{\cdot}$ | Estimator of $\cdot$ |
| $\hat{\mathbb{C}}$ | Complex-valued normal distribution |
| $\mathcal{U}$ | Uniform distribution |
| $\mathcal{D}$ | Double factorial |
| $\mathbb{E}\{\cdot\}$ | Expected value of a random variable |
| $!!$ | Double factorial |
| $\text{diag}^{-1}(\cdot)$ | Main diagonal vector of a matrix |
| i.i.d. | independent and identically distributed |

The $n$th received baseband signal at antenna $i$ is expressed as

$$y_i(n) = \sum_{j=1}^{N_t} h_{ij} x_j(n) + w_i(n),$$

where $y_i(n)$ is the $i$th element of the received MIMO symbol $y(n) \in \mathbb{C}^{N_r \times 1}$, $x_i(n)$ is the $j$th element of the transmitted MIMO symbol $x(n) \in \mathbb{C}^{N_t \times 1}$ (source signals are i.i.d.), $h_{ij}$ is the element $(i, j)$ of the spatially-uncorrelated MIMO channel matrix $H \in \mathbb{C}^{N_r \times N_t}$, and $w_i \sim \mathcal{CN}(0, \sigma_w^2)$ is a circularly symmetrical complex Gaussian noise at the receive antenna $i$.

B. Identification Process

The overall process relies on a process that is widely used for the blind DMI issue in MIMO systems [2]–[6] while taking advantages of noise power estimation (e.g., [2], [5]) for denoising moments. This is in addition to the use of a blind classifier instead of a classifier that requires prior training. Fig. 1 depicts the implemented detection process on one receive antenna. The proposed scheme is composed of three main stages, namely: (i) the blind source separation (BSS) step to blindly recover the source signal in conjunction with a noise power estimator; (ii) the denoising-based feature extraction stage allows a better characterization of the modulation scheme (features are denoted by $\mu$ for HOM and by $\kappa$ for HOC); and (iii) the modulation scheme at each antenna is estimated via minimum distance (MD) classification. The estimated modulations $\hat{\kappa}_i$ are gathered for the final decision. The most frequent modulation scheme is regarded as the final decision.

For BSS, we make use of the simplified constant modulus algorithm (SCMA) [14], which is a simplified version of the well-known constant modulus algorithm. SCMA aims at finding a matrix $G \in \mathbb{C}^{N_r \times N_t}$ termed the separator so that the recovered MIMO symbol $\hat{x}(n)$ is estimated as

$$\hat{x}(n) = G^T y(n) = G^T H x(n) + \hat{w}(n),$$

where $\hat{w}(n) = G^T w(n)$ is the filtered noise. Assuming perfect BSS, i.e., $G^T H = I_{N_t}$, we have

$$\hat{x}(n) = x(n) + \hat{w}(n).$$

The common eigenvalue-based technique [15] is an obvious choice to estimate the noise power and the number of transmitters at once. This technique can be applied as it is in a blind context [2]. The features extraction process with denoising, as the main contribution of the paper, is discussed in detail in the next section. For ensuring blind DMI, we make use of a blind classifier, i.e., a classifier that does not need to be trained on test signals with known modulation schemes and particular values of the signal-to-noise ratio (SNR). The MD classifier is the simplest for that goal as it calculates the Euclidian distance of a feature vector with all the theoretical ones, and then selects the closest.

III. HIGHER-ORDER STATISTICS FOR DMI AND DENOISING MOMENTS

Table II shows how a digital modulation scheme can be characterized by a set of HOS. Since it is already proved that HOC are noise-insensitive [9], we focus on the derivation of the HOM in this section. For a given signal $x$ and integers $p$ and $q$, $0 \leq q \leq p$, the HOM of order $p$ is expressed as

$$\mu_{pq}(x) = \mathbb{E}\{x^{p-q} x^{q}\}.$$  \hspace{1cm} (4)

TABLE II: Theoretical values of the deployed set of higher-order moments for the simulated pool of modulation schemes [1], [16]. These values are obtained using noiseless signals of zero mean and unit variance.

| Modulation | B-PSK | Q-PSK | 8-PSK | 4-ASK | 8-ASK | 16-QAM |
|------------|-------|-------|-------|-------|-------|--------|
| $\mu_{00}$ | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00   |
| $\mu_{10}$ | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00   |
| $\mu_{20}$ | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00   |
| $\mu_{11}$ | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00   |
| $\mu_{21}$ | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00   |
| $\mu_{30}$ | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00   |
| $\mu_{22}$ | 1.00  | 1.00  | 1.00  | 1.00  | 1.00  | 1.00   |

In fact, not all moments need to be denoised. One can prove that $\mu_{q0}$ is noise-insensitive (cf. Appendix). To derive the noise-free moments for $q > 0$, we have to derive their formulas in terms of the noise power $\sigma_w^2$. Towards this end, we...
will consider \( y = x + w \) as a given mix of a digital modulated signal \( x \) in the baseband and a circularly symmetrical complex Gaussian noise \( w \sim CN(0, \sigma_w^2) \) independent of \( x \). The considered moments (Table \( \text{III} \) \( q > 0 \)) are derived as follows.

\[
\begin{align*}
\mu_{41}(y) &= \mu_{41}(x) + 3 \mu_{20}(x) \sigma_w^2 \\
\mu_{42}(y) &= \mu_{42}(x) + 4 \mu_{21}(x) \sigma_w^2 + \mathbb{E}\{w^2 w^*\} \\
\mu_{61}(y) &= \mu_{61}(x) + 5 \mu_{40}(x) \sigma_w^2 \\
\mu_{62}(y) &= \mu_{62}(x) + 8 \mu_{41}(x) \sigma_w^2 + 6 \mu_{20}(x) \mathbb{E}\{w^2 w^*\} \\
\mu_{63}(y) &= \mu_{63}(x) + 9 \mu_{42}(x) \sigma_w^2 + 9 \mu_{21}(x) \mathbb{E}\{w^2 w^*\} + \mathbb{E}\{w^3 w^* + \} \\
\mu_{84}(y) &= \mu_{84}(x) + 16 \mu_{63}(x) \sigma_w^2 + 36 \mu_{42}(x) \mathbb{E}\{w^2 w^*\} + 16 \mu_{21}(x) \mathbb{E}\{w^3 w^* + \} + \mathbb{E}\{w^4 w^* + \}
\end{align*}
\]

In (9), (8)-(10), to have formulas in relation to \( \sigma_w^2 \), we should derive \( \mu_{pq}(w) \) (i.e., \( \mathbb{E}\{w^p w^q\} \)) for \( q > 1 \). For that purpose, we introduce Theorem 1.

**Theorem 1.** Let \( s \sim CN(0, \sigma_s^2) \).

\[
\mu_{pq}(s) = \begin{cases} 
\left( \frac{p}{2} \right)! \sigma_s^p, & \text{if } q = \frac{p}{2} \\
0, & \text{elsewhere.}
\end{cases}
\]

**Proof.** \( s = s_r + j s_i \), where \( s_r \) and \( s_i \) are two independent, real-valued normal random variables, i.e., \( s_r \overset{\text{i.i.d.}}{\sim} N(0, \frac{\sigma_s^2}{2}) \). For \( q = \frac{p}{2} \), we have

\[
\mu_{pq}(s) = \mathbb{E}\{(s_r + sj)^p\} = \mathbb{E}\{(s_r^p + sj)^{p/2}\} = \sum_{k=0}^{p/2} \binom{p/2}{k} \mathbb{E}\{s_r^{p-2k} s_i^{2k}\} = \sum_{k=0}^{p/2} \binom{p/2}{k} \mathbb{E}\{s_r^{p-2k}\} \mathbb{E}\{s_i^{2k}\}.
\]

Using the moments of a real-valued normal variable derived in [17], we arrive at

\[
\mathbb{E}\{s_r^n\} = \begin{cases} 
(n - 1)!! \left( \frac{\sigma_s^2}{2} \right)^{n/2}, & \text{if } n \text{ is even,} \\
0, & \text{if } n \text{ is odd.}
\end{cases}
\]

This leads to

\[
\mu_{pq}(s) = \sum_{k=0}^{p/2} \binom{p/2}{k} (p - 2k - 1)!! \left( \frac{\sigma_s^2}{2} \right)^{p/2 - k} \times (2k - 1)!! \left( \frac{\sigma_s^2}{2} \right)^k = \left( \frac{p}{2} \right)! \left( \frac{\sigma_s^2}{2} \right)^{p/2} \sum_{k=0}^{p/2} \frac{(p - 2k - 1)!!(2k - 1)!!}{k!(p/2 - k)!} \left( \frac{\sigma_s^2}{2} \right)^k = 2^{p/2} \left( \frac{p}{2} \right)! \sigma_s^p.
\]

Hence, Theorem 1 results in \( \mu_{42}(w) = 2 \sigma_w^4 \), \( \mu_{63}(w) = 6 \sigma_w^6 \), and \( \mu_{84}(w) = 24 \sigma_w^8 \), and the moments are properly derived in terms of the noise power. Considering our context, the denoised moments at each receive antenna \( j \) are given below.

\[
\begin{align*}
\mu_{41}(x_j) &= \mu_{41}(\hat{x}_j) - 3 \mu_{20}(\hat{x}_j) \sigma_{\hat{x}_j}^2 \\
\mu_{42}(x_j) &= \mu_{42}(\hat{x}_j) - 4 \mu_{21}(\hat{x}_j) \sigma_{\hat{x}_j}^2 - 2 \sigma_{\hat{x}_j}^4 \\
\mu_{61}(x_j) &= \mu_{61}(\hat{x}_j) - 5 \mu_{40}(\hat{x}_j) \sigma_{\hat{x}_j}^2 \\
\mu_{62}(x_j) &= \mu_{62}(\hat{x}_j) - 8 \mu_{41}(\hat{x}_j) \sigma_{\hat{x}_j}^2 - 12 \mu_{20}(\hat{x}_j) \sigma_{\hat{x}_j}^4 \\
\mu_{63}(x_j) &= \mu_{63}(\hat{x}_j) - 9 \mu_{42}(\hat{x}_j) \sigma_{\hat{x}_j}^2 - 18 \mu_{21}(\hat{x}_j) \sigma_{\hat{x}_j}^4 - 6 \sigma_{\hat{x}_j}^6 \\
\mu_{84}(x_j) &= \mu_{84}(\hat{x}_j) - 16 \mu_{63}(\hat{x}_j) \sigma_{\hat{x}_j}^4 - 72 \mu_{42}(\hat{x}_j) \sigma_{\hat{x}_j}^4 - 96 \mu_{21}(\hat{x}_j) \sigma_{\hat{x}_j}^6 - 24 \sigma_{\hat{x}_j}^8.\end{align*}
\]

where \( \mu_{21}(x_j) = \mu_{21}(\hat{x}_j) - \sigma_{\hat{x}_j}^2 \), and \( \sigma_{\hat{x}_j}^2 \) is the estimated power of the filtered noise at the receive antenna \( j \). The variance is estimated as

\[
\left[ \hat{\sigma}_{w1}^2, \cdots, \hat{\sigma}_{wN_t}^2 \right]^T = \text{diag}^{-1} \mathbb{E}\{\hat{w}\hat{w}^H\} = \text{diag}^{-1} \mathbb{E}\{G^T \hat{w}\hat{w}^H G^*\} = \text{diag}^{-1} \mathbb{E}\{G^T \hat{w}\hat{w}^H G^*\}.
\]

where \( \sigma_{\hat{x}_j}^2 \) is the estimated noise power of the channel. Furthermore, it is worth noting that, to offset the scale factor that can be introduced by BSS non-ideality, all the employed HOS are self-normalized, i.e., divided by \( \mu_{42}^{1/2} \).

**IV. Numerical Results**

In this section, we evaluate the performance of our proposed scheme as characterized by the probability of correct identification, \( P_{ci} \). Computer simulations are based on the modulation pool of Table [II] and different MIMO antenna configurations.

Fig. 2 shows the performance of the identification system, with perfect estimation of \( \sigma_w^2 \) for the following scenarios: (i) a set of HOS is used without denoising HOM; (ii) only a set of HOC is used; and (iii) a set of HOS is used with denoising HOM. Distinctly, the third scenario, which represents our proposal, exhibits a better performance than the other comparative ones. For example, considering the MIMO antenna configuration \( 2 \times 6 \) within the simulated SNR range, DMI in scenario (iii) attains an average gain of about 15% and 7% compared to a DMI in scenarios (i) and (ii), respectively. Regarding scenarios (i) and (iii), the performance gain is further higher at lower SNRs. It is noted in the same figure that for all the investigated scenarios, the identification performance decreases when \( \Delta = N_r - N_t \) decreases. In fact, this phenomenon is due to the proportionality between the effectiveness of the BSS and \( \Delta \). In respect of the performance drop due to a lower \( \Delta \), DMI endures an average performance loss of 10% for scenario (iii) compared to about 17% and 15% for scenarios (i) and (ii), respectively. This means that the performance gain in scenario (iii) is more
significant for the MIMO antenna configuration $3 \times 6$. Therefore, the proposed method is more resistant against the BSS impairments when $\Delta$ becomes smaller.

Robustness to imperfect estimation of the channel noise power (i.e., $\sigma_n^2 = \sigma_m^2 + \varepsilon$, where $\varepsilon$ is the estimation error) is investigated in Fig. 5. Obviously, the performance undergoes degradation as the variance of the channel’s noise power estimator becomes higher. Nevertheless, the denoising remains relevant, in particular at lower SNRs, and still outperforms the HOC-only approach.

Fig. 4 assesses the reliability of the denoising-based process against impairments of the baseband receiver (local oscillator). To generate the phase noise, we employ one of the most commonly used procedures [18]. Globally, due to the robustness of the utilized BSS algorithm over the phase noise, the three scenarios have not endured a significant performance loss. However, the denoising-based approach has almost maintained the same performance. This is unlike the effect of the carrier frequency offset (CFO), where a drop in performance is clearly observed for all approaches. Indeed, this is due to deficient BSS since the CFO induces a time-variation effect, and the SCMA algorithm is designed for time-invariant channels [19]. Yet, the DMI algorithm with the denoising approach remains the best compared to the other ones.

V. CONCLUSION

In summary, after deriving the noise-free moments for DMI, simulation results proved that modulation detection through denoising is more efficient than the deployment of classical processes for detection like the HOC-based ones and other schemes that do not proceed to denoise moments. Moreover, as it did not assume particular values of the SNR, the proposed approach of denoising is also applicable to hierarchical classification. With regards to complexity, additional operations related to denoising terms have a constant time complexity. Besides, since the evaluated identification scheme is based on the ones like [2], [4] which follow the same complexity order (both have a polynomial running time), the outstanding performance of our proposal is achieved more blindly and with the same order of computational complexity of the HOS-based DMI systems in MIMO channels. More generally, employing denoised HOM for any HOS-based DMI algorithm, which assumes a priori knowledge of the noise power or considers its estimation (e.g., [2], [4], [12]), improves the identification accuracy without an increase in the computational complexity or at least its order.

APPENDIX

DERIVING $\mu_{p0}(x + w)$ AND $\mu_{pq}(s)$

a) Deriving $\mu_{p0}(x + w)$: Let the mix $x + w$ of a baseband digitally-modulated signal $x$ and a noise $w \sim \mathcal{CN}(0, \sigma_w^2)$ independent of $x$,

$$\mu_{p0}(x + w) = \mathbb{E}\{(x + w)^p\} = \sum_{k=0}^{p} \binom{p}{k} \mathbb{E}\{x^{p-k}w^k\} = \sum_{k=0}^{p} \binom{p}{k} \mathbb{E}\{x^{p-k}\} \mathbb{E}\{w^k\}. \quad (14)$$

However, $w$ is a circularly symmetrical Gaussian process, i.e., $\mathbb{E}\{w^k\} = 0$ $\forall k \in \mathbb{N}^+$, thus,

$$\mu_{p0}(x + w) = \mathbb{E}\{x^p\} = \mu_{p0}(x). \quad (15)$$

b) Deriving $\mu_{pq}(s)$: Let $s = r e^{i\theta} \sim \mathcal{CN}(0, \sigma_s^2)$, where $r = |s|$ and $\theta$ is $\mathcal{U}(-\pi, \pi)$, consequently,

$$\mu_{pq}(s) = \mathbb{E}\{s^{p-q}e^{i(p-q)\theta}\} = \mathbb{E}\{r^p e^{i(p-q)\theta}\} \mathbb{E}\{e^{i(p-2q)\theta}\} \quad (16)$$

However, $\theta = \mathcal{U}(-\pi, \pi)$, consequently,

$$\mathbb{E}\{e^{i(p-2q)\theta}\} = \begin{cases} 1, & \text{if } q = \frac{p}{2} \\ 0, & \text{elsewhere} \end{cases} \quad (17)$$
Fig. 4: Probability of correct identification in terms of SNR in consideration of local oscillator imperfections. The simulated scenarios include: with moments denoising $[\ast]$, without moments denoising $[\circ]$, and cumulants only $[\triangledown]$. The MIMO antenna configuration is $2 \times 6$. The plots in gray are copied from Fig. 2 for comparison. The plots inside (a) show the frequency response of the filter used to generate the phase noise (characteristics of the power spectrum density mask are $2 \times 10^{-3}$ and $-3$ dBc/Hz for the phase noise normalized-bandwidth and level, respectively), and the related effect observed on noise-free 16-QAM constellation as an example.

Thus,

$$
\mu_{pq}(s) = \begin{cases} 
\mathbb{E}\{|s|^p\}, & \text{if } q = p, \\
0, & \text{elsewhere}. 
\end{cases}
$$

(18)
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