Abstract: Long-term streamflow forecast is of great significance for water resource application and management. However, accurate monthly streamflow forecasting is challenging due to its non-stationarity and uncertainty. Time series analysis methods have been proved to perform well in stationary time series forecasting, which can be derived from decomposition of the non-stationary sequence. As common decomposition methods in time domain, Empirical Mode Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD) are selected to decompose the components with different time-scale characteristics in the original hydrological time series in this study. The derived components are proved to be stationary by the stationarity test. Thus, Autoregressive Integrated Moving Average (ARIMA) model, a simple and effective time series analysis method, is used to forecast the components. A hybrid EMD/EEMD-ARIMA model is proposed in this study for long-term streamflow forecasting, which is applied to the upper stream of the Yellow River. The original daily streamflow time series of six years at the Tangnaihai station are firstly decomposed by EMD/EEMD into several stationary or simple non-stationary sub-series to explore detailed data information with different time scales. ARIMA models with appropriate parameters are then established for each subsequence to forecast the stream flow of the next year. Predicted ten-day and monthly stream flow is finally obtained combing the predictions of all the components. The EMD-ARIMA hybrid model performs best in forecasting high and moderate value of streamflow and fits best with the observation compared with EEMD-ARIMA and ARIMA models. The results not only verify the effectiveness of the proposed hybrid EMD/EEMD-ARIMA model in exploiting comprehensive information to improve the prediction but also indicate that the EMD-ARIMA model with end points disposal performs the best and can be used for long-term hydrological forecasting.
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1. Introduction

Streamflow forecasting is extremely important for water resource management and application [1,2], such as risk assessment of droughts and floods within a basin, hydropower generation, interbasin water transfer and reservoir operation, etc.

A large number of methods have been developed for forecasting streamflow in the past few decades, mainly including physical analysis models and data-driven models [3]. Physical models are based on the physical hydrological dynamic process, combing spatio-temporal distribution of precipitation [4,5], meteorological conditions [6,7], and the underlying surface condition [8,9]. The complexity of the runoff generation and flow concentration processes with various influence factors such as climate, geographical environment and human activities leads to the difficulty to build a hydrological models with high accuracy.
Apart from the difficulty of the hydrological process simulation, the requirement of a large amount of data also limits the application of these physical models [10].

Data-driven models aim at studying the characteristics of the data itself, as well as the relationship between inputs and outputs of the models, such as regression models [11,12], time series analysis [13–15], artificial neural networks [16,17], fuzzy algorithms [18–20], and gray system theory [21]. Despite the lack of hydrological physical process analysis, data-driven models have been proven to be simple and effective for streamflow forecasting. Wu et al. [22] and Chang et al. [23] developed artificial neural networks (ANN) models for short-term river flow forecast. Sudheer et al. [24] used Particle Swarm Optimization (PSO) algorithm to select Support Vector Machine (SVM) parameters and developed a SVM-PSO model to predict monthly discharge. Nanda et al. [25] used daily discharge and average temperature as the inputs of a linear autoregressive moving average model with exogenous inputs (ARMAX) and static ANN models for performing 1–3 days ahead flood forecast.

As a common data-driven method, the Autoregressive Integrated Moving Average (ARIMA) model has been widely used in time series prediction due to its simplicity and effectiveness. The ARIMA model is suitable for predicting stationary and some simple non-stationary time series, but its accuracy for non-stationary hydrological prediction is not as high as for stationary series. In order to improve its accuracy, decomposition methods can be used to generate subsequences with stationary characteristics which are then predicted by the ARIMA model. The reconfiguration of these predicted subsequences is taken as the prediction of the original time series.

Decomposition methods can explore the time-frequency change rules of the original data and better understand the physical mechanisms hidden in time series [26–29]. The original streamflow series contains a number of sub-process and modeling, which by a single model is sometimes inappropriate [30]. A suitable decomposition method can decompose the original time series into several sub-series with the local characteristics of the given signal, and the original complicated series forecasting is simplified into forecasting several simple sub-series that can improve accuracy [31].

In previous studies, most decomposition methods are based on wavelet analysis, which is applicable in extracting potential information from non-stationary signals. The main property of the wavelet analysis is its ability to provide a time-scale localization of a process [32]. A number of studies show that using the decomposed time series by wavelet analysis as the inputs of models can obtain more accurate prediction compared with the original time series [32–35]. However, some drawbacks are not negligible for wavelet analysis. For instance, unsuitable mother wavelet functions or decomposition level will result in a decline in prediction accuracy [32,36].

Empirical Mode Decomposition (EMD), proposed by Huang [37], is a data-adaptive method which works in temporal space directly rather than in the corresponding frequency space [38] like wavelet analysis. EMD decomposes nonlinear and non-stationary series into different Intrinsic Mode Functions (IMFs) and a residual component through a sifting process without need of any prior basis functions [39,40]. It can improve the performance of data-driven models as a data preprocessing method [41]. Chiew et al. [42] used EMD to analyze characteristic scales of annual streamflow time series and pointed out that the performance of EMD is better than spectral time series analysis technology. Zhang et al. [43] proposed a hybrid data-driven model combining EMD, radial basis function neural networks (RBFNN), and the external forces (EF) variable to forecast annual streamflow and concluded that the hybrid model is feasible for data-driven hydrologic forecasting in complex socio-hydrologic systems.

To overcome the mode mixing problem of the EMD method, that is, a single IMF contains signals of widely disparate scales, or a signal of a similar scale resides in different IMF components of the EMD method, Ensemble empirical mode decomposition (EEMD) was proposed by Wu and Huang [41] with the help of white noise. It can clearly collate different scale signals in proper intrinsic mode functions (IMF) by adding white noise and without need for any basis functions [41]. EEMD is an effective method to solve the mode mixing problem which lies in the EMD method. EEMD defines the true IMF component as the mean of an ensemble of trials, and each trial consists of the original
signal and a white noise with finite amplitude. The additional white noise exists through the whole
time-frequency space uniformly with the constituting components of different scales. EEMD can
eliminate the mode mixing problem to some extent and can preserve physical uniqueness of the
decomposition [41]. Each component represents the true instinct change rule for different time scale of
the original data by using EEMD.

In recent years, hybrid methods combining decomposition and reconfiguration models were
widely developed for hydrological streamflow prediction. Zhu et al. [40] coupled EMD with SVM
models for monthly streamflow forecasting and the best Mean Absolute Percentage Error (MAPE)
of the hybrid model is 17%. Zhang et al. [44] combined three preprocessing techniques including
wavelet analysis (WA), EMD, and singular spectrum analysis (SSA) with autoregressive moving
average (ARMA) model to develop three hybrid models WA-ARMA, EMD-ARMA and SSA-ARMA
for monthly streamflow forecasting of two stations. The best MAPE of these hybrid methods for
the first station and the second station are 34% and 26%, respectively, which perform poorer than
the EEMD-ARIMA methods proposed in this study with an MAPE of 14.5%. That indicates EEMD
is superior to EMD when examining the detailed data characteristics. Kisi et al. [45] developed
EMD-ANN hybrid models with a predictive accuracy correlation coefficient (R) of 0.801. Attempts at
coupling EEMD with ANN were also carried out for hydrological forecasting [14,46,47]; the original
hydrological time series was decomposed into several components by EEMD and these components
were taken as inputs of ANN models for forecasting, and the results verified its validity.

In this study, a hybrid model based on EMD/EEMD and the ARIMA method is proposed for
long-term streamflow forecasting. EMD/EEMD is first used to decompose the original non-stationary daily
streamflow time series into several stationary sequences which are able to pass the stationarity test. For each
stationary sub-sequence, an ARIMA model is established with appropriate parameters. The predictive
results are reconfigured for ten-day and monthly predictions. The proposed method is applied to the
upper stream of the Yellow River. The historical average ten-day streamflow data from the year 2006
to 2012 at Tangnaihai station are decomposed by EMD/EEMD to obtain the stationary sub sequence,
and the average ten-day streamflow predicted value from 2013 to 2017 is compared with the observations.
The forecast result not only shows that the data information contained in smaller time steps can be extracted
by EMD/EEMD and helps to improve the predictive accuracy but also indicated that the EMD-ARIMA
model outperforms both the ARIMA and EEMD-ARIMA model with higher accuracy.

2. Methodology

ARIMA is easy to implement, but is only applicable to the stationary or simple non-stationary
time series. Unfortunately, streamflow is non-stationary due to its complexity and uncertainty,
and a decomposition method is thus adopted to obtain the stationary components. The proposed
hybrid model in this study couples EMD/EEMD and ARIMA to predict the non-stationary
streamflow series. The description of each module is illustrated below.

2.1. Empirical Mode Decomposition (EMD)

Empirical mode decomposition (EMD) is a non-stationary data processing technology [37,38].
There have been many applications of EMD/EEMD in the field of hydrological analysis verifying
its good performance without the need for basis functions [39,40]. Hydrological time series involves
different time-scale characteristics, which can be extracted by EMD in the form of IMFs with different
time-scales. Each IMF needs to satisfy the following two conditions: (1) the number of local extreme
values and the number of zero-crossings must be the same or with the difference of one in the whole
data set; (2) at any time point, the mean value of the upper envelope defined by the local maximum
and the lower envelope defined by the local minimum must be zero.

The implementation of the EMD is mainly composed of the following steps:

1. Let \( \{ x(t) \in X : t = 1, 2, \ldots, N \} \) denote the original average ten-day hydrological time series.
   All the local extremes of \( x(t) \) are identified and all the maxima and minima are connected
by a cubic spline line \[48\] to form the upper envelope \(x_{\text{max}}(t)\) and lower envelope \(x_{\text{min}}(t)\). However, the spline fitting method has a serious problem at the end point where the cubic spline can have a wide swing. In order to deal with this problem, Huang et al. \[37\] extended the original time series by adding characteristic waves at the ends which are defined by the two consecutive extrema for both their frequency and amplitude of the added waves. This method has been proved to be able to confine the large swings successfully. In this study, we choose the ‘wave’ boundary condition to extend the time series based on the EMD package in software R.

2. The mean of the upper envelope and lower envelope \(m(t)\) is calculated by Equation (1),

\[
m(t) = \frac{(x_{\text{max}}(t) + x_{\text{min}}(t))}{2}
\]  

(1)

3. Subtract \(m(t)\) from the original time series \(x(t)\) to obtain the component \(h(t)\) as shown in Equation (2).

\[
h(t) = x(t) - m(t)
\]  

(2)

Check whether series \(h(t)\) satisfies the two requirements of IMF. If not, substitute \(h(t)\) for \(x(t)\) to repeat steps 1–3 until \(h(t)\) meets the conditions of IMF, when \(h(t)\) is IMF \(I_1(t)\).

Subtract \(I_1(t)\) from the original time series \(x(t)\) to get the residual \(r_1(t)\), as in Equation (3).

\[
r_1(t) = x(t) - I_1(t)
\]  

(3)

Then, regard \(r_1(t)\) as the up-dating original time series and repeat steps 1–3 to obtain IMF \(I_1(t)\), \(I_2(t)\), \(\ldots\), \(I_n(t)\) and finally get the residual series \(r_n(t)\) which is a monotonic function or a function with only one extreme value from which no more IMF can be obtained. The original time series can be then expressed by Equation (4)

\[
x(t) = \sum_{i=1}^{n} c(t)_i + r_n(t)
\]  

(4)

By the process above, the original streamflow series can be decomposed into several simple IMFs and a residual sequence, which can reveal different scale and potential trend of time series. In contrast to all the previous methods, the EMD method is in temporal space rather than corresponding frequency space, and it is an empirical, direct and adaptive method for data analysis \[38\].

2.2. Ensemble Empirical Mode Decomposition (EEMD)

EMD might have mode mixing problems due to signal intermittency, which would bring time-scale errors in IMF components, and thus these components cannot represent true time-scale characteristics of the original time series \[41\]. Wu and Huang \[41\] proposed the EEMD method to deal with such mode mixing problems. The true IMF components are defined as the mean of an ensemble of trials, each of which is composed of a signal and a white noise of finite amplitude. The additional white noise would distribute the time-frequency space uniformly with several components of different scales. When the signal is added to the uniform white background, the signals with different scales are automatically projected onto proper scales of reference established by the white noise in the background. Therefore, this approach greatly eliminates the problem of mode mixing \[41\]. Therefore, each IMF component reflects characteristic of the corresponding time scale of the original data.

The implementation of EEMD can be briefly described as following \[41\]:

1. Set the ensemble number and amplitude of white noise added sequence.
2. Add a set of white noise to the original data with the determinate amplitude.
3. Decompose the time sequence with the added white noise in the ensemble into IMFs by EMD.
4. Repeat steps 2 and 3 until all the time series in the ensemble have been decomposed. Every time a new white noise sequence is added, the final mean of the corresponding IMFs in the ensemble are the true IMFs.

2.3. Autoregressive Integrated Moving Average (ARIMA) Model

ARMA and ARIMA are two kinds of general time series analysis methods, and the ARIMA model is a generation of an ARMA model. They are obtained from a combination of autoregressive and moving average models [49]. The Autoregressive Moving Average (ARMA) model applies to a stationary time series and it can be expressed as in Equation (5):

\[ x_t = c + \alpha_1 x_{t-1} + \cdots + \alpha_p x_{t-p} + \epsilon_t - (\beta_1 \epsilon_{t-1} + \beta_2 \epsilon_{t-2} + \cdots + \beta_q \epsilon_{t-q}) \quad (5) \]

If the time series is a simple non-stationary series, the time series can be differentiated to obtain a stationary time series. Equations (6)–(8) are the expression of difference operators.

\[ \Delta x_t = x_t - x_{t-1} = x_t - Lx_t = (1 - L)x_t \quad (6) \]
\[ \Delta^2 x_t = \Delta x_t - \Delta x_{t-1} = (1 - L)x_t - (1 - L)Lx_t = (1 - L)^2 x_t \quad (7) \]
\[ \Delta^d x_t = (1 - L)^d x_t \quad (8) \]

Let \( \omega = (1 - L)^d x_t \), and the autoregressive Integrated Moving Average (ARIMA) model can be expressed by Equation (9)

\[ \omega_t = c + \alpha_1 \omega_{t-1} + \cdots + \alpha_p \omega_{t-p} + \epsilon_t - (\beta_1 \epsilon_{t-1} + \beta_2 \epsilon_{t-2} + \cdots + \beta_q \epsilon_{t-q}) \quad (9) \]

where \( c, \alpha_i (i = 0, 1, \ldots, p) \) is the autoregressive coefficient; \( \beta_i (i = 0, 1, \ldots, q) \) is the moving average coefficient; \( \epsilon_t \) is a white noise process which is denoted as \( \epsilon_t \sim N(0, \sigma^2) \); \( p \) represents the lag order of the autoregressive processes; \( q \) represents the lag order of the moving average processes, \( d \) represents the \( d \)-th difference. The ARMA model can be described as ARMA \((p, q)\); the ARIMA model can be described as ARIMA \((p, d, q)\). When the time series is stationary and without need for difference, that is \( d = 0 \), the ARIMA model becomes the ARMA model.

2.4. EMD/EEMD-ARIMA Hybrid Prediction Model

In order to improve prediction accuracy, the original average ten-day time series are firstly decomposed into several components with different time scales by EMD or EEMD to obtain stationary sub-sequences, each of which is then predicted one-time step ahead by ARIMA, and the combination of these predicted sub-sequences is taken as the prediction value of the original stream flow for the next time step. Figure 1 shows the flowchart of the hybrid EMD/EEMD-ARIMA models above, and the implementation steps are illustrated below:

1. Let \( \{x_t \in X : t = 1, 2, \ldots, N\} \) denote the original average ten-day hydrological time series.
2. Divide the time series into calibration datasets \( \{y_t \in X : t = 1, 2, \ldots, k\} \) and validation datasets \( \{z_t \in X : t = k + 1, \ldots, n\} \).
3. Decompose the time series by EMD and EEMD to obtain IMFs \( c(t)_1, c(t)_2, \ldots, c(t)_n \) and residual \( r(t)_p \).
4. Establish appropriate ARIMA models with appropriate parameters for each IMF and residual. Box and Jenkins [50] set the standard for modeling stationary time series by using ARIMA model. The detailed modeling process of ARIMA model mainly includes: (1) Let \( \{z_t \in Z : t = 1, 2, \ldots, N\} \) denotes the time series that need to be modeled; (2) Check whether \( z_t \) satisfies the condition of stationary time series by the unit root test. If the time series is a non-stationary time series, that means there are unit roots in the time series, and the original time series \( z_t \) needs to be differentiated to obtain a stationary time series \( z_t \); (3) Select appropriate models (AR model, MA
model or ARMA model), and the lag order can be based on an autocorrelation (AC) function and the partial correlation (PAC) function of the stationary time series \( z_t \); ④ Estimate the parameters in the model. If some of the parameters in the middle lag are too small, the parameters are not significant (the significance level used in this study is 5%); these lag orders need to be removed from the model; ⑤ Residuals of the model are determined to be white noise or not; if residual sequences are white noise, the autocorrelation coefficients of non-zero lag are all zero. This can be tested by the Q statistic (shown in Equation (13)) proposed by Box et al. [51] and Ljung et al. [52].

\[
Q = T \sum_{k=1}^{s} \hat{p}_k^2
\]  

(10)

where \( \hat{p}_k \) is the sample’s autocorrelation coefficient, and if the sample size is large enough, \( \hat{p}_k \sim N\left(0, \frac{1}{T}\right) \). The Q-statistic approximately obeys a \( \chi^2 \) distribution and the degree of freedom is \( s \). If the residual sequence is not white noise, then the model needs to be improved; ⑥ The model with the minimum AIC (Akaike Information Criterion) [53] is chosen as the optimal model from many models which satisfy the conditions in steps ②–⑤.

5. Use the candidate models ARIMA \((p, d, q)\) to compute one-time step ahead forecast across all the components of EMD/EEMD which would result in component forecasts \( c(t)^f_1, \ldots, c(t)^f_n, r(t)^f_n \). The prediction of one time step ahead is the sum of each component prediction (shown in Equation (11)).

\[
y(k+1)^f = c(k+1)^f_1 + \ldots + c(k+1)^f_n + r(k+1)^f_n
\]  

(11)

In order to be fairly compared with the ARIMA model, the prediction of the hybrid model is also carried out at one-time step ahead every time.

6. Record observed data for one-time step ahead. Add these data to \( y_t \) and decompose the updated calibration datasets. Repeat steps 3–5 until obtain all components are forecast for the complete original time series.

---

**Figure 1.** Flowchart of the EMD/EEMD-ARIMA hybrid method for time series prediction.
2.5. Verification Strategy

In this paper, the original average ten-day streamflow of six years is decomposed into several stationary subsequences. An appropriate ARIMA model is built for each subsequence to get one-time step ahead predictions. The combinations of these predictions are taken as the predictive result of the original streamflow. Such a rolling forecast continues with additional observations, and we finally get the average ten-day streamflow forecasts for the next five years.

The predictive performance of different models is estimated by comparing the observation and prediction. The Root Mean Square Error (RMSE), Normalized Root Mean Square Error (NRMSE), Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE) and correlation coefficient (R) are used to estimate the performance of hybrid models, as defined in Equations (12)–(15). RMSE can assess the fitting degree between the predicted and the observed data with a high value, and MAE estimates the fitness of moderate streamflow from a more balanced perspective [40]. MAPE is used to evaluate the fitness between the predicted and the observed data with a moderate value, and R shows the degree of linear correlation between the prediction and the observed data.

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_o^i - y_f^i)^2}
\]  
(12)

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_o^i - y_f^i|
\]  
(13)

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_o^i - y_f^i}{y_o^i} \right| \times 100\%
\]  
(14)

\[
R = \frac{\sum_{i=1}^{N} (y_f^i - \overline{y_f})(y_o^i - \overline{y_o})}{\sqrt{\sum_{i=1}^{N} (y_f^i - \overline{y_f})^2 \sum_{i=1}^{N} (y_o^i - \overline{y_o})^2}}
\]  
(15)

where \(N\) denotes the number of datasets; \(y_o^i\) represents the observed data; \(y_f^i\) represents the forecasting; \(y_{o\text{max}}\) represents the maximum of observed data; \(y_{o\text{min}}\) represents the minimum of observed data; \(\overline{y_o}\) represents the average of observed data and \(\overline{y_f}\) represents the average of forecasting.

3. Case Study

3.1. Study Case

In this study, the data are from Yellow River hydrological website. The Yellow River ranks as the fifth longest river in the world and the second longest river in China with the total length of 5464 km. The source region of the yellow river provides a large amount of water resources for northwest China, accounting for 34.5% of the whole average annual inflow in the Yellow River basin. Tangnaihai hydrological station is the control station of the source region of the Yellow River, the basin area above which is about 121,972 km\(^2\), taking up 16.2% of the total Yellow River basin area.

Tangnaihai hydrological station is also the upstream control station of the Longyangxia reservoir, the first large-scale reservoir on the Yellow River, as shown in Figure 2. The operation of the Longyangxia reservoir affects the whole Yellow River downstream, which depends greatly on the inflow. Thus, the accurate long-term prediction of the hydrological time series at Tangnaihai station becomes particularly important.

In this study, average ten-day streamflow data of the Tangnaihai station of six years are used to predict the streamflow of the following year using the proposed hybrid models, and the historical record of the predicted year is taken to evaluate the predictive accuracy. The prediction is executed for 5 years from 2013 to 2017, i.e., the average ten-day data from the year 2007 to 2012 is used to predict
the flow of 2013, the data from 2008 to 2013 is used to predict the flow of 2014, and such prediction continues for 5 years.

![Study area](Image)

**Figure 2.** Study area.

### 3.2. Results

Both the hybrid EMD/EEMD-ARIMA model and the ARIMA model are applied to predict the streamflow time series of Tangnaihai hydrological station. In this case, the standard proposed by Box and Jenkins [50] is considered as the criteria of building candidate models for all components and the order of ARIMA models is determined by Auto Correlation function (ACF) and Partial Auto Correlation Function (PACF) plots, as shown in Figure 3. Figure 3 indicates that these components are neither pure AR nor MA models but ARMA models. Since the forecast lead time is one year with ten-day interval, and there are 36 time steps in total, the amplitude of orders was tested in the range of 1~36, and the model with minimum AIC value is selected for forecasting of each component.

The ten-day average and monthly streamflow predictions resulting from the proposed EMD/EEMD-ARIMA method and ARIMA model are compared in Figure 4. Figure 4a presents the results of predictions with different methods illustrated in Section 2, taking ten days as the time step. The black line shows the historical records of the streamflow at the Tangnaihai station, while the green, blue, and red lines are the predictive results with ARIMA, EMD-ARIMA, and EEMD-ARIMA models, respectively. The corresponding monthly statistics are shown in Figure 4b.

Figure 5 shows the scatter plots of the predicted and observed streamflow of ten-day average and monthly data individually. The black square, red circle and blue triangle represent the predictive value corresponding to observation by ARIMA model, EMD-ARIMA, and EEMD-ARIMA hybrid models, respectively. The closer to the black line, the more accurate the predictions are.

It can be seen from both Figures 4 and 5 that the prediction by the ARIMA model overestimates the observations. The reason lies in the continuity of the trends, which can be understood as the inertial property of the forecast when using ARIMA models. For ARIMA models, the historical data nearest to the current stage has the greatest impact on the prediction. If the historical data rise suddenly right before the peak value, it cannot be foreseen by the ARIMA model, and thus the peak value will be underestimated; but if the rise is slow and steady, the rising trend will be expected to continue
after the peak by ARIMA model, and the predictions are thus higher than the observations. Basically, the increase of the streamflow is gradual, and thus there appear many overestimations for the ARIMA model. The predictions of both the EMD-ARIMA and EEMD-ARIMA hybrid models accord with the observation much better compared to the ARIMA model in Figure 4, and the scatter plots in Figure 5 of the hybrid models also distribute evenly on both sides of the observation line. Nevertheless, the lag resulting from the dependence on the previous value in ARIMA method maybe still appear in the hybrid models, such as the first peak prediction in Figure 4b. Although EEMD overcomes the mode mixing problem resulting from signal intermittency, the introduction of the white noises may leads to inaccuracy, or even mis-judgement of the change tendency, as shown in the grey rectangle in Figure 4. With proper disposal of the end point problem for EMD, the EMD-ARIMA hybrid model performs well to predict long-term flow with high accuracy.

Figure 3. (a) Autocorrelation (AC) and (b) partial autocorrelation (PAC) plots for streamflow time series.
Figure 4. Streamflow prediction by proposed hybrid methods from the year 2013 to 2017 (a) with a time step of (a) ten days; (b) one month.

Figure 5. Comparison of deviation between streamflow prediction and historical data by proposed hybrid methods from the year 2013 to 2017 with a time step of (a) ten days; (b) one month.

Table 1 shows the statistical accuracy of the predictions by different models, indicated by MAPE, RMSE, MAE and R. The smaller the values of MAPE, RMSE, MAE, the more accurate the predictions.
The maximum value of R is 1, and a higher value of R indicates a better fit between prediction and observation.

Table 1. Statistical results of the predictive accuracy.

| Model      | Ten-Day Prediction | Monthly Prediction |
|------------|--------------------|--------------------|
|            | MAPE    | RMSE (m³/s) | MAE (m³/s) | R    | MAPE    | RMSE (m³/s) | MAE (m³/s) | R    |
| ARIMA      | 0.284   | 214.75      | 143.67      | 0.870 | 0.232   | 153.21      | 111.60     | 0.930 |
| EMD-ARIMA  | 0.186   | 182.00      | 109.40      | 0.903 | 0.127   | 121.260     | 74.77      | 0.950 |
| EEMD-ARIMA | 0.194   | 196.44      | 117.71      | 0.894 | 0.137   | 129.28      | 80.90      | 0.950 |

Table 1 indicates that the EMD-ARIMA hybrid model outperforms both EEMD-ARIMA and ARIMA models with the smallest MAPE, RMSE, and MAE for both ten-day and monthly prediction. The fitting degree, R, of the EMD-ARIMA model is above 0.9 for the ten-day prediction and as high as 0.95 for the monthly prediction. Even for the EEMD-ARIMA model, R is 0.89 and 0.95 for ten-day and monthly prediction, respectively. The correlation coefficients R of the monthly prediction by both EMD-ARIMA and EEMD-ARIMA hybrid model are both higher than the previous studies of Zhu et al. [40], Zhang et al. [44], and Kisi et al. [45], which use rainfall and runoff data, or monthly data directly. The performance of RMSE, MAPE, MAE and R of the monthly prediction is higher than that of the ten-day prediction in all models. The reason for the difference is that some errors in the prediction with a small time interval might be smoothed in the statistics for the longer time interval.

Forecast skill can also be indicated by skill score \( SS_{ref} \), as shown in Equation (16):

\[
SS_{ref} = \frac{A - A_{ref}}{A_{perf} - A_{ref}} \times 100\% 
\]

where \( A_{perf} \) is the accuracy measure achieved by perfect forecast which equals the observed value; \( A \) is the value of the accuracy measure that can be obtained by the proposed method; \( A_{ref} \) is the accuracy of a set of reference forecast. In this study, we calculate skill score based on MAE and choose the results from the ARIMA model as the reference. If \( A = A_{perf} \), the skill score get the maximum value of 100%; while if \( A = A_{ref} \), then \( SS_{ref} = 0\% \), which indicates that there is no improvements of the proposed method comparing with the reference forecast. If \( SS_{ref} < 0\% \), the estimated forecast is inferior to the reference forecast.

The skill score \( SS_{ref} \) in Table 2 verifies the superiority of the proposed EMD/EEMD-ARIMA models compared to the ARIMA model, indicating that the decomposition methods are able to exploit the comprehensive information from the original data set to improve the prediction.

Table 2. Forecast skill score of hybrid models.

| Model     | Ten-Day Prediction | Monthly Prediction |
|-----------|--------------------|--------------------|
| EMD-ARIMA | 0.239              | 0.330              |
| EEMD-ARIMA| 0.181              | 0.275              |

4. Discussion and Conclusions

In this study, hybrid models coupling EMD/EEMD and ARIMA are proposed to forecast non-stationary monthly streamflow time series. The basic idea is to decompose time series into several components and model them by ARIMA models for separate predictions, the reconfiguration of which results in one step ahead time series predictions. The proposed hybrid methods are compared with the ARIMA model, and four statistical performance evaluation measures (MAPE, RMSE, MAE and R) are adopted to evaluate various models. For sufficient information mining, we used ten-day average data instead of monthly data as most of the long-term forecast studies.
existing study by Zhang et al. [44], monthly data of over 50 years were used for prediction, and the MAPE was 0.22 and 0.19, respectively, for the two stations they selected, and the R was 0.602 and 0.519, respectively. While in this study, ten-day average data of only 6 years were used, and the MAPE of monthly prediction was 0.127, and 0.137 for the EMD-ARIMA, and EEMD-ARIMA models, respectively, and the R was also as high as 0.950 for both of the models. The comparison indicates that the time sequence with a smaller time interval contains more detailed information which is helpful for prediction, and the decomposition methods are effective for mining such information. The main findings of this study include: (1) the EMD/EEMD-ARIMA models can improve the predictive accuracy of stream flow forecasting compared to the original ARIMA model, only using flow data; (2) the decomposition by EMD and EEMD is able to exploit the information hidden in the time series with a small time interval, which helps to improve the monthly prediction; and (3) the boundary problem affects the decomposition results of EMD greatly. With the extension disposal of the end points for EMD, the hybrid EMD-ARIMA model results in monthly predictions with RMSE, MAPE, MAE and R of 121.26, 0.13, 74.77, and 0.95, respectively, which are better than the previous publications on flow prediction with rainfall and runoff data, or with monthly data directly.
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