From ultra-dense QCD towards NICA densities: Color-flavor locking and other color superconductors
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Abstract. At asymptotically large densities and sufficiently low temperatures, quark matter is a color superconductor in the color-flavor locked phase. I present a brief discussion of this phase and of possible other color superconductors that may appear at densities reached at NICA and in the interior of compact stars.

1 Introduction

Experiments at NICA are expected to produce the highest baryon densities ever seen in a laboratory, exploring a theoretically extremely challenging and so far poorly understood regime of Quantum Chromodynamics (QCD). One guide for what we may expect and what we should be looking for comes from lower-density physics, for instance from heavy-ion collisions at the Relativistic Heavy-Ion Collider (RHIC) or the Large Hadron Collider (LHC) as well as from theoretical studies within lattice gauge theory, nuclear physics or various effective and phenomenological approaches. What can we learn from approaching NICA densities “from above”, by making use of what we know about even higher densities? From the theoretical point of view, we do have solid knowledge about asymptotically dense QCD, where asymptotic freedom ensures that quarks are weakly interacting. And, extremely dense matter—a few times denser than collisions at NICA will presumably be able to produce—does exist in nature, namely in the interior of compact stars, and astrophysical observations are being used to understand the properties of nuclear and quark matter in a moderately, not asymptotically, dense regime [1]. In the following, I will first comment on the asymptotic regime and then on what we can learn from taking this regime as a starting point for a theoretical journey towards lower densities that can possibly be reached by NICA.

2 Color-flavor locking at ultra-high densities

In sufficiently cold and dense matter, a condensate of quark Cooper pairs is formed, analogous to Cooper pairing of electrons in a superconductor. Since the interactions are weak at ultra-high density, the ground state can essentially be described within Bardeen-Cooper-Schrieffer (BCS) theory, in particular Cooper pairs are formed only in a small vicinity around the Fermi surface. In order to minimize the free energy, it is advantageous to pair as many quark species as possible. In three-flavor quark matter\(^1\) there is one unique possibility (up to rotations in color and flavor space that do not change the physics) to pair all quark species as possible. In three-flavor quark matter\(^1\) there is one unique possibility (up to rotations in color and flavor space that do not change the physics) to pair all quark species, and one can prove rigorously that the resulting state is the ground state at asymptotically large quark chemical potential \(\mu\). This state is called the color-flavor locked (CFL) state [2] and is best characterized by its spontaneous symmetry breaking pattern (local groups in square brackets),

\[
[SU(3)]: SU(3) \times SU(3) \times SU(3) \times U(1)_B \\
\underbrace{[U(1)]}_\frac{[U(1)]}{\mathbb{Z}_2} \\
\rightarrow SU(3)_{cL} \times SU(3)_{cR} \times U(1)_B.
\]

The first line is the symmetry group of QCD, consisting of the color gauge group \(SU(3)_c\), the chiral symmetry group \(SU(3)_L \times SU(3)_R\) (approximate symmetry, but exact for

\(^1\) Even though the three heavy quark flavors will be populated for asymptotically large chemical potentials, they are ignored here because eventually we are interested in much lower densities where only up, down, and strange quarks play a role.
μ → ∞), and the baryon number conservation symmetry $U(1)_B$. The CFL state is invariant under transformations of the group in the second line. Several properties of CFL are suggested by this symmetry breaking pattern: CFL is a color superconductor, i.e., the gluons acquire a Meissner mass. A combination of one of the gluons and the photon remains massless, hence there is a residual gauge symmetry group $U(1)_Q$ with a “rotated” charge $Q$. Since the “rotated” massless gauge boson is predominantly a photon with only a small admixture of the gluon, CFL is not an electromagnetic superconductor. CFL breaks the chiral symmetry, and as a result there are eight Goldstone modes, very similar to the meson octet at low densities due to the “usual” chiral symmetry breaking. While the “usual” chiral symmetry breaking arises from a condensate of left-handed quarks and right-handed anti-quarks (and vice versa), CFL breaks the chiral symmetry through Cooper pair condensates made of two left-handed or two right-handed quarks, indirectly locked together via color rotations. At asymptotic densities we can neglect all quark right-handed quarks, indirectly locked together via color Cooper pair condensates made of two left-handed or two right-handed quarks, indirectly locked together via color rotations. At asymptotic densities we can neglect all quark masses, and thus the chiral symmetry is exact, leading to exactly massless Goldstone modes. This is no longer true for densities relevant for compact stars or NICA, where the CFL mesons are pseudo-Goldstone modes (if CFL exists at these densities). CFL is a superfluid because baryon number conservation symmetry $U(1)_B$ is broken spontaneously. Since this group is an exact symmetry of QCD at all densities, there is another, exactly massless Goldstone mode. These arguments are rigorous and can be fleshed out and turned into quantitative predictions by first-principle QCD calculations because so far we have chosen to work at sufficiently large densities. However, these densities are larger by many orders of magnitude than any density possibly reached in collider experiments and compact stars. We thus have to ask what happens if we go down in density. Two difficult theoretical challenges arise. First, we leave the region of asymptotic freedom and enter the strong-coupling regime. Currently, there is no reliable first-principle method that tells us how to describe dense QCD matter at large, but not asymptotically large, density, although there are some promising recent attempts to extend lattice calculations into the realm of large chemical potentials [3, 4]. The second challenge arises from the strange-quark mass $m_s$ which can no longer be neglected and thus disrupts the particularly symmetric CFL state. Many studies using perturbative methods, effective theories, and phenomenological models such as the Nambu-Jona-Lasinio (NJL) model have investigated this scenario and the emerging picture is as follows (see ref. [5] for many more details and more references).

3 Towards NICA densities

A difference in quark masses induces a difference in Fermi momenta of the quarks that form Cooper pairs, because in the energetically favorable spin-zero channel quarks of different flavor pair. A useful way to think about Cooper pairing of fermions with different Fermi momenta is to first create a fictitious state where both fermion species occupy states up to an average, “common” Fermi surface. This costs free energy. Then, Cooper pairs can form at the common Fermi surface in the usual way, which results in a gain of free energy. If the mismatch in Fermi momenta is small enough, the condensation energy from pairing can overcome the cost and the paired state is favored. This is a very general argument and also applies for instance to cold atomic gases made of two fermion species [7]. In the case of dense quark matter, pairing is favoured if $m_s^2/\mu$ is small compared to the energy gap $\Delta$ in the quasiparticle excitation spectrum. Starting from CFL and going down in density means to increase $m_s^2/\mu$, and at large densities we may treat $m_s^2/\mu$ as a small parameter, going beyond pure CFL in a controlled way. (Of course, $m_s$, $\Delta$, and also the strong-coupling constant are actually functions of $\mu$ and thus in a complete treatment there is only a single parameter, the chemical potential.) At first, CFL reacts to the stress imposed in the strangeness sector by producing anti-strangeness via a kaon condensate [8, 9], the kaon being the lightest CFL meson [10]. This modification of the CFL phase is called CFL-$K^0$. Importantly, all quarks remain gapped in this phase and thus the low-energy properties of CFL-$K^0$ are dominated by the meson sector, including the additional Goldstone mode that arises from the condensation of kaons. (If we take into account the electromagnetic interaction, which is mandatory for astrophysical applications due to the long time scales involved there, this Goldstone mode acquires a mass because then strangeness conservation, which is spontaneously broken by kaon condensation, is only an approximate symmetry.)

All other known color superconductors—with the possible exception of the so-called color-spin locked phase [12, 13]—have unpaired fermionic modes. (These modes may form Cooper pairs among themselves, however with much smaller energy gaps.) The reason is that, if the mismatch in Fermi momenta becomes too large, Cooper pairs start to break, first in certain directions in momentum space. The resulting phases typically have counter-propagating currents. In the simplest case, there is only one current and one counter-propagating current, leading to an anisotropic color superconductor. This is manifest in the so-called curCFL-$K^0$ phase, which is the next phase down in density after CFL-$K^0$ [14–16]. Then, more complicated phases with more supercurrents are formed. They break translational symmetry since they exhibit crystalline structures where the quasiparticle gap varies periodically in position space and vanishes on certain surfaces. These so-called Larkin-Ovchinnikov-Fulde-Ferrell (LOFF) phases

---

2 This picture has an interesting analogue for chiral condensation in the presence of a chemical potential and a background magnetic field [6]: here the chemical potential itself is responsible for a mismatch in energy surfaces, in this case of the fermions and anti-fermions that pair. The analogy to Cooper pairing becomes rigorous because a strong magnetic field, just like the Fermi surface for Cooper pairing, leads to an effective dimensional reduction of the gap equation. Possibly this effect on the chiral condensate is relevant for non-central collisions at NICA, where a strong magnetic field is expected to form.
with CFL pairing pattern have the interesting property of being a superfluid and a crystal at the same time, which makes them highly interesting for explaining the phenomenon of pulsar glitches in certain compact stars [17]. If we further increase $m^2/\mu$, we may reach a regime where only up and down quarks form Cooper pairs $\langle ud \rangle$ ("2SC phase" [18]), or where only single-flavor pairs $\langle uu \rangle$, $\langle dd \rangle$, $\langle ss \rangle$ are formed, then in the spin-one channel with a multitude of possible phases, not unlike the phases of superfluid $^3$He [12, 13].

Since we do not know the density dependence of the strange-quark mass, we do not know which of these phases resides in which region of the QCD phase diagram. It is possible that the CFL phase persists down to the phase transition to hadronic matter, in which case a smooth crossover to the hadronic phase is conceivable [19–22]. Or there may be a very rich phase structure in between, which would not be surprising given the complicated phase diagrams of ordinary condensed-matter systems. Of course, in this regime close to the hadronic phase we are already deep in the strongly coupled region where we cannot exclude that even more exotic phases occur, such as the quarkyonic phase, which is predicted for QCD if the number of colors $N_c$ is large [23] and may survive in some form for real-world QCD with $N_c = 3$. At the very least, Cooper pairing will not be restricted anymore to a small vicinity of the Fermi surface, and one can speculate whether QCD exhibits some variant of a BCS–Bose-Einstein-Condensate (BEC) crossover, not unlike ultra-cold atomic gases where the interaction strength can be tuned experimentally [24].

4 Critical temperature

For a possible creation of color-superconducting phases at NICA we would like to know at which temperatures they can be expected to be found. In the asymptotic regime, a weak-coupling calculation for CFL yields the following relation between the critical temperature and the zero-temperature quasiparticle gap $\Delta$,

$$T_c = 2^{1/3} \frac{\gamma}{\pi} \Delta \simeq 0.71 \Delta,$$

(2)

with the Euler-Mascheroni constant $\gamma$. This relation is similar, but not identical to BCS theory [25]. The difference is the factor $2^{1/3}$, which arises due to the two-gap structure of CFL, where 8 quasiparticles have a gap $\Delta$ in their spectrum and one quasiparticle has a gap $2\Delta$. Such a two-gap structure generally induces a modification in the BCS relation between $T_c$ and $\Delta$ (as does an anisotropic condensate). The weak-coupling result for the gap is $\Delta \propto \mu \exp(-\text{constant}/g)$, where $g$ is the strong-coupling constant\(^3\). The critical temperature acquires corrections from gluon fluctuations, which increase $T_c$ by a factor $[1 + O(g)]$ and turn the phase transition from a color-superconducting phase to unpaired quark matter into a first-order phase transition [26]. Extrapolating this result to quark chemical potentials of $\mu \sim 400$ MeV, assuming $g \sim 3.5$ at that value of $\mu$, gives a critical temperature of about $T_c \sim 40$ MeV, where the enhancement through gluon fluctuations contributes by a factor $\sim 3$. This factor and the result using the BCS gap are bold extrapolations over many orders of magnitude. It is interesting, however, that this estimate is in approximate agreement with estimates from the NJL model which predicts $T_c \sim (10–100)$ MeV [27–30], or larger if the Polyakov loop is included into the model [31, 32]. The fact that two completely different approaches agree, one from ultra-high density and one from a phenomenological model with parameters matched to low-density quantities, gives us some confidence that this estimate for the critical temperature is meaningful. One concludes that compact stars (which cool down very quickly from about 10 MeV at their birth to temperatures in the keV regime) are clearly cold enough to accommodate color superconductors, i.e., if quark matter exists in the core of compact stars it is very likely to be a color superconductor. For matter created at NICA a prediction is less firm, but temperatures around or even below $\sim 10$ MeV are certainly conceivable, especially since all above mentioned corrections to the weak-coupling BCS result tend to enhance the critical temperature.

5 Phenomenology and observables

Color-superconducting phases have interesting phenomenological properties which have mostly been studied in view of astrophysical applications. In this context, one is for instance interested in the equation of state, neutrino emissivity, and various transport properties, which can be related to observables such as mass and radius of the star, its cooling behaviour, and its rotation frequency [1]. There is a qualitative difference in the neutrino emissivity and the transport properties of CFL and all other non-CFL color superconductors. The reason is that CFL is the only quark matter phase where all fermionic modes are gapped, and the low-energy properties are entirely determined by the Goldstone modes, see for instance refs. [33–35]. Moreover, since CFL is a superfluid, its hydrodynamic properties are nontrivial because the Cooper pair condensate and the thermal excitations give rise to two fluids, just like the hydrodynamics of superfluid helium is described in a two-fluid picture [36, 37]. (In the astrophysical context, the normal fluid can sometimes be neglected due to the low temperatures; for heavy-ion collisions at NICA this would presumably be a very bad approximation.) In CFL-$K^0$ there is even a third fluid component because of the presence of the kaon condensate. The hydrodynamics of high-energy superfluids are studied extensively in the context of compact stars. In particular, hydrodynamic properties of superfluid neutrons and superconducting protons have been investigated, taking into account the formation of vortices and magnetic flux tubes in a rotating star. Besides superfluidity in nuclear matter, it is conceivable...
that a compact star contains superfluid CFL matter in its core. Studies towards a better understanding of relativistic superfluids, starting from a microscopic-field theoretical model, have been put forward recently [38–41], including the discussion of energetic and dynamical instabilities [42] which are of potential relevance for heavy-ion collisions, not unlike the chromo-Weibel instability of the quark-gluon plasma [43, 44] that may play a role in the fast thermalization. It will be interesting to see whether NICA may produce sufficiently cold and dense matter to produce superfluidity in quark (or nuclear) matter. This would be particularly intriguing because we know from heavy-ion collisions at RHIC and the LHC that hydrodynamics is a very useful tool to relate microscopic physics (i.e., transport properties such as the shear viscosity) to observables such as the elliptic-flow coefficient $v_2$ [45]. Possibly, for matter created at NICA this hydrodynamic description will have to be extended to superfluid hydrodynamics, likely resulting in a qualitative change in $v_2$.

Apart from effects on the hydrodynamics, it has also been suggested that the transition to a color-supercconducting phase may affect the photon propagator and thus dilepton production in a heavy-ion collision [46–48], although this seems to require the cold quark matter phase to be an electromagnetic superconductor, which is the case for certain single-flavor color superconductors [49], but not for the CFL or 2SC phases. Another interesting possibility is the existence of two critical points at the two ends of a first-order phase transition line, the first of which —at high temperature— is a matter of intense study in the context of heavy-ion collisions since it is expected to have observational signatures in the center-of-mass energy dependence of certain particle number fluctuations [50, 51]. The existence of a second critical point —at a lower temperature— would have the same observational effects and would indicate a crossover from nuclear matter to the CFL phase at zero temperature [20].
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