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Abstract

This brief article gives an overview of quantum mechanics as a quantum probability theory. It begins with a review of the basic operator-algebraic elements that connect probability theory with quantum probability theory. Then quantum stochastic processes is formulated as a generalization of stochastic processes within the framework of quantum probability theory. Quantum Markov models from quantum optics are used to explicitly illustrate the underlying abstract concepts and their connections to the quantum regression theorem from quantum optics.

1 Introduction

Many phenomena display dynamics that appear to be random and can often be accurately modeled as stochastic processes. The modern theory of stochastic processes is built upon the measure-theoretic axiomatization of probability theory as developed by Kolmogorov in the 1930’s; for a historical overview, see, e.g., [1, 2]. These theories underpin the stochastic systems
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theory and stochastic control theory that find wide applications in disciplines such as engineering (in particular control engineering), economics, and mathematical finance. At the atomic size and energy scales, where classical physics is superseded by quantum mechanics, randomness is inherent. Indeed, measurement of a quantum mechanical system yields a random outcome, as dictated by the measurement postulate of quantum mechanics. Research into the axiomatic foundation of quantum mechanics since the seminal work of von Neumann have lead to the recognition that quantum mechanics is essentially a non-commutative generalization of probability theory. That is, *quantum mechanics is a quantum probability theory*.

Quantum probability theory provides a rigorous basis for studying quantum stochastic processes and developing a modern formulation of quantum stochastic systems and control theory. This facilitates the systematic formulation and solution of estimation and feedback control problems for quantum systems [3, 4, 5, 6]. This article provides an overview of quantum probability theory and the formulation of quantum stochastic processes and quantum Markov processes based on this theory. The abstract mathematical concepts introduced will then be explicitly illustrated in the context of quantum Markov models for a large class of quantum optical devices.

We will use fairly standard notations, with additional notations introduced later in the text. $\mathbb{R}$, $\mathbb{C}$ and $\mathbb{R}_{0+}$ denote the real and complex numbers, and $\mathbb{R}_{0+} = [0, \infty)$, respectively. For $c \in \mathbb{C}$, $\overline{c}$ is its complex conjugate. For a complex-valued function $X$, $X(\cdot) = \overline{X(\cdot)}$. For a set $S$, $S^n$ denotes the $n$-fold direct product $S^n = S \times S \times \cdots S$. The indicator function for a set $A$ is denoted by $1_A$. A Dirac ket $|x\rangle$ denotes a complex vector in a Hilbert space while a bra $\langle x|$ denotes the conjugate transpose (or dual functional) of the vector. Thus $\langle x|y \rangle$ is the inner product of $|x\rangle$ and $|y\rangle$. For any operator $X$ mapping a Hilbert space to another, $X^\dagger$ denotes the adjoint of $X$ (if $X$ maps a Hilbert space to itself then $X^\dagger$ is also referred to as the Hermitian conjugate). Tr($X$) denotes the trace of a trace-class operator. For a self-adjoint (Hermitian) operator $X$, $X \geq 0$ denotes a positive operator, $\langle x|X|x \rangle \geq 0$ for all elements $x$ of the Hilbert space.
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2 Quantum probability theory and quantum stochastic processes

A (classical) probability space is a tuple $(\Omega, \mathcal{F}, \mathbb{P})$, where $\Omega$ is the sample space, $\mathcal{F}$ the event set as a $\sigma$-algebra of subsets of $\Omega$, and $\mathbb{P}$ is a probability measure on the measure space $(\Omega, \mathcal{F})$. We endow $\mathbb{C}$ with its Borel $\sigma$-algebra $\mathcal{B}(\mathbb{C})$, making $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ a measurable space. A random variable $X : (\Omega, \mathcal{F}) \to (\mathbb{C}, \mathcal{B}(\mathbb{C}))$ is a measurable complex-valued map from $\Omega$ to $\mathbb{C}$ (for the sake of simplicity, we intentionally restrict ourselves only to random variables taking values in $\mathbb{C}$). The expectation value $E[\ X \ ]$ of $X$ is given by $E[\ X \ ] = \int_\Omega X(\omega) \mathbb{P}(d\omega)$. Given a sub-$\sigma$-algebra $\mathcal{G}$ of $\mathcal{F}$, the conditional expectation of a random variable $X$ on $\mathcal{G}$, denoted by $E[\ X \mid \mathcal{G}]$, is a random variable with the properties: (i) $E[\ X \mid \mathcal{G}]$ is $\mathcal{G}$-measurable, and (ii) $E[E[\ X \mid \mathcal{G} \mid \mathcal{H}] \mid \mathcal{G}] = E[\ X \mid \mathcal{H}]$ for any $\mathcal{G}$-measurable random variable $K$. It follows from this definition that if $\mathcal{G}$ and $\mathcal{H}$ are sub-$\sigma$-algebras of $\mathcal{F}$ with $\mathcal{H} \subset \mathcal{G}$ then $E[E[\ X \mid \mathcal{G}] \mid \mathcal{H}] = E[X \mid \mathcal{H}]$ (the tower property).

For the rest of the article, let $T \subseteq \mathbb{R}$ denote a time index. For example, $T$ can be discrete as in $T = \{0, 1, 2, \ldots\}$ or it can be continuous as in $T = [0, \infty)$. Given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, a classical stochastic process over $T$ is a collection of random variables $\{X_t\}_{t \in T}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ indexed by elements of $T$. From a practical perspective, one would not start with a given $(\Omega, \mathcal{F}, \mathbb{P})$ but with the specification of a countable collection of finite-dimensional probability distributions $F_{t_1, t_2, \ldots, t_n}(C_1, C_2, \ldots, C_n) = \mathbb{P}(X_{t_1} \in C_1, X_{t_2} \in C_2, \ldots, X_{t_n} \in C_n)$ for any integer $n \geq 1$, any collection of distinct points $t_1, t_2, \ldots, t_n \in T$ and any $C_j \in \mathcal{B}(\mathbb{C})$, $j = 1, 2, \ldots, n$, which describe the stochastic process. As is well-known, under the Kolmogorov consistency conditions on the finite-dimensional distributions, a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ can be reconstructed on which the stochastic process $\{X_t\}_{t \in T}$ satisfying all the specifications of the finite-dimensional distributions can be realized; see, e.g., [7].

\footnote{In this article we will use the qualifier "classical" in brackets to emphasize that a theory is not quantum mechanical}
An equivalent formulation of probability theory in terms of algebras of operators over a Hilbert space, attributed to Gelfand [8, Theorem 3.2], is the key to connecting probability theory to quantum mechanics. Consider an essentially bounded random variable \( X \) on \((\Omega, \mathcal{F}, \mathbb{P})\), \( \text{ess} \sup_{\omega \in \Omega} |X(\omega)| < \infty \). Denote the class of all such random variables by \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \). Each element of \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \) may be viewed as a multiplication operator on elements of the Hilbert space \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \) of square-integrable complex-valued functions on \((\Omega, \mathcal{F}, \mathbb{P})\), in the sense that \( X : Y(\cdot) \in L^2(\Omega, \mathcal{F}, \mathbb{P}) \mapsto X(\cdot)Y(\cdot) \in L^2(\Omega, \mathcal{F}, \mathbb{P}) \). The class \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \) is closed under the ‘+’ operation \( (X_1, X_2 \in L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow X_1 + X_2 \in L^\infty(\Omega, \mathcal{F}, \mathbb{P})) \) and under the commutative operator composition operation \( (X_1, X_2 \in L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \rightarrow X_1X_2 = X_2X_1 \in L^\infty(\Omega, \mathcal{F}, \mathbb{P})) \). Moreover, an antilinear unary involution operator can be defined on \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \) as \((^* : X \mapsto \overline{X})\). Thus, \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \) forms a commutative *-algebra of operators.

A state \( \mu \) on a *-operator algebra \( \mathcal{A} \) with identity operator \( I_{\mathcal{A}} \) (with respect to the composition operation) is a linear complex functional on \( \mathcal{A} \) which is positive (i.e., \( \mu(A) \geq 0 \) for all \( 0 \leq A \in \mathcal{A} \)) and unital, \( \mu(I_{\mathcal{A}}) = 1 \). A map \( M \) acting on \( \mathcal{A} \) (such as the state \( \mu \)) is said to be normal if \( M(\sup_{\alpha} A_{\alpha}) = \sup_{\alpha} M(A_{\alpha}) \) for any bounded increasing net \( \{A_{\alpha}\} \) of positive elements in \( \mathcal{A} \). The algebra \( L^\infty(\Omega, \mathcal{F}, \mathbb{P}) \) is a commutative *-operator algebra on \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \) (since the composition operation is commutative) and \( \mathbb{E}[\cdot] \) is a normal state on this algebra; see, e.g., [3] and the references therein. More precisely, the *-algebra is a commutative von Neumann algebra [9, 3].

Conversely, it can be shown that any commutative von Neumann algebra \( \mathcal{A} \) and a unital normal state \( \mu \) on \( \mathcal{A} \) is *-isomorphic (a bijective correspondence that preserves the involution operation \(^*\)) to \( (L^\infty(\Omega, \mathcal{F}, \nu), \mathbb{E}) \), where \( \mathbb{E}[\cdot] = \int_{\Omega} (\cdot)(\omega) \mathbb{P}(d\omega) \) for some probability measure \( \mathbb{P} \) on \((\Omega, \mathcal{F})\) which is absolutely continuous with respect to \( \nu \). This suggests that a natural generalization of probability theory would be a non-commutative von Neumann algebra \( \mathcal{A} \) with identity operator \( I_{\mathcal{A}} \) that is endowed with a unital normal state \( \mu \); see [8] for a historical overview of quantum probability theory. The pair \((\mathcal{A}, \mu)\) is referred to as a quantum probability space. If \( \mathcal{B} \subset \mathcal{A} \) is a Neumann algebra containing \( I_{\mathcal{A}} \) then a positive linear map \( E^\mathcal{B} : \mathcal{A} \rightarrow \mathcal{B} \) is a conditional expectation map if \( \mu(x_1 Ax_2) = \mu(x_1 E^\mathcal{B}[A]x_2) \) for any \( A \in \mathcal{A} \) and \( x_1, x_2 \in \mathcal{B} \).

The physical interpretation associated with a quantum probability space is as follows. The underlying Hilbert space of the von Neumann algebra corresponds to the Hilbert space of a quantum mechanical system. The
Hermitian elements of the algebra represent physical observables. Orthogonal projection operators in the algebra (operators $P$ satisfying $P^2 = P = P^\dagger$) represent events that can take place, such as the event that “Observable $X$ takes on the value $c$ on measurement”. Two events $P_1$ and $P_2$ are compatible if they commute; these are events that can be assigned a joint probability distribution in the classical sense. If the initial state is the density operator $\rho$, then $\mu(X) = \text{Tr}(\rho X)$ for any observable $X$. As will be seen next, in a quantum probability space it is more natural to consider quantum dynamics in the Heisenberg picture, where operators evolve in time and the state is fixed to the initial one.

Let $\mathcal{B}$ and $\mathcal{A}$ be von Neumann algebras with identity operators $I_{\mathcal{B}}$ and $I_{\mathcal{A}}$, respectively, and $(\mathcal{A}, \mu)$ a quantum probability space. A quantum stochastic process over $\mathcal{B}$ indexed by $T \subseteq \mathbb{R}$ is a tuple $(\mathcal{A}, \{j_t\}_{t \in T}, \mu)$ where $j_t$ is a *-homomorphism of $\mathcal{B}$ into $\mathcal{A}$ for each $t \in T$ (i.e., $j_t(A^\dagger) = j_t(A)^\dagger$ and $j_t(AB) = j_t(A)j_t(B)$ for any $A, B \in \mathcal{A}$) such that $j_t(I_{\mathcal{B}}) = I_{\mathcal{A}}$, and $\mathcal{A} = vN(\{j_t(\mathcal{B}), t \in T\})$. Here $j_t(\mathcal{B}) = \{j_t(b), b \in \mathcal{B}\}$ and $vN(\mathcal{A})$ denotes the von Neumann algebra generated by the operators in $\mathcal{A}$. Since $j_t(X)$ need not commute at different times for any $X \in \mathcal{B}$, one cannot in general assign a joint probability distribution to the process $\{j_t(X)\}_{t \in T}$, thus it does not have the exact analogue of a collection of finite-dimensional distributions that characterize a classical stochastic process. As a substitute for the finite-dimensional distributions, we introduce finite-dimensional correlation kernels $w_{t_n}$. For any integer $n \geq 1$, let $b_n = (b_1, b_2, \ldots, b_n) \in \mathcal{B}^n$ with $b_1, b_2, \ldots, b_n \in \mathcal{B}$ and $t_n = (t_1, t_2, \ldots, t_n) \in \mathbb{R}^n$, and define $j_{t_n}(b_n) = j_{t_n}(b_1) \cdots j_{t_n}(b_2) j_{t_1}(b_1)$. Then we define the finite-dimensional correlation kernels as:

$$w_{t_n}(a_n, b_n) = \mu(j_{t_n}(a_n)^\dagger j_{t_n}(b_n)). \quad (1)$$

One can define a notion of equivalence between two quantum stochastic processes $(\mathcal{A}_k, \{j_{k,t}\}_{t \in T}, \mu_k)$ for $k = 1, 2$ [10, §1]. Also, a reconstruction theorem analogous to reconstruction theorems for stochastic processes from finite-dimensional distributions in the classical setting, such as the Kolmogorov extension theorem, can be established [10, Theorem 1.3]. Roughly speaking, it states that under certain technical assumptions on $w_{t_n}$ there exists a quantum stochastic process with $w_{t_n}$ as its correlation kernels, which is unique up to equivalence.

Markov processes are an important and large class of stochastic processes that are employed as models for many applications across diverse fields.
Roughly speaking, it is a process where given the present, the future of the process is independent of its past. In the quantum setting, one encounters quantum stochastic processes with an analogous property but properly interpreted since the process generally involves non-commuting operators that do not have a joint probability distribution. They are prominent in quantum optics to model a wide-range of situations involving the interaction of localized quantum systems with travelling optical fields, and are used to accurately describe many quantum optical devices [11, 6].

Consider a stochastic process \( \{X_t\} \) with \( t \in T \subseteq \mathbb{R} \). Then the process is Markov if for any integer \( n \geq 2 \) and any \( t_1, t_2, \ldots, t_n \in T \) satisfying \( t_1 < t_2 < \ldots < t_n \) we have that \( \mathbb{P}(X_{t_n} \in A \mid \sigma(\{X_{t_k}\}_{k=1,\ldots,n-1})) = \mathbb{P}(X_{t_n} \in A \mid \sigma(\{X_{t_{n-1}}\})) \) for any \( A \in \mathcal{B}(\mathbb{C}) \), where \( \sigma(Y) \) denotes the \( \sigma \)-algebra generated by the random variables in \( Y \). That is, given a sequence \( \{X_{t_k}\}_{k=1,2,\ldots,n-1} \), \( X_{t_n} \) only depends on the most recent past, \( X_{t_{n-1}} \). Due to non-commutativity, this definition cannot be extended in an analogous way to define a quantum Markov process on a quantum probability space.

To introduce quantum Markov processes, we follow the treatment in [10]. We start with the definition of canonical maps. Consider a quantum probability space \( (\mathcal{A}, \mu) \) and let \( \mathcal{A}_{[s,t]} = vN(\{j_u(\mathcal{B}), s \leq u \leq t \in T\}) \), \( \mathcal{A}_{[s]} = \mathcal{A}_{(-\infty,s]} \), \( \mathcal{A}_t = \mathcal{A}_{[t]} \) and \( \mathcal{A}_{[s,\infty)} = \mathcal{A}_{[t,\infty)} \). A two-parameter family \( \{E_{s,t}\}_{s \leq t \in T} \) of completely positive identity preserving maps \( E_{s,t} : \mathcal{A}_{[s]} \to \mathcal{A}_{[s,\infty)} \) for \( s < t \in T \), which are compatible with \( \mu \) in the sense that \( \mu|_{\mathcal{A}_{[s,t]}} = \mu|_{\mathcal{A}_{[s]}} \circ E_{s,t}, \forall s < t \in T \), is said to be a family of canonical maps if they have the properties: (i) \( E_{s,t} \) is a normal map and (ii) \( E_{s,t}E_{t,u} = E_{s,u} \) for all \( s < t < u \in T \). We have the following definition of a quantum Markov process.

**Definition 1 (Quantum Markov process)**

A quantum stochastic process \( (\mathcal{A}, \{j_t\}_{t \in T}, \mu) \) over the von Neumann algebra \( \mathcal{B} \) is a quantum Markov process if the canonical maps satisfy \( E_{s,t}(\mathcal{A}_{[s,t]} \subseteq \mathcal{A}_{[s]} \forall s < t \in T) \).

The definition is slightly relaxed from the one given in [10] in that \( \mu \) is not required to be faithful, only existence of the canonical maps is imposed.

Let \( j_t \) have the left inverse \( j_t^* : \mathcal{A} \to \mathcal{B} \) for all \( t \in T \) and define \( E_{t,t} \) as the identity map on \( \mathcal{A}_{[t]} \). Then we can define a two-parameter family \( \{Z_{s,t}\}_{s \leq t \in T} \) of completely positive identity preserving maps of \( \mathcal{B} \) to itself, defined by \( Z_{s,t} = j_s^*E_{s,t}j_t, s \leq t \in T \), satisfying \( Z_{s,t}Z_{t,u} = Z_{s,u} \forall s \leq t \in T \). In general, \( \{E_{s,t}\} \) will not be conditional expectations of \( \mathcal{A}_{[s]} \) to \( \mathcal{A}_{[s]} \) unless additional
technical conditions, such as from the Tomita-Takesaki theory, are satisfied \cite{11} p. 109. Note, however, that \(E_{s,t}\) will be a conditional expectation when \(\mathcal{A}\) is a commutative algebra. If we assume that the canonical maps are conditional expectations then we have that \cite{11} Theorem 2.1

\[
E_{t_0,t_n}(j_{t_1}(a_1)^\dagger \cdots j_{t_n}(a_n)^\dagger j_{t_1}(b_n) \cdots j_{t_1}(b_1)) = j_{t_0}Z_{t_0,t_1}(a_1^\dagger \cdots Z_{t_{n-1},t_n}(a_n^\dagger b_n) \cdots b_2)b_1), \tag{2}
\]

for any integer \(n \geq 1\), any \(t_0 \leq t_1 \leq \ldots \leq t_n \in T\) and any \(a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_n \in \mathcal{B}\). When the canonical maps are also conditional expectations, there exists a one-parameter family \(\{E_t\}_{t \in T}\) of conditional expectations mapping \(\mathcal{A}\) to \(\mathcal{A}_t\) for each \(t \in T\), which are compatible with \(\mu\), such that \(E_{s,t} = E_s|_{\mathcal{A}_t}\) for all \(s < t \in T\). In terms of this one parameter family, the Markov property can be stated as \(E_s(\mathcal{A}_s) = \mathcal{A}_s, \forall s \in T\). The family \(\{E_s\}_{s \in T}\) satisfies the following properties:

\[
E_s(ab) = E_s(a)b, \forall a \in \mathcal{A}, b \in \mathcal{A}_s \tag{3}
\]

\[
\mu = \mu|_{\mathcal{A}_s} \circ E_s \tag{4}
\]

\[
E_sE_t = E_{s \wedge t}. \tag{5}
\]

We can now define quantum Markov processes with conditional expectations, as follows:

**Definition 2** \(\{\mathcal{A}, \{jt\}_{t \in T}, \mu\}\) is a quantum Markov process with conditional expectations if there exists a family of normal conditional expectations \(\{E_t\}_{t \in T}\), mapping \(\mathcal{A}\) to \(\mathcal{A}_t\) for each \(t \in T\), satisfying \(E_s(\mathcal{A}_s) = \mathcal{A}_s, \forall s \in T\) and \(\text{(3)}-\text{(5)}\).

The special structure of quantum Markov processes with conditional expectations entails that their associated multi-time correlation kernels \cite{11} also have a special structure, which will be given in a theorem below. In a slightly different form (to be discussed in the next section), this result is known in the physics literature, in particular in quantum optics, as the “quantum regression theorem”.

**Theorem 3** *(Quantum regression theorem)* Let \(t_n = (t_1, t_2, \ldots, t_n) \in T^n\) with \(t_1 \leq t_2 \leq \ldots \leq t_n\). Then for any integer \(n\), the time-ordered correlation kernels \(w_{t_n}(a_n, b_n)\), with \(a_n, b_n \in \mathcal{B}^n\), of a quantum Markov process with conditional expectations are given by:

\[
w_{t_n}(a_n, b_n) = \mu \circ j_{t_1}(a_1^\dagger Z_{t_1,t_2}(a_2^\dagger \cdots Z_{t_{n-1},t_n}(a_n^\dagger b_n) \cdots b_2)b_1). \tag{6}
\]
We will now make the abstract notions presented above explicit by connecting them with concrete quantum Markov models from quantum optics. We consider a localized quantum system with a finite-dimensional Hilbert space $\mathcal{H}$ coupled to a single propagating optical field. We assume the rotating wave approximation and Markov approximation on the coupling of the system and the field [11]. The Hilbert space of the field is the boson (symmetric) Fock space $\mathfrak{F} = \Gamma_s(\mathcal{H})$ over the Hilbert space $\mathcal{H} = L^2(\mathbb{R}_{0+})$ of square-integrable complex functions on $\mathbb{R}_{0+}$, for details see [12], [13], [14]. We have the direct-sum decomposition $\mathfrak{F} = \mathbb{C} \bigoplus \bigoplus_{k=1}^{\infty} \mathcal{H}^\otimes_s k$ (where $\otimes_s$ denotes the symmetric tensor product), where $\mathcal{H}^\otimes_s k$ is the $k$-photon subspace. Also, for any positive integer $n$ and $t_0 = 0 < t_1 < t_2 < \ldots < t_n < t_{n+1} = \infty$, we have the tensor-product decomposition over time, $\mathfrak{F} = \bigotimes_{k=0}^{n} \mathfrak{F}_{[t_k, t_{k+1}]}$, where $\mathfrak{F}_{[t_k, t_{k+1}]} = \Gamma_s(\mathcal{H}_{[t_k, t_{k+1}]}))$, and $\mathcal{H}_{[t_k, t_{k+1}]} = L^2([t_k, t_{k+1}])$ is the space of square-integrable functions on $[t_k, t_{k+1}]$.

The field has annihilation and creation densities, $b(t)$ and $b^\dagger(t)$, respectively, that satisfy the commutation relation $[b(t), b^\dagger(s)] = \delta(t-s)$ for all $s, t \geq 0$. For any $f \in \mathcal{H}$, let $B(f) = \int_0^\infty \overline{f(s)} b(s) ds$, $B^\dagger(f) = \int_0^\infty f(s) b^\dagger(s) ds$. Then we have the commutation relations, $[B(f), B(g)] = [B^\dagger(f), B^\dagger(g)] = 0$ and $[B(f), B^\dagger(g)] = \int_0^\infty \overline{f(s)} g(s) ds$. Let $|\Phi\rangle$ denote the vacuum state of the field, a state in which the field has no photons. In this state, $b(t)|\Phi\rangle = 0$ for all $t \geq 0$ and thus also $B(f)|\Phi\rangle = 0$. Taking $f$ informally as $f = 1_{[t, t+dt]}$, we can define the differentials $dB(t) = B(1_{[t, t+dt]})$ and $dB^\dagger(t) = B^\dagger(1_{[t, t+dt]})$. It follows that $dB(t)|\Phi\rangle = 0$, $\langle \Phi| dB(t) dB^\dagger(t)|\Phi\rangle = dt$ and $\langle \Phi| dB(t) dB^\dagger(t) dB^\dagger(t)|\Phi\rangle = \langle \Phi| dB^\dagger(t) dB^\dagger(t) dB^\dagger(t)|\Phi\rangle = 0$. This informally yields the Itô table in the vacuum state (see [12], [13], [14] for a rigorous treatment):

| $\times$ | $dt$ | $dB$ | $dB^*$ |
|---------|------|------|--------|
| $dt$    | 0    | 0    | 0      |
| $dB$    | 0    | 0    | $dt$   |
| $dB^*$  | 0    | 0    | 0      |

Take $T = \mathbb{R}_{0+}$ and let the system have Hamiltonian $H$. If the optical field is initialized in the vacuum state, the joint unitary propagator is given by the solution to a quantum stochastic differential equation (QSDE)\footnote{Here we do not consider a general QSDE as we do not include the so-called gauge or exchange process $\Lambda(t)$; see [12] for details.} [12]:

$$dU(t) = (-iH + (1/2)L^\dagger L) dt + dB^\dagger(t) L - L^\dagger dB(t) U(t),$$
with $U(0) = I$. Here $L : h \to h$ is a bounded system operator through which the system is coupled to the field. Let $\mathfrak{f}_t = \mathfrak{f}_{[0,t]}$ and $\mathfrak{f}_t = \mathfrak{f}_{[t,\infty)}$. Also, let $\mathcal{B}(h)$ denote the space of bounded linear operators over a Hilbert space $h$. The solution of the QSDE is adapted, meaning that for each $t \geq 0$ $U(t) = Z(t) \otimes I_{\mathfrak{f}_t}$ for some $Z(t) \in \mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f}_t)$, where $I_{\mathfrak{f}_t}$ is the identity operator on $\mathfrak{f}_t$. Note that $\mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f}_t)$ is a subalgebra of $\mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f})$ by identifying any element $W \in \mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f}_t)$ with its ampliation $W \otimes I_{\mathfrak{f}_t} \in \mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f})$.

Let $j_t(\cdot) = U(t)^\dagger(\cdot)U(t)$. For any system operator $X$ and $t \geq 0$, $j_t(X)$ is the evolution of $X$ in the Heisenberg picture. Now, take $\mathcal{B} = \mathcal{B}(h)$ and let $\mathcal{A}, \mathcal{A}_t$ be as defined previously (in terms of $\mathcal{B}$ and $j_t$). By the adaptedness of $U(t)$, $\mathcal{A}_t$ can be identified as a subalgebra of $\mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f}_t)$. We will next sketch how $(\mathcal{A}, \{j_t\}_{t \in T}, \mu)$ when $\mu$ is a normal state defined by $\mu(\cdot) = \text{Tr}(\rho \otimes |\Phi\rangle \langle \Phi| \cdot)$, where $\rho$ is the initial density operator of the system, defines a quantum Markov process with conditional expectations.

Note that the vacuum state has the decomposition $|\Phi\rangle = |\Phi\rangle_{\mathfrak{f}}|\Phi\rangle_{\mathfrak{f}_t}$, with $|\Phi\rangle_{\mathfrak{f}} \in \mathfrak{f}_t$ and $|\Phi\rangle_{\mathfrak{f}_t} \in \mathfrak{f}_{[t]}$. For each $t \geq 0$, define the operator $E_t : \mathcal{A} \to \mathcal{B}(h) \otimes \mathcal{B}(\mathfrak{f}_t)$ via the identity $\langle \eta'|E_tX|\eta\rangle = \langle \Phi|_{\mathfrak{f}_{[t]}}(\eta'|X|\eta)|\Phi\rangle_{\mathfrak{f}_t}$ for any $X \in \mathcal{A}_t$, and $\eta, \eta' \in h \otimes \mathfrak{f}_t$. Via the map $E_t$ we can then define $E_t : \mathcal{A}_t \to \mathcal{A}_t$ as $E_t = E_t \otimes I_{\mathfrak{f}_t}$. It can be verified that the family $\{E_t\}_{t \in T}$ satisfies \cite{3-5} \cite{13} and are thus conditional expectations. Furthermore, we can define $E_{s,t} = E_s|_{\mathcal{A}_t}$ for all $s < t \in T$ and $\{E_{s,t}\}$ is a family of canonical maps.

In the quantum optics setting considered here, we can state the quantum regression theorem in a more explicit form, as it is usually found in the quantum optics literature. From the definition of $E_{s}\{ | B(t') - B(t) \} = 0$ for any $t' > t > s$. Using this identity and the fact that $E_{s,t}j_t = E_s|_{\mathcal{A}_t}j_t = E_sj_t$, one can compute $Z_{s,t}(X) = j_s^*E_{s,t}j_t(X)$ for any $X \in \mathcal{B}(h)$, $0 \leq s \leq t$. The main step is computing the differential (with respect to $t$, $s$ fixed), $dZ_{s,t}(X) = j_s^*E_{s,t}dj_t(X)$; see, e.g., \cite{12} \cite{13} \cite{14}. This yields the differential equation

$$\frac{\partial}{\partial t}Z_{s,t}(X) = Z_{s,t}(\mathcal{L}(X)), \quad 0 \leq s \leq t,$$

with initial condition $Z_{s,s}(X) = X$. Here $\mathcal{L}$ the well-known Lindblad superoperator in the Heisenberg picture given by $\mathcal{L}(X) = \frac{1}{2}[L^\dagger X + X^\dagger L, X] - i[X, H]$. Defining the adjoint map $Z_{s,t}^*$ via the duality $\text{Tr}(Y^\dagger Z_{s,t}(X)) = \text{Tr}(Z_{s,t}^*(Y)X)$ for all $X, Y \in \mathcal{B}(h)$, it follows that $Z_{s,t}^*$ satisfies the differential
equation (for fixed $s$)

$$\frac{\partial}{\partial t} Z_{s,t}^\star(X) = \mathcal{L}^\star (Z_{s,t}^\star((X))), \ 0 \leq s \leq t,$$

with initial condition $Z_{s,s}^\star(X) = X$, where $\mathcal{L}^\star$ is the Lindblad super-operator in the Schrödinger picture, as the dual to $\mathcal{L}$, given by $\mathcal{L}^\star(\rho) = -\frac{1}{2}L\rho L^\dagger - \frac{i}{2}(L^\dagger L\rho + \rho L^\dagger L) + i[\rho, H]$. This equation has an explicit solution given by $Z_{s,t}^\star = e^{\mathcal{L}^\star(t-s)}$ for $t \geq s$. In terms of $Z_{s,t}^\star$, the time-ordered correlation kernel $w_{t_n}(a_n, b_n)$ can be expressed as

$$w_{t_n}(a_n, b_n) = \text{Tr}(b_n Z_{t_{n-1},t_n}^\star(b_{n-1} \ldots Z_{t_2,t_3}^\star(b_2 Z_{t_1,t_2}^\star(b_1 Z_{t_{1,0}}^\star(\rho)a_1^\dagger)a_2^\dagger) \ldots)a_{n-1}^\dagger)a_n^\dagger).$$

The formula (7) is the familiar form of the quantum regression theorem found in the quantum optics literature [11, §5.2]. Note the nested (or pyramidal) structure of (6) and (7) commensurate with the time-ordering. This structure is fundamental in quantum theory and reflects the fact that probabilities for the outcomes of sequential measurements on a quantum system (by taking the operators $a_k, b_k$ to be events in the algebra) generally depend on the order in which the measurements are performed; see [11, §2.3] and the contribution of Gough in this volume. Also note that for a quantum Markov process with conditional expectations the time-ordered correlations is completely determined by the reduced evolution on the system (with the field traced out), as given by (6) in the Heisenberg picture or (7) in the Schrödinger picture.

### 3 Summary and Future Directions

This review article has provided a brief introduction to quantum mechanics as a quantum probability theory and the notion of quantum stochastic processes and quantum Markov processes in the quantum probabilistic setting. From the control engineering perspective, quantum probability theory provides a theoretical foundation for the analysis and feedback control of a large class of physical systems with well-defined input and outputs, which are ubiquitous in the field of quantum optics, quantum optomechanics and superconducting circuits. Such systems are currently of interest as physical platforms for quantum technologies in sensing, communication and computing.

Readers already familiar with probability theory can use this existing knowledge as a basis for understanding quantum probability theory and its
applications. More recent efforts in quantum stochastics include analysis of the dynamics of quantum systems interacting with travelling fields that are in highly non-Gaussian states such as single-photon states and multi-photon states, cat-states and a class of continuous matrix product states [15, 16, 17, 18, 19]. An important quantum feedback operation in quantum information processing is quantum error correction [20, 21]. Quantum feedback control will become more prominent as technology advances to a stage where more sophisticated quantum error correction codes can be experimentally demonstrated. Control of systems driven by fields in non-Gaussian states for applications such as quantum error correction will be an interesting direction for future research.

4 Cross References

Contribution of J. Gough in this volume.

5 Recommended Reading

For a historical overview of the development of quantum probability theory see [8]. The text [14] provides an introduction to quantum probability theory for readers with a working knowledge of probability theory. Quantum stochastic calculus was developed in [12] and comprehensive introductions can be found in [13, 14]. The theory of quantum feedback networks based on quantum stochastic calculus can found in [22, 5], and for an overview that emphasizes physical perspectives of the network modelling see [23]. For an introduction to quantum filtering theory as a quantum version of stochastic filtering theory see the contribution by Gough in this volume and [3] and the references therein. For optimal quantum feedback control and the separation principle see [4] and the references therein. For an introduction to linear quantum (stochastic) systems as a quantum analog of linear stochastic systems and the modelling of linear quantum optical devices and their applications, see [6].
References

[1] N. H. Bingham, “Studies in the history of probability and statistics XLVI. Measure into probability: From Lebesque to Kolmogorov,” *Biometrika*, vol. 87, no. 1, pp. 145–156, 2000.

[2] G. Shafer and V. Vovk, “The sources of Kolmogorov’s Grundbegriffe,” *Statistical Science*, vol. 21, no. 1, pp. 70–98, 2006.

[3] L. Bouten, R. van Handel, and M. R. James, “An introduction to quantum filtering,” *SIAM J. Control Optim.*, vol. 46, pp. 2199–2241, 2007.

[4] L. Bouten and R. van Handel, “On the separation principle of quantum control,” in *Quantum Stochastics and Information: Statistics, Filtering and Control (University of Nottingham, UK, 15 - 22 July 2006)*, V. P. Belavkin and M. Guta, Eds. Singapore: World Scientific, 2008, pp. 206–238.

[5] J. Gough and M. R. James, “The series product and its application to quantum feedforward and feedback networks,” *IEEE Trans. Automat. Control*, vol. 54, no. 11, pp. 2530–2544, 2009.

[6] H. I. Nurdin and N. Yamamoto, *Linear Dynamical Quantum Systems: Analysis, Synthesis, and Control*, ser. Communications and Control Engineering. Cham: Switzerland: Springer, 2017.

[7] P. Billingsley, *Probability and Measure*, 2nd ed., ser. Wiley Series in Probability and Mathematical Statistics. Wiley, 1986.

[8] R. F. Streater, “Classical and quantum probability,” *J. Math. Phys.*, vol. 41, no. 6, p. 3556, 2000.

[9] O. Bratelli and D. W. Robinson, *Operator Algebras and Quantum Statistical Mechanics*, ser. Texts and Monographs in Physics. New York: Springer-Verlag, 1979, vol. I.

[10] L. Accardi, A. Frigerio, and J. T. Lewis, “Quantum stochastic processes,” *Publ. RIMS Kyoto Univ.*, vol. 19, pp. 97–133, 1982.
[11] C. W. Gardiner and P. Zoller, *Quantum Noise: A Handbook of Markovian and Non-Markovian Quantum Stochastic Methods with Applications to Quantum Optics*, 3rd ed. Berlin and New York: Springer-Verlag, 2004.

[12] R. L. Hudson and K. R. Parthasarathy, “Quantum Ito’s formula and stochastic evolution,” *Commun. Math. Phys.*, vol. 93, pp. 301–323, 1984.

[13] K. Parthasarathy, *An Introduction to Quantum Stochastic Calculus*. Berlin: Birkhauser, 1992.

[14] P. A. Meyer, *Quantum Probability for Probabilists*, 2nd ed. Berlin-Heidelberg: Springer-Verlag, 1995.

[15] J. Gough, M. R. James, and H. I. Nurdin, “Quantum master equation and filter for systems driven by filed in a single photon state,” in *Proc. IEEE Conference on Decision and Control, pp. 5570 - 5576*, 2011, pp. 5570–5576.

[16] J. E. Gough, M. R. James, and H. I. Nurdin, “Quantum filtering for systems driven by fields in single photon states and superposition of coherent states using non-markovian embeddings,” *Quantum Inf Process*, vol. 12, pp. 1469–1499, 2013.

[17] J. Gough, M. R. James, H. I. Nurdin, and J. Combes, “Quantum filtering for systems driven by fields in single-photon states or superposition of coherent states,” *Phys. Rev. A*, vol. 86, p. 043819, 2012.

[18] J. E. Gough, M. R. James, and H. I. Nurdin, “Quantum trajectories for a class of continuous matrix product input states,” *New J. Phys.*, vol. 16, p. 075008, 2014.

[19] J. E. Gough and G. Zhang, “Generating nonclassical quantum input field states with modulating filters,” *EPJ Quantum Technology*, vol. 2, no. 15, 2015.

[20] D. Gottesman, “An introduction to quantum error correction and fault-tolerant quantum computation,” April 2009, arXiv preprint: [Online] Available: https://arxiv.org/abs/0904.2557.
[21] J. Kerckhoff, H. I. Nurdin, D. Pavlichin, and H. Mabuchi, “Designing quantum memories with embedded control: photonic circuits for autonomous quantum error correction,” *Phys. Rev. Lett.*, vol. 105, pp. 040502–1–040502–4, 2010.

[22] J. Gough and M. R. James, “Quantum feedback networks: Hamiltonian formulation,” *Comm. Math. Phys.*, vol. 287, pp. 1109–1132, 2009.

[23] J. Combes, J. Kerckhoff, and M. Sarovar, “The SLH framework for modeling quantum input-output networks,” *Adv. Phys. X*, vol. 2, no. 784, 2017.