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The creation and curation of environmental data present numerous challenges and rewards. In this study, we reflect on the increasing amount of freely available glacier data (inventories and changes), as well as on related demands by data providers, data users, and data repositories in-between. The amount of glacier data has increased significantly over the last two decades as remote sensing techniques have improved and free data access is much more common. The portfolio of observed parameters has increased as well, which presents new challenges for international data centers, and fosters new expectations from users. We focus here on the service of the Global Terrestrial Network for Glaciers (GTN-G) as the central organization for standardized data on glacier distribution and change. Within GTN-G, different glacier datasets are consolidated under one umbrella, and the glaciological community supports this service by actively contributing their datasets and by providing strategic guidance via an Advisory Board. To assess each GTN-G dataset, we present a maturity matrix and summarize achievements, challenges, and ambitions. The challenges and ambitions in the democratization of glacier data are discussed in more detail, as they are key to providing an even better service for glacier data in the future. Most challenges can only be overcome in a financially secure setting for data services and with the help of international standardization as, for example, provided by the CoreTrustSeal. Therefore, dedicated financial support for and organizational long-term commitment to certified data repositories build the basis for the successful democratization of data. In the field of glacier data, this balancing act has so far been successfully achieved through joint collaboration between data repository institutions, data providers, and data users. However, we also note an unequal allotment of funds for data creation and projects using the data, and data curation. Considering the importance of glacier data to answering numerous key societal questions (from local and regional water availability to global sea-level rise), this imbalance needs to be adjusted. In order to guarantee the continuation and success of GTN-G in the future, regular evaluations are required and adaptation measures have to be implemented.
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BACKGROUND

The amount of glacier data has increased significantly over the last two decades. In the year 2000, data from around a hundred glaciers with direct mass-balance measurements and from around 1,000 glaciers with annual observations of terminus fluctuations were available. Today, satellite data in combination with the Randolph Glacier Inventory (RGI) that became available in 2012 (Pfeffer et al., 2014), enables the observation of all 215,000 glaciers worldwide. As a result, further observational parameters have been included in glacier repositories, such as glacier area and volume changes, flow velocities, ice-thickness distribution and snow-covered areas. This presents new challenges for the international data centers that provide access to glacier data, and fosters new expectations from users. In parallel, the storage (archiving), documentation (metadata), and access to the data and related products have become much more complex.

The Global Terrestrial Network for Glaciers (GTN-G) is the framework for the internationally coordinated monitoring of glaciers in support of the United Nations Framework Convention on Climate Change (UNFCCC). The network, authorized under the Global Climate Observing System (GCOS), is jointly run by the World Glacier Monitoring Service (WGMS), the U.S. National Snow and Ice Data Center (NSIDC), and the Global Land Ice Measurements from Space initiative (GLIMS). GTN-G facilitates free access to data through different platforms (https://www.gtn-g.ch/data_catalog/). This ensures that all data are equally available for any user: findable, accessible, interoperable, and reusable, following the FAIR principles (Wilkinson et al., 2016). While the public or mountain tourists might use the “wgms Glacier App” for a quick overview of available glacier data, scientists typically access data offered by the glacier services using the GTN-G data browser or directly from the catalog listing of data collections held by member repositories. Decision makers make use of edited products such as reports or specific country profiles. Finally, journalists often approach the GTN-G or constituent services directly and ask for support in filtering the main messages out of the full database and in showing different perspectives. Thus, the different repositories serve different user communities and purposes. However, whereas the FAIR principles emphasize the needs of data users, the right of the data providers to be acknowledged should not be neglected. Acknowledgment is accomplished through versioning of the datasets, e.g., via digital object identifiers (DOIs). When users cite datasets and include a DOI, the DOI provides traceability between data creation and use. During the whole process, the proper citation of data origin must be followed and ideally should be controlled by repositories, journals, and funding agencies. However, such control mechanisms have yet to be established by the international community.

Each GTN-G dataset nicely reflects the history of glacier monitoring, which began in 1894 with the internationally coordinated systematic observations on glacier variation (Figure 1). The history mostly followed the overall paradigms in science: after empirical and theoretical investigations, focus was given on simulations and, more recently, on “big data.” For the long-term monitoring of environmental variables, continuous and standardized measurements are of highest priority. The in situ measurements, where methodology has changed little over the last 125 years, are fundamental to this long-term monitoring. On the other hand, in order to capture uniform information on a large scale (glacier distribution, changes in ice thickness), remote sensing data are indispensable. The rise of “big data” in glaciology is a direct result of the rapid increase in remote sensing techniques and corresponding data, as well as free data-access policies (e.g., Landsat; Wulder et al., 2012) and the availability of “analysis ready data,” for example pre-orthorectified satellite scenes in GeoTIF format that can be easily processed and analyzed.

With the increase in volume, timeliness, and variety of data, as well as variety of data users, access becomes ever more challenging and requires improved interfaces (Pospiech and Felden, 2012). Citizens increasingly use data from different sources (maps, tides, etc.) and glaciers all around the world can now be explored and measured without much effort. This has implications for the management and handling of monitoring datasets that affect data providers as well as data users. Hence it is time to critically reflect on the democratization of glacier data. In the context of this study we understand the term “democratizing” as the free access to glacier data for everyone. As this is an active verb, it implies the transition of a former “closed” system to a more “open” system, even if access to most glacier data has been open already for many years (WGMS, 1998). For the future, it is the process of proper
data stewardship and international standardization that ensures the democratization of data. In this context, certification is provided by the CoreTrustSeal (https://www.coretrustseal.org/), an international, community-based, non-governmental, and non-profit organization promoting sustainable and trustworthy data infrastructures.

We here systematically assess all seven GTN-G datasets with a focus on data preservability, accessibility, usability, production sustainability, quality assurance, quality control, quality assessment, transparency/traceability, and integrity, as described by Peng et al. (2015). The individual performance is analyzed with regard to the historical development and the current funding situation of individual datasets, but also with regard to each dataset’s significance and function for environmental monitoring and related decision-making procedures. Particular challenges are stressed and suggestions for solutions are provided by good-practice recommendations. During this process, the requirements of both data providers and data users are considered. Expectations from and ambitions of GTN-G are also formulated, as they direct the way toward the further democratization of glacier data.

DATA AND METHODS

Description of Datasets Available Within the GTN-G

Internationally coordinated collection and distribution of standardized information about glaciers was initiated in 1894 and is, since 1998, coordinated within GTN-G. Since 2008, an international steering committee coordinates, supports, and advises the operational bodies responsible for the international glacier monitoring, which are the WGMS, the NSIDC, and
GLIMS (Zemp, 2011). GTN-G ensures (1) the integration of the various operational databases and (2) the development of a one-stop web interface to these databases. The datasets all have different purposes, formats and histories, reflecting the history of glaciological science (Figure 2). By joint effort, consistency and interoperability of the different glacier databases has had to be developed; the different historical developments and methodological contexts of the datasets are challenges for linking individual glaciers throughout the databases.

For the analysis of the data, the interoperability with web-based services (e.g., cloud services) need to be improved. So far, most of the glacier datasets can be downloaded directly in their entirety and can be integrated into a programmatic local or cloud-based workflow. However, the linking between different GTN-G datasets is not very mature and urgently needs to be developed further. Developed in 2010 and updated since, a map-based web interface spatially links the available data and provides data users a fast overview of all available data (https://www.gtn-g.ch/data_browser/; see Figure 1). The interface was adapted for GTN-G from one developed for the constituent NASA-sponsored GLIMS initiative. It provides fast access to information on glacier outlines from about 215,000 glaciers mainly based on satellite images, length-change time series from 2,581 glaciers, glaciological mass-balance time series from 482 glaciers, geodetic mass-balance series from 37,446 glaciers, special events (e.g., hazards, surges, calving instabilities) from 2,747 glaciers, as well as more than 25,000 photographs (RGI Consortium, 2017; National Snow and Ice Data Center, 2021; WGMS, 2021b). By choosing the browser layer for a particular dataset one can quickly see the spatial distribution of that dataset. Whereas some datasets are fed continuously by an active community (such as the FoG (Fluctuations of Glaciers) and GLIMS datasets), others are created on an ad-hoc basis (GlaThiDa glacier thickness database and RGI dataset), have a random community (Glacier Photograph Collection, Glacier Map Collection) or have been discontinued (World Glacier Inventory, WGI).

The spatio-temporal coverage of the different datasets varies largely, because of their individual histories. For the in situ data there is a significant spatial bias toward the Northern Hemisphere, in particular to Europe and North America, whereas the Andes and Antarctica are underrepresented. In GlaThiDa, the largest spatial gaps persist in Asia, the Russian Arctic, and the Andes. With the recent developments in satellite remote sensing of the cryosphere, the extended sharing of data, and the free availability of a globally complete baseline glacier inventory (the RGI), near global coverage has been achieved for many datasets during the last decades (e.g., Farinotti et al., 2019; Hugonnet et al., 2021). Other temporal gaps in the datasets are related to the limited lifetime of individual projects or institutions. In addition, political crises can have a direct influence on the long-term continuation of data series. An assessment of national glacier distribution and changes, delineating also spatio-temporal gaps, is provided in Gärtner-Roer et al. (2019).

Fluctuations of Glaciers
Internationally collected and standardized data on changes in glacier length, area, volume, and mass, based on in situ and remotely sensed observations, as well as on model-based reconstructions, are compiled in the Fluctuations of Glaciers (FoG) database. The standardized compilation and free dissemination of glacier data from all over the world, as undertaken by the WGMS and its predecessor organizations, are a major contribution to international initiatives and bodies such as the United Nations Framework Convention on Climate Change (UNFCCC) and the Intergovernmental Panel on Climate Change (IPCC) (Figure 2). Since the beginning of coordinated glacier monitoring, the collected data have been published in written reports. The first reports were written in French, but from 1967 on, all reports are published in English (see https://wgms.ch/literature_published_by_wgms). The comprehensive FoG reports represented the backbone of the scientific data compilation, which comes with full documentation on principal investigators, national correspondents, their sponsoring agencies, and publications related to the reported data series. These reports, issued every 5 years, were complemented by the biannual Glacier Mass Balance Bulletin, which presented the data in summary form for non-specialists through the use of graphic presentations rather than as purely numerical data. In 2015, these two publication series were merged into the “Global Glacier Change Bulletin” series with the aim of providing an integrative assessment of worldwide and regional glacier changes at two-year intervals. Beyond these synthesis reports, the FoG data are accessed by downloadable files of past and current versions since 2008 (https://wgms.ch/data_databasesversions/), direct visualizations via the FoG Browser (https://wgms.ch/fogbrowser/), and the “wgms Glacier App” for mobile devices (https://wgms.ch/glacierapp/).

With the inclusion of near real-time measurements at high temporal resolution (e.g., hourly data) for selected study sites and the increasing amount of satellite-derived observations (number of records evolved from a few hundred to more than 200,000 glaciers), the database experienced growing pains. In order to address these challenges, plans for migration to advanced database structures are currently under development.

World Glacier Inventory
The WGI was planned as a snapshot of glacier occurrence on Earth during the second half of the 20th century. In 1976, the United Nations Environment Programme (UNEP), through its Global Environment Monitoring System (GEMS) started supporting activities of a Temporary Technical Secretariat for the World Glacier Inventory (TTS/WGI) established at the Geography Department of ETH (Eidgenössische Technische Hochschule) Zurich. Detailed and preliminary regional inventories were compiled all over the world. From these inventories, statistical measures of the geography of glaciers could be extracted. The WGI completed and updated earlier compilations (e.g., by Mercer, 1967 and Field, 1975). Instructions and guidelines for the compilation of standardized glacier inventory data were developed by UNESCO/IASH (1970), Müller et al. (1977), Müller (1978), and Scherler (1983). The publication of the WGI report (WGMS, 1989) presented the status at the end of 1988, and is the first such compilation to give a systematic global overview. It contains information for
approximately 130,000 glaciers. Inventory parameters include geographic location, area, length, orientation, elevation, and classification. The WGI is based primarily on aerial photographs and topographic maps with most glaciers having one data entry only. Hence, the dataset can be viewed as a snapshot of the glacier distribution in the second half of the 20th century. An update of the WGI was performed in 2012 (WGMS, and National Snow and Ice Data Center, 2012).

The data collection presents a fairly complete, albeit preliminary, picture of the world’s glacierized regions at the given time. The WGI database is stored both at WGMS in Zurich and in the National Snow and Ice Data Center’s NOAA collection, part of the World Data Center for Glaciology in Boulder, Colorado. It is most easily accessed through the website of GTN-G (www.gtn-g.org). The WGI database is searchable by glacier ID, glacier name, or latitude/longitude (as well as other parameters) using the main “Search Inventory” interface. In addition, the “Extract Selected Regions” interface can be used.

It was the sincere wish of organizations and people who have been involved in WGI activities over the years that the information in the publication, together with the data available in the database, be of service to scientists and decision makers concerned with various applications of glacier data both then and in the future (WGMS, 1989). For instance, it was suggested that the information available within the WGI together with other data provided by the WGMS could be usefully applied in studies of the impact of a global warming on the availability of water resources in frozen form, particularly in semi-arid and arid regions bordering glacierized areas. Inventory data had already proven useful for estimating precipitation amounts in some mountainous regions where stations for direct measurements are difficult to establish, and it was expected they would be used for the same purpose in many more regions (WGMS, 1989).

Independent of the high scientific value of the glacier information stored in the WGI, it has some disadvantages when considering today’s applications. The foremost problem is its storage as point information. The shapes and the extents of the glaciers to which the data belong are unknown. It cannot be used for change assessment or any application that requires glacier outlines. The technological revolution in the 1990’s providing Geographic Information Systems (GIS), digital elevation models (DEMs) and satellite data covering nearly each region in the world with glaciers, has made it possible to generate, store and manipulate related vector data. As a consequence, the GLIMS database (see Global Land Ice Measurements From Space) was initiated at the turn of the century, superseding the WGI. The compilation of a near-globally complete dataset of glacier outlines as available from the RGI (see Randolph Glacier Inventory) was, however, only possible once free access to orthorectified satellite data, DEMs, and GIS environments was in place.

Global Land Ice Measurements From Space

The GLIMS glacier database (GLIMS Consortium, 2005) contains multi-temporal outlines of glaciers in a vector format with additional data about each glacier (e.g., name, area, length or mean elevation). All data are stored in a PostGIS relational database, providing support for geographic objects allowing location queries. It emerged from the increasing need for improved calculation of glacier changes and glacier-specific assessments, which were impossible using the point data provided by the WGI (see above). As the WGI and its extended format WGI-XF (Cogley, 2009) was still spatially incomplete, there was also an urgent need to obtain complete global coverage, i.e., to have outlines from all glaciers in the world rather than just 2/3. At the inception of GLIMS in 2010 it was still not known how many glaciers we had on Earth, where they were located and how large they were. Accordingly, all calculations concerned with regional scale hydrology in mountain regions or global scale sea-level rise were highly error prone. With the free availability of multispectral images at 15 m spatial resolution from the ASTER sensor onboard the Terra satellite (after its launch in 1999), the dream of a global glacier database suddenly became realistic. Data
acquisition requests for ASTER were prepared (Raup et al., 2000) and a geospatial database was created (Raup et al., 2007). The relational database included everything that possibly could be derived from a satellite image and slowly filled over the years.

Whereas algorithms for automated mapping of clean glacier ice were already established at that time (e.g., Bayr et al., 1994; Paul et al., 2002), two major bottlenecks hindered rapid and efficient data processing: (a) debris-covered glacier parts were not included and had to be delineated manually and (b) image analysts had to manually orthorectify all ASTER scenes. With no money available for such time-consuming activities both could only be performed as a part of funded research projects that mostly analyzed small regions (e.g., Paul and Kääb, 2005). Fortunately, the opening of the Landsat archive in 2008 (Wulder et al., 2012) suddenly provided free access to all Landsat scenes in an already orthorectified format and obviated the need to use manually orthorectified ASTER imagery. This encouraged glacier mapping over larger regions (Bolch et al., 2010; Frey et al., 2012; Rastner et al., 2012; Guo et al., 2015) which filled the GLIMS database with more, better quality and also multi-temporal data. At the time of writing, the GLIMS database hosts approximately 300,000 glacier outlines (including perennial snow patches), i.e., 40% of the 215,000 glaciers have multi-temporal outlines. The data have been widely used for a range of hydrological and glaciological applications. The datasets stored in GLIMS also formed the base for the compilation of a first globally complete single snapshot inventory (RGI; see next section).

Randolph Glacier Inventory
The RGI was born from two ideas: to have (i) an easily accessible temporal snapshot of glacier extents available that is (ii) globally complete, i.e., there is one outline for each glacier in the world with the relevant attribute information. This idea was motivated primarily by the preparation of IPCC AR5, where a clear need for such a dataset was communicated to the glaciological community to improve the assessment of glacier-related questions (e.g., their contribution to sea-level rise) compared to IPCC AR4. With glacier outlines from the GLIMS database and a special community effort in glacier mapping (for details see Pfeffer et al., 2014), first versions of this dataset were created and provided for the global-scale calculations presented in IPCC AR5 (Vaughan et al., 2013). Given the limited time available for finalizing the product, shortcomings in quality were accepted, noting that the outlines were produced for global to continental scale assessments rather than regional or local ones. Over time, the RGI was continuously improved (version 6.0 appeared in 2017) and the regionally most complete datasets were collected and combined for the best possible product.

Whereas, the initial effort to get all data together in a consistent format was enabled by a couple of engaged individuals, the current effort for compilation of a further improved RGI (version 7) is coordinated by a dedicated IACS working group (https://cryosphericsciences.org/activities/working-groups/rgi-working-group/) that is organizing and structuring the related work. A detailed technical specification about RGI contents, its development over time, and all its contributors is available in the form of a Technical Note from the RGI web page (https://www.glims.org/RGI/00_rgi60_TechnicalNote.pdf). The RGI is split into 19 first order regions, each having its own glacier outlines shapefile and hypsometric data file. When summed up, it contains about 215,000 glacier entities covering an area of more than 723,000 km² (excluding glaciers on the Antarctic Peninsula).

The RGI has likely become one of the single most important datasets for glaciologically and hydrological research. It is widely accepted as the best possible dataset for large scale applications and the number of studies using it might exceed 1000. The related study by Pfeffer et al. (2014) describing version 3.2 in detail is now the most cited publication in the Journal of Glaciology. The intense use of the dataset is also a main reason for ongoing efforts to further improve it, being careful not to lessen its usefulness. For the new version 7 of the RGI it was decided to bring the individual datasets closer to the year 2000 (e.g., to facilitate mass-balance calculations starting with the SRTM or ASTER-derived DEMs from 2000) and swap out datasets with known problems (e.g., too much seasonal snow mapped as glaciers in the Andes) for “better” ones.

A dataset such as the RGI is never perfect nor complete. Whereas, obvious errors such as too much seasonal snow being mapped as glaciers, wrongly mapped debris-covered glaciers or (frozen) lakes or missing glacier parts due to clouds can be detected and corrected, variability in the interpretation (is this a rock glacier or a debris-covered glacier?, where is the drainage divide?) or topological issues (is this one ice cap or many glaciers?) are much harder to address. They will persist in future versions of the RGI as there is no unique right or wrong answer to these questions. In the end, a user of the dataset can always consult the larger GLIMS database when searching for an alternative interpretation of glacier extent or the timing of the outline does not fit to the intended application. Apart from the glacier mapping itself that should become more precise over time as increasingly high resolution satellite images (e.g., Sentinel-2) are available (Paul et al., 2016), the extraction of a “new” RGI version from the GLIMS database is not a button-press application but requires considerable effort. It is yet unclear if funding will be available for this in the future. The creation of RGI version 7 is largely automated now so that future RGI versions can be extracted from the GLIMS glacier database according to a set of pre-scribed criteria with limited effort. However, due to topological inconsistencies and the different internal handling of glacier datasets the creation of this automation has been time-consuming.

Glacier Thickness Database
GlaThiDa is the only worldwide database of glacier ice thickness observations, and thus plays an important role in studies of glacier ice volumes and their potential sea-level rise contributions (e.g., Farinotti et al., 2017; MacGregor et al., 2021). The measurements are compiled from literature reviews (e.g., Gärtner-Roer et al., 2014), imported from published datasets, or submitted by researchers in response to calls for data. While major versions of GlaThiDa are archived at the WGMS (e.g., https://doi.org/10.5904/wgms-glathida-2020-10), the dataset is developed online as a version-controlled “git”
repository (https://gitlab.com/wgms/glathida). The development environment (described in Welty et al., 2020) automatically records changes to the dataset, continuously checks the integrity of the dataset, and provides an interface for bug reports, feature requests, and other community dialogue. Although a few suspicious ice thickness measurements have been flagged manually, source data are not automatically checked for plausibility, and in some cases they may be very wrong (e.g., https://gitlab.com/wgms/glathida/-/issues/25). Additional checks could be developed to automatically flag data that are inconsistent with neighboring measurements, modeled ice thicknesses (e.g., Farinotti et al., 2019), or glacier outlines (e.g., GLIMS, RGI).

Glacier Map Collection

Many glacier maps were published in the FoG reports between 1967 and 2012. They often show individual glaciers and their spatio-temporal changes in very detailed mappings, some of them with outstanding quality. Several glaciers, e.g., Lewis glacier (Kenya), were mapped repeatedly over many decades. This additional dataset complements the FoG database with more qualitative and comprehensive environmental information. To enable a direct access and use, the maps were digitized and made available online in 2018 (wgms.ch/products_fog_maps). Sporadically, additional maps (newly created and digitized old maps) are added to the collection.

Glacier Photograph Collection

The Glacier Photograph Collection (National Snow and Ice Data Center, 2021) is an online (https://nsidc.org/data/glacier_photo/search/), searchable database of digital photographs of glaciers from around the world, some dating back to the mid-19th century, which provide a historical reference for glacier extent. The photos are either scanned from physical objects such as photographic prints or slides or they originated in digital form from a digital camera. As of May 2022, the database contains over 25,500 photographs. Most of the photographs are of glaciers in the Rocky Mountains of North America, the Pacific Northwest, Alaska, and Greenland. However, the collection does include a smaller number of photos of glaciers in Europe, South America, the Himalayas, and Antarctica. The collection includes a number of sub-collections or Special Collections that are distinguished in some way. For example, there is a special collection of Repeat Photography of glaciers that provides a unique look at changes in glaciers over time. These photographs constitute an important historical record, as well as a data collection of interest to those studying the response of glaciers to climate change. Educators use the photographs frequently and artists have found inspiration in the photographs.

The collection is maintained by NSIDC. New photographs are submitted from a wide community and are added to the database sporadically. The collection is accessible on the NSIDC website, using a detailed search interface that allows request for regional or national data and individual glaciers, as well for specific years and single photographers.

Data Stewardship Assessment: Parameters

The assessment of the different GTN-G datasets is performed by the compilation of individual maturity matrices. Each matrix compiles all information on preservability, accessibility, sustainability, quality, reproducibility, and integrity of the data and metadata in each dataset following the approach by Peng et al. (2015, 2019), which is explained in more detail below. The assessment is based on the conceptual model and the related scoreboard presented by Peng et al. (2015). The individual evaluation criteria are slightly adapted to the “language” of glaciologists (see Table 1). The individual assessments of the seven datasets are compiled in a separate score table (Table 2).

This maturity scale contains nine key components. For each dataset, a maturity score from 1 to 5 is assigned, representing five levels of maturity. The levels range from Level 1, corresponding to a dataset that was developed *ad-hoc* and that is not managed, to Level 5, representing a dataset that is optimally managed and developed on the long-term and that is externally audited (Table 1). The assessment was compiled by the authors of the present paper who are managers of the different GTN-G datasets. This expert evaluation is characterized by a multi-step approach. First, each manager completed a full assessment of their respective dataset (self-assessment) based on their interpretation of the criteria as compiled in Table 1 and their reading of the original work by Peng et al. (2015). Second, as each dataset is run by several experts, the individual assessments were discussed with the other people responsible for the dataset in an iterative process to achieve a consensus. In a last iteration, this consensus assessment was presented to and discussed with the managers of the other datasets, representing also the GTN-G Executive Board. Related key words for the assignment of the score are given in Table 1 for each assessment criteria (key component). In the following, the assessment criteria are described from a more glaciological perspective:

Preservability

Are there any archiving standards (e.g., CoreTrustSeal) for the dataset? Is there redundancy? Do the archiving processes follow certain standards? Is there any predictive planning for future changes?

Accessibility

Are the data publicly available? Do the data services follow the sense of community standards? Is there additional dissemination of data products to enhance data accessibility for different user groups?

Usability

Data format: is it standard/non-standard? Are there interoperable formats? Is the available metadata adequate and in a usable form? Are the data and metadata sufficiently documented? Is there any need for specific knowledge to use the data? Are there online capabilities available, such as visualizations or a product user guide?
| Maturity scale / GTN-G data sets (across) | Level 1 | Level 2 | Level 3 | Level 4 | Level 5 |
|------------------------------------------|--------|--------|--------|--------|--------|
| **Key components (below)**               | Ad-hoc not managed | Minimal managed limited | Intermediate managed defined partially implemented | Advanced managed well-defined fully implemented | Optimal level 4 + measured controlled, audit |
| Preservability: (The state of being preservable) | Any data storage location data only (no metadata) | Non-designated repository data storage redundant limited archiving metadata | Designated repository (e.g., CoreTrustSeal) data storage redundant community-standard archiving metadata limited archiving standards apply | Designated repository (e.g., CoreTrustSeal) data storage redundant community-standard archiving metadata community archiving standards apply | Designated repository (e.g., CoreTrustSeal) data storage redundant community-standard archiving metadata community archiving standards apply archiving process monitored and audited planned future data archiving |
| Accessibility: (The state of being searchable and accessible publicly) | Data not publicly available data access person-to-person | Data is publicly available direct file download possible data searchable online (on dataset level) | Data is publicly available direct file download possible non-standard data service provided limited data server performance data searchable online (on granule/file level) limited search metrics | Data is publicly available direct file download possible community-standard data service provided enhanced data server performance data searchable online (on granule/file level) community search metrics internal dissemination report available online planned future data archiving accessibility | Data is publicly available direct file download possible community-standard data service provided enhanced data server performance data searchable online (on granule/file level) community search metrics dissemination report available online planned future data archiving |
| Usability: (The state of being easy to use) | Specific knowledge required no documentation online | Non-standard data format limited documentation online | Community-standard data format (incl. Metadata) documentation online | Community-standard data format (incl. Metadata) documentation online basic data characterization online | Community-standard data format (incl. Metadata) documentation online enhanced data characterization online (e.g., visualization) community metrics of data characterization online external ranking |
| Production sustainability: (The state of data production being sustainable and extendable) | Ad-hoc initiative no deliverables existing | Short-term initiative individual commitment by PI’s | Medium-term initiative institutional commitment | Long-term initiative (program) institutional commitment product improvement process in place | Long-term initiative (program) national or international commitment planned product improvement |
| Data quality assurance (DQA): (The state of data quality being assured) | DQA procedure unknown or inexistent | DQA procedure random DQA procedure not defined and documented | DQA procedure defined, documented and partially implemented | DQA procedure well-documented, fully implemented and available online limited DQA metadata available | DQA procedure well-documented, fully implemented, available online, monitored and reported community-standard DQA metadata available external review of DQA |
| Data quality control/monitoring: (The state of data quality being controlled and monitored) | No quality monitoring of data and metadata | Limited monitoring of data and metadata | Regular monitoring of data and metadata, not automatic | Fully automatic monitoring of data and metadata following community standards consistency checks | Fully automatic monitoring of data and metadata following community standards consistency checks provider/user feedback in place planned future data quality control |
| Data quality assessment: (The state of data quality being assessed) | Method and theoretical basis assessed | Method and theoretical basis assessed research product assessed | Method and theoretical basis assessed research product assessed operational product assessed quality metadata assessed | Method and theoretical basis assessed research product assessed operational product assessed quality metadata assessed | Method and theoretical basis assessed research product assessed operational product assessed quality metadata assessed assessments performed on recurring basis and following community standards external evaluation |

(Continued)
### TABLE 1 (Continued)

| Maturity scale / GTN-G data sets (across) | Key components (below) | Transparency/Traceability | Data Integrity |
|------------------------------------------|------------------------|---------------------------|---------------|
| Optimal level 4 + measured controlled, audit | Complete data provenance online Unique Object Identifier (OID) assigned Digital Object Identifier (DOI) assigned archival data access integrity verifiable data authenticity hash codes, digital signature checks | Data ingest integrity verifiable, data access integrity verifiable, data authenticity | Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks? |
| Advanced managed well-defined fully implemented | Product information online Unique Object Identifier (OID) assigned Digital Object Identifier (DOI) assigned archival data access integrity verifiable, data authenticity hash codes, digital signature checks | Data ingest integrity verifiable, data access integrity verifiable | Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks? |
| Intermediate managed partially implemented | Product information available in the literature Unique Object Identifier (OID) assigned Digital Object Identifier (DOI) assigned archival data access integrity verifiable, data authenticity hash codes, digital signature checks | Data ingest integrity verifiable, data access integrity verifiable | Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks? |
| Minimal managed limited | Product information available in the literature Unique Object Identifier (OID) assigned Digital Object Identifier (DOI) assigned archival data access integrity verifiable, data authenticity hash codes, digital signature checks | Data ingest integrity verifiable, data access integrity verifiable, data authenticity | Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks? |
| Ad-hoc, not managed | Limited product information available Unique Object Identifier (OID) assigned Digital Object Identifier (DOI) assigned archival data access integrity verifiable, data authenticity hash codes, digital signature checks | Data ingest integrity verifiable, data access integrity verifiable, data authenticity | Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks? |

### Production Sustainability
To what extent is there a commitment and stewardship, from individuals (e.g., Principal Investigators) to organizations/services (e.g., WGMS)? What is the rating of the dataset, ranging from ad-hoc initiatives (with or without deliverables) to long-term programs secured through national or international funding?

### Data Quality Assurance
Is a DQA procedure implemented? Is the procedure manual or automated? Is there sufficient documentation of the DQA? Are there any reports about the DQA, according to community standards and with external review?

### Data Quality Control/Monitoring
Is the data quality controlled and monitored based on a regular sampling and analysis? Is there a systematic and/or an automatic procedure? Are there regular consistency checks following community standards? Are provider and user feedback mechanisms in place?

### Data Quality Assessment
Are there quality reports for methods and results? Is there sufficient metadata about quality assessment? Is there an assessment on a recurring basis? Is there an external evaluation?

### Transparency/Traceability
Is there (online) product information available? Is the data provenance sufficiently documented and are there related operational algorithms? Are the data governance mechanisms online available? Is all information important for reproducibility available?

### Data Integrity
Are there integrity checks? How do they perform, are they verifiable? Integrity checks should address the following: ingestion of data, data archiving, data access, data authenticity. Is there a monitoring and reporting of the performance of data integrity checks?

### RESULTS: PERFORMANCE OF THE GTN-G DATASETS

Table 2 summarizes the performance of the evaluated GTN-G datasets. A score from 1 to 5 was assigned for each key component, which is explained with the comments given in Table 1.

### Fluctuations of Glaciers
The FoG database performs between advanced and optimal. It is a designated repository for glacier fluctuations data following standards of the glaciological community and key standards regarding archiving quality and security. Data are accessible through different channels. Data quality assurance (DQA) is manually ensured, but not automatically enforced. Data integrity checks are not fully automatic. Each version of the dataset is identified by its own DOI and the provenance of the data is documented in detail both in the metadata and the database itself.
Table 2: Summary matrix with the performance of the seven datasets available within GTN-G.

| Maturity scale / GTN-G data sets (across) | FoG | WGI | GLIMS | RGI | GlaThiDa | GMC | GPC |
|-----------------------------------------|-----|-----|-------|-----|----------|-----|-----|
| Preservability: (The state of being preservable) | 4   | 4   | 3     | 3   | 4       | 2   | 4   |
| Accessibility: (The state of being searchable and accessible publicly) | 4   | 3   | 4     | 4   | 3       | 2   | 3   |
| Usability: (The state of being easy to use) | 5   | 4   | 4     | 4   | 4       | 2   | 3   |
| Production sustainability: (The state of data production being sustainable and extendable) | 5   | 3   | 3     | 3   | 3       | 1   | 4   |
| Data quality assurance (DQA): (The state of data quality being assured) | 3   | 3   | 2     | 2   | 3       | 1   | 2   |
| Data quality control/monitoring: (The state of data quality being controlled and monitored) | 3   | 2   | 3     | 3   | 4       | 2   | 2   |
| Data quality assessment: (The state of data quality being assessed) | 5   | 2   | 2     | 2   | 2       | 1   | 2   |
| Transparency/traceability: (The state of being transparent, trackable, and traceable) | 5   | 4   | 2     | 2   | 4       | 3   | 3   |
| Data integrity: (The state of data integrity being verifiable) | 3   | 3   | 3     | 3   | 2       | 1   | 3   |

A score from 1 to 5 is given for each key component. The traffic-light colors give an additional hint to the maturity of the single datasets: green colors: good performance, yellow: medium performance, orange: limited performance.

Table 3: List of all GTN-G datasets with their URL (Uniform Resource Locator) and citation.

| Dataset | URL | Citation |
|---------|-----|----------|
| Fluctuations of Glaciers (FoG) | https://dx.doi.org/10.5904/wgms-fog-2021-05 | WGMS, 2021a: Fluctuations of Glaciers Database. World Glacier Monitoring Service, Zurich, Switzerland. doi: 10.5904/wgms-fog-2021-05 |
| World Glacier Inventory (WGI) | https://nsidc.org/data/glacier_inventory/index.html | WGMS, and National Snow and Ice Data Center (2012): World Glacier Inventory. Compiled and made available by the World Glacier Monitoring Service, Zurich, Switzerland, and the National Snow and Ice Data Center, Boulder CO, USA. Digital Media. doi: 10.7265/N5V98602 |
| Global Land Ice Measurements from Space (GLIMS) Initiative | https://www.glims.org | GLIMS and National Snow and Ice Data Center (2021): Global Land Ice Measurements from Space glacier database. Compiled and made available by the international GLIMS community and the National Snow and Ice Data Center, Boulder CO, U.S.A. doi: 10.7265/N5V98602 |
| Randolph Glacier Inventory (RGI) | https://www.glims.org/RGI/index.html | RGI Consortium (2017): Randolph Glacier Inventory – A Dataset of Global Glacier Outlines: Version 6.0: Technical Report, Global Land Ice Measurements from Space, Colorado, USA. Digital Media. https://doi.org/10.7265/N5-RGI-60 |
| Glacier Thickness Database (GlaThiDa) | https://www.gtn-g.ch/data_catalog_glaTHIDA/ | GlaThiDa Consortium (2020): Glacier Thickness Database 3.1.0. World Glacier Monitoring Service, Zurich, Switzerland. doi: 10.5904/wgms-glaTHIDA-2020-10 |
| Glacier Map Collection (GMC) | https://wgms.ch/products_fog_maps/ | WGMS (2018): Glacier Map Collection (GMC), World Glacier Monitoring Service, Zurich, Switzerland. doi: 10.5904/wgms-maps-2018-02 |
| Glacier Photograph Collection (GPC) | https://nsidc.org/data/glacier_photo/ | National Snow and Ice Data Center (2021): Glacier Photograph Collection, Version 1: Boulder, Colorado USA. NSIDC: National Snow and Ice Data Center. https://doi.org/10.7265/N5/NSIDC-GPC-2009-12 |

For this advanced performance, the FoG database was already certified as trustworthy repository by CoreTrustSeal in 2019.

World Glacier Inventory
The WGI dataset performs between intermediate and advanced. It is a well-managed dataset with clearly defined aims and purposes. Lower scores stem from the data quality control/monitoring (limited monitoring of data and metadata) as well as the data quality assessment (assessment is performed of the research product, but not of the dataset itself). As this dataset represents a snapshot from 1989, with an update from 2012, data curation is currently non-existent. Hence, the overall performance is low.

Global Land Ice Measurements From Space
The GLIMS database performs with an overall score of intermediate. While the database is accessible through an
enhanced data server with provided dissemination metrics according to community standards, a clear backdrop is the largely voluntary basis of data provision by scientists from all over the world. This leads to data contributions happening by chance from research projects, with a wide range of interpretation of glacier extent and limited control on data quality and uncertainty assessment. Although several guidelines exist for the community (Raup and Khalsa, 2007; Paul et al., 2009), various quality checks have to be performed before data ingest. This includes file formats, completeness of metadata, topologic errors, location errors, outline quality, etc. Despite automated tools being available for parts of this work, this still requires effort, especially for less standard data formatting.

**Randolph Glacier Inventory**
The dataset performs similar to the GLIMS database, with an overall score of intermediate. Data quality assurance (DQA) takes place on an ad-hoc basis, is not systematic, and is dependent on the data provider. Standard checks for data quality control are implemented but not documented. Data transparency is low, because product info can only be found in the literature that documents the submitted data (but it is available and citable).

**Glacier Thickness Database**
The dataset achieves an overall performance between intermediate and advanced. There is a designated repository for the dataset (WGMS), which stores all versions and their metadata, and ensures public and direct access to the files. Data and metadata are machine-readable following community standards. Data quality checks are performed systematically and automatically, and are all documented either in the metadata or in the source code. A lower performance stems from relatively low production sustainability, as there is only a medium-term commitment from the data repository to further develop the dataset. Only cursory data integrity checks are performed, but all changes to the files are tracked in a version-controlled (git) repository.

**Glacier Map Collection**
This collection performs between minimal and ad-hoc for management of the dataset, which currently consists of ad-hoc initiatives (though regular inclusion of new maps in former times). Data are accessible online, but there is only limited documentation of the data itself. DQA procedures are random and only the method and its theoretical basis are assessed. There are no data integrity checks performed.

**Glacier Photograph Collection**
The collection is preserved at a designated repository (NSIDC) with well-formed dataset and file-level metadata, following high community-archiving standards. There is a direct and public access of the data, with some search metrics provided. Long-term commitment by the data repository ensures the production sustainability. DQA procedures are performed but not defined or documented. Data product information is available in a user guide and data integrity checks are in place. This leads to an overall performance of intermediate (advanced in a few criteria).

**DISCUSSION OF OPPORTUNITIES AND CHALLENGES**
The maturity matrix approach (Peng et al., 2015) applied in this study allows a clear and comprehensive assessment of the individual glacier datasets, as well as a cross-comparison to other datasets. Similar assessment schemes for maturity matrices are available (Bates and Privette, 2012; Albani and Maggio, 2020; CEOS, 2020), often with very similar parameters as they are predominantly applied in environmental sciences. For example, the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) uses the maturity matrix to assess the maturity of climate data records and the development of Essential Climate Variables (ECVs). EUMETSAT applies the systematic approach by Bates and Privette (2012) to assess if the data record generation follows best practices in the areas of science, information preservation, and usage of the data. This approach was also used when preparing the Copernicus Climate Change Service (C3S) and assessing the needs for full access to standardized climate change data. In this C3S context, the FoG and RGI glacier datasets were also evaluated regarding the availability and quality of metadata, user documentation, uncertainty characterization, public access, and usage. A comparison of the C3S assessment with the outcome of this study reveals a congruent performance.

The assessment of glacier datasets showed that most of the datasets perform on an intermediate level. Given the individual significance of the datasets, the most important ones, when it comes to basic data on glacier distribution and glacier changes, are managed on a long-term perspective, but have only limited funding.

**Historical Development**
The current state of the GTN-G datasets can largely be explained through their historical development. The glacier fluctuation dataset (FoG) traces back to the end of the 19th century, when the worldwide coordination of glacier monitoring was initiated. With time, the uninterrupted continuation of the data collection has become a strong argument to further institutionalize the collection of glacier data. This led to the formation of the Permanent Service on the Fluctuation of Glaciers (PSFG) in 1967, under the umbrella of international auspice organizations, and later in 1986 to the formation of the WGMS. The commitment of the coordinators of this network as well as the dedication of many investigators and collaborators in turn helped to emphasize the achievements and positive reception of the services. Different challenges that emerged during that time had to be tackled, and different needs from data users, data producers, and international organizations have to be satisfied by the international data centers. As a consequence, this development is also reflected in the GTN-datasets as presented of today.

This can be seen in several examples. First, FoG emerged from simple length change measurements and later on included in situ, geodetic and point mass balances. Hence, the dataset has become more comprehensive, but this also needed more effort for maintenance and continued support. Second, GLIMS developed
from glacier outlines for individual regions to a globally near-complete and partly multi-temporal glacier inventory, forming the base for the RGI that reached completeness with a different data model independently and was in turn ingested into GLIMS to get it spatially complete. To maintain the RGI for the long-term, it is now also provided via GLIMS and the NSIDC. These examples show the independent development of each dataset while maintaining links to the other GTN-G datasets, such as GPC or GlaThiDa, which are steadily increasing in data richness.

We note that GTN-G has developed in a research environment and, hence, has never reached the support levels of operational monitoring networks such as within the WMO with its national meteorological services. In summary, there is a long history in glacier monitoring and so far, a good job was done, but with the increasing amount of data, the challenges and requirements (from different users) have changed and need to be tackled. This is only possible with data curation and stewardship.

Data Curation and Stewardship
The increasing amount of data from different sources pushes most storage systems to their capacity limits and require regular expansion of the hardware, including mirror sites. To ensure fast and long-term data access, constant updates of the software are required as well. Further, the increasing demand for direct access to most up-to-date information is a common desire of many data users. Therefore, data feeds, checks and updates must be carried out continuously. In parallel, proper dataset versioning is needed to guarantee traceability. Most of these challenges come with technical demands of increasing complexity.

While the NSIDC offers a rather large infrastructure for data repositories but has limited funding for active (hands-on) data curation, the WGMS is a small service that has its strengths in data analysis with a strong focus on one specific database but limited capacities to host additional datasets. Hence, for the different operational bodies, individual data curation strategies need to be set up, evaluated and revised on a regular basis and the responsible database manager(s) need to run consistent procedures of data archiving, access and quality checks. Regular training and exchange with colleagues from the glacier community would also be an advantage to take up current challenges quickly and become responsible data stewards. Following these procedures will professionalize the repositories, strengthen the data services, and serve the community of data providers and users optimally.

The best-practice measures mentioned above of course come at a price. In addition to upkeep of technical equipment (hardware, software), science officers and database managers need to be trained technically and substantively to ensure a qualified data processing chain. To bolster support for adequate technical equipment and staff training for the different data services, support is needed from higher-level agencies or international organizations. They are the only ones that can commit and contribute to the data services for the long run. Therefore, lobbyists are needed who communicate the recent shortcomings and challenges to the responsible decision makers. In the case of GTN-G, this task could be taken on by the Advisory Board, as they know the glacier community sufficiently well and have the right contacts to international organizations.

Funding Situation
From the assessment, we noted a direct relationship between the scores of the datasets and the respective funding available to maintain it. Funding often comes from research projects that cover at most the next few years. In these cases, a long-term perspective is lacking, since follow-up projects that would ensure a direct continuation are often not guaranteed, or even dismissed due to the "lack of innovation." Hence, existing structures first need to be sustained for a more long-term operation.

Within GTN-G, the funding situation currently looks as follows: the only dataset with dedicated long-term funding for data management is the FoG dataset (with 3 FTE (full time equivalent), Swiss GCOS 2021-24; C3S 312b 2020-21). In addition, the RGI runs on short-term funding (1 FTE, C3S 312b 2020-21), as does GLIMS (0.5 FTE, NASA Distributed Active Archive Center funding). The other datasets are updated on a more voluntary or ad-hoc basis without dedicated funding, although the WGI and the GPC are minimally maintained with support from the NOAA Cooperative Agreement with CIRES, NA17OAR4320101. In the future, ad-hoc data compilations, such as GlaThiDa, will be easier to fund, as they can build on existing structures and can be linked to scientific projects or sponsored by societies such as IACS. On the other hand, long-term monitoring necessitates a long-term commitment, which is more difficult to secure funding for. Running trustworthy repositories needs long-term security and perspective. Dedicated support and long-term commitment for certified data repositories build the basis for the successful democratization of data.

In the field of glacier data, this balancing act has so far been successfully achieved through joint collaboration between data repository institutions, data providers, and data users. However, the money spent on the data provider and user side for creating and working with the datasets (generally, scientific projects) is several orders of magnitude larger than the funds available for data curation. Hence, international organizations as well as national authorities must offer support and take responsibility on both sides. Most challenges can only be overcome in a financially safe and secure setting for data services and with the help of international standardization, as, for example, provided by the CoreTrustSeal.

For the GLIMS glacier database, the funding situation is too low to elevate its maturity score. GLIMS was started and maintained for some years on short-term (3–5 year) project funds, but has recently been folded into the NSIDC DAAC, funded by NASA. Current GLIMS activities are being performed mainly by one person at a 40% engagement, with other software developers contributing on occasion. The database has some issues that need to be improved to reach a higher standard, but without sufficient and sustained funding of the required experts this is difficult, or too slow. Given the importance of this database for many other multi-million-dollar projects, the limited funding available for keeping the database healthy and growing is more than shameful. We acknowledge, however, that this is also a result of the historical development up to the current explosion
of available datasets and recently changed user demands and possibilities (e.g., cloud computing).

Future Ambitions
In respectful view of the historical developments and the awareness of the recent challenges, the individual GTN-G data services need to take urgent actions. Minimum actions are required to simply keep the state-of-the-art. Far-reaching measures must be taken to secure the future of data services and their benefits for the entire community and to serve different stakeholders—experts, policy makers, the interested public and journalists.

As mentioned in Data Curation and Stewardship, individual data curation strategies are needed for the operational bodies of GTN-G. Trained database managers will have to organize and monitor the implementation of this strategy, and run consistent procedures for data archiving and to perform access and quality checks on a regular basis. In addition, different outreach products need to be compiled for different levels of data users; while direct data access is suitable for experts, decision makers need well-condensed policy briefs and journalists often request individual mentoring. By providing these services, the management of the repositories will be professionalized and ready to serve the entire community.

To address these future ambitions, problems of technical equipment and the hiring and long-term retention of qualified personnel must be tackled. Both aspects are required for proper data curation and dissemination of glacier datasets. Hence, in the future GTN-G has to find long-term funding to run all datasets in a mature and sustainable way and serve the community with FAIR and trustworthy glacier data of the best quality.

CONCLUSIONS
Dedicated support and long-term commitment for certified data repositories build the basis for the successful democratization of data. In the field of glacier data, this balancing act has so far been achieved through joint collaboration between data repository institutions, data providers, and data users. From the comparison of seven glacier datasets (Table 3) available within the Global Terrestrial Network for Glaciers (GTN-G) we conclude:

- The current state of the GTN-G datasets can largely be explained through historical development, reflecting different needs from stakeholders incl. users.
- The GTN-G datasets have been developed in a research environment, hence long-term data curation and stewardship are absolutely necessary.
- Currently, datasets that are managed based on a mid- to long-term funding (e.g., the FoG dataset) have the highest maturity.
- Urgent action has to be taken to keep the state-of-the-art and individual data curation strategies need to be implemented and tailored for each operational body, considering the context (e.g., funding situation; project funds vs. long-term funding).

- These strategies need to be evaluated, revised, and adapted on a regular basis, which can be ensured through the GTN-G Advisory Board.
- Data curation requires constant updates of software to meet technical demands of increasing complexity and to provide direct access to most up-to-date information, which in turn needs proper data versioning.
- International standardization such as provided for example by the CoreTrustSeal contributes to a secure setting for the data services.
- Technical equipment, hiring professional staff and long-term retention of qualified personnel is key to offer the different services and to serve the entire community.

Most challenges can only be overcome in a financially safe and secure setting for data services. However, the money spent on the data provider and user side for creating and working with the datasets is several orders of magnitude larger than the funds available for data curation. Considering the importance of glacier data to answer numerous key environmental and societal questions (from water availability to global sea-level rise), this bias needs to be adjusted.
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