On a New Result for the Hypergeometric Function
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Abstract

The aim of this note is to provide a new identity connected with the Gauss hypergeometric function. This is achieved using results of certain combinatorial identities and a hypergeometric function approach.
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1. Introduction

In probability theory and combinatorial identities, the so-called match box problem is well known [1]. This may be stated as follows:

If matches are drawn one at a time and at random from two match boxes, each initially containing $n$ matches, then the probability $P_{n,r}$ that when one box is found empty, the other will contain exactly $r$ matches is given by

$$P_{n,r} = 2^{r-2n} \binom{2n-r}{n}, \quad r = 0, 1, 2, \ldots, n.$$
Feller [1] obtained the mean and Riordan [6] obtained the variance for this problem by rather lengthy methods. One of the present authors [4] found general moments and in particular the mean and variance by a simple combinatorial method.

The above match box problem was generalised by Rohatgi [7] as follows:

Let matches be drawn one at a time and at random from two match boxes, the first box is selected with probability $p$ and the second box with probability $q = 1 - p$, each box initially containing $n$ matches. Then the probability $P_r(n, p)$ that when one box is found empty, the other will contain exactly $r$ matches is given by

$$P_r(n, p) = \binom{2n - r}{n} p^{n+1} q^{n-r} + \binom{2n - r}{n} q^{n+1} p^{n-r}$$  \hspace{1cm} (1.1)

for $r = 0, 1, 2, \ldots, n$.

In 2005, Rathie and Rathie [5] obtained expressions for the general moments, the moment generating function and the probability generating function for this problem and derived their results in terms of the readily computable Gauss hypergeometric function $2F1(a, b; c, x)$ [2, p. 384]. In this note we provide a (possibly)) new result expressing the sum of two such hypergeometric functions of argument $p^{-1}$ and $q^{-1}$ by evaluating $\sum_{r=0}^{n} P_r(n, p)$ in two ways. This is achieved with the help of results of certain combinatorial identities and a hypergeometric function approach.

\section{Main result}

The new hypergeometric function result to be established is given in the following theorem:

\textbf{Theorem 1} For non-negative integer $n$ and $0 < p, q < 1$ with $p + q = 1$, the following result holds true:

$$p 2F1\left( -n, \frac{1}{1-q} \right) + q 2F1\left( -n, \frac{1}{1-p} \right) = \frac{(n!)^2}{p^n q^n (2n)!} = \frac{2^{-2n}(1)_n}{p^n q^n (\frac{1}{2})_n},$$  \hspace{1cm} (2.1)

where $(a)_n = \Gamma(a+n)/\Gamma(a)$ is the Pochhammer symbol.

\textit{Proof.} Since $P_r(n, p)$ defined in (1.1) denotes a probability, then it follows that the sum of the probabilities over $r \leq n$ must be unity; that is $\sum_{r=0}^{n} P_r(n, p) = 1$.

We now demonstrate this fact algebraically. Let

$$S_n = \sum_{r=0}^{n} P_r(n, p) = S_n^{(1)} + S_n^{(2)},$$  \hspace{1cm} (2.2)
where, from (1.1),
\[
S_n^{(1)} = \sum_{r=0}^{n} \binom{2n-r}{n} p^{n+1} q^{n-r}, \quad S_n^{(2)} = \sum_{r=0}^{n} \binom{2n-r}{n} q^{n+1} p^{n-r}. \tag{2.3}
\]

Making the change of summation index \( r \to n - r \), we easily see that
\[
S_n^{(1)} = \sum_{r=0}^{n} \binom{n+r}{n} p^{n+1} q^r = \sum_{r=0}^{n} \left\{ \binom{n+r-1}{n} + \binom{n+r-1}{n-1} \right\} p^{n+1} q^r
\]
\[
= q \left\{ S_n^{(1)} - \binom{2n}{n} p^{n+1} q^n \right\} + p \left\{ S_n^{(1)} - \binom{2n-1}{n-1} p^n q^n \right\}.
\]

From this it follows that, since \( p + q = 1 \),
\[
S_n^{(1)} = S_{n-1}^{(1)} + p^n q^n \left( \frac{1}{2} - q \right).
\]

In a similar manner we obtain
\[
S_n^{(2)} = S_{n-1}^{(2)} + p^n q^n \left( \frac{1}{2} - q \right).
\]

Thus, it easily seen that
\[
S_n = S_{n-1} = \ldots = S_0 = 1
\]
and hence that
\[
S_n = \sum_{r=0}^{n} P_r(n, p) = 1. \tag{2.4}
\]

Again, from (2.1) and (2.3), we have
\[
S_n = \sum_{r=0}^{n} \binom{2n-r}{n} p^{n+1} q^{n-r} + \sum_{r=0}^{n} \binom{2n-r}{n} q^{n+1} p^{n-r}.
\]

Using the results
\[
\frac{n!}{r!} = \frac{\Gamma(n+1)}{\Gamma(r+1)\Gamma(n+1-r)}, \quad \Gamma(\alpha - r) = \frac{(-1)^r \Gamma(\alpha)}{(1 - \alpha)_r},
\]
we have after some algebra,
\[
S_n = p^n q^n \frac{(2n)!}{(n!)^2} \left\{ p \sum_{r=0}^{n} \frac{(-n)_r (1)_r}{(-2n)_r r!} q^r + q \sum_{r=0}^{n} \frac{(-n)_r (1)_r}{(-2n)_r r!} p^r \right\}.
\]
The sums can be expressed as terminating Gauss hypergeometric functions to yield

$$S_n = p^n q^n \frac{(2n)!}{(n!)^2} \left\{ p \binom{-n, 1}{-2n, 1} + q \binom{-n, 1}{-2n, 1} \right\}. \tag{2.5}$$

Then on equating (2.4) and (2.5), we arrive at the desired result (2.1) asserted in the theorem. This completes the proof of (2.1). □

Corollary 1  In (2.1), if we set $p = q = \frac{1}{2}$, we find

$$\binom{-n, 1}{-2n, 1} = \frac{(1)_n}{(\frac{1}{2})_n},$$

which is a well-known result in the literature of hypergeometric functions recorded, for example, in [3].

Remark. The evaluation of $\binom{a, b}{c; x}$ when $c$ and $a$ (or $b$) are negative integers needs some care. When $c$ and $a$ (or $b$) are independent of each other, as in (2.1) where $c = -2n$, $a = -n$ and $b = 1$, the series expansion of this function terminates after $n+1$ terms. If, however, $c$ and $a$ (or $b$) are connected then the function consists of a finite sum with $n+1$ terms together with an infinite series; see [8, p. 109].
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