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Abstract. There is a convolution product on 3-variable partial flag functions of a locally finite poset that produces a generalized Möbius function. Under the product this generalized Möbius function is a one sided inverse of the zeta function and satisfies many generalizations of classical results. In particular we prove analogues of Phillip Hall’s Theorem on the Möbius function as an alternating sum of chain counts, Weisner’s theorem, and Rota’s Crosscut Theorem. A key ingredient to these results is that this function is an overlapping product of classical Möbius functions. Using this generalized Möbius function we define analogues of the characteristic polynomial and Möbius polynomials for ranked lattices. We compute these polynomials for certain families of matroids and prove that this generalized Möbius polynomial has -1 as root if the matroid is modular. Using results from Ardila and Sanchez we prove that this generalized characteristic polynomial is a matroid valuation.

1. Introduction

Combinatorial invariants in incidence algebras play a central role in many areas of combinatorics as well as in number theory, algebraic topology, algebraic geometry, and representation theory. In particular, the Möbius function appears in the inverse of the Riemann zeta function as well as the coefficients of the chromatic polynomial for graphs. In this note we study a generalization of the classical incidence algebra by looking at three variable incidence functions. A large portion of this study is focused on studying a 3-variable generalized Möbius function inside this generalized incidence structure.

Incidence algebras and Möbius functions were popularized by Rota in [22]. Rota characterized the classical Möbius function from number theory (see [10] and [10]) as the inverse of the constant function 1 on the poset which is called the zeta function. In [22] Rota gives many results on the Möbius function including his cross-cut theorem. Since then many advances can be attributed to Möbius functions. Of particular importance are the counting theorems of Zaslavsky in [29] and Terao’s factorization theorem (see [25]) using the Möbius function in the form of the characteristic polynomial of a hyperplane arrangement. The main motivation for this work is to build invariants which are finer than the

Key words and phrases. incidence algebra; matroid; Möbius function; valuation.

Supported by the US Naval Academy as a Trident Scholar.
classical Möbius function and characteristic polynomial to obtain more information about
the underlying combinatorial structure.

More recently there has been considerable developments in understanding of some classical
invariants on matroids. One generalization came from Krajewski, Moffatt, and Tanasa
where they built Tutte polynomials from a Hopf algebra in [14]. Taking this a little further
in [?] Dupont, Fink and Moci construct a categorical framework to view various combina-
torial invariants where they use this framework to prove some convolution formulas. The
work of Aguiar and Ardila in [1] framed many combinatorial structures like matroids in
terms of generalized permutahedra where there is a natural Hopf monoid governing clas-
sical operations. One possible starting place for this study could be the work of Joni and
Rota in [12]. Then in [5] Ardila and Sanchez use this Hopf monoid structure to build a
concrete method for investigating valuations on many combinatorial structures. Another
aim of this study is to add to add another invariant to the list of valuations and we use
the methods of Ardila and Sanchez to show that one of our invariants is a valuation on
matroids. One view that one can take for many combinatorial structures is that of posets
(e.g. matroids are geometric lattices) and this is the view that we take here.

The starting point for our study is the collection of 3-variable functions on ordered
triples of elements a poset. We equip this set of functions with the natural addition but
give it a special convolution product. The motivation for this product comes from trying
to symmetrize a more natural convolution product that was studied by the second author
in [26]. This product provides a kind of two sided 3-variable Möbius function which is a
sort of left inverse of the 3-variable analogue of the zeta function. We call this function the
$J$-function and study many of its properties. It turns out that it is essentially a staggered
product of the classical Möbius functions and hence satisfies generalizations of many of
the classical theorems on the classical Möbius function. To prove these results we develop
and use certain operations and formulas these 3-variable functions satisfy that give maps
between various different types of incidence algebras.

As a kind of application we build two different polynomials from the $J$-function: a gener-
alized characteristic polynomial and a generalized Möbius polynomial (see [13] and [17] for
Möbius polynomials). It turns out that these polynomials have some interesting properties
that are not apparent from the surface. In the case of matroids the generalized character-
istic polynomial has positive coefficients. Then we compute these polynomials for certain
families of matroids and find special roots. Of particular interest is that the generalized
Möbius function has -1 as a root for modular matroids which mimics Theorem 1 in [17].
However, the converse is not true and so one is led to question what do these polynomial
count? Could there be some chromatic generalization for the generalized polynomials or
some lattice point or finite field counting formula for these polynomials (like [7] or [6])?

We finish by employing the methods of Ardila and Sanchez in [5] to show that our
generalized characteristic polynomial is a matroid valuation. This follows from the fact
that the $J$-function splits as a product of Möbius functions. In the case of the Möbius
polynomial we are not sure whether or not it is a valuation, yet we show that it does have
a decomposition in terms of the classical characteristic polynomials. We find it interesting that this decomposition looks very similar to the recursive definition of the matroid Kazhdan-Lusztig polynomial originally defined in [?].

We begin this study with reviewing classical results on incidence algebras and Möbius functions in section 2. Then we define our 3-variable incidence structure in Section 3. There we show that this structure has some interesting properties but that it is neither associative nor distributive. However, in Section 4 we develop multiple operations which give nice formulas between these different kinds of incidence functions. Using these formulas we define a generalized Möbius function, the $J$-function, and study its properties in Section 5. Finally in Section 6 we define our generalized characteristic and Möbius polynomials.
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2. Incidence Algebras

Let $R$ be a commutative ring and $\mathcal{P}$ be a locally finite poset. We follow [24] and [3] for combinatorics on posets. For the remainder of this note we refer to the order in $\mathcal{P}$ by $\leq$. Also, for $n \in \mathbb{N}$ let $[n] = \{1, 2, 3, \ldots, n\}$. In this section we review basic material of incidence algebras where we follow [23]. First we define the poset of partial flags.

Definition 2.1. The poset of partial flags of length $k$ on $\mathcal{P}$ is

$$\mathcal{F}^k(\mathcal{P}) = \left\{ (x_1, x_2, \ldots, x_k) \in \mathcal{P}^k \mid x_1 \leq x_2 \leq \cdots \leq x_k \right\}$$

with order given by $(x_1, \ldots, x_k) \leq (y_1, \ldots, y_k)$ if and only if for all $i \in [k]$ we have $x_i \leq y_i$.

Now we define the classical incidence algebras.

Definition 2.2. The incidence algebra on $\mathcal{P}$ is the set

$$\mathbb{I}(\mathcal{P}, R) = \operatorname{Hom}(\mathcal{F}^2(\mathcal{P}), R)$$

where $R$ is a commutative ring. Addition in $\mathbb{I}(\mathcal{P}, R)$ is given by

$$(f + g)(x, y) = f(x, y) + g(x, y)$$

and the multiplication is given by convolution

$$(f * g)(x, y) = \sum_{x \leq a \leq b} f(x, a)g(a, y).$$

In this note we will examine multiple different operations on functions on posets. For this reason we will reserve juxtaposition only for products of elements in the ring $R$. Otherwise we will denote products of functions with specific operation names like $\ast$. 
It turns out that \( \mathbb{I}(\mathcal{P}, R) \) is a non-commutative \( R \)– algebra with identity element given by the Kronecker delta function
\[
\delta(x, y) = \begin{cases} 
1 & \text{if } x = y \\
0 & \text{else.}
\end{cases}
\]

There are two other very important elements in \( \mathbb{I}(\mathcal{P}, R) \).

**Definition 2.3.** The zeta function \( \zeta \in \mathbb{I}(\mathcal{P}, R) \) is defined as the constant function on \( \mathcal{F}l^2(\mathcal{P}) \)
\[
\zeta(x, y) = 1
\]
for all \((x, y) \in \mathcal{F}l^2(\mathcal{P})\). The Möbius function \( \mu \in \mathbb{I}(\mathcal{P}, R) \) is defined by
\[
\sum_{x \leq a \leq y} \mu(x, a) = \sum_{x \leq a \leq y} \mu(a, y) = \delta(x, y)
\]
for all \((x, y) \in \mathcal{F}l^2(\mathcal{P})\).

The Möbius function was originally defined by Möbius (see [16]) on the poset of the natural numbers ordered by division for the purpose of inverting the Riemann zeta function. Since then the Möbius function has been used in many different contexts and broadened by the work of Rota in [22]. For our discussions it is important to note that \( \mu \) is the multiplicative inverse of the zeta function
\[
\mu * \zeta = \zeta * \mu = \delta.
\]

Now we review how the incidence algebra functor factors over products. Recall that for posets \( \mathcal{P} \) and \( \mathcal{Q} \) the product poset is \( \mathcal{P} \times \mathcal{Q} \) with order given by \((x_1, x_2) \leq (y_1, y_2)\) if and only if \(x_1 \leq y_1\) and \(x_2 \leq y_2\).

**Proposition 2.4** (Proposition 2.1.12 [23]). If \( \mathcal{P} \) and \( \mathcal{Q} \) are locally finite posets then
\[
\mathbb{I}(\mathcal{P}, R) \otimes_R \mathbb{I}(\mathcal{Q}, R) \cong \mathbb{I}(\mathcal{P} \times \mathcal{Q}, R).
\]

Because of Proposition 2.4 we define the following operation on functions. In order the make the exposition clear in the case when we are dealing with functions over different posets then we will put the poset in the subscript. For \( f_\mathcal{P} \in \mathbb{I}(\mathcal{P}, R) \) and \( g_\mathcal{Q} \in \mathbb{I}(\mathcal{Q}, R) \) define \( f_\mathcal{P} \times g_\mathcal{Q} \in \mathbb{I}(\mathcal{P} \times \mathcal{Q}, R) \) by
\[
(f_\mathcal{P} \times g_\mathcal{Q})(((x_1, x_2), (y_1, y_2))) = f(x_1, y_1)g(x_2, y_2).
\]

Will use this notation and the following consequence of Proposition 2.4 in our study in Section 5.

**Corollary 2.5.** If \( \mathcal{P} \) and \( \mathcal{Q} \) are locally finite posets then \( \mu_\mathcal{P} \times \mu_\mathcal{Q} = \mu_{\mathcal{P} \times \mathcal{Q}} \).

Next we recall how the Möbius function counts chains (or is an Euler characteristic for the order complex). For \((x, y) \in \mathcal{F}l^2(\mathcal{P})\) let
\[
c_i(x, y) = \left| \{(a_0, \ldots, a_i) \in \mathcal{F}l^{i+1}: \forall k, \ a_k < a_{k+1} \text{ and } a_0 = x \text{ and } a_i = y \} \right|
\]
be the number of chains of length \( i \) between \( x \) and \( y \).
Theorem 2.6 (Phillip Hall’s Theorem [9]; Prop. 3.8.5 [24]). If $\mathcal{P}$ is a locally finite poset and $(x, y) \in \mathcal{F}^2(\mathcal{P})$ then

$$\mu(x, y) = \sum_i (-1)^i c_i(x, y).$$

Now we review Rota’s Cross-cut Theorem. Let $L$ be a finite lattice with $\hat{0}$ the minimum element and $\hat{1}$ the maximum element. Usually Rota’s cross-cut Theorem is stated globally in the lattice giving a formula for $\mu(\hat{0}, \hat{1})$. However for our generalization we will need a local version.

**Definition 2.7.** Let $(x, y) \in \mathcal{F}^2(L)$. A lower cross-cut of the interval $[x, y] = \{a \in L | x \leq a \leq y\}$ is a set $S_{x,y} \subseteq [x, y] \setminus \{x\}$ such that if $b \in [x, y] \setminus (S_{x,y} \cup \{x\})$ then there is some $a \in S_{x,y}$ with $a < b$. A upper cross-cut of the interval $[x, y]$ is a set $T_{x,y} \subseteq [x, y] \setminus \{y\}$ such that if $a \in [x, y] \setminus (T_{x,y} \cup \{y\})$ then there is some $b \in T_{x,y}$ with $a < b$.

This definition gives Rota’s famous Cross-cut theorem which we state in the style of Lemma 2.35 in [18] for use in arrangement theory.

**Theorem 2.8** (Theorem 3 [22]). If $L$ is a lattice, $(x, y) \in \mathcal{F}^2(L)$, and $S_{x,y}$ is a lower cross-cut of $[x, y]$ then

$$\mu(x, y) = \sum_{A \subseteq S_{x,y}, \bigvee A = y} (-1)^{|A|}.$$

Dually, if $T_{x,y}$ is an upper cross-cut of $[x, y]$ then

$$\mu(x, y) = \sum_{B \subseteq T_{x,y}, \bigwedge B = x} (-1)^{|B|}.$$

Next we consider Weisner’s Theorem (see [27]).

**Theorem 2.9** (Weisner’s Theorem, Corollary 3.9.3 [24]). If $L$ is a finite lattice with at least two elements and $\hat{1} \neq a \in L$ then

$$\sum_{x \in L, x \wedge a = 0} \mu(x, \hat{1}) = 0.$$

Now we recall one more result that follows from these classical results for matroids: the Möbius function alternates on matroids.

**Lemma 2.10.** If $L$ is a finite semimodular lattice then $\text{sgn}(\mu(x, y)) = (-1)^{\text{rk}(x) + \text{rk}(y)}$.

3. A 3-variable incidence non-associative near-ring

In this section we define algebraic structures for where our invariants live. It turns out that these algebraic structures support various operations that can yield nice formulas. Later these formulas will be used to show certain formulas and relations on our new invariants.
Definition 3.1. Let $R$ be a commutative ring and $\mathcal{P}$ be a locally finite poset. Define the 3-variable incidence near-ring as
$$J(\mathcal{P}, R) = \text{Hom}(\mathcal{F}l^3(\mathcal{P}), \mathbb{R})$$
with binary operations as follows:

- For $f, g \in J(\mathcal{P}, R)$ we define addition by
  $$(f + g)(x, y, z) = f(x, y, z) + g(x, y, z).$$
- For $f, g \in J(\mathcal{P}, R)$ we define a multiplication by
  $$(f \cdot g)(x, y, z) = \sum_{(a, b) \preceq (x, y, z)} f(x, a, a)g(a, y, b)f(b, b, z)$$
  where the juxtaposition in each term is multiplication in the ring $R$ and $(a, b) \preceq (x, y, z)$ means $x \leq a \leq y \leq b \leq z$ in $\mathcal{P}$.

Remark 3.2. With this + the set $J(\mathcal{P}, R)$ is an abelian group. It would be convenient if $J(\mathcal{P}, R)$ were naturally an $R$-algebra. However, this is far from the case as we will see. Even the natural action of $R$ on $J(\mathcal{P}, R)$ is flawed. Let $r \in R$ and $f, g \in J(\mathcal{P}, R)$ then
$$r \cdot (f \cdot g) = f \cdot (r \cdot g)$$
but $(r \cdot f) \cdot g = r^2 \cdot (f \cdot g)$.

Fortunately though there are a few special functions in $J(\mathcal{P}, R)$ that provide substantial information. We will use these to study the structure of $J(\mathcal{P}, R)$ and define other special elements later.

Definition 3.3. Assume that 1 is the multiplicative identity and 0 is the additive identity in $R$.

- Define $\delta_3 \in J(\mathcal{P}, R)$ by
  $$\delta_3(x, y, z) = \begin{cases} 1 & \text{if } x = y = z \\ 0 & \text{otherwise.} \end{cases}$$
- Define $\zeta_3 \in J(\mathcal{P}, R)$ by setting $\zeta_3(x, y, z) = 1$ for all $(x, y, z) \in \mathcal{F}l^3(\mathcal{P})$.

With these functions we can investigate basic properties of $J(\mathcal{P}, R)$.

Proposition 3.4. The element $\delta_3 \in J(\mathcal{P}, R)$ is a left multiplicative identity.

Proof. Let $f \in J(\mathcal{P}, R)$ and $(x, y, z) \in \mathcal{F}l^3(\mathcal{P})$. Then
$$\delta_3 \cdot f(x, y, z) = \sum_{(a, b) \preceq (x, y, z)} \delta_3(x, a, a)f(a, y, b)\delta_3(b, b, z)$$
$$= \delta_3(x, x, x)f(x, y, z)\delta_3(z, z, z) = f(x, y, z).$$

Proposition 3.5. If $\mathcal{P}$ is a non-trivial poset (it has at least two comparable elements) or that the base ring is not Boolean (not idempotent) then the multiplication $\cdot$ in $J(\mathcal{P}, R)$ is non-commutative and $\delta_3$ is not a right multiplicative identity.
Proof. Let \((x, y, z) \in \mathcal{F}^3(P)\) and suppose that either \(x < y\) or that \(y < z\) in \(P\) or that \(R\) is not Boolean. Under these assumptions we can construct a function \(f \in \mathbb{J}(P, R)\) that has \(f(x, y, z) \neq f(x, y, y) f(y, y, z)\). Then from Proposition \[3.4\] we have \((\delta_3 \triangleright f)(x, y, z) = f(x, y, z)\) but \((f \triangleright \delta_3)(x, y, z) = f(x, y, y) f(y, y, z)\).

The proof for the next fact is very similar.

**Proposition 3.6.** If \(P\) is a poset with three elements \(x, y, z\) satisfying \(x < y < z\) or that the base ring is not Boolean (not idempotent) then the multiplication \(\triangleright\) in \(\mathbb{J}(P, R)\) is non-associative.

Proof. Let \((x, y, z) \in \mathcal{F}^3(P)\) be three elements satisfying \(x < y < z\) in \(P\) or that \(R\) is not Boolean. Under these assumptions we can construct a function \(f \in \mathbb{J}(P, R)\) that has \(f(x, y, y) f(y, y, z) \neq f(x, y, y) f(y, y, z)\). Compute

\[
((f \triangleright \delta_3) \triangleright \delta_3)(x, y, z) = \sum_{(a,b) \leq (x,y,z)} (f \triangleright \delta_3)(x, a, a) \delta_3(a, y, b) (f \triangleright \delta_3)(b, b, z)
\]

\[
= [(f \triangleright \delta_3)(x, y, y)] [(f \triangleright \delta_3)(y, y, z)]
\]

\[
= [f(x, y, y) f(y, y, y)] [f(y, y, y) f(y, y, z)].
\]

Then from Proposition \[3.4\] we have \((f \triangleright (\delta_3 \triangleright \delta_3))(x, y, z) = (f \triangleright \delta_3)(x, y, z) = f(x, y, y) f(y, y, z)\) which is different from \(((f \triangleright \delta_3) \triangleright \delta_3))(x, y, z)\) by our assumption on \(f\).

**Proposition 3.7.** If \(P\) is any poset then the multiplication \(\triangleright\) in \(\mathbb{J}(P, R)\) is left distributive.

Proof. Let \(f, g, h \in \mathbb{J}(P, R)\) and \((x, y, z) \in \mathcal{F}^3(P)\). Then

\[
(f \triangleright (g + h))(x, y, z) = \sum_{(a,b) \leq (x,y,z)} f(x, a, a) (g + h)(a, y, b) f(b, b, z)
\]

\[
= \sum_{(a,b) \leq (x,y,z)} f(x, a, a) (g(a, y, b) + h(a, y, b)) f(b, b, z)
\]

\[
= \sum_{(a,b) \leq (x,y,z)} f(x, a, a) g(a, y, b) f(b, b, z)
\]

\[
+ \sum_{(a,b) \leq (x,y,z)} f(x, a, a) h(a, y, b) f(b, b, z)
\]

\[
= (f \triangleright g)(x, y, z) + (f \triangleright h)(x, y, z).
\]

**Proposition 3.8.** If \(P\) is a non-trivial poset (it has at least two comparable elements) and \(R\) is any non-trivial commutative ring then the multiplication \(\triangleright\) in \(\mathbb{J}(P, R)\) is not right distributive.
Proof. Let \((x, y, z) \in \mathcal{F}^3(\mathcal{P})\) and \(f \in \mathcal{J}(\mathcal{P}, R)\) be any function such that \(f(x, y, y) + f(y, y, z) \neq 0\). Then

\[
((f + \zeta_3) \circ \delta_3)(x, y, z) = \sum_{(a, b) \in \delta_3(x, y, z)} (f + \zeta_3)(x, a, y)\delta_3(a, y, b)(f + \zeta_3)(b, b, z)
\]
\[
= [(f + \zeta_3)(x, y, y)][(f + \zeta_3)(y, y, z)]
\]
\[
= f(x, y, y)f(y, y, z) + f(x, y, y) + f(y, y, z) + 1.
\]

On the other hand we have

\[
((f \circ \delta_3) + (\zeta_3 \circ \delta_3))(x, y, z) = f(x, y, y)f(y, y, z) + \zeta_3(x, y, y)\zeta_3(y, y, z)
\]
\[
= f(x, y, y)f(y, y, z) + 1
\]

which by the hypothesis on \(f\) we have the right distributive property not holding. □

With Propositions 3.4, 3.5, 3.6, 3.7, and 3.8 we conclude that \(\mathcal{J}(\mathcal{P}, R)\) is a left only unital, non-commutative, non-associative, near-ring (see [21] for this terminology). Also, note that there is the zero function \(Z \in \mathcal{J}(\mathcal{P}, R)\) which satisfies \(Z \circ f = f \circ Z = Z\) for all \(f \in \mathcal{J}(\mathcal{P}, R)\). Further note that addition in \(\mathcal{J}(\mathcal{P}, R)\) is by abelian. Hence \(\mathcal{J}(\mathcal{P}, R)\) is an abelian, zero-symmetric, left only unital, non-commutative, non-associative, near-ring. It is worth noting that in general \(\mathcal{J}(\mathcal{P}, R)\) is not even close to being associative on both sides and is not an alternative algebra or any similar generalization.

Now we look at a few special cases that do not satisfy the hypothesis of some of these propositions.

Example 3.9. Let \(\mathcal{P} = B_0 = \{0\}\) be the poset with just one element and \(R\) any commutative ring. Then as a set \(\mathcal{J}(B_0, R) = R\), but multiplication is given by \(a \circ b = aba = a^2b\).

If \(R\) is Boolean then \(\mathcal{J}(B_0, R) \cong R\). Otherwise, this near-ring is not associative, not commutative, and is only left unital.

Example 3.10. Let \(\mathcal{P} = B_1 = \{0, 1\}\) be the Boolean poset of rank 1 and \(R\) be any Boolean ring (one example would be \(F_2\)). Then the hypothesis of Proposition 3.6 is not satisfied and the non-equality \(f(x, y, y)f(y, y, y)^2f(y, y, z) \neq f(x, y, y)f(y, y, z)\) used in the proof is always equal. It turns out that in this case \(\mathcal{J}(B_1, R)\) is associative and we prove this now.

In order to shorten the calculation we will denote \((0, 0, 0)\) by \(\vec{0}\) and \((1, 1, 1)\) by \(\vec{1}\). First we see that

\[
((f \circ g) \circ h)(\vec{0}) = f(\vec{0})g(\vec{0})h(\vec{0}) = (f \circ (g \circ h))(\vec{0}).
\]
Then for the non-trivial tuple \((0,0,1)\) we compute
\[
((f \triangleright g) \triangleright h)(0,0,1) = (f \triangleright g)(\overline{0})(f \triangleright g)(0,0,1) \\
+ (f \triangleright g)(\overline{0})h(0,0,1)(f \triangleright g)(\overline{1}) \\
= f(\overline{0})g(\overline{0})h(\overline{0})[f(\overline{0})g(\overline{0})f(0,0,1) + f(\overline{0})g(0,0,1)f(\overline{1})] \\
+ f(\overline{0})g(\overline{0})h(0,0,1)f(\overline{1})g(\overline{1}) \\
= f(\overline{0})g(\overline{0})h(\overline{0})f(0,0,1) + f(\overline{0})g(\overline{0})h(\overline{0})g(0,0,1)f(\overline{1}) \\
+ f(\overline{0})g(\overline{0})h(0,0,1)f(\overline{1})g(\overline{1}).
\]

Then the other side of the associative identity is
\[
(f \triangleright (g \triangleright h))(0,0,1) = f(\overline{0})(g \triangleright h)(\overline{0})f(0,0,1) + f(\overline{0})[g \triangleright h)(0,0,1)](f \triangleright g)(\overline{1}) \\
= f(\overline{0})g(\overline{0})h(\overline{0})f(0,0,1) + f(\overline{0})[g(\overline{0})h(\overline{0})g(0,0,1)](f \triangleright g)(\overline{1}) \\
+ g(\overline{0})h(0,0,1)(f \triangleright g)(\overline{1}) \\
= (f \triangleright g \triangleright h)(0,0,1).
\]

Hence \(\mathbb{J}(B_1, R)\) is associative. This example does satisfy the hypothesis of Proposition 3.8. Hence \(\mathbb{J}(B_1, R)\) is a (associative) left abelian (addition is commutative) near-ring. That’s about as good as it gets though. For example, if \(R = \mathbb{F}_2\) then \(\mathbb{J}(B_1, \mathbb{F}_2)\) is not a near-field because any function with \(f(\overline{0}) = 0\) and \(f(0,0,1) = 1\) does not have an inverse. For exactly the same reason \(\delta_3 \in \mathbb{J}(B_1, \mathbb{F}_2)\) is still not a right identity element.

4. Operations on incidence functions

In this section we look at a relationship between the classical incidence algebra \(\mathbb{I}(\mathcal{P}, R)\) and \(\mathbb{J}(\mathcal{P}, R)\). For \(f, g \in \mathbb{I}(\mathcal{P}, R)\) we define \(f \Diamond g \in \mathbb{J}(\mathcal{P}, R)\) by setting
\[
(f \Diamond g)(x,y,z) = f(x,y)g(y,z).
\]

We can use the \(\Diamond\) operation to construct interesting elements in \(\mathbb{J}(\mathcal{P}, R)\). There are relationships between the operations \(*\) in \(\mathbb{I}(\mathcal{P}, R)\), \(\triangleright\) in \(\mathbb{J}(\mathcal{P}, R)\), and \(\Diamond\).

**Proposition 4.1.** If \(f, g, r, s \in I(\mathcal{P}, R)\) and \(f(b,b)g(a,a) = 1\) for all \(a,b \in \mathcal{P}\) then
\[
(f \Diamond g) \triangleright (r \Diamond s) = (f * r) \Diamond (s * g).
\]

**Proof.** Let \((x,y,z) \in \mathcal{F}I^3(\mathcal{P})\) and \(f, g, r, s \in I(\mathcal{P}, R)\). Then
Proof. Let \((x, y, z) = \sum_{(a, b) \leq (x, y, z)} (f \circ g)(x, a, a)(r \circ s)(a, y, b)(f \circ g)(b, b, z)\)

\[
= \sum_{(a, b) \leq (x, y, z)} f(x, a)g(a, a)r(a, y)s(y, b)f(b, b)g(b, z)
\]

\[
= \left[ \sum_{x \leq a \leq y} f(x, a)r(a, y) \right] \left[ \sum_{y \leq b \leq z} s(y, b)g(b, z) \right]
\]

\[
= [(f \ast r)(x, y)] [(s \ast g)(y, z)]
\]

\[
= ((f \ast r) \circ (s \circ g))(x, y, z)
\]

where the third equality only holds due to the assumption. \qed

One can see from the proof that without the hypothesis on \(f\) and \(g\) that the equality will not hold. Hence there is no hope for this to give any kind of near-ring homomorphism from a twisted product version of \(\mathbb{I}(P, R) \times \mathbb{I}(P, R)\). Also, the natural addition homomorphism assumption does not hold. Instead we have the following proposition which does not have special hypothesis on the functions. For this proposition there are two different additions, for \(\mathbb{I}(P, R)\) and \(\mathbb{I}(P, R)\), which for brevity we use the same addition symbol.

**Proposition 4.2.** If \(f, g, r, s \in I(P, R)\) then

\[
(f + g) \circ (r + s) = (f \circ r) + (f \circ s) + (g \circ r) + (g \circ s).
\]

**Proof.** For all \((x, y, z) \in \mathcal{F}^3(P)\)

\[
((f + g) \circ (r + s))(x, y, z) = (f(x, y) + g(x, y))(r(y, z) + s(y, z))
\]

\[
= f(x, y)r(y, z) + f(x, y)s(y, z) + g(x, y)r(y, z) + g(x, y)s(y, z)
\]

\[
= ((f \circ r) + (f \circ s) + (g \circ r) + (g \circ s))(x, y, z)
\]

which is the identity we are looking for. \qed

Next we show how the \(\circ\) operation works over products of posets.

**Proposition 4.3.** If \(P\) and \(Q\) are locally finite posets, \(f_P, g_P \in \mathbb{I}(P, R)\), and \(r_Q, s_Q \in \mathbb{I}(Q, R)\) then

\[
(f \circ g_P) \times (r \circ s_Q) = (f \circ r_Q) \circ (g \times s_Q).
\]

**Proof.** Let \(((x_1, x_2), (y_1, y_2), (z_1, z_2)) \in \mathcal{F}^3(P \times Q)\). Then

\[
= [(f \circ g)(x_1, y_1, z_1)] [(r \circ s)(x_2, y_2, z_2)]
\]

\[
= [f(x_1, y_1)g(y_1, z_1)] [r(x_2, y_2)s(y_2, z_2)]
\]

\[
= [f(x_1, y_1)r(x_2, y_2)] [g(y_1, z_1)s(y_2, z_2)]
\]

\[
= [(f \times r)((x_1, y_1), (x_2, y_2))] [(g \times s)((y_1, z_1), (y_2, z_2))]
\]
\[(f \times r) \Diamond (g \times s)(x_1, x_2, y_1, y_2, z_1, z_2)\]

which completes the proof. \(\square\)

We can also define products of functions on products of posets over 3-flags. We prefer to limit our study of \(\mathbb{J}(\mathcal{P}, R)\) to this product definition since the technicalities of tensor products over non-associative near-rings would present significant and unnecessary technicalities.

**Definition 4.4.** Let \(\mathcal{P}\) and \(\mathcal{Q}\) be locally finite posets, \(f_P \in \mathbb{J}(\mathcal{P}, R)\), and \(g_Q \in \mathbb{J}(\mathcal{Q}, R)\). Define \(f_P \times g_Q \in \mathbb{J}(\mathcal{P} \times \mathcal{Q}, R)\) by

\[(f_P \times g_Q)((x_1, x_2), (y_1, y_2), (z_1, z_2)) = f_P(x_1, y_1, z_1)g_Q(x_2, y_2, z_2).\]

Similarly to Proposition 4.3 we get a factorization of \(\times\) through \(\triangleright\). We use subscripts on the operations to differentiate which ring the operation occurs.

**Proposition 4.5.** If \(\mathcal{P}\) and \(\mathcal{Q}\) be locally finite posets, \(f_P, g_P \in \mathbb{J}(\mathcal{P}, R)\), and \(r_Q, s_Q \in \mathbb{J}(\mathcal{Q}, R)\) then

\[(f_P \triangleright_P g_P) \times r_Q \triangleright_Q s_Q) = (f_P \times r_Q) \triangleright_P (g_P \times s_Q).\]

**Proof.** Let \(\overline{x} = (x_1, x_2), \overline{y} = (y_1, y_2), \overline{z} = (z_1, z_2) \in \mathcal{F}l^3(\mathcal{P} \times \mathcal{Q})\) and \(\overline{a} = (a_1, a_2), \overline{b} = (b_1, b_2) \in \mathcal{F}l^3(\mathcal{P} \times \mathcal{Q})\). Then

\[
\begin{align*}
(f_P \times r_Q) \triangleright_P (g_P \times s_Q)(\overline{x}, \overline{y}, \overline{z})
&= \sum_{(\overline{a}, \overline{b}) \leq (\overline{x}, \overline{y}, \overline{z})} (f_P \times r_Q)(\overline{x}, \overline{a}, \overline{a})(g_P \times s_Q)(\overline{a}, \overline{y}, \overline{b})(f_P \times r_Q)(\overline{b}, \overline{b}, \overline{z}) \\
&= \sum_{(a_1, b_1)} \sum_{(a_2, b_2)} f_P(x_1, a_1, a_1)g_P(a_1, y_1, b_1)f_P(b_1, b_1, z_1)r_Q(x_2, a_2, a_2)s_Q(a_2, y_2, b_2)r_Q(b_2, b_2, z_2) \\
&= [((f_P \triangleright_P g_P)(x_1, y_1, z_1)] [(r_Q \triangleright_Q s_Q)(x_2, y_2, z_2)] \\
&= ((f_P \triangleright_P g_P) \times (r_Q \triangleright_Q s_Q))(\overline{x}, \overline{y}, \overline{z})
\end{align*}
\]

which is the required identity. \(\square\)

5. The J-function

Let \(\mathcal{P}\) be a locally finite poset. In this section we define the central invariant of this note which we call the \(J\) function. This function is a generalization of the classical Möbius function \(\mu\). We show that it satisfies generalizations of the classical theorems on \(\mu\). A key ingredient for these results is the operation \(\Diamond\).

**Definition 5.1.** Define \(J : \mathcal{F}l^3(\mathcal{P}) \to \mathbb{Z}\) for all fixed \((x, y, z) \in \mathcal{F}l^3(L)\) by

\[
\sum_{(a, b) \leq (x, y, z)} J(a, y, b) = \delta_3(x, y, z).
\]
This function is well defined because either \( x = y = z \) with \( J(x, y, z) = 1 \) or otherwise one of the following summations is non-empty and all are finite

\[
J(x, y, z) = - \sum_{x < a < y} \left[ \sum_{y < b < z} J(a, y, b) \right] - \sum_{x < a \leq y} J(a, y, z) - \sum_{y \leq b < z} J(x, y, b).
\]

Note that \( J \) is exactly the function in \( \mathbb{J}(\mathcal{P}, R) \) such that

(1) \[ \zeta_3 \triangleleft J = \delta_3. \]

This is a good reason why we say it is a generalization of the classical Möbius function and below we show that there are a few more interesting reasons. It turns out that this function was actually defined before in \([26]\) with the notation \( \mu_3^P \) and is exactly given by the \( \diamond \) product construction in the previous section.

**Theorem 5.2.** For any locally finite poset \( \mathcal{P} \) we have \( J = \mu_3^P = \mu \diamond \mu \).

**Proof.** This follows from Proposition [11] since \( \zeta \in \mathbb{I}(\mathcal{P}, R) \) satisfies the hypothesis and

\[ \zeta_3 \triangleright (\zeta \diamond \mu) = (\zeta \cdot \mu) \triangleright (\mu \diamond \mu) = (\zeta \cdot \mu) \diamond (\mu \cdot \zeta) = \delta \diamond \delta = \delta_3. \]

Hence \( J \) and \( \mu \diamond \mu \) satisfy the same recursive definition. \( \square \)

Now we can use all the classical properties of \( \mu \) to conclude information about \( J \). We start by noticing that \( J \) is also a left inverse of \( \zeta_3 \).

**Corollary 5.3.** \( J \triangleright \zeta_3 = \delta_3 \).

**Proof.** Since \( \mu \) satisfies the hypothesis of Proposition [11] we get

\[ J \triangleright \zeta_3 = (\mu \diamond \mu) \triangleright (\zeta \cdot \zeta) = (\mu \cdot \zeta) \diamond (\zeta \cdot \mu) = \delta \diamond \delta = \delta_3. \]

\( \square \)

Interpreting Corollary [5.3] in terms of the definition and sums in the ring \( R \) we get the following.

**Corollary 5.4.** For any locally finite poset \( \mathcal{P} \) and \( (x, y, z) \in \mathcal{F}^3(\mathcal{P}) \) we have

\[
\sum_{(a, b) \preceq (x, y, z)} J(x, a, a)J(b, b, z) = \delta_3(x, y, z)
\]

and in particular

\[
\sum_{(a, b) \preceq (x, y, z)} \mu(x, a)\mu(b, z) = \delta_3(x, y, z).
\]

Now we look at how the \( J \) function behaves over products. It turns out that \( J \) factors over products.

**Proposition 5.5.** If \( \mathcal{P} \) and \( \mathcal{Q} \) are locally finite posets then \( J_{\mathcal{P}} \times J_{\mathcal{Q}} = J_{\mathcal{P} \times \mathcal{Q}} \).
Proof. For posets $\mathcal{P}$ and $\mathcal{Q}$ we have $J_\mathcal{P} \times J_\mathcal{Q} = (\mu_\mathcal{P} \Diamond \mu_\mathcal{P}) \times (\mu_\mathcal{Q} \Diamond \mu_\mathcal{Q})$ by definition. By Proposition 4.3 $(\mu_\mathcal{P} \Diamond \mu_\mathcal{P}) \times (\mu_\mathcal{Q} \Diamond \mu_\mathcal{Q}) = (\mu_\mathcal{P} \times \mu_\mathcal{Q}) \Diamond (\mu_\mathcal{P} \times \mu_\mathcal{Q})$. Then using Proposition 2.5 we get $(\mu_\mathcal{P} \times \mu_\mathcal{Q}) \Diamond (\mu_\mathcal{P} \times \mu_\mathcal{Q}) = \mu_{\mathcal{P} \times \mathcal{Q}} \Diamond \mu_{\mathcal{P} \times \mathcal{Q}} = J_{\mathcal{P} \times \mathcal{Q}}$. □

Next we look at a generalization of Phillip Hall’s Theorem. For $(x, y, z) \in \mathcal{F}^3(\mathcal{P})$ set

$$c_{i,j}(x, y, z) = \left| \{(a_0, \ldots, a_{i+j}) \in \mathcal{F}^{i+j+1} : \forall k, a_k < a_{k+1} \text{ and } a_0 = x, a_i = y, a_{i+j} = z \} \right| .$$

There is a bijection between the underlying set of $c_{i,j}(x, y, z)$ to the product of the underlying sets of $c_i(x, y)$ and $c_j(y, z)$. This results in the following.

**Lemma 5.6.** If $\mathcal{P}$ is a locally finite poset and $(x, y, z) \in \mathcal{F}^3(\mathcal{P})$ then $c_{i,j}(x, y, z) = c_i(x, y)c_j(y, z)$.

This leads to a generalization of Phillip Hall’s Theorem for the $J$ function.

**Theorem 5.7.** If $\mathcal{P}$ is a locally finite poset and $(x, y, z) \in \mathcal{F}^3(\mathcal{P})$ then

$$J(x, y, z) = \sum_{i,j \in \mathbb{N}} (-1)^{i+j} c_{i,j}(x, y, z).$$

Proof. Let $(x, y, z) \in \mathcal{F}^3(\mathcal{P})$. By Theorem 5.2 $J(x, y, z) = \mu(x, y)\mu(y, z)$. Then using Theorem 2.6 we get

$$J(x, y, z) = \left[ \sum_{i \in \mathbb{N}} (-1)^i c_i(x, y) \right] \left[ \sum_{j \in \mathbb{N}} (-1)^j c_j(y, z) \right]$$

$$= \sum_{i,j \in \mathbb{N}} (-1)^{i+j} c_i(x, y)c_j(y, z).$$

Lemma 5.6 finishes the proof. □

Now we focus on a version of Rota’s cross-cut theorem for the $J$ function. We state this following the style of Lemma 2.35 in [18] and Theorem 2.4.9 in [15] which are forms of Rota’s original Cross-cut Theorem in [22]. To state this result we need the following definition.

**Definition 5.8.** Let $L$ be a finite lattice, $(x, y, z) \in \mathcal{F}^3(\mathcal{L})$, $S_{x,y}$ be a lower cross-cut of $[x, y]$, and $S_{y,z}$ be a lower cross-cut of $[y, z]$ as in Definition 2.7. We call $S_{x,y,z} = S_{x,y} \uplus S_{y,z}$ a double lower cross cut of $(x, y, z)$ and call $S_{x,y}$ and $S_{y,z}$ the components of $S_{x,y,z}$. Similarly we can define $T_{x,y,z} = T_{x,y} \uplus T_{y,z}$ (as well as $ST_{x,y,z} = S_{x,y} \uplus T_{y,z}$ and $TS_{x,y,z} = T_{x,y} \uplus S_{y,z}$).

**Theorem 5.9.** If $L$ is a finite lattice, $(x, y, z) \in \mathcal{F}^3(\mathcal{L})$, $S_{x,y,z}$ is a double lower cross-cut of $(x, y, z)$ with components $S_{x,y}$ and $S_{y,z}$ then

$$J(x, y, z) = \sum_{A \subseteq S_{x,y,z} \atop \bigvee (\mathcal{A} \cap S_{x,y}) = y \atop \bigvee (\mathcal{A} \cap S_{y,z}) = z} (-1)^{|A|}. $$
\[ J(x, y, z) = \mu(x, y) \mu(y, z) \]
\[
= \left( \sum_{A_1 \subseteq S_{x,y}} (-1)^{|A_1|} \right) \left( \sum_{A_2 \subseteq S_{y,z}} (-1)^{|A_2|} \right) \\
= \sum_{A_1 \subseteq S_{x,y}} \sum_{A_2 \subseteq S_{y,z}} (-1)^{|A_1|+|A_2|}.
\]

Since the union in Definition 5.8 is disjoint \(|A_1| + |A_2| = |A_1 \cup A_2|\) and we have finished the proof. \(\Box\)

We end this section with a generalization of Weisner’s Theorem 2.9. The interesting observation of this fact is that the middle variable of the function is crucial.

**Theorem 5.10.** If \(L\) is a finite lattice with at least three elements and \(\hat{0} < a < b \in L\) then
\[
\sum_{x \in L} J(x, b, \hat{1}) = 0.
\]

**Proof.** We compute the sum again using Theorem 5.2
\[
\sum_{x \in L} J(x, b, \hat{1}) = \sum_{x \wedge a = \hat{0}} \mu(x, b) \mu(b, \hat{1}) \\
= \mu(b, \hat{1}) \sum_{x \wedge a = \hat{0}} \mu(x, b) \\
= \mu(b, \hat{1}) \cdot 0 = 0
\]

since \(a < b\) we can apply Weisner’s Theorem 2.9. \(\Box\)

**Remark 5.11.** There is a dual version of this result for where we sum over the left most variable as in [22]. However, we do not see a version that sums over the middle variable.

6. **Generalized characteristic and Möbius polynomials**

In this section we examine two polynomials defined by summing over all values of the \(J\) function on a ranked poset. One mimics the characteristic polynomial of a matroid and the other looks like a one variable Möbius polynomial. We find more interesting information inside the generalized Möbius polynomial than the generalized characteristic polynomial. That is opposite of the state of affairs in the literature on the classical polynomials, but we do not know why.
Definition 6.1. For $P$ a ranked finite poset with minimum element $\hat{0}$ and maximum element $\hat{1}$ the $J$-characteristic polynomial of $P$ is
\[
J(P, t) = (-1)^{rk(P)} \sum_{x \in P} J(\hat{0}, x, \hat{1}) t^{rk(P)-rk(x)}.
\]

Definition 6.2. Let $P$ be a ranked finite poset and for $(x, y, z) \in \mathcal{F}^3(P)$ let $\rho(x, y, z) = 3rk(P) - rk(x) - rk(y) - rk(z)$. The $J$-Möbius polynomial of $P$ is
\[
M(P, t) = \sum_{(x, y, z) \in \mathcal{F}^3(P)} J(x, y, z) t^{\rho(x, y, z)}.
\]

We may sometimes refer to $rk(P) - rk(x)$ as $crk(x)$. These polynomials satisfy some nice basic properties. For example it turns out that the coefficients of $J(P, t)$ are positive for nice $P$. For convenience if $L$ is a ranked poset let $L_k = \{x \in L | rk(x) = k\}$.

Proposition 6.3. If $L$ is a finite semimodular lattice then the coefficients of $J(L, t)$ are positive.

Proof. Using Theorem 5.2 we get that
\[
J(L, t) = (-1)^{rk(L)} \sum_{x \in L} \mu(\hat{0}, x) \mu(x, \hat{1}) t^{rk(L)-rk(x)}.
\]
So, the coefficient of $t^k$ is
\[
c_k = (-1)^{rk(L)} \sum_{x \in L_k} \mu(\hat{0}, x) \mu(x, \hat{1}).
\]
Then note that by applying Lemma 2.10 we have
\[
sgn(\mu(\hat{0}, x) \mu(x, \hat{1})) = (-1)^{rk(\hat{0})+rk(x)}(-1)^{rk(x)+rk(\hat{1})} = (-1)^{rk(L)}.
\]
Hence $sgn(c_k) = (-1)^{2rk(L)} = 1$. \qed

Now we look at a foundational property for the $J$-Möbius polynomial.

Proposition 6.4. If $L$ is a finite lattice with at least two elements then $M(L, 1) = 0$.

Proof. Since $L$ is a finite lattice with at least two elements we know there is a minimum element $\hat{0}$ and a maximum element $\hat{1}$. Then
\[
M(P, 1) = \sum_{(x, y, z) \in \mathcal{F}^3(L)} J(x, y, z)
\]
\[
= \sum_{y \in L} \left[ \sum_{(x, z) \leq (0, y, \hat{1})} J(x, y, z) \right]
\]
\[
= \sum_{y \in L} \delta_3(\hat{0}, y, \hat{1}).
\]
Since $L$ has at least two elements $\hat{0} \neq \hat{1}$ so $\delta_3(\hat{0}, y, \hat{1})$ is zero for all $y$. \qed
We also have products formulas for both of these polynomials.

**Proposition 6.5.** If \( P \) and \( Q \) are ranked finite posets then \( J(P \times Q, t) = J(P, t)J(Q, t) \).

**Proof.** Using Proposition 5.5 we get that
\[
J(P, t)J(Q, t) = (-1)^{\text{rk}(P)} \sum_{p \in P} J_P(\hat{0}, p, \hat{1}) t^{\text{crk}(p)}\left((-1)^{\text{rk}(Q)} \sum_{q \in Q} J_Q(\hat{0}, q, \hat{1}) t^{\text{crk}(q)}\right).
\]

\[
= (-1)^{\text{rk}(P)+\text{rk}(Q)} \sum_{p \in P, q \in Q} J_P(\hat{0}, p, \hat{1}) J_Q(\hat{0}, q, \hat{1}) t^{\text{crk}(p)+\text{crk}(q)}
\]

\[
= (-1)^{\text{rk}(P \times Q)} \sum_{(p, q) \in P \times Q} J_{P \times Q}((\hat{0}, \hat{0}), (p, q), (\hat{1}, \hat{1})) t^{\text{crk}(p, q)}
\]

\[= J(P \times Q, t).\]

The proof of the following is almost identical.

**Proposition 6.6.** If \( P \) and \( Q \) are ranked finite posets then \( M(P \times Q, t) = M(P, t)M(Q, t) \).

Now we can use these product formulas to establish formulas for Boolean matroids.

**Proposition 6.7.** If \( B_n \) is the Boolean lattice then
\[ J(B_n, t) = (t + 1)^n. \]

**Proof.** We start with \( B_1 \). This poset has two elements \( B_1 = \{0, 1\} \). So, \( J(B_1, t) = (-1)(J(0, 0, 0)t^0 + J(0, 1, 1)t^0) = t + 1 \). Then the result follows since \( B_n = (B_1)^n \).

**Proposition 6.8.** If \( B_n \) is the Boolean lattice then
\[ M(B_n, t) = (t + 1)^n(t - 1)^{2n}. \]

**Proof.** Again we first compute \( M(B_1, t) \). The only coefficients are \( J(0, 0, 0) = 1, J(0, 0, 1) = -1, J(0, 1, 1) = -1 \) and \( J(1, 1, 1) = 1 \). Then the result follows from
\[
M(B_1, t) = J(0, 0, 0)t^3 + J(0, 0, 1)t^2 + J(0, 1, 1)t + J(1, 1, 1)
\]

\[
= t^3 - t^2 - t + 1
\]

\[
= (t + 1)(t - 1)^2
\]

and the application of Proposition 6.6.

**Proposition 6.9.** Let \( P_n \) be a geometric lattice of rank two with \( n \) atoms (rank 2 matroid with \( n \) elements a.k.a. \( U_2, n \)). Then \( M(P_n, t) = (t^2 - nt + 1)(t + 1)^2(t - 1)^2 \).

**Proof.** We prove this by induction on \( n \). The base case is \( n = 2 \) and is given by the \( n = 2 \) version of Proposition 6.8. Now assume \( n > 2 \). The lattice \( P_n \) consists of \( 0, 1 \), and \( n \) atoms \( \alpha_1, \ldots, \alpha_n \). Now \( J_{P_n}(\hat{0}, \hat{0}, 1) = n - 1 \) and \( J_{P_n}(\hat{0}, \hat{1}, \hat{1}) = n - 1 \) are the only \( J_{P_n} \)
values that do not have $\alpha_n$ as an entry and incorporate $\alpha_n$ in it’s recursive definition. So, $J_{P_n}(0,0,1) = J_{P_{n-1}}(0,0,1) + 1$ and similarly for $(0,1,1)$. Incorporating this difference into the calculation we get that

$$M(P_n, t) = M(P_{n-1}, t) + t^4 + t^2 + J(0,0,\alpha_n) t^5 + J(\hat{0}, \alpha_n, \alpha_n) t^4 + J(\hat{0}, \alpha_n, \hat{1}) t^3$$

$$= (t^2 - (n-1)t + 1)(t + 1)^2(t - 1)^2 - (t^5 - 2t^3 + t)$$

which is the desired formula. \(\square\)

Now we consider a decomposition of $M(L, t)$ for a finite lattice $L$. So, if $L$ is a finite lattice then $L^{op}$ is the same underlying set as $L$ but with the order reversed (i.e. $x \leq^{op} y$ in $L^{op}$ if and only if $x \geq y$ in $L$). Also for $y \in L$ let $L_y = \{ x \in L | x \leq y \}$ and $L^y = \{ x \in L | x \geq y \}$. Now we can state the result.

**Proposition 6.10.** If $L$ is a finite ranked lattice then

$$M(L, t) = t^{rk(L)} \sum_{y \in L} t^{crk(y)} \chi(L^y, t) \chi((L^{op})^y, t^{-1}).$$

**Proof.** First we note that for $x \leq y \in L$ the Möbius function on $L^{op}$ has $\mu^{op}(y, x) = \mu(x, y)$ and that rank is corank in $L^{op}$. Then again using Theorem 5.2 we compute

$$M(L, t) = \sum_{(x, y, z) \in \mathcal{F}(L)} J(x, y, z) t^{o(x,y,z)}$$

$$= \sum_{y \in L} \sum_{x \leq y} \mu(x, y) \mu(y, z) t^{crk(x) + crk(y) + crk(z)}$$

$$= \sum_{y \in L} t^{crk(y)} \sum_{x \leq y} \mu(x, y) t^{crk(x)} \sum_{z \geq y} \mu(y, z) t^{crk(z)}$$

$$= \sum_{y \in L} t^{crk(y)} \chi(L^y, t) \sum_{x \leq y} \mu(x, y) t^{rk(L) - rk(x)}$$

$$= \sum_{y \in L} t^{crk(y)} \chi(L^y, t) t^{rk(L)} \sum_{x \geq^{op} y} \mu^{op}(y, x) t^{-rk(x)}$$

$$= t^{rk(L)} \sum_{y \in L} t^{crk(y)} \chi(L^y, t) \chi((L^{op})^y, t^{-1}).$$

\(\square\)

We can use Proposition 6.10 to compute $M(P, t)$ for cases where $\chi(P, t)$ is well known. Let $L_n^q$ be the modular lattice of all subspaces in $\mathbb{F}_q^n$, a vector space of dimension $n$ over a field with $q$ elements. The Möbius function and the characteristic polynomial of $L_n^q$ are well known.
Proposition 6.11 (Proposition 7.5.3 [30]). In \( L_q^n \) we have
\[
\mu(0, 1) = (-1)^n q^{\binom{n}{2}}
\]
and
\[
\chi(L_q^n, t) = \prod_{i=0}^{n-1} (t - q^i).
\]

Using this we can get a nice formulation for \( \mathcal{M}(L_q^n, t) \). First we need to recall so terminology from \( q \)-series. Let
\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_q = \frac{(q^n - 1) \cdots (q - 1)}{(q^k - 1) \cdots (q - 1) \cdot (q^{n-k} - 1) \cdots (q - 1)}
\]
be the \( q \)-binomial coefficient (aka Gaussian coefficient). Also, we denote by
\[
\left[ \begin{array}{c} n \\ k_1, k_2, \ldots, k_m \end{array} \right]_q = \left[ \begin{array}{c} n \\ k_1 \end{array} \right]_q \left[ \begin{array}{c} n - k_1 \\ k_2 \end{array} \right]_q \cdots \left[ \begin{array}{c} n - (k_1 + \cdots + k_{m-1}) \\ k_m \end{array} \right]_q
\]
as the \( q \)-multinomial coefficient. We also use the \( q \)-Pochhammer symbol
\[
(a; q)_n = \prod_{i=0}^{n-1} (1 - aq^i).
\]
We use [2] for a general reference for \( q \)-series. Using Proposition 6.11 we get the following.

Proposition 6.12. If \( L_q^n \) is the modular lattice of subspaces of \( F_q^n \) then
\[
\mathcal{M}(L_q^n, t) = \sum_{0 \leq i \leq j \leq k \leq n} (-1)^{k-i} \left[ \begin{array}{c} n \\ i, j - i, k - j, n - k \end{array} \right]_q q^{j^2 + \binom{k-j}{2} + \binom{k-j}{2}} t^{3n - i - j - k}.
\]

Proof. Use that \( \left[ \begin{array}{c} n \\ k \end{array} \right]_q \) counts the number of subspaces of dimension \( k \) in \( F_q^n \) and apply Proposition 5.2 to \( J \) in \( \mathcal{M}(L_q^n, t) \) together with Proposition 6.11 □

Now we can reformulate Proposition 6.12 using Proposition 6.10 together with Proposition 6.11 to get a nice identity in \( q \)-series.

Proposition 6.13. If \( L_q^n \) is the modular lattice of subspaces of \( F_q^n \) then
\[
\mathcal{M}(L_q^n, t) = t^n \sum_{0 \leq k \leq n} t^{n-k} \left[ \begin{array}{c} n \\ k \end{array} \right]_q \prod_{i=0}^{k-1} (t - q^i) \prod_{j=0}^{k-1} (t - q^j).
\]

It turns out that \(-1\) is a root of \( \mathcal{M}(L_q^n, t) \). We need a few results in order to prove this. First we present a formula or \( q \)-identity which seems to be a kind of \( q \)-generalized binomial theorem (the authors could not find it in the literature). It’s interesting that in the odd case the sum trivially collapses but not for the even case.
Lemma 6.14. If $n > 0$ then

$$
\sum_{k=0}^{n} (-1)^k \begin{bmatrix} n \\ k \end{bmatrix}_q (-1 : q)_n(-1 : q)_k = 0.
$$

Proof. Let

$$
S(n) = \sum_{k=0}^{n-1} (-1)^k \begin{bmatrix} n \\ k \end{bmatrix}_q \frac{(-1; q)_{n-k}(-1; q)_k}{(-1; q)_n}
$$

which is the left hand side up to the $n-1$ term divided by the $n^{th}$ term. Using techniques from [20] and Mathematica [11] we build a recursion for $S(n)$. We compute

$$(1 + q^{n-1})S(n) = \sum_{k=0}^{n-1} (-1)^k \begin{bmatrix} n \\ k \end{bmatrix}_q \left[ q^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q + \begin{bmatrix} n-1 \\ k-1 \end{bmatrix}_q \right] \frac{(-1; q)_{n-k}(-1; q)_k}{(-1; q)_n}$$

$$= \sum_{k=0}^{n-1} (-1)^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q \frac{(-1; q)_{n-k-1}(-1; q)_k}{(-1; q)_{n-1}}(q^k + q^{n-1})$$

$$+ \sum_{k=1}^{n-1} (-1)^k \begin{bmatrix} n-1 \\ k-1 \end{bmatrix}_q \frac{(-1; q)_{n-k}(-1; q)_k}{(-1; q)_{n-1}}$$

$$= (-1)^n 2q^{n-1} + \sum_{k=0}^{n-2} (-1)^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q \frac{(-1; q)_{n-k-1}(-1; q)_k}{(-1; q)_{n-1}}q^k$$

$$+ \sum_{k=0}^{n-2} (-1)^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q \frac{(-1; q)_{n-(k+1)}(-1; q)_{k+1}}{(-1; q)_{n-1}}q^{n-1}$$

$$= (-1)^n 2q^{n-1} + \sum_{k=0}^{n-2} (-1)^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q \frac{(-1; q)_{n-k-1}(-1; q)_k}{(-1; q)_{n-1}}q^k$$

$$+ q^{n-1}S(n-1) - \sum_{k=0}^{n-2} (-1)^k \begin{bmatrix} n-1 \\ k \end{bmatrix}_q \frac{(-1; q)_{n-k-1}(-1; q)_k}{(-1; q)_{n-1}}(1 + q^k)$$

$$= (-1)^n 2q^{n-1} + q^{n-1}S(n-1) - S(n-1).$$

Now we prove with induction that $S(n) = (-1)^{n-1}$. First we see that $S(1) = 1$. Then using the recursion above we have

$$(1 + q^{n-1})S(n) = (-1)^{n-1}2q^{n-1} - q^{n-1}(-1)^{n-1} + (-1)^{n-1} = (-1)^{n-1}(q^{n-1} + 1)$$

which finishes the proof. □
Proposition 6.15. If $L_q^n$ is the modular lattice of subspaces of $F_q^n$ then $\mathcal{M}(L_q^n, -1) = 0$.

Proof. Evaluate the expression in Proposition 6.13 and apply Lemma 6.14. □

Now we can prove the main result of this section.

Theorem 6.16. If $L$ is a modular geometric lattice (modular matroid) then $\mathcal{M}(L, -1) = 0$.

Proof. Use the classical result that a modular geometric lattice is product of Boolean and projective spaces (see 12.1 Theorem 4 in [28] or Proposition 6.9.1 in [19]). Then the result follows from Propositions 6.15, 6.8, and 6.6. □

Remark 6.17. The proof of Theorem 6.16 is done in cases. It would be interesting if there was a case free proof just using the modular property.

Remark 6.18. At first when looking at examples of $\mathcal{M}$ on matroids it seems that the converse of Theorem 6.16 might be true. However, the converse is false, but the example seems rather special. Using the SageMath computer algebra system [8] we compute

$$\mathcal{M}(M^*(K_{3,3}), t) = (t^{10} - 9t^9 + 22t^8 + 12t^7 - 81t^6 + 21t^5 + 69t^4 - 18t^3 - 34t^2 + 15t - 1)(t + 1)(t - 1)$$

where $M^*(K_{3,3})$ is the dual matroid of the graphic matroid corresponding to the complete bipartite graph $K_{3,3}$. Since $M^*(K_{3,3})$ is a connected non-modular matroid (it does not have a modular direct summand) this example gives a connected non-modular matroid that has $-1$ as a root of $\mathcal{M}$. This example and Theorem 6.16 leads to a few questions.

Question 6.19. Is there a rank 3 non-modular connected matroid $M$ such that $\mathcal{M}(M, -1) = 0$?

Question 6.20. Is there a classification of all matroids who’s $\mathcal{M}$ polynomial has -1 as a root?

Question 6.21. Is there a nice enumerative combinatorial interpretation for $\mathcal{M}(M, -1)$ where $M$ is a matroid (i.e. what does it count)?

6.1. No Deletion-Contraction. We now show that $\mathcal{J}$ and $\mathcal{M}$ are not some evaluation of the Tutte polynomial for matroids. We first recall the following definition.

Definition 6.22. We say that a function $f$ from matroids to a ring $R$ is a generalized Tutte-Grothendieck invariant (following [3] Sec 1.8.6) if there exists $a, b \in R$ such that for every matroid $M$ and element of the ground set $e \in M$

$$f(M) = \begin{cases} f(M \setminus e)f(L) & \text{if } L \text{ is a loop} \\ f(M/e)f(c) & \text{if } c \text{ is a coloop} \\ af(M \setminus e) + bf(M/e) & \text{otherwise.} \end{cases}$$

Let $U_{r,n}$ be the uniform matroid of rank $r$ on $n$ elements and recall that $U_{r,r} \cong B_r$ are Boolean or free matroids. Then direct computation gives $\mathcal{J}(B_1, t) = t + 1$ and $\mathcal{J}(U_{2,n}, t) = (n - 1)t^2 + nt + n - 1$. 
Hence \( J(U_{2,3}, t) = 2t^2 + 3t + 2 \). Then any deletion is \( U_{2,3}\backslash e \cong B_2 \) and any contraction is \( U_{2,3}/e \cong B_1 \). Putting this together with Definition 6.22 and assuming that \( J \) is a Tutte-Grothendieck invariant
\[
2t^2 + 3t + 2 = a(t^2 + 2t + 1) + b(t + 1).
\]
However, this is a contradiction since \( t + 1 \) is not a factor of the right hand side.

The same result for \( M \) needs two more steps. Looking at the same matroid and using [6.9] we get
\[
M(U_{2,3}, t) = (t^2 - 3t + 1)(t + 1)^2(t - 1)^2 = a(t + 1)^2(t - 1)^4 + b(t + 1)(t - 1)^2
\]
which reduces to
\[
b = (t + 1)(t^2 - 3t + 1) - a(t + 1)(t - 1)^2.
\]
Then we look at \( U_{2,4} \) and again assume \( M \) is a Tutte-Grothendieck invariant
\[
M(U_{2,4}, t) = (t^2 - 4t + 1)(t + 1)^2(t - 1)^2 = a(t^2 - 3t + 1)(t + 1)^2(t - 1)^2 + b(t + 1)(t - 1)^2.
\]
Inserting the above value for \( b \) and reducing we get
\[
t^2 - 4t + 1 = a(t^2 - 3t + 1) + (t^2 - 3t + 1) - a(t - 1)^2
\]
which gives \( a = 1 \) and makes \( b = -t(t + 1) \). But then
\[
M(U_{3,4}, t) = (t - 1)(t^8 - 3t^7 - t^6 + 12t^5 - 2t^4 - 12t^3 + 3t^2 + 5t - 1)
\]
which does not have a factor of \( t + 1 \). This is a contradiction since the right hand side
\[
M(U_{3,4}\backslash e, t) - t(t + 1)M(U_{3,4}/e, t) = M(U_{3,3}, t) - t(t + 1)M(U_{2,3}, t)
\]
does have a \( t + 1 \) factor.

6.2. Valuations. We study the invariant \( M \) over matroid subdivisions. One could focus on a wider range combinatorial objects like posets but we are motivated by applications to matroid theory. First we recall the basis matroid polytope (using [5] as our general reference for this material). A matroid \( M \) can be defined via its set of bases \( B(M) \) which are all the independent sets of \( M \) who’s size is the rank of \( M \). Then the matroid polytope of \( M \) is
\[
P(M) = \text{Conv}\{e_B | B \in B(M)\}
\]
where \( e_B = e_{i_1} + \cdots + e_{i_r} \) with \( B = \{i_1, \ldots, i_r\} \). Now we need a few key definitions to state our main result.

Definition 6.23. A matroid polyhedral subdivision of a matroid polytope \( P(M) \) is a collection of polyhedra \( \{P_i\} \) such that \( \bigcup P_i = P(M) \), each \( P_i \) is a matroid polytope whose vertices are vertices of \( P(M) \), and if for \( i \neq j \) if \( P_i \cap P_j \neq \emptyset \) then \( P_i \cap P_j \) is a proper face of both \( P_i \) and \( P_j \).

Now we want to know how invariants decompose across subdivisions which gives rise to valuations. We will use what is called a weak valuation in [5] but we follow [4] and just say valuation. This makes sense since by Theorem 4.2 in [5] for matroids weak valuations are actually strong valuations.
Definition 6.24. Let $\mathcal{P}$ be the collection of matroid polytopes and $R$ a commutative ring. A function $f : \mathcal{P} \rightarrow R$ is a (weak) valuation if for any matroid polytope $P(M)$ and any matroid polyhedral subdivision with maximal pieces $\{P(M_1), \ldots, P(M_k)\}$ we have that $f(\emptyset) = 0$ and

$$f(P(M)) = \sum_{\{j_1, \ldots, j_i\} \subseteq [k]} (-1)^i f(P(M_{j_1}) \cap \cdots \cap P(M_{j_i})).$$

Finally we can state the result for the invariant $J$ in terms of valuations.

Proposition 6.25. The polynomial $J$ is a valuation on matroids.

Proof. Using Proposition 6.10 we know that

$$J(M, t) = (-1)^k(M) \sum_{X \in \mathcal{L}(M)} \mu(\emptyset, X) \mu(X, \hat{1})$$

where $\hat{1}$ is the maximal flat of $M$. Hence as a function from the collection of matroids to $Z[t]$ we can represent the function $J$ as

$$J = (\pm 1) \sum f_1 \star f_2$$

where $f_1 \star f_2 = m \circ (f_1 \otimes f_2) \circ \Delta_{S>T}$ from the notation in Theorem C in [5] and $f_1 = \chi_{\hat{1}}(0)$ and $f_2 = \chi_{\hat{1}}(0)\mu^k(M)$. Since $f_1$ and $f_2$ are both Tutte-Grothendieck invariants for matroids and are evaluations of the Tutte polynomial we can conclude that $f_1$ and $f_2$ are both valuations from Proposition 7.5 in [5]. Finally putting it all together Theorem C in [5] finished the result.

We conclude with a natural question. The polynomial $M(L, t)$ is slightly more complicated but has promising properties that seems to imply it should be a valuation.

Question 6.26. Is the polynomial $M$ a matroid valuation? It seems that Proposition 6.10 with Proposition 7.5 and Theorem C in [5] is essentially the proof. However that would use that the characteristic polynomial on the flipped lattice of flats $L(M)^{op}$ is a matroid valuation.
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