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Abstract

We find a (1 + 1)-dimensional metric solution for a background hosting various supersymmetric field theories with a single non-chiral real supercharge. This supersymmetric background is globally hyperbolic even though it contains a naked null singularity. In this regard, we show that scalar wave propagation on the background is well-defined and so the curvature singularity is a mild one. Taking inspiration from our previous work, we relate the field theory on this curved background to some classes of (1 + 1)-dimensional inhomogeneous field theory in the supersymmetric setup. Utilizing our supersymmetric background, we elucidate the limitations of canonical quantization and highlight the conceptual advantages of the algebraic approach to quantization.
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## 1 Introduction

Recently, field theory models with spacetime dependent mass and couplings have been actively investigated. For instance, physical systems having spacetime dependent masses
were studied in various research areas, such as condensed matter physics [1–3], neutron physics [4, 5], and cosmology [6].

In the context of string theory, mass and coupling parameters in low energy effective field theories can be understood as non-dynamical traces (or backgrounds) of high energy fields. Usually, these mass and coupling parameters are taken as constants in order to maintain Poincaré symmetry of theories. For instance, gauge coupling in $\mathcal{N} = 4$ super Yang-Mills theory is dual to dilaton field of type IIB supergravity, and it is well known that the constant gauge coupling is the constant boundary value of dilaton field. As additional interesting examples, one can recall mass parameters in $\mathcal{N} = 1^*$ (or $\mathcal{N} = 2^*$) super Yang-Mills theory and in $\mathcal{N} = 6$ mass-deformed ABJM theory [7, 8], which are traces of constant RR 7-form field strength in type IIB supergravity and of constant 4-form field strength in 11-dimensional supergravity, respectively. However, in general, these non-dynamical traces become *spacetime dependent* mass and coupling parameters, resulting in some or all of the Poincaré symmetry breaking. Such field theory with *spacetime dependent* mass and coupling parameters will be termed as inhomogeneous field theory (IFT) in the following. Since supersymmetry is tied with Poincaré symmetry, it is broken as the Poincaré symmetry is. Consequently, the number of supersymmetries in IFTs could be reduced compared to that of homogeneous field theory.

This extension to IFT has been made in various directions: Janus Yang-Mills theory in 4-dimensions, which is dual to gravity with position-dependent dilaton deformation in AdS$_5$, has position-dependent gauge coupling [9]. This theory has been supersymmetrized with a reduced number of supercharges [10–12]. $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 6$ ABJM theory are extended in such a way that mass parameters are position-dependent and the number of supercharges reduces as well [13–21]. As a $(1 + 1)$-dimensional model, the $\mathcal{N} = (1, 1)$ Wess-Zumino model is also extended to a half supersymmetric $\mathcal{N} = (\frac{1}{2}, \frac{1}{2})$ model with position-dependent couplings [22], which will be discussed in detail later.

The broken Poincaré symmetry related to the reduced supersymmetry causes a difficulty to quantize IFT. Recently, we proposed the conceptually consistent method for quantizing IFT, based on the conversion relation between field theory on curved spacetime (FTCS) and IFT in $(1 + 1)$-dimensions and the algebraic approach\(^1\) to quantization [32]. In this paper, motivated by our previous proposal on bosonic scalar field, we explore a possibility of correspondence in a supersymmetric setup.

Since, on the contrary to the bosonic case, supersymmetry restricts allowed background spacetimes, we need to obtain specific backgrounds on which supersymmetric field theories can reside. In that sense, it is meaningful in itself to find a rigid curved background which we will call supersymmetric background. For instance, Minkowski and AdS spacetimes are

\(^1\)For review, see [23–31].
well-known examples as such supersymmetric backgrounds. This situation may be thought somewhat odd since numerous curved spacetimes are known in the supergravity context. A recent work [33] has filled the gap and provided a new way to construct supersymmetric backgrounds. While many examples constructed in this way are Euclidean spaces, in this paper, we present a (1 + 1)-dimensional supersymmetric background on which various field theories can live.

To construct a supersymmetric field theory on curved spacetime (SFTCS), we use a method that differs slightly from the standard steps developed for supersymmetrizing a Lagrangian in [33]. This procedure gives us a kind of Killing spinor equation. After solving the Killing spinor equation, we check that Minkowski/Rindler and AdS$_2$ spaces are supersymmetric backgrounds. In addition, we find a supersymmetric background with naked null singularity. It is shown that the singularity is mild in the context of the scalar wave propagation on that background. To show the well-posedness of scalar wave propagation as an initial value problem, we investigate the self-adjointness of a relevant operator [53]. Interestingly, the usual test for the essential self-adjointness of a symmetric operator is greatly simplified by the fact that the symmetric operator can be understood as a hamiltonian of supersymmetric quantum mechanics (SQM) [34]. In fact, we show that the equation of the bosonic part (i.e. scalar field) of free SIFT can be rewritten as a SQM.

Taking inspiration from the bosonic correspondence proposed in [32], we are able to slightly generalize SIFT models and to find a novel supersymmetric background in the context of SFTCS. Despite the seemingly specific nature of our supersymmetric background, we are able to obtain complete mode solutions to free scalar field equation, and then canonically quantize the scalar field. It turns out that the canonical quantization seems obscured to interpret our system. Resultantly, we affirm that the algebraic approach gives comprehensive method for quantization in IFT.

Our paper is organized as follows. In Section 2, we present a specific procedure to construct SFTCS. As an interesting example, we obtain a supersymmetric background with naked null singularity. In Section 3, we extend SIFT with spacetime-dependent mass and couplings from the position-dependent ones. It turns out that the SUSY variation parameters need to be elevated to spacetime-dependent ones. In Section 4, we solve the scalar wave equation on our supersymmetric background and show the well-posedness of the scalar wave propagation, concluding the mildness of our background singularity. We study scalar field quantization in the absence of preferred vacuum and find an algebraic description to be more appropriate for consistent interpretation. In the final section, we summarize our results and discuss future research directions. In Appendix, we present notation, relevant solutions, and various useful formulae.
2 Supersymmetric Field Theory on Curved Spacetime

In the previous work [32], we have proposed a quantization method of IFT in (1+1) dimensions based on the ‘relation’ between a specific scalar IFT and a scalar FTCS, and algebraic approach to FTCS. Those actions are given respectively by

\[ S_{\text{IFT}} = \int d^2x L_{\text{IFT}} = \int d^2x \left[ -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} m^2(x) \phi^2 - \sum_{n=3} \frac{m_n(x)}{2} \phi^n + J(x) \phi \right], \quad (2.1) \]

\[ S_{\text{FTCS}} = \int d^2x \sqrt{-g} L_{\text{FTCS}} = \int d^2x \sqrt{-g} \left[ -\frac{1}{2} g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} m_0^2 \phi^2 - \sum_{\ell=1} h_\ell(\mathcal{R}) \phi^\ell \right], \quad (2.2) \]

where \( m^2(x) \) denotes a position-dependent squared mass and \( m_0 \) is a constant. Here \( h_\ell(\mathcal{R}) \)'s are functions of the curvature scalar \( \mathcal{R} \), while \( g_n(x) \) and \( J(x) \) are specific functions of \( x \) corresponding to given \( h_\ell(\mathcal{R}) \)'s in order to guarantee the conversion from (2.2) to (2.1). For more details, see [32].

The IFT action (2.1) was supersymmetrized in [22]. This supersymmetrized action has only one real supercharge, the number of which is half the number of supercharges of the \( \mathcal{N} = (1,1) \) Wess-Zumino model in (1 + 1)-dimensions. This \( \mathcal{N} = (1,1) \) model has constant coupling parameters, unlike the supersymmetric version of (2.1). The supersymmetrized model in [22] is different from the \( \mathcal{N} = (1,0) \) model [35–37], which also has one real supercharge. To distinguish from other cases, we refer the model in [22] as \( \mathcal{N} = (\frac{1}{2}, \frac{1}{2}) \) supersymmetric one.

Considering the relation between the two bosonic actions, (2.1) and (2.2), in [32], we anticipate the supersymmetrized version of the relation. Inspired by this, we expect that the bosonic action (2.2) would be supersymmetrized as well. However, as was pointed out in [33], one cannot construct supersymmetric field theory on an arbitrary curved background. In this section, we find a specific background geometry for the supersymmetrization of the action (2.2) with one real supercharge.

In [33], the authors have developed a systematic method for constructing supersymmetric field theories on specific curved backgrounds. In this method, one starts with given supergravity and matter multiplets in the limit of the Planck mass \( M_{Pl} \to \infty \) with appropriate scaling of the various auxiliary fields in the supergravity multiplet. In this so-called rigid limit, the gravity multiplet becomes non-dynamical, whereas imposing certain conditions, matter fields remain dynamical and have global supersymmetry. The vanishing of the supersymmetry variation of the gravitino determines the allowed bosonic part of non-dynamical gravity multiplet, which are essentially given by the ‘generalized’ Killing spinor equation in the form

\[ \nabla_\mu \epsilon(x) = M_\mu(x) \epsilon(x), \quad (2.3) \]
where $\nabla_\mu$ is the covariant derivative of spinor defined in Appendix A and $x = (t, x)$ in our case. Here, $\epsilon$ denotes a supersymmetric parameter and $M_\mu(x)$ is written in terms of the bosonic part of the non-dynamical gravity multiplet with spinor indices. Consequently, a rich landscape for rigid supersymmetric field theory models in curved spacetime was uncovered. On the other hand, it is not straightforward to apply this method directly to our case. In the following, we take an alternative route for supersymmetrization under the same spirit in [33, 38].

First of all, let us recall the supersymmetrization of a real scalar field theory in Minkowski background. It is well-known that the $\mathcal{N} = (1, 1)$ Wess-Zumino action is given by

$$S_{\text{SFT}} = \int d^2x \mathcal{L}_{\text{SFT}} = \int d^2x \left[ -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{i}{2} \bar{\psi} \gamma^\mu F_\mu \psi + \frac{i}{2} \left( \frac{\partial^2 W}{\partial \phi^2} \right) \bar{\psi} \psi - \frac{1}{2} \left( \frac{\partial W}{\partial \phi} \right)^2 \right],$$

(2.4)

where $x^\mu = t, x$ denote the flat coordinates and $\gamma^\mu_F$ are gamma matrices in flat spacetime. The superpotential $W(\phi)$ has the following form

$$W(\phi) = \sum_{n \geq 2} \lambda_n \phi^n$$

(2.5)

with constant couplings $\lambda_n$'s.

### 2.1 Model construction

To construct a supersymmetric field theory on a curved spacetime background$^2$, we simply replace the flat metric in (2.4) by a curved one and obtain

$$S_{\text{SFT}}^g = \int d^2x \sqrt{-g} \mathcal{L}_0$$

(2.6)

with

$$\mathcal{L}_0 = -\frac{1}{2} g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi + \frac{i}{2} \bar{\Psi} \gamma^\mu \nabla_\mu \Psi + \frac{i}{2} \left( \frac{\partial^2 W}{\partial \phi^2} \right) \bar{\Psi} \Psi - \frac{1}{2} \left( \frac{\partial W}{\partial \phi} \right)^2,$$

(2.7)

where $\mu, \nu$ are curved spacetime indices and $\Psi$ denotes the fermion field in a curved spacetime. The convention for fermion fields and gamma matrices in curved spacetime is summarized in Appendix A. However, the action (2.6) is not supersymmetric, in general. As a method of supersymmetrization of the action (2.6) preserving covariance, we extend the superpotential (2.5) as

$$W(\phi) \rightarrow W(\phi, \mathcal{R}) = \sum_{n \geq 1} F_n(\mathcal{R}) \phi^n,$$

(2.8)

$^2$At this stage, we consider an arbitrary background.
where $F_n$’s are some functions of curvature scalar $R$. Such an extension is motivated by the relation between bosonic actions in (2.1) and (2.2) [32].

Under the supersymmetry variation,

$$\delta \phi = i \bar{\Psi} \epsilon,$$

$$\delta \Psi = -\gamma^\mu \nabla_\mu \phi \epsilon + \left( \frac{\partial \mathcal{W}}{\partial \phi} \right) \epsilon,$$

the variation of the Lagrangian in (2.6) results in

$$\delta (\sqrt{-g} \mathcal{L}_0) = -i \sqrt{-g} \nabla_\mu \phi \bar{\Psi} (g^{\mu \nu} - \gamma^\mu \gamma^\nu) \nabla_\nu \epsilon + i \sqrt{-g} n (\phi - 1) \bar{\Psi} \gamma^\mu \nabla_\mu (F_n \epsilon),$$

where $\gamma^{\mu \nu} \equiv \frac{1}{2} (\gamma^\mu \gamma^\nu - \gamma^\nu \gamma^\mu)$. Here, the supersymmetric parameter $\epsilon$ is a two-component Majorana spinor.

We can consider the most general form of $M_\mu (x)$ in (2.3) as

$$\nabla_\mu \epsilon = M_\mu \epsilon = b_\mu \epsilon + b_{\rho \sigma} \gamma^\rho \gamma^\sigma \epsilon, \quad b_{\mu \rho \sigma} = -b_{\mu \sigma \rho},$$

where $b_\mu$, $b_{\mu \rho}$, and $b_{\mu \rho \sigma}$ are functions of background metric\(^3\). To remove the first term in the right-hand side of (2.10), one can take $b_{\rho \sigma} \gamma^\mu = b^\rho \gamma_{\mu \nu}$ and $b_{\mu \nu} + b_{\nu \mu} = g_{\mu \nu} b_\rho^\rho$. Let us introduce $f$ as

$$f \equiv b_\mu - b_{\mu \nu} \gamma^{\mu \nu},$$

which is taken in the form of $f = f(R)$ for general covariance. Although $f$ may be a function of the derivative of $R$ and terms of auxiliary fields in superfield formalism as well as $R$, we take $f$ as a function of $R$ only for the fulfillment of our purpose and simplicity. Here, we consider only the term proportional to $\gamma^\mu$ for simplicity in $M_\mu$. Then, (2.11) reduces to

$$\nabla_\mu \epsilon = \frac{1}{2} f \gamma^\mu \epsilon.$$  (2.13)

In the following, we call this equation as the ‘generalized’ Killing spinor equation. Taking a covariant derivative on both sides of the above equation, we obtain

$$\frac{1}{2} (\mathcal{R} + 2 f^2) \epsilon = -\nabla_\mu f \gamma^\mu \epsilon.$$  (2.14)

Requiring an additional condition

$$\nabla_\mu \mathcal{F}_n (R) \gamma^\mu \epsilon = \mathcal{G}_n (R) \epsilon,$$

\(^3\text{Since a superfield formalism [33] is not adopted in this paper, auxiliary fields do not appear in the } b\text{-tensors.}\)
together with the condition (2.13), we obtain the following supersymmetric Lagrangian

$$\sqrt{-g} \mathcal{L}_{\text{SFTCS}} = \sqrt{-g} (\mathcal{L}_0 - f(\mathcal{R}) \mathcal{W}(\phi, \mathcal{R}) - \mathcal{U}(\phi, \mathcal{R})),$$

(2.16)

where

$$\mathcal{U}(\phi, \mathcal{R}) \equiv \sum_{n \geq 1} \mathcal{G}_n(\mathcal{R}) \phi^n.$$

(2.17)

It has to be emphasized that the additional requirement (2.15) on the Killing spinor, $\epsilon$, reduces the number of supersymmetries (i.e. the number of independent parameters in the solution of $\epsilon$) of the above model. On the contrary, in the case of $\mathcal{G}_n(\mathcal{R}) = 0$, or equivalently $\mathcal{F}_n(\mathcal{R}) = \text{constant}$, the number of supersymmetries is determined by (2.13) only.

By solving both (2.13) and (2.15) simultaneously, we obtain $\mathcal{G}_n(\mathcal{R})$ as

$$\mathcal{G}_n = -\frac{1}{2} (\mathcal{R} + 2 f^2) \left( \frac{\partial \mathcal{F}_n}{\partial \mathcal{R}} \right) \left( \frac{\partial \mathcal{F}_n}{\partial \mathcal{R}} \right),$$

(2.18)

where we have assumed $f(\mathcal{R}) \neq \text{constant}$\(^4\). The above expression can also be rewritten as

$$\sqrt{-g} \mathcal{G}_n^2 = -4 \partial_+ \mathcal{F}_n \partial_- \mathcal{F}_n.$$

(2.19)

In the case of $f(\mathcal{R}) = \text{constant}$, which implies $\mathcal{R} = \text{constant}$, $\mathcal{F}_n(\mathcal{R})$’s become constant functions and so $\mathcal{G}_n(\mathcal{R}) = 0$ from (2.15). Note that this functional form of $\mathcal{F}_n(\mathcal{R})$ corresponds to $\mathcal{W}(\phi, \mathcal{R} = \text{constant}) = \mathcal{W}(\phi)$ in (2.5).

In fact, (2.15) does not impose additional restriction except for (2.18). This means that arbitrary forms of $\mathcal{F}_n(\mathcal{R})$ are allowed as far as the background satisfies the condition (2.13). Therefore, we will consider only the condition (2.13) in the following. Now two cases are investigated separately: $f(\mathcal{R}) = \text{constant}$ and $f(\mathcal{R}) \neq \text{constant}$. Before going ahead, we recall that, in the conformal gauge, the metric in (1 + 1) dimensions is generically given by

$$ds^2 = e^{2\omega(t,x)} (-dt^2 + dx^2).$$

(2.20)

Now, we adopt this general metric in solving the Killing spinor equation (2.13) with the condition (2.15).

### 2.2 $f(\mathcal{R}) = f_0 = \text{constant}$

In this subsection, we set $f(\mathcal{R}) = f_0$, which means $\mathcal{R} = \text{constant}$. From the condition (2.15), one can see that the corresponding supersymmetric Lagrangian is given by (2.16) without the last term, $\mathcal{U}(\phi, \mathcal{R})$.

\(^4\)This means that there exists only one supersymmetry parameter corresponding to one real supercharge.
First of all, when \( f_0 = 0 \), the solution to the Killing spinor equation (2.13) is given by
\[
\epsilon(x) = e^{\frac{1}{2} \omega(x)} \begin{pmatrix} \epsilon_- (x^-) \\ \epsilon_+ (x^+) \end{pmatrix} = \begin{pmatrix} e^{\frac{1}{2} (\omega_-(x^-) - \omega_+(x^+))} \epsilon_-^{(0)} \\ e^{-\frac{1}{2} (\omega_+(x^+) - \omega_-(x^-))} \epsilon_+^{(0)} \end{pmatrix},
\]
where \( x^\pm \equiv t \pm x \), \( \omega(x) = \omega_+(x^+) + \omega_-(x^-) \) and \( \epsilon_\pm^{(0)} \) are constant Grassmann variables. See Appendix B for detailed derivations. From this expression of \( \omega(x) \), we can read \( R = 0 \) which means that the background spacetime is flat. Since the Grassmann variables \( \epsilon_\pm^{(0)} \) are independent of each other, there are two real supersymmetries which corresponds to \( \mathcal{N} = (1, 1) \). As a concrete example, we present the results for Rindler spacetime which are
\[
\epsilon(x) = \begin{pmatrix} e^{\frac{1}{2} b \ell} \epsilon_-^{(0)} \\ e^{-\frac{1}{2} b \ell} \epsilon_+^{(0)} \end{pmatrix}, \quad \omega(x) = b x = \frac{b}{2} x^+ - \frac{b}{2} x^-,
\]
with a constant acceleration parameter \( b \). The supersymmetric action in Rindler spacetime is
\[
S_{\text{Rindler}} = \int \sqrt{-g} \mathcal{L}_0 , \quad \sqrt{-g} = e^{2b \ell},
\]
where \( \mathcal{L}_0 \) was given in (2.7) with replacement of \( W(\phi) \) by \( W(\phi, R) \). The supersymmetrization of a free theory in Rindler spacetime was shown using the (quantum) Hamiltonian formalism [40]. On the other hand, in our approach, not only a free theory but also the \( \mathcal{N} = (1, 1) \) Wess-Zumino model can be constructed in Rindler spacetime. In the next section, we will revisit the spacetime-dependent supersymmetry variation parameter from the IFT viewpoint.

Next, we consider the case of nonzero constant \( f_0, f_0 \neq 0 \). In this case, the solution to the Killing spinor equation (2.13) is given by
\[
\epsilon(x) = e^{\frac{1}{2} \omega(x)} \begin{pmatrix} \epsilon_{(1)} + x^- \epsilon_{(2)} \\ \epsilon_{(1)} + x^+ \epsilon_{(2)} \end{pmatrix},
\]
where \( \epsilon_{(1)} \) and \( \epsilon_{(2)} \) are constant Grassmann variables. Here, \( \omega(x) \) should satisfy
\[
2x \partial_{\pm} \omega = \pm 1, \quad \partial_+ \partial_- \omega = \frac{1}{2} f_0 e^{\omega} \partial_- \omega = \frac{1}{2} f_0 e^{\omega} \partial_+ \omega.
\]
Solving above equations, we obtain
\[
e^{\omega(x)} = \frac{\ell}{x}, \quad f_0 = -\frac{1}{\ell},
\]
\( ^5 \)Strictly speaking, this can be seen as an abuse of terminology. However, considering the similar structure in the solution of \( \epsilon \), we intend to refer this situation as “rigid Rindler supersymmetry”, in line with the terminology of “rigid AdS\(_2\) supersymmetry” used in [39]. When we use the term of supercharge, it is well-defined in the context of conventional conserved charge.
with a dimensionful parameter $\ell$, $\ell > 0$. In this case, the metric represents nothing but a Poincaré patch of $\text{AdS}_2$, $\ell$ denotes the AdS radius, and $\mathcal{R} = -\frac{2}{\ell^2}$. Since the Grassmann variables $\epsilon_{(1)}$ and $\epsilon_{(2)}$ are independent of each other, there are two real supersymmetries, i.e., $\mathcal{N} = (1, 1)$ [39]. So the supersymmetric scalar field action in the AdS background, which reads from (2.16), is given by

$$S_{\text{AdS}} = \int d^2x \sqrt{-g} \left( \mathcal{L}_0 + \frac{1}{\ell} W(\phi) \right),$$

(2.27)

where $W(\phi) = \mathcal{W}(\phi, \mathcal{R} = -\frac{2}{\ell^2})$. In this way, we have reproduced the supersymmetric action (2.27) in the AdS$_2$ background which was given in [39, 41, 42]. Since (2.26) is a unique solution for $f_0 = \text{constant} \neq 0$, we check that de Sitter spacetime cannot be a supersymmetric background. It is obvious from the relation (2.14) that if $\mathcal{R}$ is a constant, $\mathcal{R}$ should be non-positive.

### 2.3 $f(\mathcal{R}) \neq \text{constant}$

In this case, the solution to the Killing spinor equation (2.13) is given by

$$\epsilon(x) = e^{\frac{1}{2} \omega(x)} \left( \frac{p_-(x^-)\epsilon_0}{p_+(x^+)\epsilon_0} \right),$$

(2.28)

where $\epsilon_0$ is a constant Grassmann variable and $p_{\pm}(x^\pm)$ depend only on a single null coordinate, respectively.

The Killing spinor equation (2.13) gives us

$$-\frac{1}{2}(\mathcal{R} + 2f^2)\epsilon = \nabla_\mu f \gamma^\mu \epsilon = \frac{\partial f}{\partial \mathcal{R}} \nabla_\mu \mathcal{R} \gamma^\mu \epsilon,$$

(2.29)

which restricts the Ricci scalar as $\partial_+ \mathcal{R} \partial_- \mathcal{R} < 0$. This condition tells us that the solution to the Killing spinor equation does not exist, when $\mathcal{R}$ depends only on the time coordinate, $t$. In fact, by constructing Killing vector as forming bilinears out of classical commuting Killing spinors, one can see the existence of time-like Killing vector. Then we focus on the case that $\omega$ depends only on the spatial coordinate, $x$. One can show that $p_+^2 = p_-^2 = 1$ after rescaling $\epsilon_0$ and

$$\epsilon(x) = e^{\frac{1}{2} \omega(x)} \left( \frac{\epsilon_0}{\pm \epsilon_0} \right), \quad f(\mathcal{R}) = \pm \omega' e^{-\omega},$$

(2.30)

where $' \equiv \frac{\partial}{\partial x}$. See the Appendix B for detailed derivation. In the following, we focus on the upper sign in the above relations without loss of generality.

Due to the projection condition $\gamma^x \epsilon(x) = \epsilon(x)$ for the supersymmetry variation parameter, the number of real supersymmetries reduces to one. This projection condition is identical with that of the supersymmetric IFT [22]. Therefore, we can say that the supersymmetry in this case is $\mathcal{N} = \left( \frac{1}{2}, \frac{1}{2} \right)$. 
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2.4 A supersymmetric background

In this subsection, we present a concrete example for \( f(R) \neq \text{constant} \) with \( R = R(x) \). Specifically, we take (2.30) as

\[
f(R) = \frac{\xi}{m_0} R,
\]

(2.31)

where \( \xi \) is a dimensionless parameter and \( m_0 \) is introduced for a dimensional reason. The differential equation (2.30) for \( \omega(x) \) with the upper sign becomes

\[
\omega'' + \frac{m_0}{2\xi} e^{\omega} \omega' = 0.
\]

(2.32)

A solution to the differential equation is given by

\[
e^{\omega(x)} = \frac{1}{a + e^{-bx}},
\]

(2.33)

where \( a \) and \( b \) are constants satisfying \( ab = \frac{m_0}{2\xi} \). Here, \( m_0 \) and \( \xi \) are independent Lagrangian parameters, while \( a \) and \( b \) are solution parameters which are not independent of each other. Therefore, the number of free parameters in the solution (2.33) is one. See Appendix C for a possible Lagrangian allowing this solution. Without loss of generality, we can take \( b > 0 \) by using the reflection symmetry of \( x \)-coordinate of our background spacetime. Since the corresponding curvature scalar is given by

\[
R = 2ab^2 e^{-bx},
\]

(2.34)

the geometry has a naked null curvature singularity at \( x \to -\infty \) for \( a \neq 0 \). As shown in Appendix F, the spacetime described by (2.33) is geodesically incomplete. However, this singularity is a \textit{mild} one as will be shown in Section 4.

In the case of \( a = 0 \), the spacetime becomes flat, which is nothing but Rindler spacetime in (2.23). In the case of \( a < 0 \), the spacetime is split into causally disconnected two parts, \( L \) and \( R \), along the hypersurface \( x = x^* \equiv -\frac{1}{b} \ln |a| \); The \( L \) part includes the singularity while the \( R \) part does the asymptotically flat region. See the Penrose diagram in Fig. 1(b). On the other hand, the spacetime with \( a > 0 \) has only one causally connected region including a naked null singularity. See Fig. 1(a). In Section 3, we present an IFT interpretation of these geometries, and in Section 4, we analyze wave dynamics on the geometry of (2.33).

Some comments are in order. It is interesting to note that a metric with naked null singularity

\[
ds^2 = - \left( 1 + \frac{M}{r} \right)^{-2} dt^2 + \left( 1 + \frac{M}{r} \right)^2 dr^2 + r^2 d\Omega^2
\]

(2.35)
Figure 1: (a) Penrose diagram for (2.33) with $a > 0$. (b) Penrose diagram for (2.33) with $a < 0$. The red zigzag line denotes naked null singularity. The blue thick line does null infinity. The causally disconnected $L$ and $R$ parts in the Fig. 1(b) are drawn in one diagram. One should keep in mind that the double solid line denotes the boundary of two parts, which is not traversable.

has been studied for the purpose to give a description of the shadow effect of the Galactic center M87 [43] without an event horizon, in the absence of a photon sphere and a thin shell matter [44]. The metric (2.35) is not a solution to the Einstein equation with a minimally coupled scalar field, but it has been shown that timelike and null-like naked singularities can be formed as the final state of gravitational collapse of an inhomogeneous matter cloud [45, 46]. When $S^2$ part is ignored, our background spacetime metric (2.33) for $a > 0$ has the same global causal structure\(^6\) with the above metric and a naked null singularity. In this sense, it would be interesting to study the shadow effect in our supersymmetric background with expectation of advantages of solvability.

### 2.5 Various field theories on the supersymmetric background

We consider the background depending only on the spatial coordinate, $x$, \textit{i.e.} $\mathcal{R} = \mathcal{R}(x)$. In this case, we can rederive all the relevant equations obtained from the Killing spinor equations by deriving the energy bound.

\(^6\)In (2.35), the naked null singularity appears at $r \to 0$, while the metric becomes asymptotically flat as $r \to \infty$. These asymptotic behaviors are same with those of the metric (2.33) with $a > 0$, which may be understood by setting $r \sim e^x$.\[^1\]
To derive this bound, firstly, we write the bosonic part of the canonical Hamiltonian as

\[
\sqrt{-g} \mathcal{H}_{\text{can}} = \frac{1}{2} \left[ \dot{\phi}^2 + \phi'^2 + e^{2\omega} \left\{ \left( \frac{\partial W}{\partial \phi} \right)^2 + 2 f(R) W(\phi, R) + 2 U(\phi, R) \right\} \right] 
\]

\[
= \frac{1}{2} \left[ \dot{\phi}^2 + \left( \phi' + e^{\omega} \frac{\partial W}{\partial \phi} \right)^2 \pm 2 e^{\omega} \phi' \frac{\partial W}{\partial \phi} + 2 e^{2\omega} \{ f(R) W(\phi, R) + U(\phi, R) \} \right].
\]

(2.36)

We can make the last three terms in the second equality in (2.36) to be a total derivative form by requiring conditions for \(f\) and \(U\),

\[
f(R) = \pm \omega' e^{-\omega}, \quad U = \pm e^{-\omega} R' \frac{\partial W}{\partial R}. \quad \text{(2.37)}
\]

Then, the energy is bounded from below as

\[
\sqrt{-g} \mathcal{H}_{\text{can}} \geq \pm (e^{\omega} W)' .
\]

(2.38)

The conditions in (2.37) are identical with those from Killing spinor equations. The first condition in (2.37) is identical with (2.30). Using \(R = -2\omega'' e^{-2\omega}\) and the first condition in (2.37), one can write the second condition in (2.37) in the form of

\[
U = -\frac{1}{2} (R + 2 f^2) \frac{\partial W}{\partial f} ,
\]

which is the same expression from (2.17) by applying (2.18). We note that the above procedure to make a total derivative in the canonical Hamiltonian gives the constraint equations for supersymmetric backgrounds.

As in the spinor case, we choose the upper sign in (2.37) without loss of generality. To saturate the equality with the upper sign in (2.38), we should require the completed square terms in (2.36) to vanish

\[
\dot{\phi} = 0 , \quad \phi' - e^{\omega} \frac{\partial W}{\partial \phi} = 0 , \quad \text{(2.39)}
\]

which are the so-called BPS equations. These equations can also be obtained from the fermion variation

\[
\delta \Psi = -\gamma^\mu \nabla_\mu \phi \epsilon + \frac{\partial W}{\partial \phi} \epsilon = 0.
\]

(2.40)

One can see that even in the curved background the BPS solution is static, as we read from (2.39).

As we have discussed previously, SFTCS in (2.16) encompasses known supersymmetric field theories in flat and AdS\(_2\) spacetimes. In these two backgrounds satisfying \( \mathcal{F}_n(R) = \)}
\( \lambda_n = \text{constant} \), one can construct various models by choosing appropriate superpotentials \( W(\phi) = W(\phi, R) \), for example,

\[
W(\phi) = \begin{cases} 
\frac{1}{2} m_0 \phi^2, & \text{free theory} \\
\frac{\lambda^{4}}{4}(\phi^4 - 2d\phi^2), & \phi^6\text{-theory} \\
\frac{\lambda^{4}}{2d} e^{2\phi}, & \text{Liouville} \\
-\frac{\lambda^{4}}{2} \cos \frac{\beta \phi}{2}, & \text{Sine-Gordon} 
\end{cases}
\]  

(2.41)

with dimensionful constants \( m_0, \lambda_s, \lambda_L, \lambda_\phi \) and dimensionless constants, \( \beta, c, d \).

Just like SFTCSs on the flat and AdS backgrounds which have two supersymmetries, known as \( \mathcal{N} = (1,1) \), one can also construct above models in our supersymmetric background (2.33), which have only one supercharge, referred as \( \mathcal{N} = (\frac{1}{2}, \frac{1}{2}) \). In fact, we can consider more general superpotentials of non-constant arbitrary \( F_n(R) \) with which we can construct SFTCSs. In this case, the supersymmetric Lagrangian contains another term \( \mathcal{U}(\phi, R) \) given in (2.17).

As a specific SFTCS on the supersymmetric background (2.33) for which \( f(R) \) is taken as (2.31), let us consider a free theory. We mean the free theory to take \( F_{n \neq 2}(R) = 0 \), \( F_2(R) = \frac{m_0}{2} \), and then \( \mathcal{U}(\phi, R) = 0 \). In this free case, the bosonic Lagrangian is given by

\[
\sqrt{-g} \mathcal{L}_{\text{free}} = \sqrt{-g} \left[ -\frac{1}{2} g^{\mu \nu} \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} m_0 \phi^2 - \frac{1}{2} \xi R \phi^2 \right].
\]  

(2.42)

Since this free theory is constructed on the curved background, we need to figure out the field configuration saturating the energy bound (2.38). That is to say, we need to investigate BPS equations which are given by

\[
\dot{\phi} = 0, \quad \phi' - m_0 e^{\omega} \phi = 0.
\]  

(2.43)

By solving the above BPS equations in our background, we obtain the BPS solution for the free theory as\(^7\)

\[
\phi_{\text{BPS}}(x) = \phi_0 (ae^{bx} + 1)^{2\xi}, \quad 2\xi = \frac{m_0}{ab}. \tag{2.44}
\]

We consider two cases separately: \( \xi = 0 \) and \( \xi \neq 0 \). At first, when \( \xi = 0 \), \( i.e. \) \( m_0 = 0 \) with \( a \neq 0 \) (Note that we have chosen \( b > 0 \)), \( \phi_{\text{BPS}}(x) \) is a constant as can be seen in (2.43), and then \( E_{\text{BPS}} = 0 \). In the next, we consider the case of \( \xi \neq 0 \) according to the sign of \( a \).

In the case of \( a > 0 \), the energy for the BPS solution is given by

\[
E_{\text{BPS}} = \int_{-\infty}^{+\infty} dx \sqrt{-g} \mathcal{H}_{\text{can}} \Bigr|_{\text{BPS}} = \frac{1}{2} m_0 \phi_0^2 e^{bx} (ae^{bx} + 1)^{4\xi-1} \Bigr|_{-\infty}^{+\infty}. \tag{2.45}
\]

Now, we classify BPS solutions according to the Lagrangian parameter \( \xi \).

\(^7\)The non-normalizability of zero modes associated with the shift symmetry \( \phi \to \phi + \phi_{\text{BPS}} \) in \( L^2 \)-norm is a subtle issue in our context. The related topic was previously discussed in [47], where it was explored in the context of a polynomial function shift symmetry in scalar field theory. Further investigation of the shift symmetry in our model is required to understand its implications.
1. $\xi > 0$: Requiring finite energy solution, we should take $\phi_0 = 0$. In this case, the lowest energy solution is unique.

2. $\xi < 0$: The solution family having the lowest energy is parametrized with one parameter, $\phi_0$.

In both cases, the BPS solutions have zero energy, i.e. $E_{\text{BPS}} = 0$.

In the case of $a < 0$, the spacetime is composed of two parts, $L$ and $R$ causally disconnected along $x_\ast$. See Fig. 1(b). Furthermore, the reality condition of $\phi_{\text{BPS}}(x)$ gives constraints on $\xi$, because $ae^{bx} + 1 < 0$ in the $R$ part. For instance, if $2\xi$ is taken to be an integer, the reality of $\phi_{\text{BPS}}(x)$ is guaranteed. In general, $\phi_{\text{BPS}}(x)$ becomes complex or multi-valued for a generic value of $\xi$, which we will not consider in this paper. Within this category, the BPS energy expressions for each part are given respectively by

$$E_{\text{BPS}}^L = \int_{-\infty}^{x_\ast} dx \sqrt{-g} \mathcal{H}_{\text{can}} \bigg|_{\text{BPS}} = \frac{1}{2} m_0 \phi_0^2 e^{bx} (ae^{bx} + 1)^{4\xi-1} \bigg|_{-\infty}^{x_\ast}, \quad (2.46)$$

$$E_{\text{BPS}}^R = \int_{x_\ast}^{+\infty} dx \sqrt{-g} \mathcal{H}_{\text{can}} \bigg|_{\text{BPS}} = \frac{1}{2} m_0 \phi_0^2 e^{bx} (ae^{bx} + 1)^{4\xi-1} \bigg|_{x_\ast}. \quad (2.47)$$

We will now categorize BPS solutions based on the Lagrangian parameter $\xi$.

1. $\xi > \frac{1}{4}$: In the $R$ part, requiring a finite energy solution, we should take $\phi_0 = 0$. The solution of the lowest energy, $E_{\text{BPS}}^R = 0$, is unique. In the $L$ part, the solution family having the lowest energy, $E_{\text{BPS}}^L = 0$, is parametrized with one parameter, $\phi_0$.

2. $\xi = \frac{1}{4}$: In this case, $m_0 < 0$. In the $L$ part, there is a solution family labeled by $\phi_0$ since $E_{\text{BPS}}^L = \frac{1}{2} m_0 \phi_0^2 e^{bx} = -b\xi \phi_0^2 < 0$, while we should take $\phi_0 = 0$ in the $R$ side for a finite $E_{\text{BPS}}^R$, and then $E_{\text{BPS}}^R = 0$.

3. $\xi < \frac{1}{4}$, $\xi \neq 0$: To ensure the finiteness of $E_{\text{BPS}}^{L/R}$ in both of $L/R$ parts, we should take $\phi_0 = 0$. Here, $E_{\text{BPS}}^{L/R} = 0$.

Finally, in the limit of $a \to 0^+$, i.e. Rindler case, together with $m_0 \to 0^+$, the BPS energy expression is

$$E_{\text{BPS}} = \int_{-\infty}^{+\infty} dx \sqrt{-g} \mathcal{H}_{\text{can}} \bigg|_{\text{BPS}} \to 0. \quad (2.48)$$

Here, there is a family of classical solutions parametrized by $\phi_0$ as before.

One may notice that $E_{\text{BPS}} = 0$ holds for all $\xi$ values except $\xi = \frac{1}{4}$, and is independent of the sign of $a$. When $\xi = \frac{1}{4}$, $E_{\text{BPS}}^L$ becomes negative. However, this does not pose a problem in the context of supersymmetric field theory with only one supercharge [22].
We explore time-dependent physics of the bosonic part of this free theory in the supersymmetric background (2.33) in Sec. 4. In that section, we explain the meaning of the mild singularity in the view point of scalar wave dynamics. In Sec. 4, we focus on the case of $a > 0$ and $\xi \geq \frac{1}{4}$.

3 Supersymmetric Inhomogeneous Field Theory

As explained in the previous section, we have extended the relation between FTCSs and corresponding IFTs in $(1 + 1)$ dimensions proposed in [32] to the supersymmetric setup and obtained a specific supersymmetric background on which various field theories can live. In this section, we interpret the results of SFTCS on that background in the language of $(1 + 1)$-dimensional SIFT with spacetime-dependent couplings, which lives in Minkowski background. Then, we focus on a free SIFT as a specific example in which the supersymmetric quantum mechanics can be embedded.

3.1 Model construction

In the previous section, we show that SFTCS can have two real supersymmetries in the case of $f(R) = \text{constant}$. Motivated by the bosonic relation between FTCS and IFT in $(1 + 1)$ dimensions, SIFT with two real supersymmetries corresponding to SFTCS can also be taken into account. Indeed, we show how to construct the SIFT models with two real supersymmetries which can be thought as an extension of the previous SIFT construction with one real supercharge in [22].

In Minkowski background, conventional $\mathcal{N} = (1, 1)$ Wess-Zumino models (2.4) with two real supersymmetries have constant coupling parameters $\lambda_n$’s. On the other hand, position-dependent coupling parameters lead to $\mathcal{N} = (\frac{1}{2}, \frac{1}{2})$ SIFTs with one real supercharge. To cover the case of two real supersymmetries in SIFT, we need to consider spacetime-dependent couplings rather than position-dependent ones. That is to say, the Lagrangian (2.4) is to be generalized with the extended superpotential $W(\phi, x)$ as

$$W(\phi) = \sum_{n \geq 2} \lambda_n \phi^n \rightarrow W(\phi, x) = \sum_{n \geq 2} \lambda_n(x) \phi^n; \quad (3.1)$$

where $x = (t, x)$. As a next step, performing supersymmetric variation given by

$$\delta \phi = i \bar{\psi} \varepsilon,$$

$$\delta \psi = -\gamma^\mu F_{\mu} \phi \varepsilon + \left( \frac{\partial W(\phi, x)}{\partial \phi} \right) \varepsilon, \quad (3.2)$$
we obtain

$$\delta L_{\text{SFT}}|_{W(\phi)\rightarrow W(\phi,\mathbf{x})} = -i\partial_{\mu}\phi\overline{\psi}(\eta^{\mu\nu} - \gamma^{\mu}_{F})\partial_{\nu}\varepsilon + i\overline{\psi}\gamma^{\mu}_{F}(\partial_{\mu}\varepsilon)\frac{\partial W}{\partial \phi} + i\overline{\psi}\gamma^{\mu}_{F}\varepsilon \partial_{\mu}\left(\frac{\partial W}{\partial \phi}\right), \quad (3.3)$$

where \(\partial_{\mu}\left(\frac{\partial W}{\partial \phi}\right) = \sum_{n\geq 2} n(\partial_{\mu}\lambda_{n})\phi^{n-1}\) and the supersymmetric parameter \(\varepsilon\) depends on space-time coordinates, \(\varepsilon = \varepsilon(\mathbf{x})\).

As we see in (3.3), the Lagrangian \(L_{\text{SFT}}|_{W(\phi)\rightarrow W(\phi,\mathbf{x})}\) is not invariant under the supersymmetric variation in (3.2). To make supersymmetric completion, we consider the most general form of Killing spinor equation in flat spacetime as

$$\partial_{\mu}\varepsilon = h_{\mu}\varepsilon + h_{\mu\nu}\gamma^{\nu}_{F}\varepsilon + h_{\mu\nu\rho}\gamma^{\nu\rho}_{F}\varepsilon, \quad (3.4)$$

where \(h_{\mu}, h_{\mu\nu},\) and \(h_{\mu\nu\rho} = -h_{\mu\rho\nu}\) are spacetime-dependent functions. Note that the Killing spinor equation reduces to

$$\partial_{\mu}\varepsilon = \frac{1}{2} h_{\mu\nu}\gamma^{\nu}_{F}\varepsilon + h_{\mu}\varepsilon + h_{\mu\nu}\gamma^{\nu}_{F}\varepsilon, \quad h \equiv (\eta^{\mu\nu} - \gamma^{\mu}_{F})h_{\mu\nu}. \quad (3.5)$$

The unique feature of this Killing spinor equation in SIFT is that \(h\)-tensors do not vanish in general. All the \(h\)-tensors are zeros in usual supersymmetric field theories on flat spacetime. To achieve the supersymmetric completion from (3.3), an additional condition should be satisfied as

$$\gamma^{\mu}_{F}(\partial_{\mu}\lambda_{n}(\mathbf{x}) + 2h_{\mu}(\mathbf{x})\lambda_{n}(\mathbf{x}))\varepsilon(\mathbf{x}) = g_{n}(\mathbf{x})\varepsilon(\mathbf{x}). \quad (3.6)$$

Then, we formally obtain a supersymmetric invariant Lagrangian

$$\mathcal{L}_{\text{SIFT}} = \mathcal{L}_{\text{SFT}}|_{W(\phi)\rightarrow W(\phi,\mathbf{x})} - \sum_{n\geq 2} \left(h\lambda_{n} + g_{n}\right)\phi^{n} \quad (3.7)$$

under the supersymmetric variation (3.2). In the following, for simplicity, we will take \(h_{\mu} = \partial_{\mu}q\) with a spacetime-dependent function \(q = q(\mathbf{x})\).

Now, we try to find several explicit examples of SIFT constructed in the above. After solving the Killing spinor equation (3.5), we observe that there are three classes of solutions categorized by the form of \(e^{2q}h\). Firstly, in the case of \(h = 0\), the solution is given by

$$\varepsilon = \begin{pmatrix} e^{2\phi}(x^{+})\varepsilon^{(0)}_+ \\ e^{2\phi}(x^{-})\varepsilon^{(0)}_- \end{pmatrix}. \quad (3.8)$$

Secondly, in the case \(e^{2q}h = \text{constant} \neq 0\), it is given by

$$\varepsilon = \begin{pmatrix} \varepsilon_{(1)} + x^{+}\varepsilon_{(2)} \\ \varepsilon_{(1)} + x^{-}\varepsilon_{(2)} \end{pmatrix}. \quad (3.9)$$

\(^8\)Our construction of SIFT with \emph{spacetime-dependent} couplings is a generalization of the supersymmetrization procedure in [22].
Finally, in the other case of \( e^{2q} h(\neq \text{constant}) \), it is
\[
\varepsilon = \left( p_-(x^-) \varepsilon_0, p_+(x^+) \varepsilon_0 \right). \tag{3.10}
\]
In the above solutions, \( \varepsilon^{(0)}, \varepsilon^{(1,2)} \), and \( \varepsilon_0 \) are constant Grassmann variables. Here, \( q_\pm \) and \( p_\pm \) are real valued functions depending on a single null coordinate, \( x^\pm \), respectively. In the first case, \( q(x) \) is decomposed into two functions, \( q_+ \) and \( q_- \) whose are functions of \( x^+ \) and \( x^- \), respectively, i.e. \( q(x) = q_+(x^+) + q_-(x^-) \). In the final case, the condition satisfied by \( p_\pm(x^\pm) \) is given in Appendix B. As can be seen from the independent number of Grassmann variables, the first and the second solutions correspond to two real supersymmetries, while the last case does to one real charge.

Solving (3.6), we have the relation
\[
g_n^2(x) = -(\lambda_n + 2q \lambda_n)^2 + (\lambda_n' + 2q' \lambda_n)^2. \tag{3.11}
\]
To have real value of \( g_n \), the inhomogeneous coupling function \( \lambda_n \) should satisfy the condition \(-\lambda_n + 2q \lambda_n)^2 + (\lambda_n' + 2q' \lambda_n)^2 \geq 0 \). When \( \lambda_n \) and \( q \) depend only on time, there is not any supersymmetric solution. To avoid possible complication, we consider only position-dependent couplings. In this case, we can set \( p_\pm^2 = 1 \). Then, we obtain
\[
h(x) = \mp 2q'(x), \tag{3.12}
\]
where the \( \mp \) sign comes from the projection condition, \( \gamma^\pm \varepsilon = \pm \varepsilon \). In the following, we take the upper sign without loss of generality.

Now, we are in position of summarizing what is extended from the previous work [22], where the coupling parameters depend only on the spatial coordinate and the Killing spinor equation is \( \partial \mu \varepsilon = 0 \). Here, we introduce additional functions, \( h \) and \( h_\mu \) in the right-hand side of (3.5), so that we unveil models of two real supersymmetries, as well as those of one real supercharge with spacetime-dependent parameters in SIFT. When coupling parameters depend only on the position, the Lagrangian with one real supercharge was shown to be
\[
\mathcal{L}_{\text{SIFT}} = \mathcal{L}_{\text{SFT}} \Big|_{\lambda_n \rightarrow \lambda_n(x)} - \frac{\partial W(\phi, x)}{\partial x}, \tag{3.13}
\]
which is the special case of the Lagrangian (3.7) with \( g_n(x) = \lambda_n'(x) \) and \( h = q = 0 \).

For models of \( h = 0 \) and \( q \neq 0 \) with two real supersymmetries, the Lagrangian parameters \( \lambda_n \) and \( g_n \) are given respectively by
\[
\lambda_n(x) = \lambda_n^{(0)} e^{-2q(x)}, \quad q(x) = q_+(x^+) + q_-(x^-), \quad g_n(x) = 0. \tag{3.14}
\]
Then, the Lagrangian becomes
\[
\mathcal{L}_{\text{SIFT}} = \mathcal{L}_{\text{SFT}} \Big|_{\lambda_n \rightarrow \lambda_n^{(0)} e^{-2q(x)}}, \tag{3.15}
\]
As a special example, let us consider SIFT corresponding to SFTCS on Rindler spacetime, where $q_\pm = -\frac{b}{4} x^\pm$. In this case, the superpotential is given by

$$W(\phi, x) = e^{bx} \sum_{n \geq 2} \lambda_n^{(0)} \phi^n = e^{\omega(x)} W(\phi, \mathcal{R} = 0), \quad (3.16)$$

where $\omega(x) = bx$ in Rindler spacetime (2.22). In spite that all coupling parameters depend only on position $x$, the SIFT Lagrangian does not belong to the category of (3.13). However, if we relax our choice of $f = f(\mathcal{R})$, we cannot exclude the possibility that it may fall within that category of (3.13). On the other hand, in the model of $e^{2q} h = -\mathcal{C} = constant \neq 0$ with two real supercharges, we obtain

$$\lambda_n(x) = \frac{c_n}{x}, \quad g_n(x) = 0, \quad (3.17)$$

where $e^{2q} = \frac{x}{\mathcal{C}}$ and $c_n$'s are constants, the Lagrangian is given by

$$\mathcal{L}_{\text{SIFT}} = \mathcal{L}_{\text{SFT}}\bigg|_{\lambda_n \rightarrow \frac{c_n}{x}} + \frac{1}{x^2} \sum_{n \geq 2} c_n \phi^n = \mathcal{L}_{\text{SFT}}\bigg|_{\lambda_n \rightarrow \frac{c_n}{x}} - \frac{\partial W(\phi, x)}{\partial x}. \quad (3.18)$$

If $\mathcal{C}$ is positive(negative), the range of coordinate $x$ is restricted to positive(negative). This SIFT model corresponds to SFTCS on AdS$_2$ spacetime. As can be seen in the above expression, this model belongs to the same category of (3.13), while supersymmetry enhancement occurs in the special case of $\lambda_n(x) \propto \frac{1}{x}$.

### 3.2 SFTCS and SIFT

In the previous subsection, we have extended the construction of SIFT in [22]. Here, we present the concrete relation between SFTCS and SIFT. This is a specific adaptation of the result of [32], in the sense that the correspondence between FTCS in (2.2) and IFT in (2.1) can be extended to supersymmetric setup within the allowed supersymmetric backgrounds.

At first, we start from the Lagrangian (2.16) of the SFTCS and transform to the Lagrangian (3.7) of the SIFT. Since the dictionary of the transformation for bosonic terms was already constructed in [32], we focus on the transformation of fermionic terms. For a generic metric (2.20) in $(1 + 1)$ dimensions, the kinetic term for the fermion field $\Psi$ is rewritten as

$$i \frac{1}{2} \sqrt{-g} \Psi \gamma^\mu \nabla_\mu \Psi = i \frac{1}{2} \bar{\Psi} \gamma^\mu \partial_\mu \Psi \quad (3.19)$$

under the field redefinition

$$\Psi = e^{-\frac{c_n}{x}} \psi. \quad (3.20)$$

Note that numerical values of flat gamma matrices $\gamma^i_F$ and $\gamma^\xi_F$ are identical with those of tangent space gamma matrices $\gamma^i$ and $\gamma^\xi$, respectively. By applying the same field
redefinition of the fermion field to the fermionic superpotential term and requiring its form invariance as
\[ i \frac{\partial^2 W}{\partial \phi^2} \Psi \Psi = i \frac{\partial^2 W}{\partial \phi^2} \bar{\psi} \psi, \quad (3.21) \]
we obtain the relation the superpotential \( W(\phi, x) \) in the SIFT and \( \mathcal{W}(\phi, R) \) in the SFTCS as
\[ W(\phi, x) = e^{u(x)} \mathcal{W}(\phi, R). \quad (3.22) \]
Comparing the SFTCS in (2.16) and the SIFT in (3.7), one can identify relations among couplings in both sides as
\[ F_n(R) = e^{2q(x)} \lambda_n(x), \quad f(R) = e^{2q(x)} h(x), \quad G_n(R) = e^{4q(x)} g_n(x), \quad \omega(x) = -2q(x). \quad (3.23) \]
Note also that the supersymmetry variation parameters in both sides are related as
\[ \epsilon(x) = e^{-q(x)} \varepsilon(x). \quad (3.24) \]
Consequently, the SFTCS Lagrangian is converted to the SIFT Lagrangian under the fermion field redefinition (3.20) and relations of the spacetime dependent coupling in (3.23).

We conclude that our proposal in the previous work [32] can be extended to supersymmetric setup within the allowed supersymmetric backgrounds, e.g. flat, AdS, and the spacetime with the metric given in (2.33).

### 3.3 SFTCS/SIFT and SQM

In the previous subsection, we have shown that there exists a one-to-one correspondence between SFTCS and SIFT in some specific models. Thus, we phrase the following argument in the language of SIFT. We focus on a free theory with the superpotential given by
\[ W(\phi, x) = \frac{1}{2} m(x) \phi^2. \quad (3.25) \]
Now, we display several free SIFT Lagrangians according to the value of \( e^{2q} h \) in order to show the relation between SIFT and SQM. When \( h = 0 \), we have shown \( m(x) = m_0 e^{-2q(x)} \) in the previous section, and so free SIFT Lagrangian is given by
\[ \mathcal{L}_{\text{SIFT}} = -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + i \bar{\psi} \gamma_\mu \partial_\mu \psi + i m_0 e^{-2q(x)} \bar{\psi} \psi - \frac{1}{2} m_0^2 e^{-4q(x)} \phi^2, \quad (3.26) \]
where \( q(x) = q_+(x^+) + q_-(x^-) \). In the case of \( e^{2q} h = -C = \text{constant} \neq 0 \), we take \( c_2 = \ell \) and \( c_{n\neq2} = 0 \) in (3.17) such that \( m(x) = -\frac{\ell}{2} \), and then it is given by
\[ \mathcal{L}_{\text{SIFT}} = -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + i \bar{\psi} \gamma_\mu \partial_\mu \psi - i \frac{\ell}{2x} \bar{\psi} \psi - \frac{\ell(\ell + 1)}{2x^2} \phi^2. \quad (3.27) \]
For a single real supercharge model, we consider the position dependent case only, \( i.e. m(x) = m(x) \). Then, the free Lagrangian is

\[
\mathcal{L}_{\text{SIFT}} = -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{i}{2} \bar{\psi} \gamma^\mu \partial_\mu \psi + \frac{i}{2} m(x) \bar{\psi} \psi - \frac{1}{2} \left( m^2(x) + m'(x) \right) \phi^2.
\] (3.28)

Note that as we alluded earlier, the supersymmetric Lagrangian (3.28) includes (3.27) as a special case with supersymmetry enhancement.

Any SQM reviewed in [34] can be embedded in the bosonic part of the above SIFT Lagrangian (3.28), which has time translation symmetry. To show this, let us look at the equation of motion of the scalar field mode with a frequency \( \omega \),

\[
-\frac{d^2}{dx^2} + V_{\text{eff}}(x) \phi_\omega(x) = \omega^2 \phi_\omega(x), \quad V_{\text{eff}}(x) \equiv m^2(x) + m'(x),
\] (3.29)

which is nothing but the Schrödinger equation. The interpretation of scalar field equation on the static background in terms of quantum mechanics is a well-known story, but in our case the potential form is exactly that of SQM by taking \( m(x) = -W_{\text{QM}}(x) \). Here, \( W_{\text{QM}} \) is the superpotential in SQM [34]. In the field theory viewpoint, one may interpret \( V_{\text{eff}} \) as an effective mass squared, which can have a negative value. This is natural from the SQM viewpoint and it could lead to interesting consequences\(^9\).

The free SFTCS on the supersymmetric background (2.33) in Section 2 can be transcribed as the SIFT in (3.29). Then, we adopt the technique developed for SQM to investigate scalar wave propagation in that background. In the next section, we explore character of naked null singularity of that background through scalar wave dynamics. The so-called shape invariance in SQM plays an interesting role in this regard.

### 4 Scalar Wave Dynamics

In this section, we explore a scalar wave propagation on the supersymmetric background (2.33) which has a curvature singularity and is geodesically incomplete. See Appendix F. Though there is a curvature singularity in this supersymmetric background spacetime, it turns out that predictability in scalar wave dynamics is not lost, \( i.e. \) the spacetime is globally hyperbolic. In other words, the singularity is a mild one. In fact, it has been pointed out that (1+1)-dimensional spacetime with a similar null singularity is globally hyperbolic [48]. Here, we will show that our singularity doesn’t cause serious problems in scalar wave propagation following the methodology developed in [49–52]. From the IFT perspective, this exploration describes equivalently scalar wave propagation on the inhomogeneous background according to the relation [32].

\(^9\)See the Section 4.2.
4.1 Self-adjoint extension

As stated before, the null singularity in our background metric does not lead to any essential difficulty in scalar wave dynamics. In the following, we provide more details about this singularity issue to clarify this statement. In fact, from the IFT viewpoint there could not exist such a singular behavior of scalar wave propagation. The analysis below about scalar wave dynamics on our supersymmetric background with singularity would support our claim on the relation in supersymmetric setup between SFTCS and SIFT.

A hypersurface-orthogonal timelike Killing vector is taken as \( K_T = \partial_t = t^\mu \partial_\mu \) for static background. Then, the inner product of two scalar fields on the space-like hypersurface \( \Sigma \) with a measure \( V^{-1}d\Sigma \) \((V \equiv \sqrt{-t^\mu t_\mu})\) is defined by

\[
(\phi, \psi) \equiv \int_\Sigma \phi^* \psi V^{-1} d\Sigma = \int_{-\infty}^{\infty} \phi^* \psi \, dx .
\]

Here, \( \Sigma \) corresponds to a Cauchy surface for a hyperbolic spacetime, and \( V^{-1}d\Sigma \) is a certain measure which is realized in our case simply as \( dx \). This inner product leads to a Hilbert space \( \mathcal{H} = L^2((-,\infty), dx) \).

The Klein-Gordon equation in our background for the free theory in (2.42) is given by

\[
(\Box + m_0^2 + \xi R)\phi = 0 ,
\]

which can be written as

\[
\partial_t^2 \phi = -A\phi , \quad A = -\partial_x^2 + e^{2\omega}(m_0^2 + \xi R) .
\]

As discussed in Section 3, SFTCS on supersymmetric backgrounds can be interpreted as SIFT on flat background. Accordingly, the propagation of the scalar in the supersymmetric curved background can be interpreted as that in flat background with position-dependent parameters. Concretely, the scalar wave equation in our background (2.33) is translated to the SIFT scalar wave equation with the position-dependent inhomogeneous mass-squared \( m_{\text{eff}}^2 = e^{2\omega}(m_0^2 + \xi R) = m^2 + m' \) as

\[
\partial_t^2 \phi = -A\phi , \quad A = -\partial_x^2 + m_{\text{eff}}^2(x) ,
\]

where \( A \) is a symmetric operator on the Hilbert space \( \mathcal{H} = L^2((-,\infty), dx) \).

In [51], the ‘energy’ \( E \) in curved spacetime is introduced by

\[
E(\phi, \phi) = \frac{1}{2} \int_{-\infty}^{\infty} dx \, \dot{\phi}_0^2 + \frac{1}{2} \int_{-\infty}^{\infty} dx \, \phi_0 A \phi_0 ,
\]

which is definitely conserved. For the symmetric operator \( A \) given in (4.4), the positivity of \( E(\phi, \phi) \) is not guaranteed, which differs from [51]. This difference is originated from the
existence of the additional term $\xi R\phi$ in (4.4). However, since our background metric is supersymmetric, the positivity of $E(\phi, \phi)$ holds. This positivity of the symmetric operator $A$ can be shown by noting that

$$A = D_- D_+, \quad D_\pm \equiv \pm \frac{d}{dx} - m(x).$$

(4.6)

Then, for any $\phi \in \text{dom}(A)$, one obtains

$$(\phi, A\phi) = \int_{-\infty}^{\infty} |D_\pm \phi|^2 dx,$$

(4.7)

which warrants the positivity of the operator $A$. This is natural since the symmetric operator $A$ is identified with SQM Hamiltonian, and it is well-known that SQM Hamiltonian is non-negative [34]. Therefore, this quantity $E(\phi, \phi)$ can be thought as an inner product of a ‘generalized’ initial data space. It would be straightforward to check that all the requirements in [51] are satisfied in our case. In fact, since our supersymmetric background in (2.33) is globally hyperbolic, such a ‘generalization’ is not necessary.

Note that the above ‘energy’ in the curved spacetime is related to the energy in IFT introduced through the canonical Hamiltonian $\sqrt{-g} H_{\text{can}}$ in [32]. To compare the ‘energy’, $E(\phi, \phi)$ in curved spacetime and the canonical energy in IFT, $E_{\text{IFT}}$, we may note:

$$E(\phi, \phi) = \int_{-\infty}^{+\infty} dx \left[ \sqrt{-g} H_{\text{can}} - \frac{1}{2} (\phi \phi')' \right] = E_{\text{IFT}} - \frac{1}{2} \phi \phi'|_{-\infty}^{+\infty}. \quad (4.8)$$

Recall that the canonical Hamiltonian $\sqrt{-g} H_{\text{can}}$ was also used to define $E_{\text{BPS}}$ in Sec. 2.5. If we focus on the case that boundary term in (4.8) vanishes, i.e. $\phi \phi'|_{-\infty}^{+\infty} = 0$, we can see that $E(\phi, \phi) = E_{\text{IFT}}$.

If the self-adjoint extension, $A_E$ of the symmetric operator $A$ in (4.4) exists, a satisfactory dynamical evolution could be defined at least for initial data $(\phi_0, \dot{\phi}_0)$ in $C_0^\infty(\Sigma) \times C_0^\infty(\Sigma)$\(^{10}\) by

$$\phi_t = \cos(A_E^{1/2} t)\phi_0 + A_E^{-1/2} \sin(A_E^{1/2} t)\dot{\phi}_0, \quad (\phi_0, \dot{\phi}_0) \in \mathcal{H} \times \mathcal{H}. \quad (4.9)$$

If more than one extensions of the symmetric operator $A$ exist, these extensions lead to a non-unique dynamical evolution of the scalar field $\phi$. Essentially, different extensions would correspond to the different choice of boundary conditions at the singularity. However, as was shown in [51], the prescription for the dynamical evolution is determined uniquely for the chosen extension $A_E$ under some specified requirements.

On the other hand, we will show that $A_E$ is uniquely determined in our case, so that the spacetime is globally hyperbolic. In other words, the symmetric operator $A$ is essentially

\(^{10}\)This means that smooth initial data are compactly supported and the boundary condition, $\phi \phi'|_{-\infty}^{+\infty} = 0$, is satisfied.
self-adjoint which means that the extension, $A_E$ is unique (See Ref. [52].) and our naked null singularity is mild. First, recall that $A = D_+ D_-$ in (4.6). In our supersymmetric background (2.33) $m(x)$ is written as

$$m(x) = G^{-1}(x) \frac{dG(x)}{dx}, \quad G(x) \equiv (1 + y)^{\beta}, \text{ or } (1 + y)^{1-\beta},$$

where we introduce a new variable $y \equiv ae^{bx}$ and take $\beta \equiv 2\xi = \frac{m_0}{ab}$. Using the time-like Killing symmetry of the system, one can take the separation of variable for the free scalar field in (4.4). The relevant ordinary differential equation in our setup is

$$A\phi_\omega(x) = \omega^2 \phi_\omega(x).$$

To have the initial value problem well-posed, it is not enough that $A$ is a symmetric operator; it must be self-adjoint or allow self-adjoint extension. The method for finding the self-adjoint extension of a symmetric operator is well-known [53] and we will utilize it. Briefly speaking, the essential self-adjointness of the operator $A$ can be tested by considering solutions of the equations

$$(A \pm i)\phi_\omega = 0,$$

in the distributional sense. In our case, one can show that the operator $A$ is essentially self-adjoint since the square integrable solution to the equation (4.11) for $\omega^2 = \pm i$ is trivial. That is to say the deficiency space is empty [52]. This will be explicitly shown in the next subsection.

### 4.2 Analysis for scalar field dynamics

The equation (4.11) can be regarded effectively as describing a quantum mechanical system where the operator $A$ plays the role of the Hamiltonian of the system:

$$\left[-\frac{d^2}{dx^2} + V_{\text{eff}}(x)\right] \phi_\omega(x) = \omega^2 \phi_\omega(x), \quad V_{\text{eff}}(x) \equiv m_{\text{eff}}^2(x) = \frac{(m_0^2 e^{bx} + 2\xi ab^2) e^{bx}}{(ae^{bx} + 1)^2}.$$  

Here, without loss of generality, we can take $b > 0$ as alluded in Section 2. As discussed in Section 3, the above quantum mechanical description for scalar field dynamics can be understood either in terms of SFTCS and SIFT. In the viewpoint of SFTCS, the causal structure of the geometry is completely different according to the sign of $a$. This aspect is encoded in SIFT as the absence/presence of divergence of $m^2(x)$. Thus, we present separately effective potential forms for given parameters.

First of all, we define special points, $x = x_*, \bar{x}$, and $x_m$, by the conditions,

$$V_{\text{eff}}(x_*) = \pm \infty, \quad V_{\text{eff}}(\bar{x}) = 0, \quad V'_{\text{eff}}(x_m) = 0,$$  

(4.14)
which are given explicitly by

\[ x_* = \frac{1}{b} \log \left( -\frac{1}{a} \right), \quad \bar{x} = \frac{1}{b} \log \left( -\frac{2\xi}{a} \right), \quad x_m = \frac{1}{b} \log \left( \frac{1}{a(1-4\xi)} \right). \quad (4.15) \]

We note that the value of \( V_{\text{eff}} \) at \( x_m \) is given by

\[ V_{\text{eff}}(x_m) = \frac{b^2 \xi}{2 - 4\xi}. \quad (4.16) \]

Figure 2: \( a > 0, \xi < 0 \)

\( V_{\text{eff}} \) has a minimum value given in (4.16) at \( x_m \), and approaches to zero and \( (m_0/a)^2 \) as \( x \to -\infty \) and \( x \to +\infty \), respectively.

Figure 3: \( a > 0, 0 < \xi < \frac{1}{4} \)

\( V_{\text{eff}} \) has a maximum value given in (4.16) at \( x_m \), and approaches to zero and \( (m_0/a)^2 \) as \( x \to -\infty \) and \( x \to +\infty \), respectively.

According to the sign of \( a \), the profiles of \( V_{\text{eff}} \) are quite different. We sketch the characteristics briefly in Fig. 2 - Fig. 9:

(i) \( a > 0 \) : Depending on the range of \( \xi \), \( V_{\text{eff}} \) has a minimum and a maximum values at \( x_m \) for \( \xi < 0 \) and \( 0 < \xi < \frac{1}{4} \), respectively. Rather, it takes a monotonic behavior for \( \xi \geq \frac{1}{4} \). See Fig. 2 - Fig. 4.

(ii) \( a < 0 \) : The spacetime consists of causally disconnected L and R parts. This fact is reflected in \( V_{\text{eff}}(x \to x_*) \to \pm \infty \). We have plotted two different systems, L and R parts, in a single diagram, just like the corresponding Penrose diagram in Fig. 1(b). The profiles of \( V_{\text{eff}} \) are given in Fig. 5 - Fig. 9. For \( \frac{1}{4} < \xi < \frac{1}{2} \), there exists a local maximum value of \( V_{\text{eff}} \) at \( x_m \) in R part (Fig. 6). On the contrary, for \( \xi > \frac{1}{2} \), \( V_{\text{eff}} \) has a negative minimum value at \( x_m \) in L part (Fig. 9).

(iii) \( a = 0 \) : This case corresponds to Rindler spacetime and, as is well-known, the profile of \( V_{\text{eff}} \) is exponentially increasing, \( V_{\text{eff}=0}(x) = m_0^2 e^{2bx} \). We do not discuss this case further and relegate details to [32, 54, 55].
Figure 4: $a > 0$, $\xi \geq \frac{1}{4}$
$V_{\text{eff}}$ has a $S$-shaped graph without any minimum/maximum values, and approaches to zero and $(m_0/a)^2$ as $x \to -\infty$ and $x \to +\infty$, respectively.

Figure 5: $a < 0$, $\xi < 0$
$V_{\text{eff}}$ diverges to $+\infty$ at $x_*$, and approaches to zero and $(m_0/a)^2$ as $x \to -\infty$ and $x \to +\infty$, respectively.

Figure 6: $a < 0$, $0 < \xi \leq \frac{1}{4}$
$V_{\text{eff}}$ diverges to $-\infty$ at $x_*$, and approaches to zero and $(m_0/a)^2$ as $x \to -\infty$ and $x \to +\infty$, respectively.

Figure 7: $a < 0$, $\frac{1}{4} < \xi < \frac{1}{2}$
$V_{\text{eff}}$ has a maximum value given in (4.16) at $x_m$, and approaches to zero and $(m_0/a)^2$ as $x \to -\infty$ and $x \to +\infty$, respectively. It diverges to $-\infty$ at $x_*$. 
Recall that the metric parameters $a$ and $b$ are not independent since those are related to the given Lagrangian parameters $m_0$ and $\xi$ as $2ab\xi = m_0$. Using this relation, we rewrite the effective potential $V_{\text{eff}}$ as

\[
V_{\text{eff}}^{a>0}(x) = 2b^2\xi^2 \left[ 1 + \tanh \frac{b}{2}(x - x_0) \right] - \frac{b^2\xi}{2} \left( 2\xi - 1 \right) \frac{1}{\cosh^2 \frac{b}{2}(x - x_0)},
\]

\[
V_{\text{eff}}^{a<0}(x) = 2b^2\xi^2 \left[ 1 + \coth \frac{b}{2}(x - x_*) \right] + \frac{b^2\xi}{2} \left( 2\xi - 1 \right) \frac{1}{\sinh^2 \frac{b}{2}(x - x_*)},
\]

where $x_0$ is defined by $e^{-bx_0} \equiv a$ and $x_*$ was introduced in (4.15).

Note that the potential (4.17) belongs to the category of hyperbolic Rosen-Morse potential, and the potential (4.18) does to that of Eckart potential. In the case of $a < 0$, there are two parts alluded before, L and R parts. To confirm that our potential (4.18) belongs to the standard Eckart potential form, one can set $r \equiv x - x_* \geq 0$ in the R part, and $r \equiv -(x - x_*) \geq 0$ in the L part.

Now, let us remind that the symmetric operator $A$ is factorized as in (4.6) and corresponds to the Hamiltonian of SQM. In our case, the superpotential is given by

\[
W_{\text{QM}}(x) = -G^{-1}(x) \frac{d}{dx} G(x) = -m(x),
\]

which satisfies $V_1 \equiv V_{\text{eff}} = W_{\text{QM}}^2 - \frac{dW_{\text{QM}}}{dx}$. Then, the super partner potential of $V_1(x)$ is given

\[\text{Figure 8: } a < 0, \xi = \frac{1}{2} \quad \text{lim}_{x \to x_\pm} V_{\text{eff}} = \pm \infty. \quad V_{\text{eff}} \text{ approaches to zero and } (m_0/a)^2 \text{ as } x \to -\infty \text{ and } x \to +\infty, \text{ respectively.}\]

\[\text{Figure 9: } a < 0, \xi > \frac{1}{2} \quad \text{lim}_{x \to x_*} V_{\text{eff}} = \infty. \quad V_{\text{eff}} \text{ approaches to zero and } (m_0/a)^2 \text{ as } x \to -\infty \text{ and } x \to +\infty, \text{ respectively. It has a minimum value given in (4.16) at } x_m.\]

\[\text{[Note: The potentials correspond to taking } \alpha = \pm \frac{b}{2}, A = \pm b\xi, \text{ and } B = \mp b^2\xi^2 \text{ for the parameters } \alpha, A, \text{ and } B \text{ in Table 1,2 of [56].}\]
by

\[ V_2(x) = W_{QM}^2 + \frac{dW_{QM}}{dx}. \] (4.20)

Note that \( G(x) \) corresponds to the ground state wave function in standard SQM \([34]\) when the bound states exist. However, when bound states do not exist, we cannot identify \( G(x) \) with the ground state wave function, since \( G(x) \) is not square integrable. In the following, our main concern is a non-square integrable function \( G(x) \) in (4.10). As was shown before, bound states may exist for some ranges of \( \xi \) and \( a \). In this case, \( G(x) \) may be interpreted as a ground state wave function.

For our background, by using \( G(x) = (1 + ae^{bx})^\beta \) the superpotential \( W_{QM}(x) \) becomes

\[ W_{QM}(x) = -2b\xi \frac{ae^{bx}}{1 + ae^{bx}} = \begin{cases} -b\xi \left[ 1 + \tanh \frac{b}{2}(x - x_0) \right], & a > 0, \\ -b\xi \left[ 1 + \coth \frac{b}{2}(x - x_*) \right], & a < 0. \end{cases} \] (4.21)

Furthermore, we can check that the potential \( V_{eff}(x) = V_1(x) \) has the so-called shape-invariance. To see this, one may compute \( V_2(x) \) as

\[ V_2(x) = \begin{cases} 2b^2\xi^2 \left[ 1 + \tanh \frac{b}{2}(x - x_0) \right] - \frac{b^2\xi}{2} \left( 2\xi + 1 \right) \frac{1}{\cosh^2 \frac{b}{2}(x - x_0)}, & a > 0, \\ 2b^2\xi^2 \left[ 1 + \coth \frac{b}{2}(x - x_*) \right] + \frac{b^2\xi}{2} \left( 2\xi + 1 \right) \frac{1}{\sinh^2 \frac{b}{2}(x - x_*)}, & a < 0. \end{cases} \] (4.22)

One can easily see the shape invariance of the above the Rosen-Morse/Eckart potentials by noting that \( V_2(x; -\xi) = V_{eff}(x; \xi) \). This corresponds to a special case of the shape invariance of the Rosen-Morse/Eckart potentials in \([56]\).

For clear presentation, we will focus on the case of \( a > 0 \) and \( \xi \geq \frac{1}{4} \) in Fig. 4. Though this potential is known to be exactly solvable and studied in some contexts, the concrete profile of the potential in our case is slightly different in the sense that there is no bound state in the view point of quantum mechanics. That is to say, the potential is monotone and the minimum of the potential is located at \( x \to -\infty \).

As a next step, we present some details on the solution to the scalar wave equation for completeness of our discussion. By taking the change of variable \( y = ae^{bx} = e^{b(x - x_0)} \) in (4.13) and setting

\[ \phi_\omega(y) \equiv y^\alpha (1 + y)^\gamma f_\omega(y) \] (4.23)

with \( \alpha = \pm i\frac{\omega}{b} \) and \( \gamma = \beta \) or \( \gamma = 1 - \beta \), one can see that the differential equation satisfied by \( f_\omega(y) \) becomes a hypergeometric differential equation in the form of

\[ \left[ y(1 + y) \frac{d^2}{dy^2} + \left( 2\alpha + 1 + (2\gamma + 2\alpha + 1)y \right) \frac{d}{dy} + \gamma(2\alpha + 1) - 2\xi \right] f_\omega(y) = 0. \] (4.24)
Then, we can immediately write down solutions to our differential equations in terms of hypergeometric functions as

\[
\phi_{\omega}(y) = (1 + y)^\beta \left[ a_1 y^\alpha F(A, B ; C \mid -y) + a_2 y^{\alpha + 1 - C} F(A - C + 1, B - C + 1 ; 2 - C \mid -y) \right],
\]

(4.25)

where \(A, B, C\) are given by \(A + B = 2\alpha + 2\gamma, AB = 2\alpha\gamma, C = 1 + 2\alpha\). Now, we can take the parameters \(\alpha = \frac{i}{b}\omega\) and \(\gamma = \beta\). To see the generality in the choice of \(\alpha\), note that two hypergeometric functions in (4.25) with the front \(y\) factors interchange by \(\alpha \rightarrow -\alpha\). For the generality in the choice of \(\gamma\), apply the hypergeometric function transformation property to each hypergeometric function respectively in (4.25)

\[
F(A, B ; C \mid z) = (1 - z)^{C - A - B} F(C - A, C - B ; C \mid z).
\]

(4.26)

Hence, without loss of generality, we can take

\[
A = \frac{i}{b}(\omega - k) + \beta, \quad B = \frac{i}{b}(\omega + k) + \beta, \quad C = 1 + 2\frac{i}{b}\omega,
\]

(4.27)

where \(k\) is defined by

\[
k^2 \equiv \omega^2 - (2b\xi)^2.
\]

(4.28)

Note that this choice implies \(A - B = -2i\frac{k}{b}\).

There are three cases for the allowed values of \(k^2\) in the above: \textbf{Case} (i) \(k^2 > 0\), \textbf{Case} (ii) \(k^2 < 0\), and \textbf{Case} (iii) \(k^2 = 0\). These cases need to be treated separately.

In \textbf{Case} (i), by using the linear transformation of hypergeometric function given in (D.8), one can rewrite the solution in the form of

\[
\phi_{\omega}(y) = (1 + y)^\beta \left[ b_1 y^{\alpha - A} F\left(A, A - C + 1 ; A - B + 1 \mid -\frac{1}{y}\right) + b_2 y^{\alpha - B} F\left(B, B - C + 1 ; B - A + 1 \mid -\frac{1}{y}\right) \right],
\]

(4.29)

where the constants \(b_{1,2}\) (with \(\beta \in \mathbb{R}\)) are related to the previous constants \(a_{1,2}\) as follows

\[
b_1 = \frac{\Gamma(2i\frac{k}{b})\Gamma(1 + 2i\frac{\omega}{b})[a_1 - R^*_\omega a_2]}{\Gamma(\beta + \frac{i}{b}(\omega + k))\Gamma(1 - \beta + \frac{i}{b}(\omega + k))},
b_2 = \frac{\Gamma(-2i\frac{k}{b})\Gamma(1 - 2i\frac{\omega}{b})[-R_{\omega}a_1 + a_2]}{\Gamma(\beta - \frac{i}{b}(\omega + k))\Gamma(1 - \beta - \frac{i}{b}(\omega + k))}.
\]

(4.30)

Here, \(R_{\omega} \in \mathbb{C}\) is defined by

\[
R_{\omega} \equiv -\frac{\Gamma(C)\Gamma(A-C+1)\Gamma(1-B)}{\Gamma(2-C)\Gamma(A)\Gamma(C-B)} = -\frac{\Gamma(1+2i\frac{k}{b})\Gamma(\beta-\frac{i}{b}(\omega+k))\Gamma(1-\beta-\frac{i}{b}(\omega+k))}{\Gamma(1-2i\frac{k}{b})\Gamma(\beta+\frac{i}{b}(\omega-k))\Gamma(1-\beta+\frac{i}{b}(\omega-k))}.
\]

(4.31)
Introducing $\theta_k, \tilde{\theta} \in \mathbb{R}$ as
\[
e^{i\theta_k} \equiv \frac{\Gamma(\beta - \frac{i}{\beta}(\omega + k)) \Gamma(1 - \beta - \frac{i}{\beta}(\omega + k))}{\Gamma(\beta + \frac{i}{\beta}(\omega + k)) \Gamma(1 - \beta + \frac{i}{\beta}(\omega + k))}, \quad e^{i\tilde{\theta}} \equiv \frac{\Gamma(1 + 2i\frac{\omega}{b})}{\Gamma(1 - 2i\frac{\omega}{b})},
\]
(4.32)
one can rewrite $R_\omega$ as
\[
R_\omega = -e^{i\frac{\omega}{b}(\theta_k + \theta_i + 2\tilde{\theta})} \sqrt{\frac{\sin^2 \pi \beta + \sinh^2 \frac{\pi}{b}(\omega - k)}{\sin^2 \pi \beta + \sinh^2 \frac{\pi}{b}(\omega + k)}}, \quad R^*_\omega = \frac{1}{R_{-\omega}}.
\]
(4.33)

The solution form of (4.29) is useful to see the behavior at the asymptotic region $x \to \infty$ ($y \to \infty$) and its leading asymptotic behavior is given by
\[
\phi_\omega(x) \xrightarrow{x \to \infty} b_1 e^{ik(x-x_0)} + b_2 e^{-ik(x-x_0)},
\]
(4.34)
where we have used (4.27) to obtain $\alpha + \beta - A = \frac{i}{b} k$ and $\alpha + \beta - B = -\frac{i}{b} k$. On the contrary, in the asymptotic region of $x \to -\infty$ ($y \to 0$), one can read from (4.25) that
\[
\phi_\omega(x) \xrightarrow{x \to -\infty} a_1 e^{i\omega(x-x_0)} + a_2 e^{-i\omega(x-x_0)}.
\]
(4.35)
As explained after (4.11), it is necessary to verify the essential self-adjointness of the symmetric operator $A$ for sensible dynamics. Therefore, we should extend the domain of $\omega^2$ from real to complex numbers and consider the case of $\omega^2 = \pm i$. Now, we show that a square-integrable solution to the equation (4.11) for $\omega^2 = \pm i$ does not exist. The square-integrability of $\phi_\omega(x)$ implies the condition $a_1 a_2 = 0$. From the relation $k^2 = \omega^2 - b^2 \beta^2$ and square-integrability, the condition $b_1 b_2 = 0$ should be satisfied. Then the connection formulae (4.30) with these conditions tell us that square integrable solution for $\omega^2 = \pm i$ does not exist, indeed. So, the operator $A$ is essentially self-adjoint and the initial value problem of wave dynamics is well-posed.

In Case (ii), let us set $k = -i\kappa$ with $\kappa > 0$ without loss of generality. Note that $\tilde{R}_\omega \equiv R_\omega(k = -i\kappa)$ is a pure phase and corresponds to a reflection coefficient in this case. Let us consider $\frac{2\kappa}{b} \notin \mathbb{N}$, firstly. Then, we should take $b_1 = 0$ for a square integrable solution, which implies $a_1 = R^*_a a_2$. Secondly, in the case of $\frac{2\kappa}{b} \in \mathbb{N}$, we need to use a more complicated formula given in (D.9), instead of the formula in (D.8), and obtain
\[
\phi_\omega(x) \xrightarrow{x \to \infty} \mathcal{H}_{b} \sum_{n=0}^{\frac{\kappa}{b} - 1} c_{1,n} e^{b(\frac{\kappa}{b} - n)x} + c_{2} x e^{-\kappa x} + \cdots ,
\]
(4.36)
where $\cdots$ denotes lower orders in $e^{-\kappa x}$. Now, for the square integrable solution, it is sufficient to set $a_1 = \tilde{R}_\omega a_2$. The square-integrability of $\phi_\omega(x)$, as can read from (4.35), implies the condition $a_1 a_2 = 0$. Since $a_1 \propto a_2$ in both cases, we conclude that a square-integrable solution to the equation (4.11) for $\omega^2 = \pm i$ does not exist.
In Case (iii), we can still use the formula (D.9). By using $k = \kappa = 0$, one obtains

$$\phi_\omega(x) \xrightarrow{x \to \infty} c_3 + c_4 x.$$  

(4.37)

To obtain a meaningful solution, we should choose $c_3 = c_4 = 0$ for square integrability.

In all three cases, a square-integrable solution to the equation (4.11) with $\omega^2 = \pm i$ does not exist, which means the emptiness of the deficiency space. Consequently, the positive symmetric operator $A$ is essentially self-adjoint, and so the wave propagation in this space-time with naked null singularity is well-defined and any boundary condition is not required at singularity, contrary to the timelike singularity in [49]. In other words, the singularity is a mild one. Though such a description has been given from SFTCS viewpoint, the absence of boundary condition at singularity is natural from SIFT viewpoint, since $m^2(x)$ in SIFT has no unusual profile.

### 4.3 Scalar field quantization

In this subsection, we explore the canonical quantization of a scalar field with a potential, as depicted in Fig. 4. We discuss the limitations of this approach, placing special emphasis on the algebraic method.

To address canonical quantization, we note that our mode solution can be expressed as two separate plane waves in the right and left asymptotic regions, as demonstrated by equations (4.34) and (4.35), respectively. Based on this observation, it is natural to consider two canonical quantization schemes that turn out to be inequivalent. In the following, we refer to the quantization scheme that uses the mode solution presented in equation (4.34) as R-quantization, while the scheme that employs the mode solution given in equation (4.35) is referred to as L-quantization. We would like to emphasize that the FTCS and IFT viewpoints can be used in a complementary manner to interpret the results of quantization. It is evident that both FTCS and IFT descriptions are entirely interchangeable at the classical level from the equivalence of the classical scalar field equation. At the quantum level, we adopt our proposal in [32], and then the interpretation becomes complementary.

First, in L-quantization, from the classical solution in (4.35), we can canonically quantize the scalar field as

$$\phi_L(x) = \int_0^\infty \frac{d\omega}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \sum_{i=\pm} \left[ a^{(i)}_\omega u^{(i)}_\omega(x) + (a^{(i)}_\omega)^\dagger (u^{(i)}_\omega(x))^* \right],$$  

(4.38)
where \(u_\omega^{(\mp)}(x)\)'s are given by\(^{12}\)

\[
\begin{align*}
    u_\omega^{(-)}(x) &= (1 + e^{bx})^\beta F(A, B; C - e^{bx}) e^{-i\omega(t-x)}, \\
    u_\omega^{(+)}(x) &= (1 + e^{bx})^\beta F(A - C + 1, B - C + 1; 2 - C - e^{bx}) e^{-i\omega(t+x)},
\end{align*}
\]

and complex conjugates of mode functions are given by

\[
\begin{align*}
    (u_\omega^{(-)}(x))^* &= (1 + e^{bx})^2 \xi F(A - C + 1, B - C + 1; 2 - C - e^{bx}) e^{i\omega(t-x)}, \\
    (u_\omega^{(+)}(x))^* &= (1 + e^{bx})^2 \xi F(A, B; C - e^{bx}) e^{i\omega(t+x)}. \\
\end{align*}
\]

Note that \([F(A, B; C - e^{bx})]^* = F(A - C + 1, B - C + 1; 2 - C - e^{bx})\) as seen from (4.27). Our normalization convention for \(u_\omega^{(\mp)}(x)\) is in accordance with the non-vanishing commutator of creation and annihilation operators, which can be expressed as follows

\[
[a_\omega^{(i)}(x), (a_\omega^{(j)}(x))^\dagger] = \delta^{ij} \delta(\omega - \omega'),
\]

where \(i\) and \(j\) denote \(-\) or \(+\). In fact, the operators \(a_\omega^{(-)}\) and \(a_\omega^{(+)}\) are not independent for the range of \(0 \leq \omega \leq b\beta\), as we will discuss shortly. We define the vacuum in L-quantization, \(|0\rangle_L\), as the state annihilated by \(a_\omega^{(\mp)}\) as

\[
a_\omega^{(\mp)}|0\rangle_L = 0.
\]

The Fock space constructed by \(a_\omega^{(\mp)}\) and \((a_\omega^{(\mp)})^\dagger\) is denoted by \(\mathcal{F}_L\). At the left asymptotic region, \(u_\omega^{(\mp)}(x)\)'s reduce to

\[
u_\omega^{(\mp)}(x) \xrightarrow{x \to -\infty} e^{-i\omega(t+x)},
\]

and in L-quantization scheme, the form of scalar field at the left asymptotic region \((x \to -\infty)\) approaches to

\[
\phi_L(x) \xrightarrow{x \to -\infty} \int_0^\infty \frac{d\omega}{\sqrt{2\pi} \sqrt{2\omega}} \left[ a_\omega^{(+)} e^{-i\omega(t+x)} + a_\omega^{(-)} e^{-i\omega(t-x)} + (a_\omega^{(+)})^\dagger e^{i\omega(t+x)} + (a_\omega^{(-)})^\dagger e^{i\omega(t-x)} \right].
\]

The above equation indicates that L-quantization describes the system in terms of massless particles, in the \(x \to -\infty\) region. This massless particle description seems quite natural in the asymptotic left region, but it is not warranted in the whole region. As we will see in the following, the L-quantization scheme is not suitable for the right asymptotic region or the right observer.

\(^{12}\)Here, (4.40) and (4.39) have been read from (4.25) and \(a = e^{-bx_0}\) is used. Then, we denote \(x - x_0\) simply as \(x\) to simplify the presentation. The normalization is determined through the Klein-Gordon inner product.
To address this limitation, we introduce the R-quantization scheme, which would be more appropriate for particle interpretation in the right asymptotic region, since it is based on the asymptotic form of the solution in (4.34). One may think that R-quantization is equivalent to L-quantization, not alternative one, because one can rewrite mode functions \( u^{(i)}_\omega \) in terms of another set of mode functions using the transformations of hypergeometric functions given in (D.8). Even though the mode functions can be related through the \( SU(1, 1) \) transformation presented in (D.14), it fails to preserve the canonical commutation relation among the operators transformed from \( a^{(+) \omega} \) and \( a^{(-) \omega} \). Mathematically, the condition for the equivalence of Fock spaces and the preservation of canonical commutation relations is described by the Shale theorem \([57, 58]\). In our setup, the Shale theorem’s condition is not met because the \( SU(1, 1) \) transformation is incomplete and non-invertible due to the absence of propagating modes in the right asymptotic region for the range of \( 0 \leq \omega \leq b\beta \). After removing the unphysical exponentially increasing part among the non-propagating modes, we have the exponentially decaying parts only in the \( x \to \infty \) region (as shown in (4.34) and (4.36)) under the range of \( 0 \leq \omega \leq b\beta \). Because of this reduction in modes, within the range of \( 0 \leq \omega \leq b\beta \), in L-quantization scheme, \( a^{(+) \omega} \) and \( a^{(-) \omega} \) are not independent but related by the relation \( a^{(-) \omega}_\omega = \hat{R}_\omega a^{(+) \omega}_\omega \) where \( \hat{R}_\omega \) is given in (4.33).

We now introduce another quantization scheme, which will be referred as R-quantization. This provides a quantization of the scalar field based on the classical solution in (4.34) as

\[
\phi_R(x) = \int_0^\infty \frac{dk}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \sum_{i=\pm} \left[ b^{(i)}_k v^{(i)}_k(x) + (b^{(i)}_k)^\dagger (v^{(i)}_k(x))^* \right], \tag{4.47}
\]

where \( v^{(\mp) \omega}_\omega(x) \)'s are given by

\[
v^{(-) \omega}_k(x) = (1 + e^{-bx})^{2\xi} F(A, A - C + 1; A - B + 1 | -e^{-bx}) e^{-i(\omega t-kx)}, \tag{4.48}
v^{(+) \omega}_k(x) = (1 + e^{-bx})^{2\xi} F(B, B - C + 1; B - A + 1 | -e^{-bx}) e^{-i(\omega t+kx)}. \tag{4.49}
\]

Here, \( \omega = \sqrt{k^2 + b^2 \beta^2} \). Since the relation, \( [F(A, A - C + 1; A - B + 1 | -e^{-bx})]^* = F(B, B - C + 1; B - A + 1 | -e^{-bx}) \), holds, complex conjugates of mode functions are given by

\[
(v^{(-) \omega}_k(x))^* = (1 + e^{-bx})^{2\xi} F(B, B - C + 1; B - A + 1 | -e^{-bx}) e^{i(\omega t-kx)}, \tag{4.50}
(v^{(+) \omega}_k(x))^* = (1 + e^{-bx})^{2\xi} F(A, A - C + 1; A - B + 1 | -e^{-bx}) e^{i(\omega t+kx)}. \tag{4.51}
\]

Like in (4.43), the non-vanishing commutator of creation and annihilation operators is given by

\[
[b^{(i)}_k, (b^{(j)\dagger}_k)^\dagger] = \delta^{ij} \delta(k-k'). \tag{4.52}
\]
Just like in L-quantization, one may introduce the vacuum in R-quantization, \( |0\rangle_R \), as
\[
b_k^{(\mp)} |0\rangle_R = 0.
\] (4.53)

The Fock space constructed by \( b_k^{(\mp)} \) and \( (b_k^{(\mp)})^\dagger \) is denoted by \( \mathcal{F}_R \). At the right asymptotic region, \( v^{(\mp)}(x) \)'s reduce to
\[
v^{(\mp)}(x) \xrightarrow{x \to \infty} e^{-i(\omega^{\mp} k x)},
\] (4.54)
and the canonically quantized form of the scalar field at the right asymptotic region \( (x \to \infty) \) reduces to
\[
\phi_R(x) \xrightarrow{x \to \infty} \int_0^\infty \frac{dk}{\sqrt{2\pi} \sqrt{2\omega}} \left[ b_k^{(+)} e^{-i(\omega^{+} k x)} + b_k^{(-)} e^{-i(\omega^{-} k x)} + (b_k^{(+)})^\dagger e^{i(\omega^{+} k x)} + (b_k^{(-)})^\dagger e^{i(\omega^{-} k x)} \right].
\] (4.55)

The above equation shows that in contrast to L-quantization, R-quantization gives rise to particles with a mass of \( m_0 / a = 2 \xi b \), which can be inferred from \( \omega = \sqrt{k^2 + b^2 \beta^2} \). This means that the (local) ‘right’ observers cannot detect massless particles of the energy, \( \omega < b \beta \), which can be observed in the ‘left’ region.

Some comments are given in orders:

We have introduced two vacua, \( |0\rangle_L \) and \( |0\rangle_R \), which are inequivalent due to the lack of an invertible transformation connecting \( a_\omega^{(i)} \) and \( b_k^{(i)} \). As previously mentioned, the inequivalence of the two vacua arises from the fact that the equivalence criterion stated in the Shale theorem is violated. Consequently, both quantization schemes are distinct, and neither vacuum is preferred, as is typically the case in quantum field theory in curved spacetime. In the context of algebraic approach [23, 24], these vacua are (local) quasi-free states satisfying the local Hadamard condition which justifies the naming (local) “vacua” for \( |0\rangle_L \) and \( |0\rangle_R \).

In a similar vein, it is natural to interpret the Fock spaces, \( \mathcal{F}_L \) and \( \mathcal{F}_R \), as local Hilbert spaces, rather than global ones. See for a recent review [59].

Even though (local) \( \mathcal{F}_L \) and \( \mathcal{F}_R \) are not unitarily equivalent, they share the same algebraic relation among the field operators. In this algebraic view point, one may consider some extended (algebraic) states from the previous local ones. Additionally, since our system exhibits time-translation symmetry, the Hamiltonian of the system, which is constructed from the field operators, can be uniquely defined. So would be the minimum energy of the “physical state”.\(^3\) Two vacua, \( |0\rangle_L \) and \( |0\rangle_R \), satisfying local Hadamard condition\(^4\) might be extended to global Hadamard states [60, 61], respectively. However, these two extended

\(^3\) In the algebraic approach, global Hadamard states are accepted as a good candidate for “physical states”.

\(^4\) This means that the two-point function’s coincident limit has a universal divergence structure given by the Minkowski case.
vacua cannot be quasi-equivalent, since the massless particle Fock space $\mathcal{F}_L$ and the massive one $\mathcal{F}_R$ are not unitarily transformed into each other even if the states in those Fock spaces are purified in some way. Here, the concept of quasi-equivalence is characterized by the existence of a unitary equivalence between the purifications of two quasi-free states $[62, 63]$. One may argue that the global Hadamard state extended from $|0\rangle_L$ is the true vacuum since it has a lower (renormalized) energy from an analogy of the quantum mechanical potential problem, while the one extended from $|0\rangle_R$ would have higher energy than previous one. However, the absence of Poincaré invariance obstructs this conclusion. It is worth noting that even when $\omega > b\beta$, the operators $a_\omega$ and $b_k$ are not unitarily related. This discrepancy becomes evident in the non-preservation of the commutation relations between $(a_\omega, a_\omega^\dagger)$ and $(b_k, b_k^\dagger)$. The possibility of a unitary equivalence between $a_\omega$ and $b_k$ within the range of $\omega > b\beta$ leads to the inference that the descriptions of massless and massive particles are equivalent, a scenario that contradicts the conventional Fock space interpretation. This circumstance falls outside the scope of the valid range of the Shale theorem, which provides a mathematically rigorous framework for the equivalence of two sets of oscillators.

Consequently, we believe that the algebraic approach would be a more superior method in this regard as advertised in $[32]$. We believe future works to be required in order to clarify the existence of quasi-free global Hadamard states in our case along the line of $[64, 65]$.

5 Conclusion

There have been various sporadic studies on IFT from diverse directions. Compared to conventional relativistic field theory, IFT has numerous unusual aspects including the difficulty in its quantization. Because of the absence of the Poincaré invariant vacuum, we have proposed the algebraic approach as an appropriate method for IFT quantization $[32]$. This proposal is motivated by a natural correspondence between FTCS and IFT in $(1 + 1)$ dimensions. Along this line of thought, in this paper we have explored the relation between SFTCS and SIFT.

After briefly reviewing the conversion between bosonic FTCS and bosonic IFT, we have presented a procedure to construct supersymmetric field theory on curved backgrounds. While this procedure is inspired by the seminal work of Festuccia and Seiberg $[33]$, it differs from their method in some details. Specifically, our background is not obtained as a conventional supergravity solution. In our approach, we have just treated our background as a rigid one. By solving the (generalized) Killing spinor equation, we have classified possible supersymmetric cases within our setting and verified that flat and AdS$_2$ spaces allow two real supersymmetries. Any other supersymmetric backgrounds allow just only one real supercharge in our formulation. As a simple example, we have found a static supersym-
metric background which contains a naked null curvature singularity. Interestingly, this background accommodates a wide range of supersymmetric field theories. For instance, we can incorporate scalar field theories such as $\phi^6$-theory, Liouville theory, and Sine-Gordon theory on this background.

From the viewpoint of FTCS, one may claim that a singular spacetime is not so relevant and should be excluded from consideration. However, this claim may be disputed by noting that $(1 + 1)$-dimensional gravity is not dynamical in Einstein gravity. Furthermore, we showed that scalar wave propagation in our background is completely well-posed as an initial value problem. In this regard, we have established the essential self-adjointness of the symmetric operator $A$, which is derived from the scalar wave equation. To this end, we employed the standard functional analysis technique for testing self-adjointness. Furthermore, as alluded in [52], we need case-by-case analysis for non-compact spacetimes such as AdS space. Since our background is Lorentzian and non-compact, we provided concrete steps which reveal the essential self-adjointness of the symmetric operator $A$ and verified explicitly the global-hyperbolicity of our background spacetime from the viewpoint of scalar wave propagation. In this analysis, it is very useful to notice the role of SQM in the solvability and its relation to scalar field theory part of free SFTCS/SIFT.

The IFT picture is very useful for comprehending and interpreting our metric background, as the behavior of massive scalar fields around the singularity in the FTCS context can be understood in terms of simple massless scalar fields on Minkowski spacetime from the IFT perspective. For instance, when $a > 0$ and $\xi \geq \frac{1}{4}$ in Fig. 4, we give a concrete IFT interpretation for classical wave scattering as follows: A wave corresponding to a massless particle incident in the left region (i.e. $x \to -\infty$) with sufficient momentum (or energy) greater than $b\beta$ undergoes partial reflection and partial transmission, resulting in a wave corresponding to a massive particle in the right region (i.e. $x \to \infty$). This process conserves total energy due to time translation symmetry, which, viewed from the FTCS perspective, is just the standard dynamics of scalar fields with a constant mass $m_0$ on a curved background.

We would like to note that the above complementary description using both FTCS and IFT languages is very useful for understanding relevant physics. Unusual-looking phenomena in one side have natural interpretations in the other side.

In addition, we have examined the quantization of the scalar field by utilizing the interchangeable viewpoints offered by FTCS and IFT, building on our proposal [32]. After we attempted to perform canonical quantization of our system in two ways, namely L-quantization and R-quantization, we revealed that the canonical quantization is obscured. This is related to physical interpretation of the quantization of scalar field together with its mass change in the IFT picture. To address this issue, we adopted the algebraic approach to quantum field theory, which requires each Fock space to be a local one rather than a
global one. This local interpretation of Fock spaces comes from the algebraic approach to quantum field theory, which is required to interpret the system consistently.

Though there is no essential problem in scalar wave propagation, the geodesic incompleteness of our background may ask some more consideration. When a wave propagates and touches the singularity within a finite affine parameter, one may wonder what happens at the singularity. To extend spacetime beyond the singularity, various methods may exist. We provide an example of one such method. Given the mild nature of our curvature singularity, we speculate boldly that an analogous extension method, similar to the Rindler-to-Minkowski extension, might be used, even though the physical situations are different.

Note that our supersymmetric background metric can be written as

\[ ds^2 = \frac{1}{(a + e^{-bx})^2}(-dt^2 + dx^2) = -\frac{dx^+dx^-}{(a + e^{-\frac{b}{2}(x^+-x^-)}))^2}. \]  

(5.1)

By the following coordinate transformation

\[ y^+ \equiv e^{\frac{b}{2}x^+}, \quad y^- \equiv -e^{-\frac{b}{2}x^-}, \]  

(5.2)

one can see that the metric can be rewritten as

\[ ds^2 = -\frac{-y^+y^-}{b^2(1 - ay^+y^-)^2} dy^+dy^- . \]  

(5.3)

By the analogy with the extension of the Rindler coordinates to the Minkowski ones, we might think the above coordinate transformation with the extended range of \( y \)-coordinates as the maximal extension of our background beyond the singularity. As mentioned previously, this example might be an interesting subject for further study.

There are various future directions we can pursue. One of them is to explore the algebraic approach at the basic level beyond the canonical quantization done in the main text. The Hadamard method and its application would be much better at least conceptually. For instance, it would be interesting to explore the existence of quasi-free global Hadamard state in our system. The integrability of various models on our background and its relation to the counter parts in AdS space would be quite interesting research subjects. Another important future direction is to construct higher dimensional Lorentzian supersymmetric background. It would also be interesting to study finite temperature phenomena and spontaneous supersymmetry breaking in the context of SFTCS/SIFT. As an extension of mass change of scalar field in free SIFT, it is meaningful to investigate similar effects in couplings in SIFT. Another interesting direction is to study SFTCS/SIFT in the context of the AdS/CFT correspondence.
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Appendix

A Notation and Convention

In this Appendix, we summarize our notation and convention. Our convention of two-dimensional Clifford algebra in flat spacetime is taken as

\[ \{ \gamma^\mu_F, \gamma_\nu_F \} = 2 \eta^{\mu \nu}, \quad \eta^{\mu \nu} = \text{diag}(-1,1). \] (A.1)

The adjoint, complex conjugate, and transposed intertwiners of gamma matrices are given by

\[ (\gamma^\mu_F)^\dagger = -A \gamma^\mu_F A^{-1}, \quad (\gamma^\mu_F)^* = B \gamma^\mu_F B^{-1}, \quad (\gamma^\mu_F)^T = -C \gamma^\mu_F C^{-1}, \quad C = B^T A. \] (A.2)

Anti-symmetrized gamma matrices are defined with a normalization constant such as \( \gamma^\mu_\nu_F \equiv \frac{1}{2} [\gamma^\mu_F, \gamma^\nu_F] \) which satisfies the relation \( (C \gamma^\mu_\nu_F)^T = C \gamma^\mu_\nu_F. \)

By taking the explicit representation of gamma matrices in terms of Pauli matrices \( \sigma^a \) as \( \gamma^\mu_F = (i \sigma^2, \sigma^1) \), one can set

\[ A = C = \sigma^2, \quad B = 1. \] (A.3)

This representation \( i.e. \ B = 1 \) is known as Majorana representation. Majorana spinor \( \chi \) is defined by \( \bar{\chi} \equiv \chi^\dagger \gamma^t_F = i \chi^T C \). Using the symmetric property of \( (C \gamma^\mu_\nu)^T = C \gamma^\mu_\nu \), one can see that \( \bar{\chi} \gamma^\mu_F \chi = i \chi^T C \gamma^\mu_F \chi = 0 \) in this case.

Gamma matrices in curved spacetime are defined by the vielbein as \( \gamma^\mu_F = e^\mu_\hat{a} \gamma^\hat{a}_F \), which lead to curved spacetime Clifford algebra as \( \{ \gamma^\mu_F, \gamma_\nu_F \} = 2 g^{\mu \nu} \). Here, \( \mu, \nu \) denote curved/flat spacetime indices, and the hated indices \( \hat{a}, \hat{b} \) go for tangent spacetime ones. Covariant derivative of fermions is introduced as

\[ \nabla_\mu \equiv \partial_\mu + \frac{1}{4} \omega^\hat{a}_\mu \gamma^\hat{a}_F, \] (A.4)

where \( \omega^\hat{a}_\mu \) denotes a spin connection. This covariant derivative reduces to \( \nabla_\mu = \partial_\mu - \frac{1}{2} \omega_\mu^3 \sigma^3 \)

in our \( (1+1) \)-dimensional convention.

B Solving Killing Spinor Equation

In this Appendix, we solve the Killing spinor equation (2.13) obtained in SFTCS, which corresponds to the Killing spinor equation (3.5) in SIFT. Before solving the Killing spinor
equation, let us derive the equation (2.14). By taking the covariant derivative on both
sides (2.13) and antisymmetrizing the indices, we obtain
\[ [\nabla_\mu, \nabla_\nu] \epsilon = \frac{1}{4} R^{\hat{a}\hat{b}}_{\mu\nu} \gamma_{\hat{a}\hat{b}} \epsilon = \nabla_\mu f^\mu \epsilon + f^2 \epsilon. \] (B.1)

Then, by using the 2-dimensional identity of Riemann tensor and contracting \( \gamma^{\hat{a}\hat{b}} \), one can immediately deduce the equation (2.14). By using (2.14), one can verify that \( f = f_0 = constant \) implies \( \mathcal{R} = -\frac{1}{2} f_0^2 \leq 0 \). Especially, \( f = 0 \) implies that \( \mathcal{R} = 0 \).

Now, let us take the explicit component form of the supersymmetry variation parameter \( \epsilon \) in (2.13):
\[ \epsilon(x) = e^{\frac{1}{2} \omega(x)} \begin{pmatrix} \epsilon_-(x) \\ \epsilon_+(x) \end{pmatrix}, \] (B.2)
where we use our \( \gamma \)-matrix convention given in Appendix A. Then, we obtain the component form of the Killing spinor equation as
\[ \partial_\pm \epsilon_\pm + \partial_\pm \omega \epsilon_\pm = \pm \frac{1}{2} e^\omega f \epsilon_\pm, \] (B.3)
By using this component form, one can easily deduce the results in (2.21) and (2.24).

When \( \epsilon_- \epsilon_+ = 0 \), one can take \( \epsilon_\mp = p_\pm \epsilon_0 \) with a constant Grassmann variable \( \epsilon_0 \). In this case, it is straightforward to obtain
\[ \partial_\pm p_\pm + \partial_\pm \omega p_\pm = \pm \frac{1}{2} e^\omega f p_\pm, \quad \partial_\mp p_\pm = 0. \] (B.4)
Using the additional condition (2.15) in conjunction with \( \partial_\pm \mathcal{F} = \frac{\partial \mathcal{F}}{\partial \mathcal{R}} \partial_\pm \mathcal{R} \), one can deduce that \( p_\pm^2 \partial_\pm \mathcal{R} = -p_\pm^2 \partial_\pm \mathcal{R} \). When Ricci scalar \( \mathcal{R} \) depends only on the spatial coordinate \( x \), one immediately see that \( p_\pm^2 = p_\pm^2 \) which can be taken as \( p_\pm^2 = p_\pm^2 = 1 \) by a constant rescaling of \( \epsilon_0 \). In the end, the supersymmetry variation parameter \( \epsilon \) and \( f \) are given by
\[ \epsilon(x) = e^{\frac{1}{2} \omega(x)} \begin{pmatrix} \epsilon_0 \\ \pm \epsilon_0 \end{pmatrix}, \quad \mathcal{F} = \pm \omega' e^{-\omega}. \] (B.5)

Though we have solved the Killing spinor equation in the context of SFTCS, all the expressions can be understood as the corresponding ones in SIFT by taking \( h_\mu = \partial_\mu q \) in (3.5) and using (3.23).

## C A Sample Gravity Lagrangian for Our Geometry

In this Appendix, we would like to point out that our metric solution cannot be implemented in (supersymmetrized) dilaton-Einstein gravity but in a higher derivative theory of gravity. To do this, let us consider a (1+1)-dimensional specific gravity Lagrangian given by
\[ \int d^2 x \sqrt{-g} \mathcal{L} = \int d^2 x \sqrt{-g} \Phi \left( \mathcal{R} - \eta \nabla^2 \mathcal{R} + \eta \mathcal{R}^2 + \frac{\eta^2}{4} \mathcal{R}^3 \right), \] (C.1)
where $\eta$ is a constant parameter of $(\text{length})^2$ dimension. Equations of motion of the dilaton field $\Phi$ and metric $g_{\mu\nu}$ are given by

$$0 = R + \eta R^2 + \frac{\eta^2}{4} R^3 - \eta \nabla^2 R,$$

$$0 = \left( -\nabla_\mu \nabla_\nu + g_{\mu\nu} \nabla^2 \right) \left[ \Phi \left( 1 + 2\eta R + \frac{3}{4} \eta^2 R^2 \right) - \eta \nabla^2 \Phi \right] + \eta \nabla_\nu \left( \Phi \nabla_\mu \nabla_\nu \right) R$$

$$+ \frac{1}{2} g_{\mu\nu} \left[ \eta \Phi R^2 - \nabla_\alpha \Phi \nabla^\alpha R - R \nabla^2 \Phi \right] + \frac{\eta^2}{2} \Phi R^3, \quad (C.2)$$

Then, a solution to (C.2) is given by

$$ds^2 = \frac{1}{(a + e^{-bx})^2} (-dt^2 + dx^2),$$

$$\Phi(x) = \Phi_0 \left[ e^{-bx} + \frac{1}{2a} e^{-2bx} - \frac{1}{24a^3} e^{-4bx} + \frac{13}{240a^5} e^{-5bx} - \frac{143}{2400a^7} e^{-6bx} + \cdots \right], \quad (C.3)$$

where $\eta = \frac{1}{a^2 b^2}$ and $\Phi_0$ is a constant. Therefore, our supersymmetric background geometry (2.33) would be a specific solution to the action (C.1).

## D Properties of Hypergeometric Function

We adopt the definition of hypergeometric function in the form of

$$F(A, B ; C \mid z) = \sum_{n=0}^{\infty} \frac{(A)_n (B)_n}{(C)_n} \frac{z^n}{n!}, \quad (D.1)$$

where $(A)_n$ denotes the Pochhammer Symbol defined by $(A)_n = \frac{\Gamma(A+n)}{\Gamma(A)}$.

Let us introduce $\tilde{A}, \tilde{B}$ and $\tilde{C}$ as

$$\tilde{A} \equiv A - C + 1, \quad \tilde{B} \equiv B - C + 1, \quad \tilde{C} \equiv 2 - C, \quad (D.2)$$

or equivalently as

$$A \equiv \tilde{A} - \tilde{C} + 1, \quad B \equiv \tilde{B} - \tilde{C} + 1, \quad C \equiv 2 - \tilde{C}. \quad (D.3)$$

Then, it is straightforward to check

$$\tilde{B} - \tilde{A} = B - A, \quad \tilde{C} - \tilde{A} - \tilde{B} = C - A - B, \quad (D.4)$$

which lead to

$$-(A + \ell)(\tilde{A} + \ell) = (\tilde{A} + \ell)(\tilde{C} - \tilde{A} - 1 - \ell) = (A + \ell)(C - A - 1 - \ell). \quad (D.5)$$
Now, one can see that
\[
\frac{(A)_n}{\Gamma(B)\Gamma(C-A-n)} = \frac{1}{\Gamma(C-A)} \prod_{\ell=0}^{n-1} A(C - A - 1) \cdots (A + \ell - 1)(C - A - \ell + 1)
\]
\[
= \frac{1}{R_k} \frac{\Gamma(B)\Gamma(C-A-n)}{\Gamma(B)\Gamma(C-A)}
\]
where we used the definition of \(R_k\) in (4.31)
\[
R_k = \frac{\Gamma(B)\Gamma(C-A)}{\Gamma(B)\Gamma(C-A)}
\]
The transformation rule for hypergeometric functions for \(B - A = m \notin \mathbb{N}\) becomes
\[
\frac{\sin \pi (B - A)}{\pi \Gamma(C)} F(A, B; C \mid z) = \frac{(-z)^{-A}}{\Gamma(B)\Gamma(C-A)\Gamma(A-B+1)} F(A, A-C+1; A-B+1 \mid \frac{1}{z})
\]
\[
- \frac{(-z)^{-B}}{\Gamma(A)\Gamma(C-B)\Gamma(B-A+1)} F(B, B-C+1; B-A+1 \mid \frac{1}{z})
\]
and for \(B - A = m \in \mathbb{N}\), it becomes
\[
\frac{1}{\Gamma(C)} F(A, B; C \mid z) = \frac{(-z)^{-A}}{\Gamma(B)} \sum_{n=0}^{B-A-1} \frac{(A)_n\Gamma(B-A-n)}{n!\Gamma(C-A-n)} z^{-n}
\]
\[
+ \frac{(-z)^{-A}}{\Gamma(A)} \sum_{n=0}^{\infty} \frac{(-1)^n (B)_n}{n\Gamma(n+B-A+1)\Gamma(C-B-n)} z^{-n-(B-A)} \times \left[ \ln(-z) + \psi(n+1)
\right.
\]
\[
+ \psi(n + B - A + 1) - \psi(B + n) - \psi(C - B - n) \right]\]
where \(\psi(z) \equiv \frac{d}{dz} \ln \Gamma(z)\). Using the above formula and the binomial expansion of (1 + \(y^{-1}\))^\(B\), one can see that the leading term is given by \(y^{a + \beta - A}\) as
\[
(1+y)^{\beta} y^a F(A, B; C \mid -y) = \frac{y^{a+\beta-A}\Gamma(C)}{\Gamma(B)} \sum_{n=0}^{\infty} (-1)^n \frac{\Gamma(n-\beta)}{\Gamma(-\beta)} y^{-n} \sum_{k=0}^{B-A-1} \frac{(A)_k\Gamma(B-A-k)}{k\Gamma(C-A-k)} (-y)^{-k} + \cdots
\]
From the above formulae, coefficients \(b_1\) and \(b_2\) in (4.29) are related to \(a_1\) and \(a_2\) in (4.25) as follows,
\[
b_1 = \Gamma(B - A) \left[ \frac{a_1 \Gamma(C)}{\Gamma(B)\Gamma(C-A)} + \frac{a_2 \Gamma(2-C)}{\Gamma(B-C+1)\Gamma(1-A)} \right],
\]
\[
b_2 = \Gamma(A - B) \left[ \frac{a_1 \Gamma(C)}{\Gamma(A)\Gamma(C-B)} + \frac{a_2 \Gamma(2-C)}{\Gamma(A-C+1)\Gamma(1-B)} \right].
\]
Similarly, \(c_{1,0}\) and \(c_2\) in (4.36) are given by
\[
c_{1,0} = \frac{\Gamma(B - A)}{\Gamma(B)\Gamma(C-A)} a_1 + \frac{\Gamma(B - A)}{\Gamma(B-C+1)\Gamma(1-A)} a_2,
\]
\[
c_2 = \frac{\Gamma(B)}{\Gamma(A)\Gamma(C-B)\Gamma(B-A+1)} a_1 + \frac{\Gamma(B - C + 1)}{\Gamma(A - C + 1)\Gamma(1-B)\Gamma(B - A + 1)} a_2.
\]
To obtain a square integrable solution, we should impose $c_{1,n} = 0$ for any $n = 0, \cdots, \frac{\kappa}{b}$. To this purpose, it would be sufficient to set $c_{1,0} = 0$ to insure $c_{1,n} = 0$. This can be deduced by applying the identity in (D.6) to (D.9) in the hypergeometric functions in (4.25).

Now, let us introduce rescaled coefficients $\tilde{a}_i, \tilde{b}_i$ as\footnote{Here, $a_i$ and $b_i$ are coefficients in front of hypergeometric functions in classical solutions, (4.25) and (4.29), respectively.}

$$\tilde{a}_i \equiv a_i \sqrt{\omega}, \quad \tilde{b}_i \equiv b_i \sqrt{k},$$

which shows us that the coefficient relation is related by a $SU(1, 1)$ transformation

$$\begin{pmatrix} \tilde{b}_1 \\ \tilde{b}_2 \end{pmatrix} = \begin{pmatrix} p_k & q_k \\ q_k^* & p_k^* \end{pmatrix} \begin{pmatrix} \tilde{a}_1 \\ \tilde{a}_2 \end{pmatrix}, \quad |p_k|^2 - |q_k|^2 = 1,$$

where $p_k$ and $q_k$ are defined by

$$p_k \equiv \frac{\Gamma(2i\frac{k}{2})\Gamma(1+2i\frac{\omega}{b})}{\Gamma(\beta+\frac{1}{2}(\omega+k))\Gamma(1-\beta+\frac{1}{2}(\omega+k))} \frac{\sqrt{k}}{\omega} = -ie^{i\frac{2}{3}q_k} \frac{\Gamma(1+2i\frac{\omega}{b})}{\Gamma(1-2i\frac{\omega}{b})} \frac{\sqrt{k}}{\omega},$$

$$q_k \equiv \frac{\Gamma(2i\frac{k}{2})\Gamma(1-2i\frac{\omega}{b})}{\Gamma(\beta-\frac{1}{2}(\omega-k))\Gamma(1-\beta-\frac{1}{2}(\omega-k))} \frac{\sqrt{k}}{\omega} = -ie^{-i\frac{2}{3}q_k} \frac{\Gamma(1-2i\frac{\omega}{b})}{\Gamma(1-2i\frac{\omega}{b})} \frac{\sqrt{k}}{\omega}.\ldots$$

Note that $R_k$ is given by $R_k = -\frac{q_k}{p_k}$.

### E Rindler Limit

To consider the limit of $a \to 0$ of our differential equation or the Rindler spacetime limit, we should be careful to take an appropriate limit correctly. Since the relation $2\xi_{ab} = m_0$ cannot be preserved in the limit or the relation is not compatible with the Rindler limit, we should consider a more generic way. Indeed, the path we choose for the limiting procedure, going from our background to the Rindler spacetime, does not uphold the relationship $2\xi_{ab} = m_0$.

In other words, we temporarily maintain the parameter $\xi$ as finite and allow $a$ to approach zero from the positive side with $m_0/b$ held at a finite value. Subsequently, we take the limit of $m_0 \to 0$, while regarding $m_0$ as an unphysical regulator. This approach is similar to that used in the massless scalar field theory in Rindler spacetime, where $m_0$ is also used as a regulator.

To see the limit correctly, let us set $y \equiv \frac{ab}{2m_0} u$ taking into account $a \to 0$. Then, though we can still take $\beta = \frac{m_0}{ab}$, the differential equation reduces to

$$\left[u \frac{d^2}{du^2} + \left((2\alpha + 1) + u\right) \frac{d}{du} + \frac{1}{2} (2\alpha + 1)\right] f_\omega(u) = 0,$$

Here, $a_i$ and $b_i$ are coefficients in front of hypergeometric functions in classical solutions, (4.25) and (4.29), respectively.
whose solution is given by a linear combination of confluent hypergeometric functions
\[ 1F_1(\alpha + \frac{1}{2}, 2\alpha + 1; -u) = M(\alpha + \frac{1}{2}, 2\alpha + 1; -u) \]
and
\[ U(\alpha + \frac{1}{2}, 2\alpha + 1; -u) \]
as
\[ f_\omega(u) = A_1 M\left(\alpha + \frac{1}{2}, 2\alpha + 1; -u\right) + A_2 U\left(\alpha + \frac{1}{2}, 2\alpha + 1; -u\right) \]
which can be rewritten in terms of \( I_\alpha(u/2) \) and \( K_\alpha(u/2) \) by using
\[ I_\nu(-z) = e^{i\pi\nu} I_\nu(z), \quad K_\nu(-z) = e^{-i\pi\nu} K_\nu(z) - i\pi I_\nu(z). \] (E.2)

One can remove \( I_\alpha(u/2) \) by taking a specific combination of two modified Bessel functions \( I_\alpha(-u/2) \) and \( K_\alpha(-u/2) \) to satisfy the boundary condition i.e. to remove the divergent behavior as \( x \to \infty \) or to obtain the complete reflection in the intermediate region. Then, one obtains \( f_\omega \) with a single coefficient \( \tilde{C} \) as
\[ f_\omega(u) = \tilde{C} u^{-\alpha} e^{-\frac{u}{2}} K_\alpha\left(\frac{u}{2}\right) = Cy^{-\alpha} e^{-\frac{u}{2}} K_\alpha\left(\frac{u}{2}\right). \]

Using
\[ (1 + y)^\beta = \left(1 + a \frac{bu}{2m_0}\right)^{\frac{1}{2} + \frac{\nu}{\pi}} \xrightarrow{a \to 0} e^{\frac{u}{2}} \] (E.3)
one can check that
\[ \phi_\omega(y) = y^\alpha (1 + y)^\beta f_\omega(y) = CK_i\left(\frac{m_0}{b} e^{bx}\right), \] (E.4)
which reproduces the mode solution in the Rindler wedge given by
\[ \phi_\Omega(t, x) \sim \frac{1}{\sqrt{2\Omega}} \theta(\rho) h_\Omega(\rho) e^{-i\Omega\eta}, \quad \eta \equiv bt, \quad \rho \equiv b^{-1} e^{bx}. \] (E.5)

## F Geodesics

Though it is rather straightforward to write down the geodesic equations for all kind of geodesics for two-dimensional metric in the conformal form
\[ ds^2 = e^{2\omega(x)} (-dt^2 + dx^2), \] (F.1)
we present some details for completeness. For simplicity, we focus on the static case only, as \( \omega(x) = \omega(x) \). In this case, one can easily integrate the (2nd order) geodesic equations to obtain the reduced first order differential equations.

In summary, a timelike geodesic is determined by the following equation
\[ \frac{dx}{\sqrt{1 - A_0^2 e^{2\omega(x)}}} = dt, \] (F.2)
where $A_0^2$ is a non-vanishing integration constant. Then, the proper time $\tau$ is related to the coordinate time $t$ as

$$d\tau = A_0 e^{2\omega(x)} dt.$$  \hfill (F.3)

A spacelike geodesic is determined by

$$\sqrt{\frac{C_0}{e^{2\omega(x)} + C_0}} \, dx = dt,$$  \hfill (F.4)

where $C_0$ is another integration constant. The proper distance is related to the coordinate position $x$ as

$$ds = \frac{e^{2\omega(x)}}{\sqrt{e^{2\omega(x)} + C_0}} \, dx.$$  \hfill (F.5)

Note that the simplest case corresponds to $C_0 = 0$ and $x$ does to the proper distance $s$. On the other hand, in terms of null coordinates defined by $x^\pm = t \pm x$ and their corresponding the affine parameters $\lambda$ and $\mu$, null geodesics are determined by

$$d\lambda = e^{2\omega(x)} dx^-|_{x^+ = x_0^+}, \quad d\mu = e^{2\omega(x)} dx^+|_{x^- = x_0^-}, \quad x = \frac{1}{2}(x^+ - x^-),$$  \hfill (F.6)

where $x_0^\pm$'s are constants.

As examples, let us consider the static patch of de-Sitter space which can be represented in the above metric form by

$$e^{\omega(x)} = \frac{1}{\cosh x}.$$  \hfill (F.7)

By setting $r = \tanh x$, one may obtain a familiar form of the static patch of de-Sitter space. In this case one can obtain the formulae for geodesics explicitly. Through the above formula, one can see that the timelike geodesic is given by

$$\sinh(t - t_0) = \frac{1}{\sqrt{1 - A_0^2}} \sinh x,$$  \hfill (F.8)

and the spacelike geodesic is given by

$$\sinh(t - t_0) = \sqrt{\frac{C_0}{1 + C_0}} \sinh x.$$  \hfill (F.9)

For the null geodesics, one obtains

$$\lambda = -\frac{1}{2} \tanh \frac{1}{2}(x_0^+ - x^-), \quad \mu = \frac{1}{2} \tanh \frac{1}{2}(x^+ - x_0^-).$$  \hfill (F.10)

In the case of the Rindler patch of AdS$_2$ space, one obtains the equations for geodesics as

$$\cosh(t - t_0) = \frac{1}{\sqrt{1 + A_0^2}} \cosh x, \quad \sinh(t - t_0) = \sqrt{\frac{C_0}{1 - C_0}} \cosh x,$$  \hfill (F.11)

$$\lambda = \frac{1}{2} \coth \frac{1}{2}(x_0^+ - x^-), \quad \mu = -\frac{1}{2} \coth \frac{1}{2}(x^+ - x_0^-).$$
In our case, the metric and Ricci scalar are given by

\[ e^{\omega(x)} = \frac{1}{a + e^{-bx}}, \quad R = 2ab^2e^{-bx}, \]  

(F.12)

Inserting this to the generic formulae for the static case, one can convince that the spacetime described by the above metric is geodesically incomplete.
References

[1] G. Bastard, “Wave Mechanics Applied to Semiconductor Heterostructures,” Les Éditions de Physique, Les Ulis, 1988.

[2] O. von Roos, “Position-dependent effective masses in semiconductor theory,” Phys. Rev. B 27, 7547 (1983).

[3] R. N. Costa Filho, M. P. Almeida, G. A. Farias, and J. S. Andrade, Jr. “Displacement operator for quantum systems with position-dependent mass,” Phys. Rev. A 84, 050102(R) (2011).

[4] P. Ring, P. Schuck, “The Nuclear Many Body Problem,” Springer, New York, 1980, p. 211.

[5] N. Chamel, “Effective mass of free neutrons in neutron star crust,” Nucl. Phys. A 773, 263-278 (2006) [arXiv:nucl-th/0512034 [nucl-th]].

[6] A. D. Linde, “Hybrid inflation,” Phys. Rev. D 49, 748-754 (1994) [arXiv:astro-ph/9307002 [astro-ph]].

[7] O. Aharony, O. Bergman, D. L. Jafferis and J. Maldacena, “N=6 superconformal Chern-Simons-matter theories, M2-branes and their gravity duals,” JHEP 10, 091 (2008) [arXiv:0806.1218 [hep-th]].

[8] K. Hosomichi, K. M. Lee, S. Lee, S. Lee and J. Park, “N=5,6 Superconformal Chern-Simons Theories and M2-branes on Orbifolds,” JHEP 09, 002 (2008) [arXiv:0806.4977 [hep-th]].

[9] D. Bak, M. Gutperle and S. Hirano, “A Dilatonic deformation of AdS(5) and its field theory dual,” JHEP 05, 072 (2003) [arXiv:hep-th/0304129 [hep-th]].

[10] E. D’Hoker, J. Estes and M. Gutperle, “Interface Yang-Mills, supersymmetry, and Janus,” Nucl. Phys. B 753, 16-41 (2006) [arXiv:hep-th/0603013 [hep-th]].

[11] C. Kim, E. Koh and K. M. Lee, “Janus and Multifaced Supersymmetric Theories,” JHEP 06, 040 (2008) [arXiv:0802.2143 [hep-th]].

[12] C. Kim, E. Koh and K. M. Lee, “Janus and Multifaced Supersymmetric Theories II,” Phys. Rev. D 79, 126013 (2009) [arXiv:0901.0506 [hep-th]].

[13] K. K. Kim and O. K. Kwon, “Janus ABJM Models with Mass Deformation,” JHEP 08, 082 (2018) [arXiv:1806.06963 [hep-th]].
[14] K. K. Kim, Y. Kim, O. K. Kwon and C. Kim, “Aspects of Massive ABJM Models with Inhomogeneous Mass Parameters,” JHEP 12, 153 (2019) [arXiv:1910.05044 [hep-th]].

[15] I. Arav, K. C. M. Cheung, J. P. Gauntlett, M. M. Roberts and C. Rosen, “Spatially modulated and supersymmetric mass deformations of \( \mathcal{N} = 4 \) SYM,” JHEP 11, 156 (2020) [arXiv:2007.15095 [hep-th]].

[16] Y. Kim, O. K. Kwon and D. D. Tolla, “Super Yang-Mills Theories with Inhomogeneous Mass Deformations,” JHEP 12, 060 (2020) [arXiv:2008.00868 [hep-th]].

[17] J. P. Gauntlett and C. Rosen, “Susy Q and spatially modulated deformations of ABJM theory,” JHEP 10, 066 (2018) [arXiv:1808.02488 [hep-th]].

[18] I. Arav, J. P. Gauntlett, M. Roberts and C. Rosen, “Spatially modulated and supersymmetric deformations of ABJM theory,” JHEP 04, 099 (2019) [arXiv:1812.11159 [hep-th]].

[19] B. Ahn, S. Hyun, K. K. Kim, O. K. Kwon and S. A. Park, “AdS Q-Soliton and Inhomogeneously mass-deformed ABJM Model,” JHEP 02, 132 (2020) [arXiv:1911.05783 [hep-th]].

[20] S. Hyun, B. Ahn, K. K. Kim, O. K. Kwon and S. A. Park, “Thermodynamics of Inhomogeneously Mass-deformed ABJM Model and Pressure Anisotropy,” JHEP 02, 062 (2020) [arXiv:1912.00784 [hep-th]].

[21] I. Arav, K. C. M. Cheung, J. P. Gauntlett, M. M. Roberts and C. Rosen, “Superconformal RG interfaces in holography,” JHEP 11, 168 (2020) [arXiv:2007.07891 [hep-th]].

[22] O. K. Kwon, C. Kim and Y. Kim, “Supersymmetric inhomogeneous field theories in 1+1 dimensions,” JHEP 01, 140 (2022) [arXiv:2110.13393 [hep-th]].

[23] R. Haag, “Local quantum physics: Fields, particles, algebras,”

[24] R. M. Wald, “Quantum Field Theory in Curved Space-Time and Black Hole Thermodynamics,” University of Chicago Press.

[25] J. Yngvason, “The Role of type III factors in quantum field theory,” Rept. Math. Phys. 55, 135-147 (2005) [arXiv:math-ph/0411058 [math-ph]].

[26] H. Halvorson and M. Muger, “Algebraic quantum field theory,” [arXiv:math-ph/0602036 [math-ph]].
[27] S. Hollands and R. M. Wald, “Axiomatic quantum field theory in curved spacetime,” Commun. Math. Phys. 293, 85-125 (2010) [arXiv:0803.2003 [gr-qc]].

[28] M. Benini, C. Dappiaggi and T. P. Hack, “Quantum Field Theory on Curved Backgrounds – A Primer,” Int. J. Mod. Phys. A 28, 1330023 (2013) [arXiv:1306.0527 [gr-qc]].

[29] S. Hollands and R. M. Wald, “Quantum fields in curved spacetime,” Phys. Rept. 574, 1-35 (2015) [arXiv:1401.2026 [gr-qc]].

[30] I. Khavkine and V. Moretti, “Algebraic QFT in Curved Spacetime and quasifree Hadamard states: an introduction,” [arXiv:1412.5945 [math-ph]].

[31] K. Fredenhagen and K. Rejzner, “Quantum field theory on curved spacetimes: Axiomatic framework and examples,” J. Math. Phys. 57, no.3, 031101 (2016) [arXiv:1412.5125 [math-ph]].

[32] O. K. Kwon, J. Ho, S. A. Park and S. H. Yi, “Toward quantization of inhomogeneous field theory,” Eur. Phys. J. Plus 138, no.3, 202 (2023) [arXiv:2206.13210 [hep-th]].

[33] G. Festuccia and N. Seiberg, “Rigid Supersymmetric Theories in Curved Superspace,” JHEP 06, 114 (2011) [arXiv:1105.0689 [hep-th]].

[34] F. Cooper, A. Khare and U. Sukhatme, “Supersymmetry and quantum mechanics,” Phys. Rept. 251, 267-385 (1995) [arXiv:hep-th/9405029 [hep-th]].

[35] M. Sakamoto, “$N = 1/2$ Supersymmetry in Two-dimensions,” Phys. Lett. B 151, 115-118 (1985)

[36] C. M. Hull and E. Witten, “Supersymmetric Sigma Models and the Heterotic String,” Phys. Lett. B 160, 398-402 (1985)

[37] R. Brooks, F. Muhammad and S. J. Gates, “Unidexterous D=2 Supersymmetry in Superspace,” Nucl. Phys. B 268, 599-620 (1986)

[38] N. Hama, K. Hosomichi and S. Lee, “SUSY Gauge Theories on Squashed Three-Spheres,” JHEP 05, 014 (2011) [arXiv:1102.4716 [hep-th]].

[39] M. Beccaria, H. Jiang and A. A. Tseytlin, “Supersymmetric Liouville theory in AdS$_2$ and AdS/CFT,” JHEP 11, 051 (2019) [arXiv:1909.10255 [hep-th]].

[40] J. W. van Holten, “Conformal symmetry and supersymmetry in Rindler space,” Universe 6, no.9, 144 (2020) [arXiv:2007.09358 [hep-th]].
[41] K. Higashijima, T. Uematsu and Y. z. Yu, “Dynamical Supersymmetry Breaking in Two-dimensional N = 1 Supergravity Theories,” Phys. Lett. B 139, 161-166 (1984)

[42] W. A. Bardeen and D. Z. Freedman, “On the Energy Crisis in Anti-De Sitter Supersymmetry,” Nucl. Phys. B 253, 635-649 (1985)

[43] K. Akiyama et al. [Event Horizon Telescope], “First M87 Event Horizon Telescope Results. I. The Shadow of the Supermassive Black Hole,” Astrophys. J. Lett. 875, L1 (2019) [arXiv:1906.11238 [astro-ph.GA]].

[44] A. B. Joshi, D. Dey, P. S. Joshi and P. Bambhaniya, “Shadow of a Naked Singularity without Photon Sphere,” Phys. Rev. D 102, no.2, 024022 (2020) [arXiv:2004.06525 [gr-qc]].

[45] P. S. Joshi and I. H. Dwivedi, “Naked singularities in spherically symmetric inhomogeneous Tolman-Bondi dust cloud collapse,” Phys. Rev. D 47, 5357-5369 (1993) [arXiv:gr-qc/9303037 [gr-qc]].

[46] S. Hyun, J. Jeong, W. Kim and J. J. Oh, “Formation of Three-Dimensional Black Strings from Gravitational Collapse of Dust Cloud,” JHEP 04, 088 (2007) [arXiv:gr-qc/0612094 [gr-qc]].

[47] T. Griffin, K. T. Grosvenor, P. Horava and Z. Yan, “Scalar Field Theories with Polynomial Shift Symmetries,” Commun. Math. Phys. 340, no.3, 985-1048 (2015) [arXiv:1412.1046 [hep-th]].

[48] G. T. Horowitz and D. Marolf, “Quantum probes of space-time singularities,” Phys. Rev. D 52, 5670-5675 (1995) [arXiv:gr-qc/9504028 [gr-qc]].

[49] R. M. Wald, “DYNAMICS IN NONGLOBALLY HYPERBOLIC, STATIC SPACE-TIMES,” J. Math. Phys. 21, 2802-2805 (1980)

[50] A. Ishibashi and A. Hosoya, “Who’s afraid of naked singularities? Probing timelike singularities with finite energy waves,” Phys. Rev. D 60, 104028 (1999) [arXiv:gr-qc/9907009 [gr-qc]].

[51] A. Ishibashi and R. M. Wald, “Dynamics in nonglobally hyperbolic static space-times. 2. General analysis of prescriptions for dynamics,” Class. Quant. Grav. 20, 3815-3826 (2003) [arXiv:gr-qc/0305012 [gr-qc]].

[52] A. Ishibashi and R. M. Wald, “Dynamics in nonglobally hyperbolic static space-times. 3. Anti-de Sitter space-time,” Class. Quant. Grav. 21, 2981-3014 (2004) [arXiv:hep-th/0402184 [hep-th]].
[53] M. Reed and B. Simon, Fourier Analysis, Self-Adjointness, (Academic Press, New York, 1975).

[54] S. Takagi, “Vacuum Noise and Stress Induced by Uniform Acceleration: Hawking-Unruh Effect in Rindler Manifold of Arbitrary Dimension,” Prog. Theor. Phys. Suppl. 88, 1-142 (1986)

[55] L. C. B. Crispino, A. Higuchi and G. E. A. Matsas, “The Unruh effect and its applications,” Rev. Mod. Phys. 80, 787-838 (2008) [arXiv:0710.5373 [gr-qc]].

[56] A. Khare and U. P. Sukhatme, “Scattering Amplitudes for Supersymmetric Shape Invariant Potentials by Operator Methods,” J. Phys. A 21, L501 (1988)

[57] D. Shale, “LINEAR SYMMETRIES OF FREE BOSON FIELDS,” Transactions of the American Mathematical Society 103 (1962): 149-167.

[58] J. Dereziński, C. Gérard, “Mathematics of Quantization and Quantum Fields (Cambridge Monographs on Mathematical Physics),” Cambridge University Press (2013).

[59] E. Witten, “Why Does Quantum Field Theory In Curved Spacetime Make Sense? And What Happens To The Algebra of Observables In The Thermodynamic Limit?,” [arXiv:2112.11614 [hep-th]].

[60] B. S. Kay and R. M. Wald, “Theorems on the Uniqueness and Thermal Properties of Stationary, Nonsingular, Quasifree States on Space-Times with a Bifurcate Killing Horizon,” Phys. Rept. 207, 49-136 (1991)

[61] M. J. Radzikowski, “Micro-local approach to the Hadamard condition in quantum field theory on curved space-time,” Commun. Math. Phys. 179, 529-553 (1996)

[62] A. Van Daele, “Quasi-equivalence of quasi-free states on the weyl algebra,” Commun. Math. Phys. 21, 171-191 (1971)

[63] R. Verch, “Local definiteness, primarity and quasiequivalence of quasifree Hadamard quantum states in curved space-time,” Commun. Math. Phys. 160, 507-536 (1994)

[64] B. S. Kay, “Quantum field theory in curved spacetime,” [arXiv:gr-qc/0601008 [gr-qc]].

[65] J. Derezinski, D. Siemssen, “Feynman propagators on static spacetimes,” Rev. Math. Phys. Vol. 30, No. 03, 1850006 (2018) [arXiv:1608.06441 [math-ph]].