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Abstract
The last decades have seen an increasing interest in FDI and the process of production fragmentation. This has been particularly important for Germany as the core of the European Union (EU) production hub. This paper attempts to provide a deeper understanding of the drivers of German outward FDI in the EU for the period 1996–2012 by tackling the two main challenges faced in the modelization of FDI, namely the variable selection problem and the choice of the estimation method. For that purpose, we first extend previous BMA analysis developed by Camarero et al. (Econ Model 83:326–345, 2019) by including country-pair-fixed effects to select the appropriate set of variables. Second, we compare several estimation methods in their multiplicative form, namely four versions of the generalized linear model. The results of the empirical application indicate that Gamma pseudo-maximum likelihood is the best performing estimator. Furthermore, our results point to horizontal-ness as the primary strategy for German investment in core EU countries, while vertical-ness seems to prevail in peripheral EU countries.
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1 Introduction and motivation

Over the past two decades, the global economy has witnessed an upsurge in Foreign Direct Investment (FDI) as well as in the process of production fragmentation across borders, referred to as Global Value Chains (GVCs). Three interconnected production hubs have been established around the world: North America (centered in the USA), Asia (with China playing a dominant role) and Europe (with Germany as the core). Overall, the participation of Europe in GVCs is significantly higher than in North America and Asia and it has steadily increased with the creation of the Single Market and the launching of the euro (Huidrom et al. 2019). Indeed, euro area countries are more integrated into regional than into global supply chains and thereby, value chains participation at a regional level has major economic implications for the euro area economy (Gunnella et al. 2019). As countries have increased their participation in GVCs, more and more firms have decided to relocate some of its production through FDI (Amador and Cabral 2016).1 This has been particularly important for Germany, the core hub country in Europe, which has seen a sharp rise in outward FDI. Despite the global pattern of German FDI stocks, the European Union (EU) has been the largest recipient being Western and Eastern European countries natural trading partners. According to UNCTAD’s Bilateral FDI Statistics, developed countries accounted for the 87% of its overall FDI stocks at the end of 2012 from which more than half were held by the EU. Within the EU, the distribution of German FDI presents a core-periphery pattern, with the bulk of foreign investments concentrated in core countries. Nonetheless, with the acceleration of the economic integration process, in the EU peripheral countries have gained prominence. Since tariffs and non-tariff barriers were already eliminated in the 1990s, the accession of the Central and Eastern European Countries (CEECs) into the EU in 2004 provides a quasi-natural experimental setting that can be used to investigate the importance of behind-the-border barriers across integrated markets. Motivated by these developments and the role of Germany as a major hub in the EU, it is increasingly important to understand the factors underlying German investment decisions across European countries using robust statistical techniques.

However, to ascertain the drivers behind FDI is not an easy task: As it was made clear in the knowledge-capital model (Markusen and Maskus 2002), FDI is a combination of both vertical FDI (VFDI) and horizontal FDI (HFDI). In the first case, firms split activities between different geographical regions, while in the second, firms replicate domestic activities in a foreign country. The expansion and complexity of GVCs led Yeaple (2003) to coin the FDI generated by these mixed motives as “complex FDI”

1 In fact, studies such as UNCTAD (2013) or Martínez-Galán and Fontoura (2019) show a positive association between a country’s degree of GVC participation and FDI inward stocks. In this respect, GVCs are typically coordinated by MNEs, with cross-border trade of inputs and outputs taking place within their networks of affiliates, contractual partners and arm’s-length suppliers.
and more recently, Baldwin and Okubo (2014) developed the concepts of “horizontal-ness” and “vertical-ness” to systematically account for these more complex forms of FDI.²

Many researchers employ the gravity model to approximate the cross-country patterns of FDI, which has proved to be solid not only with respect to the good fit to the data, but also considering the underlying theoretical foundations. The earliest and most influential theoretical contributions include Bergstrand and Egger (2007) and Head and Ries (2008), who derived general equilibrium theories for FDI. Later, Kleinert and Toubal (2010) showed that gravity equations can be used to discriminate between different theoretical approaches. Recent developments in the literature that set the ground for structural gravity models can be found in Yotov et al. (2016) and Anderson et al. (2019, 2020).

However, the empirical literature suggests a lack of consensus on the drivers of FDI due to the variety of model specifications, which amounts to the choice of variables, and estimation methods applied by researchers. This problem is referred to in the statistical literature as the model uncertainty problem and involves two main challenges. The first one, also known as the variable selection problem, has been addressed by employing model averaging techniques by studies such as Blonigen and Piger (2014), Eicher et al. (2012) and Camarero et al. (2019). The latter applies a Bayesian model averaging (BMA) analysis to identify the long-run correlates of German outward FDI. More specifically, this approach consists of attaching probabilities to any of the possible model specifications over the model space. Overall, these studies found that the robust FDI specification is a more parsimonious one than that previously suggested in the literature.

The second challenge is related to the uncertainty on the econometric specification of the FDI gravity model, and more specifically to the choice of the estimation method. New developments in the literature (such as new theoretical approaches, the use of panel data and other econometric improvements) have highlighted several empirical problems in estimating the gravity equation and generated a debate with divergent opinions about the best performing estimator. A primary concern is related to the econometric problems encountered by estimating the gravity equation in its additive form (i.e., log–log form). Santos Silva and Tenreyro (2006) argued that the conventional practice in the literature of log-linearizing the gravity model and subsequent estimation in its additive form through ordinary least squares (OLS) could not deal with zero-valued bilateral FDI observations and heteroskedasticity in the data and thereby, it led to misleading estimates. Consequently, they propose to estimate the gravity model in its multiplicative form. Another concern involves the choice of the most suitable estimation method that allows to deal with zero-valued bilateral FDI observations and the presence of heteroskedasticity in the error term that may give rise to biased estimates. Zero values are frequent in FDI data, and neglecting them might provide inconsistent estimates. Moreover, estimating the gravity model in its log-linear form rather than in levels can lead to very misleading conclusions in the presence of heteroskedasticity as the log transformation affects the disturbances in

² Horizontal-ness is related to large shares of local sales, while vertical-ness is associated with large shares of local sourcing of intermediates.
the sense that the errors will be generally correlated with the covariates in the case of heteroskedasticity. Therefore, several alternatives on how to address this issue have been proposed in the literature. The most successful and frequently used has been the Poisson pseudo-maximum likelihood (PPML) estimator, a special case of the generalized linear model (GLM) framework, posit by Santos Silva and Tenreyro (2006). They argue that the PPML estimator naturally deals with zero FDI observations and is consistent in the presence of heteroskedasticity.

Nevertheless, although the literature has pointed toward the use of GLM estimators, particularly the PPML, as opposed to OLS, more recent studies have questioned the choice of the PPML by default and point to a model selection approach to choose the best GLM estimator in each specific case. Empirical contributions to address this issue for the gravity model of trade include Martin and Pham (2008), Burger et al. (2009), Silverstovs and Schumacher (2009), Westerlund and Wilhelmsson (2011), Martínez-Zarzoso (2013), Gómez-Herrera (2013), Head and Mayer (2014) and Egger and Staub (2016). The results obtained are still not concluding.

Against this backdrop, we aim to contribute to the literature on the drivers of FDI by tackling the model uncertainty problem related to two empirical issues: the variable selection and the choice of the estimation method. Given our interest in explaining the drivers of outward German FDI in the EU for the period 1996–2012, our paper delivers new evidence in two respects. First, we extend previous analysis developed by Camarero et al. (2019) by including country-pair-fixed effects in the BMA analysis to select the appropriate set of variables. We follow the approach proposed by Moral-Benito (2012) for BMA, and the recommendations posit in Yotov et al. (2016). Using time and country-pair-fixed effects to account for any unobservable time-invariant FDI and trade cost components has been proven to be a better measure of the bilateral costs than the standard set of gravity variables. Moreover, this will also deal with the endogeneity of preferential trade agreements by accounting for the observable and unobservable linkages between the endogenous trade policy covariate and the error term. Second, considering the results obtained in the BMA with fixed effects, we analyze the performance of different estimators in a GLM framework: Poisson pseudo-maximum likelihood (PPML), Gamma pseudo-maximum likelihood (GPML), negative binomial pseudo-maximum likelihood (NBPML) and Gaussian GLM. Once the appropriate estimator is considered, we provide a robust estimation of the main drivers of German FDI in Europe.

The remainder of the paper proceeds as follows. Section 2 presents the analytical framework and the econometric specification. Section 3 briefly lays out the BMA methodology as well as the alternative estimators considered together with the data. Section 4 reports the results, and Sect. 5 concludes.

2 Model uncertainty in FDI gravity model estimation

The gravity approach to FDI describes the volume of bilateral FDI between two countries as positively related to their economic sizes and negatively to the distance between them. During the last decade, some of the literature on FDI tried to generalize the use of the gravity approach to analyze FDI patterns (Brainard 1997; Eaton and Tamura
1994). Nonetheless, there was a lack of theoretical foundation for the gravity equations for FDI. Since Bergstrand and Egger (2007), such a theoretical foundation does exist. They extend the $2 \times 2 \times 2$ knowledge-capital model in Markusen and Maskus (2002), by adding an extra factor and country, and derive a specification for the FDI gravity equation that explains its empirical fit to the data. This seminal paper has been followed by Head and Ries (2008), Kleiner and Toubal (2010) and more recently, as structural gravity models in Yotov et al. (2016) and Anderson et al. (2019, 2020). Nowadays, the theoretical justification of the gravity model for FDI is no longer questioned.

In this paper, we adopt as a starting point the approach by Kox and Rojas (2019) that is based on the above-mentioned structural gravity model of Anderson et al. (2019, 2020). Although we augment the classical gravity covariates with other variables suggested by the literature, the most important difference with the above-mentioned models is that our specification cannot be structural, as we analyze the German outward FDI stock instead of bilateral FDI. The value of bilateral FDI originating from country $i$ and hosted in country $j$ is represented by $\text{FDI}_{ij}^{stock}$, where $i$ is Germany in our case. This variable is positively affected by the size of the origin country ($E_i$), because larger economies tend to invest more in capital. Likewise, FDI stock is positively affected by the size of the destination country ($Y_j$), because larger economies can in principle absorb more foreign investment, and inversely related to the amount of technology capital in the source country ($M_i$), due to diminishing returns. At the same time, the bilateral FDI is hindered by barriers or frictions. Those include first the standard bilateral trade frictions (PTAs, distance, contiguity, common language and colonial ties), but also the explicit barriers to FDI. The latter refers to all other possible bilateral FDI frictions between $i$ and $j$, such as infrastructure, legal system (enforceability of contracts), government characteristics (regulatory quality, government effectiveness, political stability and corruption), labor quality and labor costs, corporate tax rate and other restrictive measures, as well as the impact of Bilateral Investment Treaties (BITs) and currency unions.

The following equation summarizes these relationships:

$$\text{FDI}_{ij}^{stock} = \omega_{\eta ij}^{\alpha} E_i Y_j / M_i$$

where $Y_j / M_i$ measures country $j$’s potential absorption capacity for FDI-related technology having its origin in country $i$, whereas $\omega_{\eta ij}$ is the degree of openness of country $j$ to $i$’s technology (German, in this case). $\omega_{\eta ij}$ is assumed to take values between 0 and 1 and captures the above-mentioned explicit barriers or frictions to FDI. In addition, parameter $\eta$ is the elasticity of FDI revenue flows to openness. Finally, $\alpha$ represents a set of fixed parameters from the theoretical model and $P_i$ denotes the multilateral resistance as described by Anderson et al. (2020) or Kox and Rojas (2019).3

---

3 It should be noted that the strategy followed to account for the multilateral resistance term was somewhat restricted by the focus of interest of the study. Particularly, we include importer fixed effects (and year dummies) instead of the standard approach proposed by Anderson and van Wincoop (2003), consisting on the introduction of exporter-and-year and importer-and-year fixed effects. This is because the inclusion of these country-specific dummies will absorb all other observable and unobservable characteristics which are country specific and time varying—including various national policies, institutions and exchange rates—
As we are interested in the long-run drivers of the outward FDI, we employ stock data, which fluctuates less and is in general more reliable than year-to-year FDI flow data. This is also in line with the theoretical approach adopted in the paper. Indeed, the aforementioned models build on the technology capital or knowledge-capital interpretation of FDI. Since knowledge-capital flows are largely intangible and hence difficult to measure, the stock of FDI is used as a proxy for the flow of knowledge (technology) capital between two countries. The effects of technology capital on FDI are captured by country-specific levels of GDP as in Nguyen et al. (2020).

In this study, we estimate an enlarged version of Eq. (1) which includes some additional country-specific variables along the lines of Blonigen and Piger (2014). More precisely, we also consider other related GDP and population measures, factor endowments and productivity, economic risk and exchange rate variables and trade openness measures. To the extent that we include variables capturing horizontal and vertical FDI motivations or a combination of both, we are able to give some hints regarding German FDI strategies in the EU. In relation to the variables included, it should be noted that despite our efforts to capture all possible drivers of FDI highlighted by the literature, it may still exist other relevant factors (such as environmental or geopolitical variables which are omitted here) that may impact FDI. It is thus possible that the omission of such additional covariates may lead to omitted variable bias in the empirical specification (Blonigen 2005). Nevertheless, despite this potential limitation, this study provides a robust analysis of a broad set of plausible correlates of FDI.

Inspired by the framework represented by Eq. (1), we would arrive to a regression of the type:

$$F_{Gjt} = \exp\left(\beta_1 k X_{jkt} + \beta_2 Z_{Gjt} + \lambda_j + \gamma_t\right) + \epsilon_{Gjt}$$

where $F_{Gjt}$ denotes outward FDI stock from country G (Germany) to country $j$ in any period $t$. Matrix $X_{jkt}$ denotes all $k$ FDI long-run drivers specific to the destination country, for example, Productivity, Skilled labor, Education level, etc.; $Z_{Gjt}$ contains bilateral covariates such as Similarity of HOST and PARENT real GDP, Squared GDP difference or squared education difference. Additionally, we include host country fixed effects $\lambda_j$ and time fixed effects $\gamma_t$; lastly, $\epsilon_{ijt}$ is an error term such that $\epsilon_{ijt} \sim N(0, \sigma^2)$.

Despite the well-established theoretical foundation of the FDI gravity model and its popularity in the empirical literature, its estimation suffers from a number of econometric issues, which, as reviewed in this section, has led to a debate on the estimation method. In particular, heteroskedasticity in the data and how to deal with zero values in the dependent variable are the two most common specific problems often encountered in gravity model estimation (Matyas 2017).

Footnote 3 continued

because of perfect collinearity (Yotov et al. 2016). However, we are aware that this approach partially controls for multilateral resistance and hence may lead to biased coefficient estimates for the time-varying country-specific characteristics by not accounting for time variation in the multilateral resistance term (Berden et al. 2012).

4 See Riker and Wickramarachi (2020) for a recent survey on the types of FDI motivations according to the theoretical and empirical literature.

5 See Table 2 for the list of variables identified by the BMA analysis.
Based on Jensen’s inequality, that states that $E[\ln(\epsilon_{ij})] \neq \ln E(\epsilon_{ij})$, Santos Silva and Tenreyro (2006) demonstrate that the commonly used OLS estimation of the log-linearized gravity model provides biased and inconsistent estimates. This is because, with heteroskedastic data, the expected values of the log-linearized error term ($E[\ln(\epsilon_{ij})]$) will depend on the regressors, thus leading to fallacious inferences. Furthermore, the OLS fails to model zero FDI flows as these observations are dropped from the sample when taking logarithms. Consequently, Santos Silva and Tenreyro (2006) recommend estimating constant-elasticity models (such as the gravity model) in its original multiplicative form and propose the use of the PPML estimator instead. The PPML estimator is a special case of the GLM framework, in which the variance is assumed to be proportional to the mean. This implicitly assumes that the PPML estimator equally weights all observations. According to Santos Silva and Tenreyro (2006), the PPML estimator has a number of interesting properties. First, it provides a natural way of dealing with zero-valued FDI observations as the functional form allows to include the dependent variable in levels. Second, even though the proportionality assumption does not usually holds, it provides consistent estimates in the presence of heteroskedasticity once a robust covariance matrix is considered. In light of these considerations, the literature has turned toward multiplicative functional form estimators (namely, GLMs), and more precisely, the PPML estimator, which has been considered the “workhorse” estimator of the gravity equation since then.

This would be equivalent to taking logarithms in Eq. (2) and obtaining an equation of the form:

$$\ln(\text{FDI}_{Gjt}) = \beta_1 k \times jkt + \beta_2 Z_{Gjt} + \lambda_j + \gamma_t + \zeta_{Gjt}$$

(3)

where $\zeta_{Gjt}$ are the new residuals.

Later on, the availability of panel data allowed to improve the estimation of the gravity model by including exporter-and-year and importer-and-year fixed effects in addition to dyadic fixed effects, thus controlling for the unobserved heterogeneity and endogeneity issues (Baldwin and Taglioni 2007; Martínez-Zarzoso et al. 2009). However, the inclusion of such a number of fixed effects may lead to computational difficulties. One strand in the literature has shown that the nonlinear estimation of the gravity model with different levels of fixed effects may potentially introduce an incidental parameter problem (IPP), leading to biased estimates (small sample bias). In this respect, the literature has proposed bias correction methods for fixed effects estimators. In the gravity model context, Weidner and Zylkin (2020) show that analytical bias corrections account for this bias in a “three-way” fixed effects PPML estimator.

On the other hand, some literature has raised some concerns about the PPML estimator and questions its ad hoc choice for gravity model estimation. Based on the argument that it allows for overdispersion, some researchers have recommended the use of the NBPML (Burger et al. 2009; Egger and Staub 2016). In particular, Egger and Staub (2016) compare the performance of GLM estimators conducting a set of Monte Carlo simulations together with an empirical application and found that the NBPML is the preferred estimator for the chosen specification of the trade gravity

---

6 See Fernández-Val and Weidner (2018) for extensive overview.
The NBPML estimator assumes that the variance is a specific quadratic function of the mean, which implies it down-weights observations with larger means. As highlighted by Egger and Staub (2016), this could lead to efficiency gains whenever those observations with larger means exhibit also a larger variance (i.e., noisier observations). The primary reason for applying NBPML is to improve efficiency as it comprises both the PPML and GPML assumptions (Bosquet and Boulhol 2014).

Other studies have pointed toward the use of GPML. The GPML estimator is based on the assumption that the variance is a function of higher powers of the mean and thereby, this estimator also down-weights observations with larger means. In relation to this, Santos Silva and Tenreyro (2006) point out that GPML might give excessive weight to the observations that are more prone to measurement errors.

In light of the alternative estimators proposed by the literature, Santos Silva and Tenreyro (2011) extend their simulation study in Santos Silva and Tenreyro (2006) and demonstrate that their results validate the use of the PPML estimator even under overdispersion. Even though they acknowledge that the PPML estimator can be outperformed by alternative estimators in some applications, they consider it still should be the benchmark against which alternative estimators should be compared.

Similarly, Head and Mayer (2014) show that PPML and GPML are consistent in the presence of overdispersion. Nonetheless, they posit that GPML performs better for certain empirical applications than PPML. In a recent contribution, Pfaffermayr (2019) proves that the standard errors of the PPML estimated parameters are downward biased in cross section data.

Aside from these estimators, the Gaussian GLM has also been applied in the gravity model empirical literature. The Gaussian GLM estimator assigns more weight to noisier observations (in the sense of a larger variance) and thus leads to a reduction in efficiency. It has been found to perform very badly under heteroskedasticity and presents sample selection bias (Santos Silva and Tenreyro 2006). Despite these limitations, it has been frequently used in the literature alongside alternative estimators for the sake of comparison. A comprehensive survey of alternative estimation techniques for the trade gravity model can be found in Gómez-Herrera (2013).

In what follows, we explain the methodological approach followed in this paper to address both variable selection and estimation method uncertainty.
3 Econometric methodology and data

3.1 Bayesian model averaging

Following the latest developments in the FDI gravity literature, we apply a model averaging approach to deal with the variable selection problem on the drivers of FDI. We rely on the same variable selection approach as Camarero et al. (2019) which is implemented in R using the package BayesVarSel (Garcia-Donato and Forte 2018).

The BMA approach is based on the notion that we are uncertain which of the potential competing models \(M_\gamma\) generated the data, and thus, the information contained in the posterior probability \(\Pr(M_\gamma | y)\)—summarized in the posterior inclusion probability (PIP)—explains this uncertainty. Furthermore, model averaged estimated coefficients (known as the posterior mean) can be obtained by averaging over all entertained models using the posterior probabilities as weights.\(^{12}\)

In an attempt to improve the BMA implementation, our analysis explicitly accounts for the panel data structure of the data at hand and the potential endogeneity of variables. As Desbordes et al. (2018) argue, data poolability may not be a valid assumption in panel data applications. Accordingly, following the approach proposed by Moral-Benito (2012), and unlike in Camarero et al. (2019), we include fixed effects in order to capture unobserved common factors across countries. This implies that all the variables are in deviations from their cross-sectional mean. In doing so, the coefficients of the explanatory variables with low or no-time variability (such as distance, population or land area among others) could not be estimated because of perfect collinearity with the fixed effects (Baltagi et al. 2014). In relation to endogeneity concerns, the fact that we consider German outward FDI stock by host countries instead of bilateral FDI stocks might lead to potential endogeneity problems of variables. To address this problem, we include the one year lagged values of those variables suspected to be endogenous, that is, GDP and trade-related variables.

3.2 Generalized linear models

While the literature points toward the multiplicative functional specification of the gravity model, there is uncertainty about the optimal nonlinear estimator. Alternatively to the PPML, some studies recommend other exponential family models.\(^{13}\) Furthermore, these studies all claim that the proper estimator for the gravity model largely depends on the data, and thereby, there is scope for additional empirical analysis. To contribute to this strand of the literature, which has attracted the interest of many researchers, we compare several estimators in a GLM framework.

GLMs estimate the gravity models in their multiplicative form as:

\[
y_{ijt} = \exp(x_{ijt} \beta) \epsilon_{ijt}
\]

\(^{12}\) We refer the interested reader to Camarero et al. (2019) for more details on the BMA methodology.

\(^{13}\) See Martínez-Zarzoso (2013), Head and Mayer (2014) and Egger and Staub (2016).
Table 1  Conditional mean–variance relationships of GLM estimators. Source: Own elaboration

| Estimator   | Assumptions on $V[y_{ijt}|x]$ |
|-------------|--------------------------------|
| PPML        | $V[y_{ijt}|x] \propto \mathbb{E}[y_{ijt}|x]$ |
| GPML        | $V[y_{ijt}|x] \propto \mathbb{E}[y_{ijt}|x]^2$ |
| NBPML       | $V[y_{ijt}|x] \propto \mathbb{E}[y_{ijt}|x] + k\mathbb{E}[y_{ijt}|x]^2$ |
| Gaussian GML| $V[y_{ijt}|x] = 1$ |

where $\mathbb{E}(\epsilon_i|x) = 1$, $y_{ijt}$ is outward FDI from country $i$ to country $j$ in time $t$, $x_{ijt}$ are the explanatory variables, $\beta$ are the parameters to be estimated, and $\epsilon_{ijt}$ is a composite error term which includes time-invariant host country fixed effects as well as time fixed effects together with the remainder of the error term.

One should keep in mind that the estimation of such models may suffer from an IPP, causing a small-sample bias. To correct for this bias, the literature has proposed several methods. A feasible approach to the IPP is to implement analytical and jackknife bias corrections as derived by Fernández-Val and Weidner (2016). However, we argue, based on recent work by Hinz et al. (2019), that in our setting the issue is of minor importance.¹⁴

GLMs estimators are maximum likelihood estimators based on an assumed linear exponential family (LEF) density, a linear predictor and a link function—which provides the relationship between the linear predictor and the mean (Nelder and Wedderburn 1972; McCullagh and Nelder 1989). Our modeling framework includes GLMs with a logarithmic link function and four exponential family distributions, the key attributes of which is the assumption on the functional form of $V[y_i|x]$.

Accordingly, all four estimators are consistent as long as the model is correctly specified and the question of which one performs better refers to relative efficiency gains which depend on the specification of the variance function—see Head and Mayer (2014).

Table 1 shows the conditional mean–variance relationships of each of the LEF of distributions studied here. We obtain the PPML estimator under the assumption that the conditional variance is proportional to the conditional mean. GPML and NBPML, in turn, are obtained when the variance is a function of higher powers of the mean, whereas the Gaussian GLM is obtained when the variance equals 1. In the following subsection, we describe the data.

3.3 Data

The analysis makes use of the data set described in Camarero et al. (2019), which provides information on German outward FDI stock over the period 1996–2012 in 59 destination countries (38 developed and 21 developing). For the purpose of the current study, we focus only on European Union countries and time-demean the data.

¹⁴ Focusing on the extensive margin of trade, Hinz et al. (2019) show that the bias should not be a problem in sufficiently large panel data sets.
Note that our study can be divided into two parts. First, we employ the variables reported in Table 2 to conduct the BMA analysis. Second (and most importantly), we consider those variables that exhibit a PIP above the recommended threshold of 0.50 in the conducted BMA (see Table 2 or Fig. 3 in “Appendix” for an intuitively easier representation) as our explanatory variables for the comparison of the alternative GLM estimators. A detailed description of variable definitions and data sources is presented in Table 5, while Table 6 reports the countries included.

A short note should be made regarding our FDI measure. We rely on FDI stocks extracted from the Bilateral UNCTAD FDI Statistics. Nevertheless, we bear in mind that this FDI measure may be somewhat distortive due to corporate accounting practices and valuation methods across countries, and hence, results should be interpreted with caution. Although UNCTAD FDI statistics do not report FDI to special purpose entities (SPEs), it may still be capturing statistical artefacts, such as round tripping. In 2014, the IMF’s Balance of Payments and International Investment Position Manual (BPM6) and the fourth edition of OECD’s Benchmark Definition of Foreign Direct Investment (BD4) provide new guidelines for FDI compilation in order to improve the quality of the data. However, Blanchard and Acalin (2016) posit that these practices do not completely remove the uncertainty surrounding the quality of FDI data. They examine the correlation between FDI inflows and outflows for the USA, as well as the correlation between outflows and the US policy rate, and provide evidence of the speculative nature of FDI measures. More recently, Dellis et al. (2017) using a new OECD database on FDI statistics (OECD BMD4) that filters out the distortive effects from the data together with the approach proposed by Blanchard and Acalin (2016) found that their results were robust to the use of the “non-cleaned” FDI data set from UNCTAD. Therefore, even though our data might not be completely filtered out, it allows us to provide insights on the long-run behavior of investment decisions.

In the next section, we focus on the choice of the most appropriate estimation method for the FDI gravity model and present the results in two subsections. In Sect. 4.1, we report the results for the comparative assessment of the alternative GLM estimators. Once the appropriate estimator is considered, Sect. 4.2 reports the drivers of German outward FDI in the EU distinguishing between core and peripheral EU countries.

4 Results

4.1 A comparative assessment of GLM estimators

In this section, we report the results obtained using the alternative GLM estimators. In order to assess the performance of the different GLM estimators, we rely on different measures of goodness of fit. First, the Ramsey (1969) Regression Equation Specification Error Test (RESET) is computed to assess the general misspecification of the

---

15 We refer the reader to Camarero et al. (2019) for a full description of variable definitions and sources.
16 UNCTAD FDI statistics do not report FDI to special purpose entities (SPEs) for Austria, Cyprus, Hungary, Luxembourg, the Netherlands and Portugal.
17 We follow Santos Silva and Tenreyro (2006) or Martínez-Zarzoso (2013), among others.
Table 2  Robust FDI drivers identified by BMA

| Variables                                         | Core EU | Peripheral EU |
|---------------------------------------------------|---------|---------------|
| Sum of GDPs                                       |         |               |
| GDP similarity                                    |         |               |
| Squared GDP difference                            |         |               |
| Squared GDPPc difference                          |         |               |
| Urban population                                  |         |               |
| Population                                        |         | ●             |
| Lag GDP<sup>a</sup>                                | ●       |               |
| GDPPc                                             |         |               |
| Skilled labor                                     |         |               |
| Squared education difference                      |         |               |
| Squared skill difference                          |         | ●             |
| Squared GDP difference * squared education difference |     | ●             |
| Squared GDP difference * squared skill difference  |         |               |
| Population density                                |         |●             |
| Education level                                   |         |               |
| Oil rents                                         |         |●             |
| Productivity                                      |         |               |
| ULC                                               |         |               |
| Wages                                             | ●       |               |
| EIA                                               | ●       |●             |
| Exchange rate                                     | ●       |●             |
| EMU                                               | ●       |               |
| Taxes                                             |         |               |
| Customs                                           |         |               |
| Squared education difference * trade openness      |         |●             |
| Squared skill difference * trade openness          |         |●             |
| Lag exports                                       | ●       |               |
| Lag imports                                       |         |●             |
| Lag trade                                         |●       |               |
| Trade openness                                    |         |               |
| KOF Globalization Index                           |         |●             |
| Rail lines                                        |         |               |
| Telephone subscriptions                           |         |●             |
| Internet users                                    |         |●             |
| Cellular subscriptions                            |         |               |
| Civil liberties                                   |         |●             |
| Voice and accountability                          |         |               |
| Political stability                               |         |               |
Table 2 continued

| Variables                  | Country groups |
|----------------------------|----------------|
|                            | Core EU        | Peripheral EU |
| Government effectiveness   |                |               |
| Regulatory quality         |                |               |
| Rule of law                |                |               |
| Control of corruption      |                |               |

*aLag GDP is considered a fixed covariate in the Bayesian analysis for Core EU countries.

** denotes variables with a PIP greater than 0.5

estimators. If the test rejects the null hypothesis of a good specification, it would mean either that the model is inappropriate due to its functional form or that some relevant information is missing.\(^{18}\)

We compare also the deviance and dispersion of the residuals in the different GLM families. Smaller values indicate a better model fit. We also provide three goodness-of-fit functions: the bias, the mean squared error (MSE) and the absolute error loss. The latter is considered more appropriate than the bias as shown in Martínez-Zarzoso (2013). Finally, we also compute the mean absolute percent error (MAPE) and the root-mean-square error (RMSE). In both cases, a smaller value generally indicates a better model fit.

Tables 3 and 4 report the estimated coefficients as well as the goodness-of-fit statistics for core and peripheral EU countries, respectively. Furthermore, we discuss also graphical techniques to assess the validity of the models. We provide plots of the residuals most widely used in model selection for GLMs, the Pearson and deviance residuals (McCullagh and Nelder 1989). To informally check the validity of the assumed variance function, we examine the scatterplots of the Pearson residuals in the upper half of Figs. 1 and 2. An incorrectly specified variance function will result in a trend in the mean. Therefore, we should expect mean independence of the Pearson residuals of the conditional mean (i.e., a horizontal line) for a proper specification of the variance function. Nevertheless, the deviance residuals are generally preferred to the Pearson residuals as pointed out by McCullagh and Nelder (1989). Thus, we plot the density of deviance residuals for the different GLM estimators in order to gain further insights on the adequacy of the variance function in the lower half of Figs. 1 and 2. The deviance residuals are approximately normally distributed if the model is correctly specified. Following Egger and Staub (2016), we plot the kernel density of deviance residuals illustrated by the black dashed curve together with a normal density plot based on the same variance for readability.

Comparing the results of the different estimators, we observe that for both samples, GPML and NBPML yield the same results with similar estimated coefficients and signs. Something similar happens for the PPML and Gaussian GLM estimators.

\(^{18}\) Ramsey’s Reset test is essentially a test for the correct specification of the conditional expectation, by testing the significance of an additional regressor constructed as $(x'b)^2$, where $b$ denotes the vector of estimated parameters (Santos Silva and Tenreyro 2006).
Table 3  FDI in core EU countries, 1996–2012

| Variable            | GLMs BMA (1) (2) (3) (4) Gaussian GLM (5) Posterior mean |
|---------------------|----------------------------------------------------------|
| Lag GDP             | 4.164*** 3.692*** 3.686*** 5.250*** 3.069               |
|                     | (0.84) (0.73) (0.73) (0.73)                             |
| Education level     | -4.515** -3.824* -3.816* -5.318*** -0.561              |
|                     | (1.84) (2.21) (2.20) (1.35)                             |
| Wages               | 0.217 0.640 0.632 0.344 1.407                            |
|                     | (0.79) (0.92) (0.92) (0.85)                             |
| Exchange rate       | -0.236 -0.349 -0.348 -0.179 0.438                       |
|                     | (0.19) (0.25) (0.25) (0.17)                             |
| EMU                 | -0.261* -0.169 -0.170 -0.236 -0.043                     |
|                     | (0.14) (0.17) (0.17) (0.15)                             |
| Lag exports         | -0.071 -0.343 -0.340 -0.029 -0.183                      |
|                     | (0.17) (0.24) (0.24) (0.20)                             |
| Telephone subscriptions | -0.456** -0.715*** -0.715*** -0.341 1.144            |
|                     | (0.31) (0.23) (0.23) (0.32)                             |
| Internet users      | -0.130 -0.126 -0.126 -0.150 0.100                      |
|                     | (0.10) (0.08) (0.08) (0.12)                             |
| Regulatory quality  | 0.010 0.014* 0.014 0.013* 0.017                        |
|                     | (0.01) (0.01) (0.01) (0.01)                             |
| Host country FE (j) | Yes Yes Yes Yes                                          |
| Year FE             | Yes Yes Yes Yes                                          |
| Observations        | 136 136 136 136                                          |
| RESET test p values | 0.0101 0.1485 0.1502 0.0000                              |
| Deviance            | 61.977 1.830523432 136.4440734 3,151,235,379            |
| Dispersion          | 480.4442 0.0141901 1.057706 2.44e+07                     |
| Bias                | 0.0044099 0.0067298 0.0067298 -0.0071597                |
| MSE                 | 0.0151084 0.0132867 0.0132875 0.0191583                 |
| Error loss          | 0.0938523 0.0914009 0.0913844 0.1007484                 |
| RMSE                | 0.1229164 0.1152678 0.1152714 0.1384133                |
| MAPE                | 0.9446528 0.9039794 0.9039934 1.013239                  |

Country pair clustered standard errors are in parentheses
* *, ** and *** denote significance at 10%, 5% and 1% significance levels, respectively. Posterior inclusion probabilities larger than 0.5
The smallest values of the goodness-of-fit statistics are highlighted in bold, as they denote a better model fit

Because we consider GLMs with a logarithmic link function, the estimated coefficients can be interpreted as semi-elasticities (Cameron and Trivedi 2009).19

19 For a continuous variable in levels or a dummy variable, semi-elasticity is equal to \( \exp(\beta) - 1 \) * 100.
Note that for continuous variables, this is roughly equivalent to \( (\beta * 100) \).
Table 4  FDI in peripheral EU countries, 1996–2012

| GLMs          | (1) PPML | (2) GPML | (3) NBPML | (4) Gaussian GLM | BMA Posterior mean |
|---------------|----------|----------|-----------|------------------|-------------------|
| Population    | −1.485   | −3.829** | −3.591**  | −0.821           | 0.000             |
| Exchange rate | −0.025   | 0.419**  | 0.416**   | −0.456***        | 0.454             |
| EIA           | −0.228   | 0.065    | 0.051     | −0.431           | 0.159             |
| Lag trade     | −0.034   | 0.563    | 0.505     | −0.077           | 0.391             |
| KOF Globalization Index | 5.606*** | 3.290**  | 3.367**   | 5.974**          | 4.528             |
| Telephone subscriptions | −0.623** | −0.892** | −0.904**  | −0.438**         | −1.055            |
| Cellular subscriptions | 0.038    | −0.027   | −0.004    | 0.010            | 0.086             |
| Host country FE (j) | Yes | Yes | Yes | Yes | |
| Year FE       | Yes      | Yes      | Yes       | Yes              |                   |
| Observations  | 289      | 289      | 289       | 289              |                   |
| RESET test p values | 0.1257   | 0.0257   | 0.0186    | 0.6170           |                   |
| Deviance      | 59.154.81451 | 20.5775511 | 335.4918947 | 622.731.250.5   |                   |
| Dispersion    | 216.6843 | 0.0753756 | 1.228908  | 2281067          |                   |
| Bias          | 0.0713861 | 0.0288807 | 0.030795  | 0.102624         |                   |
| MSE           | 0.125822 | 0.0749931 | **0.074229** | 0.1982013     |                   |
| Error loss    | 0.2284654| 0.2101543 | **0.2077357** | 0.2602108     |                   |
| RMSE          | 0.354714 | 0.2738487 | **0.2724501** | 0.445198     |                   |
| MAPE          | 3.701388 | 3.02117   | **3.017935** | 4.299738     |                   |

Country pair clustered standard errors are in parentheses
*, ** and *** denote significance at 10%, 5% and 1% significance levels, respectively. Posterior inclusion probabilities larger than 0.5
The smallest values of the goodness-of-fit statistics are highlighted in bold, as they denote a better model fit.

Among the alternative estimators, the Gaussian GLM fails to pass the RESET test at the 1% significance level for the sample of core EU countries, whereas for the peripheral countries’ sample all the estimators pass the test.

Concerning the overall deviance and its dispersion, the GPML estimator presents the best fit. As regards the goodness-of-fit functions, our results show that all the estimators exhibit a bias, variance and error loss of similar magnitudes. However, Gaussian GLM and GPML display the lowest bias for core and peripheral samples, respectively. The smallest variance is shown by GPML for both country groups. The
least error loss is exhibited by NBPML for both country groups.\textsuperscript{20} Finally, point to quite similar results, as the lower values of MAPE and RMSE are displayed by GPML for core countries, whereas for peripheral countries NBPML exhibits the lowest values.

According to the graphical evidence, the Pearson residuals indicate that GPML and NBPML perform better than PPML and Gaussian GLM. Likewise, the deviance residuals provide further evidence for GPML.

Overall, the goodness-of-fit criteria might seem to provide in principle some conflicting results; yet it should be noticed that the difference between GPML and NBPML is negligible as one should look at 3rd and 4th decimals to identify the best estimator. Moreover, the graphical techniques and, more precisely, the deviance residuals point toward GPML as the best estimator in line to previous results.\textsuperscript{21} Moreover, taken together both the goodness-of-fit statistics and the visual inspection of the residuals point at GPML as the best performing estimator.

\textsuperscript{20} Although Basu (2019) has shown that for OLS estimators, a bias can be caused by either the omission of relevant variables or the inclusion of irrelevant ones, the BMA exercise minimizes this issue in our case

\textsuperscript{21} See McCullagh and Nelder (1989), among others.
Our findings concur with previous empirical studies that question the ad hoc estimation of the gravity model by PPML and recommend that it should be compared against alternative estimators. In particular, our results are supported by Martínez-Zarzoso (2013) who shows through Monte Carlo simulations that GPML outperforms PPML. Likewise, Egger and Staub (2016) compare several estimators of the gravity model of trade through a Monte Carlo experiment and conclude that NBPML appears to be the best estimator for their application.

Following the study of Camarero et al. (2019), we tackle the heterogeneity in FDI destinations by disaggregating the European region in two different country groups. In the next subsections, we describe the results obtained by our preferred estimation method: GPML. In Sect. 4.2.1, we report the results for core EU countries, whereas those of peripheral EU countries are reported in Sect. 4.2.2.

Our findings show that, consistent with previous literature (Faeth 2009), the drivers of German outward FDI do not lie in one specific FDI theory but a combination vertical and horizontal FDI drivers.

4.2 German FDI in EU countries

The estimated coefficients for core and peripheral EU countries are depicted in Tables 3 and 4, respectively. Columns (1), (3) and (4) show results for the competing GLM estimators. In this section, we will discuss the results for GPML—which are displayed in column (2)—as it turns out to perform the best in the assessment conducted in the previous section. For the sake of comparison, the posterior means of the robust variables identified by BMA are also included in column (5).

4.2.1 German FDI in core EU countries

The first point worth mentioning in Table 3 is the fact that out of the 9 variables singled out by the BMA analysis, only 4 are found to be significant FDI drivers once the specification of the model is refined by using the appropriate GLM estimator and including the allowed set of fixed effects. Comparing GPML and BMA estimates (namely columns (2) and (5)), we see that the magnitude and sign of the coefficients remain stable with a few exceptions.

As expected, the effect of market size of the host country as measured by GDP \((\text{Lag GDP})\) is positive and highly statistically significant. This finding suggests that German outward FDI follows horizontal motivations in core EU countries. Concerning factor endowments, the level of education is found to be slightly significant, yet the estimated sign is contrary to the expected effect. A plausible explanation for this finding might be that the variable is acting as a proxy for wages and hence providing some evidence for vertical motivations.

As regards telecommunications infrastructure, the coefficient estimate of the number of fixed telephone subscriptions \((\text{Telephone subscriptions})\) of about \(-0.715\) supports the notion that in recent times, mobile cellular subscriptions have increased in detriment of the fixed ones. This result may reflect that a modern telecommunications infrastructure is required for attracting new investments. Furthermore, telecommuni-
cations can also reduce transaction costs, facilitate business operations and thereby increase efficiency (Gholami et al. 2006).

Finally, FDI positively responds to the quality of institutions as captured by the regulatory quality index (Regulatory Quality). The estimated parameter of about 0.014 is aligned with the findings in Berden et al. (2012), although with a slightly smaller size.

Overall, we may conclude tentatively from our results that the main strategy of German outward FDI in core EU countries is market-driven (horizontal FDI). However, this motivation seems to coexist with vertical motives as well as the quality of institutions.

4.2.2 German FDI in peripheral EU countries

For peripheral EU countries, Table 4 shows that 4 variables, out of the 7 posited by the BMA analysis, are found to be statistically significant by our GPML estimation. The magnitude and sign of the coefficients are quite similar to the BMA estimates.

In line with previous studies, host country population (Population) is negative and significant at the 10% level—see Brenton and Di Mauro (1999) or Gutiérrez-Portilla et al. (2019) among others. This is because the higher the population is, the lower will be the GDP per capita and will thus have a negative effect on FDI. This outcome is consistent with the gravity model and points to horizontal FDI motivations.

On the other hand, we find that a real depreciation of the host country currency has a positive effect on German outward FDI. The estimated parameter of 0.419 for the exchange rate (Exchange rate) is in line with previous findings by Blonigen (1997). The rationale behind this outcome is that a depreciation reduces the price of the domestic assets for foreigners, hence lowering production costs, which should enhance FDI—see Froot and Stein (1991), Blonigen (1997) or Chakrabarti (2001).

It is also found that globalization as measured by the KOF Globalization Index (KOF Globalization Index) has a positive and statistically significant impact on outward FDI. The results support the notion that globalization and openness factors promote economic growth and therefore attract FDI, as in, for example, Potrafke (2015).

Finally, the number of fixed telephone subscriptions (ln_h_lines) exerts the same sign and similar magnitude as those reported for the country group of core EU countries. Again, this finding reflects that advanced telecommunications technology might be considered as a driving force in attracting FDI and is associated with cost reductions.

In summary, our results allow us to infer that German outward FDI follows mainly vertical motivations in peripheral EU countries. Indeed, with the acceleration of the EU economic integration process and the resulting reduction of trade costs, German MNEs have relocated parts of the production process in new EU members, primarily the Czech Republic, Hungary, Poland and Slovakia (IMF 2013). However, not only cost efficiency matters for investment in these countries, but also horizontal motivations.
5 Concluding remarks

Since the 1990s, the global economy has been affected by two major trends: a sharp rise in FDI and a gradual increase in countries’ participation in GVCs. In this context, Germany has established itself as the core of the EU production hub. Consequently, an accurate estimation of the factors that drive German FDI across European countries is of utmost importance to policymakers seeking to attract FDI to enhance new job opportunities and growth.

The gravity model has become a popular tool to identify the drivers of the bilateral distribution of FDI. Even though the theoretical foundations of the FDI gravity model are nowadays well established, there is no consensus concerning its empirical estimation. In this respect, the literature on the drivers of FDI faces a model uncertainty problem that involves two main challenges: the choice of the variables considered as its drivers and the estimation methods. The first problem has recently been addressed using model averaging techniques. Yet, there exists controversy regarding the second one.

Since Santos Silva and Tenreyro (2006), the golden rule in the empirical studies has been the implementation of multiplicative functional form estimators and, in particular, the PPML estimator. However, some literature has also argued that the PPML estimator is not always the best performing estimator and thus, additional estimators of the same GLM family have been suggested.

This paper contributes to extant discussion in the literature and adds to current knowledge in several respects. First, we build up on previous BMA studies adding fixed effects to select the appropriate set of variables to include in the FDI gravity model. Second, we follow a model selection approach based on several goodness-of-fit statistics and graphical techniques in order to assess the performance of different GLMs and show that GPML is the estimator best matched to our data. Third, our refined GPML estimation provides some guidelines on German outward FDI motivations in core and peripheral EU countries for the period 1996–2012.

Our findings suggest that, consistent with recent theoretical and empirical contributions, German outward FDI does not follow a single FDI motivation. Nonetheless, we may conclude with caution that different FDI motivations seem to prevail for each group of host countries. More precisely, the strategy that better captures the pattern of German outward FDI in core EU countries corresponds to horizontal FDI, whereas efficiency-seeking (vertical FDI) seems to prevail in peripheral EU countries.

Appendix A

See Tables 5 and 6 and Fig. 3.
| Variable name                        | Description                                                                 | Source                                                      |
|--------------------------------------|------------------------------------------------------------------------------|-------------------------------------------------------------|
| FDI stock                            | Log of outward FDI stock in millions (constant 2010 US$)                      | UNCTAD Bilateral FDI database                                |
| GDP and population measures          |                                                                              |                                                             |
| Population                           | Log of HOST population, total in mn                                         | Gravity database from CEPII                                 |
| Lag GDP                              | Log of 1-year lag of HOST GDP in trillions (constant 2010 US$)               | World Development Indicators, World Bank                    |
| Factor endowments/productivity       |                                                                              |                                                             |
| Squared GDP difference * squared education difference | Log(sq_gdp_diff * sq_educ_diff)                                              | PWT 9.0, World Development Indicators                        |
| Education level                      | Log of average years of schooling in the population aged 25 years and older, HOST country | PWT 9.0                                                     |
| Wages                                | Log of the average annual wages (In 2016 constant prices at 2016 USD PPPs)   | OECD                                                        |
| Trade and investment treaties        |                                                                              |                                                             |
| EIA                                  | 1 if EIA or FTA & EIA or CU & EIA                                          | Hofmann et al. (2017)                                       |
| Exchange rate/monetary policy        |                                                                              |                                                             |
| Exchange rate                        | Log of real exchange rate in host country, national currency/USD             | PWT 9.0                                                     |
| EMU                                  | 1 if both belong to the euro area in year t                                 | Own elaboration                                             |
| Variable name                          | Description                                                                 | Source                                                                 |
|---------------------------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------|
| *Trade openness*                      |                                                                             |                                                                        |
| Squared education difference * trade openness | Log(sq_educ_diff * h_open)                                                  | PWT 9.0, World Development Indicators                                  |
| Lag exports                           | Log of 1-year lag of bilateral exports (of $i$ to $j$) in mn (constant 2010 US$) | CHELEM database from CEPII                                             |
| Lag trade                             | Log of 1-year lag of bilateral exports plus imports in mn (constant 2010 US$) | CHELEM database from CEPII                                             |
| KOF Globalization Index                | Log of HOST KOF Globalization Index                                         | Gygli et al. (2019)                                                    |
| *Infrastructure*                      |                                                                             |                                                                        |
| Internet users                        | Log of Internet users (per 100 people) in HOST country                      | World Development Indicators, World Bank                               |
| Telephone subscriptions               | Log of fixed telephone subscriptions (per 100 people) in HOST country       | World Development Indicators, World Bank                               |
| Cellular subscriptions                | Log of mobile cellular subscriptions (per 100 people) in HOST country       | World Development Indicators, World Bank                               |
| *Institutions*                        |                                                                             |                                                                        |
| Regulatory quality                    | Regulatory quality, in percentile rank (ranges from 0 (lowest) to 100 (highest)) | World Governance Indicators (WGI), World Bank                          |
Table 6  Countries included in the study disaggregated by country groups

Destination countries

Developed

EU Core

Austria  Denmark  Luxembourg  Sweden
Belgium  France  Netherlands  United Kingdom\textsuperscript{a}

EU Peripheral

Bulgaria  Greece  Latvia  Romania
Croatia  Hungary  Lithuania  Slovak Republic
Czech Republic  Ireland  Poland  Slovenia
Estonia  Italy  Portugal  Spain

Finland

\textsuperscript{a}Since the 2016 referendum vote to leave the EU, the UK is on course to leave the EU

---

Fig. 3  Inclusion probabilities for each of the potential covariates considered for core (left) and peripheral EU countries (right), 1996–2012
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