ON REDUCTION THEORY AND BROWN MEASURE FOR CLOSED UNBOUNDED OPERATORS
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Abstract. The theory of direct integral decompositions of both bounded and unbounded operators is further developed; in particular, results about spectral projections, functional calculus and affiliation to von Neumann algebras are proved. For operators belonging to or affiliated to a tracial von Neumann algebra that is a direct integral von Neumann algebra, the Brown measure is shown to be given by the corresponding integral of Brown measures.

1. Introduction

Reduction theory is a way of decomposing von Neumann algebras as direct integrals (a generalization of direct sums) of other von Neumann algebras. It is commonly employed, when the direct integral decomposition is done over the center of the von Neumann algebra, to see that an arbitrary von Neumann algebra is a direct integral of factors. However, the direct integral decomposition can be done over any von Neumann subalgebra of the center.

Our main goal in this paper is to show that, in the context of tracial von Neumann algebras and certain unbounded operators affiliated to such von Neumann algebras, the Brown spectral distribution measure behaves well with respect to direct integral decompositions. This result (Theorem 5.6) is a natural development and its proof is technically nontrivial. This result finds immediate application in the paper [6], that extends results from [5] about Schur upper-triangular forms to certain unbounded operators affiliated to finite von Neumann algebras.

We will now describe some of the theory of Brown measure and the Fuglede–Kadison determinant, on which it depends. Given a tracial von Neumann algebra \((\mathcal{M}, \tau)\), by which we mean a von Neumann algebra \(\mathcal{M}\) and a normal, faithful, tracial state \(\tau\), the Fuglede–Kadison determinant \([7]\) is the map \(\Delta = \Delta_{\tau} : \mathcal{M} \to [0, \infty)\) defined by

\[
\Delta(T) = \exp \left( \tau(\log |T|) \right) := \lim_{\epsilon \to 0^+} \exp \left( \tau(\log |T| + \epsilon) \right).
\]

Fuglede and Kadison proved that it is multiplicative: \(\Delta(AB) = \Delta(A)\Delta(B)\).

The Brown measure \(\nu_T\) was introduced by L.G. Brown [2]. It is a sort of spectral distribution measure for elements \(T \in \mathcal{M}\) (and for certain unbounded operators affiliated to \(\mathcal{M}\)). It is defined to be the Laplacian (in the sense of distributions in...
of the function $f(\lambda) = \frac{1}{2\pi} \log \Delta(T - \lambda)$; Brown proved, among other properties, that it is a probability measure whose support is contained in the spectrum of $T$. Later, Haagerup and Schultz [9] proved that the Fuglede-Kadison determinant and Brown measure are defined and have nice properties for all closed, densely defined, possibly unbounded operators $T$ affiliated to $\mathcal{M}$ such that $\tau(\log^+ |T|) < \infty$, where $\log^+(x) = \max(\log(x), 0)$. We will use the notation $\text{exp}(\mathcal{L}^1)(\mathcal{M}, \tau)$ for this set. It is easy to see that $\text{exp}(\mathcal{L}^1)(\mathcal{M}, \tau)$ is an $\mathcal{M}$-bimodule; it is, in fact, a $\ast$-algebra containing $\mathcal{M}$ as a $\ast$-subalgebra (see [6]). A characterization (Theorem 2.7 of [9]) of the Brown measure $\nu_T$ of $T \in \text{exp}(\mathcal{L}^1)(\mathcal{M}, \tau)$ is as the unique probability measure on $\mathbb{C}$ satisfying

$$\int_{\mathbb{C}} \log^+ |z| \, d\nu_T(z) < \infty \quad (1)$$

and

$$\int_{\mathbb{C}} \log |z - \lambda| \, d\nu_T(z) = \log \Delta(T - \lambda) \quad (\lambda \in \mathbb{C}). \quad (2)$$

Brown measure is naturally defined on elements of $\text{exp}(\mathcal{L}^1)$; we will need reduction theory also for unbounded operators in Hilbert space. Nussbaum [11] introduced this theory and developed several aspects of it. In this paper, we will prove and make use of some further results about direct integral decompositions of unbounded operators, for example, about (a) functional calculus for decomposable unbounded self-adjoint operators, (b) polar decompositions and (c) affiliated operators.

The outline of the rest of the paper is as follows: Section 2 contains preliminaries about reduction theory, gleaned from the text [3] of Dixmier and the paper [11] of Nussbaum; Section 3 contains results about reduction theory for bounded operators, including results about spectral projections and functional calculus; Section 4 contains results about reduction theory for unbounded operators, including functional calculus, polar decomposition and affiliation of operators to von Neumann algebras; Section 5 contains our main result about Brown measure of a decomposable operator.

2. Preliminaries about reduction theory

In this section, we will recall elements of the reduction theory for von Neumann algebras as expounded by Dixmier [3] and some definitions and results from Nussbaum’s paper [11] on reduction theory for unbounded operators. Throughout, we let $\omega$ be a fixed $\sigma$-finite positive measure on a standard Borel space $Z$, namely a Polish space endowed with the Borel $\sigma$-algebra.

2.1. Direct integrals of Hilbert spaces. A measurable field of Hilbert spaces is a function $\zeta \mapsto \mathcal{H}(\zeta)$, ($\zeta \in Z$), where each $\mathcal{H}(\zeta)$ is a Hilbert space, together with a set $S$ of vector fields (namely, functions $\zeta \mapsto x(\zeta) \in \mathcal{H}(\zeta)$) that are said to be measurable and that satisfy

(i) that the function $\zeta \mapsto \langle x(\zeta), y(\zeta) \rangle$ is measurable for all $x, y \in S$ and

(ii) if $v$ is a vector field and the function $\zeta \mapsto \langle x(\zeta), v(\zeta) \rangle$ is measurable for each $x \in S$, then $v \in S$. 

The direct integral Hilbert space

\[ \mathcal{H} = \int_Z^\oplus \mathcal{H}(\zeta) \, d\omega(\zeta) \]

consists of all measurable vector fields \( x \in \mathcal{S} \) for which the function \( \zeta \mapsto \|x(\zeta)\|^2 \) is integrable with respect to \( \omega \). The inner product on \( \mathcal{H} \) is given by

\[ \langle x, y \rangle = \int_Z \langle x(\zeta), y(\zeta) \rangle \, d\omega(\zeta). \]

See [3] Sections II.1.1-II.1.5.

2.2. Fields of Bounded Operators. A field \( \zeta \mapsto T(\zeta) \in \mathcal{B}(\mathcal{H}(\zeta)) \) (\( \zeta \in Z \)) of bounded operators is said to be measurable if for every measurable vector field \( x \in \mathcal{S} \) (as in 2.1) the field \( \zeta \mapsto T(\zeta)x(\zeta) \) is measurable. In this case, the map \( \zeta \mapsto \|T(\zeta)\| \) is measurable. See [3] Section II.2.1.

2.3. Decomposable and Diagonal Bounded Operators. If \( T \) is a measurable field of bounded operators as in 2.2 and if the map

\[ \zeta \mapsto \|T(\zeta)\| \]  

is essentially bounded, where \( \| \cdot \| \) is the operator norm, then \( T \) describes a bounded linear operator, also denoted by \( T \), on the direct integral Hilbert space \( \mathcal{H} \), by

\[ (Tx)(\zeta) = T(\zeta)x(\zeta), \]

and we write

\[ T = \int_Z^\oplus T(\zeta) \, d\omega(\zeta). \]  

The norm of \( T \) equals the essential supremum of the map (3). Such operators \( T \) on \( \mathcal{H} \) are said to be decomposable. The set of decomposable operators, which we will denote \( \mathcal{E} \), is a subalgebra of \( \mathcal{B}(\mathcal{H}) \) and the \( * \)-algebra operations have the obvious almost-everywhere-pointwise interpretation — see [3] Section II.2.3. In particular, \( T \) is self-adjoint if and only if \( T(\zeta) \) is self-adjoint for almost every \( \zeta \) and \( T \geq 0 \) if and only if \( T(\zeta) \geq 0 \) for almost every \( \zeta \). The diagonal operators are the decomposable operators \( T \) for which each \( T(\zeta) \) is a scalar multiple of the identity operator on \( \mathcal{H}(\zeta) \). The algebra of all diagonal operators, which we shall denote \( \mathcal{D} \), is a von Neumann algebra isomorphic to \( L^\infty(Z, \omega) \), and its commutant is the von Neumann algebra \( \mathcal{E} \) of decomposable operators — see [3] Sections II.2.4 and II.2.5.

2.4. Fields of von Neumann algebras. All of the von Neumann algebras considered in this paper will be assumed to be countably generated. If \( \mathcal{A} \) is a von Neumann algebra in \( \mathcal{B}(\mathcal{H}) \) that is generated by the algebra \( \mathcal{D} \) of diagonalizable operators together with a countable set \( \{ T_i \mid i \geq 1 \} \) of decomposable operators, then \( \mathcal{A} \) is said to be decomposable. Letting \( \mathcal{A}(\zeta) \) be the von Neumann algebra in \( \mathcal{B}(\mathcal{H}(\zeta)) \) generated by \( \{ T_i(\zeta) \mid i \geq 1 \} \), we have that whenever \( T \) is a decomposable operator, then \( T \in \mathcal{A} \) if and only if \( T(\zeta) \in \mathcal{A}(\zeta) \) for almost every \( \zeta \). We write

\[ \mathcal{A} = \int_Z^\oplus \mathcal{A}(\zeta) \, d\omega(\zeta). \]
Note that the von Neumann algebra $\mathcal{D}$ of diagonal operators is contained in the center of $\mathcal{A}$. See [3] Sections II.3.1 to II.3.2.

2.5. **Measurable fields of traces.** Suppose $\mathcal{A} = \int_\mathcal{Z}^\oplus \mathcal{A}(\zeta) \, d\omega(\zeta)$ is a decomposable von Neumann algebra and $\zeta \mapsto \tau_\zeta$ is a field of traces, each $\tau_\zeta$ being a trace on $\mathcal{A}(\zeta)^+$ taking values in $[0, +\infty]$. The field of traces is said to be *measurable* if for every $T = \int_\mathcal{Z}^\oplus T(\zeta) \, d\omega(\zeta) \in \mathcal{A}$, the function $\zeta \mapsto \tau_\zeta(T(\zeta))$ is measurable. In this case

$$\tau = \int_\mathcal{Z}^\oplus \tau_\zeta \, d\omega(\zeta)$$

denotes the trace on $\mathcal{A}^+$ defined as follows. When $T \in \mathcal{A}^+$, writing $T$ as in (4), we have

$$\tau(T) = \int_\mathcal{Z} \tau_\zeta(T(\zeta)) \, d\omega(\zeta).$$

See [3] Section II.5.1.

2.6. **Direct integral decomposition of a finite von Neumann algebra and trace.** If $\mathcal{A} = \int_\mathcal{Z}^\oplus \mathcal{A}(\zeta) \, d\omega(\zeta)$ is a decomposable von Neumann algebra and $\tau$ is a normal, faithful, tracial state on $\mathcal{A}$, then there is a measurable field $\zeta \mapsto \tau_\zeta$ of normal, faithful, finite traces $\tau_\zeta$ on $\mathcal{A}(\zeta)$, so that

$$\tau = \int_\mathcal{Z}^\oplus \tau_\zeta \, d\omega(\zeta).$$

After redefining $\omega$, if necessary, we may without loss of generality assume each $\tau_\zeta$ is a tracial state. See the Corollary in [3] Section II.5.2.

2.7. **Measurable fields of unbounded operators.** We will denote the domain of a closed (possibly unbounded) operator $T$ on a Hilbert space by $\text{dom}(T)$. Let $\zeta \mapsto T(\zeta)$ be a field of closed operators on $\mathcal{H}(\zeta)$. Let $P(\zeta) = (P_{ij}(\zeta))_{1 \leq i, j \leq 2} \in M_2(\mathcal{B}(\mathcal{H}(\zeta)))$ be the projection onto the graph of $T(\zeta)$. Nussbaum [11] introduced the following notion of measurability: the field of operators is *measurable* if for all $i$ and $j$, the field $P_{ij}(\zeta)$ of bounded operators is measurable, in the sense of 2.2. Proposition 6 of [11] shows that in the case of an essentially bounded field of bounded operators, measurability in the above sense is equivalent to measurability as found in 2.2. The field $\zeta \mapsto T(\zeta)$ is said to be *weakly measurable* if for every measurable vector field $\zeta \mapsto x(\zeta)$ of vectors such that for all $\zeta$, $x(\zeta) \in \text{dom}(T(\zeta))$, the vector field $\zeta \mapsto T(\zeta)x(\zeta)$ is measurable. Nussbaum proves (Corollary 2 of [11]) that every measurable field $\zeta \mapsto T(\zeta)$ of closed operators is weakly measurable, while the converse statement was shown to be false in [8].

2.8. **Decomposable unbounded operators.** Given a measurable field $\zeta \mapsto T(\zeta)$ of closed operators as in 2.7 and letting $\mathcal{H} = \int_\mathcal{Z}^\oplus \mathcal{H}(\zeta) \, d\omega(\zeta)$ be the direct integral Hilbert space, define the operator $T$ to have domain equal to the set of vectors $x \in \mathcal{H}$ defined by square integrable vector fields $\zeta \mapsto x(\zeta)$ such that $x(\zeta) \in \text{dom}(T(\zeta))$ for all $\zeta$ and such that the vector field $\zeta \mapsto T(\zeta)x(\zeta)$ is square integrable, and for such an $x$ to have value $Tx$ equal to the vector field

$$(Tx)(\zeta) = T(\zeta)x(\zeta).$$
By Proposition 7 of [11], \( T \) is a closed operator. A closed operator that arises in this way from a measurable field of closed operators is said to be *decomposable*. By Corollary 4 of [11], a closed operator in \( \mathcal{H} \) is decomposable if and only if it permutes\(^1\) with all the bounded diagonalizable operators, as described in 2.3. By Theorem 2 of [11], a closed operator in \( \mathcal{H} \) is decomposable if and only if it is affiliated with the von Neumann algebra \( \mathcal{E} \) of all bounded decomposable operators.

Suppose \( T = \int_Z^\oplus T(\zeta) \, d\omega(\zeta) \) is a decomposable closed operator. By Theorem 3 of [11]:

(a) \( T(\zeta) \) is densely defined in \( \mathcal{H}(\zeta) \) for almost every \( \zeta \) if and only if \( T \) is densely defined in \( \mathcal{H} \);

(b) \( T(\zeta) \) is self-adjoint for almost every \( \zeta \) if and only if \( T \) is self-adjoint;

3. **Spectral projections and functional calculus for bounded operators**

In this section we treat spectral projections and functional calculus of bounded decomposable operators, with respect to a fixed direct integral decomposition of Hilbert space

\[ \mathcal{H} = \int_Z^\oplus \mathcal{H}(\zeta) \, d\omega(\zeta). \]

We let \( \sigma(\cdot) \) denote the spectrum of an operator. The following lemma is Proposition 1.1 of [10] and follows from Theorem 4.3 of [1], which were proved independently.

**Lemma 3.1.** Suppose

\[ X = \int_Z^\oplus X(\zeta) \, d\omega(\zeta) \]

is a bounded, decomposable operator. Then for almost every \( \zeta \), we have \( \sigma(X(\zeta)) \subseteq \sigma(X) \).

By appeal to the standard *-algebra operations, we have:

**Lemma 3.2.** Let \( X \) be a bounded, decomposable operator. Then \( X \) is a normal operator if and only if \( X(\zeta) \) is normal for almost all \( \zeta \).

We consider now the continuous functional calculus, which is quite straightforward to prove, and must be well known.

**Lemma 3.3.** Let \( X \) be a bounded, normal, decomposable operator. Using Lemmas 3.1 and 3.2, by redefining \( X(\zeta) \) for \( \zeta \) in a null set, if necessary, we may suppose \( X(\zeta) \) is normal and has spectrum contained in \( \sigma(X) \) for all \( \zeta \). Suppose \( f : \sigma(X) \to \mathbb{C} \) is a continuous function. Then in the continuous functional calculus, we have

\[ f(X) = \int_Z^\oplus f(X(\zeta)) \, d\omega(\zeta). \]

\(^1\)Using notation that seems to be out of fashion but was once standard, we say that a bounded operator \( S \) permutes with a closed, possibly unbounded operator \( T \) if \( S(\text{dom}(T)) \subseteq \text{dom}(T) \) and \( TSx = STx \) for all \( x \in \text{dom}(T) \).
Proof. Take a sequence \((g_k)_{k=1}^\infty\) of polynomials in \(z\) and \(\overline{z}\) such that \(g_k(z, \overline{z})\) converges uniformly to \(f(z)\) for all \(z \in \sigma(X)\). Letting \(\epsilon_k = \max_{z \in \sigma(X)} |f(z) - g_k(z, \overline{z})|\), we have \(\lim_{k \to \infty} \epsilon_k = 0\). But \(\|f(X) - g_k(X, X^*)\| = \epsilon_k\) and for each \(\zeta\), since \(\sigma(X(\zeta)) \subseteq \sigma(X)\), we have \(\|f(X(\zeta)) - g_k(X(\zeta), X(\zeta)^*)\| \leq \epsilon_k\) and from this we get (see 2.3),

\[
\left\| \int_Z f(X(\zeta)) \, d\omega(\zeta) - \int_Z g_k(X(\zeta), X(\zeta)^*) \, d\omega(\zeta) \right\| \leq \epsilon_k.
\]

Since the \(*\)-algebra operations thread through decompositions, we have

\[
g_k(X, X^*) = \int_Z g_k(X(\zeta), X(\zeta)^*) \, d\omega(\zeta).
\]

Taking \(k \to \infty\) finishes the proof. 

We next consider spectral projections. For a normal operator \(X\) and a Borel subset \(B\) of \(\mathbb{C}\), we will denote by \(E_X(B)\) the corresponding spectral projection. The following result is a special case of Proposition 1.4 of [10]. However, for convenience, we provide a direct proof of this easier result.

**Proposition 3.4.** Suppose \(X = \int_Z^\oplus X(\zeta) \, d\omega(\zeta)\) is a bounded, normal, decomposable operator and, as above, assume without loss of generality \(X(\zeta)\) is normal and has spectrum contained in \(\sigma(X)\) for all \(\zeta\). Let \(B\) be a Borel subset of \(\mathbb{C}\). Then

\[
E_X(B) = \int_Z^\oplus E_{X(\zeta)}(B) \, d\omega(\zeta). \tag{5}
\]

**Proof.** First suppose that \(B\) is a nonempty open, bounded rectangle in \(\mathbb{C}\). Let \((f_n)_{n=1}^\infty\) be an increasing sequence of continuous functions on \(\mathbb{C}\), each taking values in \([0, 1]\) and vanishing outside of \(B\) and such that \(f_n\) converges pointwise to \(1_B\) (the characteristic function of \(B\)) as \(n \to \infty\). By Lemma 3.3, we have

\[
f_n(X) = \int_Z^\oplus f_n(X(\zeta)) \, d\omega(\zeta).
\]

Since \(f_n\) is increasing to \(1_B\), by the spectral theorem, \(f_n(X)\) converges in strong operator topology to \(E_X(B)\). Similarly, for every \(\zeta\), \(f_n(X(\zeta))\) converges in strong operator topology to \(E_{X(\zeta)}(B)\), for all \(\zeta\). Thus, by Proposition 4 of Section II.2.3 of [3], \(f_n(X)\) converges strongly to \(\int_Z^\oplus E_{X(\zeta)}(B) \, d\omega(\zeta)\). This yields the equality (5) when \(B\) is an open rectangle.

We now show that the set \(\beta\) of Borel sets \(B\) with the property (5) is a \(\sigma\)-algebra. First, if \(B \in \beta\), then

\[
E_X(B^c) = 1 - E_X(B) = 1 - \int_Z^\oplus E_{X(\zeta)}(B) \, d\omega(\zeta)
\]

\[
= \int_Z^\oplus (1 - E_{X(\zeta)}(B)) \, d\omega(\zeta) = \int_Z^\oplus E_{X(\zeta)}(B^c) \, d\omega(\zeta),
\]
so $B^c \in \beta$. Now let $(B_n)_{n=1}^\infty$ be a sequence of sets from $\beta$. For any $i, j \in \mathbb{N}$ we have

$$E_X(B_i \cup B_j) = E_X(B_i) + E_X(B_j) - E_X(B_i)E_X(B_j)$$

$$= \int_Z (E_X(\zeta)(B_i) + E_X(\zeta)(B_j) - E_X(\zeta)(B_i)E_X(\zeta)(B_j)) \, d\omega(\zeta)$$

$$= \int_Z E_X(\zeta)(B_i \cup B_j) \, d\omega(\zeta),$$

so $B_i \cup B_j \in \beta$. Hence $\beta$ is closed under finite unions. Thus, for every $n$, we have

$$E_X(\bigcup_{i=1}^n B_i) = \int_Z E_X(\zeta)(\bigcup_{i=1}^n B_i) \, d\omega(\zeta).$$

But $E_X(\bigcup_{i=1}^n B_i)$ converges in strong operator topology to $E_X(\bigcup_{i=1}^\infty B_i)$, and for each $\zeta$, $E_X(\zeta)(\bigcup_{i=1}^n B_i)$ converges in strong operator topology to $E_X(\zeta)(\bigcup_{i=1}^\infty B_i)$. So applying again Proposition 4 of Section II.2.3 of [3], we get

$$E_X(\bigcup_{i=1}^\infty B_i) = \int_Z E_X(\zeta)(\bigcup_{i=1}^\infty B_i) \, d\omega(\zeta).$$

Thus $\beta$ is a $\sigma$-algebra.

Since $\beta$ contains all of the bounded open rectangles, it is the whole Borel $\sigma$-algebra of $\mathbb{C}$. \qed

From the above result, it is easy to show that an analogue of Lemma 3.3 holds for the Borel functional calculus.

**Proposition 3.5.** Let $X = \int_Z X(\zeta) \, d\omega(\zeta)$ be a bounded, normal, decomposable operator. Using Lemmas 3.1 and 3.2, by redefining $X(\zeta)$ for $\zeta$ in a null set, if necessary, we may suppose $X(\zeta)$ is normal and has spectrum contained in $\sigma(X)$ for all $\zeta$. Suppose $f : \sigma(X) \to \mathbb{C}$ is a bounded Borel function. Then taking the Borel functional calculus, we have

$$f(X) = \int_Z f(X(\zeta)) \, d\omega(\zeta).$$

**Proof.** Let $\epsilon > 0$ and let $g = \sum_{j=1}^n a_j1_{B_j}$ be a Borel measurable simple function such that $\sup_{z \in \sigma(X)} |f(z) - g(z)| < \epsilon$. By Proposition 3.4, we have

$$g(X) = \int_Z g(X(\zeta)) \, d\omega(\zeta).$$

But $\|g(X) - f(X)\| < \epsilon$. Moreover, for all $\zeta$ we have $\|g(X(\zeta)) - f(X(\zeta))\| < \epsilon$, so we get

$$\left\| \int_Z g(X(\zeta)) \, d\omega(\zeta) - \int_Z f(X(\zeta)) \, d\omega(\zeta) \right\| \leq \epsilon.$$

This yields

$$\left\| f(X) - \int_Z f(X(\zeta)) \, d\omega(\zeta) \right\| < 2\epsilon.$$

Letting $\epsilon \to 0$ finishes the proof. \qed
4. Functional calculus and affiliation for unbounded operators

In this section, we prove a result about functional calculus for decomposable self-adjoint, possibly unbounded operators, as well as a result about the polar decomposition of decomposable unbounded operators and one about affiliation to decomposable von Neumann algebras. For general background about unbounded self-adjoint operators, including the spectral theorem, which we use freely, see, for example, Chapter XII of [4].

Lemma 4.1. Let \( T = \int_Z T(\zeta) d\omega(\zeta) \) be a closed, (possibly unbounded), self-adjoint, decomposable operator. Then the Cayley transform \((T + i)(T - i)^{-1}\) of \( T \) is equal to the direct integral

\[
\int_Z (T(\zeta) + i)(T(\zeta) - i)^{-1} d\omega(\zeta)
\]

of Cayley transforms.

Proof. Note that the operator (6) is unitary. By evaluating at measurable vector fields \( \zeta \mapsto x(t) \) belonging to \( \text{dom}(T) \), we have

\[
(T - i)x = \int_Z (T(\zeta) - i)x(\zeta) d\omega(\zeta)
\]

and

\[
\left( \int_Z (T(\zeta) + i)(T(\zeta) - i)^{-1} d\omega(\zeta) \right) (T - i)x = \int_Z (T(\zeta) + i)x(\zeta) d\omega(\zeta) = (T + i)x.
\]

Thus, the two unitary operators \((T + i)(T - i)^{-1}\) and

\[
\int_Z (T(\zeta) + i)(T(\zeta) - i)^{-1} d\omega(\zeta),
\]

agree on a dense subset of \( \mathcal{H} \), so they must be equal, as required. \( \square \)

Now using the Cayley transform to go from unbounded self-adjoint operators to unitary operators, we easily get the following analogues of Propositions 3.4 and 3.5. Here, for a Borel set \( B \), we denote the corresponding spectral projection of also an unbounded self-adjoint operator \( T \) by \( E_T(B) \).

Proposition 4.2. Let \( T = \int_Z T(\zeta) d\omega(\zeta) \) be a closed, (possibly unbounded), self-adjoint, decomposable operator. For every Borel subset \( B \subset \mathbb{R} \), we have

\[
E_T(B) = \int_Z E_{T(\zeta)}(B) d\omega(\zeta).
\]  

Moreover, for every (possibly unbounded) Borel measurable function \( f : \mathbb{R} \to \mathbb{R} \), we have

\[
f(T) = \int_Z f(T(\zeta)) d\omega(\zeta).
\]
Proof. Consider the map $h : \mathbb{R} \to \mathbb{T}$ given by $h(t) = \frac{t+i}{1+i}$. Let $U = (T+i)(T-i)^{-1}$ be the Cayley transform of $T$ and let $U(\zeta) = (T(\zeta) + i)(T(\zeta) - i)^{-1}$. Then for all $\zeta$ we have

$$E_T(B) = E_U(h(B)) \quad \text{and} \quad E_{T(\zeta)}(B) = E_{U(\zeta)}(h(B)).$$

Thus, applying Proposition 3.4 to $U$ and $h(B)$ yields (7). Now, by approximating $f$ in norm with simple Borel measurable functions, as was done for bounded operators in the proof of Proposition 3.5, we obtain (8). □

Nussbaum proved (Theorem 5 of [11]) that given a densely defined, decomposable, (possibly unbounded) closed operator

$$T = \int Z T(\zeta) d\omega(\zeta),$$

its absolute value is the direct integral of absolute values:

$$|T| = \int Z |T(\zeta)| d\omega(\zeta). \quad (9)$$

**Proposition 4.3.** With $T$ as above, let $T = V|T|$ be the polar decomposition of $T$. Then the polar part $V$ is decomposable and we have

$$V = \int Z V(\zeta) d\omega(\zeta), \quad (10)$$

where $V(\zeta)$ is the polar part in the polar decomposition $T(\zeta) = V(\zeta)|T(\zeta)|$ of $T(\zeta)$.

Proof. Let $W$ be the bounded, decomposable operator defined by the right-hand-side of (10). Then $W$ is a partial isometry. By evaluating on vector fields $x \in \mathfrak{H}$ in $\text{dom}(T) = \text{dom}(|T|)$, and using (9), we find

$$|T|x = \int Z |T(\zeta)|x(\zeta) d\omega(\zeta)$$

and

$$W|T|x = \int Z V(\zeta)|T(\zeta)|x(\zeta) d\omega(\zeta) = \int Z T(\zeta)x(\zeta) d\omega(\zeta) = Tx.$$

Thus we have

$$W|T| = T. \quad (11)$$

Moreover, $V(\zeta)^*V(\zeta)$ is the range projection $E_{|T(\zeta)|}((0, \infty))$ of $|T(\zeta)|$. Thus,

$$W^*W = \int Z V(\zeta)^*V(\zeta) d\omega(\zeta) = \int Z E_{|T(\zeta)|}((0, \infty)) d\omega(\zeta) = E_{|T|}((0, \infty)),$$

where the last equality is provided by Proposition 4.2. This, together with (11), implies that $T = W|T|$ is the polar decomposition of $T$. □

Recall that for a closed, densely defined operator $T$ in $\mathfrak{H}$ and a von Neumann algebra $\mathcal{M} \subseteq B(\mathfrak{H})$, we say that $T$ is affiliated to $\mathcal{M}$ if, letting $T = V|T|$ denote the polar decomposition of $T$, we have $V \in \mathcal{M}$ and $E_{|T|}(B) \in \mathcal{M}$ for every Borel subset $B$ of $\mathbb{R}$.

The following is the analogue for unbounded operators of the fundamental fact about decompositions of von Neumann algebras stated in 2.4.
Proposition 4.4. Suppose

$$\mathcal{M} = \int_{\mathbb{Z}}^{\oplus} \mathcal{M}(\zeta) \ d\omega(\zeta)$$

is decomposable von Neumann algebra (see 2.4). Let $T$ be a closed (possibly unbounded) operator in $\mathcal{H}$. Then $T$ is affiliated to $\mathcal{M}$ if and only if (a) $T$ is decomposable and (b) writing out the decomposition as

$$T = \int_{\mathbb{Z}}^{\oplus} T(\zeta) \ d\omega(\zeta),$$

we have that $T(\zeta)$ is affiliated to $\mathcal{M}(\zeta)$ for almost every $\zeta$.

Proof. First we show $\Leftarrow$. Suppose $T$ is decomposable and is written as in (12). Let $T = V|T|$ and $T(\zeta) = V(\zeta)|T(\zeta)|$ be the polar decompositions. For almost every $\zeta$ we have $V(\zeta) \in \mathcal{M}(\zeta)$; using Proposition 4.3, we have $V \in \mathcal{M}$. Similarly, for every Borel subset $B \subseteq \mathbb{R}$, we have $E_{|T(\zeta)|}(B) \in \mathcal{M}(\zeta)$ for almost every $\zeta$, so using Proposition 4.2, we find $E_{|T_B|}(B) \in \mathcal{M}$. Thus, $T$ is affiliated to $\mathcal{M}$.

To show $\Rightarrow$, we suppose $T$ is affiliated to $\mathcal{M}$. Let $T = V|T|$ be the polar decomposition of $T$. Since $V \in \mathcal{M}$ and all spectral projections $E_{|T|}(B)$ are in $\mathcal{M}$, they all commute with all the diagonalizable operators; from this, we easily see that $T$ permutes with all diagonalizable operators. By Nussbaum’s Corollary 4 of [11], $T$ is decomposable; we write it as in (12). Let $T(\zeta) = V(\zeta)|T(\zeta)|$ be the polar decomposition. Since $V \in \mathcal{M}$, using Proposition 4.3 we get $V(\zeta) \in \mathcal{M}(\zeta)$ for almost every $\zeta$. Similarly, but using Proposition 4.2, for every Borel set $B$, since $E_{|T_B|}(B) \in \mathcal{M}$, there is a null set $N_B$ such that for all $\zeta \notin N_B$, we have $E_{|T(\zeta)|}(B) \in \mathcal{M}(\zeta)$. Let $N$ be the union of the sets $N_B$ as $B$ ranges over the open intervals with rational endpoints in $\mathbb{R}$. Then $N$ is a null set and for all $\zeta \notin N$ we have $E_{|T(\zeta)|}((a, b)) \in \mathcal{M}(\zeta)$ for all rational numbers $a < b$. From this, we deduce $E_{|T(\zeta)|}(B) \in \mathcal{M}(\zeta)$ for all Borel subsets $B \subseteq \mathbb{R}$. Thus, we have that $T(\zeta)$ is affiliated to $\mathcal{M}(\zeta)$ for almost every $\zeta$. $\Box$

5. Tracial von Neumann algebras and Brown measure

In this section, we will specialize to the case of operators in or affiliated to tracial von Neumann algebras, by which we mean, pairs $(\mathcal{M}, \tau)$ consisting of a von Neumann algebra $\mathcal{M}$ and a fixed normal, faithful, tracial state $\tau$ on it. Recall that, given such a pair, we let $\exp(\mathcal{L}^1)(\mathcal{M}, \tau)$ denote the bimodule of closed operators $T$ affiliated to $\mathcal{M}$ such that $\tau(\log^+(|T|)) < \infty$.

Here is a technical lemma that we will need later; it is convenient to prove it here.

Lemma 5.1. Let $T \in \exp(\mathcal{L}^1)(\mathcal{M}, \tau)$. Then the mapping $\lambda \mapsto \Delta_\tau(|T - \lambda|^2 + 1)$ ($\lambda \in \mathbb{C}$) is continuous.

Proof. By shifting $T$, it suffices to prove that our mapping is continuous at 0. In order to prove continuity at zero, note that

$$\Delta(|T - \lambda|^2 + 1) = \Delta(|T|^2 + 1)\Delta((1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 + 1)(1 + |T|^2)^{-\frac{1}{2}})$$

$$= \Delta(|T|^2 + 1)\Delta(1 + (1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 - |T|^2)(1 + |T|^2)^{-\frac{1}{2}}).$$
It will, thus, suffice to show
\[
\lim_{\lambda \to 0} \Delta(1 + (1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 - |T|^2)(1 + |T|^2)^{-\frac{1}{2}}) = 1.
\] (13)

It is immediate that
\[
|T - \lambda|^2 - |T|^2 = |\lambda|^2 - \lambda T^* - \lambda T = |\lambda|^2 - \lambda |T| U^* - \lambda U |T|,
\]
where \( T = U |T| \) is the polar decomposition. Thus,
\[
(1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 - |T|^2)(1 + |T|^2)^{-\frac{1}{2}} = \\
= |\lambda|^2(1 + |T|^2)^{-1} - \lambda \left( \frac{|T|}{(1 + |T|^2)^{\frac{1}{2}}} \right) U^* \left( \frac{1}{(1 + |T|^2)^{\frac{1}{2}}} \right) \\
- \lambda \left( \frac{1}{(1 + |T|^2)^{\frac{1}{2}}} \right) U \left( \frac{|T|}{(1 + |T|^2)^{\frac{1}{2}}} \right).
\]

Thus, we have the estimate of operator norm
\[
\left\| (1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 - |T|^2)(1 + |T|^2)^{-\frac{1}{2}} \right\| \leq 2|\lambda| + |\lambda|^2.
\]

So when \(|\lambda| \leq \frac{1}{3} \), we have
\[
\log(1 - 2|\lambda| - |\lambda|^2) \leq \log \Delta(1 + (1 + |T|^2)^{-\frac{1}{2}}(|T - \lambda|^2 - |T|^2)(1 + |T|^2)^{-\frac{1}{2}}) \\
\leq \log(1 + 2|\lambda| + |\lambda|^2),
\]
which proves (13). This concludes the proof. \( \square \)

For the remainder of this section, we suppose \( \mathcal{M} \subseteq B(\mathcal{H}) \) is a von Neumann algebra equipped with a normal, faithful tracial state \( \tau \) and that \( \mathcal{M} \subseteq \mathcal{E} \) consists of decomposable operators. Using Dixmier’s reduction theory [3] (described in 2.6), and by modifying the measure \( \omega \) to be a probability measure, we may write
\[
\mathcal{M} = \int_{\mathcal{H}} \mathcal{M}(\zeta) \, d\omega(\zeta), \quad \text{and} \quad \tau = \int_{\mathcal{H}} \tau_\zeta \, d\omega(\zeta),
\]
for tracial von Neumann algebras \( (\mathcal{M}(\zeta), \tau_\zeta) \), with \( \mathcal{M}(\zeta) \subseteq B(\mathcal{H}(\zeta)) \). By Proposition 4.4 if \( T \) is affiliated to \( \mathcal{M} \), then \( T \) is decomposable and may be written
\[
T = \int_{\mathcal{H}} T(\zeta) \, d\omega(\zeta),
\] (14)
with \( T(\zeta) \) affiliated to \( \mathcal{M}(\zeta) \) for almost every \( \zeta \).

For an element \( T \in \exp(\mathcal{L}^1)\mathcal{M}, \tau \), we let \( \nu_T \) denote the Brown measure of \( T \). For any self-adjoint, closed operator \( T \) affiliated to \( \mathcal{M} \), we let \( \mu_T \) denote the distribution of \( T \), namely, \( \tau \) composed with spectral measure of \( T \). In fact, when \( T \in \exp(\mathcal{L}^1)\mathcal{M}, \tau \) is self-adjoint, we have \( \nu_T = \mu_T \) (this follows immediately from the characterization provided by Equations (1) and (2)) so there would be no conflict in using the same notation for both; but for clarity of meaning, we will distinguish them.

In this setting, Proposition 4.2 yields the following formula for spectral distributions of self-adjoint (possibly unbounded) operators.
Proposition 5.2. Let $T$ be self-adjoint and affiliated to $\mathcal{M}$. Then for every Borel subset $B$ of $\mathbb{R}$, the function $\zeta \mapsto \mu_{T(\zeta)}(B)$ is measurable and

$$
\mu_T(B) = \int_{Z} \mu_{T(\zeta)}(B) \, d\omega(\zeta).
$$

We let $\mathcal{L}^1(\mathcal{M}, \tau)$ denote the set of all closed operators affiliated to $\mathcal{M}$ such that $\tau(|T|) < \infty$.

Lemma 5.3. Suppose $T \in \mathcal{L}^1(\mathcal{M}, \tau)$ and $T \geq 0$; use the decomposition (14). Then $T(\zeta) \in \mathcal{L}^1(\mathcal{M}(\zeta), \tau_\zeta)$ for almost every $\zeta$ and

$$
\tau(T) = \int_{Z} \tau_\zeta(T(\zeta)) \, d\omega(\zeta).
$$

Proof. We have $T(\zeta) \geq 0$ for almost every $\zeta$. Since the decompositions of $T$ and $\tau$ are measurable, the function $\zeta \mapsto \tau_\zeta(T(\zeta))$ is measurable. Let $(f_n)_{n=1}^\infty$ be an increasing sequence of simple functions, each having finitely many values, that converges pointwise to the identity function $t \mapsto t$ on $[0, \infty)$. Then $\tau(f_n(T))$ is increasing in $n$ and converges to $\tau(T)$ while for every $\zeta$ such that $T(\zeta) \geq 0$, the sequence $\tau_\zeta(f_n(T(\zeta)))$ is increasing in $n$ and converges to $\tau_\zeta(T(\zeta))$. Now fixing $n$ and writing $f_n = \sum_{k=1}^\infty a_k 1_{B_k}$ for some $a_k \geq 0$ and some Borel sets $B_k$, using Proposition 5.2, we find

$$
\tau(f_n(T)) = \sum_k a_k \mu_{T(B_k)} = \sum_k a_k \int_{Z} \mu_{T(\zeta)}(B_k) \, d\omega(\zeta) = \int_{Z} \tau_\zeta(f_n(T(\zeta))) \, d\omega(\zeta).
$$

Letting $n \to \infty$, the Monotone Convergence Theorem implies the equality (15). This, in turn, impies $\tau(T(\zeta)) < \infty$ for almost every $\zeta$.

Now we turn to the $\exp(\mathcal{L}^1)$ class and the Fuglede–Kadison determinant.

Lemma 5.4. Let $T \in \exp(\mathcal{L}^1)(\mathcal{M}, \tau)$ and use the decomposition (14). Then $T(\zeta) \in \exp(\mathcal{L}^1)(\mathcal{M}(\zeta), \tau_\zeta)$ for almost every $\zeta$. Moreover, we have

$$
\tau(\log^+(|T|)) = \int_{Z} \tau_\zeta(\log^+(|T(\zeta)|)) \, d\omega(\zeta)
$$

and

$$
\log \Delta_T(T) = \int_{Z} \log \Delta_{\tau_\zeta}(T(\zeta)) \, d\omega(\zeta).
$$

Proof. By Theorem 5 of [11] — see Equation (9) — we may without loss of generality assume $T \geq 0$, which entails $T(\zeta) \geq 0$ for almost every $\zeta$. Now using Proposition 4.2, we get

$$
\log^+(T) = \int_{Z} \log^+(T(\zeta)) \, d\omega(\zeta).
$$

Since $T \in \exp(\mathcal{L}^1)(\mathcal{M}, \tau)$, we have $\log^+(T) \in \mathcal{L}^1(\mathcal{M}, \tau)$. Now Lemma 5.3 yields (16) and we deduce $\log^+(T(\zeta)) \in \mathcal{L}^1(\mathcal{M}(\zeta), \tau_\zeta)$, namely, $T(\zeta) \in \exp(\mathcal{L}^1)(\mathcal{M}(\zeta), \tau_\zeta)$, for almost every $\zeta$.

Now we show (17). Let $\epsilon > 0$. Using the function $f_\epsilon(t) = \log(t + \epsilon)$ ($t \geq 0$) and using Proposition 4.2 to apply the functional calculus to $T$, we get

$$
\log(T + \epsilon) = \int_{Z} \log(T(\zeta) + \epsilon) \, d\omega(\zeta).
$$


Now Lemma 5.3 applies (if we first add $-\log \epsilon$ to both sides of (18) to make the operators positive) and we have

$$\tau\left(\log(T + \epsilon)\right) = \int_Z \tau_\zeta\left(\log(T(\zeta) + \epsilon)\right) d\omega(\zeta).$$

Letting $\epsilon \to 0$ and using the Monotone Convergence Theorem, we get

$$\log \Delta_v(T) = \tau\left(\log(T)\right) = \int_Z \tau_\zeta\left(\log(T(\zeta))\right) d\omega(\zeta) = \int_Z \log \Delta_v(T(\zeta)) d\omega(\zeta),$$

as required. \hfill \Box

Recall that, for $T \in \exp(\mathcal{L}^1)(\mathcal{M}, \tau)$, we let $\nu_T$ denote the Brown measure of $T$.

**Lemma 5.5.** Let $T \in \exp(\mathcal{L}^1)(\mathcal{M}, \tau)$ and use the decomposition (14). Then for every Borel subset $B \subseteq \mathbb{C}$ the mapping $\zeta \mapsto \nu_T(\zeta)(B)$ is measurable.

**Proof.** By Lemma 5.4, $T(\zeta) \in \exp(\mathcal{L}^1)(\mathcal{M}(\zeta), \tau_\zeta)$ for almost all $\zeta$, and we will confine ourselves to such $\zeta$. It will suffice to prove measurability when $B$ is an open, bounded rectangle in $\mathbb{C}$, for the collection of such sets generates the Borel $\sigma$-algebra. Fix a sequence $\{f_n\}_{n \geq 0}$ of Schwartz functions having support in $B$ and increasing pointwise to the characteristic function of $B$. Then by the Monotone Convergence Theorem, we have

$$\nu_T(B) = \lim_{n \to \infty} \int_B f_n(\lambda) d\nu_T(\lambda).$$

By definition of the Brown measure, we have

$$\int_B f_n(\lambda) d\nu_T(\lambda) = \frac{1}{2\pi} \int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) \nabla^2 f_n(\lambda) \, d\lambda,$$

where $d\lambda$ means Lebesgue measure on $\mathbb{C}$. Note that $\tau_\zeta(\log |T(\zeta) - \lambda|)$ is bounded above for $\lambda$ in compact subsets of $\mathbb{C}$. Fixing $n$ for the moment and writing $\nabla^2 f_n(\lambda) = h_1 - h_2$, where $h_1$ and $h_2$ are positive Schwartz functions, it follows that both of the integrals

$$\int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) h_1(\lambda) \, d\lambda \quad \text{and} \quad \int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) h_2(\lambda) \, d\lambda$$

are finite. It follows from the Monotone Convergence Theorem that

$$\int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) h_1(\lambda) \, d\lambda = \frac{1}{2} \lim_{m \to \infty} \int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) h_1(\lambda) \, d\lambda,$$

$$\int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) h_2(\lambda) \, d\lambda = \frac{1}{2} \lim_{m \to \infty} \int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) h_2(\lambda) \, d\lambda.$$

Thus, we have

$$\int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|)) \nabla^2 f_n(\lambda) \, d\lambda = \frac{1}{2} \lim_{m \to \infty} \int_{\mathbb{C}} \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda) \, d\lambda$$

and, since each $\nabla^2 f_n$ vanishes outside of the rectangle $B$,

$$\nu_T(B) = \frac{1}{4\pi} \lim_{n \to \infty} \lim_{m \to \infty} \int_B \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda) \, d\lambda.$$
By Lemma 5.1, the mapping
\[ \lambda \mapsto \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda) \]
is continuous and, therefore, is Riemann integrable over \( B \). Thus,
\[ \int_B \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda) d\lambda \]
\[ = \lim_{k \to \infty} \frac{1}{k^2} \sum_{\lambda \in \mathbb{Z} + i\mathbb{Z}} \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda), \]
where the sum is actually finite. Thus,
\[ \nu_{T(\zeta)}(B) = \frac{1}{4\pi} \lim_{n \to \infty} \lim_{m \to \infty} \lim_{k \to \infty} \frac{1}{k^2} \sum_{\lambda \in \mathbb{Z} + i\mathbb{Z}} \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \nabla^2 f_n(\lambda). \]
Because the decompositions of \( T \) and of \( \tau \) are measurable, for each fixed \( \lambda \) the mapping
\[ \zeta \mapsto \tau_\zeta(\log(|T(\zeta) - \lambda|^2 + \frac{1}{m^2})) \]
is measurable. Since the pointwise limit of the sequence of measurable functions is again a measurable function, the lemma is proved. \[ \square \]

Here is the main theorem about decomposition of Brown measure.

**Theorem 5.6.** Let \( T \in \exp(L^1)(\mathcal{M}, \tau) \) and write
\[ T = \int_{\mathbb{Z}} T(\zeta) \, d\omega(\zeta). \]
Then the Brown measure \( \nu_T \) of \( T \) is given by
\[ \nu_T(B) = \int_{\mathbb{Z}} \nu_{T(\zeta)}(B) \, d\omega(\zeta) \quad (19) \]
for every Borel subset \( B \subseteq \mathbb{C} \).

**Proof.** By Lemma 5.5, the right-hand-side of (19) defines a probability measure on \( \mathbb{C} \), which we will denote by the symbol \( \rho \). We will show that \( \rho \) satisfies
\[ \int_{\mathbb{C}} \log^+ |z| \, d\rho(z) < \infty \quad (20) \]
\[ \int_{\mathbb{C}} |z - \lambda| \, d\rho(z) = \log \Delta_\tau(T - \lambda) \quad (\lambda \in \mathbb{C}). \quad (21) \]
From the uniqueness property of Brown measure expressed with Equations (1) and (2), this will imply \( \rho = \nu_T \).

To prove (20), let \( f_n \) be an increasing sequence of simple functions on \( \mathbb{C} \), each taking only finitely many values, that converges pointwise to the function \( w \mapsto \log^+ |w| \). For each \( n \), we have
\[ \int_{\mathbb{C}} f_n(w) \, d\rho(w) = \int_{\mathbb{Z}} \int_{\mathbb{C}} f_n(w) \, d\nu_{T(\zeta)}(w) \, d\omega(\zeta). \quad (22) \]
Applying the Monotone Convergence Theorem, we get
\[
\int_\mathbb{C} \log^+ |w| \, d\rho(w) = \int_Z \int_\mathbb{C} \log^+ |w| \, d\nu_T(\zeta)(w) \, d\omega(\zeta).
\]
By Lemma 2.20 of [9], for each \( \zeta \), we have
\[
\int_\mathbb{C} \log^+ (|w|) \, d\nu_T(\zeta)(w) \leq \tau_\zeta \big( \log^+ (|T(\zeta)|) \big).
\]
Since \( T \in \exp(L_1)(\mathcal{M}, \tau) \), using Lemma 5.4, we have
\[
\int_Z \tau_\zeta \big( \log^+ (|T(\zeta)|) \big) \, d\omega(\zeta) < \infty.
\]
This implies (20).

Now fix \( \lambda \in \mathbb{C} \) and \( \epsilon > 0 \) and let \( (f_n)_{n=1}^{\infty} \) be an increasing sequence of simple Borel measurable functions on \( \mathbb{C} \), each taking only finitely many values, that converges pointwise to the function \( w \mapsto \log(|w - \lambda| + \epsilon) \). Again we have (22). Using the Monotone Convergence Theorem and taking \( n \to \infty \) we get
\[
\int_\mathbb{C} \log(|w - \lambda| + \epsilon) \, d\rho(w) = \int_Z \int_\mathbb{C} \log(|w - \lambda| + \epsilon) \, d\nu_T(\zeta)(w) \, d\omega(\zeta).
\]
Using (20), we see that the left-hand-side above is not \(+\infty\). Thus, letting \( \epsilon \to 0 \) and using the Monotone Convergence Theorem, we get
\[
\int_\mathbb{C} \log(|w - \lambda|) \, d\rho(w) = \int_Z \int_\mathbb{C} \log(|w - \lambda|) \, d\nu_T(\zeta)(w) \, d\omega(\zeta)
= \int_Z \log \Delta_\zeta (T(\zeta) - \lambda) \, d\omega(\zeta).
\]

From (17) of Lemma 5.4, we get (21). \( \square \)
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