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Abstract—The trade-off between computation time and path optimality is a key consideration in motion planning algorithms. While classical sampling based algorithms fall short of computational efficiency in high dimensional planning, learning based methods have shown great potential in achieving time efficient and optimal motion planning. The SOTA learning based motion planning algorithms utilize paths generated by sampling based methods as expert supervision data and train networks via regression techniques. However, these methods often overlook the important multimodal property of the optimal paths in the training set, making them incapable of finding good paths in some scenarios. In this paper, we propose a Multimodal Neuron Planner (MNP) based on the mixture density networks that explicitly takes into account the multimodality of the training data and simultaneously achieves time efficiency and path optimality. For environments represented by point clouds, MNP first efficiently compresses point clouds into a latent vector by encoding networks that are suitable for processing point clouds. We then design multimodal planning networks which enables MNP to learn and predict multiple optimal solutions. Simulation results show that our method outperforms SOTA learning based method MPNet and advanced sampling based methods IRRT* and BIT*.

Index Terms—Motion planning, multimodal motion planner, point cloud, mixture density networks

I. INTRODUCTION

Motion planning is one of the core research topics in robotics [1]. Motion planning algorithms aim to find a collision free path in an environment given the initial and goal configurations of the robot. The desirable properties of a motion planning algorithm include: (1) the algorithm is guaranteed to generate a collision free path if it exists (completeness), and the path found by the algorithm should have the low path cost (optimality); (2) the algorithm finds a path in real time (time efficiency); (3) the algorithm should be able to generate plans in high dimensional configuration space (generalization to high dimensions).

Numerous motion planning algorithms have been developed in the past decades, such as the artificial potential fields method [2], the vector field histogram method [3] and their improved versions [4] [5]. These algorithms are simple and useful, but not suitable for high dimensional planning. Sampling based methods such as RRT [6] try to find a collision free path through repetitively sampling in the configuration space. RRT* [7], IRRT* [8] and BIT* [9] are further developed to improve the optimality of the generated paths. While sampling based methods are able to find a collision free and near-optimal path and can be used to plan in high dimensions, there is a trade-off between the computing time and optimality. It often takes a lot of time for the sampling based methods to find an optimal path, which makes them not suitable for real time planning.

With the advancement and widespread application of machine learning algorithms [10] [11], learning based motion planning algorithms have been developed and have shown promising performance. To improve the efficiency for sampling based methods, the authors in [12] and [13] develop algorithms that learn and predict the sample distributions to guide the sampling process. The work [14], [15] and [16] utilize deep networks that learn from expert experiences and predict motions iteratively to improve the efficiency of planning. However, there are still problems with existing methods. The ability to process environment information properly is the key for generalization and the point clouds are suitable to represent obstacles in environments, while [14] does not take the environment information as the input and [15] [16] process point clouds in an inefficient way. On the other hand, it is common that there are multiple solutions for motion planning problems, but [15] and [16] lack the ability to learn and generate multiple solutions which may cause problems when learning from expert experiences.

In this paper, we propose a learning based motion planning algorithm called Multimodal Neuron Planner (MNP) which takes in point clouds, robot’s initial and goal configurations and plans a near-optimal path efficiently by iteratively generating the next configuration. The planner consisting of two networks can learn and generate multiple solutions. The environment encoding networks utilize PointNet [17] to compress the input point clouds into a latent vector efficiently, and the planning networks take in the latent vector and the robot’s current and goal configuration and predict the next configuration. Inspired by [18], we describe the next configuration by a Gaussian mixture model whose parameters are determined by the output of planning networks. The Gaussian mixture model enables the planning networks to learn and predict multiple solutions. Based on the above two networks, we further utilize the bi-directional planning and the replanning mechanism to form a complete, near-optimal and efficient planner. Simulation results show that our method is able to solve motion planning problems in high dimensions and outperforms the SOTA learning based planner MPNet [15] and advanced sampling based planners such as IRRT* and BIT*.
II. RELATED WORKS

Imitation learning is one of the popular ways to solve motion planning problems through learning from expert’ experiences. Many of the existing imitation learning methods adopt the end-to-end training framework to generate control commands from the input sensor information. In [19]–[23], the mobile robot learns from the expert’s demonstrations with supervised learning. The expert’s demonstrations are either generated by humans [20] [22] or by classical controllers [19] [21]. Several works also study how to improve the performance of the generated control command. In [24], the authors design a command-conditional controller that generates the steering command at road intersections. Active learning has been utilized in [25] to improve the ability to avoid obstacles which enhances safety. In [26], the low level controller is instructed by the high level planned route through the intention-net. In this work, we focus on planning a global path instead of designing learning based controllers.

Since sampling based methods are complete and optimal, they are widely used in the motion planning. To improve their efficiency, methods have been developed to guide the sampling process. In [27] [28] a probability map is generated for sampling and in [29] transformer is utilized to mark out the sampling area. However, [27] [29] only suitable for environments in low dimensions. In [12] [13], the sample distribution has been predicted. In [30] the sample location is directly predicted, but it is unable to learn and predict multiple solutions. In [31] deep networks are used to help select the parent node and expand node of the search tree, it takes environment map as input while our method uses point clouds which is easier to obtain by sensors. By contrast, we propose a method that directly generates the path iteratively without using a search tree, and it can generate multiple solutions and be applied in high dimensional environments.

The deep networks are also utilized to directly generate paths for motion planning problems. In [32], the Waypoint Planning Networks predicts waypoints with deep networks and connects them by A* algorithm. In [33], the Pathnet directly generates the path by Generative Adversarial Networks [34]. However, the above two methods are suitable only for 2D planning. In [14] the path is generated by iteratively predicting the next configuration with LSTM [35], but it does not take environment information as input which makes it unable to generalize to new environments.

The Motion Planning Networks (MPNet) [16] [15] take the point clouds as input and iteratively predict next configuration to form a path. However, there are two main problems with MPNet. First, MPNet encodes point clouds with fully connected networks which is not suitable for processing disordered point clouds. Second, MPNet is trained on expert’s data using regression techniques, and it cannot learn from and predict multiple solutions. Our method overcomes these critical issues. PG-RRT [36] is another sampling based method with deep networks that use mixture density networks to generate sampling distributions similar to ours. However, PG-RRT aims to solve the discontinuity in motion planning, and our method enables networks to learn and predict multiple solutions.

In this paper, we mainly reveal an important yet overlooked issue with existing solutions to learning-based motion planning problems. That is, when learning from the expert data generated by sampling based methods, existing methods do not consider the fact that multiple different solutions with similar optimality could coexist in the data set. Due to this, they cannot mimic the behavior of the expert sampling based methods. To address this issue, we propose a mixture density network based multimodal planning network, which learns from the training data with multimodal property and can produce multiple solutions.

III. PROBLEM FORMULATION AND MOTIVATION

A. Problem formulation

Let the robot configuration space be $C \subset \mathbb{R}^d$ where $d \in \mathbb{N}$ is the dimension of the configuration space. The configuration space $C$ is comprised of the collision space $C_{col}$ and the free space $C_{free}$ where $C_{free} = C \setminus C_{col}$. The robot’s physical environment space is called the workspace and is denoted by $W \subset \mathbb{R}^m$ where $m$ is the dimension of the workspace. Similarly, the workspace is comprised of the collision space $W_{obs}$ (regions occupied by obstacles) and the free space $W_{free}$ where $W_{free} = W \setminus W_{obs}$. Let the robot’s initial configuration be $c_{init} \in C_{free}$ and the robot’s goal configuration space be $C_{goal} \subset C_{free}$, then the motion planning problem can be described as follows. Given the initial configuration and the goal configuration space, find a path represented by an ordered list $\tau = \{c_0, \ldots, c_i, \ldots, c_l\}$ such that $c_0 = c_{init}$, $c_i \in C_{goal}$ and $c_i \in C_{free}$ for $i = 0, \ldots, l$. Moreover, the line segment between $c_i$ and $c_{i+1}$ should lie entirely in the free configuration space $C_{free}$. A path that satisfies the conditions above is a feasible solution to the motion planning problem. We can evaluate the path quality and obtain a best one based on a cost function. Therefore, a good planning algorithm is expected to find a path that has the minimum cost value as measured by some cost function.

B. Multimodal property of motion planning solutions

The solution path generated by motion planning algorithms is generally not unique, i.e., there may exist different solution paths that have the same lowest cost values and all of them are in the solution set of the problem. We call such property of the motion planning problems the multimodal
property. Fig. 1 depicts a scenario where two different but near-optimal solutions are generated by RRT* for a 2D planning problem.

The performance of deep imitation learning based motion planning algorithms is profoundly affected by their ability to fit the expert data. In the above situation, it should learn all the choices that can possibly be made by the expert (e.g., RRT*). However, existing methods in [14]–[16], [30] which use a simple mean squared error (MSE) loss function to train the network are not capable of generating multimodal solutions. As mentioned in Section II, MPNet obtains a path by iteratively predicting the next configuration \(c_{\text{next}}\) based on the current configuration \(c_{\text{current}}\), goal configuration \(c_{\text{goal}}\) and the environment information \(Z\). In MPNet, the training data set generated by a sampling based method such as RRT* consists of tuples \((c_{\text{current}}, c_{\text{goal}}, Z, c_{\text{next}})\) where \(c_{\text{current}}, c_{\text{goal}}, Z\) are inputs and \(c_{\text{next}}\) is the output. During the training process, the following MSE loss function is utilized

\[
\min_{\theta} \sum_{i=1}^{N} ||c_{i}(\theta) - c_i||_2^2,
\]

where \(\theta\) is the parameters of the planning networks, \(N\) is the number of training data, \(c_{\text{current}}(\theta)\) and \(c_i\) are the predicted and labeled configurations, respectively. While the MSE loss is simple and intuitive, it restricts the planning networks to generate only one solution for the motion planning problem. Moreover, when there are more than one solution in the training dataset, networks with the MSE loss fail to learn any of the solutions because an "average solution" leads to a minimum cost. For the simple 2D path planning problem in Fig. 1, with the MSE loss, the planning networks can only learn the average of the paths and outputs the decision of going up north at the initial position. This is unacceptable because it leads to collision with the obstacle. To alleviate this issue, MPNet utilizes dropout, which is proven to be a Bayesian approximation in [37], to promote randomness. However, as shown in Fig. 3 in our later experiment section, MPNet fails to predict the multimodal solution when the size of the training data becomes larger, where a 0.5 dropout probability is applied to each layer of the neural network [15]. Overall, MPNet with the MSE loss is not able to correctly learn and generate multiple solutions and can result in error when learning from multiple solutions.

In practice, it is quite common to get multiple solutions for one motion planning problem when generating training data using sampling based method. The multimodal problem not only exists in situations shown in Fig. 1 where there are two choices at the starting position, but it can also show up whenever multiple equally valid choices are available at a given location. To make planning networks smarter and more efficient, we need to develop a method that overcomes the above problems and allows the planning networks to learn and predict multiple solutions. The proposed multimodal planning networks in Section IV-B have the ability to learn multiple solutions by utilizing Mixture Density Networks.

IV. Method

The proposed framework is shown in Fig. 2. The proposed Multimodal Neural Planner consists of two parts, environment encoding networks (Enet) and the planning networks (Pnet). The Enet aims to encode the environment information which is represented by point clouds into a latent vector. We design our Enet by referring to PointNet [17] which is well suited for processing point clouds. The Pnet takes the latent vector obtained from the Enet as input and iteratively generates waypoints to form a path. As the expert data are multimodal, we utilize the Mixture Density Networks [18] to learn from the expert and generate waypoints.

A. Environment encoding networks

The use of point clouds to represent environment information is practical and common [15]. The point clouds characterize the geometric features of the environment, and extracting and understanding those features is very important for the downstream motion planning task. In this work, we develop environment encoding networks to process the point clouds and convert them into a latent vector

\[
Z = \text{Enet}(X_{\text{cloud}}; \theta_e),
\]

where \(X_{\text{cloud}} = \{x_1, \ldots, x_n\}\) is the set of point clouds with \(x_i \in W\), and \(\theta_e\) is the parameters of the Enet.

To learn the environment representation, MPNet utilizes the multi-layer perception (MLP) to process the point clouds. However, since point clouds do not have a fixed order, MLP is not an efficient method to process them. To overcome this issue and similar to [38], we use the PointNet [17] to obtain global features, where a shared MLP and a maxpooling layer are utilized. The architecture of the Enet is shown in Fig. 2. For the training of the Enet, unlike [15], [16], [30], [36], we do not use the encoder-decoder approach with unsupervised learning. Instead, we train the Enet and the Pnet together. The reason for this is that the Enet should be well informed of the downstream motion planning task in order for it to retain critical environmental features relevant to the specific task, and when trained together with the Pnet, it receives error feedback from the output of the Pnet based on which the parameters can be adjusted.

B. Multimodal planning networks

After obtaining the latent vector \(Z\) through the Enet, the multimodal Pnet is designed to generate a full path iteratively. The architecture of the Pnet is also shown in Fig. 2. The Pnet takes in \(Z\), the current configuration \(c_t\) and the goal configuration \(c_{\text{goal}}\), and it predicts the next configuration \(c_{t+1}\). Then, \(c_t\) is replaced with \(c_{t+1}\) to generate a full path iteratively. As mentioned in Section III-B, there are multiple different solutions to a motion planning problem, and the Pnet must be able to learn and predict these solutions.

To achieve this, we utilize a probability distribution to describe the predicted next configuration. Specifically, we adopt the Mixture Density Networks (MDN) which utilize deep networks to represent the parameters of the Gaussian Mixture Model (GMM) as the backbone of our Pnet. In our Pnet,
MDN predicts the distribution of the next configuration with GMM. The GMM is determined by the following parameters: coefficients \( \alpha_i \) of each Gaussian distribution, mean \( \mu_i \) of each Gaussian distribution and variance \( \sigma_i \) of each Gaussian distribution. Note that we assume that each component of the output vector is independent and its variance is described by a common \( \sigma_i \) for each Gaussian. Under such an assumption, the GMM can still approximate any distribution [18] given enough Gaussian distribution. Since the parameters \( \alpha \) and \( \sigma \) must satisfy certain constraints, different activation functions are used. We apply the Softmax activation to obtain \( \alpha \) so that each \( \alpha_i \) is non-negative and the sum of \( \alpha_i \)'s is one. For \( \sigma \), we use the ELU activation instead of the EXP activation for better numerical stability [39]. The parameters \( \mu \) are obtained directly from the output of networks. Through the Pnet, we can obtain the distribution of the robot’s next configuration as

\[
p(c|\alpha, \mu, \sigma) = \sum_{i=1}^{q_{\text{mix}}} \alpha_i \frac{1}{(2\pi)^{d/2}\sigma_i^d} e^{-\frac{||c-\mu_i||^2}{2\sigma_i^2}},
\]

where \( c \) is the robot configuration in dimension \( d \), and \( q_{\text{mix}} \) is the number of Gaussian distributions. The parameters \( \alpha \), \( \mu \) and \( \sigma \) are the output of the Pnet

\[
(\alpha, \mu, \sigma) = \text{Pnet}(c_t, c_{\text{goal}}, Z; \theta_p),
\]

where \( \theta_p \) is its parameters. Finally, we sample from (1) to obtain the next configuration \( c_{t+1} = \text{Sample}(p(c|\alpha, \mu, \sigma)) \).

As discussed in Section IV-A, we train both the Enet and the Pnet together in a supervised end-to-end manner. Since the Pnet outputs a probability distribution, the negative logarithmic likelihood (NLL) is adopted as the loss function, and the optimization problem can be described by

\[
\min_{\theta_e, \theta_p} -\sum_{i=1}^{N} \ln p(c_{t+1}),
\]

where \( N \) is the number of training data points and \( p(c_{t+1}) \) is obtained from (1) and (2). The training data is organized into the form of \((c_t, c_{\text{goal}}, X_{\text{cloud}}, c_{t+1})\) with \((c_t, c_{\text{goal}}, X_{\text{cloud}})\) as input and \( c_{t+1} \) as output, and the training data is acquired from sampling based methods such as RRT* with sufficient running time. More training details will be discussed in Section V. The proposed motion planning method Multimodal Neuron Planner (MPN) is composed of the Enet and the Pnet. It uses a similar algorithmic framework to MPNet which generates path by iteratively predicting the next configuration and uses bi-directional planning and replanning mechanisms.

V. RESULTS

We present the results of simulation studies in this section. First, we show the multimodal property of the proposed MPN by visualizing the trained GMM in Section V-A. Then, we comprehensively compare the MPN with the SOTA MPNet and advanced sampling based methods such as BIT* and Informed-RRT* (IRRT*) using multiple different robot models in different environments in Section V-B. Finally, we compare above algorithms for the motion planning task of a 7-DOF Panda Arm in Section V-C.

A. Comparison of algorithms’ multimodal property

To evaluate how well our multimodal Pnet learns and generates multiple solutions, we repetitively generate the next configuration for a point robot model in simple 2D environments and plot the distributions. A case is shown
in Fig. 3, MNP generates multiple reasonable next configurations, while MPNet generates relatively monotonous configurations that lie around the straight line to the goal even when the dropout layer is applied. We also compare the collision rate of the generated configurations which profoundly influences the algorithm’s efficiency. Our multimodal Pnet has a lower collision rate at 20% while MPNet has 42%. The above shows that MNP can learn and predict multiple solutions and outperforms MPNet.

### B. Comparisons using different robot models

In this subsection, we compare the proposed MNP, MPNet and advanced sampling based methods IRRT* and BIT* in 2D and 3D environments with different robot models including the point mass, a rigid body, a two-link manipulator and a three-link manipulator. To avoid complete folding, the angle range of the link manipulators is set to $(-0.75\pi, 0.75\pi)$. Training data are from 900 environments called seen environments, and both seen and unseen environments will be used to assess how well the learned results generalize. For each of 900 seen environments and 100 unseen environments, we generate 10 random initial and goal configurations for comparison. Fig. 4 shows the paths planned by MNP with different robot models. Table I and Table II show the success rate and computation time, respectively.

From Table I we can see that without RRT as the replanner, the success rate of MPNet(NR) decreases rapidly as the dimension of the configuration space increases, while MNP(Origin) retains a high success rate. For the 2D 3-link manipulator where $C \subset \mathbb{R}^5$, the success rate of MNP(Origin) reaches 93.3% while MPNet(NR) only has 38%. Table II shows that MNP(RRT) takes the minimum computation time for planning compared with MPNet(HR), IRRT* and BIT*. For the 2D point mass, MPN(RRT) is 4x faster than MPNet(HR) and 6x faster than BIT* with a 100% success rate. For the 2D rigid body, MPN(RRT) is 2x faster than MPNet(HR) and 13x faster than BIT* with a 99.8% success rate. For the 2D 3-link manipulator, MPN(RRT) is 4x faster than MPNet(HR) and 20x faster than BIT* with a 99.4% success rate. Comparison results in unseen environments also show that MPN(RRT) can generalize to new environments.

In the higher configuration dimension, the improvement of MNP(RRT) with respect to MPNet and BIT* becomes more significant. Note that, for training MNP and MPNet with the 2-link and 3-link manipulators, we remove the trivial data where initial and goal configurations can be connected directly using a straight line from the training dataset, which seems to be helpful for improving the performance of MNP.

### C. Comparisons using a 7-DOF Panda Arm

We further evaluate MNP’s performance in high dimensions using a 7-DOF Panda Arm. We evaluate the methods in 10 random environments with 30 random initial and goal configurations for each environments which are not in training dataset. Fig. 5 shows a trajectory planned by MNP(RRT) that Panda Arm follows from the initial to the goal configuration. Table III shows the comparison results.

The success rate of MNP(RRT) is 96.7%, which is as high as BIT* whose maximum computation time is set to 60s. MNP(RRT) achieves minimum computation time which is 1.7x faster than MPNet(HR) and 11x faster than BIT*(10%).

The overall comparison results show that our proposed MNP can learn and generate multiple solutions and it takes less computation time than MPNet and advanced sampling based methods such as IRRT* and BIT* to obtain a near-optimal solution. MNP can also generalize to new environments thanks to the Enet’s ability to process point clouds. Finally, our method is effective for planning in high dimensional configuration space such as in robotic arm motion planning problems.

### VI. Discussion

In this paper, we address the multimodal property of motion planning problems and its influence on motion planning algorithms based on deep imitation learning, and we propose to use the mixture Gaussian model with mixture density networks to learn from multimodal solutions. In MPNet, the authors use dropout layers to introduce stochasticity, but their aim is to generate different configurations for replanning, and they do not focus on learning multimodal solutions. Although the dropout mechanism is proven to be a Bayesian approximation and has the potential to learn multimodal solutions [37], its ability to learn multimodal solutions degenerates rapidly as the size of training dataset increases. For the MPNet where the dropout probability is set to be 0.5 for each layer, it demonstrates strong ability to learn multimodal solutions when the size of the training dataset is smaller than 10k. However, its performance degrades a lot when the size of the dataset increases to 100k and 1000k. When the dataset grows larger, MPNet seems to learn the “average” of the multimodal solution as shown in Sec V-A and Fig. 3, which results in a high collision rate of the predicted configurations and low efficiency of the algorithm. Increasing the complexity of the network may improve the effectiveness of the dropout mechanism, but the network may become very inefficient. For example, the Pnet of MPNet has 3.76M parameters, but it fails to learn multimodal solutions with the point mass model in 2D environments.
Fig. 4: Paths planned by MNP in different environments. Initial and goal configurations are in blue and red, respectively.

| Method        | Environment & Robot Model | 2D Point | 2D Rigid | 2D 2-link | 2D 3-link | 3D Point |
|---------------|---------------------------|----------|----------|-----------|-----------|----------|
|               | seen | unseen | seen | unseen | seen | unseen | seen | unseen | seen | unseen | seen | unseen |
| MPNet(NR)     | 0.81 | 0.79   | 0.777 | 0.736   | 0.524 | 0.380   | 0.386 | 0.762 | 0.753 |
| MPNet(Origin) | 0.967 | 0.966  | 0.829 | 0.833   | 0.922 | 0.940   | 0.933 | 0.947 | 0.872 | 0.891 |
| MPNet(HR)     | 1    | 0.99   | 0.959 | 0.997   | 0.997 | 0.997   | 0.979 | 0.954 | 0.999 | 0.999 |
| MNP(RRT)      | I    | I      | 0.998 | 0.997   | 0.997 | 1       | 0.994 | 0.991 | 0.999 | 1     |
| IRRT*         | I    | I      | 0.998 | 0.994   | 0.994 | 0.998   | 0.977 | 0.983 | 0.999 | 1     |
| BIT*          | I    | I      | I     | I       | I     | I       | 0.999 | 0.999 | 1     | 1     |

Table I: Mean success rate comparison results. MPNet(NR) is MPNet with neuro replanning and MPNet(HR) is MPNet with hybrid replanning. MNP(Origin) has no replanner and MNP(RRT) has RRT as its replanner. For the top two methods of the table, since RRT is not used for replanning, they directly show the performance of the learned networks.

| Method  | Time | Length | Suc Rate |
|---------|------|--------|----------|
| MPNet(HR) | 2.67 | 0.954  | 0.897    |
| MNP(RRT)  | 1.56 | 0.962  | 0.967    |
| BIT* (40%) | 5.55 | 1.125  | 0.97     |
| BIT* (10%) | 16.55 | 1      | 0.983    |

Table II: Mean computation time comparisons. Methods are compared in seen and unseen environments. Informed-RRT* and BIT* stop when the path length is within 110% of MNP(RRT)*'s. Since MPNet(NR) and MNP(Origin) have low success rates and their computation time are of limited significance, we focus on the comparison of the four remaining methods.

Fig. 5: Paths planned by MNP for Panda Arm where green cubes are obstacles.

| Method  | Metrics             |
|---------|---------------------|
|         | Time | Length | Suc Rate |
| MPNet(HR) | 2.67 | 0.954  | 0.897    |
| MNP(RRT)  | 1.56 | 0.962  | 0.967    |
| BIT* (40%) | 5.55 | 1.125  | 0.97     |
| BIT* (10%) | 16.55 | 1      | 0.983    |

Table III: 7-DOF Panda Arm results. BIT* (40%) stops when path length is within 140% of MNP(RRT)*'s. The maximum planning time is 60s. BIT* (10%) is the baseline for length.

VII. CONCLUSION

In this paper, we proposed a learning-based motion planning method called Multimodal Neuron Planner (MNP). MPN is comprised of environment encoding networks (Enet) and multimodal planning networks (Pnet). We utilize the mixture Gaussian model to describe the distribution of the configuration, which enables Pnet to learn and predict multiple solutions. Simulation results verified MNP’s ability to learn and produce multiple solutions and demonstrated that MNP outperforms the SOTA learning based method MPNet and advanced sampling based method IRRT* and BIT*.
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