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Abstract. In the modern information society, high-precision clocks are particularly important in the fields of electric power, communications, aviation, and finance, and have very strict objective requirements in terms of frequency accuracy. Currently, the technology of using GPS satellite clock sources to synchronize local clocks has become one of the mainstream methods for generating high-precision clocks at home and abroad. The core idea of this technology is to use the satellite clock to tame the local clock. Due to the development and application of 5G, the accuracy of the system's punctuality have higher requirements, Through analysis, it is found that the combination of BP neural network and PID control can be used to optimize the control of the constant temperature crystal oscillator and improve the precision of punctuality. Finally, the simulation results show that the method has a significant effect in improving the accuracy of punctuality.
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1 Introduction

The timekeeping system uses the satellite navigation system to send out a high-precision second pulse signal as the time reference, and uses the satellite navigation system’s long-term stability of the second pulse and the short-term stability of the crystal oscillator to complement each other to achieve the purpose of precise time.

The crystal taming technology is the main corrective measure to eliminate the influence of frequency drift on the crystal frequency accuracy. Use a high-precision crystal oscillator to track and correct the GPS second pulse in real time, so that the time information output by the crystal oscillator is constantly close to the GPS time. This is the taming technology of the crystal oscillator.

This article combines ordinary PID control and forward neural network BP neural network to tame the VCOCXO, which solves the limitation that ordinary PID control cannot adjust the clock error in real time and improves the accuracy of punctuality.

2 Theoretical Analysis

2.1 Punctuality Theory

The main purpose of punctuality is to keep the accuracy of the local frequency standard at the same accuracy as the GPS second pulse signal. The high precision crystal oscillator continuously track the GPS PPS signal, by frequency correction of the crystal is gradually locked to the time information coincides with the GPS time information, thereby achieving punctuality.

2.2 Factors Affecting Punctuality

Short-term VCOCXO(Voltage control-oven controlled crystal oscillator, combination of oven controlled crystal oscillator and voltage controlled crystal oscillator) clock signal random error is very small, can be considered absolutely accurate, due to the influence of objective factors such as aging rate, temperature, humidity, and voltage, large random errors will accumulate in a long time. This error is the most important factor affecting the crystal.
2.3 Crystal Oscillator Tame

Crystal tame is the use of long-term stability of the GPS signal the long-term frequency drift of the crystal can be calibrated to achieve local frequency standard signal synchronized with the GPS. Use GPS 1PPS as the reference standard, compare the phase with the local frequency, and then through the taming algorithm and D/A conversion, the adjustment value of the crystal is obtained to change the crystal frequency.

3 Punctual System Design

In order to keep the VCOCXO signal and GPS standard time signal in high-precision synchronization, according to the generation principle of high-precision synchronous clock-keeping, a voltage-controlled oscillator phase-locked loop circuit scheme is designed. It consists of GPS receiver, VCOCXO, phase detector, loop filter, regulator, DAC and other components.

![Figure 1. System flow](image)

The GPS 1PPS clock pulse is compared with the VCOCXO 1Hz signal in phase, and then the phase difference is processed by Kalman filtering and crystal taming to generate an adjustable control signal, so that the VCOCXO 1Hz signal and the GPS 1PPS signal are in the same frequency and phase.

4 Research on Taming Algorithm

4.1 PID Control Algorithm

The PID controller does not need to know the precise mathematical model of the controlled object and the structure and parameters of the controlled object. It only needs to adjust the three parameters of its proportional coefficient, integral constant and differential constant.

4.1.1 Analog PID control algorithm

PID control is a linear control. The input is the signal error of the system. The output $u(t)$ of the controller is obtained through the proportional, integral and differential superposition processing of the error, and then acts on the controlled object to make the actual output consistent with the given value.

![Figure 2. PID control principle diagram](image)

Mathematical expression:
\[ u(t) = K_p \left[ e(t) + \frac{1}{T_i} \int_0^t e(t) \, dt + T_d \frac{de(t)}{dt} \right] \]  

(1)

\[ K_p, T_i, T_d \] are the proportional link coefficient, the integral link time constant, and the differential link time constant respectively.

### 4.1.2 Position-based digital PID control algorithm

Digital PID control discretizes time. Assuming that the sampling time is \( T \), \( t=KT \) represents the sampling value at \( K \) times.

\[ \int_0^t e(t) \, dt = T \sum_{j=0}^k e(jT) = T \sum_{j} e(j) \]  

(2)

\[ \frac{de(t)}{dt} = \frac{e(kT) - e((k-1)T)}{T} = \frac{e(k) - e(k-1)}{T} \]  

(3)

Substitute formula (2), (3) into formula (1)

\[ u(k) = K_i e(k) + K_i \sum_{j=0}^k e(j) + K_e [e(k) - e(k-1)] \]  

(4)

\[ K_i = K_p T_i / T, K_e = K_p T_d / T \] are the coefficient of the integral link and the coefficient of the differential link respectively, \( k \) is the sample number, \( u(k) \) is the output of the computer processor at the \( k \)th time; \( e(k) \) and \( e(k-1) \) are the deviation values at time \( k \) and \( k-1 \), respectively.

Finally, the expression of positional PID control is obtained

\[ u(k) = K_i e(k) + K_i \sum_{j=0}^k e(j) + K_e [e(k) - e(k-1)] \]  

(5)

Since \( u(k) \) is a full-value output, it is necessary to know the error value \( e(k) \) between the current time \( (k) \) and the previous time \( (k-1) \), and the error value is always accumulating, which makes the calculation amount large.

### 4.1.3 Incremental digital PID control algorithm

In order to solve the above problems, the incremental PID control algorithm is generally used in practice, and the output of the incremental digital controller is the increment \( \Delta u(k) \) of the control quantity. The prerequisite for the control system to be suitable for the use of incremental PID control algorithm is that the variable input by the actuator is the increment \( \Delta u(k) \) of the control quantity.

\[ \Delta u(k) = u(k) - u(k-1) \]  

(6)

\[ \Delta u(k) = K_i e(k) - e(k-1) + K_e [e(k) - 2e(k-1) + e(k-2)] \]  

(7)

The formula (7) is the mathematical model of the incremental PID control algorithm. The incremental PID algorithm does not need to be accumulated. You only need to know the error of this time and the previous two times to obtain \( \Delta u(k) \), so the influence of error calculation is small.

### 4.2 BP Neural Network PID Control

![BP neural network PID control principle diagram](image)

Figure 3. BP neural network PID control principle diagram
Because the punctual system has the characteristics of nonlinearity and time-variability, the parameters $K_p$, $K_i$, $K_d$ of the traditional PID controller do not change with the actual situation, so it cannot achieve high-precision control. The neural network has self-learning ability to adaptively adjust to complex systems. In the PID control method based on the error back propagation method (BP) neural network, the BP neural network can adjust the weighting coefficient through its own self-learning ability, and then automatically and effectively adjust the control parameters of the PID controller. Obtain the optimal control parameters $K_p$, $K_i$, $K_d$, so that the system performance indicators reach the ideal state.

4.2.1 BP neural network structure

The BP neural network is a multi-layer feedforward neural network trained according to the error back propagation algorithm. The neural network structure includes an input layer, a hidden layer and an output layer. The reverse transmission algorithm can be divided into two parts: forward transmission and reverse feedback. The forward transmission is responsible for calculating the output value layer by layer, and the reverse feedback adjusts the weight of the network layer by layer in the reverse direction according to the output value.

![Neural network structure](image)

**Figure 4.** Neural network structure

4.2.2 BP neural network algorithm

1) Forward transmission:

Taking expected value $r(k)$, actual value $y(k)$ and error $e(k)$ as the input of neural network training, the input layer of neural network is expressed as:

$$O_l(k) = I_l \ (l = 1, 2, 3)$$

The input and output of the hidden layer of the network are expressed as:

$$I_{2m}(k) = \sum_{l=1}^{q} W_{2m} O_l$$

$$O_{2m}(k) = f(I_{2m}) = f(\sum_{l=1}^{q} W_{2m} O_l) \ (m = 1, 2, ..., q)$$

Among them, $W_{2m}$ is the weight of the hidden layer, $I_{2m}$ is the hidden layer input, and $O_{2m}$ is the hidden layer output.

In a neural network, the number of nodes in the input layer and output layer is known, and the number of nodes in the hidden layer is uncertain. The number of hidden layer nodes has an impact on the performance of the neural network. According to the empirical formula, the number of hidden layer nodes can be determined:

$$q = \sqrt{a + b + c}$$
q is the number of hidden layer nodes, a is the number of input layer nodes, b is the number of output layer nodes, and c is an adjustable constant between 1 and 10.

The Sigmoid function has the characteristics of positive symmetry and negative symmetry, as the activation function of hidden layer neurons:

\[ f(x) = \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]  

(12)

Input and output of the network output layer:

\[ I_{3n}(k) = \sum_{m=1}^{c} W_{3mn} O_{2n} \]  

(13)

\[ O_{3n}(k) = g(I_{3n}) = g(\sum_{m=1}^{c} W_{3mn} I_{2n}) \quad (n = 1, 2, 3) \]  

(14)

The nodes of the output layer of the network neuron correspond to the PID controller parameters \( K_p, K_i, K_d \), namely \( O_{31} = K_p, O_{32} = K_i, O_{33} = K_d \). Since \( K_p, K_i, K_d \) are non-negative numbers, and the Sigmoid function has non-negative characteristics, it can be selected as the activation function of the output neuron:

\[ g(x) = \frac{1}{2}(1 + \tanh(x)) = \frac{e^x}{e^x + e^{-x}} \]  

(15)

2) Backward feedback:

Select performance index function:

\[ E(k) = \frac{1}{2}[r(k) - y(k)]^2 \]  

(16)

According to the gradient descent method, the weighting coefficient of the neural network is adjusted, that is, according to the given network performance index function \( E(k) \), the negative gradient direction of the network weighting coefficient is searched and adjusted, and a global minimum inertia term is added to speed up the search convergence.

The inertia term is:

\[ \Delta W_{3mn}(k) = -\eta \frac{\partial E(k)}{\partial W_{3mn}} + \alpha \Delta W_{3mn}(k-1) \]  

(17)

In the formula, the network learning rate is represented by the symbol \( \eta \), and the inertia coefficient is represented by the symbol \( \alpha \).

\[ \frac{\partial E(k)}{\partial W_{3mn}} = \frac{\partial E(k)}{\partial y(k)} \frac{\partial y(k)}{\partial u(k)} \frac{\partial u(k)}{\partial O_{3n}(k)} \frac{\partial O_{3n}(k)}{\partial I_{3n}(k)} \frac{\partial I_{3n}(k)}{\partial W_{3mn}} \]  

(18)

\[ \frac{\partial I_{3n}(k)}{\partial W_{3mn}} = O_{2n}(k) \]  

(19)

The sign function \( \text{sgn}(\frac{\partial y(k)}{\partial u(k)}) \) is used to approximately replace the unknown quantity \( \frac{\partial y(k)}{\partial u(k)} \) by adjusting the learning rate \( \eta \) to compensate for the inaccurate effects of the calculation.

Combining all the above formulas can be obtained:

\[ \Delta W_{3mn}(k) = \alpha \Delta W_{mn}(k-1) + \eta \text{sgn}(\frac{\partial y(k)}{\partial u(k)}) \frac{\partial u(k)}{\partial O_{3n}(k)} g'(I_{3n}(k)) O_{2n}(k) \]  

(20)

\[ \delta_{3n} = \text{sgn}(\frac{\partial y(k)}{\partial u(k)}) \frac{\partial u(k)}{\partial O_{3n}(k)} g'(I_{3n}(k)) \quad (n = 1, 2, 3) \]  

(21)

\[ \Delta W_{3mn}(k) = \alpha \Delta W_{mn}(k-1) + \eta \delta_{3n} O_{2n}(k) \]  

(22)

\( \delta_{3n} \) is the error assumed on the neurons in the output layer.

Hidden layer network learning algorithm obtained weighting coefficients is:

\[ \delta_{2n} = \sum_{n=1}^{b} W_{3mn}(k) \delta_{3n} f'(I_{2n}(k)) \]  

(23)
\[ \Delta W_{2lm}(k) = \alpha W_{2lm}(k-1) + \eta \delta_{2m}O_l(k) \]

(24) \[ \delta_{3m} \] is the error assumed on the neurons in the output layer.

Finally, the establishment of BP neural network is completed by setting parameters such as learning rate and inertia coefficient.

5 Analysis of Simulation Results

In order to verify the effect of the BP neural network PID control method in the punctual control system, Matlab simulation software was used to simulate the BP neural network PID control.

Settings for BP neural network:

Using a 3-5-3 neural network structure, learning rate \( \eta = 0.25 \), inertia coefficient \( \alpha = 0.05 \), sampling interval \( t = 1 \) day, a total of 300 days. The weights \( W_{2lm} \) from the input layer to the hidden layer are set to several random numbers in the interval \([-1 \times 10^{-5}, 1 \times 10^{-5}]\), and the weights \( W_{3mn} \) from the hidden layer to the output layer are set to the interval \([-1 \times 10^{-3}, 1 \times 10^{-3}]\) Random number between, using logarithmic model plus random number to imitate the frequency change of real crystal oscillator. The input signal for tracking is 10MHz, and the crystal oscillator is a constant temperature crystal oscillator of 10MHz. The simulation results are shown in Figure 5, 6.

Figure 5. BP neural network PID control parameters

Figure 5 shows that the neural network has been adaptively adjusting PID control parameters for 300 days.

Figure 6. Input and output error of BP neural network PID control
Figure 6 and 7 seen comparison, the neural network PID control error is at most 0.8352Hz, generally not exceeding 0.8Hz, accuracy in time keeping 0.08us; However, the Kp, Ki, and Kd of ordinary PID control are fixed values and cannot be changed in real time to reduce the daily clock error. Therefore, the error may exceed 1 Hz on a certain day. It can be seen that the BP neural network PID control has a good taming effect on VCOCXO.

6 Conclusion

The comparison of the simulation results between ordinary PID control and BP neural network PID control shows that BP neural network regulation PID control is better than ordinary PID control. In the taming of VCOCXO, the traditional PID control parameters Kp, Ki, Kd cannot be adjusted by themselves and need to be determined based on experience, which will waste time. But the BP neural network PID control will adaptively adjust the three control parameters Kp, Ki, Kd during the online learning process of the BP neural network. In addition, the BP neural network has powerful real-time performance and can be controlled in time when deviations are detected. In summary, the BP neural network PID control is more effective in VCOCXO control. Therefore, the control algorithm has high value and application prospects for improving the accuracy of synchronized clock sources in terms of clock taming.
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