Predicting new superconductors and their critical temperatures using unsupervised machine learning
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We used the superconductors in the SuperCon database to construct element vectors and then perform unsupervised learning of their critical temperatures (T_c). Only the chemical composition of superconductors was used in this procedure. No physical predictors (neither experimental nor computational) of any kind were used. We achieved the coefficient of determination R^2 ≈ 0.93, which is comparable and in some cases higher than similar estimates using other artificial intelligence techniques. Based on this machine learning model, we predicted several new superconductors with high critical temperatures. We also discuss the factors that limit the learning process and suggest possible ways to overcome them.

PACS numbers: 07.05.Mh, 74.10.+v, 74.70.-b, 74.72.-h

I. INTRODUCTION

Quantum supremacy was recently achieved by Google using a superconducting microprocessor Sycamore. An avalanche of similar results is now expected. The future of superconductors has never looked brighter. However, if Sycamore and other superconducting microprocessors are to find a wider circle of users, their operating temperature will have to be increased significantly. Sycamore is made of aluminum (T_c = 1.175 K) and indium (T_c = 3.41 K) and operates at temperatures below 20 mK. Such low temperatures require a dilution refrigerator with 3He, which is exceedingly rare and expensive. This clearly illustrates the need for new superconducting materials with higher critical temperatures. However, finding new superconductors, especially with high T_c, is a very difficult endeavor.

In recent years, there has been a surge of interest in using artificial intelligence (AI), in particular machine learning (ML) and deep learning (DL), in materials physics. The idea is that by using the existing information in materials’ databases, one can predict new materials with certain desired properties. In particular, several attempts have been made in predicting the critical temperatures of superconductors, or more generally, predicting new materials with potentially high T_c. Several prominent efforts have been by Stanev et al. Hamidieh and Zeng et al. Different AI approaches were used in these papers: Stanev et al. used both classification and regression models, Hamidieh used an XGBoosted statistical model, and Zeng et al. used convolutional neural networks (CNN).

In a recent work by Zhou et al., the properties of the atoms were learned from the chemical compositions of compounds from a large database, without any additional information. Inspired by this approach, we made a similar attempt in predicting new superconducting materials and their critical temperatures. The only predictor used is the chemical composition of compounds (both superconducting and non-superconducting), which is readily available in the existing databases and does not require any post-processing. We employed what Zhou et al. called unsupervised machine learning and achieved statistical parameters comparable, and in some instances exceeding previous attempts. Below we describe in details the procedure used, and then the results of our study. We also discuss the factors that limit the learning process, most notably the wrong entries into the database.

II. SUPERCON DATABASE

SuperCon is currently the biggest and most comprehensive database of superconductors in the world. It is free and open to the public, and it has been used in almost all AI studies of superconductors. At the time when we downloaded it, it contained almost 34,000 entries. Fewer than 100 of them had errors in their chemical formulas and were removed. About 7,000 entries did not have the values of T_c reported and were also removed. The remaining 27,000 were used for our ML calculations. However, fewer than 100 entries had T_c = 0. The importance of non-superconducting compounds for AI calculations was noted previously. In order to improve the predictive power of ML models, we supplemented SuperCon database with about 3,000 non-superconducting compounds, mostly insulators, semiconductors and some non-superconducting metals and alloys. In total, our database had about 30,000 entries. There were several thousands of multiple entries which were all kept in order to improve their statistical significance. The entire database was used as the training set for both classification and regression models discussed in Sections V and VI below.

III. ELEMENT-VECTORS

Once the database was created, we parsed all the formulas and wrote the chemical content for each superconductor into a matrix which we call the chemical composition matrix. The corresponding values of T_c were written...
in a separate vector. The matrix has about 30,000 rows and 96 columns. The number of columns is determined by the elements present in the chemical formulas. The heaviest element that appears in any superconductor in the database is Curium (Z = 96) and consequently the chemical composition matrix has 96 columns. We also note that the matrix is extremely sparse, as more than 96 % of its elements are zeros.

In Figure 1 we show a very small portion (upper left corner) of the chemical composition matrix. By analogy with Ref. 9 we call the columns of the matrix element-vectors (or atom-vectors). They contain the information about the superconductors in the database and are the only predictors used in training the models.

IV. UNSUPERVISED MACHINE LEARNING

In this section we describe what was previously referred to as unsupervised machine learning. At the heart of this approach is the so-called Singular Value Decomposition (SVD), or equivalently Principle Component Analysis (PCA). Once the chemical composition matrix is formed as described above (Fig. 1), it is decomposed according to

\[ X = USV^T \] (1)

where U and V are unitary matrices, and S is a diagonal matrix whose values are called singular values. The columns of matrix U will be referred as element-eigenvectors (or atom-eigenvectors) by analogy with Ref. 12. These element-eigenvectors contain higher dimensional information about the chemical composition of superconductors, and they were used as the only predictors by ML models. The rank of the chemical composition matrix described in the previous section (Fig. 1) is 83, which indicates that one can use any number of element-eigenvectors up to 83. Our calculations indicate that with as few as 10 element-eigenvectors one can achieve significant improvements over the calculations using raw element-vectors described in the previous section.

V. CLASSIFICATION MODELS

To check the effectiveness of the procedure described above, we first constructed classification models using only element-eigenvectors as predictors. These classification models were designed for predicting whether a compound is a superconductor or not. A myriad of different training algorithms were tested, such as the Bagged Tree, Boosted Tree and Gaussian Support Vector Machines. After a number of tests, we concluded that the method called k-Nearest Neighbors (KNN) was the most consistently accurate for this particular task.

The KNN approach assumes that anything similar exists within close proximity of each other, and it depends on that assumption being true enough for the algorithm itself to be useful. In other words, KNN is designed to exploit the ideas of similarity and mathematical distances. Given a set of points and a distance function, KNN allows one to find the k closest points in that set to either a point or collection of points of interest, irrespective of any labeling. The latter group of points represent classes, and those classes, in our case, represent whether a chemical compound is non-superconducting or superconducting.

Applying the KNN method to our dimension-reduced chemical composition matrix U (Eq. 1), we were able to create a classification model that was 96.5 % accurate. This value exceeds those obtained by other AI techniques. Figure 2 shows the corresponding confusion matrix, which illustrates the need for including even more non-superconducting entries into the database.

VI. REGRESSION MODELS

One can construct the regression models using the raw element-vectors described above in Section III (Fig. 1). The values of statistical parameters achieved using these element-vectors are: the coefficient of determination \( R^2 \approx 0.90 \) and the root-mean-square error \( \text{RMSE} \approx 9.67 \text{ K} \). As good as these numbers are, they can be further improved with the help of SVD (Eq. 1). Using element-eigenvectors as the only predictors, we also constructed our regression models. A number of different training methods were then performed on them, such as Exponential Gaussian Process Elimination, Fine Tree, Boosted Tree, as well as a Gaussian Support Vector Machine (SVM). Of these methods, however, an algorithm known as the Bagged Tree was the most accurate on a consistent basis in predicting the values of \( T_c \) for our input compounds.

The Bagged Tree method is a variant of Random Forests algorithms. It combines multiple decision trees in order to output better predictions - a stark contrast from just creating one decision tree. The underlying theory for this technique is that multiple weak learners should be able to combine into a much more robust form. Typically, with ML algorithms involving decision trees, altering the training data in any way can yield completely different trees, thus yielding completely different predictions. The method of bagging is designed to help greatly mitigate the high-variance nature of these decision trees. The only parameter associated with this technique is the size of the training data, corresponding to the number of trees to include in the bagging process.

Applying the Bagged Tree algorithm to our dimension-reduced chemical composition matrix, we were able to create a regression model that achieved \( R^2 \approx 0.93 \) and RMSE \( \approx 8.91 \text{ K} \). These values of \( R^2 \) and RMSE are comparable and in some cases higher than the values Stanev et al., Hamidieh, and Zeng et al. achieved using their respective training algorithms. In Figure 3 below we display the results of our calculations. The values of pre-
FIG. 1: (Color online). Upper left corner of the chemical composition matrix. The size of the whole matrix is (approximately) 30,000 × 96: (approximately) 30,000 entries in the database and 96 elements. The columns of the matrix represent element-vectors that we used as the only predictors in our calculations.

|    | H    | He   | Li | Be  | B    | C | O | N |   |
|----|------|------|----|-----|-----|---|---|---|---|
| H  | 0.04 |      |    |     |     |   |   |   |   |
| H2 | 0.3  | 1    |    |     | 13  |   |   |   |   |
| N  |      |      |    |     | 6   | 2 |   |   |   |
| BC | 1    | 1    |    |     | 0.99|   |   |   |   |

FIG. 2: (Color online). A confusion matrix for the classification model. The overall accuracy is 96.5 %.

Predicted class

| Actual class | Superconductor | Non-superconductor |
|--------------|----------------|-------------------|
|              | 3,526          | 719               |
|              | 339            | 25,486            |

FIG. 3: (Color online). A plot of predicted $T_c$ versus actual $T_c$. The achieved statistical parameters are $R^2 \approx 0.93$ and $\text{RMSE} \approx 8.91$ K.

predicted $T_c$ are plotted as a function of actual $T_c$ for all 30,000 compounds in the SuperCon database. We notice that plot does not reveal any systematic offsets, and vast majority of the data points are clustered around a line with unit slope (red line) in the ±8.91 K range (green lines). The outliers that appear in Figure 3 could be due to incorrect initial values of $T_c$, which are discussed in more detail in Section VIII below.

VII. PREDICTIONS

Using our best model (Fig. 3) we also make predictions of new superconducting materials. For that purpose we downloaded the entire Crystallography Open Database (COD)\textsuperscript{17}, which contains about 37,000 inorganic compounds and alloys from which we make predictions. Not surprisingly, most compounds predicted to have a relatively high $T_c$ are oxides\textsuperscript{6}. Some of them are listed in Table I. Interestingly, our calculations are predict a number of non-oxide and non-iron based materials with $T_c$ in the range 40–60 K. Some of the most promising examples are also listed in Table I\textsuperscript{18}.

We also included in this analysis the materials previously predicted to be superconducting by Stanev et.al\textsuperscript{6} (without $T_c$) and Zeng et.al\textsuperscript{8}. We find some of them to be superconducting with almost the same $T_c$. For example, Zeng et.al\textsuperscript{8} predicted BaCu$_3$Br$_3$O$_4$ to be superconducting with $T_c$ of 60 K, which is the same $T_c$ that we predicted. On the other hand, Zeng et.al. found Na$_3$(TiS$_2$)$_{10}$ to be superconducting with $T_c= 40.71$ K, which we found to be non-superconducting. This illus-
In summary, we used unsupervised machine learning to make predictions of new compounds that are possibly superconducting and their critical temperatures \( T_c \). Using only the chemical composition of superconductors from the SuperCon database we created a number of models and achieved \( R^2 \approx 0.93 \) and \( \text{RMSE} \approx 8.91 \) K. These statistical parameters are comparable and in some cases exceed those obtained with other AI studies that used a number of physical predictors (both experimental and computational).

Our results indicate that one does not need predictors such as the number of valence electrons, electronegativity, covalent radius, electron affinity or the number of unfilled orbits to achieve significant predictive power. We argue that those predictors are not directly relevant for superconductivity and that is the reason they did not lead to any significant improvements of statistical parameters (\( R^2 \) and \( \text{RMSE} \)). We suggest that physical predictors more closely related to superconductivity should be used. Those include, for example, normal state resistivity (or conductivity), superfluid density (or penetration depth), band structure features, Fermi energy, etc. They have been shown to be closely related to \( T_c \) and, in our opinion, would lead to improved models. Unfortunately there is currently no comprehensive database that contains the values of these parameters for a large number of superconductors. SuperCon does have some of them, such as the penetration depth, critical fields, energy gap, etc. However, the number of entries with these values reported is too small for any meaningful AI calculations. For example, the values of the penetration depth or the energy gap are reported for fewer than 1,200 superconductors in the SuperCon.

We also showed that the limiting factor for achieving higher predicting power is the quality of entries in the SuperCon database. If the number of wrong entries can be reduced in the future, for example by human curation, then the predictive power of ML models will inevitably be improved.

Using our best models, we also made predictions of new superconductors and their \( T_c \)’s. Running the models on inorganic compounds from the COD database we have identified a number of materials that are potentially superconducting, with relatively high \( T_c \).
transport and/or thermodynamic measurements will determine how accurate any of these ML predictions [9, 10, 11] are.