EFFICIENT INVARIANT ENERGY QUADRATIZATION AND SCALAR AUXILIARY VARIABLE APPROACHES WITHOUT BOUNDED BELOW RESTRICTION FOR PHASE FIELD MODELS.
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Abstract. Recently introduced invariant energy quadratization (IEQ) and scalar auxiliary variable (SAV) approaches have proven to be very powerful ways to construct energy stable schemes for phase field models. Both methods require an assumption which the energy potential or energy is bounded from below. Under this assumption, a positive constant $C$ need to be added to keep the square root reasonable. However, it seems that it maybe more reasonable in both physics and mathematics if the energy potential or energy is arbitrary. Furthermore, if the bounded value from below is not obvious exactly, we are not easy to give a proper constant $C$ before calculation. In this paper, by adding a positive preserving function ($M(\phi)$ in IEQ and $E_0(\phi)$ in SAV ) instead of the positive constant in square root, we can improve this situation. The main contribution of this article is we proved that the positive preserving function can always be found for polynomial type $F(\phi)$. We also proved the unconditional energy stability for all semi-discrete schemes carefully and rigorously. A comparative study of classical IEQ, SAV, MIEQ and MSAV approaches is considered to show the accuracy and efficiency. Finally, we present various 2D numerical simulations to demonstrate the stability and accuracy.
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1. Introduction. Many researches [21, 16, 17, 22, 25, 26] show that phase field models are very effective methods in solidification tissue simulation and have been applied to mathematics, mechanics, materials science and other fields. For instance, the Allen-Cahn model [2, 21, 29, 30], Cahn-Hilliard model [7, 10, 21, 18, 20, 24, 29, 31], phase field crystal model [11, 12, 13, 14, 15, 23, 28] have been studied in numerical simulation by many scholars. In general, the phase field model can be modeled by gradient flow from the energetic variation of the energy functional $E(\phi)$:

$$
\frac{\partial \phi}{\partial t} = G \frac{\delta E}{\delta \phi},
$$

where $\frac{\delta E}{\delta \phi}$ is variational derivative. $G$ is a non-positive operator.

Usually, the free energy functional $E(\phi)$ contains a quadratic term and a integral term of a nonlinear functional, which can be written explicitly as follows [19]

$$
E(\phi) = (\phi, L\phi) + E_1(\phi),
$$

where $L$ is a symmetric non-negative linear operator and $E_1(\phi)$ is nonlinear but with only lower-order derivatives than $L$.

Researchers found that there are many advantages in the phase field models from the mathematical point of view. Specially, since the phase field models are usually energy stable and well-posed, which are based on the energy variational approach, it is possible to perform effective numerical analysis and carry out reliable and accurate computer simulations. The significant goal is to preserve the energy stable property at the discrete level irrespectively of the coarseness of the discretization in time and space. Schemes with this property are extremely preferred for solving diffusive systems due to the fact that it is not only critical for the numerical scheme to capture the correct long time dynamics of the system, but also sufficient flexible for dealing with the stiffness issue. Therefore, one of essential ideas of numerical methods for phase field equations is to hold severe stability restriction on the time step. Up to now, many scholars considered many efficient numerical approaches to construct energy stable schemes for phase field models. For example, one of popular approaches is the convex splitting method which was introduced by [21, 23]. Another widely used approach is the linear stabilized scheme which can be found in [21, 29]. Recently, the invariant energy
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quadratization (IEQ) and the scalar auxiliary variable (SAV) approach which were proposed by [20, 27] have been proven to be very powerful ways to construct energy stable schemes.

The core idea of the IEQ approach is to transform the nonlinear potential into a simple quadratic form. This transformation makes the nonlinear term much easier to handle. What’s more, the derivative of the quadratic polynomial is linear, one only needs to solve the linear equations with constant coefficients at each time step. This method needs to assume $F(\phi)$ is bounded from below where $\int_{\Omega} F(\phi) d\mathbf{x} = E_1(\phi)$. It means that there is a constant $C > 0$ to satisfy $F(\phi) + C > 0$. Introduce an auxiliary function as follows

$$q(x, t; \phi) = \sqrt{F(\phi) + C}.$$ 

Then, a equivalent system of phase field model can be rewritten as follows

$$\begin{aligned}
\frac{\partial \phi}{\partial t} &= G\mu, \\
\mu &= \mathcal{L}\phi + \frac{q}{\sqrt{F(\phi) + C}} F'(\phi), \\
q_t &= \frac{F'(\phi)}{2\sqrt{F(\phi) + C}} \phi_t.
\end{aligned}$$

Taking the inner products of the above equations with $\mu, \phi_t$ and $2q$, respectively, It is easy to obtain that the above equivalent system satisfies a modified energy dissipation law:

$$\frac{d}{dt} \left[ (\phi, \mathcal{L}\phi) + \int_{\Omega} q^2 d\mathbf{x} \right] = (G\mu, \mu) \leq 0.$$

Let $N > 0$ be a positive integer and set

$$\Delta t = T/N, \quad t^n = n\Delta t, \quad \text{for} \quad n \leq N.$$

Throughout the paper, we use $C$, with or without subscript, to denote a positive constant, which could have different values at different appearances.

A second-order scheme based on the Crank-Nicolson method, reads as follows

$$\begin{aligned}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= G\mu^{n+1/2}, \\
\mu^{n+1/2} &= \mathcal{L} \left( \frac{\phi^{n+1} + \phi^n}{2} \right) + \frac{q^{n+1} + q^n}{2\sqrt{F(\tilde{\phi}^{n+1/2}) + C}} F'(\tilde{\phi}^{n+1/2}), \\
\frac{q^{n+1} - q^n}{\Delta t} &= \frac{F'(\tilde{\phi}^{n+1/2})}{2\sqrt{F(\tilde{\phi}^{n+1/2}) + C}} \frac{\phi^{n+1} - \phi^n}{\Delta t},
\end{aligned}$$

where $\tilde{\phi}^{n+\frac{1}{2}}$ is any explicit $O(\Delta t^2)$ approximation for $\phi(t^{n+\frac{1}{2}})$, which can be flexible according to the problem.

In IEQ approach, $F(\phi) + C > 0$ may not hold for some physically interesting models. Shen et. al. [19, 20] considered a SAV approach, which inherits all advantages of IEQ approach but also overcome most of its shortcomings. Assuming that $E_1(\phi) + C > 0$, then, we introduce a scalar auxiliary variable $r(t) = \sqrt{E_1(\phi) + C}$. Similarly, an equivalent system of phase field model can be rewritten as follows

$$\begin{aligned}
\frac{\partial \phi}{\partial t} &= G\mu, \\
\mu &= \mathcal{L}\phi + \frac{r}{\sqrt{E_1(\phi) + C}} U(\phi), \\
r_t &= \frac{1}{2\sqrt{E_1(\phi) + C}} \int_{\Omega} U(\phi) \phi_t d\mathbf{x},
\end{aligned}$$
where \( U(\phi) = \frac{\delta E_1}{\phi} \).

Taking the inner products of the above equations with \( \mu, \phi_t \) and \( 2r \), respectively, we also obtain that the above equivalent system satisfies a modified energy dissipation law:

\[
\frac{d}{dt} \left[ (\phi, \mathcal{L}\phi) + r^2 \right] = (\mathcal{G}\mu, \mu) \leq 0.
\]

A second-order scheme based on the Crank-Nicolson method, reads as follows

\[
\begin{align*}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= \mathcal{G} \mu^{n+1/2}, \\
\mu^{n+1/2} &= \mathcal{L} \left( \frac{\phi^{n+1} + \phi^n}{2} \right) + \frac{r^{n+1} + r^n}{2} \sqrt{E_1(\phi^{n+1/2}) + C} U(\tilde{\phi}^{n+1/2}), \\
\frac{r^{n+1} - r^n}{\Delta t} &= \frac{1}{2\sqrt{E_1(\tilde{\phi}^{n+1/2}) + C}} \int_{\Omega} U(\tilde{\phi}^{n+1/2}) \phi^{n+1} - \phi^n \, dx.
\end{align*}
\]

We notice that both IEQ and SAV methods require that the square root functions are bounded from below. Furthermore, to keep the square root reasonable, a positive constant \( C \) need to be added. It seems that it may be more reasonable in both physics and mathematics if the square root functions have not bounded below restriction. What’s more, if we do not know the bounded value from below exactly, it is not easy to give a proper constant \( C \). For example, in the last section of this paper, if \( 0 \leq C \leq 10000 \) in SAV method for example 4, it will not be successful to obtain expected convergence rates. What we have to do is to give a very big parameter \( C \) for example 4, it will not be successful to obtain expected convergence rates. What we have to do is to give a very big parameter \( C \) from the beginning. However, too big constant \( C \) will influence the accuracy partly. Furthermore, we notice that if the nonlinear term is too strong, both IEQ and SAV approaches may require restrictive time steps for accuracy. It seems that if we only put either functional \( F(\phi) + C \) or \( E_1(\phi) + C \) in square root, the simulated environment needs to be severely limited in some cases. For example, in [20], the authors considered SAV approach to construct efficient and accurate time discretization schemes for Cahn-Hilliard model, a stabilization needs to be added to improve this situation. In this paper, we try to find some efficient procedure to replace \( C \). We notice that if we change functional \( F(\phi) \) or \( E_1(\phi) \) in square root to be \( \tilde{F}(\phi) \) or \( \tilde{E}_1(\phi) \) where \( \tilde{F}(\phi) \geq 0 \) or \( \tilde{E}_1(\phi) \geq 0 \) strictly, we will not need to add a positive constant \( C \) to keep the square root reasonable. Define

\[
\tilde{F}(\phi) = F(\phi) + M(\phi), \quad \tilde{E}_1(\phi) = E_1(\phi) + E_0(\phi)
\]

In this paper, we aim to find reasonable functional \( M(\phi) \) and \( E_0(\phi) \) to make \( \tilde{F}(\phi) \geq 0 \) or \( \tilde{E}_1(\phi) \geq 0 \) strictly. The main contribution of this article is that we can prove that the positive preserving function can always be found for polynomial type \( F(\phi) \). In addition, we consider a general way to improve the positivity of the coefficient matrix by adding a stabilization to make the situation better for large time steps.

The paper is organized as follows. In Sect.2, we consider modified IEQ approach for phase field model by finding reasonable functional \( M(\phi) \). In Sect.3, an efficient procedure is considered to construct a modified SAV approach for phase field model by finding proper \( E_0(\phi) \). In Sect.4, general stabilized IEQ and SAV approaches for phase field model are considered to make the situation better for large time steps. In Sect.5, various 2D numerical simulations are demonstrated to verify the accuracy and efficiency of our proposed schemes.

2. Modified IEQ approach for phase field model. In this section, we try to propose modified IEQ approach for phase field model by finding reasonable functional \( M(\phi) \) in (1.6) to make \( \tilde{F}(\phi) \geq 0 \). We observe that the main reason of the shortcoming of IEQ approach is that the functional \( F(\phi) \) in the auxiliary variable \( q(x, t; \phi) \) is not a positive preserving function in some cases. In practice, it requires that the free energy density \( F(\phi) \) is bounded from below, and this may not hold for all values of \( \phi \) in some cases. Adding a positive constant \( C \) in \( q(x, t; \phi) \) is a suitable but not a good way to improve this shortcoming. It seems that it maybe more reasonable if the scheme is not depend on \( C \). What’s more, if we do not know the bounded
value from below exactly, it is very hard to give a proper constant \( C \). It is obviously unreasonable and low efficiency to give \( C \) during the calculation. Sometimes very big parameter \( C \) is needed otherwise we can not simulate the phenomenon correctly. Using the definition of \( \tilde{F}(\phi) \) in (1.6), we redefine

\[
q(x, t; \phi) = \sqrt{\tilde{F}(\phi) + \kappa}.
\]

where \( \kappa \) is an arbitrary sufficiently small enough non-negative constant just to ensure \( \frac{1}{\sqrt{\tilde{F}(\phi) + \kappa}} \neq \infty \) strictly. In most cases, we can choose \( \kappa = 0 \).

We rewrite the phase field model as follows:

\[
\begin{aligned}
\frac{\partial \phi}{\partial t} &= \mathcal{G} \mu \\
\mu &= \mathcal{L} \phi + \frac{q}{\sqrt{\tilde{F}(\phi) + \kappa}} [F'(\phi) + M'(\phi)] - M'(\phi), \\
q_t &= \frac{F'(\phi) + M'(\phi)}{2\sqrt{\tilde{F}(\phi) + \kappa}} \phi_t.
\end{aligned}
\]

(2.1)

2.1. Double IEQ approach for nonlinear \( M'(\phi) \). For above system, we can use double IEQ approach to discrete the equivalent formulation if the function \( M'(\phi) \) is nonlinear. Define a second auxiliary function as \( u(x, t; \phi) = \sqrt{\tilde{M}(\phi) + \kappa} \). The phase field model (2.1) can be rewritten as follows

\[
\begin{aligned}
\frac{\partial \phi}{\partial t} &= \mathcal{G} \mu \\
\mu &= \mathcal{L} \phi + \frac{q}{\sqrt{\tilde{F}(\phi) + \kappa}} \tilde{F}'(\phi) - \frac{u}{\sqrt{\tilde{M}(\phi) + \kappa}} M'(\phi), \\
q_t &= \frac{\tilde{F}'(\phi)}{2\sqrt{\tilde{F}(\phi) + \kappa}} \phi_t, \\
u_t &= \frac{M'(\phi)}{2\sqrt{\tilde{M}(\phi) + \kappa}} \phi_t.
\end{aligned}
\]

(2.2)

Taking the inner products of the above equations with \( \mu, \phi_t, 2q \) and \( 2u \), respectively, we obtain the following energy dissipation law:

\[
\frac{d}{dt} \left[ \mathbf{\phi}^T \mathcal{L} \mathbf{\phi} + \int_\Omega q^2 - u^2 d\mathbf{x} \right] = \frac{d}{dt} \left[ \mathbf{\phi}^T \mathcal{L} \mathbf{\phi} + \int_\Omega F(\phi) d\mathbf{x} \right] = \frac{dE}{dt} = (\mathcal{G} \mu, \mu) \leq 0.
\]

It means that the above energy dissipation law is totally same with the original one.

**Theorem 2.1.** If the nonlinear energy density function \( F(\phi) \) is polynomial type such as \( F(\phi) = \sum_{k=1}^n a_k \phi^k \), then, a positive functional \( M(\phi) \) can always be found to make \( \tilde{F}(\phi) = F(\phi) + M(\phi) > 0 \) for any \( \phi \neq 0 \).

**Proof.** The energy density function \( F(\phi) \) can be expressed as follows

\[
F(\phi) = \sum_{k=1}^n a_k \phi^k = \sum_{k=1}^{m_1} a_{2k} \phi^{2k} + \sum_{k=1}^{m_2} a_{2k-1} \phi^{2k-1}.
\]

(2.3)

for any \( a_{2k-1} \phi^{2k-1} \), we have

\[
a_{2k-1} \phi^{2k-1} = a_{2k-1} \phi^{2k-1} + \frac{1}{2} |a_{2k-1}| |\phi^{2k}| + \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}| - \frac{1}{2} |a_{2k-1}| |\phi^{2k}| - \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}|
\]

(2.4)

\[
= \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}| \left( \phi^2 + \frac{a_{2k-1}}{|a_{2k-1}|} |\phi| + 1 \right) - \frac{1}{2} |a_{2k-1}| |\phi^{2k}| - \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}|
\]

\[
= \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}| \left( \phi + \frac{a_{2k-1}}{|a_{2k-1}|} |\phi| \right)^2 - \frac{1}{2} |a_{2k-1}| |\phi^{2k}| - \frac{1}{2} |a_{2k-1}| |\phi^{2(k-1)}|.
\]
Define the following coefficients $b_n$:

$$b_n = \begin{cases} 0, & a_n = 0, \\ 0, & a_{2k} > 0, \ n = 2k, \\ -a_{2k}, & a_{2k} < 0, \ n = 2k \\ -a_{2k-1}, & a_{2k} \neq 0, \ n = 2k - 1. \end{cases}$$

(2.5)

The positive functional $M(\phi)$ can be defined as follows:

$$M(\phi) = \sum_{k=1}^{m_1} b_{2k} \phi^{2k} + \frac{1}{2} \sum_{k=1}^{m_2} |b_{2k-1}| \phi^{2(k-1)}(\phi^2 + 1).$$

(2.6)

It is obviously that $M(\phi) > 0$ for any $\phi \neq 0$.

Combining the equations (2.4)-(2.6) with (2.3), we can obtain

$$\tilde{F}(\phi) = F(\phi) + M(\phi) = \sum_{k=1}^{m_1} (a_{2k} + b_{2k}) \phi^{2k} + \frac{1}{2} \sum_{k=1}^{m_2} |a_{2k-1}| \phi^{2(k-1)} \left( \phi + \frac{a_{2k-1}}{|a_{2k-1}|} \right)^2.$$

(2.7)

For any $\phi \neq 0$, we have $\tilde{F}(\phi) > 0$. □

A second-order scheme based on the Crank-Nicolson method for (2.2), reads as:

$$\begin{align*}
\frac{\phi^{n+1} - \phi^n}{\Delta t} & = G \mu^{n+1/2}, \\
\mu^{n+1/2} & = \mathcal{L} \left( \frac{\phi^{n+1} + \phi^n}{2} \right) + \frac{q^{n+1} + q^n}{2} \sqrt{\tilde{F}(\phi^{n+1/2}) + \kappa} - \frac{u^{n+1} + u^n}{2} M'(\phi^{n+1/2}), \\
\frac{q^{n+1} - q^n}{\Delta t} & = 2 \sqrt{\tilde{F}(\phi^{n+1/2}) + \kappa} \frac{M'(\phi^{n+1/2})}{\phi^{n+1} - \phi^n} \frac{\phi^{n+1} - \phi^n}{\Delta t}, \\
\frac{u^{n+1} - u^n}{\Delta t} & = 2 \sqrt{\tilde{F}(\phi^{n+1/2}) + \kappa} \frac{M'(\phi^{n+1/2})}{\phi^{n+1} - \phi^n} \frac{\phi^{n+1} - \phi^n}{\Delta t},
\end{align*}$$

(2.8)

where $\tilde{\phi}^{n+\frac{1}{2}}$ is any explicit $O(\Delta t^2)$ approximation for $\phi(t^{n+\frac{1}{2}})$, which can be flexible according to the problem. Here, we choose $\tilde{\phi}^{n+\frac{1}{2}} = (3\phi^n - \phi^{n-1})/2$ for $n > 0$. For $n = 0$, we compute $\tilde{\phi}^{\frac{1}{2}}$ by using the following simple scheme:

$$\tilde{\phi}^{\frac{1}{2}} - \phi^0 \left( \frac{\Delta t}{2} \right) = \mathcal{G} \left( \mathcal{L} \tilde{\phi}^{\frac{1}{2}} + F'(\phi^0) \right).$$

Theorem 2.2. The multiple IEQ-CN scheme (2.8) for the phase field system is unconditionally energy stable in the sense that

$$E_{IEQ-CN}^{n+1} - E_{IEQ-CN}^n \leq \Delta t (G \mu^{n+1/2}, \mu^{n+1/2}) \leq 0,$$

where the modified discrete version of the energy (1.1) is defined by

$$E_{IEQ-CN}^n = \frac{1}{2} (\mathcal{L} \phi^n, \phi^n) + \|q^n\|^2 - \|u^n\|^2.$$

By taking the inner products with $\Delta t \mu^{n+1/2}$, $(\phi^{n+1} - \phi^n)$, $\Delta t (q^{n+1} + q^n)$ and $\Delta t (u^{n+1} + u^n)$ for the four equations in scheme (2.8) respectively and some simple calculations, it is not difficult to obtain the proof.
2.2. IEQ approach for linear $M'(\phi)$. We notice that if $M'(\phi)$ is a linear function, it will be easy to compute by IEQ approach. For some polynomial functional $F(\phi) = \sum_{k=1}^{M} a_k \phi^k$, if $a_j < 0$, we can always choose a positive constant $S_j = -a_j$ to make $S_j \phi^2 + a_k \phi^k = -a_j \phi^2 (1 - \phi^{k-2}) \geq 0$. Thus, a reasonable formulation is $M(\phi) = S \phi^2$. By choosing proper positive constant $S$, we can always make sure $F(\phi) + S \phi^2 \geq 0$ for all $\phi$ in all intervals. And what’s more, $M'(\phi) = 2S \phi$ is linear with respect to $\phi$.

A second-order scheme based on the Crank-Nicolson method, reads as follows:

\begin{align}
\begin{aligned}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= \frac{\Delta t}{\mu^{n+1/2}} G \phi^{n+1/2}, \\
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= \frac{\Delta t}{\mu^{n+1/2}} \mathcal{L} \left( \frac{\phi^{n+1} + \phi^n}{2} \right) + \frac{q^{n+1} + q^n}{2 \sqrt{\mathcal{F}(\phi^{n+1/2}) + \kappa}} \mathcal{F}'(\phi^{n+1/2}) - 2S \phi^{n+1/2}, \\
\frac{q^{n+1} - q^n}{\Delta t} &= \frac{\Delta t}{\mu^{n+1/2}} \frac{\phi^{n+1} - \phi^n}{2 \sqrt{\mathcal{F}(\phi^{n+1/2}) + \kappa}} \\
&\quad - \frac{1}{2} \mathcal{L} \left( \frac{\phi^{n+1} + \phi^n}{2} \right) \mathcal{F}'(\phi^{n+1/2}, \phi^{n+1} - \phi^n) + \frac{1}{2} \mathcal{L} \phi^{n+1}, \\
&\quad - \frac{1}{2} \mathcal{L} \phi^n - 2S(\phi^{n+1/2}, \phi^{n+1} - \phi^n),
\end{aligned}
\end{align}

where $\phi^{n+\frac{1}{2}}$ can also be obtained as before.

**Theorem 2.3.** The MIEQ-CN scheme (2.10) for the phase field system is unconditionally energy stable in the sense that

\begin{equation}
E_{MIEQ}^{n+1} - E_{MIEQ}^n \leq \Delta t (G \mu^{n+1/2}, \mu^{n+1/2}),
\end{equation}

where the modified discrete version of the energy (1.1) is defined by

\begin{equation}
E_{MIEQ}^n = \frac{1}{2} \left( \mathcal{L} \phi^n, \phi^n \right) + \frac{1}{2} \|q^n\|_r^2 + \frac{S}{2} \|\phi^n - \phi^{n-1}\|^2 - S \|\phi^n\|^2, \quad n \geq 1,
\end{equation}

and

\begin{equation}
E_{MIEQ}^0 = \frac{1}{2} \left( \mathcal{L} \phi^0, \phi^0 \right) + \frac{1}{2} \|q^0\|_r^2 - S \|\phi^0\|^2.
\end{equation}

**Proof.** For $n \geq 1$, by taking the inner products with $\Delta t \mu^{n+1/2}$, $(\phi^{n+1} - \phi^n)$, and $\Delta t (q^{n+1} + q^n)$ for the three equations in scheme (2.10) respectively and some simple calculations, we obtain

\begin{equation}
(\phi^{n+1} - \phi^n, \mu^{n+1/2}) = \Delta t (G \mu^{n+1/2}, \mu^{n+1/2}) \leq 0,
\end{equation}

\begin{equation}
(\phi^{n+1} - \phi^n, \mu^{n+1/2}) = \frac{q^{n+1} + q^n}{2 \sqrt{\mathcal{F}(\phi^{n+1/2}) + \kappa}} \mathcal{F}'(\phi^{n+1/2}, \phi^{n+1} - \phi^n) + \frac{1}{2} \mathcal{L} \phi^{n+1},
\end{equation}

and

\begin{equation}
\|q^{n+1}\|_r^2 - \|q^n\|_r^2 = \frac{q^{n+1} + q^n}{2 \sqrt{\mathcal{F}(\phi^{n+1/2}) + \kappa}} \mathcal{F}'(\phi^{n+1/2}, \phi^{n+1} - \phi^n).
\end{equation}

Applying the following identity

\[-(x - y, 3y - z) = \frac{1}{2} |x - y|^2 - \frac{1}{2} |y - z|^2 - |x|^2 + |y|^2 + \frac{1}{2} |x - 2y + z|^2,
\]
and let $x = \phi^{n+1}$, $y = \phi^n$, $z = \phi^{n-1}$ and notice that \( E_{\text{IEQ}} \) in (1.6), we redefine $C$ in IEQ approach. We consider a proper procedure to replace $C$ is also an arbitrary sufficiently small enough non-negative constant just to ensure $E(\phi + \kappa) \neq \infty$ strictly.

Then, an equivalent system of phase field model can be rewritten as follows

\[
\begin{align*}
\frac{\partial \phi}{\partial t} &= \mathcal{G}\mu \\
\mu &= \mathcal{L}\phi + \frac{r}{\sqrt{E(\phi) + \kappa}}[U(\phi) + V(\phi)] - V(\phi), \\
r_t &= \frac{1}{2\sqrt{E(\phi) + \kappa}} \int_{\Omega} [U(\phi) + V(\phi)] \phi \, dx,
\end{align*}
\]

where $V(\phi) = \frac{\delta E_0}{\delta \phi}$.
3.1. Double SAV approach for nonlinear functional \( V(\phi) \). we consider the double scalar auxiliary variable approach to deal with above equivalent system. The double SAV approach is one of MSAV approach which was first developed in [6] to give numerical scheme with unconditional energy stability for the phase-field vesicle membrane model which cannot be effectively handled with SAV method. Define a new scalar auxiliary variable

\[
m(t) = \sqrt{E_0(\phi)} + \kappa.
\]

For the sake of brevity, we let \( \tilde{U}(\phi) = U(\phi) + V(\phi) \). The system (3.1) can be rewritten as the following equivalent formulation:

\[
\begin{align*}
\frac{\partial \phi}{\partial t} & = G\mu, \\
\mu & = \mathcal{L}\phi + \frac{r + m}{\sqrt{E(\phi)} + \kappa} \tilde{U}(\phi) - \frac{m}{\sqrt{E_0(\phi)} + \kappa} V(\phi), \\
r_t & = \frac{1}{2\sqrt{E(\phi)} + \kappa} \int_{\Omega} \tilde{U} \phi_t d\mathbf{x}, \\
m_t & = \frac{1}{2\sqrt{E_0(\phi)} + \kappa} \int_{\Omega} V(\phi) \phi_t d\mathbf{x}.
\end{align*}
\]

(3.2)

Taking the inner products of the above equations with \( \mu, \phi_t, 2r \) and \( 2m \), respectively, we also obtain that the above equivalent system satisfies the following energy dissipation law:

\[
\frac{d}{dt} \left[ (\phi, \mathcal{L}\phi) + r^2 - m^2 \right] = \frac{d}{dt} \left[ (\phi, \mathcal{L}\phi) + \tilde{E}(\phi) - E_0(\phi) \right] = \frac{d}{dt} [(\phi, \mathcal{L}\phi) + E_1(\phi)] = \frac{dE}{dt} = (G\mu, \mu) \leq 0.
\]

It means that the above energy dissipation law is totally same with the original one.

A semi-implicit MSAV scheme based on the second order backward differentiation formula (BDF2) for (3.2) reads as: for \( n \geq 1, \)

\[
\begin{align*}
\frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} & = G\mu^{n+1}, \\
\mu^{n+1} & = \mathcal{L}\phi^{n+1} + \frac{r^{n+1}}{\sqrt{E(\phi^{n+1})} + \kappa} \tilde{U}(\phi^{n+1}) - \frac{m^{n+1}}{\sqrt{E_0(\phi^{n+1})} + \kappa} V(\phi^{n+1}), \\
3\phi^{n+1} - 4\phi^n + \phi^{n-1} & = \frac{1}{2\Delta t} \int_{\Omega} \tilde{U}(\phi^{n+1}) \phi^{n+1} - 4\phi^n + \phi^{n-1} d\mathbf{x}, \\
3m^{n+1} - 4m^n + m^{n-1} & = \frac{1}{2\Delta t} \int_{\Omega} V(\phi^{n+1}) \phi^{n+1} - 4\phi^n + \phi^{n-1} d\mathbf{x},
\end{align*}
\]

(3.3)

where \( \phi^{n+1} \) is any explicit \( O(\Delta t^2) \) approximation for \( \phi(t^{n+1}) \), which can be flexible according to the problem. Here, we choose \( \phi^{n+1} = 2\phi^n - \phi^{n-1} \). For \( n = 0 \), we have

\[
\begin{align*}
\frac{\phi^1 - \phi^0}{\Delta t} & = G\mu^1, \\
\mu^1 & = \mathcal{L}\phi^1 + \frac{r^1}{\sqrt{E(\phi^1)} + \kappa} \tilde{U}(\phi^1) - \frac{m^1}{\sqrt{E_0(\phi^1)} + \kappa} V(\phi^1), \\
\frac{r^1 - r^0}{\Delta t} & = \frac{1}{2\sqrt{E(\phi^1)} + \kappa} \int_{\Omega} \tilde{U}(\phi^1) \frac{\phi^1 - \phi^0}{\Delta t} d\mathbf{x}, \\
\frac{m^1 - m^0}{\Delta t} & = \frac{1}{2\sqrt{E_0(\phi^1)} + \kappa} \int_{\Omega} V(\phi^1) \frac{\phi^1 - \phi^0}{\Delta t} d\mathbf{x},
\end{align*}
\]

(3.4)
where \( \tilde{\phi}^1 \) can be obtained by the following scheme:

\[
\frac{\tilde{\phi}^1 - \phi^0}{(\Delta t)} = \mathcal{G} \left( \mathcal{L}\tilde{\phi}^1 + U(\phi^0) \right).
\]

**Theorem 3.1.** The MSAV-BDF scheme (3.3) for the phase field system is unconditionally energy stable in the sense that

\[(3.5)\]

\[E_{\text{MSAV}}^{n+1} - E_{\text{MSAV}}^n \leq 2\Delta t (\bar{G}\mu^{n+1}, \mu^{n+1}) \leq 0,\]

where the modified discrete version of the energy (1.1) is defined by

\[E_{\text{MSAV}}^n = \frac{1}{2} (\mathcal{L}\phi^n, \phi^n) + \frac{1}{2} ||r^n||^2 - \frac{1}{2} ||m^n||^2, \]

and

\[E_{\text{MSAV}}^1 = \frac{1}{2} \left[ (\mathcal{L}\phi^1, \phi^1) + ||r^1||^2 - ||m^1||^2 - ||2m^1 - m^0||^2 \right].\]

**Proof.** By taking the inner products with \( 2\Delta t\mu^{n+1}, (3\phi^{n+1} - 4\phi^n + \phi^{n-1}), 2r^{n+1} \) and \( 2m^{n+1} \) for the four equations in scheme (3.3) respectively and using the following identity

\[(x, 3x - 4y + z) = \frac{1}{2} (|x|^2 + |2x - y|^2 - \frac{1}{2} (|y|^2 + |2y - z|^2) + \frac{1}{2} |x - 2y + z|^2,\]

it is not difficult to obtain the proof. \( \square \)

**3.2. SAV approach for linear functional** \( V(\phi) \). Next, we try to find a suitable \( E_0(\phi) \). We notice that if a proper positive functional \( E_0(\phi) \) makes \( V(\phi) \) to be linear about \( \phi \), the model (3.2) will be able to be handled by SAV approach directly. Similar to the IEQ approach in above section, we can choose

\[E_0(\phi) = S \int_\Omega \phi^2 dx.\]

The functional \( V(\phi) \) will be

\[V(\phi) = \frac{\delta E_0}{\delta \phi} = 2S\phi.\]

Then, an equivalent system of phase field model (3.1) can be rewritten as follows

\[(3.6)\]

\[
\begin{align*}
\frac{\partial \phi}{\partial t} &= \mathcal{G}\mu \\
\mu &= \mathcal{L}\phi + \frac{r}{\sqrt{E(\phi) + \kappa}} \tilde{U} - 2S\phi, \\
r_t &= \frac{1}{2\sqrt{E(\phi) + \kappa}} \int_\Omega \tilde{U}\phi_t dx,
\end{align*}
\]

where \( \tilde{E}(\phi) = E(\phi) + S \int_\Omega \phi^2 dx. \)
A semi-implicit second order linear SAV scheme based on BDF2 for (3.6) reads as

\[
\begin{aligned}
\frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} &= \mathcal{G}\mu^{n+1}, \\
\mu^{n+1} &= \mathcal{L}\phi^{n+1} + \frac{\tau^{n+1}}{\sqrt{\mathcal{E}(\phi^{n+1}) + \kappa}} \bar{U}(\phi^{n+1}) - 2S\hat{\phi}^{n+1}, \\
\frac{3\phi^{n+1} - 4\phi^n + r^{n-1}}{2\Delta t} &= \frac{1}{2\sqrt{\mathcal{E}(\phi^{n+1}) + \kappa}} \int_{\Omega} \bar{U}(\phi^{n+1}) \phi^{n+1} - 4\phi^n + \phi^{n-1} d\mathbf{x},
\end{aligned}
\]  

(3.7)

where \(\hat{\phi}^{n+1}\) is also any explicit \(O(\Delta t^2)\) approximation for \(\phi(t^{n+1})\), which can obtained as before. For \(n = 0\), we have

\[
\begin{aligned}
\phi^1 - \phi^0 &= \mathcal{G}\mu^1, \\
\mu^1 &= \mathcal{L}\phi^1 + \frac{\tau^1}{\sqrt{\mathcal{E}(\phi^1) + \kappa}} \bar{U}(\phi^1) - 2S\phi^0, \\
r^1 - r^0 &= \frac{1}{2\sqrt{\mathcal{E}(\phi^1) + \kappa}} \int_{\Omega} \bar{U}(\phi^1) \phi^1 - \phi^0 d\mathbf{x}.
\end{aligned}
\]  

(3.8)

**Theorem 3.2.** The SAV-BDF scheme (3.7) for the phase field system is unconditionally energy stable in the sense that

\[
E_{SAV}^{n+1} - E_{SAV}^n \leq 2\Delta t(\mathcal{G}\mu^{n+1}, \mu^{n+1}) \leq 0,
\]  

(3.9)

where the modified discrete version of the energy (1.1) is defined by

\[
E_{SAV}^n = \frac{1}{2} \left[ \mathcal{L}(\phi^n, \phi^n) + (2\mathcal{L}\phi^n - \mathcal{L}(\phi^n, \phi^n - \phi^{n-1})) \right] + (\|\tau^n\|^2 + \|2\tau^n - r^{n-1}\|^2) + S(2\|\phi^n - \phi^{n-1}\|^2 - \|\phi^n\|^2 - \|2\phi^n - \phi^{n-1}\|^2), \quad n \geq 2,
\]

\[
E_{SAV}^0 = \frac{1}{2} (\mathcal{L}\phi^0, \phi^0) + \|r^0\|^2 - S\|\phi^0\|^2.
\]

and

\[
E_{SAV}^1 = \frac{1}{2} (\mathcal{L}\phi^1, \phi^1) + \|r^1\|^2 + S\|\phi^1 - \phi^0\|^2 - S\|\phi^1\|^2.
\]

**Proof.** For \(n \geq 1\), By taking the \(L^2\) inner product with \(2\Delta t\mu^{n+1}\) of the first equation in (3.7), we obtain

\[
(3\phi^{n+1} - 4\phi^n + \phi^{n-1}, \mu^{n+1}) = 2\Delta t(\mathcal{G}\mu^{n+1}, \mu^{n+1}) \leq 0,
\]  

(3.10)

Next, for simplicity, we first define \(b^{n+1} = \frac{\bar{U}(\phi^{n+1})}{\sqrt{\mathcal{E}(\phi^{n+1}) + \kappa}}\). By taking the \(L^2\) inner product of the second equation in (3.7) with \(3\phi^{n+1} - 4\phi^n + \phi^{n-1}\), we obtain

\[
(3\phi^{n+1} - 4\phi^n + \phi^{n-1}, \mu^{n+1}) = (\mathcal{L}\phi^{n+1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}) + (\tau^{n+1} b^{n+1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}) + 2S(2\phi^n - \phi^{n-1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}).
\]  

(3.11)
Applying the following identity
\[ 2(3x - 4y + z, 2y - z) = (|x|^2 + |2x - y|^2 - 2|x - y|^2) \]
\[ - (|y|^2 + |2y - z|^2 - 2|y - z|^2) - 3|x - 2y + z|^2, \]
and let \( x = \phi^{n+1}, y = \phi^n, z = \phi^{n-1} \), we obtain
\[
-2S(2\phi^n - \phi^{n-1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}) \\
= S(2\|\phi^{n+1} - \phi^n\|^2 - \|\phi^{n+1}\|^2 - 2\phi^{n+1} - \phi^n\|^2) \\
- S(2\|\phi^n - \phi^{n-1}\|^2 - \|\phi^n\|^2 - 2\phi^n - \phi^{n-1}\|^2) \\
+ 3S\|\phi^{n+1} - 2\phi^n + \phi^{n-1}\|^2.
\] (3.12)

Applying the following identity
\[ (x, 3x - 4y + z) = \frac{1}{2}(|x|^2 + |2x - y|^2) - \frac{1}{2}(|y|^2 + |2y - z|^2) + \frac{1}{2}|x - 2y + z|^2, \]
we obtain
\[
(\mathcal{L}\phi^{n+1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}) = \frac{1}{2} \left[(\mathcal{L}\phi^{n+1}, \phi^{n+1}) + (2\mathcal{L}\phi^{n+1} - \mathcal{L}\phi^n, \phi^{n+1} - \phi^n)\right] \\
- \frac{1}{2} \left[(\mathcal{L}\phi^n, \phi^n) + (2\mathcal{L}\phi^n - \mathcal{L}\phi^{n-1}, \phi^n - \phi^{n-1})\right] \\
+ \frac{1}{2} (\mathcal{L}(\phi^{n+1} - 2\phi^n + \phi^{n-1}), (\phi^{n+1} - 2\phi^n + \phi^{n-1})).
\] (3.13)

By taking the \( L^2 \) inner product of the last equation in (3.7) with \( 2r^{n+1} \), we obtain
\[
(|r^{n+1}|^2 + |2r^{n+1} - r^n|^2) - (|r^n|^2 + |2r^n - r^{n-1}|^2) + |r^{n+1} - r^n + r^{n-1}|^2 \\
= (r^{n+1}b^{n+1}, 3\phi^{n+1} - 4\phi^n + \phi^{n-1}).
\] (3.14)

Combining the equations (3.11), (3.14) with (3.10), we obtain
\[
\frac{1}{\Delta t} \left[(\mathcal{L}\phi^n, \phi^n) + (2\mathcal{L}\phi^n - \mathcal{L}\phi^{n-1}, \phi^n - \phi^{n-1})\right] \\
- \left((|r^n|^2 + |2r^n - r^{n-1}|^2) + (2||\phi^{n+1} - \phi^n||^2 - \|\phi^{n+1}\|^2 - 2\phi^{n+1} - \phi^n||^2) \\
+ \frac{1}{2} \left[(\mathcal{L}\phi^{n+1}, \phi^{n+1}) + (2\mathcal{L}\phi^{n+1} - \mathcal{L}\phi^n, \phi^{n+1} - \phi^n)\right] \\
- (|r^{n+1}|^2 + |2r^{n+1} - r^n|^2) - S(2||\phi^{n+1} - \phi^n||^2 - \|\phi^{n+1}\|^2 - 2\phi^{n+1} - \phi^n||^2) \\
= E_{SAV}^{n+1} - E_{SAV}^{n} \leq 2\Delta t(s_{n+1}, s^{n+1}) \leq 0.
\]

For \( n = 0 \), by taking the inner products with \( \Delta t\mu^1, (\phi^1 - \phi^0) \), and \( 2\Delta t\tau^1 \) for the three equations in scheme (3.8) respectively and using the following equations
\[ 2(x - y, x) = |x|^2 - |y|^2 + |x - y|^2, \]
\[ 2(x - y, y) = |x|^2 - |y|^2 - |x - y|^2, \]
we obtain
\[
\left(\frac{1}{2}(\mathcal{L}\phi^1, \phi^1) + ||r^1||^2 + S||\phi^1 - \phi^0||^2 - S||\phi^1||^2\right) - \left(\frac{1}{2}(\mathcal{L}\phi^0, \phi^0) + ||r^0||^2 - S||\phi^0||^2\right) \\
= E_{SAV}^1 - E_{SAV}^0 \leq \Delta t(s_{n+1}, s^{n+1}) \leq 0.
\]
which completes the proof. \( \Box \)
4. Stabilized IEQ and SAV approaches for phase field model. In this section, we consider effective methods to improve the IEQ and SAV approaches for some phase field model. In some phase field models such as Allen-Cahn and Cahn-Hilliard models, we find that the functional $F(\phi)$ or $E_1(\phi)$ in square root has satisfy $F(\phi) \geq 0$ or $E_1(\phi) \geq 0$ for all $\phi$ indeed. However, it still require restrictive time steps for accuracy for IEQ and SAV approaches. We think a reasonable explanation is the new variable we added in IEQ and SAV approaches influences the properties of the coefficient matrix. We need to add a stabilizer to improve the the positivity of the coefficient matrix [? , ?].

A second-order stabilized IEQ scheme based on the Crank-Nicolson method, reads as follows

\begin{equation}
\begin{aligned}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= G\mu^{n+1/2}, \\
\mu^{n+1/2} &= L \left( \frac{\phi^{n+1} + \phi^n}{2} \right) + S(\phi^{n+1} - \phi^n) + \frac{q^{n+1} + q^n}{2\sqrt{F(\phi^{n+1/2}) + C}} F'(\phi^{n+1/2}), \\
\frac{q^{n+1} - q^n}{\Delta t} &= \frac{F'(\phi^{n+1/2})}{2\sqrt{F(\phi^{n+1/2}) + C}} \phi^{n+1} - \phi^n,
\end{aligned}
\end{equation}

where $S$ is a positive stabilizing parameter.

\textbf{Theorem 4.1.} The stabilized IEQ-CN scheme (4.1) for the phase field system is unconditionally energy stable in the sense that

\begin{equation}
E_{SIEQ-CN}^{n+1} - E_{SIEQ-CN}^n \leq \Delta t(G\mu^{n+1/2}, \mu^{n+1/2}) \leq 0,
\end{equation}

where the modified discrete version of the energy (1.1) is defined by

$$E_{SIEQ-CN}^n = \frac{1}{2}(L\phi^n, \phi^n) + \|\phi^n\|^2.$$

By taking the inner products with $\Delta t\mu^{n+1/2}$, $(\phi^{n+1} - \phi^n)$, and $\Delta t(q^{n+1} + q^n)$ for the three equations in scheme (4.1) respectively and some simple calculations, it is also not difficult to obtain the proof.

A semi-implicit stabilized SAV scheme based on BDF2 reads as:

\begin{equation}
\begin{aligned}
\frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} &= G\mu^{n+1}, \\
\mu^{n+1} &= L\phi^{n+1} + S(\phi^{n+1} - 2\phi^n + \phi^{n-1}) + \frac{r^{n+1}}{E_1(\phi^{n+1}) + \kappa} U(\phi^{n+1}), \\
\frac{3r^{n+1} - 4r^n + r^{n-1}}{2\Delta t} &= \frac{1}{2\sqrt{E_1(\phi^{n+1}) + \kappa}} \int_{\Omega} U(\phi^{n+1}) \frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} \, dx,
\end{aligned}
\end{equation}

where $S$ is a positive stabilizing parameter.

\textbf{Theorem 4.2.} The stabilized SAV-BDF2 scheme (4.3) for the phase field system is unconditionally energy stable in the sense that

\begin{equation}
E_{SSAV}^{n+1} - E_{SSAV}^n \leq 2\Delta t(G\mu^{n+1}, \mu^{n+1}) \leq 0,
\end{equation}

where the modified discrete version of the energy (1.1) is defined by

$$E_{SSAV}^n = \frac{1}{2}(L\phi^n, \phi^n) + \|\phi^n\|^2 + S(\phi^n - \phi^{n-1})^2,$$

$$E_{SSAV}^0 = \frac{1}{2}(L\phi^0, \phi^0) + \|\phi^0\|^2.$$
and
\[ E_{3,SAV} = \frac{1}{2}(\mathcal{L}\phi^1, \phi^1) + \|r^1\|^2 + S\|\phi^1 - \phi^0\|^2 - S\|\phi^0\|^2. \]

By taking the inner products with \(2\Delta t\mu^{n+1}\), \((3\phi^{n+1} - 4\phi^n + \phi^{n-1})\) and \(2\rho^{n+1}\) for the three equations in scheme [4,3] respectively and using the following identity
\[ (x - 2y + z, 3x - 4y + z) = |x - y|^2 - |y - z|^2 + 2|x - 2y + z|^2, \]
it is not difficult to obtain the proof.

5. Numerical experiments. In this section, we present some numerical examples for some classical phase field models such as Allen-Cahn model, Cahn-Hilliard model, phase field crystal model and Swift-Hohenberg model in 2D to test our theoretical analysis which contain energy stability and convergence rates of the proposed numerical schemes. We use the finite difference method for spatial discretization for all numerical examples.

5.1. Stabilized IEQ and SAV schemes for Allen-Cahn and Cahn-Hilliard models. The Allen-Cahn and Cahn-Hilliard models are both classical phase field models and have been widely used in many fields involving physics, materials science, finance and image processing [1,2,7].

Consider the following Lyapunov energy functional:
\[ E(\phi) = \int_{\Omega} \left( \frac{\epsilon^2}{2} |\nabla \phi|^2 + F(\phi) \right) d\Omega, \]
where the most commonly used form Ginzburg-Landau double-well type potential is defined as \[ F(\phi) = \frac{1}{4}(\phi^2 - 1)^2. \]

By applying the variational approach for the free energy [5,1] leads to
\[ \begin{align*}
\frac{\partial \phi}{\partial t} &= MG\mu, \quad (x, t) \in \Omega \times J, \\
\mu &= -\Delta \phi + f(\phi), \quad (x, t) \in \Omega \times J,
\end{align*} \]
where \(J = (0, T]\), \(M\) is the mobility constant, \(G = -1\) for the Allen-Cahn type system and \(G = \Delta\) for the Cahn-Hilliard type system, \(\mu\) is the chemical potential, and \(f(\phi) = F'(\phi)\).

We find that \(F(\phi) \geq 0\) for all values of \(\phi\) in Allen-Cahn and Cahn-Hilliard models. So we do not need to add any function \(M(\phi)\) to keep \(\bar{F}(\phi) = F(\phi) + M(\phi) \geq 0\). What we only need is to add a stabilizer in numerical scheme which has introduced in above section.

In the following example, we study the phase separation behavior using the stabilized IEQ-CN scheme and stabilized SAV-BDF2 scheme.

**Example 1:** In the following, we take \(\epsilon = 0.01\), \(M = 1\), \(\kappa = 0\) and the stabilizing parameter \(S = 2\). The initial condition is chosen as
\[ \phi_0(x, y, 0) = \sum_{i=1}^{2} - \tanh \left( \frac{\sqrt{(x - x_i)^2 + (y - y_i)^2} - R_0}{\sqrt{2}\epsilon} \right) + 1, \]
with the radius \(R_0 = 0.36\), \((x_1, y_1) = (0.4, 0)\) and \((x_2, y_2) = (-0.4, 0)\). Initially, two bubbles, centered at \((0.4, 0)\) and \((-0.4, 0)\), respectively, are osculating or "kissing".

In the simulation of Cahn-Hilliard model, we found that if we use IEQ and SAV approaches, it may require restrictive time steps for accuracy. To be specific, from Figure 5.1, we see that the energy will not decay if we do not choose the time steps under \(10^{-6}\) for IEQ method and \(10^{-5}\) for SAV method. However, if we use stabilized IEQ and SAV methods, this situation can be easily improved, which can be seen in Figure 5.2. The process coalescence of two bubbles is demonstrated in Figure 5.3 by using stabilized SAV approach. The similar features to those of Cahn-Hilliard model can obtain in [1].
5.2. MIEQ and MSAV approaches for phase field crystal model. In this subsection, we will give some examples to show a comparative study of classical IEQ, SAV, MIEQ and MSAV approaches. We first give an example to test convergence rates of the proposed schemes for the phase field crystal equation in two dimension and check the efficiency and accuracy.

The phase field crystal equation can be written as follows:

\[
\frac{\partial \phi}{\partial t} = \Delta \mu = \Delta (\phi^3 - \epsilon \phi + (1 + \Delta)^2 \phi), \quad (x,t) \in \Omega \times Q,
\]
The Swift-Hohenberg free energy takes the form:

\[ E(\phi) = \int_{\Omega} \left( \frac{1}{4} \phi^4 + \frac{1}{2} \phi (-\epsilon + (1 + \Delta)^2) \phi \right) dx, \]

Here \( F(\phi) = \frac{1}{4} \phi^4 - \frac{1}{2} \phi^2. \)

**Example 2**: we choose the suitable forcing functions such that the exact solution is given by

\[ \phi(x, y, t) = \cos(t) \sin\left(\frac{2\pi x}{16}\right) \sin\left(\frac{2\pi y}{16}\right). \] (5.3)

The computational domain is set to be \( \Omega = [0, 32] \times [0, 32] \) and the order parameters are \( \epsilon = 0.2, T = 1. \) In MIEQ scheme, we choose \( M(\phi) = (1 + \epsilon)\phi^2 \) and in MSAV scheme, we choose \( E_0(\phi) = (1 + \epsilon) \int_{\Omega} \phi^2 dx. \)

We list the \( L^2 \) errors and temporal convergence rates of the phase variable between the numerical solution and the exact solution at \( T = 1 \) with different time step sizes by choosing constant parameter in square root \( C = 1 \) for IEQ and MIEQ schemes and \( C = 10 \) for SAV and MSAV schemes. We find that the four schemes can all achieve almost perfect second order accuracy in time. However, MIEQ and MSAV approaches are more accurate than IEQ and SAV approaches for both CN and BDF schemes. Furthermore, if we choose the parameter \( 0 \leq C << 1 \) in square root for IEQ approach and \( 0 \leq C << 10 \) for SAV approach, both approaches are failure to obtain right convergence rates, but MIEQ and MSAV approaches are always effective.

Next, we plan to simulate the phase transition behavior of the phase field crystal model. The similar numerical example can be found in [15, 28].

**Example 3**: The initial condition is

\[ \phi_0(x, y) = 0.07 + 0.07 \times \text{rand}(x, y), \] (5.4)
where the \( rand(x, y) \) is the random number in \([-1, 1]\) with zero mean. The order parameter is \( \epsilon = 0.025 \), \( \Omega = [-50, 50]^2 \), \( \tau = 1 \).

In this example, we use MIEQ approach to show the phase transition behavior of the density field for different values at various times in Figure 5.4. Similar computation results for phase field crystal model can be found in [28]. Figure 5.5 displays the time evolution of the energy functional \( E(\phi) \) by using IEQ and MIEQ approaches. It is clearly shown that the energy is non-increasing in time and it means that the numerical result is energy stable. Furthermore, this comparative study between IEQ and MIEQ approaches by drop speed of the energy \( E(\phi) \) indicates that MIEQ approach is efficient improvement for IEQ approach.

![Snapshots of the phase variable \( \phi \) at various times](image)

**Fig. 5.4.** Snapshots of the phase variable \( \phi \) are taken at \( t=40, 100, 200, 400, 800, 2000 \) for example 3 with the initial condition (5.4) for MIEQ scheme.

| \( \Delta t \) | IEQ \( L_2 \) error | IEQ Rate | MIEQ \( L_2 \) error | MIEQ Rate | SAV \( L_2 \) error | SAV Rate | MSAV \( L_2 \) error | MSAV Rate |
|-------------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|
| 2\(^{-4}\)  | 8.0801e-3       | -       | 1.1994e-3       | -       | 3.1327e-2       | -       | 4.4042e-3       | -       |
| 2\(^{-5}\)  | 2.0627e-3       | 1.97    | 3.2270e-4       | 1.89    | 7.7691e-3       | 2.01    | 1.1427e-3       | 1.95    |
| 2\(^{-6}\)  | 5.2046e-4       | 1.99    | 8.3533e-5       | 1.95    | 1.9336e-3       | 2.01    | 3.1090e-3       | 1.88    |
| 2\(^{-7}\)  | 1.3067e-4       | 1.99    | 2.1242e-5       | 1.98    | 4.8229e-4       | 2.00    | 8.1657e-5       | 1.93    |
| 2\(^{-8}\)  | 3.2737e-5       | 2.00    | 5.3555e-6       | 1.99    | 1.2042e-4       | 2.00    | 2.0941e-5       | 1.96    |
| 2\(^{-9}\)  | 8.1927e-6       | 2.00    | 1.3443e-6       | 1.99    | 3.0088e-5       | 2.00    | 5.3032e-6       | 1.98    |
| 2\(^{-10}\) | 2.0492e-6       | 2.00    | 3.3677e-7       | 2.00    | 7.5197e-6       | 2.00    | 1.3344e-6       | 1.99    |
5.3. The MSAV approach for Swift-Hohenberg model. In this subsection, we study the Swift-Hohenberg (SH) equation with quadratic-cubic nonlinearity to check the efficiency of MSAV approach. Given the following free energy functional \[ E(\phi) = \int_{\Omega} \frac{1}{4} \phi^4 - \frac{g}{3} \phi^3 + \frac{1}{2} \phi \left( -\epsilon + (1 + \Delta)^2 \right) \phi d\mathbf{x}. \]

where \( \phi \) is the density field and \( g \geq 0 \) and \( \epsilon > 0 \) are constants with physical significance. the SH model can be modeled by \( L^2 \)-gradient flow from the energetic variation of the above energy functional \( E(\phi) \):

\[ \frac{\partial \phi}{\partial t} = -\left( \phi^3 - g\phi^2 + (-\epsilon + (1 + \Delta)^2 \phi) \right), \]

It is obvious that \( E_1(\phi) = \int_{\Omega} \frac{1}{4} \phi^4 - \frac{g}{3} \phi^3 - \frac{1}{2} \epsilon \phi^2 d\mathbf{x} \) will be negative in some cases because of \( -\int_{\Omega} \frac{g}{3} \phi^3 + \frac{1}{2} \epsilon \phi^2 d\mathbf{x} \) for \( g > 0 \).

Next, we will give the following example:

**Example 4**: The initial condition is \( \phi_0(x, y) = A + \text{rand}(x, y) \),

where \( A = 0.1, \Omega = [-50, 50]^2, \text{rand}(x, y) \) is the random number in \([-0.1, 0.1]\) with zero mean. The order parameter is \( \epsilon = 0.025, g = 2 \).

In the process of calculation, we find that if the constant \( C < 10000 \) in square root for SAV approach, \( E_1(\phi) + C \geq 0 \) will not satisfied for some \( \phi \). So, we choose \( C = 10000 \) in SAV scheme. However, in MSAV approach, we choose \( E_0(\phi) = \int_{\Omega} 2\phi^3 + 4\phi^2 d\mathbf{x} \) and the parameter \( \kappa = 0 \). In Figure 5.6, we show the energy evolution for the SH model when using SAV and MSAV approaches. One can see that the MSAV approach is more efficient than SAV approach. Figure 5.7 shows the evolution of \( \phi(x, y, t) \) using BDF-MSAV scheme with \( \Delta t = 0.1 \). The similar features to those of SH model can obtain in [12].

6. Conclusion. In this paper, we construct accurate and efficient procedures for the phase field models and prove the unconditional energy stability for the given semi-discrete schemes carefully and rigorously. A comparative study of IEQ, MIEQ, SAV and MSAV approaches is considered to show the accuracy and efficiency. Finally, we present various 2D numerical simulations to demonstrate the stability and accuracy.
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