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Abstract

We present the results of the search for an astrophysical gravitational-wave stochastic background during the second Einstein Telescope mock data and science challenge. Assuming that the loudest sources can be detected individually and removed from the data, we show that the residual background can be recovered with an accuracy of 1% with the standard cross-correlation statistic, after correction of a systematic bias due to the non-isotropy of the sources.
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I. INTRODUCTION

The first generation of gravitational-wave (GW) detectors such as LIGO or Virgo (2002-2013) were able to reach their design sensitivities, demonstrating the feasibility of the experiment. With the second generation, Advanced LIGO [1] and Advanced Virgo [2], expected to start collecting data in 2015, we will enter the era of the first GW detections. With a sensitivity about 10 times better than that of initial LIGO/Virgo, we expect the detection of a few or a few tens of compact binary coalescences (CBC) a year.

With the third generation european antenna Einstein Telescope (ET) [3, 4] planned to be operational in ∼2025, GW astronomy will definitely take a step further, with the possibility of detecting a large number of sources (up to $10^4 - 10^5$ CBC a year) from a large range of processes, such as core collapses to neutron stars or black holes [5–8], rotating neutron stars [9, 10] including magnetars [11–14], phase transition [15] or initial instabilities in young neutron stars [16, 17, 17, 18] or compact binary mergers [19–23] (see [24] and references therein).

Besides the emission produced by the coalescence of the nearest binary systems, the superposition of a large number of unresolved sources at high redshifts will produce a background of gravitational waves [19–23] that may dominate over the cosmological background in the range $10 - 1000$ Hz where terrestrial detectors are the most sensitive. The detection of the cosmological background would provide very important constraints on the first instant of the Universe, up to the limits of the Planck era and the Big Bang, while the detection of the astrophysical background would provide crucial information about the star formation history, the mass range of neutron star or black hole progenitors and the rate of compact binary mergers.

The issue with ET will not be the detection but rather the estimation of the parameters and the interpretation of the results in term of astronomy, cosmology and fundamental physics. In order to get prepared and test our ability to extract valuable information from the data, we initiated a series of mock data and science challenges, with increasing degree of complexity.

For the first ET mock data and science challenge (ET MDSC1) [25], we produced one month of simulated data containing simulated gaussian colored noise and the GW signal from a simulated population of double neutron stars in the redshift range $z = 0 - 6$. Using
a modified version of the LIGO/Virgo data analysis pipeline IHope [26], we were able to
recover the intrinsic chirp mass and total mass distributions with an error of less than 1%
and 5% respectively. We also analyzed the data with the standard isotropic cross-correlation
(CC) statistic and measured the amplitude of the background with an accuracy better than
5%\(^1\). Finally, one of our main result was to verify the existence of a null stream canceling
the GW signal and giving a very precise estimate of the noise power spectral density (PSD).
By subtracting the null stream from the data, we showed that we could recover the typical
shape of the PSD of the GW signal.

After the success of the first challenge, we extended our data generation package and
produced three new sets of data. The first one (ET MDSC2-a) contains all types of stellar
compact binary coalescences, composed of two neutron stars (NS-NS), a black hole and a
neutron star (BH-NS) or two black holes (BH-BH). The second data set (ET MDSC2-b)
contains the population of CBC too faint to be detected individually and which creates a
residual GW background. We assume here individual detections can be successfully sub-
tracted from the data, as it has been done with success for the population of white dwarf
binaries in the context of the LISA Mock Data Challenge, using Markov Chain Monte Carlo
techniques [27]. The third data set (ET MDSC2-c) contains the same population of CBC as
ET MDSC2-a, two supernovae and two f-modes, and also a population of intermediate-mass
black hole binary coalescences and intermediate mass ratio inspiral, which could be quite
numerous at low frequencies but whose existence has not been confirmed yet [28].

In this paper we use the standard cross correlation statistic which is known to be optimal
in the case of a Gaussian, isotropic stochastic background to search for the residual GW
background in the second data set ET MDSC2-b. This analysis complement the search for
individual CBC (Meacher et al., in preparation), as the majority of the sources contributing
to the residual background are at redshift above the detection range. The paper will be
organized as follow. In section II we present the CBC population model and summarize
briefly the simulation procedure. In section III we discuss the spectral properties of the GW
signal in the first and second data sets. In section IV we present the results of the analysis.
Section V contains a conclusion and suggestions for further research.

\(^1\) Unlike initial LISA which was designed to be a single detector with three arms in a triangle configuration,
ET will consist of three nested detectors (six independent arms in total) [3, 4], and one can use cross-
correlation methods to extract GW stochastic backgrounds from the instrumental noise.
II. THE SECOND ET MOCK DATA

For each data set, we produced one year of data split into segments of length 2048 s. The data are sampled at 8192 Hz and the minimal frequency was set to 5 Hz (rather than 10 Hz for ET MDSC1). The procedure to generate the simulated data is mostly the same as the one used for ET MDSC1 and is described in detail in [25]. The main steps are briefly summarized below:

A. Simulation of the Noise

The Einstein Telescope is envisioned to consist of three independent V-shaped Michelson interferometers with 60 degree opening angles, arranged in a triangle configuration, and placed underground to reduce the influence of seismic noise [4]. Assuming there is therefore no instrumental or environmental correlated noise\(^2\), the noise was simulated independently for each of the three ET detectors E1, E2 and E3, by generating a Gaussian time series with a mean of zero and unit variance. This time series was then transformed into the frequency domain, colored with the noise PSD, and then inverse Fourier transformed. To alleviate the effects of any potential discontinuities across frame files, the noise curve was gradually tapered away to zero below \(f_{\text{min}}\), and above \(f_{\text{Nyquist}}/2\). For ET MDSC2, we considered the sensitivity ET-D rather than ET-B for ET MDSC1 (see Fig. 1).

B. Simulation of the GW signal from CBC

The main improvement compared to the first ET-MDC is that we generated all types of binaries NS-NS, BH-NS and BH-BH, and did not select the source parameters from simple distributions but used the results of the sophisticated binary evolution code StarTrack [30–33] that provides the masses of the two component \(m_1\) and \(m_2\) and the delay \(t_d\) from

\(^2\) Even if the seismic noise will be significantly reduced in ET compared to LIGO or Virgo which are not underground, this assumption may not be realistic as the three ET detectors are nearly co-located. Techniques to identify non-gravitational-wave correlations between a pair of co-located detectors have been developed in the context of the two LIGO detectors at Hanford and could be extended to ET [29]. A more careful study of the effect of environmental noise will be included in future ET mock data and science challenges.
FIG. 1: The sensitivity curve ET-B (dashed red line) used for the first ET MDSC and ET-D (continuous red line) used for the second ET MDSC. Advanced LIGO and Virgo noise curves are also shown for comparison.

formation of the massive binary to final merger. Among their different models, we chose the nominal one with solar metallicity, small kick velocity and pessimistic common envelop scenario.

To generate a population of compact binaries, we proceeded as follow for each source:

• Assuming a Poisson process, the time from the previous coalescence was drawn from an exponential distribution $P(\tau) = \exp(-\tau/\lambda)$. Taking the inverse of the merging rate integrated over all redshifts provided in Table 2 of [34], i.e. 154 929 per year for the nominal model (model BZk), we obtained an average time interval $\lambda = 200$ s. We then selected the type of the binary using the proportion 84.78% of NS-NS, 2.09% of BH-NS and 13.13% of BH-BH also provided in Table 2 of [34].

• the masses $m_1$, $m_2$, and the delay $t_d$ were selected from a list of compact binaries
generated by StarTrack. Given the delay and a model for the cosmic star formation rate, we constructed a probability distribution from which the redshift at coalescence $z$ was randomly selected:

$$p(z, t_d) \propto \frac{\dot{\rho}_* (z_f) \, dV}{1 + z_f \, dz}$$

where $z_f$ is the redshift of formation of the massive binary, $\dot{\rho}_*$ is the star formation rate and $\frac{dV}{dz}$ is the comoving volume element. The redshifts $z_f$ and $z$ are related by the delay time $t_d$ which is the difference in lookback times between $z_f$ and $z$. Following the first ET-MDC, we adopted the star formation rate of [35] and Lambda-CDM cosmology.

- the location in the sky $\hat{\Omega}$, the cosinus of the orientation $\iota$, the polarization $\psi$ and the phase at the coalescence $\phi_0$ were drawn from uniform distributions
- the two polarizations $h_+$ and $h_\times$, the antenna pattern functions of the three ET detectors $F^j_+$ and $F^j_\times (j = 1, 2, 3)$ were calculated, and then the responses $h^j(t) = F_+^j(t)h_+(t) + F_\times^j(t)h_\times(t)$ were added to the time series of E1, E2 and E3. In these simulations, we have used so-called TaylorT4 waveforms, up to 3.5 post-Newtonian order in phase and the most dominant lowest post-Newtonian order term in amplitude for NS-NS and BH-NS, and the EOBNRv2 waveforms including merger and ring down from numerical relativity, up to 4 post-Newtonian order in phase and lowest order in amplitude for BH-BH [36].

### III. SPECTRAL PROPERTIES

The superposition of the GW signal from sources at all redshifts and integrated over all directions of the sky create a background, whose spectrum is usually characterized by the dimensionless energy density parameter [37]:

$$\Omega_{gw}(f) = \frac{1}{\rho_c} \frac{d\rho_{gw}}{d \ln f},$$

where $\rho_{gw}$ is the gravitational energy density and $\rho_c = \frac{3c^2 H_0^2}{8\pi G}$ is the critical energy density needed to make the Universe flat today. $G$ is the Newtonian constant, $c$ the speed of light and $H_0$ the Hubble constant. The GW spectrum from the population of extra-galactic binaries is given by the expression:

$$\Omega_{gw}(f) = \frac{1}{\rho_c c} f F(f).$$
where \( F(f) \) is the total flux and \( f \) is the observed frequency. The total flux (in erg Hz\(^{-1}\)) is the sum of the individual contributions:

\[
F(f) = T^{-1} \frac{\pi c^3}{2G} f^2 \sum_{k=1}^{N} (\tilde{h}_{+k}^2 + \tilde{h}_{\times k}^2) \tag{4}
\]

\( N \) is the number of coalescences in the data (the total number of CBC for ET MDSC2-a and the number of undetected sources forming the residual background for ET MDSC2-b). The normalization factor \( T^{-1} \) assures that the flux has the correct dimension, \( T = 1 \text{ yr} \) being the length of the data sample.

In the newtonian regime before the last stable orbit (LSO) \( f_{\text{iso}} \approx \frac{c^3}{6^{3/2} \pi GM} \), the Fourier transform of \( h_+ \) and \( h_\times \) are given by:

\[
\tilde{h}_+(f) = h_z \frac{(1 + \cos^2 \iota)}{2} f^{-7/6}, \tag{5}
\]

\[
\tilde{h}_{\times}(f) = h_z \cos \iota f^{-7/6}. \tag{6}
\]

where

\[
h_z = \sqrt{\frac{5}{24}} \frac{(GM(1 + z))^{5/6}}{\pi^{2/3} c^{5/2} D_L(z)} \tag{7}
\]

and where \( D_L(z) \) is the luminosity distance at redshift \( z \), \( \iota \) is the inclination angle, \( M = m_1 + m_2 \) the total mass, \( \mathcal{M} = (m_1 m_2)^{3/5} M^{-1/5} \) the chirp mass. It gives for the energy density parameter:

\[
\Omega_{\text{gw}}(f) = \frac{5\pi^{2/3} G^{5/3} c^{5/3}}{18c^3 H_0^2} f^{2/3} \sum_{k=1}^{N} \frac{(1 + z_k)^{5/3} (\mathcal{M}_k)^{5/3}}{D_L(z_k)^2} (\frac{1 + \cos^2 t_k)^2}{4} + \cos^2 t_k) \tag{8}
\]

Fig. 2 shows \( \Omega_{\text{gw}} \) calculated from the list of CBC sources present in the first (continuous lines) and the second (dashed lines) data sets of ET MDC2, for the different types of binaries and the total. All the curves present the same characteristic shape: a power law with index 2/3 at low frequencies corresponding to the inspiral phase, a maximum and a sharp decrease. The BH-BH contribution includes also the merging and ring down phase with a larger power index, that extends after the LSO.

For ET MDC2-a where all the sources are included, the background is dominated by the contribution from BH-BH (\( \Omega_{\text{Ref}} = 2.7 \times 10^{-10} \) at \( f_{\text{Ref}} = 100 \text{ Hz} \)). The contribution from BH-NS is negligible due to the small rate (\( \Omega_{\text{Ref}} = 2.2 \times 10^{-11} \)). Even if NS-NS are the most numerous, they are less energetic than BH-BH, and their contribution (\( \Omega_{\text{Ref}} = 6.3 \times 10^{-11} \)) represents 17% of the total background (\( \Omega_{\text{Ref}} = 3.7 \times 10^{-10} \)). For ET MDC2-b from which
FIG. 2: $\Omega_{gw}$ calculated from the list of CBC sources present in the first (continuous lines) and the second (dashed lines) data sets of ET MDC2, for NS-NS (blue triangles), NS-BH (green squares), BH-BH (red crosses) and the total (black line with no markers) the sources detected individually have been subtracted, the total amplitude drops to $\Omega_{Ref} = 4.3 \times 10^{-11}$ and it is largely dominated by the contribution from NS-NS ($\Omega_{Ref} = 3.4 \times 10^{-11}$) which represents 79% of the total. The contribution from BH-BH, which are the loudest sources, is an order of magnitude below ($\Omega_{Ref} = 7.6 \times 10^{-12}$) and two order of magnitude below the BH-BH background in the first data set. The contribution from BH-NS is still negligible with $\Omega_{Ref} = 1.4 \times 10^{-12}$.

IV. STOCHASTIC ANALYSIS

The strategy to search for a Gaussian (or continuous) background, which could be confused with the intrinsic noise of a single interferometer, is to cross-correlate measurements of pairs of detectors. When the background is assumed to be isotropic, unpolarized and
stationary, the cross-correlation product of detectors $i$ and $j$ is given by \[ Y = \int_{0}^{\infty} \tilde{s}_i(f) \tilde{s}_j(f) \tilde{Q}(f) \, df \] (9)

and the expected variance, which is dominated by the noise, by \[ \sigma_Y^2 \simeq \int_{0}^{\infty} P_i(f) P_j(f) |\tilde{Q}(f)|^2 \, df, \] (10)

where \[ \tilde{Q}(f) \propto \frac{\gamma_{ij}(f) \Omega_{gw}(f)}{f^3 P_i(f) P_j(f)} \] (11)

is a filter that maximizes the signal-to-noise ratio, \[ \text{SNR} = \frac{3H_0^2}{4\pi^2} \sqrt{2T} \left[ \int_{0}^{\infty} df \frac{\gamma_{ij}^2(f) \Omega_{gw}^2(f)}{f^6 P_i(f) P_j(f)} \right]^{1/2} \] (12)

In the above equations, $P_i$ and $P_j$ are the one-sided power spectral noise densities of the two detectors and $\gamma_{ij}$ is the normalized isotropic overlap reduction function (ORF), characterizing the loss of sensitivity due to the separation and the relative orientation of the detectors for sources isotropically distributed in the sky \[38, 39\].

\[ \hat{\gamma}_{ij}(f) = \frac{5 \sin^2(\gamma)}{8\pi} \int d\hat{k} e^{2\pi f \hat{k} \cdot \Delta \vec{x}_{ij}/c} (F_{+} F_{+} + F_{x} F_{x}), \] (13)

where $\Delta \vec{x}_{ij}$ is the separation vector between the vertices of the two detectors and the product $\hat{k} \cdot \Delta \vec{x}_{ij}/c$ in the exponential, the time delay for a wave arriving from direction $\hat{k}$. The normalization ensures that $\hat{\gamma}_{ij} = 1$ for co-located and co-aligned L-shaped detectors. For two V-shaped ($\alpha = \pi/3$) ET detectors separated by $\beta = 2\pi/3$ degrees and with $f \Delta t << 1$, $\gamma_{ij} = \sin^2(\alpha) \cos(2\beta) = -3/8 = -0.375$. In a recent paper Meacher et al. \[40\] derived a general expression of the ORF, valid for any distribution in the parameter space of sources contributing to the background. For ET it writes:

\[ \hat{\gamma}_{ij}(f) = \frac{3}{10} \frac{\sum_{n=1}^{N} h_{z,k}^2 F_{ij,k}}{N \left( \frac{h_z^2}{h_z^2} \left( \frac{1 + \cos^2 \theta}{4} + \cos^2 \theta \right) \right)} \] (14)

with

\[ h_{z,k} = \sqrt{\frac{5}{24}} \frac{(G M_k (1 + z_k))^{5/6}}{\pi^{2/3} c^{3/2} D_L(z_k)} \] (15)
The angle brackets <> in Eq. 14 indicate an average over all the sources present in the data, which means in the case of the residual background, all the CBC sources with a signal-to-noise ratio smaller that 8. For ET MDC2-b we obtain \( \hat{\gamma}_{12}(f) = -0.283 \), \( \hat{\gamma}_{13}(f) = -0.284 \) and \( \hat{\gamma}_{23}(f) = -0.281 \), so a factor of about 1.3 smaller than the isotropic value. When the detected sources are removed, there is a selection effect that affects the distribution of the parameters (in particular the isotropy and the uniform orientation). After the detector horizon (the maximal distance at which a source can be detected) all the sources contribute to the background, but at close redshifts, only poorly oriented or located sources contribute (see Fig. 3). This effect is not negligible and has to be corrected in order to avoid a systematic bias in the analysis. A priori the distribution of the sources in the parameter space is not known and neither the correction factor. However, for a narrow distribution of the masses (which is the case here since the background is largely dominated by the BNS population), it only depends on the distribution in redshift and the average chirp mass and one can easily obtain the expected value (in the limit \( N \gg 1 \)) from the star formation rate. Doing this, we obtained a correction of \( \sim 1.25 \), in agreement with our results for ET MDC2-b with a precision better than 4%.

We analyzed the data with the cross-correlation code developed by the LIGO stochastic group. The data were split into \( N = 529067 \) segments of length \( T_{\text{seg}} = 60 \text{ s} \), and for each segment the cross-correlation product and the theoretical variance were calculated using a template \( \Omega_{gw} \sim f^{2/3} \) in the range 5 – 150 Hz, where we have more than 99% of the SNR (see Fig. 4). The frequency resolution of our analysis was 0.25 Hz. The final point estimate at 10 Hz is given by

\[
\hat{\Omega}_{gw} = \sum_i Y_i \sigma_{Y,i}^{-2} \quad \text{ (17)}
\]

where \( Y_i \) and \( \sigma_{Y,i}^2 \) are the cross-correlations and variances calculated for each segment using
FIG. 3: Detection efficiency as a function of the polar angle $\theta$ (measured from the zenith direction) for redshifts between $0 - 10$, for NS-NS sources with masses $1.4+1.4 \, M_\odot$. The efficiency as a function of the inclination angle $\iota$ has a similar behavior. At a redshift $z = 0$ the efficiency is 1 for all the values of $\theta$ and $\iota$ while at the horizon distance of $z \sim 3.8$ only face-on sources located at the zenith or at the nadir are detected. The white area indicates there is no detection.

Eq. (9), (10) respectively. The standard error on this estimate is given by

$$\sigma_{\Omega_{gw}} = T_{\text{seg}}^{-1} \left[ \sum_i \sigma_{\gamma,i}^{-2} \right]^{-1/2}.$$  \hspace{1cm} (18)

The isotropic analysis gives a point estimate of $3.21 \times 10^{-12}$ for E1-E2, $3.18 \times 10^{-12}$ for E1-E3, $3.22 \times 10^{-12}$ for E2-E3, so an average of $\sim 3.2 \times 10^{-12}$, with error $\sigma_{\Omega_{gw}} = 4.4 \times 10^{-12}$ for the three pairs. Applying the correction factor of 1.3 derived above for the ORF, we found a point estimate at 100 Hz of $4.26 \times 10^{-12}$ for the pair E1-E2, $4.20 \times 10^{-12}$ for E1-E3 and $4.3 \times 10^{-12}$ for E2-E3. The average is $\hat{\Omega}_{gw} \sim 4.25 \times 10^{-12}$, which corresponds to the analytical expectation of $\sim 4.3 \times 10^{-12}$ with a precision of about 1%.
FIG. 4: Contribution to the SNR of frequencies $< f$, for ET-D (ET MDC2) and ET-B (ET MDC1)

V. CONCLUSION

In this paper we reported on the analysis of the second Einstein Telescope mock data and science challenge, searching for the residual GW background resulting from the superposition of all the CBC sources that are too faint to be detected individually. We used the standard cross correlation statistic which is known to be optimal in the case of a Gaussian, isotropic stochastic background. Confirming the results of the ET MDSC1 and the recent work of Meacher et al., we obtained that the non continuity or non gaussianity of the background \cite{20, 22, 25, 34} does not significantly affect the analysis (what’s important is the total number of sources and not whether they overlap or not). But because of the GW selection effect that favored the detection of the best oriented and located sources, especially at larger redshift, the assumption of an isotropic stochastic background is not verified and the estimate given by the standard cross correlation statistic presents a systematic bias in the
case of the residual background. Deriving a correction for the overlap reduction function we obtained a point estimate that agrees with the expected value with a precision < 1%. The detection of the residual background would have very important consequences in cosmology and astrophysics as it would probe the high redshift population, complementing individual detections at smaller redshift. The residual background from CBC may dominate in the frequency band of ET. In future ET MDSC, we will investigate how one can use the non Gaussian signature to separate this background or foreground and recover the cosmological background.
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