Model selection in overlapping stochastic block models

Pierre Latouche
Laboratoire SAMM, EA 4543
Université Paris 1 Panthéon–Sorbonne
e-mail: pierre.latouche@univ-paris1.fr

Étienne Birmelé
Laboratoire MAP5
Université Paris Descartes and CNRS, Sorbonne Paris Cité
e-mail: etienne.birmele@parisdescartes.fr

and

Christophe Ambroise
Laboratoire Statistique et Génomé
UMR CNRS 8071, INRA 1152, UEVE
e-mail: christophe.ambroise@genopole.cnrs.fr

Abstract: Networks are a commonly used mathematical model to describe the rich set of interactions between objects of interest. Many clustering methods have been developed in order to partition such structures, among which several rely on underlying probabilistic models, typically mixture models. The relevant hidden structure may however show overlapping groups in several applications. The Overlapping Stochastic Block Model (Latouche, Birmelé and Ambroise (2011)) has been developed to take this phenomenon into account. Nevertheless, the problem of the choice of the number of classes in the inference step is still open. To tackle this issue, we consider the proposed model in a Bayesian framework and develop a new criterion based on a non asymptotic approximation of the marginal log-likelihood. We describe how the criterion can be computed through a variational Bayes EM algorithm, and demonstrate its efficiency by running it on both simulated and real data.

Keywords and phrases: Graph clustering, random graph models, overlapping stochastic block models, model selection, global and local variational techniques.

Received July 2013.

Contents

1 Introduction .............................................................. 763
2 A Bayesian overlapping stochastic block model ..................... 766
   2.1 Introducing the overlapping stochastic block model .......... 766
   2.2 Fitting OSBM into a Bayesian framework ................... 767
1. Introduction

Networks are commonly used to describe complex interaction patterns in different fields like social sciences (Snijders and Nowicki, 1997) or biology (Albert and Barabási, 2002). They provide a common mathematical framework to study data sets as various as social relations (Palla et al., 2007), protein-protein interactions (Barabási and Oltvai, 2004) or the Internet (Zanghi et al., 2008).

One way to learn knowledge from such large data sets is to cluster their vertices according to their topological behaviour. Numerous probabilistic methods have been developed so far to achieve this goal according to different types of underlying models.

Most methods look for community structure, or assortative mixing, that is cluster the vertices such that vertices of a class are mostly connected with vertices of the same class. Girvan and Newman (2002) propose to maximize a modularity score based on the observed values of the internal densities of the classes, compared with their expected values in a random model. The choice of the optimal number of classes is done by splitting current classes as long as a modularity gain can be achieved (Newman, 2006). However, algorithms based on modularity are asymptotically biased and may lead to incorrect community structures as shown by Bickel and Chen (2009). Handcock et al. (2007) propose to map the vertices in a continuous latent space and to cluster them according to their positions. A maximum likelihood approach as well as a Bayesian procedure, coupled with a BIC criterion to estimate the number of classes, are implemented in the R package latentnet (Krivitsky and Handcock, 2009).
The community structure assumption is however not relevant in several types of networks. Transcription factors may for example regulate common operons without regulating each other directly. Other examples like actors or citation networks even exhibit a bipartite structure. Estrada and Rodríguez-Velazquez (2005) therefore look for disassortative mixing, in which most edges link vertices of different classes. Hofman and Wiggins (2008) define a mixture model by an intra-group connectivity $\lambda$ and an inter-group connectivity $\epsilon$, which allows to deal with both assortative and disassortative mixing. Moreover, they develop a variational approximation of the marginal log-likelihood and use it to derive a non asymptotic Bayesian criterion to estimate the number of classes. It is implemented in the software VBMOD.

The Stochastic Block Model (SBM) (Wang and Wong, 1987), initially introduced in social sciences (Fienberg and Wasserman, 1981; Holland et al., 1983), allows to cluster the vertices according to both their preferences and aversions. It assumes that the vertices of the network are spread into $Q$ classes and that the connection probabilities between the classes are given by a $Q \times Q$ matrix $\Pi$ (Frank and Harary, 1982). Due to the flexibility of the connectivity pattern given by $\Pi$, this model generalizes the previous ones, as it can deal with network structures which are neither assortative nor disassortative. However, the classical EM algorithm Dempster et al. (1977) cannot be used directly as the posterior distribution $p(\mathbf{Z} | \mathbf{X})$ of the latent class variables $\mathbf{Z}$ given the data do not factorize. To get round this difficulty, Nowicki and Snijders (2001) use a Bayesian approach based on a Gibbs sampling estimation of the posterior distributions. This method is implemented in the software BLOCKS, available in the package StoCNET (Boer et al., 2006). However, no model based criterion is given to determine the number of classes. Daudin et al. (2008) and Mariadassou et al. (2010) propose to tackle that issue in a frequentist framework through an asymptotic approximation of the integrated complete-data log-likelihood. In a Bayesian framework, Latouche et al. (2009) introduce a non asymptotic approximation of the marginal log-likelihood as a criterion to estimate the number of classes.

All techniques previously cited determine a partition of the vertices into classes. In other words, every vertex is assumed to belong to a unique class. This property may not correspond to real applications, in which objects often belong to several groups. Proteins can for instance have more than one function (Jeffery, 1999) or scientists belong to several scientific communities (Palla et al., 2005). It is therefore relevant to develop methods in order to uncover overlapping structures in networks. To our knowledge, the first clustering approach capable of retrieving such overlapping clusters was the algorithm of Palla et al. (2005) implemented in the software CFinder (Palla et al., 2006). For a given integer $k$, it computes all the $k$-cliques (complete subgraphs on $k$ vertices) and all the pairs of adjacent $k$-cliques ($k$-cliques sharing $k-1$ vertices). A community is then defined as the vertex set of $k$-cliques which can be reached from each other through a sequence of adjacent $k$-cliques. Communities may then overlap without being merged if their intersection does not contain a $(k-1)$-clique. Decreasing the parameter $k$ leads to less cohesive but bigger communities. The choice of the optimal value for $k$ is then done heuristically by choosing the smallest value.
leading to no giant community. Moreover, this model can again only deal with assortative mixing. This is also the case for the more recent approaches of Ball et al. (2011) and Yang and Lescovec (2013), which both propose efficient methods to detect overlapping clusters in large networks, based on the assumption that relevant classes correspond to dense areas.

A first mixture based model with overlapping communities was proposed by Airoldi et al. (2008) and successfully applied on real networks (Airoldi et al., 2006, 2007). This model, called Mixed Membership Stochastic Blockmodel (MMSB), is an adaptation of earlier mixed membership models (Blei et al., 2003; Griffiths and Ghahramani, 2005) to the context of networks. In MMSB, a mixing weight vector \( \pi_i \) is drawn from a Dirichlet distribution for each vertex in the network, \( \pi_{iq} \) being the probability of vertex \( i \) to belong to class \( q \). For each couple \( (i,j) \), a vector \( Z_{i \rightarrow j} \) is sampled from a multinomial distribution \( \mathcal{M}(1, \pi_{i}) \) and describes the class membership of vertex \( i \) in its relation towards vertex \( j \). The edge probability from vertex \( i \) to vertex \( j \) is then given by \( p_{ij} = Z_{i \rightarrow j}^T B Z_{i \leftarrow i} \), where \( B \) is a \( Q \times Q \) matrix of connection probabilities similar to the \( \Pi \) matrix in SBM. The model parameters are estimated through variational techniques and the number of classes is selected by using a BIC criterion. No assumption being made on the matrix \( B \), this model is as flexible as SBM. Moreover, depending on its relations with other vertices, each vertex can belong to different classes and therefore MMSB can be viewed as allowing overlapping clusters. However, the limit of MMSB is that once the vector \( Z_{i \rightarrow j} \) has been drawn, the fact that \( i \) may belong to several classes, in its relations to other vertices, does not influence the probability \( p_{ij} \). Therefore, MMSB does not produce edges which are themselves influenced by the fact that some vertices belong to multiple clusters.

Latouche et al. (2011) propose another extension of SBM to overlapping classes, called the Overlapping Stochastic Block Model (OSBM). The main difference with SBM and MMSB is that the latent classes \( Z \) are no longer drawn from multinomial distributions but from a product of Bernoulli distributions. In other words, to each vertex \( i \) corresponds a \( \{0, 1\} \) vector \( Z_i \) describing the classes it belongs to, and \( Z_i \) may contain one, several, or no coordinates equal to 1. The connection probabilities are then determined by using a connectivity matrix like for SBM. The model parameters are estimated in a frequentist framework by using two successive approximations of the log-likelihood. Simulations show a better behaviour of this model for retrieving structures on a fixed number of classes in comparison with CFinder and MMSB. However, it suffers from a lack of criterion to choose the right number of classes.

Our main concern in this paper is to derive a criterion to estimate the number of classes in OSBM. To do so, we rely on the Bayesian framework and take advantage of the marginal likelihood \( p(X) \), which provides a consistent estimation of the distribution of the data (Biernacki et al., 2010). Since the marginal likelihood is not tractable directly in OSBM, we derive a non asymptotic approximation which is obtained using a variational Bayes EM algorithm.

In Section 2, we review the OSBM model proposed by Latouche et al. (2011). Then, we introduce conjugate prior distributions for the model parameters. In
Section 3, a variational Bayes EM algorithm is derived to perform inference along with a model selection criterion, called $IL_{osbm}$ (Integrated Likelihood for OSBM model), in Section 4. Finally, in Section 5, experiments on simulated data and on a subset of the French political blogosphere network are carried out. Results illustrate the accuracy of the recovered clusters using the overlapping clustering procedure and show that $IL_{osbm}$ is a relevant criterion to estimate the number of overlapping clusters in networks.

2. A Bayesian overlapping stochastic block model

The data we model consists of a $N \times N$ binary matrix $X$ with entries $X_{ij}$ describing the presence or absence of an edge from vertex $i$ to vertex $j$. Both directed and undirected relations can be analyzed but in the following, we focus on directed relations. Moreover, we assume that the graph we consider does not contain any self loop. Therefore, the variables $X_{ii}$ will not be taken into account.

2.1. Introducing the overlapping stochastic block model

The Overlapping Stochastic Block Model (OSBM) associates to each vertex of a network a latent binary vector $Z_i = (Z_{iq})_{q=1}^Q$ drawn from a multivariate Bernoulli distribution:

$$p(Z_i = z_i) = \prod_{q=1}^{Q} \alpha_{iq}^{z_{iq}}(1 - \alpha_{q})^{1-z_{iq}},$$

where $Q$ denotes the number of classes considered. Note that in this model, each vertex is not characterized by one class as in standard mixture models. Indeed, the $\{0, 1\}$ vector $Z_i$ indicating the classes of vertex $i$ may contain several 1’s, meaning that the vertex belongs to several classes. It may also contain only 0’s, so that the corresponding vertex belongs to no class in the network. The latter phenomenon may appear as a drawback but is in fact an advantage of the model as mixture models for networks, when applied to real data, often show one heterogeneous class containing all vertices with weak connection profiles (Daudin et al., 2008). Rather than using an extra component to model these outliers, OSBM relies on the null component such $Z_i = 0$ if vertex $i$ is an outlier and should not be classified in any class.

The edges are then assumed to be drawn from a Bernoulli distribution:

$$X_{ij} | Z_i, Z_j \sim B(X_{ij}; g(a_{Z_i, Z_j})), $$

where

$$a_{Z_i, Z_j} = Z_i^T W Z_j + Z_i^T U + V^T Z_j + W^*, $$

and $g(x) = (1 + e^{-x})^{-1}$ is the logistic sigmoid function. The first term in the right-hand side describes the interactions between vertices $i$ and $j$ using $W$.
a $Q \times Q$ matrix. The second term parametrized by vector $\mathbf{U}$ represents the overall capacity of vertex $i$ to emit edges and, symmetrically, the third term parametrized by vector $\mathbf{V}$ represents the capacity of vertex $j$ to receive edges. Finally, $W^*$ is the parameter controlling sparsity as $g(W^*)$ is the probability to see an edge between two vertices belonging to no class.

Note that the use of the logistic function $g$ implies that
\[
 p(X_{ij} = x_{ij} | \mathbf{Z}_i, \mathbf{Z}_j) = e^{x_{ij} a_{Z_i, Z_j}} g(-a_{Z_i, Z_j}),
\]
Finally, to simplify notations, we define $\tilde{\mathbf{Z}}_i = (\mathbf{Z}_i, 1)^T, \forall i$ and
\[
 \tilde{\mathbf{W}} = \begin{pmatrix} \mathbf{W} & \mathbf{U} \\ \mathbf{V}^T & W^* \end{pmatrix},
\]
so that
\[
a_{Z_i, Z_j} = \tilde{\mathbf{Z}}_i^T \tilde{\mathbf{W}} \tilde{\mathbf{Z}}_j.
\]

The latent variables $\mathbf{Z}_1, \ldots, \mathbf{Z}_N$ are iid and given this latent structure, all the edges are supposed to be independent. When considering a directed graph without self loops, conditional distributions can therefore be written as:

\[
p(\mathbf{Z} | \alpha) = \prod_{i=1}^N \prod_{q=1}^Q \alpha_{Z_i q} (1 - \alpha_q)^{1 - Z_i q},
\]
and
\[
p(\mathbf{X} | \mathbf{Z}, \tilde{\mathbf{W}}) = \prod_{i \neq j}^N p(X_{ij} | \mathbf{Z}_i, \mathbf{Z}_j, \tilde{\mathbf{W}}) = \prod_{i \neq j}^N e^{X_{ij} a_{Z_i, Z_j} g(-a_{Z_i, Z_j})}.
\]

\section{2.2. Fitting OSBM into a Bayesian framework}

Let us now describe OSBM in a full Bayesian framework by introducing some conjugate prior distributions for the model parameters. Since $p(\mathbf{Z}_i | \alpha)$ is a multivariate Bernoulli distribution, we consider independent Beta distributions for the class probabilities:

\[
p(\alpha) = \prod_{q=1}^Q \text{Beta}(\alpha_q; \eta^0_q, \zeta^0_q),
\]
where $\eta^0_q = \zeta^0_q = 1/2, \forall q$. This corresponds to a product of non-informative Jeffreys prior distributions. A uniform distribution can also be chosen simply by fixing $\eta^0_q = \zeta^0_q = 1, \forall q$. 

In order to model the \((Q + 1) \times (Q + 1)\) real matrix \(\tilde{W}\), we consider the vec operator which stacks the columns of a matrix into a vector. Thus, if \(A\) is a \(2 \times 2\) matrix such that:

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},
\]

then

\[
A^{\text{vec}} = \begin{pmatrix} A_{11} \\ A_{21} \\ A_{12} \\ A_{22} \end{pmatrix}.
\]

Following the work of Jaakkola and Jordan (2000) on Bayesian logistic regression, where an isotropic Gaussian distribution is used for the weight vector, we model the vector \(\tilde{W}^{\text{vec}}\) using a multivariate Gaussian prior distribution with mean vector \(\tilde{W}^{\text{vec}}_0\) and covariance matrix \(S_0 = \frac{1}{\beta}\):

\[
p(\tilde{W}^{\text{vec}} | \beta) = \mathcal{N}(\tilde{W}^{\text{vec}}; \tilde{W}^{\text{vec}}_0, \frac{1}{\beta}).
\]

We denote \(I\) the identity matrix and in all the experiments that we carried out, we set \(\tilde{W}^{\text{vec}}_0 = 0\). This approach can easily be extended to more general Gaussian priors by considering, for instance, a full covariance matrix \(S_0\) or by associating a different hyperparameter with different subsets of the parameters in \(\tilde{W}\).

Finally, we consider a Gamma distribution to model the hyperparameter \(\beta\):

\[
p(\beta) = \text{Gam}(\beta; a_0, b_0).
\]

By construction, the Gamma distribution is informative. In order to limit its influence on the posterior distribution, a common choice in the literature is to set the hyperparameters \(a_0\) and \(b_0\), controlling the scale and rate respectively, to low values. In our experiments, we set \(a_0 = b_0 = 1\).

3. Estimation

In this section, we propose a Variational Bayes EM (VBEM) algorithm, based on global and local variational techniques, which leads to an approximation of the full posterior distribution over the model parameters and latent variables, given the observed data \(X\). This procedure relies on a lower bound which will be later used as non asymptotic approximation of the marginal log-likelihood \(\log p(X)\).

3.1. Variational approximation

The integrated log-likelihood under the OSBM model can be written as:

\[
\log p(X) = \sum_Z \int \int p(X | Z, \tilde{W}) p(Z | \alpha) p(\tilde{W}^{\text{vec}} | \beta) p(\alpha) p(\beta) d\alpha d\tilde{W} d\beta.
\]
However, as it is often the case when considering mixture models, the exponential number of terms in the summation makes its computation intractable. The well known EM algorithm (Dempster et al., 1977; McLachlan and Krishnan, 1997) cannot be applied as such to perform inference as it would require the posterior distribution \( p(Z | X, \alpha, \tilde{W}, \beta) \) to be tractable. Therefore, we propose to use a variational approximation, which relies on the decomposition of the marginal log-likelihood into two terms:

\[
\log p(X) = \mathcal{L}(q) + \text{KL}((q(\cdot)|p(\cdot|X)),
\]

where

\[
\mathcal{L}(q) = \sum_z \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \frac{p(X, Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \, d\alpha \, d\tilde{W} \, d\beta, \tag{3.1}
\]

and

\[
\text{KL}(q(\cdot)|p(\cdot|X)) = -\sum_z \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \frac{p(Z, \alpha, \tilde{W}, \beta|X)}{q(Z, \alpha, \tilde{W}, \beta)} \, d\alpha \, d\tilde{W} \, d\beta. \tag{3.2}
\]

\( \mathcal{L} \) is a lower bound of \( \log p(X) \) and \( \text{KL}((\cdot)|\cdot) \) denotes the Kullback-Leibler divergence between the distributions \( q(Z, \alpha, \tilde{W}, \beta) \) and \( p(Z, \alpha, \tilde{W}, \beta|X) \). Note that when \( q(\cdot) \) and \( p(\cdot|X) \) are equal, the Kullback-Leibler distance vanishes and \( \mathcal{L}(q) \) is equal to the integrated log-likelihood. The maximization of \( \mathcal{L}(q) \) and the minimization of the KL divergence are therefore equivalent problems.

However, to obtain a tractable algorithm, two further approximations are needed. First, the search space for the functional \( q(\cdot) \) is limited to factorized distributions, that is we assume that \( q(Z, \alpha, \tilde{W}, \beta) \) can be written as:

\[
q(Z, \alpha, \tilde{W}, \beta) = q(\alpha)q(\tilde{W})q(\beta)q(Z) = q(\alpha)q(\tilde{W})q(\beta)(\prod_{i=1}^{N} \prod_{q=1}^{Q} q(Z_{iq})).
\]

Second, the lower bound \( \mathcal{L} \) is still intractable due to the logistic function in the distribution \( p(X | Z, \tilde{W}) \) (see Equation 2.1). Therefore, we consider, for a given \( N \times N \) positive real matrix \( \xi \), the tractable lower bound obtained by Jaakkola and Jordan (2000):

**Proposition 3.1** (Proof in Appendix A.1). *Given any \( N \times N \) positive real matrix \( \xi \), a lower bound of the first lower bound is given by:

\[
\log p(X) \geq \mathcal{L}(q) \geq \mathcal{L}(q; \xi),
\]

where

\[
\mathcal{L}(q; \xi) = \sum_z \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left( \frac{h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right) \, d\alpha \, d\tilde{W} \, d\beta,
\]
and
\[
\log h(Z, \tilde{W}, \xi) = \sum_{i \neq j} \left\{ (X_{ij} - \frac{1}{2}\alpha z_i, z_j - \xi_{ij}^2 + \log g(\xi_{ij}) - \lambda(\xi_{ij})(\alpha z_i, z_j - \xi_{ij}^2) \right\},
\]
where \( \lambda(\xi) = (g(\xi) - 1/2)/(2\xi) \).

The lower bound \( \log h(Z, \tilde{W}, \xi) \) of \( \log p(X | Z, \tilde{W}) \) can be tight as it is obtained through a Taylor expansion. The precision of the approximation obtained by integrating it over the distributions of \( Z, \alpha, \tilde{W} \) and \( \beta \) cannot be evaluated but obviously depends on the choice of \( \xi \). We therefore propose an inference algorithm based on the alternate updating of the global variable set \( \{Z, \tilde{W}, \alpha, \beta\} \) and the local parameter matrix \( \xi \).

### 3.2. Variational Bayes EM

Suppose first that \( \xi \) is held fixed. In order to approximate the posterior distribution \( p(Z, \alpha, \tilde{W}, \beta | X) \) with a distribution \( q(Z, \alpha, \tilde{W}, \beta) \), a VBEM algorithm (Beal and Ghahramani, 2002; Latouche et al., 2012) is applied on the lower bound \( L(q; \xi) \). Such an algorithm mimics the classic EM algorithm by alternating an updating of the distribution \( q(Z) \) (the variational E-step) and updating of the distributions \( q(\tilde{W}), q(\alpha) \) and \( q(\beta) \) (variational M-step). The update of each of those distributions is done by integrating the lower bound with respect to all distributions but the one of interest. The functional forms of all the priors were chosen such that the updates generate distributions of the same functional form, so that only the value of the hyperparameters have to be changed. This procedure ensures the convergence of the algorithm to a local maximum of \( L(q; \xi) \).

In the case of \( q(Z) \), the updated value is the set \( (\tau_{iq})_{1 \leq i \leq N, 1 \leq Q} \) which corresponds to the set of (approximated) posterior probabilities for each individual to belong to each group.

The validity of this approach relies on the results of the following theorem:

**Theorem 3.1.** Consider a variable \( Y \in \{Z, \tilde{W}, \alpha, \beta\} \) which distribution is of the same functional form the corresponding prior defined in Section 2 and which depends on a set of hyperparameters \( \theta^0 \). Consider the updating of this variable by the VBEM algorithm.

The obtained distribution is then of the same functional form as the prior and the new hyperparameter set \( \theta^N \) is obtained by applying the relevant formulae among the following:

for \( Y = Z \)

\[
\tau_{iq} = g\left\{ \psi(\eta^N_q) - \psi(\zeta^N_q) + \sum_{j \neq i}^N (X_{ij} - \frac{1}{2}) \tilde{r}_j^\top (\tilde{W}_N^\top)_q + \sum_{j \neq i}^N (X_{ji} - \frac{1}{2}) \tilde{r}_j^\top (\tilde{W}_N)_q \right\}
\]
- \text{Tr}\left((\Sigma_{qq} + 2 \sum_{l \neq q} \tilde{r}_{il} \Sigma_{ql}) \left(\sum_{j \neq i}^N \lambda(\xi_{ij}) \tilde{E}_j\right) + (\Sigma_{qq} + 2 \sum_{l \neq q} \tilde{r}_{il} \Sigma_{ql}) \left(\sum_{j \neq i}^N \lambda(\xi_{ji}) \tilde{E}_j\right)\right),

with \(\Sigma_{ql} = E_{\tilde{W}_q, \tilde{W}_l} [\tilde{W}_q \tilde{W}_l \tilde{W}_l]^T\) and \(\Sigma'_{ql} = E_{\tilde{W}_q, \tilde{W}_l} [\tilde{W}_q \tilde{W}_l]^T\)

for \(Y = \tilde{W}\)

\[\tilde{W}_N^{\text{vec}} = S_N \left\{ \sum_{i \neq j}^N (X_{ij} - \frac{1}{2}) \tilde{r}_j \otimes \tilde{r}_i \right\},\]

with \(S_N^{-1} = \frac{2n}{s_N} I + 2 \sum_{i \neq j}^N \lambda(\xi_{ij}) (\tilde{E}_j \otimes \tilde{E}_i)\)

for \(Y = \alpha\)

\[\eta_q^N = \eta_q^0 + \sum_{i=1}^N \tau_{iq} \quad \text{and} \quad \xi_q^N = \xi_q^0 + N - \sum_{i=1}^N \tau_{iq} \]

for \(Y = \beta\)

\[a_N = a_0 + \frac{(Q + 1)^2}{2} \quad \text{and} \quad b_N = b_0 + \frac{1}{2} \text{Tr}(S_N) + \frac{1}{2}(\tilde{W}_N^{\text{vec}})^T \tilde{W}_N^{\text{vec}}\]

The proofs of this statement for each of the distributions, as well as the definition of the quantities \(\tilde{r}\) and \(\tilde{E}\) and of the function \(\psi\) used to simplify the formulas, are detailed in the Appendix.

### 3.3. Optimization of \(\xi\)

So far, we have seen how a VBEM algorithm could be used to obtain an approximation of the posterior distribution \(p(Z, \alpha, \tilde{W}, \beta | X)\) for a given matrix \(\xi\). However, we have not addressed yet how \(\xi\) could be estimated from the data. We follow the work of Bishop and Svensén (2003) on Bayesian hierarchical mixture of experts. Thus, given a distribution \(q(Z, \alpha, \tilde{W}, \beta)\), the lower bound \(\mathcal{L}(q; \xi)\) is maximized with respect to each variable \(\xi_{ij}\) in order to obtain the tightest lower bound \(\mathcal{L}(q; \xi)\) of \(\mathcal{L}(q)\). As shown in Proposition 3.2 and Appendix A.6, this optimization leads to estimates \(\hat{\xi}_{ij}\) of \(\xi_{ij}\).

**Proposition 3.2** (Proof in Appendix A.6). An estimate \(\hat{\xi}_{ij}\) of \(\xi_{ij}\) is given by:

\[\hat{\xi}_{ij} = \sqrt{\text{Tr}\left((S_N + \tilde{W}_N^{\text{vec}} (\tilde{W}_N^{\text{vec}})^T) (\tilde{E}_j \otimes \tilde{E}_i)\right)}\]

This gives rise to a three step optimization algorithm. Given a matrix \(\xi\), the variational Bayes E and M steps are used to approximate the posterior distribution over the model parameters and latent variables. The distribution
Algorithm 1: Variational Bayes inference for overlapping stochastic block model when applied on a directed graph without self loop.

Initialize $\tau$ with a kmeans algorithm;
Initialize $\xi_{ij}$, $\forall i \neq j$; $a_N = a_0$, $b_N = b_0$;
repeat
  \[ E_i \leftarrow E_Z[\tilde{Z}_i], \forall i; \]
  \[ \eta_N^q \leftarrow \eta_0^q + \sum_{i=1}^N \tau_{iq}, \forall q; \]
  \[ \zeta_N^q \leftarrow \zeta_0^q + N - \sum_{i=1}^N \tau_{iq}, \forall q; \]
  \[ S_N^{-1} \leftarrow \frac{2}{N} I + 2 \sum_{i<j} \lambda(\xi_{ij})(\tilde{E}_j \otimes \tilde{E}_i); \]
  \[ \hat{W}_N^{vec} \leftarrow S_N \left\{ \sum_{i \neq j} (X_{ij} - \frac{1}{2}) \tilde{\tau}_j \otimes \tilde{\tau}_i \right\}; \]
  \[ a_N \leftarrow a_0 + \frac{1}{2}(Q + 1)^2; \]
  \[ b_N \leftarrow b_0 + \frac{1}{2}(Q + 1)^2; \]
  \[ \xi_{ij} \leftarrow \sqrt{\text{Tr} \left( (S_N + \hat{W}_N^{vec}) (\hat{W}_N^{vec})^\top (\tilde{E}_j \otimes \tilde{E}_i) \right), \forall i \neq j}; \]
  repeat
    Compute $\tau_{iq}, \forall (i, q)$ using Theorem 3.1;
  until $\tau$ converges;
until $L(q; \xi)$ converges.

$q(Z, \alpha, \tilde{W}, \beta)$ is then held fixed while the lower bound $L(q; \xi)$ is maximized with respect to $\xi$. These three stages are repeated until convergence of the lower bound (see Algorithm 1). The distribution $q(Z)$ is initialized using a kmeans algorithm.

For all the experiments that we carried out, we set $\xi_{ij} = 0$ for all $i \neq j$. The computational cost of the algorithm is equal to $O(N^2 Q^4)$. The code, written in R, is available upon request.

4. Model selection

So far, the number of latent clusters has been assumed to be known. Given $Q$, we showed in Section 3.2 how an approximation of the posterior distribution over the latent structure and model parameters could be obtained. We now address the problem of estimating the number of clusters directly from the data. Given a set of values of $Q$, we aim at selecting $Q^*$ which maximizes the marginal log-likelihood $\log p(X|Q)$, also called integrated observed-data log-likelihood. Unfortunately, this quantity is not tractable since for each value of $Q$, it involves integrating over all possible model parameters and latent variables:

$$\log p(X|Q) = \log \left\{ \sum_Z \int \int \int p(X, Z, \alpha, \tilde{W}, \beta|Q)d\alpha d\tilde{W} d\beta \right\}.$$ 

We propose to replace the marginal log-likelihood with its variational approximation. Thus, for each value of $Q$ considered, Algorithm 1 is applied in order to maximize $L(q; \xi)$ with respect to $q(\cdot)$ and $\xi$. After convergence, the lower bound is then used as an estimation of $\log p(X|Q)$ and $Q^*$ is chosen such that
the lower bound is maximized. Obviously, this approximation cannot be verified analytically because neither $L(q)$ in (3.1) nor the Kullback-Leibler divergence in (3.2) are tractable. Nevertheless, we rely on such approximation, as in Bishop (2006); Latouche et al. (2009, 2012), to propose a tractable model selection criterion that we call $IL_{osbm}$. We prove in the appendix (Appendix A.7) that if computed right after the M step of the variational Bayes EM algorithm, the lower bound has the following expression:

$$IL_{osbm} = \sum_{i \neq j} \left\{ \log g(\xi_{ij}) - \frac{\xi_{ij}}{2} + \lambda(\xi_{ij})\xi_{ij}^2 \right\} + \sum_{q=1}^{Q} \log \left\{ \frac{\Gamma(\eta_q^0)\Gamma(\zeta_q^0)\Gamma(\eta_q^N)\Gamma(\zeta_q^N)}{\Gamma(\eta_q^0)\Gamma(\zeta_q^0)\Gamma(\eta_q^N) + \zeta_q^N} \right\}$$

$$+ \log \frac{\Gamma(a_N)}{\Gamma(a_0)} + a_0 \log b_0 + a_0 (1 - \frac{b_0}{b_N}) - \log b_N + \frac{1}{2} (\tilde{W}_{N^{vec}}^T S_N^{-1} \tilde{W}_N^T)$$

$$+ \frac{1}{2} \log |S_N| - \sum_{i=1}^{N} \sum_{q=1}^{Q} \{ \tau_{iq} \log \tau_{iq} + (1 - \tau_{iq}) \log(1 - \tau_{iq}) \},$$

where $\Gamma(\cdot)$ is the gamma function. We emphasize that $IL_{osbm}$ is the first model selection criterion to be derived for OSBM.

5. Experiment

We recall that in Latouche et al. (2011), we first introduced the OSBM model along with a variational EM algorithm. We gave an extensive series of comparison of this approach to other widely used graph clustering methods. In particular, OSBM was compared to the (non overlapping) SBM model, the MMSB model of Airoldi et al. (2008), and CFinder (Palla et al., 2005). This set of experiments illustrated the capacity of OSBM along with the variational inference algorithm to uncover overlapping clusters in networks. In light of these results, we now focus in this paper on the OSBM model and we aim at evaluating our new contribution, i.e. a model selection criterion for OSBM.

However, because the quality of the inference procedure we propose obviously depends on the variational bounds, we start by evaluating the approximations, at the parameter level, through credibility intervals and a series of experiments on simulated data. Then, we illustrate the capacity of $IL_{osbm}$ to retrieve the true number of clusters and evaluate the accuracy of the recovered clusters. Finally, we apply our methodology to study a subset of the French political blogosphere network (see (Zanghi et al., 2008)) and we analyze the results, from the estimation of the number of clusters to the clustering of the vertices.

5.1. Simulated data

The OSBM model is used in this set of experiments to generate networks with community structure, where vertices of a community are mostly connected to vertices of the same community.
To limit the number of free parameters, we consider the \( Q \times Q \) real matrix \( W \):

\[
W = \begin{pmatrix}
\lambda & -\epsilon & \ldots & -\epsilon \\
-\epsilon & \lambda & \ddots & \\
\vdots & \ddots & \ddots & -\epsilon \\
-\epsilon & \ldots & -\epsilon & \lambda
\end{pmatrix},
\]

and the \( Q \)-dimensional real vectors \( U \) and \( V \):

\[
U = V = (\epsilon \ldots \epsilon).
\]

### 5.1.1. Variational Bayes credibility intervals

The approximation of the posterior distribution allows the construction of (approximate) credibility intervals. Therefore, following the work of Gazal et al. (2011) on the standard SBM model, we evaluate here the inference of the model parameters that can be obtained with the VBEM algorithm, through the quality of the credibility intervals estimated. Thus, setting \( \lambda = 1.5, \epsilon = 1, \) and \( W^* = -2 \), we simulate 100 networks with \( Q = 3 \) classes, having the same proportions \( \alpha_1 = \alpha_2 = \alpha_3 = 1/Q \), for various numbers \( N \) of vertices in \( \{10, 20, \ldots, 100\} \).

For each network generated, we run the VBEM algorithm with \( Q = 3 \) classes and we calculate the proportions of credibility intervals obtained containing the true value of the parameters. Such proportions should present binomial fluctuations around the nominal credibility. In Figure 1, we present the results for \( W_{11}, W_{12}, U_1, W^*, \) and \( \alpha_1 \), for 99% credibility intervals. We observe that the actual credibility of the estimated intervals is close to the nominal one as long as the network contains 80 vertices.

### 5.1.2. Model selection and cluster assessment

We now aim at evaluating \( IL_{osbm} \) and the quality of the recovered clusters. We first set \( \epsilon = 1 \) and \( W^* = -5.5 \) which induces a probability \( p_{\text{inter}} = g(-\epsilon + 2\epsilon + W^*) \approx 0.01 \) of connection between each pair of vertices from different clusters. The values \( \lambda \in \{6, 4, 3.5\} \) are then experimented. The corresponding probabilities \( p_{\text{intra}} = g(\lambda + 2\epsilon + W^*) \) of connection between vertices of the same cluster are approximately 0.9, 0.6 and 0.5. Moreover, we consider various numbers \( Q_{\text{True}} \) of clusters in the set \( \{2, \ldots, 7\} \) to generate networks, along with two scenarios depending on the type of vector \( \mathbf{\alpha} \) considered. The \textit{balanced groups} correspond to equal proportions \( \alpha_1 = \cdots = \alpha_{Q_{\text{True}}} = 1/Q_{\text{True}} \). The \textit{unbalanced groups} correspond to groups of geometric size, that is \( \alpha_q \propto a^q \) and \( \sum_{q=1}^{Q_{\text{True}}} \alpha_q = 1 \), for \( a = 0.7 \). Considering for example \( Q_{\text{True}} = 7 \) produces a highly unbalanced \( \mathbf{\alpha} = \{0.33, 0.23, 0.16, 0.11, 0.08, 0.05, 0.04\} \). Please note that the value of \( a = 0.7 \) corresponds to an extreme case scenario which ensures, with a 0.99 chance probability, that the smallest class has at least one element. Thus,
for each $Q_{True}$, each $\lambda$, and each type of vector $\alpha$, we generate 100 networks (see an example in Figure 2) with $N = 100$ vertices.

The VBEM algorithm is then applied on each network for various numbers of classes $Q \in \{2, \ldots, 8\}$. Note that we choose $\eta_q^0 = 1/2 = \zeta_q^0, \forall q$, $\alpha_0 = b_0 = 1$ and $\tilde{W}_0 = 0$ for the hyperparameters. Like any optimization method, the overlapping clustering algorithm we propose depends on the initialization. Thus, for each simulated network and each number of classes $Q$, we consider 100
Table 1
Confusion matrices for estimated number of classes (columns) $Q_{IL_{osbm}} \in \{2, \ldots , 8\}$ versus true number of classes (rows) $Q_{true} \in \{2, \ldots , 7\}$ computed for balanced and unbalanced groups with three different $\lambda$ settings, $\lambda \in \{6, 4, 3.5\}$ corresponding respectively to three different probabilities of intra group connection $p_{intra} \approx \{0.9, 0.6, 0.5\}$. Notice that other parameters of simulation where set to $\epsilon = 1$, $W^* = -5.5$.

|                | balanced groups | unbalanced groups |
|----------------|-----------------|-------------------|
|                | 2 3 4 5 6 7 8   | 2 3 4 5 6 7 8     |
| $\lambda = 6$ |                 |                   |
| 2              | 100 0 0 0 0 0 0 | 100 0 0 0 0 0 0   |
| 3              | 0 100 0 0 0 0 0 | 0 100 0 0 0 0 0   |
| 4              | 0 0 99 0 1 0 0  | 0 6 85 5 3 1 0    |
| 5              | 0 0 2 98 0 0 0 0 | 3 34 50 8 4 1    |
| 6              | 0 0 0 8 85 6 1 0 | 0 29 49 15 6 1   |
| 7              | 0 0 0 1 24 56 19 0 | 0 30 50 13 6 1 |
| $\lambda = 4$ |                 |                   |
| 2              | 100 0 0 0 0 0 0 | 100 0 0 0 0 0 0   |
| 3              | 0 100 0 0 0 0 0 | 0 99 1 0 0 0 0   |
| 4              | 0 0 99 1 0 0 0 0 | 14 68 9 7 2 0    |
| 5              | 0 0 4 79 14 1 2 0 | 18 50 22 4 6 0 |
| 6              | 0 0 1 22 49 22 6 0 | 20 46 16 13 4 1 |
| 7              | 0 0 0 16 47 24 13 0 | 22 56 14 5 3 0 |
| $\lambda = 3.5$ |                 |                   |
| 2              | 100 0 0 0 0 0 0 | 98 2 0 0 0 0 0   |
| 3              | 0 98 2 0 0 0 0 0 | 1 91 7 0 1 0 0   |
| 4              | 0 0 87 9 3 1 0 0 | 1 43 32 16 4 1 3 |
| 5              | 0 0 15 44 26 12 3 2 | 34 44 9 8 3 0 |
| 6              | 0 1 11 28 22 25 13 0 | 47 32 15 5 1 0 |
| 7              | 0 0 6 34 28 17 15 2 | 30 46 14 5 3 0 |

initializations of $\tau$. Finally, we select the best learnt model for which the criterion $IL_{osbm}$ is maximized.

Two types of outputs are generated to present the results. The first aims at describing the accuracy of the recovered clusters. In order to compare a true $Z$ with an estimated clustering matrix $\hat{Z}$, we consider an index similar to the one proposed by Heller and Ghahramani (2007); Heller et al. (2008):

$$\sqrt{\frac{1}{N(N-1)} \sum_{i \neq j} |(ZZ^T)_{ij} - (\hat{Z}\hat{Z}^T)_{ij}|}.$$ 

This can be seen as a root mean square error between $ZZ^T$ and $\hat{Z}\hat{Z}^T$. These two $N \times N$ matrices are invariant to column permutations of $Z$ and $\hat{Z}$ and compute the number of shared clusters between each pair of vertices of a network. The better the classification, the lower this index, a null index indicating a perfect classification. The results associated to the 100 generated networks are then summarized as boxplots.

The second type of results we generate is a confusion matrix which aims at showing the accuracy of the $IL_{osbm}$ criterion. It indicates both the real number of classes $Q_{true}$ and the number of classes selected by $IL_{osbm}$, the counts on the first diagonal corresponding to correct decisions.

The results are presented in Table 1 and Figure 3. They illustrate the relevance of $IL_{osbm}$ criterion for estimating the number of overlapping classes in networks, and show that the OSBM learnt groups are accurate. This is clearly
Fig 3. Boxplots of $\sqrt{\frac{1}{N(N-1)} \sum_{i \neq j} |(ZZ^t)_{ij} - (\hat{Z}Z^t)_{ij}|}$ for true number of classes $Q_{True} \in \{2, \ldots, 7\}$ computed for balanced and unbalanced groups with three different $\lambda$ settings, $\lambda \in \{6, 4, 3.5\}$ corresponding respectively to three different probabilities of intra-group connection $p_{\text{intra}} \approx \{0.9, 0.6, 0.5\}$. Notice that other parameters of simulation were set to $\epsilon = 1, W^* = -5.5$.

The case when the graph is dense and the number of groups is low. The performance of the model choice criterion decreases when the density within groups decreases, and when the balance between group proportions changes (see Table 1). The same behaviour is observed concerning the quality of the overlapping clustering (see Figure 3).

Let us consider for instance the balanced case with highly connected groups. In that particular setting when $Q_{True} \in \{2, 3\} , IL_{osbm}$ correctly estimate the
number of overlapping classes of 100 out of the 100 networks generated. For $Q_{\text{True}} = 5$, $IL_{\text{osbm}}$ still has 98 percent accuracy. The results then slowly deteriorate for $Q_{\text{True}} \in \{6, 7\}$. Indeed, as $Q_{\text{True}}$ increases while the number of vertices remains unchanged, less vertices are associated to each cluster and therefore it becomes more difficult to retrieve and distinguish the overlapping communities.

The results obtained for the unbalanced setting follow the same pattern. They are just degraded compared to balanced setting and tend to show an under-estimation of the number of groups when the connectivity within groups decreases and when the number of true groups increases. Considering for example $Q_{\text{True}} = 2$ and $\lambda = 3.5$ ($p_{\text{intra}} = 0.5$), the estimated number of classes is accurate 98 times out of 100, but when $Q_{\text{True}} = 7$ the estimated number of classes is correctly estimated only 3 times out of 100. Most of the time the model choice strategy we proposed estimates 4 groups instead of 7. This demonstrates that correctly estimating the true number of overlapping classes depends both on the intra-connectivity and the group balance.

Considering the ability of OSBM to estimate the overlapping communities, the boxplots of Figure 3 exhibits a near perfect behaviour in all settings for $Q_{\text{True}} \in \{2, 3\}$. The quality of these performances degrade with a decrease of connectivity as well as a difference of balance between group proportion.

5.2. French political blogosphere

As in Latouche et al. (2011), we consider a subset of the French political blogosphere network. The network is made of 196 vertices connected by 2864 edges. It was built from a single day snapshot of political blogs automatically extracted on 14th October 2006 and manually classified by the “Observatoire Présidentiel Project” (Zanghi et al., 2008). Vertices correspond to hostnames and there is an edge between two vertices if there is a known hyperlink from one hostname to another. The five main political parties which are present in the data set are the UMP (French “republican”), liberal party (supporters of economic-liberalism), UDF (“moderate” party), PRG (“extreme left wing”) and PS (French “democrat”). In Latouche et al. (2011), we expected four political parties (UMP, liberal party, UDF, and PS) to play a key role in the network and therefore we looked for $Q = 4$ clusters. The $IL_{\text{osbm}}$ model selection criterion now allows us to estimate $Q^*$ directly from the data, without any prior information. As we shall see, the PRG, which was discarded in the original study, also influences the topology of the network.

We run the VBEM algorithm on the data sets for $Q \in \{1, \ldots, 15\}$. The $IL_{\text{osbm}}$ is computed and such procedure is repeated 100 times, for different initialization of $\tau$. Finally, we select the best learnt model for which the model selection criterion is maximized. Thus, we find $Q^* = 12$ and a description of the corresponding clustering is given in Figure 4.

First, we notice that the first nine clusters are highly homogeneous and correspond to well known political parties. Thus, cluster 1 contains 11 vertices which
Figure 4. Classification of the blogs into $Q = 12$ clusters using OSBM. The entry $(i, j)$ of the matrix describes the number of blogs associated to the $j$-th political party (column) and classified into cluster $i$ (row). Each entry distinguishes blogs which belong to a unique cluster from overlaps (single membership blogs + overlaps). The last row corresponds to the null component.

| Cluster | UMP | liberal | UDF | PRG | PS | analysts | others |
|---------|-----|---------|-----|-----|----|----------|--------|
| 1       | 11  | 0       | 0   | 0   | 0  | 0        | 0      |
| 2       | 17+3| 0       | 0   | 0   | 0  | 0        | 0      |
| 3       | 0   | 10+2    | 0   | 0   | 0  | 1        | 0      |
| 4       | 0   | 12+2    | 0   | 0   | 0  | 0        | 0      |
| 5       | 0   | 0       | 21+5| 0   | 0  | 0        | 0      |
| 6       | 0   | 0       | 0   | 8+2 | 0  | 0        | 0      |
| 7       | 0   | 0       | 0   | 0   | 10+5| 0      | 0      |
| 8       | 0   | 0       | 0   | 0+1 | 12+7| 0      | 0      |
| 9       | 0   | 0       | 0   | 0   | 14+8| 0      | 0      |
| 10      | 0   | 0       | 0+1 | 0   | 0  | 3        | 0      |
| 11      | 0   | 0       | 0   | 0   | 0+2| 0      | 0      |
| 12      | 3+3 | 0       | 1+4 | 0+1 | 1+3| 3        | 0      |
| Outliers| 6   | 1       | 5   | 1   | 9  | 4        | 18     |

are all associated to UMP. Moreover, cluster 2 contains 20 vertices all associated to the same political party. Similarly, it follows that cluster 3 and 4 correspond to the liberal party, cluster 5 to UDF, cluster 6 to PRG, and cluster 7, 8, 9 to PS. These results are relevant and highlight some interesting features in the network. Indeed, clustering the vertices into $Q = 4$ clusters as in Latouche et al. (2011) only gives a rough picture of the reality. In practice, the UMP, liberal party, and PS are organized into several clusters having different connection patterns. This might indicate various political affinities among the political parties. The extreme case is for the PS which was split into three clusters. Contrarily to the original study where PRG was discarded, most blogs associated to PRG were classified into the same cluster. This indicates that PRG plays a role in shaping parts of the network. Cluster 10 is also homogeneous and contains four blogs among which three correspond to blogs of political analysts.

Cluster 11 is of interest because it does not contain any single membership blog. In other words, its two blogs are both associated to other clusters. Thus, one of them was clustered in both cluster 11 and cluster 9 (PS). Its hostname is
“www.parti-socialiste.fr”. The second was clustered in cluster 11, cluster 7 (PS), and cluster 9 (PS). The corresponding hostname is “annuaire.parti-socialiste.fr”. These two blogs are the most popular blogs of PS, “www.parti-socialiste.fr” being the official website of the PS itself, while “annuaire.parti-socialiste.fr” lists all the members of PS. Interestingly, an extra component was used for the clustering, and these blogs were not just found as overlapping PS clusters, like clusters 7 and 9. This can be easily explained by the nature of these blogs. Indeed, contrarily to the PS blogs which tend to connect, as other political parties, to blogs of their own party, these blogs have extra connections to others. Blogs of other political parties tend to connect to them simply because they are a rich source of information. Finally, cluster 12 is an heterogeneous cluster, which contains blogs of different political parties, from the left wing to the right wing. Interestingly, these blogs were classified into the same cluster due to their relation ties with the world of media. In particular, we point out that three of the blogs with single memberships are blogs of political analysts. Moreover, all blogs from cluster 12 have been popular since the French presidential election in 2007, most of them being mentioned or referenced in newspapers.

We uncovered 23 overlaps in the network which are described in more detail in Table 2. As mentioned previously, we found that the liberal party and PS were organized into several clusters corresponding to sub-groups having various political affinities. Therefore, it is of no surprise to find blogs overlapping these clusters. For instance, two blogs associated with the liberal party belong to both cluster 3 (liberal) and cluster 4 (liberal). Furthermore, PS is made of 11 overlaps among which 10 are 2-membership and three-membership overlaps between clusters 7, 8, 9, and 11 all corresponding to PS clusters. One blog from PRG overlaps cluster 6 (PRG) and cluster 8 (PS). This can easily be understood since both PRG and PS are from the left wing and are known to have some relation ties. Finally, we emphasize that all political parties, except the liberal party, have overlaps with cluster 12. We recall that this cluster contains blogs with strong connection with the world of media.

| overlaps                          | UMP | liberal | UDF | PRG | PS | analysts | others |
|----------------------------------|-----|--------|-----|-----|----|----------|--------|
| clusters 2 (UMP)-12 (media)      | 3   | 0      | 0   | 0   | 0  | 0        | 0      |
| clusters 3 (liberal)-4 (liberal) | 0   | 2      | 0   | 0   | 0  | 0        | 0      |
| clusters 5 (UDF)-12 (media)      | 0   | 0      | 4   | 0   | 0  | 0        | 0      |
| clusters 5 (UDF)-10 (media)      | 0   | 0      | 1   | 0   | 0  | 0        | 0      |
| clusters 6 (PRG)-8 (PS)          | 0   | 0      | 0   | 0   | 2  | 0        | 0      |
| clusters 6 (PRG)-12 (media)      | 0   | 0      | 0   | 0   | 1  | 0        | 0      |
| clusters 7 (PS)-8 (PS)           | 0   | 0      | 0   | 0   | 2  | 0        | 0      |
| clusters 7 (PS)-9 (PS)           | 0   | 0      | 0   | 0   | 1  | 0        | 0      |
| clusters 8 (PS)-11 (PS)          | 0   | 0      | 0   | 0   | 1  | 0        | 0      |
| clusters 8 (PS)-9 (PS)-12 (media)| 0   | 0      | 0   | 0   | 2  | 0        | 0      |
| clusters 8 (PS)-12 (media)       | 0   | 0      | 0   | 0   | 1  | 0        | 0      |
In the original study in Latouche et al. (2011), with $Q = 4$ clusters, 59 blogs were identified as outliers and not classified. With $Q^* = 12$ clusters, more blogs are now classified and only 44 blogs are found as outliers (null component). These blogs have weak connection profiles compared to all the others.

6. Conclusion

In this paper, we proposed a Bayesian rewriting of the overlapping stochastic block model, which led us to an estimation algorithm and an associated model selection criterion. Introducing some conjugate prior distributions for the parameters of OSBM, we proposed a variational Bayes EM algorithm, based on global and local variational techniques. The algorithm can be used to approximate the posterior distribution over the model parameters and latent variables, given the observed data. In this framework, we derived a model selection criterion, so called $IL_{osbm}$, which is based on a non asymptotic approximation of the marginal log-likelihood. Using simulated data and a real network, we showed that $IL_{osbm}$ provides a relevant estimation of the number of overlapping clusters. In future work, we are interested in exploring parsimonious model selection in order to choose between models where some of the network structure parameters $U$, $V$, $W$ and $W^*$ are set to zero or not.

Appendix

A.1. Lower bound

Given a $N \times N$ positive real matrix $\xi$, a lower bound of the first lower bound can be computed:

$$\log p(X) \geq L(q) \geq L(q; \xi),$$

where

$$L(q; \xi) = \sum \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left( \frac{h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right) d\alpha d\tilde{W}d\beta,$$

and

$$\log h(Z, \tilde{W}, \xi) = \sum_{i \neq j} \left\{ (X_{ij} - \frac{1}{2})a_{Z_i, Z_j} - \frac{\xi_{ij}}{2} + \log g(\xi_{ij}) - \lambda(\xi_{ij})(a_{Z_i, Z_j}^2 - \xi_{ij}^2) \right\}.$$

Proof: Let us start by showing that:

$$\log p(X | Z, \tilde{W}) \geq \log h(Z, \tilde{W}, \xi).$$
where $\xi$ is an $N \times N$ positive real matrix. We use the bound on the log-logistic function introduced by Jaakkola and Jordan (2000):

$$\log g(x) \geq \log g(\xi) + \frac{x - \xi}{2} - \lambda(\xi)(x^2 - \xi^2), \forall (x, \xi) \in \mathbb{R} \times \mathbb{R}^+,$$  \hspace{1cm}  (A.1)

where $\lambda(\xi) = (g(\xi) - 1/2)/(2\xi)$. Note that (A.1) is an even function and therefore we can consider only positive values of $x$ without loss of generality. Since

$$
\log p(X_{ij} | Z_i, Z_j, \tilde{W}) = X_{ij} a_{Z_i, Z_j} + \log g(-a_{Z_i, Z_j}),
$$

then

$$
\log p(X_{ij} | Z_i, Z_j, \tilde{W}) \geq X_{ij} a_{Z_i, Z_j} + \log g(\xi_{ij}) - \frac{a_{Z_i, Z_j}^2 + \xi_{ij}^2}{2}
\geq L(\xi_{ij})(a_{Z_i, Z_j}^2 - \xi_{ij}^2)
= (X_{ij} - \frac{1}{2}) a_{Z_i, Z_j}^2 - \frac{\xi_{ij}^2}{2} + \log g(\xi_{ij})
\geq L(\xi_{ij})(a_{Z_i, Z_j}^2 - \xi_{ij}^2).
$$

(A.2)

Following (2.1):

$$
\log p(X | Z, \tilde{W}) = \sum_{i \neq j} \log p(X_{ij} | Z_i, Z_j, \tilde{W}).
$$

Therefore

$$
\log p(X | Z, \tilde{W}) \geq \log h(Z, \tilde{W}, \xi).
$$

We recall that the lower bound $\mathcal{L}(q)$ is given by:

$$
\mathcal{L}(q) = \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left\{ \frac{p(X, Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right\} d\alpha d\tilde{W} d\beta
= \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log p(X | Z, \tilde{W}) d\alpha d\tilde{W} d\beta
+ \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left\{ \frac{p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right\} d\alpha d\tilde{W} d\beta
\geq \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log h(Z, \tilde{W}, \xi) d\alpha d\tilde{W} d\beta
+ \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left\{ \frac{h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right\} d\alpha d\tilde{W} d\beta
= \sum_{Z} \int \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left\{ \frac{h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right\} d\alpha d\tilde{W} d\beta
= \mathcal{L}(q; \xi).
$$

Finally

$$
\log p(X) \geq \mathcal{L}(q) \geq \mathcal{L}(q; \xi).
$$
A.2. Optimization of $q(\alpha)$

The optimization of the lower bound with respect to $q(\alpha)$ produces a distribution with the same functional form as the prior $p(\alpha)$:

$$q(\alpha) = \prod_{q=1}^{Q} \text{Beta}(\alpha_q; \eta_q^N, \zeta_q^N),$$

where

$$\eta_q^N = \eta_0^q + \sum_{i=1}^{N} \tau_{iq},$$

and

$$\zeta_q^N = \zeta_0^q + N - \sum_{i=1}^{N} \tau_{iq}.$$

**Proof:** According to variational Bayes, the optimal distribution $q(\alpha)$ is given by:

$$\log q(\alpha) = \mathbb{E}_{Z, \tilde{W}, \beta}[\log \left(h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)\right)] + \text{const}$$

$$= \mathbb{E}_Z[\log p(Z | \alpha)] + \log p(\alpha) + \text{const}$$

$$= \sum_{i=1}^{N} \sum_{q=1}^{Q} \{ \tau_{iq} \log \alpha_q + (1 - \tau_{iq}) \log (1 - \alpha_q) \} + \sum_{q=1}^{Q} \left\{ (\eta_q^0 - 1) \log \alpha_q + (\zeta_q^0 - 1) \log (1 - \alpha_q) \right\} + \text{const}$$

$$= \sum_{q=1}^{Q} \left\{ (\eta_q^0 + \sum_{i=1}^{N} \tau_{iq} - 1) \log \alpha_q + (\zeta_q^0 + N - \sum_{i=1}^{N} \tau_{iq} - 1) \log (1 - \alpha_q) \right\} + \text{const}.$$

The functional form of (A.3) corresponds to the logarithm of a product of Beta distributions.

A.3. Optimization of $q(\tilde{W})$

The optimization of the lower bound with respect to $q(\tilde{W})$ produces a distribution with the same functional form as the prior $p(\tilde{W})$:

$$q(\tilde{W}^{vec}) = \mathcal{N}(\tilde{W}^{vec}; \tilde{W}_N^{vec}, S_N),$$

with

$$S_N^{-1} = \frac{a_N}{b_N} I + 2 \sum_{i \neq j}^{N} \lambda(\xi_{ij})(\tilde{E}_j \otimes \tilde{E}_i),$$
According to variational Bayes, the optimal distribution is given by:

$$\tilde{q}_i \{ \beta \} = E \left[ \tilde{Z}_i \tilde{Z}_i^\top \right]$$

Each $(Q + 1) \times (Q + 1)$ probability matrix $\tilde{E}_i$ satisfies:

$$E_i = E_Z \left[ \tilde{Z}_i \tilde{Z}_i^\top \right]$$

Proof: According to variational Bayes, the optimal distribution $q(\tilde{W})$ is given by:

$$\log q(\tilde{W}) = E_{Z, \alpha, \beta} \left[ \log \left( h(Z, W, \xi) p(Z, \alpha, \tilde{W}, \beta) \right) \right] + \text{const}$$

$$= E_Z \left[ \log h(Z, W, \xi) \right] + E_\beta \left[ \log p(\tilde{W} \text{vec}) | | \beta \right] + \text{const}$$

$$= \sum_{i \neq j} \left\{ (X_{ij} - \frac{1}{2}) E_Z, Z_j [a_{Z_j}, Z_j] - \lambda(\xi_{ij}) E_Z, Z_j [a_{Z_j}, Z_j] \right\} \quad (A.4)$$

$$- \frac{1}{2} E_\beta [\beta] (\tilde{W} \text{vec})^\top \tilde{W} \text{vec} + \text{const.}$$

$E_{Z, Z_j} [a_{Z_j}, Z_j]$ is given by:

$$E_{Z, Z_j} [a_{Z_j}, Z_j] = E_Z, Z_j \left[ \tilde{Z}_i^\top \tilde{W} \tilde{Z}_j \right]$$

$$= \tilde{\tau}_j^\top \tilde{W} \tilde{\tau}_j$$

$$= (\tilde{\tau}_j \otimes \tilde{\tau}_j)^\top \tilde{W} \text{vec}$$

$$= (W \text{vec})^\top (\tilde{\tau}_j \otimes \tilde{\tau}_j). \quad (A.5)$$

$E_{Z, Z_j} [a^2_{Z_j}, Z_j]$ is given by:

$$E_{Z, Z_j} [a^2_{Z_j}, Z_j] = E_Z, Z_j \left[ (\tilde{Z}_i^\top \tilde{W} \tilde{Z}_j)^2 \right]$$

$$= E_Z, Z_j \left[ (\tilde{Z}_j \otimes \tilde{Z}_i)^\top \tilde{W} \text{vec} \right]^2$$

$$= E_Z, Z_j \left[ (\tilde{Z}_j \otimes \tilde{Z}_i)^\top \tilde{W} \text{vec} (\tilde{Z}_j \otimes \tilde{Z}_i)^\top \tilde{W} \text{vec} \right]$$

$$= E_Z, Z_j \left[ (\tilde{Z}_j \otimes \tilde{Z}_i)^\top (\tilde{Z}_j \otimes \tilde{Z}_i) \tilde{W} \text{vec} \right]$$

$$= E_Z, Z_j \left[ (\tilde{Z}_j \otimes \tilde{E}_i) (\tilde{Z}_j \otimes \tilde{Z}_i) \tilde{W} \text{vec} \right]$$

$$= (\tilde{W} \text{vec})^\top (\tilde{E}_j \otimes \tilde{E}_i) \tilde{W} \text{vec}. \quad (A.6)$$

$E_\beta [\beta]$ is given by:

$$E_\beta [\beta] = \frac{a_N}{b_N}. \quad (A.7)$$
Using (A.5), (A.6) and (A.7) in (A.4), we obtain:

$$\log q(\tilde{W}^{\text{vec}}) = (W^{\text{vec}})^\top \left\{ \sum_{i \neq j}^N (X_{ij} - \frac{1}{2})(\tilde{\tau}_j \otimes \tilde{\tau}_i) \right\}$$

$$- \frac{1}{2}(\tilde{W}^{\text{vec}})^\top \left\{ \frac{a_N}{b_N} I + 2 \sum_{i \neq j}^N \lambda(\xi_{ij})(\hat{E}_j \otimes \hat{E}_i) \right\} \tilde{W}^{\text{vec}} + \text{const}. $$

(A.8)

The functional form of (A.8) corresponds to the logarithm of a Gaussian distribution with mean $\tilde{W}^{\text{vec}}$ and covariance matrix $S_N$.

**A.4. Optimization of $q(\beta)$**

The optimization of the lower bound with respect to $q(\beta)$ produces a distribution with the same functional form as the prior $p(\beta)$:

$$q(\beta) = \text{Gam}(\beta; a_N, b_N),$$

where

$$a_N = a_0 + \frac{(Q + 1)^2}{2},$$

and

$$b_N = b_0 + \frac{1}{2} \text{Tr}(S_N) + \frac{1}{2}(\tilde{W}_N^{\text{vec}})^\top \tilde{W}_N^{\text{vec}}.$$

**Proof:** According to variational Bayes, the optimal distribution $q(\beta)$ is given by:

$$\log q(\beta) = E_{Z, \alpha, \tilde{W}}[\log h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)] + \text{const}$$

$$= E_{\tilde{W}}[\log p(\tilde{W}|\beta)] + \log p(\beta) + \text{const}$$

$$= -\frac{1}{2} \log \frac{|I|}{\beta} - \frac{1}{2} E_{\tilde{W}}[(\tilde{W}^{\text{vec}})^\top \tilde{W}^{\text{vec}}] + (a_0 - 1) \log \beta - b_0 \beta + \text{const}$$

$$= (a_0 + \frac{(Q + 1)^2}{2} - 1) \log \beta - \beta \left( b_0 + \frac{1}{2} \text{Tr}(S_N) + \frac{1}{2}(\tilde{W}_N^{\text{vec}})^\top \tilde{W}_N^{\text{vec}} \right) + \text{const}. $$

(A.9)

The functional form of (A.9) corresponds to the logarithm of a Gamma distribution.

**A.5. Optimization of $q(Z_{iq})$**

The optimization of the lower bound with respect to $q(Z_{iq})$ produces a distribution with the same functional form as the prior $p(Z_{iq}|\alpha)$:

$$q(Z_{iq}) = \mathcal{B}(Z_{iq}; \tau_{iq}),$$
where

\[
\tau_{iq} = g \left\{ \psi(\eta_q^N) - \psi(\zeta_q^N) + \sum_{j \neq i}^N (X_{ij} - \frac{1}{2}) \tilde{\tau}_j^T (\tilde{W}_N^T)_{qj} + \sum_{j \neq i}^N (X_{ji} - \frac{1}{2}) \tilde{\tau}_j^T (\tilde{W}_N)_{qj} \right. \\
- \text{Tr} \left( (\Sigma_{qq}^I + 2I) \sum_{l \neq q}^{Q+1} \tilde{\tau}_l (\sum_{j \neq i}^N \lambda(\xi_j) \mathbf{E}_j) \right) \\
+ \left. \left( \Sigma_{qq}^I + 2I \sum_{l \neq q}^{Q+1} \tilde{\tau}_l \right) \left( \sum_{j \neq i}^N \lambda(\xi_j) \mathbf{E}_j \right) \right\},
\]

and \( \Sigma_{qj} = E_{\tilde{W}_q, \tilde{W}_l}[\tilde{W}_q \tilde{W}_l^T], \Sigma_{ql} = E_{\tilde{W}_q, \tilde{W}_l}[\tilde{W}_q^T \tilde{W}_l]. \)

**Proof:** According to variational Bayes, the optimal distribution \( q(Z_{bc}) \) is given by:

\[
\log q(Z_{bc}) = E_{Z^{\text{bc}}, \alpha, \tilde{W}, \beta}[\log (h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta))] + \text{const},
\]

where \( Z^{\text{bc}} \) is the set of all class memberships except \( Z_{bc}. \)

\[
\log q(Z_{bc}) = E_{Z^{\text{bc}}, \tilde{W}}[\log h(Z, \tilde{W}, \xi)] + E_{Z^{\text{bc}}, \alpha}[\log p(Z | \alpha)] + \text{const}.
\]

\[
E_{Z^{\text{bc}}, \alpha}[\log p(Z | \alpha)] = Z_{bc}E_{\alpha_c}[\log \alpha_c] + (1 - Z_{bc})E_{\alpha_c}[\log (1 - \alpha_c)] + \text{const}
\]

\[
= Z_{bc} \left( \psi(\eta_c^N) - \psi(\zeta_c^N) \right) + (1 - Z_{bc}) \left( \psi(\zeta_c^N) - \psi(\eta_c^N) \right) + \text{const}
\]

\[
= Z_{bc} \left( \psi(\eta_c^N) - \psi(\zeta_c^N) \right) + \text{const},
\]

where \( \psi(\cdot) \) is the digamma function (the logarithmic derivative of the gamma function \( \Gamma(\cdot) \) which appears in the normalizing constants of the Beta distributions).

\[
E_{Z^{\text{bc}}, \tilde{W}}[\log h(Z, \tilde{W}, \xi)]
\]

\[
= \sum_{i \neq j}^N \left\{ (X_{ij} - \frac{1}{2}) E_{Z^{\text{bc}}, \tilde{W}}[a_{ij} z_i z_j] - \lambda(\xi_{ij}) E_{Z^{\text{bc}}, \tilde{W}}[\sigma_{ij}^2 z_i z_j] \right\} + \text{const}
\]

\[
= \sum_{j \neq b}^N \left\{ (X_{bj} - \frac{1}{2}) E_{Z^{\text{bc}}, \tilde{W}}[a_{bj} z_b z_j] - \lambda(\xi_{bj}) E_{Z^{\text{bc}}, \tilde{W}}[\sigma_{bj}^2 z_b z_j] \right\} + \text{const}
\]

\[
+ \sum_{i \neq b}^N \left\{ (X_{ib} - \frac{1}{2}) E_{Z^{\text{bc}}, \tilde{W}}[a_{ib} z_i z_b] - \lambda(\xi_{ib}) E_{Z^{\text{bc}}, \tilde{W}}[\sigma_{ib}^2 z_i z_b] \right\} + \text{const}
\]
\[
\sum_{j \neq b} \left\{ (X_{bj} - \frac{1}{2}) \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + (X_{jb} - \frac{1}{2}) \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] \right. \\
- \lambda(\xi_{bj}) \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}^2] - \lambda(\xi_{jb}) \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}^2] \left\} + \text{const.} \\
\mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] = \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}^2] = \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] = \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{jq} \tilde{W}_{ql} \tilde{Z}_{bl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.} \\
\frac{Q+1}{2} \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}}[a_{Z_b, z_j}] + \text{const} \\
= \mathbb{E}_{Z_b^{\epsilon}, z_j, \tilde{w}} \left[ \sum_{q, l} \tilde{Z}_{bq} \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \mathbb{E}_{\tilde{w}} \left[ \tilde{W}_{ql} \tilde{Z}_{jl} \right] + \text{const} \\
= \tilde{\tau}_j^\top (\tilde{W}_N)_{c} + \text{const.}
\[ Z_{bc} = E_{W_c}[((\tilde{W}_c \tilde{W}_c^T)^{vec})^\tau] \tilde{E}_j^{vec} + 2 \sum_{l \neq c} \tilde{\tau}_{bl} E_{W_c}(((\tilde{W}_c \tilde{W}_l^T)^{vec})^\tau] \tilde{E}_j^{vec} \] + const.

\[ Z_{bc} = E_{W_c}[E_{W_c}[\mathbf{vec}]] + \text{const}. \]

where \( \Sigma_{ql} = E_{W_q, W_l} [\tilde{W}_q \tilde{W}_l^T] \). Similarly, we have:

\[ E_{Z_{bc}, \tilde{E}_j} [a_{Z_{bc}, \tilde{E}_j}] = Z_{bc} \text{Tr} \left( (\Sigma_{ql} + 2 \sum_{l \neq c} \tilde{\tau}_{bl} \Sigma_{cl}) \tilde{E}_j \right) + \text{const}, \]

where \( \Sigma_{ql} = E_{W_q, W_l} [\tilde{W}_q \tilde{W}_l^T] \). Finally, we obtain:

\[ \log q(Z_{bc}) = Z_{bc} \left\{ \psi(\eta_c^N) - \psi(\xi_c^N) + \sum_{j \neq b} \sum_{X_{bj} = 1} \left( \sum_{j \neq b} \lambda(\xi_{bj}) \tilde{E}_j \right) + \text{const}. \right\} \]

The functional form of (A.10) corresponds to the logarithm of a Bernoulli distribution with parameter \( \tau_{bc} \). Indeed:

\[ \log B(Z_{bc}; \tau_{bc}) = Z_{bc} \log \tau_{bc} + (1 - Z_{bc}) \log (1 - \tau_{bc}) \]

If we denote \( p = \log(\tau_{bc}/(1 - \tau_{bc})) \), then \( \tau_{bc} = g(p) \).

**A.6. Optimization of \( \xi \)**

Setting the partial derivative of the lower bound with respect to \( \xi_{ij} \), to zero, leads to an estimate \( \hat{\xi}_{ij} \) of \( \xi_{ij} \):

\[ \hat{\xi}_{ij} = \sqrt{\text{Tr} \left( (\mathbf{S}_N + \tilde{W}_N \tilde{W}_N^T)^{vec}(\tilde{E}_j \otimes \tilde{E}_i) \right)}. \]
**Proof:** The partial derivative of the lower bound with respect to $\xi_{ij}$ is given by:

$$
\frac{\partial L}{\partial \xi_{ij}}(q; \xi) = -\frac{1}{2} + g(-\xi_{ij}) - \lambda'(\xi_{ij})\left(E_{Z_i, Z_j, W}[a_{Z_i, Z_j}^2] - \xi_{ij}^2\right) + 2\xi_{ij}\lambda(\xi_{ij}).
$$

According to (A.6),

$$
E_{Z_i, Z_j}[a_{Z_i, Z_j}^2] = (\tilde{W}_{vec}^\top (\tilde{E}_j \otimes \tilde{E}_i) \tilde{W}_{vec}),
$$

therefore

$$
E_{Z_i, Z_j, W}[a_{Z_i, Z_j}^2] = E_W[(\tilde{W}_{vec}^\top (\tilde{E}_j \otimes \tilde{E}_i) \tilde{W}_{vec})]
= E_W\left[\text{Tr}\left(\tilde{W}_{vec}^\top (\tilde{W}_{vec})^\top (\tilde{E}_j \otimes \tilde{E}_i)\right)\right]
= \text{Tr}\left(E_W[\tilde{W}_{vec}^\top (\tilde{W}_{vec})^\top (\tilde{E}_j \otimes \tilde{E}_i)]\right)
= \text{Tr}\left((S_N + \tilde{W}_{vec}^\top (\tilde{W}_{vec})^\top) (\tilde{E}_j \otimes \tilde{E}_i)\right).
$$

Moreover $(\log g)'(\xi_{ij}) = g(-\xi_{ij})$ and $g(\xi_{ij}) + g(-\xi_{ij}) = 1$. We obtain:

$$
\frac{\partial L}{\partial \xi_{ij}}(q; \xi) = -\lambda'(\xi_{ij})\left\{\text{Tr}\left((S_N + \tilde{W}_{vec}^\top (\tilde{W}_{vec})^\top) (\tilde{E}_j \otimes \tilde{E}_i)\right) - \xi_{ij}^2\right\}.
$$

Finally, $\lambda(\xi_{ij})$ is a strictly decreasing function for positive values of $\xi_{ij}$. Thus, $\lambda'(\xi_{ij}) \neq 0$ and if we set the derivative of (A.6) to zero, it leads to:

$$
\xi_{ij}^2 = \text{Tr}\left((S_N + \tilde{W}_{vec}^\top (\tilde{W}_{vec})^\top) (\tilde{E}_j \otimes \tilde{E}_i)\right).
$$

**A.7. Lower bound**

After the variational Bayes M-step, most of the terms in the lower bound vanish:

$$
\mathcal{L}(q; \xi) =
\sum_{i \neq j}^N \left\{\log g(\xi_{ij}) - \frac{\xi_{ij}}{2} + \lambda(\xi_{ij})\xi_{ij}^2\right\} + \sum_{q=1}^Q \log \left\{\frac{\Gamma(\eta_0^q + \zeta_0^q)\Gamma(\eta_N^q)\Gamma(\zeta_N^q)}{\Gamma(\eta_0^q)\Gamma(\eta_N^q)\Gamma(\zeta_0^q)\Gamma(\zeta_N^q)}\right\}
+ \log \frac{\Gamma(a_N)}{\Gamma(a_0)} + a_0 \log b_0 + a_N (1 - \frac{b_0}{b_N} - \log b_N)
+ \frac{1}{2}(\tilde{W}_{vec}^\top S_N^{-1} \tilde{W}_{vec})^\top + \frac{1}{2} \log |S_N|
- \sum_{i=1}^N \sum_{q=1}^Q \{\tau_{iq} \log \tau_{iq} + (1 - \tau_{iq}) \log (1 - \tau_{iq})\}. \quad (A.12)
$$
Proof:

\[
\mathcal{L}(q; \xi) = \sum_{Z} \int \int q(Z, \alpha, \tilde{W}, \beta) \log \left( \frac{h(Z, \tilde{W}, \xi)p(Z, \alpha, \tilde{W}, \beta)}{q(Z, \alpha, \tilde{W}, \beta)} \right) d\alpha d\tilde{W} d\beta
\]

\[
= E_{Z, \tilde{W}}[\log h(Z, \tilde{W}, \xi)] + E_{Z, \alpha}[\log p(Z | \alpha)] + E_{\alpha}[\log p(\alpha)]
+ E_{\tilde{W}, \beta}[\log p(\tilde{W} | \beta)] + E_{\beta}[\log p(\beta)] - E_{Z}[\log q(Z)] - E_{\alpha}[\log q(\alpha)]
- E_{\tilde{W}}[\log q(\tilde{W})] - E_{\beta}[\log q(\beta)]
\]

\[
= \sum_{i \neq j} \left\{ (X_{ij} - \frac{1}{2})E_{Z, \tilde{W}[aZ, z, \tilde{W}] - \xi_{ij}} \right\}
+ \sum_{i=1}^{N} \sum_{q=1}^{Q} \left\{ \tau_{iq} (\psi(\eta_{i}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N}))
+ (1 - \tau_{iq}) (\psi(\zeta_{q}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N}))
\right\}
+ \sum_{q=1}^{Q} \left\{ \frac{\log(\Gamma(\eta_{q}^{0} + \zeta_{q}^{0})/\Gamma(\eta_{q}^{0})}) + (\eta_{q}^{0} - 1)(\psi(\eta_{q}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N}))
\right\}
+ \left( \zeta_{q}^{0} - 1)(\psi(\zeta_{q}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N})) \right\}
+ E_{\tilde{W}, \beta}[\log p(\tilde{W} | \beta)] - \log \Gamma(a_{0})
+ a_{0} \log b_{0} + (a_{0} - 1)(\psi(a_{N}) - \log b_{N}) - b_{0} \frac{a_{N}}{b_{N}}
- \sum_{i=1}^{N} \sum_{q=1}^{Q} \left\{ \tau_{iq} \log \tau_{iq} + (1 - \tau_{iq}) \log(1 - \tau_{iq}) \right\}
- \sum_{q=1}^{Q} \left\{ \log(\frac{\Gamma(\eta_{q}^{N} + \zeta_{q}^{N})/\Gamma(\eta_{q}^{N})}) + (\eta_{q}^{N} - 1)(\psi(\eta_{q}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N}))
\right\}
+ \left( \zeta_{q}^{N} - 1)(\psi(\zeta_{q}^{N} - \psi(\eta_{q}^{N} + \zeta_{q}^{N})) \right\}
- E_{\tilde{W}}[\log q(\tilde{W})] + \log \Gamma(a_{N})
- a_{N} \log b_{N}
- (a_{N} - 1)(\psi(a_{N}) - \log b_{N}) + b_{N} \frac{a_{N}}{b_{N}}.
\]

\[E_{Z, z, \tilde{W}[aZ, z, \tilde{W}]} \text{ is given by:}
\]

\[
E_{Z, z, \tilde{W}[aZ, z, \tilde{W}]} = E_{Z, z, \tilde{W}[\tilde{Z}_{i}^{T}, \tilde{W}, \tilde{Z}_{j}]} = E_{\tilde{W}[\tilde{\tau}_{i}^{T}, \tilde{\tau}_{j}]} = E_{\tilde{W}[(\tilde{\tau}_{j} \otimes \tilde{\tau}_{i})^{T} \tilde{W}^{vec}]} = E_{\tilde{W}[(\tilde{W}^{vec})^{T}(\tilde{\tau}_{j} \otimes \tilde{\tau}_{i})]} = (\tilde{W}^{vec})^{T}(\tilde{\tau}_{j} \otimes \tilde{\tau}_{i}).
\]
$E_{Z, z, \mathcal{W}}[a_{Z, z}]$ is given by (A.11)
$E_{\mathcal{W}}[\log p(\mathcal{W} | \beta)]$ is given by:

$$
E_{\mathcal{W}}[\log p(\mathcal{W} | \beta)] = -\frac{(Q + 1)^2}{2} \log 2\pi - \frac{1}{2} E_{\beta}[\log |I_\beta|] \\
- \frac{1}{2} E_{\beta} E_{\mathcal{W}}[(\tilde{W}^{\text{vec}})\top \tilde{W}^{\text{vec}}] \\
- \frac{(Q + 1)^2}{2} \log 2\pi + \frac{(Q + 1)^2}{2} E_{\beta}[\log |\beta|] \\
- \frac{a_N}{2b_N} \text{Tr} \left( \mathbf{S}_N + \tilde{W}^{\text{vec}} (\tilde{W}^{\text{vec}})\top \right) \\
= -\frac{(Q + 1)^2}{2} \log 2\pi + \frac{(Q + 1)^2}{2} (\psi(a_N) - \log b_N) \\
- \frac{a_N}{2b_N} \text{Tr} \left( \mathbf{S}_N + \tilde{W}^{\text{vec}} (\tilde{W}^{\text{vec}})\top \right). 
$$

Similarly, we have:

$$
E_{\mathcal{W}}[\log g(\mathcal{W})] \\
= -\frac{(Q + 1)^2}{2} \log 2\pi - \frac{1}{2} \log |\mathbf{S}_N| - \frac{1}{2} E_{\mathcal{W}}[(\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}}] \\
+ E_{\mathcal{W}}[(\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}}] - \frac{1}{2} (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} \\
= -\frac{(Q + 1)^2}{2} \log 2\pi - \frac{1}{2} \log |\mathbf{S}_N| - \frac{1}{2} E_{\mathcal{W}} \left[ \text{Tr} \left( \tilde{W}^{\text{vec}} (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \right) \right] \\
+ (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} - \frac{1}{2} (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} \\
= -\frac{(Q + 1)^2}{2} \log 2\pi - \frac{1}{2} \log |\mathbf{S}_N| - \frac{1}{2} \text{Tr} \left( (\mathbf{S}_N + \tilde{W}^{\text{vec}} (\tilde{W}^{\text{vec}})\top) \mathbf{S}_N^{-1} \right) \\
+ (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} - \frac{1}{2} (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} 
$$

After rearranging the terms in (A.13) and using (A.11), (A.14), (A.15), as well as (A.16), we obtain:

$$
\mathcal{L}(q; \xi) = \\
\sum_{i \neq j}^N \left\{ \log g(\xi_{ij}) - \frac{\xi_{ij}}{2} + \lambda (\xi_{ij}) \xi_{ij}^2 \right\} + \sum_{q=1}^Q \log \left\{ \frac{\Gamma(\eta_q^0 + \zeta_q^0)}{\Gamma(\eta_q^0) \Gamma(\zeta_q^0)} \frac{\Gamma(\eta_q^N + \zeta_q^N)}{\Gamma(\eta_q^N) \Gamma(\zeta_q^N)} \right\} \\
+ \log \frac{\Gamma(a_N)}{\Gamma(a_0)} + a_0 \log b_0 + a_N (1 - b_0 - \log b_N) + \frac{1}{2} (\tilde{W}^{\text{vec}})\top \mathbf{S}_N^{-1} \tilde{W}^{\text{vec}} \\
+ \frac{1}{2} \log |\mathbf{S}_N| - \sum_{i=1}^N \sum_{q=1}^Q \{ \tau_{iq} \log \tau_{iq} + (1 - \tau_{iq}) \log (1 - \tau_{iq}) \} \\
+ (a_0 + \frac{(Q + 1)^2}{2} - a_N) \left( \psi(a_N) - \log b_N \right)
$$
\[ + \sum_{q=1}^{Q} \left\{ (\eta_0^q + \sum_{i \neq j}^N \tau_{iq} - \eta_q^N) (\psi(\eta_q^N) - \psi(\eta_q^N + \zeta_q^N)) \right. \\
\left. + (\zeta_0^q + N - \sum_{i=1}^N \tau_{iq} - \zeta_q^N) (\psi(\zeta_q^N) - \psi(\eta_q^N + \zeta_q^N)) \right\} \\
- \frac{1}{2} \text{Tr} \left( S_N + \tilde{W}_N^\text{vec} (\tilde{W}_N^\text{vec})^\intercal \left( \frac{a_N}{b_N} \mathbb{I} + 2 \sum_{i \neq j}^N \lambda(\xi_{ij})(\tilde{E}_j \otimes \tilde{E}_i) - S_N^{-1} \right) \right) \\
+ (\tilde{W}_N^\text{vec})^\intercal \left( \sum_{i \neq j}^N (X_{ij} - \frac{1}{2})(\tilde{\tau}_j \otimes \tilde{\tau}_i) - S_N^{-1} \tilde{W}_N^\text{vec} \right). \] (A.17)

After the variational M step (optimization of \( q(\tilde{W}) \)), many terms vanish.
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