In this review, we introduce the notion of quantum nonclassicality of light, and the role of nonclassicality in optical quantum metrology. The first part of the paper focuses on defining and characterizing the notion of nonclassicality and how it may be quantified in radiation fields. Several prominent examples of nonclassical light is also discussed. The second part of the paper looks at quantum metrology through the lens of nonclassicality. We introduce key concepts such as the Quantum Fisher information, the Cramér-Rao bound, the standard quantum limit and the Heisenberg limit, and discuss how nonclassical light may be exploited to beat classical limitations in high precision measurements. The discussion here will be largely theoretical, with some references to specific experimental implementations.
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I. INTRODUCTION

Being an empirical science, our ability to understand nature through physics is deeply tied to our ability to measure things. Needless to say, the study of measurements, or metrology, is a foundational aspect of physics and indeed, all of the other natural sciences. Classical physics imposes certain natural limits, not related to the skill or the ingenuity of the observer, on our ability to perform precise measurements on physical systems. One of the crowning achievements of modern day quantum mechanics is the realization, and ultimate verification, that such limitations that apply to classical systems do not in fact extend over to quantum ones. The quantum regime therefore supplies us with a new bag of tricks, thus allowing us to look ever deeper into the inner workings of nature. The ultimate hope is that by doing so, the next step forward in our understanding will be revealed.

This review is intended to introduce the topic of nonclassicality in light fields, with an eye on their applications in ultra high precision measurements. In classical mechanics, the primary limitation imposed on our ability to make precision measurements comes from energy. From another point of view, energy may be considered as being converted to measurement precision. As we go through the arguments, we will see that quantum mechanics provides another avenue. With the same amount of energy, it is possible to achieve levels of precision in the quantum regime that is orders of magnitude higher than what is possible in the classical regime. This level of precision is contingent on our ability to produce highly nonclassical states. In other words, quantum nonclassicality itself can be converted to measurement precision, thus presenting us with an alternate path towards achieving higher precision. Producing a nonclassical state and extracting metrological usefulness from it is by no means a trivial task, but at least this is only limited by our current techniques and ingenuity, rather than by any natural constraint. The field of quantum metrology, in the broadest terms, essentially concerns itself with coming up...
with ever more inventive ideas to (i) produce useful nonclassical states, and (ii) extract useful metrological content from them. Many of these ideas have seen applications in areas such as quantum information\cite{3}, biology\cite{4} and imaging\cite{5}.

Research into nonclassicality and metrology spans nearly six decades of continuous scientific progress, and covering all aspects of these two topics will go far beyond the scope and ambitions of this paper. Instead, the contents of this paper is intended to be a curated view of the subject focussing on what the authors feel are key developments.

This paper is mainly split into two parts. In Section II we will mainly discuss the notion of nonclassicality, how it may be defined and how it may be characterized, and provide examples of such nonclassical states of light. A survey of various approaches of quantifying nonclassicality in light is performed. In Section III the concept of metrological power will be discussed, where we loosely interpret metrological power as any metrological advantage that can be attributed solely to the nonclassicality of the state. We introduce concepts such as the quantum Fisher information and the Cramér-Rao bound, and discuss scenarios where nonclassicality may be leveraged to surpass classical limits. We also briefly touch upon methods of generating nonclassical light.

We hope that through the course of the ensuing discussions, the interested reader will be able to develop an overall feel for the subject and be sufficiently equipped to initiate a research direction of their own. Let us start by discussing what classicality means within the context of quantum optics.

II. CLASSICAL AND NONCLASSICAL LIGHT

A. Defining classicality in quantum mechanics

A more traditional treatment of classical light will begin with a description of electromagnetic fields using classical electrodynamics, which is then compared to the quantum regime when the field is subsequently quantized\cite{6}. This approach, while chronologically respecting the way quantum mechanics was developed, slightly misrepresents the relationship between the classical and quantum regimes by suggesting that quantum electrodynamics somehow emerges from classical electrodynamics. The actual relationship is in fact much closer to the opposite. There is in fact no such thing as a classical system, much less a classical system that is "quantized". As far as we can tell, the whole of nature is quantum mechanical, so it is far more appropriate to say that classical physics emerges from quantum mechanics rather than the other way round.

We will therefore begin with the quantum description of light, which is more in line with the modern approach.

As with all quantum systems, the dynamics of light is governed by the Hamiltonian. We consider the simplest possible representation of the Hamiltonian for a single mode of light with frequency $\omega$. In this case, the Hamiltonian takes on the form

$$H = \hbar \omega (a^\dagger a + \frac{1}{2}).$$

FIG. 1. Interpreting $(x, p)$ phase space coordinates as phasor diagrams. In classical mechanics, a point vector $(x, p)$ represents a plane wave with relative phase $\phi$ and electric field amplitude $E_0$ which is proportional to the magnitude $\sqrt{x^2 + p^2}$. In quantum mechanics, it is not possible to represent a state with a single point, due to the uncertainty principle.

The operators $a$ and $a^\dagger$ are called annihilation and creation operators, and they satisfy the fundamental commutation relation $[a, a^\dagger] = 1$. For convenience, we assume that $\hbar = \omega = 1$, such that $H = a^\dagger a + \frac{1}{2}$.

One may recall that this Hamiltonian is identical to the one describing a quantum harmonic oscillator. Indeed, one may define analogous position position and momentum operators, also called the $x$ and $p$ quadratures, as $x := \frac{1}{\sqrt{2}} (a + a^\dagger)$ and $p := \frac{1}{\sqrt{2}} (a - a^\dagger)$ such that $[x, p] = i$ and equivalently write $H = \frac{1}{2} (x^2 + p^2)$. This makes the connection between the quantum description of light and the quantum Harmonic oscillator explicit. Note that despite the notation $x$ and $p$, they do not correspond to the actual physical position and momentum of light fields. They do however, provide us with a definition of phase space coordinates $(x, p)$ which we can then use to study quantum light. Physically, they can be interpreted as coordinates on a phasor diagram\cite{7} (see Fig. 1). In this picture $p$ and $x$ coordinates respectively corresponds to the amplitude of wave components that are in phase and $\pi/2$ out of phase with respect to a given reference. These coordinates can be sampled in the laboratory via homodyne measurements\cite{8,9}.

Given the Hamiltonian $H$, one may further show that its eigenstates are the well known Fock or number states $|n\rangle$. As far back as a century ago, Planck\cite{10} and Einstein\cite{11} already demonstrated the existence of individual photons. The Fock states $|n\rangle$ are basically quantum descriptions of a single mode of light containing $n$ photons. One may show that the Fock states, annihilation and creation operators satisfy the follow-
ing elementary properties:
\[ a^\dagger a |n\rangle = n |n\rangle \]
\[ a^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle \]
\[ a |n\rangle = \sqrt{n} |n-1\rangle \]
\[ |n\rangle = \frac{a^\dagger}{\sqrt{n!}} |0\rangle \]

We have not yet arrived at our desired definition of classical light. Indeed, we see that the Fock states, despite emerging naturally as eigenstates of the Hamiltonian, clearly does not possess the requisite qualities of being classical, since individual photons were not suspected up until the advent of quantum mechanics.

At the beginning of the section, it was mentioned that there is no such thing as a truly classical system. As far as we can tell, every physical system obeys quantum rules, so “classical” light does not actually exist in the strictest sense of the word.

One can, however, make a compelling case that certain quantum states possess classical properties, at least more so than other quantum states. This can be done without ever leaving the quantum mechanical framework. The name “classical light” is therefore somewhat of a misnomer. They are actually quantum states of light that fully obeys quantum mechanical laws, but can be argued to possess properties that are closest in nature to what we traditionally see in a classical system.

One distinctive feature of classical physics is that classical systems can be described by a point in phase space. Within the context of light, this means that at any given point in time, one may specify both the electric field amplitude as well as the phase with perfect precision (See Fig. 1). We know that this is impossible in quantum physics, due to the well known Heisenberg uncertainty relation
\[ \Delta x \Delta p \geq 1/2, \]
where \( \Delta O := \sqrt{\langle O^2 \rangle - \langle O \rangle^2} \) for any observable \( O \). We know that every physical state must obey the uncertainty principle, so the question we should be asking is: among the states obeying the uncertainty principle, what kinds of states permits a description closest to a point particle in phase space? If we can find such a class of states, we will call these states “classical” in the quantum mechanical sense of the word.

### B. Coherent states as classical states of light

If our starting point for the definition of classicality is how closely the quantum mechanical description resembles a point in phase space, then the answer to the previous question is clear. A classical state should be a minimal uncertainty state such that
\[ \Delta x \Delta p = 1/2. \]

Furthermore, classical dynamics treats both position and momentum variables on equal footing, so we should also have
\[ \Delta x = \Delta p = 1/\sqrt{2}. \]

It turns out that only one class of quantum states satisfy the above constraints under quantum mechanics, and it is the class of coherent states. These states were considered as far back as 1926 by Schrödinger as special solutions to the harmonic oscillator problem, but their relationship to quantum light was greatly expanded much later by Glauber and Sudarshan. They now play a foundational role in the field of quantum optics.

The set of coherent states may be defined as the set of eigenstates of the annihilation operator \( a \), such that
\[ a |\alpha\rangle = \alpha |\alpha\rangle, \]
where \( \alpha \) is in general a complex number.

Another way to define coherent states is by first defining the displacement operator
\[ D(\alpha) := e^{aa^\dagger - a^\dagger a}. \]

You then generate the set of coherent states by performing a displacement operation on vacuum:
\[ D(\alpha) |0\rangle = |\alpha\rangle. \]

They are called displacement operators because for any state \( |\psi\rangle \), the map \( |\psi\rangle \rightarrow D(\alpha)|\psi\rangle \) is equivalent to the maps \( x \rightarrow x + \sqrt{2} \text{Re}(\alpha) \) and \( p \rightarrow p + \sqrt{2} \text{Im}(\alpha) \). This is essentially a linear displacement on phase space coordinates \((x,p)\).

One may show that coherent states \( |\alpha\rangle \) and the displacement operators \( D(\alpha) \) obey the following elementary properties:
\[ |\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle \]
\[ D^\dagger(\alpha) D(\alpha) = 1 \]
\[ D(\alpha + \beta) = D(\alpha) D(\beta) e^{-i \text{Im}(\alpha \beta^*)} \]
\[ D^\dagger(\alpha) a D(\alpha) = a + \alpha \]
\[ \langle n \rangle = \langle \alpha | a^\dagger a | \alpha \rangle = |\alpha|^2 \]
\[ \langle \beta | \alpha \rangle = e^{-|\beta|^2/2 - |\alpha|^2/2 + \beta^* \alpha} \]
\[ \langle \alpha | x | \alpha \rangle = \sqrt{2} \text{Re}(\alpha) \]
\[ \langle \alpha | p | \alpha \rangle = \sqrt{2} \text{Im}(\alpha) \]
\[ \frac{1}{\pi} \int d^2 \alpha \langle \alpha | \langle \alpha \rangle = 1 \]

Based on the above properties, one may then directly calculate that for coherent states, \( \Delta x = \Delta p = 1/\sqrt{2} \) and that \( \Delta x \Delta p = 1/2 \) as required. We therefore established that the set of coherent states satisfies the requirements that were laid out at the beginning of this section. They can therefore be considered classical in this sense.

Furthermore, one may also show that they are the only set of pure quantum states that can make this claim. In order to see this, we note that using the property \( D^\dagger(\alpha) a D(\alpha) = a + \alpha \),
we can verify that $\Delta x$ and $\Delta p$ are invariant under displacement operations, regardless of the initial state $|\psi\rangle$. We can therefore displace any state such that it satisfies $\langle x \rangle = \langle p \rangle = 0$, which we will assume is satisfied without loss in generality. For such states, the variance is just given by $\Delta^2 x = (\Delta x)^2$ and $\Delta^2 p = (\Delta p)^2$. We recall that $H = a^\dagger a + \frac{1}{2} = \frac{1}{2}(\Delta x^2 + \Delta p^2)$, which leads to the following series of equations:

$$\langle a^2 | a \rangle + \frac{1}{2} = \frac{1}{2}(\langle x^2 \rangle + \langle p^2 \rangle)$$

$$= \frac{1}{2}(\Delta x^2 + \Delta p^2)$$

$$= \frac{1}{2}.$$

where in the last line, we substituted in the classicality requirement $\Delta x = \Delta p = \frac{\alpha}{\sqrt{\hbar}}$. Clearly, this requires $\langle a^2 | a \rangle = 0$.

Since $n := a^\dagger a$ is just the photon number operator, the only state with zero photons is the vacuum $|0\rangle$. As such, the vacuum state $|0\rangle$, up to a displacement operator, is the unique minimum uncertainty state satisfying $\Delta x = \Delta p = \frac{\alpha}{\sqrt{\hbar}}$. Since a displaced vacuum defines the set of coherent states, coherent states are the unique set of pure states that can be considered classical under our current definition.

That coherent states may be considered the most classical quantum states is further supported when we consider the dynamics of the system. The evolution of the state is completely described by the unitary evolution $U(t) = e^{-iHt} = e^{-i(a^\dagger a + 1/2)t}$. Under such dynamics, the coherent states evolves according to

$$U(t) |\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} e^{-i(n + 1/2)t} |n\rangle$$

$$= e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} e^{-i(n + 1/2)t} |n\rangle$$

$$= e^{-\hbar t/2} e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{e^{-\hbar t/2} e^{-|\alpha|^2/2}}{\sqrt{n!}} |n\rangle$$

$$= e^{-\hbar t/2} |e^{-\hbar t/2} \rangle e^{-|\alpha|^2/2} |e^{-\hbar t/2} \rangle.$$

We see that coherent states are rotated in complex parameter space by the phase factor $e^{-\hbar t/2}$, but otherwise remain as coherent states under free time evolution. Since $\langle x \rangle = \text{Re}(e^{-\hbar t/2} \alpha)$ and $\langle p \rangle = \text{Im}(e^{-\hbar t/2} \alpha)$, we see that the time evolution in phase space is described by to an clockwise rotation along a circle with radius $|\alpha|$. If we were to compute the wavefunction $\psi(x, t)$ by projecting the state onto the eigenstates $|x\rangle$ of the $x$ quadrature, we can verify that the probability density at each time $t$ is just a Gaussian wavepacket

$$|\psi(x, t)|^2 = \frac{1}{\sqrt{\pi}} e^{-|x - \sqrt{2\hbar} \text{Re}(e^{-\hbar t/2} \alpha)|^2},$$

where we assumed $m = \hbar = \omega = 1$ for the parameters of the harmonic oscillators. We see that the probability density is just an oscillating Gaussian wavepacket at every time $t$. This dynamical behaviour is similar to what we would expect from a classical harmonic oscillator, except with a point particle replaced by a wavepacket, so the dynamics of coherent states are also similar to a classical system.

Another strong argument that suggests that coherent states are classical comes from the physical systems that they represent. A coherent state $|\alpha\rangle$ is the quantum mechanical representation of coherent, monochromatic light source whose electric field amplitude is proportional to $|\alpha|$, and relative phase is specified by $\text{arg}(\alpha)$. Notwithstanding the fact that its working mechanism relies on quantum mechanics, the output of a laser source is typically considered to be close to an ideal classical light source: i.e. it is a source of strongly coherent, monochromatic light. The coherent state describes the output of a laser operating high above its threshold very well, although there had been some controversy on the theoretical side as to whether the output of laser can be safely assumed to be a coherent state.

Thus far, we have only considered pure states. More generally, mixed quantum states can be represented via density operators which are statistical mixtures of pure states of the form $\rho = \int dx p(x) |\psi(x)\rangle \langle \psi(x)|$ where $\int dx p(x) = 1$. Since we have already ascertained what states are the most classical among the pure quantum states, the generalization to mixed states is relatively straightforward. We consider any statistical mixture of pure classical states to also be classical. That is, if a density operator can be expressed in the form

$$\rho = \int d^2 \alpha P_\text{cl}(\alpha) |\alpha\rangle \langle \alpha|,$$

where $\int d^2 \alpha P_\text{cl}(\alpha) = 1$ is some positive probability density function, then we say that the quantum state is classical.

C. Defining nonclassicality via the Glauber-Sudarshan P-function

So far, we have considered which states among the set of quantum states are considered the most classical. Based on this, nonclassical states may be defined almost immediately. By definition, any quantum state that is not classical, must be nonclassical. In terms of density operators, this means that nonclassical states are states which cannot be expressed in the form $\rho = \int d^2 \alpha P_\text{cl}(\alpha) |\alpha\rangle \langle \alpha|$ using some positive probability density function $P_\text{cl}(\alpha)$.

This definition of nonclassicality is however not necessarily the most natural one to adopt, as it does not suggest a method, analytical or otherwise, of determining whether a positive probability density function $P_\text{cl}(\alpha)$ exists for an arbitrary mixed state $\rho$.

A more natural definition of nonclassicality is possible if one moves away from the density operator representation of a quantum state. An alternative representation of a quantum state comes from the seminal work of Glauber and Sudarshan, who observed that any quantum state of light can be written in the form

$$\rho = \int d^2 \alpha P(\alpha) |\alpha\rangle \langle \alpha|,$$
where \( P(\alpha) \) is called the Glauber-Sudarshan \( P \)-function. Note the formal similarity to the definition of a classical state \( \rho = \int d^2 \alpha P_2(\alpha) | \alpha \rangle \langle \alpha | \). The key difference is that \( P(\alpha) \) is a quasiprobability instead of a positive probability density function. This means that \( P(\alpha) \) always is always normalized such that \( \int d^2 \alpha P(\alpha) = 1 \). but may permit negative values. When \( P(\alpha) \) does correspond to a positive probability density function however, we immediately see that the state must be classical. This leads to the following definition of nonclassicality.

**Definition 1** (Nonclassical states of light). A quantum state of light is nonclassical iff its Glauber-Sudarshan \( P \)-function is not a positive probability density function.

In literature, it is sometimes stated that a state is nonclassical when the \( P \)-function is negative or more singular than a delta function. This does not contradict our definition as classical probability density functions do not contain singularities more exotic than delta functions. At the same time, the distinction between negativity and highly singular points is largely a point of technicality, as the existence of highly singular points always implies some notion of negativity. For the rest of this paper, we will treat "negative \( P \)-functions" and "nonclassicality" as basically interchangeable terms.

The primary benefit of defining nonclassicality with respect to the \( P \)-function is that it points to a clear method, at least analytically, of determining whether a given state is nonclassical or not. Given some density operator \( \rho \), the \( P \)-function may be computed in the following way.

\[
P(\alpha) = \int d^2 \beta P(\beta) \delta(\beta - \alpha) = \frac{1}{\pi^2} \int d^2 \gamma e^{-(\gamma \alpha^\dagger - \gamma^\dagger \alpha)} \langle \gamma \beta^\dagger - \gamma^\dagger \beta \rangle \]

\[
= \frac{1}{\pi^2} \int d^2 \gamma e^{\gamma^\dagger \alpha - \gamma \alpha^\dagger} \left[ e^{\gamma^\dagger \beta^\dagger - \gamma^\dagger \beta} \right] \]

\[
= \frac{1}{\pi^2} \int d^2 \gamma e^{\gamma^\dagger \alpha - \gamma \alpha^\dagger} \left[ e^{\gamma^\dagger \beta^\dagger - \gamma^\dagger \beta} \right],
\]

where we used the identity \( \delta(\beta - \alpha) = \frac{1}{\pi^2} \int d^2 \gamma e^{-(\gamma \alpha^\dagger - \gamma^\dagger \alpha)} e^{\gamma^\dagger \beta^\dagger - \gamma^\dagger \beta} \), which comes from property that the Fourier transform of a constant is a proportional to the delta function. Since we can obtain the the \( P \)-function from the density operator, and the density operator can be retrieved via the identity \( \rho = \int d^2 \alpha P(\alpha) | \alpha \rangle \langle \alpha | \), they are equivalent representations of the quantum state. To decide whether or not a state is nonclassical however, one just has to determine whether \( P(\alpha) \) displays any negative-signs.

At this juncture, it is also worth mentioning that \( P \)-functions are not the only quasiprobability distributions considered in quantum optics. Let us consider the previously derived expression \( P(\alpha) = \frac{1}{\pi^2} \int d^2 \beta e^{\beta^\dagger \alpha - \beta \alpha^\dagger} \left[ e^{\beta^\dagger a^\dagger - \beta a^\dagger} \rho \right] \). From the Baker-Campbell-Hausdorff formula, we have \( e^{\beta^\dagger a^\dagger - \beta a^\dagger} = e^{\beta a^\dagger - \beta^\dagger a} = D(\beta) e^{\beta | \beta \rangle \langle \beta |} \). This leads to the simplified expression

\[
P(\alpha) = \frac{1}{\pi^2} \int d^2 \beta e^{\beta^\dagger \alpha - \beta \alpha^\dagger} \text{Tr}[D(\beta) \rho] e^{\beta | \beta \rangle \langle \beta |} \]

From this, we observe that that the above expression is actually just the Fourier transform of the characteristic function \( \text{Tr}[D(\beta) \rho] e^{\beta | \beta \rangle \langle \beta |} \). One may generalize the characteristic function by adding a real parameter \( s \) such that

\[
\chi_s(\beta) := \text{Tr}[D(\beta) \rho] e^{(s/2) | \beta \rangle \langle \beta |}.
\]

The above is called the \( s \)-parametrized characteristic function. From the \( s \)-parametrized characteristic function, one may obtain the \( s \)-parametrized quasiprobability distribution function by considering the Fourier transform

\[
P_s(\alpha) := \frac{1}{\pi^2} \int d^2 \beta e^{\beta^\dagger \alpha - \beta \alpha^\dagger} \chi_s(\beta).
\]

For every real value of \( s \), we see that \( \int d^2 \alpha P_s(\alpha) = \chi_s(0) = 1 \), so they are indeed quasiprobabilities. Typically, the range of values \( s \in [-1, 1] \) is considered. At \( s = 1 \), we retrieve the \( P \)-function \( P(\alpha) \), and at \( s = -1 \), we have the Husimi \( Q \)-function \( Q(\alpha) \). The \( s \)-quasiprobabilities other than the \( P \)-function have also been previously considered within the context of nonclassicality (see Section II F 4).

Extracted from Section II E, such definitions can often be viewed as special cases of Definition 1.

**D. Examples of \( P \)-functions**

In this section, we will mainly discuss several important examples of states with known \( P \)-functions. These will include several classical states, but the main focus is on \( P \)-functions that are nonclassical.

**1. Coherent states**

The simplest \( P \)-functions are given by the coherent states, which are classical by definition. The \( P \)-function of a coherent state \( | \beta \rangle \) can be written as

\[
P(\alpha) = \delta(\alpha - | \beta \rangle \langle \beta |).
\]

so it is just the delta function. Classical states in general do not contain singularities more exotic than delta functions.
2. Thermal states

The thermal state describes a radiation field in thermal equilibrium with a heat bath at inverse temperature \( \beta \). Its density operator has the form

\[
\rho = \frac{1}{Z} e^{-\beta a^\dagger a} = (1 - e^{-\beta}) \sum_{n \geq 0} e^{-\beta n} |n\rangle \langle n|,
\]

where \( Z = \text{Tr} \left( e^{-\beta a^\dagger a} \right) \) is the partition function and we assumed that \( \hbar = \omega = 1 \). The mean photon number of the thermal state is given by \( \langle n \rangle = \langle a^\dagger a \rangle = (1 - e^{-\beta})^{-1} \).

Using Eq. [5], one may directly compute the \( P \)-function of via the density operator, which gives the expression [30]

\[
P(\alpha) = \frac{1}{\langle n \rangle^2} e^{-|\alpha|^2 / \langle n \rangle}.
\]

This is just an isotropic Gaussian distribution with variance \( \sigma^2 = \langle n \rangle / 2 \). Every isotropic Gaussian distribution therefore corresponds to the \( P \)-function of a thermal state, up to some displacement operation. See Fig. 2 for a plot of the \( P \)-function of the thermal state.

3. Fock states

In Section [22], the Fock states \( |n\rangle \) were introduced as the eigenstates of the Hamiltonian \( H = a^\dagger a + 1/2 \), or alternatively, the number operator \( n = a^\dagger a \). They describe the quantum state of light containing a definite number \( n \) of photons [20,13].

One may show via direct calculation that the \( P \)-function of Fock states takes the form

\[
P(\alpha) = L_n \left( -\frac{1}{4} \left( \frac{\partial^2}{\partial \text{Re}(\alpha)^2} + \frac{\partial^2}{\partial \text{Im}(\alpha)^2} \right) \right) \delta(\alpha),
\]

where \( L_n \) is the \( n \)th Laguerre polynomial. In general, the \( n \)th Laguerre polynomial contains powers up to \( n \), which suggests that the \( P \)-function contains derivatives of the delta function up to the \( 2n \)th order. These are more singular than regular delta functions, so the state is nonclassical.

4. Squeezed states

Together with Fock states, squeezed states [43,49] are perhaps the archetypal examples of nonclassical light. Just like the coherent states, it is a minimal uncertainty state so it satisfies \( \Delta x \Delta p = 1/2 \). Unlike coherent states however, squeezed states do not treat each quadrature equally, such that in general \( \Delta x \neq \Delta p \). This necessarily means that one of the quadratures is “squeezed”, such that, up to a rotation in phase space coordinates, \( \Delta x \) or \( \Delta p \) is less than \( 1/\sqrt{2} \). Squeezed states can be defined via the squeeze operator

\[
S(\varepsilon) := e^{(\varepsilon a^2 - \varepsilon a^2^*)/2}.
\]

In general, \( \varepsilon = |\varepsilon| e^{i\theta} \) is a complex parameter. One may define the set of squeezed coherent states as

\[
|\alpha, \varepsilon \rangle := D(\alpha) S(\varepsilon) |0\rangle.
\]

Alternatively, one may also define the set of squeezed coherent states as the eigenstates of an operator such that

\[
\cosh(|\varepsilon| a + e^{i\theta} \sinh(|\varepsilon|) a^\dagger) |\alpha, \varepsilon \rangle = \left[ \alpha \cosh(|\varepsilon|) + \alpha^* e^{i\theta} \sinh(|\varepsilon|) \right] |\alpha, \varepsilon \rangle.
\]

The squeeze operator and squeezed states has the following elementary properties.

\[
|0, |\varepsilon\rangle \rangle = \frac{1}{\sqrt{\cosh(|\varepsilon|)}} \sum_{n \geq 0} \left[ -\text{tanh}(|\varepsilon|) \right]^n \sqrt{\frac{(2n)!}{2^n n!}} |2n\rangle
\]

\[
S(\varepsilon) \dagger S(\varepsilon) = 1
\]

\[
D(\alpha) S(\varepsilon) = S(\varepsilon) D\left[ \alpha \cosh(|\varepsilon|) + \alpha^* e^{i\theta} \sinh(|\varepsilon|) \right]
\]

\[
S'(\varepsilon) a S(\varepsilon) = a \cosh(|\varepsilon|) - a^* e^{i\theta} \sinh(|\varepsilon|)
\]

\[
|n\rangle = |\alpha,\varepsilon^\dagger a^\dagger |\alpha,\varepsilon\rangle = |\alpha|^2 + \sinh^2(|\varepsilon|^2)
\]

\[
\langle \alpha,\varepsilon|x|\alpha,\varepsilon\rangle = \sqrt{2} \text{Re}(\alpha,\varepsilon)
\]

\[
\langle \alpha,\varepsilon|p|\alpha,\varepsilon\rangle = \sqrt{2} \text{Im}(\alpha,\varepsilon)
\]

Let us focus our attention on the squeezed vacuum state \( |0, |\varepsilon\rangle \rangle = S(\varepsilon) |0\rangle \). By performing a map \( a \rightarrow e^{i\theta/2} a \), which corresponds to performing a rotation \( R(\theta/2) \) in phase space, i.e. a \( \theta/2 \) rotation about the origin, we see that \( S(\varepsilon) \rightarrow S(|\varepsilon|) \). This suggests that we can further write \( |\alpha, \varepsilon \rangle = D(\alpha) R(-\theta/2) S(|\varepsilon|) |0\rangle \). In summary, this means that every squeezed coherent state is equivalent to a squeezed vacuum state \( |0, |\varepsilon\rangle \rangle \), up to a rotation followed by a displacement in phase space. Neither rotation nor linear displacements in phase space affects the nonclassicality properties of the state, so for the purpose studying nonclassicality, considering squeezed vacuum will suffice.

Consider the quadrature variances for the squeezed vacuum state \( |0, |\varepsilon\rangle \rangle \). It can be verified that they are \( \Delta x = e^{-|\varepsilon|^2} / \sqrt{2} \) and \( \Delta p = e^{|\varepsilon|^2} / \sqrt{2} \), so we see that the \( x \) quadrature is indeed “squeezed”, while the \( p \) quadrature is “stretched” to compensate. Furthermore, \( \Delta x \Delta p = 1/2 \) so it is a minimum uncertainty state.

Finally, one may also verify that the \( P \)-function of the squeezed state [20] \( |0, |\varepsilon\rangle \rangle \) reads

\[
P(\alpha) = \exp \left[ \frac{1 - s}{8s} \frac{\partial^2}{\partial \text{Re}(\alpha)^2} - \frac{1 - s}{8} \frac{\partial^2}{\partial \text{Im}(\alpha)^2} \right] \delta(\alpha),
\]

where \( s := 2e^{2|\varepsilon|^2} \). We therefore see that the \( P \)-function contains infinitely high order derivatives of delta functions, which is a signature of nonclassicality.
5. Cat states

In quantum optics, cat states\cite{10,11} often refer to equal superpositions of two coherent states of the form

$$|\psi_\pm\rangle := \frac{1}{\sqrt{N}}((\beta) \pm |-\beta\rangle),$$

where $N := 2(1 \pm e^{-2\beta^2})$ is the normalization constant. They are named after Schrödinger’s cat paradox\cite{22} that illustrates a quantum superposition on a macroscopic scale. Their properties as macroscopic superpositions are manifest when $\beta$ is sufficiently large. Depending on the sign, we can write the states in the number basis as

$$|\psi_+\rangle = \frac{2e^{-2\beta^2}}{\sqrt{N}} \left( \sum_{n \geq 0} \frac{\beta^{2n}}{\sqrt{(2n)!}} |2n\rangle \right)$$

and

$$|\psi_-\rangle = \frac{2e^{-2\beta^2}}{\sqrt{N}} \left( \sum_{n \geq 0} \frac{\beta^{2n+1}}{\sqrt{(2n+1)!}} |2n+1\rangle \right).$$

We see that the former is a superposition of the even number Fock states, while the latter is a superposition of the odd number Fock states. For this reason, they are referred to as the even and odd cat states respectively.

They have a $P$-function of the form

$$P(\alpha) = \frac{1}{N} \delta(\alpha - \beta) + \frac{1}{N} \delta(\alpha + \beta)$$

or

$$P(\alpha) = \frac{2e^{2|\beta|^2}}{N} \exp\left(-2\text{Re}(\beta) \frac{\partial}{\partial (2\alpha^2 - 2i\text{Im}(\beta))}\right) \text{exp}\left(2\text{Re}(\beta) \frac{\partial}{\partial (2\alpha^2 - 2i\text{Im}(\beta))}\right) \delta(2\alpha - 2i\text{Im}(\beta))$$

Again, we see that due to the exponential terms, the $P$-function contains infinitely high order derivatives of the delta function, thus indicating that the state is nonclassical.

6. Nonclassical states with regular $P$-functions

The examples of nonclassical states discussed thus far has highly singular $P$-functions. While it is true that many of the states that are actually being studied displays such exotic singularities, there are in fact many states, especially when one considers mixed quantum states, where the $P$-function is a regular function but has negative values.

One example of this state is the single photon added thermal states. Single photon added thermal states have density operators of the form

$$\rho := a^\dagger e^{-\beta a^\dagger a}/\text{Tr}\left(a^\dagger e^{-\beta a^\dagger a}\right),$$

where we again assume that $\hbar = \omega = 1$. Their $P$-functions looks like

$$P(\alpha) = \frac{1 + n_T}{\pi n_T} \left(|\alpha|^2 - \frac{n_T}{1 + n_T}\right) e^{-|\alpha|^2/n_T},$$

where $n_T = \text{Tr}\left(a^\dagger a e^{-\beta a^\dagger a}/Z\right)$ is the mean photon number of a thermal state at inverse temperature $\beta$. We see that when $|\alpha|^2 < \frac{n_T}{1 + n_T}$ is sufficiently small, the $P$-function is negative, so the state is nonclassical. This is illustrated in Fig. 2.

Another class of nonclassical states with regular $P$-functions are the set of so called punctured states\cite{19}, which are $P$-functions that has the form

$$P(\alpha) = N \left[ P_2(\alpha) - \sum_{i=1}^{N} w_i \pi_i(\alpha - \alpha_i) \right],$$

where $N$ is a normalization factor, $P_2(\alpha)$ is some positive $P$-function, $w_i$ are positive real numbers, and $\pi(\alpha - \alpha_i)$ are positive distributions centred at $\alpha_i$. A punctured $P$-function is therefore a positive $P$-function which are “punctured” with negative values at several points. For certain combinations of $P_2(\alpha), w_i$ and $\pi(\alpha)$, one may show that they correspond to physical quantum states.

Finally, it was also observed that any of the $s$-parametrized quasiprobabilities introduced in Section IIIC are themselves also valid $P$-functions. $s$-parametrized quasiprobabilities may be interpreted as the $P$-functions of states that are subject to varying degrees of interaction with thermal noise\cite{23,50,51} (see also Section IIE.3). Therefore, any $s$-parametrized quasiprobability which is a regular functions and has negative values is an example of a nonclassical state with a regular $P$-function. For instance, the $s$-parametrized quasiprobability of the Fock
Experimental, such highly singular points are not very well defined, which suggests that it is not feasible to sample the $P$-function directly in experiments. It will therefore be useful to be able to capture the essential aspects of nonclassicality in a manner that is quantitatively informative, but also be able to avoid the technical difficulties of directly manipulating the $P$-function itself.

For the reasons above, an emerging topic in the field concerns the study of nonclassicality quantifiers. They form a set of proposals that allows us to consider nonclassicality in a more quantitative manner, and allows us to study nonclassical effects in a wider variety of systems. In this section, we will survey the variety of prominent nonclassicality quantifiers. While these nonclassicality quantifiers possess a variety of different attributes and interpretations, fundamentally speaking, they are capturing different aspects of the same notion of nonclassicality as Definition[1]

1. Mandel Q parameter

One of the earliest attempts to quantify nonclassicality of light is the Mandel Q parameter[^5]. We recall the representation of the coherent states in the Fock basis:

$$|\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle.$$

This gives rise to the number distribution

$$P_n = e^{-|\alpha|^2} |\alpha|^2 \frac{n!}{n!},$$

which has the form of a Poisson distribution[^2] $P_n = e^{-\lambda} \frac{\lambda^n}{n!}$ where $\lambda = |\alpha|^2$. One distinctive feature of a Poisson distribution is that its mean and variance is equal. For the coherent states, this means that $\Delta^2 n / \langle n \rangle = 1$. For pure states, since coherent states are the only classical pure states[^3] this suggests that if $\Delta^2 n / \langle n \rangle - 1 \neq 0$, then the state must be nonclassical.

Let us consider a general classical state with density operator $\rho = \int d^2 \alpha P_\alpha |\alpha\rangle \langle \alpha|$. The variance of the state is $\Delta^2 n = \text{Tr}(n^2 \rho) - \text{Tr}(n \rho)^2$. Since $|\cdot|^2$ is a convex function, we can use Jensen’s inequality[^5] to show that $\text{Tr}(n \rho)^2 \leq \int d^2 \alpha P_\alpha |\alpha\rangle \text{Tr}(n |\alpha\rangle \langle \alpha|) |\alpha|^2$. This implies that

$$\Delta^2 n = \text{Tr}(n^2 \rho) - \text{Tr}(n \rho)^2$$

$$\geq \text{Tr}(n^2 \rho) - \int d^2 \alpha P_\alpha \text{Tr}(n |\alpha\rangle \langle \alpha|) |\alpha|^2$$

$$= \int d^2 \alpha P_\alpha \left[ \text{Tr}(n^2 |\alpha\rangle \langle \alpha|) - \text{Tr}(n |\alpha\rangle \langle \alpha|) |\alpha|^2 \right]$$

$$= \int d^2 \alpha P_\alpha |\alpha|^2 |\alpha|^2$$

$$= \langle n \rangle.$$
The Q parameter quantifies the deviation from Poissonian. When \( Q > 0 \), we say that the state is super-Poissonian, when \( Q < 0 \) we say that it is sub-Poissonian, and when \( Q = 0 \), the state is Poissonian. In terms of nonclassicality, only the sub-Poissonian regime matters, as sub-Poissonian states must be nonclassical. In the super-Poissonian regime, the Q parameter alone is insufficient determine whether a state is classical or nonclassical.

For instance, consider the squeezed vacuum \(|0, |e\rangle\), which is a nonclassical state. One may verify that the squeezed vacuum has mean photon number \( \langle n \rangle = \sinh^2(|e|) \) and variance \( \Delta^2 n = 2 \cosh^2(|e|) \sinh^2(|e|) \). Hence \( Q = 2 \cosh^2(|e|) - 1 \geq 0 \), so it is in the super-Poissonian regime. More generally, \(|\alpha, e\rangle\) may be either super-Poissonian or sub-Poissonian depending on the parameters. In contrast, a Fock state has \( Q \geq 1 \), so immediately we get \( Q = -1 \) and it is sub-Poissonian.

An important aspect of the Q parameter is that it is related to the second order correlation function, also called the \( g^{(2)}(0) \) correlation function. The \( g^{(2)}(0) \) correlation function is defined to be

\[
g^{(2)}(0) := \frac{\langle a^\dagger a^\dagger a a \rangle}{\langle a^\dagger a \rangle^2}.
\]

It quantifies the observation of bunching/antibunching effects over an infinitesimally small detection window and can be measured in the laboratory in a Hanbury Brown-Twiss type experiment by measuring intensity correlations. Based on the definition of \( g^{(2)}(0) \), it is not difficult to show that the Q parameter is directly related to \( g^{(2)}(0) \) via the relation

\[
Q = \langle n \rangle \left( g^{(2)}(0) - 1 \right).
\]

When \( g^{(2)}(0) < 1 \), we are less likely to detect two photons over the detection window so we are in the anti-bunching regime. We also see that Q is negative when anti-bunching is observed. Therefore, negative \( Q \), and hence nonclassicality, may be directly associated to anti-bunching. Observable antibunching effects is a clear signature of a nonclassical light source.

2. Nonclassical distance

The nonclassical distance is a geometric based measure that was first proposed by Hillery, who considered how one may distinguish between a classical or a nonclassical state. He started with the trace norm, which is defined as

\[
\|A\|_1 := \text{Tr} \left( \sqrt{A^\dagger A} \right).
\]

The trace distance between 2 operators \( A \) and \( B \) is then defined as the trace norm of the difference between the 2 operators, i.e.

\[
d_{\text{Tr}}(A, B) := \|A - B\|_1.
\]

Suppose we have two density operators \( \rho_1 \) and \( \rho_2 \). Then the trace distance acquires a particularly neat interpretation as the maximum probability of successfully distinguishing between \( \rho_1 \) and \( \rho_2 \) via a quantum measurement.

Based on the trace distance, one may define the nonclassical distance of a state \( \rho \) as

\[
\delta_{\text{Tr}}(\rho) := \inf_{\sigma_{\text{cl}}} \|\rho - \sigma_{\text{cl}}\|_1 = \inf_{\sigma_{\text{cl}}} d_{\text{Tr}}(\rho, \sigma_{\text{cl}}),
\]

where the minimization is over all classical states \( \sigma_{\text{cl}} \). The nonclassicality distance \( \delta_{\text{Tr}}(\rho) \) is therefore the distance between the state \( \rho \) to the closest classical state. Of course, the geometric picture above does not depend on the particular choice of the distance measure. One may for instance also consider the Hilbert-Schmidt norm

\[
\|A\|_{\text{HS}} := \sqrt{\text{Tr}(A^\dagger A)}
\]

and the corresponding Hilbert-Schmidt distance

\[
d_{\text{HS}}(A, B) := \|A - B\|_{\text{HS}},
\]

or the Bures fidelity between states

\[
F(\rho, \sigma) := \text{Tr} \left\{ \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \right\}
\]

and the associated Bures distance

\[
d_{\text{BU}}(\rho, \sigma) := \sqrt{2 - 2F(\rho, \sigma)}.
\]

We then obtain different nonclassical distances by appropriately substituting the distance measure in Eq. 9.

In general, the definition in Eq. 8 is difficult to compute, even if the state \( \rho \) is completely known. This is because there is no known simple characterization of the geometry of classical and nonclassical states. However, the problem becomes much more tractable if one considers only the set of pure quantum states.

Suppose we limit ourselves to consider only the distances between two pure states \( |\psi\rangle \) and \( |\phi\rangle \). In this case, the respective distances between pure states are given by

\[
\begin{align*}
d_{\text{Tr}}(|\psi\rangle, |\phi\rangle) &:= 2\sqrt{1 - |\langle \psi | \phi \rangle|^2} \quad (9a) \\
d_{\text{HS}}(|\psi\rangle, |\phi\rangle) &:= \sqrt{2(1 - |\langle \psi | \phi \rangle|^2)} \quad (9b) \\
d_{\text{BU}}(|\psi\rangle, |\phi\rangle) &:= \sqrt{2(1 - |\langle \psi | \phi \rangle|^2)} \quad (9c)
\end{align*}
\]

We see that they share fairly similar expressions and depend on the square overlap \( |\langle \psi | \phi \rangle|^2 \). Over the set of pure states, the only classical states are the coherent states, so we can consider the following alternative definition of nonclassical distance:

\[
\delta(|\psi\rangle) := \inf_{|\alpha\rangle} d(|\psi\rangle, |\alpha\rangle),
\]

where the minimization is over the set of coherent states \(|\alpha\rangle\) and \( d \) can be substituted with any of the above distance measures. For these measures, the minimization in Eq. 10 is achieved when \(|\langle \psi | \alpha \rangle|^2 \) in Eq. 9 is maximal. We note that the
overlap with a coherent state is related to the the Husimi $Q$-function via $|\langle \psi(\alpha) \rangle|^2 = \pi Q(\alpha)$ (see Section II C). In summary, when we consider only pure states, the nonclassical distance can be determined from the maximums of the Husimi $Q$-function.

The Husimi $Q$-function can be probed directly in the laboratory using balanced homodyne measurements, so in principle $\delta(\langle \psi \rangle)$ can be directly measured, so long as one is reasonably confident that the output state is pure.

3. Nonclassicality depth

The nonclassicality depth was first introduced by Lee and Barnett. It originates from consideration of the $s$-parametrized quasiprobabilities introduced by Cahill and Glauber (see Section II C, Eqs. 6 and 7). We recall the $s$-parametrized characteristic function and perform a simple re-parametrization such that $\tau \rightarrow (1 - s)/2$, $\chi_s(\alpha) \rightarrow \chi_{\tau}$ and $P_s(\alpha) \rightarrow P(\alpha)$.

This leads to the characteristic function

$$\chi_{\tau}(\beta) := \text{Tr}[D(\beta)\rho]e^{(1-2\tau)|\beta|^2/2},$$

and the associated quasiprobability

$$P(\alpha) := \frac{1}{\pi} \int d^2 \beta \ e^{\beta^\dagger\alpha - \beta \alpha^\dagger} \chi_{\tau}(\beta) = \frac{1}{\pi \tau} \int d^2 \beta \ e^{-|\alpha - \beta|^2/\tau} P(\alpha)$$

where $P(\alpha)$ is the $P$-function of some given state $\rho$. The last line indicates that the expression is just the convolution of $P(\alpha)$ with a Gaussian distribution with variance $\tau/2$. The Gaussian convolution applies a smoothing function to the general, the larger the value of $\tau$, the stronger and more aggressive the smoothing.

For every $\tau \geq 0$, $P(\alpha)$ is a valid $P$-function of some quantum state (see Section II D 6). One may then ask whether $P_s(\alpha)$ corresponds to the $P$-function of a classical state or not. For a given state $\rho$ and corresponding set of quasiprobabilities $\{P_s(\alpha)\}$, let $\mathcal{C}$ be the set of values $\tau$ such that $P_s(\alpha)$ corresponds to a positive probability distribution.

The nonclassicality depth may then defined to be the quantity

$$\tau_m(\rho) := \inf_{\tau \in \mathcal{C}} \tau.$$  

One may interpret this quantity as the amount of Gaussian smoothing required before $P(\alpha)$ becomes a classical positive distribution. We know that this is always possible because as $\tau = 1$, $P(\alpha)$ corresponds to the Husimi $Q$-function which is always a classical positive distribution for any state $\rho$. As result, we have that $0 \leq \tau_m(\rho) \leq 1$.

There is also a physical interpretation of the nonclassical depth $\tau_m(\rho)$ in terms of the amount of optical mixing with thermal noise that is necessary to make a state $\rho$ classical. This is illustrated in Fig. 3. If the input state $\rho$ interacts with a thermal state $\rho_{th}$ via a highly transmissive beam splitter, then the $P$-function of the output state $\rho_{out}$ is $P(\alpha)$ for some value of $\alpha$. If the transmissivity $T \approx 1$ and the mean photon number of the thermal state is $\langle n_{th} \rangle$, then it may be shown that

$$\tau_m(\rho_{out}) = \tau_m(\rho) - \frac{R^2}{T^2} \langle n_{th} \rangle,$$

where $R = \sqrt{1 - T^2}$ is the reflectivity and $T^2 + R^2 = 1$. When the temperature and hence $\langle n_{th} \rangle$ is sufficiently large, $\tau_m(\rho_{out}) = 0$ and the output $\rho_{out}$ is classical, so we see that the nonclassicality depth may be understood as a measure of the ability of a nonclassical state to withstand thermal noise.

The nonclassicality depth may be worked out analytically for some states. For the squeezed coherent states $|\alpha, \epsilon \rangle$, we have that $\tau_m(|\alpha, \epsilon \rangle) = (e^{2|\epsilon|} - 1)/(2e^{2|\epsilon|})$ which suggests that $\tau_m(|\alpha, \epsilon \rangle) \in [0, 1/2]$. This is monotonically increasing with $|\epsilon|$ so the measure captures the nonclassicality from squeezing.

However, it can also be shown that for the Fock states $\tau_m(|n\rangle) = 1$, regardless of the photon number $n$. We can also show that for the even and odd cat states $\tau_m(|\psi_\pm \rangle) = 1$.

In fact, any non-Gaussian pure state has maximal nonclassicality depth. For mixed states, one can also show that any state $\rho$ that has zero overlap with the vacuum, such that $\langle 0 | \rho | 0 \rangle = 0$ is guaranteed to have maximal nonclassicality depth $\tau_m(\rho) = 1$. We therefore see that the measure is unable to distinguish between many classes of nonclassical quantum states.

4. Negative volume of quasiprobabilities

Recall the $s$-parametrized quasiprobabilities (Eq. 7 Section II C)

$$P_s(\alpha) := \frac{1}{\pi^2} \int d^2 \beta \ e^{\beta^\dagger \alpha - \beta \alpha^\dagger} \chi_s(\beta). \quad (11)$$

If any of the $s$-parametrized quasiprobabilities displays negativities, then the associated $P$-function must also be nonclassical. The main technical difficulty is that in general $P_s(\alpha)$
may display points more singular than a delta function, such as those we see in the examples discussed in Section II D. The existence of such highly singular points leads to many technical difficulties.

It is known however, that for \( s \leq 0 \), the quasiprobabilities are always uniformly continuous functions\(^{[22]}\) this allows us to sidestep the problem of highly singular points. As \( s = 0 \) corresponds to the Wigner function, this prompted Kenfack and Życzkowski\(^{[23]}\) to consider the negative volume of the Wigner function as a nonclassicality measure. The negative volume may be defined as

\[
N_w := \frac{1}{2} \left| \int d^2 \alpha |P_w(\alpha)| - 1 \right|.
\]

The primary benefit of this approach is that it is easy to compute for both pure and mixed quantum states, and that the Wigner function can be directly sampled in the laboratory\(^{[23]}\). However, it is also clear that there are nonclassical quantum states with positive Wigner functions, so the measure will fail to detect some nonclassical states. For instance, from Hudson’s Theorem\(^{[22]}\) we know that the only pure quantum states with positive Wigner functions are coherent and squeezed states, but squeezed states are highly nonclassical. The negativity of the Wigner function also turns out to be a measure of non-Gaussianity, which is further discussed in Section II E 9.

More recently, inspired by the nonclassical filter approach of Ref. 21, Tan, Choi and Jeong\(^{[23]}\) considered expanding the notion of negative volume to every \( P_i(\alpha) \). In order to sidestep the problem of singularities, they considered a filtered characteristic function of the form

\[
\chi_{s,w}(\alpha) := \chi(\alpha) \Omega_w(\alpha),
\]

and the corresponding filtered quasiprobability

\[
P_{s,w}(\alpha) := \frac{1}{\pi^2} \int d^2 \beta e^{\beta^s - \beta^s} \chi_{s,w}(\beta).
\]

They showed that by applying an appropriate filtering function \( \Omega_w(\alpha) \), they can ensure that \( P_{s,w}(\alpha) \) contains no singularities for every \( s \) and \( w \), and that \( P_{s,w}(\alpha) \rightarrow P_i(\alpha) \) as \( w \rightarrow \infty \). This means that the positive and negative regions of \( P_{s,w}(\alpha) \) are always well defined. This allows one to define the negative volume of every \( s \)-parametrized quasiprobability in the form of the limit

\[
N_s(\rho) := \lim_{w \rightarrow \infty} \frac{1}{\pi} \left| \int d^2 \alpha |P_{s,w}(\alpha)| - 1 \right|.
\]

We see that under this definition, if \( P_i(\alpha) \) is a regular function with no singularities, we retrieve the regular definition of negative volume

\[
N_s(\rho) := \frac{1}{\pi} \left| \int d^2 \alpha |P_i(\alpha)| - 1 \right|.
\]

\( N_s(\rho) \) therefore forms a continuous hierarchy of well defined nonclassicality measures. In general, as \( s \) decreases, \( N_s(\rho) \) becomes a weaker measure in the sense that the number of nonclassical state it is able to identify decreases. At \( s = 1 \), which is the negativity of the \( P \)-function itself, the measure identifies every nonclassical state, and has an operational interpretation as the robustness to classical noise. They also show that \( N_s(\rho) \) belongs to a resource theory of nonclassicality, which is further discussed in Section II E 10.

5. Entanglement potential

Entanglement is another notion of nonclassicality that has gained considerable interest in the physics community\(^{[20]}\). This interest is in part thanks to the advent of quantum information technologies, where many quantum protocols are enabled by the esoteric properties of quantum entanglement\(^{[21]}\). A state \( \rho_{sep} \) is said to be separable if it can be written as some convex combination of pure, product states such that

\[
\rho_{sep} = \sum p_i |\psi_i⟩⟨\psi_i| \otimes |\phi_i⟩⟨\phi_i|,
\]

where \( p_i \) is some probability distribution. If \( \rho \) cannot be written in this form, then we say that the state is entangled.

Nonclassicality in light and quantum entanglement are in fact closely knit notions. It was first noted by Aharanov et al.\(^{[22]}\) that the only pure state of light that will produce a separable state after passing through a beam splitter is the coherent state. This observation subsequently extended to general mixed states\(^{[23]}\), and we now know that the nonclassicality of a light source is both necessary and sufficient to generate entanglement via a beam splitter\(^{[24]}\).

In order to see this, let us consider a 50:50 beam splitter. This can be described via a unitary U\(_{50,50} \) that performs the transformation

\[
a_1 \rightarrow \frac{1}{\sqrt{2}}(a_1 - a_2),
\]

\[
a_2 \rightarrow \frac{1}{\sqrt{2}}(a_1 + a_2).
\]

In particular, we see see that if the input states of the beam splitter are coherent states \(|\alpha⟩,|\beta⟩\), then the output state is just the product state \(|\alpha - \beta⟩\otimes|\alpha + \beta⟩\).

Now, consider the case where the input state has the form \( \rho \otimes |0⟩⟨0| \). Suppose the input state is classical, so \( \rho = \int d^2 \alpha P_\text{cl}(\alpha)|\alpha⟩⟨\alpha| \) where \( P_\text{cl}(\alpha) \) is a positive probability distribution. It is clear that under the 50:50 beam splitter, the resulting output state is given by the transformation

\[
\rho \otimes |0⟩⟨0| \rightarrow \int d^2 \alpha P_\text{cl}(\alpha) \left| \frac{\alpha}{\sqrt{2}} \right⟩⟨\frac{\alpha}{\sqrt{2}}| \otimes \left| \frac{\alpha}{\sqrt{2}} \right⟩⟨\frac{\alpha}{\sqrt{2}}|.
\]

We see that it is a convex combination of product states, so it is always separable. This shows that in this setup, nonclassicality is a necessary condition to produce entanglement.

Now, suppose the output state is separable. This means that the output state can be written in the form

\[
\sum_i p_i |ψ_i⟩⟨ψ_i| \otimes |φ_i⟩⟨φ_i|.
\]

This cannot contradict the fact that the initial state has the form \( \rho \otimes |0⟩⟨0| \), which means that for every \( i \), \( U_{50,50} |ψ_i⟩|φ_i⟩ = |ψ_i⟩|φ_i⟩ \).
\[ |\psi_i\rangle |0\rangle. \]

As previously noted, the only pure input states that permits a separable state after passing through a beam splitter is the coherent state. As such, we must have that \[ |\psi_i\rangle |0\rangle = |\alpha_i\rangle |0\rangle \] where \[ |\alpha_i\rangle \] is some coherent state. This in
turn suggests that we can write \[ \rho = \sum p_i |\alpha_i\rangle \langle \alpha_i | \] where \[ p_i \] is some probability distribution, so \[ \rho \] has a classical \( P \)-function since the expression is a classical statistical mixture of coherent
states. This means that if the output state is entangled, we can safely conclude that the input state is nonclassical. This
proves the converse statement, so nonclassicality at the input is both a necessary and sufficient condition for the output
fields of a beam splitter to be entangled. Note that the previous argument does not specifically rely on the fact that the beam
splitter is 50 : 50, so the same statement applies for all beam
splitters. The primary motivation for choosing a 50:50 beam
splitter relies on the fact that numerical evidence suggests that it generates greater amounts of entanglement as compared to
unbalanced beam splitters.\(^{24}\)

Since nonclassicality always gives rise to entanglement at
the output ports of the beam splitter, this motivates the following
definition of the entanglement potential:

\[
\text{EP} (\rho) = E \left[ U_{50:50} (\rho \otimes |0\rangle \langle 0 |) U_{50:50}^\dagger \right],
\]

where \[ E \] can be any measure of entanglement. We have therefore
shifted the problem of quantifying nonclassicality to a problem of quantifying entanglement. Examples of entanglement
measures include the logarithmic negativity\(^ {25} \) and the relative entropy of entanglement.\(^ {26} \)

However, even though entanglement is a very well understood phenomena, quantifying entanglement is not necessarily
a simple task. For instance, while the logarithmic negativity is computable, it is not able to detect every entangled state,
which in turn suggests it cannot quantify the nonclassicality of
every state. In comparison, the relative entropy of entangle-
ment can detect all entangled states, but is not computable in
general. To date, there is no known measure of entanglement
that is simultaneously easy to compute, and able to detect all
entangled states.

6. Negativity of normal ordered observables

It is well known that it is easier to calculate the mean
values of observables via the \( P \)-function when the
observable is normal ordered than when it is not.\(^ {20} \) A somewhat
more surprising fact is that nonclassical \( P \)-functions treat
normal ordered observables differently from non-normal ordered
ones,\(^ {27} \) and that this may be used as the basis of a nonclassi-
cality quantifier.\(^ {28} \)

Recall that normal ordering operation \( : : \) simply means
all the creation operators are moved to the left, while all the
annihilation operators to the right. For instance, \( : aa^\dagger := a^\dagger a \).

Suppose we have some function of the creation and annihila-
tion operators \( f (a^\dagger, a) \). By itself, this is not necessarily a
Hermitian operator, so it may not be an observable. In con-
trast, the function \( f^\dagger (a^\dagger, a) f (a^\dagger, a) \) is always Hermitian, and
in principle, always corresponds to some measurable observ-
able.

Consider the normal ordered observable
\[
f^\dagger (a^\dagger, a) f (a^\dagger, a) : , \]

which is also Hermitian. For a pure
coherent state \( |\alpha\rangle \), the expectation value of the observable
\[
\langle \alpha | f^\dagger (a^\dagger, a) f (a^\dagger, a) : |\alpha\rangle = f^\dagger (a^\dagger, a) f (a^\dagger, a) = |f (a^\dagger, a)|^2 \geq 0.
\]

Note that the expectation value is always positive.

We now extend this observation to a general classical state
\[ \rho = \int d^2 \alpha P_{\alpha} (\alpha) |\alpha\rangle \langle \alpha | \] where \( P_{\alpha} (\alpha) \) is a positive classical
distribution. Computing the expectation value again, we have
the expression
\[
\langle : f^\dagger (a^\dagger, a) f (a^\dagger, a) : | = \text{Tr} ( : f^\dagger (a^\dagger, a) f (a^\dagger, a) : | \rho)
\]

\[
= \left[ \int d^2 \alpha P_{\alpha} (\alpha) |f (a^\dagger, a)|^2 \right].
\]

Since \( P_{\alpha} (\alpha) \) and \( |f (a^\dagger, a)|^2 \) are always positive, we must have that \( \langle : f^\dagger (a^\dagger, a) f (a^\dagger, a) : | \geq 0 \) for every classical state \( \rho \).
As a consequence, any observed negativity in the observed
expectation value \( \langle : f^\dagger (a^\dagger, a) f (a^\dagger, a) : | \) must be a consequence of the
negativity of \( P (\alpha) \), which indicates nonclassicality.

Motivated by the observation above, Gehrke, Sperling and
Vogel defined the following quantity, which they call the
operational relative nonclassicality:

\[
R (\rho) := \begin{cases} \langle : f^\dagger f : | / \Delta, & \text{if } \langle : f^\dagger f : | < 0 \\ 0, & \text{otherwise} \end{cases}
\]

where \( \Delta := \langle : f^\dagger f : | - \langle f^\dagger f \rangle \) and \( f := (a^\dagger, a) \). The factor
\( \Delta \) is essentially a normalization factor, since \( \langle f^\dagger f \rangle \geq 0 \) so
\( \langle : f^\dagger f : | / \Delta \leq 1 \). Furthermore, one may also show that for
any nonclassical state \( \rho \), it is always possible to find some
\( f (a^\dagger, a) \) such that \( R (\rho) > 0 \).

Interestingly, one may also view this approach as a general-
ization of the Mandel \( Q \) parameter (see Section II E 1).
For any given state \( \rho \), we can choose \( f := a^\dagger a - \text{Tr} (a^\dagger a \rho) \).
We then obtain \( R (\rho) = -Q \), where \( Q \) is exactly the Mandel \( Q \) parameter.

Viewed as a generalization of the Mandel \( Q \) parameter, the
main technical complication is also similar. Just as the \( Q \) pa-
rameter is unable to detect all nonclassical states, there is no
guarantee that \( R (\rho) \) will be able to detect every nonclassical
state for any given choice of \( f (a^\dagger, a) \).

7. Degree of nonclassicality

In the theory of entanglement, it is a well known property of pure entangled states,\(^ {31} \) \( |\psi\rangle_{ab} \) that, up to local unitary
operations, they can always be written in the form

\[
|\psi\rangle_{ab} = \sum_{i=1}^r \lambda_i |i, i\rangle,
\]

where \( |i, i\rangle \) is a product of local orthonormal basis states. The
above is called the Schmidt decomposition and the total
number of superpositions involved is given by the Schmidt
number \( r \). The Schmidt number is a well studied measure
of entanglement.
We may also attempt to construct a similar construction for nonclassicality based on the number of superpositions. For pure states, the only nonclassical states are the coherent states. Furthermore, since the set of coherent states forms an orthonormal basis (see Section III A), any state can be written as a superposition of coherent states. Therefore, we can consider the minimum number of superpositions $r$ such that

$$\ket{\psi} = \sum_{i=1}^{r} \lambda_i \ket{\alpha_i},$$

where $\{\ket{\alpha_i}\}$ is some set of coherent states. One may then define the nonclassicality degree $\kappa$ as

$$\kappa(\ket{\psi}) := r - 1,$$

where it is clear that for any nonclassical pure state, we must have $\kappa \geq 0$.

In order to generalize this to mixed states we consider all possible pure state decompositions $\{p_i, \ket{\psi_i}\}$ such that $\rho = \sum_i p_i \ket{\psi_i}\bra{\psi_i}$. The nonclassicality degree of $\rho$ is defined as

$$\kappa(\rho) := \min_{\{p_i, \ket{\psi_i}\}} \max_i \kappa(\ket{\psi_i}).$$

The above quantity is the largest nonclassicality degree $\kappa(\ket{\psi_i})$ found in every pure state decomposition $\{p_i, \ket{\psi_i}\}$, minimized over all such decompositions. Such minimax constructions are typically called convex roof constructions.\(^{[83, 84]}\)

There are several complications involved in applying this measure to nonclassical states. First, this is a discrete measure, which immediately means that some of the details and nuance of continuous nonclassicality measures are lost. For instance, the even cat states $\ket{\psi_+} := \frac{1}{\sqrt{2}} (\ket{\beta} + \ket{-\beta})$ can be made arbitrarily close to the vacuum state $\ket{0}$ as $|\beta| \to 0$, but $\kappa(\ket{\psi_+}) = 2$ even for very small $|\beta|$.\(^{[84]}\)

Second, $\kappa(\rho)$ is generally not computable for an arbitrary mixed state $\rho$, due to the convex roof construction, which requires a minimization over all possible pure state decompositions. In general, this is a difficult proposition.

Finally, there is no simple computational method to determine the minimum number of superpositions even for pure states. Determining the degree of nonclassicality will require mathematical analysis on a case by case basis, which may be quite complicated in general. For instance, the Fock states $\ket{n}$ require an infinite number of superpositions of coherent states in the exact case,\(^{[85]}\) but can also be written as the limit of only $n$ superposition states, so it is not always apparent what the degree of nonclassicality is.

### 8. Operator ordering sensitivity

We recall the $s$-parameterizes characteristic function (see also Eq. [6], Section III C)

$$\chi_s(\beta) := \text{Tr}[D(\beta)\rho]e^{-|\beta|^2/2}.$$  

We can observe that the characteristic function is closely related to the displacement operator, which we recall has the form

$$D(\beta) := e^{\beta a^\dagger - \beta^* a}.$$  

The parameter $s$ can in fact be related to operator ordering, and is sometimes also called the order parameter.\(^{[86, 87]}\) We can see this by directly applying the Baker-Campbell-Hausdorff formula\(^{[85]}\)

$$e^A e^B = e^{A+B + [A, B]/2 + [A, [A, B]]/12 - [B, [A, B]]/12 \ldots}.$$  

From the commutation relation $[a, a^\dagger] = 1$, we can show the following:

$$D(\beta)|\beta|^2/2 = e^{\beta a^\dagger - \beta^* a} = :D(\beta):$$

$$D(\beta)e^{-|\beta|^2/2} = e^{-\beta^* a} e^{\beta a^\dagger} = :D(\beta):,$$

where $:\cdot:\$ denotes the normal and antinormal ordering operations respectively. Therefore, when $s = 1$, we have normal ordering as we can write $\chi_s(\beta) := \text{Tr}[D(\beta)\rho]$. When $s = -1$, we have antinormal ordering as we can write $\chi_s(\beta) := \text{Tr}[\, D(\beta)\rho \,]$. Furthermore, at $s = 0$, we see from the Taylor expansion that $D(\beta) = e^{\beta a^\dagger - \beta^* a} = \sum_{k \geq 0}(\beta a^\dagger - \beta^* a)^k/k!$ contains every possible permutation of the operators $a$ and $a^\dagger$, which corresponds to symmetric ordering. Therefore, as we increase the value of $s$ from $s = -1$ to $s = 1$, we are transitioning from antinormal ordering to symmetric ordering to normal ordering.\(^{[88]}\) Nonclassicality depth (see Section II E 3) is essentially based on a reparametrization of the order parameter $s$, so it also has an interpretation in terms of operator ordering.

In Ref.\(^{[83]}\) Bièvre et al. introduced the $s$-ordered entropy of a state

$$H(s, \rho) := -\ln \left( \pi \| P_s \|_2^2 \right),$$  

where $P_s$ is the $s$ parameterized quasiprobability defined in Eq.\(^{[7]}\) and $\| P_s \|_2^2 := \int d^2 \alpha P_s^2(\alpha)$ is just the square integral. When $P_s(\alpha)$ is a classical probability distribution function, then $H(s, \rho)$ is an entropy measure belonging to the family of Rényi\(^{[89]}\) entropies. They were able to demonstrate that for any classical state $\rho_0$, the derivative $H'(s, \rho) := \frac{d}{ds} H(s, \rho)$ will always satisfy the following inequality:

$$0 \leq -H'(0, \rho_0) \leq 1.$$  

This implies the nonclassicality condition:

$$S_0(\rho) := -H'(0, \rho_0) > 1 \Rightarrow \rho \text{ is nonclassical.} \quad (12)$$  

Therefore, the sensitivity of the entropy at $s = 0$ to a small increase in $s$ may be used to as a nonclassicality criterion. For this reason, $S_0$ is called the operator ordering sensitivity. Recall that at $s = 0$, $P_s(\alpha)$ is the Wigner function. It is unclear from physical grounds why the sensitivity at $s = 0$ proves particularly important. However, the above criterion can be given a geometric interpretation. Suppose instead of $\rho$, we consider the space of $\tilde{\rho} := \rho / \sqrt{\text{Tr}[\rho^2]}$, which is just the density operator space scaled by the purity of the state. It
can be shown that $S_n(\rho)$ satisfies all the properties of a norm on the space of $\rho$, so we can further write $S_n(\rho) := \|\rho\|_n$. Finally, following the same procedure as the nonclassicality distance, see Section II E 2, we can define the distance measure $d_\delta(\rho, \sigma) := \|\rho - \sigma\|_n$, and consider the geometric measure

$$
\delta_0(\rho) := \inf_{\sigma_{cl}} d_\delta(\rho, \sigma_{cl}),
$$

where the minimization is over $\sigma_{cl} = \sigma_{cl}/Tr(\sigma^2)$ where $\sigma_{cl}$ is classical. This quantifies the distance to the closest classical state on the space of $\rho$. In this picture, Eq. 12 says that all classical states lie inside the unit ball on this scaled space. If a state $\tilde{\rho}$ is found outside of the unit ball, then it must be nonclassical. The main difference between this approach and the nonclassicality distance is the rescaling of the geometry by purity.

The geometric picture also suggests the inequality

$$
S_\delta(\rho) - 1 \leq \delta_0(\rho) \leq S_o(\rho),
$$

so the geometric nonclassicality measure is always bounded by the operator ordering sensitivity $S_o(\rho)$.

The authors were careful to point out that the geometric measure $\delta_0(\rho)$ is the nonclassicality measure, while the operator ordering sensitivity $S_o(\rho)$ is just a bound. In general, $\delta_0(\rho)$ is not readily computable. Nonetheless, the bound becomes tight when $\delta_0(\rho) = 1$ and $S_o(\rho)$ is computable given the eigendecomposition of $\rho$. For pure states $|\psi\rangle$, we have $S_o(|\psi\rangle) = \Delta^2 x + \Delta^2 p$ which is just the sum of quadrature variances. This coincides with some other previously considered measures for pure states. It is clear that only coherent states satisfy $S_o(|\psi\rangle) = 1$, so the criterion in Eq. 12 is sufficient to detect every nonclassical pure state, but is not sufficient in general to detect every nonclassical mixed state.

9. Measures of non-Gaussianity

A Gaussian state is a special class of optical quantum states whose Wigner function $(P_{G}(\alpha)$ in Section II C) is a Gaussian function. For the (single mode) description of Gaussian states, it is more convenient to use the cartesian coordinates $r := (\sqrt{2} Re(\alpha), \sqrt{2} Im(\alpha))$ in phase space over the complex variable $\alpha$. Let us denote the Wigner function as $W(\mathbf{r}) := P_{G}(\alpha)$.

By definition, every Gaussian state $\rho_G$ has a Wigner function of the form

$$
W(\mathbf{r}) = \frac{1}{2\pi \sqrt{det V}} \exp \left[ -\frac{1}{2} \mathbf{(r - \bar{r})}^T V^{-1} \mathbf{(r - \bar{r})} \right],
$$

where $\bar{r} = \langle \mathbf{x} \rangle = \langle p \rangle$ and $V$ is the covariance matrix, which is given by

$$
\begin{bmatrix}
\frac{\Delta^2 x}{2} & \frac{1}{2} \{x - \langle x \rangle, p - \langle p \rangle\} \\
\frac{1}{2} \{x - \langle x \rangle, p - \langle p \rangle\}^T & \frac{\Delta^2 p}{2}
\end{bmatrix}.
$$

Examples of Gaussian states include coherent states, thermal states, and squeezed states.

Also relevant are the set of Gaussian operations. A Gaussian unitary $U_G$ is any combination of displacement operations, phase shifters, beam splitters and squeezing operations. A general Gaussian operation $\Phi_G$ is any operation that can be written in the form

$$
\Phi_G(\rho_1) = Tr[U_G \rho_1 \otimes |0\rangle\langle 0| U_G^T].
$$

Such maps always map a Gaussian state to another Gaussian state.

From the above, we see that Gaussian states permit a particularly simple description only in terms of the first and second moments $\bar{r}$ and $V$. By considering only an initial Gaussian state, and then performing Gaussian operations, we can stay within the Gaussian regime and thereby work out every required property by only $\bar{r}$ and $V$. Many Gaussian states can also be produced under laboratory settings. As a result, the properties of Gaussian states are particularly well understood and confirmed by experiments. In whole subject called Gaussian quantum information.

However, it should be clear that Gaussian states comprise only a small subset of the possible quantum states. It is therefore not a surprise that many quantum protocols are not possible if one stays strictly within the Gaussian regime. This has prompted the study of non-Gaussian states as a possible supplement to Gaussian resources in order to fill this gap and hence led to the development of a family of measures of non-Gaussianity.

In the strict definition of the non-Gaussianity, every quantum state whose Wigner function is not a Gaussian distribution is considered non-Gaussian. Several non-Gaussianity measures have been proposed according to this strict definition, most of which are geometric based measures similar to the nonclassicality distance (see Section II E 3) which tries to measure the distance of a given state $\rho$ to the closest Gaussian state $\rho_G$. In this strict definition, there is no clear relationship between non-Gaussianity and nonclassicality, as many non-Gaussian states are classical. A simple example of this is the equal mixture of two coherent states $\rho = \frac{\langle \alpha_1 \rangle + \langle \alpha_2 \rangle}{2}$, which is clearly classical. Such states have two peaks and clearly cannot be written in the form of Eq. 13, so they must be non-Gaussian. This points to yet another issue, which is that the set of Gaussian states is not a convex set. This means that it is possible to mix two Gaussian states to form a non-Gaussian state, thereby producing non-Gaussianity. It is not clear why the non-Gaussianity of such states would lead to any interesting quantum effects.

More recently, there have been proposals to formulate a quantum resource theory of non-Gaussianity where the definition of non-Gaussianity is modified to include any quantum state that is not inside the convex hull of Gaussian states. (See Section II E 10 for a more in-depth description of quantum resource theories.) According to this definition, only states that cannot be written in the form

$$
\rho = \sum_i \rho_i \rho_G^i,
$$

are considered non-Gaussian.
where \( p_i \) is a probability distribution and \( \rho^i_G \) is some Gaussian state, is a genuine non-Gaussian resource. Since coherent states are Gaussian, this means that every state with a classical \( P \)-function lies within the convex hull of Gaussian states. As a consequence, this newly redefined, genuine non-Gaussian resource states must also have nonclassical \( P \)-functions. Non-Gaussianity of this type are therefore genuinely quantum in nature. Indeed, the negativity of the Wigner function was one of the proposed measures of non-Gaussianity \(^{107,109}\). Given the Wigner function \( W(\mathbf{r}) \) of some given state \( \rho \), the logarithmic negativity of \( \rho \) is defined as

\[
L_n(\rho) := \log \int d^2 r |W(\mathbf{r})|, 
\]

which quantifies the (logged) negative volume of the Wigner function. We already know that the negativity of the Wigner function implies a nonclassical \( P \)-function (see Section II C as well as Section II E.4).

However, even with such a redefinition, it remains debatable whether measures of non-Gaussianity can be considered a measure of nonclassicality. The convex hull of Gaussian states necessarily contain many nonclassical states, with the most prominent being the squeezed coherent states (see Section II D 4). Any non-Gaussianity measure will therefore exclude such states. For instance, the Wigner function of a squeezed state is always positive, so the corresponding Wigner negativity will always be zero.

Furthermore, under the resource theoretical approach, there is a strict requirement that measures of non-Gaussianity do not increase under Gaussian operations, which includes squeezing operations. Such non-Gaussianity measures therefore cannot capture any increase in nonclassicality due to squeezing. There is no apparent way to resolve the aforementioned issues because they are a feature of the definition of non-Gaussianity itself. As such, since the starting point of non-Gaussianity is qualitatively different from nonclassicality, it is perhaps more appropriate for it to be considered a concept with significant overlap with the notion of nonclassicality, rather than a measure of nonclassicality itself.

**10. Resource theory of nonclassicality**

In the previous section, the resource theoretical approach towards quantifying non-Gaussianity was briefly discussed. While the notion of non-Gaussianity has significant overlap with nonclassicality, it does not completely address the nonclassicality of light per se (see discussion in Section II E.9). As such, there have been recent proposals to adopt the resource theoretical approach to directly quantify the nonclassicality of light. This section will discuss the recent developments in this space.

A quantum resource theory \(^{112}\) is a framework for quantifying various notions of quantumness. In general, there are many different kinds of quantum resource theories. Examples include the resource theories of entanglement \(^{70}\), coherence \(^{113}\), and the aforementioned resource theory of non-Gaussianity (see Section II E.9). While many different resource theories are currently being studied, the underlying approach remains broadly the same across all such theories. The essential idea is to cast different notions of quantumness as resources that are not freely available.

Let us define this concept more precisely. Suppose we have a well-defined set of classical states \( \mathcal{C} \), which is a strict subset of the Hilbert space. Any state that does not belong to \( \mathcal{C} \) is nonclassical by definition. Associated with the set of classical states \( \mathcal{C} \), let us also define some set of operations \( \mathcal{O} \), which is a strict subset of the set of all possible quantum operations, with the only requirement being that if \( \Phi \in \mathcal{O} \) and \( \rho \in \mathcal{C} \), then \( \Phi(\rho) \in \mathcal{C} \). In other words, we require that any quantum operation belonging to \( \mathcal{O} \) be unable to produce nonclassical states from classical ones.

For a given resource theory, we then require that any measure of nonclassicality \( N(\rho) \) to be a nonnegative quantity that satisfies the following properties:

1. \( N(\rho) = 0 \) if \( \rho \in \mathcal{C} \).
2. (Monotonicity) \( N(\rho) \geq N(\Phi(\rho)) \) if \( \Phi \in \mathcal{O} \).
3. (Convexity), i.e. \( N(\sum_i p_i \rho_i) \leq \sum_i p_i N(\rho_i) \).

Property 1 simply requires that the measure \( N(\rho) \) returns positive values only when \( \rho \) is nonclassical. Property 2 requires that \( N(\rho) \) be a convex function of state. This is to ensure that you cannot increase nonclassicality by creating a simple statistical mixture of states \( p \rho + (1-p) \sigma \). Such statistical mixing processes clearly does not involve quantum processes, and so cannot be expected to increase quantum nonclassicality in any reasonable measure \( N \).

Property 2 requires that \( N(\rho) \) always monotonically decreases if an operation \( \Phi \) is an operation of \( \mathcal{O} \). The monotonicity property is perhaps the defining property of all resource theoretical measures. It encapsulates the idea that one can neither freely produce nor increase quantum nonclassicality by performing any operation in \( \mathcal{O} \). In this sense, nonclassical states \( \rho \) and the nonclassicality of the state \( N(\rho) \) are both resource that are not freely available. Under the resource theoretical framework, nonclassical quantum states acquire an interpretation as resources that overcomes the limitations of classical states \( \mathcal{C} \) and operations \( \mathcal{O} \).

For the quantification of nonclassicality in light, the set of classical states is unambiguous: \( \mathcal{C} \) must be the set of states with classical \( P \)-functions (Section II C). The set of operations \( \mathcal{O} \) therefore needs to be defined in order to formulate a resource theory of nonclassicality. The earliest known proposal to formulate a resource theory of nonclassicality for light is by Gehreke et al. \(^{107,114}\). There, it was proposed that \( \mathcal{O} \) be the maximal set of quantum operations \( \Phi \) that always maps every classical state \( \rho_\text{cl} \in \mathcal{C} \) into another classical state \( \Phi(\rho_\text{cl}) \in \mathcal{C} \). It was subsequently shown that under this proposal, the nonclassicality degree (see Section II E 7) satisfies Properties \(^{112}\) and \(^{113}\). Other examples of measures belonging to this resource theory are the nonclassicality distance (see Section II E 2) in particular for the trace distances based measures. This is because both trace and Bures distances are known to monotonically decrease under general...
quantum map \({113}\) which guarantees that the nonclassical distance also monotonically decreases under \(\mathcal{O}\).

The primary difficulty with Gehrke et al.’s approach is that while \(\mathcal{O}\) is simple to define, there is no known characterization of the set of operations \(\mathcal{O}\) and what kind of operations they represent physically. We recall that in a resource theory, one of the motivation is to cast nonclassicality as a resource that overcomes the limitations of the set of operations \(\mathcal{O}\). In this case, there is no clear argument from physical grounds why one should be interested to overcome the limitations inherent to this definition of \(\mathcal{O}\).

Subsequently, Tan et al.\(^{116}\), noting that nonlinear operations are required in order to produce nonclassical states, proposed a resource theory of nonclassicality based on the set of linear optical operations. A unitary linear optical operation \(U_L\) is defined to be the set of passive linear optical elements (i.e., any combination of beam splitters, mirrors, and phase shifters) supplemented by displacement operations. Let \(a_k^\dagger\) be the creation operator of the \(k\)th mode, then \(U_L\) represents any transformation of the type

\[
a_k^\dagger \mapsto \sum_{k=1}^K \mu_k a_k^\dagger + \sum_{k=1}^K \alpha_k \mathbb{1}_k
\]

where \(\mu_k\) are any complex values satisfying \(\sum_{k=1}^K |\mu_k|^2 = 1\) and \(\alpha_k\) are arbitrary complex numbers. More generally, a linear optical map is defined to be any map \(\Phi_L\) that can be expressed in the form

\[
\Phi_L(\rho_A) = \text{Tr}_E(U_L \rho_A \otimes \sigma_{cl} U_L^\dagger),
\]

where \(\sigma_{cl}\) is some classical state. By defining \(\mathcal{O}\) to be the set of linear optical maps, we can see that the set \(\mathcal{O}\) is not only simple to define, it is also well characterized with a clear physical interpretation. Under this approach, nonclassicality may be interpreted as resources that overcome the limitations of classical states and linear optical operations.

One example of a measure under this resource theory is the amount of coherent superposition between the coherent states \(116\). The amount of coherent superposition can be quantified via a family of coherence measures from the resource theory of coherence.\(^{113}\) These measures essentially capture quantum effects contributed by the off-diagonal elements of the density matrix. For example, in the basis \(\{|0\rangle, |1\rangle\}\), the qubit state \(\rho = (|0\rangle\langle 0| + |1\rangle\langle 1|)/2\) does not contain any quantum coherences because its off-diagonal elements are zero while the state \(\sigma = (|0\rangle\langle 0| + |1\rangle\langle 1|)/2\) is said to be maximally coherent because its off-diagonal element is maximally large. By decomposing a state \(|\psi\rangle\) as a superposition of a carefully chosen set of coherent states \(|\alpha_i\rangle\), such that \(|\psi\rangle = \sum_i c_i |\alpha_i\rangle\), one can take any continuous coherence measure \(C\) from the resource theory of coherence to form a nonclassicality measure \(N_C(|\psi\rangle)\) by quantifying the amount of coherent superposition specified by the coefficients \(c_i\). One may then show that \(N_C(|\psi\rangle)\) satisfies the required Properties \(112\) and \(3\) under the resource theory of Tan et al.\(^{116}\). The measure \(N_C\) may be interpreted as a continuous extension of the discrete nonclassical degree Ref. \(78\), which quantifies the number of superposition rather than the amount of superposition. This also provides a bridge between the resource theory of coherence\(^{113}\) and the resource theory of nonclassicality. In fact, it was noted\(^{119}\) that nonclassicality in light shares many interesting characteristics with coherence, such as the close relationship and interconvertibility with entanglement.\(^{117,120}\)

The resource theories of entanglement, coherence, and nonclassicality of light therefore appear to be deeply connected, which is worth further exploring.

More recently, Ref. \(23\) considered the extension of negativity to cover the set of all \(s\)-parametrized quasiprobabilities \(P_s(\alpha)\) (see also Section II E 4). They were able to show that the negativity of all such distributions

\[
N_s(\rho) := \frac{1}{2} \left[ \int d^2 \alpha |P_s(\alpha)| - 1 \right]
\]

also belong to the resource theory of Tan et al.\(^{116}\) As \(s\) decreases, \(N_s(\rho)\) becomes increasingly weaker as a nonclassicality measure in the sense that the negativity decreases and fewer nonclassical states are identified by the measure. Recall that at \(s = 0\), we recover the Wigner negativity, which was also considered as a measure of non-Gaussianity (Section II E 9).

In Ref. \(121\) Yadin et al. also considered a resource theory where \(\mathcal{O}\) is expanded to include the set of linear optical operations, plus operations allowing for the feed forward of measurement outcomes. We note that, by definition, linear optical operations belong to this expanded set of operations. As such any measure of nonclassicality under the resource theory of Yadin et al.\(^{121}\) will monotonically decrease under linear optical operations and also falls under the resource theory of Tan et al.\(^{116}\) Similar arguments can also be made for the resource theory of Gehrke et al.\(^{126,113}\), as well as the recently proposed convex resource theories of non-Gaussianity.\(^{107,109}\) We see that measures from all such resource theories necessarily falls under the resource theory of Tan et al.\(^{116}\) so this resource theory encompasses the widest range of nonclassicality measures among the resource theories discussed.

We also mention that Refs. \(85\) and \(121\) recently proposed nonclassicality measures using metrological quantities. As this has to do with the concept of extracting metrological power from nonclassical states, we will discuss them later in Section III D 3.

III. METROLOGICAL POWER FROM NONCLASSICALITY

The second half of this paper will mainly review some elements of metrology, and how nonclassical light sources may be exploited in order to improve metrological performance beyond classical limits. In this paper, we will refer to any quantum enhancement that can be attributed solely to nonclassicality of the probe \(\rho\) as metrological power.

We begin by first introducing several key aspects of parameter estimation.
A. Elements of parameter estimation

In metrology, the most elementary problem is to perform some estimate of some unknown physical parameter. This can be treated in a very general way. Let us begin with a classical parameter estimation problem. Suppose we have a single unknown parameter \( \theta \), which we are trying to estimate. In order to do this, we perform a measurement and obtain a set of measurement outcomes. For a given value of \( \theta \), let us suppose the measurement outcomes follow a probability distribution function \( f(x | \theta) \) that depends on \( \theta \), such that \( \int dx f(x | \theta) = 1 \). Suppose we perform a single experiment, and the outcome is \( x_1 \). Based on this measurement outcome, we need to guess the value of \( \theta \), which is represented by a function \( t(x_1) \). The function \( t(x) \) is called the estimator. Since we are trying to estimate the value of \( \theta \), if \( \theta \) is fixed, our guess should be correct on average if we repeat the experiment enough times. This means that we should have \( \langle t \rangle_{\theta} := \int dx f(x | \theta) t(x) = \theta \). An estimator \( t(x) \) which satisfies \( \langle t \rangle_{\theta} = \theta \) is called an unbiased estimator.

Let us define the following quantity:

**Definition 2 (Fisher Information).** The Fisher information is defined to be

\[
I(\theta) := \left\langle \left[ \frac{\partial}{\partial \theta} \log f(x | \theta) \right]^2 \right\rangle_{\theta}
\]

\[= \int dx f(x | \theta) \left( \frac{\partial}{\partial \theta} \log f(x | \theta) \right)^2 \]

Note that the Fisher information depends on the parameter \( \theta \). We shall see that the our ultimate ability to determine what the value of the parameter \( \theta \) is largely determined by the Fisher information \( I(\theta) \). This is a consequence of the famous Cramér-Rao bound.

**Theorem 1 (Cramér-Rao bound).** Let \( t(x) \) be any unbiased estimator satisfying \( \langle t \rangle_{\theta} = \theta \). Then the variance of your estimate \( \Delta^2 t \) satisfies the Cramér-Rao bound

\[\Delta^2 t \geq \frac{1}{nI(\theta)}.\]

where \( n \) is the number of independent samples/experiments performed.

**Proof.** For compactness, let us define denote the function \( L(x | \theta) := \log f(x | \theta) \). Readers who are already somewhat familiar with parameter estimation will identify \( L(x | \theta) \) as nothing more than the log likelihood. We will discuss more about the significance of the log likelihood later, but for now, it is just for convenience. Using this notation, we can write \( I(\theta) = \left\langle \left[ \frac{\partial}{\partial \theta} L(x | \theta) \right]^2 \right\rangle_{\theta} \).

We begin with the case where \( n = 1 \), and we are interested to find out the minimum uncertainty of our estimate \( t(x) \) based on a single experiment. Let us consider the covariance between the estimator \( t(x) \) and \( \frac{\partial}{\partial \theta} L(x | \theta) \). Recall that the covariance between \( g(x) \) and \( h(x) \) is defined as \( \text{Cov}[g,h] := \langle (g - \langle g \rangle)(h - \langle h \rangle) \rangle \). Evaluating \( \text{Cov}[t(x), \frac{\partial}{\partial \theta} L(x | \theta)] \), we get

\[
\text{Cov}[t(x), \frac{\partial}{\partial \theta} L(x | \theta)] = \int dx f(x | \theta) [t(x) - \theta] \left( \frac{\partial}{\partial \theta} L(x | \theta) \right)
\]

\[= \int dx f(x | \theta) \left( \frac{\partial}{\partial \theta} \log f(x | \theta) \right) \]

\[= \int dx f(x | \theta) \frac{\partial}{\partial \theta} f(x | \theta)
\]

\[= \frac{\partial}{\partial \theta} \int dx f(x | \theta)
\]

\[= \frac{\partial}{\partial \theta} (\theta)
\]

\[= 1.
\]

In Eq. (15) we used the assumption that \( t(x) \) is an unbiased estimator \( \langle t \rangle_{\theta} = \theta \), together with the fact that \( \frac{\partial}{\partial \theta} f(x | \theta) = \frac{\partial}{\partial \theta} f(x | \theta) / f(x | \theta) \) and \( \left( \frac{\partial}{\partial \theta} L(x | \theta) \right)_{\theta} = \int dx \frac{\partial}{\partial \theta} f(x | \theta) = \frac{\partial}{\partial \theta} f(x | \theta) = 0 \)...

In Eq. (16) we again used the property \( \left( \frac{\partial}{\partial \theta} \log f(x | \theta) \right)_{\theta} = 0 \). In Eq. (17) we substituted in \( \frac{\partial}{\partial \theta} f(x | \theta) = \frac{\partial}{\partial \theta} f(x | \theta) / f(x | \theta) \) again. In Eq. (19) we again used the assumption \( \langle t \rangle_{\theta} = \theta \).

The next step of the proof is the direct application of the Cauchy-Schwarz inequality. We recall that for any probability density function \( f(x) \), \( \int dx f(x) g(x) h(x) := \langle g,h \rangle \) defines an inner product. We then see that the covariance is actually an inner product of the form \( \text{Cov}[g,h] = \langle g - \langle g \rangle, h - \langle h \rangle \rangle \). The Cauchy-Schwarz inequality implies that \( \text{Cov}[g,h]^2 = \langle (g - \langle g \rangle)(h - \langle h \rangle) \rangle^2 \leq \langle (g - \langle g \rangle)^2 \rangle \langle h - \langle h \rangle \rangle^2 = \Delta^2 g \Delta^2 h \). Directly applying this inequality gives us

\[
\Delta^2 t \Delta^2 \left[ \frac{\partial}{\partial \theta} L(x | \theta) \right] \geq \text{Cov}[t(x), \frac{\partial}{\partial \theta} L(x | \theta)] = 1.
\]

Finally, observing that since \( \left( \frac{\partial}{\partial \theta} L(x | \theta) \right)_{\theta} = 0 \), we have \( \Delta^2 \left[ \frac{\partial}{\partial \theta} L(x | \theta) \right] = I(\theta) \), which leads to the required inequality for a single experiment

\[
\Delta^2 t \geq \frac{1}{I(\theta)}.
\]

Finally, for the general case \( n \geq 1 \), consider a vector \( x = (x_1, \ldots, x_n) \) where the outcomes follow the probability distribution \( f(x | \theta) = f(x_1 | \theta) \cdots f(x_n | \theta) \), which is the distribution for \( n \) independent samples each following the distribution \( f(x | \theta) \). We can then treat the vector \( x \) as a single sample of the distribution \( f(x | \theta) \). Calculating the Fisher information
of $f(x \mid \theta)$, we get

$$\left\langle \left[ \frac{\partial}{\partial \theta} \log f(x \mid \theta) \right]^2 \right\rangle_{\theta}$$  \hfill (23)

$$= \int dx_1 \ldots dx_n f(x_1 \mid \theta) \ldots f(x_n \mid \theta) \left[ \sum_{i} \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) \right]^2$$  \hfill (24)

$$= \int dx_1 \ldots dx_n f(x_1 \mid \theta) \ldots f(x_n \mid \theta) \left[ \sum_{i,j} \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) \frac{\partial}{\partial \theta} \log f(x_j \mid \theta) \right]$$  \hfill (25)

$$= \int dx_i f(x_i \mid \theta) \left[ \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) \right]^2$$  \hfill (26)

$$= \left\langle \left[ \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) \right]^2 \right\rangle_{\theta}$$  \hfill (27)

$$= n I(\theta), \quad \hfill (28)
$$

In Eq. (24) we used the expansion $\log f(x \mid \theta) = \sum_{i=1}^{n} \log f(x_i \mid \theta)$. In line Eq. (26) we again used the property $\left\langle \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) \right\rangle_{\theta} = \int dx_i f(x_i \mid \theta) \frac{\partial}{\partial \theta} \log f(x_i \mid \theta) = 0$ to eliminate every term in the summation except where $i = j$. In summary, the Fisher information of $n$ independent samples is just $n I(\theta)$ where $I(\theta)$ is the Fisher information for the single sample case $n = 1$. Substituting this back into Eq. (22) we get for the general $n$ sample case

$$\Delta^2 t \geq \frac{1}{n I(\theta)}. \quad \square$$

The Cramér-Rao bound therefore sets fundamental limits our ability to extract information about the unknown parameter $\theta$, for every possible unbiased estimator $t(x)$. The next natural question to ask is if this lower bound can be saturated.

Recall that in the proof of Theorem 1 we introduced the quantity $L(x \mid \theta) := \log f(x \mid \theta)$. This quantity is called the logged likelihood and holds the key to a method of saturating the Cramér-Rao bound. Suppose we perform an experiment, and we get only one sampled outcome $x_1$, what value of $t(x)$ should we choose so that we are as close to $\theta$ as possible? Intuitively, one should expect, based on what we know about a single sample, that $x_1$ is unlikely to be a rare event. Based on this intuition, one reasonable strategy is to choose $t(x_1)$ to be the value of $\theta$ that maximizes the probability of obtaining $x_1$, i.e. we find the maximum of $f(x_1 \mid \theta)$, or equivalently, $L(x_1 \mid \theta) := \log f(x_1 \mid \theta)$. An estimator $t(x)$ which satisfies $L(x \mid t(x)) = \sup_{\theta} L(x \mid \theta)$ for every $x$ is called the maximum likelihood estimator. Of course, intuition alone does not make this a good strategy. We can show that this estimator is in fact optimal in the asymptotic regime.

**Theorem 2** (Asymptotic reachability of Cramér-Rao bound). *Let $t(x)$ be a maximum likelihood estimator satisfying $L(x \mid \theta) = \sup_{\theta} L(x \mid \theta)$ where $x = (x_1, \ldots, x_n)$ is a vector of independent samples of size $n$. Then in the limit of sample size $n \to \infty$, the asymptotic distribution of $t$ follows a normal distribution

$$t \sim N(\theta, 1/n I(\theta))$$

where $\theta$ and $1/[n I(\theta)]$ are the mean and variance of the normal distribution respectively.*

**Proof.** Suppose we have $n$ samples, which are collected in a vector $x = (x_1, \ldots, x_n)$. Since all the samples $x_i$ are assumed to be independent, this means that the vector $x$ follows a probability distribution of the form $f(x \mid \theta) = f(x_1 \mid \theta) \ldots f(x_n \mid \theta)$. We can then write the log likelihood as the sum $L(x \mid \theta) = \sum_{i=1}^{n} L(x_i \mid \theta)$.

We first perform a Taylor expansion at a point $\theta_0$ close to $\theta$, which gives us

$$L(x \mid \theta) \approx L(x \mid \theta_0) + \sum_{i=1}^{n} \frac{\partial L(x_i \mid \theta)}{\partial \theta} \bigg|_{\theta = \theta_0} (\theta - \theta_0)$$  \hfill (29)

Maximizing the log likelihood, we seek solutions to $\frac{\partial L(x_i \mid \theta)}{\partial \theta} = 0$. Differentiating Eq. (29) we get

$$0 = \frac{\partial L(x \mid \theta)}{\partial \theta} \approx \sum_{i=1}^{n} \frac{\partial L(x_i \mid \theta)}{\partial \theta} \bigg|_{\theta = \theta_0} + \sum_{i=1}^{n} \frac{\partial^2 L(x_i \mid \theta)}{\partial \theta^2} \bigg|_{\theta = \theta_0} (\theta - \theta_0)$$  \hfill (30)

Since $t(x)$ is the maximum likelihood estimator, it should satisfy $\left. \frac{\partial L(x_i \mid \theta)}{\partial \theta} \right|_{\theta = t(x)} = 0$. In other words $t(x)$ is a solution to Eq. (30), so

$$0 \approx \sum_{i=1}^{n} \frac{\partial L(x_i \mid \theta)}{\partial \theta} \bigg|_{\theta = \theta_0} + \sum_{i=1}^{n} \frac{\partial^2 L(x_i \mid \theta)}{\partial \theta^2} \bigg|_{\theta = \theta_0} (t(x) - \theta_0)$$  \hfill (31)

Rearranging, we get

$$\left[ \sum_{i=1}^{n} \frac{\partial^2 L(x_i \mid \theta)}{\partial \theta^2} \bigg|_{\theta = \theta_0} \right] (t(x) - \theta_0) \approx - \sum_{i=1}^{n} \frac{\partial L(x_i \mid \theta)}{\partial \theta} \bigg|_{\theta = \theta_0}$$  \hfill (32)

Let us consider the term $\sum_{i=1}^{n} \frac{\partial^2 L(x_i \mid \theta)}{\partial \theta^2} \bigg|_{\theta = \theta_0}$ on the left hand side of the equation. Assuming $n \gg 1$, then we can expect, using the law of large numbers, that $n f(x \mid \theta) dx$ of the elements in the list $(x_1, \ldots, x_n)$ to lie within the region $x + dx$ for every
This means that
\[
\sum_{i=1}^{n} \left. \frac{\partial^2 L(x_i | \theta)}{\partial \theta^2} \right|_{\theta = \theta_0} \approx n \int dx \, f(x | \theta) \left. \frac{\partial^2 L(x | \theta)}{\partial \theta^2} \right|_{\theta = \theta_0}
\]
\[= n \left\langle \frac{\partial^2 L(x | \theta)}{\partial \theta^2} \right\rangle_{\theta = \theta_0} = -nI(\theta_0),
\]
where the final equality above can be directly computed using the identities \(L(x | \theta) = \log f(x | \theta)\) and \(\left\langle \frac{\partial}{\partial \theta} L(x | \theta) \right\rangle_{\theta = \theta_0} = 0\).

For the term \(\sum_{i=1}^{n} \frac{\partial L(x_i | \theta)}{\partial \theta} \bigg|_{\theta = \theta_0}\) on the right hand side, we will use the central limit theorem, which says that for sufficiently large \(n\), \(\sum_{i=1}^{n} \frac{\partial L(x_i | \theta)}{\partial \theta} \bigg|_{\theta = \theta_0}\) will approximately follow a normal distribution with mean \(\left\langle \sum_{i=1}^{n} \frac{\partial L(x_i | \theta)}{\partial \theta} \bigg|_{\theta = \theta_0} \right\rangle\) and variance \(\Delta^2 \left[ \sum_{i=1}^{n} \frac{\partial L(x_i | \theta)}{\partial \theta} \bigg|_{\theta = \theta_0} \right] \bigg|_{\theta = \theta_0}\). Direct calculation will verify that the mean is zero, while the variance is \(nI(\theta_0)\). Putting this back into Eq. 32 we get
\[nI(\theta_0)(t - \theta_0) \sim N(0, nI(\theta_0))\]
which we can further simplify to get
\[t \sim N(\theta_0, \frac{1}{nI(\theta_0)}).\]
So we see that for large enough \(n\), \(t(x)\) follows a Gaussian distribution and has variance \(\Delta^2 = 1/[nI(\theta_0)]\), which saturates the Cramér-Rao bound. This means that in the asymptotic limit of \(n \to \infty\), the Cramér-Rao bound can always be saturated, and the optimal strategy is a maximum likelihood estimator.

Theorem 2 illustrates how the Cramér-Rao bound is in fact reachable, so long as a sufficient number of independent experiments are performed, and a sufficient number of data points are gathered. The fact that the bound can be saturated allows us to directly quantify how useful a given statistical distribution \(f(x | \theta)\) is for the estimation of an unknown parameter \(\theta\) via the Fisher information \(I(\theta)\). We just have to keep in mind that we need to make many repeated measurements in order to make this connection.

B. Elements of quantum metrology

Thus far, the problem of parameter estimation has revolved around what is essentially a classical information processing problem – there is some probability distribution that depends on \(\theta\), and we figure out what are the best ways to extract information about \(\theta\) from the classical statistics.

This section will introduce quantum mechanical elements to the parameter estimation problem. The most fundamental element of quantum metrology is the probe which is represented by some density operator \(\rho\). The parameter \(\theta\) which we are interested to measure is encoded onto some quantum channel \(\Phi_\theta\). Information about \(\theta\) is extracted by passing the state \(\rho\) through the quantum channel \(\Phi_\theta\), resulting in the transformation of state \(\Phi_\theta(\rho) := \rho_\theta\).

Information about \(\theta\) is therefore imprinted onto the probe \(\rho_\theta\). In order to perform our estimate of \(\theta\), we perform a measurement on \(\rho_\theta\), which is represented by some set of positive operator value measures (POVM) \(\{\Pi_i\} \) satisfying \(\Pi_i \geq 0\) and \(\int dx \Pi_x = \mathbb{1}\). By performing a measurement, we obtain the statistical distribution \(\text{Tr}(\Pi_x \rho_\theta) = f(x | \theta)\). In principle, this is the end of the quantum aspect of quantum metrology. After performing the measurement and obtaining the statistics, what remains is to perform your best estimate of \(\theta\) given \(f(x | \theta)\), which is the standard parameter estimation problem described in the previous section.

There is an infinite repertoire of possible POVMs that we can consider in quantum mechanics. It is therefore natural to ask what is the optimal measurement \(M\) that we should perform on the state \(\rho_\theta\). It is somewhat of a small miracle that this question can actually be answered using only fairly elementary arguments.

In order to address the previous question properly, we introduce an operator call the symmetric logarithmic derivative [124,125].

**Definition 3** (Symmetric logarithmic derivative). Consider the eigendecomposition of \(\rho_\theta = \sum \lambda_i |i\rangle \langle i|\) and \(\langle i | j \rangle = \delta_{ij}\). The symmetric logarithmic derivative of \(\rho_\theta\) is the operator \(D_\theta\) that satisfies the equation
\[\frac{\partial}{\partial \theta} \rho_\theta = \{\rho_\theta, D_\theta\}/2,\]
where \(\{\cdot, \cdot\\}\) is the anticommutator \(\{A, B\} := AB + BA\).

We are guaranteed that the solution \(D_\theta\) will always exist as for any matrix \(A = \{\rho_\theta, D_\theta\}/2\), we can verify by direct substitution that \(D_\theta = 2\sum \lambda_i |A_{ij}|/(\lambda_i + \lambda_j)|i\rangle \langle j|\) is a solution. Furthermore, we see that as \(\rho\) and hence \(\frac{\partial}{\partial \theta} \rho_\theta\) are both Hermitian, \(D_\theta\) is also Hermitian.

Based on the symmetric logarithmic derivative, we can then introduce the quantum Fisher information.

**Definition 4** (Quantum Fisher information). For a given symmetric logarithmic derivative \(D_\theta\), the quantum Fisher information is defined as the quantity
\[I_\theta(\rho, \Theta) := \text{Tr}(\rho_\theta D_\theta^2),\]
and \(\Phi_\theta(\rho) := \rho_\theta\).

The quantum Fisher information \(I_\theta(\rho, \Theta)\) is given a physical significance via the following theorem, which is quantum version of the Cramér-Rao bound [126,127].

**Theorem 3** (Quantum Cramér-Rao bound). Let \(M := \{\Pi_i\}\) be any measurement satisfying \(\int dx \Pi_x = \mathbb{1}\), and \(f(x | \theta) := \text{Tr}(\rho_\theta \Pi_x)\) where \(\rho_\theta := \Phi_\theta(\rho)\). For a given probe \(\rho\) and measurement \(M\) we denote the Fisher information of the probability distribution \(f(x | \theta)\) as \(I(\theta | \rho, M)\).

Then for any \(M\), we have
\[I(\theta | \rho, M) \leq I_\theta(\rho, \Theta) := \text{Tr}(\rho_\theta D_\theta^2).\]
This directly implies that for any unbiased estimator \( t(x) \) we have

\[
\Delta^2 t \geq \frac{1}{nI_Q(\rho, \theta)},
\]

where \( n \) is the number of independent samples/experiments performed.

**Proof.** Recall that for a given \( M \), the Fisher information is

\[
I(\theta | \rho, M) := \left\langle \left( \frac{\partial}{\partial \theta} \log \text{Tr}(\rho \Pi_x) \right)^2 \right\rangle_{\theta}
\]

where \( L(x | \theta) \) is the likelihood function \( f(x | \theta) \).

We see that based on the definition of \( D_\theta \), we have

\[
I(\theta | \rho, M) = \left\langle \left( \frac{\partial}{\partial \theta} \log \text{Tr}(\rho \Pi_x) \right)^2 \right\rangle_{\theta} \tag{33}
\]

\[
= \left\langle \left[ \text{Tr} \left( \frac{\partial}{\partial \theta} \rho \Pi_x / \text{Tr}(\rho \Pi_x) \right)^2 \right) \right\rangle_{\theta} \tag{34}
\]

\[
= \left\langle \text{Tr} \left( \left( \frac{\partial}{\partial \theta} \rho \Pi_x / \text{Tr}(\rho \Pi_x) \right)^2 \right) \right\rangle_{\theta} \tag{35}
\]

\[
\leq \int \text{d}x \left[ \text{Tr} \left( \frac{\partial^2}{\partial \theta^2} \rho \Pi_x / \text{Tr}(\rho \Pi_x) \right)^2 \right] \tag{36}
\]

\[
= \int \text{d}x \left[ \text{Tr} \left( \sqrt{\Pi_x} \sqrt{\rho \Pi_x} \sqrt{\rho \Pi_x} \sqrt{\Pi_x} \right)^2 / \text{Tr}(\rho \Pi_x) \right] \tag{37}
\]

\[
\leq \int \text{d}x \left[ \text{Tr} \left( \Pi_x \rho \Pi_x \right) / \text{Tr}(\rho \Pi_x) \right] \tag{38}
\]

\[
= \int \text{d}x \text{Tr} \left( \rho \Pi_x \rho \Pi_x \right) \tag{39}
\]

\[
= \text{Tr} \left( \rho \Pi_x \rho \Pi_x \right) \tag{40}
\]

In Eq (34) we used the identity \( f(x | \theta) = \text{Tr}(\rho \Pi_x) \). Eq (35) directly results from computing the partial derivative. In Eq (36) we substituted the expression \( \frac{\partial^2}{\partial \theta^2} \rho \Pi_x = (\rho_0, D_\theta) / 2 \). We then set \( A = \rho_0 D_\theta \) and observe that since \( \Pi_x \) is positive, \( \text{Tr}(A \Pi_x) + \text{Tr}(A^T \Pi_x) = 2 \text{Re}[\text{Tr}(A \Pi_x)] \leq 2 \text{Tr}(A \Pi_x) \).

In Eq (37) we used the cyclic property of the trace to write \( \text{Tr}(\rho_0 D_\theta \Pi_x) = \text{Tr} \left( \sqrt{\Pi_x} \sqrt{\rho_0} \sqrt{D_\theta} \sqrt{\Pi_x} \right) \). In Eq (38) we used the Cauchy-Schwarz inequality for the Hilbert-Schmidt norm \( \| \text{Tr}(A^T B) \| \leq \text{Tr}(A^T A) \text{Tr}(B^T B) \) and set \( \sqrt{\Pi_x} \sqrt{\rho_0} \) and \( B = \sqrt{\rho_0} D_\theta \sqrt{\Pi_x} \). Finally, in Eq (40) we used the identity \( \int \text{d}x \Pi_x = 1 \), which gives us the required inequality and proves the first part of the theorem. The inequality \( \Delta^2 t \geq 1/[nI_Q(\rho, \theta)] \) then follows directly from Theorem 1. \( \square \)

The quantum Cramér-Rao bound extends the result of Theorem 1 to the quantum regime. It sets ultimate limits on our ability to extract information about an unknown variable \( \theta \) via a quantum measurement. We see that this bound does not depend on the measurement \( M \) being performed, but does depend on the probe \( \rho \), as well as the unknown parameter \( \theta \).

We can show that the quantum Cramér-Rao bound may always be saturated by some measurement \( \Pi_\theta \) at least in principle. Recall that the symmetric logarithmic derivative \( D_\theta \) is a Hermitian matrix, which is diagonalizable. As such, we can consider its eigendecomposition \( D_\theta = \sum_x \lambda_{\theta,x} | \phi_{\theta,x} \rangle \langle \phi_{\theta,x} | \), and choose the measurement \( M = \{ \Pi_\theta = | \phi_{\theta,x} \rangle \langle \phi_{\theta,x} | \} \), which is a projective measurement onto the eigenbasis of \( D_\theta \). One may then directly verify by substitution into Eq. 35 that \( I(\theta | \rho, M) = \text{Tr}(\rho_0 D_\theta^2) \). Since the bound can be saturated, this suggests that the quantum Fisher information \( I_Q(\rho, \theta) \) precisely quantifies the usefulness of a probe \( \rho \) for the measurement of a given \( \theta \).

There are however, several important caveats to keep in mind. First, while the bound may be saturated via a projection onto the eigenbasis of \( D_\theta \), this by itself does not inform us of a way to physically implement the measurement in a laboratory. The optimal measurement is also in general not unique, and more technologically feasible measurements may exist.

Second, note that in general both \( I_Q(\rho, \theta) \) and \( D_\theta \) depend on the value of \( \theta \). There is therefore no guarantee that a single fixed measurement \( M \) will be able to saturate the quantum Cramér-Rao bound for every value of \( \theta \). In some sense, this suggests that we need to somehow know the value of \( \theta \) before we can decide what measurement to perform, which clearly goes against our initial objective of measuring some unknown but fixed quantity \( \theta \). This issue is surmountable, however, by considering adaptive schemes performed over multiple measurements. Conditioned on prior measurement outcomes, the measurement \( M \) can be made to eventually converge to the optimal case over a sufficiently large number of correlated experiments. Recall from Theorem 2 that the Fisher information can be saturated under the assumption that a large number \( n \) of independent experiments are performed. In the quantum case, the situation is more complicated because it may be necessary to perform some adaptive scheme over a large number of correlated experiments to allow \( M \) to converge first. One may then subsequently obtain independent samples using the optimal \( M \) to saturate the quantum Cramér-Rao bound.

For similar reasons, the dependence on \( \theta \) implies there is no guarantee that a given probe \( \rho \) will equally useful for every value of \( \theta \) except in special cases. For unitary evolutions however, this turns out not to be an issue as the Fisher information can be shown to be the same along any point in the probe’s unitary orbit. We therefore see that the interpretation of quantum Fisher information as a measure of a probe \( \rho \)’s usefulness for metrology is especially well suited for unitary encodings. This will be further discussed in the subsequent section.

One may also remove potential issues arising from the dependence of \( I_Q(\rho, \theta) \) on \( \theta \) by assuming that \( \theta \) is unknown but fixed quantity. This is the local estimation approach, where one effectively only considers \( I_Q(\rho, \theta_0) \) since \( \theta = \theta_0 \). The Fisher information then becomes solely a function of the probe \( \rho \). Physically, it corresponds to the high precision measurement regime, where we are only interested in measuring very small differences in physical parameters. This allows us to generally interpret \( I_Q(\rho, \theta_0) \) as a measure of the usefulness of the probe \( \rho \) for high precision measurements. However, this presupposes strong a priori knowledge about the distribution of \( \theta \) before hand, and such an assumption may not always be...
valid.

C. Unitary quantum metrology

In the previous section, we discussed quantum metrology in very general terms, where the quantum channel \( \Phi_\theta \) may in general be any quantum map. The corresponding quantum Fisher information \( I(\rho, \theta) \) is difficult to compute under such general scenarios.

We can however, greatly simplify the problem by considering only unitary encodings. Suppose that \( \Phi_\theta(\rho) = U_\theta \rho U_\theta^\dagger \), where \( U = e^{-iBG} \), \( G \) is a Hermitian operator, and is sometimes called the generator of the unitary transformation. Writing \( \rho = \sum p_i |i\rangle \langle i| \) in its diagonal form, we can directly evaluate the symmetric logarithmic derivative:

\[
D_\theta = 2 \sum_{i,j} \left( \frac{\partial}{\partial \theta} |i\rangle \langle j| \right) \frac{1}{(p_i + p_j)} |i\rangle \langle j|
\]

\[= 2i \sum_{i,j} \left( |i\rangle \langle j| \right) \frac{1}{(p_i + p_j)} |i\rangle \langle j|
\]

\[= 2i \sum_{i,j} \left( |i\rangle \langle j| \right) |i\rangle \langle j|
\]

where we used the von Neumann equation \( i \frac{\partial}{\partial \theta} |i\rangle \langle j| = [G, |i\rangle \langle j|] \).

We can use this to evaluate the quantum Fisher information, resulting in the following series of inequalities:

\[
\text{Tr}(\rho D_\theta^2) = 4 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |i\rangle \langle G|j\rangle|^2
\]

\[= 4 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |i\rangle \langle G|j\rangle|^2 \frac{p_i}{p_i + p_j}
\]

\[= 4 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |i\rangle \langle G|j\rangle|^2 \left( 1 - \frac{p_j}{p_i + p_j} \right)
\]

\[= 4 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |i\rangle \langle G|j\rangle|^2 - \text{Tr}(\rho D_\theta^2).
\]

This leads to the following definition of Fisher information for unitary processes:

**Definition 5 (Quantum Fisher information, unitary encoding).** For any unitary \( U_\theta = e^{-iBG} \) with generator \( G \), the quantum Fisher information is

\[
I_Q(\rho, G) := 2 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |i\rangle \langle G|j\rangle|^2,
\]

where \( p_i \) and \( |i\rangle \) are the eigenvalues and eigenvectors of \( \rho \).

Notice that we have dropped the dependence on \( \theta \), compared to the more general version of the quantum Fisher information in Definition 4. This is because the Fisher information is actually invariant under the unitary \( U_\theta \). It is not difficult to verify that this is true. If \( |i\rangle \) is the eigenvector of \( \rho \), then \( U_\theta |i\rangle \) is the eigenvector of \( \rho_\theta \). However, since \( U_\theta = e^{-iBG} \)

and \( |U_\theta G| = 0 \), we have \( \langle i|U_\theta^* GU_\theta |j\rangle = \langle i|G|j\rangle \). This shows that the Fisher information is always constant along for every \( \rho_\theta \). For general quantum channels, this property does not necessarily hold (see discussion at end of Section III B).

Below is a collection of some elementary properties of \( I_Q(\rho, G) \):

\[
I_Q(\rho, G) = 4A^2 G, \text{ where } G \text{ is a pure state}
\]

\[
I_Q(\rho, G) \leq 4A^2 G, \text{ for general mixed state } \rho
\]

\[
I_Q(e^{-iBG} \rho e^{iBG}, G) = I_Q(\rho, G)
\]

\[
I_Q(U\rho U^\dagger, G) = I_Q(\rho, U^\dagger GU), \text{ where } U \text{ is unitary}
\]

\[
I_Q(\rho \otimes \sigma, G) = \sum_i p_i I_Q(\rho, G), \text{ where } \sum_i p_i = 1
\]

\[
I_Q(\rho, G \otimes I_2) \geq I_Q(\rho, I_2)
\]

For unitary dynamics where the eigenvalues of \( G \) is bounded, one may also additionally identify the optimal quantum states maximizing the quantum Fisher information.

The optimal probe in this case is an equal superposition of the form \( |\psi\rangle = (|\lambda_{\text{max}}\rangle + |\lambda_{\text{min}}\rangle) / \sqrt{2} \), where \( |\lambda_{\text{max}}\rangle \) and \( |\lambda_{\text{min}}\rangle \) are the eigenvectors corresponding to maximum and minimum eigenvalues respectively.

Finally, a recent result proves that for unitary encodings, the quantum Fisher information is the convex roof of the variance of \( G \):

\[
I_Q(\rho, G) = 4 \min_{\{p_i, |\psi_i\rangle\}} \sum_i p_i \Delta^2_{|\psi_i\rangle} G
\]

where the minimization is over all possible pure states decompositions \( \{p_i, |\psi_i\rangle\} \) satisfying \( \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| \) and \( \Delta^2_{|\psi_i\rangle} \) is the variance of \( G \) for the state \( |\psi_i\rangle \). In this case, one may interpret the convex roof as the useful "quantum" part of the variance that is left over after statistical mixing.

The extraction of an unknown parameter from a unitary quantum channel of this type is probably the most well studied and understood of all the problems in quantum metrology. In the next section, we will discuss several physically relevant examples of such unitary channels, which provides strong evidence that nonclassical light is a useful resource in making precision measurements.

D. Extracting metrological power from nonclassical states

In this section, we will discuss the role that nonclassical states play in quantum enhanced metrology.

Our general strategy to demonstrate that metrological power may be extracted is quite simple. Suppose we have a generator \( G \) with corresponding Fisher information \( I_Q(\rho, G) \). If we are able to demonstrate the existence of some state \( \rho \) satisfying \( I_Q(\rho, G) \geq \sup_{\rho_\lambda} I_Q(\rho, \lambda G) \), where the optimization is
over the set of classical states $\rho_A$, then clearly $\rho$ must be non-classical and nonclassicality can be exploited to improve measurement precision. A similar strategy was also employed in Ref. [42] where the quantum Fisher information was used to test whether a state is nonclassical. We begin by demonstrating this possibility for a parameter estimation problem called phase estimation.

1. Single mode phase estimation

Let us consider a very simple choice for the generator $G$. Recall the number operator $n = a^\dagger a$, which is the Hermitian observable measuring the number of photons in a system. Let us choose $G = n/2$. From this, we can construct the unitary encoding $U_{\theta} = e^{-i\theta n/2}$, which causes a clockwise rotation of angle $\theta/2$ in phase space (see also Section [11]). One may also verify that $U_{\theta}^\dagger U_{\theta} = e^{-i\theta^2/2}$. $U_{\theta}P U_{\theta}^\dagger$ therefore induces a change in the phase of $\rho$ relative to some reference clock. For this reason, we can call the problem of measuring the parameter $\theta$ quantum phase estimation.

Let us consider the quantum Fisher information for a coherent state $|\alpha\rangle$. For pure states, this is just four times the variance of the observable $G = n/2$ (see Section [11]). Since the number distribution of a coherent state is a Poisson distribution, the variance and mean of the number distribution is the same, so we have $4\Delta^2_{|\alpha\rangle} = 4\Delta^2_{|\alpha\rangle} = \langle n | \alpha \rangle = \langle \alpha | n | \alpha \rangle$. The astute reader may have wondered about the $1/2$ factor in $G = n/2$. For the moment, it is just for convenience as it removes the constant factor $4$ from the quantum Fisher information, but we shall see that a similar factor will also appear in the problem of interferometry, which we will discuss in the subsequent section.

Now, let us consider a classical mixed state $\rho_m = \int d^2 \alpha P_m(\alpha) |\alpha\rangle |\alpha\rangle^\dagger$, where $P_m(\alpha)$ is a positive probability distribution function. Note that since $P_m(\alpha)$ is a proper probability distribution, $\rho_m = \int d^2 \alpha P_m(\alpha) |\alpha\rangle |\alpha\rangle^\dagger$ is an example of a pure state decomposition of the state $\rho_m$. Recall from Eq. [41] that the quantum Fisher information of a mixed state is actually four times the convex roof of the variance, i.e. the minimum average variance over all possible pure state decompositions. As such we may write

$$I_Q(\rho_m, n/2) \leq \int d^2 \alpha P_m(\alpha) \langle \alpha | n | \alpha \rangle = \text{Tr}(\rho_m n) = \langle n | \rho_m \rangle.$$

If we apply the Quantum Cramér-Rao bound (Theorem [7]), we then get the following lower bound on the standard deviation for our unbiased estimator $t$:

$$\Delta t \geq \frac{1}{\sqrt{\langle n | \rho_m \rangle}}.$$  \hfill (42)

The above expression is called the standard quantum limit, also sometimes called the shot noise limit. It essentially states that for classical light sources the measurement precision scales with the inverse square root of the mean photon number at best. Since the mean photon number reflects the energy content of your light source, one may reinterpret this to mean that for classical light sources, energy can be traded for measurement precision. Importantly, since for classical states $I_Q(\rho_m, n/2)$ scales with the mean photon number $\langle n | \rho_m \rangle$ at best, $I_Q(\rho_m, n/2) > \langle n | \rho_m \rangle$ implies that $\rho$ must be nonclassical and useful metrological power may be extracted from it.

We recall from the list of elementary properties in Section [11] that the quantum Fisher information is bounded by the variance of $G$, i.e. $I_Q(\rho, G) \leq 4\Delta^2 G$. For $G = n/2$, this translates to $I_Q(\rho, n/2) \leq 4\Delta^2 n$. We can combine this with the condition for nonclassicality $I_Q(\rho, n/2) > \langle n | \rho \rangle$ to obtain the following necessary, but insufficient, condition to beat the standard quantum limit:

$$\frac{\Delta^2 n}{\langle n | \rho \rangle} - 1 \geq 0.$$  \hfill (43)

Curiously, this is exactly the set of nonclassical states which are not identified by the Mandel Q parameter (see Section [11]). Any nonclassical state that is potentially useful for this phase estimation problem must be super-Poissonian.

Let us consider the subspace spanned by the Fock states $\{|0\rangle, \ldots, |n_{\text{max}}\rangle\}$ for some finite $n_{\text{max}}$. Within this subspace, $n$ is a bounded operator, so the state $|\psi\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |n_{\text{max}}\rangle)$ must maximize $I_Q(|\psi\rangle, n)$. One may verify that $\langle n | |\psi\rangle = n_{\text{max}}/2$ and that $4\Delta^2 n = n_{\text{max}}^2/4 = \langle n | |\psi\rangle = I_Q(|\psi\rangle, n/2)$. This leads to the following bound on the unbiased estimate:

$$\Delta t \geq \frac{1}{\sqrt{\langle n^2 | |\psi\rangle}}.$$  \hfill (44)

Eq. [44] is referred to the Heisenberg limit. The name is somewhat of a misnomer as it is not really a fundamental quantum limit. For $N$ distinguishable particles where every particle may be addressed, one may indeed make general arguments to demonstrate that the quantum limit $\frac{1}{\sqrt{N}}$ is $1/N$, but for systems of identical particles such arguments do not apply. Indeed, quantum states beating the Heisenberg limit in Eq. [44] have been studied. Somewhat confusingly, strategies beating the Heisenberg limit are sometimes said to have achieved sub-Heisenberg sensitivity. There are doubts as to whether such sub-Heisenberg strategies are truly useful, as the Heisenberg limit is retrieved once the performance is averaged over all possible values of $\theta$. There are also arguments suggesting that without prior knowledge of $\theta$, the advantages of sub-Heisenberg strategies, while possible, are limited. In any case, a more general quantum limit is

$$\Delta t \geq \frac{1}{\sqrt{\langle n^2 | |\psi\rangle}}.$$  \hfill (45)

Note that the square is on the number operator $n$, and not the expectation value. In general $\langle n^2 | |\psi\rangle \neq \langle n | |\psi\rangle$. This comes from the observation that $I_Q(\rho, n/2) \leq \Delta^2 n \leq \langle n^2 | |\psi\rangle$. While the expression appears superficially similar to Eq. [44], it cannot be
interpreted directly as the energy of the system. Quantum advantages in phase estimation problems are typically compared in an energy adjusted scenario.

One doesn’t have to look far to find examples of sub-Heisenberg sensitivity. Consider the squeezed vacuum state \(|0, |e\rangle\). Its mean photon number and variance can be verified to be \((n_{0, |e\rangle} = \sinh^2(|e\rangle))\) and \(\Delta^2 n = 2\cosh^2(|e\rangle)\sinh^2(|e\rangle)\). Clearly, we have \(I_Q(0, |e\rangle, n/2) > (\Delta^2 0, |e\rangle, 0/2)\), so the Heisenberg limit has been exceeded.

Table I compares the achievable Fisher information for coherent states, Fock states, squeezed vacuum and even cat states that were introduced in Section II D. Among the states compared, we see that the squeezed vacuum and even cat states are able to beat the standard quantum limit. The Fock and odd cat states are unable to do so despite being nonclassical. This is because they are sub-Poissonian. See Section II E 2.

### 2. Optical interferometry

In Section II D 1, we introduced the single mode phase estimation problem, where the goal is to perform precise measurements of the change in phase \(\theta/2\) in a single mode of light. We now extend the problem slightly and consider a two mode setup. Let the corresponding creation and annihilation operators of the first and second modes be \(\hat{a}, \alpha\) and \(\hat{b}, \beta\). Their respective number operators are then \(n_{a} = \hat{a}^\dagger \hat{a}\) and \(n_{b} = \hat{b}^\dagger \hat{b}\). The total number operator is then \(n_{\text{total}} = n_{a} + n_{b}\).

We then choose the generator to be \(G = (n_{a} - n_{b})/2\), resulting in the unitary evolution \(U_\theta = e^{-i\theta n_{a}/2}e^{i\theta n_{b}/2}\).

We see that this unitary dynamic corresponds to an clockwise rotation in the phase space of mode \(a\) by an angle of \(\theta/2\), together with another rotation of angle \(\theta/2\) in the opposite, anti-clockwise direction in mode \(b\). The angle \(\theta\) then measures the relative phase difference between the two modes. This mirrors the situation modelled by a Mach-Zehnder interferometer, which is shown in Fig. 4, where the interaction in the middle box is functionally equivalent to \(U_\theta = e^{-i\theta n_{a}/2}e^{i\theta n_{b}/2}\). We now consider the quantum Fisher information for several classes of states under the unitary dynamic \(U_\theta\). This corresponds to calculating the Fisher information of the state after exiting the first beam splitter of the interferometer, which is represented by \(|\psi_{\text{mid}}\rangle\) in Fig. 4.

Table II compares the achievable Fisher information for coherent states, Fock states, squeezed vacuum, even cat states. We then combine this with Eq. 41 to obtain:

\[
I_Q(\rho_{cl}, G) \leq 4 \int d^2 \alpha d^2 \beta P_{cl}(\alpha, \beta) \langle \alpha | \beta \rangle \langle \alpha | \beta \rangle / 4
\]

\[
= \int d^2 \alpha d^2 \beta P_{cl}(\alpha, \beta) \langle \alpha | \beta \rangle n_{\text{total}}(\alpha) | \beta \rangle
\]

\[
= \langle n_{\text{total}} \rangle_{\rho_{cl}}.
\]

From the Quantum Cramér-Rao bound (Theorem 3), we get the standard quantum limit

\[
\Delta \theta \geq \frac{1}{\sqrt{\langle n_{\text{total}} \rangle_{\rho_{cl}}}},
\]

which we see is basically identical to the single mode case discussed in Section II D 1.

Let us consider the subspace spanned by the product of Fock states \(\{|a\rangle \otimes |b\rangle\}\) where \(a, b \leq n_{\text{max}}\). Within this subspace, the eigenvector of \(G\) with the maximum eigenvalue is \(G|n_{\text{max}}\rangle = n_{\text{max}}/2|n_{\text{max}}\rangle|0\rangle\), and the eigenvector with the minimum eigenvalue is \(G|0\rangle = -n_{\text{max}}/2|0\rangle|n_{\text{max}}\rangle\).

The state achieving the largest quantum Fisher information within this subspace is then \(|\psi\rangle = (|n_{\text{max}}\rangle|0\rangle + |0\rangle|n_{\text{max}}\rangle) / \sqrt{2}\). This is the famous NOON state.\[\]

One may further verify that for the NOON state \(\Delta_{\psi}^2 G = n_{\text{max}}^2/4 = \langle n_{\text{total}} \rangle_{\psi}^2/4\) such that we have

\[
I_Q(|\psi\rangle, G) = \langle n_{\text{total}} \rangle_{\psi}^2.
\]
which gives us the measurement sensitivity
\[ \Delta t \geq \frac{1}{\langle n_{\text{total}} \rangle_{\psi}}. \]

We see that the NOON state achieves Heisenberg limited sensitivity. Again, we are careful to note that the Heisenberg limit is not a truly fundamental quantum limit for optical quantum systems (see discussion in Section [III.D.1]).

Thus far, we have discussed what happens after the first beam splitter in the interferometer, which isolates the effect of the unitary encoding of \( \theta \) onto the quantum probe. Another more traditional convention is to consider the state \( \rho_n \) that is being fed into the input ports of the interferometer and the state \( \rho_{\text{out}} \) emerging from the output ports. These correspond to the state before the first beam splitter and after the second beam splitter in Fig. [1]. In principle, one may perform any quantum measurement on the output state \( \rho_{\text{out}} \), but traditional interferometry typically measures the intensity difference \( n_a - n_b \) at the output, corresponding to the visibility of the interference fringes.

Under such settings, there exists a useful formalism for analysing the relationship between the input state and the visibility at the output port of the interferometer. Let us define the operators
\[ J_x := \frac{1}{2}(a^\dagger b + b^\dagger a), \quad J_y := \frac{i}{2}(b^\dagger a - a^\dagger b), \quad J_z := \frac{1}{2}(a^\dagger a + b^\dagger b). \]

One may verify that these operators satisfy the commutation relations \([J_x, J_y] = ie_{ijk}J_k\) so they are analogous to angular momentum operators. Based on these definitions, we can obtain the following convenient input-output relations:
\[ \langle J_x \rangle_{\rho_{\text{out}}} = \cos \theta \langle J_x \rangle_{\rho_{\text{in}}} - \sin \theta \langle J_z \rangle_{\rho_{\text{in}}} \]
and
\[ \Delta_{\rho_{\text{out}}}^2 J_z = \cos^2 \theta \Delta_{\rho_{\text{in}}}^2 J_z + \cos^2 \theta \Delta_{\rho_{\text{in}}}^2 J_x - 2 \sin \theta \cos \theta \text{cov}(J_x, J_z)_{\rho_{\text{in}}}, \]
where \( \text{cov}(J_x, J_z)_{\rho_{\text{in}}} := \langle J_x J_z \rangle_{\rho_{\text{in}}} - \langle J_x \rangle_{\rho_{\text{in}}} \langle J_z \rangle_{\rho_{\text{in}}} \) is the covariance between \( J_x \) and \( J_z \). Notice that \( J_z = (n_a - n_b)/2 \), so \( \langle J_z \rangle_{\rho_{\text{in}}} \) and \( \Delta_{\rho_{\text{in}}}^2 J_z \) are, up constant factors, just the mean and variance of a visibility measurement at the output. Assuming that \( \Delta_{\rho_{\text{out}}} J_z \) is sufficiently small, the following error propagation formula gives a good approximation of the measurement sensitivity one may expect from visibility measurements:
\[ \Delta \theta |_{\rho_{\text{in}}} = \frac{\Delta_{\rho_{\text{out}}} J_z}{\partial \theta |_{\rho_{\text{out}}}}. \]

Now, suppose the input state is a single laser beam with the other input port empty, i.e. \( |\psi_{\text{in}}\rangle = |\alpha\rangle |0\rangle \). Using the above input-output relations, we can show that
\[ \Delta \theta |_{|\psi_{\text{in}}\rangle} = \frac{1}{\langle n_{\text{total}} \rangle_{|\psi_{\text{in}}\rangle} |\sin \theta|}, \]
which is in line with what we expect from the standard quantum limit. It was the contribution of Caves [153] who realized that one may beat this by replacing the vacuum with a non-classical state such as squeezed vacuum. More specifically, he showed that if we choose \( |\psi_{\text{in}}\rangle = |\alpha\rangle |0, |\epsilon\rangle \), then in the limit of \( \langle n_{\text{total}} \rangle_{|\psi_{\text{in}}\rangle} \to \infty \) it is possible to achieve
\[ \Delta \theta |_{|\psi_{\text{in}}\rangle} \approx \frac{1}{\langle n_{\text{total}} \rangle_{|\psi_{\text{in}}\rangle}^{3/4}}, \]
for certain combinations of \( \alpha \) and \(|\epsilon| \). Note that this is below the Heisenberg limit in Eq. [13] but this is only a limitation of a visibility measurement and not a fundamental limit. In principle, the input state \( |\psi_{\text{in}}\rangle = |\alpha\rangle |0, |\epsilon\rangle \) is able to do better, potentially reaching the Heisenberg limit, if one considers more general measurements such as photon number based [153][134] or homodyne measurements [153][157].

Curiously, it turns out that the coherent state \(|\alpha\rangle\), despite being classical, plays an important role in determining whether sub shot noise sensitivities can be achieved. More specifically, if one of the input ports is a vacuum, i.e. the input state has the form \( \rho_{\text{in}} = \rho \otimes |0\rangle \langle 0| \), then after the first beam splitter, the state is \( \rho_{\text{mid}} = U_{\text{BS}} \rho_{\text{in}} U_{\text{BS}}^\dagger = \int d^2\alpha P(\alpha) \left| \frac{\alpha}{\sqrt{2}} \right\rangle \left( \frac{\alpha}{\sqrt{2}} \right\rangle \otimes \left| \frac{\alpha}{\sqrt{2}} \right\rangle \left( \frac{\alpha}{\sqrt{2}} \right\rangle \right. \]
Let us consider the variance \( \Delta_{\rho_{\text{mid}}}^2 G \), which can be expanded in the following way:
\[ \Delta_{\rho_{\text{mid}}}^2 G = \langle G^2 \rangle_{\rho_{\text{mid}}} - \langle G \rangle_{\rho_{\text{mid}}}^2 \]
\[ = \frac{1}{4} \left[ (\langle n_a - n_b \rangle)^2 \right. \rangle_{\rho_{\text{mid}}} - \langle n_a - n_b \rangle^2 \langle \rho_{\text{mid}} \rangle \right] \]
\[ = \frac{1}{4} \left[ \Delta_{\rho_{\text{mid}}}^2 n_a + \Delta_{\rho_{\text{mid}}}^2 n_b - 2 \langle n_a n_b \rangle_{\rho_{\text{mid}}} + 2 \langle n_a \rangle_{\rho_{\text{mid}}} \langle n_b \rangle_{\rho_{\text{mid}}} \right. \]
\[ = \frac{1}{4} \left[ \Delta_{\rho_{\text{mid}}}^2 n_a + \langle n_a n_b \rangle_{\rho_{\text{mid}}} + \langle n_b \rangle_{\rho_{\text{mid}}} \right. \].
In the last line, we used the fact that \( \Delta_{\rho_{\text{mid}}}^2 n_a = \Delta_{\rho_{\text{mid}}}^2 n_b \) and \( \Delta_{\rho_{\text{mid}}}^2 n_a = \Delta_{\rho_{\text{mid}}}^2 n_b \) since \( \rho_{\text{mid}} \) is symmetric on both modes. We now compute the individual terms in the sum. We can verify that
\[ \langle n_a n_b \rangle_{\rho_{\text{mid}}} = \text{Tr}(\rho_{\text{mid}} n_a n_b) \]
\[ = \text{Tr}(\rho_{\text{mid}} n_a n_b) \]
\[ = \text{Tr} \int d^2\alpha P(\alpha) \left| \frac{\alpha}{\sqrt{2}} \right\rangle \left\langle \alpha \right\rangle \otimes \left| \frac{\alpha}{\sqrt{2}} \right\rangle \left\langle \alpha \right\rangle n_a n_b \]
\[ = \int d^2\alpha P(\alpha) \left| \frac{\alpha}{\sqrt{2}} \right\rangle \left\langle \alpha \right\rangle n_a n_b. \]
We then substitute this into \( \Delta_{\rho_{\text{mid}}}^2 n_a \) and use the identity \( n_a^2 = \)}
(a†)^2 a^2 + n_a to get
\[ \Delta_{\text{mid}}^2 G = \frac{1}{2} \left( \Delta_{\text{mid}}^2 n_a - \langle n_a n_b \rangle_{\text{mid}} + \langle n_a \rangle_{\text{mid}}^2 \right) \]

Finally, we substitute this expression back into \( \Delta_{\text{mid}}^2 G \) to get
\[ \Delta_{\text{mid}}^2 G = \frac{1}{4} \langle n_{\text{total}} \rangle_{\text{mid}}. \]

Using the fact that the quantum Fisher information is bounded by 4 times the variance, we get \( I_Q(\rho_{\text{mid}}, G) \geq 4 \Delta_{\text{mid}}^2 G = \langle n_{\text{total}} \rangle_{\text{mid}} \). For any unbiased estimator \( t \), the quantum Cramér-Rao bound says
\[ \Delta t \geq \frac{1}{\sqrt{\langle n_{\text{total}} \rangle_{\text{mid}}}}. \]

Caves\cite{Caves1980,Caves1981} argued that zero point fluctuations, i.e. the fluctuations of the vacuum energy entering the interferometer, leads to shot noise limited sensitivity. Random energy fluctuations of the vacuum can cause random photons to enter the interferometer and diminish the visibility. From the previous arguments, we see that so long as one of the input ports is empty, the vacuum noise is sufficient to dominate any attempts to improve the situation by injecting nonclassical light into the other port\cite{Drummond1989,Drummond1990}. This conclusion is not limited to just visibility measurements, but applies to all measurable quantities performed on the output state.

The proposal by Caves\cite{Caves1981} to replace the vacuum with a squeezed state was the first of such proposals to use nonclassical states of light to improve interferometry. Broadly speaking, the modern interpretation of quantum metrology can be said to have started from this work. Caves’s proposal is now being adopted in gravitational wave detectors\cite{Caves1989,Caves1990}. Other than the aforementioned NOON and squeezed states, many other nonclassical quantum states have also been considered as potential inputs. These include highly nonclassical states such as two-mode squeezed states\cite{Giraud1989}, entangled coherent states\cite{Barrett1990,Barrett1991} and definite photon number states\cite{Glauber1963,Reid1974}.

3. Estimating phase space displacements

Previously, we have considered both single mode and two mode phase estimation problems. Such problems are equivalent to measuring changes in angular rotation in phase space. The natural counterpart to angular rotations is the set of linear displacements. It turns out that nonclassical quantum states also demonstrate intrinsic superiority over classical states when the task is to measure the extent of the linear displacement\cite{Caves1987}. This was recently proposed as a nonclassicality test in Ref.\cite{Takeda2010} and Ref.\cite{Nielsen2009}. Both were able to show that for pure states, more Fisher information can be extracted from nonclassical states compared to classical states. However in Ref.\cite{Takeda2010}, the extension to mixed quantum states was achieved using a convex roof approach which does not have a direct operational interpretation. In contrast, Ref.\cite{Nielsen2009} focused more on the amount of Fisher information that is extractable from mixed quantum states.

Consider a system consisting of \( N \) optical modes. The corresponding creation and annihilation operators \( a_i^\dagger \) and \( a_i \) where \( i = 1, \ldots, N \). An \( N \) mode annihilation operator can be defined as
\[ a_\mu := \sum_{i=1}^N \mu_i a_i \] where \( \mu = [\text{Re}(\mu_1), \text{Im}(\mu_1), \ldots, \text{Re}(\nu_N), \text{Im}(\nu_N)] \) is a 2\( N \) dimensional real vector of unit length, i.e. \( \mu^2 = \sum_{i=1}^N |\mu_i|^2 = 1 \). We can also define the \( N \) mode field quadrature
\[ X_\mu := \frac{a_\mu + a_\mu^\dagger}{\sqrt{2}} \]
as well as the \( N \) mode displacement operator
\[ D(\theta, \mu) := e^{-i\theta X_\mu}. \]

For a single mode, this reduces to \( D(\theta, \mu = e^{i\theta}) := \exp \left[ -i\theta (e^{i\theta} a + e^{-i\theta} a^\dagger) / \sqrt{2} \right] = \exp \left[ a a^\dagger - a^\dagger a \right] \), where \( \alpha = i \theta e^{-i\theta} / \sqrt{2} \). We therefore see that other than a re-parametrization, the single mode displacement operator defined in Section\cite{Caves1987} is retrieved when \( N = 1 \). The parameter \( \theta \) determines the magnitude of the displacement, while \( \mu \) determines the direction.

Suppose we are interested to estimate the magnitude of the displacement \( \theta \). This is equivalent to choosing the generator \( G = X_\mu \) (see Section\cite{Caves1987}). The fundamental limits of this parameter estimation problem is given by the quantum Fisher information \( I_Q(\rho, X_\mu) \). Writing \( \rho = \sum_i p_i |i\rangle \langle i| \) in terms of its eigenbasis \( \{ |i\rangle \} \), we can compute the quantum Fisher information and verify that it simplifies to the following:
\[ I_Q(\rho, X_\mu) = 2 \sum_{i,j} \left( \frac{p_i - p_j}{p_i + p_j} \right)^2 |\langle i| X_\mu |j\rangle|^2 = \mu^T F \mu, \]
where \( F \) is called the quantum Fisher information matrix. It is a real symmetric \( 2N \times 2N \) matrix with elements
\[ F_{ij} = 2 \sum_{k,l} \left( \frac{p_i - p_j}{p_i + p_j} \right)^2 \langle i| X^{(k)} |j\rangle \langle j| X^{(l)} |i\rangle, \quad (44) \]
and $X^{(2i-1)} = (a_n + a_n^\dagger)/\sqrt{2}$ and $X^{(2i)} = (a_n - a_n^\dagger)/\sqrt{2}$ are the local canonical quadrature operators for the $i$th mode.

The resulting quantum Cramér Rao bound may therefore be written as

$$\Delta \tau \geq \frac{1}{\sqrt{\mu^* F \mu}}.$$  

We see that the relevant quantities can be computed from the quantum Fisher information matrix $F$.

For any state $\rho$, let us consider the average Fisher information over all possible quadrature directions $\mu$:

$$M_{ave}(\rho) := \frac{1}{2A} \int_S d^2N \mu F(|\psi>, X_\mu)$$  

where $S = \{ \mu : |\mu| = 1 \}$ is the surface of the unit sphere, and $A = \int_S d^2N \mu = 2\pi^{N/2}$.  

It is possible to simplify the above expression for $M_{ave}(\rho)$. Since $I_Q(\rho, X_\mu) = \mu^* F \mu$, we can write $I_Q(\rho, X_\mu) = e_i^\dagger O_{\mu,i}^\dagger FO_{\mu,i} e_i$ for any complete set of basis vectors $\{e_i\}_{i=1}^{2N}$. $O_{\mu,i}$ is some orthogonal matrix in $2N$ dimensional vector space satisfying $O_{\mu,i} e_i = \mu_i$. However, because the integration is over every direction $\mu$, it is equivalent to integrating over every possible orthogonal matrix $O_{\mu,i}$, so we can drop the index $i$, and write $\int_S d^2N \mu F \mu = \int_S d^2N \mu e_i^\dagger O_{\mu,i}^\dagger FO_{\mu,i} e_i = \int_S d^2N \mu e_i^\dagger O_{\mu,i}^\dagger FO_{\mu,i} e_i$ for every $i$, so we get

$$2N \int_S d^2N \mu^T F \mu = \sum_{i=1}^{2N} \int_S d^2N \mu e_i^\dagger O_{\mu,i}^\dagger FO_{\mu,i} e_i$$

$$= \int_S d^2N \mu Tr(O_{\mu,i}^\dagger FO_{\mu,i})$$

$$= A Tr F.$$  

Substituting back into Eq. (45) we get the expression

$$M_{ave}(\rho) = \frac{Tr F}{4N}.$$  

It is instructive to consider the index $\Delta x_i$. For single mode states, $\Delta x_i^2 = \int d^2\alpha P_{\alpha}(\alpha) |\alpha\rangle\langle \alpha|^2$ where $P_{\alpha}(\alpha)$ is a positive probability distribution, due to the convexity of the quantum Fisher information, we have the classical bound

$$M_{ave}(\rho_{cl}) \leq 1.$$  

Any state $\rho$ surpassing this limit must clearly be nonclassical. Over the set of pure states, only the coherent states can satisfy $\Delta x_i^2 = \Delta x_i^2 p = 1$, so $M_{ave}(\rho)$ is able to identify every nonclassical pure states. Identical arguments also apply for $N$, so the classical bound also applies for multimode systems.

Let us now consider a different quantity. Suppose instead of the average, we compute the maximum Fisher information over all possible quadrature directions $\mu$.

$$M_{opt}(\rho) := \max_{\mu \in S} I_Q(\rho, X_\mu) = \frac{\lambda_{max}(F)}{2},$$  

where $\lambda_{max}(F)$ is the maximum eigenvalue of $F$. The last equality comes from the direct observation that $I_Q(\rho, X_\mu) = \mu^* F \mu$ is maximized when $\mu$ is the eigenvector corresponding to $\lambda_{max}(F)$. $M_{opt}(\rho)$ is perhaps a more operational quantity, because it directly quantifies the maximum metrological power that you can extract from the state in some parameter estimation problem, rather than some hypothetical average performance.

Again, it is instructive to consider the single mode case $N = 1$. For the coherent state $|\alpha\rangle$, the general field quadrature $x_\phi = (e^{-i\phi} a + e^{i\phi} a^\dagger)/\sqrt{2}$ has the same variance in every direction so $\Delta_{\alpha x_i} x_\phi = 1/2$. From the convexity of the quantum Fisher information, we obtain the classical bound

$$M_{opt}(\rho_{cl}) \leq 1,$$

so any quantum state $\rho$ that exceeds this bound has to be nonclassical. For pure states $|\psi\rangle$, since every nonclassical state satisfies $\Delta_{\alpha x_i} x_\phi > 1$, there must be at least one quadrature direction where $\Delta_{\alpha x_i} x_\phi > 1/2$, so $M_{opt}(\rho)$ is also able to identify every nonclassical pure state.

As every nonclassical pure state will beat both classical limits discussed in this section, examples are plentiful. An example of states of states exceeding the classical limits are the Cat states $|\psi_{\pm}\rangle := \frac{1}{\sqrt{2}}(|\beta\rangle \pm |\bar{\beta}\rangle)$, which achieves $M_{ave}(|\psi_{\pm}\rangle) = 2 \langle n | \psi_{\pm}\rangle$ and $M_{opt}(|\psi_{\pm}\rangle) = 2 \langle n | | \psi_{\pm}\rangle | + | \beta \rangle^2$. Interestingly, entanglement does not necessarily help the sensitivity in this case since both Fock states $|n\rangle$ and NOON states $(|n\rangle | 0\rangle + | 0\rangle | n\rangle)/\sqrt{2} \nachieves$ $M_{ave}(\psi) = 2n/N$ and $M_{opt}(\psi) = 2n$.

It is also worth mentioning that in Refs. 85 and 121, the authors were also motivated to construct a nonclassicality measure in the resource theory of nonclassicality (see Section 1.1.1). One may also show that $M_{ave}(\psi)$ for pure states $|\psi\rangle$, and $M_{opt}(\rho)$ for general mixed states $\rho$, are both nonclassicality measures under the resource theoretical approach.

4. Quantum illumination and reflectivity measurements

Quantum illumination is a target detection scheme first proposed by Lloyd[170]. The idea is to be able to detect the presence of a weakly reflective target by exploiting the properties of entanglement. By sending out a probe beam that is entangled to the receiver, we can potentially discriminate between receiving a random photon from a noisy environment, or a photon that was genuinely reflected back from the unknown object. One may show that a two mode squeezed state is able to beat strategies using only classical light sources[171,172]. Experimental realizations of the quantum illumination protocol have recently been performed[173,175].

There have also been proposals to perform quantum illumination in the microwave regime where a radar typically operates[176] as well as repurpose the protocol for quantum communication[177]. A somewhat surprising fact is that even if the entanglement of the initial state is broken after the signal is sent out, the quantum advantage may still survive[178].
At first glance, quantum illumination appears closer to a remote sensing problem rather than a parameter estimation problem. Indeed, in quantum illumination, the figure of merit is typically the error probability of discriminating between a prepared photon versus a photon from background noise. This does not appear at first directly related to the metrological problem. Indeed, in quantum illumination, the figure of merit is a reflectivity, which corresponds to the reflectivity of beam splitter with low reflectivity. Let $\rho_{\text{cl}}$ be a thermal state. It is also generally assumed that the transmitted part of the signal is lost, and that one only receives the reflected signal. This extra assumption complicates the problem and can lead to very different bounds.

To simplify the problem, we assume the prepared state is a pure state. From the Schmidt decomposition, we can always write it in the form

$$|\psi\rangle_{SI} = \sum_i \sqrt{\lambda_i} |w_i\rangle_S |v_i\rangle_I.$$  

For the input state $|\psi\rangle_{SI} = |w\rangle_S |\gamma\rangle_I$, we compute the Fisher information that can be extracted by performing a measurement on the reflected signal and idler system (Fig. 5). This corresponds to computing the Fisher information of $\rho_0 := \Tr_B[U_{\theta} |\psi\rangle_{SI} \langle\psi| \otimes |\rho_B\rangle_B U_{\theta}^\dagger]$. Using Definition 4 we can get the expression:

$$I_Q(\rho, \theta) = \frac{4}{1 + \langle n_B \rangle_{\rho}} \sum_{i, j} \frac{\lambda_i \lambda_j}{\lambda_j + \lambda_i \langle n_B \rangle_{\rho}} |\langle w_i | s | v_j \rangle_S|^2.$$  

In particular, we see that for a product state $|\psi\rangle_{SI} = |w\rangle_S |\gamma\rangle_I$, this simplifies to

$$I_Q(\rho, \theta) = \frac{4 \langle w | s | w \rangle_I^2}{1 + 2 \langle n_B \rangle_{\rho}}.$$  

Furthermore, if the signal is a coherent state $|w\rangle = |\alpha\rangle$, this gives

$$I_Q(\rho, \theta) = \frac{4 \langle n_S \rangle_{\rho}}{1 + 2 \langle n_B \rangle_{\rho}}.$$  

This further suggests that if the signal-idler state is a classical state $\rho_{\text{cl}} = \int d^2 \alpha d^2 \beta |\alpha, \beta\rangle \langle \alpha | \otimes |\beta\rangle \langle \beta|$, where $P_{\text{cl}}(\alpha, \beta)$ is a positive probability distribution function, then, from the convexity of the quantum Fisher information, we...
have the following classical bound for the quantum illumination problem

\[ I_Q(\rho_{cl}, \theta) \leq \frac{4\langle n_S \rangle \rho_{cl}}{1 + 2\langle n_B \rangle \rho_B}. \]

The quantum Cramér-Rao bound then gives

\[ \Delta \theta \geq \sqrt{\frac{4\langle n_B \rangle \rho_B}{\langle n_S \rangle \rho_{cl}}}. \]

If the environment is sufficiently cool, corresponding to \( \langle n_B \rangle \rho_B \ll 1 \), then it turns out that the classical bound is the optimal quantum mechanical bound, so no advantage can be extracted from a nonclassical probe. If the mean photon numbers of the probe \( \rho_{SI} \) is moderate and the environment \( \rho_B \) is sufficiently warm, then it can be demonstrated that entangled coherent states or two mode squeezed vacuum can beat the classical limit.

We are careful to note that the scenario in Fig. 5 is a highly idealized one. In an actual implementation of quantum illumination, the signal will acquire an additional unknown phase relative to the idler, which is not modelled here. Nonetheless, it is sufficient to establish some fundamental limits on the performance to be gained from using nonclassical states. Also related is Refs. \( [180] \) and \( [181] \) where nonclassical states are used to improve measurements of the transmissivity of an object in scenarios where photons can be lost.

### E. Sources of nonclassical light

It should be clear at this stage that nonclassical states are a valuable resource of metrological power. All the previously discussed schemes exploiting nonclassical effects assumes that some source of nonclassical states are readily available. In practice however, not all states are created equal, and some nonclassical states are more readily produced than others. In this section we touch upon some methods of generating travelling nonclassical states of light.

Squeezed states may be be produced by passing light through a nonlinear optical medium via a process called spontaneous parametric down-conversion (SPDC)\( [182,183] \). If the process produces a single beam, we say that it is degenerate. If it produces two correlated beams, we say that it is non-degenerate. Degenerate SPDCs produce single mode squeezed vacuum states while non-degenerate SPDCs produce two mode squeezed vacuum. Two mode squeezed vacuum states may also be produced by passing two single mode squeezed vacuum states through a beam splitter.

Two mode squeezed states are also a source of heralded single photons. At low intensities, they emit correlated photon pairs. By detecting one photon in a beam, we know that the other beam must contain a single photon. heralded low number Fock states may also be similarly generated in this way\( [188] \). Other single photon sources include quantum dots\( [189,190] \) and single atoms in resonant microcavities\( [191,192] \). Superconducting quantum circuits are a source of low number Fock states.

A two-photon NOON state can be generated from two single photon sources using the Hong-Ou-Mandel effect\( [184] \). SPDCs can also be exploited to generate NOON states with low photon numbers\( [195,196] \). They can also be generated via superconducting circuits\( [196] \).

Cat states and entangled coherent states may be produced via a nonlinear medium\( [197,198] \), but the required levels of nonlinearity are extremely demanding. Approximate cat states may also be generated by probabilistically subtracting photons from a squeezed state\( [199,200] \) by squeezing a single photon\( [200] \) and by postselecting with a homodyne measurement performed on a number state\( [200] \). Entangled coherent states may then be generated by passing a cat state through a beam splitter, or be probabilistically prepared via two cat states and postselecting on a photon subtraction event\( [200] \).

There are also schemes to generate any arbitrary superpositions of Fock states\( [200,209] \) for low photon numbers. This in principle allows for an infinite variety of nonclassical states with low photon numbers to be approximated. Exotic states involving superpositions/entanglement of classical and nonclassical states of light have also be produced in the laboratory\( [204,205] \).

There is a huge variety of possible nonclassical states\( [210,211] \) and a plethora of possible techniques to generate them. We point the interested reader to other dedicated reviews of the subject for more in-depth discussion\( [212,213,216] \).

### IV. CONCLUSION

In this review, we discussed the notion of nonclassicality in light. By arguing that the most classical states of light are the set of coherent states, we discussed many approaches of identifying and quantifying the nonclassicality of a system. We then discussed how nonclassical states may be exploited to beat classical bounds. This elevates the notion of nonclassicality from something that is purely of fundamental interest, to a resource with practical utility.

The primary goal of the authors is to provide a convincing and thorough demonstration of the utility of nonclassical states in one very specific application: parameter estimation. We have mostly done this by discussing several idealized scenarios, typically under noiseless conditions and under perfect conditions. Naturally, we can ask whether the quantum advantages persist even under more realistic assumptions of noise and imperfect detection. The answer is yes, but rather unsurprisingly, the quantum advantage is severely diminished. In particular, for phase estimation problems, when the noise models are identically and independently distributed, the quadratic scaling of the Heisenberg limit is not reachable and the quantum advantage is limited to a constant factor. See Ref. \( [217,219] \) for more discussion of the achievable quantum limits under noisy scenarios.

We have also restricted most of our discussion to the estimation of a single parameter \( \theta \). More generally we can also consider situations where multiple parameters are estimated at the same time. See Ref. \( [220] \) for a recent discussion on such generalized quantum parameter estimation problems. How-
ever, while a Cramér-Rao bound for multi-parameter estimation problems can also be proven, this bound cannot be saturated in general so its interpretation is not as strong as in the single parameter case.

On the topic of nonclassicality, it is also worth mentioning that there is considerable interest in generating macroscopic superpositions of quantum states. The primary motivation behind this is to push the boundaries of quantum mechanics to the macroscopic regime and to continue to test its validity in the macroscopic limit. Macroscopic superposition is a separate topic in its own right and encompasses more than just systems of light. However, when limited to optical systems, such macroscopic superpositions are necessarily a subset of nonclassicality. See Refs. [221] and [222] for recent reviews of the subject.

Finally, the authors hope that the collection of topics discussed in this review proved helpful to the reader in understanding some of the key concepts concerning nonclassicality as well as the extraction of useful metrological power from quantum states.
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