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Abstract

We study the phase transition phenomena for long-range oriented percolation and contact process. We study a contact process in which the range of each vertex are independent, updated dynamically and given by some distribution $N$. We also study an analogous oriented percolation model on the hyper-cubic lattice, here there is a special direction where long-range oriented bonds are allowed; the range of all vertices are given by an i.i.d. sequence of random variables with common distribution $N$. For both models, we prove some results about the existence of a phase transition in terms of the distribution $N$.
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1 Introduction

1.1 Models and Results

Given an integer $d ≥ 1$, let $G^d = (\mathbb{Z}^d, E)$ be the complete graph whose vertex set is $\mathbb{Z}^d$, that is, $E = \{(x, y) : x ≠ y ∈ \mathbb{Z}^d \}$. On this graph, we define a contact process model with two parameters, a positive real number $λ$, the rate of infection, and a random variable $N$ taking values on $\mathbb{Z}_+$, the range variable. Define the following sequences of random variables:

- $\{R_{x,n} : x ∈ \mathbb{Z}^d, n ∈ \mathbb{N}\}$, i.i.d. with distribution $\exp(1)$;
- $\{I_{e,n} : e ∈ E, n ∈ \mathbb{N}\}$, i.i.d. with distribution $\exp(λ)$;
- $\{T_{x,n} : x ∈ \mathbb{Z}^d, n ∈ \mathbb{N}\}$, i.i.d. with distribution $\exp(1)$;
- $\{N_{x,n} : x ∈ \mathbb{Z}^d, n ∈ \mathbb{N}\}$, i.i.d. with distribution equal to that of $N$.

We also assume that all these sequences are independent of each other. For each $x ∈ \mathbb{Z}^d$, the Poisson Process $R_x = \{\sum_{k=1}^{n} R_{x,k} : n ∈ \mathbb{N}\}$ represents the recovering times of vertex $x$; the Poisson Process $T_x = \{\sum_{k=1}^{n} T_{x,k} : n ∈ \mathbb{N}\}$ determines the change times at which the infection range of vertex $x$ is updated.

Given $x ∈ \mathbb{Z}^d$, define

$$S_{x,0} = 0 \quad \text{and} \quad S_{x,n} = \sum_{k=1}^{n} T_{x,k}, \quad n ≥ 1 \quad (1.1)$$
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and
\[ r_x(t) = N_{x,n}, \quad \forall t \in [S_{x,n-1}, S_{x,n}), \quad n \geq 1. \] (1.2)

The random variable \( r_x(t) \) is the range of \( x \) at time \( t \).

For each bond \( e \in E \), the Poisson Process \( I_e = \{ \sum_{k=1}^{n} I_{e,k} : n \in \mathbb{N} \} \) determines the possible infection times. At some time \( t \in I_e \), an infected end-vertex of \( e \), say \( x \), infects the other end-vertex, say \( y \), if \( |x - y| \leq r_x(t) \) and \( y \) is healthy at time \( t \), where \( |\cdot| \) is the \( l_1 \) norm in \( \mathbb{Z}^d \).

For each \( t \geq 0 \), the function \( \zeta_t : \mathbb{Z}^d \rightarrow \{0,1\} \) to be defined below, will denote if the vertex \( x \in \mathbb{Z}^d \) is infected at time \( t \) if \( \zeta_t(x) = 1 \), and healthy if \( \zeta_t(x) = 0 \). The set of infected vertices at time \( t \) is denoted by \( \zeta_t = \{ x \in \mathbb{Z}^d : \zeta_t(x) = 1 \} \).

Let \( o \) be the origin of \( \mathbb{Z}^d \). At time \( t = 0 \), we consider the initial condition \( \zeta_0 \), where \( \zeta_0(o) = 1 \) and \( \zeta_0(x) = 0 \) for all \( x \in \mathbb{Z}^d \setminus \{o\} \), that is, the model starts with an unique infected vertex, \( o \). This choice is natural since \( \mathbb{Z}^d \) is a transitive graph and due the additivity property (see page 32 of [22]).

Given any \( t > 0 \), the function \( \zeta_t : \mathbb{Z}^d \rightarrow \{0,1\} \) is defined such that \( \zeta_t(y) = 1 \), if and only if, for some \( m \in \mathbb{N} \), there exist times \( 0 = t_0 < t_1 < \cdots < t_m \leq t \) and vertices \( o = x_0, \ldots, x_m = y \), such that for all \( k \in \{0, \ldots, m-1\} \), setting \( e_k = (x_k, x_{k+1}) \), it holds that:

- \( t_{k+1} \in I_{e_k} \);
- \( |e_k| \leq r_{x_k}(t_{k+1}) \);
- \( [t_k, t_{k+1}] \cap R_{x_k} = \emptyset \);
- \( [t_m, t] \cap R_y = \emptyset \).

In this case, we say that there is an infection path between \( (o,0) \) and \( (y,t) \). Informally, the first item above says that the infection spreads through the vertices \( x_0, \ldots, x_m \) at times \( t_1 < \cdots < t_m \); the second one says that along this infection path the spreading is restricted to the range of infection in each vertex; and the last two items say that there is no recovering times along the infection path.

Once defined the status of each vertex at any time, the construction of our processes is concluded. We refer to this stochastic processes, \( (\zeta_t)_{t \geq 0} \), as Contact Processes with Dynamical Range (CPDR for short).

Let \( P \) be a probability measure under which this process is defined; although \( P \) depends on \( \lambda \) and \( N \), we omit this from the notation. Below, we state our main results, they characterize the survival of the infection in the CPDR on \( \mathcal{G}^d \) in terms of the distribution of \( N \).

**Theorem 1.1.** If \( E[N^d] < \infty \), then there exists \( \lambda_0 \) small enough such that, \( \forall \ 0 < \lambda < \lambda_0 \), it holds that:
\[ P(\zeta_t \neq \emptyset, \forall t \geq 0) = 0. \] (1.3)

**Theorem 1.2.** If \( \limsup_{n \to \infty} n P(N^d \geq n) > 0 \), then
\[ P(\zeta_t \neq \emptyset, \forall t \geq 0) > 0, \quad \forall \lambda > 0. \] (1.4)

It is natural to think how will behave CPDR if we consider the rates of recovering or change times different from one. Without loss of generality, we can take the rate of recovering as one (like in ordinary Contact Process) re-scaling the time variable. Concerning the rate of change times, if it is not one this will not change Theorem 1.2, while the statement of Theorem 1.1 keeps the same but the constant \( \lambda_0 \) can change. Note that when the rate of the change times is equals to 0, the model is static. Unfortunately, our arguments does not extends to this case, and we believe that the hypothesis of the Theorem 1.2 is not sufficient to guarantee positive probability of survival for all infection rate \( \lambda \).
More precisely, we will study the following long-range percolation model.  
For any $d \geq 2$, let $(\vec{e}_i)_{i=1}^d$ be the canonical base of $\mathbb{Z}^d$ and $G = (\mathbb{Z}^d, E_h \cup E_v)$ be the graph where $E_h = \bigcup_{n=1}^{\infty} \{(x, y) \in \mathbb{Z}^d \times \mathbb{Z}^d : y - x = n \vec{e}_1\}$ and $E_v = \{(x, y) \in \mathbb{Z}^d \times \mathbb{Z}^d : y - x = \vec{e}_i, \ i \in \{2, \ldots, d\}\}$. That is, along the lines parallel to the first coordinate axis we have long-range oriented bonds and along the other directions the graph has only nearest-neighbour oriented bonds. On a random subgraph of $G$, we will define a percolation process as follows. The percolation process has three parameters $p, q \in [0, 1]$ and $N$ a non-negative integer random variable.

Given a sequence $N = (N_x)_{x \in \mathbb{Z}^d}$ of i.i.d. random variables with common distribution $N$, we define the oriented random subgraph of $G$,

$$G_N := (\mathbb{Z}^d, E_v \cup (\bigcup_{x \in \mathbb{Z}^d} \{(x, x + n \vec{e}_1) \in \mathbb{Z}^d \times \mathbb{Z}^d : n \leq N_x\})).$$

In words, $G_N$ is obtained from $G$ by deleting all bonds from $x$ whose length is bigger than $N_x$. On the graph $G_N$, we consider an independent bond percolation processes where bonds in $E_h$ and $E_v$ are open with probabilities $p$ and $q$, respectively (and closed with complementary probability). From now on, we call this model as Anisotropic Percolation with Random Range (APRR for short).

Let $P$ be the underlying probability measure defined by this processes (it will be clear in each context if we are dealing with the CPDR model or the APRR model, so there is no problem in denoting the underlying measure for both models by $P$) and, as usual in percolation, we use the notation $(x \to y)$ to denote the event where there is an oriented open path from the vertex $x$ to the vertex $y$ and $(x \to \infty)$ to denote the event where the vertex $x$ is connected by oriented open paths to infinitely many vertices of $\mathbb{Z}^d$.

We define the percolation function and the critical curve as $\theta(p, q) = P(o \to \infty)$ and $q_c(p) = \sup\{q : \theta(p, q) = 0\}$, respectively (recall that the probability measure $P$ depends on $p, q$ and $N$, thus $\theta$ and $q_c$ also depend on $N$, but for simplicity we drop these parameters in our notation).

As in the CPDR, our goal is to study how the distribution $N$ influences the behavior of the critical curve $q_c$. In this direction we prove the next two theorems.

**Theorem 1.3.** If $EN < \infty$, then $q_c(p) > 0$ for all $p < 1$.

In the case $EN = \infty$, we have the following partial result:

**Theorem 1.4.** If $\limsup_{n \to \infty} nP(N \geq n) > 0$, then $q_c(p) = 0$ for all $p > 0$.

Observe that Theorem 1.4 brings up the question if under the hypothesis $\limsup_{n \to \infty} nP(N \geq n) > 0$, percolation could occur in the one-dimensional case ($q = 0$). The next result is a particular case of Theorem 1 in [15] and shows that even though with $q_c(p) = 0$ for all $p > 0$, the one-dimensional model may have zero probability of percolation even if $p = 1$.

**Theorem 1.5 ([15]).** Consider the case $p = 1$ and $q = 0$. Let $\beta > 0$ be a constant such that the distribution of $N$ satisfies

$$P(N \geq n) = 1 - e^{-\beta/n}, \ n \geq 0.$$  \hspace{1cm} (1.6)

Then $\theta(1, 0) = 0$, if $\beta \leq 1$ and $\theta(1, 0) > 0$, if $\beta > 1$.

That is, for the one-dimensional model, there is a phase transition in the parameter $\beta$. A natural question that came up from this theorem is: given any $0 < p < 1$, does this one-dimensional model percolate for some large $\beta$? The next result gives an affirmative answer.

**Theorem 1.6.** Consider the case $0 < p < 1$ and $q = 0$. If $N$ has distribution as in Theorem 1.5, then $\theta(p, 0) > 0$, if $\beta > p^{-1}$.

Therefore, there is a phase transition in the parameter $\beta$ and for each $p \in [0, 1]$, we have $\beta_c(p) \in [1, p^{-1}]$. 
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1.2 Related Works

The study of long-range models has its origins in the mathematical-physics literature, indeed before percolation, long-range Ising models were studied by Dyson [10, 11] and Frolich-Spencer [14]. Long-range percolation was first studied in one-dimensional models, where each bond $e$ with length $n$ is open, independently of each other, with probability $p_n \sim \beta n^{-s}$. Schulman [29] showed that there is no percolation if $s > 2$. The remarkable affirmative answer was given by Newman-Schulman [26] where it was proved that if $s < 2$ there is oriented percolation; moreover, there is also non-oriented percolation in the critical case $s = 2$, if $\beta$ is large enough and $p_1$ is close to one. This last result for $s = 2$ was improved by Aizenman-Newman [1], where it was showed that there is a critical $\beta$, in the sense that there is no percolation if $\beta \leq 1$ and non-oriented percolation occurs if $\beta > 1$ and $p_1$ is close to one. Afterwards, the oriented case for $s = 2$ was solved by Marchetti-Sidoravicius-Vares [24], also proving that $\beta_c = 1$.

For long-range percolation in dimensions $d \geq 2$, an issue similar to the one treated here is the so-called truncation question: given a long-range percolation model that percolates, is there some large integer $K$ such that percolation still occurs if we delete all bonds whose lengths are bigger than $K$? The first work to tackle this question was Meester-Steif [25] considering the case $p_n \sim e^{-cn}$. The case where $\sum p_n = \infty$ was first studied by Sidoravicius-Surgailis-Vares [30] for the case $p_n \sim 1/(n \log n)$; Friedli-de Lima [13] gave an affirmative answer for the case $d \geq 3$ without any additional hypothesis about $p_n$ (later, generalized for the oriented percolation and contact processes in [12]), the case $d = 2$ is still an open problem today and some partial answers had been given, see for example [7] and the references therein. One interesting negative answer was given by Biskup-Crawford-Chayes [5] for a long-range Potts model with $q = 3$.

Long-range percolation models have been studied and showed a fruitful tool as a model for social networks, in particular the study of the graph distance on the long-range percolation cluster, the so-called chemical distance. See for example [2–4, 9] and the references therein.

The contact process was introduced by Harris in 1974 [18], as a model for spreading an infection and it has became one of the most studied particle systems model since then, see the books [21] and [22] for an introduction on this subject. Long-range contact process is one of the several variations of this model and it had already appeared in the literature, probably its roots go back to Spitzer [28] and a phase transition theorem was proven in Bramson-Gray [6]. Long-range contact processes variations are also present in the physical literature, see [16] and the references therein.

More related to our work, we also would like to mention the paper of Can [8], in which it is studied a long-range contact processes on a percolation cluster in the one-dimensional complete graph, where each bond $(i,j)$, $i,j \in \mathbb{Z}$ is open with probability $|i - j|^{-s}$, $s > 1$. The main goal in [8] is to give conditions on the tail of the probability of the long-range connections, such that the model still displays a positive critical infection rate, which is similar to Theorem 1.1. Contact processes on a dynamical environment were the content of the recent work of Linker-Remenik [23], it deals with a contact processes running on a one-dimensional lattice undergoing dynamical percolation, that is, the set of bonds where the contact processes is defined changes along the time, another paper concerning the same model and extending some result of [23] for higher dimensions is [19]; as in our work, the content of the these results concern about how the dynamics of the model can affect the behavior of the critical infection rate, analyzing if it is trivial or not. Other recent work concerning contact process in a dynamical environment is [27]. Our proposal here is to merge the long-range contact process with a random and dynamical environment, in the sense of the range of infection of each individual changes along the time in a random way.
1.3 Outline of the paper

Section 2 is dedicated to the CPDR, we will prove Theorems 1.1 and 1.2, in Subsections 2.1 and 2.2, respectively.

In Section 3, we consider the APRR model; Theorem 1.3 is proven in Subsection 3.1. The proof of Theorem 1.4 is similar to the one of Theorem 1.2, we will point out only the differences between these proofs in Subsection 3.2. In Subsection 3.3, we prove the Theorem 1.6.

Throughout this text we adopt the convention that if \( x \in \mathbb{Z}^d \), then \( x_i \) denote its \( i \)-th coordinate.

2 Contact processes with dynamical range

In this section, we deal with the CPDR with infection rate \( \lambda \) and range distribution \( N \). The demonstration of Theorem 1.1 is based on a standard comparison with a supercritical branching process. In the proof of Theorem 1.2, we will perform a block renormalization argument whose goal is to show that the CPDR dominates a supercritical, anisotropic, oriented and independent percolation model.

2.1 Proof of Theorem 1.1

The idea of this proof is to define special subsets of \( \mathbb{Z}^d \times \mathbb{R}_+ \) called atoms. These atoms will be a covering for all infection paths starting from \( o \) and we will show that for \( \lambda \) small enough the creation of new atoms is dominated by a subcritical branching process. This type of argument is standard to exhibit the occurrence of a subcritical phase in the contact process as well as in percolation; however, as the range variables are unbounded, a more detailed analysis is needed.

For each \( x \in \mathbb{Z}^d \) and each \( s > 0 \), we define the stopping times

\[
\alpha(x, s) = \inf\{t > s : t \in \mathcal{R}_x\} \quad \text{and} \quad \beta(x, s) = \inf\{t > \alpha(x, s) : t \in T_x\}. \tag{2.1}
\]

The structure of atoms will be defined inductively and the construction will guarantee that the atoms are disjoint. Each atom is an ordered pair \( A = (x, I) \), where \( x \in \mathbb{Z}^d \) and \( I \subset [0, \infty) \) is an interval. We set \( s_0 = 0, a_0 = 0, x_0 = o, b_0 = \beta(x_0, a_0) \), \( \Gamma_0 = [a_0, b_0] \) and let \( A_0 = (x_0, \Gamma_0) \) be the root atom. Observe that every part of the infection path in \( \{o\} \times \mathbb{Z}_+ \) until the first recovering time at \( o \) is covered by the root atom.

Suppose that for some \( n \in \mathbb{N} \) the objects \( x_i \in \mathbb{Z}^d, s_i, a_i, b_i \in \mathbb{R}_+ \), \( \Gamma_i = [a_i, b_i] \) and the atom \( A_i = (x_i, \Gamma_i) \) have already been defined for all \( i \in \{0, \ldots, n - 1\} \). Define the set \( \Delta_n := \bigcup_{i=0}^{n-1} \Gamma_i \) and remark that \( \Delta_1 = [0, \beta(o, 0)] \).

Given \( s \in \Delta_n \), we say that the time \( s \) is \( n \)-auspicious if, there exist \( y = y(s) \in \mathbb{Z}^d \) and \( m = m(s) \in \{0, \ldots, n-1\} \) such that

\[
s \in \mathcal{I}_{(x_m,y)} \cap \Gamma_m \quad \text{and} \quad |x_m - y| \leq r_{x_m}(s); \tag{2.2}
\]

remark that in the definition above, the vertex \( y = y(s) \in \mathbb{Z}^d \) is unique almost surely, if indeed it exists. For each \( x \in \{x_0, \ldots, x_{n-1}\} \), let

\[
\gamma_n(x) = \sup \{b_i : x_i = x, 0 \leq i < n\}. \tag{2.3}
\]

We say that an \( n \)-auspicious time \( s \) is \( n \)-good if one of the three situations below occurs

\[
\begin{align*}
\text{S1)} & \quad y \notin \{x_0, \ldots, x_{n-1}\}; \\
\text{S2)} & \quad s \geq \gamma_n(y); \\
\text{S3)} & \quad s < \gamma_n(y) \quad \text{and} \quad [s, \gamma_n(y)) \cap \mathcal{R}_y = \emptyset. \tag{2.4}
\end{align*}
\]
Define the set \( D_n := \{ s \in \Delta_n : s \text{ is } n-\text{good} \} \); if \( D_n = \emptyset \), we stop the creation of new atoms.

Otherwise, we set \( s_n = \inf D_n \) and \( x_n = y(s_n) \). According to (2.4), we have three possible situations:

- if either \( S_1 \) or \( S_2 \) occurs, we define \( a_n = s_n \); if \( S_3 \) occurs, we define \( a_n = \gamma_n(y(s_n)) \). To conclude our induction step, in all cases we define

\[
b_n = \beta(x_n, a_n), \quad \Gamma_n = [a_n, b_n) \quad \text{and} \quad A_n = (x_n, \Gamma_n).
\] (2.5)

At this point, it is interesting to note that if \( s_n < a_n \), then \([s_n, a_n) \subset \Gamma_j \) for some \( j \in \{0, \ldots, n-1\} \) such that \( x_j = x_n \). Indeed, let \( j \) be such that \( b_j = \gamma_n(x_n) = a_n \), as there is at least one recovering time in the interval \((a_j, b_j)\), by condition \( S_3 \), we have that \( a_j < s_n \), then \([s_n, a_n) \subset (a_j, b_j) = \Gamma_j \)

Once the structure of atoms is constructed, we will partition it in generations. For each \( n \geq 1 \) such that \( A_n \) is an atom, we say that the atom \( A_{m(s_n)} \) activates \( A_n \). In this case, we denote \( A_{m(s_n)} \rightsquigarrow A_n \).

We define the 0-th generation as the set \( \Upsilon_0 = \{ A_0 \} \) and for all \( k \geq 1 \), the \( k \)-th generation, \( \Upsilon_k \), is the set of atoms \( A \) such that

\[
\exists B \in \Upsilon_{k-1} : B \rightsquigarrow A \quad \text{and} \quad A \notin \bigcup_{i=0}^{k-1} \Upsilon_i.
\] (2.6)

For each \( n \geq 0 \) such that \( A_n = (x_n, \Gamma_n) \) is an atom, the number of atoms activated by \( A_n \), \( \|B : A_n \rightsquigarrow B\| \), can be bounded by the random variable \( X_n \) given by

\[
X_n := \sum_{y \in \mathbb{Z}^d} \left| \{ t \in \mathcal{I}(x_n, y) \cap \Gamma_n : |x_n - y| \leq r_{x_n}(t) \} \right|.
\] (2.7)

Due to the lack of memory property of the exponential distribution, the sequence of time durations for each atom \( A_n \), \( (b_n - a_n)_n \), is an i.i.d. sequence with common distribution \( \beta(o, 0) \). Moreover, by definitions in (2.1) and (2.5), each atom ends with a time of change, then their range \( r_{x_n}(t) \), \( t \in \Gamma_n \) is also independent of each other. Thus, the random variables \( (X_n)_n \) defined in (2.7) are i.i.d.

Hence, the stochastic sequence \( (\Upsilon_n)_{n \geq 0} \) is dominated by a standard branching process whose number of offspring has the same distribution as \( X := X_0 \); that is, if this branching process dies out, then the stochastic sequence \( (\Upsilon_n)_{n \geq 0} \) dies out too.

The next step is to show that there exists \( \lambda_0 > 0 \) small enough such that \( E[X] < 1 \), that is, the branching process is subcritical. The random variable \( X \) is determined only by the Poisson processes \( \mathcal{R}_o, \mathcal{T}_o, \mathcal{I}(o, x) \subset \mathbb{Z}^d \setminus \{o\} \) and by the random variables \( N_{o,n}, n \geq 1 \). Using the independence among these variables, we can calculate

\[
E[X] = E \left[ \left| \{ y \in \mathbb{Z}^d : |y| \leq N \} \right| \right] E[\beta(o, 0)] E[Y] \leq E[(2N + 1)^d] 2\lambda,
\] (2.8)

where \( Y \sim \exp(\lambda) \) and remark that \( \beta(o, 0) \sim \Gamma(2, 1) \). Since \( EN^d < \infty \), we can take \( \lambda_0 = 1/2E[(2N + 1)^d] > 0 \), then it holds that \( P(\mathcal{T}_n) > 0 \) for all \( n \geq 0 \), \( \forall 0 < \lambda < \lambda_0 \).

We conclude this proof showing that \( \{Q \neq 0, \forall t \geq 0 \} \subset \{ |\mathcal{T}_n| > 0, \forall n \geq 0 \} \). Indeed, we will show that the collection of atoms is a covering for all infection paths, that is, for each \( x \in \mathbb{Z}^d \), we have \( \{t > 0 : Q(x) = 1 \} \subset J_x \), where \( J_x = \bigcup_{n=x}^{\infty} \Gamma_n \).

Suppose that for some \( m \in \mathbb{N} \), the sequence of vertices \( (o = v_0, \ldots, v_m) \) and the sequence of instants \( (0 = t_0 < \cdots < t_m) \) are such that, for each \( k \in \{0, \ldots, m - 1\} \), it holds that

\[
t_{k+1} \in \mathcal{I}(v_k, v_{k+1}) \cap \mathcal{R}_{v_k}, \quad |v_k - v_{k+1}| \leq r_{v_k}(t_{k+1}) \quad \text{and} \quad [t_k, t_{k+1}] \cap \mathcal{R}_{v_k} = \emptyset.
\] (2.9)

Arguing by induction we will show that, for each \( k \in \{0, \ldots, m - 1\} \), the interval \([t_k, t_{k+1}] \) is covered by atoms at the vertex \( v_k \), that is, \([t_k, t_{k+1}] \subset J_{v_k} \). For \( k = 0 \), we have that \([t_0, t_1] \subset \Gamma_0 \subset J_o \), since there is no recovering time in \([t_0, t_1] \). Suppose that for some \( k \in \{0, \ldots, m - 1\} \) we have that
[t_{k-1}, t_k] \subset J_{6v_{k-1}}$. Thus, there exists $j \geq 0$ such that $t_k \in \Gamma_j$ and $x_j = v_{k-1}$. Let $\ell = \max \{n \geq 1 : s_{n-1} \leq t_k \}$. It is clear that, $t_k \geq a_j \geq s_j$, therefore $j < \ell$. In that way, we have that $t_k \in \mathcal{T}(x_j, v_{k}) \cap \Gamma_j$ and $|x_k - x_j| \leq r_{x_j}(t_k)$ with $j < \ell$. Thus, according to (2.2), $t_k$ is $\ell$-auspicious.

If $t_k$ is $\ell$-good, we have that $s_\ell = \inf \{s \in \Delta_\ell : s$ is $\ell$-good$\}$, thus $t_k \geq s_\ell$, but $\ell = \max \{n \geq 1 : s_{n-1} \leq t_k \}$ implies that $t_k < s_\ell$. Thus, according to situations described in (2.4), S1, S2 and S3 do not occur, then $t_{k+1} < t_{\gamma_2(t_k)} = b_i$ for some $i < \ell$ with $x_i = v_k$. Since $i < \ell$, we have $s_i \leq t_k$, then $[t_k, t_{k+1}] \subset [s_i, b_i)$. If $s_i = a_i$, then $[t_k, t_{k+1}] \subset \Gamma_i$; if $s_i < a_i$, we write $[t_k, t_{k+1}] \subset [s_i, a_i) \cup [a_i, b_i)$ and the covering follows since $[s_i, a_i) \subset \Gamma_i$, for some $i^* \in \{0, \ldots, i-1\}$ such that $x_{i^*} = x_i$, as observed in paragraph subsequent to (2.5).

\section{2.2 Proof of Theorem 1.2}

\textbf{Definitions and events.} Initially, we consider the case $d = 1$. Define the sets $V = [0, 6L] \cap \mathbb{Z}_+$, $\Delta = [0, 2H]$ and let $\mathcal{B} := V \times \Delta$ be a block in $\mathbb{Z}_+ \times \mathbb{R}_+$, where $L$ and $H$ are integers numbers to be chosen later (as functions of $\lambda$ and $N$). For each $v = (v_1, v_2) \in \mathbb{Z}_+^2$, define $\mathcal{B}_v := V_v \times \Delta_v$, where $V_v = 6L_v + 1$ and $\Delta_v = 2H_v + 1 + \Delta_v$. The sequence of disjoint blocks $(\mathcal{B}_v)_{v \in \mathbb{Z}_+^2}$ on $\mathbb{Z}_+ \times \mathbb{R}_+$ will induce an independent, oriented, anisotropic percolation model on a \textit{renormalized graph} isomorphic to $\mathbb{L}_2^d$, the first quadrant of the square lattice. This induced percolation processes will be defined in such a way that if there is percolation on the renormalized graph then the infection will survive in the CPDR, that is $P(\zeta_t \neq 0, \forall t \geq 0 > 0$.

For each $v = (v_1, v_2) \in \mathbb{Z}_+^2$ and $k \in [0, H) \cap \mathbb{Z}$, define the subsets of $\Delta_v$

\[ I^k_v := 2H v_2 + v_1 + [2k, 2k + 1) \quad \text{and} \quad J^k_v := I^k_v + 1, \]

(2.10)

and given $(j, k) \in (0, 6L) \times [0, H)) \cap \mathbb{Z}^2$ define the event

\[ \bar{A}_v(j, k) := \{I^k_v \cap \mathcal{T}_{\omega j} \neq \emptyset\} \cap \{J^k_v \cap \mathcal{T}_{\omega j} = \emptyset\}, \]

(2.11)

where $\omega j = 6L_v + j$. Given that $\bar{A}_v(j, k)$ occurs, define the random variable $m := \max \{n \geq 0 : S_{\omega j, n} \in I^k_v\}$, where $S_{\omega j, n}$ is defined in (1.1), and the event

\[ A_v(j, k) := \bar{A}_v(j, k) \cap \{N_{\omega j, m} \geq 7L\} \cap \{I^k_v \cup J^k_v \cap \mathcal{R}_{\omega j} = \emptyset\}. \]

(2.12)

By definition in (1.2), the event $A_v(j, k)$ implies that the range of infection of vertex $v_j$ becomes at least $7L$ at some time in $I^k_v$ and it is kept during the whole interval $J^k_v$. That is,

\[ r_{\omega j}(t) \geq 7L, \forall t \in J^k_v. \]

(2.13)

The last event in the rhs of (2.12) says that if $v^j$ is infected during the interval $I^k_v$, then the infection persists during the whole interval $J^k_v$. That is,

\[ A_v(j, k) \cap \exists t \in I^k_v : \zeta(t) = 1 \subset \{\zeta(t) = 1, \forall t \in J^k_v\}. \]

(2.14)

Due to lack of memory of the exponential distribution, all the events $\{A_v(j, k) : v \in \mathbb{Z}^2, (j, k) \in [0, 6L) \times [0, H) \cap \mathbb{Z}^2\}$ are independent of each other. The occurrence of the event $A_v(j, k)$ for some coordinates $(j, k)$ will be crucial for the propagation of the infection from the block $\mathcal{B}_v$ to its neighbors on the renormalized graph.

For each $i \in \mathbb{N}$, the event $\bar{B}_i^k(j, k)$ is defined as:

\[ \bar{B}_i^k(j, k) := \{(I^k_v - 1) \cap \mathcal{T}_{\omega j+i} \neq \emptyset\} \cap \{I^k_v \cap \mathcal{T}_{\omega j+i} = \emptyset\}. \]

(2.15)
If the event $\tilde{B}_v^i(j, k)$ occurs, we define the random variable $m^*_v := \max\{n \geq 0 : S_{\tilde{v}^{i+n}, m^*_v} \in I^h_v - 1\}$ and the event

$$B_v^i(j, k) := \tilde{B}_v^i(j, k) \cap \left\{ N_{\tilde{v}^{i+m^*_v}} \geq i \right\} ,$$

(2.16)

Observe that the variables $\{B_v^i(j, k) : i \geq 1\}$ are independent and on the event $B_v^i(j, k)$, we have that

$$r_{\tilde{v}^{i+1}}(t) \geq |v^j + i| - v^j|, \forall t \in I^h_v .$$

(2.17)

Given a positive integer $M < L$ to be defined later, define the following event

$$B_v(j, k) := \left\{ \sum_{i=1}^L \mathbb{1}_{\{B_v^i(j, k)\}} \geq M \right\} .$$

(2.18)

The occurrence of the event $B_v(j, k)$ means that there are at least $M$ vertices in the right of $v^j$ that are able to try to infect $v^j$ during the interval $I^h_v$, these candidates will be crucial to propagate the infection inside $B_v$.

Given $v = (v_1, v_2) \in \mathbb{Z}_2^2$, the definition of the next events will depend on the parity of $v_2$, the purpose is to avoid dependence in the percolation processes to be defined on the renormalized graph. If $v_2$ is even, for all $j \in [L, 2L] \cap \mathbb{Z}$ and $k \in [0, H] \cap \mathbb{Z}$, we define $C_v(j, k)$ as

$$C_v(j, k) := A_v(j, k) \cap B_v(j, k) \cap \left\{ \sum_{m=0}^{H-1} \mathbb{1}_{\{A_v(t, m)\}} = 0, \forall \ell \in [L, j] \cap \mathbb{Z} \right\} .$$

(2.19)

The three events above are independent, since $A_v(j, k)$ uses only variables indexed by $v^j$, $B_v(j, k)$ and $\left\{ \sum_{m=0}^{H-1} \mathbb{1}_{\{A_v(t, m)\}} = 0, \forall \ell \in [L, j] \cap \mathbb{Z} \right\}$ use only variables indexed by vertices to the right of $v^j$ and to the left of $v^j$, respectively. If $C_v(j, k)$ occurs, we also define

$$\mathcal{V}_v(j, k) := \{v^j + i : B_v(j, k) \text{ occurs}\} \subseteq [v^j + 1, v^j + L].$$

(2.20)

Now, if $v_2$ is odd, for each $j \in [4L, 5L] \cap \mathbb{Z}$ and $k \in [0, H] \cap \mathbb{Z}$, the set $\mathcal{V}_v(j, k)$ is defined as above and the event $C_v(j, k)$ is analogously defined

$$C_v(j, k) := A_v(j, k) \cap B_v(j, k) \cap \left\{ \sum_{m=0}^{H-1} \mathbb{1}_{\{A_v(t, m)\}} = 0, \forall \ell \in [4L, j] \cap \mathbb{Z} \right\} ,$$

(2.21)

as in the case $v_2$ even, the three events above are also dependent.

It will be explained below that, if the event $C_v(j, k)$ occurs, on our arguments, the space-time region $\{v_2\} \times I^h_v$ is a key region inside $B_v$ for the spread of the infection.

The Renormalization Procedure. Once all events above are defined, we start to define the percolation on the renormalized graph. The renormalized graph will be the first quadrant of the square lattice $L^2_2 = (\mathbb{Z}_2^2, E_h \cup E_v)$, where $E_h = \{(v, v + \bar{e}_1) : v \in \mathbb{Z}_2^2\}$, is the set of horizontal bonds, and $E_v = \{(v, v + \bar{e}_2) : v \in \mathbb{Z}_2^2\}$ is the set of vertical bonds. On the set $E_h \cup E_v$, we define the partial order $\prec$ satisfying:

- $e \prec f$, $\forall e \in E_h$ and $\forall f \in E_v$;
- Given $e = ((u_1, u_2), (u_1 + 1, u_2))$ and $f = ((v_1, v_2), (v_1 + 1, v_2)) \in E_h$, $e \prec f$ if and only if $u_2 < v_2$ or $(u_2 = v_2$ and $u_1 < v_1)$;
- Given $e = ((u_1, u_2), (u_1, u_2 + 1))$ and $f = ((v_1, v_2), (v_1, v_2 + 1)) \in E_v$, $e \prec f$ if and only if $u_2 < v_2$ or $(u_2 = v_2$ and $u_1 < v_1)$.
Now, we are ready to define an exploration algorithm, concerning special events associated to the renormalized graph $L^2_r$. Inductively, we build a random sequence $(C_n, E_n)_{n \geq 0}$, where $C_n \subset \mathbb{Z}^2_+$ is the cluster of the origin $o \in L^2_r$ and $E_n \subset E_h \cup E_v$ is the set of checked bonds up to step $n$. We will also define the functions
\[
\tau : \cup_{n \geq 0} C_n \rightarrow [0, 6L) \times [0, H),
\]
that associates for each vertex $v \in \cup_{n \geq 0} C_n$ coordinates in an appropriate block, these coordinates will be labels of the intervals out of which the infection spreads in the CPDR;
\[
\sigma : \cup_{n \geq 0} C_n \rightarrow \mathbb{Z}_+
\]
that indicates the infected vertices in the original lattice $G^1$; and
\[
t^* : \cup_{n \geq 0} C_n \rightarrow [0, \infty)
\]
will be defined in such a way that $\zeta_{\tau^*(v)}(\sigma(v)) = 1$.

To initialize the exploration process, let $o_* = (0, 0) \in \mathbb{Z}^2_+$ be the origin of $L^2_r$. If $A_0, (0, 0)$ occurs, define
\[
C_0 = \{o_*\}, \quad E_0 = \emptyset, \quad \tau(o_*) = (0, 0), \quad \sigma(o_*) = o \quad \text{and} \quad t^*(o_*) = 1,
\]
and observe that
\[
A_0(\tau(v)) \quad \text{occurs and} \quad \zeta_{\tau^*(v)}(\sigma(v)) = 1, \quad \forall v \in C_0.
\]

Otherwise, the exploration does not start and set $(C_n, E_n) = (\emptyset, \emptyset)$ for all $n \geq 0$.

As our induction hypothesis, suppose that for some $n \geq 0$, the sets $C_n, E_n$ are defined and for all $v \in C_n$ are also defined $\tau(v) = (\tau_1(v), \tau_2(v)), \sigma(v), t^*(v)$, satisfying the conditions
\[
\sigma(v) = e_{\tau^*(v)}, \quad t^*(v) = \inf J^\tau(v), \quad A_n(\tau(v)) \quad \text{occurs,} \quad \zeta_{\tau^*(v)}(\sigma(v)) = 1,
\]
and $\tau_1(v) \in [0, 2L) \cap \mathbb{Z}$ if $v_2$ is even, and $\tau_1(v) \in [3L, 5L) \cap \mathbb{Z}$ if $v_2$ is odd.

Define the set $F_n = \{(v, u) \in \mathbb{E}_h \cup \mathbb{E}_v : v \in C_n \text{ and } u \notin C_n \} \cap E_v^n$. If $F_n = \emptyset$, then we stop the algorithm and set $(C_m, E_m) = (C_n, E_n), \forall m > n$. Otherwise, let $(v, u) \in F_n$ be the minimal bond following the order $\triangleleft$, with $v = (v_1, v_2) \in C_n$ and $u = (u_1, u_2) \notin C_n$ and define $E_{n+1} = E_n \cup \{(v, u)\}$. To define $C_{n+1}$ we will consider four different cases.

The first case is when $(v, u) \in E_h$ and $v_2$ is even. As $v$ is fixed we write $\tau(v) = (\tau_1, \tau_2)$. We declare that the bond $(v, u)$ is open in $\mathbb{L}^2_r$ if, for some $j \in [0, L) \cap \mathbb{Z}$ the following event occurs:
\[
A_u(j, \tau_2) \cap I_{\sigma(v), u}^J \cap J^\tau_u \neq \emptyset.
\]

In this case, we set
\[
\tau(u) = (j, \tau_2), \quad \sigma(u) = u^j \quad \text{and} \quad t^*(u) = \sup J^\tau_u.
\]

Observe that if $(v, u)$ is open, it holds $v_2 = u_2$ and $\tau_2(u) = \tau_2(v) = \tau_2$, keeping the same parity. Note also that $u_1 = v_1 + 1$, thus, by definitions in \((2.10), we have that t^*(v)+1 = t^*(u) = \sup J^\tau_u = \inf J^\tau_u.

By definition, $A_u(\tau(u)) = A_u(j, \tau_2)$ occurs. By the induction hypothesis, we have that $A_u(\tau(v)) \quad \text{occurs and} \quad \zeta_{\tau^*(v)}(\sigma(v)) = 1$, thus \((2.13) \text{ and } (2.14) \text{ imply that } r^\tau_{\sigma(v)}(t) \geq 7L \geq \sigma(v) - \sigma(u), \forall t \in J^\tau_u \text{ and } \zeta_{\tau^*(v)}(\sigma(v)) = 1$. By \((2.14) \text{ and observing that the event in } (2.28) \text{ occurs, we conclude that } \zeta_{\tau^*(u)}(\sigma(u)) = 1$. Summarizing, all properties assumed in \((2.27) \text{ are also true for } u.

The case $(v, u) \in E_h$ and $v_2$ odd is treated analogously, we only need to replace $j \in [0, L) \cap \mathbb{Z}$ by $j \in [3L, 4L) \cap \mathbb{Z}$. Clearly, all properties above are kept.

Now, suppose that $(v, u) \in E_v$ and $v_2$ is even. According to the order $\triangleleft$, it is possible that for some time interval $\Delta_n$, the block $B_n$ has already been analyzed in the CPDR. This occurs if $w := (u_1 - 1, u_2) \in C_n$, it means that $(w, u)$ is not open and belongs to $E_n$. More precisely, recalling
that \( u_2 = v_2 + 1 \) is odd, the events \( \mathcal{A}_u(j, \tau_2(w)) \), \( j = 3L, \ldots, 4L - 1 \) have already been analyzed. As we will see below, to define what the meaning of the event \( (v, u) \) is open, we need to analyze only the events concerning the vertices \( u^j \), \( j = 4L, \ldots, 6L - 1 \); this will ensure that the status open or not among the analyzed bonds are independent.

We say that the bond \( (v, u) \) is open if, for some \( j \in \{4L, 5L\} \cap \mathbb{Z} \) and \( k \in [0, H) \cap \mathbb{Z} \), the event \( C_u(j, k) \) occurs and for some \( x \in \mathcal{V}_u(j, k) \) the following event also occurs

\[
D_x := \left\{ (\Delta \setminus \Delta_u) \cap \mathcal{R}_x = \emptyset \right\} \cap \left\{ \mathcal{I}_{(\sigma(v), x)} \cap J^x_\sigma \neq \emptyset \right\} \cap \left\{ \mathcal{I}_{(x, u)} \cap I^k_u \neq \emptyset \right\}.
\]

In this case, we set

\[
\tau(u) = (j, k), \quad \sigma(u) = u^j \quad \text{and} \quad t^\ast(u) = \inf J^k_u.
\]

Remark that \( u_2 = v_2 + 1 \) is odd and \( \tau_1(u) = j \in \{3L, 5L\} \cap \mathbb{Z} \). By definition, all properties in (2.27), except \( \zeta_{t^\ast(u)}(\sigma(u)) = 1 \), had been already settled. Take some \( s \in \mathcal{I}_{(\sigma(v), x)} \cap J^x_\sigma \), the hypothesis assumed by \( v \in C_u \) imply that \( \zeta_{s}(\sigma(v)) = 1 \) and \( t_{\sigma(v)}(s) \geq 7L > |\sigma(v) - x| \), then \( \zeta_{s}(x) = 1 \). The first condition in (2.30) implies that \( \zeta_{s}(x) = 1, \forall t \in (\Delta \setminus \Delta_u) \cap [s, \infty) \), in particular \( \zeta_{s}(x) = 1, \forall t \in I^k_s \).

Thus, under the occurrence of \( C_u(j, k) \) and the third event in (2.30) (remember the definitions given in (2.21) and (2.20), and the property (2.17)), we have that \( r_x(t) \geq |x - u^j|, \forall t \in I^k_s \), then the fact \( \zeta_{t^\ast(u)}(\sigma(u)) = \zeta_{t^\ast(u)}(u^j) = 1 \) follows from (2.14).

The case \( (v, u) \in \mathcal{E}_v \) and \( v_2 \), odd is analogous, replacing \( j \in \{4L, 5L\} \cap \mathbb{Z} \) by \( j \in \{L, 2L\} \cap \mathbb{Z} \).

We emphasize that both events \( (v - \vec{e}_2, v) \) is open and \( (v, v + \vec{e}_2) \) is open, accordingly first event in rhs of (2.30), use variables indexed by vertices in \( B_v \). However, there is no dependence, since \( \mathcal{V}_v(j, k) \subseteq [v^j + 1, v^j + L] \) and due the parity of \( v_2 \), the pairs of sets like \( \mathcal{V}_v(\cdot, \cdot) \) and \( \mathcal{V}_{v + \vec{e}_2}(\cdot, \cdot) \) are located in different halves of \( B_v \).

To conclude our inductive construction, define

\[
C_{n+1} = \begin{cases} 
C_n \cup \{u\}, & \text{if } (v, u) \text{ is open}; \\
C_n, & \text{otherwise.}
\end{cases}
\]

Denote \( C = \cup_{n \geq 0} C_n \). As remarked above, whenever \( (v, u) \) is open, it follows that the properties in (2.27) are also satisfied by \( u \). In particular, our induction procedure shows that

\[
\zeta_{\sigma(v)}(t^\ast(v)) = 1, \forall v \in C.
\]

Thus, if \( |C| = \infty \), for all \( a \in \mathbb{R} \) there exists \( v = (v_1, v_2) \in C \) such that \( v_1 + v_2 \geq a \), as \( t^\ast(v) \geq v_1 + v_2 \) and \( \zeta_1 = \emptyset \) is a absorbing state, it holds that \( \zeta_{\sigma(v)}(t^\ast(v)) = 1 \) implies that \( \{\zeta_t \neq \emptyset, \forall t \in [0, a]\} \). As \( a \in \mathbb{R} \) was chosen arbitrarily, we have that

\[
\{\{C = \infty\} \subset \{\zeta_t = \emptyset, \forall t \geq 0\}. \]

Thus, to conclude this proof it is enough to show that the constants \( L \) and \( H \) can be chosen in such a way that \( P(|C| = \infty) > 0 \).

**Probability bounds and conclusion.** Given \( v \in \mathbb{Z}_+^2 \) and \( (j, k) \in ([0, 6L] \times [0, H]) \cap \mathbb{Z}^2 \), by equations (2.11) and (2.12), it holds that

\[
\rho_L := P(\mathcal{A}_u(j, k)) = (1 - e^{-1})e^{-1}P(N \geq 7L)e^{-2}.
\]  

(2.35)

And for each \( i \in \mathbb{N} \) and each \( j \in [L, 2L] \cup \{4L, 5L\} \) \( \cap \mathbb{Z} \), the equations (2.15) and (2.16) ensure that

\[
P(B^i_v(j, k)) = (1 - e^{-1})e^{-1}P(N \geq i).
\]  

(2.36)
Thus, the hypothesis \( \limsup_{n \to \infty} nP(N \geq n) > 0 \) implies that

\[
\sum_{i \geq 1} P(B_i'(j, k)) = \infty. \tag{2.37}
\]

From now on, fix an an arbitrary \( \delta > 0 \). Recall the definition given in (2.18). The Borel-Cantelli’s Lemma implies that given any \( M \in \mathbb{N} \), there exists \( L_0(\delta, M) \) large enough such that

\[
P(B_v(j, k)) > 1 - \delta, \quad \forall L \geq L_0. \tag{2.38}
\]

To analyze the probabilities of events related to vertical connections, we need to make distinction on the parity of second coordinate. Let us consider \( v = (v_1, v_2) \in \mathbb{Z}^2 \) with \( v_2 \) odd (the other case is analogous) and let \( A_v \) be the union of independent events

\[
A_v := \bigcup_{j=4L}^{5L-1} \bigcup_{k=0}^{H-1} A(j, k). \tag{2.39}
\]

Under the occurrence of \( A_v \), define

\[
\hat{j} := \max \left\{ j : \sum_{k=0}^{H-1} \mathbb{I}_{\{A_v(\ell, k)\}} = 0, \quad \forall \ell \in [4L, \hat{j}] \cap \mathbb{Z} \right\}, \tag{2.40}
\]

and \( \hat{k} := \inf \{ k : A_v(\hat{j}, k) \text{ occurs} \} \). By (2.21), (2.35), (2.40) and the bound (2.38), we conclude that

\[
P \left( \bigcup_{j=4L}^{5L-1} \bigcup_{k=0}^{H-1} C_v(j, k) \right) \geq \sum_{j=4L}^{5L-1} \sum_{k=0}^{H-1} \left[ P \left( A_v \cap \{ \hat{j}, \hat{k} = (j, k) \} \right) P \left( C_v(j, k) \mid A_v \cap \{ \hat{j}, \hat{k} = (j, k) \} \right) \right] \]

\[
= \sum_{j=4L}^{5L-1} \sum_{k=0}^{H-1} \left[ P \left( A_v \cap \{ \hat{j}, \hat{k} = (j, k) \} \right) P \left( B_v(j, k) \right) \right] \]

\[
> (1 - \delta) P(A_v) = (1 - \delta) \left[ 1 - (1 - \rho_L)^{LH} \right], \quad \forall L \geq L_0. \tag{2.41}
\]

Recall the definition of \( \rho_L \) in (2.35), by the hypothesis \( \lim_{n \to \infty} nP(N \geq n) > 0 \), there exists \( a = a(N) > 0 \) such that \( \lim_{L \to \infty} L\rho_L > a \). Fix \( H = H(a, \delta) \) large enough, such that if \( \rho_L > a/L \) then

\[
[1 - (1 - \rho_L)^{LH}] > (1 - \delta). \tag{2.42}
\]

We fix \( M = M(H, \lambda, \delta) \) large enough, such that under the occurrence of the event \( C_v(j, k) \), we have that

\[
P \left( \bigcup_{x \in V_v(j, k)} D_x \right) \geq 1 - \left[ 1 - (e^{-4H(1 - e^{-\lambda})^2})^M \right] > 1 - \delta, \tag{2.43}
\]

where \( D_x \) is the event defined in (2.30).

Remark that in each step of the algorithm, all explored edges are open independently of each other.

Since for some \( j \in [0, L] \) or some \( j \in [3L, 4L] \) (according to the appropriate parity) the event in (2.28) occurs, by equation (2.35), if \( e \) is an explored horizontal bond, that is \( e \in E_h \cap (\cup_{n \geq 0} E_n) \), it holds that

\[
p_{h, L} := P(e \text{ is open}) = 1 - (1 - (1 - \lambda)\rho_L)^L. \tag{2.44}
\]
Therefore, we can choose \( \alpha = \alpha(\lambda, a) \) such that if \( \rho_L > a/L \), it holds that \( p_{h, L} > \alpha \).

Analogously, let \( e \in E_v \cap (\cup_{\rho \geq a} E_\rho) \) be an explored vertical bond. According to conditions given in the paragraph of (2.30), by inequalities in (2.41) and (2.43) it holds that if, \( \rho_L > a/L \) and \( L \geq L_0 \) then

\[
 p_{v,L} := P(e \text{ is open}) > [1 - (1 - \rho_L)^{LH}] (1 - \delta)^2.
\]  

(2.45)

Combining this last inequality with (2.42), it holds that

\[
 p_{v,L} > (1 - \delta)^3.
\]  

(2.46)

Thus, for \( L \) such that \( \rho_L > a/L \) and \( L \geq L_0 \), the exploration processes dominates an oriented, anisotropic and independent percolation model on \( \mathbb{Z}^2 \), where each horizontal or vertical bond is open with probability \( \alpha \) and \( (1 - \delta)^3 \), respectively. By a Peierls type argument we can choose \( \delta = \delta(\alpha) > 0 \) small enough such that this anisotropic percolation model is supercritical (see Application (ii) of Theorem 3.1 in [20] and Theorem 3.17 in [17], for an use of a Peierls type argument for anisotropic and oriented percolation, respectively ). This concludes the proof for the case \( d = 1 \).

For \( d \geq 2 \) the proof is the same. The main difference is on the family of blocks \( (B_v)_{v \in \mathbb{Z}^2} \). We set \( V = [0,6L] \times [0,L]^{d-1} \) and \( \Delta = [0,2H] \) and let \( B = V \times \Delta \) be a block in \( \mathbb{Z}^d \times \mathbb{R}_+ \). For each \( v = (v_1, v_2) \in \mathbb{Z}^2 \), define \( B_v = V_v \times \Delta_v \), where \( V_v = 6Lv_1\bar{e}_1 + V \) and \( \Delta_v = 2Hv_2 + v_1 + \Delta \). Analogously, throughout the family \( (B_v)_{v \in \mathbb{Z}^2} \), we construct a coupling between the CPDR on \( G^d \) and a supercritical percolation model on \( L^2 \). The main difference on the probability bounds of vertical and horizontal connections occurs on the expression \([1 - (1 - \rho_L)^{LH}]\) in (2.41), (2.42) and (2.45). In the general context, this expression turns into \([1 - (1 - \rho_L)^{L^H}]\) and the hypothesis \( \limsup_{n \to \infty} nP(N^d \geq n) > 0 \) yields the key fact \( \limsup_{L \to \infty} L^d \rho_L > 0 \).

Remark that the CPDR survive with positive probability on a slab of \( G^d \), that is, on the subgraph induced by the set of vertices \([\mathbb{Z} \times [0,L]^{d-1}] \cap \mathbb{Z}^d \).

\section{Anisotropic percolation with random range}

The proof of Theorem 1.3 has some common features with the proof of Theorem 1.1 like the domination by a subcritical branching process, but the details are different. The proof of Theorem 1.4, although much more involved than that Theorem 1.3, follows the same script as the proof of Theorem 1.2 (indeed the former is simpler than the latter).

We remark that the statement of Theorem 1.4 is easily proved for non-oriented percolation. Indeed, under the hypothesis \( \sum_{n \in \mathbb{N}} P(N \geq n) = +\infty \), by Borel-Cantelli’s Lemma, for each vertex \( v \) and for all \( p \in (0,1] \), the set \( \{n \in \mathbb{N} : \langle -n\bar{e}_1, o \rangle \text{ and } \langle -n\bar{e}_1, v \rangle \text{ are open} \} \) is infinite a.s.

\subsection{Proof of Theorem 1.3}

We will consider \( d = 2 \), the same proof can be carried out with very minor modifications for all values of \( d > 2 \), indeed only modifications on the notation are needed. Given \( l \in \mathbb{N} \) consider the partition \( (S_{l,v}^i)_{v \in \mathbb{Z}^2} \), of \( \mathbb{Z}^2 \) in one-dimensional boxes \( S_{l,v}^i := (lv_1, v_2) + \{0, \ldots, l-1\} \times \{0\} \). This partition will induce a percolation process in the renormalized graph \( \tilde{G} = (\mathbb{Z}^2, E_v \cup E_b) \) isomorphic to \( G \). We remark that for \( d > 2 \) we still consider a partition of \( \mathbb{Z}^d \) in one-dimensional boxes like \( S_{l,v_1,\ldots,v_d}^i := (lv_1, v_2, \ldots, v_d) + \{0, 1, \ldots, l-1\} \times \{0\}^{d-1} \).

We say that a bond \( \langle u,v \rangle \) in the renormalized lattice \( \tilde{G} \) (that is \( u = v + \bar{e}_2 \) or \( u + n\bar{e}_1 \) for some \( n \in \mathbb{N} \)) is good if and only if the event occurs

\[
 \bigcup_{x \in S_{l,v}^i} \bigcup_{y \in S_{l,v}^j} \{ (x,y) \text{ is open in } \tilde{G} \},
\]  

(3.1)
this construction ensures that

\[
\{(0,0) \to \infty \text{ in } G\} \subset \{(0,0) \to \infty \text{ in } \tilde{G}\},
\]

(3.2)
here we are using the notation \(\to\) to denote connections by good paths in the renormalized graph.

If \((u,v)\) is a vertical bond of \(\tilde{G}\), that is \((u,v) \in E_u\), then

\[
P((u,v) \text{ is good}) = 1 - (1 - q)^l.
\]

(3.3)
Given \(p < 1\), if \((u,v) \in E_h\) with \(v = u + e_1\), we claim that there exists some constant \(c(p) < 1\), not depending on \(l\) or \(q\), such that

\[
P((u,v) \text{ is good}) < c(p)
\]

(3.4)
and from now on we fix \(l\) such that

\[
\sum_{n \geq l} P(N \geq n) < \frac{1 - c(p)}{2}.
\]

(3.5)
We postpone the demonstration of this claim to the end of this proof. If \((u,v) \in E_h\) with \(v = u + ne_1\), \(n \geq 2\), it holds that

\[
P((u,v) \text{ is good}) \leq \sum_{i=1}^{l} P(N(u_i + l - i.u_2) \geq l(n-1) + i) = \sum_{i=1}^{l} P(N \geq l(n-1) + i).
\]

(3.6)
We can use the bounds (3.3), (3.4) and (3.6) to estimate the expected number of neighbours of any vertex \(v\) of \(\tilde{G}\) in its good cluster:

\[
E[\{u \in \mathbb{Z}^2 : (v,u) \text{ is good}\}] < 1 - (1 - q)^l + c(p) + \sum_{n \geq l} \sum_{i=1}^{l} P(N \geq l(n-1) + i)
\]

\[
\leq 1 - (1 - q)^l + c(p) + \sum_{i=1}^{l} P(N \geq i).
\]

(3.7)
Due to inequalities (3.5) and (3.7), we can take \(q\) close enough to 0 such that \(E[\{u \in \mathbb{Z}^2 : (v,u) \text{ is good}\}] < 1\). Thus, the percolation processes on the renormalized graph \(\tilde{G}\) is dominated by a subcritical branching processes, then by inclusion (3.2), we have that \(\theta(p,q) = 0\), yielding that \(\theta(p,q) > 0\), \(\forall p < 1\).

We conclude proving the claim made above: Given any \(p < 1\) and \(l \in \mathbb{N}\) there exists a constant \(c := c(p) < 1\) not depending on \(l\) (indeed \(c\) depends on the distribution \(N\)), such that

\[
P((u,v) \text{ is good}) < c(p), \forall (u,v) \text{ with } v = u + e_1.
\]

(3.8)
For this, by translation invariant, it is enough to prove that \(P(A) < 1\), where \(A\) is defined as follows:

\[
A := \bigcup_{i=1}^{\infty} \bigcup_{j=0}^{\infty} \{(i\hat{e}_1 + j\hat{e}_1) \text{ is open in } \tilde{G}\}.
\]

(3.9)
Define \(i_0 := \inf\{i \geq 0 : P(N = i) > 0\}\). Let \(A_0 = \emptyset\) and, for \(i_0 \geq 1\), consider the event \(A_{i_0}\) defined by

\[
A_{i_0} := \bigcup_{i=1}^{i_0} \bigcup_{j=0}^{\infty} \{(i\hat{e}_1 + j\hat{e}_1) \text{ is open in } \tilde{G}\}.
\]

(3.10)
Observe that, since \( p < 1 \), it holds that \( P(A_{i_0}) < 1 \). Therefore

\[
P(A^c) \geq P \left( \bigcap_{i > i_0} \{ N(-i,0) < i \} \cap A^c_{i_0} \right) = \prod_{i > i_0} [1 - P(N \geq i)] \cdot P(A^c_{i_0}) > 0,
\]

(3.11)

since \( EN = \sum_{i=1}^{\infty} P(N \geq i) < +\infty \). This concludes the proof of our claim. \( \square \)

**Remark 3.1.** Observe that if \( i_0 = 0 \), that is \( P(N = 0) > 0 \), we can write

\[
P(A^c) \geq P \left( \bigcap_{i > 0} \{ N(-i,0) < i \} \cap A^c_{i_0} \right) = \prod_{i > 0} [1 - P(N \geq i)] > 0.
\]

(3.12)

Thus, as the equation above does not depend on \( p \), we can extend Theorem 1.3 for \( p = 1 \).

### 3.2 Proof of Theorems 1.4

We will prove that \( P(o \rightarrow \infty) > 0 \) for all \( p, q > 0 \). It is enough to show this only for \( d = 2 \), since the APRR in \( d + 1 \) dimensions can be embedded in the \( d \)-dimension case for \( d \geq 2 \).

We follow the same script of the proof of Theorem 1.2. Since we are considering oriented percolation, we have some changes on the geometry of the renormalized lattice. Now, the family of blocks \( \mathcal{B}_v \in \mathbb{Z}^2_+ \) of \( \mathbb{Z}^2_+ \) is defined as follows: given integer numbers \( L \) and \( H \), for each vertex \( v = (v_1, v_2) \) of the lattice \( \mathbb{L}^2_+ \), let \( o(v) = (3Lv_2 + 6Lv_1, Hv_2) \in \mathbb{Z}^2 \) and define \( \mathcal{B}_v = o(v) + \mathcal{B} \), where \( \mathcal{B} = [0, 6L] \times [0, H] \) and \( \mathcal{B} = [0, 6L] \times [0, H] \).

For each \( v \in \mathbb{Z}^2_+ \) and each \( (j, k) \in \mathcal{B}_v \), define \( v(j, k) = o(v) + (j, k) \) the associated vertex in \( \mathcal{B}_v \).

Fix \( M \leq L \) an integer number, we also define the following events

\[
A_v(j, k) = \{ N_{v(j,k)} \geq 7L \};
\]

\[
B^i_v(j, k) = \{ N_{v(j,k)-i\mathbb{E}_1} \geq i \}, \quad i \geq 1 \text{ and}
\]

\[
B_v(j, k) = \left\{ \mathcal{V}_v(j, k) \geq M \right\}, \quad \mathcal{V}_v(j, k) = \{ i \in [1, L] : B^i_v(j, k) \text{ occurs} \}
\]

(3.13)

Moreover, for each \( v \in \mathbb{Z}^2_+ \) if \( (j, k) \in \mathcal{B}_v \) is such that \( j \in [2L, 3L] \), define

\[
C_v(j, k) = A_v(j, k) \cap B_v(j, k) \cap \left\{ \sum_{m=0}^{H-1} \mathbb{1}_{A_v(\ell, m)} = 0, \forall \ell \in (j, 3L) \cap \mathbb{Z} \right\}
\]

(3.14)

Now, we define the exploration algorithm on the oriented lattice \( \mathbb{L}^2_+ \). Inductively, we build a random sequence \( (C_n, E_n)_{n \geq 0} \), where, we recall, \( C_n \subset \mathbb{Z}^2_+ \) and \( E_n \subset E_h \cup E_v \) is the set of checked bonds up to step \( n \). We will also define the golden coordinates

\[
\tau : \cup_{n \geq 0} C_n \rightarrow [0, 3L] \times [0, H],
\]

(3.15)

that associates for each vertex \( v \in \cup_{n \geq 0} C_n \), the golden vertex

\[
v^* = v(\tau(v)) \in \mathcal{B}_v.
\]

(3.16)

By construction we will have that, if \( v \in \cup_{n \geq 0} C_n \) then \( o \rightarrow v^* \) occurs on the APRR model.

If \( A_v(0,0) \) occurs, define \( C_0 = \{ o \}, E_0 = \emptyset \), and \( \tau(o) = (0, 0) \). Observe that, according to (3.13), (3.15) and (3.16) we have

\[
N_{v^*} \geq 7L \quad \text{and} \quad o \rightarrow v^*, \forall v \in C_0.
\]

(3.17)
Otherwise, the exploration does not start and set \((C_n, E_n) = (\emptyset, \emptyset)\) for all \(n \geq 0\).

As our induction hypothesis, suppose that for some \(n \geq 0\), the sets \(C_n, E_n\) are defined and, for all \(v \in C_n\), we have also defined \(\tau(v)\) and \(v^*\) satisfying the conditions

\[
N_{v^*} \geq 7L \text{ and } o \to v^*, \forall v \in C_n. \tag{3.18}
\]

Define the set \(F_n = \{(v, u) : v \in C_n \text{ and } u \notin C_n\} \cap E_n^c\). If \(F_n = \emptyset\), then we stop the algorithm and set \((C_m, E_m) = (C_n, E_n), \forall m > n\). Otherwise, let \((v, u) \in F_n\) be the minimal bond following the order \(\prec\) (defined in Section 2.2), with \(v = (v_1, v_2) \in C_n\) and \(u = (u_1, u_2) \notin C_n\) and define \(E_{n+1} = E_n \cup \{(v, u)\}\). We denote \(\tau(v) = (\tau_1, \tau_2)\). To define \(C_{n+1}\) we will consider two different cases.

Suppose that \((v, u) \in E_n\). We say that \((v, u)\) is open if, for some \(j \in [0, L) \cap \mathbb{Z}\), the following event occurs

\[
\{(v^*, u(j, \tau_2))\} \text{ is open in } G_N \bigcap A_u(j, \tau_2). \tag{3.19}
\]

In this case we set \(\tau(u) = (j, \tau_2)\). Note that we assume (3.18), hence \((v^*, u(j, \tau_2))\) is indeed an edge in the random graph \(G_N\). According to definition of \(A_u(j, k)\) in (3.13), combining (3.18) and (3.19), it holds that \(o \to u^*\) and \(N_u^* \geq 7L\).

Suppose that \((v, u) \in E_n\). We say that \((v, u)\) is open if, for some \((j, k) \in [[2L, 3L) \times [0, H)] \cap \mathbb{Z}^2\) it holds that \(C_u(j, k)\) occurs and also, there exists \(i \in \mathbb{V}_u(j, k)\) such that \(D_i\) occurs, where \(D_i = \bigcap_{\ell = 1}^i D_i^\ell\) with

\[
D_i^1 := \{(v^*, v^* + (3L - \tau_1 + j - i)\vec{e}_1) \text{ is open in } G_N\};
\]

\[
D_i^2 := \{(u(j, k) - i\vec{e}_1, u(j, k)) \text{ is open in } G_N\};
\]

\[
D_i^3 := \bigcap_{m = 0}^{H-1} \{(v(3L + j - i, m), v(3L + j - i, m) + \vec{e}_2) \text{ is open in } G_N\};
\]

\[
D_i^4 := \bigcap_{m = 0}^{H-1} \{(u(j - i, m), u(j - i, m) + \vec{e}_2) \text{ is open in } G_N\}. \tag{3.20}
\]

In this case we set \(\tau(u) = (j, k)\). First note that \(A_u(j, k)\) occurs, thus \(N_u^* \geq 7L\). Throughout this paragraph, as an auxiliary notation, let \(x = v^* + (3L + j - \tau_1 - i)\vec{e}_1\) and \(y = (u(j, k) - i\vec{e}_1)\). Assuming condition (3.18), it holds that \((v^*, x)\) is an edge in the random graph \(G_N\). We also have that \((y, u(j, k))\) is an edge in the random graph \(G_N\), since \(B_i^1(j, k)\) occurs. Note that \(x\) and \(y\) have the same first coordinate, and since \(D_i^1\) and \(D_i^4\) occur, all edges in the column contain \(x\) and \(y\) and contained in \(B_x \cup B_u\) are open, therefore \(x \to y\). Wrapping up, we conclude that \(o \to u^*\) and \(N_u^* \geq 7L\).

To finish our inductive procedure, define \(C_{n+1}\) as in (3.22).

We emphasize that, by construction, for each explored edge \(e \in \cup_{n \geq 0} E_n\), the event \(\{e \text{ is open}\}\) is independent of all others.

By hypothesis \(\limsup_{n \to \infty} n P(N \geq n) > 0\), there exists \(\alpha > 0\), such that \(L = \{L \in \mathbb{N} : P(N \geq 7L) > \alpha/\mathbb{L}\} \) is infinity. Let \(\alpha = \alpha(N, p)\) be such that

\[
1 - \left(1 - P(N \geq 7L)p\right)^L \geq \alpha, \forall L \in \mathbb{L}. \tag{3.21}
\]

Fix an arbitrary \(\delta > 0\). Let \(H = H(N, \delta)\) be such that

\[
1 - \left(1 - P(N \geq 7L)\right)^{LH} \geq (1 - \delta), \forall L \in \mathbb{L}. \tag{3.22}
\]
Fix $M = M(H, p, q, \delta)$ such that

$$1 - \left(1 - p^2 q^{A_H - 1}\right)^M \geq (1 - \delta), \ \forall L \in \mathcal{L}. \quad (3.23)$$

Since $\sum_{n \geq 1} P(N \geq n) = \infty$, there exists $L_0 = L_0(N, M, \delta)$ such that

$$P(B_\omega(j, k)) \geq (1 - \delta), \ \forall L \geq L_0. \quad (3.24)$$

Thus, according to conditions given in paragraphs of (3.19) and (3.20), if $L \in \mathcal{L}$ and $L \geq L_0$ the inequalities (3.21) - (3.24) ensure that, for explored edges, $P(e \text{ is open}) \geq \alpha$, if $e \in E_h$, and (arguing as in the paragraph of (2.41)) $P(e \text{ is open}) \geq (1 - \delta)^3$, if $e \in E_c$. As $\delta$ was fixed arbitrarily, the theorem follows if we take $\delta$ sufficiently small. \hfill \square

### 3.3 Proof of Theorem 1.6

We define recursively the sequence $(j_n)_{n \geq 0}$ as follows: set $j_0 = o$ and $u_0 = N_0$. Given $n \geq 0$ such that

Let $a_{n+1} = \max\{i + N_i : i \in (j_n, u_n]\}$, define $B_i = \{(j_n, i) \text{ is open}\}$ and $\tilde{N}_i = N_i 1_{B_i}$. Let $a_{n+1} = \max\{i + \tilde{N}_i : i \in (j_n, u_n]\}$, if $a_{n+1} = u_n$, we say that $u_n + 1$ is a cutting point and restart the recursion defining $j_{n+1} = u_n + 1$, otherwise, we define $j_{n+1} \in (j_n, u_n]$ in such a way that $j_{n+1} + \tilde{N}_{j_n+1} = a_{n+1}$. Observe that, in the last case, $j_{n+1}$ could be not unique, to fix a criteria, we can choose the biggest one among all the possibilities. To conclude the recursion, in both cases, we define $u_{n+1} = j_{n+1} - j_{n+1}$.

Let $A_i$ be the event where the vertex $i$ is a cutting point. Define $\tilde{N} = XN$, where $X$ is a Bernoulli random variable with parameter $p$. Given any $\delta > 0$, we can find some large constant $C > 0$, such that for all $i$ large enough, it holds

$$P(A_i) = \prod_{\ell=1}^i P(\tilde{N} < \ell) \leq C \exp \left\{ -p \beta (1 - \delta) \sum_{\ell=n_i}^i \frac{1}{\ell} \right\}. \quad (3.25)$$

Thus, if $\beta > 1/p$, we can take $\delta$ small enough such that $\sum_{i \geq 0} P(A_i) < \infty$. Therefore, by Borel-Cantelli Lemma, it holds that $P(A_i \text{ i.o.}) = 0$.

Note that

$$\{|C_o| < \infty\} \subset \bigcup_{i \geq 1} A_i. \quad (3.26)$$

By the strong Markov property, if $P(\cup_{i \geq 1} A_i) = 1$ then $P(A_i \text{ i.o.}) = 1$. Thus $P(\cup_{i \geq 1} A_i) < 1$ and the result follows from (3.26). \hfill \square
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