Adversarial Examples on Segmentation Models Can Be Easy to Transfer

Jindong Gu\textsuperscript{1} Hengshuang Zhao\textsuperscript{2} Volker Tresp\textsuperscript{1} Philip Torr\textsuperscript{2}

\textsuperscript{1}University of Munich \textsuperscript{2}Torr Vision Group, University of Oxford

Abstract

Deep neural network-based image classification can be misled by adversarial examples with small and quasi-imperceptible perturbations. Furthermore, the adversarial examples created on one classification model can also fool another different model. The transferability of the adversarial examples has recently attracted a growing interest since it makes black-box attacks on classification models feasible. As an extension of classification, semantic segmentation has also received much attention towards its adversarial robustness. However, the transferability of adversarial examples on segmentation models has not been systematically studied. In this work, we intensively study this topic. First, we explore the overfitting phenomenon of adversarial examples on classification and segmentation models. In contrast to the observation made on classification models that the transferability is limited by overfitting to the source model, we find that the adversarial examples on segmentations do not always overfit the source models. Even when no overfitting is presented, the transferability of adversarial examples is limited. We attribute the limitation to the architectural traits of segmentation models, i.e., multi-scale object recognition. Then, we propose a simple and effective method, dubbed dynamic scaling, to overcome the limitation. The high transferability achieved by our method shows that, in contrast to the observations in previous work, adversarial examples on a segmentation model can be easy to transfer to other segmentation models. Our analysis and proposals are supported by extensive experiments.

1. Introduction

Small and quasi-imperceptible input perturbations can mislead the predictions of deep neural networks\cite{Goodfellow2014, Carlini2017}. Input examples with such artificial perturbations are called adversarial examples (AEs). The standard deep neural networks based image classification models are all vulnerable to the AEs, e.g. VGG\cite{Simonyan2014} and ResNet\cite{He2015}. In past years, the adversarial examples on image classifications have been intensively studied from various perspectives. Especially, the AEs created on a classification model can also fool other classification models. Recently, the transferability of AEs has raised research interest since it makes practical black-box attacks feasible.

However, the transferability of AEs can be limited by overfitting to the employed source classification model. Concretely, the AEs are often created by the multi-step attack method\cite{Kurakin2016}. The AEs will underfit source models when too few attack iterations are applied. Contrarily, a large number of attack iterations will lead to overfitting to the source model. In order to improve the transferability of AEs on classification models, many efforts have been made to overcome the overfitting problem, i.e.\cite{Athalye2018, Carlini2019, Hong2019, Li2019, Tan2019, Xiao2019, Zeng2019, Zeng2020, Zhou2020, Zou2020, Zhu2020}, to name a few.

As an extension to image classification task, image semantic segmentation aims to classify all individual pixels of input images. The segmentation models are often deployed in many real-world safety-critical applications, e.g. medical domain\cite{Liu2019} and autonomous driving systems\cite{Li2019}. Thus, the adversarial robustness of segmentation models has also received much attention recently\cite{Arjovsky2016, Chen2017, Courbarry2017, He2017, Ilyas2018, Li2018, Liu2018, Lu2018, Zhang2018, Zhou2019}. It has been observed in previous work that the AEs on segmentation models are difficult to transfer across different network architectures and scales. However, a comprehensive investigation into the transferability of AEs on segmentation models has not been done yet. Therefore, we focus on this topic in this work.

The feature extractors of the DNN-based classification framework are often taken as backbones to build segmentation models. For comparison, we first investigate the transferability of AEs on the classification models that correspond to segmentation backbones. Our investigation shows that the AEs on all popular classification models will overfit the source model when a large number of attack iterations are applied, e.g., more than 20 iterations. The degree of overfitting depends on the model architectures. Specifically, the AEs on ResNet\cite{He2015} with skip connections show more drastic overfitting than the ones on VGG\cite{Simonyan2014}.

Next, we explore the overfitting phenomenon of AEs on segmentation models. We find that the observation made on image classifications does not hold on image segmentations.
anymore. Namely, the AEs do not always overfit the source segmentation model. Specifically, the degree of overfitting depends on the backbone used by the segmentation models. When ResNet backbone is applied in the segmentation models, the AEs can quickly overfit the source model. In contrast, in the case of a segmentation model with VGG backbone, the AEs do not overfit at all, even after 10k attack iterations. The findings is interesting since the number of parameters of the VGG backbone is significantly larger than in the ResNet backbone.

Even when no overfitting is presented, the transferability of AEs is still limited. We attribute the further limitation to the architectural traits of segmentation models. Segmentation models often apply multiple scales to recognize objects of different sizes, e.g., with dilated convolution [3, 44] or specialized pooling [3, 45]. Based on the architectural traits of segmentation models as well as our explorations, we propose a simple and effective method, called the dynamic scaling. Concretely, we apply a large number of attack iterations and randomly scale the input images and ground-truth masks in each attack iteration. By doing this, we can create AEs that transfer well to different scales of different segmentation models. In contrast to observations made in previous work [1, 41], the high transferability achieved by our method shows that adversarial examples on a segmentation model can be easy to transfer to others.

Our contributions can be summarized as follows:

• We first investigate the transferability of AEs on classification models that correspond to the popular segmentation backbones. Our investigation shows the AEs on all involved classification models will overfit the source models and reveal the relationship between the degree of overfitting and model architectures.

• We then explore the overfitting phenomenon of AEs on segmentation models. We find that the AEs do not always overfit source segmentation models. The AEs on segmentation models with VGG backbone do not overfit at all, while the ones on ResNet backbone-based segmentation models overfit drastically and quickly.

• Based on our investigation and architectural traits of segmentation models, we propose a simple and effective method to improve the transferability of AEs on segmentation models. This work is the first to make AEs transferable between segmentation models.

2. Related Work

Adversarial robustness on segmentation models. The work [1] makes an extensive study on the adversarial robustness of segmentation models and demonstrates the inherent robustness therein. Especially, they find that adversarial examples do not transfer well across different scales and transformations. The work [41] extends adversarial examples to semantic segmentation and object detection. They also show that the adversarial examples created by their attack method do not transfer well across different network structures. Besides, the adversarial robustness of segmentation models has also been well studied from other perspectives, such as adversarial training [43], adversarial example detection [40], and universal adversarial perturbation [16]. The adversarial robustness of segmentation has received much attention recently. In previous experiments [1, 41], it is observed that the AEs on segmentation models are difficult to transfer. The experiments show segmentation models are robust to defend transfer-based black-box attacks. However, a comprehensive exploration of the transferability of AEs has not been done yet in semantic segmentation.

Transferability of adversarial examples on classification models. The transfer of AEs between classification models has been intensively investigated. When too many attack iterations are applied, the created adversarial examples are overfitted to the source classification model. To achieve high transferability, many techniques have been proposed to mitigate the overfitting phenomenon from the perspective of data, models, loss design, and optimization methods. Concretely, the work [8, 39, 42, 46] creates AEs by optimizing the loss on a single or a set of transformed images. Besides, [13, 23, 38] modify the optimization process according to the model architecture. To regularize the optimization process, new losses formulated in feature space are also proposed [19, 20, 37]. Furthermore, more advanced optimization algorithms, like the momentum method [7, 32] and the Nesterov Accelerated Gradient [24, 28] have also been explored to prevent overfitting of AEs. Even though many efforts have been made to overcome the overfitting problem, little attention has been paid to the number of attack iterations. Due to the overfitting phenomenon, it is difficult to set the number of attack iterations since the target classification models are assumed to be unavailable.

3. Adversarial Attack Methods

Adversarial examples for a given model can be generated by leveraging the gradient information of the inputs. The single-step FGSM [12] attack method creates adversarial examples by taking a one-step update. Furthermore, the multi-step adversarial attack would cause a more serious threat, e.g., BIM [22]. Hence, the multi-step adversarial attack is more often applied to create AEs. In this section, we introduce the application of BIM attack to classification and segmentation models.

Adversarial attack on image classification. In image classification, given the classification model \(f_{\text{cls}}(\cdot)\), the clean image \(X^{\text{clean}} \in \mathbb{R}^{H \times W \times C}\) and its one-hot label \(y \in \mathbb{R}^{1 \times N}\), the image is classified as \(f_{\text{cls}}(X^{\text{clean}}) \in \mathbb{R}^{1 \times N}\).
The goal of attack is to create an adversarial example $X^{adv}$ to mislead the model, i.e., $\text{argmax}(f_{cls}(X^{adv})) \neq \text{argmax}(y)$ where $\text{argmax}(\cdot)$ outputs the index of the maximum. BIM creates AEs on the classification model via multiple iterations in Equation 1.

$$X^{adv}_{t+1} = \phi'(X^{adv}_t + \alpha \cdot \text{sign}(\nabla X^{adv}_t L(f_{cls}(X^{adv}_t), y)))$$  \hspace{1cm} (1)$$

where $\alpha$, $\epsilon$ are the step size and the perturbation range, respectively. $X^{adv}_t$ is the AE after the $t$-th attack step, and the initial value is set to $X^{adv}_0 = X^{clean}$. The $\phi'(\cdot)$ function clips its output into the range $[X^{clean} - \epsilon, X^{clean} + \epsilon]$. $\text{sign}(\cdot)$ is the sign function and $\nabla_a(b)$ is the matrix derivative of $b$ with respect to $a$. $L(\cdot)$ stands for the cross-entropy loss function,

$$L(f_{cls}(X^{adv}_t), y) = CE(f_{cls}(X^{adv}_t), Y).$$  \hspace{1cm} (2)$$

The AEs created with more attack iterations often lead to a higher attack success rate on the source model. However, when transferring the created AEs to target classification models, the number of iterations is often empirically and carefully selected.

**Adversarial attack on semantic segmentation.** In semantic segmentation, given the segmentation model $f_{seg}(\cdot)$, the clean image $X^{clean} \in \mathbb{R}^{H \times W \times C}$ and its segmentation label $Y \in \mathbb{R}^{H \times W \times N}$, the segmentation model classifies all individual pixels of the input image $f_{seg}(X^{clean}) \in \mathbb{R}^{H \times W \times N}$. The goal of attack is to create the adversarial example $X^{adv}$ to mislead all the pixel classifications, i.e., $\text{argmax}(f_{seg}(X^{adv})) \neq \text{argmax}(Y_i)$ where $i \in [1, H \times W]$ corresponds to the index of a input pixel. BIM attack can also be easily applied to create an AE on semantic segmentation. Similar to Equation 1, AEs can be created with the following Equation 3.

$$X^{adv}_{t+1} = \phi'(X^{adv}_t + \alpha \cdot \text{sign}(\nabla X^{adv}_t L(f_{seg}(X^{adv}_t), Y)))$$  \hspace{1cm} (3)$$

The difference of this Equation from the one on classification is the loss term. Concretely, the loss term in the segmentation is as follows

$$L(f_{seg}(X^{adv}_t), Y) = \frac{1}{H \times W} \sum_{i=1}^{H \times W} CE(f_{seg}(X^{adv}_t), Y_i).$$  \hspace{1cm} (4)$$

where $(H, W)$ is the input size. The loss is obtained by averaging the cross-entropy losses over all individual pixels of the input image.

### 4. Transferability of AEs on Classification

For comparison, we first investigate the transferability of AEs on classifications. Especially, we take VGG16 [33] and ResNet50 [14] as source models, respectively. The feature extractors of the two classification models are often used as backbones in segmentation models. We test other popular classification models on the AEs created on the source model to evaluate the transferability of AEs.
Figure 1. Transferability of adversarial examples on classification models. The high accuracy of target models on AEs means the poor transferability of the AEs. In all subfigures, the transferability of the AEs becomes better from the first after a few iterations. When a large number of attack iterations (e.g. over 100) are applied, the transferability of AEs becomes poor again. The overfitting phenomenon on ResNet in subfigures (b) and (d) is more drastic than that on VGG in subfigures (a) and (c).

Figure 2. Transferability of adversarial on GoogleNet. The degree of overfitting on this model is somewhere between VGG and ResNet. See Fig. 1 for a comparison.

to be optimal. However, different from classification, semantic segmentation classifies all input pixels instead of a single object in the input image. It is not clear how sensitive the transferability of AEs on segmentation models is to the number of attack iterations. Furthermore, it remains open whether a similar overfitting phenomenon can be observed on the AEs on segmentation models.

5. Transferability of AEs on Segmentation

In the last section, we show the overfitting of AEs on classification and reveal the relationship between the degree of overfitting and model architectures. Especially, we point out the dilemma in the selection of the number of attack iterations. In this section, we investigate the transferability of AEs on segmentation from similar perspectives.

Experimental setting. Three semantic segmentation architectures are taken as base models, namely, the popular architectures PSPNet [45] and DeepLabv3 [4] built on ResNet backbones, and the primary semantic segmentation architecture FCN [25] built on VGG backbone. We denote the PSPNet built on ResNet50 backbone as PSPNet-Res50. The PASCAL VOC 2012 dataset (with abbreviation as VOC) [9] and Cityscapes dataset [5] are used in this work. The training data therein are used to train segmentation models in a standard way, respectively. The AEs are created for the clean images in the validation datasets. Similar to the protocol used in the classification, given the image range [0, 1], the perturbation range $\epsilon$ is set to 0.03 for all pixels and the step size $\alpha$ is 0.01. The standard segmentation evaluation metric mIoU (in %) is used to evaluate the performance of segmentation models. The low mIoU of target segmentation models on AEs created on the source model means high transferability of the AEs.

Experimental results and analysis. The mIoU of target segmentation models on adversarial examples is reported in Fig. 3. In each subfigure, we show the mIoU of target segmentation models on AEs in given attack iterations. For instance, in Fig. 3a, the FCN8s-VGG16 is taken as source model, PSPNet-Res50, PSPNet-Res50, DeepLabv3-Res50 and DeepLabv3-Res101 are tested as target models. The low mIoU of target models means the high transferability of the AEs. Note that we only show the mIoU on the target models since the one on the source model is very low.
When only a few attack iterations are applied, the AEs underfit the source segmentation model. The transferability of the AEs is low, given the high mIoU on target segmentation models in Fig. 3. In contrast to the observations on classifications, we find that the AEs on FCN8s with VGG backbone do not overfit even when a large number of attack iterations is applied, e.g., 1k iterations. The finding is still true even when 10k attack iterations is applied, as shown in Fig. 4. The transferability of AEs on FCN8s-VGG16 can be improved by applying a large number of attack iterations since there is no overfitting observed. The transferability of AEs at the 1k-th iteration is much higher than that reported in [42]. AEs on segmentation models are not difficult to transfer, in contrast to the claims in current literature [1,42].

In contrast, the AEs on PSPNet-Res50 overfit drastically and quickly. It starts to overfit to source model after only around 5 attack iterations. The drastic overfitting can be attributed to the ResNet backbone, as we analyzed in the last section. Similar drastic overfitting can be observed on PSPNet-Res101 in Fig. 3d and DeepLabv3-Res50 in Fig. 5 since they all are built on ResNet backbone. We assume that the high speed to overfit is caused by the loss used to create AEs, namely, the Equation 4. Specifically, the gradients averaged over all pixels are more accurate to the source model, which make the AEs quickly overfit to it.

Besides, We compare adversarial perturbations created on classification and segmentation. The perturbations created on classification are often random to the human visual system. However, the ones on segmentation form some visual patterns, although it does not resemble any class (see Appendix). We speculate patterns have to be formed to fool as many pixel classifications as possible in segmentation.

Figure 3. Transferability of adversarial examples on segmentation models. The adversarial examples on segmentation models with ResNet backbones quickly overfit the source segmentation models. In contrast, no overfitting phenomenon is observed on segmentation models with VGG backbones in subfigures (a) and (c).

Figure 4. Transferability of adversarial examples on FCN8s-VGG16. No overfitting phenomenon is observed on AEs created on FCN8s-VGG16 even when 10k attack iterations are applied.

Figure 5. The adversarial examples on DeepLabV3-Res50 also quickly overfit the source segmentation models since the ResNet backbone is also used in this segmentation model.
| Target Models | FCN8s-VGG16 | FCN16s-VGG16 | PSPNet-Res50 | PSPNet-Res101 | DeepLabV3-Res50 | DeepLabV3-Res101 |
|---------------|-------------|--------------|--------------|---------------|----------------|-----------------|
| Clean Images  | 69.10       | 66.78        | 78.55        | 79.11         | 78.17          | 80.55           |
| Source Models |             |              |              |               |                |                 |
| FCN8s-VGG16   | FS          | 0.69         | 0.70         | 29.79         | 40.32          | 31.95           |
|               | DS          | **0.41**     | **0.42**     | **12.21**     | **20.38**      | **9.69**        |
| PSPNet-Res50  | FS          | 44.17        | 40.26        | 5.09          | 37.06          | 6.57            |
|               | DS          | 19.95        | 17.06        | **2.07**      | **16.10**      | **2.56**        |
| DeepLabV3-Res50| FS      | 26.19        | 24.34        | 3.63          | 22.01          | 3.14            |
|               | DS          | **19.63**    | **15.72**    | **2.31**      | **12.32**      | **2.15**        |

Table 1. Transferring adversarial examples on source segmentation models to target models on VOC. The mIoU of target models on both clean images and adversarial images is shown. For each source model, two methods are applied to create AEs, Fixed-Scale (FS) and our Dynamic-Scale (DS) attack. The mIoU on AEs created with DS is lower, which means that the created AEs are easier to transfer. The mIoU of target models is marked with underlines when they have the same type of backbone architecture as the source model.

| Target Models | FCN8s-VGG16 | FCN16s-VGG16 | PSPNet-Res50 | PSPNet-Res101 | DeepLabV3-Res50 | DeepLabV3-Res101 |
|---------------|-------------|--------------|--------------|---------------|----------------|-----------------|
| Clean Images  | 59.3        | 56.86        | 64.9         | 63.01         | 63.5           | 62.8            |
| Source Models |             |              |              |               |                |                 |
| FCN8s-VGG16   | FS          | 0.26         | 0.27         | 17.95         | 22.39          | 21.83           |
|               | DS          | **0.22**     | **0.23**     | **3.72**      | **7.41**       | **3.83**        |
| PSPNet-Res50  | FS          | 24.10        | 22.17        | 3.43          | 24.18          | 5.05            |
|               | DS          | 10.49        | 9.23         | **0.82**      | **8.04**       | **1.36**        |
| DeepLabV3-Res50| FS      | 21.78        | 20.23        | 4.76          | 21.72          | 3.92            |
|               | DS          | **10.61**    | **9.48**     | **1.23**      | **7.97**       | **0.61**        |

Table 2. Transferring adversarial examples on source segmentation models to target models on Cityscapes. The mIoU on both clean images and adversarial ones is shown. Similar to the conclusion in Table 1, the AEs created with DS method achieve higher transferability.

6. Improving Transferability of AEs on Segmentation Models

In the last section, we find that the AEs created on the segmentation model with VGG backbone do not overfit the source model. The transferability of AEs can be significantly improved by applying a large number of attack iterations, see Fig. 3a and 3c. However, the transferability is still limited, even when no overfitting is observed on the number of attack iterations.

In semantic segmentation, the segmentation results depend on the size of the input image. To recognize the objects of different scales, dilated convolution and specialized pooling are often applied [3,4,44,45]. Different models segment objects at different scales. The segmentation models are often built on CNN backbones, which are known to be not invariant to scale [10,17]. Due to the fact, the adversarial perturbation created on a segmentation model may not able to fool other models.

Based on the architectural trait of segmentation models, we propose a simple and effective method to improve the transferability of AEs on Segmentation, where we dynamically scale the input images and ground-truth masks during the attack (dubbed as DS). Concretely, we apply a large number of attack iterations and random resize to the input and ground truth in each attack iteration. By doing this, the created adversarial perturbations can fool segmentation at different scales. In our proposed method, Equation 3 is applied where we replace the loss term therein with

\[
L = \frac{1}{H \times W} \sum_{i=1}^{H \times W} CE(f_{\text{seg}}(\psi_{\text{DS}}(X_{\text{adv}})), \psi_{\text{DS}}(Y_i)),
\]

where the \( \psi_{\text{DS}}(\cdot) \) is a differential operation, which scales both input images and ground-truth masks to different sizes. The scaling ratio in each attack iteration is uniformly sampled from the interval \([1 - \lambda, 1 + \lambda]\).

A similar approach is also explored to improve the transferability of AEs on classification models. Various image transformations are designed to address the overfitting problem, such as affine transformations [8,42,46], and even adversarial transformation [39]. On the one hand, they all assume that the model predicts the same output class when the input is slightly transformed. However, the assumption does not hold on the segmentation models. On the other hand, they all aim to mitigate the overfitting phenomenon on classification models. However, no overfitting is observed on some segmentation models. We aim to overcome the limitation brought by the architectural traits of segmentation models. To this end, we propose a simple, effective scaling transformation for both inputs and ground truth.
Experimental results and analysis. We use the same experimental setting as in the last section. Concretely, we apply FCN8s-VGG16, PSPNet-Res50, and DeepLabv3-Res50 as source models, respectively. The segmentation models with different backbones are applied as target segmentation models. The mIoU scores of target models on clean images and adversarial images are reported in Table 1.

When the size of the input image is fixed during the attack, i.e. a single fixed scale attack (FS), we report the best mIoU of FCNet with VGG backbone at 1k iteration and the best mIoU of other models with ResNet backbone at the 5-th attack iteration, as shown in Fig. 3. When our dynamic scaling (DS) is applied during the attack, the AEs on ResNet do not overfit the source model either since the input image is scaled to a different size in each attack iteration. In the case of our DS, we report the mIoU of all target segmentation models at 1k-th iteration. The target models show much less mIoU on the adversarial images, which means the AEs are highly transferable. E.g., the mIoU of DeepLabv3-Res50 can be reduced to 9.69. Our method also works well on Cityscapes dataset, shown in Table 2. The high transferability achieved by our simple method reveal that adversarial example on segmentation models can be easy to transfer.

The clean images, adversarial images, and the predictions made by target segmentation models on them are visualized in Fig. 6. In Fig. 6a, we show the predictions made by different segmentation models on the clean images. The predictions are close to the ground truth. When attacking with FS on FCN8s-VGG16, the predictions on the source model can be misled by the imperceptible adversarial perturbations, as shown in Fig. 6b. The AEs can also partly fool other segmentation models. When DS is applied during the attack, the created adversarial perturbation transfer better to other segmentation models, as shown in Fig. 6c.

Transferability of AEs to adversarially trained segmentation models. One of the most effective defense methods in classification is adversarial training [2,12,26,35], where the AEs created during training are injected into the training data to train the models. The standard adversarial training method can be generalized to segmentation [43]. We also test our method on the adversarially trained models, shown in Table 3. In general, the robustness of segmentation models is improved significantly by adversarial training. Our AEs with DS is still more effective to fool the adversarially trained models than the ones with FS. This study also indicates the necessity of an adversarial defense method to defend against transfer-based attacks in segmentation.

| Target Models | Adversarial Training |
|---------------|----------------------|
| Clean Image   | 73.46                |
|               | 71.42                |
| Source Models |                      |
| Clean Image   | 73.46                |
|               | 71.42                |
| FCN8s-VGG16   | 67.66                |
| DS            | 66.89                |
| PSPNet-Res50  | 65.70                |
| DS            | 64.41                |
| Table 3. Transferability of adversarial examples created on adversarially trained segmentation models. The adversarial images created with DS attack transfer better than the ones with FS attack.
Figure 7. Transferability of adversarial examples created with Dynamic-Scale attack method at different attack iterations. When Dynamic-Scale attack is applied, no overfitting is observed on AEs even on the source model with ResNet backbone.

Transferability of AEs to different scales. Previous work [1] shows that the AEs created on a scale do not transfer well to segmentation on a different scale on the same model. As shown in Table 4, the AEs created on FCN8s-VGG16 under FS attack on the scale of 100% are much less effective to fool the segmentation on the scale of 50%. Our method improves the effectiveness of the created AEs significantly even when they are segmented from a different scale. The conclusion is also true on the PSPNet-Res50.

| Model            | 50%  | 75%  | 100% | Multi-Scale |
|------------------|------|------|------|-------------|
| FCN8s-VGG16      | 50.74| 10.67| 0.97 | 1.07        |
| PSPNet-Res50     | 64.0 | 56.11| 2.17 | 6.52        |

Table 4. Transferring adversarial examples to multi-scale segmentation. The AEs created with DS attack transfer well to segmentation at different scales as well as multi-scale segmentation.

Ablation on the number of attack iterations. We report the accuracy of target classifiers on the AEs created in different attack iterations in Fig. 7. When our DS is applied, no overfitting phenomenon is observed, even on segmentation models with ResNet backbone. The more attack iterations are applied, the better the transferability is. The observation is still true when 10k attack iterations are applied.

Note that, in the research community, currently, the efficiency to create transferable AEs is less concerned compared to the effectiveness. In fact, our approach has already achieved good transferability in the 200-th attack step. We speculate that the efficiency of our approach can be improved by adapting the step size during the attack. We leave the further exploration in future work.

Ablation on scaling ratios. In our method, a scaling operation is applied. We also study the sensitivity of the transferability of AEs to the scaling ratio. As shown in Fig. 8, we report the mIoU of FCN8s-VGG16 on the AEs created on PSPNet-Res50. We can observe that when the scaling ratio is set to 0.1, the transferability of adversarial examples can be improved by a large margin, compared to the score with no scaling operation (λ=0). The transferability can be further improved by applying a bigger scale ratio until 0.5. When a bigger scale ratio is applied during the attack, the transferability is not sensitive to the scaling ratio anymore. The ratio of 0.5 is also used across this paper.

7. Conclusion

This work focuses on the transferability of AEs on segmentation. We first investigate the transferability of AEs created on classifiers that correspond to segmentation backbones. We find that all classification models suffer from overfitting of AEs and the degree of overfitting depends on the model architectures. Our further investigation on AEs on segmentation shows the AEs do not always overfit to source model. When non-overfitting is presented, the AEs can be made more transferable by applying a large number of attack iterations. Furthermore, based on our investigation and architectural traits of segmentation models, we propose a simple, yet effective method, which improves the transferability significantly. Our work is the first to show that AEs on segmentation models can be easy to transfer. Due to the feasible transfer-based black-box attacks on them, segmentation models also face potential black-box attack threats in safety-critical applications.
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