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Abstract—The cost of the power distribution infrastructures is driven by the peak power encountered in the system. Therefore, the distribution network operators consider billing consumers behind a common transformer in the function of their peak demand and leave it to the consumers to manage their collective costs. This management problem is, however, not trivial. In this paper, we consider a multi-agent residential smart grid system, where each agent has local renewable energy production and energy storage, and all agents are connected to a local transformer. The objective is to develop an optimal policy that minimizes the economic cost consisting of both the spot-market cost for each consumer and their collective peak-power cost. We propose to use a parametric Model Predictive Control (MPC)-scheme to approximate the optimal policy. The optimality of this policy is limited by its finite horizon and inaccurate forecasts of the local power production-consumption. A Deterministic Policy Gradient (DPG) method is deployed to adjust the MPC parameters and improve the policy. Our simulations show that the proposed MPC-based Reinforcement Learning (RL) method can effectively decrease the long-term economic cost for this smart grid problem.

I. INTRODUCTION

Nowadays, an increasing number of residents install and control their own small-scale energy system distributed throughout the whole grid [1]. A typical multi-agent residential smart grid system is illustrated in Fig. 1. In each “agent” as labeled in Fig. 1, the power consumption comes from the daily life usage, Electrical Vehicle (EV) charger, etc. Home-scale renewable energies, like solar Photo Voltaic (PV), are used to generate electricity. Batteries are the most widely used devices for storing excess power. The spot-market prices (hourly prices announced at least 11-12h ahead) incentivize residential prosumers to consume and/or store energy at low prices and consume less and/or use the stored energy to meet demands when prices are high [2], [3]. However, the spot market does little to reduce the peak power demand. If all the houses in a neighborhood tend to require power exchanges with the power grid simultaneously, then the local transformer must be sized accordingly, incurring high investment costs for the distribution system. With the electrification of our society, this issue is becoming more severe. The power distribution companies are thus trying to reduce the peak power consumers impose on the system via some economic incentives. An ideal economic incentive structure is to collectively invoice the consumers behind a given transformer for its monthly peak power. This best reflects the peak-power cost on the distribution infrastructures [4], [5]. In this scenario, the goal is to find an optimal smart-grid policy that minimizes the spot-market cost for each agent while decreasing the collective peak-power cost for the whole system.

Economic Model Predictive Control (EMPC) has been the natural choice to solve this kind of problem, see for instance [6], [7], [8], [9]. However, setting up an EMPC-scheme that delivers an optimal policy remains challenging because of the stochastic nature of the local power production-consumption [10], and the relatively short EMPC prediction horizon (up to 24h, i.e. the period for which the spot market prices are available [11]) compared to the peak-power billing period of one month. Therefore, the policy resulting from an ordinary EMPC-scheme is prone to be suboptimal and could be further improved.

Recently, Reinforcement Learning (RL)-based control strategies are gaining attention, as they can make good use of data to reduce the impact of uncertainties and disturbances [12], [13], without relying on a model that captures the real system accurately. However, regular RL would arguably be a poor choice for the problem considered here due to the tremendous amount of data required to learn an optimal policy from scratch. Besides, the presence of local production-consumption forecasts in the form of time-series in the decision policies creates high-dimensional information spaces that are detrimental to fast model-free learning.

RL typically relies on Deep Neural Networks (DNNs) as function approximators [14]. Nevertheless, DNN-based RL does not provide formal tools to discuss the closed-loop stability and constraints satisfaction. Moreover, selecting the initial weights of a DNN-based policy is difficult and often done randomly, which leads to a lengthy learning process. In contrast, MPC-based policies benefit from a large set of theoretical tools addressing those issues [15], and could provide fairly effective policies by using the available system models. Therefore, we propose to combine the MPC strategy with RL: using a parametrized MPC-scheme as the function approximation of the optimal policy and use RL to adjust the parameters such that the system performance is optimized. The combination of MPC and RL has been proposed and justified in [15], [16], where it is shown that an EMPC scheme can theoretically generate the optimal policy for a given system even if the EMPC model is inaccurate. Recent researches have further developed and demonstrated this approach [17], [18], [19], [20].

In this paper, the MPC-based RL method is adopted to seek an optimal smart-grid policy that minimizes the long-term economic costs, including the spot-market cost...
and the peak-power cost. We use a parametrized MPC-scheme to approximate the optimal policy suffering from varying spot-market prices and inaccurate local agent’s power production-consumption forecasts. To improve the closed-loop performance of the MPC-based policy, a Deterministic Policy Gradient (DPG) method is deployed based on the actor-critic setting. The critic is computed using a Least Squares Temporal Difference (LSTD) method; The MPC (i.e., the actor) parameters are updated using the policy gradient, bringing the MPC-based policy gradually approach to the (sub)optimal policy.

II. Problem Formulation

This section introduces the system dynamics and the objective function for this smart grid problem.

A. System

Consider a real-world residential smart grid system as shown in Fig. 1. The dynamics of the agent is modelled as

\[ \text{soc}_{k+1}^i = \text{soc}_k^i + \alpha^i_i \left( \Delta_k^i + b_k^i - s_k^i \right) \]
\[ \Delta_{k+1}^i = \beta^i_i \Delta_k^i + \delta_k^i, \]

where superscript \( i = 1, \ldots, N_a \) denotes the index of \( i \)th agent among the total \( N_a \) agents. The sampling time is \( 1h \) as the spot-market price is hourly and the subscript \( k \) is the physical time index. Scalar \( \text{soc}_k^i \in [0,1] \) is a dimensionless parameter corresponding to the relative State-of-Charge (SOC) of agent \( i \) at time \( k \). The interval \([0,1]\) represents the SOC level considered as non-damaging for the battery (typically 20%–80% range of the physical SOC). Constant \( \alpha^i \) \([\text{kWh}]^{-1} > 0 \) stands for the battery size. Input \( b_k^i \) (resp. \( s_k^i \)) \([\text{kWh}] \in [0, \bar{U}^i] \) is the energy bought (resp. sold) from (resp. to) the main grid in the time interval \([t_k, t_{k+1}] \), where \( \bar{U}^i \) is the maximum allowed buying (resp. selling) electric quantity of the \( i \)th battery. State \( \Delta_k^i \) \([\text{kWh}] \) is the difference between the local power production and consumption in the sampling interval \([t_k, t_{k+1}] \). Forecasts for \( \Delta_k^i \) are typically available. For the sake of simplicity, here we consider that \( \Delta_k^i \) is a stable random walk \([21]\) averaging at zero. Constant \( \beta^i \in [0,1] \) is the stabilizing coefficient. Normal centred random variable \( \delta_k^i \sim \mathcal{N} (\mu^i, \sigma^i) \) introduces the stochasticity, where \( \mu^i \) and \( \sigma^i \) are the mean and variance of the Normal distribution. Besides, note that here we assume the battery efficiency of 100% during the charging/discharging process.

B. Cost function

The spot-market cost is assumed to be linearly related to the difference between the energy bought from and sold to the grid [22]. Hence, each agent has the following spot-market cost

\[ L_E^i(b_k^i, s_k^i) = \phi_k^b b_k^i - \phi_k^s s_k^i, \]

where \( \phi_k^b \) and \( \phi_k^s \) are the buying and selling prices at time instance \( t_k \). The spot-market stage cost \( L_E^i(s_k^i, a_k) \) for the entire system reads as the summation of each agent cost

\[ L_E(s_k^i, a_k) = \sum_{i=1}^{N_a} L_E^i(b_k^i, s_k^i), \]

where vectors \( s_k^i = \{ \text{soc}_{k-1}^i, \ldots, \text{soc}_k^i, \Delta_{k-1}^i, \ldots, \Delta_k^i \} \) and \( a_k = \{ b_1^i, s_1^i, \ldots, b_{N_a}^i, s_{N_a}^i \} \) are the system states and inputs, respectively.

As presented in Fig. 1, local agents collectively exchange power with the main grid via a common transformer, which is subject to the collective peak power of the agents connected to it. To reduce the peak power that consumers impose on the system, the ideal approach is to invoice the agents behind the transformer collectively for the monthly peak power seen by the transformer.

To account for the peak-power cost in an EMPC setting, we first introduce the following monotonically non-decreasing sequence \( P_{\text{peak}}^k \)

\[ P_{\text{peak}}^{k+1} = \max \left( P_{\text{peak}}^k, \sum_{i=1}^{N_a} b_k^i, \sum_{i=1}^{N_a} s_k^i \right), \]

\[ P_{\text{peak}}^0 = 0. \]

Variable \( P_{\text{peak}}^k \) describes the peak power up to \( t_k \), and thus \( P_{\text{peak}}^{K+1} \) is the peak power for the entire interval \([t_0, t_K]\), where \( t_K \) is the terminal time in the episodic task (assumed one month in this work with \( t_K = 720h \)), i.e., we have

\[ \text{Peak power in } [t_0, t_K] := P_{\text{peak}}^{K+1}. \]

The peak-power cost is defined as a linear function of the peak power with a positive penalty coefficient \( \lambda \), i.e.,

\[ \text{Peak-power cost} := \lambda P_{\text{peak}}^{K+1}. \]

Therefore, the objective is to find a control policy \( \pi \) that minimizes the monthly economic cost for the multi-agent

\[ \lambda P_{\text{peak}}^{K+1}. \]

\[ \text{The state } s_k \text{ and input } a_k \text{ correspond to the state and action in the RL community.} \]
system, expressed as

$$ J(\pi) = \mathbb{E}_\pi \left[ \lambda P_{\text{peak}}^{k+1} + \sum_{k=0}^{K} L_E(s_k, a_k) \bigg| a_k = \pi(s_k) \right], $$

(8)

where the expectation $\mathbb{E}_\pi$ is taken over the distribution of the Markov chain under the policy $\pi$. To facilitate the deployment of the RL approach, we will recast the terminal peak-power cost (7) as a stage cost. To this end, we define the peak-power stage cost $L_P(s_k, a_k)$ as follows

$$ L_P(s_k, a_k) = \lambda(P_{\text{peak}}^{k+1} - P_{\text{peak}}^k). $$

(9)

Obviously, (7) equals to the sum of (9) within $[t_0, t_K]$, since

$$ \sum_{k=0}^{K} L_P(s_k, a_k) = \sum_{k=0}^{K} \lambda(P_{\text{peak}}^{k+1} - P_{\text{peak}}^k) = \lambda(P_{\text{peak}}^{t_K} - P_{\text{peak}}^{t_0}) = \lambda P_{\text{peak}}^{t_K+1}. $$

(10)

Using (4) and (9), we obtain the stage cost function $L(s_k, a_k)$ for this problem that consists of two terms (spot-market stage cost $L_E$ and peak-power stage cost $L_P$), written as

$$ L(s_k, a_k) = \frac{L_E(s_k, a_k)}{\text{Spot-market stage cost}} + \frac{L_P(s_k, a_k)}{\text{Peak-power stage cost}}. $$

(11)

Consequently, the closed-loop performance $J(\pi)$ (8) of the whole system could be equivalently expressed as the sum of the stage cost (11) over interval $[t_0, t_K]$, i.e.,

$$ J(\pi) = \mathbb{E}_\pi \left[ \sum_{k=0}^{K} L(s_k, a_k) \bigg| a_k = \pi(s_k) \right]. $$

(12)

Note that no discount factor is used here as we consider an episodic scenario over the monthly billing period.

### III. MPC as an Optimal Policy Approximator

For this smart grid problem, EMPC is a natural tool to support the optimal policy approximation. However, since the EMPC horizon (12h) is much shorter than the episode length (720h), and the local power production-consumption forecasting model is imprecise, the policy generated by the ordinary EMPC scheme would be significantly suboptimal. Therefore, it is sensible to parameterize the EMPC scheme by adding parameters in the model, cost, and constraints of the MPC scheme, and let RL adjust these parameters to minimize the closed-loop performance of the system. In this section, the parameterized MPC scheme as a function approximator of the optimal smart-grid policy $\pi^*$ is presented.

Consider the following MPC-scheme parameterized with $\theta$

$$ \min_{\tilde{\text{soc}}, \Delta, k, \hat{s}} \quad \theta_\lambda \hat{p}_{\text{peak}} + \sum_{i=1}^{N} \left( T(\tilde{\text{soc}}_N^i, \theta_{\text{d}}^i, \theta_{\text{p}}^i) + \sum_{j=0}^{N-1} \left( L_E(\hat{b}_j, \hat{s}_j^i) + \psi(\text{soc}_j^i, \theta_{\psi}^i, \theta_{\psi}^i) \right) \right) \quad \text{s.t.} \quad \forall i = 1, \ldots, N_a, \quad \forall j = 0, \ldots, N - 1 $$

$$ \text{soc}_{j+1} = \text{soc}_j^i + \theta_a(\Delta_j + \hat{b}_j - \hat{s}_j), $$

(13b)

$$ \Delta_{j+1} = \theta_a \Delta_j + \theta_b, $$

(13c)

$$ 0 \leq \text{soc}_j^i \leq 1, \quad 0 \leq \text{soc}_N^i \leq 1, $$

(13d)

$$ 0 \leq \hat{b}_j \leq \bar{U}_j, \quad 0 \leq \hat{s}_j \leq \bar{U}_j, $$

(13e)

$$ \hat{p}_{\text{peak}} = \max \left( \hat{p}_{\text{peak}}, \sum_{i=1}^{N} \hat{b}_j, \sum_{i=1}^{N} \hat{s}_j \right) $$

(13f)

$$ \text{soc}_0 = \text{soc}_0^i, \quad \Delta_0 = \Delta_0^i, \quad \hat{p}_0 = \hat{p}_{\text{peak}}^i, $$

(13g)

where $N$ is the prediction horizon. Arguments $\tilde{\text{soc}} = \{ \text{soc}_{0}^1, \ldots, \text{soc}_{N}^N \}, \Delta = \{ \Delta_0^1, \ldots, \Delta_{N-1}^N \}, \hat{b} = \{ \hat{b}_0^1, \ldots, \hat{b}_{N-1}^N \}$, and $\hat{s} = \{ \hat{s}_0^1, \ldots, \hat{s}_{N-1}^N \}$ are the primal decision variables. Formula (13a) is the MPC cost, including the spot-market stage cost $L_{E}(...)$, and the peak-power cost $\theta_\lambda \hat{p}_{\text{peak}}$. The additional stage cost $\psi(\cdot)$ and terminal cost $T(\cdot)$ are introduced to serve cost modifiers, as detailed in [16]. Note that functions $\psi(\cdot), T(\cdot)$ and the peak-power cost function are all parametrized by $\theta$. Equations (13b), (13e) describe the parameterized system dynamics. Equations (13d), (13e) introduce the states/inputs restrictions. The peak power condition and the MPC initialization are handled in (13f) and (13g), respectively.

The parameters $\theta$ are gathered as

$$ \theta := \{ \theta_a^i, \theta_b^i, \theta_{\psi}^i, \theta_{\text{d}}^i, \theta_{\text{p}}^i, \theta_{\lambda}^i \}, \quad i = 1, \ldots, N_a $$

(14)

in which $\theta_a^i$ is designed to compensate for the model uncertainties, parameters $\theta_b^i$ and $\theta_{\psi}^i$ coarsely model the stochasticities of the power production-consumption forecasts. $\theta_{\text{d}}^i$ (with $\theta_{\psi}^i$) shapes the terminal cost function of the EMPC scheme. The value of the terminal cost is important here as the peak-power cost (7) pertains to the entire billing period, which is much longer than the short EMPC horizon. The ideal adjustment of $\theta_{\lambda}^i$ in the terminal cost is difficult to perform manually and is hence left to RL. Parameter $\theta_{\text{d}}^i$ (with $\theta_{\psi}^i$) can modify the stage cost along the lines of [16], and $\theta_{\lambda}^i$ allows RL to assign some preferred SOC levels in the EMPC scheme in view of minimizing its long-term performance. Parameter $\theta_{\lambda}$ weighs the peak-power cost against the spot-market cost. A larger $\theta_{\lambda}$ implies a greater focus on the peak-power cost in the total cost. All these parameters are adjusted via RL in the direction that minimizes the long-term economic cost (12). It is worth mentioning that this choice of parameterization is arbitrary and different options are possible. Theoretically, under some assumptions, if the parametrization is rich enough, the MPC scheme is capable of capturing the optimal policy $\pi^*$ in the presence of uncertainties and disturbances [16].

The parameterized policy for agent $i$ at time $k$ is obtained based on applying the first input of the input sequence
delivered by the MPC (13), i.e.,
\[
π_θ^*(s_k) = \left[ \hat{b}_{0}^*(s_k, θ), \hat{s}_{0}^*(s_k, θ) \right]^T,
\]
where \( \hat{b}_{0}^* \) and \( \hat{s}_{0}^* \) are the first elements of \( \hat{b}^* \) and \( \hat{s}^* \), which are the solutions of the MPC scheme (13) associated to the decision variables \( \hat{b} \) and \( \hat{s} \). Then, the global parametric smart-grid policy could be written as
\[
π_θ(s_k) = \left[ \pi_θ^1, \ldots, \pi_θ^N \right]^T.
\]
Besides, note that the input (action) \( a_k \) in RL is selected according to the parametric policy \( π_θ \) in (16) with some small random exploration.

IV. DETERMINISTIC POLICY GRADIENT METHOD

This section details how the DPG method adjusts the parameters (14) in the MPC scheme (13). DPG method [23], [24], as a direct RL approach, optimizes the policy parameters \( θ \) directly via gradient descent steps on the performance function \( J \) (12). The update rule is as follows
\[
θ ← θ − η∇θJ(π_θ),
\]
where \( η > 0 \) is the step size, and the gradient of \( J \) with respect to parameters \( θ \) is obtained as [25]
\[
∇θJ(π_θ) = E[∇θπ_θ(s)∇_aQ_π_θ(s, a)|a=π_θ],
\]
where \( Q_π_θ \) is the action-value function associated to the policy \( π_θ \). The calculations of \( ∇θπ_θ(s) \) and \( ∇_aQ_π_θ(s, a) \) in (18) are discussed in the following.

1) \( ∇θπ_θ(s) \): The primal-dual Karush Kuhn Tucker (KKT) conditions underlying the MPC scheme (13) is written as
\[
R = \left[ \begin{array}{ccc}
∇ζL_θ & G_θ & H_θ \\
\end{array} \right] \text{diag}(μ)^T,
\]
where \( ζ = \{ soc, Δ, b, s \} \) is the dual decision variable of the MPC (13). Operator “\( \text{diag} \)” assigns the vector elements onto the diagonal elements of a square matrix. \( L_θ \) is the Lagrange function associated to (13), written as
\[
L_θ(y) = Ω_θ + λ^T G_θ + μ^T H_θ,
\]
where \( Ω_θ \) is the MPC cost (13a), \( G_θ \) gathers the equality constraints and \( H_θ \) collects the inequality constraints of the MPC (13). Vectors \( λ, μ \) are the associated dual variables. Argument \( y \) reads as \( y = \{ ζ, λ, μ \} \) and \( y^* \) refers to the solution of the MPC (13). Consequently, the policy sensitivity \( ∇θπ_θ \) required in (18) can be obtained as follows [16]
\[
∇θπ_θ(s) = -∇θR(y^*, s, θ) ∇yR(y^*, s, θ)^{-1} \frac{∂y}{∂u_0},
\]
where \( u_0 \) is the first element of the input sequence.

2) \( \nabla_aQ_π_θ(s, a) \): Under some conditions [25], the action-value function \( Q_π_θ \) can be replaced by an approximator \( Q_w \), i.e., \( Q_w ≈ Q_π_θ \), without affecting the policy gradient. Such an approximation is labelled compatible and can, e.g., take the form
\[
Q_w(s, a) = (a − π_θ(s))^T \nablaθπ_θ(s)^T w + V_v(s),
\]
where \( w \) is a set of parameters supporting the approximation \( Q_w \) of the action-value function \( Q_π_θ \) and \( V_v ≈ V_π_θ \) is the parameterized baseline function approximating the value function. It can take a linear form
\[
V_v(s) = Φ(s)^T v,
\]
where \( Φ(s) \) is the state feature vector and \( v \) is the corresponding parameters vector. Using (22), we obtain
\[
∇_aQ_π_θ(s, a) ≈ ∇_aQ_w(s, a) = ∇θπ_θ(s)^T w.
\]

The parameters \( w \) and \( v \) of the action-value function approximation (22) ought to be computed as the solution of the Least Squares (LS) problem
\[
\min_{w, v} E \left[ (Q_π_θ(s, a) − Q_w(s, a))^2 \right],
\]
which, in this work, is tackled via the Least Squares Temporal Difference (LSTD) method (see [26]). Finally, equation (17) can be rewritten as a compatible DPG
\[
θ ← θ − η E\left[ ∇θπ_θ(s_k) ∇θπ_θ(s_k)^T w \right].
\]

V. SIMULATION

This section provides the simulation results of the proposed MPC-based DPG method for a three-agent residential smart grid system. We consider different battery sizes \( α^{1,2,3} \) and stochastic local production-consumption \( Δ^{1,2,3} \) and apply the proposed MPC-based DPG approach to optimize the EMPC policy. The additional stage cost function \( ψ(⋅) \) and terminal cost function \( T(⋅) \) in (13) are designed as
\[
ψ(soc_j^t, θ_j^t, θ_j^f) = θ_j^f(soc_j^t − soc_j^f)^2
\]
\[
T(soc_N^f, θ_j^t, θ_j^f) = θ_j^t(soc_N^t − soc_N^f)^2,
\]
which are quadratic functions of SOC with a adjustable parameter \( θ_j^t \) as their setpoint and positive coefficient variables \( θ_j^t \) and \( θ_j^f \). One can use more generic function approximators in (27), however, it is shown [27] that the quadratic parameterizations of \( ψ(⋅) \) and \( T(⋅) \) for this smart-grid problem are rich enough to capture the optimal policy. The spot-market buying prices \( φ_b \) are collected from the website provided by the Nord Pool European Power Exchange [11], and the selling prices \( φ_s \) are assumed as half of the buying prices, i.e., \( φ_s = 0.5φ_b \) at every time step. The initial value of the parameter \( θ \) is set as \( θ_0 = \{0.01, 0.012, 0.014\}^T, \{0, 0.9, 0.2, 0.2, 0.5, 1\} \), where the bold numbers represent constant vectors with suitable dimensions. Other parameters values used in the simulation are listed in Table I.

Figure 2 shows the parameters variations of agent 1. Note that the variations of the parameters are different for the three agents, but for brevity, only the results of agent 1 are presented.
### TABLE I
PARAMETERS VALUES.

| symbol     | value             |
|------------|-------------------|
| $N_0$      | 1h                |
| $\alpha^{1,2,3}$ | 3               |
| $N$        | 0.01, 0.012, 0.014 |
| $\beta^i$ | 12                |
| $\delta^i$ | 0.9              |
| $\theta^i_j$ | $\mathcal{N}(0, 0.5)$ |
| $K$        | 15                |
| $\text{soc}^i_j, \Delta^i_j$ | 720              |
| $\lambda$ | 100               |
| $\theta_0$ | $\{[0.01, 0.012, 0.014]^T, 0.9, 20, 0.5, 1\}$ |

Fig. 2. The variations of parameters $\{\theta^1, \theta^2, \theta^3, \theta^i, \theta^i_j, \theta^i_j\}$ for agent 1 over learning steps.

Fig. 3. The variation of parameter $\theta_\lambda$ over learning steps.

Fig. 4. The variation of the peak power over learning steps.

Fig. 5. The variation of the normed policy gradient $\|\nabla_\theta J(\pi_\theta)\|_2$ over learning steps.

Fig. 6. The variation of the closed-loop performance $J(\pi_\theta)$ over learning steps.
representatively, $\theta^0, \theta^1, \theta^2$ are initialized consistently with the real system parameters; $\theta^3, \theta^4, \theta^5$ are set to start with 20, taking into account of the proper weights of the parameterized cost functions; the initial value of $\theta^6$ is selected as 0.5 based on the assumption that batteries maintaining their SOC around half is preferable; nonetheless, the actual value should be determined by RL. It can be seen that all the parameters converge as learning progresses.

Figure 3 provides the variation of the parameter $\theta^6$ with respect to learning steps, which is the most important one among the 19 parameters in the simulation. It can be seen that the value of $\theta^6$ increases from 1 and converges to around 22.5, which signifies that in the MPC cost (13a), the concern on the peak-power cost is gradually increasing. As a result, the peak power should be reduced so as to minimize the peak-power cost. Besides, it is worth mentioning that the convergence value of $\theta^6$ is 22.5 instead of 100 (the real value of the penalty factor $\lambda$ in (7)). This is because, as we mentioned before, the actual RL peak-power cost is calculated for a period of one month, while MPC considers a much shorter interval of 12h, so it is reasonable that the two values are not the same.

The peak power encountered in the system over learning steps is presented in Fig. 4. As expected, it shows that the peak power continuously decreases with learning (from $12kWh$ down to $11kWh$), which corroborates the conclusions drawn in Fig. 3. The variation of the normed policy gradient $|\nabla_\theta J(\pi_\theta)|2$ and the closed-loop performance $J(\pi_\theta)$ are given in Fig. 5 and Fig. 6, respectively. It demonstrates that the policy gradient (18) is decreasing to zero with the learning proceeds. Correspondingly, the closed-loop performance (12) decreases gradually and eventually reaches a (sub)optimum value, which indicates that we find the desired (sub)optimal policy that minimizes the long-term economic cost for this smart-grid problem.

VI. CONCLUSION

In this paper, an MPC-based RL method is proposed to search for (sub)optimal smart-grid policies for multi-agent residential systems. Solving this problem is challenging due to the variability of power prices, the stochasticity of the agent’s power production-consumption, and the “long-term” nature of the problem. We show that our proposed approach could minimize the long-term economic costs that contain both the spot-market cost and the peak-power cost. Future works include the consideration of more sophisticated power management scenarios, where a distributed-MPC-based RL strategy would be a heuristic solution.
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