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Abstract

We obtain uniform in time $L^\infty$-bounds for the solutions to a class of thermo-diffusive systems. The nonlinearity is assumed to be at most sub-exponentially growing at infinity and have a linear behavior near zero.

1 Introduction

The thermo-diffusive system

We investigate the global boundedness of the positive solutions to the initial value problem for reaction-diffusion systems of the form

$$\begin{align*}
\partial_t u &= \nu \Delta u - u g(v), \\
\partial_t v &= \kappa \Delta v + u g(v),
\end{align*}$$

(1.1)

posed in the whole space $x \in \mathbb{R}^n$, with the nonlinear term $g(v)$ having possibly super-linear growth. It has been known since Fujita’s work [14] that solutions to the nonlinear heat equation

$$\partial_t v = \Delta v + v^p$$

may blow up in finite time. On the other hand, in the special case $\kappa = \nu$ of the system (1.1), the function $z(t, x) = u(t, x) + v(t, x)$ solves the linear heat equation

$$\partial_t z = \kappa \Delta z,$$

so that both $u(t, x)$ and $v(t, x)$ are globally bounded in time. In this work, we address the question of how the interplay between the two equations in (1.1) may lead to uniform boundedness of the solutions.

In (1.1), we think of $u(t, x)$ as fuel concentration that is consumed in the chemical reaction, and of $v(t, x)$ as the concentration of the products of the reaction, or as the reactant temperature. The systems we discuss in this paper appear naturally, for example, in the exothermic combustion modeling and ecology [9, 25, 26, 27]. In accordance with this interpretation, we will assume that the reaction rate $g(v)$ is positive:

$$g(v) \geq 0, \quad \text{for all } v \geq 0.$$  

(1.2)

This assumption, together with the comparison principle, ensures that

$$u(t, x) > 0 \text{ and } v(t, x) > 0 \text{ for all } x \in \mathbb{R}^n \text{ and } t > 0,$$

(1.3)

as long as the initial conditions satisfy

$$u_0(x) := u(0, x) \geq 0 \text{ and } v_0(x) := v(0, x) \geq 0 \text{ for all } x \in \mathbb{R}^n,$$

(1.4)
and neither \( u_0(x) \equiv 0 \) nor \( v_0(x) \equiv 0 \). We will always assume that (1.2) and (1.4) hold and will only consider non-negative solutions to (1.1).

In addition, the initial conditions \( u_0(x) \) and \( v_0(x) \) are assumed to be uniformly bounded: there exists \( K > 0 \) so that at \( t = 0 \) we have
\[
0 \leq u_0(x) \leq K, \quad 0 \leq v_0(x) \leq K, \quad \text{for all } x \in \mathbb{R}^n. \tag{1.5}
\]
The last assumption on the initial conditions is that there is a uniformly positive lower bound on the sum \( u_0(x) + v_0(x) \):
\[
0 < K^{-1} \leq u_0(x) + v_0(x) \leq K, \quad \text{for all } x \in \mathbb{R}^n. \tag{1.6}
\]
For example, assumption (1.6) is satisfied if the fuel is present everywhere initially: \( u_0(x) \geq K \) for all \( x \in \mathbb{R}^n \). It also holds if the initial conditions are front-like, in the sense that
\[
u_0(x) + v_0(x) = K, \tag{1.7}\]
where \( K > 0 \) is a non-negative constant, and there exists a direction \( e \in \mathbb{S}^{n-1} \) so that \( u_0(y+re) \to 0 \) as \( r \to +\infty \) and \( v_0(y+re) \to 0 \) as \( r \to -\infty \), for each \( y \in \mathbb{R}^n \) fixed.

We will make two extra assumptions on the nonlinearity \( g(v) \), in addition to (1.2): \( g(0) = 0 \) and there exist \( c_1 > 0, c_2 > 0, \rho \in (0,1) \) and \( Z > 0 \) so that
\[
c_1 v \leq g(v) \leq c_2 \exp(Zv^\rho) \quad \text{for all } v \geq 0. \tag{1.8}\]
To avoid minor extra technicalities, we also suppose that the function \( g(v) \) is smooth. It follows that there exists a constant \( c_3 > 0 \) so that
\[
c_1 v \leq g(v) \leq c_3 v, \quad \text{for all } 0 \leq v \leq 1. \tag{1.9}\]

The positivity of \( g(v) \) guarantees a uniform upper bound for \( u(t,x) \). More, precisely, the maximum principle for the standard heat equation implies that
\[
0 \leq u(t,x) \leq K, \quad \text{for all } t \geq 0 \text{ and } x \in \mathbb{R}^n, \tag{1.10}\]
as long as (1.5) holds at \( t = 0 \).

Let us comment that one can consider systems with more general nonlinearities of the form
\[
\begin{align*}
\partial_t u &= \nu \Delta u - f_1(u,v), \\
\partial_t v &= \kappa \Delta v + f_2(u,v),
\end{align*} \tag{1.11}
\]
with appropriate assumptions on the nonlinearities \( f_{1,2}(u,v) \) but in this paper we prefer to keep the setting as simple as possible.

**Global bounds on the solutions: bounded domains**

Let us first recall some of the existing results on global existence and bounds for the solutions to the thermo-diffusive systems and closely related models in bounded domains. The literature is truly vast, as they arise in a wide range of applied sciences, from chemistry to atmospheric sciences.

The question of global existence and uniform bound for such models was originally posed by R. Martin in the 1970’s. An important step was the work of Hollis, Martin and Pierre [19] on
a system of the form (1.11) with at most polynomially growing nonlinearities, typically with the assumptions that (i) the reactions are balanced, in the sense that
\[ -M \leq f_1(u,v) + f_2(u,v) \leq M, \tag{1.12} \]
and that (ii) an *a priori* estimate, such as (1.10), holds for one of the unknowns, say, for \( u(t,x) \). To give a glimpse of the needed ingredients, let us briefly review a simplified proof of the main results of [19] in the special case \( M = 0 \) in (1.12), and with the Dirichlet boundary conditions on \( \partial \Omega \):
\[ u(t,x) = v(t,x) = 0 \quad \text{on} \quad \partial \Omega. \tag{1.13} \]

The key observation is that an auxiliary unknown
\[ W(t,x) = \int_0^t (u(s,x) + \frac{\nu}{\kappa}v(s,x)) \, ds, \]
satisfies a forced heat equation
\[ \partial_t W - \nu \Delta W = \frac{\nu}{\kappa}(u_0(x) + v_0(x)) + (1 - \frac{\nu}{\kappa})u(t,x), \tag{1.14} \]
with the Dirichlet boundary condition \( W(t,x) = 0 \) on \( \partial \Omega \). As the right side of (1.14) is bounded by assumption (ii) above, and the domain \( \Omega \) is bounded, the function \( W(t,x) \) is uniformly bounded, by a comparison to a multiple of the time-independent solution to
\[ -\nu \Delta \bar{W} = 1, \tag{1.15} \]
with \( \bar{W} = 0 \) on \( \partial \Omega \). The standard parabolic regularity results in bounded domains [23] imply then that \( \|v(t,\cdot)\|_{L^p(\Omega)} \) is uniformly bounded for all \( p \in (1, +\infty) \). Because \( f_2(u,v) \) has at most polynomial growth in \( v \), while \( u \) is bounded by assumption (ii), we deduce that \( \|f_2(u(t,\cdot),v(t,\cdot))\|_{L^p(\Omega)} \) is also uniformly bounded for all \( p \in (1, +\infty) \). Another application of parabolic regularity gives the uniform boundedness of \( v \), finishing the proof.

In [19], the bounds are derived from a more sophisticated duality method that has had applications to more general systems than (1.11). Surprisingly, the assumption (1.12) cannot be much relaxed, as Pierre and Schmitt [31] constructed examples of \( f_1 \) and \( f_2 \) where the left side bound in (1.11) does not hold, and where solutions blow up in a finite time.

When \( f_1 \) and/or \( f_2 \) grow faster than any polynomial, less is known. Global existence of weak solutions for systems of the form (1.11) is proved in Pierre [30] under the additional conditions that one of the \( f_i \)’s grows linearly, while no assumption is made on the other. Whether the solutions are classical is not known. The question is also still open for an arbitrary \( g(v) \) in the case of our original system (1.1). We refer to [29] for an extensive literature review, especially for numerous results on bounded domains, with either Dirichlet or Neumann boundary conditions.

Another line of investigation concern systems modeling reversible reactions. With no intention of being general, let us provide an example of such systems. For a chemical process involving four reactants \( A_i, 1 \leq i \leq 4 \) with mass fractions \( Y_i \), the progress of the reaction
\[ A_1 + A_2 \rightleftharpoons A_3 + A_4 \]
can be described by the system
\[ \partial_t Y_i - d_i \Delta Y_i = \varepsilon_i (Y_1 Y_2 - Y_3 Y_4), \tag{1.16} \]
with \( \varepsilon_i > 0 \) if \( i = 1,2 \) and \( < 0 \) if \( i = 3,4 \). Interestingly, such models may be derived from reactive Boltzmann equations, as shown by Bisi and Desvillettes [4], which gives a natural way to introduce an entropy. This has opened fruitful research directions, such as global existence questions in Desvillettes et al. [11], trend to equilibrium in Desvillettes, Fellner and Tang [10], and systems coupling inside to surface dynamics in Fellner, Latos and Tang [13].
The case of the whole space

The global existence proof for solutions to (1.1) with polynomially growing nonlinearities could be reproduced essentially verbatim in the whole space. However, the lack of a spectral gap estimate on the Laplacian makes the uniform bounds on the whole space a much more challenging problem. In addition, there is, potentially, an infinite supply of fuel, unlike in a bounded domain. This, in principle, could lead to an unbounded growth of the temperature. On the other hand, there is an elegant elementary observation from the paper [24] by Martin and Pierre that contains many beautiful insights into reaction-diffusion systems.

**Proposition 1.1** Consider the system (1.1) posed in the whole space $\mathbb{R}^n$ under the assumptions (1.2) and (1.5). If $\nu \geq \kappa$ then the solution to (1.1) exists for all $t \geq 0$ and there exists a constant $C_0$ such that

$$0 \leq u(t,x) \leq C_0 \text{ and } 0 \leq v(t,x) \leq C_0 \text{ for all } t > 0 \text{ and } x \in \mathbb{R}^n.$$  \hspace{1cm} (1.17)

The proof is very short and uses two simple but crucial ideas: first, $u(t,x)$ is bounded from above and remains non-negative by the comparison principle. Second, if $\nu \geq \kappa$ then the heat kernels have the comparison

$$\nu^{n/2}G_\nu(t,x) \geq \kappa^{n/2}G_\kappa(t,x), \text{ for all } t > 0 \text{ and } x \in \mathbb{R}^n.$$  \hspace{1cm} (1.18)

These two facts together with the Duhamel formula imply the result more or less immediately. We recall the details in Section 4. Here, we used the notation

$$G_\kappa(t,x) = \frac{1}{(4\kappa \pi t)^{n/2}} e^{-|x|^2/(4\kappa t)},$$  \hspace{1cm} (1.19)

for the standard heat kernel. We will use the convention that $G_\kappa(t,x) = 0$ for $t \leq 0$.

Thus, the problem of uniform bounds for the solutions to (1.1) is trivial in the case $\nu \geq \kappa$ which seemingly can allow the concentration to arrive very fast into the places where the temperature is high, promoting its growth. It is, strangely, quite difficult in the physically supposedly simpler situation when $\nu \leq \kappa$. We will solely focus on that situation in the rest of this paper.

A localized Lyapunov functional was adopted by Collet and Xin in [8] to obtain the global existence of solutions to (1.1) in $\mathbb{R}^n$ with bounded non-negative initial conditions for polynomial nonlinearities of the form $g(v) = v^m$. They established an $L^\infty$-bound of the form

$$\|v(t,\cdot)\|_{L^\infty} \leq C \log \log t, \text{ as } t \to +\infty.$$  \hspace{1cm} (1.20)

The authors of [8] considered nonlinearities of the form $uw^m$, but their argument extends to $u^m e^v$ with appropriate modifications. The Lyapunov functional method was used to prove a global bound in a more elaborate system with more variables with a polynomial nonlinearity as well in [20].

Existence of the global in time solution for the exponential nonlinearities $g(v) = \exp v$ in the same setting was proved in [18] by Herrero, Lacey and Velasquez. They do not state explicitly any bound on the growth of the solution, but, to the best of our understanding, the proof in [18] produces an estimate of the type

$$\|v(t,\cdot)\|_{L^\infty} \leq C \log t, \text{ as } t \to +\infty.$$  \hspace{1cm} (1.21)

Chen and Qi considered in [7] the Fisher-KPP thermo-diffusive system, with $g(v) = v$ and in one dimension:

$$\partial_t u = \nu \partial_x^2 u - uv,$$
$$\partial_t v = \kappa \partial_x^2 v + uv,$$  \hspace{1cm} (1.22)
with the initial condition \( u_0(x) \equiv 1 \). They were able to show not only that the solution is uniformly bounded in time but also that the front has a finite width and is located at the position

\[
m(t) = 2c_s t - \frac{3}{2\lambda_s} \log t + x_0, \quad \text{as } x \to +\infty,
\]

with \( c_s = 2\sqrt{\kappa} \), \( \lambda_s = 1/\sqrt{\kappa} \). This is exactly the Bramson asymptotics for the location of the front of the solution to the single Fisher-KPP equation

\[
v_t = \kappa v_{xx} + v - v^2,
\]

with a compactly supported initial condition \( v_0(x) \), originally proved in [5, 6]. Bramson’s results were recently extensively revisited both in the PDE and probabilistic literature – we refer to [15] for the finest asymptotics and further references. While the proof in [7] relied heavily on the probabilistic results by Bramson for the single equation, the above recent results would allow to adapt their proof to purely analytic arguments. One key observation of [7] will be used extensively in the present paper.

We should also mention that related bounds for thermo-diffusive systems and traveling waves in cylinders in systems with advection, with extra dissipative mechanisms, have been considered, for instance, in [2, 3, 12, 16, 17]. However, the extra dissipation played a key role in most arguments in these references.

**The main result**

The main result of the paper is the following uniform bound for the solutions to the thermo-diffusive system.

**Theorem 1.2** Let \( u(t, x), v(t, x) \) be a solution to (1.1) with the initial conditions \( u(0, x) = u_0(x) \) and \( v(0, x) = v_0(x) \) that satisfy (1.5) and (1.6), with some \( K > 0 \). Suppose that \( g(v) \) satisfies the assumption (1.8) and is smooth. Then, \( u(t, x) \) and \( v(t, x) \) are globally bounded in time: there exists \( C > 0 \) that depends on the constants in the above assumptions, so that

\[
0 \leq u(t, x) \leq C, \quad 0 \leq v(t, x) \leq C,
\]

for all \( t > 0 \) and \( x \in \mathbb{R}^n \).

**Outline of the proof and organization of the paper**

Let us now briefly explain the main ingredients in the proof of Theorem 1.2. It is not difficult to see that, given the uniform bound (1.10) on the fuel concentration, the first essential issue is the following. Let \( f(t, x) \) and \( h(t, x) \) be the solutions to the standard heat equations

\[
\partial_t f = \nu \Delta f + Z(t, x),
\]

and

\[
\partial_t h = \kappa \Delta h + Z(t, x),
\]

with the initial conditions \( g(0, x) = h(0, x) = 0 \). Note that (1.26) and (1.27) have two different diffusivities \( \kappa \neq \nu \) but the forcing term \( Z(t, x) \) in the two equations is the same. Suppose that we know that \( Z(t, x) \geq 0 \) for all \( t \geq 0 \) and \( x \in \mathbb{R}^n \) and that \( f(t, x) \) satisfies a uniform bound

\[
0 \leq f(t, x) \leq K, \quad \text{for all } t \geq 0 \text{ and } x \in \mathbb{R}^n.
\]
The question is what kind of bound on the function $h(t, x)$ one can infer from (1.28). The main observation of [18] is that one can not deduce a uniform bound on $h(t, x)$ but it does obey a parabolic BMO bound: see Proposition 2.1 in Section 2. The basic reason for this estimate is that $h$ is related to $f$ by a singular integral type operator that maps $L^\infty$ to a BMO space. The proof of Proposition 2.1 below, which is the first crucial step in the proof of Theorem 1.2, is different from that in [18] and seems to us to be easier to follow. This parabolic BMO bound does not use essentially any information on the forcing $Z(t, x)$ except for (1.28).

The next step is to use the parabolic BMO bound on the solution, together with the John-Nirenberg inequality, the upper bound on $g(v)$ in (1.8) and standard parabolic regularity estimates, to obtain an estimate that controls the pointwise values of the fuel temperature $v(t, x)$ in a parabolic cylinder by its averages over a slightly larger parabolic cylinder. The precise statement is found in Corollary 3.6 in Section 3. This step only requires an upper exponential bound on the reaction rate $g(v)$. Thus, the proof of Theorem 1.2 is reduced to bounding the space time averages

$$
(v)_Q = \frac{1}{|Q|} \int_Q v(t, x) dx dt,
$$

where $Q$ is a parabolic cylinder (see Section 2 for the precise definitions).

In order to bound the averages $(v)_Q$, we first obtain some properties of the solutions to (1.1) that are consequences of the hair trigger effect for the thermo-diffusive system (1.1), described in Section 4. The term is borrowed from the seminal paper of Aronson and Weinberger [1]. It accounts for the fact that the rest state $v \equiv 0$ in the Fisher-KPP equation is unstable with respect to any nontrivial small perturbation. An ingenious observation of [7], paralleling that in Proposition 1.1 above, is that the fuel temperature $v(t, x)$ is a super-solution to a differential inequality of the form

$$
v_t \geq \kappa \Delta v + (d_0 - d_1 v)g(v),
$$

with some constants $d_0 > 0$ and $d_1 > 0$ that depend on the initial conditions $u_0$ and $v_0$. It is here that one uses the lower bound (1.6) on the sum $u_0 + v_0$. In [7], that considered the special case $g(v) = v$ in one spatial dimension, this inequality, together with Bramson’s estimates on the front location for the single Fisher-KPP equation in one dimension, essentially finished the proof because it gives tight bounds on the region where anything non-trivial can happen. In the general case $g(v) \neq v$, the situation is very different but (1.30) is still crucial. The reason is that (1.30) implies that, as soon as the local average $(v)_Q$ is not too small, the solution spreads at a speed that may be very small but positive. This is the hair trigger effect and the lower bound in assumption (1.8) for $v > 0$ but small is critical here. This effect gives us three estimates: first, a forward in time lower bound on $v(t, x)$ described in Proposition 4.2, second, a forward in time upper bound on $u(t, x)$ in Corollary 4.3 and, third, an absolutely crucial backward in time upper bound on $v(t, x)$ in a linearly growing region, presented in Corollary 4.4.

The last step is to obtain an upper bound on the spatial averages $(v)_Q$ of the fuel temperature. This is done in Section 5. First, we deduce in Section 5.1 from some algebraic manipulations that an upper bound on the spatial averages $(v)_Q$ of the fuel temperature is equivalent to a uniform in time Hölder bound on the solution $J(t, x)$ to the forced heat equation

$$
J_t - \kappa \Delta J = \bar{u}(t, x) - u(t, x),
$$

Here, $\bar{u}(t, x)$ is the solution to the heat equation

$$
\bar{u}_t = \nu \Delta \bar{u}, \quad \bar{u}(0, x) = u_0(x).
$$
The proof of the Hölder bound on $J(t, x)$ relies on the consequences of the hair trigger effect proved in Section 4. They allow us to control the time intervals on which $u(s, y)$, may behave non-trivially, for $(s, y)$ in a parabolic cylinder centered at $(t, x)$. Roughly, $u(s, y)$ obeys a nice Hölder bound at what we call “the early times”, before reaction really starts, because $v(s, y)$ has to be small by the backward-in-time bound in Corollary 4.4. On the intermediate time scales, when reaction actually happens, we can say nothing about $u(s, y)$ apart from the fact that it is bounded. However, the intermediate times can not be too long by the forward-in-time lower bound in Proposition 4.2. Finally, at the late times, after the reaction has passed, the fuel concentration $u(s, y)$ has to be small by the forward-in-time upper bound in Corollary 4.3. All together this leads to a Hölder bound on $J(t, x)$. This is explained in detail in Section 5.3.

Notation. We use the notation $C$ for constants that may change from line to line but do not depend on the time $t > 0$.
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2 A parabolic BMO bound on the solution

As in [18], the first step in the proof of Theorem 1.2 is a global in time parabolic BMO bound on the solution. Before we state the result, let us set some notation and recall the definition of the parabolic BMO semi-norm. A parabolic cylinder of size $R > 0$ centered at a point $(t, x) \in \mathbb{R} \times \mathbb{R}^n$ is a set of the form

$$Q = Q_R(t, x) = \{(s, y) : |x - y| < R, |t - s| < R^2\} \subset \mathbb{R} \times \mathbb{R}^n. \quad (2.1)$$

Later, we will use parabolic cylinders containing past times only. We will denote such cylinders by

$$Q^- = Q^-_R(t, x) = \{(s, y) : |x - y| < R, t - R^2 < s < t\} \subset \mathbb{R} \times \mathbb{R}^n. \quad (2.2)$$

For $f \in L^1_{loc}(\mathbb{R} \times \mathbb{R}^n)$, we denote the average of $f$ over a measurable set $Q$ by

$$(f)_Q = \frac{1}{|Q|} \int_Q f(x, t)dxdt.$$

Here, $|Q|$ is the $(n + 1)$-dimensional Lebesgue measure of $Q$. The parabolic BMO semi-norm is defined by

$$\|f\|_{p-BMO} = \sup \left\{ \frac{1}{|Q|} \int_Q |f - (f)_Q|dxdt \right\},$$

with the supremum is taken over all parabolic cylinders $Q \subset \mathbb{R}^n \times \mathbb{R}_+$. Here is the main result of this section.

Proposition 2.1 Let $u(t, x), v(t, x)$ be the solution to the system (1.1) with the initial conditions $u(0, x) = u_0(x)$ and $v(0, x) = v_0(x)$ that satisfy (1.5). Assume, in addition, that $g(v) \geq 0$
for all \( v \geq 0 \). There exists a constant \( C_1 \) that depends on the constant \( K \) in (1.5), and also on the dimension \( n \) and the diffusivities \( \kappa > 0 \) and \( \nu > 0 \) but not on the function \( g(v) \) such that

\[
\|v\|_{p\text{-BMO}(\mathbb{R}_+ \times \mathbb{R}^n)} \leq C_1. \tag{2.3}
\]

Let us emphasize that the proof of Proposition 2.1 uses neither the upper sub-exponential bound nor the lower bound in (1.8) on the reaction rates. Its conclusion holds as long as the solution to (1.1) exists and the production rate \( g(v) \) is non-negative for \( v \geq 0 \).

### 2.1 The proof of Proposition 2.1

The idea behind the proof of Proposition 2.1 is very simple. We may use the Duhamel formula to represent the solution to (1.1) as

\[
u(t,x) = e^{t\nu\Delta}u_0(x) - F(t,x), \quad v(t,x) = e^{t\kappa\Delta}v_0(x) + H(t,x). \tag{2.4}
\]

Here, the functions \( F \) and \( H \) are the solutions to the heat equations

\[
\begin{align*}
\partial_t F &= \nu\Delta F + ug(v), \quad t > 0, \\
F(0, x) &\equiv 0, \tag{2.5}
\end{align*}
\]

and

\[
\begin{align*}
\partial_t H &= \kappa\Delta H + ug(v), \quad t > 0, \\
H(0, x) &\equiv 0. \tag{2.6}
\end{align*}
\]

The maximum principle for the standard heat equation together with (1.5) implies that

\[
0 \leq \bar{u}(t, x) := e^{t\nu\Delta}u_0(x) \leq K, \quad 0 \leq \bar{v}(t, x) := e^{t\kappa\Delta}v_0(x) \leq K, \quad \text{for all } t > 0 \text{ and } x \in \mathbb{R}^n. \tag{2.7}
\]

Hence, a parabolic BMO bound on \( v(t, x) \) would follow from such bound on \( H(t, x) \).

Moreover the comparison principle for the heat equation implies that \( 0 \leq u(t, x) \leq \bar{u}(t, x) \), and thus

\[
0 \leq F(t, x) \leq K, \quad \text{for all } t \geq 0 \text{ and } x \in \mathbb{R}^n. \tag{2.8}
\]

Note that (2.5) and (2.6) are heat equations with identical forcing but different diffusivities. One may then ask: does the uniform bound on \( F(t, x) \) in (2.8) imply some bound on the solution \( H(t, x) \) to (2.6) even though the diffusivities in the two equations are different? The physical issue here is the following: suppose, for instance, that the diffusivity \( \kappa \) in the equation (2.6) for \( H \) is larger than the diffusivity \( \nu \) in the equation (2.5) for \( F \). On one hand, the larger diffusivity should help the solution "cool" faster, so that if \( F \) is bounded, one may expect that the function \( H \) should be bounded as well. On the other, the larger diffusivity in the equation for \( H \) may take the underlying Brownian particles in the Feynman-Kac representation of the solution to an inhomogeneous heat equation

\[
H(t, x) = \mathbb{E}_x \int_0^t U(t - s, x + X_s)g(V(t - s, x + X_s))ds, \tag{2.9}
\]

to the regions where the forcing \( g(v(s, x)) \) is large. This would promote the growth of \( H \) that is faster than the growth of \( F \). Here, \( X_s \) is the Brownian motion with diffusivity \( \kappa \) starting at the position \( x \) at the time \( s = 0 \). This non-trivial competition between cooling by faster spreading and heating by potentially visiting the hot spots is crucial in understanding the eventual behavior of the solution, and our understanding is far from complete. In this paper, we show that in the setting
of thermo-diffusive systems satisfying assumption (1.8) the heating is eventually controlled by the consumption of the fuels by the reaction but this control is far from being simple.

Thus, our goal is to analyze

\[
H(t, x) = \int_t^0 e^{\kappa(t-s)} \Delta p(s, \cdot)(x) ds = \int_t^0 \int G_\kappa(t-s, x-y)p(s, y)dyds
\]  

(2.10)

when we already know that

\[
0 \leq F(t, x) = \int_t^0 e^{\nu(t-s)} \Delta p(s, \cdot)(x) ds = \int_t^0 \int G_\nu(t-s, x-y)p(s, y)dyds \leq K_1.
\]  

(2.11)

We assume here that the function \(p(s, y)\) is non-negative but essentially nothing else.

The key observation is that \(H\) can be written as a space-time singular integral of the bounded function \(F\). This is seen as follows. The difference \(\Phi = H - F\) satisfies

\[
\partial_t \Phi = \kappa \Delta H - \nu \Delta F = \kappa \Delta (H - F) + (\kappa - \nu) \Delta F = \kappa \Delta \Phi + (\kappa - \nu) \Delta F,
\]  

(2.12)

with the initial condition \(\Phi(0, x) = 0\). Therefore, symbolically, we can write

\[
\Phi = (\kappa - \nu) T_\kappa F,
\]  

(2.13)

and

\[
H = F + (\kappa - \nu) T_\kappa F.
\]  

(2.14)

Here, we have set

\[
T_\kappa F := \Delta (\partial_t - \kappa \Delta)^{-1} F.
\]  

(2.15)

The main ingredient in the proof of Proposition 2.1 is the following p-BMO bound.

**Lemma 2.2** There exists a constant \(C_T\), which depends on the diffusivity \(\kappa > 0\) and the dimension \(n\) such that for all \(F \in L^\infty(\mathbb{R}_+ \times \mathbb{R}^n)\), we have

\[
\|T_\kappa F\|_{\text{p-BMO}} \leq C_T\|F\|_{L^\infty(\mathbb{R}_+ \times \mathbb{R}^n)}.
\]  

(2.16)

This lemma corresponds to Lemma 3.3 of [18]. The proof presented here is different and is based on the estimates on the singular kernel of the operator \(T_\kappa\). Note that Lemma 2.2 gives immediately the parabolic BMO bound (2.3) in Proposition 2.1, as we have, from (2.4) and (2.14):

\[
0 \leq v(t, x) = \bar{v}(t, x) + H(t, x) = \bar{v}(t, x) + F(t, x) + (\kappa - \nu) T_\kappa F(t, x).
\]  

(2.17)

The function \(F(t, x)\) is uniformly bounded by (2.8), hence also bounded in the parabolic BMO space, and the term \(T_\kappa F\) is bounded in the parabolic BMO space by Lemma 2.2. This gives (2.3). Thus, to finish the proof of Proposition 2.1, we only need to prove Lemma 2.2.

### 2.2 The proof of Lemma 2.2

Recall that for \(F \in L^\infty(\mathbb{R}^n \times \mathbb{R}_+)\), the function \(\Psi = T_\kappa F\) is the solution to

\[
\partial_t \Psi = \kappa \Delta \Psi + \Delta F,
\]

\[
\Psi(x, 0) = 0.
\]  

(2.18)

Extending \(F\) by 0 to negative times, the action of \(T_\kappa\) can be written as a singular integral operator

\[
T_\kappa F(t, x) = \int_{\mathbb{R}^n \times \mathbb{R}} K(t-s, x-y) F(s, y) dy ds,
\]  

(2.19)
with the kernel
\[ K(t, x) = \Delta G_\kappa(t, x) = \frac{1}{(4\pi\kappa t)^{n/2}} e^{-|x|^2/(4\kappa t)} \left( \frac{1}{4\kappa^2} \frac{|x|^2}{t^2} - \frac{n}{2\kappa t} \right), \quad t > 0, \] (2.20)
and the convention that \( K(t, x) = 0 \) for \( t \leq 0 \).

We need to show that there exists a constant \( C_T \) such that for any parabolic cylinder
\[ Q = Q_R(x_0, t_0) = \{(t, x) \in \mathbb{R} \times \mathbb{R}^n : |x - x_0| < R, |t - t_0| < R^2\}, \] (2.21)
and any function \( F \in L^\infty(\mathbb{R} \times \mathbb{R}^n) \), we have
\[ \frac{1}{|Q|} \int_Q |T_\kappa F - (T_\kappa F)_Q| dx dt \leq C_T \| F \|_{L^\infty}. \] (2.22)
Note that for any constant \( a \), we can write
\[ a - (T_\kappa F)_Q = \frac{1}{Q} \int_Q (a - T_\kappa F) dx dt, \]
so that
\[ \frac{1}{|Q|} \int_Q |T_\kappa F - (T_\kappa F)_Q| dx dt \leq \frac{1}{|Q|} \int_Q \left| T_\kappa F - a \right| dx dt + \left| a - (T_\kappa F)_Q \right| \leq \frac{2}{|Q|} \int_Q \left| T_\kappa F - a \right| dx dt. \] (2.23)
Therefore, it suffices to show that there exists a constant \( K_T \), such that for any parabolic cylinder \( Q \) and function \( F \in L^\infty(\mathbb{R} \times \mathbb{R}^n) \) we can find a constant \( a_Q \in \mathbb{R} \) so that
\[ \frac{1}{|Q|} \int_Q \left| T_\kappa F - a_Q \right| dx dt \leq K_T \| F \|_{L^\infty}. \] (2.24)
The constant \( K_T \) should not depend on \( Q \) or \( F \) but the constant \( a_Q \) may.

Given a cylinder \( Q = Q_R(t_0, x_0) \), we use the notation \( 2Q = Q_{2R}(t_0, x_0) \) and decompose
\[ F = (F - (F)_Q)\mathbb{1}_{2Q} + (F - (F)_Q)\mathbb{1}_{(2Q)\setminus Q} + (F)_Q =: F^{(1)} + F^{(2)} + (F)_Q. \] (2.25)
Note that, as \( (F)_Q \) is a constant, \( T_\kappa (F)_Q = 0 \), so that
\[ T_\kappa F = T_\kappa F^{(1)} + T_\kappa F^{(2)}. \] (2.26)
We will treat the two terms in (2.26) separately.

**A bound on \( T_\kappa F^{(1)} \)**

For the first term in (2.26), we write
\[ \frac{1}{|Q|} \int_Q |T_\kappa F^{(1)}| dx dt \leq \frac{1}{|Q|} \left( \int_Q |T_\kappa F^{(1)}|^2 dx dt \right)^{1/2} |Q|^{1/2} \leq \left( \frac{1}{|Q|} \int_{\mathbb{R}^n \times \mathbb{R}} |T_\kappa F^{(1)}|^2 dx dt \right)^{1/2}. \] (2.27)
To bound the right side of (2.27), let us show that the operator \( T_\kappa \) is bounded on \( L^2(\mathbb{R} \times \mathbb{R}^n) \). This is a consequence of Mikhlin’s theorem \([32]\) but let us give a short direct proof. Recall that
\[ T_\kappa F = \Delta \Phi, \] (2.28)
and the function $\tilde{\Phi}$ satisfies
\[
\frac{1}{2} \int |\nabla \tilde{\Phi}|^2(0, x) dx - \frac{1}{2} \int |\nabla \tilde{\Phi}|^2(T, x) dx = \kappa \|\Delta \tilde{\Phi}\|^2_{L^2(\mathbb{R}^n \times [0, T])} + \int_{\mathbb{R}^n \times [0, T]} F \Delta \tilde{\Phi} dx dt,
\]
with $\tilde{\Phi}(x, t) = 0$ for $t \leq 0$. Multiplying (2.29) by $\Delta \tilde{\Phi}$, integrating, we obtain
\[
\|\Delta \tilde{\Phi}\|_{L^2(\mathbb{R}^n \times [0, T])} \leq \frac{1}{\kappa} \|F\|_{L^2(\mathbb{R}^n \times [0, T])}.
\]
As $\nabla \tilde{\Phi}(0, x) = 0$, this gives
\[
\kappa \|\Delta \tilde{\Phi}\|^2_{L^2(\mathbb{R}^n \times [0, T])} + \frac{1}{2} \int |\nabla \tilde{\Phi}|^2(T, x) dx \leq \|F\|_{L^2(\mathbb{R}^n \times [0, T])} \|\Delta \tilde{\Phi}\|_{L^2(\mathbb{R}^n \times [0, T])},
\]
whence
\[
\|\Delta \tilde{\Phi}\|_{L^2(\mathbb{R}^n \times [0, T])} \leq \frac{1}{\kappa} \|F\|_{L^2(\mathbb{R}^n \times [0, T])}.
\]
Taking into account (2.28) and passing to the limit $T \to +\infty$, we get an $L^2 - L^2$ bound on the operator $\mathcal{T}_\kappa$:
\[
\|\mathcal{T}_\kappa F\|_{L^2(\mathbb{R}^n \times \mathbb{R})} \leq \frac{1}{\kappa} \|F\|_{L^2(\mathbb{R}^n \times \mathbb{R})}.
\]
Going back to (2.27), we obtain
\[
\frac{1}{|Q|} \int |\mathcal{T}_\kappa F^{(1)}| dx dt \leq \left( \frac{1}{|Q|} \int_{\mathbb{R}^n \times \mathbb{R}} |\mathcal{T}_\kappa F^{(1)}|^2 dx dt \right)^{1/2} \leq \frac{1}{\kappa} \|F\|_{L^2(\mathbb{R}^n \times \mathbb{R})} \left( \int |F^{(1)}|^2 dx dt \right)^{1/2}
\]
\[
= \frac{1}{\kappa} \left( \frac{1}{|Q|} \int_{2Q} |F - (F)_Q|^2 dx dt \right)^{1/2} \leq \frac{2}{\kappa} \|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]
Thus, taking $a = 0$ in (2.23), we see that
\[
\|\mathcal{T}_\kappa F^{(1)}\|_{p-BMO} \leq \frac{2}{\kappa} \|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]

**A bound on $\mathcal{T}_\kappa F^{(2)}$**

Next, we show that if we take
\[
b = \int K(x_0 - y, t_0 - s) F^{(2)}(y, s) dy ds,
\]
then
\[
\frac{1}{|Q|} \int |\mathcal{T}_\kappa F^{(2)} - b| dx dt \leq C \|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]
with a constant $C$ that does not depend on $Q$ or $F$. Recalling (2.23) and the remark below (2.32), we see that this will give the desired bound
\[
\|\mathcal{T}_\kappa F^{(2)}\|_{p-BMO} \leq C \|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]

We first show that
\[
|b| \leq C_1(\kappa, n) \frac{t_0}{R^2} \|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]
To this end, we use (2.20) to write
\[
|b| \leq \int |K(t_0 - s, x_0 - y)| F_2(s, y) dy ds \leq I \cdot \|F_2\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)}.
\]
with

\[
I = \int_0^t \int_{|y| \geq 2R} \frac{e^{-|y|^2/(4\kappa)}(1/2)}{(4\pi\kappa(t_0 - s))^{n/2}} \left( \frac{1}{2\kappa} \frac{|x_0 - y|^2}{t_0 - s} + \frac{n}{2\kappa} \right) dyds
\]

\[
= \int_0^t \int_{|y| \geq 2R} \frac{e^{-|y|^2/(4\kappa)}(1/2)}{(4\pi\kappa s)^{n/2}} \left( \frac{1}{2\kappa} \frac{|y|^2}{s} + \frac{n}{2\kappa} \right) dyds \leq C(n, \kappa) \int_0^t \int_{|y| \geq 2R} \frac{e^{-|y|^2/(8\kappa s)}}{s^{n/2+1}} dyds
\]

\[
\leq \frac{C(n, \kappa)}{R^2} \int_0^t \int_{|y| \geq 2R} \frac{|y|^2 e^{-|y|^2/(8\kappa s)}}{s^{n/2+1}} dyds \leq \frac{C(n, \kappa)}{R^2} \int_0^t \int_{|y| \geq 2R} \frac{e^{-|y|^2/(16\kappa s)}}{s^{n/2}} dyds \leq \frac{C(n, \kappa) t_0}{R^2}. \tag{2.40}
\]

Together with (2.39), this gives (2.38), since

\[
\|F^{(2)}\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}_+)} \leq 2\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}_+)}.
\]

Next we show that (2.36) holds. Since \(F_2(t, x)\) is supported away from \((t_0, x_0)\), we can integrate without taking the principal value, and use the zero integral property of \(K(t, x)\) to write

\[
\int_Q |T_k F^{(2)} - b| dxdt = \int_Q \left| \int_{\mathbb{R}^n} (K(t - s, x - y) - K(t_0 - s, x_0 - y)) F^{(2)}(s, y) dyds \right| dxdt
\]

\[
= \int_Q \left| \int_{\mathbb{R}^n} (K(t - s, x - y) - K(t_0 - s, x_0 - y)) (F(s, y) - (F)_{Q\lambda}c(s, y)) dyds \right| dxdt
\]

\[
\leq \int_Q \left( \int_{\mathbb{R}^n \setminus 2Q} |F(s, y) - (F)_{Q\lambda}| |K(t - s, x - y) - K(t_0 - s, x_0 - y)| dyds \right) dxdt
\]

\[
= \int_{\mathbb{R}^n \setminus 2Q} |F(s, y) - (F)_{Q\lambda}| \left( \int_Q |K(t - s, x - y) - K(t_0 - s, x_0 - y)| dxdt \right) dyds
\]

\[
\leq 2\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} \sum_{j=1}^{\infty} \int_0^{2^{j+1}Q/2Q} \left( \int_Q |K(t - s, x - y) - K(t_0 - s, x_0 - y)| dxdt \right) dyds. \tag{2.41}
\]

The kernel \(K(t, x)\) satisfies the following key bounds:

\[
|K(t, x)| \leq \frac{B_2}{(\sqrt{t} + |x|)^{n+2}}, \quad |\nabla_x K(t, x)| \leq \frac{B_2}{(\sqrt{t} + |x|)^{n+3}}, \quad |\partial_t K(t, x)| \leq \frac{B_2}{(\sqrt{t} + |x|)^{n+4}}, \tag{2.42}
\]

with a constant \(B_2\) that depends on \(n\) and \(\kappa\). Using (2.42), we obtain

\[
|K(x_1, t_1) - K(x_2, t_2)| \leq |K(x_1, t_1) - K(x_2, t_1)| + |K(x_2, t_1) - K(x_2, t_2)|
\]

\[
\leq |x_1 - x_2|(|\nabla_x K(\lambda x_1 + (1 - \lambda)x_2, t_1)|
\]

\[
+ \left( |K(x_2, t_1)| + |K(x_2, t_2)| \right) \frac{1}{2^{t_2 - t_1 + 1/2} |\partial_t K(x_2, \lambda x_2) + (1 - \lambda') t_2|^{1/2}}
\]

\[
\leq \frac{B_2 |x_1 - x_2|}{(\sqrt{t_1} + |\lambda x_1 + (1 - \lambda)x_2|)^{n+3}}
\]

\[
+ B_2 \left( \frac{|t_2 - t_1|^{1/2}}{(\sqrt{t_1} + |x_2|)^{(n+2)/2}} + \frac{|t_2 - t_1|^{1/2}}{\sqrt{t_2 + |x_2|}^{(n+2)/2}} \right) \frac{1}{((\lambda t_1 + (1 - \lambda') t_2)^{1/2} + |x_2|)^{(n+4)/2}}, \tag{2.43}
\]

with some \(\lambda, \lambda' \in [0, 1]\).

We will apply (2.43) with

\[
t_1 = t - s, \quad t_2 = t_0 - s, \quad x_1 = x - y, \quad x_2 = x_0 - y, \quad \tag{2.44}
\]
as appears in the last integral in the right side of (2.41). Since the point \((t_0, x_0)\) is the center of the parabolic cylinder \(Q\), and the point \((t, x)\) lies in \(Q\), while the point \((s, y)\) lies outside the parabolic cylinder \(2Q\), there exists a constant \(B_3 = B_3(n) > 1\) such that

\[
\frac{1}{B_3} \leq \frac{|\lambda x + (1 - \lambda)x_0 - y|}{|x - y|}, \frac{|t - s|}{|t_0 - s|}^{1/2}, \frac{(|\lambda t + (1 - \lambda)t_0 - s|)}{|t_0 - s|}^{1/2} \leq B_3. \tag{2.45}
\]

Inserting the points given by (2.44) into (2.43) and keeping in mind (2.45), we get

\[
|K(x - y, t - s) - K(x_0 - y, t_0 - s)| \leq B_4(n, \kappa) \frac{|x - x_0| + |t - t_0|^{1/2}}{(|t_0 - s|^{1/2} + |x_0 - y|^{n+3}).} \tag{2.46}
\]

Therefore, for each \((s, y) \in 2^{j+1}Q \setminus 2^jQ\), we have, since \((t, x) \in Q_R(t_0, x_0)\):

\[
\int_Q |K(x - y, t - s) - K(x_0 - y, t_0 - s)| dx dt \leq \frac{2B_4R|Q|}{(|t_0 - s|^{1/2} + |x_0 - y|^{n+3})} \leq \frac{B_5}{2^{(n+3)j}}, \tag{2.47}
\]

with the constant \(B_5\) that depends on \(n\) and \(\kappa\). Going back to (2.41) and using (2.47) gives

\[
\int_Q |\mathcal{T}_xF^{(2)} - b| dx dt \leq 2B_5\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} \sum_{j=1}^{\infty} \frac{|2^{j+1}Q \setminus 2^jQ|}{2^{(n+3)j}} \leq 2B_5\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} \sum_{j=1}^{\infty} \frac{2^{j+1}(n+2)}{2^{(n+3)j}} |Q|
\]

\[
= 2^{n+3}B_5\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} |Q| = B_6(n, \kappa)\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} |Q|. \tag{2.48}
\]

This gives (2.36).

With the bounds (2.33) and (2.36) in hand, we get (2.24) with \(a_Q = b\) simply by writing

\[
\frac{1}{|Q|} \int_Q |\mathcal{T}_xF - b| dx dt = \frac{1}{|Q|} \int_Q |\mathcal{T}_xF^{(1)} + \mathcal{T}_xF^{(2)} - b| dx dt
\]

\[
\leq \frac{1}{|Q|} \int_Q |\mathcal{T}_xF^{(1)}| dx dt + \frac{1}{|Q|} \int_Q |\mathcal{T}_xF^{(2)} - b| dx dt
\]

\[
\leq \frac{2}{\kappa}\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} + B_6(n, \kappa)\|F\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})}, \tag{2.49}
\]

finishing the proof of Lemma 2.2. \(\square\)

## 3 From bounded averages to bounded pointwise values

In this section, we show that the point-wise values of the function \(v(t, x)\) are bounded by its local averages. The first step is to show that if the average of the function \(v(t, x)\) is small in a unit parabolic cube then the higher \(L^p\)-norms of \(v(t, x)\) in that ball are also small. Let us recall the representation (2.17) for the function \(v(t, x)\):

\[
v(t, x) = \bar{v}(t, x) + F(t, x) + (\kappa - \nu)\Psi(t, x) \tag{3.1}
\]

Here, \(\bar{v}(t, x)\) is the solution to the heat equation, as defined in (2.7), the function \(F(t, x)\) is the solution to (2.5) and is uniformly bounded by (2.8), while \(\Psi(t, x) = \mathcal{T}_xF(t, x)\) satisfies (2.18):

\[
\Psi_t - \kappa \Delta \Psi = \Delta F, \quad \Psi(0, x) = 0. \tag{3.2}
\]

We will need the following exponential moment bound.
Proposition 3.1 For any $Z \geq 0$ and $\rho \in (0, 1)$ there exists a constant $C_{Z, \rho} > 0$ that depends on all of our constants so that for all $t_0 > 1$ and $x_0 \in \mathbb{R}^n$, we have
\[
\frac{1}{|Q_1(t_0, x_0)|} \int_{Q_1(t_0, x_0)} e^{Zv(t, x)} dx dt \leq C_{Z, \rho} \exp \left( C_{Z, \rho} |(\Psi)_{Q_1}|^\rho \right). \tag{3.3}
\]

Proof. It follows from (2.4) that there exists $C > 0$ such that
\[
v(t, x) \leq C(K_2 + H(t, x)), \quad \text{for all } t > 0 \text{ and } x \in \mathbb{R}^n. \tag{3.4}
\]
Here, $H(t, x)$ is the (non-negative) solution to (2.6). Thus, (3.3) would follow if we can show that for every $Z > 0$ and $\rho \in (0, 1)$ there exists a constant $C_Z > 0$ so that for all unit parabolic cylinders $Q_1(t_0, x_0)$ we have
\[
\frac{1}{|Q_1(t_0, x_0)|} \int_{Q_1(t_0, x_0)} \exp \left( ZH^\rho(t, x) \right) dx dt \leq C_{Z, \rho} \exp \left( C_{Z, \rho} |(\Psi)_{Q_1}|^\rho \right). \tag{3.5}
\]

The proof of (3.5) uses the parabolic John-Nirenberg inequality that bounds the deviation of a $p$-BMO function from its local average.

Proposition 3.2 (John-Nirenberg inequality) There exist constants $A, B > 0$, such that for all parabolic cylinders $Q = Q_R(t_0, x_0)$ and all $\lambda > 0$, we have
\[
|\{(t, x) \in Q : |g(t, x) - (g)_{Q}| \geq \lambda\}| \leq B \exp \left( - \frac{A\lambda}{\|g\|_{p\text{-BMO}}} \right) |Q|, \tag{3.6}
\]
for all $g \in p$-BMO. Here, $|Q|$ is the $(n + 1)$-dimensional Lebesgue measure of $Q$.

Let us use (2.14) to bound $H(t, x)$ as
\[
H(t, x) \leq C + (\kappa - \nu)\Psi(t, x). \tag{3.7}
\]
This leads to the following estimate
\[
\int_Q \exp \left( ZH^\rho(t, x) \right) dx dt \leq C \int_Q \exp \left( CZ|\Psi(t, x) - (\Psi)_{Q}|^\rho + CZ|(\Psi)_{Q}|^\rho \right) dx dt
\leq C \exp \left( CZ|(\Psi)_{Q}|^\rho \right) \int_Q \exp \left( CZ|\Psi(t, x) - (\Psi)_{Q}|^\rho \right) dx dt. \tag{3.8}
\]
Here, we have set $Q = Q_1(t_0, x_0)$, and denoted by $C$ constants that do not depend the parabolic cylinder $Q$.

We estimate the integral in the right side above as
\[
\int_Q \exp \left( CZ|\Psi(t, x) - (\Psi)_{Q}|^\rho \right) dx dt
\leq \sum_{q=0}^\infty \exp (CZ(q + 1)^\rho) \left|\{(t, x) \in Q : |\Psi(t, x) - (\Psi)_{Q}| \in [q, q + 1]\}\right|. \tag{3.9}
\]

We can use the John-Nirenberg inequality to bound the right side of (3.9) by
\[
\int_Q \exp \left( CZ|\Psi(t, x) - (\Psi)_{Q}|^\rho \right) dx dt \leq C \sum_{q=0}^\infty \exp (CZq^\rho) B \exp \left( - \frac{Ag}{\|\Psi\|_{p\text{-BMO}}} \right) |Q|. \tag{3.10}
\]
We now use the parabolic BMO bound (2.16) on $\Psi(t,x)$ to obtain from (3.10) that
\[
\frac{1}{|Q|} \int_Q \exp \left\{ C \zeta \Psi(t,x) - (\Psi)_Q \right\} dx dt \leq C \sum_{q=0}^{\infty} \exp (C Z q^p) \exp \left( - \frac{A q}{C} \right)
\]
\[
= C \sum_{q=0}^{\infty} \exp \left( C Z q^p - \frac{A q}{C} \right) \leq C Z \rho.
\] (3.11)
Combining this with (3.8) gives
\[
\frac{1}{|Q|} \int_Q e^{Z \varphi(t,x)} dx dt \leq C \exp \left( C \zeta |(\Psi)_Q|^p \right),
\]
finishing the proof of (3.5) and thus that of Proposition 3.1. □

**Corollary 3.3** For any $Z \geq 0$ and $\rho \in (0,1)$ there exists a constant $C_{Z,\rho} > 0$ that depends on all of our constants so that for all $t_0 > 1$ and $x_0 \in \mathbb{R}^n$, we have
\[
\frac{1}{|Q_1(t_0,x_0)|} \int_{Q_1(t_0,x_0)} e^{Z \varphi(t,x)} dx dt \leq C_{Z,\rho} \exp \left( C_{Z,\rho} (v)_{Q_1} \right).
\] (3.12)

**Proof.** This follows from (3.3) because of (2.4) and (2.14) and since the function $F(t,x)$ is uniformly bounded. □

**Corollary 3.4** For any $\varepsilon > 0$ and $p \geq 1$ there exists a constant $C_{p,\varepsilon} > 0$ that depends on all of our constants so that for all $t_0 > 1$ and $x_0 \in \mathbb{R}^n$, we have
\[
\frac{1}{|Q_1(t_0,x_0)|} \int_{Q_1(t_0,x_0)} [g(v(t,x))]^p dx dt \leq C_{p,\varepsilon} [(v)_Q]^{1-\varepsilon} \exp \left( C_{p,\varepsilon} (v)_Q \right).
\] (3.13)

**Proof.** Let us write, using Hölder’s inequality, with some $p' > 1$ and $q' > 1$ such that $1/p' + 1/q' = 1$:
\[
\frac{1}{|Q_1(t_0,x_0)|} \int_{Q_1(t_0,x_0)} [g(v(t,x))]^p dx dt
\]
\[
\leq \frac{1}{|Q_1(t_0,x_0)|} \left( \int_{Q_1(t_0,x_0)} v(t,x) dx \right)^{1/p'} \left( \int_{Q_1(t_0,x_0)} \left( \frac{g^p(v(t,x))}{v^{1-1/q'}(t,x)} \right)^{q'} dx \right)^{1/q'}
\]
\[
\leq \frac{1}{|Q_1(t_0,x_0)|^{1/q'} [(v)_Q]^{1/p'}} \left( \int_{Q_1(t_0,x_0)} e^{M v^p(t,x)} dx \right)^{1/q'}. \] (3.14)
We used the upper bound for $g(v)$ in (1.9) in the last step above. Now, (3.13) follows after taking $p'$ large enough and taking (3.12) into account. □

Next, we recall the following version of the parabolic ABP maximum principle from [23, 28].

**Proposition 3.5** Let $h(t,x) \geq 0$ be the solution to
\[
h_t = \Delta h + f(t,x).
\] (3.15)
Then, we have, for any $p \geq 1$, $t_0 \geq 3$ and $x \in \mathbb{R}^n$:
\[
\sup_{Q_1(t_0,x_0)} h \leq C \left( \|h\|_{L^p(Q_1(t_0,x_0))} + \|f\|_{L^{p+1}(Q_1(t_0,x_0))} \right). \] (3.16)
Let us go back to the equation for $v(t, x)$:

$$v_t = \kappa \Delta v + ug(v).$$  \hspace{1cm} (3.17)

Proposition 3.5 implies that $v(t, x)$ obeys a bound

$$\sup_{Q^*_{t,x}((t_0,x_0))} v(t, x) \leq C \left( \|v\|_{L^p(Q_2(t_0,x_0))} + \|ug(v)\|_{L^{n+1}(Q_2(t_0,x_0))} \right).$$  \hspace{1cm} (3.18)

We deduce the following.

**Corollary 3.6** For any $\varepsilon > 0$ there is $C_\varepsilon$ such that for any $t_0 \geq 1$ and $x_0 \in \mathbb{R}^n$ we have

$$\sup_{Q^*_{t,x}((t_0,x_0))} v(t, x) \leq C_\varepsilon (v)^{1-\varepsilon} \exp \left( C_{p,\varepsilon}(v)Q_2(t_0,x_0) \right).$$  \hspace{1cm} (3.19)

**Proof.** This is a consequence of Corollary 3.4 and Proposition 3.5. $\square$

Thus, the problem of a global uniform bound on $v(t, x)$ is reduced to bounding the local averages of $v$.

## 4 Consequences of the hair trigger effect

In this section, we quantify the hair trigger effect for the thermo-diffusive system (1.1). This is the claim of Proposition 4.2 that follows from the simple observation in Proposition 4.1. It has two important consequences: the forward in time bound on the fuel concentration $u(t, x)$ in Corollary 4.3 and a backward in time upper bound on the fuel temperature in Corollary 4.4. Both of them will play a role in Section 5 in the proof of the bound on the space-time averages of $v(t, x)$ in Proposition 5.1.

Let us first recall that a uniform in time bound for the solutions to (1.1) with $\nu \geq \kappa$ on $\mathbb{R}^n$ can be proved by comparing the heat kernels with the diffusivities $\nu$ and $\kappa$, with no restrictions on the function $g(v)$ whatsoever using a beautiful idea by Martin and Pierre [24]. Namely, we have an elementary inequality

$$v^{n/2}G_{\nu}(t, x) \geq \kappa^{n/2}G_{\kappa}(t, x), \text{ for all } t > 0 \text{ and } x \in \mathbb{R}^n \text{ if } \nu \geq \kappa > 0.$$  \hspace{1cm} (4.1)

Let $\bar{u}(t, x)$ and $\bar{v}(t, x)$ be as defined in (2.7). It follows from (4.1) that if $\nu \geq \kappa$ we can write

$$u(t, x) = \bar{u}(t, x) - \int_0^t \int G_{\nu}(t-s, x-y)u(s, y)g(v(s, y))dyds,$$  \hspace{1cm} (4.2)

and

$$v(t, x) = \bar{v}(t, x) + \int_0^t \int G_{\kappa}(t-s, x-y)u(s, y)g(v(s, y))dyds \leq \bar{v}(t, x) + \frac{\nu^{n/2}}{\kappa^{n/2}} \int_0^t \int G_{\nu}(t-s, x-y)u(s, y)g(v(s, y))dyds \leq \bar{v}(t, x) + \frac{\nu^{n/2}}{\kappa^{n/2}}(\bar{u}(t, x) - u(t, x)) \leq CK.$$  \hspace{1cm} (4.3)

Thus, in the case $\nu \geq \kappa$ the upper bound on $v(t, x)$ is very simple.

If $\nu \leq \kappa$, the above argument gives a lower bound that played a crucial role in the analysis in [7] in the special case $g(v) = v$ and dimension $n = 1$

$$v(t, x) \geq \bar{v}(t, x) + \frac{\nu^{n/2}}{\kappa^{n/2}}(\bar{u}(t, x) - u(t, x)), \hspace{1cm} (4.4)$$
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or, equivalently,
\[ u(t, x) \geq \kappa^{n/2} \nu^{n/2} \tilde{v}(t, x) - \kappa^{n/2} \nu^{n/2} v(t, x) + \bar{u}(t, x). \] (4.5)

Note that if the lower bound in (1.6) holds and \( \nu \leq \kappa \) then we have
\[ \bar{u}(t, x) + \kappa^{n/2} \nu^{n/2} \bar{v}(t, x) = \kappa^{n/2} \nu^{n/2} G_{\nu}(t, \cdot) \ast v_0 + G_{\nu}(t, \cdot) \ast u_0 \]
\[ \geq G_{\nu}(t, \cdot) \ast v_0 + G_{\nu}(t, \cdot) \ast u_0 = G_{\nu}(t, \cdot) \ast (u_0 + v_0) \geq K^{-1} := d_0. \] (4.6)

We deduce that
\[ u(t, x) \geq d_0 - d_1 v, \] (4.7)
with
\[ d_1 = \kappa^{n/2} \nu^{n/2}. \] (4.8)

Let us summarize this as follows.

**Proposition 4.1** Let \( v(t, x) \) and \( u(t, x) \) be the solutions to (1.1) with the initial conditions \( u_0(x) \) and \( v_0(x) \) that satisfy (1.5) and (1.6). If \( \nu \leq \kappa \) then \( v(t, x) \) satisfies a differential inequality
\[ v_t \geq \kappa \Delta v + (d_0 - d_1 v) g(v), \] (4.9)
with \( d_0 \) and \( d_1 \) given, respectively, by (4.6) and (4.8).

We should stress that the conclusion of this proposition relies crucially on the lower bound on the sum \( u_0(x) + v_0(x) \) in (1.6) that makes the constant \( d_0 \) in (4.6) be positive.

The main consequence of Proposition 4.1 is that it controls the function \( v(t, x) \) from below on a set that grows linearly in time. Here, we rely on the lower bound in (1.8) for the function \( g(v) \) for \( v > 0 \) small. We should mention that the upper bound in (1.8) is not required here.

**Proposition 4.2** Let \( v(t, x) \) and \( u(t, x) \) be the solutions to (1.1) with the initial conditions \( u_0(x) \) and \( v_0(x) \) that satisfy (1.5) and (1.6). Assume also that \( g(v) \) satisfies the lower bound
\[ g(v) \geq c_1 v \text{ for all } v \geq 0, \text{ with some } c_1 > 0. \] (4.10)

There exist \( \gamma_0 > 0, \lambda_0 > 0, c_0 > 0 \) and \( C > 0 \) that depend on the constant \( K \) in (1.5) and (1.6), the diffusivities \( \kappa \) and \( \nu \), and the constant \( c_1 \) so that the following holds. Assume that at a time \( t_0 > 0 \) we have, for some \( x_0 \in \mathbb{R}^n \),
\[ \int_{|x - x_0| \leq 1} v(t_0, x) dx \geq \delta_0, \] (4.11)
with some \( \delta_0 \in (0, 1) \). Then, we have
\[ v(t, x) \geq \min \left( \gamma_0, C^{-1} \delta_0 e^{\lambda_0(t - t_0)} \right), \text{ for all } t \geq t_0 + 1 \text{ and } |x - x_0| \leq 1, \] (4.12)
and
\[ v(t, x) \geq \gamma_0, \text{ for all } t \geq t_1 := t_0 + \frac{1}{\lambda_0} |\log \delta_0| + C \text{ and } |x - x_0| \leq c_0(t - t_1). \] (4.13)
Proof. Step 1. A sub-solution for $v(t, x)$. First, we construct a sub-solution for $v(t, x)$. Observe that, due to the assumption (4.10), if we choose $\alpha_0 = d_0/(2d_1)$, then there exists $\beta_0 > 0$ so that

$$
(d_0 - d_1s)g(s) \geq \beta_0 s, \quad \text{for all } 0 \leq s \leq \alpha_0.
$$

(4.14)

Let us now choose $L$ sufficiently large, so that the principal eigenvalue of the Dirichlet problem

$$
-\kappa \Delta \varphi_L = \lambda_L \varphi_L, \quad \text{for } x \in B(0, L),
$$

(4.15)

$$\varphi_L = 0, \quad \text{on } \partial B(0, L),
$$

satisfies

$$0 < \lambda_L < \beta_0/2.
$$

(4.16)

We normalize the non-negative principal eigenfunction $\varphi_L(x)$ so that

$$\varphi_L(0) = \sup_{x \in B(0, L)} \varphi_L(x) = 1.
$$

The point is that the function $\varphi_L$ satisfies the differential inequality

$$\kappa \Delta \varphi_L + \beta_0 \varphi_L \geq 0, \quad \text{for } x \in B(0, L).
$$

(4.17)

We see from (4.14) and (4.17) that for $0 < \delta \leq \alpha_0$ the function $\varphi_{\delta,L}(x) = \delta \varphi_L(x - x_0)$ obeys the differential inequality

$$\kappa \Delta \varphi_{\delta,L} + (d_0 - d_1 \varphi_{\delta,L})g(\varphi_{\delta,L}) \geq 0, \quad \text{in } B(x_0, L).
$$

(4.18)

Thus, by a standard argument, the function

$$\tilde{\omega}_\delta(x) = \delta \varphi_L(x - x_0)1(|x - x_0| \leq L)
$$

is a time-independent sub-solution to (4.19) on the whole space $\mathbb{R}^n$. Consider the function $\omega_\delta(t, x)$, the solution to

$$\partial_t \omega_\delta = \kappa \Delta \omega_\delta + (d_0 - d_1 \omega_\delta)g(\omega_\delta), \quad t \geq t_0 + 1/2,
$$

(4.19)

with the initial condition

$$\omega_\delta(t_0 + 1/2, x) = \tilde{\omega}_\delta(x).
$$

(4.20)

As the initial condition $\tilde{\omega}_\delta(x)$ is a time-independent sub-solution to (4.19), the comparison principle shows that $\omega_\delta(t_0 + 1/2 + h, x) - \tilde{\omega}_\delta(x) > 0$ for any $h > 0$. In addition, the function

$$z(t, x) = \omega_\delta(t + h, x) - \omega_\delta(t, x)
$$

satisfies a parabolic equation of the form

$$z_t = \kappa \Delta z(t, x) + c(t, x)z,
$$

(4.21)

with a bounded function $c(t, x)$ given by

$$c(t, x) = \frac{(d_0 - d_1 \omega_\delta(t + h, x))g(\omega_\delta(t + h, x)) - (d_0 - d_1 \omega_\delta(t, x))g(\omega_\delta(t, x))}{\omega_\delta(t + h, x) - \omega_\delta(t, x)}1(\omega_\delta(t + h, x) \neq \omega_\delta(t, x)),
$$

(4.22)
and a positive initial condition
\[ z(t_0 + 1/2, x) = \omega_\delta(t_0 + 1/2 + h, x) - \tilde{\omega}_\delta(x) \geq 0. \]  
(4.23)
The comparison principle implies that \( z(t, x) > 0 \) for all \( x \in \mathbb{R}^n \) and \( t > t_0 + 1/2 \), for any \( h > 0 \). Thus, the function \( \omega_\delta(t, x) \) is increasing in time.

In addition, the function
\[ \mu(t, x) = \delta e^{(\beta_0 - \lambda_L)(t - t_0 - 1/2)} \varphi_L(x - x_0), \]  
(4.24)
satisfies
\[ \mu_t - \kappa \Delta \mu = \beta_0 \mu \leq (d_0 - d_1 \mu) g(\mu), \quad \text{in } B(x_0, L), \]  
(4.25)
with the boundary condition \( \mu(t, x) = 0 \) for \( x \in \partial B(x_0, L) \). We deduce from the comparison principle that
\[ \omega_\delta(t, x) \geq \delta e^{(\beta_0 - \lambda_L)(t - t_0 - 1/2)} \varphi_L(x - x_0), \]  
(4.26)
with a constant \( C > 0 \) that depends on \( \alpha_0, \beta_0 \) and \( \lambda_L \). Since the function \( \omega_\delta(t, x) \) is increasing in \( t \) and the eigenfunction \( \varphi_L(x) \) is uniformly bounded from below on \( B(x_0, 1) \), as long as \( L > 2 \), we deduce that there exist \( \gamma > 0 \) and \( C > 0 \) so that
\[ \omega_\delta(t, x) \geq \min \left( \gamma, C \delta e^{(\beta_0 - \lambda_L)(t - t_0 - 1/2)} \right), \]  
(4.27)
for \( t > t_0 + 1/2 \) and \( |x - x_0| \leq 1 \).

**Step 2. Using the sub-solution.** We now use the sub-solution \( \omega_\delta(t, x) \) constructed above to bound the function \( v(t, x) \) from below. Suppose that \( v(t_0, x) \) satisfies assumption (4.11) with some \( \delta_0 \in (0, 1) \). Let us fix \( L > 0 \) so that (4.16) holds. As \( v(t, x) \) is a super-solution of the heat equation:
\[ v_t \geq \kappa \Delta v, \]  
(4.28)
it follows that there exists a constant \( k_L > 0 \) so that the assumption (4.11) implies that
\[ v(t_0 + 1/2, x) \geq k_L \delta_0, \]  
(4.29)
for all \( |x - x_0| \leq L \).

We choose \( \delta = \min(k_L \delta_0, \alpha_0) \). Then, at the time \( t = t_0 + 1/2 \) we have
\[ v(t_0 + 1/2, x) \geq \omega_\delta(t_0 + 1/2, x), \]  
(4.30)
for all \( x \in \mathbb{R}^n \). It follows from (4.9) and (4.19) that
\[ v(t, x) \geq \omega_\delta(t, x), \]  
(4.31)
for all \( t > t_0 + 1/2 \) and \( x \in \mathbb{R}^n \). Going back to (4.27), we deduce that
\[ v(t, x) \geq \omega_\delta(t, x) \geq \min \left( \gamma, C \delta e^{(\beta_0 - \lambda_L)(t - t_0 - 1/2)} \right), \]  
(4.32)
for \( t > t_0 + 1/2 \) and \( |x - x_0| \leq 1 \).

As \( 0 < \delta_0 < 1 \), we have
\[ \delta = \min(k_L \delta_0, \alpha_0) \geq \delta_0 \min(k_L, \alpha_0) = C \delta_0. \]  
(4.33)
Using this in (4.32) gives
\[ v(t, x) \geq \min \left( \gamma, C \delta_0 e^{(\beta_0 - \lambda_L)(t - t_0 - 1/2)} \right), \]  
(4.34)
for \( t > t_0 + 1/2 \) and \( |x - x_0| \leq 1 \).
which is (4.12).

A consequence of (4.34) is that there is $C > 0$ so that at the time

$$t_1 = t_0 + \frac{1}{\beta_0 - \lambda_L} \log \delta_0 + C$$

(4.35)

we have

$$v(t_1, x) \geq \gamma, \text{ for all } |x - x_0| \leq 1.$$  

(4.36)

Now, the bound (4.13) follows from (4.36) and the classical results on spreading for solutions to the Fisher-KPP type equations for solutions that are initially strictly positive on a unit ball [1]. More precisely, let $\tilde{v}(t, x)$ be the solution to the initial value problem

$$\tilde{v}_t = \kappa \Delta \tilde{v} + (d_0 - d_1 \tilde{v}) g(\tilde{v}), \ t \geq t_1,$$

$$\tilde{v}(t_1, x) = \gamma 1(|x - x_0| \leq 1),$$

(4.37)

and let $c_*$ be the minimal speed for a traveling wave solution for (4.19). Then, Theorems 3.1 and 5.3 of [1] imply that for any $0 < c < c_*$ we have

$$\lim \inf_{t \to +\infty} \inf_{|y - x_0| < c(t - t_1)} \tilde{v}(t, y) \geq \frac{d_0}{2d_1}.$$  

(4.38)

Thus, there exists a time $T_0$ that depends only on $\gamma$ so that

$$\tilde{v}(t, y) \geq \frac{d_0}{4d_1}, \text{ for all } t > t_1 + T_0 \text{ and } |y - x_0| \leq c(t - t_1).$$  

(4.39)

It follows from the comparison principle, (4.9), (4.36), (4.37) and (4.39) that

$$v(t, y) \geq \tilde{v}(t, y) \geq \frac{d_0}{4d_1}, \text{ for all } t > t_1 + T_0 \text{ and } |y - x_0| \leq c(t - t_1),$$

(4.40)

which is (4.13). In particular, we can let the speed $c_0$ in (4.13) be smaller than the minimal speed for a traveling wave solution for (4.19). $\Box$

Proposition 4.2 has several important corollaries that will be crucial for us. First, we have a forward-in-time upper bound on the fuel.

**Corollary 4.3** Assume that the assumptions of Proposition 4.2 hold. There exist $c_2 > 0$ and $\gamma_2 > 0$ so that the following holds. Suppose that at some time $t_0 > 0$ the inequality (4.11) holds with some $\delta_0 \in (0, 1)$. Then, we have

$$u(t, x) \leq K e^{-\gamma_2 (t - t_1)}, \text{ for all } t \geq t_1 = t_0 + |\log \delta_0| + C \text{ and } |x - x_0| \leq c_2(t - t_1).$$  

(4.41)

**Proof.** Informally, the reason for this estimate is that Proposition 4.2 implies that $v(t, x) \geq \gamma_0$ in the region $|x - x_0| \leq c_0(t - t_1)$ that is much bigger than the domain $|x - x_0| \leq c_2(t - t_1)$ which appears in (4.41), by a factor growing linearly in $t - t_1$, if we take, say, $c_2 < c_0/2$. This gives the exponential decay on the fuel $u(t, x)$.

To make this precise, let $\gamma_0$ be a lower bound for $v(t, x)$ in the cone

$$C_{t_1, x_0} := \{|x - x_0| \leq c_0|t - t_1|\},$$

as in (4.13), and let

$$q_0 = \inf_{v \geq \gamma_0} g(v).$$

(4.42)
Then, in the cone $C_{t_1,x_0}$ the function $u(t,x)$ satisfies
\[ u_t - \nu \Delta u + q_0 u \leq 0. \] (4.43)

Let us look for a super-solution to (4.43) in the form
\[ \tilde{u}(t,x) = M e^{-\alpha(t-t_1)} \cosh (\beta |x-x_0|), \] (4.44)
with the positive constants $M, \alpha$ and $\beta$ to be chosen. Note that we have, in the polar coordinates
\[ \tilde{u}_t - \nu \Delta \tilde{u} + q_0 \tilde{u} = \tilde{u}_t - \nu \tilde{u}_{rr} - \nu \frac{n-1}{r} \tilde{u}_r + q_0 \tilde{u} = \left( -\alpha - \nu \beta^2 - (n-1) \nu \beta \tanh \frac{r}{r} + q_0 \right) \tilde{u}. \] (4.45)

As $\tanh r$ is concave for $r > 0$, we have
\[ \frac{\tanh r}{r} \leq 1, \text{ for all } r > 0. \]

Using this in (4.45) gives
\[ \tilde{u}_t - \nu \Delta \tilde{u} + q_0 \tilde{u} \geq (q_0 - \alpha - \nu \beta^2 - (n-1) \nu \beta) \tilde{u}. \] (4.46)

Therefore, we may choose $\alpha > 0$ and $\beta > 0$ suitably small so that the right side in (4.46) is positive. In addition, we may choose $\alpha$ and $\beta$ so that we have the inclusion
\[ \hat{C}_{t_1,x_0} := \{|x-x_0| \leq \frac{\beta}{\alpha} |t-t_1|\} \subset C_{t_1,x_0} = \{|x-x_0| \leq c_0 |t-t_1|\}. \]

With this choice of $\alpha > 0$ and $\beta > 0$, we know that $u(t,x)$ is a sub-solution and $\tilde{u}(t,x)$ is a super-solution to (4.43) in the cone $\hat{C}_{t_1,x_0}$. Moreover, as $u(t,x) \leq K$ for all $t \geq 0$ and $x \in \mathbb{R}^n$, we can choose $M > 0$ sufficiently large, so that $u(t,x) \leq \tilde{u}(t,x)$ for all $(t,x)$ on the boundary of $\hat{C}_{t_1,x_0}$. It follows that then $u(t,x) \leq \tilde{u}(t,x)$ in the whole cone $\hat{C}_{t_1,x_0}$. This gives the exponential decay of $u$ in any cone of the form $\{|x-x_0| \leq c |t-t_1|\}$ with $c < \alpha/\beta$. \(\square\)

Next, we state a backward-in-time bound that shows that if the average of the temperature is small in a ball then the averages over unit balls have to be small in a growing region at earlier times. We denote by $|B_1|$ the volume of the unit ball in $\mathbb{R}^n$.

**Corollary 4.4** Assume that the assumptions of Proposition 4.2 hold, and let $c_0$ and $\gamma_0$ be as in the conclusion of that proposition, and let $\varepsilon_0 \in (0, \gamma_0/|B_1|)$. Then there exist constants $T_0 > 0$, $C_1 > 0$, depending on $\varepsilon_0$ and $\gamma_3 > 0$ that is independent of $\varepsilon_0$ so that the following holds. Assume that at some time $t_0 > T_0$ we have, for some $x_0 \in \mathbb{R}^n$:
\[ \int_{|x-x_0| \leq 1} v(t_0,x) \, dx \leq \varepsilon_0. \] (4.47)

Then, we have
\[ \int_{|y-x| \leq 1} v(t,y) \, dy \leq C \varepsilon_0 e^{-\gamma_3 (t_0 - t)}, \text{ for all } t \leq t_0 - T_0 \text{ and } |x-x_0| \leq \frac{c_0}{2} (t_0 - t) - C_1. \] (4.48)

Moreover, we can choose
\[ T_0 = C |\log \varepsilon_0| + C, \quad C_1 = C + C |\log \varepsilon_0| \] (4.49)

where $C$ is a constant independent of $\varepsilon_0$. 
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Proof. Let $\gamma_0$ be as in Proposition 4.2 and fix some $\varepsilon_0 \in (0, \gamma_0/10)$. Assume that (4.48) is violated at some time $t' < t_0 - T_0$ and $x' \in \mathbb{R}^n$:

$$\int_{|y-x'| \leq 1} v(t', y) dy \geq C \varepsilon_0 e^{-\gamma_3(t_0-t)}, \quad (4.50)$$

It follows from Proposition 4.2 that then

$$v(t, x) \geq \gamma_0, \text{ for all } t \geq t'_1 := t' + \frac{1}{\lambda_0} \log \varepsilon_0 + \frac{\gamma_3}{\lambda_0} (t_0 - t') + C \text{ and } |x-x'| \leq c_0(t-t'_1). \quad (4.51)$$

If we choose $\gamma_3 < \lambda_0$ then we have

$$t'_1 := t' + \frac{1}{\lambda_0} \log \varepsilon_0 + \frac{\gamma_3}{\lambda_0} (t_0 - t') + C < t_0, \quad (4.52)$$

provided that $T_0 > 0$ is large enough: that is, if

$$T_0 \geq \left(1 - \frac{\gamma_3}{\lambda_0}\right)^{-1} \left(\frac{1}{\lambda_0} \log \varepsilon_0 + \frac{1}{\lambda_0} \log C + C\right). \quad (4.53)$$

We deduce from (4.47) and since $\varepsilon_0 < \gamma_0/|B_1|$ that we must have

$$|x_0 - x'| > c_0(t_0 - t'_1)-1 = c_0\left(t_0 - t' - \frac{1}{\lambda_0} \log \varepsilon_0 - \frac{\gamma_3}{\lambda_0} (t_0 - t') - C\right) \geq \frac{c_0}{2}(t_0 - t') - C_1. \quad (4.54)$$

Now, (4.48) follows. □

5 A bound on the averages

The last step in the proof of Theorem 1.2 is to prove a bound on the space-time averages of the function $v(t, x)$. As we have seen in Corollary 3.6, such bound would provide a global in time point-wise bound on $v(t, x)$ as well, finishing the proof of Theorem 1.2.

Proposition 5.1 Let $u(t,x)$, $v(t,x)$ satisfy the system (1.1) under the assumptions (1.5), (1.6) and (1.8). There exists a constant $C > 0$ that depends on the constants in the above assumptions, and also on the dimension $n$, and diffusivities $\kappa$ and $\nu$, such that for any parabolic cylinder $Q_1(t_0, x_0)$, with $x_0 \in \mathbb{R}^n$ and $t_0 > 1$, we have

$$|(v)_{Q_1}| \leq C. \quad (5.1)$$

The rest of this section contains the proof of Proposition 5.1.

5.1 Reduction to a Hölder in time bound

Once again, let us recall the representation (2.17) for the function $v(t, x)$:

$$v(t, x) = \bar{v}(t, x) + F(t, x) + (\kappa - \nu) \Psi(t, x) \quad (5.2)$$

Here, $\bar{v}(t, x)$ is the solution to the heat equation, as defined in (2.7), the function $F(t, x)$ is the solution to (2.5) and is uniformly bounded by (2.8), while $\Psi(t, x)$ satisfies

$$\Psi_t - \kappa \Delta \Psi = \Delta F, \quad \Psi(0, x) = 0. \quad (5.3)$$
Next, let $J(t, x)$ be the solution to
\[ J_t - \kappa \Delta J = F, \] (5.4)
with the initial condition $J(0, x) = 0$. Then, we claim that
\[ \Psi(t, x) = \frac{1}{\kappa} (\partial_t J - F). \] (5.5)

Observe that the derivative $\partial_t J$ satisfies
\[ \partial_t (\partial_t J) - \kappa \Delta (\partial_t J) = \partial_t F, \] (5.6)
with the initial condition $(\partial_t J)(0, x) = F(0, x)$. Hence, $(\partial_t J - F)$ satisfies
\[ \partial_t (\partial_t J - F) - \kappa \Delta (\partial_t J - F) = \partial_t F - \partial_t F + \kappa \Delta F = \kappa \Delta F, \] (5.7)
with $(\partial_t J - F)(0, x) = 0$. This gives (5.5).

Altogether we now have
\[ v(t, x) = \tilde{v}(t, x) + F(t, x) + (\kappa - \nu) \frac{1}{\kappa} (\partial_t J(t, x) - F(t, x)) = \tilde{v}(t, x) + \frac{\nu}{\kappa} F(t, x) + \frac{\kappa - \nu}{\kappa} \partial_t J(t, x). \] (5.8)

As the functions $\tilde{v}(t, x)$ and $F(t, x)$ are bounded, it follows that for any parabolic cube $Q$ we have
\[ (v)_Q \leq C(1 + (\partial_t J)_Q). \] (5.9)

Let us write
\[ (\partial_t J)_Q = \frac{1}{|Q|} \int_{|x-x_0|<R} \int_{|t-t_0|<R^2} \partial_t J(t, x)dtdx \]
\[ = \frac{1}{R^{n+2}|Q_1|} \int_{|x-x_0|<R} \left( J(t_0 + R^2, x) - J(t_0 - R^2, x) \right) dx. \] (5.10)

Thus the boundedness of the averages of $v(t, x)$ and the conclusion of Proposition 5.1 would follow from the following Hölder in time bound on $J(t, x)$.

**Lemma 5.2** For any $\alpha \in (0, 1)$, there exists a constant $C_{\alpha} > 0$ so that
\[ |J(t_2, x) - J(t_1, x)| \leq C_{\alpha}|t_2 - t_1|^\alpha, \quad \text{for all } t_1 + 1 \geq t_2 \geq t_1 \geq 2 \text{ and } x \in \mathbb{R}^n. \] (5.11)

The rest of this section contains the proof of Lemma 5.2.

### 5.2 Reduction to a bound on the spatial variations of the fuel in a ”parabola”

We now begin the proof of Lemma 5.2. Assume that $t_2 \geq t_1 \geq 1$, and write
\[ J(t_1, x) - J(t_2, x) = \int_0^{t_1} \int_{\mathbb{R}^n} \left( \frac{e^{-|x-y|^2/4\kappa(t_1-s)}}{(4\pi \kappa(t_1-s))^{n/2}} - \frac{e^{-|x-y|^2/4\kappa(t_2-s)}}{(4\pi \kappa(t_2-s))^{n/2}} \right) F(s, y)dyds \]
\[ - \int_{t_1}^{t_2} \int_{\mathbb{R}^n} \frac{e^{-|x-y|^2/4\kappa(t_2-s)}}{(4\pi \kappa(t_2-s))^{n/2}} F(s, y)dyds = I_1(t_1, t_2, x) + I_2(t_1, t_2, x). \] (5.12)

The second term above satisfies the simple estimate
\[ |I_2(t_1, t_2, x)| \leq \|F\|_{L^\infty(\mathbb{R} \times \mathbb{R}^n)}|t_2 - t_1| \leq K|t_2 - t_1|, \] (5.13)
thus we only need to look at $I_1$. For this term, we write, using the Newton-Leibniz formula in the $t$ variable, for a fixed $s \in [0,t_1]$

\[
\frac{e^{-|x-y|^2/4\kappa(t_2-s)}}{(4\pi\kappa(t_2-s))^{n/2}} - \frac{e^{-|x-y|^2/4\kappa(t_1-s)}}{(4\pi\kappa(t_1-s))^{n/2}} = C_\kappa \int_{t_1}^{t_2} h(z) \frac{d\tau}{(\tau-s)^{n/2+1}}, \quad z = \frac{x-y}{\sqrt{\kappa(\tau-s)}}.
\]  

(5.14)

with an integrable function

\[
h(z) = \left(-\frac{n}{2} + \frac{|z|^2}{4}\right)e^{-|z|^2/4}.
\]

(5.15)

Note that $h(z)$ has mean zero:

\[
\int_{\mathbb{R}^n} h(z)dz = 0.
\]

(5.16)

Thus, we have

\[
I_1(t_1, t_2, x) = \int_0^{t_1} \int_{\mathbb{R}^n} h(z) \left(\frac{F(s,x - z\sqrt{4\kappa(\tau-s)}) - F(s,x))}{\tau-s}\right) \frac{d\tau ds dz}{\tau-s}.
\]

(5.17)

Since $h(z)$ has zero integral, this can be written as

\[
I_1(t_1, t_2, x) = C_\kappa \int_0^{t_1} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} h(z) \left(\frac{F(s,x - z\sqrt{4\kappa(\tau-s)}) - F(s,x))}{\tau-s}\right) \frac{d\tau ds dz}{\tau-s}.
\]

(5.18)

We may now use (2.4) and (5.16) to split $I_1$ as

\[
I_1(t_1, t_2, x) = I_0(t_1, t_2, x) + \bar{I}_1(t_1, t_2, x) - I_3(t_1, t_2, x),
\]

(5.19)

with

\[
I_0(t_1, t_2, x) = C_\kappa \int_0^{t_1/2} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} h(z) F(s,x - z\sqrt{4\kappa(\tau-s)}) \frac{d\tau ds dz}{\tau-s},
\]

(5.20)

and

\[
\bar{I}_1(t_1, t_2, x) = C_\kappa \int_{t_1/2}^{t_1} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} h(z) \left(\bar{u}(s,x - z\sqrt{4\kappa(\tau-s)}) - \bar{u}(s,x))\right) \frac{d\tau ds dz}{\tau-s},
\]

(5.21)

and

\[
I_3(t_1, t_2, x) = C_\kappa \int_{t_1/2}^{t_1} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} h(z) \left(u(s,x - z\sqrt{4\kappa(\tau-s)}) - u(s,x))\right) \frac{d\tau ds dz}{\tau-s}.
\]

(5.22)

The term $I_0$ is bounded in the same way as $I_2$:

\[
|I_0(t_1, t_2, x)| \leq C\|F\|_{L^\infty} \int_0^{t_1/2} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} |h(z)| \frac{d\tau ds dz}{\tau-s} \leq C\|F\|_{L^\infty} \int_0^{t_1/2} \int_{t_1}^{t_2} \frac{d\tau ds dz}{\tau-s} \leq C|t_2 - t_1|,
\]

(5.23)

since $t_2 \geq t_1 \geq 2$. 


As the function $u_0(x)$ is bounded, there exists a constant $C$ so that

$$|\bar{u}(t, x) - \bar{u}(t, y)| \leq \frac{C}{t^{1/2}}|x - y|, \text{ for all } t \geq 1 \text{ and } x, y \in \mathbb{R}^n. \quad (5.24)$$

We also have the uniform bound $0 \leq \bar{u}(t, x) \leq K$ for all $t \geq 0$ and $x, y \in \mathbb{R}^n$. This gives the following bound on $\bar{I}_1$

$$|\bar{I}_1(t_1, t_2, x)| \leq C \int_{t_1/2}^{t_1} \int_{\mathbb{R}^n} \int_{t_1}^{t_2} |h(z)| \frac{C|z|(|\tau - s|)^{1/2}}{s^{1/2}} \frac{d\tau ds dz}{(\tau - s)^{1/2}} = C \int_{t_1/2}^{t_1} \int_{t_1}^{t_2} \frac{d\tau ds}{s^{1/2}(\tau - s)^{1/2}} \quad (5.25)$$

Thus, our focus is now on the term $I_3$. We choose $q \in (0, 1/10)$ and split this term as

$$I_3(t_1, t_2, x) = C_k(A_3(t_1, t_2, x) + R_3(t_1, t_2, x)), \quad (5.26)$$

with

$$A_3(t_1, t_2, x) = \int_{t_1/2}^{t_1} \int_{|z| \leq (t_1 - s)^q} \int_{t_1}^{t_2} h(z)(u(s, x - z\sqrt{4\kappa(\tau - s)}) - u(s, x)) \frac{d\tau ds dz}{\tau - s} \quad (5.27)$$

and

$$R_3(t_1, t_2, x) = \int_{t_1/2}^{t_1} \int_{|z| \geq (t_1 - s)^q} \int_{t_1}^{t_2} h(z)(u(s, x - z\sqrt{4\kappa(\tau - s)}) - u(s, x)) \frac{d\tau ds dz}{\tau - s}. \quad (5.28)$$

The term $R_3$ can be bounded as

$$|R_3(t_1, t_2, x)| \leq C\|u\|_{L^\infty} \int_{t_1/2}^{t_1} \int_{t_1}^{t_2} e^{-c(t_1 - s)^q} \frac{d\tau ds}{\tau - s} \leq C\|u\|_{L^\infty} \int_{t_1/2}^{t_1} e^{-c(t_1 - s)^q} \left(\log(t_2 - s) - \log(t_1 - s)\right) ds \quad (5.29)$$

$$\leq C\|u\|_{L^\infty} \int_0^\infty e^{-cs^q} \left(\log(t_2 - t_1 + s) - \log s\right) ds.$$

Thus, for any $m > 0$ and $N > 10$ we have

$$|R_3(t_1, t_2, x)| \leq C\|u\|_{L^\infty} \int_0^N \left(\log(t_2 - t_1 + s) - \log s\right) ds + C\|u\|_{L^\infty} \int_N^\infty e^{-cs^q} \left(\log(1 + s) - \log s\right) ds$$

$$\leq \frac{C\|u\|_{L^\infty}}{N^m} + C\|u\|_{L^\infty} \int_0^N \left(\log(t_2 - t_1 + s) - \log s\right) ds = \frac{C\|u\|_{L^\infty}}{N^m}$$

$$+ C\|u\|_{L^\infty} \left((N + t_2 - t_1)[\log(N + t_2 - t_1) - 1] - (t_2 - t_1)(\log(t_2 - t_1) - 1) - N(\log N - 1)\right)$$

$$\leq \frac{C\|u\|_{L^\infty}}{N^m} + C\|u\|_{L^\infty} \left((N + t_2 - t_1) \left(\log N + C\frac{t_2 - t_1}{N} - 1\right) - N(\log N - 1) - (t_2 - t_1)(\log(t_2 - t_1) - 1)\right) \leq \frac{C\|u\|_{L^\infty}}{N^m} + C\|u\|_{L^\infty} \left((t_2 - t_1)(\log N + (t_2 - t_1)\log(t_2 - t_1))\right). \quad (5.30)$$
We used the fact that $0 \leq t_2 - t_1 \leq 1$ above. Choosing $N = 1/(t_2 - t_1)$ gives
\[
|R_3(t_1, t_2, x)| \leq C_\alpha \|u\|_{L^\infty} |(t_2 - t_1)^\alpha|,
\tag{5.31}
\]
for any $\alpha \in (0, 1)$.

The above analysis shows that the main task is to bound the term $A_3$ defined in (5.27). As a preliminary step, note that for any fixed $T > 0$ it suffices consider only $t_1 > 10T$. This follows from the local existence bounds already established in [8] and [18]. In addition, observe that for any $T > 0$ fixed and $t_1 > 10T$ we have
\[
\begin{align*}
\hat{A}_{3,T}(t_1, t_2, x) &:= \left| \int_{t_1}^{t_1 - T} \int_{|z| \leq (t_1 - s)^\eta} \int_{t_1}^{t_2} h(z)(u(s, x - z\sqrt{4\kappa(\tau - s)}) - u(s, x)) \frac{d\tau ds dz}{\tau - s} \right| \\
&\leq C \int_{t_1 - T}^{t_1} \int_{t_1}^{t_2} \frac{d\tau ds}{\tau - s} = C \int_{t_1 - T}^{t_1} (\log(t_2 - s) - \log(t_1 - s)) ds \\
&= C \int_{0}^{T} (\log(t_2 - t_1 + s) - \log s) ds \\
&= C \left( (t_2 - t_1 + T)(\log(t_2 - t_1 + T) - 1) - (t_2 - t_1)(\log(t_2 - t_1) - 1) - T(\log T - 1) \right) \\
&\leq C \left( (t_2 - t_1 + T)(\log T + C\frac{t_2 - t_1}{T}) - 1) - (t_2 - t_1)(\log(t_2 - t_1) - 1) - T(\log T - 1) \right) \\
&\leq C(1 + \log T)|t_2 - t_1|^\alpha,
\end{align*}
\tag{5.32}
\]
for any $\alpha \in (0, 1)$.

### 5.3 A bound for the spatial variations of the fuel in the parabola

The previous analysis shows that the main task is to bound the term $A_{3,T}$:
\[
A_{3,T}(t_1, t_2, x) = \int_{t_1/2}^{t_1 - T} \int_{|z| \leq (t_1 - s)^\eta} \int_{t_1}^{t_2} h(z)(u(s, x - z\sqrt{4\kappa(\tau - s)}) - u(s, x)) \frac{d\tau ds dz}{\tau - s}.
\tag{5.33}
\]

Recall that here we have $10T \leq t_1 \leq t_2 \leq t_1 + 1$, and $T$ is fixed but sufficiently large, to be chosen. To estimate $A_{3,T}$, we need to show that the variations of the fuel concentration $u(s, y)$ are small for most times $s$ in the time interval $t_1/2 \leq s \leq t_1$ inside the domain of integration in (5.33) that we will call a “parabola”, centered at the point $x$ and the time $t_1$. We also define, for $A > 10$ and for all $s \leq t_1 - T$ the region
\[
P_s^A = \{(s', y') : 0 \leq s' \leq s, \ |y' - x| \leq A\sqrt{4\kappa(t_1 - s')^q(t_1 + 1 - s')^{1/2}} \}
\tag{5.34}
\]
for the part of the parabola at times earlier than $s$ that we will refer to as sub-parabola. The constant $A$ will be chosen to be large, and since $t_2 \leq t_1 + 1$, it is clear that the points $(s, x)$ and $(s, x - z\sqrt{4\kappa(\tau - s)})$ in (5.33) belong to $P_s^A$ if $|z| < (t_1 - s)^q$.

An intuitive reason for the smallness of oscillations inside the parabola is that until the front arrives into this region, the fuel is not consumed while its initial variations are quickly uniformized by the diffusion. Once the front arrives, it spreads through the parabola with a linear speed, consuming the fuel. The fuel variations during this period can not be controlled but this time interval is relatively short. After the front has passed, there is no fuel left in the parabola, hence its variations are small again. Let us also comment that, according to Proposition 4.2, once the temperature is “large” at a given point, it never becomes “too small” again.
According to the above intuition, given a point $x \in \mathbb{R}^n$ and a time $t_1 > 10T$, with a sufficiently large but fixed $T > 0$, we will consider three cases: (1) the front “has reached the parabola not long before $t_1$", (2) the front “has reached the parabola long before $t_1$", and (3) the front “has not reached the parabola by the time $t_1$”.

To quantify the above informal notions, let us first clarify the meaning of the phrase “the front reached the parabola”: if there is a time $s' \in [t_1/2, t_1 - T]$ such that there exists a point $x'$, so that

$$|x - x'| \leq A\sqrt{4\kappa}(t_1 - s')^q(t_1 + 1 - s')^{1/2},$$

and the spatial average of the temperature around $x'$ is not small, in the sense that

$$\int_{|y-x'| \leq 1} v(s', y) dy \geq \frac{1}{(t_1 - s')^m},$$

with $m > 0$ to be chosen, we say that the $t_1$-front has reached the parabola centered at $x$ by the time $s'$. Then, we define the “front-reaching time" $s_0$ as the infimum of all times such that (5.36) holds:

$$s_0 := \inf \left\{ s' \in \left[ \frac{t_1}{2}, t_1 - T \right] \text{ s.t. there is } x' \text{ so that (5.35) and (5.36) hold.} \right\}$$

It follows that there is $x_0$ such that

$$|x - x_0| \leq A\sqrt{4\kappa}(t_1 - s_0)^q(t_1 + 1 - s_0)^{1/2},$$

and

$$\int_{|y-x_0| \leq 1} v(s_0, y) dy \geq \frac{1}{(t_1 - s_0)^m}.$$  

Once the front-reaching time $s_0$ is set, we define the late-stage time $s_2$. Intuitively, it is the time when $u$ is already decaying exponentially near the point $x$ due to the presence of front. First, we let $s_1$ be

$$s_1 := s_0 + m \log(t_1 - s_0) + C.$$  

Corollary 4.3 implies that then the fuel concentration $u(s, y)$ obeys an upper bound

$$u(s, y) \leq Ke^{-\gamma_1(s-s_1)}, \text{ for all } s \geq s_1 = s_0 + m \log(t_1 - s_0) + C \text{ and } |y - x_0| \leq c_2(s - s_1).$$

Here, we require $T > 1$ so that Corollary 4.3 applies. Next, we define the late-stage time $s_2$ by

$$s_2 := s_1 + \frac{1}{c_2}10A\sqrt{4\kappa}(t_1 - s_0)^q(t_1 - s_0 + 1)^{\frac{1}{2}},$$

so that

$$c_2(s_2 - s_1) = 10A\sqrt{4\kappa}(t_1 - s_0)^q(t_1 - s_0 + 1)^{\frac{1}{2}}.$$  

holds. The intuition behind the choice of $s_2$ is clear: we know that $u$ is small near $x_0$ after the time $s_1$. Then, by Corollary 4.3, after waiting for additional time $s_2 - s_1$, the smallness of $u$ is propagated and $u$ is exponentially decaying throughout the parabola after the time $s_2$.

Consider a time $s \in [s_2, t_1]$ and $(s, y) \in P^A_s$, that is, 

$$|y - x| \leq A\sqrt{4\kappa}(t_1 - s)^q(t_1 - s + 1)^{\frac{1}{2}},$$

Then, due to (5.38), (5.43) and (5.44), we have

$$|y - x_0| \leq A\sqrt{4\kappa}(t_1 - s)^q(t_1 - s + 1)^{\frac{1}{2}} + A\sqrt{4\kappa}(t_1 - s_0)^q(t_1 - s_0 + 1)^{\frac{1}{2}} \leq c_2(s_2 - s_1) \leq c_2(s - s_1).$$
We deduce from (5.41) and (5.45) that the fuel concentration inside the parabola is, indeed, very small for $s > s_2$ by Corollary 4.3:

$$u(s, y) \leq Ke^{-\gamma_2(s-s_1)}, \quad \text{for all } s \in [s_2, t_1] \text{ and } |y - x| \leq A\sqrt{4\kappa}(t_1 - s)^\theta(t_1 - s + 1)^{1/2}. \quad (5.46)$$

Let us comment that for convenience we require $T$ to be large enough, so that the function

$$t \to \frac{1}{2} t - m \log t - \frac{10A\sqrt{4\kappa}}{c_2}t^\theta(t + 1)^{1/2} - C$$

is positive for $t \geq T$. It follows, in particular, that

$$t_1 - s_2 > \frac{1}{2}(t_1 - s_0) \geq \frac{T}{2},$$

that is, $s_2 < t_1 - T/2$.

**Brief outline of the strategy.** With the above definitions of the times $s_0$ and $s_2$, we will split the integral (5.33) into three pieces: first, the early times $s \in [t_1/2, s_0 - C\log(t_1 - s_0) - C]$. Here, $C > 0$ is a constant independent of $t_1, s_0$ that we will choose later. The intermediate times cover the interval $s \in [s_0 - C\log(t_1 - s_0) - C, s_2]$, and late times include $s \in [s_2, t_1 - T]$. We will see that the integral over each time interval gives a contribution of the form $C|t_2 - t_1|$, where $C$ is independent of $t_1$, but for very different reasons.

First, for the early times $s$, by the backward in time estimate in Corollary 4.4 and (5.37), we know that the $L^1$-ball average of the fuel temperature $v$ near a point $x \in P^A_s$ decays exponentially. To get this decay, we need to subtract from $s_0$ the additional term involving $\log(t_1 - s_0)$ in the definition of the upper bound for the early times. From Corollary 3.6, it follows that $v$ itself is small and moreover by the parabolic regularity theory, the gradient $\nabla v$ is also small in the smaller region $P^A_s$, with some $A' < A$. The application of the parabolic regularity theory explains why we needed to subtract the additional $O(1)$ term in the definition of the upper bound for the early times. Thus, during the early times and inside the slightly smaller parabola the fuel concentration $u$ is a solution to the heat equation with a small potential that also has a small gradient: see equation (5.83) below. Using Bernstein’s method for the standard heat equation [21], we then obtain a point-wise upper bound on $\nabla u(s, x)$ inside an early times parabolic cylinder of size $R > 0$. This bound is controlled by

$$\frac{1}{R^2} + R^2||\nabla v||^2_{L^\infty_t L^2_x(Q^R_{t_1}(s, x))}.$$ 

By adjusting the size $R$ of the cylinder by the time $s$, to take advantage from smallness of $\nabla v$ in $Q^R_{t_1}(s, x)$, we end up with the bound (5.91) below for $\nabla u(s, y)$. This allows us to control the integral in (5.33) over the early times.

Second, to control the integral in (5.33) over the late times, we use the exponential decay of $u$ in (5.46).

Finally, on the intermediate time interval, neither $u$ nor $v$ are necessarily small. The key point is that if we only use the $L^\infty$ bound for the function $u$, the integral in (5.33) is controlled by

$$\int (\log(t_2 - s) - \log(t_1 - s))ds \leq \int \frac{t_2 - t_1}{t_1 - s}ds.$$

However, in the intermediate time interval, the difference $t_1 - s$ varies within the range

$$[(t_1 - s_0) - m \log(t_1 - s_0) - C - \frac{1}{c_2}10A\sqrt{4\kappa}(t_1 - s_0)^\theta(t_1 - s_0 + 1)^{1/2}, (t_1 - s_0) + C\log(t_1 - s_0) + C].$$
Since $T$ is sufficiently large and $t_1 - s_0 \geq T$, this means that integral of $(t_1 - s)^{-1}$ within this range of $s$ remains bounded uniformly in $t_1$.

According to the above scenario, we estimate $A_{3,T}$ as

$$|A_{3,T}| \leq A_e + A_m + A_\ell,$$

with

$$A_e(t_1, t_2, x) = \int_{t_1/2}^{t_0 - C \log(t_1 - s_0) - C} \int_{|z| \leq (t_1 - s)^q} \int_{t_1}^{t_2} |h(z)| |u(s, x - z \sqrt{4\kappa(t - s)}) - u(s, x)| \frac{d\tau dz ds}{\tau - s},$$

$$A_m(t_1, t_2, x) = \int_{t_0 - C \log(t_1 - s_0) - C}^{t_0 - C \log(t_1 - s_0) - C} \int_{|z| \leq (t_1 - s)^q} \int_{t_1}^{t_2} |h(z)| |u(s, x - z \sqrt{4\kappa(t - s)}) - u(s, x)| \frac{d\tau dz ds}{\tau - s},$$

and

$$A_\ell(t_1, t_2, x) = \int_{s_2}^{t_1 - T/2} \int_{|z| \leq (t_1 - s)^q} \int_{t_1}^{t_2} |h(z)| |u(s, x - z \sqrt{4\kappa(t - s)}) - u(s, x)| \frac{d\tau dz ds}{\tau - s}. \quad (5.50)$$

We have extended the domain of integration in $s$ in the term $A_\ell$ to the upper limit $s = t_1 - T/2$ simply to avoid considering separately the cases $s_2 < t_1 - T$ and $s_2 > t_1 - T$, while we do know that $s_2 < t_1 - T/2$.

### 5.3.1 An estimate of the middle term $A_m$

For the "middle" term $A_m$, we note that it follows from the definitions of the times $s_1$ and $s_2$ in (5.41) and (5.43) that for a sufficiently large $T > 0$, we have

$$\frac{t_1 - s_2}{(t_1 - s_0) + C \log(t_1 - s_0) + C} \in [1/3, 1] \quad (5.51)$$

since $t_1 - s_0 \geq T$. Therefore, we have the following estimate for $A_m$

$$|A_m(t_1, t_2, x)| \leq \int_{s_0 - C \log(t_1 - s_0) - C}^{s_2} \frac{d\tau}{\tau - s} \int_{t_1}^{t_2} \frac{d\tau}{\tau - s} = \int_{s_0 - C \log(t_1 - s_0) - C}^{s_2} \frac{d\tau}{\tau - s} \log(t_2 - s) - \log(t_1 - s)) \leq C \int_{t_1 - s_2}^{t_1 - s_0 + C \log(t_1 - s_0) + C} \frac{t_2 - t_1}{s} ds$$

$$= C(t_2 - t_1) \log \left( \frac{t_1 - s_0 + C \log(t_1 - s_0) + C}{t_1 - s_2} \right) \leq C(t_2 - t_1).$$

### 5.3.2 An estimate of the late term $A_\ell$

The "late" term $A_\ell$ can be bounded using the upper bound (5.46):

$$|A_\ell(t_1, t_2, x)| \leq C \int_{s_2}^{t_1 - T/2} \int_{t_1}^{t_2} e^{-\gamma_2(s - s_1)} \frac{d\tau dz ds}{\tau - s} \leq C \int_{s_2}^{t_1 - T/2} e^{-\gamma_2(s - s_1)} (\log(t_2 - s) - \log(t_1 - s)) ds$$

$$= C \int_{s_2}^{t_1 - T/2} e^{-\gamma_2(s - s_1)} \log \left( \frac{t_2 - s}{t_1 - s} \right) ds = C \int_{s_2}^{t_1 - T/2} e^{-\gamma_2(s - s_1)} \log \left( 1 + \frac{t_2 - t_1}{t_1 - s} \right) ds. \quad (5.53)$$
As $0 \leq t_2 - t_1 \leq 1$ and $t_1 - s \geq T/2$, we can estimate the integral above as

$$|A(t_1, t_2, x)| \leq C \int_{s_2}^{t_1-T/2} e^{-\gamma_2(s-s_1)} \frac{t_2 - t_1}{t_1 - s} ds \leq \frac{C}{T} |t_2 - t_1|. \quad (5.54)$$

### 5.3.3 An estimate of the early term $A_e$

The last and longer step is to estimate the early contribution $A_e$. To do this, we will estimate the Hölder constant of the fuel concentration $u(t, x)$ inside the parabola for times $s$ in the interval

$$t_1/2 < s < s_0 - C \log(t_1 - s_0) - C.$$

The idea is as follows. We already know that the temperature $v(s, y)$ is small in all of the sub-parabola $P^A_{s_0}$. The parabolic regularity estimates that we detail below will also imply that the gradient $\nabla v(s, y)$ is small in the sub-parabola $P^A_{s_0}$ for $A' < A$ sufficiently close to $A$. Therefore, the fuel concentration is a solution to a parabolic equation of the form

$$u_t = \Delta u - V(t, x)u, \quad (5.55)$$

with the potential $V(t, x) = g(v(t, x))$ that is very small and positive and also has a very small gradient in any sub-parabola $P^A_{s_0}$, with $0 \leq s \leq s_0$.

In addition, if we take a time $s < s_0$, and a point $y \in P^A_{s_0}$ that is not too close to the boundary of the parabola, then we will be able to fit a parabolic cylinder $Q_R(s, y)$ of a radius

$$R \sim (t_1 - s)^{1/2+q'},$$

with some $0 < q' < q$, inside the parabola $P^A_{s_0}$. Hence, the fuel concentration $u(t, x)$ will basically solve the heat equation inside a very large parabolic cylinder $Q_R(s, y)$. This will show that $|\nabla u(s, y)| \sim O(R^{-1})$, and such bound will suffice for us to estimate $A_e$.

We now follow the above outline. From the definition of $s_0$, we know that either $s_0 = t_1/2$, which is the case where $A_e = 0$, or $s_0 > t_1/2$ and the local spatial averages of the temperature satisfy

$$\int_{|y-z| \leq 1} v(s_0, z) dz \leq \frac{1}{|t_1 - s_0|^m}, \quad \text{for each } y \in P^A_{s_0}, \text{ that is, } |x-y| \leq A \sqrt{4\kappa(t_1 - s_0)} q(t_1 - s_0 + 1)^{1/2}. \quad (5.56)$$

It follows from Corollary 4.4 that then the spatial averages at the earlier times satisfy

$$\int_{|y-z| \leq 1} v(s, z) dz \leq \frac{C}{|t_1 - s_0|^m} e^{-\gamma_3(s_0-s)}, \quad \text{for all } s \leq s_0 - C \log(t_1 - s_0) - C \quad (5.57)$$

$$|x-y| \leq \frac{c_0}{2} (s_0 - s) + A \sqrt{4\kappa(t_1 - s_0)} q(t_1 - s_0 + 1)^{1/2}.$$

A key point is that Corollary 3.6 implies that then the point-wise values of the temperature are also small, in the sense that they satisfy

$$v(s, y) \leq \frac{C}{|t_1 - s_0|^m(1-\varepsilon)} e^{-\gamma_4(s_0-s)}, \quad \text{for all } s \leq s_0 - C \log(t_1 - s_0) - (C + 4) \quad (5.58)$$

$$|x-y| \leq \frac{c_0}{2} (s_0 - s) + A' \sqrt{4\kappa(t_1 - s_0)} q(t_1 - s_0 + 1)^{1/2},$$

for some $A' \in (1, A)$. Note that we assume that $T$ is sufficiently large, so that

$$(A - A') \sqrt{4\kappa T^q(T + 1)}^{1/2} \geq C \geq 2,$$
to guarantee that the points in $Q_2(s, y)$ satisfy the conditions of (5.57). Observe that, given $c_0 > 0$, we can find $T > 0$ so that if $t_1 - s_0 > T$ then the parabola $P_{s'}$ is contained in the domain of (5.58), that is, we have

$$A' \sqrt{4\kappa} (t_1 - s)^q(t_1 - s + 1)^{\frac{q}{2}} \leq A' \sqrt{4\kappa} (t_1 - s_0)^q(t_1 - s_0 + 1)^{\frac{q}{2}} + \frac{c_0}{2} (s_0 - s), \quad \text{for all } 0 \leq s \leq s_0,$$

(5.59)

since the function

$$r \rightarrow A' \sqrt{4\kappa} r^q(r + 1)^{1/2} - \frac{c_0}{2} r$$

is decreasing for large enough $r$ as $q < \frac{1}{2}$. It follows from (5.58) and (5.59) that the function $v(s, y)$ is very small in all of the sub-parabola $P_{s'}$ at the times $s$ earlier than $s_0 - C \log(t_1 - s_0) - C$, after a suitable relabelling of the constant $C$:

$$v(s, y) \leq \frac{C}{|t_1 - s_0|^{m(1-\varepsilon)}} e^{-\gamma_4 (s_0 - s)}$$

for all $s \leq s_0 - C \log(t_1 - s_0) - C$ and

$$|x - y| \leq A' \sqrt{4\kappa} (t_1 - s)^q(t_1 - s + 1)^{\frac{q}{2}}.$$

(5.60)

Here, we again assume that $T$ is sufficiently large, so that the right-hand side of (5.60) is less than 1.

We will use the following estimate for the solutions to the forced heat equation (Theorem 12 in [28] and Theorem 4.3 in [22]). Let $\phi(t, x)$ be a solution to

$$\phi_t = \Delta \phi + f(t, x).$$

(5.61)

Then, for any $t \geq 10$ and $x \in \mathbb{R}^n$ the function $\phi$ satisfies a Hölder estimate

$$\|\phi\|_{C^{\alpha/2, \alpha}_{1, 1} (Q_1 (t, x))} \leq C [\|\phi\|_{L^\infty (Q_2 (t, x))} + \|f\|_{L^\infty (Q_2 (t, x))}].$$

(5.62)

Therefore, the temperature $v(t, x)$ satisfies a bound

$$\|v\|_{C^{\alpha/2, \alpha}_{1, 1} (Q_2 (t, x))} \leq C [\|v\|_{L^\infty (Q_2 (t, x))} + \|ug(v)\|_{L^\infty (Q_2 (t, x))}].$$

(5.63)

We deduce from (5.60), (5.63), and (1.9) that $v(s, x)$ satisfies a uniform Hölder bound

$$\|v\|_{C^{\alpha/2, \alpha}_{1, 1} (Q_2 (s, y))} \leq C |t_1 - s_0|^{m(1-\varepsilon)} e^{-\gamma_4 (s_0 - s)}$$

for all $s \leq s_0 - C \log(t_1 - s_0) - C$ and

$$|x - y| \leq A'' \sqrt{4\kappa} (t_1 - s)^q(t_1 - s + 1)^{\frac{q}{2}}.$$

(5.64)

for $A'' \in (1, A')$ and sufficiently large $T$ so that for $s \leq s_0 - C \log(t_1 - s_0) - C$ and $y \in P_{s'}$, we have $\{z : |z - y| \leq 2\} \subset P_{s'}$. Similarly, it also follows from (5.62) that the fuel concentration $u(t, x)$ satisfies a uniform Hölder bound in the sub-parabola $P_{s_0}$:

$$\|u\|_{C^{\alpha/2, \alpha}_{1, 1} (Q_2 (s, y))} \leq C,$$

for all $s \leq s_0 - C \log(t_1 - s_0) - C$ and

$$|x - y| \leq A'' \sqrt{4\kappa} (t_1 - s)^q(t_1 - s + 1)^{1/2}.$$

(5.65)

We deduce from (5.64) and (5.65), as well as the assumption that $g$ is smooth and that $v(s, y)$ is small for $s \leq s_0 - C \log(t_1 - s_0) - C$ and $y \in P_{s''}$, that the reaction rate also obeys a Hölder bound in $P_{s_0}$:

$$\|ug(v)\|_{C^{\alpha/2, \alpha}_{1, 1} (Q_2 (s, y))} \leq C |t_1 - s_0|^{m(1-\varepsilon)} e^{-\gamma_4 (s_0 - s)}$$

for all $s \leq s_0 - C \log(t_1 - s_0) - C$ and

$$|x - y| \leq A'' \sqrt{4\kappa} (t_1 - s)^q(t_1 - s + 1)^{1/2}.$$

(5.66)
Let us also recall Theorem 8.11.1 of [21]. It says that a solution to (5.61) obeys a local estimate

$$\|\phi\|_{C^{1+\alpha/2,2+\alpha}(Q_R)} \leq C\|f\|_{C^{0/2,0}(Q_{2R})} + \|\phi\|_{L^\infty(Q_{2R})}.$$  \hfill (5.67)

This, together with (5.60) and (5.66) improves the bound (5.64) on the temperature to the following estimate in \(P_s^{2\gamma'}\):

$$\|v\|_{C^{1+\alpha/2,2+\alpha}(Q_{1/10}(s,y))} \leq \frac{C}{|t_1 - s_0|^{m(1-\varepsilon)}} e^{-\gamma_4(s_0 - s)}, \quad \text{for all } s \leq s_0 - C \log(t_1 - s_0) - C$$

and (we use subscripts for partial derivatives in \(x\))

$$|x - y| \leq A'' \sqrt{4\kappa}(t_1 - s)^\alpha(t_1 - s + 1)^{1/2}.$$  \hfill (5.68)

We will mostly need the bound on \(\nabla v(s,y)\) that is part of (5.68):

$$\|\nabla v\|_{L^\infty(Q_{1/10}(s,y))} \leq \frac{C}{|t_1 - s_0|^{m(1-\varepsilon)}} e^{-\gamma_4(s_0 - s)}, \quad \text{for all } s \leq s_0 - C \log(t_1 - s_0) - C$$

and (we use subscripts for partial derivatives in \(x\))

$$|x - y| \leq A'' \sqrt{4\kappa}(t_1 - s)^\alpha(t_1 - s + 1)^{1/2}.$$  \hfill (5.69)

The next step is to translate the estimate (5.69) on the temperature into a small Hölder constant for the fuel concentration \(u(t,x)\) in \(P_{s_0}\). Note that (5.65) gives a Hölder bound on \(u(t,x)\) that is not small and we need to improve that. To this end, let \(\psi(t,x)\) be a positive solution to

$$\psi_t = \Delta \psi - V(t,x)\psi,$$  \hfill (5.70)

with a small non-negative potential \(V(t,x)\geq 0\), in a parabolic cylinder

$$Q_R(s,x_1) = \{ (t,x) : s - R^2 < t < s, \ |x - x_1| < R \}.$$  

We will assume without loss of generality that \(s = 0\) and \(x_1 = 0\) and use the notation \(Q_R = Q_R(0,0)\).

Our goal is to get a bound on \(\nabla \psi(0,0)\) that would decay for \(R\) large, similarly to a standard estimate for the heat equation, when \(V \equiv 0\), as described, for instance, in Theorem 8.4.4 of [21]. We will also assume that \(\psi(t,x)\) is uniformly bounded:

$$0 \leq \psi(t,x) \leq K.$$  \hfill (5.71)

The constants below may depend on the constant \(K\).

We follow the argument in [21]. Let \(\zeta_R(t,x) = \zeta(t/R^2,x/R)\), with \(\zeta(t,x)\) a smooth cut-off function, such that \(\zeta(t,x) = 1\) for \(-1/2 \leq t \leq 0\) and \(|x| \leq 1/2\), and \(\zeta(s,y) = 0\) if \(s \leq -2/3\) or \(|y| \geq 2/3\). We also define

$$w(t,x) = \zeta_R^2(t,x)|\nabla \psi(t,x)|^2 + \mu|\psi(t,x)|^2,$$  \hfill (5.72)

with \(\mu > 0\) to be chosen. Then, we compute

$$w_t = \frac{2}{R^2} \zeta_R \left( \frac{t}{R^2}, \frac{x}{R} \right) |\nabla \psi(t,x)|^2 + 2\zeta_R^2 \nabla \psi \cdot \nabla \psi_t + 2\mu \psi \psi_t$$

$$= \frac{2}{R^2} \zeta_R \left( \frac{t}{R^2}, \frac{x}{R} \right) |\nabla \psi(t,x)|^2 + 2\zeta_R \nabla \psi \cdot \nabla (\Delta \psi) - 2\zeta_R^2 \psi \nabla V - 2\zeta_R^2 V |\nabla \psi|^2$$

$$+ 2\mu \psi \Delta \psi - 2\mu V \psi^2,$$  \hfill (5.73)

and (we use subscripts for partial derivatives in \(x\) and sum over repeated indices)

$$\Delta w = \frac{2}{R^2} |\nabla \psi|^2 (\zeta \Delta \zeta + |\nabla \zeta|^2) \left( \frac{t}{R^2}, \frac{x}{R} \right) + 2\zeta_R^2 (\psi_{kj} \psi_{jk} + \psi_k \Delta \psi_k) + \frac{8}{R} \zeta_k \psi_j \psi_{jk} + 2\mu \psi \Delta \psi + 2\mu |\nabla \psi|^2.$$  \hfill (5.74)
This gives
\[
\begin{align*}
   w_t - \Delta w &= |\nabla \psi|^2 \left( \frac{2}{R^2} \zeta_t - 2 \zeta_R^2 V - \frac{2}{R^2} (\zeta \Delta \zeta + |\nabla \zeta|^2 - 2 \mu) + 2 \zeta_R^2 (\psi_k \psi_{k,j} - \psi_{j,k} \psi_k - \psi_k \psi_{k,j}) \right)
   \quad- 2 \zeta_R^2 \psi \psi_k V_k - 2 \zeta_R^2 V |\nabla \psi|^2 + 2 \mu V \Delta \psi - 2 \mu V \psi^2 - \frac{8}{R} \zeta_k \psi_j \psi_{j,k} - 2 \mu \psi \Delta \psi
   \leq |\nabla \psi|^2 \left( \frac{C}{R^2} - 2 \mu \right) - 2 \zeta_R^2 \psi \psi_k V_k - 2 \zeta_R^2 \psi_{j,k} \psi_{j,k} - \frac{8}{R} \zeta_k \psi_j \psi_{j,k} - 2 \zeta_R^2 V |\nabla \psi|^2 - 2 \mu V \psi^2
   = |\nabla \psi|^2 \left( \frac{C}{R^2} - 2 \mu \right) - 2 \zeta_R^2 \psi \psi_k V_k - 2 \left( \zeta_R \psi_{j,k} + \frac{2}{R} \zeta_k \psi_j \right)^2 + \frac{8}{R^2} |\zeta_k|^2 |\psi_j|^2
   \quad- 2 \zeta_R^2 V |\nabla \psi|^2 - 2 \mu V \psi^2
   \leq |\nabla \psi|^2 \left( \frac{C}{R^2} - 2 \mu \right) - 2 \zeta_R^2 \psi \psi_k V_k - 2 \zeta_R^2 V |\nabla \psi|^2 - 2 \mu V \psi^2 - 2 \left( \zeta_R \psi_{j,k} + \frac{2}{R} \zeta_k \psi_j \right)^2.
\end{align*}
\]
(5.75)

Let us denote
\[
g(t) = ||\nabla V(t, \cdot)||_{L^\infty(B_R(0))}.
\]
(5.76)

As \(V(t, x) \geq 0\) and \(0 \leq \psi(t, x) \leq C\), one can use (5.75) and (5.76) to write
\[
w_t - \Delta w \leq |\nabla \psi|^2 \left( \frac{C}{R^2} - 2 \mu \right) + C |\nabla \psi| |\nabla V| \leq |\nabla \psi|^2 \left( \frac{C}{R^2} - 2 \mu \right) + CR^2 |\nabla V|^2 \leq CR^2 g^2(t),
\]
as long as \(\mu > C/R^2\). Let us set
\[
G(t) = CR^2 \int_{-R^2}^{t} g^2(s)ds.
\]
(5.78)

It follows that the function
\[
\bar{w}(t, x) = w(t, x) - G(t)
\]
(5.79)
satisfies the differential inequality
\[
\bar{w}_t - \Delta \bar{w} \leq 0, \quad \text{in} \ Q_R.
\]
(5.80)

Therefore, \(\bar{w}(t, x)\) attains its maximum on the parabolic boundary of \(Q_R\). Moreover, \(\zeta_R(t, x) = 0\)
if \((t, x)\) lie on the parabolic boundary of \(Q_R\), and \(\zeta_R(t, x) = 1\) for \(-R^2/2 \leq t \leq 0\) and \(|x| \leq R/2\)
Therefore, we have
\[
\bar{w}(t, x) \leq \mu ||\psi||_{L^\infty}^2 \leq \frac{C}{R^2} ||\psi||_{L^\infty(Q_R)}^2, \quad \text{for all} \ (t, x) \in Q_{R/2}.
\]
(5.81)

We conclude that
\[
|\nabla \psi(0, 0)|^2 \leq \frac{C ||\psi||_{L^\infty}^2}{R^2} + G(0) = \frac{C ||\psi||_{L^\infty}^2}{R^2} + CR^2 \int_{-R^2}^{0} ||\nabla V(s, \cdot)||_{L^\infty(Q_R)}^2 ds.
\]
(5.82)

We will use the above estimate as follows. Recall that \(u(t, x)\) satisfies
\[
u_t = \Delta u - g(v)u,
\]
(5.83)

and that the nonlinearity \(V(t, x) = g(v(t, x))\) satisfies the gradient bound (5.69) that implies, in particular, that
\[
|\nabla V(s, y)| \leq \frac{C}{|t_1 - s_0|^{m(1-\epsilon)}} e^{-\gamma_4(s_0 - s)}, \quad \text{for all} \ (s, y) \in P_{s_0 - C \log(t_1 - s_0) - C}^A.
\]
(5.84)
Now, we focus on the points
\[(s, y) \in P^1_{s_0 - C \log(t_1 - s_0) - C}, \quad \frac{t_1}{2} \leq s \leq s_0 - C \log(t_1 - s_0) - C,\] (5.85)
so that \(|y - x| \leq \sqrt{4\kappa(t_1 - s)^q}(t_1 + 1 - s)^{1/2}\) holds. These points are exactly those in the domain of integration for (5.48). We will choose the suitable size \(R(s)\) of the parabolic cylinder so that \(Q^r_{R(s)}(s, y)\) is completely contained in \(P^1_{s_0 - C \log(t_1 - s_0) - C}\) and will deduce the smallness for \(\nabla u\) from (5.82).

First, we fix \(q'\) such that \(0 < q' < q\) and choose \(T > 2\), so that \(t_1 \geq 10T > 20\). Next, for a time \(s \in [t_1/2, s_0 - C \log(t_1 - s_0) - C]\), we define
\[R(s) = \min(\sqrt{4\kappa(t_1 - s)^q}(t_1 + 1 - s)^{1/2}, (s - 10)^{1/2}).\] (5.86)
Finally, we choose \(A'' > 2\). Then for \((s, y)\) satisfying (5.85), we know that
\[Q^r_{R(s)}(s, y) \subset P^1_{s_0 - C \log(t_1 - s_0) - C}.\]

First, since \(s \geq \frac{t_1}{2} > 10, R(s) \geq 0\). Also, \(s - s' < R^2 \leq s - 10\) implies that \(s' > 10 > 0\). Next, if \((s', y') \in Q^r_{R(s)}(s, y)\), then
\[|y' - x| \leq |y' - y| + |y - x| \leq R(s) + \sqrt{4\kappa(t_1 - s)^q}(t_1 + 1 - s)^{1/2} \leq A''(t_1 - s)^q(t_1 + 1 - s)^{1/2}\]
\[\leq A''(t_1 - s')^q(t_1 + 1 - s')^{1/2}.\] (5.87)

Thus, \((s', y') \in P^1_{s_0 - C \log(t_1 - s_0) - C}\) by the definition of the parabola (5.34).

We deduce then from (5.82) that for all \((s, y)\) satisfying (5.85) we have
\[|\nabla u(s, y)| \leq \frac{C}{R(s)} + CR(s)\left(\frac{\int_0^s \frac{C}{|t_1 - s_0|^{2m(1-\epsilon)}e^{-2\gamma_4(s_0 - \tau)}d\tau}}{t_1 - s_0^{m(1-\epsilon)}}\right)^{1/2}\]
\[\leq \frac{C}{R(s)} + \frac{C(t_1 - s)^q(t_1 - s + 1)^{1/2}e^{-\gamma_4(s_0 - s)}}{|t_1 - s_0|^{m(1-\epsilon)}}.\] (5.88)
Note that if we choose \(T\) sufficiently large so that the function \(t \to t^{q'+1}(t + 1)^{1/2}e^{-\gamma_4 t}\) is decreasing for \(t \geq T\), then for all \(s \leq s_0 \leq t_1 - T\) we have
\[(t_1 - s)^{q'}(t_1 - s + 1)^{1/2}e^{-\gamma_4(t_1 - s)} \leq (t_1 - s_0)^{1+q'}(t_1 - s_0 + 1)^{1/2}e^{-\gamma_4(t_1 - s_0)}.\] (5.89)
It follows that then
\[\frac{(t_1 - s)^{q'}(t_1 - s + 1)^{1/2}e^{-\gamma_4(s_0 - s)}}{|t_1 - s_0|^{m(1-\epsilon)}} \leq \frac{(t_1 - s_0)^{1+q'}(t_1 - s_0 + 1)^{1/2}}{(t_1 - s_0)^{m(1-\epsilon)}(t_1 - s)} \leq \frac{C}{t_1 - s},\] (5.90)
as long as we choose \(m > 0\) sufficiently large. Here, the constant \(C\) may depend on \(T\). This gives the gradient bound
\[|\nabla u(s, y)| \leq \frac{C}{R(s)} + \frac{C}{t_1 - s},\]
for all \(t_1/2 \leq s \leq s_0 - C \log(t_1 - s) - C\) and \(|x - y| \leq (t_1 - s)^q(t_1 - s + 1)^{1/2}\).

We can now estimate \(A_e\) as follows. Let us split this term as
\[A_e = A_e^{(1)} + A_e^{(2)},\] (5.92)
with
\[
A_c^{(1)}(t_1, t_2, x) = \int_{t_1/2}^{s_0 - C \log(t_1 - s_0) - C} \int_{|z| \leq (t_1 - s)^{q' - q}} \int_{t_1}^{t_2} \frac{|h(z)||u(s, x - z \sqrt{4k(\tau - s)}) - u(s, x)|}{\tau - s} \, d\tau \, dz \, ds,
\]
and
\[
A_c^{(2)}(t_1, t_2, x) = \int_{t_1/2}^{s_0 - C \log(t_1 - s_0) - C} \int_{|z| \geq (t_1 - s)^{q' - q'}} \int_{t_1}^{t_2} \frac{|h(z)||u(s, x - z \sqrt{4k(\tau - s)}) - u(s, x)|}{\tau - s} \, d\tau \, dz \, ds.
\]

The second term can be estimated as
\[
A_c^{(2)}(t_1, t_2, x) \leq C \int_{t_1/2}^{s_0} \int_{t_1}^{t_2} e^{-c(t_1 - s)^{q' - q'}} \frac{d\tau \, ds}{\sqrt{\tau - s}} \leq C |t_1 - t_2| \int_{t_1/2}^{s_0} e^{-c(t_1 - s)^{q' - q'}} \frac{ds}{t_1 - s}
\]
\[
\leq C |t_1 - t_2| \int_T^\infty \frac{e^{-c\rho^{q' - q'}}}{r} \, dr \leq C |t_1 - t_2|.
\]

For the first term in (5.92) we use the gradient bound (5.91):
\[
A_c^{(1)}(t_1, t_2, x) \leq C \int_{t_1/2}^{s_0} \int_{t_1}^{t_2} \frac{1}{t_1 - s} \frac{d\tau \, ds}{\sqrt{\tau - s}} \leq C |t_1 - t_2| \int_T^\infty \frac{1}{r^{\frac{3}{2}}} \, dr \leq C |t_1 - t_2|.
\]

Also, since
\[
\frac{1}{R(s)} \leq \frac{1}{(s - 10)^{\frac{3}{2}}} + \frac{1}{\sqrt{4k(t_1 + 1 - s)}^{\frac{3}{2}}},
\]

we have
\[
\int_{t_1/2}^{s_0} \int_{t_1}^{t_2} \frac{d\tau \, ds}{R(s)\sqrt{\tau - s}} \leq \int_{t_1/2}^{s_0} \int_{t_1}^{t_2} \frac{d\tau \, ds}{(s - 10)^{\frac{3}{2}}\sqrt{\tau - s}} + C \int_{t_1/2}^{s_0} \int_{t_1}^{t_2} \frac{d\tau \, ds}{(t_1 - s)^{q'}(t_1 + 1 - s)^{\frac{3}{2}}\sqrt{\tau - s}}
\]
\[
\leq C |t_1 - t_2| \left( \int_{t_1/2}^{s_0} \frac{ds}{(s - 10)^{\frac{1}{2}}(t_1 - s)^{\frac{1}{2}}} + \int_{t_1/2}^{s_0} \frac{ds}{(t_1 - s)^{q'+\frac{3}{2}}(t_1 + 1 - s)^{\frac{1}{2}}} \right).
\]

By assuming \(T > 4\), we have that \(s \geq t_1/2 \geq 5T > 20\), so that \(s - 10 > \frac{1}{2}s\). Then we have
\[
\int_{t_1/2}^{s_0} \frac{ds}{(s - 10)^{\frac{1}{2}}(t_1 - s)^{\frac{1}{2}}} \leq C \int_{t_1/2}^{1} \frac{ds}{\sqrt{s(t_1 - s)}} = \int_{1/2}^{1} \frac{t_1 \, dr}{t_1 \sqrt{r(1 - r)}} = C,
\]

by change of variable \(s = t_1 r\). On the other hand, we have
\[
\int_{t_1/2}^{s_0} \frac{ds}{(t_1 - s)^{q'+\frac{3}{2}}(t_1 + 1 - s)^{\frac{1}{2}}} \leq \int_{T}^{\infty} \frac{dr}{r^{q'+1/2}(r + 1)^{1/2}} \leq C,
\]

since \(q' > 0\). Therefore, we have
\[
A_c^{(1)}(t_1, t_2, x) \leq C |t_1 - t_2|.
\]
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