Detection and attribution of precipitation trends associated with the poleward shift of the South Atlantic Convergence Zone using CMIP5 simulations

Marcia T. Zilli1,2 | Leila M. V. Carvalho1,3

1Department of Geography, University of California, Santa Barbara, California
2School of Geography and the Environment, University of Oxford, Oxford, UK
3Earth Research Institute, University of California, Santa Barbara, California

Abstract

Observational studies demonstrate a poleward shift in the South Atlantic Convergence Zone (SACZ) in recent decades with regional impacts on extreme precipitation. However, the relative contribution of anthropogenic forcing and natural variability to the observed trends is presently unknown. To evaluate the main forcings associated with the recent trends in precipitation rate consistent with the poleward shift of the SACZ, this study examines the last 40 years of the historical scenario of 20 global climate models participating in the fifth phase of the Coupled Model Intercomparison Project (CMIP5). The relative contribution of natural variability and anthropogenic-related forcings to precipitation in the 20th century is assessed based on historical, natural, anthropogenic, and pre-industrial simulations from CMIP5 models. Over the study area, precipitation trends simulated by the CMIP5 historical scenario are small, with large disagreement among models and members. Despite the small magnitude of the trends, the spatial pattern emerging is coherent with a poleward displacement of the SACZ, as indicated by a reduction (increase) in the precipitation rate over Southeastern Brazil (Southeastern South America). Even with large discrepancies among models, the attribution analysis suggests that precipitation trends could partially result from land-use change, followed by changes in ozone concentrations, with more significant influence over Southeastern Brazil. The large uncertainty in the simulated precipitation suggests that not all mechanisms related to the position and intensity of the SACZ events are well captured by the CMIP5 models considered here.
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1 INTRODUCTION

The austral summer (December–February, DJF) precipitation over tropical South America (SA) is strongly linked to the South American Monsoon System (SAMS) and the South Atlantic Convergence Zone (SACZ; Zhou and Lau, 1998; Barros et al., 2000; Zhou and Lau, 2001; Carvalho et al., 2004; 2011; Vera et al., 2006a; Muza et al., 2009).
The SACZ is a diagonal convergence zone extending from the Amazon toward west South Atlantic Ocean and is responsible for advecting moisture to the subtropical SA (Kodama, 1992; 1993; Zhou and Lau, 1998; Liebmann et al., 2001; Carvalho et al., 2002; 2004; Marengo et al., 2012). It is characterized by the convergence of low-level northerly inflow originating along the western periphery of the South Atlantic Subtropical High (SASH) and westerly flows along the convergence zone, increasing in intensity with height and forming part of the subtropical jet in upper levels (Kodama, 1992; 1993).

The spatial variability of the SACZ is dominated by a dipole-like pattern of opposing precipitation anomalies over Eastern Brazil (EBr) and Southeastern South America (SESA), recurrent on timescales ranging from intra-seasonal to decadal (Nogués-Paegle and Mo, 1997; Zhou and Lau, 1998; Nogués-Paegle et al., 2000; Carvalho et al., 2002; 2011; Cunningham and Cavalcanti, 2006; Grimm and Zilli, 2009; Grimm and Sabaio, 2015). During the SACZ active phase, precipitation is enhanced (inhibited) over EBr (SESA); the opposite is observed during its inactive phase (Zhou and Lau, 1998; Nogués-Paegle et al., 2000; Carvalho et al., 2002; Jones and Carvalho, 2002; Grimm and Zilli, 2009). On intraseasonal timescales, the SACZ circulation and convective activity are modulated by the Madden-Julian Oscillation (MJO) and by the Pacific South America (PSA) mode (Mo and Nogués-Paegle, 2001; Carvalho et al., 2004; 2011; Cunningham and Cavalcanti, 2006).

On decadal timescales, the dipole is partially influenced by the Interdecadal Pacific Oscillation (IPO) and the Atlantic Multidecadal Oscillation (AMO; Grimm and Sabaio, 2015; Jones and Carvalho, 2018). Previous studies suggest that during AMO positive (negative) phase, cold (warm) sea surface temperature anomalies over South Atlantic Ocean reduce (increase) the intensity of cyclones over the region (Kayano et al., 2019), which in turn decrease (increase) the SACZ activity, reducing precipitation over EBr (Chiesi et al., 2009; Bombardi et al., 2013). Moreover, Jones and Carvalho (2018) have shown that the AMO modulates the decadal-to-multidecadal activity of the South American Low-Level Jet (LLJ), with the negative AMO phase related to enhanced precipitation over Paraguay, southern Brazil, and northern Argentina, favouring the inactive phase of the SACZ-dipole. However, this same study showed that the differences in precipitation between AMO phases are exacerbated in area and intensity when trends are not removed, suggesting that the AMO cannot explain the complete variability in rainfall in the SACZ domain.

The increase in low tropospheric temperatures over the SA during the last decades of the 20th century has been consistently shown in reanalyses and global climate models (GCM) contributing to the fifth phase of the Coupled Model Intercomparison Project (CMIP5). Models and observations agree that trends are larger over central-eastern Brazil (Carvalho and Jones, 2013; de Barros Soares et al., 2017). The rapid rate of warming cannot be explained by natural variability alone, suggesting that the contribution of anthropogenic-related forcings is already detectable (de Barros Soares et al., 2017). As expected for a warmer troposphere, the water vapour content is also increasing, particularly over the regions with larger warming (Carvalho and Jones, 2013) with implications for duration and amplitude of the SAMS (Jones and Carvalho, 2013).

Observational studies (Zilli et al., 2017; 2019) and historical and future scenarios of CMIP3 and CMIP5 models simulations (Seth et al., 2010; Junquas et al., 2012; Jones and Carvalho, 2013; Díaz and Vera, 2017) identified evidence of changes in the SACZ-related dipole. Using future changes in sea surface temperature (SST) derived from the CMIP3 model ensemble to force a Regional Climate Model (RCM) interactively coupled (i.e., using a two-way nesting technique) to an Atmospheric Global Climate Model (AGCM), Junquas et al. (2013) demonstrated a prevalence of SACZ inactive phase as a response to an asymmetric increase in SST over the Indian and equatorial western Pacific. The asymmetric equatorial warming generates a Rossby wave-train pattern that propagates toward South America, favouring cyclonic (anticyclonic) anomalies and consequent increase (decrease) in precipitation over SESA (SACZ).

The increase in total precipitation over SESA, the subtropical portion of the SACZ dipole, has been identified in observational studies and is mostly related to an increase in the number of intense events and a reduction in the number of consecutive dry days over the region (Haylock et al., 2006; Barros et al., 2008; Skansi et al., 2013; Zilli et al., 2017; 2019). These trends, as well as the precipitation climatology over the region, are correctly reproduced by historical scenarios of coupled GCMs and RCM models (Vera et al., 2006b; Chou et al., 2014; Díaz and Vera, 2017) and have been attributed to the anthropogenic-related increase in the concentration of well-mixed greenhouse gases (Zhang et al., 2016) and stratospheric ozone depletion (Polvani et al., 2011; Gonzalez et al., 2014).

Previous observational studies also detected negative trends in precipitation over EBr, the tropical portion of the SACZ dipole (Zilli et al., 2017; 2019). Zilli et al. (2017) detected changes in the observed precipitation distribution over Southeastern Brazil, with fewer rainy days and more intense events observed in recent decades along the northern margin of the SACZ during the rainy season (October to March). Zilli et al. (2019) related the reduction in precipitation rate over EBr to the weakening of the northerly winds and decrease in the available
moisture at the mid-to-lower troposphere (700 hPa) co-located with the climatological position of the SASH. These changes in circulation and low-level moisture have reduced convergence and moisture advected to EBr. Using an Atmospheric Global Climate Model (AGCM), Talento and Barreiro (2017) identified negative precipitation trends and related circulation changes over tropical Brazil as a response to extratropical warming over the northern hemisphere, similar to the atmospheric warming observed over the last decades. The hemispheric warming has been associated with changes in the Hadley circulation, resulting in weakened trade winds along the equator and enhanced SASH, increasing subsidence over the northern margin of the SACZ. Together with the well-documented positive precipitation trends over SESA, these results suggest a poleward shift in the SACZ position over recent decades (Zilli et al., 2019). However, there are significant discrepancies among the CMIP5 historical and future projections over the region, typically because the models do not accurately reproduce the precipitation variability related to the SACZ position, intensity and seasonal variability (Carvalho and Jones, 2013; de Barros Soares et al., 2017; Díaz and Vera, 2017).

The objective of this study is to evaluate the contribution of natural variability and anthropogenic-related forcings to precipitation trends in the SACZ-related dipole, associated with a poleward shift of the convergence zone in the 20th century. The attribution analysis is conducted using single forcing scenarios from the CMIP5 archive. Challenges due to large uncertainties related to the climate system internal variability and models’ representation of the climate system are accounted for by evaluating multiple CMIP5 ensemble members. This study is organized as follows: dataset and methodology are described in Section 2. The observed and simulated DJF precipitation climatology are presented in Section 3. Section 4 discusses the trends in recent decades, while Section 5 focuses on the attribution analysis, emphasizing the influence of natural internal variability and external forcings on the simulated trends. The main results are discussed in Section 6 and conclusions are presented in Section 7.

2 | DATA AND METHODS

2.1 | Data

This study compares precipitation trends simulated by CMIP5 climate models with those identified in observations. The observational dataset is from the Global Precipitation Climatology Project Version 2.3 (GPCP; Adler et al., 2016; 2018), a monthly dataset with 2.5° lon/lat horizontal resolution and spanning 1979–2019. GPCP merges directly observed precipitation from rain gauge over land with various satellite-based estimates (Adler et al., 2018). Its previous version (GPCP V2.1) accurately reproduces the spatial and temporal precipitation variability related to the SAMS (Carvalho et al., 2012).

The simulated precipitation is from various GCMs selected from the CMIP5 archive (Taylor et al., 2012) available through the Program for Climate Model Diagnosis and Intercomparison (PCMDI). Precipitation trends are detected in the historical scenario (HIST) of 20 CMIP5 GCM, considering all available ensemble members (Table 1) and resulting in 76 simulations. The attribution analysis is based on the external forcing scenarios, divided into natural and anthropogenic-related. The external natural forcing influence is accessed through the natural scenario (NAT), in which the atmospheric composition is kept constant at pre-industrial levels and external forcings are only due to changes in incoming solar radiation and stratospheric aerosol from volcanic sources. The anthropogenic influence can be estimated using four single-forcing scenarios: anthropogenic-related changes in greenhouse gas concentration (GHG); anthropogenic aerosol emissions (AA), which may include direct and indirect effects; anthropogenic-related changes in tropospheric and stratospheric ozone concentration (OZ), and the influence of land-use changes (LU). Table 2 describes these scenarios and lists the models utilized in each case. A more in-depth discussion of these scenarios can be found in Taylor et al. (2012).

In addition to external forcings, simulated trends can ensue from natural internal variability intrinsic to the climate system, represented by climatic modes such as ENSO, AMO, IPO, among others. Here, we use the pre-industrial control run (PICONTROL) as a proxy for this variability. In the PICONTROL experiment, all external forcings are kept constant at pre-industrial levels, with the simulated precipitation variability and its trends related to interactions between the different components of the climate system (Taylor et al., 2012).

The results described are based on the analysis of individual ensemble members of each model and scenario, their averages, which are referred to as Multi-Member Mean (MMoM), and the average of all MMoM, forming the Multi-Model Mean (MMoM) for each scenario. With this approach, each MMoM have the same weight in the MMoM, independent of their number of members.

2.2 | Precipitation trend detection

To analyse how CMIP5 models simulate the location and intensity of the SACZ, we compare the austral summer (December to February—DJF) average of daily precipitation rate (PP) and its trend (r) from GPCP with respective
| Model | Institute and country | Resolution | Reference |
|-------|----------------------|------------|-----------|
| A     | ACCESS1-3 Centre for Australian Weather and Climate Research (CAWCR), Australia | 1.875°×1.25° (N96) | Bi et al. (2013) |
| B     | BCC-CSM1-1 Beijing Climate Center (BCC), China Meteorological Administration, China | 1.89°×1.89° (T42L26) | Wu et al. (2013) |
| C     | CanESM2 Canadian Centre for Climate Modelling and Analysis (CCCMA), Canada | 2.8°×2.8° (T63L35) | Arora et al. (2011) |
| D     | CCSM4 National Center for Atmospheric Research (NCAR), USA | 1.25°×0.9° (F09G16) | Gent et al. (2011) |
| E     | CMCC-CESM Centro Euro-Mediterraneo per i Cambiamenti Climatici, Bologna, Italy | 3.75°×3.75 | Vichi et al. (2011) |
| F     | CNRM-CM5 Centre National de Recherches Météorologiques (CNRM) and Centre Européen de Recherche et de Formation Avancée (CERFACS), France | 1.4°×1.4° (TL127L31) | Voldoire et al. (2013) |
| G     | CSIRO_Mk3-6-0 Centre for Australian Weather and Climate Research (CSIRO) and Queensland Climate Change Centre of Excellence, Australia | 1.875°×1.875° (T63) | Jeffrey et al. (2013) |
| H     | FGOALS-g2 Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing, China (IAP) and Tsinghua University (THU) | 2.1825°×3.0° (L62) | Li et al. (2013) |
| I     | GFDL-ESM2M Geophysical Fluid Dynamics Laboratory, National Oceanic and Atmospheric Administration (GFDL/NOAA), USA | 2.5°×2° (M45L24) | Dunne et al. (2012) |
| J     | GISS-E2H Goddard Institute for Space Studies, National Aeronautics and Space Administration (GISS/NASA), USA | 2.5°×2.0° | Schmidt et al. (2014) |
| K     | HadGEM2-CC Met Office Hadley Centre, UK | 1.875°×1.25° (N96L60) | Collins et al. (2011) |
| L     | HadGEM2-ES Met Office Hadley Centre, UK | 1.875°×1.25° (N96L38) | Collins et al. (2011) |
| M     | INMCM4 Institute for Numerical Mathematics (INM), Russia | 2.0°×1.5° | Volodin et al. (2010) |
| N     | IPSL-CM5A-LR Institut Pierre Simon Laplace (IPSL), France | 3.75°×1.875° | Dufresne et al. (2013) |
| O     | MIROC4h Atmosphere and Ocean Research Institute (AORI) of the University of Tokyo, National Institute for Environmental Studies (NIES), and Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Japan | 0.5625°×0.5625° (T213L56) | Sakamoto et al. (2012) |
| P     | MIROC5 Atmosphere and Ocean Research Institute, The University of Tokyo, Chiba, Japan (AORI), National Institute for Environmental Studies, Ibaraki, Japan (NIES), Japan Agency for Marine-Earth Science and Technology, Kanagawa, Japan (JAMSTEC) | 1.40625°×1.40625° | Watanabe et al. (2010) |
| Q     | MIROC-ESM Atmosphere and Ocean Research Institute (The University of Tokyo), National Institute for Environmental Research, and Japan Agency for Marine-Earth Science and Technology, Japan | 2.8125°×2.8125° (T42L80) | Watanabe et al. (2011) |
| R     | MPI-ESM-LR Max Planck Institute for Meteorology (MPI-M), Germany | 1.875°×1.875° (T63L47) | Giorgetta et al. (2013) |
| S     | MRI-CGCM3 Meteorological Research Institute, Japan | 1.125°×1.125° (TL159L48) | Yukimoto et al. (2012) |
| T     | NorESM1-M Norwegian Climate Centre (NorClim), Norway | 2.5°×1.875° (F19L26) | Bentsen et al. (2013) |
TABLE 2 Description of forcings related to and a list of models considered in each scenario

| Scenario              | Description                                                                 | Models                                                                 |
|-----------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------|
| PI control (PICONTROL) | Pre-industrial conditions fixed at pre-industrial levels. May include prescribed atmospheric concentrations or non-evolving emissions, solar radiation, and unperturbed land use | All 20 models listed in Table 1, 76 members                           |
| Historical (HIST)     | Simulation of the recent past (1850–2005), imposing observed natural and anthropogenic changes in atmospheric composition (such as GHG, as in GHG scenario, tropospheric and stratospheric ozone (Oz), direct and indirect effects of anthropogenic sulfate aerosol (SA), black carbon (BC), organic carbon (OC), solar radiation (SI), volcanic aerosol (Vi), mineral dust (MD), sea salt (SS)) and land use | All 20 models listed in Table 1, 76 members                           |
| Natural (NAT)         | Recent past (1850–2005) observed variations in solar radiation (SI) and volcanic aerosol (Vi). Other forcings are fixed at pre-industrial levels | 12 models, 42 members: ACCESS1-3; BCC-CSM1-1; CanESM2; CCSM4; CNRM-CM5; CSIRO_Mk3-6-0; GFDL-ESM2M; HadGEM2-ES; IPSL-CM5A-LR; MIROC-ESM; MRI-CGM3; NorESM1-M |
| GHG (GHG)             | Recent past (1850–2005) observed GHG concentration: CO₂, N₂O, CH₄, CFC11, CFC12, CFC113, HCFC22, HFC125, and HFC134a | 12 models, 41 members: ACCESS1-3; BCC-CSM1-1; CanESM2; CCSM4; CNRM-CM5; CSIRO_Mk3-6-0; GFDL-ESM2M; HadGEM2-ES; IPSL-CM5A-LR; MIROC-ESM; MRI-CGM3; NorESM1-M |
| Anthropogenic aerosols (AA) | Recent past (1850–2005) observed changes in anthropogenic aerosol concentration, which may include: Direct (SD) and indirect (SA) effects of anthropogenic sulfate aerosol, SS, dust (Ds), SD, BC, MD, OC. Other forcings are fixed at pre-industrial levels | 5 models, 20 members: CanESM2; CCSM4; CSIRO_Mk3-6-0; GFDL-ESM2M; IPSL-CM5A-LR |
| Ozone (OZ)            | Recent past (1850–20,2205) changes in tropospheric and stratospheric ozone. Other forcings are fixed at pre-industrial levels | 1 model, 2 members: CCSM4                                               |
| Land use (LU)         | Recent past (1850–2005) observed land use change. Other forcings are fixed at pre-industrial levels | 3 models, 8 members: CanESM2; CCSM4; GFDL-ESM2M                        |

PP and τ from all 20 CMIP5 models. Note that the DJF PP of a specific year is calculated using December of that year and January and February of the next year. For the observational dataset (GPCP), the statistics are calculated between 1979 and 2019 and between 1979 and 2005, covering the overlapping period of historical CMIP5 data; for CMIP5 models we considered the last 40 years of the historical scenario (1966–2005) so both series have the same length. Despite covering different periods, having observational and simulated time series with the same length result in more reliable statistics when comparing trends using non-parametric tests such as the Mann–Kendall (Wilks, 2011). The caveat of this approach is that it excludes the period after 2005 from the simulated dataset, which could result in underestimated trends. Other options, such as using CMIP5 future projections after 2005 would increase the uncertainties of the results.

All CMIP5 data (including PI CONTROL) are interpolated to GPCP 2.5° resolution using linear interpolation. Trends in all datasets and scenarios are estimated based on Mann–Kendall (Wilks, 2011) and Sen’s Slope (Sen, 1968) tests, as described in Zilli et al. (2017). The Sen’s slope measures the magnitude of the trend (τ) in all datasets and the Mann Kendall test indicates the areas where trends are statistically significant (p < 0.1). As the main goal of this study is to investigate changes in precipitation resulting from changes in the SACZ position, the evaluation criteria are based on the spatial representation of PP and τ over Southeastern Brazil, (SEBr; brown box in Figure 1) and SESA (green box in Figure 1). These two
regions represent the main centres of action of the SACZ-related dipole. The pattern analysis metrics considered are the Root Mean Square Error (RMSE) and uncentered regression coefficient (R) obtained with respect to GPCP.

The RMSE is calculated according to Taylor (2001):

$$\text{RMSE} = \sqrt{\sigma_o^2 + \sigma_s^2 - 2\sigma_o\sigma_s\rho}$$  \hspace{1cm} (1)

where $$\sigma_o$$ and $$\sigma_s$$ are the spatial standard deviation of the GPCP (observed—“o” index) and CMIP5 (simulated—“s” index) statistics, respectively. $$\rho$$ is the spatial correlation between the observed and simulated datasets and is calculated as:

$$\rho = \frac{\sum_{i=1}^{NP} W_i (x_{i,o} - \mu_o)(x_{i,s} - \mu_s)}{\sqrt{\sum_{i=1}^{NP} W_i (x_{i,o} - \mu_o)^2 \sum_{i=1}^{NP} W_i (x_{i,s} - \mu_s)^2}}$$  \hspace{1cm} (2)

where $$x_i$$ is either PP (in mm·day$$^{-1}$$) or $$\tau$$ (in mm·day$$^{-1}$$ 10 yr$$^{-1}$$) at each $$i = 1, \ldots, NP$$ grid points in the considered study region, and $$\mu$$ is the spatial average over the area. $$W_i$$ is the spatial weight, calculated as $$\frac{1}{\cos \phi_i}$$, where $$\phi_i$$ is the latitude of each grid point (in radians). The spatial standard deviation is calculated as:

$$\sigma = \sqrt{\frac{NP}{NP-1} \sum_{i=1}^{NP} W_i (x_i - \mu)^2}$$  \hspace{1cm} (3)

and the areal average $$\mu$$ of each variable is:

$$\mu = \frac{\sum_{i=1}^{NP} W_i x_i}{NP}$$  \hspace{1cm} (4)

**FIGURE 1** PP (contours, each 2 mm·day$$^{-1}$$) and Sen’s slope $$\tau$$ (shades, in mm·day$$^{-1}$$·10 yr$$^{-1}$$) for GPCP DJF (a) 40-year period (1979–2019) and (b) 26-year period (1979–2005). (c) As in (a), for anomalies in PP for MMoM HIST scenario (1966–2005). Note reduced $$\tau$$ range in (c). Red cross-hatching indicates areas where the trends are distinguishable from internal natural variability while stippling indicates where the trends are statistically significant ($$p < 0.1$$) according to the Mann–Kendall trend test. Note that none of the grid points in (c) passed the PICONTROL test. Brown (green) box represents the location of the study area over the SACZ (SESA) [Colour figure can be viewed at wileyonlinelibrary.com]
The uncentered spatial regression coefficient $R$ (Hegerl and Zwiers, 2011; Barkhordarian et al., 2012; 2013; Polson and Hegerl, 2017) is used to evaluate the similarity between the observed and simulated spatial patterns over the study areas. It can be defined as:

$$R = \frac{\sum_{i=1}^{NP} x_{i,o} x_{i,s}}{\sqrt{\sum_{i=1}^{NP} (x_{i,o})^2 \sum_{i=1}^{NP} (x_{i,s})^2}}$$

(5)

The $R$ index indicates whether the co-variability between observations ($x_{i,o}$) and simulations ($x_{i,s}$), represented by the numerator in Equation (5), can be distinguished from the simulation variability, represented by the denominator in Equation (5). It measures the relative magnitude between observed and simulated trends (Barkhordarian et al., 2012), with positive (negative) values of $R$ indicating that they are similar (dissimilar). Values of $R$ greater (smaller) than 1 indicate an underestimation (overestimation) of the trend by the simulations while $R = 1$ indicating a perfect simulation of the observed spatial patterns (Polson and Hegerl, 2017).

2.3 | Detection and attribution analysis

One of the advantages of using CMIP5 simulations to identify trends in climatic variables is the availability of the PICONTROL, with simulations undisturbed by external forcings. Data from the PICONTROL of all 20 CMIP5 models are averaged over austral summer (DJF) and interpolated to the GPCP 2.5° resolution. For each model, we remove the model’s drift (Gupta et al., 2013) by adjusting a linear regression to the entire time series before dividing them into non-overlapping 40-year periods. For each period, we estimate $PP$ and $\tau$, resulting in 251 independent realizations used to calculate the probability distribution and confidence intervals of the variables.

The analysis is divided into two parts: detection of trends in observed and historical simulation precipitation, and the attribution of the simulated trends to external forcings, represented by natural- and anthropogenic-forcing scenarios. In both cases, the PICONTROL distribution is used to assess the similarity between observed and simulated trends and the influence of internal natural variability.

In the first part of the analysis, our objective is to identify whether the CMIP5 HIST simulations can correctly reproduce the observed precipitation rate and its trends. Simulated values of $PP$ are considered similar to the observed when they are within the confidence interval defined by the PICONTROL. In the same way, the PICONTROL distribution can also be considered as a confidence interval for the $RMSE$ and $R$ similarity metrics (as defined by Equations (1) and (5), respectively). In this case, the probability distribution is estimated after calculating the $RMSE$ and $R$ between $PP$ from GPCP and each of the non-overlapping 40-year PICONTROL intervals. Additionally, both observed and simulated $\tau$ are considered significantly different from those caused by natural internal variability when their statistics are outside the confidence intervals based on the PICONTROL $\tau$ distribution.

The attribution analysis is based on the evaluation of the simulated $\tau$ in each scenario. In this part of the analysis, the objective is to identify the contribution of each forcing to the simulated $\tau$, independently on its sign. The spatial pattern of the trends in a given scenario is considered significantly different from those caused by natural internal variability when the $R$ between the scenario’s and GPCP’s $\tau$ is outside the confidence interval of the $R$ distribution, obtained when regressing the simulated $\tau$ with each of the non-overlapping 40-year PICONTROL intervals.

3 | CLIMATOLOGY

The GPCP climatology for DJF $PP$ over SA (contours in Figure 1a, b) is characterized by the Intertropical Convergence Zone (ITCZ) over equatorial Atlantic and Pacific oceans and by the SAMS, with maximum seasonal averages over the central Amazon extending toward subtropical South Atlantic, forming the SACZ. These features are correctly reproduced by the MMoM of the HIST scenario, with the exception to the double ITCZ over equatorial Atlantic (contours in Figure 1c). Note that in Figure 1c, contours represent the MmOM’s bias, that is, the difference between MMoM’s and GPCP’s $PP$.

In the MMoM HIST simulation, the maximum precipitation associated with the SACZ is located northward of its climatological position (Figure 1c), resulting in a positive (negative) bias in $PP$ over the north (south) part of the SEBr study area (brown box in Figure 1c). Despite that, the spatial average (grey bars in Figure 2a) and standard deviation (red whiskers in Figure 2a) of $PP$ over SEBr are well reproduced by the MMoM (see also values in Table 3). The spatial pattern of $PP$ is similar to the GPCP’s, with spatial correlation $\rho = 0.89$ (Table 3), which is larger than the 75th percentile of the probability distribution derived from the 251 non-overlapping 40-year periods from the PICONTROL simulations. As a result, the $RMSE$ between HIST and GPCP is small (=0.45,
Table 3 and Figure 2c) and below the 25th percentile of the PICONTROL distribution.

Over SESA (green box in Figure 1c), the MMoM HIST simulation is not as accurate, underestimating the spatially averaged PP and its standard deviation (Figure 2b and Table 3). Similar underestimation of the DJF precipitation by CMIP5 models has been identified in previous studies (Gulizia and Camilloni, 2015) and was related to underestimation in the southerly flow east of the Andes, responsible for advecting moisture from the Amazon region to the SESA (Barros and Doyle, 2018). Despite that, the MMoM correctly simulates the PP spatial pattern, with $\rho$ (RMSE) equal 0.74 (0.58) and in the upper (lower) quartile of the PICONTROL distribution (Table 3 and Figure 2d). It is interesting to notice that the observed PP is outside the interquartile range of PP simulated by the PICONTROL (represented by the dotted lines in Figure 2b).

Considering each MMeM individually, not all HIST simulations accurately reproduce the DJF average precipitation over SA, with the largest bias occurring over the Andes and the Amazon basin (contours in Figure 3).
Most of the selected models displace the maximum precipitation from the Amazon eastward/southeastward of the observed climatological position, overestimating precipitation over semi-arid northeastern Brazil. In previous studies, the dry bias over the Amazon has been related to overestimated precipitation over the ITCZ, changing the moisture flux to the Amazon and affecting the precipitation annual cycle (Bombardi and Carvalho, 2009; Yin et al., 2013). This displacement is manifested in the MMoM HIST scenario as negative (positive) bias over the Amazon (Northeastern Brazil; Figure 1c). Five models fail in reproducing the spatial characteristics of SAMS precipitation, placing the maximum precipitation as a zonal band over the equator (CMCC-CESM, GISS-E2-H, INMCM4, and MPI-ESM-LR) or the subtropics (CSIRO-Mk3-6-0).

Over both study areas, most of the selected MMeM correctly simulated the average $PP$ and its spatial pattern, with the spatial average of $PP$ within the interquartile range of $PP$ simulated by the PICTCONTROL (Figure 2a,b) and their RMSE below the 75th percentile of the probability distribution from the PICTCONTROL (Figure 2c,d). Nonetheless, most MMeM displaces the maximum precipitation associated with the SACZ to the north part of SEBr (brown box in Figure 3), resulting in the bias observed in the MMeM. Over SEBr, the RMSE between the observed and simulated spatial pattern of $PP$ is below the 25th percentile of the PICTCONTROL distribution (i.e., below 0.51, with this value represented as the innermost dashed black circle in Figure 2c) in 5 MMeM (CCSM4, GFDL-ESM2M, INMCM4, IPSL-CM5A_LR, and NorESM1-M) suggesting a reliable representation of the precipitation rate in these MMeM. On the other hand, in 5 MMeM (ACCESS1-3, BCC-CSM1-1, CSIRO-Mk3-6-0, GISS-E2-H, and MIROC5), the RMSE was above the upper quartile of the PICTCONTROL distribution (i.e., below 0.87; outermost dashed black circle in Figure 2c), suggesting large discrepancies between observations and simulations.

Over SESA, all except two MMeM have RMSE below the 75th percentile of the PICTCONTROL distribution (CanESM2 and MPI-ESM-LR; Figure 2d) and in 8 MMeM, the RMSE is below the 25th percentile of the PICTCONTROL distribution (ACCESS1-3, CCSM4, GFDL-ESM2M, HadGEM2-CC, HadGEM2-ES, INMCM4, MRI-CGCM3, and NorESM1-M). In Figure 2 it is also evident the small spread of simulated $PP$ (Figure 2a,b, dots) and respective RMSE (Figure 2c,d, “x”) among members of each MMeM member.

Thus, the MMoM of the 20 selected models accurately simulates the magnitude of the precipitation rates averaged over the study regions (SEBr and SESA). However, the MMeM is not able to correctly reproduce the spatial location of the SACZ, with the maximum precipitation located to the north of its climatological location, affecting the SACZ-related dipole. Consequently, the MMeMs that better reproduce the precipitation rate over one study area may not be as accurate over the other (see Table 4). Nonetheless, the results obtained here are in agreement with previous studies, among them Cavalcanti

Table 3: Spatial average ($\mu$) of GPCP and each MMoM scenario, normalized standard deviation ($\sigma/\sigma_{GPCP}$), spatial correlation ($\rho$), and normalized RMSE (Equations (1)-(4)) with respect to GPCP for $PP$ (in mm day$^{-1}$) and $\tau$ (in mm day$^{-1}$ 10 yr$^{-1}$) calculated over the SEBr and SESA (brown and green boxes in Figure 1, respectively).

| SCENARIO | SEBr | SESA |
|----------|------|------|
| $PP$ (mm day$^{-1}$) | $\mu$ | $\sigma/\sigma_{GPCP}$ | $\rho$ | RMSE | $\mu$ | $\sigma/\sigma_{GPCP}$ | $\rho$ | RMSE |
| GPCP | 6.39 | 1.00 | 1.00 | 0.00 | -0.32 | 1.00 | 1.00 | 0.00 |
| HIST | 6.49 | 0.95 | 0.89 | 0.45 | -0.01 | 0.15 | -0.04 | 1.02 |
| NAT | 6.59 | 1.00 | 0.92 | 0.40 | -0.06 | 0.15 | -0.04 | 1.02 |
| GHG | 6.72 | 1.04 | 0.92 | 0.42 | 0.05 | 0.21 | 0.12 | 1.00 |
| AA | 6.02 | 1.15 | 0.95 | 0.37 | -0.05 | 0.25 | 0.01 | 1.03 |
| OZ | 6.04 | 1.06 | 0.93 | 0.40 | -0.10 | 0.62 | 0.31 | 1.00 |
| LU | 6.19 | 1.11 | 0.95 | 0.34 | -0.18 | 0.40 | -0.09 | 1.11 |
| $\tau$ (mm day$^{-1}$ 10 yr$^{-1}$) | $\mu$ | $\sigma/\sigma_{GPCP}$ | $\rho$ | RMSE | $\mu$ | $\sigma/\sigma_{GPCP}$ | $\rho$ | RMSE |
| GPCP | 4.14 | 1.00 | 1.00 | 1.00 | 0.13 | 1.00 | 1.00 | 0.00 |
| HIST | 2.78 | 0.80 | 0.74 | 0.58 | 0.03 | 0.11 | 0.06 | 1.00 |
| NAT | 2.77 | 0.79 | 0.75 | 0.58 | 0.02 | 0.16 | 0.33 | 0.96 |
| GHG | 2.92 | 0.82 | 0.78 | 0.55 | 0.01 | 0.11 | -0.08 | 1.01 |
| AA | 2.81 | 0.86 | 0.71 | 0.62 | 0.02 | 0.20 | 0.08 | 1.00 |
| OZ | 3.70 | 0.85 | 0.75 | 0.58 | 0.02 | 0.32 | -0.04 | 1.06 |
| LU | 3.26 | 1.01 | 0.73 | 0.65 | 0.06 | 0.35 | 0.27 | 0.97 |
FIGURE 3  Anomalies of $PP$ (in mm·day$^{-1}$; contours each 2 mm·day$^{-1}$) and $\tau$ (in mm·day$^{-1}$·10 yr$^{-1}$, shades) for MMeM models in the HIST scenario. Red cross-hatchings indicate areas where the trends are distinguishable from internal natural variability while stipplings indicate where $\tau$ is statistically significant ($p < 0.1$) according to the Mann–Kendall trend test. Brown (green) box represents the location of the study area over the SEBr (SESA) [Colour figure can be viewed at wileyonlinelibrary.com]
and Shimizu (2012), who identified an adequate performance of HadGEM2-ES in simulating the SACZ dipole, and Jones and Carvalho (2013), who identified GFDL-ESM2M and MIROC4h as the models with more realistic simulations of the SAMS characteristics. MIROC4h, in addition to MIROC-ESM and INMCM4, were also identified as agreeing with the observed precipitation over sub-tropical South America by Barros and Doyle (2018). The models mentioned in those studies are among those correctly simulating the precipitation rate over SEBr and SESA (Table 4).

| Table 4 | PP columns: Simulations with RMSE below (above) the 75th percentile of the PICONTROL distribution are shaded blue (red); crossed cells indicating RMSE below the 25th percentile of the PICONTROL distribution are shaded grey; those with RMSE distinguishable from internal natural variability and in agreement (opposite) with (to) GPCP’s trend sign are shaded blue (red). Unshaded cells do not have simulations for the scenario. |

| MIMoM | ACCESS1-3 | BCC-CSM1-1 | CanESM2 | CCSM4 | CMCC-CESM | CNRM-CM5 | CSIRO_Mk3-6-0 | FGOALS-g2 | GFDL-ESM2M | GISS-E2H | HadGEM2-CC | HadGEM2-ES | INMCM4 | IPSL-CM5A-LR | MIROC4h | MIROC5 | MIROC-ESM | MPI-ESM-LR | MRI-CGCM3 | NorESM1-M |
|-------|-----------|-------------|--------|-------|-----------|----------|--------------|----------|------------|--------|------------|-----------|--------|-------------|---------|--------|-----------|-----------|---------|---------|
| PP    | t_HIST    | t_NAT      | t_GHG  | t_AA  | t_OZ      | t_LU     | PP           | t_HIST   | t_NAT     | t_GHG  | t_AA      | t_OZ      | t_LU    | PP           | t_HIST   | t_NAT  | t_GHG    | t_AA    | t_OZ | t_LU    |

Note: t_HIST column: simulations with τ of the same (opposite) sign as (to) GPCP’s are shaded blue (red), with those distinguishable from natural internal variability (5th to 95th confidence interval of R distribution against PICONTROL) crossed. Other columns: simulations with τ not distinguishable from natural internal variability are shaded grey; those with τ distinguishable from internal natural variability and in agreement (opposite) with (to) GPCP’s trend sign are shaded blue (red). Unshaded cells do not have simulations for the scenario.

4 | PRECIPITATION TREND IN RECENT DECADES

Consistently with Zilli et al. (2017; 2019), GPCP τ (1979–2019) is negative over the SACZ and positive to its south (shades in Figure 1a). In addition to being significant against the Mann–Kendall trend test (stippling in Figure 1a), the trends observed over SEBr and SESA are not within the 5th–95th percentile range defined by the PICONTROL distribution and thus are distinguishable from internal natural variability (red cross-hatching in Figure 1a). There is also significant decrease (increase) in PP over southern (western) Amazon and the northern coast of South America since 1979, which has also been identified in previous observational studies (Marengo, 2004; Espinoza et al., 2019).

We also tested GPCP τ considering only the period in common with CMIP5 (1979–2005; Figure 1b). The resulting trends are similar, with a reduction in precipitation over the continental SACZ extending toward southern Amazon and over the northern coast of South America. However, the spatial pattern of wetting trends over SESA is not evident yet. The magnitude of the trends
over both study areas is smaller and not significant. The lack of significant trends over this reduced period reinforces the need of extending the analysis until 2019 and include important variabilities observed after 2005. Thus, we will focus on the 40-year period (1979–2019) for the remainder of the analysis.

Over SEBr (SESA), the spatial average of GPCP $\tau$ (considering the 40-year period) indicates a reduction (increase) of $-0.32$ mm day$^{-1}$ per decade ($+0.13$ mm day$^{-1}$ per decade) in the precipitation rate since 1979 (Table 3 and Figure 4a,b). Both values are outside the 5th–95th percentile confidence interval defined by the PICONTROL distribution (dotted lines in Figure 4a,b) and thus cannot be attributed to natural internal variability. Gonzalez et al. (2013) found a similar magnitude of trends over SESA when considering precipitation rates from gridded datasets and individual stations.

Despite being able to correctly reproduce the DJF precipitation rate, CMIP5 HIST simulations (considering the 40-years period between 1966–2005) are less accurate in reproducing $\tau$ (Figure 1c). The MMoM simulation correctly places positive trends over western Amazon and the southern portion of SA. However, over both study areas, $\tau_{HIST}$ has the same sign as in GPCP, but its spatial average is close to zero (Figure 4a,b and Table 3). Consequently, the value of $R$ is large ($=4.51$ and $3.15$ over SACZ and SESA, respectively; Figure 4c,d), indicating the underestimation of the precipitation trend by the MMoM. The large spread between the 5th and the 95th percentiles (MMoM error bar in Figure 4c,d) is also a consequence of the small values of $\tau_{HIST}$. Note that the error bar is estimated by Equation (5), with $\tau_{HIST}$ in each grid point as $x_{i,s}$ and the $\tau$ estimated in each PICONTROL realization as

![FIGURE 4](Image)
Despite the small magnitude of \( \tau_{\text{HIST}} \), the lower limit of the confidence interval of MMoM's \( R \) is above zero, suggesting that the spatial pattern of \( \tau_{\text{HIST}} \) cannot be considered similar to those obtained in the PICONTRol simulations and cannot be explained by internal natural variability alone.

The small magnitude of the trends simulated by the MMoM and the large spread of its confidence interval is an outcome of the large discrepancies among MMeMs (dots in Figure 4a,b). Over SEBr, the spatially averaged \( \tau_{\text{HIST}} \) is negative in 11 of the 20 MMeM (Figure 4a and Table 4) and 44 of the 76 members. However, only one MMeM and 11 members simulated negative and significant \( \tau_{\text{HIST}} \) (considering a 10th to 90th percentile confidence interval; dotted line in Figure 4a). The MMeMs that better simulate the intensity of \( \tau_{\text{HIST}} \) are those with good agreement among their members: CanESM2M, GFDL-ESM2M, GISS-E2-H (despite its poor representation of PP), INMCM4, IPSL-CM5A-LR, and MRI-CGCM3 (Figure 4a). In these models, \( \tau_{\text{HIST}} \) is more intense over land (Figure 3), resulting in values of \( R \) close to unity (Figure 4c). Furthermore, the confidence interval of \( R \) in these MMeMs is above 0, indicating that the spatial pattern of these trends cannot result solely from natural internal variability.

Over SESA, the spatially averaged value of \( \tau_{\text{HIST}} \) is positive in 15 of the 20 MMeM (Figure 4b and Table 4) and 50 of the 76 members. However, all except two MMeMs (CanESM2 and GFDL-ESM2-M) underestimate the magnitude of \( \tau_{\text{HIST}} \) (Figure 4b), resulting in non-significant trends. Similar underestimation of trends by CMIP5 historical scenarios over the region has been noticed in previous studies (Gonzalez et al., 2013; Vera and Díaz, 2015; Zhang et al., 2016). In addition to CanESM2 and GFDL-ESM2M, 6 other MMeMs correctly simulate the spatial pattern of \( \tau_{\text{HIST}} \) (R values close to 1 in Figure 4d), although with underestimated magnitude (HadGEM2-CC, INMCM4, MIROC4h, MIROC5, MPI-ESM-LR, and MRI-CGCM3). In these eight MMeMs, the spatial pattern of the trends over SESA cannot be attributed to natural internal variability (Figure 4d). Note, however, that CanESM2 and MPI-ESM-LR MMeMs have the worst performance in simulating PP over this study area.

Hence, the HIST scenarios of MMoM and a part of the MMeMs simulate spatial patterns of precipitation trends that are similar to those observed in GPCP and with a spatial pattern that cannot be attributed to internal natural variability alone. However, the large variability among MMeM and their members results in an underestimation of the precipitation trends' magnitude over both study areas. The large variability among individual members suggests that the simulations may fail to correctly reproduce the mechanisms associated with the observed precipitation changes. It is also important to recall that the CMIP5 simulations end in 2005 and does not capture important changes in precipitation in the last decade. Nonetheless, the spatial analysis suggests that the simulated spatial pattern of the precipitation trends is similar to the observed pattern and is already detectable by some of the individual members.

5 | Attribution Analysis

To further investigate whether the observed trends are related to natural external variability (such as changes in solar radiation or volcanic emissions) or are a response to anthropogenic forcings, we repeat the previous analysis considering CMIP5 individual forcing scenarios. The natural external forcing is represented by the NAT scenario while anthropogenic forcings are divided into GHG emissions (GHG scenario), anthropogenic aerosols (AA), changes in ozone (OZ), and land-use changes (LU). The climatology of each MMoM scenario is similar to the HIST MMoM and GPCP (Table 3) and will not be further discussed. In this part of the analysis, we focus on analysing whether the simulated spatial pattern of the trends is distinguishable from natural internal variability.

Natural external forcings (NAT scenario) result in weak negative \( \tau_{\text{NAT}} \) over most of SA (Figure 5b). Small areas with positive trends can be found over the ITCZ and the SESA (including the study area). The magnitude of the simulated values of \( \tau_{\text{NAT}} \) is more intense over land (Figure 5). Despite their small magnitude, the spatial pattern of \( \tau_{\text{NAT}} \) is distinguishable from natural internal variability.

Among the anthropogenic forcings, changes in anthropogenic greenhouse gases (GHG) result in small and positive precipitation trends (\( \tau_{\text{GHG}} \)) over most of
Over SEBr, $\tau_{GHG}$ simulated by the MMoM is positive but indistinguishable from natural internal variability (Figure 6a). Since MMoM $\tau_{GHG}$ is opposite to the GPCP’s trend, $R$ is negative and the spatial pattern of $\tau_{GHG}$ is distinguishable from natural internal variability over the area (Figure 6c). However, the disagreement among individual MMeMs is large, with 5 (3) of the 12 MMeMs (Figure 6c and Table 4) and 13 (10) of the 41 members simulating positive (negative) values of $\tau_{GHG}$ with spatial pattern that cannot be attributed to natural internal variability. Over SESA, $\tau_{GHG}$ is close to zero and its spatial pattern is not distinguishable from natural internal variability in the MMoM (Figure 6b, d). Furthermore, $\tau_{GHG}$ is not significant in any of the MMeMs (Figure 6b), despite having spatial patterns that are not attributable to natural internal variability in some cases (Figure 6d and Table 4). Thus, due to the large uncertainties in simulating the responses of precipitation to changes in GHG concentration, their influence on the observed precipitation rate over SEBr and SESA cannot be attributed to GHG in the current set of models.

The small magnitude of $\tau$ in the GHG scenario suggests the importance of other anthropogenic forcings. Among the scenarios considered here, changes in land use (LU) result in the largest values of $\tau_{LU}$ (Figure 6a, b), with drying (wetting) trends over central-eastern Brazil (SESA) and extending along the northern (southern) margin of the MMoM SACZ (Figure 5f), similar to the observed $\tau$. The influence of LU is stronger over SEBr where the spatial pattern of $\tau_{LU}$ is distinguishable from natural internal variability in the MMoM and all MMeMs (Figure 6c). In 2 of the 3 MMeMs and 4 of the 8 members, the simulated $\tau_{LU}$ is similar to GPCP’s ($R$ close to 1 in Figure 6c and Table 4). Over SESA, the spatial pattern of $\tau_{NAT}$ is not attributable to internal natural variability in the MMoM, 2 of the 3 MMeMs and 2 of the 8 members (Figure 6d and Table 4).

Changes in tropospheric and stratospheric ozone (OZ) and anthropogenic aerosol (AA) also result in similar wetting/drying trends over SA, more intense over the SEBr (Figure 5d, e, respectively), where the spatial pattern of both $\tau_{OZ}$ and $\tau_{AA}$ in the MMoM are distinguishable from natural internal variability (Figure 6c). Over this region, $\tau_{OZ}$ has the second-largest value ($\sim 0.1$ mm·day$^{-1}$ per decade; Table 3 and Figure 6a), but this scenario has only one MMeM with 2 members (CCSM4). The influence of changes in AA over SEBr is not as pronounced, resulting in a spatial

---

**FIGURE 5** As in Figure 1 for (a) GPCP and MMoM of the (b) NAT, (c) GHG, (d) AA, (e) OZ, and (f) LU scenarios. Note reduced Sen’s slope range in (b)–(f) [Colour figure can be viewed at wileyonlinelibrary.com]
average of MMoM $\tau_{AA}$ of $-0.05$ mm-day$^{-1}$ per decade (Table 3), which is similar in magnitude (but opposite sign) to the trends resulting from the NAT scenario (Figure 6a). Despite the small magnitude of $\tau_{AA}$, this is the scenario with the largest agreement among individual members, with all MMMeM (Figure 6a) and 15 of the 20 members simulating negative trends over the area. The spatial pattern of $\tau_{AA}$ can be considered significantly different from natural internal variability in 2 of the 5 MMMeMs (Figure 6c and Table 4) and 9 of 20 members. Over SESA, the spatial pattern of $\tau_{OZ}$ and $\tau_{AA}$ simulated by MMoM are distinguishable from natural internal variability only when considering the 10th–90th confidence interval from PICONTRol distribution. MMoM $\tau_{AA}$ is small due to the lack of agreement among the MMMeMs and individual members (Figure 6d). In OZ scenario, the spatial pattern of the $\tau_{OZ}$ is distinguishable from natural variability in only one member.

6 | DISCUSSION

6.1 | Detection of precipitation trends

Observational studies have indicated a poleward shift in the SACZ-related summer precipitation rate in recent decades (Zilli et al., 2017; 2019). Similar changes have also been identified in future projections of climate change (Seth et al., 2010; Junquas et al., 2013; Talento and Barreiro, 2017). In the present analysis, the historical simulations from MMoM and part of the 20 MMMeM correctly simulate the DJF the precipitation rate over the SACZ, even though with maximum precipitation located to the north of its observed position. This affects the SACZ-related precipitation dipole, resulting in an underestimation of the precipitation rate and trend over SESA, as already described in previous studies (Gulizia and Camilloni, 2015; Vera and Díaz, 2015; Barros and Doyle, 2018). Over SEBr, the large uncertainties among the MMMeMs and individual members of each ensemble result in the lack of significant trend in the SACZ, even though with maximum precipitation located to the north of its observed position. This affects the SACZ-related precipitation dipole, resulting in an underestimation of the precipitation rate and trend over SESA, as already described in previous studies (Gulizia and Camilloni, 2015; Vera and Díaz, 2015; Barros and Doyle, 2018). Over SEBr, the large uncertainties among the MMMeMs and individual members of each ensemble result in the lack of significant trend in the SACZ, even though with maximum precipitation located to the north of its observed position. This affects the SACZ-related precipitation dipole, resulting in an underestimation of the precipitation rate and trend over SESA, as already described in previous studies (Gulizia and Camilloni, 2015; Vera and Díaz, 2015; Barros and Doyle, 2018). Over SEBr, the large uncertainties among the MMMeMs and individual members of each ensemble result in the lack of significant trend in the SACZ, even though with maximum precipitation located to the north of its observed position. This affects the SACZ-related precipitation dipole, resulting in an underestimation of the precipitation rate and trend over SESA, as already described in previous studies (Gulizia and Camilloni, 2015; Vera and Díaz, 2015; Barros and Doyle, 2018).
the SACZ dipole observed in Zilli et al. (2017; 2019). Previous studies, based on filtered precipitation analysis (such as EOF), have identified similar historical and future changes in the SACZ-related dipole (Junquas et al., 2013; Díaz and Vera, 2017). Our results indicate a simulated spatial pattern of precipitation trends that cannot be attributed to internal natural variability alone and are consistent with the future projections. However, the large variability among MMeM and individual members of each MMeM increases the uncertainties regarding the magnitude of the trends.

### 6.2 Attribution analysis

While large uncertainties among individual members reduce our ability to conclusively attribute the observed trends to a set of forcings, the emerging patterns from each individual scenario allows a qualitative assessment of the influence of anthropogenic forcings in the local precipitation trends. Land-use change is the main forcing associated with the reduction (increase) in precipitation rates over SEBr (SESA), followed by anthropogenic-related changes in stratospheric and tropospheric ozone contributing to the reduction in precipitation rate over SEBr.

According to the present analysis, changes in land use result in the largest contribution to the simulated changes in precipitation over both study areas. Even though the present analysis does not indicate the location of this forcing, whether it is local (e.g., in the La Plata Basin [LPB], where the largest part of both study regions are located) or remote (in the Amazon Basin), changes in land use could affect the SACZ-related precipitation. The Amazon region is one of the main sources of moisture to the SACZ and SESA (Arraut et al., 2012). The transport of moisture to the SACZ depends strongly on the characteristics of the Low-Level Jet (LLJ) east of the Andes (Arraut and Satyamurti, 2009; Nascimento et al., 2016; Montini et al., 2019). Changes in land use in the Amazon, mainly associated with deforestation, may reduce the amount of moisture recycling, affecting precipitation in the region (Zemp et al., 2017a) and reducing the amount of moisture transported by the LLJ toward the SACZ and the SESA (Zemp et al., 2017b).

Over the LPB, changes in land use since 1950s have reduced the area of native vegetation (mostly savanna and forest) to less than 20% (Tucci and Clarke, 1998). The conversion of native vegetation to crop land can result in drier surface conditions that can modify the thermal structure of the atmosphere, affecting the low level circulation, consequently, the moisture transport toward SACZ and SESA (Lee and Berbery, 2012; Yang and Dominguez, 2019). Using simulations from Weather Research and Forecast Model (WRF) experiments, Lee and Berbery (2012) demonstrated that land-use changes within the LPB are associated with a reduction (increase) in precipitation over the northern (southern) part of the basin. According to them, land-use changes from native vegetation to dry crops increases the albedo and decreases the surface friction over the northern part of the basin, reducing the sensible heat flux and near-surface temperature, which in turn reduces convective instability over the region. Additionally, the reduction in surface roughness accelerates the surface winds favouring moisture divergence over the area and reducing precipitation. Further south, land-use changes from native grassland to dry crops have the opposite effect, mostly due to a reduction in albedo, resulting in increased precipitation. The spatial pattern of changes in precipitation described by these authors is similar to those observed in GPCP and simulated by the LU MMoM, suggesting that changes in land use over central and southeastern SA could be affecting the surface processes associated with the strength and location of the SACZ-related precipitation dipole.

In addition to changes in land use, anthropogenic forcings related to changes in the concentration of ozone also contribute to precipitation trends, albeit with small intensity. Previous studies suggest that ozone depletion is associated with a poleward expansion of the Hadley cell in the Southern Hemisphere and a consequent shift in the jet position, which would result in increased precipitation over SESA (Polvani et al., 2011; Gonzalez et al., 2014). The position of the subtropical jet is one of the ingredients necessary for the development of the SACZ over eastern Brazil, advecting negative vorticity and favouring upper-level divergence over the region (Kodama, 1992; 1993). Thus, a poleward shift of the jet could also affect the location and intensity of the SACZ, resulting in the drying (wetting) trends in the SACZ north (southern) flank, consistent with Zilli et al. (2019).

Finally, the response of the precipitation to changes in GHG cannot be distinguishable from natural internal variability. The lack of consensus regarding the sign of the trend suggests that internal variability dominates trends in this scenario.

### 6.3 Other factors associated with the observed trends

Another source of discrepancies between observed and simulated trends is related to the position of the SACZ in CMIP5 models. The present analysis is based on fixed study regions located over areas with large observed precipitation trends. However, some CMIP5 models simulate
the SACZ displaced to the north of its climatological position, resulting in trends outside the study regions. The utilization of approaches based on the location of the SACZ in each model could improve the identification of the forcings and mechanisms associated with the observed changes, without being restricted to models that accurately reproduce the SACZ’s location.

Despite demonstrating that the detected precipitation trends cannot be caused by internal variability alone, trends resulting from NAT forcings suggest that at least part of the changes in the position and intensity of the SACZ could be associated with changes in climatic modes. The analysis period, 1979–2019, encompasses a transition from cold to warm AMO phase, which possibly contributes to the precipitation trends over the study region (Chiessi et al., 2009; Grimm and Saboia, 2015; Jones and Carvalho, 2018; Kayano et al., 2019). A previous study (Zhang and Wang, 2013) demonstrated that the AMO transition from cold to warm phase occurred between 1975 and 2005 in all CMIP5 models analysed, even though most of them are not able to correctly represent the spatial structure and intensity of the mode. Thus, it is possible that the AMO have influenced the observed trends and that the lack of agreement among the CMIP5 simulations arises from a misrepresentation of the influence of this mode on the SACZ-related dipole. A more in-depth evaluation of the topic should also include other variables, such as circulation and sea surface temperature, which will be addressed in future research.

7 | CONCLUSIONS

The present analysis indicates that precipitation trends observed over the SACZ and SESA regions over the last 40 years consistent with Zilli et al. (2019) are detectable in some of the historical simulations of the CMIP5 climate models. The results indicate large disagreement among individual models, suggesting that the mechanism related to the observed precipitation trends are not well represented in the selected models. The large uncertainties prevent a robust attribution analysis of the main forcings. Nonetheless, a qualitative assessment of the results suggests that part of the precipitation trends over SEBr and SESA could result from changes in land-use and anthropogenic-related stratospheric and tropospheric ozone concentration.

The results focus only on changes in daily average precipitation rate during austral summer (DJF) based on robust statistical analyses. However, a careful consideration of mechanisms driving the observed and simulated changes in precipitation is also important to assess climate projections over the region, particularly along transition zones such as the SACZ, where the uncertainty in simulations is large (Carvalho and Jones, 2013; Jones and Carvalho, 2013; Sanchez et al., 2015; de Barros Soares et al., 2017; Díaz and Vera, 2017). Over the SACZ, the number of rainy days is decreasing (Zilli et al., 2017) likely due to weaker northerly winds along the eastern Brazilian coast and reduced available moisture in the lower-to-mid troposphere (Zilli et al., 2019). On the other hand, the intensity of extreme events is increasing over the same region (Zilli et al., 2017), suggesting the importance of the combined influence of dynamic and thermodynamic forcings on the observed changes (Chen et al., 2019; Norris et al., 2019a, 2019b). Thus, besides correctly reproducing the observed average precipitation trends, it is necessary to access the accuracy of the CMIP5 models in reproducing the observed trends in extreme precipitation, as well as dynamic and thermodynamic forcings associated with the intensification of these events.
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