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Abstract. We investigate the well-posedness of the fast diffusion equation (FDE) in a wide class of noncompact Riemannian manifolds. Existence and uniqueness of solutions for globally integrable initial data was established in [5]. However, in the Euclidean space, it is known from Herrero and Pierre [20] that the Cauchy problem associated with the FDE is well posed for initial data that are merely in $L^1_{loc}$. We establish here that such data still give rise to global solutions on general Riemannian manifolds. If, in addition, the radial Ricci curvature satisfies a suitable pointwise bound from below (possibly diverging to $-\infty$ at spatial infinity), we prove that also uniqueness holds, for the same type of data, in the class of strong solutions. Besides, under the further assumption that the initial datum is in $L^1_{loc}$ and nonnegative, a minimal solution is shown to exist, and we are able to establish uniqueness of purely (nonnegative) distributional solutions, which to our knowledge was not known before even in the Euclidean space. The required curvature bound is in fact sharp, since on model manifolds it turns out to be equivalent to stochastic completeness, and it was shown in [13] that uniqueness for the FDE fails even in the class of bounded solutions on manifolds that are not stochastically complete. Qualitatively this amounts to asking that the curvature diverges at most quadratically at infinity. A crucial ingredient of the uniqueness result is the proof of nonexistence of distributional subsolutions to certain semilinear elliptic equations with power nonlinearities, of independent interest.

1. Introduction

We study existence and uniqueness of solutions to the Cauchy problem for the following nonlinear parabolic equation, known as fast diffusion equation (FDE):

$$\begin{cases}
  u_t = \Delta u^m & \text{in } M \times (0, +\infty), \\
  u = u_0 & \text{on } M \times \{0\},
\end{cases} \tag{1.1}$$

where $m \in (0, 1)$, the initial datum $u_0$ belongs to a suitable class that will be specified below, $M$ is a complete, connected, noncompact $n$-dimensional Riemannian manifold and $\Delta$ is the Laplace-Beltrami operator on $M$ (Laplacian for short). When dealing with sign-changing solutions, we adopt the usual convention $u^m := \text{sign}(u)|u|^m$. Let $o \in M$ be a fixed reference point, and let $r(x)$ denote the geodesic distance between $x$ and $o$. In most of our results we will assume that the radial Ricci curvature with respect to $o$ satisfies the following bound from below:

$$\text{Ric}_o(x) \geq -(n-1) \frac{\psi''(r(x))}{\psi(r(x))} \quad \forall x \in M \setminus \{\{o\} \cup \text{cut}(o)\}, \tag{1.2}$$

where cut$(o)$ is the cut locus of $o$, for some function $\psi$ such that

$$\psi \in C^\infty((0, \infty)) \cap C^1([0, \infty)), \quad \psi' \geq 0, \quad \psi(0) = 0, \quad \psi'(0) = 1$$
and
\[ \int_0^\infty \int_0^r \frac{\psi(\rho)^{n-1}}{\psi(\rho)^{n-1}} \, dp \, dr = \infty. \]  

(1.3)

In particular, we can consider the relevant case (let \( C > 0 \))
\[ \text{Ric}_o(x) \geq -C \left[ 1 + r(x)^2 \right] \quad \forall x \in M \setminus \left( \{o\} \cup \text{cut}(o) \right). \]  

(1.4)

The fast diffusion equation has widely been investigated in the Euclidean setting, see e.g. [31] and references quoted therein for a thorough discussion. In that setting it takes origin as a model for plasma physics [31, Chapter 2], it comes into play in the diffusive limit of kinetic equations [25] and, for a special value of \( m \), in the evolutionary Yamabe problem (see for instance [8]). Note that the FDE is a singular equation in the sense that the diffusion coefficient \( m|u|^{m-1} \) diverges as \( |u| \to 0 \), but at the same time it is also degenerate since the diffusion coefficient vanishes as \( |u| \to \infty \). Solutions to (1.1) exhibit infinite speed of propagation in \( \mathbb{R}^n \), to such an extent that finite-time extinction can occur if \( m \) is sufficiently close to zero.

The investigation about nonlinear diffusions of the type of (1.1) on Riemannian manifolds has begun just recently, dealing especially with the case \( m > 1 \), known in the literature as porous medium equation (PME) or slow diffusion. We mention in this connection the papers [32, 15, 13, 3, 16, 17, 19], where several well-posedness issues have successfully been addressed. Nevertheless, it should be pointed out that the methods used in the PME regime are often very different from the ones that are suitable for the analysis of the FDE, and the results themselves exhibit significant dissimilarities: for example, the natural class of initial data for which existence and uniqueness of solutions to the FDE is guaranteed in \( \mathbb{R}^n \) is considerably larger than the one corresponding to the PME.

The Cauchy problem (1.1) in the case \( M \equiv \mathbb{R}^n \) and \( m \in (0, 1) \) was thoroughly investigated in the seminal paper [20] by Herrero and Pierre. They show that, for any \( L_{\text{loc}}^1(\mathbb{R}^n) \) initial datum, there exists a global solution, which is also unique under the additional assumption that \( u_t \) is locally integrable, i.e. in the class of strong solutions. In particular, no requirement at all on the behavior at infinity of \( u_0 \) is necessary.

A crucial tool in their proofs is the celebrated Herrero-Pierre estimate, that allows one to bound the \( L^1 \) norm of the solution (at some time) in a ball by means of the \( L^1 \) norm of the solution (at a different time) in a larger ball, plus an explicit remainder term. More importantly, the same estimate applies to the difference of solutions, see Propositions 2.1 and 2.2 below for analogues in the present setting. We mention that uniqueness of purely distributional solutions was not addressed in [20], and to our knowledge it had not yet been studied so far even in the Euclidean space. Nevertheless, we recall that uniqueness of nonnegative bounded distributional solutions for problem (1.1) (\( M \equiv \mathbb{R}^n \)) with the additional absorption term \(-u^p\) in the right-hand side, for \( u_0 \in L^\infty(\mathbb{R}^n) \), was achieved in [29] Theorem 2.1] provided \( m > (1 - 2/n)^+ \) and \( p > n(1-m)/2 \).

As concerns the Riemannian setting, a first contribution was given by [3], where the FDE is investigated in the special class of Cartan-Hadamard manifolds, namely complete, simply connected Riemannian manifolds with everywhere nonpositive sectional curvature. In particular, problem (1.1) is shown to admit a unique strong solution, in the \( H^{-1}(M) \) sense, if \( u_0 \) is globally integrable and belongs to \( H^{-1}(M) \) (see Theorems 3.2 and 3.4 there for the details).

In the recent paper [3], uniqueness of strong solutions to (1.1) for locally integrable data is proved on general manifolds, following the Herrero-Pierre strategy, by means of a careful construction of appropriate cut-off functions, under the additional requirement that the
(negative) curvature decays sufficiently fast at infinity. More precisely, it is assumed that
\[ \text{Ric}(x) \geq \frac{-C}{1 + r(x)^2} \quad \forall x \in M \]  
for some \( C > 0 \) and \( m > m_c \), where \( m_c \) is a suitable exponent depending on \( C \) and \( n \), larger than \( 1 - 2/n \). If \( C = 0 \), the result holds for every \( m \in (0, 1) \) (see [3, Theorem 4.9]).

In [13], uniqueness of (nonnegative) globally bounded solutions for the FDE is proved to be fully equivalent to the stochastic completeness of the manifold, a property that does hold under (1.2)–(1.3) [12, Corollary 15.3]. Furthermore, on model manifolds, namely spherically-symmetric Riemannian manifolds where (1.2) is in fact an identity, condition (1.3) turns out to be equivalent to stochastic completeness [12, Proposition 3.2]. In particular, if one considers power-type curvature bounds, uniqueness of (non negative, bounded) solutions to the FDE is ensured under (1.4), but it fails as soon as \( \text{Sec}_o(x) \leq -C r(x)^{2+\varepsilon} \) for some \( C, \varepsilon > 0 \) and large \( r(x) \), where \( \text{Sec}_o(x) \) stands for the radial sectional curvature (here \( o \) is required to be a pole, namely to have empty cut locus).

We finally mention [14], where fine long-time asymptotics for solutions to (1.1) corresponding to a restricted class of (radial) initial data is investigated in the special case of the hyperbolic space \( \mathbb{H}^n \).

In the present paper, we focus on the main open well-posedness issues related to the Cauchy problem (1.1). We will prove the following results:

- Theorems 1.2 and 1.3: existence of distributional solutions for general data \( u_0 \in L^1_{\text{loc}}(M) \), and of the minimal solution for nonnegative data \( u_0 \in L^2_{\text{loc}}(M) \), without curvature bounds.
- Theorem 1.5: uniqueness of strong solutions under the curvature bounds (1.2)–(1.3), provided they have a common \( L^1_{\text{loc}}(M) \) initial trace in a suitable sense.
- Theorem 1.6: uniqueness of nonnegative distributional solutions under the curvature bounds (1.2)–(1.3), provided \( u \in L^2_{\text{loc}}(M \times [0, +\infty)) \). In fact, we will show that any such solution must coincide with the minimal one constructed in Theorem 1.3. Apparently, this property was not known even in \( \mathbb{R}^n \).

In the light of the nonuniqueness results of [13], the curvature conditions appearing in Theorems 1.5 and 1.6 are sharp. Indeed, if \( o \) is a pole and \( \text{Sec}_o(x) \leq -\psi''(r(x))/\psi(r(x)) \) for some function \( \psi \) as above that does not meet (1.3), then \( M \) is stochastically incomplete [12, Corollary 15.3]. Hence [13, Theorem 1.1] implies that any nonnegative initial datum \( u_0 \in L^\infty(M) \) gives rise to at least two different nonnegative bounded solutions to (1.1). As mentioned above, this occurs in particular on manifolds with superquadratic negative curvature.

In order to prove our uniqueness results for (1.1) it will be crucial to deal, for every \( p > 1 \) and \( \alpha > 0 \), with the semilinear elliptic equation
\[ \Delta W = \alpha W |W|^{p-1} \quad \text{in} \ M . \]  
(1.6)

More precisely, we will establish the following nonexistence property:

- Theorem 1.7: for every \( p > 1 \) and \( \alpha > 0 \) equation (1.6) does not admit any nonnegative, nontrivial, distributional subsolution, namely any nonnegative function \( W \neq 0 \) with \( W \in L^p_{\text{loc}}(M) \) such that
\[ \Delta W \geq \alpha W^p \quad \text{in} \ \mathcal{D}'(M) . \]  
(1.7)
In other words, should such a function satisfy \((1.7)\), then it is identically zero. As an immediate corollary, in view of Kato’s inequality one can deduce that neither \((1.6)\) admits (possibly sign-changing) distributional solutions.

**Remark 1.1.** Results on nonexistence of nontrivial solutions for elliptic problems of the form \((1.6)\) or \((1.7)\) have widely been studied in the literature, even for more general operators and nonlinearities. In particular, similar properties are known to hold without requiring curvature bounds, but assuming an *a-priori* growth condition on the solution instead (see \([30]\) and references therein). On the other hand, when a suitable curvature bound from below is satisfied, it was shown in \([27]\) and \([30, \text{Theorem 1.9}]\) that the so-called Omori-Yau maximum principle is valid. The corresponding curvature condition does single out quadratic growth, however it can be checked that it is slightly stronger than \((1.2)–(1.3)\), since the non-integrability constraint (i.e. the analogue of \((1.3)\)) actually involves \(\psi''\). Nevertheless, if such a maximum principle holds \([30, \text{Theorem 1.31}]\) establishes first that all \(C^2(M)\) nonnegative subsolutions to \((1.6)\) are bounded, and as a consequence must vanish identically by previous results. Therefore, up to a small gap in the curvature bounds, the thesis of Theorem 1.7 was already known for **smooth subsolutions**. Our main contribution consists of dropping the regularity assumption, since we deal with merely distributional subsolutions. Clearly distributional solutions to \((1.6)\) are at least \(C^2(M)\) by elliptic regularity, but it should be commented that our results do not depend in any way on regularity (we only exploit local boundedness) and hence are potentially applicable to more general contexts. It should however be pointed out that in \([30]\) the right-hand side of \((1.7)\) includes a wider class of nonlinearities.

We stress that, under assumptions \((1.2)–(1.3)\), we are able to extend the results of \([13]\) so as to cover the whole class of initial data and solutions from \(L^\infty\) to \(L^1_{\text{loc}}\). Moreover, note that the methods of proofs used in \([20]\) and in \([29]\) to obtain uniqueness do not work in our framework. To be specific, the arguments exploited in \([20]\) require a sort of homogeneity which is typical of \(\mathbb{R}^n\), and is in general lost on Riemannian manifolds. Furthermore, the authors take advantage of the classical mean-value property for (sub-) harmonic functions; the latter remains true also on general Riemannian manifolds, however it has a different local form (see \([21]\)) which makes it unsuitable for a straight application of the methods of proof developed in \([20]\). On the other hand, the main argument of \([29]\) (and also of \([3, \text{Theorem 4.9}]\) under \((1.5)\)) relies on the fact that the volume of balls has polynomial growth, whereas in our setting, in view of the possible negative curvature, geodesic balls can even grow exponentially or faster. Hence, although we take inspiration from various ideas of \([20]\) and \([29]\), here we exploit a different strategy to achieve uniqueness. In this regard, some techniques will also be borrowed from the “bounded” framework of \([13]\).

### 1.1. Statements of the main results.

We start by providing the definitions of solution that we will deal with. In the following, we let \(d\mu\) denote the Riemannian volume measure of the manifold at hand \(M\), which hereafter is assumed to be complete, connected and noncompact (unless otherwise specified).

**Definition 1.1 (Distributional solutions).** Let \(m \in (0,1)\) and \(u_0 \in L^1_{\text{loc}}(M)\). We say that a function \(u \in L^1_{\text{loc}}(M \times [0, +\infty))\) is a (distributional, or very weak) solution of the Cauchy problem \((1.1)\) if it satisfies

\[
 u_t = \Delta u^m \quad \text{in } D'(M \times (0, +\infty))
\]

and (in the sense of essential limits)

\[
 \lim_{t \to 0^+} \int_M u(x,t) \psi(x) \, d\mu = \int_M u_0 \psi \, d\mu \quad \forall \psi \in C_c^\infty(M).
\]
Our main existence result, without further assumptions on $u_0$, is the following.

**Theorem 1.2** (Existence of solutions). There exists a solution $u$ of problem (1.1), in the sense of Definition 1.1. In addition $u \in C([0, +\infty); L^1_{loc}(M))$.

For nonnegative initial data that also belong to $L^2_{loc}(M)$, we can establish existence of the minimal solution in the class of nonnegative distributional solutions.

**Theorem 1.3** (Existence of the minimal solution). Given $u_0 \in L^2_{loc}(M)$, with $u_0 \geq 0$, there exists a nonnegative distributional solution $u \in L^2_{loc}(M \times [0, +\infty))$ of problem (1.1), in the sense of Definition 1.1, which is minimal in the class of nonnegative distributional solutions belonging to $L^2_{loc}(M \times [0, +\infty))$. That is, for any nonnegative distributional solution $u \in L^2_{loc}(M \times [0, +\infty))$ of (1.1) with the same initial datum according to (1.1), we have

$$u \leq u \quad a.e. \text{ in } M \times (0, +\infty).$$

In some of our results below we will need to require a further property of solutions, which amounts to asking that the time derivative is a locally integrable function, so that (1.8) holds pointwise.

**Definition 1.4** (Strong solutions). We say that a function $u$ is a strong solution of problem (1.1) if it is a distributional solution in the sense of Definition 1.1 and in addition

$$u_t \in L^1_{loc}(M \times (0, +\infty)).$$

If moreover the Ricci curvature complies with conditions (1.2)–(1.3), we are able to obtain a uniqueness result for strong solutions. We stress that, even in the Euclidean setting, uniqueness of possibly sign-changing solutions was proved within the class of strong solutions only (see [20, Theorem 2.3]).

**Theorem 1.5** (Uniqueness of strong solutions). Let the curvature conditions (1.2)–(1.3) be satisfied. Let $u$ and $v$ be any two strong solutions of problem (1.1), in the sense of Definition 1.1, such that $|u(\cdot, t) - v(\cdot, t)| \to 0$ in $L^1_{loc}(M)$ as $t \to 0^+$. Then $u = v$ almost everywhere in $M \times (0, +\infty)$.

Note that in the above result the initial condition (1.9) is irrelevant. The sole important requirement is that the difference between $u$ and $v$ vanishes in $L^1_{loc}(M)$ as $t \to 0^+$. Clearly this is the case for strong solutions taking the same initial datum $u_0 \in L^1_{loc}(M)$ which also belong to $C([0, +\infty); L^1_{loc}(M))$.

For nonnegative initial data belonging to $L^2_{loc}(M)$, we do not need solutions to be strong in order to establish uniqueness. Indeed, we can show that any nonnegative distributional solution must coincide with the minimal one, constructed in Theorem 1.3. To the best of our knowledge this is new also in the case $M \equiv \mathbb{R}^n$, since in the literature uniqueness is typically proved for strong solutions (see again [20, Theorem 2.3 and remarks below]) or for bounded solutions [29, 13] only.

**Theorem 1.6** (Uniqueness of nonnegative distributional solutions). Let the curvature conditions (1.2)–(1.3) be satisfied and $u_0 \in L^2_{loc}(M)$, with $u_0 \geq 0$. Let $u \in L^2_{loc}(M \times [0, +\infty))$ be a nonnegative distributional solution of problem (1.1), in the sense of Definition 1.1. Then $u = \underline{u}$ almost everywhere in $M \times (0, +\infty)$, where $\underline{u}$ is the minimal solution provided by Theorem 1.3.

Both our uniqueness results rely on a crucial nonexistence theorem for the nonlinear elliptic equation (1.6), in the spirit of Keller and Osserman [22, 28]. Let us emphasize that the latter is of independent interest and the proof we will provide is self-contained and does not exploit methods of parabolic equations.
Theorem 1.7 (Nonexistence for the elliptic equation). Let $p > 1$, $\alpha > 0$ and the curvature conditions \((1.2)\)–\((1.3)\) be satisfied. Then:

(i) there exists no nonnegative, nontrivial, distributional subsolution to \((1.6)\);

(ii) there exists no nontrivial distributional solution of \((1.6)\).

1.2. Plan of the paper. The paper is organized as follows. In Section 2 we provide a concise adaptation to the present setting of the Herrero-Pierre estimates established in [20], that will allow us to prove Theorem 1.2. Section 3 contains some technical but key tools involving an integration-by-parts formula for nonsmooth (distributional) supersolutions to suitable parabolic equations that are relevant to our purposes, which will then be qualitatively discussed in Subsection 3.1 and then precisely addressed in Subsection 3.2. After the construction of a candidate minimal solution for nonnegative initial data in Subsection 3.3, such tools will be exploited in Subsection 3.4 to show a local comparison principle, which will permit us to infer that the constructed solution is indeed minimal, namely Theorem 1.3. The nonexistence results for the elliptic problems \((1.6)\) and \((1.7)\), i.e. Theorem 1.7 are proved in Section 4. The latter will be employed in Section 5 to carry out the proofs of Theorems 1.5 and 1.6.

2. Herrero-Pierre estimates and existence of general solutions

The aim of this section is to first introduce some basics of exhaustion functions, which on general manifolds allow one to replace balls (that may not be regular enough), and then establish some key local estimates for (approximate) solutions to \((1.1)\) that will be crucial in order to prove Theorems 1.2 and 1.3.

2.1. Exhaustion function and regularized distance. By well-known results, for which we refer e.g. to [23, Propositions 2.28, 5.47 and Theorem 6.10], on any connected, noncompact, $n$-dimensional Riemannian manifold $M$ there exists a regular exhaustion function, namely a (surjective) smooth function $\mathcal{E}: M \to [0, \infty)$ having the following property: for almost every $R \in (0, \infty)$ the sublevel set

$$\Omega_R := \{x \in M : \mathcal{E}(x) < R\}$$

is a regular precompact domain of $M$, i.e. $\overline{\Omega}_R$ is an $n$-dimensional compact submanifold with boundary which is properly embedded in $M$. By construction, the boundary of $\Omega_R$ equals the level set $\{x \in M : \mathcal{E}(x) = R\}$, and its outward-pointing normal field with respect to $\Omega_R$ is provided by $x \mapsto \nabla \mathcal{E}(x)/|\nabla \mathcal{E}(x)|$. We call all such $R$ regular value for $\mathcal{E}$, having in mind Sard’s Theorem [23, Theorem 6.10]. The term “exhaustion” comes from the fact that, by the definition, for every strictly increasing sequence $R_k \to \infty$ we have

$$\overline{\Omega}_{R_k} \subseteq \Omega_{R_{k+1}} \quad \text{and} \quad \bigcup_{k=1}^{\infty} \Omega_R = M.$$

More in general, we say that a sequence of open sets $\{D_k\} \subset M$ is a regular exhaustion of $M$ if each $D_k$ is a regular precompact domain and it satisfies

$$\overline{D}_k \subseteq D_{k+1} \quad \text{and} \quad \bigcup_{k=1}^{\infty} D_k = M.$$

In fact, if $M$ is complete, we can assume that for every $\varepsilon > 0$ there exists an exhaustion function $\mathcal{E}_\varepsilon$ as above which in addition fulfills

$$|\mathcal{E}_\varepsilon(x) - r(x)| < \varepsilon \quad \forall x \in M,$$

$$k = 1, \ldots, N.$$
where \( M \ni x \mapsto r(x) := d(x, o) \) stands for the geodesic distance from a (fixed) reference point \( o \in M \). This is a consequence of [11] Proposition 2.1, since \( r(x) \) is a 1-Lipschitz function. For every \( R > 0 \), let \( \Omega_{R, \varepsilon} \) be the sublevel set
\[
\Omega_{R, \varepsilon} := \{ x \in M : \varepsilon(x) < R \}.
\] (2.3)
In particular, by virtue of (2.2) we deduce that
\[
B_{R-\varepsilon}(o) \subset \Omega_{R, \varepsilon} \subset B_{R+\varepsilon}(o) \quad \forall R > \varepsilon,
\] (2.4)
where \( B_{\rho}(o) \) denotes the geodesic ball of radius \( \rho > 0 \) centered at \( o \). Sard’s Theorem (we refer again to [24] Proposition 5.47 and Theorem 6.10) guarantees that there exists a negligible set \( \mathcal{N}_\varepsilon \subset (0, \infty) \) such that for every \( R \in (0, \infty) \setminus \mathcal{N}_\varepsilon \) the sublevel set \( \Omega_{R, \varepsilon} \) is indeed a regular precompact domain of \( M \).

2.2. Existence proof through Herrero-Pierre estimates. In order to establish the analogues of the Euclidean Herrero-Pierre estimates (we refer in particular to [20] Lemma 3.1 and the beginning of the proof of [20] Theorem 2.3), first of all it is important to provide suitable families of regular \( C^\infty \) and the beginning of the proof of [20, Theorem 2.3]), first of all it is important to provide analogues of the Euclidean Herrero-Pierre estimates (we refer in particular to [20, Lemma 2.2. Existence proof through Herrero-Pierre estimates. In order to establish the analogues of the Euclidean Herrero-Pierre estimates (we refer in particular to [20] Lemma 3.1, only a concise argument will be provided for the reader’s convenience.

**Proposition 2.1.** Let \( m \in (0, 1) \). Let \( u, v \in L^1_{\text{loc}}(M \times (0, +\infty)) \) with \( u \geq v \). Suppose that
\[
u_t = \Delta^m u \quad \text{and} \quad v_t = \Delta^m v \quad \text{in} \quad \mathcal{D}'(M \times (0, +\infty)).
\] (2.6)
Let \( R > 0 \). Then the following estimate holds:
\[
\left[ \int_{\Omega_{2R}} [u(x, t) - v(x, t)] \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} [u(x, s) - v(x, s)] \, d\mu \right]^{1-m} + \mathcal{H}_R |t - s| \quad \forall t, s \in (0, +\infty),
\] (2.7)
where
\[
\mathcal{H}_R := \kappa_m \sup_{\Omega_{2R} \setminus \Omega_R} \left\{ \left| \nabla \phi_R \right|^2 + |\Delta \phi_R| \right\} \mathcal{M}(\Omega_{2R} \setminus \Omega_R)^{1-m},
\] (2.8)
the constant \( \kappa_m > 0 \) depending only on \( m \).

**Proof.** By the proceeding along the lines of the proof of [3, Proposition 7.3], which in turn relies on [20, Lemma 3.1], one can show the validity of the following inequality:
\[
\left[ \int_M [u(x, t) - v(x, t)] \psi(x) \, d\mu \right]^{1-m} \leq \left[ \int_M [u(x, s) - v(x, s)] \psi(x) \, d\mu \right]^{1-m} + (1 - m) C(\psi) |t - s|
\] (2.9)
for almost every \( t, s \in (0, +\infty) \), for any nonnegative \( \psi \in C^\infty_c(M) \), where
\[
C(\psi) := 2^{1-m} \left[ \int_M |\Delta \psi|^{\frac{1}{1-m}} \psi^{-\frac{m}{1-m}} \, d\mu \right]^{1-m}.
\] (2.10)
Note that, in contrast to \cite{5} and \cite{20}, here we do not ask solutions to be continuous curves in $L^1_{\text{loc}}(M)$; this is not an issue, since such a requirement was used only to ensure that (2.9) (and subsequent estimates) holds at every $t, s \geq 0$, whereas in this case it is enough to consider Lebesgue points of $u$ and $v$ as curves in $L^1_{\text{loc}}((0, +\infty); L^1_{\text{loc}}(M))$. In order to bound the quantity $C(\psi)$, we make an appropriate choice of $\psi$. That is, let us pick $\psi \equiv \phi_R^k$ for any integer $k \geq 2/(1-m)$, where $\phi_R$ is precisely the cut-off function given in (2.3). We have:

$$
|\Delta \psi|^{-\frac{1}{m}} \psi^{-\frac{m}{1-m}} = \left| k(k-1) \phi_R^{m-2} \left| \nabla \phi_R \right|^2 + k \phi_R^{m-1} \Delta \phi_R \right|^{-\frac{1}{m}} \phi_R^{-\frac{m}{1-m}} \leq \left| k(k-1) \phi_R^{m-1} \left( \left| \nabla \phi_R \right|^2 + |\Delta \phi_R| \right) \right|^{-\frac{1}{m}}.
$$

(2.11)

In view of (2.10), (2.11), the support properties of $\phi_R$ and the fact that $\phi_R \leq 1$, we can therefore infer that

$$
C(\psi) = C(\phi_R) = 2^{1-m} \left[ \int_M |\Delta \psi|^{-\frac{1}{m}} \psi^{-\frac{m}{1-m}} \, d\mu \right] \leq 2^{1-m} k(k-1) \sup \left\{ \left| \nabla \phi_R \right|^2 + |\Delta \phi_R| \right\} \left[ \int_{\Omega_{2R}} \, d\mu \right] \leq \frac{1}{m} \left( \int_{\Omega_{2R}} \, d\mu \right) \leq \frac{1}{m} \left( \int_{\Omega_{2R}} \, d\mu \right).
$$

(2.12)

Hence, from (2.9) with $\psi \equiv \phi_R$ (exploiting again the support properties of $\phi_R$) and (2.12), the thesis follows.

An analogue of Proposition 2.1 can be shown without assuming $u \geq v$, provided solutions are strong; see the first part of the proof of \cite{20} Theorem 2.3 in the Euclidean space, in particular formula (3.32) there.

**Proposition 2.2.** Let $m \in (0, 1)$ and $u, v \in L^1_{\text{loc}}(M \times (0, +\infty))$ satisfy (2.6). Suppose in addition that $u_t, v_t \in L^1_{\text{loc}}(M \times (0, +\infty))$. Let $R > 0$. Then the following estimate holds:

$$
\left[ \int_{\Omega_{2R}} |u(x, t) - v(x, t)| \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} |u(x, s) - v(x, s)| \, d\mu \right] \left| \partial_t |t - s| \right|
$$

for every $t, s \in (0, +\infty)$, where the constant $H_R$ is the same as in (2.3).

**Proof.** Since $u_t$ and $v_t$, thus $\Delta u^m$ and $\Delta v^m$, are locally integrable functions, we can apply Kato’s inequality \cite{21} Lemma A1 to infer that

$$
-\Delta |u^m - v^m| \leq -\text{sign}(u - v) \Delta (u^m - v^m) \quad \text{in } \mathcal{D}'(M \times (0, +\infty)).
$$

Thus, using (2.6), we obtain:

$$
\frac{\partial}{\partial t} |u - v| \leq \Delta |u^m - v^m| \quad \text{in } \mathcal{D}'(M \times (0, +\infty)).
$$

(2.13)

As a consequence, for any nonnegative $\psi \in C_c^\infty(M)$ we have:

$$
\frac{d}{dt} \int_M |u(x, t) - v(x, t)| \psi(x) \, d\mu \leq \int_M |u(x, t)^m - v(x, t)^m| |\Delta \psi(x)| \, d\mu \leq C(\psi) \left( \int_M |u(x, t) - v(x, t)| \psi(x) \, d\mu \right)^m,
$$

where $C(\psi)$ is defined by (2.10). This implies the validity of (2.9) (with moduli inside the integrals), whence the thesis follows by arguing exactly as in the proof of Proposition 2.1. \hfill \square
**Proof of Theorem 1.2.** One can exploit the same strategy as in [20, Theorem 2.1], upon taking advantage of Proposition 2.1. We only mention that the basic idea consists of solving problem (1.1) starting from approximate initial data \( \{u_{0,k}\} \subset L^1(M) \cap L^\infty(M) \), such that \( \lim_{k \to \infty} u_{0,k} = u_0 \) in \( L^1_{\text{loc}}(M) \), for which existence and uniqueness theory is well established (no significant difference occurs compared to the case \( M \equiv \mathbb{R}^n \)). The Herrero-Pierre estimates (2.7) applied to the corresponding sequence of solutions \( \{u_k\} \), which enjoys monotonicity properties with respect to \( k \) if the initial data are chosen properly, play a key role in the passage to the limit as \( k \to \infty \) since they provide \( L^1_{\text{loc}}(M) \) stability. □

### 3. Nonnegative distributional solutions and existence of the minimal one

The existence proof of the minimal solution, in the class of nonnegative distributional solutions, requires first the validity of a local comparison principle. To this aim, we need to develop some technical tools involving an integration-by-parts formula for nonsmooth supersolutions to certain elliptic/parabolic problems.

#### 3.1. Integration by parts: introduction to the problem

Before stating the rigorous formula, see Proposition 3.1 below, we briefly recall the classical counterpart in the smooth setting and explain its connection with the nonsmooth one. Let \( f \in C^2(M) \) and \( g \in C(M) \). Suppose that we have

\[
\Delta f \leq g \quad \text{in } M.
\]

Then, for every \( R > 0 \) and every nonnegative test function \( \eta \in C^2(\overline{B}_R(o)) \) with \( \eta = 0 \) on \( \partial B_R(o) \), by (3.1) and the divergence theorem we obtain:

\[
\int_{B_R(o)} f \, \Delta \eta \, d\mu - \int_{\partial B_R(o)} f \frac{\partial \eta}{\partial \nu} \, d\sigma \leq \int_{B_R(o)} g \, \eta \, d\mu =: F(\eta),
\]

where \( d\sigma \) stands for the \((n - 1)\)-dimensional Hausdorff measure on \( \partial B_R(o) \), \( \nu \) is the outward normal direction and we are implicitly assuming that balls are regular sets. In general, we can interpret \( F \) as a functional on \( C_c(M) \), upon extending \( \eta \) to zero outside \( \overline{B}_R(o) \). Furthermore, on the one hand the first addendum in the left-hand side of (3.2) is well defined provided \( f \) merely belongs to \( L^1_{\text{loc}}(M) \); on the other hand, it is not difficult to show that for locally integrable functions the second addendum is also well defined at least for almost every \( R > 0 \). Thus, the following natural question arises: can (3.2) be proved only upon assuming that \( f \in L^1_{\text{loc}}(M) \) and (3.1) holds in \( D'(M) \) with right-hand side in the dual of \( C_c(M) \), i.e.

\[
\int_M f \, \Delta \xi \, d\mu \leq F(\xi)
\]

for every nonnegative \( \xi \in C_c^\infty(M) \), where \( F \) is a continuous functional on \( C_c(M) \)? We will now show that the answer is indeed positive, provided one replaces \( B_R(o) \), which on general manifolds need not be more than Lipschitz regular, by the sublevel sets of a suitable exhaustion function of \( M \) (recall Subsection 2.1). This is basically the content of the next Proposition 3.1. Note that in formulas (3.3)–(3.5) below \( f \) and the test functions also depend on time, so that the functional is actually defined on \( C_c(M \times [0, T]) \times C_c(M \times [0, T]) \). Nevertheless, this is irrelevant to the above discussion.

#### 3.2. An integration-by-parts formula for merely integrable functions

We are ready to state and prove the key result of this section, namely a generalized version of (3.2).
Proposition 3.1. Let $M$ be a connected, noncompact Riemannian manifold of dimension $n$. Let $T > 0$ and $f \in L^1_{\text{loc}}(M \times [0, T])$ satisfy

$$
\int_0^T \int_M f \Delta \xi \, d\mu dt \leq F(\xi, \xi_{\eta}) \quad \forall \xi \in C^2_c(M \times [0, T]) : \xi \geq 0,
$$

(3.3)

where $F$ is a continuous functional on $C_c(M \times [0, T]) \times C_c(M \times [0, T])$. Let $E$ be an exhaustion function of $M$ and $R_k \to \infty$ be any strictly increasing sequence of regular values for $E$. Then there exists a regular exhaustion $\{D_k\} \subset M$, possibly depending on $f$, such that

$$
\overline{\Omega}_{R_k} \Subset D_k \subset \overline{D_k} \subset \Omega_{R_{k+1}}
$$

(3.4)

and

$$
\int_0^T \int_{D_k} f \Delta \eta \, d\mu dt - \int_0^T \int_{\partial D_k} f \frac{\partial \eta}{\partial \nu} \, d\sigma dt \leq F(\pi, \eta) \quad \forall \eta \in C^2(\overline{\Omega}_k \times [0, T]) : \eta|_{\partial D_k \times [0, T]} = 0, \eta \geq 0,
$$

(3.5)

for every $k \in \mathbb{N}$, where $\nu$ is the outward-pointing normal field on $\partial D_k$, $d\sigma$ is the $(n-1)$-dimensional Hausdorff measure on $\partial D_k$ and $\pi$ is the extension of $\eta$ to $M \times [0, T]$, set to zero outside $\overline{D_k} \times [0, T]$.

Proof. Given $\epsilon > 0$ and any regular value $R$ for $E$, let $\Omega'_R$ denote the set of all points of $\Omega_R$ (defined in (2.11)) whose geodesic distance from $\partial \Omega_R$ is less than $\epsilon$:

$$
\Omega'_R := \{x \in \Omega_R : d(x, \partial \Omega_R) < \epsilon\}.
$$

Because $\partial \Omega_R$ is a smooth $(n-1)$-dimensional submanifold of $M$, we can and will suppose that $\epsilon$ is so small that the projection $\pi(x)$ of a point $x \in \Omega'_R$ onto $\partial \Omega_R$ is single valued, regular and the map $\Pi$ that with each $x \in \Omega'_R$ associates the pair $(\pi(x), d(x, \pi(x)))$ is a diffeomorphism between $\Omega'_R$ and $\partial \Omega_R \times (0, \epsilon)$. In this way, one can completely describe $\Omega'_R$ by means of the coordinates $(y, \delta)$, as $y$ ranges on $\partial \Omega_R$ and $\delta$ ranges in $(0, \epsilon)$. We refer e.g. to [10] for more details on such a local construction (the fact that the setting there is Euclidean is inessential).

Let $\Sigma := \partial \Omega_R$. The integrability properties of $f$ yield $f \in L^1(\Omega'_R \times (0, T))$, which is equivalent to claiming that the function $\hat{f}: \Sigma \times (0, \epsilon) \times (0, T) \to \mathbb{R}$ defined by

$$
\hat{f}(y, \delta, t) := f(\Pi^{-1}(y, \delta, t)) \quad \forall (y, \delta, t) \in \Sigma \times (0, \epsilon) \times (0, T),
$$

namely the original function $f$ written in terms of the above coordinate system, belongs to the space $L^1(\Sigma \times (0, \epsilon) \times (0, T))$ with respect to the product measure $d\Sigma \otimes d\delta \otimes dt$, where $d\Sigma$ stands for the $(n-1)$-dimensional Hausdorff measure on $\Sigma$ and $d\delta \otimes dt$ is the standard Lebesgue measure in $(0, \epsilon) \times (0, T)$. Clearly the actual volume measure of $\Omega'_R$ with respect to $(y, \delta)$ is not just $d\Sigma \otimes d\delta$, but it is represented by a regular density $A(y, \delta)$ which is bounded and bounded away from zero. As a consequence, $\hat{f}$ can also be seen as an element of the space $L^1((0, \epsilon); L^1(\Sigma \times (0, T)))$; hence, thanks to the Lebesgue differentiation theorem for vector-valued functions [1] Theorem K.5, we deduce that for almost every $\delta_0 \in (0, \epsilon)$

$$
\lim_{h \to 0^+} \frac{1}{h} \int_{\delta_0+h}^{\delta_0+2h} \int_0^T \int_\Sigma \left| \hat{f}(y, \delta, t) - \hat{f}(y, \delta_0, t) \right| d\Sigma dt d\delta = 0,
$$

which is in fact equivalent to

$$
\lim_{h \to 0^+} \frac{1}{h} \int_{\delta_0+h}^{\delta_0+2h} \int_0^T \int_\Sigma \left| \hat{f}(y, \delta, t) - \hat{f}(y, \delta_0, t) \right| A(y, \delta) d\Sigma dt d\delta = 0.
$$

(3.6)
If we let \( \Sigma_0 \) denote the set of points of \( \Omega_R^\Diamond \) at distance \( \delta_0 \) from \( \Sigma \), by \( \pi_0(x) \) the projection of \( x \in \Omega_R^\Diamond \) onto \( \Sigma_0 \) and by \( \Sigma_0^h \) the set

\[
\Sigma_0^h := \{ x \in \Omega_R^\Diamond : h < d(x, \pi_0(x)) < 2h \} \cap \{ x \in \Omega_R^\Diamond : d(x, \pi(x)) > \delta_0 \},
\]

then (3.6) can be rewritten as

\[
\lim_{h \to 0^+} \frac{1}{\mu(\Sigma_0^h)} \int_0^T \int_{\Sigma_0^h} \left| f(x, t) - f(\pi_0(x), t) \right| d\mu dt = 0.
\]

Indeed, letting \( \delta \) vary at a fixed \( y \in \Sigma \) is equivalent to moving along the geodesic given by the inward normal direction at \( (y, 0) \equiv \pi(x) \) (see e.g. [9, Theorem 4.8 (12)] in the Euclidean setting), so that the point identified by \( (y, \delta) \) actually represents the projection of \( x \) onto the submanifold \( \Pi^{-1}(\Sigma \times \{\delta\}) \), for all \( \delta \in (0, \epsilon) \).

Given any (small enough) \( h > 0 \), let \( \psi_h : [0, \infty) \to [0, \infty) \) be a smooth cut-off function enjoying the following properties:

\[
0 \leq \psi_h \leq 1, \quad \psi_h = 0 \quad \text{in} \quad [0, \delta_0 + h], \quad \psi_h = 1 \quad \text{in} \quad [\delta_0 + 2h, \infty)
\]

(3.7) and

\[
\| \psi_h' \|_{\infty} \leq \frac{c}{h}, \quad \| \psi_h'' \|_{\infty} \leq \frac{c}{h^2},
\]

(3.8) for a suitable constant \( c > 0 \) independent of \( h \). We can then transplant \( \psi_h \) onto \( \Omega_R^\Diamond \) by setting

\[
\phi_h(x) := \psi_h(d(x, \pi(x))) \quad \forall x \in \Omega_R^\Diamond,
\]

that is, in the chosen coordinate frame,

\[
\phi_h(\Pi^{-1}(y, \delta)) = \hat{\phi}_h(y, \delta) = \psi_h(\delta) \quad \forall (y, \delta) \in \Sigma \times (0, \epsilon).
\]

Because \( \delta \) is a geodesic coordinate in \( \Omega_R^\Diamond \) and \( \hat{\phi}_h \) only depends on \( \delta \), the Laplace-Beltrami operator applied to \( \phi_h \) reads (we refer e.g. to [2, Formula (3.35)] or to the proof of [26, Lemma 2.13])

\[
\Delta \phi_h(x) = \psi_h''(\delta) + m(y, \delta) \psi_h'(\delta) \quad \forall x \equiv (y, \delta) \in \Sigma \times (0, \epsilon),
\]

(3.9) where \( m(\delta, y) \) is precisely the Laplace-Beltrami operator applied to the distance function \( \delta \equiv d(x, \pi(x)) \), which is in fact a regular function that coincides with the partial derivative of \( (y, \delta) \to \log A(y, \delta) \) with respect to \( \delta \). If \( g \) is a \( C^2(\Omega_R^\Diamond \setminus \Sigma_0^\Diamond \times [0, T]) \) function and \( \hat{g} \) is its representative with respect to the coordinates \( (y, \delta) \) in \( \Omega_R^\Diamond \), it follows that

\[
\langle \nabla \phi_h(x), \nabla g(x, t) \rangle = \psi_h'(\delta) \frac{\partial \hat{g}}{\partial \delta}(y, \delta, t) \quad \forall (x, t) \equiv (y, \delta, t) \in \Sigma \times [\delta_0, \epsilon) \times [0, T],
\]

(3.10) where \( \langle , \rangle \) stands for the inner product in the tangent space of \( M \) at \( x \). On the other hand, by the product rule we have

\[
\Delta(\phi_h g) = \phi_h \Delta g + 2 \langle \nabla \phi_h, \nabla g \rangle + g \Delta \phi_h \quad \text{in} \quad (\Omega_R^\Diamond \setminus \Sigma_0^\Diamond) \times [0, T].
\]

(3.11) Let \( D := \Omega_R^\Diamond \setminus \Sigma_0^\Diamond \), so that \( \partial D = \Sigma_0 \), and replace for the moment \( D_k \) with \( D \) in the statement (at the end of the proof we will explain how to pick the sequence \( D_k \)). From here on we take for granted that the test function \( \eta \) as in the statement, along with \( \eta_h \), can be continuously extended to 0 in \( (M \setminus D) \times [0, T] \) and \( \phi_h \) can be smoothly extended to 0 in \( M \setminus \Omega_R^\Diamond \) and to 1 in \( \Omega_R^\Diamond \setminus \Omega_R^\Diamond \), provided \( h \) is small enough. By applying (3.3) to the (admissible) test function \( \xi = \phi_h \eta, \eta \) in view of (3.11) (with \( g = \eta \)) we obtain

\[
\int_0^T \int_M f(\phi_h \Delta \eta + 2 \langle \nabla \phi_h, \nabla \eta \rangle + \eta \Delta \phi_h) d\mu dt \leq F(\phi_h \eta, \phi_h \eta).
\]

(3.12)
By construction, it is plain that
\[
\lim_{h \to 0^+} \int_0^T \int_M f \phi_h \Delta \eta \, d\mu dt = \int_0^T \int_D f \Delta \eta \, d\mu dt \quad \text{and} \quad \lim_{h \to 0^+} F(\phi_h \eta, \phi_h, \eta) = F(\eta, \eta) \tag{3.13}
\]

We now focus on the last two terms of the integral in the left-hand side of (3.12). As for the first one, by virtue of (3.7) and (3.10) (still with \( g = \eta \)) we deduce the identity
\[
\int_0^T \int_M f (\nabla \phi_h, \nabla \eta) \, d\mu dt = \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_0^T \int_\Sigma f(y, \delta, t) \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) A(y, \delta) \, d\Sigma d\delta dt \tag{3.14}
\]
whose right-hand side can be rewritten in the following way:
\[
\begin{align*}
&\int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_\Sigma \left[ \hat{f}(y, \delta, t) - \hat{f}(y, \delta_0, t) \right] \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) A(y, \delta) \, d\Sigma d\delta dt + \int_0^T \int_\Sigma \hat{f}(y, \delta, t) \left( \int_{\delta_0 + h}^{\delta_0 + 2h} \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) A(y, \delta) \, d\delta \right) d\Sigma dt .
\end{align*}
\]

Thanks to (3.8) and (3.9), it is not difficult to check that the first integral in the right-hand side of (3.14) vanishes as \( h \to 0^+ \):
\[
\limsup_{h \to 0^+} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_\Sigma \left| \hat{f}(y, \delta, t) - \hat{f}(y, \delta_0, t) \right| \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) \left| A(y, \delta) \right| d\Sigma d\delta dt \\
\leq c \| \nabla \eta \|_\infty \lim_{h \to 0^+} \frac{1}{h} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_\Sigma \left| \hat{f}(y, \delta, t) - \hat{f}(y, \delta_0, t) \right| \left| A(y, \delta) \right| d\Sigma d\delta dt = 0 .
\]

On the other hand, because \( A \) and \( \frac{\partial \hat{\eta}}{\partial \delta} \) are locally uniformly continuous in \( \Sigma \times [\delta_0, \epsilon] \times [0, T] \) and \( \psi'_h(\delta) \) is converging to a Dirac delta centered at \( \delta_0 \) as \( h \to 0^+ \), it follows that
\[
\lim_{h \to 0^+} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_\Sigma \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) A(y, \delta) \, d\delta = \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) A(y, \delta_0)
\]
uniformly on \( \Sigma \times [0, T] \). Since \( \hat{f}(\cdot, \delta_0, \cdot) \in L^1(\Sigma \times (0, T)) \), upon recalling (3.14) we can thus assert that
\[
\lim_{h \to 0^+} \int_0^T \int_M f(\nabla \phi_h, \nabla \eta) \, d\mu dt = \int_0^T \int_\Sigma \hat{f}(y, \delta, t) \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) A(y, \delta_0) \, d\Sigma dt .
\]

Let us turn to the last integral in the left-hand side of (3.12), which is the most delicate term. By virtue of (3.7) and (3.9), we have:
\[
\begin{align*}
&\int_0^T \int_M f \eta \Delta \phi_h \, d\mu dt \\
&= \int_{\delta_0 + h}^{\delta_0 + 2h} \int_\Sigma \left[ \hat{f}(y, \delta, t) \hat{\eta}(y, \delta, t) \left[ \psi''_h(\delta) + m(y, \delta) \psi'_h(\delta) \right] A(y, \delta) \right] d\Sigma d\delta dt .
\end{align*}
\]

Since \( \hat{\eta} = 0 \) on \( \Sigma \times \{ \delta_0 \} \times [0, T] \) and \( \hat{\eta} \in C^1(\Sigma \times [\delta_0, \epsilon] \times [0, T]) \), the following estimate holds:
\[
|\hat{\eta}(y, \delta, t)| \leq 2h \| \nabla \eta \|_\infty \quad \forall (y, \delta, t) \in \Sigma \times [\delta_0 + h, \delta_0 + 2h] \times [0, T] ;
\]

furthermore, thanks to (3.8) and the fact that \( m(y, \delta) \) is a smooth function, there exists a positive constant independent of \( h \), which is still denoted by \( c \), such that
\[
|\psi'_h(\delta)| + \left| \frac{m(y, \delta) \psi'_h(\delta)}{h} \right| \leq \frac{c}{h^2} \quad \forall (y, \delta) \in \Sigma \times [\delta_0 + h, \delta_0 + 2h] .
\]
Therefore, by combining (3.18), (3.19) and reasoning as in (3.15), it is apparent that
\[
\lim_{h \to 0^+} \frac{1}{\delta_0 + h} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_{\Sigma} \left( \hat{f}(y, \delta, t) \psi''_h(\delta) \mathcal{A}(y, \delta) d\Sigma dt d\delta \right)
\]
\[
= \lim_{h \to 0^+} \frac{1}{\delta_0 + h} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_{\Sigma} \left( \hat{f}(y, \delta, t) \psi''_h(\delta) \mathcal{A}(y, \delta, t) d\Sigma dt \right) \tag{3.20}
\]
An elementary integration by parts with respect to \(\delta\) yields (let us observe that by construction \(\psi'_h(\delta_0 + h) = \psi'_h(\delta_0 + 2h) = 0\))
\[
\int_{\delta_0 + h}^{\delta_0 + 2h} \hat{\eta}(y, \delta, t) \psi''_h(\delta) \mathcal{A}(y, \delta, t) d\delta = -\int_{\delta_0 + h}^{\delta_0 + 2h} \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta, t) \psi'_h(\delta) \mathcal{A}(y, \delta, t) d\delta - \int_{\delta_0 + h}^{\delta_0 + 2h} \hat{\eta}(y, \delta, t) \psi'_h(\delta) \frac{\partial \mathcal{A}}{\partial \delta}(y, \delta, t) d\delta
\]
whence
\[
\lim_{h \to 0^+} \int_{\delta_0 + h}^{\delta_0 + 2h} \hat{\eta}(y, \delta, t) \psi''_h(\delta) \mathcal{A}(y, \delta, t) d\delta = \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta_0, t) \mathcal{A}(y, \delta_0), \tag{3.21}
\]
still uniformly on \(\Sigma \times [0, T]\). As a result, thanks to (3.17) and (3.20)–(3.21) we can infer that
\[
\lim_{h \to 0^+} \frac{1}{\delta_0 + h} \int_{\delta_0 + h}^{\delta_0 + 2h} \int_0^T \int_{\Sigma} \left( \hat{f}(y, \delta_0, t) \partial \hat{\eta}/\partial \delta(y, \delta_0, t) \mathcal{A}(y, \delta_0) d\Sigma dt \right) \tag{3.22}
\]
Since \(\delta\) is the geodesic coordinate along the inward normal direction \(-\nu\) on \(\partial D\) (see again [9, Theorem 4.8 (12)]), the identity
\[
- \int_0^T \int_{\Sigma} \hat{f}(y, \delta_0, t) \frac{\partial \hat{\eta}}{\partial \delta}(y, \delta_0, t) \mathcal{A}(y, \delta_0) d\Sigma dt = \int_0^T \int_{\partial D} f \frac{\partial \hat{\eta}}{\partial \nu} d\sigma dt \tag{3.23}
\]
holds, where \(d\sigma\) is precisely the \((n - 1)\)-dimensional Hausdorff measure on \(\partial D\). Hence by combining (3.12), (3.13), (3.16), (3.22) and (3.23), we end up with
\[
\int_0^T \int_D f \Delta \hat{\eta} d\mu dt - \int_0^T \int_{\partial D} f \frac{\partial \hat{\eta}}{\partial \nu} d\sigma dt \leq F(\eta, \hat{\eta}_t) \tag{3.24}
\]
We are left with providing an appropriate choice of the sets \(\{D_k\}\) as in the statement. Let \(R_k \to \infty\) be a given strictly increasing sequence of regular values for the exhaustion function \(\mathcal{E}\). For each \(k \in \mathbb{N}\), we define \(D_k\) to be the set \(\mathcal{D}\) obtained in the above construction with \(R \equiv R_{k+1}\) and the further requirement that \(\epsilon \in (0, d_k)\), where \(d_k\) stands for the (positive) minimum of the distance between points of the level sets \(\partial \Omega_{R_k}\) and \(\partial \Omega_{R_{k+1}}\). This ensures the validity of (3.4), whence \(\{D_k\}\) is indeed a regular exhaustion of \(M\). Note that (3.5) is just inequality (3.24) with \(D \equiv D_k\). \(\square\)

For simplicity, in (3.3) we required the test functions \(\xi\) to be compactly supported and \(C^2\) instead of \(C^\infty\), so that the differential inequality is not exactly in distributional form. Nevertheless, a routine local approximation of \(C^2\) functions with \(C^\infty\) functions allows one to establish the same result even starting from (3.3) in distributional form.

### 3.3. Construction of the candidate minimal solution.

Given a nonnegative initial datum \(u_0 \in L^1_{loc}(M)\), an exhaustion function \(\mathcal{E}\) of \(M\) and a corresponding strictly increasing
sequence of regular values $R_k \to \infty$, we set up the following “lifted” and bounded Dirichlet problems:

$$
\begin{cases}
  u_t = \Delta u^m & \text{in } \Omega_{R_k} \times (0, +\infty), \\
  u = \ell & \text{on } \partial \Omega_{R_k} \times (0, +\infty), \\
  u = \ell + u_0 \wedge \beta & \text{on } \Omega_{R_k} \times \{0\},
\end{cases}
$$

(3.25)

where $\ell, \beta > 0$ and we recall that the domains $\{\Omega_{R_k}\}$ are defined as in (2.1). Note that in this way the equation implicitly becomes both nondegenerate and nonsingular (i.e. quasilinear), hence it enjoys several regularity properties. In particular, standard comparison principles applied to the corresponding solutions, which are denoted by $\{u_{k,\ell,\beta}\}$, ensure that

$$
\ell \leq u_{k,\ell,\beta} \leq u_{k+1,\ell,\beta} \leq \ell + \beta, \quad u_{k,\ell,\beta} \leq u_{k',\ell',\beta}, \quad u_{k,\ell,\beta} \leq u_{k,\ell',\beta'}
$$

(\forall \ell' > \ell > 0, \ \forall \beta' > \beta > 0, \ \forall k \in \mathbb{N}).

We now show that the nonnegative function $u$ defined as

$$
u := \lim_{k \uparrow \infty} u_k, \quad u_k := \lim_{\ell \downarrow 0} u_{k,\ell}, \quad u_{k,\ell} := \lim_{\beta \uparrow \infty} u_{k,\ell,\beta},
$$

(3.27)
is a solution of (3.1), where each $u_k$ is tacitly extended to zero outside $\Omega_{R_k}$. To this aim, first of all we observe that the very weak version of (3.25) entails

$$
\int_0^{+\infty} \int_{\Omega_{R_k}} u_{k,\ell,\beta} \xi_t \, d\mu \, dt + \int_0^{+\infty} \int_{\Omega_{R_k}} u_{k,\ell,\beta}^m \Delta \xi \, d\mu \, dt + \int_{\Omega_{R_k}} (\ell + u_0(x) \wedge \beta) \xi(x, 0) \, d\mu = 0
$$

(\forall \xi \in C^\infty_c(\Omega_{R_k} \times [0, +\infty)).

(3.28)

By virtue of Proposition 2.1 applied to $u \equiv u_{k,\ell,\beta}, \nu = 0$ and $s = 0$, we infer that

$$
\left[ \int_{\Omega_R} u_{k,\ell,\beta}(x, t) \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} (\ell + u_0) \, d\mu \right]^{1-m} + \mathcal{H}_R t \quad \forall t > 0,
$$

(3.29)

provided $0 < 2R < R_k$. Although Proposition 2.1 was stated for global solutions only, i.e. existing in the whole of $M$, from the corresponding proof one can check that it is enough to ask that they are defined at least in $\Omega_{2R}$, whence the request $0 < 2R < R_k$. In fact we have also exploited (2.1) for every $t > 0$ and down to $t = 0$: this is a simple consequence of the continuity of $t \mapsto u_{k,\ell,\beta}(\cdot, t)$ as a curve with values in $L^1(\Omega_{R_k})$, due to standard quasilinear theory (see e.g. [31, Chapter 3]). We are therefore in position to pass to the limit as $\beta \uparrow \infty$; inequalities (3.26) guarantee that $\beta \mapsto u_{k,\ell,\beta}$ is increasing, hence it admits a pointwise limit $u_{k,\ell}$ which, by (3.29) and monotone convergence, complies with

$$
\left[ \int_{\Omega_R} u_{k,\ell}(x, t) \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} (\ell + u_0) \, d\mu \right]^{1-m} + \mathcal{H}_R t \quad \forall t > 0.
$$

(3.30)

We can then let $\ell \downarrow 0$ upon noticing that, still by (3.26), the map $\ell \mapsto u_{k,\ell}$ is decreasing. As a result it admits a pointwise limit $u_k$ which, by (3.30), satisfies

$$
\left[ \int_{\Omega_R} u_k(x, t) \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} u_0 \, d\mu \right]^{1-m} + \mathcal{H}_R t \quad \forall t > 0.
$$

(3.31)

In fact each $u_k$ is a solution of the homogeneous Dirichlet problem

$$
\begin{cases}
  u_t = \Delta u^m & \text{in } \Omega_{R_k} \times (0, +\infty), \\
  u = 0 & \text{on } \partial \Omega_{R_k} \times (0, +\infty), \\
  u = u_0 & \text{on } \Omega_{R_k} \times \{0\}.
\end{cases}
$$

(3.32)
Finally, we deal with the passage to the limit as \( k \to \infty \), which is the most delicate. We can claim again, by virtue of (3.32), that the sequence \( \{u_k\} \) is monotone increasing, so that by letting \( k \to \infty \) in (3.31) we end up with

\[
\left[ \int_{\Omega_R} u(x,t) \, d\mu \right]^{1-m} \leq \left[ \int_{\Omega_{2R}} u_0 \, d\mu \right]^{1-m} + \mathcal{H}_R t \quad \forall t > 0,
\]

where \( u \) is the pointwise limit given in (3.27). From (3.28) and the previous passages to the limit, it is plain that

\[
\int_0^{+\infty} \int_M u_k \xi \, d\mu \, dt + \int_0^{+\infty} \int_M u^m_k \Delta \xi \, d\mu \, dt + \int_M u_0(x) \xi(x,0) \, d\mu = 0
\]

\[\forall \xi \in C_c^\infty(\Omega_{R_k} \times [0, +\infty)).\]

On the other hand, estimate (3.33) yields \( u \in L^1_{\text{loc}}(M \times [0, +\infty)) \), hence \( \{u_k\} \) converges to \( u \) at least in \( L^1_{\text{loc}}(M \times [0, +\infty)) \) (recall that \( R > 0 \) is any number smaller than \( R_k/2 \) and \( R_k \to \infty \)), therefore we are allowed to let \( k \to \infty \) to obtain

\[
\int_0^{+\infty} \int_M u \xi \, d\mu \, dt + \int_0^{+\infty} \int_M u^m \Delta \xi \, d\mu \, dt + \int_M u_0(x) \xi(x,0) \, d\mu = 0
\]

(3.34)

\[\forall \xi \in C_c^\infty(M \times [0, +\infty)).\]

A routine time cut-off argument then ensures that (3.34) is equivalent to (1.8)–(1.9), so that \( u \) is indeed a solution of (1.1) in the sense of Definition (1.1).

3.4. Local comparison and minimality. By carefully adapting a strategy introduced in [29] for the fast diffusion equation with absorption in the Euclidean space \( \mathbb{R}^n \), first of all we show a local comparison result between the approximate solutions \( \{u_k\} \) of (3.32) and a general nonnegative solution of (1.1). This is the fundamental tool we need in order to prove Theorem 1.3.

**Lemma 3.2.** Let \( u_0 \in L^2_{\text{loc}}(M) \), with \( u_0 \geq 0 \). Let \( u \in L^2_{\text{loc}}(M \times [0, +\infty)) \) be a nonnegative distributional solution of problem (1.1), in the sense of Definition (1.1). Given \( k \in \mathbb{N} \), let \( u_k \) be the solution of (3.32) constructed in Subsection 3.3. Then \( u \geq u_k \) almost everywhere in \( \Omega_{R_k} \times (0, +\infty) \).

**Proof.** To begin with, consider the solution \( u_{k,\ell,\beta} \) of the approximate problem (3.25) and, with some abuse of notation, let the same symbol denote its extension to the whole \( M \times (0, +\infty) \) obtained by setting \( u_{k,\ell,\beta} = \ell \in (M \setminus \Omega_{R_k}) \times (0, +\infty) \). Because \( u_{k,\ell,\beta} \geq \ell \) in \( \Omega_{R_k} \times (0, +\infty) \) and \( u_{k,\ell,\beta} = \ell \) on \( \partial \Omega_{R_k} \times (0, +\infty) \), it is not difficult to check that such an extension in fact becomes a subsolution to the same problem in the whole manifold. As a consequence, we infer the validity of the following inequality:

\[
\int_0^{T} \int_M \left[ (u - u_{k,\ell,\beta}) \xi_t + (u^m - u^m_{k,\ell,\beta}) \Delta \xi \right] \, d\mu \, dt \\
\leq \int_M [u(x,T) - u_{k,\ell,\beta}(x,T)] \xi(x,T) \, d\mu + \ell \int_M \xi(x,0) \, d\mu,
\]

(3.35)

for almost every \( T > 0 \) and every nonnegative \( \xi \in C_c^\infty(M \times [0,T]) \). We point out that (3.35) can easily be deduced by a time cut-off argument from the distributional versions of \( \partial_t u = \Delta u^m \) and \( \partial_t u_{k,\ell,\beta} \leq \Delta u^m_{k,\ell,\beta} \); moreover, the negligible set of times \( T \) for which (3.35) may not hold depends only on \( u \), since as observed in Subsection 3.3 each solution \( u_{k,\ell,\beta} \) is...
$L^1$ time continuous. We are therefore in position to apply Proposition 3.1 to (3.35). As a result, there exists a regular exhaustion $\{D_k\} \subset M$ satisfying (3.4) such that

$$
\int_0^T \int_{D_k} \left[ (u - u_{k,\ell,\beta}) \xi_t + \left( u^m - u_{k,\ell,\beta}^m \right) \Delta \xi \right] \, d\mu dt - \int_0^T \int_{\partial D_k} \left( u^m - \ell^m \right) \frac{\partial \xi}{\partial \nu} \, d\sigma dt
\leq \int_{D_k} [u(x,T) - u_{k,\ell,\beta}(x,T)] \xi(x,T) \, d\mu + \ell \int_{D_k} \xi(x,0) \, d\mu.
$$

(3.36)

for every nonnegative $\xi \in C^2(\overline{D_k} \times [0,T])$ that vanishes on $\partial D_k \times [0,T]$ (here for notational simplicity we do not relabel $\xi$). It is plain that the normal derivative of any such $\xi$ is nonpositive on $\partial D_k \times [0,T]$, whence (3.36) entails

$$
\int_0^T \int_{D_k} \left[ (u - u_{k,\ell,\beta}) \xi_t + \left( u^m - u_{k,\ell,\beta}^m \right) \Delta \xi \right] \, d\mu dt + \ell \int_0^T \int_{\partial D_k} \frac{\partial \xi}{\partial \nu} \, d\sigma dt
\leq \int_{D_k} [u(x,T) - u_{k,\ell,\beta}(x,T)] \xi(x,T) \, d\mu + \ell \int_{D_k} \xi(x,0) \, d\mu.
$$

(3.37)

Let us introduce the following function:

$$
a(x,t) := \begin{cases} 
u(x,t) - u_{k,\ell,\beta}(x,t) & \text{if } u(x,t) \neq u_{k,\ell,\beta}(x,t), \\ 0 & \text{if } u(x,t) = u_{k,\ell,\beta}(x,t). \end{cases}
$$

Clearly $a \geq 0$. Besides, since $u \geq 0$ and $u_{k,\ell,\beta} \geq \ell$, we have that

$$
a(x,t) = \frac{1}{u_{k,\ell,\beta}^{-m}} \left( \frac{u}{u_{k,\ell,\beta}} \right)^m \geq 1
$$

and

$$
\sup_{z \geq 0, z \neq 1} \frac{z^m - 1}{z - 1} = 1.
$$

As a consequence, inequality (3.37) can be rewritten in the following way:

$$
\int_0^T \int_{D_k} \left[ (u - u_{k,\ell,\beta}) \xi_t + a \Delta \xi \right] \, d\mu dt + \ell \int_0^T \int_{\partial D_k} \frac{\partial \xi}{\partial \nu} \, d\sigma dt
\leq \int_{D_k} [u(x,T) - u_{k,\ell,\beta}(x,T)] \xi(x,T) \, d\mu + \ell \int_{D_k} \xi(x,0) \, d\mu.
$$

(3.38)

Thanks to the fact that $a$ is nonnegative and bounded, one can pick a sequence of strictly positive, bounded and smooth functions $\{a_h\} \subset C^\infty(M \times [0,T])$ such that

$$
\lim_{h \to \infty} \frac{|a - a_h|^2}{a_h} = 0 \quad \text{in } (L^\infty(D_k \times [0,T]))^*.
$$

(3.39)

For an explicit construction of an analogous sequence, see e.g. the proof of [16] Theorem 2.3]. Given a nonnegative function $\omega \in C_\infty(D_k)$ and $h \in \mathbb{N}$, consider now the solution $\xi_h$ of the backward parabolic (dual) problem

$$
\begin{align*}
\xi_t + a_h \Delta \xi &= 0 \quad \text{in } D_k \times (0,T), \\
\xi &= 0 \quad \text{on } \partial D_k \times (0,T), \\
\xi &= \omega \quad \text{on } D_k \times \{T\}.
\end{align*}
$$

(3.40)

In view of standard parabolic regularity, we can claim that $\xi_h$ is smooth in $\overline{D_k} \times [0,T]$. Moreover, by the comparison principle it follows that

$$
0 \leq \xi_h \leq \|\omega\|_{\infty} \quad \text{in } \overline{D_k} \times [0,T].
$$

(3.41)
In order to bound the second term in the left-hand side of (3.38) with $\xi \equiv \xi_h$, we need to estimate
\[ \left| \frac{\partial \xi_h}{\partial \nu}(x,t) \right| \text{ for every } x \in \partial D_h \text{ and } t \in (0,T). \]

To this aim, let $G_k(x,y)$ denote the Green function of the Dirichlet Laplace-Beltrami operator in $D_k$ and pick a point $y_0 \in \Omega_{R_k}$. It is apparent that $x \mapsto G_k(x,y_0)$ is smooth and positive in $D_k \setminus \Omega_{R_k}$; in particular, there exists $\lambda > 0$ such that
\[ \lambda G_k(x,y_0) \geq \|\omega\|_\infty \quad \forall x \in \partial \Omega_{R_k} \quad \text{and} \quad \lambda G_k(x,y_0) \geq \omega(x) \quad \forall x \in D_k \setminus \Omega_{R_k}. \tag{3.42} \]

Hence, by virtue of (3.41) and (3.42), we infer that $x \mapsto \lambda G_k(x,y_0)$ is a supersolution to the problem
\[ \begin{cases} v_t + a_h \Delta v = 0 & \text{in } (D_k \setminus \Omega_{R_k}) \times (0,T), \\ v = 0 & \text{on } \partial D_k \times (0,T), \\ v = \xi_h & \text{on } \partial \Omega_{R_k} \times (0,T), \\ v = \omega & \text{on } (D_k \setminus \Omega_{R_k}) \times \{T\}, \end{cases} \]

whereas $\xi_h$ is the solution of the same problem. Hence, we deduce that $\xi_h \leq \lambda G_k(\cdot,y_0)$ in $(D_k \setminus \Omega_{R_k}) \times (0,T)$. Since both $x \mapsto G_k(x,y_0)$ and $\xi_h$ vanish on $\partial D_k$, this implies
\[ \left| \frac{\partial \xi_h}{\partial \nu}(x,t) \right| \leq \lambda \max_{x \in \partial D_k} \left| \frac{\partial G_k}{\partial \nu}(x,y_0) \right| =: \tilde{\lambda} \quad \forall (x,t) \in \partial D_k \times (0,T). \tag{3.43} \]

Having estimated the normal derivative of $\xi_h$, we are able to complete the proof. First of all, multiplying the differential equation in (3.40) by $\Delta \xi_h$ and integrating by parts in $D_k \times (0,T)$, we obtain:
\[ \frac{1}{2} \int_{D_k} |\nabla \xi_h(x,0)|^2 \, d\mu + \int_0^T \int_{D_k} a_h |\Delta \xi_h|^2 \, d\mu \, dt = \frac{1}{2} \int_{D_k} |\nabla \omega|^2 \, d\mu, \]
so that
\[ \left| \int_0^T \int_{D_k} (u - u_{k,\ell,\beta}) (a - a_h) \Delta \xi_h \, d\mu \, dt \right| \]
\[ \leq \left[ \int_0^T \int_{D_k} |u - u_{k,\ell,\beta}|^2 \frac{|a - a_h|^2}{a_h} \, d\mu \, dt \right]^{\frac{1}{2}} \left[ \int_0^T \int_{D_k} a_h |\Delta \xi_h|^2 \, d\mu \, dt \right]^{\frac{1}{2}} \]
\[ \leq \frac{\|\nabla \omega\|_2^2}{\sqrt{2}} \left[ \int_0^T \int_{D_k} |u - u_{k,\ell,\beta}|^2 \frac{|a - a_h|^2}{a_h} \, d\mu \, dt \right]^{\frac{1}{2}}. \tag{3.44} \]

Since $u_{k,\ell,\beta} \in L^\infty(D_k \times (0,T))$ and $u \in L^2(D_k \times (0,T))$ by assumption, thanks to (3.39) we can infer that
\[ \lim_{h \to \infty} \int_0^T \int_{D_k} |u - u_{k,\ell,\beta}|^2 \frac{|a - a_h|^2}{a_h} \, d\mu \, dt = 0. \tag{3.45} \]

If we go back to (3.38) with $\xi \equiv \xi_h$ and let $h \to \infty$, recalling (3.40), (3.41), (3.43), (3.44) and (3.45), we end up with
\[ -\tilde{\lambda} T \sigma(\partial D_k) \ell m \leq \int_{D_k} [u(x,T) - u_{k,\ell,\beta}(x,T)] \omega(x) \, d\mu + \|\omega\|_\infty \mu(D_k) \ell. \tag{3.46} \]

Upon letting first $\beta \uparrow \infty$ and then $\ell \downarrow 0$ as in Subsection 3.3, from (3.46) it follows that
\[ \int_{D_k} [u(x,T) - u_k(x,T)] \omega(x) \, d\mu \geq 0. \]
The thesis is therefore established in view of the arbitrariness of $T$ and the test function $\omega$, along with the inclusion $\Omega_{R_k} \subset D_k$.

**Proof of Theorem 7.3** Let $u \geq 0$ be defined by (3.27), namely the monotone limit of the solutions $\{u_k\}$ of problems (3.32) constructed in Subsection 3.3. We have already established that $u$ is indeed a solution of (1.1) in the sense of Definition 1.1. The fact that $u$ belongs to the space $L^2_{\text{loc}}(M \times [0, +\infty))$ can be deduced by means of an adaptation of the Herrero-Pierre estimates (3.33) to local $L^p$ norms ($p > 1$), that follows similarly to the proof of [6, Theorem 2.3]. By passing to the limit as $k \to \infty$ in the inequality $u \geq u_k$ (let $u_k$ be set to zero outside $\Omega_{R_k}$), guaranteed by Lemma 3.2 we finally infer that $u \geq u$ whence the minimality property of $u$.

**4. Proof of the nonexistence results for the elliptic equation**

Prior to the proof of Theorem 1.7 we establish two fundamental preliminary results. The first one is an adaptation, to the type of solutions we deal with, of the mean-value inequality and almost everywhere in $\Omega$. According to the above observations, by applying [24, Theorems 1.2 and 2.1] remain true for local weak subharmonic functions as well, i.e. nonnegative functions belonging to the Sobolev space $W^{1,\infty}_{\text{loc}}(\Omega)$ and satisfying (1.1) in $\Omega$. This can easily be checked from the corresponding proofs. On the other hand, as we will explain below, it is possible to construct a sequence $\{w_h\}$ such that $w_h \geq 0$, $w_h \in W^{1,\infty}_{\text{loc}}(\Omega)$, $w_h$ is subharmonic in $\Omega$ and $w_h \to w$ as $h \to \infty$ in $L^1(\Omega)$ and almost everywhere in $\Omega$. According to the above observations, by applying [24, Theorem 2.1] with $\tau = 1/4$ to each $w_h$ we obtain

$$\sup_{x \in B_R(o)} w_h(x) \leq \frac{c_n \log(1+\sqrt{4+R})}{\mu(B_R(o))} \int_{B_R(o)} w_h \, d\mu \quad \forall h \in \mathbb{N},$$

where $c_n$ is a positive constant depending only on $n$. Hence, by passing to the limit in (4.3) as $h \to \infty$, estimate (4.2) follows.

In the sequel, we show how the sequence $\{w_h\}$ can be provided. By virtue of (1.1), we know that in fact $\zeta := \Delta w$ is a nonnegative Radon measure in $M$ (in particular finite in $\Omega$). Moreover, by reasoning along the lines of the proof of Proposition 3.1 it is not difficult to see that $w$ solves the problem (up to possibly slightly enlarging $\Omega$)

$$\begin{cases}
\Delta w = \zeta & \text{in } \Omega, \\
w = w \big|_{\partial \Omega} & \text{on } \partial \Omega,
\end{cases}$$

in the sense that

$$\int_{\Omega} w \Delta \varphi \, d\mu - \int_{\partial \Omega} w \big|_{\partial \Omega} \frac{\partial \varphi}{\partial n} \, d\sigma = \int_{\Omega} \varphi \, d\zeta$$

(4.4)
for every \( \varphi \in C^\infty(\overline{\Omega}) \) with \( \varphi = 0 \) on \( \partial\Omega \). Note that \( w|_{\partial\Omega} \in L^1(\partial\Omega) \). We now let \( w \) denote the solution of the following problem:

\[
\begin{aligned}
\Delta w &= 0 \quad \text{in } \Omega, \\
 w &= w|_{\partial\Omega} \quad \text{on } \partial\Omega. \\
\end{aligned}
\]  

(4.5)

In order to construct such a solution, we consider first the approximate problems

\[
\begin{aligned}
\Delta w_k &= 0 \quad \text{in } \Omega, \\
 w_k &= g_k \quad \text{on } \partial\Omega, \\
\end{aligned}
\]

where \( g_k := w|_{\partial\Omega} \wedge k \). These solutions can in turn be obtained by approximating each \( g_k \) with regular boundary data, so that every \( w_k \) satisfies

\[
\int_{\Omega} w_k \Delta \varphi \, d\mu - \int_{\partial\Omega} g_k \frac{\partial \varphi}{\partial \nu} \, d\sigma = 0
\]

(4.6)

for all test function \( \varphi \) as above. By the comparison principle we have \( 0 \leq w_k \leq w_{k+1} \) in \( \Omega \), whence \( \{w_k\} \) is monotone increasing. Let us pick \( \varphi \) as the solution of

\[
\begin{aligned}
-\Delta \varphi &= 1 \quad \text{in } \Omega, \\
 \varphi &= 0 \quad \text{on } \partial\Omega. \\
\end{aligned}
\]

From (4.6) and the monotonicity of \( \{w_k\} \), we obtain:

\[
\int_{\Omega} |w_{k'} - w_k| \, d\mu \leq \| \frac{\partial \varphi}{\partial \nu} \|_{L^\infty(\partial\Omega)} \| g_{k'} - g_k \|_{L^1(\partial\Omega)} \quad \forall k', k \in \mathbb{N}.
\]

This shows that \( \{w_k\} \) is Cauchy in \( L^1(\Omega) \) and therefore converges to some function \( w \) that satisfies

\[
\int_{\Omega} w \Delta \varphi \, d\mu - \int_{\partial\Omega} w|_{\partial\Omega} \frac{\partial \varphi}{\partial \nu} \, d\sigma = 0,
\]

still for every \( \varphi \in C^\infty(\overline{\Omega}) \) with \( \varphi = 0 \) on \( \partial\Omega \), namely (4.5).

Let \( \{\varsigma_h\} \subset C^\infty(M) \) be a sequence of nonnegative functions such that \( \varsigma_h \to \varsigma \) as \( h \to \infty \) vaguely in \( \Omega \) (i.e. tested against any \( C_0(\overline{\Omega}) \) function), with \( \varsigma_h(\Omega) = \varsigma(\Omega) \). For each \( h \in \mathbb{N} \), we define \( v_h \) to be the solution of

\[
\begin{aligned}
\Delta v_h &= \varsigma_h \quad \text{in } \Omega, \\
 v_h &= 0 \quad \text{on } \partial\Omega. \\
\end{aligned}
\]

By elliptic regularity results, for which we refer e.g. to [4, Theorem 1 and Subsection 4] in the Euclidean context (the fact that we work in a Riemannian framework is not relevant), we can claim that for every \( h \in \mathbb{N} \)

\[
\|v_h\|_{W^{1,q}(\Omega)} \leq C, \quad \forall q \in \left(1, \frac{n}{n-1}\right),
\]

for some positive constant \( C \) depending only on \( q, \Omega, \varsigma(\Omega) \) (in particular independent of \( h \)). As a consequence, up to a subsequence that we do not relabel, we can assert that \( \{v_h\} \) converges in \( L^1(\Omega) \) and almost everywhere in \( \Omega \) to the solution \( v \) of

\[
\begin{aligned}
\Delta v &= \varsigma \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial\Omega. \\
\end{aligned}
\]

We construct the above sequence \( \{w_h\} \) by setting \( w_h := (w + v_h)^+ \). Since both \( w \) and \( v_h \) are regular inside \( \Omega \) and possess a nonnegative Laplacian, we deduce that each \( w_h \) is locally Lipschitz and, thanks to Kato’s inequality, weakly subharmonic in \( \Omega \). We are left
with showing that \( \{w_h\} \) does converge to \( w \). To this end, first of all note that the sequence \( \{w + v_h\} \) converges in \( L^1(\Omega) \) and almost everywhere to the function \( v := w + v \), which solves

\[
\begin{aligned}
\Delta v &= \zeta \quad \text{in } \Omega, \\
v &= w\big|_{\partial\Omega} \quad \text{on } \partial\Omega,
\end{aligned}
\]

in the sense of (4.4), namely the same problem solved by \( w \). To this end, first of all note that the sequence \( \{w + v_h\} \) converges in \( L^1(\Omega) \) and almost everywhere to the function \( v := w + v \), which solves

\[
\begin{aligned}
\Delta v &= \zeta \quad \text{in } \Omega, \\
v &= w\big|_{\partial\Omega} \quad \text{on } \partial\Omega,
\end{aligned}
\]

in the sense of (4.4), namely the same problem solved by \( w \). This implies

\[
\int_{\Omega} (v - w) \Delta \varphi \, d\mu = 0 \quad \forall \varphi \in C_0^\infty(\Omega): \varphi|_{\partial\Omega} = 0.
\]

Given any \( \psi \in C_c^\infty(\Omega) \), let us pick \( \varphi \) as the solution of

\[
\begin{aligned}
\Delta \varphi &= \psi \quad \text{in } \Omega, \\
\varphi &= 0 \quad \text{on } \partial\Omega.
\end{aligned}
\]

It follows that

\[
\int_{\Omega} (v - w) \psi \, d\mu = 0,
\]

whence \( v = w \) in view of arbitrariness of \( \psi \). We have therefore established that \( \{w + v_h\} \) converges in \( L^1(\Omega) \) and almost everywhere to \( w \); because \( w \) is nonnegative, the same holds for the sequence \( \{w_h\} \), and the proof is complete. \( \square \)

Having in mind the original strategy of Osserman [28] (see also [7]), we now exhibit a suitable family of supersolutions to (1.6) in balls that vanish as the corresponding radii go to infinity. To this purpose it is crucial to recall that, in view of assumption (1.2), the Laplacian-comparison theorem ensures that

\[
\Delta r(x) \leq (n - 1) \frac{\psi'(r(x))}{\psi(r(x))} \quad \text{in } \mathcal{D}'(M). \tag{4.7}
\]

Note moreover that (4.7) also holds pointwise outside the cut locus of \( o \). We refer for instance to [26, Theorem 1.11].

**Lemma 4.2.** Let the curvature condition (1.2) be satisfied. Let

\[
H(r) := \int_0^r \int_0^\rho \psi(\zeta)^{n-1} \frac{d\zeta}{\psi(\rho)^{n-1}} \, d\rho \quad \forall r \geq 0.
\]

Given \( p > 1 \) and \( R > 0 \), there exists a constant \( C > 0 \), depending only on \( p \), such that the function

\[
\overline{W}_R(x) := C \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r(x))]^{\frac{1}{p-1}}} \quad \forall x \in B_R(o) \tag{4.8}
\]

fulfills

\[
\Delta \overline{W}_R \leq \overline{W}_R^p \quad \text{in } \mathcal{D}'(B_R(o)). \tag{4.9}
\]

**Proof.** Thanks to the requirement \( \psi' \geq 0 \), it is readily seen that

\[
[H'(r)]^2 \leq 2H(r) \quad \forall r \geq 0. \tag{4.10}
\]

Indeed, one can rewrite \( H(r) \) as

\[
H(r) = \frac{[H'(r)]^2}{2} + (n - 1) \int_0^r \frac{\psi'(\rho)}{\psi(\rho)} [H'(\rho)]^2 \, d\rho \quad \forall r \geq 0. \tag{4.11}
\]
Note that, by virtue of the assumptions on $\psi$, we have $H \in C^2([0, \infty))$. With some abuse of notation, we tacitly use the identification $\overline{W}_R(x) \equiv \overline{W}_R(r(x)) \equiv \overline{W}_R(r)$. The calculation of the derivatives of $\overline{W}_R$ yields, for all $0 \leq r < R$,

$$\overline{W}_R(r) = \frac{2C}{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} H'(r),$$

$$\overline{W}_R''(r) = \frac{2C}{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} H''(r) + 2\frac{(p+1)C}{(p-1)^2} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} [H'(r)]^2 .$$

Upon taking derivatives in (4.11) and dividing by $H'(r)$, we deduce that

$$H''(r) + (n-1) \frac{\psi'(r)}{\psi(r)} H'(r) = 1 \quad \forall r > 0 .$$

(4.12)

Hence, in view of (4.10), (4.12) and the fact that $\overline{W}_R \geq 0$ along with (4.7) (see in particular [26 Lemma 1.12]), we have:

$$\Delta \overline{W}_R(x) \leq \overline{W}_R''(r(x)) + (n-1) \frac{\psi'(r(x))}{\psi(r(x))} \overline{W}_R(r(x))$$

$$= \frac{2C}{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} + 2\frac{(p+1)C}{(p-1)^2} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} [H'(r)]^2$$

$$\leq \frac{2C}{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} + 4\frac{(p+1)C}{(p-1)^2} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} H(r) \quad \text{in } D'(B_R(o)).$$

As a result, recalling that $H(r) < H(R)$ for all $0 \leq r < R$, in order for (4.13) to hold it is enough to ask that

$$\frac{2}{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} + 4\frac{(p+1)}{(p-1)^2} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}} \leq C^{p-1} \frac{H(R)^{\frac{1}{p-1}}}{[H(R) - H(r)]^{\frac{2}{p-1}}},$$

which is equivalent to

$$\frac{2}{p-1} H(R)^{\frac{1}{p-1}} [H(R) - H(r)] + 4\frac{(p+1)}{(p-1)^2} H(R)^{\frac{1}{p-1}} H(r) \leq C^{p-1} H(R)^{\frac{1}{p-1}} \quad \forall r \in [0, R).$$

It is immediate to check that the latter inequality is satisfied provided

$$C \geq \left[ \frac{2}{3p+1} \right]^{\frac{1}{p-1}} .$$

□

The main idea lying behind the proof of Theorem 1.7 consists of comparing each supersolution $\overline{W}_R$ constructed in Lemma 4.2 to the global nonnegative subsolution $W$ in $B_R(o)$. Since $\lim_{r(x) \to R^-} \overline{W}_R(r(x)) = \infty$ whereas $W$ turns out to be locally bounded, by the comparison principle it follows that $W \leq \overline{W}_R \leq B_R(0)$. This clearly implies that $W$ is identically zero upon letting $R \to \infty$ and using (1.3). Unfortunately we cannot directly exploit this procedure, because $\partial B_R(o)$ may not be smooth enough (in general it is only Lipschitz) and $W$ may not have a trace on $\partial B_R(o)$. In order to overcome such difficulties we need to suitably approximate $B_R(o)$ by the sublevel sets $\Omega_{R, \varepsilon}$ introduced in (2.3).
Proof of Theorem 5.1. We will consider the case \( \alpha = 1 \) only, which is not restrictive by virtue of the standard change of variables \( W_\alpha = \alpha^{-1/(p-1)} W \).

(i) Let \( W \geq 0 \) be a locally integrable function satisfying (1.7). In particular \( W \) is subharmonic, so that by Proposition 4.1 we can assert that \( W \in L^\infty_{\text{loc}}(M) \). Let \( R > 0 \) be fixed. Given any \( \varepsilon > 0 \), there exists \( R_\varepsilon > 0 \) such that \( |R - R_\varepsilon| < \varepsilon \) and \( \Omega_{R_\varepsilon, \varepsilon} \) is a regular precompact domain of \( M \), the sets \( \{ \Omega_{R_\varepsilon, \varepsilon} \} \) having been introduced in Subsection 2.1. This is possible since the set of regular values of the exhaustion function \( \xi_\varepsilon \) has full measure. Let \( \{ \overline{W}_R \} \) be the supersolutions provided by Lemma 4.2. In view of their explicit expression (1.8), it is apparent that there exists \( \overline{\tau} = \tau(R) > 0 \) so small that

\[
\|W\|_{L^\infty(B_{R+2\varepsilon}(o))} \leq \overline{W}_{R+2\varepsilon}(R - 2\varepsilon) \quad \forall \varepsilon \in (0, \overline{\tau}).
\] (4.13)

Now let us fix any \( \varepsilon \in (0, \overline{\tau}) \). By arguing as in the proof of Proposition 3.1 and recalling (2.4), we can construct another regular precompact domain \( \hat{\Omega} \) such that \( W \) has a well-defined trace on \( \partial \hat{\Omega} \) and

\[
\overline{B}_{R-2\varepsilon}(o) \subset \hat{\Omega} \subset \overline{\Omega}_{R_\varepsilon, \varepsilon} \subset B_{R+2\varepsilon}(o).
\] (4.14)

Hence, thanks to (4.13) and the fact that \( \overline{W} \) is radially increasing, we can infer that

\[
W \leq \|W\|_{L^\infty(B_{R+2\varepsilon}(o))} \leq \overline{W}_{R+2\varepsilon} < \infty \quad \text{on } \partial \hat{\Omega}.
\]

As a result, we have that \( \overline{W}_{R+2\varepsilon} \) is a bounded supersolution and \( W \) is a bounded subsolution to the following Dirichlet problem:

\[
\begin{cases}
\Delta U = U^p & \text{in } \hat{\Omega}, \\
U = \overline{W}_{R+2\varepsilon} & \text{on } \partial \hat{\Omega},
\end{cases}
\]

so that in particular their difference satisfies

\[
\int_{\hat{\Omega}} [(\overline{W}_{R+2\varepsilon} - W) \Delta \varphi - (\overline{W}_{R+2\varepsilon}^p - W^p) \varphi] \, d\mu \leq 0
\] (4.15)

for every nonnegative smooth function \( \varphi \) that vanishes on \( \partial \hat{\Omega} \). Starting from (4.13) and taking advantage of a duality argument similar to the one carried out in the proof of Lemma 3.2 (even simpler actually), we deduce that \( W \leq \overline{W}_{R+2\varepsilon} \) almost everywhere in \( \hat{\Omega} \). Recalling (4.14), for every \( \varepsilon \in (0, \overline{\tau}) \) we thus obtain

\[
W(x) \leq \overline{W}_{R+2\varepsilon}(x) \quad \text{for a.e. } x \text{ in } B_{R-2\varepsilon}(o),
\]

whence, upon letting \( \varepsilon \downarrow 0 \),

\[
W(x) \leq \overline{W}_R(x) \quad \text{for a.e. } x \text{ in } B_R(o).
\]

The thesis then follows by letting \( R \to \infty \), as \( \{ \overline{W}_R \} \) converges locally uniformly to zero in view of (4.3).

(ii) Let \( W \in L^p_{\text{loc}}(M) \) satisfy (1.6). One can reason, for instance, as in [7 Lemma 2]. Indeed, Kato’s inequality ensures that \( W^+ \) fulfills (1.7) and therefore is a distributional subsolution to (1.6). By (i) we then deduce that \( W^+ = 0 \). Upon applying the same argument to \( W^- \) it follows that also \( W^- = 0 \), whence \( W \) is identically zero. \( \square \)

5. PROOF OF THE UNIQUENESS RESULTS FOR THE FAST DIFFUSION EQUATION

We are finally in position to prove Theorems 1.5 and 1.6. The arguments we exploit are inspired from [13] and take advantage of the crucial nonexistence results for (1.7) established in Section 4.
Proof of Theorem 1.3. Given $t_0 > 0$, consider the following function:
\[
W(x) := \int_0^{t_0} |u(x, s)^m - v(x, s)^m| e^{-s} \, ds \quad \forall x \in M.
\]
By assumption we know that $|u(\cdot, t) - v(\cdot, t)| \to 0$ in $L^1_{\text{loc}}(M)$ as $t \to 0^+$, whence in particular
\[
\lim_{t \to 0^+} \int_M |u(x, t) - v(x, t)| \psi(x) \, d\mu = 0 \quad (5.1)
\]
for every $\psi \in C_c^\infty(M)$. If we multiply (2.13) by $e^{-t}$ and integrate by parts in $(0, t_0)$, thanks to (5.1) we end up with
\[
e^{-t_0} |u(x, t_0) - v(x, t_0)| + \int_0^{t_0} |u(x, s) - v(x, s)| e^{-s} \, ds \leq \Delta W(x) \quad \text{in } \mathcal{D}'(M), \tag{5.2}
\]
which trivially implies
\[
\int_0^{t_0} |u(x, s) - v(x, s)| e^{-s} \, ds \leq \Delta W(x) \quad \text{in } \mathcal{D}'(M).
\]
By applying Hölder’s inequality to the left-hand side, it follows that
\[
\left( \int_0^{t_0} |u(x, s) - v(x, s)|^m e^{-s} \, ds \right)^{\frac{1}{m}} \left( 1 - e^{-t_0} \right)^{\frac{1 - m}{m}} \leq \Delta W(x) \quad \text{in } \mathcal{D}'(M). \tag{5.3}
\]
Recalling the elementary inequality
\[
2^{m-1} |a^m - b^m| \leq |a - b|^m \quad \forall a, b \in \mathbb{R},
\]
from (5.3) we further deduce that
\[
\left( \int_0^{t_0} |u(x, s)^m - v(x, s)^m| e^{-s} \, ds \right)^{\frac{1}{m}} \left( 2 - 2e^{-t_0} \right)^{\frac{1 - m}{m}} \leq \Delta W(x) \quad \text{in } \mathcal{D}'(M),
\]
namely $W$ satisfies
\[
\Delta W \geq \alpha W^{\frac{1}{m}} \quad \text{in } \mathcal{D}'(M).
\]
Hence, thanks to Theorem 1.7(i) with $p = 1/m$, we can assert that $W = 0$. The thesis then follows in view of the arbitrariness of $t_0$. \hfill \Box

Proof of Theorem 1.6. By virtue of Theorem 1.3, we know that $u \geq u$. In particular, we can infer that (2.13) still holds with $v \equiv u$ by merely using the fact that both $u$ and $u$ are distributional solutions (i.e. we do not need them to be strong). Hence, thanks to a standard time cut-off argument, by proceeding as in the proof of Theorem 1.3 we obtain the inequality
\[
e^{-t_0} [u(x, t_0) - u(x, t_0)] - e^{-\tau} [u(x, \tau) - u(x, \tau)] + \int_\tau^{t_0} [u(x, s) - u(x, s)] e^{-s} \, ds
\]
\[
\leq \Delta \int_\tau^{t_0} [u(x, s)^m - u(x, s)^m] e^{-s} \, ds \quad \text{in } \mathcal{D}'(M), \tag{5.4}
\]
valid for almost every $t_0, \tau > 0$ with $t_0 > \tau$. If we set
\[
W(x) := \int_0^{t_0} [u(x, s)^m - u(x, s)^m] e^{-s} \, ds \quad \forall x \in M
\]
and let $\tau \to 0^+$ in (5.4), using (1.9), we end up with the analogue of (5.2) with $v \equiv u$. We can therefore repeat exactly the same passages as above, which lead to $W = 0$, so that the thesis follows again in view of the arbitrariness of $t_0$. \hfill \Box
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