Precision Measurement of Trident Production in Strong Electromagnetic Fields
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Experimental data and theoretical expectations using the Local Constant Field Approximation show remarkable agreement over almost 3 orders of magnitude in yield.

INTRODUCTION

When an electron impinges on an electrostatic potential barrier, it may penetrate or be reflected. Classically, for electron energies less than the barrier height, the electron is always reflected. In non-relativistic quantum mechanics, an exponentially damped tunneling into the barrier is predicted, with no transmission when the potential remains higher than the electron energy beyond the classical turning point. In relativistic quantum theory, however, an undamped electron-current is present beyond the classical turning point provided the barrier rises sufficiently abruptly and high, even if it is infinitely high. This was shown in 1929 by Oscar Klein [1] for a step barrier in one of the first applications of the Dirac equation. It became known as the ‘Klein paradox’. As later shown by Fritz Sauter [2, 3], inspired by a supposition by Niels Bohr, the potential has to rise with the particle rest frame. Regardless of the orientation of the crystal, there are two contributions to the trident process, the direct and a ‘two-step’ or “cascade” contribution, where the incoming electron first emits a real photon which then converts to an electron-positron pair. In our case, the direct trident production, the emission of real photons, and conversion of photons into pairs, all proceed in essentially constant fields.

The trident process for electrons penetrating amorphous material where they interact with screened target nuclei, has been investigated in detail since the thirties, see e.g. [15–26]. As a result, the amorphous yield of trident events is considered well known and the contributions to the total trident yield for the direct and two-step processes are similar for material thicknesses of a few percent of the radiation length $X_0$ [23, 26].

For extended electromagnetic fields, the trident process depends on the strong-field parameter $\chi$ defined through

$$\chi^2 = (F_{\mu\nu}p^\nu)^2/m^2c^2E_0^2,$$

where $F_{\mu\nu}$ is the electromagnetic field strength tensor and $p^\mu$ is the four-momentum. For values of $\chi$ smaller than unity, pair production by photons is exponentially suppressed [27, 28], therefore the trident process is also suppressed. Consequently, the scale of the electric fields required for the trident process to occur are of the order $E_0$. Such fields are not yet possible to produce in the laboratory. Nevertheless, a relativistic particle, with a relatively large Lorentz factor e.g. $\gamma \approx 10^5 - 10^6$, will experience an electric field in its own rest frame that, with a suitable field configuration, may be Lorentz boosted and can reach $\chi > 1$, which enables the trident process. The trident process in plane wave background fields has been, and is being investigated in great detail, both experimentally (SLAC-E144 experiment [30]) and theoretically (see e.g. the comprehensive review [31] and references therein). Most theoretical investigations are driven by several upcoming and ongoing experiments colliding
GeV electron beams with tightly focused laser pulses to probe the trident process \[ e^- \rightarrow e^- e^+ e^- \] in strong electromagnetic fields was made with participation from one of the present authors (UIU) \[ 35 \], that resulted in significant discrepancies theory. In this paper we report on a recent precision measurement on the trident process, impinging 200 GeV electrons on the same 400 \( \mu \)m germanium crystal target as in 2007, oriented along the (110) axis, showing an extraordinary agreement between theory and experiment. Thus, the discrepancies observed in the 2007 experiment are yet to be explained. It is our conjecture that the 2007 experimental values are incorrect possibly due to improper alignment of the crystal.

**EXPERIMENT**

The experiment was performed by the NA63 collaboration at the H4 beamline of the CERN SPS that provided a 200 GeV electron beam having a \( \sigma_x \approx \sigma_y \approx 105 \mu \text{rad} \) divergence impinging on the 400 \( \mu \)m thick (110) oriented germanium single crystal. Figure 1 is a schematic of the setup where M0-M7 are MIMOSA-26 position sensitive CMOS-based pixel detectors \[ 36 \]. The detectors have a resolution of a few \( \mu \)m and an active area of 1.1 \( \times \) 2.1 \( \text{cm}^2 \) containing 576 \( \times \) 1152 pixels. The crystal target is mounted on a goniometer that allows us to set the crystal orientation with \( \mu \text{rad} \) precision. The MDX27 magnet provides an integrated magnetic field of 0.072 Tm and, together with the detectors in Arm 1 and Arm 2, forms a magnetic spectrometer allowing us to measure the energy of each charged particle from the deflection angle in the magnet. The crystal is situated inside a vacuum chamber at \( \approx 300 \text{ K} \). To reduce scattering and background, all mimosas are placed in closed compartments that are continuously flushed with helium. The total material contributing to the background before the MDX27 magnet, in units of the radiation length, amounts to \( \approx 1.1\% \).

The incoming electron rate was set to ensure that only a single primary electron was present in the setup per event. We therefore have essentially complete information about the particle and its secondaries.

Three measurement series were performed; a background measurement with no target, a ‘random’ measurement where the crystal is rotated far away from any major crystallographic orientation thus acting as an amorphous target, and a measurement with the aligned crystal. In the latter, the crystal was aligned with the beam centroid along the (110) axis through a careful procedure where enhancement of radiation upon the passage of crystalline planes creates a stereogram from which the location of the axis can be found with a precision of about 20 \( \mu \text{rad} \).

**DATA ANALYSIS AND THEORETICAL COMPARISON**

The data analysis routine begins by finding complete single particle tracks after the target by matching tracks found in Arm 1 and Arm 2 in the center of the magnet. A track in Arm 1 is only accepted if it simultaneously overlaps with a hit in M0 and M1. To find possible trident events, all complete single particle tracks are combined and matched through strict matching criteria. The energy resolution of the magnetic spectrometer for a single particle track was measured to be \( \sigma_E / E \approx 6.7\% \) at 200 GeV (including \( dp/p \approx 1\% \) from the beamline) and it remains relatively uniform down to particle energies of a few GeV.

To find possible trident events, all complete single particle tracks are combined and matched through strict matching criteria. The energy resolution of the magnetic spectrometer for a single particle track was measured to be \( \sigma_E / E \approx 6.7\% \) at 200 GeV (including \( dp/p \approx 1\% \) from the beamline) and it remains relatively uniform down to particle energies of a few GeV.

Figure 2 shows the experimentally measured positron spectrum of all three measurement series together with theoretical predictions. The theoretical curves labeled ”Sim” result from a full scale Monte-Carlo simulation of the experimental setup, starting with a beam of electrons identical to what was provided by the SPS. The simulation propagates primary electrons individually through each element of the setup, where they are subject to multiple Coulomb scattering and emission of photons, that can later pair produce, and direct trident production. When a particle penetrates a detector, its position is saved in a data file identical to the experimental data file containing \( (x, y, z) \) positions from each detector from particle hits. The simulated data files are then analyzed with the experimental analysis routine. As in the experiment, we simulate all three measure-
Figure 1: Experimental setup. A schematic representation of the experimental setup in the H4 beam line in the SPS North Area at CERN. The symbols “Mi”, with \(i = 0, \ldots, 7\), denote ‘Mimosa-26’ position sensitive detectors.

Figure 2: Positron spectrum of reconstructed trident events. Solid lines are simulations while squares and triangles are experimental data points. Blue and Red show the trident spectrum in aligned orientation, magenta and cyan show the amorphous yield while black and green is the background. The right figure is the same as the left but with a linear vertical axis. The inset shows a zoom of the low energy part, which largely overlaps with the energy range measured in 2007 [35].

ment conditions and the background is subtracted from the amorphous and aligned curves after the analysis. To account for detector efficiencies, we fit a linear energy dependent efficiency, \(f(E) = aE + b\), to the ratio between the experimental and simulated curves for the amorphous case after background subtraction. All simulated curves shown in fig. 2 are then the result of the experimental analysis routine multiplied by the linear energy efficiency factor with the fitting parameters \(a = -0.0012 \pm 0.001 \text{GeV}^{-1}\) and \(b = 0.55 \pm 0.08\). The value for \(b\), found by this procedure, agrees well with expectations based on the efficiency of the Mimosa detectors that depend on set threshold values, and the value of \(a\) is small.

When particles penetrate amorphous material, the probability of the two-step trident process is modeled by Bethe-Heitler photon emission followed by Bethe-Heitler pair production as described in e.g. [37]. The scattering centers are completely decoupled and non-linear effects, e.g. photons emitted in the background that pair produce in the crystal or vice versa, are then taken into account by the simulation of the experiment. Therefore, it is important that all elements are included correctly in the setup and that the background simulation matches the measurement. The direct trident process is modeled using the theory described in [23, 26]. Amorphous material in the background and the crystal oriented in ‘random’ are modeled identically, the processes depend on the nuclear charge \(Ze\) and the radiation length \(X_0\). Figure 2 shows that the theoretical curves and experimental data are in good agreement for the amorphous case, as in the 2007 experiment [35]. Using the detector-efficiency correction on the background, we also see good agreement, which strongly indicates that the background contribution is well understood.

When a particle hits the aligned crystal, a separate
The applicability of the LCFA requires that the angular excursions of the projectile over a formation length are wider than the light cone $1/\gamma = 2.6 \mu\text{rad}$. In the channeling regime, the angular excursions of a charged particle are on the order of the critical Lindhard angle $\xi$, which in our case is $57 \mu\text{rad}$. For entry angles larger than the critical Lindhard angle, but smaller than the Baier angle $U_0/mc^2 = 0.4 \text{mrad}$, the angular deflections remain larger than $1/\gamma$. Here $U_0 = 215 \text{ eV}$ is the continuum string potential depth, in this case for a single particle are on the order of the critical Lindhard angle, but smaller than the Baier angle $U_0/mc^2 = 0.4 \text{ mrad}$, the angular deflections remain larger than $1/\gamma$. Here $U_0 = 215 \text{ eV}$ is the continuum string potential depth, in this case for a single $< 110 >$ row of Ge atoms. As a result, with a beam divergence of $\sim 105 \mu\text{rad}$, the LCFA is appropriate for nearly all particles within the beam. As a measure of the applicability of the constant-field approximation under channeling conditions, the authors of [28] introduced the parameter $\rho_c = \xi^2 = 2U_0\gamma/mc^2$ (where $\xi$ is known as the classical non-linearity parameter $\xi$ in the strong-field laser community), which under channeling conditions has a value of $\sim 330$ for 200 GeV electrons. The large value of $\rho_c$ verifies that treating the local field as constant is a good approximation.

For the aligned crystal, the direct trident process is modeled through the Weizsäcker-Williams method of virtual quanta [28, 45], together with the LCFA for the pair production vertex. For constant electric fields, the Weizsäcker-Williams method has been investigated and deviates around 10% from methods evaluating the actual direct two-vertex Feynman diagrams [46]. This difference has marginal influence in our case due to the dominance of the two-step process.

Figure 2 shows that the theoretical prediction for the aligned case agrees remarkably well with the experimental data points throughout the entire spectrum which spans several orders of magnitude.

The relative importance of the direct process and the two-step process can be estimated by comparing the virtual Weizsäcker-Williams photon intensity (radiated energy per photon-energy interval) with the real photon intensity. The virtual photon intensity is given by the fine-structure constant up to a logarithmic factor. The real photons have a fairly flat intensity spectrum given by $L/X$, where $L$ is the target thickness and $X$ the effective radiation length defined as $X = E/(dE/dx)$ where $dE/dx$ is the energy-loss rate per unit length due to radiation. Therefore, the two processes are comparable in strength for a target thickness of order a percent of the effective radiation length (see also [46, 47]). This is the case for the amorphous setting in our experiment (‘random’ setting), where $X = X_0 = 2.30 \text{ cm}$ and $L/X_0 = 1.7 \%$. Accordingly, the simulations show that $\sim 50\%$ of all tridents come from the direct process in the amorphous setting. For the aligned case, the effective radiation length $X$ is much shorter than $X_0$ due to the strong-field effects. The stronger radiation causes the direct process to only contribute a few percent to the total pair rate.

In the two-step process, the theoretical model applied averages over the photon polarization. The polarization has been predicted to have significant effects in strong constant fields [43, 49]. For axially aligned crystals, the experimentally measured photon spectrum is polarization averaged due to each projectile having a unique trajectory through the crystal. If a real photon is emitted with a specific polarization, this photon will also follow a unique trajectory due to the uniqueness of the emitting particle. This means the pair production process also becomes polarization averaged, and modeling the real photon as unpolarized, is a good approximation.

**CONCLUSION**

By impinging 200 GeV electrons on a ⟨110⟩ oriented 400 μm thick germanium crystal, we investigated the trident process in strong electric fields. Our experimental results are in remarkably good agreement with theory based on LCFA, the locally constant field approximation. The inset in fig. 2 shows the low-energy tail (which is subject to a major non-linear drop in detection efficiency) corresponding to the energy range studied in the 2007 experiment [35]. Here too, there is good agreement between theory and experiment. Accordingly, the discrepancy in 2007 most likely was due to an unknown experimental error.

In our case the experimental spectrum is dominated by the two-step process. To quantify the direct process using an aligned crystal, the crystal will have to be much thinner than what was used here. An ultra thin crystal greatly reduces the production rate, making it a challenging measurement, even if the crystal is cooled.
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