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ABSTRACT: Since the outbreak of coronavirus disease 2019 (COVID-19), the epidemic has been spreading around the world for more than 2 years. Rapid, safe, and on-site detection methods of COVID-19 are in urgent demand for the control of the epidemic. Here, we established an integrated system, which incorporates a machine-learning-based Fourier transform infrared spectroscopy technique for rapid COVID-19 screening and air-plasma-based disinfection modules to prevent potential secondary infections. A partial least-squares discrimination analysis and a convolutional neural network model were built using the collected infrared spectral dataset containing 857 training serum samples. Furthermore, the sensitivity, specificity, and prediction accuracy could all reach over 94% from the results of the field test regarding 968 blind testing samples. Additionally, the disinfection modules achieved an inactivation efficiency of 99.9% for surface and airborne tested bacteria. The proposed system is conducive and promising for point-of-care and on-site COVID-19 screening in the mass population.

INTRODUCTION

Since December 2019, the coronavirus disease 2019 (COVID-19), caused by a novel coronavirus named severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has been continuously spreading and rapidly becoming a global pandemic as declared by the World Health Organization. Although the specific vaccination coverage has been rising rapidly around the world, recent research has reported that the protection rate of vaccination could hardly reach 100%. Hence, rapid and accurate population screening is still crucial for the control of COVID-19 spreading, especially at airports or hospitals where large-scale screening is required. Optimal detection methods are expected to be on-site, rapid, simple, safe, and portable.

For different detection targets and infection stages, conventional techniques for COVID-19 detection include reverse transcription polymerase chain reaction (RT-PCR) and serological antigen/antibody detection assay. The former aims at SARS-CoV-2 itself and the initial viral infection producing in the respiratory tract; therefore, the nasopharyngeal swab is mostly used as a detection sample. However, the latter focuses on the immune response occurring systemically in the whole body during the later stages of infection and the specific antibodies produced in the host serum. RT-PCR is the gold standard method for COVID-19 diagnosis but usually requires lengthy multi-step procession, professional operations, and costly infrastructure. Serological assays including chemiluminescence immunoassay (CLIA) and immunochromatography assay (ICA) are on the basis of antigen-/antibody-specific binding and considered to be complements to RT-PCR. Serological assays usually show high specificity (81.25%–99.00%) and sensitivity (81.00%–100.00%), especially at >7 days after symptom onset. In addition, serological assays can help revealing the immune response in convalescents, vaccinated, or asymptomatic individuals. Nevertheless, serological methods are susceptible to endogenous disruptors or nonspecific antibodies, resulting in false-positive results. In addition, places such as airports may not be equipped with molecular diagnostic laboratories. For methods such as PCR and CLIA, which require further operations in specialized laboratories, transportation process is unavoidable, making it difficult to achieve
rapid on-site detection in some special situations, and antigen/antibody assays developed based on ICA, although they can give rapid test results, are statistically unreliable in terms of accuracy and have high costs for individual test equipment. The above limitations render the infeasibility of both methods in rapid and on-site COVID-19 detection.

It is the same category of method as CLIA and ICA to detect immune responses of infection, but unlike these two conventional assays which detect specific antigens or antibodies, vibrational spectroscopy technologies toward serum including attenuated total reflectance-Fourier transform infrared (ATR–FTIR) and Raman spectroscopy can monitor the changes in molecular compositions of serum, yielding a “spectral fingerprint.” Vibrational spectroscopy has the advantages over traditional antibody test assays including less time-consuming, simplicity, no reagent, and lower exposure risk, which has gained increasing interest in the diagnosis of infections caused by viruses such as dengue virus, hepatitis B/hepatitis C, herpes virus, and human immunodeficiency virus. Since the outbreak of COVID-19, ATR–FTIR has been preliminarily applied for COVID-19 detection. However, the existing reports are on a small sample scale of 57–250. Thus, the applicability of this method on a larger sample scale requires verification. Furthermore, to achieve on-site COVID-19 detection, potential secondary infections to the environment and operators should be taken into consideration, although the viral load in the serum is low and not infectious. Because given that spectroscopic methods have been applied in the detection of biological samples with high viral content such as saliva, we envision that the new detection system may be used for more sample types in the future. In this regard, the potential emission of viable viruses should be minimized. Atmospheric pressure non-thermal plasma (APNTP) has been reported to effectively inactivate SARS-CoV-2 on surfaces. Thus, APNTP can be incorporated to disinfect the air and surface of the operation space, achieving a safer detection process.

In this study, we report a mobile integrated system that is suitable for rapid and on-site COVID-19 screening, which can be used in places that include customs, hospitals, and so forth that are in large-scale infection screening demands but lack professional experimental conditions. Additionally, the integration of disinfection modules can reduce the requirements for laboratory biosafety levels compared with traditional methods. The effectiveness of FT-IR coupled with supervised machine learning models for COVID-19 detection was validated based on a dataset of 1702 spectra from 857 serum samples and examined by 968 on-site field tests. The results can be obtained from an online website minutes after sampling. The safety of the system was improved and guaranteed by two air-plasma-based modules for both air and surface disinfection.

**MATERIALS AND METHODS**

**Enrollment of Serum Samples and Measurement of FT-IR Spectra.** The study was approved by Ethical review, and the sample collection procedure was conducted according to Novel Coronavirus Pneumonia Diagnosis and Treatment Guidance (Trial Version 8). Informed consent was obtained from all participants prior to blood collection. To be clear, all the participants have been collected only once for one sample. Each inactivated serum sample was measured twice on a PerkinElmer infrared spectrometer coupled with an ATR accessory at a resolution of 4 cm⁻¹ in a spectral range between 600 and 4000 cm⁻¹. The raw spectra collected were then preprocessed and differentiated using MATLAB (version R2020b, Mathworks, Natick, U.S.A), resulting in the second-derivative infrared (SD-IR) spectra. Details of measurements and data processing can be found in our previous study.

Table 1 shows the components of the spectral dataset including 857 serum samples divided into 3 groups: (i) 511 positive samples for anti-SARS-CoV-2 IgG/IgM detected by CLIA, (ii) 149 healthy control samples, and (iii) 197 samples with negative anti-SARS-CoV-2 IgG/IgM but other immune diseases, which were treated as the interference ones. All serum samples were obtained from Peking Union Medical College Hospital and Shanghai International Travel Healthcare Center. Detailed information on each sample is provided in Data S1. In order to reduce the impact of operating errors, duplicate FT-IR spectra were obtained for each sample. Since some spectra with obvious errors were excluded, a total of 1702 available spectra from 857 samples were contained in the training dataset.

**Parallel Antibody Testing of Serum Samples.** Specific antibodies of SARS-CoV-2 in the serum samples were tested using two kinds of conventional serological assays, which were chemiluminescent immunoassay (CLIA) and colloidal gold immunochromatographic assay (GICA), respectively. After being incubated at 56 °C for 30 min to inactivate the potential viruses, the serum specimens were detected by an automatic CLIA analysis system (Beijing Wantai Biological Pharmacy Enterprise Co., Ltd., China) and a GICA kit (Beijing Innovita Biotechnology Co., Ltd., China or Shanghai Outdo Biotechnology Co., Ltd., China) parallelly. Since the sensitivity and specificity of CLIA are both significantly higher than those of GICA as reported, we considered the CLIA as the standard for classification in the following study. Other routine immunological tests were performed on the CLIA-negative samples to distinguish between healthy controls and interferences further. Samples with abnormal immunological results were labeled interference since dysfunctional immune responses are common in clinical COVID-19 patients.

**PLS-DA and CNN Classification Models.** In this study, two supervised pattern recognition algorithms were applied to distinguish between different groups of spectra, which were partial least-squares discriminant analysis (PLS-DA) and convolutional neural network (CNN), respectively. Implementation details of PLS-DA were explained in our previous work, therefore is no more description here. Seventeen and 20 latent variables were selected in PLS-2C and PLS-3C, respectively (see Figure S1a,b).
CNN is a feedforward neural network, in which convolution is used instead of matrix multiplication in traditional neural networks. The CNN models here were built using Python (3.6.4). The architecture of CNN consists of an initial input layer, followed by four hidden layers, a flatten layer, a fully connected classification layer, and a final output layer, as shown in the block diagram in Figure 1f. The four hidden layers are arranged alternately by two convolution layers (C1 and C2) and two pooling layers (P1 and P2), where C1 and C2 have 32 and 64 convolutional filters, respectively. Hyperparameters including the number of convolutional filters, the Kernel size, and the activation function were selected via pre-training using a small portion of the dataset. Before pre-training, the spectral dataset was randomly split into 70/30 train/validation groups. The performance of models with different hyperparameters were evaluated by training loss and classification accuracy on the validation split, both reported every five steps during training (see Figure S1c–f). In the final network, an Adam optimizer with a learning rate of 0.001, a training step of 2000, and a batch size of 20 was applied across all experiments. Part of pre-training results is shown in Figures S2 and S3.

Same as the previous work, the present dataset was divided into three groups, which are named COVID-19, healthy control, and interference. In the present work, the data of the COVID-19 group and healthy control group were selected for training first, and the recognition models established based on the above two algorithms were named “PLS-2C” and “CNN-2C”, respectively. Then, the interference group was added to the training set to explore the specificity of this method for...
COVID-19 samples, and the two multi-classifiers were established and named “PLS-3C” and “CNN-3C”. Here, the “1 versus else” method was adopted for each group separately, which means the sample of a certain group was coded as 1, and the others were coded as 0. As a result, the multi-classifier was converted into three binary classifiers.

**10-Fold Cross-Validation.** In order to compare the effectiveness of different classification models, 10-fold CV was used. The whole training dataset was randomly divided into 10 parts at first. In each iteration, only nine of them were used as the training set, and the remaining 1/10 as the validation set, which was repeated 10 times to obtain statistical results. Then, the evaluation indicators were calculated, including (i) sensitivity and specificity, (ii) receiver operating characteristic (ROC) curve, and area under the ROC curve (AUC). The ROC curve was generated by calculating the sensitivity and specificity values under different decision thresholds. The closer the ROC curve is to the upper-left edge, the higher the model accuracy is, and if it is below the diagonal, the model is considered invalid.

**Disinfection Measures in the Operating Process.** In the system, two plasma-based disinfection modules were integrated to avoid secondary infections during screening. One is an air pumping and disinfection module designed for the drying process. As shown in Figure 1c, a plasma disinfection unit and a catalyst layer were integrated upon a pumping-upward fan, which kept the drying airflow in full contact with the discharge layer and disinfected by plasma before spreading to the surrounding space. Additionally, we constructed a flexible surface dielectric barrier discharge (SDBD) plasma film, whose detailed parameters can be found in our previous studies. It can be pasted on the surface of the spectrometer button to achieve in situ disinfection (Figure 1d). The module can discharge under a relatively low voltage with an amplitude of 2.0–3.0 kV. The voltage and current waveform are shown in Figure S1, and the discharge power is only 0.2–0.5 W.

**Efficiency Evaluation of the Air Pumping and Disinfection Module.** The test for the air pumping and disinfection module was carried out in a pair of sealed aerosol chambers (1 m³). The temperature and relative humidity were 25 °C and 50–70%. According to the Technical Specifications for Disinfection (2002 edition), two identical microbial aerosol generators were used to spray *Staphylococcus albus* into both chambers at the same time, and the spraying, mixing, and standing time were 5 min, respectively. After the polluted environment was set up, bacteria were sampled by six-stage Anderson cascade impactors with a flow rate of 28.3 L/min before and after 30 min of plasma disinfection. The sampling time before disinfection was 5 s and that after disinfection was 1 min. The plates were incubated at 37 °C for 24 h and then counted the colony-forming unit (CFU) of the bacteria. The airborne bacterial concentration is calculated by

\[
V = \frac{S}{28.3f} \times 1000
\]

where \(V\) is the airborne bacterial concentration (CFU/m³), \(S\) is the total CFU number in the sampling plates (CFU), and \(f\) is the sampling time (min).

The disinfection effect of the module \(K\) is calculated by

\[
N = \frac{V_0 - V_i}{V_0} \times 100
\]

where \(N\) is the natural survival decaying percent of bacterial aerosols, \(V_0\) and \(V_i\) are the airborne bacterial concentration of the control group during the experiment, \(K\) is the inactivation rate of airborne bacteria caused by plasma disinfection treatment, \(V_0\) and \(V_i\) are the airborne bacterial concentration before and after plasma disinfection treatment, respectively.

**Efficiency Evaluation of the Flexible SDBD Disinfection Film.** In order to verify the surface disinfection effect, the film was infected with *Escherichia coli* to simulate a pollutant surface. The bacterial suspension concentration is 1 × 10⁶ CFU/mL, 100 μL of which was dripped onto the discharge area (4 cm²) and then dried by a fan for 1 h. After the plasma disinfection, the film was transferred to a 5 mL sterile centrifuge tube (pre-added with 2 mL eluent), and the bacteria on the film were eluted using an electric mixer for 5 min. Then, the bacteria were serially diluted and incubated at 37 °C for 24 h and then counted the CFU of the bacteria. Finally, quantitative disinfection effect is calculated as log reduction. Simultaneously, the same operations were performed on uncontaminated disinfection films as the negative control group and films contaminated with bacterial suspension but without plasma treatment as a positive control group.

**Field Blind Test of COVID-19 Screening.** Afterward, over 968 samples (2005 FT-IR spectra obtained) were collected by the integrated system in Shanghai International Travel Healthcare Center and Peking Union Medical College Hospital. These samples were used to conduct a blind clinical test of the system. All the patients and samples for blind testing were not included in the training set, and there was no case where two or more samples came from the same patient.

Information on the testing samples can be found in Data S2. Same as the training samples, parallel antibody tests (CLIA) were operated to determine the class of testing sera.

**RESULTS**

**Design of the Integrated On-Site Screening System for COVID-19.** The integrated on-site screening system was established upon our preliminary study, which showed the feasibility of FT-IR coupled with multi-variate analysis for fast COVID-19 screening. The proposed system combined four main modules (Figure 1a): (i) a mobile biosafety cabinet used to prevent the emission of potential pathogens, (ii) an ordinary ATR—FTIR spectrometer used to collect the mid-infrared spectra of the serum samples, and (iii) a computer that is connected to the homemade online software named online FT-IR detection system for COVID-19 sera, by which positive spectra can be identified. Briefly, the spectra are first collected by the FT-IR spectrometer. Then, the spectral data are manually uploaded to the online software, and the built-in recognition models can give the classification results in tens of seconds (Figure 1e). (iv) Air pumping and disinfection module (Figure 1c), which is placed above the sample on the ATR accessory. The module consists of a fan, an air plasma disinfecter, and a catalytic panel. The fan is used to draw the surrounding air around the sample through the module to accelerate sample drying. The plasma reactor is applied to inactivate the potential viral aerosol generated during sample drying processes. The catalytic panel is used to reduce the
ozone emission from the plasma reactor to a safe level. (v) Surface disinfection module (Figure 1d), which is tightly attached to the buttons of the infrared spectrometer to avoid the potential surface contamination of the virus. The module is a SDBD disinfector based on a flexible printed circuit technique.

Notably, the virus is rare in serum, but it may exist in other specimens such as throat swabs, nasal swabs, and so forth. Thus, the proposed system is also safe in terms of COVID-19 screening using other biological analytes. The whole on-site and real-time detection processes are shown in Figure 1b.

Analysis of Variance for the Average Spectra of Each Group. All the spectra were labeled COVID-19, healthy control, and interference and divided into three groups according to the results of CLIA and other serological tests. One-way analysis of variance (ANOVA) was applied to evaluate the difference in the SD-IR spectra between groups. The average spectra of each group were compared in pairs (Figure 2b). Also, the p values at each wavenumber were calculated (Figure 2a). The most pronounced distinction between groups arises in the protein IR region (1700–1480 cm⁻¹) as suggested by both the p value results and the direct comparison of spectra, which is consistent with the serum composition changes in COVID-19 patients from previous reports (see Table S1).

Differentiating COVID-19 from Other Samples Based on PLS-DA and CNN Classifiers. Positive Control Classifiers. To further differentiate the COVID-19-positive and healthy control samples, two categories of binary classifiers, named PLS-2-Classifier (PLS-2C) and CNN-2-Classifier (CNN-2C), were established based on PLS-DA and CNN algorithms, respectively. The training data here contains a total of 1306 spectra, 1010 of which are from COVID-19 patients and 296 from healthy controls (Table 1). To evaluate the model performance, 10-fold cross-validation (CV) was used to get the model prediction accuracies (see the last column in Table 2), and the ROC curves were generated by disturbing the threshold. The AUC of PLS-2C was 0.9986

| method | group       | threshold | sensitivity (%) | specificity (%) | AUC (95% CI)       | accuracy (%) for CV |
|--------|-------------|-----------|----------------|-----------------|---------------------|---------------------|
| PLS-2C | COVID-19    | 0.62      | 98.53          | 98.81           | 0.9986 (0.9971–0.9993) | 99.41               |
|        | control     |           |                |                 |                     | 91.20               |
| CNN-2C | COVID-19    | 0.46      | 99.66          | 99.00           | 0.9998 (0.9992–1.000) | 98.95               |
|        | control     |           |                |                 |                     | 97.09               |
| PLS-3C | COVID-19    | 0.62      | 97.73          | 96.40           | 0.9923 (0.9874–0.9953) | 99.11               |
|        | control     | 0.44      | 81.91          | 96.17           | 0.9673 (0.9578–0.9753) | 73.59               |
|        | interference| 0.49      | 92.95          | 95.92           | 0.9900 (0.9866–0.9927) | 90.40               |
| CNN-3C | COVID-19    | 0.89      | 99.72          | 99.29           | 0.9999 (0.9996–1.000) | 99.02               |
|        | control     | 0.22      | 97.15          | 98.79           | 0.9980 (0.9963–0.9990) | 96.78               |
|        | interference| 0.78      | 96.13          | 99.70           | 0.9992 (0.9985–0.9997) | 95.02               |
|        | Overall Accuracy (%) |         |                |                 |                     | 97.63               |

Figure 2. ANOVA results for the average spectra of each group. (a) p values of in-pair average spectra at each wavenumber. The darker blue grids represent the lower p values at the corresponding wavenumbers. Spectral differences were statistically significant when p < 0.0001. (b) Direct comparison in pairs of the three average in-group SD spectra. The visible differences shown here are consistent with the p values above.
(95% CI: 0.9971−0.9993) (Figure 3). With an optimal threshold, sensitivity and specificity of PLS-2C could reach 98.53 and 98.81% (threshold set as 0.3661). Meanwhile, the CNN-2C model yielded an AUC value of 0.9998 (95% CI: 0.9992–1.0000) and the sensitivity and specificity values of 99.66 and 99.00%, respectively. Overall, the performance of CNN-2C was a bit better than that of PLS-2C. All detailed results of CV are shown in Table 2.

The variable importance in the projection (VIP) values are presented in Figure 3. Apparently, the most important bands for discrimination are located at 1656, 1649, 1638, 1562, 1555, and 1506, within the amide region (1700−1500 cm\(^{-1}\)).

Multi-classifiers Including the Interference Group. In practice, antibody detection methods such as CLIA and GICA can be disturbed by various existing interfering substances\(^{11}\) in serum and autoimmune disease,\(^{19}\) which is possible to increase the false-positive rate. The used IR method may also have the problem of false positives. Therefore, we additionally collected serum samples with abnormal immune levels but negative SARS-CoV-2 antibody results as interference. Two multi-classifiers named PLS-3C and CNN-3C were established to evaluate the specificity of the detection using the expanded dataset containing 1702 IR spectra (Table 1). The establishment and training process of the multi-classifiers were identical to the binary classifiers.

The same evaluation methods with the binary classifiers were applied to PLS-3C and CNN-3C. As described in Materials and Methods section, ROCs presented in Figure 3d,e were obtained for each class respectively by disturbing the classification thresholds. As shown in the PLS-3C results in Table 2, the highest AUC value of 0.9923 (95% CI: 0.9874–0.9953) and the highest accuracy of 99.21% are from the COVID-19 vs other two groups. The AUC values for interference and healthy control are 0.9900 (95% CI: 0.9866–0.9927) and 0.9673 (95% CI: 0.9578–0.9753), respectively, while the prediction accuracy values of the interference and control groups are 93.20 and 72.86%, much lower than the COVID-19 group. Compared with the PLS-3C...
results, the performance of CNN-3C improved significantly, where the AUC and prediction accuracy values of the three groups are all above 0.9900 and 97.00%. Namely, CNN-3C is superior to PLS-3C in interference and control identification.

Results of Field Blind Test at Shanghai Customs. Following training and validation of the binary classifiers, field blind tests were carried out on site at Shanghai customs. A total of 968 blind serum samples were obtained. From the output of the two models shown in Figure 4a,b, it was found that most of the testing data could be distinctly separated. The comparison between the results from FT-IR and CLIA is shown in confusion matrixes (CMs) in Figure 4c,d, where CLIA results are used as the references. The entry (i, j) represents the number of tested spectra predicted as class j at a given true CLIA label of class i, while entries along the diagonal represent the accurate numbers for each class. Calculating from the CMs, both PLS-2C and CNN-2C reached a high prediction accuracy of 96.91 and 95.06%, respectively, which are comparable to that of the commonly used commercial serological COVID-19 assays. Besides, PLS-2C has a higher sensitivity value of 97.54%, while CNN-2C has a higher specificity value of 97.60%.

Table 3. Disinfection Results of Air Pumping Module

| no. | bacterial number of control group at 0 min (CFU/m³) | bacterial number of control group at 30 min (CFU/m³) | natural survival decaying percent (%) | bacterial number of experimental group at 0 min (CFU/m³) | bacterial number of experimental group at 30 min (CFU/m³) | inactivation rate (%) |
|-----|-----------------------------------------------|-----------------------------------------------|---------------------------------------|-----------------------------------------------|-----------------------------------------------|---------------------|
| 1   | 105 265                                        | 104 735                                        | 0.50                                  | 109 187                                       | 155                                           | 99.9                |
| 2   | 104 841                                        | 94 982                                        | 9.40                                  | 104 099                                       | 106                                           | 99.9                |
| 3   | 96 784                                         | 74 841                                        | 22.67                                 | 138 551                                       | 92                                            | 99.9                |

EFFICIENCY EVALUATION OF PLASMA-BASED DISINFECTION MODULES

Air Pumping and Disinfection Module. SARS-CoV-2 is a kind of lipophilic virus surrounded by an envelope, which makes it the most easily inactivated type among microorganisms and can be eliminated with the least effective disinfectant.52 Bacteria are more resistant to disinfection methods. Therefore, in order to verify the disinfection effect of the system on various pathogens, we selected S. albus as the disinfecting target to simulate the polluted environment for the field experiments.

S. albus (ATCC 8032) aerosol was sprayed into the experimental chambers to simulate the polluted air, and the disinfection ability of the air pumping and disinfection module was evaluated (see Materials and Methods section for details). The results are shown in Table 3. The S. albus inactivation rate of this module could reach higher than 99.9% in the experimental chamber of 1 m³ after working for 30 min. The air disinfection effect is qualified according to disinfection technical specification.

Flexible SDBD Disinfection Film. E. coli suspension was dripped onto the flexible film to simulate the contaminated surface, and the performance of the flexible SDBD disinfection film was simulated and tested. The results are given in Table 4. The Log reduction of surviving E. coli can reach 3.29 after 10 min of plasma treatment. The surface disinfection effect is qualified.

DISCUSSION

Innovations of This Work. In recent two years, FT-IR or Raman spectroscopy has been suggested for COVID-19 detection using serum samples,35,36 prediction of COVID-19 disease severity using plasma samples,34 SARS-CoV-2
Limitations of This Work. As stated in the Introduction section, optimal detection methods are expected to be on-site, rapid, simple, safe, and portable. In this case, non-invasive samples may be more suitable for field testing, such as a fingertip of whole blood. However, whole blood contains complex components including serum and blood cells, and the detection of whole blood samples by spectroscopic methods can be strongly interfered by other components, which can seriously affect the identification results. In contrast, serum has a simpler composition, and the detection of immune infection target substances is more significant and more accurate. Therefore, serum was used as the target in this study, and the separation process of serum is unavoidable. This is a limitation of the FT-IR methodology, but still, it cannot be denied that the new system has unique advantages over other serological assays. Under the same pre-treatment conditions requiring serum separation, the system can reduce the detection time of a single sample from 3 to 4 h to less than 10 min compared to CLIA and can achieve a higher level of accuracy in the same time consumption as GICA.

There have been preliminary studies in the literature on non-invasive saliva samples for SARS-CoV-2 detection in the early stage of infection. However, while for the systemic immune responses in the later stages of infection, all studies consistently use isolated serum or plasma instead of whole blood, indicating that whole blood itself is difficult to be analyzed thoroughly by IR spectroscopy. In the future, other methods can be explored to achieve direct detection of fingertip blood to further save processing time and cost.

## CONCLUSIONS

A mobile integrated system was proposed and established in this work for on-site detection of COVID-19. The effective identification of COVID-19 using ATR FTIR spectroscopy technology was fulfilled by two machine learning models based on a spectral dataset containing 1702 spectra and validated by 968 field tests, which achieved a prediction accuracy of >94% both in the positive and healthy control group, respectively. The whole detection process can be completed in minutes. Besides, the air and surface disinfection modules based on atmospheric pressure plasmas were established to guarantee the operational safety of the system. The proposed system is expected as a powerful supplement to the current laboratory-based COVID-19 diagnosis, especially in cases requiring mass population screening.
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