Estimation of Diabetes in a High-Risk Adult Chinese Population Using J48 Decision Tree Model
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Background: To predict and make an early diagnosis of diabetes is a critical approach in a population with high risk of diabetes, one of the devastating diseases globally. Traditional and conventional blood tests are recommended for screening the suspected patients; however, applying these tests could have health side effects and expensive cost. The goal of this study was to establish a simple and reliable predictive model based on the risk factors associated with diabetes using a decision tree algorithm.

Methods: A retrospective cross-sectional study was used in this study. A total of 10,436 participants who had a health check-up from January 2017 to July 2017 were recruited. With appropriate data mining approaches, 3454 participants remained in the final dataset for further analysis. Seventy percent of these participants (2420 cases) were then randomly allocated to either the training dataset for the construction of the decision tree or the testing dataset (30%, 1034 cases) for evaluation of the performance of the decision tree. For this purpose, the cost-sensitive J48 algorithm was used to develop the decision tree model.

Results: Utilizing all the key features of the dataset consisting of 14 input variables and two output variables, the constructed decision tree model identified several key factors that are closely linked to the development of diabetes and are also modifiable. Furthermore, our model achieved an accuracy of classification of 90.3% with a precision of 89.7% and a recall of 90.3%.

Conclusion: By applying simple and cost-effective classification rules, our decision tree model estimates the development of diabetes in a high-risk adult Chinese population with strong potential for implementation of diabetes management.
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Introduction

Diabetes mellitus is a lifelong chronic disease associated with high mortality, morbidity, and huge health-system costs globally. Over the past 100 years, the diagnosis of diabetes has been primarily based on the determination of raised blood glucose concentrations during a postprandial period or after a fasting condition. Measurement of fasting glucose levels in the blood is the simplest but invasive laboratory-based method to identify diabetes. Furthermore, approximately a half of the patients with diabetes are virtually unaware of their disease conditions prior to blood glucose tests. One of the main challenges in diabetes screening involves the repeated blood glucose tests and a massive human labor effort, both of which represent a certain degree of burden.
to patients and medical care systems financially and could be even more detrimental to medical care systems in developing countries. This is particularly relevant for China, where 52.7% of adult Chinese patients with diabetes (50 million) are actually undiagnosed. Perhaps even more alarming is the fact that the prevalence of prediabetes exhibits a tendency to increase rapidly among individuals at high risk of diabetes. The World Health Organization (WHO) thus recommends the development of simple strategies to identify patients with a risk of diabetes and provide them with early lifestyle interventions and modifications. Attempts to prevent type 2 diabetes mellitus (T2DM) in apparently healthy subjects could thus be more successful if the intervention is commenced in a timely manner as blood glucose levels in these subjects may still be in the nondiabetic range and resistance to endogenous insulin may have not developed in these patients yet. Therefore, it is an urgent need to implement population-based interventions that can be used to prevent development of diabetes by enhancing the early detection, modifying lifestyle and initiating appropriate pharmacological interventions.

Risk evaluation of certain disease relies on a large dataset. From the point of statistical modelling, the prediction of diabetes in a high-risk population could be postulated and determined. Given the nature of a large dataset embedded with many known and unknown variables, an implementation of classification schemes becomes necessary, especially in a machine learning based study. To this end, data mining constitutes an essential tool. Data mining is the process of selecting, exploring and modeling large amounts of data in order to discover unknown patterns or relationships that provide well-defined and useful information, and, in general, this technique has developed rapidly in recent years. Data mining includes the use of traditional and non-traditional statistical methods, such as logistic regression and decision tree analysis, respectively. We had previously applied a predictive model to identify potential type II diabetes with a sensitive and a highly accurate decision-tree approach. In this regard, through data mining techniques, the previously unknown patterns and tendencies hidden in a large dataset could be retrieved, and newly discovered information can subsequently be used to eventually create models that enable prediction and decision-making in new and novel situations. However, there is a relatively less research in the field in which data mining methodology has been applied to construct the corresponding models for predicting the incidence of diabetes based on those known risk factors.

It is important to emphasize that an early and accurate prediction of diabetes may play a pivotal role in the diagnosis and clinical managements of diabetes. It could also offer benefits in designing strategies to prevent this condition through education and consultation for those with high-risk of diabetes. Therefore, the purpose of this study was to determine the feasibility of applying common risk factors to screen potential diabetes, and, specifically, to develop a diabetes classifier by taking advantage of the knowledge discovery capabilities of data mining techniques. Moreover, in the present study, we expanded to include more variables than previously implemented in our model to establish a much more comprehensive decision-tree through which a holistic approach with high accuracy, precision and effectiveness toward an individual with potential for developing diabetes could be developed. Our approach could thus be more applicable to the areas where the epidemiologic risk of diabetes is high and medical expenses are less affordable.

Methods

Study Participants

A total of 10,436 participants aged 20 years old or older were recruited after they underwent a routine health check-up at the Shengjing Hospital of China Medical University between January 2017 and July 2017. This study was approved by the Ethics Committee of Shengjing Hospital of China Medical University (the IRB reference number: 2017PS42K). Among 10,436 records, a total of 6982 records were excluded due to missing data for BMI, blood pressure, family history of diabetes, history of cardiovascular disease or stroke, physical activity, work stress, or salty food preference. Records with past history of diabetes (423 records) were also excluded because we focused on estimating prediabetes and diabetes. Finally, a total of 3454 records were included in this study as shown in Figure 1.

Selection of Variables in the Study

Demographic characteristics such as age, gender, marital status, education level and annual income were analyzed for all the participants; an individual with a positive family history of diabetes, hypertension, cardiovascular disease or stroke and hyperlipidemia, was defined as any family member of the participant previously having been
diagnosed with any one of the aforementioned disorders (Yes=1, No=0).

In this study the lifestyle risk factors encompassed the following variables: smoking was defined as a person who smoked at least 500 cigarettes in one’s life (Yes=1, No=0); alcohol consumption was defined as a person who drank at least 100 g of alcohol per week for 1 year or longer (Yes=1, No=0); tea preference was defined as someone who drank tea more than once a week (Yes=1, No=0); the preferences for fruits, fish, vegetables, meats and milks were defined as a person who consumed fruit or fish or vegetable or meat or milk more than three times a week (Yes=1, No=0); sleep duration has three levels according to the participants’ sleep time (short≤4 hours=2, normal 4–6 hours=1, and long ≥6 hours=0); physical activity referred to those that spent at least more than 30 minutes of exercise for 3 days in a week (More=1, Less=0); work-related stress was assessed by the participants’ subjective impression (Yes=1, No=0); workweek referred to those who work more than 40 hours in a week (More=1, Less=0); anthropometric information contains body mass index (BMI) which was calculated as weight in kilograms divided by the square of height in meters (kg/m²), and a BMI ≥25 was defined as overweight/obese.

Diabetes diagnoses were made as either prediabetes or diabetes based on the measurements of fasting plasma glucose with a cut-off value of ≥5.6 mmol/L.17,18

**Data Selection and Classification Algorithm**

Based on the favorable prediction results obtained from the preliminary runs, in this study we chose to use J48 (C4.5 algorithm), which was implemented in WEKA 3.8.1 (Waikato Environment for Knowledge Analysis, University of Waikato, New Zealand).19 to build our decision tree method for its capability of identifying a robust statistical classifier and operating with numeric and nominal attributes. Since data mining algorithms, particularly the decision tree, do not work well with missing values, any data even with a single missing value in one variable was deleted from the dataset. As a result, marital status (N = 328, 3.1%), education levels (N = 370, 3.5%), and annual incomes (N = 415, 4.0%), family history of diabetes, hypertension, cardiovascular disease or stroke or hyperlipidemia (N = 312, 3.0%), history of Hypertension, cardiovascular disease or stroke, hyperlipidemia (N = 512, 4.9%), smoking (N = 303, 2.9%), alcohol consumption (N = 454, 4.4%), the preferences for tea, fruits, fish, vegetables, meats or milks (N = 236, 2.3%), sleep duration (N = 335, 3.2%), physical activity (N = 373, 3.6%), work-related stress (N = 455, 4.4%), workweek (N = 314, 3.0%), BMI (N = 1031, 9.9%), age (N = 795, 7.6%), and gender (N = 326, 3.1%) were discarded. With such a strict data filtration, the remaining 3454 records from the eligible participants were used for further analysis in this study.

Descriptive statistical analyses were carried out for all variables. The Chi-square test was used to examine differences between proportions and a p value less than 0.05 was considered significant. All statistical analyses were performed using SPSS 19 statistical program. All the results of the descriptive and Chi-square tests are shown in Table 1.

All the variables that were significantly different between diabetes and non-diabetes participants were considered as input variables. The dependent variable (output variable) was a binary categorical variable with two categories: 0 and 1, where 0 equals normal and 1 represents either diabetes or prediabetes. The independent variables (input variables) consist of the 14 risk factors that were statistically significant on the Chi-square test. They were age, gender, marital status, educational level, BMI, history of hypertension, cardiovascular disease or stroke, history of hyperlipidemia, family history of diabetes, cardiovascular disease or stroke, smoking, sleep duration, physical activity levels and work-related stress.

In this study, the dataset was randomly divided into two datasets: the training dataset containing about 70% of the participants (2420 cases), and the testing dataset containing 30% of the participants (1034 cases). The estimation model is first constructed on the data from the training dataset and then tested on the testing dataset.20 The tree was subsequently built from the training data. In the

---

**Table 1.**

| Variable                  | N (0) | N (1) |
|---------------------------|-------|-------|
| Age                       | 795   | 326   |
| Gender                    | 326   | 326   |
| Marital status            | 328   | 312   |
| Education levels          | 370   | 314   |
| Annual incomes            | 415   | 454   |
| Family history of diabetes| 512   | 455   |
| Hypertension              | 303   | 373   |
| Cardiovascular disease    | 454   | 455   |
| Stroke                    | 236   | 314   |
| Hyperlipidemia            | 236   | 314   |
| Smoking                   | 326   | 326   |
| Alcohol consumption       | 236   | 326   |
| Sleep duration            | 335   | 335   |
| Physical activity         | 373   | 373   |
| Work-related stress       | 455   | 455   |
| Workweek                  | 314   | 314   |
| BMI                       | 1031  | 1031  |

**Figure 1.** Flow chart of records that were excluded from the physical examination database of Shengying Hospital of China Medical University (January–July, 2017).
| Variables                          | Possible Values                      | Diabetes N=541 | No-Diabetes N=2913 | p-value |
|-----------------------------------|--------------------------------------|----------------|-------------------|---------|
| Age                               | 20–34 years old                      | 118 (21.8%)    | 1773 (60.9%)      | <0.001  |
|                                   | 35–49 years old                      | 230 (42.5%)    | 796 (27.3%)       |         |
|                                   | 50–65 years old                      | 193 (35.7%)    | 344 (11.8%)       |         |
| Gender                            | Male                                 | 331 (61.2%)    | 1156 (39.7%)      | <0.001  |
|                                   | Female                               | 210 (38.8%)    | 1757 (60.3%)      |         |
| Marital status                    | Single/widow/divorced/separated      | 125 (23.1%)    | 417 (14.3%)       | <0.001  |
|                                   | Married/cohabitation                 | 416 (76.9%)    | 2496 (85.7%)      |         |
| Education levels                  | Junior college<sup>a</sup>           | 79 (14.6%)     | 329 (11.3%)       | <0.001  |
|                                   | Undergraduate                        | 379 (70.1%)    | 2088 (71.7%)      |         |
|                                   | Graduate                             | 83 (15.3%)     | 496 (17.0%)       |         |
| Annual income (USD)              | ≤5000                                | 186 (34.4%)    | 887 (30.4%)       | 0.162   |
|                                   | 5000–10,000                          | 292 (54.0%)    | 1682 (57.7%)      |         |
|                                   | >10,000                              | 63 (11.6%)     | 344 (11.8%)       |         |
| Workweek (hours)                 | ≤40                                  | 376 (69.5%)    | 203 (69.7%)       | 0.918   |
|                                   | >40                                  | 165 (30.5%)    | 882 (30.3%)       |         |
| BMI                               | <25                                  | 278 (51.4%)    | 2403 (82.5%)      | <0.001  |
|                                   | ≥25                                  | 263 (48.6%)    | 510 (17.5%)       |         |
| History of hypertension           | No                                   | 395 (73.0%)    | 2489 (85.4%)      | <0.001  |
|                                   | Yes                                  | 146 (27.0%)    | 424 (14.6%)       |         |
| History of cardiovascular disease or stroke | No                        | 443 (81.9%)    | 2555 (87.7%)      | <0.001  |
|                                   | Yes                                  | 98 (18.1%)     | 358 (12.3%)       |         |
| History of hyperlipidemia         | No                                   | 430 (79.5%)    | 2514 (86.3%)      | <0.001  |
|                                   | Yes                                  | 111 (20.5%)    | 399 (13.7%)       |         |
| Family history of diabetes        | No                                   | 308 (56.9%)    | 2376 (81.6%)      | <0.001  |
|                                   | Yes                                  | 233 (43.1%)    | 537 (18.4%)       |         |
| Family history of hypertension    | No                                   | 401 (74.1%)    | 2149 (73.8%)      | 0.865   |
|                                   | Yes                                  | 140 (25.9%)    | 764 (26.2%)       |         |
| Family history of cardiovascular disease or stroke | No                        | 448 (82.8%)    | 2512 (86.2%)      | <0.001  |
|                                   | Yes                                  | 93 (17.2%)     | 401 (13.8%)       |         |
| Family history of hyperlipidemia  | No                                   | 414 (76.5%)    | 2229 (76.5%)      | 0.998   |
|                                   | Yes                                  | 127 (23.5%)    | 684 (23.5%)       |         |
| Smoking                           | No                                   | 370 (68.4%)    | 2301 (79.0%)      | <0.001  |
|                                   | Yes                                  | 171 (31.6%)    | 612 (21.0%)       |         |
| Alcohol consumption               | No                                   | 416 (76.9%)    | 2291 (78.6%)      | 0.363   |
|                                   | Yes                                  | 125 (23.1%)    | 622 (21.4%)       |         |
| Tea preference                    | No                                   | 202 (37.3%)    | 1217 (41.8%)      | 0.054   |
|                                   | Yes                                  | 339 (62.7%)    | 1696 (58.2%)      |         |
| Fruit preference                  | No                                   | 268 (49.5%)    | 1376 (47.2%)      | 0.325   |
|                                   | Yes                                  | 273 (50.5%)    | 1537 (52.8%)      |         |
| Fish preference                   | No                                   | 292 (52.8%)    | 1668 (57.3%)      | 0.157   |
|                                   | Yes                                  | 249 (47.2%)    | 1245 (42.7%)      |         |

(Continued)
Table 1 (Continued).

| Variables                | Possible Values | Diabetes N=541 | No-Diabetes N=2913 | p-value |
|--------------------------|-----------------|----------------|-------------------|---------|
| Vegetable preference     | No              | 123(22.7%)     | 697(23.9%)        | 0.550   |
|                         | Yes             | 418(77.3%)     | 2216(76.1%)       |         |
| Meat preference          | No              | 108(20.0%)     | 608(20.9%)        | 0.632   |
|                         | Yes             | 433(80.0%)     | 2305(79.1%)       |         |
| Milk preference          | No              | 414(76.5%)     | 2167(74.4%)       | 0.294   |
|                         | Yes             | 127(23.5%)     | 746(25.6%)        |         |
| Sleep duration(hour)     | ≤4              | 111(20.5%)     | 450(15.4%)        | <0.001  |
|                         | 5–6             | 225(41.6%)     | 1163(39.9%)       |         |
|                         | >6              | 205(37.9%)     | 1300(44.6%)       |         |
| Physical activity        | Less than 30 minutes a day | 305(56.4%) | 1117(38.3%)   | <0.001  |
|                         | 30 minutes or more a day | 236(43.6%) | 1796(61.7%)   |         |
| Work-related stress      | No              | 220(40.7%)     | 2148(73.7%)       | <0.001  |
|                         | Yes             | 321(59.3%)     | 765(26.3%)        |         |

Notes: *Participants who enrolled in a 3-year program.
Abbreviation: BMI, body mass index.

Model Evaluation
In this study “person with diabetes” was defined as positive event and “person without diabetes” was defined as negative event. The confusion matrix for two classes was used to extract true positives, true negatives, false positives and false negatives, respectively. We used Accuracy, Precision and Recall to measure the performance of the model.

Results
Clinical Characteristics of the Study Participants
A total of 3454 records (1967 females and 1487 males) were selected for this analysis, which included 541 (15.66%) diabetes diagnoses and 2913 (84.33%) normal patients. The clinical characteristics of the study participants and Pearson Chi-square test results between two groups are shown in Table 1. Among them, annual income (p = 0.162), weekly work time (p = 0.918), family history of hypertension (p = 0.865), hyperlipidemia (p = 0.998), alcohol consumption (p = 0.363), tea preference (p = 0.054), fruit preference (p = 0.325), fish preference (p = 0.157), vegetable preference (p = 0.550), meat preference (p = 0.632), and milk preference (0.294) had no statistical significance. However, all other 14 factors exhibited statistically significant differences between the two groups (p< 0.05) as shown in Table 1.

Outcomes of the Model
Data were divided into a training dataset (70% of the total, N = 2240) and testing dataset (the remaining 30%, N = 1034). In the model, 14 variables were used as input variables. The model was further evaluated for its accuracy by applying a confusion matrix analysis on the testing dataset. The model was evaluated based on Accuracy, Precision and Recall. Table 2 shows the results in a tabular format.

This estimation model had an accuracy of 90.3%, 934 out of 1034 individuals were correctly classified, whereas only 9.7% (100 out of 1034 individuals) was incorrectly classified. Table 3 presents the performance of all classifiers, and shows that J48 exhibits better results than others (accuracy=0.903, precision=0.897, recall=0.903, F-measure=0.899, and AUC=0.872).
Table 2 Confusion Matrix of Test Dataset

| Actual outcome | Predicted Outcome |
|----------------|-------------------|
| Person without diabetes | Person with diabetes |
| Total dataset | 844 | 35 |
| Accuracy (%) | 90.3 | 89.7 | 90.3 |
| Precision (%) | 0.893 | 0.897 | 0.897 |
| Recall (%) | 0.893 | 0.897 | 0.897 |

Decision Tree and Rules for Constructing the Decision Tree

As shown in Figure 2, the decision-tree in the rules-based with a predictive manner was constructed based on 14 input variables of the participants and the IF-THEN rules or statements consisting of a condition and an estimation within the model are fully described in Box 1. With BMI being the feature value or the root classifier, this model consists of 10 layers with 40 nodes and 20 leaves to visualize all possible outcomes. After the many splits upon introducing additional and highly relevant input variables, the decision list became more complicated and exhaustive but revealed more distinctive interactions among the different input variables under a similar circumstance with the distinctive outcomes, which are highly visible with good predictive values.

Discussion

In this study, a decision-tree model was built based on a large dataset collected from a Chinese population with high risk for diabetes with the promising outcomes of prevention of diabetes. By having factored 14 key variables, which were traditionally considered the cardinal risk factors for diabetes, into the sensitive decision-tree model for the prediction of the potential of development of diabetes, this decision-tree approach or model yielded invaluable as well as novel information critically linked with pre-diabetes conditions. The likelihood of developing diabetes in an adult Chinese population was explored at the level of the interactive effect of multiple risk factors. In addition, a high accuracy of 90.3% coupled with balanced precision (89.7%) and recall (90.3%), strongly argues for a favorable fitness of our model in identifying those risk but modifiable factors such as BMI, exercise and smoking, etc., constituting the novelty of the present study.

To the best of our knowledge, this is the first study on the application of the decision-tree based algorithm assisted with data mining techniques on a large database of diabetes exclusively collected from an adult Chinese population. As one of the key components of machine learning approaches to the sophisticated dataset analyses, a significant aspect of the decision tree modelling is to integrate different input variables or many predictors into a dynamic algorithm to search for those variables critical for disease such as diabetes. Indeed, our finding not only highlights the ability to foresee a future modification in health conditions in an individual prone to diabetes but also the feasibility of this model could easily expand to include other chronic diseases such as cardiovascular disorders and cancers.

Although diabetes can be effectively managed therapeutically and by diet controls and exercise, the development of life-threatening complications and the huge costs of long-term care impinged upon diabetics and medical care system prioritizes the importance of the prevention of diabetes, and an early detection of diabetes impacts on the outcome of disease dramatically. It has been well known that there are many risk factors of diabetes such as smoking, hypertension, obesity, regular activity level, daily consumption of various foods and so on, and the detection and modifications of these risk factors with diabetes reduction have been proposed.23–25 Although most of the risk factors appear to be similar in male and female in various age groups, disparity in risk factors do exist.

Table 3 The Results of Classification Algorithms

| Model      | Accuracy | Precision | Recall | F-Measure | AUC |
|------------|----------|-----------|--------|-----------|-----|
| AdboostM1  | 0.901    | 0.893     | 0.901  | 0.894     | 0.866|
| J48        | 0.903    | 0.897     | 0.903  | 0.899     | 0.872|
| Logistic   | 0.897    | 0.887     | 0.897  | 0.887     | 0.838|
| Naive Bayes| 0.885    | 0.878     | 0.885  | 0.888     | 0.833|
| Bayes Net  | 0.884    | 0.880     | 0.884  | 0.882     | 0.843|

Notes: AUC: the area under the receiver operating characteristic (ROC) curve.
Lack of proper identification of a stronger risk factor by giving consideration to multiple factors in a systemic analysis manner usually hindered the implementation of a more rigorous, effective method of prevention. To this end, our finding provides novel evidence to focus on the modification of the risk factor that could exert its stronger influence on the outcome of a disease. For instance, our results indicate that, among all important 14 variables examined, BMI stood out from all the variables as the predictive factor which could play a dominate role in the potential development of diabetes. It highlights the fact that, by simply reducing BMI itself, a favorable outcome of diabetes prevention is achievable in most participants. This has a practical significance in a community-based medical care system owing to its universal accessibility to any patient with strong motivation or incentive to control their BMI by all means. Next to BMI, both sleep duration and physical activity also demonstrated as significant contributors to the development of diabetes and their interactions with BMI, when introduced into the algorithm as input variables, further revealed that modification of the concomitant risk factors leads to a much better outcome of diabetes prevention by targeting the critical risk factors. This finding is prominent and could pave the way to reduce risk factors and develop more cost-effective measures to deal with diabetes effectively. Moreover, the remaining variables such as age, gender, marital status, education levels, history of hypertension, history of cardiovascular disease or stroke, history of hyperlipidemia, family history of diabetes, family history of cardiovascular disease or stroke, smoking, and work-related stress, each along or in conjunction with others, are also invaluable elements attributed to formulating an early prediction of diabetes even prior to beginning the expensive laboratory tests.

One of the strengths of the present study is its ability to explore the likelihood of having diabetes in an individual with one or more risk factors. For example, the participants with BMI being less than 25 and more than 6 hours in sleep are 98.9% free of diabetes, indicating a low BMI and an adequate amount of sleep time carry the lowest risk for having diabetes as demonstrated in the rule 1 under our study conditions. However, after the work-related stress factor was introduced into the same scenario, it was 94.5%
of participants with diabetes free seen under the rule 2, or there is a slight increase in diabetes from those participants presenting signs of stress in the same scenario. In contrast, the risk for having diabetes in their life could increase with introducing more risk factors into the vignette even if BMI is still kept below 25; this was evident in those participants with BMI kept less than 25 but spent less time in sleep, stressed out and slightly older, about 88.5% (23/26) participants under these circumstances might develop diabetes (see the rule 4). Furthermore, as suggested by the rules for constructing decision tree model, the results derived from the rules 1 and 2 (see Box 1) strongly argue for the point that a favorable goal of prevention of diabetes by modifying one or a combination of several key elements of one’s life styles could be reached.

By capturing the interactive effect of the predictive risk factors on the outcome of a prediction further revealed an inherent relationship of multiple predictors when considered collectively. Such an inherent relationship or interactive effect further enhances the accuracy of the assessment of the contributions of each risk factor to predict whether a participant should be considered high risk for development of diabetes in his or her life. As suggested by the rules where multiple risk factors are concomitantly considered, a decision to accurately predict patients with diabetes could be reached, therefore, an effective measure aiming to reduce the influences of the risk factors on an individual health could be initiated accordingly.

Indeed, several large-scale trials have demonstrated the benefits of preventing diabetes with simple lifestyle modifications. As reported in Tuomilehto’s study, the overall incidence of type 2 diabetes was reduced by 58% by changes in the lifestyles in those women and men at high risk for the disease. Hence, the
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**Box 1 A List of the 20 Rules Used for Constructing the Decision Tree**

- Rule 1: IF BMI≤25 and sleep time≥6 hours, THEN patient without diabetes (723/731 or 98.9%)
- Rule 2: IF BMI≤25 and sleep time≥6 hours, without stress, THEN patient without diabetes (933/987 or 94.5%)
- Rule 3: IF BMI≤25 and sleep time≥6 hours, with stress, single and age≥34, THEN patient without diabetes (3/3 or 100%)
- Rule 4: IF BMI≤25 and sleep time≥6 hours, with stress, single marital status and age>34, THEN patient with diabetes (23/26 or 88.5%)
- Rule 5: IF BMI≤25 and sleep time≥6 hours, with stress, married and junior education level, THEN patient with diabetes (4/5 or 80%)
- Rule 6: IF BMI≤25 and sleep time≥6 hours, with stress, married and undergraduate or graduate education level, THEN patient without diabetes (47/54 or 87%)
- Rule 7: IF BMI>25, with activity, THEN patient without diabetes (179/188 or 95.2%)
- Rule 8: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, graduate education level and history of hyperlipidemia, THEN patient with diabetes (28/29 or 96.6%)
- Rule 9: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, graduate education level and negative history of hyperlipidemia, THEN patient without diabetes (3/3 or 100%)
- Rule 10: IF BMI>25, without activity, with sleep time≥4 hours, negative family history of diabetes, undergraduate or junior education level, negative history of cardiovascular, age>34 and male, THEN patient with diabetes (7/9 or 77.8%)
- Rule 11: IF BMI>25, without activity, with sleep time≥4 hours, negative family history of diabetes, undergraduate or junior education level, negative history of cardiovascular, age>34 and female, THEN patient without diabetes (2/2 or 100%)
- Rule 12: IF BMI>25, without activity, with 4≤sleep time<6 hours, negative family history of diabetes, undergraduate or junior education level, negative history of cardiovascular, and age>34, THEN patient without diabetes (8/10 or 80%)
- Rule 13: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, undergraduate or junior education level, negative history of cardiovascular and age≥34, THEN patient without diabetes (21/22 or 95.5%)
- Rule 14: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, undergraduate or junior education level, negative history of cardiovascular and positive history of hypertension, THEN patient with diabetes (36/41 or 87.8%)
- Rule 15: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, undergraduate or junior education level, positive history of cardiovascular and negative history of hypertension, THEN patient without diabetes (5/5 or 100%)
- Rule 16: IF BMI>25, without activity, with sleep time≥6 hours, positive history of diabetes and positive history of cardiovascular, THEN patient with diabetes (94/96 or 97.9%)
- Rule 17: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, without stress and married, THEN patient without diabetes (7/8 or 87.5%)
- Rule 18: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, without stress and single, THEN patient with diabetes (19/22 or 86.4%)
- Rule 19: IF BMI>25, without activity, with sleep time≥6 hours, negative family history of diabetes, and stress, THEN patient with diabetes (40/44 or 90.9%)
- Rule 20: IF BMI>25, without activity, with sleep time>6 hours, THEN patient without diabetes (96/103 or 93.2%)
risk factors identified as the key features in the decision-tree structure consolidate the notion that diabetes prevention could be achieved through simple lifestyle changes which could be accomplished without great difficulty even in a community-based setting for people in various age group. Moreover, our current findings could be helpful in making the policy of prevention efforts of diabetes in a community basis.

This study was not without limitations. Since this study was solely based on Chinese participants the interpretation of the finding should be cautious and the limit of generalizability of the findings should be considered. Therefore, the results should be validated in future studies in which participants with different ethnic and genetic background should be involved. Additionally, the substantial findings generated from the decision tree which was built upon only 14 key input variables pertinent to diabetes risk are overwhelmingly solid, however, the nature of the complexity of and the causes of diabetes certainly calls for investigating the interactive and integrative effects of all minor and major risk factors to make a much more accurate prediction.

Conclusion
As a promising approach to stratify the risk factors of diabetes in a large data set, the outcomes of decision tree modelling translates the risk factors to the development of preventive strategies. The integration of 14 prominent input variables with predictive potential into this powerful analytical algorithm results in the optimal selection of a stronger risk factor amongst many other risk factors. By focusing on the modifications of these prominent risk factors, it facilitates diabetes prevention and management and reduces the costs to patients and medical care systems.
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