Probability Distribution of Rainfall in Medan
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Abstract. In this paper we chose three stations in Medan City, Indonesia to estimate Monthly Rainfall Data i.e. Tuntungan, Tanjung Selamat, and Medan Selayang Stations. We took the data from 2007 to 2016. In this case fitted with Normal, Gamma, and Lognormal Distributions. To estimate parameters, we used this method. Furthermore, Kolmogorov-Smirnov and Anderson Darling tests were used the goodness-of-fit test. The Gamma and Normal Distributions is suitable for Tuntungan and Medan Selayang Stations were stated by Kolmogorov-Smirnov’s test. Anderson Darling’s test stated that Gamma Distribution was suitable for all stations.
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1. Introduction

The distribution function of rainfall and rainfall prediction in Libya has been studied by Sen and Eljadid (1999). Distribution of monthly rainfall in Libya has met the Gamma probability distribution functions are tested using Chi-Square test. The series of all rainfall recorded at least 20 years in Libya investigated statistically and Gamma distribution parameters are calculated on existing stations. Prediction rainfall amounts around 10, 25, 50, and 100 mm is achieved make use of the probability function.

Suhaila Abdul Aziz Jamaludin and (2007) classified daily rainfall data according to four types of rain (types 1, 2, 3, and 4). Gamma, Weibull, Kappa, and mixed Exponential are four distributions which are tested to conform to the number of daily rainfall in Malaysia peninsula. Parameter estimation for each distribution uses the maximum likelihood method. Based on tests of goodness-of-fit.
of-fit, Mixed Exponential distribution declared as the most appropriate distribution to describe the amount of daily rainfall in Malaysia peninsula.

Based on the book "Statistical Methods in Hydrology" (Hann CT, 1977), it has summarized that the Gamma distribution is the most appropriate for monthly and annual precipitation. In the book "Arid Lands and Water Evaluation and Management" (Maliva and Missimer, 2012), has shown that one of the distribution Normal, Log-Normal, Gamma, Weibull and Gumbel in accordance with the rainfall data from the arid and semi-arid.

We take three stations as samples for the area of Medan and use the Normal distribution, Gamma and Log-Normal. The goodness-of-fit test is used by Kolmogorov-Smirnov dan Anderson Darling. The rainfall pattern at the three stations in Medan can be used as consideration in predicting rainfall so that it can anticipate problems such as problems in the development of infrastructure and flood prevention in Medan.

2. Materials and Methods

a) Normal distribution
A random variable $X$ is said to be normally distributed, if its density function has the form (Montgomery and Runger, 2014):

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(x-\mu)^2}{2\sigma^2}}; -\infty < x < \infty$$

(1)

with parameter $\mu$ where $-\infty < \mu < \infty$ and $\sigma > 0$.

Mean of normal distribution: $E(X) = \mu$

Variance of the normal distribution: $Var(X) = \sigma^2$

b) Gamma distribution
A random variable $X$ is said to be Gamma distributed if and only if its density function has the form (Montgomery and Runger, 2014):

$$f(x) = \frac{\lambda x^{r-1} e^{-\lambda x}}{\Gamma(r)}; x > 0, \lambda > 0, r > 0$$

(2)

Mean of gamma distribution: $E(X) = \frac{r}{\lambda}$

Variance gamma distribution: $Var(X) = \frac{r}{\lambda^2}$

c) Lognormal Distribution
Let $W$ has a normal distribution with mean $\theta$ and variance $\omega^2$, then $e^{W}$ is a random variable which is lognormal distributed with the following probability density function (Montgomery and Runger, 2014):

$$f(x) = \frac{1}{x\omega\sqrt{2\pi}} e^{-\left[\frac{(\ln(x)-\theta)^2}{2\omega^2}\right]}; 0 < x < \infty$$

(3)

Mean of Lognormal distribution: $E(X) = e^{\theta+\frac{\omega^2}{2}}$

Variance of Lognormal distribution: $Var(X) = e^{2\theta+\omega^2}(e^{\omega^2} - 1)$
d) Moment Method

Let $X_1, X_2, ..., X_n$ are random samples of probability distribution $f(x)$ where $f(x)$ can be discrete probability mass function or continuous probability density function. The $k$-th population moment is (Wackerly, Mendenhall, and Scheaffer, 2008):

$$
\mu_k' = E(X^k)
$$

(4)

The appropriate $k$-th sample moment is:

$$
m_k' = \frac{1}{n} \sum_{i=1}^{n} X_i^k
$$

(5)

Moment method is based on the intuitive idea that states that the moment of the sample should provide a good estimate from appropriate population moment. That is, $m_k'$ has to be a good estimation of $\mu_k'$, where $k = 1, 2, ..., t$. Next, since population moment $\mu_1', \mu_2', ..., \mu_k'$ is a function of population parameter, then moment of population can be equated to the moment of sample and completing the desired estimator. Therefore, the method of moments can be expressed as follows:

Choose as estimation of parameter values which is a solution of the equation, $\mu_k' = m_k'$, where $k = 1, 2, ..., t$, and $t$ is the number of parameters to be estimated.

e) Test goodness-of-fit

The procedure steps to execute the Kolmogorov-Smirnov test to give a collection of sample values $x_1, x_2, ..., x_i$ examined from the population $X$ by article Soong (2004) is as follows:

a. Arranging the sample values from the smallest to biggest, denoted by $x_i$.

b. Determining the observed distribution function $F^0[x_i]$ at each $x_i$ using $F^0[x_i] = \frac{i}{N}$.

c. Determining theoretical distribution function $F_x[x_i]$ at each $x_i$ using distribution hypothesis which has been obtained and the deviation is determined from the equation:

$$
d_2 = \max|F^0[x_i] - F_x[x_i]|
$$

(6)

d. The maximum absolute value $d_2$ obtained from the equation $d_2 = \max|F^0[x_i] - F_x[x_i]|$, compared to the critical value shown in the statistics table. If the critical value is greater than equal $d_2$, then d tested distribution is suitable to describe the observed data, if it is not holds, that is the critical value greater than equal $d_2$, we get the tested distribution is not suitable for Kolmogorov-Smirnov, which is shown as follows (Lothar, 1984):

| limit to $d_2$ | $\alpha$ |
|----------------|----------|
| $\sqrt{n} \times 1,073$ | 0,20 |
| $\sqrt{n} \times 1,138$ | 0,15 |
| $\sqrt{n} \times 1,224$ | 0,10 |
| $\sqrt{n} \times 1,358$ | 0,05 |
| $\sqrt{n} \times 1,628$ | 0,01 |
Anderson Darling test is used to determine the distribution of the sample data. This test is a modification of the Kolmogorov-Smirnov test. Anderson Darling test uses a specific data distribution in calculating critical value.

The formula used to test Anderson Darling is:

\[
AD = \left[ \sum_{i=1}^{n} \frac{1 - 2i}{n} \{ \ln(F_0[Z_i]) + \ln(1 - F_0[Z_{n-i+1}]) \} \right] - n
\]  

(7)

where 
\( AD = \) Anderson Darling Test
\( n = \) Amount of data
\( F = \) Cumulative distribution function

Anderson Darling test uses the critical value according to the tested probability distribution as follows (Ang and Tang, 2007):

\[
A^* = AD + \frac{0.2 + 0.3}{n} \alpha; \text{ for gamma distribution}
\]

(8)

\[
A^* = \frac{\alpha}{1 + \frac{0.75 + 2.25}{n^2}} \alpha; \text{ for normal and lognormal distribution}
\]

(9)

where 
\( A^* = \) Critical value of Anderson Darling
\( n = \) Amount of data
\( \alpha = \) The level of significance

**Table 2** \( \alpha \) significance level of Anderson Darling test

| \( \alpha \) Level of Significance | 0.025 | 0.05 | 0.025 | 0.01 | 0.005 |
|-----------------------------------|------|------|------|------|-------|
| K                                 | 0.25 | 0.10 | 0.05 | 0.025| 0.01  |
| 1                                 | 0.486| 0.657| 0.786| 0.917| 1.092 |
| 2                                 | 0.477| 0.643| 0.768| 0.894| 1.062 |
| 3                                 | 0.475| 0.639| 0.762| 0.886| 1.052 |
| 4                                 | 0.473| 0.637| 0.759| 0.883| 1.048 |
| 5                                 | 0.472| 0.635| 0.758| 0.881| 1.045 |
| 6                                 | 0.472| 0.635| 0.757| 0.880| 1.043 |
| 8                                 | 0.471| 0.634| 0.755| 0.878| 1.041 |
| 10                                | 0.471| 0.633| 0.754| 0.877| 1.040 |
| 12                                | 0.471| 0.633| 0.754| 0.876| 1.038 |
| 15                                | 0.470| 0.632| 0.754| 0.876| 1.038 |
| 20                                | 0.470| 0.632| 0.753| 0.875| 1.037 |
| \( \infty \)                      | 0.470| 0.631| 0.752| 0.873| 1.035 |

### 3. Results and Discussion

The method of moment is used to estimate the parameters in the Normal, Gamma and Lognormal distribution. The result of parameter estimation by moment method using equation (4) and (5) shown in the following table:

**Table 3** The result of parameter estimation using Method of Moments

| Station          | Normal \( \hat{\mu} \) | Normal \( \hat{\sigma}^2 \) | Gamma \( \hat{\lambda} \) | Gamma \( \hat{\phi} \) | Lognormal \( \hat{\theta} \) | Lognormal \( \hat{\omega}^2 \) |
|------------------|-------------------------|-----------------------------|---------------------------|-------------------------|-----------------------------|-----------------------------|
| Medan Selayang   | 229,742                 | 14,885,5416                 | 0,015433903               | 3,545815743             | 5,312735695                 | 0,24843959                 |
| Tanjung Selamat  | 182                     | 17,288                      | 0,010527534               | 1,91601118              | 4,994033351                 | 0,419946678                |
| Tuntungan        | 241,925                 | 20,636,786                  | 0,011722998               | 2,836086291             | 5,33761395                  | 0,30202762                 |
Parameter estimation results are used to test goodness-of-fit, in this case, Kolmogorov-Smirnov and Anderson Darling test. This goodness-of-fit test is used to examine the appropriate distribution of the monthly rainfall in Medan Selayang, Tanjung Selamat, and Tuntungan stations. The results of the goodness of-fit test for Normal Distribution, Gamma and Lognormal are as follows:

**Table 4** The results of Goodness-of-Fit test using the Kolmogorov-Smirnov

| Station          | n   | Critical value | Normal   | Gamma    | Lognormal |
|------------------|-----|----------------|----------|----------|-----------|
| Medan Selayang   | 120 | 0.123237575    | 0.102710069 | 0.102710011 | 0.424515726 |
| Tanjung Selamat  | 120 | 0.123237575    | 0.125003484 | 0.125003474 | 0.39424123  |
| Tuntungan        | 120 | 0.123237575    | 0.086193286 | 0.086193283 | 0.407912624 |

Based on the results of the Kolmogorov-Smirnov test using equation (6) and Table 1, it is clear that the Normal and Gamma Distribution is appropriate with the monthly rainfall data in Medan Selayang and Tuntungan stations. While the monthly rainfall data at Tanjung Selamat station is not appropriate with the three distributions.

**Table 5** The results of Goodness-of-Fit test using Anderson Darling

| Station          | Normal  | Normal AD | Gamma  | Gamma AD | Lognormal  | Lognormal AD |
|------------------|---------|-----------|--------|----------|------------|--------------|
| Medan Selayang   | 0.747213166 | 1.71859701 | 1.723586083 | 1.718594948 | 0.747213166 | 1.529518631 |
| Tanjung Selamat  | 0.747213166 | 3.277427696 | 3.282419502 | 3.277428367 | 0.747213166 | 1.486938223 |
| Tuntungan        | 0.747213166 | 1.791307447 | 1.796298604 | 1.791307469 | 0.747213166 | 1.518192187 |

Based on the result of Anderson Darling test using equation (7), (8), (9), and Table 2, it is easy to see that the Gamma distribution is appropriate with all the stations in this study.

**Figure 1** Histogram of Medan Selayang station
4. Conclusion

The results of Kolmogorov-Smirnov goodness-of-fit test states that the Normal and Gamma Distribution is appropriate with the monthly rainfall data in Medan Selayang and Tuntungan stations. The results of Anderson Darling goodness-of-fit stated that the Gamma distribution is appropriate with all of the stations in this study.
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