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Abstract. We investigate the solvability of the equivalence problem in various subclasses of the class of context-free languages. Another fundamental problem necessary for the material in this paper is also the special binary relation for a set of finite languages. Combining these two topics, we obtain in this paper the necessary and sufficient conditions for the equality of two bracketed languages for the prefix-and-suffix case.

1. Introduction

This article is a continuation of the publications that we completed during 1991–2019, see [1 – 6] etc. Some of these papers are not available on the Internet, therefore, we must repeat notation and some propositions of these papers below.

In most of these publications, we primarily investigate the solvability of the equivalence problem in various subclasses of the class of context-free languages. To do this, we consider languages representing morphisms of the so-called bracketed languages or simple bracketed languages. We especially note that bracketed languages may seem simpler than variants of the Dick language, [7] etc.; however, according to the authors, they have been widely used since 1960s in automation systems for building compilers. Among the works on this subject, we especially note the publication of one of the authors of this paper, i.e. [4].

The second fundamental problem necessary for the material in this paper is also the special binary relation for a set of finite languages that we have studied; such a relation is satisfied if and only if the infinite iterations of these languages are equal. In some of the mentioned papers, we have obtained, in particular cases, the conditions for such equality; moreover, these conditions are sometimes necessary, sometimes sufficient, and sometimes necessary and sufficient.

Combining these two topics, we obtain in this paper the necessary and sufficient conditions for the equality of two bracketed languages for the so-called prefix-and-suffix case.

2. Notation and preliminaries

Like previous publications, we denote the set of pairs of brackets $\mu$, usually with subscripts:
\[ \mu \in \Sigma^* \times \Sigma^* \]

for the given finite alphabet \( \Sigma \).

For the sets of left brackets, we shall write
\[ \alpha(\mu) = \{ u | (\exists v)(u, v) \in \mu \}. \]
\[ \alpha(\mu, v) = \{ u | (u, v) \in \mu \}; \]

similarity,
\[ \beta(\mu) = \{ v | (\exists u)(u, v) \in \mu \}, \beta(\mu, u) = \{ v | (u, v) \in \mu \}. \]

Language \( \text{pref}(u) \) is the whole set of prefixes of the word \( u \), \( \text{opref}(u) \) is the set of its proper prefixes. Similarly, for languages, instead of the word \( u \).

We shall write \( \text{Pr}(A) \) if the language \( A \) has the prefix property; similarly, \( \text{Su}(A) \) for the suffix property. If \( \text{Pr}(\alpha(\mu)) \) and \( \text{Su}(\beta(\mu)) \), then we shall write \( \text{PrSu}(\mu) \).

For the considered \( L \) and \( \mu \), we shall write:
\[ \Psi^0(\mu, L) = L \]
\[ \Psi^j+1(\mu, L) = \{ u\Psi^j(\mu, L)v | (u, v) \in \mu \} \]
for each \( j \geq 0 \),
\[ \Psi^*(\mu, L) = \bigcup_{j \geq 0} \Psi^j(\mu, L), \]
\[ \Psi^+(\mu, L) = \bigcup_{j \geq 1} \Psi^j(\mu, L). \]

Thus,
\[ \Psi^*(\mu, L) = \{ u\Psi^j(\mu, L)v | (u, v) \in \mu \} \]
\[ \cup \{ w | w \in L \}. \]

Also,
\[ s(\mu) = \Psi^1(\mu, \{e\}) = \{ uv | (u, v) \in \mu \} \]

For any language \( L \), we shall write
\[ \Psi^*_i = \Psi^*(\mu_i, L); \]

remark that \( L \) could be infinite. Similarly, for languages \( \Psi^+_i \) and \( \Psi^+_j \) for any \( j \in \mathbb{N} \). We shall denote
\[ \alpha_i(\mu) = \alpha(\mu, v); \]

similarly, \( \alpha_i, \beta_i \) and \( \beta_i(\mu) \) are defined. Notation \( A^i_u, A^i_u \), and \( A^i_u \) (for the given language \( A \) and word \( u \)) is defined by [1].

If some set (language or a lot of word pairs) is the same for both subscripts \( i \in \{1, 2\} \), then we shall sometimes denote such set without these subscripts. For example, when we have already proved that \( \Psi^1 = \Psi^2_2 \), then we can denote this set \( \Psi^2 \).

Thus, for some infinite language \( L \) and sets of word pairs \( \mu_1 \) and \( \mu_2 \) consider equality
\[ \Psi^*_1 = \Psi^*_2 \]

(1)

with the following restrictions:
\[ \text{PrSu}(L), \text{PrSu}(\mu_1), \]
\[ L \cap \Psi^*_i = \emptyset, \]
\[ \Psi^1 = \Psi^2 \text{ and } \Psi^1 = \Psi^2. \]

(2)

Note that due to conditions (1) and (2), the equality \( \Psi^+_1 = \Psi^+_2 \). We will consider all these restrictions to be fulfilled throughout this article; we will formulate and prove all statements, taking them into account.

Without loss of generality, we assume that \( \mu_i \) do not contain the pair \( \{e, e\} \). Note that, despite this, for both \( i \), one of the sets \( \alpha_i \) or \( \beta_i \) can be equal to \( \{e\} \). However, all these possibilities will be considered
Let us consider language $\mathcal{L}$, and $w = u_i z_i v_i$ for some $(u_i, v_i) \in \mu_i$ and $z_i \in L$. Then we shall write $\Psi_{\alpha_1}^{-1}(w) = (u_i, v_i)$.

Note that according to the condition $\text{PrSu}(\mu_1)$, for any word $w \in \Psi_1$ there exists an unique pair $(u_i, v_i) \in \mu_i$, such that $w = u_i z_i v_i$ for some $z_i \in L$. Thus, the last notation is correct: it really defines exactly one pair of words from $\mu_i$, not a set of such pairs.

3. The inverse morphism

**Proposition 1.** $\alpha_1^* \odot \alpha_2^*, (\beta_2^*)^* \odot (\beta_1^*)^*$.

*Proof.* At first, let us prove that $\alpha_1^* \subseteq \text{opref}(\alpha_2^*)$.

Let $u \in \alpha_1^*$, $|u| = m$, then consider $n = ||\Psi_2^1||_{\min} + 1$. After that, we shall select a word $w \in \Psi_2^1$, such that $u \in \text{opref}(w)$ (we can select such $w$, because condition $n > m$ holds, then $\varepsilon \notin \alpha_1$).

By (1), $w \in \Psi_2^1$, then by the method of selecting $n$, condition $w \in \Psi_2^1$ for some $p > m$ holds. Therefore, $w = u_1 \ldots u_p z v \ldots v_1$, where $(u_j, v_j) \in \mu_2$ and $z \in L$.

The following condition is evident:

$$|u_1 \ldots u_p| \geq p > m,$$

then $u \in \text{opref}(u_1 \ldots u_p)$, i.e. $u \in \text{opref}(\alpha_2^*)$. Therefore, $\alpha_1^* \subseteq \text{opref}(\alpha_2^*)$.

In the same way, we can prove $\alpha_1^* \subseteq \text{opref}(\alpha_2^*)$. Then, using definition of [1], we have $\alpha_1^* \odot \alpha_2^*$.

The second condition $(\beta_2^*)^* \odot (\beta_1^*)^*$ can be proved similarly.

By the condition $\text{PrSu}(\mu_1)$, Proposition 1 and [1; Theorem 1], there exist a prefix language $A$ and a suffix language $B$, such that the following condition holds:

$$\alpha_1 \in mp(A), \quad \beta_1 \in mp(B).$$

For some $u \in A^*$ and $U \subseteq A^*$, we shall write

$$u' = h_1^-(u), \quad U' = \{h_{\alpha_1}^-(u) \mid u \in U\}.$$

For the alphabet $\Delta_A$ defined by [1], we have $\alpha_1^* \in mp(\Delta_A)$. Below, we shall write $\Delta$ instead of $\Delta_A$.

4. The language of left brackets as a morphism of the maximum prefix code

Let us consider language $D = \{w \in \Psi_1^1 \mid \Psi_{\alpha_1}^{-1}(w) \neq \Psi_{\alpha_1}^{-1}(w)\}$.

If $D = \emptyset$, then $\mu_1 = \mu_2$ and (1) is evident; therefore, we shall suppose below that $D \neq \emptyset$.

Consider some word $y \in D$, let

$$\Psi_{\alpha_1}^{-1}(y) = (u_i, v_i).$$

Without loss of generality, we can suppose that

$$|u_1^*| - |u_2^*| = m > 0.$$

Suppose that at the same time the inequality

$$|v_1^*| \geq |v_2^*|$$

holds. In this case, let us select some word $z \in \min(L)$ and consider $x = u z v$. By the way of selecting $x$, we have $x \in \Psi_2^1$, then by the considered limitation, $x \in \Psi_1^1$, then there exist the words $\alpha_1^{-1}(x)$ and $\beta_1^{-1}(x)$. By the condition $\text{PrSu}(\mu_1)$, we have

$$|\alpha_1^{-1}(x)| > |u_2|, |\beta_1^{-1}(x)| \geq |v_1|,$$

Then for some $z' \in L$, such that

$$x = \alpha_1^{-1}(x) z' \beta_1^{-1}(x),$$
the inequality $|z'| < |z|$ holds. For the last condition, we obtain $z \notin \text{min}(L)$.

The obtained contradiction ($z \in \text{min}(L)$ and $z \notin \text{min}(L)$ shows, that (3) cannot be performed; i.e. for some $n > 0$, we have $|v'_n| - |v'_1| = n$.

Now, let us consider the languages

$$E = \alpha_1(v_1)|_{u_2} = \{ \omega | (u_2, \omega, v_1) \in \mu_1\}$$

and

$$F = \alpha_1|_{u_2} = \{ \omega | (\exists \nu | (u_2, \omega, \nu) \in \mu_1\}$$

(below, we shall not give such detailed definitions of the considered languages and sets of pairs). Let us also remark, that:

- $E \neq \emptyset$, because $(u_2, v_1) \in \mu_1$ and $u_2 \in \text{orpref}(u_1)$;
- $E \subseteq F$ by definitions of these sets;
- $E, F \subseteq A^+$; and, therefore, there exist the languages $E'$ and $F'$.

By proposition 1, $\alpha_1 \in \text{mp}(A)$, then by definition of maximum prefix codes, we have $F \in \text{mp}(A)$, i.e. $F' \in \text{mp}(A)$.

**Proposition 2.** $E = F$.

**Proof.** Consider the language

$$G = \Psi^+|_{u_2} |_{v_1}.\$$

Let us write it in the two following ways.

Considering sets $\mu_2$ and $\Psi^+_2$, we can write $G$ in the following way:

$$G = \Psi^+ \beta_2(u_2).$$

(4)

By $\alpha_2 \in \text{mp}(A)$, the following condition holds:

$$(\forall \omega \in A^+)(\omega \in \text{pref}(G)).\$$

(5)

Vice versa, considering sets $\mu_1$ and $\Psi^+_1$, we can write $G$ by $E \Psi^* v_1$. Then (4) is true if and only if

$$E \in \text{mp}^+(A).$$

(6)

By $E \subseteq F \in \text{mp}(A)$ and (6), we obtain the following: $E \in \text{mp}(A)$, then $E = F$.

**Proposition 3.** $(\forall v \in \beta_1)(\alpha_1(v) \in \text{mp}(A))$.

**Proof.** For the selected words $u_2$ and $v_1$ and set $G$ (see Proposition 2), let us consider the languages

$$H = G|_{v_1} \text{ and } K = H|_{v_1}.\$$

By the representing set $G$ in the form $E \Psi^* v_1$, which can be obtained considering $\mu_1$ and $\Psi^+_1$, we have $H = E \Psi^*$. By the last equation,

$$K = E(\Psi^*)|_{v_1},$$

then

$$E \subseteq \text{pref}(K).\$$

(7)

Let us consider the second representation of the language $G$, i.e. (4). By this representation, if

$$\alpha_i(v) \notin \text{mp}(A)$$

for some $i$, then (7) proved before cannot hold.

Now, let us consider the language

$$M = \Psi^1|_{u_2-v_1}.\$$

This language is not empty, because it contains the word $y$ selected before, besides

$$u_2 \in \text{pref}(y) \text{ and } v_1 \in \text{suffix}(y).$$
Let us consider some word \( x \in M \). By \( \Pr(\alpha_2) \), the following conditions hold:
\[
\Psi_1^{-1}(x) \neq \Psi_2^{-1}(x), \quad \alpha_2^{-1}(x) = u_2;
\]
similarly, \( \beta_1^{-1}(x) = v_1 \). Then the following condition holds:
\[
(\forall x \in \Psi^1)_{u_2-v_2})(\alpha_2^{-1}(x) = u_2, \ \beta_1^{-1}(x) = v_1).
\]

**Proposition 4.** \( E' = \Delta^m \) for \( m \) fixed before.

**Proof.** Supposing \( E' \neq \Delta^m \), we obtain \( \overline{\Sigma u}(E') \); therefore \( \overline{\Sigma u}(E) \).

Let us write the last fact in the following way:
\[
(\exists x_1, x_2 x_1 \in E)(|x_2| > 0).
\]

By (8), the following conditions hold:
\[
(u_2 x_1, v_1) \in \mu_1, \quad (u_2 x_2 x_1, v_1) \in \mu_2;
\]
then we have for any \( z \in L \):
\[
(u_2 x_1 z v_1) \in \Psi^1, \quad (u_2 x_2 x_1 z v_1) \in \Psi^1.
\]

Also, we obtain by (8), that
\[
\alpha_2^{-1}(u_2 x_1 z v_1) = \alpha_2^{-1}(u_2 x_2 x_1 z v_1) = u_2.
\]

Then
\[
x_1 z v_1 \in L \beta_2 \text{ and } x_2 x_1 z v_1 \in L \beta_2,
\]
i.e. \( \overline{\Sigma u}(L \beta_2) \) holds, and the last fact contradicts to Proposition 3.

**5. Conclusion**

Thus, we show that in some cases, the language of left brackets can be represented as a special morphism of a maximum prefix code. This fact can be used to prove the solvability of the equivalence problem in some special subclasses of the class of context-free languages (like (2) etc.), which, in turn, can be used in various automation systems for building compilers.
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