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Abstract

Non-parametric tests based on permutation, rotation or sign-flipping are examples of group-invariance tests. These tests test invariance of the null distribution under a set of transformations that has a group structure, in the algebraic sense. Such groups are often huge, which makes it computationally infeasible to test using the entire group. Hence, it is standard practice to test using a randomly sampled set of transformations from the group. This random sample still needs to be substantial to obtain good power and replicability. We improve upon this standard practice by using a well-designed subgroup of transformations instead of a random sample. The resulting subgroup-invariance test is still exact, as invariance under a group implies invariance under its subgroups.

We illustrate this in a generalized location model and obtain more powerful tests based on the same number of transformations. In particular, we show that a subgroup-invariance test is consistent for lower signal-to-noise ratios than a test based on a random sample. For the special case of a normal location model and a particular design of the subgroup, we show that the power improvement is equivalent to the power difference between a Monte Carlo $Z$-test and a Monte Carlo $t$-test.
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1 Introduction

Permutation tests, randomization tests and related testing procedures are ubiquitous in modern-day statistical research (Onghena, 2018; Good, 2005; Berry et al., 2014), for example in genomics (Tusher et al., 2001; Li and Tibshirani, 2013; Debeer and Strobl, 2020), neuroimaging (Eklund et al., 2016) and economics (Young, 2019). Such non-parametric (or semi-parametric) tests are useful in part because they require few assumptions on the data distribution (Anderson and Robinson, 2001; Hemerik et al., 2021). Additionally, they have seen recent popularity in the simultaneous testing of many hypotheses, as they are often able to take into account the dependence structure of the data in an exact way, leading to relatively high power (Westfall and Young, 1993; Tusher
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et al., 2001; Meinshausen, 2006; Pesarin and Salmaso, 2010; Meinshausen et al., 2011; Hemerik and Goeman, 2018c; Blanchard et al., 2020). For example, under strong positive dependence in the data, Bonferroni’s multiple testing correction is very conservative and is greatly improved by a permutation method (Westfall and Young, 1993; Westfall and Troendle, 2008).

These non-parametric tests often rely on the assumption that under the null hypothesis, the data distribution is invariant under a set $G$ of transformations that is a group, in the algebraic sense (Lehmann and Romano, 2005; Hemerik and Goeman, 2018b). That is, every element in $G$ has an inverse in $G$ and $G$ is closed under composition. We will refer to tests based on a group-invariance assumption as group-invariance tests. One prominent example is permutation tests. Another is sign-flipping tests (Fisher, 1935; Efron, 1969; Bekker and Lawford, 2008; Davidson and Flachaire, 2008; Winkler et al., 2014; Andreella et al., 2020; Blain et al., 2022; Girardi et al., 2022). Sign-flipping is used, for instance, for testing in (generalized) linear models by sign-flipping residuals on score contributions (Hemerik et al., 2020, 2021; De Santis et al., 2022). But tests based other groups of transformations, e.g. rotations are also used (Langsrud, 2005; Solari et al., 2014). The requirement that $G$ is a group is fundamental; using a set of transformations that is not a group can lead to a very conservative or anti-conservative test (Southworth et al., 2009; Hemerik and Goeman, 2018b, 2021).

1.1 Current practice

For moderate or large sample sizes, the cardinality $|G|$ is typically huge, so that it is often computationally infeasible to use the whole group. For example, the order of the permutation and sign-flipping groups is $n!$ and $2^n$, respectively, where $n$ is the number of observations. As a solution, it is universal practice among researchers to use a random finite subset of transformations (Eden and Yates, 1933; Dwass, 1957; Phipson and Smyth, 2010). This can be done in such a way that the test is still exact (Hemerik and Goeman, 2018b). We will henceforth refer to such a test as a Monte Carlo group-invariance test.

Using a small random subset transformations results in power loss compared to using the full group of transformations. Moreover, it leads to reduced replicability, since the test depends on the random subset of transformations that happens to be sampled. For a Monte Carlo group-invariance test to have good power and to obtain replicable results, it is therefore important that a large random subset of transformations is used. Typically, this number is several times larger than $\alpha^{-1}$, where $\alpha$ is the nominal level of the test. For example, for a nominal level $\alpha = 0.05$, it is common to use 100-5000 random transformations. Unfortunately, using a large random subset of transformations can remain prohibitive, as tests and multiple testing methods based on permutations (or other transformations) can be highly computationally intensive (Gao et al., 2010; Kofler and Schlötterer, 2012; Hemerik et al., 2019; Vesely et al., 2021).

To reduce the number of transformations required, a few methods have been proposed in the literature. For example, Good (2005) approximates the permutation reference distribution using moment matching. Winkler et al. (2016) review and propose additional methods for obtaining high-resolution $p$-values based on a limited number of random permutations. However, although the resolution of permutation $p$-values is improved, these approaches are not exact. Moreover, the $p$-values will still depend on the particular random sample of permutations that has been drawn, which also reduces the replicability of the results. Further, it is not clear how to generally combine the methods in e.g. Winkler et al. (2016) with permutation-based multiple testing methods, which are often not $p$-value based. Thus, most of the drawbacks of the use of a limited set of random
transformations have remained unresolved.

1.2 Contribution

In this paper, we propose an alternative approach to group-invariance testing: we replace the random subset of transformations with a (deterministic) subgroup of transformations. We henceforth refer to such tests as subgroup-invariance tests. Here, the subgroup can be selected in order to improve the power. If the subgroup is selected independently of the data, this does not affect the size of the test. This approach works without any additional assumptions and yields a fully replicable test.

We illustrate this idea in a generalized location-shift model, which also contains the important two-sample comparison of means as a special case. As the group \( \mathcal{G} \) we consider (subgroups of) the orthogonal group. This group contains the rotation group, the permutation group and the sign-flipping group as subgroups, and can be conveniently represented as a collection of orthonormal matrices.

In this model, we compare the power of subgroup-invariance tests to the commonly used Monte Carlo group-invariance tests that are based on a random subset. We prove novel consistency results that link the consistency of a subgroup-invariance test to a real value \( \delta_S \) that depends on the subgroup \( S \) of \( \mathcal{G} \). Intuitively speaking, if \( \delta_S \) is ‘large’ then the elements of \( S \) are more alike. We find that if \( \delta_S \) is large, then a larger signal-to-noise ratio is required for the test to be consistent. Similarly, if \( \delta_S \) is small, then a smaller signal-to-noise ratio is required for the test to be consistent.

We prove an analogous result about the consistency of Monte Carlo group-invariance tests. There, the consistency turns out to depend on the full group \( \mathcal{G} \) through \( \delta_G \). As we have \( \delta_S \leq \delta_G \) for any subgroup \( S \) of \( \mathcal{G} \), our results require a lower signal-to-noise ratio for consistency of subgroup-invariance tests than for the consistency of Monte Carlo group-invariance tests.

Moreover, we provide a detailed power analysis in a normal location model, by linking the tests to \( Z \)-tests and \( t \)-tests. In particular, we consider subgroups \( S \) for which \( \delta_S^{\text{abs}} = 0 \), a variant of \( \delta_S \) we use for the analysis of two-sided tests. We show that subgroup-invariance tests based on such subgroups have the same size and power as a Monte Carlo \( Z \)-test. In addition, we show that a Monte Carlo orthogonal group-invariance test has the same size and power properties as a Monte Carlo \( t \)-test (regardless of the normality assumption). Under normality, Monte Carlo \( Z \)-tests are more powerful than Monte Carlo \( t \)-tests, if the same number of draws are used. As a consequence, the subgroup-invariance tests are more powerful, if the random sample and subgroup have the same number of elements.

We also study the power through simulations, where we find that the subgroup-invariance tests we consider are substantially closer to the power of the test based on the full group, in comparison to the Monte Carlo tests based on the same number of transformations. In addition, to obtain the same power as a Monte Carlo test with \( M \) random transformations, we require a subgroup with a cardinality smaller than \( M \) (roughly \( M/2 \) in our simulation experiments). Thus, our method is an effective way to improve power or reduce the computation time; these are two sides of the same coin. Moreover, simulations show that even if the subgroup is randomly chosen in some sense, the variability of the \( p \)-value (conditional on the data) is smaller than that of a \( p \)-value based on random sampling.

Beside the properties of the tests, we also study the properties of the subgroups. We connect the problem of finding a subgroup for which \( \delta_S \) is small to group code problems (Slepian, 1968; Conway and Sloane, 1998), which relate to the spreading of points on a unit hypersphere.
connection exposes that demanding $\delta_S$ (or its two-sided equivalent $\delta_{abs}^S$) to be small, bounds the maximum order of the subgroup. For example, if $\delta_{abs}^S = 0$ then $|S| \leq n$, where $n$ is the dimension of the data. In addition, we provide an in-depth example of the subgroups of the sign-flipping group.

Finally, we apply the methodology to fMRI data, to illustrate that our methodology can be combined with permutation-based (multiple) testing procedures.

The appendix contains an example of the two-sample comparison problem, a description of an algorithm for constructing subgroups of the sign-flipping group, as well as (most of) the proofs of the results. The algorithm described in the Appendix is implemented by Koning (2022b), and Koning (2022a) provides a readily available library of subgroups of the sign-flipping groups that were obtained using the algorithm.

2 Background: Testing invariance

In this section, we describe the problem of testing invariance and define group-invariance tests, to provide a context for our contributions.

Let $\mathbb{R}^n$ be our sample space and $G$ be a compact group of $n \times n$ orthonormal matrices under matrix multiplication. For $G$ to be a group, it means that it contains the product of every pair of its elements, the inverse of every element, as well as the identity matrix $I$. If $G$ is finite, for example, then it is also compact. More generally, we can allow our sample space to be a topological space, and the group to be a compact topological group that acts continuously on the sample space (see e.g. Eaton, 1989).

We observe a realization of a random variable $X$ in our sample space. The random variable $X$ is said to be $G$-invariant if $X \overset{d}{=} GX$, for all $G \in G$. Equivalently, $X$ is $G$-invariant if $X \overset{d}{=} \mathcal{G}X$, where $\mathcal{G}$ is uniform on $G$ independent of $X$ (see Appendix C.1 for a proof). Our goal is to test whether $X$ is $G$-invariant at some level $\alpha \in (0, 1)$:

$H_0 : X$ is $G$-invariant,

$H_1 : X$ is not $G$-invariant.

**Example 1.** An important example is invariance under the permutation group: the collection of all permutation matrices $\mathcal{P}$. Invariance under the permutation group sometimes referred to as ‘exchangeability’. As an example, if $X$ has i.i.d. elements then $X$ is exchangeable (though exchangeable vectors need not be i.i.d.). Another example is the collection of ‘sign-flipping’ matrices $\mathcal{R}$, which are diagonal matrices with diagonal elements in $\{\pm 1\}$. Invariance under $\mathcal{R}$ includes, for example, random vectors with independent elements and marginal distributions symmetric about 0. A further important example is the orthogonal group: the collection of all orthonormal matrices $\mathcal{H}$, which includes all rotations. Random vectors that are $\mathcal{H}$-invariant are also called ‘spherical’.

2.1 Group-invariance tests

In order to test invariance, it is standard practice to use a group-invariance test. Let $T : X \to \mathbb{R}$ act as a test statistic and $\mathcal{G}$ denote a random variable that is uniformly distributed on $G$. Then, a level $\alpha$ $G$-invariance test is defined as

$$\phi^G_\alpha(X) := \mathbb{I}\{\mathcal{P}(T(\mathcal{G}X) \geq T(X)) \leq \alpha\},$$
where \( \mathbb{P}_G(T(\mathcal{G}X) \geq T(X)) \) is the \( p \)-value of the test. It can be equivalently written in a form where \( T(X) \) should exceed some threshold, as

\[
\phi^G_\alpha(X) = I\{T(X) > q^G_\alpha(G)\}.
\]

where \( q^G_\alpha(G) \) is the \( \alpha \)-upper quantile of the distribution of \( T(\mathcal{G}X) \), where \( \mathcal{G} \) is uniform on \( G \). Note here that the critical value \( q^G_\alpha(G) \) depends on the data.

Group-invariance tests are popular as they yield a test with exact size control (as opposed to approximate), regardless of the chosen test statistic. This is captured by the well-known

**Theorem 1.** If \( X \) is \( G \)-invariant, then \( \mathbb{E}_X \phi^G_\alpha(X) \leq \alpha \).

For completeness, a proof can be found in Appendix C, together with all proofs of results that are not included in the text.

### 2.2 Practice

In practice, the groups under which invariance is tested are typically huge. This often makes it infeasible to compute the \( p \)-value \( \mathbb{P}_G(T(\mathcal{G}X) \geq T(X)) \). Therefore, it is universal practice to use a Monte Carlo (MC) test, instead. In particular, let \( G_M \) be a set containing \( M - 1 \) independent draws from \( \mathbb{P}_G \) and the identity \( I \), and let \( \mathcal{G}_M \) be uniform on \( G_M \). Then, an \( M \)-draw MC \( G \)-invariance test is defined as

\[
\phi^{G_M}_\alpha(X) := I\{\mathbb{P}_{G_M}(T(\mathcal{G}_MX) \geq T(X)) \leq \alpha\}.
\]

This test is still exact (Hemerik and Goeman, 2018b). However, it comes with two issues. First, if \( M \) is small, then one would expect the power to be low. In addition, it is a random test as it depends on the random draw of \( G_M \). This means that the outcome is not replicable, if one does not have access to the seed and random number generator. The replicability worsens if \( M \) is small.

### 3 Subgroup-invariance tests

The key idea in this paper is the use of subgroup-invariance tests as an alternative to Monte Carlo group-invariance tests. The construction of these tests relies on

**Theorem 2.** If \( S \) is a subgroup of \( G \) and \( X \) is \( G \)-invariant, then \( X \) is also \( S \)-invariant.

The result follows immediately from the definition of \( G \)-invariance. If the subgroup \( S \) is compact, we can use it to construct a subgroup-invariance test \( \phi^S_\alpha \). Such a subgroup-invariance test controls size, by

**Corollary 1.** If \( X \) is \( G \)-invariant, then \( \mathbb{E}_X \phi^S_\alpha(X) \leq \alpha \).

**Proof.** From Theorem 2, we learn that \( X \) is \( S \)-invariant. Theorem 1 then yields \( \mathbb{E}_X \phi^S_\alpha(X) \leq \alpha \).

As as any (compact) subgroup yields a test with exact size control, we can choose a subgroup that yields a test with desirable power properties. In particular, we will consider choosing a finite subgroup of order \( M \), say, that yields a test with desirable power properties. This way, we aim to obtain tests that are more powerful than MC group-invariance tests.
In contrast to an MC group-invariance test, such a subgroup-invariance test has the additional benefit that it is completely deterministic given the data, and therefore does not suffer from replicability issues. If desirable, one can also construct Monte Carlo tests based on the subgroup, by sampling independently from a uniform distribution on the subgroup.

While it is possible to beat MC group-invariance tests, as we shall see in the upcoming sections, it is impossible to find a subgroup-invariance test that is more powerful than the (full) group-invariance test by

\[ \phi_G^G \geq \phi_S^G. \]

4 Generalized location model

From this section onwards, we study subgroup-invariance tests in a generalized location model. Suppose that \( X \) can be decomposed as

\[ X = \iota \mu + \varepsilon, \]

where \( \iota \) is a unit \( n \)-vector, \( \mu \in \mathbb{R} \) is the parameter of interest and \( \varepsilon \) is a \( G \)-invariant random \( n \)-vector.

As \( \varepsilon \) is \( G \)-invariant, we have \( \varepsilon \overset{d}{=} G\varepsilon \) where \( G \) is uniform on \( G \), independent from \( \varepsilon \). Hence, we can equivalently define \( X \) as

\[ X = \iota \mu + G\varepsilon. \]

We sometimes write \( X_G \) to emphasize the dependence of \( X \) on \( G \).

We are interested in testing \( H_0 : \mu = 0 \) at level \( \alpha \). Notice that if \( \mu = 0 \) then \( X = \varepsilon \), so that \( X \) is \( G \)-invariant under \( H_0 \). As a consequence, if we test for \( G \)-invariance of \( X \) and reject, we can also reject \( H_0 \). We consider both one-sided and two-sided alternatives \( H_1 : \mu \neq 0 \) and \( H_1^+ : \mu > 0 \), for which we use the test statistics \( X \mapsto \|\iota'X\| \) and \( X \mapsto \iota'X \), respectively.

This model is more general than it may seem at first glance. In particular, choosing \( \iota = n^{-1/2}(1, 1, ..., 1)' \) yields a ‘standard’ location model. But a different choice of \( \iota \) can, for example, be used to model two-group comparisons of means: see Appendix A. In addition, the applicability of our results is not limited to the generalized location model. Indeed, many complex testing problems can be approximated by testing a location, such as inference in generalized linear models with nuisance covariates. There, a recent approach is to first compute residuals or score contributions and apply sign-flipping to those (De Santis et al., 2022; Hemerik et al., 2020, 2021). Such approaches are asymptotically exact. Thus, \( \iota \mu + \varepsilon \) does not necessarily need to represent the ‘full’ data distribution. It can also represent a vector of test statistics as in Andreella et al. (2020), or a vector of residuals as in e.g. Winkler et al. (2014), or a vector of score contributions as in e.g. Hemerik et al. (2020).

4.1 The leak

The one-sided group-invariance test compares \( \iota'X \) to the \( \alpha \) upper-quantile of the distribution of

\[ \iota'G \varepsilon = \iota'G\mu + \iota'G\varepsilon, \]

for fixed \( X \). Note that this distribution depends on \( \mu \) under the alternative, through the term \( \iota'G\mu \).

This term will play an important role in the remainder, and we follow an earlier version of Dobriban (2022) in referring to it as a “leak” of signal into noise.
To study the impact of the leak, we consider the following quantifications of its magnitude, for a given subset $S \neq \{I\}$ of the group of all orthonormal matrices $\mathcal{H}$:

$$\delta_S := \sup_{S \in \mathcal{S} \setminus \{I\}} \iota^S \ell,$$

As an example, if each $S \in \mathcal{S} \setminus \{I\}$ is a diagonal matrix with $n/2$ diagonal entries equal to 1 and $n/2$ diagonal entries equal to 1, and $\iota = n^{-1/2}(1, 1, \ldots, 1)'$, then $\delta_S = 0$. Subgroups of this form are studied in Section 7.

### 4.2 Consistency and the leak

In this section, we describe conditions for non-asymptotic consistency of subgroup-invariance tests. In particular, Theorem 4 shows that the magnitude of the leak has a negative impact on the power of the test. Specifically, a test based on a subgroup $S$ with a larger leak $\delta_S$ requires a larger signal-to-noise ratio $\mu/\|\varepsilon\|_2$ to be consistent. As a consequence, we would like to select a subgroup $S$ for which $\delta_S$ is minimized.

**Theorem 4.** Let $\varepsilon$ be $\mathcal{G}$-invariant and let $S$ be a finite subset of $\mathcal{G}$.

- If $\alpha \geq 1/|S|$ and $\mu \sqrt{1 - \delta_S} > \sqrt{2}\|\varepsilon\|_2$, then $E_{\mathcal{G}} \phi^S_\alpha(\mathcal{X}) = 1$.

- If $\alpha = 1/|S|$, $\varepsilon$ is $\mathcal{H}$-invariant and $\delta_S < 1$, then $\mu \sqrt{1 - \delta_S} \geq \sqrt{2}\|\varepsilon\|_2$ if and only if $E_{\mathcal{H}} \phi^S_\alpha(\mathcal{X}) = 1$.

Notice that the second claim shows that the result is ‘sharp’, in the sense that there exists an $\alpha \geq 1/|S|$ and a group $\mathcal{G}$ such that there is equivalence. In Remark 5 in Appendix C we further discuss the sharpness of the first claim. There, we also provide a ‘sharper’ claim that depends on $\mathcal{G}$, but which is unfortunately harder to interpret as it no longer explicitly depends on the $\delta_S$. Furthermore, in Remark 4 in Appendix C, we also include a technical discussion of the claims of Theorem 4.

Interestingly, Theorem 4 does not require $S$ to be a subgroup of $\mathcal{G}$. However, if $S$ is not a subgroup of $\mathcal{G}$, we would generally not expect $\phi^S_\alpha$ to control size.

A result about asymptotic consistency is easily obtained from Theorem 4.

**Corollary 2.** Let $\mathcal{X}_{\mathcal{G}_m}$, $\iota_m$, $\mu_m$, $\varepsilon_m$, $S_m$, $\alpha_m$, $\mathcal{G}_m$, $\mathcal{T}_m$ be sequences of the corresponding objects in Theorem 4 indexed by $m \in \mathbb{N}$. Suppose $\alpha_m \geq 1/|S_m|$ and $\mu_m \sqrt{1 - \delta_{S_m}} \rightarrow c \in (\sqrt{2}, \infty)$, as $m \rightarrow \infty$. Then, $E_{\mathcal{T}_m} \phi^{S_m}_{\alpha_m}(\mathcal{X}_{\mathcal{G}_m}) \rightarrow 1$.

For the two-sided test, an analogous result holds. Here, we can define a two-sided version of the leak $\delta^{\text{abs}}_S = \sup_{S \in \mathcal{S} \setminus \{I\}} |\iota^S \ell|$. Denoting the two-sided analogue of $\phi^S_\alpha$ by $\phi^S_\alpha$, we obtain

**Theorem 5.** Let $\varepsilon$ be $\mathcal{G}$-invariant and $S$ be a finite subset of $\mathcal{G}$.

- If $\alpha \geq 1/|S|$ and $|\mu| \sqrt{1 - \delta^{\text{abs}}_S} > \sqrt{2}\|\varepsilon\|_2$, then $E_{\mathcal{G}} \phi^S_\alpha(\mathcal{X}) = 1$.

- If $\alpha = 1/|S|$, $\varepsilon$ is $\mathcal{H}$-invariant and $\delta^{\text{abs}}_S < 1$, then $|\mu| \sqrt{1 - \delta^{\text{abs}}_S} \geq \sqrt{2}\|\varepsilon\|_2$ if and only if $E_{\mathcal{H}} \phi^S_\alpha(\mathcal{X}) = 1$. 
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5 Generalized location model: comparing the power of subgroup and Monte Carlo tests

In this section, we study and compare the power properties of the subgroup-invariance and MC group-invariance tests. We first compare the (non-asymptotic) consistency of the tests, through a consistency result for MC group-invariance tests that is analogous to Theorem 4. Subsequently, we provide a more detailed power comparison under normality.

5.1 Comparison based on consistency

To compare Monte Carlo group-invariance tests and subgroup-invariance tests, we derive an analogue of the consistency result in Theorem 4 for Monte Carlo tests. A similar analogue can be constructed for the two-sided Theorem 5.

Theorem 6 shows that the magnitude of the leak $\delta_\mathcal{G}$ of the group $\mathcal{G}$ from which the Monte Carlo sample $\mathcal{G}_M$ is taken, determines whether the Monte Carlo test is consistent.

**Theorem 6.** Let $\varepsilon$ be $\mathcal{G}$-invariant, $\|\varepsilon\|_2 > 0$. Let the set $\mathcal{G}_M$ consist of $M-1$ uniformly drawn random variables from $\mathcal{G}$ without replacement, and the identity.

- If $\alpha \geq 1/M$ and $\mu \sqrt{1-\delta_\mathcal{G}} > \sqrt{2}\|\varepsilon\|_2$, then $E_{\mathcal{G}_M} E_{\mathcal{G}} \phi_\alpha^{\mathcal{G}_M}(X_{\mathcal{G}}) = 1$.
- If $\alpha = 1/M$ and $\varepsilon$ is $\mathcal{H}$-invariant and $\delta_\mathcal{G} < 1$, then $\mu \sqrt{1-\delta_\mathcal{G}} \geq \sqrt{2}\|\varepsilon\|_2$ if and only if $E_{\mathcal{G}_H} E_{\mathcal{H}} \phi_\alpha^{\mathcal{H}_M}(X_{\mathcal{H}}) = 1$.

For any subgroup $\mathcal{S}$ of $\mathcal{G}$, we have $\delta_\mathcal{S} \leq \delta_\mathcal{G}$. Comparing Theorem 4 and 6 then tells us that a subgroup-invariance test is consistent for a smaller signal-to-noise ratio than a Monte Carlo group-invariance test based on $|\mathcal{S}|$ draws from $\mathcal{G}$. A precise statement of this claim is captured in Proposition 1. As a consequence, we find that the subgroup based tests are more powerful than their Monte Carlo counterpart, as measured in terms of consistency.

**Proposition 1.** Suppose $\varepsilon$ is $\mathcal{H}$-invariant, $\|\varepsilon\|_2 > 0$, and $\mathcal{S}$ is a subgroup of $\mathcal{G}$ with $|\mathcal{S}| = M$. Then, $\phi_\alpha^{\mathcal{S}/M}$ is consistent for a strictly smaller value of the signal-to-noise ratio $\mu/\|\varepsilon\|_2$ than $\phi_\alpha^{\mathcal{G}_M}$ if and only if $\delta_\mathcal{S} < \delta_\mathcal{G}$. In addition, both tests control size.

As an illustration, Figure 1 plots the power of a subgroup-invariance test based on a subgroup $\mathcal{S}$ with $\delta_\mathcal{S} = 0$, and a Monte Carlo group-invariance test based on $M$ draws from $\mathcal{H}$, for $\mathcal{H}$-invariant $\varepsilon$. Here, we indeed observe that the power of the subgroup-invariance test hits 1 at a signal-to-noise ratio of $\sqrt{2}$, as predicted by substituting $\delta_\mathcal{S} = 0$ in Theorem 4. This is especially visible in Figures 1a and 1b. At the same time, the power of Monte Carlo test only approaches 1 as $\mu/\|\varepsilon\|_2$ increases.

5.2 Power comparison under normality

With the results discussed in the previous section, we obtain a power comparison in terms of consistency. To understand the power beyond consistency, we compare the two tests under normality. We connect Monte Carlo group-invariance tests to the $t$-test and, under normality, subgroup-invariance tests to the $Z$-test. This yields clean results about power of the tests, and allows for a simple comparison in the normal location model.

The following result shows that the $t$-test can be interpreted as a group-invariance test.
Theorem 7. The t-test is the orthogonal group-invariance test. That is, let \( \hat{\sigma} = \sqrt{X'(I - \iota\iota')X/(n-1)} \), then
\[
\phi^H_\alpha(X) = I\{\iota'X/\hat{\sigma} > t_{n-1}^\alpha\},
\]
where \( t_{n-1}^\alpha \) denotes the \( \alpha \) upper-quantile of the t-distribution with \( (n-1) \) degrees of freedom.

Remark 1. Note that this result does not depend on the distribution of \( X \), so for this result we do not assume \( X \) is normally distributed. In fact, it holds conditional on \( X \).

We do not believe Theorem 7 is novel. However, to our surprise, we were unable to find the result in the literature or textbooks in this form, although several strongly related results exist: see Chmielewski (1981). For example, the result does not appear in Lehmann and Romano (2005), who extensively discuss group-invariance tests and their relationship to the t-test (see Chapter 15.2 and in particular Example 15.2.4). The result is straightforward to generalize to F-tests to test parameters of higher dimension.

The proof of Theorem 7 can be modified to obtain an analogous result for Monte Carlo group-invariance tests.

Corollary 3. The test \( \phi^H_{\alpha M} \) has the same size and power as an \( M \)-draw Monte Carlo t\(_{n-1}\)-test.

For subgroups with \( \delta_S^{abs} = 0 \), we establish a similar connection to the Z-test.

Theorem 8. Let \( S \) be a subgroup of \( H \) with \( \delta_S^{abs} = 0 \). Let \( \varepsilon \sim N(0, \sigma^2I) \), where \( \sigma^2 > 0 \). Then, an \( S \)-invariance test has the same size and power as an \( |S| \)-Monte Carlo Z-test.

Intuitively, the result states that if \( \varepsilon \) happens to have distribution \( \varepsilon \sim N(0, \sigma^2I) \), \( \sigma^2 > 0 \), unbeknownst to the analyst, then the \( S \)-invariance test has the same size and power as a Monte Carlo Z-test. The subgroup therefore essentially allows the analyst to sample from the unknown null distribution. For this reason, we henceforth refer to subgroups \( S \) with \( \delta_S^{abs} = 0 \) as oracle subgroups. In Section 6.1 we discuss the existence and order of these subgroups.

Comparing Theorem 8 to Corollary 3, we conclude that oracle subgroup-invariance tests are more powerful than MC group-invariance tests in a normal location model, as captured in Corollary 4.

Corollary 4. Let \( \varepsilon \sim N(0, \sigma^2I) \), \( \sigma^2 > 0 \) and \( S \subset H \) be a subgroup for which \( \delta_S^{abs} = 0 \). Then, an \( S \)-invariance test is more powerful than an \( |S| \)-Monte Carlo H-invariance test.

6 Generalized location model: choosing a subgroup and group codes

In this section, we consider some important properties of subgroups \( S \) of \( H \) for which \( \delta_S \) is ‘small’. First, notice that \(-1 \leq \delta_S \leq 1\) for every \( S \), so that it makes sense to focus on subgroups for which \( \delta_S < 1 \). Let us write \( \tilde{S}_i := \{S \mid S \in S\} \). For such subgroups, we then have

Proposition 2. If \( \delta_S < 1 \), then \( S \) is finite and the map \( S \mapsto \tilde{S}_i \) is bijective.

This result allows us to represent a subgroup by a matrix \( S \) with columns \( \tilde{S}_i \), \( S \in \tilde{S}_i \). These columns can be interpreted as the rotations of \( \iota \) by elements of \( S \). This matrix representation of the subgroup yields the following representation of \( \delta_S \).

Proposition 3. \( \delta_S = \max_{i \neq j} e_i^t S e^j \).
Notice that $S^t S$ contains all the inner-products between the columns of $S$, which are all $n$-dimensional unit vectors and so are located on the unit hypersphere in dimension $n$. The value $\delta S$ can therefore be interpreted as the maximum inner-product between two of such points on the unit hypersphere, which has a one-to-one correspondence with the minimum angle, $\arccos(\delta S)$, between any two points. Hence, the problem of minimizing $\delta S$ is equivalent to finding a group that induces points on a hypersphere that are as far away from each other as possible. Such a collection of points on a hypersphere is also known as a group code (Slepian, 1968; Conway and Sloane, 1998). The problem of finding $M$, say, such points on a hypersphere such that $\delta S$ is minimized is a group-restricted version of the so-called Tammes problem.

It is well-established that a moderately large value of $M$ often yields a small minimum value of $\delta S$. For example, Sloane et al. (1996) lists a group code for $n = 16$ and $M = 256$ that is induced by a subgroup of the sign-flipping group $\mathcal{R}$, for which $\delta S = .25$. As a comparison, we find an average $\average \delta S \approx .68$ from $10^5$ random subsets of size $M$ from $\mathcal{R}$. This suggests that a carefully chosen subgroup should typically be able to yield a much smaller leak than a Monte Carlo draw.

**Remark 2.** Unfortunately, we were unable to find suitable algorithms to construct ‘good’ group codes of order $M$, nor could we find libraries that contain them. For example, Sloane et al. (1996) lists spherical codes up to $n = 24$ for few values of $M$, only some of which are group codes. In addition, we may not be satisfied with any ‘good’ group code: the group code needs to be induced by a subgroup of the group under which invariance is assumed. Therefore, we include a simple algorithm in Appendix B for the case of the sign-flipping group.

**Remark 3.** Notice that $\delta S^{\text{abs}}$ and $\delta S$ are connected through the identity $\delta S^{\text{abs}} = \delta S \cup (-S)$, where $-S := \{-S \mid S \in S\}$. Hence, we can also view $\delta S^{\text{abs}}$ as a minimum angle between points on a hypersphere, noting that each point is accompanied by a twin on the other side of the hypersphere. Alternatively, $\delta S^{\text{abs}}$ can be interpreted as a minimum angle between $|S|$ lines that pass the origin and an element in $S$.

### 6.1 Oracle subgroups

An important special case are subgroups for which $\delta S^{\text{abs}} = 0$. Such subgroups are ‘optimal’ for two-sided testing in the sense of Theorem 5. We will refer to such subgroups as oracle subgroups, due to their power properties discussed in Section 5.2. From Propositions 2 and 3, we know that such subgroups are represented by $n$-row orthonormal matrices: all the off-diagonals of $S^t S$ are zero. Combining this with the Gram-Schmidt Theorem proves

**Proposition 4.** The maximum order of an oracle subgroup $S$ is $n$.

Furthermore, we include a result about the existence of oracle subgroups.

**Proposition 5.** There exists an oracle subgroup $S$ of $\mathcal{H}$ with respect to any unit vector $\iota$, of any order $p$, with $1 \leq p \leq n$.

Unfortunately, even for quite ‘large’ subgroups $G$ of $\mathcal{H}$, there often exist values $p \leq n$ such that $G$ has no oracle subgroups of order $p$. In addition, the existence of oracle subgroups of $G$ of $\mathcal{H}$ depends intimately on the choice of $\iota$. This will be seen in Section 7, where we characterize oracle subgroups of the sign-flipping group for $\iota = n^{-1/2}(1, 1, \ldots, 1)'$. 
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7 Example: sign-flipping

Up to this point, we have only discussed subgroups in an abstract sense. In this section, we provide some examples by considering the sign-flipping group $\mathbb{R}$, which can be represented by all diagonal matrices with diagonal elements in $\{-1, 1\}$ under matrix multiplication. In addition, we choose $\iota = n^{-1/2}(1, 1, \ldots, 1)'$.

If $\varepsilon$ is $\mathbb{R}$-invariant and we additionally assume that its elements are independent, then the elements of $\varepsilon$ are marginally symmetrically distributed about the origin. The resulting test is often used in paired data, as was already proposed by Fisher (1935). There, the idea is to sign-flip differences between paired observations. Sign-flipping is also widely used in brain image analyses, see Section 8. For additional discussions and applications, see Efron 1969; Bekker and Lawford 2008; Davidson and Flachaire 2008; Winkler et al. 2014; Andreella et al. 2020.

In order to study the leak of subgroups of $\mathbb{R}$, it is convenient to use its matrix representation $\mathbb{R} := (\iota, R_1, R_2, \ldots), R_1, R_2, \ldots \in \mathbb{R}$. The columns of $n^{1/2}\mathbb{R}$ are the diagonals of sign-flipping matrices in $\mathbb{R}$. The same holds for a subgroup $\mathbb{S} \subset \mathbb{R}$ and its analogous matrix representation $\mathbb{S}$. In fact, the group structure is preserved by considering element-wise multiplication of the columns of $n^{1/2}\mathbb{S}$. So, the matrix $n^{1/2}\mathbb{S}$ fully describes the subgroup.

Notice that the distribution of $n\iota'\mathbb{S}$, where $\mathbb{S}$ is uniformly distributed on $\mathbb{S}$, coincides with the empirical distribution over $n\iota'\mathbb{S}$. We refer to this distribution as the 'leak distribution'.

Example 2. If $n = 2$, then

$$n^{1/2}\mathbb{R} = \begin{bmatrix} 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & -1 \end{bmatrix}.$$ 

The leak distribution of $\mathbb{R}$ is then the empirical distribution over

$$n\iota'\mathbb{R} = \begin{bmatrix} 2 & 0 & 0 & -2 \end{bmatrix},$$

which assigns .25 mass to both 2 and -2, and .5 mass to 0. Notice that if $n = 2$, then $\delta_\mathbb{R} = 0$. However, $\delta_{\mathbb{R}}^{\text{abs}} = 2$, so that $\mathbb{R}$ is not an 'oracle' subgroup.

Example 3. If $n = 2$, then an example of an oracle subgroup $\mathbb{S}$ of $\mathbb{R}$ is

$$n^{1/2}\mathbb{S} = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.$$ 

The leak distribution is uniform on

$$n\iota'\mathbb{S} = \begin{bmatrix} 1 & 0 \end{bmatrix}.$$ 

Here, both $\delta_\mathbb{S} = 0$ and $\delta_{\mathbb{S}}^{\text{abs}} = 0$.

7.1 Subgroups of the sign-flipping group

In this section, we describe some (well-known) properties of the sign-flipping group, as well as the induced leak distributions. As $\mathbb{R}$ is isomorphic to a boolean group, its subgroups are of order $2^p$, for some $p \leq n$, $p \in \mathbb{N}$, where $p$ the called the rank of the subgroup. The subgroups of the sign-flipping group are abundant, even if $n$ is small. The number of subgroups of rank $p$ is equal to the $p$th
element of the \( n \)th row of the 2-binomial coefficient triangle listed as entry A022166 in the OEIS (2021b). The total number of subgroups is equal to the sum of the \( n \)th row of this triangle, which can be found in entry A006116 of the OEIS (2021a). This means that if \( n = 9 \), say, then we have 3309747 subgroups of rank \( p = 4 \), and 8283458 subgroups in total.

While the number of different subgroups is large, many of them yield the same vector \( n^{1/2} i' R \), and hence the same leak distribution. In particular, the number of different leak distributions corresponding to a subgroup of rank \( p \) is equal to the \( p \)th element of the \( n \)th row of the triangle listed as entry A076831 of the OEIS (2021d). The total number of different distributions is equal to the sum of the \( n \)th row of this triangle, which can be found in entry A076766 of the OEIS (2021c). For example, for \( n = 9 \) there are 240 different leak distributions corresponding to subgroups of rank \( p = 4 \), and 848 different leak distributions in total.

**Example 4.** For \( n = 4 \) and subgroups of order 4 (so \( p = 2 \)), there exist 6 different leak distributions. These distributions are illustrated in Figure 2. As we can see in the figure, the leak distributions are quite diverse. The fifth image corresponds to an oracle subgroup: except for the identity element, all mass is at 0 so that \( \delta_{S}^{abs} = 0 \). The second, third and fifth image all have \( \delta_{S} = 0 \).

7.2 Oracle and near-oracle subgroups

The structure of the sign-flipping group \( R \) and choice \( i = (n^{-1/2}, n^{-1/2}, \ldots) \) allow us to easily characterize the order of the oracle subgroups. See the appendix for a constructive proof.

**Theorem 9.** Let \( k \leq l \), \( k \in \mathbb{N}_+ \), where \( l \) is the number of 2s in the prime factorization of \( n \). Then \( R \) has an oracle subgroup with respect to \( i = (n^{-1/2}, n^{-1/2}, \ldots) \) of order \( 2^k \). Furthermore, if \( S \) is an oracle subgroup of \( R \), then it is of order \( 2^k \) for some \( k \in \mathbb{N}_+ \).

Theorem 9 implies that the number of 2’s in the prime factorization of \( n \) determines the maximum cardinality of its oracle subgroups. In particular if \( n = 2^k \), for some \( k \in \mathbb{N} \), then there exists an oracle subgroup of order \( n \), which is the largest order that exists by Proposition 4. However, if \( n \) is an odd number, then the only oracle subgroup of \( R \) that exists is the trivial subgroup containing only the identity element. In Appendix B we include a simple algorithm to compute subgroups \( S \) of \( R \) for which \( \delta_{S} \) or \( \delta_{S}^{abs} \) is small.

8 Application: fMRI data

In this article we have mainly focused on the problem of testing a single hypothesis. However, the idea of using near-oracle subgroups directly extends to permutation-based multiple testing methods (Westfall and Young, 1993; Tusher et al., 2001; Meinshausen, 2006; Pesarin and Salmaso, 2010; Meinshausen et al., 2011; Hemerik and Goeman, 2018c; Blanchard et al., 2020). Such methods allow testing a large number of hypotheses simultaneously. A main advantage of permutation-based multiple testing method as compared to other multiple testing methods, is that they take into account the dependence structure in the data, leading to good power properties (Westfall and Young, 1993; Hemerik and Goeman, 2018c; Hemerik et al., 2019). Like permutation tests, these methods require using a group of transformations or transformations randomly sampled from a group. In the present data analysis example, we will use a near-oracle subgroup within a permutation-based multiple testing method from Hemerik and Goeman (2018c).
Permutation-based multiple testing methods can be computationally demanding. The first reason is that for each permutation we need to compute a large number of test statistics, equal to the total number of hypotheses. The second reason is that some multiple testing methods apply sophisticated combinatorial algorithms to the matrix of computed test statistics.

The multiple testing method that we will use here is the approximate closed testing method from Hemerik and Goeman (2018c, p.144). An implementation has been available in Hemerik and Goeman (2018a). Recently a faster implementation (of the closed testing method) has become available, which we use here, see Koning (2022c).

We applied the multiple testing metod to a high-dimensional functional magnetic resonance imaging (fMRI) dataset. The original data are available at https://openfmri.org and we used the pre-processed data from Andreella (2021) (for details see Smeets et al., 2013; Andreella et al., 2020). The dataset contains measurements for \( n = 29 \) subjects who interchangeably looked at images of food and non-food. Thus, the subjects were exposed to two experimental conditions. For 152472 voxels making up the brain, the activity was recored while the subjects looked at the images. For each subject and for voxel \( i \), a difference statistic was computed with mean \( \mu_i \) say. For voxel \( i \), we define the corresponding null hypothesis to be \( H_i : \mu_i = 0 \), which mean that there is no difference in mean response between the two conditions.

For each voxel we computed a t-statistic based on the 29 measurements. We assumed that under \( H_i \), the corresponding t-statistic was symmetric about 0. This framework allows us to use the permutation-based multiple testing method from Hemerik and Goeman (2018c), where rather than permutation, we used sign-flipping (we took \( |S| = 10^3 \), see Hemerik and Goeman, 2018c). The method requires the user to set a rejection threshold. All hypotheses with test statistics exceeding this threshold are rejected. For our illustration purposes, we simply set the the threshold to 3, so that all hypotheses with t-statistic above 3 or below \(-3\) were rejected. This led to 10580 rejected hypotheses, i.e. 10580 voxels were selected as seemingly ’activated’.

The multiple testing method provides a (median unbiased) estimate and a 95%-confidence upper bound for the false discovery proportion (FDP), which is the fraction of incorrect rejections among all 10580 rejected null hypotheses (Hemerik and Goeman, 2018c). As our simulations show (see Section 9), by using a near-oracle subgroup within a sign-flipping test, we only require about half the number of sign-flips compared to using random sign-flipping, to achieve the same power. This extends to permutation-based multiple testing methods, which are based on the same group invariance principle.

This means that where one would use perhaps 2000 random transformations, we can instead use a near-oracle subgroup of cardinality 1024 and likely have comparable power, as well as improved replicability. We did the latter in this example. Note that this reduces the computation time with about 50% on average, compared to using 2000 random sign-flips. We conveniently obtained the sign-flipping matrix encoding the near-oracle subgroup from Koning (2022a). Thus, it was straightforward to implement the near-oracle subgroup within the multiple testing method.

In our example the computation time on a laptop was 6 minutes, counting from the moment that the multiple testing method was called. The method estimated the FDP to be \( \frac{360}{10580} \approx .034 \) and provided a 95%-confidence upper bound for the FDP of \( \frac{2306}{10580} \approx .217 \). This means that we can be confident that most of the 10580 selected voxels are truly activated, i.e. that their activity depends on the experimental condition (looking at food vs. looking at non-food). Interpreting the results further is beyond the scope of this paper. Our analysis illustrates that near-oracle subgroups can easily be used within permutation-based multiple testing procedures.
9 Simulation results

In this section, we present some simulation results. We simulated data $X$ using the standard normal location model

$$X = \iota \mu + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0_n, I_n),$$

with $\iota = (n^{-1/2}, n^{-1/2}, \ldots)'$. We tested the hypothesis $H_0 : \mu = 0$ against $H_1 : \mu > 0$, using the sign-flipping invariance assumption $\varepsilon \overset{d}{=} R \varepsilon$, $R \in \mathcal{R}$. Notice that this assumption indeed holds for the standard normal location model, so that $\varepsilon$ is $\mathcal{R}$-invariant.

We used the following tests, where the abbreviation between brackets corresponds to the column names in the simulation tables. The tests are grouped by the number of elements in the random subset or subgroup, both indicated by $M$.

- Two benchmark tests to provide upper bounds on the power. In particular, since they are based on supergroups of the subgroups we consider, their power is an upper bound power of the subgroup-invariance tests, by Theorem 3 and Theorem 7.
  - A $t$-test, which exploits knowledge about the orthogonal invariance of the distribution of $\varepsilon$ ($t$).
  - A group-invariance test based on $\mathcal{R}$ (if computationally feasible) or a Monte Carlo sign-flipping test based on 1000 draws ($\mathcal{R}$ or MC $\mathcal{R}$).

- Tests based on $M = n$ draws:
  - An oracle subgroup-invariance test (Oracle).
  - An $n$-draw Monte Carlo $Z$-test (MC $Z$).
  - An order $n$ subgroup-invariance test based on a subgroup with $\delta_S = 0$ and $\iota' S \iota < 0$ for some $S \in \mathcal{S}$ (Neg.).
  - An $n$-draw Monte Carlo $\mathcal{R}$-invariance test (MC $\mathcal{R}$).

- Tests with $M = 2n$:
  - An order $2n$ subgroup-invariance test based on a subgroup with $\delta_S = 0$ and $\iota' S \iota < 0$ for some $S \in \mathcal{S}$ (Neg.).
  - A $2n$-Monte Carlo $\mathcal{R}$-invariance test (MC $\mathcal{R}$).

- Tests with $M = 4n$:
  - A subgroup-invariance test based on a subgroup for which $\delta_S$ is ‘small’, produced by Algorithm 1 described in Appendix B (NOS).
  - A $4n$-Monte Carlo $\mathcal{R}$-invariance test (MC $\mathcal{R}$).

We considered $n \in \{8, 16, 32, 64, 128\}$, to guarantee the existence of oracle subgroups of $\mathcal{R}$ of order $n$, by Theorem 9. We chose the level $\alpha$ such that $\alpha n$ is integer and $\alpha \approx .05$. This ensures all tests considered have size $\alpha$ (Hemerik and Goeman, 2018b). The parameter $\mu$ was chosen such that the power is sufficiently far away from $\alpha$ and 1. For each setting and test, we generated $X \ 10^6$
Our findings are as follows. As expected, the rejection proportion under $H_0$ is approximately $\alpha$ for all tests, because all tests are exact. The benchmark $t$-test outperforms the other tests, which is unsurprising as it makes explicit use of orthogonal invariance, to which the other tests do not have access. The 1000-MC $R$ test and $R$-invariance tests perform are slightly less powerful than the $t$-test. In line with Theorem 8, the oracle subgroup-invariance tests have the same power as the MC $Z$-tests. Furthermore, they are outperformed by the ‘negative’ subgroup tests, based on a subgroup with $\delta_S = 0$ and $i'Si < 0$ for some $S \in \mathcal{S}$.

We now turn to the comparison of the (sub)group-invariance tests and the MC group-invariance tests. All order $M$ subgroup-invariance tests we consider outperform the corresponding $M$-MC $R$ tests. This is especially the case if $M$ and $n$ are small, where we find a power gap of over 6 percentage points between the negative oracle subgroup-invariance and $n$-MC tests in the most extreme case where $\mu = .7$, $n = 8$.

Next to this absolute power comparison, we also compare the power in a relative sense. In particular, we consider the relative power difference to the $t$-test, which serves as an upper bound of the subgroup tests and proxy for the $R$-invariance test. Here, we find that in all cases the power difference between the $M$-MC $R$ test to the $t$-test is 1.5 to 5 times larger than power difference between the best order $M$ subgroup-invariance test and the $t$-test. So while the absolute power difference seems small in some cases, this is only because the power of both tests is close to an upper bound: the relative power gap to the bound is substantial.

Indeed, notice that as $M$ increases, both the MC sample (without replacement) from $\mathcal{R}$ and subgroup converge to the entire group $\mathcal{R}$. Hence, the $M$-MC $\mathcal{R}$ and order $M$ subgroup-invariance tests both converge towards the $\mathcal{R}$-invariance test as $M$ increases. Therefore, we expect the power gap between the two tests to decrease as $M$ increases. This is corresponds to what is observed in the simulations.

Another way of seeing this power gap, is by comparing across different values of $M$. Doing so, we find that in each case we consider, the power of the $M$-MC $\mathcal{R}$ test is closer to that of the best order $M/2$ subgroup-invariance test than the power of the corresponding order $M$ subgroup-invariance test. Furthermore, in many cases the $M$-MC $\mathcal{R}$ test is outperformed by the best order $M/2$ subgroup-invariance test. This means we could halve $M$ if we switch from an MC $\mathcal{R}$ test to a subgroup-invariance test, and retain a similar power.

Finally, we studied the variability (conditional on the data) of the $p$-value of the subgroup invariance test, as compared to the test based on random transformations. Of course, the $p$-value of the subgroup invariance test is completely deterministic given the data. However, it should be noted that simply reordering the data vector may lead to a different $p$-value. Hence, we also considered the effect of a random permutation of the data before applying the near-oracle subgroup-invariance test. We found that the $p$-value is still less variable than when random sign-flipping is used. As an example, for $n = 20$, $\mu = .5$, and $M = 64$ we found that on average (based 1000 datasets from a standard normal distribution and 1000 random permutations) the average variance of the $p$-value was only .00028, while the average variance was .00071 if $M$ random transformations were used. We obtained comparable results in other settings. For example, for $n = 32$, $\mu = .3$ and $M = 64$, the average variances were .00038 and .00115, respectively.
(a) Power for $n = 2$, with $\alpha = 1/2$.

(b) Power for $n = 3$, with $\alpha = 1/3$.

(c) Power for $n = 10$, with $\alpha = 1/10$.

(d) Power for $n = 30$, with $\alpha = 1/30$.

Figure 1: Power plots comparing $\phi_{1/M}^{S}$ (solid line) to $\phi_{1/M}^{H}$ (striped line), where $S$ is an oracle subgroup of $H$, with $|S| = M$. Notice that the power of $\phi_{1/M}^{S}$ hits 1 exactly at $\sqrt{2}$, as predicted by Theorem 4. Except for the $n = 2$ case, the power of the subgroup-invariance test dominates that of the Monte Carlo tests. In Appendix C.7, we conjecture that this holds for all $n \geq 3$. 
Figure 2: Histograms of leak distributions for all subgroups of $\mathcal{R}$ of order 4 for $n = 4$. The fifth histogram corresponds to an oracle subgroup, as all its mass is at zero, except for the mass at $n$ produced by the identity element. Notice that the leak distributions are quite diverse.
\[ M = n = 8 \]
\[ M = 2n = 16 \]
\[ M = 4n = 32 \]

\[ \mu = 0.12587, 0.38145, 0.60173, 0.79648 \]
\[ \alpha = 1/8 = 0.125 \]
\[ |R| = 2^8 = 256 \]

Table 1: \( n = 8, 10^6 \) simulations, \( \alpha = 1/8 = .125 \) and \( |R| = 2^8 = 256 \).

\[ \mu = 0.06223, 0.36921, 0.67925, 0.89667 \]
\[ \alpha = 1/16 = 0.0625 \]

Table 2: \( n = 16, 10^6 \) simulations, \( \alpha = 1/16 = .0625 \).

\[ \mu = 0.06206, 0.56387, 0.76734, 0.90212 \]
\[ \alpha = 2/32 = .0625 \]

Table 3: \( n = 32, 10^6 \) simulations. \( \alpha = 2/32 = .0625 \).

\[ \mu = 0.04695, 0.76499, 0.93598 \]
\[ \alpha = 3/64 = .046875 \]

Table 4: \( n = 64, 10^6 \) simulations. \( \alpha = 3/64 = .046875 \).

\[ \mu = 0.04650, 0.46994, 0.93598 \]
\[ \alpha = 6/128 = .046875 \]

Table 5: \( n = 128, 10^6 \) simulations. \( \alpha = 6/128 = .046875 \).

### 10 Discussion

In this paper, we have proposed subgroup-invariance tests, which are based on a subgroup of the group under which invariance is tested. These tests are exact for testing invariance under the full group, and deterministic. In a generalized location model, we contrasted these tests with the popular Monte Carlo group-invariance tests, and compared their power. We found that subgroup-invariance tests tend to outperform their Monte Carlo counterparts, in the sense of extracting more power from the same number of transformations.
In practice, before our approach can be used, a requirement is the determination of an appropriate subgroup. Fortunately, subgroups can be pre-computed, saved and then used indefinitely, as subgroup-invariance tests are exact conditional on the choice of subgroup.

For example, our R package NOSdata (Koning, 2022a) serves as a public source for downloading a ‘good’ sign-flipping subgroup for $\iota = n^{-1/2}(1, 1, \ldots, 1)'$ of appropriate dimensions. This has many important applications, such as testing in linear models (Winkler et al., 2014), wild bootstrap methods (Davidson and Flachaire, 2008), neuroimaging (Andreella et al., 2020; Blain et al., 2022), and generalized linear models (Hemerik et al., 2020, 2021; De Santis et al., 2022). In addition, in Appendix A, we describe how sign-flipping subgroups can sometimes be transformed into subgroups for another setting.

An important area for future research is the development of general algorithms to construct desired subgroups for testing invariance under other groups and for different $\iota$. Here, it is important to note that while it may be hard to find the subgroup that yields ‘optimal’ power properties, it may be quite easy to find a subgroup that yields ‘good’ power properties. Our consistency and simulation results suggest that such a ‘good’ subgroup $S$, for which $\delta_S$ is small but not minimal, is still expected to have good power properties.

An application to testing exchangeability of binary sequences is discussed in the master’s thesis of Clemens (2021), which is based on an early version of this paper. In particular, they test exchangeability against an alternative that generates streaks of zeros and ones. They construct subgroups geared towards ‘breaking’ such streaks, and find some subgroups that can indeed outperform Monte Carlo tests in a simulation study.
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A Two-sample comparison

In this section, we explain how the two-sample comparison problem fits into the location model described in Section 4. In particular, we consider testing the equality of means $\mu_1$ and $\mu_2$ of two samples which we will denote by $X_1$ and $X_2$. The samples contain $m_1$ and $m_2$ observations respectively, where $m_1 + m_2 = n$. Define $1_m = n^{-1/2}(1, 1, \ldots, 1)'$. We represent the two samples as the first and second part of a vector $X$, without loss of generality:

$$X = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \begin{bmatrix} 1_m \mu_1 \\ 1_m \mu_2 \end{bmatrix} + \tilde{\epsilon},$$
where \( \bar{\epsilon} \) is an exchangeable random vector, that is, \( \bar{\epsilon} \overset{d}{=} P\bar{\epsilon} \) for every permutation matrix \( P \). We want to test the null hypothesis \( H_0 : \mu_1 = \mu_2 \) against \( H_1 : \mu_1 > \mu_2 \).

We now show how this fits into the location model described in Section 4. Define \( \mu = \frac{1}{2}(\mu_1 - \mu_2) \), and let \( \iota = (1_{m_1}, -1_{m_2}) \) for the remainder of this section. Notice that the hypotheses are equivalent to \( H_0 : \mu = 0 \) and \( H_1 : \mu > 0 \). Define \( \varepsilon = \bar{\epsilon} + 1_n \frac{1}{2}(\mu_1 + \mu_2) \), so that

\[
X = \begin{bmatrix}
1_{m_1}\mu_1 \\
1_{m_2}\mu_2
\end{bmatrix} - 1_n \frac{1}{2}(\mu_1 + \mu_2) \equiv \iota\mu + \varepsilon.
\]

Finally, observe that \( \varepsilon \overset{d}{=} P\varepsilon \) for every permutation matrix \( P \), as addition of a vector with equal elements does not affect exchangeability.

### A.1 Oracle subgroups for two-sample comparison

In this section, we describe how oracle subgroups of \( \mathcal{P} \) with respect to \( \iota \) relate to oracle subgroups of \( \mathcal{R} \) with respect to \( 1_n \), as described in Section 7.2. In particular, we show how an oracle subgroup of \( \mathcal{R} \) with respect to \( 1_n \) can be used to construct the matrix representation of an oracle subgroup of \( \mathcal{P} \) with respect to \( \iota \), as captured by Theorem 10. This is useful because it is sufficient to have the matrix representation in order to perform the associated group-invariance test. Furthermore, such oracle subgroups of \( \mathcal{R} \) with respect to \( 1_n \) can be found in the database of Koning (2022a) and constructed using Koning (2022b).

**Theorem 10.** Let \( \mathcal{S} \) be an oracle subgroup of \( \mathcal{R} \) with respect to \( 1_n \) and assume that there exists some \( R^* \in \mathcal{S} \) such that \( R^*1_n = \iota \). Let \( S^* \) be a subgroup of \( \mathcal{R} \) with elements in \( \mathcal{S} \setminus \{R^*\} \), such that its order is maximal. Then, the matrix representation \( \mathcal{S}^* \) of \( S^* \) is also the matrix representation of an oracle subgroup of \( \mathcal{P} \) with respect to \( \iota \).

**Proof.** Observe that \( R^*R^* \in \mathcal{S} \) for each \( R \in \mathcal{S} \), due to group closure under composition. Hence, \( \iota R_\iota = 1_n^R R^*R^*1_n = 0 \) for all \( R \in \mathcal{S} \setminus \{I\} \), so that \( \mathcal{S} \) is also an oracle subgroup with respect to \( \iota \).

Observe that the diagonal elements of \( R \in \mathcal{S} \setminus \{I\} \) are all permutations of each other. Taking \( \iota = R^*1_n \) as a reference point, multiplication of \( \iota \) with any \( R \in S^* \) coincides with permutation of its elements. Notice that \( S^* \) acts as a group of permutations on the elements of \( \iota \). This means there exists a subgroup \( \tilde{\mathcal{S}} \) of \( \mathcal{P} \) that is isomorphic to \( S^* \), such that for each \( R \in S^* \) there exists a unique \( \mathcal{P} \in \tilde{\mathcal{S}} \) such that \( R \mathcal{P} = \mathcal{P} \iota \). As a consequence, \( \iota R \mathcal{P} = 0 \), for all \( \mathcal{P} \in \tilde{\mathcal{S}} \setminus \{I\} \), so that \( \tilde{\mathcal{S}} \) is an oracle subgroup of \( \mathcal{P} \) with respect to \( \iota \). In addition, the matrix representation \( \mathcal{S}^* \) of \( S^* \) coincides with the matrix representation of \( \tilde{\mathcal{S}} \).

The inclusion of \( R^* \) in \( \mathcal{S} \) is without loss of generality in terms of the applicability, as the elements of \( \iota \) (and \( X \)) can simply be rearranged to ensure that \( R^* \in \mathcal{S} \), since each element of \( \mathcal{S} \setminus \{I\} \) has an equal amount of 1s and -1s on the diagonal. In addition, note that \( 2|S^*| = |S| \) by Proposition 6.

Finally, we include an example of an oracle subgroup of \( \mathcal{P} \) with respect to \( \iota \).

**Example 5.** An example of an oracle subgroup of \( \mathcal{P} \) with respect to \( \iota = (1_{n/2}, -1_{n/2}) \) for \( n = 2m_1 = 4 \), is \( \mathcal{S} = \{I, P_1\} \), where

\[
P_1 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]
Notice that $P_1$ swaps exactly half of the elements from each sample to the other sample. This pattern is a necessary condition for $S$ to be an oracle subgroup that generalizes to larger $n$. This means we require that $m_1 = m_2$ and $m_1$ is even for an oracle subgroup to exist.

### B Sign-flipping subgroup algorithm and database

In this section, we present an algorithm for construction subgroups $S$ of $R$ for which $\delta_S$ or $\delta_S^{abs}$ is ‘small’. The main idea behind this algorithm relies on Proposition 6. The result can be summarized as follows: subgroups of $R$ are easy to expand to a larger subgroup, and any expansion at least doubles the order of the subgroup.

**Proposition 6.** Let $A$ be a subgroup of $R$ and $R$ an element in $R$. Then $B = A \cup RA$ is a subgroup of $R$, where $RA := \{ RA | A \in A \}$. In addition, if $R \notin A$, then $|B| = 2|A|$.

Based on this result, we propose a simple ‘greedy’ algorithm that constructs near-oracle subgroups of $R$. This algorithm is presented in Algorithm 1. The idea of the algorithm is to iteratively expand a subgroup $S$ of $R$. It starts by setting $S$ equal to some ‘good’ initial subgroup $S^{\text{init}}$ of $R$, such as an oracle subgroup that can be found using the constructive proof of Theorem 9. It then considers the expanded subgroup of the form $S \cup RS$ of $R$ for each $R \in R \setminus S$, where $RS := \{ RS | S \in S \}$, which is indeed a subgroup by the first part of Proposition 6. Next, it updates the current subgroup $S$ to an expanded subgroup that minimizes $\delta_S$ among the candidate subgroups. Note that this minimum is not necessarily unique. Finally, the algorithm terminates when the current subgroup $S$ is of the desired order. If $M \leq |R|$, this algorithm is guaranteed to terminate by the second part of Proposition 6, as it will eventually expand to the entire group $R$.

While the algorithm is based on minimizing $\delta_S$, there is no guarantee that it terminates at subgroup for which $\delta_S$ is minimal, but it does guarantee a method of constructing a subgroup of the desired order. In addition, the algorithm is not optimal in terms of time complexity, as many of the expansions may be duplicates of each other, but it suffices for our purposes. We leave the improvement of the algorithm for future work. The performance of group-invariance tests based on subgroups that were found using this algorithm is assessed in Section 9.

Algorithm 1 has been implemented in the R-package NOS (Near-Oracle Subgroups) (Koning, 2022b). Furthermore, the R-package NOSdata (Koning, 2022a) contains a database of approximately 2500 subgroups for $n \in \{1, \ldots, 256\}$ and order $2^{10\ldots10}$. For the construction of these subgroups, we drew 100,000 times without replacement (whenever possible) from $R \setminus S$ in line 4 of the algorithm. Next to minimizing using $\delta_S$, it also contains subgroups minimized using $\delta_S^{abs}$ for use in two-sided tests.
Algorithm 1 Near-oracle subgroups

1: $S \leftarrow S^{\text{init}}$, where $S^{\text{init}}$ is a subgroup of $\mathcal{R}$
2: $C \leftarrow \emptyset$
3: while $|S| < M$ do
4: for $R \in \mathcal{R} \setminus S$ do
5: $S^* \leftarrow S \cup RS$
6: $C \leftarrow C \cup \{S^*\}$
7: $S \leftarrow \arg \min_{S^* \in C} \delta_S$
8: return $S$

C Proofs

C.1 Equivalent characterizations of invariance

We say that $X$ is invariant under $\mathcal{G}$, or $\mathcal{G}$-invariant, if any of the conditions in the following lemma hold.

Lemma 1. The following three statements are equivalent.

1. $X \overset{d}{=} GX$, for all $G \in \mathcal{G}$,
2. $X \overset{d}{=} \mathcal{G}Y$, for $\mathcal{G}$ uniform on $\mathcal{G}$, and some random variable $Y$ on $X$ independent of $\mathcal{G}$,
3. $X \overset{d}{=} \mathcal{G}X$, for $\mathcal{G}$ uniform on $\mathcal{G}$, independent of $X$.

Proof. We start with the (1) $\implies$ (3) claim. As $X \overset{d}{=} GX$ for all $G \in \mathcal{G}$, we have $X \overset{d}{=} \mathcal{G}X$, where $\mathcal{G}$ can have any distribution on $\mathcal{G}$. Choosing $\mathcal{G}$ to be uniformly distributed on $\mathcal{G}$ yields the claim. Choosing, in addition, $Y$ to be an independent copy of $X$ yields the (1) $\implies$ (2) claim.

For the (2) $\implies$ (1) claim, substituting the equation in (2) into both sides of (1) yields $\mathcal{G}Y \overset{d}{=} \mathcal{G}\mathcal{G}Y$, for all $G \in \mathcal{G}$. The claim follows from noticing that $\mathcal{G}\mathcal{G} \overset{d}{=} \mathcal{G}$, for any $G \in \mathcal{G}$.

Furthermore, (3) $\implies$ (2) since we can choose $Y = X$.

C.2 Proof of Theorem 1

First, we prove a lemma, from which the result then follows almost immediately. The lemma is presented separately, as it is also used in the proof of Theorem 3.

Lemma 2. For every $X$, we have $\mathbb{E}_\mathcal{G} \phi_\alpha^G(\mathcal{G}X) \leq \alpha$.

Proof. To see why this is true, it is useful to write $\phi_\alpha^G$ in a critical-value threshold form as

$$I\{T(\mathcal{G}X) > q_\alpha^X(\mathcal{G})\},$$

where $q_\alpha^X(\mathcal{G}) := \inf\{z \in \mathbb{R} \mid \mathbb{P}_\mathcal{G}(T(\mathcal{G}X) > z) \leq \alpha\}$ is the $\alpha$-upper quantile of the distribution of $T(\mathcal{G}X)$ for fixed $X$. Then,

$$\mathbb{E}_\mathcal{G} \phi_\alpha^G(\mathcal{G}X) = \mathbb{E}_\mathcal{G} I\{T(\mathcal{G}X) > q_\alpha^X(\mathcal{G})\} = \mathbb{P}_\mathcal{G}(T(\mathcal{G}X) > q_\alpha^X(\mathcal{G})) \leq \alpha,$$

by definition of $q_\alpha^X(\mathcal{G})$. \qed
Proof of Theorem 1. By Lemma 1, if \( X \) is \( G \)-invariant then \( X \overset{d}{=} \mathcal{T} X \), where \( \mathcal{T} \) is uniform on \( G \), independently of \( X \). Then, by Tonelli’s theorem and Lemma 2, we have
\[
E_{X} \phi_{\alpha}^{G}(X) = E_{\mathcal{T} X} \phi_{\alpha}^{G}(\mathcal{T} X) = E_{X} E_{\mathcal{T}} \phi_{\alpha}^{G}(\mathcal{T} X) \leq E_{X} \alpha = \alpha.
\]
\[\square\]

C.3 Proof of Theorem 3
We first prove a lemma, before we proceed with the proof of the theorem.

Lemma 3. For every \( X \), we have
\[
E_{\mathcal{T}} \phi_{\alpha}^{S}(\mathcal{T} X) \leq \alpha.
\]

Proof. Notice that \( \mathcal{T} \) is \( G \)-invariant. From Theorem 2, we know that this implies \( \mathcal{T} \) is also \( S \)-invariant. By Lemma 1, we then have \( \mathcal{T} \overset{d}{=} \mathcal{S} \mathcal{T} \), where \( \mathcal{S} \) and \( \mathcal{T} \) are mutually independent. As a consequence,
\[
E_{\mathcal{T}} \phi_{\alpha}^{S}(\mathcal{T} X) = E_{\mathcal{S} \mathcal{T}} \phi_{\alpha}^{S}(\mathcal{S} \mathcal{T} X) = E_{\mathcal{T}} E_{\mathcal{S}} \phi_{\alpha}^{S}(\mathcal{S} \mathcal{T} X) \leq E_{\mathcal{T}} \alpha = \alpha,
\]
where the inequality follows from substituting ‘\( \mathcal{T} X \)’ in for ‘\( X \)’, as well as ‘\( \mathcal{S} \)’ for ‘\( \mathcal{T} \)’, and ‘\( \mathcal{S} \)’ for ‘\( G \)’, in Lemma 2.

Proof of Theorem 3. A (sub)group-invariance test can be written in a critical-value threshold form as
\[
\phi_{\alpha}^{S}(X) = I\{T(X) > q_{X}(\mathcal{S})\},
\]
where \( q_{X}(\mathcal{S}) := \inf\{q \in \mathbb{R} \mid P_{\mathcal{T}}(T(\mathcal{S} X) > q) \leq \alpha\} \). By Lemma 3, we have that for any \( X \) and \( \mathcal{S} \),
\[
E_{\mathcal{T}} \phi_{\alpha}^{S}(\mathcal{T} X) = P_{\mathcal{T}}(T(\mathcal{T} X) > q_{X}(\mathcal{S})) \leq \alpha.
\]
Hence, \( q_{X}(\mathcal{S}) \in \{q \in \mathbb{R} \mid P_{\mathcal{T}}(T(\mathcal{T} X) > q) \leq \alpha\} \). By definition of the infimum, \( q_{X}(\mathcal{G}) \leq q_{X}(\mathcal{S}) \). As a consequence, \( \phi_{\alpha}^{G} \geq \phi_{\alpha}^{S} \).
\[\square\]

C.4 Proof of Theorem 4

Proof. Let \( \mathcal{T} \) be uniform on \( G \) and notice that \( X \overset{d}{=} \mu + \mathcal{T} \varepsilon \), by Lemma 1. If \( \alpha \geq 1/|\mathcal{S}| \), then \( \phi_{\alpha}^{S} \geq \phi_{1/|\mathcal{S}|}^{S} \). Then, notice that
\[
E_{\mathcal{T}} \phi_{1/|\mathcal{S}|}^{S}(\mu + \mathcal{T} \varepsilon) = P_{\mathcal{T}}(i'X > \max_{S \in \mathcal{S}\setminus\{I\}} i'SX) = P_{\mathcal{T}}(\min_{S \in \mathcal{S}\setminus\{I\}} i'X - i'SX > 0) = P_{\mathcal{T}}(\min_{S \in \mathcal{S}\setminus\{I\}} \mu(1 - i'Si) + (i - Si)'\mathcal{T} \varepsilon > 0)
\]
It remains to show that this probability equals 1. To show this, it is sufficient to show that the support of \( \min_{S \in \mathcal{S}\setminus\{I\}} \mu(1 - i'Si) + (i - Si)'\mathcal{T} \varepsilon \) conditional on \( \varepsilon \) is positive.
In particular, it is sufficient (but potentially not necessary) that
\[ \inf_{\mathcal{G} \in \mathcal{U}} \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + (\iota - s_t)'G \varepsilon > 0. \] (1)

Next, notice that
\[ \inf_{\mathcal{G} \in \mathcal{U}} \min_{s \in S \setminus \{t\}} \iota'(I - S)(\iota \mu + \mathcal{G} \varepsilon) = \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + \inf_{\mathcal{G} \in \mathcal{U}} (\iota - s_t)'G \varepsilon \]
\[ \geq \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + \inf_{H \in \mathcal{H}} (\iota - s_t)'H \varepsilon \] (2)
\[ = \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) - \sqrt{2} \sqrt{1 - \iota'S_t} \| \varepsilon \|_2, \]
where the inequality follows from the fact that \( \mathcal{G} \subseteq \mathcal{H} \), and the final equality from showing that the Cauchy-Schwarz inequality is attained by choosing \( H \) such that \( (\iota - s_t)'H = \sqrt{2} \sqrt{1 - \iota'S_t} \).

The fact that and \( \mu, \| \varepsilon \|_2 \geq 0 \) and \( \mu \sqrt{1 - \iota's} > \sqrt{2} \| \varepsilon \|_2 \) jointly implies that \( \sqrt{1 - \iota'S_t} > 0 \) for all \( s \in S \setminus \{t\} \). As a consequence, \( \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + \sqrt{2} \sqrt{1 - \iota'S_t} \| \varepsilon \|_2 > 0 \) if and only if \( \min_{s \in S \setminus \{t\}} \mu \sqrt{1 - \iota'S_t} \mu > \sqrt{2} \| \varepsilon \|_2 \). By assumption we have \( \mu \sqrt{1 - \iota'S_t} > \sqrt{2} \| \varepsilon \|_2 \), this inequality holds if and only if \( \min_{s \in S \setminus \{t\}} \mu \sqrt{1 - \iota'S_t} \mu > \sqrt{2} \| \varepsilon \|_2 \). This proves the first claim.

For the second claim, notice that as \( \alpha = 1/M \) we have \( \phi^\alpha_s = \phi^S_{\|s\|_2} \). In addition, as we assume \( \mathcal{G} = \mathcal{H} \) for the second claim, inequality (2) is sharp. The only remaining potential loss of sharpness is that inequality (1) may not be necessary, which requires some effort to resolve. In particular, we will show that as \( \mathcal{G} = \mathcal{H} \) it can be replaced by a weak inequality, and then we resolve any remaining issues the weak inequality causes.

First, notice that conditional on \( \varepsilon \), \( (\iota - s_t)'H \varepsilon \) has a certain scaled Beta distribution by Lemma 6, so that it is a continuous random variable on the real line. This means the random variable \( \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + (\iota - s_t)'H \varepsilon \) is also continuous. As a consequence, it does not equal its infimum with \( \mathbb{P}_T \)-probability 1, so that
\[ \mathbb{P}_T \left( \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + (\iota - s_t)'G \varepsilon > 0 \right) = \mathbb{P}_T \left( \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + (\iota - s_t)'G \varepsilon \geq 0 \right). \]
This probability equals 1 if and only if \( \inf_{\mathcal{G} \in \mathcal{U}} \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + (\iota - s_t)'G \varepsilon \geq 0 \). Finally, as \( \delta_s < 1 \), we have that \( \sqrt{1 - \iota'S_t} > 0 \) for all \( s \in S \setminus \{t\} \). This implies \( \min_{s \in S \setminus \{t\}} \mu(1 - \iota'S_t) + \sqrt{2} \sqrt{1 - \iota'S_t} \| \varepsilon \|_2 \geq 0 \) if and only if \( \min_{s \in S \setminus \{t\}} \mu \sqrt{1 - \iota'S_t} \mu \geq \sqrt{2} \| \varepsilon \|_2 \), which proves the result. \( \square \)

**Remark 4.** Theorem 4 may seem unusual, as the claims are conditional on \( \| \varepsilon \|_2 \) and because they consider non-asymptotic consistency, as opposed to asymptotic consistency. However, these components are natural to a group-invariance setting, as inference is based only on the invariance of \( \varepsilon \): the fact that \( \varepsilon = G \varepsilon \), for all \( G \in \mathcal{G} \).

In particular, the map \( \varepsilon \mapsto \| \varepsilon \|_2 \) is invariant under \( \mathcal{H} \), as \( \| \varepsilon \|_2 = \| H \varepsilon \|_2 \), for any \( H \in \mathcal{H} \). In fact, it is the so-called maximal invariant of \( \mathcal{H} \). Intuitively speaking, this means it contains all the information in \( \varepsilon \) that cannot be exploited by inference based on any subgroup of \( \mathcal{H} \). As a consequence, we should expect any result based on invariance under \( \mathcal{G} \) to hold conditional on \( \| \varepsilon \|_2 \).

To understand the appearance of non-asymptotic consistency, notice that \( \mathcal{G} \) is compact and \( T \) is continuous. As a consequence, conditional on \( X \), the support of the random variable \( T(GX) \) is compact, even if its unconditional support is not. If the entire support of a compactly supported distribution exceeds a threshold, the random variable exceeds the threshold with probability one. The proof strategy relies on reducing the power of the test to such a threshold condition.
Remark 5. An inspection of the proof of Theorem 4 shows that if \( \alpha = 1/|S| \) and \( G \neq H \), then the only step with a serious loss of sharpness seems to be inequality (2), which in essence comes down to the Cauchy-Schwarz inequality.

The main difficulty in obtaining a sharper (non-trivial) statement for arbitrary groups \( G \neq H \) lies in the fact that the term \( \inf_{G \in \mathcal{G}} (\langle \mu - \iota S \rangle) G \) will no longer rely on \( S \) just through \( \iota S \) and on \( \varepsilon \) through \( \| \varepsilon \|_2 \), but also through the interaction between \( S \) and \( \varepsilon \). In particular, assuming \( \| \varepsilon \|_2 > 0 \),

\[
\inf_{G \in \mathcal{G}} (\langle \mu - \iota S \rangle) G \varepsilon = \sqrt{2} \sqrt{1 - \iota' S} \inf_{G \in \mathcal{G}} \frac{(\langle \mu - \iota S \rangle) G \varepsilon}{\sqrt{2} \sqrt{1 - \iota' S} \| \varepsilon \|_2},
\]

where the final term involving the infimum typically does not reduce to \(-1\). As a consequence, the first claim in Theorem 4 can be sharpened to

\[
\bullet \text{ If } \alpha \geq 1/|S| \text{ and } \min_{S \in S, \{ \perp \}} \mu \| \iota \|_2 \geq \sqrt{2} \sqrt{1 - \delta_S^{abs}} > \sqrt{2} \text{ since } \delta_S^{abs} \leq 1. \text{ This allows us to consider two cases: } \mu \| \iota \|_2 > \sqrt{2} \text{ and } \mu \| \iota \|_2 < -\sqrt{2}. \text{ We start with the first case, which implies}
\]

\[
\iota' X = \mu + \iota' \varepsilon \geq \mu + \inf_{G \in H} \iota' G \varepsilon = \mu + \| \varepsilon \|_2 > 0,
\]

so that \( |\iota' X| = \iota' X \).

Theorem 5: Proof of Theorem 5

The proof of Theorem 5 is similar to the proof of Theorem 4, but requires some extra work to deal with the absolute values.

Proof. As in the proof of Theorem 4, let \( \overline{G} \) be uniform on \( G \) and so that \( X \equiv \mu + \overline{G} \varepsilon \), by Lemma 1.

Our strategy will be to first get rid of the absolute value signs, which will then allow us to apply the same steps as used in the proof in Theorem 4. First, define \( S^+ \equiv S \cup \{ -S \mid S \in S \} \), which is still a subset of \( H \). Using this notation, we have that

\[
\max_{S \in S^+} |\iota' S| \equiv \max_{S \in S^+} \iota' S \varepsilon.
\]

Second, observe that \( \| \iota \|_2 \geq \| \iota \|_2 \sqrt{1 - \delta_S^{abs}} > \sqrt{2} \) since \( \delta_S^{abs} \leq 1 \). This allows us to consider two cases: \( \mu \| \iota \|_2 > \sqrt{2} \) and \( \mu \| \iota \|_2 < -\sqrt{2} \). We start with the first case, which implies

\[
\iota' X = \mu + \iota' \varepsilon \geq \mu + \inf_{G \in H} \iota' G \varepsilon = \mu + \| \varepsilon \|_2 > 0,
\]

so that \( |\iota' X| = \iota' X \).

Using the steps analogous to those in the proof of Theorem 4, yields the sufficient condition \( \mu \sqrt{1 - \delta_S^+} > \sqrt{2} \| \varepsilon \|_2 \). Similarly, the case that \( \mu \| \iota \|_2 < -\sqrt{2} \) yields \( -\mu \sqrt{1 - \delta_S^+} > \sqrt{2} \| \varepsilon \|_2 \). Combining these inequalities and observing that \( \delta_S^+ = \delta_S^{abs} \) yields the condition \( |\iota| \sqrt{1 - \delta_S^{abs}} > \sqrt{2} \| \varepsilon \|_2 \). This proves the first claim.

For the second claim, we can follow the same steps as in the proof of Theorem 4, after observing that Lemma 4 implies that we can analyze the \( \iota' X > 0 \) and \( \iota' X < 0 \) cases separately when we
assume \( \mathbb{E}_H \psi^\gamma_{1/S}(\iota \mu + \mathcal{H}) = 1 \). Here, the \( \iota X = 0 \) case can be ignored, since \( \iota X \) is a continuous random variable.

The proof of the second claim in Theorem 5 relies on the following lemma, for which we unfortunately only have a rather tedious proof.

**Lemma 4.** If

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} |\iota' X| - |\iota' S X| > 0 \right) = 1,
\]

then either

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} \iota' X - |\iota' S X| > 0 \right) = 1,
\]

or

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} -\iota' X - |\iota' S X| > 0 \right) = 1.
\]

**Proof.** To prove the claim, we prove the contrapositive. In particular, we assume that both

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \iota' X - \sigma \iota' S X > 0 \right) > 0,
\]

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} -\iota' X - \sigma \iota' S X > 0 \right) > 0,
\]

and show that this implies \( \mu / \|\varepsilon\|_2 \in (-1, 1) \). To do so, we write the inequalities as

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (1 - \sigma \iota' S \iota) + (\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0 \right) > 0,
\]

\[
\mathbb{P}_H \left( \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (-1 - \sigma \iota' S \iota) + (-\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0 \right) > 0.
\]

Notice that this implies

\[
\sup_{H \in \mathcal{H}} \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (1 - \sigma \iota' S \iota) + (\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0,
\]

\[
\sup_{H \in \mathcal{H}} \min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (-1 - \sigma \iota' S \iota) + (-\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0.
\]

By the max-min inequality, this implies

\[
\min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (1 - \sigma \iota' S \iota) + \sup_{H \in \mathcal{H}} (\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0,
\]

\[
\min_{S \in S \setminus \{I\}} \min_{\sigma \in \{-1, 1\}} \mu (-1 - \sigma \iota' S \iota) + \sup_{H \in \mathcal{H}} (-\iota - \sigma \iota' S \iota)' \mathcal{H} \varepsilon > 0.
\]
Using the Cauchy-Schwarz inequality, this is equivalent to
\[ \min_{S \in \mathcal{S} \setminus \{I\}} \min_{\sigma \in \{-1,1\}} \mu(1 - \sigma \iota' S\iota) + \sqrt{2} \sqrt{1 - \sigma \iota' S\iota} \| \varepsilon \|_2 > 0, \]
\[ \min_{S \in \mathcal{S} \setminus \{I\}} \min_{\sigma \in \{-1,1\}} \mu(-1 - \sigma \iota' S\iota) + \sqrt{2} \sqrt{1 + \sigma \iota' S\iota} \| \varepsilon \|_2 > 0. \]

Which is equivalent to
\[ \min_{S \in \mathcal{S} \setminus \{I\}} \min_{\sigma \in \{-1,1\}} \mu \| \varepsilon \|_2 \sqrt{1 - \sigma \iota' S\iota} > -\sqrt{2}, \]
\[ \min_{S \in \mathcal{S} \setminus \{I\}} \min_{\sigma \in \{-1,1\}} -\mu \| \varepsilon \|_2 \sqrt{1 + \sigma \iota' S\iota} > -\sqrt{2}, \]
which implies \( \mu/\| \varepsilon \|_2 \in (-1, 1) \), since \(-1 \leq \sigma \iota' S\iota \leq 1 \).

It remains to show that this implies
\[ \mathbb{P}_{\Pi} \left( \min_{S \in \mathcal{S} \setminus \{I\}} \| \iota' X - \iota' SX \| > 0 \right) < 1, \]
or equivalently
\[ \mathbb{P}_{\Pi} \left( \min_{S \in \mathcal{S} \setminus \{I\}} \min_{\sigma \in \{-1,1\}} \max_{\tau \in \{-1,1\}} \tau \iota' X - \sigma \iota' SX < 0 \right) > 0, \]
which is implied by
\[ \mathbb{P}_{\Pi} (\tau \iota' X - \sigma \iota' SX < 0) > 0, \forall \sigma, \tau, S. \]

Notice that
\[ \mathbb{P}_{\Pi} (\tau \iota' X - \sigma \iota' SX < 0) = \mathbb{P}_{\Pi} (\mu(\tau - \sigma \iota' S\iota) + (\tau - \sigma \iota' S\iota) \| \varepsilon \|_2 > 0) \]
\[ = \mathbb{P}_{\Pi} \left( \frac{\mu}{\| \varepsilon \|_2} \frac{\tau - \sigma \iota' S\iota}{\sqrt{2} \sqrt{1 - \sigma \iota' S\iota}} < \frac{\tau - \sigma \iota' S\iota}{\sqrt{2} \sqrt{1 - \sigma \iota' S\iota}} \| \varepsilon \|_2 \right) \]
\[ = 1 - F^{\beta} \left( \frac{\alpha - 1}{2}, \frac{\alpha - 1}{2}, \frac{-1}{2}, \frac{-1}{2} \right) \left( \frac{\mu}{\| \varepsilon \|_2} \frac{\tau - \sigma \iota' S\iota}{\sqrt{2} \sqrt{1 - \sigma \iota' S\iota}} \right) \]
\[ > 1 - F^{\beta} \left( \frac{\alpha - 1}{2}, \frac{\alpha - 1}{2}, \frac{-1}{2}, \frac{-1}{2} \right) (1) = 0, \]
where the third equality follows from Lemma 6, and the inequality from the continuity of the beta distribution on the support \([-1, 1]\) and the fact that \(-1 < \frac{\mu}{\| \varepsilon \|_2} \frac{\tau - \sigma \iota' S\iota}{\sqrt{2} \sqrt{1 - \sigma \iota' S\iota}} < 1 \), for all \( \sigma, \tau \) and \( S \in \mathcal{S} \setminus \{I\} \). This proves the claim.

**C.6 Proof of Theorem 6**

For the proof of Theorem 6, we use the following lemma that is similar to Lemma 4.2 in Dobriban (2022).

**Lemma 5.** Suppose \( M \) is fixed. Let \( Z_i, i \in \{1, ..., M\} \) be identically distributed real-valued random variables and let \( Z \) be some other real-valued random variable. Then
\[ \mathbb{P}_{Z_1...Z_M} (Z > \max_i Z_i) = 1, \]
if and only if \( \mathbb{P}_{Z_1} (Z > Z_1) = 1. \)
Proof. Following Lemma 4.2 of Dobriban (2022), consider the events \( A_i = \{ Z \leq Z_i \} \). Taking complements, it is sufficient to show \( \mathbb{P}_{A_1 \ldots A_M}(\bigcup_{i=1}^{M} A_i) = 0 \) if and only if \( \mathbb{P}_{A_1}(A_1) = 0 \). By the union bound we have

\[
\mathbb{P}_{A_1}(A_1) \leq \mathbb{P}_{A_1}(\bigcup_{i=1}^{M} A_i) \leq \sum_{i=1}^{M} \mathbb{P}_{A_1}(A_i) = M \mathbb{P}_{A_1}(A_1),
\]

where the final equality follows from the fact that the \( Z_i \) are identically distributed. The claim follows from observing that the inequalities imply \( \mathbb{P}_{A_1 \ldots A_M}(\bigcup_{i=1}^{M} A_i) = 0 \) if and only if \( \mathbb{P}_{A_1}(A_1) = 0 \).

Proof of Theorem 6. For the second claim, notice that by the first claim in Theorem 4,

\[
\mathbb{I}\left\{ \mu \sqrt{1 - \delta \cdot g_M} \geq \sqrt{2} \|\varepsilon\|_2 \right\} \leq \mathbb{I}\{ \mathbb{E}_\alpha \phi_{\gamma}^{G_M}(X) = 1 \}.
\]

Taking the expectation with respect to \( G_M \) on both sides yields

\[
\mathbb{E}_{G_M}(\mu \sqrt{1 - \delta \cdot g_M} \geq \sqrt{2} \|\varepsilon\|_2) \leq \mathbb{E}_{G_M}(\mathbb{E}_\alpha \phi_{\gamma}^{G_M}(X) = 1).
\]

As \( \mathbb{E}_\alpha \phi_{\gamma}^{G_M}(X) \leq 1 \), the right-hand side of this display equals 1 if and only if

\[
\mathbb{E}_{G_M} \mathbb{E}_\alpha \phi_{\gamma}^{G_M}(X) = 1.
\]

The left-hand side is equal to

\[
\mathbb{P}_{G_M}(\mu \sqrt{1 - \delta \cdot g_M} \geq \sqrt{2} \|\varepsilon\|_2) = \mathbb{P}_{G_M}(1 - \frac{\|\varepsilon\|_2^2}{\mu^2} \geq \max_{G \in G \setminus \{I\}} \cdot G_L)
\]

as \( \mu \geq 0 \). By Lemma 5, the final expression in the previous display equals 1 if and only if

\[
\mathbb{P}_G(\mu^2 - \|\varepsilon\|_2^2 \geq \mu^2 / \|G_L\|) = 1.
\]

Which is true if and only if

\[
\mu \sqrt{1 - \delta \cdot g} \geq \sqrt{2} \|\varepsilon\|_2.
\]

This proves the first claim. The second claim follows from applying the same reasoning to the second claim of Theorem 4.

C.7 A power conjecture

Figure 1a shows that MC group-invariance tests can outperform oracle subgroup-invariance tests. However, beyond the \( n = 2 \) case, we have not been able to find any counterexamples. An in-depth investigation of the \( n = 2 \) case showed that this phenomenon relies on the fact that small spherical caps contain a large amount of the mass of the sphere, which can be seen in the fact that the density of the Beta(\( n/2 - 1 \), \( n/2 - 1 \), -1, 1)-distribution is U-shaped. This U-shape is no longer present if \( n \geq 3 \). Unfortunately, we were not able to construct a proof.

This leads us to

Conjecture 1. Suppose that \( \varepsilon \) is \( \mathcal{H} \)-invariant \( S \) is an oracle subgroup of \( \mathcal{H} \) of order \( M \), \( n \geq 3 \) and let \( \|\varepsilon\|_2 > 0 \) be fixed. Then, \( \mathbb{E}_\mathcal{H} \phi_{\alpha}^{S}(\mu + \mathcal{H}_L) \geq \mathbb{E}_\mathcal{H} \mathbb{E}_\alpha \phi_{\gamma}^{G_M}(\mu + \mathcal{H}_L) \).

Remark 6. If Conjecture 1 is true for every \( \|\varepsilon\|_2 \), it immediately follows that it is true for random \( \|\varepsilon\|_2 \) as well.
C.8 Proof of Theorem 7

In order to present the proof of Theorem 7, we first prove two simple lemmas. Lemma 6 is also used in several other proofs.

**Lemma 6.** Let $a$ and $b$ be unit $n$-vectors and let $H$ be uniform on $H$. Then, $a' H b \sim \text{Beta} \left( \frac{n-1}{2}, \frac{n-1}{2}, -1, 1 \right)$.

**Proof.** First, notice that by the third characterization in Lemma 1, we have $H \overset{d}{=} H_1 H_2$, where $H_1$ is uniform on $H$ independent of $H$. Choosing $H_2$ to uniform on $H$ independent of $H$ and $H_1$, we have $H \overset{d}{=} H_1 H_2$. As a consequence, $a' H b \overset{d}{=} a' H_1 H_2 b \overset{d}{=} \bar{\nu} \bar{\upsilon}$, where $\bar{\nu}$ and $\bar{\upsilon}$ are independent and uniform random $n$-vectors on the unit sphere.

Suppose $y$ and $z$ are independent multivariate standard normally distributed $n$-vectors. The random vectors $u_y := y/\|y\|_2$ and $u_z := z/\|z\|_2$ are $H$-invariant unit $n$-vectors. Hence, $u_y' \nu \overset{d}{=} u_y' u_z$.

Finally, notice that $u_y' u_z$ is the sample correlation coefficient between two independent multivariate standard normally distributed $n$-vectors, which is Beta $\left( \frac{n-1}{2}, \frac{n-1}{2}, -1, 1 \right)$-distributed (Fisher, 1915; Hotelling, 1953). This proves the claim.

Define the maps $f_n : (-1, 1) \rightarrow \mathbb{R}$ as $y \mapsto \sqrt{n-1} \frac{y}{\sqrt{1-y^2}}$, and notice that $f_n(y)$ is strictly increasing in $y \in \mathbb{R}$, $n \in \mathbb{N}^+$.

**Lemma 7.** If $Z \sim \text{Beta} \left( \frac{n-1}{2}, \frac{n-1}{2}, -1, 1 \right)$, then $f(Z) \sim t_{n-1}$.

**Proof.** Suppose $\eta \sim \mathcal{N}(0, \sigma^2 I)$, so that $\eta/\|\eta\|_2$ is uniform on the unit sphere and so $\eta' \eta/\|\eta\|_2 \overset{d}{=} Z$ by Lemma 6. Some straightforward algebra shows that

$$f(\eta' \eta/\|\eta\|_2) = \sqrt{n-1} \frac{\eta' \eta}{\sqrt{\eta'(I-\eta\eta') \eta}},$$

which well-known to have a $t_{n-1}$ distribution. Hence, $f(Z) \sim t_{n-1}$.

**Remark 7.** Similar results exist in the literature. For example Efron (1969) shows that $f(a' H b) \sim t_{n-1}$, by noticing that geometric arguments made by Fisher (1925) for the normal distribution only rely on the orthogonal invariance of the distribution.

Combining Lemmas 6 and 7 yields the following straightforward proof of Theorem 7.

**Proof.** We exclude the case that $X = 0$, where the $t$-test is poorly defined. Let $Z$ denote a
Beta\(\frac{n-1}{2}, \frac{n-1}{2}, -1, 1\)-distributed random variable, and \(\tau\) a \(t_{n-1}\) distributed random variable. Then,

\[
\phi_H^\alpha (X) := \mathbb{I}\{\mathbb{P}_H(\iota'HX \geq \iota'X) \leq \alpha\}
= \mathbb{I}\{\mathbb{P}_Z (Z \geq \frac{\iota'X}{\|X\|_2}) \leq \alpha\}
= \mathbb{I}\{\mathbb{P}_\tau (\tau \geq \frac{\iota'X}{\|X\|_2}) \leq \alpha\}
= \mathbb{I}\{\mathbb{P}_\tau \left(\tau \geq \sqrt{n-1} \frac{\iota'X}{\sqrt{X'(I-\iota\iota')X}}\right) \leq \alpha\}
= \mathbb{I}\{\sqrt{n-1} \frac{\iota'X}{\sqrt{X'(I-\iota\iota')X}} > t_{n-1}^\alpha\},
\]

where the second equality follows from Lemma 6 and the third equality from Lemma 7 and the fact that \(f\) is strictly increasing.

C.9 Proof of Corollary 3

**Proof.** This proof is analogous to the proof of Theorem 7 after noticing that one can use Lemmas 6 and 7 to transform a sample of independent uniform draws from \(H\) into a sample of independent \(t_{n-1}\)-distribution and use the sample quantile as a critical value.

C.10 Proof of Theorem 8

**Proof.** We start by assuming that \(M = n\). Let \(S\) be the matrix representation of \(S\), which exists by Proposition 2. Without loss of generality, let \(\iota\) be the first column of \(S\). From Proposition 3, we know that all columns of \(S\) are orthogonal. Hence, \(S'\iota = e_1 = (1, 0, \ldots, 0)'\). This yields

\[
S'X = \mu S'\iota + S'\varepsilon = \mu e_1 + S'\varepsilon = \mu e_1 + \varepsilon,
\]

where the final step follows from the first statement in Lemma 1, the fact that \(S'\) is an orthonormal matrix and the \(H\)-invariance of \(\varepsilon\). The \(S\)-invariance test compares the first element of the vector \((\mu e_1 + \varepsilon)\) to its remaining elements. As the elements of \(\varepsilon\) are i.i.d., this is exactly a Monte Carlo \(Z\)-test.

To prove the \(M \leq n\) case, one can pad the resulting \(n \times M\) matrix representation with zero-columns until it is \(n \times n\) and follow similar steps, noting that the zero-columns will eliminate some elements of \(\varepsilon\).

**Remark 8.** Normality is almost necessary for the proof strategy in Theorem 8, for the following reason. For the proof, we require that \(S'\varepsilon \overset{d}{=} \varepsilon\), and \(\varepsilon\) has i.i.d. elements. Let \(s_1\) and \(s_2\) denote two columns of \(S\). Then \((s_1, s_2)'\varepsilon \overset{d}{=} (e_1, e_2)'\varepsilon\). As \(e_1\varepsilon\) and \(e_2\varepsilon\) are independent, so are \(s_1\varepsilon\) and \(s_2\varepsilon\).

This brings us very close to the conditions of the Darmois-Skitovich Theorem (Darmois, 1953; Skitovitch, 1953). This theorem states the following: \(s_1\) and \(s_2\) have only non-zero elements, \(\varepsilon\) has i.i.d. elements and \(s_1\varepsilon\) and \(s_2\varepsilon\) are independent if and only if \(\varepsilon \overset{d}{=} N(0, \sigma^2 I)\), for some \(\sigma^2 > 0\). Therefore, if \(S\) has two columns with non-zero elements, then we indeed require that \(\varepsilon \overset{d}{=} N(0, \sigma^2 I)\).
C.11 Proof of Proposition 2

Proof. Start by noticing that \( \sup_{S_i \neq S_j \in S \setminus \{1\}} \| S_i^t S_j - 1 \| \leq \delta_S \), as \( S_1, S_2 \in S \). If \( \delta_S < 1 \), then \( S \mapsto S_t \) is a bijection. If it were not a bijection, then we could find two distinct elements \( S_1, S_2 \in S \) for which \( S_1 t = S_2 t \). However, this would imply \( S_1^t S_2 = 1 \), which contradicts the premise that \( \delta_S < 1 \).

Suppose, for the sake of contradiction, that \( S \) is infinite. As \( S \mapsto S_t \) is a bijection, \( S_t \) is also infinite. Notice that the elements of \( S_t \) are points on the unit sphere. As \( \sup_{S_i \neq S_j \in S \setminus \{1\}} \| S_i^t S_j - 1 \| \leq \delta_S < 1 \), all these points are at least some fixed distance away from each other. Hence, no sequence of points in \( S_t \) has a convergent subsequence. This contradicts the sequential compactness of the unit sphere in \( n \) dimensions. Hence, \( S \) is finite. \( \square \)

C.12 Proof of Proposition 5

We first prove two lemmas, which we then combine to prove Theorem 5. The first lemma constructs oracle subgroups of any order \( p \) for a specific choice of \( t \). The second lemma transforms these oracle subgroups to oracle subgroups for any choice of \( t \).

Lemma 8. For each \( p \), \( 1 \leq p \leq n \), there exists a cyclic subgroup \( S \) of the permutation group \( \mathcal{P} \) of order \( p \) that is an oracle subgroup of \( \mathcal{H} \) with respect to \( e_1 \).

Proof. If \( p = 1 \), then the group consists only of the identity element, which is indeed an oracle subgroup. For \( p > 1 \), without loss of generality, let

\[ S_1 = (e_1, e_2, \ldots, e_{p-1}, e_p, e_{p+1}, \ldots, e_n). \]

The matrix \( S_1 \) is a generator of a cyclic subgroup \( S \) of \( \mathcal{P} \) of order \( p \). It is easily verified that \( e_1^t S e_1 = 0 \) for all \( S \in S \setminus \{1\} \). Hence, \( S \) is an oracle subgroup of \( \mathcal{H} \) of order \( p \) with respect to \( e_1 \). \( \square \)

Lemma 9. Let \( a \) and \( b \) be unit vectors. Let \( Q \) be an orthonormal matrix such that \( Qa = b \), which exists. Let \( S \) be an oracle subgroup of \( \mathcal{H} \) with respect to \( a \). Then, \( \mathcal{G} \) with elements \( G = QSQ' \), \( S \in S \), is an oracle subgroup of \( \mathcal{H} \) with respect to \( b \), and \( \mathcal{G} \) is isomorphic to \( S \).

Proof. We have that \( \mathcal{G} \subset \mathcal{H} \), as the elements of \( \mathcal{G} \) are compositions of orthonormal matrices. Furthermore, it is a subgroup, as

- \( l \in S \), so \( QlQ' = l \in \mathcal{G} \),
- for any \( G \in \mathcal{G} \) and some \( S \in S \), we have \( G' = (QSQ')' = QS'Q' \in \mathcal{G} \),
- for any \( G_1, G_2 \in \mathcal{G} \) and some \( S_1, S_2 \in S \), we have \( G_1^{-2} = QS_1 Q' QS_2 Q' = QS_1 S_2 Q' \in \mathcal{G} \).

In addition, it is an oracle subgroup with respect to \( b \) as \( b'Gb = b'QSQ'b = a'Sa = 0 \), for any \( G \in \mathcal{G} \setminus \{l\} \) and some \( S \in S \). Finally, \( \mathcal{G} \) and \( S \) are isomorphic as the map \( S \mapsto QSQ' \), \( S \in S \), \( G \in \mathcal{G} \), is a bijection from \( S \) to \( \mathcal{G} \). \( \square \)

Proof of Theorem 5. From Lemma 8 we can obtain an oracle subgroup \( S \) of \( \mathcal{H} \) with respect to \( e_1 \) of any desired order \( p \), \( 1 \leq p \leq n \). Using Lemma 9, we can transform \( S \) into an isomorphic oracle subgroup of \( \mathcal{H} \) with respect to any unit vector. \( \square \)
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