Abstract

Scene-dependent adaptive compressive sensing (CS) has been a long pursuing goal which has huge potential in significantly improving the performance of CS. However, without accessing to the ground truth image, how to design the scene-dependent adaptive strategy is still an open-problem and the improvement in sampling efficiency is still quite limited. In this paper, a restricted isometry property (RIP) condition based error clamping is proposed, which could directly predict the reconstruction error, i.e., the difference between the currently-stage reconstructed image and the ground truth image, and adaptively allocate samples to different regions at the successive sampling stage. Furthermore, we propose a cascaded feature fusion reconstruction network that could efficiently utilize the information derived from different adaptive sampling stages. The effectiveness of the proposed adaptive and cascaded CS method is demonstrated with extensive quantitative and qualitative results, compared with the state-of-the-art CS algorithms.

1. Introduction

Compressive sensing (CS) has attracted wide attention since it was first proposed in 2006 [10], for it can greatly reduce the sampling rate required for accurate reconstruction. Thus, CS has been applied in many fields, including but not limited to image acquisition [11, 26], accelerated magnetic resonance imaging (MRI) [20] and wireless broadcast [17], etc.

Traditionally, the CS problem can be formulated as
\[
\arg \min_{x \in \mathbb{R}^n} \| \Psi x \|_1 \quad \text{s.t.} \quad \Phi x + \epsilon = y,
\]
where \( \Phi \in \mathbb{R}^{m \times n} \) is the compressive measurement matrix. \( \epsilon \in \mathbb{R}^m \) and \( y \in \mathbb{R}^m \) denote the measurement noise and the compressive measurement. The number of measurements \( m \) is commonly much smaller than \( n \) and \( \Psi \) denotes the sparse transform operator. In this model, the sampling matrix is fixed and predefined, with spatially uniform sampling rate for the entire image. However, depending on the image content, different image regions could be of different complexities, requiring quite different sampling rates for similar reconstruction quality. As shown in Fig. 1, the original image patch can be well recovered at a very low sampling rate for the smooth regions such as the wall and the background. However, a higher sampling rate is required for the regions with more complex textures, such as the pointer of the dial or words on the vase. Therefore, scene-dependent adaptive sampling is quite-promising in achieving much higher sampling efficiency than traditional CS methods.

Adaptive CS has been a long pursuing goal for efficient and adaptive information sampling. The most challenging part in adaptive CS is how to design the adaptive strategy when the ground truth image is not accessible. Previous methods [25, 29, 24] propose to focus on sampling regions with high feature density, according to the intermediate re-stored image from existing measurements. However, these
methods are to-some-extent heuristic and the improvement in CS efficiency are still limited.

In this paper, enlightened by the restricted isometry property (RIP) in CS theory, we propose an efficient adaptive and cascaded CS neural network (ACCSNet).

By utilizing the RIP-condition based clamping on the preceding measurement error maps, the unknown reconstruction errors can be revealed by the known measurement errors. Then, the error-guided adaptive scheme is proposed to realize the adaptive sampling. A cascaded reconstruction network is proposed to collaborate with the multi-stage adaptive sampling strategy. With the stage-to-stage feature fusion mechanism, information among stages can be fully fused and exploited, further improving the quality of reconstruction results. Through comparison with the state-of-the-art CS algorithms, we demonstrate the effectiveness of the proposed method both quantitatively and qualitatively.

In all, the contributions of the proposed method are concluded as below.

- We propose ACCSNet to implement adaptive compressive sampling based on the RIP property in CS theory, which enables to locate and adaptively sample image regions with high reconstruction errors and realize CS imaging with high-efficiency.
- We propose a cascaded information fusion method in the CS reconstruction neural network which could facilitate sufficient information exploration among different stages of adaptive CS and further improve the CS reconstruction quality.
- The effectiveness of the proposed method is extensively demonstrated through comparing with state-of-the-art methods and ablation study.

2. Related Work

From conventional optimization methods [7, 4] to deep-learning based reconstruction methods [33, 37, 23, 16, 32, 34, 6, 27], the performance in CS imaging have been significantly improved. Most of these methods take the samples without considering scene contents, leaving the room for improvement in the performance.

Adaptive Sampling CS imaging. Conventionally, to realize adaptive sampling, compressive measurements are sampled in different stages and the sampling region of the next stage is decided based upon the analysis of the reconstructed results of the previous stages. To decide the sampling region at the next stage, different heuristic methods are proposed to analyze the image characteristic of current-stage reconstruction and locate the image region of high density in edges, wavelet coefficients or discrete cosine transform (DCT) coefficients, etc. The adaptive sampling scheme based on wavelet transform [1, 35, 28, 25, 29] adopts cascaded sampling and reconstruction method, which starts from the lowest resolution and obtains a higher resolution image after each stage of sampling and reconstruction. The sampling of each stage is based on the wavelet transform coefficients of the previous low resolution reconstruction results. With these adaptive strategies, the regions with large wavelet coefficients are sampled, and the regions with small wavelet transform coefficients are often discarded. Similar ideas are also applied to other transform domains, e.g. DCT [19].

Fourier transform [14]. However, since regions with fine textures can often be neglected in the case of low resolution or low quality, incorporating only the feature characteristics of the intermediate reconstruction to guide the adaptive sampling process is inaccurate and prevents CS imaging of complex images with high accuracy. Recently, inspired by the animal visual mechanism, Phillips et al. [24] proposed an adaptive foveated single-pixel imaging system, which can adaptively sample with a foveated pattern centered at the position of the moving target in the video streams. However, it is for adaptive video CS, which can not be applied to single image CS.

In all, how to design the scene-dependent adaptive CS imaging method without access to the ground truth image is still an open problem, and the potential of the scene-dependent information is still not well-explored with existing adaptive methods. In this paper, we propose an adaptive CS method for single image CS imaging. Through fully exploiting the RIP theory, we propose an adaptive CS imaging method that could directly locate the image regions with high reconstruction error, leading to highly efficient adaptive CS imaging.

Cascaded Compressive Reconstruction. Cascaded CS reconstruction methods propose to reconstruct images of different sampling rates with the same network, which greatly increase the scalability of the imaging system. Xu et al. [32] proposed a multi-stage Laplacian pyramid reconstructive adversarial network named LAPRAN, which can generate images of different resolutions following the concept of Laplacian pyramids. Shi et al. [27] proposed an end-to-end cascaded structure for simultaneously training the sampling matrix and reconstruction network. With the scalable structure and greedy method, multiple sampling rates can be realized with only one network with high quality. However, these multi-stage methods do not take the full advantage of the information among stages, only the sampling results [32] or the reconstruction results [27] are fused between adjacent stages, and all the feature maps generated by the different stages are discarded. In this paper, we propose a cascade information fusion method that could enforce sufficient information fusion among different adaptive stages and further improve the efficiency of adaptive CS imaging.

3. Adaptive and Cascaded CS Net

Different from the traditional CS model in Eq. 1, we propose to model the CS problem with an multi-stage adaptive...
and cascaded model,
\[ \hat{y}_i = \Phi_i x + \epsilon \]
\[ \hat{x}_i = \mathcal{N}_i(\hat{y}_1, \hat{y}_2, \ldots, y_i) \]
\[ \Phi_{i+1} = \mathcal{H}(\Delta y_i), \]

where \( x \) is the latent image, \( y_i \) is the measurement vector of \( i \)-th stage, \( \Phi_i \) is the corresponding sampling matrix, \( \mathcal{N}_i(\cdot) \) indicates the reconstruction mapping function of \( i \)-th stage and is implemented by the cascaded feature fusion network, \( \mathcal{H}(\cdot) \) denotes the adaptive sampling module that is realized by the error-induced adaptive sampling module. Expanding the recursive expression in Eq. 2, all modules of multi-stages combine an entire network named ACCSNet. Fig. 2 shows the structure of the \( k \)-stage ACCSNet, which can realize different sampling rates and multi-stage reconstruction within only one model.

As for the sampling matrix \( \Phi_i \), we use a patch-based learnable scheme. The input image \( x \) is divided into several non-overlapping \( p \times p \times c \) patches \( x^3 \), where \( p \) and \( c \) denote spacial size and the number of input channels, respectively. In our paper, only grayscale images are applied for the experiment, so the input channel is set to 1. In practice, we use one learnable convolution layer \( \text{conv}(p, p, 1, m) \) without bias to implement the sampling model, in which the kernel size is \( p \times p \), the stride is also \( p \), and the number of output channels is \( m \). Assuming that the sampling rate of this patch is \( r \), then \( m \) can be calculated as \( \lceil rp^2 \rceil \). \([\cdot]\) represents the rounding calculation.

Adaptive sampling module (ASM) takes \( \Delta y_i \) of the stage \( i \) as input and outputs a binary adaptive mask to determine which regions should be sampled at the stage \( i+1 \), as shown in the bottom left of Fig. 2. Except for the first stage, the sampling model of each stage adaptively adjusts the sampling strategy according to the sampling and reconstruction results of the previous stage. The reconstruction model of each stage will continuously fuse feature maps of the previous stage to make full use of the information sampled before, as shown in the top and the bottom right of Fig. 2. In the following, we will introduce the proposed ACCSNet in detail.

3.1. Error-induced Adaptive Sampling Module

The core idea of adaptive sampling is how to choose the next sampling strategy according to the existing informa-
The sampling matrix to the restricted isometry property (RIP) proposed in [5], if the known matrix of stage 1 can be regarded as a sampling measurement of RIP condition based error clamping quality with the same total sampling rate. Sampling efficiency and thus lead to higher reconstruction be more efficient. In other words, we can achieve better regions with larger error, the entire sampling scheme could respectively. Obviously, the reconstruction error of this univalent map and the ground truth image are present in Fig. 3(a-c), which is an ill-posed problem. Thanks from the ground truth image? Fig. 3 shows an intuitive example, one intermediate reconstruction result of Set11 [16] at the stage 1 with sampling rate \( r = 0.05 \), the corresponding reconstruction error and the ground truth image are present in Fig. 3(a-c) respectively. Obviously, the reconstruction error of this uniformly sampled case is not uniform. Therefore, on the next sampling stage, if we can allocate more samples to the regions with larger error, the entire sampling scheme could be more efficient. In other words, we can achieve better sampling efficiency and thus lead to higher reconstruction quality with the same total sampling rate.

**RIP condition based error clamping.** The key problem of adaptive sampling is how to estimate the reconstruction error \( ||\Delta x_i||_2 \) of the stage \( i \) without the ground truth image? According to the relationship between the sampling measurements and reconstruction results, we can calculate the measurements error from reconstruction error by

\[
\Delta y_i = \Phi_1 \Delta x_i = \Phi_1 (x - \hat{x}_i) = y_i - \Phi_1 \hat{x}_i,
\]

where \( y_i \) and \( \Phi_1 \) are sampling measurements and sampling matrix of stage \( I \), \( \hat{x}_i \) denote the reconstruction results of the stage \( i \), and \( x \) is the ground truth image, respectively. \( \Delta y_i \) can be regarded as a sampling measurement of \( \Delta x_i \). Therefore, the problem becomes how to estimate \( ||\Delta x_i||_2 \) from the known \( ||\Delta y_i||_2 \), which is an ill-posed problem. Thanks to the restricted isometry property (RIP) proposed in [5], if the sampling matrix \( \Phi_1 \) satisfies the RIP which is the basic premise of CS, the reconstruction errors could be sampled by the measurement errors with the inequality

\[
\frac{||\Delta y_i||_2}{(1 + \delta)} \leq \frac{||\Delta x_i||_2}{(1 - \delta)} \leq \frac{||\Delta y_i||_2}{(1 - \delta)}
\]

where \( \delta \in (0, 1) \). RIP provides a double side clamping for the \( l_2 \) norm of the reconstruction errors \( \Delta x \). Therefore, it is reasonable to conclude that if the measurement error \( ||\Delta y||_2 \) is relatively large, the corresponding reconstruction error \( ||\Delta x||_2 \) is probably large as well, and vice versa.

Here, we verify the effectiveness of estimating \( ||\Delta x||_2 \) from \( ||\Delta y||_2 \) according to the statistical results and comparison of the quantized adaptive masks. From the statistical results shown in Fig. 4(a), \( ||\Delta y||_2 \) and \( ||\Delta x||_2 \) have a nearly linear relationship. We also calculate the adaptive masks according to \( ||\Delta x||_2 \) and \( ||\Delta y||_2 \), and demonstrate the results in Fig. 4(b) and (c) respectively. Each element of the binarization mask corresponds to a region, with first \( \alpha \) (\( \alpha = 70\% \) in this paper) larger \( ||\Delta y||_2 \) as 1 and the rest as 0. It can be seen that the adaptive masks calculated according to \( ||\Delta x||_2 \) and \( ||\Delta y||_2 \) are highly consistent. To sum up, by calculating \( ||\Delta y||_2 \), we can get which regions have larger reconstruction errors, which provides a basis for the next sampling.

**Error based adaptive strategy.** The lower left corner of Fig. 2 shows the schematic diagram of the adaptive sampling module. The error based adaptive strategy determines which image patches should be sampled at the stage \( i \) according to the measurement error of the stage \( i-1 \) of each image patch. Except for the stage 1, according to the adaptive mask calculated by the adaptive sampling module, the ACCSNet only samples the regions with relatively poor reconstruction quality of the previous stage. Through this adaptive and cascadely sampling mechanism, different regions of an image are sampled with different sampling rates efficiently. The details of Error based adaptive strategy are concluded in Alg. 1.

3.2. Cascaded Feature Fusion Network Structure

As shown in Fig. 2, the reconstruction model of each stage contains an initial linear layer and a reconstruction network. The initial linear layer of the stage \( I \) is a linear transformation, which maps the sampling results of \( m_i \) channels to \( p^2c \) channels through only one \( 1 \times 1 \) convolution layer, and then obtains the initial reconstruction result of the same size as the input image through rearrange operation. The rearrange operation includes a reshape layer and a concatenate layer. Specifically, reshape the one-dimensional reconstruction result of each image patch with the length of \( p^2c \) into a three-dimensional image patch with the dimension of \( p \times p \times c \), and then concatenate them into the original dimension of the image in the spatial dimension. The initial reconstruction network of stage 2 or later stages have
3.3. Loss Function and Training Strategy

For network training, we adopt $l_1$ loss to supervise the initial reconstruction result and the final reconstruction result for each stage. Given input image $x$, the learnable sampling matrix $\Phi_i$, the sampling measurements of the stage $i$ can be denoted as $\mathcal{F}_{\Phi_i}(x)$. Therefore, for the $i$-th stage, the loss function can be expressed as:

$$L_i = L_i^{\text{final}} + \beta L_i^{\text{init}}$$

$$= \|N_i^{\text{final}}(\mathcal{F}_{\Phi_i}(x)) - x\|_1 + \beta \|N_i^{\text{init}}(\mathcal{F}_{\Phi_i}(x)) - x\|_1,$$

where $\beta$, $N_i^{\text{final}}(.)$ and $N_i^{\text{init}}(.)$ denotes the loss balance hyper-parameter, the full reconstruction network and the initial reconstruction network respectively. We train the $k$-stage model gradually, which means we fix the parameters of the previous stage after we complete the training process of the previous stage and then train the next stage until we complete the training of the whole model.

4. Experiments

4.1. Dataset and implementation details

We use 200 images from BSDS500 dataset [2] and 91 images from [8] to train our model, and the validation set from BSDS500 is used for validation. Set5 [3], Set11 [16], Set14 [36], BSD68 [21], the test sets from BSDS500, General100 [9], Urban100 [13], and Manga109 [22] are used for testing. For the experiments, the Y channel of the images in YUV color space are utilized. We randomly crop 128 × 128 image patches from the training dataset during the training process. Batchsize is set as 2, $\beta$ is chosen empirically as 1. In Sec. 4.2 and Sec. 4.3, we set the image patch size $p$ and sampling scale factor $\alpha$ to 8 and 0.7, respectively. Adam optimizer [15] is adopted with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 1 \times 10^{-8}$. We set the number of CS reconstruction stages to 4 and sampling rate to 0.05 for each stage. The proposed adaptive sampling strategy is introduced at stage 2 to 4. We train 500k iterations at each stage, the initial learning rate is set to $2 \times 10^{-4}$, and multiplied by 0.5 every other 100k iterations. All the experiments are implemented on the PyTorch platform with a NVIDIA RTX 3090 GPU.

4.2. Comparison with state-of-the-art CS algorithms

In this section, we compare with other CS algorithms proposed in recent years, i.e. ReconNet [16], LAPRAN [32], ISTA-Net+ [37], SCSNet [27] and MAC-Net [6]. For comparison, we use the code provided by the author and the settings of training and testing are chosen according to the original paper. The quantitative results comparison is shown in Tab. 1. It can be seen that the reconstruction performance of the proposed adaptive CS algorithm are largely improved than the existing CS algorithms in both PSNR and SSIM, especially at the sampling rates of 0.1, 0.15 and 0.2, when the ASM is introduced.

Fig. 5 shows the reconstruction results with the sampling rates of 0.1, 0.15 and 0.2 respectively. It can be seen that at a sampling rate of 0.1, our method can reconstruct the head of the parrot more accurately, with much higher vi-
Table 1. Performance comparison with state-of-the-art CS algorithms on Set11 [16], BSDS500 testset [2], Urban100 [13], General100 [9] and Manga109 [22]. The best performance is highlighted in red (1st-best) and blue (2nd-best).

| Datasets    | Rate | ReconNet [16] | LAPRAN [32] | ISTA-Net+ [37] | SCNet [27] | MAC-Net [6] | Ours |
|-------------|------|---------------|-------------|----------------|------------|-------------|------|
|             |      | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        | PSNR | SSIM        |
| Set11       | 0.05 | 22.24 | 0.6352      | 21.58 | 0.5913      | 22.70 | 0.6661      | 24.65 | 0.7290      | 22.77 | 0.7067      | 26.61 | 0.8162      |
|             | 0.1  | 24.80 | 0.7284      | 23.78 | 0.6893      | 26.53 | 0.7992      | 28.16 | 0.8506      | 25.91 | 0.8042      | 29.76 | 0.8847      |
|             | 0.15 | 25.55 | 0.7333      | 24.27 | 0.6897      | 28.67 | 0.8541      | 29.75 | 0.8875      | 27.56 | 0.8478      | 31.86 | 0.9139      |
|             | 0.2  | 27.39 | 0.8110      | 26.04 | 0.7272      | 30.56 | 0.8900      | 31.30 | 0.9132      | 29.08 | 0.8797      | 33.61 | 0.9309      |
| BSDS500     | 0.05 | 24.07 | 0.6189      | 23.58 | 0.5812      | 24.18 | 0.6289      | 26.77 | 0.6972      | 23.77 | 0.6489      | 26.72 | 0.7310      |
|             | 0.1  | 25.79 | 0.6881      | 25.11 | 0.6157      | 26.50 | 0.7306      | 28.57 | 0.7844      | 25.97 | 0.7341      | 29.33 | 0.8292      |
|             | 0.15 | 26.39 | 0.7337      | 25.38 | 0.6500      | 28.10 | 0.7874      | 29.79 | 0.8509      | 27.06 | 0.7800      | 31.11 | 0.8713      |
|             | 0.2  | 27.63 | 0.7665      | 26.77 | 0.7271      | 29.38 | 0.8295      | 31.10 | 0.8731      | 28.35 | 0.8210      | 32.67 | 0.8976      |
| Urban100    | 0.05 | 21.36 | 0.5761      | 20.85 | 0.5331      | 21.89 | 0.6117      | 23.28 | 0.6514      | 21.56 | 0.6347      | 24.89 | 0.7444      |
|             | 0.1  | 23.31 | 0.6622      | 22.51 | 0.6171      | 24.87 | 0.7392      | 26.03 | 0.7873      | 24.23 | 0.7404      | 27.80 | 0.8422      |
|             | 0.15 | 24.18 | 0.7146      | 23.03 | 0.6294      | 26.88 | 0.8054      | 27.36 | 0.8348      | 25.54 | 0.7896      | 29.62 | 0.8793      |
|             | 0.2  | 25.47 | 0.7535      | 24.28 | 0.7027      | 28.35 | 0.8499      | 28.60 | 0.8700      | 27.01 | 0.8326      | 31.08 | 0.9009      |
| General100  | 0.05 | 25.28 | 0.6990      | 24.66 | 0.6600      | 26.11 | 0.7182      | 28.06 | 0.7702      | 26.42 | 0.7482      | 30.07 | 0.8308      |
|             | 0.1  | 27.91 | 0.7702      | 26.81 | 0.7333      | 29.82 | 0.8218      | 31.88 | 0.8754      | 29.54 | 0.8276      | 33.54 | 0.9013      |
|             | 0.15 | 27.90 | 0.8094      | 26.91 | 0.7254      | 31.95 | 0.8683      | 33.63 | 0.9107      | 31.18 | 0.8658      | 35.64 | 0.9267      |
|             | 0.2  | 29.91 | 0.8375      | 29.07 | 0.8047      | 33.66 | 0.8969      | 35.23 | 0.9341      | 32.93 | 0.8968      | 37.23 | 0.9418      |
| Manga109    | 0.05 | 23.04 | 0.7025      | 22.24 | 0.6570      | 24.17 | 0.7518      | 25.10 | 0.7520      | 23.77 | 0.7786      | 28.26 | 0.8731      |
|             | 0.1  | 25.96 | 0.7830      | 24.64 | 0.7418      | 28.84 | 0.8675      | 30.17 | 0.8968      | 27.67 | 0.8675      | 33.27 | 0.9384      |
|             | 0.15 | 26.65 | 0.8254      | 25.14 | 0.7414      | 31.69 | 0.9099      | 32.36 | 0.9292      | 29.83 | 0.9039      | 36.45 | 0.9567      |
|             | 0.2  | 28.96 | 0.8553      | 27.33 | 0.8199      | 33.90 | 0.9347      | 34.48 | 0.9508      | 31.92 | 0.9294      | 38.70 | 0.9652      |

With the proposed ASM, different sampling rates are allocated for different regions according to the reconstruction error of different regions. During the adaptive sampling process, since the reconstruction error of the head area is high, the sampling rate of that region is then adaptively increased and thus enables to achieve better reconstruction results at the same sampling rates. The same comparison results are shown at the lizard and night scene with the other methods.

4.3. Ablation study

Effectiveness of ASM. Fig. 6 shows the reconstruction results of different stages and the corresponding binary adaptive masks. The binary adaptive masks adaptively focus on the regions with more reconstruction errors, and the reconstruction results are gradually improved. We implement an ablation study to verify the effectiveness of the proposed ASM. Fig. 7 shows the PSNR of our algorithm in the reconstruction results with the ASM and without the ASM. Except for stage 1, the proposed ASM can bring about 1dB improvement in PSNR. From the visual reconstruction results shown in Fig. 8, the model with the ASM can reconstruct more accurate image details, while there are serious artifacts in the reconstruction results without the ASM at the same overall sampling rate.

Effectiveness of feature fusion. We propose cascaded feature-fusion connections between different stages to fuse the features of the previous stage into the reconstruction network of the current stage and assist the proposed ASM in highly-efficient image reconstruction. Tab. 2 shows the quantitative results with and without feature fusion connections between stages. Note that the improvement with cascaded feature fusion starts from stage 2, the improvement of introducing the cascaded feature fusion starts from stage 2. From comparison results, we can see that the quantitative results of the reconstruction results of our method with cascaded feature fusion are better than those without cascaded feature fusion among stages. Fig. 9 shows the visual reconstruction results of different models. The model with cascaded feature fusion can reconstruct elegantly higher quality and better visual results. As compared, the cascaded feature fusion enables the information of the previous stage to be transmitted to the later stage, and can make full use of the information among stages for further reconstruction quality improvement.

4.4. Exploration of model hyper-parameters

Exploration of different image patch size. The sampling
Figure 5. Visual comparison with the state-of-the-art CS algorithms. Top rows: Parrots from Set11 [16] with sampling rate = 0.1, middle rows: 41096 from BSDS500 testset [2] with sampling rate = 0.15, bottom rows: img_085 from Urban100 [13] with sampling rate = 0.2.

Figure 6. Reconstruction results of four stages, the corresponding adaptive mask is displayed in the top right of the image, which is narrowed and framed with a green box. (a) Stage 1, sampling rate = 0.05, (b) stage 2, sampling rate = 0.1, (c) stage 3, sampling rate = 0.15, (d) stage 4, sampling rate = 0.2, (e) ground truth.

Figure 7. Ablation study of ASM on (a) Set14 [36], (b) BSD68 [21]. w/o and w/ denote without and with respectively.

The model proposed in this paper divides the image into non-overlapping small patches and samples different patches respectively. In the sampling model of stage 2 and later stages, the adaptive module determines whether different patches need to be sampled or not. If the image is divided with smaller patch size, the proposed ASM can determine the adaptive sampling distribution with finer scale, which could help to reconstruct the whole image with higher quality. In order to choose a proper patch size, we conduct the patch-size analysis experiments and the quantitative results are concluded in Tab. 3. As shown, the overall performance at patch size 8, 16, 32 are slightly different and the difference increases as the sampling rate increases. According
to the quantitative comparison results, we choose 8 as the patch size in our experiments.

Table 4. Average quantitative results of different sampling rates at different sampling scale factors $\alpha$ on Set5 [36] and BSDS500 [9].

| Datasets   | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
|------------|-----------|-----------|-----------|-----------|
|            | $\alpha = 0.5$ | $\alpha = 0.6$ | $\alpha = 0.7$ | $\alpha = 0.8$ |
| Set5       | 34.20/0.9144 | 34.27/0.9164 | 34.28/0.9169 | 34.08/0.9164 |
| BSDS500    | 30.01/0.8275 | 30.02/0.8310 | 30.02/0.8323 | 29.72/0.8307 |

Exploration of sampling scale factor $\alpha$. Different sampling scale factors $\alpha$ will affect the proportion of 1 in the adaptive mask, that is, the number of sampling regions of each adaptive sampling stage. A larger sampling scale factor $\alpha$ can allocate more regions of the image at each adaptive stage, but for a fixed overall sampling rate, the number of adaptive sampling stages will be reduced. With reduced adaptive stage number, the resolution of sampling rate will be reduced, limiting the potential of adaptive sampling. On the other hand, if the sampling scale factor $\alpha$ is too small, the number of adaptive stages is too big and the speed of the adaptive imaging will be slow. In order to choose a proper sampling factor, we conduct parameter analysis upon $\alpha$. The quantitative results are shown in Tab. 4, with $\alpha$ ranging from 0.5 to 0.8. As is shown, when $\alpha$ increases from 0.5 to 0.7, the overall performance gradually increases. However, when we increase $\alpha$ from 0.7 to 0.8, the reconstructed quality starts to decrease. Therefore, according to our experimental results, we choose $\alpha = 0.7$ to obtain the best performance in our experiments.

5. Discussion

In this paper, we propose an adaptive compressive sensing method which could adaptively adjust the sampling region among stages and realize state-of-the-art performance. Since the adaptive sampling module requires the reconstruction results of the previous stage as one of the inputs, the inferencing of the reconstruction neural network will be the bottleneck in the real-time CS imaging. However, we need to note that the main contribution of the proposed method in this paper is to develop an highly-efficient adaptive CS imaging principle, based upon the RIP condition theory, and we believe that through adopting techniques such as network compression, quantization, or pruning [18], the inferencing speed could be greatly accelerated and the proposed method could be readily applied for real-time adaptive CS imaging. We will leave the network acceleration of the proposed method as further work.

6. Conclusion

In conclusion, we propose an adaptive and cascaded CS method, which can adaptively sample natural images with scene-dependent information, based on the RIP theory. Cascaded feature fusion between stages are proposed for CS reconstruction, which makes full use of the information among stages and elegantly helps to further improve the reconstruction efficiency. Quantitative and qualitative experiments are conducted and demonstrate the state-of-the-art CS effectiveness of the proposed method.
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