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Abstract

Industry 4.0 applications foster new business opportunities but they also pose new and challenging requirements, such as low latency communications and highly reliable systems. They enable to exploit novel wireless technologies (5G), but it would also be crucial to rely on architectures that appropriately support them. Thus, the combination of fog and cloud computing is emerging as one potential solution. It can dynamically allocate the workload depending on the specific needs of each application. Our main goal is to provide a highly reliable and dynamic architecture, which minimizes the time that an end node or user, for instance a car in a smart mobility application, spends in downloading the required data. In order to achieve this, we have developed an optimal distribution algorithm that decides, based on multiple parameters of the proposed system model, the amount of information that should be stored at, or retrieved from, each node to minimize the data download time. Our scheme exploits Network Coding (NC) as a tool for data distribution, as a key enabler of the proposed solution. We compare the performance of our proposed scheme with other alternative solutions, and the results show that there is a clear gain in terms of the download time.
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1. Introduction

The exponential growth of applications and services for the so-called Industry 4.0 paradigm, and the advocate of Industrial IoT (IIoT), are behind the appearance of new challenges [1, 2, 3]. Applications where real-time monitoring and processing is critical for an immediate decision making process, such as robotic guidance, e-health, or smart mobility, pose stringent requirements, in particular low latency communication, and high reliability and availability, among others [4, 5].

5G aims at coping with the requirements of Ultra-Reliable Low-Latency Communication (URLLC) systems, reducing the latency to 1 ms and providing up to 10 Gbps data rates [6, 7, 8]. Besides applying novel and advanced technologies, it is crucial to deploy an architecture that supports these requirements. Fog computing [9, 10] allows to perform early analytics and so, reduce the latency for delay sensitive applications, while cloud computing [11, 12] enables to store, process, and manage large amounts of data (Big Data). Thus, an architecture based on the combination of both fog and cloud computing paradigms (see Fig. 1 for an illustrative example) is emerging as one possible solution [13, 14], since it can provide the most suitable service by dynamically allocating the workload depending on the needs of each application.

Figure 1: Reference fog to cloud architecture.
Taking smart mobility applications as our driving use-case, the main objective of this paper is to provide a highly reliable, yet flexible and dynamic architecture, which aims at minimizing the time that the end node or user, for instance a car, spends in downloading the required data. With such goal, we propose a combined fog/cloud architecture, as depicted in Fig. 1, where multiple nodes with different capabilities are available. For instance, fog nodes, due to their closeness to the end nodes, may provide lower communication latency, compared to the cloud environment. However, they might be characterized with a lower computational capacity, or larger costs. Under such circumstances, it might be more beneficial to use the cloud nodes.

The first contribution of this paper is to propose a system model for the architecture shown in Fig. 1. We consider the following parameters: (1) the download bandwidth or rate, \( R_b \); (2) the communication delay, \( d_{\text{link}} \); and (3) the service time, i.e. the time required to process the data download request at a particular node, \( d_{\text{service}} \). The values for \( R_b \) and \( d_{\text{link}} \) that have been used throughout the paper are based on the related literature [15, 16, 17], while we have applied a traditional \( M/M/1 \) [18] queuing system in order to model \( d_{\text{service}} \).

The second contribution of the paper is to develop an optimal distribution algorithm that decides, based on the system parameters, the amount of information that should be stored in, or retrieved from, each node to minimize the data download time. We exploit Network Coding (NC) [19, 20] as a mechanism for distributed data storage, which has been showed to bring relevant benefits [21], since it allows reducing the amount of redundant data and so the download time [22, 23], while ensuring the fault-tolerance of the system.

The remainder of this paper is organized as follows. In Section 2, we review the related work by introducing some of the benefits of the combination of cloud and fog computing for Industry 4.0 applications. We also discuss the potential benefits of exploiting NC techniques for the proposed distributed storage solution. After discussing the existing works, we highlight the novel contributions of this paper. In Section 3, we describe the proposed scenario, and our system model, depicting the parameters that have been introduced. Moreover, in Section 4, we discuss the optimization problem that we pose to find the best data distribution strategy, with the objective of minimizing the total download time. In Section 5, we compare our proposal to other existing solutions, and analyze the impact of the system parameters. Finally, in Section 6, we conclude the paper, and we outline our future work.
2. Related Work

The benefits that the proposed architecture can provide to smart city [24, 25], e-health [26], and IoT [13] scenarios have been evinced in the literature. Specifically, for smart mobility or connected cars, the advantages of combining fog and cloud computing paradigms have also been shown [27, 28]. Authors in [29] propose a distributed strategy for reliable real-time streaming in vehicular cloud-fog networks. In [30], the authors propose a generic architecture for the deployment of fog computing applications and services in a Vehicular Ad-Hoc Network (VANET) environment. Critical decisions that require almost real-time responses are better managed with fog computing, while cloud computing may be more suitable for advanced analytics, to bring insights that can improve the maintenance and thus reduce the repair costs of, for example, a truck fleet.

Although single-cloud-based architectures are the most widely used in Industry 4.0 applications, multi-cloud deployments are emerging as a promising solution [31, 32, 33]. The deployment of more than one cloud, might for example provide fault-tolerance against service outages, and the system reliability is increased since it becomes possible to store redundant data at the different clouds. Furthermore, application requirements can be better adapted to available resources and connectivity conditions.

On the other hand, the use of NC techniques have been shown to strengthen the benefits of these distributed systems since, due to its rateless nature, not only it ensures a fault-tolerant system with a more efficient redundancy, but it also allows the system to depend much less on the underlying topology and scheduling approach [21]. Previous research, such as [34], develops a model to study different redundancy strategies and evaluate their performance on NC-based P2P video streaming systems. In [35], authors show the potential of NC to ensure fault-tolerance in case of server failures in multi-cloud deployments. The use of NC techniques can be advantageous not only in a cloud environment, but also including fog deployments. Authors in [36] and [37] study the distributed storage problem, particularly when data should be repaired with the remaining nodes in a fog deployment without newcomer nodes. They also design a practical testbed using a NC implementation, and Raspberry-Pi devices.

The contribution of this paper is the proposal of a fog-cloud based architecture that optimally distributes the required data over the available nodes to minimize the data download time. In previous works [38, 39], the amount
of information to store in (receive from) each node is established by taken
into account only the download rate of the storage node. We consider not
only the download rate, but also the communication delay and service time
of the request, and we minimize the download time by optimally distributing
the data based on such parameters.

3. System model

As was previously mentioned, the main objective of this paper is to pro-
vide a highly reliable and dynamic architecture for smart mobility applica-
tions, based on the combination of both fog and cloud nodes and exploiting
the benefits brought by NC for distributed storage. We have modeled the
proposed architecture, and pose an optimization problem that seeks mini-
mizing the overall download time.

The system comprises a number of cloud servers and base stations (BS)
(refer to Fig. 1). While some of the BS are just used as an access element to
communicate with the cloud environment, there are others that also include
additional capabilities, such as data storage and processing, to which we will
refer as fog nodes. This architectural approach is currently being considered
in various scenarios, in particular [30] for vehicular applications. Therefore,
as depicted in Fig. 2, there is one end device, D, which downloads the required
data from all the available clouds, C, and fog nodes, F. The access to a cloud
node is done either through a legacy BS or a fog node. We can actually
exploit the information stored in all nodes by using NC, as will be discussed
later.

We consider three parameters in our system model: the download rate,
\(R_b\), the communication delay, \(d_{\text{link}}\), and the service time, i.e. the time re-
quired to process the data request, \(d_{\text{service}}\). We use typical values of \(R_b\) and
\(d_{\text{link}}\) for 4G (Long Term Evolution, LTE) technology, based on bandwidth
[15] and latency [16, 17] values taken from the literature. Regarding \(d_{\text{service}}\),
we have applied a \(M/M/1\) queue [18] to model it, as has been extensively
used to model cloud servers [40, 41]. We thus assume that arrivals occur at
a certain rate \(\lambda\), following a Poisson process, while we model service times

\[1\text{In this paper we assume that each of the cloud nodes is always connected to the best}
\text{available access element, but this could be easily extended to consider situations where}
\text{there might be some policies that avoid some clouds to use certain access elements. This}
\text{is left for future work.}\]
with an exponential distribution, having $\mu$ rate, with $t_s = \frac{1}{\mu}$ being the mean service time. Moreover, a single server serves customers one at a time, according to a FIFO policy and we assume the buffer to be large enough, so there is no limit on the number of customers it can contain, and no losses are considered. The node occupation or load is calculated as $\rho = \frac{\lambda}{\mu}$, whose value is always within the $[0, 1]$ interval. We assume that loads in the different nodes might be different, and would actually depend on their type, i.e. cloud or fog node. With this in mind, the time required to process a request can be defined as:

$$
    d_{\text{service}} = \frac{t_s}{1 - \rho}
$$

We focus on a snap-shot based analysis, where the system is studied for a particular situation. We nonetheless argue that it would be also possible to broaden the analysis, capturing the dynamics of the system, as we did in one of our previous work [42], where the availability of nodes changed depending on the cloud resource price. Since the goal of the paper was to assess the feasibility of fostering an optimum retrieval of the required data, we leave the analysis of the dynamic system for our future work.

As has been mentioned before, in our distributed storage system, we exploit NC, in particular Random Linear Network Coding (RLNC), which is possibly the most widespread NC solution, as a solution to foster the distributed operation. RLNC breaks with the traditional store-and-forward transmission model, and it enables any intermediate node (router) to recombine incoming packets, which will be later decoded at the destination [19] [43].
This is done by linearly combining the packets using randomly chosen coefficients from a finite field \( \mathbb{F}_q \) of size \( 2^q \) \((q \gg 1)\). It exploits the broadcast nature of the wireless medium, which facilitates node cooperation and it also provides significant benefits in terms of communication robustness, stability, throughput, and latency \([44, 45, 46, 47]\).

Moreover, due to its rateless nature, it is not necessary to keep track of the coded packets that have been sent, and the receiver only needs to get enough linearly dependent packet combinations to recover the original data. This feature is fundamental for our proposed scheme, since it allows the destination to get packets regardless of the node used as a source. This greatly improves the storage efficiency in terms of data retrieval time and redundancy in distributed storage systems \([35, 34, 38]\). In a nutshell, the cloud and fog nodes send coded packets, which are built by randomly combining the original information. If we assume a large finite field, we can ensure, with high probability, that receiving any \(k\) coded packets, the original information can be recovered.

By distributing the information among all nodes (cloud and fog), we can simultaneously exploit several information providers (clouds or fogs) to improve the performance \([23]\). Furthermore, distributing the information yields a higher reliability, i.e. ensures fault-tolerance, of the system. As demonstrated by Dimakis et al. in \([21]\), there is a trade-off curve that shows the relationship between the amount of information that is stored in each node \((\alpha)\) and the amount of information that needs to be transmitted among the nodes \((\gamma)\). These parameters may change depending on the objective of the application. For instance in our previous work \([42]\), we analyzed the impact of different points of this trade-off curve to reduce the storage cost of a multi-cloud environment based on Amazon spot instances.

As an example for the reliability requirement, we show below the minimum amount of information that must be stored in the system to ensure the reliability against the failure of one node, i.e. Minimum Storage Regenerating (MSR) configuration:

\[
\alpha_i \geq \frac{k}{N - 1} \tag{2}
\]

where \(\alpha_i\) represents the percentage of information to store in each node and \(N\) the total number of nodes in the system for \(i = 1 \ldots N\).
4. Minimizing the data download time

The way data is distributed becomes the key factor to decrease the total download time. Based on Fig. 3, we calculate the overall download time, $T_{download}^i$, as the time each node $i$ ($0 \leq i \leq N$) spends sending the coded packets that will eventually contribute to the whole download process, i.e. to the final information acquisition at the end node. We can thus define it as follows:

$$T_{download}^i = d_{\text{request}}^i + \frac{\alpha_i k}{Rb_i}$$ (3)

where $Rb$ represents the download rate, $d_{\text{request}}^i$ corresponds to the time needed to make the request to the corresponding node, and $\alpha_i$ represents the percentage of data stored at (retrieved from) such node.

![Figure 3: Download time estimation.](image)

Hence, $d_{\text{request}}^i$ can be calculated as the sum of the communication delay, $d_{\text{link}}^i$, and the service time, $d_{\text{service}}^i$:

$$d_{\text{request}}^i = d_{\text{link}}^i + d_{\text{service}}^i$$ (4)

Previous works [38] also sought the minimization of the total download time. However, they only considered the transmission rate to establish $\alpha$, so the data distribution did not consider the communication delay nor the service time. The information percentage to be stored at each node would be thus estimated as:
\[ \alpha_i = \frac{Rb_i}{\sum_{i=1}^{N} Rb_i} \]  

(5)

Opposed to that, we also consider other contributions to the overall download time, as was seen earlier, to find the optimum distribution strategy. We pose an optimization problem that seeks minimizing such time.

For the specific scenario presented on this paper, the cost function is the total system download time, \( T_{total} \). The variables are the information percentages stored at (retrieved from) each node, which conform the \( \alpha \) vector, while the corresponding constraints are shown in Eq. (8). The first one ensures that all required packets are received, while the second one limits the \( \alpha \) variables to be within the \([0, 1]\) interval.

Given the total number of packets \( k \), the request time, \( d_{request} \), and thedownload rate, \( Rb \), at every system node, the cost function to be minimized in this paper is the total system download time, \( T_{total} \). Note that since the download process is performed simultaneously from all nodes (cloud and fog), \( T_{total} \) is thus determined by the download time of the slowest node. Therefore,

\[ T_{total}(\alpha_1, \ldots, \alpha_N) = \max_{i \in \{1, \ldots, N\}} T_{download}^i(\alpha_i, Rb_i, d_{request}^i, k) \]  

(6)

Thus, the constrained minimization problem aims to find the \( \{\alpha^*_i\}_{i=1}^N \) that minimize \( T_{total}(\alpha_1, \ldots, \alpha_N) \), that is,

\[ (\alpha^*_1, \ldots, \alpha^*_N) = \min_{\alpha_1, \ldots, \alpha_N} T_{total}(\alpha_1, \ldots, \alpha_N) = \] 

\[ \min_{\alpha_1, \ldots, \alpha_N} \left( \max_{i \in \{1, \ldots, N\}} T_{download}^i(\alpha_i, Rb_i, d_{request}^i, k) \right) = \] 

(7)

under the constraints:

\[ \sum_{i=1}^{N} \alpha_i = 1 \text{ and } 0 \leq \alpha_i \leq 1, \ i \in \{1, \ldots, N\} \]  

(8)

where we have use the \( T_{download}^i \) given in Eq. (3).

Considering that all functions are linear and so affine, it is straightforward to establish the convexity of the cost function, using Jensen’s inequality [48].
Hence, a unique global minimum exists. The solution of the problem can be represented as the following equation system:

\[
\begin{align*}
1 - \sum_{i=1}^{N} \lambda_i &= 0 \\
a_i \lambda_i - \lambda_{N+i} + \lambda_{2N+i} + \nu &= 0 & \forall i = 1 \ldots N \\
\lambda_i(a_i \alpha_i + b_i - z) &= 0 & \forall i = 1 \ldots N \\
- \lambda_{N+i} \alpha_i &= 0 & \forall i = 1 \ldots N \\
\lambda_{2N+i}(\alpha_i - 1) &= 0 & \forall i = 1 \ldots N \\
\nu \left( \sum_{i=1}^{N} \alpha_i - 1 \right) &= 0
\end{align*}
\]

where \( \lambda_i > 0 \). A detailed description of the problem solution is given in Appendix A.

5. Simulation and results

This paper focuses on analyzing the download time from a multi-tier architecture (fog and cloud) targeted to distributed data storage. We have carried out multiple simulations in order to understand the impact of modifying different system parameters, as well as to compare different data distribution strategies. The reference scenario that we have used to run the experiments is next described. The system is composed of 5 cloud nodes, 3 fog nodes, and 1 BS. We assume the user wants to download 100 MB. To establish the service delay of the nodes, we have applied an average service time, \( t_s \), of 20 ms for the clouds and 50 ms for the fogs. In addition, the traffic load, \( \rho \), follows a uniform distribution within the interval \([0.4 - 0.9]\) and \([0.2 - 0.7]\) for cloud and fog nodes, respectively. The values for the download rate, \( R_b \), and communication latency, \( d_{\text{link}} \), are based on 4G technology, as was previously mentioned. We have applied a \( d_{\text{link}} \) between 30-100 ms for the communication between the end node and BSs (either having a fog node or not), and we have assumed twice this delay when the communication is with a cloud node. Finally, the \( R_b \) used for every node is randomly selected within the interval 15-72 Mbps.
5.1. Single Vs. multiple node storage

First, we have analyzed the time required to download the corresponding data over three different scenarios, refer to Fig. 4. In the Single configuration, the whole data is retrieved from the node having the best conditions. On the contrary, the other two scenarios correspond to distributed multi-node architectures, where data is shared among all the system nodes. In the Multi-Eq scenario data is evenly stored in every node and so the terminal gets the same amount of information from all nodes, while in Multi-Rb, the data distribution is performed based on the download rate of each node, as was proposed in [38].

![Figure 4: Data download time applying a single-node and two different multiple-node strategies.](image)

We have carried out simulations encompassing 200 independent snapshots for the three configurations, where the traffic load at the nodes, $\rho$, and so $d_{service}$, randomly varies in each of them. As can be clearly seen in Fig. 4, the use of multiple nodes yields much lower download times. Although in the first scenario the node from which data are downloaded corresponds to the one with the best conditions, when the distributed approach and so the capacity of all nodes is exploited, we can see a remarkable reduction on the download time. It is also important to note that when the distribution is made taking into account the particular conditions of the nodes, the download time can be further reduced. Furthermore, using multiple nodes to download the data leads to a more reliable system, since it would alleviate overload and poor connectivity situations.
5.2. System parameter variation

We have studied the overall download time varying the following system parameters: the number of nodes (both at cloud and fog level), the node load \( (\rho) \), and the generation size. We have used the two multi-node configurations that were previously described: (1) \( Eq \), where data are evenly distributed among all available nodes, and (2) \( Rb \), where the data distribution is planned considering the download rate of each node. In addition, we have also included our proposed scheme, which we refer to as (3) \( Opt \), since it is based on the previously described optimization problem. We thus calculate the amount of data to store in (retrieve from) each node considering, not only the download rate, but also the communication and service delays.

First, Fig. 5 shows the results for the scenario where the available number of fogs in the system increases from 0 and 10, setting the number of cloud nodes to both 5 and 10. Conversely, the same simulation was performed varying the clouds, and fixing the number of fogs. The results were rather similar, so we only discuss the performance obtained when increasing the number of fog nodes.

![Figure 5: Download time modifying the number of fog nodes in the system.](image)

It can be observed that for the three distributed storage solutions, the download time decreases as more nodes are added to the system. When there are 10 clouds available, the overall download time is lower than when there are 5. However, in the latter case, the download time drops more
sharply when increasing the number of fog nodes. Moreover, we can see a clear difference between the Eq method and the two other approaches. Furthermore, if we compare Opt and Rb schemes, it can be noted that the download time using the proposed solution is slightly lower. However, the benefit of the Opt approach is not very relevant, since the communication delays are not very high, and stay within a rather short interval 30-100 ms.

Next, we analyze how the download time is impacted when we vary the load of the available nodes. We have applied four different intervals for $\rho$: 0.1-0.3, 0.3-0.5, 0.5-0.7, and 0.7-0.9. In all cases, the load is randomly selected within the corresponding interval. When modifying the load of fog nodes, the load of the clouds is set to $[0.4 - 0.9]$, as was previously mentioned. On the contrary, if we modify the cloud nodes’ load, we fix $\rho$ between $[0.2 - 0.7]$ for the fog.

![Figure 6: Download time modifying the traffic load of fog nodes.](image)

Figure 6 shows the system performance when increasing the load of fog nodes. With the aforementioned configuration, we run 1000 independent experiments, and the figure shows the whisker plot of the observed download times for the three distribution methods, Eq, Rb and Opt. In this case, the behavior of changing the load of either the cloud or the fog was rather alike, so we just show the results that were observed when increasing the load of the fog nodes, keeping $\rho$ within $[0.4 - 0.9]$ for the cloud nodes. First of all, we can see that the Eq scheme, besides yielding a much slower performance, shows a rather unpredictable behavior, since the variance of the download time is
quite high. The use of \( Rb \) and \( Opt \) does not only improve the overall behavior of the system, but it also helps to yield a more robust performance. We can see that the download time is not severely jeopardized when we increase the load of the fog nodes, and the corresponding variance is not very high. The figure also shows that the proposed scheme, which takes into account the load to establish the storage strategy, slightly outperforms the \( Rb \) solution, yielding a smaller download time, as well as a more predictable behavior.

The last parameter we have modified is the generation size, i.e. number of packets and so the amount of data to be stored in the system. We wanted to assess whether this had an impact on the system performance. Figure 7 shows how the average download time changes when increasing the generation size. We have used the configuration that was depicted at the beginning of the section, and we show the results for the three schemes we are analyzing. Both \( Rb \) and \( Opt \) clearly outperforms \( Eq \), especially when the amount of data to be retrieved increases. In the three cases there is an almost linear increasing trend, but the slope exhibited by the \( Eq \) approach is greater. We also see that the proposed scheme (\( Opt \)) slightly reduces the time that was observed for the \( Rb \) solution.

![Figure 7: Download time modifying the generation size.](image)

5.3. High-delay cases

The results that have been discussed up to now are obtained with regular circumstances i.e. communication latency and service delays within reasonable values. However, it might happen that, due to network congestion or
connectivity issues, end users are not able to communicate with either fog devices or cloud servers. Furthermore, some of those nodes could receive multiple requests, leading to overload or even outage situations. These situations would certainly cause an increase of communication and service delays, respectively. Since the proposed solution in this paper does not only consider $Rb$ to establish the distributed storage strategy, but it also takes into account such delays, it is under this ‘extreme’ situations where we might actually see its benefits compared to the $Rb$ approach. Hence, using the reference scenario described at the beginning of this section, we have carried out multiple experiments applying both higher $d_{link}$ and $\rho$ values, in order to observe the behavior of the different distribution models.

On a first setup, we have strongly increased the communication latency for various nodes, to be within the 0.5-1 s interval. We increase the number of nodes suffering from such connectivity issues, and we measure the download time for the three schemes we are studying. The obtained results are illustrated in Fig. 8. Although we can see that the data download time increases when more nodes suffer from high communication delays, the $Opt$ approach is able to keep a comparable performance, and the increase is much less noticeable. As in previous experiments, the $Eq$ method yields much higher download times than the two other schemes. On the other hand, we can see in this case that the difference between $Rb$ and $Opt$ is more clear, showing that our proposal responds better to high communication latency values.

![Figure 8: Download time increasing the number of nodes having high latency.](image-url)
As has been already mentioned, $d_{\text{request}}$ is not only affected by the communication latency, but also by the time it takes to respond to the data request, $d_{\text{service}}$, which depends on the nodes’ load level. Following a similar procedure as in the previous experiment, we assume that some of the nodes are rather overloaded, $\rho$ within the $[0.8 - 0.95]$ interval, and we increase the number of nodes that are currently having such condition. Fig. 9a shows the download times obtained for the three schemes when increasing the number of highly loaded nodes in the system, from 1 to 5. As can be seen, when there are more overloaded nodes, we can see a clear increase of the download time for the three distribution methods. However, it has much less impact when using the Opt scheme, which takes into account load nodes to establish the data distribution share at each node. In fact, the proposed scheme is able to keep the download time at the same level, showing its reliability. Furthermore, the difference between $Rb$ and Opt can be also clearly seen, in particular when the number of overloaded nodes is 5. It is also worth noting that another advantage of the Opt scheme is that it yields a much more predictable performance, since the whisker plots yield a lower variance than for the $Rb$ solution.

![Download time increasing the highly loaded nodes.](a) Download time increasing the highly loaded nodes.

![Download time increasing the unavailable nodes.](b) Download time increasing the unavailable nodes.

Figure 9: Download time increasing the number of (a) highly loaded and (b) unavailable nodes in the system.

Going a step further, we have also considered a situation in which the overloaded situation might actually imply an outage of some of the nodes.
For that, we have mimicked the previous experiment, but in this case the load of the saturated nodes is fixed at $\rho = 0.99$, which reflects an unavailability circumstance. The obtained results are depicted in Fig. 9b. As could have been expected, the impact of increasing nodes in outage is quite strong for the three distribution methods. However, we can actually see more clearly the benefits of the Opt scheme, which yields much lower download times than Rb, showing as well a more predictable performance. In fact, in this particular situation, the performance of Rb is, in average, comparable to that exhibited by the Eq naive approach.

Finally, Table 1 shows an illustrative example of how the three schemes would actually configure the data distribution among the system nodes for the simulation shown in Fig. 9b for $\rho = 0.99$ and $N = 3$. It can be observed that the three solutions establish different $\alpha$ values for each node, reflecting the parameters they use to establish such strategy. For instance, when applying the Opt method, it considers that one of the nodes (3) is far too slow and it would be therefore better not to retrieve data from that node. In this case, considering the impact of the corresponding delay, the difference the used methods is quite relevant, being the proposed solution 2.8 s and 4.8 s faster than Rb and Eq, respectively.

| Distribution method | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ | $\alpha_5$ | $\alpha_6$ | $\alpha_7$ | $\alpha_8$ | $T_{total}$ (s) |
|---------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|---------------|
| Eq                  | 0.125     | 0.125     | 0.125     | 0.125     | 0.125     | 0.125     | 0.125     | 0.125     | 9.847         |
| Rb                  | 0.257     | 0.094     | 0.0725    | 0.134     | 0.091     | 0.078     | 0.112     | 0.159     | 7.847         |
| Opt                 | 0.149     | 0.119     | 0          | 0.173     | 0.112     | 0.098     | 0.142     | 0.206     | 5.047         |

6. Conclusion

We have studied the required time to download the data stored in a fog/cloud architecture, where multiple nodes providing different capabilities are available. We have modeled the corresponding multi-tier architecture by introducing different performance parameters. On the one hand, we have introduced the download rate, $Rb$, and the communication delay, $d_{link}$, using values that are typical for 4G deployments. On the other hand, we have modeled the service delay of each node, i.e. the time required to process
the corresponding data download request, $d_{\text{service}}$, with a $M/M/1$ queuing system. Furthermore, we have exploited NC as an enabler for the distributed data storage operation.

The corresponding system model boils down to a linear optimization problem, whose solution yields the optimal amount of data ($\alpha$) to store in (retrieve from) each of the nodes, taking into account the multiple parameters that characterize the system. Thus, we take full advantage of the properties of the whole system to yield the minimum download time. We have carried out multiple simulations to understand how the performance is affected by the system parameters. We have compared the behavior of the proposed scheme with that exhibited by other alternative solutions.

The use of multi-tier distributed data storage system clearly outperforms traditional single server solutions. On the other hand, when the distribution strategy considers system parameters, the download time is much lower than when an even distribution is applied. We have also seen that the proposed scheme is able to keep a reasonable behavior even when some nodes suffer from rather poor conditions (either connectivity or overload). Under such circumstances, the results have shown that previously proposed solutions not only yield longer download times, but they also show more unpredictable performances.

In our future work we will broaden this work, by considering a dynamic architecture, where both system parameters and the number of available nodes might change. The estimation of the required storage data shall be carried out continuously, according to the system characteristics at each time instant. We plan to use more advanced optimization techniques, such as Model Predictive Control (MPC).
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Appendix A. Optimization Problem

Below we describe the solution of the optimization problem presented in Section 4. Considering its convexity, the optimization problem can be reformulated in order to obtain a Linear Program (LP) \[49\] with constraints, by defining \( z \) as the cost function. This reformulation maintains the previous properties, i.e. it is a convex and therefore, it has a global minimum. It can be represented as follows:

\[
T_{\text{total}}^* = \min z \\
\text{s.t. } z \geq d_i^{\text{request}} + \frac{\alpha_i k}{Rb_i} \\
\sum_{i=1}^{N} \alpha_i = 1 \\
0 \preceq \alpha \preceq 1
\]  
(A.1)

Remark. We assume by physical coherence that all coefficients are strictly positive.

The method of Lagrange Multipliers \[50\] is used to find the solution for optimization problems constrained to one or more equalities. However, our LP also have inequalities, and thus, we need to extend the method to the Karush-Kuhn-Tacker (KKT) conditions \[51\]. We can represent the LP obtained in Eq. A.1 in a matrix form:

\[
\begin{align*}
\min & \quad z \\
\text{s.t.} & \quad A\alpha + b \leq 1z \\
& \quad \sum_{i=1}^{N} \alpha_i = 1 \\
& \quad 0 \preceq \alpha \preceq 1
\end{align*}
\]  
(A.2)

where \( z \in \mathbb{R}, A \in \mathbb{R}^{N \times N}, b \in \mathbb{R}^N, \alpha \in \mathbb{R}^N \).

The Lagrangian function of our problem can be formulated as follows:

\[
L(z, \alpha, \lambda, \nu) = f(z, \alpha) + \sum_{j=1}^{m} \lambda_j g_j(z, \alpha) + \sum_{n=1}^{p} \nu_n h_n(z, \alpha)
\]  
(A.3)
where \( g_j \) are the functions corresponding to the inequality constraints, \( h_n \) are the equality functions for \( j = 1, \ldots, m \) and \( n = 1, \ldots, p \), and the parameters \( \lambda \) and \( \nu \) are the corresponding multipliers.

The derivative function of the Lagrangian is defined as:

\[
g(\lambda, \nu) = \inf_{z, \alpha} L(z, \alpha, \lambda, \nu) = \nabla f(z, \alpha) + \sum_{j=1}^{m} \lambda_j \nabla g_j(z, \alpha) + \sum_{n=1}^{l} \nu_n \nabla h_n(z, \alpha)
\]  

(A.4)

Thus, the optimization problem can be defined as follows:

\[
\max \ g(\lambda, \nu) \\
\text{s.t.} \quad \lambda \succeq 0
\]  

(A.5)

Since there is a strong duality (Slater) [52] it can be established that the values that meet \( g = 0 \) and \( \lambda \succeq 0 \) is the optimal solution to the optimization problem.

The optimization function for \( \alpha \in \mathbb{R}^N \) and \( i = 1 \ldots N \) is the following:

\[
\max \ z \\
\text{s.t.} \quad a_i \alpha_i + b_i - z \leq 0 \\
\sum_{i=1}^{N} \alpha_i - 1 = 0 \\
- \alpha_i \leq 0 \\
\alpha_i - 1 \leq 0
\]  

(A.6)

The Lagrangian of this optimization problem is formulated as:

\[
L(\alpha, z, \lambda, \nu) = z + \sum_{i=1}^{N} \lambda_i (a_i \alpha_i + b_i - z) + \sum_{i=1}^{N} \lambda_{N+i} (-\alpha_i) + \\
\sum_{i=1}^{N} \lambda_{2N+i} (\alpha_i - 1) + \nu \left( \sum_{i=1}^{N} \alpha_i - 1 \right)
\]  

(A.7)

Thus, it can be represented as the following equation system:
\[
\frac{\partial L}{\partial z} = 1 - \sum_{i=1}^{N} \lambda_i = 0 \\
\frac{\partial L}{\partial \alpha_i} = a_i \lambda_i - \lambda_{N+i} + \lambda_{2N+i} + \nu = 0 \\
\lambda_i (a_i \alpha_i + b_i - z) = 0 \\
- \lambda_{N+i} \alpha_i = 0 \\
\lambda_{2N+i} (\alpha_i - 1) = 0 \\
\nu (\sum_{i=1}^{N} \alpha_i - 1) = 0 
\]

(A.8)
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