ABSTRACT

Deep learning algorithms that rely on extensive training data are revolutionizing image recovery from ill-posed measurements. Training data is scarce in many imaging applications, including ultra-high-resolution imaging. The deep image prior (DIP) algorithm was introduced for single-shot image recovery, completely eliminating the need for training data. A challenge with this scheme is the need for early stopping to minimize the overfitting of the CNN parameters to the noise in the measurements. We introduce a generalized Stein’s unbiased risk estimate (GSURE) loss metric to minimize the overfitting. Our experiments show that the SURE-DIP approach minimizes the overfitting issues, thus offering significantly improved performance over classical DIP schemes. We also use the SURE-DIP approach with model-based unrolling architectures, which offers improved performance over direct inversion schemes.
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1. INTRODUCTION

The reconstruction of images from a few noisy measurements is a central problem in several modalities, including MRI, computer vision, and microscopy. Classical methods, including compressed sensing (CS), that exploit image priors have made great strides in the past. Recently, deep learning algorithms have emerged as powerful alternatives offering improved performance over CS-based methods that often rely on carefully handcrafted regularization priors. Most deep learning methods for image reconstruction rely on learning of trainable convolutional neural network (CNN) modules within the network using fully sampled training images. In addition to computational efficiency, these deep-learning-based methods provide better image quality than classical CS-based approaches. However, one of the main challenges in many application areas (e.g., high-resolution applications, microscopy of organelles that are imaged for the first time) is the scarcity of training images.

The main focus of this paper is to systematically address the overfitting issue in DIP using the projected Stein’s unbiased risk estimator (SURE) [3,4] criterion. The SURE metric is an unbiased estimator for mean-square-error (MSE) [3] and is widely used in image denoising to select regularization parameters and to train CNN networks for image denoising [5]. Because only partial information about the image, specified by the forward model $A$, is available, the traditional SURE approaches are not directly applicable to our setting. An alternative is [6], where the SURE approach is used in each step of an unrolled algorithm to train the image denoiser; this approach makes the approximation that the images at each unrolled stage are corrupted by Gaussian noise. We instead propose to use the projected generalized SURE (GSURE) approach [4] to address the noise overfitting issue. In particular, we use the GSURE metric to approximate the true mean-square error in the range space of the $A$ operator. The GSURE metric consists of a data consistency term, which involves the comparison of the measurements of the image to the true measurements, and an extra divergence of the network $f_\Phi$ that accounts for the noise in the measurements. The divergence term acts as a regularizer on the network, thus minimizing the risk of overfitting. The CNN parameters are initialized randomly and fitted to the measurements of the image; the proposed approach is thus similar to conventional sparse optimization schemes that do not require pre-training of the net-
work components. Unlike traditional DIP schemes, we also consider unrolled model-based architectures [7]. In particular, we hypothesize that these unrolled architectures, which encourage data consistency, are more efficient in the inverse problem setting than the simpler UNET models used in the traditional DIP setting [1]. The image reconstruction scheme is similar to the training strategy in unrolled schemes [7], except that the training is performed using undersampled measurements of a single image with the additional divergence term. Our experiments show that the unrolled architectures offer improved performance and faster convergence compared to the traditional UNET schemes. An ensemble-SURE approach [8] recently presented uses the SURE approach to train a model from a large ensemble of undersampled images, acquired using different measurement operators, with the goal of applying it to a test image without re-training. By contrast, the focus of this paper is on single-shot learning, where the model is learned from the undersampled data of a single image. We note that the GSURE metric may also be used to adapt a pretrained model to a new setting, which is also a problem of high importance.

2. PROPOSED METHOD

The image acquisition model to acquire the noisy and undersampled measurements \( y \in \mathbb{C}^m \) of an image \( x \in \mathbb{C}^m \) using the forward operator \( A \) can be represented as

\[
y = Ax + n \tag{1}
\]

We assume that noise \( n \) is Gaussian distributed with mean zero and standard deviation \( \sigma \) such that \( n \sim N(0, \sigma) \). We consider the approximate reconstruction \( u = A^H(y) \), which lives in the range space of \( A \) specified by \( V \), as the input to the CNN. The DIP recovery using a deep neural network \( f_\Phi \) with trainable parameters \( \Phi \) is represented as

\[
\hat{x} = f_\Phi(u). \tag{2}
\]

Here \( f_\Phi \) can be a direct-inversion or a model-based deep neural network such as [7], whose parameters are denoted by \( \Phi \). If the ground-truth training images \( x \sim \mathcal{M} \) are available, one can train the parameters of the network using

\[
\text{MSE} = \mathbb{E}_{x \sim \mathcal{M}} \| \hat{x} - x \|^2_2. \tag{3}
\]

In this work, we assume that ground truth images are not available, and the recovery is performed using the measurements (1) of a single image. The DIP approach optimizes the parameters \( \Phi \) with the loss function:

\[
\text{DIP} = \| A(f_\Phi(u)) - y \|^2_2. \tag{4}
\]

Here, the CNN parameters \( \Phi \) are initialized with random values and are optimized such that (4) is minimized. We note that CNN models often have high representation power; they can represent noise when trained with adequate epochs. Because the measurements \( y \) in (1) are noisy, the DIP scheme is vulnerable to overfitting. Early termination is used in [1] to minimize the risk of overfitting.

We propose to use projected GSURE [4] loss function that explicitly accounts for the noise in the measurements to minimize overfitting issues. The GSURE loss approximates the projected MSE (PMSE)

\[
\text{PMSE} = \mathbb{E}_n \left[ \| P(f_\Phi(u)) - P(x) \|^2_2 \right]. \tag{5}
\]

Fig. 1. The implementation details of the GSURE-based loss function for model adaptation. (a) shows the calculation of the data-term. (b) shows the calculation of the divergence term. Here we pass the regridding reconstruction and its noisy version through the network and find the error between the two terms. Then we take the inner product between this error term and the noise to get an estimate of the network divergence divergence.

here, \( P \) is the projection operator to the range space of \( A \), denoted by

\[
P(z) = (A^HA)^\dagger A^HA z \approx \left. \lim_{\lambda \to 0} (A^HA + \lambda I)^{-1} (A^HA) z \right|_{\lambda=0} \tag{6}
\]

The PMSE is only an approximation for the MSE in (3), since it cannot measure the parts of the signal in the null space of \( A \). Unfortunately, one cannot directly measure PMSE as specified by (5) when \( x \) is not known. If the measurements in (1) were not noisy (i.e., \( n = 0 \)), one could obtain the projected image as \( P(x) = x_{LS} = (A^HA)^\dagger A^H y \). However, the measurements in (1) are corrupted by noise, which makes it impossible to directly evaluate PMSE in (5).

The GSURE metric [4] is an unbiased estimate for the projected MSE, denoted by \( \| P(\bar{x} - x) \|^2_2 \):

\[
\mathcal{L} = \mathbb{E}_u \left[ \| P(\bar{x}) - x_{LS} \|^2_2 \right] + 2\mathbb{E}_u \left[ \nabla_u \cdot f_\Phi(u) \right]. \tag{7}
\]

The first term in (7) generalizes the loss in (4). In particular, for simple forward operators such as inpainting, the data term in (7) simplifies to (4). The second term is a measure of the divergence of the network and is computed using the Monte Carlo approach [9]. One may view this term as a network regularization term, which regularizes the parameters of the deep CNN, thus minimizing the risk of overfitting.
The SURE-based approach can be seen as an alternative to the noise addition approach in [2], weight regularization in [10], and early stopping in [1].

3. EXPERIMENTS AND RESULTS

We demonstrate the SURE settings in the context of single-shot MR image recovery. However, we note that the proposed framework is readily applicable to similar single-shot problems in image inpainting, deblurring [1]. We consider publicly available [7] parallel MRI brain data. The matrix dimensions were $256 \times 256 \times 208$ with a 1 mm isotropic resolution. The dataset consists of fully sampled multi-channel brain images from nine volunteers, out of which the data from five subjects were used for training of supervised strategies, the data from two subjects were used for testing, and the data from the remaining two subjects were used for validation. The k-space data was normalized so that the real and imaginary values of the images are scaled between -1 and 1. We note that the measurement data is already noisy. However, to test the impact of noise on the proposed scheme, we add additional noise with noise standard deviation ($\sigma = 0.01$) to the measurements. In the single-shot SURE-DIP setting, we optimize the parameters of both a UNET architecture and an unrolled architecture with ten unrolling steps using the publicly available implementation [7] using the SURE metric. A five-layer network, whose parameters are shared across iterations, was used in the unrolled setting.

3.1. Comparison with DIP

We first compare the proposed SURE-DIP metric in (7) against the MSE (4) metric in Fig. 2. We consider both the UNET and the unrolled architectures in the 4x undersampled setting using a 2D undersampling. Our experiments show that the use of the $\ell_2$ loss metric in the measurement domain peaks and then gradually degrades as reported in [1]. The degradation can be viewed as overfitting of the model parameters to the noise in the measurements. By contrast, the PSNR of the models trained using SURE metric are observed to almost monotonically improve with epochs. The improvement can also be appreciated from reduction in noise amplification, visible in the reconstructed images.

3.2. Comparison with state-of-the-art methods

We compare the proposed scheme against state-of-the-art single-shot methods (TV regularization and $\ell_1$ Wavelet regularization) as well as a deep CNN (MoDL [7]) trained using exemplar data in Fig. 3. We perform the reconstructions for two different sampling patterns, both corresponding to 4x undersampling. The experiments show that the proposed scheme offers significantly improved results compared to the classical single-shot methods. It performs marginally worse compared than supervised-MoDL, which is expected.

4. DISCUSSION AND CONCLUSIONS

We introduced the SURE metric for single-shot training of deep-learning imaging reconstruction algorithms, including
Fig. 3. Comparison of SURE-DIP trained networks (UNET and unrolled) against state-of-the-art single-shot methods as well as an unrolled deep learning scheme that was trained on exemplar data. The top row corresponds to a 4x acceleration using a 2D mask, shown in Fig. 2, while the bottom row corresponds to a 4x acceleration using a 1D mask (see Fig. 2). The results show that the SURE-DIP schemes can offer improved performance over single-shot methods, while the performance is marginally lower than trained MoDL.

DIP. The SURE metric systematically accounts for the Gaussian noise in the measurements, thus minimizing the risk of overfitting of the model. The experiments show that the proposed metric offers significantly improved image quality compared to the traditional MSE metric. In particular, the SURE metric eliminates the need for early stopping that is often needed in DIP schemes. The comparison against state-of-the-art single-shot schemes show that the proposed scheme offers significantly improved performance, while the performance is marginally lower than that of the trained MoDL scheme. The proposed approach is applicable to problems where training data is not available or is difficult to acquire.
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