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Abstract—This document examines several applicable methods to ensure privacy of data gathered in the health care sector. To ensure a common understanding of the topic, the introduction explains the need for anonymization methods based on an example. Next, reasons for data collection are introduced in connection to the purpose to protect mentioned data, as well as currently applicable privacy laws to enforce this privacy.

The question What kind of privacy we are talking about and what conditions have to be fulfilled is dealt within the subsequent chapter “Differential Privacy”. Thus being established, common anonymization methods are explained and reviewed for their use in the healthcare sector.

The RAPPOR algorithm and its differential privacy is dealt with in more detail before coming to a conclusion.

I. INTRODUCTION

Privacy is valued by the majority of German citizens. With the increasing amount of possibilities to use technology and collect data, safety measures have to be increased as well. So-called ”anonymity” (in this case meaning censoring one’s name in a dataset) alone is not sufficient anymore to ensure one’s privacy. We often can be identified by a very limited amount of data (e.g., date of birth, hometown and gender). Since personal data is often collected in several matters and from several sources, records (e.g., medical records) can be allocated to a specific person and exposed. An example from the 1990s:

The “Massachusetts Group Insurance Commission” released anonymized data on state employees revealing hospital visits to establish a bigger database for researchers. During the anonymization, name, address and social security number were removed. Latanya Sweeney (at that time a graduate student in computer science) was able to identify the then Governor of Massachusetts just by buying the voter rolls (for approximately 20 US-Dollars[2]) from the city of Cambridge (where she knew the governor resided) which included name, address, ZIP code, birth date and sex of every voter. Now knowing his ZIP code, she was able to identify his medical records; and therefore, knowing every diagnosis and every prescription. [2]

This example depicts the limitations of anonymization. In this case, the student left it at sending the medical records to the governor’s office [2]. However, so-called ”linkage attacks” (where sensitive information can be allocated to the person it belongs to) still are a risk that should not be ignored. Therefore, this paper examines methods to ensure privacy regarding medical data, especially focusing on the RAPPOR algorithm provided by Google, as described in the abstract.

II. DATA PROTECTION IN THE HEALTHCARE SECTOR

Information collected for research purposes is not new. However, when dealing with medical researches, certain problems occur to a greater length then elsewhere. The most frequent one is the problem of the size of the study. When researching how to improve health, the need for probands suffering from certain medical conditions is almost inevitable. Even something small as a new medicine that alleviates headaches can only be tested on persons who have a headache for obvious reasons. For rare diseases, this can become quite the big problem since the results would not be significant. So the group of potential probands is often very limited and can not be enlarged (also for obvious, ethical reasons). This complicates the anonymization because the larger the group, the harder it is to identify the individual.

A. What kind of data is gathered? (And for what reasons?)

Data is not always the same. Especially in the health care sector, the patients data is often very sensitive. Let us review the data types we often deal with in the following sections.

1) Data concerning age and sex: Effects and side effects of medical treatments can differ depending on the sex of the patient. This correlates with height and weight influencing the appropriate dose rate, as well as the difference of hormones of the patient interacting with specific medications. [19]

Therefore this information is needed to ensure a proper medication. But not only is this relevant for treatment, it is also essential for the prevention of statistical probable illnesses or diseases. A good example is the invitation of the
general practitioner to get a checkup for breast cancer when a female reaches the age of 30 or the checkup for prostate cancer when a male reaches the age of 45 [20]. Even if the causes for the increased occurrence happen to be unknown, taking precautions is recommended because pure statistics do, in fact, save lives.

All data regarding the treatment, as well as the diagnosis, are protected by medical confidentiality and data protection ordinance which the patient has to agree upon.

2) Socioeconomic factors: Socioeconomic factors such as income, spoken languages, place of residence, job and family status are rarely relevant for ordinary treatment. Nevertheless they can be of utmost importance in terms of research, especially long term studies. The development and emergence of many diseases aren’t dependent on one, but a large amount of factors. For instance, it is known that there are many factors that increase the risk of getting cancer at a younger age (although, there still is a lot of research to be done). Therefore, this kind of data mining is necessary to get closer to gain insight on these matters.

3) Data regarding lifestyle: Balanced diet, doing sport on a regular basis, etc., influences health in a positive way; to the contrary, a lack of exercise and eating a lot of unhealthy food increases the risk of diseases like type 2 diabetes [21]. This data is also important for long term studies, as well as almost everything else, as it affects our everyday life. It is hard to measure and is almost solely observed by the patient rather than the doctor. This leads to inaccuracy which is why a lot of data has to be gathered before it can be deemed useful.

B. What are the consequences of insufficient protection of medical data?

1) Patient’s point of view: As can be seen in the paragraphs above, medical data consists of a variety of sensitive data concerning our private life. Many of these factors (e.g., income) indicate or influence a certain social status. Revealing sensitive data can lead to social stigmatization, and therefore mental stress. A doctor or researcher will not judge you for having mental illnesses or consuming drugs, but your social environment or your employer might do so. It does not have to be something with a lot of prejudices attached to it. The concern of you, as an employee, who is on sick leave more often due to being a migraine patient might be enough for you to not get the job.

Other mentionable parties which are potentially interested in your medical data are insurance companies. They want to know the risk of having to pay for you as their customer or having a reason to make the insurance more expensive for you. Additionally, it has to be considered that information regarding one’s medical data can also affect other people, as some diseases are genetic.

2) Company’s point of view - The General Data Protection Regulation: Since 2018 the General Data Protection Regulation based on a decree of the European Union is in force in Germany [4]. Its main goal is to ensure informational self-determination as well as other fundamental freedoms. In Germany, the person to whom the data is attributive is the owner of the data. Therefore, it is prohibited to assimilate personal data unless stated otherwise. Data protection aims for data integrity, data confidentiality and (for this topic especially important) data resilience which means the resilience towards, e.g., hackers [4].

Violations of the General Data Protection Regulation can lead to fines up to 20 million Euro or 4% of the worldwide sales of the company (depending on which amount is higher) [4].

III. DIFFERENTIAL PRIVACY

Differential privacy pursues the goal to obtain as accurate responses as possible (e.g., from surveys or user behaviour) while making it as difficult as possible to identify a person by his or her given answers. The parameter $\epsilon$ is used to "measure" the extent of the given privacy. A small $\epsilon$ represents a high privacy guarantee, as a consequence of the definition of differential privacy:

"A randomized function $\kappa$ gives $\epsilon$-differential privacy if for all data sets $D_1$ and $D_2$ differing on at most one element, and all $S \subseteq \text{Range}(\kappa)$:

$$\Pr[\kappa(D_1) \in S] \leq e^\epsilon \times \Pr[\kappa(D_2) \in S].$$

(1)

"Range($\kappa$) is the set of every possible outcome of function $\kappa$ which could, for example, be the set of all whole numbers. The left side of the inequation describes the probability (Pr) that the full database ($D_1$), randomized by the function $\kappa$, is included in the subset ($S$). The right side does the same except one entry has been removed from the database and the term is multiplied (×) with $e^\epsilon$. Note that for $\epsilon = 0$, the term is multiplied with one, giving the highest possible privacy. This means that the privacy for each user is about the same and it does not matter whether a person is included in the database or not. When using differential privacy methods, the real responses aren’t necessarily sent to the server. Instead, with a certain probability, the given answer will be a random one. This protects the users data, even if the users response is intercepted multiple times, because the real response is harder to reconstruct. Differential privacy is not focused on the method, but on the result: how well is the privacy of the user protected?

IV. OVERVIEW OF PRIVACY PRESERVING METHODS

Data mining in the health care sector can improve, e.g., detection of diseases, but requires to ensure the patients
Anonymization in general aims to cover up personal or delicate information concerning the proprietor. This information can be classified into four different types of information:\[1\]:

- **Explicit Identifiers** - for example, name or a unique id can identify a person without further information.
- **Quasi-identifiers** - like age, sex, or ZIP code can identify a person via combination with different attributes as explained in the introduction.
- **Sensitive Attributes** - confidential and/or personal information about the patient as, for example, a diagnosis or prescription.
- **Non-Sensitive Attributes** - information which does not require anonymization. Mentioned for the sake of completeness but irrelevant for our topic.

### TABLE I
**Data set before anonymization**

| Name          | Age | Gender | ZIP Code | Diagnosis |
|---------------|-----|--------|----------|-----------|
| Jane Doe      | 44  | Female | 12345    | Cancer    |
| John Smith    | 22  | Male   | 12333    | Migraine  |
| William Wonker| 39  | Male   | 12344    | Incontinence |
| Harrison Seat | 35  | Male   | 12355    | Cancer    |
| Bettina Wonker| 42  | Female | 12344    | No illness |
| Thomas Muller | 22  | Male   | 12222    | Diabetes  |
| Sharon Carter | 47  | Female | 12344    | Cancer    |
| Maria Granger | 27  | Female | 12345    | Cancer    |
| Christian Cloud| 26 | Male   | 12333    | No illness |
| Kim Schmidt   | 21  | Female | 12222    | Diabetes  |

In the example above, the name is an Explicit Identifier whereas Age and Gender are Quasi-Identifiers. Needless to say, the diagnosis contains the sensitive information and the data set contains a lot more entries than the ten exemplary above. The acquired data can be anonymized in different ways which are described in the following.

**A. Basic anonymization methods**

1) **Generalization and suppression:** One way to anonymize data is to remove (or "suppress") Explicit Identifiers and generalize or suppress Quasi-identifiers which makes it more difficult to identify a person in the data set. Values that can not be suppressed completely are, instead, replaced with the category they can be put into \[22\]. For example, instead of an age of 22, only the span from 20 to 30 is given.

The anonymized data can be structured into several equivalence classes. Within an equivalence class (for example, male patients between 20 and 30 years old living with ZIP codes starting with 12) every patient is indistinguishable. To indicate the privacy, one examines the k-anonymity in which k is the minimum amount of people in an equivalence class \[15\]. Therefore, a large k indicates a high difficulty when trying to identify a person in the data set. However, as can be seen in Table \[II\] the given privacy comes at the cost of information loss.

The k-anonymity in the table above equals two because in every equivalence class there are at least two individuals which are indistinguishable from another. This k-anonymity does not guarantee that sensible information can not be revealed (even a higher k-anonymity does not do so). Under the assumption that one knows a person must be in the data set (since one knows he/she participated in the study), one can easily determine the equivalence class the person must be in, via traits, which are either known or obvious (gender, age, etc.). If every entry in the concerning equivalence class contains the same sensible data (like it is in the case in equivalence class four of our example) one still gains sensible information about the patient. Especially in studies with cases in which the disease seems to correlate to age, this issue is not to be ignored.

K-Anonymity can be extended by another indicator of privacy: **l-diversity.** L-diversity states how diverse an equivalence class (a class containing only entries which have are the same in the matter of defined attributes) is. Formally, l-diversity is defined as followed:

"Let a q*-block be a set of tuples such that its non-sensitive values generalize to q*. A q*-block is l-diverse if it contains l "well represented" values for the sensitive attribute..."
S. A table is l-diverse, if every q*-block in it is l-diverse.” [13]

This addresses exactly the issue explained above. When maintaining l-diversity, it is guaranteed that the sensitive information is not revealed by simply figuring out the persons equivalence class because now each class has to contain l different values for the sensitive information. However, l-diversity also has its limits. The values can be similar to each other even when not being the same, for example, "alimentary gastritis" and "anacide gastritis" or "blood cancer" and "skin cancer". A class containing only cancer patients, even if everyone has a different type of cancer, can still lead to the patient being identified as a cancer patient.

Using (only) generalization and suppression for medical data can be quite difficult because the accuracy of the data (e.g., the age) can be essential to obtain usable results for many medical researches. Especially with the often limited amounts of probants, every loss of information can be critical. Therefore, generalization is not always an option. However, if the accuracy of the given data is not essential to the usability of the results, anonymization is an uncomplicated and easily implemented strategy to ensure privacy. This could be the case when only general amounts are observed. For example, if a researcher is looking for the amount of alcohol consumed by young people compared to older ones, it is not critical to know the exact age.

2) Noise addition: Noise addition is another method which alters the given data set. The noise consists of random values that replace the original values. In our context it makes sense to correlate the noise to the original values because we want to gain as much data as possible from our limited resources. For example, for every value in the column "age", we increase or decrease it by one or two with a probability of 25% each. This way the expectation value remains the same.

If it is known to a potential attacker how the data has been altered, problems are caused similar to the ones discussed in the "Generalization and suppression" chapter. This is because we are basically creating another range the value can be in, but we reduce the inaccuracy a little bit. Noise addition can be used with random values which do not correlate to the original data as well, but the information loss then would be too high when applying it to every value. For a limited amount of values this could be possible, but then it is very difficult to balance privacy and information loss (even more difficult than it is already).

3) Data swapping: Like the name already states, when using this method, several values are swapped (now focusing on sensitive data!) This way the original sensitive information itself can be maintained and the participants privacy is preserved because its sensitive information could be that of another person, giving the participant plausible deniability. This technique can also be combined with frameworks such as the already described k-anonymity [13]. This method can be very useful when the sole amount of sensitive information is required (e.g., the amount of people taking illegal drugs). If this is not the case, it is not likely to be a suitable method for medical data because our data sets are often of a very limited size. For data swapping to be useful for medical data, the range in which the data is swapped should be controllable. Medical data often is correlated to age. Controlling the range would give us the opportunity to still learn the general contribution among the different ages (see section, "Rank swapping" for detailed information). The most critical parameter to adjust here is the number of values that are swapped. A number which is too low would not guarantee a suitable privacy for the participant because he probably would not be believed when he said that this was not his actual value. However, a number which is too high would make the results almost unusable for the researchers.

4) Rank swapping: Rank swapping, as well as data swapping, aims to minimize the information loss while anonymizing the data. To apply rank swapping, all records of the data set must be sorted in increasing order of the values $x_{ij}$ of the attribute $j$ [14], which is to be anonymized. After $X$ is sorted $x_{ij} \leq x_{ij}$ for all $1 \leq i < l \leq n$ applies for all the values in $x$ (per definition). Every value $x_{ij}$ is swapped with $x_{ij}$. To adjust the area from which the value to be swapped can be (randomly) chosen, one can variate the parameter $p$, which limits the maximum distance $l$ can be
This is because \( l \) is defined to be in the range \( i < l \leq i + p \). Simply speaking, this means that each value is swapped with a value at a higher rank than itself, but not farther away than \( p \) ranks.

### TABLE VII
**Data set with rank swapping of range 2 applied**

| Name           | Age | Gender | ZIP Code | Diagnosis |
|----------------|-----|--------|----------|-----------|
| Kim Schmidt    | 21  | Female | 12222    | Diabetes  |
| John Smith     | 22  | Male   | 12333    | Migraine  |
| Thomas Müller  | 22  | Male   | 12222    | Diabetes  |
| Christian Cloud| 26  | Male   | 12333    | No illness|
| Maria Granger  | 27  | Female | 12345    | Cancer    |
| Harrison Seat  | 35  | Male   | 12355    | Incontinence |
| William Wonker | 39  | Male   | 12344    | Incontinence |
| Bettina Wonker | 42  | Female | 12344    | No illness |
| Jane Doe       | 44  | Female | 12345    | Cancer    |
| Sharon Carter  | 47  | Female | 12544    | Cancer    |

Now that the order of the sensitive values is a completely different one, one could assume that the gathered information is useless; but due to the fact that we can adjust the range, in which the values are swapped, we can still determine the tendency of the result. For example, a simplified, fictional study gathers age, the amount of sexual partners a person had in his or her life and whether the person suffers (or had suffered) at least one sexual disease from 1000 participants. These records are sorted by the amount of sexual partners, and then swapped within a range limited by \( p = 7 \). Even though not a single value remains at the same place, the researchers come to the conclusion that the risk of getting a sexual disease increases with the amount of sexual partners a person had. The exact amount in each case was completely irrelevant for observing this tendency from the beginning; so the loss of information is neglectable in this example. On the downside, the fact that the range in which values can be swapped is fixed, and other information is not anonymized (at least not when using only this method), results in a vulnerability against reidentification attacks [14], where hackers use background information (or information gathered from other records) to reidentify a person in a database. Another problem which could occur is that people of the same age might have a higher probability of having the same disease, similar to what has been discussed at the "Generalization an suppression" section.

### TABLE VIII
**Data set sorted into equivalence classes**

| Name           | Age | Gender | ZIP Code | Diagnosis |
|----------------|-----|--------|----------|-----------|
| Equivalence class one |
| Jane Doe       | 44  | Female | 12345    | Cancer    |
| Sharon Carter  | 47  | Female | 12344    | Diabetes  |
| Equivalence class two |
| Bettina Wonker | 42  | Female | 12344    | No illness|
| Equivalence class three |
| John Smith     | 22  | Male   | 12333    | Migraine  |
| Christian Cloud| 26  | Male   | 12333    | No illness|
| Thomas Müller  | 22  | Male   | 12333    | Diabetes  |
| Equivalence class four |
| William Wonker | 39  | Male   | 12344    | Incontinence |
| Harrison Seat  | 35  | Male   | 12355    | Incontinence |

Now instead of generalizing them as before, each value is altered to the average value of the group [18]. This microaggregation for one attribute (age for our interest most of the time) is called univariate aggregation [18]. It has a big advantage over the generalization method (at least for purposes of analyzing medical data) because it decreases the divergence of our values, and therefore supplies more accuracy. (It still might be a problem depending on the specific study, but maybe a minor one now.) It also appears to be more suitable than the noise addition, because the range we draw the average from is unknown.

Instead of focusing on solely one attribute, multiple attributes can be addressed simultaneously which is then called multivariate aggregation. It proves to be difficult to form groups as in the univariate aggregation section because we have to consider multiple attributes now. One way could be to concatenate the values to be considered. [18]

Another way of accomplishing it would be by the use of appropriate distance vectors. (The specific functionality of these is not necessary to understand the following explanations). First, we determine the average record, as well as the most distant records to each side. As a result of using appropriate distance metrics, records close to each other should be very similar. Second, we form groups of size \( k \) around the most distant values. If there are more values left than can fit into two groups (more than \( 2k \) values), we continue to form groups as before. Otherwise, the remaining
In their group. To accomplish that, each of them creates a function (Alice: \(a(x)\), Bob: \(b(x)\), Charlie: \(c(x)\)) which results in their vote for \(x = 0\). It is known that every function of degree \(k\) can be exactly defined by \(k+1\) known points of this function. Since we have three participants, lets assume we are looking for a quadratic function. Alice therefore calculates three points:

- \(a(1)\), which she keeps to herself
- \(a(2)\), which she shares with Bob
- \(a(3)\), which she shares with Charlie

Each of the others behave similar, leading to Alice knowing \(a(1), b(1)\) and \(c(1)\), Bob knowing \(a(2), b(2)\) and \(c(2)\) and Charlie knowing \(a(3), b(3)\) and \(c(3)\). Since we defined \(f(x) = a(x) + b(x) + c(x)\), each person knows \(f(x)\) for a certain \(x\). Alice knows \(f(1) = a(1) + b(1) + c(1)\). So Alice shares \(f(1)\), Bob shares \(f(2)\) and Charlie shares \(f(3)\). With this information they can recreate \(f(x)\) using the Lagrange Interpolation:

\[
f(x) = \sum_{i=1}^{C} h(i) \delta_i(X)
\]

where

\[
\delta_i(X) = \prod_{j \in C, j \neq i} \frac{x - j}{i - j}
\]

\(C\) in our case is \(\{1, 2, 3\}\). Since Alice, Bob and Charlie chose their function, so that their function results in their vote for \(x = 0\) and \(f(0) = a(0) + b(0) + c(0)\), \(f(0)\) now gives us the total number of vaccinated people in their group. During this process, each of them only knew one point of each others chosen function, which is not sufficient enough to find out their function, and thus how they voted. Naturally, this requires the participants to behave truthfully and not collaborate with other members in terms to find out how they voted. Assuming Alice and Bob are vaccinated, Charlie is not and they all voted accordingly, the result \(f(0) = 2\) tells us that there are two vaccinated people in this group. Charlie being the one who is not vaccinated now knows that the other two are vaccinated, which is unavoidable in this case. For Alice and Bob however, it is not possible to distinguish how they voted, which preserves their privacy.

The following strategies are (nearly) founded on SMC. Due to the amount of strategies, only short overviews are given together with the source to read for detailed information of the mechanics.

1) Kantarcioglu and Clifton: Kantarcioglu and Clifton [2] developed a strategy for affiliation rule mining by fusing different cryptographic strategies. The information has to be evenly apportioned. The strategy sets a limitation to shared data while avoiding large overheads to the mining task. [1]
Affiliation rules, in general, describe the co-occurrence of events beyond randomness. Simply speaking, an association rule can be compared to an if-then-condition: $A \rightarrow B$. $A$ and $B$ are both a set of things (or events) that are contained in $I$, but do not share any elements ($A \subset I$, $B \subset I$ and $A \cap B = \emptyset$).

Without limitations, there could be an tremendous number of co-occurrences, and therefore association rules. Consequently the amount of useful or solid affiliation rules are limited by the condition that they have a support limit and a base certainty edge. The support describes the frequent occurrence of $A$ or $B$ and can be used to filter out events or items that are not of great importance due to their rarity. A customary threshold for the support is 35% [6]. The certainty describes how often $A$ and $B$ occur together and is a parameter to determine the randomness of the co-occurrence since co-occurrences are not necessarily correlations as well.

$$
\text{certainty}(A \rightarrow B) = P(B|A) = \frac{\text{support}(A \cup B)}{\text{support}(A)} = \frac{\text{support} - \text{count}(A \cup B)}{\text{support} - \text{count}(A)} \quad (4)
$$

A customary threshold for certainty is 60% [6]. Affiliation rule mining usually deals with finding all regular item sets and creating solid affiliation rules.

Their approach is not dependent on a trusted third party server. Also, because of the simple random number addition used to calculate the support count of item sets, only a low computation cost is incurred [9]. On the downside, the information sent or received by targeted participants can be traced; and thus, the private value can be revealed by computing the difference of these values, violating privacy requirements [9].

1) Yi Huangs: Yi Huang's approach [10] is of interest because of its specific relation to healthcare data. It also deals with affiliation rule mining, but specifically on medical examination data and outpatient medical records. Using this approach, correlations between disease and abnormal test results can be detected [9]. In this case the data of a regional Taiwan Hospital was used, but privacy issues during the integration of the data were not taken into consideration.

2) M. Hussein et al.: Instead of a random number scheme, M. Hussein et al. [11] used Paillier homomorphic encryption. This preserves the privacy against external as well as internal attackers, but only if the communication environment is secure. Otherwise the initiator finds the support count of the targeted site by tracing and disrupting the communication between combiner and normal participants [9].

3) Nanavati et al.: Nanavati deals with privacy preserving affiliation rule mining on horizontally partitioned data using Shamir’s secret sharing technique [12] (which is also the foundation of the already explained Secure Multiparty Computation). The count of all (candidate) item sets is computed, thus causing a high computation cost for the algorithm. As well as Hussein’s approach, this method requires a secure communication environment among the collaborative participants.

V. RAPPOR

RAPPOR is an acronym for “Randomized Aggregatable Privacy Preserving Ordinal Response”. As stated in its name, it attempts to ensure the users (or in this case rather the patients) privacy as explained in the differential privacy section above.

RAPPOR is an open source project initiated and used by google chrome to collect user data [24]. Google can use this data, e.g., to identify the cause of computer crashes or to review new design features, all while keeping the individuals users data a secret. In opposite to most other methods, the data is already anonymized before it is send to google, which is another indicator for strong privacy measures [24]. Since RAPPOR is an open source project, you can review the mechanisms by yourself without needing to trust another party.

To explain its usage and mechanisms, the following example will be used:

Since sexual transmitted diseases (STDs) continue to be constantly tabooed in society, a researcher attempts to better estimate the underreported cases, of such, by questioning a large amount of people using the RAPPOR algorithm to ensure their privacy. She also wants to know which exact STD it is; in addition she gathers information on other illnesses in order to make possible correlations with other diseases (such as cancer) visible.

### D. Further overview of existing approaches

1) Yi Huangs: Yi Huangs approach [10] is of interest because of its specific relation to healthcare data. It also deals with affiliation rule mining, but specifically on medical examination data and outpatient medical records. Using this approach, correlations between disease and abnormal test results can be detected [9]. In this case the data of a regional Taiwan Hospital was used, but privacy issues during the integration of the data were not taken into consideration.

2) M. Hussein et al.: Instead of a random number scheme, M. Hussein et al. [11] used Paillier homomorphic encryption. This preserves the privacy against external as well as internal attackers, but only if the communication environment is secure. Otherwise the initiator finds the support count of the targeted site by tracing and disrupting the communication between combiner and normal participants [9].

3) Nanavati et al.: Nanavati deals with privacy preserving affiliation rule mining on horizontally partitioned data using Shamir’s secret sharing technique [12] (which is also the foundation of the already explained Secure Multiparty Computation). The count of all (candidate) item sets is computed, thus causing a high computation cost for the algorithm. As well as Hussein’s approach, this method requires a secure communication environment among the collaborative participants.

### A. The algorithm in detail

Here are the given data and parameters to begin with:

- **The client’s value v**: contains the unfiltered information that is to be sent to the aggregator. In this example this might be "chlamydia", "syphilis" or "none", stating the STD of the patient.
- **A Bloom filter B**: of size $k$ - to be further explained below.
- **$h$ hash functions**: multiple hash functions which aim to achieve diverging outcomes at the same input.
The first step of the algorithm is to hash \( v \) onto \( B \) using the hash functions. The Bloom filter can be illustrated as an array containing only zeros. An example:

\[
\begin{array}{cccccccccc}
11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

Assuming two given hash functions \( h_1 \) and \( h_2 \) and two given values "chlamydia" and "syphilis", we now depict a use case. In this use case, by inserting "chlamydia", \( h_1 \) equates to three and \( h_2 \) equates to eleven, resulting to the following array:

\[
\begin{array}{cccccccccc}
11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}
\]

The insertion of "syphilis" leads to the values four for \( h_1 \) and eight for \( h_2 \) leading to the following:

\[
\begin{array}{cccccccccc}
11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0
\end{array}
\]

If the bloom filter is now is tested for a yet not hashed value "aids", which results in the values eleven and four, we would assume that this value has been hashed onto the bloom filter before. However, this is not true in this case. Cases in which we assume something even though it is not true are called "false positive". As can be seen from this false positive, even if an attacker would somehow know \( B \), he or she still could not be completely sure to make assumptions about the client because the multiple hash functions cause uncertainty to the origin of the set bits.

The second step is the permanent randomized response (PRR). Additional parameters are:

- \( f \) - a "user-tunable parameter controlling the level of longitudinal privacy guarantee" \cite{3}.

The algorithm of the permanent randomized response is defined as follows: "For each client’s value \( v \) and bit \( i \), \( 0 \leq i < k \) in \( B \), create a binary reporting value \( B'_i \) which equals to

\[
B'_i = \begin{cases} 
1, & \text{with probability } \frac{1}{2} f \\
0, & \text{with probability } \frac{1}{2} f \\
B_i & \text{with probability } 1 - f
\end{cases}
\]

Subsequently, this \( B' \) is memorized and reused as the basis for all future reports on this distinct value \( v \)" \cite{3}.

This randomization method can be interpreted as two consecutive coin-flips. An example: The patient is asked whether he or she had a sexual transmitted disease in the past, in order to obtain data on a statistical significant coherence of another disease emerging. Before sending the answers the user has given, a coin is flipped. On tails, the given answer is transmitted. Otherwise, a random answer is transmitted (determined by another coin flip). This way when having a large amount of people participating in the study and knowing the chances of the answer being altered, the amount of people with sexual transmitted diseases can still be determined with good accuracy. Still the individual has a reasonable deniability because he or she can still claim that the given answer has been altered.

Instead of altering the answer directly, the bits contained in the bloom filter are altered (or not). Notice that the first "coin-flip" does not have to be equally balanced. By tuning \( f \), one can influence the probability of how likely it is that the bit has changed. However, even if the bit gets changed, it could lead to the same outcome as if it hasn’t been changed. Therefore the probability of the bit staying the same is \( 1 - \frac{1}{2} f \). The higher \( f \) is, the higher the chance the client’s value will be altered; therefore, a large differential privacy can be ensured. At the same time, a high \( f \) also makes it more difficult for the researchers to interpret the results correctly. Tuning this parameter to the needs and possibilities is therefore of utmost importance. Also \( B' \) has to be used for all future reportings on the information about \( B \). Otherwise a potential attacker would be able to estimate \( B \) by observing multiple noisy versions of it\cite{3}.

Before sending the generated report to the server, the instantaneous randomized response (IRR) has to be applied. The following additional parameters are needed:

- \( S \) - the generated report. It is of size \( k \) (the same size as the bloom filter).
- \( q \) - \( 0 < q < 1 \), parameter to tune the likeliness of a bit \( i \) getting set to one, given that the bit was one before.
- \( p \) - \( 0 < p < 1 \), parameter to tune the likeliness of a bit \( i \) getting set to one, given that the bit wasn’t one before.

\( S \) is initialized to zero. After the initialization each bit \( i \) in \( S \) is set with the following probabilities:

\[
P(S_i = 1) = \begin{cases} 
q, & i f B'_i = 1 \\
p, & i f B'_i = 0
\end{cases}
\]

The IRR makes it difficult to track a client (otherwise \( B' \) could be used to identify multiple reportings of the same participant).

After these applications, the report \( S \) can be sent to the server.

**B. Differential privacy of RAPPOR**

The differential privacy \( \epsilon \) of the PRR can be defined as follows (as proven in the paper of Google regarding RAPPOR)
The equation for the differential privacy regarding the IRR requires a lemma:

**Lemma 1.** Probability of observing "1" given that the underlying bloom filter bit was set is given by

\[ q^\ast = P(S_i = 1 | b_i = 1) = \frac{1}{2} f(p + q) + (1 - f)q \]  

(6)

Probability of observing "1" given that the underlying Bloom filter bit was not set is given by

\[ p^\ast = P(S_i = 1 | b_i = 0) = \frac{1}{2} f(p + q) + (1 - f)p \]  

(7)

This being defined, the differential privacy \( \epsilon_1 \) can be calculated as follows:

\[ \epsilon_1 = h \log \left( \frac{q^\ast (1 - p^\ast)}{p^\ast (1 - q^\ast)} \right) \]  

(8)

A calculation for illustration purposes:

- \( h: 2 \)
- \( f: 50\% \ (0.5) \)
- \( q: 75\% \ (0.75) \)
- \( p: 50\% \ (0.5) \)

The choice of these parameters would lead to the following values:

permanent randomized response

\[ \epsilon_\infty = 2h \ln \left( \frac{1 - \frac{1}{2} f}{\frac{1}{2} f} \right) \]

\[ = 4 \ln \left( \frac{0.75}{0.25} \right) \approx 4.3945 \]  

(9)

instantaneous randomized response

\[ \epsilon_1 = h \log \left( \frac{q^\ast (1 - p^\ast)}{p^\ast (1 - q^\ast)} \right) \approx 1.5499 \]  

(10)

**C. RAPPOR in CrypTool 2**

Before coming to a conclusion, I would like to introduce a RAPPOR template for learning purposes, which can be found in CrypTool 2 (download: https://www.cryptool.org/de/ct2/downloads). It is structured into five tabs:

- "Start"
- "Overview"
- "Bloom Filter"
- "Randomized Response"
- "Heat Map"

Using this tool, you can adjust all the described parameters (number of hash functions, bloom filter size, etc.). The "Start" tab gives a short tutorial on how to navigate through the template and on how to adjust the different parameters. In the "Overview" tab it shows the altering of the boolean array in the process of applying the permanent randomized response as well as the instantaneous randomized response several times (according to the settings). The "Bloom Filter" tab gives a detailed insight on how the empty bloom filter is filled with values, according to the data set of the user. The heat map visualizes how often a cell of the array has been set (explanations of the different tabs and visualizations can also be found at the bottom of each tab). The most interesting tab (in my personal opinion) is the "Randomized Response" tab because it visualizes and explains all the possibilities of the outcomes (and therefore, answers the question *How likely is it, that the original answer is submitted?*). It also shows the differential privacy levels and how they are calculated.

**VI. CONCLUSION**

Anonymization in context of medical data is particularly difficult, considering the high sensitivity of the information (as always in combination with its usefulness for a researcher). The "Generalization and suppression" method is the one with the most shortcomings in my opinion. Due to issues addressed by k-anonymity and l-diversity, the required group size remains high, but without optimizing the information loss. Although, for obvious reasons, it is a standard to participate in a field study "anonymously" (meaning that the name is suppressed); that does not nearly guarantee true anonymity without any other methods applied. Further manipulation of the data comes with a loss of information, which often makes the results useless. Both k-diversity and l-diversity address the privacy problem, but do not have an impact (or at least not a positive one) on the information loss. The information loss might be ignorable when collecting data of overall behaviour resulting in health issues, where the group size is much larger (e.g., smoking). In this case, generalization is a very simple and easy implementable method. In general, I do
not think generalization and suppression should be viewed as standalone methods, but as a basic function to build upon.

Noise addition and rank swapping struggle with similar problems, but to a smaller degree. They seem more suitable in order to balance privacy and information loss, because the parameters (range in this case) can be easily adjusted and the range is not as obviously detectable. With microaggregation, one does not know the range at all which is a huge improvement to the other methods. However, it is not as easily implemented because it can be difficult to find suitable groups to draw the average from.

The RAPPOR algorithm is a strong method suitable for the aggregation of medical data, if a large enough group of people participate. It can be a suitable measure against several kinds of attacks on the data due to the tunable variables. One of its benefits is that original data can be used (instead of the altered data, which loses information during anonymization), which is often a requirement for the researches of some critical diseases. Each method has its strength and weaknesses and is important to contribute to privacy preserving measures, for not every problem can be solved with the same solution to the same contentment. RAPPOR especially persuades due to its benefits is that original data can be used (instead of the altered data, which loses information during anonymization), and the tunable variables (range in this case) can be easily adjusted and the range is not as obviously detectable. With microaggregation, one does not know the range at all which is a huge improvement to the other methods. However, it is not as easily implemented because it can be difficult to find suitable groups to draw the average from.

The RAPPOR algorithm is a strong method suitable for the aggregation of medical data, if a large enough group of people participate. It can be a suitable measure against several kinds of attacks on the data due to the tunable variables. One of its benefits is that original data can be used (instead of the altered data, which loses information during anonymization), which is often a requirement for the researches of some critical diseases. Each method has its strength and weaknesses and is important to contribute to privacy preserving measures, for not every problem can be solved with the same solution to the same contentment. RAPPOR especially persuades due to its versatility because of the many adjustable parameters. But as always, the group size is critical here in order to choose the right method. Many of these methods do not suffice alone, but can accomplish a solid result when being combined with another.
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