Abstract—Wireless sensor network, as one of the system compositions of the Internet of Things, is an important carrier of the efficient use of rural resources. An accurate localization algorithm is of great significance to the complete coverage of the farmland monitoring area and to ensure the connectivity of the whole network. This paper carries out an experiment based on the signal intensities of network nodes of wireless sensor in different farmland environments having crops or not at different placing heights and relative distances. In the research, an analysis is made on the attenuation relationship between the RSSI values and the distance and height between nodes. Besides, multiple linear regression methods are used to fit the propagation model of wireless signal. Then, a distance-measuring experiment is carried out according to the model, and finally the localization of unknown nodes is realized based on Gauss mixed algorithm. Average error of the experiment is 1.02m, indicating good experimental results.
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I. INTRODUCTION

Wireless sensor network, as a branch of the Internet of Things, is a necessary way of information perception and transmission. As early as in 1999, Business Week listed wireless sensor network as one of the most influential 21 technologies in the twenty-first Century, and predicted that it would stir up a new industry wave. The advantages of wireless sensor network in agriculture are becoming more and more prominent[1]. It overcomes such shortcomings as deployment difficulty, high costs of installation and maintenance, easy aging with the passing time, etc. In wireless way, it can quickly build a network automatically without anybody onsite by using the hierarchical network communication protocol and the distributed algorithm. Moreover, the system can be automatically adjusted in case of node failure. Since sensor nodes are in small sizes with good cooperation ability, their deployment has a small impact on the agricultural environment[2]. Through the integration of various sensors, physical quantities of people’s interest can be detected, including air temperature, humidity, light intensity, concentration of carbon dioxide, PH value of soil, soil moisture and others[3]. In addition, sensor node, with low power consumption and long transmission distance, is very suitable for the collection of farmland information.

Localization information of the happening of the event can be effectively monitored to understand the happening situation of local environment for farmland[4]. In practical agricultural applications, in addition to monitoring some information of farmland, we also need to know the source localization of the information, which can make effective and prompt analysis on what happened in the regional objective, to achieve the localization and tracking of the goal[5]. By determining the localization of the sensor nodes, the routing efficiency can be improved to enable the deplorer to grasp the network coverage situation and ensure the load balancing of network and the self-regulation of network topology[6]. However, due to the limitations of cost, power, scalability and other problems, not all network nodes can be installed with GPS receivers for localization[7]. Therefore, it has been necessary to realize the self-localization of WSN by certain mechanism and algorithm in current research.

II. RSSI LOCALIZATION PRINCIPLE AND PERFORMANCE EVALUATION

RSSI localization method is to estimate the distance by measuring the RSSI values of the two communication nodes; this method does not need the complex hardware equipment, with simple operation and low cost, so common wireless transceiver chips can provide RSSI value[8].

Through the integration of various sensors, physical quantities of people’s interest can be detected, including air temperature, humidity, light intensity, concentration of carbon dioxide, PH value of soil, soil moisture and others[3]. In addition, sensor node, with low power consumption and long transmission distance, is very suitable for the collection of farmland information.

Localization information of the happening of the event can be effectively monitored to understand the happening situation of local environment for farmland[4]. In practical agricultural applications, in addition to monitoring some information of farmland, we also need to know the source localization of the information, which can make effective and prompt analysis on what happened in the regional objective, to achieve the localization and tracking of the goal[5]. By determining the localization of the sensor nodes, the routing efficiency can be improved to enable the deplorer to grasp the network coverage situation and ensure the load balancing of network and the self-regulation of network topology[6]. However, due to the limitations of cost, power, scalability and other problems, not all network nodes can be installed with GPS receivers for localization[7]. Therefore, it has been necessary to realize the self-localization of WSN by certain mechanism and algorithm in current research.

A. RSSI localization principle

As for sensor node localization, firstly, unknown nodes receive RSSI of each reference node and its coordinate which are subsequently sent to the upper computer. Then, the distance from the reference node is calculated according to the Gauss mixed ranging model, while the unknown node coordinates are calculated using the maximum likelihood estimation location algorithm.

1) Gauss mixed ranging model

An unknown node may receive \( n \) values of RSSI from the beacon node at the same location; firstly, the RSSI values of the high probability generating region are selected by the Gauss model, and then select the average value; this can eliminate some of the singular values of RSSI to enhance the accuracy of localization information.

Suppose that there are \( m \) beacon nodes in wireless sensor network, respectively N1, N2 and N3, and that their locations are known; the unknown node of the network is
X; the RSSI value of each beacon node that have been received for n times are respectively RSSI_1, RSSI_2, ..., RSSI_n; it can be known from the Gauss model that:

\[ f(x) = \frac{1}{\sqrt{2\pi} \delta} e^{\frac{-(x-x_0)^2}{2\delta}} \]  

(1)

where \( u = \frac{1}{n} \sum \frac{RSSI_i}{n-1} \), \( \delta = \sqrt{\frac{\sum (RSSI_i - u)^2}{n-1}} \)

This paper chooses 0.5 as the critical point, which means that when the Gauss distribution function values are \( f(x) < 0.5 \), the corresponding RSSI values are considered as the values with high probability of occurrence; keep these values and store in the corresponding array; when \( f(x) > 0.5 \), we count them as random events with small probability, and eliminate these values.

The final RSSI value is obtained by averaging those retention values:

\[ RSSI = \frac{1}{k} \sum RSSI_i \]  

(2)

According to the signal propagation model in 1, the distances between the unknown nodes and the beacon nodes can be obtained by calculating.

2) Localization by maximum likelihood estimation method

Theoretically, in the localization of wireless sensor network, as long as locations of the three beacon nodes are known, unknown node coordinates can be determined. However, since this is too dependent on the three beacon nodes, once some of the node coordinates get into problem, great measuring errors will appear, so we use the maximum likelihood estimation method. Suppose that the coordinates of the \( m \) beacon nodes are \((x_1, y_1), (x_2, y_2)\), ..., \((x_m, y_m)\) and distances from the unknown node \((X, Y)\) to the beacon ones are \(d_1, d_2, \ldots, d_m\) respectively, which can be written as:

\[ \begin{align*} 
(x-x_1)^2 + (y-y_1)^2 &= d_1^2 \\
(x-x_2)^2 + (y-y_2)^2 &= d_2^2 \\
&\cdots \\
(x-x_m)^2 + (y-y_m)^2 &= d_m^2 
\end{align*} \]  

(3)

The linear equation of the above formula can be expressed as \( AX = B \), where

\[ A = \begin{bmatrix} 2(x_1 - x_0) & 2(y_1 - y_0) \\
2(x_2 - x_0) & 2(y_2 - y_0) \\
\vdots & \vdots \\
2(x_m - x_0) & 2(y_m - y_0) \end{bmatrix} \]  

\[ B = \begin{bmatrix} (x_1 - x_0)^2 + (y_1 - y_0)^2 - d_1^2 \\
(x_2 - x_0)^2 + (y_2 - y_0)^2 - d_2^2 \\
\vdots \\
(x_m - x_0)^2 + (y_m - y_0)^2 - d_m^2 \end{bmatrix} \]  

(4)

\[ X = \begin{bmatrix} x \\
y \end{bmatrix} \]  

(5)

(6)

The estimated unknown node coordinates can be obtained through further sorting:

\[ X = (A^T A)^{-1} A^T B \]  

(7)

B. Performance evaluation of localization technology in wireless sensor network

The performance of self-localization technology in wireless sensor network has a direct influence on its availability. The evaluation of them mainly has the following several indicators:

1. Localization accuracy: the primary indicator of localization technology, which is generally expressed as the ratio of error value to the radio range of the node. For example, if the localization accuracy is 10%, namely, the accuracy range of the localization is ±10cm within one meter;

2. Density of beacon node: the proportion of known nodes in the network to the total number of nodes. The density of the beacon node is proportional to location accuracy; the greater the density is, the higher the accuracy is, but costs will also increase accordingly[10];

3. Node density: the greater the node density is, the better the network connectivity is and the more the aided location information the node obtains. However, it will lead to the increase of costs and the amount of data transferring, thus causing network congestion and having impact on the real-time data processing capacity of WSN[11]. For this reason, an appropriate node density is of great importance;

4. Energy consumption: Sensor nodes have limited battery energy that is needed in localization, data acquisition, transcribing and storage. Therefore, under the premise of ensuring localization accuracy, controlling energy consumption as much as possible is also an important measuring indicator[12]. The above 4 common indicators are not only standards to measure the level of WSN localization system and algorithm, but also important indicators to measure whether WSN network is good or not.

III. RESEARCH ON RSSI RANGING METHOD BASED ON AN IMPROVED MODEL

A. Influence of node height and distance on RSSI measurement

Measurement of RSSI value of nodes (received Signal Strength Indicator) is related to height of node displacement, surrounding environment and crop growth. Different displacement heights of antenna will influence the signal strength of measurement[13].

The experiment will not take other external environmental conditions into consideration except open places and certain height of paddy to measure relationship between signal strength and distance in different heights. Measurement distance is from 1m to 50 m. Considering that actual displacement place for nodes is higher than ground, all node heights from ground is from 0.5m to 1.5m with interval of 0.25m[14]. The displacement is as shown in Fig 1. Working frequency of nodes is 2.4GHz, collecting RUSSI value every two minutes. Collect 10-
time measurement data every time and calculate the average.

![Diagram of node placement](image)

Figure 1. The diagram of node placement

1) Relationship among height, distance and RSSI when the field is open in case of no crop in Fig 2.

![Graph](image)

Figure 2. The relationship between distance and RSSI in case of no crop

2) Relationship among height, distance and RSSI in case of crop in Fig 3.

![Graph](image)

Figure 3. The relationship between distance and RSSI in case of crop

2) Confirmation of coefficient value of propagation model when the field is open in case of no crop

According to multiple linear regression methods, model equation of signal propagation can be expressed as:

\[
P_i(d) = -40.126 - 20.844 \times \log d + 9.365 \times \log h
\]

(10)

Inspection result of each coefficient is shown in Table 2. It can be obtained from Table 2 that test level values of coefficient of each variable in model all are less than 0.05 and are within permissible range, which means the above-mentioned variables have relatively good prediction effects on dependent variables[18].

Table 3 reflects variance situation if regression model. It can be gotten from it that significance probability value of the model is less than 0.01, which means that model has relatively good imitative effects.

2) Confirmation of coefficient value of propagation model with crops

In the same way, according to construction method when the field is open in case of no crop, multi-linear regression equation of route propagation with crops can be expressed as:

\[
P_i(d) = -40.126 - 24.473 \times \log d + 14.992 \times \log h
\]

(11)

Horse-power formula of receiving wireless signals can be transformed into:

\[
\log P_i(d) = A + 10N \log \frac{d}{d_o} + 10M \log (h_ih_j)
\]

(8)

In the formula, A is a constant number to describe the distance between transmitting-receiving units, which is counted as reference distance; 1m, N and M are environmental factors, transmission node height and receiving node height.

Transform formula (8) into dBm expression; the height of transmission node and receiving node is the same, namely \(h_i = h_j\); therefore, received power of wireless signal which is RSSI ranging formula in practical application will be transformed into the following form:

\[
[RSSI]_{dBm} = [P_i(d)]_{dBm} = A + 10N \log d + 20M \log h
\]

(9)

It can be known from the above formula that RSSI has a specific corresponding relationship with distance D and height H. A, N and M values can be confirmed by experiment. Validity of test model shall be analyzed by mathematical statistics method[17]. Configuration of test parameter is shown in Table 1.

| Influence Factor | Communication Distance | Node Height | Frequency | Antenna Mode |
|------------------|------------------------|-------------|-----------|--------------|
| Numerical Value  | 1-9 step 2             | 0.5-1.5 step 0.25 | 2.4       | 180          |

Table 1. Multiple linear regression parameters
TABLE II.
MODEL COEFFICIENTS

| Parameter argument | Unstandardized Coefficients | Standardized coefficients | t  | Sig. |
|--------------------|----------------------------|---------------------------|----|------|
| constant           | -40.125                    | 0.754                     | ---- | 52.563 | 0.001 |
| height             | 9.365                      | 1.867                     | 0.145 | 4.967 | 0.002 |
| distance           | -20.878                    | 0.645                     | -0.965 | 33.256 | 0.000 |

TABLE III.
MODEL VARIANCE ANALYSIS

| Model    | Partial variance | Degreeoffreedom | Mean square error | F     | Significance |
|----------|------------------|-----------------|------------------|-------|--------------|
| regression | 8081.566         | 2               | 4040.655         | 564.875 | 0.001        |
| residual   | 479.213          | 66              | 7.152            | ---    | ---          |
| aggregate  | 8560.834         | 69              | ---              | ---    | ---          |

TABLE IV.
MODEL COEFFICIENTS

| Parameter argument | Unstandardized Coefficients | Standardized coefficients | t  | Sig. |
|--------------------|----------------------------|---------------------------|----|------|
| constant           | -40.125                    | 0.996                     | ---- | 40.534 | 0.000 |
| height             | 14.992                     | 2.468                     | 0.192 | 6.087 | 0.001 |
| distance           | -24.475                    | 0.812                     | -0.946 | -29.995 | 0.000 |

TABLE V.
MODEL VARIANCE ANALYSIS

| Model    | Partial variance | Degreeoffreedom | Mean square error | F     | Significance |
|----------|------------------|-----------------|------------------|-------|--------------|
| regression | 11345.657        | 2               | 5669.410         | 448.267 | 0.001        |
| residual   | 800.423          | 66              | 12.112           | ---    | ---          |
| aggregate  | 12987.553        | 70              | ---              | ---    | ---          |

Figure 4. The fitting of predictive value and the real value

3) Verification of multi-element route loss model

The above-mentioned regression model was verified by verification data measured on the same condition in the text. Fig. 4 is imitative situation table of verification and predicted values. It can be obtained from Figure 4 that imitative correlation coefficient between predicted value and actual value is 0.895 when the field is open and is in case of no crop; imitative correlation coefficient is 0.871 with crops; degree of correlation under the two kinds of situation both meet the requirements, which means the model has relatively fine imitative effect[21-24].
### TABLE VI.
THE RSSI VALUE OF UNKNOWN NODES RECEIVED FROM ANCHOR NODES

| Times | N1   | N2   | N3   | N4   | N1   | N2   | N3   | N4   |
|-------|------|------|------|------|------|------|------|------|
| 1     | -56.2| -56.6| -54.2| -51.9| -53.2| -52.7| -57.1| -56.4|
| 2     | -56.2| -51.2| -54.5| -52.3| -53.4| -53.2| -56.7| -57.0|
| 3     | -56.3| -55.6| -54.6| -51.2| -53.2| -53.1| -57.0| -56.2|
| 4     | -56.1| -56.7| -54.2| -50.9| -53.4| -52.8| -57.8| -56.2|
| 5     | -56.2| -56.8| -543  | -50.9| -53.0| -53.2| -57.2| -56.0|
| 6     | -56.1| -56.7| -55.3| -51.2| -53.2| -53.0| -57.2| -56.1|

### TABLE VII.
THE LAST RSSI VALUE BETWEEN UNKNOWN NODES AND ANCHOR NODES

| Node numbering | X1 | X2 |
|----------------|----|----|
| N1             | 56.12 | 55.56 |
| N2             | 56.67 | 53.56 |
| N3             | 53.15 | 57.23 |
| N4             | 55.95 |

### TABLE VIII.
COMPARING THE DISTANCE BETWEEN UNKNOWN NODES AND ANCHOR NODES

| Node numbering | Measuring distance | Error | Measuring distance | Error |
|----------------|--------------------|-------|--------------------|-------|
| N1             | 6.72               | 12%   | 4.42               | 14%   |
| N2             | 7.81               | 11%   | 4.45               | 7%    |
| N3             | 5.37               | 8%    | 7.20               | 12%   |
| N4             | 3.71               | 22%   | 7.23               | 7%    |

### TABLE IX.
THE LOCATION DATA OF UNKNOWN NODE

| Unknown nodes | Actual coordinates | Positioning coordinate | Positioning error |
|---------------|--------------------|------------------------|-------------------|
| X1            | (3, 6)             | (3.1, 4.9)             | 1.10              |
| X2            | (4, 2)             | (4.2, 2.9)             | 0.92              |

### IV. EXPERIMENT RESEARCH OF LOCALIZATION METHOD

#### A. Experiment of RSSI localization test

The experiment is arranged in farmland; select a piece of area of 64m²; experiment site is an open field and is in case of no crop. In order to simplify calculations, placing height of nodes all are 1.5m, of which the locations of 4 beacon nodes respectively are N1~N4; 2 unknown nodes are respectively X1 (3, 6) and X2 (4, 2); schematic diagram of position is shown as Fig 5. Each unknown nodes collects RSSI values for 10 times to beacon node, which is shown in Table 6.

According to formula (2), the final RSSI value can be calculated. Refer to Table 7.

According to formula (11), the distance from each unknown node to relevant reference beacon node can be calculated. The result is shown in Table 8.

According to distance between nodes, maximum likelihood method is used to acquire coordination data on unknown nodes (see Table 9). Corresponding distribution diagram of nodes is shown in Fig 6.

Average range error of this localization experiment is 11.5%; average localization error is 1.01m.
B. Influence of beacon node to localization result

The influence of density of beacon node to localization performance is an important evaluation criterion to localization algorithm. (a) and (b) in Fig. 7 respectively show localization result when the number of beacon node is 6 and 8. It can be seen that error between unknown nodes and localization nodes is evidently decreased and degree of accuracy of localization is improved with the increase of beacon node density; however, calculations and costs are greatly increased.

Relative position of beacon node is different and ranging accuracy is relatively different. The closer the distance is, the higher the localization accuracy. Fig. 8 shows localization results of 4 beacon nodes in different relative positions.

![Figure 7. The location results for different numbers of beacon nodes](image1)

![Figure 8. The location results for different positions of beacon nodes](image2)

V. Conclusions

The paper measured that wireless sensor network RSSI value of 2.4GHz node is influenced by distance between nodes, antenna height and crop growth; confirmed each parameter of signal propagation model by making use of multiple linear regression methods; and realized localization to unknown nodes according to Gaussians mixture algorithm and maximum likelihood method. Furthermore, we carried out a localization experiment on 4 beacon nodes and 2 unknown nodes placed in 8x8m² field areas and realized better localization to two localization nodes. Average localization error is 1.01m, which can meet the demands of most application market. The experiment has also tested the influence of the number of beacon nodes and different placing positions of beacon nodes on localization, with experiment results beneficial to research on and application of agricultural supervising system.
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