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Abstract
In the present paper, we aim to mathematically analyse the role of the displacement current and the Cattaneo’s law on the boundary-layer theory of plasma, when the corresponding characteristic speed is relativistic. We restrict our analysis to two-dimensional flows and we study the asymptotic limit of the Navier–Stokes–Maxwell equations with Cattaneo’s law near a bounding flat line, when the Hartmann, Reynolds and magnetic Reynolds numbers proportionally diverge to $\infty$. The goal of this paper is twofold. We first show that the extended version of the Navier–Stokes–Maxwell equations leads to a new family of boundary layers, which are hyperbolic both on the momentum equation and the Ampere’s law. Secondly, we address the well-posedness of the derived equations and show the existence of global-in-time analytic solutions for small initial data. Our modelling highlights which conditions on the dimensionless parameters allow to interpret the proposed system as boundary layers with thickness typical of Prandtl or Hartmann. Furthermore, our development shows that the conditions related to Hartmann might be more physically acceptable. Finally, our analysis suggests that the Cattaneo’s law and the displacement current might indeed stabilize the derived system in terms of existence of global-in-time analytic solutions.
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1 Introduction

The mathematical study of electrically conducting fluids and hot plasma has received for many years numerous investigations. The understanding of the underlying equations (MHD equations or Navier–Stokes–Maxwell equations) has significantly provided a fascinating number of implications, both on technological processes and physical experiments. Among the remarkable variety of applications, MHD flows are ubiquitous in contexts like astronomy (hydrodynamics of plasma in neutron stars and white dwarfs), nuclear fusion reactors (self-cooled liquid metal blankets) and metalurgic (liquid metal stirring).

In this paper, we are interested in deriving and analysing a family of partial differential equations that mathematically account for boundary layers of plasma and electrically conducting fluids, when the corresponding characteristic speed is of relativistic order. This specific hydrodynamics near a wall surface has been a topic of constant interest in astrophysics. For instance, these boundary layers are expected to be dominant sources of X-ray production in neutron stars (Robert and Rashid 2001), gravitational radiation (Mendell 2001) and magnetic reconnection (Vörös et al. 2021).

The mathematical treatment of boundary layers in electrically conducting fluids has a long history, which dates back to the pioneering work of Hartmann (1937). Hartmann studied a duct flow of a viscous electrically-conducting fluid under the influence of a transverse magnetic field. Oriented at the right angle, the magnetic field produced additional viscosity, separating the channel into two main regions, boundary-layer region (Hartmann layers) and central core region.

Afterwards, many theoretical investigations and experiments have been developed around this theory, the most of them under the assumption that the electromagnetic variations of plasma are non-relativistic (i.e. the characteristic speed of plasma has magnitude consistently lower than the speed of light). This hypothesis relaxes several terms of the Maxwell’s equations, in particular, it neglects the so-called displacement current in the Ampere’s law (a source of the magnetic field related to the ratio between the characteristic speed of plasma and the speed of light).

The lack of the displacement current may or may not be satisfactory, depending on the modelling context. In neutron stars, for instance, strong time-dependent electric field could develop, when the plasma density falls below a critical value (Kumar and Bošnjak 2020). Thus, the associated displacement current makes up for the deficit of the plasma density and plays a major role in the evolution of the magnetic field.

To the best of our knowledge, it remains still an open problem to mathematically understand boundary layers of plasma, whose magnetic field in the Navier–Stokes–Maxwell’s equations is affected by the displacement current. This paper is therefore a first mathematical attempt to address this issue. In detail, we derive and analyse the following system of PDEs (written in dimensionless form):
\[
\begin{aligned}
&\frac{\partial^2 v}{\partial x^2} + \partial_v u + u \partial_x u + v \partial_x v - \partial^2_v u + \partial_z v = \mathbb{H}^2 (b_1 b_2 v - u b_1^2 - b_2 e) \quad (t, x, y) \in (0, T) \times \mathbb{R} \times (0, 1), \\
&\partial_v p = \mathbb{H}^2 (b_1 b_2 u - b_1^2 v + b_1 e) \quad (0, T) \times \mathbb{R} \times (0, 1), \\
&\frac{\kappa}{\text{Pr}_m} \frac{\partial^2 b_1}{\partial x^2} + \partial_y b_1 + u \partial_x b_1 + v \partial_x b_1 - \frac{1}{\text{Pr}_m} \partial_y^2 b_1 = b_1 \partial_x u + b_2 \partial_x v \quad (0, T) \times \mathbb{R} \times (0, 1), \\
&\frac{\kappa}{\text{Pr}_m} \frac{\partial^2 b_2}{\partial x^2} + \partial_y b_2 + u \partial_x b_2 + v \partial_x b_2 - \frac{1}{\text{Pr}_m} \partial_y^2 b_2 = b_1 \partial_x v + b_2 \partial_x v \quad (0, T) \times \mathbb{R} \times (0, 1), \\
&\partial_t b_1 + \partial_x e = 0 \quad \text{and} \quad \partial_t b_2 - \partial_x e = 0 \quad (0, T) \times \mathbb{R} \times (0, 1), \\
&\partial_t u + \partial_x v = 0 \quad \text{and} \quad \partial_t b_1 + \partial_x b_2 = 0 \quad (0, T) \times \mathbb{R} \times (0, 1).
\end{aligned}
\]

(1.1)

coupled with initial and boundary conditions

\[
\begin{aligned}
\text{(IC)} & \quad \begin{cases} 
(u, b_1, b_2)|_{t=0} = (\bar{u}, \bar{b}_1, \bar{b}_2) & \mathbb{R} \times (0, 1), \\
(\partial_t u, \partial_t b_1, \partial_t b_2)|_{t=0} = (\bar{u}, \bar{b}_1, \bar{b}_2) & \mathbb{R} \times (0, 1),
\end{cases} \\
\text{(BC)} & \quad \begin{cases} 
(u, b_1, b_2, e)|_{y=1} = (0, 0, 0, 0) & (0, T) \times \mathbb{R}, \\
(u, b_1, b_2, e)|_{y=0} = (0, \bar{b}_1, \bar{b}_2, \bar{e}) & (0, T) \times \mathbb{R}.
\end{cases}
\end{aligned}
\]

(1.2)

In accordance with a common approach within boundary layers, we also make the assumption that \( v = 0 \) when \( y = 0 \), along with the requirement that all the above relevant functions converge toward 0 as \( x \to \pm \infty \). Moreover, while system (1.1) can be formulated with arbitrary boundary conditions \((b_1(t, x), b_2(t, x), e(t, x))\) in \( y = 0 \) for the magnetic and electric fields, we opt for simplicity in our analysis and focus on the existence of solutions under the exclusively homogeneous scenario, i.e. \( b_1 = b_2 = e = 0 \).

1.1 Overview of System (1.1)

For the sake of a clear presentation, we consider here a rather simple geometry, as well as simple boundary conditions. We assume indeed that the conducting fluid is restricted to the whole half space, in other words System (1.1) represents the behaviour of the fluid on a thin layer near a (flat) boundary line \((y = 0)\). The velocity field \((u, v)^T\) satisfies no-slip boundary conditions, while the magnetic field \((b_1, b_2)^T\) and the electric-field intensity \(e\) are assumed constant on the boundary (a scenario which is typical when the surrounding medium is an insulator).

All state variables \((u, v, b_1, b_2, e)\) in (1.1) depend on time \( t \in (0, T) \) and space \((x, y) \in \mathbb{R} \times (0, 1)\). The vector fields \((u, v)^T \in \mathbb{R}^2\) and \((b_1, b_2)^T \in \mathbb{R}^2\) are divergence free and stand for the velocity and magnetic fields of plasma, respectively. The electric field assumes size \( e \in \mathbb{R} \) and is perpendicular to the plane containing the plasma.

All constants \(\mathbb{H}, \kappa, \text{Pr}_m\) and \(\mathcal{J}\) are positive and depend on standard dimensionless parameters of magnetohydrodynamics. More precisely, \(\mathbb{H}\) stands for the asymptotic of the ratio between the Hartmann number \(\text{Ha} > 0\) and the Reynolds number \(\text{Re}\), as \(\text{Re} \to \infty\). The magnetic Prandtl number \(\text{Pr}_m > 0\) is assumed in this work constant and represents the ratio between the Reynolds number \(\text{Re}\) and the magnetic Reynolds number \(\text{Re}_m\). Hence, viscous and magnetic diffusions are proportional, a regime typical of heavier white dwarfs, in which Reynolds and magnetic Reynolds numbers
range between $10^{14}$ and $10^{15}$ (cf. Section 2 in Isern et al. (2017)). Furthermore, the proportionality between $\text{Ha}$ and $\text{Re}_m$ reflects a threshold for the initiation of magnetic advection and subsequent reconnection (cf. for instance Section 3.3 in Meintjes (2004), for the binary star AE Aquarii).

1.2 Novelties of the Model

Although System (1.1) differs intrinsically from previous models (such as the Prandtl-MHD Eq. cf. (1.3)), the major novelties reside in particular within the terms $\kappa/\text{Pr}_m \partial^2_{tt} b_1$ and $\kappa/\text{Pr}_m \partial^2_{tt} b_2$ for the equations of $b_1$ and $b_2$ (due to the displacement current (Donatelli and Spirito 2016)), as well as within the term $\|\partial^2_{tt} u\|$ in the equation for $u$. The role of the underlying constant $\kappa > 0$ is exploited in detail in Sect. 2 (cf. Theorem 2.1 and Theorem 2.2), it relates however to the ratio $(U_0/c)^2$ between the characteristic speed of plasma $U_0 > 0$ and the speed of light "c", for high value of Re $\gg 1$.

The constant $\| \geq 0$ together with the second time derivative $\partial^2_{tt} u$ are derived from a well-known hyperbolic extension of the Navier–Stokes equations, a model which is known as Navier–Stokes with Cattaneo’s law (Abdelhedi 2019; Brenier et al. 2004; Coulaud et al. 2021; Paicu and Zhang 2022; Paicu and Raugel 2007; Racke and Saal 2012). This extension was first proposed in fluid-dynamics by Carrassi and Morro (1972) (inspired by the original work of Cattaneo (1949, 1958) in the study of heat diffusion). As most compelling reason to introduce this term, a positive value of $\| > 0$ avoids indeed an infinite speed of propagation of $u$, which would be quite unnatural when considering the evolution of fluids at large scale.

The general concern of this paper is twofold. First, we aim to derive model (1.1) from suitable asymptotics of the full Navier–Stokes–Maxwell’s equations under Cattaneo’s law (cf. Sect. 1.4).

Secondly we aim at studying the underlying well-posedness theory and prove the existence of global-in-time smooth solutions for system (1.1), by considering initial data that are small and highly regular (more precisely analytic in the horizontal coordinate $x \in \mathbb{R}$, cf. Sect. 1.5).

1.3 A Brief Overview of the Analysis of MHD Boundary Layers

The analysis of boundary layers in magnetohydrodynamics has received from the mathematical community numerous investigations during the past decades. To the best of our knowledge, however, the derivation of system (1.1) is new, hence there has not been related analytical results, up to now. The majority of the results concerns classical MHD-equations and the underlying boundary-layer theory, in which the displacement current is indeed neglected. In this paragraph, we shall hence focus on the various contributions that dealt with certain equations that share at least similarities with system (1.1).

One of the system that has majorly received attention was provided by Gérard-Varet and Prestipino (2017). Omitting the notation of the several dimensionless parameters,
the equations read as follows:

\[
\begin{aligned}
\partial_t u + u \partial_x u + v \partial_y u - \partial_y^2 u + \partial_x p &= b_1 \partial_x b_1 + b_2 \partial_y b_1, \\
\partial_y p &= 0, \\
\partial_t b_1 + u \partial_x b_1 + v \partial_y b_1 - \partial_y^2 b_1 &= b_1 \partial_x u + b_2 \partial_y u, \\
\partial_t b_2 + u \partial_x b_2 + v \partial_y b_2 - \partial_y^2 b_2 &= b_1 \partial_x v + b_2 \partial_y v, \\
\partial_x u + \partial_y v &= 0, \\
\partial_x b_1 + \partial_y b_2 &= 0.
\end{aligned}
\] (1.3)

The authors derived this system as boundary asymptotic of the classical MHD equations, under a stringent regime of the coupling parameters (which we also assume in this paper): the Hartmann number $\text{Ha}$, the Reynolds number $\text{Re}$ and the magnetic Reynolds number $\text{Re}_m$ were all proportional and assumed high values.

The major differences of systems (1.1) and (1.3) can be recognized on the forcing term of the momentum equation in $u$, a non-constant pressure in the vertical variable due to $\partial_y p \neq 0$ and the second time derivatives $\partial_y^2 u, \partial_t^2 b_1$ and $\partial_t^2 b_2$ on the equations for the magnetic field (which are due to the displacement current, cf. also Remark 2.1). System (1.3) retains most terms of the original MHD equations and it reduces to the widespread Prandtl equations for purely hydrodynamic flows, when the magnetic field $(b_1, b_2)$ is null. Among the mathematical community, there has been hence an increasing interest to transfer well-known analytical results of the Prandtl theory to the corresponding Prandtl-MHD equations (Gérard-Varet and Prestipino 2017; Liu et al. 2018; Liu and Zhang 2021; Paicu and Zhu 2021): existence and uniqueness of solutions, regularity analysis (Sobolev, analytic, Gevrey), stability of certain equilibria (such as shear flows).

At a first glance, one may think that system (1.3) shall satisfy reduced (or at least similar) properties than classical Prandtl. However, Gérard-Varet and Prestipino (2017) overturned this statement, when dealing with the stability of (1.3) around certain equilibria. The authors showed indeed how system (1.3) is stable to a suitable family of shear flows in which both plasma’s velocity and magnetic field are parallel to the bounding flat surface:

\[
(u(t, x, y), v(t, x, y), b_1(t, x, y), b_2(t, x, y)) = (U_s(y), 0, 1, 0),
\]

This stability holds already at the level of Sobolev regularities, a fact that is in sharp contrast with the Sobolev instability of the classical Prandtl equations (Gérard-Varet and Nguyen 2012; Gérard-Varet and Dormy 2010). Hence, in terms of Sobolev stability, Prandtl-MHD has more enhanced properties than only Prandtl. To better understand this unusual characteristic, one shall first recall that the major difficulties of the Prandtl equations reside in the convective term $v \partial_y u$ (this vertical component $v$ has a lower regularity in the tangential variable than $u$ and is determined by the divergence free condition $\partial_x u + \partial_y v = 0$). However, when dealing with the Prandtl-MHD Eq. (1.3), one can get rid of this “bad term,” by introducing a new modified velocity field $\tilde{u} = u + U_s \phi$, where $\phi$ stands for the potential generating the magnetic field (i.e. $b_1 = \partial_y \phi$ and
\[ b_2 = -\partial_x \phi \). This mathematical artifact has clarified certain observations in physics, in particular the fact that a magnetic field has a stabilizing effect on the flow of plasma and provides therefore a mechanism of containment.

Away from shear flows, Liu et al. (2019) proposed a generalization of this Sobolev stability, when dealing with the full nonlinear version of Eq. (1.3). The authors showed indeed that a modified velocity similar to \( \tilde{u} \) could still be defined, as long as the tangential component \( b_1 \) of the magnetic field never vanishes (a condition known as “nondegeneracy of \( b_1 \)”). This result was local in time and was extended globally by Liu and Zhang (2021), under a smallness condition on the initial data.

After Liu et al. (2019), a remaining open problem was to understand if the non-degeneracy of \( b_1 \) was somehow necessary in order to recover the mentioned Sobolev stability. The same authors Liu et al. in (2018) provided a surprisingly positive answer to this dilemma: when linearizing Eq. (1.3) around a family of shear flows of the form

\[ (u(t, x, y), v(t, x, y), b_1(t, x, y), b_2(t, x, y)) = (U_s(t, y), 0, B_s(t, y), 0), \]

in which \( B_s \) vanishes (together with some of its derivatives), it was shown that the corresponding system is indeed ill-posed in Sobolev spaces.

This result in Liu et al. (2018) opened a further variety of questions, which regarded in particular the following aspects:

- If the asymptotic limit (Re, Re_m \( \rightarrow \infty \)) of the Prandtl-MHD Eq. (1.3) is well posed in Sobolev spaces, does a formal mathematical expansion reveal the corresponding boundary layers within the solutions of the original MHD equations (for high values of Re \( \gg 1 \) and Re_m \( \gg 1 \))?
- If the nondegeneracy condition \( b_1 \neq 0 \) is necessary for the Sobolev stability, can one consider higher regularities (such as Gevrey), in order to relax this constraint?

Liu et al. (2019) provided a positive answer to the first question, as long as the tangential magnetic component \( b_1 \geq \delta > 0 \) remains strictly positive. With some additional technical condition on the initial data, the authors showed that the differences between the smooth solutions of the original MHD equations and the boundary layers (which depend on Re \( > 0 \) and Re_m \( > 0 \)) converge to the smooth solution of the limit case Re, Re_m \( \rightarrow \infty \). The convergence is indeed uniform in \( L^\infty \) (both in time and space) because of the Sobolev stability.

For what concerns higher regularities, Li and Yang (2021) addressed solutions with Gevrey regularities in “x” of order 3/2 (a function space between analytic and Sobolev functions). Gevrey functions have significantly influenced and impacted the analysis of the Prandtl equations, since they still allow to cope with smooth test functions (in contrast with analytic regularity). Without any assumption on the tangent component \( b_1 \) of the magnetic field, Li and Yang (2021) showed that initial data in Gevrey 3/2 generate local-in-time smooth solutions of (1.3). It remains still an interesting open problem to establish if this result is optimal or if one can further enlarge the regularity [for instance toward Gevrey 2, the optimal value of Prandtl, cf. Dietert and Gérard-Varet (2019)].
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1.4 Statement of our Modelling Results

The well-posedness results of classical Navier–Stokes–Maxwell equations without Cattaneo’s law can be found in Masmoudi (2010); Germain et al. (2014); Arsénio and Gallagher (2020); Kawashima et al. (2022). The approach of our modelling is first to introduce a suitable form of the Navier–Stokes–Maxwell equations with Cattaneo’s law (cf. System (2.1) and its dimensionless form (2.5)) and secondly to examine the asymptotic of some related dimensionless parameters (that are indeed popular in MHD). More precisely, we derive System (2.1) for high values of the Reynolds number Re, the magnetic Reynolds numbers Re_m and the Hartmann number Ha (for details, cf. Sects. 2.2–2.4, as well as Theorem 1.1 and Theorem 1.2).

The nature of the derived equations depends on certain hypotheses on the characteristic speed $U_0 > 0$ of Plasma (we refer to (2.5) for the explicit relation between the starting equations and $U_0$). We establish indeed boundary layers with thickness of two types: Prandtl or Hartmann.

To clarify our result, we shall first recall that in magnetohydrodynamics several types of boundary layers can occur, depending on the angle of orientation of the magnetic field boundary. Among the most relevant, Prandtl and Hartmann layers stand out, since they also differ on their thickness. Conventional Prandtl layers are indeed purely hydrodynamic and are characterized by a length, which is proportional to $1/\sqrt{Re}$. On the other hand, Hartmann layers are mainly attributable to the magnetic field, having a thickness inversely proportional to the Hartmann number Ha. Depending on the magnitude of an imposed magnetic field, Hartmann layers may be as thin as one desires, thus the velocity field of plasma usually increases much more rapidly over a short distance from the boundary.

Our first result in Theorem 1.1 shows that, when the characteristic speed of Plasma $U_0$ is proportional to the Reynolds number Re, then System (1.1) stands for a boundary layer within a region of thickness $1/\sqrt{Re}$ (Prandtl).

**Theorem 1.1** Consider the Navier–Stokes–Maxwell equations with Cattaneo’s law in (2.5). Assume that the following relations between the dimensionless parameters in system (2.5) are satisfied:

$$\lim_{Re \to +\infty} \frac{Ha}{Re} = H \in \mathbb{R}, \quad Pr_m := \frac{Re_m}{Re} \text{ is fixed},$$

$$\lim_{Re \to +\infty} \left(\frac{U_0}{c}\right)^2 \frac{1}{Re} = \kappa \in \mathbb{R}, \quad J := \kappa J \text{ is fixed}.$$ 

Furthermore, assume that the initial data $B' = (B'_1, B'_2)^T \in \mathbb{R}^2$ and $E' \in \mathbb{R}$ are such that

$$B_1' = b_1 \in \mathbb{R} \text{ is fixed, while } B_2' = \frac{1}{\sqrt{Re}} b_2, \quad E' = \frac{1}{\sqrt{Re}} e,$$
for some $b_2 \in \mathbb{R}$ and $e \in \mathbb{R}$. Then system (1.1) appears as boundary layer of Eq. (2.5) in the region

$$(t', x', y') \in (0, T) \times \mathbb{R} \times \left(0, \frac{1}{\sqrt{\text{Re}}}\right),$$

(1.4)

when $\text{Re} \to +\infty$ (and thus also when $\text{Re}, \text{Ha} \to +\infty$).

Since $(t, x, y)$ are the variables of the boundary layer in (1.1), we clarify that $(t', x', y')$ are now the variables of the starting Navier–Stokes–Maxwell Eq. (2.5). We will present a comprehensive explication of the term “manifests as a boundary layer” in Remark 2.2. In essence, it signifies that we inherently establish a solution $(u, v, b_1, b_2)$ of Eq. (1.1), in case the solutions of System (2.5) convergence within the prescribed domain (1.4) towards the designated profile $(u, v, b_1, b_2)$ (employing rescaled variables).

The relation $U_0^2/c^2\text{Re} \to \kappa > 0$ is of course questionable, since it would imply that the characteristic speed $U_0$ takes values that are much higher than the speed of light “c”. In case $U_0/c$ is fixed (we treat this case in Theorem 1.2), the contribution of the displacement current would indeed vanish, thus an ansatz typical of the Prandtl theory would probably lead to the standard Prandtl-MHD Eq. (1.1) (as derived in Gérard-Varet and Prestipino (2017)) rather than system (1.1).

Theorem 1.1 would seem therefore to suggest that when the characteristic speed of Plasma is constant, System (1.1) is ineffective at the limit $\text{Re} \to \infty$. With the next Theorem 1.2, we counteract this statement, by showing that System (1.1) remains an accurate boundary layer, when considering a different scaling (and thus a different region of the layer).

**Theorem 1.2** Consider the Navier–Stokes–Maxwell equations with Cattaneo’s law in (2.5). Assume that the following relations between the dimensionless parameters in system (2.5) are satisfied:

$$\lim_{\text{Re} \to +\infty} \frac{\text{Ha}}{\text{Re}} = H \in \mathbb{R} \quad \text{and} \quad \text{Pr}_m := \frac{\text{Rem}}{\text{Re}}, \quad \kappa := \left(\frac{U_0}{c}\right)^2, \quad J := \kappa J \text{ are all fixed.}$$

Furthermore, assume that the initial data $\mathbf{B}' = (\mathbf{B}'_1, \mathbf{B}'_2)^T$ are such that

$$\mathbf{B}'_2 = b_2 \in \mathbb{R} \text{ is fixed, while } \mathbf{B}'_1 = \sqrt{\frac{\text{Ha}}{H}}b_1, \quad \mathbf{E}' = \sqrt{\frac{\text{Re}}{\text{Ha}}}e,$$

for some $b_1 \in \mathbb{R}$ and $e \in \mathbb{R}$. Then system (1.1) appears as boundary layer in the region

$$(t', x', y') \in \left(0, \frac{H}{\text{Ha}}T'\right) \times \mathbb{R} \times \left(0, \frac{H}{\text{Ha}}\right).$$

when $\text{Re} \to +\infty$ (and thus also when $\text{Re}, \text{Ha} \to +\infty$).
Remark 1.1 The domain of the boundary layer in Theorem 1.2 is not only close to $y' = 0$ but also to the time origin $t' = 0$. This is not surprising from a mathematical point of view. Indeed, at the asymptotic limit $Re \to \infty$, the Navier–Stokes–Maxwell’s equations with Cattaneo’s law (2.5) switch from hyperbolic to parabolic in the variables $(t', y)$. This leads to a loss of initial data on the time derivative of the velocity field and the magnetic field, thus the appearance of boundary layers near the origin in time.

From a physical point of view, one would wonder if this domain is rather an artifact of the equations, since such a short time would not be observed in real applications. We counter this statement through the following remark: although $t' \in (0, \delta T)$ reflects a short range of time, the solution $(u, v, b_1, b_2, e)$ of (1.1) contributes to dynamics of Plasma $(U_1', U_2', B_1', B_2', E')$ with a rescaled magnitude of order $1/\delta$ (for more details cf. transformation (2.14)). This property would suggest that the solution $(u, v, b_1, b_2, e)$ might still impact the evolution of Plasma near bounding surface for larger time $t' > \delta T$. The formal proof of this statement is however above the interest of this paper.

We conclude this introduction with a short overview of the sections concerning our modelling. In Sects. 2.1 and 2.2, we introduce the Navier–Stokes–Maxwell equations with Cattaneo’s law on a suitable dimensionless form. Next, in Sect. 2.3, we prove Theorem 1.1 and derive System (1.1) as a boundary layer with thickness of Prandtl type. Finally, we address the Hartmann origin of System (1.1), by proving Theorem 1.2 in Sect. 2.4.

1.5 Statement of Our Analytic Results

Once concluded the modelling of Theorem 1.1 and Theorem 1.2, we pass to investigate the well-posedness problem of the derived system. Since the considered model is an extension of the standard Prandtl equations, it presents similar analytical challenges, in particular the lack of diffusion (and thus of regularizing effects) on the variable $x \in \mathbb{R}$. The major nonlinearities can indeed generate strong instabilities in the horizontal direction, specifically under the occurrence of high oscillations of the solutions (the contribution of the high frequencies in $x \in \mathbb{R}$). It is rather common in the scientific community to address the analysis of boundary layers by considering therefore highly regular initial data, such as analytic in $x \in \mathbb{R}$ (Aarach 2022; Paicu and Zhang 2021; Paicu et al. 2020). We postpone the precise definition of this functional framework to Sect. 3, we shall however mention that these are functions whose frequencies $\xi \in \mathbb{R}$ under Fourier transform decay like $\exp(-\tau |\xi|)$, for some $\tau > 0$ known as radius of analyticity. Our analytical result asserts that if the initial data are indeed analytic and are sufficiently small, then there exists a global-in-time analytic solution of Eq. (1.1), whose radius of analyticity decays exponentially in time.

Theorem 1.3 Assume homogeneous boundary conditions in (1.2): $(b_1, b_2, e) = (0, 0, 0)$. For any $s > 2$, there exists a sufficiently small positive constant $\varepsilon_s \in [0, 1)$ (which depends uniquely upon $s$), such that the following result holds true. Let $\tilde{u}, \tilde{b}_1$ and $\tilde{b}_1$ be initial data of (1.1) that are analytic in the variable $x \in \mathbb{R}$ with radius of
analyticity $\tau_0 > 0$:

$$e^{\tau_0 (1 + |D_x|)} \tilde{u} \text{ and } e^{\tau_0 (1 + |D_x|)} \tilde{b}_1 \text{ belong to } H^{s+1,1}(\mathbb{R} \times (0, 1)),
$$

$$e^{\tau_0 (1 + |D_x|)} \tilde{u} \text{ and } e^{\tau_0 (1 + |D_x|)} \tilde{b}_1 \text{ belong to } H^{s,0}(\mathbb{R} \times (0, 1)).$$

(1.5)

If the following smallness condition on the initial data holds true

$$\|e^{\tau_0 (1 + |D_x|)} \tilde{u}\|_{H^{s+1,0}} + \|e^{\tau_0 (1 + |D_x|)} \partial_y \tilde{u}\|_{H^{s,0}} + \|e^{\tau_0 (1 + |D_x|)} \tilde{b}_1\|_{H^{s+1,0}} + \|e^{\tau_0 (1 + |D_x|)} \partial_y \tilde{b}_1\|_{H^{s,0}}$$

$\leq \left( \frac{\min\{\tau_0, \frac{1}{2}\}}{\max\{\tau_0, \frac{1}{2}\} \max\{1, \frac{1}{2}\}} \right) \varepsilon_s,$

(1.6)

then there exists a global-in-time analytic solution $(u, b_1)$ of (1.1), which has a decaying radius of analyticity $\tau : \mathbb{R}_+ \rightarrow (0, \tau_0]$ given by

$$\tau(t) := \tau_0 \exp \left\{ -\frac{t}{16 \max\{1, \frac{1}{2}\}} \right\} > 0.$$  

(1.7)

Furthermore, the analytic norms of the solution decay exponentially in time $t \in \mathbb{R}_+$ as follows:

$$\|e^{\tau(t) (1 + |D_x|)} u(t)\|^2_{H^{s+1,0}} + \|e^{\tau(t) (1 + |D_x|)} \partial_t u(t)\|^2_{H^{s,0}} + \|e^{\tau(t) (1 + |D_x|)} \partial_y u(t)\|^2_{H^{s,0}} + \|e^{\tau(t) (1 + |D_x|)} \partial_y b_1(t)\|^2_{H^{s,0}}$$

$$\leq C(\|, \kappa, \text{Pr}_m, \tau_0) \left\{ \|e^{\tau_0 (1 + |D_x|)} \tilde{u}\|^2_{H^{s+1,0}} + \|e^{\tau_0 (1 + |D_x|)} \tilde{b}_1\|^2_{H^{s,0}} + \|e^{\tau_0 (1 + |D_x|)} \partial_y \tilde{u}\|^2_{H^{s,0}} + \|e^{\tau_0 (1 + |D_x|)} \partial_y \tilde{b}_1\|^2_{H^{s,0}} \right\}$$

$$\exp \left\{ -\frac{t}{8 \max\{1, \frac{1}{2}\}} \right\}.$$  

(1.8)

where the constant $C(\|, \kappa, \text{Pr}_m, \tau_0)$ is defined by

$$C(\|, \kappa, \text{Pr}_m, \tau_0) = 4^3 \frac{\max\{1, \frac{1}{2} \}^3 \max\{\text{Pr}_m, \text{Pr}_m^{-1}\} \max\{\tau_0, \tau_0^{-1}\}^2}{\min\{1, \frac{1}{2}\}^3}. $$

Some remarks are here in order. The statement considers uniquely the state variables $(u, b_1)$. Indeed all others variables $(v, b_2, e)$ are determined by the divergence-free conditions, the Faraday’s law and the homogeneous boundary conditions:

$$v(t, x, y) = -\int_0^y \partial_x u(t, x, z) dz, \quad b_2(t, x, y) = -\int_0^y \partial_x b_1(t, x, z) dz.$$  

$\copyright$ Springer
\[ e(t, x, y) = - \int_0^y \partial_t b_1(t, x, z) \, dz. \]

We refer to Sect. 3.2 for more details, and to (3.3) for an explicit form of the equations in terms of \((u, b_1)\).

The function space described by (1.5) is analytic in the variable \(x \in \mathbb{R}\), since \(e^{\tau_0(1 + |D_x|)}\) is a Fourier multiplier that enforces an exponential decay on the frequencies of the initial data (more details in Sect. 3.1). The range \(s > 2\) of the related norms is however a pure artifact of our analysis rather than a real restriction. This condition simplifies indeed certain estimates (cf. for instance Lemma 4.1 together with (4.15) where \(\sigma_2 - 1/2 = s - 2 > 0\)). Nevertheless, we could also consider \(s \in [0, 2)\), since \(e^{\tau_0(1 + |D_x|)} \tilde{u}\) (and similarly all the other initial data) can always be recasted as \(e^{-\epsilon(1 + |D_x|)} e^{(\tau_0 + \epsilon)(1 + |D_x|)} \tilde{u}\), where the Fourier multiplier \(e^{-\epsilon(1 + |D_x|)}\) is a regularizing operator (of course we would need a slightly higher radius of analyticity). We do not pursue this approach just for the sake of a short presentation.

The small parameter \(\epsilon_s\) in (1.6) depends uniquely on \(s > 2\) and can be explicitly defined as (cf. (3.20))

\[ \epsilon_s := \frac{s - 2}{2^{2s+14}} \frac{1}{1 + \frac{s-2}{\sqrt{s-1}}}. \]

Moreover, the right-hand side of (1.6) and the size of the initial data decrease proportionally to \(\tau_0^{3/2}\) (when the radius of analyticity \(\tau_0 < 1\)). This aspect is revealed and supported by the function framework in (1.5), which converges to standard Sobolev spaces when \(\tau_0\) vanishes (our model may still be ill-posed in Sobolev, as Prandtl).

Let us now comment on the relation between the smallness condition (1.6) and the different physical parameters of system (1.1). When \(\mathbb{H} \gg 1\), the nonlinearities at the right-hand side of the \(u\)-equation become predominant, hence a more restrictive condition on the initial data is natural in order to achieve analytic stability. Moreover, also the constants \(J\) and \(\kappa/\text{Pr}_m\) play a major role in (1.6), since they inherently decrease the size of the initial data, when they converge towards 0. At a first glance, this property would seem questionable, since we would expect that when these constants vanish (i.e. both the inertial term of the velocity field and the displacement current are neglected) we should recover similar equations to Prandtl-MHD in (1.3). Consequently, the equations would switch from hyperbolic on the \(y\)-direction (with damping mechanisms) to parabolic, a setting which is usually more stable. This observation is however inaccurate, since our model (1.1) owns a more involved structure than Prandtl-MHD (1.3), which can be highlighted in the following aspects:

- The right-hand side of the momentum equation (first Eq. in (1.1)) has terms that are trilinear in the solution (contrary to the bilinear ones in (1.3)). These terms further increase the instabilities of our model, when compared with the ones of boundary layers in MHD.
The contribution of the pressure is not trivial as in Prandtl-MHD, since \( \partial_y p \) is not identically null and it encompasses further trilinear terms. These are indeed the most challenging terms to estimate.

Our analysis and our smallness condition (1.6) therefore suggest that the contributions \( J, \kappa/\text{Pr} \) of the displacement current and the Cattaneo’s law have not only a role as derivation of our model, but they may rather have a stabilizing effect on the underlying solutions (at least at the level of analytic regularities).

The part of this paper concerning the analysis of system (1.1) is organized as follows. In Sect. 3.1 we define the function spaces of the analytic solutions, while in Sect. 3.2 we provide a compact formulation of System (1.1). Section 3.4 is devoted to the sketch of the proof of Theorem 1.3, postponing the more technical parts. Our approach is indeed based on a suitable estimate of the norms of the solutions (cf. Proposition 3.1, whose proof is formally developed in Sect. 4).

2 Derivation of the Model

This section is devoted to prove Theorems 1.1 and 1.2. To this end, in Sect. 2.1 we introduce a suitable form of the Navier–Stokes–Maxwell’s equations with Cattaneo’s law, that we recast in their dimensionless form in Sect. 2.2. Section 2.3 is hence devoted to prove Theorem 1.1, while in Sect. 2.4 we deal with Theorem 1.2.

2.1 The Navier–Stokes–Maxwell Equations with Cattaneo’s law

We begin with by recalling the widespread form of the two-dimensional Navier–Stokes–Maxwell system with Cattaneo’s law:

\[
\begin{align*}
\frac{\rho U}{c^2} \partial_t^2 \mathbf{U} + \rho (\partial_t \mathbf{U} + \mathbf{U} \cdot \nabla \mathbf{U}) & \quad \text{balance of linear momentum}, \\
- \rho \nu \Delta \mathbf{U} + \nabla \mathbf{P} = \mathbf{J} \times \mathbf{B} & \quad \text{conservation of mass}, \\
\partial_t \mathbf{B} + \text{curl} \mathbf{E} & = 0 \quad \text{Faraday's law}, \\
\mathbf{J} & = \sigma (\mathbf{E} + \mathbf{U} \times \mathbf{B}) \quad \text{Ohm's law}, \\
\frac{1}{c^2} \partial_t \mathbf{E} + \mu_0 \mathbf{J} & = \text{curl} \mathbf{B} \quad \text{Ampere's law}, \\
d\mathbf{B} & = 0 \quad \text{Gauss's law for magnetism}, \\
d\mathbf{E} & = 0 \quad \text{Gauss's law for electric field}.
\end{align*}
\] (2.1)

The system and the corresponding state variables depend upon \((\tau, X, Y) \in (0, T) \times \mathbb{R} \times \mathbb{R}_+\) (instead of \((t, x, y)\), which are the variables of the boundary layers), for a positive time \(T > 0\). The following boundary conditions are also prescribed:

\[
\mathbf{U}(\tau, X, 0) = 0 \in \mathbb{R}^2, \quad \mathbf{B}(\tau, X, 0) = \mathbf{B} \in \mathbb{R}^2 \quad \text{and} \quad E(\tau, X, 0) = E \in \mathbb{R},
\]
i.e. the velocity field satisfies a no-slip boundary condition, whereas the surrounding medium in \((\tau, X, Y) \in (0, T) \times \mathbb{R} \times \{y < 0\}\) is an insulator with a prescribed fixed magnetic field \(\overrightarrow{B} \in \mathbb{R}^2\).

The constants \(\rho > 0\) and \(\nu > 0\) are the density of the fluid and the kinematic viscosity, respectively, while \(c > 0\) stands for the speed of light. The first term \((\rho \nu \mathcal{J}/c^2)\partial_t^2 \overrightarrow{U}\) in the balance of linear momentum is due to the Cattaneo’s law (Abdelhedi 2019; Brenier et al. 2004; Coulaud et al. 2021; Paicu and Zhang 2022; Paicu and Raugel 2007; Racke and Saal 2012) and depends on a general inertial constant \(\mathcal{J} > 0\). This law develops around a first-order Taylor expansion of a delayed relation on the Cauchy stress tensor

\[
\mathbb{S}(\tau + \tau_{\text{rel}}, \cdot) = \nu \frac{\nabla u + \nabla u^T}{2} (\tau, \cdot)
\]

where for us the relaxation time is given by \(\tau_{\text{rel}} = \rho \nu \mathcal{J}/c^2\). This particular form (in terms of \(\mathcal{J} > 0\) and not directly in \(\tau_{\text{rel}} > 0\)), will be important indeed when rescaling our system for the boundary layers.

We have denoted by \(\sigma > 0\) the electrical conductivity, by \(\mu_0 > 0\) the magnetic permeability. We have further denoted \(\overrightarrow{U} (\tau, X, Y) = (U_1(\tau, X, Y), U_2(\tau, X, Y))^T \in \mathbb{R}^2\) and \(\overrightarrow{B} (\tau, X, Y) = (B_1(\tau, X, Y), B_2(\tau, X, Y))^T \in \mathbb{R}^2\) the velocity field and magnetic field of the media, respectively. The scalar pressure \(P(\tau, X, Y) \in \mathbb{R}\) is the Lagrangian multiplier that ensures the incompressibility of the velocity field. The current density \(\overrightarrow{J} = (0, 0, J(\tau, X, Y))^T\) and the electric field \(\overrightarrow{E} = (0, 0, E(\tau, X, Y))^T\) are considered as three dimensional vector fields, being perpendicular to the plane in which the fluid motion occurs. Since we are dealing with the two dimensional version of the equations, we shall clarify the employed notation:

\[
\overrightarrow{J} \times \overrightarrow{B} = J \overrightarrow{B} = J \begin{pmatrix} -B_2 \\ B_1 \end{pmatrix},
\]

\[
\text{curl} \overrightarrow{E} = \begin{pmatrix} \partial_Y E \\ -\partial_X E \end{pmatrix}, \quad \overrightarrow{U} \times \overrightarrow{B} = \begin{pmatrix} 0 \\ 0 \\ U_1 B_2 - U_2 B_1 \end{pmatrix}, \quad \text{curl} \overrightarrow{B} = \begin{pmatrix} 0 \\ 0 \\ \partial_X B_2 - \partial_Y B_1 \end{pmatrix}.
\]

The positive parameters \(\nu, \mu_0\) and \(\varepsilon_0 \) correspond to the kinematic viscosity, the magnetic permeability and permittivity of free space, respectively.

Some of the terms in (2.1) are redundant, indeed we can recast the overall system as five equations depending on \(\overrightarrow{U}, \overrightarrow{B}\) and \(\overrightarrow{E}\). First, we formulate the Faraday’s law in (2.1) only in terms of the magnetic field \(\overrightarrow{B}\), making use of the Ohm’s law (2.1):

\[
\partial_t \overrightarrow{B} = -\text{curl} \overrightarrow{E} = \text{curl}(\overrightarrow{U} \times \overrightarrow{B}) - \frac{1}{\sigma} \text{curl} \overrightarrow{J}.
\]
Furthermore, to get rid of the current density in curl $\vec{J}$, we apply the curl operator to the Ampere’s law:

$$\frac{1}{c^2} \partial_\tau (\text{curl} \, \vec{E}) + \mu_0 \text{curl} \, \vec{J} = \text{curl} \text{curl} \, \vec{B},$$

which leads to

$$\text{curl} \, \vec{J} = \frac{1}{\mu_0 c^2} \partial_\tau^2 \vec{B} + \frac{1}{\mu_0} (\nabla \text{div} \, \vec{B} - \Delta \vec{B}) = \frac{1}{\mu_0 c^2} \partial_\tau^2 \vec{B} + \frac{1}{\mu_0} (\nabla \text{div} \, \vec{B} - \Delta \vec{B})$$

Thus, we can plug this last relation in Eq. (2.2), to finally obtain an hyperbolic form of the Ampere’s law in terms of the magnetic field $\vec{B}$:

$$\text{curl} \, \vec{J} = \frac{1}{\sigma \mu_0 c^2} \partial_\tau^2 \vec{B} + \partial_\tau \vec{B} - \frac{1}{\sigma \mu_0} \Delta \vec{B} = \text{curl}(\vec{U} \times \vec{B}) = \vec{B} \cdot \nabla \vec{U} - \vec{U} \cdot \nabla \vec{B}.$$  

(2.3)

Similarly, we can get rid of $\vec{J}$ also in the balance of linear momentum in (2.1) through

$$\frac{\rho v \vec{J}}{c^2} \partial_\tau \vec{U} + \rho (\partial_t \vec{U} + \vec{U} \cdot \nabla \vec{U}) - \nu \Delta \vec{U} + \nabla P = \sigma (\vec{E} + \vec{U} \times \vec{B}) \times \vec{B}$$

$$= \sigma \vec{E} \times \vec{B} + \sigma (\vec{B} (\vec{U} \cdot \vec{B}) - \vec{U} |\vec{B}|^2).$$

We are now in the condition to reduce the number of Eq. in (2.1). By considering the electric field $\vec{E} (\tau, X, Y) = (0, 0, E(\tau, X, Y))^T$ (whose divergence is always null) and recalling the definition of the vector field $\vec{B}^T = (-B_2, B_1)^T$, we finally gather

$$\begin{align*}
\frac{\rho v \vec{J}}{c^2} \partial_\tau \vec{U} + \rho (\partial_t \vec{U} + \vec{U} \cdot \nabla \vec{U}) - \nu \Delta \vec{U} + \nabla P &= \sigma (\vec{E} + \vec{U} \times \vec{B}) \times \vec{B} \\
- \vec{U} |\vec{B}|^2 + \sigma \vec{E} \vec{B}^T &= \sigma (\vec{U} \cdot \vec{B}) \\
\text{div} \vec{U} &= 0 & (0, T) \times \mathbb{R} \times \mathbb{R}^+,
\end{align*}$$

$$\begin{align*}
\frac{1}{\sigma \mu_0 c^2} \partial_\tau^2 \vec{B} + \partial_\tau \vec{B} - \frac{1}{\sigma \mu_0} \Delta \vec{B} &= \vec{B} \cdot \nabla \vec{U} - \vec{U} \cdot \nabla \vec{B} \\
\text{div} \vec{B} &= 0 & (0, T) \times \mathbb{R} \times \mathbb{R}^+,
\end{align*}$$

with boundary conditions

$$\vec{U} (\tau, X, 0) = 0 \in \mathbb{R}^2, \quad \vec{B} (\tau, X, 0) = \vec{B} \in \mathbb{R}^2$$

and $E(\tau, X, 0) = E \in \mathbb{R}$.

Before performing an asymptotic analysis of Eq. (2.4) to derive the boundary-layer model (1.1), it is reasonable to first recast Eq. (2.4) in their dimensionless form.
2.2 The Equations in Dimensionless Form

We shall first briefly recall some dimensionless parameters which are well-known in the magnetohydrodynamic theory. We refer to Davidson (2001), Priest (2014) for additional details and an exhaustive overview of the underlying physics.

Throughout this manuscript we denote by \( U_0 \in \mathbb{R}_+ \) and by \( B_0 \in \mathbb{R}_+ \) the sizes of the characteristic speed and magnetic field of the fluid, respectively. We further denote by \( l_0 \in \mathbb{R}_+ \) and \( t_0 \in \mathbb{R}_+ \) the underlying length and time scales (thus \( U_0 = l_0 / t_0 \)). The ratio between the sizes of the inertial and viscous terms is given by the Reynolds number \( \text{Re} = l_0 U_0 / \nu \), while \( \text{Re}_m = l_0 U_0 \sigma \mu_0 \) stands for the magnetic Reynolds number and measures the coupling between the flow and the magnetic field. The Hartmann number \( \text{Ha} = B_0 l_0 \sqrt{\sigma / \rho \nu} \) represents the ratio between the magnetic and viscous forces.

Hence, we can introduce the change of variables \( t' = \tau / t_0 \) (with \( T' = T / t_0 \)), \( x' = X / l_0 \in \mathbb{R} \), \( y' = Y / l_0 \in \mathbb{R}_+ \) as well as the new state variables \( \vec{U}' = \vec{U} / U_0 \), \( \vec{B}' = \vec{B} / B_0 \) and \( E' = E B_0 U_0 \). In this new framework Eq. (2.4) become

\[
\begin{align*}
\left( \frac{U_0}{c} \right)^2 \frac{\text{Re}}{c} \partial_t \partial_t \vec{U}' &+ \partial_x \vec{U}' + \vec{U}' \cdot \nabla \vec{U}' \bigg[ - \frac{1}{\text{Re}} \Delta \vec{U}' + \nabla P = \\
\frac{\text{Ha}^2}{\text{Re}} \left( \vec{B} \cdot (\vec{U}' \cdot \vec{B}') - \vec{U}' |\vec{B}'|^2 + E' \vec{B}' T' \right), \quad (t', x', y') \in (0, T') \times \mathbb{R} \times \mathbb{R}_+, \\
\text{div} \vec{U}' & = 0, \\
\left( \frac{U_0}{c} \right)^2 \frac{1}{\text{Re}_m} \partial_t \partial_t \vec{B}' &+ \partial_x \vec{B}' \bigg[ - \frac{1}{\text{Re}_m} \Delta \vec{B}' = \vec{B}' \cdot \nabla \vec{U}' - \vec{U}' \cdot \nabla \vec{B}', \quad (0, T') \times \mathbb{R} \times \mathbb{R}_+, \\
\partial_x \vec{B}' + \text{curl} \vec{E}' & = 0, \\
\text{div} \vec{B}' & = 0,
\end{align*}
\]

(2.5)

with boundary conditions

\[
\vec{U}'(t', x', 0) = 0 \in \mathbb{R}^2, \quad \vec{B}'(t', x', 0) = \vec{B}' := \frac{\vec{B}}{B_0} \in \mathbb{R}^2 \quad \text{and}
\]

\[
E'(t, x, 0) = E' := E B_0 U_0 \in \mathbb{R},
\]

(2.6)

where all spatial derivatives \( \nabla, \Delta \) and \( \text{div} \) are now in terms of \((x', y')\). The behaviour of solutions of the system is therefore quantified by the Reynolds number \( \text{Re} \) and the Hartmann number in the momentum equation, as well as by the characteristic speed \( U_0 \) and the magnetic Reynolds number \( \text{Re}_m \) in the third equation.

**Remark 2.1** Let us comment on a major difference between the parameters of the Navier–Stokes–Maxwell equations given by (2.5) and classic MHD system (i.e. when \( c \sim +\infty \)). The forcing term on the right-hand side of the balance of linear momentum in (2.5) is driven by the dimensionless constant \( \text{Ha}^2 / \text{Re} \). At a first glance, this constant
differs from \( \frac{\text{Ha}^2}{(\text{Re Rem})} \) in the linear momentum of MHD, i.e.

\[
\partial_t \vec{U}' + \vec{U}' \cdot \nabla \vec{U}' - \frac{1}{\text{Re}} \Delta \vec{U}' + \nabla P = \frac{\text{Ha}^2}{\text{Re Rem}} \left( B' \cdot \nabla B' - \nabla \frac{|B'|^2}{2} \right)
\]

\[
= \frac{\text{Ha}^2}{\text{Re Rem}} \text{curl} B' \times B',
\]

This observation is however imprecise. Indeed, by neglecting \( \frac{1}{c^2} \partial_t E \) in (2.1) (thus also \( \frac{U_0^2}{c^2 \text{Rem}} \partial_{x'} \vec{B}' \) in the third Eq. (2.5)), the Ohm’s law together with the Ampere’s law imply

\[
\text{curl} B' \times B' = \mu_0 l_0 U_0 \sigma \left( U' \times B' + E' \right) \wedge B'
\]

\[
= \text{Rem} \left( \vec{B}' (\vec{U}' \cdot \vec{B}') - \vec{U}' |\vec{B}'|^2 + E' \vec{B}' \right),
\]

which provides the additional constant \( \frac{1}{\text{Rem}} \) to gather \( \frac{\text{Ha}^2}{(\text{Re Rem})} \). System (2.5) is therefore an extension of the MHD-equations in dimensionless form.

In the forthcoming sections, we aim to reveal system (1.1), by sending \( \text{Re}, \text{Rem} \) and \( \text{Ha} \) towards \( \infty \) in (2.5). To this end, we consider suitable conditions on \( U_0 \) and \( \text{Ha} \), as well as some valid rescalings of the variables \( (t', x', y') \) near the boundary. In particular, in Sect. 2.3 we derive system (1.1) as boundary layer with thickness of Prandtl type, while in Sect. 2.3 the equations are revealed as a layer with thickness of Hartmann type.

### 2.3 Insurgence of Boundary Layers with Thickness of Prandtl Type

The goal of this section is to prove Theorem 1.1, analysing the asymptotic limit of Eq. (2.5) on a thin layer near the boundary, under suitable assumptions on the dimensionless parameters. Boundary layers commonly appear in fluid dynamics at high values of the Reynolds number \( \text{Re} \gg 1 \), however we shall also here clarify the asymptotic of the magnetic Reynolds number \( \text{Rem} \) and the Hartmann number \( \text{Ha} \). We here assume that the ratio between the magnetic Reynolds number and the Reynolds number (known as magnetic Prandtl number) is fixed

\[
\frac{\text{Rem}}{\text{Re}} = \text{Pr}_m > 0.
\]

Thus also the magnetic Reynolds number assumes high values \( \text{Rem} \gg 1 \). Similarly, we address the case in which the Hartmann number \( \text{Ha} \) diverges to \( \infty \) proportionally to \( \text{Re} \).

We can then summarize the statement of Theorem 1.1 as follows.

**Theorem 2.1** Assume that the following relations between the dimensionless parameters in system (2.5) are satisfied:

\[
\lim_{\text{Re} \to +\infty} \frac{\text{Ha}}{\text{Re}} = \mathbb{H} \in \mathbb{R}, \quad \frac{\text{Rem}}{\text{Re}} = \text{Pr}_m \text{ is fixed},
\]
\[
\lim_{\text{Re} \to +\infty} \left( \frac{U_0}{c} \right)^2 \frac{1}{\text{Re}} = \kappa \in \mathbb{R}, \quad \mathbb{J} := \kappa \mathcal{J} \text{ is fixed.}
\] (2.7)

Furthermore, assume that the initial data \( B' = (B'_1, B'_2)^T \in \mathbb{R}^2 \) and \( E' \in \mathbb{R} \) in (2.6) are such that

\[
B'_1 = b_1 \in \mathbb{R} \text{ is fixed, while } B'_2 = \frac{1}{\sqrt{\text{Re}}} b_2, \quad E' = \frac{1}{\sqrt{\text{Re}}} e,
\]

for some \( b_2 \in \mathbb{R} \) and \( e \in \mathbb{R} \). Then system (1.1) appears as boundary layer in the region

\[
(t', x', y') \in \mathbb{R}_+ \times \mathbb{R} \times \left[ 0, \frac{1}{\sqrt{\text{Re}}} \right],
\] (2.8)

when \( \text{Re} \to +\infty \) (and thus also when \( \text{Re, Ha} \to +\infty \)).

**Remark 2.2** Before addressing the proof of this Theorem, we shall first clarify certain aspects and terminologies of its statement.

- The third condition in (2.7) is rather unphysical, since it implies that the characteristic speed \( U_0 \) converges towards \( \infty \) for high values of \( \text{Re} \gg 1 \). This relation seems however necessary in order to avoid losing contribution from the equations of \( (b_1, b_2) \). A more physical scenario is addressed in Sect. 2.4.

- Although the boundary layer appears in the region given by (2.8), System (1.1) is written in terms of rescaled variables \((t, x, y)\) in (2.9) and rescaled functions \((u, b_1, b_2, p, e)\) in (2.10). Therefore, the domain of system (1.1) does not depend on the Reynolds number: \((t, x, y) \in \mathbb{R}_+ \times \mathbb{R} \times [0, 1]\).

- By saying that “System (1.1) appears as boundary layer”, we mean that as long as the triple \((\overrightarrow{U}', \overrightarrow{B}', E')\) (which depends on Re) converges towards a profile \((u, 0)^T, (b_1, b_2)^T, e)\) when \( \text{Re} \gg 1 \) (under a suitable rescaling), then \((u, b_1, b_2, e)\) must satisfy system (1.1). The convergence is well known in the purely hydrodynamic regime (\( \text{Ha} = 0 \)), a fact that has been highly studied through the stability theory of the Prandtl equations. We infer that this convergence holds true also when \( \text{Ha} \neq 0 \), but that is beyond the scope of this paper.

**Proof** We denote by \( \varepsilon^2 = 1/\text{Re} \) the inverse of the Reynolds number, which converges towards 0 when Re converges to \( \infty \). The parameter \( \varepsilon \ll 1 \) represents the size of the region in which the boundary layer occurs. We derive System (1.1) as a rescaled version of the asymptotic limit of (2.4) within the domain \((t, x, y) \in [0, T] \times \mathbb{R} \times [0, \varepsilon]\), by (informally) sending \( \varepsilon \) towards 0. To this end, we shall first introduce the change of variables

\[
 t = t' \in [0, T], \quad x = x' \in \mathbb{R}, \quad \text{and} \quad y = y'/\varepsilon \in [0, 1],
\] (2.9)

as well as the following new state variables

\[
 u(t, x, y) := U_1(t, x, \varepsilon y), \quad \nu(t, x, y) := U_2(t, x, \varepsilon y)/\varepsilon, \quad b_1(t, x, y) := B_1(t, x, \varepsilon y),
\]
$$b_2(t, x, y) := B_2(t, x, \varepsilon y)/\varepsilon, \quad p(t, x, y) := P(t, x, \varepsilon y), \quad e(t, x, y) := E(t, x, \varepsilon y)/\varepsilon.$$ (2.10)

Hence, we can develop System (2.5) in terms of \(u, v, e\) and \(p\), as well as the variables \((t, x, y)\):

\[
\begin{align*}
\left( \frac{U_0}{c} \right)^2 \frac{\varepsilon^2}{\Pr_m} \partial_t^2 b_1 + \partial_t b_1 - \frac{\varepsilon^2}{\Pr_m} \partial_x^2 b_1 - \frac{1}{\Pr_m} \partial_y^2 b_1 &= b_1 \partial_x u + b_2 \partial_y u - u \partial_x b_1 - v \partial_y b_1, \\
\left( \frac{U_0}{c} \right)^2 \frac{\varepsilon}{\Pr_m} \partial_t^2 b_2 + \varepsilon \partial_t b_2 - \frac{\varepsilon^3}{\Pr_m} \partial_x^2 b_2 - \frac{\varepsilon}{\Pr_m} \partial_y^2 b_2 &= \varepsilon b_1 \partial_x v + \varepsilon b_2 \partial_y v - \varepsilon u \partial_x b_2 - \varepsilon v \partial_y b_2, \\
\partial_t b_1 + \partial_x v &= 0, \\
\varepsilon (\partial_t b_2 - \partial_x e) &= 0, \\
\partial_x b_1 + \partial_y b_2 &= 0.
\end{align*}
\]

with boundary conditions

\[
\begin{align*}
u(t, x, 0) &= 0, \quad v(t, x, 0) = 0, \quad b_1(t, x, 0) = b_1, \\
b_2(t, x, 0) &= b_2 \quad \text{and} \quad e(t, x, 0) = e \in \mathbb{R}.
\end{align*}
\]

We remark that the conditions in (2.7) imply that \( Ha^2 \varepsilon^4 \to \mathbb{H}^2 \) and \((U_0/c)^2 \varepsilon^2 = (U_0/c)^2/\text{Re} \to \kappa \) as \(\varepsilon \to 0\). System (1.1) appears therefore by multiplying the second equation in (2.5) by \(\varepsilon\), dividing the fifth equation by \(\varepsilon\) and finally sending \(\varepsilon\) towards 0.

\[\square\]

### 2.4 Boundary Layers with Thickness of Hartmann Type

In the modelling of Sect. 2.3, we have imposed that the characteristic velocity \(U_0\) blows up at high value of the Reynolds number (cf. the third relation in (2.7)). Being this a major drawback on the physics of the system, we can adjust this nonphysical scenario, by considering a different type of rescaling than the one introduced in (2.9) and (2.10). The corresponding thickness of the boundary layer will now be of Hartmann type, since it is inversely proportional to \(Ha\) (cf. (2.13) and (2.14)). Since \(Ha\) and Re are also in this section proportional, the thickness behaves like \(1/\text{Re}\). This is much smaller than \(1/\sqrt{\text{Re}}\) as in (2.8), so the nature of this thickness reminds the one of Hartmann layers (of course we have slightly abused the notation about Hartmann, since Hartmann layers usually occur when the magnetic field is oriented at some specific angles, whereas our modelling treats more general scenarios).

Although we introduce a different scaling, the derived equations remain the same as in System (1.1). We exploit this aspect in the following statement.
Theorem 2.2 Assume that the following relations between the dimensionless parameters in system (2.5) are satisfied:

\[
\lim_{Re \to +\infty} \frac{Ha}{Re} = H \in \mathbb{R} \quad \text{and} \quad Prm := \frac{Re_m}{Re}, \quad \kappa := \left(\frac{U_0}{c}\right)^2, \quad J := \kappa J \text{ are all fixed.}
\]

(2.11)

Furthermore, assume that the initial data \(B' = (B'_1, B'_2)^T\) in (2.6) are such that

\[ B'_2 = b_2 \in \mathbb{R} \text{ is fixed, while } B'_1 = \sqrt{\frac{Ha}{H}} b_1, \quad E' = \sqrt{\frac{Ha}{H}} e, \]

for some \(b_1 \in \mathbb{R}\) and \(e \in \mathbb{R}\). Then system (1.1) appears as boundary layer in the region

\[
(t', x', y') \in \left(0, \frac{H}{Ha}\right) \times \mathbb{R} \times \left(0, \frac{H}{Ha}\right),
\]

when \(Re \to +\infty\) (and thus also when \(Re, Ha \to +\infty\)).

Remark 2.3 Some remarks are here in order:

- We do not impose any condition on \(U_0\) in terms of the Reynolds number, therefore this characteristic speed can range within physical values below the speed of light.
- The interval \([0, H/Ha]\) in (2.12) can be replaced by \([0, 1/Re]\), since our assumptions ensure that \(H/Ha \approx 1/Re\) when \(Re \gg 1\).
- The domain in (2.12) represents a region close to the boundary of the domain \((t', x', y') \in \mathbb{R} \times \mathbb{R}^2_+\). From the scaling of the new variables (cf. (2.13)) the domain of model (1.1) shall be better understood as an asymptotic expansion of a different domain, namely \((t', x', y') \in [0, T/Ha] \times [-\sqrt{X_0/Ha}, \sqrt{X_0/Ha}] \times [0, H/Ha]\). In particular, the singular behaviour of the solutions given by (1.1) appears close to the boundary of the domain \(\mathbb{R} \times \mathbb{R}^2_+\) and close to the origin both in time \(t' = 0\) and in space \(x' = 0\). This particular region of the domain is motivated by the fact that also the term \((U_0/c)^2 \frac{1}{Re_m} \frac{\partial^2}{\partial x^2} \bar{B}'\) of the displacement current in (2.5) is now vanishing. As a result, when \(Re \gg 1\), the limit system of (2.5) requires different boundary conditions both in space (i.e. in \(y' = 0\)) as well as in time (i.e. in \(t' = 0\)).

Proof of Theorem 2.2 We denote by \(\delta = H/Ha \ll 1\) the size of the region in which boundary layer occurs. We thus introduce the change of variables

\[
t = \frac{t'}{\delta} \in \mathbb{R}_+, \quad x = \frac{x'}{\sqrt{\delta}} \in \mathbb{R}, \quad y = \frac{y'}{\delta} \in [0, 1]
\]

(2.13)
and the functions

\[ u(t, x, y) := \sqrt{\delta} U'_1(\delta t, \sqrt{\delta} x, \delta y), \quad v(t, x, y) := U'_2(\delta T, \sqrt{\delta} x, \delta y), \]

\[ b_1(t, x, y) := \sqrt{\delta} B'_1(\delta t, \sqrt{\delta} x, \delta y), \quad b_2(\tau, X, Y) := B'_2(\delta t, \sqrt{\delta} x, \delta y), \]

\[ e(t, x, y) := \sqrt{\delta} E'(\delta t, \sqrt{\delta} x, \delta y). \]

(2.14)

Hence, by recasting system (2.4) in terms of the new functions and variables, we deduce that \((u, v), (b_1, b_2)\) and \(e\) are solutions of

\[
\begin{align*}
\delta^{-\frac{1}{2}} \left( \left[ \frac{\partial}{\partial t} + \frac{\partial}{\partial x} \right] u - v \partial_y u \right) - \frac{\partial^2}{\partial x^2} u - \frac{\partial^2}{\partial y^2} u - \frac{\partial^2}{\partial \gamma^2} u + \frac{\partial^2}{\partial \gamma^2} \partial_y p &= \delta^{-\frac{1}{2}} \left( b_1 b_2 v - b_2^3 \right) e, \\
\delta^{-1} \left( \partial_t v + \partial_x v + \partial_y v \right) - \frac{\partial^2}{\partial x^2} v - \frac{\partial^2}{\partial y^2} v + \frac{\partial^2}{\partial \gamma^2} \partial_x v + \frac{\partial^2}{\partial \gamma^2} \partial_y v + \frac{\partial^2}{\partial \gamma^2} \partial_x p &= \delta^{-1} \left( b_2 b_1 u - b_2^3 v + b_1 e \right), \\
\delta^{-1} \left( \partial_t u + \partial_y v \right) &= 0,
\end{align*}
\]

(2.15)

with boundary conditions

\[ u(t, x, 0) = 0, \quad v(t, x, 0) = 0, \quad b_1(t, x, 0) = b_1', \quad b_2(t, x, 0) = b_2'. \]

and \(e(t, x, 0) = e\).

We thus multiply the first, fourth and sixth equations in (2.15) by \(\delta^{3/2}\), as well as the second, third, fifth, seventh and eighth equations by \(\delta\). Finally, remarking that

\[
\lim_{\Re \to \infty} \frac{\Ha}{\Re} = 1, \quad \lim_{\Re \to \infty} \frac{\Ha^2}{\Re} = \lim_{\Re \to \infty} \frac{\Ha}{\Re} \delta = \lim_{\Re \to \infty} \frac{\Ha}{\Re} = \mathbb{H}^2,
\]

we finally derive the main system (1.1), by also denoting \(\kappa = (U_0/c)^2\). \(\square\)

### 3 Analytic Solutions of System (1.1)

The main goal of the present paragraph is to prove the existence of certain smooth solutions for the derived system (1.1) (cf. Theorem 3.1). The analysis of these equations owns similar challenges as the ones of the classical Prandtl system, in particular the fact that the system lacks of regularizing effects on the horizontal variable \(x \in \mathbb{R}\) (the dissipative mechanisms of the system reside indeed only on the variable \(y \in (0, 1)\)). In order to cope with this difficulty, it is rather common to impose high regularities on the
initial data, along such horizontal variable. Our work addresses in particular the case of analytic functions. Before stating our main result, we shall first clarify the definition of analytic solutions, that we will use throughout the next sections. Furthermore, we provide a suitable shortening of the overall system, that will simplify our forthcoming analysis.

### 3.1 Analytic Functions on the Horizontal Direction

A function $f = f(x)$ is analytic in $x \in \mathbb{R}$, if its Fourier transform $\mathcal{F}_x(f)(\xi) = \hat{f}(\xi)$ decays exponentially to zero as $e^{-\tau|\xi|}$, for some $\tau > 0$, when the frequency $\xi \in \mathbb{R}$ diverges to $\pm \infty$. For a fixed $\tau > 0$ (which stands for the radius of analyticity of $f$), this function space is indeed Banach. Between the several equivalent norms, we will make use of the one given by $\|e^{\tau|D_x|}f\|_{L^2(\mathbb{R})}$, where $H^s(\mathbb{R})$ is a Sobolev space with regularity $s > 2$ and $e^{\tau|D_x|}$ stands for the Fourier multiplier $\mathcal{F}_x(e^{\tau|D_x|}f)(\xi) = e^{\tau|\xi|}\hat{f}(\xi)$.

Thus, we are interested in solutions $(u, v, b_1, b_2)$ which depend upon $(t, x, y) \in (0, T) \times \mathbb{R} \times (0, 1)$ and are analytic in the variable $x \in \mathbb{R}$, as described by the following function space:

$$
e^{\tau(t)|D_x|}u, e^{\tau(t)|D_x|}b_1, e^{\tau(t)|D_x|}b_2, \in C([0, T], H^{s+1, 0}(\mathbb{R} \times (0, 1)))$$

$$e^{\tau(t)|D_x|}\partial_t u, e^{\tau(t)|D_x|}\partial_t b_1, e^{\tau(t)|D_x|}\partial_t b_2, e^{\tau(t)|D_x|}v, e^{\tau(t)|D_x|}e \in C([0, T], H^{s, 0}(\mathbb{R} \times (0, 1))).$$

(3.1)

The space $C([0, T], H^{s, 0}(\mathbb{R} \times (0, 1)))$ (which we will abbreviate from now on by $C([0, T], H^s)$) is anisotropic in space, namely it has $H^s$ regularity in $x \in \mathbb{R}$ and only $L^2$-regularity in $y \in (0, 1)$. The corresponding norm on a general function $g = g(t, x, y)$ is given by

$$\sup_{t \in (0, T)} \int_0^1 \int_{\mathbb{R}} (1 + |\xi|)^2 |\hat{g}(t, \xi, y)|^2 d\xi dy < \infty,$$

where

$$\hat{g}(t, \xi, y) = \mathcal{F}_x(g)(t, \xi, y) := \int_{\mathbb{R}} e^{-ix\xi} f(t, x, y) dx$$

stands for the Fourier transform in the horizontal variable $x \in \mathbb{R}$.

The radius of analyticity $\tau(t) > 0$ of the solutions in (3.1) is explicitly defined in Theorem 3.1 (cf. (3.5)). It depends on the radius of analyticity of the initial data and coincides with it at initial time $t = 0$. One shall furthermore remark that $\tau(t)$ decreases in $t \in (0, T)$, a fact that expresses (roughly speaking) the degrading mechanisms of the regularity in the horizontal variable.
3.2 Reduced System

We remark that system (1.1) can be shortened, since both $v$ and $b_2$ in (1.1) are determined by the divergence-free relations $\partial_x u + \partial_y v = 0$, $\partial_x b_1 + \partial_y b_2 = 0$ and the boundary conditions $v_{y=0} = 0$, $b_2|_{y=0} = 0$:

$$v(t, x, y) = -\int_0^y \partial_x u(t, x, z)dz, \quad \text{and} \quad b_2(t, x, y) = -\int_0^y \partial_x b_1(t, x, z)dz.$$

(3.2)

The above identities are well-defined, since we cope with solutions that are smooth in $x \in \mathbb{R}$ and the corresponding derivatives $\partial_x u(t, x, \cdot)$, $\partial_x b_1(t, x, \cdot)$ are $L^2$-integrable in $y \in (0, 1)$ (for any $(t, x) \in (0, T) \times \mathbb{R}$). Moreover, for the sake of a compact presentation, we will shorten from now on the identities in (3.2) as $v = -\int_0^y \partial_x u$ and $b_1 = -\int_0^y \partial_y b_1$.

Similarly, the magnitude $e$ of the electric field can be recast just in terms of $b_1$, making use of the relation:

$$\begin{cases}
\partial_t b_1 + \partial_y e = 0 & \text{in } (0, T) \times \mathbb{R} \times (0, 1), \\
e = 0 & \text{on } (0, T) \times \mathbb{R} \times \{0\},
\end{cases} \iff e(t, x, y) = -\int_0^y \partial_t b_1(t, x, z)dz$$

for any $(t, x, y) \in (0, T) \times \mathbb{R} \times (0, 1)$.

Because of these aspects, the equations of $b_2$ and $e$ are redundant in system (1.1) and we can reduce the considered model uniquely in terms of $(u, b_1)$:

$$\begin{cases}
\partial_t u + \partial_y u + u \partial_x u + v \partial_y u - \partial_y^2 u + \partial_x p = \mathbb{H}^2 \left\{ b_1 b_2 v - u b_2^2 + b_2 \left( \int_0^y \partial_t b_1 \right) \right\}, \\
\partial_y p = \mathbb{H}^2 \left\{ b_1 b_2 u - b_1^2 v - b_1 \left( \int_0^y \partial_t b_1 \right) \right\}, \\
f \left( \frac{\partial_y^2}{\partial_x^2} \right) b_1 = \partial_y b_1 + u \partial_x b_1 + v \partial_y b_1 - \frac{1}{\mathfrak{m}} \partial_y^2 b_1 = b_1 \partial_x u + b_2 \partial_y u,
\end{cases}$$

(3.3)
in $(t, x, y) \in (0, T) \times \mathbb{R} \times (0, 1)$, coupled with (3.2) and the following initial and boundary conditions:

$$\begin{array}{ll}
\left. u \right|_{t=0} = \tilde{u}, \quad & \left. \partial_t u \right|_{t=0} = \tilde{u} b_1, \quad \left. b_1 \right|_{t=0} = \tilde{b}_1, \quad \left. \partial_t b_1 \right|_{t=0} = \tilde{b}_1, \\
\left. u \right|_{y=0} = u|_{y=1} = b_1|_{y=0} = b_1|_{y=1} = 0 & \quad \text{on } (0, T) \times \mathbb{R}.
\end{array}$$

As elucidated by Theorem 1.3, our analysis is indeed exclusively centered on the scenario of homogeneous Dirichlet conditions for our primary system (1.1).
3.3 Statement of the Result

The function space being introduced, we can state our result, which asserts the existence of global-in-time analytic solutions with small initial data.

**Theorem 3.1** For any \( s > 2 \), there exists a sufficiently small positive constant \( \varepsilon_s \in [0, 1) \) (which depends uniquely upon \( s \)), such that the following result holds true. Let \( \tilde{u}, \tilde{b}_1, \tilde{u} \) and \( \tilde{b}_1 \) be initial data that are analytic in the variable \( x \in \mathbb{R} \) with radius of analyticity \( \tau_0 > 0 \):

\[
\begin{align*}
\exp(t(1+|D_x|))\tilde{u} & \quad \text{and} \quad \exp(t(1+|D_x|))\tilde{b}_1 \\
\exp(t(1+|D_x|))\tilde{u} & \quad \text{and} \quad \exp(t(1+|D_x|))\tilde{b}_1
\end{align*}
\]

belong to \( H^{s+1, 1}(\mathbb{R} \times (0, 1)) \), \( \exists \) belong to \( H^{s, 0}(\mathbb{R} \times (0, 1)) \).

If the following smallness condition on the initial data holds true

\[
\begin{align*}
\|\exp(t(1+|D_x|))\tilde{u}\|_{H^{s+1, 0}} + 2\|\exp(t(1+|D_x|))\tilde{b}_1\|_{H^{s+1, 0}} + 2\|\exp(t(1+|D_x|))\tilde{u}\|_{H^{s+1, 0}} + 2\|\exp(t(1+|D_x|))\tilde{b}_1\|_{H^{s+1, 0}} + 2\|\exp(t(1+|D_x|))\tilde{u}\|_{H^{s, 0}} + 2\|\exp(t(1+|D_x|))\tilde{b}_1\|_{H^{s, 0}} \\
\leq \delta := \left( \min\{1, J, \kappa / \Pr_m\} \right)^2 \left( \min\{\tau_0, \tau_0^{-1}\} \right)^2 \left( \max\{1, J, \kappa / \Pr_m\} \right)^2 \max\{\Pr_m, \Pr_m^{-1}\} \tau_0 \exp\left( \frac{t}{16 \max\{1, J, \kappa / \Pr_m\}} \right) \varepsilon_s,
\end{align*}
\]

then there exists a global-in-time analytic solution \((u, b_1)\) of (3.3), which has a decaying radius of analyticity \( \tau : \mathbb{R}_+ \to (0, \tau_0) \) given by

\[
\tau(t) := \tau_0 \exp\left( - \frac{t}{16 \max\{1, J, \kappa / \Pr_m\}} \right) > 0.
\]

Furthermore, the analytic norms of the solution decay exponentially in time \( t \in \mathbb{R}_+ \) as follows:

\[
\begin{align*}
&\|\exp(t(1+|D_x|))u(t)\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\partial_y u(t)\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\partial_y u(t)\|_{H^{s, 0}}^2 \\
&+ \|\exp(t(1+|D_x|))b_1(t)\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\partial_y b_1(t)\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\partial_y b_1(t)\|_{H^{s, 0}}^2 \\
&\leq C(J, \kappa, \Pr_m, \tau_0) \left\{ \|\exp(t(1+|D_x|))\tilde{u}\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\tilde{b}_1\|_{H^{s+1, 0}}^2 + \|\exp(t(1+|D_x|))\tilde{u}\|_{H^{s, 0}}^2 + \|\exp(t(1+|D_x|))\tilde{b}_1\|_{H^{s, 0}}^2 \right\} \\
&\exp\left( - \frac{t}{8 \max\{1, J, \kappa / \Pr_m\}} \right).
\end{align*}
\]

where the constant \( C(J, \kappa, \Pr_m, \tau_0) \) is defined by

\[
C(J, \kappa, \Pr_m, \tau_0) = 4^3 \max\{1, J, \kappa / \Pr_m\}^3 \max\{\Pr_m, \Pr_m^{-1}\} \max\{\tau_0, \tau_0^{-1}\}^2
\]

In what follows, we shall first describe the main idea for the proof and postpone the detailed estimates (that are rather involved) to the subsequent sections.
3.4 Proof of Theorem 3.1

Our approach is entirely performed in terms of a-priori estimates. Indeed, without loss of generality, we can assume that the regular initial data generates a local-in-time analytic solution, whose largest lifespan is denoted by $T > 0$. If $T < +\infty$, the norms on the left-hand side of (3.6) would blow up, thus our aim is to propagate the smallness condition of the initial data to any time $t \in (0, T)$. This implies in particular that $T = +\infty$ and thus the local solution is in reality global in time.

The core of the proof relies on a suitable transformation of the state variables $(u, b_1)$ in system (3.3), which aims to highlight the time behaviour of the underlying radius of analyticity. More precisely, for a general non decreasing function $\eta : \mathbb{R}_+ := [0, +\infty) \rightarrow [0, \tau_0]$ in $C^2(\mathbb{R}_+)$, with $\eta(0) = 0$, we introduce the transformation $f \rightarrow f_\eta$ to a general function $f = f(t, x, y)$, by applying the Fourier multiplier $e^{(\tau_0-\eta(t))(1+|D\xi|)}$:

$$f_\eta(t, x, y) := e^{(\tau_0-\eta(t))(1+|D\xi|)} f(t, x, y), \quad \text{i.e. } \mathcal{F}_x(f_\eta)(t, \xi, y) = e^{(\tau_0-\eta(t))(1+|\xi|)} \mathcal{F}_x(f)(t, \xi, y). \quad (3.7)$$

Here $\mathcal{F}_x$ stands for the Fourier transform uniquely on the variable $x \in \mathbb{R}$, while $\tau_0$ is the radius of analyticity of the initial data.

The Fourier multiplier and the related transformation (3.7) are well defined, as long as $f$ is analytic in $x \in \mathbb{R}$ for fixed $(t, y) \in (0, T) \times (0, 1)$, with radius of analyticity given by $\tau_0 - \eta(t)$ (or larger). In particular this positive radius degrades (or stays constant) as time $t \in \mathbb{R}_+$ increases, since we restrict the function $\eta$ within the interval $[0, \tau_0)$.

Our approach is to apply the mentioned transformation to both $u$ and $b_1$ and eventually to determine an optimal function $\eta$ in (3.7), such that the new functions $u_\eta$ and $b_{1, \eta}$ fulfill a specific dissipative energy estimate (cf. Proposition 3.1 and (3.17)) for the final form of $\eta$. This energy controls higher-order Sobolev norms of the transformed state variables $u_\eta$ and $b_{1, \eta}$ and thus of the analytic norms of the solutions $u$ and $b_1$ themselves.

Roughly speaking, for a general function $\eta$, the transformation produces some additional damping mechanisms and dissipations to the system, but at the same time introduces further nonlinearities that could complicate the overall analysis. Our goal is therefore to select a suitable function $\eta$, so that the damping mechanisms are indeed predominant. In this regime, a suitable “high-order” energy occurs that allows to control the $H^{s,0}$-norms of $u_\eta$ and $b_{1, \eta}$ (or equivalently of $e^{(\tau_0-\eta(t))|D\xi|}u$ and $e^{(\tau_0-\eta(t))|D\xi|}b_1$, for the analyticity).

We proceed now to formalize the described strategy and we begin with, by stating the following proposition, that provides the mentioned energy inequality (with higher-order Sobolev norms) for a general function $\eta \in C^2(\mathbb{R}_+)$.

**Proposition 3.1** Denote by $m = m(\mathbb{J}, \kappa, \text{Pr}_m)$, $\mathcal{M} = \mathcal{M}(\mathbb{J}, \kappa, \text{Pr}_m)$ and by $\mathcal{R} = \mathcal{R}(\mathbb{J}, \kappa, \text{Pr}_m)$ the following three parameters:

$$m := \min \left\{ 1, \mathbb{J}, \frac{\kappa}{\text{Pr}_m} \right\}, \quad \mathcal{M} := \max \left\{ 1, \mathbb{J}, \frac{\kappa}{\text{Pr}_m} \right\}, \quad \mathcal{R} := \frac{1}{4\mathcal{M}} = \frac{1}{4\max\{1, \mathbb{J}, \kappa/\text{Pr}_m\}}.$$
There exists a constant $D_s \geq 1$, which depends uniquely on the regularity $s > 2$, such that the following inequality holds true for any function $\eta \in C^2(\mathbb{R})$, with $\eta(0) = 0$:

\[
\mathcal{E}_s := \frac{\| (\partial_t u)_{\eta} \|^2}{2} + \frac{1}{2} \left\| (\partial_t u)_{\eta} + u_{\eta} \right\|^2_{H^{s+1,0}} + \frac{1}{2} \left\| \partial_x u_{\eta} \right\|^2_{H^{s+1,0}} + \frac{1}{2} \| \partial_t b_{1,\eta} \|^2_{H^{s+1,0}} + \frac{1}{2} \| \partial_t b_{1,\eta} \|^2_{H^{s+1,0}},
\]

\[
\mathcal{E}_{s+\frac{1}{2}} := \frac{1}{2} \| u_{\eta} \|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \| b_{1,\eta} \|^2_{H^{s+\frac{1}{2},0}},
\]

\[
\mathcal{E}_{s+1} := \frac{3}{4} \| u_{\eta} \|^2_{H^{s+\frac{1}{2},0}} + \frac{3}{4} \| \partial_t b_{1,\eta} \|^2_{H^{s+\frac{1}{2},0}},
\]

Furthermore, the dissipative functionals $\mathcal{D}_s$, $\mathcal{D}_{s+\frac{1}{2}}$, $\mathcal{D}_{s+1}$ and $\mathcal{D}_{s+\frac{3}{2}}$ are defined by

\[
\mathcal{D}_s := \frac{1}{2} \| \partial_x u_{\eta} \|^2_{H^{s,0}} + \frac{1}{2} \| (\partial_t u)_{\eta} \|^2_{H^{s,0}} + \frac{1}{2} \left\| \partial_x b_{1,\eta} \right\|^2_{H^{s,0}} + \frac{1}{2} \left\| \partial_t b_{1,\eta} \right\|^2_{H^{s,0}},
\]

\[
\mathcal{D}_{s+\frac{1}{2}} := \frac{1}{2} \| (\partial_t u)_{\eta} \|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \left\| (\partial_t u)_{\eta} + u_{\eta} \right\|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \left\| \partial_x u_{\eta} \right\|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \left\| \partial_t b_{1,\eta} \right\|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \left\| \partial_t b_{1,\eta} \right\|^2_{H^{s+\frac{1}{2},0}} + \frac{3}{8} \| b_{1,\eta} \|^2_{H^{s+\frac{1}{2},0}},
\]

\[
\mathcal{D}_{s+1} := \frac{3}{4} \| u_{\eta} \|^2_{H^{s+\frac{1}{2},0}} + \frac{3}{4} \| \partial_t b_{1,\eta} \|^2_{H^{s+\frac{1}{2},0}},
\]

\[
\mathcal{D}_{s+\frac{3}{2}}(t) := \| u_{\eta} \|^2_{H^{s+\frac{1}{2},0}} + \| b_{1,\eta} \|^2_{H^{s+\frac{1}{2},0}}.
\]
Since the proof of this Proposition is rather technical, we postpone it to the forthcoming sections and we focus this paragraph to the remaining steps to prove Theorem 3.1. We shall however first provide some remarks on the main inequality (3.8), and highlight in particular the dissipative mechanisms due to $\eta$, as well as the more challenging terms, that we are indeed left to estimate.

An explicit relation on the constant $D_s \geq 1$ is formally determined later on (cf. (4.21)), which we shall nevertheless here outline:

$$D_s = \frac{2^{2s+6}}{s-2} \left(1 + \frac{s-2}{\sqrt{s-1}}\right) \geq 1.$$  \hspace{1cm} (3.11)

By assuming that Proposition 3.1 holds true, the proof of Theorem 3.1 follows with some straightforward steps. Indeed, our main goal is to determine a suitable function $\eta \in C^2(\mathbb{R}_+)$ in (3.8) and a small parameter $\varepsilon > 0$ for the initial condition (3.4), that ensure the following relations:

(a) The terms on the left-hand side of (3.8) are all non-negative and thus “support” the $H^{s,0}$-energy inequality,

(b) The right-hand side of (3.8) can eventually be absorbed by some of the positive terms of the left-hand side, under a suitable smallness condition on the initial data.

For what concerns part (a), the only term that (for a general $\eta$) could reach negative values is the first integral at the second line of (3.8), namely

$$-\int_0^t e^{\mathcal{R}(\tilde{t})} \left\{ \left( \mathcal{J} + \frac{\kappa}{Pr_m} \right) \eta'' \mathcal{E}_{s+\frac{1}{2}} + 2 \left( \mathcal{J}^2 + \frac{\kappa^2}{Pr^2_m} \right) \eta' \eta'' \mathcal{E}_{s+1} \right\} (\tilde{t}) d\tilde{t}. \hspace{1cm} (3.12)$$

The sign of this integral is entangled with the sign of the weights $-\eta''(t)$ and $-2\eta'(t)\eta''(t)$, $t \geq 0$. It is natural therefore to calibrate the function $\eta \in C^2(\mathbb{R}_+)$, in such a way that this integral provides a positive dissipation or at least vanishes. In other words, we shall seek for a function $\eta \in C^2(\mathbb{R}_+)$ such that

$$\tau_0 - \eta(t) > 0, \quad \eta'(t) \geq 0, \quad -\eta''(t) \geq 0, \quad \text{for any } t \in \mathbb{R}_+. \hspace{1cm} (3.13)$$

Among the several functions satisfying (3.13), we consider a specific family of the form $\eta(t) := \tau_0 (1 - e^{-\lambda t})$, where $\lambda$ is (momentarily) an arbitrary positive constant (the exact value of $\lambda$ for our analysis will be shortly be determined in (3.17)). Indeed, we remark that

$$\tau_0 - \eta(t) = \tau_0 e^{-\lambda t} > 0, \quad \eta'(t) = \lambda \tau_0 e^{-\lambda t} > 0, \quad -\eta''(t) = \lambda^2 \tau_0 e^{-\lambda t} > 0, \quad \text{for any } t \in \mathbb{R}_+.$$
In doing so, we can recast the main inequality (3.8) into
\[
e^{R t} E_s(t) + m \lambda t_0 e^{(R-\lambda) t} E_{s+\frac{1}{2}} + m^2 \lambda^2 t_0^2 e^{(R-2\lambda) t} E_{s+1}(t)
+ \int_0^t e^{R \tilde{t}} D_s(\tilde{t}) d\tilde{t} + t_0 \lambda \int_0^t e^{(R-\lambda) \tilde{t}} D_{s+\frac{1}{2}}(\tilde{t}) d\tilde{t}
+ m t_0^2 \lambda^2 \int_0^t e^{(R-2\lambda) \tilde{t}} D_{s+1}(\tilde{t}) d\tilde{t} + m^2 t_0^2 \lambda^3 \int_0^t e^{(R-3\lambda) \tilde{t}} D_{s+\frac{3}{2}}(\tilde{t}) d\tilde{t} \leq E_s(0) + 2m t_0^2 \lambda E_{s+\frac{1}{2}}(0)
+ 2m^2 t_0 \lambda^2 E_{s+1}(0) + D_s \max \left\{ 1, \frac{1}{\sqrt{J}} \right\} \max \left\{ \frac{1}{\sqrt{J}}, \frac{Pr_m}{\sqrt{\kappa}} \right\} \int_0^t e^{R \tilde{t}} \sqrt{E_s(\tilde{t}) D_{s+\frac{1}{2}}(\tilde{t})} d\tilde{t}
\]

where we have dropped the integral (3.12) on the left-hand side of the inequality, since it is positive and furthermore it does not support the next steps of our analysis. Our goal is therefore to determine a suitable \( \lambda > 0 \) in (3.14) and a suitable parameter \( \varepsilon_s > 0 \) at the smallness condition (3.4) of the initial data, such that all integrals in the third line of (3.14) can be absorbed by the dissipative terms of the inequality. Consequently, we shall first reformulate these integrals in accordance with the dissipative terms. First
\[
\int_0^t e^{R \tilde{t}} \sqrt{E_s(\tilde{t}) D_{s+\frac{1}{2}}(\tilde{t})} d\tilde{t} \leq \sup_{\tilde{t} \in (0,t)} \left( e^{2\lambda \tilde{t}} E_s(\tilde{t}) \right)^{\frac{1}{2}} \int_0^t e^{(R-\lambda) \tilde{t}} D_{s+\frac{3}{2}}(\tilde{t}) d\tilde{t},
\]

\[
\int_0^t e^{R \tilde{t}} E_s(\tilde{t}) D_{s+\frac{1}{2}}(\tilde{t}) d\tilde{t} \leq \sup_{\tilde{t} \in (0,t)} \left( e^{\lambda \tilde{t}} E_s(\tilde{t}) \right) \int_0^t e^{(R-\lambda) \tilde{t}} D_{s+\frac{3}{2}}(\tilde{t}) d\tilde{t}.
\]

We hence remark that we can bound \( e^{2\lambda \tilde{t}} E_s(\tilde{t}) \) and \( e^{\lambda \tilde{t}} E_s(\tilde{t}) \) with the energy \( e^{R t} E_s(t) \) in (3.14), as long as \( \lambda > 0 \) is considered within the range \( \lambda \leq R/2 = 1/(8 \max \{ 1, J, \kappa / Pr_m \} ) \). The major difficulties arise however from the last integrals at the fourth line of (3.14), since this term involves the dissipation \( D_{s+3/2} \), which has indeed the highest Sobolev regularity. We deal with this integral, by observing that
\[
\max \left\{ \frac{1}{\sqrt{J}}, \frac{Pr_m}{\sqrt{\kappa}} \right\} \int_0^t e^{R \tilde{t}} E_s(\tilde{t}) \sqrt{D_{s+\frac{1}{2}}(\tilde{t}) D_{s+\frac{3}{2}}(\tilde{t})} d\tilde{t}
\]

\[
= \max \left\{ \frac{1}{\sqrt{J}}, \frac{Pr_m}{\sqrt{\kappa}} \right\} \int_0^t e^{2\lambda \tilde{t}} E_s(\tilde{t}) \sqrt{e^{(R-\lambda) \tilde{t}} D_{s+\frac{3}{2}}(\tilde{t})} \sqrt{e^{(R-3\lambda) \tilde{t}} D_{s+\frac{3}{2}}(\tilde{t})} d\tilde{t},
\]
\[
\begin{align*}
\left( e^{2at} \mathcal{E}_s(t) \right) \leq \sup_{i \in (0,t)} \left( e^{(R-\lambda)\tau_i} \mathcal{D}_{s+\tau_i} \right) + \frac{1}{4} \max \left\{ \frac{1}{J}, \frac{Pr}{\kappa} \right\} \int_0^t \left( e^{(R-\lambda)\tau_i} \mathcal{D}_{s+\tau_i} \right) d\tau_i,
\end{align*}
\]

(3.16)

where we can still bound \( e^{2at} \mathcal{E}_s(t) \) with the energy \( e^{Rt} \mathcal{E}_s(t) \), as long as \( \lambda \leq R/2 \).

We are now in the condition to set a specific value of \( \lambda \), namely

\[
\lambda := \frac{R}{4} = \frac{1}{16 \max\{1, J, \kappa/Pr_m\}}, \quad \text{namely} \quad \eta(t) = \tau_0 \left( 1 - e^{-16 \max\{1, J, \kappa/Pr_m\} t} \right)
\]

(3.17)

(we do not consider the threshold \( \lambda = R/2 \), since the exponential function in front of \( \mathcal{E}_{s+1} \) in (3.14) would in that case vanish, not allowing us to derive an exponential decay of the related norms). In particular, coupling (3.15) and (3.16) together with (3.14), we obtain

\[
\begin{align*}
e^{Rt} \mathcal{E}_s(t) + \frac{mR\tau_0}{4} e^{\frac{3}{2}R \tau_0} \mathcal{E}_{s+\tau_0} + \mathcal{E}_{s+1}(t) + \\
+ \left( \frac{\tau_0}{4} - D_s \max \left\{ 1, J^2 \right\} \sup_{i \in (0,t)} \max \left\{ \frac{1}{J}, \frac{Pr}{\kappa} \right\} \int_0^t \left( e^{R \tau_i} \mathcal{E}_s(t) \right) \right) + \int_0^t \left( e^{R \tau_i} \mathcal{D}_{s+\tau_i} \right) d\tau_i
\end{align*}
\]

(3.18)

where we have omitted to write the positive dissipative integrals in \( \mathcal{D}_s \) and \( \mathcal{D}_{s+1} \) on the left-hand side. Now, we remark that \( \mathcal{E}_s(0) + \frac{mR\tau_0}{4} \mathcal{E}_{s+\tau_0}(0) + \frac{m^2R^2\tau_0}{4^2} \mathcal{E}_{s+1}(0) \) can be estimated in terms of the initial data and the smallness condition (3.4). Indeed, recalling the definition of \( \mathcal{E}_s, \mathcal{E}_{s+1/2} \) and \( \mathcal{E}_{s+1} \) in (3.9), we observe that

\[
\mathcal{E}_s(0) \leq \max \left[ 1, J^2, \left( \frac{\kappa}{Pr_m} \right)^2 \right] \max \left\{ 1, \frac{1}{Pr_m} \right\} \left( \frac{3}{2} \| \bar{u} \|^2_{H^{s,0}} + \frac{1}{2} \| \bar{u} \|^2_{H^{s,0}} \right)
\]

\[
+ \| \partial_3 \bar{u} \|^2_{H^{s,0}} + \frac{3}{2} \| \bar{b}_1 \|^2_{H^{s,0}} + \frac{1}{2} \| \bar{b}_1 \|^2_{H^{s,0}} + \| \partial_3 \bar{b}_1 \|^2_{H^{s,0}} \right) \]

\[
\leq 2 \max \left\{ 1, J, \frac{\kappa}{Pr_m} \right\} \left( \| \bar{u} \|^2_{H^{s,0}} + \| \bar{u} \|^2_{H^{s+1,0}} \right)
\]

\[
+ \| \partial_3 \bar{u} \|^2_{H^{s,0}} + \| \bar{b}_1 \|^2_{H^{s,0}} + \| \bar{b}_1 \|^2_{H^{s+1,0}} + \| \partial_3 \bar{b}_1 \|^2_{H^{s,0}} \right) \]

\[
\leq 2 \max \left\{ 1, J, \frac{\kappa}{Pr_m} \right\} \left( \frac{1}{Pr_m} \right) \delta^2,
\]
where we recall that \( \delta > 0 \) is the small parameter bounding the norms of the initial data and it is defined in (3.4) by

\[
\delta := \left( \frac{\min\{1, \beta, \kappa/\Pr_m\}^\frac{3}{2}}{\max\{1, \beta, \kappa/\Pr_m\}^\frac{5}{2}} \right) \frac{\min\{\tau_0, \tau_0^{-1}\}^\frac{3}{2}}{\max\{1, \beta, \kappa/\Pr_m\}^\frac{5}{2}} \varepsilon_s, 
\]

for a small parameter \( \varepsilon_s \) that depends only on \( s > 2 \) (and that we have not determined, yet). Similarly, we have that \( \varepsilon_{s+1/2}(0) \leq (1/2)\delta^2 \) and \( \varepsilon_{s+1}(0) \leq \delta^2 \). Hence, we obtain the following estimate of the right-hand side in (3.18):

\[
\begin{align*}
\mathcal{E}_s(0) + \frac{\partial \mathcal{E}_s}{4} E_{s+\frac{1}{2}}(0) + \frac{\partial \mathcal{E}_s}{4^2} E_{s+1}(0) & \leq \max\{1, \tau_0\}^2 \left( 2 \max\left\{1, \frac{\kappa}{\Pr_m}\right\}^2 \max\left\{1, \frac{1}{\Pr_m}\right\}^2 \delta^2 + \frac{1}{4^2} \delta^2 + \frac{1}{4^3} \delta^2 \right) \\
& \leq 4 \max\{1, \tau_0\}^2 \max\left\{1, \frac{\kappa}{\Pr_m}\right\}^2 \max\left\{1, \frac{1}{\Pr_m}\right\}^2 \delta^2 \\
& \leq \frac{4 \max\{1, \tau_0\}^2 \min\{\tau_0, \tau_0^{-1}\}^3 \min\{1, \beta, \kappa/\Pr_m\}^3}{\max\{1, \beta, \kappa/\Pr_m\}^3} \varepsilon_s^2
\end{align*}
\]

(3.19)

where, in the last line, we have used the identity \( \max\{\Pr_m^{-1}, \Pr_m\} \min\{1, \Pr_m\} = \max\{1, \Pr_m\} \), as well as the inequality \( \max\{1, \tau_0\}^2 \min\{\tau_0, \tau_0^{-1}\}^3 \leq \min\{1, \tau_0\}^2 \). Inequality (3.18) together with (3.19) allow us to conclude the proof by means of a bootstrap method. Indeed, by introducing the small parameter \( \varepsilon_s > 0 \) in (3.4) and a maximal time \( T^* \in (0, T) \), such that

\[
\varepsilon_s^2 := \frac{1}{16 D_s^2} \left( \text{thus } \varepsilon_s := \frac{s - 2}{2s + 14} \frac{1}{1 + \frac{s - 2}{\sqrt{s - 1}}} \right), \quad \text{because of (3.11)}
\]

\[
T^* := \sup \left\{ t \in (0, T) : e^{\mathcal{E}_s}(t) \leq \frac{1}{2} \frac{\min\{1, \tau_0\}^3 \min\{1, \beta, \kappa/\Pr_m\}^3}{\max\{1, \beta, \kappa/\Pr_m\}^3 \max\{1, \Pr_m\}} \right\}
\]

(3.20)

we have that, for any time \( t \in (0, T^*) \), the constants in front of the dissipative terms of (3.18) are indeed positive:

\[
\begin{align*}
\frac{\tau_0 \mathcal{R}}{4} - D_s \max\{1, \beta, \kappa/\Pr_m\} \sup_{i \in (0, t)} \left\{ \max\left\{ \frac{1}{\sqrt{\beta}}, \frac{\Pr_m}{\kappa} \right\} \left( e^{\mathcal{E}_s}(i) \right)^\frac{1}{2} + 2 e^{\mathcal{E}_s}(i) \right\} \\
= \frac{\tau_0}{4^2 \max\{1, \beta, \kappa/\Pr_m\}} - D_s \max\{1, \beta, \kappa/\Pr_m\} \sup_{i \in (0, t)} \left\{ e^{\mathcal{E}_s}(i) \right\}^\frac{1}{2} \left( \max\left\{ \frac{1}{\sqrt{\beta}}, \frac{\Pr_m}{\kappa} \right\} \right) \\
+ 2 \left( e^{\mathcal{E}_s}(i) \right)^\frac{1}{2}
\end{align*}
\]
\[
\begin{align*}
\tau_0 & \geq \frac{\tau_0}{4^2 \max\{1, \beta, \kappa/\Pr_m\}} - D_s \max\{1, \mathbb{H}^2\} \sup_{\tau \in (0, T)} \left\{ \left( e^{\mathcal{R}_t} \mathcal{E}_s(\tau) \right)^{\frac{1}{2}} \right\} \left( \max\left\{ \frac{1}{\sqrt{3}}, \frac{\Pr_m}{\sqrt{\kappa}} \right\} + 2 \right) \\
\tau_0 & \geq \frac{\tau_0}{4^2 \max\{1, \beta, \kappa/\Pr_m\}} - D_s \max\{1, \mathbb{H}^2\} \sup_{\tau \in (0, T)} \left\{ \left( e^{\mathcal{R}_t} \mathcal{E}_s(\tau) \right)^{\frac{1}{2}} \right\} \left( 4 \max\{1, \Pr_m\} \frac{1}{\min\{1, \beta, \kappa/\Pr_m\}^{\frac{1}{2}}} \right) \\
\tau_0 & \geq \frac{\tau_0}{4^2 \max\{1, \beta, \kappa/\Pr_m\}} - \frac{D_s \max\{1, \mathbb{H}^2\} \min\{1, \tau_0\} \frac{1}{\min\{1, \beta, \kappa/\Pr_m\}^{\frac{1}{2}}} \left( 4 \max\{1, \Pr_m\} \right)}{\max\{1, \beta, \kappa/\Pr_m\}} \\
& \geq 0
\end{align*}
\]

and
\[
\begin{align*}
\mathbf{m}^2 \tau_0^3 \mathcal{R}^3 - \frac{D_s}{4} \max\{1, \mathbb{H}^2\} \max\left\{ \frac{1}{\beta}, \frac{\Pr_m^2}{\kappa} \right\} \sup_{\tau \in (0, T)} e^{\mathcal{R}_t} \mathcal{E}_s(\tau) \\
& \geq \frac{\tau_0^3 \min\{1, \beta, \kappa/\Pr_m\}^2}{4^6 \max\{1, \beta, \kappa/\Pr_m\}^3} - \frac{D_s \max\{1, \mathbb{H}^2\} \max\{1, \Pr_m\} \min\{1, \tau_0\} \min\{1, \beta, \kappa/\Pr_m\}^3}{4 \min\{1, \beta, \kappa/\Pr_m\}^2 \max\{1, \mathbb{H}^2\}^2 \max\{1, \beta, \kappa/\Pr_m\}^3 \max\{1, \Pr_m\}^2} \\
& \geq \frac{\tau_0^3 \min\{1, \beta, \kappa/\Pr_m\}^2}{4^6 \max\{1, \beta, \kappa/\Pr_m\}^3} - \frac{\min\{1, \tau_0\}^3 \min\{1, \beta, \kappa/\Pr_m\}^2}{2^{14} \max\{1, \beta, \kappa/\Pr_m\}^3} \geq 0.
\end{align*}
\]

Hence the energy inequality (3.18) and the estimate (3.19) at initial time \( t = 0 \) imply that the functional \( e^{\mathcal{R}_t} \mathcal{E}_s(t) \) stays small for any \( t \in (0, T^*) \):
\[
e^{\mathcal{R}_t} \mathcal{E}_s(t) \leq \frac{1}{2^{14} D_s^2 \max\{1, \mathbb{H}^2\}^2 \max\{1, \beta, \kappa/\Pr_m\}^3 \max\{1, \Pr_m\}^2} \min\{1, \tau_0\}^3 \min\{1, \beta, \kappa/\Pr_m\}^3.
\]

From the definition of \( T^* \) in (3.20), we finally deduce that \( T^* = T \), which must be \( \infty \) since the analytic norm does not blow up at this time. Accordingly, the solution \( (u, b_1) \) is indeed global in time.

Finally, inequality (3.6) about the exponential decay of the norms of the solution follows directly from the estimate (3.18), which implies
\[
e^{\mathcal{R}_t} \min\left\{ \frac{1}{4}, \frac{\mathcal{R}}{4} \right\}^2 \min\{1, \tau_0\} \left( \mathcal{E}_s(t) + \mathcal{E}_{s+1/2}(t) + \mathcal{E}_{s+1}(t) \right) \\
\leq \max\{1, \tau_0\}^2 \left( \mathcal{E}_s(0) + \mathcal{E}_{s+1/2}(0) + \mathcal{E}_{s+1}(0) \right).
\]

We hence achieve (3.6), by manipulating \( m = \min\{\beta, \kappa/\Pr_m\} \) and \( \mathcal{R} = 1/(4 \max\{1, \beta, \kappa/\Pr_m\}) \), as well as by recalling the definition of the functions \( \mathcal{E}_s, \mathcal{E}_{s+1/2} \) and \( \mathcal{E}_{s+1} \) in (3.9). This concludes the proof of Theorem 3.1.
4 Proof of Proposition 3.1

The core of our approach being showed, it remains to prove the “high-order” energy estimate described by Proposition 3.1.

4.1 Estimates Related to the Equation of $u$

In this section we deal with the momentum equation of $u$ in the main system (3.3), which satisfies

$$\mathbb{J} \partial_t u + \partial_t u + u \partial_x u + v \partial_y u - \partial_y^2 u + \partial_x p = \mathbb{H}^2 \left\{ b_1 b_2 v - u b_2^2 + b_2 \left( \int_0^y \partial_t b_1 \right) \right\}.$$  \hspace{1cm} (4.1)

Recalling the definition of $u_\eta(t, \cdot) = e^{(\tau_0 - \eta(t))((1 + |D_\chi|)u(t, \cdot)}$ and the value $\mathcal{R} = 1/(4 \max\{1, \mathcal{J}, \kappa/\text{Pr}_m\})$, we remark that the function $e^{\mathcal{R} t/2} u_\eta(t, x, y)$ is solution of

$$\mathbb{J} \partial_t \left( e^{\mathcal{R} t}(\partial_t u_\eta) \right) + \mathbb{J} e^{\mathcal{R} t} \eta'(t) (1 + |D_\chi|) (\partial_t u_\eta) + e^{\mathcal{R} t} (\partial_t u_\eta) + e^{\mathcal{R} t} (u \partial_x u_\eta)$$

$$+ e^{\mathcal{R} t} (v \partial_y u_\eta) + e^{\mathcal{R} t} \partial_x p_\eta - \partial_y^2 (e^{\mathcal{R} t} u_\eta) = \frac{\mathcal{R}}{2} e^{\mathcal{R} t} (\partial_t u_\eta) + e^{\mathcal{R} t} F_\eta,$$  \hspace{1cm} (4.2)

where the forcing term $F_\eta$ in (3.3) is generated by applying the Fourier multiplier $e^{(\tau_0 - \eta(t))((1 + |D_\chi|)u(t, \cdot)}$ to the right-hand side of (4.1):

$$F_\eta = \mathbb{H}^2 (b_1 b_2 v)_\eta - \mathbb{H}^2 (u b_2^2)_\eta + \mathbb{H}^2 \left( b_2 \left( \int_0^y \partial_t b_1 \right) \right)_\eta.$$  \hspace{1cm} (4.3)

We can further derive an equivalent form of this equation, by developing the time derivative $e^{\mathcal{R} t/2} (\partial_t u)_\eta$ in the third term of (4.2) by means of $e^{\mathcal{R} t/2} (\partial_t (u_\eta) + \eta'(t) (1 + |D_\chi|) u_\eta)$. Thus Eq. (4.2) can also be recasted as

$$\partial_t \left( e^{\mathcal{R} t} (\mathbb{J} (\partial_t u_\eta) + u_\eta) \right) + e^{\mathcal{R} t} \eta' (t) (1 + |D_\chi|) (\mathbb{J} (\partial_t u_\eta) + u_\eta) + e^{\mathcal{R} t} (u \partial_x u_\eta)$$

$$+ e^{\mathcal{R} t} (v \partial_y u_\eta) + e^{\mathcal{R} t} \partial_x p_\eta - \partial_y^2 (e^{\mathcal{R} t} u_\eta) = \frac{\mathcal{R}}{2} e^{\mathcal{R} t} (\mathbb{J} (\partial_t u_\eta) + u_\eta) + e^{\mathcal{R} t} F_\eta.$$  \hspace{1cm} (4.4)

Next, we take the $H^{s,0}$-inner product between (4.2) and $e^{\mathcal{R} t/2} (\partial_t u)_\eta$ and adding the result with the $H^{s,0}$-inner product between (4.4) and $e^{\mathcal{R} t/2} (\mathbb{J} (\partial_t u_\eta) + u_\eta)$, we gather
that

\[
\frac{d}{dt} \left[ e^{\mathcal{R}t} \left( \frac{\|}{2} \| (\partial_t u)_{\eta} \|_{H^s,0}^2 + \frac{1}{2} \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s,0}^2 + \| \partial_y u_{\eta} \|_{H^s,0}^2 \right) \right] \\
+ e^{\mathcal{R}t} \left( \| \partial_y u_{\eta} \|_{H^s,0}^2 + \| (\partial_t u)_{\eta} \|_{H^s,0}^2 \right) \\
+ \eta'(t) e^{\mathcal{R}t} \left\{ \| (\partial_t u)_{\eta} \|_{H^s,0}^2 + \frac{1}{2} \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s,0}^2 + 2 \| \partial_y u_{\eta} \|_{H^s,0}^2 \right\} \\
= \mathcal{R} e^{\mathcal{R}t} \left[ \frac{\|}{2} \| (\partial_t u)_{\eta} \|_{H^s,0}^2 \right]
\]

(4.5)

We begin with by observing that the term in the square brackets of the right-hand side in (4.5) can be absorbed by the dissipation \( e^{\mathcal{R}t} \left( \| \partial_y u_{\eta} \|_{H^s,0}^2 + \| (\partial_t u)_{\eta} \|_{H^s,0}^2 \right) \) of the left-hand side. Indeed, since the value of \( \mathcal{R} \) is smaller than \( \min\{1/4, 1/(4\|)\} \), we have that

\[
\mathcal{R} e^{\mathcal{R}t} \left[ \frac{\|}{2} \| (\partial_t u)_{\eta} \|_{H^s,0}^2 + \frac{1}{2} \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s,0}^2 + \| \partial_y u_{\eta} \|_{H^s,0}^2 \right] \\
\leq \mathcal{R} e^{\mathcal{R}t} \left[ \frac{3\|}{2} \| (\partial_t u)_{\eta} \|_{H^s,0}^2 + \| u_{\eta} \|_{H^s,0}^2 + \| \partial_y u_{\eta} \|_{H^s,0}^2 \right] \\
\leq \frac{3\|}{8} e^{\mathcal{R}t} \| (\partial_t u)_{\eta} \|_{H^s,0}^2 + \frac{1}{4} e^{\mathcal{R}t} \| u_{\eta} \|_{H^s,0}^2 + \frac{1}{4} e^{\mathcal{R}t} \| \partial_y u_{\eta} \|_{H^s,0}^2.
\]

To absorb this last term, we shall then invoke the Poincaré inequality in \( y \in (0, 1): \| u_{\eta} \|_{H^s,0} \leq \| \partial_y u_{\eta} \|_{H^s,0} \) (here the homogeneous boundary condition \( u = 0 \) in \( y = 0 \) comes into play). We indeed remark that

\[
\| u_{\eta} \|_{H^s,0}^2 = \frac{1}{0} \int_{\mathbb{R}} (1 + |\xi|)^{2s} |u_{\eta}(t, \xi, y)|^2 d\xi dy \\
= \frac{1}{0} \int_{\mathbb{R}} (1 + |\xi|)^{2s} \left( \int_{0}^{y} \partial_y u_{\eta}(t, \xi, z) dz \right)^2 d\xi dy \\
\leq \frac{1}{0} \int_{\mathbb{R}} (1 + |\xi|)^{2s} \left( \int_{0}^{y} \partial_y u_{\eta}(t, \xi, z) dz \right)^2 d\xi dy \\
\]

\( \odot \) Springer
we remark that
the second line of (4.7) and, recalling the formula
The left-hand side of (4.7) already provides information on several norms of the
solution. However these norms are of Sobolev regularities lower than
s
. We shall therefore perform a further development of the above inequality.

\[
\begin{align*}
\eta'(t)e^{Rt} & \left\{ J^2 \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J\|_2 \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}} + J \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\} \\
& \leq e^{Rt} \left\{ \frac{1}{2} \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}} + 2 \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\end{align*}
\]

which corresponds to half dissipation on the left-hand side of (4.5).

We can summarize what obtained with the following estimate:

\[
\frac{d}{dt} \left[ e^{Rt} \left( J^2 \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + J \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right) \right] + \frac{1}{2} \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}} + 2 \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
\leq e^{Rt} \left\{ \frac{1}{2} \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}} + 2 \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

The left-hand side of (4.7) already provides information on several norms of
the solution. However these norms are of Sobolev regularities lower than \( s + 1/2 \), while our
final estimate (3.8) in Proposition 3.1 incorporates higher regularities, such as \( H^{s+3/2,0} \)
in \( D_{s+3/2} \). We shall therefore perform a further development of the above inequality.

To this end, we first isolate \( \eta'(t)e^{Rt} \left\{ J^2 \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 \right\} \) at
the second line of (4.7) and, recalling the formula \( (\partial_t u)_t = \partial_t (u_t) + \eta'(t)(1 + |D|)u_t \),
we remark that

\[
\frac{\eta'(t)}{2} e^{Rt} \left\{ J^2 \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 \right\}
\]

\[
= \frac{\eta'(t)}{2} e^{Rt} \left\{ J^2 \| (\partial_t u)_t \|_{H^{s+1/2,0}}^2 + \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 \right\}
\]

\[
+ \frac{\eta'(t)}{2} e^{Rt} \left\{ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
\leq \frac{\eta'(t)}{2} e^{Rt} \left\{ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
+ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
\leq \frac{\eta'(t)}{2} e^{Rt} \left\{ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
+ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
+ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
+ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]

\[
+ \| J (\partial_t u)_t + u_t \|_{H^{s+1/2,0}}^2 + \| \| (\partial_t u)_t \|_{H^{s+1/2,0}} \right\}
\]
In this last identity, we have used the relation $\|(1 + |D_x|)u_\eta\|_{H^{s+\frac{1}{2},0}} = \|u_\eta\|_{H^{s+\frac{3}{2},0}}$, as well as the inner products $\langle \partial_t (u_\eta), (1 + |D_x|)u_\eta \rangle_{H^{s+\frac{1}{2},0}} = \langle \partial_t (u_\eta), u_\eta \rangle_{H^{s+1,0}}$ and $\langle (1 + |D_x|)u_\eta, u_\eta \rangle_{H^{s+\frac{1}{2},0}} = \|u_\eta\|_{H^{s+1,0}}^2$. Thus, the isolated term satisfies

$$\frac{\eta'(t)}{2} e^{\mathcal{R}t} \left\{ J^2 \left( \partial_t u_\eta \right)^2_{H^{s+\frac{1}{2},0}} + \| \partial_t (u_\eta) + u_\eta \|_{H^{s+\frac{1}{2},0}}^2 \right\}$$

$$= \int e^{\mathcal{R}t} \eta'(t)^2 \frac{d}{dt} \left[ \left( \partial_t u_\eta \right)^2_{H^{s+\frac{1}{2},0}} + \| \partial_t (u_\eta) + u_\eta \|_{H^{s+\frac{1}{2},0}}^2 \right]$$

$$+ e^{\mathcal{R}t} \left[ J^2 \eta'(t) \| \partial_t (u_\eta) \|_{H^{s+\frac{1}{2},0}}^2 + \int \left( \eta'(t)^2 \right) \partial_t (u_\eta) \right]$$

and by bringing the time derivative in front of $\int e^{\mathcal{R}t} \eta'(t)^2$ and $\int \eta'(t)/2$ also

$$\frac{\eta'(t)}{2} e^{\mathcal{R}t} \left\{ J^2 \left( \partial_t u_\eta \right)^2_{H^{s+\frac{1}{2},0}} + \| \partial_t (u_\eta) + u_\eta \|_{H^{s+\frac{1}{2},0}}^2 \right\}$$

$$= \frac{d}{dt} \left[ \int e^{\mathcal{R}t} \eta'(t)^2 \| \partial_t (u_\eta) \|_{H^{s+\frac{1}{2},0}}^2 \right]$$

$$+ e^{\mathcal{R}t} \left[ J^2 \eta'(t) \| \partial_t (u_\eta) \|_{H^{s+\frac{1}{2},0}}^2 \right]$$

$$+ \int \left( J - \mathcal{R} \right)^2 \eta'(t)^2 \| \partial_t (u_\eta) \|_{H^{s+\frac{1}{2},0}}^2 \right\}.$$  \hspace{1cm} (4.8)

The Sobolev norm of $H^{s+3/2,0}$ has now appeared (first term of the third line). Furthermore, recalling that $\mathcal{R} \leq (1/4) \min \{ 1, \eta^{-1} \}$ both $(1/2 - \mathcal{R}^2) \geq 3/8$ and $\mathcal{R}^{-1} \geq 3/4$ are positive. Needless to say, this high regularity comes with a price, namely the appearance of certain terms which depend on the second time derivative $\eta''(t)$ (and are also in our main estimate (3.8)). By coupling (4.7) together with (4.8), we eventually gather the estimate.
We next proceed to estimate each term on the right-hand side of (4.9). For each estimated term, we will determine a suitable lower bound of the constant $D_s \geq 1$ in the main inequality (3.8) of Proposition 3.1. This lower bound will increase at any step. The last term will therefore provide the exact form of $D_s$.

Throughout the forthcoming analysis, we will repeatedly use the following estimates, which recast the $H^s$-Sobolev norm of $u_\eta$ and $b_{1,\eta}$ in terms of $E_s$.

\[
\|u_\eta\|_{H^s,t.0} \leq \|u_\eta\|_{H^s,t.0} + \|\partial_t u_\eta\|_{H^s,t.0} + \|\|\partial_t u_\eta\|_{H^s,t.0} \|
\leq 2 \left(\frac{1}{2} \|\partial_t u_\eta\|_{H^s,t.0}^2 + \frac{1}{2} \|\|\partial_t u_\eta\|_{H^s,t.0} \|^2 \right)^{\frac{1}{2}} \leq 2\sqrt{E_s},
\]

\[
\|b_{1,\eta}\|_{H^s,t.0} \leq \|b_{1,\eta}\|_{H^s,t.0} + \|\partial_t b_{1,\eta}\|_{H^s,t.0} + \|\|\partial_t b_{1,\eta}\|_{H^s,t.0} \| \leq 2 \left(\frac{1}{2} \|\|\partial_t b_{1,\eta}\|_{H^s,t.0} \|^2 + \frac{1}{2} \|\|\partial_t b_{1,\eta}\|_{H^s,t.0} \|^2 \right)^{\frac{1}{2}} \leq 2\sqrt{E_s}.
\]

Similarly, we can connect the $H^{s+1/2}$-norms of $u_\eta$ and $b_{1,\eta}$ in terms of $D_{s+\frac{1}{2}}$:

\[
\|u_\eta\|_{H^{s+\frac{1}{2}},t.0} \leq 2\sqrt{D_{s+\frac{1}{2}}}, \quad \|b_{1,\eta}\|_{H^{s+\frac{1}{2}},t.0} \leq 2\sqrt{D_{s+\frac{1}{2}}}. \quad (4.11)
\]
The first term on the right-hand side of (4.9), that we deal with, is the convection
\[ |e^{\mathcal{R}t} \left\{ (u \partial_x u)_{\eta}, 2\| (\partial_t u)_{\eta} + u_{\eta} \right\}_{H^{s,0}} | \leq e^{\mathcal{R}t} \| (u \partial_x u)_{\eta} \|_{H^{s-\frac{1}{2},0}} \left\{ \| (\partial_t u)_{\eta} \|_{H^{s+\frac{1}{2},0}} + \| \partial_x (u_{\eta}) + u_{\eta} \|_{H^{s+\frac{1}{2},0}} \right\} \]
\[ \leq e^{\mathcal{R}t} \| (u \partial_x u)_{\eta} \|_{H^{s-\frac{1}{2},0}} \left( \frac{\| \partial_t (u_{\eta}) \|_{H^{s+\frac{1}{2},0}}^2}{2} \frac{1}{2} \| \partial_x (u_{\eta}) + u_{\eta} \|_{H^{s+\frac{1}{2},0}}^2 + \frac{1}{2} \| (\partial_t u)_{\eta} \|_{H^{s+\frac{1}{2},0}}^2 \right)^{\frac{1}{2}} \]
\[ \leq 2e^{\mathcal{R}t} \| (u \partial_x u)_{\eta} \|_{H^{s-\frac{1}{2},0}} \sqrt{D_{s+\frac{1}{2}}(t)}. \]

In order to cope with \((u \partial_x u)_{\eta} \) in \( H^{s-1/2,0} \), we shall transfer the \( \eta \)-transformation (i.e. the Lagrangian multiplier \( e^{\left(t_{\eta} - \eta(t)\right)}(1+|D_x|) \)) to each component \( u \) and \( \partial_x u \). Of course, \((u \partial_x u)_{\eta} \neq u_{\eta} \partial_x u_{\eta}\) in general. However, we are here controlling a Sobolev norm and not the functions themselves, pointwise. The following product law therefore allows us to transfer the mentioned Lagrangian multiplier in terms of pure Sobolev estimates:

**Lemma 4.1** Let \( f, g : \mathbb{R} \times (0, 1) \rightarrow \mathbb{R} \) be two functions such that \( f_{\eta}, g_{\eta} \) and \( \partial_y f_{\eta} \) belong to \( H^{\sigma_1,0}(\mathbb{R} \times (0, 1)) \) with \( \sigma_1 > 1/2 \) (and thus also to \( H^{\sigma_2,0}(\mathbb{R} \times (0, 1)) \), for any \( \sigma_2 \leq \sigma_1 \)). Furthermore, assume that \( f \equiv 0 \) in \( y = 0 \) in the sense of trace. Then
\[ \| (fg)_{\eta} \|_{H^{\sigma_1,0}} \leq \frac{2^{\sigma_1-\frac{1}{2}}}{\sqrt{\sigma_2-\frac{1}{2}}} \left( \| \partial_y f_{\eta} \|_{H^{\sigma_1,0}} \| g_{\eta} \|_{H^{\sigma_2,0}} + \| \partial_y f_{\eta} \|_{H^{\sigma_2,0}} \| g_{\eta} \|_{H^{\sigma_1,0}} \right) \]
for any regularities \( \sigma_2 \in (1/2, \sigma_1] \).

We postpone the technical proof of this lemma 4.1 to the appendix (cf. Lemma A.1). Addressing our original estimate (4.12), we are in the position to apply Lemma 4.1 with the regularities \( \sigma_1 = \sigma_2 = s - 1/2 > 1/2 \) and the functions \( f(\cdot) = u(t, \cdot), g(\cdot) = \partial_x u(t, \cdot) \). We deduce therefore that
\[ \| (u \partial_x u)_{\eta} \|_{H^{s-\frac{1}{2},0}} \leq \frac{2^{s-1}}{\sqrt{s-1}} \| \partial_y u_{\eta} \|_{H^{s-\frac{1}{2},0}} \| \partial_x u_{\eta} \|_{H^{s-\frac{1}{2},0}} \]
\[ \leq \frac{2^s}{\sqrt{s-1}} \| \partial_x u_{\eta} \|_{H^{s,0}} \| u_{\eta} \|_{H^{s+\frac{1}{2},0}} \]
\[ \leq \frac{2^{s+1}}{\sqrt{s-1}} \| \partial_y u_{\eta} \|_{H^{s,0}} \sqrt{D_{s+\frac{1}{2}}(t)}. \]

where in the last inequality we have indeed applied (4.11). Plugging this inequality to the original estimate (4.12), we eventually gather that the convective term is bounded by
\[ |e^{\mathcal{R}t} \left\{ (u \partial_x u)_{\eta}, u_{\eta} \right\}_{H^{s,0}} | \leq \frac{2^{s+2}}{\sqrt{s-1}} \left( 1 + \frac{1}{\sqrt{3}} \sqrt{E_s(t)D_{s+\frac{1}{2}}(t)} \right). \]
We shall now remark that the above right-hand side is indeed in the first integrand of the third line of our main inequality (3.8) of Proposition 3.1. A necessary condition for the validity of this Proposition is that the related constant $D_s$ must satisfy $D_s \geq 2^{s+2}/\sqrt{s-1}$.

Next, we deal with the second term on the right-hand side of (4.7), more precisely

$$e^{\mathcal{R}_t} \left| \left( (v \partial_y u) \eta, \ 2 \| (\partial_t u) \eta + u \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. \left( \| (\partial_t u) \eta \|_{H_t^{s,0}} + \| (\partial_t u) \eta + u \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. 2 \sqrt{D_{s+1/2}(t)} \right| \leq e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. 2 \sqrt{D_{s+1/2}(t)} \right| \leq e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. 2 \sqrt{D_{s+1/2}(t)} \right|.$$ 

We apply Lemma 4.1 once more with regularities $\sigma_1 = \sigma_2 = s - 1/2 > 1/2$, but with functions $f = v$ and $g = \partial_y u$. Hence

$$e^{\mathcal{R}_t} \left| \left( (v \partial_y u) \eta, \ 2 \| (\partial_t u) \eta + u \eta \|_{H_t^{s,0}} \right) \right| \leq \frac{2^{s-1}}{\sqrt{s-1}} e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. 2 \sqrt{D_{s+1/2}(t)} \right| \leq \frac{2^{s+1}}{\sqrt{s-1}} e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right| \leq \frac{2^{s+1}}{\sqrt{s-1}} e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right| \leq \frac{2^{s+2}}{\sqrt{s-1}} e^{\mathcal{R}_t} \left( (v \partial_y u) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right|,$$

which is in the first integrand of the third line of our energy inequality (3.8). Hence $D_s$ must satisfy at least $D_s \geq 2^{s+3}/\sqrt{s-1}$.

Next, we aim to estimate each component of the function $F_\eta$ in (4.7) (see also (4.3)). We begin with

$$e^{\mathcal{R}_t} \left| \left( (b_1 b_2 v) \eta, \ 2 \| (\partial_t u) \eta + u \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \left( \| (\partial_t u) \eta \|_{H_t^{s,0}} + \| (\partial_t u) \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right|.$$ 

Thanks to Lemma 4.1, with $\sigma_1 = s - 1/2$, $\sigma_2 = s - 1$, $f = v$ and $g = b_1 b_2$, we deduce that

$$e^{\mathcal{R}_t} \left| \left( (b_1 b_2 v) \eta, \ 2 \| (\partial_t u) \eta + u \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \left( \| (\partial_t u) \eta \|_{H_t^{s,0}} + \| (\partial_t u) \eta \|_{H_t^{s,0}} \right) \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right| \leq e^{\mathcal{R}_t} \left( (b_1 b_2 v) \eta \right) \left. \sqrt{D_{s+1/2}(t)} \right|.$$ 

 Springer
Next, we apply Lemma 4.1 twice, first with regularities \( \sigma_1 = \sigma_2 = s - 1 \) and functions \( f = b_2, g = b_1 \) (to deal with the term \( \| (b_1 b_2) \eta \|_{H^{s-1}} \)), secondly with regularities \( \sigma_1 = \sigma_2 = s - 1/2 \) and same functions \( f = b_2, g = b_1 \) (to deal with the term \( \| (b_1 b_2) \eta \|_{H^{s-1/2}} \)). By recalling the divergence-free condition \( \partial_y b_2, \eta = - \partial_x b_1, \eta \), we gather

\[
\begin{align*}
\mathcal{R}^T \left\| (b_1 b_2 v) \eta, 2 \| (\partial_t u) \eta + u \eta \|_{H^{s,0}} \right\| \\
&\leq \mathcal{R}^T \left\| (b_1 b_2 v) \eta, 2 \| (\partial_t u) \eta + u \eta \|_{H^{s,0}} \right\| \\
&\leq \frac{2s}{s - 3/2} e^{\mathcal{R}^T} \left\{ 2^s \mathcal{E}_s(t) 2 \sqrt{D_{s+1/2}(t)} + 2 \mathcal{E}_s(t) \sqrt{D_{s+1/2}(t)} \right\} \sqrt{D_{s+1/2}(t)} \\
&\leq \frac{2s}{s - 3/2} e^{\mathcal{R}^T} \mathcal{E}_s(t) D_{s+1/2}(t)
\end{align*}
\]

which is one of integral of \( \mathcal{E}_s(t) \) in the third line of (4.1). Hence \( D_s \) must satisfy \( D_s \geq 2^{s+3}/\sqrt{s - 1} + 2^{s+4}/(s - 3/2) \).

The remaining components of \( F_\eta \) are dealt with an analogous procedure. Thanks to Lemma 4.1, we have indeed

\[
\begin{align*}
\mathcal{R}^T \left\| (b_2^2 u) \eta, 2 \| (\partial_t u) \eta + u \eta \|_{H^{s,0}} \right\| \\
&\leq \mathcal{R}^T \left\| (b_2^2 u) \eta \|_{H^{s-1/2}} \| (\partial_t u) \eta + u \eta \|_{H^{s+1/2}} \right\| \\
&\leq \mathcal{R}^T \left\| (b_2^2 u) \eta \|_{H^{s-1/2}} 2 \sqrt{D_{s+1/2}(t)} \right\|.
\end{align*}
\]

We invoke once more Lemma 4.1, with \( \sigma_1 = s - 1/2, \sigma_2 = s - 1, f = b_2 \) and \( g = u b_2 \). Thanks to the divergence-free condition \( \partial_y b_2, \eta = - \partial_x b_1, \eta \), we deduce that

\[
\begin{align*}
\mathcal{R}^T \left\| (b_2^2 u) \eta, 2 \| (\partial_t u) \eta + u \eta \|_{H^{s,0}} \right\| \\
&\leq \mathcal{R}^T \left\{ 2^{s-1} \| (\partial_t b_2) \eta \|_{H^{s-1/2}} \| (u b_2) \eta \|_{H^{s-1/2}} + \| \partial_y b_2, \eta \|_{H^{s-1/2}} \| (u b_2) \eta \|_{H^{s-1/2}} \right\} 2 \sqrt{D_{s+1/2}(t)} \\
&\leq 2^{s-1} e^{\mathcal{R}^T} \left\{ \| b_1, \eta \|_{H^{s-1/2}} \| (u b_2) \eta \|_{H^{s-1/2}} + \| b_1, \eta \|_{H^{s-1/2}} \| (u b_2) \eta \|_{H^{s-1/2}} \right\} \sqrt{D_{s+1/2}(t)}.
\end{align*}
\]

We are now in the position to apply Lemma 4.1 to cope with \( \| (u b_2) \eta \|_{H^{s-1/2}} \) and \( \| (u b_2) \eta \|_{H^{s-1/2}} \). We first consider regularities \( \sigma_1 = \sigma_2 = s - 1 \) and functions \( f = b_2 \),
$g = u$ and secondly regularities $\sigma_1 = \sigma_2 = s - 1/2$, with functions $f = b_2, g = u$:

$$
\left| e^{R_t} \left[ \left( (b_2^2 u)_{\eta}, 2 \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s, 0} \right) \right] \right| \leq \frac{2^{s-\frac{1}{2}}}{\sqrt{s - \frac{3}{2}}} e^{R_t} \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \sqrt{D_{s+\frac{1}{2}}(t)}
$$

$$
\left. \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \right| \leq \frac{2^{s-1}}{\sqrt{s - \frac{1}{2}}} e^{R_t} \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \sqrt{D_{s+\frac{1}{2}}(t)}
$$

$$
\left. \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \right| \leq \frac{2^{s-1}}{\sqrt{s - \frac{1}{2}}} e^{R_t} \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \sqrt{D_{s+\frac{1}{2}}(t)}
$$

Thus, recalling (4.10) and (4.11), we obtain

$$
\left| e^{R_t} \left[ \left( (b_2^2 u)_{\eta}, 2 \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s, 0} \right) \right] \right| \leq \frac{2^{s+1}}{\sqrt{s - \frac{3}{2}}} e^{R_t} \left\{ \| b_{1, \eta} \|_{H^{s+\frac{1}{2}, 0}} \right\} \sqrt{D_{s+\frac{1}{2}}(t)}
$$

We need therefore to impose $D_s \geq 2^{s+3}/\sqrt{s - 1} + 2^{2s+5}/(s - 3/2)$.

The last term of $F_{\eta}$ is finally estimated as follows:

$$
\left| e^{R_t} \left[ \left( b_2 \left( f \right. \partial_t b_1 \right)_{\eta}, 2 \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s, 0} \right) \right] \right| \leq \frac{2^{s+1}}{\sqrt{s - 1}} e^{R_t} \left\{ \| b_{1, \eta} \|_{H^{s+1/2, 0}} \right\} \sqrt{D_{s+1/2}(t)}
$$

Since $y \in (0, 1)$, one has that $\| f'_{\eta} (\partial_t b_1)_{\eta} \|_{H^{s+1/2, 0}} \leq \| (\partial_t b_1)_{\eta} \|_{H^{s+1/2, 0}} \leq \| (\partial_t b_1)_{\eta} \|_{H^{s, 0}} \leq 2/\sqrt{D_{s}} \| \sqrt{E_s(t)} \|$, hence

$$
\left| e^{R_t} \left[ \left( b_2 \left( f \right. \partial_t b_1 \right)_{\eta}, 2 \| (\partial_t u)_{\eta} + u_{\eta} \|_{H^s, 0} \right) \right] \right| \leq \frac{2^{s+2}}{\sqrt{s - 1}} e^{R_t} \left\{ \| (\partial_t b_1)_{\eta} \|_{H^{s, 0}} \right\} \sqrt{D_{s+1/2}(t)},
$$

which is indeed in the second integral of (4.1). We shall impose $D_s \geq 3 \cdot 2^{s+2}/\sqrt{s - 1} + 2^{2s+5}/(s - 3/2)$.
4.2 Estimates of the Pressure

To complete the estimates of the momentum equation, we shall finally address the term in (4.9) related to the pressure. First, we remark that

\[- \langle \partial_x p, 2 \| \partial_t u \rangle + u \rangle \|_{H^{s,0}} = \langle \partial_x p, 2 \| \partial_t \partial_x u \rangle + \partial_x u \rangle \|_{H^{s,0}} = - \langle p, 2 \| \partial_x v \rangle + \partial_y v \rangle \|_{H^{s,0}} = e^{R_t} \langle \partial_x p, 2 \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} .\]

Furthermore, making use of the second equation in (3.3), we can decompose this term as

\[e^{R_t} \langle \partial_x p, 2 \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} = e^{R_t} \left\{ \left( b_1 b_2 u \right)_\eta \right\} = 2 \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} + \left( b_1^2 v \right) \eta, 2 \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} + \left( b_1 \left( \int \partial t b_1 \right) \right)_\eta, 2 \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} \right\}.\]

We begin with by estimating the inner product \( \langle b_1 b_2 u \rangle \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} \), where we can first localize a dissipation of the form \( D_{s+1/2}(t)^{1/2} \):

\[\left| e^{R_t} \left( b_1 b_2 u \right)_\eta \| \partial_t v \rangle + v \rangle \|_{H^{s,0}} \right| \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \| 2 \| \partial_t v \rangle + v \rangle \|_{H^{s-1/2,0}} \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \left( \left\| \int \partial_t b_1 \right\|_{H^{s-1/2,0}} \right) \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \left( \left\| \partial_t b_1 \right\|_{H^{s-1/2,0}} \right) \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \left( \left\| \partial_t b_1 \right\|_{H^{s+1/2,0}} + \left\| \partial_t u \right\|_{H^{s+1/2,0}} \right) \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \left( \left\| \partial_t b_1 \right\|_{H^{s+1/2,0}} + \left\| \partial_t u \right\|_{H^{s+1/2,0}} \right) \leq e^{R_t} \left\| b_1 b_2 u \right\|_{H^{s+1/2,0}} \left( \left\| \partial_t b_1 \right\|_{H^{s+1/2,0}} + \left\| \partial_t u \right\|_{H^{s+1/2,0}} \right) \leq \sqrt{D_{s+1/2}(t)} \].

We shall now address the trilinear term \( \| b_1 b_2 u \|_{H^{s+1/2,0}} \) and we apply Lemma 4.1 with \( \sigma_1 = s + 1/2, \sigma_2 = s - 3/2, f = b_2 \) and \( g = b_1 u \):
Plugging the last inequality into (4.14), we eventually obtain

\[
\left\| (b_1 b_2 u)_{\eta} \right\|_{H^{s+\frac{1}{2},0}} \leq \frac{2^s}{\sqrt{s-2}} \left\{ \left\| \partial_s b_2, \eta \right\|_{H^{s-\frac{3}{2},0}} \left\| (ub_1)_{\eta} \right\|_{H^{s+\frac{1}{2},0}} + \left\| \partial_s b_2, \eta \right\|_{H^{s-\frac{3}{2},0}} \left\| (ub_1)_{\eta} \right\|_{H^{s+\frac{1}{2},0}} \right\}
\]

Next, we apply twice Lemma 4.1, in order to deal with \( \left\| (ub_1)_{\eta} \right\|_{H^{s-3/2,0}} \) and \( \left\| (ub_1)_{\eta} \right\|_{H^{s+1/2,0}} \). For both cases we consider functions \( f = u \) and \( g = b_1 \), however the regularities are considered \( \sigma_1 = s - 3/2 = \sigma_2 \) and \( \sigma_1 = s + 1/2, \sigma_2 = s \), respectively. We gather

\[
\left\| (b_1 b_2 u)_{\eta} \right\|_{H^{s+\frac{1}{2},0}} \leq \frac{2^s}{\sqrt{s-2}} \left\{ \left[ \frac{D_{s+\frac{1}{2}}(t)}{\sqrt{s-1/2}} \right]^{2^{s-2}} \right\} \left\{ \left\| \partial_s u_{\eta} \right\|_{H^{s-1/2,0}} \left\| b_{1,\eta} \right\|_{H^{s-1/2,0}} + \left\| \partial_s u_{\eta} \right\|_{H^{s+1/2,0}} b_{1,\eta} \left\| \right\|_{H^{s-1/2,0}} \right\}
\]

Plugging the last inequality into (4.14), we eventually obtain

\[
\left\| e^{Rt}((b_1 b_2 u)_{\eta}, 2 \left[ \partial_s v \right]_{\eta} + v_{\eta}) \right\|_{H^{s,0}} \leq \frac{2^{2s+4}}{s-2} \sqrt{D_{s+\frac{1}{2}}(t) D_{s+\frac{1}{2}}(t)} \mathcal{E}_s(t) + \frac{2^{2s+4}}{s-2} \sqrt{D_{s+\frac{1}{2}}(t) D_{s+\frac{1}{2}}(t)} \mathcal{E}_s(t). \tag{4.16}
\]

We shall thus impose \( D_s \geq 3 \cdot 2^{s+2} / \sqrt{s-1} + 2^{2s+5} / (s-3/2) + 2^{2s+4} / (s-2) \).
Coming back to (4.13), we infer that a similar approach as the one used to show (4.16) implies that

\[ |e^{\mathcal{R}_t}(b_1^v, 2(\partial_t v)_\eta + v_\eta)|_{H^{s,0}}| \leq \frac{2^{s+4}}{s - 2} \sqrt{|D_{s+\frac{1}{2}}(t)D_{s+\frac{1}{2}}(t)E_s(t)|} + \frac{2^{s+4}}{s - 2} \sqrt{|E_s(t)|D_{s+\frac{1}{2}}(t)}, \]

thus we must impose \( D_s \geq 3 \cdot 2^{s+2}/\sqrt{s - 1} + 2^{2s+5}/(s - 3/2) + 2^{2s+5}/(s - 2) \).

To conclude the estimates of the momentum equation, we consider \((b_1(f^y_0 \partial_t b_1))_\eta, 2\parallel (\partial_t v)_\eta + v_\eta)_{H^{s,0}},\) the last term of (4.13).

\[ e^{\mathcal{R}_t}(b_1(f^y_0 \partial_t b_1))_\eta, 2\parallel (\partial_t v)_\eta + v_\eta)_{H^{s,0}} \leq e^{\mathcal{R}_t} \left\| (b_1(f^y_0 \partial_t b_1))_\eta \right\|_{H^{s+\frac{1}{2},0}} 2\sqrt{D_{s+\frac{1}{2}}(t)} \]

\[ \leq e^{\mathcal{R}_t} \frac{2^s}{\sqrt{s - 1/2}} (\|b_1\|_{H^{s+\frac{1}{2},0}} + \|\partial_t b_1\|_{H^{s+\frac{1}{2},0}} + \|b_1\|_{H^{s+\frac{1}{2},0}} \|\partial_t b_1\|_{H^{s+\frac{1}{2},0}}) \]

\[ \leq e^{\mathcal{R}_t} \left( \frac{2^{s+1}}{\sqrt{s - 1/2}} \frac{2\mathcal{P}_m}{\kappa} \sqrt{E_s(t)} + \frac{2\mathcal{P}_m}{\kappa} \sqrt{E_s(t)} \right) \sqrt{D_{s+\frac{1}{2}}(t)} \]

\[ \leq e^{\mathcal{R}_t} \left( \frac{2^{s+1}}{\sqrt{s - 1/2}} \frac{2\mathcal{P}_m}{\kappa} \sqrt{E_s(t)} D_{s+\frac{1}{2}}(t) \right). \]

We shall impose \( D_s \geq 3 \cdot 2^{s+2}/\sqrt{s - 1} + 2^{2s+5}/(s - 3/2) + 2^{2s+5}/(s - 2) + 2^{2s+4}/\sqrt{s - 1/2}. \) This concludes the estimates related to the momentum equation.

### 4.3 Estimates Related to the Equation of \( b_1 \)

In this section we cope with the equation of \( b_1 \) in the main system (3.3), more precisely we deal with

\[ \frac{\kappa}{\mathcal{P}_m} \partial_t b_1 + \partial_x b_1 + u \partial_x b_1 + v \partial_y b_1 - \frac{1}{\mathcal{P}_m} \partial^2_{y^3} b_1 = b_1 \partial_x u + b_2 \partial_y u. \]  

(4.17)

By coupling the definition of \( b_{1,\eta} = e^{(\tau_{0,\eta}(1 + |D_s|)} b_1 \) and Eq. (4.17), we remark that the function \((t, x, y) \in (0, T) \times \mathbb{R} \rightarrow e^{\mathcal{R}_t/2} b_{1,\eta}(t, x, y)\) is solution of the following equation

\[ \frac{\kappa}{\mathcal{P}_m} \partial_t e^{\frac{\mathcal{R}_t}{2}} (\partial_t b_1)_{\eta} + e^{\frac{\mathcal{R}_t}{2}} (\partial_t b_1)_{\eta} + \eta'(t)(1 + |D_s|) e^{\frac{\mathcal{R}_t}{2}} (\partial_t b_1)_{\eta} + e^{\frac{\mathcal{R}_t}{2}} (u \partial_x b_1)_{\eta} + e^{\frac{\mathcal{R}_t}{2}} (v \partial_y b_1)_{\eta} \]

\[ + e^{\frac{\mathcal{R}_t}{2}} (v \partial_y b_1)_{\eta} - e^{\frac{\mathcal{R}_t}{2}} \partial^2_{y^3} (e^{\frac{\mathcal{R}_t}{2}} b_{1,\eta}) \]

\[ = \frac{\kappa}{\mathcal{P}_m} e^{\frac{\mathcal{R}_t}{2}} (\partial_t b_1)_{\eta} + e^{\frac{\mathcal{R}_t}{2}} (b_1 \partial_x u)_{\eta} + e^{\frac{\mathcal{R}_t}{2}} (b_2 \partial_y u)_{\eta}. \]  

(4.18)
With a similar approach as the one used to prove inequality (4.9), we infer that the following estimate holds true:

\[
\begin{align*}
\frac{d}{dt} & \left[ e^{Rt} \left( \frac{\kappa^2}{2Pr_m^2} \| (\partial_t b_1)_{\eta} \|_{H^{s+0}}^2 + \frac{1}{2} \| \frac{\kappa}{Pr_m} (\partial_t b_1)_{\eta} + b_{1, \eta} \|_{H^{s+0}}^2 + \frac{\kappa}{Pr_m^2} \| \partial_y b_{1, \eta} \|_{H^{s+0}}^2 \right) \right] \\
& \leq e^{Rt} \left\{ \left( (u \partial_x b_1)_{\eta}, 2(\partial_t b_1)_{\eta} + b_{1, \eta} \right)_{H^{s+0}} \right. \\
& \quad + \left\{ (v \partial_y b_1)_{\eta}, \frac{2\kappa}{Pr_m} (\partial_t b_1)_{\eta} + b_{1, \eta} \right\}_{H^{s+0}} \\
& \quad + \left\{ (b_1 \partial_x u)_{\eta}, \frac{2\kappa}{Pr_m} (\partial_t b_1)_{\eta} + b_{1, \eta} \right\}_{H^{s+0}} \\
& \quad + \left\{ (b_2 \partial_x v)_{\eta}, \frac{2\kappa}{Pr_m} (\partial_t b_1)_{\eta} + b_{1, \eta} \right\}_{H^{s+0}} \}.
\end{align*}
\]

We next proceed to estimate each term on the right-hand side of (4.19). For each estimated term, we will determine a suitable (increasing) lower bound of the constant \( D_s \). The last term will therefore provide the exact form of \( D_s \). We recall that from the
estimate of the momentum equation, \( D_s \geq 3 \cdot 2^{s+2}/\sqrt{s-1} + 2^{2s+5}/(s-3/2) + 2^{2s+5}/(s-2) + 2^{2s+4}/\sqrt{s-1/2}, \) momentarily.

The first term in (4.19) we deal with is the convection

\[
e^{Rt} \left\| (u \partial_\nu b_1)_\eta \frac{2\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|_{H^{s,0}} \\
\leq e^{Rt} \left\| (u \partial_\nu b_1)_\eta \right\|_{H^{s-\frac{1}{2},0}} \left( \frac{\kappa}{Pr_m} \left\| (\partial_\nu b_1)_\eta + \left\| \frac{\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|_{H^{s+\frac{1}{2},0}} \right) \\
\leq e^{Rt} \left\| (u \partial_\nu b_1)_\eta \right\|_{H^{s-\frac{1}{2},0}} \left( \frac{\kappa^2}{2Pr_m} \left( \| (\partial_\nu b_1)_\eta \|^2_{H^{s+\frac{1}{2},0}} + \frac{1}{2} \left\| \frac{\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|^2_{H^{s+\frac{1}{2},0}} \right) \\
\leq 2e^{Rt} \left\| (u \partial_\nu b_1)_\eta \right\|_{H^{s-\frac{1}{2},0}} \sqrt{D_{s+\frac{1}{2}}(t)}
\]

We are in the position to apply Lemma 4.1 with the regularities \( \sigma_1 = \sigma_2 = s - 1/2 > 1/2 \) and the functions \( f(\cdot) = u(t, \cdot), \) \( g(\cdot) = \partial_\nu u(t, \cdot). \) We deduce therefore that

\[
\left\| (u \partial_\nu b_1)_\eta \right\|_{H^{s-\frac{1}{2},0}} \leq \frac{2^{s-1}}{\sqrt{s-1}} 2 \left\| \partial_\nu u_\eta \right\|_{H^{s-\frac{1}{2},0}} \left\| \partial_\nu b_1, \eta \right\|_{H^{s+\frac{1}{2},0}} \\
\leq \frac{2^s}{\sqrt{s-1}} \left\| \partial_\nu u_\eta \right\|_{H^{s,0}} \left\| b_1, \eta \right\|_{H^{s+\frac{1}{2},0}} \\
\leq \frac{2^s}{\sqrt{s-1}} \left( \frac{1}{\sqrt{s}} \right) \sqrt{E_s(t)} 2 \sqrt{D_{s+\frac{1}{2}}(t)}.
\]

Plugging the above estimate to the original convective term (4.20), we eventually gather that

\[
e^{Rt} \left\| (u \partial_\nu b_1)_\eta, \frac{2\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|_{H^{s,0}} \leq \frac{2^{s+2}}{\sqrt{s-1}} e^{Rt} \left( \frac{1}{\sqrt{s}} \right) \sqrt{E_s(t)} D_{s+\frac{1}{2}}(t).
\]

Therefore we require \( D_s \geq 2^{s+4}/\sqrt{s-1} + 2^{2s+5}/(s-3/2) + 2^{2s+5}/(s-2) + 2^{2s+4}/\sqrt{s-1/2}. \)

Next, we treat the second term on the right-hand side of (4.7):

\[
e^{Rt} \left\| (v \partial_\nu b_1)_\eta, \frac{2\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|_{H^{s,0}} \leq e^{Rt} \left\| (v \partial_\nu b_1)_\eta \right\|_{H^{s-\frac{1}{2},0}} 2 \sqrt{D_{s+\frac{1}{2}}(t)}.
\]

We apply Lemma 4.1 once more with regularities \( \sigma_1 = \sigma_2 = s - 1/2 > 1/2, \) with functions \( f = v \) and \( g = \partial_\nu b_1. \) Hence

\[
e^{Rt} \left\| (v \partial_\nu b_1)_\eta, \frac{2\kappa}{Pr_m} (\partial_\eta b_1)_\eta + b_{1,\eta} \right\|_{H^{s,0}} \leq \frac{2^{s-1}}{\sqrt{s-1}} e^{Rt} \left\| \partial_\nu v_\eta \right\|_{H^{s-\frac{1}{2},0}} \left\| \partial_\nu b_1, \eta \right\|_{H^{s+\frac{1}{2},0}} 2 \sqrt{D_{s+\frac{1}{2}}(t)} \\
\leq \frac{2^{s+1}}{\sqrt{s-1}} e^{Rt} \left\| \partial_\nu u_\eta \right\|_{H^{s-\frac{1}{2},0}} \left\| \partial_\nu b_1, \eta \right\|_{H^{s+\frac{1}{2},0}} \sqrt{D_{s+\frac{1}{2}}(t)}
\]
Hence \( D_s \) must satisfy at least \( D_s \geq 5 \cdot 2^{s+2} / \sqrt{s-1} + 2^{2s+5} / (s-3/2) + 2^{2s+5} / (s-2) + 2^{2s+4} / \sqrt{s-1/2} \).

Next, we deal with

\[
e^{\mathcal{R}t} | \langle (b_1 \partial_x u) \eta, \frac{2 \kappa}{Pr_m} (\partial_t b_1) \eta + b_1, \eta \rangle |_{H^s, 0} \leq e^{\mathcal{R}t} \| (b_1 \partial_x u) \eta \|_{H^{s-1/2}, 0} \| \partial_t b_1 \|_{H^{s-1/2}, 0} 2 \sqrt{D_{s+1/2}(t)} \leq e^{\mathcal{R}t} \| (b_1 \partial_x u) \eta \|_{H^{s-1/2}, 0} 2 \sqrt{D_{s+1/2}(t)}.
\]

Applying Lemma 4.1 with regularities \( \sigma_1 = \sigma_2 = s - 1/2 > 1/2 \), with functions \( f = b_1 \) and \( g = \partial_x u \), we gather

\[
e^{\mathcal{R}t} | \langle (b_1 \partial_x u) \eta, \frac{2 \kappa}{Pr_m} (\partial_t b_1) \eta + b_1, \eta \rangle |_{H^s, 0} \leq \frac{2^s e^{\mathcal{R}t}}{\sqrt{s-1}} \| \partial_t b_1 \|_{H^{s-1/2}, 0} \| \partial_x u \eta \|_{H^{s-1/2}, 0} 2 \sqrt{D_{s+1/2}(t)} \leq \frac{2^{s+2} e^{\mathcal{R}t}}{\sqrt{s-1}} \| \partial_t b_1 \|_{H^{s-1/2}, 0} D_{s+1/2}(t) \leq \frac{2^{s+2} e^{\mathcal{R}t}}{\sqrt{s-1}} \frac{Pr_m}{\sqrt{\kappa}} \sqrt{\mathcal{E}_s(t)} D_{s+1/2}(t).
\]

Hence \( D_s \) must satisfy at least \( D_s \geq 6 \cdot 2^{s+2} / \sqrt{s-1} + 2^{2s+5} / (s-3/2) + 2^{2s+5} / (s-2) + 2^{2s+4} / \sqrt{s-1/2} \).

Finally, we deal with

\[
e^{\mathcal{R}t} | \langle (b_2 \partial_y u) \eta, \frac{2 \kappa}{Pr_m} (\partial_t b_1) \eta + b_1, \eta \rangle |_{H^s, 0} \leq e^{\mathcal{R}t} \| (b_2 \partial_y u) \eta \|_{H^{s-1/2}, 0} \left( \frac{\kappa}{Pr_m} \| (\partial_t b_1) \eta + b_1, \eta \|_{H^{s+1/2}, 0} \right) \leq e^{\mathcal{R}t} \| (b_2 \partial_y u) \eta \|_{H^{s-1/2}, 0} 2 \sqrt{D_{s+1/2}(t)}.
\]
Applying Lemma 4.1 with regularities \( \sigma_1 = \sigma_2 = s - 1/2 > 1/2 \), with functions \( f = b_1 \) and \( g = \partial_x u \), we gather

\[
e^{Rt} \left| \left( (b_2 \partial_y u)_{\eta}, \frac{2\kappa}{Pr_m} (\partial_t b_1)_{\eta} + b_1,_{\eta} \right)_{H^{s,0}} \right|
\]

\[
\leq \frac{2^s e^{Rt}}{\sqrt{s - 1}} \| \partial_y b_2,_{\eta} \|_{H^{s-\frac{1}{2},0}} \| \partial_y u,_{\eta} \|_{H^{s-\frac{1}{2},0}} 2^{1/2} \sqrt{D_{s+\frac{1}{2}}(t)} \\
\leq \frac{2^{s+1} e^{Rt}}{\sqrt{s - 1}} \| \partial_x b_1,_{\eta} \|_{H^{s-\frac{1}{2},0}} \| \partial_y u,_{\eta} \|_{H^{s-\frac{1}{2},0}} \sqrt{D_{s+\frac{1}{2}}(t)} \\
\leq \frac{2^{s+1} e^{Rt}}{\sqrt{s - 1}} \| b_1,_{\eta} \|_{H^{s+\frac{1}{2},0}} \| \partial_y u,_{\eta} \|_{H^{s-\frac{1}{2},0}} \sqrt{D_{s+\frac{1}{2}}(t)} \\
\leq \frac{2^{s+2} e^{Rt}}{\sqrt{s - 1}} \| \partial_y u,_{\eta} \|_{H^{s-\frac{1}{2},0}} D_{s+\frac{1}{2}}(t) \leq \frac{2^{s+2} e^{Rt}}{\sqrt{s - 1}} \frac{1}{\sqrt{\sqrt{\epsilon_s(t)} D_{s+\frac{1}{2}}(t)}}.
\]

Hence \( D_s \) must satisfy at least \( D_s \geq 7 \cdot 2^{s+2}/\sqrt{s - 1} + 2^{2s+5} / (s - 3/2) + 2^{2s+5} / (s - 2) + 2^{2s+4} / \sqrt{s - 1/2} \). Since, we have concluded our estimates, we are now in the position to set a value of \( D_s \). For instance, as compact form, we can consider \( D_s \) as

\[
D_s = \frac{2^{2s+6}}{s - 2} \left( 1 + \frac{s - 2}{\sqrt{s - 1}} \right) \\
\]

(4.21)

This concludes the proof of Proposition 3.1.
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**Appendix A: A Suitable Product Law**

This appendix is devoted to the proof of Lemma 4.1. We recall here the statement.
Lemma A.1 Let $f, g : \mathbb{R} \times (0, 1) \rightarrow \mathbb{R}$ be two functions such that $f_\eta, g_\eta$ and $\partial_y f_\eta$ belong to $H^{\sigma_1, 0}(\mathbb{R} \times (0, 1))$ with $\sigma_1 > 1/2$ (and thus also to $H^{\sigma_2, 0}(\mathbb{R} \times (0, 1))$, for any $\sigma_2 \leq \sigma_1$). Furthermore, assume that $f \equiv 0$ in $y = 0$ in the sense of trace. Then

$$\| (fg)_\eta \|_{H^{\sigma_1, 0}} \leq \frac{2^{\sigma_1 - \frac{1}{2}}}{\sqrt{\sigma_2 - \frac{1}{2}}} \left( \| \partial_y f_\eta \|_{H^{\sigma_1, 0}} \| g_\eta \|_{H^{\sigma_2, 0}} + \| \partial_y f_\eta \|_{H^{\sigma_1, 0}} \| g_\eta \|_{H^{\sigma_1, 0}} \right)$$

for any regularities $\sigma_2 \in (1/2, \sigma_1]$.

Proof According to the definition of $(fg)_\eta$ and the anisotropic Sobolev norm $H^{\sigma_1, 0}$, we have

$$\| (fg)_\eta \|_{H^{\sigma_1, 0}}^2 = \int_0^1 \int_0^1 (1 + |\xi|)^{2\sigma_1} e^{2(\tau_0 - \eta(t))(1 + |\xi|)} |\hat{f}g(\xi, y)|^2 \, d\xi \, dy$$

$$= \int_0^1 \int_0^1 (1 + |\xi|)^{2\sigma_1} e^{2(\tau_0 - \eta(t))(1 + |\xi|)} |\hat{f} \ast \hat{g}(\xi, y)|^2 \, d\xi \, dy$$

$$= \int_0^1 \int_0^1 (1 + |\xi|)^{2\sigma_1} e^{2(\tau_0 - \eta(t))(1 + |\xi|)} \left| \int_\mathbb{R} \hat{f}(\xi - \eta, y) \hat{g}(\eta, y) \, d\eta \right|^2 \, d\xi \, dy. \tag{A.1}$$

We claim that

$$(1 + |\xi|)^{2\sigma_1} \leq 2^{2\sigma_1 - 1} \left[ (1 + |\xi - \eta|)^{2\sigma_1} + (1 + |\eta|)^{2\sigma_1} \right], \tag{A.2}$$

for $\sigma_1 > 1/2$. Indeed, we have

$$(1 + |\xi|)^{2\sigma_1} \leq (1 + |\xi - \eta| + |\eta|)^{2\sigma_1}$$

$$\leq \left[ (1 + |\xi - \eta|)^{2\sigma_1} + |\eta|^{2\sigma_1} \right]^{2\sigma_1} \times \frac{1}{2\sigma_1} (1 + 1)^{(1 - \frac{1}{2\sigma_1}) \times 2\sigma_1},$$

where in the last step we have used the Hölder inequality $(a + b)^{1/\theta} \leq (a^\theta + b^\theta)^{1/\theta} 2^{1-1/\theta}$, with $\theta = 2\sigma_1$. Continuing our estimate, we have therefore

$$(1 + |\xi|)^{2\sigma_1} \leq 2^{2\sigma_1 - 1} \left( (1 + |\xi - \eta|)^{2\sigma_1} + |\eta|^{2\sigma_1} \right)$$

$$\leq 2^{2\sigma_1 - 1} \left( (1 + |\xi - \eta|)^{2\sigma_1} + (1 + |\eta|)^{2\sigma_1} \right),$$
which is indeed (A.2). Next, we bring inequality (A.2) to (A.1) and we use the fact that \( e^{(\tau_0 - \eta(t)) (1 + |\xi|)} \leq e^{(\tau_0 - \eta(t)) (1 + |\xi - \eta|)} e^{(\tau_0 - \eta(t)) (1 + |\eta|)} \), thus

\[
\| (fg) \eta \|_{H^{\sigma_1,0}}^2 \leq 2^{2\sigma_1 - 1} \int_0^1 \int_{\mathbb{R}} (1 + |\xi - \eta|)^{2\sigma_1} e^{2(\tau_0 - \eta(t)) (1 + |\xi|)} d\xi dy + 2^{2\sigma_1 - 1} \int_0^1 \int_{\mathbb{R}} (1 + |\eta|)^{2\sigma_1} e^{2(\tau_0 - \eta(t)) (1 + |\xi|)} d\xi dy 
\]

\[
\int_{\mathbb{R}} \left| \int \hat{f}(\xi - \eta, y) \hat{g}(\eta, y) d\eta \right|^2 d\xi dy
\]

\[
\leq 2^{2\sigma_1 - 1} \int_0^1 \int_{\mathbb{R}} \int_{\mathbb{R}} (1 + |\xi - \eta|)^{\sigma_1} e^{(\tau_0 - \eta(t)) (1 + |\xi - \eta|)} d\xi dy \left( \int_{\mathbb{R}} \hat{f}(\xi - \eta, y) e^{(\tau_0 - \eta(t)) (1 + |\eta|)} \hat{g}(\eta, y) d\eta \right)^2 d\xi dy
\]

\[
+ 2^{2\sigma_1 - 1} \int_0^1 \int_{\mathbb{R}} \int_{\mathbb{R}} e^{(\tau_0 - \eta(t)) (1 + |\xi - \eta|)} \hat{f}(\xi - \eta, y) d\xi dy \left( \int_{\mathbb{R}} \hat{g}(\eta, y) d\eta \right)^2 d\xi dy
\]

\[
(1 + |\eta|)^{\sigma_1} e^{(\tau_0 - \eta(t)) (1 + |\eta|)} \hat{g}(\eta, y) d\eta \right|^2 d\xi dy
\]

We are now in the condition to apply the Young’s inequality for the convolution of functions, more precisely:

\[
\int \int \int (1 + |\xi - \eta|)^{\sigma_1} e^{(\tau_0 - \eta(t)) (1 + |\xi - \eta|)} \hat{f}(\xi - \eta, y) e^{(\tau_0 - \eta(t)) (1 + |\eta|)} \hat{g}(\eta, y) d\eta d\xi dy \right|^2 d\xi dy
\]

\[
= \int \int \left| \left[ (1 + |\cdot|)^{\sigma_1} \hat{f}_\eta \right] * \hat{g}_\eta (\xi, y) \right|^2 d\xi dy
\]

\[
= \int_0^1 \left\| \left[ (1 + |\cdot|)^{\sigma_1} \hat{f}_\eta \right] * \hat{g}_\eta (\cdot, y) \right\|_{L^2_x}^2 dy
\]

\[
\leq \int_0^1 \left\| (1 + |\cdot|)^{\sigma_1} \hat{f}_\eta (\cdot, y) \right\|_{L^2_x} \| \hat{g}_\eta (\cdot, y) \|_{L^1_x}^2 dy \leq \||1 + |\cdot|)^{\sigma_1} \hat{f}_\eta \|^2_{L^\infty_x L^2_y} \| \hat{g}_\eta \|^2_{L^2_x L^2_y}
\]
and similarly
\[
\int_0^1 \int_{\mathbb{R}} \int_{\mathbb{R}} e^{(\tau_0 - \eta(t))(1 + |\xi - \eta|)} \hat{f}(\xi - \eta, y)(1 + |\eta|)^{\sigma_1} e^{(\tau_0 - \eta(t))(1 + |\eta|)} \hat{g}(\eta, y) d\eta \mid^2 \, d\xi \, dy \\
\leq \|\hat{f}_\eta\|_{L^\infty_x L^1_\xi}^2 \|(1 + |\cdot|)^{\sigma_1} \hat{g}_\eta\|_{L^2_x L^2_\xi}^2.
\]

Summarizing, we gather
\[
\|(fg)_\eta\|_{H^{\sigma_1,0}}^2 \leq 2^{2\sigma_1-1} \|(1 + |\cdot|)^{\sigma_1} \hat{f}_\eta\|_{L^\infty_x L^1_\xi}^2 \|\hat{g}_\eta\|_{L^2_x L^2_\xi}^2 \\
+ 2^{2\sigma_1-1} \|(1 + |\cdot|)^{\sigma_1} \hat{g}_\eta\|_{L^2_x L^2_\xi}^2 \|\hat{f}_\eta\|_{L^\infty_x L^1_\xi}^2.
\]

We first tackle the last term on the r.h.s., namely \(\hat{f}_\eta\) in \(L^\infty_x L^1_\xi\). Since \(\sigma_2 > 1/2\), we have that
\[
\|\hat{f}_\eta\|_{L^\infty_x L^1_\xi}^2 = \left(\text{ess sup}_{y \in (0,1)} \int_{\mathbb{R}} |\hat{f}_\eta(\xi, y)| \, d\xi\right)^2 \\
\leq \left(\int_{\mathbb{R}} \frac{1}{(1 + |\xi|)^{2\sigma_2}} \, d\xi\right) \left(\text{ess sup}_{y \in (0,1)} \int_{\mathbb{R}} (1 + |\xi|)^{2\sigma_2} |\hat{f}_\eta(\xi, y)|^2 \, d\xi\right) \\
\leq \left(\int_{0}^\infty \frac{2^{\sigma_1-2\sigma_2}}{(1 + \rho)^{2\sigma_2}} \, d\rho\right) \left(\text{ess sup}_{y \in (0,1)} \int_{\mathbb{R}} (1 + |\xi|)^{2\sigma_2} y^2 \int_{0}^{y} |\partial_y \hat{f}_\eta(\xi, z)|^2 \, dz \, d\xi\right) \\
\leq \frac{2^{2-2\sigma_2}}{2\sigma_2 - 1} \int_{\mathbb{R}} \int_{0}^{1} (1 + |\xi|)^{2\sigma_2} |\partial_y \hat{f}_\eta(\xi, z)|^2 \, dz \, d\xi \\
\leq \frac{2^{2-2\sigma_2}}{2\sigma_2 - 1} \|\partial_y f_\eta\|_{H^{\sigma_2,0}}^2 \leq \frac{2^{1-2\sigma_2}}{\sigma_2 - \frac{1}{2}} \|\partial_y f_\eta\|_{H^{\sigma_2,0}}^2 \leq \frac{1}{\sigma_2 - \frac{1}{2}} \|\partial_y f_\eta\|_{H^{\sigma_2,0}}^2.
\]

With a similar ansatz, we claim that also
\[
\|\hat{g}_\eta\|_{L^2_x L^1_\xi}^2 \leq \frac{1}{\sigma_2 - \frac{1}{2}} \|g_\eta\|_{H^{\sigma_2,0}}^2.
\]

Moreover
\[
\|(1 + |\cdot|)^{\sigma_1} \hat{f}_\eta\|_{L^\infty_x L^1_\xi}^2 = \text{ess sup}_{y \in (0,1)} \int_{\mathbb{R}} (1 + |\xi|)^{2\sigma_1} \int_{0}^{y} |\partial_y \hat{f}_\eta(\xi, z)|^2 \, dz \, d\xi
\]
\[
\begin{align*}
\leq & \int_{\mathbb{R}} \left(1 + |\xi|\right)^{2\sigma_1} \sup_{y \in (0,1)} y \int_0^y |\partial_y \hat{f}_\eta(\xi, z)|^2 \, dz \\
\leq & \int_{\mathbb{R}} \int_0^1 \left(1 + |\xi|\right)^{2\sigma_1} |\partial_y \hat{f}_\eta(\xi, z)|^2 \, dz \, d\xi = \|\partial_y f_\eta\|_{H^{\sigma_1,0}}^2.
\end{align*}
\]

Summarizing, we finally deduce that

\[
\|fg_\eta\|_{H^{\sigma_1,0}}^2 \leq \frac{2^{2\sigma_1-1}}{\sigma_2 - \frac{1}{2}} \|\partial_y f_\eta\|_{H^{\sigma_1,0}}^2 \|g_\eta\|_{H^{\sigma_2,0}}^2 + \frac{2^{2\sigma_1-1}}{\sigma_2 - \frac{1}{2}} \|\partial_y f_\eta\|_{H^{\sigma_2,0}}^2 \|g_\eta\|_{H^{\sigma_1,0}}^2.
\]

By applying the square root to the above inequality (and remarking that \(\sqrt{a^2 + b^2} \leq |a| + |b|\), for any \(a, b \in \mathbb{R}\)), we conclude the proof of the Lemma.

\[
\square
\]
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