Landau-Level Mixing and Particle-Hole Symmetry Breaking for Spin Transitions in the Fractional Quantum Hall Effect
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The spin transitions in the fractional quantum Hall effect provide a direct measure of the tiny energy differences between differently spin-polarized states, and thereby serve as an extremely sensitive test of the quantitative accuracy of the theory of the fractional quantum Hall effect, and, in particular, of the role of Landau-level mixing in lifting the particle-hole symmetry. We report on an accurate quantitative study of this physics, evaluating the effect of Landau-level mixing in a nonperturbative manner using a fixed-phase diffusion Monte Carlo method. We find excellent agreement between our calculated critical Zeeman energies and the experimentally measured values. In particular, we find, as also do experiments, that the critical Zeeman energies for fractional quantum Hall states at filling factors \( \nu = 2 - n/(2n \pm 1) \) are significantly higher than those for \( \nu = n/(2n \pm 1) \), a quantitative signature of the lifting of particle-hole symmetry due to Landau-level mixing.

The role of particle-hole symmetry in the lowest Landau level (LLL) as well as its breaking due to Landau-level (LL) mixing has come into renewed focus in the contexts of the competition between the Pfaffian and the anti-Pfaffian wave functions for the \( \nu = 5/2 \) fractional quantum Hall (FQH) effect \([1–9]\) and of the nature of the composite-fermion (CF) Fermi sea at \( \nu = 1/2 \) \([10–24]\). LL mixing also affects various observable quantities in the FQH effect, and a lack of its quantitative understanding has been one of the major impediments to the goal of an accurate comparison between theory and experiment. The effect of LL mixing has been treated in a perturbative approach \([4–9]\), but the extent of its validity for typical experiments has remained unclear because the relevant parameter controlling the strength of LL mixing, namely the ratio of the Coulomb interaction to the cyclotron energy \( \kappa = (e^2/\epsilon \ell)/\hbar c \nu_c \) is typically \( \sim 1 \) and sometimes as high as \( \sim 2 \). (Here, \( \ell = \sqrt{\hbar c/eB} \) is the magnetic length, \( \epsilon \) is the dielectric constant of the background material, and \( \nu_c = eB/m_0 c \) is the cyclotron frequency.)

We study in this work the effect of LL mixing through the nonperturbative method of fixed-phase diffusion Monte Carlo calculations \([25–27]\). We focus here on the phase transitions between differently spin-polarized FQH states as a function of the Zeeman energy, which is an ideal testing ground for the role of LL mixing, both because a wealth of experimental information exists for the critical energies where such transitions occur \([28–40]\), and because they depend sensitively on LL mixing \([40–41]\). The critical Zeeman energy \( E_{Z}^{\text{crit}} \) quoted below in terms of the dimensionless ratio \( \alpha_Z^{\text{crit}} = E_{Z}^{\text{crit}}/(e^2/\epsilon \ell) \), is a direct measure of the tiny energy differences between differently spin polarized states, and thus serves as an extremely sensitive test of the quantitative accuracy of the theory. In particular, a long-standing puzzle has been that the observed values of \( \alpha_Z^{\text{crit}} \) for spin transitions at the filling factor \( \nu = 2 - n/(2n \pm 1) \) are significantly higher than those at \( \nu = n/(2n \pm 1) \). Because particle-hole symmetry in a system confined to the LLL guarantees that the transitions at \( \nu \) and \( 2 - \nu \) occur at the same \( \alpha_Z^{\text{crit}} \), it is clear that LL mixing, which breaks particle-hole symmetry, is responsible for the effect. Surprisingly, for heterojunction samples, \( \alpha_Z^{\text{crit}} \) for spin transitions at the filling factor \( \nu = 2 - n/(2n \pm 1) \) are higher even than the theoretical values for systems with zero width and zero LL mixing, which is counterintuitive because the corrections due to finite width and finite LL mixing are both expected to weaken the interaction and, thus, reduce \( \alpha_Z^{\text{crit}} \).

If the fixed-phase Diffusion Monte Carlo (DMC) method can be demonstrated to provide a quantitative account of these experiments, it will not only reveal the role of Landau-level mixing in a quantitative fashion but, in principle, also enable an investigation of the effect of LL mixing on various other issues, including the 5/2 Pfaffian/anti-Pfaffian state and the 1/2 CF Fermi sea, in a nonperturbative approach.

The DMC method \([42–43]\) solves the many-body Schrödinger equation by noting that its imaginary time \((t \to it)\) version can be interpreted as a diffusion equation. The wave function \( \Phi \) of interest plays the role of the density of diffusing particles, which is valid when \( \Phi \) is always real and non-negative, such as for Bose systems in their ground states. In order to treat Fermi statistics, a fixed-node approximation is used which does not allow diffusion through the nodal surface. The fixed-node DMC method, suitable for real wave function, cannot be applied directly to FQH systems, which, due to the broken time-reversal symmetry, produce complex valued eigenfunctions for interacting fermions. For such systems, a fixed-phase approximation was introduced by Ortiz, Ceperley and Martin \([25]\) who express the wave
Many previous studies [11 51 53] have used variational Monte Carlo (VMC) calculations to evaluate $\alpha_n^{crit}$ using the LLL wave functions of Eq. (2). (For other approaches, see Refs. 51–57.) To study the effect of LL mixing, we perform a DMC calculation as a function of $\kappa$, which, for parameters appropriate for electron-doped GaAs ($\epsilon = 12.5$, electron band mass $m_e = 0.067 m_0$), is given by $\kappa \approx 2.6/\sqrt{\beta T} \approx 1.28 \sqrt{2}/(\rho/10^{13} \text{ cm}^{-2})$, where $\rho$ is the areal density. The DMC result reduces to a VMC result in the limit of $\kappa = 0$.

The nonzero transverse width of GaAs-Al$_x$Ga$_{1-x}$As heterojunctions and quantum wells also has a quantitative effect, producing an effective two-dimensional interaction dependent on the transverse wave function $\xi(z)$:

$$V^{\text{eff}}(r) = \frac{e^2}{c} \int d\zeta_1 \int d\zeta_2 \frac{|\xi(z_1)|^2|\xi(z_2)|^2}{|r^2 + (z_1 - z_2)^2|^{1/2}},$$  \hspace{1cm} (4)$$

where $z_1$ and $z_2$ denote the coordinates perpendicular to the 2D plane, and $r = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$. $V^{\text{eff}}(r)$ is less repulsive than the ideal 2D interaction $e^2/cr$ at short distances. In this work, we calculate the critical Zeeman energy using $V^{\text{eff}}(r)$ to include the effect of the finite transverse width. A realistic $\xi(z)$ for each density and geometry is obtained by solving the Schrödinger and Poisson equations self-consistently through the local density approximation [58]. Note that the finite-width correction in the VMC results depends on the density through $\xi(z)$.

In the following, we show our numerical results for $\alpha_n^{crit}$ in the thermodynamic limit and compare them with those obtained from transport experiments. We have used two methods to perform extrapolation to $N \to \infty$. In method I, we extrapolate the energy difference to the thermodynamic limit. For this purpose, we correct for the finite-size deviation of the density from its asymptotic value by multiplying the finite-size energy with a factor $(2Q \nu/N)^{1/2}$ [59], and, if needed, also interpolate the energy to the appropriate particle number. In method II, we extrapolate the density-corrected per particle energies of SS, FP or PP states to the thermodynamic limit separately, and then obtain $\alpha_n^{crit}$ according to Eq. (3). The results quoted below are obtained from method I unless specified otherwise [47]. The errors shown below arise primarily from the extrapolation; the statistical error from the Monte Carlo sampling is comparatively negligible.

We first study the FQH states with fillings $\nu = n/(2n+1)$. The critical Zeeman energies $\alpha_n^{crit}$ for $\nu = 2/5, 3/7$ and $4/9$ are shown in Fig. 1 for an ideal 2D system with width $w = 0$, for GaAs-Al$_x$Ga$_{1-x}$As quantum wells with widths $w = 30$ and 50 nm, and also for a GaAs-Al$_x$Ga$_{1-x}$As heterojunction (HJ). $\alpha_n^{crit}$ calculated from the DMC and VMC methods are plotted as a function of density $\rho$ with solid and dashed lines, respectively. The value of $\kappa$ is shown at the upper $x$ axis. For quantum wells, $\alpha_n^{crit}$ from the VMC calculation (no LL mixing)
FIG. 1. The theoretical critical Zeeman energies $\alpha_Z^{\text{crit}} = E_Z^{\text{crit}}/(e^2/c\ell)$ for $\nu = 2/5$ (left), $3/7$ (middle), $4/9$ (right) are shown with empty symbols with error bars, calculated from both DMC (solid line) and VMC (dashed line) methods, for an ideal 2D system ($w = 0$), quantum wells with widths $w = 30\text{nm}$ and $50\text{nm}$, and heterojunction (HJ). The symbol $\rho$ denotes the electron density. The solid lines for quantum wells and heterojunction display a “hill” shape, where, roughly speaking, LL mixing correction dominates on the left of the “hill” (at small $\rho$) and finite width correction on the right (at large $\rho$).

decreases with increasing $w$ or $\rho$. The behavior of the $\alpha_Z^{\text{crit}}$ from the DMC calculation, which includes the correction due to LL mixing, is more complicated. At large $\rho$ (small $\kappa$), the DMC results are close to the VMC results for each width. On the other hand, with decreasing $\rho$ (increasing $\kappa$), the DMC results are increasingly lower than the VMC results. For $\kappa \gtrsim 2$ the DMC results are largely insensitive to $w$, implying that the dominating correction here is due to LL mixing. We note that we have not included in our calculations any physics relating to an instability of the FQH effect into a Wigner crystal at large $\kappa$.

One of the main messages of our calculation is that LL mixing and finite-width corrections significantly reduce the critical Zeeman energy at $\nu = n/(2n + 1)$, by a factor of 2 or more for the experimental systems. This is consistent with the fact that, in typical experiments, the FQH states at $\nu < 1/2$ are fully spin polarized even with zero tilt of magnetic field. The transitions at $\nu = 2/5, 3/7$ have been seen by Kang et al. in transport experiments only by significantly decreasing the Landé factor $g_0$ with the application of hydrostatic pressure.

For FQH states at $\nu = n/(2n - 1)$, where the composite fermions are in a negative effective magnetic field, the wave functions of nonfully spin-polarized states in Eq. (2), evaluated with the projection method in Refs. 19, 21 are not as accurate as those for $n/(2n + 1)$ and are known to produce, for $w = 0$ and $\kappa = 0$, values of $\alpha_Z^{\text{crit}}$ that are off by up to a factor of 2 relative to the exact results. For example, for $\nu = 2/3$, the value of $\alpha_Z^{\text{crit}} = 0.0082(1)$ obtained from the wave functions in Eq. (2) is much lower than the value 0.0183(5) obtained from exact diagonalization (ED) for $\kappa = 0$ at $w = 0$. The reason is because our projection method slightly overestimates the probability of spatial coincidence of electrons in the nonfully polarized states, and thereby overestimates their energies. (The “hard-core” projection of Ref. 61 produces very accurate wave functions, but is not amenable to numerical evaluations.) Fortunately, we find that for $\kappa \gtrsim 2$ the results are insensitive to slight differences in the initial trial wave function $\psi^t$ because of the relatively large modification due to LL mixing. Taking again the example of $\nu = 2/3$, for $\kappa = 1.91$, both the exact wave function and the wave function in Eq. (2) produce $\alpha_Z^{\text{crit}} \approx 0.0090$ (see Fig. 3 and Fig. S1 in the Supplemental Material).

Figure 2 shows the comparison between experimental data (stars) and theoretical results (circles) for $\alpha_Z^{\text{crit}}$ for many states at $\nu = n/(2n \pm 1)$. The theoretical results (red and blue circles) are obtained with DMC calculations for the specific experimental parameters ($\rho$, $w$). The black empty circles show the $\alpha_Z^{\text{crit}}$ obtained from ED with $\kappa = 0$ and $w = 0$, taken from Ref. 41. The experimental values for $\alpha_Z^{\text{crit}}$ are significantly lower than the ED values, but in reasonably good agreement with our DMC results.

The corrections due to LL mixing enter in a more dramatic manner when one compares the spin transitions between the filling factor regions $0 < \nu < 1$ and $1 < \nu < 2$. Experiments have found (see Fig. 3 of Ref. 40) that the $\alpha_Z^{\text{crit}}$s for the latter are significantly higher than those for the former. As noted above, the difference arises from, and, thus, is a measure of, the breaking of the particle-hole symmetry by LL mixing. To address this issue, we find it most convenient (for reasons of computational cost) to compare the spin transitions at $\nu = 2/3$ and $\nu = 4/3$. To obtain accurate results, we use for our $\psi_t$ the exact $\kappa = 0$ Coulomb wave functions for the SS states at $2/3$ and $4/3$, Eq. (2) for the $2/3$ FP state, and $\Phi_{11} \Psi_{1/31}$ for the $4/3$ PP state. For the SS states, we can only calculate for small systems as the exact states contain a large number of Slater determinants.
shows the $\alpha Z$ for $\nu = 4/3$ (green circle) and $\nu = 2/3$ (blue square) obtained from the extrapolation method II. The value of $\alpha Z$ at $\kappa = 0$ is approximately consistent with the exact value 0.0175 \cite{37}, giving us confidence in our calculated $\alpha Z$ with relatively small system sizes. The main message of Fig. 3 is that the $\alpha Z$ at $4/3$ is substantially higher than that at $2/3$ for the typical experimental value of $\kappa \approx 1–2$. Note that we only show the zero-width results, because the extrapolation of finite-width results to thermodynamic limit has a poor statistics for such small systems \cite{35}. We also show in Fig. 3 the experimental data from GaAs-Al$_x$Ga$_{1-x}$As heterojunction samples, because these have the smallest effective width, with solid symbols for $\nu = 2/3$ (light blue) and $\nu = 4/3$ (green). The agreement with the $w = 0$ results is very good, which is not surprising because we know from Fig. 1 that at relatively large $\kappa (\gtrsim 2)$, $\alpha Z$ is not very sensitive to the width $w$.

It is natural to ask how well our results agree with those obtained from the perturbative approach in which the effect of LL mixing is incorporated within the LLL theory through an effective interaction, which contains perturbative corrections to the two-body interaction, and, minimally, also a three-body interaction (because the two-body interaction does not break particle-hole symmetry). We discuss this issue for $w = 0$. As seen in Fig. 3, the perturbation theory is in principle valid for up to $\kappa \approx 1$ for the states $n/(2n \pm 1)$, and up to $\kappa \approx 0.5$ for the states at $2 - n/(2n \pm 1)$. In practice, one cannot keep all two-body, three-body and $n$-body terms in the calculation. We have evaluated $\alpha Z$ \cite{35} using the interaction given by Peterson and Nayak \cite{33}, including corrections to the two-body pseudopotentials $V_n^{(2)}$ for $m \leq 5$ and three-body pseudopotentials $V_n^{(3)}$ for $m \leq 3$. Table I compares the perturbative $d(\alpha Z)/d\kappa$ with that deduced from Fig. 3 at small $\kappa$. The two results are substantially different. For example, if the perturbative result is applied to $\kappa = 1.5$, it would produce $\alpha Z \sim 0.068$ and $-0.003$ for $\nu = 4/3$ and $2/3$, respectively, to be compared to the DMC values of $\alpha Z \sim 0.027$ and 0.012. An exhaustive study of the quantitative importance of the terms left...
out in the perturbative study is outside the scope of the current study.

To conclude, we find that LL mixing substantially suppresses the critical Zeeman energies for the $\nu = n/(2n \pm 1)$ FQH states, and brings theory into satisfactory agreement with experiment. We also find that LL mixing causes an enhancement of the critical Zeeman energy for $\nu = 2 - n/(2n \pm 1)$, as also seen experimentally. In addition to providing an accurate quantitative comparison between FQH theory and experiment, our work shows how the quantitative study of the spin physics can shed fundamental light on the role of LL mixing in breaking the particle-hole symmetry of the lowest LL.
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SUPPLEMENTAL MATERIAL

1. EVALUATION OF DRIFT VELOCITY AND LOCAL ENERGY

The details of the method of Diffusion Monte Carlo (DMC) can be found in several excellent articles [12, 43]. The fixed phase DMC used in our work was developed in Ref. [25], and generalized to the spherical geometry in Ref. [26]. We follow the methods developed in these articles.

The DMC calculation requires evaluation at each step of the $3N$-dimensional drift velocity $v_D(\mathcal{R})$ defined by

$$v_D(\mathcal{R}) = \nabla \ln |\psi_T(\mathcal{R})|$$ (S1)

We use for our trial wave function $\psi_T$ the wave function of Eq. 2, which involve a determinant factor. An efficient way to calculate the derivative of a determinant is as follows:

$$\partial_{\alpha} \ln |\det A| = \text{Tr}[A^{-1} \partial_{\alpha} A].$$ (S2)

Following Melik-Alaverdian, Bonesteel and Ortiz [26] we do a stereographic projection of the spherical wave functions into the planar geometry for the purpose of DMC. In the following, we take $\nu = 1$ and $\nu = 2/5$ fully polarized states as examples to show the wave functions in stereographic coordinates as well as their derivatives.

The single-particle states are described by the “monopole harmonics” $Y_{Qlm}$ whose expression in the “spinor” coordinates $(u = \cos(\theta/2)e^{i\phi/2}, v = \sin(\theta/2)e^{-i\phi/2})$ can be found in the literature [44]. To express $Y_{Qlm}$ in complex stereographic coordinates $z = x + iy$, we note that $z = u/v$ and $v^2 = [(1/|z|) + |z|]^{-1}$. The LLL single-particle wave function is then given by

$$Y_{Qlm} \sim v^{Q-m}u^{Q+m} = (1/|z| + |z|)^{-Q}z^m.$$ (S3)

The wave function of one filled Landau level can be expressed as

$$\Phi_1 = \prod_{i=1}^{N} \left[ \frac{1}{|z_i|} + |z_i| \right]^{\frac{N-1}{2}} \prod_{i<j} (z_i - z_j).$$ (S4)

and the drift velocity

$$v_k(\mathcal{R}) = \nabla_k \ln |\Phi_1| = \frac{1 - N}{1 + |z_k|^2}z_k + \sum_{j \neq k} \frac{1}{|z_k - z_j|^2}(z_k - z_j).$$ (S5)

Notice that the drift velocity on the right hand side is given as a complex number whose real part represents the x-component and the imaginary part the y-component.

The unprojected Jain wave function for $\nu = 2/5$ fully polarized state is given by $\Phi_{n=2} = \Phi_1$, where $\Phi_{n=2}$ is a Slater determinant. It turns out, as shown in

...
that even the LLL-projected wave function can be written in this form 
\[ \Phi_{2/5} = \mathcal{P}_{\text{LLL}} \Phi_{n=2} \Phi_A^2 = \Phi_1^2 \times \det A \] (S6)
where \( Q^* = Q - (N - 1) \) and \( A_{ij} = Y_{Q^*}^{\text{CF}} l_i m_i, (z_j) \), where \( Y_{Q^*}^{\text{CF}} l_i m_i \) are the “CF monopole harmonics” for composite fermions at effective monopole strength \( Q^* \). The explicit expressions for the CF monopole harmonics are complicated but can be found in the literature [40-49, 51]. In particular, for \( l_i = Q^* \) (i.e. composite fermions in the lowest \( \Lambda \) level), \( Y_{Q^*}^{\text{CF}} l_i = Q^* m_i \) is given by replacing the corresponding parameters with \( Q^* \) and \( m_i \) in Eq. (S3) apart from a coordinate-independent multiplicative factor. Setting \( \alpha_j = (1/|z_j| + |z_j|)^{-Q^*} \), we have \( Y_{Q^*}^{\text{CF}} l_i = Q^* m_i \sim z_j^m \alpha_j \). For \( \nu = 2/5 \) we also have composite fermions in the second \( \Lambda \) level, for which we have \( l_i = Q^* + 1 \). Here, \( A_{ij} = \gamma_{Q^*}^{\text{CF}} l_i = Q^* + m_i \sim z_j^m \alpha_j \beta_i \), with \( \beta_{ij} \) given by 
\[ \beta_{ij} = -C_{i}^{(1)} k \sum_{z_j - z_k} - C_{i}^{(2)} z_j \sum_{z_j - z_k} \frac{1}{z_j - z_k}, \] (S7)
where \( C_{i}^{(1)} = (2Q^*+1) \) and \( C_{i}^{(2)} = (2Q^*+1) \). We can then calculate the derivative of each matrix element \( A_{ij} \) analytically and evaluate \( \partial \ln(\det A) \) according to Eq. (S2). The drift velocity is then given by 
\[ v_k(\mathcal{R}) = \nabla_k \ln |\Phi_{2/5}| = 2\nabla_k \ln |\Phi_1| + \text{Re}[\partial \ln(\det A)], \] (S8)

The evaluation of wave functions and drift velocities at other filling factors can be performed analogously although the matrix elements \( A_{ij} \) are more complicated and require a careful book-keeping.

The DMC also requires evaluation of the local energy 
\[ E_L = \psi_T^{-1} H \psi_T \] (S9)
at each step. This is straightforward to evaluate because we are using a LLL projected wave function for our \( \psi_T \), and hence the kinetic energy term of \( H \) does not play a role in the evaluation of \( E_L \); the interaction energy term is straightforward to evaluate.

II. \( \alpha_{Z}^{\text{crit}} \) FOR REVERSE-FLUX-ATTACHED STATES

We have shown the \( \alpha_{Z}^{\text{crit}} \) for fillings \( \nu = n/(2n + 1) \) as a function of both \( \Lambda \) mixing and finite width in Fig. 1 in the main text. At filling factor \( \nu = n/(2n - 1) \), the composite fermions are in a negative effective magnetic field. As mentioned in the main text, for these states, the \( \alpha_{Z}^{\text{crit}} \) obtained from the so-called Jain-Kamilla projection [49, 51] are not as accurate as for the states at \( \nu = n/(2n + 1) \). For example, for \( \nu = 2/3 \) SS state at \( w = 0 \) and \( \kappa = 0 \), the energy of the wave function in Eq. 2 is off by 1% compared to the energy obtained by ED [41], which leads to an error of \( \sim 60\% \) in \( \alpha_{Z}^{\text{crit}} \). The reason is that the Jain-Kamilla projection does not do a very accurate job of keeping electrons with different spins away from one another (i.e., overestimates the probability of coincidence of spin up and spin down electrons) and thus overestimates the energy of the non-fully spin polarized states, which results in a suppression of \( \alpha_{Z}^{\text{crit}} \). This is a technical problem, which can be remedied by using the “hard-core” projection of Ref. [41], but good methods are currently not available to evaluate the hard-core projection for large systems.

We show in this Section that for the \( n/(2n - 1) \) states, the Jain wave functions in Eq. 2 with the Jain-Kamilla projection are actually a satisfactory choice for \( \psi_T \) for relatively large values of \( \kappa \). This makes intuitive sense, because for relatively large \( \Lambda \) mixing, one can expect the DMC energy to be less sensitive to tiny differences between the choice of the \( \psi_T \), because the \( \Lambda \) mixing itself can take care of producing good short range correlations.

We follow the method in Ref. [51] to perform LLL projection, and carry out DMC calculation with the Jain wave functions for up to \( N = 20 \) particles, from which we evaluate the thermodynamic extrapolations (next section). Fig. S1 shows the critical Zeeman energy for \( \nu = 2/3 \) and 3/5 states at different quantum well widths as a function of \( \kappa \). Most notably, for \( \kappa \sim 2 \) or larger, we find that the values of \( \alpha_{Z}^{\text{crit}} \) obtained from DMC using the wave functions of Eq. 2 as \( \psi_T \) are nicely consistent with those obtained by using exact Coulomb states as \( \psi_T \) (see
Fig. 3 for the latter). This justifies the use of the wave functions in Eq. 2 with Jain-Kamilla projection as the initial trial wave function \( \psi_T \) of our DMC calculation.

We also note that we have restricted the comparison of our theoretical values to the critical Zeeman energies \( \alpha_Z^{\text{crit}} \) obtained in transport experiments. The \( \alpha_Z^{\text{crit}} \) obtained from the optical experiments \( [33] \) are generally much higher, for reasons that are not clear to us at this moment.

III. EXTRAPOLATION TO THE THERMODYNAMIC LIMIT

As mentioned in the main text, we have used two methods to extrapolate the finite-size results to the thermodynamic limit. For sufficiently large system sizes, these two methods produce the same results. We find that a linear fit is satisfactory in most cases. The extrapolations for the DMC results are shown in this section. For variational Monte Carlo (VMC) results, which are not shown here, the fits are as good as or better than those for the DMC results.

Fig. S2 shows the finite-size extrapolation for states at \( \nu = 2/5, 3/7, 4/9 \) using Method I, which directly extrapolates the critical Zeeman energy \( E_{\text{c}}/(e^2/c) \). We find that the accuracy of fitting is good for zero width even with relatively small particle sizes, as long as \( \kappa \) is not too large. With increasing width, however, larger system sizes are needed to obtain a linear thermodynamic extrapolation. This is why we use systems with particle number \( N \geq 18 \) and \( N \geq 24 \) for the finite-width cases at \( \nu = 3/7 \) and \( 4/9 \) respectively.

Fig. S3 shows the Method II extrapolation for the DMC energies obtained with exact states as the trial wave function at \( \nu = 2/3 \) and \( 4/3 \) at zero width. For the spin singlet states we use the exact LLL wave function as \( \psi_T \) and can therefore only access three smallest system sizes, but the extrapolations are quite reliable. We have tested that the Method I also gives very similar results. For finite widths the extrapolations to the thermodynamic limit are not reliable and are not shown.

Fig. S4 shows finite-size extrapolation for DMC energies obtained by using the reverse-flux-attached Jain wave function as \( \psi_T \) at \( \nu = 2/3 \) and \( 3/5 \). Here Method I is used to obtain the critical Zeeman energies.

IV. PERTURBATIVE STUDY OF LL MIXING

An alternative approach for treating LL mixing involves using an effective interaction within an isolated LL that simulates the effect of LL mixing. (This further modifies the effective interaction for finite width.) This interaction involves a two-body term, a three-body term and, in principle, higher body terms. The two-body term conserves particle-hole symmetry within each LL, but the three- and higher body terms break the particle-hole symmetry and are responsible for different values of \( \alpha_Z^{\text{crit}} \) for \( \nu \) and \( 2 - \nu \). The interaction is parametrized by the so-called pseudopotentials, which are the energies of pairs, triplets, or n-tuplets with well defined relative angular momentum and spin quantum numbers.

The effective interaction can be included in two ways: (i) One can calculate the expectation value of the effective interaction for “unperturbed” ground state wave function, i.e. the wave function in the absence of LL mixing. This can be done most conveniently by determining the amplitude of each pair or triplet in the wave function. Because these amplitudes are different for differently spin polarized states at a given filling factor, the resulting \( \alpha_Z^{\text{crit}} \) values depend on LL mixing. Because the corrections to the various pseudopotentials are linear in \( \kappa \), so is the correction to \( \alpha_Z^{\text{crit}} \). This approach assumes that the wave function itself is not significantly modified by LL mixing, which should be the case for small LL mixing where the correction to the interaction is small compared to the excitation gap of the state. (ii) Alternatively, one can diagonalize the total effective Hamiltonian to obtain the ground state and its energy. The diagonalization must be carried out independently at each value of \( \kappa \). As this approach admits the effect of LL mixing on the wave functions, the corrections to \( \alpha_Z^{\text{crit}} \) will no longer be strictly linear in \( \kappa \), but only the part that is linear in \( \kappa \) is meaningful within the perturbative approach. We have tested both of these approaches and found that they produce the same correction to \( \alpha_Z^{\text{crit}} \) to linear order in \( \kappa \).

The magnitude of the resulting nonlinearities in \( \alpha_Z^{\text{crit}}(\kappa) \) in the second approach presumably serves as a guide for the upper limit on \( \kappa \) for which the effective pseudopotentials can be used; we find noticeable nonlinearities in \( \Delta \alpha_Z^{\text{crit}} \) only above \( \kappa \approx 1 \). We will be using the approach (i) in what follows below.

We have used exact numerical diagonalization in the configuration interaction basis to compute series of Coulomb ground states on a sphere, labeled by the electron number \( N \), magnetic flux \( 2Q \), spin polarization, and the quasi-2D layer width \( w \) (expressed in the units of magnetic length \( \ell \)). The standard combinations of \( (N, 2Q) \) were chosen to represent fractional quantum Hall states with relevant filling factors such as \( \nu = 2/5, 3/7, 3/5, \) or \( 2/3 \). For each \( \nu \) we have computed as many systems as possible, limited only by the dimension of the Hilbert space. Naturally, inclusion of the spin degree of freedom enlarges space and thus reduces the maximum computable \( N \). For example, for the fully polarized (FP) state at \( \nu = 2/5 \) the largest system is \( (N, 2Q) = (18, 41) \) with space dimension exceeding \( 3.5 \times 10^3 \), while the largest system for the spin-singlet (SS) state at the same fraction \( \nu = 2/5 \) is \( (N, 2Q) = (12, 27) \) with space dimension exceeding \( 2.2 \times 10^3 \).

For each of these systems we have determined short-
FIG. S2. (Color online). The finite-size extrapolation for \( \nu = 2/5, 3/7, 4/9 \) states using Method I for different widths and a series of values of LL mixing parameter \( \kappa \) or density \( \rho [10^{11} \text{cm}^{-2}] \). The \( \kappa \)'s are shown in the legends of the first figure for zero-width and the \( \rho \)'s are in the second figure for finite-width, which are omitted in all the following figures. Linear fit is used which performs well in most cases.

range pair and triplet amplitudes, \( P^{(2)}(S,m) \) and \( P^{(3)}(S,m) \), where \( S \) is the total spin and \( m \) is the total relative angular momentum. They were computed as expectation values of appropriate model pseudopotentials with only one nonvanishing coefficient. Specifically, for pair amplitudes we used \( m \leq 5 \), i.e., \((S,m) = (0,0), (1,1), (0,2), (1,3), (0,4), \) and \((1,5)\), while for triplet amplitudes \( m \leq 3 \), i.e., \((S,m) = (1/2,1), (1/2,2), (1/2,3), \) and \((3/2,3)\). The pseudopotentials for these pairs and triplets have been calculated perturbatively by Peterson and Nayak in the limit of small \( \kappa \) \cite{Peterson1990}, and we use their values. The LL mixing corrections to higher order pseudopotentials are not included in our analysis.

Ref. \cite{Peterson1990} also gives pseudopotentials for finite thickness, assuming a \( \cos \pi/\nu \) wave function in direction \( z \) perpendicular to the plane. We give below perturbative results also for finite thickness, but stress that these may not be directly compared to the finite width results in our DMC calculation, which uses a more sophisticated self-consistent LDA treatment of the finite width effects.
FIG. S3. (Color online). The finite-size extrapolation for the DMC energies at $\nu = 2/3$ and 4/3. For the spin singlet (SS) states, the exact Coulomb ground state of the LLL is used as the trial wave function $\psi_T$. The quantum well width is taken to be zero. See the top left panel of Fig. S2 for the meaning of different colors.

In Fig. S5 we plot pair amplitudes per particle, $P^{(2)}(S, m)/N$, as a function of inverse system size, $1/N$, for several filling factors of interest. For each $\nu$, we show data for two relevant spin polarizations: FP and either SS (for $\nu = 2/5$ and 2/3) or PP (for $\nu = 3/5$ and 3/7). Of course, the amplitudes involving unpolarized pairs, $P^{(2)}(S = 0, m)$, vanish for the FP states and have not been shown. The regular size dependence of all amplitudes ensures reliable extrapolation to the limit of infinite system, $1/N \to 0$, even in those cases where relatively few data points are available.

In Fig. S6 we show an analogous plot of triplet amplitudes per particle, $P^{(3)}(S, m)/N$ in the same states, with the amplitudes involving unpolarized triplets, $P^{(3)}(S = 1/2, m)$, only shown for the SS and PP states where they may not vanish. Here also the apparently quite regular size dependence of all amplitudes enables reliable extrapolation to the limit of infinite system, $1/N \to 0$, even in those cases where relatively few data points are available.

Since the three-body interaction breaks particle-hole symmetry, we must calculate its effect on the ground state energy separately at the conjugate filling factors $\nu$ and $2 - \nu$. In Fig. S7 we show the plots of $P^{(3)}(S, m)/N$ vs. $1/N$ at the conjugate fractions $\nu = 8/5, 11/7, 7/5,$ and $4/3$. The amplitudes at $\nu$ and $2 - \nu$ are indeed related, but we show both plots of $P^{(3)}$ to make it clear that the amplitudes are generally larger at $\nu > 1$ than at $\nu < 1$, and that at $\nu > 1$ even the PP states (obtained by particle-hole conjugation of the corresponding FP states at $\nu < 1$) involve electrons with both spins, and hence their unpolarized amplitudes $P^{(3)}(S = 1/2, m)$ do not vanish.

The convolution of the thermodynamic values of the two- and three-body amplitudes with the effective LL mixing pseudopotentials of Peterson and Nayak [8] produces the LL mixing correction to the ground state energies per particle. The difference between these energy corrections for the differently polarized ground states at the same filling factor $\nu$ yields the LL mixing correction to the critical Zeeman energy for the spin transition between these states, $\Delta \alpha^{\text{crit}}_Z$. These corrections are proportional to $\kappa$, so in Fig. S8(b) we show $\Delta \alpha^{\text{crit}}_Z / \kappa = d\alpha^{\text{crit}}_Z / d\kappa$, as a function of thickness $w$ of the quasi-2D layer expressed in the units of magnetic length $\ell$. For completeness, in Fig. S8(a) we have plotted the thickness dependence of $\alpha^{\text{crit}}_Z$ in the absence of LL mixing, to which $\Delta \alpha^{\text{crit}}_Z$ of Fig. S8(b) is the LL mixing correction. Note that the corrections due to finite width modeled
FIG. S4. (Color online). Extrapolation of the critical Zeeman energies, using the Method I, at \( \nu = 2/3 \) and 3/5 at different widths. The reverse-flux-attached wave functions of Eq. 2 are used as \( \psi_T \). See the legends in Fig. S2 for the values of \( \kappa \)'s (when \( w = 0 \)) and \( \rho \)'s (when \( w \neq 0 \)).

FIG. S5. (color online) Pair amplitudes per particle, \( P^{(2)}(S,m)/N \), as a function of inverse system size, \( 1/N \), for Coulomb ground states of different spin polarization at different filling fractions \( \nu = 2/5 \) (a), 3/7 (b), 3/5 (c), and 2/3 (d), in strictly 2D layers (i.e., layer thickness \( w = 0 \)).

FIG. S6. (color online) Similar as Fig. S5 but for triplet amplitudes per particle, \( P^{(3)}(S,m)/N \).

through a \( \cos \frac{2\pi}{w} \) wave function are much smaller than those seen in Fig. 1.
V. DECREASE IN ENERGY DUE TO LL MIXING

In the above, we have discussed the relative change in the energies of differently spin polarized states, which are relevant for the spin phase transitions. In Fig. S9 we plot the percent decrease in the energies (quoted in units of \( e^2/\epsilon \)) of fully spin polarized states at filling factors 1/3, 2/5, 3/7, 4/9, 1/2 and 2/3, for a sample with zero thickness. For low \( \kappa \), the change in energy is approximately 0.3-2% per unit of \( \kappa \). The correction due to LL mixing is seen to grow with increasing filling factor, as expected from the observation that at small fillings electrons are able to avoid one another effectively even without LL mixing.

FIG. S7. (color online) Similar as Fig. S6, but at conjugate filling factors \( \nu = 8/5 \) (a), 11/7 (b), 7/5 (c), and 4/3 (d).

FIG. S8. (color online) (a) Dimensionless critical Zeeman energies \( \alpha_{\text{crit}}^{\nu} \) for spin transitions between differently polarized fractional quantum Hall states at the indicated filling factors \( \nu \), in the absence of LL mixing (which ensures equal values of \( \alpha_{\text{crit}}^{\nu} \) at the conjugate fractions \( \nu \) and \( 2 - \nu \)). (b) LL mixing corrections to \( \alpha_{\text{crit}}^{\nu} \), calculated from the convolution of pair and triplet amplitudes in Figs. S5-S7 with effective LL mixing pseudopotentials of Ref. 8. Both \( \alpha_{\text{crit}}^{\nu} \) (a) and \( \Delta \alpha_{\text{crit}}^{\nu}/\kappa \) are plotted as a function of the thickness \( w \) of the quasi-2D layer, expressed in the units of magnetic length \( \ell \).

FIG. S9. (color online) The percent decrease in energy, quoted in units of \( e^2/\epsilon \), as a function of \( \kappa \) for several filling factors. All results represent thermodynamic limits. Zero thickness is assumed. The 1/2 filling represents the CF Fermi Sea.