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Abstract

In this paper we study the light bending caused by a slowly rotating source in the context of quadratic theories of gravity, in which the Einstein–Hilbert action is extended by additional terms quadratic in the curvature tensors. The deflection angle is computed employing the method based on the Gauss–Bonnet theorem and working in the approximation of a weak lens; also, we assume that the source and observer are at an infinite distance. The formalism presented is very general and applies to any spacetime metric in the limit of weak gravitational field and slow rotation. We find the explicit formula for the deflection angle for several local and nonlocal theories, and also discuss some phenomenological implications.
1 Introduction

Einstein’s general relativity (GR) has gone through many challenges since its formulation, and its predictions have been verified to a very high degree of precision [1]. At the same time, there are problems for which a satisfactory answer is still lacking: on galactic and cosmological scales, consistent descriptions for dark matter and dark energy have not been found yet. Moreover, in the short-distance (ultraviolet) regime, GR is plagued by cosmological and black hole singularities, whereas from the quantum point of view the theory is non-renormalizable [2], losing predictability in the high-energy domain.

In the past decades such fundamental open questions have motivated many efforts towards a completion of GR. One of the most straightforward approaches is to generalize the Einstein–Hilbert action by including terms which contain fourth derivatives of the metric, such as \( R^2 \), \( R_{\mu\nu} R^{\mu\nu} \) and \( R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} \). The first interesting result in this context traces back to [3], in which it was shown that the resultant theory is power-counting renormalizable. However, it still may not be regarded as a final theory because of the presence of a massive spin–2 ghost degree of freedom which causes Hamiltonian instabilities and breaks unitarity (when standard quantization prescriptions are implemented\(^1\)). A further important achievement of quadratic curvature gravity is given by the Starobinski model of inflation [8], based on the action extended by the term \( R^2 \).

More recently, gravitational models with derivatives of order higher than four have also been intensively investigated. For example, GR–extended theories defined by actions with terms quadratic in the curvature tensors but with sixth and higher derivatives, like \( R \Box^n R \) and \( R_{\mu\nu} \Box^n R^{\mu\nu} (n \geq 1) \), can be super-renormalizable [9]. The unitarity of the S-matrix can also be restored in these models if the additional poles in the propagator appear as complex conjugate pairs [10–13].

So far we have only mentioned examples of local quadratic theories of gravity, where the corresponding Lagrangian depends polynomially on the derivative of the fields. Nonetheless, nonlocal modifications have also been proposed to deal with the aforementioned problems of renormalizability and unitarity [14–19]. In this case the Einstein–Hilbert action is enlarged by quadratic curvature terms such as \( R\mathcal{F}_1(\Box)R \) and \( R_{\mu\nu}\mathcal{F}_2(\Box)R^{\mu\nu} \), where \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are non-polynomial functions. In particular, for specific choices of these functions one can have a ghost–free propagator and a renormalizable theory at the same time. Infrared modifications of GR can also be achieved, by means of non–analytical functions \( \mathcal{F}_{1,2} \). For

\(^1\)See, e.g., Refs. [4–7] for recent discussion on mechanisms through which fourth-order theories can be made unitary.
instance, the nonlocal operators $F_i \propto \Box^{-1}$ and $F_i \propto \Box^{-2}$ can produce an effect similar to the running of the Einstein–Hilbert term and the cosmological constant [20], respectively, and have fruitful applications in cosmology [21–23].

All the models we mentioned above can be grouped under the label of \textit{quadratic theories of gravity}, as they are defined by an action of the form

\begin{equation}
S = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left\{ \mathcal{R} + \frac{1}{2} \left[ \mathcal{R} F_1(\Box) \mathcal{R} + \mathcal{R}_{\mu\nu} \mathcal{F}_2(\Box) \mathcal{R}^{\mu\nu} + \mathcal{R}_{\mu\nu\rho\sigma} \mathcal{F}_3(\Box) \mathcal{R}^{\mu\nu\rho\sigma} \right] \right\} ,
\end{equation}

where $\kappa \equiv \sqrt{8\pi G}$ and the form factors $F_i(\Box)$ are functions of the d’Alembertian $\Box$ which can be either local (polynomial) or nonlocal (non–polynomial). Quadratic theories of gravity have been applied to several phenomenological contexts, and many observational constraints were derived [21–51].

In this paper we aim to extend the results of the works [49–51], where the light bending caused by a weak, static gravitational field was studied for particular classes of quadratic theories of gravity, namely, those with fourth and sixth derivatives, and those with $F_2 = F_3 \equiv 0$. The generalization we present here is twofold. In what concerns the source of the gravitational field, we assume that it has a non–zero angular momentum and analyse the effect of its slow rotation on the deflection of light. Moreover, we consider a wider class of gravitational theories, presenting explicit calculations for some important particular cases of nonlocal models and the general polynomial–derivative model. The formalism used to compute the deflection angle is based on the Gauss–Bonnet theorem [52] and it follows the developments of [53], applicable to axisymmetric spacetimes. Our presentation is very general, in the sense that it applies to any model of the form (1) in the linear regime around Minkowski.

The paper is organized as follows. In Section 2 we review the framework of quadratic theories of gravity on the linear regime. We find the minimal set of differential equations for the unknown independent components of a general axisymmetric metric describing the surrounding spacetime of a slowly rotating source. In Section 3, we present the formalism to study the light bending in a rotating spacetime metric in the linear regime, or in other words, in the limit of weak gravitational field and slow rotation. In Section 4, we apply such a general formalism to specific theories and obtain an explicit expression for the corresponding deflection angle. Section 5 is devoted to the discussion about the phenomenological implications of the results and conclusions. Throughout the paper we adopt the mostly positive convention for the metric signature, $\text{diag} (-, +, +, +)$, and the natural units system, $c = 1 = \hbar$. 

2
2 Quadratic theories of gravity in the weak–field limit

As our goal is to describe the deflection undergone by a light ray in a weak gravitational field, in this Section we review the main classical aspects of quadratic theories of gravity with particular focus on the linearised metric solutions for a slowly rotating source.

2.1 Linearised field equations

In the weak–field approximation we expand Eq. (1) around the Minkowski background,

\[ g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu}, \]

where \( h_{\mu\nu} \) is the metric perturbation, and keep only terms up to order \( O(h^2) \) in the action. Therefore, in the linear regime one can simplify the action (1) by neglecting the term \( \mathcal{R}_{\mu\nu\rho\sigma} \mathcal{F}_3(\Box) \mathcal{R}_{\mu\nu\rho\sigma} \). In fact, for analytic quadratic gravity, because of the identity

\[ \mathcal{R}_{\mu\nu\rho\sigma} \Box^n \mathcal{R}^{\mu\nu\rho\sigma} = 4 \mathcal{R}_{\mu\nu} \Box^n \mathcal{R}^{\mu\nu} - \mathcal{R} \Box^n \mathcal{R} + O(\mathcal{R}^3) + \text{div}, \]

where \( \text{div} \) means total derivative terms, up to order \( O(h^2) \) the Riemann–squared contributions can be replaced by combinations of Ricci scalar and Ricci tensor squared (as \( O(\mathcal{R}^3) \) only contributes at order \( O(h^3) \)). In what concerns non–analytical models, defined, e.g., by form factors proportional to \( \Box^{-1} \) or \( \Box^{-2} \), the direct expansion of the action using (2) shows that also in this case the terms of order \( O(h^2) \) originated from the Riemann–squared term can be rewritten as a redefinition of the form factors \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) (see, e.g., [25] for an explicit calculation). Hence, by working in the linear regime hereafter we set \( \mathcal{F}_3(\Box) = 0 \) without any loss of generality.

The bilinear form of the action (1) reads [19]:

\[
S^{(2)} = \frac{1}{4} \int d^4 x \left\{ \frac{1}{2} h_{\mu\nu} f(\Box) \Box^{\mu\nu} - h_{\mu}^\sigma f(\Box) \partial_\sigma \partial_\nu h^{\mu\nu} + h g(\Box) \partial_\mu \partial_\nu h^{\mu\nu} - \frac{1}{2} h g(\Box) \Box h + \frac{1}{2} h^{\lambda\sigma} \frac{f(\Box) - g(\Box)}{\Box} \partial_\lambda \partial_\sigma \partial_\mu \partial_\nu h^{\mu\nu} \right\},
\]

where \( h \equiv \eta_{\mu\nu} h^{\mu\nu} \) defines the trace and

\[
f(\Box) \equiv 1 + \frac{1}{2} F_2(\Box) \Box, \]

\[g(\Box) \equiv 1 - 2 F_1(\Box) \Box - \frac{1}{2} F_2(\Box) \Box.
\]
By variating the action in Eq. (4) with respect to the field \( h_{\mu\nu} \) it follows the corresponding linearised field equations,

\[
f(\Box) \left( \Box h_{\mu\nu} - \partial_\sigma \partial_\nu h^\sigma_{\mu} - \partial_\sigma \partial_\mu h^\sigma_{\nu} \right) + g(\Box) \left( \eta_{\mu\nu} \partial_\rho \partial_\sigma h^{\rho\sigma} + \partial_\mu \partial_\nu h - \eta_{\mu\nu} \Box h \right) + \frac{f(\Box) - g(\Box)}{\Box} \partial_\mu \partial_\nu \partial_\rho \partial_\sigma h^{\rho\sigma} = -2\kappa T_{\mu\nu},
\]

where

\[
T_{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta S_m}{\delta g^{\mu\nu}} \simeq \frac{2}{\kappa} \frac{\delta S_m}{\delta h^{\mu\nu}}
\]

is the matter stress–energy tensor sourcing the gravitational field, with \( S_m \) being the action describing the matter sector, and it satisfies the conservation law \( \partial^\mu T_{\mu\nu} = 0 \) consistently with the Bianchi identity.

We are interested in finding the linearised metric generated by a slowly rotating source,

\[
ds^2 = -(1 + 2\Phi)dt^2 + 2\vec{h} \cdot d\vec{r} dt + (1 - 2\Psi)(dr^2 + r^2d\Omega^2),
\]

where \( r = \sqrt{x^2 + y^2 + z^2} \) is the isotropic radial coordinate and \( dr^2 + r^2d\Omega^2 = dx^2 + dy^2 + dz^2 \), while \( \kappa h_{00} = -2\Phi, \kappa h_{ij} = -2\Psi \delta_{ij} \) and \( \kappa h_{0i} = h_i \) are the metric potentials generated by a non–diagonal stress–energy tensor \( T_{\mu\nu} \). In particular, we assume that the source is pressureless, \( T \equiv \eta^{\mu\nu}T_{\mu\nu} \simeq -T_{00} \), therefore its non–vanishing components are \( T_{00} = \rho(r) \) and \( T_{0i}, i.e., \) the source is modelled as a rotating dust of density \( \rho(r) \).

By making the assumption of stationary source and using the 00–component and the trace of the linearised field equations (6), one can show that the metric potentials in Eq. (8) are the solutions of the following differential equations\(^2\):

\[
\begin{align*}
\frac{f(\nabla^2)}{f(\nabla^2) - 2g(\nabla^2)} \nabla^2 \Phi(r) &= \kappa^2 T_{00}(r), \\
\frac{f(\nabla^2)[f(\nabla^2) - 3g(\nabla^2)]}{g(\nabla^2)} \nabla^2 \Psi(r) &= -\kappa^2 T_{00}(r), \\
\frac{f(\nabla^2)}{g(\nabla^2)} \nabla^2 h_i(r) &= -2\kappa^2 T_{0i}(r),
\end{align*}
\]

where \( f \) and \( g \) are now functions of the Laplacian as \( \Box \simeq \nabla^2 \). For \( f = g = 1 \), which also means \( \mathcal{F}_1 = \mathcal{F}_2 = 0 \), the differential equations in Eq. (9) reduce to standard Poisson equations, matching the linearised limit of GR.

\(^2\)We point out that in order to obtain the equation for \( h_i \) in such a form it is necessary to impose the De Donder gauge condition \( \partial_\mu h^\mu_{\nu} = 0 \) or a suitable higher–order generalization \([50,54,55]\), compatible with the metric (8).
2.2 General linearised metric solution for a slowly rotating source

The differential equations for the metric potentials can be formally solved by finding the Green's functions and using the method of Fourier transform. Indeed, from (9) we obtain:

\[
\Phi(r) = -2G \int d^3r' G_\Phi(\vec{r} - \vec{r}') T_{00}(\vec{r}') ,
\]

(10)

\[
\Psi(r) = 2G \int d^3r' G_\Psi(\vec{r} - \vec{r}') T_{00}(\vec{r}') ,
\]

(11)

\[
h_i(r) = 4G \int d^3r' G_\zeta(\vec{r} - \vec{r}') T_{0i}(\vec{r}') ,
\]

(12)

where the integration region is defined by the volume of the gravitational source, while \(G_\ell(\vec{r} - \vec{r}')\) (with \(\ell = \Phi, \Psi, \zeta\)) are the Green's functions which eventually will only depend on the modulus \(|\vec{r} - \vec{r}'|\) and are defined via

\[
f(\nabla^2)[f(\nabla^2) - 3g(\nabla^2)] G_\Phi(\vec{r} - \vec{r}') = -4\pi \delta^{(3)}(\vec{r} - \vec{r}') ,
\]

(13)

\[
f(\nabla^2)[f(\nabla^2) - 3g(\nabla^2)] G_\Psi(\vec{r} - \vec{r}') = -4\pi \delta^{(3)}(\vec{r} - \vec{r}') ,
\]

(14)

\[
f(\nabla^2) \nabla^2 G_\zeta(\vec{r} - \vec{r}') = -4\pi \delta^{(3)}(\vec{r} - \vec{r}') .
\]

(15)

Since we assume that the deflection of light is produced in a weak field regime, far outside the gravitational source, we can perform a multipole expansion,

\[
G_\ell(|\vec{r} - \vec{r}'|) = G_\ell(r) + \partial_j G_\ell(|\vec{r} - \vec{r}'|)|_{\nu' = 0} x'^j + \cdots
\]

(16)

where the ellipses stand for higher order multipole contributions. In the case of theories defined by analytical form factors \(F(\Box)\), e.g., in local and nonlocal higher–derivative gravities, \(G_\ell(r)\) can be computed by using the method of Fourier transform. For theories defined by non–analytical form factors \(F_i \propto \Box^{-1}\) or \(F_i \propto \Box^{-2}\) it is necessary to fix suitable boundary conditions in order to define the corresponding Green’s functions (see, e.g., [23–25] for further discussion).

Let us first consider the diagonal components \(\Phi\) and \(\Psi\) and subsequently the cross–term \(h_i\). By using the expansion in Eq. (16) up to the dipole term, the first non–vanishing
contributions for the diagonal components are

\[ \Phi(r) = -2G \mathcal{G}_\Phi(r) \int d^3r' T_{00}(\vec{r}') = -2GM \Phi(r), \] (17)

\[ \Psi(r) = 2G \mathcal{G}_\Phi(r) \int d^3r' T_{00}(\vec{r}') = 2GM \mathcal{G}_\Phi(r), \] (18)

where we have defined the mass of the system as

\[ M = \int d^3r' T_{00}(\vec{r}') . \] (19)

As for the off-diagonal components, we can proceed as done for the diagonal part but
the first non–vanishing contribution will come from the dipole term. Indeed, the solution
in Eq. (12) can be rewritten as

\[ h_i(r) = 4G \mathcal{G}_\zeta(r) \int d^3r' T_{0i}(\vec{r}') - \frac{4G}{r} \frac{\partial \mathcal{G}_\zeta(r)}{\partial r} \int d^3r' x'^j T_{0i}(\vec{r}') \]
\[ = - \frac{2G}{r} \frac{\partial \mathcal{G}_\zeta(r)}{\partial r} (\vec{r} \wedge \vec{J})_i , \] (20)

where we used the property\(^3\) \[ \int d^3r' T_{0i}(\vec{r}') = 0 \] and introduced the angular momentum of
the source through

\[ \int d^3r' T_{0i}(\vec{r}') x'^j = \frac{1}{2} \varepsilon_{ijk} J^k . \] (21)

Hence, we have found a formal expression for the cross–term in the metric in Eq. (8). By
choosing the direction of angular momentum along the z–axis, \( \vec{J} = J \hat{z} \), and making the
coordinate transformations \( x = r \sin \theta \cos \phi \) and \( y = r \sin \theta \sin \phi \), we can write

\[ 2 \vec{h} \cdot d\vec{r} dt = - \frac{4G}{r} \frac{\partial \mathcal{G}_\zeta(r)}{\partial r} (\vec{r} \wedge \vec{J})_i dx^i dt \]
\[ \equiv 2 \zeta(r) \sin^2 \theta d\phi dt , \] (22)

where we have defined

\[ \zeta(r) \equiv 2GJ r \frac{\partial \mathcal{G}_\zeta(r)}{\partial r} . \] (23)

Therefore, the spacetime metric in Eq. (8) can be recast in the form

\[ ds^2 = -(1 + 2\Phi) dt^2 + 2\zeta(r) \sin^2 \theta d\phi dt + (1 - 2\Psi)(dr^2 + r^2d\Omega^2) , \] (24)

\(^3\)This relation is a consequence of the continuity equation \( \partial_\mu T^{\mu\nu} = 0 \). Indeed, one can easily show that

\[ \int d^3r' T^{\mu i}(\vec{r}') = \int d^3r' T^{\mu k}(\vec{r}') \delta^i_k = \int d^3r' T^{uk}(\vec{r}') \frac{\partial x^r}{\partial x^k} = - \int d^3r' (\delta^r_k T^{uk}(\vec{r}')) x'^i = 0 . \]
where the metric potentials \( \Phi, \Psi \) and \( \zeta \) can be found by using the expressions in Eqs. (17), (18) and (23). Note that in Einstein’s GR we have \( f = g = 1 \) which implies \( G_\Phi(r) = -G_\Psi(r) = 1/(2r) \) and \( G_\zeta(r) = 1/r \), thus recovering the weak–field limit of the metric potentials for the Kerr metric [56], i.e., the metric in Eq. (24) would reduce to the Lense–Thirring form [57].

### 2.3 Field redefinition: spin–2 and spin–0 potentials

As we shall see explicitly in the next Section (see also, e.g., [49–51]), in computing the gravitational deflection undergone by a light ray it turns out that the spin–2 part of the propagator has a more prominent role, in the linear regime. It is convenient, thus, to work with the auxiliary potentials \( \chi_{0,2} \) introduced in [58], defined as

\[
\chi_0 \equiv \Phi - 2\Psi \quad \text{and} \quad \chi_2 \equiv \Phi + \Psi, \tag{25}
\]

from which one can re–obtain the original ones as

\[
\Phi = \frac{1}{3}(2\chi_2 + \chi_0) \quad \text{and} \quad \Psi = \frac{1}{3}(\chi_2 - \chi_0). \tag{26}
\]

As a consequence, the field equations (9) reduce to

\[
f_s(\nabla^2)\nabla^2 \chi_s = \kappa^2 T_{00}, \tag{27}\]

\[
f_2(\nabla^2)\nabla^2 h_i = -2\kappa^2 T_{0i}, \tag{28}\]

where \( s = 0,2 \) and we have defined\(^4\) \( f_2(z) \equiv f(z) \) and \( f_0(z) \equiv f(z) - 3g(z) \). It follows that the three metric potentials are determined by two Green’s functions \( G_{0,2} \), which are solution of

\[
f_s(\nabla^2)\nabla^2 G_s(\vec{r} - \vec{r}') = -4\pi \delta^{(3)}(\vec{r} - \vec{r}'), \quad s = 0,2. \tag{30}\]

In this more economic notation, the Green’s functions introduced in Eq. (10)–(12) are related to \( G_{0,2} \) through

\[
G_0 = G_\Phi + 2G_\Psi, \quad G_2 = G_\Phi - G_\Psi = G_\zeta. \tag{31}\]

\(^4\)The propagator around Minkowski background is given by [19,59]

\[
\Pi_{\mu\nu\rho\sigma}(k) = \frac{\mathcal{P}^{2}_{\mu\nu\rho\sigma}}{f_2(-k^2)k^2} + \frac{\mathcal{P}^{0-s}_{\mu\nu\rho\sigma}}{f_0(-k^2)k^2}, \tag{29}\]

where \( \mathcal{P}^{2}_{\mu\nu\rho\sigma} \) and \( \mathcal{P}^{0-s}_{\mu\nu\rho\sigma} \) are operators that project along the spin–2 and spin–0 components [60,61], and terms which are gauge–dependent have been omitted. From the last expression it is clear that the field potentials \( \chi_0 \) and \( \chi_2 \) are associated to the spin–0 and spin–2 components, respectively.
Hereafter, for simplicity, we shall work only with the notation $G_s$, where $s = 0, 2$.

In this spirit, the set of Eqs. (10), (11) and (12) are equivalent to

$$
\chi_s(r) = -2G \int d^3r' G_s(\vec{r} - \vec{r}') T_{00}(\vec{r}'), \quad s = 0, 2
$$

(32)

$$
h_i(r) = 4G \int d^3r' G_2(\vec{r} - \vec{r}') T_{0i}(\vec{r}').
$$

(33)

Similarly to the expressions for the potentials $\Phi$ and $\Psi$ in Eqs. (17) and (18), up to the dipole term one has

$$
\chi_0 = -2GM G_0(r), \quad \chi_2 = -2GM G_2(r).
$$

(34)

Furthermore, the identification $G_\zeta(r) = G_2(r)$ allows us to write (always in the dipole approximation)

$$
\zeta(r) \equiv -ar \frac{\partial \chi_2}{\partial r},
$$

(35)

where we introduced the rotational parameter $a \equiv J/M$.

Finally, in terms of the spin–0 and spin–2 potentials the metric (24) reads

$$
d s^2 = - \left[ 1 + \frac{2}{3}(2\chi_2 + \chi_0) \right] dt^2 - 2ar \chi_2 \sin^2 \theta d\varphi dt + \left[ 1 - \frac{2}{3}(\chi_2 - \chi_0) \right] \left( dr^2 + r^2 d\Omega^2 \right).
$$

(36)

Therefore, once the functions $f_{0,2}$ (or, in an equivalent manner, the form factors $F_{1,2}$) are specified, one can solve the integrals in Eqs. (32) and (33) and obtain the weak–field metric describing the surrounding spacetime of a slowly rotating source. Some explicit examples will be presented in Sec. 4.

It is useful to notice that the off–diagonal components $h_i$ of the metric do not depend on the function $f_0$ (see Eq. (28)), which means that at linear order these terms are not affected by the form factor $F_1$. From the physical perspective, this occurs because $F_1$ modifies only the scalar part of the propagator (29), which couples to the trace of the stress-energy tensor. Insomuch as the components $T_{0i}$ do not contribute to the trace $g^{\mu\nu}T_{\mu\nu}$ in the linearised regime, they do not act as sources for $h_i$. The situation is similar to what happens with the interaction between light and a static gravitational field [49–51], where the scalar part of the propagator couples to the trace of the photon’s stress–energy tensor—which is null.
3 Light bending by a slowly rotating source

In this Section we study the gravitational bending of light caused by a slowly rotating source whose surrounding spacetime geometry can be well described in terms of the metric (36). To compute the deflection angle we apply the relatively new method introduced by Gibbons and Werner [52] based on the Gauss–Bonnet theorem. Its original formulation assumed the spacetime to be spherically symmetric [52] and it was subsequently generalized to include stationary axisymmetric spacetimes and finite–distance corrections [53, 63, 64] (see, e.g., [65–74] and references therein for further developments and applications of the method). In our calculations we follow the scheme presented in [53] and assume the limit of infinite distance between source and observer, so that the lens can be approximated as point–like. Also, for simplicity we restrict our considerations to motion on the equatorial plane.

The first step consists in observing that given a metric in the form

\[ ds^2 = -A(r) \, dt^2 + 2\zeta(r) \sin^2 \theta \, d\varphi \, dt + B(r)(dr^2 + r^2 d\Omega^2), \]

such as (36), one can define an auxiliary spatial metric \( \gamma_{ij} \) such that the null condition \( ds^2 = 0 \) can be solved as [53]

\[ dt = \sqrt{\gamma_{ij} dx^i dx^j + \beta_i dx^i}, \]

with

\[ \gamma_{ij} dx^i dx^j = \frac{B(r)}{A(r)} (dr^2 + r^2 d\theta^2) + \left[ \frac{B(r)}{A(r)} r^2 + \frac{\zeta^2(r) \sin^2 \theta}{A^2(r)} \right] \sin^2 \theta \, d\varphi^2 \]

and

\[ \beta_i dx^i = \frac{\zeta(r)}{A(r)} \sin^2 \theta \, d\varphi. \]

In the absence of the off–diagonal term in the metric (37), i.e., if \( \zeta(r) \equiv 0 \), the spatial metric \( \gamma_{ij} \) would correspond to the optical metric and the trajectory of the light ray would be described as a geodesic with respect to it.

Because of the non–vanishing angular momentum of the source, the orbit of the light ray is no longer a geodesic on the Riemannian space defined by \( \gamma_{ij} \). Indeed, in Ref. [53] it

---

5The Gauss–Bonnet theorem is an important result of the differential geometry of surfaces, being proved and discussed in most of the textbooks on the subject—see, e.g., [62].
was shown that, for motion on the equatorial plane $\theta = \pi/2$, the geodesic curvature along the light ray’s path reads

$$\kappa_g(r) = -\sqrt{\gamma_{\theta\theta}} \frac{\partial \beta_\varphi}{\partial r},$$

which is clearly non-zero if $\beta_\varphi$ depends on $r$.

In the explicit case of the metric (36) of a general linearised quadratic gravity theory, the 3–dimensional auxiliary metric up to first order in $G$ is given by

$$\gamma_{rr} = 1 - 2\chi_2(r),$$

$$\gamma_{\theta\theta} = [1 - 2\chi_2(r)] r^2,$$

$$\gamma_{\varphi\varphi} = [1 - 2\chi_2(r)] r^2 \sin^2 \theta,$$

and

$$\beta_\varphi = \zeta(r) \sin^2 \theta.$$

Hence, the geodesic curvature (along the light ray orbit on the equatorial plane) is

$$\kappa_g(r) = -\frac{1}{r} \frac{\partial \zeta(r)}{\partial r}$$

$$= -\frac{2GJ}{r} \left[ \frac{\partial \xi_2(r)}{\partial r} + r \frac{\partial^2 \xi_2(r)}{\partial r^2} \right]$$

$$= a \left[ \frac{1}{r} \frac{\partial \chi_2(r)}{\partial r} + \frac{\partial^2 \chi_2(r)}{\partial r^2} \right],$$

where we only kept terms up to first order in $G$.

The second step of the method comprises the evaluation of the Gaussian curvature of the surface parametrized by $(r, \varphi)$ with the restriction of the metric $\gamma_{ij}$ to the subspace $\theta = \pi/2$. This gives [53]

$$K(r) = -\frac{1}{2} \sqrt{\frac{A^3}{B(ABr^2 + \zeta^2)}} \frac{\partial}{\partial r} \left[ \sqrt{\frac{A^3}{B(ABr^2 + \zeta^2)}} \frac{\partial}{\partial r} \left( \frac{ABr^2 + \zeta^2}{A^2} \right) \right],$$

where for economy of notation we omitted the dependence of $A$, $B$ and $\zeta$ on the coordinate $r$. For the linearised metric (36) one has, explicitly,

$$K(r) = \frac{1}{r} \frac{\partial \chi_2(r)}{\partial r} + \frac{\partial^2 \chi_2(r)}{\partial r^2}.$$
Figure 1: Illustration of the relevant domain for the application of the Gauss–Bonnet theorem in order to evaluate the deflection angle $\alpha$ undergone by a light ray emitted in $P_1$ and observed in $P_2$. The quadrilateral $Q$ corresponds to the region defined by $P_1P_2P_3P_4$, the light ray’s path is $P_1P_2$ and $C_\rho$ is an arc of circle with radius $\rho$. The point $P_O$ is the origin of the coordinate system and the centre of the mass distribution. The deflection angle $\alpha$ can be defined from the triangle $P_1P_2P_O$, whose internal angles sum to $\alpha_1 + \alpha_2 + \alpha_O = \pi + \alpha$. By using this relation and applying the Gauss–Bonnet theorem on $\mathcal{D}$ taking the limit $\rho \rightarrow \infty$ it is possible to derive the coordinate–invariant expression (50) [53].

Comparing the formulas for the Gaussian and the geodesic curvature (46) it happens that

$$\kappa_g(r) = aK(r),$$  

where we recall that $a = J/M$ is the rotational parameter.

With the expressions for the Gaussian curvature and the geodesic curvature along the trajectory of the light ray, one can use the Gauss–Bonnet theorem to evaluate the deflection angle $\alpha$ between a source $P_1$ and an observer $P_2$. In fact, applying the theorem to the domain $\mathcal{D}$ depicted in Fig. 1, it follows [53]

$$\alpha = -\int\int_{\mathcal{D}} K \, dS + \int_{P_1}^{P_2} \kappa_g \, d\ell.$$  

(50)

We note that this method is very general and allows the calculation of finite–distance corrections to the bending of light [53,64]. For simplicity, however, we shall only consider the case in which source and receiver are at infinity. In this case $\mathcal{D}$ is defined by the range of angles $\varphi \in (-\pi/2, +\pi/2)$, while the coordinate $r$ is bounded from below by the light ray orbit. In the linear approximation one can parametrize the trajectory by $r_{\text{orb}}(\varphi) = b/\cos \varphi$ and $\ell = b|\tan \varphi|$ [53], where $b$ is the impact parameter and $\varphi$ is measured such that the
closest approach point corresponds to $\varphi = 0$ (while the source/observer are located at $\varphi = \mp \pi/2$). Then, given the surface element

$$dS = \sqrt{\gamma_{rr} \gamma_{\varphi \varphi}} \, dr d\varphi = r dr d\varphi,$$

we obtain

$$I_1 \equiv - \int_G K \, dS = -2 \int_0^{\pi/2} \int_0^{\sin^2 \varphi/b} \frac{K(1/u)}{u^3} \, du d\varphi,$$ (52)

where we have employed the change of variable $u \equiv 1/r$ and kept terms only up to linear order in $G$. Since in the approximation we consider $K$ does not depend on $\zeta$, it turns out that (52) should coincide with the deflection angle in the case of a static metric.

As for the integral of the geodesic curvature along the light ray path, one should note that the sign of the distance element $d\ell$ depends on whether the motion is prograde or retrograde. Therefore, in the linear approximation we set $d\ell = \sigma b \sec^2 \varphi \, d\varphi$, where $\sigma = +1$ for the prograde motion, and $\sigma = -1$ for retrograde motion. This yields

$$I_2 \equiv \int_{P_1}^{P_2} \kappa_g \, d\ell = 2\sigma b \int_0^{\pi/2} \frac{\kappa_g(b/\cos^2 \varphi)}{\cos^2 \varphi} \, d\varphi.$$ (53)

Putting together the contributions $I_1$ and $I_2$ we have the expression for the deflection angle in Eq. (50):

$$\alpha = -2 \int_0^{\pi/2} \int_0^{\sin^2 \varphi/b} \frac{K(1/u)}{u^3} \, du d\varphi + 2\sigma b \int_0^{\pi/2} \frac{\kappa_g(b/\cos^2 \varphi)}{\cos^2 \varphi} \, d\varphi + O(G^2).$$ (54)

We remark that at linear order both the Gaussian and the geodesic curvatures only depend on the potential $\chi_2(r)$, which means that the modifications on the scalar sector of the theory (via a function $f_0 \neq 1$) do not affect the trajectory of a light ray. This extends the result of Ref. [51], which was restricted to the case of static spherically symmetric metrics.

4 Application to several gravitational theories

We now apply the formalism presented in the previous Section to some of the most popular quadratic theories of gravity, described by different choices of form factors, and for each of them we evaluate the expression for the deflection angle. Before doing that, it is instructive to show the calculation for the case of Einstein’s GR, as this result should be matched by the extended theories in the appropriate limits.
General relativity is recovered when the form factors in the action (1) are zero, so that the relevant metric potentials are given by

\[ \chi_{\text{GR}}^2(r) = -\frac{2GM}{r}, \quad \zeta_{\text{GR}}(r) = -\frac{2GMa}{r}; \] (55)

while the geodesic and the Gaussian curvatures read

\[ \kappa_g(r) = aK(r) = -\frac{2aGM}{r^3}. \] (56)

Then, the static and rotational contributions to the deflection angle are (see (52) and (53))

\[ I_1 = \frac{4GM}{b}, \quad I_2 = -\sigma \frac{4aGM}{b^2}, \] (57)

which yield

\[ \alpha_{\text{GR}} = \frac{4GM}{b} - \sigma \frac{4aGM}{b^2}. \] (58)

The first term is the standard bending angle for a static source in the point–like approximation, whereas the second term is the contribution associated to source’s rotation [75]. Notice that while the former is of order \( Mb^{-1} \), the latter is proportional to \( aMb^{-2} \), which is usually much smaller.

### 4.1 \( \mathcal{R}F(\Box)\mathcal{R} \)-gravity

Let us now analyse an extension of GR in which only the scalar part of the propagator is modified, \textit{i.e.,}

\[ \mathcal{S} = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left[ \mathcal{R} + \frac{1}{2} \mathcal{R} \mathcal{F}_1(\Box) \mathcal{R} \right], \] (59)

where \( \mathcal{F}_1 \) is an arbitrary form factor, and \( \mathcal{F}_2 = 0 \) which implies \( f_2 \equiv 1 \) just like in GR. It is clear, thus, that the spin–2 field \( \chi_2 \) and the cross–term \( \zeta \) are given by (55). Therefore, the expression for the deflection angle is still given by Eq. (58), as the modifications in the scalar part of the theory do not affect the path followed by the light ray.

As mentioned in the end of Section 3, this generalizes the result of [51] to the case of slowly rotating linearised metrics and it happens because the off–diagonal components do not depend on the spin–0 sector (see Eq. (28)). This fact can be also explained by noticing that the metric \( g_{\mu\nu}^{\text{ext}} \) given by (36) for the extended theory\(^6\) (59) is conformally related to

\[^6\text{That is, the potentials of the metric } g_{\mu\nu}^{\text{ext}} \text{ are } \chi_2 = \chi_{\text{GR}}^2, \zeta = \zeta_{\text{GR}} \text{ and } \chi_0 \text{ is arbitrary (depending on } \mathcal{F}_1).\]
the corresponding metric in GR. Indeed,
\[
g_{\mu\nu}^{\text{ext}} = \left[1 + \frac{2}{3} \left(\chi_0 - \chi_0^{\text{GR}}\right)\right] g_{\mu\nu}^{\text{GR}} + \mathcal{O}(G^2),
\]  
where \(g_{\mu\nu}^{\text{GR}}\) is the metric (36) for GR, \textit{i.e.}, with the potentials \(\chi_0^{\text{GR}} = -\chi_2^{\text{GR}}/2\) and \(\zeta^{\text{GR}}\) of Eq. (55). Inasmuch as null geodesics are invariant under conformal transformations, it follows that in the linear regime of the theory described by (59) the trajectory of a light ray is the same for any of the metrics \(g_{\mu\nu}^{\text{ext}}\) defined by an arbitrary potential \(\chi_0\).

### 4.2 Fourth–derivative gravity

Let us now consider Stelle’s fourth–derivative gravity [3], which corresponds to
\[
F_1 = c_1, \quad F_2 = -c_2 \quad \Rightarrow \quad f_2 = 1 - \frac{c_2}{2} \Box,
\]  
where \(c_1\) and \(c_2\) are positive constants. Unlike the previous case, we now have a contribution coming from \(F_2\) which affects the spin–2 field, thus modifying the deflection angle non–trivially. Indeed, we have
\[
\chi_2(r) = -\frac{2GM}{r} \left(1 - e^{-m_2 r}\right), \quad \zeta(r) = -\frac{2GMA}{r} \left[1 - (1 + m_2 r)e^{-m_2 r}\right],
\]  
being \(m_2 = \sqrt{2/c_2}\) the mass of the massive spin–2 component. The geodesic and Gaussian curvatures are obtained by substituting the expression above in (46) and (48):
\[
\kappa_g(r) = aK(r) = -\frac{2aGM}{r^3} \left[1 - e^{-m_2 r} - m_2 r e^{-m_2 r}(1 + m_2 r)\right].
\]  
Their contribution to the deflection angle read
\[
I_1 = \frac{4GM}{b} \left[1 - \int_0^{\pi/2} e^{-m_2 b \csc \varphi} (bm_2 + \sin \varphi) \, d\varphi\right]
\]  
and
\[
I_2 = -\sigma \frac{4aGM}{b^2} \left[1 - \int_0^{\pi/2} e^{-m_2 b \sec \varphi} \left(\cos \varphi + bm_2 + b^2 m_2^2 \sec \varphi\right) \, d\varphi\right].
\]  
The effect of the repulsive force of the massive spin–2 ghost [48, 76] is manifest in the previous equations. In fact, all the terms which depend on \(m_2\) appear with opposite sign with respect to the terms of GR, contributing to make the curvatures smaller (in absolute value).
As mentioned before, the term $I_1$ corresponds to the static contribution to the deflection angle. Notice that through the change of variable in the form $b \csc \varphi = \sqrt{b^2 + x^2} \equiv \rho(x)$, it can be written as

$$I_1 = \frac{4GM}{b} - 4GMb \int_0^\infty \frac{e^{-m_2 \rho(x)}}{\rho^2(x)} \left[ m_2 + \frac{1}{\rho(x)} \right] \, dx.$$  

(66)

This expression matches the results obtained by means of other techniques in Refs. [48–50] and verifies the consistency of our calculations using the Gauss–Bonnet theorem.

Making the further change of integration variable, $y = b/\sqrt{b^2 + x^2}$, the final expression for the deflection angle in the fourth–derivative gravity can be recast in the following more compact form

$$\alpha = \alpha_{\text{GR}} - \frac{4GM}{b} \int_0^1 \frac{e^{-bm_2/y}}{\sqrt{1-y^2}} \left[ (1 - \frac{\sigma a}{b}) (bm_2 + y) - \frac{\sigma abm_2^2}{y} \right] \, dy.$$  

(67)

### 4.3 Sixth–derivative gravity with complex poles

Another model for which the deflection angle is known in the case of a static weak–field metric is the sixth–order gravity [50]. This model can be super–renormalizable [9] and it is the most simple one that admits complex poles in the propagator, in an attempt to conciliate unitarity and renormalizability in perturbative quantum gravity [10,11]. There are three possible scenarios for this theory, depending on if the poles are real or complex, simple or degenerate. Here we only show the explicit calculation for the most interesting case of a pair of complex poles (also known as Lee–Wick gravity); moreover, for simplicity, we assume that the real and the imaginary parts of the poles are equal. The result for a general polynomial–derivative theory, from which the omitted cases can be easily deduced, is presented in the next section.

The model under consideration is defined by $(c_1, c_2 > 0)$

$$\mathcal{F}_1 = c_1 \Box, \quad \mathcal{F}_2 = -c_2 \Box \quad \Rightarrow \quad f_2 = 1 - \frac{c_2}{2} \Box^2,$$  

(68)

which yield the potentials [11,50]

$$\chi_2(r) = -\frac{2GM}{r} \left( 1 - e^{-m_2 r} \cos m_2 r \right),$  

(69)

$$\zeta(r) = -\frac{2GMa}{r} \left[ 1 - e^{-m_2 r}(1 + m_2 r) \cos m_2 r - e^{-m_2 r}m_2 r \sin m_2 r \right].$$  

(70)
where, \( m_2 = \sqrt{2/c_2} \) as in the previous example. The oscillatory contribution, which turns out to be damped by a Yukawa potential, is typical of models with complex poles in the propagator [77]. For the geodesic and Gaussian curvatures we obtain

\[ \kappa_g(r) = aK(r) = -\frac{2aGM}{r^3} \left\{ 1 - e^{-m_2r} [(1 + m_2r)\cos m_2r + m_2r (1 + 2m_2r)\sin m_2r] \right\}, \]

(71)

from which it follows

\[ I_1 = \frac{4GM}{b} \left\{ 1 - \int_0^{\pi/2} e^{-m_2b\csc \varphi} \left[ (bm_2 + \sin \varphi) \cos(m_2b \csc \varphi) + m_2b \sin(m_2b \csc \varphi) \right] d\varphi \right\} \]

(72)

and

\[ I_2 = -\sigma \frac{4aGM}{b^2} \left\{ 1 - \int_0^{\pi/2} e^{-m_2b\sec \varphi} \left[ \cos \varphi (1 + m_2 b \sec \varphi) \cos(bm_2 \sec \varphi) \right. \right. \]

\[ + bm_2 (1 + 2bm_2 \sec \varphi) \sin(bm_2 \sec \varphi)] d\varphi \right\}. \]

(73)

Again, expression (72) should be compared to the bending angle for a static weak–field evaluated in [50] by means of the optical–mechanical analogy. Both results agree after one implements the change of variable in the form \( b \csc \varphi = \sqrt{b^2 + x^2} \equiv \rho(x) \). As done in the case of fourth–order gravity, we can make another change of integration variable and cast the deflection angle in the more compact form

\[ \alpha = \alpha_{GR} - \frac{4GM}{b} \int_0^1 dy \frac{e^{-m_2b/y}}{\sqrt{1 - y^2}} \left\{ \left( 1 - \frac{\sigma a}{b} \right) (bm_2 + y) \cos(m_2b/y) \right. \]

\[ + m_2 \sin(m_2b/y) \left[ 1 - \frac{\sigma a}{b} \left( 1 + \frac{2m_2b}{y} \right) \right] \right\}. \]

(74)

4.4 General polynomial–derivative gravity

The two previous examples are particular cases of polynomial–derivative gravity, which is defined by real polynomial form factors \( \mathcal{F}_{1,2} \). The function \( f_2 \) is then a polynomial too, being factored as

\[ f_2(z) = \prod_{i=1}^n \left( \frac{m_i^2 - z}{m_i^2} \right)^{\alpha_i}, \]

(75)
where $z = m_i^2$ is one of the $n$ roots of the equation $f_2(z) = 0$, $\alpha_i$ is its multiplicity and $N = \sum \alpha_i$ is the degree of $f_2(z)$. Furthermore, we assume that $\text{Re}(m_i) > 0$ [50,58]. As a consequence, the potentials read [58]

$$\chi_2(r) = -\frac{2GM}{r} - \frac{2GM}{\sqrt{\pi}} \sum_{i=1}^{n} \sum_{j=1}^{\alpha_i} c_{i,j} \left( \frac{r}{2m_i} \right)^{-\frac{j-3}{2}} K_{\frac{j-3}{2}}(m_i r),$$  \hspace{1cm} (76)

$$\zeta(r) = -\frac{2Gm}{r} + \frac{2Gmr}{\sqrt{\pi}} \sum_{i=1}^{n} \sum_{j=1}^{\alpha_i} m_i c_{i,j} \left( \frac{r}{2m_i} \right)^{-\frac{j-3}{2}} K_{\frac{j-3}{2}}(m_i r),$$  \hspace{1cm} (77)

where $c_{i,j}$ are coefficients given by combinations of the mass parameters $m_i$,

$$c_{i,j} = \frac{-1}{(\alpha_i - j)! (j - 1)!} \frac{d^{\alpha_i - j}}{dz^{\alpha_i - j}} \left. \left( z + m_i^2 \right)^{\alpha_i} z f_2(z) \right|_{z = -m_i^2} ,$$  \hspace{1cm} (78)

and $K_{\nu}$ is the modified Bessel function of the second kind.

The corresponding geodesic and Gaussian curvatures read

$$\kappa_g(r) = aK(r) = -\frac{2aGM}{r^3} + \frac{4aGM}{r^4 \sqrt{\pi}} \sum_{i=1}^{n} \sum_{j=1}^{\alpha_i} \frac{c_{i,j}}{2m_i} \left( \frac{r}{2m_i} \right)^{-\frac{j-3}{2}} \times \left\{ \left[ -3 - 2j \right]^2 (2j - 1) - 4(j - 1)m_i^2 r^2 \right\} K_{\frac{j-3}{2}}(m_i r) + m_i r \left[ (2j - 3)^2 + m_i^2 r^2 \right] K_{\frac{j-1}{2}}(m_i r) \right\} .$$  \hspace{1cm} (79)

It is possible to carry on the computation of the formula for the deflection angle, which is expressed by integrals involving generalized hypergeometrical functions. We omit these cumbersome expressions which can be easily calculated for the particular model of interest by inserting (79) into (54).

### 4.5 Analytic nonlocal gravity

We now consider one example of gravitational theory whose action contains non-polynomial differential operators. For the moment we shall consider only the case of analytic operators, postponing the analysis of two models with non-analytic operators to the next Subsection. Namely, here we assume that the function $f_2$ is the exponential of an entire function. The main virtue of these functions is the absence of unhealthy massive poles (i.e., ghosts) in the propagator and the possibility to have a (super-)renormalizable theory of gravity. A
variety of such models has been considered in the literature [14–19, 31–33, 78–110]. For simplicity here we only analyse one of the simplest choices, given by

\[ \mathcal{F}_1 = -\frac{1}{2} \mathcal{F}_2 = 1 - e^{-\Box/\mu^2} \Rightarrow f_2 = e^{-\Box/\mu^2}, \] (80)

where \( \mu \) is the new energy scale at which nonlocal effects should manifest.

For this theory, the field potentials are

\[ \chi_2(r) = -\frac{2GM}{r} \text{Erf} \left( \frac{\mu r}{2} \right), \quad \zeta(r) = -\frac{2G Ma}{r} \left[ \text{Erf} \left( \frac{\mu r}{2} \right) - \frac{\mu r e^{-\frac{\mu^2 b^2}{4}}}{\sqrt{\pi}} \right], \] (81)

from which we obtain the curvatures

\[ \kappa_g(r) = aK(r) = -\frac{2aGM}{r^3} \left[ \text{Erf} \left( \frac{\mu r}{2} \right) - \left( 1 + \frac{\mu^2 b^2}{2} \right) e^{-\frac{\mu^2 b^2}{4}} \right]. \] (82)

Thanks to the presence of Gaussian functions, in this case all the integrals can be performed analytically, yielding a compact and elegant form for the deflection angle. Indeed, we have

\[ I_1 = \frac{4GM}{b} \left( 1 - e^{-\frac{\mu^2 b^2}{4}} \right) \] (83)

and

\[ I_2 = -\sigma \frac{4aGM}{b^2} + \sigma \frac{2aGM}{b^2} \left( 2 + \mu^2 b^2 \right) e^{-\frac{\mu^2 b^2}{4}}, \] (84)

which give

\[ \alpha = \alpha_{\text{GR}} - \frac{4GM}{b} e^{-\frac{\mu^2 b^2}{4}} \left[ 1 - \sigma \frac{a}{b} \left( 1 + \frac{\mu^2 b^2}{2} \right) \right]. \] (85)

Notice that in the limit \( \mu \to \infty \) the previous expression consistently reproduces the deflection angle in GR (58).

It is also worth to investigate the opposite limit, i.e., \( \mu b \ll 1 \), in which the gravitational interaction is highly nonlocal:

\[ \alpha = GM \mu^2 b \left( 1 + \frac{\sigma a}{b} \right) + \mathcal{O}(\mu^2 b^2). \] (86)

Note that at zeroth order in \( \mu b \) the deflection angle vanishes as the GR piece is compensated by an equal and opposite term, while it starts acquiring a non–vanishing purely nonlocal contribution at order \( \mathcal{O}(\mu b) \). In this regime the impact parameter \( b \) is engulfed by the nonlocal length scale \( \mu^{-1} \).
The result \( \lim_{b \to 0} \alpha = 0 \) is a consequence of the suppression of gravity in the limit of small distances, and it holds for all the quadratic gravity theories which have a bounded potential \( \chi_2 \). In this more general case, it happens when \( b \) is much smaller than the other length scales of the model. For example, for the polynomial–derivative theory considered in Section 4.4 it occurs for \( mb \ll 1 \), where \( m = \max_i \{ \text{Re}(m_i) \} \). This can be verified in a straightforward manner by noticing that the Gaussian and geodesic curvatures (63) and (71) tend to zero in the limit \( m_2 \to 0 \), and the same can be shown for the more general model in Eq. (79) by applying the results of the works [77,78] (see also [58,76]).

### 4.6 Non–analytic nonlocal gravity

As last examples, we consider two nonlocal models whose gravitational actions are constructed in terms of non–analytic differential operators, which lead to infrared extensions of Einstein’s GR. Such kind of nonlocal terms can be introduced as an effective treatment of quantum corrections to the gravitational action, and reproduce the renormalization group running of the cosmological constant and the Einstein–Hilbert term [20–22,26,111–115].

#### 4.6.1 First model: \( \Box^{-1} \)

The first nonlocal action that we study is an extension of the model proposed by Deser and Woodard [21] and it is characterized by the following form factors [114]:

\[
F_1 = \frac{c_1}{\Box}, \quad F_2 = \frac{c_2}{\Box} \quad \Rightarrow \quad f_2 = 1 + \frac{c_2}{2}, \tag{87}
\]

and the two relevant field potentials read [25]

\[
\chi_2(r) = -\frac{1}{1 + c_2/2} \frac{2GM}{r}, \quad \zeta(r) = -\frac{1}{1 + c_2/2} \frac{2GMa}{r}. \tag{88}
\]

The geodesic and the Gaussian curvature are similar to those of GR, but with the rescaling factor \((1 + c_2/2)^{-1}\),

\[
k_g(r) = aK(r) = -\frac{1}{1 + c_2/2} \frac{2aGM}{r^3}. \tag{89}
\]

Then, it follows

\[
I_1 = \frac{4GM}{b(1 + c_2/2)}, \quad I_2 = -\sigma \frac{4aGM}{b^2(1 + c_2/2)}, \tag{90}
\]

so that the deflection angle is

\[
\alpha = \frac{\alpha_{\text{GR}}}{1 + c_2/2}, \tag{91}
\]

which recovers GR in the limit \( c_2 \to 0 \), as expected.
4.6.2 Second model: $\square^{-2}$

Let us now choose the following form factors \([22, 23, 115, 116]\) \((c_1, c_2 > 0)\)

\[
\mathcal{F}_1 = \frac{c_1}{\square^2}, \quad \mathcal{F}_2 = -\frac{2c_2}{\square^2} \quad \Rightarrow \quad f_2 = 1 - \frac{c_2}{\square}. \tag{92}
\]

In this case we do not get a simple constant factor as modification, but Yukawa potentials \([25]\):

\[
\chi_2(r) = -\frac{2GM}{r}e^{-\mu_2 r}, \quad \zeta(r) = -\frac{2GMa}{r}(1 + \mu_2 r)e^{-\mu_2 r}, \tag{93}
\]

where the mass of spin–2 component is now given by $\mu_2 = \sqrt{c_2}$. The Newtonian potential is, thus, screened by this massive parameter in such a way that the usual form proportional to $1/r$ is only observed for $r\mu_2 \ll 1$.

The geodesic and Gaussian curvatures are given by

\[
\kappa_g(r) = aK(r) = -\frac{2aGM}{r^3}e^{-\mu_2 r}[1 + \mu_2 r(1 + \mu_2 r)]. \tag{94}
\]

Then, it follows

\[
I_1 = \frac{4GM}{b} \int_0^{\pi/2} e^{-\mu_2 b \csc \varphi} (\mu_2 b + \sin \varphi) \, d\varphi \tag{95}
\]

and

\[
I_2 = -\sigma \frac{4aGM}{b^2} \int_0^{\pi/2} d\varphi e^{-\mu_2 b \sec \varphi} [\cos \varphi - \mu_2 b(1 + \mu_2 b \sec \varphi)] \, d\varphi. \tag{96}
\]

By making the same changes of integration variables performed in the case of fourth– and sixth–order gravity, we can obtain the following expression for the deflection angle:

\[
\alpha = \frac{4GM}{b} \int_0^1 \frac{e^{-\mu_2 b/y}}{\sqrt{1 - y^2}} \left\{ \mu_2 b + y + \frac{\sigma a}{b} \left[ y - \mu_2 b \left( 1 - \frac{\mu_2 b}{y} \right) \right] \right\} \, dy. \tag{96}
\]

Notice that since the Newtonian potential gets screened for $r \gtrsim \mu_2^{-1}$, it turns out that if the impact parameter $b$ is much larger than $\mu_2^{-1}$, all the trajectory of the light ray would be in a region of very small curvature (see Eq. (94)), whence $\alpha \approx 0$. On the other hand, if $b \lesssim \mu_2^{-1}$ then $\alpha < \alpha_{\text{GR}}$, as part of the trajectory would be in a screened zone. Therefore, for the application of this model to particular systems it may be necessary to take into account finite–distance corrections. For example, if $\mu_2^{-1}$ is so large that the source and the observer are deep inside the potential, the deflection angle would be roughly the same as in GR.
It is worthwhile emphasizing that this behaviour is opposite to what happens in the case of analytic nonlocal gravity analysed in Section 4.5 (or, more generally, in higher-derivative gravity models). Indeed, in that case we had short-distance (ultraviolet) extensions of Einstein’s GR and deep inside the scale of nonlocality $\mu^{-1}$ the deflection angle was entirely controlled by the nonlocality of the gravitational interaction (see Eq. (86) and the subsequent discussion).

5 Discussion and conclusions

The gravitational deflection of light was one of the first predictions of GR to be verified experimentally, and remains among the classical tests of gravity models. In this work we presented a general scheme for evaluating the bending angle owed to a slowly rotating source in the context of linearised quadratic theories of gravity. These kind of models can be viewed as extensions of GR in which the propagator of the gravitational interaction is modified in the scalar and/or spin-2 sectors. Each of the modifications has a different effect on the light bending [47–51].

As a first application to theories beyond Einstein’s GR, we considered gravitational models described by the action in Eq. (59) which entails only modification of the scalar component of the propagator. In Ref. [51] it was shown that, for such models and for static spherically symmetric configurations, a modified spin–0 component does not play any active role in the interaction with light, in the sense that light rays’ trajectories are unaffected. Here we extended this result to the more general case of slowly rotating metrics. Indeed, in Section 4.1 it was explicitly shown that in the class of theories (59) light follows the same path as it does in GR, as $\chi_2 = \chi_2^{GR}$; therefore, $\alpha = \alpha^{GR}$. This does not mean, however, that light deflection cannot be used to discriminate between models of this type. In fact, as discussed in detail in [51], in order to predict the bending angle it is necessary to know the mass of the body which causes the deflection. This quantity is usually a Keplerian mass, determined by the investigation of orbits of massive bodies and, therefore, it is model–dependent (as the interaction between non–relativistic objects depends on the scalar part of the potential, $\chi_0$). Taking this into account, it is possible to write the predicted deflection angle $\hat{\alpha}$ in the form

$$\hat{\alpha} = \frac{1 + \gamma}{2} \alpha^{GR}$$

(97)

where the quantity

$$\gamma(\vec{r}) = \frac{\Psi(\vec{r})}{\Phi(\vec{r})} = \frac{\chi_2^{GR}(\vec{r}) - \chi_0(\vec{r})}{2\chi_2^{GR}(\vec{r}) + \chi_0(\vec{r})}$$

(98)
is not a true constant, but depends on the scale $\bar{r}$ at which the (Keplerian) mass of the central body was determined. Of course, this assumes that at scales near $\bar{r}$ the potentials $\Phi$ and $\Psi$ can be sufficiently well approximated as being proportional to $1/r$. In a more general scenario, it would be possible to observe deviations from the Keplerian orbits, which could offer a more direct measurement of the mass $M$.

Furthermore, we considered extended gravity models in which the spin–2 component of the propagator is modified, so that the potential $\chi_2 \neq \chi_2^{\text{GR}}$ plays an active and crucial role in the interaction with light [51], modifying the trajectory of light rays as we explicitly showed in the examples of Sections 4.2–4.6. In fact, the potential $\chi_2$ affects not only the static contribution to the deflection angle (which was already known after, e.g., [49–51]) but also the terms which depend on the rotation of the source—see Section 3—even in the linear approximation. In such cases the deflection angle $\alpha$ does not have a trivial dependence on the impact parameter $b$, which makes it not possible to define a meaningful generalized Eddington parameter $\gamma$, like in (97), if the trajectory of the light comprises regions where $\chi_2$ does not have an approximate Newtonian form.

We have analysed both local (polynomial) and nonlocal (non–polynomial) models of gravity. The most interesting result was obtained in the case of analytic nonlocal gravity where we were able to perform a full analytic computation and cast the final expression of the deflection angle in terms of elementary functions. In this vein, it is also useful to remark the efficiency of the method based on the Gauss–Bonnet theorem to evaluate the bending angle in the case of axisymmetric spacetimes [52,53].

Before concluding let us emphasize that we only worked in the linearised regime, i.e., weak–field and slow rotation, and neglected finite size effects. Therefore, future investigations are needed to extend our results to strong gravity regime, indeed this will be very interesting especially in light of the recent first ever captured image of a black hole by Event Horizon Telescope Collaboration [117].

**Acknowledgements**

L. B. acknowledges financial support from JSPS and KAKENHI Grant–in–Aid for JSPS Postdoctoral Fellows No. JP19F19324.

**References**

[1] C. M. Will, Living Rev. Rel. 17, 4 (2014).
[2] G. ’t Hooft and M. J. G. Veltman, Ann. Inst. Henri Poincaré A 20, 69 (1974).

[3] K. S. Stelle, Phys. Rev. D 16, 953 (1977); K. S. Stelle, Gen. Rel. Grav. 9, 353–371 (1978).

[4] D. Anselmi, JHEP 1706, 086 (2017).

[5] D. Anselmi and M. Piva, JHEP 1805, 027 (2018); D. Anselmi and M. Piva, JHEP 1811, 021 (2018); D. Anselmi, Class. Quant. Grav. 36, 065010 (2019).

[6] J. F. Donoghue and G. Menezes, Phys. Rev. D 100, 105006 (2019).

[7] A. Salvio and A. Strumia, JHEP 1406, 080 (2014).

[8] A. A. Starobinski, Phys. Lett. B 91, 99 (1980); A. A. Starobinski, *in: Proceedings of the Second Seminar “Quantum Theory of Gravity”,* Moscow, 13-15 October 1981, INR Press, Moscow, 58-72, (1982); A. A. Starobinsky, Sov. Astron. Lett. 9, 302 (1983).

[9] M. Asorey, J. L. López and I. L. Shapiro, Int. J. Mod. Phys. A 12, 5711 (1997).

[10] L. Modesto and I. L. Shapiro, Phys. Lett. B 755, 279 (2016).

[11] L. Modesto, Nucl. Phys. B 909, 584 (2016).

[12] D. Anselmi and M. Piva, JHEP 1706, 066 (2017).

[13] D. Anselmi and M. Piva, Phys. Rev. D 96, 045009 (2017).

[14] N. V. Krasnikov, Theor. Math. Phys. 73, 1184 (1987).

[15] Y. V. Kuzmin, Sov. J. Nucl. Phys. 50, 1011 (1989).

[16] E. T. Tomboulis, Superrenormalizable gauge and gravitational theories, arXiv:hep-th/9702146.

[17] T. Biswas, A. Mazumdar and W. Siegel, JCAP 0603, 009 (2006).

[18] L. Modesto, Phys. Rev. D 86, 044005 (2012).

[19] T. Biswas, E. Gerwick, T. Koivisto and A. Mazumdar, Phys. Rev. Lett. 108, 031101 (2012).

[20] E. V. Gorbar and I. L. Shapiro, JHEP 02, 021 (2003); JHEP 06, 004 (2003).
[21] S. Deser and R. P. Woodard, Phys. Rev. Lett. 99, 111301 (2007).

[22] E. Belgacem, Y. Dirian, S. Foffa and M. Maggiore, JCAP 1803, 002 (2018).

[23] M. Maggiore, Fundam. Theor. Phys. 187, 221 (2017).

[24] S. Foffa, M. Maggiore and E. Mitsou, Int. J. Mod. Phys. A 29, 1450116 (2014).

[25] A. Conroy, T. Koivisto, A. Mazumdar and A. Teimouri, Class. Quant. Grav. 32, 015024 (2015).

[26] S. Deser and R. P. Woodard, JCAP 1311, 036 (2013).

[27] S. Dodelson and S. Park, Phys. Rev. D 90, 043535 (2014).

[28] S. Capozziello and M. De Laurentis, Phys. Rept. 509, 167 (2011).

[29] M. Blasone, G. Lambiase, L. Petruzziello and A. Stabile, Eur. Phys. J. C 78, 976 (2018).

[30] M. Blasone, S. Capozziello, G. Lambiase and L. Petruzziello, Eur. Phys. J. Plus 134, 169 (2019).

[31] L. Buoninfante, G. Lambiase, L. Petruzziello and A. Stabile, Eur. Phys. J. C 79, 41 (2019).

[32] L. Buoninfante, G. G. Luciano, L. Petruzziello and L. Smaldone, Phys. Rev. D 101, 024016 (2020).

[33] L. Buoninfante, G. Lambiase and A. Stabile, Eur. Phys. J. C 80, 122 (2020).

[34] G. Lambiase, A. Stabile and A. Stabile, Phys. Rev. D 95, 084019 (2017).

[35] G. Lambiase, M. Sakellariadou, A. Stabile and A. Stabile, JCAP 1507, 003 (2015).

[36] S. Capozziello, G. Lambiase, M. Sakellariadou and A. Stabile, Phys. Rev. D 91, 044012 (2015).

[37] S. Capozziello, V. F. Cardone and A. Troisi, Phys. Rev. D 73, 104019 (2006).

[38] T. Clifton, Phys. Rev. D 77, 024041 (2008).
[39] M. Lubini, C. Tortora, J. Näf, Ph. Jetzer and S. Capozziello, Eur. Phys. J. C 71, 1834 (2011).

[40] Ch. P. L. Berry and J. R. Gair, Phys. Rev. D 83, 104022 (2011) [Erratum ibid. 85, 089906 (2012)].

[41] A. Stabile and An. Stabile, Phys. Rev. D 85, 044014 (2012).

[42] H. Liu, X. Wang, H. Li and Y. Ma, Eur. Phys. J. C 77, 723 (2017).

[43] S. S. Zhao and Y. Xie, Phys. Lett. B 774, 357 (2017).

[44] S. Capozziello, D. Borka, P. Jovanović and V. B. Jovanović, Phys. Rev. D 90, 044052 (2014).

[45] S. Capozziello, V. B. Jovanović, D. Borka and P. Jovanović, Physics of the Dark Universe 29, 100573 (2020).

[46] B. L. Giacchini, in: M. Bianchi, R. T. Jantzen, R. Ruffini (Eds.), The Fourteenth Marcel Grossmann Meeting, pp. 1340-1345. Singapura: World Scientific (2017), arXiv:1612.01823.

[47] A. Accioly, B. L. Giacchini and I. L. Shapiro, Eur. Phys. J. C 77, 540 (2017).

[48] A. Accioly, J. Helayël-Neto, B. Giacchini and W. Herdy, Phys. Rev. D 91, 125009 (2015).

[49] A. Accioly, A.D. Azeredo, E.C. de Rey Neto and H. Mukai, Braz. J. Phys. 28, 2 (1998).

[50] A. Accioly, B. L. Giacchini and I. L. Shapiro, Phys. Rev. D 96, 104004 (2017).

[51] B. L. Giacchini and I. L. Shapiro, Phys. Lett. B 780, 54 (2018).

[52] G. W. Gibbons and M. C. Werner, Class. Quant. Grav. 25, 235009 (2008).

[53] T. Ono, A. Ishihara and H. Asada, Phys. Rev. D 96, 104037 (2017).

[54] P. Teyssandier, Class. Quantum Grav. 6, 219 (1989).

[55] P. Hölscher, Phys. Rev. D 99, 064039 (2019).

[56] R. P. Kerr, Phys. Rev. Lett. 11 (1963), 237-238,
[57] H. Thirring, Phys. Zs. 19, 33 (1918) [English translation in Gen. Rel. Grav. 16, 712 (1984)]; J. Lense and H. Thirring, Phys. Zs. 19 156 (1918) [Translation in Gen. Rel. Grav. 16, 727 (1984)].

[58] B. L. Giacchini and T. de Paula Netto, Eur. Phys. J. C 79, 217 (2019).

[59] A. Accioly, A. Azeredo and H. Mukai, J. Math. Phys. 43, 473 (2002).

[60] K. J. Barnes, J. Math. Phys. 6, 788 (1965); R. J. Rivers, Nuovo Cimento 34, 387 (1964).

[61] P. Van Nieuwenhuizen, Nucl. Phys. B 60, 478 (1973).

[62] M. P. do Carmo, Differential Geometry of Curves and Surfaces, Prentice-Hall, New Jersey (1976).

[63] M. Werner, Gen. Rel. Grav. 44, 3047 (2012).

[64] A. Ishihara, Y. Suzuki, T. Ono, T. Kitamura and H. Asada, Phys. Rev. D 94, 084015 (2016).

[65] A. Ishihara, Y. Suzuki, T. Ono and H. Asada, Phys. Rev. D 95, 044017 (2017).

[66] K. Jusufi, A. ¨Ovg¨un, J. Saavedra, Y. V´asquez and P. Gonz´alez, Phys. Rev. D 97, 124024 (2018).

[67] G. Crisnejo and E. Gallo, Phys. Rev. D 97, 124016 (2018).

[68] K. Jusufi, Phys. Rev. D 98, 064017 (2018).

[69] T. Ono, A. Ishihara and H. Asada, Phys. Rev. D 98, 044047 (2018).

[70] G. Crisnejo, E. Gallo and A. Rogers, Phys. Rev. D 99, 124001 (2019).

[71] W. Javed, R. Babar and A. ¨Ovg¨un, Phys. Rev. D 100, 104032 (2019).

[72] G. Crisnejo, E. Gallo and K. Jusufi, Phys. Rev. D 100, 104045 (2019).

[73] K. Jusufi, M. Jamil, H. Chakrabarty, Q. Wu, C. Bambi and A. Wang, Phys. Rev. D 101, 044035 (2020).

[74] Z. Li and A. ¨Ovg¨un, Phys. Rev. D 101, 024040 (2020).
[75] R. H. Boyer and R. W. Lindquist, J. Math. Phys. 8, 265 (1967).
[76] L. Modesto, T. de Paula Netto, I. L. Shapiro, JHEP 1504, 098 (2015).
[77] B. L. Giacchini, Phys. Lett. B 766, 306 (2017).
[78] B. L. Giacchini and T. de Paula Netto, JCAP 1907, 013 (2019).
[79] T. Biswas, A. Conroy, A. S. Koshelev and A. Mazumdar, Class. Quant. Grav. 31, 015022 (2014) [Erratum ibid. 31, 159501 (2014)].
[80] T. Biswas, A. S. Koshelev and A. Mazumdar, Fundam. Theor. Phys. 183, 97 (2016). T. Biswas, A. S. Koshelev and A. Mazumdar, Phys. Rev. D 95, 043533 (2017).
[81] J. Edholm, A. S. Koshelev and A. Mazumdar, Phys. Rev. D 94, 104033 (2016).
[82] L. Buoninfante, A. S. Koshelev, G. Lambiase and A. Mazumdar, JCAP 1809, 034 (2018).
[83] L. Buoninfante, A. S. Koshelev, G. Lambiase, J. Marto and A. Mazumdar, JCAP 1806, 014 (2018).
[84] L. Buoninfante, G. Harmsen, S. Maheshwari and A. Mazumdar, Phys. Rev. D 98, 084009 (2018).
[85] L. Buoninfante, G. Lambiase and A. Mazumdar, Nucl. Phys. B 944, 114646 (2019).
[86] L. Buoninfante, A. S. Cornell, G. Harmsen, A. S. Koshelev, G. Lambiase, J. Marto and A. Mazumdar, Phys. Rev. D 98, 084041 (2018).
[87] L. Buoninfante, A. Ghoshal, G. Lambiase and A. Mazumdar, Phys. Rev. D 99, 044032 (2019).
[88] L. Buoninfante, G. Lambiase and M. Yamaguchi, Phys. Rev. D 100, 026019 (2019).
[89] L. Buoninfante and A. Mazumdar, Phys. Rev. D 100, 024031 (2019).
[90] L. Buoninfante, A. Mazumdar and J. Peng, Phys. Rev. D 100, 104059 (2019).
[91] S. Abel, L. Buoninfante and A. Mazumdar, JHEP 2001, 003 (2020).
[92] L. Buoninfante, G. Lambiase, Y. Miyashita, W. Takebe and M. Yamaguchi, Phys. Rev. D 101, 084019 (2020).
[93] L. Buoninfante, G. Lambiase and A. Mazumdar, Nucl. Phys. B 931, 250 (2018).
[94] L. Buoninfante, G. Lambiase and A. Mazumdar, Eur. Phys. J. C 78, 73 (2018).
[95] K. Sravan Kumar, S. Maheshwari and A. Mazumdar, Phys. Rev. D 100, 064022 (2019).
[96] A. S. Koshelev, K. Sravan Kumar and A. A. Starobinsky, JHEP 1803, 071 (2018).
[97] A. S. Koshelev, K. Sravan Kumar, A. Mazumdar and A. A. Starobinsky, Non-Gaussianities and tensor-to-scalar ratio in nonlocal $R^2$-like inflation, arXiv:2003.00629.
[98] J. Boos, V. P. Frolov and A. Zelnikov, Phys. Rev. D 97, 084021 (2018).
[99] G. Calcagni, Universe 2018, 95 (2018).
[100] E. Kilicarslan, Phys. Rev. D 98, 064048 (2018).
[101] E. Kilicarslan, Phys. Rev. D 99, 124048 (2019).
[102] Y. D. Li, L. Modesto and L. Rachwal, JHEP 12, 173 (2015).
[103] G. Calcagni, L. Modesto and G. Nardelli, JHEP 1805, 087 (2018) [Erratum ibid. 1905, 095 (2019)].
[104] G. Calcagni, L. Modesto and Y. S. Myung, Phys. Lett. B 783, 19 (2018).
[105] F. Briscese, G. Calcagni and L. Modesto, Phys. Rev. D 99, 084041 (2019).
[106] J. Boos, Int. J. Mod. Phys. D 27, 1847022 (2018).
[107] J. Boos, Angle deficit & non-local gravitoelectromagnetism around a slowly spinning cosmic string, arXiv:2003.13847.
[108] J. Boos, J. P. Soto and V. P. Frolov, Ultrarelativistic spinning objects (gyratons) in non-local ghost-free gravity, arXiv:2004.07420.
[109] V. P. Frolov, A. Zelnikov, T. de Paula Netto, JHEP 1506, 107 (2015).
[110] V. P. Frolov, Phys. Rev. Lett. 115, 051102 (2015).
[111] L. Tan and R. P. Woodard, JCAP 1805, 037 (2018).
[112] R. P. Woodard, Universe 4, 88 (2018).

[113] Y. Zhang, K. Koyama, M. Sasaki and G. Zhao, JHEP 03, 039 (2016).

[114] P. G. Ferreira and A. L. Maroto, Phys. Rev. D 88, 123502 (2013).

[115] G. Cusin, S. Foffa, M. Maggiore and M. Mancarella, Phys. Rev. D 93, 043006 (2016).

[116] U. Kumar, S. Panda and A. Patel, Phys. Rev. D 98, 124040 (2018).

[117] K. Akiyama et al. [Event Horizon Telescope], Astrophys. J. 875, L1 (2019).