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Abstract
Cross-sectional and the empirical Bayes (EB) before–after are two of the most common methods for estimating crash modification factors (CMFs). The EB before–after method has now been accepted as one way of addressing the potential bias caused by the regression to the mean problem. However, sometimes before–after methods may not be feasible because of the lack of data from before and after periods. In those cases, researchers rely on cross-sectional studies to develop CMFs. However, cross-sectional studies may provide biased CMFs through confounding. The propensity score (PS) matching method, along with cross-sectional regression models, is one of the methods that can be used to address confounding. Though PS methods are widely used in epidemiology and other studies, there are only a few studies that have used PS matching methods to estimate CMFs. The intent of this study is to evaluate and compare the performance of cross-sectional regression models using PS matching methods with the results from the EB and traditional cross-sectional methods. The comparisons were conducted using two carefully selected simulated datasets. The results indicate that optimal propensity score distance (PSD) matching with maximum variable ratio of 5 performed quite well compared with the EB before–after and the traditional cross-sectional methods.

A crash modification factor (CMF) is an estimate of the change in crashes expected after implementation of a countermeasure. Practitioners can use the CMF in quantifying safety in many ways including as part of the roadway management process, roadway safety audits, alternatives development and analysis, and design decisions (1). The methods for estimating CMFs can be divided into two broad categories: cross-sectional and before–after (2–5). Many safety researchers feel that CMFs developed using cross-sectional studies may not always be reliable because they rarely represent causal relationships. The issues associated with the CMFs derived from cross-sectional models are discussed in some detail in Hauer (6–8), Gross et al. (9), and Carter et al. (10).

There is some consensus in the safety research community that properly designed before–after studies, including both Bayesian before–after (3, 4) and empirical Bayesian (EB) before–after methods (2), provide more reliable estimates of CMFs. The Bayesian method has some advantages (5) over the EB method, such as the ability to work with small samples, the ability to use complex model forms, and the ability to more appropriately account for the uncertainty of the parameter estimates of the CMFs. However, there are some treatments for which before–after studies may not be possible because of unavailability of data from the before or after periods. In those cases, researchers rely on cross-sectional studies to develop CMFs (11–13). One of the primary challenges of cross-sectional studies is how to address confounding, which is sometimes caused by systematic differences between the reference and treatment groups. In the presence of uncontrolled confounding, any obtained CMFs from the treatment group cannot be attributed solely to a causal effect of the countermeasures, and thus the estimated CMFs may be biased and unreliable.
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One approach to address confounding in cross-sectional studies is to use propensity score (PS) matching methods along with cross-sectional regression models (14). The PS is the probability of being assigned to the treatment group given the observed covariates. A PS can be estimated using logistic regression. The PS allows one to design and analyze an observational (nonrandomized) study so that it mimics some of the particular characteristics of a randomized controlled trial. PS can be used to balance the measured covariates between the treatment and reference groups and thus overcome the confounding issue associated with the traditional cross-sectional method. In fact, PS methods are the most popular causal inference methods for observational studies in epidemiology and etiology fields (15).

Summary of Recent Studies in Traffic Study using the Propensity Score Methods

Donnell et al. explored the PS method using a dataset that was part of a study on the safety evaluation of shoulder rumble strips and centerline rumble strips (CLRS) applications (16). The dataset included 334 treatment sites as well as 13,286 reference sites. First, the study compared the CMFs for five crash types (total, injury, runoff road, head-on, and the sideswipe opposite direction crashes) estimated from EB before-after and three PS matching methods for cross-sectional analysis, where the reference sites were matched with treatment sites by PS 1-1, 5-1, and 10-1 matching with replacement. For all crash types that were explored, it was found there were no significant treatment effects for the two treatments. They further compared the EB before-after and the same PS matching methods by adding a simulated covariate based on predefined “true CMF” to the original dataset. They concluded that the PS matching method was better than the EB method in that the estimated CMFs from the PS methods were closer to the predefined true CMF. This study did not include the traditional cross-sectional method.

Sasidharan and Donnell applied the PS method to estimate the effectiveness of the installation of lighting at intersections (17). Some 6,464 intersections were available for analysis and about 42% of the intersections contained some form of roadway lighting. The nearest neighbor (NN) PS matching, Mahalanobis distance (MD) matching, and stratification of PS with regression were used to estimate the CMFs. The results from the three methods indicated that fixed roadway lighting reduces nighttime crashes, but does not significantly reduce daytime crashes.

Wood et al. used the PS matching methods to estimate the safety effects of lane widths on urban streets in Nebraska (18). Matching was performed using NN and MD matching techniques. CMFs for the target crash types (sideswipe same direction and sideswipe opposite direction) were estimated using mixed-effects from negative binomial or Poisson regression with the matched data. They concluded that CMFs for target crash types were consistent with the values currently used in the Highway Safety Manual (19).

Wood and Donnell (20) evaluated the CMFs of the continuous green T (CGT) intersections using both the NN and genetic matching methods. The matching criterion was MD. The data included 30 CGT and 38 comparison sites from Florida and 16 CGT and 21 reference sites from South Carolina. The studied crash types include total, fatal and injury, and target crash (rear-end, angle, and sideswipe). No significant treatment effects were identified for all the studied crash types.

Wood et al. compared the CMFs estimated from EB, PS, and traditional cross-sectional methods that were conducted for the evaluation of the Safety Edge treatment (21). The dataset consisted of 57 rural road segments that received a Safety Edge treatment and 147 untreated segments. The after periods data including the treatment and reference groups were used for the cross-sectional studies with or without PS matching, and the whole period was used for the EB comparison study. The caliper-based 1:1 NN matching without replacement method (14) was used. Their results show that the cross-sectional and PS-based methods yielded similar CMFs as the EB methods. However, the EB estimates had smaller standard errors compared with the traditional and PS-based cross-sectional methods.

Study Objective and Overview of Approach

The intent of this study was to evaluate and compare the performance of cross-sectional regression models along with PS matching with the EB method, and traditional cross-sectional methods. The authors considered the possibility of using real data to compare the different methods. However, when real data are used, the findings would just indicate whether the results from the different methods are similar or different, and these findings may likely differ depending on the specific datasets. Therefore, the decision was made to use simulated data. With this approach, simulated data are generated based on known “true CMF” values. The evaluation would then compare the estimated CMFs with the “true CMFs” from the different methods, allowing for a direct comparison of the reliability of a particular method. Use of simulated data is quite common in the statistics field for comparing methods, but is probably underutilized for comparing statistical methods in highway safety. Further details about the simulated datasets and the approach are available in subsequent sections. Please note that the terms reference sites, comparison sites, control sites, and untreated sites, are used interchangeably throughout the paper.
Methods Explored

This section provides an overview of the different methods that were investigated in this study. A brief summary is provided along with the different equations that are involved in estimating CMFs.

The EB Method

In the EB approach (2, 22), the change in safety for a given crash type at a location is given by:

\[
\lambda - \pi
\]  

where \( \lambda \) is the expected number of crashes that would have occurred in the after period without treatment, and \( \pi \) is the number of reported crashes in the after period. The safety performance function (SPF) is used to first estimate the number of crashes that would be expected in each year of the before period at locations with traffic volumes and other characteristics similar to the one being analyzed. The sum of these annual SPF estimates (\( P \)) is then combined with the count of crashes (\( x \)) in the before period at a treatment site to obtain an estimate of the expected number of crashes (\( m \)) before treatment. This estimate of \( m \) is:

\[
m = w_1(x) + w_2(P),
\]

where the weights \( w_1 \) and \( w_2 \) are estimated from the mean and variance of the SPF estimate as:

\[
w_1 = P / (P + 1/k)
\]

\[
w_2 = 1 / (P + 1/k),
\]

where \( k \) is dispersion parameter and is estimated from the SPF calibration process with the use of a maximum likelihood procedure and an assumption of a negative binomial distributed error structure.

An estimate of \( \lambda \) and its variance can be obtained following the procedures in the Hauer et al. tutorial (22). The estimate of \( \lambda \) is then summed over all sites in a treatment group of interest (to obtain \( \lambda_{\text{sum}} \)) and compared with the count of crashes during the after period in that group (\( \pi_{\text{sum}} \)). The variance of \( \lambda \) is also summed over all sections in the treatment group.

The CMF (\( \theta \)) is estimated as:

\[
\theta = (\pi_{\text{sum}}/\lambda_{\text{sum}}) / \{1 + [\text{Var}(\lambda_{\text{sum}})/\lambda_{\text{sum}}^2]\}.  
\]

The standard deviation of \( \theta \) is given by:

\[
\text{Stddev}(\theta) = [\theta^2 \{[\text{Var}(\pi_{\text{sum}})/\pi_{\text{sum}}^2] + [\text{Var}(\lambda_{\text{sum}})/\lambda_{\text{sum}}^2] / [1 + \text{Var}(\lambda_{\text{sum}})/\lambda_{\text{sum}}^2]\}]^{0.5}
\]

Cross-Sectional Modeling

In this method, crashes are typically assumed to follow a negative binominal (NB) distribution to address overdispersion in crash counts. The treatment and untreated groups are pooled and a dummy variable indicating reference/treatment group is included in the models. The coefficient for this dummy variable is an indicator of the effectiveness of a treatment.

The following example uses the intersection signalized treatment to describe the approach for deriving a CMF from the cross-sectional modes. Suppose a crash prediction model for intersection crashes is the following:

\[
\lambda_{i,t} = \alpha \cdot \text{ma_aadt}_i, \beta_1 \cdot \text{mi_aadt}_i, \beta_2 \exp(\beta_3 Z + \epsilon_i)
\]

and,

\[
\lambda_{i,t} = \text{expected number of crashes at intersection } i \text{ in year } t
\]

\[
\text{ma_aadt}_i = \text{annual average daily traffic (AADT) on major road at site } i \text{ in year } t
\]

\[
\text{mi_aadt}_i = \text{AADT on minor road at site } i \text{ in year } t
\]

\( \alpha = \text{Intercept} \)

\( Z = \text{Dummy variable, } Z = 1 \text{ for treatment site, and } Z = 0 \text{ for control site} \)

\( \beta_1, \beta_2, \beta_3 = \text{Coefficients for ma_aadt}_i, \text{mi_aadt}_i, \text{ and } Z, \text{ respectively} \)

The CMF for signalization treatment is \( \exp(\beta_3) \). As mentioned earlier, the cross-sectional method is often not able to address the potential bias caused by confounding.

Cross-Sectional along with the PS Matching Methods

Matching is the most common PS method, which involves assembling the treatment sites and the control sites with similar or identical PS. There are many ways to match a control site to a treated site. CMFs can then be estimated from the matched sample. The analysis of the matched samples can then approximate that of a randomized trial by directly comparing outcomes between treatment sites and control sites using methods that account for the paired nature of the data. Examples of such methods include mixed-effect NB or Poisson models based on the matched ID. Many statistical software packages provide options for estimating mixed-effects models; for example, the SAS GLIMMIX procedure can be used to estimate mixed-effects models.

Matching Distances. The first step in matching is selecting the matching distance, that is, which measure(s) should be used to match a control to a treated site. The propensity score distance (PSD) and MD between a treatment and a control sites were used in this study.
PSD. The PS for a treatment can be estimated using binary logistic regression:

\[ \Pr(Z_i = 1 | X_i) = \frac{\exp(\beta X_i)}{1 + \exp(\beta X_i)} \]  

where \( \Pr(Z_i = 1 | X_i) \) is the PS for a treatment at site \( i \); \( X_i \) is a set of covariates for site \( i \). \( \beta \) is the vector of parameters associated with covariates \( X_i \).

The absolute value of difference in PS is defined as the PSD and can be used to match treatment site \( i \) and control \( j \) in the study.

\[ \text{PSD}_{ij} = |\Pr(Z_i = 1) - \Pr(Z_j = 0)| \]  

MD. MD measures the distance between the two observations \( X_i \) in a treatment group and \( X_j \) in a control group. The MD is calculated using the following equation.

\[ \text{MD}_{ij} = (X_i - X_j) \Sigma^{-1} (X_i - X_j) \]  

where \( X_i - X_j \) is the matrix of the differences in values between treatment site \( i \) and control site \( j \) for the variables included in the MD calculation, and \( \Sigma \) is the covariance matrix of \( X \) between the two groups. It is intuitive to include all the significant variables from the logistic regression for the PS calculation, and for the MD calculation. In addition to all the significant covariates, PS was also included in the MD calculation in this study.

Matching Methods. NN matching with caliper option and the optimal matching are the two most popular and useful methods. In addition, NN match also has options for matching with and without replacement. PSMATCH procedure in SAS 14.2 was used to explore these two matching methods.

Nearest Neighbor (NN) Matching. The NN matching (23) method is also called Greedy NN matching as it uses a “greedy” algorithm, which cycles through each treated unit one at a time, selecting the available control unit with the smallest distance to the treated site. The algorithm makes “best” matches first and “next-best” matches next, in a hierarchical sequence until no more matches can be made.

- 1:1 versus k:1 matching

In its simplest form, 1:1 NN matching selects the control site with the smallest distance for each treated site. The advantage for 1:1 matching is that the matched sets are more similar compared with k:1 NN matching. k:1 NN matching allows \( k \) controls to be matched to the same treated site. One issue in relation to 1:1 matching is that it can discard many controlled observations and thus may lead to reduced precision for the CMF estimates. On the other hand, although k:1 NN matching increases the matched sample set, it reduces the similarity between the matched treated and control groups. In other words, selecting the number of matches involves a bias-variance trade-off. Selecting multiple controls for each treated site will generally increase bias, as the second, third, and fourth closest matches are further away from the treated site compared with the first closest match. On the other hand, utilizing multiple matches can decrease variance because of the larger matched sample size. An additional concern with k:1 NN matching is that, without any restrictions, it can lead to some poor matches, if for example, there are no control sites with PS similar to a given treated site.

- Caliper Width

One strategy to avoid poor matches is to impose a caliper and only select a match if it is within the caliper width. Best matches are those with the lowest matching distances with the range of the caliper width. This can lead to difficulties in interpreting effects if many treated sites do not receive a match, but can help avoid poor matches. For more details, readers are referred to Rosenbaum and Rubin (24).

- With or Without Replacement

One way to resolve the issue when many treated sites do not receive a match is matching with replacements; in other words, one control site could be matched to multiple treated sites based on the aforementioned criteria. Matching with replacement can often decrease bias because controls that look similar to many treated sites can be used multiple times. This is particularly helpful in settings where there are few control sites comparable with the treated sites. However, inference becomes more complex when matching with replacement, because the matched controls are no longer independent. It is also possible that the estimate of the treatment effect will be based on just a small number of controls when matching with replacement.

Optimal Matching. One issue of the NN matching is that the order in which the treated subjects are matched may change the quality of the matches. Optimal matching avoids this issue by taking into account the overall set of matches when choosing individual matches, minimizing a global distance measure (25). Generally, NN matching performs poorly when there is intense competition for controls, and performs well when there is little competition (26).
In the SAS PSMATCH procedure, all matches are selected simultaneously and without replacement to minimize the total absolute difference in PS or MD across all matches. Maximum variable ratio allows a specified maximum number of control sites to be matched to each treated site to achieve a minimal global PSD or MD. Note that this option uses much more computer memory compared with the NN matching.

Estimation of CMFs using the PS Matching Methods. For cross-sectional models with the PS matching methods, the CMFs can be derived in two ways:

1. The CMFs can be estimated in the same way as the traditional cross-sectional method using the NB model. Instead of the whole dataset, the matched datasets are used.

2. As the matched dataset includes matched treated and control sites, it may be more appropriate to use a method specifically for the matched data, in which treatment effects are estimated after controlling the effects in each of the matched control sites. Mixed-effects model is one of the options for this purpose, in which matched ID is used for the random effects. The Equation for the mixed-effects model is:

$$
\lambda_{i,t} = \alpha \cdot m_{a\text{aadt}}_{i,t}^{\beta_1} m_{i\text{aadt}}_{i,t}^{\beta_2} \exp(\beta_3 Z + e_{\text{matched ID}})
$$

(11)

It can be seen that Equation 11 is similar to Equation 7 for the traditional cross-sectional method. In a mixed-effects model, instead of a site level error $e_i$, a matched pair error $e_{\text{matched ID}}$ is used indicating each matched pair share the same error.

Study Design

In simulated datasets the true CMFs are known, and the difference between true and estimated CMFs can be used to assess the reliability of a particular method. Although many studies seek to match the characteristics of treated and untreated sites in before–after as well as cross-sectional studies, treated and untreated sites are often not very similar. Thus, to consider a realistic scenario, the study design should allow for the distribution of the major covariates to be different between the treated and control groups. At the same time, the reference group should have enough sites that can be matched to the treated sites so that it is possible to implement and evaluate the matching methods.

Different true CMF values and overdispersion parameters were used when generating the crash counts. The simulated AADT volumes and crash counts also need to be realistic. For this study, we chose urban stop-controlled intersections as control sites and signalization as a countermeasure. In total 11 years of data were generated, and a signalization treatment was assumed to occur in year 6 at some of the intersections with high traffic volumes on the major road (ma_aadt). The after-period data (i.e., from year 7 to 11) were selected for evaluating the traditional cross-sectional as well as the PS matching methods.

As mentioned earlier, we need to have sufficient number of control sites with similar distributions of the major covariates as the treated group so that the matching methods can be applied. Thus, part of the high AADT intersections was set to be part of the control sites. The majority of the control sites, however, were from the intersections with lower ma_aadt values.

After assigning treatment and control sites and following Donnell et al. (16), a confounder was then assigned to each treated and control site with different distributions in the two groups. To simulate realistic traffic volumes on major and minor roads as well as crash counts, a literature review was conducted for recent studies on SPFs for urban stop-controlled intersections. The crash counts were then generated for each site assuming a NB distribution using a SPF similar to those found in these previous studies.

Simulated Data

The data used to examine the different methods were generated from a Poisson-Gamma distribution (4, 27). The simulation framework for the urban stop-controlled intersection dataset is as follows:

Step 1: For year 1, randomly generated entering traffic volumes on the major road (5000–50,000 ma_aadt) which follows a truncated normal distribution with mean of 20,000 and standard deviation of 6000. Similarly generated AADT on the minor road (500–5,000 mi_aadt) with mean of 2,000 and standard deviation of 600. The number of sites was set to be 100,000 to ensure that enough control sites can be obtained that are significantly different from the treated sites in relation to ma_aadt.

Step 2: ma_aadt and mi_aadt for the remaining 10 years were generated with random variation (within 5%), such that most of the traffic volumes would be around the mean value 20,000 and 2,000, respectively.

Step 3: Sorted the ma_aadt from high to low. Then randomly assigned 5%–20% of the top 3,000, 5,000, and 10,000 high ma_aadt sites to be treated sites. The remaining sites with high ma_aadt values were partially assigned to the control group. The number of the assigned control sites with high ma_aadt values
was about 2–6 times the treated sites. Multiple datasets were generated at this step.

Step 4: 20,000–30,000 sites with the lowest ma_aadt values in the initially generated 100,000 sites were added to the control group.

Step 5: Generated a confounding variable \( v_w \) with different distribution between the treated and control groups.

\[
v_w|Z \sim N\left(50^*(1 + 0.5Z), (10^*(1 + 0.5Z))^2\right) \tag{12}\]

where

\( Z \) = Dummy variable, \( Z = 1 \) for treatment site, and \( Z = 0 \) for control site.

Step 6: As mentioned earlier, year 6 was assumed to be the treatment year. Year 1 through year 5 is the before period and years 7 through 11 is the after period. CMFs were applied to treated sites in the after period when generating the crash counts from the NB models, based on the following model.

\[
\lambda_{i,t} = \alpha \times ma_aadt_{i,t}^{\beta_1} ma_aadt_{i,t}^{\beta_2} \exp(\beta_4 v_w) \\
\times (1 + \text{CMF} \times Z_{t>T_0}) \tag{13}\]

where

\( \beta_4 \) parameter associated with the confounding variable \( v_w \),

\( Z_{t>T_0} = \) dummy variable, \( Z_{t>T_0} = 1 \) for treated sites when year > treatment year \( T_0 \); otherwise \( Z_{t>T_0} = 0 \).

Crash counts were generated based on SPFs from previous studies. Specifically, parameters \( \alpha, \beta_1, \beta_2 \) were assumed based on the SPFs from California (28) and Virginia (29). The used SPF was:

\[
\lambda_{i,t} = 0.00004 \times ma_aadt_{i,t}^{0.619} ma_aadt_{i,t}^{0.4813} \\
\exp(0.015v_w) \times (1 + \text{CMF} \times Z_{t>T_0}) \tag{14}\]

where CMF is assumed to be 1.3 and 1.0, respectively for the above datasets.

Step 7: Calculated the expected number of crashes \( \lambda_{i,t} \) for intersection \( i \) across 11 years from the above SPF (Equation 14).

Step 8: Generated a scale factor \( \delta_i \) from a Gamma distribution with the mean equal to 1 and the over dispersion parameter \( \phi: \delta_i \sim \text{gamma} \left( \phi, \frac{1}{\phi} \right) \)

Step 9: Calculated the modified mean \( \mu_{i,t} = \lambda_{i,t} \times \delta_i \)

Step 10: Generated observed crash counts \( (Y_{i,t}) \) at intersection \( i \) in year \( t \) from a Poisson distribution with mean \( \mu_{i,t} \).

For the generated datasets, the EB before–after evaluation and traditional cross-sectional analysis were conducted. The final simulated datasets were selected such that the characteristics of the treated and control sets were significantly different, which led to the estimated CMFs from the EB method to be significantly different from the true CMF—the intent was to determine whether the PS method would provide an estimated CMF that was closer to the true CMF compared with the EB method. The final two simulated datasets and their summary statistics are described in Table 1. It is clear that the ma_aadt and average crashes per site per year in the treated group are higher than those in the reference group, as expected.

Evaluation Results

The two simulated datasets were explored using the EB, traditional cross-sectional, and the various PS methods as aforementioned. The NN PSD matching was explored with 5 replacements and MD match using 1, 5, and 10 replacements, respectively. The optimal matching by PSD and MD was also investigated, and the maximum variable ratio was set to be 5.

CMFs from Dataset 1

There are 386 treated sites and 21,000 reference sites in dataset 1 and the true CMF = 1.30. Among the 21,000 reference sites, there are 1,000 sites with ma_aadt values similar to those in the treated sites and 20,000 sites with much lower ma_aadt values. The CMFs in relation to mean and 95% confidence limits by various methods are shown in Table 2.

If the true CMF 1.30 is located between the 95% confidence limits of the estimated CMFs, we concluded that the method correctly identifies the true effects and reported a “Yes” in Table 2. Otherwise, we reported a “No”.

For the EB and traditional cross-sectional methods, the 95% confidence intervals of the estimated CMFs did not include the true CMF value. The NN PSD matching with 5 replacements had the worst results because only 10 control sites were repeatedly matched to the 371 treated sites. All other matching methods, except optimal matching by MD using the mixed-effects model, correctly identify the true effects. It can be seen the CMFs from the mixed-effects models are generally consistent with those from the NB models, but with a lower standard error. The lower standard error means a more stable estimate. Thus the mixed-effects model seems to be a better option for the CMF estimation for the matching methods. The CMFs from the mixed-effects Poisson models are listed in Table 3, whereas the mixed-effects NB models did not converge.
**Table 1.** Summary Statistics for Simulated Dataset 1 and 2

| Variable                  | Control/treated | Min     | Max     | Mean    | SD      |
|---------------------------|-----------------|---------|---------|---------|---------|
| confounding variable v_w  | Control group   | 8.25    | 90.58   | 50.06   | 10.00   |
| ma_aadt                   | 21000 sites     | 11219   | 47528   | 15712   | 4807    |
| mi_aadt                   | (1000 sites)    | 485     | 5273    | 1963    | 597     |
| Crashes/site.year         | with high       | 0       | 12.91   | 1.29    | 3.99    |
| mi_aadt - before          | ma_aadt)        | 10122   | 47818   | 15790   | 4659    |
| mi_aadt - before          |                 | 491     | 4956    | 1963    | 591     |
| ma_aadt - after           |                 | 12018   | 51087   | 15636   | 5002    |
| mi_aadt - after           |                 | 462     | 5560    | 1963    | 608     |
| Confounding variable v_w  | Treated group   | 26.05   | 117.53  | 76.39   | 14.61   |
| ma_aadt - before          | 386 sites       | 26782   | 43712   | 31854   | 2671    |
| mi_aadt - before          |                 | 589     | 4507    | 2126    | 684     |
| ma_aadt - after           |                 | 30469   | 46245   | 33138   | 2423    |
| mi_aadt - after           |                 | 556     | 4341    | 2124    | 696     |

| Dataset 1:               | True CMF = 1.30, dispersion parameter = 1/1.5 | Dataset 2:               | True CMF = 1.00, dispersion parameter = 2 |
|--------------------------|-----------------------------------------------|--------------------------|-----------------------------------------------|
| Control/treated          | 11.3                                          | 89.74                    | 49.97                                         |
| Minimum                  | 23000 sites                                   | 89.98                    | 47528                                         |
| Maximum                  | (3000 sites)                                  | 16049                    | 1967                                          |
| Mean                     | 12018                                         | 4659                     | 16035.29                                      |
| SD                       | 462                                           | 5560                     | 1966.55                                       |

| Confounding variable v_w | Treated group | 31.63 | 115.94 | 74.91 | 14.07 |
| Crashes/site.year - before | 343 sites | 26872 | 43712 | 31854 | 2671 |
| ma_aadt - before          | 589     | 4507  | 2126  | 684   |
| mi_aadt - before          | 30469   | 46245 | 33138 | 2423  |
| ma_aadt - after           | 556     | 4341  | 2124  | 696   |
| Confounding variable v_w  | Treated group | 31.63 | 115.94 | 74.91 | 14.07 |

**Note:** CMF = crash modification factor.

**Table 2.** Comparison of CMFs for Dataset 1 (True CMF = 1.30)

| CMF    | CMF 95% confidence limits | Method                        | Model             | Control sites | Treated sites | CMF correctly identified? |
|--------|---------------------------|-------------------------------|-------------------|---------------|---------------|---------------------------|
| 1.427  | 1.382 1.473              | EB                            | NB                | 21000         | 386           | No                        |
| 1.399  | 1.328 1.473              | Traditional Cross-Sectional   | NB                | 21000         | 386           | No                        |
| 0.674  | 0.521 0.872              | NN matching by PSD (5 replacements) | NB            | 10            | 371           | No                        |
| 0.602  | 0.515 0.703              | NN matching by PSD (5 replacements) | Mixed-effects Poisson | 10           | 371           | No                        |
| 1.91   | 1.232 1.571              | NN matching by MD (1 replacement) | NB                | 58            | 362           | Yes                       |
| 1.89   | 1.170 1.420              | NN matching by MD (5 replacements) | NB                | 198           | 362           | Yes                       |
| 1.62   | 1.158 1.375              | NN matching by MD (5 replacements) | Mixed-effects NB | 198          | 362           | Yes                       |
| 1.32   | 1.212 1.454              | NN matching by MD (10 replacements) | NB               | 313           | 362           | Yes                       |
| 1.32   | 1.233 1.375              | NN matching by MD (10 replacements) | Mixed-effects Poisson | 313          | 362           | Yes                       |
| 1.463  | 1.391 1.538              | Optimal matching by PSD (max variable ratio=5) | NB              | 1158         | 386           | Yes                       |
| 1.358  | 1.296 1.423              | Optimal matching by PSD (max variable ratio=5) | Mixed-effects Poisson | 1158        | 386           | Yes                       |
| 1.364  | 1.276 1.459              | Optimal matching by MD (max variable ratio=5) | NB               | 1158         | 386           | Yes                       |
| 1.463  | 1.391 1.538              | Optimal matching by MD (max variable ratio=5) | Mixed-effects Poisson | 1158        | 386           | Yes                       |

**Note:** CMF = crash modification factor; EB = empirical Bayesian; NB = negative binomial; NN = nearest neighbor; PSD = propensity score distance; MD = mahalanobis distance. Bold font indicates that the CMF has been correctly identified.
Table 3. Comparison of CMFs for Dataset 2 (True CMF = 1.00)

| CMF    | 95% confidence limits | Method                        | Model         | Control sites | Treated sites | CMF correctly identified? |
|--------|------------------------|-------------------------------|---------------|---------------|---------------|---------------------------|
| 0.884  | 0.851 0.917            | EB                            | NB            | 23000         | 343           | No                        |
| 1.016  | 0.938 1.100            | Traditional cross-sectional   | NB            | 23000         | 343           | Yes                       |
| 0.656  | 0.235 1.831            | NN matching by PSD (5 replacements) | NB        | 5            | 341           | No                        |
| 0.654  | 0.239 1.790            | NN matching by PSD (5 replacements) | Mixed-effects NB | 5          | 341           | No                        |
| 1.057  | 0.873 1.282            | NN matching by MD (1 replacement) | NB            | 101           | 343           | Yes                       |
| 1.012  | 0.942 1.087            | NN matching by MD (1 replacement) | Mixed-effects Poisson | 101   | 343           | Yes                       |
| 1.137  | 0.995 1.301            | NN matching by MD (5 replacements) | NB            | 311           | 343           | No                        |
| 1.123  | 0.989 1.276            | NN matching by MD (5 replacements) | Mixed-effects NB | 311  | 343           | No                        |
| 1.195  | 1.139 1.254            | NN matching by MD (10 replacements) | NB        | 509           | 343           | No                        |
| 1.182  | 1.050 1.331            | NN matching by MD (10 replacements) | Mixed-effects NB | 509  | 343           | No                        |
| 1.035  | 0.910 1.177            | Optimal matching by PSD (max variable ratio=5) | NB | 1029         | 343           | Yes                       |
| 0.991  | 0.934 1.051            | Optimal matching by PSD (max variable ratio=5) | Mixed-effects Poisson | 1029 | 343           | Yes                       |
| 1.149  | 1.037 1.272            | Optimal matching by MD (max variable ratio=5) | NB            | 1029         | 343           | No                        |
| 1.234  | 1.188 1.281            | Optimal matching by MD (max variable ratio=5) | Mixed-effects Poisson | 1029 | 343           | No                        |

Note: CMF = crash modification factor; EB = empirical Bayesian; NB = negative binomial; NN = nearest neighbor; PSD = propensity score distance; MD = Mahalanobis distance. Bold font indicates that the CMF has been correctly identified.

Figure 1 illustrates the pattern of the standardized mean differences (SMD) for PS, Logit propensity score (LPS), the confounding variable v_w, and the logarithm value of average ma_aadt in the after period from year 7 to year 11 (lnma7_11m) matched by the NN PSD and MD with 5 replacements, respectively. The SMD is computed by dividing the mean difference (Treated – Control) by an estimate of the standard deviation. SMD can be used to show the quality of the matching—if the absolute value of SMD is closer to 0, there is better balance in the treated and control groups. Note that mi_aadt is not significant in the logistic regression, and not shown in Figure 1.

“All Obs” in the legend in Figure 1 stands for all the data, and “Region Obs” is the data where PS are in the common support region. The common support region is also the largest interval that contains PS for subjects in both groups. “Matched Obs” refers to the matched data.

For the NN PSD matching in Figure 1a, the SMD of zero for the PS in the matched data is expected as PSD was the matching criterion. SMD for the LPS and lnma7_11m are much smaller than those in the original dataset.
or the common region data, indicating these variables are better balanced in the matched data. The SMD for the confounding variable \( v_w \) is almost the same as before matching; this is expected, as we purposely implemented the different means for \( v_w \) into the two groups. In Figure 1b, for the NN MD matching with 5 replacements, the absolute value of the SMDs are much smaller than those matched by PSD, implying that the variables in the treated and control groups are much better balanced compared with the NN PSD matching.

Note that zero of SMD in Figure 1 cannot be interpreted as a perfect match as it is only about the mean difference. To better understand the balance of the variables in the matched data, we can take a look at the boxplots of \( \text{lnma7}_11m \) in Figure 2. It can be seen the balance of this variable is much more improved by NN MD matching in Figure 2b. \( \text{lnma7}_11m \) in Figure 2a has a much wider range in the matched control group compared with the treated group, indicating a poor match. Since \( \text{ma_aadt} \) is a major factor associated with the crashes, NN PSD had the worst results. Only 10 control sites are in the matched data.

From Table 2, surprisingly, the CMFs by the optimal matching using MD is not as good as the CMFs by the optimal PSD matching. For the latter method, the objective function is to have a minimal absolute difference of PS. In Figure 3, the SMD point for PS is not located near the zero line as the two NN matching methods. The reason is, unlike RMSE, the SMD is about the mean difference. Although the SMD graph for optimal PSD is not as good as the one by the NN MD method in Figure 1b, the boxplots in Figure 4 show the balance for variable \( \text{lnma7}_11 \) are as good as those by the NN MD. The number of matched control sites by this method is 1,158 whereas it is just 198 by the NN MD method. A larger sample size of the control group allows a smaller standard error of CMF as shown in Table 2. Given the similar CMF values by the two methods, the optimal matching by PSD is better because of a smaller standard error of the CMF estimates.
The dataset 2 has 343 treated sites and 23,000 control sites, and its true CMF is 1.00. The CMF results are in Table 3. NN PSD matching continues to have least matched control sites (5 sites only) and provides the poorest CMF estimates. On the other hand, optimal PSD matching provides the most promising CMF estimates. In addition, NN MD matching with 1 or 5 replacements also correctly estimates the true effects. The matching with 1 replacement has better estimates than the matching with 5 replacements. Surprisingly, the traditional cross-sectional method also correctly estimates the true CMF. Again, the optimal MD matching does not perform well.

Two statistical measures for balance assessment, which are the SMD between the treatment and control groups and the treated-to-control variance ratio, are listed in Table 4. The variance ratio is calculated by dividing the variance in the treated group by the variance in the control group for each variable. For good variable balance, the absolute standardized mean difference should be less than or equal to 0.25, and the variance ratio should be between 0.5 and 2 (30).

The two statistical measures for \(v_w\) and \(\ln ma_{7-11m}\) for NN PSD with 5 replacements and optimal PSD matching are shown in Table 4. The SMD for \(\ln ma_{7-11m}\) is getting larger after NN PSD matching. This indicates that the balance of this variable is becoming worse after matching. The SMD for \(v_w\) becomes smaller after match, but the variance ratio is getting bigger and far away from 2. It is not clear if the balance for \(v_w\) is indeed improved based on the conflicting information in the SMD and the variance ratio.

After the optimal PSD matching, the SMD is significantly reduced from 2.9 to –0.53 and the variance ratio is also improved for variable \(\ln ma_{7-11m}\), indicating the balance of \(\ln ma_{7-11m}\) is greatly improved after matching. Distribution of \(v_w\) is almost the same as in the original data. The CMFs from the optimal PSD match are almost identical to the true CMF.

**Comparison of the Methods**

From Tables 2 and 3, we can see the CMFs from the two datasets are not always consistent. Out of 14 methods or options, only three of them can consistently correctly identify the true effects using the two simulated datasets. The three methods are the optimal PSD matching with max variable ratio of 5 with NB or mixed-effects model,
and the NN MD matching with 1 replacement using the NB model. The CMFs identified by the optimal PSD matching are much better than those by the NN MD matching with 1 replacement in relation to being closer to the true CMFs, and having lower standard errors.

**Discussion**

There are other methods that have been used to address confounding when using the cross-sectional method to estimate CMFs. The case-control method is one example of such a method. One of the most important steps in a case-control study is defining the cases and controls. Ambiguous or broad definitions for cases and controls may lead to misclassification and will likely produce unreliable results. Care must be taken to ensure that cases and controls are representative of the sites of interest (31). This may be difficult, as each risk factor may affect crashes in different ways. Perfect matching on the risk factors in the treatment and control groups is very difficult, and probably impossible.

Confounding issue may cause biased CMF estimates even when using the before–after method (32). Reference sites are needed for the EB method. As indicated by Elvik, it is not always obvious which confounding factors are controlled for by using a comparison group (32). If there are strong confounding variables used to select the treatment, in other words, if one or more important risk factors are significantly different in the reference and treatment groups, the EB-estimated CMFs will be biased. The CMFs estimated by the EB method will be improved had the matched sample been used instead in this case.

Simulation studies have many advantages when comparing the performance of different statistical methods in an efficient manner. For this reason, statisticians often use simulated data when comparing different methods (33). At the same time, the reliability of a simulation study is dependent on the assumptions that are used in developing the simulated data. It is very difficult for a simulated dataset to completely mimic a complex realistic situation, although recent research using artificial realistic data has come close (34). The authors feel that simulation was appropriate for this study because true CMFs would not be known if using the real data. In addition, simulated crash counts were generated from the SPFs that were in turn based on real data. So, the authors feel that the simulated crash counts are reasonable.

**Conclusion**

The cross-sectional along with various PS matching methods were explored. These methods were evaluated and compared with the two most common CMF evaluation methods—the traditional cross-sectional and the EB before–after methods using two carefully selected simulated datasets. The important findings are:

1. The NN MD matching with 1 replacement and the optimal PSD matching with max variable ratio of 5 correctly identify the true effects.
2. The optimal PSD matching with max variable ratio of 5 has the greatest number of matched control sites and provides the best CMF estimates.
3. The NN PSD matching with 5 replacements has the least number of matched control sites and is the worst method for CMF estimates.
4. The optimal MD matching with max variable ratio of 5 does not perform as well as the NN MD matching with 5 replacements.
5. The mixed-effects model has better results than the traditional NB models in relation to providing better estimates for the mean values and smaller standard errors.

Based on the findings, we recommend the optimal PSD matching for the evaluation of CMFs. It can be seen the optimal PSD is better than the EB method, in that the EB method fails to identify the true effects. However, it is worth mentioning that only the reference sites were used to develop the SPFs in the EB method. There are other techniques for the EB; for example, in some cases when the treated and reference sites are very different, the treated group in the before-period data has been used for SPF development (35). Future research could explore the performance of the EB method using matched datasets. Moreover, as the two datasets were specifically selected where the EB method failed to identify the true effects, it may be premature to conclude that the recommended optimal PSD method is better than the EB method for CMF evaluations, but the optimal PSD method does provide some promise. More simulation studies are needed to confirm the findings in this study. In addition, other PS options such as PS weighting should be explored in future studies.

Although there have been a few CMF evaluations using the PS matching methods for road safety studies, to the authors’ knowledge, the recommended optimal PSD matching method has not been used in road safety studies. It is our hope that this study provides useful insights that could be used for better CMF evaluations.
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