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Abstract
Learning complicated value functions in high dimensional state space by function approximation is a challenging task, partially due to that the max-operator used in temporal difference updates can theoretically cause instability for most linear or non-linear approximation schemes. Mellowmax is a recently proposed differentiable and non-expansion softmax operator that allows a convergent behavior in learning and planning. Unfortunately, the performance bound for the fixed point it converges to remains unclear, and in practice, its parameter is sensitive to various domains and has to be tuned case by case. Finally, the Mellowmax operator may suffer from oversmoothing as it ignores the probability being taken for each action when aggregating them. In this paper, we address all the above issues with an enhanced Mellowmax operator, named SM2 (Soft Mellowmax). Particularly, the proposed operator is reliable, easy to implement, and has provable performance guarantee, while preserving all the advantages of Mellowmax. Furthermore, we show that our SM2 operator can be applied to the challenging multi-agent reinforcement learning scenarios, leading to stable value function approximation and state of the art performance.

1 Introduction
Reinforcement Learning (RL) aims to learn an optimal mapping from states to actions, through experience obtained by interacting with the underlying environment, in terms of some accumulated performance criteria. One major challenge of RL is that in many real-world scenarios (e.g., Atari games (Mnih et al. 2015), continuous control task (Dhariwal et al. 2017), and robot control (Lillicrap et al. 2016), one has to explore the optimal control in high dimensional state and/or action space, leading to the so-called ‘Curse of Dimensionality’ problem. Among others, one popular and successful approach to address thistractability issue is to rely on suitable approximate representations. For example, in value function-based RL, it is required that a target value function can be sufficiently precisely captured by some general-purpose function approximators, such as a deep neural network (Mnih et al. 2015). However, training such a value function approximator is in general difficult and can diverge even in some simple cases (Sutton 1996). It is found that in practice the deep RL is sensitive to both the initial condition and the underlying training dynamics (Henderson et al. 2017).

Theoretically the max-operator in Bellman equation and temporal difference (TD) can keep most linear or non-linear approximation schemes from converging (Tsitsiklis and Van Roy 1997). One possible reason behind this is that the non-differentiable property of max-operator has a discretization effect during the TD target estimation - that is, small changes in value function may cause large policy variation, making a suboptimal policy being incorrectly reinforced. This issue is termed overestimation phenomenon in literatures (Thrun and Schwartz 1993), which turns out to be a major source of instability of the original deep Q-network (DQN) (Mnih et al. 2015). To address this issue, double DQN (DDQN) adopts a heuristic approach by decoupling the action selection and the TD target estimation (van Hasselt, Guez, and Silver 2016).

Recently there has been increasing interest in stabilizing the training procedure of non-linear function approximators by replacing the max function with softmax operators with better theoretical properties. In (Anschel, Baram, and Shimkin 2017), a method named Averaged-DQN is proposed by basing their max-operator on a running average function over previously learned Q-values estimates. They show that this is beneficial to alleviate the overestimation issue by controlling its upper bound. To encourage exploration and improve robustness, several authors investigate using the technique of entropy regularization to smooth policy (Fox, Pakman, and Tishby 2016; Mei et al. 2019; Dai et al. 2018; Lee, Choi, and Oh 2017), this leads to softmax operators. (Song, Parr, and Carin 2019) revisit the softmax Bellman operator and show that it can consistently outperform its max counterpart on several Atari games.

Along this line of research, an alternative mellowmax operator is proposed in (Asadi and Littman 2017). This is a differentiable and non-expansion softmax operator that allows a convergent behavior in learning and planning. Unfortunately, the performance bound for the fixed point it converges to remains unclear, and in practice, its parameter is sensitive to various domains and has to be tuned case by case (Kim et al. 2019). Finally, the Mellowmax operator may suffer from oversmoothing as it ignores the probability being taken for each action when aggregating them.

In this paper we address all the above issues of Mellowmax with an enhanced operator, named SM2 (Soft Mellowmax). Particularly, the SM2 operator can be thought of as...
a weight quasi-arithmetic mean (Beliakov, Sola, and Calvo 2016), taking into account all action values in each state and the corresponding policy. We show that the proposed operator not only has provable performance guarantee, but is reliable, easy to implement, and capable of stabilizing the TD training by alleviating the overestimation error.

As another contribution of this work, we extend our study of soft operator into the field of multi-agent reinforcement learning (MARL) (Kraemer and Banerjee 2016; Oliehoek, Spaan, and Vlassis 2011), showing that overestimation phenomenon could become even worse with the increasing number of agents. This is an important issue but unfortunately often ignored by the community, and our result highlights the need to pay more attention on this. To this end, we prove that our SM2 operator is helpful in tackling the overestimation problem in MARL, and provide the lower and upper bound of the overestimation reduction that could be achieved. Extensive experimental results on the StarCraft Multi-agent Challenge (SMAC) (Vinyals et al. 2017) benchmark show that our proposed method significantly improves the performance and sample efficiency compared to several state of the art MARL algorithms.

In what follows, we first provide the background in Section 2. The proposed SM2 algorithm and its theoretical analysis are described in Section 3. In Section 4, the overestimation problem is discussed. The main experimental results are given in Section 5 and we conclude the paper in Section 6.

2 Background

Commonly, the reinforcement learning problem can be modeled as a Markov Decision Processes (MDP) which described by a tuple \( \langle S, A, P, R, \gamma \rangle \). \( S \) and \( A \) are the state space and action space respectively. The function \( P(s'|s, a) : S \times A \times S \rightarrow [0, 1] \) outputs the transition probability from state \( s \) to state \( s' \) under action \( a \). The reward on each transition is given by the function \( R(s, a) : S \times A \rightarrow \mathbb{R} \), whose maximum absolute value is \( R_{\text{max}} \cdot \gamma \in [0, 1] \) is the discount factor for long-horizon returns. The goal is to learn a policy \( \pi : S \times A \rightarrow [0, 1] \) for interacting with the environment.

2.1 The Bellman and Mellowmax operator

Based on the MDP model, the action value function is defined as \( Q^\pi(s, a) = \mathbb{E}_{\pi} \left[ \sum_{t=0}^{\infty} \gamma^t R_{t+1} | s_0 = s, a_0 = a \right] \), where \( G_t = \sum_{i=0}^{\infty} \gamma^i R_{t+i} \) is the discount return. The standard Bellman operator \( T \) is defined as,

\[
TQ(s, a) = R(s, a) + \gamma \sum_{s'} P(s'|s, a) \max_{a'} Q(s', a')
\]

It is well known (Feinberg 1996; Bellman and Dreyfus 1959; Bellman 1958) that the optimal \( Q \) function \( Q^*(s, a) = \max_a Q^\pi(s, a) \) is the unique solution \( Q^* \) to the standard Bellman equation and satisfies:

\[
Q^*(s, a) = TQ^*(s, a) = R(s, a) + \gamma \sum_{s'} P(s'|s, a) \max_{a'} Q^*(s', a')
\]

The corresponding optimal policy is defined as \( \pi^* = \arg \max_a Q^*(s, a) \).

In DQN (Mnih et al. 2015), the action value function \( Q_\theta(s, a) \) is implemented with a deep neural network parametrized by \( \theta \), which takes the state \( s \) as input and outputs the \( Q \) value of every action \( a \). In order to learn the parameters \( \theta \), batches of transitions are sampled from the replay buffer, which stores the transition tuples \( \langle s, a, R, s' \rangle \). By minimizing the squared TD error, the training object can be represented as:

\[
\min_{\theta} \frac{1}{2} \|Q_\theta(s, a) - y_{TDQN}^2 \|
\]

where \( y_{TDQN}^2 = R(s, a) + \gamma \max_{a'} Q_{\theta^-}(s', a') \) denotes the target value, \( \theta^- \) represents the parameters of a target network that are periodically copied from \( \theta \).

To alleviate the overestimation problem and make the training process more stable, double-DQN (van Hasselt, Guez, and Silver 2016) uses two separate neural networks for action selection and evaluation and replaces the target \( y_{TDQN}^2 \) in Eq. (2) with:

\[
y_{DDQN}^2 = R(s, a) + \gamma Q_{\theta^-}(s', \arg \max_a Q_\theta(s', a'))
\]

That is, it selects the action based on the current network \( \theta \) and evaluates the \( Q \) value using the target network \( \theta^- \).

Mellowmax operator (Asadi and Littman 2017; Kim et al. 2019) is an alternative way to reduce the overestimation bias, and is defined as:

\[
mm_\omega Q(s', \cdot) = \frac{1}{\omega} \log \left( \sum_{i=1}^{n} \frac{1}{\omega} \exp(\omega Q(s', a_i)) \right)
\]

where \( \omega > 0 \), and by adjusting it, the \( mm_\omega Q(s, \cdot) \) value can change between the mean and maximum of all action values \( Q(s, \cdot) \) under state \( s \). Analogous to the Bellman operator Eq. (1), we can also define the Mellowmax Bellman operator as:

\[
T_m Q(s, a) = R(s, a) + \gamma \sum_{s'} P(s'|s, a) mm_\omega Q(s', \cdot)
\]

Similarly, mellow-DQN algorithm modifies the target \( y_{TDQN}^2 \) in Eq. (2) with \( y_{m\omega}^2 = R(s, a) + \gamma mm_\omega Q_{\theta^-}(s', \cdot) \).

It can be shown that \( mm_\omega \) is non-expansion under the infinity norm. Therefore, \( Q(s, a) \) is guaranteed to converge to a unique fixed point by recursively iterating \( T_m \). However, the relationship between the stationary \( Q \) value and the optimal \( Q \) value is still unknown. And in practice, the parameter \( \omega \) is sensitive to different tasks and has to be tuned case by case (Kim et al. 2019). According to Eq. (3), Mellowmax can be thought of as a controlled smoothing operator that aggregates \( Q \) values over the whole action space to give an estimation of future return. Under some complicated environments with sparse rewards or large action space, the estimated action values calculated by Mellowmax may tend to be much smaller than the ones by max operator with an improper \( \omega \) value. We call this oversmoothing issue.
3 Soft Mellowmax

In this section, we first introduce a new operator called soft mellowmax (SM2) operator, which aims to avoid the shortcomings of mellow operator mentioned before, and then give its theoretic properties.

3.1 The Soft Mellowmax Operator

The soft mellowmax operator is defined as

\[ sm_\omega Q(s, a) = \frac{1}{\omega} \log \left[ \sum_{i=1}^{n} \text{soft}_\omega(Q(s', a')) \exp(\alpha Q(s', a')) \right] \]

where \( \text{soft}_\omega(Q(s', a')) = \frac{\exp(\alpha Q(s', a'))}{\sum_{j=1}^{n} \exp(\alpha Q(s', a'_j))} \), \( \omega > 0 \) and \( \alpha \in \mathbb{R} \), which can be viewed as a particular instantiation of the weighted quasi-arithmetic mean (Beliaev, Sola, and Calvó 2016). The \( \text{soft}_\omega Q \) term can be thought of as a policy probability, and can be justified from the perspective of entropy regularization framework with KL divergence (Fox, Pakman, and Tishby 2016; Mei et al. 2019).

Analogous to the Bellman operator Eq.(1), we define the Soft Mellowmax operator as:

\[ T_{sm} Q(s, a) = R(s, a) + \gamma \sum_{s'} P(s' | s, a) sm_\omega Q(s', \cdot) \]  

Note that if \( \alpha = 0 \), the \( T_{sm} \) operator is reduced to the Mellowmax Bellman operator \( T_m \). As will shown below, \( T_{sm} \) extends the capability of the \( T_m \) in several aspects, in terms of provable performance bound, overestimation bias reduction and sensitiveness to parameters settings.

3.2 Contraction

The following theorem shows that \( T_{sm} \) is a contraction. That is, it is guaranteed to converge to a unique fixed point.

**Theorem 3.1. (Contraction) Let** \( Q_1, Q_2 \) **are two different Q-value functions. If** \( \omega > 0 \) **and** \( \frac{1}{1 - e^{-\omega}} \leq \alpha \leq \frac{1}{\omega - 1} \) **where** \( c = \frac{2\omega}{1 - \gamma} \), **Then**

\[ \| T_{sm} Q_1 - T_{sm} Q_2 \| \leq \gamma \| Q_1 - Q_2 \| \]

The proof of the theorem is given in Appendix.

Here we give an example, showing that if there is no restriction on \( \alpha \), the \( T_{sm} \) operator will not be a contraction.

**Example 3.1.**

Let \( S = \{0\} \), \( A = \{1, 2\} \), \( \alpha = 1 \), \( \omega = 1 \), \( Q_1(0, 1) = 50 \), \( Q_1(0, 2) = 1 \), \( Q_2(0, 1) = 5 \), \( Q_2(0, 2) = 1 \), then

\[ |sm_\omega Q_1 - sm_\omega Q_2| \approx 45.018 \geq \max_{\alpha} |Q_1 - Q_2| = 45 \]

Therefore, we have shown that \( T_{sm} \) is a contraction under certain conditions, but how about the quality of the converged fixed point then? we answer this next.

3.3 Performance Bound

In this section, we derive the bound of the performance gap between the optimal action-value function \( Q^* \) and \( Q_k \) during \( k \)-th Q-iterations with \( T_{sm} \) Eq.(6). And we only discuss the case of \( \alpha \geq 0 \) in the following sections.

**Theorem 3.2.** Let the optimal Q-value function \( Q^* \) be a fixed point during Q-iteration with \( T \), i.e., \( Q^*(s, a) = T Q^*(s, a) \), and \( Q_k(s, a) \equiv T^{k}_{sm} Q^0(s, a) \) for arbitrary initial function \( Q^0(s, a) \) during \( k \)-th Q-iteration. \( \forall (s, a) \)

\[ (I) \text{ If } \alpha \geq \omega, \text{ then } \lim_{k \to \infty} \frac{||Q^*(s, a) - Q_k(s, a)||}{\|Q^*(s, a) - Q^0(s, a)\|} \leq \frac{\gamma}{\omega(1-\gamma)} \log\left(\frac{1 + n}{2}\right) \]

\[ (II) \text{ If } \alpha < \omega, \text{ then } \lim_{k \to \infty} \frac{||Q^*(s, a) - Q_k(s, a)||}{\|Q^*(s, a) - Q^0(s, a)\|} \leq \frac{\gamma}{\omega(1-\gamma)} \log(n - \frac{\alpha(n-1)}{\omega + \alpha}) \]

**Corollary 3.1.** For the Mellowmax Bellman operator \( T_m \) Eq.(4), defined \( Q^k(s, a) \equiv T^{k}_{m} Q^0(s, a) \), we have

\[ \lim_{k \to \infty} \frac{||Q^*(s, a) - Q_k(s, a)||}{\|Q^*(s, a) - Q^0(s, a)\|} \leq \frac{\gamma}{\omega(1-\gamma)} \log(n) \]

The proof of the theorem is given in Appendix.

This result shows that the optimal action-value function \( Q^* \) and \( Q_k \) can be limited to a reasonable range in either cases, and the bound is independent of the dimension of state space, but depends on the size \( n \) of action space.

Furthermore, it shows that \( T_{sm} \) converges to \( T \) with a linear rate with respect to \( \omega \) when \( \alpha \geq \omega \). If \( \alpha < \omega \), it converges to \( T \) with respect to \( \omega \) and \( \alpha \). Compared with Mellowmax Bellman operator, our method can converge to the optimal \( Q^* \) more quickly. Note that the softmax operator (Song, Parr, and Carin 2019) has a better convergence rate, that is, exponential with respect to the parameters instead of linear, and its scalar term is \( (n - 1) \). In contrast, the scalar term of our method and some other methods within entropy-regularized MDP framework (Dai et al. 2018; Lee, Choi, and Oh 2017) are log \( n \), as shown in theorem 3.2.

3.4 Alleviating Overestimation

The overestimation issue of Q-learning due to the max operator may lead to the suboptimal policy and cause the failure of Q-learning (Thrun and Schwartz 1993), and it is may be one of the main reasons of the poor performance of DQN in many real-world scenarios (van Hasselt, Guez, and Silver 2016). Recently this issue has received increasing attentions (van Hasselt, Guez, and Silver 2016; Anschel, Baram, and Shimkin 2017; Song, Parr, and Carin 2019). In this section, following the same assumptions (van Hasselt, Guez, and Silver 2016), we show that our SM2 operator is able to reduce the overestimation in Q-learning.

**Theorem 3.3.** Assume all the true optimal action value are equal at \( Q^*(s, a) = V^*(s) \) and the estimation errors \( Z^{*, a} = Q(s, a) - Q^*(s, a) \) are independently distributed uniformly random in \([c, \epsilon]\), defined the overestimation error \( \Theta \equiv \mathbb{E} \max_a Q(s, a) - Q^*(s, a) \), and \( \Theta_{sm} \equiv \mathbb{E} \left[ sm_\omega Q(s, a) - Q^*(s, a) \right] \), then

\[ (I) \text{ If } \alpha \geq \omega, \text{ then } \Theta - \Theta_{sm} \in \left[ 0, \frac{1}{\omega} \log\left(\frac{1 + n}{2}\right) \right] \]
(II) If \( \alpha < \omega \), then
\[
\Theta - \Theta_{sm} \in (0, \frac{1}{\omega} \log(n - \frac{\alpha(n-1)}{\alpha + \omega})]
\]

(III) The overestimation error for \( T_{sm} \) is increasing monotonically w.r.t. \( \alpha \in [0, \infty) \) and \( \omega \in (0, \infty) \).

**Corollary 3.2.** Under the above assumption, defined \( \Theta_m \triangleq E[\max_{\omega} Q(s, a) - Q^*(s, a)] \), we have
\[
\Theta - \Theta_m \in (0, \frac{1}{\omega} \log(n)]
\]

The proof of the theorem is given in Appendix.

This theorem implies that our SM2 algorithm can reduce the overestimation of max-operator. Particularly, when \( \omega \) is fixed, we can adjust the scalar of \( \alpha \) to control the degree of overestimation in part (II). Similarly, we also analyze the overestimation of Mellowmax operator. If the \( \omega \) of SM2 and Mellowmax are same, the overestimation bias of Mellowmax is smaller, which may also cause the oversmoothing issue. SM2 considers the weights of difference values, which take the importance of each \( Q \) value into account.

Compared with Song, Parr, and Carn Trilogy 2019, the scalar term of our method is at most \( \log(n) \), but independent of \( \gamma \) and \( R_{\max} \).

4 Soft Mellowmax for Multi-Agent Reinforcement Learning

In this section, we investigate how to apply the proposed SM2 operator for multi-agent reinforcement learning (MARL). Particularly, we consider a fully cooperative multi-agent scenario under the paradigm of centralized training with decentralized execution (CTDE). The goal is to find a separate policy for each agent \( i \), such that when following the joint policy \( \pi \) in an predefined environment, the expected centralized value \( Q_{tot} \) is maximized, under certain coordination constraints between centralized value function \( Q_{tot} \) and decentralized value functions \( Q \). Formally, we consider the following optimization problem.

\[
\max_{\pi} \mathbb{E}_{s_0 \sim \rho_0(s_0), a \sim \pi}[Q_{tot}(s_0, a)]
\]

subject to \( Q_{tot}(s, a) = f(Q)(s, a) \)

where \( \rho_0 : S \mapsto [0, 1] \) is the distribution of the initial state \( s_0 \). The value functions \( Q \) of each agent \( i \) are combined to give the centralized value function \( Q_{tot} \) through a state-dependent continuous function \( f \), where \( f(Q)(s, a) = f(Q_1(s, a_1), \cdots, Q_N(s, a_N)) \), with \( Q = (Q_1, Q_2, \cdots, Q_N) \) being the joint value vector and \( a = (a_1, a_2, \cdots, a_N) \) being the joint action vector of the \( N \) agents. In what follows, for simplicity, we ignore \( (s, a) \).

**Assumption 4.1.** For any \( Q = [Q_i]_{i=1}^N \), and exits \( l \geq 0 \), \( L > 0 \), the following holds
\[
l \leq \frac{\partial Q_{tot}}{\partial Q_i} \leq L, i = 1, 2, \cdots, N.
\]

Assumption 4.1 suggests that \( Q_{tot} \) is a monotonic function and a Lipschitz continuous function about \( Q \) (every function that has bounded first derivatives is Lipschitz continuous). Among others, both VDN (Sunehag et al. 2018) and QMIX (Rashid et al. 2018) satisfy this assumption in practice. We take this assumption as a prior to capture the coordination information required to solve cooperative tasks. That is, each agent has a chance to influence the team reward positively instead of canceling out with each other in fully cooperative scenarios.

Following the same assumptions of theorem 3.3, we first quantify the overestimation problem in the situation of MARL, as follows.

**Theorem 4.1.** Under the assumptions of Theorem 3.3 Defined the overestimation error \( \Theta^1 \triangleq E[Q_{tot}(\max_{\omega} Q(s, a)) - Q_{tot}(Q)^*(s, a)] \), then
\[
\Theta^1 \in [\epsilon L^N n - \frac{\alpha(n-1)}{\alpha + \omega} + \epsilon LN n - \frac{\alpha(n-1)}{\alpha + \omega}]
\]

The proof of the theorem is given in Appendix.

This result implies that the amount of overestimation is proportional to the number of agents, which means that in MARL, the overestimation problem is more serious than that in the single agent case as more than one agents are involved in learning. As shown in the experimental section (c.f., Figures 3), the QMIX does suffer from this issue.

Next, we show that our SM2 operator is beneficial to address this, and gives both lower and upper bounds of the range of the overestimation reduction.

**Theorem 4.2.** Under the assumptions of Theorem 3.3 Defined the overestimation error \( \Theta^1_{sm} \triangleq E[Q_{tot}(sm_{\omega} Q(s, a)) - Q_{tot}(Q)^*(s, a)] \), then

(I) If \( \alpha \geq \omega \), then
\[
\Theta^1 - \Theta^1_{sm} \in (0, \frac{1}{\omega} LN \log(\frac{1+n}{2})]
\]

(II) If \( \alpha < \omega \), then
\[
\Theta^1 - \Theta^1_{sm} \in (0, \frac{1}{\omega} LN \log(n - \frac{\alpha(n-1)}{\alpha + \omega})]
\]

The proof of the theorem is given in Appendix.

This theorem implies that our SM2 algorithm can reduce overestimation in MARL. The scale of the overestimation error is related to the selection of hyperparameters and the number of agents.

5 Experiment

In this section, we present our experimental results to verify the effectiveness of the proposed SM2 method.

5.1 Overview

We performed two types of experiments: one is about single agent learning and the other is about multi-agent learning. For single agent RL, we used several games from PyGame Learning Environment (PGE) (Tash 2016) and Minitar (Young and Tian 2019); while for MARL, we adopted...
neural network was a multi-layer perceptron with hidden layers of 50, 100, 200 \( \omega \) (Asadi and Littman 2017), we choose Softmax (Song, Parr, and Carin 2019). As for Mellowmax (Hasselt, Guez, and Silver 2016) in QMIX, WDQmix which reduce overestimation for Q-learning, including DDQN (van Hasselt, Guez, and Silver 2016), Soft Q-learning (Song, Parr, and Carin 2019) and Mellow QDN (MDQN) (Asadi and Littman 2017) as baselines for performance comparison. We evaluated the average return of 10 test episodes every 5000 training steps. Figure 1 shows all the results of each algorithm. From the figure, one can see that the proposed SM2 performs as well as or better than other algorithms in all the domains. In addition, except the early stages in Asterix, SM2 maintains a faster learning in most of the time. Table 1 gives the mean and standard deviation of average returns for all algorithms across the four games at the end of training. According to these quantitative results, one can see that SM2 achieves the best final performance with the lower variance.

### Overestimation Reduction

To verify the capability of the proposed SM2 method to make the training process of DQN more stable, we compared the estimated Q-values (and the corresponding mean and one standard deviation) from DQN, DDQN, MDQN, SDQN and SM2 in Catcher and Asterix tasks. Figure 2 gives the results. It shows that SM2 can reduce the overestimation bias, which is consistent with the analysis made in Section 3.4. To some extent, this overestimation reduction also helps to explain the higher average return and more stable learning for SM2 in Figure 1.

#### 5.3 The StarCraft Multi-agent Challenge

Comparison with Other Overestimation Reduction Methods. In the first set of experiments, we used the QMIX (Rashid et al. 2018) as our basic test bed and adopted several improved algorithms based on it for the overestimation reduction: QMIX which used double network (van Hasselt, Guez, and Silver 2016) in QMIX, WDQmix which

**Table 1: Mean of average return for different methods**

| Algorithm   | Catcher | Pixelcopter | Pong | Asterix |
|-------------|---------|-------------|------|---------|
| DQN         | 52.47   | 25.95       | -8.67| 22.16   |
| DDQN        | 52.06   | 28.37       | -6.15| 20.29   |
| SDQN        | 56.36   | 31.79       | -4.59| 29.77   |
| MDQN        | 55.53   | 28.27       | -4.70| 28.15   |
| SM2         | 57.49   | 40.11       | -3.29| 32.66   |

For each type of experiments, we used as baselines several related soft operators or approaches aiming to reduce overestimation for Q-learning, including DDQN (van Hasselt, Guez, and Silver 2016), SoftMax (Song, Parr, and Carin 2019) and MellowMax (Asadi and Littman 2017). We choose the candidates \( \alpha \) and \( \omega \) from the set of \{1, 2, 5, 10, 15\} for SM2, and choose \( \omega \) among \{1, 5, 10, 15, 20\} for Softmax (Song, Parr, and Carin 2019). As for Mellowmax (Asadi and Littman 2017), we choose \( \omega \) among \{5, 10, 30, 50, 100, 200\}. We select the best hyperparameters for these methods on each environment separately.

#### 5.2 PLE and MinAtar

**Experimental Setup.** For PLE game environments, the neural network was a multi-layer perceptron with hidden layer fixed to \{64, 64\}. The discount factor was 0.99. The size of the replay buffer was 10000. The weights of neural networks were optimized by RMSprop with gradient clip 5. The batch size was 32. The target network was updated every 200 frames. \( \epsilon \)-greedy was applied as the exploration policy with \( \epsilon \) decreasing linearly from 1.0 to 0.01 in 1,000 steps. After 1,000 steps, \( \epsilon \) was fixed to 0.01. The rest of the experimental setting are detailed in the appendix.

**Performance Comparison.** As mentioned before, we used the classical DQN algorithm (Mnih et al. 2015) and its several variants: DDQN (van Hasselt, Guez, and Silver 2016), Soft DQN (SDQN) (Song, Parr, and Carin 2019) and Mellow DQN (MDQN) (Asadi and Littman 2017) as baselines for performance comparison. We evaluated the average return of 10 test episodes every 5000 training steps.

Figure 1 shows all the results of each algorithm. From the figure, one can see that the proposed SM2 performs as well as or better than other algorithms in all the domains. In addition, except the early stages in Asterix, SM2 maintains a faster learning in most of the time. Table 1 gives the mean and standard deviation of average returns for all algorithms across the four games at the end of training. According to these quantitative results, one can see that SM2 achieves the best final performance with the lower variance.

**Table 1: Mean of average return for different methods**

| Algorithm   | Catcher | Pixelcopter | Pong | Asterix |
|-------------|---------|-------------|------|---------|
| DQN         | 52.47   | 25.95       | -8.67| 22.16   |
| DDQN        | 52.06   | 28.37       | -6.15| 20.29   |
| SDQN        | 56.36   | 31.79       | -4.59| 29.77   |
| MDQN        | 55.53   | 28.27       | -4.70| 28.15   |
| SM2         | 57.49   | 40.11       | -3.29| 32.66   |

For each type of experiments, we used as baselines several related soft operators or approaches aiming to reduce overestimation for Q-learning, including DDQN (van Hasselt, Guez, and Silver 2016), SoftMax (Song, Parr, and Carin 2019) and MellowMax (Asadi and Littman 2017). We choose the candidates \( \alpha \) and \( \omega \) from the set of \{1, 2, 5, 10, 15\} for SM2, and choose \( \omega \) among \{1, 5, 10, 15, 20\} for Softmax (Song, Parr, and Carin 2019). As for Mellowmax (Asadi and Littman 2017), we choose \( \omega \) among \{5, 10, 30, 50, 100, 200\}. We select the best hyperparameters for these methods on each environment separately.

**5.2 PLE and MinAtar**

**Experimental Setup.** For PLE game environments, the neural network was a multi-layer perceptron with hidden layer fixed to \{64, 64\}. The discount factor was 0.99. The size of the replay buffer was 10000. The weights of neural networks were optimized by RMSprop with gradient clip 5. The batch size was 32. The target network was updated every 200 frames. \( \epsilon \)-greedy was applied as the exploration policy with \( \epsilon \) decreasing linearly from 1.0 to 0.01 in 1,000 steps. After 1,000 steps, \( \epsilon \) was fixed to 0.01. The rest of the experimental setting are detailed in the appendix.

**Performance Comparison.** As mentioned before, we used the classical DQN algorithm (Mnih et al. 2015) and its several variants: DDQN (van Hasselt, Guez, and Silver 2016), Soft DQN (SDQN) (Song, Parr, and Carin 2019) and Mellow DQN (MDQN) (Asadi and Littman 2017) as baselines for performance comparison. We evaluated the average return of 10 test episodes every 5000 training steps.

Figure 1 shows all the results of each algorithm. From the figure, one can see that the proposed SM2 performs as well as or better than other algorithms in all the domains. In addition, except the early stages in Asterix, SM2 maintains a faster learning in most of the time. Table 1 gives the mean and standard deviation of average returns for all algorithms across the four games at the end of training. According to these quantitative results, one can see that SM2 achieves the best final performance with the lower variance.

**Overestimation Reduction.** To verify the capability of the proposed SM2 method to make the training process of DQN more stable, we compared the estimated Q-values (and the corresponding mean and one standard deviation) from DQN, DDQN, MDQN, SDQN and SM2 in Catcher and Asterix tasks. Figure 2 gives the results. It shows that SM2 can reduce the overestimation bias, which is consistent with the analysis made in Section 3.4. To some extent, this overestimation reduction also helps to explain the higher average return and more stable learning for SM2 in Figure 1.
used weighted double network (Zheng et al. 2018) in QMIX, MQMIX which used mellowmax in QMIX.

Figure 3 shows the mean and 95% confidence interval of the test win rate over the different algorithms in six different scenarios. The results suggest that our method SM2 achieves a higher win rate and faster learning than QMIX, DQMIX and WDQMIX. As for MQMIX, our SM2 is better or comparable in five of the six tasks. From these performance curves, we can also see that SM2 not only achieves a better performance, but also improves the sample efficiency in most scenarios. Note that DQMIX doesn’t obviously improve the performance compared with QMIX except in 2s_vs_1sc map, and sometimes its performance may be worse. This suggests that the double Q networks used in MARL can not have the same effect as in the single-agent setting. In 2s_vs_1sc, it can be seen that QMIX has fallen into a suboptimal policy, and cannot jump out. MQMIX can achieve better performance - however, its performance is sensitive to the parameter $\omega$, which has to be tuned for each task. For example, in 2s_vs_1sc, $\omega = 5$ of mellowmax can get better performance, while $\omega = 200$ in 1c3s5z map.

By contrast, SM2 can quickly learn a good policy, and doesn’t fall into the suboptimal policy using the same set of hyperparameters $\alpha = 10$ and $\omega = 5$ across all the tasks.

**TD error Comparison** Figure 4 shows the TD error of different algorithms evaluated over different scenarios. The TD error merely at the current state is less representative, so we first sample some batches of state-action pair from the replay buffer, and calculate the absolute value of the TD error for each pair. And finally we choose the mean of them as the estimate of TD error. It can be seen that the TD error of
Table 2: Mean of average return for different hyperparameters of the algorithms in six different scenarios (standard deviation in parenthesis).

| Algorithm | QMIX \(\omega = 5\) | MQMIX \(\omega = 10\) | MQMIX \(\omega = 30\) | MQMIX \(\omega = 50\) | MQMIX \(\omega = 100\) | MQMIX \(\omega = 200\) | SM2 \(\alpha = 1, \omega = 5\) | SM2 \(\alpha = 5, \omega = 5\) | SM2 \(\alpha = 5, \omega = 10\) | SM2 \(\alpha = 10, \omega = 5\) | SM2 \(\alpha = 10, \omega = 10\) |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 3m        | 94.57 (3.30)    | 65.08 (23.54)   | 97.56 (3.55)    | 99.23 (1.01)    | 98.51 (1.39)    | 97.36 (2.31)    | 96.30 (2.91)    | 97.03 (2.92)    | 98.80 (1.62)    | 95.51 (3.87)    | 97.65 (2.03)    |
| 8m        | 87.30 (9.18)    | 1.24 (2.26)     | 7.42 (7.95)     | 90.87 (6.10)    | 94.35 (3.45)    | 94.80 (3.45)    | 94.19 (3.98)    | 90.27 (4.12)    | 94.73 (3.16)    | 93.81 (3.76)    | 93.72 (3.06)    |
| 3s5z      | 45.67 (18.59)   | 3.49 (6.68)     | 3.35 (3.11)     | 22.97 (13.62)   | 51.85 (12.56)   | 71.29 (8.07)    | 63.32 (12.78)   | 74.16 (4.59)    | 73.74 (13.43)   | 76.85 (9.69)    | 75.42 (10.10)   |
| 2s_yx_1sc | 19.82 (36.56)   | 97.89 (2.13)    | 95.44 (4.83)    | 83.06 (28.27)   | 85.55 (19.16)   | 66.66 (37.79)   | 50.19 (40.67)   | 95.34 (7.89)    | 88.86 (20.23)   | 92.42 (9.53)    | 92.61 (31.08)   |
| 3s6z      | 16.14 (16.06)   | 3.83 (5.73)     | 4.48 (6.56)     | 18.06 (10.70)   | 26.75 (15.98)   | 40.06 (19.99)   | 32.21 (21.27)   | 55.51 (6.03)    | 58.69 (15.48)   | 50.41 (18.77)   | 44.91 (18.88)   |
| 1c3s5z    | 60.15 (15.00)   | 8.10 (8.10)     | 1.42 (3.48)     | 16.68 (11.34)   | 27.07 (17.90)   | 55.69 (15.65)   | 61.83 (10.81)   | 54.69 (13.38)   | 59.02 (11.48)   | 61.61 (8.03)    | 63.84 (11.72)   |

Figure 6: The estimated \(Q\) values of SM2 under condition \(\alpha \geq \omega\). The mean and 95% confidence interval are shown across 10 independent runs.

SM2 is very smaller than other methods, which implies that the target estimates of SM2 are more accurate. Furthermore, the smaller TD error also makes the training of SM2 more stable.

**Overestimation Reduction.** Figure 5 gives the estimated \(Q\) values of different algorithms. We can see that the estimated \(Q\) values of SM2 are much smaller than others, indicating that SM2 reduces the possibility of overestimation. In Figure 3, one can see that the reduction of the overestimation makes SM2 perform better, especially on difficult scenarios. The estimated \(Q\) values of DQMIX are almost the same as QMIX, indicating that it does not reduce the overestimation of \(Q\) values significantly - actually, its performance is also similar to QMIX. Overall, our algorithm performs more conservatively in the estimation of \(Q\) value, which makes the training more stable and reduces the possibility of falling into the suboptimal policy.

**Sensitiveness to Hyperparameters Setting.** In this section, we analyze the influence of \(\alpha\) and \(\omega\) on the estimated \(Q\) value in SM2. From Figure 5 and 6, two sets of comparative experiments are implemented under two conditions about \(\alpha \geq \omega\) and \(\alpha < \omega\). We find that the gap between the \(Q\) values of SM2 and QMIX becomes smaller as the scales of \(\alpha\) and \(\omega\) increase. In other words, if \(\alpha\) and \(\omega\) increase, the estimated \(Q\) values will also increase. This result is consistent with previous theoretical analyses. Table 2 shows the effect of different hyperparameters of Mellowmax and SM2. This suggests that Mellowmax would have the bad performance with an improper \(\omega\). In contrast, SM2 doesn’t require a lot of hyperparameter adjustments across different tasks. When \(\omega = 10\), we find that a small \(\alpha\) can greatly improve the algorithm performance. And different choices of \(\alpha\) and \(\omega\) have little difference on performance, which shows the insensitivism of SM2.

### 6 Conclusion and Future Work

In our work, we propose a new method SM2, which is an enhanced version of the Mellowmax operator. Our theoretical analysis and extensive experimental results show that SM2 can effectively reduce the overestimation bias, and own the capability to converge to the optimal \(Q\) function in a stable way. We also show that the overestimation is proportional to the number of agents under some mild conditions in MARL, and our proposed method is beneficial to address this issue and achieves better multi-agent cooperations as well.

In this paper, we only discussed the case where the hyperparameters of SM2 are constant. It’s an interesting direction to investigate how to tune them automatically in the future, just like [Pan et al. 2020] [Kim and Konidaris 2019].
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Appendix

A.1 Contraction of SM2

Lemma 6.1. (Song, Parr, and Carin 2019) Assuming \( \gamma(s,a) \), \( |R(s,a)| \leq R_{\text{max}} \) and the initial Q-value function \( Q^0(s,a) \in [-R_{\text{max}}, R_{\text{max}}] \), then \( Q^k(s,a) = T_{\text{sm}}Q^0(s,a) \in [-\frac{R_{\text{max}}}{1-\gamma}, \frac{R_{\text{max}}}{1-\gamma}] \) for \( k \) iterations.

Proof. We use the mathematical induction to prove it. Assuming \( Q^k(s,a) \leq \sum_{i=0}^{k} \gamma^i R_{\text{max}} \).

(1) When \( k = 1 \), we can get
\[
Q^1(s,a) = T_{\text{sm}}Q^0(s,a) \\
\leq TQ^0(s,a) \\
\leq R_{\text{max}} + \gamma R_{\text{max}}
\]
(2) Assuming when \( k = j \), it has \( Q^j \leq \sum_{i=0}^{j} \gamma^i R_{\text{max}} \).
When \( k = j + 1 \), then
\[
Q^{j+1}(s,a) = T_{\text{sm}}Q^j(s,a) \\
\leq TQ^j(s,a) \\
\leq \sum_{i=1}^{j+1} \gamma^i R_{\text{max}}
\]

\( \square \)

Theorem 3.1 (Contraction) Let \( Q_1, Q_2 \) are two different Q-value function. If \( \omega > 0 \) and \(-\frac{\omega}{1-\alpha} \leq \alpha \leq \frac{\omega}{c}\) where \( c = \frac{2R_{\text{max}}}{1-\gamma} \). Then
\[
\|T_{\text{sm}}Q_1 - T_{\text{sm}}Q_2\| \leq \gamma \|Q_1 - Q_2\|
\]

Proof. We first prove \( sm_\omega \) is a non-expansion. Let \( \Delta_i = Q_1(s,a_i) - Q_2(s,a_i) \) for \( i \in \{1, 2, \cdots, n\} \), and \( i^* = \arg \max_i \Delta_i \). Without loss of generality, we assume that \( Q_1(s,a_i) - Q_2(s,a_{i^*}) \geq 0 \), then
\[
|sm_\omega Q_1(\cdot, \cdot) - sm_\omega Q_2(\cdot, \cdot)| \\
= \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_1(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \| \\
= \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_1(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \| \\
= \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)\Delta_i + Q_2(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \| \\
= \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)\Delta_i + Q_2(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \|
\]
Let \( F(\Delta) = \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)\Delta_i + Q_2(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \), then we will prove that \( F(\Delta) \) is a monotonic function about \( \Delta_i, i \in \{1, 2, \cdots, n\} \).
\[
\frac{\partial F(\Delta)}{\partial \Delta_i} = \frac{n \alpha e^{(\alpha+\omega)\Delta_i + Q_2(s,a_i)}}{(\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)})^2} - 1
\]
We apply Lemma 6.1, then \( |Q(s,a_i) - Q(s,a_{j})| \leq \frac{2R_{\text{max}}}{1-\gamma}. \)
Using \( \omega > 0 \) and \( -\frac{\omega}{1-\alpha} \leq \alpha \leq \frac{\omega}{c} \) where \( c = \frac{2R_{\text{max}}}{1-\gamma} \), we have
\[
|sm_\omega Q_1(\cdot, \cdot) - sm_\omega Q_2(\cdot, \cdot)| \\
= \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \| \\
\leq \frac{1}{\omega} \| \log \frac{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}}{\sum_{i=1}^{n} e^{(\alpha+\omega)Q_2(s,a_i)}} \| \\
= \max_i |Q_1(s,a_i) - Q_2(s,a_i)|
\]
Therefore, we can get
\[
\|T_{\text{sm}}Q_1 - T_{\text{sm}}Q_2\| \leq \gamma \|sm_\omega Q_1 - sm_\omega Q_2\| \leq \gamma \|Q_1 - Q_2\|
\]
\( \square \)

A.2 Performance Bound

Lemma 6.2 For \( \forall x \geq 0 \), defined the function
\[
f(x) = \frac{e^{\omega x}}{e^{(\omega + \alpha)x} + 1},
\]
then, we have
\[
\max_x f(x) = \begin{cases} \frac{\omega}{\alpha + \omega}, & \text{if } \alpha - \omega < 0 \\ \frac{1}{2}, & \text{if } \alpha - \omega \geq 0 \end{cases}
\]
Proof. The derivative of \( f(x) \) is
\[
f'(x) = e^{\omega x} \frac{\omega - \alpha e^{(\omega + \alpha)x}}{(e^{(\omega + \alpha)x} + 1)^2}
\]
When \( \alpha - \omega < 0 \), the zero point of \( f'(x) \) is \( x^* = \frac{1}{\omega + \alpha} \log \frac{\omega}{\alpha} \).
Then,
\[
\max_x f(x) = f(0) = \frac{1}{2}
\]
\( \square \)

Lemma 6.3 For arbitrary Q-value function \( Q(s,a) \), defined \( \xi = \sup_Q \max_a Q - sm_\omega Q \), then
\[
0 < \xi \leq \begin{cases} \frac{1}{\alpha} \log \left(n - \frac{\alpha(n-1)}{\alpha + \omega}\right), & \text{if } \alpha - \omega < 0 \\ \frac{1}{\alpha} \log \left(\frac{1+n}{2}\right), & \text{if } \alpha - \omega \geq 0 \end{cases}
\]
Proof. We prove this Lemma in two steps. Without loss of generality, we assume that \(Q(s, a_1) \geq Q(s, a_2) \geq \cdots \geq Q(s, a_n)\). Let \(\Delta_i = Q(s, a_i) - Q(s, a_1)\), then \(\Delta_i \leq 0\), \(i \in \{1, 2, \ldots, n\}\).

(1) Upper bound:

\[
\max_a Q(s, a) - sm_\omega Q(s, \cdot) \\
= \frac{1}{\omega} \log \left( e^{Q(s, a_1)} \sum_{i=1}^{n} e^{\omega Q(s, a_i)} \right) \\
= \frac{1}{\omega} \log \left[ \frac{1 + \sum_{i=2}^{n} e^{\omega \Delta_i}}{1 + \sum_{i=2}^{n} e^{(\alpha + \omega) \Delta_i}} \right] \\
\leq \frac{1}{\omega} \log \left[ \frac{1 + \sum_{i=2}^{n} e^{\omega \Delta_i}}{1 + \sum_{i=2}^{n} e^{(\alpha + \omega) \Delta_i}} \right] \\
\leq \frac{1}{\omega} \log \left( \frac{n - \alpha(n-1)}{\alpha + \omega} \right), \quad \text{if } \alpha - \omega < 0 \\
\leq \frac{1}{\omega} \log \left( \frac{1 + n}{2} \right), \quad \text{if } \alpha - \omega \geq 0
\]

The last inequality, it is easy to get it accroding to the above Lemma 6.2 and \(\log(1 + x) \leq x\), \((x \geq 0)\).

(2) Lower bound:

\[
sm_\omega Q(s, \cdot) \\
= \frac{1}{\omega} \log \left[ \frac{1 + \sum_{i=2}^{n} e^{\omega \Delta_i}}{1 + \sum_{i=2}^{n} e^{(\alpha + \omega) \Delta_i}} \right] \\
= Q(s, a_1)
\]

Note that if the inequality can be equal, so \(sm_\omega Q(s, \cdot) = \max_a Q(s, a)\)

Corollary 6.4 For the Mellowmax operator \(mm_\omega Q\), defined \(\xi'_\alpha = \sup_Q(\max_a Q - mm_\omega Q)\), we have

\[
0 < \xi'_\alpha \leq \frac{1}{\omega} \log(n)
\]

Proof. When \(\alpha = 0\), the \(sm_\omega Q\) has became the \(mm_\omega Q\).

\[
\text{Theorem 3.2} \quad \text{Let the optimal Q-value function } \quad Q^* \quad \text{is a fixed point during Q-iteration with } \quad T, \quad \text{i.e. } \quad TQ^*(s, a) = Q^*(s, a), \quad \text{and } \quad Q^k(s, a) \triangleq T^k(0)(s, a) \quad \text{for arbitrary initial function } \quad Q(0)(s, a) \quad \text{during } \quad k \text{-Q-iteration.}
\]

\[
\forall (s, a)
\]

(1) If \(\alpha \geq \omega\), then

\[
\lim_{k \to \infty} \|Q^*(s, a) - Q^k(s, a)\| \leq \frac{\gamma}{\omega(1 - \gamma)} \log \left( \frac{1 + n}{2} \right)
\]

(II) If \(\alpha < \omega\), then

\[
\lim_{k \to \infty} \|Q^*(s, a) - Q^k(s, a)\| = \frac{\gamma}{\omega(1 - \gamma)} \log \left( \frac{1 + n}{2} \right)
\]

Proof. Defined \(\xi' = \sup_Q(\max_a Q - sm_\omega Q)\), which is the supremum of the different between the max and soft mellowmax for each agent. For simplicity, we omit \((s, a)\), then

\[
\lim_{k \to \infty} \|Q^*(s, a) - Q^k(s, a)\| = \lim_{k \to \infty} \|T^k(0) - T^k_m(0)\|
\]

\[
= \lim_{k \to \infty} \|TT^k(0) - T^k_m(0)\| + \gamma \xi
\]

\[
\leq \gamma \lim_{k \to \infty} \|TT^k(0) - T^k_m(0)\| + \gamma \xi
\]

\[
\leq \gamma \xi + \gamma^2 \xi + \cdots + \gamma^{k+1} \xi
\]

\[
\leq \frac{\gamma \xi}{1 - \gamma}
\]

Applying Lemma 6.3 is easy to get it. The other side, using induction can get it.

\[
\text{Corollary 3.1} \quad \text{For the Mellowmax Bellman operator } \quad T_m, \text{ defined } Q^k_m(s, a) \triangleq T^k_m(0)(s, a) \text{, we have}
\]

\[
\lim_{k \to \infty} \|Q^*(s, a) - Q^k_m(s, a)\| \leq \frac{\gamma}{\omega(1 - \gamma)} \log(n)
\]

\[
\text{A.3 Alleviate overestimation}
\]

\[
\text{Theorem 3.3} \quad \text{Assume all the true optimal action value are equal at } \quad Q^*(s, a) = V^*(s) \quad \text{and the estimation errors } \quad Z^*, a = Q(s, a) - Q^*(s, a) \quad \text{are independently distributed uniformly random in } \quad [-\epsilon, \epsilon], \quad \text{defined the overestimation error } \quad \Theta \triangleq E[\max_a Q(s, a) - Q^*(s, a)], \quad \text{and } \quad \Theta_{sm} \triangleq E[sm_\omega Q(s, a) - Q^*(s, a)].
\]

(1) If \(\alpha \geq \omega\), then

\[
\Theta - \Theta_{sm} \in (0, \frac{1}{\omega(1 - \gamma)} \log(\frac{1 + n}{2})]
\]

(II) If \(\alpha < \omega\), then

\[
\Theta - \Theta_{sm} \in (0, \frac{1}{\omega(1 - \gamma)} \log(\frac{\alpha(n+1)}{\alpha + \omega})]
\]

(III) The overestimation error for \(T_{sm}\) is increasing monotonically w.r.t. \(\alpha \in [0, \infty) \quad \text{and } \omega \in (0, \infty).

Proof. (I and II)

\[
\Theta - \Theta_{sm}
\]

\[
= E[\max_a Q(s, a) - sm_\omega Q(s, a)]
\]

\[
\leq \left\{ \begin{array}{ll}
\frac{1}{\omega} \log(n - \frac{\alpha(n+1)}{\alpha + \omega}), & \text{if } \alpha - \omega < 0 \\
\frac{1}{\omega(1 - \gamma)} \log(\frac{1 + n}{2}), & \text{if } \alpha - \omega \geq 0
\end{array} \right.
\]

(III) The overestimation error for \(T_{sm}\) is increasing.
Applying Lemma 6.3 is easy to get it. Similarly, we can get that $\Theta - \Theta_{sm} > 0$.

(III) Below, we prove that $sm_\omega Q$ is a monotonically increasing for $\alpha$ and $\omega$. Defined $Q_i \triangleq Q(s', a')$. Let $\alpha_1 > \alpha_2 \geq 0$, and $f(\alpha) \triangleq \sum_{i=1}^n sof_{\alpha}(Q_i)e^{\omega Q_i}$. Due to the monotonicity of $\log(\cdot)$ function. We want to show that $f(\alpha_1) \geq f(\alpha_2)$.

$$
\frac{df(\alpha)}{d\alpha} = \sum_{i,j} e^{\alpha(Q_i + Q_j)}e^{\omega Q_i}(Q_i - Q_j)
$$

We just need to prove $\frac{df(\alpha)}{d\alpha} > 0$.

Let $\Delta(i,j) = e^{\alpha(Q_i + Q_j)}e^{\omega Q_i}(Q_i - Q_j)$, so $\frac{df(\alpha)}{d\alpha} = \sum_{i,j} \Delta(i,j)$.

When $i = j$,

$$
\Delta(i,i) = e^{\alpha(Q_i + Q_i)}e^{\omega Q_i}(Q_i - Q_i) = 0
$$

When $i \neq j$,

$$
\Delta(i,j) + \Delta(j,i) = e^{\alpha(Q_i + Q_j)}(e^{\omega Q_i} - e^{\omega Q_j})(Q_i - Q_j) \geq 0
$$

Therefore,

$$
\frac{df(\alpha)}{d\alpha} = \sum_{i,j} \frac{1}{e^{\alpha(Q_i + Q_j)}} e^{\alpha(Q_i + Q_j)} \sum_{i,j} \Delta(i,j)
$$

Let $\omega_1 > \omega_2 > 0$, we want to show that $sm_\omega Q \geq sm_{\omega_2} Q$.

$$
sm_\omega Q(s, \cdot) = \frac{1}{\omega_1} \log\left[\sum_{i=1}^n sof_{\alpha}(Q_i)e^{\omega_1 Q_i}\right]
$$

$$
= \frac{1}{\omega_1} \log\left[\sum_{i=1}^n sof_{\alpha}(Q_i)e^{\omega_1 Q_i}\right] \geq \frac{1}{\omega_1} \log\left[\sum_{i=1}^n sof_{\alpha}(Q_i)e^{\omega_2 Q_i}\right] = sm_{\omega_2} Q(s, \cdot)
$$

where the inequality utilize the convexity of the function $f(x) = x^{\frac{1}{\omega_1}}$.

\[ \square \]

Corollary 6.1. Under the above assumption, defined $\Theta_m \triangleq E[Q_{tot}(sm_\omega Q)(s, a) - Q_{tot}(Q)^*(s, a)]$, we have

$$
\Theta - \Theta_m \in (0, \frac{1}{\omega} \log(n)\]
$$

A.4 Overestimation of MARL

Theorem 4.1 Under the assumptions of Theorem 3.3, defined $\Theta^1 \triangleq E[Q_{tot}(\max_a Q)(s, a) - Q_{tot}(Q)^*(s, a)]$, then

$$
\Theta^1 \in [eLN \frac{n-1}{n+1}, eLN \frac{n-1}{n+1}]
$$

Proof. According to the definition of $Z_i^{s,a_i}$, due to the independent of error, we can derive

$$
P(\max_{a_i} Z_i^{s,a_i} < x) = P(Z_i^{s,a_i} < x \land Z_i^{s,a_i} < x \land \cdots \land Z_i^{s,a_i} < x)
$$

$$
= \prod_{j=1}^n P(Z_j^{s,a_i} < x)
$$

By cumulative distribution function (CDF) of $Z_i^{s,a_i}$, then

$$
P(\max_{a_i} Z_i^{s,a_i} < x) = \prod_{j=1}^n P(Z_j^{s,a_i} < x) = \begin{cases} 0, & \text{if } x \leq -\epsilon \\ (\frac{e^x - 1}{e\epsilon})^n, & \text{if } x \in (-\epsilon, \epsilon) \\ 1, & \text{if } x \geq \epsilon \end{cases}
$$

Then

$$
\Theta^1 = \mathbb{E}[\max_{a_i} Q_{tot}(Q)(s, a) - Q_{tot}(Q)^*(s, a)] = \mathbb{E}[\max_{a_i} Q_{tot}(Q_1, \cdots, Q_N)(s, a) - Q_{tot}(Q_1^*, \cdots, Q_N^*)(s, a)]
$$

$$
\leq \mathbb{E}[\sum_{i=1}^N L(\max_{a_i} Q_i(s, a_i) - Q_i^*(s, a_i))]
$$

$$
= \mathbb{E}LNE[\max_{a_i} Q_i(s, a_i) - Q_i^*(s, a_i)]
$$

$$
= \mathbb{E}LNE(\max_{a_i} Z_i^{s,a_i})
$$

$$
= \epsilon LN \frac{n-1}{n+1}
$$

where the inequality follows by Assumption 4.1. Similarly, we can get that $\mathbb{E}(\max_{a_i} Z^a) \geq \epsilon LN \frac{n-1}{n+1}$.

\[ \square \]

Theorem 4.2 Under the assumptions of Theorem 3.3. Defined $\Theta_{sm}^1 \triangleq \mathbb{E}[Q_{tot}(sm_\omega Q)(s, a) - Q_{tot}(Q)^*(s, a)]$, then

(I) If $\alpha \geq \omega$, then

$$
\Theta^1 - \Theta_{sm}^1 \in (0, \frac{1}{\omega} LN \log(\frac{n+1}{\alpha + \omega})]
$$

(II) If $\alpha < \omega$, then

$$
\Theta^1 - \Theta_{sm}^1 \in (0, \frac{1}{\omega} LN \log(n - \frac{\alpha(n-1)}{\alpha + \omega})]
$$

Proof. (I and II)

$$
\Theta^1 - \Theta_{sm}^1 = \mathbb{E}[\max_a Q_{tot}(Q)(s, a) - Q_{tot}(sm_\omega Q)(s, a)]
$$

$$
\leq \mathbb{E}\left\{ L \sum_{i=1}^N [\max_{a_i} Q_i(s, a_i) - sm_\omega Q_i(s, \cdot)]\right\}
$$

$$
\leq \begin{cases} \frac{1}{\omega} LN \log(n - \frac{\alpha(n-1)}{\alpha + \omega}), & \text{if } \alpha - \omega < 0 \\ \frac{1}{\omega} LN \log(\frac{1+\alpha}{\alpha + \omega}), & \text{if } \alpha - \omega \geq 0 \end{cases}
$$

Applying Assumption 4.1 and Lemma 6.3 is easy to get it. Similarly, we can get that $\Theta^1 - \Theta_{sm}^1 > 0$.\[ \square \]
Figure 7: Test win rates for our methods SM2 for different values of $\alpha$ and $\omega$, and comparison methods QMIX in six different scenarios. The mean and 95% confidence interval are shown across 10 independent runs. The legend in (a) applies across all plots.

A.5 Additional Experiments

Experimental Setup. For PLE game environments, the neural network was a multi-layer perceptron with hidden layer fixed to [64, 64].

The discount factor was 0.99. The size of the replay buffer was 10000. The weights of neural networks were optimized by RMSprop with gradient clip 5. The batch size was 32. The target network was updated every 200 frames. $\epsilon$-greedy was applied as the exploration policy with $\epsilon$ decreasing linearly from 1.0 to 0.01 in 1,000 steps. After 1,000 steps, $\epsilon$ was fixed to 0.01.

The StarCraft Multi-agent Challenge (SMAC) environment (Samvelyan et al. 2019) has become a benchmark for evaluating state-of-the-art MARL approaches such as VDN (Sunehag et al. 2018), COMA (Foerster et al. 2018), QMIX (Rashid et al. 2018) and QTRAN (Son et al. 2019). The StarCraft is a rich environment with stochastic dynamics that cannot be easily emulated. It focuses solely on micromanagement in SMAC. SMAC is based on the popular real-time strategy (RTS) games StarCraft II. SMAC provides several challenging micro scenarios that aim to evaluate different aspects of cooperative behaviors of a group of agents. Each unit by an independent agent that conditions only on local observations restricted to a limited field of view centred on that unit. The discrete set of actions that agents are allowed to take consists of move[direction], attack[enemy_id], stop and no-op. Agents can only move in four directions: north, south, east, or west. The maximum number of actions an agent can take ranges between 7 and 70, depending on the scenario.

At each time step, the agents receive a joint reward equal to the total damage dealt on the enemy units. In addition, agents receive a bonus of 10 points after killing each opponent, and 200 points after killing all opponents. These rewards are all normalized to ensure the maximum cumulative

Figure 8: The estimated Q values of SM2 under condition $\alpha < \omega$. The mean and a standard deviation are shown across 5 independent runs.
Figure 9: Test win rates for our methods SM2, and comparison methods COMA, IQL, QMIX, QTRAN, and VDN in six different scenarios. The mean and 95% confidence interval are shown across 10 independent runs.

Figure 10: The estimated Q values of SM2 under condition $\alpha \geq \omega$. The mean and a standard deviation are shown across 5 independent runs.

reward achievable in an episode is 20. We use the default setting for the reward. Refer to (Samvelyan et al. 2019) for more details.

We use the same network architecture with QMIX. The architecture of all agent networks is a deep recurrent network (DRQN) with a recurrent layer comprised of a GRU with a 64-dimensional hidden state, with a fully-connected layer before and after. DRQN learns policies that it is both robust enough to handle to missing game screens, and scalable enough to improve performance as more data becomes available (Hausknecht and Stone 2015). Exploration is performed during training using independent $\epsilon$-greedy action selection, where each agent $i$ performs $\epsilon$-greedy action selection over its own $Q_i$ (Rashid et al. 2018). Throughout the training, $\epsilon$ is linear from 1.0 to 0.05 over 50k time steps. And $\gamma = 0.99$ for all experiments. The replay buffer contains the most recent 5000 episodes. We train all network by sampling batches of 32 episodes uniformly from the replay buffer. The target networks are updated after every 200 training episodes. We use the default evaluation metric, which is a test win rate. The test win rate is evaluated in the following procedure: we run 24 independent episodes with each agent performing greedy decentralized action selection after every 20000 timesteps. The win rate is the percentage of episodes where the agents defeat all enemy units within the time limit.