A facial and vocal expression based comprehensive framework for real-time student stress monitoring in an IoT-Fog-Cloud environment
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ABSTRACT In this era of digital and modern education, the existence of psychological stress on students cannot be denied. The surplus aggregation of the stress may lead to different problems like a decline in student grade (performance), an increase of violence in behavior, and even more extreme cases. The advent of Information Communication and Technology (ICT) and its tools opened the doors to innovations that facilitate interactions among things and humans. In this utilization, the paper proposes a novel, IoT-aware student-centric stress monitoring and real-time alert generating framework to predict student stress index in a particular context. In elaboration, we respectively used extended VGG16, Bidirectional Long Short Term Memory network (Bi-LSTM), and Multinomial Naïve Bayes techniques to generate the scores of emotions from student facial expressions, speech pitch, and content of student speech at the cloud layer. Specifically, the model aims to classify the stress events as normal or abnormal on basis of the overall emotion of the students' physiological data readings. The activation of the abnormal event in case of higher values for negative emotions like stress, fear, sadness, disgust, etc.; a stern alert is sent to the student, coordinators, and caretakers. This proposed framework will ultimately be a great tool that will support the education institutions, students, their parents, and guardians to get a real-time alert on students' overall emotions. The prior knowledge of stress accumulated on the mind of the student will help in overcoming major problems of student dropout, decrease student academic performance, and tackle the stress situation that may lead to the student attempting suicide.

INDEX TERMS IoT, Fog, Real-Time Alert, Emotion Analysis, Facial Emotions, Speech Emotions, Dropout, Student Performance, Stress.

I. INTRODUCTION
The education teaching and learning pedagogy has evolved throughout the timespan [1], [2]. The technological advancements in the field of Information Communication and Technology (ICT) and other related areas across the globe have a direct repercussion on education [3], [4]. This infusion of technology with education learning and teaching pedagogy, or education theory has brought forth the new education implication referred to as education technology [5], [6]. It is observed that in the modern era of technology, both teachers and students relied excessively on technology for achieving the goals of successful learning [7]. Moreover, the introduction of contemporary teaching pedagogies like blended learning [8], [9] and flipped learning (classrooms) [10], [11] in education has revealed persuasive evidence of progressive developments in the area of education [12]. With the testimonies of education teaching and learning progression and development, the existence of adverse consequences and their generation due to various extrinsic and intrinsic factors cannot be denied [13]. One of the major issues that prevailed with the regular upgrading of education and its pedagogy is the over-accumulation of stress (and other
negative emotions) on stakeholders of education practices [14]. Stress (or other negative emotions) has diverse deleterious repercussions on the physical and mental health of the learners [15], [16]. It escort to depression, anxiety, eating disorders, insomnia, poor academic performance, dropout situations, or even suicidal conditions, especially among the students [17]. The stress can be measured using computer-based non-invasive methods by understanding physiological and physical changes in a person like changes in a heartbeat, voice attenuation, body posture, and facial expressions. In this paper, we focused to analyze the emotions of the students based on these parameters and evaluate against the purposed IoT-Fog-based model to identify the stress-endangered students.

The recent advancement in IoT-based applications is providing an optimized scenario for different areas such as health care, automation systems, transportation services, etc. [18]. IoT with the services of fog computing becomes a powerful measure for effective and quick response paradigms, especially in the case of emergency services. Fog computing offers several advantages such as low latency, location awareness, quality of service assurance, and real-time analysis and alert generation [19].

The framework of the IoT-Fog computing is a three-layered architecture as depicted in Fig. 1. The IoT layer enables the end-users to fetch data from real-world entities. In our case cameras, smartphones and microphones would act as a primary source of fetching data. The Fog layer act as a bridge between raw data and processed data which would be used for ML model training and prediction. The cloud layer provides data storage, processing, prediction, and alert generation services. The framework aids in achieving the following set of research objectives.

1. Utilize IoT-Fog capabilities in building a comprehensive framework for monitoring the student emotions in a smart environment.
2. Analyze the level of stress (or other negatives) emotions based on physical measures, voice samples, and content evaluation.
3. To propose a measure indicating the generalized emotion for student behavior during analysis.
4. Generating the stern alert in case of excessive accumulation of stress (or other negative emotions) indicated by the proposed measure.

The paper is organized into the following sections: the former section specifies a basic introduction to the proposed work. Section 2 presents an overview of the previous work done by the different researchers to perform student healthcare monitoring and to propose an IoT-based alert generation and monitoring system. The detailed layout of the proposed framework for the analysis and monitoring process is discussed in Section 3. The outcomes of the proposed framework implementation and its performance analysis are depicted in Section 4. Further, the succeeding Section 5 provides a detailed discussion of the obtained results. The various threat to the validity of the conducted study is represented in Section 6, discussed in the subsequent section followed by some conclusive remarks on the paper along with the possible future recommendations.

![FIGURE 1. Fog computing layered architecture](image_url)
II. RELATED WORK

This section reviews some of the recent and important contributions in the field of emotion monitoring and analysis. Mozafari et al. [20] in their findings deploy comprehensive generalizable single and multimodal IoT-based techniques for stress level detection based on three attributes; using wearable IoT devices for continuous data collection, multimodal and heterogeneous sensor data collection, and hierarchal data collection consisting of multiple sources. The method monitors stress using four physiological signals; Photoplethysmogram (PPG), Galvanic Skin Response (GSR), Abdominal Respiratory (AR), and Thoracic Respiratory (TR). Further, the LOSO (Leave-OneSubject-Out) method was incorporated to capture the impact variations in subjects. Uday et al. [21] developed an IoT system for detection and feedback generation for stressed patients. The proposed system collects data from the smart band and chest strap modules to monitor stress in real-time by sending and processing data on a cloud-based ThingSpeak server.

Shaikh & Ali [22] developed an IoT-aware stress management system for evaluating student stress indexing. The system features the temporal dynamic Bayesian Network (TDBN) to depict stress events by encompassing readings of conventional medical devices at the fog layer. Further, experimental works reveal the outperformance of the Bayesian Classifier over other classification methods. The study also offers a gentle touch in the literature review on current techniques and methods, including deep learning for complex multi-dimensional healthcare sensor data in support of fog computing.

Kocielnik et al. [23] proposed a framework for continuous measures of stress-related data from sensor devices in real-world activities. The focus was to address the challenges along with evaluation of approach on on-field studies, long-term measurement of stressed people, and the analysis of their behavioral patterns to perceive meaningful information to yield stress balance. Furthermore, Oti et al. [24] in their study focus to monitor maternal stress during their pregnancy period. The proposed k-means algorithm deployed on an IoT-based remote health monitoring system provides stress monitoring in the hospital’s environment as well as in daily activities by continuously monitoring patients’ health-related parameters.

Verma & Sood [25] present an IoT-based student-centric framework for stress monitoring by incorporating a two-stage Temporal Dynamic Bayesian Network (TDBN) model over the fog layer. The stress index is evaluated based on four parameters; (a) leaf node evidence, (b) workload factor, (c) context (d) student health trait, and the results of stress endangered students are provided by the alert generation mechanism. Pace et al. [26] initiate the BodyEdge model for human-centric applications in the healthcare industry. The proposed architecture was implemented to detect high-stress levels for workers and athletes from Heart Rate Variability (HRV) features. This model consists of two modules; one is a mobile client module for data collection and the second is performing an edge gateway for data processing with the real-time facilities of private and public cloud platforms. Rachakonda et al. [27] used a deep neural network method to process stress data collected from the accelerometer, humidity, and temperature measuring sensors in an edge computing framework.

Sheng et al. [28] provided an overview of the IETF protocol bundle in support of IoT technology. These protocols were evaluated to provide better guidelines, resulting in the effective and efficient design of the communication system in healthcare scenarios. Further, Alberdi et al. [29] concentrated on recent works in automatic stress detection over the measurements executed along with the psychological, physiological, and behavior modalities. Contextual measurements along with these parameters are used to adopt the prominent suitable methods to facilitate the development of stress measuring systems.

Cui et al. [30] in their findings propose a non-invasive stress monitoring system with having sensor units; capable to measure temperature using Infrared Temperature Measurement (ITM), PhotoPlethysmoGram (PPG), and Inertial Measurement Units. The focus is to continuously monitor stress signs in sheep during transportation. The designed Wearable Stress Monitoring System (WSMS) showed adequate power in recording and sending detecting information on physiology and climate during transport. This study, based on non-contact and non-destructive monitoring techniques helped in minimizing the effects of stress loads on sheep.

Deploying the AI model at fog nodes may suffer from several adversarial threats. Li et al. [31] proposed a framework named as DeSVig (Decentralized swift vigilance) to recognize adversarial attacks and correct the mistakes in a few seconds in artificial intelligence-inspired industrial systems. The framework overall improves the effectiveness of the system by recognizing abnormal inputs.

III. THE PROPOSED FRAMEWORK

The proposed framework (as shown in Fig. 2) demonstrates the internal layout of the student stress monitoring and alert generation system. It consists of three layers: the IoT layer, Fog layer, and Cloud layer.

A. IOT-FOG BASED FRAMEWORK ARCHITECTURE

The raw data is collected from IoT-enabled input devices like smart video cameras, smartphones, and microphones installed around the student under observation. The data fetched at the IoT layer is then passed to the fog layer over the internet for further operations. There is a need of sensing the data and sending it to the cloud layer for processing purposes in real-time. This is only possible with the integration of internet-enabled smart devices. For this purpose, we installed multiple...
IoT devices at the data acquisition layer. The fog layer acts as an interface between the IoT layer and the cloud layer as it takes input from the IoT layer and provides output to the cloud layer. The cloud layer is responsible for all major activities (model training, testing, alert generation) in the proposed model. Further, the predictions are made by using trained weights, and alerts are generated for the cases where the stress readings are above the threshold, enabling the stress event.

**B. DATA ACQUISITION LAYER**

In the process of data acquisition, three different types of scenarios have been taken into consideration. The CCTV and live recording cameras are used for getting the video streams and photos of the persons (students) and their expressions, for analyzing their facial emotions. The microphone has been used to record and store audio streams to perform Speech emotion analysis. Further, on audio stream google speech to text API is used to gather textual data for content-based analysis. Both audio and textual data are categorized in three different categories namely: Positive, Neutral, and Negative. For efficient and effective analysis, we have extended the collected dataset by using the Kaggle dataset resources. This extension will help us in increasing the efficiency of the trained model. Further, the performance of the proposed model can be tested on the Kaggle test dataset. Table 1 gives an overview of different parameters that are considered in the data set along with IoT devices used for the collection of the data.

**C. FOG LAYER**

Data gathered by the data acquisition layer is further fed to the fog layer for analysis. The purpose of embedding the fog layer in between the IoT layer and cloud layer is to reduce the workload of the cloud layer. The fog layer performed all data cleaning, data filtration, and data transformation tasks. It will restrict not loading unnecessary data over the cloud layer which might result in more overhead and an increase in the complexity in the absence of the fog layer. Moreover, the data is processed locally at the fog layer, hence able to save network bandwidth and increase the overall performance of the proposed model. We utilized three different pre-processing approaches for data filtration and cleaning purposes. For the facial emotion dataset, images were cropped and centralized to focus on the facial expression. The target image size is set

---

**TABLE I**

| Dataset | IoT Technology | Description | Parameters |
|---------|----------------|-------------|------------|
| Visual data | Smart Video Camera | Visual data is collected by recording the facial expressions | Facial expressions, blinking of eyes, eye movement. |
| Audio data | Microphones | Audio data is collected from the student’s answers to the counselor | Speech clarity, texture, speed, pronunciation, fluency. Keywords, no of words, sentence formation, the semantics of the text. |
| Textual data | Google Library | Audio data is converted to the textual form | |

---

*https://www.kaggle.com/search?q=emotion+analysis
N https://www.kaggle.com/shivamumbwal/speech-emotion-recognition

---
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to 224 x 224 x 3 for preprocessing as while training we would be using the VGG16 model [31]. Further, the images were normalized and augmented with the use of ImageDataGenerator API by using a sheer range of 20% and horizontal flip as the arguments [32]. For the audio dataset, firstly we loaded the audio files using the Librosa library with Kaiser_fast res_type (refer to Fig. 3) [33]. A further mel-scaled spectogram is generated (see Fig. 4), which is then converted to a dB-scaled spectrogram (refer to Fig. 5) [34]. With these, we are having features in the image format.

For textual data, we applied natural language processing and data cleaning approaches [35]. Firstly, we deal with anomalies within the text by removing extra space, removing punctuation marks, removing stop words, and removing numbers [36]. Further, we tokenized the corpus using a word tokenizer from the NLTk library [37]. As tokens would be a key element while the generation vocabulary list would be further fed into the model training. To normalize the text we used Porter Stemmer and passed all tokens through it and gather a new list of tokens [38]. PorterStemmer uses the suffix stripping technique to produce root (stem) words [39]. In this analysis, we prefer to use PorterStemmer for its simplicity, fast speed, and utility in an Information retrieval environment [40]. Further, we convert the corpus sentences into an array of numbers. Here numbered array is formed from the vocabulary that is get by using the fit_transform operation in the CoutVectorizer function of the Sklearn library [41]. It converts data into a vectorized form. By getting corpus in this form now we have data in an organized form where each sentence will of the same length i.e., size of the vocabulary and we are all set to feed the data into the machine learning model.

Algorithm 1: Stress Prediction and Alert Generation Model at the cloud layer

| Input: Preprocess data set from fog layer. ( facial_data U speech_data U text_data) |
| Step 1: for i=1 to N; Repeat |
| (a) Extract the dataset from the cloud database. |
| (b) Determine the data against the trained data model for facial expression detection. |
| (c) Classify the stress emotion results to the respective class. |
| (d) Apply the audio emotion analysis model against the collected data set. |
| (e) Classify the speech analyzer results to the respective stress class. |
| (f) The data is processed against the content analyzer for emotion detection. |
| (g) Placed data under the respective positive, negative, and neutral classes. |
| End for loop |
| Step 2: Normalise the results to a single scale of range +1 to -1. |
| Step 3: Filter out the records which are closer to the negative side. |
| Step 4: Generate a real-time alert to the students and their belongings for the stress results using the Ubidot platform. |
| Step 5: Store the results in the cloud database for future analysis. |
| Step 6: Exit |

D. CLOUD LAYER

This layer consists of the model training and analysis of the data against the trained model. The predicted model is trained to extract meaningful information related to the stress activities from the data set in real-time. The stress monitoring is performed on the selected three parameters. The whole workflow of the purposed prediction model is discussed in Algorithm 1. The data files that are generated from the IoT sensors dataset are stored at the Amazon EC2 cloud, where it is analyzed using various trained models. Further, the Ubidot IoT development platform is used for sending alerts to caregivers and family members at this layer. Ubidot is a free-to-use and secure IoT platform to provide IoT-based facilities.
and solutions, especially to students and researchers. The services like sending data from any internet-enabled device to a cloud database, implementing operations or actions on the data, alert generating facilities based on data activity, and data visualization are provided under this platform.

1) EMOTION ANALYSIS
Emotion analysis is expressed as a measure of bringing off the emotions out of the data [42]. The extraction process is based on the feelings like stress, happiness, and anger that are conveyed in the input data. In our proposed work, we have utilized the services of three different emotion extricate models; facial emotion detection, speech emotion detection, and content-based emotion analysis. These models are first trained over a large sample of data for understanding the emotional or psychological state of the student in real-time while they undergo counseling.

a: FACIAL EMOTION ANALYSIS
For analyzing the emotions from the face of the candidate/student we had trained our machine learning model over the Pretrained VGG16 model extended by Flatten layer, one Dense layer, and an output layer giving output over 6 categories [43] (refer to Fig. 6). Simonyan and Zisserman [44] proposed VGG16, a convolutional neural network for the recognition of images from a large dataset.

Further, we used the transfer learning method to train our facial expression model to foster the accuracy of predicted data [45]. We employed ImageNet weights and the VGG16 model with the image input size as 224 x 224 x 3 [46]. The dense layer after the flattened layer is fed with 256 units with an activation function as Relu (refer to (1)) [47]. In the output block, the Dense layer is fed with the 6 units and softmax as an activation function (refer to (2)). The model is compiled with an Adam optimizer with a learning rate of 0.001 and categorical crossentropy as a loss function with accuracy metrics (refer to (3)) [48]. Further, the model is trained over 50 epochs with 32 as batch size and categorical as class mode.

\[ R(z) = \max(0, z) \]  
\[ \sigma(\tilde{z})_i = \frac{e^{\tilde{z}_i}}{\sum_{j=1}^{K} e^{\tilde{z}_j}} \]  
\[ Loss = -\sum_{i=1}^{\text{output size}} y_i \log \hat{y}_i \]

Here in (1), \(-Z\) is the input value, in (2): \(\sigma\) is softmax, \(\tilde{Z}\) is the input vector, \(e^{\tilde{z}_i}\) is a standard exponential function for input vector, \(K\) is the number of classes (in our case it is 6), \(e^{\tilde{z}_i}\) standard exponential function for output vector.

b: SPEECH EMOTION ANALYSIS
For analyzing the emotions or sentiment, we had proposed layered architecture of the model (in Fig. 7) using a Bidirectional Long Short Term Memory network (Bi-LSTM) [49]. In this network, we feed the features in the form of a Mel scaled spectrogram. Bi-LSTM is used when we want our model to observe the sequential information in both forward and backward directions. We had formed a model using 2 Bidirectional LSTMs and 2 blocks of Dense and dropout layers. Further Dense layer and output layer complete the model architecture (refer to Fig. 7). The model is compiled with rmsprop optimizer and sparse_categorical_crossentropy as a loss function [50]. Further, the model is trained over 100 epochs and has a batch size of 64. The trained model will take the speech data in the form of a Mel scaled spectrogram and feed it into the prediction pipeline to detect the sequence and classify the features to their resultant category.

c: CONTENT-BASED EMOTION ANALYSIS
For analyzing the emotions from the written text data, we proposed a multinomial naïve Bayes approach [51]. For feeding the data in this model we first generated the Bags of words in unigram form. Processed data is converted to vector form using the count vectorization technique (refer to (4) and (5)). Once we are ready with the bag of words, we fit the whole data into vector form. Now vectors are fed to multinomial naïve bayes classifier to train the data.

---

6 https://www.thethingsindustries.com/docs/integrations/cloud-integrations/ubidots/#:~:text=Ubidots%20provides%20a%20secure%20and,that%20data%2C%20and%20visualizing%20it.

---

https://iot-fpm.sandbox.com/wiki/Ubidots
The stress identification process sends an activation message to the alert generation system whenever the stress results from all three emotion analysis models are more on the negative side. The stress event is activated when the results from all three emotion analysis models are more on the negative side. The stress identification process also takes up the historical data and compares it with the current results, and generates output based on the current and previous results. If the results continue on the negative side, an activation message is sent to the alert generation system for updating the stress outcomes to the students and their belongings.

3) ALERT GENERATION

The stress identification is a binary function, able to provide two outputs; activate and deactivate. The stress event is activated when the results from all three emotion analysis models are more on the negative side. The stress identification process also takes up the historical data and compares it with the current results, and generates output based on the current and previous results. If the results continue on the negative side, an activation message is sent to the alert generation system for updating the stress outcomes to the students and their belongings.

4) ALERT GENERATION

The stress identification process sends an activation message to the alert generating system whenever the stress results of a student exceed the threshold value. The Ubidots IoT development platform is used for sending alerts to caregivers and family members at the cloud layer. Ubidots is a free-to-use and secure IoT platform to provide IoT-based facilities and solutions, especially to students and researchers. The Ubidots contains the students’ information like name, address, contact number of student and belongings.

\[ \begin{align*}
    x'_{i,n} &= \frac{x_{i,n}}{\max(x_i)} \\
    \text{where } i &\in f, \text{ and } n \in N, f \text{ is the features and } N \text{ is the number of instances. This approach is selected based on its simplicity, for preserving the relationship among the original inputs} \ [54].
\end{align*} \]
5) STUDENT DATABASE
The student stress database contains the results of the previous counsellings of the students. Each entry in the database contains name, personal information, counseling date, facial analysis, vocal, and content analysis results. The database provides the facility to check the results at any time and is able to perform comparisons also. Further, the database also has the features of plotting results on graphs and provides visualization facilities.

IV. RESULT AND ANALYSIS
The proposed model is tested against a valid set of inputs collected from a series of students’ counselings. The raw data after preprocessing stage (refer to section III.C) is fed to the prediction model at the cloud layer. This categorical data is analyzed with the respective predictor models (as explained in sections III.D.1.a to III.D.1.c) and is expected to generate an alert based on the activation of the stress event. This section provides an overview of the training and validation results of the proposed IoT-Fog-based system. The acceptance of the presented work depends upon the accuracy and validation of the trained model*. The training and validation accuracy of the facial emotion detection method is visualized in Fig. 9. It is observed that the model shows a significant amount of satisfactory results in both the testing and validation phases, thus yielding a good overall model fitting. It is also noticed that the performance of the model is growing over time employing the model improvement with the experience (learning).

Another important metric to measure the fitness of the model is by observing its validation loss and training loss over the data*. The training loss indicates how well the model is fitting the training data, while the validation loss indicates how well the model fits new data*. The training loss and validation loss for the visual emotion analysis model are illustrated in Fig. 10. The training loss going down over time is an indication of achieving low error values. It is seen that the gap between the training loss and validation loss is comparatively lower, in the beginning, and slightly increases over time indicating the goodness of model fitting.

Another aspect of emotion detection is by analyzing the voice samples of the students during counseling. The results of the speech emotion analysis models are visualized in Fig. 11. It represents the training accuracy, validation accuracy, training loss, and validation loss metrics. The results reveal that the model yields a low degree error specifying the model is a good fit over the testing and training data set.

For the content-based analysis, we implemented a multinomial naïve Bayes model approach. This text categorization model is tested over the content of the students’ speech to extract meaningful emotions out of the textual data. During the training process of the model, on average it yields around

---

*https://towardsdatascience.com/train-validation-and-test-sets-72cb40cbe07
* https://machinelearningmastery.com/learning-curves-for-diagnosing-machine-learning-model-performance/

---

https://rstudio-conf-2020.github.io/dl-keras-tf/notebooks/learning-curve-diagnostics.nb.html
94.23% accuracy and for validation, the model results in 90.11% accuracy.

We generalize the final output received from all the models on a uniform scale of +1 to -1. The detection of the positive emotions (happy or joy) rectify the results more on the positive side of the scale. On the other hand, the extraction of a great amount of negative stress-based emotions will take the final results more on the negative side of the scale. The consequence of obtaining a negative result will activate the stress event. In case of the activation of the stress event, the Ubidot IoT platform which has pre-saved information about the students’ belongings will send an alert to them. The alert will send via SMS, and also an email will be sent to the caretakers and the student themselves.

V. DISCUSSION

The IoT framework is utilized is to recognize the students under severe stress conditions at the earliest stages to decrease the dropout rates in the education system along with other severe consequences to the physical and mental health of the learners. Stress and anxiety issues are among the primary sources of the decreasing grades, absenteeism, and dropout of the students. The conducted counseling is measured based on the three parameters: facial expressions, speech measures, and the content of the student’s speech. The emotion detection parameters are selected in a way to get the analysis from every aspect of the emotion measure.

(a) The facial expressions are the initial representor of stress and depression feelings. The effective study of the facial expression will benefit the overall evaluation of the stress monitoring system. The conducted study monitors the change in the expression on the face during the counseling and computes results based on some known stress emotion parameters. For this purpose, we trained and used a three-layered machine learning model VGG16. The model is selected based on performance, compilation time, simplicity, training capability, and learning rate. The results section depicts the performance of the facial expression detection system against the accuracy of the training data set and the validation accuracy when run on the real-world data set. It was observed that there are only slight significant variations in the accuracy performance of the training and testing dataset.

(b) The second parameter is the analysis of the speech texture of the candidate. The voice data input is captured with the help of a microphone installed on the candidates. The difference in the speech pitch, the hesitation sounds, time to respond, etc. are all counted from the obtained voice sample and then processed against the stress or depression parameters. For analysis purposes, we used a layered architectural model employing a Bidirectional Long Short Term Memory network. The model is selected for its feature of a sequential information processing mechanism in both forward and backward directions which makes it effective for lateral changes. It was observed from the

The comparison results of our selected model against a few well-known models are shown in Fig. 12, Fig. 13, and Fig. 14 respectively. The comparison is performed based on the performance parameters accuracy, specificity, sensitivity, and f-measure. It is observed from the results that the models used in this study are far more efficient than other techniques.
results that a fine range of accuracy has been obtained by the model when implemented on the testing data set. The voice sample along with the facial expression detection model yields a high degree of effective results as compared when counted individually.

(c) The final analysis is based on the content of the spoken data. The data collected using voice samples are first converted in the textual form (using Google API) to process against the emotion analyzer based on the textual information. The data is matched against three sentimental categories namely; positive, negative, and neutral. These sentiments are derived from their respective emotion classes. The emotion investigation process is performed by the multinomial Naïve Bayes method. The input to the model is primarily converted into data vectors for training and testing purposes. The idea of the content analysis is to check the texture of the written discourse of the student under counseling. The presence of negative emotions signifies the chances of the student being under stressful conditions. Moreover, the content analysis will aid in concluding the validation of the overall stress monitoring system.

(d) The three measures of stress monitoring techniques follow different aspects of stress detection. To conclude the overall outcomes, each phase is needed to be brought on a single scale. The normalized scale is selected between +1 to -1, where the positive side indicates positive emotions, and the negative side is for negative emotions. An alert generation system has been employed to generate the alert when a threshold value is crossed. The threshold value is set up based on the number of negative emotions that corresponds to the total number of emotions.

VI. CONCLUSION AND FUTURE RECOMMENDATIONS

In this study, the IoT-Fog-based framework is proposed to generate real-time alerts depicting the level of stress while a student undergoes psychological counseling. The objective is to predict the stress emotions in earlier stages, to avoid undesirable situations like a decrease in grading, an increase in absentee, school/college dropouts. The three-phase model depicts the endangered students on a normalized scale of +1 to -1. The results demonstrate the working of the proposed model against the provided data set and it shows a high degree of effective outcomes when compared to the testing and validation results. The model is significant to implement in the education system and will aid the students, their parents, teachers, etc. to get the prior intimation of stress-prone students. The main limitation of the study is to focus on the current sample while ignoring any historical record. In the future, the model is promised to extend over the inclusion of large sample data along with the addition of historical data, and student health records.
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