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The combination of continuum Many-Body Quantum physics and Monte Carlo methods provide a powerful and well established approach to first principles calculations for large systems. Replacing the exact solution of the problem with a statistical estimate requires a measure of the random error in the estimate for it to be useful. Such a measure of confidence is usually provided by assuming the Central Limit Theorem to hold true. In what follows it is demonstrated that, for the most popular implementation of the Variational Monte Carlo method, the Central Limit Theorem has limited validity, or is invalid and must be replaced by a Generalised Central Limit Theorem. Estimates of the total energy and the variance of the local energy are examined in detail, and shown to exhibit uncontrolled statistical errors through an explicit derivation of the distribution of the random error. Several examples are given of estimated quantities for which the Central Limit Theorem is not valid. The approach used is generally applicable to characterising the random error of estimates, and to Quantum Monte Carlo methods beyond Variational Monte Carlo.

PACS numbers: 02.70.Ss, 02.70.Tt, 31.25.-v

Quantum Monte Carlo (QMC) provides a means of integrating over the full 3N-dimensional coordinate space of a many-body quantum system in a computationally tractable manner while introducing a random error in the result of the integration. The character of this random error is of primary importance to the applicability of QMC, and in what follows an understanding of the underlying statistics is sought for the special case of Variational Monte Carlo (VMC).

Within QMC, estimated expectation values have a random distribution of possible values, hence it is necessary to know the properties of this distribution in order to be satisfied that the statistical error is sufficiently well controlled. Many strategies (notably those involved in wavefunction optimisation and total energy estimation) sample quantities that exhibit singularities, and sample the singularities rarely. This is characteristic of a Monte Carlo (MC) strategy that is unstable and prone to abnormal statistical error due to outliers.

In what follows the VMC method is analysed in order to obtain the statistical properties of the random error. Analytic results are obtained, and compared with the results of numerical calculations for an isolated all-electron carbon atom. The analysis naturally divides into four sections. Section II provides a summary of the implementation of MC used within VMC. The construction of estimated expectation value of an operator/trial wavefunction combination is described for the ‘standard sampling’ case (the most commonly used form) as a special case of a more general formulation. This short section provides no new results, but introduces the notation used throughout, and presents well established results from a perspective appropriate to the following sections.

Section III provides a transformation of the 3N-dimensional statistical problem to an equivalent 1-dimensional problem. The purpose of this section is to provide a simple mathematical picture of the statistical process that is entirely equivalent to the original 3N-dimensional random sampling process. This is achieved by removing the statistical freedom in the system that is redundant for a given estimate. The principal result of this section is the derivation of a general statistical property that arises for almost all of the trial wavefunctions available for VMC calculations, and that may not easily be prevented. This statistical property dominates the behaviour of errors in VMC estimates, and the demonstration of its presence provides the starting point for the derivation of the statistics of estimators.

In section IV the ‘standard sampling’ formulation of VMC is analysed. The goal is to find the distribution of the random error in statistical estimates of the total energy and the ‘variance’, for a finite but large number of samples. The principal conclusion of this section is that the Central Limit Theorem (CLT) is not necessarily valid and, when it is valid, finite sampling effects may be important even for a large sample size. This is demonstrated analytically, in the form of new expressions for the distribution of errors occurring for ‘standard sampling’ estimates of the total energy and variance. Numerical results for an isolated carbon atom provide an example of this effect for a calculation employing an accurate trial wavefunction.

In section V estimates of several other quantities relevant to QMC are considered, and the invalidity of the CLT for these estimates is described (when derived using the same method as section III). This section directly relates to the infinite variance estimators that have previously been discussed in the literature.

Finally, we note that this is the first of two closely related papers. It provides a general approach to rigorously
deriving the statistics of the random error that is an inherent part of QMC methods, and uses this approach to obtain the statistical limitations of the simplest available sampling strategy. The following paper employs this new analysis of the statistics of QMC in order to design sampling strategies that are superior, in the sense that the Normal distribution of random errors can be re-instated for a given QMC estimate.

I. ‘STANDARD SAMPLING’ VARIATIONAL MONTE CARLO

The basic equation by which MC methods provide a statistical estimate for an integral may be written as

\[ \frac{1}{r} \sum_{n=1}^{r} \frac{f(R_n)}{P(R_n)} = \int_V f dR + W_r \]  

(1)

where \( P \) is the probability density function (PDF) of the independently distributed (IID) 3N-dimensional random vector \( R_n \), and \( W_r \) is the random error in the estimate.

Introducing some notation used throughout the paper, the statistical estimate of a quantity \( f \) constructed using \( r \) samples is denoted \( A_r[f] \), hence Eq. (1) can be written as

\[ A_r \left[ \int_V f dR \right] = \mathbb{E} \left[ \frac{f}{P}; P \right] + W_r, \]  

(2)

where the LHS is the statistical estimate of the integral (the sample mean in Eq. (1)), and the RHS can be interpreted as a sum of an expectation of a quantity \( x = f/P \) sampled over the distribution with PDF \( P \), and a random error. Whether the estimate is useful depends on the PDF of \( W_r \), specifically how this distribution evolves as \( r \) increases.

An expectation value of the quantum mechanical operator \( \hat{g} \) and (unnormalised) wavefunction, \( \psi \), is defined by

\[ G = \mathbb{E} \left[ G_L \psi^2 / P; P \right], \]  

(3)

where \( G_L = \psi^{-1} \hat{g} \psi \) is the ‘local value’ of the operator/trial wavefunction combination. By definition, VMC provides a MC estimate for this quantity, and since it is a quotient of two expectations it is more complex to estimate than a single integral.

‘Standard sampling’ is the most common and straightforward choice, for which samples are distributed as \( P(R) = \lambda \psi^2 \), resulting in the simple form

\[ A_r[G] = \mathbb{E} \left[ G_L; \lambda \psi^2 \right] + Y_r \]

\[ = \frac{1}{r} \sum_{n=1}^{r} G_L(R_n), \quad P(R) = \lambda \psi^2, \]  

(4)

where \( \lambda \) need not be known since it is not required to generate samples distributed as \( P(R) \). This simple form arises from choosing \( P \) such that the normalisation integral of Eq. (3) is sampled perfectly.

Within ‘standard sampling’ it is usually assumed that the CLT is valid, and that \( r \) is large enough for the asymptotic limit to be reached to a required accuracy. If this is so, then \( Y_r \) is distributed normally with a mean of 0, a variance given in terms of the sample variance

\[ \text{Var} [A_r[G]] = \frac{1}{r} A_r \left[ \text{Var} [G_L(R_n)] \right], \]  

(5)

and a confidence range for an estimated value can be obtained via the error function.

Two issues concerning the nature of the random error naturally suggest themselves. The use of the CLT to provide a confidence interval for the estimate implicitly assumes that the large \( r \) limit has been reached. Whether this is the case for finite \( r \) is a non-trivial question. The second issue is the validity of the CLT. Since this theorem is applicable to a limited class of distributions that may or may not include the distribution of samples within VMC (or other QMC methods) this is also a non-trivial question.

It is useful at this point to introduce some further definitions and notation. An estimate is a random variable, and random variables are denoted by a sans-serif font throughout. A particular sample value of an estimate is referred to as a sample estimate, and estimates are usually constructed from sums of random variables. The PDF of the estimate constructed from \( r \) random variables is denoted \( P_r(x) \), and defined by

\[ \text{Prob}[a < A_r[G] \leq b] = \int_a^b P_r(x) dx, \]  

(6)

and an estimate is unbiased if it has a mean for a given \( r \) that is equal to its true value. For the estimate to be useful the PDF of the error, \( Y_r \), must possess certain properties. It would be desirable for this PDF to approach a Dirac delta function for increasing \( r \), and for some information to be available on the form of the PDF for finite \( r \). In addition an estimate-able confidence range for finite \( r \) is desirable, and zero mean value for \( Y_r \) for finite \( r \).

II. GENERAL ASYMPTOTIC FORM FOR THE DISTRIBUTION OF LOCAL ENERGIES

For the standard implementation of VMC summarised in the previous section, the basic random variable is the 3N-dimensional position vector of all the particles within the system, \( R \). This is a ‘fundamental’ random variable in the sense that QMC is normally implemented as a random walk in the multidimensional space, \( R \). However, this random variable contains far more information than is required for many purposes. An analysis is given here
for the expectation value of quantities that may be expressed in terms of the local energy, \( E_L = \psi^{-1} \hat{H} \psi \). Note that this is a general procedure, and is applicable to estimates of any operator by defining a local field variable (scalar, vector or higher order) to remove the redundant statistical freedom present in the full \( 3N \)-dimensional space, providing a more concise representation.

The expectation of a function of the local energy \( E_L \) is defined as \[ \frac{\langle \psi | f(\hat{H}) | \psi \rangle}{\langle \psi | \psi \rangle} = \mathbb{E} \left[ f; \lambda \psi^2 \right] \]

where \( \lambda \) is a constant. The asymptotic behaviour of the expression above naturally suggests classifying these into different types. Each has a characteristic influence on the asymptotic behaviour of \( P_{\psi^2}(E) \), and an analysis of this relationship is given below.

### A. Type 1: electron-nucleus coalescence

Type 1 singularities are those resulting from any electron coordinate \( r_i \) approaching a singularity in the one body external potential \( V_{\text{ext}} \), such as the \(-Z/r\) behaviour of an atomic nucleus. This occurs on a \( 3N - 3 \)-dimensional hyper-surface.

For a particular electron of coordinate \( r_i \) approaching a nucleus, the trial wavefunction can be expanded in spherical coordinates to give

\[
\psi(r_1) = a_0(R_{3N-3}) + a_1(\Omega, R_{3N-3})r_1 + \ldots \tag{12}
\]

where \( r_1 = (r_1, \Omega) \) and \( R_{3N-3} \) is the \( 3N - 3 \) dimensional vector of the rest of the coordinate space. If \( \psi \) does not possess singularities, it must be possible to expand \( a_n(\Omega) \) as a closed sum of spherical harmonics \( Y_{\ell m}(\Omega) \) with \( \ell \leq n \). Similarly, for \( \psi \) to be continuous up to order \( n \), the coefficient \( a_n(\Omega) \) must contain only odd/even \( l \) spherical harmonics in its expansion for odd/even \( n \).

For a trial wavefunction that is smooth at \( r_1 = 0 \) this results in a local energy of the form

\[
E_L(R) = E_0 - \frac{Z}{r_1} + b_0(R_{3N-3}) + \ldots \tag{13}
\]

The absence of a \( r_1^{-2} \) term is a direct consequence of \( \psi \) being continuous at \( r_1 = 0 \), and the \( r_1^{-1} \) term is entirely due to the presence of the nucleus potential and the derivative of \( \psi \) being continuous at \( r_1 = 0 \). Figure 1(a) shows a 2D cut through the 3D space of \( r_1 \), with \( R_{3N-3} \) held constant and the singularity due to the nucleus at the centre of the (asymptotically) spherical constant energy surface.

Rearranging and repeated re-substitution provides the integrand in Eq. (10), and integrating over the constant energy surface defined by the limit \( E_L \to \pm \infty \) (a ‘hypertube’) which is spherical in the space of \( r_1 \), but has no simple form in the \( 3N - 3 \) dimensions of \( R_{3N-3} \) gives the general form for the tail \[ P_{\psi^2}(E) = \begin{cases} 0 & E \gg E_0 \\ (E - E_0)^{-4} \left( e_0 + \frac{e_1}{(E - E_0)} + \ldots \right) & E \ll E_0 \end{cases} \tag{14} \]

where \( E \gg E_0 \) (\( E \ll E_0 \)) denotes an asymptotic expansion that converges for \( E \) greater (less) than some finite value. The asymptotic behaviour is one sided since the singularity is negative, and the nodal surface does not need to be considered.

If the usual electron-nucleus Kato cusp condition\[ \leq 7 \] is forced on \( \psi \) it introduces a discontinuity in the gradient at \( r_1 = 0 \) that exactly cancels the singular nucleus potential in the local energy via the local kinetic energy, hence this type of singularity can generally be removed. The cusp condition also introduces an \( \Omega \) dependence in the \( b_0 \) term of the expansion, and hence a discontinuity in the local energy at the nucleus (although it is of zero size for some wavefunctions) \[ \text{(32)} \]. For \( N \) electrons approaching the nucleus concurrently the same cusp conditions...
are sufficient to prevent a singularity, as discussed in the next section.

B. Type 2: electron-electron coalescence

Type 2 singularities may occur for \( r_i \) approaching \( r_j \) \((i \neq j)\), and result from a singularity in the two-body electron-electron interaction, \( V_{ee} \). The coalescence of electrons of like spin (indistinguishable) and unlike spin (distinguishable) must be considered separately. By transforming to centre of mass coordinates for the two electrons with positions vectors \( r_1, r_2 \) defined as \( r_{12} = r_1 - r_2 \) and \( s_{12} = (r_1 + r_2)/2 \) the same approach can be taken as for the electron-nucleus coalescence surfaces. To simplify the notation the vector \( s_{12} \) is included with the coordinates of the rest of the electrons in the vector \( R_{4N-3} \).

For **distinguishable** (unlike spin) electrons the situation in entirely analogous to the electron-nucleus case. The electron-nucleus vector and interaction is replaced by the electron-electron vector and interaction to give

\[
P_{\psi^2}(E) = \begin{cases} (E - E_0)^{-4} \left( e_0 + \frac{e_n}{(E - E_0)} + \ldots \right) & E \gg E_0 \\ 0 & E \ll E_0 \end{cases},
\]

where \( E_0 \) and the coefficients, \( e_n \), are distinct from those in Eq. (14). (In order to keep the notation simple the same symbols are used for distinct coefficients in all of the series expansions contained within this section.) The asymptote is one sided due to the repulsive electron-electron interaction, and the nodal surface does not influence the result. Enforcing the Kato cusp condition for unlike spins removes these tails and introduces a discontinuity in the local energy in precisely the same manner as for the electron-nucleus coalescence.

For **indistinguishable** (like spin) electrons the situation is more complex. Figure 1(b) shows a 2D cut through the 3D space of \( r_{12} \), with \( R_{4N-3} \) held constant and a constant energy surface that is (asymptotically) spherical in the electron-electron coordinate. The singularity due to electron-electron coalescence is at the centre of the sphere. Unlike the distinguishable electron case the coalescence point must fall on the nodal surface, and the influence this has on \( \psi \) must be taken into account.

Expanding a smooth antisymmetric trial wavefunction about the coalescence point (on the nodal surface) gives

\[
\psi(r_{12}) = a_1(\Omega, R_{3N-3})r_{12} + a_3(\Omega, R_{3N-3})r_{12}^3 + \ldots, \tag{16}
\]

where interchange of electrons corresponds to inversion about \( r_{12} = 0 \) so the coefficient \( a_n \) contains only odd \( l \) spherical harmonics and \( l \leq n \). This provides a quadratic lowest order variation in the probability density perpendicular to the nodal surface, which results in a local energy of the form

\[
E_L(R) - E_0 = \frac{1}{r_{12}} + b_1(\Omega, R_{3N-3})r_{12} + \ldots, \tag{17}
\]

and an (asymptotically) spherical constant local energy surface centred at the coalescence point. Note that the absence of a \( r_{12}^{-2} \) term is a direct consequence of the gradient of \( \psi \) being continuous at \( r_{12} = 0 \). The \( r_{12}^{-2} \) term is entirely due to the Coulomb potential, together with \( \psi \) being odd on interchange of electrons and possessing a continuous second derivative at \( r_{12} = 0 \). Performing the ‘hyper-tube’ integration then gives

\[
P_{\psi^2}(E) = \begin{cases} (E - E_0)^{-6} \left( e_0 + \frac{e_n}{(E - E_0)} + \ldots \right) & E \gg E_0 \\ 0 & E \ll E_0 \end{cases},
\]

where, since the singularity is positive, the asymptotic behaviour is one sided.

Enforcing the Kato cusp condition\[6, 7\] for like spins introduces a second order radial term, with coefficient \( a_2 = a_1/4 \). This provides a discontinuity in the 2nd order derivatives of \( \psi \) at \( r_{12} = 0 \) that cancels the singular electron-electron interaction, and so removes the tails due to the like spin electron-electron coalescence. A further consequence is a continuous local energy as the
coalescence plane is crossed, with a discontinuity in the gradient of the local energy.

So far only electron-nucleus and electron-electron coalescence has been considered. For the general case of many electron coalescence (some distinguishable, some not) at a nucleus site, or at any point in space, and a smooth trial function $\psi$, the local energy may be written in the form

$$E_L(R) - E_0 = \sum_i \frac{Ze_i^2}{r_i} + \frac{1}{2} \sum_{i<j} \frac{1}{r_{ij}} + \ldots$$

(19)

provided that the local kinetic energy is smooth. As discussed by Pack, provided the trial wavefunction satisfies the cusp conditions for each electron-electron and electron-nucleus-electron coalescence, then the Coulomb singularities will exactly cancel with singularities in the local kinetic energy. These conditions are easily satisfied for trial wavefunctions that are a function of electron-nucleus, electron-electron and electron-electron-nucleus coordinates, but for higher order correlations internal coordinates must be considered explicitly.

Although the Kato cusp conditions remove the Coulomb singularities from the local energy, they do not prevent the occurrence of discontinuities on the same hyper-surface of electron-nucleus and electron-electron coalescence. Further cusp conditions that remove these discontinuities may be obtained directly from the local energy expansions given above.

\[ C. \text{ Type 3: nodal surface} \]

The third type of singularity (and associated tails in the seed distribution) occurs for almost all of the trial wavefunctions used in QMC calculations, with the exception of some few electron systems. Type 3 singularities are due to the kinetic energy only, and occur at the nodal surface due to the presence of $\psi$ in the denominator of the expression for the local kinetic energy. There is no equivalent to the previous cusp conditions that can easily be enforced on $\psi$ to prevent these type 3 singularities occurring, and they are of a fundamentally different nature.

Proceeding in a similar manner to the previous two cases, the trial wavefunction is expanded about the singular surface, in this case the $3N - 1$ dimensional nodal surface. This expansion is then used to provide a constant local energy hyper-surface, over which an integral is performed to obtain the PDF in energy space.

Figure 1(c) shows a 2D cut through the $3N$ dimensional space that includes the nodal surface, and a constant local energy surface at a perpendicular distance $S_\perp$ from the nodal surface. Expressing the vector of a point on the constant energy surface as

$$R = X + S_\perp \hat{n},$$

(20)

where $X$ is a point on the nodal surface, and $\hat{n}(X) = \nabla_R E_L |_X$ is the normalised gradient at $X$, gives

$$\psi(R) = a_1(X)S_\perp + a_2(X)S_\perp^2 + \ldots$$

(21)

and

$$E_L(R) - E_0 = b_{-1}(X)S_\perp^{-1} + b_0(X) + b_1(X)S_\perp + \ldots.$$  

(22)

Employing these in Eq. (10) and integrating over the constant energy surface defined by the limit $E_L \to \pm \infty$ (the nodal surface) gives the general form

$$P_\psi(E) = (E - E_0)^{-4} \left( E_0 + \frac{c_1}{(E - E_0)} + \ldots \right)$$

(23)

$|E| \gg E_0$.

Equation (23) tells us that for a general trial wavefunction and Hamiltonian the resulting ‘seed’ probability distribution in energy space has this asymptotic form for type 3 singularities. This result is central to the rest of this paper.

A special case of this type of singularity arises for a trial wavefunction where a nodal pocket is at the critical point of appearing/disappearing, which may occur in the process of varying a parameterised trial wavefunction in the search for an optimum form. This occurs where a solution of the equation $\psi = 0$ disappears, or for a local maximum/minimum of $\psi$ crossing the nodal surface. At this critical point $\psi = 0$ defines a single point in $3N$ dimensional space, and the wavefunction may be expanded about this point using hyper-spherical coordinates $R = (R, \Omega)$ (with $R$ the hyper-radius and $\Omega$ the $3N - 1$ hyper-angles) as

$$\psi(R) = a_2(\Omega)R^2 + a_3(\Omega)R^3 + \ldots.$$  

(24)

The associated local energy then takes the form

$$E_L(R, \Omega) - E_0 = b_{-2}(\Omega)R^{-2} + b_{-1}(\Omega)R^{-1} + b_0(\Omega) + \ldots$$

(25)

with the singular behaviour arising via the local kinetic energy. Following the same approach as for type 1 and type 2 singularities, but integrating over the surface of the hyper-sphere gives

$$P_\psi(E) = \frac{1}{|E - E_0|^{(3N+6)/2}} \left( E_0 + \frac{e_1}{(E - E_0)} + \ldots \right),$$

(26)

an asymptotic tail in the PDF that is one sided since the constant energy surface exists only in the nodal pocket that is not being created/annihilated. This gives a faster decay than $E^{-4}$ for $N \geq 1$, and nodal pockets can only occur in the ground state for $N \geq 2$. Consequently, this effect is secondary to the $E^{-4}$ behaviour arising from nodal surfaces that are not being created/annihilated, and will only dominate if annihilation of the nodal pocket results in no nodal surfaces anywhere in space. This can only occur if all fermions in the system are distinguishable.
D. Type 4: arbitrary bound trial wavefunctions

Singualrities in the local energy may also occur if the local energy approaches infinity as any or all electrons approach an infinite distance from the nuclei or each other. This type of singularity is referred to as type 4, and its source may be the local kinetic energy, the local potential energy, or both, and can only occur for systems that do not extend over all space.

For these finite systems a reasonable assumption about the general form of a trial wavefunction used in QMC is that it is a bound state of some ‘model’ Hamiltonian (this encompasses the exact, HF, MCSCF, Kohn-Sham, Gaussian basis wavefunctions, and many others, with or without a Jastrow factor or backflow transformation). Hence, for the types of wavefunction that are used in QMC calculations, the asymptotic behaviour can be written as

\[
\psi(R) \propto |R|^\alpha e^{-\beta |R|^\gamma},
\]

where the parameters \(\alpha, \beta,\) and \(\gamma\) depend on the type of trial wavefunction.

Following the same approach as for type 1 and 2 singularities, the influence on the asymptotic tails of the seed distribution can be determined by integrating over the constant local energy surface. This tells us that for \(\gamma > 1\) (e.g., a Gaussian basis set) \(P_{\psi^2}\) decays as an exponential function of a power of \(E\), whereas for \(0 < \gamma \leq 1\) \((\gamma = 1\) is the correct asymptotic form) \(P_{\psi^2}\) is zero outside of an energy interval (assuming that none of the other 3 types of singularity are present). The second case is preferable, but the former is not significant as it can only result in the presence of exponentially decaying tails in \(P_{\psi^2}\). In what follows type 4 singularities are irrelevant.

Type 3 tails occur for almost all many body trial wavefunctions, with some exceptions. First, it is possible for there to be no nodal surface. This does not occur for systems containing two or more indistinguishable fermions, and does occur if the trial wavefunction is a bosonic ground state. Second, the nodal surfaces may be exactly known from symmetry considerations, as discussed by Bajdich et al.\[3\]. A third exception arises from considering an effective Hamiltonian for which the trial wavefunction is an exact solution. This has a potential defined by

\[
V_{eff} = E_{eff} + \frac{1}{2} \frac{\nabla^2 |\psi|^2}{|\psi|^2},
\]

where \(E_{eff}\) is arbitrary, but is usually chosen to be zero for a completely ionized system. If \(V_{eff}\) can be shown to possess no singularities at the nodal surface, then \(\nabla |\psi|^2 = 0\) at the nodal surface and type 3 tails do not occur. An example is the Slater determinant, as this is the exact solution for fermions in a one-body potential (with no two-body or higher interactions present in \(V_{eff}\)). (Note that the available modifications of such ‘exact model’ solutions, such as Jastrow factors, result in a many-body \(V_{eff}\) that is singular at the nodal surface.)

Removing type 3 singularities is a non-trivial problem since it is necessary to ensure that \(T_L\) remains finite over the nodal surface apart from on the coalescence planes, where it must possess a singularity that exactly cancels the electron-electron Coulomb interaction. Type 3 tails are taken to be unavoidable in practice.

In order to clarify when these singularities/tails occur it is worth considering some examples. For an exact wavefunction none of the singularity types occur. For a Hartree-Fock or Kohn-Sham Slater determinant with no basis set error only type 2 singularities occur, since the electron-nucleus cusp conditions are satisfied, the asymptotic wavefunction behaviour has the correct exponential form, and the local kinetic energy is finite at the nodal surface. For a Hartree-Fock or Kohn-Sham Slater determinant with a Gaussian basis set, singularities of all four types occur, but type 1 and 2 singularities can be expected to dominate.

Figure 2 shows a schematic of the form taken by the singularities in the local energy as an electron passes through the nucleus, through a coalescence plane, through a nodal surface, and continues away from the nucleus, for the case where all types of singularity are present. From this point on, only the influence of type 3 singularities and the associated symmetric tails in the seed distribution are considered, since type 1 and type 2 behaviour is easily and routinely removed, and type 4 behaviour does not affect the analysis that follows. It is the presence of these ‘leptokurtotic’ power law tails (also known as ‘heavy tails’, or ‘fat tails’) in the PDF of the sampled energies that provides the starting point for an analysis of random errors in the estimates of expectation values within VMC.
Before commencing, it is useful to explicitly show the presence and magnitude of the type 3 singularities for a real system, the isolated all-electron carbon atom. A numerical Multi-Configuration-Hartree-Fock calculation was performed to generate a multideterminant wavefunction consisting of 48 Slater determinants (corresponding to 7 configuration state functions (CSF)) using the ATSP2K code of Fischer et al.\cite{10} Further correlation was introduced via a 83 parameter Jastrow factor\cite{10}, and a 130 parameter backflow transformation\cite{11}. This 219 parameter trial wavefunction was optimised using a standard variance minimisation method\cite{12}, resulting in $E_{\text{VMC}} = -37.83449(7)$ a.u., compared with the\cite{13} ‘exact’ result of $-37.8450$ a.u. Of those trial wavefunctions that can practically be constructed and used in QMC this may be considered to be accurate, and reproduces 93.3% of the correlation energy at the VMC level.

As discussed above, only type 3 singularities contribute to the asymptotic behaviour of the seed distribution. Figure 3 shows an estimate of the seed PDF, $P_{\psi^2}(E)$, constructed by taking $10^7$ standard samples of the local energy, binning these into intervals, and normalising\cite{14}. Also shown is a simple analytic form

$$p(E) = \frac{\sqrt{2}}{\pi} \frac{\bar{\sigma}^3}{\bar{\sigma}^4 + (E - \hat{E}_{\text{tot}})^2},$$

and a Normal distribution, both with a mean and variance of $\hat{E}_{\text{tot}}$ and $\bar{\sigma}^2$ whose values are obtained from the data using the usual unbiased sample estimates.

It is apparent that the seed distribution, $P_{\psi^2}(E)$, is not well described by a Normal distribution. Considering that no fitting procedure is employed (beyond matching the first two moments of the model and sample distributions) it is somewhat surprising that the simple model distribution is so close to the actual distribution. This is most clearly demonstrated by comparing the number of sample points predicted in a ‘tail region’ defined by $(E - \hat{E}_{\text{tot}}) > 10\bar{\sigma} = 2.25$ a.u. The numerical data has 2990 sample points in this region, $p(E)$ predicts 3481 points, and the Normal distribution predicts $1.7 \times 10^{-14}$ points.

An alternative measure is to assume the asymptote

$$p_{\text{asym}}(E) = \frac{\sqrt{2}}{\pi} \frac{\lambda_3}{\bar{\sigma}} \left( \frac{\bar{\sigma}}{E - \hat{E}_{\text{tot}}} \right)^4$$

(30)

to be dominant in the ‘tail region’, and to equate the sampled and predicted number of outliers. This estimates the magnitude of the leptokurtotic tails to be $\lambda_3 = 0.86$ (in comparison with $\lambda_3 = 1$ for the model distribution of Eq. 29).

Figure 3 suggests that the local energy is not well sampled close to the nodal surface, where the deviation from the mean is greatest. Further suspicion that a more detailed analysis is required arises when it is noted that third or higher moments do not exist for this seed distribution, even though a finite number of samples will provide an estimate of these higher moments that converges to infinity as the sample size is increased.

### III. RANDOM ERROR IN VMC ESTIMATES

In the previous section no mention of MC methods has been made. In this section the consequence of choosing the ‘standard sampling’ strategy in QMC is investigated.

It has been noted by previous authors that for many calculations the distribution of the local energy is clearly not Gaussian, for both VMC and DMC calculations\cite{15,16,17,18}. Section 11 shows that this is generally the case. In previous work it also appears to be implicitly assumed that the form of the seed distribution is irrelevant to the application of the CLT to infer information on the random error of estimated quantities\cite{11}. In what follows, the influence of the leptokurtotic tails on the validity of the CLT is examined in detail, and the distribution of random error in VMC estimates is derived.

Numerical evidence for a valid CLT is at best limited, and only weakly suggestive. For most applications of QMC only single estimates are constructed, with an estimated random error calculated using the CLT. Generally no ensemble of estimates is calculated to justify that this error is Normal. The best we can do is observe that for many published results the estimated total energies and errors are consistent with exact energies where these are known in that they are higher (to within the statistical accuracy suggested by the CLT). This still leaves significant room for non-Gaussian error, especially for larger
systems and estimates of quantities other than the total energy.

Results for wavefunction optimisation within VMC are more strongly suggestive. The most stable implementation possible for a stochastic minimisation method would provide a Normal random error in the optimised functional. Instability is commonly observed for many of the available implementations, particularly for a large number of particles or where the nodal surface of the trial wavefunction is varied\cite{15, 16}. This is consistent with the notion that the CLT may not be valid for these implementations.

Possible distributions of error in estimates can be summarised as follows. The catastrophic case would be for the Law of Large numbers to be invalid, providing estimates that do not statistically converge to an expectation as \( r \) approaches infinity. Another possibility is that the Central Limit Theorem may not be valid, providing estimates that statistically converge, but with a random error that is not Normally distributed. A further possibility is that the CLT may be valid, but that the deviation from the Normal distribution for finite \( r \) is unknown, so may be significant for accessible sample sizes. A final, ideal case would be for the CLT to be valid, and for the deviation from the Normal distribution for finite \( r \) to be known, and to be unimportant for accessible sample sizes.

The first and last of these are found not to occur, while the other cases do (depending on what is being estimated), as a direct consequence of the presence of the leptokurtotic tails.

\section{Total energy}

As discussed in section\textsuperscript{11} the unbiased estimate of the total energy constructed from local energy values at \( r \) points sampled from the \( P_{\psi^2} \) distribution is given by

\[ A_r [E_{tot}] = \frac{1}{r} \sum_{n=1}^{r} E_n, \]  

(31)

with \( \{E_n\} \) the IID random variables \( E_L(R) \). This (rescaled) sum of IID random variables can be analysed using the known properties of the PDFs of each \( E_n \) to obtain the PDF of the estimate itself.

It is useful to introduce some supplementary random variables in order to keep the notation simple. Defining the mean and variance of \( P_{\psi^2} \) as \( E [E_L] \) and \( \sigma^2 \) provides the transformation

\[ X_n = \frac{1}{\sigma} (E_n - E [E_L]), \]  

(32)

as long as the first two moments exist. This \( X_n \) has a PDF, \( p(x) \), of mean and variance of 0 and 1, and a symmetric asymptotic behaviour \( \propto 1/x^4 \). Two further random variables are \( S_r \), defined as the sum of \( r \) independent samples taken from \( p(x) \), and the normalised version of this sum,

\[ Y_r = \frac{(X_1 + \ldots + X_r)}{\sqrt{r}} = \frac{S_r}{\sqrt{r}}. \]  

(33)

The transformation from \( Y_r \) to \( A_r [E_{tot}] \) is

\[ A_r [E_{tot}] = \frac{\sigma}{\sqrt{r}} Y_r + E [E_L], \]  

(34)

so that \( Y_r \) is the random error in the estimate of the total energy in units of \( \sigma/\sqrt{r} \).

The validity of the CLT for these sums of random variables is tested below, for the three most common forms of the CLT available. These are considered in order of increasing generality (in that they are valid for progressively larger classes of PDFs) and decreasing knowledge of finite sampling effects (in that limits on the deviation from normality for finite \( r \) are progressively less well defined).

The least general CLT is provided by the existence or not of an Edgeworth series expansion\cite{3}. Provided that all the moments of \( p(x) \) exist, and that they satisfy Carleman’s condition\cite{2}, then the distribution of \( Y_r \) for \( r \) samples, \( P_r (y) \), can be uniquely defined by the infinite series

\[ P_r (y) = \frac{1}{\sqrt{2\pi}} e^{-y^2/2} \left( 1 + \frac{f_1(y)}{\sqrt{r}} + \frac{f_2(y)}{r} + \ldots \right), \]  

(35)

where each \( f_m(y) \) is a finite polynomial in \( y \) of order \( m \), and with coefficients that may be expressed in terms of the first \( m \) moments of the seed distribution. If this expansion is valid, \( P_r (y) \) converges to the Normal distribution for increasing \( r \), and the expansion also provides a definite bound on the deviation of the distribution from Normal for finite \( r \) - the deviation can be estimated if necessary, and scales as the Gaussian function. For the seed distribution of local energies, \( P_{\psi^2} \), the asymptotic behaviour ensures that all moments higher than 2\textsuperscript{nd} do not exist, hence this form of the CLT is invalid.

A more general result is the Berry-Esseen theorem\cite{3}, which states that the inequality

\[ \left| \int_{-\infty}^{\infty} P_r (y) - \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \right| \leq \frac{C}{\sigma^3 \sqrt{r}} \int_{-\infty}^{\infty} |y|^3 p(y) dy, \]  

(36)

is valid provided the 3\textsuperscript{rd} absolute moment on the RHS is finite (\( C = 0.7655 \) is the best value of \( C \) available\cite{19}). This proves that \( P_r (y) \) converges to the Normal distribution for increasing \( r \), and also provides a bound on the deviation of the distribution from Normal for finite \( r \). The asymptotic behaviour of the seed distribution ensures the nonexistence of the 3\textsuperscript{rd} absolute moment, hence this form of the CLT is invalid for \( P_{\psi^2} \).

The final candidate is Lindeberg’s theorem\cite{3}. This is the most general form of the CLT, and provides the weakest bound on the deviation from Normality for finite \( r \). Provided that

\[ \max \left( \frac{\phi(y)}{1 + y^2} \right) < \infty, \]  

(37)
it follows that
\[
\lim_{r \to \infty} \int_{-\infty}^{x} P_r(y) \phi(y) dy = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \phi(y)e^{-y^2/2} dy,
\]
(38)
or that in the limit of \( r \) approaching infinity the probability of the sum of random variables falling in a given interval (given by \( \phi(y) = 1 \)) is equal to that of the Normal distribution provided by the CLT, provided that the \( 2^{nd} \) moment of \( p(x) \) exists. This provides confidence limits from the sample mean and variance via the CLT for large \( r \), but two points must be borne in mind. First, for \( \phi(y) \) increasing faster than second order (such as the definition of moments higher than \( 2^{nd} \) order) the expectation is not defined, even in the limit of \( r \) approaching infinity. Second, for finite \( r \) there is no limit to the magnitude of any deviation from Normal, or to how fast these deviations decay with increasing \( r \).

These theorems inform us that the random error in the unbiased estimate of the total energy obeys the CLT, but no information is available about the deviation of the distribution of errors from Normal for finite \( r \). This is unsatisfactory, since only a finite number of samples will ever be available.

Using the asymptotic behaviour derived in section [11] does allow us to extract information about the deviation from Normal that appears in \( P_r(y) \). In what follows this is achieved by using the same strategy as the most frequently presented derivation of the CLT [20], but explicitly taking into account the leptokurtotic tails.

Denoting the PDF of the sum \( S_r \) as \( P_r(s_r) \) (distinct from \( P_r(y) \) but related via a change of variables) and viewing this sum as a random walk in one dimension leads immediately to the iterative convolutions
\[
P_r(s_r) = p(x_r) * P_{r-1}(s_{r-1}),
\]
(39)
starting from \( P_1(s_1) = p(x_1) \). In Fourier space this is simply a product, and defining the Fourier transform as
\[
p(k) = \int_{-\infty}^{\infty} p(x)e^{-ikx} dx
\]
(40)
immediately gives
\[
P_r(k) = e^{r\ln p(k)},
\]
(41)
with \( P_r(k) \) and \( p(k) \) the characteristic functions of \( P_r(s_r) \) and \( p(x) \) respectively. Equation (11) reduces the problem to that of finding the inverse Fourier transform of the \( r^{th} \) power of the Fourier transform of the seed distribution (with an appropriate transformation of the random variables).

For a PDF to possess a smooth characteristic function (in the sense that all derivatives exist at all points), the PDF must decay at least exponentially fast as \( |x| \to \infty \) [21]. If this were the case, then a Taylor expansion would exist for \( \ln p(k) \) that is valid for all real \( k \). For the distribution of local energies, the PDF falls to zero algebraically slowly which implies the presence of poles in the complex plane for finite \( |x| \), discontinuities in the Fourier transform at the origin, and no Taylor series expansion about \( k = 0 \) for \( \ln p(k) \).

The Fourier transform may be performed by contour integration in the complex plane, closing the contour in the upper half plane for \( \Re[k] < 0 \), and the lower half plane for \( \Re[k] > 0 \). This, in addition to the constraints on the residues and the position of the poles that prevent any slower asymptotic behaviour, provides a general series expansion
\[
\ln p(k) = -\frac{1}{2}k^2 + \frac{\lambda_3}{3\sqrt{2}} |k|^3 + \eta_3 (ik)^3 + \mathcal{O}(k^4).
\]
(42)
All of the coefficients in this expansion are completely unrelated to moments of the seed distribution, and for the model distribution shown in Fig. (3), \( \lambda_3 = 1 \) and \( \eta_3 = 0 \). Higher order discontinuities may also be present in this expansion, as generally a \( |x|^{-q} \) term in the asymptotic behaviour of a function is accompanied by a \( |x|^q \) term in its Fourier transform due to the properties of bilateral Laplace transforms [21].

This series expansion provides the required expression for \( P_r(k) \),
\[
P_r(k) = \exp \left[ -\frac{1}{2}k^2 + \frac{\lambda_3}{3\sqrt{2}} |k|^3 + \eta_3 (ik)^3 + \mathcal{O}(k^4) \right].
\]
(43)
Changing variables to \( w = \sqrt{r}k \) and \( y = s_r/\sqrt{r} \) and performing the inverse Fourier transform gives
\[
P_r(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{iwy-w^2/2} \exp \left[ \frac{\lambda_3}{3\sqrt{2}\sqrt{r}} |w|^3 + \eta_3 \frac{1}{\sqrt{r}} (iw)^3 \right] \frac{1}{\sqrt{r}} \left( \frac{w^4}{r} \right) dw,
\]
(44)
where the lowest order terms that are independent of \( r \) have been factored out. Expanding the exponential whose argument is a function of \( r^{-1} \) as an asymptotic series in \( r \) gives
\[
P_r(y) = \phi_0(y) + \frac{\lambda_3}{3\sqrt{2}\sqrt{r}} \chi_3(y) + \eta_3 \frac{1}{\sqrt{r}} \phi_3(y) \cdots
\]
(45)
where \( \phi_0(y) \) is the standard Normal distribution,
\[
\chi_q(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} |w|^q e^{iwy-w^2/2} dw
\]
(46)
and
\[
\phi_q(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (iw)^q e^{iwy-w^2/2} dw.
\]
(47)
Higher order terms can be written in the same form, and will have a prefactor proportional to \( r^{1-q/2} \). Note that \( \chi_q \) and \( \phi_q \) are distinct only for odd \( q \).

Since \( \phi_0(y) \) is a Gaussian function, the CLT is valid, and the PDF may be expressed as
\[
P_r(y) = \left[ 1 + \frac{\eta_3}{\sqrt{r}} \frac{d^3}{dy^3} + \mathcal{O}\left( \frac{1}{r} \right) \right] e^{-y^2/2}
\]
\[
+ \left[ \frac{\lambda_3}{3\pi\sqrt{r}} \frac{d^3}{dy^3} + \mathcal{O}\left( \frac{1}{r} \right) \right] D \left( \frac{y}{\sqrt{r}} \right).
\]
(48)
where \( D(x) \) is the Dawson integral \([21]\) defined by
\[
D(x) = e^{-x^2} \int_0^x e^{t^2} dt, \tag{49}
\]
and possessing finite derivatives of all orders, and a known asymptotic expansion. Further terms can be included explicitly if required, as higher order derivatives of the Gaussian function and Dawson integral.

In a region close to the mean, Eq. (48) may be expanded in the form
\[
\lim_{|y|\to 0} P_r(y) = \left[ \frac{1}{\sqrt{2\pi}} + \frac{1}{\sqrt{r}} h_1(y) + \mathcal{O}\left(\frac{1}{r}\right) \right] e^{-y^2/2}, \tag{50}
\]
where \( h_1 \) is an infinite series that converges over a finite region surrounding the mean. This expansion differs from the Edgeworth series in that it does not converge for all \( y \).

Far from the mean, where the previous series expansion does not converge, the asymptotic behaviour takes the form
\[
\lim_{|y|\to \infty} P_r(y) = \left[ \sqrt{\frac{2}{\pi}} \frac{\lambda_3}{3} \frac{1}{y} + \frac{1}{\sqrt{r}} \frac{1}{y^6} h_2 \left( \frac{1}{y^2} \right) + \mathcal{O}\left(\frac{1}{r}\right) \right], \tag{51}
\]
with \( h_2(x) \) an infinite series that converges over a finite region surrounding \( x = 0 \). This form arises because the second sum in Eq. (48) dominates for large \( y \) (it is obtained from the asymptotic form of the derivative of the Dawson integral), and is fundamentally different in character to the Gaussian decay that would occur were an Edgeworth series to exists.

The model seed distribution introduced in the discussion of the all-electron carbon VMC results of the previous section corresponds to the special case \( \lambda_3 = 1 \) and \( h_1 = h_2 = 0 \), and is the simplest form that results in this ‘persistent leptokurtotic’ behaviour for the distribution of total energy estimates.

These results allow some general observations about the distribution of errors in total energy estimates. As expected, the Normal distribution emerges in the large \( r \) limit. However, for finite \( r \) the character of the deviation far from the mean is dominated by \( E^{-4} \) tails. The magnitude of these tails, \( \lambda_3 \) is not expressible in terms of moments of the samples, but is required in order to decide whether these leptokurtotic tails are statistically significant.

Figure 4 shows the distribution of errors, \( P_r \) of Eq. (48) truncated to order \( 1/r^{3/2} \), for a range of \( \lambda_3 \) values and \( \eta_3 = 0 \) (a non-zero value would introduce some asymmetry close to the mean). A non-zero \( \lambda_3 \) causes a redistribution of probability in an inner region where the Gaussian contribution to the density is dominant, with a net shift of probability to an outer region where the Gaussian contribution is vanishingly small and the leptokurtotic tails dominate.

A useful indicator of the impact of the leptokurtotic tails on confidence limits can be extracted as follows. The deviation from the mean (in units of standard error) at which the leptokurtotic tail starts to dominate can be defined as the intersection of the dominant parts of the asymptotic and small \( y \) expansion of the distribution. This provides the equation
\[
y_c^2 = \ln \left( \frac{\pi r}{4\lambda_3^2} \right) + 4 \ln y_c^2, \tag{52}
\]
which may be solved numerically, and whose solution depends weakly on \( r/\lambda_3^2 \) due to the logarithmic term. Specifying extreme values of \( r < 10^6 \) and \( \lambda_3 > 1 \) results in \( y_c < 5.2 \). The value \( y_c = 4 \) is chosen to be representative as it defines the 99.9994% confidence interval for a Gaussian distribution. Using this crossover point naturally defines a ‘Gaussian interval’ by \( |y| < 4 \), and a ‘leptokurtotic interval’ by \( |y| \geq 4 \). Table II shows the probabilities resulting from a seed distribution with varying \( r/\lambda_3^2 \) values, where a typical value for the carbon atom calculations of section II is \( r, \lambda_3 = (10^4, 1.0) \) or \( r/\lambda_3^2 = 10^4 \).

It is apparent that the presence of the leptokurtotic tails could introduce significant errors, since the confidence intervals obtained by assuming that the error is Normal are not accurate if \( r/\lambda_3^2 \) is small enough. For the all-electron carbon atom considered earlier, the Normal interpretation appears to be valid provided a confidence of less than 99.98% is required. For larger \( \lambda_3 \) the tails become more significant, with outliers rapidly becoming more common - the probability of an estimated total energy falling in the outlier region increases by two orders of magnitude over the range of values shown in the table.

A more direct interpretation of the random error in the total energy can be obtained by constructing an esti-
estimates resulting from the value of $\lambda$. This is not the case for finite
mates and the all-electron carbon atom considered. How-
but are not statistically significant for total energy esti-
mate of $\lambda$. The range considered is arbitrary, and values that typically arise
for different systems are unknown.

Table 1: Probabilities of sample total energies in interior and exterior regions for a range of values of $r/\lambda^2$. $\lambda$ values in the second column are those corresponding to $r = 10^4$. The range considered is arbitrary, and values that typically arise for different systems are unknown.

| $r/\lambda^2$ | $\lambda$ | $|$y$| \leq 4$ | $|$y$| \geq 4$
|-----------|---------|-------------|-------------|
| $\infty$  | 0.0     | 0.9994      | 0.006       |
| $10^6$    | 0.1     | 0.9993      | 0.007       |
| $10^4$    | 1.0     | 0.9985      | 0.015       |
| $10^2$    | 10.0    | 0.9910      | 0.091       |
| $10^1$    | 33.3    | 0.99728     | 0.272       |
| $10^0$    | 100.0   | 0.99154     | 0.846       |

*corresponding to $r = 10^4$.

$b$Gaussian region

cLeptokurtotic region

The PDF of this estimate of the residual variance is

$$V_{\delta^2} = \mathbb{E} \left[ (E_L - E_{\text{tot}})^2 \right]$$

where $E_{\text{tot}}$ is the expectation value of the total energy
of the trial wavefunction as defined in the previous section.

The standard unbiased estimate for this quantity, con-
structed with ‘standard sampling’ and $r$ samples in en-
ergy space, is then given by

$$A_r [V_{\delta^2}] = \frac{1}{r-1} \sum_{n=1}^{r} (E_n - A_r [E_{\text{tot}}])^2.$$  

In a similar manner to the total energy estimate it is
often assumed (whether explicitly or implicitly) that the
CLT characterises the random error in this estimate.

The PDF of this estimate of the residual variance is
of interest in its own right, as for ‘standard sampling’ it
provides the confidence interval for the total energy
estimate (via the valid CLT assumption for the total
energy). More importantly, the residual variance is of-
ten the quantity that is minimised when optimising trial
wavefunctions, hence the statistics of errors in its esti-
mate may well decide the success or failure of an attempt
to optimise a candidate wavefunction.

In order to express the sum of squares of random
variables in Eq. 466 as a sum of random variables,
$U_n = X_n^2 - 1$ is defined, whose PDF can be expressed

B. Residual variance

Following the same approach as for the total energy,
the estimate of the ‘variance’ of the local energy is con-
sidered. Before analysing the statistics of the standard
unbiased estimate for finite sample size it is useful to
define this quantity in terms of the underlying physics
of the system, as opposed to the distribution of random
samples. Previous publications[17, 16, 22] have used dis-
tinct definitions of the ‘variance’ interchangeably, and
inconsistently, especially when considering different optimi-
sation and/or sampling strategies.

The residual associated with the Schrödinger equation
for the system of interest and a normalised trial wave-
function, $\psi = \psi / \left[ \int \psi^2 d\mathbf{r} \right]^{1/2}$, is defined as

$$\delta = \hat{H} - E_G \psi.$$  

The ‘residual variance principle’ requires the minimisa-
tion of the integral of $\delta^2$ over all space with respect to
variations in the wavefunction. The parameter $E_G$ may be viewed as a further variational parameter, giving
the ‘residual variance’:

$$V_{\delta^2} = \mathbb{E} \left[ (E_L - E_{\text{tot}})^2 \right]$$

This residual is zero when $\psi$ is an eigenstate of the
Hamiltonian, and positive otherwise.

The standard unbiased estimate for this quantity, con-
structed with ‘standard sampling’ and $r$ samples in en-
erg}
in terms of the seed distribution \( p(x) \) as

\[
p_v(u) = \frac{1}{2|u+1|^{1/2}} \left[p(x = \sqrt{u+1}) + p(x = -\sqrt{u+1})\right]
\]

for \( u \geq -1 \), and 0 otherwise. Due to the \( x^{-4} \) asymptotic behaviour of the seed distribution, this PDF exhibits the asymptotic behaviour

\[
\lim_{u \to \infty} p_v(u) \sim 1/u^{5/2},
\]

and the second moment of \( p_v(u) \) is not defined, hence none of the CLT theorems are valid.

From this it follows that the random error in the estimated residual variance does not approach a Normal distribution, confidence intervals are not provided by the error function, and the sample variance does not provide a measure of the random error. This is the case despite the fact that the sample variance will be finite for any number of samples, as it will approach infinity as the number of samples is increased. However, the strong law of large numbers (LLN) is still valid, as \( p_v(u) \) does possess a finite mean.\(^3\)

A general form of the distribution of the random error is derived in what follows, providing a limit theorem that takes the place of the CLT. The existence of alternative limit theorems (that result in ‘infinitely divisible forms’ for the distribution, also known as ‘Levy skew alpha-stable distributions’ or ‘Stable distributions’) that are valid for classes of PDF functions is well known in statistics,\(^5,\text{20}\) with the CLT and resulting Normal distribution being the most familiar example.

The notation is simplified by defining two supplementary random variables. A sum of \( r \) IID random variables with distribution \( p_v(u) \) is denoted \( S_r \), and a normalised sum is denoted \( V \), such that

\[
V = \frac{U_1 + \ldots + U_r}{r^{2/3}} = \frac{S_r}{r^{2/3}}.
\]

With these definitions the transformation from \( V \) to \( A_r[V'; \sigma^2] \) is given by

\[
A_r[V'; \sigma^2] = \left( \frac{V}{r^{1/3}} + 1 \right) \sigma^2.
\]

Following the same approach as for the total energy, the PDF of \( S_r \) is given by

\[
P_r(s_r) = p_v(u_r) \ast P_{r-1}(s_{r-1}),
\]

and the characteristic functions of \( U \) and \( S_r \) are related by

\[
P_r(k) = e^{i \lambda \sigma^2} \chi(k).
\]

In order to continue, a series expansion of the logarithm of \( p_v(k) \) is required. For the total energy estimate the analogue of this was obtained by closed contour integration in the complex plane, however this is not appropriate for \( p_v(k) \) due to the presence of fractional powers. A different route consists of reintroducing the original variable, \( x \), into the Fourier transform, giving

\[
p_v(k)e^{-ik} = \int_{-\infty}^{\infty} p(x)e^{-ikx^2} dx,
\]

which may be performed as a bilateral Laplace transform\(^\text{21}\) to give the general series expansion

\[
\ln p_v(k) = -\lambda_3 \frac{4}{3\sqrt{\pi}} (1 - i \text{sgn}[k])|k|^{3/2} + \lambda_4 k^2 + O\left(|k|^{5/2}\right),
\]

where no linear term appears as the mean of \( p_v(u) \) is zero (due to the offset in the definition of \( U_n \)). Note the discontinuity introduced by a sign function, \( \text{sgn}[k] \), that is equal to +1 for positive \( k \), -1 for negative \( k \), and whose definition is irrelevant at \( k = 0 \).

This provides the required expression for \( P_r(k) \),

\[
P_r(k) = \exp \left[-r\lambda_3 \frac{4}{3\sqrt{\pi}} (1 - i \text{sgn}[k])|k|^{3/2} + r\lambda_4 k^2 + O\left(|k|^{5/2}\right)\right].
\]

Changing variables to \( w = r^{2/3}k \) and \( v = s_r/r^{2/3} \), and performing the inverse Fourier transform results in the PDF of the normalised sum \( V \),

\[
P_r(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left[iwv - \lambda_3 \frac{4}{3\sqrt{\pi}} (1 - i \text{sgn}[w])|w|^{3/2}\right] \times \exp \left[\frac{\lambda_4}{r^{1/3}} w^2 + O\left(\frac{w^{5/2}}{r^{2/3}}\right)\right] dw.
\]

The lowest order terms are independent of \( r \) due to the normalisation chosen for \( V \). Expanding the second exponential as a power series for large \( r \) gives

\[
P_r(v) = \chi_0(v) + \frac{\lambda_4}{r^{1/3}} \phi_2(v) + \ldots,
\]

where
\[ \chi_q(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| w \right|^q \exp \left[ i w v - \frac{4}{3\sqrt{\pi}} \left( 1 - i \text{sgn}[w] \right) |w|^{3/2} \right] dw \] (68)

and

\[ \phi_q(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (iw)^q \exp \left[ i w v - \frac{4}{3\sqrt{\pi}} \left( 1 - i \text{sgn}[w] \right) |w|^{3/2} \right] dw, \] (69)

and differentiation with respect to \( v \) iteratively provides terms of higher \( q \) from \( \chi_0 \) and \( \phi_0 \). The lowest order term in this expansion provides the distribution of the estimate in the large \( r \) limit, and is a particular case of the class of Stable Distributions [20].

A transformation of the characteristic function to an explicit representation of \( \chi_0(v) \) is not available in the literature, and is a non-trivial integral. Although a strictly closed form representation is not available, here the integral is performed analytically to provide the resulting distribution in a concise form employing Bessel functions. The derivation is given in the appendix, and provides the estimate of the residual variance, \( A_r[V_{32}] \), as a random variable with a PDF given by

\[ \lim_{r \to \infty} P_r(x) = \frac{\sqrt{3}}{\pi} \frac{1}{2\gamma} \left[ \frac{x - \sigma^2}{2\gamma} \right]^2 \exp \left( \left[ \frac{x - \sigma^2}{2\gamma} \right]^3 \right) \left[ -\text{sgn}[x - \sigma^2] K_{1/3} \left( \frac{|x - \sigma^2|}{2\gamma} \right) + K_{2/3} \left( \frac{|x - \sigma^2|}{2\gamma} \right) \right], \] (70)

where \( x \) is a supplementary variable integrated over to obtain probabilities, \( \sigma^2 \) is the variance of the underlying seed distribution of local energies, and \( \gamma \) is the scale parameter for the distribution defined by

\[ \gamma = \left[ \frac{6\lambda_3^2 \pi^3}{\pi r} \right]^{1/3} \sigma^2. \] (71)

This distribution of unbiased estimates of the residual variance in ‘standard sampling’ takes the place of the Normal distribution that occurs for a valid CLT.

The parameter \( \lambda_3 \) is the same as that in the analysis of the total energy estimate, and is a measure of the magnitude of the leptokurtotic tail in the seed distribution. The ‘width’ \( \gamma \) is not related to the variance of the distribution itself - the mean and variance of \( P_r(x) \) are \( \sigma^2 \) and \( \infty \) respectively. Although this width parameter approaches zero for increasing \( r \), it does so as \( r^{-1/3} \) (the analogous width parameter for the CLT decreases as \( r^{-1/2} \)). The asymptotic behaviour of \( P_r(x) \) is given by

\[ \lim_{x \to \infty} P_r(x) = \frac{1}{2\gamma} \frac{1}{\sqrt{6\pi}} \left( \frac{2\gamma}{x} \right) \left( \frac{2\gamma}{x} \right)^{\gamma/2}, \] (72)

showing that the leptokurtotic behaviour of the PDF for \( U = X^2 - 1 \) is preserved. This is the dominant part of the asymptotic behaviour even for finite \( r \), as it can easily be shown that the additional terms decay faster than \( x^{-5/2} \).

Equation (72) is a general result for the statistics of estimates of the residual variance for ‘standard sampling’ in VMC (it is also a general result for a sum of IID random variables whose PDF possesses a one sided \( x^{-5/2} \) asymptote). General conclusions may be drawn from this distribution. The most important result is that the CLT does not apply, but the LLN does. It is apparent that although confidence intervals exist for an estimate of the residual variance, they are completely unrelated to a sample variance, and confidence intervals obtained using the error function and sample variance are unrelated to the distribution of errors even though they could be calculated.

Since no unbiased estimate exists for \( \lambda_3 \) (or \( \gamma \)), only the biased estimates considered earlier can be used to construct confidence intervals. In addition, closer examination of the form of the distribution reveals that the mean may be outside of the confidence interval, since the mode and median do not coincide. Another observation is that, with increasing confidence, a lower bound of the confidence interval decreases slowly (slower than the CLT would predict), but the upper bound rapidly becomes far larger than that predicted by the CLT.

Figure 5 shows the general form of the distribution in the limit of large \( r \), together with a kernel estimate of the same distribution constructed from \( 10^4 \) residual variance estimates, each from \( r = 10^3 \) local energy samples for the all-electron carbon atom considered for total energy estimates. For comparison, a Normal distribution resulting from blindly applying the CLT using the mean and variance of the sampled data is also shown. It is clear that the distribution of estimated residual variance is far from Normal, and it should be remembered that the width of the Normal distribution (in units of \( 2\gamma \) shown in the fig-
The significance of the deviation from the Normal distribution may best be estimated by considering the predicted number of estimates in the interval \((v - \sigma^2)/(2\gamma)\), for \(r = 10^4\) estimates. Incorrectly assuming the validity of the CLT predicts 0.0 outliers, Eq. (70) (with \(\lambda_3 = 1.0\)) predicts \(\sim 266\) outliers, whereas the numerical data provides 198 estimates in this interval. Confidence intervals could be defined using Eq. (70) and estimates of the parameter \(\lambda_3\). This is not carried out here. A variety of methods for the estimation of parameters such as \(\lambda_3\) do exist, but are inherently biased [24].

It appears that the most important non-Gaussian features of the distribution of sample residual variance estimates are that \(\gamma \propto r^{-1/3}\), and that outliers are likely.

Results for the estimate of both the total energy and the residual variance may be summarised in the statement that the ‘standard sampling’ method does not sample the \(E^{-4}\) tails sufficiently to provide a statistically accurate measure of their contribution to estimates. Were these leptokurtotic tails to be absent, none of the deficiencies described above would be present - all moments of the local energy distribution would exist, leptokurtotic tails could not occur, and unbiased estimates that include finite sample size effects would be readily available.

These results do not invalidate the current use of ‘standard sampling’ for total energy or variance estimates, since these estimates still converge to the expectation values for increasing \(r\). The difficulty is that estimates of the random error in these quantities are not available. It may be that assuming ‘\(r\) is large enough’ provides practical estimates of the error in the total energies estimates, but whether this is the case depends on more than the sample moments. Errors in the residual variance estimates are unavoidably not Normal, even in the large \(r\) limit, and the probability of outliers occurring does not fall off exponentially with \(r\), but as a power law.

Estimated total energies and residual variance were chosen for consideration because of the central role played by these quantities in QMC methods. In the next section the results of a similar analysis of the ‘standard sampling’ estimates for other physical quantities is described, to show that the emergence of a non-Normal distribution of errors with power law tails is not limited to estimates of the residual variance.

\section{IV. OTHER ESTIMATES}

The analysis given in the preceding sections can be applied to general estimates in ‘standard sampling’ VMC to obtain the distribution of the accompanying random error. Ideally, it would be hoped that accurate confidence limits would be available as a result of the CLT being valid in its strongest form.

In this section estimates of the expectation value of several operators are considered, and these take the general form

\[ A_T[X] = \frac{1}{r} \sum_{n=1}^{r} x_L(R_n), \]  

a mean of a local quantity \(x_L\). Singularities in \(x_L\) can be classified by location as type 1, 2, or 3 in the same manner as for the local energy singularities, but the order of the singularities is generally different. The distribution of the estimates themselves are then obtained via the same surface integration and generalised central limit theorem approach used for the local energy.

\subsection{A. Kinetic energy and Potential energy}

The most straightforward estimate for the electronic kinetic energy is provided by the kinetic part of the local energy,

\[ x_L(R_n) = \left[ -\frac{1}{2} \nabla^2 \psi \mid R_n \right]. \]

This possesses type 1 and 2 singularities if the Kato cusp conditions are satisfied, and type 3 singularities unless
\[ \nabla_{\mathbf{R}} \psi = 0 \] at the nodal surface. These singularities result in a Normal distribution of estimates in the large \( r \) limit, with ‘lopsided’ \( x^{-4} \) tails in the PDF that decay with increasing \( r \). However, the presence of type 1 and 2 singularities is expected to result in larger \( x^{-4} \) tails in the PDF of the kinetic energy estimate than for the total energy estimate.

An alternative estimator for the kinetic energy is provided via Green’s 1st theorem, and takes the form of the sample average of the random variable

\[ x_L(\mathbf{R}_n) = \frac{1}{2} \left[ \sum_i \frac{\nabla_i \psi \cdot \nabla_i \psi}{\psi^2} \right]_{\mathbf{R}_n}, \tag{75} \]

where \( \nabla_i \) denotes the gradient with respect to the coordinate of electron \( i \). Type 1 and 2 singularities are not present since the gradient of the wavefunction possesses no singularities. Type 3 singularities arise from the quadratic behaviour of \( \psi^2 \) about the nodal surface, resulting in a positive \( x^{-5/2} \) tail in the PDF of the sampled random variable and no CLT. The resulting PDF of kinetic energy estimates is the same sided Stable PDF as for the residual variance estimates, with infinite variance and a \( x^{-5/2} \) power law tail.

Two potential energy estimates follow naturally from the two kinetic energy estimates and the total energy estimate. One of these possesses type 1 and 2 singularities, and results in a weakly valid CLT with strong \( x^{-4} \) tails. The second possesses type 3 singularities only, which result in no valid CLT, and the same one sided Stable PDF as the residual variance estimate, with infinite variance and a \( x^{-5/2} \) power law tail.

**B. Non-local Pseudopotentials**

For systems described using non-local pseudopotentials, the local energy estimate takes the form

\[ x_L(\mathbf{R}_n) = \left[ T_L + V_{ee} + \psi^{-1} \hat{V} \psi \right]_{\mathbf{R}_n}, \tag{76} \]

where \( \hat{V} \) is the sum of one-body non-local operators that make up the pseudopotential. Provided the pseudopotential is not singular these do not possess type 1 singularities, and type 2 singularities may be prevented using the usual Kato cusp conditions. However, strong type 3 singularities can be expected at the nodal surface, resulting in \( x^{-4} \) tails in the sample PDF. Hence, for non-local pseudopotentials, the CLT is expected to be weakly valid, with slowly decaying \( x^{-4} \) tails that are larger than for the local potential case.

**C. Mass polarisation and relativistic terms**

Corrections to the total energy due to finite nucleus mass and some relativistic effects may be implemented in VMC via perturbation theory, and the required estimates are available in the literature\(^{23, 26} \). These generally possess singularities of all three types, and result in \( x^{-5/2} \) tails in the PDF of the sampled local variable. As a direct consequence of these tails the CLT is not valid and the large sample size limit of the distribution of estimates is not Normal, but a two sided variant of the Stable PDF found for the residual variance estimate, that is with a finite mean, an infinite variance, and two sided \( x^{-5/2} \) power law tails.

**D. Atomic force estimates**

For estimates of atomic forces the ‘local Hellmann-Feynman force’ is commonly taken to possess the form\(^ {27} \)

\[ x_L(\mathbf{R}_n) = -\left[ \nabla_{\mathbf{X}} \left( \psi^{-1} \hat{V} \psi \right) \right]_{\mathbf{R}_n}, \tag{77} \]

where \( \nabla_{\mathbf{X}} \) is the gradient with respect to the nucleus coordinate(s), \( \mathbf{X} \), evaluated at the nucleus positions of interest, and \( \hat{V} \) is the sum of one-body potential energy operators due to each atomic nucleus in the system. (Both the operator and the trial wavefunction are functions of the nucleus position.)

For the special case where \( \hat{V} \) is a local potential the wavefunction cancels, and the gradient operator acts on the multiplicative potential only. For smooth local potentials no singularities arise, and the CLT is valid for the resulting estimate. For a Coulomb potential type 1 singularities arise, and result in estimates whose distribution in the large sample size limit is a two sided Stable law of finite mean, infinite variance, and with \( x^{-5/2} \) power law tails. For smooth non-local pseudopotentials type 3 singularities arise, and result in estimates whose distribution in the large sample size limit is, again, a two sided Stable law with \( x^{-5/2} \) power law tails.

**E. Linearised basis optimisation**

A wavefunction optimisation strategy has recently been developed\(^ {28, 29} \) that linearises the influence of variational parameters on the total energy by constructing a basis set from derivatives of the trial wavefunction with respect to parameters of the wavefunction, \( \alpha_i \). Applying the total energy variational principle results in a matrix diagonalisation problem, with matrix elements defined by integrals that are estimated as means of the sample values

\[ x_L(\mathbf{R}_n) = \left[ \psi_i \hat{A} \psi_j \right]_{\mathbf{R}_n}, \tag{78} \]

with \( \psi_i \) the derivative of the trial wavefunction with respect to parameters \( \alpha_i \), except for \( \psi_0 = \psi \). \( \hat{A} \) is either the identity or the Hamiltonian operator.
Generally, the linear behaviour of the wavefunction as the nodal surface is crossed introduces singularities in the sampled quantity, resulting in $x^{-5/2}$ tails in the PDF. These result in an invalid CLT, and the estimated matrix elements have a PDF (in the large sample size limit) of the same form as for the estimate of the residual variance - the one sided Stable distribution with infinite variance. Some exceptions occur for particular matrix elements; for the Hamiltonian operator the distribution of the estimate is weakly Normal for $i = 0$, and for the identity operator the CLT is weakly valid for $i = 0$ or $j = 0$, and the variance is zero for $i = j = 0$.

Although this informs us of the distribution of each estimated matrix element, it provides no direct information on the correlation between elements, or of the distribution of the lowest eigenvalue of the estimated matrix $[30]$. However, it seems likely that the invalidity of the CLT makes a significant contribution to the instabilities that must be carefully controlled for an implementation of this optimisation method to be successful.

V. CONCLUSION

The sampling distribution for a local quantity can be simplified by reducing the $3N$-dimensional distribution to the degrees of freedom of the local quantity that is sampled, with derivable asymptotic behaviour. Such an analysis has been applied here to characterise the random error for the two most important estimated quantities in variational QMC, the total energy and the residual variance.

For estimates of the total energy within the ‘standard sampling’ implementation of VMC, the CLT is found to be valid in its weakest form with the consequence that the influence of finite sample size is not obvious and must be considered on a case by case basis. Outliers have been found to be significantly more likely than suggested by CLT confidence limits. No rigorous bounds exist that are available, and confidence intervals based on the CLT are entirely invalid.

In order to demonstrate that this is not a statistical issue particular to estimating the residual variance, estimates of the expectation values of several other operators have also been considered. For most of these the CLT is found to be invalid, with the same or a similar distribution of random error arising as for the residual sampling estimate - the Stable distribution with $x^{-5/2}$ asymptotic tails and infinite variance.

Perhaps the most important consequence of these results arises in the context of the minimisation of the residual variance and related quantities carried out to optimise a trial wavefunction. Many of the instabilities encountered in different optimisation methods $[13, 16]$ may be due to the use of estimates that are statistically faulty.

By shedding an assumption about the properties of QMC estimates and replacing this with a derivation of the true distribution of random errors, it has been shown that deviations from the CLT are not trivial and can be expected to have a significant influence on the accuracy and reliability of estimated physical quantities and optimisation strategies within QMC. The analysis itself provides a new explicit (but not rigorously closed) expression for a particular Stable law PDF, and a general approach to assessing the strengths and failures of general sampling strategy/trial wavefunction combinations for estimating expectation values of physical quantities in QMC.

Acknowledgments

The author thanks Prof. Richard Needs for helpful discussions, and financial support was provided by the Engineering and Physical Sciences Research Council (EPSRC), UK.

APPENDIX

Defining $a^{3/2} = \frac{4\chi_0 \chi_1}{3\chi_2}$ gives $\chi_0$ of Eq. (57) as

$$
\chi_0(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left[-a^{3/2} (1 - \text{sgn}(w)) |w|^{3/2}\right] e^{iwx} dw.
$$

(A.1)

Partitioning the integral into the negative and positive ranges gives

$$
\chi_0(v) = I_1(v) + I_2(v),
$$

(A.2)
with $I_1$ and $I_2$ integrals taken over $0 \leq w < \infty$ and $-\infty < w < 0$, respectively. Substituting $w = y^2$ results in

$$I_1(v) = \frac{1}{2\pi} \int_0^\infty 2y \exp\left[ivy^2 - a^{3/2}(1 - i)y^3\right] dy,$$

(A.3)

and, for $I_2$, substituting $w = -y^2$ results in

$$I_2(v) = \frac{1}{2\pi} \int_0^\infty 2y \exp\left[-ivy^2 - a^{3/2}(1 + i)y^3\right] dy = I_1(v^*).$$

(A.4)

These two identities provide

$$\chi_0(v) = I_1(v) + I_1(v)^* = \frac{1}{\pi} \Re \left[ \int_0^\infty 2y \exp\left[ivy^2 - a^{3/2}(1 - i)y^3\right] dy \right].$$

(A.5)

The next step is to obtain the real part of the integral in this expression. This can be achieved by converting this integral into an ODE for $\chi_0(v)$, and then seeking the solutions that are real and normalised.

First define $G_n$ by

$$G_n(v) = \int_0^\infty 2y^n \exp\left[ivy^2 - a^{3/2}(1 - i)y^3\right] dy,$$

(A.6)

so that

$$\chi_0(v) = \frac{1}{\pi} \Re [G_1(v)].$$

(A.7)

Equations that relate $G_n$ for different indices may be derived. The first of these is obtained by integrating the derivative of the exponential function in the integrand to give

$$\int_0^\infty \left(2ivy - 3a^{3/2}(1 - i)y^2\right) \exp\left[ivy^2 - a^{3/2}(1 - i)y^3\right] dy = \exp\left[ivy^2 - a^{3/2}(1 - i)y^3\right] \bigg|_{y=0}^{y=\infty}.$$ 

(A.8)

In addition integrating $G_n$ by parts provides the relation

$$(n + 1)G_n = -2ivG_{n+2} + 3a^{3/2}(1 - i)G_{n+3}.$$ 

(A.9)

These two expressions provide the equations

$$-1 = ivG_1 - \frac{3}{2} a^{3/2}(1 - i)G_2,$$

(A.10)

$$G_1 = -ivG_3 - \frac{3}{2} a^{3/2}(1 - i)G_4,$$

(A.11)

$$G_2 = \frac{2}{3} ivG_4 + a^{3/2}(1 - i)G_5,$$

(A.12)

where the first arises from evaluating the limits in Eq. (A.5) explicitly and expressing the LHS in terms of $G_1$ and $G_2$ and the following two arise from Eq. (A.9) for $n = 1, 2$.

Combining these equations to remove $G_2$ and $G_4$, and noting that $\frac{dG_3}{dv} = iG_3(v)$ and $\frac{d^2G_4}{dv^2} = -G_5(v)$ provides

$$9a^3G''_n - 2v^2G'_n - 5vG_n = -3i.$$ 

(A.13)

Making the substitutions

$$G_1(v) = v^2 e^{\left(\frac{v}{3a}\right)^3} g(v)$$

(A.14)

and

$$x = \left(\frac{v}{3a}\right)^3,$$

(A.15)

further simplifies this ODE, and results in the inhomogeneous ODE

$$x^2g'' + 2xg' - \left(x^2 + x - \frac{2}{9}\right) g = -\frac{1}{27a^3}i e^{-x}.$$ 

(A.16)

Only the real solutions of this equations are required, hence only the homogeneous ODE

$$x^2g'' + 2xg' - \left(x^2 + x - \frac{2}{9}\right) g = 0$$ 

(A.17)

need be considered. The required solution is finite for $x \to \pm \infty$ and continuous at $x = 0$, and is a sum of two modified Bessel functions of the second kind,

$$g(x) = A \left[ -\operatorname{sgn}(x) K_{1/3}(|x|) + K_{2/3}(|x|) \right],$$

(A.18)

with $A$ an undefined constant.

Requiring Eq. (A.10) to be true for $v = 0$ provides $A$, and transforming back to $v$ provides the final result

$$\chi_0(v) = \frac{\sqrt{3}}{\pi} \frac{v^2}{(3a)^3} e^{(v/(3a))^3} \left[ -\operatorname{sgn}(v) K_{1/3}\left(\frac{v}{3a}\right)^3 + K_{2/3}\left(\frac{v}{3a}\right)^3 \right].$$

(A.19)
The transformation between $v$ and a more general variable is described in the main text.

This provides an explicit form for the PDF of the Stable distribution $S(3/2, -1, \gamma, \delta, 1)$ (using the notation of Nolan [24]) - Eq. (A.19) is for $(\gamma, \delta) = (a, 0)$ and the general form is trivially related to this by rescaling and translation.
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