Abstract—Melanoma, a malignant form of skin cancer is very threatening to life. Diagnosis of melanoma at an earlier stage is highly needed as it has a very high cure rate. Benign and malignant forms of skin cancer can be detected by analyzing the lesions present on the surface of the skin using dermoscopic images. In this work, an automated skin lesion detection system has been developed which learns the representation of the image using Google’s pretrained CNN model known as Inception-v3 [1]. After obtaining the representation vector for our input dermoscopic images we have trained two layer feed forward neural network to classify the images as malignant or benign. The system also classifies the images based on the cause of the cancer either due to melanocytic or non-melanocytic cells using a different neural network. These classification tasks are part of the challenge organized by International Skin Imaging Collaboration (ISIC) 2017. Our system learns to classify the images based on the model built using the training images given in the challenge and the experimental results were evaluated using validation and test sets. Our system has achieved an overall accuracy of 65.8% for the validation set.

I. INTRODUCTION

Skin protects the body against infection and injury and helps to regulate body temperature. Cancer cells are formed on the skin when healthy cells change and grow uncontrollably, forming a mass called tumor. A tumor can be malignant or benign. Malignant tumor is very dangerous and can grow and spread to other parts of the body. A benign tumor may or may not be cancerous and it may grow but will not spread to other parts of the body. The benign or malignant tumors may arise from either melanocytes or non-melanocytic cells of skin.

Melanoma is a malignant tumor of melanocytes and it develops when unreparable DNA damage has happened to skin cells which triggers mutations. These mutations cause the skin cells to multiply rapidly and form malignant tumors. These tumors originate in the pigment producing melanocytes in the basal layer of the epidermis. The majority of melanomas are black or brown, but they can also be skin-colored, pink, red, purple, blue or white. Melanoma is caused mainly by intense, occasional UV exposure (frequently leading to sunburn), especially in those who are genetically predisposed to the disease. Melanocytic Nevus [2] are benign proliferation of melanocytes. They usually present as a brownish lesion with well defined borders with excess hair in it. The surface of the nevus may be roughed. Seborrhoeic keratoses [3] are common, benign, pigmented epidermal tumors. Lesions appear as coin-like, sharply demarcated, exophytic lesions and are stuck on the skin with a verrucous, rough, dull or punched-out surface. Flat lesions often have a smooth surface and are scarcely elevated above the surface of the skin. If melanoma is detected early and treated, it can be cured, but if not, the cancer spreads to other part of the body and can be fatal.

A statistical analysis of color features on two different feature space such as lesion and object feature space has been proposed by Cheng Y et al. [4] to classify various type of skin lesions. Chang W-Y and Huang A and Yang C-Y et al. [5] proposed a Computer Aided diagnosis system which used conventional and new color-related image features to classify the lesions as benign or malignant using support vector machines (SVMs). The review of the state of art of different systems and current practices, problems, and prospects of image acquisition, pre-processing, segmentation, feature extraction
and selection, and classification of dermoscopic images were reported in [6]. The classification system of skin lesion involves preprocessing the image for noise and hair removal, segmentation of lesions and extracting features from the lesions to further classify them. Instead of going for explicit feature engineering, techniques have been developed which learn an image representation using deep neural networks.

Our proposed automated system aims to detect the type and cause of the cancer directly using image representation obtained from Google’s Inception-v3 model. Based on the representation vector we have performed two phase classification using 2 layer feed forward neural network with softmax activation function in our output layer. The two phase classification is achieved using two different neural networks with same representation vector. In phase-1 we have determined the type of cancer either as malignant and benign and the phase-2 involves determining the cause of cancer either due to melanocytic or non-melanocytic cells.

II. PROPOSED METHODOLOGY

A. System Architecture

The system takes input as dermoscopic images of various sizes. The overall training process consists of three stages: Preprocessing, Representation Learning and Classification. The system architecture is depicted in the Figure 1.
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1) Pre-Processing: The images are first preprocessed and resized to the size of 299x299x3 so that it can be fed to the inception module. Many preprocessing techniques were applied to improve the test accuracy. From the training set 20% of images were chosen randomly and those images were mirrored, cropped, scaled and increased in brightness. These preprocessed images were included in the training set.

2) Representation Learning: The inception module consists of multiple convolutional and pooling layers. The convolution layers consists of filters of size 7x7, 3x3, 5x5, 1x1 and of varying strides 1 and 2. Similarly, the architecture consists of both max pooling and average pooling of size 3x3 and 7x7 respectively with stride 2. To effectively compute deep convolutions, it makes use of various inception modules in between which consists of smaller 1x1 and 3x3 convolutional and pooling layers. Each convolution filter convolves over its input computes the weighted sum.

Pooling layers are used to reduce the size of the image and also provides translation invariance. Pooling is achieved by using filters and pooling strategies such as max pooling, mean pooling and min pooling.

The representation vector of the input image is obtained at different hierarchy level using the different layers of convolutional neural networks. The 1000 dimensional representation vector obtained at the next-to-last layer of the Inception-v3 model is used as input to our 2-layer feed-forward neural network.

3) Classification: The two layer feed forward neural network consists of 1000 units in the hidden layer and 2 units in the output layer. The input to our network is 1000 dimensional representation vector of the image obtained from the fine tuned Google’s inception model. The output of hidden layer is fed to the softmax layer which outputs the probabilities of the image belonging to each of the class. Since for both the classification task, the images are the same, we use the same representation learned by the inception module and feed it to two different feed-forward neural networks. We use the Adam optimizer and cross-entropy loss for updating the weights by backpropagating the error backwards. The system was trained for 4000 iterations to obtain weights for the classification.
III. RESULTS AND DISCUSSION

A. Data Set

The training dataset consists of 2000 dermoscopic images of skin lesions in JPEG format along with ground truth labels. The validation set has 150 images and the testing set consists of 600 images. The ground truth contains the image id, for phase-1 classification binary value of 0 corresponds to benign and 1 for malignant type of cancer and in phase-2 classification value of 1 corresponds to non-melanocytic cells and 0 for melanocytic cells.

B. Result

The system was trained for different number of iterations for each of the classification problems. Our system achieved high accuracy of 82.5% and 81.4% at 4000th iterations in the training phase using the training images. The accuracy of the training phase has been depicted in the figure 2. The minimization of the loss function during the training phase is depicted in the figure 3.

During the validation phase, the model scored 72% for the phase-1 classification and 71% in the phase-2 and an average AUC score of 65.8%

IV. CONCLUSION

We have developed an automated system for skin lesion classification which involves two different phases where the phase-1 classifies the skin lesions either as malignant or benign and phase-2 classifies the cause of the lesions either due to non-melanocytic or melanocytic cells. The system classifies automatically using the image representation obtained from the dermoscopic images using Google’s inspection model. We have achieved a overall AUC score of 65.8% using the validation set provided in ISBI challenge.
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