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Following the Internet, the Internet of Things (IoT) becomes a prime vehicle for supporting auction. The use of market mechanisms to solve computer science problems is gaining significant traction. More and more clues show that the bidders tend to be risk-averse ones. However, traditional nonparametric approach is only applicable for the case of risk neutrality in a centralized server. This study proposes a generalized nonparametric structural estimation procedure for the first-price auctions in the distributed sensor networks. To evaluate the performance of the aggregated parameter estimators, extensive Monte Carlo simulation experiments are conducted for ten different values of risk aversion parameters including the risk neutrality case in multiple classic scenes. Moreover, in order to improve the usability of the aggregated parameter estimators, some guidance is also given for real-world applications.

1. Introduction

Auctions are suggested as a basic pricing mechanism for setting prices for access to shared resources, including bandwidth sharing in wireless sensor networks (WSNs) [1]. Following the Internet, the Internet of Things (IoT) [2, 3] becomes a prime vehicle for supporting auction [4]. Moreover, the use of market mechanisms to solve computer science problems such as resource sharing [1, 5, 6], load awareness [7], task allocation [8], and network routing [9–11], is gaining significant traction.

In addition to the real-time concerns associated with auctions in distributed sensor networks (DSNs), privacy concerns are also very important [12–15]. Therefore, many protocols are proposed in the literature. For example, the protocol for a sealed-bid auction proposed by Franklin and Reiter [12] uses a set of distributed auctioneers and features an innovative primitive called verifiable signature-sharing. Recently, Lee et al. [14] put forward an efficient multiround anonymous auction protocol. When there are more than one party bidding the same highest price for auctioned objects, the protocol picks out the bidders offering the same highest price in the first round to the next round.

Risk aversion is used to explain the advertisers’ behavior under uncertainty. The auction model and the optimal mechanism design for risk-averse bidders have been studied by [16–18]. Within the private value paradigm, risk-averse bidders tend to shade less their private values relative to the risk neutral case, which often results in some overbidding [19]. More and more clues show that the bidders indeed tend to be risk-averse ones [20–22].

In recent years, in order to gain some insight from auction data, structural approaches, pioneered by Paarsch [23], have attracted extensive attention. Some of them rely upon a parametric specification of the bidders’ private values distribution, for example, the piecewise pseudomaximum likelihood estimation (PPMLE) approach [24, 25]. Laffont et al. [26] have proposed a simulated nonlinear least square estimation method, which allows general parametric specifications. However, all of the methods rely on some assumption on parametric structures.

Without any parametric assumptions, Guerre et al. [27] have presented a computationally convenient nonparametric estimation procedure. But it is only applicable for the case of risk neutrality. Therefore, it cannot explain the agents’ behavior very well. To overcome this problem, this paper
generlizes nonparametric estimation procedure, so that it can be applicable for risk aversion in the first-price auction. Our previous work restricts us to a special case only with two different numbers of bidders [28] or to a centralized server [29], but in this study we lose these restriction to distributed sensor networks.

The rest of the paper is organized as follows. After the risk-averse model for first-price auction with independent private value is briefly introduced in Section 2, a generalized distributed nonparametric estimation procedure is proposed for sensor networks in Section 3. In Section 4, extensive Monte Carlo simulation experiments are conducted, and Section 5 concludes this work.

2. Preliminary: Risk-Averse Model

A single and indivisible object $O_t (t \in \mathbb{N}_T = \{1, 2, \ldots, T\})$ is sold through an auction to $N_t \in \mathbb{M} = \{m_1, m_2, \ldots, m_M\}$ bidders with their respective bid $b_{n,t} (t \in \mathbb{N}_T, n \in \mathbb{N}_{N_t} = \{1, 2, \ldots, N_t\})$, where $\mathbb{M}$ is a finite set with $M \geq 2$ elements. Thus, one can consider simultaneously competing bidders, respectively. From (4), utility function, $U(x) = x^\gamma$ with $\gamma \in [0, 1]$. In this specification, $1 - \gamma$ is the coefficient of relative risk aversion, with $\gamma = 1$ corresponding to risk neutrality.

Let $b = \sigma (v)$ denote the equilibrium bid function. Under weak regularity conditions, the equilibrium bid function is strictly increasing and differentiable, so that its inverse $s(b) = \sigma^{-1}(b)$ exists and inherits these properties [27]. Bidder $n \in \mathbb{N}_{N_t}$ maximizes his expected utility $E[\Pi_{n,t}] = \Pr(b_{n,t} \geq b_{m,t}, m \neq n)]U(v_{n,t} - b_{n,t}) = F(s(b_{n,t}))(v_{n,t} - b_{n,t})^\gamma$ with respect to his/her bid $b_{n,t}$ for the auctioned object $O_t (t \in \mathbb{N}_T)$, where $b_{n,t}$ is the $m$th player's bid for the auctioned object $O_t$.

The first-order condition for maximizing expected utility can be written as

$$
(N_t - 1) s' (b_{n,t}) f (v_{n,t}; N_t) (v_{n,t} - b_{n,t}) - \gamma F (v_{n,t}; N_t) = 0.
$$

Since one can only access the equilibrium bid $b_{n,t} (t \in \mathbb{N}_T, n \in \mathbb{N}_{N_t})$ and cannot access private value $v_{n,t} (t \in \mathbb{N}_T, n \in \mathbb{N}_{N_t})$ in the real-world applications, it should be better to see the private value $v_{n,t}$s as a function of equilibrium bid $b_{n,t}$s. By rearranging (1), one can easily obtain

$$
v_{n,t} = b_{n,t} + \gamma \cdot \frac{F (s (b_{n,t}); N_t)}{f (s (b_{n,t}); N_t) s' (b_{n,t}) (N_t - 1)},
$$

where $f (s (b); N) = \frac{1}{s (b)}$.

To solve the differential equation (3), the following equilibrium bid function can be obtained:

$$
b_{n,t} = \sigma (v_{n,t}) = \frac{N_t - 1}{N_t - 1 + \gamma} v_{n,t},
$$

where $\sigma (v) = \{s(b), b \geq s(b)\}$.

Let $G(b; N_t)$ and $g(b; N_t)$ be the CDF and PDF of the bids with $N_t - 1$ competing bidders, respectively. From (4), it is not difficult to see that $b = \sigma (v)$ has the same CDF (cumulative probability distribution function) with $v$; namely, $G(b; N) = F(s(b); N)$. In fact, Guerre et al. [27] have proven that distribution function $F(s; \cdot)$ is unique and equivalent to $G(s; \cdot)$. Moreover, their PDFs also have some relevance; namely, $g(b) = f(s(b))/\sigma'(s(b))$. Therefore, (5) can be simplified as

$$
v_{n,t} = b_{n,t} + \gamma \cdot \frac{G (b_{n,t}; N_t)}{g (b_{n,t}; N_t) (N_t - 1)},
$$

3. Risk Aversion Parameter Estimation

3.1. Meta-Parameter Estimators. As suggestions by Campo et al. [22], let $b^{(m_k)}_{n,t}$ and $b^{(m_k)}_{n,t}$ denote the $\alpha$ percentile of the CDF $G(b; m_k)$ and $G(b; m_k)$, respectively, the equation $G(b^{(m_k)}_{n,t}; m_k) = \alpha = G(b^{(m_k)}_{n,t}; m_k)$ holds for any different
number of bidders \( m_k, m_l \in M \). Thus, equipped with percentile, (5) becomes

\[
\nu_{\alpha} = \begin{cases} 
\frac{b_{\alpha}^{(m)} + \gamma \cdot G(b_{\alpha}^{(m)}; m_k)}{(m_k-1) \cdot g(b_{\alpha}^{(m)}; m_{m_k})} \\
= b_{\alpha}^{(m)} + \frac{\gamma \alpha}{(m_k-1) \cdot g(b_{\alpha}^{(m)}; m_k)}, \\
\end{cases}
\]

for each \( \gamma \). Similarly, one can combine \( \gamma \)'s with another two types of weights: \( T_{m_l}/T \) and \( (m_k \cdot T_{m_l})/L_T \), as seen in Table 2. Thus, one can obtain four aggregated estimators for the risk aversion parameter \( \gamma \) in total as follows

\[
\begin{align*}
\hat{\gamma}^{a,a} &= \frac{1}{\sum_{m_k \in M} T_{m_k}} \sum_{m_k \in M} \frac{T_{m_k}}{T - T_{m_k}} \sum_{m_l \in M \setminus m_k} \frac{T_{m_l}}{T - T_{m_l}} \hat{\gamma}^{m_l,m_k} \\
\hat{\gamma}^{a,b} &= \frac{1}{\sum_{m_k \in M} T_{m_k}} \sum_{m_k \in M} \frac{m_k \cdot T_{m_k}}{L_T - m_k \cdot T_{m_k}} \sum_{m_l \in M \setminus m_k} \frac{T_{m_l}}{T - T_{m_l}} \hat{\gamma}^{m_l,m_k} \\
\hat{\gamma}^{b,a} &= \frac{1}{\sum_{m_k \in M} T_{m_k}} \sum_{m_k \in M} \frac{m_k \cdot T_{m_k}}{L_T - m_k \cdot T_{m_k}} \sum_{m_l \in M \setminus m_k} \frac{m_l \cdot T_{m_l}}{L_T - m_l \cdot T_{m_l}} \hat{\gamma}^{m_l,m_k} \\
\hat{\gamma}^{b,b} &= \frac{1}{\sum_{m_k \in M} T_{m_k}} \sum_{m_k \in M} \frac{m_k \cdot T_{m_k}}{L_T - m_k \cdot T_{m_k}} \sum_{m_l \in M \setminus m_k} \frac{m_l \cdot T_{m_l}}{L_T - m_l \cdot T_{m_l}} \hat{\gamma}^{m_l,m_k}.
\end{align*}
\]

Now there are only four aggregated estimators for risk aversion parameters for users to choose from. However, in fact, there is no apparent reason to prefer one estimator to another, and many factors may influence one's choice: such as, auction's number and the number of bidders.

In this situation, Monte Carlo simulations and methods [30, 31] can be utilized to examine the performance of each estimator. Please see Section 4 for more details. But before this, the next subsection will describe in detail the parameter estimation procedure in the distributed sensor networks.

3.3. Distributed Parameter Estimation Procedure. Our distributed parameter estimation procedure is inspired by MapReduce [32, 33], a programming model for processing large data sets with a distributed algorithm on a cluster. The schematic diagram for our procedure is shown in Figure 2. In fact, two-hierarchical Mapper-Reducer structure is adopted in our estimation procedure. More specifically, the whole estimation procedure is summarized as follows.

**Step 1.** Each bidder with a sensor prepares his/her bid price for each of interested auctioned objects. And then he/she submits his secret bid price and ID to Mapper server through distributed sensor networks, whose ID was assigned by an auctioneer.

**Step 2.** The Mapper server will decide to transfer the corresponding bid prices and IDs to different auction servers. Usually, auctioned objects will be divided into several groups and deployed in different auction servers.

**Step 3.** At the end of auctions, each of auctioned objects will receive different number of bidders. In Figure 2, auction servers with the same color mean the same number of bidders. Now, auction servers will transfer all bids to PDF & CDF estimation server.

**Step 4.** The PDF & CDF estimation server will estimate the \( \tilde{G}(b; m_i), \tilde{g}(b; m_i), \tilde{F}(v; m_i), \tilde{f}(v; m_i) \) for \( \forall m \in M \) and \( \tilde{\nu}_{vt} \) for \( \forall v \in N_T, \forall n \in N_N \).
Table 1: Inner weights for aggregated parameter estimators.

| $m_1$ | $m_2$ | $\cdots$ | $m_k$ | $\cdots$ | $m_M$ |
|-------|-------|-----------|-------|-----------|-------|
| $\gamma_{m_1}$ | 0      | $\frac{T_{m_1}}{T - T_{m_1}}$ | $\cdots$ | $\frac{T_{m_k}}{T - T_{m_k}}$ | $\cdots$ | $\frac{T_{m_M}}{T - T_{m_M}}$ |
| $\gamma_{m_2}$ | $\frac{T_{m_1}}{T - T_{m_1}}$ | 0      | $\cdots$ | $\frac{T_{m_k}}{T - T_{m_k}}$ | $\cdots$ | $\frac{T_{m_M}}{T - T_{m_M}}$ |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $\gamma_{m_3}$ | $\frac{T_{m_1}}{T - T_{m_1}}$ | $\frac{T_{m_2}}{T - T_{m_2}}$ | $\frac{T_{m_3}}{T - T_{m_3}}$ | 0      | $\ddots$ | $\frac{T_{m_M}}{T - T_{m_M}}$ |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\ddots$ | $\ddots$ | $\vdots$ |
| $\gamma_{m_M}$ | $\frac{T_{m_1}}{T - T_{m_1}}$ | $\frac{T_{m_2}}{T - T_{m_2}}$ | $\frac{T_{m_3}}{T - T_{m_3}}$ | $\frac{T_{m_k}}{T - T_{m_k}}$ | $\ddots$ | 0      |

Table 2: Outer weights for aggregated parameter estimators.

| $m_1$ | $m_2$ | $\cdots$ | $m_k$ | $\cdots$ | $m_M$ |
|-------|-------|-----------|-------|-----------|-------|
| $\frac{T_{m_1}}{T}$ | $\frac{T_{m_2}}{T}$ | $\cdots$ | $\frac{T_{m_k}}{T}$ | $\cdots$ | $\frac{T_{m_M}}{T}$ |
| $\frac{m_1 \cdot T_{m_1}}{L_T - m_1 \cdot T_{m_1}}$ | $\frac{m_2 \cdot T_{m_2}}{L_T - m_2 \cdot T_{m_2}}$ | $\cdots$ | $\frac{m_k \cdot T_{m_k}}{L_T - m_k \cdot T_{m_k}}$ | $\cdots$ | $\frac{m_M \cdot T_{m_M}}{L_T - m_M \cdot T_{m_M}}$ |
| $\frac{T_{m_1}}{L_T}$ | $\frac{T_{m_2}}{L_T}$ | $\cdots$ | $\frac{T_{m_k}}{L_T}$ | $\cdots$ | $\frac{T_{m_M}}{L_T}$ |
| $m_1 \cdot T_{m_1}$ | $m_2 \cdot T_{m_2}$ | $\cdots$ | $m_k \cdot T_{m_k}$ | $\cdots$ | $m_M \cdot T_{m_M}$ |

Step 4.1. To estimate $\tilde{G}(b; m_1), \tilde{g}(b; m_1)$ [29, 34],

$$\tilde{G}(b; m) = \frac{1}{mT_m} \sum_{i=1}^{T_m} \sum_{j=1}^{m} 1 \left( h_j \leq b \right), \quad m \in \mathbb{N},$$

(9)

$$\tilde{g}(b; m) = \frac{1}{mT_m} \sum_{i=1}^{T_m} \sum_{j=1}^{m} K_g \left( \frac{b - h_j}{h_g} \right), \quad m \in \mathbb{N},$$

where $1(\cdot)$ is an indicator function, $K_g(\cdot)$ is a kernel with a compact support, and $h_g$ is a vanishing bandwidth.

Step 4.2. To estimate $\tilde{F}(v; m_1), \tilde{f}(v; m_1)$ [29, 34],

$$\tilde{F}(v; m) = \frac{1}{mT_m} \sum_{i=1}^{T_m} \sum_{j=1}^{m} 1 \left( v_{ij} \leq v \right), \quad m \in \mathbb{N},$$

(10)

$$\tilde{f}(v; m) = \frac{1}{mT_m h_f} \sum_{i=1}^{T_m} \sum_{j=1}^{m} K_f \left( \frac{v - v_{ij}}{h_f} \right), \quad m \in \mathbb{N},$$

where $h_f$ is a vanishing bandwidth, $K_f(\cdot)$ is a kernel function.

Step 4.3. To estimate $\tilde{v}_{m_i}$ according to (5).

It is worth noting that Steps 4.2 and 4.3 are optional. If one does not want to estimate them, he/she can just skip these two steps. That is why they are shown by dotted boxes in Figure 2.

Step 5. The estimated values for $\tilde{G}(b; m_1), \tilde{g}(b; m_1)$ will be allocated by another Mapper to several $\gamma$ estimation servers. The corresponding servers will estimate the meta-parameter estimators by (7).

Step 6. Another Reducer will calculate the four aggregated parameter estimators according by (8).

4. Experimental Design and Discussions

In order to evaluate the performance of all estimators, extensive Monte Carlo experiments are conducted in this section.

4.1. Experimental Design. In all the simulation experiments, the private costs are drawn from a uniform distribution on $[0, 1]$, and the bidders have a CRRA utility function, $U(x) = x^y, y \in [0, 1]$. The experiment takes ten different parameter values of relative risk aversion: $y_i = 0.1 \times i$ ($i = 1, \ldots, 10$) with $y_{10} = 1.0$ corresponding to risk neutrality.

In order to simulate the real auction data as closely as possible, the experiment considers three kinds of sample sizes $T$: 400, 2000, and 8000, which corresponds to small, median,
and large sample, respectively. In each of these samples, the number of bidder \( m \in \mathbb{M} \) could take on four different values: 3, 6, 9, and 12. We investigate three different patterns for the design matrix and the probability distribution of the \( m \)s. Table 3 illustrates the detailed \( T_m \)'s and their corresponding \( \text{Pr}(m) \)'s for the three different designs. In Design A, each \( m \in \mathbb{M} \) was equally likely, while in Design B, large \( m \)s were more likely than small ones, and small \( m \)s were more likely than large ones in Design C.

Specifically, we first generate randomly private valuations for different designs from the uniform distribution. We then compute numerically bids using (4) with different values.
for $\gamma$. Note that the random numbers for the experiments are generated using the multiplicative congruential method with modulus $(2^{31} - 1)$, multiplier $397,204,094$, and initial seed $2,420,375$. To minimize the impact of noise, the above procedure is repeated 1000 times.

In our experiments, let $K(u) = (35/32)(1 - u^2)^3 1(|u| \leq l)$, $h_g = 1.06\bar{\sigma}_g(mT_m)^{-0.2}$, $h_f = 1.06\bar{\sigma}_f(mT_m)^{-0.2}$, where $\bar{\sigma}_g$ and $\bar{\sigma}_f$ are the standard deviations (STD) of observed bids and private valuations, respectively. However, the kernel density estimator is biased at the boundaries of the support. Similar to [27], 10% observed pseudo-private values near the boundaries are trimmed.

### 4.2. Results and Discussions.

From (7), it is not difficult to see that the percentile $\alpha$ may influence the estimation performance for the risk aversion parameter $\gamma$. In order to minimize the influence $\alpha$ on the estimators, the percentile $\alpha$ is optimized to select $\alpha^*$ from $\{0.9, 0.91, \ldots, 0.99\}$, so that STD of estimators for $\gamma$ is minimized.

Tables 4, 5, and 6 report the estimation performance of the aggregated estimators for risk aversion parameter $\gamma \in \{Y_2, Y_5, Y_{10}\}$ with $\alpha^*$ for Designs A, B, and C, respectively. Mean, STD, lower quartile, medium, and upper quartile are used in the paper. One can see that all the means and medium of the aggregated estimators are near to the real values, and STDs are not large, especially for large sample size. This means that our distributed risk aversion parameter estimation procedure is feasible. In fact, one can observe similar phenomena for other cases. The corresponding results for other cases are available from the authors upon request.

In order to improve usability of these aggregated estimators, Table 8 gives some useful suggestions based on

$$\hat{\gamma} = \arg \min_{x, y \in \{a, b\}} \frac{\sum_{i=1}^{10} |\hat{\gamma}_{x,y} - 0.1 \times i|}{0.1 \times i}. \tag{11}$$

Let us take the third row in Table 8 as an example. If the sample size of one real-world application approaches 2000 and the distribution pattern of $m$ follows Design B, the aggregated estimator $\hat{\gamma}_{ab}$ is better than the other.

To evaluate further the goodness of fit of the distributed risk aversion parameter estimation procedure, we also calculate the 2-norm between the estimated private valuations (5) and actual ones, defined formally as

$$\ell_2 = \sqrt{\frac{1}{mT} \sum_{T=1}^{N} \sum_{n=1}^{N} (\hat{V}_{n,T} - V_{n,T})^2}. \tag{12}$$
TABLE 5: The estimation performance of the aggregated estimators for $\gamma$ in Design B.

| Mean $\gamma$ | STD $\gamma$ | Lower quartile $\gamma$ | Medium $\gamma$ | Upper quartile $\gamma$ |
|---------------|--------------|--------------------------|-----------------|------------------------|
| $\gamma^a$   |              |                          |                 |                        |
| $\gamma^b$   |              |                          |                 |                        |
| $\gamma^c$   |              |                          |                 |                        |
| $\gamma^d$   |              |                          |                 |                        |
| $\gamma^e$   |              |                          |                 |                        |
| $\gamma^f$   |              |                          |                 |                        |
| $\gamma^g$   |              |                          |                 |                        |
| $\gamma^h$   |              |                          |                 |                        |
| $\gamma^i$   |              |                          |                 |                        |
| $\gamma^j$   |              |                          |                 |                        |
| $\gamma^k$   |              |                          |                 |                        |
| $\gamma^l$   |              |                          |                 |                        |
| $\gamma^m$   |              |                          |                 |                        |
| $\gamma^n$   |              |                          |                 |                        |
| $\gamma^o$   |              |                          |                 |                        |
| $\gamma^p$   |              |                          |                 |                        |
| $\gamma^q$   |              |                          |                 |                        |
| $\gamma^r$   |              |                          |                 |                        |
| $\gamma^s$   |              |                          |                 |                        |
| $\gamma^t$   |              |                          |                 |                        |
| $\gamma^u$   |              |                          |                 |                        |
| $\gamma^v$   |              |                          |                 |                        |
| $\gamma^w$   |              |                          |                 |                        |
| $\gamma^x$   |              |                          |                 |                        |
| $\gamma^y$   |              |                          |                 |                        |
| $\gamma^z$   |              |                          |                 |                        |
| $\gamma^{aa}$|              |                          |                 |                        |
| $\gamma^{ab}$|              |                          |                 |                        |
| $\gamma^{ac}$|              |                          |                 |                        |
| $\gamma^{ad}$|              |                          |                 |                        |
| $\gamma^{ae}$|              |                          |                 |                        |
| $\gamma^{af}$|              |                          |                 |                        |
| $\gamma^{ag}$|              |                          |                 |                        |
| $\gamma^{ah}$|              |                          |                 |                        |
| $\gamma^{ai}$|              |                          |                 |                        |
| $\gamma^{aj}$|              |                          |                 |                        |
| $\gamma^{ak}$|              |                          |                 |                        |
| $\gamma^{al}$|              |                          |                 |                        |
| $\gamma^{am}$|              |                          |                 |                        |
| $\gamma^{an}$|              |                          |                 |                        |
| $\gamma^{ao}$|              |                          |                 |                        |
| $\gamma^{ap}$|              |                          |                 |                        |
| $\gamma^{aq}$|              |                          |                 |                        |
| $\gamma^{ar}$|              |                          |                 |                        |
| $\gamma^{as}$|              |                          |                 |                        |
| $\gamma^{at}$|              |                          |                 |                        |
| $\gamma^{au}$|              |                          |                 |                        |
| $\gamma^{av}$|              |                          |                 |                        |
| $\gamma^{aw}$|              |                          |                 |                        |
| $\gamma^{ax}$|              |                          |                 |                        |
| $\gamma^{ay}$|              |                          |                 |                        |
| $\gamma^{az}$|              |                          |                 |                        |

The corresponding results are shown in Table 7, where the aggregated estimator for risk aversion parameter $\gamma$ is set by Table 8. From Table 7, one can easily see that private values can also be estimated very well, especially for large sample.

5. Conclusions

Auctions are suggested as a basic pricing mechanism for setting prices for access to shared resources, including bandwidth sharing in wireless sensor networks (WSNs). Following the Internet, the Internet of Things (IoT) becomes a prime vehicle for supporting auction.

More and More clues show that the bidders tend to be risk-averse ones. However, traditional nonparametric approach is only applicable for the case of risk neutrality in a centralized server. In this paper, A generalized nonparametric structural estimation procedure is proposed for the first-price auctions in distributed sensor networks. In order to evaluate the performance, extensive Monte Carlo simulation experiments are conducted for ten different values of $\gamma$ including the risk-neutral case in multiple classic scenes. Though there are no unique estimators for risk aversion parameter, four aggregated parameter estimators are obtained and some guidance is also given for real-world applications.

Similarly, our previous work on PPMLE [25] is also extended to distributed sensor networks. Additionally, if our distributed parameter estimation procedure is equipped with localization technologies [35–38], it can be utilized in more mobile situations.
Table 7: The 2-norm between the estimated and actual private values.

| T | Mean | STD | Lower quartile | Medium | Upper quartile |
|---|------|-----|---------------|--------|---------------|
| 400 | 0.0163 | 0.0224 | 0.0391 | 0.0659 | 0.0380 | 0.0932 | 0.0660 | 0.0115 | 0.0196 | 0.0096 | 0.0154 | 0.0251 | 0.0161 | 0.0224 | 0.0365 |
| 2000 | 0.0084 | 0.0118 | 0.0188 | 0.0050 | 0.0050 | 0.0079 | 0.0045 | 0.0083 | 0.0140 | 0.0071 | 0.0102 | 0.0161 | 0.0109 | 0.0136 | 0.0209 |
| 8000 | 0.0036 | 0.0073 | 0.0128 | 0.0009 | 0.0013 | 0.0022 | 0.0029 | 0.0030 | 0.0063 | 0.0112 | 0.0033 | 0.0070 | 0.0122 | 0.0040 | 0.0081 | 0.0140 |

(a) Design A

| T | Mean | STD | Lower quartile | Medium | Upper quartile |
|---|------|-----|---------------|--------|---------------|
| 400 | 0.0103 | 0.0235 | 0.0308 | 0.0719 | 0.0665 | 0.0662 | 0.0043 | 0.0099 | 0.0158 | 0.0059 | 0.0142 | 0.0196 | 0.0088 | 0.0225 | 0.0286 |
| 2000 | 0.0059 | 0.0089 | 0.0151 | 0.0034 | 0.0036 | 0.0058 | 0.0033 | 0.0064 | 0.0112 | 0.0049 | 0.0078 | 0.0131 | 0.0074 | 0.0103 | 0.0172 |
| 8000 | 0.0031 | 0.0060 | 0.0106 | 0.0012 | 0.0014 | 0.0024 | 0.0023 | 0.0051 | 0.0091 | 0.0027 | 0.0056 | 0.0099 | 0.0036 | 0.0064 | 0.0115 |

(b) Design B

| T | Mean | STD | Lower quartile | Medium | Upper quartile |
|---|------|-----|---------------|--------|---------------|
| 400 | 0.0194 | 0.0238 | 0.0432 | 0.0597 | 0.0456 | 0.0762 | 0.0070 | 0.0130 | 0.0223 | 0.0100 | 0.0160 | 0.0294 | 0.0173 | 0.0224 | 0.0411 |
| 2000 | 0.0084 | 0.0132 | 0.0222 | 0.0048 | 0.0054 | 0.0139 | 0.0050 | 0.0097 | 0.0165 | 0.0070 | 0.0116 | 0.0190 | 0.0104 | 0.0150 | 0.0238 |
| 8000 | 0.0049 | 0.0093 | 0.0158 | 0.0017 | 0.0019 | 0.0030 | 0.0037 | 0.0079 | 0.0137 | 0.0043 | 0.0087 | 0.0150 | 0.0056 | 0.0101 | 0.0171 |

(c) Design C

Table 8: The guidance on choice of the aggregated estimators.

| Sample size | Design A | Design B | Design C |
|-------------|----------|----------|----------|
| Small       | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ |
| Medium      | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ |
| Large       | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ | $\hat{\gamma}^{ab}$ |
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