Machine Learning Approach Application for High-voltage Instrument Transformers Technical State Assessment
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Abstract. This paper describes the possibilities of machine learning application in the tasks of technical state assessment of high-voltage instrument transformers. An analytical review of modern systems for technical state assessment of high-voltage equipment is presented, their advantages and disadvantages are described. A mathematical model of an automated system for assessing the high-voltage instrument current and voltage transformers based on gradient boosting over decision trees has been developed. The efficiency of the developed solution is proved using the example of analysis of a real distribution zone, which allows identifying the state of instrument transformers with an accuracy of 84%.

1 INTRODUCTION

The most important requirements for any high-voltage equipment at power plants and substations are reliability and operation safety, however current and voltage instrument transformers, which serve to monitor the main parameters of the electrical network, cannot always meet them.

According to the annual reports of electric grid companies in Russia, on average, about 30% of current and voltage transformers demonstrate degraded state and more than 30-40 years lifespan [1], therefore they are potentially dangerous (unreliable) nodes of the electrical network. The main danger in this case is linked with the consequences that can be caused by serious faults of obsolete types of oil current and voltage transformers. For instance, it could be breakdown of the insulation with an explosion resulting in:

– hitting and disabling neighboring equipment within 200 meter radius;
– oil release into the atmosphere which leads to a fire with a sufficiently wide burning area.

It is worth noting that the damageability of current and voltage instrument transformers still remains quite high.

To solve the tasks of improving the reliability of electrical networks, current and voltage transformers are subject to mandatory state diagnostics which are regulated by reference documentation. However, today not all types of technical diagnostics of the state of current and voltage transformers in Russia have specialized separate regulatory documents or criteria for their parameters interpretation. Most often, their diagnostics is carried out in accordance with the requirements of regulatory documents for power transformers which in the opinion of the authors of this paper is incorrect due to fundamentally different purposes of equipment and their different operating conditions and modes.

In addition, the accuracy of current and voltage transformers also determines the selectivity of the operation of power system protection influencing the reliability of the power system.

2 Technical state assessment today

Currently, on-line and off-line diagnostics methods are used to assess the technical state of high-voltage equipment at power stations and substations.

On-line diagnostics methods are meant to perform monitoring the state of the equipment under voltage in order to obtain information on its current state allowing its subsequent processing. It is generally accepted because of the complexity of implementing this type of diagnostics and the need for processing a large amount of data that the monitoring system is installed on one piece of equipment which is usually the most expensive, for example, on power transformers as implemented by companies such as ABB [2], Siemens [3], LumaSense [4].

It is worth noting that the existing foreign systems for assessing the technical state of instrument transformers, for example developed in the USA and Europe, also cannot be applicable in Russia as there are large differences in the regulatory documentation for equipment maintenance, diagnostics, configuration and operation. Their substantial processing is required to be implemented in power companies of Russia.

Off-line diagnosis implies an analytical analysis of the data obtained during the tests and methods of non-destructive monitoring of the equipment state. These include, for example, the expert system for assessing the
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technical state "Diagnostics +"[5], based on the Bayesian method, or the expert system for diagnosing oil-filled equipment "EDIS Albatross" [6], operating on the basis of neural networks.

The feature of existing systems of both on-line and off-line diagnostics of the state of high-voltage equipment is mainly their focus on solving a specific problem of a certain owner of power grid assets (for specific network topology and equipment). In this case, the systems are almost completely inflexible and cannot be used in their original form at other sites without processing. Also, such systems use different-scale information of different accuracy without taking into account the dynamics of the criteria for assessing the technical state of the equipment, according to the latest time data snapshot, which can lead to errors in identifying the state of equipment.

Therewith, there is a number of disadvantages not only in the diagnostics systems, but also in the approaches to assessing the state of the equipment, namely:

- it has been scientifically proven that oil analysis in the absence of control under voltage remains practically the only way to detect developing damage, but at the moment Russia has not developed standards for instrument transformers on the content of gases dissolved in oil;
- heat monitoring is more widespread, but is often performed without taking into account the design features of instrument transformers and is not always thorough;
- as a rule, only tests and measurements of characteristics prescribed by the standards are carried out at substations, without analyzing the results, i.e. without specifically diagnosing the state of equipment insulation.

Furthermore, today the world power industry including the Russian Federation is on the path of digitization which leads to creation of new types of equipment such as fiber-optic electronic current transformers and electronic voltage transformers based on capacitive or non-inductive resistive high-voltage divider.

Using optical methods for measuring current allows obtaining measured values forthwith in digital form, and the applied voltage-meter circuit makes it possible to significantly improve the measurement accuracy and reduce errors. At the moment approaches to assessing the state or this type of equipment have not yet been developed, but they are already being actively used at various energy facilities.

All of the above arguments underline the need for developing a completely new approach to assessing the current technical state of current and voltage instrument transformers which would allow increasing the accuracy of identification of developing faults under uncertainty. The authors of this paper have developed a mathematical model of an automated system for assessing the technical state of high-voltage instrument current and voltage transformers based on machine learning methods that can assess the state of not only electromagnetic, but also optical ones.

3 Mathematical methods for assessing the technical state

3.1 Artificial intelligence methods in state assessment tasks

In this paper, the authors present a developed mathematical model of an automated system for assessing the technical state of high-voltage instrument current and voltage transformers based on machine learning methods.

Existing systems for assessing the state of the equipment mainly analyze the state of power transformers, circuit breakers and disconnectors making diagnosing the state of current and voltage transformers impossible.

In addition, existing systems have an identification accuracy of 70-75% while the developed system has an accuracy of 80-85%, i.e. the percentage of erroneous diagnostics is not 25-30%, but 15-20%, which increases the reliability of the power supply system.

The use of standard mathematical methods on a rigid algorithmic basis for solving the problem of assessing the technical state of power grid facilities and making decisions on their further operation may give unsatisfactory results. The reasons are the complexity of the objects being analyzed and the fact that solving the posed problems requires operating with a large amount of input data of both numerical and linguistic format, which are characterized by uncertainty, incompleteness and the lack of formal structuring.

Solving the set tasks requires methods that can perform such a function of human intelligence as choosing the optimal solution based on the experience gained earlier and rational analysis of all available information on the object of study. From the point of view of the mathematical apparatus based on which the existing intelligent systems in the power industry function, the following ones can be called the most common [7]:

- artificial neural networks (ANNs) – a mathematical model of biological neural networks and human brain neurons describing the principles of their organization and functioning [8];
- heuristic search systems (genetic algorithms) – algorithms used to solve optimization and modeling problems based on genetic processes similar to biological organisms [9];
- knowledge-based systems (expert systems; inference systems), i.e. systems built on rules stored in a knowledge base, which are used to find solutions and conclusions from the facts based on a set of initial facts [10].

Despite the fact that there are many methods of intelligent analysis, they are practically not used in the actual operating systems for assessing the technical state. The fact is that most of intelligent analysis methods
require the development of a mathematical model of equipment, which for each piece of equipment is a separate task under uncertainty sometimes being difficult to implement due to the many processes of different nature that occur in the equipment itself [11].

### 3.2 Machine learning in state assessment tasks

In the developed system within the framework of the presented research it was proposed to use the gradient boosting over decision trees as a mathematical algorithm, which is the most effective way to optimize the objective function for the problem being solved. During the model formation the basic algorithms are summed, with each subsequent algorithm eliminating the errors of the previous ones by finding the maximum decrease of the objective function. Thus, the gradient boosting sequentially builds the model during the gradient descent in the algorithm space.

In the problem being solved, the algorithm is used to assess the state of instrument transformers when analyzing various test and diagnostic results.

The idea of the boosting approach is to combine weak (with low generalizing ability) functions that are built during an iterative process, where at each step a new model is trained using the error data of previous ones. The resulting function is a linear combination of basic, weak models.

Let training a composition of N decision trees be necessary:

$$a_n(x) = \sum_{i} b_i(x),$$

(1)

where \(a_n(x)\) is the composition of decision trees, \(b_i(x)\) is the decision tree included in the composition.

For the classification task a loss function is formed which looks as follows [1]:

$$L(y, z) = y \ln[1+\exp(-z)] + [1-y] \ln[1+\exp(z)],$$

(2)

where \(L(y, z)\) is the loss function, \(y\) is the true answer, \(z\) is the algorithm forecast.

The composing begins with initialization, i.e. with building a basic algorithm \(b_0(x)\). A basic algorithm can be \(b_0(x) = 0\), which always returns zero.

Training basic algorithms occurs sequentially. Let by some time of training N-1 algorithms \(b_1(x),...,b_{n-1}(x)\) their composition be as follows:

$$a_{n-1}(x) = \sum b_i(x),$$

(3)

After that, one more algorithm is added to the current composition \(b_n(x)\). This algorithm is trained to minimize the composition error on the training sample [1]:

$$\sum_{i=1}^{n} L(y_i, a_{n-1}(x_i) + b(x_i)) \to \min,$$

(4)

The first step is to solve a simpler task: determine which values of \(s_1,...s_i\) the algorithm \(b_n(x) = s_i\) should take on training sample objects to minimize error:

$$\sum_{i=1}^{n} L(y_i, a_{n-1}(x_i) + s_i) \to \min,$$

(5)

where \(s_1,...s_i\) is the shift vector.

In other words, it is necessary to find a shift vector \(S\) that minimizes the function \(F(s)\). Since the direction of the fastest decrease of the function is given by the direction of the ant gradient, it can be taken as a vector \(S\):

$$s = -\Delta F = \begin{pmatrix} -L(y_1, a_{n-1}(x_1)) \\ ... \\ -L(y_k, a_{n-1}(x_k)) \end{pmatrix}$$

(6)

The components of the shift vector \(s\), in fact, are the values that the new algorithm \(b_n(x)\) must accept on the objects of the training sample in order to minimize the error of the constructed composition.

### 4 Training sampling and calculation example

Within testing the developed system, the technical state of current transformers was assessed. A database created based on the results of diagnostics of oil-filled power equipment, operational experience, and acceptable parameters, included a sample of technical indicators for the last 20 years for 13 single-type current transformers.

The first priority for machine learning methods is to convert the data into a table view and create a database. This process is the most difficult and time-consuming. Tabular representation is the most common representation of data in the field of machine learning and data mining. The rows of the table are separate objects (observations). The columns of the table contain independent variables (attributes), denoted by \(X\), and dependent (target) variables, denoted by \(y\).

The metric is needed to evaluate the results of machine learning algorithms. In this case, the average percentage error \(Q\) [%] of the algorithm \(a\) on the sample \(X^l\) was used as a metric, which is calculated by the formula:

$$Q(a, X^l) = \frac{1}{l} \sum_{i=1}^{l} |a(x) \neq y^*(x)| \cdot 100\%,$$

(4)

where \(a(x) \neq y^*(x)\) is the error indicator; \(y^*(x)\) is the target dependence; \(l\) is the number of observations.

Under testing the developed system, a training sample based on the results of oil-filled power equipment diagnosing, operating experience, and permissible parameters limits was formed including a sample of the following 11 technical indicators (parameters) since 1975 for 13 single-type 110 kV current transformers (TFND type):

- transformer oil specification;
- transformer refill oil specification;
- the value of the dielectric loss tangent at 20°C;
- the value of the dielectric loss tangent at 70°C;
- the value of the dielectric loss tangent at 90°C;
- aqueous extract reaction;
- water soluble acids;
The composition of the algorithms. The depth of decision trees is 5 and the optimal accuracy of the technical state assessment algorithm is achieved when a decision tree node is determined by the greatest depth of the leaf node. The size of the training sample, developed test sample included 446 pairs of values. The accuracy of the technical state assessment also depends on the depth of the decision trees and their number in the composition of the algorithms. The depth of the tree is determined by the greatest depth of the leaf node. Calculations revealed that the optimal accuracy of the technical state assessment algorithm is achieved when a depth of decision trees is 5 and their number in the composition is 6. The main results of state identification based on gradient boosting over decision trees are presented in Table 1.

**Table 1.** The main characteristics of the developed model

| Characteristic                        | Values |
|---------------------------------------|--------|
| The number of pairs in the training sample, pcs. | 446    |
| Optimal depth of decision trees, pcs. | 5      |
| Optimal number of decision trees in the composition, pcs. | 6      |
| Average training error, %             | 0.88   |
| Average testing error, %              | 0.84   |
| Type I errors, pcs.                   | 44     |
| Type II errors, pcs.                  | 28     |

In addition, the study analyzed not only the size of errors but also their type and identified among them the errors of the first (“false defect”) and the second (“defect skip”) type. These errors are due to the fact that the input value of the parameter has dispersion on the boundary regions and the same values can correspond to one and the other state. The type I error leads to additional preventive work, and the type II error entails costs including not only emergency repairs but also equipment depreciation, etc.

The analysis performed describes the system as fairly reliable, and in this case, 16% of errors in determining the state of current transformers can be considered a good result.

**5 Conclusions**

Within this study a mathematical model of an automated system for assessing the technical state of high-voltage current transformers based on machine learning methods was developed and tested. It was also proved that the task of assessing the technical state of current and voltage instrument transformers is reduced to the standard machine learning task, multiparameter classification, or pattern recognition by precendents based on a pre-formed training sample. To solve the task of pattern recognition of the power circuit breakers technical state the XGBoost machine learning algorithm was used, which is based on the decision tree algorithm. The possibility and efficiency of using machine learning (in comparison with existing approaches) in assessing the technical state of equipment under uncertainty using the example of analyzing the state of current transformers in a large power center of the Sverdlovsk region is proved. The ways to solve the problem of improving the system for assessing the technical state of power grid equipment based on diagnostic information in accordance with current requirements and taking into account formalized knowledge and experience of experts are determined.
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