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**ABSTRACT**

Graph pre-training strategies have been attracting a surge of attention in the graph mining community, due to their flexibility in parameterizing graph neural networks (GNNs) without any label information. The key idea lies in encoding valuable information into the backbone GNNs, by predicting the masked graph signals extracted from the input graphs. In order to balance the importance of diverse graph signals (e.g., nodes, edges, subgraphs), the existing approaches are mostly hand-engineered by introducing hyperparameters to re-weight the importance of graph signals. However, human interventions with sub-optimal hyperparameters often inject additional bias and deteriorate the generalization performance in the downstream applications. This paper addresses these limitations from a new perspective, i.e., deriving curriculum for pre-training GNNs. We propose an end-to-end model named MENTORGNN that aims to supervise the pre-training process of GNNs across graphs with diverse structures and disparate feature spaces. To comprehend heterogeneous graph signals at different granularities, we propose a curriculum learning paradigm that automatically re-weights graph signals in order to ensure a good generalization in the target domain. Moreover, we shed new light on the problem of domain adaption on relational data (i.e., graphs) by deriving a natural and interpretable upper bound on the generalization error of the pre-trained GNNs. Extensive experiments on a wealth of real graphs validate and verify the performance of MENTORGNN.
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**1 INTRODUCTION**

In the era of big data, graph presents a fundamental data structure for modeling relational data of various domains, ranging from physics [49] to chemistry [6, 13], from neuroscience [4] to social science [61, 65]. Graph neural networks (GNNs) [16, 33, 55, 61] provide a powerful tool to distill knowledge and learn expressive representations from graph structured data. Despite the successes of GNNs developments, many GNNs are trained in a supervised manner that requires abundant human-annotated data. Nevertheless, in many high-impact domains (e.g., brain networks constructed by fMRI) [3, 13, 15], collecting high-quality labels is quite resource-intensive and time-consuming. To fill this gap, the recent advances [21, 38, 46, 60] have focused on pre-training GNNs by directly learning from proxy graph signals (shown in Figure 1) extracted from the input graphs. The key assumption is that the extracted graph signals are informative and task-invariant, and as such, the learned graph representation can be generalized well to tasks that have not been observed before.

Nevertheless, the current GNN pre-training strategies are still at the early stage and suffer from multiple limitations. Most prominently, the performance of the existing pre-training strategies largely relies on the quality of graph signals. It has been observed that noisy and irrelevant graph signals often lead to negative transfer [48] and marginal improvement in many application scenarios [20]. For example, one may want to predict the chemical properties [6, 13] of a family of novel molecules (e.g., the emerging COVID-19 variants). However, the available data (e.g., the known coronavirus) for pre-training are homologous but with diverse structures and disparate feature spaces. In this case, how can we control the risk of negative transfer and guarantee the generalization performance in the downstream tasks (e.g., characterizing and predicting a new COVID-19 variant)? Even worse, the risk of negative transfer can...
be exacerbated when encountering heterogeneous graph signals, i.e., the graph signals can be categorized into distinct types (e.g., class-memberships, attributes, centrality scores, and temporal dependencies) \[10, 12, 40, 71, 72\]. To accommodate the heterogeneity of graph signals, the current pre-training strategies are often hand-engineered by using some hyperparameters \[21, 22\]. Consequently, the inductive bias from humans might be injected into the pre-trained models thus deteriorating the generalization performance.

We identify the following two challenges for alleviating the negative transfer phenomenon of pre-training GNNs. First (C1. Cross-Graph Heterogeneity), how can we distill the informative knowledge from source graphs and translate it effectively to the target graphs for solving novel tasks? Second (C2. Graph-Signal Heterogeneity), how can we combine and tailor complex graph signals to further harmonize their unique contributions and maximize the overall generalization performance? To fill the gap, it is crucial to obtain a versatile GNN pre-training model that can enable knowledge transfer from the source domain to the target domain and carefully exploit the relevant graph signals for downstream tasks.

In this paper, we propose an end-to-end framework, namely MentorGNN, to seamlessly embrace both aforementioned objectives for pre-training GNNs. In particular, to address C1, we propose a multi-scale encoder-decoder architecture that automatically summarizes graph contextual information at different granularities and learns a mapping function across different graphs. Moreover, to address C2, we develop a curriculum learning paradigm \[24\], in which a teacher model (i.e., graph signal re-weighting scheme) gradually generates a domain-adaptive curriculum to guide the pre-training process of the student model (i.e., GNNs) and enhance the generalization performance in the tasks of interest. In general, our contributions are summarized as follows.

- **Problem.** We formalize the domain-adaptive graph pre-training problem and identify multiple unique challenges inspired by the real applications.
- **Algorithm.** We propose a novel method named MentorGNN, which 1) automatically learns a knowledge transfer function and 2) generates a domain-adaptive curriculum for pre-training GNNs across graphs. In addition, we derive a natural and interpretable generalization bound for domain-adaptive graph pre-training.
- **Evaluation.** We systematically evaluate the performance of MentorGNN under two settings: 1) single-source graph transfer and 2) multi-source graph transfer. Extensive results prove the superior performance of MentorGNN under both settings.

The rest of our paper is organized as follows. In Section 2, we introduce the preliminary and problem definition, followed by the details of our proposed framework MentorGNN in Section 3. Experimental results are reported in Section 4. We review the related literature in Section 5. Finally, we conclude this paper in Section 6.

### 2 PRELIMINARY

Here we introduce the notations (shown in Table 1) and the background of our problem setting. In this paper, we use regular letters to denote scalars (e.g., \(a\)), boldface lowercase letters to denote vectors (e.g., \(v\)), and boldface uppercase letters to denote matrices (e.g., \(A\)). We denote the source graph and the target graph using \(G_s = (V_s, E_s, B_s)\) and \(G_t = (V_t, E_t, B_t)\), where \(V_s = \{v_s(i)\}\) is the set of nodes, \(E_s = \{e_s(l)\}\) is the set of edges, and \(B_s = \{b_s(m)\}\) is the node attributes in \(G_s(G_t)\). Next, we briefly review the graph pre-training strategies and a theoretical model for domain adaptation.

#### 2.1 Pre-training strategies for GNNs

Previous studies \[17, 21, 22, 32, 46\] have been proposed to use easily-accessible graph signals to capture domain-specific knowledge and pre-train GNNs. These attempts are mostly designed to parameterize and optimize the GNNs by predicting the masked graph signals (e.g., node attributes \[17, 32\], edges \[51\], subgraphs \[21\], and network proximity \[22\]) from the visible ones in the given graph \(G\). In Figure 1, we instantiate the masked graph signals at the level of nodes, edges, and subgraphs, respectively. To predict a given proxy graph signal \(s \in G\), we use \(f : s \rightarrow [0, 1] \rightarrow \text{true labeling function} \) and \(h : s \rightarrow [0, 1] \rightarrow \text{learned hypothesis by GNNs}\). The risk of the hypothesis \(h(\cdot)\) can be computed as \(\epsilon(h, f) = \mathbb{E}_{s \in G} \left[ |h(s) - f(s)| \right]\).

In general, the overall learning objective of pre-training models for GNNs can be formulated as

\[
\arg \max_\theta \sum_{s \in \hat{G}} \beta_s \log h(s; \hat{G}, \theta)
\]

where \(\hat{G}\) is the corrupted graph with some masked graph signals \(s, \beta_s\) is a hyperparameter that balances the weight of the graph signal \(s\), and \(\theta\) is the hidden parameters of the hypothesis \(h(\cdot)\). By maximizing Eq. 1, we can encode the contextual information of the selected proxy graph signals into pre-trained GNNs \(h(\cdot)\). With that, the end-users can fine-tune the pre-trained GNNs and make predictions in the downstream tasks.

#### Domain adaptation

Following the conventional notations in domain adaptation, we let \(f_s(\cdot)\) and \(f_t(\cdot)\) be the true labeling functions in the source and the target domains. Given \(f_s(\cdot)\) and \(f_t(\cdot)\), \(\epsilon_s(h) = \epsilon_s(h, f_s)\) and \(\epsilon_t(h) = \epsilon_t(h, f_t)\) denote the corresponding risks with respect to hypothesis \(h(\cdot)\). With this, Ben-David et al. proved a domain-adaptive generalization bound in terms of domain discrepancy and empirical risks \[1\]. To approximate the empirical

### Table 1: Symbols and notation.

| Symbol | Description |
|--------|-------------|
| \(G_s, G_t\) | input source and target graphs. |
| \(V_s, V_t\) | the set of nodes in \(G_s, G_t\). |
| \(E_s, E_t\) | the set of edges in \(G_s, G_t\). |
| \(B_s, B_t\) | the node attributes in \(G_s, G_t\). |
| \(X_s, X_t\) | the hidden representation of \(G_s, G_t\). |
| \(L_s, L_t\) | the set of annotated data in \(G_s, G_t\). |
| \(n_s, n_t\) | # of nodes in \(G_s, G_t\). |
| \(m_s, m_t\) | # of edges in \(G_s, G_t\). |
| \(G_s(l), G_t(l)\) | the l-th layer coarse graphs of \(G_s, G_t\). |
| \(X_s(l), X_t(l)\) | the hidden representation of \(G_s(l), G_t(l)\). |
| \(A_s(l), A_t(l)\) | the adjacency matrices of \(G_s(l), G_t(l)\). |
| \(P_s(l), P_t(l)\) | the perturbation matrices of \(G_s(l), G_t(l)\). |
| \(n_s(l), n_t(l)\) | # of supernodes in \(G_s(l), G_t(l)\). |
| \(L\) | # of layers. |
| \(K\) | # of graph signal types. |
| \(\oplus\) | Hadamard product. |
| \(| \cdot |_p\) | L2-norm of a vector. |
In this section, we introduce our proposed framework MENTORGNN (shown in Figure 2) to address Problem 1. The key challenges of Problem 1 lie in the dual-level data heterogeneity, namely cross-graph heterogeneity and graph-signal heterogeneity. Then, we dive into two major modules of MENTORGNN, i.e., cross-graph adaptation (colored in blue in Figure 2) and curriculum learning (colored in orange in Figure 2), that are designed specifically for addressing the dual-level data heterogeneity.

### 3.1 Cross-Graph Adaptation via Multi-Scale Encoder-Decoder

The core obstruction of cross-graph adaptation lies in how to effectively translate the knowledge learned from $G_s$ to $G_t$ without any supervision of cross-graph association (e.g., partial network alignment [5, 62, 63, 65]). Specifically, given $G_s$ and $G_t$, we want to learn a transformation function $g(\cdot)$ that leverages both network structures and node attributes over the entire graph and translate the knowledge between $G_s$ and $G_t$, i.e., $(V_t, E_t, B_t) \simeq g((V_s, E_s, B_s))$. However, learning the transformation function $g(\cdot)$ may require a large parameter space $O(m_m)$ and become computationally intractable, especially when both $G_s$ and $G_t$ are large. In order to alleviate the computational cost, we propose to learn the translation function $g(\cdot)$ at a coarser resolution instead of directly translating knowledge between $G_s$ and $G_t$. The underlying intuition is that many real graphs from distinct domains may share similar high-level organizations. For instance, in Figure 1 (Top), the book review network ($G_s$) and the movie review network ($G_t$) come from two distinct domains, but may share similar high-level organizations (e.g., alignments between book genres and movie genres). That is to say, the communities (the adventure books) on the book review network and the communities (the adventure movies) on the movie review network may have related semantic meanings to the communities (the adventure movies) on the movie review network.

Motivated by this observation, we develop a multi-scale encoder-decoder architecture (the module colored in blue in Figure 2), which explores the cluster-within-cluster hierarchies of graphs to better characterize the graph signals at multiple granularities. In particular, the encoder $P$ learns the multi-scale representation of $G_s$ by pooling the source graph from the fine-grained representation $X_s$ to the
coarse-grained representation $X^{(l)}$, while the decoder $\mathcal{U}$ aims to reconstruct the target graph from the coarse-to-fine-grained representation $X^{(l)}$ to the fine-grained representation $X_t$. In our paper, we set an identical number of layers $L$ in the encoder and the decoder to make $G_t$ and $G_r$ comparable with each other.

**Encoder:** The encoder is defined as a set of differentiable pooling matrices $\mathcal{P} = \{P^{(1)}, \ldots, P^{(L)}\}$, where $P^{(l)} \in \mathbb{R}^{n_l \times n_{l+1}}$ and $n_l$ are the number of super nodes at layer $l$ and layer $l+1$. Specifically, following [64], the differentiable pooling matrix $P^{(l)}$ at layer $l$ is defined as follows.

$$P^{(l)} = \text{softmax}(\text{GNN}_{pool}(A^{(l)}, X^{(l)}))$$

where each entry $P^{(l)}(i,j)$ indicates the assignment coefficient from node $i$ at layer $l$ to the corresponding supernode $j$ at layer $l + 1$, and $\text{GNN}_{pool}$ is the corresponding surrogate GNN to generate the assignment matrix $P^{(l)}$. It is noteworthy that the number of granularity levels $L \geq 2$ and the maximum number of supernodes in each layer $n_l$ are both hyperparameters selected by the end-users. More implementation details are discussed in Section 4.1. With the differentiable pooling matrix $P^{(l)}$, the $l^{th}$-layer coarse-grained representation $X^{(l)}$ of $G_t$ can be approximated by $X_t = P^{(l-1)} \ldots P^{(1)} X$.

**Decoder:** Different from the encoder, our decoder is composed of a translation function $g(\cdot)$ and a set of differentiable unpooling matrices $\mathcal{U} = \{U^{(1)}, \ldots, U^{(L)}\}$. To be specific, the translation function $g(\cdot)$ learns a non-linear mapping between $G_t$ and $G_r$ at the coarsest layer $l$. In our implementation, $g(\cdot)$ is parameterized by a multilayer perceptron (MLP), and the differentiable unpooling matrix $U^{(l)} \in \mathbb{R}^{n_{l+1} \times n_l}$ at each layer $l$ can be computed as follows.

$$U^{(l)} = \text{softmax}(\text{GNN}_{unpool}(A^{(l)}, X^{(l)}))$$

In contrast to $\text{GNN}_{pool}$, $\text{GNN}_{unpool}$ is a reverse operation that aims to reconstruct $X^{(l)}$ from its coarse representation $X^{(l)}$. With the learned translation function $g(\cdot)$ and the differentiable unpooling matrices $\mathcal{U}$, the hidden representation of $G_t$ can be computed by $X_t = U^{(1)} \ldots U^{(L)} X^{(L)}$, where $X^{(L)} = g(X^{(L)})$ is the translated representation from $G_t$ to $G_r$ at the $L^{th}$ layer.

### 3.2 Graph Signal Comprehension via Curriculum Learning

In the presence of various types of graph signals, the current GNNs pre-trained models are mostly designed in the form of a weighted combination of multiple graph signal encoders by incorporating some hyperparameters. However, manually selecting hyperparameters are often challenging and may lead to sub-optimal performance due to the inductive bias from humans. Here we propose a graph signal re-weighting scheme (the module colored in orange in Figure 2) to capture the contribution of each graph signal towards the downstream tasks. The learned sample weighting scheme specifies a curriculum under which the GNNs will be pre-trained gradually from the easy concepts to the hard concepts. In our problem setting, the curriculum is presented as a sequence of graph signals that are extracted from the given graph. Compared with the previous GNNs pre-training methods, MENTORGNN automatically 1) assigns an attention weight towards each graph signal without the requirements of the pre-defined hyperparameters, and 2) supervises the pre-training process to control the risk of negative transfer.

Consider a GNN-based pre-training problem with $K$ types of graph signals extracted from graphs at $L$ levels of resolutions, we formulate the learning objective as follows.

$$\mathcal{L} = \arg \min_{\Theta, \lambda} \sum_{l=1}^{L} \sum_{s=1}^{K} \sum_{i \in G_s} g_m(s^{(l)}; \Theta) J(Y_t, h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)) + G(g_m(s^{(l)}; \Theta), \lambda)$$

where $s^{(l)}$ denotes the $l^{th}$ sample of the type-$k$ graph signals (e.g., edges, node attributes, centrality scores) extracted from the $l^{th}$-layer of $G_t$, $g_m(s^{(l)}; \Theta)$ is a function that predicts the attention weights for each training graph signal $s^{(l)}$, $h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)$ denotes the pre-trained GNNs using $s^{(l)}$, $J(Y_t, h(\hat{X}_t^{(l)}, s^{(l)}, \Theta))$ denotes the prediction loss of a downstream task over a handful of labeled examples $Y_t$, and $G(g_m(s^{(l)}; \Theta), \lambda)$ is the curriculum regularizer parameterized by the learning threshold $\lambda$. It is worthy to mention that such labeled examples can be any type of graph signals, including the class-memberships of nodes, edges, and even subgraphs. The goal of $\mathcal{L}$ is to automatically learn attention weight $g_m(s^{(l)}; \Theta)$ towards each graph signal $s^{(l)}$ in order to guide the pre-training process of GNNs $h(\cdot)$ via curriculum learning, thus mitigating the risk of negative transfer.

Intuitively, the learning objective in Eq. 4 can be interpreted as a teacher-student training paradigm [8, 34, 70, 78]. In particular, the labeling function $h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)$ parameterized by $\Theta$ serves as the student model, which aims to learn expressive representation by predicting the graph signal $s^{(l)}$; the teacher model $g_m(s^{(l)}; \Theta)$ parameterized by $\Theta$ aims to measure the importance of each graph signal $s^{(l)}$, and to provide guidance to pre-train GNNs on the target graph $G_t$. To regularize the learning curriculum, one prevalent choice is to employ some pre-defined curriculum [17, 21, 22, 32, 46, 56, 58, 75, 76], which have been extensively explored in the literature [8, 23, 34, 78]. Here we consider a curriculum regularizer derived from the robust non-convex penalties [23].

$$G(g_m(s^{(l)}; \Theta), \lambda_1, \lambda_2) = \frac{1}{2} \lambda_2 g_m(s^{(l)}; \Theta) - (\lambda_1 + \lambda_2) g_m(s^{(l)}; \Theta)$$

where $\lambda = \{\lambda_1, \lambda_2\}$ are both positive hyperparameters. Note that $G(g_m(s^{(l)}; \Theta), \lambda_1, \lambda_2)$ is a convex function in terms of $g_m(s^{(l)}; \Theta)$ and thus the closed-form solution of our learning curriculum can be easily obtained as follows.

$$g_m(s^{(l)}; \Theta^*) = \begin{cases} 1/J(Y_t, h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)) \leq \lambda_1 \lambda_2 = 0 \\ \min(\max(0, 1 - J(Y_t, h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)) - \lambda_1), 1) \end{cases} \text{ Otherwise}$$

The learning threshold $\lambda = \{\lambda_1, \lambda_2\}$ plays a key role in controlling the learning pace of MENTORGNN. When $\lambda_2 = 0$, the algorithm will only select the “easy” graph signals of $J(Y_t, h(\hat{X}_t^{(l)}, s^{(l)}, \Theta)) \leq \lambda_1$ in training labeling function $h(\cdot)$, which is close to the binary scheme in self-paced learning [23, 34]. When $\lambda_2 \neq 0$, $g_m(s^{(l)}; \Theta^*)$
Figure 2: An overview of the MentorGNN, which is composed of two modules, namely cross-graph adaptation (colored in blue) and curriculum learning (colored in orange).

Algorithm 1 The MentorGNN learning framework.

Require: (i) source graph $G_s = (V_s, E_s, B_s)$ with rich label information $L_s$, (ii) target graph $G_t = (V_t, E_t, B_t)$ with scarce label information $L_t$, (iii) user-defined graph neural network architecture $h(\cdot)$ for pre-training, (iv) parameters $\lambda_1, \lambda_2,$ and $\xi$.

Ensure: (i) the knowledge transfer function $g(\cdot)$, (ii) the pre-trained model $h(\cdot)$ that leverages the knowledge obtained from both $G_s$ and $G_t$.

1. Initialize $\theta$ and $\Theta$.
2. while Stopping criterion is not satisfied do
3. Fetch a collection of graph signals $s_i^{(L_k)} \in G_t$.
4. if Update teacher then
5. Update $\Theta$ by taking a gradient step for $L$.
6. Compute learning curriculum $g_m(s_i^{(L_k)}; \Theta)$ via the closed-form solution in Eq. 5.
7. end if
8. if Update student then
9. Update $\theta$ and $g(\cdot)$ by taking a gradient step for $\mathcal{F}(Y_t, h(\hat{X}^{(i)}_t, s^{(L_k)}_t, \theta))$.
10. Compute $\{\hat{X}^{(1)}_t, \ldots, \hat{X}^{(L)}_t\}$ via multi-scale encoder-decoder (Subsection 3.1).
11. end if
12. Augment the values of $\lambda_1$ and $\lambda_2$ by the ratio $\xi$.
13. end while

Algorithm 2 will return continuous values in $[0, 1]$, and the graph signals with the loss of $\mathcal{F}(Y_t, h(\hat{X}^{(i)}_t, s^{(L_k)}_t, \theta)) \leq \lambda_1 + \lambda_2$ will not be selected in pre-training. In practice, we gradually augment the value of $\lambda_1 + \lambda_2$ to enforce MentorGNN learning from the “easy” graph signals to the “hard” graph signals by mimicking the cognitive process of humans and animals [2]. The pseudo-code of MentorGNN is provided in Algorithm 1, which is designed in an alternative-updating fashion [53]. In each iteration, when we train the student model $h(\hat{X}^{(i)}_t, s^{(L_k)}_t, \theta)$, we keep $\Theta$ fixed and minimize the prediction loss $\mathcal{F}(Y_t, h(\hat{X}^{(i)}_t, s^{(L_k)}_t, \theta))$; when we train the teacher model $g_m(s^{(L_k)}_t; \Theta)$, we keep $\theta$ fixed and update the learning curriculum to be used by the student model in the next iteration; at last, we augment the value of $\lambda_1$ and $\lambda_2$ by the ratio $\xi$ for the next iteration.

3.3 Generalization Bound of MentorGNN

Given a source graph $G_s$ and a target graph $G_t$, what generalization performance can we achieve with MentorGNN in pre-training GNNs? Here, we present two approaches towards the generalization bound of MentorGNN in the presence of multiple types of graph signals at different granularities: one by a union bound argument and the other relying on the graph signal learning curriculum. Let $f_k(\cdot)$ be the true labeling function in $G_s$, and $f^{(L_k)}_k(\cdot)$ be the true labeling function for the $k$th type graph signals $s^{(L_k)}_t$ at the $l$th level of $G_t$.

One straightforward idea is to leverage the generalization error between $f_k(\cdot)$ and each $f^{(L_k)}_k(\cdot)$ by applying Theorem 1 $1 \times k$ times. Following this idea, we can obtain the following worst-case generalization bound of MentorGNN, which largely depends on the largest generalization error between $f_k(\cdot)$ and $f^{(L_k)}_k(\cdot)$.

**Corollary 1.** (Worst Case) Given $G_s$ and $G_t$, $f(\cdot)$ is the labeling function in $G_s$, and $f^{(L_k)}_k(\cdot)$ is the labeling function for the $k$th type graph signals $s^{(L_k)}_t$ at the $l$th level of granularity in $G_t$. Then, for any function class $\mathcal{H} \subseteq [0, 1]^X$, and $\forall h \in \mathcal{H}$, the following inequality holds:

$$
\epsilon_l(h) \leq \epsilon_s(h) + d_H(G_s, G_t) + \max_{l_k} \{\min_{l_k} \{\mathbb{E}_{G_s}[|f_l - f^{(L_k)}_l|], \mathbb{E}_{G_t}[|f_l - f^{(L_k)}_l|]\}\} \quad (6)
$$

The worst-case generalization bound shown in Corollary 1 could be pessimistic in practice, especially when the graphs are large and noisy. However, extensive work [21, 22, 46] has empirically shown that leveraging multiple types of graph signals often leads to improved performance in many application domains, even in the presence of noisy data and irrelevant features. The key observation is that the information from multiple types of graph signals...
We evaluate the performance of MentorGNN on both synthetic and real graphs in the following aspects:

- **Effectiveness:** We report comparison results with a diverse set of baseline methods, including state-of-the-art GNNs, graph pre-training models, and transfer learning models, in the single-source graph transfer and the multi-source graph transfer settings.

- **Case study:** We conduct a case study to study the generalization performance of MentorGNN in the dynamic protein-protein interaction graphs.

- **Parameter sensitivity and scalability analysis:** We study the parameter sensitivity and the scalability of MentorGNN on both synthetic and real graphs.

### 4.1 Experimental Setup

**Data sets:** Cora [41] data set is a citation network consisting of 2,708 scientific publications and 5,429 edges. Each edge in the graph represents the citation from one paper to another. CiteSeer [41] is a citation network consisting of 2,708 scientific publications and 5,429 edges. CiteSeerX [41] is a citation network consisting of 2,708 scientific publications and 5,429 edges. CiteSeerX [41] is a citation network consisting of 2,708 scientific publications and 5,429 edges. PubMed [45] is a diabetes data set, which consists of 19,717 scientific publications in three classes and 88,651 edges. The Reddit [18] data set was extracted from Reddit posts in September 2014. After pre-processing, three Reddit graphs are extracted and denoted as Reddit1, Reddit2, and Reddit3, respectively. Reddit1 consists of 4,584 nodes and 19,460 edges; Reddit2 consists of 3,765 nodes and 30,494 edges; and Reddit3 consists of 4,329 nodes and 35,191 edges.

**Baselines:** We compare our method with the following baselines: (1) GCN [33]: graph convolutional network, which is directly trained and tested on the target graph; (2) GAT [55]: graph attention network, which is directly trained and tested on the target graph; (3) DGI [56]: deep graph infomax, which is directly trained and tested on the target graph; (4) GPA [20]: a policy network for transfer learning across graphs. Since GPA is designed for zero-shot setting, we fine-tune the pre-trained model with 100 iterations in the downstream tasks, and then make the final prediction; (5) UDA-GCN [59]: an unsupervised domain-adaptive graph convolutional network; (6) GPT-GNN [22]: a self-supervised attributed graph generative framework to pre-train a GNN by capturing both the structural and semantic properties of the graph; (7) Pretrain-GNN [21]: a self-supervised pre-training model that learns both local and global representations of each node; (8) MentorGNN-V: one variant of MentorGNN, which only considers node attributes as graph signals; and (9) MentorGNN-C: one variant of MentorGNN, which is designed without the curriculum learning module.

**Implementation details:** The data and code are available in the link. In the implementation of MentorGNN, we consider two types (K = 2) of graph signals, i.e., node attributes and edges, at L = 3 levels of granularity. The output dimension of the first level of granularity is 500, and the output dimension of the second level of granularity is 100. We use Adam [31] as the optimizer with a learning rate of 0.005 and a two-layer GAT [55] with a hidden layer of size 50 as our backbone structure. MentorGNN and its variants are trained for a maximum of 2000 episodes. The experiments are performed on a Windows machine with eight 3.8GHz Intel Cores and a single 16GB RTX 5000 GPU.

### 4.2 Single-Source Graph Transfer

In this subsection, we first consider the single-source graph transfer setting (following [20]), where we are given a single source graph (e.g., Cora [41], CiteSeer [41], and PubMed [45]) and a single target graph (e.g., Reddit1, Reddit2, Reddit3 [18]). Our goal is to pre-train GNNs across two graphs and then fine-tune the model to perform node classification on the target graph. We split the data set into training, validation, and test sets with the fixed ratio of 4:16:80%, respectively. Each experiment is repeated five times, and we report the average accuracy and the standard deviation of all methods across different data sets in Tables 2 - 4. Results reveal that our proposed method and its variants outperform all baselines. Specifically, we have the following observations: (1) compared with the traditional GNNs, e.g., GCN, GAT and DGI, our method and its variants can further boost the performance by utilizing the knowledge learned from both the source graph and the target graph; (2)
Table 2: Accuracy of node classification in the single-source graph transfer setting, from a single source graphs (Cora) to a single target graph (Reddit1 or Reddit2 or Reddit3).

| Method       | Cora → Reddit1 | Cora → Reddit2 | Cora → Reddit3 |
|--------------|----------------|----------------|----------------|
| GCN          | 0.8736 ± 0.0151| 0.8996 ± 0.0158| 0.8816 ± 0.0050|
| GAT          | 0.9420 ± 0.0154| 0.9241 ± 0.0094| 0.8985 ± 0.0088|
| DGI          | 0.7845 ± 0.0208| 0.9062 ± 0.0071| 0.8388 ± 0.0098|
| GPA          | 0.7011 ± 0.0116| 0.7197 ± 0.0053| 0.7271 ± 0.0063|
| UDA-GCN      | 0.9323 ± 0.0106| 0.9378 ± 0.0079| 0.9528 ± 0.0058|
| GPT-GNN      | 0.9570 ± 0.0097| 0.9614 ± 0.0065| 0.9548 ± 0.0092|
| Pretrain-GNN | 0.9484 ± 0.0105| 0.9351 ± 0.0100| 0.9574 ± 0.0090|
| MentorGNN-V  | 0.9448 ± 0.0131| 0.9584 ± 0.0045| 0.9454 ± 0.0071|
| MentorGNN-C  | 0.9508 ± 0.0097| 0.9640 ± 0.0060| 0.9655 ± 0.0072|
| MentorGNN    | 0.9562 ± 0.0059| 0.9815 ± 0.0053| 0.9741 ± 0.0046|

Table 3: Accuracy of node classification in the single-source graph transfer setting, from a single source graphs (CiteSeer) to a single target graph (Reddit1 or Reddit2 or Reddit3).

| Method       | CiteSeer → Reddit1 | CiteSeer → Reddit2 | CiteSeer → Reddit3 |
|--------------|---------------------|---------------------|---------------------|
| GCN          | 0.8736 ± 0.0151     | 0.8996 ± 0.0158     | 0.8816 ± 0.0050     |
| GAT          | 0.9420 ± 0.0154     | 0.9241 ± 0.0094     | 0.8985 ± 0.0088     |
| DGI          | 0.7845 ± 0.0208     | 0.9062 ± 0.0071     | 0.8388 ± 0.0098     |
| GPA          | 0.6932 ± 0.0105     | 0.7162 ± 0.0055     | 0.7273 ± 0.0065     |
| UDA-GCN      | 0.9027 ± 0.0082     | 0.9540 ± 0.0092     | 0.9610 ± 0.0131     |
| GPT-GNN      | 0.9544 ± 0.0078     | 0.9528 ± 0.0068     | 0.9541 ± 0.0100     |
| Pretrain-GNN | 0.9386 ± 0.0084     | 0.9488 ± 0.0098     | 0.9581 ± 0.0113     |
| MentorGNN-V  | 0.9589 ± 0.0043     | 0.9637 ± 0.0072     | 0.9763 ± 0.0034     |
| MentorGNN-C  | 0.9521 ± 0.0091     | 0.9646 ± 0.0064     | 0.9779 ± 0.0045     |
| MentorGNN    | 0.9617 ± 0.0028     | 0.9834 ± 0.0048     | 0.9806 ± 0.0026     |

Table 4: Accuracy of node classification in the single-source graph transfer setting, from a single source graphs (PubMed) to a single target graph (Reddit1 or Reddit2 or Reddit3).

| Method       | PubMed → Reddit1 | PubMed → Reddit2 | PubMed → Reddit3 |
|--------------|-------------------|------------------|------------------|
| GCN          | 0.8736 ± 0.0151   | 0.8996 ± 0.0158   | 0.8816 ± 0.0050   |
| GAT          | 0.9420 ± 0.0154   | 0.9241 ± 0.0094   | 0.8985 ± 0.0088   |
| DGI          | 0.7845 ± 0.0208   | 0.9062 ± 0.0071   | 0.8388 ± 0.0098   |
| GPA          | 0.6907 ± 0.0114   | 0.7146 ± 0.0059   | 0.7210 ± 0.0103   |
| UDA-GCN      | 0.9381 ± 0.0064   | 0.9460 ± 0.0333   | 0.9506 ± 0.0099   |
| GPT-GNN      | 0.9582 ± 0.0087   | 0.9546 ± 0.0060   | 0.9553 ± 0.0063   |
| Pretrain-GNN | 0.9405 ± 0.0059   | 0.9625 ± 0.0131   | 0.9566 ± 0.0088   |
| MentorGNN-V  | 0.9574 ± 0.0129   | 0.9761 ± 0.0059   | 0.9454 ± 0.0071   |
| MentorGNN-C  | 0.9602 ± 0.0028   | 0.9749 ± 0.0043   | 0.9734 ± 0.0104   |
| MentorGNN    | 0.9575 ± 0.0072   | 0.9839 ± 0.0025   | 0.9785 ± 0.0050   |

Table 5: Accuracy of node classification in the setting of multi-source graph transfer, from multiple source graphs (Cora, CiteSeer, and PubMed) to a single target graph (Reddit1 or Reddit2 or Reddit3).

| Method       | Reddit1 | Reddit2 | Reddit3 |
|--------------|---------|---------|---------|
| GCN          | 0.8736 ± 0.0151| 0.8996 ± 0.0158| 0.8816 ± 0.0050|
| GAT          | 0.9420 ± 0.0154| 0.9241 ± 0.0094| 0.8985 ± 0.0088|
| DGI          | 0.7845 ± 0.0208| 0.9062 ± 0.0071| 0.8388 ± 0.0098|
| GPA          | 0.7053 ± 0.0091| 0.7193 ± 0.0027| 0.7308 ± 0.0033|
| UDA-GCN-V    | 0.9586 ± 0.0054| 0.9848 ± 0.0033| 0.9801 ± 0.0024|
| MentorGNN-V  | 0.9634 ± 0.0055| 0.9844 ± 0.0045| 0.9795 ± 0.0051|
| MentorGNN    | 0.9621 ± 0.0015| 0.9857 ± 0.0020| 0.9811 ± 0.0025|
the performance of GPA is worse than GCN, GAT and DGI. One conjecture is that the performance of GPA largely suffers from the label scarcity issue in our setting. In particular, the results of GPA in [20] require 67% labeled samples for training on Reddit1, while we are only given 4% labeled samples of Reddit1 for training. (3) UDA-GCN, GPT-GNN and Pretrain-GNN outperform the traditional GNNs in most cases, which implies that these pre-training algorithms indeed transfer the useful knowledge from the source graph and thus boost the performance of node classification in the target graph; (4) compared with the pre-training algorithms (UDA-GCN, GPT-GNN and Pretrain-GNN), MentorGNN further boosts the performance by more than 3% in the setting of CiteSeer → Reddit2. (5) compared with MentorGNN-V which discards the link signal, MentorGNN could further improve the performance by up to 3.31% by utilizing the structural information of the graph; and (6) compared with MentorGNN-C which does not utilize the curriculum learning, MentorGNN boosts the performance by up to 1.88% in the setting of CiteSeer → Reddit2. Overall, the comparison experiments verify the fact that MentorGNN largely alleviates the impact of negative transfer and improves the generalization performance across all data sets.

### 4.3 Multi-Source Graph Transfer

In this subsection, we evaluate our proposed model MentorGNN in the multi-Source graph transfer setting, where multiple source graphs are given for pre-training GNNs. In our experiments, we use three source citation networks (i.e., Cora, CiteSeer, and PubMed) as the source graphs, and our goal is to transfer the knowledge extracted from multiple source graphs to improve the performance of the node classification task on a single target graph (e.g., Reddit1, Reddit 2, Reddit 3). Similar to the single-source graph transfer setting, we use the same data split scheme to generate the training set, the validation set, and the test set. The full results in terms of prediction accuracy and standard deviation over five runs are reported in Table 5. Note that some of our baseline graph pre-training methods (i.e., UDA-GCN, GPT-GNN, Pretrain-GNN) are not designed for the multi-source graph transfer setting. Thus, we exclude them from Table 5. In general, our proposed method and its variants outperform all the baselines. Moreover, by combining the results (Table 2 - 4) in the single source-graph setting, it is interesting to see that the performances of GPA and MentorGNN are both slightly improved when we leverage multiple source graphs simultaneously. For instance, when we consider the Reddit1 as the target graph, the accuracy of GPA and our method is improved by 0.42% and 0.72% respectively compared with the single-source graph transfer setting (i.e., Cora → Reddit1).

### 4.4 Case Study: Metabolic Pattern Modeling on Protein-Protein Interaction Graph

Protein analysis is of great significance in many biological applications [57]. In this case study, we aim to apply MentorGNN to study and capture the metabolic patterns of yeast cells in the dynamic setting. To be specific, given a dynamic protein-protein interaction (PPI) graph, e.g., DPPIN-Breitkreutz [11], it consists of five snapshots $\mathcal{G} = \{\mathcal{G}^1, \ldots, \mathcal{G}^5\}$. Each node represents a protein, and each timestamped edge stands for the interaction between two proteins.

In order to train MentorGNN, we use the past snapshot as the source graph and the future snapshot as the target graph. The five snapshots naturally form four pairs of (source graph, target graph) in the chronological order, i.e., $(\mathcal{G}^1, \mathcal{G}^2), (\mathcal{G}^2, \mathcal{G}^3), (\mathcal{G}^3, \mathcal{G}^4), (\mathcal{G}^4, \mathcal{G}^5)$. In our implementation, we treat the first three pairs as the training set and use the remaining one for testing. After obtaining the knowledge transfer function $g(\cdot)$ via MentorGNN, we aim to reconstruct the last snapshot $\mathcal{G}^5$ by adapting from $\mathcal{G}^4$. Figure 3 shows the synthetic $\mathcal{G}^5$ generated by MentorGNN using different portions of the training set as well as the ground-truth $\mathcal{G}^5$. In detail, Figure 3(a)-(c) show the generated $\mathcal{G}^5$ by learning from $(\mathcal{G}^1, \mathcal{G}^2), (\mathcal{G}^1, \mathcal{G}^3), (\mathcal{G}^1, \mathcal{G}^4)$, respectively; and (d) shows the ground network layout of the ground-truth $\mathcal{G}^5$.

In general, we observe that Figure 3(c) is most similar to the ground-truth in Figure 3(d). Figure 3(b) is the next, and Figure 3(a) is the least similar one. Through this comparison, we know that our MentorGNN captures the temporal evolution pattern, and the generated molecule graphs are more trustworthy given more temporal information.

### 4.5 Parameter Sensitivity Analysis

In this subsection, we study the impact of the learning thresholds $\lambda_1$ and $\lambda_2$ on MentorGNN. In Figure 4, we conduct the case study in the single-source graph transfer setting of Cora → Reddit2. Particularly, we report the training accuracy and the test accuracy of our model with a diverse range of $\lambda_1$ and $\lambda_2$. In general, we observe that: (1) the model often achieves the best training accuracy and test accuracy when $\lambda_2 = 1$; and (2) given a fixed $\lambda_2$, both the training accuracy and test accuracy are improved with increasing $\lambda_1$. It is because the learned teacher model enforces the pre-trained GNNs to learn from the “easy concepts” (i.e., small $\lambda_1$) to the “hard concepts”
(i.e., large $\lambda_1$). In this way, the pre-trained GNNs encode more and more informative graph signals in the learned graph representation and thus achieve better performance.

![Figure 4: Parameter analysis w.r.t. the learning thresholds $\lambda_1$ and $\lambda_2$ on Cora $\rightarrow$ Reddit2.](image)

**4.6 Scalability Analysis**

In this subsection, we study the scalability of MENTORGNN in the setting of single-source graph transfer, where the source graph is Cora while the target graphs are a collection of synthetic graphs with an increasing number of nodes. To control the size of the target graphs, we generate the synthetic target graphs via ER algorithm [7]. In Figure 5, we present the running time of MENTORGNN with the different number of layers (L = 2, 3, 4) over the increasing number of nodes in the target graphs. All the results reported in Figure 5 are based on 1000 training epochs. In general, we observe that 1) the complexity of the proposed method is roughly quadratic w.r.t. the number of nodes, and 2) the running time only slightly increases when we increase the number of layers in MENTORGNN.

![Figure 5: Scalability analysis.](image)

**5 RELATED WORK**

In this section, we briefly review the related works in the context of pre-training strategies for graphs and domain adaptation.

**Pre-Training Strategies for Graphs.** To tackle the label scarcity in graph representation learning, pre-training strategies for GNNs have been proposed [14, 21, 22, 25, 28, 39, 42, 46, 47, 52]. The core idea is to capture the generic graph information across different tasks, and transfer it to the target task to reduce the required amount of labeled data and domain-specific features. Some recent methods effectively extract knowledge at the level of both individual nodes and the entire graphs via various techniques, including contrastive predictive coding [9, 27, 29, 30, 36, 67–69], context prediction [22, 46], and mutual information maximization [26, 46, 50]. To be specific, in [21], the authors design three topology-based tasks for pre-training GNNs to learn the transferable structural information, (i.e., node-level pre-training, subgraph-level pre-training, graph-level pre-training); [21] propose a pre-training framework for GNNs by combining the self-supervised pre-training strategy on the node level (i.e., neighborhood prediction and attributes masking) and the supervised pre-training strategy on the graph level (i.e., graph property prediction). However, the current pre-training strategies often lack the capability of domain adaptation, thus limiting their ability to leverage valuable information from other data sources. In this paper, we propose a novel method named MENTORGNN that enables pre-training GNNs across graphs and domains.

**6 CONCLUSION**

Pre-training deep learning models is of key importance in many graph mining tasks. In this paper, we study a novel problem named domain-adaptive graph pre-training, which aims to pre-train GNNs from diverse graph signals across disparate graphs. To address this problem, we present an end-to-end framework named MENTORGNN, which 1) automatically learns a knowledge transfer function and 2) generates a domain-adaptive curriculum for pre-training GNNs from the source graph to the target graph. We also propose a new generalization bound for MENTORGNN in the domain-adaptive pre-training. Extensive empirical results show that the pre-trained GNNs under MENTORGNN with fine-tuning using a few labels achieve significant improvements in the settings of single-source graph transfer and multi-source graph transfer.
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