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Abstract

It has been previously observed that variational autoencoders tend to ignore the latent code when combined with a decoding distribution that is too flexible. This undermines the purpose of unsupervised representation learning. We identify the reason for this short-coming in the regularization term used in the ELBO criterion to match the variational posterior to the latent prior distribution. We show that removing this regularization term leads to a model that can still discover meaningful latent features. Even though ancestral sampling is no longer tractable, sampling is possible using a Markov chain. Furthermore, we propose a class of training criteria that use alternative divergences for the regularization term, generalizing the standard ELBO which employs KL divergence. These models can discover meaningful latent features and allow for tractable ancestral sampling. In particular, we propose an alternative based on Maximum Mean Discrepancy (MMD) that is simple to implement, robust, and has similar or better performance in every quantitative and qualitative metric we experimented on.

1 Introduction

Variational autoencoders [14, 12, 17] have shown great promise in modeling complex distributions such as natural images and text. These are directed graphical models which represent the joint distribution between the data and a set of hidden variables (features) capturing latent factors of variation. The joint is factored as the product of a prior over the latent variables and a conditional distribution of the visible variables given the latent ones. Typically, this conditional distribution is chosen to be simple, such as a parameterized Gaussian [14, 28], or a fully factored discrete distribution [23]. While these approaches are highly effective on relatively simple datasets such as MNIST, they do not work well on more complex datasets such as LSUN or ImageNet [34, 29]. In particular, they typically fail by producing very blurry images that lack detail. This is mostly attributed to over-simplicity of the conditional distribution [6, 19].

Autoregressive density estimators [33, 32], on the other hand, have been shown to perform very well on complex dataset such as ImageNet. However, autoregressive density estimators such as PixelRNN/PixelCNN do not explicitly include latent variables designed to capture meaningful latent features, which is often the main purpose of unsupervised learning. A promising line of research is to combine the two models to achieve the best of both worlds, where an autoregressive density estimator serves as a highly expressive conditional distribution for a latent variable variational autoencoder-style model [9]. However, as first observed in [5], these models have some shortcomings. If the conditional distribution model is sufficiently expressive, the latent code is ignored. That is, the model only uses the conditional distribution component to model the data, effectively ignoring the latent variables. The solution proposed in [5] is to restrict the conditional distribution so that we are forced to use the additional representational power provided by the latent variables. However, it is difficult to limit the capacity of the conditional distribution in a principled way.

In this paper, we propose a novel solution to this problem by designing new training objectives for autoencoding latent variable models. First, we observe that the key reason variational autoencoders
ignore the latent features lies in the evidence lower bound (ELBO) training criterion. We introduce a related objective and demonstrate both theoretically and empirically that by optimizing it the resulting model maximizes the mutual information between the data and the hidden variables. Although the objective function is no longer a lower bound on the marginal likelihood (unlike the ELBO), we demonstrate that the resulting model recovers the data distribution under ideal optimization. The price to pay is that we can no longer sample ancestrally from the model as in a traditional ELBO-VAE, however, we show how to sample from a suitable Markov chain.

As a second contribution, we study how to maintain the property of maximizing latent feature usage without losing other desirable properties of ELBO-VAEs, such as the availability of ancestral sampling. We propose a family of training criteria that can theoretically achieve this goal using alternative approaches for measuring the divergence between two distributions compared to standard KL divergence. We also show experimentally that one choice, MMD-VAE based on maximum-mean discrepancy, performs on par or better than ELBO-VAE in almost every metric of model performance, such as log likelihood, sample quality, etc. Furthermore MMD-VAE learns meaningful latent features with good semi-supervised learning performance, while ELBO-VAE performs no better than random when the conditional distribution is sufficiently flexible.

2 Variational Autoencoders and the Information Preference Property

A latent variable generative model defines a joint distribution between a feature space \( z \in \mathcal{Z} \), and the input space \( x \in \mathcal{X} \). Usually we assume a simple prior distribution \( p(z) \) over features, such as Gaussian or uniform, and model the data distribution with a complex conditional distribution \( p_\theta(x|z) \), where \( p_\theta(x|z) \) is implemented by a neural network parameterized by \( \theta \). The model is usually trained by maximum likelihood

\[
E_{p_{data}(x)}[\log p_\theta(x)] = E_{p_{data}(x)}[\log E_{p(z)}[p_\theta(x|z)]]
\]

However direct optimization of the likelihood is intractable because computing \( p_\theta(x) = \int p_\theta(x|z)p(z)dz \) requires integration over \( \mathcal{Z} \). A classic approach \cite{14} is to define a parameterized inference distribution \( q_\phi(z|x) \) and jointly optimize a variational lower bound to the log likelihood

\[
\mathcal{L}^{ELBO} = -KL(q_\phi(z|x)||p(z)) + E_{q_\phi(z|x)}[\log p_\theta(x|z)] \leq \log p_\theta(x)
\]

The ELBO has a very intuitive interpretation: the first term is a regularization that encourages the posterior \( q_\phi(z|x) \) to match the prior \( p(z) \), and the second term is the reconstruction error in a probabilistic autoencoder.

It has been observed that if the conditional distribution \( p_\theta(x|z) \) is a simple distribution such as a Gaussian family \cite{14,12}, optimizing \( \mathcal{L}^{ELBO} \) on a complex dataset such as ImageNet results in a poor generative model. One way to remedy this is to use an expressive distribution family, such as PixelRNN/ PixelCNN \cite{33,9}. However, although such models can generate higher quality samples on complex datasets, this approach suffers from a new problem: it tends to neglect the latent code altogether. That is, the mutual information under \( p_\theta \) and \( q_\phi \) between \( z \) and \( x \) becomes vanishingly small. This means that for all \( z \in \mathcal{Z}, p_\theta(x|z) \) is the same distribution and the latent code is not used. This is undesirable because a major goal of unsupervised learning is to learn meaningful latent features.

This effect, which we shall refer to as the information preference problem, was first formally studied in \cite{5}, which uses a bits-back coding argument to show that ignoring the latent code can lead to the most concise encoding scheme. Here we provide an alternative interpretation, which will shed light on a novel solution to solve this problem.

An equivalent way to write the ELBO criteria is as the sum of two divergences \cite{14}:

\[
\mathcal{L}^{ELBO} = -KL(p_{data}(x)||p_\theta(x)) - E_{p_{data}(x)}[KL(q_\phi(z|x)||p_\theta(z|x))] \leq 0
\]

Suppose the distribution family for \( p_\theta(x|z) \) is sufficiently flexible, so that there is a member \( p^* \) in the conditional distribution family that already satisfies \( KL(p_{data}(x)||p^*(x)) = 0 \). Then we can let \( p_\theta(x|z) = p^*(x) \) for all \( z \in \mathcal{Z} \). Now the marginal \( p_\theta(x) = p^*(x) \), hence the first term is 0. In addition, if the second divergence is 0, then this is the best ELBO we can achieve. The second divergence is 0 when the latent code \( z \) is completely non-informative, i.e., by making \( z \) and
\(x\) independent under both \(p_\theta\) and \(q_\phi\), so that \(p_\theta(z|x) = p(z),\ q_\phi(z|x) = p(z)\). There is no incentive for the model to learn otherwise, undermining our purpose of learning a latent variable model.

Due to this inherent limitation of the ELBO criterion, we would like to find an alternative tractable surrogate for the intractable log likelihood. In particular, we propose two types of models:

1) If the goal is to model the data distribution and learn meaningful latent features, then we can simply remove the regularization term \(KL(q_\phi(z|x)||p(z))\) from (1). We shall show in Section 2 that under ideal conditions we will still learn the data distribution, and the model will be incentivized to maximize the mutual information between input \(x\) and latent features \(z\) under both \(p_\theta\) and \(q_\phi\). However, by doing so we lose some of the desirable properties of ELBO, such as the possibility of cheaply generating samples via tractable ancestral sampling.

2) We propose InfoVAE in Section 3, which utilizes alternative notions of divergence beyond KL divergence, thus maximizing latent code usage while maintaining the desirable properties of the ELBO criterion. We show that InfoVAE performs as well as or better than ELBO-VAE under several metrics.

### 3 Probabilistic Autoencoder

In this section, we will show that the information preference problem is caused by the regularization term \(KL(q_\phi(z|x)||p(z))\), and is specific to the ELBO objective. In fact if we remove the regularization term, that is, we optimize only over the reconstruction error term in the ELBO objective,

\[
\mathcal{L}_{AE} = E_{q_\phi(z|x)}[\log p_\theta(x|z)],
\]

the model will prefer to maximize mutual information between \(x\) and \(z\). Furthermore we can still learn the data distribution \(p_{data}\) and sample from the model using a Markov chain, as shown in the following Proposition

**Proposition 1.** For any \(q_\phi\), if \(\mathcal{L}_{AE}\) is optimized over \(\theta\) for sufficiently large distribution families \(\{p_\theta, \theta \in \Theta\}\), then

1. The following Markov chain converges to \(p_{data}(x)\) if it is ergodic.

\[
x^{(t+1)} \sim p_\theta(x|z^{(t)}), \quad z^{(t)} \sim q_\phi(z|x^{(t)})
\]

2. \(\mathcal{L}_{AE} = I_{q_\phi}(x;z) - H_{p_{data}}(x)\), where \(I_{q_\phi}\) is mutual information under \(q_\phi\) and \(H_{p_{data}}\) is entropy under \(p_{data}\).

The proof is provided in the Appendix. According to Proposition 1, for any \(q_\phi\) the optimal value of \(\mathcal{L}_{AE}\) over \(\theta\) satisfies \(\mathcal{L}_{AE} \propto I_{q_\phi}(x,z)\), which means that if we optimize \(\mathcal{L}_{AE}\) over \(\theta\) and \(\phi\) jointly, it will maximize \(I_{q_\phi}(x,z)\). We gain this desirable property by giving up the ability to sample ancestrally from the model. That is, \(p(z)p_\theta(x|z)\) is no longer a correct generative model for \(p_{data}(x)\). However we can still sample from \(p_{data}(x)\) using the Markov chain described in Proposition 1.

A similar model from the perspective of denoising autoencoders has been proposed in [3][11] and from the perspective of modeling properties of human visual learning in [11]. However this paper makes two novel observations, which demonstrate that these models are preferable in certain scenarios compared to ELBO autoencoders.

1) Probabilistic autoencoders prefer to maximize mutual information, making them useful when we need to learn features for downstream tasks such as semi-supervised learning. Note this is different from the warm-up strategy proposed in [13][4], which reduces the regularization term only initially. We observe that the warm-up strategy allows for easier optimization, but does not avoid the information preference problem. The mutual information drops whenever we increase the weight of the regularization term, regardless of the stage of optimization we are in.

2) We demonstrate empirically that samples from the model are on par with, if not superior to, a VAE trained on the ELBO criterion (ELBO-VAE) with identical architecture. The Markov chain in Proposition 1 also converges reasonably fast.
3.1 Experiments

We illustrate this on a model that uses PixelCNN \cite{31, 33, 32, 9} as \( p_\theta(x | z) \). More details on the architectures, hyper-parameters and experimental setting are provided in the appendix.

The results are shown in Figure 1 and Figure 2. On both MNIST and CIFAR, we can generate high quality samples (middle column) with or without regularization using the Markov chain (3). As expected, only ELBO VAE produces high quality samples (left column) with ancestral sampling \( p(z)p_\theta(x | z) \). However, the mutual information \( I_q(x ; z) \) between data and latent code is minimized with the ELBO criterion as shown in the top-right plot in Figure 1 and 2. In fact, mutual information is driven to zero in Figure 1 (green line), indicating that the latent code is completely ignored. On the other hand, using the \( \mathcal{L}_{AE} \) objective we achieve high mutual information, as shown in the bottom-right plot of Figure 1 and 2.

In addition, we also show that the latent features learned using the \( \mathcal{L}_{AE} \) objective are useful for semi-supervised learning. The results are shown in Figure 3(E). ELBO completely fails in this task and performs no better than random guessing (as expected, given that the mutual information with the data is close to zero), while the \( \mathcal{L}_{AE} \) objective achieves good semi-supervised performance, and compares favorably to all regularized methods considered in this paper.

Figure 1: Mutual information vs sample quality for VAE with PixelCNN as family \( \mathcal{P} \). Top row: Pixel VAE optimized on ELBO bound. Bottom row: Pixel VAE optimized without regularization. Left Column: Ancestral Samples. Middle Column: Markov chain samples. Right Column: Plot of estimated mutual information and log likelihood. For ELBO ancestral sampling \( p(z)p_\theta(x | z) \) produces similar quality samples as Markov chain. For probabilistic autoencoders ancestral sampling produces nonsensical samples with ancestral sampling, while Markov chain produces samples of similar quality as ELBO. Right: evolution of estimated mutual information and per-pixel negative log likelihood loss. For ELBO, mutual information is driven to zero, indicating unused latent code, while without regularization large mutual information is preferred. Details on the mutual information computation are in the Appendix.

Figure 2: Experiment on CIFAR with PixelCNN. The meaning of the plots is identical to Figure 1. The only difference is that CIFAR is too complex for our PixelCNN model to directly model the data, so the latent code is used in both cases. In both cases the mutual information is too difficult to directly estimate. Therefore we plot \( KL(q(z|x)||p(z)) \) instead.
4 Information Maximizing VAE

Optimizing the $L_{AE}$ objective preserves the mutual information between input and latent features. However, it no longer allows for ancestral sampling. In this section we introduce a family of training objectives that will allow for ancestral sampling, while preserving the information preference property. To begin discussion we first define what we actually want in an optimization criterion.

**Definition 1.** An optimization criterion is unbiased if when it is globally optimized for sufficiently large distribution families $\{p_0, \theta \in \Theta\}$ and $\{q_\phi, \phi \in \Phi\}$, we have $\forall x, \int z p_\theta(x|z)p(z)dz = p_{data}(x)$, and $\forall x, q_\phi(z|x) = p_\theta(z|x)$.

In fact we only need to add a constraint to the original $L_{AE}$ criterion in Eq. 2 to satisfy the above condition, as shown in the following proposition which we prove in the Appendix.

**Proposition 2.** For any divergence $D(q||p)$ such that $D(q||p) = 0$ iff $p = q$, $L_{AE}$ defined in Eq. 3 subject to $D(q_\phi(z)||p(z)) = 0$ is an unbiased optimization criterion.

Furthermore from Proposition 1 we can see that this criterion also maximizes mutual information between $x$ and $z$, except that it has to do so under the constraint that $D(q_\phi(z)||p(z)) = 0$. We can implement this with the following optimization criterion

$$L_{IVAE} = -\lambda D(q_\phi(z)||p(z)) + E_{q_\phi(z,x)}[\log p_\theta(x|z)]$$

In the most general case this criterion will only be unbiased if $\lambda \rightarrow \infty$. However, in practice, for all the models we experimented on, choosing a $\lambda$ so that the regularization term is on the same order of magnitude as the log likelihood term works well.

A special case has been previously proposed in [22], where $D$ is chosen to be the Jensen Shannon divergence approximated with an adversarial discriminator. Here we make the novel observation that such models are useful in learning informative latent features. Furthermore we propose alternatives that are more stable and perform better in our experiments.

4.1 Different Types of Divergences

4.1.1 Adversarial Training

Adversarial autoencoders (AAE) proposed in [22] use an adversarial discriminator to approximately minimize the Jensen-Shannon divergence between $q_\phi(z)$ and $p(z)$. The approach can be generalized to other $f$-divergences using the method proposed in [24]. However, when $p(z)$ is a simple distribution such as Gaussian, there are preferable alternatives. In fact, adversarial training can be unstable and slow even when we apply recent techniques for stabilizing GAN training [22] [10].

4.1.2 Stein Variational Gradient

The Stein variational gradient [21] is a simple and effective framework for matching a distribution $q$ to $p$ by descending the variational gradient of $KL(q(z)||p(z))$. Let $q(z)$ be some distribution on $\mathcal{Z}$, $\epsilon$ be a small step size, $k$ be a positive definite kernel function, and $\phi(z)$ be a function $\mathcal{Z} \rightarrow \mathcal{Z}$. Then $T(z) = z + \epsilon \phi(z)$ defines a transformation, and this transformation induces a new distribution $q_{T(z)}(z')$ on $\mathcal{Z}$ where $z' = T(z), z \sim q(z)$. Then the $\phi^*$ that minimizes $KL(q_{T(z)}(z)||p(z))$, as $\epsilon \rightarrow 0$ is

$$\phi^*_{q,p}(\cdot) = E_{z \sim q}[k(z, \cdot)\nabla_z \log p(z) + \nabla_z k(z, \cdot)]$$

as shown in Lemma 3.2 in [21]. Intuitively $\phi^*_{q,p}$ is the steepest direction that transforms $q(z)$ towards $p(z)$. In practice, $q(z)$ can be represented by the particles in a mini-batch.

We propose to use Stein variational gradient to regularize variational autoencoders using the following process. For a mini-batch $x$, we compute the corresponding mini-batch features $z = q_\phi(x)$. Based on this mini-batch we compute the Stein gradients by empirical samples

$$\phi^*_{q_\phi,p}(z_i) \approx \frac{1}{n} \sum_{j=1}^{n} k(z_i, z_j)\nabla_{z_j} \log p(z_j) + \nabla_{z_j} k(z_j, z_i)$$

We can back-propagate this gradient to the model parameters by

$$\nabla_{\phi} KL(q_\phi(z)||p(z)) \approx \frac{1}{n} \sum_{i=1}^{n} \nabla_{\phi} q_\phi(z_i)^T \phi^*_{q_\phi,p}(z_i)$$
In practice we can define a surrogate loss

\[ \hat{D}(q_\phi(z), p(z)) = z^T \text{stop\_gradient}(\phi_{q_\phi}^*(z)) \]

where \text{stop\_gradient}(\cdot) indicates that this term is treated as a constant during back propagation. Note that this is not really a divergence, but simply a convenient loss function that we can implement using standard automatic differentiation software, whose gradient is the Stein variational gradient of the true KL divergence.

This is different from the Stein variational autoencoders proposed in [25], which uses the Stein variational gradient for posterior inference, that is, to minimize \( KL(q(z|x)||p(z|x)) \). Their model still suffers from the uninformative latent code problem.

4.1.3 Maximum-Mean Discrepancy

Maximum-Mean Discrepancy (MMD) [8, 20, 7] is a framework to quantify the distance between two distributions by comparing all of their moments. It can be efficiently implemented using the kernel trick. Letting \( k(\cdot, \cdot) \) be any positive definite kernel, the MMD distance between \( p \) and \( q \) is

\[ L_{MMD}(q, p) = E_{q(z), q(z')} [k(z, z')] + E_{p(z), p(z')} [k(z, z')] - 2E_{q(z), p(z')} [k(z, z')] \]

This has the desirable property that \( L_{MMD} = 0 \) if and only if \( p = q \). We can correspondingly derive the MMD-VAE criteria

\[ L_{MMD-VAE} = -\lambda L_{MMD}(q_\phi(z), p(z)) + E_{q(z|x)} [\log p(x|z)] \]

4.2 Experiments and Comparison

In this section, we perform extensive qualitative and quantitative experiments on the binarized MNIST dataset to evaluate the performance of different divergences. We also perform qualitative experiments on the more challenging CIFAR dataset [18].

In all our experiments, we choose the prior \( p(z) \) to be a Gaussian with zero mean and identity covariance, \( p_d(x|z) \) to be a PixelCNN conditioned on the latent code [32], and \( q_\phi(z|x) \) to be a CNN where the final layer outputs the mean and standard deviation of a factored Gaussian distribution. More information about experimental setup can be found in the Appendix.

4.2.1 Quantitative Evaluation

1) Match of \( q_\phi(z) \) with \( p(z) \): To measure how well \( q_\phi(z) \) approximates \( p(z) \), we use two numerical metrics. The first is the MMD statistic over the full data. Even though MMD is also used during training of MMD-VAE, it is too expensive to train using the full dataset, so we only use mini-batches for training. However during evaluation we can use the full dataset to obtain more accurate estimates. The second is the log determinant of the covariance matrix of \( q_\phi(z) \), which can be estimated by \( N \) samples \( z_i \sim q_\phi(z) \) with \( \Sigma_{q_\phi} \approx \frac{1}{N-1} \sum_i (z_i - \bar{z}_i)(z_i - \bar{z}_i)^T \). Ideally when \( p(z) \) is the standard Gaussian \( \Sigma_{q_\phi} \) should be the identity matrix, so \( \log \det(\Sigma_{q_\phi}) = 0 \). In our experiments we plot the log determinant divided by the dimensionality of the latent space. This measures the average variance under/over estimation per dimension.

The results are plotted in Figure[3](A,B). MMD achieves the best performance overall. Even though ELBO achieves extremely low error, this is trivial because the ELBO latent code does not contain any information about \( x \), so \( q(z|x) = p(z) \) for all \( z \). Note that the performances of both MMD regularization and Stein regularization degrade as the latent code dimension increases. This is to be expected because when computing MMD and Stein variational gradients we use a fixed batch size of 100. It becomes inherently difficult to accurately estimate the distance between two distributions as dimensionality increases. Out of the two, MMD performance is more stable, where Stein has a strong tendency to under-estimate the entropy of the approximating distribution with increasing dimensionality, as shown by the dramatically decreasing determinant of the covariance matrix. Adversarial training, however, has consistent performance across all dimensionalities, as the trained discriminator “averages” over mini-batches.

2) Sample distribution: If the generative model \( p(z)p(x|z) \) has true marginal \( p_{data}(x) \), then the distribution of different object classes should also follow the distribution of classes in the original
We let $c$ denote the class distribution in the real dataset, and $\hat{c}$ denote the class distribution of the generated images, computed by a pretrained classifier. We use cross entropy loss $l_{ce}(c, \hat{c}) = -c^T(\log \hat{c} - \log c)$ to measure the deviation from the true class distribution. This is an informative measure because an incorrect distribution is highly unlikely to cause a classifier to generate correct label counts. Furthermore it is highly sensitive to missed or over/under-represented modes.

The results for this metric are plotted in Figure 3 (C). MMD is generally superior except when the latent code dimensionality is large.

3) **Training Speed and Stability:** In general we would prefer a model that is stable, trains quickly and requires little hyper-parameter tuning. In Figure 3 (D) we plot the change of MMD statistic vs. the number of iterations. In this respect, adversarial autoencoder becomes less desirable because it takes much longer to converge, and sometimes converges to poor results. We also find that adversarial autoencoders need more hyper-parameter tuning. For example, we need to set a sufficiently small learning rate for the discriminator to achieve stable convergence.

4) **Semi-supervised Learning:** We train a SVM directly on the learned features. State-of-the-art results have pushed the accuracy of 100 or 1000 sample semi-supervised learning to less than 1% [27]. Improving semi-supervised learning performance is a separate problem, so in this paper we use a simple baseline similar to M1+TSVM in [16], and use 1000 example semi-supervised performance as a approximate metric to verify the learning of informative and meaningful latent features.

The results are shown in Figure 3 (E). We observe that the unregularized autoencoder which optimizes $L_{AE}$ is superior when the latent dimension is low and MMD catches up when it is high. This is because regularized models have additional restrictions compared to unregularized models and often do not learn features that are as informative. Furthermore the latent code with the ELBO objective contains almost no information about the input, so the semi-supervised learning error rate is no better than random guessing.

5) **Log likelihood:** To be consistent with previous results, we use the stochastically binarized version first used in [30]. Estimation of log likelihood is achieved by importance sampling. Because accurate estimation by importance sampling is generally exponentially harder w.r.t. dimension of latent code, we use 5-dimensional latent features in our log likelihood experiments. The values are shown in Table 1. Our results are slightly worse than reported in PixelRNN [33], which achieves a log likelihood of 79.2. However, all the regularizations perform on-par or superior compared to our ELBO baseline. This is somewhat surprising because we do not explicitly optimize a lower bound to the true log likelihood, unless we are using the ELBO objective. However, note that all models are unbiased estimates of $p_{data}(x)$, so we can expect high log likelihood performance even if we do not optimize it directly. Furthermore, the less restrictive regularization we impose leads to increased model capacity, and a more effective use of latent code could be a useful inductive bias. Combined, these factors lead to improved log likelihood.

![Figure 3: Comparison of numerical performance. We evaluate MMD, log determinant of sample covariance, cross entropy with correct class distribution, and semi-supervised learning performance. For details about the meaning of these plots please refer to Section 4.2.1](image)

Figure 3: Comparison of numerical performance. We evaluate MMD, log determinant of sample covariance, cross entropy with correct class distribution, and semi-supervised learning performance. For details about the meaning of these plots please refer to Section 4.2.1
Table 1: Log likelihood estimates for different models

|                      | ELBO | MMD-VAE | Stein-VAE | Adversarial VAE |
|----------------------|------|---------|-----------|-----------------|
| Log likelihood estimate | 82.75 | 80.76   | 81.47     | 82.21           |

4.2.2 Qualitative Evaluation

Samples generated by different models are shown in Figure 4. We can see that when the latent code dimensionality is 10, ELBO, Stein and MMD achieve comparable sample quality, and adversarial autoencoders do not learn a $q_\phi(z)$ that covers the support of $p(z)$, as shown by our numerical evaluation of covariance log determinant. Therefore, we see some low quality samples that are generated from $z$ where $q_\phi(z)$ is small. This is because regions of the latent space where $q_\phi(z)$ is very small or zero are not trained by $\mathcal{L}_{AE} = E_{q(x,z)}[\log p(x|z)]$ to generate realistic samples.

When the latent feature has 40 dimensions, there is an obvious degradation in sample quality for Stein regularized VAE, consistent with our previous observation that Stein variational gradients does not scale as well as MMD or adversarial training when dimensionality increases.

We also learn to generate CIFAR images, and the results are shown in Figure 5. In all cases, the model accurately matches $q_\phi(z)$ with $p(z)$, and there is no notable difference in sample quality.

Figure 4: Ancestral sample generated by different models. Top: Generated samples when latent code $z$ is 10-dimensional. Bottom: Generated samples when latent code $z$ is 40-dimensional

Figure 5: CIFAR samples. We plots samples for ELBO, MMD, and Stein regularization, with 2 or 10 dimensional latent features. There is no notable difference in sample quality

5 Conclusion

We proposed two solutions to the information preference problem. The first is a probabilistic autoencoder, where we remove the regularization term in the ELBO criteria. This leads to a model that learns both the data distribution and meaningful latent features. The second is an entire family of variational autoencoders, all of which can learn the correct generative model under ideal conditions, while also learning informative latent features. In particular, we propose MMD-VAE as a replacement of ELBO. MMD-VAE achieves similar or better performance in every quantitative or qualitative metric we experimented on.
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A Proofs

Proof of Proposition[1] To prove statement 1, define \( q_\phi(x, z) = p_{data}(x)q_\phi(z|x) \), and correspondingly \( q_\phi(z) = \int_x q_\phi(x, z) dx \), and \( q_\phi(x|z) = q_\phi(x, z)/q_\phi(z) \). Because

\[
\mathcal{L}_{AE} = E_{q_\phi(z,x)}[\log p_\theta(x|z)] = E_{q_\phi(z)}E_{q_\phi(x|z)}[\log p_\theta(x|z)]
= E_{q_\phi(z)} \left[ -KL(q_\phi(x|z)||p_\theta(x|z)) + H_q_\phi(x|z) \right]
\]

Therefore for sufficiently expressive \( p_\theta(x|z) \), the \( p_\theta_\phi(x|z) \) that optimizes \( \mathcal{L}_{AE} \) satisfies \( \forall z, \)

\( p_\theta(x|z) = q_\phi(x|z) \). Under this condition the Markov chain is equivalent to

\[
x^{(t+1)} \sim q_\phi(x|x^{(t)}), \quad z^{(t)} \sim q_\phi(z|x^{(t)})
\]

which is Gibbs sampling on and converges to \( q_\phi(x, z) \). According to our definition of \( q_\phi(x, z) \) its marginal on \( x \) is \( p_{data}(x) \).

To prove statement 2, by our previous analysis, when \( \mathcal{L}_{AE} \) is optimized by \( \theta^* \)

\[
E_{q_\phi(x,z)}[\log p_{\theta^*}(x|z)] = E_{q_\phi(z)}E_{q_\phi(x|z)}[\log q_\phi(x|z)] = E_{q_\phi(z)}[-H_{q_\phi}(x|z)] = I_{q_\phi}(x; z) - H_{p_{data}}(x)
\]

Proof of Proposition[2] As shown in the proof of Proposition[1] optimizing \( \mathcal{L}_{AE} \) for any \( q_\phi \) with sufficiently expressive \( \{p_\theta, \theta \in \Theta \} \) leads to \( q_\phi(x|z) = p_\theta(x|z) \). If furthermore we have \( q_\phi(z) = p(z) \), then \( q_\phi(x, z) = p_\theta(x, z) \), which implies that both \( \int_x p_\theta(x, z) dz = \int_x q_\phi(x, z) dz = p_{data}(x) \) and \( q_\phi(z|x) = p_\theta(z|x) \).

B Experimental Setup

B.1 Model Architecture

For MNIST we use a simplified version of the conditional PixelCNN architecture [32]. For CIFAR we use the public implementation of PixelCNN++ [31]. In either case we use a convolutional encoder with the same architecture as [26] to generate the latent code, and plug this into the conditional input for both models. The entire model is trained end to end by Adam [15]. PixelCNN on ImageNet take about 10h to train to convergence on a single Titan X, and CIFAR take about two days to train to convergence. We will make the code public upon publication.

B.2 Estimating Mutual Information

In the experiments where we estimate mutual information, we use the following procedure. Because

\[
I_q(x, z) = H_q(z) - H_q(x|z) = E_{q(x,z)} \left[ \log \frac{q(z|x)}{q(z)} \right]
\]

We can estimate mutual information by obtaining \( M \) samples \( x_i, z_i \sim q(x, z) \), and

\[
\hat{I}_q(x, z) \approx \frac{1}{M} \sum_i \left[ \log \frac{q(z_i|x_i)}{1/M \sum_j q(z_j|x_j)} \right]
\]

This gives us good estimates unless the mutual information is large because the above estimation is upper bounded by \( \log M \)

\[
\hat{I}_q(x, z) \leq \log M
\]

This problem is not specific to our method of approximation. In fact, suppose the dataset has \( M \) samples, then true mutual information under the empirical data distribution is also upper bounded by

\[
I(x, z) = H(x) - H(x|z) \leq \log M
\]