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Abstract: A computational study is presented in which two strategies of ligand modifications have been explored to invert the relative energy of the metal-to-ligand charge transfer (MLCT) and metal-centered (MC) state in Fe(II)-polypyridyl complexes. Replacing the bipyridines by stronger σ donors increases the ligand-field strength and pushes the MC state to higher energy, while the use of ligands with a larger π conjugation leads to lower MLCT energies.
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1. Introduction

Fe(II) polypyridyl complexes have received a great deal of attention because they play a central role in the interpretation of the light induced excited state-spin trapping (LIESST) process [1–3]. The mechanism of the photo deactivation has been extensively studied both experimentally and theoretically [4–24]. After light irradiation, the system decays from the singlet metal-to-ligand charge transfer (1MLCT) state to the quintet metal-centred (5MC) high-spin (HS) state on a femtosecond time scale, making the Fe(II) complexes less useful for applications such as light-harvesting and photocatalysis. On the contrary, Ru(II) complexes have longer excited state lifetimes and do not end up in a metastable 5MC state. Moreover, these complexes are easily oxidised in the excited state and are therefore much better suited to be used as electron donating complex [25–28]. The drawback of these systems is the scarcity of Ru, making large scale applications extremely expensive. It is therefore desirable to reproduce the properties of the Ru(II) complexes with the much more abundant Fe. Ligand modification have been proposed and studied to increase the MLCT lifetime in Fe(II) complexes [24,29–35]. There are basically two strategies to achieve this goal: one is to create a stronger ligand field and push the MC states higher than the MLCT states; another idea is to expand the π-conjugation on the ligand, lowering the MLCT states. Both strategies have been explored here using different ligands coordinated to Fe(II). We will show that controlling the relative energy of charge transfer and ligand field states becomes an effective way to influence the excited states dynamics.

Figure 1 sketches the energy levels of the electronic states relevant to the relaxation of the excited state populated after the absorption of a photon by Ru(II)- and Fe(II)-trisbipyridine, which in both cases is the 1MLCT state. One electron is transferred from a non-bonding metal-d orbital of approximate t2g
symmetry to the lowest empty $\pi$ orbital on the ligand. Starting from a delocalised electron in the vertically excited state, it has been shown that the geometry of both complexes relaxes to a situation with the electron localised on one of the three bipyridine ligands. This accompanied by a small increase of the average metal–ligand distance as can be seen in Figure 1 by the displacement of the minimum on the MLCT curve towards larger distance with respect to the LS state. A second process that takes place at a very short time scale is the intersystem crossing (ISC) from $^1$MLCT to $^3$MLCT. The two states share the same electronic configuration, which makes the energy difference small (formally, just an interatomic exchange integral, typically of the order of 0.1 eV). As there is sizeable spin-orbit coupling between these states, the ISC takes place in less than 100 fs in both complexes.

Figure 1. Schematic representation of the relative energies of the low-spin (LS), high-spin (HS), metal-to-ligand charge-transfer (MLCT) and excited metal-centered (MC) states as function of symmetric expansion of the first coordination sphere in Ru(II)- and Fe(II)-trisbipyridine.

Because of the larger radial extension of the 4d orbitals, the bipyridine ligands exert a much larger ligand field in the Ru(II) complex than in the Fe(II) analogue. For this reason the $^3$MC state (with one electron transferred from the non-bonding $t_{2g}$-like orbital to an antibonding $e_g$-like orbital) lies at very high energy in the Ru(II) complex. In fact, it only becomes more stable than the $^3$MLCT state at Ru-ligand distances that are much longer than the equilibrium distance of the $^3$MLCT state and this crossing point will never be reached. Therefore, the system becomes trapped in the $^3$MLCT state and has been measured to have a lifetime on the order of $\mu$s [36,37]. The situation is completely different in Fe(II)-trisbipyridine. The smaller ligand-field lowers all the MC states to such extent that both the $^3$MC and $^5$MC are close in energy with the $^3$MLCT state near the minimum of latter. This favours a fast decay to the metastable HS state (lifetime of $\sim$650 ps) [38], either directly from $^3$MLCT to $^5$MC (HS); via the $^3$MC state, or a combination of both deactivation paths [12,13,16,20].

From this short outline, it is clear that increasing the $\sigma$-donating character (and hence a larger ligand field) or lowering the energy of the lowest ligand $\pi^*$ orbital can profoundly change the photophysics of the Fe(II) polypyridyl complexes, ideally reaching the energetic ordering of the Ru complexes, drawn on the left in Figure 1.

2. Enlarging the $\pi$ Conjugation

To investigate the effect of the size of the $\pi$-system on the MLCT energy we first calculated the lowest unoccupied molecular orbital (LUMO) energy of a series of six ligands similar to bipyridine of increasing size: (a) pyridine, (b) bipyridine, (c) terpyridine, (d) phenanthroline, (e) 2-(2-pyridyl)-1,10-phenanathroline,
(f) dipyrido-[4,3-b;5,6-b] acridine, depicted in Figure 2. Not unexpected, the smallest ligand (a) gives the highest orbital energy ($-0.047 \, E_h$). The isolated ligands (b), (c) and (d) have very similar $\pi^*$ orbital energies of $-0.071 \, E_h$, $-0.070 \, E_h$ and $-0.072 \, E_h$, respectively. The last two isolated ligands (e) and (f) with the largest $\pi$ system have the lowest energies $-0.082 \, E_h$ and $-0.088 \, E_h$, respectively. Contour plots of these orbitals can be found in the Supporting Information, Figure S1.
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**Figure 2.** Six ligands of increasing size used to lower the energy of the MLCT state in Fe(II) complexes. (a) pyridine, (b) bipyridine, (c) terpyridine, (d) phenantroline, (e) 2-(2-pyridyl)-1,10-phenanathroline, (f) dipyrido-[4,3-b;5,6-b] acridine.

With this tendency in mind, we have constructed six complexes with the same Fe(II)N$_6$ core structure using the ligands of Figure 2 to confirm that a larger $\pi$-conjugated system indeed leads to a lower MLCT energies. A ball-and-stick representation of the complexes is given in Figure 3 and the vertical excitation energies of the singlet and triplet MLCT and MC states are listed in Table 1.

| Complex | $^1$MLCT | $^3$MLCT | $^3$MC | $^1$MC |
|---------|----------|----------|-------|-------|
| a       | 2.96     | 2.81     | 1.11  | 2.02  |
| b       | 2.26     | 2.08     | 1.92  | 2.88  |
| c       | 2.29     | 1.98     | 1.99  | 2.76  |
| d       | 2.35     | 2.11     | 1.93  | 2.81  |
| e       | 2.18     | 1.88     | 1.80  | 2.61  |
| f       | 2.15     | 1.74     | 1.54  | 2.37  |

**Table 1.** Vertical excitation energies (in eV) of the six Fe(II) complexes with ligands of increasing size.

The influence of the enlargement of the size of the $\pi$-system on the $^3$MLCT states follows approximately the same tendency as the orbital energies. Complex a has the highest MLCT states. The group of complexes with the bidentate bipyridine and phenantroline ligands and the tridentate terpyridine ligand (all three with approximately the same orbital energy for the lowest unoccupied ligand $\pi$-orbital) have significantly lower MLCT energies and the two complexes with the largest conjugated $\pi$-system (complexes e and f) have indeed the lowest MLCT transition energies, 0.2 eV lower than in the complexes b, c and d.
Figure 3. Six Fe(II) complexes with increasing π-conjugation on the ligand. a = [Fe(py)$_6$]$^{2+}$, b = [Fe(bpy)$_3$]$^{2+}$, c = [Fe(terpy)$_2$]$^{2+}$, d = [Fe(phen)$_3$]$^{2+}$, e = [Fe(dipphen)$_2$]$^{2+}$, f = [Fe(acri)$_2$]$^{2+}$. py = pyridine; bpy = bipyridine; terpy = terpyridine; phen = phenantroline; diphen = 2-(2-pyridyl)-1,10-phenanathroline; acri = dipyrindo-[4,3-b;5,6-b] acridine.

Although this in itself is a promising result, we have also to take into account the trend in the $^3$MC state as function of the changing ligand. The low relative energy of the $^3$MC state in a is in line with the fact that pyridine is a weaker sigma donor than bipyridine, and as a matter of fact, the relative energy of the $^3$MC state of 1.11 eV is right in between the relative energy of 1.92 eV calculated for the $^3$MC state in [Fe(bpy)$_3$]$^{2+}$ (stronger sigma donor) and the 0.54 eV calculated for [Fe(H$_2$O)$_6$]$^{2+}$, a Fe(II) complex with a very weak sigma donating ligand. The relatively high MLCT energy and the low MC transition energy leads to a 1.70 eV gap between these two states, the largest observed in the series.

The vertical MLCT excitation energy of b, c and d is rather close to the $^3$MC energy, and becomes degenerate for c. But one should keep in mind that the geometry relaxation of the MC state has a much larger stabilising effect than in the MLCT state (the optimal geometry of the MLCT state is nearly identical to the one of the ground state, while the Fe-ligand distance is significantly larger in the $^3$MC state). Therefore, these complexes do not fulfil the requirement of inversion of MLCT and MC states as observed in [Ru(bpy)$_3$]$^{2+}$. The additional lowering of 0.2 eV of the MLCT energy in e and f is unfortunately accompanied by a similar lowering in the $^3$MC excitation energy, which keeps the relative position of the MLCT and MC states similar as in the [Fe(bpy)$_3$]$^{2+}$ reference complex. The lowering of the MC energy is most probably due to the weaker sigma donating character of the ligands of complex e and f.

Hence, the larger π-conjugation does lower the MLCT energy but not sufficient to achieve the inversion of the MLCT and MC states required for a long-lived MLCT state.
3. Replacing N by P

Stronger ligand-fields can be created by using stronger $\sigma$-donating ligands. The well-known spectrochemical series indicates that phosphorous ligands are stronger sigma donors than their nitrogen analogs, and hence, replacing N by P could be a possibility to raise the energy of the excited MC states above the MLCT states. An exhaustive search in the Cambridge Structural Database (CSD) revealed 14 different complexes with a FeN$_{(6-x)}$P$_{x}$ core. Table 2 lists the vertical excitation energies of the MC and MLCT state as a preliminary selection criteria for candidates complexes that might show similar relative energies as [Ru(bpy)$_{3}$]$^{2+}$. The complexes are labeled by the acronym that is used in the CSD and results are compared to [Fe(bpy)$_{3}$]$^{2+}$ and a model complex constructed by replacing all six nitrogens in [Fe(bpy)$_{3}$]$^{2+}$ by phosphorus. Ball and stick representations of the complexes can be found in the Supporting Information.

Table 2. Vertical excitation energies for a series of FeN$_{(6-x)}$P$_{x}$ complexes.

| Core Structure | CSD Acronym | $^{1}$MLCT | $^{3}$MLCT | $^{3}$MC | $^{1}$MC |
|---------------|-------------|------------|------------|--------|--------|
| FeN$_{6}$     |             | 2.27       | 2.08       | 1.92   | 2.88   |
| FeN$_{4}$P$_{2}$ | MINWOX [39] | 2.31       | 2.05       | 1.89   | 2.66   |
|               | JEGRIX [40] | 2.33       | 2.19       | 2.02   | 2.72   |
|               | GIFJAG [41] | 1.75       | 1.45       | 1.62   | 2.28   |
|               | KACGIE [42] | 1.62       | 1.31       | 1.45   | 2.20   |
|               | QOKKAD [43] | 1.79       | 1.52       | 1.89   | 2.46   |
|               | QOKKEH [43] | 1.78       | 1.41       | 1.41   | 2.22   |
|               | SURMAT [44] | 1.78       | 1.49       | 1.88   | 2.58   |
|               | SURMEX [44] | 1.73       | 1.44       | 1.91   | 2.63   |
| FeN$_{3}$P$_{3}$ |              | 3.70       | 3.28       | 1.81   | 2.54   |
| FeN$_{2}$P$_{4}$ | YIZMAX [45] | 3.79       | 3.32       | 1.99   | 2.69   |
|               | FOPSOU [46] | 3.93       | 3.28       | 1.88   | 2.61   |
|               | FOPSUA [46] | 4.07       | 3.29       | 2.04   | 2.77   |
| FeP$_{6}$     | model       | 2.95       | 2.36       | 2.71   | 3.17   |

Among the different FeN$_{4}$P$_{2}$ systems, MINWOX and JEGRIX have lower $^{3}$MC states and show similar features as the [Fe(bpy)$_{3}$]$^{2+}$ complex. In the remaining seven examples the $^{3}$MC lies at somewhat higher energy than the $^{3}$MLCT states, but by no means do we reproduce the gap of $\sim$1 eV calculated for [Ru(bpy)$_{3}$]$^{2+}$ [47]. Somewhat surprisingly, the complexes which have FeN$_{3}$P$_{3}$ and FeN$_{2}$P$_{4}$ core structures show again a larger gap between $^{3}$MC and $^{3}$MLCT states, with the $^{3}$MLCT states located at higher energy. Only the model complex obtained by replacing the six N atoms in [Fe(bpy)$_{3}$]$^{2+}$ by P shows a situation comparable to [Ru(bpy)$_{3}$]$^{2+}$ with a clearly more stable $^{3}$MLCT state. Looking at the table, we observe that the change in the ordering MLCT/MC that we have achieved is mostly caused by the stabilisation of the MLCT states rather than a destabilisation in the MC states.

Unfortunately, there are no examples of FeP$_{6}$ complexes in the literature, and hence, further studying these complexes is not very useful. For further investigation of the FeN$_{4}$P$_{2}$ systems that show the higher $^{3}$MC state, the geometry optimisation of the $^{3}$MC state has been done in the case of GIFJAG. However, this complex turns out to be unstable in the triplet state, because the two PPh(Me)$_{3}$ ligands dissociate from the complex during the optimisation process. So here we conclude that replacing N with P is not a good strategy to invert the relative stability of the $^{3}$MC and $^{3}$MLCT states in Fe(II) complexes.
4. Replacing Bipyridine by CN$^-$

Instead of using P to increase the ligand field, one can also replace one or more N atoms by C. As PPh$_3$, CN$^-$ is also stronger a $\sigma$-donor than bipyridine, and hence, is also a candidate to increase the ligand field strength. In this section we will study the effect of replacing one or two bipyridine ligands by two or four CN$^-$ groups, leading to the complexes depicted in Figure 4. The excited state dynamics of these complexes have been studied recently with femtosecond resolution by 3p-1s X-ray emission and UV–Visible spectroscopy experiments [29,30,33]. It was found that the complex with two CN ligands displays the same deactivation mechanism as [Fe(bpy)$_3$]$^{2+}$, ending up in the metastable $^5$MC state through a double ISC within approximately 100 fs. However, replacing one more bipyridine ligand by another two CN$^-$ ligands leads to quite a different behaviour. The experimental data indicates a slow decay of the excited state, which was identified as a $^3$MLCT state. The lifetime of this $^3$MLCT was estimated to be of the order of 20 ps [30].
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**Figure 4.** From left to right: [Fe(bpy)$_3$]$^{2+}$, [Fe(bpy)$_2$(CN)$_2$] and [Fe(bpy)(CN)$_4$]$^{2-}$. Large gold spheres represents Fe, blue spheres N, black spheres C and the carbon skeleton of the bipyridine ligand is represented by the grey cylinders. Hydrogens are omitted for clarity.

4.1. Vertical and Adiabatic Energies

At first, we have compared the calculated UV spectrum with the experimental one. To facilitate the comparison we have represented each transition with a gaussian function centred on the calculated transition energy whose height is proportional to the calculated oscillator strength and the width is taken to be 100 nm. The thick lines in Figure 5 represent the calculated data and the thin lines are the experimental results from [29,30]. In both complexes two peaks are observed in the 350–800 nm interval, both dominated by MLCT transitions. The orbitals involved in these MLCT transitions are represented in Figure S6 of the Supporting Information. The MC transitions carry very little intensity and are completely hidden in the high energy peak. Moreover, there is a very intense peak at wave lengths shorter than 350 nm due to inter- and intra ligand $\pi-\pi^*$ transitions. In the computed spectrum of [Fe(bpy)$_2$(CN)$_2$], the second MLCT band appears as a shoulder of this ligand–ligand band, which is the reason why the calculated spectrum is sharply rising at 350 nm. The overall agreement between computation and experiment is quite remarkable, both the band maxima and the relative intensities are reproduced in both compounds, implying that the computational scheme applied here is capable of reproducing the lowering of the MLCT energy when bipyridine is replaced by cyanide.

The three lowest singlet and triplet MLCT states in [Fe(bpy)(CN)$_4$]$^{2-}$ arise from transitions from the three Fe-3d($t_{2g}$-like) orbitals to the lowest empty $\pi^*$ orbital on the bipyridine ligand. The two lowest singlet MLCT states appear at 1.59 and 1.65 eV but have a very small transition dipole moment. The third one, at 1.99 eV, constitutes the main contribution to the low-lying MLCT band. At somewhat lower
energy, 1.29 (2x) and 1.35 eV, we find the three $^3$MLCT states, which do not contribute to absorption bands because of these transitions are spin forbidden and even after taking into account spin-orbit coupling the contribution to the absorption spectrum is very small.

In the complex with two bipyridine ligands, there are six low-lying singlet and triplet MLCT states due to excitations from the Fe-3d($t_{2g}$) orbitals to the two empty $\pi^*$ orbitals on the bipyridine ligands. The singlets are found in an interval between 1.97 and 2.49 eV with the fifth state at 2.27 eV carrying the largest transition dipole moment. The lowest six triplets span the energy interval between 1.72 and 2.04 eV. Indicating that especially the lowest $^3$MLCT state suffers a significant change of the relative energy when bipyridine is replaced with two CN$^-$ groups. Finally, the energies of the lowest singlet and triplet MLCT in the parent complex [Fe(bpy)$_3$]$^{2+}$ are at still higher energy. The lowest manifold now contains nine states and the span an energy range from 2.20 eV to 2.87 eV for the singlet and 2.09 eV to 2.41 eV for the lowest triplets.

The next point of interest is the relative energy of the lowest MC states. Because of the large on-site exchange integral, the singlet and triplet MC states are much more separated in energy than the MLCT states. There are six low-lying $^3$MC states arising from the $^3T_2$ and $^3T_1$ states of the 3d$^6$ electronic configuration in a perfect octahedral coordination. This two times threefold degeneracy is of course not present in the here studied complexes, but instead we identify six states as $^3$MC between 2.17 eV and 2.80 eV in [Fe(bpy)$_2$(CN)$_2$] and between 2.45 and 3.23 in [Fe(bpy)(CN)$_4$]$^{2-}$. The lowest $^1$MC states lie at 2.97 eV and 3.45 eV for the complexes with two and one bipyridine ligand, respectively. For the parent compound, the DFT calculation result in vertical excitation energies of 1.87–2.07 eV and 2.31–2.41 eV for the two sets of $^3$MC states and 2.78–2.89 eV for the $^1$MC state.

When compared to the relative energies of the MLCT and MC states in [Fe(bpy)$_3$]$^{2+}$, it becomes clear that the substitution of bipyridine by CN$^-$ inverts the relative stability of these states in the Franck-Condon region (vertical excitation). However, for a definite answer one should take into account the geometry relaxation of the triplet states and compare the adiabatic energy differences. As illustrated in Figure 6,
the geometry relaxation only has a small effect on the MLCT states, while it significantly lowers the energies of the $^3$MC states. We have not been able to optimise the geometry of the latter in $[\text{Fe(bpy)(CN)}_4]^2^-$. The $^3$MC lies in an energy range where many other, mostly MLCT states are found and root flipping during the geometry optimization makes it hard (if not impossible) to follow the $^3$MC state. A similar problem arises for the $^3$MLCT in $[\text{Fe(bpy)}_2(\text{CN})_2]^2-$, where we have followed the strategy put forward in our earlier studies on $[\text{Fe(bpy)}_3]^2^+ [10]$. Given the fact that the electronic configuration of $^1$MLCT and $^3$MLCT are the same, we have made the approximation that the optimal geometry and vibrational frequencies of the two states are very similar. As the $^1$MLCT is the first excited state and well separated from the ground state, it is straightforward to optimise the geometry of this state. The adiabatic $^3$MLCT energy is then obtained by performing a single point calculation on the optimised $^1$MLCT geometry.

![Figure 6. TPSSh/def2-TZVP vertical and adiabatic excitation energies (in eV) for the $[\text{Fe(bpy)}_3]^{2+}$ complexes in dimethyl sulfoxide ($x = 0, 2$) and methanol ($x = 1$). The thin lines correspond to vertical excitation energies and the thicker lines to adiabatic energies.](image)

To complete the picture, we have also calculated the relative energies (vertical and adiabatic) of the lowest quintet states. The $^5$MLCT states in $[\text{Fe(bpy)}_3]^{2+}$ were estimated some time ago to lie very high in energy [9] and therefore not relevant for the relaxation process. The vertical excitation energy of the $^5$MC state on the other hand is close to the $^{1,3}$MLCT states and geometry relaxation strongly lowers the energy to convert it into the most stable excited state. $[\text{Fe(bpy)}_2(\text{CN})_2]$ still shows quite large $^5$MLCT energies and the vertical and adiabatic energies of the $^5$MC state are significantly higher than in the unsubstituted complex. Replacing a second bipyridine ligand by two CN$^-$ groups causes a further lowering of the $^5$MLCT state, which has become the most stable quintet state now. The $^5$MC state is off-scale in Figure 6 and cannot play any role in the excited state dynamics of this complex.

As most important results from the comparison of the adiabatic energies in the three complexes, we observe a clear tendency of increasing $^3$MC energy and lower MLCT energies with increasing number
of CN ligands. In \([\text{Fe}(\text{bpy})_2(\text{CN})_2]\) the three states are nearly degenerate, while there is a clear inversion of stability in \([\text{Fe}(\text{bpy})(\text{CN})_4]^{2-}\). The calculated adiabatic energies are compatible with the experimental observation of a slow deactivation process in \([\text{Fe}(\text{bpy})(\text{CN})_4]^{2-}\) with no signs of spin crossover to the \(5\text{MC}\) state. The ordering of the states in \([\text{Fe}(\text{bpy})_2(\text{CN})_2]\) is similar to the one that is found in \([\text{Fe}(\text{bpy})_3]^{2+}\) and from this point of view the deactivation path is expected to be the same as in \([\text{Fe}(\text{bpy})_3]^{2+}\).

4.2. Intersystem Crossing Rates

Having analysed the optimal geometries, vertical and adiabatic excitation energies, we now focus on the description of the photocycle of the two modified complexes. The intersystem crossing rate constants, \(k_{\text{ISC}}\), were calculated with the VIBES program [48] based on Fermi’s golden rule. The necessary ingredients include: (1) the relative energies of the states involved in the intersystem crossing, (2) a full account of all vibrational wave functions to calculate the vibrational coupling between the different electronic states and (3) estimates of spin-orbit (SO) coupling matrix elements. The first point has been discussed extensively in the previous section, the vibrational modes and the corresponding frequencies were calculated from the optimised geometries used to calculate the adiabatic energy differences and the SO coupling was estimated following the procedure outlined in Refs. [19,20]. The spin-orbit couplings between the relevant electronic states were calculated as the expectation value of the spin-orbit operator using the CASSCF wave functions. This so-called direct estimate of the SO coupling can be improved by taking into account higher order couplings involving other excited states. Direct and effective spin-orbit coupling between the spin states that are possibly involved in the deactivation for both complexes are listed in Table 3. We only list the maximum values. In the case of \([\text{Fe}(\text{bpy})_2(\text{CN})_2]\), the comparison of the direct and effective interaction shows that the spin-orbit coupling between ligand-field states (GS, \(3\text{MC}\) and \(5\text{MC}\)) is almost not affected by external states, the difference between direct and effective interactions is less than 1 cm\(^{-1}\). Despite the non-existence of a direct interaction between singlet and quintet when using the standard one-electron spin-orbit operator, a weak effective interaction was observed between the ground state singlet and the \(5\text{MC}\) of 3 cm\(^{-1}\). Similar small effects are observed for the interaction between \(1\text{MLCT}\) and \(3\text{MC}\) and a moderate increased coupling of 9 cm\(^{-1}\) was observed for the interaction between \(1\text{MLCT}\) and \(3\text{MLCT}\) when external states are considered. In the case of the \([\text{Fe}(\text{bpy})(\text{CN})_4]^{2-}\) complex, we also observe small changes when comparing direct and effective SO couplings. The SO couplings involving the \(5\text{MC}\) state have not been calculated in this case, because this quintet state lies very high in energy and does not play a role in the deactivation mechanism.

### Table 3. Direct and effective (maximum) spin orbit matrix elements between \(\Phi_i\) and \(\Phi_j\):

| \(\Phi_i\) | \(\Phi_j\) | \([\text{Fe}(\text{bpy})_2(\text{CN})_2]\) | \([\text{Fe}(\text{bpy})(\text{CN})_4]^{2-}\) |
|-----------|-----------|----------------|----------------|
| \(1\text{MLCT}\) | \(3\text{MLCT}\) | 75.0 | 94.4 | 214.8 | 220.7 |
| \(3\text{MC}\) | \(5\text{MC}\) | 45.0 | 44.6 | 15.8 | 16.0 |
| \(3\text{MLCT}\) | \(\text{LS}\) | 123.5 | 109.0 | 134.2 | 138.8 |
| \(5\text{MC}\) | \(3\text{MC}\) | 50.9 | 44.0 |
| \(3\text{MC}\) | \(\text{LS}\) | 346.6 | 346.9 | 311.3 | 308.1 |
| \(5\text{MC}\) | \(3\text{MC}\) | 204.6 | 205.5 |
| \(5\text{MC}\) | \(\text{LS}\) | 0.0 | 2.9 |

As reported in Table 4, the calculated lifetime of the \(1\text{MLCT}\) in the decay to the \(3\text{MLCT}\) is around 220 fs in \([\text{Fe}(\text{bpy})_2(\text{CN})_2]\), somewhat larger than the 30 fs in the parent complex \([\text{Fe}(\text{bpy})_3]^{2+}\) caused by the reduction in the contribution due to the SO coupling. The maximum value is reduced from 200 [10] to
75 cm\(^{-1}\), which results in an overall smaller contribution. The second decay path for the \(^1\)MLCT leads to the \(^3\)MC state. The slightly larger energy difference and the larger geometry distortion makes the vibrational term significantly smaller than in the decay to the \(^3\)MLCT, but still the ISC rate is large enough to not exclude this decay path, particularly because Fermi’s golden rule can only be expected to give results within an order of magnitude. As already mentioned in our work on [Fe(bpy)_3]^{2+}, the internal conversion from \(^3\)MLCT to \(^3\)MC is expected to be at least as fast as the \(^1\)MLCT-\(^3\)MC ISC, and hence, at least a significant population of the \(^3\)MC state will be built up during the decay of the excited state. The \(^3\)MLCT and \(^3\)MC states can undergo intersystem crossings to the \(^5\)MC or fall back to the initial LS state. The direct deactivation of the \(^3\)MLCT to the \(^5\)MC state is highly improbable, while the path for SCO to the quintet state appears viable via the \(^3\)MC state. Whereas the \(^3\)MLCT-LS ISC rate is rather small (although not negligible), the deactivation of the \(^3\)MC to the LS state is extremely fast. Most probably, we are facing here the limits of the application of Fermi’s golden rule. In the first place, the vibrational contribution depends quite dramatically on the adiabatic energy difference as illustrated in Figure S7 of the Supporting Information. Since we are using here DFT adiabatic energies, there is a certain uncertainty in our estimates and an increase of 0.2 eV could easily lead to a decrease of an order of magnitude of \(k_{\text{ISC}}\).

### Table 4. Intersystem crossing rates (\(k_{\text{ISC}}\)) obtained from Fermi’s golden rule for the decay between electronic states of different spin in [Fe(bpy)_2(CN)_2]. Adiabatic energies, vibrational and spin-orbit contributions are also listed.

| \(\Phi_i\) | \(\Phi_j\) | \(\Delta E\) [eV] | SO Term [cm\(^{-1}\)] | vibr. Term [cm\(^2\)s\(^{-1}\)] | \(k_{\text{ISC}}\) [s\(^{-1}\)] | \(t\) [ps] | \(t^*\) [ps] |
|---|---|---|---|---|---|---|---|
| \(^1\)MLCT | \(^3\)MLCT | 0.15 | 1.73 \times 10^4 | 2.64 \times 10^8 | 4.56 \times 10^{12} | 0.22 | 0.03 |
| | \(^3\)MC | 0.27 | 8.97 \times 10^3 | 3.24 \times 10^7 | 2.91 \times 10^{11} | 3.4 | 0.72 |
| \(^3\)MLCT | \(^5\)MC | 0.40 | 1.84 \times 10^4 | 1.63 \times 10^2 | 3.01 \times 10^6 | >1000 | >10 ps |
| | LS | 1.62 | 4.46 \times 10^4 | 7.78 \times 10^5 | 3.47 \times 10^{10} | 28.8 | >10 ps |
| \(^3\)MC | \(^5\)MC | 0.28 | 1.30 \times 10^5 | 2.99 \times 10^6 | 3.88 \times 10^{11} | 2.58 | 0.06 |
| | LS | 1.50 | 7.80 \times 10^4 | 1.13 \times 10^8 | 8.80 \times 10^{12} | 0.11 | 0.84 |

* Reference values for [Fe(bpy)_3]^{2+} taken from our previous study [10].

In short, the deactivation of the excited state in [Fe(bpy)_2(CN)_2] follows largely the same mechanism as the one that was determined for the parent compound with three bipyridine ligands. The only difference that we have encountered is that the decay to the initial ground state seems more likely in this modified complex.

The situation is quite different when two more CN\(^-\) groups replace another bipyridine. As can be seen in Figure 6, the singlet and triplet MLCT states are the lowest excited states and after the absorption of light to populate the \(^1\)MLCT state, there is only one possible deactivation path. The calculated intersystem crossing rate for the \(^1\)MLCT-\(^2\)MLCT decay is 7.87 \times 10^{12}, very similar to the one calculated for the complex with two bipyridines. On the other hand, the decay of the \(^3\)MLCT to the ground state is significantly slower (\(k_{\text{ISC}} = 9.4 \times 10^9\); \(t = 106\) ps), although we were not able to exactly reproduce the experimental estimate of 20 ps for the lifetime of this state. Again the calculated values show a dependency on the adiabatic energy difference (see Figure S5), and hence, we cannot pretend to be more accurate than an order of magnitude estimate. But the calculations presented here support the general conclusion that replacing bipyridine ligands with stronger \(\sigma\)-donating groups leads to an increased lifetime of the \(^3\)MLCT state in Fe(II)-polypyridyl complexes.
5. Discussion and Conclusions

Fe(II) and Ru(II) polypyridyl complexes show an inverse ordering the low-lying MC and MLCT states. Generally speaking, the $^3\text{MLCT}$ state is the lowest excited state in the case of Ru, while MC states lie higher and do not play a role in the deactivation. On the contrary, Fe(II) complexes show low-lying MC states, causing very short life times of the MLCT states. To invert this situation, we have explored two different strategies. Larger $\pi$-systems on the ligands lowers the MLCT relative energy and increasing the $\sigma$-donation pushes the MC states up in energy. In the series of ligands from pyridine to dipyrido-acridine, we indeed observe a lowering of orbital energy of the lowest $\pi^*$ orbital, which in turn leads to a lower MLCT energy in the complex. However, this lowering is not large enough to cause inversion. The increase of the $\sigma$-donation is most effective when N in the first coordination sphere is replaced by C by changing bipyridine for two CN$^-$ ligands. Our calculations show that the replacement of one bipyridine for two CN$^-$ groups leads to a near degeneracy of MLCT and MC states but does not lead to a substantially different decay mechanism than the one observed in $[\text{Fe(bpy)}_3]^{2+}$. The situation changes completely when another bipyridine is removed from the complex and two more CN$^-$ ligands coordinate to Fe. The $^3\text{MLCT}$ state is now clearly the lowest excited state and the system becomes trapped for a reasonably long time in this state.

As we observed that for the ligands with the larger $\pi$-systems both the MLCT and the MC relative energies are lowered by approximately the same amount, an interesting possibility to further improve the excited state properties of the Fe(II) complexes would be the design of a ligand with an equally large $\pi$ system, but with atoms coordinating to Fe that are stronger $\sigma$ donors. This would lead to a simultaneous increase of the MC energy and decrease of the MLCT state and further extend the possibility of re-creating the Ru(II) situation in Fe(II) complexes.

From the purely computational point of view, it should be noted that all the energies that we have used in the study of the deactivation are extracted from DFT calculations. In previous studies performed in our group, we relied on multiconfigurational second-order perturbation theory (CASPT2) for the relative energies. In agreement with the findings of Pierloot [49,50], we found in these studies that the DFT optimised geometries are not always the optimal choice for calculating the CASPT2 energies. In general the optimal Fe–ligand distance is significantly shorter in CASPT2 than for most of the DFT functionals. As illustrated in Figure 7, performing CASPT2 calculations with too large Fe-ligand distances can lead to very poor estimates of the vertical excitation energies, and has also a significant effect on the adiabatic energies.

Hence, for reliable CASPT2 estimates, one should at least re-optimise the first coordination sphere of the metal, since a full geometry optimisation is far beyond the computational possibilities in all but the smallest model complexes. In our previous applications, this was quite easy since there was only one variable that needed to be optimised, the six Fe–N distances in $[\text{Fe(bpy)}_3]^{2+}$ are nearly identical in all electronic states (the Jahn-Teller distortion in the $5\text{T}_{2g}$ is very weak). Even for two variables [51], it is still possible to follow this partial optimisation strategy. However, for the present complexes, there are three significantly different distances and also the angles can vary independently. Therefore, a partial optimisation becomes simply too complex, which is the reason why we opted for staying at the DFT level, although the energies are slightly less accurate.

Which brings us to the last point of discussion: the uncertainty in the estimate of the intersystem crossing rates. The energy difference is one of the factors that appear in the expression for $k_{\text{ISC}}$ and, as discussed above, its value depend in some cases rather critically on $\Delta E$. There is, however, a more fundamental question about the validity of Fermi’s golden rule to estimate the lifetimes of excited states in ultrafast deactivation processes. One of the underlying assumptions of Fermi’s golden rule is that the non-radiative decay to another electronic state takes place from the equilibrium geometry of the initial
state, either from a vibrationally cooled state or from a collection of vibrational states, whose population is conditioned by the Boltzmann distribution. Given the ultrafast decays in the complexes studied here, it might be questioned whether the system has the time to relax its geometry before going through an ISC. For those crossing with the MLCT as initial state, there is certain validity to Fermi’s golden rule as the geometry distortion compared with the LS state is small. The population of the MLCT state by excitation from the LS state does not induce large geometry distortions and the ISC will take place in the Franck-Condon region. However, the $^3$MC state has significantly larger Fe–ligand distances and the system needs a certain amount of time to relax. Hence, the calculate $k_{ISC}$ with this MC states as initial state might be subject to a larger uncertainty and the 0.11 ps lifetime for the $^3$MC to LS ISC should be considered with caution, although it might point at the fact that not all excitation processes lead to SCO ending up in the $^5$MC but at occasions the $^3$MC return to the initial LS. We have not been able to find any experimental information about the quantum efficiency in [Fe(bpy)$_2$(CN)$_2$].

![Figure 7. Schematic CASPT2 energy profiles of two electronic states as function of the Fe-ligand distance $r$.](image)

### 6. Computational Information

All DFT calculations were performed with Orca 4.2 [52,53]. Following the conclusions of the study of Kepp and co-workers [54–56], we have used the TPSSh functional [57] for geometry optimisations, frequency calculations [58] and vertical excitation energies. The time-dependent calculations were all performed using the Tamm-Dancoff approximation and triplet states were calculated using the ground state singlet as reference. In Figure S8 of the Supporting Information we compare the outcomes of the TD-DFT calculations using the TPSSh functional to those with the CAM-B3LYP functional, often suggested as a good functional to describe charge transfer excitations. The coincidence is almost exact for [Fe(bpy)$_2$(CN)$_2$], but CAM-B3LYP gives a rather poor description of the excitation energies for the [Fe(bpy)(CN)$_4$]$^{2-}$ complex.

The Kohn-Sham orbitals are expanded in the def2-TZVP basis set [59] and the integral evaluation is accelerated by using the RIJCOSX procedure [60,61], using the standard def2 auxiliary basis set [62].
In those cases where the Hessian was calculated numerically, we increased the grid for numerical integration to “grid6” and “gridx6”.

Solvent effects were included via the conductor-like polarisable continuum model (C-PCM), using the parameters of dimethyl sulfoxide for $[\text{Fe(bpy)}_3]^2^+ \text{ and } [\text{Fe(bpy)}(\text{CN})_4]^2^- \text{ and of methanol for } [\text{Fe(bpy)}_2(\text{CN})_2]$ to reproduce the experimental conditions. The solvent effect is rather small on the optimal geometries as illustrated in Table S9, but cannot be neglected in the calculation of the relative energies, especially for the negatively charged complex.

The compete active space (CAS) calculations to estimate the spin-orbit coupling between the different electronic states were performed with OpenMolcas \[63\]. An active space of 10 active electrons and 13 active orbitals was used in both complexes. A graphical representation of the active orbitals is given in Figures S3 and S4 of the Supplementary Information. This choice of active space is the standard CAS for transition metal complexes in general \[49,50\] and has been successfully applied in complexes with spin crossover closely related to the ones treated here \[10,64\]. Since we are not after highly accurate relative energies, we have used basis sets of moderate size. For all atoms we have used the ANO-RCC basis sets \[65,66\] with the following contractions: Fe(6s,5p,4d,2f); N and C-atoms in the first coordination sphere (4s,3p1d); other C-atoms (3s,2p) and H(2s). The spin-orbital Hamiltonian is spanned by the lowest 7 singlets, 9 triplets and 6 quintets, whose wave function was obtained three separate state-average CASSCF calculations. Effective spin-orbit couplings have been calculated by the effective Hamiltonian approach outlined in Ref. \[19\].

The intersystem crossing rates were calculated by the time integration of Fermi’s golden rule rewritten in a time-dependent formulation \[48\]. We used the complete time correlation function and integrated over a time interval of 32 fs using 1024 points, no damping was needed for convergence.

Supplementary Materials: The following are available online at www.mdpi.com/xxx/s1, Figure S1: Contour plots of the lowest unoccupied ligand $\pi^*$ orbitals, Figure S2: Atom numbering of $[\text{Fe(bpy)}_2(\text{CN})_2]$ and $[\text{Fe(bpy)}(\text{CN})_4]^{2^-}$, Figures S3 and S4: Contour plots of the active orbitals of $[\text{Fe(bpy)}_2(\text{CN})_2]$ and $[\text{Fe(bpy)}(\text{CN})_4]^{2^-}$, Figure S5: Dependence of the vibrational contribution to $k_{\text{ISC}}$ as function of the adiabatic energy, Tables S1–S4: Cartesian coordinates of the LS, 3MC, 5MC and 1MLCT states of $[\text{Fe(bpy)}_2(\text{CN})_2]$, Table S5: Selected geometric parameters of the FeN$_4$C$_2$-core of $[\text{Fe(bpy)}_2(\text{CN})_2]$, Tables S6 and S7: Cartesian coordinates of the LS and 3MLCT states of $[\text{Fe(bpy)}(\text{CN})_4]^{2^-}$, Table S8: Selected geometric parameters of the FeN$_2$C$_4$-core of $[\text{Fe(bpy)}(\text{CN})_4]^{2^-}$, Table S9: Gas-phase and solvent optimised Fe-ligand distances of 1MLCT state of $[\text{Fe(bpy)}(\text{CN})_4]^{2^-}$.
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