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ABSTRACT

Federated Learning is an emerging distributed collaborative learning paradigm used by many of applications nowadays. The effectiveness of federated learning relies on clients’ collective efforts and their willingness to contribute local data. However, due to privacy concerns and the costs of data collection and model training, clients may not always contribute all the data they possess, which would negatively affect the performance of the global model.

This paper presents an incentive mechanism that encourages clients to contribute as much data as they can obtain. Unlike previous incentive mechanisms, our approach does not monetize data. Instead, we implicitly use model performance as a reward, i.e., significant contributors are paid off with better models. We theoretically prove that clients will use as much data as they can possibly possess to participate in federated learning under certain conditions with our incentive mechanism.

1 Introduction

Deep learning is data-hungry. Nevertheless, a single party may not have sufficient data for many deep learning training tasks. For example, a hospital that wants to train a disease diagnosis classifier may not have enough cases. Federated learning (FL) is brought up to leverage the strength of massive data distributed among different clients securely and privately. The clients who participate in federated learning collaboratively complete a deep learning task under the coordination of a centralized server or a service provider called the federator. The raw data of each client is stored locally and not transferred. Instead, model parameters or model updates are exchanged to complete the task.

It appears that FL avoids data sharing among clients. However, in the basic FL setting, the centralized server will distribute the same global model to all the clients. As a result, those clients who make only minimal contributions benefit in the same way as those who make significant contributions. Therefore, clients in practice may intentionally contribute fewer or even no data in FL to reduce local training costs and privacy risks. The performance of the global model is only slightly affected if only a few clients "cheat" in this way. Nevertheless, suppose all clients have such "selfish" mindsets that drive them to contribute little while hoping to gain a lot. In that case, there is no way the centralized server could produce a well-performed global model on low-quality training data. Consequently, every client ends up obtaining a worse model, making the whole FL process meaningless.

Recently, many incentive mechanisms have been proposed to incentivize clients to contribute more data [1, 2, 5, 6]. However, almost all those incentive mechanisms use money as a reward. We believe payments could be obstacles for many applications. Furthermore, the value of high-performance models is not always measurable, and many clients...
participate in seek of a model instead of money. For those clients, it is hard to compensate for losses on model performance with money.

This paper proposes a non-monetary incentive mechanism that uses model performance as a reward. In our mechanism, the server will evaluate the performance of every client’s uploaded model in each round and distribute different models to clients based on the evaluation results. With the assumption that clients who contribute better quality data will upload a better local model, the objective of our incentive mechanism is to reward significant contributors with better aggregated models. We prove that our approach satisfies the baseline incentive requirements and can drive clients to contribute the maximum amount of data under certain conditions.

2 Related Work

2.1 Incentive Mechanisms in Federated Learning

Recently, various techniques including Stackelberg game, auction, contract, Shapley value, blockchain and reinforcement learning, have been adopted as the incentive mechanisms for federated learning. Stackelberg game [1, 2, 3], auction [4, 5, 6], and contract [7, 8] are mainly employed for node selection and payment allocation, while Shapley value [9, 10] is used for contribution measurement. Both blockchain [11] and reinforcement learning [5, 12] are auxiliary techniques to improve performance and robustness.

2.2 Fairness in Federated Learning

Fairness for federated learning is another close topic to our research. Li [13] proposes q-FFL, a novel optimization objective that addresses fairness issues in federated learning. Inspired by fair resource allocation for wireless networks, q-FFL minimizes an aggregate reweighted loss parameterized by q, such that the devices with higher loss are given higher relative weight. Authors claim that q-FFL maintains the same overall average accuracy while ensuring a more fair and uniform service quality across the network. Agnostic Federated Learning [14] is proposed to resolve the trade-off between performance and fairness [15]. Those approaches allocate appropriate weights in aggregating client models to simultaneously achieve fairness and performance. Hence, they still lie in the vanilla federated learning category and do not necessarily encourage clients to provide more data. Compared with these studies, our work takes one step further in the sense that we achieve fairness in learning and leverage fairness to incentivize all the clients to contribute as much data as they possess.

2.3 Privacy Threat in Federated Learning

Several earlier studies demonstrate that attackers could leverage the model information uploaded by clients, e.g., gradient, to infer private data [16, 17]. This imposes a privacy threat on those clients whose data is confidential. As a result, clients may not fully commit to contributing all their data. This phenomenon has motivated us to develop our incentive mechanism.

2.4 Personalization of Federated Learning

While vanilla federated learning aims to train a single global model across decentralized local datasets, a monolithic model may not fit all clients. Federated personalization allows a client to obtain a more potent model per the client’s specific objective. Rather than averaging with constant weights for the entire federation, optimal weighted model combinations are computed for each client after figuring out how much it can benefit from every other client’s model. Personalization in FL shares a similar methodology with our incentive mechanism - different clients are distributed with different models - but with distinct objectives. Typical personalization aims to adapt models to the client’s data distribution to obtain a well-performing model on its data of interest. On the other hand, our incentive mechanism attempts to use performance discrepancy to encourage clients to contribute more data. Recent personalization work [18, 19] introduces an attention-inducing function to facilitate collaborations between similar clients. In contrast, our approach uses weighted aggregation to ensure that models with similar performance can access similar data, thus achieving our objective.
3 Background and Problem Formulation

3.1 Background

Federated learning is a clever way of utilizing disjointed data and computational resources to train machine learning models. We refer to the set of all clients as $C$. $D_k$ denotes the local dataset of client $C_k \in C$, which consists of $|D_k|$ samples. $D = \bigcup_{k \in \{1, \ldots, |C|\}} D_k$ represents the full training set. $L(w, D_k) = \frac{1}{|D_k|} \sum_{z \in D_k} L(w, z)$ denotes the empirical loss over model $w$ and $D_k$. In the $t$-th round of federated learning, the optimization problem is formulated as minimizing the empirical loss over all the training examples of the clients $C_t$ who participate in that round:

$$\min_{w \in \mathbb{R}^p} L(w, D) = \sum_{k \in C_t} \frac{|D_k|}{N(C_t)} L(w, D_k)$$

(1)

where $N(C_t)$ represents the total number of samples belonging to the clients in $C_t$. In other words, the global loss function $L(w, D)$ is the weighted average of local functions $L(w, D_k)$ and the weights are proportional to the sizes of the local datasets. We adopt a widely used standard FL algorithm, federated averaging (FedAvg) [20], to solve the optimization problem. FedAvg is the basic building block of our algorithm and it executes as the following. In the initial stage, the centralized server randomly initializes a global model $w_0$. Then the training process orchestrates alternated local and global updates and communications between the server and the clients in every round $t \in 1 \cdots T$. Specifically, each client performs local training for a few epochs during each round. Afterward, the local models are uploaded online so that the server can perform federated aggregation to generate a single global model. Subsequently, the server distributes the global model to the clients and proceeds to the next round. The training, uploading and distributing processes are repeated until the global model converges.

Formally speaking, during the $i$-th training epoch of the $t$-th round, each client updates its local model through gradient descent:

$$w_{t,i}^k = w_{t,i-1}^k - \eta \nabla L(w_{t,i-1}^k, D_k),$$

(2)

and at the end of the $t$-th round, the server performs federated aggregation to compute the weighted or unweighted average of selected client models:

$$w_t \leftarrow \sum_{k \in C_t} \frac{|D_k|}{N(C_t)} w_{t,m}^k.$$  

(3)

The above weighted aggregation assumes that the information of the local data is known, which might be unrealistic in practice. On the contrary, unweighted aggregation is performed when such information is unknown:

$$w_t \leftarrow \sum_{k \in C_t} w_{t,m}^k.$$  

(4)

Please refer to Table 1 for a list of notations used in this paper.

The effectiveness of vanilla federated learning relies on clients’ collective efforts and their willingness to contribute local data. However, we believe the unselfish assumption is unrealistic when considering the moral hazard. In reality, every client could contribute very little data or even upload a fraudulent model when participating in federated learning. Once it receives the global model, it fine-tunes that model with all the local data. In this way, the client could get almost all the benefits while devoting the least amount of data. Federated learning will be downgraded to individual learning if most clients take this strategy.

3.2 Problem Formulation

It is paramount to develop an incentive mechanism to avoid such a scenario. To address the incentive problem, we first derive the utility function with respect to a client’s local data contribution. In the vanilla FL framework, it is assumed that all clients will always contribute all local data. Therefore, a client’s utility is only related to the performance of the final model distributed by the centralized server, i.e., $u_t = \gamma p(d_t)$. As already discussed, this is usually not the case. In contrast, our framework assumes that every client has a goal to maximize its utility by choosing the proper amount of data they would collect or devote when participating in federated learning. Hence, along with the model performance,
we add another term to the client’s utility function. This term evaluates the cost of a client’s participation, including the efforts of data collection and the consumption of computational resources on local training.

\[
u_i = \gamma p(d_i, D^\tau) - \alpha c(d_i).
\]

Here, \(d_i\) represents the local data possessed and contributed by \(C_i\) and \(D^\tau\) represents data possessed by all the remaining clients and is available to \(C_i\). Accordingly, \(p_i = p(d_i, D^\tau)\) denotes the performance of the model sent to client \(i\) while \(c_i = c(d_i)\) denotes the client’s participation cost. We can then formulate the data contribution decision problem as an utility maximization problem:

**Problem 1** (Utility Maximization for Federated Learning). Design an incentive mechanism and corresponding utility functions that encourages all clients to contribute as much data they can possibly obtain:

\[
\forall i : \arg \max_{d_i} u_i(d_i) = d_i^*.
\]

In our setting, rewards are not monetized but reflected by the quality of the models the server sends back to clients. We do not require clients to report their training data sizes honestly. Otherwise, the problem becomes trivial as the server can easily compute the contribution levels, based on which the centralized server rewards the significant contributors.

To facilitate our design, we make the following reasonable Assumptions:

I. We assume a maximum threshold, \(d_i^*\), of the amount of data the client \(i\) can obtain.

II. We assume that model quality is completely determined by data quality for a specific FL training task. For simplicity, we further assume that data quality is solely decided by the amount of data used in training. We let a fixed degeneration factor, \(\gamma\), on the model quality for federated aggregation, compared with the case that a single learner can utilize all data in \(D\).

III. We assume the centralized server has a validation dataset so that it can approximately evaluate a local model’s performance on \(D\).

IV. \(p(d_i)\) is concave because the marginal performance gain decreases with respect to the amount of data used for training when the dataset is sufficiently large. On the other hand, \(c(d_i)\) is convex because the marginal cost to obtain new data increases when the dataset is already sufficiently large.

4 The Incentivized Federated Learning Algorithm

Our main idea is to reward a client who makes a more significant contribution with a higher performance model, aggregated from a broader range of other clients’ models. More specifically, the centralized server ranks models uploaded by all clients based on their performances. Then a client’s model will be aggregated with those models with lower rankings and then sent back to the client. Formally, the aggregation process can be stated as:

\[
w^k_i \leftarrow \sum_{j=1}^{r(k)} w^r_{i,m},
\]

where \(r(k)\) represents the position of client \(k\) after ranking. Note that there is no global model since every client will be distributed a different model based on the performance of its own model.

Our proposed incentivized federated learning framework is illustrated by Algorithm 1. Essentially, we ensure that \(p(d_i, D^\tau)\) is depending on both \(d_i\) and \(D^\tau\), while \(d_i\) can also impact \(D^\tau\). To realize this effect, we assume the centralized server has access to a small validation dataset that follows the global data distribution (Assumption III). The centralized server can evaluate model performance on this dataset and determine the aggregation strategy for each client. Our purpose is to make sure that a high-performance model is likely to be aggregated with models trained from a larger total amount of data. In other words, we ensure that \(D^\tau\) increases as \(d_i\) increases. According to Assumption III, a model’s performance is correlated to the size of its training dataset. We model the relation between \(D^\tau\) and \(d_i\) as a function \(D_{others}(d_i)\). As a result, a client who contributes a better model will receive a better resultant model from the server with high probability.

Hence, for vanilla FL, the derivative of the utility function with respect to the amount of training data is:

\[
\frac{\partial u_i}{\partial d_i} = \left( \frac{\partial p_i}{\partial (d_i + D^\tau)} - \alpha \frac{\partial c_i}{\partial d_i} \right).
\]
Algorithm 1 The Incentivized Federated Learning Algorithm. \( S \) is the set of all clients; \( T \) is the number of rounds; \( E \) is the number of local epochs; \( w_0 \) is the common initial model; \( D_k \) is the local dataset of client \( k \); \( D_v \) is the global validation dataset; \( \eta \) is the learning rate.

1: // server executes
2: procedure SeverUpdate
3: for client \( k \in S \) do
4: \( w_k^0 \leftarrow w_0 \)
5: end for
6: for round \( t \in 1 \cdots T \) do
7: \( \text{Acc} \leftarrow \{\} \)
8: for each client \( k \in S \) in parallel do
9: \( w_{k,t,m}^k \leftarrow \text{ClientUpdate}(k, w_{k,t-1}^k) \)
10: evaluate \( w_{k,t,m}^k \) on \( D_v \) and obtain \( \text{Acc}^k \)
11: \( \text{Acc} \leftarrow \text{Acc} \cup \{\text{Acc}^k\} \)
12: end for
13: \( \text{Acc} \leftarrow \text{sorted}(\text{Acc}) \)
14: \( r(k) \leftarrow \) the index function of clients according to \( \text{Acc} \)
15: for client \( k \in S \) do
16: \( w_{k,t}^k \leftarrow r(k) \sum_{j=1}^r w_{j,t,m}^j \)
17: end for
18: end for
19: // client \( k \) executes
20: procedure ClientUpdate(\( k, w^k \))
21: for local epoch \( e \in 1 \cdots E \) do
22: for batch \( b \in D_k \) do
23: \( w^k = w^k - \eta \nabla L(w^k, b) \)
24: end for
25: end for
26: return \( w^k \) to server

It can be seen that \( d_i \) has no impact on \( D_T \). However, for our proposed mechanism, \( D_T \) is depending on \( d_i \):

\[
\frac{\partial u_i}{\partial d_i} = \left( \gamma \frac{\partial p_i}{\partial (d_i + D_T)} + \gamma \frac{\partial p_i}{\partial (d_i + D_T)} \frac{\partial D_T}{\partial d_i} - \alpha \frac{\partial c_i}{\partial d_i} \right) \tag{9}
\]

With the extra term, as long as \( \frac{\partial D_T}{\partial d_i} \) is positive, the optimal value \( d_i^{opt} \) for Equation 8 will be greater than that of Equation 9. Given \( D_T \) a concave function over \( d_i \), a sufficiently large \( \frac{\partial D_T}{\partial d_i} \) guarantees that \( d_i^{opt} \) equals or exceeds the maximum threshold \( d_i^t \). In this case, every client will attempt to contribute as much data as it can collect to maximize its utility.

Lemma 1 states that those clients who contribute more data can have their models learn from more data from other clients.

Lemma 1. If the server has access to global data distribution and can precisely measure models' performances, our mechanism ensures \( \frac{\partial D_T}{\partial d_i} \geq 0 \) for all \( i \).

\[ \text{Proof.} \] By Assumption 11 a model’s performance is monotonically increasing as the amount of data used for training grows, so \( \frac{\partial p_i}{\partial d_i} > 0 \). Moreover, our aggregation strategy ensures that a higher performance model will always be aggregated with a larger set of models from other clients. Again, by Assumption 11 those models represent a larger amount of training data, which implies \( \frac{\partial D_T}{\partial p_i} \geq 0 \). Hence, \( \frac{\partial D_T}{\partial d_i} = \frac{\partial p_i}{\partial p_i} \frac{\partial p_i}{\partial d_i} > 0 \).

\[ \square \]
With the Lemma 1, we can derive Theorem 2. Intuitively, it states that our incentive mechanism satisfies the baseline incentive requirement that it encourages clients to contribute more data compared with the vanilla federated learning. 

**Theorem 2.** Let $d_i^{opt}$ and $d_i^{opt*}$ denote the optimal values of $d_i$ that maximizes utility under the proposed incentive mechanism and the vanilla federated learning, respectively. The proposed mechanism always guarantees that $d_i^{opt} \geq d_i^{opt*}$.

**Proof.** Consider the utility functions given by Equation 3 and Equation 8. For clarity, let $f(d_i) = \gamma \frac{\partial p_i}{\partial (d_i + D_\gamma)} - \alpha \frac{\partial c_i}{\partial d_i}$ and $g(d_i) = \gamma \frac{\partial p_i}{\partial (d_i + D_\gamma)} + \alpha \frac{\partial c_i}{\partial d_i}$. Thus, the utility function for the proposed incentive mechanism is $f(d_i)$, and that for vanilla federated learning is $f(d_i)$. Note that based on Assumption IV, both $\gamma \frac{\partial p_i}{\partial (d_i + D_\gamma)}$ and $\alpha \frac{\partial c_i}{\partial d_i}$ monotonically decreases for $d_i \in [0, D_i]$, and so is $f(d_i)$. Additionally, $g(d_i) > 0$ always holds, because our incentive mechanism guarantees that $\frac{\partial d_i}{\partial d_i} \geq 0$, while Assumption II implies that $\frac{\partial p_i}{\partial (d_i + D_\gamma)} > 0$. We prove by 2 cases:

**Case 1** ($f(d_i)|_{d_i=D_i} > 0$).

This condition implies that $f(d_i) > 0$ throughout the range $d_i \in [0, D_i]$. Hence, a client should devote the whole dataset to maximize its utility in both schemes, i.e., $d_i^{opt} = d_i^{opt*} = D_i$. So $d_i^{opt} \geq d_i^{opt*}$ holds in this case.

**Case 2** ($f(d_i)|_{d_i=D_i} \leq 0$).

If $f(d_i)|_{d_i=0} \leq 0$, $f(d_i)$ is negative throughout the range. Therefore the optimal value for vanilla federated learning $d_i^{opt*} = 0$. It immediately follows that $d_i^{opt} \geq d_i^{opt*}$.

Otherwise, $f(d_i)|_{d_i=0} > 0$. We further decompose the scenario into 2 cases. When $(f(d_i) + g(d_i))|_{d_i=D_i} \geq 0$, $d_i^{opt} = D_i$, and therefore $d_i^{opt} \geq d_i^{opt*}$. When $(f(d_i) + g(d_i))|_{d_i=D_i} < 0$, there must exists a $d_i^{opt*}$, such that $f(d_i^{opt*}) = 0$. There must also exist a $d_i^{opt}$, such that $f(d_i^{opt}) + g(d_i^{opt}) = 0$. Because $g(d_i) > 0$ always holds, $f(d_i^{opt}) < 0$. Additionally, $f(d_i)$ is monotonically decreasing, and this indicates that $d_i^{opt} \geq d_i^{opt*}$.

Hence, we conclude that $d_i^{opt} \geq d_i^{opt}$.

The guarantee provided by Theorem 2 may not be sufficiently strong for some use cases. We would like to ensure that all clients contribute data to their maximal capabilities. We present a stronger result in Theorem 3. It states that when the magnitude of the term $\frac{\partial D_\gamma}{\partial d_i}$ is large enough to dominate the utility function, the client will devote all its data. We would like to point out that the term is also depending on the data distributions among all clients along with our incentive mechanism.

**Theorem 3.** If $D_\gamma$ is a concave function over $d_i$, and $\frac{\partial D_\gamma}{\partial d_i}$ is sufficiently large, for example, it satisfies Equation 11, all clients will contribute the maximum amount of data they possess to maximize their utilities.

$$
\frac{\partial D_\gamma}{\partial d_i}|_{d_i=D_i} \geq \frac{\alpha}{\gamma} . \frac{\partial D_\gamma}{\partial d_i}|_{d_i=D_i} - \frac{\partial p_i}{\partial (d_i + D_\gamma)}|_{d_i=D_i}.
$$

**Proof.** Let $u(d_i)$ and $u^*(d_i)$ denote the utility functions under the proposed incentive mechanism and the vanilla federated learning, respectively.

Due to Assumption IV we have

$$
\frac{\partial^2 u_i}{\partial^2 d_i} = \left( \frac{\partial^2 p_i}{\partial^2 (d_i + D_\gamma)} - \alpha \frac{\partial^2 c_i}{\partial^2 d_i} \right) \leq 0.
$$

Thus $u^*(d_i)$ is a concave function within the range. Moreover, given Assumption II if $D_\gamma$ is a concave function over $d_i$, we have

$$
\frac{\partial^2 u_i}{\partial^2 d_i} = \left( \gamma \frac{\partial p_i}{\partial^2 (d_i + D_\gamma)} \left( \frac{\partial D_\gamma}{\partial d_i} + 1 \right)^2 + \gamma \frac{\partial p_i}{\partial (d_i + D_\gamma)} \frac{\partial^2 D_\gamma}{\partial^2 d_i} - \alpha \frac{\partial^2 c_i}{\partial^2 d_i} \right) \leq 0.
$$
When Equation 10, we can immediately derive that $\frac{\partial u_i}{\partial d_i} \bigg|_{d_i = D_i} > 0$. It follows that both $u(d_i)$ and $u^*(d_i)$ monotonically increase as $d_i$ increases. Thus, all clients are willing to contribute as much data as possible.

The proof of Theorem 3 requires $D_i$ to be a concave function over $d_i$. Note that this is a sufficient condition, but may not be a necessary condition in practice. Additionally, we observe that this is usually the case in reality, particularly when the amounts of data possessed by clients is sub-exponential, i.e., a small number of clients hold a larger amount of data while the majority of the clients hold fewer data. Even without the concavity assumption, the following statement is still valid.

**Corollary 3.1.** It is a Nash Equilibrium state that all clients contribute the maximum amount of data they possess in federated learning.

Under the proposed incentive mechanism, no clients will change their strategy when they have already devoted all their data in federated learning.

**Discussions.**

i) The proposed approach trades off the model performance for the incentive to contribute data. Only the client who possesses the largest amount of data can obtain a model that has a similar performance as in vanilla federated learning. Therefore, if model performance is a major concern, the vanilla federated learning could be more desirable.

ii) We made a strong assumption in Assumption II that the training data has even quality. It can be interesting to study how data quality can affect the incentive mechanism.

iii) The proof Theorem 3 requires that the magnitude of $\frac{\partial D_i}{\partial d_i}$ is sufficiently large, and the concavity of $D_i$. However, both of them rely on the data distribution among the clients, albeit they are reasonable for general federated learning applications. Furthermore, we note that although these two conditions are required for the soundness of the proof, they are not always necessary for our incentive mechanism. We plan to experimentally study when these two conditions can be violated and how the proposed mechanism works in those situations.

5 Conclusion

In this paper, we present an incentive mechanism for federated learning, such that all clients are willing to contribute their data. We replace monetary rewards with rewards in model performance. We proved that all clients are always more willing to contribute data under the proposed mechanism. Moreover, the proposed mechanism ensures that all clients will devote their maximum amount of data under certain conditions. Future works include assessing its effectiveness in practice and designing dedicated mechanisms for more general and diverse scenarios.
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Appendix A  Symbol Table

| Notation | Description |
|---|---|
| FL | federated learning |
| C | the set of all clients participate in FL |
| C_k | k-th client in C |
| D_k | the dataset possessed by C_k |
| D | the full dataset |
| L(w, D) | loss of model w on dataset D |
| t | t-th round of FL, t \in 1 \cdots T |
| C_t | the set of all clients who participate in or selected for round t |
| N(C_t) | the total number of samples belonging to the clients in C_t |
| w^{k,t}_i | local model of C_k in round t and training epoch i |
| w^{k}_i | server aggregated model for C_k in round t |
| u(\cdot), u_i | utility function of C_i |
| d_i | the portion of data possessed and contributed by C_i |
| d_{opt} | the value of d_i which maximizes a corresponding utility function |
| D_i^{total} | the portion of data possessed by other clients and is available to C_i |
| D_i | data possessed by all clients and is available to C_i |
| p(\cdot), p_i | model performance function of C_i |
| c(\cdot), c_i | participation cost function of C_i |
| r(\cdot) | model performance index function |
| D_v | the global validation dataset held by the central server |
Appendix B  Partial Derivatives of $u(d_i)$

Derivations for the partial derivatives of $u(d_i)$:

\[
\frac{\partial u_i}{\partial d_i} = \frac{\partial p_i}{\partial d_i} - \frac{\partial c_i}{\partial d_i} = \gamma \frac{\partial p_i}{\partial (d_i + D_\tau)} \frac{\partial (d_i + D_\tau)}{\partial d_i} - \alpha \frac{\partial c_i}{\partial d_i} = \gamma \frac{\partial p_i}{\partial (d_i + D_\tau)} (1 + \frac{\partial D_\tau}{\partial d_i}) - \alpha \frac{\partial c_i}{\partial d_i}. \tag{13}
\]

Denote $\frac{\partial p_i}{\partial (d_i + D_\tau)} = F(d_i + D_\tau)$, then

\[
\frac{\partial^2 u_i}{\partial d_i^2} = \gamma \left( \frac{\partial^2 p_i}{\partial (d_i + D_\tau) \partial d_i} + \frac{\partial p_i}{\partial (d_i + D_\tau)} \frac{\partial^2 D_\tau}{\partial d_i^2} + \frac{\partial^2 p_i}{\partial (d_i + D_\tau) \partial d_i} \frac{\partial D_\tau}{\partial d_i} \right) - \beta \frac{\partial^2 c_i}{\partial d_i^2} = \gamma \left( \frac{\partial F}{\partial d_i} + \frac{\partial p_i}{\partial (d_i + D_\tau)} \frac{\partial^2 D_\tau}{\partial d_i^2} + \frac{\partial F}{\partial d_i} \frac{\partial D_\tau}{\partial d_i} \frac{\partial D_\tau}{\partial d_i} \right) - \beta \frac{\partial^2 c_i}{\partial d_i^2} = \gamma \left( \frac{\partial F}{\partial (d_i + D_\tau)} \frac{\partial D_\tau}{\partial d_i} + 1 \right) + \frac{\partial p_i}{\partial (d_i + D_\tau)} \frac{\partial^2 D_\tau}{\partial d_i^2} + \frac{\partial F}{\partial (d_i + D_\tau)} (\frac{\partial D_\tau}{\partial d_i} + 1) \frac{\partial D_\tau}{\partial d_i} \right) - \beta \frac{\partial^2 c_i}{\partial d_i^2} \tag{14}
\]