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ABSTRACT

Recently, the hybrid convolutional neural network hidden Markov model (CNN-HMM) has been introduced for offline handwritten Chinese text recognition (HCTR) and has achieved state-of-the-art performance. However, modeling each of the large vocabulary of Chinese characters with a uniform and fixed number of hidden states requires high memory and computational costs and makes the tens of thousands of HMM state classes confusing. Another key issue of CNN-HMM for HCTR is the diversified writing style, which leads to model strain and a significant performance decline for specific writers. To address these issues, we propose a writer-aware CNN based on parsimonious HMM (WCNN-PHMM). First, PHMM is designed using a data-driven state-tying algorithm to greatly reduce the total number of HMM states, which not only yields a compact CNN by state sharing of the same or similar radicals among different Chinese characters but also improves the recognition accuracy due to the more accurate modeling of tied states and the lower confusion among them. Second, WCNN integrates each convolutional layer with one adaptive layer fed by a writer-dependent vector, namely, the writer code, to extract the irrelevant variability in writer information to improve recognition performance. The parameters of writer-adaptive layers are jointly optimized with other network parameters in the training stage, while a multiple-pass decoding strategy is adopted to learn the writer code and generate recognition results. Validated on the ICDAR 2013 competition of CASIA-HWDB database, the more compact WCNN-PHMM of a 7360-class vocabulary can achieve a character error rate (CER) reduction of 16.6% over the conventional CNN-HMM without considering language modeling. By adopting a powerful hybrid language model (N-gram language model and recurrent neural network language model), the CER of WCNN-PHMM is reduced to 3.17%. Moreover, the state-tying results of PHMM explicitly show the information sharing among similar characters and the confusion reduction of tied state classes. Finally, we visualize the learned writer codes and demonstrate the strong relationship with the writing styles of different writers. To the best of our knowledge, WCNN-PHMM yields the best results on the ICDAR 2013 competition set, demonstrating its power when enlarging the size of the character vocabulary.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The robust recognition of handwritten text lines in an unconstrained writing style plays an important role in many applications, such as machine scoring, express sorting and document recognition. Specifically, handwritten Chinese text recognition (HCTR) has been intensively studied as a popular research topic for many years [1,2]. However, it remains a challenging problem due to the large vocabulary and the diversity of writing styles. Moreover, offline HCTR, which is the focus of this study, is more difficult than online HCTR [3,4], as the ink trajectory information is missing.

In general, the research efforts for offline HCTR can be divided into two categories: oversegmentation-based approaches and segmentation-free approaches. The former approaches [5–8] often build several modules by first including character oversegmentation, character classification, and modeling the linguistic and geometric contexts, and then incorporating them to calculate the score for path search. The recent work in [8], with the neural network language model, adopted three different CNN models to replace the conventional character classifier, segmentation and geometric models to achieve the best performance of oversegmentation-based methods on the ICDAR 2013 competition dataset [9]. By con-
trastrat, segmentation-free approaches do not need to explicitly segment text lines. One early approach to text line modeling [10] used the Gaussian mixture model hidden Markov model (GMM-HMM). Another recent approach [11] utilized multidimensional long short-term memory recurrent neural network (MDLSTM-RNN), which was inspired by well-verified LSTM-RNN approaches [12] for the recognition of handwritten western languages with a small set of character classes. The MDLSTM-RNN approach is quite flexible due to the connectionist temporal classification (CTC) technique [13], which avoids explicit segmentation. In [14], the authors employed a CNN and an LSTM neural network under the HMM framework to obtain a significant improvement over the LSTHM-HMM model. In [15], the authors used separable MDLSTM-RNN (SMDLSTM-RNN) with CTC loss, instead of the traditional LSTM-CTC method. More recently, the authors in [16] proposed a novel aggregation cross-entropy loss for sequence recognition, which was shown to exhibit competitive performance for offline HCTR. In [17], we verified that combining hybrid deep CNN-HMM (DCNN-HMM) with a powerful language model could achieve the best reported results of the segmentation-free approaches on the ICDAR 2013 competition dataset.

However, the impressive results reported in recently proposed oversegmentation-based and segmentation-free approaches [8,16,17] highly depend on the use of strong language models (LMs) built with a large number of text corpora, which partially masks the weakness of character models and makes the comparison of character models unfair. Actually, the large vocabulary of Chinese characters and the diversified writing styles of text lines still limit the performance of deep learning methods based on character modeling. For example, in our DCNN-HMM work [17], the number of output nodes in DCNN, i.e., the total state class number, was 19,900 by modeling 3980 characters with a 5-state HMM for each. Obviously, a further increase of the vocabulary size could potentially lead to a data sparsity problem and high computation and memory costs, which makes the training of CNNs become difficult. Moreover, similar radicals among different Chinese characters should be shared by the same states to reduce ambiguity in the decoding stage. Another key issue is that free-style writing usually causes a mismatch between the distributions of the training and testing datasets, which significantly degrades the recognition accuracy of certain writers.

To address these two main problems, we propose a novel writer-aware CNN based on parsimonious HMM (WCNN-PHMM). First, PHMM is designed using a data-driven state-taking algorithm to freely compress the total number of HMM states. The binary decision tree with a data-driven question set is adopted to represent one fixed-position HMM state of all character classes. In this way, it can not only yield a compact CNN by state sharing of the same or similar radicals among different Chinese characters but also improve the recognition accuracy due to the more accurate modeling of tied states and the lower confusion among them. Second, WCNN embeds one linear adaptive layer fed by a writer-dependent vector (namely, the writer code) into each convolutional layer, which extracts the irrelevant variability of writer information to improve recognition performance. In the training stage, all writer codes and the parameters of the adaptation layers are initialized randomly and then jointly optimized with other network parameters using the writer-specific data. In the recognition stage, with the initial recognition results from the first-pass decoding with the writer-independent CNN-PHMM model, an unsupervised adaptation is performed to generate the writer code for the subsequent decoding of WCNN-PHMM. Furthermore, in order to overcome the data sparseness problem of traditional N-gram LM (NLM) [18], similar to Wu et al. [8], we introduce a recurrent neural network LM (RNNLM) [19] to form a hybrid LM (HLM).

The main contributions of this study can be summarized as follows:

- The new structure WCNN-PHMM is presented to tackle two key issues for offline HCTR: the large vocabulary and the diversity of writing styles.
- A general adaptive training approach is proposed to integrate with any type of CNNs to create writer-aware models. To the best of our knowledge, this paper is the first study of writer adaptation for offline HCTR.
- The fast and compact design of PHMM via state tying improves the recognition accuracy. More importantly, compared with other segmentation-free approaches, PHMM can yield even better recognition accuracy when enlarging the size of the character vocabulary by fully leveraging more training data and class information sharing.
- The effectiveness of WCNN-PHMM is visually illustrated by the analyses of the state-tying results and the learned writer codes.
- The proposed WCNN-PHMM demonstrates the best reported character error rate (CER) (8.42%) for a 7360-class vocabulary on the ICDAR 2013 competition set without using language models. By adopting a powerful HLM, the CER of WCNN-PHMM can be further reduced to 3.17%.

The remainder of this paper is organized as follows. Section 2 introduces related work. Section 3 gives an overview of the proposed framework. Section 4 elaborates on the details of WCNN-PHMM. Section 5 reports the experimental results and analyses. Finally, Section 6 concludes.

2. Related work

In this section, we describe related work, including the basic principles for mainstream approaches of offline HCTR, model compression and writer adaptation.

2.1. Basic principles for offline HCTR

Offline HCTR can be formulated as the Bayesian decision problem:

$$\hat{C} = \operatorname{arg} \max_{C} p(C|X)$$

$$= \operatorname{arg} \max_{C} p(X|C) p(C)$$

(1)

where \(X\) is the feature sequence of a given text line image and \(C = \{C_1, C_2, \ldots, C_n\}\) is the underlying n-character sequence. In oversegmentation-based approaches [6], the posterior probability \(p(C|X)\) can be computed by searching the optimal segmentation path and the corresponding posterior probability of the character sequence by combining the character classifier, the segmentation model and the geometric/language model. Regarding segmentation-free approaches, the CTC-based and HMM-based approaches are two mainstream frameworks. In the CTC-based approach [15], a special character blank class and a defined many-to-one mapping function are introduced to directly compute \(p(C|X)\) with the forward-backward algorithm [13]. For the HMM-based approach [17], \(p(C|X)\) can be reformulated as the conditional probability \(p(X|C)\) and the prior probability \(p(C)\). More details will be provided in Section 3.

2.2. Model compression

The state tying can be regarded as belonging to a more general field, i.e., model compression [20]. With the emergence of deep learning [21], many studies have focused on building compact and fast CNNs for practicability. Regarding the reduction in
the number of parameters and the computation complexity of convolutional layers, research efforts can be divided roughly into low-rank decomposition [22], pruning [23], quantization [24] and compact network design [25]. Aside from these methods, a key issue with CNN-HMM-based offline HCTR [17] is the large vocabulary problem, which leads to tens of thousands of output nodes (corresponding to HMM states) in CNN architecture. This heavy overhead in the output layer of the CNN not only requires high memory and computation costs but also yields more confusion among state classes and CNN training difficulties. To handle this problem, inspired by the early work in speech recognition [26,27], we introduce state tying via decision trees to freely compress the output layer of the CNN model. Considering the particularity of HCTR and the difficulty of defining an effective question set for the Chinese language, in our previous work [30], we successfully invented a data-driven state-tying approach for a huge set of HMMs representing Chinese characters and achieved promising recognition performance. It should be noted that, if we simply reduce the state number for each character, the recognition accuracy will decline dramatically due to the lack of resolution for text line modeling [17].

2.3. Writer adaptation

Writer adaptation is similar to other topics, such as transfer learning [32] and speaker adaptation [31], where the distribution of test data is different from that of training data [34]. In offline HCTR, as shown in Fig. 1, the writing styles could be quite different, which makes the recognition accuracy of unseen writers unpredictable. In comparison to handwritten Chinese character recognition (HCCR), aside from the morphological variations within characters, writing orientation and ligatures make HCTR much more challenging. In general, there are two mainstream methodologies to achieve writer adaptation. The one type is to adopt writer-specific data to guide writer-independent classifier toward the new distribution of the particular writer, the other is to extract writer-independent features for classifier. More specifically, this process might be supervised, semisupervised or unsupervised, depending on whether the adaptation writer-specific data are labeled. Usually, unsupervised adaptation needs to reuse the test data. Besides, it depends on adequate writer data. In some applications such as the machine scoring of essays [33], the recognition rate is the most important factor to be considered and there are enough specific writer data available to adopt adaptation techniques for improving the recognition rate. Moreover, the research on writer adaptation could be divided into feature-space and model-space approaches based on the part on which the adaptation parameters are working [35]. To the best of our knowledge, for Chinese handwriting recognition, almost all efforts of writer adaptation focus on the HCCR task. One such method uses a linear feature transformation to adapt the writing styles via discriminative linear regression (DLR) [36,37], which is verified to be effective when incorporated with a prototype-based classifier and an NN-based classifier. Another representative method introduces style transfer mapping (STM) [34] for learning a linear transformation to project writer-specific data onto a style-free space. As a flexible adaptation method, STM can work on the outputs of both fully connected layers [38,39] and convolutional layers [54]. A recent study [49] uses adversarial learning [40] to transform writer-dependent features into writer-independent features under the guidance of printed data. However, there are very few studies for the writer adaptation of the more challenging HCTR problem. Inspired by [41,42], in [43] we propose an unsupervised writer adaptation strategy for CNN-HMM-based HCTR.

This study is comprehensively extended from our previous conference papers [30,43] with the following new contributions: (1) the proposed PHMM is introduced with more technical details and verified for a more promising CNN-HMM, rather than the DNN-HMM in [30]; (2) we present a novel unsupervised adaptation strategy with writer codes and adaptation layers to guide the convolutional layers in CNN-HMM, rather than using the fully connected layers in DNN-HMM [43]; (3) WCNN-PHMM perfectly combines the two techniques to yield a compact and high-performance model; (4) instead of the NLM, the HLM is used to further improve performance; and (5) all experiments are redesigned to verify the effectiveness of WCNN-PHMM, and detailed analyses are described to give the readers a deep understanding of our approach.

3. System overview

Our system follows the basic HMM framework [17] in which the handwritten text line is modeled by a series of cascading HMMs, each representing one character, as illustrated in Fig. 2. The mathematical principle of HMM can be represented by rewriting the formula $P(X|C)p(C)$ in Eq. (1):

$$P(X|C)p(C) = \sum_{S} \prod_{t=1}^{T} p(a_{t-1,t}) \prod_{t=0}^{T} p(x_{t} | s_{t})$$

$$= \sum_{S} \prod_{t=1}^{T} p(a_{t-1,t}) \prod_{t=0}^{T} \frac{p(s_{t} | x_{t})p(x_{t})}{p(s_{t})} \prod_{n=1}^{n} p(c_{n} | c_{n-1}, c_{n-2}, \ldots, c_{1})$$

(2)

where $X = \{x_{0}, x_{1}, x_{2}, \ldots, x_{T}\}$ is a $(T+1)$-frame observation sequence of one text line image, $P(X|C)$, which can be called the character model, is the conditional probability of $X$ given $C$ corresponding to a sequence of HMMs with the corresponding hidden state sequence $S = \{s_{0}, s_{1}, s_{2}, \ldots, s_{T}\}$. Each HMM with a set of states represents one character class. With HMMs, the $P(X|C)$ can be decomposed in the frame level: $\pi(s_{0})$ is the initial state probability, $a_{t-1,t}$ is the state transition probability from frame $t-1$ to $t$, $p(x_{t} | s_{t})$ is the output probability of $x_{t}$ given $s_{t}$, $p(s_{t})$ is the prior probability of state $s_{t}$ estimated from the training set, $p(s_{t} | x_{t})$ is the posterior probability of state $s_{t}$ given $x_{t}$, and $p(x_{t})$ is independent of the character sequence. As mentioned in [17], GMM can be used to calculate $p(s_{t} | x_{t})$ in Eq. (2) for the GMM-HMM system, while DNN/CNN can be adopted to compute $p(s_{t} | x_{t})$ in Eq. (3) for the DNN-HMM/CNN-HMM system.

Meanwhile, $p(C)$, namely the language model, is the probability of an $n$-character sequence $C = \{c_{1}, c_{2}, \ldots, c_{n}\}$ and can be decomposed as $\prod_{i=1}^{n} p(c_{i} | c_{i-1}, c_{i-2}, \ldots, c_{1})$. However, as the number of these values $V$ for even a moderate vocabulary size $V$ is too large to be accurately estimated. The so-called N-gram LM can not realistically depend on all $i-1$ conditioning histories $C_{1}, C_{2}, \ldots, C_{i-1}$ to compute the term $p(C | C_{1}, C_{2}, \ldots, C_{i-1})$. Obviously, a higher order $N$ leads to a more powerful language model which can significantly improve the recognition accuracy. In this work, the SRILM toolkit [44] is employed to generate a 5-gram LM. To further enhance the ability of the LM, we linearly interpolate a standard NLM with an RNNLM to form an HLM.
In the training stage, we first build the conventional GM-HMM system as in [17]. Then, the state-tying GMM-HMM system (GM-PHMM) can be generated using the proposed decision-tree algorithm to greatly reduce the total number of states, i.e., the dimension of the CNN output layer. Meanwhile, state-level forced-alignment is conducted to obtain frame-level labels for the subsequent CNN cross-entropy training. After the conventional CNN is trained, a series of adaptation layers with the writer codes as the input are appended in parallel to form the WCNN. With writer-specific training data, the writer codes and the parameters of the adaptation layers for WCNN are jointly optimized.

In the testing stage, with the initial recognition results from the first-pass decoding using CNN-PHMM, the codes of unknown writers are learned from random initialization via WCNN for the second-pass decoding. This process could be iteratively conducted for multipass decoding to refine the recognition results and the writer codes.

4. WCNN-PHMM

Fig. 3 illustrates two main innovations of our proposed WCNN-PHMM architecture over the conventional CNN-HMM in [17], namely, the compact design of the output layer and writer-aware convolutional layers. In the following subsections, we elaborate three basic components of WCNN-PHMM: convolutional neural network, state tying for PHMM, and writer code-based adaptive training for WCNN. In order to help readers understand clearly, in Table 1, we first describe acronyms that are frequently used in this paper. For example, according to Table 1, the system WCNN-PHMM means characters are modeled by the PHMM where the WCNN is used to compute the posterior probabilities of tied-states.

| Acronym | Description |
|---------|-------------|
| CNN     | Convolutional neural network |
| WCNN    | Writer-aware convolutional neural network |
| TCNN    | Tied-state convolutional neural network |
| PHMM    | Parsimonious hidden Markov model |

4.1. Convolutional neural network

As shown in Fig. 3, CNN [45] successively consists of stacked convolutional layers (Conv) optionally followed by spatial pooling, one or more fully connected layer (FC) and a softmax layer. For the convolutional and pooling layers, each layer is a three-dimensional tensor organized by a set of planes called feature maps, while the fully connected layer and the softmax layer are the same as those in the conventional DNN. Inspired by the locally sensitive, orientation-selective neurons in the visual system of cats [46], each unit in a feature map is constrained to connect a local region in the previous layer, which is called the local receptive field. Two contiguous local receptive fields are usually s pixels (referred as stride) shifted in a certain direction. Usually, all units in the same feature map of a convolutional layer share a set of weights, each computing a dot product between its weights and the local receptive field in the previous layer and then followed by batch normalization (BN) [47] and a nonlinear activation function. Meanwhile, the units in a pooling layer perform a spatial average or max operation for their local receptive field to reduce spatial resolution and noise interference. Accordingly, the key information for identifying the pattern is retained. We formalize operations in a convolutional layer as:

$$O_{i,j,k} = f(\text{BN}(\sum_{m,n,l} I_{(i-1)\times s+m,(j-1)\times s+n,l}W_{m,n,k,l} + B_k))$$

where $I_{i,j,k}$ is the value of the input unit in feature map $k$ at row $i$ and column $j$ while $O_{i,j,k}$ corresponds to the output unit, $W_{m,n,k,l}$ is the connection weight between a unit in feature map $k$ of the output and a unit in channel $l$ of the input, with an offset of $m$ rows and $n$ columns between the output unit and the input unit. $B_k$ is the $k$th value of bias vector $B$ for all units in the feature map $k$. BN is used to handle the change of the distribution in each layer by simply normalizing the input of layers [47], which can yield an obvious improvement in the HCTR task [17], $f$ is a nonlinear function, i.e., ReLU [48], used in this study.

4.2. State tying for PHMM

Fig. 4 illustrates the main motivation of our proposed algorithm to tie HMM states, namely, fully utilizing the partial similarities of characters (e.g., radicals). State tying is completed using a binary decision tree in which the question for each node of the tree is automatically generated by a data-driven algorithm. If each character is represented by a 5-state HMM, then $S$ trees are built, with each representing one positioned HMM state to cluster all character classes. Suppose $S$ is the set of HMM states in one nonleaf node of a tree and $L(S)$ is the log-likelihood of $S$ generating the training dataset with $F$ frames. Then, by the attached question $q$, which is selected from an automatically generated question set, this node with $S$ is split into two children nodes, namely, a left node with a subset $S_l$ and a right node with a subset $S_r$, to maximize the log-likelihood increase with respect to $q$ in the current node:

$$\Delta L = L(S_l(q)) + L(S_r(q)) - L(S)$$

where $L(S), L(S_l(q))$ and $L(S_r(q))$, are log-likelihoods of the state set in the current node, its left node and its right node, respectively. Based on the assumptions that all tied states in $S$ share a common mean $\mu(S)$ and variance $\Sigma(S)$, and the tying states does not change
In the frame/state alignment, a reasonable approximation of $L(S)$ via Gaussian output distribution $\mathcal{N}$ is given by:

$$L(S) = \sum_{f=1}^{F} \gamma_s(o_f) \ln \mathcal{N}(o_f; \mu(S), \Sigma(S))$$

$$= -\frac{1}{2} \sum_{f=1}^{F} \gamma_s(o_f) [D \ln(2\pi) + \ln |\Sigma(S)| + D_M^2(o_f)]$$

where $D_M(o_f)$ is the Mahalanobis distance:

$$D_M(o_f) = \sqrt{(o_f - \mu(S))^\top (\Sigma(S))^{-1} (o_f - \mu(S))}.$$  

In Eq. (6), $\gamma_s(o_f)$ is the posterior probability of the $D$-dimensional feature vector $o_f$ at the $f$th frame that is generated by state $s$. $\mu(S)$ and $\Sigma(S)$ can be estimated as:

$$\mu(S) = \frac{\sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) o_f}{\sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f)}$$

$$\Sigma(S) = \frac{\sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) (o_f - \mu(S))(o_f - \mu(S))^\top}{\sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f)}.$$  

Using Eq. (9), we can have the following derivation for the last item in Eq. (6):

$$\sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) D_M^2(o_f)$$

$$= \sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) \text{Tr}((o_f - \mu(S))^\top (\Sigma(S))^{-1} (o_f - \mu(S)))$$

$$= \sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) \text{Tr}((\Sigma(S))^{-1} (o_f - \mu(S))(o_f - \mu(S))^\top)$$

$$= \text{Tr}((\Sigma(S))^{-1} \Sigma(S)) \sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f) = D \sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f)$$

where $\text{Tr} \{ \cdot \}$ denotes the trace of a square matrix. If we further define the notation:

$$\gamma(S) = \sum_{f=1}^{F} \sum_{s \in S} \gamma_s(o_f)$$
Then, Eq. (6) can be rewritten as:

$$L(S) = -\frac{1}{2} \gamma(S) \ln |\Sigma(S)| + D + D \ln(2\pi)$$  \hspace{1cm} (12)$$

Thus, the log-likelihood \( L(S) \) depends only on the pooled state occupancy \( \gamma(S) \) and the pooled state variance \( |\Sigma(S)| \). Both can be calculated from the saved parameters of state occupancy counts, means, and variances for all HMM states during the preceding Baum–Welch re-estimation.

Initially, all corresponding states are placed in the root node of a tree. Then, the above algorithm is conducted in a top-down manner to build this binary tree until reaching a fixed threshold. Finally, a merge operation of leaf nodes is conducted using a minimum priority queue in a bottom-up manner by computing the log-likelihood decrease to reach the target tied-state number.

To generate the question set, all feature frames of characters are placed in the root node of a binary decision tree and then a \( k \)-means \( (k = 2) \) algorithm is used to find an optimal partition, which aims to maximize the log-likelihood of frames under the assumption of a single Gaussian distribution. This procedure is conducted in a top-down manner until each node only contains one character class. One question of a nonleaf node can be obtained from all reachable leaves of this node. All questions form our question set for the state tying. There are 5 trees in total, as each character is modeled by a 5-state HMM. In Fig. 5, a fraction of a generated tree for the first state is illustrated.

In Table 2, we summarize the differences of state tying between HCTR and speech recognition (SR). First, the original signal in HCTR is two-dimension image and the signal is one-dimension speech in SR. Second, the motivation of state tying in HCTR is to overcome the difficulty of training and decoding in CNN–HMM due to many similar radicals among tens of thousands of characters while the state tying in SR is introduced for the data sparseness problem of tri-phone. Third, considering the ways of modeling in HCTR, we only tie the states of characters being in the same position to capture similar radicals more accurately. For SR, the state tying is usually conducted on the states of tri-phones with the same central phone. Finally, for HCTR, the question set used in state tying totally depends on the character based features while the question set in SR can be predefined artificially according to pronunciation characteristics.

4.3. Adaptive training for WCNN based on writer code

As shown in Fig. 3, the conventional CNN used for offline HCTR does not explicitly incorporate the writer information in both training and testing stages. However, the writing style could play an essential role in the final CER as an irrelevant variability to recognize the character class. Accordingly, a learnable vector (writer code) is introduced to represent the writer style of each writer. If we consider the CNN architecture to integrate both feature extraction and classifier implicitly, then the proposed ingenious design of WCNN in Fig. 3 seems like a joint feature and model adaptive training strategy.

To guide the CNN with writer information, two key components, i.e. writer codes and adaptation layers, are randomly initialized and can be optimized using the back-propagation algorithm. The code of the \( r \)th writer is a \( C \)-dimensional vector \( \mathbf{V} \) directly connected with all adaptation layers. The \( p \)th adaptation layer can be represented by a \( K \times C \) matrix \( \mathbf{A}^p \). The writer code is fed into the adaptation layer and transformed into a new vector \( \mathbf{Q}^{p,k} \):

$$\mathbf{Q}^{p,k} = \mathbf{A}^p \mathbf{V}^r.$$  \hspace{1cm} (13)$$

With the writer information \( \mathbf{Q} \), the corresponding \( p \)th convolutional layer of WCNN can be reformulated as:

$$\mathbf{O}^{p,k}_{i,j,k} = f(\mathbf{BN}(\mathbf{M}^p_{i,j,k} + \mathbf{Q}^{p,k}))$$  \hspace{1cm} (14)$$

where

$$\mathbf{M}^p_{i,j,k} = \sum_{l,m,n} \mathbf{I}^p_{(i-1) \times c + m,(j-1) \times c + n} \mathbf{W}^p_{m,n,k,l} + \mathbf{B}^p_{k}.$$  \hspace{1cm} (15)$$

In Eqs. (14)–(15), \( \mathbf{I}^p_{i,j,k}, \mathbf{O}^{p,k}_{i,j,k}, \mathbf{W}^p_{m,n,k,l}, \) and \( \mathbf{B}^p_{k} \) are the corresponding items like in Eq. (4) for the \( p \)th convolutional layer. The writer information \( \mathbf{Q}^{p,k} \), which is the \( k \)th value of bias vector \( \mathbf{Q}^{p} \), is newly added as a bias to build writer-aware convolutional layers. The key innovation of the WCNN architecture is illustrated in Fig. 6.
Suppose we use $P$ adaptation layers with the parameter set $\mathbf{A} = \{\mathbf{A}^p | p = 1, \ldots, P\}$. In the training stage, a well-trained CNN-HMM or CNN-PHMM system is first used to initialize WCNN with the writer-independent parameter set $\mathbf{A}$. Assume we have $R$ writers in the training dataset with the corresponding writer code set $\mathbf{V} = \{\mathbf{V} | r = 1, \ldots, R\}$. Then, the cross-entropy criterion is minimized with respect to writer-aware parameter set $\{\mathbf{A}, \mathbf{V}\}$ in WCNN:

$$E(\mathbf{A}, \mathbf{V}) = - \sum_{t=1}^{N_t} \log p(s_t | \mathbf{X}_t, \mathbf{A}, \mathbf{V})$$  \hspace{1cm} (16)$$

where the WCNN output $p(s_t | \mathbf{X}_t, \mathbf{A}, \mathbf{V})$ is the posterior probability of the reference state $s_t$ given the input image $\mathbf{X}_t$ within the sliding window. $N_t$ is the minibatch size using stochastic gradient descent algorithm. In our implementation, we process the text lines one by one. Thus, $N_t$ equals the number of frames of each text line. Please note that, for each frame $\mathbf{X}_t$, the input writer code vector is selected from $\mathbf{V}$ with the writer-aware information. With the random initialization, we jointly update $\{\mathbf{A}, \mathbf{V}\}$ using backpropagation and SGD:

$$\mathbf{A}^p \leftarrow \mathbf{A}^p - \varepsilon^{AB} \frac{\partial E(\mathbf{A}, \mathbf{V})}{\partial \mathbf{A}^p}$$

$$\mathbf{V}^i \leftarrow \mathbf{V}^i - \varepsilon^{VA} \frac{\partial E(\mathbf{A}, \mathbf{V})}{\partial \mathbf{V}^i}$$ \hspace{1cm} (17)$$

where $\varepsilon^{AB}$ is the step size in the training stage, which is initially set to 0.001 and decreased by a factor of 0.8 after updating with 5 million frames. We summarize the training procedure of WCNN in Algorithm 1.

**Algorithm 1** The training procedure of WCNN.

**Input:**
The writer-independent parameter set $\mathbf{A}$ is generated using conventional CNN-HMM/CNN-PHMM systems; Randomly initialize the writer-aware parameter set $\{\mathbf{A}, \mathbf{V}\}$; Prepare the minibatch level training dataset with the state label and writer information in each frame.

1. Randomly select one minibatch and set the input writer code of each frame using writer information and $\mathbf{V}$.
2. Calculate all required derivatives using backpropagation.
3. Update the adaptation layer parameters and writer codes $\{\mathbf{A}, \mathbf{V}\}$ using Eq. (17).
4. Go to step 1 until the convergence condition is satisfied.

**Output:** The parameter set of WCNN $\{\mathbf{A}, \mathbf{V}\}$

In the recognition stage, for the data of an unknown writer, a multipass decoding is conducted. In the first-pass decoding, we use only CNN-HMM/CNN-PHMM with the parameter set $\mathbf{A}$ to generate the recognition results that are adopted as the state labels for updating the writer code vector of this unknown writer in the next pass. In the second pass, we perform the adaptation by minimizing the cross-entropy criterion with respect to the writer code $\mathbf{V}^i$:

$$E'(\mathbf{V}^i) = - \sum_{t=1}^{N_t} \log p(s_t^i | \mathbf{X}_t^i, \mathbf{A}, \mathbf{V}^i)$$ \hspace{1cm} (18)$$

Similar to Eq. (16), $\mathbf{X}_t^i$ is the $t$th input frame of an unknown writer, while $s_t^i$ is its corresponding state label from the first-pass recognition. The batch size $N_t$ refers to the number of frames of each text line. Please note that we do not use $\mathbf{V}^i$ from the training stage and randomly initialize the code $\mathbf{V}^i$ of the unknown writer. Accordingly, we can update $\mathbf{V}^i$ as:

$$\mathbf{V}^i \leftarrow \mathbf{V}^i - \varepsilon^{VA} \frac{\partial E'(\mathbf{V}^i)}{\partial \mathbf{V}^i}$$ \hspace{1cm} (19)$$

where $\varepsilon^{VA}$ is the step size in the testing stage, which is set to 0.001. Then, we conduct a second-pass decoding using $\{\mathbf{A}, \mathbf{A}, \mathbf{V}^i\}$ of WCNN. This adaptation and recognition processes could be alternatively and iteratively conducted until a specified number of multipass decoding is reached. We summarize the adaptation/recognition procedure of WCNN in Algorithm 2.

**Algorithm 2** The adaptation/recognition procedure of WCNN.

**Input:**
Prepare the WCNN parameter set $\{\mathbf{A}, \mathbf{A}\}$; Prepare the minibatch level dataset of an unknown writer; Randomly initialize the corresponding writer code $\mathbf{V}^i$.

1. Generate the state labels via first-pass decoding using $\mathbf{A}$.
2. Perform the adaptation to refine $\mathbf{V}^i$ using Eq. (19).
3. Conduct decoding using $\{\mathbf{A}, \mathbf{A}, \mathbf{V}^i\}$ of WCNN.
4. Go to step 2 for alternative adaptation and recognition until a specified number of multipass decoding is reached.

**Output:** The writer code $\mathbf{V}^i$ and recognition results

### 4.4. Hybrid language model

The HLM is linear interpolation of a traditional NLM and an RNNLM. Considering all calculations in Eq. (2) are performed in the logarithmic domain, the HLM is represented as:

$$\log p_{\text{HLM}}(\mathbf{C}) = \omega \log p_{\text{NLM}}(\mathbf{C}) + (1 - \omega) \log p_{\text{RNNLM}}(\mathbf{C})$$ \hspace{1cm} (20)$$

where the $p_{\text{RNNLM}}(\mathbf{C})$ means the probability of an $n$-character sequence $\mathbf{C} = [C_1, C_2, \ldots, C_n]$ is computed based on NLM while the value of $p_{\text{RNNLM}}(\mathbf{C})$ is obtained from RNNLM. $\omega$ is a hyperparameter to adjust the ratio between NLM and RNNLM. In the RNNLM, a simple RNN with three layers including input layer, hidden layer and output layer is used. At time step $t$, the input vectors consist of a 1-of-$V$ coding $\mathbf{R}_t$ that represents the previous word $C_{t-1}$, and the previous hidden layer output $\mathbf{H}_{t-1}$. The output of the hidden layer is computed as:

$$\mathbf{H}_t = f(\mathbf{W}_{H/V} \mathbf{R}_t + \mathbf{W}_{H/H} \mathbf{H}_{t-1})$$ \hspace{1cm} (21)$$
where $W_{UV}$ and $W_{UH}$ are learnable matrices of size $H \times V$ and $H \times H$, respectively. The activation function $f$ is sigmoid. In the output layer, using the history information $H_i$, the probabilities of the predicted characters at time step $i$ are estimated:

$$P_i = g(W_{V,i}H_i)$$  \hspace{1cm} (22)

$g$ is the softmax function and $W_{V,i}$ is a $V \times H$ learnable matrix. Naturally, for a predicted character $C_i$ at time step $i$, we have the following equation:

$$P_{\text{RNLLM}}(C_i|C_{i-1},C_{i-2},\ldots,C_1) = P_i(C_i).$$  \hspace{1cm} (23)

Finally,

$$P_{\text{RNLLM}}(C) = \prod_{i=1}^{n} P_{\text{RNLLM}}(C_i|C_{i-1},C_{i-2},\ldots,C_1) = \prod_{i=1}^{n} P_i(C_i).$$  \hspace{1cm} (24)

In this work, the dimension of the hidden layer is set to 300, the $\omega$ is 0.5 and the weights $W_{UV}$, $W_{UH}$, $W_{UH}$ in the RNLLM are optimized by using the truncated BPTT [50].

5. Experiments

We designed a set of experiments to validate and explain the effectiveness of the proposed method for offline HCTR. All experiments were implemented with Kaldi [28] and Pytorch [29] toolkits using NVIDIA GeForce GTX 1080ti GPUs. Additional, we plan to release our source codes in the near future.

5.1. Dataset and metrics

We conducted the experiments on a widely used database for HCTR released by the Institute of Automation of Chinese Academy of Sciences (CASIA) [51,52]. To train the character models, both offline isolated handwritten Chinese character datasets (HWDB1.0 and HWDB1.1) and the training sets of offline handwritten Chinese text datasets (HWDB2.0, HWDB2.1, and HWDB2.2) were used. The detailed information, including the number of classes, writers, lines, and characters for each dataset, are shown in Table 3. In total, 3980 classes (Chinese characters, symbols, garbage) were formed with 4,091,599 samples. To train the language model, the training sets of offline handwritten Chinese text of HWDB2.0–2.2 and the news data downloaded from Internet are used. All the news data have been checked to exclude the text of the test set. The whole corpus contains approximately ten million characters. The ICDAR 2013 competition set with 60 writers unseen to the training dataset was adopted as the evaluation set [9]. The CER was computed as:

$$\text{CER} = \frac{N_1 + N_2 + N_3}{N}$$  \hspace{1cm} (25)

where $N$ is total number of character samples in the evaluation set. $N_1$, $N_2$, and $N_3$ denote the number of substitution errors, insertion errors and deletion errors, respectively. Firstly, to focus on character modeling, we did not use additional language models.

5.2. Experiments on state tying of PHMM

5.2.1. Comparison between CNN-HMM and CNN-PHMM

We first compared CNN-HMM with CNN-PHMM according to the best configuration in our previous work [17], i.e., there were 16 wt layers (14 Conv and 2 FC layers) and the number of channels increased from 100 to 700. The image patch of each frame was passed through a stack of $3 \times 3$ convolutional layers. After the last max pooling layer, a $1 \times 1$ convolutional layer was used to increase the nonlinearity of the net without more computation and memory than the other larger receptive fields. All convolutional layers were followed by the ReLU and the stride was 1, while the stride of all max pooling layers was 2 with a $3 \times 3$ window. The BN operation was equipped for the outputs before nonlinearity in every convolutional layer. The minibatch size was 1,000, the momentum was 0.9 and the weight decay was 0.0001. The learning rate was initially set to 0.01 and decreased by 0.92 every 4000 batches. Three epochs were conducted. All other parameters, such as frame length, frame shift, feature extraction for GMM-HMM, and parameters of GMM-HMM, were the same as those used in [17].

For CNN-HMM, we list the results of different settings of states per HMM in Table 4. The observation consistent with [17] was that the CER increased greatly from 5 states to 1 state due to the lack of adequate resolution. Notably, the number of output nodes of CNN was 3,980 × 5 (19,900) for 5-state HMM, while the number of output nodes was 3980 for 1-state HMM, which means that, the more states for each character, the more challenging it is to train CNN. Based on the optimal settings of the 5-state CNN-HMM system, we conducted the state-tying algorithm of our PHMM to reduce the average number of states per HMM. Interestingly, the performance of CNN-PHMM could improve when the average number of states equaled 3 or 4; however, if we kept reducing this number to 2 or 1, the performance declined. These observations implied that there was a tradeoff between the model resolution and the parameter redundancy. Moreover, the CER of CNN-PHMM was much lower than the CER of CNN-HMM for the same average state number, which indicated that CNN-PHMM achieved more reasonable state assignment among all character HMMs than CNN-HMM. Another advantage of CNN-PHMM is its more compact CNN output layer, which helps compress the CNN and accelerate the decoding process, as shown in Table 5. Finally, for CNN-PHMM, an average 3 states was used as the default for the subsequent experiments, which not only achieved a much lower CER than the best configured CNN-HMM with 5 states but also yielded a much smaller model size and a faster decoding speed.

5.2.2. Analysis of state tying

In Fig. 7, we list representative examples of tied Chinese characters from positioned states 1 to 5 in our CNN-PHMM system. It was
Table 6
CER (%) comparison of different settings of adaptation layer number $P$ and writer code dimension $G$ in WCNN-PHMM.

| $G$ | 200 | 400 |
|-----|-----|-----|
| CER | 9.54 | 200 |
| 0   | 9.29 |     |
| 1   | 9.17 |     |
| 2   | 9.04 |     |
| 3   | 8.99 |     |
| 4   | 8.96 |     |
| 5   | 9.05 |     |
| 6   | 9.02 |     |
| 5   | 9.05 |     |

Fig. 7. Examples of tied Chinese characters with similar radicals.

Fig. 8. Partial results of generated question set for tree-based state tying.
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| $G$ | 200 | 400 |
|-----|-----|-----|
| CER | 9.54 | 200 |
| 0   | 9.29 |     |
| 1   | 9.17 |     |
| 2   | 9.04 |     |
| 3   | 8.99 |     |
| 4   | 8.96 |     |
| 5   | 9.05 |     |
| 6   | 9.02 |     |
| 5   | 9.05 |     |

For further analysis, we draw the learning curves during training for conventional CNN and tied-state CNN (TCNN) in Fig. 9. Obviously, the learning curve of TCNN was always below that of CNN. More interestingly, the gap between the two curves significantly increased in the beginning stage and then decreased to a relatively stable value as an increasing amount of training data was used. We believe that the compact design of the CNN output layer not only made the CNN model easier to train and more effective to classify but also fully utilized the training data by state tying.

5.3. Experiments on writer adaptive training for WCNN

5.3.1. The configuration of WCNN

As shown in Fig. 4, there are two key factors for writer-adaptive training: the number of adaptation layers $P$ and the dimension of writer code $G$. The increase in the number of adaptation layers linking to the convolutional layers goes from input layer to output layer. Table 6 compares different settings of adaptation layer number $P$ and writer code dimension $G$ in WCNN-PHMM. $P=0$ denotes the CNN-PHMM system without writer adaptive training. Please note that second-pass decoding was adopted as a default for WCNN-PHMM. When the writer code dimension was fixed as 200, the CER decreased from 9.54% to 8.96% with $P$ increasing from 0 to 5. The performance was saturated when more than 5 adaptation layers were used due to the limited adaptation data. Another interesting observation is that the performance of WCNN-PHMM was not sensitive to writer code dimension, with a good tradeoff of $G=200$. Thus, we use the configuration of $P=5$ and $G=200$ in the following experiments.

To further demonstrate the effectiveness of writer adaptive training, we make a CER comparison between WCNN-PHMM and CNN-PHMM for each writer in Fig. 10. Consistent improvements could be obtained for most of the 60 writers, and there were only 5 exceptions (No. 6, No. 14, No. 43, No. 48, No. 54). Especially for those writers with relatively high CERs, significant gains could be achieved, e.g., the CER was reduced from 15.11% to 9.66% for writer No. 1, with a relative CER reduction of 36.1%.

5.3.2. WCNN with/without state tying

In Section 5.3.1, we illustrated that WCNN could yield additional gains over CNN on top of PHMM using state tying. In this section, as shown in Fig. 11, we compare the relative CER reduction (%) in WCNN over CNN with/without state tying for different settings of text lines on the competition set. For the CNN-HMM system without state tying, the best configured 5-state HMM in Table 4 was used. In the competition set, the number of text lines for each writer ranged from 44 to 82. Overall, using all handwritten text lines of one writer for unsupervised adaptation, the CERs could be reduced from 10.02% to 9.55% (CNN-HMM vs. WCNN-HMM) and from 9.54% to 8.96% (CNN-PHMM vs. WCNN-PHMM). Those stable performance gains indicated that the proposed writer-adaptive training method was effective for systems with/without state tying (PHMM/HMM). Regarding the performance with respect to the amount of adaptation data, we observed that only 15 handwritten text lines for each writer on average could start to improve
Fig. 9. Training loss comparison between CNN and TCNN.

Fig. 10. CER (%) comparison between WCNN-PHMM and CNN-PHMM for each writer of the competition set.

Fig. 11. The relative CER reduction (%) of WCNN over CNN with/without state tying for different settings of text lines on the competition set.
the recognition accuracy for unsupervised adaptation. When the number of text lines was reduced to 10, the relative CER reduction was limited, i.e., 0.5% and 1.1% for WCNN-PHMM and WCNN-HMM, respectively. Furthermore, when we continued to reduce the number of text lines to 5, the CERS increased compared with respective baselines. More interestingly, with increased adaptation data, the CER reduction in WCNN over CNN for the PHMM system with state tying became more significant than that for the HMM system without state tying, which implies that, as more handwritten data are collected from one writer, the proposed unsupervised adaptation via WCNN-PHMM can recognize handwritten text lines from this writer with more accuracy. Thus, the proposed WCNN-PHMM is a perfect demonstration of a compact model with adaptive capability.

5.3.3. Multiple-pass decoding of WCNN-PHMM

The basic intuition in the adaptation stage is better targets can promote the learning of the writer code and so produce beneficial feedback on the decoding results. By using the results of second-pass decoding based on WCNN-PHMM to generate better targets for the learning of the test writer codes, a third-pass decoding is conducted to get our final results. As shown in Table 7, the multiple-pass decoding can improve the recognition results (from 8.96% to 8.64%), which demonstrates that our intuition is right. We also list the run time comparison for different pass numbers. In order to make a fair comparison, all experiments here were evaluated on the same machine and we normalized the decoding time of first-pass to 1. The relative time consumption of n-pass (n=2,3) included two parts: the adaptation time and the decoding time. Although we could obtain a remarkable improvement via adaptation, the time consumption was linearly increased with the number of decoding passes. To address this problem, the acceleration of CNN and fast adaptation will be investigated in our future work.

5.3.4. Visualization analysis for writer code

To better understand why adaptation based on the writer code improves recognition performance, we adopted the t-SNE [53] technique to visualize the generated writer codes by reducing its dimension to 2. In Fig. 12a, the distribution of several writer codes with the same transcripts on the competition set is shown. Correspondingly, we list their handwriting in Fig. 12b. Interestingly, the distance between different writers in Fig. 12a was a strong indicator of the similarity of the writing styles of different writers. For example, all the distances of ID pairs (31, 33), (32, 34), and (39, 40) were small, while the corresponding writing styles for those pairs were quite similar, as observed from the handwritten text lines, which demonstrates that the learned writer code indeed carries the writer information.

5.4. Comparison of different language models

Table 8 shows CER comparison of different language models. First, to demonstrate the scalability of our approach, we also conducted the corresponding 7360-class vocabulary experiments for different HMM systems. Please note that all the classes and writer data in HWDB1.0-HWDB1.2 were used in the 7360-class experiments rather than the subset listed in Table 3 that includes 3980-class experiments. Thus, the output layer sizes of CNN in the CNN-HMM system and WCNN in the WCNN-PHMM system were 36,800 and 22,080 for the 7360-class experiments, respectively, as illustrated in Fig. 3. Although the confusion among the 7360 classes is higher, the CER of the 7360-class CNN-HMM was slightly increased from 10.02% to 10.1%, thus demonstrating the robustness of the HMM system. A surprising observation was that the CER of the 7360-class CNN-PHMM was remarkably reduced from 9.54% in the 3980-class CNN-PHMM to 9.17%, which might be due to the larger amount of training data used for 7360-class being better utilized and shared among different classes (compared with the 3980-class case) due to the use of our state-tying algorithm. Correspondingly, the recognition performance of WCNN-PHMM was also improved from the 3980-class case to the 7360-class case, i.e., 8.60%, 8.42% for the second-pass decoding and the third-pass decoding, respectively.

Second, by adding a language model, a great improvement could be obtained for all the systems. Besides, compared with the NLM, all systems that use the HLM performed better, e.g., a relative CER reduction of 6.3%, 4.8% and 4.8% could be obtained in the 7000-class CNN-HMM, CNN-PHMM and WCNN-PHMM, respectively. It is reasonable that a weak character model could benefit more from a powerful language model.

5.5. Overall comparison and error analysis

Table 9 shows an overall comparison of our proposed method and other state-of-the-art methods without/with language models on the 2013 ICDAR competition set. We list the state-of-the-art oversegmentation method heterogeneous CNN [7], CNNs-RNNLM [8] and the segmentation-free method SMDLSTM-CTC [15], CNN-ACE [16] in Table 9 for comparison. With the same configuration of vocabulary size (4 more garbage classes adopted in our HMM system), the proposed WCNN-PHMM yielded the best performance whether a language model was employed or not. Moreover, as shown in Table 8, by using a powerful language model (HLM), the CNN-HMM, CNN-PHMM with one-pass decoding still could outperform the other methods.

For error analysis, we provide two examples in Fig. 13. In the left part of the figure, the conventional CNN-HMM misrecognized the first character of the text line, while CNN-PHMM generated the correct result. A reasonable explanation is that the left radical of the character in the brown box became easier to recognized be-
cause state tying could potentially learn the parameters better than the radical with more shared training samples from other characters. In the right of the figure, CNN-PHMM made a substitution error (red), while WCNN-PHMM could correct this mistake. Arguably, even humans could confuse this handwritten character in isolation without any prior knowledge. However, by learning the writing style of this particular writer using the writer code, our WCNN-PHMM could correctly recognize it. Besides, the HMM-based approaches can assign each image frame to a certain state belonging to a character. Once the process of recognition is completed, the segmentation information between different characters can be naturally found. Fig. 14 shows the segmentation results of different HMM-based systems, i.e. CNN-HMM, CNN-PHMM and WCNN-PHMM. The red lines were the boundaries of different characters. For many characters such as the characters within the green dotted boxes, the CNN-PHMM and WCNN-PHMM provided more accurate boundaries than the CNN-HMM. For characters within the blue dotted boxes, we observed that the WCNN-PHMM could still give the right boundaries while the CNN-PHMM and CNN-HMM failed.

Finally, in Fig. 15a and b, we explain and analyze the scores of the reference states of the underlying characters from the CNN outputs for CNN-HMM, CNN-PHMM, and WCNN-PHMM. Fig. 15a shows the comparison of the state posterior probability (SPP) of the frames for the reference character class in the brown box of Fig. 13. CNN-PHMM consistently generated higher SPPs than CNN-
HMM for all frames of the sequence. Similarly, in Fig. 15b, corresponding to the character class in the red box of Fig. 13, WCNPHMM always yielded higher SPPs than CNN-PHMM.

6. Conclusion

In this study, we propose a novel WCN-PHMM architecture for offline handwritten Chinese text recognition to handle two key issues: the large vocabulary of Chinese characters and the diversity of writing styles. By combining parsimonious HMM based on state tying and unsupervised adaptation based on writer code, our new approach demonstrates its superiority to other state-of-the-art approaches according to both experimental results and analysis. However, current code-based adaptation simply depends on the backpropagation of network, which means adequate data is important. Besides, the 1-D HMM can not provide up-and-down information of characters. For future work, we will investigate the meta-learning to reduce dependence on data in adaptation and a more advanced way by using 2D-HMM to achieve recognition and segmentation. Furthermore, we will aim to accelerate the CNN to reduce decoding time.
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