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Abstract
Unsupervised domain adaptation (UDA) aims to learn transferable knowledge from a labeled source domain and adapts a trained model to an unlabeled target domain. To bridge the gap between source and target domains, one prevailing strategy is to minimize the distribution discrepancy by aligning their semantic features extracted by deep models. The existing alignment-based methods mainly focus on reducing domain divergence in the same model layer. However, the same level of semantic information could distribute across model layers due to the domain shifts. To further boost model adaptation performance, we propose a novel method called Attention-based Cross-layer Domain Alignment (ACDA), which captures the semantic relationship between the source and target domains across model layers and calibrates each level of semantic information automatically through a dynamic attention mechanism. An elaborate attention mechanism is designed to reweight each cross-layer pair based on their semantic similarity for precise domain alignment, effectively matching each level of semantic information during model adaptation. Extensive experiments on multiple benchmark datasets consistently show that the proposed method ACDA yields state-of-the-art performance.
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1. Introduction
Deep learning has achieved remarkable progress in diverse areas of computer vision like visual recognition \cite{1} and many more. The training of deep learning models heavily relies on the independent and identical distributed (i.i.d.) assuming that training and test datasets should have the same statistical distribution. However, in real world applications, usually models trained on one dataset face test datasets which have totally different and distinct data distributions. This results in severe performance degradation because the features of the datasets are completely different from each other. Unsupervised domain adaptation (UDA) \cite{2, 3, 4, 5} is introduced to tackle the distribution/domain shift problem by learning transferable knowledge from a labeled source (training) domain and adapting the model to an unlabeled target (test) domain.

One prevailing strategy for UDA is to minimize the distribution discrepancy of the source and target data by aligning their semantic features extracted by deep models. However, the existing alignment-based algorithms \cite{6, 7, 8, 9} mostly reduce domain divergence by matching semantic features of the source and target data in the same layer of model, while recent studies \cite{10, 11} have shown that the same level of semantic information could distribute across model layers due to domain shifts, which we call the semantic dislocation problem. This problem makes different levels of semantic information be mismatched during the same-layer feature alignment process in the previous methods, bringing negative transfer gain to model adaptation performance. In comparison, we propose to match the same level of semantic information across model layers for precise domain alignment, as shown in Figure 1.

In order to further facilitate accurate semantic alignment and minimize domain divergence, we propose a novel method called Attention-based Cross-layer Domain Alignment (ACDA). This method captures and calibrates the...
semantic relationship between the source and target domains across the different layers of the model. Specifically, we first minimize divergence between each pair of the extracted semantic features of the source and target data. To calibrate each level of semantic information, a dynamic attention mechanism is designed to reweight the divergence minimization loss of each pair of the cross-layer on the basis of their semantic similarities. In this way, different levels of semantic information are aligned automatically, effectively minimizing the distribution discrepancy between the source and target domains and improving model adaptation capability. Extensive experiments on various standard domain adaptation benchmark datasets, i.e., Office-31, Office-Home, ImageCLEF-DA, and VisDA-2017, show that the proposed method ACDA outperforms other state-of-the-art UDA methods.

In summary, this paper has the following contributions:

- We point out the semantic dislocation problem that each level of semantic information can be distributed across different layers of the model due to the domain shifts, which could bring negative transfer gain to previous methods with same-layer semantic feature alignment.
- In order to address the above problem, we propose a novel method called attention-based cross-layer domain alignment to match the same level of semantics by reweighting each cross-layer pair through a semantic similarity based dynamic attention mechanism.
- Extensive experiments show the superior performance of our method in comparison to other state-of-the-art UDA approaches on multiple standard benchmark datasets.

The rest of this paper is organized as follows. In Section 2, related works about unsupervised domain adaptation and attention mechanism are briefly introduced. In Section 3, the framework and algorithm of the proposed method are described. In Section 4, the results of experiments are reported and discussed. In Section 5, we conclude the investigation with a future research recommendation.

2. Related Work

2.1. Unsupervised Domain Adaptation

Unsupervised domain adaptation (UDA) [3, 4, 5, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] aims to adapt the model trained on a labeled source domain to an unlabeled target domain when there is distinct domain divergence. A series of UDA algorithms [25, 26, 27, 28, 29, 30, 31] have been proposed by employing an adversarial learning strategy where the semantic features of the source and target data are aligned for reducing domain divergence. For example, a representative framework DANN [32] utilizes the generator to extract domain-invariant semantic features that can fool the discriminator with a gradient reversal layer. Long et al. [25] extend this framework and reduce domain divergence by considering conditional probability distributions. However, the model adaptation performance of these methods relies on the carefully designed network structure and adversarial training process, which could be unstable and inefficient [33].

Directly minimizing domain divergence by aligning the semantic features of the source and target domains extracted by deep models is the usual way to address the domain shifts, much attention has been paid to this approach [6, 7, 8, 9, 34]. In these approaches, the discrepancy of the semantic features of the source and target domains is reduced using the distance matrix, such as maximum mean discrepancy (MMD) [6] and multi-kernel MMD (MK-MMD) [7, 8, 9]. For example, Long et al. [6] propose to learn a generalizable model by matching the semantic feature embeddings of different domains. However, most of these previous alignment-based methods consider the semantic relationship in the same layer of the model, while each level of semantic information can be distributed across the layers due to the domain shifts. Recently, Joint adaptation network (JAN) [8] considers the semantic relationship in different layers, but this method cannot effectively reweight the implemented cross-layer constraint, which results in an insufficient domain adaptation. In this paper, we boost model adaptation performance by exploring the relationship of cross-layer semantic information [10]. Specifically, we introduce an attention-based semantic matching method to automatically reweight the divergence minimization loss of each pair of cross-layer.

2.2. Attention mechanism

In recent years, attention mechanisms [35], especially self-attention [36], is widely adopted in various tasks of computer vision [37, 38, 12]. The self-attention mechanism learns a representation of a sequence by reweighting each position according to its corresponding similarity/importance. A generic process of the self-attention consists of the following steps: (1) Obtain semantic feature embeddings i.e., query, key, and value of the original features; (2) Calculate the similarity between query and key, and normalize it to obtain the weights; (3) Use the weights to synthesize the value. For example, [37] proposes to capture rich contextual dependencies for scene segmentation by obtaining attention in both spatial and channel dimensions. It first calculates the attention map of the original semantic features by performing the inner dot product of the features, then exploits the generated weights to synthesize the original semantic features. This emphasizes their important semantic information. Inspired by it, we design a dynamic attention mechanism to automatically capture the cross-layer domain-invariant semantic relationship based on the semantic similarity in both spatial and channel dimensions. The proposed attention mechanism precisely reduces domain divergence and effectively improves model adaptation towards new target domain.
Some attention-based DA works, such as [28] proposes to use attention for region-level and image-level context learning by exploring relationship in original images and the semantic features; [39] introduces a spatial attention pyramid network to capture context information at different scales; [41] puts forward generative attention adversarial classification network to allow a discriminator to discriminate the transferable regions; [41] proposes attention-based multi-source DA framework by considering domain correlations and alleviating effect of the dissimilar domains. However, these methods only consider the semantic features in the final model layer, while our work matches the same level of semantic information across model layers through the elaborate dynamic attention mechanism.

3. Method

In this section, we begin with the problem definition of unsupervised domain adaptation (UDA), and then introduce the details of the proposed method ACDA.

### 3.1. Problem Definition

Let the labeled source data be denoted as $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{n_s}$, where $x_i^s$ is the i-th source sample, $y_i^s$ is the corresponding class label, and $n_s$ is the source data size. The unlabeled target data is denoted as $D_t = \{(x_i^t)\}_{i=1}^{n_t}$, where $x_i^t$ is the i-th target sample, and $n_t$ is the target data size. In UDA setting, the source and target data are sampled from different distributions $p_s(x, y)$ and $p_t(x, y)$, respectively. The source and target domain shares the same label space $C = \{1, 2, ..., K\}$ and we assume there are K classes in both domains. The goal of UDA is to train a predictive model with the labeled source data $D_s$ and the unlabeled target data $D_t$ for improving the performance of the model on the target domain.

### 3.2. Cross-Layer Semantic Alignment

Since each level of semantic information can be distributed across the layers of a model due to the domain shifts, hence we propose to match the same level semantic information of the source and target domains across the layers of the model for precise domain alignment. The framework and algorithm of the proposed ACDA method is shown in Figure 3 and Algorithm 1. The feature extractor $G$ extracts different levels of semantic features of the source and target data, and the classifier $C$ uses the high-level information of the features (i.e., top layers of a model) for object classification. Different from directly aligning semantic features within the same layers of the model, we learn the cross-layer semantic relationship and reweight each divergence minimization loss of each cross-layer pair according to the semantic similarity calculated using a dynamic attention mechanism. The detail is given in the following section.

### 3.3. Model Pretraining

To initialize a discriminative model, we use the labeled source data to train the model $F$, i.e., $F = C \circ G$, where $G$ and $C$ are the feature extractor and classifier, respectively. The cross-entropy classification loss training objective for model $F$ can be defined as:

$$L_{ce} = -\mathbb{E}_{(x^s, y^s) \in D_s} \sum_{k=1}^{K} 1_{[k=y^s]} \log(C_k(G(x^s)))$$

where $K$ is the number of classes, and $C_k$ is k-dimensional of the output of the classifier $C$. We use $L_{ce}$ to pretrain the model for initializing its discrimination capability.

### 3.4. Cross-Layer Alignment

After model pretraining, the initialized model can extract semantic features of source and target data. However, each level of semantic information can be distributed across layers because of the semantic dislocation problem. Therefore, we then propose to align cross-layer semantic features of the source and target domains.

**Convolution-based projection.** Since the original semantic features may have different sizes, we project the feature maps to match the size. Let the original semantic features of $m$ layers extracted by the feature extractor $G$ of the source and target are $q^s = \{q^s_1, q^s_2, ..., q^s_m\}$ and $q^t = \{q^t_1, q^t_2, ..., q^t_m\}$, respectively. Then we use a convolution-based projection to project all the semantic features to the same size. That is,

$$l^i_s = P^s_i(q^s_i), \quad l^i_t = P^t_i(q^t_i), i = 1, 2, ..., m$$

where $P^s_i$ and $P^t_i$ are the convolution mapping function of the i-th to last layer for the source and target domains, respectively (see details in experiment section). After the

---

**Algorithm 1** Attention-based Cross-Layer Domain Alignment

**Input:** The labeled source dataset $D_s$ and unlabeled target dataset $D_t$, the feature extractor $G$, the classifier $C$, pretraining epochs $E_p$, and cross-layer alignment epochs $E_a$, batch-size $B$.

**Output:** Trained $G$ and $C$.

1. for epoch $= 1$ to $E_p$ do // model pretraining
2. Sample $B$ examples from $D_s$ and optimize $G, C$ by minimizing $L_{ce}$ as Eq. (1);
3. for epoch $= 1$ to $E_a$ do // domain alignment
4. Sample $B$ examples from $D_s$ and $D_t$, respectively;
5. Feed forward the data and obtain semantic features
6. Obtain $l^s = \{l^s_1, l^s_2, ..., l^s_m\}$ and $l^t = \{l^t_1, l^t_2, ..., l^t_m\}$ from convolution-based projections;
7. Using $l^s$, $l^t$, $f^s$ and $f^t$ to calculate $L_{ali}$ as Eq. (7);
8. Optimize $G, C$ and convolution-based projections by minimizing $L_{ali}$ as Eq. (8);

---
projection, all the semantic features are in the same size, which allows us to implement cross-layer semantic alignment.

**Cross-layer semantic alignment.** Since each level of semantic information could distribute across layers, we propose to align each pair of cross-layer semantic features. For simplicity, let the semantic features extracted from the target and source domain in the convolution layers (after projection) be \( f_t \) and \( f_s \), respectively; and the final semantic features extracted from the target and source domains using fully-connected layer are \( f_t' \) and \( f_s' \), respectively. For each cross-layer semantic feature pair \((i, j)\) of target and source domains, we minimize the domain divergence with the distance matrix:

\[
\text{dist}(l_i^t, l_j^s) = \frac{1}{b_t} \sum_{i=1}^{b_t} \sum_{u=1}^{b_s} k(l_i^t, l_u^s) + \frac{1}{b_t} \sum_{i=1}^{b_t} \sum_{u=1}^{b_s} k(l_u^s, l_i^t) - \frac{2}{b_t b_s} \sum_{i=1}^{b_t} \sum_{u=1}^{b_s} k(l_i^t, l_u^s), (3)
\]

where \( k(a_1, a_2) = \langle \phi(a_1), \phi(a_2) \rangle \) is a kernel function, \( b_s \) and \( b_t \) are batch-sizes of source and target data, respectively. A characteristic kernel \( k(l_i^t, l_j^s) = \langle \phi(l_i^t), \phi(l_j^s) \rangle \) is defined as a convex combination of \( o \) positive semi-definite kernels \( \{k_u\} \), i.e., \( K = \{ k = \sum_{u=1}^{o} \beta_u k_u : \sum_{u=1}^{o} \beta_u = 1, \beta_u > 0, \forall u \} \). By minimizing the cross-layer semantic feature pairs of source and target data, we reduce the domain divergence between the source and target domains.

**Attention allocation module.** Since the same level of semantic information could be contained in different layers, we design a dynamic attention mechanism to automatically reweight the divergence minimization loss of each cross-layer pair for precise domain alignment.

\[
w_{i,j} = \frac{1}{2} \sum_{u=1}^{m} \exp \left[ \text{avg} \left( r(l_i^t) \cdot r(l_u^s) \right) \right] + \frac{1}{2} \sum_{u=1}^{m} \exp \left[ \text{avg} \left( r(l_u^s) \cdot r(l_i^t) \right) \right]
\]

where \( r(\cdot) \) is a reshaping operation that maps semantic features with size \( c \times h \times w \) to the size \( c \times (h \times w) \). The avg operator shows the global average pooling operation. We take the average of each attention similarity matrices generating a real number value, which represents the average semantic similarity between each cross-layer pair. The first term and the second term of Eq. \(4\) illustrate the spatial and channel semantic relationships, respectively. We normalize the final similarity and obtain the weight \( w_{i,j} \) for each cross-layer pair \((i, j)\), which is used to reweight the cross-layer divergence minimization loss:

\[
\mathcal{L}_{\text{cross-ali}} = \sum_{i} \sum_{j} w_{i,j} \cdot \text{dist}(l_i^t, l_j^s), (5)
\]

where \( \mathcal{L}_{\text{cross-ali}} \) is cross-layer semantic alignment loss of features. We also minimize the divergence of logits (semantic features in the final fully-connected layer from \( G \)), i.e., \( f^* \) and \( f' \), that is,

\[
\mathcal{L}_{\text{same-ali}} = \text{dist}(f^*, f'), (6)
\]
Finally, we integrate the cross-layer semantic alignment constraint of features in the convolution layers, i.e., $L_{\text{cross-ali}}$, and the same-layer semantic alignment constraint of logits, i.e., $L_{\text{same-ali}}$ into a unified semantic alignment loss $L_{\text{ali}}$:

$$L_{\text{ali}} = \delta L_{\text{cross-ali}} + (1 - \delta) L_{\text{same-ali}},$$

where $\delta$ is a trade-off hyper-parameter. Note that to further facilitate domain divergence minimization, we introduce label-conditioned cross-layer semantic alignment. Inspired by the recent work [42], we obtain pseudo labels of the unlabeled target data using k-means clustering and align the cross-layer semantic feature pairs in the same class.

3.5. Optimization

The optimization of our method consists of two steps as stated in Algorithm 1. The first step is to pretrain the model with the labeled source data by using objective loss function given in Eq. 1. The second step is to implement cross-layer semantic alignment by using the combination of supervised loss and alignment loss, that is,

$$L_{\text{all}} = L_{\text{ce}} + \lambda \cdot L_{\text{ali}},$$

where $\lambda$ is a hyper-parameter to keep an appropriate balance between the cross-entropy loss $L_{\text{ce}}$ and the cross-layer semantic alignment loss $L_{\text{ali}}$. We also analyze the sensitivity of the hyper-parameters in the experiments.

4. Experiments

In this section, we evaluate the performance of our ACDA method by comparing it with state-of-the-art UDA methods on four publicly available datasets: Office-31, Office-Home, ImageCLEF-DA, and VisDA. We conduct analyses to provide insights on the design each component of our model.

4.1. Dataset

In this section, first, we introduce the datasets considered for our experiments. These datasets are Office-31, Office-Home, ImageCLEF-DA, and VisDA. Some example images are shown in the Figure 3.

Office-31 is a popular dataset for domain adaptation, It has 4011 images with 31 classes, these images are collected from three different areas: 1. Amazon ‘A’: images downloaded from amazon.com, 2. Webcam ‘W’: images captured using web cameras, 3. DSLR ‘D’: images captured using Digital SLR cameras. These images contain different photographic settings and viewpoints. We evaluate the domain adaptation tasks in 6 different settings: A → W, D → W, W → D, A → D, D → A, and W → A, in each pair of task, the former is used as the labeled source domain and the latter is used as the unlabeled target domain.

Office-Home is a well organized and more challenging dataset, which contains 15,500 images with 65 categories from 4 domains. In detail, Art (Ar) denotes artistic depictions for object images, Clipart (Cl) is the picture collection of clipart, Product (Pr) is object images with a clear background which is similar to Amazon category in Office-31 dataset, and Real-World (Rw) is object images collected with a regular camera. We use all possible combinations of source and target setting. We get 12 such combinations to perform the experiments.

ImageCLEF-DA is a benchmark dataset for ImageCLEF 2014 domain adaptation challenge, created by selecting common categories among the following three public datasets, namely, Caltech-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P). There are 50 images in each category and 600 images in each domain. We adopt six transfer tasks of domain adaptation: I → P, P → I, I → C, C → I, C → P and P → C.

VisDA is also a challenging dataset which has images from two different domains (i.e. simulated images to real...
images). It contains 152,397 training images and 55,388 validation images in 12 classes. We follow the training and testing protocols of [17] [25]. The training of the models has been done using labeled source data and unlabeled target data. The model then test on the target data for unsupervised domain adaptation.

4.2. We baseline Methods

We compare our ACDA methods with the state-of-the-art unsupervised domain adaptation methods, i.e., GAKT [3], DRMEA [4], CDAN+TFLGM [5], DAN [6], JAN [8], GACN [17], CTSN [19], SAFN+ENT [14], rRevGrad+CAT [15], SymNets [20], GSDA [21], RWOT [21], GCAN [24], CDAN [25], DANN [23], CBST [25], MCD [24], GACN [5], SAS [26] and SCA [16]. We show the accuracy of the methods mentioned in their published works.

4.3. Implementation Details

Following previous works [25] [44], we use a pretrained ResNet-50 as our backbone for the experiments on Office-31, Office-Home, and ImageCLEF-DA datasets. Whereas we use a pretrained ResNet-101 for the experiments on VisDA dataset. We change the fully-connected (FC) layer of the original networks with a task-specific FC layer.

![Figure 4](a): Sensitivity analysis of hyper-parameter $\delta$ of our ACDA method on Office-31 dataset; (b): Sensitivity analysis of hyper-parameter $\lambda$ of our ACDA method on Office-31 dataset.

![Figure 5](a): The accuracy of our ACDA method for the transfer task C $\rightarrow$ A, C $\rightarrow$ P, and C $\rightarrow$ R on Office-Home dataset; (b): The training loss of our ACDA method for the transfer task C $\rightarrow$ A, C $\rightarrow$ P, and C $\rightarrow$ R on Office-Home dataset.
to compose feature extractor $G$. One more FC layer is attached to it for object classification as classifier $C$. We use mini-batch stochastic gradient descent (SGD) with momentum of 0.9 to train the network. The semantic features used for cross-layer alignment are the features extracted by the last three blocks of the network. We adopt a three-layer residual convolution networks to match the size of semantic features in different layers of model. We set the learning rate to 0.001. We set the hyper-parameters delta and lambda to 0.7 and 0.3 in the Eq. 7 and Eq. 8 to analyse the effects on performance.

### 4.4. Main Results

**Office-31.** Table 1 shows the average classification accuracy for the six different settings on the office-31 dataset. ACDA shows a significant improvement over all other baseline UDA methods, achieving the state-of-the-art performance. It is also worth to mention that our ACDA method achieves the best performance on half the domain adaptation setting, which indicates that our cross-layer semantic alignment strategy is significantly effective in comparison to the other alignment-based methods [4, 8].

**Office-Home.** We report the results of the experiments on the Office-Home dataset in Table 2. The results show that our ACDA method outperforms other baseline methods for most of the dataset settings. Our method improves performance for JAN by around 12.2%, which also considers the relationship between different layer of the model. We can demonstrate it as the effectiveness of attention-based cross-layer semantic alignment strategy, which effectively calibrate each level of semantic information and facilitate precise domain adaptation.

**ImageCLEF-DA.** The results on the ImageCLEF-DA dataset are in Table 3. For half set of training dataset setting, our method outperforms other state-of-the-art methods and achieves the highest average classification accuracy.

**VisDA.** VisDA is a huge dataset with 152,397 and 55,388 image samples for training and validation. The experiments on VisDA dataset is reported in Table 4. It is observed that our ACDA method significantly outperforms the other baseline methods on this dataset. The reason is that our ACDA method needs large data to capture and align the same level of semantic information among all the different layers of the model during training in domain adaptation setting.

### 4.5. Discussions

**Sensitivity analysis.** In Figure 4(a) and 4(b) we report average accuracy of sensitivity analysis of the hyper-parameters $\delta$ and $\lambda$ on Office-31 dataset. We find that our ACDA method is generally robust to different hyper-parameters, indicating that exhaustive hyper-parameter fine-tuning is not very necessary for ACDA to achieve good performance.

**Training curves of accuracy and loss.** Figure 5(a) and Figure 5(b) show the training accuracy curve and training loss curve of the three training setting on Office-Home dataset. It shows that our ACDA algorithm is more stable and it converges easily for different dataset settings. It indicates that the cross-layer semantic alignment strategy is very general and more robust.
Semantic feature distributions. To further analyze the effectiveness of our adaptation strategy, we visualize the learned semantic feature distributions for the C→P setting on ImageCLEF-DA dataset using t-SNE in Figure 6. It is observed that our ACDA method learns more domain-invariant semantic feature representations by aligning the source and target data in the semantic feature representation space via cross-layer semantic alignment. It proves that our method ACDA consistently achieves excellent performance for the UDA task on different datasets.

Ablation studies. We also implement ablation studies to investigate the effectiveness of each part of our ACDA method. The results are reported in Table 5. Here, we see that the introduced label-conditioned alignment method is helpful to achieve better performance. We find that it is necessary to explore the relationship between cross-layers of source and target domains. Besides, the elaborate dynamic attention mechanism is effective for achieving state-of-the-art model adaptation performance.

Structure of Projection Network. We adopt a three-layer residual convolution networks as the learnable projection network, we compare different structure of the projection networks in Table 6. It shows that the different structure of the projection networks have minor impact for the ACDA method to achieve the excellent model adaptation performance, and the adopted three-layer residual convolution networks achieves better results.

Alignment Layers. We compare different number of layers for alignment in Table 7. It shows that we may have minor adaptation performance gain by adopting more layers for alignment, but it may increase the calculation cost.

5. Conclusion

In this paper, we first point out that the same level of semantic information can be distributed across the different layers of the model, which can cause of negative transfer gain in previous UDA methods with same-layer alignment. We propose a novel attention-based cross-layer domain alignment method to address this problem by reweighting each cross-layer pair according to the semantic similarity for precise domain alignment. Extensive experiments show the superior performance of our method in comparison to the other state-of-the-art UDA methods. In future, we will extend our framework to other adaptation tasks of computer vision, like semantic segmentation and object detection.
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