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Abstract—The use of interactive advice in reinforcement learning scenarios allows for speeding up the learning process for autonomous agents. Current interactive reinforcement learning research has been limited to real-time interactions that offer relevant user advice to the current state only. Moreover, the information provided by each interaction is not retained and instead discarded by the agent after a single use. In this paper, we present a method for retaining and reusing provided knowledge, allowing trainers to give general advice relevant to more than just the current state. Results obtained show that the use of broad-persistent advice substantially improves the performance of the agent while reducing the number of interactions required for the trainer.

I. INTRODUCTION

Reinforcement learning (RL) is a method used for robot control in order to learn optimal policy through interaction with the environment, through trial and error [1]. The use of RL in previous research shows that there is great potential for using RL in robotic scenarios [2], [3]. Especially, deep RL (DRL) has also achieved promising results in manipulation skills [4], [5], and on how to grasp as well as legged locomotion [6]. However, there is an open issue relating to the performance in both RL and DRL algorithms, which is the excessive time and resources required by the agent to achieve acceptable outcomes [7], [8]. The larger and more complex the state space is, the more computational costs will be spent to find the optimal policy.

In this regard, interactive RL (IntRL) allows for speeding up the learning process by including a trainer to guide or evaluate a learning agent’s behavior [9], [10]. The assistance provided by the trainer reinforces the behavior the agent is learning and shapes the exploration policy, resulting in a reduced search space [11]. Figure 1 depicts the IntRL approach. Current IntRL techniques discard the advice sourced from the human shortly after it has been used [12], [13], increasing the dependency on the advisor to repeatedly provide the same advice to maximize the agent’s use of it.

Moreover, current IntRL approaches allow trainers to evaluate or recommend actions based only on the current state of the environment [14], [15]. This constraint restricts the trainer to providing advice relevant to the current state and no other, even when such advice may be applicable to multiple states [16]. Restricting the time and utility of advice affect negatively the interactive approach in terms of creating an increasing demand on the user’s time, instead of withholding potentially useful information for the agent [17].

This work presents a broad-persistent advising (BPA) approach for IntRL to provide the agent with a method for information retention and reuse of previous advice from a trainer. This approach includes two components: generalization and persistence. Agents using the BPA approach exhibit better results than their non-using counterparts and with a substantially reduced interaction count.

II. BROAD-PERSISTENT ADVICE

Recent studies [18], [19] suggest permanent agents that record each interaction and the circumstances around particular states. The actions are taken again when the same conditions are met in the future. As a consequence, the recommendations from the advisor are used more effectively, and the agent’s performance improves. Furthermore, as there is no need to provide advice for each repeated state, less interaction with the advisor is required.

However, as inaccurate advice is also possible, after a certain amount of time, a mechanism for discarding or ignoring advice is needed. Probabilistic policy reuse (PPR) is a strategy for improving RL agents that use advice [20]. Where various exploration policies are available, PPR uses probabilistic bias to decide which one to choose, with the intention of balancing between random exploration, the use
of a guideline policy, and the use of the existing policy. The PPR approach is shown in Figure 2.

To use PPR, we need a system to store the used pairs of state-action. When the agent arrives at a certain state at a time step, agents using PPR need to check with the system if this state has been suggested by the trainer in the past. If there is advice in the memory of the model, the agent can use the option to reuse the action. However, there is a problem when using PPR in large and continuous domains. It is not efficient to build a system that stores unlimited state-action pairs. In addition, when the amount of state becomes too large in space, the possibility that agents revisit exactly the same state will be very small. Therefore, building this model will become cumbersome and inefficient in large spaces.

BPA includes a model for clustering states and then building a system for cluster-action pairs instead of traditional state-action pairs. When the agent receives current state information from the environment and it does not receive any advice from the trainer, the agent will use PPR by injecting the state into the generalization model and defining its cluster. Then proceed to consider whether any advice pertains to the current cluster. If there is an action recommended in the past, the agent can reuse it with PPR selection probability, or use the default action selection policy.

III. EXPERIMENTAL SCENARIOS

A. Mountain car

The mountain car is a control problem in which a car is located on a unidimensional track between two steep hills. This environment is a well-known benchmark in the RL community, therefore, it is a good candidate to initially test our proposed approach.

The car starts at a random position at the bottom of the valley \((-0.6 < x < 0.4\) with no velocity \((v = 0)\). The aim is to reach the top of the right hill. However, the car engine does not have enough power to claim to the top directly and, therefore, needs to build momentum moving toward the left hill first.

An RL agent controlling the car movements observes two state variables, namely, the position \(x\) and the velocity \(v\). The position \(x\) varies between \(-1.2\) and 0.6 in the x-axis and the velocity \(v\) between 0.07 and 0.07. The agent can take three different actions: accelerate the car to the left, accelerate the car to the right, and do nothing.

The agent receives a negative reward of \(r = -1\) each time step, while no reward is given if a hill is reached \((r = 0)\). The learning episode finishes in case the top of the right hill is climbed \((x = 0.6)\) or after 1,000 iterations in which case the episode is forcibly terminated.

B. Self-driving car

The simulated self-driving car environment is a control problem in which a simulated car, controlled by the agent, must navigate an environment while avoiding collisions and maximizing speed. The car has collision sensors positioned around it which can detect if an obstacle is in that position, but not the distance to that position. Additionally, the car can observe its current velocity. All observations made by the agent come from its reference point, this includes the obstacles (e.g., there is an obstacle on my left) and the car’s current speed. The agent cannot observe its position in the environment. Figure 3 shows a representation of the environment.

In each step, the environment provides the agent reward equal to its current velocity. A penalty of -100 is awarded each time that the agent collides with an obstacle. Along with the penalty reward, the agent’s position resets to a safe position within the map, velocity resets to the lower limit, and the direction of travel is set to face the direction with the longest distance to an obstacle.

There are five possible actions for the agent to take within the self-driving car environment. These actions are accelerate, decelerate, turn left, turn right, and do nothing.

The self-driving car environment has nine state features, one for each of the collision sensors on the car, and the current velocity of the car. The collision sensor state features are Boolean, representing whether they detect an obstacle at their position. The velocity of the agent has nine possible values, the upper and lower limits, plus every increment of 0.5 value in between. With the inclusion of the five possible actions, this environment has 11520 state-action pairs.

C. Simulated robot environment

Additionally, we also build an environment for domestic robots using Webots, given the overall good performance shown previously [21]. In this environment, the goal is to train the robot to go from the initial position to the target position. Figure 4 denotes a graphic of our experimental environment in Webots.

The robot is equipped with distance sensors on its left and right eyes. The robot is completely unaware of its current position in the environment. The robot can only choose one of three actions: go straight at 3m/s, turn left, or turn right.

Fig. 2: Probabilistic policy reuse (PPR) for an IntRL agent using informative advice. If the user recommends an action on the current time step then the agent’s advice model updates and the action is performed. If the user does not provide advice on the current time step, then the agent will follow previously obtained advice 80% of the time (*decays over time) and its default exploration policy the remaining time.
Fig. 3: A graphical representation of the simulated self-driving car. The blue square at the top left is the car. A yellow line within the car indicates the current direction and the number below (in yellow) is the current velocity. The small green squares surrounding the car are collision sensors and will always align with the car’s current direction. The large white rectangles are obstacles.

Fig. 4: An example of Webots environment with initial position and final position. The robot has the goal to go from the initial position to the final position while avoiding obstacles. The robot will be returned to its initial position after any collision.

At each step, the robot will be deducted 0.1 points if it uses the action of turning left or right, no points will be deducted if it chooses to go straight. This is to optimize the robot’s straight movement and avoid the robot running in circles by turning left or right continuously. The robot is equipped with a few touch sensors next to it, to detect the collision with the environment. The robot will be returned to its initial position and receive 100 penalty points every time it collides on the way. The robot does not know where the touch sensor is located relative to itself, the only information it receives is whether it is a collision with obstacles or not. When the robot goes to the finish position located in the lower right corner of the environment, the robot is considered to complete the task and be rewarded with 1000 points.

The state is represented as a $64 \times 64$ RGB image taken from the top of the environment. Three actions are allowed: go straight at 3m/s, turn left, or turn right, and the reward function is defined as turn left, right: -0.1; go straight: 0; collision: -100; reach to final position: 1000.

### IV. EXPERIMENTAL RESULTS

#### A. Simulated users

To compare agent performance, information about interactions, agent steps, rewards, and interactions are recorded. To identify the efficiency of BPA, we need to test the experiment with three cases: No interactive action, interactive actions without BPA, and interactive actions with BPA.

To provide feedback, we employ simulated users [22]. Each use case of the simulated user will have different advice’s accuracy and frequency. Frequency is the availability of the interaction of the advisor at the given time step. The higher frequency, the advisor has more rate for giving advice to the agent. Accuracy is a measure of the precision of advice provided by an advisor. When the advisor’s accuracy is high, the action would be proposed precisely as per the advisor’s knowledge. On the contrary, the action proposed is different from the advisor’s knowledge. The frequency and accuracy were simulated using data from a previous user study [11]. These values are described in Table I.

| Name                  | Accuracy  | Availability |
|-----------------------|-----------|--------------|
| Informative Optimistic| 100%      | 100%         |
| Informative Realistic | 94.870%   | 47.316%      |
| Informative Pessimistic| 47.435%  | 23.658%      |

#### B. Results

For the mountain car environment, Figures 5a and 5b show the performance of IntRL agents, both non-persistent and persistent, using advice from three users with different levels of advice accuracy and availability. The advice that agents receive is an action recommendation, informing them of which action to take in the current state. When either agent, persistent or non-persistent, receives an action recommendation directly from the user on the current time step that action will be taken by the agent. The persistent agent will remember that action for the state it was received in, and use the PPR algorithm to continue to take that action in the future. Once the persistent agent has received an action recommendation from the user for a particular state, the user will not interact with the agent for that state in the future.

The persistent agents require substantially fewer interactions than non-persistent agents. All persistent agents measured less than 1% of steps with direct user interaction. Assuming a direct correlation between the number of interactions and the time required to perform those interactions, the use of persistence offers a large time reduction for assisting users. Results show that the number of interactions is much less for broad-advice agents compared to the state-based agents, allowing similar performance with much less effort from the trainer.
In the self-driving car environment, the aim of the agent is to avoid collisions and maximize speed. In the experiments, we created two simulated users to provide state-based and rule-based (broad) advice. Both agents outperformed the unassisted Q-Learning agent, both achieving a higher step count and reward. The obtained steps and reward are shown in Figure 6a and Figure 6b, respectively. Although the agent was forcibly terminated when it reached 3000 steps, Figure 6a shows that the agents never reached the 3000 step limit. This is because the agents are given a random starting position and velocity at the beginning of each episode, some of which result in scenarios where the agent cannot avoid a crash. Although both assisted agents outperformed the unassisted agent, between the state-based and rule-based (broad) methods, there is no considerable difference since both run a similar number of steps and collected a similar reward. However, the number of interactions when using the state-based advice approach is 232 and when using broad advice is only 2.

Finally, for the simulated robot environment, the results obtained are shown in Figure 7. Non-persistent IntRL agent is shown by a green solid line while the persistent IntRL agent is shown by the green dashed line. Baseline RL is drawn with a yellow line used for benchmarking. Both agents supported by the trainer obtain better results than baseline RL. However, the persistent agent achieves convergence results slightly earlier than its non-persistent counterpart.

V. CONCLUSIONS

In this work, we have introduced the concept of persistence in interactive reinforcement learning. Current methods do not allow the agent to retain the advice provided by assisting users. This may be due to the effect that incorrect advice has on an agent’s performance. To mitigate the risk that inaccurate information has on agent learning, probabilistic policy reuse was employed to manage the trade-off between following the advice policy, the learned policy, and an exploration policy. Probabilistic policy reuse can reduce the impact that inaccurate advice has on agent learning. Moreover, we present BPA, a broad-persistent advising approach to implement the use of PPR and generalized advice in continuous-state environments.

A more in-depth review of the generalization model is needed to get the best results for using PPR. The accuracy of the generalization model greatly affects the speed and convergence of the IntRL model. Additionally, we suggest reducing the number of interactions with the trainer by reusing the action in the persistent model more often. When the agent reaches a new state that is already in memory, the agent reuses the recommended action immediately without interacting with the trainer. However, this should only be done when we have a good enough generalization model.
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