Comparison of Different Methods for Time Sequence Prediction in Autonomous Vehicles
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Abstract—As a combination of various kinds of technologies, autonomous vehicles could complete a series of driving tasks by itself, such as perception, decision-making, planning and control. Since there is no human driver to handle the emergency situation, future transportation information is significant for automated vehicles. This paper proposes different methods to forecast the time series for autonomous vehicles, which are the nearest neighborhood (NN), fuzzy coding (FC) and long short term memory (LSTM). First, the formulation and operational process for these three approaches are introduced. Then, the vehicle velocity is regarded as a case study and the real-world dataset is utilized to predict future information via these techniques. Finally, the performance, merits and drawbacks of the presented methods are analyzed and discussed.
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I. INTRODUCTION

Owing to the explosive development of information transmission and intelligent equipment, the smart city is gradually realized in our daily life [1]. Autonomous vehicles are treated as an important part of the Intelligent Transportation System (ITS) due to their high mobility and convenience. Four modules are contributed to enable automated vehicles to achieve various kinds of driving tasks [2], i.e., perception, decision-making, planning and control. Furthermore, future information is significant for autonomous vehicles to improve reliability and handle emergency [3].

Many physical quantities in vehicles can be regarded as time series, and several approaches have been presented to forecast the future information. For example, in Ref. [4], the authors developed a steady-state Kalman filter to predict and estimate the lateral force and yaw moment. The proposed model could improve the accuracy of path prediction when external disturbances existed. Xie et al. combined maneuver- and physics-based methods to forecast the future trajectory for automated vehicles [5]. This integrated model is validated based on the naturalistic driving data with higher accuracy and longer horizon. To estimate the time-to-collision (TTC) precisely, Kim et al. presented a threat prediction algorithm in [6]. The surrounding vehicles trajectories and local path candidates are modeled and predicted to decide the vehicle’s driving strategy. In Ref. [7], the authors applied model predictive control (MPC) to consider and predict probable risky behaviors of the surrounding vehicles. By doing this, the automated vehicles can be operated in a safe driving envelope. Furthermore, Wiest et al. employed Bernoulli-Gaussian mixture model to forecast the behavioral maneuvers at intersections [8]. Then, this model is extended for multiple intersections through online learning.

Besides the conventional techniques, the deep learning (DL) methods became prevalent in time series prediction recently. For example, a DL-based traffic flow prediction approach is presented in [9], wherein a stacked autoencoder (SAE) model is used to learn the generic features. Experiments prove the proposed prediction model is satisfying for real-world applications. Ref. [10] discusses a DL framework for human motion prediction. To represent the features of human motions, the authors employ the encoding-decoding network to forecast the future 3D poses. For video prediction in Atari games, Oh et al. proposed two deep neural network architectures to predict the future image-frames [11]. Tests demonstrated the generated visually-realistic frames were suitable for about 100-step prediction. Furthermore, DL technique is also applied for naturalistic speech prediction and generation. The authors in [12] utilized a sliding window predictor to learn the mapping from phoneme label sequences to mouth movements. Then, the end-to-end speech animation is created using a deep neural network.

To achieve accurate and effective time series prediction for autonomous vehicles, this paper presents three different approaches to realize this aim. They are the nearest neighborhood (NN), fuzzy coding (FC) and long short term memory (LSTM). These methods are feasible for most of the variables in a vehicle, such as vehicle speed, acceleration, power demand, engine speed and torque, human driver’s intention and behaviors. Without loss of generality, this work takes the vehicle velocity as a case study and applies these
three approaches to forecast the future vehicle speed based on the real-world driving data. The mathematics and operational process are first discussed, and then the performance of the presented methods are evaluated. The merits and drawbacks of these methods are finally illustrated.

The construction of the rest of the paper is organized as follows: the transition probability-based NN and FC are given in Section II. The special LSTM network in DL framework is formulated in Section III. Experiment results are analyzed in Section IV, and Section V concludes the paper.

II. NEAREST NEIGHBORHOOD AND FUZZY CODING METHODS

This section explains the transition probability-based NN and FC methods. The maximum likelihood estimator (MLE) is first introduced to calculate the transition probability. Then, the mathematics of the conventional NN and FC techniques are displayed for one step and multi-step prediction.

A. Nearest Neighborhood

To predict the time sequence in automated vehicles, the variable interval is divided into finite discrete states, which are described as \( X = \{ x_i | i = 1, \ldots, M \} \) and subject to \( x_i < x_{i+1} \) \( \forall i \).

For an arbitrary continuous time sequence, it can be mapped to these discrete states via nearest neighborhood measurement as follow

\[
y = x_j, j = \arg \min_i |y - x_i|
\]  

(1)

where \( y \) denotes a special time sequence at arbitrary point. After the mapping is established, a Markov chain (MC) is usually used to mimic the discrete states. Then, the transition probability of these states are computed via maximum likelihood estimator (MLE) as

\[
p_{ij} = \frac{N_{ij}}{N_{io}}, \quad i, j \in \{1, \ldots, M\}
\]  

(2)

where \( p_{ij} \) represents the transition probability from \( x_i \) to \( x_j \), \( N_{ij} \) and \( N_{io} \) are the transition counts from \( x_i \) to \( x_j \) and \( x_j \) to all the objectives, respectively. Thus, these two numbers are satisfied by

\[
N_{io} = \sum_{j=1}^{M} N_{ij}, \quad i, j \in \{1, \ldots, M\}
\]  

(3)

The obtained example of transition probability is shown in Fig. 1. Based on the obtained transition probability, the future one-step and multi-step variables can be predicted in two forms. The first one is using the maximum probability to compute the future variable as

\[
x_{t+1} = x_k, \quad \text{if} \quad x_i = x_t, k = \arg \max_k (p_{ik})
\]  

(4)

The second idea is exploiting the expectation of the next state to depict the predicted value as

\[
x_{t+1} = \sum_{k=1}^{M} p_{ik} \cdot x_k, \quad \text{if} \quad x_i = x_t
\]  

(5)

It is obvious that the second expression is more accurate that the first one because it considers all the possible transitions. In this work, the second formulation is utilized to represent the NN-based prediction. Finally, the multi-step future variables are computed by extending (5) as follow

\[
x_{t+n} = \sum_{k=1}^{M} (p_{ik})^n \cdot x_k, \quad \text{if} \quad x_i = x_t
\]  

(6)

B. Fuzzy Coding

In FC method, the discrete signal states \( x_i \) are replaced by fuzzy sets \( A_i, i = 1, \ldots, M \). Each set \( A_i \) is a pair of \( X \) and \( \mu_i \), wherein \( \mu_i \) is called as Lebesgue measurable membership function and defined as

\[
\mu_i : X \rightarrow [0, 1], \quad s.t. \forall y, \exists i, \mu_i (y) > 0
\]  

(7)

Hence, \( \mu_i \) can be interpreted as the degree of \( y \in A_i \). Since this membership maps \( X \) to [0, 1], a transformation needs to be executed from arbitrary variable \( y \) to a possibility vector as

\[
\mu^T (y) = [\mu_1 (y), \mu_2 (y), \ldots, \mu_M (y)]
\]  

(8)

As the \( \mu_i \) represents the degree of membership, the sum of the elements in \( \mu^T (y) \) may not equal to 1. It is because that each variable \( y \) could be associated with more than one fuzzy set \( A_i \).

Furthermore, another transformation is required to map the possibility vector to a probability vector as follow

\[
\theta_i (y) = \mu_i (y) / \sum_{j=1}^{M} \mu_j (y), \quad i = 1, \ldots, M
\]  

(9)

Finally, the FC-based next-step variable is computed by considering the probability vector \( \theta (y) \), transition probability \( p_{ij} \) and membership function \( \mu (y) \) together [13]

\[
y_{t+1} = \frac{\sum_{i=1}^{M} \theta_i (y) \sum_{j=1}^{M} p_{ij} \int_{x} y \mu_j (y) dy}{\sum_{i=1}^{M} \theta_i (y) \sum_{j=1}^{M} \int_{x} \mu_j (y) dy}
\]  

(10)

where \( \theta (y) \) and \( p_{ij} \) are probability and thus the sum of them are equal to 1. In this work, the membership function \( \mu (y) \) are specialized as the Gaussian function with variance \( \sigma = 1 \).
\[
\ln \mu_i = - \frac{(x - 2.5i + 1.25)^2}{2 \cdot \sigma^2}, \quad i = 1, \ldots M
\]  

(11)

### III. LONG SHORT-TERM MEMORY NETWORK

In this section, the LSTM-based time series prediction framework is constructed. First, the artificial neural network (ANN) and recurrent neural network (RNN) are introduced. Then, the mathematics of the LSTM network is formulated, wherein the input, forget, and output cells are described in detail. Finally, the real-world driving dataset called Next Generation Simulation (NGSIM) dataset used for time sequence prediction is depicted.

#### A. Recurrent Neural Network

Deep learning (DL) is a hot research topic in recent years, which is inspired by learning features from collected data representations [14]. DL usually contains several levels and each level aims to transform the coarse data into more composite and abstract representation. Generally, the artificial neural network (ANN) is used to mimic the DL models and it can be indicated as function approximation between the input and output. This approximation is often achieved by three common layers, which are input, hidden and output layers [15].

![Fig. 2. The architecture of the neuron unit in ANN.](image)

The neuron is a sole computation unit of ANN, see Fig. 2 as an illustration. The input and weight vectors are denoted as \( \omega = [\omega_1, \omega_2, \ldots, \omega_N] \) and \( \omega = [\omega_1, \omega_2, \ldots, \omega_N] \), and then the neuron input \( b \) is depicted as

\[
b = \sum_{i=1}^{N} a_i \cdot \omega_i + B
\]

(12)

where \( B \) is a bias. The activation function is acted on the neuron input to generate the restricted and squashed output value

\[
c = f(b)
\]

(13)

wherein the activation function \( f \) can be Sigmoid, Tanh and Rectified Linear Unit (Relu) function.

In many cases, the order of inputs will influence the outputs, such as the natural language data, speech and music sequence data. Recurrent neural network (RNN) is conducted to address this problem, in which the hidden information will be delivered to the next step as the time passes, as shown in

![Fig. 3. The workflow diagram of RNN.](image)

\[
H_t = f_1(a_t \cdot U_t + H_{t-1} \cdot W_t)
\]

(13)

\[
c_t = f_2(H_t \cdot V_t)
\]

(14)

where \( H_{t-1} \) and \( c_{t-1} \) are decided at time step \( t-1 \). Note that, all the weights in RNN are initialized first, and then they are adjusted through back propagation to decrease the error.

![Fig. 4. The construction of the LSTM network.](image)

According to the RNN’s computational process, the expressions of LSTM can be summarized as follow

\[
F_i = \sigma(X_i \cdot U_f + H_{t-1} \cdot W_f)
\]

(14)
Finally, the outputs of the LSTM at time step $t$ can be expressed as a function of the resulted variables

$$M_t = F_t \cdot M_{t-1} + I_t \cdot G_t$$

(18)

$$H_t = O_t \cdot \tanh(M_t)$$

(19)

After training the network with collected experienced experiment data, the learned model could provide new predictions according to new inputs. In this work, three methods for time sequence prediction are realized in Matlab 2018b. The open-sourcing NGSIM dataset is regarded as the experimental data and the details will be discussed in the next section.

C. NGSIM Dataset

To evaluate the performance of the proposed three approaches for time series prediction, the vehicle velocity is considered as a case study. Next Generation SIMulation (NGSIM) program was launched to collect vehicle trajectory data for research of microsimulation system [17]. The contained information is comprehensive, which consists of the speed, lane number, acceleration, vehicle type, frame numbers, position, vehicle length and so on. These driving data are recorded in four different places, which are eastbound I-80 in Emeryville, Peachtree Street in Atlanta, Lankershim Boulevard in Los Angeles and southbound US 101.

The US 101 dataset was collected on June 15th, 2005 and three-time segments are 7:50 a.m. to 8:05 a.m., 8:05 a.m. to 8:20 a.m., and 8:20 a.m. to 8:35 a.m [18]. These periods represent the congested and uncongested driving conditions. The research area was about 640 meters and included five regular lanes, as displayed in Fig. 5. These data were collected using eight video cameras and the vehicle trajectories were transcribed by a customized software application. The recorded frequency is 10 Hz.

In this article, the speed trajectory of different vehicles is used to estimate the one-step and multi-step prediction algorithms. This information could reflect the actual traffic situations and contains random characteristics. As the NN and FC methods are both dependent on the transition probability of the driving data, they will be compared to certify the predicted performance. Furthermore, one-step and multi-step performances of the LSTM network are compared and discussed, and the root mean square error (RMSE) is used to quantify the error between the observed and predicted values.

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_{pre} - x_{ob})^2}$$

(20)

where $x_{pre}$ and $x_{ob}$ are the forecast and observed velocity trajectories, respectively.

IV. RESULTS AND COMPARATIVE ANALYSIS

This section discusses the predicted performance of the proposed three approaches. First, the importance of the historical data in NN is illuminated, which indicates the NN method needs to rely on the empirical data to achieve accurate predictions. Then, a comparative analysis between NN and FC is conducted, and their merits and demerits are described. Finally, the performance of the LSTM network is displayed by showing one-step and multi-step predicted results.

A. NN-Based Predicted Results

To apply the NN algorithm to forecast the speed trajectory extracted from the US 101 dataset, the transition probability is initialized as 0 before the prediction. As the time step increases, the transition probability matrix becomes more and more mature. Fig. 6 depicts three rounds prediction for the same cycle, which means NN method is used to forecast this cycle for three times. It is obvious that the performance of the second round is close to that of the third round, and they are better than the first round. In some cases, the errors are very large in the first round and they decrease in the second and third round. This owes to the update of the transition probability matrix, which indicates the probability is not stable (still the initial values) in the first round.

![Fig. 5](image1.png)

![Fig. 6](image2.png)
For multi-step prediction, Fig. 7 displays the NN-based 10-step prediction in the first and second rounds. The blue line is the observed value, and the red lines are the 10-step predicted values at each time step. By comparing the RMSE values, it can be discerned that the second round’s performance is better than the first round. Hence, the NN method needs similar experienced data to complete the transition probability. After that, it can achieve good performance in one-step and multi-step predictions.

![Graph showing RMSE for observed and predicted values.](image)

To intuitively exhibit the differences between these two methods, Fig. 9 shows the transition probability matrix. For NN, some high-speed transitions have not been experienced, and thus they are still initial values. Oppositely, the matrix of FC becomes stable owing to the updating rule. Besides the predicted performance, the FC approach has a drawback when compared with NN. The computation time of NN is about 2 seconds; however, it will cost 500 seconds to finish prediction in FC. Hence, FC cannot be realized in real time. To forecast some variables for autonomous vehicles, the NN method is feasible to predict the known driving situations online where the trajectory has been experienced, and the FC is appropriate to predict the unknown environments offline to achieve higher accuracy.

![Transition probability matrix for NN and FC.](image)

C. Evaluation of LSTM Network

LSTM network for prediction is realized by using the `predictAndUpdateState` function in deep learning toolbox. In the operational process, the collected driving data is imported to train the network first, and then this learned model can generate new prediction by giving new inputs. The specialization of the parameters in LSTM is defined, where the training episode is 150, the number of hidden units is 100, the learning rate is 0.005 and the gradient threshold is 1. Fig. 10 describes the training process of LSTM network and it contains trajectories of RMSE and loss function. These two values drop along with the iteration number, which results in improved accuracy.

![Graph showing RMSE for observed and predicted values.](image)
Fig. 10. Training process of the LSTM network in Matlab.

Fig. 11. The forecast results of LSTM using different training data.

To explain the significance of the training data in LSTM network, Fig. 11 shows the predicted values based on different historical data. (a) and (c) indicate the multi-step prediction (about 40 steps prediction) with different training data, and (b) and (d) are one-step prediction. It can be found that the performance of one-step is better than multi-step. It is because that the predicted errors accumulated in the multi-step prediction. Moreover, the accuracy of (c) is higher than that of (a). This can be attributed to the training data, which owes to the driving style and speed interval of the training data in (c) is close to the predicted trajectory. Therefore, when applying the LSTM network for real-time prediction, the experiment data need to be chosen properly, which means the highway driving data are better for time sequence prediction in highway scenario, and urban driving data are more suitable for urban environments.
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