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Abstract: The paper analyses an along-track multistatic Synthetic Aperture Radar (SAR) formation. The formation aims at achieving a high azimuth resolution maintaining at the same time a large swath width. The case with one transmitting sensor and all receiving is analyzed (Single Input Multiple Output, SIMO). An effective and novel reconstruction, in the two-dimensional frequency domain is introduced that is able to keep low the azimuth ambiguity and achieve a recombination gain close to the theoretical one. Degradation of the system performance due to the loss of the control of formation position is analyzed using probabilistic considerations. Moreover, some innovative methods to mitigate the loss of optimality are introduced and evaluated using simulations. Finally, considerations on the impact of the across-track non zero baseline are discussed.
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1. Introduction

In the last few years, the advent of commercial spaceflight companies has created new ways to build satellites to observe the Earth [1]. One of the notable innovations has been the introduction of cheaper systems with the intention to shift the complexity from the space segment to software. The availability of lower cost COTS (Commercial Off-the-Shelf) components or micro-electromechanical systems (MEMS) pushed in this direction too [2].

In this regard, constellations and formations of small satellites fly together with a moderate degree of coordination to provide equivalent or superior performances compared to the current state-of-the-art systems with a minor budget and higher robustness towards failure, at the cost of a major complexity in the control of the formation and ground processing.

Along-track formations of small satellites mounting SAR are an interesting case of such a systems since they can solve the well-known contradiction between the increasing requirement of coverage and azimuth resolution [3]. Feasibility of multiple receivers has been widely investigated in the case of multichannel antennas mounted on a single platform (monostatic SAR) [4–8]. For these systems, the generalized sampling theorem allows the reduction of the Pulse Repetition Frequency (PRF) by a factor N since a proper algorithm (the displaced phase center technique) provides the reconstruction of the full spectrum without ambiguities. In this paper, we focus on multistatic small SAR systems for which higher advantages can be achieved in terms of robustness, flexibility, and reduced costs [8,9], keeping the advantage of the
coherent formation in fractionating the power with $N^2$ gain. Small satellites are a novel category of systems developed to get faster and cheaper access to space by shifting the complexity from the space to the ground segment. Their weight/size range from the 100–500 kg for small satellites to the 10 kg of the nanosatellites named CubeSAT of size 1–10 U (1 U = 1 liter) (https://www.nasa.gov/mission_pages/cubesats/overview).

One of the key points in the design of such systems is the matrix inversion implied by the Digital Beam Forming reconstruction [6,7]. A perfect inversion is achieved if the Phase Centers (PC) are spaced by a distance that is exactly $1/N$ of the Pulse Repetition Interval (PRI = $1/PRF$) in transmission:

$$dx = \frac{2v \cdot PRI}{N},$$  \hspace{1cm} (1)$$

with $v$ the orbital speed and $dx$ the phase center distance (each phase center is mid-way between the transmitter and each receiver). For multichannel monostatic systems, $dx$ and $v$ are under design control and fixed and the PRF can be programmed to achieve very good performances in terms of ambiguity suppression and recombination gain, i.e., the gain in SNR with respect to a single platform that is due to the coherent summation of the signal and incoherent summation of the thermal noise. For a multistatic SAR formation, the previous equation, even in the ideal case, must be properly changed to account for many $2v/PRF$ space intervals:

$$dx_i = 2v \cdot PRI \left( \frac{i - 1}{N} + k_i \right),$$  \hspace{1cm} (2)$$

with $k_i$ integers that account for the higher distance between the PC.

Discussion in literature on formations of SAR satellites has been faced with different purposes such as geolocation, moving target indication, and single-pass interferometric SAR [10]. Among the different examples of use, anyway, Aguttes [9] seems the most similar to the concept proposed. In [9], the along-track formations of flying satellites are claimed to gain a factor $N$ on both SNR and ambiguity suppression compared to the single sensor, if properly displaced along orbit. For this reason, Aguttes identified as critical points the width of the tube containing the satellites trajectories (to avoid unknown phase terms in the response) and the control of the sensor position along the track without providing, however, a solution to the problem.

Some methods for reconstruction for multichannel SAR have been proposed in literature that could be used, in principle, also for SIMO SAR constellation. In one of these [11,12], analysis of reconstruction quality with PRF and sampling conditions is provided while in [13] or in [14] the authors propose some reconstruction methods based on pseudo-inversion, maximum likelihood and minimum-mean squared error filters to mitigate the bad conditioning due to non uniform sampling. Irregular sampling position is investigated also in [15] where the authors suggest to adjust with proper weightings the reconstruction filter by looking at the Vandermonde part of the reconstruction matrix, without going, however, into details.

In this work, we propose the design of a multistatic along-track formation of small SAR satellites. The novelty of the paper consists in:

1. A 2D frequency domain spectrum reconstruction method. The effects of noise and bad-conditioned matrix inversion are mitigated by means of a Wiener inversion, similarly to the Minimum Mean Squared Error (MMSE) in [13,14], and considered an optimum compromise between matched and ML filters. The reconstruction in frequency domain is used to account for range migration, as demonstrated also in [16].

2. Two practical methods to mitigate the degradation of system performance due to the loss of position control: a dynamic tuning of PRF and the split of the antenna. Both of the methods that can act together aim at modifying the phase centers towards optimal positions.
3. A systematic study of the degradation in phase shift and volume decorrelation, as a consequence of a realistic non zero across-track baseline, leading to the estimation of a critical tube width for the formation to avoid recombination problems.

Notably, the recombination is invariant with the along the track baseline for typical formations extents (few hundreds of meters), so there is no need to resort to the analysis of residual phase corrections as in [17]. One of the important results in the discussion is that, for formations of satellites irregularly spaced, even with a significant effort to improve the signals recombination with a tunable PRF or displacing the phase centers using the antenna splitting, optimal results in all situations cannot be achieved. For this reason, the efficiency of the recombination is analyzed by resorting to probabilistic considerations, differently from what proposed was in [14,15,18].

The paper is organized as follows: in Section 2, the system is described and the Impulse Response Function (IRF) derived. In Section 3, the recombination algorithm is described. In Section 4, the consequence on system performance of a random positioning of the sensors is analyzed and the methods to mitigate degradation are described and illustrated with simulation results. In Section 5, the effects of a non zero across-track baseline and the possibilities of tomographic formation are discussed. The limits of the system and the conclusions in Section 6 close the paper.

2. SIMO SAR Formation

Let us assume to have \( N \) SAR antennas, each put on an independent platform deployed along the track at given positions (known with reasonable accuracy). We also suppose, for now, that all the satellites fly on the same orbit, i.e., the formation has no real-time interferometric or tomographic capabilities. The formation is a Single Input Multiple Output system, one satellite transmits the waveform and each sensor of the formation collects the return backscattered in the common imaged area. The multiple transmitters case (Multiple Input Multiple Output, MIMO) can easily be extended from the model below, but it is beyond the purpose of the study. Initially, we suppose the sensors at a nominal and uniformly spaced distance \( d_x \), multiples of 2-PRI apart. In Figure 1, we show the geometry of the formation.

![Figure 1](image)

**Figure 1.** (a) the concept scheme. \( r_{ij,k} \) and \( r_{ij,k} \) are achieved in Equation (10) by simple geometric considerations; (b) a simplified view of the acquisition on a common area. In orange, the antenna pattern; in blue the common area imaged by all the sensors (details are in Section 2.1).

2.1. Design Bounds

System requirements to the formation bring to bound some design parameters.
For a larger swath to be imaged, the Pulse Repetition Frequency (PRF) must be properly lowered to allow the received echoes not to conflict with the transmitted ones. On the other hand, if $\delta$ is the output (wanted) azimuth resolution, the Doppler bandwidth must be set accordingly:

$$B_{dop} = 0.886 \frac{v}{\delta}, \quad (3)$$

where no distinction has been done between orbital and ground speed $v$, to avoid confusion (The equations are strictly valid for a rectilinear orbit and flat Earth, but can easily be extended to curvilinear orbit and spherical Earth). The correction factor 0.886 comes from the $-3$ dB width of a sinc-shaped IRF.

The well-known conflicting requirement for High Resolution and Wide Swath (HRWS) SAR systems comes just from the previous two conditions since a high Doppler bandwidth is possible, without aliasing, only in case of high PRF, which is not the case. However, using the generalized version of the sampling theorem, an aliased Doppler band can still be reconstructed correctly if we have a sufficient number of acquisitions of the same area—in detail, to assure the correct reconstruction, it is necessary that

$$B_{dop} \leq R \cdot PRF, \quad (4)$$

with $R$ an integer factor describing the ambiguities that must be canceled in the reconstruction, plus one (the ambiguity that is indexed with 0 in the paper is the part of the spectrum to save). Of course, $R \leq N$, since no more than $N$ ambiguities can be recombined by using $N$ acquisitions.

The PRF is limited below by the achievable azimuth resolution of the monostatic system. In detail, said $L_a$ the antenna length, the monostatic azimuth resolution $\delta_m \geq L_a/2$ [19]. After reconstruction, we want to improve the azimuth resolution of a factor up to $N$. For this reason $\delta = \delta_m / N$. Combining Equation (3) with previous conditions we have:

$$PRF \geq \frac{2v}{N \cdot L_a} \quad (5)$$

For the current study this may become a tight inferior bound for PRF since micro- or nano-satellites are not expected to mount long antennas. As an example, in case of micro-satellite of mass 100 kg, a deployable antenna array of $L_a = 3.5$ m is permitted with the current technology, so that with $N = 5$ satellites and, with $v = 7500$ m/s, we have $PRF \geq 850$ Hz.

Finally, an upper bound for the along-track formation extent exists to assure the needed azimuth resolution. The synthetic aperture related to the output resolution $\delta$ is:

$$F_{SA} = v \frac{B_{dop}}{|FM|} = 0.886 \frac{\lambda h}{2 \cdot \delta \cos \theta}, \quad (6)$$

where $|FM| = 2v^2/\lambda r_0$ is the Doppler rate, $\lambda$ is the wavelength, $h$ is the formation altitude, $r_0$ a reference slant range, and $\theta$ is the incidence angle at $r_0$. For a given antenna size, the physical footprint on ground is:

$$F = \frac{\lambda h}{L_a \cos \theta}. \quad (7)$$

The maximum extension of the formation is then limited by the condition for all the satellites to look at a common area, at the same time, large at least $F_{SA}$ (see Figure 1b). This means that the inter-satellite distance, in case of equally spaced formation is limited by:

$$dx \leq \frac{F - F_{SA}}{N - 1} \quad (8)$$

This bound limits the formation extension and must be evaluated in the orbit control of the system. As an example, for an X-band formation of $N = 5$ satellites at $h = 500$ km of altitude, with an incidence
angle of 30° and $L_a = 2$ m, if a final resolution of 1 m is required, satellites must be closer than 250 m, which is a safe requirement.

2.2. The Model of the Received Signal

Without loss of generality, let us suppose the formation to illuminate a single point target on ground. We neglect radiometric considerations (i.e., the radar equation and the scattering of the target) and just focus on antenna amplitude and phase response due to the path. Moreover, we neglect synchronization errors between receivers, i.e., the range window alignment among the different response is supposed to be already solved with residual error to be included into a sensitivity analysis (which is beyond the purpose of the paper). The signal transmitted by the master sensor (in the $j$-th position) bounces on a ground target and is received by each antenna of the formation. After the carrier is removed and the pulse compressed, we have:

$$
 h_{b,i}(t, \eta) = A_i(\eta)A_j(\eta) \exp \left\{ -j \frac{2\pi}{\lambda} (r_i(\eta) + r_j(\eta)) \right\} \cdot \text{sinc} \left\{ \frac{1}{c} (r_i(\eta) + r_j(\eta)) \right\},
$$

(9)

where $A_i(\eta)$ and $A_j(\eta)$ are the antenna patterns of the $i$-th receiver and the transmitter, function of the slow time $\eta$; $\lambda$ is the wavelength; $c$ the light speed, and $B_{ch}$ the chirp bandwidth. $r_i$ and $r_j$ are the sensor-target distances, function of the slow time and the target position $\xi$. In case of simple geometry, the slant range distances have a simple formulation:

$$
 r_i(\eta; \xi) = \sqrt{r_0^2 + (v\eta - dx_i - \xi)^2}
$$

(10)

and similarly for $r_j(\eta; \xi)$, with $r_0$ the minimum approach of the formation center to the target position (We suppose to focus with respect to the formation center, which is also the relative zero for the sensors’ distances and slow time, regardless of the transmitter or any other sensor position.) and $dx_i$ the distance of the $i$-th sensor from the formation center.

In the previous formulation, the rank extent, i.e., the movement of the receiver sensor during the flight of the sequence from transmitter to the target and back to the receiver, has not been considered. It has little effect and shall not be included to avoid useless confusion. The received signals, as expected, are a non separable function of $(t, \eta)$ because SAR impulse response for curved trajectories is range variant.

Likewise, for the traditional monostatic SAR systems, the range migration effect can be efficiently corrected in the two-dimensional wavenumber domain [20], where the convolution of the system function by the target backscattering response is transformed into a multiplication and the reconstruction of the unambiguous spectrum becomes an inversion problem. This is the reason why we perform spectrum reconstruction in a 2D transformed domain.

2.3. The Model in the Frequency Domain

As widely shown in literature [21], representation of the transfer function of a bistatic system is a very hard task. Usually, an equivalent monostatic approximation is adopted for a reasonable distance between the transmitter and receiver. This assumption can be considered valid for a formation extent but not for constellation of satellites [17]. At least, some phase correction can be added in the focusing, as demonstrated in [22].
In the equivalent monostatic approximation and neglecting the antenna terms, the Impulse Response Function (IRF) in Equation (9) can be written as [7]:

\[
h_{b,i}(t, \eta) \approx \exp \left\{ -\frac{4\pi}{\lambda} r_0 \right\} \cdot \exp \left\{ -\frac{2\pi}{\lambda} \frac{v^2 (\eta - (dx_i + dx_j)/(2v))^2}{r_0} \right\} \cdot \exp \left\{ -\frac{\pi (dx_i - dx_j)^2}{2\lambda r_0} \right\}.
\]

(11)

In the monochromatic approximation, i.e., when \(\lambda \approx c/f_c\) (valid for relative narrow band), the first term is constant w.r.t. \(\eta\) and a function of the minimum formation-target distance; the second term is the phase of an equivalent monostatic SAR [7] delayed of \((dx_i + dx_j)/2\), i.e., halfway between the transmitter and receiver; the third term is a pure bistatic term and it is constant too.

The previous approximation can be adopted to write the 2D signal spectrum in a sampled context. Supposing a backscattering field \(\Gamma(x, r)\) acquired by the bistatic system \(ij\) (receiver-transmitter couple). The 2D spectrum of the received signal is:

\[
S_i(k_x, \omega) = \sum_r \Gamma(k_x + r \cdot k_{x,s}, \omega) \cdot H_{b,i}(k_x + r \cdot k_{x,s}, \omega),
\]

(12)

where \(S_i(k_x, \omega)\) is the spectrum of the signal observed by the \(i\)-th receiver, \(k_x\) is the azimuth wavenumber, \(\omega\) the range pulse, and the repetition in the wavenumber domain \(k_{x,s}\) is \(2\pi \cdot \text{PRF}/v\).

This signal spectrum is the summation (in principle endless) of the aliased versions of the spectra of the target reflectivity \(\Gamma(k_x, \omega)\) passed through the (aliased) transfer function of the bistatic SAR system. The transfer function of the bistatic SAR is the 2D-Fourier transform of Equation (11):

\[
H_{b,i}(k_x, \omega) = \exp \left\{ -\frac{4\pi}{\lambda} r_0 \right\} \cdot F \left\{ \exp \left[ -\frac{2\pi}{\lambda} \frac{(v\eta)^2}{r_0} \right] \right\} \cdot \exp \left\{ -j k_x \frac{dx_i + dx_j}{2} \right\} \cdot \exp \left\{ -j \pi \frac{(dx_i - dx_j)^2}{2\lambda r_0} \right\}.
\]

(13)

In the previous transfer function, the first two terms correspond to the transfer function of the equivalent monostatic SAR:

\[
H_m(k_x, \omega) = \exp \left\{ -\frac{4\pi}{\lambda} r_0 \right\} \cdot F \left\{ \exp \left[ -\frac{2\pi}{\lambda} \frac{(v\eta)^2}{r_0} \right] \right\}.
\]

(14)

The third and fourth terms are specific to the bistatic acquisition:

\[
H_i(k_x, \omega) = \exp \left\{ -j k_x \frac{dx_i + dx_j}{2} \right\} \cdot \exp \left\{ -j \pi \frac{(dx_i - dx_j)^2}{2\lambda r_0} \right\}.
\]

(15)

A block scheme of the acquisition steps, where bistatic and monostatic acquisition are conceptually divided, and of the corresponding recombination and focusing of the N received signals, is in Figure 2.
Figure 2. End-to-end model of the acquisition (left part) and focusing (right part). Bistatic transfer functions $H_i(k_x, \omega)$ are specific of each tx-rx couple; the monostatic transfer function $H_m(k_x, \omega)$ is common. The $S_i$ are the different raw received signals. After range compression, focusing consists of: (i) inversion of the recombination matrix (see Section 3.2), (ii) traditional SAR focusing at full azimuth sampling step (see Section 3.3).

3. Reconstruction of the Scene

3.1. Matrix Discrete Formulation

We reformulate the previous equations in a discrete context. A target on ground in position $\xi_l$ is acquired by the formation observing the scene for $T_{obs}$ seconds. $M$ observations are acquired by each receiver, where $M = T_{obs} \cdot PRF$. The acquired data can be set in a matrix $S$ collecting the signals acquired by all the receivers whose size is $[NM \times P]$ with $P$ the number of range samples within a narrow strip in range (We remember that, formally, the SAR impulse response is time variant and the transfer function is different range by range. See Section 3.3).

Using the approximation in Equations (14) and (15), the formulation in Equation (12) can be written in a compact form:

$$S = HD + N,$$

where $H$ (of size $[NM \times R]$) is the (bistatic) combination matrix filled by contributions in Equation (15) and having $N \cdot M$ rows (the number of receivers times the Doppler wavenumber bins) and $R$ columns, with $R$ being the number of frequency sets of width PRF we want to unfold (in principle, infinite, in practice, we can disentangle up to $N$ replicas). The matrix $D$ (of size $[RM \times P]$) is the wavenumber domain support of the signal observed by a monostatic equivalent SAR system. It is the multiplication, element-wise, of two matrices: $D = H_m \circ \Gamma$, where $H_m$ (of size $[RM \times P]$) is a matrix including the contributions of Equation (14), i.e., the equivalent monostatic SAR system put at the center of the formation and $\Gamma$ (of size $[RM \times P]$) the ground backscattering, both sampled $R$ times denser than each bistatic term, i.e., at nominal positions $v/(R \cdot PRF)$. $N$ is finally the noise matrix.

3.2. Recombination

Reconstruction of the unfolded spectrum of width $R \cdot PRF$ is achieved by minimizing the distance between the true $D$ and the reconstructed $\hat{D}$ signal, in some norm. In case of white noise added, the $\ell_2$-minimization (MMSE in [14]) is performed that corresponds to the pseudo-inverse of $H$ in case of diagonal covariance matrix of data:

$$\hat{D} = H^\dagger S,$$

where $H^\dagger = (H^*H)^{-1}H^*$ is the Moore–Penrose inverse of matrix $H$ and the apex $^*$ means Hermitian (i.e., conjugate of the transpose). Pseudo-inversion may increase the level of noise, especially if the final sampling step is consistently lower than the target resolution since in that case part of the frequency set $[-R \cdot PRF/2, R \cdot PRF/2]$ has just noise. For this reason, or when correlated noise is present, the general inversion (also called Wiener inversion) that accounts for data and noise covariance matrices is preferred:

$$\hat{D} = H_1^*S = \left[ (H_DH^* + C_N)^{-1}H_C D \right]^* S,$$
with $H_s = (H C_D H^* + \sigma^2_n I)^{-1} H C_D$ and $C_D$ and $C_N$ the covariance matrix of the acquisition and of noise, respectively.

Estimated inversion, $\hat{D}$ of size $[RM \times P]$ is, for each range bin $p$, the value of the spectrum in the $R$ frequency sets each of width $\text{PRF}$ put in positions $[-R, ..., R] \cdot \text{PRF}$. Inversion is performed bin-wise for each $k_p$ and for a total of $M$ times, to fill the spectrum in the unfolded frequency interval.

The gain of the multistatic formation can be evaluated by estimating the increase of SNR due to recombination. In case of pseudo-inversion, the noise covariance matrix after inversion is:

$$
E \left[ H^* N N^* (H^* H)^{-1} \right] = (H^* H)^{-1} C_N = \sigma^2_n \cdot (H^* H)^{-1}.
$$

In the last step, we supposed uncorrelated noise and diagonal covariance matrix with power $\sigma^2_n$. The signal to noise ratio is then:

$$
\text{SNR} = \frac{\text{tr} \{ C_D \}}{\sigma^2_n \cdot \text{tr} \{ (H^* H)^{-1} \}}.
$$

After some algebra, we achieve the SNR in the general case:

$$
\text{SNR} = \frac{\text{tr} \{ H_s^* C_D H_s \}}{\sigma^2_n \cdot \text{tr} \{ (H_s^* H_s)^{-1} \}},
$$

which of course collapses into Equation (20) in case of the diagonal covariance matrix of the acquired signal $C_D$. Compared to the SNR of the monostatic single sensor, a gain of:

$$
G = \frac{1}{\text{tr} \{ (H^* H)^{-1} \}}
$$

is achieved in an ideal condition and the diagonal covariance matrix of the signal. In case of perfect inversion, the gain is $N$, which is the upper bound for the recombination gain in power and corresponds to what is expected by theory (the signal sums in coherent way, gaining $N^2$, the noise in incoherent way, gaining only $N$) [7].

### 3.3. Focusing of Equivalent Monostatic SAR

The focusing of the equivalent monostatic system, can be performed with any efficient SAR focusing algorithm. In practice, since, after recombination, data are in the double wavenumber domain, the most easy way to proceed is using a wavenumber focusing method such as the $\Omega$-K algorithm [23]. The wavenumber to build the $\Omega$-K operator is now large $2\pi \cdot R \cdot \text{PRF} / \nu$ and includes $R \cdot M$ bins.

In principle, since SAR impulse response is range-variant, the $\Omega$-K algorithm is exact only at range $r_0$ and the reconstruction should be repeated for each slant range of the received signal. In practice, anyway, the monochromatic assumption is a good approximation for SAR focusing and a sufficient accuracy can be achieved also by processing narrow slant range strips at a time, using the central range as reference. The width of these strips must be large enough to include the range migration cells of a synthetic aperture for the central target. For LEO orbit SAR, we found that processing few hundreds of range bins produces sufficient accurate results.

A point target focused using $N = R = 5$ sensor at 500 km of altitude with $L_a = 3.5$ m, $\text{PRF} = 880$ Hz, $\lambda = 0.055$ m and formation extent 500 m is shown in Figure 3. Uniform and optimal spacing between sensors has been supposed. As can be seen, the azimuth ambiguities have been reduced to less than $-70$ dB and, at the same time, the azimuth resolution has been improved to about 2 m. In these optimal conditions, the estimated gain is 13.56 dB, very close to the ideal value 13.98 dB (i.e., $10 \log_{10} 5^2$).
Figure 3. Focused IRF of a point target for \( N = R = 5 \) and uniform spacing of sensors. **Left**: 2D IRF power; **center**: azimuth cut at maximum range sample; **right**: interpolated main lobe.

4. Control of Sensor Position

4.1. Relation between Formation Distance, PRF, and System Performance

Equation (2) provides the conditions for optimal spacing of output samples in a formation, according to a given value of PRF. In case of not uniform output sampling, a degradation of performance is expected as explained in [6–8]. In the limit conditions, some output samples coincide, and the corresponding rows of the design matrix \( H \) are linearly dependent. In this case, the inversion is not possible unless such rows are discarded, reducing this way the reconstruction capability of the formation to the case \( R < N \).

In SAR design, it is common to select PRF within definite intervals to avoid the returning echoes to collide with nadir returns or with transmitting pulses [19]. The interval of existence of valid PRFs is then a function of the acquisition geometry, in particular of the incidence angles. Once the geometry of acquisition and the swath width is chosen, only some intervals of PRF values are possible. Ideal formation distance must be set according to Equation (2) and such constraint.

In a realistic context, however, the sensor distance cannot be controlled with infinite precision. More commonly, sensors are uniformly set (i.e., nominally in ideal positions, for a given PRF) but, for a uncontrolled extent, \( \delta x \) that is often modeled as a zero-mean random variable Gaussian distributed with standard deviation of few meters:

\[
\delta x_i = i \cdot \delta x + \delta x. \tag{23}
\]

From Equation (2), it is easy to infer that the minimum distance between a good sensor separation and the next bad separation is as little as \( N / (N - 1) \cdot 2v / (N \cdot \text{PRF}) \). For a practical system with a PRF under 1000 Hz and \( N = 5 \), this distance amounts to about 3.5 m. It means that the physical separation existing between a good phase center positioning of two consecutive sensors and the closest bad positioning is of the same order of the antenna length. The sensor position in orbit should be controlled within a small fraction of such value, let us say better than 0.3 m. Currently, such a tight control of the sensors position is hardly reachable. Moreover, due to the chaotic behavior of satellites along the orbit, the goal positions, even if reached, could not be guaranteed for a long time, unless the frequent maneuver is adopted, with consequent decreasing of the life span of the mission.

Of course, due to the duality of sensor position and PRF, it is possible to mitigate the degradation due to the loss of the control of sensor position by tuning the PRF.

4.2. Mitigation of System Performance Degradation

PRF tuning to mitigate the effect of system performance degradation due to an unequal sensor position is not a new idea since already investigated in [11] or in [18]. Here, we implement such method in a formation, together with a novel way to further displace the phase centers: the twin antenna concept.
In the next subsections, it shall be clear, however, that mitigation implicitly includes a different definition of quality for random formation of small satellites. In practice, with a small probability, the results may be insufficient for any application. With loose formations, less cost means passing from a deterministic system to a probabilistic one in which performance can be assured within a given degree of reliability. The probability with which any mitigation method may fail is analyzed in Appendix A.

In the following, just two exemplary cases are presented in which the improvement of the performance are shown after the application of the proposed mitigations. In the shown cases, the sensors are in a total random positions. Moreover, the maximum formation extent is fixed, to have a common imaged area large enough to assure the output azimuth resolution. The minimum sensor distance is fixed too, to keep the satellites safe from collisions, let us say three times the standard deviation of the control position plus three times the standard deviation of the knowledge position. According to the current technology, the minimum distance has been set to 30 m.

4.2.1. Tuning the PRF

According to Equation (2), the ideal position of sensors even in a not equally spaced formation is given by the choice of proper integers \( k_i \), once a PRF is selected. The sensibility of this solution to sensor position is, however, very high: change of the \( i \)-th sensor position of \( \delta x \) implies an adjustment of the corresponding PRF of:

\[
\hat{PRF} \approx PRF - \frac{2v}{dx_i^2} \delta x.
\] (24)

For an LEO orbit, with \( v = 7500 \text{ m/s} \) and a \( dx_i = 50 \text{ m} \), 1 m of uncontrolled shift brings to a PRF adjustment of 6 Hz. This means that the degradation of the formation performance is very sensible to little shifts of a sensor’s position and that PRF must be accurately tuned accordingly. Of course, it may not exist a single value of PRF able to satisfy Equation (2) with integers \( k_i, i = 1, ..., N - 1 \) so a sub-optimal PRF must be found in practice.

For a given formation, the true recombination performance is evaluated through the IRF quality (resolution, PSLR, ISLR) and the reduction of azimuth ambiguities. However, it is very difficult to relate such values to the research of a sub-optimal PRF (there is not a simple closed-form expression relating satellite distance, PRF, and performance). For this reason, we adopted an exhaustive research of the optimal PRF according to the quality of recombination, simply measured through the ratio between the recombination gain, given by Equation (22) and the condition number of \( H^*H \):

\[
F = \frac{1}{\text{tr} \{ (H^*H)^{-1} \}} \cdot \frac{\max \text{ eig} \{ H^*H \}}{\min \text{ eig} \{ H^*H \}}.
\] (25)

The recombination gain is related to the peak gain, the condition number to the quality of the matrix inversion (and so to the reduction of ambiguities). The two quantities are related each other, but they do not express the same thing since the recombination gain is the harmonic mean of the eigenvalues of \( H^*H \), while the condition number is the ratio of the maximum and minimum eigenvalues and provides a measure of the matrix conditioning.

The optimization has been applied in a practical case with \( N = 5, v = 7500 \text{ m/s}, L_a = 3.5 \text{ m}, \lambda = 0.055 \text{ m}, \) sensor altitude 500 km and \( dx =[-250 -96.52 20.95 166.55 250] \text{ m} \). The starting value of the figure of performance (the ratio of the reconstruction gain and the condition number), is: \( 9.2 \times 10^{-7} \) \( G = -17.64 \text{ dB}, \text{ cond numb} = 1.87 \times 10^4 \) for a PRF = 880 Hz, so a bad result is expected for ambiguity ratio (PTAR) and IRF main lobe (see Figure 4a,b). After an exhaustive search of the optimum PRF in the frequency set \([880,1500] \text{ Hz} \) (geometrical constraints have been ignored here), a solution has been found at 1376.33 Hz, for which the figure of performance increased to 3.39 \( G = 12.55 \text{ dB}, \text{ cond numb} = 5.31 \). The corresponding results, shown in Figure 4c,d, are visually better.
The stochastic nature of the mitigation method is better illustrated by evaluating the number of successes achieved through the PRF tuning for many different formation with random sensors’ location. In Figure 5a, the histograms of the figure F before and after the optimization show the wide beneficial effect even when satellites start from purely random position, but that bad cases may still exist and can not be corrected.

**Figure 4.** Focused IRF of a point target for N = R = 5 and sensors in random position. (a,c) Along-track cut of the focused IRF; (b,d) oversampling of the 2D focused IRF. Case (a,b): figure of performance 9.2 ×10$^{-7}$; case; (c,d): figure of performance 3.39.

**Figure 5.** Histogram of the logarithm of the figure of performance for different random positioning of the sensors in a formation of 400 m of extent, N = R = 5 and parameters as above. (Left) log F before (blue) and after (red) the PRF tuning. (Right) log F with PRF tuning only (red) and with PRF and twin antenna optimization (green). Low values address a bad reconstruction.
4.2.2. Twin Antenna

The second mitigation scheme consists of using a new concept: the twin antenna (see Figure 6). Splitting the antenna consists in using just one half of the antenna as in the multichannel case and, if technologically feasible, enlarging the two halves using some kind of boom.

The twin antenna concept may be exploited in two different ways:

• Use both rear and front parts, as there were 2 N receivers,
• Use a proper combination of rear or front that assures the best recombination scheme.

The general principle on which grounds the first possibility is doubling the number of receivers, which is expected to produce beneficial effects as shall be shown in Appendix A. However, it is costly since it requires more satellites or, even in a multichannel case, it generates a doubled data volume. In the second possibility, the use of the front or the rear part of the antenna has a relevant impact on the phase terms in the reconstruction matrix, allowing substantial change in its structure since \( L_a \) is comparable with the final azimuth resolution. The adoption of a proper combination of the first or of the second halves of the antenna of the various receivers may increase the figure of performance allowing for a better recombination. The advantage with respect to the first solution is to guarantee the same data volume at the cost of reducing to half the total antenna area. This method is expected to produce an improvement in case of displacement of sensors from their optimal positions.

As for the PRF tuning, the pre-computation of the figure of performance for a formation for which we accurately know the sensors location is a feasible task to be done before a programmed acquisition and for all the possible combinations of rear-front of the receivers that are \( 2^N \). The best combination, i.e., the one providing the highest \( F \), is then programmed onboard.

In a practical example, we considered a formation with the same parameters as in Section 4.2.1 but \( N = 7 \) and the sensors set in: \( dx = [−200, −147.776, −91.902, −20.398, 43.245, 115.746, 200]m \). In Table 1, the performance of the two mitigation schemes used separately and jointly are compared. As can be seen, although the tuning of PRF produces already acceptable performance (second row), using both the mitigation scheme further improves the recombination gain (i.e., increasing of SNR), despite of half of the antenna area being used and a better reduction of the first azimuth ambiguity and an improved azimuth resolution.

Adoption of a twin antenna further improves the system performance, as shown in Figure 5b, where the figure of performance with PRF tuning only and PRF tuning-twin antenna are compared for a large number of a random positions’ formation.
Table 1. Comparison of IRF performance parameters after recombination using different mitigation schemes.

| Optimiz | PRF [Hz] | Cond Numb | Gain [dB] | Peak Power [dB] | 1s Ambig [dB] | Az Resol [m] | PSLR [dB] | 2D ISLR [dB] |
|---------|----------|-----------|-----------|-----------------|---------------|-------------|-----------|-------------|
| None    | 650      | 77.94     | 10.63     | 16.05           | 1.30          | 1.882       | -17.81    | -9.47       |
| PRF opt | 1337.62  | 49.46     | 11.40     | 14.48           | -58.33        | 1.321       | -36.21    | -10.02      |
| Twin opt| 650      | 1.93      | 14.24     | 15.57           | -27.61        | 1.778       | -16.46    | -9.03       |
| Both opt| 1337.62  | 4.19      | 15.02     | 13.44           | -69.52        | 1.118       | -30.42    | -10.14      |

4.2.3. System Sensibility

As shown in Equation (24), a little change in the PRF may produce large displacement in the phase center locations with a consequent change of the system performance that can be optimized by choosing the best PRF for the current situation. This optimization, however, needs a perfect knowledge of the satellite positions. In the following, we have analyzed the variation of the system performance, increasing the PRF interval values within which the PRF value can be optimized, once given the locations of the satellites. The system performance is measured by the probabilities (in the abscissae) of the losses of SNR (in dB, ordinates).

Figure 7 addresses the probabilities of the losses of SNR for a formation with \( N = 4 \) satellites randomly spaced, with a reconstruction multiple equal to \( R = 2, 3, \) and \( 4 \) (corresponding to the full reconstruction capability). In each figure, the cases with no twin antenna or multiple twin antennas have also been presented. As it can be seen, the case with \( R = 4 \) is the most difficult to treat and three out of four possible double antennas are needed to achieve reasonable performances. As an alternative, a larger deviation of the PRF or a larger formation can be used but with more problems of across-track baseline, as to be discussed in the next section.

![Figure 7](image)

Figure 7. The probability that \( 10 \log_{10} |H^\ast H| \) is lower than the ordinate is shown for \( N = 4 \), and \( R = 2 \) (left), \( R = 3 \) (center), \( R = 4 \) (right). The color of the dots indicates the number of antenna pairs: blue (none), green (one), red (two), cyan (three). The two graphs of the same color correspond to the two different PRF intervals considered, equivalent to adding one or three sample intervals in the full length of the formation.

5. System Limitations

5.1. Across-Track Baseline Effects

For an along-track formation concept, a non zero across-track baseline is an impairment, since even a slight off-track of a sensor provides a received contribution changed by the interferometric phase due to the baseline between the actual and the ideal tracks. This interferometric phase results in a spectral shift and a volumetric decorrelation.

The case of a sensor shifted off-track with respect to the formation, assumed in straight orbit, is shown in the geometry of Figure 8a in the along the track, range reference and in Figure 8b in the reference orthogonal to the orbit. This second figure shows how two or more targets, located in the same iso-range with respect to the non-shifted track (the shaded satellite), contribute with different distances, and then different phases to the shifted sensor imagery. This case resembles an interferometric SAR [24], with the major difference that, in the unfocused images, the number of targets that contribute to the same raw data pixel are spread over a wide azimuth aperture.
This fact is better shown in Figure 9, where it is shown in a rough topography that the effective baseline created by the shift causes a fringe pattern that impacts as a multiplicative phase screen in the raw data. The compensation that requires a precise knowledge of the Digital Elevation Model (DEM) is not easy and may be even not possible.

![Figure 8](image1)

**Figure 8.** Geometry illustrating the off-track shift of a sensor in the formation in the along the track, range (a) and elevation, range (b) references.

![Figure 9](image2)

**Figure 9.** Impact of an off-track shift of the sensor on the raw data, in the presence of surface topography. (a) geometry, notice the wide azimuth antenna aperture represented in orange line; (b) topographic phase screen that is superposed to raw data. The green band defines a range resolution cell.

In the case of a constant sloped terrain, the impact of an off-track shift of the sensor is a spectral shift [25] whose amount depends on the normal baseline, $B_n$, the incidence angle, $\theta$, and the local slope, $\alpha$:

$$\Delta f = f_0 \cdot \frac{B_n}{r_0 \cdot \tan(\theta - \alpha)}.$$  \hspace{1cm} (26)

The impact of the shift can be mitigated by filtering the common spectral contributions: the ones that would be imaged in both on-track and off-track position. The filtering removes any uncorrelated spectral contributions that would act like clutter noise but reduces the total bandwidth by the same amount, $\Delta f$. In a general case, where each sensor has its own shift, the normal baseline $B_n$ should be replaced by the total tube, normal to range, in which the formation is kept. For a rough estimation, let us assume the C-band, an incidence angle $\theta = 30^\circ$, flat terrain $\alpha = 0$ and range $r_0 = 600$ km (reasonable for an altitude of 500 km). If we assume 100 MHz bandwidth, and tolerate a total spectral shift that is 10%—leading to a proportional range resolution loss, we would get an orbital tube:

$$B_{nT} \leq \frac{\Delta f}{f_0} \cdot r_0 \cdot \tan(\theta - \alpha).$$  \hspace{1cm} (27)
that amounts to about 640 m. This is not so hard requirement to keep, although the presence of a moderate slope of 10° would reduce it to 400 m. In the rough topography shown in Figure 9, the compensation should be performed on a local base that in turn would require to implement the SIMO image processing in a back-projection framework. This would possibly solve the problem, although, being the SIMO recombination dependent on wavelength \( \lambda \), it could be possible, for very large frequency shifts, to get different performance from the combination.

However, the worst case is the one shown in Figure 8b, where multiple targets at different height contribute to the same range with different phase. In fact, even if we were able to perform an adaptive SIMO recombination that integrates a local spectral shift filtering [26], we still would get noise from multiple contributions within a single resolution cell. The impact on the random phase combination that would result can be evaluated in terms of coherence between the ideal data \( d_0 \) and the actually acquired one, \( d_B \), and relates coherence to SNR:

\[
\gamma = \frac{E[db^*d_0]}{\sqrt{d_Bd_0}} = \frac{1}{1 + SNR^{-1}}. \tag{28}
\]

The coherence can be evaluated in terms of the statistics of the target’s height dispersion. For a uniform dispersion in a box of elevation \( \Delta q \) [24,27], \( \gamma = \text{sinc}(\Delta q/q_2\pi) \), where the elevation ambiguity is inversely proportional to baseline:

\[
q_2\pi = \frac{\lambda r_0 \sin \theta}{2B_n} \tag{29}
\]

Assuming to tolerate a slight signal to noise ratio degradation, we can approximate Equation (28):

\[
\gamma \approx 1 - \frac{1}{SNR^{-1}} \approx 1 - \pi^2 \left( \frac{\Delta q}{q_2\pi} \right) \rightarrow \frac{q_2\pi}{\sqrt{1.6 \cdot SNR \cdot \Delta q}}. \tag{30}
\]

This means that, if we assume a dispersion of target in a box of \( \Delta q = 50 \text{ m} \), like, for rough topography, mostly urban, and we tolerate an SNR no worse than 10 dB, the elevation of ambiguity should be \( q_2\pi > 4\Delta q = 200 \text{ m} \). In turn, the maximum offset normal to range should not exceed \( B_n = 40 \text{ m} \). This is indeed the most stringent requirement to be fulfilled.

If the across track baselines of the satellites are supposed to be perfectly known, the unique unknown affecting the cancellation of the \( R \) ambiguities is the height of the target. The phases with which the target contributes to the \( R \) ambiguities are also related to the baselines.

In order to approximately evaluate this effect, let us consider the decrease of ambiguity cancellation when the height error \( qH \) is very small, so that it is possible to linearize. Then, instead of the perfect closure of the phases that would allow for annihilate the interfering ambiguity, a noise component is added to the data. We can briefly approximate the impact of the dispersion of the cross-track baselines on the ambiguity suppression AASR. To do so, we will suppose that the azimuth ambiguity has already been canceled and the receivers are exactly at their optimal positions, so that we will consider only the impact of the cross-track baselines. In this case, the residual ambiguity affecting another pixel at the ambiguity distance will be:

\[
y = \frac{x}{N} \sum_{n=1}^{N} \exp \left( i \frac{2\pi n}{N} + i \frac{2\pi \Delta q}{H_n} \right),
\]

where \( \Delta q \) is the height error, \( N \) is the number of the receiving satellites with returns to be combined to remove the ambiguity, \( x \) is the local reflectivity, and \( Q_n \):

\[
Q_n = \frac{r \lambda \sin \theta}{2B_n}
\]
are the altitudes of ambiguity of the \( n = 1, \ldots, N \) satellites, with positive and negative cross track baselines \( B_n \), \( \theta \) is the incidence angle, \( r \) is the distance.

Obviously, if \( \Delta q \) is zero, the ambiguity is canceled. However, just supposing \( \Delta q \) small and linearizing it, we have

\[
y = jx \frac{4\pi\Delta q}{N r \lambda \sin \theta} \sum_{n=1}^{N} B_n.
\]

Representing with \( \sigma_h \) the dispersion of the height error, the total power of the ambiguity is:

\[
R \cdot E [|y|^2] = R \cdot |x|^2 \left( \frac{4\pi\sigma_h}{N r \lambda \sin \theta} \right)^2 N \sigma_\beta^2
\]
as there are \( R \) ambiguities to be removed.

Hence, we have:

\[
AASR = \left( \frac{4\pi}{r \lambda \sin \theta} \right)^2 R \frac{\sigma_h^2 \sigma_\beta^2}{N}
\]

Considering as an example, \( L \) band, \( r = 600 \) km, \( N = 4 \), \( R = 3 \), \( \theta = 30^\circ \), we have:

\[
AASR = \left( \frac{4\pi}{600000 \ast 0.24 \ast 0.5} \right)^2 \frac{3 \sigma_h^2 \sigma_\beta^2}{4} = 2.28 \times 10^{-8} \sigma_h^2 \sigma_\beta^2.
\]

If we wish to keep the AASR better than 20 dB:

\[
\sigma_h \sigma_\beta < \sqrt{\frac{0.01}{2.28 \times 10^{-8}}} = 662.
\]

If \( \sigma_h = 10 \) m, then \( \sigma_\beta < 66 \) m that appears to be indeed very difficult unless we mitigate the effect recurring to autofocus methodologies to unmix, as to be briefly discussed in the following.

If the DEM has lower resolution, then the number of unknown heights would decrease and one could try to estimate them with unmixing but still, as common to all unmixing problems \([22,28]\), any solution would be acceptable unless the higher order moments of the amplitude statistics are used. Furthermore, in the case of full resolution, two degrees of freedom only (the real and imaginary part of the reflectivity) are available for each unknown (the height error) and thus hardly sufficient for any reliable estimate of the height. For lower and lower resolution of the DEM (say just a slope), a solution might be found but only in the case of a very active texture of the data. The obvious cure is to keep \( q \) high, the cross track baselines small and thus the formation short. However, then, if the positions of the satellites are random and the adaptation of the PRF becomes insufficient, the additional antennas become mandatory to reduce the ambiguities. For small height errors, hypothetically, an autofocusing code could be considered that maximize the contrast in each one of the \( R \) affected positions by modifying the height of the contributing target. However, then, the targets in the affected positions would already be disturbed by the other \( R - 1 \) ambiguities. The solution would only be obtained with a code that considers \( M \) points mutually ambiguous and thus distanced of a footprint, and finds their \( M \) heights by maximizing the \( M \) contrasts and /or their reciprocal independence. It is not impossible that such a code could work, but indeed highly unlikely, also because the maximum contrast need not to be the correct solution. Furthermore, in the case of targets with Gaussian distributions with the same variance, the unmixing would be utterly impossible. Still, as said, things get easier and maybe doable if the DEM is lowpass.
5.2. Tomographic Formations

The previous analysis indicates that the main difficulty for using loose formations for a proficient SAR design comes from the narrowness of the orbital tube needed, as seen in the previous section. Indeed, lower frequency bands like S or L would lead to lesser prerequisites, but then the dimensions of the antennas would grow making less likely the hypothesis of nanosatellites. Still, the selection of S band for the nanosatellites CIRES [29] indicates that these solutions should not be discarded at all.

Then, one could extremize the message coming from the previous considerations, and hint that formations of small satellites could best fit for tomographic applications, i.e., enhancing the role of the unwanted across track baseline, rather than reducing it at most. In other words, an interesting application for these formations could be derived from the availability of simultaneous multi-baseline data that would substantially abate the temporal decorrelation effects. In this view, the formation could be used for another purpose, renouncing to the extended swath and improved resolution, and exploiting the multiplicity of the satellites to analyze a layered medium, provided that the frequency used allows that penetration. Supposing that \( N \) receivers are available, \( N_H \leq N \) layered medium could be studied.

Let the across track baseline be \( B_{ij} \), and \( D_{ij} \) the distance between the midpoint of the transmitter \( j \) and the receiver \( i \) and the formation center and with \( x_h, H_h \) the complex amplitude of the return and the height of the \( h \)-th layer. \( n_{ij} \) is the noise. The returns are

\[
y_{ij} = \sum_{i,j,h} x_{h} \left( \frac{4\pi}{\lambda} \frac{B_{ij} H_h}{R \sin \theta} + j \frac{kD_{ij}}{2} \right) + n_{ij},
\]

The model matrix \( A \) is:

\[
Y = \begin{bmatrix}
y_1 \\
.. \\
y_N
\end{bmatrix}; \quad X = \begin{bmatrix}
x_1 \\
.. \\
x_{N_H}
\end{bmatrix}, \quad A = [N \times N_H];
\]

\[
Y = AX + N,
\]

\[
a_{i,j,h} = \sum_m \exp \left( \frac{4\pi}{\lambda} \frac{B_{im} H_h}{R \sin \theta} + j \frac{kD_{im}}{2} \right),
\]

\[
A = \begin{bmatrix}
\sum_m \exp \left( \frac{4\pi}{\lambda} \frac{B_{i1} H_1}{R \sin \theta} + j \frac{kD_{i1}}{2} \right) & .. & \sum_m \exp \left( \frac{4\pi}{\lambda} \frac{B_{i1} H_{N_H}}{R \sin \theta} + j \frac{kD_{i1}}{2} \right) \\
.. & .. & .. \\
\sum_m \exp \left( \frac{4\pi}{\lambda} \frac{B_{iN} H_1}{R \sin \theta} + j \frac{kD_{iN}}{2} \right) & .. & \sum_m \exp \left( \frac{4\pi}{\lambda} \frac{B_{iN} H_{N_H}}{R \sin \theta} + j \frac{kD_{iN}}{2} \right)
\end{bmatrix}.
\]

The eigenvalues of the matrix \( A \) with a random distribution of the \( B \)'s and \( D \)'s are shown in Figure 10 in an example where the diameter of the formation is between 100 and 1000 m, \( H_{\text{max}} = 50 \) m and \( N_H = 4 \). We see that we have good conditioning as soon as the diameter is beyond 700 m.
Figure 10. Eigenvalues of $A$ (in dB) for a tube diameter from 100 to 1000 m, with an $H_{max} = 50$ m and $N_{H} = 4$. Little tubes have the greatest dynamics between minimum and maximum eigenvalues.

6. Conclusions

Loose formations of small satellites open new paths towards higher performances allowing major scalability, less exposure to single point failure and reduced costs. In this paper, it has been shown that along the track formation of small satellites, even loosely controlled in their position, can provide high resolution and SNR, wide swath coverage, and good ambiguity suppression. Simulations have been used to demonstrate the goodness of the recombination and mitigation methods since, currently, data from formations of mini-satellites are not available yet. To show results on real data, it would need to make modification of real datasets, in order to emulate the acquisition by the different viewpoints of a formation. This requires a very detailed software simulator and will be a matter of successive work.

Degradation of performance when sensors lose their optimal position along the track has been analyzed also from a probabilistic point of view. PRF tuning, especially when combined with antenna splitting, have been shown to offer superior performance, avoiding a too frequent control of the sensors’ position in order to increase the operative lifetime of the mission. Anyway, for few configuration cases and longer formation extents, the mitigation methods may not guarantee a sufficient recover of the performances.

It appears that formations are better fit for lower frequencies, whereas, for higher frequencies, constellations of small independent satellites would be simpler to adopt. In fact, the ambiguities suppression necessary for a wider swath that would motivate the formation is limited by the very narrow orbital tube needed. In this view and according to the needs, the same formation may be alternatively used for one-pass tomographic applications exploiting the non-zero across-track baseline. A phase term correction, derived from a possible autofocus method, could be considered as a mitigation scheme to counteract the baselines effect. This topic may be a matter of future investigation.

We finally remark that, since such formations are stochastic in nature, design them to achieve always predictable and optimal results would lead to costs likely higher than those encountered with large satellites, contradicting the initial motivations. Rather, these systems are adaptive in nature, yielding quite interesting results, but never guaranteeing perfection and working at all times. The definition of quality of SAR images could be revised to explore costs and benefits of these stochastic
solutions. The next step should be a thorough analysis of the propulsion technologies to be used that indeed could determine the possibilities and the limits of this concept, now ready to be explored in practice.

7. Patents

The concepts of multistatic MIMO SAR for formation of small satellites and the twin antenna are currently (15 November 2019) under patent evaluation.
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Appendix A. Probabilistic Approach to Matrix Inversion

In Section 4, it has been shown that a SAR formation with a random distribution of sensors position may yield insufficient results. For this reason, a different definition of quality can be proposed, dependent on the application. Optical sensors are limited by night and clouds, and are accepted with their drawbacks. HRWS SAR formations are closer to optical systems, in some way. The additional costs of the methodologies that have been proposed to compensate for the uneven distribution of the sensors, i.e., adaptive PRF and/or twin antenna, may or may not balance the improvements in the probability of correct reception, depending on the available technology. The calculation of the probabilities of failure becomes then a necessary step.

Let us rewrite the recombination matrix $H$ in Equation (14) normalizing the midpoint corresponding to the equivalent monostatic position between the transmitter and a receiver $i$, i.e., $(dx_i + dx_j)/2$, by relating it to the ground resolution of the current PRF, $\delta_m$:

$$(dx_i + dx_j)/2 = \mu_i \cdot \delta_m.$$ 

Since the on board antenna is shorter than $2\delta_m$, $R - 1$ ambiguities will appear in the focused image, positioned at locations indexed by $r$:

$$\xi_r = \xi + r \frac{\lambda r_0}{2\delta_m}.$$ 

The corresponding backscattered radiation, within the monostatic approximation, will rotate by $r$ (the ambiguity index) cycles in the interval $\delta_m$. Previously, $\xi$ is the position of the illuminated target and $r_0$ its slant range. The signal backscattered from the position $\xi$ has phase:

$$\phi = \frac{4\pi \delta_m \mu_i}{\lambda} \frac{\xi \mu_i}{2r_0} = \frac{\pi \xi \mu_i}{F},$$

with $F$ given by Equation (7).

The $r$-th aliased phase will be then:

$$\phi_r = \left(\xi + rF\right) \frac{4\pi \delta_m \mu_i}{2\lambda r_0} = \left(\frac{\xi}{F} + r\right) \pi \mu_i.$$
Using the simplified form in Equation (A2) and posing $\xi / F = q$, the recombination matrix is a Vandermonde matrix, similarly to what already achieved in [15]:

$$H = \begin{bmatrix}
\exp j\mu_1 q & \exp j\mu_3 (R - 1 + q) \\
\vdots & \vdots \\
\exp j\pi N q & \exp j\pi N (R - 1 + q)
\end{bmatrix}.$$  \hspace{1cm} (A3)

For a purely random position of the receivers, this matrix assumes the form of a total random complex matrix whose behavior in terms of inversion, can be described by the Marchenko–Pastur theory [30]. There, the probability density function of the distribution of the eigenvalues of $H^*H$ is limited in an interval that is a function of the ratio between the number of rows divided by the number of columns. In Figure A1, there is an example of such distribution for different ratios. As shown in the figure, to limit the condition number of $H^*H$ to 10 dB (a reasonable value for the matrix conditioning), it is necessary this ratio to be at least 3. In a contrary case, the probability that the inversion is bad-conditioned becomes significant.

This fact leads the project towards a number of satellites $N$ (the number of matrix rows) considerably higher than the number of ambiguities to remove, $R$ (the number of the matrix columns). In the example of Section 3.3, in case of purely random position, to get a reconstruction of similar quality of Figure 3 with $R = 4$, it would have been necessary to increase the number of satellites to three times as least, i.e., $N = 12$. The mitigation methods proposed in Section 4 mitigate the performance degradation saving at the same time resources, since displacing the phase center by PRF tuning or by twin antenna may be as effective as increasing the number of satellites.

![Figure A1. Probability Density Function of the eigenvalue distribution for matrix $H^*H$. The different curves refer to the ratio between the number of rows divided by the number of columns. The case 0.5 cannot occur and it is put just as reference, since in this case replicas could not be solved.](image)

In practical formations, it is possible to visualize the direct effect of a bad conditioning by looking at the increment of the ambiguity level. In Figure A2, a cube is shown corresponding to the distribution of the positions, relative to the transmitter, of three other receivers (the case $N = 4$ is then shown). All the points in the cube have the same probability to occur in order to explore the full space of random positions among the four satellites. The optimal positions of the receivers are indicated with black spheres. There are six, corresponding to the six permutations of the receivers in the positions $\delta_m / 4; \delta_m / 2; 3\delta_m / 4$. The surface identifying the part of the volume of the cube where the determinant of
The matrix $H^*H$ is between the maximum and $-10$ dB below (which is just an indicative bound for the ambiguity increasing) is indicated with cyan ($R = 4$), light-orange ($R = 3$), or red ($R = 2$) isosurfaces. The probability of a good conditioning is acceptable only for $R = 2$, i.e., when the reconstructed replicas are consistently lower than the number of sensors. In practice, the figure visually provides a way to evaluate the precision needed for the positioning, which is approximately 10% of the sampling interval. From the figure, it is possible to appreciate the advantages that can be obtained by letting the antennas to slide along the orbit, or equivalently changing the sampling interval, namely adapting the PRF to the actual positions of the sensors.

**Figure A2.** Isosurfaces of the value of the determinant of $H^*H$ at $-10$ dB with respect to its maximum value. The case $N = 4$ satellites with the transmitter as a reference and the remaining three free to move in the space $[0, \delta_m] \times [0, \delta_m] \times [0, \delta_m]$ has been considered. The black spheres are the in location where the maximum of the determinant is achieved; the isosurface in cyan, light-orange, and red correspond to the $R = 4$, $R = 3$, $R = 2$ cases, respectively.
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