Abstract—Vulnerability detection plays a key role in secure software development [1–4]. There are many different vulnerability detection tools and techniques to choose from, and insufficient information on which vulnerability detection techniques to use and when. The goal of this research is to assist managers and other decision-makers on software projects in making informed choices about the use of different software vulnerability detection techniques through empirical analysis of the efficiency and effectiveness of each technique. We will examine the relationships between the vulnerability detection technique used to find a vulnerability, the type of vulnerability found, the exploitability of the vulnerability, and the effort needed to fix a vulnerability on two projects where we ensure all vulnerabilities found have been fixed. We will then examine how these relationships are seen in Open Source Software more broadly where practitioners may use different vulnerability detection techniques, or may not fix all vulnerabilities found due to resource constraints.

Index Terms—Security Management, Computer Security, Software Testing

I. INTRODUCTION

Vulnerability detection plays a key role in secure software development [1–4]. However, there are many different vulnerability detection tools and techniques to choose from, and insufficient information on which vulnerability detection techniques to use and when.

The goal of this research is to assist managers and other decision-makers on software projects in making informed choices about the use of different software vulnerability detection techniques through empirical analysis of the efficiency and effectiveness of each technique.

The question of “Which vulnerability detection technique should I use to reduce my security risk?” is not as straightforward as it may seem. Previous work has shown that different vulnerability detection techniques find different types of vulnerabilities [5], [6]. Hence the vulnerability detection technique that should be used will depend on the objectives of the practitioner. For example, if a practitioner has limited resources and is more concerned about remote code execution (RCE) vulnerabilities than denial of service (DoS) vulnerabilities, the practitioner may decide to focus their resources on vulnerability detection techniques that detect more RCE vulnerabilities, even if those techniques find fewer DoS vulnerabilities.

Additionally, detecting vulnerabilities does not inherently reduce risk if the vulnerabilities are not appropriately fixed or otherwise mitigated. Interviews with practitioners [7], [8] suggest that factors such as misalignment between security and business perspectives and miscommunication between security testers who find vulnerabilities and developers who can fix them are key to the success or failure of vulnerability detection activities. Hence we must analyze both the vulnerabilities found by vulnerability detection techniques, as well as the fixes used to mitigate those vulnerabilities and reduce security risk to understand the efficiency and effectiveness of vulnerability detection techniques.

To this end, we will examine the following research questions:

- RQ1: What is the efficiency of different vulnerability detection techniques?
- RQ2: What is the effectiveness of each vulnerability detection technique in terms of the number and type of vulnerabilities detected?
- RQ3: What are the relationships between the technique with which vulnerabilities are found; the types associated with vulnerabilities; the exploitability of vulnerabilities; and the effort needed to fix vulnerabilities?
  - RQ3-A: How does vulnerability exploitability relate to vulnerability type and vulnerability detection technique?
  - RQ3-B: How does the effort required to fix vulnerabilities, in terms of time spent performing the fix and size or complexity of the fix, relate to vulnerability type and vulnerability detection technique?
  - RQ3-C: How does the effort required to fix vulnerabilities, in terms of time spent performing the fix and size or complexity of the fix, relate to vulnerability exploitability?
- RQ4: How do vulnerabilities identified through our investigation compare with vulnerabilities taken from a larger database of open-source projects?

The expected contributions of this work are as follows:

- A decision support model, such as a decision tree,
to aid practitioners in determining which vulnerability detection techniques to use based on the practitioner’s goals. Additionally, the model will provide some support for prioritizing mitigation efforts based on the output of vulnerability detection tools. The decision support model will be based on our results, as well as related work and known best practices.

- A set of vulnerabilities from two open source projects along with the vulnerability types, the technique used to find each vulnerability, and the fix for each vulnerability.

II. Model Parameters

Both vulnerability risk factors such as exploitability and anticipated vulnerability fix effort contribute to vulnerability prioritization. We hypothesize that vulnerability type, exploitability, and fix effort will all vary between vulnerability detection techniques. However, we do not yet know what vulnerability types, what vulnerability exploitability, and what vulnerability fix effort will correlate with each vulnerability detection technique. We describe the categories of vulnerability detection techniques, vulnerability types, measures for vulnerability exploitability, and measures for vulnerability fix effort below.

A. Vulnerability Detection Techniques

We characterize the vulnerability detection techniques based on the analysis they perform. Categories of analysis that we use include

- **Static and Dynamic analysis**: Any sort of analysis that does not require the code to be executed may be classified as static. Conversely, dynamic analysis is any form of analysis that requires the code to be executed. Analysis is either static or dynamic, not both.

- **Source Code analysis**: Source code analysis is any form of analysis that requires access to source code. Analysis which does not have access to source code is sometimes referred to as “black box” analysis.

- **Tool-Based and Manual analysis** Many analysis techniques involve the use of an automated tool such as a fuzzer, a dynamic analysis tool. Although tool-based techniques require manual effort to configure the tools and review the results, we reserve the term manual for analysis that does not require automated tools.

- **Systematic and Exploratory analysis** In systematic testing, the tester methodically develops and documents, then executes a test plan. In exploratory testing, on the other hand, the tester “spontaneously designs and executes tests based on the tester’s existing relevant knowledge”.

We do not anticipate examining all possible combinations of analysis, since some combinations are not widely used or not applicable. For example, Systematic and Exploratory analysis would only apply to manual techniques. In an initial study of Java Applications we use four different analysis techniques for vulnerability detection: Systematic Manual Penetration Testing (SMPT), Exploratory Manual Penetration Testing (EMPT), Dynamic Application Security Testing (DAST), and Static Application Security Testing (SAST). These vulnerability detection techniques and are defined by their characteristics are shown in Table I.

| Technique | Static / Dynamic | Source Code | Tool-Based / Manual | Systematic / Exploratory |
|-----------|------------------|-------------|---------------------|--------------------------|
| SMPT      | Dynamic          | No          | Manual              | Systematic               |
| EMPT      | Dynamic          | No          | Manual              | Exploratory              |
| DAST      | Dynamic          | No          | Tool-Based          | N/A                      |
| SAST      | Static           | Yes         | Tool-Based          | N/A                      |

B. Vulnerability Types

We classify vulnerabilities themselves by type using two categorizations. First, we use the vulnerability types from the Common Weakness Enumeration (CWE) list. According to the CWE website, CWE “is a community-developed list of software and hardware weaknesses.” CWE is used in academic literature, by government organizations such as for the U.S. National Vulnerability Database (NVD) and in industry. All of the tools used in our research linked their alerts to CWE types. When we refer to “vulnerability types” we are referring to CWEs. Second, once we have identified vulnerability fixes, we determine if the vulnerability was an error of omission, e.g. input that is not sanitized at all; or an error of commission, e.g. input that is sanitized but is not sanitized correctly and can be successfully attacked.

C. Vulnerability Exploitability

We examine vulnerability exploitability along two measures. The first exploitability measure is whether the vulnerability is “able to be exploited” through any means. This is a boolean measure. The second exploitability measure we will examine will assess the difficulty of exploiting a vulnerability. An example metric that could be used to assess the difficulty of exploiting a vulnerability is the Base Exploitability measure from the Common Vulnerability Scoring System (CVSS). The CVSS exploitability metric is based on the context in which an attack on the vulnerability is possible, referred to as the Attack Vector (AV); and “the conditions beyond the attacker’s control that must exist in order to exploit the vulnerability” referred to as the Attack Complexity (AC).

Note, for both static analysis and dynamic analysis we are referring to the ISO/IEC/IEEE Concepts and Definitions for static testing and dynamic testing respectively. For the purposes of this project, the definition for testing is generalizable to other forms of analysis such as vulnerability detection techniques.

https://cwe.mitre.org/
https://nvd.nist.gov/vuln/categories
https://www.first.org/cvss/
https://www.first.org/cvssv3.1/specification-document
D. Vulnerability Fix Effort

We measure the effort required to fix vulnerabilities by measuring the amount of time it takes individuals to fix vulnerabilities in terms of minutes and hours. As a result of our initial study, we have already identified over 200 exploitable vulnerabilities in one SUT we have begun to fix, measuring the amount of time it takes to do so. Additionally, we will examine the size or complexity of the vulnerabilities, taking into account that size and complexity may be redundant with each other [13].

III. RELATED WORK

Votipka et al [8] developed a model for the overall vulnerability discovery process based on interviews with both external security hackers and in-house software testers. The authors noted that although hackers and testers follow a similar process for vulnerability discovery, the different experience that hackers and testers bring to the process may explain why they achieve different results at the end of the process. The authors found that while security experience is important, a variety of experience amongst the vulnerability discovery process participants improves the overall result. Additionally, Votipka et al’s interviewees asserted that compensation and motivation needed to be tailored to the organization, project, and participants. Perhaps most relevant to our own work, the authors found that the relationship between the individual who discovers a vulnerability, regardless of whether that individual is a hacker or a tester, and individual who fixes the vulnerability was considered important in ensuring that vulnerabilities were resolved appropriately. In contrast with the work by Votipka et al, we focus on the different risks and costs of the vulnerabilities found through vulnerability detection techniques.

Several related studies have focused on one or two categories of vulnerability detection techniques, such as comparisons of DAST tools or comparisons of SAST tools. In 2010, Doupé et al. [14] compared several “point and click” DAST tools and costs of the vulnerabilities found through vulnerability detection techniques. They examined the size or complexity of the vulnerabilities, taking into account that size and complexity may be redundant with each other [13].

IV. METHODOLOGY

A. Vulnerability Detection

To begin, we will perform two studies on two different open source projects examining the efficiency and effectiveness of vulnerability detection techniques (RQ1 and RQ2). We have completed the first study on the open-source Java application OpenMRS [6]. The second study will be performed on a C/C++ application in Spring/Summer 2021.

1) Java Application (OpenMRS): In our initial study of OpenMRS, we applied SMPT, EMPT, DAST, and SAST to the SUT to produce a series of alerts, in the case of tool-based techniques; or failed test cases, in the case of manual techniques. We will refer to these alerts or failed test cases as “failures”. The failures were then reviewed to determine the number of true positives, and to determine the number of distinct vulnerabilities indicated. For the techniques used in this study, a CWE value was assigned to each failure prior to review, and the accuracy of the CWE confirmed during the review process. Two individuals were involved in each step of the research process to improve reliability of the final dataset.

We used data from two sources. First, we collected data from students in a graduate-level course. As part of their assignments in this course, students perform security analysis ranging from developing security requirements, to running static analysis tools, to performing exploratory testing, to fixing the vulnerabilities they find. Second, we supplemented student data with data generated by a team of three PhD students, three master’s students, and one undergraduate student.

Results from our initial study are discussed in Section V. For our first study, student work was collected under NCSU Institutional Review Board protocol 20569. This study has been

https://openmrs.org/
submitted to a peer-reviewed conference and is currently under review.

2) C/C++ Application: We have not yet determined which application will be used to expand our dataset to a C or C++ application. We anticipate using the same methodology as the previous study. We will expand the study to include additional vulnerability detection techniques. For example, we plan to expand both the Java data and the C/C++ data to include vulnerabilities identified using Interactive Application Security Testing (IAST), a tool-based technique that performs dynamic analysis but also uses source code analysis. IAST requires a user to interact with the system while the tool is running.

B. Vulnerability Exploitation

We assume all vulnerabilities found through dynamic analysis techniques that do not have access to source code are exploitable. We will need to analyze vulnerabilities found through techniques which have access to source code such as SAST and IAST to determine if these vulnerabilities are exploitable. If this analysis is subjective, we will ensure a subset of vulnerabilities are analyzed by at least two individuals to determine if there is an acceptable level of agreement in their categorization of vulnerabilities as exploitable. Disagreements will be resolved through discussion. If agreement is low, the reviewers will review a larger subset until either the individuals have better agreement or the entire dataset has been reviewed by both individuals. The exploitability measures are discussed in Section II-C. We will use this exploitability information to answer RQ3, particularly RQ3-A and RQ3-B.

C. Vulnerability Fixes

Two researchers are currently reviewing the vulnerabilities identified in Section IV-A1 to identify vulnerability fixes. While we do not have quantitative values as of January 2021, several vulnerabilities have been fixed in the latest version of the OpenMRS software which was released in April 2020. If the vulnerability has not yet been fixed, the researchers are implementing vulnerability fixes and recording the amount of time it takes to fix vulnerabilities. The code used to fix the vulnerability, whether developed by the researchers or by the original development team, will be used to compute the size or complexity of vulnerability fixes. We will continue this effort, and expand it to include vulnerabilities from the C/C++ Application. We will use this information to answer RQ3, particularly RQ3-B and RQ3-C.

D. Generalizability

Once we have completed the initial analysis for RQ1, RQ2, and RQ3, we hope to examine how the relationships identified in RQ3 are reflected in the broader open-source community. We will use data from github and other open-source software repositories. We will base our collection criteria on similar large-scale studies such as work by Li and Paxson. While some parameters, such as the amount of time it takes an individual to fix a vulnerability, will be unavailable. Other parameters, such as the size or complexity of vulnerability fixes, will be available. We will use the available parameters to answer RQ4.

V. Initial Results

We have completed a preliminary study on the efficiency and effectiveness of vulnerability detection techniques in a Java application, OpenMRS. Our answers to RQ1 and RQ2 based on this initial study are as follows

A. RQ1: Efficiency

When efficiency is measured in terms of vulnerabilities per hour, EMPT performed notably better than the other four techniques, as can be seen in Figure 1. Figure 1 shows the distribution of the performance of students who agreed to allow their data to be used for this research. Twelve individuals performed each technique. Several students commented that their experience with OpenMRS and better knowledge of security at the end of the course when EMPT was performed, may have contributed to their success with EMPT. This experience may help explain why EMPT also has the widest distribution in performance. Studies have found that knowledge and experience is a key factor in both functional and security exploratory testing [8], [23]. Hence practitioners should consider additional factors such as the availability of professionals with experience in security or with the application itself when selecting which vulnerability detection technique to use.

B. RQ2: Effectiveness

As expected from the previous studies by Austin et al [5], [6], all techniques found unique CWEs that were not found by the other techniques.

VI. Timeline

The author is a 6th year PhD student at North Carolina State University (NCSU). The initial study is under revision.
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