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Abstract

Controlled natural languages (CNL) with a direct mapping to formal logic have been proposed to improve the usability of knowledge representation systems, query interfaces, and formal specifications. Predictive editors are a popular approach to solve the problem that CNLs are easy to read but hard to write. Such predictive editors need to be able to “look ahead” in order to show all possible continuations of a given unfinished sentence. Such lookahead features, however, are difficult to implement in a satisfying way with existing grammar frameworks, especially if the CNL supports complex nonlocal structures such as anaphoric references. Here, methods and algorithms are presented for a new grammar notation called Codeco, which is specifically designed for controlled natural languages and predictive editors. A parsing approach for Codeco based on an extended chart parsing algorithm is presented. A large subset of Attempto Controlled English (ACE) has been represented in Codeco. Evaluation of this grammar and the parser implementation shows that the approach is practical, adequate and efficient.
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1 Introduction

Controlled natural languages (CNL) [40,51] are based on natural language but come with restrictions concerning lexicon, syntax and/or semantics. They have been proposed to make knowledge representations [13,14], rule systems [25,45], query interfaces [35,31,61], and formal specifications [14] more user-friendly. The scope of this work is restricted to CNLs with a direct and deterministic mapping to some kind of formal logic, like Attempto Controlled English (ACE) [13], Computer Processable English [47], and CLOnE [15]. The approach presented here does not target less...
restricted languages like Basic English [37], Caterpillar Fundamental English [49], or ALCOGRAM [1].

While CNLs are easier to understand than comparable logic languages [30], they have the problem that it can be very difficult for users to write statements that comply with the syntactic restrictions of the language. Three approaches have been proposed so far to solve this problem: error messages [5,10], conceptual authoring [41,12], and predictive editors [48,13,3,27]. Each of them has its own advantages and drawbacks. Error messages are the most straightforward approach, and they leave much freedom to users. However, it is very difficult to give good and helpful error messages, because the whole richness of unrestricted language can be expected in statements written by users who are not familiar with the details of the restricted grammar. The other two approaches are based on sophisticated editing environments, which solve the problems of error messages but which also heavily confine the freedom of users during the writing process. Conceptual authoring is a top-down approach that enables users to gradually create concrete statements via given operations on incomplete sentences (i.e. sentences with “holes”). Predictive editors, in contrast, implement a left-to-right approach. They show all possible continuations of unfinished sentences (i.e. sentences that are “chopped off” at the end), enabling step-by-step creation of CNL statements. For any unfinished sentence, a predictive editor shows all possible words or phrases that can be used to continue the sentence in a grammar-compliant way. This approach seems very promising, and it is the one that is followed in the work presented here. Experiments have shown that well-designed predictive editors enable easy creation of well-formed sentences even for users unfamiliar with the respective CNL [3,27,31].

Obviously, predictive editors depend on the availability of lookahead features, i.e. the retrieval of the possible continuations to a given unfinished sentence on the basis of a given grammar. This is not a trivial task, especially if the grammar describes complex nonlocal structures like anaphoric references. Apart from that, it is desirable to have a simple grammar notation that is fully declarative and can easily be implemented in different kinds of programming languages. This is because good tool integration is crucial for the usability and acceptance of CNL approaches.

These requirements are explained in more detail in the next section, and existing grammar frameworks are assessed with respect to these requirements (Section 2). Then, the Codeco grammar notation is presented (Section 3), which is designed to solve the identified problems. Next, an implementation of this grammar notation is introduced in the form of a chart parser (Section 4), and specific applications of Codeco are discussed (Section 5), namely a concrete grammar written in Codeco and a CNL editor making use of that grammar. Finally, different aspects of Codeco and its parser are evaluated (Section 6), before we draw the conclusions (Section 7).

This paper is a revised and substantially extended version of a workshop paper [29]. For more details, see the author’s doctoral thesis [28].

2 Background

To our knowledge, the Grammatical Framework (GF) [2] is the only existing grammar framework that has a specific focus on CNL. GF fulfills most but not all of the requirements that will be introduced shortly (it has no particular support for describing the resolvability of anaphoric references and does not support dynamic lexica). With extensions (perhaps inspired by Codeco), it could become a suitable grammar notation for the specific problem described in this paper.

The remainder of this section first puts forward a list of grammar requirements (Section 2.1), and then discusses different kinds of existing grammar frameworks and assesses them with respect to
our requirements: natural language grammar frameworks (Section 2.2), parser generators (Section 2.3), and definite clause grammars (Section 2.4).

2.1 Grammar Requirements

The implementation of CNLs to be used in predictive editors raises a number of requirements concerning the used grammar notation. We argue for the following six requirements to enable efficient and practical CNL applications:

Concreteness. Concreteness is an obvious requirement. Due to their practical and computer-oriented nature, CNL grammars should be concrete, i.e. fully formalized to be read and interpreted by computer programs. With concrete grammars, the syntax trees for given statements can be automatically built, and therefore structural ambiguity can be automatically spotted, among other things.

Declarativeness. CNL grammars should be declarative, i.e. defined in a way that does not depend on a specific algorithm or implementation. Declarative grammars can be completely separated from the parser that processes them. This makes it easy to use such grammars from other programs, to replace the parser, or to have different parsers for the same language. Declarative grammars are easy to change and reuse and can be shared easily between different parties using the same CNL.

Lookahead Features. Predictive editors require the availability of lookahead features, i.e. the possibility to find out how an unfinished sentence can be continued. For this reason, the CNL should be defined in a form that enables the efficient implementation of such lookahead features. Concretely, this means that an unfinished sentence, for instance “a brother of Sue likes ...”, can be given to the parser and that the parser is able to return the complete set of words that can be used to continue the sentence according to the grammar. For the given example, the parser might say that “a”, “every”, “no”, “somebody”, “John”, “Sue”, “himself” and “her” are the possible continuations.

Anaphoric References and Scoping. The proper handling of anaphoric references is a tricky issue for predictive editors. Grammars for CNLs that support anaphoric references should describe the circumstances under which such references are allowed in an exact, declarative, and simple way. In order to have a clear separation of syntax and semantics, resolvability of anaphoric references should be treated as a syntactic issue that does not depend on the semantic representation. Concretely, a predictive editor should allow the use of a referential expression like “it” only if a matching antecedent (e.g. “a country”) can be identified in the preceding text. What makes things more complicated is the fact that the resolvability of anaphoric references depends on the scoping of the preceding text, triggered by negation markers and different kinds of quantifiers. While scoping in natural language can be considered a semantic phenomenon, it has to be treated as a syntactic issue in CNLs if the restrictions on anaphoric references are to be described appropriately. We use the term anaphoric reference in a broad sense that includes definite noun phrases like “the country”.

Dynamic Lexicon. The lexicon of a CNL should be dynamic, i.e. extensible during the parsing process. This is required to make it possible for users to add new words while they are writing a sentence. Being forced to cancel the creation of a sentence just because of a missing word is very frustrating and inefficient.
Implementability. Finally, a CNL grammar notation should be simple enough to be easy to implement in different programming languages and should be neutral with respect to the programming paradigm of its parser. This requirement is motivated by the fact that the usability of CNL heavily depends on good integration into user interfaces like predictive editors. For this reason, it is desirable that the CNL parser is implemented in the same programming language as the user interface component. Another reason why implementability is important is the fact that there can be many other tools besides the parser that need to read and process the grammar, including editors, paraphrasers, and verbalizers. Furthermore, more than one parser might be necessary for practical reasons: A simple top-down parser, for example, may be the best option when used for parsing large texts in batch mode and for doing regression tests (e.g. through language generation), but a chart parser is much better suited for providing lookahead capabilities.

2.2 Natural Language Grammar Frameworks

A large number of grammar frameworks exist for natural languages. Some of the most popular ones are Head-driven Phrase Structure Grammars (HPSG) \[39\], Lexical-Functional Grammars \[23\], Tree-Adjoining Grammars \[22\], Generalized Phrase Structure Grammars \[16\], and Combinatory Categorial Grammars \[46\], but many more exist \[7\]. Most of these frameworks are defined in an abstract and declarative way. Concrete grammars based on such frameworks, however, are mostly hard-coded in a certain programming language and do not have a declarative nature that would make them independent from their parsers.

Despite many similarities, a number of important differences between natural language grammars and grammars for CNLs can be identified that have the consequence that the grammar frameworks for natural language do not work out very well for CNLs. Most of the differences originate from the fact that the two kinds of grammars are the results of somewhat opposing goals. Natural language grammars are language descriptions that describe existing phenomena. CNL grammars, in contrast, are language definitions that define new artificial languages, which in some sense just happen to look like natural language.

Obviously, grammars for natural languages and those for CNLs differ in complexity. Natural languages are very complex and so must be the grammars that thoroughly describe such languages. CNLs are typically much simpler and abandon natural structures that are difficult to process.

Partly because of the high degree of complexity, providing lookahead features on the basis of those frameworks is difficult. Another reason is that lookahead seems to be much less relevant for natural language applications, and thus no special attention has been paid to this problem. The difficulty of implementing lookahead features with natural language grammar frameworks can be seen by the fact that no predictive editors exist for CNLs that have emerged from an NLP background like CPL \[6\] and CLOnE \[15\] (which are otherwise very different from each other).

The handling of ambiguity is another important difference. Natural language grammars have to deal with the inherent ambiguity of natural language. Context information and background knowledge can help resolving ambiguities, but there is always a remaining degree of uncertainty. Natural language grammar frameworks are designed to be able to cope with such situations, can represent structural ambiguity by using underspecified representations, and require the parser to disambiguate by applying heuristic methods. In contrast, CNLs (the logic-based ones on which this paper focuses) remove ambiguity by their design, which typically makes underspecification and heuristics unnecessary.
Finally, anaphora resolution is another particularly difficult problem for the correct representation of natural language. In computational linguistics, this problem is usually solved by applying algorithms of different degrees of sophistication to find the most likely antecedents (e.g. [19,33]). This is a difficult problem because an anaphoric pronoun like “it” can refer to a noun phrase that has been introduced in the preceding text but it can also refer to a broader structure like a complete sentence or paragraph. It is also possible that “it” refers to something that has been introduced only in an implicit way or to something that will be identified only in the text that follows later. Furthermore, “it” can refer to something outside of the text, meaning that background knowledge is needed to resolve the reference. Altogether, this has the consequence that sentences like “an object contains it” have to be considered syntactically correct even if no matching antecedent for “it” can be clearly identified in the text. This stands in contrast to the requirement introduced in Section 2.1 that a CNL should define the resolvability of anaphoric references on the syntactic level. Natural language grammar frameworks like HPSG establish binding theories [4,39] to address the problem of anaphoric references. These binding theories consist of principles that describe under which circumstances two components of the text can refer to the same thing. Applying these binding theories, however, just gives a set of possible antecedents for each anaphor and does not deal with deterministic resolution of them.

2.3 Parser Generators

A number of systems exist that are aimed at the definition and parsing of formal languages (e.g. programming languages). In the simplest case, such grammars are written in Backus-Naur Form [36,24]. Examples of more sophisticated grammar formalisms for formal languages — called parser generators — include Yacc [21] and GNU bison. Formalized-English [34] is an example of a CNL defined in such a parser generator notation.

The general problem of these formalisms is that context-sensitive constraints cannot be defined in a declarative way. With plain Backus-Naur-style grammars, context-free languages can be described in a declarative and simple way, but such grammars are very limited and even very simple CNLs cannot be defined appropriately. It is possible to include context-sensitive elements, but this has to be done in the form of procedural extensions that depend on a particular programming language to be interpreted. Thus, the property of declarativeness gets lost when it comes to more complex languages.

When discussing lookahead capabilities, it has to be noted that the term lookahead has a different meaning in the context of parser generators: lookahead denotes how far the parsing algorithm looks ahead in the fixed token list before deciding which rule to apply. Lookahead in our sense of the word — i.e. predicting possible next tokens — is not directly supported by existing parser generators. However, as long as no procedural extensions are used, this is not difficult to implement. Actually, a simple kind of lookahead (in our sense of the word) is available in many source code editors in the form of code completion features.

2.4 Definite Clause Grammars

Definite clause grammars (DCG) [38] are a simple but powerful notation to define grammars for natural and formal languages. They are almost always written in logic-based programming languages

[1] http://www.gnu.org/software/bison/
like Prolog. In fact, many of the grammar frameworks for natural languages introduced above are often implemented on the basis of Prolog DCGs.

DCGs are fully declarative in their core (e.g., Prolog DCG rules that do not use curly brackets or cuts). Therefore, they can in principle be processed by any programming language. Building upon the logical concept of definite clauses, they are easy to interpret for logic-based programming languages, but a considerable overhead is necessary in other programming languages to simulate backtracking and unification.

DCGs are good in terms of expressiveness because they are not necessarily context-free but can contain context-sensitive elements. Anaphoric references, however, are again a problem. It is difficult to define them in an appropriate way. The following two exemplary grammar rules show how antecedents and anaphors could be defined:

\[
\begin{align*}
\text{np}(\text{Agr, Ante-[Agr|Ante]} & \rightarrow \text{determiner}(\text{Agr}), \text{noun}(\text{Agr}). \\
\text{np}(\text{Agr, Ante-Ante}) & \rightarrow \text{ana}_\text{pron}(\text{Agr}), \{\ \text{once}(\text{member}(\text{Agr, Ante}))\ \}.
\end{align*}
\]

The code inside the curly brackets unifies the agreement structure of the pronoun with the first possible element of the antecedent list. This part of the code is not fully declarative. A more serious problem, however, is the way connections between anaphors and antecedents are established. The accessible antecedents are passed through the grammar by using input and output lists of the form “In-Out” so that new elements can be added to the list whenever an antecedent occurs in the text. The problem that follows from this approach is that the definition of anaphoric references cannot be done locally in the grammar rules that actually deal with anaphoric structures but they affect almost the complete grammar, as illustrated by the following grammar rule:

\[
\text{s}(\text{Ante1-Ante3}) \rightarrow \text{np}(\text{Agr, Ante1-Ante2}), \text{vp}(\text{Agr, Ante2-Ante3}).
\]

As this example shows, anaphoric references also have to be considered when writing grammar rules that have otherwise nothing to do with anaphors or antecedents. This is neither convenient nor elegant. This kind of threading of anaphoric information is similar to an approach called DRS threading for the generation of semantic representations, in which case anaphoric information can be included with little overhead [20]. However, as motivated above, we would like to treat the resolution of references as a syntactic issue, independent of the semantic representation.

Different DCG extensions have been proposed in order to describe natural language in a more appropriate way. Assumption Grammars [9], for example, are motivated by natural language phenomena that are difficult to express otherwise, like free word order. Simple anaphoric references can be represented in a very clean way, but the approach does not scale up to complex anaphor types like non-reflexive pronouns.

A further problem with the DCG approach concerns lookahead features. In principle, it is possible to provide lookahead features with standard Prolog DCGs [32], but this solution is not very efficient and can become impractical for complex grammars and long sentences.

3 The Codeco Notation

This section presents a new grammar notation called Codeco, which stands for “concrete and declarative grammar notation for controlled natural languages”. It is specifically designed for CNLs in predictive editors and should allow for relatively simple implementations of complete and correct lookahead features. While many elements of Codeco are straightforward and very similar to existing approaches, the proper handling of anaphora requires novel types of special elements in the form of
forward and backward pointing references. With Codeco, anaphoric information flows through the syntax tree in the particular top-down, left-to-right path described by Johnson and Klein [20].

Below, the elements of the Codeco notation are introduced, i.e. grammar rules, grammatical categories, and certain special elements. These different elements are motivated by ACE examples. After that, the issue of reference resolution is discussed in more detail.

3.1 Simple Categories and Grammar Rules

Grammar rules in Codeco use the operator “$\rightarrow$” (where the colon on the arrow is needed to distinguish normal rules from scope-closing rules as they will be introduced later on):

$$\text{vp} \rightarrow v \text{ np}$$

Terminal categories are represented in square brackets:

$$v \rightarrow \text{[ does not ] verb}$$

There is a special notation for pre-terminal categories, which are marked with an underline:

$$\text{np} \rightarrow \text{[ a ] noun}$$

Pre-terminal categories can be expanded but only to terminal categories, i.e. they can occur on the left hand side of a rule only if the right hand side consists of exactly one terminal category. Such rules are called *lexical rules* and are represented with a plain arrow, for instance:

$$\text{noun} \rightarrow \text{[ person]}$$

Lexical rules can be part of the static grammar but they can also be stored in a dynamic lexicon.

In order to support context-sensitivity, non-terminal and pre-terminal categories can be augmented with flat feature structures. Feature representations use the colon operator “;” with the name of the feature to the left and its value to the right. Values can be variables, which are displayed as boxes:

$$\text{vp}(\text{num: Num, neg: Neg}) \rightarrow v(\text{num: Num, neg: Neg}) \text{ np(case: acc)}$$

$$v(\text{neg: +, type: Type}) \rightarrow \text{[ does not ] verb(type: Type)}$$

$$\text{np}(\text{noun: Noun}) \rightarrow \text{[ a ] noun(text: Noun)}$$

Feature values *cannot* be feature structures themselves, i.e. they are always flat. This restriction has practical reasons. It should keep Codeco simple and easy to implement, but it can easily be dropped in theory.
3.2 Normal Forward and Backward References

So far, the introduced elements of Codeco are straightforward and not very specific to CNL or predictive editors. The support for anaphoric references, however, requires some novel extensions. In principle, it is easy to support sentences like

Every area that is a part of a stable country is controlled by the country.

where “the country” is a resolvable anaphoric reference (as mentioned above, our usage of the term anaphoric reference includes definite noun phrases). With the Codeco elements introduced so far, however, it is not possible to suppress sentences like

Every area is controlled by the country.

where “the country” is not resolvable. This can be acceptable, but in many situations there are good reasons to disallow such non-resolvable references.

In Codeco, the use of anaphoric references can be restricted to positions where they can be resolved. This is done with the help of the special categories “>” and “<”, which describe nonlocal dependencies across the syntax tree, as the following picture shows:

“>” represents a forward reference and marks a position in the text to which anaphoric references can refer, i.e. “>” stands for antecedents. “<” represents a backward reference and refers back to the closest possible antecedent, i.e. “<” stands for anaphors. These special categories can have feature structures, and they can occur only in the body of rules, for example:

\[
np \rightarrow [a] \text{noun}(\text{text: Noun}) > \text{noun}(\text{type: noun, noun: Noun})
\]

\[
ref \rightarrow [the] \text{noun}(\text{text: Noun}) < \text{noun}(\text{type: noun, noun: Noun})
\]

The forward reference of the first rule establishes an antecedent to which later backward references can refer. The second rule contains such a backward reference that refers back to an antecedent with a matching feature structure. In this example, forward and backward references have to agree in their type and their noun (represented by the features “type” and “noun”). This has the effect that “the country”, for example, can refer to “a country”, but “the area” cannot.
Forward references always succeed, whereas backward references succeed only if a matching antecedent in the form of a forward reference can be found somewhere to the left in the syntax tree. In order to distinguish these simple types of forward and backward references from other reference types that will be introduced below, they are called normal forward references and normal backward references, respectively.

These special categories provide a very simple way to establish nonlocal dependencies. However, as we will discover, they are not general enough for all types of anaphoric references we would like to represent. We need more reference types, but first accessibility constraints have to be discussed.

3.3 Scoping and Accessibility

As already pointed out, anaphoric references are affected by scoping. References are resolvable only to positions in the previous text that are accessible, i.e. that are not inside closed scopings. An example is

Every man protects a house from every enemy and does not destroy ...

where one can refer to “man” or to “house” but not to “enemy” (because “every” opens a scoping that is closed after “enemy”). Therefore, “himself” and “the house” are possible continuations, but not “the enemy”. The Codeco elements introduced so far do not allow for such restrictions. Additional elements are needed to define where scopings open and where they close.

The position where a scoping opens is represented in Codeco by the special category “/” called scope opener, for example:

\[
\text{quant}(	ext{exist:} -) \xrightarrow{\cdot} / [\text{every}]
\]

Scopings have to be closed somewhere. In contrast to the opening positions of scopings, their closing positions can be far away from the scope-triggering structure. For this reason, the closing positions cannot be defined in the same way. Instead, Codeco defines scope-closing rules “\(\sim\)”, for instance:

\[
\begin{align*}
\text{vp} \left(\text{num:} \text{Num}\right) & \xrightarrow{\cdot} \text{v} \left(\text{neg:} +, \text{num:} \text{Num}, \text{type:} \text{tr}\right) \\
\text{np} \left(\text{case:} \text{acc}\right)
\end{align*}
\]

This rule states that any scoping that is opened by the direct or indirect children of “v” and “np” is closed at the end of “np”. If no scopings have been opened, scope-closing rules simply behave like normal rules. See Section 3.8 for a visualization of the scoping and accessibility aspects of the example shown above. In contrast to most other approaches, Codeco defines scopings in a way that is completely independent from the semantic representation.

3.4 Position Operators

With the introduced Codeco elements, anaphoric definite noun phrases like “the area” can be restricted to positions where they are resolvable. At this point, however, we cannot define that a reflexive pronoun like “herself” is allowed only if it refers to the subject of the respective verb phrase. Concretely, we cannot distinguish the following two cases:

- A woman helps herself.
- * A woman knows a man who helps herself.
The problem is that there is no way to check whether a potential antecedent is the subject of a given anaphoric reference or not. What is needed is a way of assigning an identifier to each antecedent.

To this aim, Codeco employs the position operator “#”, which takes a variable and assigns it an identifier that represents the respective position in the text. The following picture visualizes how position operators work (each $p_i$ being a position identifier):

With the use of position operators, reflexive pronouns can be defined in a way that excludes unresolvable pronouns, i.e. excludes pronouns that do not match with the subject of the given verb phrase:

$$np(id: \text{I}) \rightarrow #\text{I} \text{ prop(human: \text{II})} > \left(id: \text{I} \text{ human: \text{II} type: prop}\right)$$

$$ref(subj: \text{Subj}) \rightarrow [\text{itself}] < \left(id: \text{Subj} \text{ human: –} \right)$$

As we will see, a further extension is needed for the appropriate definition of non-reflexive pronouns.

3.5 Negative Backward References

We need to solve a further problem, which concerns variables as they are supported by some CNLs like ACE. Phrases like “a person X” can be used to introduce a variable “X”. The question is how to treat cases where the same variable is introduced twice:

* A person X knows a person X.

One solution is to allow such sentences and to define that the second introduction of “X” overrides the first one, such that subsequent occurrences of “X” can only refer to the second but not to the first. In first-order logic, for example, variables are treated this way. In CNL, however, the overriding of variables can be confusing to the readers. ACE, for example, does not allow variables to be overridden.

Such restrictions cannot be defined with the Codeco elements introduced so far. Another extension is needed: the special category “≮”, which ensures that there is no matching antecedent. This special category establishes negative backward references, which can be used — among other things — to ensure that no variable is introduced twice:

$$\text{newvar} \rightarrow \text{var(text: V)} \not< \left(\text{type: var; V} \right) \times \left(\text{type: var; V} \right)$$

The special category “≮” succeeds only if there is no accessible forward reference that unifies with the given feature structure.
3.6 Complex Backward References

The Codeco elements that have been introduced are still not sufficient for expressing all the things we would like to express. As already mentioned, there is still a problem with non-reflexive pronouns like “him”. While reflexive pronouns like “himself” can be restricted to refer only to the respective subject, non-reflexive pronouns cannot be prevented from doing so:

John knows Bill and helps him.
* John helps him.

To distinguish such cases, it becomes necessary to introduce complex backward references, which use the special structure “<+...−... “. Complex backward references can have several feature structures: one or more positive ones (after the symbol “<+”), which define how a matching antecedent must look like, and zero or more negative ones (after “−”), which define how the antecedent must not look like. The symbol “−” can be omitted if no negative feature structures are present. This allows for correctly representing non-reflexive pronouns:

\[
\text{ref} \left( \text{subj: } \text{Subj} \right) \xrightarrow{+} \left[ \text{he} \right] <+ \left( \text{human: +} \right) \left( \text{gender: masc} \right) \]

Complex backward references refer to the closest accessible forward reference that unifies with one of the positive feature structures but is not unifiable with any of the negative ones.

Complex backward references are powerful constructs, which restrict anaphoric references in a very general way. The following example — which is rather artificial and would probably not be very useful in practice — illustrates the general nature of complex backward references: Say that “this” should be used to refer to antecedents which are either neuter and have no variable attached or which are of type “relation” (whatever that means), while in neither case being a proper name or the subject of the sentence. This complex behavior could be achieved with the following rule:

\[
\text{ref} \left( \text{subj: } \text{Subj} \right) \xrightarrow{+} \left[ \text{this} \right] <+ \left( \text{hasvar: -} \right) \left( \text{human: -} \right) \left( \text{type: relation} \right) \left( \text{type: prop} \right) \left( \text{id: } \text{Subj} \right)
\]

Complex backward references that have exactly one positive feature structure and no negative ones are equivalent to normal backward references.

3.7 Strong Forward References

Finally, one last extension is needed in order to handle antecedents that are not affected by the accessibility constraints. Usually, proper names are considered accessible even if under negation:

Mary does not love Bill. Mary hates him.

In such situations, the special category “≫” can be used, which introduces a strong forward reference:

\[
\text{np} \left( \text{id: } \text{Id} \right) \xrightarrow{\text{prop}} \left( \text{human: } \text{H} \right) \left( \text{type: prop} \right) \left( \text{id: } \text{Subj} \right)
\]

Strong forward references are always accessible even if they are within closed scopings. Apart from that, they behave like normal forward references.
3.8 Principles of Reference Resolution

The resolution of references in Codeco requires some more explanation. All three types of backward references (normal, negative and complex ones) are resolved according to the three principles of accessibility, proximity and left-dependence.

Accessibility. The principle of accessibility states that one can refer to forward references only if they are accessible from the position of the backward reference. A forward reference is accessible only if it is not within a scoping that has been closed before the position of the backward reference, or if it is a strong forward reference.

This accessibility constraint can be visualized in the syntax tree. For the unfinished sentence shown in Section 3.3, the syntax tree could look as follows:

All nodes that represent the head of a scope-closing grammar rule are marked with “∼”. The positions in the text where scopings open and close are marked with parentheses. In this example, three scopings have been opened but only the second one (the one in front of “every enemy”) has been closed (after “enemy”). The shaded area marks the part of the syntax tree that is covered by this closed scoping. As a consequence of the accessibility constraint, the forward references for “man” and “house” are accessible from the position of the backward reference at the very end of the shown unfinished sentence. In contrast, the forward reference for “enemy” is not accessible because it is inside a closed scoping. The possible references are shown as dashed lines. Thus, the unfinished sentence can be continued with the anaphoric references “the man” or “the house” (or equivalently “himself” or “it”, respectively) but not with the reference “the enemy”.

Proximity. Proximity is the second principle for the resolution of backward references. If a backward reference could potentially point to more than one forward reference then, as a last resort, the principle of proximity defines that the textually closest forward reference is taken. More precisely, when traversing the syntax tree starting from the backward reference and going back in a right-to-left, depth-first manner, the first matching and accessible forward reference is taken. This ensures that every backward reference resolves deterministically to exactly one forward reference.

In the following example, the reference “it” could in principle refer to three antecedents:
The pronoun “it” could refer to “part”, “machine”, or “error”. According to the principle of proximity, the closest antecedent is taken, i.e. “error”.

**Left-dependence.** The principle of left-dependence, finally, means that everything to the left of a backward reference is considered for its resolution but everything to its right is not. The crucial point is that variable bindings entailed by a part of the syntax tree to the left of the reference are considered, whereas variable bindings that would be entailed by a part of the syntax tree to the right are not considered.

The following example illustrates why the principle of left-dependence is important:

\[
\text{ref} \rightarrow \text{[the]} \left< \left( \text{type: noun} \right) \text{noun} \right> \left( \text{text: } \text{N} \right)
\]

\[
\text{ref} \rightarrow \text{[the]} \text{noun} \left< \left( \text{type: noun} \right) \text{noun} \right> \left( \text{text: } \text{N} \right)
\]

These are two versions of the same grammar rule. The only difference is that the backward reference and the pre-terminal category “noun” are switched. The first version is not a very sensible one: the backward reference is resolved without considering how the variable “N” is bound by the category “noun”. The second version is much better: the resolution of the reference takes into account which noun has been read from the input text.

As a rule of thumb, backward references should generally follow the textual representation of the anaphoric reference and not precede it.

### 3.9 Restriction on Backward References

In order to provide proper and efficient lookahead algorithms that can handle backward references, their usage must be restricted: Backward references must immediately follow a terminal or pre-terminal category in the body of grammar rules. Thus, they are not allowed at the initial position of the rule body and they must not follow a non-terminal category. This restriction is important for the lookahead algorithm to be presented, but it is not relevant for the parsing algorithm.

### 4 Codeco in a Chart Parser

In order to provide lookahead features for predictive editors, chart parsers are a good choice. In addition, they are well-suited for implementations in procedural or object-oriented programming
languages, because they do not depend on backtracking. The basic idea is to store temporary parse results in a data structure that is called a chart and that contains small portions of parse results in the form of edges.

The algorithm for Codeco to be presented here is based on the chart parsing algorithm invented by Jay Earley, which is therefore known as the Earley algorithm [11]. Grune and Jacobs [18] discuss this algorithm in more detail, and Covington [8] shows how it can be implemented. The specialty of the Earley algorithm is that it combines top-down and bottom-up processing.

The parsing time of the standard Earley algorithm is in the worst case cubic with respect to the number of tokens to be parsed and only quadratic for the case of unambiguous grammars. However, this holds only if the categories have no arguments (e.g. feature structures). Otherwise, parsing is NP-complete in the general case. This means that for certain grammars, longer sentences cannot be parsed efficiently. Fortunately, grammars describing natural language typically do not fall into this worst-case category. Furthermore, there is a certain soft upper limit on the length of natural sentences (sentences of more than 1000 words are rarely found in a natural context, and only a few instances with more than 10000 words are reported). For these reasons, Earley parsers usually perform very well for natural grammars and the majority of input texts.

The algorithm described in this section has been implemented in Java. This implementation is the basis for the predictive editor that is used in AceWiki and the ACE Editor, which will be introduced in the next section. The code is available as open source as part of the AceWiki code base.

To describe the elements of the chart parser and to explain the different steps of the parsing algorithm, the following meta language symbols will be used:

- \( F \) stands for a feature structure, i.e. a set of name/value pairs.
- \( A \) stands for any (terminal, pre-terminal or non-terminal) category, i.e. a category name followed by an optional feature structure.
- \( \alpha \) stands for an arbitrary sequence of zero or more categories.
- \( r \) stands for a forward reference symbol, i.e. either “\( > \)” or “\( \gg \)”.
- \( \rho \) stands for an arbitrary sequence of zero or more forward references “\( rF \)” and scope openers “/”.
- \( s \) stands for either a colon “:” or a tilde “~” so that “\( s \rightarrow \)” can stand for “\( : \rightarrow \)” or for “\( \sim \rightarrow \)”.
- \( i \) stands for a position identifier that represents a certain position in the input text.

All meta symbols can have a numerical index to distinguish different instances of the same symbol, e.g. \( \alpha_1 \) and \( \alpha_2 \). Other meta symbols will be introduced as needed.

Below, the chart parser elements and parsing steps are explained (Sections 4.1 and 4.2), before the actual lookahead algorithm is introduced (Section 4.3).

4.1 Chart Parser Elements

Before we can turn to the actual parsing steps, the fundamental elements of Earley parsers are introduced (chart and edges) together with a graphical notation that will be used to describe the parsing steps in an intuitive way.

---

[2] https://github.com/AceWiki/AceWiki
Edges. Every edge of a chart parser is derived from a grammar rule and — like the grammar rule — consists of a head and a body:

\[ \langle i_1, i_2 \rangle \quad A \to \alpha_1 \bullet \alpha_2 \]

The body of the edge is split by the dot symbol “•” into a sequence \( \alpha_1 \) of categories that have already been recognized and another sequence \( \alpha_2 \) of categories that still have to be processed. In addition, every edge has a start position \( i_1 \) and an end position \( i_2 \). Such an edge tells us that we started looking for category \( A \) at position \( i_1 \). Up to position \( i_2 \), we have found the category sequence \( \alpha_1 \), but to complete category \( A \), we still need to recognize the sequence \( \alpha_2 \).

Edges where all categories of the body are recognized are called passive. All other edges are called active, and their first category of the sequence of not-yet-recognized categories is called their active category.

Edges with Antecedents. Processing Codeco grammars requires an extended notation for edges. Whenever a backward reference occurs, we need to be able to find out which antecedents are accessible from that position. For this reason, edges coming from a Codeco grammar have to carry information about the accessible antecedents.

First of all, every edge must carry the information whether it originated from a normal rule or a scope-closing one. Edges originating from normal rules are called normal edges and edges coming from scope-closing rules are called scope-closing edges. Like the rules they originate from, normal edges are represented by an arrow with a colon “:” and scope-closing edges use an arrow with a tilde “∼”.

In addition, every Codeco edge has two sequences which are called external antecedent list and internal antecedent list. Both lists are displayed above the arrow: the external one to the left of the colon or tilde, the internal one to the right thereof. Both antecedent lists are sequences of forward references and scope openers. Hence, Codeco edges have the following general structure:

\[ \langle i_1, i_2 \rangle \quad A \rho_1 \rho_2 \to \alpha_1 \bullet \alpha_2 \]

\( \rho_1 \) is the external antecedent list. It represents the antecedents that come from outside the edge, i.e. from positions earlier than \( i_1 \). \( \rho_2 \) is the internal antecedent list. It contains the antecedents that come from inside the edge, i.e. from the categories of \( \alpha_1 \) and their children. Internal antecedents come from somewhere between the start and the end position of the respective edge. Scope openers in the antecedent lists show where scopings have been opened that are not yet closed up to the given position.

Chart. A chart is a data structure used to store the partial parse results in the form of edges. During the parsing process, edges are added to the chart, which is initially empty. Edges are not changed or removed from the chart once they are added (unless the input text changes). Traditionally, chart parsers perform a subsumption check for each new edge to be added to the chart [8]: A new edge is added only if no equivalent or more general edge already exists. For reasons that will become clear later, the algorithm to be presented requires an equivalence check instead of a subsumption check: New edges are added to the chart except for the case that there exists an edge that is fully equivalent.
Graphical Notation. In order to be able to describe the chart parsing steps for the Codeco notation in an intuitive way, a simple graphical notation is used that is inspired by Gazdar and Mellish [17]. The positions of the input text are represented by small circles that are arranged as a horizontal sequence, and edges are represented as arrows that point from their start position to their end position having a label with the remaining edge information. This gives the following representation of a general edge:

$$A \xrightarrow{\rho_1 s \rho_2} \alpha_1 \bullet \alpha_2 \quad \ldots \quad i_1, i_2$$

The three dots “…” mean that $i_2$ is either the same position as $i_1$ or directly follows $i_1$ or indirectly follows $i_1$. Thus, it includes the case $i_1 = i_2$ that would be represented as

$$A \xrightarrow{\rho_1 s \rho_2} \alpha_1 \bullet \alpha_2$$

$$i_1 = i_2$$

Active edges can be generally represented as

$$A_1 \xrightarrow{\rho_1 s \rho_2} \alpha_1 \bullet A_2 \alpha_2$$

where $A_2$ is the active category of the edge. Passive edges, in contrast, have the general form

$$A \xrightarrow{\rho_1 s \rho_2} \alpha \bullet$$

where the dot is at the last position of the body. This graphical notation is used below to describe the parsing steps in an explicit but intuitive way.

4.2 Chart Parsing Steps

In a traditional Earley parser, there are four parsing steps: initialization, scanning, prediction and completion. In the case of Codeco, an additional step — to be called resolution — is needed to resolve the references, position operators, and scope openers. Below, the general algorithm is explained, each of the five parsing steps is described, and some brief complexity considerations are given.

4.2.1 General Algorithm

The general algorithm starts with the initialization step to initialize the empty chart. Then, prediction, completion and resolution are performed several times, which together will be called the PCR
step. This PCR step corresponds to the “Completer/Predictor Loop” as described by Grune and Jacobs [13]. A text is parsed by consecutively scanning the tokens of the text and by performing the PCR step after each scanning of a token. The following piece of pseudocode shows this general algorithm:

```plaintext
def parse(tokens):
    new chart
    initialize(chart)
    pcr(chart)
    foreach t in tokens {
        scan(chart, t)
        pcr(chart)
    }
```

The PCR step consists of repeatedly executing the prediction, completion and resolution steps until none of the three is able to generate an edge that is not yet in the chart:

```plaintext
def pcr(chart):
    loop {
        c := chart.size()
        predict(chart)
        complete(chart)
        resolve(chart)
        if c == chart.size() then return
    }
```

The actual order of these three steps can be changed without breaking the algorithm, but it can have an effect on the performance.

In terms of performance, there is potential for optimization anyway. First of all, the above algorithm checks the chart for new edges only after the resolution step. An optimized algorithm checks after each step whether the last three steps contributed a new edge or not. Furthermore, a progress table can be introduced that allows the different parsing steps to remember which edges of the chart they already checked. In this way, edges can be prevented from being checked by the same parsing step more than once. Such an optimized algorithm can look as follows (without going into the details of the progress table):

```plaintext
def pcr(chart):
    step := 0
    i := 0
    new progressTable
    loop {
        c := chart.size()
        if step == 0 then predict(chart, progressTable)
        if step == 1 then complete(chart, progressTable)
        if step == 2 then resolve(chart, progressTable)
        if c == chart.size() then i := i + 1 else i := 0
        if i > 2 then return
        step := (step + 1) modulo 3
    }
```

The variable $i$ counts the number of consecutive idle steps, i.e. steps that did not increase the number of edges in the chart. The loop can be exited as soon as this value reaches 3. In this situation, no further edge can be added because each of the three sub-steps has been performed on exactly the same chart without being able to add a new edge.
4.2.2 Graphical Notation for Parsing Steps

Building upon the graphical notation for edges introduced above, the parsing steps will be described by the use of a graphical notation with a large arrow in the middle of the picture corresponding to the following scheme:

\[
\begin{array}{c}
\text{(edges in the chart)} \\
\Rightarrow \\
\text{(rule in the grammar)}
\end{array}
\]

On the left hand side of the arrow, edges are shown that need to be in the chart in order to execute the described parsing step. If a grammar rule is shown below the arrow then this rule must be present in the grammar for executing the parsing step. On the right hand side of the arrow the new edge is shown that has to be added to the chart when the described parsing step is executed, unless the resulting edge is already there.

If a certain meta symbol occurs more than once on the left hand side of the picture and in the rule representation below the arrow then this means that the respective parts have to be unifiable but not necessarily identical. When generating the new edge, these unifications have to be considered but the existing edges in the chart and the grammar rules remain unchanged.

4.2.3 Initialization

At the very beginning, the chart has to be initialized. For each rule that has the topmost category (something like “text” or “sentence”) on its left hand side, an edge is introduced into the chart at the start position:

\[
I \xrightarrow{s} \cdot \alpha
\]

\[i_0 \quad \Rightarrow \quad I \xrightarrow{s} \alpha \quad \Rightarrow \quad i_0 \]

\(i_0\) stands for the start position, i.e. the position in front of the first token, and \(I\) stands for the topmost category of the grammar. The only difference to the standard Earley algorithm is that the information about normal and scope-opening rules is taken over from the grammar to the chart, represented by \(s\).

4.2.4 Scanning

During the scanning step, a token is read from the input text. This token is interpreted as a terminal symbol \(T\), for which a passive edge is introduced that has \(T\) on its left hand side:

\[
T \xrightarrow{\cdot}
\]

\[
\Rightarrow
\]

In addition, the token can occur in one or more lexical rules:
The rule $P \to T$ can come from the static grammar or from a dynamic lexicon.

### 4.2.5 Prediction

The prediction step looks out for grammar rules that could be applied at the given position. For every active category in the chart that matches the head of a rule in the grammar, a new edge is created:

$$
A \xrightarrow{\rho_1 \tau_1 \rho_2} \alpha_1 \cdot N \alpha_2 \\
N \xrightarrow{s_2} \alpha_3
$$

$N$ denotes a non-terminal category. The external antecedent list of the new edge is a concatenation of the external and the internal antecedent list of the existing edge. The internal antecedent list of the new edge is empty because it has no recognized categories in its body and thus cannot have internal antecedents.

Because the two shown nodes can actually refer to the same position, the new edge that is produced by such a prediction step can itself be used to produce more new edges by again applying the prediction step at the same position.

### 4.2.6 Completion

The completion step takes the active categories of the active edges in the chart and looks for passive edges with a corresponding head. If such two edges can be found then a new edge can be created out of them.

In the standard Earley algorithm, there is only one kind of completion step. In the case of Codeco, however, it is necessary to differentiate between the cases where the passive edge is a normal edge and those where it is a scope-closing edge. In the case of a normal edge, the completion step looks as follows:

$$
A_1 \xrightarrow{\rho_1 \cdot \rho_2} \alpha_1 \cdot A_2 \alpha_2 \\
A_2 \xrightarrow{\rho_1 \cdot \rho_2 : \rho_3} \alpha_3
$$

In contrast to the standard Earley algorithm, not only the active category of the active edge has to match the head of the passive edge, but also the references of the active edge have to be present in the same order in the passive edge.

If no scoping has been opened then scope-closing edges are completed in exactly the same way as normal edges:
If one or more scopings have been opened then everything that comes after the first scope opener (except strong forward references) is removed from the internal antecedent list for the new edge to be added:

\[
A_1 \xrightarrow{\rho_1 \ s \ \rho_2} \alpha_1 \bullet A_2 \alpha_2 \quad \Rightarrow \quad \alpha_1 A_2 \bullet \alpha_2
\]

\[
A_2 \xrightarrow{\rho_1 \rho_2 \sim \rho_3} \alpha_3 \bullet
\]

where \(\rho_3\) contains no scope opener \(\parallel\)

This rule ensures that references within scopings are not accessible from the outside.

**4.2.7 Resolution**

In order to handle position operators, scope openers, and references, an additional parsing step is needed, which is called **resolution**. Generally, only elements occurring in the position of an active category are resolvable.

A position operator is resolved by unifying its variable with an identifier that represents the given position in the input text:

\[
A \xrightarrow{\rho_1 \ s \ \rho_2} \alpha_1 \bullet \#i \alpha_2 \quad \Rightarrow \quad \alpha_1 \#i \bullet \alpha_2
\]

Scope openers are resolved by adding the scope opener symbol to the end of the internal antecedent list:

\[
A \xrightarrow{\rho_1 \ s \ \rho_2} \alpha_1 \parallel \alpha_2 \quad \Rightarrow \quad \alpha_1 \parallel \bullet \alpha_2
\]

Forward references are resolved in a similar way. Together with their feature structure, they are added to the end of the internal antecedent list:

\[
A \xrightarrow{\rho_1 \ s \ \rho_2} \alpha_1 \bullet >F \alpha_2 \quad \Rightarrow \quad \alpha_1 >F \bullet \alpha_2
\]
Complex backward references can be resolved to an internal antecedent or — if this is not possible — to an external one. The resolution to an internal antecedent works as follows (with $1 \leq x \leq m$ and $0 \leq n$):

\[
A \xrightarrow{\rho_1 s \rho_2} \alpha_1 \gg F_0 \alpha_2 \Rightarrow A \xrightarrow{\rho_1 s \rho_2 F} \alpha_1 \gg F \bullet \alpha_2
\]

where $F_1$ is unifiable with $F'$ and is not unifiable with any $F''$, and where $\rho_3$ contains no $rF_3$ such that $F_3$ is unifiable with an $F''$ while being not unifiable with any $F''$

The positive feature structures of the complex backward reference are denoted by $F'$, the negative ones by $F''$. The resolution to an external antecedent is straightforward:

\[
A \xrightarrow{\rho_1 s \rho_2 F_1 \rho_3} \alpha_1 \gg F_1' \ldots F_x' \ldots F_m' - F_1'' \ldots F_n'' \alpha_2 \Rightarrow A \xrightarrow{\rho_1 s \rho_2 F_2 \rho_3} \alpha_1 \gg F_1' \ldots F_2' \ldots F_m' - F_1'' \ldots F_n'' \bullet \alpha_2
\]

where $F_1$ and $F_2$ are unified and $F_2$ is the result of this unification

Note that the same edge can produce more than one new edge when several positive feature structures can unify with the same forward reference. Since normal backward references are equivalent to complex ones for the case $x = m = 1$ and $n = 0$, they do not need to be discussed separately.

Negative backward references, finally, can be resolved only if no matching antecedent exists, neither internal nor external:

\[
A \xrightarrow{\rho_1 s \rho_2} \alpha_1 \not\gg F_1 \alpha_2 \Rightarrow A \xrightarrow{\rho_1 s \rho_2} \alpha_1 \not\gg F_1 \bullet \alpha_2
\]

where $\rho_1$ and $\rho_2$ contain no $rF_2$ such that $F_2$ can unify with $F_1$

Here it becomes clear why an equivalence check — and not just a subsumption check — is needed before adding new edges to the chart. A negative backward reference that is resolvable given certain
antecedent lists is not necessarily resolvable in the case of antecedent lists that are more general. More specific edges can behave differently than general ones, and for this reason an edge has to be added to the chart even if a more general edge already exists.

### 4.2.8 Complexity Considerations

Here, some brief and scruffy complexity considerations for the presented algorithm are given. This is done by comparing it to the standard Earley algorithm, which has been proven to be efficient in practical applications.

The space requirements of chart parsers can be measured by the size of the chart, i.e. by the number of contained edges. As long as the positive feature structures of complex backward references are pairwise disjoint (i.e. not unifiable), the special elements of Codeco increase the number of edges in the chart — compared to the standard Earley algorithm — only linearly with respect to the number of special elements used in the grammar, and only by a constant factor with respect to the length of the token list. This can be seen by the fact that the scanning, prediction, and completion steps do not produce more edges than in the standard algorithm. Furthermore, for each edge and its descendant edges that contain special elements, the resolution step can be applied at most once for each special element. The only exception are complex backward references with positive feature structures that are not pairwise disjoint. Thus, the chart can be expected to remain reasonably small as long as complex backward references with more than one positive feature structure are used with caution.

In terms of time complexity, it is easy to verify that the additional time needed — compared to the standard algorithm — for processing any edge in the prediction or resolution step or any two edges in the completion step is linear with respect to the number of elements in the external and internal antecedent list. Since the number of elements in the antecedent lists is linearly correlated with the number of parsed tokens and since the number of tokens increases the chart only by a constant factor, it can be concluded that the amount of additional time that is needed grows only in a linear way with respect to the number of tokens. Furthermore, checking for the equivalence of edges does not take more than twice as much time compared to checking for subsumption (because equivalence can be checked by a mutual check for subsumption). Altogether, the presented algorithm can be expected to be reasonably fast.

### 4.3 Lookahead with Codeco

Given Codeco’s chart parsing algorithm, lookahead features — as they are needed for predictive editors — can be efficiently implemented in a relatively simple way. The basic idea is that the lookahead information is stored in the active categories. These are categories that are predicted to possibly occur after the end position of the respective edge. Thus, the possible next tokens can be found in the active terminal categories of the edges that have their end positions at the end of the given unfinished sentence. Pre-terminal categories and backward references, however, make the actual algorithm a little more complicated.

The possible next tokens are described as sets of options where at least one of the options must be fulfilled by a token to be a possible continuation of a given unfinished sentence. The algorithm to be introduced can describe the possible next tokens in an abstract and in a concrete way by generating a set of abstract options $O_a$ and another set of concrete options $O_c$. An abstract option
would say, for example, that any proper name is a possible next token, whereas a concrete option
could say that the concrete proper name “Bill” is a possible token.

In order to get this lookahead information, the unfinished sentence has to be parsed, i.e. the chart
has to be filled with the edges that represent the syntactic structure of the unfinished sentence. As
a next step, the abstract options can be extracted. After that, the concrete options can be created
using the abstract options and the lexicon entries.

*Extraction of Abstract Options.* First of all, a formal structure for abstract options has to be defined.
In the algorithm to be presented, abstract options have the form

\[ C / \{X_1 \ldots X_n\} \]

with \( n \geq 0 \) and where \( C \) and each \( X_j \) are terminal or pre-terminal categories. \( C \) denotes a category
of possible next tokens with \( X_j \) being exceptions in the form of more specific categories describing
tokens that are not possible. For instance, the abstract option

\[ \text{var} / \{ \text{var(varname: X)} \ \text{var(varname: Z)} \} \]

states that all tokens of the pre-terminal category “\( \text{var} \)” are possible next tokens with the exception
of those with a “varname” feature value of “X” or “Z”. Concretely, this means that any variable is
a possible next token except “X” and “Z”. Another example is

\[ \text{pron}(\text{refl: – gender: fem}) / \{\} \]

that denotes that any non-reflexive feminine pronoun is a possible next token. Terminal categories
also appear in abstract options, e.g.

\[ \text{[that]} / \{\} \]

stating that the word “that” is a possible next token.

The set of abstract options \( O_a \) is extracted from the edges of the chart. This is done by iterating
over all edges that have their end position at the position where the unfinished sentence ends. This
position is denoted by \( i_x \). Only edges are relevant that have a terminal or pre-terminal category
(denoted by \( T \)) as their active category.

**First**, let us consider edges that have a complex backward reference after their active category.
For every edge — and for every possible \( F'_x \) therein — of the form

\[ A \xrightarrow{\rho_1 \cdot \rho_2} \alpha_1 \bullet T^{<} F'_{i_1} \ldots F'_{i_m} F''_{i_1} \ldots F''_{i_n} \alpha_2 \]

with \( 1 \leq x \leq m \) and \( 0 \leq n \), and for every \( rF_1 \) that is contained in \( \rho_1 \) or in \( \rho_2 \) and that has a feature
structure \( F_1 \) that is unifiable with \( F'_{i_x} \), an abstract option

\[ T'/ \{T''_1 \ldots T''_n\} \]

is added to \( O_a \) where \( T' \) is the result of category \( T \) after unifying \( F_1 \) and \( F'_{i_x} \) and where
the exceptions are obtained as follows: For every \( F''_n \) that is unifiable with \( F_1 \), an exception \( T''_n \) is added
that is the result of category \( T \) after unifying \( F_1 \) and \( F'' \). The differentiation between \( T \) and \( T' \) is necessary because the unification of \( F_1 \) and \( F'_x \) can entail the binding of variables that also occur in \( T \). Altogether, this has the effect that terminal or pre-terminal categories in front of backward references are reported as possible next tokens with exceptions that describe all cases for which the reference can afterwards not be resolved. Again, this part of the algorithm described on the basis of complex backward references also applies for normal backward references, which will not be discussed separately because they are just a special case.

Next, we have to handle edges with negative backward references. For every edge of the form

\[
A \xrightarrow{\rho_1 \; s \; \rho_2} \alpha_1 \bullet T \not\in F \alpha_2
\]

\[
\cdots
\]

\[
i_x
\]

an abstract option

\[
T / \{ T'_1 \ldots T'_n \}
\]

is added to \( O_a \) where the exceptions \( T'_i \) are obtained as follows: For every \( rF' \) that is contained in \( \rho_1 \) or in \( \rho_2 \) and that has a feature structure \( F' \) that is unifiable with \( F \), an exception \( T'_i \) is added that is the result of category \( T \) after unifying \( F \) and \( F' \). The effect of this is that terminal or pre-terminal categories that are in front of negative backward references are reported as possible next tokens together with exceptions that describe all cases where the negative backward reference can afterwards find a matching antecedent and thus cannot be resolved.

So far, these option descriptions “look” only one step ahead. They do not cover cases where more than one terminal or pre-terminal category exists between the active position and the backward reference. In the case of normal and complex backward references, however, it is possible and useful to look more than one step ahead. The symbol \( \delta \) is used to represent a sequence of one or more terminal or pre-terminal categories.

For every edge — and for every possible \( F'_x \) therein — of the form

\[
A \xrightarrow{\rho_1 \; s \; \rho_2} \alpha_1 \bullet T \delta <^+ F'_1 \ldots F'_x \ldots F'_m - F''_1 \ldots F''_n \alpha_2
\]

\[
\cdots
\]

\[
i_x
\]

and for every \( rF \) that is contained in \( \rho_1 \) or in \( \rho_2 \) and that has a feature structure \( F \) that is unifiable with \( F'_x \), an abstract option

\[
T' / \{ \}
\]

is added to \( O_a \) where \( T' \) is the result of category \( T \) after unifying \( F \) and \( F'_x \).

Finally, edges that have a terminal or pre-terminal category at their active position but are not covered by the patterns introduced so far, an abstract option is created the following way: For every edge of the form

\[
A \xrightarrow{\rho_1 \; s \; \rho_2} \alpha_1 \bullet T \alpha_2
\]

\[
\cdots
\]

\[
i_x
\]
that is not covered by the patterns introduced above, an abstract option
\[ T/\{\} \]
is added to \( O_a \). This means that when no backward reference is close to the active category then this terminal or pre-terminal category is reported as a category of a possible next token.

In this way, a set of abstract options \( O_a \) is obtained that describes the possible next tokens in a general way, i.e. without considering the lexicon. Such general lookahead information can be important for predictive editors, e.g. for allowing users to add new words on the fly.

**Extraction of Concrete Options.** In contrast to abstract options, which describe possible next tokens without explicitly listing them, concrete options show the concrete terminal categories that are possible at the given position in the text.

Concrete options could actually just be terminal categories. For user-friendly predictive editors, however, it can be necessary to know the pre-terminal categories from which they are derived, e.g. for grouping the possible next words into different submenus. For this reason, concrete options have the form

\[ W \leftarrow C \]

where \( W \) is a terminal category and \( C \) is a pre-terminal category from which \( W \) has been derived. The following example represents the possibility to continue the unfinished text with the noun “country”:

\[ [\text{country}] \leftarrow \text{noun} \left(\text{human: -}\right) \]

The special symbol “∅” is used at the position of \( C \) if the given word does not originate from a lexical rule but directly from the grammar. The concrete option

\[ [\text{every}] \leftarrow \emptyset \]

for instance, states that “every” is a possible next token that does not come from the lexicon but is part of the grammar rules.

The set of concrete options \( O_c \) is generated on the basis of the abstract options \( O_a \). For every abstract option

\[ W/\{\} \]

that is contained in \( O_a \) and where \( W \) is a terminal category, a concrete option

\[ W \leftarrow \emptyset \]
is added to \( O_c \). In addition, for every abstract option

\[ C/\{X_1 \ldots X_n\} \]

where \( C \) is a pre-terminal category, and for each lexical rule

\[ C' \rightarrow W \]

where \( C' \) is unifiable with \( C \) but is not unifiable with any \( X_j \), the concrete option

\[ W \leftarrow C \]
is added to \( O_c \).

In this way, we obtain a set of concrete options \( O_c \) containing the concrete word forms that are possible to follow the given unfinished sentence.
Lookahead Interface. Parsers that implement these algorithms can provide a simple interface for predictive editors to access the lookahead features. Assuming that the unfinished text has been submitted to the parser, the predictive editor module can simply request the set of concrete options $O_c$ and — if needed — the set of abstract options $O_a$. In this way, the predictive editor module has all needed information in order to show how the text can be continued, e.g. in the form of graphical menus.

The set of concrete options can directly be presented to the user as possible next words. On the basis of the set of abstract options, the predictive editor can, for example, allow users to create new words that are not yet known at the time the lookahead algorithm runs. Thus, the predictive editor does not only know which concrete words are possible at the given position but also which words in general would be allowed if they were in the lexicon.

This kind of lookahead is not necessarily restricted to the level of individual words. Tokens can be multi-word units such as “it is false that”. Moreover, the introduced lookahead algorithm can be applied several times to find sequences of two, three or more tokens to continue the given unfinished sentence. A predictive editor could show a selection of these, e.g. the most frequently used ones. The predictive editor implementation to be introduced shortly does not currently support this kind of multi-token lookahead, but there are no technical obstacles to implementing it with the presented techniques.

Completeness and Correctness. The presented lookahead algorithm can be analyzed with respect to completeness and correctness: It is complete in the sense that it returns every token for which, together with the tokens of the unfinished sentence, a complete syntax tree exists that is well-formed according to the grammar. It is correct in the sense that it only returns the tokens for which, together with the tokens of the unfinished sentence, a partial syntax tree exists that is well-formed and does not end with an unresolvable reference.

These definitions of completeness and correctness leave some freedom on how to handle certain special cases. They do not say anything about the tokens that lead to a well-formed partial syntax tree that cannot be completed to a full statement. This can happen, for example, if the edge used for predicting the next token contains at a later position a non-terminal category that does not occur as a head in any of the grammar rules. In this case, the edge can never complete and the predicted token is actually not a possible next token to complete the unfinished sentence, even though a well-formed partial syntax tree can be constructed.

A stronger correctness criterion that requires the existence of a completion for the partial syntax tree seems not practical, because its detection would entail a complex search problem on the grammar rules. Thus, Codeco grammars should be designed in such a way that invalid statements fail at the earliest possible position, i.e. at the first position for which no continuation to a well-formed statement exists. It could be argued that properly designed grammars should follow this restriction anyway.

5 Applications

This section briefly introduces two concrete applications of the Codeco notation: the ACE Codeco grammar and the ACE Editor. As illustrated in Figure 1, these two applications are on different conceptual levels. The ACE Editor depends on the ACE Codeco grammar and on the Codeco chart parser, which all depend on the Codeco notation.
5.1 ACE Codeco Grammar

The ACE Codeco grammar is — as its name suggests — a grammar in the Codeco notation describing a subset of the language ACE. It consists of 164 grammar rules\(^3\) and covers a large part of ACE including countable nouns, proper names, intransitive and transitive verbs, adjectives, adverbs, prepositions, plurals, negation, comparative and superlative adjectives and adverbs, of-phrases, relative clauses, modality, numerical quantifiers, coordination of sentences / verb phrases / relative clauses, conditional sentences, and questions. Anaphoric references are supported in the form of simple definite noun phrases, variables, and reflexive and non-reflexive pronouns. However, there are some considerable restrictions with respect to the full language of ACE: Mass nouns, measurement nouns, ditransitive verbs, numbers and strings as noun phrases, sentences as verb phrase complements, Saxon genitive, possessive pronouns, noun phrase coordination, and commands are not covered at this point.

Nevertheless, this subset of ACE defined by the Codeco grammar is probably the broadest unambiguous subset of English that has ever been defined in a concrete and fully declarative way and that includes complex nonlocal phenomena like anaphoric references.

5.2 ACE Editor

The ACE Editor\(^4\) is a general web-based editor for writing and modifying ACE texts. Its purpose is to demonstrate how user interfaces can be designed and used to write and modify CNL texts in a simple and intuitive way. Users should not need to learn the grammar of ACE in advance, but they should be able to learn the language while using the editor. A predictive editor is included that uses the ACE Codeco grammar introduced above. Different representations for ACE sentences can be shown like syntax trees, paraphrases and logical formulas, which are all generated by the ACE parser. Figure 2 shows a screenshot with the predictive editor as an internal window. The predictive editor is a modular component that can be reused by other applications. In fact, AceWiki \([26,27]\) and Coral \([31]\) use this predictive editor. No reasoning features are implemented at this point, but applications like AceWiki demonstrate how reasoning can be tightly integrated in such systems.

Obviously, the predictive editor is the most important part of the ACE Editor. In designing predictive editors, the biggest challenge is arguably the fact that there can be a large number of possible ways to continue an unfinished sentence. All these possibilities should be shown to the

---

\(^3\) See \([28]\) for the complete grammar.

\(^4\) \(\text{http://attempto.ifi.uzh.ch/webapps/aceeditor/}\)
users in a simple and understandable way, allowing them to quickly choose the option they are looking for. To solve this problem, the ACE Editor uses menu boxes that occupy most of the space of the predictive editor window. Each of these boxes contains the menu items for a particular type of word, showing scroll bars when the given vertical space is not sufficient. The text field above the menu boxes can be used to filter the items. In this way, large numbers of possible next tokens can be presented to the users, and the selection of an item only requires one mouse click and possibly some scrolling or filtering.

The unfinished sentence shown in the predictive editor in Figure 2 demonstrates the capability of Codeco to correctly predict resolvable anaphoric references. For the given unfinished sentence, the editor suggests “the bike” and “the person” but not “the car”, because “car” is under the scope of the negation expressed with “does not” and is therefore not accessible.
6 Evaluation

Different aspects of the approach have to be evaluated. Basically, all four components shown in Figure 1 need scrutiny. The top component has been evaluated in our previous work: The usability of the ACE Editor’s predictive editor has been tested in several end user experiments. The results showed that it is effectively usable by untrained participants \cite{27,31}. Below, evaluation results on the two middle components are presented: the ACE Codeco grammar and the chart parser. The bottom component — the Codeco notation — is an abstract one and does therefore not allow for direct evaluation, but we can get indirect results from evaluating the concrete grammar and the parser.

The evaluation presented here relies on the method of exhaustive language generation, i.e. the generation of all possible sentences from a given grammar and lexicon up to a certain fixed sentence length. The main problem of this approach is that one quickly encounters combinatorial explosion on the number of generated sentences. In practice, this means that one can only use a subset of the grammar. Such an evaluation subset has been defined for ACE Codeco, using a minimal lexicon and only 97 of the 164 grammar rules. These 97 grammar rules are chosen in a way that reduces combinatorial explosion but retains the complexity of the language. The lexicon of this subset only contains one entry per word category: the proper name “Mary”, the noun “woman”, the adjective “young”, the transitive adjective (i.e. a combination of adjective and preposition) “mad-about”, the intransitive verb “wait”, the transitive verb “ask”, the adverb “early”, the preposition “for”, the variable “X”, and the number “2”.

We start with evaluating the ACE Codeco grammar. There are two properties we can test: (1) Is the language described by ACE Codeco unambiguous, and (2) is it indeed a subset of ACE?

**Ambiguity Check of ACE Codeco.** Languages like ACE are designed to be unambiguous on the syntactic level. This means that every valid sentence must have exactly one syntax tree. Exhaustive language generation operates on the syntax trees of sentences, which means that ambiguous sentences are generated several times with different syntax trees attached. Looking for duplicates in the list of generated sentences reveals whether there is ambiguity or not (for the given grammar, lexicon, and sentence length).

Up to the length of ten tokens, the evaluation subset of ACE Codeco generates 2,250,869 sentences. If sorted alphabetically, these are the first and last sentences:

- a woman asks a woman .
- a woman asks a woman and asks a woman .
- a woman asks a woman and asks everybody .
- a woman asks a woman and asks everybody early .
- X waits for X for X for who ?
- X waits for X for X for who early ?
- X waits for X for X for early .
- X waits for X for X for early .

Due to the restricted lexicon, many of these sentences are repetitive. One should bear in mind that exhaustive language generation is not about generating natural sentences, but just syntactically well-formed ones. As it turns out, all generated sentences are distinct, which — by design — means that each has only one syntax tree. Thus, at least a large subset of ACE Codeco (its evaluation subset) is unambiguous for at least relatively short sentences (up to ten tokens).
Table 1 The results of a performance test of the two implementations of Codeco, with the existing ACE parser (APE) for comparison (all numbers are rounded to three significant digits).

| task       | grammar                  | implementation  | time in seconds |
|------------|--------------------------|-----------------|-----------------|
| generation | ACE Codeco eval. subset  | Prolog DCG      | 40.8            |
|            | generation               | Java chart parser | 1040.          |
| parsing    | ACE Codeco eval. subset  | Prolog DCG      | 5.13            |
|            | parsing                  | Java chart parser | 392.            |
|            | parsing                  | Prolog DCG      | 20.7            |
| parsing    | full ACE Codeco          | Prolog DCG      | 1900.           |
|            | parsing                  | Java chart parser | 1900.           |
|            | full ACE                 | APE             | 230.            |

Subset Check of ACE Codeco and Full ACE. The ACE Codeco grammar is designed as a proper subset of ACE. We can now check whether this is the case, again for the evaluation subset and up to a certain sentence length.

Every sentence up to the length of ten tokens — as shown above — was submitted to the ACE parser (APE) and parsing succeeded in all cases. Since APE is the reference implementation of ACE, this means that these sentences are syntactically correct ACE sentences.

Next, we can evaluate the parser implementation. There exists a second implementation of Codeco based on a simple transformation into Prolog DCGs [28], which can be used for comparison. This Prolog DCG implementation supports all Codeco elements, but does not implement lookahead features. We can therefore test the following two properties: (1) Are the two implementations equivalent, i.e. do they return the same results for given grammars, and (2) how fast are they compared to each other and compared to the ACE parser?

Equivalence Check of the Implementations. Both Codeco implementations (chart parser and Prolog DCG) support exhaustive language generation. This allows us to check whether the two implementations accept the same set of sentences, as they should. We take the ACE Codeco grammar to run this comparison.

Generating all sentences of ACE Codeco up to eight tokens results in identical sets of sentences for the two implementations. This is an indication that they contain no major bugs and interpret Codeco grammars in the same way.

Performance Tests of the Implementations. Finally, we can look at the performance of the two implementations. Both can be used for parsing and for generation, and thus the runtimes in these two disciplines can be compared. The first task was to generate all sentences of the evaluation subset up to the length of seven tokens. The second task was to parse the sentences that result from the generation task. This parsing task was performed in two ways for both implementations: once using the evaluation subset and once using the full ACE Codeco grammar. The restricted lexicon of the evaluation subset was used in both cases. These tests were performed on a MacBook Pro laptop computer having a 2.4 GHz Intel Core 2 Duo processor and 2 GB of main memory. Table 1 shows the results.

The generation of the resulting 14,240 sentences only requires about 41 seconds in the case of the Prolog DCG implementation. This means that less than 3 milliseconds are needed on average for generating one sentence. The Java chart parser implementation needs about 17 minutes for this
complete generation task, which corresponds to 73 milliseconds per sentence. Thus, generation is about 25 times faster when using the Prolog DCG version compared to the Java implementation. These results show that the Prolog DCG implementation is well suited for exhaustive language generation. The chart parser implementation is much slower but the time values are still within a time range that is more than reasonable.

The Prolog DCG approach is very fast for parsing the same set of sentences using the evaluation subset of the grammar. Here, parsing just means detecting that the given statements are well-formed according to the grammar. Altogether only slightly more than 5 seconds are needed to parse the complete test set, i.e. less than 0.4 milliseconds per sentence. When using the full ACE Codeco grammar for parsing the same set of sentences, altogether 21 seconds are needed, i.e. about 1.5 milliseconds per sentence. The chart parser implementation is again much slower and requires almost 30 milliseconds per sentence when using the grammar of the evaluation subset, which leads to an overall time of more than 6 minutes. For the full grammar, 134 milliseconds are required per sentence leading to an overall time of about 32 minutes. Thus, the chart parser implementation is 76 to 92 times slower than the Prolog DCG for the parsing task. Because all time values are clearly below 1 second per sentence, both parser implementations can be considered fast enough for practical applications.

The fact that the chart parser implementation in Java requires considerably more time than the Prolog DCG is not surprising. DCG grammar rules in Prolog are directly translated into Prolog clauses and generate only very little overhead. Java, in contrast, has no special support for grammar rules: they have to be implemented on a higher level. The same holds for variable unifications, which come for free with Prolog but have to be implemented on a higher level in Java.

As a comparison, the existing parser APE — the reference implementation of ACE — needs about 4 minutes for the complete parsing task. Thus, it is faster than the chart parser but slower than the Prolog DCG. However, it has to be considered that APE does more than just accepting well-formed sentences: It also generates logical representations and syntax trees.

In summary, the ACE Codeco grammar can be considered unambiguous and fully ACE-compliant. The chart parser implementation is stable and reasonably fast (even though much slower than a Prolog DCG). From this we can conclude that the Codeco notation is suitable for describing controlled languages like ACE. In addition, it shows that Codeco meets the implementability requirement introduced in Section 2.1.

7 Conclusions

With Codeco, controlled natural languages of the unambiguous type can be defined in a simple and convenient way. With the help of different kinds of forward and backward references, complex nonlocal structures like anaphoric references can be defined in a fully declarative way. Following a chart parsing approach, the possible continuations of unfinished sentences can be reliably retrieved, which facilitates the implementation of predictive editors. Implementing efficient parsers for Codeco is not difficult and does not depend on a particular programming paradigm. In addition, the presented approach enables automatic grammar testing, e.g. by exhaustive language generation, which can be considered very important for the development of reliable practical applications.

Codeco can be conceived as a proposal for a general CNL grammar notation. It is possible that extensions become necessary to cover other controlled natural languages, but Codeco has been
shown to work very well for a large subset of ACE, which is one of the most advanced CNLs to date.
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