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ABSTRACT The paper is a continuation of our previous research where a novel concept of multisize island model was proposed. Such multisize approach facilitates the design of island-based algorithms and brings such benefits as: improved fitness dynamics throughout the entire time of operation even without the migration of solutions between the islands. The absence of migration eliminates the need to establish the topology and the policy of migration. It also makes the efficiency of multisize island-based algorithms independent of the particular islands’ size and eliminates the need of tuning the size of islands which is usually done in the case of the canonical island model. All these features indicate the superiority of the multisize island model over the canonical one. In this paper we improved earlier proposed multisize island-based DE algorithm by adding to it the ability to automatically optimize the number of islands in operation. This feature enables the release of most computational units before the algorithm completes its operation in the case of concurrent execution of the algorithm on multiple computational units, or reduction of the algorithm running time in the case of its execution on a single computational unit. The proposed algorithm was tested by solving computationally difficult scheduling problem, which is the discrete-continuous scheduling with continuous resource discretization.

INDEX TERMS Evolutionary Computation, Multisize Island model, Differential Evolution, Discrete-Continuous Scheduling.

I. INTRODUCTION

The present work is a continuation of our previous research [1] on the island model of computing and the impact of population size on the efficiency of the DE algorithm. The size of the population is one of the parameters that have a significant impact on the efficiency of EAs. The publications on the impact of the size of the population on the efficiency of EAs have shown that determining the size of the population is not trivial and is one of the most important tasks of EA’s parameter optimization. For this reason, this issue has been the subject of interest of many researchers since the emergence of EAs and has been called “the curse of population size” [2]. To achieve maximum performance, EA designers had to determine the optimal population size through a computational experiment. Unfortunately, the optimal population size depends on such factors as: the algorithm used [3], the problem at hand [2] – [7], including instance unique characteristics [8] and the dimensionality of the problem [9], [10], and the number of fitness function evaluations available or allowed [3], [11], [12]. So, every time when any of these factors has changed, the process of determining the optimal population size had to be repeated from the beginning. These were burdensome, but necessary implementation costs, which justified the high efficiency of the algorithm.

The problem of determining the optimal population size also occurs in the case of the implementation of the canonical island model. In the literature, this model of computing was often reported as more effective, than the search performed on a single population, e.g. [13] – [15]. In the island model, the overall population is represented by sub-populations (islands) of identical sizes. Sub-populations on the islands evolve autonomously, albeit periodically exchanging solutions between themselves (solutions are said to migrate between islands). Migration of solutions in a given island model takes place according to the interconnection topology and migration policy established for this model. So, in the case of the canonical island model, the volume of work related to the tuning of the EA’s parameters increases, because not only the optimal size of the populations on the
islands, but also the optimal number of islands, the interconnection topology and the migration policy need to be determined. All these implementation difficulties have motivated us to develop an efficient and easy-to-design island EA without the burden of parameter tuning. To design such an algorithm, we proposed in [1] a new concept of the island model – a multi-size island model. In this model, the islands are of different sizes and there is no migration between islands. These two features make a fundamental difference to the canonical island model. The proposed multi-size island model ensures ease of design because it is devoid of the problems that arise when designing algorithms based on the canonical island model. The model takes advantage of different convergence rates of algorithms operating on islands of different sizes to provide better dynamics of evolution than that of the canonical island model or any particular island used in the model. An EA based on the multi-size model can achieve efficiency which can be very close to the maximum size-dependent efficiency of the algorithm (MSDEA) operating on the islands. The term MSDEA refers to some ideal algorithm which ensures maximal possible efficiency as if at every moment of its operation the size of the population was optimal. With this property, the multi-size island model can be viewed as a method of dealing with the curse of population size. An example of very close to the MSDEA curve represented by the minimized fitness function values is shown in Fig. 1 as a red dashed line and in Fig. 2 as curve composed of multiple segments.

The summary of advantages of the multi-size island model over the canonical model includes:

1. better dynamics of the fitness function - the curve of the fitness function throughout the entire runtime of the algorithm is very close to the optimum, which is unattainable in the case of the canonical island model; the model achieves better dynamics of the fitness function due to the fact that it uses different rates of algorithm convergence on different population sizes; the number of islands in the model determines the degree of proximity to the optimal curve - the more islands, the closer to the optimum,
2. no need to experimentally determine the size of the islands due to the specificity of the optimization problem to deal with - the diversity of island sizes ensures the highest efficiency for each type of the problem,
3. the quality of solutions is always the best for any available number of fitness function evaluations; the available number of fitness function evaluations has a direct impact on the quality of solutions and necessitates the adjustment of the population size; in the case of the multi-size model there is always an island on the archipelago whose size is close to optimal for a given number of fitness function evaluations,
4. no need to experimentally determine the interconnection topology between the islands and
5. no need to experimentally determine the migration policy, since there is no migration at all; there will always be an island with a similar efficiency to the canonical island algorithm with an optimally tuned sizes of the islands and the number of islands (this conclusion is based on the experiments described in [16]).

The disadvantage of this algorithm is that large-sized islands are kept in use until the very end of the algorithm execution. Despite this fact, these islands are not always able to improve on the best current solution, which results in a costly waste of computational resources.

The motivation and goal of this work was to minimize the inefficient use of computational resources by the Multisize Island-Based DE Algorithm with Decloning and without Migration (IBDEA<sup>X-md</sup>), previously proposed in [1], by adding to it the ability to remove islands, which will not be able to improve the best current solution before the algorithm completes. The introduction of such functionality benefits in an earlier release of computational units, in the case of execution of the algorithm in a distributed system, or reduction of the overall algorithm operation time, in the case of its execution on a single computational unit. This has the advantage of using the released computational resources earlier for other purposes. To design the IBDEA<sup>X-md</sup>, the method of differential evolution was used. Differential evolution (DE), is a stochastic direct search and a global optimization method first proposed in [9]. We used a classical scheme of the DE search enhanced with a decloning procedure, which cyclically replaces clones appearing in the population with new individuals. This procedure, was proposed in [17] and used to design the DE algorithm with decloning (DEA<sup>d</sup>). The DEA<sup>d</sup> was used as the base search algorithm for designing IBDEA<sup>X-md</sup> and is, therefore, inevitably used in the algorithm, proposed in this paper. The description of the proposed in this paper Multisize No Migration Island-Based Differential Evolution Algorithm with Removal of Ineffective Islands (IBDEA<sup>Xr</sup>) is provided in Section 4. The proposed algorithm was implemented and tested. Our experiments show that the IBDEA<sup>Xr</sup> is able to reduce the number of operating islands before the algorithm terminates, and thus uses computational resources more efficiently than its predecessor.

The rest of the paper is organized as follows. In Section 2, the review of research on methods for population size management is provided. In Section 3, the discrete-continuous scheduling problem with continuous resource discretization (DCSPwCRD) used as a test problem is formulated. In Section 4, a concept of multisize island model was described and IBDEA<sup>Xr</sup> - a multisize island-based DE algorithm with removal of redundant islands was proposed. Section 5 contains the description of the computational experiment as
well as a discussion on the results. Section 6 includes the conclusion and an idea for future research.

II. RELATED WORK

The population size curse is an inherent attribute of various types of population-based optimization algorithms, including: GA, EA, DE, Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Artificial Bee Colony (ABC), Cuckoo Search (CS), Bat Algorithm (BA), Estimation of Distribution (EDA), Bayesian Optimization (BOA), and Covariance Matrix Adaptation (CMA) algorithms. Numerous publications on population size management, or population sizing, confirm the importance of this parameter for the effectiveness of all the above-mentioned types of algorithms. This section complements the overview of research on population sizing presented in [1].

As mentioned earlier in the introduction, the optimal population size depends on factors such as: the type of algorithm to be used, the characteristics of the problem to be solved and the available or allowed number of fitness function evaluations. The fact that population size depends on several varying and case-specific factors indicates that determining the optimal population size is not a trivial task. Therefore, attempts have been made to automate the sizing process.

There are two main approaches to the problem of population sizing in the literature. The first approach is to size a single population, while the second approach uses multiple multi-size populations.

In the case of a single population, various mechanisms, techniques and schema of population sizing have been developed. For example, population implosion, that is, a linear decrease in the population size [18]; population adaptive based immune algorithm (PAIA), which adjusts the population size to the problem being solved [19]; or deterministic population shrinkage using simple variable population sizing (SVPS) scheme based on a predetermined schedule, configured by a speed and a severity parameter [20]; a population-sizing model for entropy-based model building in discrete estimation of distribution algorithms [21], and a number of others that have already been mentioned in [1]. A review of the literature on adaptive population sizing schemes used in genetic algorithms, which were proposed until 2007, is provided in [22].

Since in our proposed algorithm we use DE and an approach that uses multiple multi-size populations, we will now pay more attention to similar research. In the literature, there are two main approaches to differentiate the size of multiple populations: the first - creating multiple populations with different, but constant sizes (we will refer to this as a static approach), and the second - dynamically adjusting the size and number of initial populations to changing conditions (we will refer to this as a dynamic approach). In the algorithm that we proposed, we used the first approach, i.e. static approach, so we will first discuss works that use multiple populations of different, albeit constant sizes.

The most important work, from the point of view of the algorithm we propose, is that of Harik and Lobo [23], in which they proposed a parameterless GA (PLGA). The core idea of the PLGA is to run multiple populations of various sizes simultaneously and establish a race among them. The PLGA starts with a single small population with index 1 and then, after a fixed number of generations have been evolved, creates a new double-sized population with index 2. The moments of creating new populations or evolution of existing ones are determined by a counter of base 4. The scheme of the operation of the PLGA can be described using the indexes of populations being evolved or created as follows: 1, 1, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 2, 1, 1, 1, 3, 1, … The size of each newly created population is twice as large as the size of the population with the preceding index. According to this scheme, population i carries out twice the number of fitness function evaluations of population i + 1. When the average fitness of a population is less than the average fitness of a larger population, then the smaller population is removed, and the counter is reset. It is assumed that the PLGA stops if the computer runs out of memory, or it is stopped by the user when the PLGA yields the solution of the desired quality. Unfortunately, the protracted initiation of the populations extends the running time of the PLGA. Depending on the test problem, the PLGA requires 1-3 times more fitness evaluations as compared with the regular GA to yield a target solution. This is the price to be paid for the exemption from population sizing.

Due to its potential, not yet fully exploited, the work of Harik and Lobo gave an impulse for further research on using multi-size populations to increase EA performance. Below we present articles with new proposals based on this idea. In [24], a slightly different from PLGA scheme of creating multi-size populations was used to design a hierarchical Bayesian optimization algorithm (hBOA). In hBOA, all populations run at the same speed in terms of the number of evaluations. However, as a result of modifying the scheme of subpopulations creation, smaller populations carry out fewer evaluations, larger - more, and the latter are initiated earlier than in PLGA. This change in the way of operation of larger populations causes them to converge earlier than in PLGA. Which can be viewed as an advantage of hBOA over PLGA. However, the hBOA, like the PLGA, is designed to be executed sequentially, which results in a long running time, delayed initiation of the populations, and, therefore, including this features among its disadvantages. In [25], a sequential smart-restart compact GA (SRcGA) was proposed. The core idea of the algorithm is that the cGA is restarted cyclically with exponentially growing population size after each restart. The proposed algorithm has the advantage over the algorithm from [23] that it has ability to terminate inefficient runs caused by a genetic drift. To detect the genetic drift, the authors used the tight quantification of the genetic drift effect of the EDAs provided in [26]. A disadvantage of the algorithm is the sequentiality of the restarts, which causes a progressive delay
in the initiation of larger populations, and thus the moment of obtaining the solutions found through them. In [27], a parallel-run cGA (PRcGA) was proposed in order to shorten the computation time. PRcGA cyclically creates processes with exponentially growing populations. In each cycle, a new process with doubled population size is initiated and added to the pool of already existing processes. Although the processes run in parallel, they are nevertheless initiated sequentially and, as with Harik and Lobo, the larger the population, the later it will be initiated. Such a population initiation scheme, unfortunately, contributes to the elongation of the algorithm’s running time and can be considered a disadvantage.

In the rest of this section we consider the second approach to population sizing, i.e. dynamic adjusting the size and number of initial populations to changing conditions.

In [28], a DE algorithm (MultiDE) operating on multiple independent subpopulations was proposed. In MultiDE, the number of initial populations varies, because the algorithm periodically reinitializes the already existing subpopulations, creates new ones and removes ineffective ones. There is no migration of solutions between the subpopulations, however MultiDE periodically saves each current global optimum in a special “population 0”. Solutions from “population 0” are used to significantly reduce the probability of premature convergence to already found global optima and accelerate the rate of convergence to new ones. Although in MultiDE, the size of the global population is changing however the sizing of constituting populations is left to the designer. In [29], a distributed DE algorithm with explorative–exploitative population families (DDE-EEPF) is proposed. The DDE-EEPF consists of two interacting families of sub-populations. The first family (an explorative one), in its essence, is a canonical island model. In this family, the size of the sub-populations is fixed, and the best solutions migrate between islands according to the ring topology. The sub-populations of the second family of gradually reduced size (an exploitative family) are supposed to quickly detect solutions and deliver them to the first group. Same as in [28], in DDE-EEPF, the sizing of constituting populations is left to the designer.

In [30], the improvement of the effectiveness of the proposed algorithm was achieved due to the dynamic population sizing, which consisted in a progressive reduction of the population. Here, DE runs on sub-populations, the size of which is controlled over time using the success rate of evolution. When the algorithm works efficiently on a given sub-population, its size is reduced linearly. However, if the success rate of evolution is low, attempts are made to improve it using a set of novel size-dependent mutation strategies along with subpopulation size control. If the success rate remains low in the second half of the run, the current size of the sub-population is kept fixed. If the success rate remains low at the end of the run, the subpopulation is reduced to 1/6 of its initial size. In the proposed algorithm, the set of novel mutation strategies is applied to enhance the search efficiency. As soon as the success rate has improved, the population size is reduced linearly again.

In [31], a distributed DE with adaptive merging and splitting (DDE-AMS) of subpopulations was proposed to deal with large-scale optimization problems. The high efficiency of the algorithm is achieved through dynamic subpopulation restructuring with the use of merge and split operators, while maintaining a constant size of the entire population. The merge operator merges the best and worst subpopulations in order to move the search to promising regions. The split operator splits the merged subpopulation in half, if it no longer contributes to evolution. Thus, the merge-and-split strategy causes the algorithm to operate on a varying number of sub-populations of varying sizes. To prevent merging of all sub-populations into a single population, a minimum number of sub-populations has been established. There is a migration of individuals between sub-populations, which takes place with some probability. The DDE-AMS, like the multi-population algorithms discussed above, has the same disadvantage - sophisticated dynamic sub-population restructuring, and thus complex implementation.

Another approach to dynamic population sizing is based on dynamic restructuring of subpopulations according to their current status of evolution. In [32], an adaptive multi-population framework for locating and tracking multiple optima was proposed. Although the algorithms implemented into this framework proved to be highly effective in the tests, this result was paid for by the complex functionality of the framework. The high efficiency of the algorithms has been achieved thanks to an impressive arsenal of special components for controlling the course of the evolutionary process. These components include: a database of algorithm’s behavior changes, heuristic clustering, adaptation of the number of populations according to their convergence, exclusion of overlapping populations, avoidance of explored peaks, population hibernation and wakening, movements for the best individual (a Brownian movement to track a moving or a better peak, or a Cauchy movement to transform stagnating population into a converging one). The need to use all these components together makes the implementation of this framework quite complicated, which can be considered a disadvantage.

The idea to use multiple populations of varying sizes is also present in an Adaptive Multi-Population Optimization Algorithm for Global Continuous Optimization (AMPO) proposed in [33]. The AMPO consists of five sub-populations to which different search strategies have been assigned. During the search, the sizes of three subpopulations change dynamically. The algorithm showed high performance by borrowing some useful operations from evolutionary algorithms and swarm intelligence techniques and using them in a multi-population manner. The disadvantage of this algorithm is not only the large number of control parameters mentioned by the authors, but also its complex implementation. In addition to the basic search algorithm,
AMPO must also implement 5 additional algorithms to perform its basic operations.

There is more research where an idea of partitioning global population into multiple subpopulations is used to improve the efficiency of different types of algorithms. A study of population partitioning techniques on efficiency of swarm algorithms is provided in [34]. Many nature-inspired algorithms [35]-[42] and various types of optimization algorithms [43]-[46] use static and dynamic multipopulation design to improve their efficiency.

However, the implementation of the algorithms proposed under these two approaches requires extra work in addition to the implementation of the basic search algorithm. In the case of a dynamic approach, additionally sophisticated subpopulation management should be implemented. And in the case of a static approach, time-consuming experimentation must be carried out to determine the number of subpopulations, their size, the best interconnection topology among subpopulations, the policy, rate and frequency of migration in order to obtain the best performance of the algorithm.

To address the above issues, this paper proposes a Multisize No Migration Island-Based Differential Evolution Algorithm with Removal of Ineffective Islands (IBDEA\textsuperscript{N}). The proposed algorithm is very simple in construction and devoid of disadvantages occurring in the dynamic and static approaches described above.

To summarize the review of related work, it should be stated that the population sizing has a significant impact on the efficiency of EAs and should be included among the basic functionalities of this type of algorithms.

We have decided to use the discrete-continuous scheduling problem (DCSP) as a test-bed for our approach. There are several reasons for such a decision. DCSP is known to be one of the hardest problems in the scheduling practice [47]. It has several important practical applications including scheduling production processes [48], chemical production processes [49], [50] or processes with tasks requiring energy supply [51], [52]. One of the effective approaches to DCSP is discretization of the continuous resources required. The Discrete-Continuous Scheduling Problem with Continuous Resources Discretization (DCSPwCRD) was introduced in [53]. Discretization of the continuous resources makes possible using metaheuristic algorithms to solve instances of the DCSPwCRD.

III. TEST PROBLEM FORMULATION

The Discrete-Continuous Scheduling Problem with Continuous Resources Discretization (DCSPwCRD) is denoted as \( \Theta_2 \) and formulated in the same way as in (Różycki, 2000). Namely, let \( J = \{ J_1, J_2, \ldots, J_n \} \) be a set of nonpreemptable tasks, with no precedence relations and release dates \( r_i = 0, i = 1, 2, \ldots, n \), and \( P = \{ P_1, P_2, \ldots, P_m \} \) be a set of parallel and identical machines, and there is one additional renewable discrete resource in amount \( U = 1 \) available. A task \( J_i \) can be processed in one of the modes \( l_i = 1, 2, \ldots, W_i \), (\( W_i \) - the number of processing modes of task \( J_i \)), for which \( J_i \) requires a machine from \( P \) and amount of the additional resource \( u_i^l = U / l_i \) known in advance. The processing mode \( l_i \) cannot change during the processing of \( J_i \). For each task two vectors are defined: a processing times vector \( \tau_i = [\tau_{i1}, \tau_{i2}, \ldots, \tau_{iW_i}] \), where \( \tau_{il} \) is the processing time of task \( J_i \) in mode \( l_i \), \( i = 1, 2, \ldots, W_i \), and a vector of additional resource quantities allocated in each processing mode \( u_i = [u_i^1, u_i^2, \ldots, u_i^{W_i}] \). The total amount of the continuous resource used by tasks \( J_i \) at any time \( t \) within a schedule cannot exceed \( U \).

The goal is to find processing modes for tasks from \( J \) and their sequence on machines from \( P \) such that schedule length \( Q = \max \{ C_i \}, i = 1, \ldots, n \) is minimized.

Our test problem is a particular case of a more general Multi-Mode Resource-Constrained Project Scheduling Problem (MMRCPSP), which is known to be NP-hard [54].

IV. THE MULTISIZE ISLAND MODEL

This Section discusses the concept of a multi-size island model. According to the concept, a set \( \{ X_P \} \) of population sizes should be defined, where \( X_P = \{ x_P1, x_P2, \ldots, x_PK \} \), and \( x_Pk < x_Pk+1 \). Then the total primary population should be decomposed into \( K \) sub-populations (islands) of sizes \( x_Pk \in X_P \). This partition of the primary population into sub-populations is fundamentally different from the partition used in the canonical island model where subpopulations of identical sizes are obtained. Dividing a population into the set of subpopulations of different sizes could be based on some strategy or could be set in an arbitrary manner. In the reported experiments we use the second option assuring a fair distribution of the different population sizes. In the following sub-section, an algorithm which implements the described concept is proposed.

A. IBDEA\textsuperscript{N} - MULTISIZE ISLAND-BASED DIFFERENTIAL EVOLUTION ALGORITHM WITH REMOVAL OF INEFFECTIVE ISLANDS

Based on the concept of multi-size population, there is a proposal for a multi-size island-based DE algorithm with decloning, without migration, and with removal of ineffective islands. The algorithm denoted as IBDEA\textsuperscript{N} enhances its predecessor - a multi-size island-based DE algorithm IBDEA\textsuperscript{N-m}, proposed in [1], with the ability to optimize the number of islands by removing ineffective ones. Both algorithms take advantage of the different convergence rates which are characteristic to different population sizes. The main idea of the IBDEA\textsuperscript{N}, is to create an archipelago of \( K \) islands (sub-populations) of different sizes. All sub-populations are initiated at the same moment and are evolved independently by a copy of the DEA\textsuperscript{N} assigned to each island. There is no migration of solutions between the islands. Concurrently to the main evolution process, two procedures monitor the situation on all islands. The first one - Small Island Removal Procedure (SIRP) monitors small islands and
removes them from the archipelago if the algorithms on small islands start converging and do not offer better solutions than on the larger islands. The second one - Large Island Removal Procedure (LIRP) monitors large islands and removes them from the archipelago if the algorithms running on them will not offer better solutions than on the smaller operating islands before the algorithm stops. The details of how exactly operate SIRP and LIRP are given below. In the case of the distributed implementation of the IBDEANr, when the DEA^d stops on a particular island a computing resource, on which the island has been implemented, is released. Below, the general course of operation of the IBDEANr and description of its components are given:

**Algorithm 1: IBDEANr**
1. Set the maximum number of fitness function evaluations \( max_\#ev \) and calculate the size of the largest population using (1).
2. Define the set of population sizes \( X_P = \{x_{PK}\} \), where \( k = 1, 2, \ldots, K \).
3. Generate \( K \) populations of sizes \( x_{PK} \in X_P, k = 1, 2, \ldots, K \).
4. Create an archipelago of \( K \) islands, where an island is comprised by a population of size \( x_{PK} \) and a copy of the DEA^d that will evolve this population.
5. On each of \( K \) islands start DEA^d. Set \( K^{op} = K \) - the number of islands in operation.
6. Start small islands removal procedure (SIRP).
7. After \#sr small islands have been removed from the archipelago start the large islands removal procedure (LIRP).
8. Output the best solution among the remaining islands.

**End of IBDEANr.**

The number of islands and the size of individual islands can be derived from the size \( x_{PK} \) of the largest island \( I_r \). The size \( x_{PK} \) we calculate as the square root of the number of the fitness function evaluations \( max_\#ev \) available for the algorithm:

\[
x_{PK} = \sqrt{max_\#ev}
\]

(1)

Having calculated the size of the largest island, we set the sizes of the smaller islands either arbitrarily or by decrementing \( x_{PK} \) with some coefficient \( c \), which can either be constant or increase as the size of the islands decreases. Regardless of the method of determining the size of the islands, it should be remembered that the smaller the \( c \)-factor, the more accurate the LIRP will work. We recommend that the sizes of the larger islands do not differ more than 1.5 times, and that the sizes of the smaller islands do not differ more than 2 times. For the suggested algorithm we propose two islands removal procedures:

1) SIRP - SMALL ISLANDS REMOVAL PROCEDURE
The general course of operation of the SIRP is given below.

**Procedure 1: SIRP (Small Islands Removal Procedure)**
1. Stop DEA^d on island \( k \) at moment \#ev either if the best solution yielded on this island is worse than the best solution yielded on any other larger island, or \( \#ev = max_\#ev \).
2. Remove island \( k \) from the archipelago if DEA^d on \( k \) was stopped before carrying out \( max_\#ev \).
3. Update \( K^{op} = K^{op} - 1 \).

**End of SIRP.**

2) LIRP - LARGE ISLANDS REMOVAL PROCEDURE
The procedure removes large islands from the archipelago with use of a linear tend function \( \hat{y}(d_k) \) which predicts the difference \( d_k \) between the quality of solutions found on two adjacent islands \( I_r \) and \( I_{r+1} \). We use the difference \( d_k \) as an indirect parameter of the algorithm's convergence on the larger island \( I_{r+1} \) to obtain a linear trend line \( \hat{y}(d_k) \), which then tells us whether to remove \( I_{r+1} \) from the archipelago or not. We define the difference \( d_k \) at point \#ev as:

\[
d_k = \frac{sum_{max}(k+1) - sum_{max}(k)}{K^{op}} \quad (2)
\]

for \( sum_{max} \) see Sect. 5. The reason we have chosen the difference \( d_k \) instead of the values of fitness function itself to predict island convergence is because of the greater accuracy of the prediction. The convergence on neighboring islands is similar, therefore the behavior of the difference \( d_k \) is more linear than the behavior of fitness function, and the linear trend is easier to predict. The smaller the difference between the population sizes, the more linear the behavior of \( d_k \) and the more accurate the prediction.

The moment of starting the removal of large islands should be determined in the advanced stages of the algorithm's operation. By this point, the smaller "faster" islands have already been removed, and the larger "slower" islands are still working. Some of these still functioning large islands may not be able to "outperform" their smaller predecessors before the algorithm terminates, and therefore will not improve the results. In such a situation, they can be considered ineffective and removed from the archipelago. To remove all ineffective islands, find an island that fails to improve the result of its smaller predecessor before the algorithm terminates. Let us denote such an island by \( I_r \). If \( I_r \) has been found, then remove \( I_r \) and all larger islands from the archipelago. The removal of all islands larger than \( I_r \) can be justified by the fact that since island \( I_r \) does not outperform its smaller predecessor before the algorithm terminates, then each next larger island will not do so, because the larger the island, the slower it converges. The removal of large islands can be started e.g. after the first 4 smaller islands has been already removed from the archipelago. From that moment on, an x-intercept point of linear trend function \( \hat{y}(d_k) \) for all pairs \( (I_r, I_{r+1}) \) of still operating adjacent islands should be cyclically checked with a step of e.g. 5%-\( max_\#ev \), where \( I_{r+1} \) - is the largest island in a pair, \( k = q, q + 1, \ldots, K^{op} - 1 \), \( I_q \) is the smallest of all islands still in operation, and \( K^{op} \) - the number of islands still in operation. A larger island \( I_{r+1} \) in the pair \( (I_r, I_{r+1}) \) can be removed only when the linear trend function \( \hat{y}(d_k) \) becomes...
zero at some \( x \)-intercept point \( #ev_c > \max_{#ev} \). The larger island \( I_{r+1} \) in such a pair is marked as \( I_r \) and removed from the archipelago together with all larger islands \( I_{r+2}, \ldots, I_{r'} \). On the other hand, if \( \hat{y}(d_i) \) becomes zero at the moment \( #ev < \max_{#ev} \), it means that the larger island in the pair may outperform the smaller one before the algorithm stops and the smaller one can be removed from the archipelago. However, the removal of smaller islands is better to entrust to SIIRP as more accurate. As it may happen, that only some of the large islands still in operation are removed, the process of removing large islands should continue until there is only one working island left, or until \( #ev = \max_{#ev} \). The linear trend line \( \hat{y}(d_i) \) can be created using Least squares method by applying (3) - (5) to e.g. \{10%-15\%\} \( \max_{#ev} \) values of difference \( d_i \), preceding point \( #ev_c \):

\[
a = \frac{n \sum_{i=1}^{n} y_i t_i^2 - (\sum_{i=1}^{n} t_i \sum_{i=1}^{n} y_i)}{n \sum_{i=1}^{n} t_i^2 - (\sum_{i=1}^{n} t_i)^2}
\]

\[b = \hat{y} - a \cdot \hat{t}
\]

\[\hat{y} = a \cdot t + b
\]

where \( y \) – the observed value, \( \hat{y} \) – the mean value of all observed values, \( \hat{t} \) – the mean value of all indices \( t \), \( a \) – the slope of the function and of the line, \( b \) – the initial value of \( y \), \( n \) – the number of observations.

The general course of operation of the LIRP is given below.

**Procedure 2: LIRP (Large Islands Removal Procedure)**

1. **While** the number of islands still in operation \( K^\text{op} > 1 \) and \( #ev < \max_{#ev} \) for all pairs of islands \((I_i, I_{i+1})\) still in operation keep checking, with the period of \( 5\%-\max_{#ev} \), the value of \( ev_{ip} \) at \( x \)-intercept point of linear trend function \( \hat{y}(d_i) \).
2. If there exists a pair of islands \((I_i, I_{i+1})\) for which \( ev_{ip} > \max_{#ev} \), then remove islands \( I_{i+1}, I_{i+2}, \ldots, I_{i'} \) from the archipelago and update \( K^\text{op} = K^\text{op} - K^\text{pp} \), \( K^\text{pp} \) – the number of removed ineffective islands.
   If there is no such pair, then go to step 1.

End of LIRP.

The computational complexity of the IBDEA\( ^Xr \) is the same as that of the DEA\( ^d \) and is \( O(n \log n) \). The test results of the IBDEA\( ^Xr \) are presented and discussed in Section 5.

3) **DEA\( ^D \) - A SINGLE POPULATION DIFFERENTIAL EVOLUTION ALGORITHM WITH DECLONING**

The DEA\( ^d \) is a combination of the DEA\( ^d \) and the Decloning Procedure (DP) first proposed in [17]. The DP was used to improve the efficiency of the DEA\( ^d \) by preserving the diversity of the population at some appropriate level so that the algorithm can work effectively. It cyclically replaces clones appearing in the population with new randomly generated solutions. The procedure does not remove all clones from the population, because clones are not harmful to the exploration, on the contrary, they are even desirable. What actually limits the exploration is their quantity. Too few clones - too slow convergence, too many clones - stagnation at the local optimum. In our experiments, the amounts of clones identified in the same population by the DP run multiple times varied within 13% range.

In this Section, only general descriptions of the DEA\( ^n \) and the DEA\( ^d \) are given.

**Algorithm 2: DEA\( ^n \)**

1. Assume the population of individuals \( P_t \) consists of two halves \( P^c_t \) and \( P^c_t \), i.e. \( P_t = P^c_t + P^c_t \) and \( |P^c_t| = 2 \cdot x_p \), \( |P^c_t| = x_p \), \( |P^c_t| = x_p \);
2. for every target vector \( S^c_t \) in the current population \( P^c_t \): do:
3. Create a mutant vector \( M \) from three vectors \( S_0, S_1, S_2 \) randomly chosen from \( P^c_t \), using the equation: \( M = S_0 + A \cdot y \cdot (S_1 - S_2) \), where \( A > 0 \) - is a scale factor, that controls the evolution rate of the population and \( r \in [0, 1] \);
4. Create a trial vector \( T \) in \( P^c_t \) applying the crossover operator to each element of mutant vector \( M \) and the corresponding element of target vector \( S^c_t \) according to the rule:
   if the random number \( r \leq C_r, C_r \in [0, 1] \), then the trial element is inherited from mutant vector \( M \), otherwise from target vector \( S^c_t \); end if;
5. end for;
6. Create a new population \( P^c_{t+1} \) selecting the best vectors from \( P^c_t \) and \( P^c_t \);
7. Repeat steps 2 - 7 until the stop criterion is met;

End of DEA\( ^n \).

The computational complexity of the DEA\( ^n \) is determined by the complexity of the sorting algorithm (merge sort) which it uses and is \( O(n \log n) \). The general course of operation of the DEA\( ^d \) is given below.

**Algorithm 3: DEA\( ^d \)**

1. Set the values of the parameters required to carry out the DEA\( ^n \);.
2. Set the value of the period of decloning \( T^d \), which is most advantageous for the size of the population being evolved;
3. Use the DEA\( ^n \) to evolve the population. While carrying out the DEA\( ^n \), apply the decloning procedure in cycles determined by \( T^d \);

End of DEA\( ^d \).

Since the decloning procedure does not increase the size of the population, the complexity of the DEA\( ^d \) is \( O(n \log n) \).

**V. COMPUTATIONAL EXPERIMENT**

In the experiments, the values of the parameters of the DEA\( ^d \) were assumed to be the same as in [1]. The parameters necessary to carry out the differential evolution algorithm...
were set to the same values as in [55], namely the scale factor \( F \) (in [55], “\( F \)” is denoted as “\( \lambda \)” which controls the evolution rate of the population was set \( F = 1.5 \) and the values of the variable \( rand \in [0, 1] \). The crossover constants \( C_{P} \) and \( C_{rm} \) which control the probability that the trial individual will receive the actual individual’s genes were set \( C_{P} = 0.2 \) and \( C_{rm} = 0.1 \), where \( p \) and \( m \) in the notations \( C_{P} \) and \( C_{rm} \) stand for tasks’ positions and modes. Problem instances used in all of the reported experiments are available by e-mail or at http://kpisk.am.gdynia.pl/as/Instances_of_DCSPwCRD/. In order to evaluate the efficiency of the considered algorithms, parameters \( \text{sumC}_{\text{max}} \) and \( \text{AVG sumC}_{\text{max}} \) were introduced. A single value of \( \text{sumC}_{\text{max}} \) was calculated as the total of 54 \( C_{\text{max}} \) values obtained by solving the test set of 54 instances of the problem. To ensure the credibility of results, the test set of 54 instances was solved 10 times, which allowed to calculate \( \text{AVG sumC}_{\text{max}} \) as the average of 10 values of \( \text{sumC}_{\text{max}} \). Such \( \text{AVG sumC}_{\text{max}} \) differs from the average of 266 values of \( \text{sumC}_{\text{max}} \) by only about 0.2%. It was assumed that the deviation of 0.2% from the average of 266 does not prevent the correct evaluation of the results obtained. In the cases when higher precision was required, the test set of 54 instances was solved 100 times, which reduced the deviation to about 0.05%.

In the experiments, we considered the following population sizes: \( X_{p} = \{10, 20, 50, 100, 200, 300, 400, 500, 600, 1000, 1500\} \), and the number of the fitness function evaluations \( \# ev \) available for the algorithms to yield a solution to the problem was set to \( \# ev = 720000 \).

All tests were carried out on a PC under 64-bit operating system Windows 7 Enterprise with Intel(R) Core(TM) i5-2300 CPU @ 2.80 GHz 3.00GHz, RAM 4GB compiled with aid of Borland Turbo Delphi for Win32. When the number of fitness function evaluations was set to 720000, mean time required by the \( \text{DEAd}^{nd} \) to find a solution for the problem sizes 10x2 and 10x3 for all discretization levels was approximately 2 – 3s and for the problem size 20x2 for all discretization levels approximately 5 – 6s. The total time taken by the \( \text{DEAd}^{nd} \) to process all 54 instances was approximately 206s.

A. EXPERIMENT RESULTS

Below we present graphical results obtained during our tests with the proposed IBDEAxr and its constituent parts, such as DE algorithm with decloning (\( \text{DEAd}^{d} \)), and Small and Large Island Removal Procedures (\( \text{SIRP} \) and \( \text{LIRP} \) respectively). In these graphs, the quality of solutions is represented by the values of parameter \( \text{AVG sumC}_{\text{max}} \) (the details of \( \text{AVG sumC}_{\text{max}} \) calculation are provided above in Section 5). The quality of solutions is inversely related to the value of \( \text{AVG sumC}_{\text{max}} \), i.e. the smaller the value of \( \text{AVG sumC}_{\text{max}} \), the higher the quality of the solutions found.

Fig. 1 shows curves of \( \text{AVG sumC}_{\text{max}} \), an average of total fitness of 54 test instances of the test problem, obtained for all tested population sizes. The red dashed line in it, marked with IBDEAxr, shows a hypothetical nearly ideal efficiency curve of the \( \text{DEAd}^{d} \). As it can be seen from Fig. 1, no single curve from this collection can completely retrace such curve, regardless of the size of the population on which \( \text{DEAd}^{d} \) would operate. At most, if at all, only a part of the curve can be retraced. Fig. 2 shows the same nearly ideal curve, however, composed of multiple segments obtained by Small Island Removal Procedure (\( \text{SIRP} \)). Fig. 3(a) and (b) show difference \( d_{k} \) between islands of sizes 600 and 1000 and the linear trend lines based on 10%-max\_#ev points preceding points \{70%, 80%, 90\%-max\_#ev\}. The detailed view of the trend lines is shown in Fig. 3(b). Similarly, Fig. 4(a) and (b) show difference \( d_{k} \) between islands of sizes 1500 and 1500 and the linear trend lines based on 10%-max\_#ev points preceding points \{60%, 70\%-max\_#ev\}.

---

**Figure 1.** AVG \( \text{sumC}_{\text{max}} \) yielded by the \( \text{DEAd}^{d} \) for different population sizes and by IBDEAxr w.r.t. \#ev.

**Figure 2.** A \( \text{min}_{x_{\text{ev}}} \) curve showing relative error of \( x_{\text{ev}} \) minima (AVG \( \text{sumC}_{\text{max}} \)) w.r.t. AVG \( \text{sumC}_{\text{max}} \) - the best value of AVG \( \text{sumC}_{\text{max}} \) across all \( x_{\text{ev}} \).
Figures 4(a) and (b) also illustrate the process of removal of ineffective islands from the archipelago, which were islands of sizes 1000 and 1500. The island of size 1500 was removed after the DEA carried out 70% of max#ev. It took more time, namely 90% of max#ev, to remove island of size 1000. This way IBDEA gradually reduced the number of processing units from 11 at the beginning to 1 after 90% of max#ev have been carried out. For the last 10% of max#ev, the algorithm was operating on one island of population of size 600. Figure 5 illustrates how the number of operating islands and the size of the total population have changed over time.

It also makes the efficiency of multi-size island-based algorithms independent of the particular islands' size and practically eliminates the need of tuning the size of islands which is usually done in the case of the canonical island model. This ability makes it possible to release the computational unit earlier, in the case of concurrent execution of the algorithm on multiple computational units, or to shorten the algorithm's execution time, in the case of its execution on a single computational unit. The proposed algorithm was tested by solving computationally difficult scheduling problem, which is the discrete-continuous scheduling with continuous resource discretization. The experiment proved the ability to reduce the number of processing units. It reduced the number of islands from 11 at the beginning to 1 after 90% of given number of fitness function evaluations (max#ev) have...
been carried out. For the last 10%-max_#ev, the algorithm was operating only on one island.

![Figure 5. An example of reducing the number of islands in operation and the size of the total population by IBDEAndXr for the case K = 11, Xr = (10, 20, 50, 100, 200, 300, 400, 500, 600, 1000, 1500).](image)

In addition to the above-described experiment with removal of ineffective islands, tests were carried out in order to show the effect of applying the multi-size island model without migration on the efficiency of the standard DE algorithm. For this purpose, the standard DE algorithm proposed by Storn and Price in [9] was implemented and experimentally tested. This algorithm is described in subsection IV.A.3 as "Algorithm 2: DEAAnd." DEAAnd was used as a search algorithm to construct a multi-size island-based algorithm without migration - IBDEAndXr, consisting of K = 8 islands, with population sizes Xr = [10, 20, 50, 100, 200, 600, 1000, 1500]. The results of the experiments are presented in Fig. 6. In this figure, the solid colored curves show the dynamics of the fitness function on the particular islands, and the red dashed line shows the dynamics of the resulting fitness function curve of the solutions found by IBDEAndXr. Comparing the curves in Fig. 1 and Fig. 6, it can be seen how unfavorably for DEAAnd, w.r.t. DEAAnd, differ the curves corresponding to populations with smaller sizes Xr = [10, 20, 50]. On the other hand, the resulting IBDEAndXr curve is practically as good as the IBDEAndXr’s curve in Fig. 1. This fact shows that owing to the multi-size island model, IBDEAndXr is able to find very good solutions and demonstrate good dynamics of the fitness function, despite the poorer quality of solutions on some islands.

![Figure 6. AVG sumCmax yielded by the DEAAnd for different population sizes and by IBDEAndXr w.r.t. #ev.](image)

**CONCLUSION**

The paper proposes a multi-size island-based DE algorithm with decloning, without migration, and with removal of ineffective islands. The algorithm denoted as IBDEAndXr implements a novel concept of multi-size island model which facilitates the design of island-based algorithms and brings such benefits as: improved fitness dynamics throughout the entire time of operation even without the migration of solutions between the islands. The absence of migration, which eliminates the need to establish the topology and the policy of migration. The proposed IBDEAndXr enhances its predecessor - a multi-size island-based DE algorithm IBDEAndXr, proposed in [1], with the ability to optimize the number of islands by removing ineffective ones.

Future research will involve validating the multi-size island approach using a wider spectrum of computationally hard optimization problems and implementing and validating the multi-size islands framework using different types of population-based algorithms.
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