Semantic segmentation has achieved significant advances in recent years. While deep neural networks perform semantic segmentation well, their success rely on pixel level supervision which is expensive and time-consuming. Further, training using data from one domain may not generalize well to data from a new domain due to a domain gap between data distributions in the different domains. This domain gap is particularly evident in aerial images where visual appearance depends on the type of environment imaged, season, weather, and time of day when the environment is imaged. Subsequently, this distribution gap leads to severe accuracy loss when using a pretrained segmentation model to analyze new data with different characteristics. In this paper, we propose a novel unsupervised domain adaptation framework to address domain shift in the context of aerial semantic image segmentation. To this end, we solve the problem of domain shift by learn the soft label distribution difference between the source and target domains. Further, we also apply entropy minimization on the target domain to produce high-confident prediction rather than using high-confident prediction by pseudo-labeling. We demonstrate the effectiveness of our domain adaptation framework using the challenge image segmentation dataset of ISPRS, and show improvement over state-of-the-art methods in terms of various metrics.

1. INTRODUCTION

Semantic segmentation is a core image analysis operation where each pixel is assigned a semantic label attributing it to a certain object. In practice, semantic image segmentation normally serves as high-level pre-processing step to support complete scene understanding. In the context of remote sensing, semantic image segmentation is viewed as pixel-wise classification and has been widely studied in a variety of potential applications concerning aerial images, such as monitoring and planning urban areas, disaster detection, and fast emergency response. The growing use of Unmanned Aerial Vehicles (UAVs) increase the need for semantic segmentation of high resolution images to support automatic monitoring of inhabited areas.

CNN-based fully-supervised approaches have achieved remarkable progress in semantic segmentation on datasets such as Cityscapes [11] and PASCAL VOC-2012 [2]. In practice, given sufficient labeled data, training a state-of-the-art network can easily achieve an accuracy over 80% [3]. This high accuracy, however, requires a large labeled dataset for the target domain.

Producing dense pixel-level annotations for real-world datasets is extremely costly and requires an enormous amount of manual work. For example, the annotation of a single Cityscapes image takes nearly 90 minutes on average [4]. Using a small training set results in poor generalization from training/source data to test/target data when samples of the target domain have different characteristics. One straightforward way to address this challenge is to apply weakly and semi-supervised methods [5, 6], where only a small subset of the data is annotated, or where only weak supervision is provided. The application of such approaches may still require time-consuming labeling and weak annotation may be hard to obtain for most real-world applications. Thus, there is a need for efficient ways to address semi-supervised or unsupervised domain adaptation that require a small subset of target domain labeled data or even no target domain labeled data. In this work, we focus on unsupervised domain adaptation.

Unsupervised domain adaptation (UDA) aims at learning a target domain model from a well performing source model. UDA tends to reduce or remove cross-domain shift between the source and target domains by learning a mapping function between them. Most recent UDA methods address this cross-domain shift through minimizing the distribution difference between intermediate features or final outputs of the two domains. Some approaches [7, 8, 9] use maximum mean discrepancies (MMD) or adversarial training [10, 11, 12, 13] to solve UDA, while other methods apply self-training [14, 15] to produce pseudo labels, or apply generative networks [16, 17, 18, 19] to generate target data. Semi-supervised learning solves a problem related to domain adaptation and many of its strategies can be used to address domain adaptation, such as self-training, and entropy minimization [13, 15].
In this work, we propose a new framework for domain adaptation of semantic segmentation in aerial images. An overview of the proposed network is shown in Figure 1 and is detailed in Section 3. Our approach involves two strategies: First, we employ entropy minimization to UDA following an observation that models trained on labeled source domain and unlabeled target domain tend to get over-confident/low-entropy and under-confident/high-entropy results, respectively [13]. Thus, to address this we use entropy minimization on the target domain to reduce its entropy. Second, following an assumption that the data distribution for each class should be the same when applying domain adaptation, we use the Kullback-Leibler divergence (KL-divergence) [20] to address the class-wise distribution difference between the source and target domains, instead of attempting to align pixel-level feature distributions. To the best of our knowledge, we are the first to apply class-wise distribution alignment to address domain adaptation in semantic segmentation.

The key contributions of this paper are as follows:

- We propose a simple yet effective end-to-end approach. In contrast to common methods, which are adversarial and are known to be difficult to train [21], the proposed method is not adversarial.

- We employ entropy minimization to improve low-confidence predictions on the target domain for semantic segmentation of aerial images.

- We propose aligning class-wise distributions of source and target domains using KL-divergence loss to support appearance differences between the source and target domains.

- We demonstrate that our approach is able to mitigate domain shift between source and target domains and surpass state-of-the-art methods when evaluated on a standard ISPRS segmentation challenge dataset.

2. RELATED WORK

This section summarizes related work for domain adaptation in semantic segmentation. The domain adaptation approach we propose in this paper is non-generative and combines ideas from both unsupervised and self-supervised approaches. Subsequently, we review unsupervised domain adaptation (both non-generative and generative) and self-supervised domain adaptation approaches. Relevant approaches in this review are used for comparison in the experimental evaluation section. To the best of our knowledge, we are the first to apply entropy based UDA for semantic segmentation.

2.1. Unsupervised domain adaptation.

Domain adaptation aims at helping a trained model better generalize to unseen test data. Numerous unsupervised domain adaptation (UDA) methods [8] [22] [9] [23] [24] for image classification and detection have been proposed to address domain shift between labeled source and unlabeled target domains. The main idea behind current approaches is to minimize distribution discrepancy between source and target data. The main approaches for tackling this distribution discrepancy can be classified as global distribution alignment, and class-wise or conditional distribution alignment. Recent work include maximum mean discrepancies (MMD) [8] [9], adversarial training [11] [12] [13], or self-training with pseudo labels [14] [15]. Most of existing UDA methods are adversarial.
2.2. Non-Generative UDA for semantic segmentation.

Recent work concerning UDA for semantic segmentation use synthetic data as the source domain (e.g., SYNTHIA [25]). Adversarial training is the most common method for UDA for semantic segmentation. It uses two networks. One network aims to predict the segmentation map for labeled training data from either the source domain or target domain, while the other network is used to align feature distribution between the two domains taken from the segmentation network in an adversarial manner. The first unsupervised domain adaptation method for transferring semantic segmentation across image domains was proposed by Hoffman et al. [10], where they use global and category specific adaptation techniques to combine global and local alignment methods. Chen et al. [26] propose a similar approach to perform global and class-wise adaptation, and use adversarial learning for assigning pseudo labels to achieve joint global and class-wise adaptation of segments.

In [27], adversarial training is used to adapt from synthetic to real urban scenes by using spatial-aware adaptation loss along with a distillation loss. In this approach, feature maps are divided into multiple grids and a MMD loss is calculated in each grid cell. Hong et al. [28] propose a principled approach to model the residual in the feature space between the source and target domains while maintaining their semantic spatial layouts. Similarly, Tsai et al. [12] propose an adversarial learning approach to benefit from spatial similarities between the source and target domains, while performing domain adaptation at different feature levels. Vu et al. [13] propose an adversarial entropy minimization approach to address domain shift between source and target domains with loss based on the entropy of pixel-wise predictions. Their work involves two complementary methods using an entropy loss and an adversarial loss. Considering the fact that the gradient of the entropy is biased towards samples that are easy to transfer, a similar approach [29] replaces the entropy loss with a maximum squares loss.

2.3. Generative UDA for semantic segmentation.

Generative networks can be used for domain adaptation in semantic segmentation by conditioning target images on the source domain. Hoffman et al. [10] use a Cycle-Consistent Adversarial Domain Adaptation (CyDADA) model to perform both pixel-level adaptation and feature-level representation adaptation. They use the CycleGAN [30] network to produce a target image conditioned on a source image. To preserve spatial structures and semantic information, Wu et al. [17] perform channel-wise feature alignment in both an image generator and a segmentation network. The generator produces samples from the target domain with content from the source domain while maintaining the style of the target domain. Li et al. [15] propose a bidirectional learning framework to alternate learning image translation using CycleGAN. Similarly, the authors in [18] and [19] employ CycleGAN based image translation to translate the target domain to the source domain and increase the ability of the model to work on the new target domain.

2.4. Self-supervised DA for semantic segmentation.

Another category of approaches addressing UDA involves self-training. The core idea is to generate pseudo labels for unlabeled target domain data using an ensemble of previous models. Zou et al. [14] propose an iterative self-training (ST) procedure to generate pseudo labels for target data and use them to retrain the model. Class balancing is used to avoid gradual dominance, and spatial priors are used to refine the generated labels. In [15], self-training is employed to learn a better segmentation model and in return improve an image translation model.

Entropy minimization was shown to be useful for addressing semi-supervised learning problems [31] [32], and was used to solve domain adaptation for classification [9] and semantic segmentation of natural images [13].

3. PROPOSED APPROACH

In this section, we present the proposed framework of domain adaptation for semantic segmentation in aerial images, where we use a combination of entropy minimization and soft class-wise distribution alignment.

3.1. Supervised semantic segmentation

Our domain adaptation approach relies on a single segmentation adaptation network. An overview of the proposed model is provided in Figure [1].

The model is first learned on the source domain using a supervised segmentation loss. We denote the labeled source domain as \( D_s = \{(x_s, y_s)|x_s \in R^{H \times W \times 3}, y_s \in (1, C)^{H \times W}\} \), where each sample is an \( H \times W \) color image which is associated with a ground-truth \( C \)-class segmentation map. Each entry \( y_{s,i}^{t,j} \) takes a class label from a finite set \( \{1, 2, ..., C\} \) or a one-hot vector \( [y_{s,i}^{t,j}]_c \). Similarly, we denote the unlabeled target domain using \( D_t = \{(x_t)|x_t \in R^{H \times W \times 3}\} \). We forward the source image \( x_s \) to a semantic segmentation network \( F \). The network output is a segmentation map \( F(x_s) \) with dimension \( H \times W \times C \). After passing through a softmax layer, we predict the segmentation softmax output \( P_{x_s} = [P_{x_s}^{t,j,c}]_{i,j,c} = \text{softmax}(F(x_s)) \), where each \( C \)-dimensional vector is normalized by the softmax to represent a discrete distribution over classes. The model \( F \) is trained on source data in a supervised manner using the categorical cross entropy loss:

\[
\mathcal{L}_{ce}(x_s, y_s) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{C} y_{s,i}^{t,j} \log P_{x_s}^{t,j,c} \tag{1}
\]

where \( N = H \times W \) is the total number of pixels in an image.
3.2. Entropy minimization

In our UDA approach, the target domain is unlabeled, and so supervised learning based on the source domain may result in producing over-confident predictions for source samples, and under-confident predictions for target examples. To improve the test performance on target data, we could use a self-supervised-learning (SSL) method to select target pixel predictions with sufficient confidence and use them as pseudo labels for target samples during training. Specifically, based on the prediction probability produced for the target domain, we could use SSL to obtain pseudo labels \( \hat{y}_t \) with high confidence, using a fixed or scheduled threshold. The categorical cross entropy loss on target predictions using these pseudo labels is given by:

\[
L_{ce}(x_t, \hat{y}_t) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{C} \hat{y}_t^{(i,j)} \log P_x^{(i,j)}
\]  \hspace{1cm} (2)

In contrast to SSL, where a threshold needs to be selected for hard assignment, in the proposed approach we use soft assignment. Specifically, we use the entropy minimization method of [13] to constrain the model to directly produce high confidence predictions, by minimizing the Shannon entropy [33] of target domain predictions.

To produce target domain predictions with high-confidence/soft assignment, we minimize the entropy loss \( L_{ent} \) of [13] which is given by:

\[
L_{ent}(x_t) = -\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\log(C)} \sum_{j=1}^{C} P_x^{(i,j)} \log P_x^{(i,j)}
\]  \hspace{1cm} (3)

By comparing \( L_{ent}(x_t) \) and \( L_{ce}(x_t, \hat{y}_t) \), we observe that these two loss terms are nearly equivalent except that \( L_{ent}(x_t) \) is a soft-assignment version of \( L_{ce}(x_t, \hat{y}_t) \). Using a soft assignment in the proposed approach avoids the need for threshold selection in SSL which may be unstable.

3.3. Learning soft label distribution

By applying entropy minimization, the proposed approach is able to produce low-entropy when trained on unlabeled target data. However, there may still be a distribution difference between the source and target domains. To address this, we employ a method for class-wise distribution alignment. The approach is illustrated in algorithm [1].

**Algorithm 1: Class-wise distribution alignment between source and target data**

1. Generate the number of classes \( C \)-dimensional logits/soft-segmentation maps \( F(x_s) \) and \( F(x_t) \).
2. Produce probability maps \( P_{x_s} \) and \( P_{x_t} \) using softmax.
3. In each channel, add all the values to produce \( C \)-dimensional soft count vectors \( [P_{x_s}^c] \) and \( [P_{x_t}^c] \).
4. Normalize \( [P_{x_s}^c] \) and \( [P_{x_t}^c] \) to produce class-wise data distributions \( \hat{P}_{x_s} \) and \( \hat{P}_{x_t} \) for both domains.
5. Minimize the loss \( \mathcal{L}_{dist}(x_s, x_t) \) in equation (4) through back-propagation to align class-wise distribution.

After obtaining the soft class-wise distributions \( \hat{P}_{x_s} \) and \( \hat{P}_{x_t} \) for the source and target domains respectively, we compute the KL-divergence loss to measure the distance between the two distributions:

\[
\mathcal{L}_{dist}(x_s, x_t) = -\frac{1}{C} \sum_{c=1}^{C} \hat{P}_{x_s}^c \log \frac{\hat{P}_{x_s}^c}{\hat{P}_{x_t}^c}
\]

We add this loss term to the combined network loss and so force the source and target distributions to be similar.

3.4. Objective function for UDA in aerial images

During training, the model is learned by jointly minimizing the supervised segmentation loss \( \mathcal{L}_{seg} \) on source data, the entropy loss \( \mathcal{L}_{ent} \) on target data, and the distribution similarity loss \( \mathcal{L}_{dist} \). The overall loss function for UDA of semantic segmentation is given by:

\[
\mathcal{L} = \min_{\theta_F} \left[ \frac{1}{|D_s|} \sum_{x_s} \mathcal{L}_{seg}(x_s, y_s) + \frac{\lambda_1}{|D_t|} \sum_{x_t} \mathcal{L}_{ent}(x_t) + \frac{\lambda_2}{|D_t|} \sum_{(x_s, x_t)} \mathcal{L}_{dist}(x_s, x_t) \right]
\]

where \( D \) denotes \( \min(|D_s|, |D_t|) \), and \( \lambda_1, \lambda_2 \) control the tradeoff among the three loss terms.

3.5. Network architecture and training

In this section, we combine the components described above. The network architecture is illustrated in Figure [1].

3.5.1. Segmentation network architecture.

To obtain high-quality segmentation results, it is critical to choose a strong baseline model. In this work, we use
Deeplab-V2 [34] with a pretrained ResNet-101 [35] model as the base semantic segmentation network $F$. Similar to several recent works on UDA [12, 13], we remove the multi-scale fusion strategy due to limited memory, and remove the last classification layer which is of no need for our problem. To better capture the scene context, we apply Atrous Spatial Pyramid Pooling (ASPP) [34] as the final classifier after the last layer. Following the setting in [34], the sampling rates are set to $\{6, 12, 18, 24\}$. We also change the strides of the last layers $\text{conv}^4$ and $\text{conv}^5$ using dilated convolution layers to enlarge the receptive field. Finally, an up-sampling layer is applied to match the size of the input. The segmentation outputs of source and target inputs are passed to the three loss terms.

### 3.5.2. Network training.

To train the model, we first process the source input to optimize the segmentation network using $L_{seg}$ and output the segmentation prediction $P_{zx}$. Likewise, we generate the output $P_{xt}$ for the target input, and pass it to optimize $L_{ent}$. Finally, after calculating the soft counts per class for $P_{zx}$ along with $P_{xt}$, we obtain $\hat{P}_{sx}$ and $\hat{P}_{tx}$ which are passed to optimize $L_{dist}$.

We use the Pytorch deep learning framework [36] to implement our network on two NVIDIA-SMI GPU with 16 GB memory in total. We use a Stochastic Gradient Descent [37] optimizer with momentum of 0.9 and a weight decay of $10^{-4}$ to train the model. The initial learning rate is set to 0.001 and decayed using the polynomial decay schedule of [35]. The input size for the source and target domains is given by $512 \times 512$, and the batch size is set as 2. The two loss weight factors $\lambda_1$ and $\lambda_2$ are set to 0.001 and 0.1, respectively.

### 4. EXPERIMENTS

In this section, we present experimental results using several evaluation metrics. We evaluate the proposed approach and compare it to known approaches using standard evaluation datasets.

#### 4.1. Datasets

To evaluate the proposed method, we follow a common evaluation procedure as described in [18, 19]. To strengthen this evaluation procedure we add an additional task of adapting from the target set into the source set (in addition to adapting from the source set to the target set). We use the ISPRS (WGII/4) 2D semantic segmentation benchmark dataset [38], which is part of the ISPRS 2D semantic labeling challenge. We are specifically interested in aerial image segmentation with its unique challenges stemming from appearance differences due to sensors, seasonal changes, illumination changes, and other natural phenomena, and which are represented well in this dataset.

Following the standard evaluation procedure we use two cities, Potsdam and Vaihingen, as our source and target domains respectively. We use images from the original digital surface model (DSM) for our domain adaptation task. The resolution in these datasets, while high, does not match. Potsdam has a resolution of 5cm per pixel whereas Vaihingen has a resolution of 7cm per pixel. This resolution difference contributes to one aspect of domain shift between the Potsdam source and Vaihingen target datasets. As stated in [19], this set has two more domain shift factors having to do with sensor variation and variation of class representations. As stated earlier, in addition to the standard evaluation where we use Potsdam and Vaihingen as source and target domains respectively, we conduct an additional evaluation where we reverse their roles. This in essence doubles our evaluation set.

Each pixel in each image is annotated with one of six classes of ground truth objects: building, tree, low vegetation, car, clutter/background, and impervious surfaces. The Potsdam dataset contains 38 TOP images of size $6000 \times 6000$, whereas the Vaihingen dataset contains 33 TOP images of the same size. Following the split criterion in [18, 19], each image is divided into several squares of size 512 by 512 for both training and testing. 32 images of the Potsdam dataset are used for training and the remaining six are used for testing. In the Vaihingen dataset 27 out of 33 images are used for training and the remaining 6 for testing. Several examples from the source domain (Potsdam) and the target domain (Vaihingen) are shown in Figure 2. The distribution of pixels

![Fig. 2. Example images from the Potsdam and Vaihingen datasets.](image-url)
Table 1. Evaluation results using the Vaihingen target domain. The symbol ∗ indicates data not provided in reference paper. DBDA is the proposed approach and DBDA† is a variant of the proposed approach provided for ablation study.

| Category          | Method                  | Average Accuracy | Precision | Recall | F1-score | IoU   |
|-------------------|-------------------------|------------------|-----------|--------|----------|-------|
| Baseline approaches | Source-only             | 0.471            | 0.414     | 0.471  | 0.316    | 0.214 |
|                   | FCNs in wild [10]       | 0.486            | *         | *      | *        | 0.309 |
|                   | AUDA [18]               | 0.520            | 0.540     | 0.520  | 0.490    | 0.300 |
|                   | DUDA [19]               | 0.588            | *         | *      | *        | 0.349 |
|                   | AdvEnt [13]             | 0.308            | 0.333     | 0.308  | 0.202    | 0.129 |
|                   | MinEnt [13]             | 0.329            | 0.383     | 0.329  | 0.236    | 0.237 |
| Proposed approach | DBDA†                   | 0.554            | 0.546     | 0.554  | 0.510    | 0.367 |
|                   | DBDA                   | 0.591            | 0.568     | 0.591  | 0.539    | 0.393 |

over the six classes is presented in [19], where it is shown that the class distributions for the two domains are matched well. The class distribution in each dataset is not balanced.

4.2. Evaluation metrics

To evaluate the proposed method, we use five commonly used metrics following baseline methods [19,18]: accuracy, recall, precision, F1-score, and Intersection over Union (IoU). The metrics are calculated with true positive (TP), false positive (FP), true negative (TN), and false negative (FN). For semantic segmentation, TP and TN measure the number of pixels correctly predicted, whereas FP and FN measure the number of pixels incorrectly predicted. Since we have six different classes, the metrics are calculated as the mean value over the values calculated for all classes separately.

4.3. Results

In this section, we report experimental results of our proposed distribution-based domain adaptation approach (DBDA) and compare it with different baseline approaches. We show that the proposed DBDA approach improves on state-of-the-art performance when evaluated on the ISPRS aerial benchmark. The baseline methods we compare with include: Source-only, a method trained on only the source domain (without domain adaptation) using the segmentation network of Deeplab-V2 (ResNet-101 which is used a backbone for all baseline methods to make the comparison fair); FCNs in wild [10], a domain adaptation method for semantic segmentation; AUDA [18], an unsupervised domain adaptation approach for semantic segmentation of aerial images; DUDA [19], another domain adaptation algorithm for semantic segmentation of aerial images; AdvEnt [13], an adversarial domain adaptation approach which directly minimizes the entropy between the target and source domains; and MinEnt [13] which uses entropy loss to directly maximize the prediction certainty in the target domain.

In addition, we test a variation of our proposed DBDA network termed DBDA† in which we remove the entropy loss of the target domain to verify the effectiveness of the entropy loss in our approach. Among these methods, FCNs in wild, AUDA, AdvEnt, and DUDA are all adversarial learning methods.

Table 1 presents the evaluation results of semantic segmentation on the Vaihingen test data in terms of the five measures: mean accuracy, precision, recall, F1-score and IoU. As can be observed, our proposed DBDA† approach, obtains better performance compared with the baseline approaches in almost all measures (including the source-only approach which does not perform domain adaptation). It validates the advantage of using class-wise distribution alignment to force the target domain to have similar class-wise data distribution as the source domain, which addresses domain shift between the two domains. By adding the minimum entropy component to the proposed approach we observe that the proposed DBDA approach surpasses all other methods. This demonstrates that our proposed method addresses the issue of domain shift and guarantees high prediction certainty on target data. In addition, our method does not involve any adversarial training as used for image translation in AUDA [18] and DUDA [19], and so is easier to train.

The poor performance of AdvEnt on the test set demonstrates that using adversarial training to adapt domain shift may not work well on aerial data where there are large difference of appearance between the different domains. The poor performance of MinEnt on the test set indicates that domain discrepancy remains high even though the prediction certainty is maximized in the target domain.

To further demonstrate the effectiveness of our method, we perform an additional evaluation where we reverse the role of the source and target domains. In this additional evaluation we use Vaihingen as source and Potsdam as target. Table 2 shows the evaluation performance. As can be observed in the table, the proposed DBDA approach outperforms the baseline methods in all metrics. This demonstrates again that the proposed approach effectively addresses domain shift between the two domains. We also observe that AdvEnt and MinEnt
show better performance than DUDA for most metrics, which validates the usage of entropy minimization to achieve high prediction certainty in the target domain.

Given that IoU is the most common measure used to evaluate semantic segmentation, we measure per class IoU performance of the proposed approach and the compared methods. The results are provided in Table 3. As shown in the table, the proposed DBDA† approach gets improvements on almost every class, which demonstrates that DBDA† is able to reduce domain shift between the two domains. Our full DBDA model with the addition of a minimum entropy loss outperforms all compared approaches on all classes, thus improving on the known state-of-the-art in this area.

5. CONCLUSION

In this paper, we address the problem of domain adaptation for semantic segmentation of aerial images using entropy minimization and class-wise distribution alignment. Our approach improves on the known state-of-the-art performance, and is shown to be efficient in addressing domain shift on a challenging aerial dataset. We demonstrate the benefit of applying soft class-wise distribution alignment which results in improved performance compared with existing work. The combination of class-wise distribution alignment and entropy minimization further improves the performance of the proposed approach. In future work, we plan to extend this work to include semi-supervised learning scenarios where a small set of labeled data is available.
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