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Background: State-of-the-art multi-reference energy density functional (MR-EDF) calculations require the computation of norm overlaps between different Bogoliubov quasiparticle many-body states. It is only recently that the efficient and unambiguous calculation of such norm kernels has become available under the form of Pfaffians [L. M. Robledo, Phys. Rev. C79, 021302 (2009)]. Recently developed particle-number-restored Bogoliubov coupled-cluster (PNR-BCC) and particle-number-restored many-body perturbation (PNR-BMBPT) ab initio theories [T. Duguet and A. Signoracci, J. Phys. G44, 015103 (2017)] make use of generalized norm kernels incorporating explicit many-body correlations. In PNR-BCC and PNR-BMBPT, the Bogoliubov states involved in the norm kernels differ specifically via a global gauge rotation.

Purpose: The goal of this work is three-fold. We wish (i) to propose and implement an alternative to the Pfaffian method to compute unambiguously the norm overlap between arbitrary Bogoliubov quasiparticle states, (ii) to extend the first point to explicitly correlated norm kernels, and (iii) to scrutinize the analytical content of the correlated norm kernels employed in PNR-BMBPT. Point (i) constitutes the purpose of the present paper while points (ii) and (iii) are addressed in a forthcoming companion paper.

Methods: We generalize the method used in [T. Duguet and A. Signoracci, J. Phys. G44, 015103 (2017)] in such a way that it is applicable to kernels involving arbitrary pairs of Bogoliubov states. The formalism is presently explicit in detail in the case of the uncorrelated overlap between arbitrary Bogoliubov states. The power of the method is numerically illustrated and benchmarked against known results on the basis of toy models of increasing complexity.

Results: The norm overlap between arbitrary Bogoliubov product states is obtained under a closed-form expression allowing its computation without any phase ambiguity. The formula is physically intuitive, accurate and versatile. It equally applies to norm overlaps between Bogoliubov states of even or odd number parity. Numerical applications illustrate these features and provide a transparent representation of the content of the norm overlaps.

Conclusions: The complex norm overlap between arbitrary Bogoliubov states is computed, without any phase ambiguity, via elementary linear algebra operations. The method can be used in any configuration mixing of orthogonal and non-orthogonal product states. Furthermore, the closed-form expression extends naturally to correlated overlaps at play in PNR-BCC and PNR-BMBPT. As such, the straight overlap between Bogoliubov states is the zeroth-order reduction of more involved norm kernels to be studied in a forthcoming paper.

I. INTRODUCTION

In the vast majority of methods, the A-body Schrödinger equation is (approximately) solved by representing it on a (truncated) orthonormal basis of the A-body Hilbert space $\mathcal{H}_A$. Some approaches, however, represent the A-body Schrödinger equation on a finite-dimensional set of non-orthogonal states of $\mathcal{H}_A$. The set in question may even exceed $\mathcal{H}_A$ by employing states mixing vectors belonging to Hilbert spaces associated with different particle numbers, i.e. states that are genuine vectors of Fock space $\mathcal{F}$. This is for instance the case of the generator coordinate method with/without symmetry restoration that underlines state-of-the-art multi-reference energy density functional (MR-EDF) calculations [1-4]. In this method, an (effective) Hamilton operator is diagonalized within a manifold of non-orthogonal Bogoliubov product states such that the secular equation to be solved requires the evaluation of the norm matrix constructed from overlaps between all members of the manifold.

The evaluation of the overlap between two non-orthogonal product states has a long history. The overlap between two non-orthogonal A-body Slater determinants poses no problem and has long been known to be computable as a determinant [5]. Contrarily, it is only recently that the efficient and unambiguous calculation of the overlap between two arbitrary Bogoliubov quasiparticle states has become available as the Pfaffian of a skew-symmetric matrix [6,7]. As of right now, this is the most general and efficient method available to MR-EDF practitioners.

It so happens that the recently developed particle-number-restored Bogoliubov coupled-cluster (PNR-BCC) and particle-number-restored many-body perturbation (PNR-BMBPT) theories [9] also build on a man-
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ifold of non-orthogonal Bogoliubov states. These formalisms involve norm kernels that are more general that the straight overlap between the non-orthogonal Bogoliubov states at play. The norm kernels explicitly incorporate many-body correlations and reduce to the mere overlap between two non-orthogonal Bogoliubov states whenever such correlations are omitted. These more general norm kernels are thus presently denoted as correlated norm kernels whereas straight overlaps between Bogoliubov vacua are characterized as uncorrelated norm kernels.

In this context, our objective is to derive and test a closed-form expression of norm kernels (i) providing an alternative to the Pfaffian method for the overlap between arbitrary Bogoliubov quasiparticle states and (ii) naturally extending to the computation of correlated norm kernels. After deriving the closed-form formula for generic norm kernels, the present paper focuses on its analytical explicitation and on its numerical implementation in the particular case of uncorrelated kernels. The analytical examination and the numerical testing of correlated norm kernels appearing within the frame of PNR-BMBPT are left to a forthcoming companion paper [10].

The present paper is organized as follows. In Sec. II the closed-form formula is derived by generalizing the method used in Ref. [9]. Section III is dedicated to the formal implementation of the master formula in the particular case of uncorrelated kernels. Following the formal set up, Sec. IV proposes numerical illustrations of the validity and the versatility of the presently-proposed formula on the basis of toy models of increasing complexity. Section V discusses more specifically how the calculation of uncorrelated norm kernels enters typical generator coordinate method and symmetry restoration calculations. Eventually, conclusions are given in Sec. VI. Three appendices provide relevant technical details.

II. GENERAL FORMALISM

A. Many-body problem

Let us consider a $A$-body fermionic system governed by the Hamiltonian $H$ to which is associated the grand potential $\Omega = H - \lambda A$, where $\lambda$ is the chemical potential and $A$ the particle-number operator. Energy eigenstates are solution of

\begin{align}
H\Psi_k^A &= E_k^A \Psi_k^A, \\
\Omega \Psi_k^A &= \Omega_k^A \Psi_k^A,
\end{align}

with $\Omega_k^A = E_k^A - \lambda A$. Given a set of single-particle creation and annihilation operators $\{c_k; c_k^\dagger\}$ associated with an arbitrary basis of the one-body Hilbert space $H_1$, the Hamiltonian reads as

\begin{equation}
H \equiv \frac{1}{(2\lambda)^2} \sum_{pq} t_{pq} c_p^\dagger c_q + \frac{1}{(2\lambda)^2} \sum_{pqr} \bar{v}_{pqr} c_p^\dagger c_q c_r c_r, \quad (2)
\end{equation}

where antisymmetric matrix elements of the two-body interaction are implied.

B. Multi-reference set

The situation of typical interest relies on the use of a manifold of $N_{\text{set}}$ Bogoliubov product states of identical number parity \cite{1}

\begin{equation}
\mathcal{M} \equiv \{ |\Phi_1\rangle, \ldots, |\Phi_{N_{\text{set}}}\rangle \},
\end{equation}

employed in a method designed to solve Eq. \ref{eq:master}. Below, we employ two generic states $|\Phi\rangle$ and $|\Phi\rangle$ to denote any pair of states belonging to $\mathcal{M}$.

C. Purpose of the study

Our most general goal is to compute the norm kernel

\begin{equation}
\mathcal{N}(\tau) \equiv \frac{\langle \Psi(\tau) | \Phi \rangle}{\langle \Psi(\tau) | \Phi \rangle},
\end{equation}

where

\begin{align}
|\Psi(\tau)\rangle &\equiv e^{-\tau \Omega} |\Phi\rangle, \\
|\Phi\rangle &\equiv e^{iS} |\Phi\rangle,
\end{align}

with $S$ a general one-body hermitian operator acting on Fock space

\begin{equation}
S \equiv s^{00} + s^{11} + s^{20} + s^{02}
\end{equation}

\begin{equation}
= s^{00} + \sum_{pq} s_{pq}^{11} c_p^\dagger c_q + \frac{1}{2} \sum_{pq} \left( s_{pq}^{20} c_p^\dagger c_q + s_{pq}^{02} c_p c_q \right)
\end{equation}

\begin{equation}
= s^{00} + \frac{1}{2} \text{Tr} (s^{11}) + \frac{1}{2} (c^\dagger c) \begin{pmatrix}
-1 & s^{11} \\
-s^{20} & -s^{11}
\end{pmatrix}
\end{equation}

\begin{equation}
= \begin{pmatrix} c & c^\dagger \end{pmatrix} \begin{pmatrix} -1 & s^{11} \\
-s^{20} & -s^{11}
\end{pmatrix} \begin{pmatrix} c \\
-c^\dagger
\end{pmatrix},
\end{equation}

where annihilation and creation operators are organized in vectors of twice the dimension $N$ of $H_1$. In Eq. (6) $s^{00}$ is

\footnote{The formalism can be extended to a Hamiltonian containing three- and higher-body forces without running into any fundamental problem. Also, one subtracts the center of mass kinetic energy to the Hamiltonian in actual calculations of finite nuclei. As far as the present work is concerned, this simply leads to a re-definition of one- and two-body matrix elements $t_{pq}$ and $v_{pqr}$ in the Hamiltonian without changing any aspect of the many-body formalism that follows.}

\footnote{The approach designed below can be extended to the mixing of states carrying different number parity at the price of considering improper Bogoliubov transformations. For simplicity, we do not consider this case in the present work.}
a real number, $s^{11}$ is a hermitian matrix whereas $s^{02}$ and $s^{20}$ are skew-symmetric matrices satisfying $s^{02} = s^{20\ast}$. These conditions make the matrix

$$s \equiv \begin{pmatrix} s^{11} & s^{20} \\ -s^{02} & s^{11\ast} \end{pmatrix}$$ (7)

to be hermitian.

Strictly speaking, $\mathcal{N}(\tau)$ provides the ratio of the two overlaps computed between state $|\Psi(\tau)\rangle$ and the Bogoliubov states $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$. Presently, we are interested in the case where $|\Psi(\tau)\rangle$ is obtained via the imaginary-time propagation of $|\Phi\rangle$ over the interval $[0, \tau]$; i.e. where $|\Psi(\tau)\rangle$ is expanded around the unperturbed reference state $|\Phi\rangle$. The overlap $\langle \Psi(\tau)|\Phi\rangle$ appearing in the denominator of Eq. $\mathcal{N}(\tau)$ is said to possess a diagonal character in the sense that the same state $|\Phi\rangle$ is used both in the bra and in the ket. Standard many-body methods are implemented on the basis of such diagonal kernels for which intermediate normalization is typically used, i.e. the diagonal overlap is set to one. Alternatively, $\langle \Psi(\tau)|\Phi\rangle$ can be calculated via standard many-body techniques\footnote{Either way, the diagonal overlap $\langle \Psi(\tau)|\Phi\rangle$ reduces to $\langle \Phi|\Phi\rangle = 1$ when many-body correlations are omitted, i.e. when setting $\tau = 0$.} e.g. MBPT [3]. The non-trivial character of $\mathcal{N}(\tau)$ relates to its numerator that uses a different Bogoliubov state in the ket from the one used to expand $\langle \Psi(\tau)|\tilde{\Phi}\rangle$. As long as $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ differ non-trivially, the numerator, and thus $\mathcal{N}(\tau)$ itself, is said to possess an off-diagonal character. Eventually, $\mathcal{N}(\tau)$ is meant to deliver the off-diagonal overlap $\langle \Psi(\tau)|\tilde{\Phi}\rangle$ relative to the known, i.e. already accessible via standard techniques, diagonal overlap $\langle \Psi(\tau)|\Phi\rangle$.

Expressing $|\tilde{\Phi}\rangle$ in terms of $|\Phi\rangle$, Eq. 5b specifies the nature of the unitary transformation linking both Bogoliubov states. Accordingly, $|\tilde{\Phi}\rangle$ is said to be the transformed reference state. As demonstrated later on, the proper transformation over Fock space parameterized by a general hermitian one-body operator $S$ conserving number parity does qualify as a way to represent the unitary connection between two arbitrary Bogoliubov states of identical number parity. The method designed to extract $S$ in the following generalizes previous attempts [11 [12].

Last but not least, let us remark that the time propagation driven by the interacting Hamiltonian $H$ forbids $|\Psi(\tau)\rangle$ to retain the simplicity of a Bogoliubov product state, which characterizes the correlated nature of the norm kernel $\mathcal{N}(\tau)$.

### D. Cases of interest

We wish to compute the norm kernel $\mathcal{N}(\tau)$ in two particular limits

1. At $\tau = 0$, the norm kernel reduces to the uncorrelated off-diagonal overlap

$$\mathcal{N}(0) = \frac{\langle \Phi|\tilde{\Phi}\rangle}{\langle \Phi|\Phi\rangle}$$ (8)

between the reference Bogoliubov state and its transformed partner. This is the case we focus on in the present paper.

2. At $\tau = \infty$, the norm kernel involves the exact many-body ground-state\footnote{The chemical potential $\lambda$ is fixed such that $\Omega^0_A$ for the targeted particle number $A_0$ is the lowest value of all $\Omega^0_A$ over Fock space, i.e. it penalizes systems with larger number of particles such that $\Omega_0^A < \Omega^0_A$ for all $A > A_0$ while maintaining at the same time that $\Omega_0^A < \Omega^0_A$ for all $A < A_0$. This is achievable if $\mathcal{E}_0^A$ is strictly convex in the neighborhood of $A_0$, which is generally but not always true for atomic nuclei.}

$$\mathcal{N}(\infty) = \frac{\langle \Phi_0|\tilde{\Phi}\rangle}{\langle \Phi_0^N|\Phi_0\rangle}. \quad (9)$$

A forthcoming companion paper [10] is dedicated to the evaluation and the analysis of correlated off-diagonal kernels whenever correlations are evaluated within many-body perturbation theory [9].

### E. Master formula

Given $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ belonging to $\mathcal{M}$, the strategy to obtain the desired norm kernel relies on building an auxiliary manifold according to

$$\mathcal{M}[|\Phi\rangle, S] \equiv \{|\Phi(\theta)\rangle \equiv e^{i\theta S}|\Phi\rangle, \theta \in [0, 1]\}, \quad (10)$$

and containing $|\Phi\rangle$ (resp. $|\tilde{\Phi}\rangle$) at its origin (resp. end) given that $|\Phi(0)\rangle = |\Phi\rangle$ (resp. $|\Phi(1)\rangle = |\tilde{\Phi}\rangle$). The transformation $e^{i\theta S}$ being a one-body unitary transformation, all states in $\mathcal{M}[|\Phi\rangle, S]$ are Bogoliubov vacua [5] as will be illustrated later on.

Next, a norm kernel defined along the auxiliary manifold is introduced, for an arbitrary many-body state $|\Theta\rangle$, via

$$\mathcal{N}[(\Theta), |\Phi(\theta)\rangle] \equiv \frac{\langle \Theta|\Phi(\theta)\rangle}{\langle \Theta|\Phi\rangle}, \quad (11)$$

such that $\mathcal{N}[(\Theta), |\Phi(0)\rangle] = 1$. Differentiating with respect to $\theta$ leads to

$$\frac{d}{d\theta} \mathcal{N}[(\Theta), |\Phi(\theta)\rangle] = \frac{\langle \Theta|iSe^{i\theta S}|\Phi\rangle}{\langle \Theta|\Phi\rangle} = i \frac{\langle \Theta|S|\Phi(\theta)\rangle}{\langle \Theta|\Phi\rangle}. \quad (12)$$
Assuming that \( \mathcal{N}[(\Theta), |\Phi(\theta)|] \neq 0 \) for \( \theta \in [0, 1] \), one divides both sides of Eq. \( 12 \) by it to obtain
\[
\frac{d}{d\theta} \ln \left( \mathcal{N}[(\Theta), |\Phi(\theta)|] \right) = is[(\Theta), |\Phi(\theta)|],
\] (13)
with the short-hand notation
\[
s[(\Theta), |\Phi(\theta)|] \equiv \frac{\langle \Theta | S | \Phi(\theta) \rangle}{\langle \Theta | \Phi(\theta) \rangle}.
\] (14)

Integrating the above first-order differential equation between 0 and \( \theta \) leads to
\[
\left[ \ln \left( \mathcal{N}[(\Theta), |\Phi(\phi)|] \right) \right]^{\theta}_{0} = i \int_{0}^{\theta} d\phi \frac{\langle \Theta | S | \Phi(\phi) \rangle}{\langle \Theta | \Phi(\phi) \rangle},
\] (15)
which rewrites as
\[
\mathcal{N}[(\Theta), |\Phi(\theta)|] = e^{i \int_{0}^{\theta} d\phi s[(\Theta), |\Phi(\phi)|]],
\] (16)
Equation \( 16 \) constitutes the master formula repeatedly used throughout the present work.

**F. Norm kernels**

Setting \( \langle \Theta \rangle \equiv \langle \Psi(\tau) | \rangle \) and \( \theta = 1 \) in Eq. \( 16 \) the correlated norm kernel at time \( \tau \) is obtained as
\[
\frac{\langle \Psi(\tau) | \bar{\Phi} \rangle}{\langle \Psi(\tau) | \Phi \rangle} = e^{i \int_{0}^{\tau} d\phi s[(\Psi(\tau), |\Phi(\phi)|)],
\] (17)
where
\[
s[(\Psi(\tau), |\Phi(\theta))] = \frac{\langle \Psi(\tau) | S | \Phi(\theta) \rangle}{\langle \Psi(\tau) | \Phi(\theta) \rangle},
\] (18)
denotes the so-called **linked-connected** \( 5 \) \( 13 \) kernel of the operator \( S \) along the manifold \( \mathcal{M}[(\Phi), |S|] \) at time \( \tau \). We note that \( s[(\Psi(\tau), |\Phi(\theta))] \) is independent of the relative phase between \( |\Phi(\theta)\rangle \) and \( |\Phi(\theta)\rangle \).

Employing \( \langle \Theta \rangle \equiv \langle \Psi_{0}^{A} | \rangle \) and \( \theta = 1 \) in Eq. \( 16 \) or equivalently setting \( \tau = +\infty \) in Eq. \( 17 \) the ratio of the overlaps between the correlated ground-state and the two Bogoliubov vacua \( |\Phi(\theta)\rangle \) and \( |\Phi(\theta)\rangle \) is given by
\[
\frac{\langle \Psi_{0}^{A} | \bar{\Phi} \rangle}{\langle \Psi_{0}^{A} | \Phi \rangle} = e^{i \int_{0}^{\tau} d\phi s[(\Psi_{0}^{A}, |\Phi(\phi)|)],
\] (19)
where
\[
s[(\Psi_{0}^{A}, |\Phi(\theta))] = \frac{\langle \Psi_{0}^{A} | S | \Phi(\theta) \rangle}{\langle \Psi_{0}^{A} | \Phi(\theta) \rangle},
\] (20)
denotes the **ground-state** linked-connected kernel of the operator \( S \) along the manifold \( \mathcal{M}[(\Phi), |S|] \).

Omitting many-body correlations, i.e. employing \( \langle \Theta \rangle \equiv \langle \Phi | \rangle \) and \( \theta = 1 \) in Eq. \( 16 \) or equivalently setting \( \tau = 0 \) in Eq. \( 17 \) the uncorrelated norm kernel between two arbitrary Bogoliubov vacua is written as
\[
\frac{\langle \Phi | \bar{\Phi} \rangle}{\langle \Phi | \Phi \rangle} = e^{i \int_{0}^{\tau} d\phi s[(\Phi, |\Phi(\phi)|)],
\] (21)
where the **uncorrelated** linked-connected \( 5 \) kernel of the operator \( S \) obviously reads as
\[
s[(\Phi), |\Phi(\theta))] = \frac{\langle \Phi | S | \Phi(\theta) \rangle}{\langle \Phi | \Phi(\theta) \rangle}.
\] (22)

The simplest form given in Eqs. \( 21 \) \( 22 \) already allows one to address many situations of interest, i.e. it accesses the norm overlaps encountered in symmetry-projected Hartree-Fock-Bogoliubov calculations and/or in generator coordinate calculations along an arbitrary collective coordinate \( 2 \) \( 4 \).

Correlated and uncorrelated norm kernels, including their complex phase, have thus been powerfully expressed in a simple and compact form via the integration of the off-diagonal kernel of the operator \( S \) along the auxiliary manifold linking \( |\Phi \rangle \) to \( |\bar{\Phi} \rangle \). The rest of the present paper is dedicated to the formal and numerical implementations of Eq. \( 21 \) with the Bogoliubov transformations defining \( |\Phi \rangle \) and \( |\Phi(\theta)\rangle \) as the sole inputs. The procedure consists of extracting the operator \( S \) and computing its off-diagonal kernel along the auxiliary manifold \( \mathcal{M}[|\Phi(\theta)|, |S|] \) before proceeding to the integration in Eq. \( 21 \).

**G. Phase convention**

The normalized states belonging to \( \mathcal{M} \) are all individually defined up to a phase. In order to compute consistently the \( N_{set}(N_{set} + 1)/2 \) norm kernels within the set, one must fix their relative phases in a synchronized fashion. This can be done by specifying the phase each member of the set shares with a common known state of reference generically denoted as \( |\bar{\Phi} \rangle \). There is an entire freedom in choosing the values of those \( N_{set} \) reference phases since no physical observable can depend on them. In order for the latter to be true, the \( N_{set}(N_{set} + 1)/2 \) norm kernels must however be consistently computed on the basis of this conventional choice.

Although it is not mandatory to do so, we presently please to choose the \( N_{set} \) phases relative to the common reference state \( |\Phi \rangle \) to be identical, i.e. we will require that
\[
\text{Arg}((\Phi|\Phi_{1})) = \text{Arg}((\Phi|\Phi_{2})) \ldots = \text{Arg}((\Phi|\Phi_{N_{set}})).
\] (23)
Before translating Eq. \( 23 \) into a mathematical constraint, let us make four comments regarding its practical implications

- **Condition** \( 23 \) only stipulates that all states entertain the same phase relative to a given reference state without fixing/determining the value of this common phase. This is sufficient to perform

---

\( 5 \) The uncorrelated off-diagonal kernel of an operator is trivially linked and connected \( 5 \) \( 13 \). One can thus omit this qualifier when dealing with such an uncorrelated operator kernel.
the consistent and unambiguous calculation of any physical observable.

- Practically speaking, the above requirement is consistent with the fact that the many-body states involved are presently expressed relative to one another via the unitary transformations that connect them (see Eq. \ref{eq:15}). This makes unnecessary to explicitly represent the states themselves, which would fix their phases in an absolute sense. In particular, this has the subtle consequence that multiplying one of the states involved with an arbitrary phase implicitly propagates to all the other states involved, thus leaving the norm kernels untouched.

- When benchmarking the present approach against known results, e.g. employing Pfaffians \[\mathbb{S}\], one will have to pay particular attention to the fact that these methods usually rely on an explicit representation of the two states involved that do not necessarily match the condition elaborated above. In particular, multiplying one of the two states with an arbitrary phase typically induces a change of the norm overlap by the same phase, which is not the case here. We will elaborate further on this point in Sec. III A.

- In practice, an appropriate reference state has to be specified. A natural choice is to choose the particle vacuum, e.g. to set \(|\bar{\Phi}\rangle \equiv |0\rangle\). This choice is often convenient but is not appropriate whenever the states making up \(\mathcal{M}\) are intrinsically orthogonal to \(|0\rangle\), e.g. for Bogoliubov states used to describe systems constituted by an odd number of fermions. A generically suitable strategy is to use a state within \(\mathcal{M}\) as the state of reference, e.g. to set \(|\bar{\Phi}\rangle \equiv |\Phi_1\rangle\). In this way, the reference state naturally shares basic symmetries carried by the Bogoliubov states making up \(\mathcal{M}\) and is less likely to be orthogonal to them, i.e. it is likely to be only accidentally orthogonal to some of them. These two choices will be illustrated both formally and numerically in the following.

Focusing on an arbitrary pair \(|\tilde{\Phi}\rangle\) and \(|\Phi\rangle\) belonging to \(\mathcal{M}\), Eq. \ref{eq:23} can be translated into a more explicit mathematical condition. Exploiting Eq. \ref{eq:16} for \((\Theta) \equiv (|\bar{\Phi}\rangle|\Phi\rangle)\), one obtains

\[
\langle \tilde{\Phi} | \bar{\Phi} \rangle = e^{-\Im m \int_0^1 d\theta \Re s[|\tilde{\Phi}\rangle,|\Phi(\theta)\rangle]} e^{\Im \Re \int_0^1 d\theta s[|\tilde{\Phi}\rangle,|\Phi(\theta)\rangle]},
\]

such that the requirement that \(|\Phi\rangle\) and \(|\bar{\Phi}\rangle\) entertain the same phase with \(|\tilde{\Phi}\rangle\) rewrites as

\[
\Re \int_0^1 d\theta \, s[|\tilde{\Phi}\rangle,|\Phi(\theta)\rangle] = 0. \tag{25}
\]

In view of this condition, let us distinguish the two practical cases of interest.

1. The operator \(S\) relating \(|\tilde{\Phi}\rangle\) to \(|\Phi\rangle\) is a given of the problem, e.g. \(|\tilde{\Phi}\rangle\) is explicitly obtained from \(|\Phi\rangle\) via a one-body symmetry transformation whose unitary representation in terms of \(S\) is known from prior considerations. In this situation, it must be checked that the operator \(S\) is such that Eq. \ref{eq:25} is fulfilled. If this is the case, nothing more is to be considered. If this is not the case, one must enforce Eq. \ref{eq:25} by multiplying the unitary transformation linking \(|\tilde{\Phi}\rangle\) to \(|\Phi\rangle\) (Eq. \ref{eq:5b}) by the corresponding phase difference. See Sec. V B for a typical example.

2. The Bogoliubov transformations (see Sec. III A below) defining \(|\Phi\rangle\) and \(|\tilde{\Phi}\rangle\) are the given of the problem. In this situation, the operator \(S\) relating both states is to be extracted. As explained later on, this can only be done up to the arbitrary constant \(s^{00}\) that is to be fixed thanks to Eq. \ref{eq:25}.

### III. UNCORRELATED NORM KERNEL

For the remaining of the present paper, the focus is on the uncorrelated norm kernel given by Eqs. \ref{eq:21}, \ref{eq:22}, and \ref{eq:25}. In practice, the evaluation of the norm kernel makes necessary to express these three equations in terms of the inputs to the problem, i.e. the ingredients characterizing the two Bogoliubov states \(|\Phi\rangle\) and \(|\tilde{\Phi}\rangle\).

#### A. Bogoliubov transformations

Typically, \(|\Phi\rangle\) and \(|\bar{\Phi}\rangle\) are introduced as vacua of two sets of quasi-particle operators \(\left\{\tilde{\beta}_k; \tilde{\beta}^*_k\right\}\) and \(\left\{\beta_k; \beta^*_k\right\}\) defined through unitary linear Bogoliubov transformations\(^7\)

\[
\begin{align}
\begin{pmatrix}
\beta \\
\beta^*
\end{pmatrix} &= W \begin{pmatrix}
c \\
c^*
\end{pmatrix}, \tag{26a}
\end{align}
\]

\[
\begin{align}
\begin{pmatrix}
\tilde{\beta} \\
\tilde{\beta}^*
\end{pmatrix} &= \tilde{W} \begin{pmatrix}
c \\
c^*
\end{pmatrix}, \tag{26b}
\end{align}
\]

where

\[
W \equiv \begin{pmatrix}
U & V^* \\
V & U^*
\end{pmatrix}, \tag{27a}
\]

\(^6\) With \(S\) defining a one-body symmetry transformation and the choice \(|\Phi\rangle \equiv |0\rangle\), the identity \((0|\Phi) = (0|\Phi)\) is automatically satisfied, implying the validity of the phase convention.

\(^7\) The present work deals with so-called proper Bogoliubov transformations connecting states with the same number parity. The matrices of proper Bogoliubov transformation form an isomorphic group to the group \(SO(2N)\) of orthogonal matrices with determinant \(+1\). \[^{19}\]
The unitarity of $W$ ensures that quasi-particle operators $\{\beta_k; \beta_k^\dagger\}$ fulfill fermionic anti-commutation rules, which leads to four relations

$$UU^\dagger + V^* V T = 1, \quad (29a)$$
$$VV^\dagger + U^* U T = 0, \quad (29b)$$
$$U^\dagger U + V^* V = 1, \quad (29c)$$
$$V^T U + U^T V = 0, \quad (29d)$$

originating from $W^\dagger W = 1$ and to four relations

$$UU^\dagger + V^* U^T = 0, \quad (29e)$$
$$VV^\dagger + U^* U^T = 1, \quad (29f)$$
$$U^\dagger V^* + V^* U^* = 0, \quad (29g)$$
$$V^T V^* + U^T U^* = 1, \quad (29h)$$

originating from $WW^\dagger = 1$. Similar relationships hold for $\tilde{U}$ and $\tilde{V}$.

One further introduces the skew-symmetric matrices

$$Z \equiv V^*[U^*]^{-1}, \quad (30a)$$
$$\tilde{Z} \equiv \tilde{V}^*[\tilde{U}^*]^{-1}, \quad (30b)$$

in terms of which $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ can be expressed with respect to $|0\rangle$ by virtue of Thouless’ theorem [14].

### B. Representing $S$ in the quasi-particle basis of $|\Phi\rangle$

For later use, the one-body operator $S$ is reexpressed in the quasi-particle basis $\{\beta_k; \beta_k^\dagger\}$ associated with $|\Phi\rangle$

$$S \equiv S^{00} + S^{11} + S^{20} + S^{02}$$
$$= S^{00} + \sum_{k_1 k_2} S_{k_1 k_2}^{11} \beta_k^\dagger \beta_k$$
$$+ \frac{1}{2} \sum_{k_1 k_2} \left\{ S_{k_1 k_2}^{20} \beta_k^\dagger \beta_{k_1} + S_{k_1 k_2}^{02} \beta_{k_2} \beta_k \beta_{k_1} \right\}$$
$$= S^{00} + \frac{1}{2} \text{Tr} (S^{11}) + \frac{1}{2} \left( \beta^\dagger \beta \right) \left( \begin{array}{cc} S^{11} & S^{20} \\ -S^{02} & -S^{11*} \end{array} \right) \left( \begin{array}{c} \beta \\ \beta^\dagger \end{array} \right),$$

where $S^{00}$ is a real number, $S^{11}$ is a hermitian matrix whereas $S^{20}$ and $S^{02}$ are skew-symmetric matrices satisfying $S^{02} = S^{20*}$. These conditions make the matrix

$$S \equiv \begin{pmatrix} S^{11} & S^{20} \\ -S^{02} & -S^{11*} \end{pmatrix} \quad (32)$$
to be hermitian. Matrices appearing in the single-particle (Eq. 6) and the quasi-particle (Eq. 31) representations of $S$ are related via

$$S = W^\dagger s W, \quad (33a)$$
$$S^{00} = s^{00} + \frac{1}{2} \left( \text{Tr} (s^{11}) - \text{Tr} (S^{11}) \right), \quad (33b)$$

and can be obtained through specific sets of expectation values

$$s^{00} = \langle 0 | S | 0 \rangle, \quad (34a)$$
$$s^{11}_{pq} = \langle 0 | [c_p, S] c_q^\dagger | 0 \rangle, \quad (34b)$$
$$s^{20}_{pq} = \langle 0 | c_q [c_p, S] | 0 \rangle, \quad (34c)$$
$$s^{02}_{pq} = \langle 0 | [S, c_p^\dagger] c_q^\dagger | 0 \rangle, \quad (34d)$$

and

$$S^{00} = \langle \Phi | S | \Phi \rangle, \quad (35a)$$
$$S^{11}_{k_1 k_2} = \langle \Phi | [\beta_{k_1}, S] \beta_{k_2}^\dagger | \Phi \rangle, \quad (35b)$$
$$S^{20}_{k_1 k_2} = \langle \Phi | [S, \beta_{k_1}] \beta_{k_2}^\dagger | \Phi \rangle, \quad (35c)$$
$$S^{02}_{k_1 k_2} = \langle \Phi | [S, \beta_{k_1}^\dagger] \beta_{k_2}^\dagger | \Phi \rangle. \quad (35d)$$

### C. Bogoliubov transformation between both vacua

As already alluded to, there exist two situations to be distinguished. The first one concerns the particular case where $|\Phi\rangle$ is explicitly obtained from $|\Phi\rangle$ via a known unitary transformation of the form $5b$. In this situation, the Bogoliubov transformation $W$ is deduced from $W$ and the known components of $S$. This is for instance the case when $|\Phi\rangle$ is obtained via a one-body symmetry transformation, e.g. via a global gauge transformation of $|\Phi\rangle$ within the frame of particle-number restoration calculations or via a three-dimensional space rotation of $|\Phi\rangle$ within the frame of angular-momentum restoration calculations. The second, more general, situation relates to the case where $|\Phi\rangle$ is not originally defined through such a transformation of $|\Phi\rangle$, i.e. it is obtained independently of $|\Phi\rangle$. It is what happens when $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ are obtained, e.g., within the frame of a generator coordinate method calculation along an arbitrary collective coordinate. In this situation, $W$ and $\tilde{W}$ are the given of the problem and $S$ has to be reconstructed from them a posteriori.

In either case, one eventually needs to represent the unitary Bogoliubov transformation linking the quasi-particle operators associated with $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ via

$$\left( \begin{array}{c} \beta \\ \beta^\dagger \end{array} \right) = W^\dagger \tilde{W} \left( \begin{array}{c} \tilde{\beta} \\ \tilde{\beta}^\dagger \end{array} \right) \equiv X^\dagger \left( \begin{array}{c} \tilde{\beta} \\ \tilde{\beta}^\dagger \end{array} \right), \quad (36)$$
where

\[
\mathcal{X} = \begin{pmatrix} A & B^* \\ B & A^* \end{pmatrix} = \begin{pmatrix} \hat{U}^T U + \hat{V}^T V & \hat{U}^T V + \hat{V}^T U \\ \hat{U}^T V + \hat{V}^T U & \hat{U}^T U + \hat{V}^T V \end{pmatrix}.
\]  

(37)

Thanks to the unitarity of \( \mathcal{X} \), identities similar to those appearing in Eq. 29 hold for matrices \( A \) and \( B \).

**D. Manifold of transformed states**

As expressed in Eq. 17, the computation of the norm kernel involves an integration along the auxiliary manifold \( \mathcal{M}[|\Phi\rangle, S] \) introduced in Sec. 1E. Consequently, one needs to fully characterize the vacua constituting the manifold.

1. **Bogoliubov transformation between \(|\Phi(\theta)\rangle\) and \(|\Phi\rangle\)**

The set of quasi-particle operators \( \{\beta_k^0,\beta_k^+\} \) associated with \(|\Phi(\theta)\rangle\) are defined via

\[
\begin{pmatrix} \beta \\ \beta^\dagger \end{pmatrix} = \mathcal{X}(\theta)^\dagger \begin{pmatrix} \beta^0 \\ \beta^{\dagger 0} \end{pmatrix},
\]

(38)

where

\[
\mathcal{X}(\theta) = \begin{pmatrix} A(\theta) & B^*(\theta) \\ B(\theta) & A^*(\theta) \end{pmatrix},
\]

(39)

with the boundary conditions \( \mathcal{X}(0) = 1 \) and \( \mathcal{X}(1) = \mathcal{X} \), i.e.

\[
A(0) = 1; B(0) = 0,
\]

(40)

and

\[
A(1) = A; B(1) = B.
\]

(41)

The Bogoliubov transformation \( \mathcal{X}(\theta) \) is to be explicit in terms of the matrix \( S \) and the angle \( \theta \). To do so, we transform the quasi-particle operators associated with \(|\Phi\rangle\) through the unitary operator \( e^{i\theta S} \)

\[
\beta_k^0 \equiv e^{i\theta S} \beta_k e^{-i\theta S} = \sum_{k_2} B^*_{k_1,k_2}(\theta) \beta_{k_2}^0 + A_{k_1,k_2}(\theta) \beta_{k_2}^0,
\]

(42a)

\[
\beta_k^{\dagger 0} \equiv e^{i\theta S} \beta_k^{\dagger} e^{-i\theta S} = \sum_{k_2} A_{k_1,k_2}(\theta) \beta_{k_2}^{\dagger 0} + B^*_{k_1,k_2}(\theta) \beta_{k_2}^{\dagger 0}.
\]

(42b)

To obtain an explicit representation of \( \mathcal{X}(\theta) \), one takes the derivative\(^8\) of Eq. 42 with respect to \( \theta \) before setting \( \theta = 0 \),

\[
i[S, \beta_{k_1}] = \sum_k B^*_{k_1,k_2}(0) \beta_{k_2}^0 + A_{k_1,k_2}(0) \beta_{k_2}^0,
\]

(43a)

\[
i[S, \beta_{k_1}^{\dagger}] = \sum_k A_{k_1,k_2}(0) \beta_{k_2}^{\dagger 0} + B^*_{k_1,k_2}(0) \beta_{k_2}^{\dagger 0}.
\]

(43b)

Taking expectation values according to Eq. 37 leads to

\[
A_{k_1,k_2}(0) = -iS_{k_1,k_2}^{11},
\]

(44a)

\[
B^*_{k_1,k_2}(0) = +iS_{k_1,k_2}^{20},
\]

(44b)

such that

\[
\mathcal{X}'(0) = -iS.
\]

(45)

Next, one exploits that the unitary transformations underlying the manifold are abelian, as \( S \) commutes with itself, to write

\[
\mathcal{X}(\theta_1 + \theta_2) = \mathcal{X}(\theta_1)\mathcal{X}(\theta_2) = \mathcal{X}(\theta_2)\mathcal{X}(\theta_1).
\]

(46)

Taking the derivative with respect to \( \theta_2 \) before setting \( \theta_1 = \theta \) and \( \theta_2 = 0 \) leads to the first-order differential equation

\[
\mathcal{X}'(\theta) = -iS \mathcal{X}(\theta),
\]

(47)

whose solution provides an exponential representation of \( \mathcal{X}(\theta) \) in terms of \( S \) and \( \theta \)

\[
\mathcal{X}(\theta) = e^{-i\theta S}.
\]

(48)

Given the hermitian character of \( S \), \( \mathcal{X}(\theta) \) is indeed unitary and qualifies as a Bogoliubov transformation between the initial and the transformed quasi-particle operators. Furthermore, it is straightforward to see that

\[
\beta_k^0 |\Phi(\theta)\rangle = e^{i\theta S} \beta_k |\Phi\rangle = 0
\]

(49)

for all \( k \), such that \(|\Phi(\theta)\rangle\) is a vacuum for the set of transformed quasi-particle operators \( \{\beta_k^0,\beta_k^+\} \). For \( \theta = 1 \), one further accesses the exponential representation of the Bogoliubov transformation \( \mathcal{X} \) linking \(|\Phi\rangle\) to \(|\Phi\rangle\) (Eq. 37).

As \( S^{11} \) is hermitian, one has

\[
\text{Tr} S = \text{Tr} \begin{pmatrix} S^{11} & S^{20} \\ -S^{20} & -S^{11} \end{pmatrix} = 0,
\]

(50)

such that, by virtue of Jacobi’s formula\(^9\), the representation provided in Eq. 48 is characterized by

\[
\det \mathcal{X}(\theta) = e^{-i\theta \text{Tr} S} = +1,
\]

(51)

which is consistent with the fact that \( \mathcal{X}(\theta) \) is a proper Bogoliubov transformation.

---

\(^8\) For any matrix \( M(\theta) \), we use the standard notation \( \frac{d}{d\theta} M(\theta) \equiv M'(\theta) \) throughout the paper.

\(^9\) The proof is trivial if the exponentiated matrix is diagonalizable as is presently the case.
2. Practical extraction of \( X(\theta) \): simple case

Whenever the given of the problem are the Bogoliubov transformation \( W \) and the operator \( S \), \( X(\theta) \) can be computed straightforwardly on the basis of Eq. 48. To proceed, one diagonalizes the hermitian matrix \( S \) according to
\[
P^\dagger \begin{pmatrix} S^{11} & S^{20} \\ -S^{02} & -S^{11*} \end{pmatrix} P \equiv S_D,
\]
where the eigenvalues on the diagonal of the \( 2N \times 2N \) matrix \( S_D \) are real numbers
\[
\text{Sp} \, S = \{ s_i \in \mathbb{R}, i = 1, \ldots N; \\ s_j = -s_{j-N}, j = N + 1, \ldots 2N \}.
\]
According to Eq. 48, \( X(\theta) \) is simultaneously diagonal with eigenvalues \( x_i(\theta) \) on the diagonal of \( X_D(\theta) \) of the form
\[
\text{Sp} \, X(\theta) = \{ x_i(\theta) = e^{-i\phi_i}, i = 1, \ldots 2N \},
\]
such that \( X(\theta) = \begin{pmatrix} A(\theta) & B(\theta)^* \\ B(\theta)^* & A(\theta)^* \end{pmatrix} P \equiv X_D(\theta) P^\dagger \). (54)

For \( \theta = 1 \), Eq. (54) provides the Bogoliubov transformation \( X \) linking \( |\Phi \rangle \) and \( |\tilde{\Phi} \rangle \) introduced in Eq. (37) further leading to the Bogoliubov transformation defining \( |\tilde{\Phi} \rangle \) itself via
\[
\tilde{W} \equiv W X^\dagger.
\]

3. Practical extraction of \( X(\theta) \): general case

Whenever the given of the problem are the Bogoliubov transformations \( W \) and \( W \), the situation is more involved. One first needs to extract the elements defining the matrix \( S \) before obtaining \( X(\theta) \) as above.

Since \( |\Phi(1)\rangle = |\tilde{\Phi} \rangle \), one first exploits the boundary condition \( X(1) = X \) writing as
\[
\exp \left\{ -i \begin{pmatrix} S^{11} & S^{20} \\ -S^{02} & -S^{11*} \end{pmatrix} \right\} = \begin{pmatrix} A & B^* \\ B & A^* \end{pmatrix},
\]
to determine matrices \( S^{11}, S^{20} \) and \( S^{02} \). As \( X \) is unitary, it can be diagonalized according to
\[
P^\dagger \begin{pmatrix} A & B^* \\ B & A^* \end{pmatrix} P \equiv X_D,
\]
where the \( 2N \) eigenvalues are unitary complex numbers satisfying
\[
\text{Sp} \, X = \{ x_i / |x_i| = 1, i = 1, \ldots N; \}
\]
representing these eigenvalues as
\[
x_j \equiv e^{-is},
\]
with \( s_i \in [\pi, \pi] \) for \( i = 1, \ldots 2N \), \( S \) is simultaneously diagonal with eigenvalues obtained via the principal logarithm\footnote{The reason why the principal logarithm is the only viable option is discussed in App. A. Despite the a priori multivalued character of the logarithm of a complex matrix, matrix \( S \) is thus uniquely defined in the present context.} of \( X_D \)
\[
\text{Sp} \, S = \{ s_i = i \log x_i \in [\pi, \pi], i = 1, \ldots 2N \}.
\]
This allows one to extract matrices \( S^{11}, S^{20} \) and \( S^{02} \) according to
\[
\begin{pmatrix} S^{11} & S^{20} \\ -S^{02} & -S^{11*} \end{pmatrix} = \mathcal{P} S_D^\dagger \mathcal{P}^\dagger,
\]
and, following the development provided in Sec. III D 2, to obtain \( X(\theta) \) through
\[
X(\theta) = \begin{pmatrix} A(\theta) & B(\theta)^* \\ B(\theta)^* & A(\theta)^* \end{pmatrix} \mathcal{P} X_D(\theta) \mathcal{P}^\dagger,
\]
where \( X_D(\theta) \) is the diagonal matrix with entries \( \text{Sp} \, X(\theta) = \{ x_i(\theta) = e^{-i\phi_i}, i = 1, \ldots 2N \} \).

4. Off-diagonal contractions

With matrices \( A(\theta) \) and \( B(\theta) \) at hand, one is in position to compute elementary off-diagonal contractions between \( |\Phi(\theta)\rangle \) and \( |\Phi \rangle \) that are eventually needed to calculate the off-diagonal kernel of \( S \) in Eq. 22. These are given by
\[
\mathcal{R}[|\Phi(\theta)\rangle, |\Phi(\theta)\rangle] = \begin{pmatrix} R^+ + [\langle \Phi(\theta)| \Phi(\theta) \rangle] & R^- - [\langle \Phi(\theta)| \Phi(\theta) \rangle] \\ R^+ - [\langle \Phi(\theta)| \Phi(\theta) \rangle] & R^- + [\langle \Phi(\theta)| \Phi(\theta) \rangle] \end{pmatrix}
\]
\[
= \begin{pmatrix} |\Phi|^{\beta\beta} |\Phi(\theta)\rangle & |\Phi(\theta)|^{\beta\beta} |\Phi(\theta)\rangle \\ |\Phi(\theta)|^{\beta\beta} |\Phi(\theta)\rangle & |\Phi|^{\beta\beta} |\Phi(\theta)\rangle \end{pmatrix}
\]
\[
= \begin{pmatrix} 0 & -B(\theta) [A^T(\theta)]^{-1} \\ -B(\theta) [A^T(\theta)]^{-1} & 1 \end{pmatrix},
\]
whose components are trivial except for \( R^- - [\langle \Phi(\theta)| \Phi(\theta) \rangle] \). This results from the fact that the contractions are defined in the quasi-particle basis associated with the bra, i.e. \( |\Phi \rangle \) here. The explicit form of \( R^- - [\langle \Phi(\theta)| \Phi(\theta) \rangle] \) is obtained by transforming the contractions computed in the single-particle basis (see, e.g., App. E of Ref. 1)
into the quasi-particle basis. The skew-symmetry of $R^-[\langle \Phi |, | \Phi(\theta) \rangle]$ reads as

\[
R^-[\langle \Phi |, | \Phi(\theta) \rangle] = -R^{-T}[\langle \Phi |, | \Phi(\theta) \rangle] = A^{-1}(\theta)B^*(\theta) \tag{62a}
\]
\[
= A^{-1}(\theta)B^*(\theta). \tag{62b}
\]

Given that $A(0) = 1$ and $B(0) = 0$, one further notices that $R^-[\langle \Phi |, | \Phi(0) \rangle] = R^-[\langle \Phi |, | \Phi \rangle] = 0$.

### E. Norm kernel

#### 1. Generic expression

Inserting Eq. \[31\] into Eq. \[16\] at $\tau = 0$ the uncorrelated norm kernel along the auxiliary manifold is expressed, on the basis of the off-diagonal Wick’s theorem \[15\], as

\[
\frac{\langle \Phi | \Phi(\theta) \rangle}{\langle \Phi | \Phi \rangle} = e^{i\theta S_{00}^1}e^{\frac{i}{2} \sum_{k,k_2} S_{k,k_2}^0 f_{k_2}^0 d\phi R_{k,k_1}^-[\langle \Phi |, | \Phi(\phi) \rangle]}
\]

\[
= e^{i\theta S_{00}^1}f_{k_2}^0 d\phi \text{Tr}(S_{02}^2 R^-[\langle \Phi |, | \Phi(\phi) \rangle]) \tag{63}
\]

which, thanks to $R^-[\langle \Phi |, | \Phi(0) \rangle] = 0$, leads in particular to

\[
S_{00}^0 = -i \left[ \frac{d}{d\theta} \frac{\langle \Phi | \Phi(\theta) \rangle}{\langle \Phi | \Phi \rangle} \right]_{\theta = 0} \tag{64}
\]

Taking $\theta = 1$ in Eq. \[63\] eventually reexpresses Eq. \[21\] under the workable form

\[
\frac{\langle \Phi | \Phi \rangle}{\langle \Phi | \Phi \rangle} = e^{i\theta S_{00}^1}f_{k_2}^0 d\phi \text{Tr}(S_{02}^2 R^-[\langle \Phi |, | \Phi(\phi) \rangle]) \tag{65}
\]

with $R^-[\langle \Phi |, | \Phi(\phi) \rangle]$ expressed in terms of matrices $A(\theta)$ and $B(\theta)$ (Eq. \[69\]), themselves related to components of $S$. Two comments are in order

- As visible from Eq. \[65\], $S_{02}^0$ is key to capturing the norm kernel, highlighting the necessity to build the unitary transformation relating $\hat{\Phi}$ to $\Phi$. Conversely, the norm kernel cannot be obtained from the non-unitary Thouless transformation between both vacua given that the operator driving this transformation contains an operator proportional to two quasi-particle creation operators (i.e. similar to $S_{00}^2$) but not its hermitian conjugate (i.e. similar to $\bar{S}_{00}^2$).

- An important assumption to derive Eq. \[65\] is that $|\Phi\rangle$ and $|\Phi(\theta)\rangle$ are not orthogonal over the interval $\theta \in [0, 1]$. It is in fact necessary to assume this property for $\theta = 1$ as the orthogonality of $|\Phi\rangle$ and $|\Phi(\theta)\rangle$ is well captured at the price of seeing Eq. \[65\] as the limit of Eq. \[63\] for $\theta \rightarrow 1$, whenever the real part of the argument of the exponential goes to $-\infty$. This point is analytically scrutinized in App. \[C \ref{app:global-gauge} \] and numerically illustrated in Sec. \[IV A \] in the case of global gauge transformations.

#### 2. Phase convention

As visible from Eq. \[25\] the Bogoliubov transformation $\chi(\theta)$ built from $\mathcal{W}$ and $\bar{\mathcal{W}}$ is insensitive to the pure number $S_{00}^1$ entering $S$ and Eq. \[65\]. Conversely, $S_{00}^0$ cannot be determined from $\chi$, which relates to the fact that a phase convention must be chosen to fix the associated freedom. This has already been translated into the condition manifested by Eq. \[25\].

In the present section, Eq. \[25\] is worked out in the case where the common reference state is chosen to be the particle vacuum, i.e. when setting $|\Phi\rangle = 0$. The generalization to any appropriate $|\Phi\rangle$ is straightforward.

We introduce the Bogoliubov transformation linking the operators associated with $|\Phi(\theta)\rangle$ and $|0\rangle$

\[
\begin{pmatrix}
\beta \\
\beta^†
\end{pmatrix} \equiv \chi(\theta)^†\begin{pmatrix}
\beta \\
\beta^†
\end{pmatrix}, \tag{66}
\]

with \[\mathcal{W}\]

\[
\chi(\theta) \mathcal{W}^† = \begin{pmatrix}
A(\theta) & B^*(\theta)V^T + A(\theta)V^† \\
B(\theta)V^† + A^*(\theta)V^T & A^*(\theta)U^T + B(\theta)V^†
\end{pmatrix}, \tag{67}
\]

and the boundary conditions $\chi(0) = \mathcal{W}$ and $\chi(1) = \mathcal{W}^†$.

The elementary off-diagonal contractions between both vacua are given by

\[
\mathcal{R}([0], |\Phi(\theta)\rangle) = \begin{pmatrix}
R^+[\langle 0 |, | \Phi(\theta) \rangle] & R^-[\langle 0 |, | \Phi(\theta) \rangle] \\
R^+†[\langle 0 |, | \Phi(\theta) \rangle] & R^−†[\langle 0 |, | \Phi(\theta) \rangle]
\end{pmatrix}
\]

\[
\equiv \begin{pmatrix}
\frac{0\langle 0 | e^{i\phi} | \Phi(\theta) \rangle}{\langle 0 | \Phi(\theta) \rangle} & \frac{0\langle 0 | e^{i\phi} | \Phi(\theta) \rangle}{\langle 0 | \Phi(\theta) \rangle} \\
\frac{0\langle 0 | e^{i\phi} | \Phi(\theta) \rangle}{\langle 0 | \Phi(\theta) \rangle} & \frac{0\langle 0 | e^{i\phi} | \Phi(\theta) \rangle}{\langle 0 | \Phi(\theta) \rangle}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
0 & 0 \\
-D^†(\theta) |C^†(\theta)|^{-1} -1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
0 & 0 \\
0 & |C^†(\theta)D^*(\theta)|^{-1}
\end{pmatrix}, \tag{69}
\]

and are related to those introduced earlier via

\[
\chi(\theta) = e^{-i\theta S} \mathcal{W}^† = \mathcal{W}^† e^{-i\theta S}, \tag{67}
\]

where $s = \mathcal{W}\mathcal{W}^†$ was used.
With these ingredients at hand, Eq. 25 rewrites as
\[ s_{00} = -\Re e \frac{1}{2} \int_0^1 d\theta \, \text{Tr}(s^0 R^{-1}) \] (71)
which, thanks to Eq. 33, can be trivially transformed as an equation for \( S_{00} \). Eventually, the final expression of the uncorrelated overlap is
\[
\frac{\langle \Phi | \Phi \rangle}{\langle \Phi | \Phi \rangle} = e^{i \frac{1}{2} \text{Tr}(s^{(1)}) - \Re e \oint \lambda \, d\theta \, \text{Tr}(s^{02} R^{-1} ([0], |\Phi(\theta)\rangle))} \\
\times e^{-\frac{1}{2} \text{Tr}(s^{(1)}) - \Re e \oint \lambda \, d\theta \, \text{Tr}(s^{02} R^{-1} ([|\Phi(\theta)\rangle, 0]))},
\] (72)
where all ingredients are known on the sole basis of \( W \) and \( \mathcal{W} \).

3. Algorithm

In summary, the steps to compute the norm kernel between \(|\Phi\rangle\) and \(|\Phi\rangle\), with \( W \) and \( \mathcal{W} \) as the sole inputs, are

1. Compute the Bogoliubov matrix \( \mathcal{X} = \mathcal{W}^\dagger \mathcal{W} \).
2. Diagonalize the unitary matrix \( \mathcal{X} \) to extract
   - (a) \( S = \log \mathcal{X} \),
   - (b) \( s = \mathcal{W} \mathcal{S} \mathcal{W}^\dagger \),
   - (c) \( \mathcal{X}(\theta) = \exp(-i\theta S) \),
   - (d) \( \mathcal{Y}(\theta) = \mathcal{X}(\theta) \mathcal{W}^\dagger \).
3. Compute
   - (a) \( R^{-1} ([|\Phi\rangle, |\Phi(\theta)\rangle]) = A^{-1}(\theta) B^*(\theta) \),
   - (b) \( R^{-1} ([0], |\Phi(\theta)\rangle]) = C^{-1}(\theta) D^*(\theta) \),
   from submatrices of \( \mathcal{X}(\theta) \) and \( \mathcal{Y}(\theta) \), respectively.
4. Compute the norm kernel \( \langle \Phi | \Phi \rangle / \langle \Phi | \Phi \rangle \) via Eq. 72

Thus, the procedure involves matrix multiplications, the diagonalization of a unitary matrix, computing the inverse of two (potentially singular) matrices and performing an integral.

4. Connection to the Onishi formula

Equation 72 is a workable expression of the uncorrelated overlap kernel. It involves traces and numerical integrations of products of known matrices running over the manifold of states \( \mathcal{M}(|\Phi\rangle, S) \). In that sense, Eq. 72 explicitly follows a unitary path from \(|\Phi\rangle\) to \(|\Phi\rangle\) by integrating over the manifold. The well-known Onishi formula [33], on the other hand, solely provides the norm of the overlap kernel by expressing it in terms of the matrix \( A \) involved in the Bogoliubov transformation \( \mathcal{X} \) linking \(|\Phi\rangle\) and \(|\Phi\rangle\) directly, i.e. jumping over the continuous path going from the bra to the ket, it loses the phase of the overlap.

To recover the Onishi formula, one starts by left-multiplying the upper-left corner of Eq. 46 to obtain
\[
i \text{Tr}(s^{02} R^{-1} ([|\Phi\rangle, |\Phi(\theta)\rangle])) - i \text{Tr}(s^{11}) = \text{Tr} (A^{-1}(\theta) A'(\theta)) = \frac{d}{d\theta} \text{Tr}(\ln A(\theta)).
\] (73)
Considering the norm of Eq. 72 and inserting Eq. 73 before proceeding to the integration under the conditions \( A(0) = 1 \) and \( A(1) = A \) leads to the Onishi formula
\[
\left| \frac{\langle \Phi | \Phi \rangle}{\langle \Phi | \Phi \rangle} \right| = \left| e^{\frac{1}{2} \text{Tr}(\ln A)} \right| = \sqrt{|\text{det} A|}.
\] (74)

F. Family of equivalent auxiliary manifolds

Given the Bogoliubov transformation \( W \), let us define a new set of quasiparticle operators via \[\tilde{\beta} = \mathcal{W} \beta \] (75a)
\[
\begin{pmatrix} \tilde{c} \\ \tilde{c}^\dagger \end{pmatrix} = \mathcal{W} \begin{pmatrix} c \\ c^\dagger \end{pmatrix},
\] (75b)
with \( \mathcal{K} \) a trivial Bogoliubov transformation, i.e.
\[
\mathcal{W} \equiv \mathcal{W} \mathcal{K}
\] (76a)
\[
= \begin{pmatrix} U & V^* \\ V & U^* \end{pmatrix} \begin{pmatrix} K & 0 \\ 0 & K^* \end{pmatrix}
\] (76b)
\[
= \begin{pmatrix} U K & V^* K^* \\ V K & U^* K^* \end{pmatrix}
\] (76c)
\[
= \begin{pmatrix} \tilde{U} & \tilde{V}^* \\ \tilde{V} & \tilde{U}^* \end{pmatrix},
\] (76d)
where \( K \) is a \( N \times N \) unitary matrix. Defined in this way, the new set of quasiparticle creation (annihilation) operators result from a transformation of the original creation (annihilation) quasiparticle operators among themselves, i.e.
\[
\tilde{\beta}_k = \sum_{k_2} U_{k_2 k_1} c_{k_2} + \tilde{V}_{k_2 k_1} c^\dagger_{k_2}.
\] (77a)

12 The procedure described in this section can be equally applied to \( W \).
13 This constitutes a trivial Bogoliubov transformation of the same type as the third transformation in the Bloch-Messiah-Zumino decomposition of a non-trivial Bogoliubov transformation [11].
\[ \beta_{k_1}^\dagger |\Phi\rangle = \sum_{k_3} K_{k_3 k_1}^* \beta_{k_3} |\Phi\rangle = 0 \]  
\tag{77b} 
\beta_{k_2}^\dagger = \sum_{k_2} \hat{U}_{k_2 k_1} c_{k_2}^\dagger + \hat{V}_{k_2 k_1} c_{k_2} \]  
\tag{77c} 
\beta_{k_3}^\dagger = \sum_{k_3} K_{k_3 k_1} \beta_{k_3} \]  
\tag{77d} 

The Bogoliubov state \(|\Phi\rangle\) is also a vacuum for the new set of operators \(\{\tilde{\beta}_k; \tilde{\beta}_k^\dagger\}\) that gives

\[ |\tilde{\beta}_{k_1} |\Phi\rangle = \sum_{k_3} K_{k_3 k_1}^* \beta_{k_3} |\Phi\rangle = 0 \]  
\tag{78} 

for all \(k_1\).

If one chooses to explicitly represent the vacuum state in terms of the original set \(\{\beta_k; \beta_k^\dagger\}\) via, e.g.,

\[ |\Phi\rangle = \prod_{k_1} \beta_{k_1}^\dagger |0\rangle , \]  
\tag{79} 

one can easily prove that the state associated with the new set solely differs from the original one by a phase, i.e.

\[ |\tilde{\Phi}\rangle = \prod_{k_1} \tilde{\beta}_{k_1} |0\rangle = \det K |\Phi\rangle , \]  
\tag{80} 

with \(\det K \equiv e^{i\alpha}\) as \(K\) is unitary. Consequently, the overlap of interest changes accordingly

\[ \frac{\langle \tilde{\Phi} | \tilde{\Phi} \rangle}{\langle \Phi | \Phi \rangle} = (\det K)^* \frac{\langle \Phi | \Phi \rangle}{\langle \Phi | \Phi \rangle} . \]  
\tag{81} 

Contrarily, the present approach to the off-diagonal norm kernel does not rely on an explicit representation of the Bogoliubov states involved. Rather, only the unitary operator linking the two states is constructed explicitly under the requirement that both states entertain the same phase (whatever its value) with a given state of reference. Such a procedure ensures that the arbitrary transformation \(K\) of the form given by Eq. 75 leaves, by construction, the norm kernel invariant. However, this remarkable result is obtained while modifying \textit{non trivially} the Bogoliubov transformation \(\Sigma\), the matrix \(S\), the operator \(S\) and thus the manifold \(\mathcal{M}[|\Phi\rangle, S]\) connecting \(|\Phi\rangle\) to \(|\tilde{\Phi}\rangle\). Eventually, this means that \(|\Phi\rangle|\tilde{\Phi}\rangle\) is left invariant while the intermediate values \(\langle \Phi | \Phi | \tilde{\Phi} \rangle\) along the manifold are changed essentially at will. The practical benefit of proceeding to such harmless Bogoliubov transformations will be illustrated on the basis of the numerical applications discussed in Sec. IV

IV. NUMERICAL RESULTS

We now illustrate numerically the capacity of the exponential formula derived in the present work to efficiently capture the norm overlap between arbitrary Bogoliubov states. To do so, we employ several toy models of increasing complexity. In the first two models, reference values are provided by analytical formulae that can be straightforwardly derived without phase ambiguity. The generality of the last two calculations, however, makes only possible to benchmark the present approach against the Pfaffian method $^{[9]}$.

A. Gauge transformation in a toy BCS model

Our first numerical application deals with the overlap between two BCS states built out of five doubly-degenerated levels (see Fig. 1) and differing by a global gauge rotation. This constitutes the simplest situation in which the unitary transformation linking \(|\Phi\rangle\) and \(|\tilde{\Phi}\rangle\) is known a priori, i.e. \(S = \varphi A\).

While we refer to App. C for extensive analytical details regarding the norm overlap between Bogoliubov states differing by a gauge rotation, we specify here that the BCS transformation associated with \(|\Phi\rangle\) is characterized by the set of real \(2 \times 2\) blocks of the form$^{[14]}$

\[ \tilde{U}(k, \bar{k}) \equiv \begin{pmatrix} +u_k & 0 \\ 0 & +u_k \end{pmatrix} , \]  
\tag{82a} 

\[ \tilde{V}(k, \bar{k}) \equiv \begin{pmatrix} 0 & +v_k \\ -v_k & 0 \end{pmatrix} , \]  
\tag{82b} 

with \(\bar{k}\) denoting the conjugated partner of \(k\) and with \(u_k^2 + v_k^2 = 1\). Correspondingly, the BCS transformation associated with \(|\tilde{\Phi}\rangle\equiv e^{i\varphi A}|\Phi\rangle\) is given by

\[ \tilde{U} \equiv e^{+i\varphi \tilde{U}} , \]  
\tag{83a} 

\[ \begin{array}{c|c|c} (u_5, v_5) & 5 & 5 \\ (u_4, v_4) & 4 & 4 \\ (u_3, v_3) & 3 & 3 \\ (u_2, v_2) & 2 & 2 \\ (u_1, v_1) & 1 & 1 \end{array} \]

FIG. 1. Schematic representation of the five doubly degenerate single-particle levels from which a BCS state and its gauge-rotated partner are built.

$^{14}$ The notation \((\tilde{U}, \tilde{V})\) is presently used to specify that the Bogoliubov transformations at play are of BCS type but is unrelated to the generic notation \(|\Phi\rangle\) employed to denote the Bogoliubov state with respect to which the phase convention is set.
The two associated vacua can be explicitly represented by

\[ |\Phi\rangle = \prod_{k=1}^{5} (u_k + v_k c_k^l c_k^\dagger)|0\rangle , \quad (84a) \]

\[ |\tilde{\Phi}\rangle = \prod_{k=1}^{5} (u_k + e^{2i\varphi} v_k c_k^l c_k^\dagger)|0\rangle , \quad (84b) \]

which is consistent with the phase convention

\[ \text{Arg}(\langle 0|\Phi\rangle) = \text{Arg}(\langle 0|\tilde{\Phi}\rangle) = 0 . \]

These two states are explicitly normalized and their complex overlap is easily shown to be

\[ \frac{\langle \Phi|\tilde{\Phi}\rangle}{\langle \Phi|\Phi\rangle} = \prod_{k=1}^{5} (u_k^2 + e^{2i\varphi} v_k^2) , \quad (85) \]

which provides the formula of reference.

The present toy model is fully defined once the single-particle occupations \( v_k^2 \) are specified for \( k = 1, \ldots, 5 \). In the numerical applications below, the occupations of the five doubly-degenerate levels are decreasingly chosen in the interval \( [0, 1] \) to qualitatively mimic a realistic fully paired system. The third level, in particular, is chosen to have \( v_3^2 = v_2^2 = 0.5 \) in order to ensure that \( \langle \Phi|\tilde{\Phi}\rangle = 0 \) for \( \varphi = \pi/2 \).

Results are displayed in Fig. 2 for three representative values of the gauge angle. The purple squares denote the reference values obtained from Eq. 85 while the lines characterize the increment integration along auxiliary manifolds linking \( |\Phi\rangle \) to \( |\tilde{\Phi}\rangle \). The actual overlap of interest is thus the endpoint of these lines. The full red line is obtained by extracting the auxiliary manifold from the BCS transformations \( W \) and \( \tilde{W} \) defined by Eqs. 82 and 83, without any further modification. Consequently, the red path goes along the manifold of gauge rotated states (i.e. \( S = \varphi A \)) obtained for gauge angles \( \varphi \in [0, \varphi] \). Contrarily, the dashed blue and dotted green lines follow the auxiliary manifolds obtained by further multiplying \( \tilde{W} \) by two arbitrary\footnote{The trivial unitary Bogoliubov transformations \( K_i \) employed in the present calculations are randomly generated.}\footnote{Even in the first case where the operator \( S = \varphi A \) is known a priori, we apply the procedure outlined in Sec. III D 3 to extract \( S \) based on the given of the BCS transformations associated with \( |\Phi\rangle \) and \( |\tilde{\Phi}\rangle \). It allows us to check that the operator thus extracted is indeed nothing but \( \varphi A \). In the other two cases, however, the additional transformation \( K \) makes the operator \( S \) generating the unitary transformation between \( |\Phi\rangle \) and \( |\tilde{\Phi}\rangle \) to be a priori unknown and eventually different from \( \varphi A \).} trivial Bogoliubov transformations \( K_i \) (see Sec. III F). Let us first focus on the upper panel corresponding to the gauge angle \( \varphi = \pi/3 \). We observe that the complex overlap is nicely captured by Eq. 72. This feature is
independent of the auxiliary path followed, which characterizes the tremendous freedom at hand to reach the correct complex value.

The middle panel displays the results for $\varphi = \pi/2$. This case is of particular interest given that occupation numbers (i.e. $u_3^2 = v_3^2 = 0.5$) have been chosen to ensure that $\langle \Phi | \bar{\Phi} \rangle = 0$ at that angle. Whereas Eq. 72 was derived under the hypothesis that states along the manifold are not orthogonal to the initial state $| \Phi \rangle$, the fact that $| \bar{\Phi} \rangle$ is orthogonal to $| \Phi \rangle$ is easily obtained as the limit $\theta \to 1$, i.e. the corresponding result is recovered independently of the path followed. This key feature is analytically scrutinized in App. C.

Let us now finally move to the lower panel corresponding to $\varphi = 2\pi/3$, i.e. to a gauge angle that is larger than the value for which the overlap becomes zero along the manifold of gauge rotated states (full red line). In this case, the increment integration along the manifold loses the phase of the overlap as its norm goes through zero\(^{17}\), i.e. the norm kernel acquires an extra minus sign. The extra minus sign reflects the invalidity of the exponential formula whenever a state along the auxiliary manifold is orthogonal to the initial state. This happens for $\varphi > \pi/2$ in the present context of gauge rotation whenever a conjugated pair $(k_1, k_1)$ is characterized by $u_{k_1} = v_{k_1}$. More generally, the extrapolation of the exponential formula to the interval $\varphi \in [\pi/2, 3\pi/2]$ differs from the correct value by a sign $(-1)^p$, where $p$ denotes the number of conjugated pairs characterized by $u_k = v_k = 0.5$. This feature, analytically demonstrated in App. C, has been checked numerically within the frame of the present toy model. Consistently, the sign becomes correct again when going through the next zero of the overlap, i.e. for $\varphi \in [3\pi/2, 2\pi]$, independently of $p$.

The problem associated with going through zeros of the overlap along the auxiliary manifold appears at first sight as a limitation of the presently proposed method. One could rely on the analytical understanding of such a shortcoming to correct for the improper $(-1)^p$ sign. However, this procedure is not straightforwardly applicable to the overlap between arbitrary Bogoliubov states. Preferably, Fig. 2 illustrates that modifying the auxiliary manifold by multiplying $\hat{W}$ or $\hat{V}$ with a trivial Bogoliubov transformation $\hat{K}$ allows one to easily overcome this apparent limitation. Indeed, the complex value of the norm overlap is correctly captured at the price of generating such a random transformation $\hat{K}$\(^{18}\). Given that the Onishi formula can be employed to anticipate whether or not zeros of the norm overlap occur along the auxiliary manifold, the potential problem can be easily identified and bypassed in any arbitrary situation.

### B. Toy BCS states

The second example considered is even simpler than gauge rotation as it ensures that the overlap is strictly real. Keeping $| \Phi \rangle$ and $\hat{W}$ as before, $| \bar{\Phi} \rangle$ is taken as a second generic BCS state. Consequently, the BCS transformation $\hat{W}$ is defined in the same single-particle basis by

\[
\begin{align}
\hat{U}(k, \bar{k}) &= \begin{pmatrix}
+\tilde{u}_k & 0 \\
0 & +\tilde{u}_k
\end{pmatrix}, \\
\hat{V}(k, \bar{k}) &= \begin{pmatrix}
0 & +\tilde{v}_k \\
-\tilde{v}_k & 0
\end{pmatrix},
\end{align}
\]

with state $| \bar{\Phi} \rangle$ now reading as

\[
| \bar{\Phi} \rangle \equiv \prod_{k=1}^{5} (\tilde{u}_k + \tilde{v}_k c_k^1 \tilde{c}_k^1) | 0 \rangle,
\]

where $(\tilde{u}_k, \tilde{v}_k)$ are real and such that $\tilde{u}_k^2 + \tilde{v}_k^2 = 1$. The overlap between both states can be worked out straightforwardly

\[
\frac{\langle \Phi | \bar{\Phi} \rangle}{\langle \Phi | \Phi \rangle} = \prod_{k=1}^{5} (u_k \tilde{u}_k + v_k \tilde{v}_k)
\]
The actual value of the occupation numbers is irrelevant to the present proof-of-principle calculation and is thus not specified.

FIG. 4. (Color online) Norm overlap between Bogoliubov states $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ represented in the complex plane. The purple square denotes the reference result obtained from Eq. 91. The color lines correspond to the increment integration along the auxiliary manifolds linking $|\Phi\rangle$ to $|\tilde{\Phi}\rangle$ obtained without (full red line) or with (dashed blue line) an additional trivial Bogoliubov transformation $\mathcal{K}$ (see Sec. III F).

to provide its reference value.

In Fig. 3 a numerical example is displayed. The situation is similar to the case of gauge rotation, except that the overlap is real by construction. As a matter of fact, the manifold extracted straightforwardly from the BCS transformations given above does provide this real value by integrating incrementally over a path going along the real axis. Contrarily, performing an additional trivial complex Bogoliubov transformation $\mathcal{K}$ allows one to reach the real overlap by following a non-trivial path through the complex plane. In agreement with Eq. 64 and with all the other numerical illustrations presented in this work, the derivative of the norm overlap at $\theta = 0$ is purely imaginary whenever $\delta^{\text{opp}} \neq 0$ as is presently the case when applying a transformation $\mathcal{K}$.

C. Toy Bogoliubov states

It is now necessary to test the exponential formula for genuine Bogoliubov states. To do so, we start from the previous BCS toy model and construct more general Bogoliubov transformations of the form

$$W \equiv \begin{pmatrix} L & 0 \\ 0 & L^* \end{pmatrix} \begin{pmatrix} \bar{U} & \bar{V}^* \\ \bar{V} & \bar{U}^* \end{pmatrix},$$ (89a)

where $L$ and $\bar{L}$ are random complex $N \times N$ unitary matrices mimicking arbitrarily different canonical bases for the two Bogoliubov states. The Pfaffian approach to the norm overlap relies on the Thouless representation of the two states at play

$$|\Phi\rangle \equiv \exp \left( \frac{1}{2} \sum_{kk'} Z^{20}_{kk'} c_{k}^{\dagger} c_{k'}^{\dagger} \right) |0\rangle, \quad (90a)$$

$$|\tilde{\Phi}\rangle \equiv \exp \left( \frac{1}{2} \sum_{kk'} \bar{Z}^{20}_{kk'} \bar{c}_{k}^{\dagger} \bar{c}_{k'}^{\dagger} \right) |0\rangle, \quad (90b)$$

which is consistent with the phase convention $\text{Arg} (\langle 0 | \Phi \rangle) = \text{Arg} (\langle 0 | \tilde{\Phi} \rangle)$. Eventually, the reference value of the norm overlap between both states is obtained as the Pfaffian of a skew-symmetric matrix $[6-8]$

$$\frac{\langle \Phi | \tilde{\Phi} \rangle}{\langle \tilde{\Phi} | \Phi \rangle} = (-1)^{N(N+1)/2} \text{pf} \left( \bar{Z} - \frac{1}{1 - \bar{Z}^*} \right),$$ (91)

which is presently computed using routines taken from Ref. [17].

In Fig. 4 the numerical example is displayed. The complex value of the overlap computed via the exponential formula matches the reference value obtained via Eq. 91. This happens both without or with performing an additional trivial Bogoliubov transformation $\mathcal{K}$ (see Sec. III F), i.e. the freedom associated with the auxiliary manifold remains fully operational here.

Let us remark that the algorithm works equally well if $\mathcal{W}$ and/or $\tilde{\mathcal{W}}$ are characterized by fully occupied or fully empty paired canonical single-particle states. Additionally, we have checked that the method works for odd-number parity states appropriate to the description of odd systems. Last but not least, and as was exemplified in Sec. IV A for states differing by a gauge transformation of angle $\pi/2$, the method gently handles orthogonal states of identical number-parity.

V. MANY-BODY CALCULATIONS

So far, the computation of the norm kernel associated with an arbitrary pair of states $|\tilde{\Phi}\rangle$ and $|\Phi\rangle$ belonging to $\mathcal{M} \equiv \{|\Phi_1\rangle, \ldots, |\Phi_{N_{\text{set}}}\rangle\}$ has been detailed. We now wish to discuss how this is to be done consistently in many-body calculations of interest that typically invoke the $N_{\text{set}} \times N_{\text{set}}$ hermitian matrix of uncorrelated norm
overlaps

\[
\mathcal{N}_\mathcal{M} \equiv \begin{pmatrix}
\langle \Phi_1 | \Phi_1 \rangle & \langle \Phi_1 | \Phi_2 \rangle & \cdots & \langle \Phi_1 | \Phi_{N_{\text{set}}} \rangle \\
\langle \Phi_2 | \Phi_1 \rangle & \langle \Phi_2 | \Phi_2 \rangle & \cdots & \langle \Phi_2 | \Phi_{N_{\text{set}}} \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle \Phi_{N_{\text{set}}} | \Phi_1 \rangle & \langle \Phi_{N_{\text{set}}} | \Phi_2 \rangle & \cdots & \langle \Phi_{N_{\text{set}}} | \Phi_{N_{\text{set}}} \rangle
\end{pmatrix}
\]  

(92)

A. Generator coordinate method

We are first interested in discussing the situation typically encountered in generator coordinate method (GCM) calculations. In these calculations the full norm matrix associated with a set of pre-generated Bogoliubov vacua must be computed and diagonalized [114].

1. Phase convention

Given the perspective of computing a complete norm matrix as defined by Eq. [12] the safest approach consists of taking the state fixing the phase convention within \( \mathcal{M} \) itself. Consequently, we now choose \( | \Phi \rangle = | \Phi_1 \rangle \) as such a pivot state, although any other state of the set would obviously be equally appropriate. This allows us to discussing a different phase convention from the one utilized in the above sections. This choice leads to expressing the phase convention stipulated in Sec. II G as

\[
\text{Arg}(\langle \Phi_1 | \Phi_1 \rangle) = \text{Arg}(\langle \Phi_1 | \Phi_2 \rangle) = \cdots = \text{Arg}(\langle \Phi_1 | \Phi_{N_{\text{set}}} \rangle) = 0,
\]

given that \( \langle \Phi_1 | \Phi_1 \rangle \) is real.

2. Procedure

The computation of the \( N_{\text{set}}(N_{\text{set}} + 1)/2 \) independent overlaps making up the norm matrix follows three successive steps

1. The \( N_{\text{set}} \) diagonal elements are trivially obtained by normalizing the members of the set, i.e. by imposing that \( \langle \Phi_l | \Phi_l \rangle = 1 \) for \( l = 1, \ldots, N_{\text{set}} \).

2. The \( N_{\text{set}} - 1 \) remaining elements of the first row are computed by introducing the \( N_{\text{set}} - 1 \) operators

\[
S[l] \equiv S^{00}[l]_1 + \frac{1}{2} \text{Tr}(S^{11}[l]_1) + \frac{1}{2} \left( \beta^*[1] \beta[1] \right) \begin{pmatrix}
S^{11}[l]_1 & S^{20}[l]_1 \\
-S^{02}[l]_1 & -S^{11*}[l]_1
\end{pmatrix} \beta[1] \beta^*[1],
\]

with \( l = 2, \ldots, N_{\text{set}} \), such that

\[
| \Phi_1 \rangle \equiv e^{iS[l]_1} | \Phi_1 \rangle .
\]

The operator \( S[l] \) depends \emph{implicitly} on the pivot state \( | \Phi_1 \rangle \) given that it connects \( | \Phi_1 \rangle \) to it. In Eq. [94] the operator has been represented in the quasi-particle basis \( \{ \beta_1[1]; \beta^*_1[1] \} \) associated with the pivot state such that matrices \( S^{ij}[l]_1 \) \emph{explicitly} depend on the index, i.e. 1, here, labelling the quasi-particle basis used. Of course, the operator \( S[l] \) can be equally represented in the quasi-particle basis associated with any other state \( | \Phi_m \rangle \) of the set, in which cases the associated matrices are denoted as \( S^{ij}[l]_m \).

With these definitions at hand, the hermitian matrix

\[
S[l]_1 \equiv \begin{pmatrix} S^{11}[l]_1 & S^{20}[l]_1 \\
-S^{02}[l]_1 & -S^{11*}[l]_1
\end{pmatrix}
\]

(96)

to enter \( S[l] \) must be extracted according to the procedure outlined in Sec. III (and summarized in Sec. III E 3). From there, the \( N_{\text{set}} - 1 \) off-diagonal norm overlaps can be computed by applying Eq. [16] for \( \langle \Theta \rangle \equiv \langle \Phi_1 | \Theta \rangle \) and \( \theta = 1 \)

\[
\langle \Phi_1 | \Phi_1 \rangle \equiv e^{iS^{00}[l]_1} e^{\frac{i}{2} \int_0^1 d \theta \text{Tr}(S^{02}[l]_1 R^-([\Phi_1 | \Phi_{11}(\theta)]))} ,
\]

(97)

where the elementary contractions

\[
R_{k_k}^\pm([\Phi_1 | \Phi_{11}(\theta)]) \equiv \frac{\langle \Phi_1 | \beta_{k_1}[1] \beta_{k_2}[1] | \Phi_{11}(\theta) \rangle}{\langle \Phi_1 | \Phi_{11}(\theta) \rangle}
\]

(98)

run over the manifold

\[
\mathcal{M}(|\Phi_1 \rangle, S[l]) \equiv \{|\Phi_{11}(\theta)\rangle \equiv e^{iS[l]_1} |\Phi_1 \rangle, \theta \in [0, 1]\}
\]

connecting \( | \Phi_1 \rangle \) to \( | \Phi_1 \rangle \). The remaining unknown \( S^{00}[l]_1 \) entering \( S[l] \) is fixed by enforcing Eq. [93] which translates into

\[
S^{00}[l]_1 = -\Re e^{\frac{1}{2} \int_0^1 d \theta \text{Tr}(S^{02}[l]_1 R^-([\Phi_1 | \Phi_{11}(\theta)]))} ,
\]

(99)

making the \( N_{\text{set}} - 1 \) overlaps real and reading as

\[
\frac{\langle \Phi_1 | \Phi_1 \rangle}{\langle \Phi_1 | \Phi_1 \rangle} = e^{-3m \frac{i}{2} \int_0^1 d \theta \text{Tr}(S^{02}[l]_1 R^-([\Phi_1 | \Phi_{11}(\theta)]))} .
\]

(100)

3. With the \( N_{\text{set}} - 1 \) operators \( S[l] \) at hand, the remaining \( (N_{\text{set}} - 1)(N_{\text{set}} - 2)/2 \) independent norm kernels can be calculated consistently. Starting from Eq. [95] and applying Eq. [16] for \( \langle \Theta \rangle \equiv \langle \Phi_m | \Theta \rangle \) and \( \theta = 1 \) leads, for \( 1 < m < l \leq N_{\text{set}} \), to

\[
\frac{\langle \Phi_m | \Phi_1 \rangle}{\langle \Phi_m | \Phi_1 \rangle} = e^{iS^{00}[m]_l} e^{\frac{i}{2} \int_0^1 d \theta \text{Tr}(S^{02}[l]_1 R^-([\Phi_m | \Phi_{11}(\theta)]))} .
\]

(101)
where matrices $S^{|l|}_m$ result from expressing $S^{|l|}$ in the quasiparticle basis associated with $|\Phi_m\rangle$ and where the elementary contractions
\[ R_{ki,kl}^{\pm}(\Phi_m, |\Phi_{i1}(\theta)\rangle) \equiv \frac{\langle \Phi_m|\beta_{ki}|m\rangle\beta_{kl}|m\rangle|\Phi_{i1}(\theta)\rangle}{\langle \Phi_m|\Phi_{i1}(\theta)\rangle} \tag{102} \]
run over the manifold $\mathcal{M}(|\Phi_1\rangle, S^{|l|})$. Similarly to before, these elementary contractions are easily computed from the Bogoliubov transformation linking the bra and the ket, itself being obtained from the Bogoliubov transformations associated with $|\Phi_1\rangle$, $|\Phi_2\rangle$ and $|\Phi_m\rangle$. The value $\langle \Phi_m|\Phi_{i1}(\theta)\rangle$ is among the $N_{\text{set}}-1$ overlaps already computed in step 2 (Eq. 100). Eq. 101 completes the norm matrix. While the diagonal, the first row and the first column are real by virtue of choosing $|\Phi_1\rangle$ as the pivot state to fix the phase, the remaining entries of the norm matrix are a priori complex.

3. Numerical application

We extend the toy calculation of Sec. IV C to a set $\mathcal{M} \equiv \{|\Phi_1\rangle, |\Phi_2\rangle, |\Phi_3\rangle\}$ of three different Bogoliubov states and compute their associated norm matrix
\[ N_{\mathcal{M}} \equiv \begin{pmatrix} \langle \Phi_1|\Phi_1 \rangle & \langle \Phi_1|\Phi_2 \rangle & \langle \Phi_1|\Phi_3 \rangle \\ \langle \Phi_2|\Phi_1 \rangle & \langle \Phi_2|\Phi_2 \rangle & \langle \Phi_2|\Phi_3 \rangle \\ \langle \Phi_3|\Phi_1 \rangle & \langle \Phi_3|\Phi_2 \rangle & \langle \Phi_3|\Phi_3 \rangle \end{pmatrix} \tag{103} \]
according to the algorithm detailed above. Doing so, we have switched from the phase convention associated with choosing the pivot state as $|\Phi\rangle = |0\rangle$ to choosing it within the MR set, i.e. $|\Phi\rangle = |\Phi_1\rangle$ here. Given that the Pfaffian method used to benchmark our method explicitly relies on the first choice, the present example is meant to underline that what matters is not the calculation of a given norm overlap per se but the production of a consistent norm matrix, i.e. a norm matrix whose eigenvalues are insensitive to the state chosen to fix the phase convention.

Figure 5 displays the results of the numerical example. The upper panel shows individual norm overlaps making up the norm matrix. Squares represent the values obtained from the Pfaffian method whereas circles denote those obtained from the present method. Thick lines provide the auxiliary paths followed from one overlap to the other, starting from $\langle \Phi_1|\Phi_1 \rangle = 1$. Consistently with the scheme exposed above, all the overlaps involving the pivot state $|\Phi_1\rangle$ are real. Furthermore, the complex conjugate values $\langle \Phi_2|\Phi_3 \rangle$ and $\langle \Phi_3|\Phi_2 \rangle$ are consistently obtained by choosing to go through $|\Phi_2\rangle$ or $|\Phi_3\rangle$ first. Last but not least, three circles help visualize that, while individual kernels differ in both methods, they only do so by a complex phase. Eventually, the lower panel demonstrates that the eigenvalues of the norm matrices obtained from both methods are identical, thus showing the consistency of both calculations and the independence on the phase convention used.

B. Symmetry restoration

To complete the discussion, we now move to symmetry restoration calculations [111]. Focusing on particle number restoration associated with global gauge symmetry as an example, we wish to illustrate how the two phase conventions used earlier can be equally employed on the basis of projection or diagonalization methods. The present section relies on useful details regarding global gauge transformation and particle number restoration given in
The particle-number restoration relates to the one-parameter Abelian Lie group $U(1)$ defined by

$$U(1) \equiv \left\{ R(\varphi) \equiv e^{i\varphi A} \equiv e^{iS(\varphi)}, \varphi \in [0, 2\pi] \right\}, \quad (104)$$

where $\varphi$ denotes the gauge angle and $R(\varphi)$ is a unitary representation of global gauge transformations over Fock space. The particle-number operator $A$ is a generator of the group with

$$A \equiv -i \frac{d}{d\varphi}. \quad (105)$$

The irreducible representations (IRREPs) of the group read as

$$\langle \Psi^A | R(\varphi) | \Psi^A' \rangle \equiv e^{i\varphi A} \delta_{AA'}, \quad (106)$$

where $|\Psi^A\rangle$ is a normalized eigenstate of the particle number operator $A$ associated with eigenvalue $A$. The orthogonality of the IRREPs is expressed as

$$\int_0^{2\pi} d\varphi e^{-i\varphi A} e^{i\varphi A'} = 2\pi \delta_{AA'} \quad (107)$$

Given a Bogoliubov state $|\Phi\rangle$ breaking $U(1)$ symmetry, the MR set to be considered to restore good particle number is given by the orbit of the group

$$\mathcal{M}_{U(1)} \equiv \{|\Phi(\varphi)\rangle \equiv R(\varphi) |\Phi\rangle, \varphi \in [0, 2\pi]\}, \quad (108)$$

with $|\Phi(0)\rangle \equiv |\Phi\rangle$ by definition.

### 2. Norm matrix

The two available techniques to restore good particle number make partial or full use of the norm matrix $N_{U(1)}$ generated out of the MR set $\mathcal{M}_{U(1)}$; see App. C for details. In practical calculations, the gauge angle $\varphi$ is discretized by appropriately selecting $\{\varphi_i \in [0, 2\pi], i = 1, \ldots, N_{\text{set}}\}$, where $\varphi_1 = 0$ by convention. As a result, the norm matrix $N_{U(1)}$ at play takes the form

$$
\begin{pmatrix}
\langle \Phi(0) | \Phi(0) \rangle & \langle \Phi(0) | \Phi(\varphi_2) \rangle & \cdots & \langle \Phi(0) | \Phi(\varphi_{N_{\text{set}}}) \rangle \\
\langle \Phi(\varphi_2) | \Phi(0) \rangle & \langle \Phi(\varphi_2) | \Phi(\varphi_2) \rangle & \cdots & \langle \Phi(\varphi_2) | \Phi(\varphi_{N_{\text{set}}}) \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle \Phi(\varphi_{N_{\text{set}}}) | \Phi(0) \rangle & \langle \Phi(\varphi_{N_{\text{set}}}) | \Phi(\varphi_2) \rangle & \cdots & \langle \Phi(\varphi_{N_{\text{set}}}) | \Phi(\varphi_{N_{\text{set}}}) \rangle
\end{pmatrix}
$$

The unitary representation of $U(1)$ introduced in Eq. 104 amounts to choosing the set of hermitian operators $S(\varphi)$ connecting the unrotated state $|\Phi\rangle$ with the rotated ones $|\Phi(\varphi)\rangle$ according to $S(\varphi) \equiv \varphi A$, i.e.

$$s^{00}(\varphi) \equiv 0, \quad (109a)$$

or equivalently

$$s^{00}(\varphi) \equiv \varphi A^{00} \equiv \varphi \text{Tr}(V^*V^T), \quad (110a)$$

$$s^{11}(\varphi) \equiv \varphi A^{11} \equiv \varphi \left[U^\dagger U - V^\dagger V\right], \quad (110b)$$

$$s^{20}(\varphi) \equiv \varphi A^{20} \equiv \varphi \left[U^\dagger V^* - V^\dagger U^*\right], \quad (110c)$$

$$s^{02}(\varphi) \equiv \varphi A^{02} \equiv \varphi \left[U^T V - V^T U\right]. \quad (110d)$$

This representation amounts to employing the phase convention

$$\text{Arg}(\langle 0 | \Phi(\varphi) \rangle) = \text{Arg}(\langle 0 | \Phi \rangle) \equiv \varphi, \forall \varphi \in [0, 2\pi] \quad (111)$$

i.e. to taking $|\Phi_{\text{ref}}\rangle \equiv |0\rangle$. This choice constitutes the standard phase convention used in symmetry restoration calculations.

In this situation, and as demonstrated in App. C on the basis of the general development of Sec. III, the overlaps appearing on the first row of the norm matrix $N_{U(1)}$ are given by

$$\frac{\langle \Phi | \Phi(\varphi) \rangle}{\langle \Phi | \Phi \rangle} = e^{i\varphi A^{00}} \int_0^{2\pi} d\varphi \text{Tr}(A^{02} R^{--}(\varphi)) \quad (113)$$

where $R^{--}(\varphi)$ is defined in Eq. C10. Following similar steps, the norm matrix is completed with entries

$$\frac{\langle \Phi | \Phi(\varphi') \rangle}{\langle \Phi | \Phi \rangle} = \frac{\langle \Phi(\varphi') | \Phi(\varphi) \rangle}{\langle \Phi | \Phi \rangle} = e^{i(\varphi - \varphi')} A^{00} \left[ e^{\frac{i}{2} \int_{\varphi'}^{\varphi} d\varphi'' \text{Tr}(A^{02} R^{--}(\varphi'')) \right].$$

While the projection technique only makes use of the first row of the norm matrix, the diagonalization method exploit the norm matrix in full; see App. D for details.

### 3. Alternative phase convention

The overlaps appearing on the first row of the norm matrix are not real when given under the form of Eq. 113.

---

20 We assume here a fully paired even number-parity Bogoliubov state that is not orthogonal to the particle vacuum. More generally, the appropriate state of reference is the Slater determinant $|\Phi\rangle$ built out of the $N_{\text{occ}}$ canonical single-particle states that are fully occupied in $|\Phi\rangle$. In this case, the standard constant phase convention [111] with respect to the particle vacuum is to be replaced by

$$\frac{\langle \Phi | \Phi(\varphi) \rangle}{\langle \Phi | \Phi \rangle} = e^{i\varphi N_{\text{occ}}}. \quad (112)$$
This result is consistent with the fact that the phase convention used is different from the one advocated in connection with the GCM calculation described in Sec. V A above. To relate both conventions in the present context, we introduce the operator

$$\tilde{S}(\varphi) \equiv s^{00}(\varphi) + S(\varphi) = s^{00}(\varphi) + \varphi A,$$

where the (gauge-angle dependent) constant is given by

$$s^{00}(\varphi) \equiv -\varphi A^{00} - \Re \frac{1}{2} \int_0^\varphi \mathrm{d}\phi \mathrm{Tr} \left( A^{02} R^{-} (\phi) \right).$$

(116)

Obviously, $\tilde{S}(\varphi)$ and $S(\varphi)$ are identical in any basis representation except for a constant. With this definition at hand we introduce the modified manifold of gauge-rotated states according to

$$\mathcal{N}_{U(1)} = \left\{ \tilde{\Phi}(\varphi) \right\} = e^{i\tilde{S}(\varphi)}|\Phi\rangle, \varphi \in [0, 2\pi],$$

such that $|\tilde{\Phi}(0)\rangle = |\Phi\rangle$ and $|\tilde{\Phi}(\varphi)\rangle = e^{i\tilde{S}(\varphi)}|\Phi(\varphi)\rangle$.

The overlaps appearing on the first row of the modified norm matrix $\tilde{\mathcal{N}}_{U(1)}$ are equal to

$$\langle \tilde{\Phi}|\tilde{\Phi}(\varphi)\rangle = e^{-\Re \frac{1}{2} \int_0^\varphi \mathrm{d}\phi \mathrm{Tr} \left( A^{02} R^{-} (\phi) \right)}$$

$$= e^{i\tilde{s}^{00}(\varphi)} \frac{\langle \Phi|\Phi(\varphi)\rangle}{\langle \Phi|\tilde{\Phi}\rangle},$$

(117)

and are real in agreement with the phase convention relying on the pivot state $|\tilde{\Phi}\rangle = |\Phi\rangle$. Following the procedure detailed in Sec. V A, the modified norm matrix is completed thanks to the complex entries

$$\langle \tilde{\Phi}|\tilde{\Phi}(\varphi)\rangle = e^{i(s^{00}(\varphi) - \tilde{s}^{00}(\varphi'))}\langle \Phi(\varphi')|\Phi(\varphi)\rangle$$

$$\neq \langle \Phi|\tilde{\Phi}(\varphi - \varphi')\rangle,$$

(118)

the last inequality being due to the fact that

$$s^{00}(\varphi) - \tilde{s}^{00}(\varphi') \neq \tilde{s}^{00}(\varphi - \varphi').$$

(119)

Effectively, the change of phase convention corresponds to unitarily transforming the norm matrix according to

$$\tilde{\mathcal{N}}_{U(1)} = Q^\dagger \mathcal{N}_{U(1)} Q$$

(120)

where

$$Q = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & e^{-i\pi A(\varphi_2)} & \cdots & \\ \vdots & \vdots & \ddots & e^{-i\pi A(\varphi_{\text{max}})} \\ 0 & \cdots & \cdots & 1 \end{pmatrix}$$

(121)

The Hamiltonian matrix $H_{\mathcal{M}_{U(1)}}$ is transformed accordingly such that the eigenvalues of both matrices are independent of the phase convention. This key feature is illustrated numerically below. As was implicitly clear in Sec. V A, modifying the phase convention in GCM calculations also corresponds to unitarily transforming the norm and Hamiltonian matrices.

From the point of view of using a projector, the change of phase convention corresponds to using

$$|\Phi^A\rangle = \int_0^{2\pi} \frac{d\varphi}{2\pi} e^{-i(s^{00}(\varphi) + \varphi A)} |\tilde{\Phi}(\varphi)\rangle,$$

(122)

Consequently, the particle-number restored energy becomes

$$E^A = \frac{\langle \Phi^A|H|\Phi^A\rangle}{\langle \Phi^A|\Phi^A\rangle}$$

$$= \frac{\int_0^{2\pi} d\varphi \ e^{-i(s^{00}(\varphi) + \varphi A)} \langle \Phi|H|\tilde{\Phi}\rangle}{\int_0^{2\pi} d\varphi \ e^{-i(s^{00}(\varphi) + \varphi A)} \langle \tilde{\Phi}|\tilde{\Phi}\rangle},$$

(123a)

instead of Eq. (D3). Eventually, the two phase conventions can be equally applied such that observables do not depend on this choice. In the projection technique, however, moving away from the phase convention associated with the standard representation of the $U(1)$ groups comes with the price of explicitly compensating the modified phase of gauge-rotated states by multiplying its irreducible representations accordingly.

4. Numerical application

We now illustrate numerically the equal validity of the projection and the diagonalization methods along with the freedom regarding the phase convention used. To do so, we employ the toy model of Sec. IV A.

In Fig. 4 we compare the components $\langle \Phi|P^A|\Phi\rangle$ of the normalized projected states in the BCS state of reference with the eigenvalues $n_A$ of the norm matrix $\tilde{\mathcal{N}}_{U(1)}$, the latter making use of the phase convention associated with the pivot state $|\tilde{\Phi}\rangle = |\Phi\rangle$. The results of both methods match perfectly. This proves, once again, the sole necessity to choose a consistent phase convention within the set. Using 6 points to discretize the gauge angle, the values $n_A$ are all perfectly converged independently of the method used. Using less points first degrades the smallest eigenvalues.
C. Mixed phase conventions

The large freedom associated with (appropriate) phase conventions has been illustrated both for GCM and symmetry restoration calculations. It must eventually be made clear that mixed phase conventions can also be employed. While using a state belonging to the MR set as the pivot state is highly appropriate for GCM-type mixing, the phase convention implicitly associated with the standard unitary representations of symmetry groups must be favored for states relating to one another via symmetry transformations. Consequently, a mixed convention can typically be used to fix the phases within the MR set of interest on the basis of the following algorithm:

1. Fix the phase associated with the subset of states that do not relate to another via symmetry transformations by using the pivot state within this subset.

2. For each of these states, generate the manifold of states related to it via symmetry transformations on the basis of standard unitary representations of associated symmetry groups. The phase of the states belonging to this sub-manifold is typically fixed with respect to a state, e.g. $|0\rangle$, that is outside of it.

Following the developments of the preceding sections, the complete norm matrix can be built incrementally on the basis of this mixed phase convention.

VI. CONCLUSIONS

The present paper proposes an efficient and versatile method to compute the overlap between arbitrary Bogoliubov states $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$. The associated formula reads as the exponential of an integral of the off-diagonal kernel of an operator $S$ along an auxiliary manifold of Bogoliubov states linking $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$. The operator $S$, which is to be extracted during the procedure, is the generator of a unitary transformation linking both Bogoliubov vacua. All in all, the norm overlap between arbitrary Bogoliubov states is computed, without any phase ambiguity, via elementary linear algebra operations. The method can be used in any configuration mixing of orthogonal and non-orthogonal product states.

We have performed several numerical illustrations based on toy models of increasing complexity. When dealing with general Bogoliubov states that do not share a common discrete symmetry, such as simplex or time reversal, the results are benchmarked against the Pfaffian method [6]. The versatility of the method allows one to reach the correct complex value by integrating over pathes associated with many different auxiliary manifolds. This is convenient, in particular, to bypass potential zeros of the overlap along the manifold.

The method is already interesting in itself, even though the efficient Pfaffian alternative already exists. In particular, the natural and intuitive closed-form expression sheds a new light on the intimate content of the overlap between arbitrary Bogoliubov states. More importantly, the method is appealing from the point of view of its generic character and of the possible extensions it offers. In particular, it allows one to address correlated norm kernels at play in recently developed particle-number-restored Bogoliubov coupled-cluster (PNR-BCC) and particle-number-restored many-body perturbation (PNR-BMBPT) ab initio theories [9]. It is the aim of a forthcoming paper [10] to extend the present work to such general norm kernels from which uncorrelated kernels, i.e. straight overlaps between Bogoliubov vacua, are recovered as a particular case. Furthermore, the generality of the method makes possible to envision computing overlaps based on other many-body states than Bogoliubov product states.
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Appendix A: Unicity of \( \mathcal{S} \)

We illustrate why the matrix \( \mathcal{S} \) must be computed from the principal logarithm of \( \mathcal{X} \) and why it is, as such, uniquely defined. To achieve this goal, we use a highly schematic model in which the matrix \( \mathcal{X} \) is two dimensional and diagonal. This is sufficient to make the point and necessary to do so transparently.

As \( \mathcal{X} = \mathcal{X}(1) \) is a proper unitary Bogoliubov transformation, it displays the typical form

\[
\mathcal{X}(1) = \begin{pmatrix} e^{-is} & 0 \\ 0 & e^{+is} \end{pmatrix}, \tag{A1}
\]

with \( s \in ]-\pi, \pi[ \) without any loss of generality. Based on Eq. [48] indicating that \( \mathcal{X}(\theta) = \exp(-i\theta \mathcal{S}) \), our goal is to extract \( \mathcal{S} \) at a particular value of \( \theta \) before generating the entire family of transformations \( \mathcal{X}(\theta) \). Knowing \( \mathcal{X}(1) \), we set \( \theta = 1 \) to extract \( \mathcal{S} \) according to

\[
\mathcal{S}^{(1)} = i \log \mathcal{X}(1), \tag{A2}
\]

where the superscript underlines that \( \mathcal{S} \) is extracted from Eq. [48] at the specific value \( \theta = 1 \). Authorizing the use of a non-principal logarithm, \( \mathcal{S}^{(1)} \) reads as

\[
\mathcal{S}^{(1)} = \begin{pmatrix} s - 2k\pi & 0 \\ 0 & -s + 2k\pi \end{pmatrix}, \tag{A3}
\]

with \( k \in \mathbb{Z} \) and where \( s \) defines the principal logarithm, i.e. the particular result obtained by setting \( k = 0 \). With \( \mathcal{S}^{(1)} \) at hand, one accesses \( \mathcal{X}^{(1)}(\theta) \) over the entire auxiliary manifold via

\[
\mathcal{X}^{(1)}(\theta) = e^{-i\theta \mathcal{S}^{(1)}} = \begin{pmatrix} e^{-i\theta(s - 2k\pi)} & 0 \\ 0 & e^{+i\theta(s - 2k\pi)} \end{pmatrix}. \tag{A4}
\]

For \( \theta = 1 \), Eq. [A4] is consistent with the starting point given that \( \mathcal{X}^{(1)}(1) = \mathcal{X}(1) = \mathcal{X} \).

Let us now extract \( \mathcal{S} \) again from \( \mathcal{X}^{(1)}(\bar{\theta}) \) with \( \bar{\theta} \in ]0, 1[ \). Given that

\[
-(1 + 2k)\bar{\theta} + \bar{s} < \bar{\theta}(s - 2k\pi) \leq (1 - 2k)\bar{\theta} \pi, \tag{A5}
\]

there exists\(^{23}\) \( \bar{k} \in \mathbb{Z} \) such that

\[
\bar{s} \equiv \bar{\theta}(s - 2k\pi) + 2k\pi \in ]-\pi, \pi[. \tag{A6}
\]

With this definition of \( \bar{\theta} \) and authorizing again the use of a non-principal logarithm, one has

\[
\mathcal{S}^{(\bar{\theta})} = \frac{i}{\bar{\theta}} \log \mathcal{X}(\bar{\theta}) = \begin{pmatrix} \bar{s} - 2\frac{k'}{\bar{\theta}} \pi & 0 \\ 0 & -\bar{s} + 2\frac{k'}{\bar{\theta}} \pi \end{pmatrix},
\]

where \( k' \in \mathbb{Z} \). This new form of \( \mathcal{S} \) leads in particular to

\[
\mathcal{X}^{(\bar{\theta})}(1) = \begin{pmatrix} e^{-is} e^{+i2\frac{k}{\bar{\theta}} \pi} & 0 \\ 0 & e^{+is} e^{-i2\frac{k}{\bar{\theta}} \pi} \end{pmatrix}, \tag{A8}
\]

which is not consistent with the starting point, i.e. \( \mathcal{X}^{(\bar{\theta})}(1) \neq \mathcal{X} \), as \( (k' - k)/\bar{\theta} \) is not an integer in general.

The above derivation proves that, although the solution to Eq. [A2] is a priori multivalued, demanding to have a consistent family of Bogoliubov transformations \( \mathcal{X}(\theta) \) along the auxiliary manifold requires the sole use of the principle logarithm all throughout. Indeed, only at this condition one has an internally consistent approach manifested by the necessity to set \( k = \bar{k} = k' = 0 \) to generate a family of transformations \( \mathcal{X}(\theta) \) that is independent of the point \( \bar{\theta} \in ]0, 1[ \) at which the intermediate matrix \( \mathcal{S} \) is extracted.

Appendix B: Symmetry transformation

1. Introduction

Unitary transformations of particular interest are transformations associated with symmetry groups that are subgroups of \( U(N) \), the group of unitary transformations of a single-particle basis of dimension \( N \). Proceeding to such a unitary transformation, states \( |\Phi\rangle \) and \( |\Phi\rangle \) are related via Eq. [52] with an operator \( \mathcal{S} \) characterized by \( s^{00} = s^{20} = s^{02} = 0 \), i.e. taking the particular form

\[
\mathcal{S} = \sum_{pq} s_{pq} c_{p}^{\dagger} c_{q}, \tag{B1}
\]

In this case, the matrices defining \( \mathcal{S} \) in the quasiparticle basis of \( |\Phi\rangle \) reduce to

\[
\mathcal{S}^{00} = \text{Tr}(s^{11} V^{*} V^{T}), \tag{B2a}
\]
\[
\mathcal{S}^{11} = U^{\dagger} s^{11} V - V^{\dagger} s^{11} V, \tag{B2b}
\]
\[
\mathcal{S}^{20} = U^{\dagger} s^{11} V^{*} - V^{\dagger} s^{11} U^{*}, \tag{B2c}
\]
\[
\mathcal{S}^{02} = U^{\dagger} s^{11} V - V^{\dagger} s^{11} U, \tag{B2d}
\]

2. Bogoliubov transformations within \( \mathcal{M}[|\Phi\rangle, \mathcal{S}] \)

Given the known operator \( \mathcal{S} \), the Bogoliubov transformations associated with states making up the auxiliary manifold \( \mathcal{M}[|\Phi\rangle, \mathcal{S}] \) can be obtained directly.

\footnote{The integer \( k \) obviously depends on \( k \) and \( \bar{k} \).}
The elementary commutator
\[
[S, c_m^\dagger] = \sum_{kl} s_{kl}^{11} c_k^\dagger c_l^\dagger - c_m^\dagger S
\]

allows one, on the basis of Baker-Campbell-Hausdorff’s identity, to write

\[
e^{i\theta S} c_m^\dagger e^{-i\theta S} = c_m^\dagger + \frac{i\theta}{2!} \sum_{kl} s_{kl}^{11} c_k^\dagger c_l^\dagger + \frac{(i\theta)^3}{3!} \sum_{klm} s_{klm}^{11} c_k^\dagger c_l^\dagger c_m^\dagger + \ldots
\]

Similarly
\[
e^{i\theta S} c_m e^{-i\theta S} = \sum_k (e^{i\theta s^{11}})_k c_k.
\]

With these relations at hand, one can compute

\[
\beta^1_{\mu} \equiv e^{i\theta S} \beta^1_{\mu} e^{-i\theta S} = \sum_{\nu} U_{\nu\mu} e^{i\theta S} c_{\nu}^\dagger e^{-i\theta S} + V_{\nu\mu} e^{i\theta S} c_{\nu} e^{-i\theta S}
\]

which provides the Bogoliubov transformation relating \(|\Phi(\theta)\rangle\) to \(|0\rangle\) under the form

\[
U^\theta \equiv e^{i\theta s^{11}} U,
\]

\[
V^\theta \equiv e^{-i\theta s^{11}} V,
\]

leading, for \(\theta = 1\), to

\[
\tilde{\gamma} \equiv \begin{pmatrix}
\tilde{U} & 0 \\
0 & \tilde{U}^*
\end{pmatrix} = \begin{pmatrix}
e^{i\theta s^{11}} & 0 \\
0 & e^{-i\theta s^{11}}
\end{pmatrix} \begin{pmatrix}
U & V^* \\
V & U^*
\end{pmatrix}.
\]

Thouless’ matrix \(Z^\theta\) is further obtained as

\[
Z^\theta \equiv V^{\theta^*} \left[U^{\theta^*}\right]^{-1}
\]

Next, the Bogoliubov transformation \(X(\theta)\) linking \(|\Phi\rangle\) and \(|\Phi(\theta)\rangle\) is obtained explicitly in terms of \(s^{11}\) and \(\theta\) from

\[
\beta_k = \sum_{k_2} A_{k_2 k_1}(\theta) \beta_{k_2} + B_{k_2 k_1}(\theta) \beta_{k_2}^\dagger,
\]

Appendix C: Global gauge rotation

1. Set up

The particular case of global gauge rotation is obtained by employing \(S \equiv \varphi A\) in the set of equations derived in App. B where \(\varphi \in [0, 2\pi]\) denotes the gauge angle.
The auxiliary manifold linking $|\Phi\rangle$ and $|\tilde{\Phi}\rangle$ is
de\begin{equation}
\mathcal{M}[|\Phi\rangle, S] \equiv \{|\Phi(\theta)\rangle \equiv e^{i\theta A}|\Phi\rangle, \theta \in [0, 1]\}.
\end{equation}

Inserting $s_{km}^{11} = \varphi \delta_{km}$ into Eq. 32, the matrices defining $S$ in the two vacuum basis of $|\Phi\rangle$ reduce to
\begin{equation}
S^{00} \equiv \varphi A^{00} \equiv \varphi \text{Tr}(V^* V^T),
\end{equation}
\begin{equation}
S^{11} \equiv \varphi A^{11} \equiv \varphi \left[ U^T U - V^T V \right],
\end{equation}
\begin{equation}
S^{20} \equiv \varphi A^{20} \equiv \varphi \left[ U^T V^* - V^T U^* \right],
\end{equation}
\begin{equation}
S^{02} \equiv \varphi A^{02} \equiv \varphi \left[ U^T V - V^T U \right].
\end{equation}

One obtains from Eq. [37]
\begin{equation}
U^\theta \equiv e^{i\theta \varphi} U,
\end{equation}
\begin{equation}
V^\theta \equiv e^{-i\theta \varphi} V,
\end{equation}
leading, for $\theta = 1$, to
\begin{equation}
\hat{\mathcal{W}} = \begin{pmatrix}
\hat{U} & \hat{V}^* \\
\hat{V} & \hat{U}^*
\end{pmatrix} = \begin{pmatrix}
e^{i\varphi} U & e^{i\varphi} V^* \\
e^{-i\varphi} U & e^{-i\varphi} V^*
\end{pmatrix}.
\end{equation}

Thouless' matrix $Z^\theta$ is further obtained as
\begin{equation}
Z^\theta \equiv V^\theta \left[ e^{i\theta \varphi} \right]^{-1} = e^{2i\theta \varphi} Z.
\end{equation}

The Bogoliubov transformation $X(\theta)$ linking $|\Phi\rangle$ and $|\Phi(\theta)\rangle$ is built from
\begin{equation}
A(\theta) \equiv e^{-i\theta \varphi} U^T U + e^{i\theta \varphi} V^T V,
\end{equation}
\begin{equation}
B(\theta) \equiv e^{-i\theta \varphi} U V^T + e^{i\theta \varphi} V U^T,
\end{equation}
trivially providing $X$ for $\theta = 1$. The elementary contraction of interest takes the form
\begin{equation}
R^{-\phi}(\phi) \equiv -V^T \left( 1 - e^{2i\theta \varphi} \right) \times \left( 1 - 2i\theta \varphi Z^* Z \right)^{-1}(U^T)^{-1}.
\end{equation}

Eventually, the norm kernel is
\begin{equation}
\langle \tilde{\Phi}|\tilde{\Phi}\rangle = e^{i\theta \varphi} A^{00} e^{i\frac{\theta}{2} \int_0^\theta d\phi \text{Tr}(\varphi A^{R\theta} R^{-\phi} |\Phi(\phi)\rangle \langle \Phi(\phi)|)},
\end{equation}
and rewrites under the change of variable $\phi \equiv \varphi$ as
\begin{equation}
\langle \tilde{\Phi}|\tilde{\Phi}\rangle = e^{i\phi} A^{00} e^{i\frac{\phi}{2} \int_0^\phi d\phi \text{Tr}(A^{2\phi} R^{-\phi} |\Phi\rangle \langle \Phi|)},
\end{equation}
where
\begin{equation}
R^{-\phi}(\phi) \equiv R^{-\phi}(|\Phi\rangle \langle \Phi|) = -V^T \left( 1 - e^{2i\phi} \right) \left( 1 - 2i\phi Z^* Z \right)^{-1}(U^T)^{-1}.
\end{equation}

Equation 10 is the formula of the norm kernel given just below Eq. 126b of Ref. 9.

\textbf{2. Canonical basis}

In order to analytically scrutinize expression 19, we work from there on in the canonical basis. Accordingly, the Bogoliubov transformation characterizing $|\Phi\rangle$ is considered to be given under the simple block diagonal form with real $2 	imes 2$ blocks defined through:
\begin{equation}
V_{k_1,k_2} = +v_{k_1} \delta_{k_2,k_1},
\end{equation}
\begin{equation}
V_{k_1,k_2} = -v_{k_1} \delta_{k_2,k_1},
\end{equation}
\begin{equation}
U_{k_1,k_2} = +u_{k_1} \delta_{k_2,k_1},
\end{equation}
\begin{equation}
U_{k_1,k_2} = +u_{k_1} \delta_{k_2,k_1} = U_{k_1,k_2}^T.
\end{equation}

where $k_1$ represents the conjugate partner of $k_1$ and where Eq. 29a reduces to
\begin{equation}
u_{k_1}^2 + v_{k_1}^2 = 1.
\end{equation}

The canonical representation of the Bogoliubov transformation associated with state $|\tilde{\Phi}\rangle$ is easily deduced from Eq. 4.

In the canonical quasi-particle basis of $|\Phi\rangle$, the non-zero off-diagonal contraction of interest takes the simplified form
\begin{equation}
R^{-\phi}_{k_1,k_2}(\phi) = -\frac{u_{k_1} v_{k_1} e^{2i\phi} - 1}{u_{k_1}^2 + v_{k_1}^2 e^{2i\phi}} \delta_{k_2,k_1},
\end{equation}
and vanishes for $\phi = k\pi$, with $k \in \mathbb{Z}$. One further observes that $R^{-\phi}_{k_1,k_2}(\phi)$ diverges for $\phi = \pi/2 + k\pi$ whenever $u_{k_1}^2 = v_{k_1}^2 = 0.5$.

In the canonical quasi-particle basis of $|\Phi\rangle$, Eq. 32 is computed thanks to
\begin{equation}
A^{00} = 2 \sum_{k_1>0} v_{k_1}^2,
\end{equation}
\begin{equation} A_{k_1,k_2}^{11} = (u_{k_1}^2 - v_{k_1}^2) \delta_{k_2,k_2},
\end{equation}
\begin{equation} A_{k_1,k_2}^{20} = 2u_{k_1} v_{k_1} \delta_{k_2,k_1},
\end{equation}
\begin{equation} A_{k_1,k_2}^{02} = 2u_{k_1} v_{k_1} \delta_{k_2,k_1},
\end{equation}
where we have used that $v_{k_1}^2 = v_{k_1}^2$ to reduce the sum to only half of the basis of paired particles, denoted by the label $\sum_{k_1>0}$.

\textbf{3. Norm kernel}

\textit{a. Reference formula}

It is possible to explicitly represent the vacua associated with the canonical Bogoliubov transformations in-
produced above under the form
\[
|\Phi\rangle = \prod_{k_1 > 0} (u_{k_1} + v_{k_1} e^{i\frac{\phi}{2}} e^{i\frac{\pi}{4}}) |0\rangle, \quad (C15a)
\]
\[
|\tilde{\Phi}\rangle = \prod_{k_1 > 0} (u_{k_1} + e^{2i\varphi} v_{k_1} e^{i\frac{\pi}{4}}) |0\rangle. \quad (C15b)
\]

This representation is consistent with the phase convention \(\text{Arg}(\langle 0 | \Phi \rangle) = \text{Arg}(\langle 0 | \tilde{\Phi} \rangle) = 0\). The two states are explicitly normalized and their overlap is
\[
\langle \Phi | \tilde{\Phi} \rangle = \prod_{k_1 > 0} (u_{k_1}^* + v_{k_1}^* e^{2i\varphi}) (u_{k_1} + e^{2i\varphi} v_{k_1} e^{i\frac{\pi}{4}}) |0\rangle = \prod_{k_1 > 0} (u_{k_1}^2 + v_{k_1}^2 e^{2i\varphi}) \quad (C16)
\]
where the result is obtained via the application of elementary anticommutation rules. The polar form of the overlap is trivially obtained by setting \(z_{k_1}(\varphi) \equiv r_{k_1}(\varphi) e^{i\theta_{k_1}(\varphi)}\) where
\[
r_{k_1}(\varphi) = \sqrt{u_{k_1}^4 + v_{k_1}^4 + 2u_{k_1}^2 v_{k_1}^2 \cos(2\varphi)}, \quad (C17a)
\]
\[
\theta_{k_1}(\varphi) \equiv \arctan \left( \frac{v_{k_1}^2 \sin(2\varphi)}{u_{k_1}^2 + v_{k_1}^2 \cos(2\varphi)} \right). \quad (C17b)
\]

Formula (C16) testifies that the norm overlap is strictly 0 at \(\varphi = \pi/2\) as soon as a conjugate pair is such that \(u_{k_1}^2 = v_{k_1}^2 = 0.5\), i.e. the norm overlap is zero due to the fact that \(z_{k_1}(\pi/2) = 0\) in this case. As a matter of fact, the contribution of such a pair to the norm kernel reads, as a function of \(\varphi\), as
\[
\frac{1}{2}(1 + e^{2i\varphi}) = e^{i\varphi} \cos(\varphi). \quad (C18)
\]

b. Integral formula

Employing the exponential formula consistent with the phase convention \(\text{Arg}(\langle 0 | \Phi \rangle) = \text{Arg}(\langle 0 | \tilde{\Phi} \rangle) = 0\), the norm overlap is obtained from Eqs. (C9) and (C14) as
\[
\frac{\langle \Phi | \tilde{\Phi} \rangle}{\langle \Phi | \Phi \rangle} = e^{\sum_{k_1 > 0} \int_0^{\pi/2} d\varphi \int_{u_{k_1}^2}^{v_{k_1}^2} e^{i\varphi} \frac{z_{k_1}(\varphi)}{u_{k_1}^2 + v_{k_1}^2 \cos(2\varphi)}} = e^{\sum_{k_1 > 0} \ln \left( u_{k_1}^2 + v_{k_1}^2 e^{2i\varphi} \right)} = \prod_{k_1 > 0} \left( u_{k_1}^2 + v_{k_1}^2 e^{2i\varphi} \right), \quad (C19)
\]
which matches the result of the direct calculation given in Eq. (C16).

In fact, the derivation in Eq. (C19) is only valid under the assumption that no factor \(z_{k_1}(\varphi)\) is zero over the integration interval \(\varphi \in [0, \pi]\), i.e. under the assumption that the overlap between the initial state \(\Phi\) and any intermediate gauge-rotated states is different from zero over the interval \(\varphi \in [0, \pi]\). Whenever (at least) one conjugate pair is characterized by \(u_{k_1}^2 = v_{k_1}^2 = 0.5\), the fact that \(z_{k_1}(\pi/2) = 0\) limits the validity of Eq. (C19) over the limited interval \(\varphi \in [0, \pi/2]\). Let us now discuss what happens specifically for \(\varphi = \pi/2\) and \(\varphi > \pi/2\) in this situation.

c. Orthogonality

Given that Eq. (C16) is properly recovered from Eq. (C9) for \(\varphi \in [0, \pi/2]\) whenever there exists \(k_1\) such that \(z_{k_1}(\pi/2) = 0\), one can test whether the correct value is obtained in the limit \(\varphi \rightarrow \pi/2\). The zero of the norm overlap being induced by the sole pair \((k_1, \tilde{k}_1)\), it is sufficient to focus on its contribution.

We restart from Eq. (C9) and separate the real and imaginary parts of \(R^{-}_{k_1 k_1}(\varphi)\)
\[
R^{-}_{k_1 k_1}(\varphi) = \frac{u_{k_1} v_{k_1} (e^{2i\varphi} - 1)}{u_{k_1}^2 + v_{k_1}^2 e^{2i\varphi}} = \frac{u_{k_1} v_{k_1} (u_{k_1}^2 - v_{k_1}^2)(\cos(2\varphi) - 1) + i \sin(2\varphi)}{u_{k_1}^2 + v_{k_1}^2 e^{2i\varphi} \cos(2\varphi)}. \quad (C20)
\]
Setting \(u_{k_1}^2 = v_{k_1}^2 = 0.5\), the contribution of the pair of interest to the norm kernel reads as
\[
\frac{\langle \Phi | \tilde{\Phi} \rangle}{\langle \Phi | \Phi \rangle} = e^{i\varphi} e^{-\int_0^{\pi/2} d\varphi \int_{u_{k_1}^2}^{v_{k_1}^2} \frac{z_{k_1}(\varphi)}{u_{k_1}^2 + v_{k_1}^2 \cos(2\varphi)}} = e^{i\varphi} e^{-\int_0^{\pi/2} d\varphi \tan(\varphi)} = e^{i\varphi} e^{\ln \left( \frac{\cos(\varphi)}{1} \right)} = e^{i\varphi} |\cos(\varphi)|. \quad (C21)
\]
Taking the limit for \(\varphi \rightarrow \pi/2\) smoothly leads to the expected cancellation of the norm overlap. This proves that, in spite of the derivation of the exponential formula being only valid over the restricted interval \(\varphi \in [0, \pi/2]\), it safely provides the nullity of the overlap when \(\varphi \rightarrow \pi/2\). This correct limit is obtained from the divergence of the imaginary part of the elementary contraction \(R^{-}_{k_1 k_1}(\varphi)\) whose sign is such that the exponential properly drives the overlap to zero.

d. Going through zeros of the overlap

While the cancellation of the overlap is smoothly obtained for \(\varphi = \pi/2\), one may wonder if the analytical form obtained in Eq. (C21) can be safely extrapolated to \(\varphi > \pi/2\), in spite of the fact that the derivation is not valid in this case. As a matter of fact, Eq. (C21) leads to
a sign difference for \( \varphi > \pi/2 \) as compared to the correct formula, as can be understood from Eq. [C18]. More specifically, the extrapolation of the exponential formula to the interval \([\pi/2, 3\pi/2]\) differs from the correct value by a sign \((-1)^p\), where \(p\) denotes the number of conjugated pairs characterized by \(u_k = v_k = 0.5\). Eventually, the sign is correct again when going through the next zero of the overlap, i.e. on the interval \([3\pi/2, 2\pi]\), independently of \(p\) given that \(\cos(\varphi) = \cos(\varphi)\) on such an interval, just as it is the case over the interval \([0, \pi/2]\).

### Appendix D: Particle-number restoration

To support the discussion provided in Sec. \[\text{V.B}\] regarding the computation of the norm matrix at play in symmetry restoration calculations, we presently detail the restoration of good particle number associated with global gauge symmetry. In particular, we illustrate that the symmetry restoration can be equally achieved via the use of a projection operator or via a diagonalization method, both methods making a different use of the associated norm matrix.

#### 1. Particle-number restoration as a projection

Given the particle-number breaking state \(|\Phi\rangle\), an eigenstate of \(A\) with eigenvalue \(A\) is obtained as

\[
|\Phi^A\rangle \equiv P^A|\Phi\rangle \equiv \int_0^{2\pi} \frac{d\varphi}{2\pi} e^{-i\varphi A} |\Phi(\varphi)\rangle , \tag{D1}
\]

as demonstrated by

\[
A|\Phi^A\rangle = -i \int_0^{2\pi} \frac{d\varphi}{2\pi} e^{-i\varphi A} \frac{d}{d\varphi}|\Phi(\varphi)\rangle
= +i \int_0^{2\pi} \frac{d\varphi}{2\pi} \frac{d}{d\varphi} \left(e^{-i\varphi A}\right) |\Phi(\varphi)\rangle
= A|\Phi^A\rangle . \tag{D2}
\]

The particle-number restored energy is computed as

\[
E^A \equiv \frac{\langle \Phi^A | H | \Phi^A \rangle}{\langle \Phi^A | \Phi^A \rangle} = \int_0^{2\pi} d\varphi e^{-i\varphi A} \langle \Phi | H | \Phi \rangle \frac{d}{d\varphi} e^{-i\varphi A} , \tag{D3a}
\]

\[
= \int_0^{2\pi} d\varphi e^{-i\varphi A} \langle \Phi | H | \Phi \rangle \frac{d}{d\varphi} e^{-i\varphi A} , \tag{D3b}
\]

where the fact that \(P^A\) is a hermitian projector \((P^A)^\dagger = P^A\) and \((P^A)^2 = P^A\) commuting with the Hamiltonian \((|H, P^A\rangle = 0)\) was used. Interestingly, the calculation of particle-number restored observables associated with any hermitian operator \(O\) \((O^\dagger = O)\) of rank \(26\) \(r\) only makes use of the first row of the norm matrix.

#### 2. Particle-number restoration as a diagonalization

Alternatively, the symmetry restoration can be achieved via a diagonalization of the nuclear Hamiltonian within the subspace spanned by the MR set of gauge rotated states, namely the linear span

\[
\text{span}(M_{U(1)}) \equiv \left\{ \int_0^{2\pi} \frac{d\varphi}{2\pi} f(\varphi) |\Phi(\varphi)\rangle , f(\varphi) \in L^2([0, 2\pi]) \right\}
\]

where \(L^2([0, 2\pi])\) is the space of square-integrable functions over \([0, 2\pi]\).

To do so, the un-normalized projected states \(|\Phi^A\rangle\) defined in Eq. [D1] can be first recovered via the diagonalization of the norm matrix. Expanding the Bogoliubov state \(|\Phi\rangle\) over normalized eigenstates of \(A\)

\[
|\Phi\rangle \equiv \sum_A c_A |\Lambda^A\rangle , \tag{D5}
\]

the norm kernel is rewritten as

\[
\langle \Phi(\varphi) | \Phi(\varphi') \rangle = \sum_A |c_A|^2 e^{i(\varphi' - \varphi)A} . \tag{D6}
\]

The goal is to find the weights \(f_k(\varphi)\) of the states diagonalizing the norm matrix, i.e.

\[
\int_0^{2\pi} \frac{d\varphi'}{2\pi} \langle \Phi(\varphi) | \Phi(\varphi') \rangle f_k(\varphi') = n_k f_k(\varphi) , \tag{D7}
\]

where \(n_k\) denotes the corresponding eigenvalues. Employing Eq. [D6] and Fourier expanding the weights according to

\[
f_k(\varphi) = \sum_A f_k^A e^{i\varphi A} , \tag{D8}
\]

Eq. [D7] can be easily shown to be equivalent to the set of equations

\[
f_k^A (|c_A|^2 - n_k) = 0 , \quad \forall A \in \mathbb{N} . \tag{D9}
\]

The solutions of Eq. [D9] are

\[
f_k^A = \delta_{Ak} , \tag{D10a}
\]

\[
f_A(\varphi) = e^{-i\varphi A} , \tag{D10b}
\]

\[
n_A = |c_A|^2 , \tag{D10c}
\]

which are nothing but the eigenvalues \(\Lambda^A\) introduced in Eq. [D1]. The corresponding normalized eigenstates of \(A\) read as

\[
|\Lambda^A\rangle \equiv \frac{1}{\sqrt{n_A}} |\Phi^A\rangle . \tag{D11}
\]

Equation [D10c] in particular demonstrates that the eigenvalues of the norm overlap matrix are nothing but the

\[^{26}\text{An operator of rank } r\text{ with respect to the } U(1) \text{ group is such that } P^A O = O P^A^{-r} , \quad \forall A \in \mathbb{N}.\tag{D4}\]
probability to find the normalized eigenstates $|\Lambda_A\rangle$ in the Bogoliubov state $|\Phi\rangle$

$$n_A = |c_A|^2 = \langle \Phi | P^A | \Phi \rangle .$$

(D12)

Given that

$$\langle \Phi(\varphi)| H | \Phi(\varphi') \rangle = \sum_A E_A |c_A|^2 e^{i(\varphi'-\varphi)A} ,$$

(D13)

where $E_A \equiv \langle \Lambda_A | H | \Lambda_A \rangle$, the diagonalization of the Hamiltonian matrix $H_{M_U(1)}$ provides the same eigenstates as the norm matrix and extracts the symmetry-restored energies $E_A$ as eigenvalues (up to the factor $|c_A|^2$ which is extracted first via the diagonalization of the norm matrix). Interestingly, the calculation of particle-number restored observables makes use of the complete norm and operator matrices. This is to be contrasted with the method based on the projector that only makes use of their first row and is thus more economical in practical calculations.
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