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Abstract

We present a new method which provides object location priors for previously unseen object 6D pose estimation. Existing approaches build upon a template matching strategy and convolve a set of reference images with the query. Unfortunately, their performance is affected by the object scale mismatches between the references and the query. To address this issue, we present a finer-grained correlation estimation module, which handles the object scale mismatches by computing correlations with adjustable receptive fields. We also propose to decouple the correlations into scale-robust and scale-aware representations to estimate the object location and size, respectively. Our method achieves state-of-the-art unseen object localization and 6D pose estimation results on LINEMOD and GenMOP. We further construct a challenging synthetic dataset, where the results highlight the better robustness of our method to varying backgrounds, illuminations, and object sizes, as well as to the reference-query domain gap.

1. Introduction

6D object pose estimation is a fundamental step in many computer vision and robotics tasks, such as augmented reality [1], autonomous driving [5, 7, 18, 36], and robotic manipulation [6, 27, 40]. As novel (unseen during training) objects are ubiquitous in real scenarios, we have witnessed an increasing number of methods designed to generalize to such novel objects without re-training or fine-tuning [17, 20, 23, 25, 38].

Typically, generalizable methods follow a two-stage strategy, i.e., first detecting the object in the image and then estimating the object pose from the cropped detected region. Unfortunately, for novel objects, the detection problem remains far from being solved. Specifically, [9, 20, 38] rely on the ground-truth object bounding boxes even at test time. Although some unseen object detectors have been presented in [17, 23], the performance of 6D object pose estimation undergoes a dramatic drop when using a trained object detector instead of the ground truth.

Figure 1. Object scale mismatches between the query and reference images. Taking the reference (Ref) as a convolution kernel, we depict the query region covered by the kernel during convolution with a 3 × 3 white block. The blue boxes indicate the areas that contain the object. While the convolutional process is effective when the size of query and reference objects is similar (a), it becomes unreliable in (b) and (c) where the object scales differ.

In this paper, we therefore focus on localizing novel objects in RGB images for 6D object pose estimation. Existing methods [17, 19, 23] handle a novel object by comparing the input query image with a set of reference images which depict the object in different orientations. The features extracted from the references are convolved with those of the query. The object is then located in the query region with the highest response. We argue that previous methods suffer from mismatched object scales. As illustrated in Fig. 1, the object scales in images typically differ. In such context, the convolution responses tend to be unreliable because the query regions could be dominated by the background (Fig. 1 (b)) or contain only a part of the object (Fig. 1 (c)). In principle, this problem can be addressed by scaling the query image to different resolutions and performing convolutions on all resized images. However, due to the limitation of computational resources, previous works [17] resort to using only a few query scales. The problem of object size mismatches still exists.

We tackle this problem by introducing a new correlation module, where we perform a finer-grained yet computationally-friendly scale adaptation via adjustable convolutional receptive fields. Specifically, we leverage the fact that a convolution kernel, i.e., reference feature map, always contains information about the whole object regard-
less of the spatial resolution, because the kernel is converted from a reference image which only depicts the object. By contrast, the size of a query region covered during each convolution is related to the kernel size. Therefore, We propose to adjust the receptive field of the reference-query convolution over query images by resizing the reference kernels to different scales. Note that the reference kernel is much smaller than the query image, and resizing reference feature maps only requires a single forward pass through the backbone network. Our strategy is thus more efficient and scalable than resizing query images. The 2D object center location and 2D object size are predicted from the estimated correlations, which are represented as a heat map and a scalar, respectively. Intuitively, the correlation score of the object center should be always maximum in the heat map, which is then insensitive to object size variations. By contrast, predicting the 2D object size requires the awareness of size variations. Therefore, we feed the correlation maps into two separate heads that extract scale-robust and scale-aware features to estimate the 2D object location and size, respectively.

Our experiments on LINEMOD [10], GenMOP [17], and a challenging synthetic dataset evidence that our method achieves considerably better localization accuracy than previous methods for novel objects. We extend our method to 6D object pose estimation by combining it with the off-the-shelf 3D rotation estimator and 6D pose refiner of [17]. Ours results demonstrate that the object location priors obtained with our method yield a significant improvement in unseen object 6D pose estimation accuracy. Our approach is also more robust to phenomena such as varying backgrounds, illuminations, and object scales, as well as to the reference-query domain gap.

Our contributions can be summarized as follows:

- We introduce a generalizable object detector which can robustly locate novel objects in RGB images.
- We design a correlation module that captures finer-grained query-reference similarities with adjustable receptive fields.
- We propose to predict the 2D object location and size by extracting scale-robust and scale-aware features from the correlations, respectively.

2. Related Work

Instance-specific 6D pose estimation. 6D object pose estimation has been widely studied in the literature. Most existing deep learning methods are instance-specific [21,28,30,33], which means the training data and testing data contain the same object instances. Although each object instance is observed under different poses during training and testing, the multi-view images in the training set make the deep networks able to memorize the object patterns. However, such assumption conflicts with the demand in real applications, where objects not included in the training data inevitably exist. The appearance of the novel objects could significantly differ from the appearance of the training ones. Therefore, the ability of instance-specific approaches to handle novel objects is seriously impeded [38].

Generalizable 6D object pose estimation. Recently, some efforts have been made towards unseen object pose estimation [17,31]. In practice, the unseen objects can be either new instances from seen categories, or objects from entirely novel categories. In the former case, existing approaches [3,13,31] estimate normalized object coordinate space (NOCS) maps from RGBD images, and compute the 6D object pose from 3D-3D correspondences. As the training and testing data contain the same object categories, off-the-shelf detection or segmentation methods [8,16,22] can be employed to locate the objects. However, the category-level approaches have difficulty in generalizing to objects from new categories. Moreover, the required depth information is not always available, making the RGBD-based methods restricted to specific scenarios. In such context, solutions that handle objects from new categories using RGB images have been proposed. However, the vast majority [9,20,35,38] assumes that the ground-truth object bounding boxes are available even at test time. The approaches [17,23] independent to ground-truth bounding boxes build upon a template matching strategy, which suffers from inaccurate object localization because of the object size mismatches. Developing a detector capable of accurately locating novel objects in RGB images, is therefore pivotal to generalizable 6D object pose estimation methods.

Object localization. Most object detection and segmentation methods, such as Mask-RCNN [8] and YOLO [22], follow a category-level learning pipeline, which limits their generalization ability to objects from new categories. To address this problem, some methods [4,17,23,39] utilize a template matching strategy. Specifically, they assume the availability of reference images which contain the novel object as templates. Given a query image, correlations between the query and references are computed, and the object is expected to be located in the query region with the highest correlation score. Such template matching approach has shown promising generalization ability to unseen objects when the objects contained in the query and references are in similar sizes [17]. Note that the correlations are estimated with the same receptive fields over the query and references. Therefore, it becomes less effective when the object scales differ between the query and reference images. By contrast, in this paper, we introduce a finer-grained correlation module with adjustable receptive fields, which makes our
approach more robust to object size mismatches.

3. Method

3.1. Problem Formulation

Given an RGB query image $I_q$, we aim to locate an object $O$, with the goal of later using the object location information for 6D object pose estimation. We detect an object by predicting the 2D location of the object center $c_q$ and the object size $s_q$. In contrast to the definition in the object detection domain [8, 16, 22], the ground-truth object size is defined as $s_q^* = 2f/d$ in the context of 6D object pose estimation, where $f$ is a virtual focal length [17] and $d$ is the depth of the object center. In this paper, we focus on unseen object localization, which means that the objects contained in the training and testing sets differ, i.e., $O_{\text{train}} \cap O_{\text{test}} = \emptyset$. Following [17, 23], for each $O \in O_{\text{train}} \cup O_{\text{test}}$, we assume to have access to a set of reference images $I_r = \{I_{r}^1, I_{r}^2, \ldots, I_{r}^{N_r}\}$ which depict $O$ from different viewpoints. The object location $c_r^i$ and size $s_r^i$ are known for each $I_{r}^i, i = 1, 2, \ldots, N_r$. All references are resized to the same resolution, and therefore $\{s_r^1, s_r^2, \ldots, s_r^{N_r}\}$ are equal.

3.2. Motivation

In essence, the problem formulation described above follows a template matching approach which compares the input query to template images. Such a strategy has shown promising generalization ability to unseen objects [17, 23, 38]. Typically, existing methods employ a Siamese network [12] to extract features from the query and reference. The reference feature map is then used as a template, convolved with the query feature map. The object is detected by finding the query region with the highest response. However, as shown in Fig. 1, the convolution tends to be affected by the object size mismatches between query and reference images. Previous work [17] proposes to alleviate this problem by resizing the query to different resolutions and feeding all resized images to the network. Due to limited computational resources, only a few resolutions are selected, e.g., 4 resolutions with the largest scale factor of $\sqrt{2}$ in [17]. Therefore, such resizing process still has difficulty in aligning the mismatched object scales. This observation motivates us to adjust the receptive fields while performing the convolutions, which we achieve by resizing the convolution kernels. As the varied receptive fields correspond to query regions with different resolutions and interpolation over small convolution kernels is much more efficient than over the full query image, our approach has better potential for robust unseen object localization. We present the details of our approach in the following sections.

3.3. Finer-Grained Correlations

Fig. 2 depicts the overall architecture of our network. It takes $I_q$ and $I_r$ as input and estimates correlations as $C_q = F(g(I_q, \Theta), g(I_r, \Theta))$, where $g(\cdot, \cdot)$ represents the feature extraction module, $\Theta$ indicates the set of learnable parameters shared by $I_q$ and $I_r$, and $F(\cdot, \cdot)$ denotes the correlation estimation module. As illustrated in Fig. 3, the correlations are computed by convolving the reference features...
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Figure 3. Finer-grained correlation estimation module. The reference kernels are resized to different resolutions (indicated by different colors) by using bilinear interpolation when performing convolutions over the query feature map. The convolved results \(c_1, c_2, c_3\) capture information from query with varied receptive fields as represented by the blue boxes, which facilitates the robustness against object size variations.

Figure 4. Illustration of the estimated correlations with different receptive fields. The spatial dimensions of a reference kernel are resized to 9 x 9, 7 x 7, 5 x 5, separately. The computed correlations are shown as three heat maps. The regions with the highest correlation scores are marked by using the red dash circles.

with the query features. This can be formalized as

\[
f(F^q, F^r) = \sum_{i=1}^{H_r} \sum_{j=1}^{W_r} F^q_{ij} \cdot F^r_{ij},
\]

where \(F^r \in \mathbb{R}^{C \times H_r \times W_r}\) is a reference kernel, \(F^q \in \mathbb{R}^{C \times H_q \times W_q}\) indicates the region in the query feature map covered by the kernel at each spatial location during the convolution, and \(u \cdot v\) denotes a dot product. Eq. (1) shows that the receptive field on the query image is related to the spatial size \((H_r, W_r)\) of \(F^r\). To adjust this receptive field, we propose to resize \(F^r\) to different resolutions \(F^r = \{F^r_1, F^r_2, \ldots, F^r_{N_r}\}\), with \(F^r_i \in \mathbb{R}^{C \times H_i \times W_i}\), by using bilinear interpolation. We then stack the resulting correlations as

\[
c = \text{CAT}\{f(F^q, F^r_1), f(F^q, F^r_2), \ldots, f(F^q, F^r_{N_r})\},
\]

where \(c \in \mathbb{R}^{N_c}\) and \(\text{CAT}\) represents concatenation. As shown in Fig. 3, each \(c_i\) (represented by different colors) correspond to a specific resolution in the query image indicated by the blue box. Therefore, \(c\) accounts for object size variations in the query.

By resizing the reference kernels instead of the query image, each image is only fed once through the feature extraction module \(g(\cdot, \cdot)\), yet multiple correlations \(c \in \mathbb{R}^{N_c}\) can be computed. Consequently, our method is computationally more efficient than resizing the query image \(N_c\) times. In Fig. 4, we provide a visualization example where we resize the convolution kernel computed from a reference to three different spatial resolutions, i.e., 9 x 9, 7 x 7, and 5 x 5. One-time forwarding through \(g(\cdot, \cdot)\) results in three different correlation maps, in which the location with the maximum correlation score varies, as indicated by the red dash circles. By jointly considering the correlations, our method can robustly capture object location information. Given \(N_r\) reference images, we compute the corresponding correlations as \(C = [c^r_1, c^r_2, \ldots, c^r_{N_r}]\), where \(C \in \mathbb{R}^{N_r \times N_r}\). Note that the reference images are captured from different viewpoints, some of which are far from the query viewpoint. The appearance of objects in different poses could be dissimilar, which would result in low correlation scores. Therefore, we only keep the correlations with the most similar reference by max pooling \(C\) to \(c\): \(\mathbb{R}^{N_r \times N_r} \rightarrow \mathbb{R}^{N_c}\).

3.4. Decoupled Translation Estimator

Given the correlations \(\hat{C}\) for each spatial location in the query feature map, we represent the complete correlation map as \(\hat{C}_q \in \mathbb{R}^{N_c \times H_q \times W_q}\). A naive way to locate the object would consist of using \(\hat{C}_q\) as input to jointly predict the 2D object location and size. However, we argue that these two tasks have conflicting requirements. Let us explain the intuition behind by taking the images shown in Fig. 5 as an example.

As will be described in detail below, we predict the object location as a heat map. Therefore, we expect that the response of the object center \((x_1, x_2, x_3)\) in Fig. 5 is always maximum regardless of the object size. Recall that the convolution receptive field over the query varies when resizing a reference kernel to different resolutions. The correlations with improper receptive fields may lead to low correlation scores such as \(\hat{C}_{31}, \hat{C}_{32}\), and would thus interfere with the object location prediction. To alleviate this issue, we define a scale-robust head that performs a max pooling over the correlation map \(\hat{C}_q\): \(\mathbb{R}^{N_c \times H_q \times W_q} \rightarrow \mathbb{R}^H \times W\). The max pooling only retains the largest correlation, which we expect to come from the reference kernel in the correct size.

By contrast, to predict the object size, one needs to reason about the object patterns at different scales. Such information is contained in the multiple correlation scores
Figure 5. **Decoupled Translation Estimator.** Given \( N_q \) query images \((I^1_q, I^2_q, I^3_q)\) contain an object in different sizes, \( \hat{C}_1, \hat{C}_2, \) and \( \hat{C}_3 \) are the estimated correlations, corresponding to the object center locations \( x_1, x_2, \) and \( x_3 \) in the queries, respectively. The scale-robust features and scale-aware features are separately extracted by using max pooling and learnable linear transformation when computing the object location and size.

\((\hat{C}_{31}, \hat{C}_{32}, \hat{C}_{33})\). This property, however, would be lost after the max pooling layer used in the scale-robust head. Therefore, we design a scale-aware head that exploits the full information available in \( C \in C_q \) via a learnable linear transformation defined as

\[
y = w^T C,
\]

where \( w \in \mathbb{R}^{N_c \times D} \) indicates the learnable parameters.

Let us denote the resulting scale-robust and scale-aware feature maps as \( Y_{rb} \in \mathbb{R}^{H_q \times W_q} \) and \( Y_{aw} \in \mathbb{R}^{D \times H_q \times W_q} \), respectively. We then predict the object center heat map \( M_q \) from \( Y_{rb} \) using three convolution layers, and extract the 2D object center location as

\[
c_q = \arg\max_{i,j} (M_q[i,j]).
\]

Consequently, we employ \( c_q \) to locate the object features \( y_q \) on \( Y_{aw} \), and compute the object size as \( s_q = s * r_f \), where \( s \) is a scalar learned from \( y_q \) by using convolutions. Given the predicted object location \( c_q \) and size \( s_q \), we compute the 3D object translation as

\[
T_q = h(c_q, s_q) = \frac{2f}{s_q} K^{-1} c_q,
\]

where \( K \) is the known camera intrinsic matrix, and \( \hat{c}_q = [c_q, 1]^T \).

4. Experiments

**Implementation details.** Following the implementation in [17], we employ a pretrained VGG-11 [24] network as the feature extraction module. The detail of our network architecture is provided in the supplementary material. We train our network for 300,000 iterations using the Adam optimizer [11] with a batch size of 8 and a learning rate of \( 10^{-4} \), divided by 5 after every 100,000 iterations. The training process takes around 35 hours on a single NVIDIA Tesla V100. We set \( N_c = 5 \) in Eq. 2 by default. The spatial dimensions of a reference kernel change from \( H_r \times W_r \) to \((H_r + \Delta) \times (H_w + \Delta)\) with \( \Delta \in \{-2, -1, 0, 1, 2\} \). When performing 6D object pose estimation, we employ the 3D rotation estimator of [17].

**Experimental setup.** We conduct experiments on two public datasets, i.e., LINEMOD [10] and GenMOP [17]. Some examples of the query and reference images in these two datasets are shown in Fig. 6. To achieve a fair comparison, we follow Gen6D’s [17] settings and train our network using the same training data as Gen6D. Note that all objects in the testing phase are previously unseen, i.e., not included in the training data. We compare our method with existing ones from three perspectives, i.e., unseen object localization, robustness, and unseen object 6D pose estimation.
4.1. Unseen Object Localization

Table 1 and Table 2 provide the mAP@[.5:.95] (%) [15] of the evaluated methods on LINEMOD and GenMOP, respectively. We compare our approach to Gen6D [17], which, as mentioned before, is the most related work to ours. In addition to Gen6D, we report the results of OSOP [23], which is an advanced version of one-shot object detection methods such as OS2D [19], and achieves better performance as shown in [23]. We employ the pretrained model provided by the authors for Gen6D. As the OSOP code was not released, we re-implement and train OSOP from scratch, following the same empirical settings as for Gen6D and our approach. We sample the same 32 reference images for all evaluated methods, which leads to a fair comparison. As shown in Table 1 and Table 2, our approach achieves better mAPs in all cases, e.g., 12.96% increase on LINEMOD and 5.82% increase on GenMOP on average. Fig. 7 depicts some qualitative results. As explained in Section 3.1, the definition of ground-truth bounding boxes differs from the one in the object detection domain [8, 16, 22]. Therefore, all visualized object bounding boxes are square. Note that all bounding boxes predicted by our method are closer to the ground-truth ones.

4.2. Robustness Evaluation

As shown in Fig. 6, in Gen6D’s experimental setup, the references are real images taken from different viewpoints. The object size and background in the reference images are therefore similar to the ones in the query images. In real applications, however, these factors tend to differ. Moreover,
the reference images may often be synthetic ones when the 3D object model is available [23, 38], which leads to a domain gap between the query and references. Taking all these possible challenges into account, we construct a synthetic dataset to evaluate the robustness of the approaches. Specifically, we keep the original reference images, but render the 3D object models of LINEMOD from different viewpoints with diverse illumination conditions to generate synthetic query images. We randomly assign a background to each synthetic query using images from SUN2012 [34]. Some exemplar query images are shown in Fig. 8(a). Note that we only employ this dataset for testing without any retraining or fine-tuning on it. The results on the synthetic dataset are provided in Table 3. The mAPs of all evaluated methods decrease compared with those in Table 1, which demonstrates that our synthetic dataset is more challenging. Nevertheless, our method still surpasses previous works by a large margin (at least 16.51%). The qualitative results in Fig. 9 evidence that our method is able to consistently detect the objects, while the competitors fail in some cases.

To further analyze robustness to object size variations, we resize the objects in the synthetic query images with different scale ratios. This can be formalized as $s_q \in [s_q/p, s_q \ast p]$, where $p$ represents the scale ratio. We sample 6 scale ratios $p \in \{1.0, 1.2, 1.4, 1.6, 1.8, 2.0\}$ and report the mAP@[.5:.95] in all these cases. The dataset becomes more challenging as $p$ increases. As shown in Fig. 8(b), the performance of our method is consistently better than that of previous works when the scale ratio varies. This observation further demonstrates the better robustness of our method to various noise sources.

### 4.3. Unseen 6D Object Pose Estimation

We extend our method to 6D unseen object pose estimation by computing 3D object translation using Eq. 5 and estimating 3D rotation employing an off-the-shelf rotation estimator [17]. In Table 4 and Table 5, we report the ADD-0.1d (%) [10] for all evaluated methods on LINEMOD and GenMOP, respectively. As the instance-specific methods such as PVNet [21] cannot generalize to unseen objects,

---

**Table 4. Performance of 6D pose estimation for unseen objects on LINEMOD [10].** We employ ADD-0.1d (%) [10] as the evaluation metric. “Retrain” indicates if the method is retrained on the unseen objects.

| Method     | Retrain | Refine | Avg.  |
|------------|---------|--------|-------|
| AAE [26]   | ✓       | ☒      | 19.63 |
| Self6D [29]| ✓       | ☒      | 51.32 |
| DPOD-Syn [37]| ✓     | ☒      | 43.21 |
| DPOD-Syn [37]| ✓     | ☒      | 59.18 |
| PFS [35]   | ✓ DeepIM [14] | ☒      | 53.36 |
| PVNet [21] | ✓       | ☒      | 83.02 |
| PoseCNN [33]| ✓ DeepIM [14] | ☒      | 89.14 |
| DPOD-Real [37]| ✓    | DPOD [37] | 94.86 |

**Table 5. ADD-0.1d (%) [10] of 6D unseen object pose estimation on GenMOP [17].**

| Method     | Retrain | Refine | Avg.  |
|------------|---------|--------|-------|
| PVNet [21] | ✓       | ☒      | 38.79 |
| RLLG [2]   | ✓       | ☒      | 2.71  |
| ObjDesc [32]| ✓       | ☒      | 8.55  |
| Gen6D [17] | ✓       | ☒      | 17.90 |
| Ours       | ✓       | ☒      | 26.87 |
| Gen6D [17] | ✓ Volume [17] | ☒      | 50.39 |
| Ours       | ✓ Volume [17] | ☒      | 50.81 |
work, replacing it with a coupled one. Specifically, we exclude the decoupled translation estimator from our framework, excluding the kernel resizing process, and one where we involve the original reference kernels with the queries, i.e., constructed synthetic dataset, which lets us evaluate both components in our method, we perform ablation studies using our framework.

4.4. Ablation Studies

To shed more light on the effectiveness of each component in our method, we perform ablation studies using our constructed synthetic dataset, which lets us evaluate both object detection accuracy and robustness to noise. We evaluate two variants of our approach: One where we only convolve the original reference kernels with the queries, i.e., excluding the kernel resizing process; and one where we exclude the decoupled translation estimator from our framework, replacing it with a coupled one. Specifically, we extract features from the estimated correlations by using Eq. 3, and jointly learn 2D object location and size from the features. As shown in Table 6, every component results in an increase of mAP, and the best performance is achieved by combining all components.

Note that, in our method, the receptive fields are adjusted by resizing the reference kernels when computing correlations. We claimed in Section 3 that such a design is more computationally friendly than resizing the query images. To evaluate the efficiency, we conduct an experiment comparing different types of resizing from the perspectives of multiply–accumulate operations (MACs) and speed. Specifically, we resize the query image, reference image, or reference kernel to different scales with the number of scale factors changing from 1 to 5. As shown in Fig. 10, MACs of the network significantly increase and the speed is much slower when multi-scale queries or references are used. By contrast, the network with our “kernel resizing” approach is faster and requires fewer MACs. The observations can be explained from two perspectives. First, estimating correlations with M receptive fields only requires one forward pass through the feature extraction module \( g(\cdot, \cdot) \) in our framework, whereas \( M \) forward passes are needed when resizing the image. Second, the reference kernel is much smaller than the original query or reference image, e.g., \( 5 \times 5 \) vs. \( 480 \times 640 \). Consequently, the resizing process is much faster for reference kernels. We provide more results related to the effect of kernel resizing in the supplementary material.

Table 6. Effectiveness of each component. The results on the constructed synthetic dataset are listed. “Kernel Res.” means kernel resizing and “Decoupled Est.” represents the decoupled estimator.

| Kernel Res. | Decoupled Est. | mAP@[.5:.95] (%) |
|-------------|---------------|-----------------|
| ✓           | ✓             | 37.18           |
| ✓           | ✓             | 49.72 (+12.54)  |
| ✓           | ✓             | 53.69 (+3.97)   |

Figure 10. Comparison of different types of resizing. We separately resize the query image, reference image, and reference kernel to different scales of which the number changes from 1 to 5. Multiply–accumulate operations (MACs) and speed are reported.

the models are retrained on testing objects. Therefore, we only compare our method with other generalizable competitors that are not retrained. Note that we assume that the depth information is unavailable, so LatentFusion [20] and category-level approaches [3, 13, 31] are not evaluated. We also exclude OSOP [23] because it requires 90,000 reference images for each object during object pose estimation, which becomes intractable for the network used in [17]. Our method yields better ADDs than existing generalizable approaches when no refinement is performed, which truly shows that the 6D object poses obtained with our method are more accurate. When combined with the same refinement approach as [17], our method also performs better, which leads to competitive results compared with instance-specific methods. These observations evidence that 6D unseen object pose estimation can benefit from accurate object localization.

4.4. Ablation Studies

To shed more light on the effectiveness of each component in our method, we perform ablation studies using our constructed synthetic dataset, which lets us evaluate both object detection accuracy and robustness to noise. We evaluate two variants of our approach: One where we only convolve the original reference kernels with the queries, i.e., excluding the kernel resizing process; and one where we exclude the decoupled translation estimator from our framework, replacing it with a coupled one. Specifically, we exclude the decoupled translation estimator from our framework, excluding the kernel resizing process; and one where we involve the original reference kernels with the queries, i.e., constructed synthetic dataset, which lets us evaluate both components in our method, we perform ablation studies using our framework.

5. Conclusion

In this paper, we have presented a generalizable object detector, which can be used to provide location priors for previously unseen objects in a 6D object pose estimation pipeline. To handle the object size mismatches between query and reference images, we have introduced a finer-grained correlation estimation module, which efficiently captures object information with adjustable receptive fields. We have also proposed to predict the 2D object location and size in a decoupled manner, by separately extracting scale-robust and scale-aware features from the correlations. We have conducted comprehensive experiments on LINEMOD, GenMOP, and a challenging synthetic dataset, where our method achieves state-of-the-art performance and better robustness to typical noise sources.

Limitations and discussions. We see two main limitations of our method, which mainly come from the template matching paradigm, including the requirement of access to a number of reference images and the difficulty of locating multiple objects simultaneously from a single input. Therefore, in future work, we plan to study alternative approaches for unseen object localization and 6D pose estimation, going beyond the template matching strategy.
References

[1] Ronald T Azuma. A survey of augmented reality. Presence: teleoperators & virtual environments, 6(4):355–385, 1997.

[2] Ming Cai and Ian Reid. Reconstruc locally, localize globally: A model free method for object pose estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3153–3163, 2020.

[3] Dengsheng Chen, Jun Li, Zheng Wang, and Kai Xu. Learning canonical shape space for category-level 6d object pose and size estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11973–11982, 2020.

[4] Ding-Jie Chen, He-Yen Hsieh, and Tyng-Luh Liu. Adaptive image transformer for one-shot object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 12247–12256, 2021.

[5] Xiaozhi Chen, Huimin Ma, Ji Wan, Bo Li, and Tian Xia. Multi-view 3d object detection network for autonomous driving. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages 1907–1915, 2017.

[6] Alvaro Collet, Manuel Martinez, and Siddhartha S Srinivasa. The moped framework: Object recognition and pose estimation for manipulation. The International Journal of Robotics Research, 30(10):1284–1306, 2011.

[7] Andreas Geiger, Philip Lenz, and Raquel Urtasun. Are we ready for autonomous driving? the kitti vision benchmark suite. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages 3354–3361. IEEE, 2012.

[8] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Girshick. Mask r-cnn. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 2961–2969, 2017.

[9] Yisheng He, Yao Wang, Haoqiang Fan, Jian Sun, and Qifeng Chen. Fs6d: Few-shot 6d pose estimation of novel objects. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 6814–6824, 2022.

[10] Stefan Hinterstoisser, Vincent Lepetit, Slobodan Ilic, Stefan Holzer, Gary Bradski, Kurt Konolige, and Nassir Navab. Model based training, detection and pose estimation of texture-less 3d objects in heavily cluttered scenes. In Asian Conference on Computer Vision, pages 548–562. Springer, 2012.

[11] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[12] Gregory Koch, Richard Zemel, Ruslan Salakhutdinov, et al. Siamese neural networks for one-shot image recognition. In ICML deep learning workshop, volume 2, page 0. Lille, 2015.

[13] Xiaolong Li, He Wang, Li Yi, Leonidas J Guibas, A Lynn Abbott, and Shuran Song. Category-level articulated object pose estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3706–3715, 2020.

[14] Yi Li, Gu Wang, Xiangyang Ji, Yu Xiang, and Dieter Fox. Deepim: Deep iterative matching for 6d pose estimation. In Proceedings of the European Conference on Computer Vision, pages 683–698, 2018.

[15] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In Proceedings of the European Conference on Computer Vision, pages 740–755. Springer, 2014.

[16] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed, Cheng-Yang Fu, and Alexander C Berg. Ssd: Single shot multibox detector. In Proceedings of the European Conference on Computer Vision, pages 21–37. Springer, 2016.

[17] Yuan Liu, Yilin Wen, Sida Peng, Cheng Lin, Xiaoxiao Long, Taku Komura, and Wenyong Wang. Gen6d: Generalizable model-free 6-dof object pose estimation from rgb images. arXiv preprint arXiv:2204.10776, 2022.

[18] Eric Marchand, Hideaki Uchiyama, and Fabien Spindler. Pose estimation for augmented reality: a hands-on survey. IEEE Transactions on Visualization and Computer Graphics, 22(12):2633–2651, 2015.

[19] Anton Osokin, Denis Sminin, and Vasily Lomakin. Os2d: One-stage one-shot object detection by matching anchor features. In Proceedings of the European Conference on Computer Vision, pages 635–652. Springer, 2020.

[20] Keunhong Park, Arsalan Mousavian, Yu Xiang, and Dieter Fox. Latentfusion: End-to-end differentiable reconstruction and rendering for unseen object pose estimation. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages 201710–201719, 2020.

[21] Sida Peng, Yuan Liu, Qixing Huang, Xiaowei Zhou, and Hu-jun Bao. Pvnnet: Pixel-wise voting network for 6dof pose estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5451–5470, 2019.

[22] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi. You only look once: Unified, real-time object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 779–788, 2016.

[23] Ivan Shugurov, Fu Li, Benjamin Busam, and Slobodan Ilic. Osop: A multi-stage one shot object pose estimation framework. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 6835–6844, 2022.

[24] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.

[25] Jiaming Sun, Zihao Wang, Siyu Zhang, Xingyi He, Hongcheng Zhao, Guofeng Zhang, and Xiaowei Zhou. Oneopose: One-shot object pose estimation without cad models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 6825–6834, 2022.

[26] Martin Sundermeyer, Zoltan-Csaba Marton, Maximilian Durner, Manuel Brucker, and Rudolph Triebel. Implicit 3d
orientation learning for 6d object detection from rgb images. In Proceedings of the European Conference on Computer Vision, pages 699–715, 2018. 7

[27] Jonathan Tremblay, Thang To, Balakumar Sundaralingam, Yu Xiang, Dieter Fox, and Stan Birchfield. Deep object pose estimation for semantic robotic grasping of household objects. arXiv preprint arXiv:1809.10790, 2018. 1

[28] Chen Wang, Danfei Xu, Yuke Zhu, Roberto Martín-Martín, Cewu Lu, Li Fei-Fei, and Silvio Savarese. Densefusion: 6d object pose estimation by iterative dense fusion. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3343–3352, 2019. 2

[29] Gu Wang, Fabian Manhardt, Jianzhun Shao, Xiangyang Ji, Nassir Navab, and Federico Tombari. SELF6D: Self-supervised monocular 6d object pose estimation. In Proceedings of the European Conference on Computer Vision, pages 108–125. Springer, 2020. 7

[30] Gu Wang, Fabian Manhardt, Federico Tombari, and Xiangyang Ji. Gdr-net: Geometry-guided direct regression network for monocular 6d object pose estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 16611–16621, 2021. 2

[31] He Wang, Srinath Sridhar, Jingwei Huang, Julien Valentin, Shuran Song, and Leonidas J Guibas. Normalized object coordinate space for category-level 6d object pose and size estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 2642–2651, 2019. 2, 8

[32] Paul Wohlhart and Vincent Lepetit. Learning descriptors for object recognition and 3d pose estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3109–3118, 2015. 7

[33] Yu Xiang, Tanner Schmidt, Venkatraman Narayanan, and Dieter Fox. Posecnn: A convolutional neural network for 6d object pose estimation in cluttered scenes. arXiv preprint arXiv:1711.00199, 2017. 2, 7

[34] Jianxiong Xiao, James Hays, Krista A Ehinger, Aude Oliva, and Antonio Torralba. Sun database: Large-scale scene recognition from abbey to zoo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3485–3492. IEEE, 2010. 7

[35] Yang Xiao, Xuchong Qiu, Pierre-Alain Langlois, Mathieu Aubry, and Renaud Marlet. Pose from shape: Deep pose estimation for arbitrary 3d objects. arXiv preprint arXiv:1906.05105, 2019. 2, 7

[36] Danfei Xu, Dragomir Anguelov, and Ashesh Jain. Pointfusion: Deep sensor fusion for 3d bounding box estimation. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages 244–253, 2018. 1

[37] Sergey Zakharov, Ivan Shugurov, and Slobodan Ilic. Dpod: 6d pose object detector and refiner. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 1941–1950, 2019. 7

[38] Menglong Zhu, Konstantinos G Derpanis, Yinfei Yang, Samarth Brahmbhatt, Mabel Zhang, Cody Phillips, Matthieu Lecce, and Kostas Daniilidis. Single image 3d object detection and pose estimation for grasping. In Proceedings of the IEEE International Conference on Robotics and Automation, pages 3936–3943. IEEE, 2014. 1

[39] Yizhou Zhao, Xun Guo, and Yan Lu. Semantic-aligned fusion transformer for one-shot object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7601–7611, 2022. 2

[40] Chen Zhao, Yinlin Hu, and Mathieu Salzmann. Fusing local similarities for retrieval-based 3d orientation estimation of unseen objects. arXiv preprint arXiv:2203.08472, 2022. 1, 2, 3, 7