Abstract: This paper presents an information-theoretic approach for model reduction for finite time simulation. Although system models are typically used for simulation over a finite time, most of the metrics (and pseudo-metrics) used for model accuracy assessment consider asymptotic behavior e.g., Hankel singular values and Kullback-Leibler(KL) rate metric. These metrics could further be used for model order reduction. Hence, in this paper, we propose a generalization of KL divergence-based metric called n-step KL rate metric, which could be used to compare models over a finite time horizon. We then demonstrate that the asymptotic metrics for comparing dynamical systems may not accurately assess the model prediction uncertainties over a finite time horizon. Motivated by this finite time analysis, we propose a new pragmatic approach to compute the influence of a subset of states on a combination of states called information transfer (IT). Model reduction typically involves the removal or truncation of states. IT combines the concepts from the n-step KL rate metric and model reduction. Finally, we demonstrate the application of information transfer for model reduction. Although the analysis and definitions presented in this paper assume linear systems, they can be extended for nonlinear systems.

1. INTRODUCTION

Model simplification, approximation, and reduction is a critical phase in the systems design process. According to Gugercin and Antoulas (2004), in model reduction, the goal is to find a lower order model that has similar response characteristics as the original model. Often, the motivation behind model reduction is to improve computation time, simplify the control design process, and develop model-based control algorithms. Although different methods exist for model simplifications, the underlying philosophy relies on the concept of states’ removal (or truncation). Hence, this paper is primarily focused on model order reduction methods by the removal of states. The idea behind model reduction is to first approximate the model and then compare its performance with respect to the higher-order model. Hence, to reduce the model, there is a need for a measure to compare dynamical systems. The most commonly used method for model reduction is balanced truncation. In this method, the model is first transformed such that the states which are difficult to reach are also difficult to observe. The difficult to reach and observe states are then truncated from the model. Another approach is based on information theory. The idea is to compare the predictive uncertainties of different approximate models with the original model. To compare the accuracy of models, Georgiou (2007) proposed an approach based on a distance between spectral densities in terms of prediction errors. Motivated by different classical distances (and pseudo distances) Ferrante et al. (2012) proposed spectral density estimation approaches and established a connection between time and spectral domain-relative entropies. Based on Georgiou’s work, Deng and Huang (2012); Yu and Mehta (2009, 2010) proposed a pseudo metric called Kullback Leibler (KL) rate metric to compare dynamical models. KL rate metric has been used for comparing dynamical models in various applications, for example, Deng et al. (2014, 2011). The KL-rate pseudo metric was further extended for Markov chain model reduction by Deng and Huang (2012), but it relies on the asymptotic computation of probability density functions (pdf). In other words, the KL-rate pseudo metric can only compare models at a steady-state, but in the case of dynamical systems, the modeling accuracy is also essential during transience. Consider a system with two-time constants, one very slow and the other very fast, for example, a battery charge-discharge model augmented by its aging dynamic. Removing the fast dynamic could result in significant errors on small time scales but may have small errors in predicting or estimating the age of the battery. This paper first demonstrates that the asymptotic assessment comparison between models may not correctly indicate the accuracy over finite time simulation. This paper proposes an extension to the KL rate metric called n-step KL rate pseudo metric to compare approximate models generated by removing states over a finite time.
2. MODEL REDUCTION BY ASYMPTOTIC COMPARISON

The model reduction process has two steps, namely 1) generate a set of simplified models by removal or truncation of states and 2) compare the simplified models with the original model using some metric. An additional balancing step may be performed before model reduction. Removal of the state is essentially considering that the states are stationary. The second step reveals the best-reduced model which is dependent on the choice of metric. Consider a linear system $\mathcal{M}_0$ shown below.

$$
\mathcal{M}_0 : \begin{bmatrix}
    x_{t+1} \\
    a_{t+1} \\
    b_{t+1}
\end{bmatrix} =
\begin{bmatrix}
    A_0 & A_1 & A_2 \\
    0 & A_1 & A_2 \\
    0 & 0 & A_2
\end{bmatrix}
\begin{bmatrix}
    x_t \\
    a_t \\
    b_t
\end{bmatrix} +
\begin{bmatrix}
    B_1 \\
    B_2 \\
    0
\end{bmatrix} dt
$$

where $x \in \mathbb{R}^m$ is a state vector, $y \in \mathbb{R}$ is output, $A$, $B$, $C$ are real matrices such that $A$ is Piccard (has all eigenvalues inside the unit circle), the pair $(A, C)$ is observable. In this paper we are considering single output for the sake of simplicity of notation. The input $d_t \sim \mathcal{N}(0, 1)$ is i.i.d Gaussian random variable. The state space could be divided into two subspaces according to $a \in \mathbb{R}^{m_1}$ and $b \in \mathbb{R}^{m_2}$ such that $m_1 + m_2 = m$. Let’s assume that a reduced representation of $\mathcal{M}_0$ could be obtained by considering that states $a$ are constant i.e. $a = \tilde{a}$. Hence, the dynamics of the approximate model is $\dot{b}_{t+1} = A_22 \dot{b}_t + A_21 \tilde{a} + B_2 d_t$. To simplify the analysis, we will equivalently write the simplified model as

$$
\mathcal{M}_1 : \begin{bmatrix}
    y_{t+1} \\
    z_{t+1}
\end{bmatrix} =
\begin{bmatrix}
    A_1 & B_1 \\
    0 & A_2
\end{bmatrix}
\begin{bmatrix}
    y_t \\
    z_t
\end{bmatrix} +
\begin{bmatrix}
    B_1 \\
    0
\end{bmatrix} dt
$$

where $A_1 = \begin{bmatrix} 0 & 1 \\ A_21 & A_22 \end{bmatrix}$. Also, $w^T = [0^T \ b^T]$, $a_0 = \tilde{a}$ is a constant, $w \in \mathbb{R}^m$ is state vector, and $z \in \mathbb{R}$ is the output of $\mathcal{M}_1$. Note that $B_1$ is not set to zero to emphasize that uncertainty in states $a$ still persists in the simplified model. To quantify the error between model $\mathcal{M}_1$ and $\mathcal{M}_0$, different metrics could be used. For example, balanced truncation uses the steady-state observability and controllability to obtain balanced state space and then use Hankel singular values to truncate states. Similarly, the KL rate metric relies on asymptotic KL divergence between prediction uncertainty.

2.1 Balanced Truncation

Consider a linear system $\mathcal{M}_0$. The controllability and observability gramians ($P$ and $Q$) are the positive definite solutions to following asymptotic Lyapunov equations

$$
A_0 P + PA_0^T = -BB^T
$$

and

$$
A_0^T Q + QA_0 = C^T C
$$

The states for which the Hankel singular values are small are truncated. The loss in accuracy due to removal of states in terms of $H_\infty$ norm is obtained by removing corresponding singular values. Note here that the balancing as well as the Hankel singular values essentially rely on asymptotic behavior.

2.2 KL Rate Metric

Prashant Mehta et al. proposed a pseudo metric called Kullback-Leibler rate metric to compare stochastic dynamical system models Deng and Huang (2012).

Consider the two linear dynamical systems $\mathcal{M}_i$ for $i = 0, 1$. We know that $\mathcal{M}_0$ is the more accurate or the ‘true’ model and $\mathcal{M}_1$ is an approximate model. Let $p(x_t)$ and $q(w_t)$ be the probability density functions of states at time $t > 0$. 

Published in 2021 IFAC - Measurements Estimation and Controls Conference, Oct 26, 2021
Similarly, let \( p(y_t) \) and \( q(z_t) \) be the probability density functions of measurement variables.

**Notation:**

- For any random variable \( x(t) \), the time history of the variable from time \( t = n \) to \( t = k > n \) is written as \( x^m_n \) i.e. \( x^m_n = [x_n, x_{n+1}, \cdots, x_k] \)
- The probability of random variable \( x^m_n \) is simply written as \( p(x^m_n) = p_n(x) \)

The propagation of probability density function under system dynamics \( \mathcal{M} \) could be considered as a belief process. The propagation of belief \( p \) from time \( t \) to \( t+1 \) is obtained by considering the filtering problem involving two terms - the prior and the evidence Chen et al. (2003) as shown in equation below.

\[
p(x_{t+1}|y_t) = \int_X p(x_{t+1}|x_t)p(x_t|y_t)dx_t
\]

\[
p(y_{t+1}|y_t) = \int_X p(y_{t+1}|x_t)p(x_t|y_t)dx_t
\]  

\[
q(w_{t+1}|y_t) = \int_X q(w_{t+1}|w_t)q(w_t|y_t)dw_t
\]

\[
q(z_{t+1}|y_t) = \int_X q(z_{t+1}|w_t)q(w_t|y_t)dw_t
\]

A similar belief process can be constructed for Model \( \mathcal{M}_1 \).

\[
E_{\mathcal{M}_0}(y) = \lim_{n \to \infty} \tilde{y}_n
\]

\[
E_{\mathcal{M}_1}(y) = \lim_{n \to \infty} \tilde{y}_n
\]

\[
\Delta H_{\mathcal{M}_0, \mathcal{M}_1} = \lim_{t \to \infty} E_{p_t(y)} \left( \ln \frac{p(y_{n}|y_{n-1})}{q(z_{n}|y_{n-1})} \right)
\]

where \( E_{p_t(y)} \) is the expectation taken over the probability of random variable \( y_t \). For the linear Gaussian problem, the evolution of the two belief processes for models \( \mathcal{M}_0 \) and \( \mathcal{M}_1 \) are given by the Kalman filtering equations. The Kalman filter equations for model \( \mathcal{M}_0 \) for the a priori estimate are

\[
\hat{x}_{t+1}^- = A_0(I - K_tC)\tilde{x}_t^- + A_0K_ty_t
\]

\[
P_{t+1}^- = A_0P_t^- A_0^T - A_0P_t^- C(CP_t^-C^T + BB^T)^{-1}CP_t^-A_0^T
\]

where \( P_t^- \) is the a priori estimate of covariance of the state estimation error, \( \hat{x}^- \) is the a priori state estimate and \( K_t \) is the Kalman gain. Similarly for model \( \mathcal{M}_1 \)

\[
\hat{w}_{t+1}^- = A_1(I - K_tC)\tilde{w}_t^- + A_1K_ty_t
\]

\[
Q_{t+1}^- = A_1Q_t^- A_2^T - A_1Q_t^- C(CQ_t^-C^T + BB^T)^{-1}CQ_t^-A_1^T
\]

where \( Q_t^- \) is the a priori estimate of covariance of the state estimation error, \( \tilde{w}^- \) is the a priori estimate, and \( K_t \) is the Kalman gain for model \( \mathcal{M}_1 \). Also, we assume \( P_0 = Q_0 \), meaning the state covariance at the initial condition is the same for both the models. Asymptotically, the two Kalman filter equations converge to Algebraic Riccati equations. For example, for Model \( \mathcal{M}_0 \), the state covariance matrix \( P \) asymptotically converges to the solution of Riccati equation

\[
P = \tilde{A}_1 \left( P - \frac{PC^TP}{D^2 + CPC^T} \right) \tilde{A}_1^T
\]

where \( \tilde{A}_1 = (A_1 - BCD^{-1}) \). Asymptotically, the belief process can be denoted as

\[
\lim_{n \to \infty} p_n = \lim_{n \to \infty} p(y_n|y_{n-1}) \sim N(\hat{y}, \sigma_y^2)
\]

\[
\lim_{n \to \infty} q_n = \lim_{n \to \infty} q(z_n|y_{n-1}) \sim N(\hat{z}, \sigma_z^2)
\]

where \( \hat{y} = C\hat{x}^- \) and \( \hat{z} \) are the expected values of outputs \( y \) and \( z \) at steady state, and \( \sigma_y^2 = CPC^T + D^2 \) and \( \sigma_z^2 = CQC^T + D^2 \). Here, \( P \) is the solution of Riccati equation (8), and \( Q \) is a solution of a similar Riccati equation for Model \( \mathcal{M}_1 \). The KL rate metric given in equation (5) could be computed using the conditional probability distributions in equation (9). The details of the asymptotic computation of the KL rate metric could be found in Deng and Huang (2012).

In the next section, we propose an extension of the KL rate metric called n-Step KL rate metric. We also demonstrate that the asymptotic KL rate metric may be an incorrect assessment of models over finite time simulations.

### 3. MODEL COMPARISON OVER FINITE TIME

We will now slightly modify the definition of KL rate metric presented in equation (5) and call it ‘n-step KL rate pseudo metric’.

\[
\Delta H_{n}(\mathcal{M}_1, \mathcal{M}_2) = E_{p_n(y)} \left( \ln \frac{p(y_{n}|y_{n-1})}{q(z_{n}|y_{n-1})} \right)
\]

The difference between KL rate metric and n-step KL rate metric is the time horizon. In the case of KL rate metric, the pdf are computed asymptotically whereas in the case of n-step KL rate metric, the pdf are computed over finite time. The \( \Delta H_{\infty} \) is a special case of \( \Delta H_{n} \) since \( \Delta H_{\infty} = \lim_{n \to \infty} \Delta H_{n} \). In this section we illustrate the need for a finite-time metric using a simple example. For the sake of simplicity of notation we will consider a second order system

\[
M_0 : \begin{bmatrix} a_{t+1} \ b_{t+1} \end{bmatrix} = \begin{bmatrix} A_0 & 0 \\ 0 & A_2 \end{bmatrix} \begin{bmatrix} a_t \\ b_t \end{bmatrix} + Bd_t
\]

\[
y_t = Ca_t
\]

where, matrix \( A_0 \) is Piccard, \( B = [1 \ 1]^T \), \( C = [C_1 \ C_2] \), and \( d_t \sim N(0, \sigma^2) \) is a i.i.d. random variable with Gaussian distribution. It can be easily seen that the pair \( (A, C) \) is observable if \( C_1, C_2 \neq 0 \), and \( (A, B) \) is controllable. Note that the difference between \( \mathcal{M}_0 \) and \( \mathcal{M}_0 \) is that the former is a \( n^{th} \) order system, whereas the later is a second order system. One option to approximate this model is by considering that state \( a \) is constant. Let’s call the simplified linear model as \( \mathcal{M}_1 \).
where ∆ example 3.2 in Yu and Mehta (2009), it can be shown that state 

\[ \Sigma = \begin{bmatrix} 1 & 0 \\ 0 & \Sigma_1 \end{bmatrix} \]

is the auto-covariance matrix of states 

\[ \Sigma_n = \begin{bmatrix} \Sigma_{11} & 0 \\ 0 & \Sigma_{22} \end{bmatrix} \]

Hence, 

\[ \Delta H_n = \frac{C_1^2(1 - A_{11})^2\Sigma_{11}}{2(C_1 + C_2)^2\sigma^2} \]

Since the sensor noise is not considered in this example for simplicity, the covariance matrix evolves according to the discrete time Lyapunov equation 

\[ \Sigma_{i+1} = A_0^i\Sigma_\text{ss} + \sigma^2 \]

where, Σ is block-diagonal, and states a and b are decoupled,

\[ \Delta H_n = (A_{11})^{2n}\Sigma_{11} + \sigma^2 \]

This proves the first part of the theorem. The n\textsuperscript{th} step solution of the Lyapunov equation could be written in explicit form as 

\[ \Sigma_n = (A_{11})^{2n}\Sigma_{11} + \sigma^2 \sum_{i=0}^{n-1} A_{11}^{2i} \]

where, Σ\textsubscript{ss} = A\textsubscript{11}\Sigma\textsubscript{ss} + σ \implies Σ\textsubscript{ss} = \frac{σ}{1 - A\textsubscript{11}} \]

is the asymptotic solution of the Lyapunov equation. Substituting the n\textsuperscript{th} step solution in the formula for nstep KL rate metric in equation (14)

\[ \Delta H_n = (A_{11})^{2n}\Delta H_0 + (1 - (A_{11})^{2n})\Delta H_\infty \]

where, 

\[ \Delta H_0 = \frac{C_1^2(1 - A_{11})^2\Sigma_{11}}{2(C_1 + C_2)^2\sigma^2} \]

and

\[ \Delta H_\infty = \frac{C_1^2(1 - A_{11})^2\Sigma_{11}}{2(C_1 + C_2)^2\sigma^2} \]

The ΔH\textsubscript{n} expressed in equation (16) is a solution of the dynamical system 

\[ \Delta H_n = (A_{11})^2\Delta H_{n-1} + (1 - A_{11})^2\Delta H_\infty \]

The n-step KL rate metric can be viewed as a first-order dynamical system. Hence, the values of the n-step KL rate metric are determined by 1) initial condition of the dynamical system 2) time constant and 3) the steady-state value. The initial value is dependent on the system parameters A\textsubscript{11} and C\textsubscript{1}, and an initial guess of the covariance matrix Σ\textsubscript{0}\textsuperscript{ss}. The time-constant is A\textsuperscript{11}, and steady-state value is given by the asymptotic KL rate metric. The key point to be noted here is that the prediction uncertainty due to modeling approximation as quantified using KL divergence changes with time and asymptotically stabilizes.

To find which one of the approximate models M1 and M2 is a better approximation, the KL rate metric could be used. The higher the KL rate metric, the higher is the uncertainty in the approximate model. Hence, a model with a lower KL rate metric is considered as a more accurate approximation Deng and Huang (2012). As shown in theorem 1, the KL-rate metric varies with time. Hence, the accuracy of the approximate model changes with time. Now we will show that choosing the approximate model purely based on asymptotic metrics may lead to incorrect assumptions over shorter time-time scales.
We can derive n-step KL rate metric between models M0 and M2, and M0 and M1. [See table 1]. The analytical expression for the n-step KL rate will be used to make the case for discovering a comparison metric for a model reduction based on the finite time horizon analysis. We will make this case under the simplified setting as stated in the following assumptions.

**Assumption 1.**

\[ \alpha_0 < \beta_0 < \beta_\infty < \alpha_\infty \]

where, \( \alpha_n = \Delta H_n(M0, M1) \) and \( \beta_n = \Delta H_n(M0, M2) \).

This assumption essentially means that the initial KL rate metric for M1 is less than that of M2, whereas the asymptotically KL rate metric for M1 converges to a higher value than that of M2. Due to monotonicity of the n-Step KL rate metric, this assumption asserts that there is a time \( n = \bar{n} \) when the two curves of \( \alpha_n \) and \( \beta_n \) intersect each other.

**Assumption 2.** For the sake of simplicity we will assume that \( \Sigma_0 = I_2 \) and \( \sigma = 1 \).

This assumption does not constrain the problem. The treatments shown in this paper could be extended to more general cases, but this assumption is made only to improve readability. For models M0, M1 and M2, under assumptions 1 and 2, there exists a time-step \( \bar{n} \) such that

\[ \alpha_n < \beta_n \text{ if } n < \bar{n} \]
\[ \alpha_n > \beta_n \text{ if } n > \bar{n} \]

(18)

Now we make following claim which puts bounds on the time at which the curves of \( \alpha_n \) and \( \beta_n \) intersect each other.

**Claim 2.** The time step \( \bar{n} \) satisfies

\[ \frac{\ln(\alpha_\infty - \beta_0) - \ln \alpha_\infty}{2 \ln A_{11}} < \bar{n} + 1 < \frac{\ln(\alpha_\infty - \beta_\infty) - \ln \alpha_\infty}{2 \ln A_{11}} \]

(19)

**Proof.** Consider that the two curves \( \alpha_n \) and \( \beta_n \) intersect each other at point \( c \) at time \( \bar{n} \) i.e. \( \alpha_n = c = \beta_n \). The existence of such point is guaranteed due to Assumption 1. Hence,

\[ \alpha_0 < \beta_0 < c < \beta_\infty < \alpha_\infty \]

(20)

Specifically note that \( (\alpha_\infty - \beta_\infty) < (\alpha_\infty - c) \) and \( (\alpha_\infty - c) < (\alpha_\infty - \beta_0) \).

At time step \( \bar{n} \) equation (17) could be written as

\[ \alpha_n = A_{11}^{2\bar{n}} \alpha_0 + (1 - A_{11}^{2\bar{n}}) \alpha_\infty \]

Hence,

\[ \bar{n} = \frac{1}{2 \ln A_{11}} \ln \left( \frac{c - \alpha_\infty}{\alpha_0 - \alpha_\infty} \right) \]

From the equations for \( \alpha_0 \) and \( \alpha_\infty \) we can write

\[ \alpha_0 = (1 - A_{11}^{2\bar{n}}) \alpha_\infty \]

Table 1. n-Step KL rate metric to compare models M1 and M2 with M0

| Parameter | \( A_{11} \) | \( A_{22} \) | \( C_1 \) | \( C_2 \) | \( x_0 \) | \( \sigma \) | \( \Sigma_0 \) |
|-----------|-------------|-------------|-------|-------|--------|-------|---------|
| Value     | 0.99        | 0.8         | 1.0   | 0.2   | 11     | 1     | \( I_{2x2} \) |

**From the inequality in equation (20) and using monotonicity property of log function \( \ln(\alpha_\infty - \beta_\infty) < \ln(\alpha_\infty - c) \) and \( \ln(\alpha_\infty - c) < \ln(\alpha_\infty - \beta_0) \). Also, note that since \( \ln(A_{11}) < 0 \) the inequality signs are switched after dividing by \( \ln(A_{11}) \).

**Note:** Note that the lower bound on the time of intersection \( \bar{n} \) could be made arbitrarily large. When \( \alpha_\infty \) and \( \beta_0 \) are close, \( \ln(\alpha_\infty - \beta_0) \) is a large negative value. Also due to the assumption that \( \beta_\infty < \alpha_\infty \) we know that the two asymptotic KL rate metrics are different. When \( \bar{n} \) is large, it means that \( \alpha_n < \beta_n \) for arbitrarily large time, but asymptotically \( \alpha_\infty > \beta_\infty \). In other words, in this case, the asymptotic KL rate metric could not be used to assess the accuracy of models for practical simulation purposes.

Fig. 1 shows an example of how comparison between models is dependent on simulation time. Table 2 shows the specific system parameters used in the example. The lower values of n-step KL rate metric indicate that the model is better approximation. Hence, it can be seen that for first 105 steps, the model M1 is better approximation of M0, whereas asymptotically M2 is a better approximation of M0. Hence, for first 105 steps, the model obtained by removing state \( a \) is better than the model obtained by removing state \( b \).

Similarly, the Hankel singular values of the model M0 reveal that the dynamics corresponding to state \( b \) could be removed. In other words, the truncation of states using Hankel singular values would result in the removal of state \( b \), but based on the n-Step KL rate metric, for the first 105 steps removing state \( a \) provides a better approximation. The point is that for practical purposes, using the n-step KL rate metric may provide better approximation than the traditional asymptotic metrics.

**4. INFORMATION TRANSFER**

We demonstrated using simple examples that asymptotic model comparison is not necessarily sufficient for model reduction over a finite time horizon. For practical purposes, n-step KL rate metric provides a comparison over the time
span of interest. The overall model reduction process has two steps

- **Step 1**: Construct simplified models by considering some states to be constants
- **Step 2**: Compute n-step KL rate metric to compare all the simplified models with the original model

Motivated by the process of model reduction, we propose a definition of information transfer which essentially combines the concept of freezing of states (i.e., truncation of states) with the n-step KL rate metric.

### 4.1 Definition of IT

**Definition 1.** (State-to-State IT). Consider a linear system \( x_{t+1} = Ax_t + d_t \), where \( v \in \mathbb{R}^n \) is a state vector, and \( A \) is Piccard. The state space \( v \) can be divided into two subspaces according to \( a \in \mathbb{R}^{m_a} \) and \( b \in \mathbb{R}^{m_b} \). The n-step IT from state \( a \) to state \( b \) for this dynamical system is defined as

\[
[T_{a \rightarrow b}]^n = E_{p(y)} \left[ -\ln \left( \frac{p(b_n|x_0^{n-1})}{q(b_n|x_0^{n-1})} \right) \right]
\]  

(21)

where, \( q \) is a pdf obtained using an approximate model obtained by considering that state \( a \) are constant.

**Definition 2.** (State-to-Output IT). Consider a linear system \( y_t = Cx_t \). Then the state-to-state IT is a special case of state-to-state IT. The proof of the claim follows from definition 2. This claim allows model reduction using IT as a metric to compute the influence of the states on the outputs. If IT from states \( a \) is less than IT from states \( b \) then the model could be reduced by truncating states \( a \).

### 4.2 Properties of IT

It can be shown that IT is asymmetric, there exists zero information transfer and information is always conserved. The detailed proofs for slightly different definition of IT are available in Sinha and Vaidya (2017).

### 4.3 Model Reduction using IT

Consider that model \( M_0 \) is the 'true model'. The two reduced models can be obtained by either considering state \( a \) to be constant or state \( b \) to be constant. The model with constant \( a \) is essentially the model \( M_1 \). The model with constant \( b \) is

\[
M_2 : \begin{bmatrix} a_{t+1} \\ b_{t+1} \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} a_t \\ b_t \end{bmatrix} + Bd_t \\
\]

\[
z_t = Cw_t
\]

### 4.4 Numerical Example

Consider following linear system model. It is already expressed in form of balanced realization.

\[
x_{t+1} = \begin{bmatrix} 0.991 & 0.015 & -0.007 & 0.003 \\ -0.006 & 0.927 & 0.074 & -0.034 \\ 0.001 & -0.015 & 0.813 & 0.195 \\ -0.000 & -0.002 & 0.025 & 0.309 \end{bmatrix} x_t + Bd_t \]

\[
y_t = [1.281 -1.065 0.506 -0.237] x_t
\]

(26)

Where \( B \) is an identity matrix. The objective is to reduce this model by two states. There are 6 combinations of states which could be truncated, for example, the states 3 and 4, or states 1 and 4, etc. Hankel singular values for the model are shown in Fig. 2. By looking at the Hankel singular values it may be concluded that the states 3 and 4 should be truncated.

The IT from all six combinations of states to outputs is computed by following the steps below.

- A set of combinations of two states is generated as \( S = \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\} \).
- A set of models with states corresponding to each element in set \( S \) held constant are generated. Let’s call this set of models as \( M_i \) \( \forall i = 1, ..., 6 \).
- n-Step KL rate metric with respect to the original model in equation (26) is computed for all models i.e. \( \Delta H_n(M_0, M_i) \) \( \forall i \). This n-step KL rate metric is the IT from states to outputs.
Fig. 3 shows asymptotic KL rate metric between original model $\mathcal{M}_0$ and all the reduced models $\mathcal{M}_i$. Each $\mathcal{M}_i$ represents a model generated by truncating states in the elements of the set $S$. Hence, the bar graph shows the error in prediction due to the removal of certain states. Similar to Hankel singular values, it can be concluded that the removal of states 3 and 4 results in the least error in an asymptotic sense. The n-step IT for three combinations of states with the smallest IT is shown in Fig. 4. It can be observed that the IT from states 1 and 3 to outputs is lower than the IT from state 3 and 4 for some finite time. Similarly, IT from states 1 and 4 is lower for some time, although asymptotically, states 3 and 4 have the lowest IT. The asymptotic assessment of the states to output relation matches the assessment from Hankel singular values, but over finite time other states have smaller influence. Hence, it could be concluded that the reduced model obtained from removing states 3 and 4 is a better approximation for asymptotic considerations, but the model obtained from removing states 1 and 4 may be better for practical simulation purposes.

![Fig. 3. Asymptotic KL rate metric between the original model $c\mathcal{M}_0$ and all $\mathcal{M}_i$. Each $\mathcal{M}_i$ corresponds to truncation of two states from set $S$. Higher values of KL rate metric indicate larger difference between the models.](image)

5. CONCLUSION

Metrics and pseudo metrics such as KL rate metric and Hankel singular values could be used to asymptotically compare dynamical system models. Model fidelity and accuracy analysis are required to be able to generate a most accurate model with the least number of states. Hence, the model reduction procedure makes use of these metrics along with state removal or states truncation. In this paper, we demonstrated using simple examples that these metrics may not be employed for comparing models and model reduction purposes for finite time simulations. It was shown that a model that is asymptotically better than other, may perform poorly over shorter time scales. Hence, there is a need to develop a generalization of these metrics which could be easily used over shorter time scales. Motivated by this example, we proposed an n-Step KL rate metric which provides a more pragmatic approach of comparing models. Further, we proposed a unique definition of Information Transfer which combines the concept of n-step KL rate metric and removal of states for model reduction. IT could be used to decide which states could be truncated depending upon the time horizon of interest. Besides, IT quantifies the influence of states on other states and states on observables. Hence, IT is not just a metric to compare one model against another or a method of model reduction, but it is a property of a model itself. Although this paper is restricted for linear systems, the analysis presented and the proposed IT definition could be readily extended for certain classes of nonlinear systems. IT could also be used for systems with inputs. For such systems, the operating conditions or loading cycles would impact the choice of models.
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