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Abstract—In this paper, we propose the concept of accelerated convergence that has originally been developed to speed up the convergence of numerical methods for extremum seeking (ES) loops. We demonstrate how the dynamics of ES loops may be analyzed to extract structural information about the generated output of the loop. This information is then used to distill the limit of the loop without having to wait for the system to converge to it.

I. INTRODUCTION

Extremum seeking is a model-free and robust scheme, originally proposed in 1922 by Leblanc (see [1]), to track an extremal operating point of an apparatus by adaptively shifting the operating point in the direction of greatest increase in some output function. The approach has been widely used in the control of systems with a priori unknown dynamics. A classical source for an in-depth reference is e.g. [2], where a proof of convergence is given. Tracking the extremal operating point is achieved by adding a sinusoidal perturbation to the input signal, comparing its phase to the one in the generated output and adjusting the current input based on the phase difference. This is a robust method of tracking an extremal state, but its convergence is rather slow. There are many approaches to analyzing and increasing the speed of convergence as well as eliminating oscillations around the limit available in the literature. Robustness of several ES methods in application to robotics are discussed in [3]. The influence of the loop parameters on the speed as well as the domain of convergence is studied in [4]. A method to eliminate oscillations around the limit and achieve asymptotic convergence by decreasing the dithering amplitude over time is presented in [5]. Faster convergence has also been established in [6] by the usage of fractional operators. Ref. [7] achieves enhanced convergence for small amplitude and low frequency perturbations by taking the entire plant parameter signals (instead of only the perturbation-related ones) as well as curvature information of the objective function into account. Quite recently Poveda and Kristić have introduced the concept of ‘prescribed fixed time’-ES (see [8], [9]). They accomplish convergence in a given finite time independent of the initial conditions by employing continuous gradient and Newton flows without a Lipschitz property.

In this article, we propose to extract the limit directly from the system dynamics. To achieve this, we conduct an in-depth study of the dynamics governing ES to deduce an asymptotic model for the generated output $y(t)$. We then solve the asymptotic model for its limit in terms of the output $y(t)$. This methodology is a form of Richardson extrapolation; a technique originally developed to speed up the convergence of sequences (see [10]). Similar ideas have found applications in a variety of fields such as perturbative quantum field theory (see e.g. [11], [12]) or machine learning (see e.g. [13]). The method is, to the best of our knowledge and exhaustive search through the literature, new and has not been applied in the context of control theory.

This paper is structured as follows: First, we discuss preliminaries by giving a short introduction to ES and then present the basic idea of accelerated convergence by discussing an ES loop in its most simple form. Next, we demonstrate how to analyze an ES loop theoretically and numerically. We then proceed with some numerical examples to illustrate the performance of the method and close with an outlook on possible future developments. Finally, we refer to [14] for detailed proofs.

II. PRELIMINARIES

A. Problem formulation

We consider a function $f : \mathbb{R} \rightarrow \mathbb{R}$, $f(x) = y$ with a local minimum at $x = L$ that we wish to find (for example to optimize a given objective). Such problems appear naturally in many situations such as tracking the optimal operating point of photovoltaic systems (see e.g. [15]) or controlling the optimal substrate flow in bioreactors (see...
ES provides an algorithm that continuously improves an initial guess $x_0$ such that the resulting signal $x(t)$ converges exponentially to a neighbourhood of $L$. Intuitively this is achieved by the law
\[ dx = -f'(x(t))dt. \] (1)

To access the value $f'(x)$, a small oscillation $\epsilon \sin(\omega t)$ is added to $x$ leading to
\[ f(x + \epsilon \sin(\omega t)) = f(x) + \epsilon f'(x) \sin(\omega t) + \mathcal{O}(\epsilon^2). \]

Running the output of $f$ through a high-pass filter and multiplying with $\sin(\omega t)$ produces the signal $\varphi(t) = \epsilon \sin^2(\omega t)f'(x)$. Replacing the actual gradient $f'(x(t))$ in (1) with $\varphi(t)$ gives the law $dx = -\varphi(t)dt$. A block diagram for this process is shown in Fig. 1. Closer analysis (see e.g. Chapter 1 in [2], Equation (1.9)) of this process suggests the approximate formula
\[ x(t) \approx L + Ce^{-tbT} + \epsilon p(t), \] (2)

where $p(t)$ is an oscillating function and $C$ and $b$ are constants. The two error terms ‘compete’ with each other in the following sense: For large $\epsilon$ the exponential converges rapidly while the oscillating terms becomes large. For small $\epsilon$ the oscillation get suppressed while the exponential decay becomes slow.

This motivates studying the dynamics of the ES scheme described above in-depth to ‘resolve’ the ‘competing objectives’ in (2). The method we propose in this article is essentially designed to eliminate the exponential decay term in (2) which allows for fast convergence for sufficiently small values of $\epsilon$.

### B. Accelerated convergence

We present an easy example of accelerated convergence. A detailed review can be found in [18]. Consider the sequence $S_n := \sum_{j=1}^n \frac{1}{j^2}$. It is well known that $S_n \rightarrow \frac{\pi^2}{6}$. The convergence is very slow however as
\[ \frac{\pi^2}{6} - S_n \sim \int_n^\infty \frac{dt}{t^2} = \frac{1}{n}. \] (3)

To accelerate the convergence, we first construct an asymptotic model. Motivated by (3) it is reasonable to assume (and not too hard to prove) an expansion of the form
\[ S_n = L + \sum_{j=1}^\infty \frac{a_j}{n^j}. \] (4)

Here we abbreviated the limit of $S_n$ as $L := \frac{\pi^2}{6}$. A quick calculation shows that
\[ \hat{S}_n := \frac{1}{2} \left( (n+2)^2 S_{n+2} - 2(n+1)^2 S_{n+1} + n^2 S_n \right) \]

satisfies $\hat{S}_n = L + \mathcal{O}(\frac{1}{n^3})$. Hence, the convergence has been accelerated. Indeed $L = 1.64493$, $\hat{S}_{10} = 1.64481$ while $S_{10} = 1.54976$.

### III. Theory

We show how the concept of accelerated convergence may be applied to ES by studying two distinct loops starting with the easiest one and then demonstrating how a more complex situation may be analyzed. For the latter, we need to perform perturbation analysis to extract structural information about the dynamics. We remark that regular dependence of solutions on a perturbation parameter is a standard result and e.g. discussed in [19], Chapter 2, Section 9. The analysis essentially aims to derive a precise version of (2) similar to (4). Considering shifts in time $t \rightarrow t + T$ we then derive extraction schemes for the limit of the system, similar to (5). Finally, we point out that a similar analysis has been performed in [20] for the Mathieu equation (see Chapter 11, Section 4).

### A. Basic model

Let $a, b, L \in \mathbb{R}$ and $f(x) := a + b(x - L)^2$. Initially, we analyze the ES loop depicted in Fig. 1.

\[ \nu(t) \]

$\epsilon \sin(\omega t)$

$\sin(\omega t)$

Fig. 1. Extremum seeking loop

$\nu(t)$ is a noise source, which will be included in the simulations in Section IV. Denoting the high-pass filter by $\mathcal{F}$, Figure 1 corresponds to the integral equation
\[ x(t) = x(0) - \int_0^t (\mathcal{F}[f(x(\tau) + \epsilon \sin(\omega \tau)]) + \nu(t)) \sin(\omega \tau) d\tau. \]

### Proposition III.1

Let $T := \frac{2\pi}{\omega}$, $\theta := e^{-bt}T$ and $x : [0, \infty) \rightarrow \mathbb{R}$ be a solution to the loop in Fig. 1 with $\nu = 0$. For any $t \geq 0$, put $x_n := x(t + nT)$. Then
\[ L = \frac{(x_0 - x_1)x_2 + \theta x_0 (x_2 - x_1)}{x_0 - (1 + \theta)x_1 + \theta x_2} + \mathcal{O}(\epsilon^2). \]

Additionally, putting
\[ g := \frac{(x_0 - x_1)(x_2 - x_3)}{(x_1 - x_2)(x_0 - x_3)} \]

the following extraction law for $\theta$ holds:
\[ \theta = \frac{1 - g}{2g} \frac{1}{2g} \sqrt{-4g^2 + (g - 1)^2} + \mathcal{O}(\epsilon^2). \]
Proof. Let \( y(t) := x(t) - L \). Then \( \dot{y} = \dot{x} \). Differentiating (6) and using \( n \equiv 0 \) gives
\[
\dot{y} + \epsilon b (1 - \cos(2\omega t)) y + b y^2 \sin(\omega t)
= -b \epsilon^2 \sin(2\omega t) \]
This is a Ricatti equation without a closed-form solution. We consider \( \epsilon \) as a perturbative parameter and only study (7) to first order. This justifies dropping the \( \epsilon^2 \)-term in (7) which gives a Bernoulli Equation. Putting
\[
x_0(t) := \exp \left[ -\epsilon b t + \frac{b}{2\omega} \sin(2\omega t) \right]
we derive the following formula for its solution \( x \) in Appendix B:
\[
x(t) = L + \frac{x_0(t)}{C + b \int_0^t \sin(\omega s) x_0(s) ds}.
\]
The constant \( C \) is related to the initial value \( x(0) \). Recalling \( \theta = e^{-\epsilon b T} \), it is clear that \( x_0(t + T) = \theta x_0(t) \). Let
\[
\varphi(t) := C + b \int_0^t \sin(\omega s) x_0(s) ds \text{ so that } \dot{\varphi}(t) = \theta \varphi(t).
\]
Lemma A.1 in Appendix A implies \( \varphi(t) = \tilde{C} + X(t) \) for a constant \( \tilde{C} \) and a function \( X \) satisfying \( X(t + T) = \theta X(t) \). This gives the following equations:
\[
\begin{align*}
x(t) - L &= \frac{x_0(t)}{C + X(t)}, \\
x(t + T) - L &= \theta \frac{x_0(t)}{C + \theta X(t)} \tag{9} \\
x(t + 2T) - L &= \theta^2 \frac{x_0(t)}{C + \theta^2 X(t)}
\end{align*}
\]
If we regard \( x(t + nT) \) as known parameters, (9) can be thought of as a nonlinear system of ordinary equations for \( L, \tilde{C}, X(t) \) and \( x_0(t) \). A solution for \( L \) then gives a formula of the limit in terms of the values \( x_n := x(t + nT) \). Direct computation shows
\[
L = \frac{(x_0 - x_1) x_2 + \theta x_0 (x_2 - x_1)}{x_0 - (1 + \theta) x_1 + \theta x_2}.
\]
Equation (10) uses the data points \( x(t) \), \( x(t + T) \) and \( x(t + 2T) \) and fits them onto the solution (8). It eliminates the unknown values \( x_0(t) \), \( \tilde{C} \) and \( X(t) \) and hence requires three data points. Note however that \( \theta = e^{-\epsilon b T} \) features in the extraction law. While \( T \) and \( \epsilon \) are part of the design of the loop and therefore known, the parameter \( b \) is part of the function \( f \) and in general not known. By incorporating a fourth data point into the analysis we can eliminate \( \theta \) from (10). Indeed we note that (10) also holds for \( t \to t + T \) and hence
\[
L = \frac{(x_0 - x_1) x_2 + \theta x_0 (x_2 - x_1)}{x_0 - (1 + \theta) x_1 + \theta x_2}
= \frac{(x_1 - x_2) x_3 + \theta x_1 (x_3 - x_2)}{x_1 - (1 + \theta) x_2 + \theta x_3}.
\]
This is a quadratic equation for \( \theta \) with two solutions. However, putting
\[
g := \frac{(x_0 - x_1)(x_2 - x_3)}{(x_1 - x_2)(x_0 - x_3)} \tag{12}
\]
we prove in Appendix C that
\[
\theta = \frac{1 - g}{2g} - \frac{1}{2g} \sqrt{4g^2 + (g - 1)^2} \tag{13}
\]
by exploiting \( \theta = e^{-\epsilon b T} \in (0, 1) \).

We have derived an extraction scheme that uses four data points. It first applies (13) to find \( \theta \) and then uses (10) to extract the limit \( L \).

B. Including a drift

This Subsection demonstrates how to extend the analysis from Subsection III-A to other loops by considering an example. We modify the ES loop in Fig. 1 by taking \( f(x, t) = (x - L - q(t))^2 \) to be explicitly time dependent. We refer to the resulting loop as modified Fig. 1. Here \( q(t) = q_0 e^{-\delta t} \) for a small positive drift parameter \( \delta > 0 \).

**Proposition III.2.** Let \( x \) be any solution of modified Fig. 1 with \( \nu \equiv 0 \) and put \( z(t) := (x(t) - L - q(t))^{-1} \). Then
\[
z(t) = \sum_{j=0}^{\infty} \left[ \alpha_j e^{-j \delta t} \sum_{k=0}^{j+1} e^{k \epsilon t} p_{jk}(t) \right] + O(\epsilon^2).
\]
where all function \( p_{jk} \) are \( T \)-periodic.

**Proof.** We put \( y := x - L - q \). Differentiating the analogue of (6) with time-dependent \( f \) and exploiting \( \dot{q}(t) = -\delta q(t) \) gives
\[
\dot{y} + 2 \epsilon \sin(\omega t) y^2 + \delta q(t) z = -\epsilon^2 \sin(\omega t)^3
\]
After dropping \( \epsilon^2 \) as in the proof of Proposition III.1 and letting \( z = \frac{1}{y} \), we get
\[
\dot{z} - 2 \epsilon \sin^2(\omega t) z + \delta q(t) z^2 = \sin(\omega t).
\]
Equation (15) is another Ricatti equation without closed-form solution. Still we may extract structural properties by perturbation analysis. Proposing \( z(t) = \sum_{n \geq 0} z_n(t) \delta^n \) we get the following infinite system of linear ordinary differential equations: For \( n = 0 \):
\[
\begin{cases}
\dot{z}_0 - 2 \epsilon \sin^2(\omega t) z_0 = \sin(\omega t) \\
z_0(0) = z(0)
\end{cases}
\]
For \( n \geq 1 \):
\[
\begin{cases}
\dot{z}_n - 2 \epsilon \sin^2(\omega t) z_n = -q(t) \sum_{j=0}^{n-1} z_j z_{n-1-j} \\
z_n(0) = 0
\end{cases}
\]
Solving for \( z_0 \) is trivial. Working iteratively, the \( n \)-th equation is linear in \( z_n \) with nonlinearities only in the already known functions \( z_k \) with \( k \leq n - 1 \). An inductive argument shows
\[
z_n(t) = e^{\epsilon t} p_0^{(n)}(t) + \sum_{j=1}^{n} \sum_{k=0}^{j+1} e^{(k \epsilon - j \delta) t} p_{jk}^{(n)}(t) \tag{18}
\]
with $T$-periodic functions $p^{(n)}_*$ for $n \geq 1$ and $z_0(t) = p^{(0)}_0(t) + e^{\epsilon t}p^{(0)}_1(t)$ with $T$-periodic functions $p^{(0)}_*$. Resumming gives the Lemma.

To derive an exact extraction scheme from the expansion given in Proposition III.2, we would require infinitely many data points to eliminate all terms in the series. For small $\delta$ we may, however, truncate the perturbation series and construct a finite extraction scheme, which we demonstrate in the following Corollary.

**Corollary III.3.** Let $A := e^{\epsilon T}$ and $x$ be any solution to the loop in modified Fig. 1 with $\nu = 0$. Put $h(t) := x(t) - q(t)$ and $h_n := h(t + nT)$. Then

$$L := \frac{h_1 h_0 - (1 + A)h_2 h_0 + Ah_2 h_1}{-h_2 + (1 + A)h_1 - Ah_0}$$

(19)

up to an error of order $O(\delta) + O(\epsilon^2)$.

**Proof.** As it is not entirely trivial, we also demonstrate how to derive a $O(\delta^2)$-extraction law. Let $B := e^{\epsilon T}$ and $z_\alpha := z(t + aT)$. It is readily checked that

$$0 = z_5 - (1 + A + B(1 + A + A^2))z_4$$

$$+ (A + B(1 + A)A(1 + A + A^2) + B^2 A(1 + A + A^2))z_3$$

$$- ((A B(1 + A + A^2) + (A + 1)B^2 A(1 + A + A^2) + A^3 B^3)z_2$$

$$+ (A B^2 (1 + A + A^2) + (A + 1)A B^3)z_1$$

$$- A^4 B^3 z_0.$$  

Summarizing this as $\sum_{0 \leq i \leq 5} \mu_i z_i = 0$ and recalling the definition of $z$ we get the implicit extraction law

$$\sum_{i=0}^{5} \mu_i \prod_{j=0}^{5} (x_j - B^j q_0 - L) = 0.$$  

For zero order extraction scheme one argues analogously. Solving the resulting implicit law gives (19).

**Note.** Extraction schemes for $q_0$ and $\delta$ are required, which we do not include here. To derive them, one employs the strategy that demonstrated following (11).

Considering the statement of Proposition III.2, we must have convergence of the series for its truncation to be a valid approximation. For the series to be convergent on $[0, \infty)$, demanding $\delta > \epsilon$ is plausible as the perturbation series grows exponentially otherwise. A sufficient but not necessary criterion to achieve convergence on $[0, \frac{1}{2\epsilon}]$ is

$$\Gamma := 24 e^{\frac{2\epsilon}{\delta}} |q_0| \left( z(0) + \frac{1}{\delta} \right) < 1.$$  

(20)

To prove (20) one applies the variation of parameters formula to (17) and derives a recursive upper bound $u_n$ for $|z_n|$. Solving the recursion and demanding $\sum_{n \geq 0} u_n \delta^n$ to be convergent then gives (20).

**IV. SIMULATION**

We implemented the equations studied above in Mathematica: All differential equations have been numerically solved using the NDSolve function. The following graphics are generated by evaluating the extraction schemes at $t \geq 0$ and plotting the result.

**A. Simple model**

Fig. 2 shows the classical ES (as depicted in Fig. 1 without noise) versus the accelerated ES for parameters $T := 3$, $b := 2$, $\epsilon := .01$ and $L = 0$. The zoomed-in section of the figure shows that the accelerated curve oscillates around $L = 0$ with amplitude $\propto \epsilon^2$ as is to be expected from the theory. The initial conditions of the loop are absent in the accelerated scheme for $t \geq 0$. This is due to the extraction scheme using the data points $x(t + kT)$ with $k \leq 3$ (see (10) and (13)).

Fig. 3 demonstrates the extraction of $\theta$ and shows excellent agreement with the exact value $e^{-tbT} \approx .9418$.

**B. Including noise**

We now include the noise block in Fig. 1. The noise is realized as a piecewise constant function that takes randomized values in $[-N, N]$ on intervals of length $dt$. In all following simulations we use $b = 2, T = 3, \epsilon = .01$.
Fig. 4. Extraction of $\theta$ ($N_0 = \epsilon^2$).

Fig. 5. Extraction of $L$ ($N_0 = \epsilon^2$).

and $dt = .5$. To explain the following simulation results, we remark that the inclusion of a noise source introduces a new term in (7):

$$
\dot{y} + \epsilon h(1 - \cos(2\omega t))y + b\epsilon^2 \sin(\omega t).
$$

The analysis in Subsection III-A is based on dropping terms of order $\epsilon^2$, suggesting that noise of higher amplitude corrupts the method. Indeed, the scheme breaks down for $N_0 = \epsilon$. Taking $N_0 = \epsilon^2$ renders the noise-term in (21) to be of order $\epsilon^2$, suggesting the extraction schemes to work. Fig. 4 and Fig. 5 show the extraction of $\theta$ and $L$ with exact and extracted $\theta$ respectively. The cutoff visible in Fig. 4 is caused by cutting off $g$ at $g = \frac{1}{3}$ as larger values lead to complex $\theta$. Extraction of $L$ using the exact value of $\theta$ works fine. However, inclusion of noise causes noticeable oscillations in the extraction of $\theta$ which render the full extraction scheme for $L$ to work poorly. Averaging $\theta$ over time can, however, drastically improve this result. Fig. 6 shows the extracted value of $L$ that is obtained when using the average value $\theta_k$ of $\theta$ on $[0, kT]$ in (10). Smaller $N_0$ such as $N_0 = \epsilon^\frac{3}{2}$ render the extraction of $\theta$ accurate enough to extract $L$ without having to resort to averaging procedures. Modifying $dt$ or adding an offset of order at most $\epsilon^2$ to the noise does not change the simulation results.

C. Including a drift

For all following simulations, we choose $T = 3$, $L = 0$ and $z(0) = \frac{1}{2}$. Additionally, taking $\delta = .4$, $\epsilon = .1$ and $q_0 = .01$ gives $\Gamma = .79$ thereby ensuring the scheme to function properly as is verified in Fig. 7. Reusing the terminology from the previous Subsection, Fig. 7 also shows the effect of noise with $N_0 = \epsilon^2$ on the scheme. $\Gamma < 1$ is, however, not necessary: Taking $\epsilon = .2$, $q_0 = .01$ and $\delta \in \{1, .1, 10^{-9}\}$ produces accelerated convergence with high values of $\Gamma$ (see Fig. 8). However, taking $\delta = .1$, $\epsilon = .01$ and e.g. $q_0 \in \{.4, .05\}$ shows that for $\Gamma > 1$ the acceleration scheme can in fact break down.

Fig. 7. Classical vs accelerated ES.

Fig. 8. Various values of $\Gamma/\delta$.

Fig. 8 is restricted to $0 \leq t \leq 6$ to make the differences between the curves visible. Again, modification of $dt$ and the inclusion of a small offset have no effect on the results.

V. Summary and outlook

We have demonstrated how ES loops can be analyzed by considering a perturbation expansion around simpler loops and how the resulting information can be used to derive extraction schemes that speed up the convergence drastically. This statement also holds in comparison to other acceleration schemes, such as fixed-time extremum seeking (see e.g. [9]). The obvious downside of the scheme is that it requires more information about the structure of the system that is to be optimized. The presented
scheme is therefore suited to systems of which the physics (but not necessarily the system parameters!) are known and require fast convergence with little oscillations in the steady state, such as in robotics applications. There are still many open questions to be considered: General statements and formal proofs are needed to make the proof of concept presented here more rigorous. This also includes a detailed discussion concerning convergence. Experimental evidence is needed to show the suitability to real-world applications. Finally, additional generalizations such as multidimensional ES are still to be discussed.

APPENDIX

A. Calculus Lemmata

**Lemma A.1.** Let \( L > 0 \), \( 1 \neq a \in \mathbb{R}^+ \) and \( y \in C^1(\mathbb{R}) \) such that \( y'(x + L) = ay'(x) \). Then

\[
y(x) = \alpha + a^{-\frac{x}{L}} P(x)
\]

for some \( \alpha \in \mathbb{R} \) and \( L \)-periodic \( P \in C^1(\mathbb{R}) \).

**Proof.** We only prove the Lemma for \( x \geq 0 \). For \( x < 0 \) one argues similarly. Since \( (y(x) - ay(x - L))' = 0 \) there exists some \( C \in \mathbb{R} \) such that \( y(x) = C + ay(x - L) \). Let \( x \geq 0 \). There exist unique \( n \in \mathbb{N}_0 \) and \( h \in [0, L) \) such that \( x = nL + h \). Using \( n = \frac{x - h}{L} \) we compute

\[
y(x) = C + ay(x - L) = C(1 + a) + a^2 y(x - 2L) = \ldots = C(1 + a + \ldots + a^{n-1}) + a^n y(h) = C \frac{a^n - 1}{a - 1} + a^n y(h) = -C \frac{1}{a - 1} + a^{-\frac{x}{L}} \left( y(h) + \frac{C}{a - 1} \right).
\]

Setting \( \alpha := -\frac{C}{a - 1} \) and \( P(x) := a^{-\frac{x}{L}} (y(h) - \alpha) \) we get \( y(x) = \alpha + a^{-\frac{x}{L}} P(x) \). \( P \) is \( L \)-periodic as \( h(x + L) = h(x) \) and \( P \in C^1 \) follows from \( P(x) = a^{-\frac{x}{L}} (y(x) - \alpha) \). \( \square \)

**Lemma A.2.** Let \( \eta, \omega, a \in \mathbb{R} \), \( T := \frac{2\pi}{\omega} \), \( q \in C^0(\mathbb{R}) \) be \( T \)-periodic and \( y \) be a solution to

\[
y'(t) + 2a \sin^2(\omega t) y(t) = e^{\eta t} q(t).
\]

Then \( y(t) = e^{-at} p_1(t) + e^{\eta t} p_2(t) \) for some \( T \)-periodic functions \( p_1 \) and \( p_2 \).

**Proof.** Using \( 2 \sin^2(\omega t) = 1 - \cos(2\omega t) \) it is readily seen that

\[
\frac{d}{dt} \left[ y(t) e^{-at} \frac{\sin(2\omega t)}{2\omega} \right] = q(t) e^{\eta t} e^{-at} \frac{\sin(2\omega t)}{2\omega}.
\]

Lemma A.1 implies the existence of a constant \( \rho_0 \in \mathbb{R} \) and a \( T \)-periodic function \( \rho(t) \) such that

\[
y(t) e^{-at} \frac{\sin(2\omega t)}{2\omega} = \rho_0 + e^{\eta t} e^{at} \rho(t).
\]

This proves the Lemma. \( \square \)

**B. Proof of Equation (8)**

As described in the paragraphs preceding (8) we study the ODE

\[
y' + eb(1 - \cos(2\omega t)) y + b^2 \sin(\omega t) = 0.
\]

We put \( z := \frac{1}{b} \) such that \( \dot{z} = -y^2 \dot{y} \) and get

\[
\dot{z} - eb(1 - \cos(2\omega t)) z = b \sin(\omega t).
\]

Note that \( x_0(t) = \exp(-eb(-\sin(2\omega t)/2)) \) defines an integrating factor for the left hand side. Hence

\[
\frac{d}{dt} \left( z(t)x_0(t) \right) = bx_0(t) \sin(\omega t).
\]

Integrating from 0 to \( t \) and abbreviating \( z(0)x_0(0) \) to \( C \) yields

\[
z(t)x_0(t) = C + b \int_0^t x_0(s) \sin(\omega s) ds.
\]

Equation (8) follows by definition of \( z \).

**C. Proof of Equation (13)**

Proving that (13) is true up to the sign in front of the square root is trivial. To prove that it is ‘-‘, we use \( \theta = e^{-ebT} \in (0, 1) \). We get \( (g - 1)^2 \geq 4g^2 \) and thus \( -1 \leq g \leq \frac{1}{4} \) as \( \theta \in \mathbb{R} \). Additionally, \( g = 0 \) is not possible by (12). Indeed, \( \theta \neq 1 \) and (9) imply \( x_0 \neq x_1 \) and \( x_2 \neq x_3 \). For \( g \in [-1, 0) \) we have \( \frac{1 - g}{2g} < 0 \). Hence

\[
\pm \frac{1}{2g} \sqrt{-4g^2 + (g - 1)^2} \geq 0.
\]

This implies that \( - \) is the correct sign. For \( g \in (0, \frac{1}{4}) \) we note that \( \frac{1 - g}{2g} \geq 1 \) and thus

\[
\pm \frac{1}{2g} \sqrt{-4g^2 + (g - 1)^2} \leq 0
\]

implying again that \( - \) is correct.

**D. Proof of Equations (17) and (18)**

We substitute \( z(t) = \sum_{n \geq 0} z_n(t)\delta^n \) into (15) to get

\[
\sum_{n=0}^{\infty} (z_n - 2z_n \epsilon \sin^2(\omega t)) \delta^n = \sin(\omega t)
\]

\[
- q(t) \sum_{n=0}^{\infty} \left[ \delta^{n+1} \sum_{j=0}^{n} z_j z_{n-j} \right].
\]

Equation (17) follows by comparing the coefficients of \( \delta^n \). Equation (18) is proven inductively. For \( n = 0 \) it follows by applying Lemma A.2 to

\[
\dot{z}_0 - 2\epsilon \sin^2(\omega t) z_0 = \sin(\omega t).
\]

Supposing (18) for \( z_0, \ldots, z_n \), it is checked by direct computation that there exist \( T \)-periodic functions \( q_{n, \beta} \) such that

\[
q(t) \sum_{j=0}^{n} z_j z_{n-j} = \sum_{n+1}^{\infty} \left[ e^{-\kappa \delta} \sum_{\beta=0}^{n+1} e^{\beta \epsilon} q_{n, \beta}(t) \right].
\]

Using the linearity of (17) and Lemma A.2 readily implies (18) for \( z_{n+1} \).
E. Proof of Equation (20)

Lemma E.3. Let \( \mu > 0 \) and \( f \in C^0(\mathbb{R}) \) be positive. Then, for all \( t \in [0, \frac{1}{\mu}] \),

\[
\int_0^t e^{-\mu s} f(s) ds \leq 2e^{-\mu t} \int_0^t f(s) ds.
\]

Proof. Let \( F(t) := \int_0^t e^{-\mu s} f(s) ds \). As \( F \) is increasing and \( F(0) = 0 \), we may estimate

\[
\int_0^t e^{-\mu s} f(s) ds = e^{-\mu t} F(t) + \mu \int_0^t e^{-\mu s} F(s) ds \\
\leq (e^{-\mu t} + \mu t) F(t).
\]

Using \( x \leq e^{-x} \) for \( x \leq \frac{1}{\mu} \), the Lemma follows.

Lemma E.4. Let \( \epsilon, \xi > 0 \), \( \omega \in \mathbb{R} \), \( R \in C^0(\mathbb{R}) \) and \( \xi \) solve 

\[
\xi(t) - 2\epsilon \sin^2(\omega t) \xi(t) = R(t) . \quad \text{Then, for } t \in [0, \frac{1}{2\omega}]
\]

\[
|\xi(t)| \leq |\xi(0)| e^{\frac{\epsilon}{\omega} + e^{\epsilon t}} + 2e^{\frac{\epsilon}{\omega} t} \int_0^t |R(s)| ds .
\]

Proof. It is clear that

\[
\xi(t) = e^{\epsilon t - \frac{\epsilon}{\omega} \sin(2\omega t)} \left[ \xi(0) + \int_0^t e^{-\epsilon s + \frac{\epsilon}{\omega} \sin(2\omega s)} R(s) ds \right] .
\]

Estimating the second term using Lemma E.3 to the second term in (22) gives the Lemma.

We now prove (20).

Proof. Put \( t_0 := \frac{1}{2\omega} \) and \( u_k := \sup_{0 \leq s \leq t_0} |z_k(s)| \). Applying Lemma E.4 to (16) gives

\[
u_0 \leq |z(0)| e^{\frac{\epsilon}{\omega} + \epsilon t_0} + 2e^{\frac{\epsilon}{\omega} t_0} = : \alpha_0 . \tag{23}
\]

For \( n \geq 0 \), applying Lemma E.4 to (17) and subsequently using Lemma E.3 gives

\[
u_{n+1} \leq 2e^{\frac{\epsilon}{\omega}} |q_0| \sum_{j=0}^{n} \int_0^{t_0} e^{-\delta s} |z_j(s) z_{n-j}(s)| ds \\
\leq 4e^{\frac{\epsilon}{\omega}} |q_0| e^{-\delta t_0} \sum_{j=0}^{n} \int_0^{t_0} |z_j(s) z_{n-j}(s)| ds \\
\leq 4e^{\frac{\epsilon}{\omega}} |q_0| e^{-\delta t_0} \sum_{j=0}^{n} u_j u_{n-j} .
\]

Note \( t_0 e^{-\delta t_0} \leq \delta^{-1} \), put \( C := 4(e\delta)^{-1} e^{\frac{\epsilon}{\omega}} |q_0| \) and, for \( n \geq 0 \), define \( \alpha_n \) by

\[
\alpha_{n+1} = C \sum_{j=0}^{n} \alpha_j \alpha_{n-j} . \tag{24}
\]

An inductive argument shows \( u_n \leq \alpha_n \) and hence \( \sum_{n \geq 0} z_n \delta^n \) converges absolutely when \( \sum_{n \geq 0} \alpha_n \delta^n \) converges. Consider the generating function \( A(x) := \sum_{j \geq 0} \alpha_j x^j \). Using (24) it is readily checked that \( Cx A^2(x) = A(x) - \alpha_0 \) and hence

\[
A(x) = \frac{1 - \sqrt{1 - 4Cx \alpha_0 x}}{2Cx} . \tag{25}
\]

Expanding (25) and using Stirling’s approximation gives

\[
\alpha_n \sim \frac{(4C)^n}{\sqrt{\pi} (n+1)^{\frac{3}{2}}} \alpha_0^{n+1} .
\]

Thus, \( \sum_{n \geq 0} \alpha_n \delta^n \) converges when \( 4C \alpha_0 \delta < 1 \). Inserting \( \alpha_0 \) from (23) gives (20).
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