Deep Features for CBIR with Scarce Data using Hebbian Learning
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ABSTRACT
Features extracted from Deep Neural Networks (DNNs) have proven to be very effective in the context of Content Based Image Retrieval (CBIR). Recently, biologically inspired Hebbian learning algorithms have shown promises for DNN training. In this contribution, we study the performance of such algorithms in the development of feature extractors for CBIR tasks. Specifically, we consider a semi-supervised learning strategy in two steps: first, an unsupervised pre-training stage is performed using Hebbian learning on the image dataset; second, the network is fine-tuned using supervised Stochastic Gradient Descent (SGD) training. For the unsupervised pre-training stage, we explore the nonlinear Hebbian Principal Component Analysis (HPICA) learning rule. For the supervised fine-tuning stage, we assume sample efficiency scenarios, in which the amount of labeled samples is just a small fraction of the whole dataset. Our experimental analysis, conducted on the CIFAR10 and CIFAR100 datasets, shows that, when few labeled samples are available, our Hebbian approach provides relevant improvements compared to various alternative methods.
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1 INTRODUCTION
Image retrieval is a relevant functionality used in the media sector. Consider for instance, the production of newspaper articles, where images should be retrieved to be associated with the text. In this case, an effective image retrieval engine cannot simply rely on pre-determined and pre-trained tools. It should be able to quickly intercept new emerging trends, new hot topics, and new relevant events. Accordingly, it must be constantly updated and trained with the possibly scarce and noisy data at hand. Effective solutions able to learn from scarce data allow media companies to immediately react to the occurrence of new emerging topics and be able to effectively detect media related to them, with minimum effort, minimum delay, and high accuracy. In this paper we propose the use of Hebbian learning [9, 13] to build effective image feature extractors, even with scarce training data.

In the past few years, Deep Neural Networks (DNNs) have emerged as a powerful technology in the domain of computer vision [14, 23]. Accordingly, the world of Content Based Image Retrieval (CBIR) observed a paradigm shift, from handcrafted features, to representations extracted from DNNs [4, 35].

DNN training is typically based on supervised end-to-end Stochastic Gradient Descent (SGD) algorithm with error backpropagation (backprop). However, this approach is data-hungry, as it needs large amounts of labeled data to achieve high performances. Moreover, the backpropagation mechanism is considered biologically implausible by neuroscientists [32]; instead, they suggest Hebbian learning as a candidate model for synaptic plasticity in the brain [9, 13]. Notably, Hebbian approaches do not require backpropagation, nor supervision. In addition, as shown in this paper, Hebbian algorithms are quite effective when labeled data is scarce, since they can extract knowledge from the whole (possibly unlabelled) dataset, in addition to supervised training on the (scarce) labeled samples only.

In this paper, we consider a semi-supervised learning approach in two phases: first, an unsupervised pre-training phase is performed using Hebbian algorithms; after that, the DNN is fine-tuned using supervised SGD training. Unsupervised pre-training is known to be beneficial before further fine-tuning stage [7, 19, 29, 38]. Concerning the Hebbian pre-training phase, a nonlinear learning rule

∗Corresponding Author

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

CBMI 2022, September 14–16, 2022, Graz, Austria. © 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-9720-9/22/09 ...$15.00 https://doi.org/10.1145/3549555.3549587
for Hebbian Principal Component Analysis (HPCA) is considered [24, 25, 27]. For the supervised fine-tuning stage, we consider sample efficiency scenarios, in which only a fraction of the training data is assumed to be labeled.

After this training process, the resulting network is used to map queries and dataset images to compact feature representations. These features are then used to perform similarity-based retrieval, using Mean Average Precision (mAP) as evaluation measure. We perform experiments on CIFAR10 and CIFAR100 [22] datasets, in different sample efficiency regimes (i.e. varying the percentage of labeled samples). The results show that our approach outperforms alternative methods in almost all the cases, especially when the fraction of labeled samples is low.

We summarize the contributions of this paper as follows:

- We introduce an approach that leverages Hebbian learning for DNN training, which is applied for the first time on CBIR tasks;
- We adopt a semi-supervised training approach for DNNs, in which an unsupervised Hebbian pre-training stage is followed by a supervised SGD fine-tuning stage;
- We provide an experimental evaluation of the resulting DNN features on CBIR tasks, considering different sample efficiency regimes, showing that our approach outperforms other methods, especially in regimes with few labeled data.

The remainder of this paper is structured as follows: Section 2 gives an overview of related work concerning applications of DNNs to CBIR, and semi-supervised learning; Section 3 illustrates our semi-supervised approach based on Hebbian learning, and its application to CBIR; Section 4 delves into the details of our experimental setup; In Section 5, the results of our experiments are illustrated; Finally, Section 6 presents our conclusions and outlines possible future developments.

2 RELATED WORK

Deep learning technologies have demonstrated very high performance in image recognition [14, 23], despite some limitations due to vulnerability to adversarial attacks [8]. In the field of CBIR, deep learning has also driven the transition from handcrafted to learned features, in the development of image descriptors for retrieval tasks [2, 4, 5, 11, 12, 35, 37].

As stated in [35], the advantage of learned features over handcrafted ones lies in the reduction of the semantic gap between features: deep learning allows to obtain more abstract image descriptors that better capture the perceived similarity among objects over low-level handcrafted features. Building on this observation, past work [4, 35] provided experimental evaluation of DNN features on image retrieval tasks, showing remarkable performance.

While these contributions used abstract features from higher layers, other work investigated the integration of local features into global descriptors [3, 11, 37]. In particular, features from intermediate layers were shown to better retain information about local details that are useful in the retrieval task [3, 37]. A different approach was taken in [11], where a region proposal network was used to select regions in the input for successive processing. Features extracted from such regions were then aggregated in a global descriptor.

In [12], the authors proposed an end-to-end training procedure in which a siamese architecture was used to process triplets of images in parallel, pushing representations of related images (according to the ground-truth) closer together, while separating those of unrelated images.

In typical CBIR scenarios, a very large dataset is given, but labels are available only for a small subset of data. The Semi-supervised Paradigm for Local Hashing (SPLH) [36] was proposed to exploit also the unlabeled examples. In this case, label scarcity was addressed with an information theoretic regularizer over labeled and unlabeled samples. This approach is related to pseudo-labeling and consistency-based methods in semi-supervised learning [17, 34]. An alternative approach for extracting information from unlabeled samples is based on unsupervised pre-training [7, 19, 29, 38]. Our contribution falls in this second category, but we explore bio-inspired Hebbian learning for the unsupervised pre-training phase. However, pseudo-labeling/consistency-based methods and unsupervised pre-training do not contradict each other, and they could be integrated together. This possible future direction will also be highlighted in Section 6.

Finally, Bai et al. [5] presented a comprehensive experimental comparison of various methods on modern computer vision datasets, including their proposed Optimized AlexNet for Image Retrieval (OANIR) approach, in which they applied an AlexNet-inspired [23] network architecture specifically modified and optimized for the retrieval task.

Previous approaches, even those based on the semi-supervised paradigm, are still built upon backprop training, which is known to be data-hungry. Even if the approaches are overall effective in regimes of moderate label scarcity (when the available labels amount to 5-10% of the total samples), this represents a current limitation when moving to scenarios of extreme scarcity (below 5% of labeled samples). Our contribution aims at addressing this scenario. By exploiting biologically inspired Hebbian learning mechanisms, we show that it is possible to improve performance also in these cases.

3 SEMI-SUPERVISED HEBBIAN-SGD TRAINING FOR CBIR

In this section we describe our contribution more in detail. We propose a semi-supervised DNN training protocol in two phases: in the first phase, the network is pre-trained using unsupervised Hebbian learning; in the second phase, the network is fine-tuned with supervised SGD training. After that, the resulting model is used to map images to feature representations, which can be employed in CBIR tasks. The following subsections describe each phase. Also, we face the problem of data scarcity, since, in real scenarios, for instance from the media sector, the available labeled data are typically just a small portion of the whole dataset. Hence, we describe how our unsupervised pre-training phase helps to improve the overall model by exploiting unlabeled data in addition to labeled images.

3.1 Unsupervised Hebbian pre-training

In the first phase of the proposed approach, the DNN model is pre-trained using approaches grounded in the neuroscientific theory of Hebbian learning [9]. The details of Hebbian learning theories are outside the scope of this paper, although a plethora of
Hebbian-based learning algorithms have been proposed. We refer the interested reader to [1, 13, 24–27]. In particular, in our previous works [24, 25], we have highlighted the merits of the nonlinear Hebbian Principal Component Analysis (HPCA). This is derived by minimizing the representation error:

\[ L(w_i) = \frac{1}{2} E[(x - \sum_{j=1}^{i} f(y_j) w_j)^2] \]  

(1)

Where \( x \) is the current input, \( w_j \) is the \( j^{th} \) neuron weight vector, \( y_j = w_j^T x \) is its output, and \( f \) is the activation function. It can be shown [6, 18] that such minimization leads to the following weight update rule:

\[ \Delta w_i = \eta f(y_i)(x - \sum_{j=1}^{i} f(y_j)w_j) \]  

(2)

where \( \eta \) is the learning rate.

Since we found this learning rule to be particularly effective in semi-supervised regimes with label scarcity [24, 25], this is the rule that we adopted in the unsupervised pre-training phase of our method.

### 3.2 Supervised SGD fine-tuning

After the unsupervised Hebbian pre-training stage, a supervised fine-tuning phase, based on SDG with backprop takes place. This corresponds to ordinary supervised DNN training, but starting from a pre-trained network. The advantage of such a starting point lies in the fact that pre-trained neural networks are more likely to start closer to an improved local minimum [7, 29]. More importantly, the two-phase semi-supervised training procedure is especially effective in scenarios with label scarcity, as described in the next subsection.

### 3.3 Dealing with data scarcity

Let’s define the labeled set \( \mathcal{T}_L \) as a collection of elements for which the corresponding label is known. Conversely, the unlabeled set \( \mathcal{T}_U \) is a collection of elements whose labels are unknown. The whole training set \( \mathcal{T} \) is given by the union of \( \mathcal{T}_L \) and \( \mathcal{T}_U \). All the samples from \( \mathcal{T} \) are assumed to be drawn from the same statistical distribution. Typical retrieval scenarios present a sample efficiency issue, i.e. the number of samples in \( \mathcal{T}_L \) is much smaller than the total number of samples in \( \mathcal{T} \). In particular, an \( s \% \) sample efficiency regime is characterized by \[ |\mathcal{T}_L| = \frac{s}{100} |\mathcal{T}| \] (where \( | \cdot | \) denotes the cardinality of a set, i.e. the number of elements inside the set). In other words, the size of the labeled set is \( s \% \) that of the whole training set.

Traditional supervised approaches based on SGD and backprop work well provided that the size of the labeled set is sufficiently large, but they do not exploit the unlabeled set. The proposed semi-supervised approach is effective to tackle this limitation. In fact, during the unsupervised phase, general information is extracted using all the available training samples, unlabeled and labeled (but without using label information in the latter case). During the second phase, supervised fine-tuning extracts further task-specific information using only the few labeled samples (with the corresponding labels).

### 3.4 Neural features for image retrieval

Features are obtained as vectors of activations of neurons in a selected network layer, in correspondence of an input image. Features extracted from the trained network are then used in the retrieval task as described in the following.

All dataset images are first mapped to the corresponding features, which are stored together with the associated class label. Never-seen-before test set images are used as queries. Queries are mapped to features as well. A query is executed by retrieving the most similar database images to the query image. Similarity between images is assessed measuring the euclidean distance between the corresponding features. The ground-truth to evaluate correct retrieval is defined based on the labels associated to images: a retrieved image matches the query image if they have the same label. Note that, in this phase we are using the label information of all the data elements, but only for evaluation, and not for training.

### 4 EXPERIMENTAL SETUP

In the following, we describe the details of our experiments and comparisons, discussing the network architecture and the training procedure.

The experiments were performed on CIFAR10, and CIFAR100 [22] datasets.

The CIFAR10 dataset contains 50,000 training images and 10,000 test images, belonging to 10 classes. Moreover, the training images were randomly split into a training set of 40,000 images and a validation set of 10,000 images.

The CIFAR100 dataset also contains 50,000 training images and 10,000 test images, belonging to 100 classes. Also in this case, the training images were randomly split into a training set of 40,000 images and a validation set of 10,000 images.

We considered sample efficiency regimes in which the amount of labeled samples was respectively 1%, 2%, 3%, 4%, 5%, 10%, 25%, and 100% of the whole training set.

### 4.1 Network architecture and training

We considered a six layer neural network as shown in Fig. 1: five deep layers plus a final linear classifier. The various layers were interleaved with other processing stages (such as ReLU, max-pooling, etc.). The architecture was inspired by AlexNet [23], but with slight modifications in order to reduce the overall computational cost of training. We decided to adopt a simple network model in order to be able to evaluate the effects of different learning approaches on a layer-by-layer basis. This choice also makes it more practical for other researchers to reproduce the experiments.

For each sample efficiency regime, we trained the network with our semi-supervised approach in a classification task. First, we used HPCA unsupervised pre-training (Eq. 2) for the internal layers. This was followed by the fine tuning stage with SGD training, involving the final classifier as well as the previous layers, in an end-to-end fashion.

For each configuration we also created a baseline for comparison. In this case, we used another popular unsupervised method, namely

---

1 Code available at: github.com/GabrieleLagani/HebbianPCA/tree/hebbretr
the Variational Auto-Encoder (VAE) [20], for the unsupervised pre-trained stage. This was again followed by the supervised end-to-end fine tuning based on SGD. VAE-based semi-supervised learning was also the approach considered in [19]. We also considered the case with no pre-training.

4.2 Layerwise evaluation of network features for CBIR

The resulting trained models were evaluated in the CBIR task. For this purpose, trained networks were used to extract feature representations from dataset and query images. These features were then used to rank dataset images by similarity with the query, evaluating the retrieval performance.

As an evaluation metric, we considered the Average Precision Score (APS):

\[
APS = \frac{1}{K} \sum_{i=1}^{K} P_i (R_i - R_{i-1})
\]

where \( P_i \) is the precision at the \( i^{th} \) retrieved item, \( R_i \) is the corresponding recall. This score is averaged over all the queries, thus obtaining the mean Average Precision (mAP).

In our experiments, we also evaluated the quality of the features from internal layers in the CBIR task, in order to find the layer that provided the best performance. For this purpose, we cut the networks in correspondence of a given layer, and we placed a new classifier on top of it. The supervised fine-tuning stage was then performed, in an end-to-end fashion, on the classifier and the preceding layers, and the resulting retrieval precision was evaluated. This was done for each layer, one at a time, in order to evaluate the quality of the neural features on a layer by layer basis. Evaluation for the selection of the best layer was performed on a validation set of images that are distinct from the training images. After that, the final evaluation was performed on a test set of never-seen-before images, and the results are presented in Section 5.

4.3 Details of training

We implemented our experiments using PyTorch. All the hyperparameters mentioned below resulted from a parameter search aimed at maximizing the validation accuracy on the respective datasets, following the Coordinate Descent (CD) approach [21].

Network weights were initialized following Xavier initialization [10].

Training was performed in 20 epochs using mini-batches of size 64. No more epochs were necessary, since the models had already reached convergence at that point. Networks were fed input images of size 32x32 pixels.

In the Hebbian training, the learning rate was set to \( 10^{-3} \). No L2 regularization or dropout was used, since the learning method did not present overfitting issues.

For VAE training, the network in Fig. 1, up to layer 5, acted as encoder, with an extra layer mapping layer 5 output to 256 gaussian latent variables, while a specular network branch acted as decoder. VAE training was performed without supervision, in an end-to-end encoding-decoding task, optimizing the \( \beta \)-VAE Variational Lower Bound [15], with coefficient \( \beta = 0.5 \).

For the supervised training stage, based on SGD, the initial learning rate was set to \( 10^{-3} \) and kept constant for the first ten epochs, while it was halved every two epochs for the remaining ten epochs. We also used momentum coefficient 0.9, Nesterov correction, dropout rate 0.5 and L2 weight decay penalty coefficient set to \( 5 \cdot 10^{-2} \) for CIFAR10, and \( 10^{-2} \) for CIFAR100. Cross-entropy loss was used as optimization metric.

To obtain the best possible generalization, early stopping was used in each training session, i.e. we chose as final trained model the state of the network at the epoch when the highest validation accuracy was recorded.

5 RESULTS AND DISCUSSION

In this section, the experimental results obtained with each dataset are presented and analyzed. We report the classification accuracy, along with 95% confidence intervals obtained from five independent iterations of the experiments, in the various sample efficiency regimes, for the CIFAR10, and CIFAR100 datasets.

5.1 CIFAR10

Tab. 1 reports the mAP results obtained on the CIFAR10 dataset. As we can observe, in regimes of extreme sample efficiency (below 10%), where the number of available labeled samples is very scarce, HPCA always performs better than VAE and no pre-training. In particular, in the 1% sample efficiency case, HPCA outperforms VAE pre-training by about 4 percent points. Note that HPCA pre-training, in the 5% regime, obtains a mAP equal to 1/4 of that
with features extracted from all the layers confirmed that the best layer increases with the number of labeled samples. This is justified, since with increasing availability of supervision, higher layers become less prone to overfitting.

5.2 CIFAR100
Since CIFAR10 contained just 10 different classes, to validate our observations with a similar, yet more difficult scenario, we also performed tests with CIFAR100, containing 100 classes. Tab. 2 reports the mAP results obtained on the CIFAR100 dataset.

These results confirm the previous observations. In sample efficiency regimes below 10%, HPCA performs better than VAE pre-training and no pre-training. The gap w.r.t. the previous case is reduced, but it still remains statistically significant. In particular, in the 5% sample efficiency case, HPCA outperforms VAE pre-training by almost 1 percent point. Again, VAE pre-training starts to perform better only when the number of labeled samples increases, although no additional benefit is achieved in these cases compared to no pre-training. On the other hand, HPCA pre-training seems to be detrimental when a larger number of samples is available, as it could move the weights towards a configuration where a good local optimum is harder to reach during the successive fine-tuning.

Note that CIFAR 100 represents a more difficult benchmark for media sector.

In the Table, the Layer column reports the layer used as feature extractor. This layer was selected as the one producing the best performance during validation. Notably, test experiments conducted with features extracted from all the layers confirmed that the best choice taken during validation actually corresponds to the layer offering the best performance on the test set. It appears that the best layer increases with the number of labeled samples. This is justified, since with increasing availability of supervision, higher layers become less prone to overfitting.

6 CONCLUSIONS AND FUTURE WORK
In this paper we have explored a semi-supervised training strategy for DNNs based on biologically inspired Hebbian learning, applied for the first time in the context of CBIR. We focused on scenarios of scarce data availability, which is relevant, for example, in the media sector.

Our experimental analysis, conducted on different datasets, suggest that our semi-supervised approach based on the unsupervised HPCA algorithm typically performs better than VAE pre-training.
or no pre-training, especially in sample efficiency regimes of extreme label scarcity, in which only a small portion of the training set (below 10%) is assumed to be labeled. On the other hand, VAE pre-training seems to become more effective in regimes where a larger portion of the training set (above 10%) is labeled. Therefore, our method is preferable in scenarios in which manually labeling a large number of training samples would be too expensive, while gathering unlabeled samples is relatively cheap.

In future works, we plan to provide a more thorough experimental validation of the proposed method also on more complex datasets. Moreover, further improvements might come from exploring more complex feature extraction strategies, which can also be formulated as Hebbian learning variants, such as Independent Component Analysis (ICA) [16] and sparse coding [30, 31, 33], as well as from more biologically faithful neural models such as Spiking Neural Networks (SNNs) [9, 28]. Finally, Hebbian approaches can also be combined with pseudo-labeling and consistency methods mentioned in Section 2 [17, 34].
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