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Quantum walks are the quantum mechanical analogue of classical random walks and an extremely powerful tool in quantum simulations, quantum search algorithms, and even for universal quantum computing. In our work, we have designed and fabricated an 8x8 two-dimensional square superconducting qubit array composed of 62 functional qubits. We used this device to demonstrate high fidelity single and two particle quantum walks. Furthermore, with the high programmability of the quantum processor, we implemented a Mach-Zehnder interferometer where the quantum walker coherently traverses in two paths before interfering and exiting. By tuning the disorders on the evolution paths, we observed interference fringes with single and double walkers. Our work is an essential milestone in the field, brings future larger scale quantum applications closer to realization on these noisy intermediate-scale quantum processors.

The quantum principles of superposition and entanglement allow a more powerful form of random walk – termed quantum walk (QW) (1). These walks have attracted considerable attention with many applications known in quantum transport (2), quantum simulation (3, 4), quantum search algorithms (5, 6), and even universal quantum computing (7, 8). The universality of quantum walks has been shown with encoded quantum computation, meaning they are a universal quantum computation primitive and may give an exponential algorithmic speed-up (9). In particular, quantum walks with multiple walkers show a quantum advantage (10, 11) superior to ones using only a single walker. Motivated by QWs’ rich potential applications, numerous proof of principle experimental demonstrations have been performed in a wide variety of hardware platforms, ranging from photonics (12, 13), trapped ions (14, 15), neutral atoms (16), to nuclear magnetic resonance (17), and superconducting qubits (18, 19).

It is well-known (20) that QW based quantum search algorithms require at least a two-
dimensional configuration. Furthermore, easy circuit programmability with an arbitrary number of walkers is an essential requirement to encode applications, where the configuration can be changed on a walk-by-walk basis including the adjustability of tunneling amplitude and graph structure (21). Achieving both of these simultaneously have proved experimentally challenging. Superconducting circuits provide the nonlinear interaction Hamiltonian necessary for the universal quantum computation, making them one of the leading quantum computer approaches (22). Along with the real time programmability, they are now an excellent candidate system for the realization of fully configurable two-dimensional QWs.

In our work, we started with the design of a moderate scale 2D superconducting qubit array. One immediately notices the problem associated with planar wiring and how it can be realized to control all the qubits as the size of the 2D array increases. One solution has been 3D wiring using techniques like ‘flip chip’ (23) or ‘through-silicon vias’ (24). In this work, we provide an alternative technical-friendly solution based on ‘pass through holes’ (25). This is applied to an 8×8 qubit array (Fig. 1A) that is composed of 16 units whose circuit diagram is shown in Fig. 1B. Two of the qubits U03Q2 and U22Q1 (Fig. 1C) and one coupling resonator (between U10Q0 and U10Q3) are non-functional.

We represent the effective Hamiltonian of the qubit system using the Bose-Hubbard model as:

\[
\hat{H} = \sum_{j \in \{Q_i\}} \hbar \omega_j \hat{a}_j^\dagger \hat{a}_j + \frac{\hbar U_j}{2} \hat{n}_j(\hat{n}_j - 1) \\
+ \sum_{j \in \{Q_i\}, i \in \{C_{Q_i}\}} \hbar J_{\text{eff}}^{i,j}(\hat{a}_i^\dagger \hat{a}_j + \hat{a}_i \hat{a}_j^\dagger),
\]

(1)

where \(\hat{a}_j^\dagger (\hat{a}_j)\) are the qubits bosonic creation (annihilation) operator, \(\omega_j\) the \(j^{th}\) qubit frequency, \(U_j\) the anharmonicity, and \(J_{\text{eff}}^{i,j}\) the effective coupling strength between \(Q_i\) and \(Q_j\) via a large detuned coupling resonator, where \(i\) labels the qubit in group \(\{C_{Q_i}\}\) which couples to \(Q_i\). For the realization of continuous-time quantum walks (CTQWs), we tune all qubits to the same
interaction frequency for time-independent evolution, and the effective evolution Hamiltonian is given by:

\[
\hat{H}_{\text{evo}} = \sum_{i \in \{Q_i\}, j \in \{C_{Q_i}\}} \hbar J_{i,j}^{\text{eff}} (\hat{a}_i \hat{a}_j^\dagger + \hat{a}_i^\dagger \hat{a}_j) \tag{2}
\]

which forms an interference network. By setting the qubits at the interaction frequency of 5.02 GHz, we determined the effective coupling strengths \(J_{i,j}^{\text{eff}}\) by measuring two-qubit swapping oscillations and established \(J_{\text{eff}}/2\pi = 2.01 \pm 0.07\) MHz.

We begin by exploring continuous-time quantum walks using one and two walkers by exciting one or two qubits on U00Q0 and U33Q2. Once the initial states are prepared, we tune all qubits to the interaction frequency and allow the system to naturally evolve under Eq.\((2)\) for a certain time. We then measure the population \(\langle \hat{n}_j \rangle\) of all 62 qubits in their \(\sigma_z\) basis for evolution times ranging from 0 to 600 ns. For each time point, we performed 50,000 single-shot measurements. In Fig. 2A we present the experimental results for the two-walker QW with a comparison from numerical simulations (Fig. 2B). In the Supplementary Materials (25) we show the results for the single-walker QWs and the fidelity of the 62-qubit evolution as a function of time. The high fidelity evolutions indicate the high accuracy characterization and high precision control of our system.

For quantum walks it is also extremely interesting to determine the propagation velocity of the walker (s) through the network compared to the Lieb-Robinson (LR) bound (26). Focusing on the single walker situation for simplicity, we use the two-site correlation function defined by

\[
C_{ij}(t) = \langle \hat{\sigma}_i^z \hat{\sigma}_j^z \rangle - \langle \hat{\sigma}_i^z \rangle \langle \hat{\sigma}_j^z \rangle \tag{19}
\]

to achieve this (Fig. 2C). In Fig. 2D, we determine the propagation velocity as \(22.2 \pm 2.0\) site/\(\mu s\). The maximal group velocity for two-dimensional systems (27,29) is given by \(v_{\text{max}} = 2\sqrt{2}J_{\text{eff}}(1-16J_{\text{eff}}^2/9U^2)\) which equates to \(v_{\text{max}} = 35.7\) site/\(\mu s\) in our system. Now \(v < v_{\text{max}}\) clearly shows that our propagation velocity is limited by the LR bound. The difference is attributed to the short distance and disorders (25,27,28).

The CTQWs demonstration establishes a solid basis for the realization of programmable
QW. Furthermore, our ability to accurately vary the frequency of each qubit enables us to define propagation paths for the quantum walkers. This is critical for QW-based quantum computing where we need to deal with graph problems with different structures. In Fig. 3A, we define two intersecting paths in our 62-qubit superconducting processor to demonstrate a Mach-Zehnder (MZ) interferometer, where the qubits in the path are tuned to the interaction frequency of 5.02 GHz, while those not involved are biased to 4.97 GHz. After exciting the site $S$, the walker will propagate to $BS1$ where it is split and transmitted along two spatially separated paths ($L_1$ to $L_{10}$) and ($R_1$ to $R_{10}$). These paths are reconnected at $BS2$ from which the walker arrives at site $D$. The time evolution of all sites’ population is measured from $t = 0$ to 1000 ns (Fig. 3B). It clearly shows the single walker traversing both the $\{L\}$ and $\{R\}$ paths. At $t = 650$ ns, a refocusing of the QW with the population as high as 0.43 is observed. An excellent agreement is found compared with the numerical simulations (Fig. 3D).

Our flexibility in adjusting the qubit frequencies provides another freedom we can exploit associated with the phase on paths, which is realized with the change of disorders. For the $\{R\}$ path elements we adjust the disorder of the sites $R_1$ to $R_5$ from $d_R$ to $5d_R$ respectively, while for sites $R_6$ to $R_{10}$ we did the opposite changing from $5d_R$ to $d_R$. Similar disorder changes (scaling as $d_L$) are made in the $\{L\}$ path. By controlling the disorder sizes, we measured the population on site $D$ at $t = 650$ ns, and observed interference fringes (Fig. 3C). To confirm the origin of these fringes, we blocked the path of $\{R\}$ on $R_1$ and $R_{10}$ (Fig. 3E) and found no interference fringes (Fig. 3F). Such results show that the disorder not only changes the tunneling amplitude between neighboring sites, but also provides the quantum walker a different phase accumulated in propagation that gives rise to the interference fringes. Moreover, for that interference to have occurred, our walker must have maintained coherence as it traverses a superposition of distinct spatially separated paths. The generation of those non-local correlations is essential for the development of QW based universal quantum computation.
The natural question that now arises is what occurs when we have multiple walkers in our MZ interferometer. We then create two walkers on sites $L_1$ and $R_1$ (Fig. 4A) by exciting these respective qubits, and then let the system evolve. We measured the population on site $D$ after $t = 550$ ns, and observed the interference fringes in Fig. 4B. This is a similar pattern to what we observed in the single walker case. To determine the origin of this interference fringes in the two walker case, we performed a number of control experiments beginning with the removal of sites $BS1$ and $S$ (Fig. 4C), which stops the both walkers back propagating to take their alternate path. As shown in Fig. 4D, no interference fringes are observed anymore. This indicates that the pattern comes from the interference between the single-particle forward and back propagation.

Next, we created a single walker at either site $L_1$ or $R_1$ (Figs. 4E/G) respectively, and let it walk through the interferometer. The results both clearly show interference fringes (Figs. 4F/H). However, neither one of them nor their sum (25) are the same as what we observed in Fig. 4B. This re-enforces our observation that the two walkers present in the MZ interferometer must have interacted with each other. Such results agree well with our understanding of transmon qubit physics in the hard-core boson limit (30), where $|U/J_{eff}| \sim 120$.

To summarize, our successful demonstration of quantum walks in two dimensions and the corresponding realization of MZ interferometers clearly shows the potential of these superconducting qubit processors. With the remarkable control of not only the qubits frequencies but also the tunneling amplitude and phase between neighboring sites, these superconducting-circuit based quantum walks are elegant approach for the exploration of hard-core boson interference beyond that achievable in photonic systems. Furthermore, multi walker realizations will push us into the quantum advantage realm as the excitation number and/or the processor size increases. Finally, the demonstration of programmable quantum walks in superconducting quantum processors is an essential technological milestone providing a solid basis for more complex quantum many-body simulations, and which in the future can be further applied to
quantum search algorithms and even universal quantum computing.
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Figure 1: The layout and architecture of the superconducting quantum processor. (A) The schematic diagram of the 2D superconducting quantum processor. The orange crosses represent the qubits arranged in an $8 \times 8$ array. The gray circles are the pass through holes (25) for 3D wiring. The electrodes for wiring are not shown for simplification. (B) The circuit diagram of a unit of the qubit array. Each qubit (orange) has an $XYZ$ control line (black) for microwave and pulse control. The qubit couples to an individual $\lambda/4$ readout resonator (yellow) which in turn are commonly coupled to a filter (green). Two neighboring qubits are dispersively coupled to each other through a $\lambda/2$ coupling resonator (blue). (C) The labels of qubits. Two broken qubits, namely U03Q2 and U22Q1, are marked in blue.
Figure 2: Quantum walks on a 2D superconducting qubits array. (A) The evolution of the measured populations $\langle n_j \rangle$ of all qubits at times $t = 0$ ns, 100 ns, 200 ns, and 300 ns, respectively, with the two walkers initialized on qubits U00Q0 and U33Q2. (B) Numerical simulation of the qubits population evolution under the same conditions as (A). (C) The correlation function as a function of time in the case of single-particle QW. The blue, red, orange, and purple circles represent the measured data points for the correlation function between the initial excitation site and the sites on the diagonal with distance $d = \sqrt{2}, 2\sqrt{2}, 3\sqrt{2}, 4\sqrt{2}$ sites, respectively. The corresponding solid curves are Gaussian fittings to the data, and the propagation fronts are the center of the Gaussian fittings. (D) The propagation velocity and the Lieb-Robinson bounds. Using a linear fit (blue line) of the propagation fronts (blue circles) with distance, we determine the propagation velocity as $22.2 \pm 2.0$ site/µs. The gray shadow shows Lieb-Robinson bound with $v_{\text{max}} = 35.7$ site/µs.
Figure 3: **Single-particle Mach-Zehnder interferometer.** (A) The circuit diagram of the programmable paths for the realization of the single-particle Mach-Zehnder interferometer in a qubit array. In (B) and (D) we illustrate the dynamics evolution of population $\langle n_j \rangle$ of all relevant sites in experiment and simulation, respectively. The red arrow marks the time $t = 650$ ns when the population of $D$ is maximized. (C) The experimental and simulated population of $D$ at $t = 650$ ns under different disorder steps in two paths. (E) The circuit diagram of the interferometer with the $\{R\}$ path blocked at $R_1$ and $R_{10}$. (F) The experimental and simulated population of $D$ under different disorder steps in two paths with $\{R\}$ path blocked.
Figure 4: Two walkers in the Mach-Zehnder interferometer. (A, C, E, G) Circuit diagrams of the programmable paths for the Mach-Zehnder interferometer. The initial state composed of either a single or double walker is prepared by the excitation of the sites marked with pink. (B,D,F,H) The experimental and numerically simulated population of $D$ at $t = 550$ ns are shown for the various configurations below the circuit diagram.
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1 Experimental wiring setup

As shown in Fig. S1, the 62-qubit processor is installed at the base temperature stage of the dilution refrigerator (DR), which is cooled down to 10 mK. In the DR, we used totally 186 control lines for qubits, 32 control lines for Josephson parametric amplifiers (JPAs), 16 readout input lines and 16 readout output lines. For each qubit, there are three control lines, the $XY$ line for qubit driving, the fast $Z$ control line to apply the $Z$ pulse control, and the DC line to bias the qubit to its idle point. The four qubits in a unit share one readout input line and one readout output line.

In the DR, attenuators and filters are installed at different stages to reduce noise. To reduce the thermal noise from higher-temperature stages, there are totally 41 dB, 34 dB and 61 dB attenuations for $XY$ control line, fast $Z$ control line and readout input line, respectively. In addition, at the base temperature stage, we installed 8 GHz low pass filters for all $XY$, fast $Z$, DC control lines, readout input and readout output lines, 500 MHz low pass filters for fast $Z$ control lines and 80 MHz low pass filters for DC control lines, to further reduce the high-frequency noise. At the 4 K stage, we installed a RC filter of 10 KHz cut-off frequency for each DC control line. After passing through the attenuators and filters, the $XY$, fast $Z$ and DC signals are combined together by a bias tee at base temperature and then reach the quantum processor. For qubit state readout, the readout input signal passes through the attenuators and
FIG. S1: The schematic diagram of control electronics and wiring. For each qubit, there are individual \( XY \), \( Z \) and DC control lines, which are combined together via bias tees before connected to the quantum processor. In the dilution refrigerator, attenuators and filters are installed at various stages to reduce noise. The Josephson parametric amplifiers (JPAs) and high electron mobility transistors (HEMTs) are used to amplify the readout signals. At room temperature, digital to analog converters (DAC) and microwave sources are used to generate pulses for qubit \( XY \) control and readout. Qubit \( Z \) control pulses are generated by DACs. DC voltage sources are used to bias the qubits to their idle points and to bias the JPAs. The readout signals amplified by the room-temperature amplifiers can be digitized and demodulated by analog to digital converters (ADCs).

the 8 GHz low pass filter and then reaches the quantum processor. The output signal firstly passes through two circulators, then amplified by a Josephson parametric amplifier (JPA), of which the noise as well as the noise from higher temperature stages has been blocked by the preceding of two circulators. Then the signal passes through a third circulator and an 8 GHz low
pass filter, amplified by a high electron mobility transistor (HEMT) amplifier at the 4K stage and a low noise amplifier at room temperature respectively, and finally captured and analyzed by the room temperature electronics. To reduce the noise in controlling JPA, we installed 31dB attenuators and a 18 GHz low pass filter for each JPA pump line, a RC filter, an 8 GHz and an 80 MHz low pass filter for each JPA bias line.

At room temperature, we use two digital to analog converters (DAC) channels to generate Gaussian shaped pulses for each $XY$ control. These two intermediate frequency pulses are up-converted to the driving frequency by an IQ mixer with a carrier frequency of 5.72 GHz generated by the microwave source. We use one DAC channel for the $Z$ pulse control and one DC source for the DC bias. For the readout of qubit state, we use two DAC channels and one microwave source to generate a multi-tone readout input signal by side-band mixing with an IQ mixer. The readout output signal is down-converted into two signals, which are digitized and demodulated by the two ADC channels to extract the qubit state information.

2 Device design and fabrication

In the main text, the quantum processor illustrated in Fig. 1A contains an $8 \times 8$ qubit array which is composed of 16 units whose circuit diagram is shown in Fig. 1B. Here each unit contains four frequency tunable transmon qubits which are dispersively coupled to individual readout resonators but share a common band-pass filter for state readout. Each qubit couples to its four nearest neighbors via coplaner waveguide resonators. The separation between qubits is approximately 4 mm, leaving sufficient space to cut holes in the chip substrate using a picosecond laser. The control lines and readout filters are connected to the fan-out PCB on the bottom of the chip by wire bonding through the holes, from which they can be further connected to the coaxial cables installed in the dilution refrigerator. Parasitic slot-line modes, which may arise, are then suppressed using air-bridges applied over the control lines, readout resonators, filters and coupling resonators to connect the ground planes.

The quantum processor is fabricated with the following steps:

1. First a 100 nm Al film is growed on a 2 inch sapphire wafer using molecular beam epitaxy.

2. Optical lithography and wet etch are then applied to define the resonators, filters, control lines and trasmon capacitors.

3. Optical lithography and deposition of Ti and Au films are then used to define the alignment marks for electron-beam lithography.

4. Next the dielectric scaffolds for airbridges are defined by optical lithography and deposition of SiO$_2$ film.

5. The Al airbridges are defined by optical lithography and deposition of Al film.
6. Electron-beam lithography, followed by double-angle evaporations of Al, is applied to fabricate the qubits’ Al/AlOₓ/Al Josephson junctions.

7. The 2 inch wafer is diced into a square chip and pass through holes are fabricated by laser.

8. A VHF etcher is used to release the airbridges by removing the scaffolding SiO₂.

9. The quantum chip is connected to the PCB by wire bonding.

3 Parameters of the superconducting quantum device

| Parameters                                           | Median  | Mean   | Stdev  |
|------------------------------------------------------|---------|--------|--------|
| Qubit maximum frequency (GHz)                        | 5.434   | 5.442  | 0.116  |
| Qubit idle frequency (GHz)                           | 5.148   | 5.200  | 0.198  |
| Qubit anharmonicity η/2π (MHz)                       | -251.0  | -248.9 | 7.0    |
| T₁ at idle frequency (µs)                            | 12.48   | 13.56  | 5.53   |
| T₁ at working point (µs)                             | 11.24   | 12.26  | 5.45   |
| T₂* at idle frequency (µs)                           | 1.61    | 1.63   | 0.67   |
| Coupling strength between qubit and readout resonator (MHz) | 95.49   | 94.95  | 4.60   |
| Effective coupling strength between neighboring qubits (MHz) | 1.99    | 2.01   | 0.07   |
| Dispersive shift χ/2π (MHz)                          | 1.05    | 1.14   | 0.34   |
| Resonator linewidth κ/2π (MHz)                       | 4.91    | 5.06   | 1.63   |
| Readout fidelity of |0⟩                      | 0.970   | 0.966  | 0.016  |
| Readout fidelity of |1⟩                      | 0.932   | 0.919  | 0.032  |
| Effective qubit temperature (mK)                     | 65      | 66     | 11     |

Table S1: Statistics of the qubits’ parameters.

Our experiments are implemented on a 62-qubit quantum processor arranged in an 8×8 qubits array composed of 16 units, as illustrated in Fig.1 of the main text. The qubits in the processor are frequency tunable transmons, of which the frequencies can be tuned individually. The qubit maximum frequencies range from 5.087 GHz to 5.711 GHz with the standard deviation of 116 MHz. The qubits are biased to the idle points ranging from 4.912 GHz to 5.620 GHz by DC signals. The idle points are chosen to avoid cross-talk between neighboring qubits, reduce the influence of defects on qubits and achieve relatively high qubit energy relaxation time T₁. The qubits can be tuned to their working points by Z pulses to realize interaction. The anharmonicity η/2π of qubit, which is equal to the nonlinear on-site interaction U/2π in the Bose-Hubbard Hamiltonian (1) in the main text, has the mean value of -248.9 MHz. Each qubit couples to its four nearest neighbors via coplaner waveguide resonators, whose frequencies are designed to
FIG. S2: Qubit parameters distributions, including qubit maximum frequency, qubit anharmonicity, qubit idle frequency, qubit energy relaxation time $T_1$ at the idle and working points, and qubit dephasing time $T^*_2$ at idle frequency. Each square in the diagrams represents a qubit, the number and color in the square show the value of the corresponding parameter.

be 6 GHz, and the coupling strength between the qubit and coupling resonator is designed to be around 44 MHz. The mean value of the measured effective coupling strength between neighboring qubits is 2.01 MHz at the interaction point of 5.02 GHz, which gives $|U/J| = 124$. This means our system can be described by hard-core bosons (30). For qubit state readout, the mean value of dispersive shift is 1.14 MHz, and the mean value of readout resonator linewidth is 5.06 MHz. With these parameters, we achieve an average readout fidelity of 96.6% for state $|0\rangle$ and 91.9% for state $|1\rangle$. The effective qubit temperature extracted from the excited state probability in measuring $|0\rangle$ state is determined as 66 mK in average. More details of the parameters for each functional qubit are shown in the Fig.S2, Fig.S3 and Fig.S4, and their statistical values are shown in table S1.
| Readout drive frequency (GHz) | Qubit coupling to readout resonator (MHz) | Dispersive shift $X/2\pi$ (MHz) |
|-----------------------------|----------------------------------------|-------------------------------|
| 6.677                      | 6.898                                 | 1.45                          |
| 6.672                      | 6.703                                 | 1.40                          |
| 6.668                      | 6.826                                 | 1.45                          |
| 6.675                      | 6.701                                 | 1.40                          |
| 6.707                      | 6.673                                 | 1.40                          |
| 6.704                      | 6.704                                 | 1.40                          |
| 6.678                      | 6.678                                 | 1.40                          |
| 6.701                      | 6.673                                 | 1.40                          |
| 6.672                      | 6.704                                 | 1.40                          |
| 6.707                      | 6.673                                 | 1.40                          |
| 6.704                      | 6.704                                 | 1.40                          |
| 6.678                      | 6.678                                 | 1.40                          |
| 6.701                      | 6.673                                 | 1.40                          |
| 6.672                      | 6.704                                 | 1.40                          |
| 6.707                      | 6.673                                 | 1.40                          |
| 6.704                      | 6.704                                 | 1.40                          |
| 6.678                      | 6.678                                 | 1.40                          |
| 6.701                      | 6.673                                 | 1.40                          |

**FIG. S3:** Qubit readout parameters distributions, including readout drive frequency, the coupling strength between the qubit and its individual readout resonator, the dispersive shift, the resonator linewidth, the readout fidelity of state $|0\rangle$, the readout fidelity of state $|1\rangle$ and the effective qubit temperature.
FIG. S4: Distribution of the coupling strengths between neighboring qubits. The square connecting two qubits shows the effective coupling strength between them when these two qubits are tuned to the interaction frequency of 5.02 GHz.
4 System calibration

In our experimental setup, the qubits are biased at their idle frequencies for state preparation and readout. We optimized the qubit frequency setup to maximize the energy relaxation time $T_1$ of all qubits while preventing the effect of defects, $ZZ$ coupling, and microwave crosstalk. For the realization of continuous-time quantum walks, we tune all qubits to the same interaction frequency for time-independent evolution. To achieve this in practice and ensure its stability, three experimental requirements need to be realized: (i) the stability of the qubit frequency, (ii) the precise knowledge of the coupling strength, and (iii) high precision control of the qubit-frequency alignment. This is achieved through a series of calibration experiments. We begin with a $Z$-pulse distortion calibration (19) to ensure the stability of qubit frequency while performing detuning operations. Then, by setting the qubits at the interaction frequency of 5.02 GHz, we determined the effective coupling strengths $J_{i,j}^{\text{eff}}$ by measuring two-qubit swapping oscillations and established $J_{\text{eff}}/2\pi = 2.01 \pm 0.07$ MHz. The final requirement is achieved through several rounds of qubit-frequency alignment calibrations and corrections which allows us establish that the disorders of all qubits are no larger than 1.6 MHz ($0.8J_{\text{eff}}/2\pi$). More details of the calibrations are as follows.

4.1 Idle frequency setup

In calibrating and optimizing qubit idle frequency, there are several key elements we need to focus on. They are:

1. **Energy relaxation.** It is well known that the energy relaxation time of the qubit varies strongly with frequency. Defects including two-level-systems (TLSs), slot-line modes, and some other microwave modes, induce significantly short energy relaxation times at certain frequencies. This will further limit the readout and single-qubit operation fidelities. Those frequencies affected by defects should be avoided.

2. **Microwave crosstalk.** In our superconducting quantum device, though the microwave crosstalk has been suppressed to below -40 dB for next-nearest-neighboring qubits, for the nearest-neighboring qubits it is still not negligible as being around -25 dB. Considering the maximal driving strength to be around 25 MHz, the minimal frequency gap between two neighboring qubits is set to be 50 MHz. Meanwhile, to avoid the two-photon excitation by crosstalk, the frequency of exact match with $f_{02}/2$ of the neighboring qubits should be avoided, where $f_{02}$ is the frequency difference between the ground state and the second excited state.

3. **$ZZ$ coupling.** For the coupled qubits, the $ZZ$ coupling strength is given by $\Omega_{ZZ} = -2g^2(\eta_1 + \eta_2)/[(\Delta - \eta_1)(\Delta + \eta_2)]$, where $\eta_1$ and $\eta_2$ are the qubit anharmonicities, $g$ is the coupling strength between these two qubits, and $\Delta$ is the difference in qubit frequencies. From the above expression, it is noticed that if one wants to limit the $ZZ$ coupling to be
below 0.2 MHz, the frequency gap between $f_{01}$ of the target qubit and $f_{12}$ of the coupling qubit should be larger than 45 MHz, where $f_{12}$ is the frequency difference between the first and second excited states.

4. **Readout fidelity.** We perform the readout operation at the idle frequency. The large detuning from the readout resonator reduces the dispersive coupling strength of the qubit, and further affects the readout fidelity. However, we also need to balance it with the frequency crowding issues. We set the minimal idle frequency to be 4.9 GHz.

We use this principle to construct a three step optimization procedure:

1. First, we measure the frequency-dependent $T_1$ of all qubits to determine the defect-affected frequencies. We then generate tables of available frequencies $\{f_{\text{avl}}\}$ for all qubits by removing those bad-performance points. The frequency step in the tables is 1 MHz.

2. Second, based on $\{f_{\text{avl}}\}$, we search for a solution that all qubits are initialized in their available frequencies. To be more specific, we randomly choose one frequency from $f_{\text{avl}}^q$ as the initial frequency for the qubit $q$ with the shortest length of $f_{\text{avl}}^q$. Then, we update $\{f_{\text{avl}}\}$ with the frequencies of determined qubits, following the principles we listed previously. We repeat this progress until all qubits are set. However, if there is no available frequencies for one of the qubits, we restart the search again. We note that we use $T_1$ as the weight of each frequency point, thus those frequencies with better performance have more chances to be chosen.

3. Finally, we optimize all single-qubit performance in parallel, and then measure $T_1$ of all qubits at their idle frequencies. It is still possible that when the qubits are biased to different idle points, some microwave modes and TLSs may be changed, resulting in different available frequencies. The changes can be identified from the relatively low values and the large variations in fitting $T_1$. We then optimize those qubits again by measuring $T_1$ at different available frequencies to find a frequency with better performance. This step is repeated for several rounds until the performance of all qubits are acceptable.

4.2 Frequency-alignment optimization

In our previous experiments (19), we optimized the frequency-alignment by tuning all qubits to the same interaction frequency for evolution, and then used the population propagation to fit the disorders on each site for further corrections. However, when the system size grows to be more than 60 qubits, such a strategy becomes unachievable because of the non-negligible time cost in the numerical simulations.

In this work, we optimize the frequency-alignment with the following procedure:

1. Set the initial alignment frequency for all qubits. In this work, it is 5.02 GHz.
2. For each qubit, we measure the population propagation between the qubit and its coupled qubits, which is defined as a ‘multi-qubit swapping’ experiment. We begin by exciting a single qubit. Then we tune the qubit and its coupled qubits to the alignment frequency for system evolution. All other qubits are tuned to 4.97 GHz to prevent any unwanted state leakage. After an evolution time ranging from 0 to 1 µs, we tune these qubits back to their idle points to readout the population of each qubit jointly.

3. With the data sets for all qubits, we use the ‘Nelder-Mead’ algorithm to search for a disorder map which has the best fit to the data. To be more specific, for each data set, we can calculate the distance from the experimental data to the numerically simulated data with the disorders given by the disorder map. By defining the cost function as the sum of the square of the distances, we optimize the disorder map to minimize the cost function. The disorder map is the final frequency differences we need to correct the alignment frequency for each qubit. Meanwhile, we define and calculate the overall distance using the sum of the square of the distances, which comes from the data and the numerical simulations with no disorders.

4. We then determine the sign of correction by adding or subtracting the disorder map for the alignment frequency. Then, there are two alignment frequency setups, of which one setup is worse and will induce larger overall distance. By running ‘multi-qubit swapping’ experiments for both setups, we compare the overall distances. The smaller overall distance indicates the better setup, and can be used for further updating.

5. By repeating steps 2 to 4 for several rounds, the overall distance will saturate. In our case the final maximal disorder determined is smaller than 0.8J_{eff}.

4.3 Optimization of the interferometer

Though the disorders of each site have been suppressed to be below 0.8J_{eff}, the residual disorders in the interferometer are still non-negligible. As the number of effective coupling is reduced from 4 to 2 or 3 in the interferometer, the disorder causes the reflection in spreading and reduces the effective coupling strength. As a result, the maximal population at site $D$ at $t = 650$ ns is only 0.12 before optimization.

The ultimate objective of the optimization is to enhance the population of site $D$ at $t = 650$ ns when single excitation is involved in site $S$. However, the direct optimization of all sites in the interferometer may result in a different local minimum, which corresponds to the blockade of one path. Therefore, we use a procedure utilizing a two-step optimization to search for the best correction.

1. First, we optimize the alignment frequency of the interferometer except for sites $BS2$ and $D$. After exciting the qubit at site $S$, we tune all qubits in the interferometer except for sites $BS2$ and $D$ to the alignment frequency. Note that in this step, sites $BS2$ and
$D$ are not in interaction. We use the product of the populations of sites $L_{10}$ and $R_{10}$ at $t = 550$ ns as the cost function, and use ‘Nelder-Mead’ algorithm to optimize the alignment frequencies of the corresponding qubits.

2. Second, we optimize the alignment frequencies for all sites. After exciting the qubit at site $S$, we tune all sites in interaction and then use the population of site $D$ at $t = 650$ ns as the cost function. Again, we use the ‘Nelder-Mead’ algorithm to optimize the alignment frequencies for all sites. Now based on the first step optimization, the two paths have been in balance, thus the local minimum with one path blocked will not occur.

Following this two-step optimizations, the maximal population at site $D$ for $t = 650$ ns can be optimized to be above 0.43.

5 Thermalization and Post-selection

We note that for several qubits, thermal noise is non-negligible when performing detuning operations, which is possibly caused by the heating of the bonding wires to the electrodes of the control lines. These affects the quality of our quantum walks.

![Time evolution of quantum walks with and without post-selection](image_url)

**FIG. S5:** The two-particle quantum walks after post-selection. For the same set of raw data in Fig. 2A in the main text, we performed post-selection with the conservation of the total excitation number. After post-selection, the behavior is much closer to ideal as the thermalization is suppressed. We note that no post-selection is used to any other results in the main text and the Supplementary Materials except for this figure.

To suppress the thermal excitation, one solution is to utilize post-selection, a technique commonly used in linear optical quantum computation (10). Post-selection involves selecting data events where the total number of recorded excitations are the same as the total number of initial excitations. This technique allows us to partially remove the effects of circuit loss, thermalization and detector inefficiency. All of these individually change the total excitation number and so if there is only one error we can eliminate it. However we do not remove the cases where two errors occurs which maintain the excitation number. Examples of these two error processes for instance include when an excitation is loss in the circuit while one detector
reports $|1\rangle$ when it was actually $|0\rangle$. Another is when one detector reports $|1\rangle$ (but was $|0\rangle$) while the second reports $|0\rangle$ (but was $|1\rangle$). Both these examples maintain the total excitation number and so can not be distinguished from the ideal case. However two error events occur with a much lower probability than single error events. The improved quantum walks after post-selection with two walkers are shown in Fig. S5. After the post-selection, about 11.3% of the total number of all single-shot measurements are retained. We note that for the other results, no post-selection is used.

6 Numerical simulation method

To obtain the theoretical results of the hard-core Bose-Hubbard model, as the comparison of the experiment results, we numerically simulate the evolution of the system with 62 functional qubits under the spin model. This is a reasonable approximation of the Bose-Hubbard model when $|U| \gg |J|$ along with low filling factor. However, the full Hamiltonian space of the 62-qubit system consists of $2^{62}$ dimensions, whose corresponding matrix has $2^{62}$ bases. The space has been beyond a state-of-the-art classical supercomputer. So we truncate the full Hamiltonian space to a subspace whose bases have the same number of excitations as the initial states. For example, if we have a single excitation in the qubit array, we truncate the full space to the subspace composed of $\{ |10\cdots0\rangle, |01\cdots0\rangle, \cdots, |00\cdots1\rangle \}$. In this way, we reduce the number of dimensions from $2^{62}$ to 1891 for two excitations and 62 for a single excitation. The corresponding matrix of the truncated Hamiltonian is small enough to be easily handled with a laptop. However, in this simplification, it is difficult for us to take decoherence into consideration, as the Hilbert space is not complete any more. Meanwhile, the device is also assumed as an ideal system, with no disorders on qubits’ working frequencies, and the coupling strength between neighboring qubits are all assumed as the average of the experimentally measured value. Our Hamiltonian in the simulation represents the ideal Hamiltonian of our experiments without any imperfections.

With the ideal time-independent Hamiltonian at hand, we can transform the Schrodinger equation to $|\Psi(t)\rangle = e^{-iHt/\hbar} |\Psi(0)\rangle$, where $|\Psi(0)\rangle$ is our initial state while $|\Psi(t)\rangle$ is the state of system at time $t$. In this way, with the matrix of truncated Hamiltonian and the vector of the truncated initial state, we can numerically simulate the evolution of the initial state at any time under the given Hamiltonian. And then we can obtain the expectation of observables associated with the system as a function of time, such as the population $\langle n_j(t) \rangle$, the correlation function $C_{ij}(t)$, etc.

7 The velocity of the correlations

In the experiment in detecting the velocity of the correlations, we used the two-site correlation function between the initial excited qubit U00Q0 and the qubits along the diagonal to determine the propagation velocity in the two dimensional qubit array. As shown in Fig. 2C
FIG. S6: **Numerical simulation of the instantaneous velocity as a function of distance in two dimensions.** We illustrate the velocity obtained from a linear fit through the signal positions $d_0 \leq d \leq d_0 + 3\sqrt{2}$, as a function of distance ($d_0$). It is shown that with the growth of $d_0$, the velocity increase and converges to $v_{\text{max}}$ under 1.6MHz random disorder.

in the main text, we measured the correlation function as a function of time between the initial excitation site and the sites along the diagonal with distance $d = \sqrt{2}$, $d = 2\sqrt{2}$, $d = 3\sqrt{2}$, and $d = 4\sqrt{2}$ sites, respectively. The distance $d$ is defined as the Euclidean distance $\sqrt{\Delta_x^2 + \Delta_y^2}$, in which $\Delta_x (\Delta_y)$ is the number of sites between two sites along X(Y) axis. With a Gaussian fittings to the data, we extracted the propagation fronts of the correlations established between the initial excitation and sites at certain distances. Using a linear fitting of experimental fronts with distance, we obtained the velocity of the propagation as $22.2 \pm 2.0$ site/$\mu$s, which is clearly limited by $v_{\text{max}} = 35.7$ site/$\mu$s.

As for the discrepancy between the velocity and $v_{\text{max}}$, enlightened by two arguments about the short distance and the disorders in one dimension (27, 28), we numerically simulated the correlation function between the initial excitation and each qubit along the diagonal, as a function of time, in a $15 \times 15$ qubits array, under reasonable 1.6MHz random disorders. With the correlation function, instantaneous velocity $v(d_0)$ is obtained from a linear fit through the signal positions $d_0 \leq d \leq d_0 + 3\sqrt{2}$. As shown in Fig S6, it is illustrated that the velocity at short distance and that of long distance are not the same. When $d_0 = \sqrt{2}$ sites, the instantaneous velocity equals to $24.9 \pm 5.2$ site/$\mu$s, which agrees well with the velocity obtained in the experiments ($22.2 \pm 2.0$ site/$\mu$s). With a longer distance, the instantaneous velocity increases. When $d_0 = 8\sqrt{2}$ sites, the instantaneous velocity reached $35.0 \pm 1.8$ site/$\mu$s. Such results indicate that in a two-dimensional system, the instantaneous velocity under 1.6 MHz random disorder also grows with distance and approaching $v_{\text{max}}$ at large distance. Thus, we attribute the reducing of the velocity in our experiments to the short distance and the disorders.
8 The effect of random disorders and decoherence

FIG. S7: Simulating the effect of random disorders and decoherence. (A) The circuit diagram for the simulation of the effect of disorder in single-particle Mach-Zehnder interferometer. In the simulation, we add random disorders (RDs) to both paths to simulate the effect of disorder. The propagation path in the simulation is the same as that of in the Fig.3 of the main text. (B) The numerical simulated population on site $D$ under different RDs. We found that the maximum population decreases with the growth of RDs. (C) The circuit diagram for the simulation of the effect of decoherence. In the simulation, the walker is excited in source $S$, goes into two path $\{L\}$ and $\{R\}$ and finally injects into destination $D$. To study the effect of decoherence, We add dephasing or relaxation to every qubit in the array. (D) The numerical simulated population on site $D$ with no decoherence, only dephasing time $T_\phi = 1.6 \mu s$, and only energy relaxation time $T_1 = 12.3 \mu s$, respectively.

To explain the discrepancy between experimental results and simulated results, we investigated the effect of random disorders and decoherence. In Fig. S7A and B, we present the numerical simulated time-resolved population on site $D$ with random disorders. In this simulation, we add random disorders (RDs) on both paths to simulate the effect of disorder on the final site $D$. For each site on both paths, the initial frequency is detuned with $\delta f$ being a random value between -RD and RD. It is found that with the growth of RD, the maximum population of $D$ decreases accordingly, indicating that the disorder will cause the loss of population in traversing as an effect of reflection.

As for the effect of decoherence, in Fig. S7C and D, we present another numerical simulated results to show the effect of decoherence. We note that we are not able to perform the simulation of the complete multi-qubit system with decoherence because of the extremely large size of the Hilbert space. As a substitute, we simulate a small system containing 8 qubits to investigate the effect of decoherence. The circuit is presented in Fig. S7C. Three conditions are considered, i.e., no decoherence, only energy relaxation time $T_1 = 12.3 \mu s$, and only dephasing time $T_\phi = 1.6 \mu s$. In Fig. S7D, it is found that when considering the dephasing time $T_\phi$ as
1.6 µs, the population of $D$ decays from 0.9 to 0.6 at $t \sim 500$ ns in comparing with the other cases. Such result indicates that the dephasing time is also non-negligible, as in our device, the dephasing time is relatively low and comparable to the evolution time. In comparing with the energy relaxation time, the average dephasing time is one order of magnitude lower and in the same order of magnitude as the evolution time, thus will contribute more.

9 Extended data

[Diagram showing quantum walks in a 2D superconducting qubits array with excitation at U00Q0.]

FIG. S8: Quantum walks in a 2D superconducting qubits array with excitation at U00Q0. In the state preparation, qubit U00Q0 at the top left corner is excited. Then all qubit are tuned in interaction and finally measured jointly at $t = 0$ ns, 100 ns, 200 ns, and 300 ns, respectively. We illustrate the experimental and numerically simulated population $\langle n_j \rangle$ of all sites.

In Fig. S8 and Fig. S9, we illustrate the quantum walks of single particle excited at U00Q0 and U33Q2, respectively. The corresponding fidelity of single particle excited at U00Q0 and U33Q2 and fidelity of two particles are shown in Fig. S10. The time evolution of population with one path ($\{R\}$) blocked in the interferometer is shown in Fig. S11. For the case of two particles in the MZ interferometer, the numerical simulated time evolution of all sites are shown in Fig. S12. In Fig. S13, we also illustrate the interaction of two walkers in the Mach-Zehnder interferometer.

Moreover, the extended movies (supplied online only) show the time-resolved population $\langle n_j \rangle$ of the two-dimensional quantum walk (Movie S1, S2) and the evolution of population $\langle n_j \rangle$ in the MZ interferometer with single walker (Movie S3) and two walkers (Movie S4).
FIG. S9: Quantum walks in a 2D superconducting qubits array with excitation at U33Q2. We excite qubit U33Q2 at the bottom right corner in the state preparation and then measure all qubit jointly after an interaction time of $t = 0$ ns, 100 ns, 200 ns, and 300 ns, respectively. We illustrate the experimental and numerically simulated population $\langle n_j \rangle$ of all sites.

FIG. S10: Fidelity of the time-resolved evolution of single- and double-particle QWs. By using the squared statistical overlap as a quantification of fidelity defined by $F = \left( \sum \sqrt{p_{(i,j)} q_{(i,j)}} \right)^2 / \sum p_{i,j} \sum q_{i,j}$, we plot the fidelities as a function of time for double and single particle QWs as shown in Fig. 2, Fig. S8, and Fig. S9. Here $p_{(i,j)} (q_{(i,j)})$ are the experimentally determined (numerically simulated) population distributions.
FIG. S11: The evolution of population $\langle n_j \rangle$ in single-particle Mach-Zehnder interferometer with one path blocked. The circuit diagram is the same as that in Fig. 3E in the main text with $\{R\}$ path blocked. The qubit is excited at the source $S$. We illustrate the dynamical evolution of population $\langle n_j \rangle$ of all sites in experiment and simulation, respectively.

FIG. S12: The evolution of population $\langle n_j \rangle$ with two particles excited at $L_1$ and $R_1$ in two different situations. The circuit diagram for (A and B) and (C and D) is the same as that of Fig. 4A and 4C in the main text, respectively. The difference is in C and D, sites BS1 and $S$ are removed from the interferometer. B and D are the numerical simulated results with the conditions the same as that of A and C, respectively.
FIG. S13: The interaction of two walkers in the Mach-Zehnder interferometer. In (A) we show the experimental results of Fig.4B while (C) depicts the summation of Fig.4F and Fig.4H. Then in (E) we show the difference between Fig.4B and the summation of Fig.4F and Fig.4H. (B), (D) and (F) show the equivalent simulation results. Both the experimental (E) and simulation (F) plots show obvious interference fringes, which indicates the interaction between two walkers in the interferometer.

Movie. S1: (Online only) The time evolution of the populations \( \langle n_j \rangle \) of all qubits with the two walkers initialized on qubits U00Q0 and U33Q2, in experiment(left) and simulation(right) respectively.

Movie. S2: (Online only) The time evolution of the populations \( \langle n_j \rangle \) of all qubits with the single walker initialized on qubits U00Q0, in experiment(left) and simulation(right) respectively.

Movie. S3: (Online only) The dynamical evolution of the populations \( \langle n_j \rangle \) for single-particle Mach-Zehnder interferometer with the circuit diagram shown in Fig. 3A in the main text.

Movie. S4: (Online only) The dynamical evolution of the populations \( \langle n_j \rangle \) for two-particle Mach-Zehnder interferometer with the circuit diagram shown in Fig. 4A in the main text.
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