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ABSTRACT

The distribution generation penetration increases due to the increased need of power. These penetration causes problem of frequency deviations. In this paper the in multi-area power system the combination of renewable energy resources is proposed. Here the area 1 & area 2 are thermal power plant. Hydro power generation plant is taken in area-3 & area-4. Renewable energy system is considered in area-5. Here the cyber security attack is taken as change in power in the entire area. This can make the power block out or wrong data entry. Here differential game theory-based problem formulation is done. The PI controller and differential game theory with flower pollination are compared for performance of fast response. The MATLAB 2017b is used for building the areas and programming the algorithm.
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1. INTRODUCTION

The power system security is very important issue nowadays as the distribution generation penetration. Even small component failure brings more loss in power. This may affect the complete power system. The wide area control and monitoring produces the security in recent power systems. For that phasor measurement (PMU) units, circuit breakers and distributed generators uses the communication interfaces to make sure the system security. These security systems use cyber network as communication protocol there is a possibility of cyber-attack. Attackers inject false data injection as discussed in [1]. Eavesdropping estimate in [2] denies the service attack on the communication medium as in [3]. Analysis of risk is done in [4-6]. Recently the cyber-attack is done in the weaker system. The binary on-off pulses are created in [7] as cyber-attack which can trip generators. False data injection makes the PMU to provide wrong data to power system control. This causes the central control unit to operate falsely. This causes blackouts and economical losses [8]. In [11] it is discussing that stealthy attack model which corrupts the smart circuit breakers.

The variation of renewable energy resources due to nature the power system must be capable of adjusting the output control of multi area power system. Generally, the power system consists of coal, hydro and gas. Many methods are used to control the power system in multi area [12,17-25]. In [13,14] keeping controls as same multi area with multiple sources are considered.

In this paper the flower pollination optimization algorithm is used for solving the game theory based objective functions. And here the distribution system is considered with multi area power system consist of hydro and steam unit. The changes in solar system creates the system to be weak. It makes the grid as prey...
for cyber-attacks. The new solution method gives the faster response in that condition compared to old methods. It reduces the vulnerability of attack.

This paper is organized like Controller design in section 2, Flower pollination algorithm in section 3, results and discussion in section 4 and last section with conclusion.

2. CONTROLLER DESIGN

According to the problem and situation many game theories are available. In this paper, “the nonzero-sum non-cooperative differential games” are used. “Nonzero sum” explains that it consists of more than two players, the sum of all the players’ index of performance is zero or a constant. And collaboration between the players is difficult to enforce [15], henceforth the players are expected not to cooperate in order to minimize their individual performance index.

Take a system with N players defined by the linear differential equation as shown below

\[ \dot{x}(t) = Ax(t) + \sum_{i=1}^{N} B_i u_i(t) \]  

where \( x(t_0) = x_0 \)

where \( x(t) \in R^{n \times t} \) is state variable vector

\( u_i(t) \in R^{m \times t} \) is a control strategy vector used by ith player

\( A \in R^{n \times n} \)

and

\( B \in R^{n \times n} \) are constant real matrix

and each player desires to minimize his own quadratic performance index, i.e., cost function. In this paper we adopt the following type cost function for simplicity.

\[ J_i = \int_{t_0}^{t_f} \{ x(t)^T Q x(t) + u_i(t)^T R_i u_i(t) \} dt \]  

where \( Q \in R^{n \times n} \) is symmetric semi-positive definite

\( R_i \in R^{m_i \times m_i} \) is symmetric positive definite matrix

Assume current value of system state vector is available for all the players, then the constant linear feedback control strategy used by ith player can be expressed as

\[ u_i = F_i x \]  

\( F_i \in R^{m \times n} \)

where \((F_1, ..., F_N)\) belongs to the set \( F = \{ F = (F_1, ..., F_2) | A + \sum_{i}^{N} B_i F_i \} \) is stable

3. FLOWER POLLINATION ALGORITHM

There are two important steps in this algorithm as it is given in [16], they are “global pollination and local pollination”. The first step and flower constancy can be represented mathematically as

\[ x_i^{t+1} = x_i^t + L (x_i^t - g^*) \]  

where

\( x_i^t \) is the pollen i or solution vector \( x_i \) at iteration \( t \),

\( g^* \) is the current best solution found among all solutions at the current iteration,

\( L \) is the strength of the pollination, which essentially is a step size.

Since insects may go a longer distance with various distances/steps, it uses a Lévy flight to mimic this characteristic professionally. So, draw \( L > 0 \) from a levy distribution as shown below,

\[ L \sim \frac{\lambda^2 \sin(\sin^{-1}(1/s))}{\pi} \]  

\( s \gg s_0 \gg 0 \)
Pseudo code:

Objective: \( \min J_i(x), \ x = (x_1, x_2, \ldots, x_d) \)

Initialiaze a population of \( n \) flowers/polln gametes with random solutions

Find the best solution \( g^* \) in the initial population

Define a switch probability \( p \in [0, 1] \)

while \( t < \text{MaxGeneration} \)

for \( i = 1 : n \) (all \( n \) flowers in the population)

if \( \text{rand} < p \),

Draw a (d-dimensional) step vector \( L \) which obeys a L’evy distribution

Global pollination via

\[
x_i^{t+1} = x_i^t + L(x_i^t - g^*)
\]  \hspace{1cm} (6)

else

Draw \( \xi \) from a uniform distribution in \([0,1]\)

Randomly choose \( j \) and \( k \) among all solutions

Do local pollination via

\[
x_i^{t+1} = x_i^t + \xi(x_i^t - x_k^t)
\]

End if

Evaluate new solutions

If new solutions are better, update them in the population

End for

Find the current best solution \( g^* \)

End while

4. RESULTS AND DISCUSSION

Scenario 1 is taken as renewable energy-four area system execution, scenario 2 is taken as four-area, two hydro & two thermal system, scenario 3 is taken as five-area, where thermal, hydro and renewable energy are hybrid. The safety risk is formed at the renewable energy place due to the frequency change & power change are compared (which is otherwise known as weak grid condition). And it can be seen that differential game theory works stable even with cyber treat produced.

The different types of controllers are considered as different cases here. Case 1 is works with PI controller, case 2 is works with Robust controller. Figure 1 shows the proposed test system with five-area including solar.

Figures 2, 4, 6, 8, 10 & 12 shows the tie line power of three separate scenarios and cases. Figures 3, 5, 7, 9, 11 and 13 shows the frequency deviation of three separate scenarios and cases. Here it is shown that all the tie line power & frequency are produced as zero which depicts the controllability. But the settling time is dissimilar for each scenarios and corresponding cases. The security threat is resolved and the system stability is achieved and it also shown in figures.
Figure 1. Proposed test system with 5 areas including solar

Figure 2. Tie line power in p.u with PI controller (scenario I-case I)

Figure 3. Frequency deviation in hz with PI controller (scenario I-case I)
Figure 4. Tie line power in p.u with robust controller (scenario 1-case II)

Figure 5. Frequency deviation in hz with robust controller (scenario 1-case II)

Figure 6. Tie line power in p.u with PI controller (scenario 2-case I)

Figure 7. Frequency deviation in hz with PI controller (scenario 2-case I)

Figure 8. Tie line power in p.u with robust controller (scenario 2-case II)

Figure 9. Frequency deviation in hz with robust controller (scenario 2-case II)
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Figure 10. Tie line power in p.u with PI controller (scenario 3-case I)

Figure 11. Frequency deviation in hz with PI controller (scenario 3-case I)

Figure 12. Tie line power in p.u with robust controller (scenario 3-case II)

Figure 13. Frequency deviation in hz with robust controller (scenario 3-case II)

Table 1 shows the comparison of the results taken from all the three scenarios and the two cases studies. It shows that the case II of all the three scenarios performs better in rise time, settling time and peak time which are significant in the performance of the dynamic operation of power system.

Table 1. Performance comparison table

|                      | Scenario 1 |          | Scenario 2 |          | Scenario 3 |          |
|----------------------|------------|----------|------------|----------|------------|----------|
|                      | PI         | Robust   | PI         | Robust   | PI         | Robust   |
| RiseTime(s)          | 4.1134     | 0.033927 | 0.4659     | 0.033927 | 2.0968     | 0.038871 |
| SettlingTime(s)       | 21.502     | 10.611   | 26.421     | 8.1247   | 34.451     | 16.685   |
| SettlingMin           | 0.14117    | 0.14117  | 0.046908   | 0.04677  | 0.063062   | 0.015    |
| SettlingMax           | 0.26143    | 0.25803  | 21.327     | 21.415   | 25.779     | 26.341   |
| Overshoot             | 85.183     | 82.769   | 45192      | 45407    | 40315      | 1.7524e+05 |
| Undershoot            | 0          | 0        | 0          | 0        | 0          | 0        |
| Peak                  | 0.26143    | 0.25803  | 21.327     | 21.415   | 25.779     | 26.341   |
| PeakTime (s)          | 5.6118     | 2.3388   | 3.3785     | 1.3073   | 9.5024     | 3.1117   |

5. CONCLUSION

The PI controller and robust control using differential game theory with Flower pollination algorithm is used to solve the problem of security attack created at the multi-area power system. The performance like settling time rise time and peak time shows the robustness of the new control system and it is depicted that in all the scenarios case II, the stability is attained in smaller time compared to case I. So, the controller proves that the multi-area with renewable resources stable even in cyber-attack.
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