Covariance analysis on the thermal neutron capture cross sections using an Am-Be neutron source
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Abstract. We measured the thermal cross sections of 71Ga(n,γ)72Ga using an Am-Be neutron source having strength of 4×107 neutrons/sec using the two monitor reactions 197Au(n,γ)198Au and 55Mn(n,γ)56Mn, and obtained 4.07±0.27 b and 3.97±0.31 b as the values measured relative to Au and Mn neutron captures, respectively. We constructed their covariance matrix by taking into account the correlation of parameters which are not independent in derivation of these two thermal cross sections (e.g., Ga sample weight, decay data of 72Ga, detector efficiency of γ-ray emitted from 72Ga). The off-diagonal weighted mean of the two cross sections 4.04±0.27 b was derived from the two thermal cross sections and their covariance matrix.

1 Introduction

There have been a number of publications reporting the 71Ga(n,γ)72Ga thermal cross section [1–13] according to the EXFOR library [14]. Most of these experimental studies used reactor neutrons for irradiation. The thermal neutron cross section measured with mono energetic cold neutrons for irradiation [7] is considerably lower than the majority of the measured cross sections in the literature. Under this situation, we measured the 71Ga(n,γ)72Ga thermal cross section using an Am-Be neutron source relative to the two monitor reactions 197Au(n,γ)198Au and 55Mn(n,γ)56Mn. We obtained the covariance between the two thermal cross sections measured with the two monitor reactions, and applied it for derivation of the off-diagonal weighted mean [15] of these thermal cross sections.

2 Experimental

Our experiment was carried out in the Am-Be neutron source facility at Manipal Centre for Natural Sciences (MCNS), Manipal Academy of Higher Education. The neutron source was kept inside a concrete bunker and thus the neutrons got moderated. The neutron spectrum has a mixed component including thermal and epithermal neutrons. Details of the neutron source facility and the spectrum are available in our previous publications [16–18]. Analytical grade Ga2O3 powder of Alfa Aesar with purity of 99.995% was prepared in small packets. Mn and Au foils (12.7 mm in diameter) procured from Shieldwex with purity 99.9% were used as the monitor foils. Two sets of Ga sample and monitor foils were used in the experiment: One of them was enclosed in a standard Cd cover (1.02 mm thick) and the other without the Cd cover. The Ga sample and Mn monitor foil were irradiated together for 5 days. The Au monitor foils with and without the Cd cover were irradiated separately for 32 days since the half-life of 198Au is longer than those of 72Ga and 56Mn. The induced activity in each irradiated material was determined from the corresponding gamma spectra. Gamma spectrum measurements were carried out using a 30% relative efficiency HPGe detector pre-calibrated using a 152Eu source. The distance between the irradiated material and detector was 2 cm. The coincidence summing effects of the gamma lines of interest were estimated and corrected using a Monte Carlo simulation code efftran [19]. Each irradiated material was counted for 2500 s – 60000 s depending upon the half-life to achieve satisfactory counting statistics.

3 Data reduction

The reaction rate per target atom (R) was estimated from the net area (C) under the full peak of the respective gamma-line by

\[ R = \frac{CTMf_a\theta e I_m}{N_A\theta e I_m} \]  \tag{1}

with

\[ T = \frac{\lambda}{(1 - e^{-\lambda t})e^{-\lambda t}(1 - e^{-\lambda t})}, \]  \tag{2}

where M is the molar mass, f_a is the gamma attenuation factor, \( f_e \) is the coincidence summing correction factor, \( N_A \) is the Avogadro constant, \( \theta \) is the isotopic abundance, \( e \) is
the detector efficiency, $I_j$ is the gamma intensity, $m$ is the sample mass, $\lambda$ is the decay constant of the capture product, $t_i$ is the irradiation time, $t_c$ is the cooling time, and $t_e$ is the counting time. The decay data in Eq. (2) were taken from the ENSDF library [20–22], and are listed in Table 1. The gamma attenuation factor $f_\gamma$ was determined using the linear attenuation coefficient ($\mu$) taken from the XCOM photon cross section database [25], and the coincidence summing correction factor $f_c$ was calculated by the efftrak code.

The neutron capture thermal cross sections of the sample $\sigma_{0,S}$ was determined by

$$\sigma_{0,S} = \frac{[R - R_{Cd}/F_{Cd}]}{[R - R_{Cd}/F_{Cd}]} \frac{[G_{th} g]_M}{[G_{th} g]_S} \sigma_{0,M},$$

[16, 17, 26] where $G_{th}$ is the thermal self-shielding factor, $g$ is the Westcott factor, and $\sigma_{0,M}$ is the neutron capture thermal cross section of the monitor foil. The self-shielding factor $G_{th}$ was estimated analytically as in Ref. [27]. The multiple scattering effect was also studied by using the Monte Carlo simulation code efftrak [28], which confirmed that the effect is negligible in our experimental configuration.

### 4 Characterization of efficiency curve

The efficiency of the HPGe detector was calibrated by counting nine major gamma lines of a $^{152}$Eu standard reference source and the $^{152}$Eu decay data in the ENSDF library [29]. The measured efficiencies for the nine gamma lines were corrected for the coincidence summing effect by using the efftrak code, and fitted by

$$\ln \epsilon = a_0 + a_1 \ln E$$

by the least-squares method. We have ignored the uncertainties in the $^{152}$Eu half-life and calibration source activity since they are commonly applied to the nine gamma lines, while the uncertainties in the counting statistics and gamma intensities were propagated to the uncertainties in $a_0$ and $a_1$. Since the efficiencies appear in the form of their ratios in Eq. (3), the covariance of the fitting parameters $\text{Cov}(a_0, a_1)$ was propagated to the covariance of the efficiency ratios $\text{Cov}(\eta_1, \eta_2)$, where $\eta_1 = e^{(198 \text{ Au})}/e^{(72 \text{ Ga})}$ and $\eta_2 = e^{(56 \text{ Mn})}/e^{(72 \text{ Ga})}$. The uncertainties and correlation coefficients of the detection efficiency ratios are summarized in Table 2. More detailed explanation and formulation about the uncertainty propagation can be found elsewhere [18].

### 5 Uncertainty and covariance analysis

There have been a number of publications reporting the thermal neutron cross section of $^{71}$Ga($n,\gamma$)$^{72}$Ga reaction. However, most of the experimental works report only overall uncertainties without any details.

In our work, the detailed analysis of uncertainty and correlation are essential because our goal is to determine the mean of the two thermal cross sections determined with two monitor foils (Au and Mn). The fractional (%$^2$) covariance between $\sigma_{ik}$ and $\sigma_{kj}$ is

$$\text{cov}(\sigma_{ik}, \sigma_{kj}) = \sum_k S_{ik} \Delta x_{ik} \text{cov}(x_{ik}, x_{jk}) \Delta x_{jk} S_{jk},$$

(5)

where

$$S_{ik} = \frac{x_{ik} \partial \sigma_{ik}}{\sigma_{0,i} \partial x_{ik}}$$

(6)

is the (fractional) sensitivity coefficient of $\sigma_{0,i}$ to $x_{ik}$ [30]. Our detailed analysis [18] shows that the sensitivity coefficient $S_{ik}$ often deviates from one, hence the typical quadrature summation in the uncertainty propagation cannot be used.

### 6 Results and discussion

The newly determined $^{71}$Ga thermal neutron capture cross sections with the monitor reactions $^{197}$Au($n,\gamma$)$^{198}$Au and $^{56}$Mn($n,\gamma$)$^{56}$Mn are $0.27 \pm 0.21$ b (6.68%) and $0.31 \pm 0.1 b$ (7.89%)$^1$, respectively, and they are consistent to each other. The total uncertainty in the thermal cross section is dominated by the uncertainties due to counting statistics of $^{72}$Ga for the bare and Cd-covered samples (5.44% for the bare sample, 2.67% for the Cd-covered sample). These partial uncertainties are applicable to the thermal cross sections determined relative to Au and Mn monitor reactions since the result of the same Ga irradiation was shared by both thermal cross sections. Their conventional and off-diagonal weighted means are 0.40±0.21 b and 0.40±0.27 b$^2$, respectively.

The thermal neutron cross section of $^{71}$Ga($n,\gamma$)$^{72}$Ga reaction determined in our work is shown in Fig. 1 along with other literature values. The uncertainty in our result is slightly higher than many of the earlier measurements. We believe our uncertainty is more realistic because we

---

1 The uncertainty was revised from 0.32 b (8.09%) [18]. As a consequence, the correlation coefficient between the two thermal cross sections was revised to 0.73 from 0.71 [18].

2 The off-diagonal weighted mean was revised to 0.40±0.27 b from 0.45±0.27 b [18].

---

| Product | $E_\gamma$ (keV) | $I_j$ (%) | $T_{1/2}$ | $g$ | $\sigma_{0}$ (b) | $f_\gamma$ | $f_c$ | $F_{Cd}$ | $G_{th}$ |
|---------|-----------------|----------|----------|-----|----------------|-----------|-------|---------|--------|
| $^{72}$Ga | 834.13          | 95.45(8) | 14.10(2) h | 1.001 | -               | 1.003     | 1.084 | 1.00    | 0.999  |
| $^{198}$Au | 411.80          | 95.62(6) | 2.6941(2) d | 1.006 | 98.65(9)       | 1.009     | 1.001 | 0.991   | 0.983  |
| $^{56}$Mn | 846.76          | 98.85(3) | 2.5789(1) h | 1.001 | 13.36(5)       | 1.005     | 1.025 | 1.0     | 0.997  |
Figure 1. The thermal neutron cross sections of $^{71}\text{Ga}(n,\gamma)^{72}\text{Ga}$ reaction determined in our measurement (revised from Ref. [18]), other measurements [1–13], and Mughabghab’s recommendation [23]. Symbols are sorted by the chronological order on the horizontal axis. The solid and dashed lines show our result and its standard deviation, respectively.

Table 2. Efficiency ratios $\eta$ for the $\gamma$ lines used for measurements of the $^{199}\text{Au},^{56}\text{Mn}$ and $^{72}\text{Ga}$ activities [18].

| Product | Energy (keV) | Efficiency ratio $\eta$ | Correlation coefficient |
|---------|--------------|-------------------------|------------------------|
| $^{199}\text{Au}^{72}\text{Ga}$ | 411.80/834.13 | 1.76480 ± 0.03071 | 1.00 |
| $^{56}\text{Mn}^{72}\text{Ga}$ | 846.76/834.13 | 0.98798 ± 0.00037 | -1.00 1.00 |

Figure 2. Comparison of our thermal cross section (revised from Ref. [18]) with two cross sections measured with filtered neutron beams at 0.0334 eV [36] and 0.0536 eV [37] and some recommended/evaluated cross sections.

There are two experimental works reporting cross sections measured at energies slightly higher than the thermal energy by using filtered neutrons at 0.0334 eV [36] and 0.0536 eV [37]. Figure 2 compares our result with these two experimental cross sections as well as recommended and evaluated thermal cross sections. This figure shows the cross sections reported by us and Koester et al. [7] are consistent with the cross sections measured by Afroze et al. [36] and Uddin et al. [37] assuming the $1/v$ dependence.

7 Summary

We measured the thermal neutron cross section of $^{71}\text{Ga}(n,\gamma)^{72}\text{Ga}$ reaction by irradiating natural Ga samples as well as Au and Mn monitor foils with and without a Cd cover by neutrons from an Am-Be source moderated by a concrete bunker. The results obtained with the Au and Mn monitor foils are consistent, and we adopted their off-diagonal weighted means as our final result by taking into account the covariance between the two results. After publication of the full documentation of our work [18], we reanalyzed the uncertainty propagation, and revised our final thermal cross section value to 4.04±0.27 b. The newly obtained thermal neutron cross section is lower than those reported by other recent experiments using neutron fields characterized by broad neutron spectra as well as some evaluated data libraries, but our result compares better with those determined with monoenergetic neutron sources as well as the JENDL-4.0 library.

Table 3. Thermal $^{71}\text{Ga}(n,\gamma)^{72}\text{Ga}$ cross sections from our measurement (revised from Ref. [18]) as well as recommended and evaluated cross sections.

| Cross section | Energy (keV) | Efficiency ratio $\eta$ | Correlation coefficient |
|---------------|-------------|-------------------------|------------------------|
| Present | 4.07±0.27 | 4.03±0.21 | 4.04±0.27 |
| Recommended and evaluated thermal cross sections (b) | | | |
| S. Mughabghab (2018) [23] | 4.62±0.08 | 4.73 | 4.73 | 3.71 |
| ENDF/B-VII.0 (2018) [31] | 4.73 | 4.73 | 4.73 | 4.73 |
| JEFF-3.3 (2017) [32] | 4.59 | 4.73 | 4.73 | 4.73 |
| BROND-3.1 (2016) [33] | 4.73 | 4.73 | 4.73 | 4.73 |
| CENDL-3.1 (2011) [34] | 4.73 | 4.73 | 4.73 | 4.73 |
| JENDL-4.0 (2011) [35] | 3.71 | 3.71 | 3.71 | 3.71 |

tried to identify and propagate all major uncertainties in the parameters.

Our off-diagonal weighted mean is lower than the majority of the measurements in the literature, but closer to Koester et al. [7]. Table 3 compares our thermal cross sections with those recommended or evaluated. Our result is lower than recommendation and evaluations in general, but consistent with the JENDL-4.0 [35] evaluation, which adjusts the negative energy level parameters to reproduce Koester’s thermal cross section. Among recent measurements, our result also shows good agreement with Krane et al. [2].
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