Tensor Network Efficiently Representing Schmidt Decomposition of Quantum Many-Body States
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Efficient methods to access the entanglement of a quantum many-body state, where the complexity generally scales exponentially with the system size $N$, have long a concern. Here we propose the Schmidt tensor network state (Schmidt TNS) that efficiently represents the Schmidt decomposition of finite- and even infinite-size quantum states with nontrivial bipartition boundary. The key idea is to represent the Schmidt coefficients (i.e., entanglement spectrum) and transformations in the decomposition to tensor networks (TNs) with linearly-scaled complexity versus $N$. Specifically, the transformations are written as the TNs formed by local unitary tensors, and the Schmidt coefficients are encoded in a positive-definite matrix product state (MPS). Translational invariance can be imposed on the TNs and MPS for the infinite-size cases. The validity of Schmidt TNS is demonstrated by simulating the ground state of the quasi-one-dimensional spin model with geometrical frustration. Our results show that the MPS encoding the Schmidt coefficients is weakly entangled even when the entanglement entropy of the decomposed state is strong. This justifies the efficiency of using MPS to encode the Schmidt coefficients, and promises an exponential speedup on the full-state sampling tasks.

Despite tremendous successes in the classical simulations of quantum many-body systems achieved by tensor network (TN) [1–4], there exist severe restrictions concerning the area laws of entanglement entropy (EE) [5]. In general, the entanglement scaling of a TN state is determined by the geometric structure of the network, i.e., how the tensors are connected. For instance, the matrix product state (MPS) exhibits a one-dimensional (1D) structure, where the bipartition gives zero-dimensional boundaries [meaning the boundary length satisfies $L_0 \sim O(l^0)$ with $l$ the length scale]. Consequently, the MPS satisfies the 1D area law of EE and provides a faithful representation of a subclass of states such as the ground states of gapped 1D models with local interactions [6, 7].

The projected entangled pair state (PEPS) generalizes MPS to two and higher dimensions [8, 9]. The boundary length of the PEPS with a $D$-dimensional network graph scales as $L_0 \sim O(l^{D-1})$. The simulations of PEPS, including its normalization and the evaluations of EE and observables, concern the contractions of $D$-dimensional TNs, which are usually #P-complete [10, 11]. Particularly, the number of the Schmidt coefficients (i.e., the dimension of the entanglement spectrum) scales exponentially as $\sim O(\chi^{l_0})$ with $\chi$ the virtual dimension of the TN. The Schmidt decomposition of a TN state can be efficiently done with a constant bipartition length, such as the MPS and tree TN state [3, 12, 13]. For the bipartition whose length scales with system size, matrix product operator (MPO) was proposed to efficiently access the dominant part of Schmidt coefficients from the tree TN state [14]. Valid methods to access the Schmidt coefficients of the large or infinite-size states with a nontrivial scaling of the boundary length are strongly desired.

In this work, we propose a TN state that explicitly involves the Schmidt decomposition of quantum many-body states, which we dub as Schmidt TNS (see the illustration in Fig. 1). The exponentially-many Schmidt coefficients (also called the entanglement spectrum) are encoded in an MPS, whose complexity is just linear to the number of spins $N$. The transformations in the Schmidt decomposition are represented by the TN’s formed by local unitary tensors, where the complexities are also reduced to be linearly with $N$. The Schmidt decomposition for $N \rightarrow \infty$ is efficiently reached by imposing the translational invariance on both the unitary TN’s and the MPS.

The power of the Schmidt-TNS on representing the ground state and its Schmidt decomposition is demonstrated by simulating the interacting spin models on a quasi-one-dimensional geometrically frustrated zigzag-pentagon lattice. The weak entanglement of the MPS that encodes the Schmidt coefficients is uncovered, which justifies the validity of MPS to encode the Schmidt coefficients. By using the MPS as a sampler defined in a $2^{l_0}$-dimensional Hilbert space, an exponential speedup on the full-state sampling is promised by applying the MPS-based schemes [15, 16].

**Schmidt tensor network state.**—Considering a quantum state of $N$ spin-1/2’s and its bipartition to two subsystems $A$ and $B$, the Schmidt decomposition can be written as $|\Psi\rangle = \sum_{r} \lambda_{r} |\psi_{r}\rangle |\phi_{r}\rangle$ with $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$ denoting the Schmidt coefficients or entanglement spectrum. $|\psi_{r}\rangle$ and $|\phi_{r}\rangle$ are the quantum states defined in the subsystems $A$ and $B$, respectively, which we dub as the left and right

![Fig. 1. Illustration of the Schmidt TNS formed by two unitary TNs ($U$ and $V$) and an MPS encoding the Schmidt coefficients $\lambda$ (indicated by the yellow squares). See the descriptions in detail in the main text.](image-url)
Schmidt states. They correspond to the left and right singular vectors of the state coefficients \( \Psi = \sum_{S} \sum_{n} \Psi_{S,n} \langle S_{r} | S_{l} \rangle \langle S_{l} | S_{n} \rangle \) referring to the spin indices in the subsystem \( S \) (or \( A \) or \( B \)).

The index \( r \) can be rewritten in a binary form as \( r \equiv (r_{1}, r_{2}, \ldots r_{R}) \) with \( r_{m} = 0, 1 \). The number of binary indexes satisfies \( R \leq R \equiv \min(\#A, \#B) \) with \( \#A \) the number of spins in the subsystem \( A \) (or \( B \)). The equality holds in the full-rank cases. When the EE satisfies an area law instead of volume law, the number of binary indices for a well-approximated Schmidt decomposition can be compressed to \( R \sim O(L_{0}) \ll R \). Note it is not difficult to generalize the above discussions to higher-level spins.

The states \( |\psi_{r}\rangle \) and \( |\phi_{r}\rangle \) can be obtained by implementing the unitary transformations on the product state defined by \( \{r_1, r_2, \ldots r_R\} \) as

\[
|\psi_{r}\rangle = \hat{U} \prod_{\odot m=1}^{R} |r_{m}\rangle, \quad |\phi_{r}\rangle = \hat{V} \prod_{\odot m=1}^{R} |r_{m}\rangle. \tag{1}
\]

The operators \( \hat{U} \) and \( \hat{V} \) are named as the left and right transformations for the tensors in \( A \) and \( B \), respectively. When \( R \) scales linearly with \( N \) (say \( R = N/2 \) with an equal bipartition \( \#A = \#B \)), the complexity of the Schmidt decomposition scales exponentially with \( N \).

Below, we focus on the two-dimensional quantum systems. In the Schmidt TNS, the Schmidt coefficients are encoded in an MPS \( |\lambda\rangle = \sum_{\lambda} c_{\lambda} \prod_{\odot m=1}^{R} |r_{m}\rangle \) as

\[
|\lambda\rangle = \sum_{r_1 r_2 \ldots r_R} c_{\lambda} \langle T \rangle \prod_{m=1}^{R} A_{m}^{[r_{m}, \alpha_{m}, \alpha_{m+1}]} \prod_{m'=1}^{R} |r_{m'}\rangle. \tag{2}
\]

with \( \langle T \rangle \) tracing over all shared indices \( \{\alpha_{m}\} \) (which are called the virtual indices of the MPS). The indices \( \{r_{m}\} \) are dubbed as the Schmidt indices of the MPS. Note we do not call \( \{r_{m}\} \) the physical indices according to the MPS terminology to avoid the confusion with the physical indices of the Schmidt TNS that represent the degrees of freedom of the physical spins. The complexity of the MPS scales as \( O(Rd_{a}d_{b}^{2}) \) (with \( d_{a} \) the dimension of the Schmidt index), which is linear to \( R \), while in contrast the dimension of \( |\lambda\rangle \) scales exponentially as \( O(d_{a}^{R}) \). An existing way of lowering the complexity of simulating the Schmidt coefficients is to represent the reduced density matrix as MPO [14]. The Schmidt coefficients can be obtained by the density matrix renormalization group (DMRG) to simulate the dominant eigenstates of the MPO [17]. Therefore, one can usually calculate a small number of the dominant Schmidt coefficients. This makes an essential difference from our method, where the MPS \( |\lambda\rangle \) here can approximately encode the full exponentially-many Schmidt coefficients.

The unitary transformations \( \hat{U} \) and \( \hat{V} \) are represented as the TNs formed by local unitary tensors (see the upper and lower halves of the Schmidt TNS in Fig. 1). The arrows indicate the orthogonality. By summing the inward indexes of a tensor and its conjugate, one obtains an identity consisting of the outward indexes. The two unitary TNs (\( \hat{U} \) and \( \hat{V} \)) and the MPS \( |\lambda\rangle \) are connected by the third-order superidentical tensors \( \delta \) (green circles) that satisfies \( \delta_{abc} = 1 \) if \( a = b = c \), or \( \delta_{abc} = 0 \) otherwise. The \( \delta \)'s map \( |\lambda\rangle \) to a diagonal matrix multiplied with \( \hat{U} \) and \( \hat{V} \) in the expected way required by the Schmidt decomposition. The red indices correspond to the degrees of freedom of quantum spins (called the physical indices in the TN language) and are defined to be inward. The shared black bonds (called the virtual indices) determine the network structure of the unitary TNs. The dimensions of the virtual indices can be set flexibly.

The tensors in the unitary TNs can be understood as the quantum gates that entangle the product states \( \prod_{\odot m=1}^{R} |r_{m}\rangle \) to the left or right Schmidt states \( |\psi_{r}\rangle \) and \( |\phi_{r}\rangle \). For simplicity, we assume that each tensor may contain zero or one physical index, illustrated by the light or dark blue circles, respectively. A special architecture is shown as an example in Fig. 1, where we first pretransform \( \prod_{\odot m=1}^{R} |r_{m}\rangle \) to an entangled state by several layers of the tensors without physical index (dubbed as the entangling layers), and then use the tensors with physical indices (dubbed as the physical layers) to map it to one of the Schmidt state. We shall stress that the architecture of the Schmidt TNS, which includes the network structure and the arrangement of the physical/entangling layers, can be flexibly designed for the simulations of different models. More details about the contraction procedures and complexity analyses can be found in the Supplemental Material [18].

**Benchmarks.**— The ground state of a given Hamiltonian \( \hat{H} \) can be reached by variationally minimizing the energy

\[
E = \frac{\langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle},
\]

where we here take \( |\Psi\rangle \) to be a Schmidt TNS. Owing to the unitary property of \( \hat{U} \) and \( \hat{V} \), the normalization of the Schmidt TNS is equivalent to that of the MPS as \( \langle \Psi | \Psi \rangle = \lambda_{1}|\lambda\rangle \langle \lambda |\lambda\rangle = 1 \). The denominator \( |\lambda|\lambda\rangle \) in \( E \) is introduced to manually satisfy the normalization of \( |\Psi\rangle \) during the optimization. Each tensor, say \( T \), is optimized by the gradient descent as

\[
T \leftarrow T - \eta \frac{\partial E}{\partial T}
\]

with \( \eta \) the gradient step. The gradients can be obtained using the automatic differentiation technique by, e.g., Pytorch [19]. To satisfy the unitary conditions for the tensors in \( \hat{U} \) and \( \hat{V} \), we use the singular vectors.
of the updated tensors to define the unitary tensors, meaning $T = P S Q^T$ by singular value decomposition and then $P Q^T \rightarrow T$. This trick was originally proposed in the entanglement renormalization to update the disentanglers [20], and has been recently applied in the optimization of TNs for quantum computing and machine learning [21–24]. The ability on mapping product states to target entangled states by local unitary tensors (gates) is crucial to satisfy Eq. (1). The positivity of $|\lambda|$ is guaranteed by mapping the elements of the updated tensors in the MPS to their square.

We consider the spin-1/2 zigzag-pentagon antiferromagnet (ZPAF) as an example to demonstrate the validity of the Schmidt TNS [see the illustration in Fig. 2 (a)]. The Hamiltonian can be written as $\hat{H} = \sum_{(i,j)} \hat{h}_{ij}$ with $\hat{h}_{ij}$ the interaction between the $i$th and $j$th spins, and $\langle i,j \rangle$ denotes the nearest-neighbor pair spins (marked by the black lines). We consider the antiferromagnetic Heisenberg interactions with $\hat{h}_{ij} = \sum_{\alpha=x,y,z} \hat{S}_i^\alpha \hat{S}_j^\alpha$ and the XY interactions $\hat{h}_{ij} = \sum_{\alpha=x,y} \hat{S}_i^\alpha \hat{S}_j^\alpha$, with $\hat{S}_i^\alpha$ the spin operator on the $i$th site in the $\alpha$ direction. The ZPAF is geometrically frustrated since there is no arrangement where each nearest-neighboring spin pair is aligned antiparallelly. Geometrical frustration could usually lead to a macroscopic ground-state degeneracy that melts the magnetic orders even at zero temperature and meanwhile induce strong entanglement [25]. The ground state of ZPAF exhibits a vanishing average magnetization $M \approx O(10^{-5})$.

For a quasi-1D system, the DMRG requires a 1D path to define the MPS [26]. This path should go through all sites. The Schmidt decomposition can be accurately reached using the orthogonal forms or in the infinite cases canonical form of the MPS [27, 28]. However, the bipartition boundary has to be a zero dimensional, meaning $L_\partial \sim O(10^0)$. The Schmidt TNS allows one to achieve the Schmidt decomposition with the bipartition along the stretching direction of the quasi-1D systems, where the length of the bipartition boundary scales linearly with the system size as $L_\partial \sim O(N)$ (see the horizontal blue dashed line). This cannot be realized with the existing methods.

The architecture of the Schmidt TNS for ZPAF is designed in such a way that for each tensor in $\hat{U}$ and $\hat{V}$, the total dimension of the inward indices equals to that of the outward indices [see Fig. 2 (b) and the figure caption for details]. Note this is not a mandatory requirement, but can keep the tensors to be unitary instead of isometric. A direct consequence is that all Schmidt coefficients will be kept (with $R = R_l$). Note that isometries can be flexibly introduced in the TNs of $\hat{U}$ and $\hat{V}$ to compress the number of Schmidt coefficients (i.e., the dimension of $|\lambda|$).

Figure 3 (a) shows the ground-state energy density (i.e., per nearest-neighboring pair) $E_b$ by varying the number of entangling layers $N_L$ (with $N = 16$). The inset shows the error $\epsilon$ by comparing with the exact diagonalization (ED). We take the virtual bond dimensions to be sufficiently large; thus the error is mainly controlled by $N_L$. This parameter controls how well $\hat{U}$ and $\hat{V}$ are reached by local unitaries. The validity of the Schmidt TNS is supported by the exponentially decreasing $\epsilon$ versus $N_L$. Our results are consistent with the previous works in quantum computation showing that a large class of states can be efficiently reached by the circuits with local unitary gates [15, 23, 24, 29–31].

In Fig. 3 (b), we consider the transverse Ising mode (TIM) with the Hamiltonian $\hat{H} = \sum_{i,j} \hat{S}_i^x \hat{S}_j^x - h_s \sum_n \hat{S}_n^z$. We take $h_s = 0.327$ where the ground-state EE reaches its maximal with $S = -2 \sum_m \gamma_m \log_2 \gamma_m \simeq 1.25$ (with $\gamma_m$ the $m$th Schmidt coefficient), and $h_s = 0.7$ where the system is in a much less entangled polarized phase with $S \simeq 0.63$. The negative logarithms of the five largest Schmidt coefficients are displayed with various $N_L$. The Schmidt TNS accurately gives the Schmidt coefficients in both cases for about $N_L > 4$, compared with those from the Schmidt decomposition of the full ground states obtained by ED.

For the infinite-size ZPAF, the horizontal cut will lead to an infinitely long bipartition boundary. There is currently no valid method to access the Schmidt decomposition that contains infinitely many coefficients. Table I shows the ground-state energy density $E_b$ of the infinite-size ZPAF with the Heisenberg, XY, or Ising interactions in a transverse field obtained by the infinite Schmidt TNS imposed with translational

FIG. 3. (a) The ground-state energy density $E_b$ ($N = 16$) with the Heisenberg and XY interactions versus the number of entangling layers $N_L$. The inset shows the error $\epsilon$. (b) The negative logarithm of the five largest Schmidt coefficients ($-\log_2 \gamma_m$) of the ground state with the Ising interaction in a transverse field $h_s$ (TIM). The Schmidt coefficients obtained by ED are shown in the blue-shadowed column.
invariance (iSchmidt TNS for short). We assume that each unit cell contains twelve inequivalent tensors, of which eight from the unitary TNs and four from the MPS [see Fig. 2 (b)]. The approximation error in DMRG is ignorable. The results from ED and DMRG [32, 33] are given for comparison.

| $E_b$ | $\chi = 1$ | $\chi = 3$ | $\chi = 5$ |
|-------|------|------|------|
| TIM, $h_x=0.5$ | -0.25499767 | -0.25503064 | -0.25503065 |
| TIM, $h_x=0.2$ | -0.19883578 | -0.198853221 | -0.19885543 |
| XY | -0.25449082 | -0.25455178 | -0.25455190 |
| Heisenberg | -0.35876465 | -0.35903425 | -0.35903479 |

TABLE II. The ground-state energy density $E_b$ of the infinite-size ZPAF with the Heisenberg, XY, or Ising interactions in a transverse field (TIM). The $E_b$ of infinite size is given by the iSchmidt TNS with different numbers of the entangling layers $N_L$ (with the MPS virtual dimension $\chi = 2$). The results with $N = 18$ by ED and DMRG, and those with $N = 180$ by DMRG (dimension cutoff $\chi_e = 200$) are given for comparison.

For the iSchmidt TNS, the obtained energy should also be an upper bound, since the normalization of the iSchmidt TNS is strictly kept by the division by $\langle \lambda | \lambda \rangle$. With no entangling layer ($N_L = 0$), the energy of the iSchmidt TNS is much higher than that with $N = 180$ by DMRG. By introducing $N_L = 1$ entangling layer, the iSchmidt TNS reaches a better lower bound than DMRG. By increasing to $N_L = 2$ entangling layers, the energy converges with a slight change of $O(10^{-3})$. These indicate the $E_{\infty}$ is accurately reached by the iSchmidt-TNS with an error about $O(10^{-3})$.
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