NECESSARY AND SUFFICIENT CONDITION FOR ZEROS OF DERIVATIVE OF MEROMORPHIC AND ENTIRE FUNCTIONS

ZHAOKUN MA AND LANDE MA

Abstract. The main result of this paper shows a totally new necessary and sufficient condition to determine both real and complex zeros of derivative of all entire and meromorphic functions of one complex variable in the extended complex plane. By using the theorem, we reprove some results about zeros of derivative of Xi function, Gamma function and digamma function in a new way.

Introduction

The complex function of one complex variable begins from Cauchy's times has developed for more than two centuries[1], and the study of zeros of meromorphic functions together with their derivatives has started about seventy years ago[2, 3, 4]. There are some useful method to study meromorphic and entire functions has been developed by mathematicians, such as the Nevanlinna Theory[5, 6, 7]. Many theorems about the zeros of derivatives of meromorphic functions, since the zeros of derivatives of meromorphic functions play an important role in the study of value distributions of meromorphic functions. The recent research about derivatives of meromorphic functions can be found from[8, 9, 10, 11, 12].

Let \( s = \sigma + it \) be an arbitrary point in the extended complex plane \( \mathbb{C} \cup \{\infty\} \)[13, 14], and let \( W(s) = u(\sigma, t) + iv(\sigma, t) \) be a meromorphic function of one complex variable in \( \mathbb{C} \cup \{\infty\} \), by far, the only necessary and sufficient condition to determine if \( s \) is a zero of \( W'(s) \) is the definition \( dW(s) = 0 \)[13, 14].

Let the point \( s_0 = \sigma_0 + it_0 \in \mathbb{C} \cup \{\infty\} \) not zero or pole of \( W(s) \), then \( s_0 \) is the zero of \( W'(s) \) if and only if two partial derivatives equations \( \frac{∂ϕ}{∂σ}(\sigma, t) \big|_{s=s_0} = 0 \) and \( \frac{∂ϕ}{∂t}(\sigma, t) \big|_{s=s_0} = 0 \) hold simultaneously. In which, \( ϕ(\sigma, t) = \arg\left(\frac{u(\sigma, t)}{v(\sigma, t)}\right) \) is the argument function of \( W(s) \). The main theorem in this paper needn’t other requirements and has no other limitation, like the degree of the functions. Except the definition, the main theorem in this paper is the second result of the necessary and sufficient condition.

Because \( ϕ(\sigma, t) \) is a real value function which contains two real variables \( \sigma \) and \( t \). Its two partial derivatives \( \frac{∂ϕ}{∂σ}(\sigma, t) \) and \( \frac{∂ϕ}{∂t}(\sigma, t) \) are also two real values functions of two real variables. In the theorem which we have shown, the zeros of derivative of meromorphic functions are the zeros of two real partial derivatives.

By utilizing two partial derivatives of arguments, we prove the main theorem, it is a necessary and sufficient condition to determine both real and complex zeros of

\[ \frac{∂^2}{∂t^2}(\sigma, t) \big|_{s=s_0} = 0 \]

\[ \frac{∂^2}{∂σ^2}(\sigma, t) \big|_{s=s_0} = 0 \]
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derivative of all the meromorphic functions of one complex variable in \( \mathbb{C} \cup \{ \infty \} \). The main theorem in this paper can let the problem of the complex variable function of one variable utilize the real variable function tool to solve. The argument of products of factors is equal to the sum of arguments of factors, it changes the multiplication relation into the addition relation. For the functions that with factor multiplication, their zeros of derivative can be easily obtained by using the new method. Here, in order to prove the valuable of the main theorem, utilizing the main theorem, we solve two problems.

1. The results

Let \( W(s) = u(\sigma, t) + iv(\sigma, t) \) be a meromorphic function with one complex variable in the extended complex plane \( \mathbb{C} \cup \{ \infty \} \), we show the expressions of its argument \[1, 13].

1. When \( u(\sigma, t) > 0, v(\sigma, t) \geq 0 \), \( \varphi(\sigma, t) = \arg\left(\frac{v(\sigma, t)}{u(\sigma, t)}\right) = \arctan\left(\frac{v(\sigma, t)}{u(\sigma, t)}\right) \).
2. When \( u(\sigma, t) < 0, v(\sigma, t) \geq 0 \), \( \varphi(\sigma, t) = \pi - \arctan\left(\frac{v(\sigma, t)}{u(\sigma, t)}\right) \).
3. When \( u(\sigma, t) < 0, v(\sigma, t) < 0 \), \( \varphi(\sigma, t) = \pi + \arctan\left(\frac{v(\sigma, t)}{u(\sigma, t)}\right) \).
4. When \( u(\sigma, t) > 0, v(\sigma, t) < 0 \), \( \varphi(\sigma, t) = -\arctan\left(\frac{v(\sigma, t)}{u(\sigma, t)}\right) \).

At zeros of \( W(s) \), we have \( W(s) = 0 \), the argument \( \varphi(\sigma, t) \) can not be surely determined. At poles of \( W(s) \), we have \( W(s) = \infty \), the argument \( \varphi(\sigma, t) \) can not be surely determined either.

For the points which let \( u(\sigma, t) = 0 \), they can not be in the definition domain of the fraction \( \frac{v(\sigma, t)}{u(\sigma, t)} \). The function \( \text{arctan} \) is continuous and differential on the two-dimensional plane formed by the variables \( \sigma \) and \( t \).

The argument function \( \varphi(\sigma, t) \) of \( W(s) \) is a continuous and differential function of two variables \( \sigma \) and \( t \), except zeros and poles and the points which let \( u(\sigma, t) \) of \( W(s) \) equals to 0.

Lemma 1.1. Let \( W'(s) \) be the derivative of \( W(s) \), and let \( \frac{\partial W}{\partial \sigma}(\sigma + it) \) be the partial derivative of \( W(s) \) concerning the variable \( \sigma \), then the zeros of \( W'(s) \) and zeros of \( \frac{\partial W}{\partial \sigma}(\sigma + it) \) are all the same points in \( \mathbb{C} \cup \{ \infty \} \).

Proof. Let \( W(s) = \frac{W_1(s)}{W_2(s)} \), its derivative concerning the complex variable \( s \) is:

\[
W'(s) = \frac{W_1'(s)W_2(s) - W_1(s)W_2'(s)}{W_2^2(s)}.
\]

Substitute \( \sigma + it \) for \( s \) in \( W(s) \), we have: \( W'(\sigma + it) \). The \( W'(\sigma + it) \) can be considered as the function \( W(s) \) composed with \( \sigma + it \).

We have:

\[
\frac{\partial W}{\partial \sigma}(\sigma + it) = \frac{\frac{\partial W_1(\sigma + it)}{\partial \sigma}W_2(\sigma + it) - W_1(\sigma + it)\frac{\partial W_2(\sigma + it)}{\partial \sigma}}{W_2^2(\sigma + it)}.
\]

The result is:

\[
\frac{\partial W}{\partial \sigma}(\sigma + it) = \frac{\partial W_1(\sigma + it)W_2(\sigma + it) - W_1(\sigma + it)\partial W_2(\sigma + it)}{W_2^2(\sigma + it)}.
\]

In the front derivative, let \( \sigma + it = s \), we have:

\[
\frac{\partial W}{\partial \sigma}(s) = \frac{\partial W_1(s)}{\partial \sigma}W_2(s) - \frac{W_1(s)}{\partial W_2(s)} = \frac{W_1'(s)W_2(s) - W_1(s)W_2'(s)}{W_2^2(s)}.
\]

Applying the same method as Lemma 1.1, we can prove Lemma 1.2.
Lemma 1.2. Let \( W'(s) \) be the derivative of \( W(s) \), and let \( \frac{\partial W}{\partial t}(\sigma + it) \) be the partial derivative of \( W(s) \) concerning the variable \( t \), then the zeros of \( W'(s) \) and zeros of \( \frac{\partial W}{\partial t}(\sigma + it) \) are all the same points in \( \mathbb{C} \cup \{\infty\} \).

Let \( \frac{\partial \Phi}{\partial \sigma}(\sigma, t) \) be the partial derivative of argument of \( W(s) \) concerning the variable \( \sigma \), \( \frac{\partial \Phi}{\partial t}(\sigma, t) \) be the partial derivative of argument of \( W(s) \) concerning the variable \( t \).

Let \( \Phi = \{s | s = \sigma + it \in \mathbb{C} \cup \{\infty\} \} \), \( s \) is not zero or pole of \( W(s) \), and there is \( u(\sigma, t) \neq 0 \).

Lemma 1.3. Let \( s = (\sigma, t) \in \Phi \), then we have two partial derivatives: \( \frac{\partial \Phi}{\partial \sigma}(\sigma, t) = \frac{\nu'_s(\sigma, t)u(\sigma, t) - u'_s(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)} \), \( \frac{\partial \Phi}{\partial t}(\sigma, t) = \frac{\nu'_t(\sigma, t)u(\sigma, t) - u'_t(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)} \).

Proof. According to the positive or negative of \( u(\sigma, t) \) and \( v(\sigma, t) \), we divide our proof into four different cases.

1. When \( u(\sigma, t) > 0, v(\sigma, t) \geq 0 \).

2. When \( u(\sigma, t) > 0, v(\sigma, t) > 0 \).

3. When \( u(\sigma, t) < 0, v(\sigma, t) < 0 \).

4. When \( u(\sigma, t) < 0, v(\sigma, t) > 0 \).

Sum up the above four cases, we have two partial derivatives:

\( \frac{\partial \Phi}{\partial \sigma}(\sigma, t) = \frac{\nu'_s(\sigma, t)u(\sigma, t) - u'_s(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)} \), \( \frac{\partial \Phi}{\partial t}(\sigma, t) = \frac{\nu'_t(\sigma, t)u(\sigma, t) - u'_t(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)} \).
Lemma 1.4. Let \( s_0 = \sigma_0 + it_0 \in \Phi \), then the necessary and sufficient condition which two equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) hold simultaneously is that two groups of the equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) hold simultaneously.

Proof. Sufficiency. According to the Cauchy-Riemann Equations, since \( W(s) \) is a meromorphic function, for any point \( s = \sigma + it \in \Phi \), we have \( v'(s, t) = -u'(s, t) \) and \( v'(s, t) = u'(s, t) \).

At any point \( s_0 \in \Phi \), when two equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) are true. \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = -\frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \), and \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \). Namely, two equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) hold simultaneously.

Conversely, for any point \( s_0 \in \Phi \), when two equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) hold simultaneously. \( u'(s, t), v'(s, t) \neq 0 \). According to the partial derivatives in Lemma 1.3, we have: \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \).

Necessity. Two equations \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) hold simultaneously, namely, \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \),

\[
\frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0.
\]

In this lemma, we have a constraint: the point \( s_0 \) is in \( \Phi \). For any point in \( \Phi \), the function \( u^2(s, t) + v^2(s, t) \) obtains the non-zero finite value. So, if the two equations are true, then, only their numerator polynomials are equal to 0. So, we have: \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \). Namely, \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \),

\[
\frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0.
\]

According to the Cauchy-Riemann Equations, for any point in \( \Phi \), we have: \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \). Together with the two equations we obtained in the last paragraph, we have: \( \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0 \) and \( \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 \),

\[
\frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = 0 = \frac{\partial v}{\partial \sigma}(s, t) \mid s = s_0 = \frac{\partial u}{\partial \sigma}(s, t) \mid s = s_0 = 0.
\]

The former equation multiplies \( v(s, t), t \neq 0 \), and \( u(s, t) \neq 0 \). Together with the two equations \( \partial u \), the two equations \( u(s, t) \) and \( v(s, t) \) cannot simultaneously equal to 0 on the point \( s_0 = \sigma_0 + it_0 \). For any point in \( \Phi \), two functions \( u(s, t) \) and \( v(s, t) \) both
obtain finite values. So, we have $v'_\sigma(\sigma_0, t_0) = 0$ and $u'_i(\sigma_0, t_0) = 0$. And because $v'_\sigma(\sigma, t) = -u'_i(\sigma, t)$, we have $v'_\sigma(\sigma_0, t_0) = u'_i(\sigma_0, t_0) = 0$.

**Lemma 1.5.** Let $s_0 \in \Phi$, then $s_0$ is the zero of $W'(s)$ if and only if there are $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$ and $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$.

Proof. Sufficiency. If two equations $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$ and $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$ hold simultaneously. According to Lemma 1.4, $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$ and $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$ hold simultaneously.

If $\frac{\partial \sigma}{\partial \sigma} \sigma(t) |_{s=s_0} = 0$, then $\frac{\partial \sigma}{\partial \sigma} \sigma(t) + i\frac{\partial \sigma}{\partial \sigma} \sigma(t) = 0$, so, the point $s_0 = \sigma_0 + it_0 \in \Phi$ is a zero of $\frac{\partial \sigma}{\partial \sigma} \sigma(t)$. According to Lemma 1.1, the point $s_0 = \sigma_0 + it_0$ is also a zero of $W'(s)$.

Necessity. Because $W(s) = u(\sigma, t) + iv(\sigma, t)$, we do the partial derivative concerning the variable $\sigma$, obtain: $\frac{\partial W}{\partial \sigma}(\sigma, t) = \frac{\partial u}{\partial \sigma}(\sigma, t) + i\frac{\partial v}{\partial \sigma}(\sigma, t)$. At the point $s_0$, $\frac{\partial W}{\partial \sigma}(\sigma, t) = 0$. So, the real and imaginary part of $\frac{\partial W}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ must be separately 0. Namely, we have $\frac{\partial u}{\partial \sigma}(\sigma, t) = \frac{\partial v}{\partial \sigma}(\sigma, t) = 0$. According to Lemma 1.4, for any point in $\Phi$, we have $\frac{\partial u}{\partial \sigma}(\sigma, t) = 0$ and $\frac{\partial v}{\partial \sigma}(\sigma, t) = 0$.

According to Lemma 1.1, the zeros of $W'(s)$ and the zeros of $\frac{\partial W}{\partial \sigma}(\sigma, t)$ are completely the same points in $\mathbb{C} \cup \{\infty\}$.

So, we have: the zero $s_0 \in \Phi$ of derivative of $W(s)$ can let two equations $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ and $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ hold simultaneously.

We do the partial derivative concerning the variable $t$ for $W(s) = u(\sigma, t) + iv(\sigma, t)$, obtain: $\frac{\partial W}{\partial \sigma}(\sigma, t) = \frac{\partial u}{\partial \sigma}(\sigma, t) + i\frac{\partial v}{\partial \sigma}(\sigma, t)$. At the point $s_0$, $\frac{\partial W}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$. So, the real and imaginary part of $\frac{\partial W}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ must be separately 0. Namely, we have $\frac{\partial u}{\partial \sigma}(\sigma, t) = \frac{\partial v}{\partial \sigma}(\sigma, t) = 0$. According to Lemma 1.4, for any point in $\Phi$, we have $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ and $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$.

According to Lemma 1.2, the zeros of $W'(s)$, the zeros of $\frac{\partial W}{\partial \sigma}(\sigma, t)$ are totally the same points in $\mathbb{C} \cup \{\infty\}$.

So, we obtain: the zero $s_0 \in \Phi$ of $W'(s)$ let two equations $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ and $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ hold simultaneously.

**Lemma 1.6.** Let $s_0 = \sigma_0 + it_0 \in \Phi$, if $s_0$ is not zero of $W'(s)$, then $\frac{\partial u}{\partial \sigma}(\sigma, t)$ and $\frac{\partial v}{\partial \sigma}(\sigma, t)$ cannot simultaneously equal to 0.

The lemma can also be written as: let $s_0 = \sigma_0 + it_0 \in \Phi$, if it is not zero of $W'(s)$, then if $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$, we have: $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} \neq 0$; or, if $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$, we have: $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} \neq 0$.

Proof. According to Lemma 1.5, if two equations $\frac{\partial u}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ and $\frac{\partial v}{\partial \sigma}(\sigma, t) |_{s=s_0} = 0$ hold simultaneously, then $s_0$ is surely a zero of $W'(s)$. So, for any point in $\Phi$, except the zeros of $W'(s)$, the partial derivative of argument of $W(s)$ concerning the variable $\sigma$ and variable $t$ cannot simultaneously equal to 0.

In the results and their proofs in front, the situation of $u(\sigma, t) = 0$ is excluded, so, the following, we need to prove the same results are true under the situation
Lemma 1.7. Let $s = \sigma + it \in \Omega$, then we have two partial derivatives: 
\[
\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) = \frac{v'(\sigma, t)u(\sigma, t) - u'(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)}, \quad \frac{\partial \varphi_3}{\partial t}(\sigma, t) = \frac{\sigma_v'(\sigma, t)u(\sigma, t) - u_v'(\sigma, t)v(\sigma, t)}{u^2(\sigma, t) + v^2(\sigma, t)}.
\]

According to the Cauchy-Riemann Equations, and $W_3(s)$ is a meromorphic function, for any point in $\Omega$, we have: $v'_\sigma(\sigma, t) = -u'_\sigma(\sigma, t)$, $v'_t(\sigma, t) = u'_t(\sigma, t)$. So, the conclusions of Lemma 1.4, Lemma 1.5 and Lemma 1.6 can apply to $\varphi_3(\sigma, t)$ and its derivatives. Namely, the proofs of Lemma 1.8, Lemma 1.9 and Lemma 1.10 are the same as the proofs of the three corresponding lemmas in front.

Lemma 1.8. Let $s_0 = \sigma_0 + it_0 \in \Omega$, then the necessary and sufficient condition which two equations $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$ and $\frac{\partial \varphi_3}{\partial t}(\sigma, t) \mid s=s_0 = 0$ hold simultaneously is that two groups of the equations $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) \mid s=s_0 = \frac{\partial \varphi_3}{\partial t}(\sigma, t) \mid s=s_0 = 0$ and the equations $\frac{\partial u}{\partial \sigma}(\sigma, t) \mid s=s_0 = \frac{\partial u}{\partial t}(\sigma, t) \mid s=s_0 = 0$ hold simultaneously.

Lemma 1.9. Let $s_0 \in \Omega$, then the point $s_0$ is the zero of $W'_3(s)$ if and only if there are two equations $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$ and $\frac{\partial \varphi_3}{\partial t}(\sigma, t) \mid s=s_0 = 0$ hold simultaneously.

Lemma 1.10. Let $s_0 \in \Omega$, if $s_0$ is not a zero of $W'_3(s)$, then $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t)$ and $\frac{\partial \varphi_3}{\partial t}(\sigma, t)$ cannot simultaneously equal to 0.

The lemma can also be written as: let $s_0 \in \Omega$, and it is not a zero of $W'_3(s)$, if $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$, then $\frac{\partial \varphi_3}{\partial t}(\sigma, t) \mid s=s_0 \neq 0$; or, if $\frac{\partial \varphi_3}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$, then $\frac{\partial \varphi_3}{\partial t}(\sigma, t) \mid s=s_0 \neq 0$.

Because $W_3(s) = iW(s), W'_3(s) = iW'(s)$. Obviously, two functions $W_3(s)$ and $W(s)$ have the same derivative zeros. In front, we prove the two partial derivatives of argument functions of two functions ($W_3(s)$ and $W(s)$) are separately same. According to the derivative function relationship which is given in this paragraph, and according to Lemma 1.7 and Lemma 1.9, we obtain Lemma 1.11.

Let $\Theta = \{s = \sigma + it \mid s \in \mathbb{C} \cup \{\infty]\}$, $s$ is not zero or pole of $W(s)$, and there is $u(\sigma, t) = 0$.

Lemma 1.11. Let $s_0 \in \Theta$, then $s_0 = \sigma_0 + it_0$ is the zero of $W'(s)$ if and only if there are $\frac{\partial \varphi}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$ and $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s=s_0 = 0$.

According to the Cauchy-Riemann Equations, apply Lemma 1.7 and Lemma 1.10, we obtain Lemma 1.12.

Lemma 1.12. Let $s_0 = \sigma_0 + it_0 \in \Theta$, if $s_0$ is not zero of $W'(s)$, then $\frac{\partial \varphi}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$, then $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s=s_0 \neq 0$; or, if $\frac{\partial \varphi}{\partial \sigma}(\sigma, t) \mid s=s_0 = 0$, then $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s=s_0 \neq 0$.
Let $\Delta = \{s = \sigma + it | s \in \mathbb{C} \cup \{\infty\}, \text{s is not zero or pole of } W(s)\}$. We need to prove the results suitable in the whole $\mathbb{C} \cup \{\infty\}$, except the zero and pole of $W(s)$. Because $\Phi$ is equivalent to $\Delta \cap \{u(\sigma, t) \neq 0\}$, and $\Theta$ is equivalent to $\Delta \cap \{u(\sigma, t) = 0\}$, we have $\Phi \cap \Theta = \emptyset$, $\Phi \subset \Delta$, $\Theta \subset \Delta$, and $\Delta = \Phi \cup \Theta$.

Lemma 1.5 and Lemma 1.6 are both except the points which let $u(\sigma, t)$ of $W(s)$ equals to 0. The results in Lemma 1.5 and Lemma 1.6 are true for the points in $\Phi$. Lemma 1.11 and Lemma 1.12 give the same results under the condition $u(\sigma, t) = 0$. The results in Lemma 1.11 and Lemma 1.12 are true for the points in $\Theta$. According to $\Delta = \Phi \cup \Theta$. Therefore, we combine Lemma 1.5 and Lemma 1.11, obtain Theorem 1.13. We combine Lemma 1.6 and Lemma 1.12, obtain Theorem 1.14.

**Theorem 1.13.** Let $s_0 = \sigma_0 + it_0 \in \mathbb{C} \cup \{\infty\}$, and $s_0$ is not zero or pole of $W(s)$, then $s_0$ is the zero of $W'(s)$ if and only if there are $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s = s_0 = 0$ and $\frac{\partial \varphi}{\partial \sigma}(\sigma, t) \mid s = s_0 = 0$.

**Theorem 1.14.** Let $s_0 = \sigma_0 + it_0 \in \mathbb{C} \cup \{\infty\}$, and $s_0$ is not zero or pole of $W(s)$, if $s_0$ is not zero of $W'(s)$, then $\frac{\partial \varphi}{\partial t}(\sigma, t)$ and $\frac{\partial \varphi}{\partial \sigma}(\sigma, t)$ cannot simultaneously equal to 0.

The theorem can also be written as: let $s_0 = \sigma_0 + it_0 \in \Delta$, if $s_0$ is not zero of $W'(s)$, then if $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s = s_0 = 0$, we have $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s = s_0 = 0$; or, if $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s = s_0 = 0$, we have $\frac{\partial \varphi}{\partial t}(\sigma, t) \mid s = s_0 = 0$.

Theorem 1.13 and Theorem 1.14 are the results of the necessary and sufficient condition. And no matter the $s_0$ is real or complex, and no matter the order of $W(s)$ is finite or infinite, the two theorems are both true.

All the poles of the Gamma function $\Gamma(s)$ are located at the negative integer number, and there is no zeros of $\Gamma(s)$ in the extended complex plane $\mathbb{C} \cup \{\infty\}$. This can be obtained directly from its analytic expression[14] [15]. According to the Rolle’s theorem in the mathematical analysis, we can easily obtain that for the digamma function, in each pair of adjacent negative integers, there exists a zero of the digamma function $\Psi(s)$, namely, there exists a zero of $\Gamma'(s)$. But, Rolle’s theorem is a sufficient result. It cannot be used to prove there cannot exist the zeros of derivative of a function on other position in the extend complex plane. Theorem 1.13 can solve such problems. Here, we prove the zero of $\Gamma'(s)$ only distributed between each pair of adjacent negative integers, and there cannot exist the zeros of derivative on the other positions in the extend complex plane. Our result let the study of the zero of $\Gamma'(s)$ more precise and comprehensive.

**Theorem 1.15.** Let $s \in \mathbb{C} \cup \{\infty\}$, if $s$ is not on the real axis, then $s$ can not be the zero of $\Gamma'(s)$ or $\Psi'(s)$.

**Proof.** The gamma function is defined as: $\Gamma(s) = \frac{1}{s \Pi_{k=1}^{\infty}(1+\frac{s}{k})e^{-\frac{s}{k}}}$, and digamma function $\Psi(s)$ is defined as: $\Psi(s) = \frac{\Gamma'(s)}{\Gamma(s)}$ [14] [15].

The argument of $\Gamma(s)$ is: $\arg(\Gamma(s)) = -\arg(s) - \arg(e^r) - \sum_{k=1}^{\infty}(\arg(1+\frac{s}{k}) - \arg(e^{-\frac{s}{k}}))$. Let $s = \sigma + it$, the expression can be written as: $\arg(\Gamma(\sigma + it)) = -\arg(\sigma + it) - rt - \sum_{k=1}^{\infty}(\arg(1+\frac{s}{k}) - \frac{s}{k}) = -\arg(\frac{s}{\sigma}) - rt - \sum_{k=1}^{\infty}(\arg(\frac{s}{k}) - \frac{s}{k})$.

According to Lemma 1.3, take the two partial derivatives of the argument of the gamma function, we have: $\frac{\partial \arg(\Gamma(\sigma + it))}{\partial \sigma} = \frac{\partial \arg(\Gamma(\sigma + it))}{\partial \sigma} = -\sum_{k=1}^{\infty} \frac{\partial \arg(\Gamma(\sigma + it))}{\partial \sigma} = \frac{1}{\sigma + k}$.
\[
\frac{t}{\tau + \sigma^2} + \sum_{k=1}^{\infty} \frac{1}{(\sigma + k)^2 + t^2}, \quad \frac{\partial \arg(\Gamma(\sigma + it))}{\partial \tau} = -\frac{\partial \arg(\frac{t}{\tau + \sigma^2})}{\partial \tau} - \sum_{k=1}^{\infty} \left( \frac{1}{(\sigma + k)^2 + t^2} - \frac{1}{k^2} \right).
\]

When \( t > 0 \), no matter which value \( \sigma \) takes, there is \( t(\frac{1}{\tau + \sigma^2} + \sum_{k=1}^{\infty} \frac{1}{(\sigma + k)^2 + t^2}) > 0 \). So, when \( t > 0 \), \( \frac{\partial \arg(\Gamma(\sigma + it))}{\partial \tau} > 0 \). According to Theorem 1.14, no matter which value \( \frac{\partial \arg(\Gamma(\sigma + it))}{\partial \tau} \) takes, in the upper half of the complex plane, there has no zeros of \( \Gamma'(s) \) and \( \Psi'(s) \).

\( \Gamma'(s) \) is a conjugate function with real coefficients, and its poles are all simple.\[14\] \[15\]. So, its derivative is also a conjugate function with real coefficients, and \( \Psi'(s) \) is also a conjugate function with real coefficients. So, if we prove that there is no zero of \( \Gamma'(s) \) and \( \Psi'(s) \) in the upper half of the complex plane, then, in the lower half of the complex plane, \( \Gamma'(s) \) and \( \Psi'(s) \) can not have zeros.

The following theorem has been proved by Brian Conrey[17], here, we use the new theorem to prove it in a new way.

**Theorem 1.16.** Let \( s \in \mathbb{C} \cup \{\infty\} \), if \( s \) is not on the critical strip, then \( s \) can not be zero of \( \xi'(s) \). Assuming that the Riemann hypothesis is true, then all the zeros of \( \xi'(s) \) are on the critical line.

**Proof.** Hadamard proved that Xi-function is expressed as: \( \xi(s) = \frac{1}{\pi} \prod_{\rho} (1 - \frac{1}{s - \rho}) \).\[16\]. The argument of Xi-function is: \( \arg(\xi(s)) = \sum_{\rho} (\arg(s - \rho) - \arg(-\rho)) = \sum_{\rho} (\arg(\frac{1 - t}{\rho - \sigma}) - \arg(\frac{1}{\rho - \sigma})) \).

According to Lemma 1.3, we do the two partial derivatives of argument of \( \xi(s) \) concerning the real part variable \( \sigma \) and imaginary part variable \( t \). We have:

\[
\frac{\partial}{\partial \sigma} \arg(\xi(s)) = \sum_{\rho} \left( \frac{\partial}{\partial \sigma} \arg(\frac{1 - t}{\rho - \sigma}) - \frac{\partial}{\partial \sigma} \arg(\frac{1}{\rho - \sigma}) \right) = -\sum_{\rho} \frac{1 - t}{(\rho - \sigma)^2 + (t - \rho)^2},
\]

\[
\frac{\partial}{\partial t} \arg(\xi(s)) = \sum_{\rho} \left( \frac{\partial}{\partial t} \arg(\frac{1 - t}{\rho - \sigma}) - \frac{\partial}{\partial \sigma} \arg(\frac{1}{\rho - \sigma}) \right) = \sum_{\rho} \frac{1}{(\rho - \sigma)^2 + (t - \rho)^2}.
\]

Because all of the non-trivial zeros are all distributed outside the critical strip, namely, for all of the points which are distributed outside the right side of the critical strip, \( \sigma > \sigma_\rho \), so, \( \frac{\partial}{\partial \sigma} \arg(\xi(s)) = \sum_{\rho} \frac{1}{(\sigma - \sigma_\rho)^2 + (t - \rho)^2} > 0 \). According to Theorem 1.14, all the points which distributed on this zone cannot be the zeros of \( \xi'(s) \).

For all the points which are distributed outside the left side of the critical strip, there are \( \sigma < 0 \), \( \sigma - \sigma_\rho < 0 \), so, \( \frac{\sigma - \sigma_\rho}{(\sigma - \sigma_\rho)^2 + (t - \rho)^2} < 0 \). According to Theorem 1.14, all of points which distributed on this zone cannot be the zeros of \( \xi'(s) \).

Sum up the above results, we can obtain the result, there are no zeros of \( \xi'(s) \) outside the critical strip.

If all of the non-trivial zeros are on the critical line, for all points which are distributed at the right side of the critical line, there are \( \sigma > \frac{1}{2} \), so, \( \frac{\sigma - \frac{1}{2}}{(\sigma - \frac{1}{2})^2 + (t - \rho)^2} > 0 \). According to Theorem 1.14, all of points which distributed on this zone cannot be the zeros of \( \xi'(s) \).

For all the points which are distributed at the left side of the critical line, there are \( \sigma < \frac{1}{2} \), so, \( \frac{\sigma - \frac{1}{2}}{(\sigma - \frac{1}{2})^2 + (t - \rho)^2} < 0 \). According to Theorem 1.14, all of points which distributed on this zone cannot be the zeros of \( \xi'(s) \).
of $\xi'(s)$. So, assuming that the Riemann hypothesis is true, then all the zeros of $\xi(s)$ are on the critical line. \hfill \Box
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