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Abstract. This paper considers two-dimensional steady continuously stratified periodic water waves. We first use the moving plane method to establish that the stratified water waves must be symmetric provided streamlines in a neighborhood of the trough line are monotone. Further, we prove that all streamlines are real analytic (including the free surface) by applying the Schauder estimates on the uniform oblique derivative problem. Finally we provide an analytic expansion method to recover the water waves from relative horizontal velocity on the axis of symmetry and wave height. All results in this paper hold for stratified waves of large (or small) amplitude.
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1. Introduction

The phenomenon of stratification in the oceanography and geophysical fluid has attracted a great deal of scholars to investigate its mechanism. It’s known that the two-dimensional steady stratified periodic water waves problem can be reduced to a general class of nonlinear elliptic boundary value problems. The first part of our work is devoted to the symmetry of steady stratified periodic waves by using the method of moving planes, which was initially developed by Alexandrov and then was used extensively by Serrin [1], Gidas [2], Berestycki and Nirenberg [3] and others. In the wake of the symmetry result, we provide an analytic expansion method to recover the stratified waves from relative horizontal velocity on the axis of symmetry.

To better explain our aims, we begin with a brief description of available results. The existence of two-dimensional steady stratified periodic gravity waves was established by Walsh in [4], who also studied the stratified waves with surface tension in [5,6]. Recently, the existence and qualitative theory for stratified solitary water waves were considered in [7] and the continuous depends on the density for stratified steady water waves was established in [30]. The symmetry of steady stratified periodic waves of small amplitude was discussed in [8] based on some important works [9–12]. Hence it is natural to expect that the monotone stratified waves of large amplitude are necessarily symmetric. In addition, recovery of water waves from given data has also developed gradually as a significant subject. In [13–15], the authors reconstructed the steady periodic wave profiles from pressure measurements at the bed. In [16,17], pressure transfer functions were used to determine the profiles of solitary water waves. Meanwhile, a power series reconstruction formula from horizontal velocity on vertical symmetry axis for Stokes waves was derived in [18]. For the recovery of stratified steady water waves, there are some new results in [19], where authors uniquely determine the stratified waves from pressure. In fact, the precise pressure measurements at the flat bed are not easily obtained due to the complex conditions in sea and defects of measuring tools. Thus one may ask how to reconstruct the steady stratified water waves from other data.
In this paper, we aim to solve these problems and our results are summarized as follows. In Sect. 2, we recall the governing equations for two-dimensional steady stratified periodic water waves in three equivalent formulations. In Sect. 3, we deduce symmetry by assuming the streamlines are monotone in a neighborhood of the trough line. It’s worth noting that there are no any restrictions on the elevation of stratified water waves in our work, which is an improvement to the results in [8]. In Sect. 4, we first prove the analyticity of each streamline (see [20–23] for unstratified waves), then we provide an analytic expansion method to recover the stratified waves from relative horizontal velocity on the axis of symmetry.

2. Equivalent Formulations of Stratified Water Waves

2.1. Governing Equations in Velocity Field Formulation

Firstly, let’s recall the governing equations for two-dimensional steady stratified periodic water waves in [4]. These are the Euler’s equations and the equation of mass conservation. Choose Cartesian coordinates \((X,Y)\) such that \(X\)-axis points to the horizontal and \(Y\)-axis points to the vertical. Assume that the free surface is given by \(Y = \eta(t,X)\), \((u(t,X,Y),v(t,X,Y))\) is the velocity field of the flow over the flat bed \(Y = -d\) with \(d > 0\), \(\rho = \rho(t,X,Y) > 0\) is the density and \(P = P(t,X,Y)\) is the pressure. All of these functions depend on \((X-ct)\) and \(Y\) in steady periodic travelling waves, where \(c\) represents the speed of wave. For convenience, let \(x = X - ct, y = Y\) and consider the problem in \(\Omega = \{(x,y)|-\pi < x < \pi, -d < y < \eta(x)\}\).

The incompressibility gives that the vector field \((u,v)\) is divergence free
\[ u_x + v_y = 0. \tag{2.1} \]
Conservation of mass implies
\[ -c\rho_x + (\rho u)_x + (\rho v)_y = 0. \tag{2.2} \]
Hence (2.1) and (2.2) give
\[ (u - c)\rho_x + v\rho_y = 0. \tag{2.3} \]
Taking the conservation of momentum and the boundary conditions into consideration, then the governing equations in velocity field formulation can be expressed by the following nonlinear problem (see [4])
\[
\begin{align*}
\frac{u}{x} + v\frac{y}{y} &= 0 & \text{for} & -d \leq y \leq \eta(x), \\
(u - c)\rho_x + v\rho_y &= 0 & \text{for} & -d \leq y \leq \eta(x), \\
\rho(u - c)u_x + \rho uv_y &= -P_x & \text{for} & -d \leq y \leq \eta(x), \\
\rho(u - c)v_x + \rho vv_y &= -P_y - gp & \text{for} & -d \leq y \leq \eta(x), \\
v &= 0 & \text{for} & y = -d, \\
v &= (u - c)\eta_x & \text{on} & y = \eta(x), \\
P &= P_{\text{atm}} & \text{on} & y = \eta(x),
\end{align*}
\tag{2.4}
\]
where \(P_{\text{atm}}\) is the constant atmosphere pressure, and \(g = 9.8m/s^2\) is the (constant) gravitational acceleration at the Earth’s surface. The solutions we consider are required to be periodic in the variable \(x\), namely \((u,v,P,\eta)\) are all \(2\pi\)-periodic in \(x\). We assume that \(\eta\) oscillates around the line \(y = 0\) such that
\[ \int_{-\pi}^{\pi} \eta(x)dx = 0. \tag{2.5} \]
In addition, we suppose
\[ u < c \tag{2.6} \]
throughout the fluid, which excludes the presence of stagnation points in the flow (see [24] for details).
2.2. Governing Equation in Stream Function Formulation

To reformulate the problem (2.4) into a simpler one, we may introduce a (relative) pseudo-stream function \( \psi = \psi(x, y) \) satisfying
\[
\psi_x = -\sqrt{\rho}v, \quad \psi_y = \sqrt{\rho}(u - c) < 0. \tag{2.7}
\]

Here we add a factor of \( \rho \) to the typical definition of the stream function for incompressible fluid (see [24]), which takes into account the effects of stratification.

The level sets of \( \psi \) can be regarded as streamlines of the flow and (2.7) implies
\[
\psi(x, \eta(x)) - \psi(x, -d) = \int_{-d}^{\eta(x)} \sqrt{\rho(x, y)}(u(x, y) - c)dy.
\]

Define the relative pseudo mass flux (relative to the uniform flow at speed \( c \)) as
\[
p_0 = \psi(x, \eta(x)) - \psi(x, -d) = \int_{-d}^{\eta(x)} \sqrt{\rho(x, y)}(u(x, y) - c)dy, \tag{2.8}
\]
which is less than 0 due to (2.6). The boundary conditions in (2.4) give
\[
\frac{dp_0}{dx} = \eta_x(\sqrt{\rho(x, \eta(x))}(u(x, \eta(x)) - c)) + \int_{-d}^{\eta(x)} \eta_x(\sqrt{\rho(x, y)}(u(x, y) - c))dy
= \sqrt{\rho(x, \eta(x))}v(x, \eta(x)) - \int_{-d}^{\eta(x)} \eta_y(\sqrt{\rho(x, y)}v)dy = 0,
\]
which indicates that \( p_0, \psi(x, \eta(x)) \) and \( \psi(x, -d) \) are constants. Without loss of generality, we choose \( \psi \equiv 0 \) on the free boundary \( y = \eta(x) \), which forces \( \psi = -p_0 \) on \( y = -d \). Since \( \rho \) is transported, it must be constant on the streamlines. Then we let streamline density function \( \rho \in C^{1,\alpha}([p_0,0]; R^+) \) be given by
\[
\rho(x, y) = \rho(-\psi(x, y)) \tag{2.9}
\]
throughout the fluid. For the water waves to be physically relevant and stably stratified, the streamline density function \( \rho \) must be nondecreasing as depth increases, i.e. \( \rho' \leq 0 \).

From the Euler equation (2.4) we obtain Bernoulli’s law, which states that
\[
E = \frac{\rho}{2}((u - c)^2 + v^2) + gy\rho + P, \tag{2.10}
\]
where \( E \) is the hydraulic head and it's a constant along each streamline. Under the assumption (2.6), there exists a function \( \beta \in C^{1,\alpha}([0,|p_0|]; R) \) such that
\[
\frac{dE}{d\psi} = -\beta(\psi), \tag{2.11}
\]
where \( \beta \) is called the Bernoulli function (see [4]). Physically it describes the variation of specific energy between the streamlines. It is worth noting that when \( \rho \) is a constant, \( \beta \) reduces to the vorticity function. Combining (2.10) with (2.11), we have
\[
\frac{dE}{d\psi} = \Delta \psi - gy\rho'(-\psi) = -\beta(\psi(x, y)). \tag{2.12}
\]

Evaluating Bernoulli’s law on the free surface \( y = \eta(x) \), we obtain
\[
2E|_\eta = 2P_{atm} + |\nabla \psi|^2 + 2g\eta\rho(-\psi) \text{ on } y = \eta(x). \tag{2.13}
\]
Summarizing the above considerations gives
\[
\begin{cases}
\Delta \psi - g y \rho'(-\psi) = -\beta(\psi) & \text{in } -d < y < \eta(x), \\
|\nabla \psi|^2 + 2g p(-\psi)(y + d) = Q & \text{on } y = \eta(x), \\
\psi = 0 & \text{on } y = \eta(x), \\
\psi = -p_0 & \text{on } y = -d,
\end{cases}
\]
(2.14)
where \( Q = 2(E|\eta - P_{atm} + g \rho|_n d). \)

2.3. Governing Equation in Height Function Formulation

The system (2.14) is also difficult to handle due to its nonlinear character and the unknown surface \( \eta(x) \). However, the assumption (2.6) enables us to introduce the Dubreil-Jacotin’s transformation (see [25]) by
\[
q = x, \quad p = -\psi(x, y),
\]
(2.15)
which transforms the fluid domain
\[
\Omega = \{ (x, y) : x \in (-\pi, \pi), \quad -d < y < \eta(x) \}
\]
into rectangular domain
\[
D = \{ (q, p) : -\pi < q < \pi, \quad p_0 < p < 0 \}.
\]
Let \( \overline{D} \) represent its closure. Then the function \( \beta \) in (2.9) and \( \rho \) in (2.11) can be written as
\[
\beta = \beta(-p), \quad \rho = \rho(p).
\]
(2.16)
Define the height function by
\[
h(q, p) := y + d.
\]
(2.17)
It’s easy to deduce
\[
\psi_y = -\frac{1}{h_p}, \quad \psi_x = \frac{h_q}{h_p},
\]
(2.18)
\[
\partial_q = \partial_x + h_q \partial_y, \quad \partial_p = h_p \partial_y.
\]
(2.19)
Taking the mean of (2.17) along the free surface yields
\[
d = \int_{-\pi}^{\pi} h(q, 0) dq.
\]
(2.20)
A simple computation gives
\[
h_q = \frac{v}{u - c}, \quad h_p = \frac{1}{\sqrt{\rho(c - u)}} > 0,
\]
(2.21)
and
\[
u = c - \frac{1}{\sqrt{\rho h_p}}, \quad v = -\frac{h_q}{\sqrt{\rho h_p}}.
\]
(2.22)
Consequently, we can rewrite the governing equations in terms of the height function \( h \) by
\[
\begin{cases}
(1 + h_q^2) h_{pp} - 2h_q h_p h_{qp} + h_p^2 h_{qq} + [\beta - g(h - d)\rho']h_p^3 = 0 & \text{in } p_0 < p < 0, \\
1 + h_q^2 + h_p^2(2g h - Q) = 0 & \text{on } p = 0, \\
h = 0 & \text{on } p = p_0.
\end{cases}
\]
(2.23)
Now let’s define the nonlinear differential operators
\[
A(h)\varphi = (1 + h_q^2)\varphi_{pp} - 2h_q h_p \varphi_{qp} + h_p^2 \varphi_{qq}
\]
(2.24)
and

$$B(h)\varphi = h_\eta \varphi_\eta + (2gh - Q)h_\rho \varphi_\rho + gh_\rho^2 \varphi.$$  \hspace{1cm} (2.25)

The operator $A(h)$ is uniformly elliptic because there exists a constant $\lambda > 0$ such that

$$(1 + h_\eta^2)\xi_1^2 - 2h_\eta h_\rho \xi_1 \xi_2 + h_\rho^2 \xi_2^2 \geq \lambda (\xi_1^2 + \xi_2^2), \text{ for } \xi_1, \xi_2 \in R.$$  

The operator $B(h)$ is uniformly oblique due to

$$(2gh - Q)h_\rho = -\frac{1 + h_\eta^2}{h_\rho} \leq -\frac{1}{\max_{\partial\Omega} h_\rho} < 0.$$  

3. Symmetry of Each Streamline in Stratified Water Waves

In this section, we show the symmetry result by using elliptic maximum principles and the moving plane method (see [1,9,10]), which can be stated as follows.

**Theorem 1.** Steady continuously stratified periodic water waves without internal stagnation points are symmetric if

1. the wave profile $y = \eta(x)$ is monotone between the trough and the crest;
2. other streamlines are monotone in a neighborhood of the trough line $x = -\pi$.

**Remark 1.** (a) The existence of stratified water waves has been rigorously proved in [4].
(b) To the best of our knowledge, (2.6) in our analysis plays a key role and it’s not expected that the symmetry result holds again if there is internal stagnation point in the flow.
(c) The assumption (2) in Theorem 1 aims to start the moving planes method, which can ensure that

$$h(-\pi, p) = h(\pi, p) \leq h(q, p) \text{ for } -\pi < q < -\pi + \varepsilon, \text{ } p_0 < p \leq 0 \hspace{1cm} (3.1)$$

and

$$h(q_1, p) \leq h(q_2, p) \text{ for } -\pi < q_1 < q_2 < -\pi + \varepsilon, \text{ } p_0 < p \leq 0, \hspace{1cm} (3.2)$$

for $\varepsilon > 0$ small.

Before giving the proof, we first introduce the maximum principles and narrow region principle.

**Lemma 1** (see Theorem 2.13, Theorem 2.15 and Remark 2.16 in [26]).

Suppose $D \subset \mathbb{R}^2$ be an open rectangle and $\omega \in C^2(D) \cap C(\overline{D})$ satisfy $L\omega \leq 0$ for the uniformly elliptic operator $L = a_{ij} \partial_{ij} \omega + b_i \partial_i \omega + c \omega$ with $a_{ij}, b_i, c \in C(\overline{D})$. If $\omega \geq 0$ in $D$, then the followings hold

1. The weak maximum principle: $\omega$ attains its minimum on $\partial D$.
2. The strong maximum principle: If $\omega$ attains its minimum in $D$, then $\omega$ is constant in $\overline{D}$.
3. Hopf’s principle: Let $Q$ be a point on $\partial D$, different from the corners of the rectangle $\overline{D}$. If $\omega(Q) < \omega(X)$ for all $X \in D$, then $\partial_n \omega(X) < 0$ where $\nu$ is the outward normal direction at $Q$.

**Lemma 2** (Narrow region principle, see Proposition 1.1 in [27]).

Suppose that

1. $D_\delta \subset \mathbb{R}^2$ is a bounded narrow region with diam $\delta$ small enough and any function $\omega \in C^2(D_\delta) \cap C(\overline{D_\delta})$;
2. $L\omega = a_{ij} \partial_{ij} \omega + b_i \partial_i \omega + c \omega \geq 0$ (or $\leq 0$) where $L$ is uniformly elliptic operator with $a_{ij}, b_i, c \in C(D_\delta)$;
3. $u|_{\partial D_\delta} \leq 0$ (or $\geq 0$);
   Then $u \leq 0$ (or $\geq 0$) on $\overline{D_\delta}$.

**Remark 2.** (d) In general, Lemma 1 holds for the uniformly elliptic operator $L$ with a zeroth order term $c(x) < 0$, but the additional condition $\omega \geq 0$ in $D$ would remove the restriction for the sign of $c(x)$. Indeed, let $c(x) = c^+(x) - c^-(x)$, where $c^+ := \max\{0, c\}$ and $c^- := \max\{0, -c\}$, then

$L\omega := a_{ij} \partial_{ij} \omega + b_i \partial_i \omega - c^- \omega = L\omega - c^+ w \leq 0$ in $D$ provided $L\omega \leq 0, \omega \geq 0$ in $D$. In the following, $\omega \geq 0$ in $D$ always holds due to the definition of $\lambda_0$ below.
(e) There is no requirement for the sign of \(c(x)\) in narrow region Lemma 2.

Now let’s turn to prove the Theorem 1.

Proof. Fix that \(h, \tilde{h}\) with \(\int_{-\pi}^{\pi} h dq = \int_{-\pi}^{\pi} \tilde{h} dq\) are solutions to (2.23) and define

\[
L := A(h) + B_1(h, \tilde{h}) \partial_q + B_2(h, \tilde{h}) \partial_p + C, \tag{3.3}
\]

where operator \(A\) is defined by (2.24) and operators \(B_1, B_2, C\) are given by

\[
\begin{align*}
B_1(h, \tilde{h}) &= \tilde{h}_{pp}(h_q + \tilde{h}_q) - 2h_p \tilde{h}_{qp}, \\
B_2(h, \tilde{h}) &= \tilde{h}_{qq}(h_p + \tilde{h}_p) - 2h_q \tilde{h}_{qp} + [\beta - g \rho'(\tilde{h} - d)](h^2_p + h_p \tilde{h}_p + \tilde{h}^2_p), \\
C &= -g \rho' h^3_p.
\end{align*}
\tag{3.4}
\]

Let \(v = \tilde{h} - h\), it’s easy to verify that \(v\) satisfies

\[
\begin{align*}
Lv &= 0 \\
(h_q + \tilde{h}_q)v_q + (h_p + \tilde{h}_p)(2\rho q \tilde{h} - Q)v_p + 2h^2_p q g v &= 0 \quad \text{in } p_0 < p < 0, \\
v &= 0 \quad \text{on } p = 0, \\
&= 0 \quad \text{on } p = p_0.
\end{align*}
\tag{3.5}
\]

For a reflection parameter \(\lambda \in (-\pi, 0)\), the reflection of \(q\) about \(\lambda\) is given by \(2\lambda - q\) and let

\[
D^\lambda = \{(q, p) \in D : -\pi < q < \lambda, \ p_0 < p < 0\}.
\]

Fix a point \((q, p) \in D^0\), the associated reflection function is defined by

\[
\omega(q, p; \lambda) = h(2\lambda - q, p) - h(q, p).
\]

It’s obvious that \(L\omega = 0\) and \(\omega(q, p; \lambda)\) satisfies

\[
\begin{align*}
\omega(\lambda, p; \lambda) &= 0 \quad \text{for } p \in [p_0, 0], \\
\omega(q, p_0; \lambda) &= 0 \quad \text{for } q \in [-\pi, \lambda],
\end{align*}
\tag{3.6}
\]

where the first equality is immediate from the definition of \(\omega(q, p; \lambda)\) and the second follows from the boundary condition \(h = 0\) on \(p = p_0\). Since (3.1) and (3.2) indicate that \(\omega \geq 0\) in \(\tilde{D}^\lambda\) for \(-\pi < \lambda < -\pi + \frac{\pi}{2}\), where \(\tilde{D}^\lambda = D^\lambda \cup \{(q, p) | -\pi \leq q < \lambda, p = 0\} \cup \{(q, p) | q = -\pi, p_0 < p < 0\}\), there exists an extremal position \(\lambda_0\) for \(\lambda\), which is defined as

\[
\lambda_0 = \sup\{\lambda \in (-\pi, 0] : \omega(q, p; \lambda) \geq 0 \text{ in } \tilde{D}^\lambda\}.
\]

One of the following two alternatives must occur:

Case 1 \(\lambda_0 = 0\) (see Fig. 1);

Case 2 \(\lambda_0 \in (-\pi, 0)\) (see Fig. 2).

Step 1 Suppose that Case 1 occurs , (3.6) and the definition of \(\lambda_0\) imply that the reflection function \(\omega\) satisfies the following boundary conditions

\[
\begin{align*}
\omega(-\pi, p; 0) &\geq 0 \quad \text{for } p \in (p_0, 0), \\
\omega(0, p; 0) &= 0 \quad \text{for } p \in [p_0, 0], \\
\omega(q, 0; 0) &\geq 0 \quad \text{for } q \in [-\pi, 0), \\
\omega(q, p_0; 0) &= 0 \quad \text{for } q \in [-\pi, 0].
\end{align*}
\tag{3.7}
\]

In addition, the definition of \(\lambda_0\) implies

\[
\omega \geq 0 \quad \text{in } D^0.
\]

Then the strong maximum lemma shows that the minimum of \(\omega\) can be attained only on \(\partial D^0\) unless \(\omega\) is a constant. Considering the boundary conditions in (3.7), we have

\[
\omega(q, p; 0) > 0 \text{ in } D^0 \text{ or } \omega(q, p; 0) \equiv 0 \text{ in } \overline{D^0}.
\tag{3.8}
\]

If \(\omega\) vanishes throughout \(\overline{D^0}\), the symmetry is obtained.
If \( \omega(q,p;0) > 0 \) for \((q,p) \in D^0\), we can deduce a contradiction by using Hopf lemma. Since \( q = -\pi \) and \( q = \pi \) are trough lines, it’s easy to see \( h_q(\pm\pi, \tilde{p}) = 0 \) for \( p_0 < \tilde{p} < 0 \). Let \( A = (-\pi, \tilde{p}) \) (see Fig. 1), then \( \omega_q(A) = \omega_q(-\pi, \tilde{p}; 0) = h_q(\pi, \tilde{p}) - h_q(-\pi, \tilde{p}) = 0 \). Besides, we also have that \( \omega(A) = 0 \) and \( \omega(A) < \omega(q,p;0) \) for \((q,p) \in D^0\). Then the Hopf lemma gives that \( \omega_q(A) = -\partial_\nu \omega(A) > 0 \), which is a contradiction.

Step 2 Assume Case 2 takes place, we have \( \lambda_0 \in (-\pi, 0) \). In general, one may require that the reflected surface is tangent at some point \((q_0,0)\) in this case. However, here we take a different tack due to the new definition of \( \lambda_0 \). As in Case 1, (3.6) and the definition of \( \lambda_0 \) imply that

\[
\begin{align*}
\begin{cases}
\omega(-\pi, p; \lambda_0) \geq 0 & \text{for } p \in (p_0, 0), \\
\omega(\lambda_0, p; \lambda_0) = 0 & \text{for } p \in [p_0, 0], \\
\omega(q_0, 0; \lambda_0) \geq 0 & \text{for } q \in [-\pi, \lambda_0), \\
\omega(q_0, p_0; \lambda_0) = 0 & \text{for } q \in [-\pi, \lambda_0].
\end{cases}
\end{align*}
\]

(3.9)

The definition of \( \lambda_0 \) yields

\[
\omega(q,p;\lambda_0) \geq 0 \text{ in } D^{\lambda_0}.
\]

Using the strong maximum again, we have that \( \omega \) attains its minimum only on \( \partial D^{\lambda_0} \) unless \( \omega \) is a constant. In view of the boundary conditions (3.9), one of the following two cases holds

\[
\omega(q,p;\lambda_0) > 0 \text{ in } D^{\lambda_0} \text{ or } \omega(q,p;\lambda_0) \equiv 0 \text{ in } D^{\lambda_0}. \tag{3.10}
\]

If

\[
\omega(q,p;\lambda_0) > 0 \text{ in } D^{\lambda_0}, \tag{3.11}
\]

we show a contradiction with the definition of \( \lambda_0 \) by using narrow region principle. Let \( \delta_0 \) be sufficiently small and define \( \omega(q,p;\lambda) : = \omega^{\lambda}(q,p) \), we are going to work on the narrow region \( D_{\delta_0} = D^{\lambda_0+\delta_0} \setminus D^{\lambda_0-\delta_0} \) (see Fig. 2). It’s easy to see that \( L \omega^{\lambda_0+\delta_0} = 0 \) and \( \omega^{\lambda_0+\delta_0}(q,p) \) satisfies the following boundary conditions

\[
\begin{align*}
\begin{cases}
\omega^{\lambda_0+\delta_0}(\lambda_0 + \delta_0, p) = 0 & \text{for } p \in [p_0, 0], \\
\omega^{\lambda_0+\delta_0}(\lambda_0 - \delta_0, p) \geq 0 & \text{for } p \in (p_0, 0), \\
\omega^{\lambda_0+\delta_0}(q,p_0) = 0 & \text{for } q \in [\lambda_0 - \delta_0, \lambda_0 + \delta_0].
\end{cases}
\end{align*}
\]

(3.12)

The first equality in (3.12) is immediate from the definition of \( \omega \), and the last one follows from the boundary condition \( h = 0 \) on \( p = p_0 \). The second inequality in (3.12) follows from the following arguments. From (3.11), we have

\[
\omega^{\lambda_0}(\lambda_0 - \delta_0, p) = h(\lambda_0 + \delta_0, p) - h(\lambda_0 - \delta_0, p) > 0 \text{ for } p \in (p_0, 0). \tag{3.13}
\]

For small enough \( \delta_0 \), the continuity of \( h \) with respect to \( q \) in (3.13) shows

\[
\omega^{\lambda_0+\delta_0}(\lambda_0 - \delta_0, p) = h(\lambda_0 + 3\delta_0, p) - h(\lambda_0 - \delta_0, p) \geq 0 \text{ for } p \in (p_0, 0).
\]
In this section, we discuss the recovery of the continuously stratified water waves from relative horizontal velocity on axis of symmetry and wave height, which can be summarized by the following theorem.

4. Recovery of the Waves from Relative Horizontal Velocity on Axis of Symmetry and Wave Height

In this section, we discuss the recovery of the continuously stratified water waves from relative horizontal velocity on axis of symmetry and wave height, which can be summarized by the following theorem.

Now let’s look at the values of $\omega^{\lambda_0+\delta_0}$ on the surface and we claim that

$$\omega^{\lambda_0+\delta_0}(q,0) \geq 0 \text{ for } q \in [\lambda_0 - \delta_0, \lambda_0 + \delta_0].$$

(3.14)

For a clear presentation, let’s divide this process into the following three steps. Firstly, we prove that

$$\omega^{\lambda_0}(q,0) > 0 \text{ for } q \in (-\pi, \lambda_0).$$

If it’s wrong, then there exists $q_0 \in (-\pi, 0)$ for which $\omega(q_0,0; \lambda_0) = 0$. Moreover, the mapping $q \mapsto h(q,0)$ and $q \mapsto h(2\lambda_0 - q,0)$ are tangent to each other at $(q_0,0)$, i.e $\partial_q \omega^{\lambda_0}(q_0,0) = 0$ (see Fig. 2). Evaluating the Bernoulli boundary conditions $1 + h_q^2 + h_p^2(2\rho gh - Q) = 0$ where $\rho$ is constant density along the free surface, we deduce that $h_p(q_0,0) = h_p(2\lambda_0 - q_0,0)$ (i.e $\partial_p \omega^{\lambda_0}(q_0,0) = 0$). This will lead to a contradiction by applying the Hopf lemma at $(q_0,0)$. Secondly, we show that

$$\partial_q \omega^{\lambda_0}(\lambda_0,0) < 0.$$  

(3.15)

The arguments above imply $\omega^{\lambda_0}(q,0) > 0$ for $q \in (-\pi, \lambda_0)$ and $\omega^{\lambda_0}(\lambda_0,0) = 0$. As $q \in (\lambda_0, \lambda_0 + \epsilon_0)$ for any small $\epsilon_0 > 0$, then $2\lambda_0 - q \in (\lambda_0 - \epsilon_0, \lambda_0)$. It’s easy to deduce that $\omega^{\lambda_0}(q_0,0) = h(2\lambda_0 - q,0) - h(q,0) < 0$ (see Fig. 2). Thus (3.15) follows from the definition of the derivative. Finally, we finish the proof of this claim. Since $\partial_q \omega^{\lambda}(q,0)$ is a continuous function of $q$ and $\lambda$, (3.15) implies

$$\partial_q \omega^{\lambda_0+\delta_0}(q,0) < 0,$$

(3.16)

provided $|q - \lambda_0| \leq \delta_0$. For $\lambda_0 - \delta_0 \leq q \leq \lambda_0 + \delta_0$, the fact $\omega^{\lambda_0+\delta_0}(\lambda_0 + \delta_0,0) = 0$ and the monotonicity in (3.16) yield (3.14).

Now we apply the narrow region lemma on the narrow region $D_{\delta_0}$ and (3.12) and (3.14) imply $

\omega^{\lambda_0+\delta_0}(q,p) \geq 0 \text{ for } (q,p) \in \overline{D_{\delta_0}}, \text{ hence } \omega^{\lambda_0+\delta_0}(q,p) \geq 0 \text{ for } (q,p) \in \overline{D^{\lambda_0+\delta_0}}.$

This is in contradiction with the definition of $\lambda_0$.

Thus

$$\omega(q,p; \lambda_0) \equiv 0 \text{ in } \overline{D^{\lambda_0}},$$

which indicates that $h(-\pi,p) = h(2\lambda_0 + \pi,p) = h(\pi,p) \text{ for } p \in [p_0,0]$. Considering the assumption (1) in Theorem 1, we have that $2\lambda_0 + \pi$ lies to the right of the wave crest, which forces the map $q \mapsto h(q,0)$ is nonincreasing for $2\lambda_0 + \pi \leq q \leq \pi$. Namely, $q = \lambda_0$ must be the location of the crest line (see Fig. 2). In this case, the water waves are also symmetric about $q = \lambda_0$ due to the periodicity. □
Theorem 2. Consider two-dimensional steady continuously stratified periodic water waves with given analytic stratified density \( \rho \in C^\infty([p_0, 0]; R^+) \) and Benoulli’s function \( \beta \in C^\infty([0, |p_0|]; R) \), and assume that the relative horizontal velocity on the axis of symmetry \( u(0, y) = -c \) and wave height \( \eta(0) \) are known, then we can recover the wave profile \( \eta \), the velocity field \((u, v)\) and the pressure \(P\) within the fluid.

Remark 3. (f) It’s known that the Eq. (2.4) with solutions \((u, v, P, \eta)\) are equivalent to the Eq. (2.14) with solutions \((\eta, \psi)\) (see [4]), hence it’s sufficient to recover \((\eta, \psi)\).

(g) The analyticity of functions \(\rho(p)\) and \(\beta(-p)\) ensure that they can be expanded in form of power series at some point with given coefficients.

Before proving Theorem 2, let’s first show that the streamlines are analytic.

Lemma 3 (see Lemma 3.2 in [21]). Let \( l = 1 \) or 2 and let \( \| \cdot \| \) denote some Hölder norm \( \| \cdot \|_{0, \alpha} \) or \( \| \cdot \|_{1, \alpha} \). Suppose that \( k_0 \) is an integer with \( k_0 \geq l + 1 \), and \( \partial^k u_j \in C^{0, \alpha}(\overline{D}) \) for all \( k \leq k_0, j = 1, 2, 3 \). If there exists a constant \( M \geq 1 \) such that

\[
\forall l + 1 \leq k \leq k_0, \| \partial^k u_j \| \leq M^{k-l}(k-l-1)!, \quad j = 1, 2, 3,
\]

then there is a positive constant \( C_s \) depending only on \( l \) such that

\[
\forall l + 1 \leq k \leq k_0, \| \partial^k q(u_1 u_2 u_3) \| \leq C_s \sum_{j=1}^{3} \| u_j \|_{l+1, \alpha} + 1^6 M^{k-l}(k-l-1)!.
\]

Lemma 4. Assume that \( \rho \in C^{1, \alpha}([p_0, 0]; R^+) \), \( \beta \in C^{0, \alpha}([0, |p_0|]; R) \) are given and \( h \in C^{2, \alpha}_{\text{per}}(\overline{D}) \) is the solution to (2.23). Then, the mapping \( q \mapsto h(q, p) \), for any fixed \( p \in [p_0, 0] \), is analytic in \( R \).

Proof. We divide the process of proof into following three steps.

Step 1 Show \( \partial^q h \in C^{2, \alpha}_{\text{per}}(\overline{D}) \) for any \( n \in N \).

Taking the derivative with respect to \( q \) on both sides of (2.23), we have

\[
\begin{cases}
A(h) h_q = f_1 + f_2 & \text{in } p_0 < p < 0, \\
B(h) h_q = 0 & \text{on } p = 0, \\
h_q = 0 & \text{on } p = p_0,
\end{cases}
\]

where operators \( A(h) \) and \( B(h) \) are given by (2.24) and (2.25), and \( f_1, f_2 \) are expressed by

\[
\begin{align*}
f_1 &= -(\partial_q h^2_q) h_{pp} + 2(\partial_q (h_p h_q)) h_{qp} - (\partial_q h^2_p) h_{qq}, \\
f_2 &= -\beta + g \rho (\partial_q h^3_p) + g \rho^2 \partial_q (h h^3_p).
\end{align*}
\]

Since \( h \in C^{2, \alpha}_{\text{per}}(\overline{D}) \), the coefficients of operators \( A(h) \) and \( B(h) \) belong to \( C^{1, \alpha}_{\text{per}}(\overline{D}) \). Similarly, \( \rho \in C^{1, \alpha}([p_0, 0]; R^+) \) and \( \beta \in C^{0, \alpha}([0, |p_0|]; R) \) imply that \( f_1 \) and \( f_2 \) are in \( C^{0, \alpha}(\overline{D}) \). Therefore, the standard Schauder estimate (see Theorem 6.30 in [28]) yields \( h_q \in C^{2, \alpha}_{\text{per}}(\overline{D}) \) with

\[
\| h_q \|_{C^{2, \alpha}} \leq C(\| h_q \|_{C^0} + \| f_1 \|_{C^{0, \alpha}} + \| f_2 \|_{C^{0, \alpha}}),
\]

where \( C = C(\alpha, \| h \|_{C^{2, \alpha}}) \).

Then we repeat this process by taking the derivative with respect to \( q \) up to 2 order, 3 order until \( n \) order on both sides of (2.23). The Leibnitz formula is used to yield

\[
\begin{cases}
A(h) \partial^q h = -F_1 - F_2 & \text{in } p_0 < p < 0, \\
B(h) \partial^q h = -\Phi_1 - \Phi_2 & \text{on } p = 0, \\
\partial^q h = 0 & \text{on } p = p_0,
\end{cases}
\]
with
\[
\begin{align*}
F_1 &= \sum_{k=1}^n C_n^k (\partial_q^k h_2^3)(\partial_q^{n-k} h_{pp}) - 2(\partial_q^k (h_p h_q))(\partial_q^{n-k} h_{qp}) + (\partial_q^k h_2^3)(\partial_q^{n-k} h_{qq}), \\
F_2 &= (\beta + g\rho^p)(\partial_q h_3^3) - g\rho^p \sum_{k=0}^n C_n^k (\partial_q h_3^3), \\
\Phi_1 &= \frac{1}{2} \sum_{k=1}^{n-1} C_n^k (\partial_q^k h_q)(\partial_q^{n-k} h_q) + \frac{1}{2}(2g\rho h - Q) \sum_{k=1}^{n-1} C_n^k (\partial_q^k h_p)(\partial_q^{n-k} h_p), \\
\Phi_2 &= g\rho \sum_{k=1}^{n-1} C_n^k (\partial_q^k h)(\partial_q^{n-k} h^2_p),
\end{align*}
\]
where \( C_n^k = \frac{n!}{k!(n-k)!} \). Using the Schauder estimate based on standard interaction, we could get \( \partial_q^n h \in C^2_{\text{per}}(\bar{D}) \) with
\[
\|\partial_q^n h\|_{C^{2,\alpha}} \leq C(\|\partial_q^n h\|_{C^0} + \sum_{i=1}^2 \|F_i\|_{C^{0,\alpha}} + \sum_{i=1}^2 \|\Phi_i\|_{C^{1,\alpha}}).
\] (4.4)

Step 2 Show \( \|\partial_q^n h\|_{C^{2,\alpha}} \leq C^n n! \) with \( C > 0 \) independent of \( n \).

For convenience, here we apply directly the estimates (Lemma 3.5–3.8) in [21] to show that there is a constant \( C(\alpha, \|h\|_{C^4,\alpha}, \|\beta\|_{C^0,\alpha}, \|\rho\|_{C^{1,\alpha}}) \) such that
\[
\|\partial_q^n h\|_{C^{2,\alpha}} \leq C^n n!
\] (4.5)
provided that the new term \( g\rho^p \sum_{k=0}^n C_n^k (\partial_q^k h)(\partial_q^{n-k} h_3^3) \) in \( F_2 \) satisfies
\[
\|g\rho^p \sum_{k=0}^n C_n^k (\partial_q^k h)(\partial_q^{n-k} h_3^3)\|_{C^{0,\alpha}} \leq C^n n!
\] (4.6)
where \( C_1 \), independent of \( n \), is a constant. Thanks to \( \rho \in C^{1,\alpha}([p_0, 0]; R^+), \beta \in C^{0,\alpha}([0, |p_0|]; R) \) and
\[
\|\sum_{k=0}^n C_n^k (\partial_q^k h)(\partial_q^{n-k} h_3^3)\|_{C^{0,\alpha}} \leq \sum_{k=0}^n C_n^k \|\partial_q^k h\|_{C^0,\alpha} \|\partial_q^{n-k} h_3^3\|_{C^{0,\alpha}},
\]
then (4.6) follows from the skillful Lemma 3 (taking \( l = 2, k_0 = n, M = C_1 \) and \( u_1 = u_2 = u_3 = h_p \)).

Step 3 Show \( q \mapsto h(q, p) \) is analytic in \( R \).

From Step 2, we have
\[
\max_{(q, p) \in \bar{D}} |\partial_q^n h(q, p)| \leq \|\partial_q^n h\|_{C^{2,\alpha}} \leq C^n n!
\] (4.7)
For any \( p \in [p_0, 0] \), the periodicity of variable \( q \) implies
\[
\max_{q \in R} |\partial_q^n h(q, p)| \leq C^n n!, \text{ for } n \in N.
\] (4.8)
Thus we can write \( h(q, p) \) into the form of Taylor series at some point \( (q_0, p) \in \bar{D} \), and the remainder term is
\[
\frac{\partial_q^{n+1} h(q_0, p)}{(n+1)!} (q - q_0)^{n+1}.
\] (4.9)

From (4.5), it’s easy to see
\[
|\frac{\partial_q^{n+1} h(q_0, p)}{(n+1)!} (q - q_0)^{n+1}| \leq \frac{|q - q_0|^{n+1}}{C} \rightarrow 0, \text{ } n \rightarrow \infty
\] (4.10)
for \( q_0 - \frac{1}{C} < q < q_0 + \frac{1}{C} \), hence the mapping \( q \mapsto h(q, p) \) is analytic in \( R \).

\[ \square \]

Lemma 5. If the mapping \( q \mapsto h(q, p) \) is analytic in \( R \), then each streamline \( y = y(x) \) is a real-analytic curve. Moreover, the mapping \( x \mapsto \psi(x, y) \) is analytic in \( R \).

Proof. The streamline \( \psi(x, y) = p \), with fixed \( p \in [p_0, 0] \), can be described by the graph of some function \( y = y(x) (y = \eta(x) \text{ if } p = 0) \) due to (2.7). The analyticity of \( x \mapsto y(x) \) follows at once from the analyticity of \( q \mapsto h(q, p) \) obtained in Lemma 4 because of the partial hodograph change of variables (2.15). On the other hand, the explicit analytic function \( y = y(x) \) is determined by the implicit function \( \psi(x, y) = p \).
where $p$ is a fixed constant. Therefore, the analyticity of $x \mapsto \psi(x,y)$ can be obtained due to the analyticity of $y(x)$ (see [29]).

Now we are in the position to prove the Theorem 2.

**Proof.** For each point $(x_0, y) \in \overline{D}$, Lemma 5 implies

$$|\psi(x, y) - \sum_{k=0}^{n} \frac{\partial_x^k \psi(x_0, y)}{k!} (x-x_0)^k| \leq \varepsilon, \ n \to \infty$$

(4.11)

for $|x-x_0| < \delta$. Because analyticity is local property, the radius of convergence of above Taylor series is independent of the point $(x_0, y)$. So we can extend the function $\psi$ to the whole area $\overline{D}$. Without loss of generality, here we only determine $\psi(x, y)$ in $\{(x, y)| -\delta \leq x \leq \delta, -d \leq y \leq \eta(x)\}$, where $\delta$ is enough small. By the symmetry and evenness of function $\psi$ with respect to $x$, we have

$$\partial_x^{2n+1} \psi(0, y) = 0, \ \text{for} \ n \in \mathbb{N}, \ y \in [-d, \eta(x)].$$

(4.12)

Then the analytic function $\psi(x, y)$ at $x = 0$ can be expressed by

$$\psi(x, y) = \sum_{n=0}^{\infty} a_{2n}(y)x^{2n}, \ \text{for} \ |x| < \delta, \ y \in [-d, \eta(x)],$$

(4.13)

where $a_{2n}(y) = \frac{\partial_x^{2n} \psi(0, y)}{(2n)!}$. It’s sufficient to complete the proof by determining the coefficients $a_{2n}(y)$. By argument on $p_0$ defined in (2.8), we know that $p_0$ is independent of $x$. Then, choosing $x = 0$ in (2.8) yields

$$p_0 = \int_{-d}^{\eta(0)} \sqrt{\rho(0, y)}[u(0, y) - c]dy,$$

(4.14)

which means $p_0$ is determined by given $\eta(0), u(0, y) - c$ and $\rho$. In addition, the definition of pseudo-stream function $\psi(x, y)$ implies

$$\psi(x, y) = -p_0 + \int_{-d}^{y} \sqrt{\rho(x, s)}[u(x, s) - c]ds,$$

(4.15)

then

$$a_0(y) = \psi(0, y) = -p_0 + \int_{-d}^{y} \sqrt{\rho(0, s)}[u(0, s) - c]ds$$

(4.16)

is also determined.

Taking (4.13) into the first equation of (2.14), we have

$$\sum_{n=1}^{\infty} (2n)(2n-1) \frac{\partial_x^{2n} \psi(0, y)}{(2n)!} x^{2n-2} + \sum_{n=0}^{\infty} \frac{\partial_x^2 \partial_x^{2n} \psi(0, y)}{(2n)!} x^{2n} = gy\rho' - \beta.$$

(4.17)

Since $p = -\psi(x, y)$ and the mappings $x \mapsto \psi(x, y), p \mapsto \rho'(p)$ are analytic, if denote $\rho'(p) = \rho'(\psi(x, y))$, it’s obvious that the mapping $x \mapsto \rho' \circ (\psi(x, y))$ is analytic for $x \in R$. At the same time, this mapping is even because $x \mapsto \psi(x, y)$ is even. Similarly it also holds for the mapping $x \mapsto \beta \circ (\psi(x, y))$. Thus, we can express $\rho'$ and $\beta$ by

$$\rho' = \sum_{n=0}^{\infty} b_{2n}(y)x^{2n},$$

(4.18)

$$\beta = \sum_{n=0}^{\infty} c_{2n}(y)x^{2n},$$

(4.19)
in \( \{(x,y) | -\delta \leq x \leq \delta, -d \leq y \leq \eta(x) \} \). It’s worth noting that \( b_{2n}(y) \) and \( c_{2n}(y) \) have been given (see Remark 3). Equations (4.17), (4.18) and (4.19) yield

\[
\begin{cases}
2a_2(y) + a_0''(y) = gyb_0(y) + c_0(y), \\
12a_4(y) + a_2''(y) = gyb_2(y) + c_2(y), \\
\vdots \\
(2n)(2n-1)a_{2n}(y) + a_{2n-2}''(y) = gyb_{2n-2}(y) + c_{2n-2}(y).
\end{cases}
\] (4.20)

From the first equation in (4.20), \( a_2(y) \) can be determined. Then, \( a_4(y) \) also can be confirmed according to the second equation in (4.20). All the coefficients \( a_{2n}(y) \) would be obtained by repeating above process, i.e., the pseudo-stream function \( \psi = \psi(x, y) \) is determined.

Finally, it remains to recover surface profile \( \eta(x) \). From the second equation of (2.14), we have

\[
\eta(x) = \frac{Q - |\nabla \psi|^2}{2g\rho|\eta|} - d,
\] (4.21)

where

\[
Q = 2(E|_{\eta} - P_{atm} + g\rho|_{\eta}d) = 2\left(\frac{(u(0, \eta(0)) - c)^2}{2} + g\rho|_{\eta}(0) + g\rho|_{\eta}d\right).
\] (4.22)

Combining (4.21) with (4.22), we can obtain

\[
\eta(x) = \frac{(u(0, \eta(0)) - c)^2 - |\nabla \psi|^2}{2g\rho|\eta|} + \eta(0).
\] (4.23)

\[\square\]
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