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Calculating the ground state properties of a Hamiltonian can be mapped to the problem of finding the ground state of a smaller Hamiltonian through the use of embedding methods. These embedding techniques have the ability to drastically reduce the problem size, and hence the number of qubits required when running on a quantum computer. However, the embedding process can produce a relatively complicated Hamiltonian, leading to a more complex quantum algorithm. In this paper we carry out a detailed study into how density matrix embedding theory (DMET) could be implemented on a quantum computer to solve the Hubbard model. We consider the variational quantum eigensolver (VQE) as the solver for the embedded Hamiltonian within the DMET algorithm. We derive the exact form of the embedded Hamiltonian and use it to construct efficient ansatz circuits and measurement schemes. We conduct detailed numerical simulations up to 16 qubits, the largest to date, for a range of Hubbard model parameters and find that the combination of DMET and VQE is effective for reproducing ground state properties of the model.

I. INTRODUCTION

Simulating quantum-mechanical systems relating to quantum chemistry or solid-state physics is one of the most important problems that quantum computers are anticipated to tackle \cite{1, 2}. Quantum computers could make it possible to solve problems that will take an exponential amount of time and memory on classical computers.

Current quantum hardware is considered to be in the noisy intermediate-scale quantum (NISQ) regime \cite{3}. On NISQ devices the number of qubits is too low to allow for extensive error correction and the amount of noise restricts the size of quantum circuits that can be run. This has lead to an interest in hybrid quantum-classical algorithms which, analogously to machine learning techniques, employ classical optimisation routines to find quantum circuits that best solve the problem at hand. Of these, one of the most widely used – and the one we will be considering in this paper – is the variational quantum eigensolver (VQE), which is an algorithm that finds the ground state of Hamiltonians \cite{4–6}.

Due to the limited number of qubits on NISQ devices, embedding algorithms which reduce the size of the problem Hamiltonian could be very useful. Algorithms such as density functional theory (DFT) and dynamical mean-field theory (DMFT), which have been used for decades in the classical simulation of solid-state systems, are gaining popularity in the quantum computing community \cite{7–10}.

In this paper we study how density matrix embedding theory (DMET) \cite{11, 12} can be implemented on a quantum computer with VQE. In the DMET algorithm a fragment of the original system is retained, with the rest of it being mapped to a bath that is the same size as the fragment. DMET is well suited to be used with VQE since it does not require the computation of any complicated time- or frequency-dependent quantities such as Green’s functions.

There have been a number of works over the past few years that have combined DMET with VQE. Rubin \cite{13} investigated solving the 1D Hubbard model using a fragment containing one site with unitary coupled cluster as the VQE ansatz. Yamazaki et al. \cite{14} conducted an analysis of DMET along with other embedded techniques for alkanes using classical quantum chemistry simulations to estimate qubit counts and sampling errors. More recently there have been experiments done on quantum hardware. Kawashima et al. \cite{15} conducted an experiment on a trapped-ion quantum computer using an embedded Hamiltonian with two qubits to estimate the energy of a ring of hydrogen atoms. Tilly et al. \cite{16} solved the Hubbard model on a Bethe lattice using energy-weighted DMET with four qubits on IBM superconducting hardware.

In this paper we aim to go beyond these small-scale experiments with a more systematic study into the use of DMET with VQE, using the Hubbard model as a test case. The Hubbard model \cite{17} is one of the simplest models of interacting electrons in a grid. The 2D case has remained unsolved and it is thought to be relevant to applications such as high-temperature superconductivity \cite{18}. Previous numerical simulations, and experiments on quantum hardware, of DMET with VQE have been limited to a fragment of one site. Here we consider fragment sizes of up to four sites (16 qubits) for solving the 1D and 2D Hubbard models, enabling us to draw conclusions about the likely scaling of DMET for larger problem sizes. Our numerical simulations include the use of measurements that take into account statistical noise.

We develop efficient algorithms based on the use of fermionic swap networks \cite{19} to implement the VQE ansatz circuit, and efficient procedures for reducing the number of measurement rounds needed. These enable us
Hubbard Fragment | Ansatz depth | Measurements |
---|---|---|
1D | 1D | $N_{\text{frag}} + 3$ | $N_{\text{frag}} + 2$ |
2D | 1D | $2N_{\text{frag}}$ | $2N_{\text{frag}}$ |
2D | 2D | $N_{\text{frag}} + N_{E} + N_{x} - 2 + (N_{y} - 4) \left\lceil \frac{N_{y}}{2} \right\rceil$ | $N_{\text{frag}} + N_{E}$ |

TABLE I. Number of layers of two-qubit gates required to implement one layer of the ansatz, and circuit preparations needed to measure all of the terms in the embedded Hamiltonian. $N_{\text{frag}}$ is the DMET fragment size and corresponds to an embedded system with $4N_{\text{frag}}$ qubits. For a 2D fragment we take $N_{\text{frag}} = N_{x} \times N_{y}$ where we assume $N_{x} \leq N_{y}$. $N_{E} = 2(N_{x} + N_{y} - 2)$ is the number of sites on the edge of the 2D fragment.

to give the first full quantum circuit complexity analysis of DMET with VQE. These results are given in Table I for combinations of the Hubbard model dimension and rectangular shaped fragments.

We find that DMET with VQE is an efficient and accurate method for finding ground state properties of the Hubbard model. In our experiments using VQE as an approximate solver, we were able to reproduce previous results based on exact diagonalisation (see Figures 4 and 5). However, the circuits produced using DMET are more complex than approaches based on direct truncation of the lattice [20, 21].

For example, if we consider a quantum computer with 64 qubits then we could do a DMET calculation with 16 sites in the fragment. Taking the shape of the fragment to be $4 \times 4$, one layer of the ansatz would require a two-qubit gate depth of 30, and 32 preparations of the quantum circuit would be needed to measure all of the expectation terms. However, we could solve a $4 \times 8$ Hubbard model with open boundary conditions using a two-qubit gate depth of 9 per ansatz layer and 5 circuit preparations [20].

The outline of this paper is as follows. In Section II we discuss the idea behind DMET, formally define the problem of the Hubbard model that we solve and lay out the steps of the variant of DMET we will be using – the single-shot embedding algorithm [22]. We also explicitly state what the form of the embedded Hamiltonian is (and include a derivation in Appendix C) which is important for the implementation of the VQE algorithm.

In Section III we briefly introduce the VQE algorithm and the Hamiltonian variational (HV) ansatz [23]. We then present schemes involving swap networks for efficiently implementing the ansatz circuits on a quantum computer and discuss how expectation values can be measured.

Finally in Section IV we present the results from the numerical simulations. We run simulations for a range of parameters of the Hubbard model and find that the combined DMET and VQE algorithm is effective for all of the fragment sizes tested. We reproduce graphs from the original DMET paper of Knizia and Chan [11] and compare with exact Bethe ansatz results [24, 25] to demonstrate that observables relevant to the Hubbard model can be calculated to a high accuracy when using VQE as the solver. Simulations involving measurements up to a fragment size of two sites (8 qubits) are also run and we discuss some of the additional complexities that can occur when running on quantum hardware.

\section{II. DENSITY MATRIX EMBEDDING}

The idea behind embedding methods is that the properties of a Hamiltonian $H$ can be reproduced using a smaller embedded Hamiltonian. DMET is one method for obtaining a suitable embedded Hamiltonian [11].

In general, states of a quantum system can be written in terms of the basis states of two of its sub-systems. For our purposes, let us call the first sub-system $F$ the fragment and the second sub-system $E$ the environment. For example, for a system that consists of electrons in a grid, the fragment could be a subset of sites of the grid. Any state $|\Psi\rangle$ of the system can be written as

$$|\Psi\rangle = \sum_{i=1}^{N_{F}} \sum_{j=1}^{N_{E}} \Psi_{ij} |F_{i}\rangle |E_{j}\rangle,$$

(1)

where $|F_{i}\rangle, |E_{j}\rangle$ are basis states of $F$ and $E$, and $N_{F/E}$ are the sizes of their respective Hilbert spaces. Using the singular value decomposition for $\Psi_{ij}$ it can be rewritten as

$$|\Psi\rangle = \sum_{i=1}^{N_{F}} \sum_{j=1}^{N_{E}} \sum_{\alpha=1}^{\min(N_{F}, N_{E})} U_{i\alpha} \lambda_{\alpha} V_{\alpha j}^\dagger |F_{i}\rangle |E_{j}\rangle$$

$$= \sum_{\alpha=1}^{N_{F}} \lambda_{\alpha} |F_{\alpha}\rangle |B_{\alpha}\rangle,$$

(2)

where without loss of generality we have taken $N_{E} > N_{F}$. The $|F_{i}\rangle$ states have been rotated to a new basis $|F_{\alpha}\rangle = \sum_{i} U_{i\alpha} |F_{i}\rangle$ of the fragment. The $|B_{\alpha}\rangle = \sum_{j} V_{\alpha j}^\dagger |E_{j}\rangle$ are a reduced set of states, called the bath, which represent the portion of the environment needed to model interactions with the fragment. This is the Schmidt decomposition of $|\Psi\rangle$ [22].

If $|\Psi\rangle$ were the ground state of a Hamiltonian $H$ in the full system, then by construction it is also the ground state of a smaller embedded Hamiltonian $H_{\text{emb}}$ given by

$$H_{\text{emb}} = \mathcal{P} H \mathcal{P},$$

(3)

with the projector $\mathcal{P}$ being

$$\mathcal{P} = \sum_{\alpha\beta} |F_{\alpha}^\dagger B_{\beta}\rangle \langle F_{\alpha} B_{\beta}|.$$

(4)

In practice $|\Psi\rangle$ is not known so the exact embedding procedure cannot take place. Instead we look to approximate $\mathcal{P}$ by taking the Schmidt decomposition of another state $|\Phi\rangle$ which is determined self-consistently.
Typically, $|\Phi\rangle$ is taken to be the ground state of a mean-field quadratic Hamiltonian $H_{MF}$, where $H_{MF}$ is an approximation to $H$, as this can be calculated efficiently. Furthermore, depending on the variant of DMET, an alternative to to equation (3) may be used to determine the embedded Hamiltonian from $P$.

At the end of the self-consistency procedure, observables of $H_{emb}$ are used to approximate observables of the full Hamiltonian $H$. This is described in Section IIIB.

A. Single-shot embedding for the Hubbard model

There are many variants of the DMET procedure which choose different mean-field Hamiltonians $H_{MF}$, different ways of projecting onto the problem Hamiltonian $H$ and different termination criteria for self-consistency. Here we have chosen to focus on the simplest form of DMET, single-shot embedding [22, 26]. This will highlight the key issues that would be associated with implementing any form of DMET on a quantum computer. Single-shot embedding has been shown to be effective in practice [14, 26] (see Appendix A) and has been successfully used with the VQE algorithm [13, 15] for one fragment site.

Here we will briefly lay out the steps in the single-shot embedding algorithm in the context of the Hubbard model. A more detailed explanation is given in Appendix A. The Hubbard Hamiltonian is defined as

$$H_{hub} = -t \sum_{\langle i,j \rangle, \sigma} a_i^{\sigma} a_j^{\sigma} + U \sum_i n_i^{\uparrow} n_i^{\downarrow} = T + W,$$

(5)

where $a_i^{\sigma}$ and $a_i^{\sigma}$ are the creation and annihilation operators for a spin $\sigma \in \{\uparrow, \downarrow\}$ fermion in site $i$, and $n_i^{\sigma} = a_i^{\sigma \dagger} a_i^{\sigma}$. The notation $\langle i, j \rangle$ indicates that the sum is performed over neighbouring sites $i, j$ in the grid. $T$ describes the kinetic energy in the system; it contains the single-particle hopping terms with $t$ being the tunnelling amplitude. $W$ describes the interactions between particles in the system. It is often called the onsite term and $U$ is the Coulomb potential.

We will be considering the problem of finding properties of the ground state of the model on an infinite 1D or 2D rectangular grid that has a fixed fraction of the sites filled with electrons, with the same proportion of up and down. In practice we will approximate the infinite grid by a large number of sites $N$ with periodic or anti-periodic boundary conditions, occupied by $N_{occ}$ fermions split equally between up and down. The procedure to reduce this problem to an embedded Hamiltonian with $N_{frag}$ sites in the fragment using single-shot embedding is as follows [22]:

1. Calculate the ground state of the approximating mean-field Hamiltonian which in this case is taken to be the quadratic part of $H_{hub}$, $H_{MF} = T$. $H_{MF}$ can be solved efficiently and its ground state $|\Phi\rangle$ is a Slater determinant.

2. Construct the projector $P$ from the one-particle reduced density matrix (1-RDM) of $|\Phi\rangle$. These first two steps are equivalent to taking the Schmidt decomposition of $|\Phi\rangle$ as described in the previous section.

3. Use the projector to construct the embedded Hamiltonian

$$H_{emb} = T_{emb} + W_{emb} - \mu \sum_{i \in \text{frag}, \sigma} n_i^{\sigma}.$$  

(6)

We use the non-interacting bath formulation to construct the embedded Hamiltonian from $P$. This involves only projecting the quadratic part of $H_{hub}$, $T_{emb} = P^\dagger TP$ and taking $W_{emb}$ to be the terms in $W$ that act on the fragment. $\mu$ is an added chemical potential term that governs the number of electrons in the fragment – the “single-shot” refers to this single free parameter.

4. Solve the embedded problem $H_{emb}$ which is a Hamiltonian on $4N_{frag}$ orbitals (2$N_{frag}$ for each spin’s fragment and bath sites). The ground state $|\Phi_{emb}\rangle$ of $H_{emb}$ can be found using methods such as exact diagonalisation, DMRG, or VQE.

5. Repeat from step 3, adjusting the chemical potential $\mu$ until the fraction of occupied orbitals in the fragment matches the site occupancy of $H_{hub}$.

More general forms of DMET have an extra optimisation loop. A correlation potential $V$ is introduced in the mean-field Hamiltonian, giving $H_{MF} = T + V$, which is adjusted until the 1-RDMs of $|\Phi\rangle$ and $|\Phi_{emb}\rangle$ match [22].

B. Calculating observables from the embedded Hamiltonian

Observables relevant to the original problem Hamiltonian $H_{hub}$ can be calculated from the final $|\Phi_{emb}\rangle$ given by the DMET algorithm. The quantities of interest in this paper are the energy and double occupancy per site. These are calculated by taking expectation values of $|\Phi_{emb}\rangle$ on the fragment and fragment-bath. Contributions purely from the bath are ignored.

For example, the energy of the fragment is calculated as [12, 27]

$$E_{\text{frag}} = \langle T_{\text{frag}} \rangle + \frac{1}{2} \langle T_{\text{frag-bath}} \rangle + \langle W_{\text{emb}} \rangle,$$

(7)

where $T_{\text{frag}}$ and $T_{\text{frag-bath}}$ are the terms of $T_{\text{emb}}$ that act on the fragment-only, or between the fragment and bath,
respectively. The energy per site is then obtained by dividing by the number of sites in the fragment. Double occupancy of the fragment is calculated as [28]

\[ D_{\text{frag}} = \sum_{i \in \text{frag}} \langle n_i^+ n_i^- \rangle = \frac{(W_{\text{emb}})}{U}. \]  

(8)

C. Form of the embedded Hamiltonian

This section contains a summary of the structure of the embedded Hamiltonian, which will be necessary for developing efficient swap networks and measurement schemes in Section III. Unlike when using a classical procedure such as exact diagonalisation, having more terms in the embedded Hamiltonian results in a more complicated circuit being run on the quantum computer and requires more measurements to estimate the expectation values.

In general, the embedded Hamiltonian from equation (6) can be written explicitly as

\[ H_{\text{emb}} = \sum_{i,j \in \text{emb}, i < j, \sigma} t_{ij} (a_i^{\dagger} a_j + a_j^{\dagger} a_i) + \sum_{i \in \text{bath}, \sigma} t_{ii} n_{i\sigma} + U \sum_{i \in \text{frag}} n_{i\uparrow} n_{i\downarrow} - \mu \sum_{i \in \text{frag}, \sigma} n_{i\sigma}. \]

(9)

Determining the form of \( H_{\text{emb}} \) now comes down to knowing which terms are present in the Hamiltonian (non-zero \( t_{ij} \)). Here we will state the structure of the embedded Hamiltonian when the single-shot embedding procedure is carried out for the 1D and 2D Hubbard models. These results are derived by considering the matrix of coefficients of \( T \) and its projection \( T_{\text{emb}} \). This derivation has been made possible due to the simple structure of \( T \) and properties of the Hubbard model such as translational invariance. The structure may be difficult to calculate for a general quadratic Hamiltonian. Details are provided in Appendix C.

There are three different types of terms to consider – fragment-only terms, bath-only terms and fragment-bath hopping terms. The fragment-only terms retain the same structure as the Hubbard model and are nearest neighbour hopping terms. For the fragment-bath interactions, each fragment site on the edge of the fragment shares a hopping term with all of the bath sites. In the 1D Hubbard model, the edge sites are the first and last sites of the fragment. For the 2D Hubbard model with a 1D fragment all of the fragment sites are on the edge.

For the terms acting only on the bath, the \( t_{ii} \) are generally all non-zero. When using anti-periodic boundary conditions with the Hubbard model and taking the number of electrons of one spin type (\( N_{\text{occ}}/2 \)) to be even (or with periodic boundary conditions and \( N_{\text{occ}}/2 \) odd), the bath hopping terms in \( H_{\text{emb}} \) split into two groups – even and odd numbered sites. Within each of these two groups, every site has a hopping term with all the other sites. If these conditions are not met then all of the bath sites can interact with all of the other bath sites, increasing the number of interactions.

The embedded Hamiltonian of the 2D Hubbard model with a 1D fragment has the same structure of bath hopping terms as the 1D model. However, when using a 2D fragment, the bath sites split into four groups where within each group all possible interactions occur. Unlike the 1D case there is no clear split (e.g. even/odd), but the size of the groups are roughly equal. Conditions on when this split into four groups occurs is discussed in Appendix C.

From the standpoint of quantum circuit complexity, it will always be advantageous to use a 2D shaped fragment when solving the 2D Hubbard model. This is due to the fact that both the fragment-bath and bath-only hopping terms will be fewer in number than when using a 1D fragment shape.

III. VARIATIONAL QUANTUM EIGENSOLVER

The VQE is a hybrid quantum-classical algorithm used to produce the ground state of a Hamiltonian \( H \). It relies on the variational principle, which states that \( \langle \psi | H | \psi \rangle \geq E_0 \), where \( | \psi \rangle \) is an arbitrary normalised state and \( E_0 \) is the ground energy of \( H \). The steps of the algorithm are [4, 5]:

1. Prepare a parameterised state \( | \psi(\theta) \rangle = U(\theta) | \psi_0 \rangle \) on the quantum computer. \( U(\theta) \) is an ansatz circuit intended to reproduce the ground state and \( | \psi_0 \rangle \) is an initial starting state.

2. Measure the expectation value \( \langle \psi(\theta) | H | \psi(\theta) \rangle \).

3. Use a classical optimisation method to determine a new value for \( \theta \) that will minimise the expectation value.

4. Repeat steps 1-3 until the optimiser converges. The final value of \( \theta \) will parameterise the ground state and give an expectation value equal to the ground energy.

We will be using the VQE algorithm to find the ground state of \( H_{\text{emb}} \) in equation (6). \( H_{\text{emb}} \) is a fermionic Hamiltonian and must first be expressed as a qubit Hamiltonian. We use the Jordan-Wigner encoding [29] which introduces no overhead in qubit count, as each orbital maps to one qubit. Note that the Jordan-Wigner encoding requires us to choose an ordering for the orbitals as it maps the fermionic modes to a line (e.g. order the fragment sites before the bath sites and all the up orbitals before the down).

The hopping terms between qubits are transformed as

\[ a_i^\dagger a_j + a_i a_j^\dagger \mapsto \frac{1}{2} (X_i X_j + Y_i Y_j) Z_{i+1} \cdots Z_{j-1}, \]

(10)
where \( i < j \) without loss of generality, and \( X_i, Y_i, Z_i \) are the Pauli matrices acting on qubit \( i \). The number operator terms become
\[
n_i = a_i^\dagger a_i \mapsto \frac{1}{2}(I - Z_i) = \langle 1|1_i, \tag{11}
\]
where \( I \) is the identity matrix, and the onsite terms become
\[
n_i n_j \mapsto \frac{1}{4}(I - Z_i)(I - Z_j) = \langle 11|11_{ij}. \tag{12}
\]

A. Ansatz circuit implementation using swap networks

In this paper we implement the Hamiltonian variational ansatz [23] which has been shown to be effective for the Hubbard model [20, 21, 23, 30].

The initial state \(|\psi_0\rangle\) for this ansatz is the ground state of the non-interacting \((U = 0)\) part of \( H_{emb} \). This is a quadratic Hamiltonian which means its ground state can be prepared efficiently on a quantum computer using Givens rotations [31]. \( H_{emb} \) can be split up as \( H_{emb} = \sum_j H_j \) where the terms inside each \( H_j \) are commuting. The ansatz consists of applying evolutions of the form \( e^{i\theta H_j} \) to the starting state, where \( \theta \) is a parameter to be determined in the VQE optimisation loop. The parameterised state is
\[
|\psi(\theta)\rangle = \prod_d \prod_j e^{i\theta_n,j H_j} |\psi_0\rangle, \tag{13}
\]
where applying all the \( H_j \) evolutions makes up one layer of the ansatz whose depth is indexed by \( d \). The purpose of \( H_j \) is to group together terms which will share the same variational parameter \( \theta \).

In Section IV we will be considering the two extremes of splitting \( H_{emb} \) into commuting groups \( H_j \). In one case we pick the groups so that there are as few as possible. In the other, each \( H_j \) will contain only one term from \( H_{emb} \) which leads to the maximum number of parameters per layer. This has the effect of making the optimisation routine more difficult but can reduce the ansatz depth required to solve the problem.

Moving onto the implementation of \( e^{i\theta H_j} \) in terms of quantum gates, there are three types of evolutions: hopping terms, onsite terms and number operator terms. It is important that the terms in \( H_j \) commute so that the quantum circuit can be decomposed into these three types of operations. The number terms \( e^{i\theta_n} \) can be implemented as a phase shift on qubit \( j \) and the onsite terms \( e^{i\theta a_j a_k} \) as a controlled phase shift between qubits \( j \) and \( k \). The hopping gate \( e^{i\theta a_j^\dagger a_k + a_k^\dagger a_j} \) is a \( k - j + 1 \) qubit gate due to the \( Z \) strings in the Jordan-Wigner encoding. It can be decomposed as \( 2(k - j) + 1 \) two-qubit gates: a series of controlled-\( Z \) (\( CZ \)) gates between qubit \( i \) and \( k \) for \( i = j \) up to \( i = k - 1 \), followed by a number preserving rotation gate
\[
\text{Hopping}(\theta) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \theta & i \sin \theta & 0 \\ 0 & i \sin \theta & \cos \theta & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \tag{14}
\]
between qubits \( j \) and \( k \) and the same \( CZ \) gates repeated in reverse [30].

This need for a relatively large numbers of gates to implement hopping gates motivates the use of fermionic swap networks [19]. FSWAP gates\(^2\) are used to swap qubits around, changing the Jordan-Wigner ordering. Now, for example, if qubits \( j \) and \( k \) are swapped so that they are adjacent to each other in the ordering, the hopping gate between them can be implemented more simply as a two-qubit gate.

A particular example of a swap network described in [19] is one that places every qubit adjacent to every other qubit once. For \( n \) qubits, the entire network can be implemented in \( n \) layers of FSWAP gates. Furthermore, hopping gates can be folded into this swap network [20], since
\[
\text{FSWAP-Hopping}(\theta) = (S^t \otimes S^t) \cdot \text{Hopping}(\theta + \pi / 2), \tag{15}
\]
where the \( S \) gate implements a \( \pi / 2 \) phase shift. In total \( n \) layers of two-qubit gates plus some one-qubit corrections are required to implement all possible hopping interactions between every pair of qubits.

Turning back to the embedded Hamiltonian \( H_{emb} \), we can restrict our analysis of the complexity of implementing the hopping terms to one spin type since the two spins are identical, making \( n = 2N_{\text{frag}} \) in our case. \( 2N_{\text{frag}} \) layers of two-qubit gates is an upper bound since that accounts for all possible hopping interactions. If we look to the structure of the embedded Hamiltonian it is possible to reduce the number of layers required.

In the rest of this section we present a scheme for the 1D model where all the hopping interactions are done in \( N_{\text{frag}} + 2 \) layers, giving almost a factor of 2 improvement compared with the upper bound. The swap networks for the 2D model with 1D and 2D shaped fragments are more complex. The number of circuit layers required for these is stated in Table I and full details of the swap networks are given in Appendix D.

Recall from Section IIC that when \( H_{hub} \) is one-dimensional, \( H_{emb} \) has nearest-neighbour hopping terms on the fragment, the first and last fragment sites interact with all of the bath sites, and the bath sites split into odd/even groups where all the sites within a group interact with each other. Note that the lower bound on the layers of two-qubit gates required to implement all of these hopping gates is \( N_{\text{frag}} + 1 \), since each fragment site

\(^2\) The action of FSWAP on the basis states is \(|00\rangle \mapsto |00\rangle, |01\rangle \mapsto |10\rangle, |10\rangle \mapsto |01\rangle \) and \(|11\rangle \mapsto - |11\rangle \).
on the edge needs to interact with its one neighbouring fragment site and all $N_{\text{frag}}$ bath sites.

Let $F_i$ denote fragment site $i$ and $B_i$ bath site $i$. We take the Jordan-Wigner ordering for one spin type to be one where the fragment edge sites $F_0$ and $F_{N_{\text{frag}}-1}$ start close to the bath, and the even/odd bath sites are placed next to each other. Let the ordering be

$$F_{N_{\text{frag}}-3}F_{N_{\text{frag}}-4}\cdots F_2 F_1 F_0 F_{N_{\text{frag}}-2}F_{N_{\text{frag}}-1} B_1 B_3 \cdots B_{N_o} B_0 B_2 \cdots B_{N_e},$$

(16)

where if $N_{\text{frag}}$ is even, $N_o = N_{\text{frag}} - 1$ and $N_e = N_{\text{frag}} - 2$ and vice-versa if $N_{\text{frag}}$ is odd.

At the first layer of the swap network the hopping term between $F_{N_{\text{frag}}-1}$ and $F_{N_{\text{frag}}-2}$ is carried out. For the following $N_{\text{frag}}$ layers, combined FSWAP and hopping gates are done between $F_{N_{\text{frag}}-1}$ and the bath sites to its right. This implements all of the hopping terms for the fragment edge site $F_{N_{\text{frag}}-1}$. Simultaneously, a similar procedure can be carried out for the other edge site $F_0$. At the first layer the hopping term $F_0 - F_1$ is implemented, at the second layer an FSWAP is done between $F_0$ and $F_{N_{\text{frag}}-2}$ to place $F_0$ next to the bath sites, and for the following $N_{\text{frag}}$ layers $F_0$ interacts with all the bath sites through combined FSWAP and hopping gates. Therefore, $N_{\text{frag}} + 2$ layers of two-qubit gates are required to implement all of the hopping gates associated to the fragment edge sites.

The remaining fragment- and bath-only hopping terms can be fitted within these $N_{\text{frag}} + 2$ layers. All of the fragment hopping terms can be implemented in 2 layers [20] except for $F_{N_{\text{frag}}-2} - F_{N_{\text{frag}}-3}$ which need to be placed adjacent to each other first. After the second layer of the swap network, there are $N_{\text{frag}} - 4$ qubits between them, requiring $\lfloor (N_{\text{frag}} - 4)/2 \rfloor$ layers of FSWAPs to bring the two sites next to each other in the Jordan-Wigner ordering. The hopping terms between the even bath sites can be implemented in $\lfloor N_{\text{frag}}/2 \rfloor$ layers using the standard full swap network from [19]. $F_{N_{\text{frag}}-1}$ takes $\lfloor N_{\text{frag}}/2 \rfloor + 1$ layers to interact with its neighbouring fragment site and the odd bath sites, so the entire even bath swap network can fit in these layers. Similarly, the odd bath swap network requires $\lfloor N_{\text{frag}}/2 \rfloor$ layers of two-qubit gates and these can all fit in the layers after they have interacted with $F_0$.

Figure 1 demonstrates this full procedure with fragment size 6. Note that this swap network leaves the qubits in a less structured order. To get the same two-qubit gate depth of $N_{\text{frag}} + 2$, we simply reverse the swap network at the next ansatz depth.

Finally, incorporating the onsite and number gates brings the total two-qubit gate depth for one complete layer of the ansatz to $N_{\text{frag}} + 3$. All the onsite gates need an additional layer to complete since they are all two-qubit gates on disjoint pairs of qubits. The number operator terms are one-qubit gates which can act on idle qubits in the swap network.

B. Measuring expectation values

At the end of each run of the ansatz circuit we must measure the energy of the ansatz state $|\psi(\theta)\rangle$ with respect to $H_{\text{emb}}$, ideally in as few preparations of the circuit as possible. All of the onsite and number operator terms can be measured simultaneously by doing a computational basis measurement on every qubit. From the Jordan-Wigner forms given in equations (11) and (12), the expectation $\langle n_i \rangle$ is the probability of getting 1 when measuring qubit $i$ and $\langle n_i n_j \rangle$ is the probability of measuring a 1 on both qubit $i$ and $j$.

Calculating the expectation values of all the hopping terms $\langle a_i^\dagger a_j + a_j^\dagger a_i \rangle$ requires multiple circuit preparations. To measure the hopping terms we use the method from [20], where an operator $M$ that diagonalises $\frac{1}{2} (XX + YY)$ is applied to qubits $i$ and $j$. Such an $M$ is given by

$$M = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

(17)

and can be implemented by a CNOT gate followed by a controlled-Hadamard gate and another CNOT gate. Computational basis measurements are then done on all the qubits from $i$ to $j$ and their statistics processed [20]. Alternative techniques can be used such as transforming into the Bell basis [32] or measuring the operators $XX$ and $YY$ separately, but an advantage of this method is that Hamming weights of the final state can also be checked, allowing for a simple error detection procedure [20].

Due to the application of $M$, two different hopping terms that have the qubit $i$ or $j$ in common cannot be measured at the same time. However, $M$ has the property that $M^\dagger (Z \otimes Z) M = Z \otimes Z$. In consequence, if the
FIG. 2. Demonstration of the measurement pattern for the 1D model using a fragment of size 6. The numbered lines are different preparations of the circuit. On each line, Xs of the same colour represent a hopping term that has been measured, with the different colours showing which terms can be measured simultaneously. Note that M is applied on Xs of the same colour and then computational basis measurements are done on all the qubits.

The hopping terms for the 2D model with the 1D fragment could be measured in \( 3N_{\text{frag}}/2 \) preparations rather than \( 2N_{\text{frag}} - 1 \) if we could swap the bath sites into different positions with every circuit preparation.

3 The hopping terms for the 2D model with the 1D fragment could be measured in \( 3N_{\text{frag}}/2 \) preparations rather than \( 2N_{\text{frag}} - 1 \) if we could swap the bath sites into different positions with every circuit preparation.
in the DMET loop as it often converged within a few iterations without requiring gradient information. We set the secant method to terminate when within 0.1 of the root.

The infinite 1D and 2D Hubbard models were approximated with a 240 site and 20 × 24 site finite size model with anti-periodic boundary conditions. Simulations were run with fragment sizes of 1, 2, 3 and 4. In the 2D case with fragment size 4 we took the fragment shape to be 2 × 2 and did not consider 1 × 4. Recall that a fragment size of \(N_{\text{frag}}\) requires 4\(N_{\text{frag}}\) qubits, so we simulated systems containing up to 16 qubits.

For each fragment size we fixed \(t = 1\) and initially ran experiments for \(U = 1, 2, 4\) and 8 with quarter- and half-filling, which correspond to a fermion site occupancy of \(\langle n \rangle = 0.5\) and 1. For each experiment using VQE as the DMET solver we ran a corresponding one using exact diagonalisation to compare the two solvers.

Tables II and III show the ansatz depths required to reach a 1% relative error with the energy per site when using exact diagonalisation as the solver. The calculation of the energy per site at the end of the DMET algorithm is stated in Section II B. The HV-max ansatz requires less depth to reach the same error than HV-min. However, this comes at a cost with the classical optimiser needing extra circuit evaluations. For \(N_{\text{frag}} = 2\), the optimiser took 5-10× more evaluations for the same ansatz depth. For the larger fragment sizes this went up to 10-20× with some extreme cases requiring up to 100× more circuit runs.

Note that the tables do not include fragment size 1 as the depths required to reach 1% error were the same for both the 1D and 2D models and both variants of the HV ansatz. Depth 1 was required for \(U = 1, 2\) and \(U = 4\) with \(\langle n \rangle = 0.5\), and depth 2 for \(U = 4\) with \(\langle n \rangle = 1\) and \(U = 8\). The number of parameters required for the HV-min and -max ansätze were 3 and 4 respectively. Due to its small size, the behaviour of the ansatz as the depth increases was different from the larger fragment sizes. At depth 1, the error was typically on the order of \(10^{-1} - 10^{-3}\) (depending on the value of \(U\) and \(\langle n \rangle\)). This error dropped to \(10^{-6} - 10^{-8}\) for depth 2 and plateaued for the other depths, meaning there is no benefit to going beyond depth 2 for the HV ansatz with \(N_{\text{frag}} = 1\). This is not the case for the other fragment sizes as increasing the depth almost always resulted in a lower error – an example of this can be seen in Figure 3 for a fragment size of 2 × 2.

We found that the depth required increased as \(U\) increased, which is to be expected as the starting state for the HV ansatz is the ground state for the \(U = 0\) embedded Hamiltonian. This can also be seen in Figure 3 for solving the 2D model with a 2 × 2 fragment. The features of these two graphs – that depth required increases as \(U\) increases, that the depth required is higher for half-filling than quarter-filling and that HV-max requires roughly 2-3 fewer layers to get to the same accuracy as HV-min – are representative of all the fragment sizes larger than 1.

The VQE algorithm is a nested optimisation loop providing imperfect solutions to \(H_{\text{emb}}\) within the larger DMET optimisation loop. The fact that the error in the energy per site goes down exponentially with the number of ansatz layers is an encouraging sign that the combination of DMET and VQE is effective.

After running the batch of experiments discussed above, we carried out further experiments to compute physical properties of the Hubbard model. Figure 4 is a plot of energy per site against site occupancy for the 1D model with \(U = 1, 4, 8\) and \(N_{\text{frag}} = 1, 2, 4\). The VQE ansatz used was HV-min and the depths chosen for the graph were those required for each \(U\) at half-filling to reach 1% error (see Table II). The 1D Hubbard model is exactly solvable using the Bethe ansatz [24, 25] and has been plotted as a reference. The lines reproduce the behaviour seen using DMET in the original paper from Knizia and Chan [11].

A plot of double occupancy per site against \(U\) is shown in Figure 5 for the 1D model for quarter- and half-filling and \(N_{\text{frag}} = 1, 2, 4\). In the case of half-filling, the double occupancy curve is not reproduced well even when using

| \(U\) \(\langle n \rangle\) | \(N_{\text{frag}}\) (Min params) | \(N_{\text{frag}}\) (Max params) |
|---|---|---|
| 1 | 0.5 | 1 2 3 1 1 1 2 1 1 1 1 1 1 1 1 |
| 2 | 0.5 | 2 4 2 1 3 5 6 2 2 2 3 3 3 3 3 3 3 3 3 3 |
| 4 | 0.5 | 4 5 5 4 8 >10 3 4 >5 >5 |
| 8 | 0.5 | 5 6 8 1 7 >10 >10 3 5 4 >5 >5 |

**TABLE II.** Depth of the ansatz required to achieve 1% relative error against the ground energy per site, calculated with exact diagonalisation as the DMET solver for the 1D model using the HV ansatz with minimum and maximum number of parameters. The number of parameters is shown in brackets.

| \(U\) \(\langle n \rangle\) | \(N_{\text{frag}}\) (Min params) | \(N_{\text{frag}}\) (Max params) |
|---|---|---|
| 1 | 0.5 | 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 |
| 2 | 0.5 | 2 1 1 2 1 1 1 1 1 1 1 1 1 1 1 |
| 4 | 0.5 | 2 1 2 1 3 2 2 2 |
| 8 | 0.5 | 3 1 4 2 2 3 |

**TABLE III.** Depth of the ansatz required to achieve 1% relative error with the ground energy for the 2D model.
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a fragment size of 4. However, this deficiency is also present when using exact diagonalisation as the single-shot embedding solver, and is not a consequence of using VQE.

We have shown that the VQE algorithm performs well as the solver for DMET when exact values are taken for the expectation values. Using exact values is a good test bed for trying out different ansätze and checking if the algorithm can work in principle, but we also need to con-
FIG. 6. Plot of energy per site for the $U = 4$ 1D Hubbard model solved with fragment sizes 1 and 2 using exact diagonalisation and VQE (with measurements) as the solver. The ansatz circuit is HV-min and the VQE depth is 2 for $N_{\text{frag}} = 1$ and 4 for $N_{\text{frag}} = 2$. 10 points were taken between $\langle n \rangle = 0.1$ and 1. The solid lines show the mean of 10 DMET runs, with the shaded region being the standard deviation.

FIG. 7. Sweeping through the chemical potential for 100 values between $\mu = 0$ and 2. At each value of $\mu$, the embedded Hamiltonian is solved and the DMET function is calculated. The graph shows the $U = 4$ 1D Hubbard model with $\langle n \rangle = 0.5(N_{\text{occ}} = 120)$ and a fragment size of 1. The VQE solver uses depth 2 HV-min as the ansatz circuit. Note that although the DMET function is a straight line here, this is not always the case.

Solving fragment size 1 $H_{\text{emb}}$ with VQE reproduces the exact diagonalisation results with on average 0.5-1.5% relative error. However the fragment size 2 VQE curve has a larger relative error of around 2-5%. The fidelities$^4$ of the ground states output from SPSA with the ground state of $H_{\text{emb}}$ were typically above 0.999 for $N_{\text{frag}} = 1$ and around 0.985-0.995 for $N_{\text{frag}} = 2$. It is likely that by changing the SPSA meta-parameters or by using a different optimisation method, the fidelity for fragment size 2 could be increased.

In addition to the problem of whether the optimisation method chosen for VQE will converge, we must also consider whether the root-finding technique used to find $\mu$ will be able to handle the extra statistical noise. Figure 7 demonstrates what happens to the DMET function (see Appendix A) when using VQE with sampling as the solver.

Despite the secant method having to deal with a noisier function, we found that in practice it still performed well most of the time and usually converged in less than 10 iterations. As a test for this we bypassed the secant method by solving $H_{\text{emb}}$ with the optimal value of $\mu$ using SPSA and found that the plot of the energy per site was similar to Figure 6.

Occasionally we found that the secant method became unstable and did not converge. This happened quite rarely (for example for one filling and one run out of the

$^4$ The fidelity of two quantum states $|\phi\rangle$ and $|\psi\rangle$ is defined to be $F = |\langle \phi | \psi \rangle|^2$. 

consider the more practical aspects of quantum computers such as measurements and noise. Here we run more experiments but include sampling from the quantum computer in the simulation. We do not consider any type of noise, hence our simulations represent an ideal quantum computer.

Repeated measurement of states were simulated by storing the probability amplitudes of the state vector and then sampling from that discrete distribution. We picked a few representative simulations to re-run and used the simultaneous perturbation stochastic approximation (SPSA) optimisation algorithm [36, 37] in place of L-BFGS. SPSA is a form of stochastic gradient descent where a gradient is taken in one random direction (instead of all directions); it is designed to be robust to noise and require fewer function evaluations. SPSA has been shown to be effective with VQE [20, 38] and has been used in experiments on quantum hardware [39-41].

We picked the $U = 4$ 1D Hubbard model and ran the HV-min ansatz up to a fragment size of 2 with a range of fillings. The SPSA meta-parameters [36] were set to be $\alpha = 0.602, \gamma = 0.101$ (the theoretically optimal values [37]); $c = 0.2$ (from [20]); and $a = 2, A = 10$ (to allow for fast convergence). Each term in the expectation $\langle H_{\text{emb}} \rangle$ was estimated using $10^4$ samples and the final state at the end of the SPSA algorithm with $10^5$ samples. The maximum number of SPSA iterations was set to be 2,000 for $N_{\text{frag}} = 1$ and 10,000 for $N_{\text{frag}} = 2$. As before we use the secant method to find $\mu$ in the DMET optimisation loop but loosen the termination criteria to stop if within 0.5 of the root.

Figure 6 is a plot of the energy per site against site occupancy when using VQE with sampling as the DMET solver.
10 runs) and so we re-ran the simulations where this occurred. When running on quantum hardware this could be dealt with by monitoring which values of $\mu$ the secant method picks or by averaging multiple runs of SPSA for a certain $\mu$. Other possibilities include combining the secant method with a curve fitting technique so that all of the known information about the DMET function can be effectively used, or squaring the function and using a gradient descent algorithm to find the minimum.

V. CONCLUSION

We have carried out a detailed study into how single-shot DMET could be used to solve the Hubbard model on a quantum computer with VQE. We have used the form of the embedded Hamiltonian to construct efficient swap networks for implementing the HV ansatz, and measurement schemes for estimating expectation values. These constructions have assumed that we are using the Jordan-Wigner encoding and the architecture of the quantum device is fully-connected.

We also conducted numerical simulations up to a fragment size of 4 (16 qubits) using exact expectation values from the VQE, and up to fragment size 2 (8 qubits) involving measurements. These are the largest simulations done to date for the combination of DMET and VQE. The VQE algorithm is a nested optimisation loop providing imperfect solutions to the embedded Hamiltonian within the larger DMET optimisation loop. There is a lot of scope for errors to propagate throughout the algorithm, but despite this the simulations showed that DMET with VQE was effective. The errors on the observables were shown to decrease exponentially with the depth of the ansatz, meaning that it is possible to use a lower depth ansatz if a high accuracy is not required.

DMET is an embedding method which can be used to drastically reduce the number of qubits required to find the ground state properties of a given Hamiltonian. However, in the case of the Hubbard model, applying the embedding procedure leads to an embedded Hamiltonian with a higher complexity than the original one.

This suggests that DMET may be most appropriate in the regime where quantum hardware has a low number of qubits that are relatively noise free, allowing circuits of high depth to be implemented. Complicated molecules can require thousands of qubits to simulate; by using DMET the qubit count could be greatly reduced and using a quantum computer could allow access to larger fragment sizes than is currently possible. There have already been several small-scale demonstrations of DMET on quantum hardware [15, 16] but more research is needed into the effect of measurements and noise on the DMET algorithm.

Data are available at the University of Bristol data repository, data.bris [42].
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Appendix A: The single-shot embedding algorithm

Here we lay out the steps of the single-shot embedding algorithm given in Section II A in greater detail. The algorithm presented here is from [22] where the steps of a general DMET calculation are also explained. Recall that we are reducing the problem of solving an $N$ site Hubbard model occupied by $N_{\text{occ}}$ fermions to an embedded problem with $N_{\text{frag}}$ sites in the fragment.

1. Calculate the ground state of the approximating mean-field Hamiltonian

The simplest form the mean-field Hamiltonian can take is the one-particle (quadratic) part of $H_{\text{hub}}$.

$$H_{\text{MF}} = T = -t \sum_{(i,j),\sigma} a_i^{\dagger} a_j \sigma.$$

Note that $H_{\text{MF}}$ could be chosen to be different from $T$, which would lead to a different embedded Hamiltonian. We must find the 1-RDM of the ground state of $H_{\text{MF}}$. The 1-RDM expresses the relationship between the behaviour of an electron at two different sites and the diagonal contains electron densities. For a state $|\psi\rangle$ it is defined to be

$$\rho(|\psi\rangle)_{ij} = \langle \psi | a_i^{\dagger} a_j | \psi \rangle.$$

$H_{\text{MF}}$ is a quadratic Hamiltonian which can be solved efficiently and its ground state is a Slater determinant. This ground state can be found by taking the matrix $C$ of coefficients of $H_{\text{MF}}$. Restricting to one spin type since in this case both spins are identical, $C$ is an $N \times N$ matrix with the $(i,j)^{th}$ element being the coefficient of $a_i^{\dagger} a_j^{\dagger}$ in the Hamiltonian. Without loss of generality we assume that the orbitals have been ordered such that the environment sites follow the fragment sites.

We then diagonalise $C$ and put the eigenvectors corresponding to the lowest $N_{\text{occ}}/2$ eigenvalues (recall that half of the electrons are spin up) into an
Construct the projector from the mean-field ground state

2. Construct the projector from the mean-field ground state

The 1-RDM of the ground state is used to construct the projector that will reduce the environment orbitals to the bath orbitals. Delete the first \( N_{\text{env}} \times N_{\text{env}} \) sub-matrix (where \( N_{\text{env}} = N - N_{\text{frag}} \)) representing the environment orbitals. Diagonalising this sub-matrix leads to 3 different scenarios:

- Eigenvalues of 0 correspond to unoccupied environment orbitals.
- Eigenvalues of 1 correspond to occupied environment orbitals. Counting these tells us the occupation number of the embedded Hamiltonian we will need to solve in step 4. If there are \( m \) of these then the embedded occupation number including both spin types is \( N_{\text{emb}} = N_{\text{occ}} - 2m \).
- Eigenvalues between 0 and 1 have overlap on the environment and the fragment. There will be \( N_{\text{frag}} \) of these and we will write the eigenvectors associated to them as \( v_i \).

The eigenvectors associated to eigenvalues of 0 and 1 are discarded and the rest are used to define the projector

\[
P = \begin{pmatrix}
  I & 0 \\
  0 & v_1 \ldots v_{N_{\text{frag}}} 
\end{pmatrix},
\]

where \( I \) is the identity matrix of size \( N_{\text{frag}} \times N_{\text{frag}} \). Note that this procedure outlined in steps 1 and 2 is equivalent to finding the Schmidt decomposition of \( |\Phi\rangle \) to calculate the projector [22].

3. Construct the embedded Hamiltonian from the projector

The embedded Hamiltonian is constructed using the non-interacting bath formulation [22] where only the quadratic part of \( H_{\text{hub}} \) is projected and higher order terms are only added back to the fragment. This is a simpler construction than projecting the full Hamiltonian \( H_{\text{hub}} \) which can lead to more complicated interaction terms.

The projection of the quadratic part \( T \) of \( H_{\text{hub}} \) into the embedded basis is obtained as follows. Write \( T = T^\dagger + T^\ddagger \) and interpret each term as a matrix of coefficients \( K^\dagger \) and \( K^\ddagger \), similarly to \( C \) in step 1. Now project the matrices of coefficients into the embedded basis to obtain

\[
K^\sigma_{\text{emb}} = P^\dagger K^\sigma P, \quad \sigma \in \{\uparrow, \downarrow\}.
\]

The \( K^\sigma_{\text{emb}} \) can then be re-interpreted as Hamiltonians \( T^\sigma_{\text{emb}} \), which can be added up to obtain \( T_{\text{emb}} \).

Moving onto the two-particle interaction term in the embedded Hamiltonian, this is simply set to be the terms in \( W \) that act only on the fragment,

\[
W_{\text{emb}} = U \sum_{i \in \text{frag}} n_{i\uparrow} n_{i\downarrow}.
\]

Finally, a chemical potential term \( \mu \) that governs the number of electrons in the fragment is also added to the embedded Hamiltonian. This is the only parameter that is determined self-consistently in this variant of DMET and makes the embedded Hamiltonian

\[
H_{\text{emb}} = T_{\text{emb}} + W_{\text{emb}} - \mu \sum_{i \in \text{frag}, \sigma} n_{i\sigma}.
\]

4. Solve the embedded problem

\( H_{\text{emb}} \) is a Hamiltonian on \( 4N_{\text{frag}} \) orbitals (\( 2N_{\text{frag}} \) for each spin’s fragment and bath sites). The ground state \( |\Phi_{\text{emb}}\rangle \) of \( H_{\text{emb}} \) occupied by \( N_{\text{emb}} \) electrons can be found using methods such as exact diagonalisation, DMRG, or VQE.

5. Adjust the chemical potential until there are the correct number of particles in the fragment

Repeat from step 3, adjusting \( \mu \) until the fraction of occupied orbitals in the fragment matches the site occupancy of \( H_{\text{hub}} \). Since \( \mu \) is only one parameter, it can be fitted by finding roots of \( f(\mu) = 0 \) where

\[
f(\mu) = \frac{N}{N_{\text{frag}}} \sum_{i \in \text{frag}, \sigma} \langle \Phi_{\text{emb}} | n_{i\sigma} | \Phi_{\text{emb}} \rangle - N_{\text{occ}}.
\]

In the paper we refer to this as the DMET function. \( f(\mu) \) is equal to the number of electrons in the fragment scaled up to fill the large model, minus the number of electrons in the Hubbard model to be solved for.

In a general DMET calculation the system can be split into multiple disjoint fragments, with the bath for each fragment constructed from the union of the other fragments. Consistency then has to be enforced between all the separate fragment-bath systems [12, 22]. We do not need to consider this as the Hubbard model is translationally invariant. This makes the use of multiple fragments redundant as they would all have the same properties.

We conclude this appendix with a demonstration of the effectiveness of single-shot embedding for the Hubbard model. In Figure 8 we estimate the energy per site
for the infinite 1D Hubbard model using single-shot embedding with fragment sizes of 1 and 4 (4 and 16 qubits), and exact diagonalisation for small Hubbard models of 6 and 10 sites (12 and 20 qubits) with periodic boundary conditions. On a small quantum computer it may be preferable to run DMET as it can achieve a high accuracy with a small number of sites. It is also possible to input any fraction for $\langle n \rangle$ with DMET, whereas with small models the site occupancy will be restricted to values for which there are a whole number of electrons.

Appendix B: Calculating the 1-RDM of a Slater determinant

In this appendix we will show that the 1-RDM $\rho$ of a Slater determinant is $\rho = \Phi \Phi^\dagger$, where $\Phi$ is the matrix representation of a Slater determinant (each column is an occupied orbital written as a linear combination of the original orbitals).

Let $N$ be the number of spin-orbitals in a system, $M$ of which are occupied by fermions. An arbitrary Slater determinant $|\Psi\rangle$ can be written as

$$|\Psi\rangle = \prod_{\mu=1}^{M} c_{\mu}^{\dagger} |\text{vac}\rangle, \quad (B1)$$

where $\{c_{\mu}^{\dagger}\}_{\mu=1}^{M}$ are the occupied orbitals and $|\text{vac}\rangle$ is the vacuum state. The occupied orbitals can be written in terms of the original spin-orbitals $\{a_{k}^{\dagger}\}_{k=1}^{N}$.

$$c_{\mu}^{\dagger} = \sum_{k=1}^{N} a_{k}^{\dagger} \Phi_{k\mu}, \quad (B2)$$

for $\mu = 1, \ldots, M$, where $\Phi$ is an $N \times M$ matrix of coefficients writing the occupied orbitals in terms of the original orbitals [22]. The $\{a_{k}^{\dagger}\}$ form a basis for the system, but the $\{c_{\mu}^{\dagger}\}$ may not since there are only $M \leq N$ of them. However, they can be expanded to form a basis by adding in $N - M$ more linearly independent $c_{\mu}^{\dagger}$ so that equation (B2) now applies for $\mu = 1, \ldots, N$. A consequence of this is that the original orbitals can now be written in terms of the occupied orbitals as

$$a_{k}^{\dagger} = \sum_{\mu=1}^{N} c_{\mu}^{\dagger} \Phi_{\mu k} \quad \text{and} \quad a_{k} = \sum_{\mu=1}^{N} c_{\mu} \Phi_{k\mu}, \quad (B3)$$

Now calculating the 1-RDM becomes

$$\rho_{ij} = \langle \Psi | a_{i}^{\dagger} a_{j} | \Psi \rangle$$

$$= \langle \Psi | \left( \sum_{\mu=1}^{N} c_{\mu}^{\dagger} \Phi_{ij}^\dagger \right) \left( \sum_{\nu=1}^{N} c_{\nu} \Phi_{ij} \right) | \Psi \rangle$$

$$= \sum_{\mu\nu} \Phi_{i\mu}^\dagger \Phi_{j\nu} \langle \Psi | c_{\mu}^{\dagger} c_{\nu} | \Psi \rangle$$

$$= \sum_{\mu\nu} \Phi_{i\mu}^\dagger \Phi_{j\nu} = \Phi \Phi^\dagger, \quad \text{since}$$

$$\langle \Psi | c_{\mu}^{\dagger} c_{\nu} | \Psi \rangle = \begin{cases} 1, & \text{if } \mu = \nu \text{ and } \mu = 1, \ldots, M \\ 0, & \text{otherwise} \end{cases} \quad (B4)$$

from the definition of the Slater determinant in equation (B1).

Appendix C: Deriving the form of the embedded Hamiltonian

In this Appendix we present a derivation for why the embedded Hamiltonian takes the form that it does when solving the 1D Hubbard model. In particular, we will explain why the bath hopping terms split into two groups where in the first group all the even numbered sites interact with each other, and in the second group odd sites interact. We will show that this occurs using periodic boundary conditions when $N_{\text{occ}}/2$ is odd, or with anti-periodic boundary conditions when $N_{\text{occ}}/2$ is even. We also briefly discuss the form of $H_{\text{emb}}$ for the 2D model and the conditions under which the bath sites split into four groups.

1. 1D Hubbard model

We will be following through the first 3 steps of the single-shot embedding algorithm from Appendix A. The first step requires us to find the 1-RDM $\rho$ of the ground state of $T$ which is done by considering $K^{\dagger}$, the $N \times N$ coefficient matrix restricted to one spin type. For simplicity of notation, we will refer to this matrix as $T$ for
the rest of this appendix. We will also take $t = 1$ in $T$ and let $M = N_{\text{occ}}/2$.

Let $\Phi = (v_0, v_1, \ldots, v_{M-1})$ where $v_i$ are the eigenvectors of $T$ associated to the lowest $M$ eigenvalues. The 1-RDM can be written as

$$\rho = \Phi \Phi^\dagger = \sum_{i=0}^{M-1} v_i v_i^\dagger = \sum_{\lambda} P_{\lambda}, \quad (C1)$$

where the $P_{\lambda}$ group together the $v_i v_i^\dagger$ where $v_i$ share the same eigenvalue $\lambda$. If the $v_i$ contained in $P_{\lambda}$ spans the full eigenspace, then $P_{\lambda}$ is a projector onto the full eigenspace of $\lambda$.

Let us first consider the case where $T$ is periodic, i.e. $T_{i,i+1} = T_{i+1,i} = T_{0,N-1} = T_{N-1,0} = -1$ for $i = 0, \ldots, N - 2$ and $T_{ij} = 0$ otherwise. $T$ is a circulant matrix which therefore commutes with the cyclic permutation matrix $S$ given by $S_{i+1,i} = S_{0,N-1} = 1$ for $i = 0, \ldots, N - 2$ and $S_{ij} = 0$ otherwise. Commuting matrices preserve each other’s eigenspaces and in particular commute with the projectors onto each other’s eigenspaces. This means that $S$ commutes with $P_{\lambda}$, and therefore $\rho$, provided that the $P_{\lambda}$ project onto whole eigenspaces.

Whether the $P_{\lambda}$ project onto whole eigenspaces depends on $M$ if there are eigenvalues with multiplicities greater than 1. To determine this we need to find the eigenvalues of $T$, which turns out to be a simple task since the eigenvalues/vectors of circulant matrices are well known [43]. The eigenvalues of $T$ are given by $\lambda_j = -2 \cos(2\pi j/N)$ for $j = 0, \ldots, N - 1$. There is one eigenvalue of -2 and one of 2 (if $N$ is even), and the rest all come in pairs. As a consequence $M$ must be odd for the eigenvector pairs to be included in $\Phi$.

If $M$ is odd, $\rho$ commutes with $S$. A matrix is circulant if and only if it commutes with $S$ [43], therefore $\rho$ is also circulant. It is also trivial to show that it is symmetric from $\Phi \Phi^\dagger$. These two properties of the 1-RDM will be used when working through step 2 of the DMET algorithm, but before proceeding we can perform a similar analysis to find the structure of $\rho$ in the anti-periodic case.

Let $T'$ be the matrix associated to the anti-periodic model, i.e. $T_{i,i+1} = T'_{i+1,i} = -1$ for $i = 0, \ldots, N - 2$, $T'_{0,N-1} = T'_{N-1,0} = 1$ and $T'_{ij} = 0$ otherwise. $T'$ is almost circulant but a minus sign is introduced when an element wraps back to the first column of the matrix. We will refer to this as an almost-circulant matrix. $T'$ commutes with $S'$ where $S'_{i+1,i} = 1$ for $i = 0, \ldots, N - 2$, $S'_{0,N-1} = -1$ and $S'_{ij} = 0$ otherwise.

Following a similar argument to before, $S'$ will commute with $\rho$ if the $P_{\lambda}$ project onto whole eigenspaces. The eigenvalues of $T'$ can be shown to be $\lambda'_j = -2 \cos((2j + 1)\pi/N)$ for $j = 0, \ldots, N - 1$, which come in pairs. Therefore $M$ must be even for $\rho$ to commute with $S'$.

We must now determine what the structure of $\rho$ is using the fact that it commutes with $S'$. If we have $\rho = S'^T \rho S'$ then we can match the right and left hand sides to get $\rho_{i,j} = \rho_{i,j+1}, \rho_{N-1,i} = -\rho_{0,i+1}, \rho_{i,N-1} = -\rho_{i+1,0}$ and $\rho_{0,N-1} = \rho_{0,0}$ for $i,j = 0, \ldots, N - 2$. This implies that $\rho$ is almost-circulant.

We have now shown that when (anti-)periodic boundary conditions are combined with $N_{\text{occ}}/2$ (even) odd, then the 1-RDM is (almost-)circulant and symmetric. These matrices have another property, that they are both Toeplitz. This follows from the (almost-)circulant property, but some intuition for this is that the Hubbard model is translationally invariant, therefore its 1-RDM should depend only on the distance between sites. Symmetric Toeplitz matrices are well studied and have nice properties that will allow us to find the form of the projector in step 2 of the DMET algorithm.

To calculate the projector $P$ onto the embedded basis, we take the submatrix $\rho_E$ of $\rho$ that corresponds to the environment and calculate its eigenvalues/vectors. $\rho_E$ has $N_{\text{frag}}$ eigenvalues between 0 and 1 and the rest are either exactly 0 or 1 [22]. Since $\rho_E$ is symmetric Toeplitz, its eigenvectors will split as evenly as possible into symmetric and skew-symmetric. This equal split of eigenvectors applies to the eigenspaces as well [44]. Therefore the eigenspaces associated to the eigenvalues of 0 and 1 will split as evenly as possible into symmetric and skew-symmetric, leaving an equal split of eigenvectors for the eigenvalues between 0 and 1 as well. This means that when the eigenvectors corresponding to the eigenvalues between 0 and 1 are placed in $P$ according to equation (A4), half of them will be symmetric and half skew-symmetric.

We can now move onto step 3 of the single-shot embedding algorithm and project $T$ using $P$ to obtain

$$T'_{\text{emb}} = P^T T P = \begin{pmatrix} I & 0 \\ 0 & V^T \end{pmatrix} \begin{pmatrix} A_F & B \\ B^T & A_E \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & V \end{pmatrix} = \begin{pmatrix} A_F & BV \\ (BV)^T & V^T A_E V \end{pmatrix}, \quad (C2)$$

where the definitions of the submatrices are as follows. $I$ is the identity matrix of size $N_{\text{env}}$ and 0 is the matrix of zeros. $V$ is the matrix of eigenvectors of $\rho_E$ that were placed in $P$, it is of size $N_{\text{env}} \times N_{\text{frag}}$ and since $\rho_E$ is symmetric, $V$ is real. $A_F/E$ are the matrices with −1s on the off-diagonal and are of size $N_{\text{env}} \times N_{\text{frag}}$ and $N_{\text{env}} \times N_{\text{env}}$ respectively. $B$ has a −1 in the bottom-left corner and ±1 in the top-right (depending on which boundary conditions are used for $T$).

It can be seen from equation (C2) that $A_F$ defines the fragment-only interactions, $BV$ the fragment-bath and $V^T A_E V$ the bath-only interactions. The hopping terms on the fragment have been preserved and are nearest-neighbour. Due to the structure of $B$, $BV$ has zeros

---

5 Let $J$ be the $N \times N$ matrix $J_{ij} = \delta_{i,N-1-j}$. A vector $v$ is symmetric if $Jv = v$ and skew-symmetric if $Jv = -v$. 
everywhere except the top and bottom row. This means that the fragment sites on the ends of the fragment interacting with every bath site.

Finally, we turn to the bath-only interactions. $A_E$ preserves the space of symmetric and skew-symmetric vectors, therefore the columns of $A_EV$ are all symmetric or skew-symmetric. When the matrix multiplication $V^T A_E V$ is done, the symmetric rows of $V^T$ will cancel with the skew-symmetric columns of $A_EV$ (and vice-versa), leading to zeroes in the bath part of $T_{emb}$. This corresponds to the bath sites splitting into two equal sized groups, where inside each group all of the sites share hopping terms. If we did not know that $V$ contained symmetric and skew-symmetric eigenvectors then we could not show that the bath-only hopping terms have this structure, and $V^T A_E V$ could be completely dense.

We have observed in practice that the eigenvectors in $V$ are ordered according to their eigenvalues, they alternate symmetric and skew-symmetric. This is where the split into even and odd bath sites comes in. This property is called interleaving and in general is hard to prove. For our purposes, it is sufficient to show the split into equally sized groups for our purpose.

This analysis can be applied to any mean-field Hamiltonian that has a matrix of coefficients that is circulant or almost-circulant. The multiplicities of the eigenvalues of the Hamiltonian could lead to different restrictions on $N_{occ}$. In addition, the types of fragment-bath interactions that occur could be different, as this will depend on the form of $B$. For example, for the Hubbard model with next-nearest neighbour interactions, the two fragment sites closest to each end will interact with all of the bath sites.

## 2. 2D Hubbard model

Let $T_n$ be the coefficient matrix of hopping terms for the $n$ site 1D Hubbard model with (anti-)periodic boundary conditions. The hopping matrix $T$ for the 2D $n \times m$ model is $T = T_n \otimes I_m + I_n \otimes T_m$, where $I_n$ is the identity matrix of size $n$. If the eigenvalues of $T_n$ are given by $\lambda_{ni}$ and the eigenvectors by $v_{ni}$, then the eigenvalues of $T$ are $\lambda_{ij} = \lambda_{ni} + \lambda_{mj}$ and the eigenvectors $v_{ij} = v_{ni} \otimes v_{mj}$.

Taking periodic boundary conditions as an example, it is clear to see that $T$ commutes with $S_n \otimes S_m$ where $S_n$ is the cyclic permutation matrix of size $n \times n$. Similar to the 1D case, we find that if whole eigenspaces are included in $\Phi$ then the 1-RDM also commutes with $S_n \otimes S_m$ and it turns out to be block circulant with circulant blocks (with the block sizes depending on $n$ and $m$).

However, this structure does not remain in the submatrix $\rho_E$, making an analysis like the previous one very difficult. We observed that when the fragment shape is 1D, the bath sites split into odd and even groups. When the shape of the fragment is 2D, the bath sites split into four roughly equal groups and the grouping of terms changes with different input parameters to the model. These splits only happen when full eigenspaces are included in $\Phi$. Since the multiplicities of the eigenvalues $\lambda_{ij}$ depend on $n$ and $m$, so do the allowed values of $N_{occ}$.

### Appendix D: Swap network for the 2D model

When $H_{hub}$ is 2D but the shape of the fragment is 1D, recall from Section II C that the structure of $H_{emb}$ is similar to that of the 1D model except now all of the fragment sites interact with all of the bath sites. $2N_{frag} - 1$ layers of two-qubit gates are required to implement all the necessary hopping terms. Consider two sets $A$ and $B$ of $N_A$ and $N_B$ qubits. If every qubit in set $A$ has a hopping term with every qubit in $B$ and the Jordan-Wigner ordering has all the qubits in $A$ followed by $B$, then $N_A + N_B - 1$ layers of FSWAP gates are required to do all the interactions by swapping the qubits in $A$ through $B$. Therefore all the fragment-bath interactions for one spin type can be done in $2N_{frag} - 1$ layers and it can be shown that the fragment- and bath-only hopping terms can fit within these layers.

The more complicated case is when the shape of the fragment is also 2D. As before, there are nearest neighbour hopping terms in the fragment and each of the fragment sites on the edge interacts with all of the bath sites. However the bath-only hopping sites are split into four groups, rather than two.

Let us take the fragment size to be $N_{frag} = N_x \times N_y$ and assume that $N_x \leq N_y$. The fragment sites will be ordered with the “snake” ordering [20, 31, 33] and will be followed by the bath sites placed in their four groups. All of the spin up sites will be followed by all spin down, but we restrict our analysis of the swap network to one spin type as before. We could use a different ordering, but this has the advantage of simplicity and enables us to use an efficient swap network for the fragment [20].

The general structure of the swap network is as follows. The bath sites will be swapped through the fragment sites (where the bath sites come across a fragment edge site a combined FSWAP and hopping gate will be done, otherwise just an FSWAP) and simultaneously fragment edge sites will be moved along the snake towards the incoming bath sites. During this, the nearest neighbour hopping terms will be implemented using an efficient swap network designed for the Hubbard model [20]. The four sets of bath site hopping terms will be implemented using the full swap network [19].

To determine the complexity of the circuit, we must consider the different components that make up the network separately. The fragment hopping terms (nearest neighbour horizontal and vertical) can be completed in $2N_x$ or $2N_x + 1$ layers of two-qubit gates for $N_x$ even or odd respectively [20]. If the four groups of bath sites are of size $N_i \approx N_{frag}/4$ for $i = 1, 2, 3, 4$ then each of their individual swap networks can complete in $N_i$ layers [19]. Finally, if all the $N_E$ fragment edge sites where
\(N_E = 2(N_x + N_y - 2)\) are placed next to the \(N_{\text{frag}}\) bath sites then \(N_{\text{frag}} + N_E - 1\) layers of two-qubit gates are required to carry out all the fragment-bath interactions.

We now combine these three different swap networks together in as few layers as possible. Since the fragment-bath interactions will require the most layers, let us first consider how many will be required when the fragment starts in the snake ordering. For \(N_x \leq 4\), it is possible to use FSWAPs to move the middle fragment sites away in time so that they never come into contact with the bath sites, as can be seen in Figure 9a. In this case all the fragment-bath interactions can be done in the minimum \(N_{\text{frag}} + N_E - 1\) layers of two-qubit gates.

For \(N_x > 4\), the pattern that the fragment sites settle into is: edge, middle, edge, \(N_x - 3\) middle sites, repeated. When a bath site comes across this set of \(N_x - 3\) middle sites, it is not possible to swap them away in time – see Figure 9b. Every time this occurs an extra \([(N_x - 4)/2]\) layers of FSWAPs is done to bring the bath site to the next fragment edge site. This happens \(N_y - 4\) times during the entire swap network since the row of all fragment edge sites at the beginning and end of the fragment creates a buffer of edge sites. This leads to \((N_y - 4) [(N_x - 4)/2]\) extra layers of two-qubit gates, as compared to the \(N_x \leq 4\) case.

The next thing to check is whether the bath- and fragment-only interactions can fit within these layers, or if more will be required. Since \(N_i \approx N_{\text{frag}}/4\), three of the bath swap networks can complete before they interact with the fragment sites, and the final one after its associated bath sites have passed through the fragment.

This leaves the fragment hopping terms which require \(2N_x\) layers to complete (taking \(N_x\) to be even for this argument). In this time the bath sites can interact with all the sites in the first two rows of the fragment, which means that all the horizontal and vertical hopping terms for the third row of the fragment onwards can be implemented before they come into contact with bath sites. However, the vertical hopping terms between the first and second rows of the fragment will need to be carried out after they have swapped through the bath sites, requiring an extra \(N_x - 2\) middle fragment sites to pass through all of the bath sites. This adds \(N_x - 2\) layers to the swap network\(^6\), making the final count of layers

\[
L = N_{\text{frag}} + N_E + N_x - 3
\]

for \(N_x \leq 4\), and

\[
L + (N_y - 4) \left\lfloor \frac{N_x - 4}{2} \right\rfloor
\]

for \(N_x > 4\).

At the next ansatz depth the swap network described here is reversed, allowing us to get the same circuit complexity at every depth.

**Appendix E: Generic measurement schemes for hopping terms**

In this appendix we describe two generic schemes for measuring hopping terms based on the measurement of non-crossing pairs described in Section III.B.

We first discuss how to measure hopping terms between every pair of qubits for an arbitrary number of qubits \(n\) in \(n\) preparations of the circuit. The idea is to produce a sequence of measurement rounds where each round contains at most two “rainbows”. A rainbow between qubits \(i\) and \(j\) consists of the pairs

\[(i, j), (i + 1, j - 1), \ldots, ((i + j - 1)/2, (i + j + 1)/2)\]

when \(j - i\) is odd, and the pairs

\[(i, j), (i + 1, j - 1), \ldots, ((i + j - 2)/2 - 1, (i + j)/2 + 1)\]

when \(j - i\) is even, corresponding to all non-crossing pairs between \(i\) and \(j\) centred at \((i + j)/2\). Then the \(k\)th round contains rainbows between qubits \(1\) and \(k - 1\), and between qubits \(k\) and \(n\) (where we do not include rainbows which have one end below qubit 1 or above qubit \(n\)). Each pair of qubits is then included in exactly one rainbow centred at their midpoint. This is illustrated for \(n = 6\) in Figure 10a.

\(^6\) Despite the fragment swap network for \(N_x\) odd requiring an extra layer, this does not translate into an extra layer for the 2D embedded swap network. This is because the Jordan-Wigner snake ordering can be chosen such that the vertical hopping term that requires this extra layer is between the first two rows.
We remark that Hamamura and Imamichi [32] have developed a related procedure based on a heuristic algorithm that chooses pairs of qubits to measure in the Bell basis, in order to estimate the energy with respect to terms in an arbitrary Hamiltonian described by Pauli matrices. Many other techniques for reducing the number of measurement rounds required in VQE are known; see [6] for a review.

We now turn to the situation where there are two sets $A$ and $B$ of $N_A \leq N_B$ qubits where every qubit in set $A$ shares a hopping term with every qubit in set $B$. Assuming the Jordan-Wigner ordering places $A$ before $B$, then all the hopping terms can be measured in $N_A + N_B - 1$ circuit preparations, saving one depth compared to the previous case. The measurement of the fragment-bath hopping terms is covered by this scenario.

At the first circuit preparation we measure all of the qubits in $A$ with the furthest $N_A$ qubits in $B$. At subsequent preparations we make our way down through the qubits in $B$ until the first qubit in $A$ has been measured with the first qubit in $B$. This requires $N_B$ circuit preparations. For the remaining $N_A - 1$ preparations, we switch and measure the last qubits in $B$ with the furthest possible qubits in $A$ (that have not already been measured). This is shown in Figure 10b for $N_A = N_B = 3$.

We now turn to the situation where there are two sets $A$ and $B$ of $N_A \leq N_B$ qubits where every qubit in set $A$ shares a hopping term with every qubit in set $B$. Assuming the Jordan-Wigner ordering places $A$ before $B$, then all the hopping terms can be measured in $N_A + N_B - 1$ circuit preparations, saving one depth compared to the previous case. The measurement of the fragment-bath hopping terms is covered by this scenario.

At the first circuit preparation we measure all of the qubits in $A$ with the furthest $N_A$ qubits in $B$. At subsequent preparations we make our way down through the qubits in $B$ until the first qubit in $A$ has been measured with the first qubit in $B$. This requires $N_B$ circuit preparations. For the remaining $N_A - 1$ preparations, we switch and measure the last qubits in $B$ with the furthest possible qubits in $A$ (that have not already been measured). This is shown in Figure 10b for $N_A = N_B = 3$. 

---

[1] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. Johnson, M. Kieferová, I. D. Kivlichan, T. Menke, B. Peropadre, N. P. D. Sawaya, S. Sim, L. Veis, and A. Aspuru-Guzik. Quantum chemistry in the age of quantum computing. Chemical Reviews, 119(19):10856–10915, 2019.
[2] S. McArdle, S. Endo, A. Aspuru-Guzik, S. C. Benjamin, and X. Yuan. Quantum computational chemistry. Reviews of Modern Physics, 92(1), 2020.
[3] J. Preskill. Quantum computing in the NISQ era and beyond. Quantum, 2:79, 2018.
[4] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-Guzik. The theory of variational hybrid quantum-classical algorithms. New Journal of Physics, 18(2):023023, 2016.
[5] M. Cerezo, A. Arrasmith, R. Babbush, S. C. Benjamin, S. Endo, K. Fujii, J. R. McClean, K. Mitarai, X. Yuan, L. Cincio, and P. J. Coles. Variational Quantum Algorithms, 2020. arXiv:2012.09265.
[6] K. Bharti, A. Cervera-Lierta, T. H. Kyaw, T. Haug, S. Alperin-Lea, A. Anand, M. Degroote, H. Heimonen, J. S. Kottmann, T. Menke, W.-K. Mok, S. Sim, L.-C. Kwek, and A. Aspuru-Guzik. Noisy intermediate-scale quantum (NISQ) algorithms, 2021. arXiv:2101.08448.
[7] H. Ma, M. Govoni, and G. Galli. Quantum simulations of materials on near-term quantum computers. npj Computational Materials, 6(1), 2020.
[8] I. Rungger, N. Fitzpatrick, H. Chen, C. H. Alderete, H. Apel, A. Cowtan, A. Patterson, D. M. Ramo, Y. Zhu, N. H. Nguyen, E. Grant, S. Chretien, L. Wossnig, N. M. Linke, and R. Duncan. Dynamical mean field theory algorithm and experiment on quantum computers, 2019. arXiv:1910.04735.
[9] N. Sheng, C. Vorwerk, M. Govoni, and G. Galli. Quantum simulations of material properties on quantum computers, 2021. arXiv:2105.04736.
[10] B. Bauer, D. Wecker, A. J. Millis, M. B. Hastings, and M. Troyer. Hybrid quantum-classical approach to correlated materials. Physical Review X, 6(3), 2016.
[11] G. Knizia and G. K.-L. Chan. Density Matrix Embedding: A Simple Alternative to Dynamical Mean-Field Theory. Physical Review Letters, 109(18), 2012.
[12] G. Knizia and G. K.-L. Chan. Density matrix embedding: A strong-coupling quantum embedding theory. Journal of Chemical Theory and Computation, 9(3):1428–1432, 2013.
[13] N. C. Rubin. A hybrid classical/quantum approach for large-scale studies of quantum systems with density matrix embedding theory, 2016. arXiv:1610.06910.
[14] T. Yamazaki, S. Matsuura, A. Narimani, A. Saidmuradov, and A. Zaribašyan. Towards the Practical Ap-
[15] Y. Kawashima, M. P. Coons, Y. Nam, E. Lloyd, S. Matsuura, A. J. Garza, S. Johri, L. Huntingdon, V. Senicourt, A. O. Maksynov, J. H. V. Nguyen, J. Kim, N. Alidoust, A. Zarifiayan, and T. Yamazaki. Efficient and Accurate Electronic Structure Simulation Demonstrated on a Trapped-Ion Quantum Computer, 2021. arXiv:2102.07045.

[16] J. Tilly, P. V. Sriluckshmy, A. Patel, E. Fontana, I. Rungger, E. Grant, R. Anderson, J. Tennyson, and G. H. Booth. Reduced Density Matrix Sampling: Self-consistent Embedding and Multiscale Electronic Structure on Current Generation Quantum Computers, 2021. arXiv:2104.05531.

[17] J. Hubbard. Electron correlations in narrow energy bands. Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences, 276(1365):238–257, 1963.

[18] Editorial. The hubbard model at half a century. Nature Physics, 9(9):523–523, 2013.

[19] I. D. Kivelchian, J. Mc Clean, N. Wiebe, C. Gidney, A. Aspuru-Guzik, G. K.-L. Chan, and R. Babbush. Quantum Simulation of Electronic Structure with Linear Depth and Connectivity. Physical Review Letters, 120(11), 2018.

[20] C. Cade, L. Mineh, A. Montanaro, and S. Stanisic. Strategies for solving the Fermi-Hubbard model on near-term quantum computers. Physical Review B, 102(23), 2020.

[21] Z. Cai. Resource estimation for quantum variational simulations of the hubbard model. Physical Review Applied, 14(1), 2020.

[22] S. Wouters, C. A. Jiménez-Hoyos, Q. Sun, and G. K.-L. Chan. A Practical Guide to Density Matrix Embedding Theory in Quantum Chemistry. Journal of Chemical Theory and Computation, 12(6):2706–2719, 2016.

[23] D. Wecker, M. B. Hastings, and M. Troyer. Progress towards practical quantum variational algorithms. Physical Review A, 92(4), 2015.

[24] E. H. Lieb and F. Y. Wu. Absence of Mott transition in an exact solution of the short-range, one-band model for narrow energy bands. Physical Review Letters, 120(11), 2018.

[25] H. Shiba. Magnetic susceptibility at zero temperature for the one-dimensional Hubbard model. Physical Review B, 6(3):930–938, 1972.

[26] I. W. Bulik, W. Chen, and G. E. Scuseria. Electron correlation in solids via density embedding theory. The Journal of Chemical Physics, 141(5):054113, 2014.

[27] B.-X. Zheng and G. K.-L. Chan. Ground-state phase diagram of the square lattice Hubbard model from density matrix embedding theory. Physical Review B, 93(3), 2016.

[28] I. W. Bulik, G. E. Scuseria, and J. Dukelsky. Density matrix embedding from broken symmetry lattice mean fields. Physical Review B, 89(3), 2014.

[29] R. Somma, G. Ortiz, J. E. Gubernatis, E. Knill, and R. Laflamme. Simulating physical phenomena by quantum networks. Physical Review A, 65(4), 2002.

[30] J.-M. Reiner, F. Wilhelm-Mauch, G. Schön, and M. Martihaler. Finding the ground state of the hubbard model by variational methods on a quantum computer with gate errors. Quantum Science and Technology, 4(3):035005, 2019.

[31] Z. Jiang, K. J. Sung, K. Keechedzhi, V. N. Smelyanskiy, and S. Boixo. Quantum Algorithms to Simulate Many-Body Physics of Correlated Fermions. Physical Review Applied, 9(4), 2018.

[32] I. Hamamura and T. Imamichi. Efficient evaluation of quantum observables using entangled measurements. npj Quantum Information, 6(1), 2020.

[33] D. Wecker, M. B. Hastings, N. Wiebe, B. K. Clark, C. Nayak, and M. Troyer. Solving strongly correlated electron models on a quantum computer. Physical Review A, 92(6), 2015.

[34] T. Jones, A. Brown, I. Bush, and S. C. Benjamin. QuEST and high performance simulation of quantum computers. Scientific Reports, 9(1), 2019.

[35] S. G. Johnson. The NLopt nonlinear-optimization package. http://github.com/stevengj/nlopt.

[36] J. C. Spall. An overview of the simultaneous perturbation method for efficient optimization. Johns Hopkins APL Technical Digest, 19(4), 1998.

[37] J. Spall. Implementation of the simultaneous perturbation algorithm for stochastic optimization. IEEE Transactions on Aerospace and Electronic Systems, 34(3):817–823, 1998.

[38] K. J. Sung, J. Yao, M. P. Harrigan, N. C. Rubin, Z. Jiang, L. Lin, R. Babbush, and J. R. Mc Clean. Using models to improve optimizers for variational quantum algorithms. Quantum Science and Technology, 5(4):044008, 2020.

[39] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink, J. M. Chow, and J. M. Gambetta. Hardware-efficient variational quantum eigensolver for small molecules and quantum magnets. Nature, 549(7671):242–246, 2017.

[40] M. Ganzhorn, D. Egger, P. Barkoutsos, P. Ollitrault, G. Salis, N. Moll, M. Roth, A. Fuhrer, P. Mueller, S. Wernner, I. Tavernelli, and S. Filipp. Gate-efficient simulation of molecular eigenstates on a quantum computer. Physical Review Applied, 11(4), 2019.

[41] A. Montanaro and S. Stanisic. Compressed variational quantum eigensolver for the fermi-hubbard model. arXiv:2006.01179.

[42] A. Montanaro and L. Mineh. Data from “Solving the Hubbard model using density matrix embedding theory and the variational quantum eigensolver”, 2021. https://doi.org/10.5523/bries.280veqfjhtg7k21leyoyo9d3c.

[43] B. Banisch. Discovering Transformations: A Tutorial on Circulant Matrices, Circular Convolution, and the Discrete Fourier Transform, 2018. arXiv:1805.05533.

[44] P. Delsarte and Y. Genin. Spectral properties of finite toeplitz matrices. In Mathematical Theory of Networks and Systems, pages 194–213. Springer-Verlag, 1983.