Application of Technology to Develop a Framework for Predicting Power Output of a PV System Based on a Spatial Interpolation Technique: A Case Study in South Korea
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Abstract: To increase the accuracy of photovoltaic (PV) power prediction, meteorological data measured at a plant's target location are widely used. If observation data are missing, public data such as automated synoptic observing systems (ASOS) and automatic weather stations (AWS) operated by the government can be effectively utilized. However, if the public weather station is located far from the target location, uncertainty in the prediction is expected to increase owing to the difference in distance. To solve this problem, we propose a power output prediction process based on inverse distance weighting interpolation (IDW), a spatial statistical technique that can estimate the values of unsampled locations. By demonstrating the proposed process, we tried to improve the prediction of photovoltaic power in random locations without data. The forecasting accuracy depends on the power generation forecasting model and proven case, but when forecasting is based on IDW, it is up to 1.4 times more accurate than when using ASOS data. Therefore, if measured data at the target location are not available, it was confirmed that it is more advantageous to use data predicted by IDW as substitute data than public data such as ASOS.
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1. Introduction

Renewable energy, which is receiving increased attention, is considered an optimal solution to overcome the energy crisis and alleviate environmental pollution triggered by the burning of fossil fuels, owing to the rapid depletion of fossil fuel resources [1]. Among several renewable energy resources, solar energy, which is environmentally friendly and abundantly available worldwide, is considered a promising energy source [2]. Photovoltaic (PV) systems are representative renewable energy systems that utilize solar energy and are widely implemented because of their simple installation, carbon-free operation, and sustainability [3]. However, PV systems are directly or indirectly affected by atmospheric variables such as insolation and temperature [4]; therefore, in order to plan the PV system or to predict and manage the power output in a distributed grid, the weather (insolation, temperature, etc.) of the target location and the corresponding data are essential [5,6].

Ideally, data should be measured for prediction at the location of a solar power plant; however, in practice, it can be difficult to install measuring equipment at all solar power plants owing to the associated installation costs, the requirement for sensor calibration, and maintenance [7]. For the reasons mentioned above, when data observation is difficult, public data, such as an automated synoptic observing system (ASOS) and automatic weather station (AWS) operated by the local community or government, can be applied [8,9]. However, increased distances between the observation stations will likely impede the
application of the measured values from public data as arbitrary target location values, causing uncertainty depending on the separation distance. According to a study by Husain et al. [9], distances between public observation stations in Spain ranged from at least 5 km to 450 km. Similarly, within Korea, public observation stations for solar radiation are spaced 4.4–469 km apart, with an average distance between stations of 205.7 km. Therefore, it is expected that the quality of PV system output management can be improved by predicting the weather variables of an arbitrary location where an observation station is not installed, rather than using public data to represent locations situated far apart.

Solar radiation can be predicted using various methodologies, including physical [10,11] and empirical models [12,13], as well as machine learning and artificial intelligence techniques [14,15]. However, these methods estimate weather variables locally in areas where observations of weather variables are available or where empirical review is possible and, as such, represent the weather or specific station where the measurement has been performed [16]. Therefore, to determine regional weather variables, spatial interpolation is necessary, or the application of physical models that create a regular grid for spatially distributed variables [17]. Spatial interpolation can be defined as the process of estimating a given variable value for non-sampled locations from data collected at sampled locations in any one area [18]. It can be utilized to predict weather such as solar radiation and air temperature in an area where data measured directly by observation equipment are unavailable.

Thus, spatial interpolation has been used to predict solar radiation in several studies. Wu et al. [19] used extrapolation and interpolation methods to estimate photosynthetically active radiation and found that interpolation methods such as the triangular interpolation network (TIN) and inverse distance weighting (IDW) are more accurate than extrapolation methods. Moreover, Hodam et al. [20] estimated the humidity, temperature, wind speed, insolation, etc., of India using the IDW and kriging methods and confirmed that IDW exhibited superior station-wise validation performance compared to kriging. Jeong et al. [21] estimated the daily global solar radiation of Canada using the interpolation method of IDW, ordinary kriging (OK), nearest neighbor (NN), and artificial neural network (ANN) models. The results confirmed that the interpolation method was more accurate in areas with dense observation stations, with average R-square values of the study area of 0.84, 0.86, and 0.83 for the IDW, OK, and NN methods, respectively. Additionally, Park and Park [22] estimated the solar radiation in South Korea using spatial interpolation methods, such as IDW, spline, simple kriging (SK), and OK, and confirmed that the mean absolute error (MAE) of OK was the most accurate at 0.724 MJ m⁻² day⁻¹. Although this study confirmed the applicability of spatial interpolation in Korea, only half of the government-run meteorological agency stations were used for analysis. Furthermore, as Korea has a climate with four distinct seasons, the amount of solar radiation varies by season or month, which should be considered during analyses.

Therefore, in this study, a solar power generation prediction process using spatial interpolation was proposed, as shown in Figure 1. Additionally, the applicability of the spatial interpolation estimation method in Korea was verified through a case study.

To predict the output of the PV power plant, the prediction process was determined according to the presence or absence of PV power output data as the target variable and weather data as the independent variable. With past power output data for predicting the power output of a PV plant, both physical methods and data training methods (e.g., machine learning and regression models) can be used, depending on the presence or absence of weather data. However, when data on the power output of the PV plant are unavailable, a physical method that can be predicted simply without target data should be used. However, even if a physical method is used, weather data are necessary. In particular, solar radiation data must be used for simple PV system energy prediction calculations estimating losses with a single empirically defined parameter, while more comprehensive calculations also consider the information of the mean temperature at the location [23].
To predict the output of the PV power plant, the prediction process was determined according to the presence or absence of PV power output data as the target variable and weather data as the independent variable. With past power output data for predicting the power output of a PV plant, both physical methods and data training methods (e.g., machine learning and regression models) can be used, depending on the presence or absence of weather data. However, when data on the power output of the PV plant are unavailable, a physical method that can be predicted simply without target data should be used. However, even if a physical method is used, weather data are necessary. In particular, solar radiation data must be used for simple PV system energy prediction calculations estimating losses with a single empirically defined parameter, while more comprehensive calculations also consider the information of the mean temperature at the location [23].

Therefore, in this study, the process shaded gray in Figure 1 was used as a case study to verify the process of applying the IDW method to predict the amount of power output at the location where the PV system would be installed. To verify the above-mentioned process, all public stations currently operated by the Korean government were used as data, and solar radiation and temperature were estimated monthly. In addition, six PV power plants were selected as case studies, and the amount of power output was predicted by a physical method using solar radiation and temperature values predicted by IDW. The possibility of using the IDW technology was confirmed through the verification of prediction accuracy.

The process proposed in this study is expected to contribute to improving PV output prediction in locations where data are not sampled. More notably, we demonstrated the PV power forecasting process using spatial statistics technology in Korea, which has four distinct seasons throughout the year. Therefore, the effectiveness of the proposed technology can be confirmed under various conditions of temperature and solar radiation.

2. Methods

2.1. IDW

Inverse distance weighting interpolation is a tool that uses nearby measured values to predict values in areas where parameters are not measured. Therefore, the IDW model is widely used for climate parameter and solar radiation predictions in regions not equipped with measuring instruments [24]. More specifically, it can estimate the influence of each measured point on the target area, while decreasing the effect of the observation points
according to distance. Therefore, the nearest measurement has a greater influence on the predicted value and is estimated to be more similar than those farther away.

The general equation is represented as Equation (1):

$$Z(x) = \frac{\sum_{i=1}^{n} \lambda_i(x)Z(x_i)}{\sum_{i=1}^{n} \lambda_i(x)}$$  \hspace{1cm} (1)

where $Z(x)$ is the predicted parameter for location $x$ and $Z(x_i)$ is the observed parameter at location $x_i$, $n$ is the number of measured points surrounding the prediction location, and $\lambda_i(x)$ is the weight of parameter $Z(x_i)$.

The weights at location $x_i$ can be determined using Equation (2):

$$\lambda_i(x) = \frac{1}{d_i^b}$$  \hspace{1cm} (2)

where $d_i$ is the distance between the predicted location and each measured location. The distance weighting factor $b$ implies that, as this value increases, the influence of data farther from the target area decreases, and the $b = 2$ value is typically used [25–27].

In this study, IDW interpolation was implemented using the GIS program (QGIS), and was conducted by setting weighting factor $b = 2$ and interpolation pixel range to $129 \times 122$ pixels. The size of the pixel was set to $5 \times 5$ km; hence, solar radiation and ambient air temperature predicted with a resolution of $5$ km were analyzed. The IDW analysis area was all of South Korea and the neighboring coast, ranging from $33^\circ06' \text{N}$ to $38^\circ36' \text{N}$ and $124^\circ36' \text{E}$ to $131^\circ52' \text{E}$.

2.2. Conversion to Slope Surface of Solar Radiation

In this study, solar radiation at the target location was predicted using spatial statistical techniques with data from the Korea Meteorological Administration (KMA). The solar radiation measured by ASOS is the total solar radiation in the horizontal plane, global horizontal irradiance (GHI); therefore, the input data used for prediction are also the total solar radiation at the horizontal surface. Thus, the result of the prediction is also the global horizontal solar radiation at the target location. However, in the physical model used to predict power generation, the amount of solar radiation projected onto the slope surface of the PV system was used. For this reason, solar radiation predicted by the spatial statistical technique was converted to slope solar radiation for each case study.

In the process of converting predicted global horizontal solar radiation into slope solar radiation, the solar radiation ratio of slope surface to horizontal surface at each case study location was used. As both horizontal and slope solar radiation were measured in each case study, the ratio of horizontal to slope solar radiation was calculated for each month. Slope solar insolation was calculated by applying a conversion ratio to the predicted solar radiation of each case study location.

2.3. Forecasting Method of PV Power Output

The technology for forecasting the solar power output of PV systems can be approached using two methods. The first method is to model a PV system using analytical equations, which consist of a set of mathematical equations that describe the physical state and dynamic motion of the atmosphere [28]. Representatively, there are PV performance, physical, and parametric methods, and they have an advantage compared to the statistical method in that it is possible to obtain the power output of the power plant before construction because it does not require historical data [29].

The second method is to predict PV power output using statistical and machine learning methods. These methods are based on a sequence of observations of one or more parameters measured at successive instants in time [30]. It includes regression methods, artificial intelligence (AI) techniques, machine learning (ML), and hybrid methods such as artificial neural networks (ANNs), k-nearest neighbor (kNN), extreme learning machine (ELM), and support vector machine (SVM) [31]. To implement an accurate forecasting
model with these methods, it must be based on the use of measured weather forecast data [32]; therefore, it is used when measurements can be made from the field [33].

For the process proposed in this study, it was assumed that solar power output and meteorological data could not be measured from the field. Therefore PV power output is predicted using the physical method, which can predict without data measured from the field where the PV power plant is located.

Power output of a PV array with maximum power is determined using Equation (3) [34]:

$$ P = A_c G_T \eta_{mp} \eta_e $$

where $A_c$ is the array area ($m^2$), $G_T$ is incident solar radiation on the array (kWh), $\eta_{mp}$ is the maximum power point efficiency of the array (%), $\eta_e$ is the efficiency of any power conditioning equipment or performance ratio (%). As $\eta_e$ is the installation performance of the system, independent of the direction and inclination of the panel, the quality of the solar installation was estimated. It includes all the losses that depend on the size of the system, technology used, and site. The types of losses that affect the performance ratio $\eta_e$ include shadow, temperature, DC and AC cable, inverter, and dust loss [35,36]. Performance ratio $\eta_e$ determined in the annual technical standard (ATB) of the National Renewable Energy Laboratory (NREL) and the PVWatts program was 86% (system loss of 14%), and the same performance ratio was calculated in this study [37,38].

Power output of a PV array with the point tracking equation is given by Equation (4):

$$ P = A_c G_T \eta_{mp} [1 - 0.05(t_0 - 25)] $$

where $A_c$ is the array area ($m^2$), $G_T$ is incident solar radiation on the array (kWh), $\eta_{mp}$ is the maximum power-point efficiency of the array (%), $t_0$ is the outside air temperature (°C). According to Wan et al. [39], and Sarkara et al. [40], the above equation is derived experimentally, and power generation can be estimated accurately when the panel efficiency, solar radiation, and temperature are known.

2.4. Model Evaluation Method

Mean absolute percentage error (MAPE) is used as an indicator of estimation error and is defined by Equation (5):

$$ MAPE = \frac{100\%}{N} \sum_{n=1}^{N} \frac{|y_n - \hat{y}_n|}{y_n} $$

where $N$ is the number of estimates within the evaluation period, $y_n$ is the actual value, and $\hat{y}_n$ is the estimated value. To evaluate the estimation accuracy of the proposed IDW, the accuracy range of MAPE was classified; the classification criteria are listed in Table 1.

| MAPE Value (%) | Model Accuracy |
|----------------|----------------|
| MAPE < 10      | Very good (The closer to 0 the better) |
| 10 ≤ MAPE < 20 | Good           |
| 20 ≤ MAPE < 50 | Reasonable     |
| 50 ≤ MAPE      | False          |

Mean absolute percentage error is used as an evaluation index in various studies related to spatial statistical analysis. Kuo, Chen, and Huang predicted solar radiation by IDW interpolation, wherein MAPE averaged 4.30% and 3.71%, respectively, for each case study [41]. Loghmari, Timoumi, and Messadi reported that the percentage of errors in global solar radiation predicted by IDW was 5.11% on average between regions [42]. Wu et al. also predicted the temperature of two case areas using spatial statistical techniques such as IDW, kriging, and spline, and the average MAPE was 5.19% [43].
3. Case Study and Data

3.1. Investigated PV System

The case studies were selected as solar power plants in Pohang, Gwangju, Suncheon, Wonju, Chungju, and Gunsan; their locations are shown in Figure 2.

If it is assumed that there are no PV power generation data and environmental variable data, it can be divided into methods using nearby public data and data estimated using spatial statistical techniques when predicting the power generation of each case. The automated synoptic observing system, a public data observatory used for prediction, was determined as the nearest observatory in a straight line for each case. Each case study differs in distance to the nearest ASOS from a minimum of 4.45 km to a maximum of 50.09 km and was designated as Case 1 to Case 6 according to the distance of the nearest ASOS that observes solar radiation. Tables 2 and 3 show the closest ASOS information and PV power plant information for each case.

![Spatial maps showing the detailed location of each study area and the location of the nearest ASOS station in each study case (Case 1–Case 6).](image)

**Figure 2.** Spatial maps showcasing the detailed location of each study area and the location of the nearest ASOS station in each study case (Case 1–Case 6).

| ID       | State   | Solar Radiation Measured ASOS | Air Temperature Measured ASOS |
|----------|---------|-------------------------------|------------------------------|
|          |         | Closest ASOS                  | Closest ASOS ID | Distance to Closest ASOS (km) | Closest ASOS | Closest ASOS ID | Distance to Closest ASOS (km) |
| Case 1   | Pohang  | Pohang                        | A138              | 4.45                         | Pohang       | A138              | 4.45                         |
| Case 2   | Gwangju | Gwangju                       | A156              | 8.73                         | Gwangju      | A156              | 8.73                         |
| Case 3   | Suncheon| Gwangyang                    | A266              | 10.67                        | Gwangyang    | A266              | 10.67                        |
| Case 4   | Wonju   | Wonju                         | A144              | 14.08                        | Wonju        | A144              | 14.08                        |
| Case 5   | Chungju | Wonju                         | A144              | 35.93                        | Chungju      | A127              | 4.86                         |
| Case 6   | Gunsan  | Jeonju                        | A146              | 50.09                        | Gunsan       | A140              | 17.22                        |
Table 3. Information of PV system for each case.

| ID     | State     | Total Capacity (MW) | Number of PV Module | P_{\text{max}} \text{ of Module} (W) | V_{\text{pmax}} (V) | I_{\text{pmax}} (A) | V_{\text{oc}} (V) | I_{\text{sc}} (A) | Efficiency (%) | Sum of Cell Area per Module (m²) |
|--------|-----------|---------------------|---------------------|--------------------------------------|---------------------|---------------------|---------------------|---------------------|----------------|----------------------------------|
| Case 1 | Pohang    | 1.128               | 3760                | 300                                  | 36.7                | 8.18                | 45.8                | 8.63                | 15.38          | 1.75                             |
| Case 2 | Gwangju   | 0.618               | 1872                | 330                                  | 37.7                | 8.76                | 45.4                | 9.41                | 16.55          | 1.67                             |
| Case 3 | Suncheon  | 0.461               | 1536                | 300                                  | 43.2                | 8.78                | 41.9                | 9.28                | 16.38          | 1.53                             |
| Case 4 | Wonju     | 0.499               | 1512                | 330                                  | 37.7                | 8.76                | 45.4                | 9.41                | 16.55          | 1.67                             |
| Case 5 | Chungju   | 1.010               | 3060                | 330                                  | 33.93               | 9.74                | 41.57               | 10.15               | 19.56          | 1.51                             |
| Case 6 | Gunsan    | 0.297               | 900                 | 330                                  | 37.7                | 8.76                | 45.4                | 9.41                | 16.55          | 1.67                             |

3.2. ASOS Station

In this study, ASOS public data operated by the KMA National Climate Data Center were used as the surrounding data to implement IDW technology. As of 2022, there are 95 observatories that measure ambient air temperature among the ASOS operated by the KMA and 44 observatories that measure solar radiation. Therefore, when estimating solar radiation with IDW, 44 ASOS were used for analysis, and when estimating ambient air temperature, data from 94 ASOS were used. Among the 95 observatories that measured outdoor temperatures, Sejong (ID A239) was excluded because it contained a period during which it was not operational in the analysis period. The data analysis period was from April 2019 to March 2020, and IDW analysis was performed by calculating the monthly average daily cumulative solar radiation and daily average ambient air temperature. The location of the ASOS observatory is shown in Figure 3.

Figure 3. Spatial map depicting the ASOS stations in South Korea. (a) ASOS meteorological station to measure air temperature, (b) ASOS meteorological station to measure solar radiation.

4. Results and Discussion

4.1. IDW Interpolation

To predict the solar radiation of PV plants without ASOS stations or weather observation equipment, the monthly average value of the daily accumulated solar radiation and monthly average air temperature during the daytime between April 2019 and March 2020 was predicted using IDW interpolation. Figure 4 is a representative figure showing an average annual prediction map of accumulated daily solar radiation and a prediction map of the monthly average temperature during the daytime. The predicted pixels in Figure 4 exhibit a histogram distribution, as shown in Figure 5. Average annual cumulative solar insolation in Korea was predicted to be in the range of at least 2671.5 Wh/m² to
4396.8 Wh/m², and in general, the solar radiation of the south coast and Ulleung Island located in the east was lower than that of the other regions. Additionally, the average monthly temperatures during daytime hours in Korea were predicted to be in the range of at least 10.4 °C to 18.4 °C. The temperature distribution in Korea tended to decrease toward the north of the territory.

![Spatial map depicting the ASOS stations in South Korea. (a) Annual average of daily cumulative solar radiation, (b) Average annual temperature during the daytime.](image)

**Figure 4.** Spatial map depicting the ASOS stations in South Korea. (a) Annual average of daily cumulative solar radiation, (b) Average annual temperature during the daytime.

![Histogram of results (values of pixels) predicted by IDW. (a) Annual average of daily cumulative solar radiation, (b) Average annual temperature during the daytime.](image)

**Figure 5.** Histogram of results (values of pixels) predicted by IDW. (a) Annual average of daily cumulative solar radiation, (b) Average annual temperature during the daytime.

The IDW results of the six cases were confirmed by the pixel value of the location, including each case. To evaluate how similar the predicted IDW value was to the actual value, it was compared with the actual value measured at each case location, and MAPE was calculated. In addition, cross-validation was performed by calculating MAPE between the measured value of the closest ASOS to the study case location and the actual value at the study case location and comparing ASOS error with IDW prediction error. Generally, when predicting power generation to build a solar power plant, the solar radiation observed in the north of the territory. Therefore, the subject of cross-validation was determined to be the closest ASOS observation value.

Before the prediction, actual horizontal total solar radiation and temperature measured at the location of each case exhibited a distribution, as shown in Figure 6. In all cases, the highest solar radiation occurred in May, and then solar radiation gradually decreased, showing the lowest distribution in December and January. South Korea experiences a
wet temperate climate because it is geographically surrounded by sea on three borders. Hence, climate represents the major contributor to the spatial variability of solar radiation, trumping its latitudinal influence. Although the zenith angle of the sun is lowest in June, owing to the monsoon season, the amount of incoming radiation is less in June than in May [44]. Temperatures at each case location were highest in August and then gradually decreased to the lowest in December–January. As the summer season in Korea starts around June, the temperature distribution increases from June to the highest in August, and the temperature distribution was low during the winter season from December to February. The seasonal characteristics of Korea are reflected in these cases.

Figure 6. Actual observations of case studies. (a) Monthly average of daily cumulative solar radiation, (b) Monthly average temperature during the daytime.

4.1.1. IDW Interpolation of Horizontal Total Solar Radiation

Table 4 shows the result of IDW and observed values of ASOS in each case compared to the actual horizontal total solar radiation of each case confirmed in Figure 6a and their errors. The 12-month total average MAPE of IDW results in six cases was 9.17%, and the accuracy according to Table 1 was analyzed as “Very Good.” In particular, by month, the average MAPE of predicted solar radiation in July was the most accurate at 5%, while that between April and September was also very good, with less than 10%. In contrast, during the period from October 2019 to March 2020, the average accuracy was 12.30%.

Case 3 was predicted most accurately with an average MAPE of 2.12% for 12 months, and MAPE of Cases 4, 5, and 6 was 5.12%, 6.25%, and 5.09%, respectively, which was very accurate. Case 2 was analyzed at 11.95%, which showed good accuracy, whereas Case 1 had a low accuracy of 24.51%. Cases 1 and 2 were found to have relatively low accuracy, even though the distance to the nearest ASOS was within 10 km. The amount of solar radiation estimated using IDW in Cases 1 and 2 was overestimated from at least 192.4 Wh/m² to 74.2 Wh/m² compared to actual measured solar radiation, and this trend also occurred at the nearest ASOS. Therefore, it is assumed that such uncertainty and inaccuracy occurred because of the influence of temporary and irregular elements, such as clouds and shade, or blind elements, such as regional characteristics, in the case study areas.

4.1.2. IDW Interpolation of Air Temperature during Daytime

Table 5 shows the result of IDW and observed values of ASOS in each case compared to the actual air temperature confirmed in Figure 6b and their errors. Here, only daytime air temperature data, during which the PV system can be operated, were used for analysis.
Table 4. Monthly average of daily cumulative solar radiation estimated by IDW for each case study, and the difference between the observed value and closest ASOS value of each study case. (* indicates nearest location).

| ID  | Case   | Month  | Actual Wh/m² | Estimation (IDW) Wh/m² | MAPE (%) | ASOS * Wh/m² | MAPE (%) | ID  | Case   | Month  | Actual Wh/m² | Estimation (IDW) Wh/m² | MAPE (%) | ASOS * Wh/m² | MAPE (%) |
|-----|--------|--------|---------------|------------------------|----------|---------------|----------|-----|--------|--------|---------------|------------------------|----------|---------------|----------|
|     |        | 19° Apr. | 3749.3 | 4624.1 | 23.33 | 4632.4 | 23.55 |     |        | 19° Apr. | 4235.9 | 4428.3 | 4.54 | 4625.7 | 9.20 |
|     |        | May     | 5118.1 | 6092.3 | 19.03 | 6104.3 | 19.27 |     |        | May     | 6041.5 | 6375.7 | 5.53 | 6725.4 | 11.32 |
|     |        | Jun.    | 4293.4 | 5247.3 | 22.22 | 5259.0 | 22.49 |     |        | Jun.    | 5094.0 | 5373.6 | 5.49 | 5626.8 | 10.46 |
|     |        | Jul.    | 3648.3 | 4401.5 | 20.65 | 4420.7 | 21.17 |     |        | Jul.    | 4083.5 | 4350.7 | 6.54 | 4522.6 | 10.75 |
|     |        | Aug.    | 3824.2 | 4684.3 | 22.49 | 4698.9 | 22.87 |     |        | Aug.    | 4423.6 | 4749.8 | 7.37 | 4927.5 | 11.39 |
|     |        | Sep.    | 2513.8 | 3095.3 | 23.13 | 3092.9 | 23.03 |     |        | Sep.    | 3367.9 | 3698.0 | 9.80 | 3861.4 | 14.65 |
|     |        | Oct.    | 2457.8 | 3174.4 | 29.16 | 3179.8 | 29.38 |     |        | Oct.    | 3276.7 | 3814.8 | 16.42 | 3859.1 | 17.77 |
|     |        | Nov.    | 1973.2 | 2479.4 | 25.65 | 2479.1 | 25.64 |     |        | Nov.    | 2601.6 | 3122.8 | 20.03 | 3228.4 | 24.09 |
|     |        | Dec.    | 1824.2 | 2285.8 | 25.30 | 2289.6 | 25.51 |     |        | Dec.    | 1955.5 | 2161.4 | 10.53 | 2176.8 | 11.32 |
|     |        | 20° Jan. | 1587.3 | 2048.2 | 29.03 | 2048.4 | 29.05 |     |        | 20° Jan. | 1861.6 | 2246.7 | 20.68 | 2368.8 | 27.24 |
|     |        | Feb.    | 2502.3 | 3279.1 | 31.05 | 3282.2 | 31.17 |     |        | Feb.    | 2754.2 | 3240.1 | 17.64 | 3321.6 | 20.60 |
|     |        | Mar.    | 3424.1 | 4212.5 | 23.03 | 4204.1 | 22.78 |     |        | Mar.    | 4126.7 | 4901.2 | 18.77 | 5093.9 | 23.44 |
|     | Case 3 | Average | 3076.3 | 3802.0 | 24.51 | 3807.6 | 24.66 |     | Case 4 | Average | 3651.9 | 4038.6 | 11.95 | 4194.8 | 16.02 |
|     |        | 19° Apr. | 4357.2 | 4459.5 | 2.35 | 4687.1 | 7.57 |     |        | 19° Apr. | 4530.5 | 4655.6 | 2.76 | 4656.2 | 2.78 |
|     |        | May     | 6029.3 | 6109.5 | 1.33 | 6425.6 | 6.57 |     |        | May     | 6202.4 | 6435.6 | 4.08 | 6501.0 | 4.91 |
|     |        | Jun.    | 5257.7 | 5246.2 | 0.22 | 5432.3 | 3.32 |     |        | Jun.    | 5735.0 | 5784.0 | 0.85 | 5848.6 | 1.98 |
|     |        | Jul.    | 4391.4 | 4374.1 | 0.39 | 4600.6 | 4.76 |     |        | Jul.    | 4365.6 | 4326.6 | 0.69 | 4313.0 | 1.00 |
|     |        | Aug.    | 4631.1 | 4677.5 | 1.00 | 4882.4 | 5.64 |     |        | Aug.    | 5018.9 | 4996.9 | 0.44 | 5025.9 | 0.14 |
|     |        | Sep.    | 3350.6 | 3423.4 | 2.17 | 3566.5 | 6.44 |     |        | Sep.    | 3457.5 | 3590.1 | 3.83 | 3623.6 | 4.80 |
|     |        | Oct.    | 3705.8 | 3677.4 | 0.76 | 3914.8 | 5.64 |     |        | Oct.    | 3320.2 | 3394.3 | 5.08 | 3394.0 | 5.07 |
|     |        | Nov.    | 3011.4 | 2865.9 | 4.83 | 3007.6 | 0.13 |     |        | Nov.    | 2450.2 | 2622.0 | 7.01 | 2628.5 | 7.28 |
|     |        | Dec.    | 2424.7 | 2378.3 | 1.91 | 2471.7 | 1.94 |     |        | Dec.    | 1842.9 | 1985.8 | 7.75 | 1936.0 | 5.06 |
|     |        | 20° Jan. | 2333.5 | 2294.3 | 1.68 | 2397.1 | 2.92 |     |        | 20° Jan. | 2054.8 | 2240.7 | 9.05 | 2239.9 | 9.01 |
|     |        | Feb.    | 3385.7 | 3464.9 | 2.34 | 3592.6 | 6.11 |     |        | Feb.    | 2881.9 | 3133.9 | 8.75 | 3110.7 | 7.94 |
|     |        | Mar.    | 4509.8 | 4799.6 | 6.43 | 4906.2 | 8.79 |     |        | Mar.    | 4114.0 | 4573.6 | 11.17 | 4536.1 | 10.26 |
|     | Case 4 | Average | 3949.0 | 3980.9 | 2.12 | 4157.9 | 4.97 |     |        | Average | 3822.9 | 3979.9 | 5.12 | 3984.5 | 5.01 |
### Table 4. Cont.

| ID | Month | Actual (Wh/m²) | Estimation (IDW) (Wh/m²) | MAPE (IDW) % | ASOS * (Wh/m²) | MAPE (ASOS *) % | ID | Month | Actual (Wh/m²) | Estimation (IDW) (Wh/m²) | MAPE (IDW) % | ASOS * (Wh/m²) | MAPE (ASOS *) % |
|----|-------|---------------|--------------------------|--------------|---------------|----------------|----|-------|---------------|--------------------------|--------------|---------------|----------------|
|    |       |               |                          |              |               |                |    |       |               |                          |              |               |                |
| Case 5 | 19th Apr. | 4553.5        | 4663.0                   | 2.41         | 4656.2       | 2.26           | Case 6 | 19th Apr. | 4602.9        | 4447.5                   | 3.38         | 4739.3       | 2.96           |
|      | May    | 6469.9        | 6220.6                   | 0.91         | 6501.0       | 0.48           |        | May    | 6008.6        | 6220.6                   | 3.53         | 6859.1       | 14.15          |
|      | Jun.   | 5651.2        | 5848.6                   | 6.08         | 5848.6       | 11.23          |        | Jun.   | 5333.2        | 5364.9                   | 0.60         | 5735.7       | 7.55           |
|      | Jul.   | 4383.9        | 4405.0                   | 0.48         | 4313.0       | 1.62           |        | Jul.   | 4384.5        | 4330.5                   | 1.23         | 4645.8       | 5.96           |
|      | Aug.   | 4946.5        | 4962.9                   | 0.33         | 5025.9       | 1.60           |        | Aug.   | 4995.3        | 4776.5                   | 23.88        | 5074.0       | 31.60          |
|      | Sep.   | 3532.0        | 3555.9                   | 0.68         | 3623.6       | 2.59           |        | Sep.   | 3435.2        | 3532.5                   | 2.83         | 3881.8       | 13.00          |
|      | Oct.   | 3187.3        | 3422.0                   | 7.36         | 3394.0       | 6.48           |        | Oct.   | 3397.8        | 3610.9                   | 6.27         | 3727.4       | 9.70           |
|      | Nov.   | 2425.9        | 2639.2                   | 8.79         | 2628.5       | 8.35           |        | Nov.   | 2462.4        | 2800.5                   | 13.73        | 2924.7       | 18.78          |
|      | Dec.   | 1827.5        | 2099.3                   | 14.87        | 1936.0       | 5.94           |        | Dec.   | 1970.4        | 2171.0                   | 10.18        | 2320.8       | 17.78          |
|      | 20th Jan. | 1987.1       | 2224.3                   | 11.94        | 2239.9       | 12.72          |        | 20th Jan. | 2010.9        | 2137.2                   | 6.28         | 2171.7       | 7.99           |
|      | Feb.   | 2859.6        | 3203.5                   | 12.03        | 3110.7       | 8.78           |        | Feb.   | 3065.6        | 3208.3                   | 4.65         | 3352.2       | 9.35           |
|      | Mar.   | 4284.6        | 4658.9                   | 8.74         | 4536.1       | 5.87           |        | Mar.   | 4517.8        | 4698.8                   | 4.01         | 4902.4       | 8.51           |
|      | Average | 3842.4        | 3991.9                   | 6.25         | 3984.5       | 5.02           |        | Average | 3848.7        | 3941.6                   | 5.09         | 4194.6       | 9.78           |
Table 5. Monthly average of air temperature estimated by IDW, and the difference between observation value and nearest ASOS * value in each case study. (* indicates nearest location).

| ID   | Month   | Actual | Estimation (IDW) | MAPE (IDW) | ASOS * | MAPE (ASOS *) |
|------|---------|--------|------------------|------------|--------|---------------|
|      |         | °C     | °C               | %          | °C     | %             |
| Case 1 |         |        |                  |            |        |               |
| 19th Apr. | 15.22 | 14.92  | 1.98             | 15.0       | 1.73   |               |
| May   | 23.67   | 22.11  | 6.61             | 22.3       | 5.90   |               |
| Jun.  | 24.03   | 22.55  | 6.16             | 22.6       | 5.98   |               |
| Jul.  | 27.89   | 26.72  | 4.18             | 26.8       | 3.74   |               |
| Aug.  | 29.18   | 27.81  | 4.70             | 28.1       | 3.74   |               |
| Sep.  | 24.25   | 23.91  | 1.43             | 24.1       | 0.72   |               |
| Oct.  | 18.91   | 19.04  | 0.73             | 19.2       | 1.67   |               |
| Nov.  | 12.30   | 13.09  | 6.45             | 13.3       | 8.47   |               |
| Dec.  | 5.59    | 7.06   | 26.30            | 7.2        | 28.72  |               |
| 20th Jan. | 5.62 | 6.46 | 14.85             | 6.6        | 16.62  |               |
| Feb.  | 6.38    | 7.50   | 17.61            | 7.6        | 19.06  |               |
| Mar.  | 11.58   | 11.84  | 2.25             | 11.6       | 0.13   |               |
| Average | 17.05  | 16.92  | 7.77             | 17.03      | 8.04   |               |

| Case 2 |         |        |                  |            |        |               |
| 19th Apr. | 17.44 | 14.35  | 17.72            | 14.5       | 16.65  |               |
| May   | 24.45   | 20.60  | 15.73            | 21.0       | 14.23  |               |
| Jun.  | 26.87   | 22.96  | 14.54            | 23.3       | 13.44  |               |
| Jul.  | 29.02   | 26.01  | 10.37            | 26.2       | 9.81   |               |
| Aug.  | 31.49   | 27.70  | 12.04            | 28.1       | 10.93  |               |
| Sep.  | 26.91   | 23.85  | 11.36            | 24.2       | 10.18  |               |
| Oct.  | 21.32   | 18.29  | 14.21            | 18.6       | 12.56  |               |
| Nov.  | 14.80   | 12.32  | 16.77            | 12.7       | 14.11  |               |
| Dec.  | 7.71    | 5.92   | 23.16            | 6.3        | 18.23  |               |
| 20th Jan. | 7.36 | 5.40 | 26.55             | 5.9        | 19.33  |               |
| Feb.  | 8.87    | 6.55   | 26.19            | 6.9        | 22.40  |               |
| Mar.  | 13.52   | 10.72  | 20.75            | 10.5       | 22.04  |               |
| Average | 19.15  | 16.22  | 17.45            | 16.52      | 15.33  |               |

| Case 3 |         |        |                  |            |        |               |
| 19th Apr. | 16.47 | 14.76  | 10.35            | 15.4       | 6.56   |               |
| May   | 23.39   | 20.95  | 10.46            | 21.7       | 7.10   |               |
| Jun.  | 25.34   | 22.84  | 9.86             | 23.2       | 8.53   |               |
| Jul.  | 27.69   | 25.61  | 7.51             | 25.9       | 6.44   |               |
| Aug.  | 30.28   | 27.64  | 8.73             | 28.3       | 6.39   |               |
| Sep.  | 26.14   | 23.73  | 9.22             | 24.1       | 7.92   |               |
| Oct.  | 21.45   | 18.84  | 12.15            | 19.7       | 8.07   |               |
| Nov.  | 14.46   | 13.09  | 9.45             | 14.0       | 3.53   |               |
| Dec.  | 8.04    | 6.62   | 17.67            | 7.4        | 7.60   |               |
| 20th Jan. | 7.65 | 6.08 | 20.58             | 6.8        | 11.48  |               |
| Feb.  | 8.96    | 7.32   | 18.32            | 8.0        | 10.17  |               |
| Mar.  | 13.06   | 11.51  | 11.90            | 12.0       | 8.47   |               |
| Average | 18.58  | 16.58  | 12.18            | 17.21      | 7.69   |               |

| Case 4 |         |        |                  |            |        |               |
| 19th Apr. | 15.86 | 13.65  | 13.91            | 13.8       | 12.80  |               |
| May   | 24.15   | 20.79  | 13.90            | 21.2       | 12.42  |               |
| Jun.  | 27.38   | 23.23  | 15.16            | 23.6       | 13.78  |               |
| Jul.  | 29.69   | 26.02  | 12.35            | 26.3       | 11.46  |               |
| Aug.  | 31.42   | 27.18  | 13.48            | 27.8       | 11.54  |               |
| Sep.  | 25.25   | 22.77  | 9.83             | 23.0       | 8.79   |               |
| Oct.  | 18.10   | 16.64  | 8.05             | 16.9       | 6.41   |               |
| Nov.  | 9.85    | 9.19   | 6.77             | 9.2        | 6.19   |               |
| Dec.  | 2.72    | 2.48   | 8.80             | 2.5        | 9.33   |               |
| 20th Jan. | 3.58 | 2.79 | 21.99             | 3.2        | 11.76  |               |
| Feb.  | 5.61    | 4.03   | 28.02            | 4.0        | 28.15  |               |
| Mar.  | 11.33   | 9.94   | 12.31            | 9.8        | 13.80  |               |
| Average | 17.08  | 14.89  | 13.71            | 15.11      | 12.20  |               |
Table 5. Cont.

| ID | Month   | Actual | Estimation (IDW) | MAPE (IDW) | ASOS * | MAPE (ASOS *) |
|----|---------|--------|------------------|------------|--------|---------------|
|    |         | °C     | °C               | %          | °C     | %             |
| Case 5 | 19° Apr. | 16.12  | 13.80            | 14.40       | 13.9   | 13.81         |
|       | May     | 22.49  | 20.85            | 7.31        | 21.1   | 6.21          |
|       | Jun.    | 25.21  | 23.38            | 7.26        | 23.6   | 6.44          |
|       | Jul.    | 28.02  | 26.17            | 6.61        | 26.4   | 5.72          |
|       | Aug.    | 29.47  | 27.26            | 7.48        | 27.8   | 5.51          |
|       | Sep.    | 24.40  | 22.84            | 6.41        | 23.0   | 5.57          |
|       | Oct.    | 17.63  | 16.51            | 6.37        | 16.9   | 4.32          |
|       | Nov.    | 9.60   | 8.96             | 6.63        | 8.9    | 6.79          |
|       | Dec.    | 2.74   | 2.02             | 26.08       | 2.1    | 24.64         |
|       | 20° Jan.| 3.28   | 2.48             | 24.25       | 2.8    | 15.13         |
|       | Feb.    | 4.84   | 3.86             | 20.28       | 3.8    | 22.27         |
|       | Mar.    | 10.44  | 10.03            | 3.93        | 9.9    | 5.22          |
| Average |       | 16.19  | 14.85            | 11.42       | 15.02  | 10.14         |

| Case 6 | 19° Apr. | 15.82  | 13.77            | 12.96       | 13.7   | 13.71         |
|        | May      | 21.42  | 19.84            | 7.41        | 19.6   | 8.57          |
|        | Jun.     | 25.17  | 22.45            | 10.79       | 22.3   | 11.60         |
|        | Jul.     | 28.73  | 25.93            | 9.75        | 26.0   | 9.58          |
|        | Aug.     | 30.92  | 27.52            | 11.01       | 27.9   | 9.65          |
|        | Sep.     | 26.05  | 23.35            | 10.37       | 23.4   | 10.06         |
|        | Oct.     | 20.97  | 17.85            | 14.89       | 18.1   | 13.62         |
|        | Nov.     | 14.07  | 11.27            | 19.91       | 11.5   | 18.49         |
|        | Dec.     | 7.45   | 5.03             | 32.42       | 5.3    | 29.13         |
|        | 20° Jan. | 6.28   | 4.42             | 29.58       | 4.5    | 28.03         |
|        | Feb.     | 7.06   | 5.41             | 23.47       | 5.2    | 26.45         |
|        | Mar.     | 11.12  | 9.91             | 10.86       | 9.2    | 17.15         |
| Average |        | 17.92  | 15.56            | 16.12       | 15.56  | 16.34         |
When IDW was used to predict the temperature at the location of the cases, the 12-month average error was 13.1%, which is a "Good" level, according to Table 1.

Specifically, the accuracy of IDW with the average of cases by month was accurate, with an average MAPE of less than 10% between July and October, with September being the most accurate (8.10%). Although it exceeds 20% from December to February, the difference between the predicted and measured values is only ~1 °C. In this period, the air temperature in Korea was less than that in other periods, so the rate of error was large, even with a small difference.

By case, the 12-month average MAPE of Case 1 was most accurately predicted at 7.77%, with only 0.13 °C deviation from the actual air temperature. Other cases were also analyzed with MAPE between 10 and 20%, and considered to be relatively accurate. Among the other cases, Case 2 had the lowest accuracy, and MAPE was 17.45%. In Case 2, the average annual measured value and predicted value differed by approximately 2.9 °C.

4.1.3. Comparative Analysis between ASOS and IDW

The issue of how accurate IDW is compared to ASOS is the background for deciding whether to use ASOS data or IDW forecasts when predicting PV power output at locations without public meteorological stations. Therefore, in this section, the accuracy of IDW confirmed in the previous section is compared and analyzed with that of ASOS. The accuracy of ASOS is the MAPE between the observed value of the closest ASOS in each case and the actual value measured at the location of the case.

In the prediction of the horizontal total solar radiation, the 12-month average MAPE of the six cases was approximately 1.2 times more accurate than the 12-month average MAPE of the ASOS. Although ASOS and IDW are similar in terms of MAPE values, 10.91% and 9.17%, respectively, the values of 12-month average solar radiation differ by 98.1 Wh/m² as the ASOS is 4054.0 Wh/m² and the predicted IDW is 3955.8 Wh/m². Therefore, IDW prediction value is considered more accurate than ASOS.

Figure 7a shows IDW results and ASOS accuracies for each case. Among the six cases, Case 3 showed the highest accuracy compared with ASOS. When compared with the average error of 12 months, the IDW accuracy of Case 3 was ~2.3 times higher than that of ASOS, and at this time, MAPE had a difference of approximately 2.8%. Also, in Cases 2 and 6, IDW was 1.9 times and 1.3 times more accurate, respectively, and MAPE differed by 4.7% and 4.1%, respectively. However, in Cases 1 and 4, the accuracy of IDW and ASOS was similar, and in Case 5, ASOS was more accurate than IDW. In Case 5, the MAPE of IDW was 1.2% greater than that of ASOS. Considering the results collectively, if IDW estimates the actual value, it is more accurate than ASOS; therefore, solar radiation prediction is considered effective.

![Figure 7. Boxplot of monthly MAPE for ASOS and IDW in each case; (a) solar radiation, (b) air temperature.](image-url)
In the prediction of air temperature, the 12-month total average MAPE of all cases was found to be 13.1%. However, compared to ASOS, the error was smaller than that of IDW, and the 12-month average error of ASOS was 11.6%. Although IDW can be judged to be inaccurate as the closest ASOS has a smaller error than IDW, the 12-month average air temperature of the closest ASOS value (16.1 °C) and the IDW predicted value (15.8 °C) is only a 0.2 °C difference. Therefore, the IDW prediction value is considered to be similar to the ASOS-measured value.

Figure 7b shows IDW air temperature prediction results and ASOS accuracy for each case. In most cases, the accuracy of ASOS and IDW was similar to that of MAPE, with a difference of less than 3%. The difference between the predicted temperature of IDW and the observed temperature of ASOS was also analyzed to be within 0.3 °C. In Case 3, the prediction error of IDW was found to be approximately 1.6 times larger than that of ASOS. However, even in Case 3, the difference in temperature between the two was only 0.6 °C, so it cannot be said that there is a significant difference. Therefore, unlike insolation, temperature is thought to have little effect on prediction by IDW and it is considered that the effect of IDW is very small in predicting the temperature.

4.2. PV Power Output Forecasting
4.2.1. Estimation of Formulae That Use Only Solar Radiation Factor

In this section, the amount of power output of the PV system is predicted using the meteorological factors predicted by IDW in the previous section. We focused on analyzing the effect of using IDW when estimating the amount of PV power output in places where there were no observations and checking the difference using public data.

The physical model, Equation (3), predicts PV power output using array area, module efficiency, performance ratio, and insolation variables. The only meteorological environmental variable included in the formula is solar insolation, and solar radiation predicted by IDW was substituted in this formula to estimate PV power output and confirm the difference with the actual power output. Additionally, PV power output was estimated by substituting the solar radiation of the nearest ASOS and comparing it with the estimated IDW value. Through this, we analyzed the effect of using IDW instead of public data when predicting PV power generation. In addition, the results predicted by the actual weather environment data measured at the location of the case were reviewed.

Figure 8 shows the actual monthly power output for each case and the power output predicted by the actual weather data, ASOS data, and IDW data. As the number and capacity of PV modules are different for each case, the amount of power output is different; however, in common, the amount of power output is greatest in May–June, when solar radiation is substantial, and shows the smallest trend in December–January. In general, the predicted output is larger than actual output. As mentioned in Section 4.1.1, the real environment is affected by temporary and irregular blind elements, such as clouds and shadows, but the formula cannot reflect them all. Therefore, the predicted power output is generally larger than the actual output. The accuracy of predicted power output for each case, MAPE, was analyzed, as shown in Figure 9. The circle in the figure indicates the MAPE for each month and represents the boxplot of the circles. It represents the results predicted by actual insolation measured at each case location, ASOS insolation, and IDW insolation. Although there were differences by case, the six cases were generally the most accurate when predicted using actual insolation, and the total average MAPE of the six cases was 12.0%. The next most accurate was IDW solar radiation, followed by ASOS solar radiation, and total average MAPE was 19.2% and 21.8%, respectively.
different; however, in common, the amount of power output is greatest in May–June, when solar radiation is substantial, and shows the smallest trend in December–January. In general, the predicted output is larger than actual output. As mentioned in Section 4.1.1, the real environment is affected by temporary and irregular blind elements, such as clouds and shadows, but the formula cannot reflect them all. Therefore, the predicted power output is generally larger than the actual output. The accuracy of predicted power output for each case, MAPE, was analyzed, as shown in Figure 9. The circle in the figure indicates the MAPE for each month and represents the boxplot of the circles. It represents the results predicted by actual insolation measured at each case location, ASOS insolation, and IDW insolation. Although there were differences by case, the six cases were generally the most accurate when predicted using actual insolation, and the total average MAPE of the six cases was 12.0%. The next most accurate was IDW solar radiation, followed by ASOS solar radiation, and total average MAPE was 19.2% and 21.8%, respectively.

Figure 8. Monthly actual PV power output for each case and predicted power output estimated by Equation (3).

Figure 9. Box plot of error MAPE predicted by Equation (3) according to the data type substituted.

More specifically, by analyzing IDW prediction results for each case, Case 4 was found to be very accurate, with an average of 2.0% for 12 months, and Cases 2, 3, 5, and 6 were 13.1%, 19.8%, 11.3%, and 16.2%, respectively. According to Table 1, accuracy was analyzed as “Good”. Although the prediction of Case 5 was “Fail” at 52.8%, in many cases, including Case 5, the accuracy of estimating power output was better or similar when IDW was used rather than ASOS. Therefore, it may be better to use IDW technology to determine which data are effective when there are no measurement data for the target location.

To confirm concretely and visually whether using IDW technology is better than using nearby public data when there are no measurement data at the target location, it is expressed as a discriminant graph, as shown in Figure 10. The horizontal axis means the difference between the MAPE of the power output predicted by ASOS solar radiation and
was confirmed. As in Section 4.2.1, PV power output estimated by the variables of IDW with a high probability when there are no measurement data for the target location. If predicted output for each case, also shows that the error is very large. In the figure, the power output predicted by Equation (4) was generally higher than the actual power output; prediction, predicted by ASOS measurement value and actual meteorological variables very large even when predicting power output using actual weather data measured at the location of the cases, although there was a difference in the degree of each case, and average radiation and temperature was 74.2% in Case 4, which was the smallest, followed by Case 5 at 82.0%, Case 2 at 90.2%, Case 3 at 97.1%, Case 6 at 103.0%, and Case 1 at 145.4%. Therefore, PV power output was estimated by substituting solar radiation and it showed an unacceptable range of errors as a predictive model of PV power output.

**Figure 10.** Discriminant graph classifying the accuracy of the power output result predicted by Equation (3).

4.2.2. Estimation of Formulae That Use Solar Radiation and Air Temperature

Among the physical models that predict the amount of solar power generation, Equation (4) includes the array area, array efficiency, solar radiation variables, and outdoor temperature variables. Therefore, PV power output was estimated by substituting solar radiation and air temperature predicted by IDW technology, and the difference with actual power output was confirmed. As in Section 4.2.1, PV power output estimated by the variables of IDW prediction, predicted by ASOS measurement value and actual meteorological variables measured at the location of the cases, were reviewed together.

The output of each case, estimated using Equation (4), is shown in Figure 11. The power output predicted by Equation (4) was generally higher than the actual power output; in particular, the error was very large in periods other than July to September when the outdoor air temperature was lower than 25 °C. Figure 12, which shows the accuracy of the predicted output for each case, also shows that the error is very large. In the figure, the circle represents the MAPE of each month and the boxplot of the circles. The error was very large even when predicting power output using actual weather data measured at the location of the cases, although there was a difference in the degree of each case, and average MAPE of the six cases was 72.8%. The accuracy of the results predicted by IDW solar radiation and temperature was 74.2% in Case 4, which was the smallest, followed by Case 5 at 82.0%, Case 2 at 90.2%, Case 3 at 97.1%, Case 6 at 103.0%, and Case 1 at 145.4%. Therefore, it showed an unacceptable range of errors as a predictive model of PV power output.
Equation (4) includes the array area, array efficiency, solar radiation variables, and outdoor temperature variables. Therefore, PV power output was estimated by substituting these variables into Equation (4) to reflect the increase in the module temperature owing to the increase in the outside temperature and the decrease in efficiency and power generation, it is inferred that a ratio of less than 1 is multiplied if it is 25 °C or more. However, it is conjectured that this ratio does not fit the current situation in Korea.

Although the result of PV power output prediction was an error in an unacceptable range, the results of Equation (4) were also analyzed to confirm whether using IDW technology improves prediction accuracy compared to using nearby public data. The result of the power generation predicted by Equation (4) is also shown in using the discriminant technology. The discrimination graph by Equation (4) is expressed in Figure 13. Because the prediction error of Equation (4) was very high, approximately 87.5% of the monthly prediction results of the six cases were distributed in the range of 2 to 15 of the total monthly error. Prediction results located in zones (b) and (d) were 54.1% of the total monthly prediction results, which was not significantly different from the proportion of results located in zones (a) and (c). This means that it cannot be determined with certainty that either one of them is definitely superior, whether using ASOS data or IDW to predict PV power output. Nevertheless, it can be inferred that the prediction by IDW is more positive because the results distributed in zones (b) and (d) are relatively farther from zero than those located in zones (a) and (c). In other words, the farther away from the zero point on the horizontal axis in the discriminant graph, the better the accuracy compared with the counterpart. Although it is unclear whether IDW or ASOS data are better to utilize in each case, and average MAPE of the six cases was 72.8%. The accuracy of the results measured at the location of the cases, although there was a difference in the degree of accuracy of the predicted output for each case, also shows that the error is very large. In particular, the error was very large in periods other than July to September when the outdoor air temperature was lower than 25 °C. Figure 12, which shows the box plot of error MAPE predicted by Equation (4) according to the data type substituted.

Figure 11. Monthly actual PV power output for each case and predicted power output estimated by Equation (4).
graph described in Section 4.2.1. The discrimination graph by Equation (4) is expressed in Figure 13. Because the prediction error of Equation (4) was very high, approximately 87.5% of the monthly prediction results of the six cases were distributed in zones (a) and (b).

Figure 13. Discriminant graph classifying the accuracy of the power output result predicted by Equation (4).

Regardless of whether the error rate itself is accurate or inaccurate, it is possible to infer which is more effective using IDW or ASOS data based on the results in zones (b) and (d). Prediction results located in zones (b) and (d) were 54.1% of the total monthly prediction results, which was not significantly different from the proportion of results located in zones (a) and (c). This means that it cannot be determined with certainty that either one of them is definitely superior, whether using ASOS data or IDW to predict PV power output. Nevertheless, it can be inferred that the prediction by IDW is more positive because the results distributed in zones (b) and (d) are relatively farther from zero than those located in zones (a) and (c). In other words, the farther away from the zero point on the horizontal axis in the discriminant graph, the better the accuracy compared with the counterpart. Although it is unclear whether IDW or ASOS data are better to utilize, as the ratios distributed in (a) and (c) and (b) and (d) are similar, the degree and quality of accuracy when using IDW data may be more positive.

5. Conclusions

Photovoltaic power output forecasting is necessary for the overall management of a PV system, such as designing capacity, planning efficient operation, or detecting abnormalities during operation. Because of this necessity, various methodologies for predicting PV power output are being developed; in particular, prediction technology using machine learning and big data is developing rapidly. However, despite the high level of accuracy due to the use of technologies such as machine learning and AI using big data, it is a method that requires data learning; therefore, most of the technologies require benchmark data to use the technology. In this study, an IDW-based prediction framework was proposed for predicting power output when there are no meteorological data (i.e., benchmark data) from the location where the PV system or a power plant are installed.

When estimating the amount of power output using the PV power output prediction model, if there are meteorological data at the location of the power plant, it is more accurate to predict the amount of power output using this data. However, if there are no measured data, it was confirmed that it is more beneficial to use the weather data predicted by IDW, rather than public data such as ASOS, as replacement data. The forecasting accuracy depends on the power generation forecasting model and proven case, but when comparing the 12-month average prediction error value of each case, the prediction error can be reduced up to 0.58 times compared to when using ASOS data. Further, the use of IDW is
suitable when predicting power output, because the probability of improving accuracy when using IDW is higher than that when using ASOS.

In addition, it was found that the final accuracy of the power output predicted based on spatial statistical techniques is determined by the accuracy of predicting weather data with IDW and PV power output using weather data from the location where the power plant is installed. More precisely, the final accuracy of the power output predicted with IDW was analyzed in a manner similar to the sum of the accuracy of predicting the meteorological variable by IDW and accuracy of the power output predicted by actual meteorological data measured at the location of the PV plant. Therefore, if the power prediction model is accurate, the accuracy of the IDW-based PV prediction results is expected to improve.

Similarly, this study used only two physical models, but if other predictive models were used, it is expected that the accuracy would be improved. Furthermore, if the accuracy of IDW itself is improved by adjusting the distance coefficient and selecting stations for spatial statistics, the effect of predicting the amount of PV power output using spatial statistics is expected to increase.
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