Impact of finite temperatures on the transport properties of Gd from first principles
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Finite temperature effects have a pronounced impact on the transport properties of solids. In magnetic systems, besides the scattering of conduction electrons by impurities and phonons, an additional scattering source coming from the magnetic degrees of freedom must be taken into account. A first-principle scheme which treats all these scattering effects on equal footing was recently suggested within the framework of the multiple scattering formalism. Employing the alloy analogy model treated by means of the CPA, thermal lattice vibrations and spin fluctuations are effectively taken into account. In the present work the temperature dependence of the longitudinal resistivity and the anomalous Hall effect in the strongly correlated metal Gd is considered. The comparison with experiments demonstrates that the proposed numerical scheme does provide an adequate description of the electronic transport at finite temperatures.

I. INTRODUCTION

Rare earth elements may exhibit both ferromagnetic or antiferromagnetic order in certain temperature regimes. Nowadays, it is commonly accepted that Gd, having the hcp structure, possesses a simple ferromagnetic (FM) order up to its Curie temperature ($T_c$). However, in early experimental studies a helical magnetic structure was observed in polycrystalline Gd in the temperature range between 210 K and 290 K². Such a helical spin configuration is easily destroyed by a weak magnetic field¹ leading to a collinear magnetic structure in the system. This means that only in the absence of an applied magnetic fields this type of antiferromagnetism can be observed. Recent experiments on single crystals of Gd did not reveal any anomalies in the low-field magnetization curves and confirm that Gd has a normal ferromagnetic order in certain temperature regimes.

It is well known that in magnetic systems the electrical resistivity is caused by electron scattering by various magnetic inhomogeneities in addition to the electron-phonon scattering as well as scattering by impurities and other structural defects. The latter contribution is responsible for the so-called residual resistivity observed in the zero-temperature limit. The resistivity part due to the phonon mechanism shows usually a $T^5$ behavior at low temperatures and varies linearly with $T$ above the Debye temperature ($T_D$). This behavior can be described on the $ab initio$ level and corresponding studies on transition metals²⁰ lead in general to good agreement with experimental data. In the present study not only the linear dependence was obtained in the temperature region...
$T > T_D$ but it was found also well below $T_D$. A theoretical description of the resistivity caused by thermal spin-fluctuation effects was first given on the basis of the $s$-$d$ (in rare earth $d$-$f$) model Hamiltonian\textsuperscript{21-23}. This approach suggests a $T^2$ dependence in the low temperature limit and almost a constant resistivity above the Curie temperature. In the intermediate temperature regime the $T$-dependence of the resistivity is expected to be rather complex. Recent \textit{ab initio} calculations of the paramagnetic spin-disorder resistivity for a number of transition metals and their alloys as well as rare earth metals are based on two alternative approaches: the disordered local moment approach using the coherent potential approximation (CPA) formalism and averaging the Landauer-Büttiker conductance of a supercell over the random non-collinear spin-disorder configurations, with both leading in general to good agreement with experimental values\textsuperscript{11,24}. However, for a quantitative description of the temperature dependent electrical resistivity from first principles one needs to combine the influence of lattice vibrations and spin fluctuations which is a non-trivial task. Therefore, certain approximations are required to reach this goal.

During the last years, the anomalous Hall effect (AHE) and its dependence on the temperature attracts also much attention. In the case of Gd, a number of theoretical investigations have been performed to explain the unexpectedly large AHE observed experimentally\textsuperscript{25}. Previously, these studies were performed on a model level. An earlier description of the AHE of Gd was based on the uniform electron gas model accounting for spin-orbit coupling effects leading, in turn, to an asymmetry in the scattering process (skew-scattering mechanism)\textsuperscript{26}. However, due to the high localization the electrons giving rise to the magnetic moment are unable to participate in conduction, therefore this model is not appropriate to describe the AHE in rare earth systems. The model developed by Kondo\textsuperscript{27} was based on the $s$-$d$ ($s$-$f$) interaction leading to a scattering of the conduction electrons by the thermally induced spin moment tilting. In this model the necessary asymmetry is due to the intrinsic spin-orbit coupling of the $f$ electrons. Therefore, the Hamiltonian describing the interaction of the conduction and the localized electrons is valid when the orbital angular moment of localized electrons remains unquenched. This is not the case for Gd and therefore it cannot be used to describe the AHE in this metal. Another model which eliminated the above mentioned constraint, was developed by Maranzana\textsuperscript{28} and is based on Kondo’s model. In this model the skew-scattering mechanism is originating from the interaction between the localized spin moment and the orbital momentum of the conduction electron.

Within the discussed models the large AHE in Gd was ascribed solely to the skew-scattering contribution. Another scattering mechanism, the so-called side-jump mechanism, first introduced by Berger\textsuperscript{29,30} was accounted within a model suggested by Fert\textsuperscript{31}. It was demonstrated, particularly for Gd, that the side-jump contribution is equally important as the skew-scattering mechanism and should be taken into account as well.

In this paper, we discuss the impact of finite temperatures, taking into account thermal lattice vibrations and spin fluctuations, on the transport properties in Gd from first principles by making use of the alloy analogy model\textsuperscript{32}.

\section{II. Computational Details}

The electronic structure calculations are based on KKR Green function method\textsuperscript{33} implemented in the fully relativistic spin-polarized Munich SPR-KKR package with angular momentum cutoff $l_{\text{max}} = 4$. A full four-component Dirac formalism is employed to describe the electronic structure within Kohn-Sham-Dirac density functional theory\textsuperscript{34}. For $spd$ electrons the local density approximation was used with the parametrization given by Vosko \textit{et al.}\textsuperscript{35}. To treat the highly correlated $4f$ states the LSDA+$U$ method was used with the double counting part of the LSDA+$U$ functional evaluated within the so-called atomic limit expression\textsuperscript{36}. The temperature effects are treated within the alloy analogy scheme\textsuperscript{37} based on the CPA alloy theory\textsuperscript{38-39}. For the description of the magnetic spin fluctuations the temperature-dependent magnetization data was taken from experiment\textsuperscript{40}. The calculation of the transport properties of Gd is based on the Kubo-Streda formalism, with the corresponding expression for the conductivity given by:

$$
\sigma_{\mu\nu} = \frac{\hbar}{4\pi N \Omega} \text{Trace} \left\langle j_{\mu} (G^+ - G^-) j_{\nu} G^- \right\rangle + \frac{|e|}{4\pi i N \Omega} \text{Trace} \left\langle (G^+ - G^-) (\hat{r}_{\mu} \hat{j}_{\nu} - \hat{r}_{\nu} \hat{j}_{\mu}) \right\rangle (1)
$$

with the relativistic current operator $\hat{j} = -|e| \sigma \Omega$ and the electronic retarded and advanced Green functions $G^\pm$, evaluated at the Fermi energy $E_F$ by means of the relativistic multiple scattering or KKR formalism\textsuperscript{33}. The angular brackets denote a configurational average which here is carried out using the coherent potential approximation (CPA) which takes into account the so-called vertex corrections (VC)\textsuperscript{35}. In the last equation $N$ is the number of sites and $\Omega$ is the volume of the unit cell. As was justified by previous work\textsuperscript{40} the second term in the Eq.(1) has been omitted.

The Gilbert damping parameters\textsuperscript{41,42} was calculated within the linear response theory using the Kubo-Greenwood-like equation:

$$
\alpha_{\mu\nu} = -\frac{\hbar \gamma}{\pi M_s} \text{Tr} \left\langle \hat{T}_{\mu} \mathcal{G} G^+ \hat{T}_{\nu} \mathcal{G} G^+ \right\rangle_c ,
$$

where $M_s$ is the saturation magnetization, $\gamma$ the gyromagnetic ratio and $\hat{T}_\mu$ is the torque operator\textsuperscript{12}. 
III. RESULTS

A. Electronic structure

The electronic structure of Gd has been calculated using the experimental lattice parameters $a = 3.629\,\text{Å}, c/a = 1.597$. As was mentioned above, the $4f$ electrons have been treated as the valence electrons with correlations described within the LSDA+$U$ scheme with the Coulomb parameter $U = 6\,\text{eV}$ and the exchange parameter $J = 0.9\,\text{eV}$. The resulting electronic band structure is shown in Fig. 1 in combination with the density of states (DOS). One can see that the $4f$ majority-spin states are located at approximately $-7.5\,\text{eV}$ with respect to the Fermi level ($E_F$), while the minority-spin states are at about $3\,\text{eV}$ above $E_F$, which is in agreement with photoemission experiments.\textsuperscript{44}

The spin magnetic moment obtained in the calculations for $T = 0\,\text{K}$ equals to $7.63\mu_B$ and accordingly is in a good agreement with the experimental saturated magnetic moment of $7.55\mu_B$/per atom.\textsuperscript{9} The dominating contribution of $7\mu_B$ is associated with the $f$ electrons, while the excessive spin magnetic moment of $0.63\mu_B$ is a result of the exchange splitting for the $5d6s6p$ electrons due to a strong exchange field produced by the $f$-electrons, as it was discussed previously.\textsuperscript{7,12,13} The persistence or vanishing of the exchange splitting with increasing temperature is a matter of debate both in theory and experiment. Several experimental reports indicate that it collapses approaching the Curie temperature,\textsuperscript{44} while other demonstrate that the exchange splitting persists even in the paramagnetic state.\textsuperscript{10,45} The spin resolved total DOS calculated in the global frame of reference with the quantisation axis along the average magnetization at finite temperatures is represented in Fig. 2. Obviously, a temperature increase results in changes of the majority and minority spin DOS due to the spin mixing caused by the thermal spin fluctuations. This leads to the same DOS for both spin directions at $T > T_c$. The energy positions of the $f$-states are almost unchanged in the whole temperature region. However, the exchange splitting of the spin-up and spin-down $5d6s6p$-states (having the main contribution to the DOS at the energies around $E_F$) decreases (as it depends on the average magnetization of the system) with increasing temperature. In particular, this results in an increase of the DOS at the Fermi level in the paramagnetic state.

B. Electrical resistivity

One of the central transport properties of metallic systems is their electrical resistivity. The experimentally measured temperature-dependent resistivity of Gd ex-

Figure 1. (Color online) Band structure and the density of states in Gd, calculated using LSDA+$U$ approach.

Figure 2. (Color online) Spin resolved DOS of Gd for various temperatures: bottom panel - magnified area.
Figure 3. (Color online) Temperature-dependent electrical resistivity: top panel in-plane, bottom panel - out of plane components. The various symbols represent: black solid circles – experimental results, empty blue triangles – only thermal lattice vibrations, empty green diamonds – only spin fluctuations, empty red circles – total resistivity including both effects simultaneously, brown dashed line corresponds to the sum of individual contributions.

Figure 4. (Color online) Total DOS at the Fermi level depending on the temperature.

hobits an anisotropy with different magnitudes along the hexagonal axis ($\rho_{zz}$) and in the basal plane ($\rho_{xx}$) (see Fig. 3). Both $\rho(T)$ curves are characterized by an abrupt slope change close to the Curie temperature.

In addition to the total $\rho(T)$ values, we have investigated its temperature dependence caused only by lattice vibrations (vib) or only by magnetic fluctuations (fluct), which appear to be of comparable magnitude. From this one can conclude that these sources of the temperature-dependent resistivity are additive only in the case of the weak disorder (low temperatures), which does not hold when approaching the Curie temperature (strong disorder). In this regime they must be taken into account simultaneously, since only then the overall behavior of the resistivity curves agrees well with experiment. This allows to conclude that the maximum of the experimental $\rho_{zz}$ close to the Curie temperature is not a result of short range magnetic order as it was suggested in the earlier literature, since the present calculations are based on the single-site CPA. The present results suggest its origin as a combination of two competitive mechanisms. On the one hand, thermally induced disorder grows, leading to a resistivity increase and on the other hand, the effective DOS around $E_F$ relevant for the conductivity increases with increasing $T < T_c$ (Fig. 4), which effectively reduces the resistivity.

C. Anomalous Hall effect

As was already mentioned, Gd shows a rather large AHE, which is well described within a model that accounts at the same time for skew-scattering and side jump mechanisms. However, within this model only the electron scattering by thermally induced spin fluctuations is discussed, while the contribution from the electron-phonon mechanism is completely neglected. Within the present calculations both contributions are taken into account. The resulting total anomalous Hall resistivity can be seen in Fig. 5 (top panel) in comparison with experimental results (for polycrystalline samples as well as single crystals) and the theoretical result obtained on the basis of model calculations by Fert. One can see that the anomalous Hall resistivity shows a pronounced temperature dependence: the resistivity increases from zero at $T = 0K$ to a maximum value just below the Curie temperature and then drops to zero as the magnetization vanishes with further increasing temperature. Overall there is a qualitative and quantitative agreement of our first principles results with experiment as well as with the model calculations. In Fig. 5 (bottom panel) the individual contributions arising from the scattering by the lattice vibrations and spin fluctuations are shown. One can see that both mechanisms provide contributions nearly of the same order of magnitude. The qualitative
behavior of the total AHR is determined by the scattering due to spin disorder, while the contribution due to lattice vibrations shows, as expected, a monotonous increase with temperature. It is interesting to compare the sum of the individual contributions with the total AHR. From Fig. 5 (bottom panel) one can see that the total AHR significantly exceeds the sum of these contributions. Therefore for the correct description of the total AHR it is necessary to account simultaneously for the combination of scattering due to the thermal lattice vibrations and spin fluctuations.

D. Gilbert damping

In the present work, the Gilbert damping parameter for Gd has been calculated in the limit of slow magnetization dynamics\textsuperscript{19}. It describes the magnetization dissipation for the whole system, accounting for $f$-like and $5d_{6sp}$-like spin magnetic moments characterized by their slow simultaneous coherent motion. The corresponding results of calculations of the Gilbert damping as a function of temperature up to the Curie temperature are shown in Fig. 6. The separate contributions due to thermal lattice vibrations and spin fluctuations are shown together with the curve accounting for both sources simultaneously. One can see a monotonous decrease of the Gilbert damping due to electron-phonon scattering with rising temperature. On the other hand, the curve representing the effect of the electron scattering due to thermal spin fluctuations exhibits a decrease in the low temperature region due to the dominating breathing Fermi surface dissipation mechanism, while above 150 K the increase of the Gilbert damping is determined by the increase of thermal magnetic disorder leading to magnetization dynamics due to electron scattering events accompanied by spin-flip electron transitions. However, approaching the Curie temperature, the Gilbert damping reaches a maximum at 275 K with a following decrease up to the Curie temperature. This behavior correlates with the temperature dependent behavior of the resistivity $\rho_{zz}(T)$ and can be associated with the decrease of probability of spin-flip scattering of transport electrons caused by a modification of the electronic structure discussed above. A similar non-monotonous behavior has been found for the temperature dependence of the total Gilbert damping.
IV. CONCLUSIONS

In summary, we have studied the transport properties in the highly correlated system Gd from first principles. The electron-electron correlation effects were approximately accounted for by using the LSDA+$U$ approach resulting in an adequate description of the electronic structure. In turn, it enables a proper physical description of the transport properties. In this contribution we discussed the impact of finite temperatures (including the impact of thermal lattice vibrations and spin fluctuations) on the electrical resistivity as well as on the anomalous Hall resistivity. The applied approach based on the single site CPA describing thermal lattice vibrations and spin fluctuations allows to analyze individual contributions to the longitudinal and transverse resistivities arising due to these mechanisms. In both cases it turned out that in order to obtain reasonable agreement with experimental data it is necessary to account for a combination of the contributions connected with the phonon scattering and scattering by spin disorder as the simple sum of these contributions, especially for the AHR, significantly deviates from experiment. In the case of the longitudinal resistivity a slight anisotropy was observed which is in agreement with experimental results. For the out-of-plane resistivity a small experimentally detected maximum in the vicinity of the Curie temperature was fully reproduced. The emergence of this maximum according to experimental findings was attributed so far to magnetic short-range order effect. However, in the present calculations such an ordering was completely neglected as the distribution of the spin magnetic moments considered absolutely random. Accordingly, the origin of this maximum is solely due to spin disorder.

In case of the AHR a small anisotropy was observed as well. The calculated temperature dependent AHR with magnetization pointing along the c axis agrees surprisingly well with the experimental data. The maximum occurred just below the Curie temperature with the further abrupt drop is well reproduced.
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