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Abstract: We present a three-step family of iterative methods to solve systems of nonlinear equations. This family is a generalization of the well-known fourth-order King’s family to the multidimensional case. The convergence analysis of the methods is provided under mild conditions. The analytical discussion of the work is upheld by performing numerical experiments on some application oriented problems. Finally, numerical results demonstrate the validity and reliability of the suggested methods.
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1. Introduction

System of nonlinear equations (SNEs) finds applications to numerous phenomena in many areas of science and engineering. Given a nonlinear system, \( F(X) = 0 \), where \( F \) is a nonlinear map from \( \mathbb{R}^k \rightarrow \mathbb{R}^k \), we are interested to compute a vector \( X^* = (x_1^*, x_2^*, \ldots, x_k^*)^T \) such that \( F(X^*) = 0 \), where \( F(X) = (f_1(X), f_2(X), \ldots, f_k(X))^T \) is a Fréchet differentiable function and \( X = (x_1, x_2, \ldots, x_k)^T \in \mathbb{R}^k \).

The classical Newton’s method [1] is the most famous procedure to solve SNEs. It is given by

\[
X^{(k+1)} = X^{(k)} - \left( F'(X^{(k)}) \right)^{-1} F(X^{(k)}), \quad k = 0, 1, 2, \ldots
\]

It converges quadratically if the function \( F \) is continuously differentiable and the initial approximation is close enough. In the literature, there are variety of higher-order methods that improve the convergence order of Newton’s scheme. For example, several authors have proposed cubically convergent methods [2–5] requiring computation of \( 2-F' \) (\( 2-F' \) stand for \( F' \) two times), \( 1-F \) (\( 1-F \) stands for \( F \) one time), and two matrix inversions per step. In [6], the authors developed another family of methods of order three, one of which requires one \( 1-F \) and \( 3-F' \), whereas the other requires \( 1-F \) and \( 4-F' \) evaluations and two matrix inversions per iteration. In [7], Darvishi and Barati utilized \( 2-F, 2-F' \) and two matrix inversions per step to propose a new third-order scheme. Similarly, several third-order methods have been proposed in [8,9] that require \( 2-F, 1-F' \), and one matrix inversion. Babajee et al. [10] presented a method having convergence order four which consumes \( 1-F, 2-F' \) and two matrix inversions per iteration. Another fourth-order method is developed in [11] using two evaluations of the function and the Jacobian and one matrix inversion, whereas the authors of [12] propose another fourth-order method, utilizing \( 3-F, 1-F' \), and one matrix inversion per iteration. Another fifth-order method in [13] requires three evaluations of the function and only one Jacobian evaluation, with the solution of three linear systems with the same matrix of coefficients per iteration.
In pursuit of faster algorithms, researchers have also developed fifth and sixth-order methods, for example, in [6,14–16]. In [15], Narang et al. extended the existing Babajee’s fourth-order scheme [17] to solve SNEs and developed a sixth-order convergent family of Chebyshev-Halley type methods. Their scheme requires two $F$, two $F'$ evaluations, and the solution of two linear systems per iteration. One can notice that although the researchers are making an attempt to improve the order of convergence of an iterative method, it mostly leads to an increase in the computational cost per iteration. The computational cost is especially high if the method involves the use of the second order Fréchet derivative $F''(X)$. This is a major limitation of the higher-order methods. Thus, although developing new iterative methods, we should try to keep the computational cost low. With this intention, we have made an attempt to develop a family of three-step sixth-order methods requiring two $F$, two $F'$ and one matrix inversion per iteration. This family of methods is compared to be more efficient than existing methods. These have been found to be effective in solving particularly large-scale nonlinear systems.

The outline of the manuscript is as follows. In Section 2, a new class of new sixth-order scheme and its convergence analysis is presented. In Section 3, we present numerous illustrative examples to validate the theoretical results. Finally, Section 4 contains some conclusions.

2. Design of the King’s Family for Multidimensional Case

In this section, we proposed a new three-point extension of King’s method [18–21] having sixth-order convergence. For this purpose, we consider the well-known fourth-order King’s method, which is given by

$$y_k = x_k - \frac{f(x_k)}{f'(x_k)},$$

$$x_{k+1} = y_k - \frac{1 + \alpha u_k}{1 + (\alpha - 2)u_k} f(y_k)$$

where $\alpha$ is a real parameter and $u_k = \frac{f(y_k)}{f'(x_k)}$. For $\alpha = 0$, one can obtain the well-known Ostrowski’s method [22–24].

Let us now modify the method (2) for SNEs by rewriting the scheme as follows,

$$u_k = \frac{f(y_k) - f(x_k) + f(x_k)}{f(x_k)}$$

$$= \frac{f(y_k) - f(x_k)}{f(x_k)} + 1$$

$$= 1 - \frac{f(y_k) - f(x_k)}{(y_k - x_k)f'(x_k)}$$

$$= 1 - f'(x_k)^{-1}[y_k, x_k; f],$$

where $[y_k, x_k; f] = \frac{f(y_k) - f(x_k)}{y_k - x_k}$. Finally, we can rewrite the above scheme (2) for SNEs with one additional sub-step in the following manner,

$$y^{(k)} = x^{(k)} - F'(x^{(k)})^{-1}F(x^{(k)}),$$

$$z^{(k)} = y^{(k)} - (I + (\alpha - 2)IU^{(k)})^{-1}(I + \alpha IU^{(k)})F'(x^{(k)})^{-1}F(y^{(k)}),$$

$$x^{(k+1)} = z^{(k)} - [y^{(k)}, z^{(k)}; F]^{-1}F(z^{(k)}),$$

where $[\cdot, \cdot; F]$ is a finite difference of order one and $\alpha$ is a free disposable parameter with $U^{(k)} = I - [x^{(k)}, y^{(k)}; F]F'(x^{(k)})^{-1}$. In addition, $F[Y_n, X_n]$ is a finite difference of order one.
Now, it is necessary to analyze the convergence conditions of this modified King’s class of methods. In Theorem 1, we demonstrate the convergence order of the above scheme (3). We have used the following procedures [25] to prove the convergence results.

Let \( F : \Omega \subseteq \mathbb{R}^k \rightarrow \mathbb{R}^k \) be sufficiently differentiable in \( \Omega \). Now, we define the \( q \)th derivative of \( F \) at \( \omega \in \Omega \), \( q \geq 1 \). It can be viewed as a \( q \)-linear function \( F^{(q)}(\omega) : \mathbb{R}^k \times \cdots \times \mathbb{R}^k \rightarrow \mathbb{R}^k \), such that \( F^{(q)}(\omega)(v_1, \ldots, v_q) \in \mathbb{R}^k \). It is easy to observe that

1. \( F^{(q)}(\omega)(v_1, \ldots, v_{q-1}, \cdot) \in \mathcal{L}(\mathbb{R}^k) \).
2. \( F^{(q)}(\omega)(v_{c(1)}, \ldots, v_{c(q)}) = F^{(q)}(\omega)(v_1, \ldots, v_q), \) for all permutation \( \sigma \) of \( \{1, 2, \ldots, q\} \).

Using the above relations, we can introduce the following notation,

(a) \( F^{(q)}(\omega)(v_1, \ldots, v_q) = F^{(q)}(\omega)v_1 \ldots v_q \).
(b) \( F^{(q)}(\omega)v^{\theta}-1F^{(p)}v^p = F^{(q)}(\omega)F^{(p)}(\omega)v^{\theta+p-1} \).

Now, applying Taylor’s expansion for \( \tilde{\xi}^* + h \in \mathbb{R}^k \) in the neighborhood of a solution \( \tilde{\xi}^* \) of the given linear system, one can get

\[
F(\tilde{\xi}^* + h) = F^{'}(\tilde{\xi}^*) \left[ h + \sum_{q=2}^{p-1} \frac{C_q h^q}{q!} \right] + O(h^p),
\]

where \( C_q = (1/q!)[F^{'}(\tilde{\xi}^*)]^{-1}F^{(q)}(\tilde{\xi}^*), q \geq 2 \). We note that \( C_q h^q \in \mathbb{R}^k \) as \( F^{(q)}(\tilde{\xi}^*) \in \mathcal{L}(\mathbb{R}^k \times \cdots \times \mathbb{R}^k, \mathbb{R}^k) \), and \( [F^{'}(\tilde{\xi}^*)]^{-1} \in \mathcal{L}(\mathbb{R}^k) \).

Similarly, we can express \( F^{'} \) as

\[
F^{'}(\tilde{\xi}^* + h) = F^{'}(\tilde{\xi}^*) \left[ I + \sum_{q=2}^{p-1} qC_q h^{q} \right] + O(h^{p-1}),
\]

where \( I \) denotes the identity matrix. Therefore, \( qC_q h^{q} \in \mathcal{L}(\mathbb{R}^k) \). From Equation (5), we obtain

\[
[F^{'}(\tilde{\xi}^* + h)]^{-1} = \left[ I + X_2 h + X_3 h^2 + X_4 h^4 + \cdots \right] [F^{'}(\tilde{\xi}^*)]^{-1} + O(h^p),
\]

where

\[
X_2 = -2C_2, \quad X_3 = 4C_2^2 - 3C_3, \quad X_4 = -8C_2^3 + 6C_2C_3 + 6C_3C_2 - 4C_4, \quad \vdots
\]

Let us denote \( e^{(k)} = x^{(k)} - \tilde{\xi}^* \) as the error at the \( k \)th iteration. Then, the error equation is given as follows,

\[
e^{(k+1)} = M(e^{(k)})^p + O((e^{(k)})^{p+1}),
\]

where, \( M \) is a \( p \)-linear function \( M \in \mathcal{L}(\mathbb{R}^k \times \cdots \times \mathbb{R}^k, \mathbb{R}^k) \). Here, \( p \) is the order of convergence and \( (e^{(k)})^p \) is a column vector \( (e^{(k)}, e^{(k)}, \ldots, e^{(k)})^T \).

**Theorem 1.** Let \( F : \Omega \subseteq \mathbb{R}^k \rightarrow \mathbb{R}^k \) be a sufficiently differentiable function defined on a convex set \( \Omega \) containing the zero \( \tilde{\xi}^* \). Let us assume that \( F^{'}(x) \) is continuous and non-vanishing at \( \tilde{\xi}^* \). If the initial guess \( x^{(0)} \) is close enough to \( \tilde{\xi}^* \), the iterative scheme (3) attains sixth-order convergence for each \( x \).
**Proof.** Let \( e^{(k)} = x^{(k)} - \xi^* \) be the error at the \( k \)-th iteration. Now, expanding \( F(x^{(k)}) \) and \( F'(x^{(k)}) \) using Taylor's expansion in a neighborhood of \( \xi^* \), we get

\[
F(x^{(k)}) = F'(\xi^*) \left[ e^{(k)} + C_2(e^{(k)})^2 + C_3(e^{(k)})^3 + C_4(e^{(k)})^4 + C_5(e^{(k)})^5 + C_6(e^{(k)})^6 \right] + O((e^{(k)})^7)
\]

(7)

and

\[
F'(x^{(k)}) = F'(\xi^*) \left[ I + 2C_2e^{(k)} + 3C_3(e^{(k)})^2 + 4C_4(e^{(k)})^3 + 5C_5(e^{(k)})^4 + 6C_6(e^{(k)})^5 \right] + O((e^{(k)})^6),
\]

(8)

where \( I \) is the identity matrix of size \( n \times n \) and \( C_k = \frac{1}{k!}F'(\xi^*)^{-1}F(x^{(k)}) \), \( k \geq 2 \).

With the help of above expression (8), we have

\[
F'(x^{(k)})^{-1} = \left[ I - 2C_2e^{(k)} + \Delta_0(e^{(k)})^2 + \Delta_1(e^{(k)})^3 + \Delta_2(e^{(k)})^4 + \Delta_3(e^{(k)})^5 + \Delta_4(e^{(k)})^6 + O((e^{(k)})^7) \right] F'(\xi^*)^{-1}
\]

(9)

where \( \Delta_k = \Delta_k(C_2, C_3, \ldots, C_6) \), for example, \( \Delta_0 = 4C_2^2 - 3C_3 \), \( \Delta_1 = -(8C_2^3 - 6C_2C_3 - 6C_3^2 + 4C_4) \), \( \Delta_2 = 8C_2C_4 + 9C_2^3 + 8C_4 - 12C_2C_3C_4 - 12C_3C_4^2 - 16C_4 - 5C_5 \), \( \Delta_3 = 10C_2C_5 + 12C_3C_4 + 12C_2C_5 - 16C_2C_4^2 - 16C_3C_4^2 - 16C_5^2 - 16C_4C_2^2 + 24C_2C_3^2 + 24C_2C_3^2 - 24C_3C_2^2 + 32C_2 - 6C_6 \), etc.

From expressions (7) and (9), we yield

\[
F'(x^{(k)})^{-1}F(x^{(k)}) = e^{(k)} + \Theta_0(e^{(k)})^2 + \Theta_1(e^{(k)})^3 + \Theta_2(e^{(k)})^4 + \Theta_3(e^{(k)})^5 + \Theta_4(e^{(k)})^6 + O((e^{(k)})^7).
\]

(10)

where \( \Theta_k = \Theta_k(C_2, C_3, \ldots, C_6) \), for example, \( \Theta_0 = -C_2 \), \( \Theta_1 = 2C_2^2 - 2C_3 \), \( \Theta_2 = -(4C_2^3 - 4C_2C_3 - 3C_3^2 + 3C_4) \), \( \Theta_3 = 6C_2C_4 + 9C_2^3 + 4C_4 - 6C_2C_3C_4 - 6C_3C_4^2 + 8C_2^2 - 4C_5 \), \( \Theta_4 = 8C_2C_5 + 9C_3C_4 + 8C_4C_2 - 12C_2C_3C_2 - 12C_3C_3^2 - 8C_2C_4^2 - 12C_3C_4^2 - 12C_2C_5C_2 - 12C_3C_5^2 - 12C_5^2 + 16C_2C_4^2 + 16C_2C_5 + 12C_2C_3^2 + 12C_2C_3^2 - 16C_3^2 - 5C_6 \), etc.

By inserting the expression (10) in the first substep of (3), we obtain

\[
y^{(k)} - \xi^* = -\Theta_0(e^{(k)})^2 - \Theta_1(e^{(k)})^3 - \Theta_2(e^{(k)})^4 - \Theta_3(e^{(k)})^5 - \Theta_4(e^{(k)})^6 + O((e^{(k)})^7).
\]

(11)

which further produces

\[
F(y^{(k)}) = F'(\xi^*) \left[ -\Theta_0(e^{(k)})^2 - \Theta_1(e^{(k)})^3 + (C_2\Theta_0^2 - \Theta_2)(e^{(k)})^4 + (2C_2\Theta_0\Theta_1 - \Theta_3)(e^{(k)})^5 + \\
- (C_3\Theta_0^3 - C_2(\Theta_1^2 + 2\Theta_0\Theta_2) + \Theta_4)(e^{(k)})^6 + O((e^{(k)})^7) \right]
\]

(12)

and

\[
U^{(k)} = I - F'(x^{(k)})^{-1}[a, y^{(k)}; F] = C_2e^{(k)} + (C_2\Theta_0 - 2C_2^2 + 2C_3)(e^{(k)})^2 + \left( -2C_2\Theta_0 + C_2(\Theta_1 - 7C_2) + C_3\Theta_0 + 4C_2^2 \right)
\]

\[
+ 3C_4 \right)(e^{(k)})^3 + \left( 4C_2\Theta_0 + C_2(20C_3 - 2\Theta_1) + C_2(-5C_3\Theta_0 - 10C_4 + \Theta_2) + C_2\Theta_0 + \\
+ C_3(\Theta_1 - \Theta_2^2) - 8C_2^2 - 6C_2^2 + 4C_3 \right)(e^{(k)})^4 \right] + \left[-8C_2\Theta_0 + C_2^2(4\Theta_1 - 52C_2) \right.
\]

\[
+ 2C_2(8C_2\Theta_0 + 14C_4 + \Theta_2) + C_2(2\Theta_0^2 - 5\Theta_1) - 6C_4\Theta_0 + 33C_2 - 13C_5 + \Theta_0 \right)
\]

\[
- C_3\Theta_0 - 3C_3\Theta_0 + C_3\Theta_0 + C_3\Theta_0 + C_3(-17C_4 - 2\Theta_0\Theta_1 + \Theta_2) + 16C_3^2 + 5C_4 \right](e^{(k)})^5 \\
+ O((e^{(k)})^6).
\]

(13)

By using expressions (9), (12), and (13), we obtain

\[
\left( I + (a - 2)U^{(k)} \right)^{-1} \left[ I + aU^{(k)} \right] F'(x^{(k)})^{-1} F(y^{(k)}) = -\Theta_0(e^{(k)})^2 - \Theta_1(e^{(k)})^3 + (2aC_2\Theta_0 - C_2\Theta_0^2 \right)
\]

\[
- C_3\Theta_0 - \Theta_2)(e^{(k)})^4 + O((e^{(k)})^5)
\]

(14)
By adopting expressions (11)–(14) in the scheme (3), we have
\[ z^{(k)} - \xi^* = \tau_1 (\varepsilon^{(k)})^4 + \tau_2 (\varepsilon^{(k)})^5 + \tau_3 (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7). \] (15)
where \( \tau_j = \tau_j(\Theta_0, \Theta_1, \ldots, \Theta_4, C_2, C_3, \ldots, C_6, \alpha), j = 1, 2, 3, \) for example, \( \tau_1 = \Theta_0(-2\alpha C_2^2 + C_2 \Theta_0 + C_3). \)

Now, expanding the \( F(z^{(k)}) \) in a neighborhood of \( \xi^* \), we have
\[ F(z^{(k)}) = F'(\xi^*) \left[ \tau_1 (\varepsilon^{(k)})^4 + \tau_2 (\varepsilon^{(k)})^5 + \tau_3 (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7) \right], \] (16)
which further produces with the help of expression (12)
\[ [z^{(k)}, y^{(k)}; F]^{-1} F(z^{(k)}) = \tau_1 (\varepsilon^{(k)})^4 + \tau_2 (\varepsilon^{(k)})^5 + (C_2 \Theta_0 \tau_1 + \tau_3) (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7). \] (17)

By using equation (17) in the final substep of (3), we have
\[ \varepsilon^{(j+1)} = \left( \tau_1 (\varepsilon^{(k)})^4 + \tau_2 (\varepsilon^{(k)})^5 + \tau_3 (\varepsilon^{(k)})^6 \right) - \left( \tau_1 (\varepsilon^{(k)})^4 + \tau_2 (\varepsilon^{(k)})^5 + (C_2 \Theta_0 \tau_1 + \tau_3) (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7) \right) \]
\[ = -(C_2 \Theta_0 \tau_1) (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7) \] (18)
\[ = C_2^2 ((2\alpha + 1)c_2 - c_3) (\varepsilon^{(k)})^6 + O((\varepsilon^{(k)})^7). \]

Therefore, the scheme (3) has sixth-order convergence. \( \square \)

3. Numerical Experiments

Here, we checked the efficiency and effectiveness of our scheme on real-life and standard academic test problems. Therefore, we consider five number of the examples’ details, as seen in the examples (1)–(5). Further, we also depicted the starting points and zeros of the considered nonlinear system in the examples (1)–(5). Now, we employ our sixth-order scheme (3), called \( PM \), to verify the computational performance of them with existing methods considered in the previous section.

Now, we compare (3) with a sixth-order family proposed by Abbaspandy et al. \[26\] and Hueso et al. \[27\]. We choose their best expressions (8) and (14–15) (for \( \tau_1 = -\frac{4}{9} \) and \( s_2 = \frac{9}{2} \)), respectively denoted by \( AM_6 \) and \( HM_6 \). Moreover, a comparison of a newly proposed scheme has been done with the sixth-order family of iterative method proposed by Sharma and Arora \[28\] and Wang and Li \[29\], out these works we choose two methods, namely, (13) and (6), respectively, called \( SM_6 \) and \( WM_6 \). Finally, we compare (3) with sixth-order methods suggested by Mona et al. \[15\] and Lotfi et al. \[16\], we consider methods (3.1) (for \( \lambda = 1, \beta = 2, p = 1 \) and \( q = \frac{2}{3} \)) and (5), respectively, called by \( MM_6 \) and \( LM_6 \). All the iterative expressions are mentioned below.

Method \( AM_6 \):
\[
y^{(k)} = x^{(k)} - \frac{2}{3} F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
z^{(k)} = x^{(k)} - \left[ 1 + \frac{21}{8} F'(x^{(k)})^{-1} F'(y^{(k)}) - \frac{9}{2} (F'(x^{(k)})^{-1} F'(y^{(k)})^2 + \frac{15}{8} (F'(x^{(k)})^{-1} F'(y^{(k)})^3) F'(x^{(k)})^{-1} F(x^{(k)}) \right],
\]
\[
x^{(k+1)} = z^{(k)} - \left[ 31 - \frac{5}{2} F'(x^{(k)})^{-1} F'(y^{(k)}) + \frac{1}{2} (F'(x^{(k)})^{-1} F'(y^{(k)})^2) F'(x^{(k)})^{-1} F(z^{(k)}) \right].
\] (19)

Method \( HM_6 \):
\[
y^{(k)} = x^{(k)} - F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
H(x^{(k)}, y^{(k)}) = F'(x^{(k)})^{-1} F(y^{(k)}),
\]
\[
G_s(x^{(k)}, y^{(k)}) = s_1 I + s_2 H(y^{(k)}, x^{(k)}) + s_3 H(x^{(k)}, y^{(k)}) + s_4 H(y^{(k)}, x^{(k)})^2,
\]
\[
z^{(k)} = x^{(k)} - G_s(x^{(k)}, y^{(k)}) F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
x^{(k+1)} = z^{(k)}.
\] (20)
where \(s_1, s_2, s_3,\) and \(s_4\) are real numbers.

**Method SM_6:**

\[
y^{(k)} = x^{(k)} - \frac{2}{3} F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
z^{(k)} = \phi^{(k)}(x^k, y^k),
\]
\[
x^{(k+1)} = z^{(k)} - \left[ z + tF'(x^{(k)})^{-1} F'(y^{(k)}) \right] F'(x^{(k)})^{-1} F(z^{(k)}),
\]

where \(s\) and \(t\) are real parameters.

**Method WM_6:**

\[
y^{(k)} = x^{(k)} - F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
z^{(k)} = y^{(k)} - \left[ 2I - F'(x^{(k)})^{-1} F'(y^{(k)}) \right] F'(x^{(k)})^{-1} F(y^{(k)}),
\]
\[
x^{(k+1)} = z^{(k)} - \left[ 2I - F'(x^{(k)})^{-1} F'(y^{(k)}) \right] F'(x^{(k)})^{-1} F(z^{(k)}).
\]

**Method MM_6:**

\[
y^{(k)} = x^{(k)} - \frac{2}{3} F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
z^{(k)} = x^{(k)} - \left[ I + \frac{1}{2\beta} \left( I - \frac{\lambda}{\beta} G(x^{(k)}) \right) H(G(x^{(k)})) u(x^{(k)}) \right],
\]
\[
x^{(k+1)} = z^{(k)} - \left[ pI + qG(x^{(k)}) \right] F'(x^{(k)})^{-1} F(z^{(k)}),
\]

where \(\lambda, \beta, p,\) and \(q\) are real numbers.

**Method LM_6:**

\[
y^{(k)} = x^{(k)} - F'(x^{(k)})^{-1} F(x^{(k)}),
\]
\[
z^{(k)} = x^{(k)} - 2( 1 - 4F'(x^{(k)})^{-1} F'(y^{(k)}) \right] F'(x^{(k)})^{-1} F(z^{(k)}).
\]

The abscissas \(t_j\) and the weights \(w_j\) are known and depicted in the Table 1 when \(t = 8\) (for the more details please have a look at Example 1). In Tables 2–6, we mention the number of iteration indexes \(n\), residual errors \(\| F(x^{(k)}) \|\), error \(\| x^{(k+1)} - x^{(k)} \|\) and computational convergence order

\[
\rho^k \approx \frac{\log \left( \| x^{(k+1)} - x^{(k)} \| / \| x^{(k) - x^{(k-1)} \| \right)}{\log \left( \| x^{(k) - x^{(k-1)} \| / \| x^{(k-1) - x^{(k-2)} \| \right)}.
\]

In addition, the value of \(\eta\) is the last calculated value of \(\frac{\| x^{(k+1)} - x^{(k)} \|}{\| x^{(k) - x^{(k-1)} \|}\). Finally, the comparison on the basis of number of iterations taken by different methods on numerical Examples 1–5 is also depicted in Table 7.

All the computations have been done with multiple precision arithmetic with 1000 digits of mantissa, which minimize round-off errors in Mathematica-9. Here, \(a (\pm b) = a \times 10^{(\pm b)}\) in all the tables. The stopping criteria for the programming is defined as follows,

(i) \(\| F(x^{(k)}) \| < 10^{-100}\) and (ii) \(\| x^{(k+1)} - x^{(k)} \| < 10^{-100}\).

**Example 1.** Let us consider the Hammerstein integral equation (see [1], pp. 19–20) given as follows,

\[
y(s) = 1 + \frac{1}{5} \int_0^1 F(s, t) y(t)^3 dt,
\]

where \(y \in C[0,1], s, t \in [0,1],\) and the kernel \(F\) is

\[
F(s, t) = \begin{cases} 
(1 - s)t, t \leq s, \\
(s(1 - t), s \leq t.
\end{cases}
\]
Now, using the Gauss Legendre formula, we transform the above equation into a finite-dimensional problem, which is given as
\[
\int_{0}^{1} f(t) \, dt \approx \sum_{j=1}^{8} w_j f(t_j),
\]
where \( t_j \) and \( w_j \) denote abscissas and weights, respectively. Now \( t_j^8 \) and \( w_j^8 \) are determined for \( t = 8 \) by Gauss Legendre quadrature formula. Let us call \( y(t) \) by \( y_i \) \((i = 1, 2, \ldots, 8)\), then we get the following nonlinear system,
\[
5y_i - 5 - \sum_{j=1}^{8} a_{ij}y_j^3 = 0, \quad \text{where } i = 1, 2, \ldots, 8,
\]
where \( a_{ij} = \begin{cases} w_j t_j (1 - t_i), & j \leq i, \\ w_j t_i (1 - t_j), & i < j. \end{cases} \)

Here, the abscissas \( t_j \) and the weights \( w_j \) are known and depicted in the Table 1 when \( t = 8 \).

The convergence of the methods towards the root \( \xi^{*} = (1.00209 \ldots, 1.00990 \ldots, 1.01972 \ldots, 1.02643 \ldots, 1.01972 \ldots, 1.00990 \ldots, 1.00209 \ldots)^T \), is tested in the Table 2 on the choice of the initial guess \( x(0) = (1/2, 1/2, 1/2, 1/2, 1/2, 1/2)^T \). The numerical results show that the proposed methods \( PM_{16} \) and \( PM_{26} \) have better residual errors in comparison with the existing ones. In addition, smaller asymptotic error constants also belong to our methods \( PM_{16} \) and \( PM_{26} \).

Table 1. \( t_j^8 \) and \( w_j^8 \) of Gauss–Legendre formula for \( t = 8 \).

| \( j \) | \( t_j \) | \( w_j \) |
|-------|-------|-------|
| 1     | 0.0198550717512318415821957 \ldots | 0.05061426814518812957626567 \ldots |
| 2     | 0.10166676129318663020422303 \ldots | 0.11119051722668723527217800 \ldots |
| 3     | 0.23723379504183550709113047 \ldots | 0.15685332293894364366898110 \ldots |
| 4     | 0.40828267875217509753026193 \ldots | 0.18134189168918099148257522 \ldots |
| 5     | 0.59171732124782490246973807 \ldots | 0.18134189168918099148257522 \ldots |
| 6     | 0.76276620495816449290886952 \ldots | 0.15685332293894364366898110 \ldots |
| 7     | 0.898332387068136979577696 \ldots | 0.11119051722668723527217800 \ldots |
| 8     | 0.98014492824876811584178043 \ldots | 0.05061426814518812957626567 \ldots |

Table 2. Comparison of methods on Hammerstein integral equation in Example 1.

| Methods | \( k \) | \( \| F(x(k)) \| \) | \( \| x(k+1) - x(k) \| \) | \( \rho^* \) | \( \| x^{(k+1)} - x^{(k)} \| \) \( \| x^{(k)} - x^{(k−1)} \| \) |
|---------|-------|---------|-----------------|-------|-----------------|
| \( AM_6 \) | 1     | 1.1 (−5) | 2.4 (−6) | 6.596956919 (−6) |
|          | 2     | 5.4 (−39) | 1.2 (−39) | 7.072478176 (−6) |
|          | 3     | 8.0 (−239) | 1.7 (−239) | 5.9991 |
| \( HM_6 \) | 1     | 3.0 (−5) | 6.5 (−6) | 1.994799598 |
|          | 2     | 6.9 (−31) | 1.5 (−31) | 9.220736175 (−6) |
|          | 3     | 4.4 (−159) | 9.4 (−160) | 5.324312398 (−6) |
| \( SM_6 \) | 1     | 9.4 (−6) | 2.0 (−6) | 4.964844066 (−6) |
|          | 2     | 1.5 (−39) | 3.2 (−40) | 5.9991 |
|          | 3     | 2.7 (−242) | 5.7 (−243) | 5.324312398 (−6) |
The numerical results are displayed in Table 3. It is found that the newly proposed methods perform better in all aspects, whereas the existing methods show larger residual errors.

Example 2. Let us consider the Van der Pol equation [30], which governs the flow of current in a vacuum tube, defined as follows,

$$y'' - \mu (y^2 - 1)y' + y = 0, \quad \mu > 0. \tag{25}$$

Here, boundary conditions are given by $y(0) = 0$, $y(2) = 1$. Further, we divide the given interval $[0, 2]$ as follows,

$$x_0 = 0 < x_1 < x_2 < x_3 < \cdots < x_n, \text{ where } x_i = x_0 + ih, \quad h = \frac{2}{n}.$$

Moreover, we assume that

$$y_i = y(x_i), \quad i = 0, 1, \ldots, n.$$

Now, if we discretize the above problem (25) by using the finite-difference formula for the first and second derivatives, which are given by

$$y'_i = \frac{y_{i+1} - y_{i-1}}{2h}, \quad y''_i = \frac{y_{i-1} - 2y_i + y_{i+1}}{h^2}, \quad k = 1, 2, \ldots, n - 1,$$

then, we obtain a SNEs of order $(n - 1) \times (n - 1)$.

$$2h^2 y_k - h\mu \left(y_k^2 - 1\right) (y_{k+1} - y_{k-1}) + 2 (y_{k-1} + y_{k+1} - 2y_k) = 0, \quad k = 1, 2, \ldots, n - 1.$$

Let us consider $\mu = \frac{1}{2}$ and initial approximation $y_k^{(0)} = \log\left(\frac{1}{k^2}\right), \quad k = 1, 2, \ldots, n - 1$. In this example, we solve $9 \times 9$ SNEs by taking $n = 10$. The solution of this problem is

$$\xi = \left( -0.4795, -0.9050, -1.287, -1.641, -1.990, -2.366, -2.845, -3.673, -6.867 \right)^T.$$

The numerical results are displayed in Table 3. It is found that the newly proposed methods perform better in all aspects, whereas the existing methods show larger residual errors.
Using finite difference discretization, a given nonlinear PDE can be reduced to a SNEs. Let
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numerical solution at the grid points of the mesh. Let \( M \)

The 2D Bratu problem \([31,32]\) is defined as

\[ \text{Example 3. The 2D Bratu problem \([31,32]\) is defined as} \]

\[ u_{xx} + u_{tt} + Ce^{u} = 0, \text{ on} \]

\[ \Omega : (x, t) \in 0 \leq x \leq 1, 0 \leq t \leq 1, \] \hspace{1cm} (26)

with boundary conditions \( u = 0 \) on \( \Omega \).

Using finite difference discretization, a given nonlinear PDE can be reduced to a SNEs. Let \( \Theta_{ij} = u(x_{i}, t_{j}) \) be the numerical solution at the grid points of the mesh. Let \( M_{1} \) and \( M_{2} \) be the number of steps in \( x \) and \( t \) directions, respectively, and \( h \) and \( k \) be the respective step sizes. To solve the given PDE, we apply the central difference formula to \( u_{xx} \) and \( u_{tt} \) in the following way,

\[ u_{xx}(x_{i}, t_{j}) = \frac{\Theta_{i+1,j} - 2\Theta_{i,j} + \Theta_{i-1,j}}{h^{2}}, \quad C = 0.1, \quad t \in [0, 1] \] \hspace{1cm} (27)

By using expression \((27)\) in \((26)\) and after some simplification, we have

\[ \Theta_{i,j+1} + \Theta_{i,j-1} - \Theta_{i,j} + \Theta_{i+1,j} + \Theta_{i-1,j} + h^{2}C \exp(\Theta_{ij}) \quad i = 1, 2, 3, \ldots, M_{1}, j = 1, 2, 3, \ldots, M_{2} \] \hspace{1cm} (28)

By choosing \( M_{1} = M_{2} = 11, C = 0.1, \) and \( h = \frac{1}{10} \), we obtain a system of nonlinear equations of size \( 10 \times 10 \), with the initial guess \( x_{0} = 0.1(\sin(\pi h)\sin(\pi k), \sin(2\pi h)\sin(2\pi k), \ldots, \sin(10\pi h)\sin(10\pi k))^{T} \). Numerical estimations are given in Table 4. Numerical results demonstrate that the new methods have much improved error estimations and computational order of convergence in comparison to its competitors.

| Methods | \( k \) | \( \|F(x^{(k)})\| \) | \( \|x^{(k+1)} - x^{(k)}\| \) | \( \rho^{*} \) | \( \frac{\|x^{(k+1)} - x^{(k)}\|}{\|x^{(k)} - x^{(k-1)}\|} \) |
|---------|-------|-----------------|-----------------|----------|-----------------|
| \( AM_{6} \) | 1 | 9.8(+16) | 1.2(+6) | | |
|          | 2 | 9.3(+15) | 5.3(+5) | 2.207185393(-31) | |
|          | 3 | 8.9(+14) | 2.4(+5) | 1.115653208(-29) | |
| \( HM_{6} \) | 1 | 2.0(+2) | 3.4(+1) | | |
|          | 2 | 2.6(+0) | 1.4(+3) | 8.575063031(-7) | |
|          | 3 | 6.9(+7) | 8.5(+2) | 0.13787 | 1.044481693(-16) | |
| \( SM_{6} \) | 1 | 4.7(+10) | 9.4(+3) | | |
|          | 2 | 3.9(+9) | 4.1(+3) | 6.141757152(-21) | |
|          | 3 | 3.3(+8) | 1.8(+3) | 0.99993 | 3.75785542(-19) | |
| \( WM_{6} \) | 1 | 3.8(+10) | 8.7(+3) | | |
|          | 2 | 3.3(+9) | 3.9(+3) | 8.901990983(-21) | |
|          | 3 | 2.9(+8) | 1.7(+3) | 0.99992 | 5.216543771(-19) | |
| \( MM_{6} \) | 1 | 1.8(+9) | 3.2(+3) | | |
|          | 2 | 1.4(+8) | 1.4(+3) | 1.233926627(-18) | |
|          | 3 | 1.1(+7) | 6.0(+2) | 0.99947 | 8.435924608(-17) | |
| \( LM_{6} \) | 1 | 7.8(+3) | 5.1(+1) | | |
|          | 2 | 6.0(+2) | 1.9(+1) | 1.090110495(-9) | |
|          | 3 | 3.9(+1) | 5.0(0) | 1.3904 | 9.718708834(-8) | |
| \( PM_{16} \) | 1 | 2.6(0) | 7.2(-1) | | |
|          | 2 | 1.5(-4) | 2.8(-5) | 2.099986524(-4) | |
|          | 3 | 6.7(-27) | 1.6(-27) | 5.0546 | 3.049589936 | |
| \( PM_{26} \) | 1 | 2.6(-1) | 1.2(-1) | | |
|          | 2 | 8.3(-9) | 1.5(-9) | 4.804752944(-4) | |
|          | 3 | 2.8(-48) | 7.4(-49) | 4.9654 | 7.413843150(+4) | |
Again using finite difference discretization, the equation (29) reduces to a SNEs. Consider \( \Theta_{ij} = u(x_i, t_j) \) be its approximate solution at the grid points of the mesh. Let \( M_x \) and \( M_t \) be the number of steps in \( x \) and \( t \) directions, and \( h \) and \( k \) be the respective step size. Applying central difference formula to \( u_{xx} \), backward difference for \( u_t(x_i, t) \), and forward difference for \( u_t(x_i, t_j) \), respectively, in the following way,

\[
\begin{align*}
    u_{xx}(x_i, t_j) &= \frac{\Theta_{i+1,j} - 2\Theta_{i,j} + \Theta_{i-1,j}}{h^2}, \\
    u_t(x_i, t) &= \frac{\Theta_{i,j} - \Theta_{i,j-1}}{k} \\
    u_t(x_i, t_j) &= \frac{\Theta_{i+1,j} - \Theta_{i,j}}{h},
\end{align*}
\]

where \( h = \frac{1}{M_x}, k = \frac{1}{M_t}, \ t \in [0,1] \).

**Example 4.** Consider another typical nonlinear problem, that is, Fisher’s equation [33] with homogeneous Neumann’s BC’s, the diffusion coefficient \( H \) is

\[
\begin{align*}
    u_t &= Hu_{xx} + u(1 - u) = 0, \\
    u(x, 0) &= 1.5 + 0.5\cos(\pi x), \quad 0 \leq x \leq 1, \\
    u_x(0, t) &= 0, \quad \forall \ t \geq 0, \\
    u_x(1, t) &= 0, \quad \forall \ t \geq 0.
\end{align*}
\]

Table 4. Comparisons of different methods on 2D Bratu problem in Example 3.

| Methods | \( k \) | \( \|F(x^{(k)})\| \) | \( \|x^{(k+1)} - x^{(k)}\| \) | \( \rho^* \) | \( \frac{\|x^{(k+1)} - x^{(k)}\|}{\|x^{(k)} - x^{(k-1)}\|} \) |
|---------|--------|----------------|----------------|-------|-----------------------------------------------|
| AM6     | 1      | 4.4(-15)      | 2.4(-14)       |       |                                               |
|         | 2      | 6.9(-95)      | 3.5(-94)       | 1.428095547(-12) |                                               |
|         | 3      | 7.9(-574)     | 3.9(-573)      | 5.9994 | 1.973434769(-12)                             |
| HM6     | 1      | 2.1(-13)      | 1.2(-12)       |       |                                               |
|         | 2      | 2.1(-71)      | 1.2(-70)       | 7.368055345(-11) |                                               |
|         | 3      | 1.7(-361)     | 9.3(-361)      | 4.9997 | 3.495510769(+1)                             |
| SM6     | 1      | 4.4(-15)      | 2.4(-14)       |       |                                               |
|         | 2      | 7.1(-95)      | 3.6(-94)       | 1.433541371(-12) |                                               |
|         | 3      | 9.2(-574)     | 4.5(-573)      | 5.9994 | 1.433541371(-12)                             |
| WM6     | 1      | 8.1(-2)       | 5.0(-1)        |       |                                               |
|         | 2      | 5.0(-19)      | 2.9(-18)       | 1.754949400(-16) |                                               |
|         | 3      | 1.7(-122)     | 1.0(-121)      | 5.9999 | 1.666475363(-16)                             |
| MM6     | 1      | 7.5(-15)      | 4.1(-14)       |       |                                               |
|         | 2      | 1.2(-80)      | 6.4(-80)       | 1.375781477(+1) |                                               |
|         | 3      | 1.2(-409)     | 6.3(-409)      | 4.9997 | 9.148606524(+66)                             |
| LM6     | 1      | 6.4(-16)      | 2.5(-15)       |       |                                               |
|         | 2      | 2.9(-87)      | 5.3(-87)       | 1.447342836(-13) |                                               |
|         | 3      | 9.1(-445)     | 3.3(-444)      | 4.9853 | 2.808772449(+1)                             |
| PM16    | 1      | 5.7(-18)      | 7.0(-18)       |       |                                               |
|         | 2      | 4.9(-117)     | 5.9(-117)      | 5.229619528(-14) |                                               |
|         | 3      | 1.9(-711)     | 2.3(-711)      | 5.9999 | 5.367043263(-14)                             |
| PM26    | 1      | 5.7(-18)      | 6.9(-18)       |       |                                               |
|         | 2      | 4.7(-117)     | 5.6(-117)      | 1.698178527(-6) |                                               |
|         | 3      | 1.4(-711)     | 1.6(-711)      | 5.9999 | 1.854013522(-6)                             |
By adopting expression (30) in (29), after some simplification, we get

$$\frac{\Theta_{1,i} - \Theta_{1,i-1}}{k} - \Theta_{1,i}(1 - \Theta_{1,i}) - H \frac{\Theta_{1,i+1} - 2\Theta_{1,i} + \Theta_{1,i-1}}{h^2}, \quad i = 1, 2, 3, \ldots, M_1, j = 1, 2, 3, \ldots, M_2$$ (31)

For the system of nonlinear equations, we considered $M_1 = M_2 = 5, h = \frac{1}{5}, k = \frac{1}{5}$ and $H = 1$, which reduces to nonlinear system of size $5 \times 5$, with the initial guess $x_0 = (1 + \frac{i}{25})^T, i = 1, 2, \ldots, 25$. All the numerical results are shown in Table 5. Numerical results show that our methods have better computational efficiency than the already existing schemes, in terms of residual errors and difference between consecutive approximations.

| Methods | $k$ | $\| F(x^{(k)}) \|$ | $\| x^{(k+1)} - x^{(k)} \|$ | $\rho^*$ | $\frac{\| x^{(k+1)} - x^{(k)} \|}{\| x^{(k)} - x^{(k-1)} \|}$ |
|---------|-----|--------------------|---------------------|-------|-------------------------------|
| $AM_6$  | 1   | 6.9(-3)            | 1.5(-3)             |       |                               |
|         | 2   | 4.2(-21)           | 6.5(-22)            | 7.021836209(-5) |                               |
|         | 3   | 4.5(-131)          | 7.0(-132)           | 5.9941 | 9.022505886(-5)               |
| $HM_6$  | 1   | 6.0(-3)            | 1.3(-3)             |       |                               |
|         | 2   | 1.3(-18)           | 2.0(-19)            | 5.236602433(-2) |                               |
|         | 3   | 1.8(-97)           | 2.8(-98)            | 4.9940 | 4.016099735(+14)              |
| $SM_6$  | 1   | 4.8(-3)            | 1.0(-3)             |       |                               |
|         | 2   | 2.9(-22)           | 4.5(-23)            | 4.391559871(-5) |                               |
|         | 3   | 3.0(-138)          | 4.7(-139)           | 5.9945 | 5.610610203(-5)               |
| $WM_6$  | 1   | 4.8(-3)            | 1.0(-3)             |       |                               |
|         | 2   | 2.9(-22)           | 4.5(-23)            | 4.391559871(-5) |                               |
|         | 3   | 3.0(-138)          | 4.7(-139)           | 5.9945 | 5.610610203(-5)               |
| $MM_6$  | 1   | 2.7(-3)            | 5.5(-4)             |       |                               |
|         | 2   | 9.5(-21)           | 1.5(-21)            | 5.507288873(-2) |                               |
|         | 3   | 1.6(-108)          | 2.5(-109)           | 4.9964 | 2.350947999(+16)              |
| $LM_6$  | 1   | 4.4(-3)            | 1.0(-3)             |       |                               |
|         | 2   | 4.6(-20)           | 7.4(-21)            | 5.815894917(-3) |                               |
|         | 3   | 2.2(-107)          | 1.2(-108)           | 5.1204 | 7.024389352(+12)              |
| $PM_{16}$ | 1   | 5.7(-18)           | 7.0(-18)            |       |                               |
|         | 2   | 4.9(-117)          | 5.9(-117)           | 5.229619528(-14) |                             |
|         | 3   | 1.9(-711)          | 2.3(-711)           | 5.9999 | 5.367043263(-14)              |
| $PM_{26}$ | 1   | 5.7(-18)           | 6.9(-18)            |       |                               |
|         | 2   | 4.7(-117)          | 5.6(-117)           | 5.194329469(-14) |                             |
|         | 3   | 1.4(-711)          | 1.6(-711)           | 5.9999 | 5.331099808(-14)              |

**Example 5.** Let us consider the following nonlinear system,

$$F(X) = \begin{cases} 
  x_j^2 x_{j+1} - 1 = 0, & 1 \leq j \leq n - 1, \\
  x_n^2 - 1 = 0.
\end{cases}$$ (32)

To obtain a large SNEs $200 \times 200$, we choose $n = 200$ and the initial approximation $x^{(0)} = (1.25, 1.25, 1.25, \ldots, 1.25(200\text{times}))^T$ for this problem. The required solution of this problem is $\xi^* = (1, 1, 1, \ldots, 1(200\text{times}))^T$. The obtained results can be observed in Table 6. It can be easily seen that the proposed scheme performs well; in this case, in terms of error estimates as compared to the available methods of the same nature.
In this work, we have developed new family of sixth-order iterative methods for solving SNEs, numerically. To check their effectiveness, the proposed scheme is applied on some large-scale systems arising from various academic problems. Further, the numerical results show that the proposed methods perform better than already existing schemes in the scientific literature.

4. Conclusions

In this work, we have developed new family of sixth-order iterative methods for solving SNEs, numerically. To check their effectiveness, the proposed scheme is applied on some large-scale systems arising from various academic problems. Further, the numerical results show that the proposed methods perform better than already existing schemes in the scientific literature.
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