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Abstract

In this note, we present a new adaptive algorithm for generalized group testing, which is asymptotically optimal if \( d = o(\log_2 |E|) \), where \( E \) is a set of potentially contaminated sets, \( d \) is a maximal size of elements of \( E \). Also, we design a 3-stage algorithm, which is asymptotically optimal for \( d = 2 \).

Introduction

Group testing [1] is a combinatorial problem where one needs to identify the set of defective \( d \) elements among the population of \( M \) elements. To achieve this goal it is allowed to test arbitrary subsets. The test result is positive if the subset contains at least one defective element; otherwise, it’s negative. The goal is to find all defectives by using a minimal number of tests.

Group testing problem can be described with the language of graph theory. Let’s say that we have a hypergraph \( H = (V, E) \), \(|V| = M\), and the set of edges \( E \) consists of all possible subsets of cardinality \( d \). Our goal is to identify one defective edge \( e \in E \) with the help of special tests. Each test is a subset of vertices, the test result is positive if the tested set intersects defective edge \( e \); otherwise, the test result is negative. It is easy to see that this search problem of an edge is equivalent to the classical group testing problem. The natural generalization of this problem is to consider an arbitrary hypergraph \( H \). Such a problem was called group testing on general set-systems in paper [5]. The authors proved that for the adaptive setting (i.e. each test can depend on the results of previous tests) and \( d \)-uniform hypergraph \( H \) the defective edge can be found with \( O(\log |E| + d \log^2 d) \) tests.

We provide an algorithm which uses only \( \log_2 |E| + 2 \sqrt{d \log_2 |E|} + O(d) \) tests. It means that for \( d = o(\log_2 |E|) \) the number of tests is \( \log_2 |E|(1 + o(1)) \). For \( d = \Omega(\log_2 E) \) the number of tests \( O(d) \). Recall the lower bound \( \log_2 |E| + \Omega(d) \) from [5]. In the first case, our algorithm is optimal up to \( 1 + o(1) \) factor, and in the second – up to a constant factor.

In addition, we show that for \( d = 2 \) it is possible to find the defective with \( \log_2 |E|(1 + o(1)) \) tests by using a 3-stage algorithm.

Adaptive algorithm

**Theorem 1.** Let \( H \) be a \( d \)-uniform hypergraph with one defective edge \( e \). It is possible to find this defective edge by using \( \log_2 |E| + 2 \sqrt{d \log_2 |E|} + O(d) \) adaptive tests.
Proof. Sort all vertices of the hypergraph $H$ by their degrees $d_1 \leq d_2 \leq \ldots \leq d_M = N_1 \leq |E|$. Divide all vertices into $N_2 = \lfloor \log_2 N_1 \rfloor + 1$ groups. In group $i$ we include all vertices with degree $d_v$ such that $2^{i-1} \leq d_v < 2^i$. Denote this groups as $V_1, V_2, \ldots, V_{N_2}$. Now we divide this groups into $N_3 = \lceil N_2/f \rceil$ sets $W_1, W_2, \ldots, W_{N_3}$, where $f$ equals $\max\left(1, \left\lceil \frac{\log_2 |E|}{d} \right\rceil \right)$. The first set $W_1$ is a union of the first $f$ groups $V_1, \ldots, V_f$, the second set $W_2$ is a union of the second $f$ groups, and so on. The last set $W_{n_3}$ can have a smaller size.

We start our algorithm by testing sets $W_i$ in reverse order. After we obtain a positive result for some $W_i$, we start testing sets $V_j$, which belong to $W_i$. Again, we test them in reverse order, i.e. groups containing vertices with bigger degrees are tested earlier. At some point, we will obtain a positive result. Thus, we have a set $V_i$, which contains at least one defective element. Find this defective element with $\lceil \log |V_i| \rceil$ adaptive tests. Erase all edges from the hypergraph $H$, which are not compatible with at least one obtained test result. Redistribute vertices of the hypergraph into sets $V_i$ and $W_j$ according to their new degrees. Note that a hypergraph vertex can only change its set $V_i$ or $W_j$ to a set with a smaller index. Repeat the procedure with modification, that there is no need to test set $W_i$ or $V_j$ if we have already obtained a negative outcome for it.

Calculate the total number of tests. The number of negative tests on $W_i$ and $V_j$ is less than $N_3 + d f$. The number of positive tests on $W_i$ and $V_j$ is $2d$. The number of tests used to adaptively find elements in $V_i$, $|V_i| = n$, is close to optimal since all have the same degree. More formally, let’s say that all vertices from $V_i$ have degree $d_j$, $k \leq d_j < 2k$. It means that before we start testing the following inequality $kn \leq |E| < 2kn$ holds. After the procedure, the number of remaining edges $E'$ satisfies $|E'| < 2k$. So, we spent $< \log_2 n + 1$ tests and reduced $\log |E|$ by at least $\log_2 n - 1$, which is optimal up to a constant addend. These constants give $O(d)$ additional tests at the end. Therefore, the total number of tests is

$$
\log_2 |E| + 2\sqrt{d \log_2 |E|} + O(d)
$$

for $d < \log_2 |E|$ and $O(d)$ for $d \geq \log_2 |E|$.

Non-adaptive algorithm

For a non-adaptive group testing problem, upper bounds on the number of tests are proved with the help of the probabilistic method. All these bounds\[3, 4, 6, 2\] have the same asymptotic $O(d^2 \log_2 M)$, but the hidden constants are different. All these bounds can be trivially generalized for the case of group testing on general system sets. In paper\[3\] the authors proved an upper bound $O(d \log_2 |M|)$ by using a Bernoulli ensemble. The random coding with constant weight codes\[2\] gives a better constant. Below we state a result for generalized group testing analogous to the result for traditional group testing problem from\[2\].

Theorem 2. Let $H = (V, E)$ be a hypergraph with a maximal size of an edge $d$. Then the number of tests needed to non-adaptively find a defective edge in $H$ is at most $d \log_2 e \log_2 |E|(1 + o(1))$.

We omit the proof since it is a trivial generalization of the result from\[2\].
Optimal 3-stage algorithm for $d = 2$

For the special case of $d = 2$, it is possible to find the defective edge with an optimal number of tests by using a 3-stage algorithm.

**Theorem 3.** Let $G = (V, E)$ be an arbitrary graph with one defective edge. It is possible to find this defective edge with $\log_2 |E|(1 + o(1))$ tests by using a 3-stage algorithm.

**Proof.** Let’s describe our algorithm. It starts in the same way as the adaptive algorithm.

Sort all vertices of the graph $G$ by their degrees, and denote the maximal degree as $N_1$. Divide all vertices into $N_2 = \lceil \log_2 N_1 \rceil + 1$ groups. In group $i$ we include all vertices with degree $d_v$ such that $2^{i-1} \leq d_v < 2^i$. Denote this groups as $V_1, V_2, \ldots, V_{N_2}$.

Use some non-adaptive algorithm to identify sets $V_i$ which contain defective elements. It requires at most $O(\log N_2) = O(\log \log |E|)$ tests. We may obtain one or two positive results. The case with two positive results is trivial. Say that sets $V_{i_1}$ and $V_{i_2}$ contain defective elements, $|V_{i_j}| = n_j$, with a slight abuse of notation we say that degrees of vertices from $V_{i_j}$ is in $[d_j, 2d_j)$. Obviously, $|E| \geq n_1 d_1$. In the second stage, we non-adaptively find one defective element in the set $V_{i_1}$ by using $\lceil \log_2 n_1 \rceil$ tests. In the third stage, we find the second defective among at most $2d_1$ neighbors of the first one by using at most $\lceil \log_2 2d_1 \rceil$. The total number of tests used in the first, second, and third stages is at most

$$O(\log_2 \log_2 |E|) + \lceil \log_2 n_1 \rceil + \lceil \log_2 2d_1 \rceil = \log_2 |E|(1 + o(1)).$$

Now we proceed to a more complicated case when only one set $V_i$ contains defective. We use the same idea as in the paper [7], where a 2-stage algorithm to find 2 defectives in a traditional setting was proposed. It turns out that we can use almost the same proof because it is only important that all vertices have approximately the same degrees. We provide modified proof for completeness.

Define $E'$ as all edges of $E$, both endpoints of which belong to $V_i$. Denote the cardinality of $V_i$ as $n$, degrees of all vertices from $V_i$ in the graph $G$ is in $[d, 2d)$. Consider a random matrix $X$ of size $T \times n$, each column $x_i$ of which is chosen independently and uniformly from the set of all columns of weight $wT$. We ignore the fact that this is not necessarily an integer, it will not affect our result. For any vector $y \in \{0, 1\}^T$ define a graph $G(H, X, y) = (V, E_y)$, which contains all edges $e = (v_1, v_2)$ from $E'$, such that the union of columns $x_{v_1}$ and $x_{v_2}$ equals $y$.

Let $L$ be some slowly growing function of $|E|$, for example $L = \log_2 \log_2 |E|$. Say that an index $v \in [n]$ is $y$-bad index of the first type if the degree of the vertex $v$ in the graph $G_y$ is at least $L$. Call an index $v \in [n]$ a $y$-bad index of the second type if in the graph $G_y$ the vertex $v$ is included in some matching of size at least $L$. At last, call an index $v \in [n]$ bad if it is a bad index of the first or second type.

Let’s estimate the mathematical expectation of the number of bad indices. Denote the event that a fixed index $v$ is a bad index of the first (second) type for some vector $y$ as $B_{v, y, 1}$ ($B_{v, y, 2}$). We upper bound the probability $Pr(B_{v, y, 1})$ by the probability that there exists a non-ordered collection of $L$ other vertices, such that the graph $G_y$ contains edges $(v, v_i)$ for $i = 1, \ldots, L$. Hence,

$$Pr(B_{v, y, 1}) \leq \left( \frac{d_v}{L} \right) p_1(y)^L < \left( d_v p_1(y) \right)^L < (2\sqrt{|E|p_1(y)})^L,$$

(1)
where $d_v$ is a degree of the vertex $v$ in the graph $G_y$, $p_1 = (w^T(q-w)_T)/T$ is a probability that the union of $x_v$, and a random column of weight $w$ equals to the vector $y$ of weight $qT$, which covers vector $x_v$. The last inequality holds since

$$d_v^2 < d_v n \leq 2dn \leq 4|E|.$$ 

The probability $Pr(B_{v,y,2})$ can be upper bounded by the probability that there exists a vertex $v_1$ such that an edge $(v,v_1) \in G_y$ and $L-1$ edges $(v_{2i},v_{2i+1}) \in G_y$ for $i = 1, \ldots, L-1$, such that all these edges don’t intersect each other.

$$Pr(B_{v,y,2}) \leq 2d\left(\frac{|E|}{L-1}\right)p_1(y)p_2(y)^{L-1} < |E|^Lp_2(y)^{L-1}, \quad (2)$$

where $p_2(y) = \frac{(s^T)_T(w^T)}{(s^T)_T}$ is a probability that the union of two random vectors of weight $wT$ equals to the vector $y$ of weight $qT$.

The mathematical expectation of the number of bad indices is at most

$$n2^T \sup_{q}(2\sqrt{|E|}p_1(y))^L + (|E|^Lp_2(y)^{L-1}) \quad (3)$$

Take $w = 1 - \sqrt{2}/2$, $T = \log_2 |E|^2$. It is easy to check that $p_1(y) \leq 2^{(-0.57+o(1))T}$, $p_2(y) \leq 2^{(-1+o(1))T}$. Using the following 3 obvious inequalities

$$n2^T < |E|^{2+o(1)} \quad (4)$$

$$(2\sqrt{|E|}p_1(y))^L \leq |E|^{(-0.07+o(1))L} \quad (5)$$

$$|E|^Lp_2(y)^{L-1} \leq |E|^{L-\frac{3}{L-1}(L-1)} = |E|^{-3} \quad (6)$$

we conclude that the mathematical expectation of the number of bad indices is at most $|E|^{-1+o(1)}$. It means that there exists a matrix $X$ without bad indices. Use such a matrix as a testing matrix in the second stage.

Then we use the following simple proposition, which proof can be found in, for example, [7].

**Proposition 1.** If the maximum vertex degree and the maximum cardinality of a matching in a graph $G = (V,E)$ are less than $L$, then $|E| < 2L^2$.

It means that after the second stage we have at most $2L^2$ edges. Therefore, we can test all non-isolated vertices with $\leq 4L^2 = 4 \log_2 \log_2 |E|$ tests.

The total number of tests is $O(\log \log |E|) + \log_2 |E|^{L+3}/L-1 + 4L^2 = \log_2 |E|(1+o(1))$. 
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