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Abstract. When oncologists estimate cancer patient survival, they rely on multimodal data. Even though some multimodal deep learning methods have been proposed in the literature, the majority rely on having two or more independent networks that share knowledge at a later stage in the overall model. On the other hand, oncologists do not do this in their analysis but rather fuse the information in their brain from multiple sources such as medical images and patient history. This work proposes a deep learning method that mimics oncologists' analytical behavior when quantifying cancer and estimating patient survival. We propose TMSS, an end-to-end Transformer based Multimodal network for Segmentation and Survival prediction that leverages the superiority of transformers that lies in their abilities to handle different modalities. The model was trained and validated for segmentation and prognosis tasks on the training dataset from the HEad & NeCK TumOR segmentation and the outcome prediction in PET/CT images challenge (HECKTOR). We show that the proposed prognostic model significantly outperforms state-of-the-art methods with a concordance index of 0.763 ± 0.14 while achieving a comparable dice score of 0.772 ± 0.030 to a standalone segmentation model. The code is publicly available at https://t.ly/V-_W.
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1 Introduction

Cancer is one of the most lethal diseases and is among the top leading causes of death as reported by the World Health Organization [28] with almost 10 million deaths in 2020. This fact encourages doctors and medical researchers to strive for more efficient treatments and better care for cancer patients. Head and Neck (H&N) cancer is a collective term used to describe malignant tumors that develop in the mouth, nose, throat, or other head and neck areas. Early
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prediction and accurate diagnosis of the patient’s survival risk (prognosis) can lower the mortality rate to 70% [27] of the H&N cancer patient. Furthermore, an accurate prognosis helps doctors better plan the treatments of patients [19]. Doctors routinely conduct different types of scans like computed tomography (CT) and positron emission tomography (PET) in clinics and utilize them to extract biomarkers of the tumor area that is used with other information like patients electronic health records (EHR) for treatment plans. However, the manual delineation of the scans is time-consuming and tedious. Automatic prognosis and segmentation can significantly influence the treatment plan by speeding up the process and achieving robust outcomes.

With the advent of the deep learning (DL) field, considerable effort has been put into the automatic prognostic analysis for cancer patients. Brain [31,24], breast [23,10], liver [17,230], lung [6,13], rectal [18] and many other cancer types have been previously studied extensively. Long-term survival prediction using 33 different types of cancer was examined in-depth in [26]. Their MultiSurv multimodal network is comprised of several submodules responsible for feature extraction, representation fusion, and prediction. A multimodal deep neural network using gene expression profile, copy-number alteration profile, and clinical data was proposed in [23] for breast cancer prognosis. In [2], an improvement on the prognosis of patients with colorectal cancer liver metastases was studied. The authors proposed an end-to-end autoencoder neural network for this task utilizing radiomics features taken from MRI images. For overall survival prediction of patients with brain cancer, authors in [31] proposed an end-to-end model that extracts features from MRI images, fuses them, and combines outputs of modality-specific submodels to produce the survival prediction.

Using DL to predict a patient’s outcome with H&N cancers is understudied. Clinically, H&N squamous cell carcinoma refers to different types of H&N cancers [14], including our topic of interest - oropharynx cancer. Authors in [5] studied H&N squamous cell carcinoma, creating an end-to-end network and arguing that a basic CNN-based model can extract more informative radiomics features from CT scans to predict H&N cancer treatment outcomes. H&N squamous cell carcinoma prognosis and its recurrence using DL were examined in [8]. The authors used CT scans of patients diagnosed with this type of cancer and extracted radiomics features manually using gross tumor volume and planning target volume. They predicted H&N cancer-related death and recurrence of cancer using a DL-driven model. Oropharyngeal squamous cell carcinoma, in particular, was a topic of interest in [9]. PET scans were used to train different popular CNN architectures, such as AlexNet [16], GoogleLeNet [25], and ResNet [12], all of which were pretrained on ImageNet [4], to compare it with the traditional methods that are trained on clinical records. By comparing all four different approaches, they concluded that using PET scans for a diagnostic DL model can predict progression-free survival and treatment outcome.

In [21], authors tackled the prognosis task for oropharyngeal squamous cell carcinoma patients using CT and PET images, along with clinical data. Their proposed solution was ranked the first in the progression-free survival prediction
The task of MICCAI 2021 HEad and neCK TumOR (HECKTOR) segmentation and outcome prediction challenge [20]. Features from medical images were first extracted using a CNN-based module and concatenated with electronic health records. The outputs were passed through fully connected layers and then to a multi-task logistic regression (MTLR) model [29]. Parallelly, electronic health records were fed to a Cox proportional hazard (CoxPH) model [3] to predict the patients’ risk score. Finally, the risk predictions were calculated by taking the average of the outputs from MTLR and CoxPH models. This ensemble model achieved a concordance index (C-index; a common metric to evaluate prognosis accuracy) of 0.72 on the HECKTOR testing set, outperforming other proposed solutions. Although this work utilizes multimodal data, the learning from the medical images and EHR were disjoint, which may lead to less discriminative features learned by the deep learning model and consequently affect the final outcome.

In this paper, we propose a novel end-to-end architecture, TMSS, to predict the segmentation mask of the tumor and the patient’s survival risk score by combining CT, PET scans and the EHR of the patient. Standard convolutional neural networks mainly focus on the imaging modality and cannot use other input features. To generally address this concern, we propose a transformer-based encoder that is capable of attending to the available multimodal input data and the interaction between them.

In the current work, our contributions are as follows:

– We propose TMSS, a novel end-to-end solution for H&N cancer segmentation and risk prediction. TMSS outperforms the SOTA models trained on the same dataset.
– We show that a vision transformer encoder could attend to multimodal data to predict segmentation and disease outcome, where the multimodal data is projected to the same embedding space.
– We propose a combined loss function for segmentation mask and risk score predictions.

2 Proposed Method

In the following section, we describe the build up of the main architecture, depicted in Figure 1. As can be seen, it comprises four major components, and each is further explained below.

Transformer Encoder. The main advantage of this network is that the encoder itself embeds both the CT/PET and EHR data and encodes positions for them accordingly while extracting dependencies (i.e. attention) between the different modalities. The 3D image with dimensions $x \in \mathbb{R}^{H \times W \times D \times C}$ is reshaped into a sequence of flattened 2D patches $x_p \in \mathbb{R}^{n \times (P^3 \times C)}$, where $H$, $W$, and $D$ are the height, width, and depth of the 3D image respectively, $C$ denotes the number of channels, $P \times P \times P$ represents each patch’s dimensions, and $n = HW D / P^3$.
Fig. 1: An illustration of the proposed TMSS architecture and the multimodal training strategy. TMSS linearly projects EHR and multimodal images into a feature vector and feeds it into a Transformer encoder. The CNN decoder is fed with the input images, skip connection outputs at different layers, and the final layer output to perform the segmentation, whereas the prognostic end utilizes the output of the last layer of the encoder to predict the risk score.

is the number of patches extracted. These patches are then projected to the embedding dimension $h$, forming a matrix $I \in \mathbb{R}^{n \times h}$. Simultaneously, EHR data is also projected to a dimension $E \in \mathbb{R}^{1 \times h}$. Both projections of images and EHR are concatenated, forming a matrix $X \in \mathbb{R}^{(n+1) \times h}$. Positional encodings with the same dimension are added to each of the patches and the EHR projection as learnable parameters. The class token is dropped from the ViT [7] as our solution does not address a classification task. The resulting embeddings are fed to a transformer encoder consisting of 12 layers, following the same pipeline as the original ViT, with normalization, multi-head attention, and multi-layer perceptron. The purpose of using self-attention is to learn relations between $n+1$ number of embeddings, including images and EHR. The self-attention inside the multi-head attention can be written as [7]:

$$Z = \text{softmax} \left( \frac{QK^T}{\sqrt{D_q}} \right) V$$  \hspace{1cm} (1)

Segmentation End. The segmentation end is a CNN-based decoder, similar to the decoder in [11]. The original images are fed to the decoder along with skip connections passed from ViT layers $Z_3$, $Z_6$, $Z_9$, and $Z_{12}$ (last layer). Only the image latent representations are passed through these skip connections $Z_l \in \mathbb{R}^{(n) \times h}$ and fed to the CNN decoder, where $l \in \{3, 6, 9, 12\}$. Convolution, deconvolution, batch normalization, and Rectified Linear Unit (ReLU) activation are used in the upsampling stage. Please, refer to [22] for more details.
Prognostic End. The prognostic path receives the output of the encoder with dimensions $Z_{12} \in \mathbb{R}^{(n+1) \times h}$, and its mean value is computed, reducing the dimensions down to $Z_{\text{mean}} \in \mathbb{R}^{1 \times h}$. This latent vector is then forwarded to two fully connected layers, reducing the dimensions from $h$ to 512 and 128 respectively. The resulting feature map is then fed to an MTLR model for final risk prediction. The MTLR module divides the future horizon into different time bins, set as a hyperparameter, and for each time bin a logistic regression model is used to predict if an event occurs or not.

Loss Function. Since the network performs two tasks concurrently, a combination of three losses is formulated as the final objective function. The segmentation end is supported by the sum of a dice loss (Equation 2) and a focal loss (Equation 3), where $N$ is the sample size, $\hat{p}$ is the model prediction, $y$ is the ground truth, $\alpha$ is the weightage for the trade-off between precision and recall in the focal loss (set to 1), and $\gamma$ is focusing parameter (empirically set to 2).

$$L_{\text{Dice}} = \frac{2 \sum_{i=1}^{N} \hat{p}_i y_i}{\sum_{i=1}^{N} \hat{p}_i^2 + \sum_{i=1}^{N} y_i^2},$$

$$L_{\text{Focal}} = -\sum_{i=1}^{N} \alpha y_i (1 - \hat{p}_i)^\gamma \log(\hat{p}_i) - (1 - y_i) \hat{p}_i^\gamma \log(1 - \hat{p}_i),$$

The prognostic end has a negative-log likelihood loss (NLL) as given in Equation 4. Here, the first line in the NLL loss corresponds to uncensored data, the second line corresponds to censored data and the third line is the normalizing constant, as described in [15]. The product $w_k^T x^{(n)}$ is the model prediction, $b_k$ is the bias term, and $y_k$ is the ground truth.

$$L_{\text{NLL}}(\theta, D) = \sum_{n; \delta^{(n)}=1} \sum_{k=1}^{K-1} (w_k^T x^{(n)} + b_k) y_k^{(n)}$$

$$+ \sum_{n; \delta^{(n)}=0} \log \left( \sum_{i=1}^{K-1} 1\{t_i \geq T^{(n)}\} \exp \left( \sum_{k=1}^{K-1} (w_k^T x^{(n)} + b_k) y_k^{(n)} \right) \right)$$

$$- \sum_{n=1}^{N} \log \left( \sum_{i=1}^{K} \exp \left( \sum_{k=1}^{K-1} w_k^T x^{(n)} + b_k \right) \right).$$

The final loss used for our network training is provided in Equation 5 as a combination of the three losses. The hyperparameter $\beta$, provides weightage to either side of the model paths, and is empirically set to 0.3.

$$L_{\text{Final}} = \beta * (L_{\text{Dice}} + L_{\text{Focal}}) + (1 - \beta) * L_{\text{NLL}}$$
Fig. 2: A sample from the imaging dataset. (a) depicts the original PET scan (b) depicts the original CT scan and the imposed ground truth mask (c) shows the $80 \times 80 \times 48$ cropped PET and (d) shows the $80 \times 80 \times 48$ cropped CT with ground truth mask.

3 Experimental Setup

3.1 Dataset Description

A multicentric dataset of PET and CT images, their segmentation masks, and electronic health records are available on the HECKTOR challenge platform. The data comes from six different clinical centers; 224 and 101 patient records for training and testing respectively. The testing set ground truths, both for segmentation and prognosis tasks are hidden for competition purposes, thus are not used to validate our method. Therefore, $k$-fold (where $k=5$) cross validation was performed on the training set. EHR is comprised of data pertinent to gender, weight, age, tumor stage (N-, M- and T-stage), tobacco and alcohol consumption, chemotherapy experience, human papillomavirus (HPV), TNM edition, and TNM group. Imaging data contains CT, PET, and segmentation masks for tumor; sample slices are illustrated in Figure 2 respectively.

3.2 Data Preprocessing

Both the CT and PET images are resampled to an isotropic voxel spacing of $1.0 \text{mm}^3$. Their intensity values are then normalized before being fed to the network. The window of HU values of CT images was empirically clipped to (-1024, 1024), after which the images were normalized between (-1, 1). On the other hand, Z-score normalization was used for PET images. Furthermore, the images are cropped down to $80 \times 80 \times 48 \text{mm}^3$ as in [21] for two main purposes; the first is to fairly compare our results to the state-of-the-art in [21], which also used images with these dimensions. The second is that this reduction of image dimensions, in turn, speeds up training and inference processes and allows to run multiple experiments.

EHR, being multicentric, is missing some data for tobacco, alcohol consumption, performance status, HPV status, and estimated weight for SUV from most

\[^1\text{aicrowd.com/challenges/miccai-2021-hecktor}\]
of the centers; therefore, they were dropped. 75% of the total data is censored, assumed to have stopped the follow-up to the hospitals.

### 3.3 Implementation Details

For our experiments, we used a single NVIDIA RTX A6000 (48GB). We used PyTorch to implement the network and trained the model for 50 epochs. The batch size was set to 16, the learning rate to $4e-3$, and the weight decay to $1e-5$. The step decay learning rate strategy was used to reduce the learning rate by a factor of 10 after the 35 epochs.

Table 1: Prognosis performance by different models on the HECKTOR dataset. The reported are the mean and standard deviation for 5-fold cross validation.

| Model          | C-index ± Standard Deviation |
|----------------|-------------------------------|
| CoxPH          | 0.682 ± 0.06                 |
| MTLR           | 0.600 ± 0.031                |
| Deep MTLR      | 0.692 ± 0.06                 |
| Ensemble [21]  | 0.704 ± 0.07                 |
| Ours           | 0.763 ± 0.14                 |

The scans are patched into the size of $16 \times 16 \times 16$, and projected to the embedding dimension of 768. The total number of layers used in the encoder was 12, each having 12 attention heads.

The $\beta$ in the loss function was set to 0.3. All the hyperparameters were chosen empirically, using the framework OPTUNA [1]. The evaluation metrics for the prognosis risk was concordance index (C-index), and for the segmentation was dice similarity coefficient (DSC).

### 4 Experimental Results

We use the HECKTOR dataset as described above for the diagnosis and prognosis of patients with head and neck cancer. Several experiments were conducted in house, all in 5-fold cross validation using the training dataset from the challenge. All the experiments were trained and cross validated using the same settings.

Table 1 shows the results of all conducted experiments. We started with the commonly used algorithms for survival analysis. CoxPH, MTLR and Deep MTLR were applied as baselines. As is vivid, CoxPH, achieving C-index of 0.68, outperforms the MTLR model by a huge degree of 0.08, yet introducing neural nets to MTLR (i.e. Deep MTLR) boosted the score to 0.692. All three calculate the risk using only the EHR data on account of their architectural nature. An ensemble of CNNs for the images with MTLR, and CoxPH for EHR achieved the highest C-index on the testing set [21] which was also implemented to train and validate using the same fashion as the original work. The ensemble was able to reach C-index of 0.704. Finally, our model, embedding EHR information in the input and using transformers unlike the ensemble, outperforms all the other models, achieving a mean C-index of 0.763.
We optimized the hyperparameters using only one of the folds and then performed k-fold cross-validation using the entire dataset. However, there is a chance of leakage due to that specific fold; therefore, we redid the testing using a hold-out test set. To rule out the statistical dependence of the model training, we split the dataset randomly into two subsets, train and test, with an 80% and 20% ratio, respectively. The model hyperparameters were optimized using a small subset of the training set and tested using the hold-out set. We got a C-index score of 0.74 on the testing set. The prognosis task score on the hold-out set is slightly lower than the k-fold cross-validation score of 0.76, but it is more reliable and greater than the previous best scores of 0.70.

For segmentation comparison purposes we implement UNETR, a segmentation standalone network using the same settings as [22]. Our model achieved DSC of 0.772 ± 0.03, which was only 0.002 lower than that of UNETR network optimized for segmentation which achieved DSC of 0.774 ± 0.01.

5 Discussion

The traditional approach to automate diagnosis and prognosis of cancerous patients is generally performed in two stages; either a standalone network that extracts tumor radiomics such as tumor volume [15] and feeds it to a prognostic model, or as in SOTA [21] that uses an ensemble of CNNs to extract scans features and concatenate with the EHR, then feeds them to another network for the risk prediction.

However, our approach tackles both problems at once, in an end-to-end network, making it simpler and easier to train. We show how our method outperforms other models by a good margin using vision transformers. Encoding EHR data into the network was newly introduced to mimic the way doctors review patient data. This has effectively boosted the accuracy of prognosis as shown in Table 1. The aforementioned results show the superiority of transformers in handling multimodal data. We hypothesize that the attention embedded in the transformer blocks, along with their ability to accommodate multimodal data, allows them to find relations across the modalities and within their intermediate representations. That can help them better address the tasks at hand. The use of multiple losses boosts the ability of the model to better interpolate within the given data, and hopefully become more robust when subjected to unseen ones. The introduction of the weighting variable $\beta$ with a value of 0.3 penalizes the model more for prognosis errors coercing it to learn the features better and adjust its weights accordingly for an accurate prognosis.

Although the main goal of our model is prognosis, and not segmentation, we achieve comparable results with UNETR which was optimized for segmentation. This reinforces our hypothesis that both tasks compliment and aid each other for a better performance. It also sheds light on how improving the segmentation task in turn hones the prognosis results and helps the model learn better representations of both images and EHR data.
6 Conclusion and Future Work

We propose an end-to-end multimodal framework for head and neck tumor diagnosis and prognosis in this work. This model takes advantage of the strengths of transformers in dealing with multimodal data and its ability to find long relations within and across modalities for better model performance. We train and validate our model on head and neck CT/PET images with patient EHR and compare our results with the current state-of-the-art methods for prognosis and segmentation. For future work, self-supervised learning and pretraining of the network can be explored. They have proven to help models learn better, especially when the data is limited, as in our case. Additionally, the current network could be applied on similar tasks with different datasets to test the model for generalizability.
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