A Sensor-Based Simulation Method for Spatiotemporal Event Detection
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Abstract: Human movements in urban areas are essential to understand human–environment interactions. However, activities and associated movements are full of uncertainties due to the complexity of a city. In this paper, we propose a novel sensor-based approach for spatiotemporal event detection based on the Discrete Empirical Interpolation Method. Specifically, we first identify the key locations, defined as “sensors”, which have the strongest correlation with the whole dataset. We then simulate a regular uneventful scenario with the observation data points from those key locations. By comparing the simulated and observation scenarios, events are extracted both spatially and temporally. We apply this method in New York City with taxi trip record data. Results show that this method is effective in detecting when and where events occur.
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1. Introduction

Human movement within urban areas serves as a vital indicator of a city’s functionality and the interaction between its inhabitants and the physical environment [1,2]. Understanding human mobility patterns in a city is essential for urban planning [3,4], transportation [5,6], and emergency management [7,8]. The increasing availability of data on human mobility creates remarkable opportunities for research. These data are derived from diverse sources including cell phone records [9–11], geolocated social media posts [12,13], and travel records [14,15]. Researchers across multiple disciplines are leveraging these data to enhance the modeling and understanding of both the regularities and anomalies in human mobility patterns, contributing significantly to our comprehension of urban dynamics.

Activities in the city are inherently complex and full of uncertainties. Events or anomalies are hard to define due to the complexity and scale of a city. Some events, like sports games and festival parades, are scheduled and foreseeable, allowing for advanced planning and preparation for impacts such as road closures and large crowds [16,17]. Conversely, certain events like hurricanes or winter storms, while predictable in their occurrence, present uncertainties in their intensity and affected areas [8]. Some other events are unexpected, such as car accidents or blackouts [5]. Those unexpected events have various impact scales and may not even be recorded. Urban events or anomaly detection methods have been developed with multiple data sources, including trajectories [18–20], origin–destination (OD) trip records [15,21,22], social media posts [23–25], cell phone data [26,27], and videos/images from surveillance cameras [28–31].
In this paper, we propose a novel sensor-based method for event detection with spatiotemporal big data. The method will identify key locations in the data and simulate a regular uneventful scenario. These key locations are defined as “sensors”, which have the strongest correlation with the whole dataset. We define the simulation to be an uneventful scenario estimated based on the observation from these sensors. The discrepancy between a simulation and the observed data defines the events in space and time. Specifically, we make use of the Discrete Empirical Interpolation Method (DEIM), which is an extension of the Principal Component Analysis (PCA) used to decompose the data not only into its principal components in the data space but also its key spatial locations in the geographic space [32,33]. Although the DEIM has been applied in other fields, such as nuclear desalination plant [34], water distribution [35], and fluid flow reconstruction [36], this is the first application of the DEIM in spatiotemporal event detection. We apply this method to billions of taxi OD trip records in New York City (NYC) from 2009 to 2012. Results show that this method can first identify the most important locations as the sensors’ location. Secondly, by simulating uneventful scenarios, and comparing with the true observation, this method can find out the most events day during the study timespan. In addition, it can display the spatial patterns of discrepancy to illustrate the spatial distribution of disruptions across the study area.

2. Related Work

Event detection or anomaly detection methods using human mobility data have been extensively studied and used in multiple areas, including city-scale event detection [37–40], traffic conditions [17,41], environment management [42–44], infectious diseases [13,45,46], and natural hazards [47–50]. These methods have been developed based on multiple data sources, including social media data [13,42,51], vehicle trajectory data [52–54], OD trip records [15,55,56], and cell phone data [26,57].

Given the diverse strengths and weaknesses of each data type, specific methods and applications are customized to maximize the utility of each source. Social media data, for instance, offers a wealth of information beyond geolocation, typically including texts, user profiles, images, or videos. Methods and tools have been developed to merge geolocation with topics retrieved from texts, images, or videos, to identify events or anomalies across space and time. For example, studies have applied topic modeling methods to identify the most dominant topics discussed on Twitter at a given space and time to identify events [58–60]. Furthermore, advancements in image recognition have improved event detection accuracy with social media data by merging text and image analyses [61,62]. Despite these advancements, social media data are limited by representativeness issues, with biases in user demographics and a scarcity of geotagged posts [63–65].

Cellphone or mobile phone data have a better population representation. However, the Call Detail Record (CDR) data, the widely used mobile phone data, is based on the locations of signal towers. It records the signal tower’s location when a cell phone user is making a call or sending/receiving a text message. Therefore, the spatial precision is dependent on the density of signal towers [15,27,43]. Vehicle-based datasets, especially in urban contexts, offer higher precision. These datasets are primarily classified into trajectory data and origin–destination (OD) data. Trajectory data record the vehicle’s location at a certain time interval, which can indicate the actual route; however, the status of the vehicle is unknown, such as whether a taxicab is occupied or empty [19,66,67]. OD data, on the other hand, only record a trip’s origin and destination locations, omitting the actual driving routes. Although the exact driving routes remain unknown, OD data mark the demand for travel with vehicles across space and time [55,56]. Research utilizing OD taxi data has been useful in understanding city landscapes, optimizing taxi dispatching, and discerning individual travel patterns [1,15,68]. In this paper, we utilize taxi trip OD data, treating each trip’s origin and destination as distinct points for analysis.

Traditional event detection methods include clustering and time-series analysis. Clustering, an unsupervised learning method, allows for the partitioning of a city into multiple
functional regions to identify anomalies in human mobility patterns using OD trip data. For example, DBSCAN has been used to identify hotspots in OD trips as clusters for pick-up and drop-off activities [55,68]. DBSCAN clusters can also identify activities with social media check in data [69]. K-means clustering algorithm has been used to partition a city into multiple regions based on taxi pick-up and drop-off activities [70]. The K-means clustering method has also been used to identify regularities in individual’s mobility pattern and, thus, can help to identify anomalies from outliers of clusters [71]. Spatial Scan Statistic and its extensions are also used to identify spatiotemporal clusters by comparing observed distribution with Monte Carlo simulated distributions [72]. In another approach, Latent Dirichlet Allocation is used on cubes constructed from origin and destination trip records to identify clusters [2]. Network-based clustering methods have also been applied to significant OD flow detection, particularly with shared bike data [73]. Nonetheless, these clustering techniques primarily focus on spatial distribution patterns at specific observation times, potentially overlooking long-term trends [15]. To address this limitation, time-series analysis methods have been introduced to capture temporal trends. Discrete Fourier Transformation, for instance, is employed to discern periodicity in human mobility patterns, distinguishing regular daily and weekly changes from anomalies [40]. To further dissect long-term and seasonal trends, seasonal and trend decomposition methods are used to break down time-series patterns into long-term trends, seasonal periodicity, and residuals, with significant residuals flagged as events [15]. However, time-series analysis requires data to be sorted chronologically, which can be computationally intensive for large datasets.

In certain disciplines, when the complete observation dataset is not available, event or anomaly detection often relies on simulation with limited observation data points. These simulation-based methods become critical when data can only be obtained through physical sensors in the field. For instance, hydrological models use data from gauges to simulate the probability of flash flooding and issue warnings accordingly [74,75]. Similarly, numerical weather prediction models depend on data assimilation methods, wherein forecasts are augmented with sparse, noisy atmospheric observations within a Bayesian framework [76,77]. In addition, a generalized machine learning framework was developed for unsupervised, high-performance, spatiotemporal event detection. This approach first builds reduced-order representations of spatially local information, followed by the application of a discrepancy metric to discern the occurrence and location of events [78].

In this paper, we introduce a novel approach for event or anomaly detection utilizing the Discrete Empirical Interpolation Method (DEIM) [32,33], a simulation method rooted in Principal Component Analysis (PCA). PCA transforms an original dataset into dominant orthogonal components, thereby revealing correlations between predictive and observation variables. Based on this concept, PCA-related algorithms have been developed to identify the most dominant factors in traffic patterns, and thus, anomalies can be detected [79–81]. The DEIM further extends PCA by identifying not only the most dominant linear combination of variables but also the most dominant variable in each component. The DEIM has been used in areas including nuclear desalination plant [34], water distribution [35], and fluid flow reconstruction [36].

3. Methodology

3.1. Method Overview

This study proposes an event detection method with optimal sensor placement and interpolation using the DEIM. This method consists of four steps. The first step is data preparation. In this step, we divide the study area into spatial cells and count travel activities in each cell. In the second step, we determine the optimal number of sensors and their locations. In this study, a sensor is an abstract concept such that only the true observation data at the sensor location is treated as known data for the simulation. The third step is to simulate a regular uneventful scenario based on the observation data at the sensors’ locations. Given a time period of interest, we obtain the observation data only at the sensors’ locations. Then, for each temporal unit, a simulation is generated based on
these sensors’ observations. This simulation is defined as the uneventful situation that we use to compare with the observations. The last step is to compare the simulations with the observations. At the aggregated level, we calculate Root-Mean-Squared Error (RMSE) to identify which temporal unit has the largest event. Differences between the simulation and the observation at the cell level can be mapped for the spatiotemporal distribution of the events. Figure 1 shows the overall workflow in this study.

Figure 1. Illustration of the overall workflow.

3.2. Model Human Mobility Data

We partitioned the study area into small spatial units, commonly square- or rectangle-shaped cells. Each cell is assigned a unique identification number. Then, for each temporal unit (e.g., a day or an hour), we summarize the human mobility signals in each cell. Such signals can be the number of taxi pick-ups or drop-offs, the number of geotagged social media posts, or cell phone signals. By mapping human mobility data per cell, we can generate a cell-based two-dimensional map for one temporal unit. By creating and overlaying such maps for all the temporal units, we create a space–time cube from human mobility data (Figure 2a). In this space–time cube, X and Y correspond to the geographic location of the given cell in the two-dimensional map. In this example, there are n rows and m columns in the two-dimensional map, and thus, there are a total of $n \times m$ cells for each temporal unit. The depth of this cube, $T$, represents the number of temporal units.

We then transform this space–time cube into a matrix $A$ (Figure 2b). This matrix has $k$ columns, representing $k$ temporal units. The number of rows for this matrix is $n \times m$, representing a vectorized two-dimensional map. The row identification number corresponds to the unique cell identification number in the study area. This matrix $A$ is used for the subsequent analysis.
Figure 2. Modeling the spatiotemporal human mobility data: (a) space–time cube in the geographic space summarizing the human mobility data and (b) matrix $A$ transformed using the space–time cube.

### 3.3. Determine the Locations of Sensors

Locations of sensors are determined by PCA. PCA is a statistical technique to simplify and reduce the dimensionality of data while preserving their essential structures and patterns. It linearly transforms the original dataset into a new coordinate system, where the new directions (axes) contain the most dominant variances in the original dataset. These new directions are represented by principal components. The first principal component captures the maximum amount of variation in the original data, and each subsequent component captures the remaining variations in the decreasing order of importance [82–84]. PCA is robust to handle raw data where the number of observations (columns) is larger than the number of variables (rows) [85,86]. When the input dataset has more variables than observations, PCA generates a spurious correlation, which does not reflect the true relationship. Unfortunately, this is the common case in spatiotemporal analysis as we usually have more spatial units (rows) than temporal units (columns). To solve this problem, the DEIM further extends PCA by not only identifying the dominant vector but also identifying the dominant variables. In PCA, each component takes all the spatial units, which means each component needs data from all the spatial units. The DEIM takes the first few dominant components and identifies the most important spatial unit in each component. The goal of the DEIM is to find the most dominant spatial location that indicates the strongest correlation. Specifically, the DEIM sequentially looks at each of the dominant components, finds the variable with the largest coefficient.

In this demonstrative example, the original dataset matrix has $k$ temporal units ($k$ columns). Let $x$ be the total spatial unit, where $x = m \times n$ from Figure 2b. Therefore, the component matrix resulted from PCA has $k$ components in total. The first $q$ components explain 96% of the variance and the rest ($k - q$) components explain 4% of the variance (Figure 3a).

Let matrix $U$ be the first $q$ component (the blue rectangle). The size of $U$ is $x \times q$, where $x$ is the number of spatial units and $q$ is the number of the dominant components we decide to use. Since the number of spatial units is typically significantly larger than the number of components, matrix $U$ is a long and narrow matrix. The transpose matrix of $U$ is $U^T$, which is a wide and short matrix.

Because $U$ is the matrix for dominant components, it is an orthonormal matrix, and so is $U^T$. Therefore, $U U^T$ removes all the non-dominant components from the PCA result. $U U^T$ is nearly equal to an identity matrix but is not exactly the same. Because $U U^T$ removes all the non-dominant components, $U U^T A$ creates an approximation of the original dataset $A$.

$$A \approx U U^T A$$ (1)
To mitigate this issue, we use an external validation dataset to identify an optimal number of sensors. The first dominant component represents the first sensor, and the second component represents the second sensor. This process continues until we reach the pre-determined number of sensors. In this example, we will have $q$ sensors. For example, the $q$ red squares (spatial units) indicate locations for the sensors (Figure 3).

After we determine the locations of the $q$ sensors, we can define a matrix $P$, representing the sensors’ locations. In $P$, cells in which a sensor is located have the value one, and all other cells have the value zero. The size of the matrix $P$ is $x \times q$, same as $U$, but all elements of $P$ are zero, except elements at the $q$ locations of sensors have the value one (Figure 3b). Because $P$ is also orthonormal, $PP^T$ is nearly equal to an identity matrix.

### 3.4. Determine the Optimal Number of Sensors

In this event detection model, the only parameter is the number of sensors. To determine the optimal number of sensors for use, we first train the model using the dataset in which we are interested. However, because this method is based on PCA, the more sensors are used, the less unexplained variance occur, which results in an overfitted model. To mitigate this issue, we use an external validation dataset to identify an optimal number of sensors for use. The validation dataset is very similar to the training dataset. For example, the validation data can be from the same study area but during a different time period.

We first apply this model to the training dataset with different number of sensors. Each run uses a different number of sensors and thus generates a corresponding $RMSE$. Let $a_{ij}$ be the element from $A$ at $i$th row and $j$th column and $\tilde{a}_{ij}$ be the element from $\tilde{A}$ at $i$th row and $j$th column. We calculate the $RMSE$ from the difference between the observed dataset $A$ and the simulated data $\tilde{A}$ using the RMSE calculation method:

$$RMSE = \sqrt{\frac{\sum(a_{ij} - \tilde{a}_{ij})^2}{n}}$$

(2)
where \( n \) is the number of cells in the study area. This RMSE represents how large the difference is between the observed dataset and the simulated dataset.

This RMSE is a metric for the overall simulation error for the dataset. Therefore, the training dataset and the validation dataset do not need the same number of temporal units. In the validation round, we apply the locations of sensors to the validation dataset for simulation. The curve for models with the training dataset continue to decrease as the number of sensors increases, but the RMSE for the validation dataset reaches its lowest point. We use the number of sensors corresponding to the minimum RMSE point as the optimal number of sensors. This workflow is shown in Figure 4.

3.5. Simulate the Uneventful Scenario

A traditional sensor is a physical equipment applied in the field to collect data (e.g., temperature and humidity). Based on the discrete data collected from sensors, the whole dataset is simulated. In our application, we treat sensors as the spatial unit with a known data point in all the temporal units to simulate a complete dataset. As we only use \( q \) sensors from the first \( q \) components, such simulation is an approximation of the original dataset. For example, in Figure 3a, the first \( q \) components explain 96% of the variance of the dataset, this simulated uneventful situation (\( \tilde{A} \)) is about 96% time equal to the original dataset (\( A \)), and the other 4% of the difference are what we are interested as events.
Since the only known data are at the sensors’ locations, these known data can be written as $\mathbf{P}^T \mathbf{A}$. Given Equation (1), we can obtain Equation (3):

$$\mathbf{P}^T \mathbf{A} \approx \mathbf{P}^T \mathbf{U} \mathbf{U}^T \mathbf{A} \quad (3)$$

Then, we divide $\mathbf{P}^T \mathbf{U}$ from both sides of Equation (3), and we obtain Equation (4):

$$\left( \mathbf{P}^T \mathbf{U} \right)^{-1} \mathbf{P}^T \mathbf{A} \approx \mathbf{U}^T \mathbf{A} \quad (4)$$

Then, we multiple $\mathbf{U}$ on both sides of Equation (4), and we obtain Equation (5):

$$\mathbf{U} \left( \mathbf{P}^T \mathbf{U} \right)^{-1} \mathbf{P}^T \mathbf{A} \approx \mathbf{U} \mathbf{U}^T \mathbf{A} \quad (5)$$

Because $\mathbf{U} \mathbf{U}^T \mathbf{A}$ is an approximation of the original dataset $\mathbf{A}$ (Equation (1)), we can rewrite Equation (5) as Equation (6):

$$\tilde{\mathbf{A}} \approx \mathbf{U} \left( \mathbf{P}^T \mathbf{U} \right)^{-1} \mathbf{P}^T \mathbf{A} \quad (6)$$

Equation (6) is the equation used to simulate the scenario without events.

3.6. Detect Events

The simulated uneventful scenario $\tilde{\mathbf{A}}$ has the same size as the original dataset $\mathbf{A}$. Specially, each row and column match the corresponding spatial and temporal units. We first calculate the difference between the observation and the simulation for each spatial unit and temporal unit using Equation (2), where $a_{ij}$ is considered the element from $\mathbf{A}$ at $i$th row and $j$th column and $\tilde{a}_{ij}$ is considered the element from $\tilde{\mathbf{A}}$ at $i$th row and $j$th column. We calculate the RMSE to compute the difference between the observed dataset $\mathbf{A}$ and the simulated data $\tilde{\mathbf{A}}$ using the RMSE calculation method (Equation (2)), where $n$ is the number of cells in the study area. This RMSE represents how large the difference is between the observed dataset and the simulated dataset.

For a given temporal unit, we pair up the observed travel demand and the simulated travel demand and compare the difference. We define the difference as an “Event Index” by using the observation travel demand number minus the simulated travel demand number (Equation (7)):

$$\text{Event Index} = \text{observation} - \text{simulation} \quad (7)$$

We then map the Event Index for each spatial unit to identify the spatial distribution of events. When the Event Index is negative, it means that the observed travel demand is smaller than the simulated, as there are unexpected events that cause the travel demand to decrease. On the other hand, when the Event Index is positive, it means that more than expected trips are observed. In general, the absolute value of the Event Index indicates the magnitude of an event. For example, if Location A has an Event Index of 1000 and Location B has an Event Index of 10,000, it means that the travel demand at Location B is more impacted.

4. Case Study

New York City (NYC) consists of five boroughs: Brooklyn, Queens, Manhattan, the Bronx, and Staten Island. Based on the 2010 Census data, NYC has more than eight million residents living in about 800 km$^2$, which makes NYC have the highest population density in the United States. Among these five boroughs, Manhattan has the largest population. Manhattan has more than 2.5 million residents, making up about 30% of the NYC population.
Due to its high population density, residents in NYC have low private car ownership. The overall car ownership in NYC is 45% but only 22% in Manhattan. In addition, only 8% of Manhattan residents drive to work. Taxis, subways, buses, and recently ridesharing play essential roles in New Yorkers’ daily mobility.

This study uses taxi trip records from 2009 in the NYC area provided by the New York City Taxi & Limousine Commission (NYC TLC), the major taxi company operating the famous yellow taxicabs in NYC. Based on the data from NYC TLC, a total of more than 143 million taxi trips were completed in 2009. For each taxi trip, the location (latitude and longitude) and time for pick-up and drop-off were recorded, but the route between the pick-up and drop-off was not included. Since we only use the pick-up and drop-off locations in this study, all other trip information was not included in analysis and discussion. Figure 5 shows the travel demand by taxi in NYC on 1 January 2009.

![Figure 5. Travel demand by taxi in NYC on 1 January 2009.](image)

We divided the study area into cells with a cell size of 110 m (0.001-degree latitude) by 80 m (0.001-degree of longitude). This cell size ensures that we have enough travel records to train and validate this model while not including too many intersections or important locations in each cell. NYC is represented by 87,838 cells and each cell is assigned with a unique identification number. Then, for each day, we count the taxi ‘demands’ for each cell as the summary of taxi trips starting from and ending in the given cell. We consider both pick-ups and drop-offs as demands for traveling and therefore both are treated the same. For example, for a given cell in a given day, if there were 100 pick-ups and 200 drop-offs, we consider this as 300 traveling demands. After this step, all taxi travel data are organized as a matrix $A$. The entry $a_{ij}$ means the travel demands for the $i$th cell on the $j$th day.

5. Results and Discussion

To validate the performance of this method, we apply this method to 2009 and 2012 NYC taxi data. For the 2009 model, we train our model on 2009 data and validate this model
using a combination of 2010–2012 data. For the 2012 model, the training dataset is 2012 data, and the validation dataset is a combination of 2009–2011. We first generate models with different numbers of sensors and plot the overall RMSE for each model. Figure 6 shows the RMSE plotted for the corresponding number of sensors. For training datasets, the general trend is that RMSE decreases as the number of sensors increases. However, for validation datasets, the RMSE reaches its lowest point. This lowest point is the optimal number of sensors that we use in the model. Figure 6 shows the training and validation RMSEs for 2009 (left panel) and 2012 (right panel). Based on these two figures, the optimal number of sensors for 2009 is 13 and for 2012 is 8.

![Figure 6. Determination of the optimal number of sensors for 2009 (a) and 2012 (b).](image)

5.1. Spatiotemporal Events in 2009

Table 1 and Figure 7 illustrate the locations of the 13 sensors for 2009. The most important is Penn Station, which is the main transportation hub in Manhattan. Other sensors’ locations include some important intersections in Manhattan, multiple locations near the LGA airport, and other landmarks in Manhattan. Noticeably, other than three sensors located in LGA airport, the other 10 sensors are all in Manhattan, indicating that Manhattan travel demands are the dominant patterns to analyze NYC.

| Sensor Number | Location                                      |
|---------------|-----------------------------------------------|
| 1             | Penn Station                                  |
| 2             | Intersection of Essex St. and Rivington St.    |
| 3             | 1st Ave outside Tisch Hospital/NYU Langone Hospital |
| 4             | Intersection of W 42nd St. and 8th Ave. near Port Authority Bus Terminal |
| 5             | Javits Center                                 |
| 6             | LGA drop-off area                             |
| 7             | LGA drop-off area                             |
| 8             | Lincoln Center for the Performing Arts        |
| 9             | LGA taxi pick-up area                         |
| 10            | Madison Square Garden                         |
| 11            | 9th Ave between W 13th St and W 12th St       |
| 12            | Empire State Building                         |
| 13            | 9th Ave and W 14th St.                        |
We then take the simulated scenario $\tilde{A}$ using 13 sensors to calculate daily RMSE, which can identify the daily events over the entire 2009 year. The simulated matrix $\tilde{A}$ is organized in the same way as the original dataset $A$, in which each column represents one day’s travel demand of all cells. Therefore, calculating RMSE column-wise is to compare daily difference between the observed dataset and the simulated scenario. The results of daily RMSE are shown in Figure 8.

In 2009, the day with the largest difference between the observations and simulated uneventful scenario is 26 November, which is Thanksgiving Day. Other large differences are 28 June, the Pride March, 1 November, the day for NYC marathon, and 25 December, Christmas Day. As mentioned in Section 3.6, the Event Index for each cell indicates the difference between our model simulation and the actual observation. By mapping the Event Index, we can find the spatial events distribution.
Since most events in NYC are concentrated in Manhattan, as shown in Figure 9, in the results part, we only shown the Manhattan map for better illustrations of events distributions. We merge all the Event Index numbers into one vector and apply Jenks Natural Break classification [87] to determine the ranges of each category. Jenks Natural Breaks is a method used to classify numerical data into categories that minimizes the variance within each category while maximizing the variance between categories [88]. It is a popular method in cartography for choropleth maps, where the color classes provide obvious value categories in map [89,90]. In this way, the same color in all the maps represents the same Jenks category range, which is more convenient for comparison across different time periods.

Figure 9 shows the spatial distribution of the Event Index for 26 November, Thanksgiving Day, 2009. The two places with the largest positive Event Index are the Metropolitan Museum of Art and American Museum of Natural History, with 1770 and 1500 more observed trips than estimated, respectively. Midtown around Times Square experienced more travel demands on the Thanksgiving Day than estimated. However, most other places in Manhattan experienced less travel demand than estimated. The place with the largest negative Event Index is Port Authority, meaning less travel demands were observed than estimated.

The day with the second largest overall RMSE is 28 June 2009, which is the day for NYC Pride March celebrating the LGBTQ community. Event Index distribution is shown in Figure 10a. 2009 is the 40th anniversary of the Stonewall Riots in NYC. Although the Metropolitan Museum of Art and American Museum of Natural History have positive Event Index, most of the cells with positive Event Index are clustered around Midtown Manhattan near Times Square. Most areas in the Upper East Side and the Upper West Side are in blue, meaning observed travel demands are less than estimated. Figure 10b shows the third largest RMSE, appeared on 1 November when NYC Marathon took place. This was the 40th annual marathon race in NYC. The end of this race was southeast of Central Park. Therefore, the travel demands were less than estimated due to road closure for the race. Also, the last part of the marathon route followed along the east side of Central
Park. The blue area in the east part of the Central Park indicates the reduction of taxi travel demand due to the road closure. Cells with the largest Event Index are along the 2nd Avenue in the Upper East Side and areas at the south tip of Manhattan, near the Battery waterfront park, where the ferry to Statue of Liberty departures. This may be caused by tourism attracted to NYC for the Marathon events.

![Figure 10. Event Index of Manhattan area in 2009 for (a) 28 June (Pride March celebrating the LGBTQ community), (b) 1 November (NYC Marathon), and (c) 25 December (Christmas).](image)

The fourth largest RMSE appeared on 25 December, which is Christmas (Figure 10c shows the Event Index). The majority of Midtown Manhattan has a negative Event Index, meaning the number of actual trips is smaller than estimated. Midtown is the center of commerce. The decrease of taxi trips is caused by Christmas when most companies in Midtown were closed. Both the Upper East Side and the Upper West Side had more trips than estimated on Christmas. There are two cells with Event Index larger than 1000, meaning observed travel demands were more than estimated. One cell is located on the 2nd Ave., between E 31st St. and E 32nd St, and the other one is located on Broadway between W 67th St. and 68th St. Both cells are near some multi-floor residential condominium buildings. Such higher travel demands were likely caused by Christmas visits to or by nearby residents. The Metropolitan Museum of Art and American Museum of Natural History have the negative Event Index. They were closed on Christmas day and thus less travel demands were observed.

5.2. Spatiotemporal Events in 2012

For event detection for 2012, we find the optimal number of sensors was eight, when the validation dataset has the smallest RMSE (Figure 6b). Figure 11 and Table 2 show the locations of these eight sensors for 2012. Similar to 2009, Penn Station was the most important sensor location, meaning it indicates the most correlations among taxi travel demands. Similar to 2009, LGA taxi pick up area was also identified as a key location to indicate NYC taxi travel demands. In addition, the JFK airport terminal 4 departure area was found to be a key location. Other than these two airports, all other key locations are all in Manhattan.
Table 2. Locations of the 8 sensors for 2012.

| Sensor Number | Location                                |
|---------------|-----------------------------------------|
| 1             | Penn Station                            |
| 2             | Park Ave and E 53rd St.                 |
| 3             | 9th Ave and W 16th St—Google Building   |
| 4             | JFK Terminal 4 departure                |
| 5             | Broadway and W 66th                     |
| 6             | 11th Ave and W 39th St—Lincoln Tunnel   |
| 7             | Manhattan end                           |
| 8             | LGA taxi pick-up area                   |
|               | 2nd Ave and E 52nd St.                  |

Figure 11. Locations of 8 sensors in NYC for 2012 event detection.

Table 2. Locations of the 8 sensors for 2012.

Figure 12 shows the everyday RMSE over 2012. The day with the largest RMSE is Thanksgiving Day (23rd November). The second largest RMSE happened on the day when Hurricane Sandy hit NYC (29 October). The third largest RMSE appeared on the weekend for St. Patrick’s Day (18 March). The day with fourth largest RMSE is New Year’s Eve (31 December).

Figure 12. Daily RMSE showing the difference between the observed travel demand and the simulated uneventful scenario for 2012.
Thanksgiving Day in 2012 also experienced a high RMSE, which resulted from several locations with a significantly higher travel demand than estimated. Figure 13a shows the Event Index distribution for Thanksgiving Day. Locations with more travel demand than estimated were gathered in Midtown Manhattan, around Fifth Avenue and Times Square. Most of Downtown Manhattan appeared in blue, meaning a lesser travel demand was observed than estimated. Figure 13b shows the Event Index distribution for the day when Hurricane Sandy hit NYC (29 October). Most of Midtown Manhattan exhibited less travel demands. Midtown is where most companies were located. Many companies were closed and allowed work from home on that day. This means that travel demand for Midtown was less than estimated. The Upper East Side, which is mostly a residential area, had a higher travel demand than estimated. Higher travel demand was also seen near the NYU Langone Health Hospital and other residential areas. As many subways were closed due to potential flooding, more people chose taxi as the substitute travel mode.

Figure 13. Event Index of Manhattan area in 2012 for (a) 23 November (Thanksgiving Day), (b) 29 October (Hurricane Sandy), (c) 18 March (St. Patrick’s Day), and (d) 31 December (New Year’s Eve).

Figure 13c shows the Event Index distribution for St. Patrick’s Day. Fifth Avenue is in blue and Madison Avenue, and the next avenue parallel to the Fifth Avenue is in red. This happened because Fifth Avenue was closed for the parade and thus taxi pick-up or drop-off activities happened around the parade route. A higher travel demand was also observed near Times Square and the surrounding commercial areas. Figure 13d shows the Event Index distribution for New Year’s Eve. Areas near Times Square exhibited lower than expected travel demand, likely as the area was closed to traffic during the celebration events. Areas surrounding the Times Square had a higher than estimated travel demand, as people who traveled to/from Times Square had to start or end their trips there. In addition, more travel demand was found near the Downtown Financial District and Battery Park, where the ferry to the Statue of Liberty departs.

6. Conclusions

This paper presents a new method based on the Discrete Empirical Interpolation Method (DEIM) for event detection using point-based human mobility data. This method can first identify the dominant locations in the study area and then simulate an uneventful scenario based only on the limited observation data from the previously identified key locations. Spatiotemporal events are detected by comparing the discrepancy between the observed actual data and the simulated uneventful scenario. Since this method is based on an unsupervised method, it does not require any prior knowledge of the study area or
the time window of interest. In addition, this method requires a lower data preparation. Because the simulation process is based on each discrete temporal unit, it does not require chronologically ordered data, which can reduce pre-processing time. The significance of this work extends beyond its technical contributions and can benefit multiple areas, such as urban planning, transportation development, and emergency management. By identifying important locations, it provides the possible solutions for resource allocation and situation awareness. In addition, the real-time application of our method can be used as a powerful tool by the relevant authorities. Understanding the dynamics of events in urban areas is essential for transportation infrastructure optimization, resource allocation, and emergency preparedness.

This novel event detection method described in this paper demonstrates the feasibility of using the optimal sensor-based simulation method for spatiotemporal event detection. In this paper, locations of sensors are determined by principal components. Since the simulation process is based on observation data at those sensors’ locations, events taking place at the sensors’ locations cannot be detected. Future research can explore different methods to determine the sensors’ locations, such as machine learning, artificial intelligence (AI), and other optimization algorithms. Exploring these alternative methods could provide valuable insights into optimizing sensor deployment for event detection in urban systems. In addition, future research can further utilize this method with other data types, such as social media data or cell phone data. In this work, spatial units and temporal units are arbitrarily determined. In this paper, we used daily travel records in New York City as an illustration, but this method is not limited to this temporal or spatial scale. The temporal resolution is based on the processed dataset for model training and validation. In other words, if the input dataset is processed for hourly travel records, this method can detect anomalies or temporal variability at the hourly scale. Future research can further explore different spatial and temporal unit combinations for practical applications.
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