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Abstract Learning from positive and unlabeled data or PU learning is the setting where a learner only has access to positive examples and unlabeled data. The assumption is that the unlabeled data can contain both positive and negative examples. This setting has attracted increasing interest within the machine learning literature as this type of data naturally arises in applications such as medical diagnosis and knowledge base completion. This article provides a survey of the current state of the art in PU learning. It proposes seven key research questions that commonly arise in this field and provides a broad overview of how the field has tried to address them.
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1 Introduction

The goal of binary classification is to learn a model that is able to distinguish between positive and negative examples. To do so, an algorithm has access to training data. In the most traditional setting, this data contains both positive and negative examples and is fully labeled, that is, the class value is not missing for any training example. This is among the most widely studied problems in machine learning.

Learning from positive and unlabeled data or PU learning is a variant of this classical set up where the training data consists of positive and unlabeled examples. The assumption is that each unlabeled example could belong to
either the positive or negative class. The term PU learning first began to appear in the early 2000s and there has been a surge of interest in this setting in recent years [61,19,55,24,70,21]. It fits within the long standing interest in developing learning algorithms that do not require fully supervised data, such as learning from positive-only or one-class data [46] and semi-supervised learning [12]. PU learning differs from the former in that it explicitly incorporates unlabeled data into the learning process. It is related to the latter in that it specializes the standard semi-supervised setting, where typically some labeled examples for all classes are available.

One reason that PU learning has attracted attention is that PU data naturally arises in many significant applications. The following are three illustrative examples of applications characterized by PU data. First, personalized advertising uses visited pages and clicks as positive examples of pages and ads of interest. However, all other pages or ads are not necessarily uninteresting and should therefore not be treated as negative examples but as unlabeled ones. Second, medical records usually only list which diseases a patient has been diagnosed with and they usually do not include which diseases a patient does not have. However, the absence of a diagnosis does not mean that a patient does not have a disease. A patient may simply elect not to go to a doctor and moreover many diseases, such as diabetes, often go undiagnosed [16]. Third, consider the task of knowledge base (KB) completion where the goal is to predict which other tuples should belong in an automatically constructed KB. Here, the training data consists of the tuples already in the KB. However, KBs typically only contain facts (i.e., true statements), so there are no negative examples and the truth value of any tuple not in the KB should be considered unknown [28,117].

Motivated by these significant applications, researchers have taken a keen interest in analyzing the PU learning setting. Within PU learning, people have addressed a number of different tasks using a variety of techniques. Despite the breadth, at a high level, the key research questions about PU learning can be formulated rather straightforwardly as:

1. How can we formalize the problem of learning from PU data?
2. What assumptions are typically made about PU data in order to facilitate the design of learning algorithms?
3. Can we estimate the class prior from PU data and why is this useful?
4. How can we learn a model from PU data?
5. How can we evaluate models in a PU setting?
6. When and why does PU data arise in real-world applications?
7. How does PU learning relate to other areas of machine learning?

This survey is structured around giving a comprehensive overview about how the PU learning research community is tackling each of these questions. It concludes with some perspectives about future directions for PU learning research.
Table 1 Labeled training set example. The vector of attribute values are the first 5 rows: $x = [\text{age, diabetes family, fatigue, pee/day, blurred vision}]$

| age | diabetes family | fatigue | pee/day | blurred vision | y |
|-----|----------------|---------|---------|----------------|---|
| 25  | yes            | yes     | 7       | no             | 0 |
| 63  | no             | yes     | 10      | no             | 1 |
| 49  | no             | no      | 4       | no             | 0 |
| 34  | no             | yes     | 6       | yes            | 1 |

2 Preliminaries on PU Learning

Learning from positive and unlabeled data (PU learning) is a special case of binary classification. Therefore, we first review binary classification before formally describing the PU learning setting. Then we introduce the labeling mechanism, which is a key concept in PU learning. Finally, we distinguish between two PU learning settings: the single-training-set and case-control scenarios.

2.1 Binary Classification

The goal of binary classification is to train a classifier that can distinguish between two classes of instances, based on their attributes. By convention, the two classes are called “positive” and “negative”. To train a binary classifier, the machine learning algorithm has access to a set of training examples. Each training example is a tuple $(x, y)$, where $x$ is the vector of attribute values and $y$ is the class value. An example is positive if $y = 1$ and negative if $y = 0$. Traditional learning algorithms work in a supervised setting, where the training data is assumed to be fully labeled. That is, the class value for each training example is observed. Table 1 shows an example of a fully labeled training set. To enable training a correct classifier, the training data is assumed to be an independent and identically distributed (i.i.d.) sample of the real distribution:

$$x \sim f(x) \sim \alpha f_+(x) + (1 - \alpha)f_-(x),$$  \hspace{1cm} (1)

with class prior $\alpha = \Pr(y = 1)$ and probability density functions of the true distribution $f$ and the positive and negative examples $f_+$ and $f_-$ respectively.

2.2 PU Learning

The goal of PU learning is the same as general binary classification: train a classifier that can distinguish between positive and negative examples based on the attributes. However, during the learning phase, only some of the positive examples in the training data are labeled and none of the negative examples are.
Table 2: Positive and Unlabeled training set example for the same dataset as the on in Table 1.

| age | diabetes | family | fatigue | pee/day | blurred vision | y | s |
|-----|----------|--------|---------|---------|----------------|---|---|
| 25  | yes      | yes    | 7       | no      | 0              |   |   |
| 63  | no       | yes    | 10      | no      | 1              |   |   |
| 49  | no       | no     | 4       | no      | ?              |   |   |
| 34  | no       | yes    | 6       | yes     | ?              |   |   |

Table 3: Notation used in this article.

| Symbol | Description |
|--------|-------------|
| $x$    | The vector of attributes of an example |
| $y$    | Indicator variable for an example to be positive |
| $s$    | A set of indicator variables for examples to be positive |
| $y$    | Indicator variable for an example to be labeled |
| $s$    | A set of indicator variables for examples to be labeled |
| $\alpha$ | Class prior $\alpha = \Pr(y = 1)$ |
| $c$    | Label frequency $c = \Pr(s = 1 | y = 1)$ |
| $e(x)$ | Propensity score function $e(x) = \Pr(s = 1 | y = 1, x)$ |
| $f(x)$ | Probability density function of the instance space (true population) |
| $f_{+}(x)$ | Probability density function of the positive instance space |
| $f_{-}(x)$ | Probability density function of the negative instance space |
| $f_{l}(x)$ | Probability density function of the labeled instance space |
| $f_{u}(x)$ | Probability density function of the unlabeled instance space |
| $\hat{\cdot}$ | An estimate for $\cdot$ |

We represent a PU dataset as a set of triplets $(x, y, s)$ with $x$ a vector of attributes, $y$ the class and $s$ a binary variable representing whether the tuple was selected to be labeled. The class $y$ is not observed, but information about it can be derived from the value of $s$. If the example is labeled $s = 1$, then it belongs to the positive class: $\Pr(y = 1 | s = 1) = 1$. When the example is unlabeled $s = 0$, then it can belong to either class. Table 2 gives an example of a positive and unlabeled version of a training set. Table 3 gives an overview of the notation used in this article.

2.3 Labeling Mechanism

The labeled positive examples are selected from the complete set of positive examples according to a probabilistic labeling mechanism, where each positive example $x$ has the probability $e(x) = \Pr(s = 1 | y = 1, x)$ of being selected to be labeled, called the propensity score [2]. Hence, the labeled distribution is a biased version of the positive distribution:

$$ f_l(x) = \frac{e(x)}{c} f_{+}(x), $$  \hspace{1cm} (2)

with $f_l(x)$ and $f_{+}(x)$ the probability density functions of the labeled and positive distributions respectively. The normalization constant $c$ is the label
frequency, which is the fraction of positive examples that are labeled \( c = \Pr(s = 1 | y = 1) \). This can be seen from the following derivation:

\[
\begin{align*}
    f_l(x) &= \Pr(x | s = 1) \\
          &= \frac{\Pr(s = 1 | x, y = 1)}{\Pr(s = 1 | y = 1)} \Pr(x | y = 1) \tag{#by PU definition} \\
          &= \frac{c(x)}{c} f_+(x) \tag{#Bayes’ rule}
\end{align*}
\]

2.4 The Single-Training-Set and Case-Control Scenarios

The positive and unlabeled examples in PU data can originate from two scenarios. Either they come from a single training set, or they come from two independently drawn datasets, one with all positive examples and one with all unlabeled examples. These scenarios are called the single-training-set scenario and the case-control scenario respectively.

The single-training-set scenario assumes that the positive and unlabeled data examples come from the same dataset and that this dataset is an i.i.d. sample from the real distribution, like for supervised classification. A fraction \( c \) from the positive examples are selected to be labeled, therefore, the dataset has a fraction \( \alpha c \) of labeled examples.

\[
\begin{align*}
    x &\sim f(x) \\
    &\sim \alpha f_+(x) + (1 - \alpha)f_-(x) \\
    &\sim \alpha cf_l(x) + (1 - \alpha)f_u(x). \tag{3}
\end{align*}
\]

The case-control scenario assumes that the positive and unlabeled examples come from two independent datasets and that the unlabeled dataset is an i.i.d. sample from the real distribution:

\[
\begin{align*}
    x | s = 0 &\sim f_u(x) \\
    &\sim f(x) \\
    &\sim \alpha f_+(x) + (1 - \alpha)f_- (x). \tag{4}
\end{align*}
\]

The observed positive examples are generated from the same distribution in both the single-training-set and case-control scenario. Hence, in both scenarios the learner has access to a set of examples drawn i.i.d. from the true distribution and a set of examples that are drawn from the positive distribution according to the labeling mechanism that is defined by the propensity score \( e(x) \). As a result, most methods can handle both scenarios, but the derivation differs. Consequently, one must always consider the scenario when interpreting results and using software.

The single-training-set scenario has received substantially more attention in the literature. Therefore, this survey assumes this scenario. When methods
that were originally proposed in a case-control scenario are discussed on a level where this distinction is necessary, we either convert them to the single-training-set scenario or explicitly state that the case-control scenario is assumed.

2.5 Relationship Between the Class Prior and the Label Frequency

The class prior $\alpha$ and the label frequency $c$ are closely related to each other. Given a PU dataset, if one is known, the expected value of the other can be calculated. The label frequency is defined as the fraction of positive examples that are labeled in all the data:

$$c = \frac{\Pr(s = 1|y = 1)}{\Pr(y = 1)}$$

The probability $\Pr(s = 1)$ can be counted in the data as the fraction of labeled examples. The probability $\Pr(y = 1)$ is related to the class prior. In the single-training-set scenario, it is equal to the class prior. However, in the case control scenario, the class prior is defined in the unlabeled data: $\alpha = \Pr(y = 1|s = 0)$. Here, the probability $\Pr(y = 1)$ is the following:

$$\Pr(y = 1) = \Pr(y = 1|s = 0) \Pr(s = 0) + \Pr(y = 1|s = 1) \Pr(s = 1) = \alpha \Pr(s = 0) + \Pr(s = 1).$$

To summarize, the conversions between $c$ and $\alpha$ are done as follows:

$$c = \frac{\Pr(s = 1)}{\alpha} \quad \# \text{single-training-set scenario} \quad (5)$$

$$c = \frac{\Pr(s = 1)}{\alpha (1 - \Pr(s = 1)) + \Pr(s = 1)} \quad \# \text{case-control scenario} \quad (6)$$

$$\alpha = \frac{1 - c}{c - \frac{\Pr(s = 1)}{1 - \Pr(s = 1)}}. \quad \# \text{case-control scenario} \quad (7)$$

3 Assumptions to Enable PU Learning

Learning from PU data is not straightforward. There are two possibilities to explain why an example is unlabeled, either:

1. It is truly a negative example; or
2. It is a positive example, but simply was not selected by the labeling mechanism to have its label observed.
Therefore, in order to enable learning with positive and unlabeled data, it is necessary to make assumptions about either the labeling mechanism, the class distributions in the data, or both. The class prior plays an important role in PU learning and many PU learning methods require it as an input. To enable estimating it directly from PU data, additional assumptions need to be made. This section discusses the most commonly made labeling mechanism and data assumptions to enable PU learning as well as the assumptions made to enable estimating the class prior from PU data.

3.1 Label Mechanism Assumptions

One approach is to make assumptions about the labeling mechanism. That is, how the examples with an observed positive label were selected.

3.1.1 Selected Completely At Random

The Selected Completely At Random (SCAR) assumption lies at the basis of most PU learning methods, for example, biased learning methods (Section 5.2) and methods that directly incorporate the class prior (Section 5.3). It assumes that the set of labeled examples is a uniform subset of the set of positive examples [24]. Figure 1 shows an examples of a PU dataset under the SCAR assumption.

**Definition 1 (Selected Completely At Random (SCAR))** Labeled examples are selected completely at random, independent from their attributes, from the positive distribution. The propensity score \( e(x) \), which is the probability for selecting a positive example is constant and equal to the label frequency \( c \):

\[
e(x) = \Pr(s = 1|x, y = 1) = \Pr(s = 1|y = 1) = c.
\]

Under this assumption, the set of labeled examples is an i.i.d. sample from the positive distribution. Indeed, Equation 2 simplifies to \( f_l(x) = f_+(x) \).

Under the SCAR assumption, the probability for an example to be labeled is directly proportional to the probability for an example to be positive:

\[
\Pr(s = 1|x) = c \Pr(y = 1|x).
\]

This enables the use of non-traditional classifiers, which are classifiers that predict \( \Pr(s = 1|x) \), which are learned by considering the unlabeled examples as negative [24]. These non-traditional classifiers have various interesting properties:

- Non-traditional classifiers preserve the ranking order [24]:

\[
\Pr(y = 1|x_1) > \Pr(y = 1|x_2) \iff \Pr(s = 1|x_1) > \Pr(s = 1|x_2).
\]
Fig. 1 Example of SCAR PU data. The labeled examples are selected uniformly at random from the positive examples.

Fig. 2 Example of SAR PU and PGPU data. The labeled examples are a biased sample of the positive examples. The larger the probabilistic gap, the more likely a positive example is selected to be labeled. This means that positive examples which resemble negative examples more, are less likely to be labeled.

Fig. 3 Example of SAR PU data. The labeled examples are a biased sample of the positive examples. In this case, the labeling mechanism is independent of the probabilistic gap.

- Training a traditional classifier subject to a desired expected recall, is equivalent to training a non-traditional classifier subject to that recall [62,5]
Given the label frequency (or class prior), a probabilistic non-traditional classifier can be converted to a traditional classifier, by dividing the outputs by the label frequency $Pr(y = 1|x) = Pr(s = 1|x)/c$.

The SCAR assumption was introduced in analogy with the Missing Completely A Random assumption (MCAR) that is common when working with missing data [55,60]. However, there is a notable difference between the two assumptions. In MCAR data, the missingness of the variable cannot depend on the value of the variable, where in PU learning this is necessarily the case because all negative labels are missing. The class values are missing completely at random only if just the population of positive examples is considered. Moreno et al. (2012) proposed a new missingness class: Missing Completely At Random-Class Dependent (MAR-C), SCAR belongs to this category.

3.1.2 Selected At Random

The Selected At Random (SAR) assumption, is the most general assumption about the labeling mechanism: the probability for selecting positive examples to be labeled depends on its attribute values [2]. Figures 2 and 3 show examples of PU datasets under the SAR assumption.

Definition 2 (Selected At Random (SAR)) Labeled examples are a biased sample from the positive distribution, where the bias completely depends on the attributes and is defined by the propensity score $e(x)$:

$$e(x) = Pr(s = 1|x, y = 1).$$

When the labeling mechanism is understood, incorporating it during the learning phase enables learning an unbiased classifier from SAR PU data. However, when it is not known, additional assumptions are needed to enable learning [2].

3.1.3 Probabilistic Gap

Here, it is assumed that positive examples which resemble negative examples more, are less likely to be labeled. The difficulty of labeling is defined by the probabilistic gap $\Delta Pr(x) = Pr(y = 1|x) - Pr(y = 0|x)$ [31]. The labeling mechanism depends on the attribute values $x$ and is therefore a specific case of SAR, which is illustrated in Figure 2.

Definition 3 (Probabilistic Gap PU (PGPU)) Labeled examples are a biased sample from the positive distribution, where examples with a smaller probabilistic gap $\Delta Pr(x)$ are less likely to be labeled. The propensity score is a non-negative, monotone decreasing function $f$ of the probabilistic gap $\Delta Pr(x)$:

$$e(x) = f(\Delta Pr(x)) = f(Pr(y = 1|x) - Pr(y = 0|x)), \quad \frac{d}{dt}f(t) < 0.$$
Fig. 4 Examples of separable classes. The first example is linearly separable by a function \( f(x_0, x_1) = x_0 + x_1 \). The second example is separable by a circle, i.e., by a function \( f(x_0, x_1) = -\sqrt{x_0^2 + x_1^2} \).

Under the probabilistic gap assumption, the observed probabilistic gap \( \Delta \tilde{\Pr}(x) = \Pr(s = 1|x) - \Pr(s = 0|x) \) is related to the real probabilistic gap in two ways: 1) A negative observed probabilistic gap implies a negative real probabilistic gap: \( \Delta \tilde{\Pr}(x) < 0 \Rightarrow \Delta \Pr(x) < 0 \), 2) A larger observed probabilistic gap implies a larger real probabilistic gap: \( \Delta \tilde{\Pr}(x_1) > \Delta \tilde{\Pr}(x_2) \Rightarrow \Delta \Pr(x_1) > \Delta \Pr(x_2) \). These properties can be used for extracting reliable positive and negative examples [31].

3.2 Data Assumptions

The common assumptions about the data distribution are that all unlabeled examples are negative, the classes are separable and the classes have a smooth distribution.

3.2.1 Negativity

The most simple, and most naive, assumption is to assume that the unlabeled examples all belong to the negative class. Despite the fact that this assumption obviously does not hold, it is often used in practice. In the context of knowledge bases, this assumption is commonly referred to as the closed-world assumption. The reason why this assumption is popular is because it enables the use of standard machine learning methods for supervised binary classification [73]. This assumption is simply cited for completeness, and is ignored for the remainder of this survey.

3.2.2 Separability

Under the separability assumption, it is assumed that the two classes of interest are naturally separated. This means that a classifier exists that can perfectly distinguish positive from negative examples. Figure 4 shows some examples of separable classes.

Definition 4 (Separability) There exists a function \( f \) in the considered hypothesis space that maps all the positive examples to a value that is higher
or equal to a threshold $\tau$ and all negative examples to a value that is lower than threshold $\tau$:

$$f(x_i) \geq \tau, \quad y_i = 1$$
$$f(x_i) < \tau, \quad y_i = 0.$$

Under this assumption, the optimal classifier can be found by looking for the classifier that classifies all labeled examples as positive and as few as possible examples as negative [62,5]. This idea is exploited by the two-step techniques (Section 5.1).

3.2.3 Smoothness

According to the smoothness assumption, examples that are close to each other are more likely to have the same label.

**Definition 5** (Smoothness) If two instances $x_1$ and $x_2$ are similar, then the probabilities $\Pr(y = 1|x_1)$ and $\Pr(y = 1|x_2)$ will also be similar.

This assumption allows identifying reliable negative examples as those that are far from all the labeled examples. This can be done by using different similarity (or distance) measures such as tf-idf for text [53] or DILCA for categorical attributes [37]. This assumption is important for two-step techniques (Section 5.1). It is also used for graph-based approaches [76,108], local learning [43] and to cluster the data into super-instances where all the instances are assumed to have the same label [57].

3.3 Assumptions for an Identifiable Class Prior

The class prior $\alpha = \Pr(y = 1)$ can be an important tool for PU learning under the SCAR assumption. Therefore, it would be useful if it could be estimated directly from PU data. Unfortunately, this is an ill-defined problem because it is not identifiable: the absence of a label can be explained by either a small prior probability for the positive class or a low label frequency [86]. In order for the class prior to be identifiable, additional assumption are necessary. This section gives an overview on possible assumptions, listed from strongest to strictly weaker.

1. **Separable Classes/Non-overlapping distributions** Here, the positive and negative distributions are assumed not to overlap [24,22,75]. The positive examples in the unlabeled data are then all those that are likely to be generated by the same distribution as the labeled examples. When all the unlabeled positive examples are identified, class prior estimation becomes trivial.
2. **Positive subdomain/anchor set** Instead of requiring no overlap between the distributions, it suffices to require a subset of the instance space defined by partial attribute assignment (called the anchor set), to be purely positive \[86,79,3\]. The ratio of labeled examples in this subdomain is equal to the label frequency, while in other parts of the positive distribution, the ratio can be lower.

3. **Positive function/separability** This is a more general version of the positive subdomain assumption, where the subdomain can be defined by any function instead of being limited to partial variable assignments \[83\]. When this assumption was introduced, it was named ‘separability’, which we find confusing and thus recommend the more intuitive name ‘positive function’.

4. **Irreducibility** The negative distribution cannot be a mixture that contains the positive distribution \[5,39\]. All the previous assumption imply irreducibility.

### 4 PU Measures

It is non-obvious how to compute most standard evaluation metrics, such as accuracy, $F_1$ score, mean square error, etc. from positive and unlabeled data. This introduces challenges both in terms of model evaluation and hyperparameter tuning. The first attempts for addressing this issue focused on proposing metrics that could be computed based on the total number of examples and the number of positive examples. More recent work has explored hypothesis testing and situations where it may be possible to compute standard metrics.

#### 4.1 Metrics for PU Data

The most commonly used metric for tuning using PU data is based on the $F_1$ score, which is defined as:

$$F_1(\hat{y}) = \frac{2pr}{p + r},$$

with precision $p = \Pr(y = 1|\hat{y} = 1)$ and recall $r = \Pr(\hat{y} = 1|y = 1)$. Under the SCAR assumption, the recall can be estimated from PU data: $r = \Pr(\hat{y} = 1|s = 1)$, however, the precision cannot. The $F_1$ score cannot be estimated directly from the PU data, but something similar can be. Note that the $F_1$ score is high when both precision and recall are high. The following performance criterion has the same property and can be estimated from PU data \[51\]:

$$\frac{pr}{\Pr(y = 1)} = \frac{pr^2}{r\Pr(y = 1)} = \frac{\Pr(y = 1|\hat{y} = 1)r^2}{\Pr(\hat{y} = 1, y = 1)} = \frac{r^2}{\Pr(\hat{y} = 1)}. \quad (8)$$
4.2 Hypothesis Testing

The G-test is an independence test based on mutual information that can be used for structure learning or feature selection. It turns out that the result of observing independence with the G-test is the same from supervised and PU data. However, the power of the test differs with a constant correction factor $\frac{1-\alpha}{\alpha} \frac{\Pr(s=0)}{1-\Pr(s=0)}$. Because the correction factor is a constant that depends on the amount of labeled data, one can calculate how much more data is required to get the desired power [90]. The conditional test of independence, which was used for learning the PTAN trees, has similar properties [91][88]. For feature selection, one is interested in ranking the features in order of mutual information between the features and the label. Interestingly, this order remains the same when the unlabeled examples are considered as negative [59].

4.3 Computing Standard Evaluation Metrics

More recently, it has been shown that under certain conditions it is possible to compute (bounds on) traditional metrics used to evaluate learned models [15][10]. Effectively, making the SCAR assumption leads to two important insights. First, by estimating the label frequency or class prior, it is possible to compute the expected number of positive examples in the unlabeled data. Second, the rank distributions of the observed positives and the positive examples contained within the unlabeled data should be similar. Combining these two pieces of information enables reasoning about the total number of positive examples (i.e., the sum of the observed positives and the expected number of positives in the unlabeled data) below (above) a given rank. This is precisely the information needed to construct contingency tables, which can be used to derive standard machine learning metrics such as accuracy, the true positive rate, the false positive rate, and precision. Hence, it is possible in this circumstance to report estimates of these metrics.

5 PU Learning Methods

This section provides an overview of the methods that address PU learning. Most methods can be divided into the following three categories: Two-step techniques, biased learning and class prior incorporation. The two-step technique consists of two steps: 1) identifying reliable negative examples, and 2) learning based on the labeled positives and reliable negatives. Biased learning considers PU data as fully labeled data with class label noise for the negative class. Class prior incorporation modifies standard learning methods by applying the mathematics from the SCAR assumption directly, using the provided class prior. Additionally, methods for learning from relational PU data are discussed.
Table 4 Two-step techniques. Despite the possibility of choosing the method freely per step, the following combinations where proposed in the literature. Variations of methods are indicated with ∗.

| Method         | Step 1          | Step 2          | Step 3     |
|----------------|-----------------|-----------------|------------|
| S-EM [62]      | Spy             | EM NB           | ∆F         |
| Roc-SVM [53]   | Rocchio         | Iterative SVM   | FN R > 5%  |
| Roc-Ci-SVM [30]| Rocchio*        | Iterative SVM   | FN R > 5%  |
| PEBL [107,108] | 1-DNF           | Iterative SVM   | Last       |
| A-EM [55]      | Augmented Negatives | EM NB         | ∆F         |
| LGN [54]       | Single Negative | BN              | /          |
| PE_PUC [108]   | PE              | (EM) NB         | Unspecified|
| WVC/PSOC [47]  | 1-DNF*          | Iterative SVM   | Vote       |
| CR-SVM [56]    | Rocchio*        | SVM             | /          |
| MCLS [13]      | k-means         | Iterative LS-SVM | Last   |
| C-CRNE [63]    | C-CRNE          | TFIPNDV         | /          |
| Pulse [37]     | DILCA           | DILCA-KNN       | /          |
| PGPU [51]      | PGPU            | biased SVM      | /          |

5.1 Two-Step Techniques

The two-step technique builds on the assumptions of separability and smoothness. Because of this combination, it is assumed that all the positive examples are similar to the labeled examples and that the negative examples are very different from them. Based on this idea, the two-step technique consists of the following steps [61]:

Step 1 Identify reliable negative examples. Optionally, additional positive examples can also be generated [27].

Step 2 Use (semi-)supervised learning techniques with the positively labeled examples, reliable negatives, and, optionally, the remaining unlabeled examples.

Step 3 (when applicable) Select the best classifier generated in step 2.

Several methods exist for each one of the steps, which are discussed in the following paragraphs. Despite the possibility of choosing the method freely per step [61], most papers propose a fixed combination of methods, which are listed in Table 4.

Step 1: Identifying Reliable Negatives (and Positives) In the first step, unlabeled examples that are very different from the positive examples are selected as reliable negatives. Many methods have been proposed to address this problem. They differ from each other in the way distance is defined and when something is considered as different enough. Many two-step papers addressed text classification problems, therefore, many distance measures originate from that domain [62,43,100,57,27,54,56,50,66,63]. The following methods have been proposed to identify reliable negative and possibly positive examples:

Spy Some of the labeled examples are turned into spies by adding them to the unlabeled dataset. Then, a Naive Bayes classifier is trained, considering the unlabeled examples as negative, and updated once using expectation
maximization. The reliable negative examples are all the unlabeled negative examples for which the posterior probability is lower than the posterior probability of any of the spies [62]. For this method, it is important to have enough labeled examples, otherwise the set of spies is too small and hence unreliable.

1-DNF First, strong positive features are learned by searching for features that occur more often in the positive data than in the unlabeled data. The reliable negative examples are the examples that do not have any strong positive features [106]. Because the requirements for positive features are so weak, there might be too many, resulting in very few reliable negative examples. To resolve this, 1-DNFII proposes to discard positive features with an absolute frequency above some threshold [77].

Rocchio Based on Rocchio classification, this method builds a prototype for both the labeled and the unlabeled examples. The prototype is the weighted difference of the mean vector of the tf-idf feature vectors of the objective class and the mean vector of the tf-idf feature vectors of the other class. The unlabeled examples that are closer to the unlabeled prototype than the positive prototype are chosen to be the reliable negatives [53]. In addition to Rocchio, k-means clustering can be applied to be more selective: every reliable negative that is closer to a positive prototype than a negative one is removed in this step [53]. Another modification with the aim of being more selective only uses potential unlabeled examples, selected using the cosine similarity, for the negative prototype [56]. Yet another modification is to combine Rocchio with k-means to extract also reliable positive examples in addition to more reliable negatives [66].

PNLH The Positive examples and Negative examples Labeling Heuristic (PNLH) aims to extract both reliable negative and positive examples. First, reliable negatives are extracted using features that more frequently occur in positive data. Subsequently, the sets of reliable positives and negatives are iteratively enlarged by clustering the reliable negatives. Examples that are close to the positive cluster and to no negative cluster are added to the reliable positives. Examples that are close to a negative cluster and not to the positive one are added to the reliable negatives [27].

PE Positive Enlargement aims to extract reliable negative and positive examples. A graph-based semi-supervised learning method is used to extract reliable positives and Naive Bayes for reliable negatives [114].

PGPU Under the probabilistic gap assumption (see Section 3.1.3), all examples with a negative observed probabilistic gap can confidently be considered as negative, and all examples with an observed probabilistic gap that is larger than the probabilistic gap of any observed positive example can confidently be considered as positive [31].

k-means All the examples are clustered using k-means. Reliable negative examples are selected from the negative clusters as the furthest ones from the positive examples [13].
The unlabeled examples are ranked according to their distance to the \( k \) nearest positive examples. The unlabeled examples at the greatest distance are selected as reliable negatives [110].

**C-CRNE** Clustering-based method for Collecting Reliable Negative Examples (C-CRNE) is a method that clusters all the examples and takes the clusters without any positive examples as the reliable negatives [63].

**DILCA** Reliable negatives are selected based on a trainable distance measure \( D \)istance Learning for Categorical Attributes (DILCA), which is designed specifically for categorical attributes [38]. This distance measure is learned from the positive examples and then used to detect reliable negatives as the furthest examples.

**GPU** Generative Positive-Unlabeled (GPU) learns a generative model for the positive distribution, based on the labeled set of positives. The reliable negatives are the unlabeled examples with the lowest probability of being generated by the generative model. The number of reliable negatives is set to be equal to the number of labeled positives [1].

**Augmented Negatives** Instead of selecting reliable negative examples, the unlabeled set is enriched with new examples that are most likely negative. All the unlabeled and added examples are then initialized as negative [54]. This method is intended for the one-class classification setting where the distribution of negative examples can be different at test time.

**Single Negative** This method generates a single artificial negative example. This method is intended for an outlier detection setting where very few negative examples are expected in the unlabeled data [54].

**Step 2: (Semi-)Supervised Learning** In the second step, the labeled positive examples and reliable negatives are used to train a classifier. Any supervised method, like support vector machines (SVM) or Naive Bayes (NB), can be used for this. Semi-supervised methods, like Expectation Maximization on top of Naive Bayes (EM NB), can also incorporate the remaining unlabeled examples. If semi-supervised methods are used, some methods use the extracted reliable examples from the first step as an initialization that can be changed during the learning process [12, 55, 13], while others fix them and only consider the remaining unlabeled examples for possibly belonging to both classes [53, 104]. Apart from existing methods, a few custom methods for PU learning have been proposed:

**Iterative SVM** In each iteration, an SVM classifier is trained using the positive examples and the reliable negatives. The unlabeled examples that are classified as negative by this classifier are then added to the set of reliable negatives for the next iteration [105].

**Iterative LS-SVM** In each iteration, a non-linear least Squares SVM (LS-SVM) [95] classifier is trained. During the first iteration, the positive and negative examples come from the initialization. In the later iterations, they come from the classification of the previous iteration. In every iteration, the bias is determined by the desired class ratio [13].
**DILCA-KNN** For both the positive and reliable negative examples, a DILCA distance measure is trained [38]. For each example, the k nearest positives and k nearest reliable negatives are selected and the average distance to those are calculated with the appropriate distance measure. The class is the one for which it has the lowest average distance [37].

**TFIPNDF** Term Frequency Inverse Positive-Negative Document Frequency is a tf-idf-improved method that weights the terms in documents according to their appearance in positive and negative documents [63].

**Step 3 (Optional): Classifier selection** Expectation Maximization (EM) generates a new model during every iteration. The local maximum to which EM converges might not be the best model in the sequence. Therefore, different techniques have been proposed to select a model from the sequence:

- **ΔE** The chosen model is the one from the last iteration where the estimated change in the probability of error \( \Delta E = Pr(\hat{y}_i \neq y) - Pr(\hat{y}_{i-1} \neq y) \) is negative, i.e., the last iteration where the model improved [62].

- **ΔF** The chosen model is the one from the last iteration where the estimated change in the \( F_1 \) score \( \Delta F = F_i / F_{i-1} \) is larger than 1, i.e., the last iteration where the model improved [55].

- **FNR > 5%** Stops iterating if more than 5% of the labeled positive examples are classified as negative [53].

- **Vote** All the intermediate classifiers are used and their results are combined through weighted voting. The optimal weights can be found through Particle Swarm Optimization (PSO) [77].

- **Last** The selected model is the one from the last iteration, when the model has converged or the maximum number of iterations was reached.

### 5.2 Biased Learning

Biased PU learning methods treat the unlabeled examples as negatives examples with class label noise, therefore, this section refers to unlabeled examples as negative. Because the noise for negative examples is a constant, this setting makes the SCAR assumption. The noise is taken into account by, for example, placing higher penalties on misclassified positive examples or tuning hyperparameters based on an evaluation metric that is suitable for PU data. Usually the misclassification penalties or other hyperparameters are chosen through tuning using Equation 8 [61, 118, 120, 92] or another measure [93]. Alternatively, they are set based on the true class prior [36] or so that a balanced classifier is preferred [70, 51]. This approach has been applied to classification, clustering and matrix completion.
5.2.1 Classification

A large fraction of the biased learning methods are based on support vector machine (SVM) methods. The original one is biased SVM which is a standard SVM method that penalizes misclassified positive and negative examples differently [61]. As an extension, multiple iterations of biased SVM can be executed where misclassified confident unlabeled examples receive an extra penalty [45]. Weighted unlabeled samples SVM (WUS-SVM) assigns a weight to each unlabeled example, on top of the class penalty, that indicates how likely this examples is to be negative. The weight is the minimum distance to a positive example [65].

The noisiness of the negative data makes the learning harder: too much importance might be given to a negative example that is actually positive [67]. This problem has been addressed by using bagging techniques or using least-square SVMs (LS-SVM) [88]. Bagging SVM learns multiple biased SVM classifiers which are trained on the positive examples and a subset of the negative examples [70]. Robust Ensemble SVM (RESVM) builds on bagging SVMs by also resampling the positive examples and using a bootstrap approach. Biased least squares SVM (BLSSVM) is a biased version of LS-SVM, which, additionally, enables local learning by using an extra regularization term that favors close-by examples having the same label, using the smoothness assumption [43]. BLSSVM has been extended to MD-BLSSVM by using the Mahalanobis distance instead of the Euclidean distance [44].

RankSVM (RSVM) is an SVM method that minimizes a regularized margin-based pairwise loss [92]. In this method, the two classes do not get a different penalty, but the regularization parameter and threshold for classification are set by tuning on Equation 8. Other hyperplane optimization methods are Biased Twin SVMs [101], nonparallel support vector vector machines (NPSVM) [112], and the Laplacian Unit-Hyperplane classifier (LUHC) [93].

Weighted logistic regression favors correct positive classification over correct negative classification by giving larger weights to positive examples [51]. The positive examples are weighted by the negative class prior $\Pr(s = 0)$ and the negative examples by the positive class prior $\Pr(s = 1)$. They show that as a result, the conditional probability that a positive example belongs to the positive class is larger than 0.5 while a negative example will have a conditional probability smaller than 0.5. In principle, a correct classifier would thus be learned. However, when the classes are not separable, the overlapping parts of the instance space might be attributed to the wrong class. This is because the weighting is equivalent to setting the target probability threshold for the non-traditional classifier to $c \Pr(y = 1)$, while it should be 0.5 $c$ [23]. Separable classes can handle this by having 0.1 probabilities, but non-separable classes are only correctly classified if they are balanced. This is discussed in more detail in Section 5.3.1.
5.2.2 Clustering

Topic-Sensitive pLSA (probabilistic latent semantic analysis) is a weighted constraint clustering method that introduces must-link constraints between pairs of positive examples and cannot-link constraints between examples from different classes \[116\]. The must-link constraints have stronger weights than the cannot-link constraints. This method is expected to work well when the number of labeled positive examples is small.

5.2.3 Matrix Completion

Binary matrix completion can also be seen as a PU learning problem: the ones in the matrix are the known positives and the zeros are unlabeled \[36\]. They assume that in reality, there is a probability matrix of the same size which generated the complete binary matrix. Two binary matrix generation settings are considered: 1) The non-deterministic setting where the complete binary matrix was generated by sampling from the probability matrix, and 2) The deterministic setting where the complete binary matrix was generated by thresholding the probability matrix. The observed matrix is generated by uniform sampling from the complete binary matrix.

In the non-deterministic setting, it is possible to recover the probability matrix, if the true class prior is known. To this end, Shifted Matrix Completion (ShiftMC) minimizes an unbiased estimator for the mean square error loss. This is a special case of the general empirical-risk-minimization based method for incorporating the class prior by preprocessing the data (see Section 5.3.2).

In the deterministic setting, the probability matrix cannot be recovered, but the complete binary matrix can. To this end, the matrix factorization method Biased Matrix Completion (BiasMC) penalizes misclassified positives more than misclassified negatives. The penalties are derived from the class prior. Section 5.3.2 shows how this is a special case of the rebalancing method for incorporating the class prior by preprocessing the data. An extension to BiasMC for graphs uses the additional information that neighbors are likely similar \[72\].

5.3 Incorporation of the Class Prior

Under the SCAR assumption, the class prior can be used. There are three categories of methods: postprocessing, preprocessing and method modification. Postprocessing trains a non-traditional probabilistic classifier by considering the unlabeled data as negative and modifies the output probabilities, preprocessing changes the dataset by using the class prior, and method modification modifies the methods to incorporate the class prior.

Remember from Section 2.5 that knowing the class prior is equivalent to knowing the label frequency \(c\), which is the proportion of labeled positive examples \(c = \Pr(s = 1)/\alpha\). The class prior can be determined using methods
discussed in Section 6 or it can be tuned using evaluation metrics for PU data, which are discussed in Section 3.

Under the SAR assumption, in a similar fashion, the propensity score can be incorporated to enable learning. Currently, this has only been explored for the empirical-risk-minimization-based preprocessing method.

5.3.1 Postprocessing

The probability of an example being labeled is directly proportional to the probability of that example being positive, with the label frequency $c$ as the proportionality constant:

$$
\Pr(s = 1|x) = c \Pr(y = 1|x).
$$

From this result, it follows directly that a non-traditional probabilistic classifier that is trained to predict $\Pr(s = 1|x)$ by considering the unlabeled data as negative can be used to predict the class probabilities $\Pr(y = 1|x) = \frac{1}{c} \Pr(s = 1|x)$ [24]. Alternatively, when the probabilities are of no importance, the non-traditional classifier can be used directly by changing the target probability threshold $\tau$ to $\tau^{PU} = c\tau$. The commonly used $\tau = 0.5$ then results in the decision function $\Pr(s = 1) > 0.5c$. This is equivalent to the decision function $\text{sgn}(\Pr(y = 1|x) - \Pr(y = 0|x)) = \text{sgn}(\frac{1}{c} \Pr(s = 1|x) - \Pr(s = 0|x))$ from Zhang and Lee (2005) [111].

5.3.2 Preprocessing

The goal of preprocessing, is to create a new dataset from a PU dataset, which can be used by methods that expect fully supervised data to train the best possible model for the PU data. The proposed methods can be ordered into three categories: rebalancing methods, methods that incorporate the label probabilities and, empirical-risk-minimization-based methods.

Rebalancing Methods As seen before, a non-traditional classifier, trained on the positive and unlabeled data, gives the same classification as a traditional classifier, if the target probability threshold $\tau$ is set appropriately. Instead of changing the threshold, the rebalancing method from Elkan (2001) can be employed to weight the data so that the classifier trained on the weighted data will give the same classification with the same target probability threshold as the traditional classifier [23]. Given the target probability threshold for the traditional classifier $\tau$, the target probability threshold for the non-traditional classifier would be $\tau^{PU} = c\tau$. To move the target probability from $\tau$ to $\tau^{PU}$ in the non-traditional classifier, the data needs to be weighted as follows:

$$
\begin{align*}
w^+ &= \tau(1 - \tau^{PU}) \\
&= \tau(1 - c\tau) \\
&= (1 - c\tau)
\end{align*}$$

$$
\begin{align*}
w^- &= (1 - \tau)\tau^{PU} \\
&= (1 - \tau)c\tau \\
&= (1 - \tau)c,
\end{align*}
$$
where $w^+$ and $w^-$ are the weights for positive and negative examples respectively. In the last step, both weights were divided by $\tau$ to simplify the formula as this does not affect the learning result. When the target probability is $\tau = 0.5$, this reduces to

$$
\begin{align*}
  w^+ &= 1 - c/2 \\
  w^- &= c/2,
\end{align*}
$$

which is equivalent to the result used for BiasMC [36]. If the true class prior is $\alpha = 0.5$, the result reduces to

$$
\begin{align*}
  w^+ &= 1 - \alpha \\
  w^- &= \alpha \\
  w^+ &= \Pr(s = 0) \\
  w^- &= \Pr(s = 1)
\end{align*}
$$

which are the weights used for weighted logistic regression [51].

Rank Pruning was proposed to be more robust to noise. To this end, it first cleans the data based on the class prior and the expected positive label noise (both of which are estimated in a first phase, see Section 6), with the goal of only keeping confident positive and negative examples. The confident examples are then weighted to get the correct class prior [75].

Rebalancing methods are only appropriate when one is interested in classification on the given target threshold $\tau$, but not for returning the unbiased estimates of the probability $\Pr(y = 1|x)$.

Incorporation of the Label Probabilities Elkan and Noto (2008) proposed to duplicate the unlabeled examples to let them count partially as positive and partially as negative. The weights are the probabilities of the unlabeled examples being positive and negative respectively [24]. The labeled examples are certain to be positive and are therefore added as positive examples with weight 1. The probability for an unlabeled example to be positive is

$$
\Pr(y = 1|s = 0, x) = \frac{1 - c}{c} \frac{\Pr(s = 1|x)}{1 - \Pr(s = 1|x)}.
$$

To generate the weighted dataset like this, first a non-traditional classifier to predict $\Pr(s = 1|x)$ needs to be trained.

Empirical-Risk-Minimization Based Methods The goal of preprocessing the PU data is that the classifier learned from the resulting dataset is expected to be equal to the classifier trained from a fully labeled dataset. In an empirical risk minimization framework, this means finding the classifier $g$ that minimizes the risk, given some loss function $L$

$$
R(g) = \alpha E_{f_+} [L^+(g(x))] + (1 - \alpha) E_{f_-} [L^-(g(x))],
$$

where $L^+(\hat{y})$ and $L^-(\hat{y})$ are the losses for positive and negative examples respectively. The following are some popular loss functions:

- **MAE**: $L^+(\hat{y}) = 1 - \hat{y}$ \hspace{1cm} $L^-(\hat{y}) = \hat{y}$
- **MSE**: $L^+(\hat{y}) = (1 - \hat{y})^2$ \hspace{1cm} $L^-(\hat{y}) = \hat{y}^2$
- **Log Loss**: $L^+(\hat{y}) = - \ln \hat{y}$ \hspace{1cm} $L^-(\hat{y}) = - \ln(1 - \hat{y})$. 

Empirical-Risk-Minimization based-methods, such as SVMs, logistic regression and deep networks, minimize the empirical risk, which is calculated from the data as follows:

\[
\hat{R}(g|x, y) = \alpha \sum_{x : x | y = 1} L^+(g(x)) + (1 - \alpha) \sum_{x : x | y = 0} L^-(g(x)) \\
= \frac{1}{|y|} \left( \sum_{x : x | y = 1} L^+(g(x)) + \sum_{x : x | y = 0} L^-(g(x)) \right).
\]

(9)

In PU data, the empirical risk cannot be calculated directly because not all the class values are observed. However, the PU data and the labeling mechanism can be used to create a new, weighted dataset that is expected to give the same empirical risk as the fully labeled data. Next, the risk is rewritten in terms of expectations over the labeled and unlabeled distributions. Then, it is shown how to create the data which gives the same empirical risk when using the standard formula which is used by standard methods and implementations.

The expectation over the negative distribution can be formulated in terms of expectations over the general and the positive distributions, using Equation 1. The expectation over the positive distribution can be formulated in terms of an expectation over the labeled distribution and the propensity score, using Equation 2:

\[
R(g) = \alpha \mathbb{E}_{f_+} [L^+(g(x))] + (1 - \alpha) \mathbb{E}_{f_-} [L^-(g(x))] \\
= \alpha \mathbb{E}_{f_+} [L^+(g(x))] + \mathbb{E}_f [L^-(g(x))] - \alpha \mathbb{E}_{f_+} [L^-(g(x))] \\
= \alpha \mathbb{E}_{f_+} [L^+(g(x)) - L^-(g(x))] + \mathbb{E}_f [L^-(g(x))] \\
= \alpha \mathbb{E}_{f_+} \left[ \frac{c(x)}{c(x)} (L^+(g(x)) - L^-(g(x))) \right] + \mathbb{E}_f [L^-(g(x))].
\]

In the case-control scenario, the expectation over the general distribution can simply be replaced by the expectation over the unlabeled distribution. Therefore, the empirical risk is calculated as follows:

\[
\hat{R}(g|x, s) = \alpha \sum_{x : x | s = 1} \left( \frac{c(x)}{c(x)} (L^+(g(x)) - L^-(g(x))) \right) \\
+ \frac{1}{|s = 0|} \sum_{x : x | s = 0} L^-(g(x)).
\]

\# case-control

Hence, the new dataset is created by adding all unlabeled examples as negative with weight \(\frac{1}{|s = 0|} \frac{ac}{c(x)}\), and all labeled examples both as positive with weight \(\frac{1}{|s = 1|} \frac{ac}{c(x)}\) and as negative with weight \(-\frac{1}{|s = 1|} \frac{ac}{c(x)}\).
For the single-training-test scenario, the general distribution is a combination of the labeled and unlabeled distributions (Equation 3), which reduces the risk to:

\[
R(g) = \alpha c E_{f_1} \left[ \frac{1}{e(x)} L^+(g(x)) + \left( 1 - \frac{1}{e(x)} \right) L^-(g(x)) \right] + \left( 1 - \alpha \right) c E_{f_u} \left[ L^-(g(x)) \right]. \tag{\# single-training-set}
\]

And the empirical risk to:

\[
\hat{R}(g|x, s) = \frac{\alpha c}{|s|} \sum_{x: |s| = 1} \left( \frac{1}{e(x)} L^+(g(x)) + \left( 1 - \frac{1}{e(x)} \right) L^-(g(x)) \right) + \frac{1 - \alpha c}{|s|} \sum_{x: |s| = 0} (L^-(g(x))) \\
= \frac{1}{|s|} \left( \sum_{x: |s| = 1} \left( \frac{1}{e(x)} L^+(g(x)) + \left( 1 - \frac{1}{e(x)} \right) L^-(g(x)) \right) \right) + \sum_{x: |s| = 0} (L^-(g(x))) . \tag{\# single-training-set}
\]

Hence, the new dataset is created by adding all unlabeled examples as negative with weight 1 and all labeled examples both as positive with weight \(\frac{1}{e(x)}\) and as negative with weight \(1 - \frac{1}{e(x)}\).

This general weighting method was proposed in the single-training-set scenario as the first SAR PU learning method \[3\] but it already existed before under the SCAR assumption \[96,21,48\]. The ShiftMC method for matrix completion is also a special case of this method under the SCAR assumption, using the MSE loss \[36\].

du Plessis et al. (2014) proposed another risk estimator, which simply reweights the examples and does not introduce duplicates \[80\]. However, the derivation is limited to 0-1 predictions and the method is biased, unless the loss functions sum to one \(L^+(\hat{y}) + L^-(\hat{y}) = 1\), which can only be achieved with non-convex functions.

5.3.3 Method Modification

Many machine learning methods are based on counts of positive and negative examples in subsets of the data. The counts are used to calculate (conditional) probabilities, support, coverage or other metrics that are used to make decisions or set parameters. The counts can be estimated using the same rationale as were used for data weighting \[24\].

The PU tree learning algorithm POSC4.5, one of the first PU learning methods, needs the count of positive and negative examples in every considered split for the three. They estimate the number of positives in node \(i\) as \(\hat{P}_i = \min\{\frac{1}{e(x)} L_i, T_i\}\) and the negatives as \(\hat{N}_i = T_i - \hat{P}_i\), where \(L_i\) and \(T_i\) are the
number of labeled and total examples in that node [19]. This corresponds to empirical-risk-minimization-based weighing.

Ward et al. (2009) proposed an expectation maximization method on top of logistic regression [99]. The expectation step finds the expected class labels and the maximization step trains the logistic regression model using the expected class labels, followed by rebalancing the model according using the class prior.

For Naive Bayes methods, the probabilities \( \Pr(x^{(i)}|y) \), with \( x^{(i)} \) the \( i \)th attribute of \( x \), are key. For \( y = 1 \), these can be directly estimated from the labeled data as

\[
\Pr(x^{(i)}|y = 1) = \Pr(x^{(i)}|s = 1), \tag{10}
\]

and for \( y = 0 \) these can be calculated, somewhat less straightforwardly, as follows:

\[
\Pr(x^{(i)}|y = 0) = \frac{\Pr(x^{(i)}) - \alpha \Pr(x^{(i)}|y = 1)}{1 - \alpha}. \tag{11}
\]

This insight was used to develop PNB, the first Naive Bayes algorithm for PU learning [20]. It was originally proposed for document classification, but was later generalized to general discrete attributes and incorporate the of Laplace correction [9]. In that same paper an averaging method is presented that can incorporate a distribution over the class prior instead of an exact value. Positive Tree Augmented Naive Bayes (PTAN) builds further on PNB, but also needs to calculate the conditional mutual information between variables \( i \) and \( k \) for structure learning:

\[
\sum_j \sum_l \Pr(x^{(i)} = j, x^{(k)} = l, y = 1) \log \frac{\Pr(x^{(i)} = j, x^{(k)} = l|y = 1)}{\Pr(x^{(i)} = j|y = 1) \Pr(x^{(k)} = l|y = 1)}
\]

\[
+ \Pr(x^{(i)} = j, x^{(k)} = l, y = 0) \log \frac{\Pr(x^{(i)} = j, x^{(k)} = l|y = 0)}{\Pr(x^{(i)} = j|y = 0) \Pr(x^{(k)} = l|y = 0)},
\]

all these probabilities can be calculated by using Equations 10, 11 and:

\[
\Pr(x^{(i)} = j, x^{(k)} = l, y = 1) = \alpha \Pr(x^{(i)} = j, x^{(k)} = l|s = 1)
\]

\[
\Pr(x^{(i)} = j, x^{(k)} = l, y = 0) = (1 - \alpha) \Pr(x^{(i)} = j, x^{(k)} = l|y = 0).
\]

Similarly, PU learning methods have been proposed for other Bayesian classifiers. Averaged One-Dependence Estimator (AODE) [100] has been extended to PAODE, Hidden Naive Bayes (HNB) [42] to PHNB, and Full Bayesian network classifier (FBC) [97] to PFBC [33]. Some of these methods were further extended to uncertain Bayesian methods, where the attribute values are uncertain: UPNB [32] and UPTAN [29], where this last method uses Uncertain Conditional Mutual Information (UCMI) for structure learning [59].
5.4 Relational Approaches

A common task for relational data is to complete automatically constructed knowledge bases or networks by finding new relationships. This task can be seen as PU learning, because everything that is already in the knowledge base or network is known to be true and everything that can possibly be added is unlabeled. Most methods make the closed-world assumption and learn models by assuming everything that is not in the knowledge base is negative. However, a few methods have been proposed that do make the open-world assumption, which makes it explicit that the data is incomplete.

When the SCAR assumption holds in the relational PU data, then, relational versions of classic class prior incorporation methods can be used to enable learning [4]. TTeER, a relational version of TTeE (Section 6.3) can estimate the class prior directly from the relational PU data.

The PosOnly setting of the relational rule learning system Aleph [95] makes the separability assumption and looks for the simplest theory that covers all positive examples and introduces as few new facts as possible [71].

RelOCC is a relational one-class classification method which, based on the smoothness assumption, introduces a tree-based distance method [47]. They do not use unlabeled examples at training time, so, although related, it is not truly PU learning.

The AMIE+ rule learning system for knowledge base completion introduces the partial completeness assumption. It assumes that if for a subject and relationship at least one object is known, then all objects for this subject and relationship are known. For example, if taughtby(bigdata,jesse), then it is assumed that the knowledge base contains all Jesse’s classes. Using the partial completeness assumption, the confidence of potential rules can be estimated more precisely [28]. The RC confidence score makes an even more precise estimate, by making a rule-specific SCAR assumption and taking the expected relation cardinalities, i.e., the number of objects/subjects per subject/object and rule combination, into account [117].

PULSE, a relational PU learning algorithm for disjunctive concepts was proposed in the context of relational grounded language learning [6]. In their setting, the positive class can have a limited number of $k$ subclasses. They assume that for each subclass, the SCAR assumption holds, but do not necessarily have the same label frequencies.

5.5 Other Methods

For completeness, this section lists PU methods that do not fit in any of the considered categories.

*Generative Adversarial Networks (GANs)* have recently been introduced for PU learning, where they can model the positive and negative distributions [35,14].
Co-training is a semi-supervised learning technique that learns two models, based on two views of the data, where the goal is to find two models that agree. This idea has been applied to PU learning as well. Data stream classification with PU data has been addressed by multiple works.

6 Class Prior Estimation from PU Data

Knowledge of the class prior significantly simplifies PU learning under the SCAR assumption. Therefore, it is very useful to estimate it from PU data directly. To this end, a number of methods have been proposed.

6.1 Non-traditional Classifier

When the classes are separable, in principle a non-traditional classifier $g(x)$ that predicts $\Pr(s = 1|x)$ can be trained that maps all negative examples to 0 and all positive examples to $\Pr(s = 1|y = 1) = c$. Based on this insight, Elkan and Noto (2008) suggest to train a classifier on part of the data while keeping a separate validation set. Then, they estimate the label frequency as the average predicted probability of a labeled validation set example. When the labeled positive examples can be noisy, i.e., some of them are negative, these false positives can ruin the estimation. Rank Pruning handles this by also estimating the positive noise, using the most confident examples. Both these methods require well-calibrated probabilistic classifiers. Methods such as Platt scaling, isotonic regression or beta calibration can be used to calibrate classifiers that do not output well-calibrated probabilities.

6.2 Partial Matching

The partial matching approach assumes non-overlapping classes. It uses a density estimation method to estimate the positive distribution, based on the labeled examples, and the complete distribution, based on all the data. The class prior is found by minimizing the difference between the scaled positive distribution, where the scale factor is the class prior. The method is illustrated in Figure 5.

The partial matching approach does not work well when the positive and negative distribution overlap. In this case, the correct class prior would give a large divergence in the regions with overlap. By minimizing the divergence, these regions will favor an overestimate of the class prior. To relax the non-overlapping distributions assumption to the positive subdomain assumption, penalized divergences were introduced. These give higher penalties to class priors that result in $\alpha \Pr(x|y = 1) > \Pr(x)$ for some $x$. Intuitively, this finds the class prior that scales the positive distribution as closely to the total distribution, without ever surpassing it. The method is illustrated in Figure 6.
6.3 Decision Tree Induction

Tree Induction for $c$ Estimation (TIcE) estimates the label frequency $c$ under the positive subdomain assumption [3]. It makes the observation that the label frequency remains the same when considering a subdomain of the data and that the fraction of labeled examples in that subdomain provides a natural lower bound on the label frequency. Using a decision tree induction method, it searches for the subdomain that implies the largest lower bound and returns that as the label frequency estimate. Under the positive subdomain assumption, this lower bound is indeed expected to be the label frequency.

6.4 Receiver Operating Characteristic (ROC) Approaches

In the ROC setting, one aims to maximize the true positive rate $\text{TPR} = \Pr(\hat{y} = 1|y = 1)$ while minimizing the false positive rate $\text{FPR} = \Pr(\hat{y} = 1|y = 0)$. The TPR can be calculated in PU data, by using the labeled positive set. While the FPR cannot be calculated from PU data, for a given TPR, minimizing the FPR within a hypothesis space $\mathcal{H}$ is equivalent to minimizing the probability...
of predicting the positive class $Pr(\hat{y} = 1)$:

$$\min_{\hat{y}:H, TPR} Pr(\hat{y} = 1) = \min_{\hat{y}:H, TPR} \alpha Pr(\hat{y} = 1|y = 1) + (1-\alpha) Pr(\hat{y} = 1|y = 0)$$

$$= \min_{\hat{y}:H, TPR} \alpha TPR + (1-\alpha) Pr(\hat{y} = 1|y = 0)$$

$$= \alpha TPR + (1-\alpha) \min_{\hat{y}:H, TPR} Pr(\hat{y} = 1|y = 0).$$

If classifier $f$ exists that minimizes the FPR to zero, then the class prior can be calculated as $\alpha = Pr(f = 1)/TPR = Pr(f = 1)/Pr(f = 1|s = 1)$. In fact, for any classifier $f$, this is an upper bound:

$$\alpha \geq \frac{Pr(f = 1)}{Pr(f = 1|s = 1)}.$$ 

As a result, maximizing $Pr(f = 1)/Pr(f = 1|s = 1)$ over the space of all classifiers gives the class prior [3]. This result is valid under the irreducibility assumption. However, without extra assumptions, infinite examples are required for convergence. The stricter positive subdomain assumption allows for practical algorithms. Scott (2015) implements this idea by building a conditional probability classifier [86]. The same idea is approached from a different angle by Jain et al. (2016) [41,39]. They use $k$-kernel density estimation to approximate the positive and total distributions, given different values for the class prior $\alpha$, in a second step, they select $\alpha$ as the largest value (i.e., minimal $Pr(\hat{y} = 1)$ and thus minimal FPR) that results in the optimal log likelihood for both densities (i.e., maximal TPR).

6.5 Kernel Embeddings

All previous methods, except TIcE, aim to model the entire domain with either discriminative or generative models. However, this might be overkill for estimating one constant, especially since the label frequency is equal for every example. Based on this insight, a class prior estimation method using kernel embeddings is proposed that aims to separate part of the positive distribution from the total distribution, under the positive function assumption. This means that they look for functions that map all negative examples to zero. Given a class prior, the minimal proportion from the negative distribution that is selected by any function is estimated. The class prior is the largest value for which that proportion is below a given threshold [83].

6.6 Other Sources For the Class Prior

Estimating the class prior from PU data is hard. Therefore, it can be useful to obtain it in another way. For some domains, the class prior can be known from
domain knowledge or previous studies. If there is access to a smaller dataset for the same domain that does have both possible and unlabeled labels, these can be used to estimate the class prior from. Or finally, one can just not estimate it but treat it as a hyperparameter and use a validation set and tune for it using a PU evaluation metric from Section 4.

7 Sources of PU Data and Applications

There are many classification situations where PU data naturally occurs and various machine learning tasks can be phrased as PU learning problems. The following subsection lists some of these situations and tasks. Next, applications that were explicitly addressed as PU learning problems are discussed.

7.1 Sources of PU Data

PU data naturally arises in the following settings.

An automatic diagnosis system aims to predict if a patient has a disease. The data for such a system would consist of patients that were diagnosed with the disease and patients that were not. However, not being diagnosed is not equal to not having it. Many diseases, like diabetes, often go undiagnosed [17]. Diagnosed patients are thus positive examples, while undiagnosed are unlabeled.

Sometimes, positive examples are easier to obtain. Recommendation systems, for example, can use previous purchases or likes as examples for items of interest. Similarly, some spam mails will be tagged as such. Purchased or tagged items are thus positive examples, while the others are unlabeled.

Indirect labels can be used to get some labeled examples. For example, to classify active students based on university records, the students that are registered in university sport classes are active. Other students are unlabeled.

The case-control scenario comes from the setting where two datasets are used and one is known to only have positive examples. For example, to predict one’s socioeconomic status from her health record, positive examples could be gathered from health centers in upper-class neighborhoods and unlabeled examples from a random selection of health centers.

Negative-class dataset shift occurs when the distribution of the negative examples changes while the positive distribution remains the same. This happens, for example, in adversarial scenarios. In this case it might be easier to obtain a new representative sample from the entire distribution than to label characteristic examples from the new negative distribution [21].

In surveys, under-reporting occurs when participants are likely to give false negative responses [91]. This occurs for issues that have social stigma, such as maternal smoking. Research has shown that smoking may be underestimated by up to 47% [30]. In this setting, a negative response is really an unlabeled example.
The goal of *one-class classification* is to recognize examples from the class of interest, i.e., the positive class, from the entire population. When an unlabeled dataset is available that represents the entire population, then this can be seen as learning from positive and unlabeled data [46]. In this case, the negative class often has a large variety, for which it is difficult to label a representative sample [52].

*Inlier-based outlier detection* has access to a representative sample of inliers, in addition to the standard unsupervised data. With this information, more powerful outlier detection is possible [34, 94]. This task can be phrased as PU learning, with the inliers as the positive class [5].

Automatic *knowledge base completion* is inherently a positive and unlabeled problem. Automatically constructed knowledge bases are necessarily incomplete and only contain true facts [28, 73]. The unlabeled examples are the facts that are considered to be added to the knowledge base.

*Identification* problems aim to identify examples in an unlabeled dataset that are similar to the provided examples. For example, disease gene identification aims to identify new disease-genes [68].

### 7.2 Applications

PU learning has been applied to a variety of problems.

*Disease gene identification* aims to identify which genes from the human genome are causative for diseases. Here, all the known disease genes are positive examples, while all other candidates, that can be generated by traditional linkage analysis, genes are unlabeled. To check all of the candidates individually would be very costly. With PU learning, a promising subset can be discovered. Several PU methods were developed to this end: ProDiGe is a method based on bagging SVMs [68, 70]. PUDI is also a weighted SVM method, but they have different weights for four identified groups of unlabeled examples: reliable negative, likely positive, likely negative and weakly negative [103]. EPU uses multiple biological data sources and trains an ensemble model on those [102].

*Protein complexes* are a set of interacting proteins for specific biological activities. Such complexes can be predicted as subgraphs from protein-protein interaction networks. Known complexes are positive examples and all other possibilities are unlabeled. This problem has been addressed using a non-traditional classifier approach [24, 113].

A *gene regulatory network* is a set of interacting genes that control cell functions. Using the non-traditional classifier method with SVMs, the relationships between activation profiles of gene pairs can be identified [24, 10]. Bagging SVMs have been employed to identify which genes are under control of which transcription factors [70, 69].

In the field of *drug discovery*, the tasks of *drug repositioning*, which looks for interactions between drugs and diseases, and *drug-drug-interactions* are very important. To find these interactions, a pairwise scoring function can be
trained so that known interactions score higher than pairs which are not known to interact [61]. The rationale behind this method is similar to RSVM [92].

Ecological modeling of the habitat of species aims to model where certain animals appear. An observed animal at a certain location provides positive examples. However, not observing an animal does not mean that it never comes there. An EM algorithm on top of logistic regression that finds the optimal likelihood model, given the class prior, was proposed to address this application [99].

The goal of targeted marketing is to only promote products to potential buyers. The difficulty is to identify these customers. A biased SVM approach has been used to identify heat pump owners based on smart meter data, prior sales and weather data [61,25]. For online retail, purchase data is often used as positive examples. However, for durable goods, like televisions, only a small fraction of potential customers will purchase it, not because they are not interested, but because already have one or are waiting for the right time, etc. A custom algorithm was developed for this application [104].

Remote sensing data, like satellite pictures, can be used to classify certain areas. While examples can be given for the class of interest, it can be hard to identify negative examples, because those are too diverse to be labeled. A non-traditional classifier can be used in such a context [24,52].

Local descriptors play an important role in localization of, for example, mobile robots from laser scanner data. However, in some natural environment, many of the local descriptors might be unreliable and are better filtered out than used. To this end, the non-traditional random forest can be used, where the unlabeled examples are subsampled in a similar way as for bagging SVMs [24,70,8,50].

Recommender systems can suffer from deceptive reviews, which are dishonest positive or negative reviews. These reviews should therefore be filtered out. Some positive examples of such reviews can be provided, but all other reviews to be checked are unlabeled [84].

Focused web crawlers search for relevant web pages given a query. Such a web crawler chooses to follow a link or not, based on the link’s context. It is much easier to provide positive examples of such contexts than to provide a good sample of negative examples. Therefore the WVC and PSOC methods have been used to address this problem [77].

8 Related Fields

This section briefly discusses the fields that are closely related to PU learning.

8.1 Semi-Supervised Learning

The goal of semi-supervised learning is to learn from labeled and unlabeled data [12]. In contrast to PU learning, labeled examples of all classes are assumed to be present in the data. Also, semi-supervised learning can go beyond
binary classification tasks. Although semi-supervised methods cannot be applied directly to PU learning, some approaches have been ported from one domain to the other [20,76].

For semi-supervised learning methods that incorporate the class prior, it is usually assumed that the class prior can be readily estimated from the labeled data, i.e., that positive and negative examples are selected to be labeled with the same probability. However, recently a matching method has been proposed to estimate the class prior when this is not the case [81].

8.2 One-Class Classification

The goal of one-class classification is to learn a model that identifies examples from a certain class: the positive class, when only examples of that class are available [46]. It can be seen as training a binary classifier where the negative class consists of all other possible classes. This is in contrast to PU learning, where the domain of interest is defined by the unlabeled data. Also, the unlabeled data enables finding low-density areas which are likely to be classification boundaries under the separability assumption. Under the SCAR assumption, areas with relatively more unlabeled examples than positive ones indicate a negative region, which would not be clear with only positive examples.

8.3 Classification in the Presence of Label Noise

Label noise occurs when some of the class labels in the data are erroneous, i.e., when some examples have a class label that does not correspond with its true class value. A common interpretation of PU learning is that it is the specific type of label noise where the positive examples can be incorrectly labeled as negative. All the biased learning methods are based on this interpretation.

Just like the SCAR assumption was proposed in analogy with the MCAR assumption from missing data, a taxonomy for mislabeling mechanisms was proposed in analogy with the missing data taxonomy [26]:

**NCAR Noisy Completely At Random** Every class label has exactly the same probability to be erroneous, independent of the attribute values of the example or the true class value.

**NAR Noisy At Random** The probability for a class label to be erroneous depends completely on the true class value.

**NNAR Noisy Not At Random** The probability for a class label to be erroneous depends on the attribute values.

The SCAR labeling mechanism corresponds to the NAR mislabeling mechanism, where the mislabeling probability for the positive and negative class are \(1 - c\) and 0 respectively.
8.4 Missing Data

When working with missing data, the missingness mechanism that dictates which values are missing plays a crucial role, just like the labeling mechanism for PU learning. The missingness mechanisms are generally divided into three classes [85,60]:

**MCAR Missing Completely At Random** Every attribute has exactly the same probability to be missing, independent of the other attribute values of the example and the value of the missing attribute.

**MAR Missing At Random** The probability for an attribute to be missing depends completely on the observable attributes of the example.

**MNAR Missing Not At Random** The probability for an attribute to be missing depends on the value that is missing.

The SCAR and SAR assumptions were introduced in analogy with MCAR and MAR. However, it is important to note that within the missing data taxonomy, SCAR and SAR actually both belong to the MNAR class, because positive and negative class values have different probabilities to be missing: \( c \) or \( c(x) \) and 0 respectively. The class values are missing (completely) at random only if just the population of positive examples is considered. Moreno et al. (2012) proposed a new missingness class: **Missing Completely At Random-Class Dependent (MAR-C)**, where per class, the data is MCAR, as is the case for SCAR.

8.5 Multiple-Instance Learning

The goal of multiple-instance learning is to train a binary classifier. Instead of positive and negative examples, the learner is provided with bags that are labeled positive if at least one of the examples in the bag is positive and negative otherwise. This setting can be phrased as PU learning, or actually NU learning, as the classes are switched. All the examples in a negative bag are known to be negative and can therefore get a negative label, while examples in a positive bag can be both positive and negative and therefore are considered unlabeled. Following this insight, classifiers from either domains can be used to solve the task of the other domain [58].

9 Conclusions and Perspectives

PU learning is a very active area of research within the machine learning community. We will end by tying the survey back to the central PU learning research questions and discussing key future directions.
9.1 Questions Revisited

At the end of the introduction, we posed seven research questions frequently addressed in PU learning research. To conclude, we will revisit these questions and try to synthesize answers to each one.

*How can we formalize the problem of learning from PU data?* The PU learning literature always assumes one of two learning scenarios: single-training-set or case-control, which are discussed in Section 2. The former assumes one dataset that is an i.i.d. sample of the true distribution. A subset of the positive examples of the dataset is labeled while the remaining examples are unlabeled. The latter scenario assumes two independently drawn datasets: an i.i.d. sample of the true distribution (unlabeled) and a sample of the positive part of the true distribution (positive). The labeled examples are selected from the positive subset or the positive distribution according to the labeling mechanism.

*What assumptions are typically made about PU data in order to facilitate the design of learning algorithms?* As discussed in Section 3, assumptions are needed either about the data distribution, or the labeling mechanism, or both. The most common assumptions about the data distribution are separable classes and smoothness, which form the basis for the two-step learning techniques. The most common labeling mechanism assumption is selected completely at random (SCAR) assumption, where postures that the set of labeled examples is a uniformly random subset of the positive examples. It greatly simplifies learning and it serves as the basis of all class-prior based methods. Recently, the more realistic SAR assumption has been proposed which assumes that the labeling mechanism depends on the attributes.

*Can we estimate the class prior from PU data and why is this useful?* By making assumptions about the data and/or labeling mechanism it is possible to estimate the label frequency and hence class prior in certain conditions (Section 3.3). Multiple different techniques have been proposed for this task (Section 6). The power and usefulness of this piece of information is that facilitates the design of algorithms for learning from PU data (Section 5.3). This is effectively done by estimating the expected number of positive and negative examples of the data, which can be accomplished by either weighting the data and then applying standard algorithms or directly modifying algorithms to work with fractional counts.

*How can we learn a model from PU data?* Section 5 shows that most PU learning methods belong to one of three categories: two-step techniques, biased learning and class prior incorporation methods. Two-step techniques begin by identifying reliable negative (and sometimes positive) examples and then using the labeled and reliable examples to train a classifier. The biased methods treat the unlabeled examples as belonging to the negative class, but
attribute a larger loss to false positives than false negatives. Class prior incorporation methods use the class prior to weight the unlabeled data or modify machine learning algorithms to reason about the expected number of positive and negative examples in the unlabeled data.

**How can we evaluate models in a PU setting?** This is an area that has perhaps received less attention in the literature. This can be approached in two general ways, both of which exploit the SCAR assumption. One is to use the (estimated) class prior and construction bounds for traditional evaluation metrics such as accuracy. The other is to design metrics that can be computed based on the observed information (e.g., could be computed using only positive examples) which are proxies for standard metrics. This was discussed in Section 4.

**When and why does PU data arise in real-world applications?** As outlined in Section 7, PU data arises in many different fields. At a high-level, it occurs in the following types of situations:
1. When only “positive” information is recorded such as in an electronic medical record or a knowledge base that stores facts, where the absence of information does not imply something is not true;
2. People have a reason to be deceptive and not report such as lying about smoking when pregnant in a survey or an athlete hiding an injury in order to keep playing;
3. Where it is much easier to identify one class than another, such as certain bioinformatics problems or remote sensing.

**How does PU learning relate to other areas of machine learning?** Section 8 shows that PU learning is related to numerous areas of machine learning. Most obviously, it is a special case of standard semi-supervised learning. The key differences are that typically semi-supervised approaches have access to at least some examples of all classes, and that semi-supervised approaches go beyond binary classification tasks. Similarly, it can also be viewed through the prism of learning with label noise. Again, PU learning is a specialization in that corresponds to one type of noise: that where positive examples are possibly incorrectly labeled as negative. Some of the nomenclature about labeling mechanisms has been inspired by the long standing field of working with missing data. Finally, it also tied to one-class classification, learning with missing data and multiple-instance learning.

### 9.2 Future Directions

Given that PU data naturally arises in many real-world datasets, it should continue to be an active area of machine learning research. The key open questions will revolve around making sure the assumptions and settings considered within PU learning align with real-world PU tasks. Therefore, there are several key directions that PU could take, which we now expand upon.
More realistic labeling mechanisms One important area of research is to consider more realistic assumptions about the labeling mechanism. Until this year, the vast majority of work had focused on the SCAR assumption, given that it facilitates analysis. However, this clearly is often not true in practice. Thus, researchers should continue to consider how to formalize different labeling assumptions that more closely resemble how PU data naturally arises within real-world applications.

An empirical comparison of PU learning approaches As this survey shows, a wide variety of PU learning approaches have been proposed. While many of the approaches have a strong theoretical basis, presuming certain assumptions hold, we still lack a complete empirical understanding of how the various approaches perform. In the literature, papers typically compare a handful of approaches on a small number of datasets (i.e., often less than ten). Moreover, the considered datasets vary by paper. An extensive evaluation could help provide us with more insight into which methods are preferred and which assumptions are reasonable for obtaining good performance in practice.

Real-world PU benchmarks The current evaluation paradigm largely consists of using existing, fully labeled datasets and converting them into a PU setting. This has advantages and disadvantages. The positive aspect is it provides a controlled manner in which to assess performance. This setup typically ensures that the assumptions made in the paper are respected. The disadvantage is that we then lack an understanding about what will happen "in the wild" when the assumptions are violated. One partial remedy would be to encourage authors to simulate these violations. Ideally, several real-world PU benchmarks could be created and released, which would greatly benefit the community. We do note that in the fully PU setting, evaluation would be very tricky. One promising domain for this is knowledge base completion. While this is often not viewed through the lens of PU learning, the task certainly could be categorized in this way.

PU learning in relational domains The vast majority of PU learning work has focused on the propositional setting. There has been a renewed interest recently in learning from relational data. This dovetails with the previous suggestion that knowledge base completion is inherently a relational problem. Therefore, it may be fruitful to further explore how to enable PU learning in relational domains both from a theoretical and algorithmic perspective.
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