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Abstract: Vibration energy harvesting technology is expected to solve the power supply and endurance problems of wireless sensor systems, realize the self-power supply of wireless sensor systems in coal mines, and promote the intelligent development of coal mine equipment. A combined beam tri-stable piezoelectric energy harvester (CTPEH) is designed by introducing magnetic force into the combined beam structure. In order to explore the vibration characteristics of CTPEH, a nonlinear magnetic model is obtained based on the magnetic dipole theory, and the dynamic equation of the system is established using the Lagrange theorem and Rayleigh–Ritz theory. The influence of the different magnet distances and excitation conditions on the static bifurcation characteristics and dynamic response characteristics of the system are analyzed by numerical simulation, and the simulation results are validated by the experiments. The research results show that the motion state of the CTPEH system has four transition forms from mono-stable to tri-stable with the change in magnet distance. The tri-stable system has three potential energy curves with different characteristic shapes. The appropriate starting excitation position and excitation frequency can make it easier for the system to realize a large-amplitude response state, thereby improving the output performance of the system. This research provides new ideas and methods for optimizing the performance of the combined beam piezoelectric energy harvester.
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1. Introduction

In recent years, with the increasing maturity of wireless sensor network and microelectro-mechanical system (MEMS) technology, wireless sensor systems have been widely applied in many fields such as industry [1], transportation [2], and military [3]. At present, the power supply method of the wireless sensor system is mainly traditional batteries. Due to volume and capacity constraints, the electric energy provided by traditional batteries is very limited, as well as represents an environmental pollution risk. Therefore, as a key technology to replace traditional batteries, vibration energy harvesting technology enables the realization of self-powered wireless sensor systems.

The current vibration energy harvesting methods mainly include electromagnetic [4], electrostatic [5], magnetoelectric [6], and piezoelectric methods [7]. The piezoelectric type is more suitable for various applications than other energy harvesting methods due to its easy integration and high efficiency [8]. Piezoelectric energy harvesters are mainly cantilever beam structures, and researchers have extensively analyzed and researched this structure [9,10]. However, the traditional cantilever beam energy harvester can only harvest energy when the vibration frequency of the external environment is the same as its resonant frequency, which leads to its low energy harvesting efficiency. Therefore, researchers have proposed many methods to broaden the frequency band so that the energy harvester can adapt to the broadband characteristics of the external environment [11]. Frequency extension methods are mainly divided into linear and nonlinear [12]. Linear extension methods...
mainly include array structure [13], multi-degree-of-freedom structure [14], special-shaped structure [15], etc. Although these methods can realize frequency extension, they have disadvantages such as complex systems and large structure space occupation. The methods of nonlinear frequency extension mainly include adding a stopper [16], introducing a spring [17], magnetic coupling [18], etc. Related researchers have researched the application of these methods. Halim [19] designed a piezoelectric energy harvester with a base stopper. The research results showed that the working frequency band of the energy harvester is greatly improved compared with that without a stopper. Aladwani [20] proposed a cantilever beam energy harvester with the base connected to a spring. The results indicate that the system realizes the broadening of the energy harvesting frequency band using the amplification effect of the spring.

Compared with the two above nonlinear frequency extension methods, magnetic coupling has the advantages of system stability and a simple structure, so researchers have conducted in-depth discussions and research on the magnetic coupling piezoelectric energy harvester [21,22]. Shah [23] designed a bi-stable piezoelectric energy harvester by introducing two mutually repelling magnets. The simulation and experimental results show that the output performance of the bi-stable structure is significantly improved compared with the traditional linear structure. Li [24] proposed a magnetically coupled tri-stable piezoelectric energy harvester and established a dynamics model of the system. It was demonstrated through numerical simulations and experiments that the tri-stable structure can produce higher output voltage and power under the same excitation conditions as the bi-stable energy harvesting structure. Ma [25] constructed an asymmetric tri-stable piezoelectric energy harvester by taking an asymmetric placement of two magnets on the base. The analysis showed that the asymmetric tri-stable structure has complex response characteristics, and it is easier to achieve large-amplitude movements than the symmetric structure, thus enhancing the output efficiency of the system. Zhou [26] improved the tri-stable piezoelectric energy harvester by designing the fixed magnet to be rotatable and showed that the fixed magnet, when rotated to a suitable angle, can significantly enhance the operating band and harvesting efficiency of the harvester. Ju [27] added a magnet based on the tri-stable structure to form a quad-stable piezoelectric energy harvester. According to simulation and experimental studies, the quad-stable piezoelectric energy harvester has a shallower potential well, for which it is easier to realize interwell motion, and the system’s frequency bandwidth and output performance are further improved. Zhou [28] designed a tri-stable piezoelectric cantilever energy harvester and studied the system response characteristics at different initial positions through frequency sweep experiments. The study found that the initial position has a great influence on the effective frequency range of the system. Wang [29] proposed a bi-stable piezoelectric energy harvester with an asymmetric potential well and analyzed the effect of initial displacement on the system’s performance. The results indicate that the system is more likely to exhibit a high-energy output state when the initial displacement is at a shallower potential well.

The vibration in the external environment is often in multiple directions, while the energy harvesting direction of the straight beam structure is single, which cannot effectively harvest the multidirectional vibration energy in the environment. Therefore, researchers have gradually studied the curved beam energy harvesting structure [30,31]. Chen [32] designed an arched beam-type energy harvesting structure. Compared with the straight beam structure, the arched beam has a larger average strain, which can improve the output performance of the energy harvester. Jung [33] proposed a curved piezoelectric energy harvesting structure. The experimental study showed that the curved structure not only expands the vibration frequency range of the system, but also improves the power generation of the system. Zhao [34] designed an arc-shaped elastic energy harvesting structure. Through finite element analysis and experimental tests, it was shown that the arc-shaped structure can effectively harvest energy in multiple directions in the environment.

Regarding the wide frequency band and multi-direction vibration characteristics of electrical and mechanical mine equipment, this research group proposed a combined beam
energy harvesting structure in the early stage. Based on the combined beam structure and magnetic coupling, a combined beam tri-stable piezoelectric energy harvester (CTPEH) was designed in this paper. The work of this paper is organized as follows. In Section 2, the overall structure of CTPEH is first introduced, and then the nonlinear magnetic model and restoring force model of the system are provided; finally, the motion model of the system is established based on the Lagrange principle. In Section 3, the influence of the magnet distance on the static bifurcation and potential energy characteristics of the system is analyzed, and then the influence of the starting position and excitation frequency on the dynamic response of the system is numerically simulated. In Section 4, the experimental platform and prototype of the system are first introduced, and then experiments are conducted to verify the simulation results. The main conclusions of this paper are given in the last section.

2. Structure and Theoretical Model of CTPEH

2.1. Structure of CTPEH

Figure 1 shows the schematic diagram of the structure of CTPEH, which mainly consists of a base, a combined beam, piezoelectric material, and magnets. The combined beam is composed of a linear straight beam and an arched curved beam, one end of which is fixed on the inner wall on the left side of the base, whilst the other end is free. The piezoelectric material is a polyvinylidene fluoride (PVDF) piezoelectric film, which is attached to the upper surface of the combined beam. Its positive and negative electrodes are connected to both ends of the load resistor R. Magnet A is fixedly connected to the free end of the combined beam, whilst the magnets B and C are symmetrically fixed to the inner wall of the right side of the base about the x axis, and the magnetic forces between magnet A and magnets B and C repel each other. As shown in the figure, the transverse length of the combined beam is \( L \), the surface distance between magnet A and magnets B and C along the x axis is \( d_x \), and the center distance between magnet B and magnet C along the y axis is \( d_y \). When the base is excited along the y axis direction, the combined beam will bend, and the piezoelectric film on the surface will also deform to generate electricity.

![Figure 1. Schematic diagram of the structure of CTPEH.](image-url)
2.2. Theoretical Model of CTPEH

2.2.1. Nonlinear Magnetic Force Model

To analyze the dynamic response characteristics of CTPEH, the nonlinear magnetic force between magnet A and magnets B and C needs to be calculated accurately. In this paper, the magnetic force model of the system is built based on the magnetic dipole theory, and the position relationship between magnets A, B, and C is schematically shown in Figure 2.

![Figure 2. Schematic diagram of magnet position relationship.](image)

The magnetization strength of magnets A, B, and C are $M_A$, $M_B$, and $M_C$, respectively. $S_A$, $S_B$, and $S_C$ are the surface areas of the three magnets, respectively. The length of the magnet along the $x$ axis is $e$. According to the magnetic dipole method, the magnetic repulsion force of magnet A on magnet B is [35]

$$F_{AB} = \frac{K_{AB}}{4\pi} \left( \frac{-\lambda_1}{((d_x + e)^2 + \lambda_1^2)^{3/2}} + \frac{-\lambda_1}{((d_x + 2e)^2 + \lambda_1^2)^{3/2}} + \frac{-\lambda_2}{(d_x^2 + \lambda_2^2)^{3/2}} + \frac{-\lambda_2}{((d_x + e)^2 + \lambda_2^2)^{3/2}} \right)$$  \hspace{1cm} (1)

where $K_{AB} = \mu_0 M_A S_A M_B S_B$, $\lambda_1 = u(L, t) - d_y/2$, $\lambda_2 = u(L, t) + \theta e - d_y/2$. $\mu_0$ is the vacuum magnetic permeability; $u(L, t)$ is the vibration displacement of magnet A along the $y$ axis direction; and $\theta$ is the deflection angle of magnet A relative to the $x$ axis.

Similarly, the magnetic repulsion force of magnet A by magnet C can be expressed as

$$F_{AC} = \frac{K_{AC}}{4\pi} \left( \frac{-\lambda_3}{((d_x + e)^2 + \lambda_3^2)^{3/2}} + \frac{-\lambda_3}{((d_x + 2e)^2 + \lambda_3^2)^{3/2}} + \frac{-\lambda_4}{(d_x^2 + \lambda_4^2)^{3/2}} + \frac{-\lambda_4}{((d_x + e)^2 + \lambda_4^2)^{3/2}} \right)$$  \hspace{1cm} (2)

where $K_{AC} = \mu_0 M_A S_A M_C S_C$, $\lambda_3 = u(L, t) + d_y/2$, $\lambda_4 = u(L, t) + \theta e + d_y/2$.

Then, the total magnetic repulsion force of magnet A on magnets B and C is

$$F_M = F_{AB} + F_{AC}$$  \hspace{1cm} (3)

Therefore, the total potential energy generated between the magnets can be derived as:

$$U_M = \int F_M du$$  \hspace{1cm} (4)
2.2.2. Nonlinear Restoring Force Model

The restoring force of the combined beam in this paper is relatively complicated due to the existence of curved beam parts. The traditional straight beam is generally considered a linear restoring force, while the restoring force of the combined beam is nonlinear. This paper used a dynamometer (YLK-10, ELECALL, Yueqing, China) to survey the restoring force of the combined beam several times, and then took the mean value of the measured data, and finally used MATLAB (version 9.1, accessed on 15 June 2022) to perform a nonlinear curve fitting. The polynomial expression of the restoring force-displacement is obtained as follows:

$$ F_R = c_1 u^3(L, t) + c_2 u(L, t) $$  \hspace{1cm} (5)

where $c_1$ and $c_2$ are the coefficients of the cubic term and the primary term of the expression, respectively.

The measured data and curve fitting results of the nonlinear restoring force of the combined beam are shown in Figure 3, which obtains the coefficient $c_1 = 55,314.7 \text{ N/m}^3$, $c_2 = 20.45 \text{ N/m}$. It can be seen from Figure 3 that the nonlinear curve fitting is relatively good.

![Figure 3. Nonlinear restoring force curve.](image)

2.2.3. Dynamic Model of CTPEH

In this paper, the dynamic model of CTPEH is established according to the Euler-Bernoulli theory and Lagrange theorem. This paper mainly studies the vibration characteristics of the combined beam in the $y$ direction. In this direction, the tensile deformation of the curved beam part cannot be considered, and the deformation of the combined beam is similar to that of the straight beam. Therefore, the combined beam is regarded as a straight beam in the dynamic model of this paper. The Lagrange equation of the system can be expressed as

$$ L(x, t) = T_L + T_M + W_P - U_M - U_R $$  \hspace{1cm} (6)

where $T_L$ is the kinetic energy of the piezoelectric material layer and the substrate layer; $T_M$ is the kinetic energy of free-end magnet $A$; $W_P$ is the electrical energy generated by the piezoelectric material; $U_M$ is the magnetic potential energy generated between the magnets;
Their specific expressions are as follows:

\[
T_L = \frac{1}{2} (\rho_P A_P + \rho_S A_S) \int_0^L \left[ \frac{\partial u(x,t)}{\partial x} + \dot{z}(t) \right]^2 \, dx
\]

(7)

\[
T_M = \frac{1}{2} M_t \left\{ \left[ \frac{\partial u(x,t)}{\partial t} \right]_{x=L} + \dot{z}(t) \right\}^2 + \frac{1}{2} I_t \left[ \frac{\partial^2 u(x,t)}{\partial t \partial x} \right]_{x=L}^2
\]

(8)

\[
W_p = \frac{1}{4} \varepsilon_{31} b (h_S + h_p) \nu(t) \left[ \frac{\partial u(x,t)}{\partial x} \right]_{x=L} + \frac{1}{2} C_P \nu^2(t)
\]

(9)

\[
U_R = \int F_R \, du
\]

(10)

where \( \rho_P \) and \( A_P \) are the density and cross-sectional area of the piezoelectric layer, respectively; \( \rho_S \) and \( A_S \) are the density and cross-sectional area of the substrate layer; \( \dot{z}(t) \) is the excitation speed of the base; \( M_t \) and \( I_t \) are the mass and rotational inertia of magnet \( A \), respectively; \( \varepsilon_{31} \) is the electromechanical coupling constant of the piezoelectric material; \( C_P \) is the equivalent capacitance of the piezoelectric material.

In this paper, we mainly focus on the energy harvesting problem in a low-frequency excitation environment, so only the first-order vibration mode of the combined beam is considered. The Rayleigh–Ritz theory can be used to express the vibration displacement \( u(x,t) \) as

\[
u(x,t) = \phi(x) \eta(t)
\]

(11)

where \( \phi(x) \) is the first-order mode shape of the beam, \( \eta(t) \) is the first generalized modal coordinate. The combined beam structure in this paper is a cantilever beam, so the allowable function of the cantilever beam is used to approximate the modal mode shape of the combined beam as follows [36]:

\[
\phi(x) = 1 - \cos \left( \frac{\pi x}{2L} \right)
\]

(12)

According to Lagrange’s theorem and Kirchhoff’s current law, combined with the nonlinear magnetic model and restoring force model of the system, the dynamic equation of the system can be obtained as

\[
M \ddot{\nu}(t) + C \dot{\nu}(t) + F_M + F_R - \theta \ddot{\nu}(t) = -\psi \ddot{z}(t)
\]

(13)

\[
\ddot{\nu}(t) + C_P \nu(t) + \nu(t)/R = 0
\]

(14)

where \( M \) is the modal mass of the system, \( \theta \) is the electromechanical coupling coefficient term, \( \psi \) is the excitation coefficient term, and \( \ddot{z}(t) \) is the acceleration of the external excitation. Their specific expressions are given below:

\[
M = (\rho_P A_P + \rho_S A_S) \int_0^L \phi^2(x) \, dx + M_t \phi^2(L) + I_t (\phi'(L))^2
\]

(15)

\[
\theta = \frac{1}{2} \varepsilon_{31} b (h_p + h_s) \phi'(L)
\]

(16)

\[
\psi = (\rho_P A_P + \rho_S A_S) \int_0^L \phi(x) \, dx + M_t \phi(L)
\]

(17)

\[
\ddot{z}(t) = A \sin(2\pi F t)
\]

(18)

In Equation (18), \( A \) is the external excitation amplitude and \( F \) is the external excitation frequency.
3. Numerical Simulation of CTPEH

3.1. Analysis of Static Bifurcation Characteristics

The structure and material parameters of the substrate layer, piezoelectric layer, and magnet in the CTPEH system are shown in Table 1.

Table 1. Structure and material parameters of CTPEH.

| Parameter         | Value                   |
|-------------------|-------------------------|
| **Substrate layer** |                         |
| Length            | 40 mm                   |
| Width             | 8 mm                    |
| Height            | 0.2 mm                  |
| Material density  | 8500 kg/m³              |
| Elastic modulus   | $128 \times 10^9$ Pa    |
| **Piezoelectric layer** |                   |
| Height            | 0.11 mm                 |
| Material density  | 1750 kg/m³              |
| Elastic modulus   | $3 \times 10^9$ Pa       |
| **Magnet**        |                         |
| Height            | 10 mm                   |
| Material density  | 7500 kg/m³              |
| Magnetization     | $5.5 \times 10^5$ A/m   |

Let the parameters of the time term in Equation (13) be zero, that is,

$$\ddot{\eta}(t) = \dot{\eta}(t) = \dot{v}(t) = \ddot{v}(t) = \ddot{z}(t) = 0,$$

and the expression for the static solution of the system can be obtained as

$$F_M + F_R = 0 \quad (19)$$

According to Equation (19), the static solution of the system in the space of $(d_x, d_y, u)$ is schematically shown in Figure 4. It can be seen that the system exhibits complex bifurcation characteristics. With the change of the magnet distance $d_x$ and $d_y$, the system has three situations of one, three, and five equilibrium positions.

![Figure 4](image_url)

**Figure 4.** Schematic diagram of the static solution of the system.

Projecting Figure 4 on the $(d_x, d_y)$ plane obtains the bifurcation set of the system’s equilibrium position, as shown in Figure 5. Divide Figure 5 into three regions: A, B, and C. When $d_x$ and $d_y$ are in region A, the system has only one equilibrium position and
exhibits a mono-stable state. In region B, the system has three equilibrium positions, which is a bi-stable system at this time. When located in region C, there are five equilibrium positions for the system, and the system exhibits tri-stable characteristics. The curve \( ab \) is the dividing line between region A and region B. When \( d_x \) and \( d_y \) are on the curve \( ab \), the system is in the critical state between being mono-stable and bi-stable. Similarly, the curve \( ac \) is the dividing line between region A and region C. When \( d_x \) and \( d_y \) are on the curve \( ac \), the system is in the critical state between mono-stable and tri-stable. The curve \( ad \) is the dividing line between region B and region C. When \( d_x \) and \( d_y \) are on the curve \( ad \), the system is in the critical state between being bi-stable and tri-stable.

![Bifurcated set of equilibrium positions.](image)

Figure 5. Bifurcated set of equilibrium positions.

The magnet distance has a significant effect on the stable motion of the system, which is caused by the phenomenon of static bifurcation. In the following, the static bifurcation characteristics of the system are analyzed in detail by numerical simulation.

The effect on the static bifurcation characteristics of the system in the \((d_x, u)\) plane is first analyzed. Figure 6 shows the static bifurcation diagram of the system when \( d_y = 0, 10, 12, 16 \) mm. The red solid line in the figure indicates the stable equilibrium position, and the blue dashed line indicates the unstable equilibrium position. As shown in Figure 6a, when \( d_y = 0 \) mm, the bifurcation phenomenon of the system at this time is similar to the bi-stable structure, and there is only one bifurcation point \( P_1 \) in the system. When the value of \( d_x \) is taken on the right side of the bifurcation point \( P_1 \), there is only one stable equilibrium position in the system, and the system behaves as a mono-stable. When the value is taken on the left side of point \( P_1 \), the system has three equilibrium positions, two of which are stable and one which is unstable. At this time, the system is a bi-stable system. As \( d_y \) increases to 10 mm, it can be seen from Figure 6b that the bifurcation point \( P_1 \) moves to the left, and a new bifurcation point \( P_2 \) appears on the left side of \( P_1 \). The bifurcation points \( P_1 \) and \( P_2 \) divide \( d_x \) into three intervals. When \( d_x > d_{xP1} \), the system has only one stable equilibrium position, and the system presents mono-stable characteristics. When \( d_{xP1} > d_x > d_{xP2} \), the system has two stable and one unstable equilibrium position and is in a bi-stable state. When \( d_x < d_{xP2} \), the system has three stable and two unstable equilibrium positions and exhibits tri-stable characteristics.
As shown in Figure 6c, as $d_y$ increases to 12 mm, the bifurcation point $P_1$ continues to move to the left, and the bifurcation point $P_2$ begins to move to the right. In addition, two saddle points $S$ appear above and below $P_1$, which divides $d_x$ into four intervals. Compared with Figure 6b, Figure 6c divides the $d_x > d_{xP1}$ interval into two $d_{xS} > d_x > d_{xP1}$ and $d_x > d_{xS}$ intervals. When $d_x > d_{xS}$, the system has only one stable equilibrium position and behaves as mono-stable. When $d_{xS} > d_x > d_{xP1}$, the system has five equilibrium positions, three of which are stable and two of which are unstable, and the system behaves as a tri-stable state. Figure 6d shows the static bifurcation diagram of the system when $d_y = 16$ mm. The bifurcation points $P_1$ and $P_2$ disappear, and the two saddle points $S$ move to the left and separate. When $d_x$ is on the right side of saddle point $S$, the system only has one stable equilibrium position, which is a mono-stable system. When $d_x$ is on the left side of point $S$, the system has three stable and two unstable equilibrium positions, and the state of the system is tri-stable.

In addition, it can be seen in Figure 6 that, given the magnet distance $d_y$, when the magnet distance $d_x < 0.003$ m, the bifurcation diagram only has stable solutions and no unstable solutions. This phenomenon illustrates that the system has only stable equilibrium positions and no unstable equilibrium positions when the distance between the end magnet of the combined beam and the external magnet is less than 0.003 m.
Then, the effect of $d_y$ on the static bifurcation characteristics of the system is analyzed in the $(d_y, u)$ plane. When $d_x = 10$ mm, the bifurcation point $P_1$ and the saddle point $S$ are divided $d_y$ into three segments, as shown in Figure 7a. When $d_y$ is taken to the right of the saddle point $S$, the system has only one stable equilibrium point and is in a mono-stable state. When the value of $d_y$ is on the left side of the bifurcation point $P_1$, the system has two stable points and one unstable equilibrium point, presenting a bi-stable state. When $d_y$ is between the points $P_1$ and $S$, the system has three stable and two unstable equilibrium points, at which time the system exhibits tri-stable characteristics. Figure 7b,c show the static bifurcation for $d_x = 12$ mm and 15 mm. As can be seen from the figure, with the gradual increase in $d_y$, the position of bifurcation point $P_1$ is basically unchanged, while the two saddle points $S$ gradually move to the left, resulting in a larger range of being in a mono-stable state and a smaller range of being in a tri-stable state of the system. When $d_x = 20$ mm, it can be seen from Figure 7d that the two saddle points $S$ of the system disappear, and the bifurcation point $P_1$ gradually moves to the left. When $d_y$ is taken on the right side of $P_1$, the system is a mono-stable system, and when $d_y$ is taken on the left side of $P_1$, the system presents bi-stable characteristics.

![Figure 7](image-url)

**Figure 7.** Static bifurcation diagram of the system under different magnet distances $d_x$: (a) $d_x = 10$ mm (b) $d_x = 12$ mm; (c) $d_x = 15$ mm; and (d) $d_x = 20$ mm.

Based on the above analysis, it can be concluded that the steady state of the system shifts between mono-stable, bi-stable, and tri-stable states as the magnet distances $d_x$ and $d_y$ vary in a given parameter plane. In the plane $(d_x, u)$, with the gradual increase in $d_y$, the
bi-stable region of the system becomes smaller until it disappears. In the plane \((d_y, u)\), with the increase in \(d_x\), the tri-stable region of the system gradually decreases until it disappears.

3.2. Analysis of System Potential Energy

The total potential energy of the system is the sum of magnetic potential energy and the strain potential energy of the system, which can be expressed as

\[
U = U_M + U_R
\]

(20)

The magnet distances \(d_x\) and \(d_y\) play a decisive role in the magnetic potential energy, thus having a significant effect on the total potential energy of the system. From the above analysis of Figure 5, it is clear that the system presents a tri-stable state when \(d_x\) and \(d_y\) are in region C. Taking \(d_x = 13\) mm, \(d_y = 14, 15.5,\) and \(17\) mm in region C, the potential energy curves of three different shapes of the tri-stable system are plotted as shown in Figure 8. The potential energy curves of the system all have three potential wells and are symmetrically distributed around \(u = 0\). The depths of the left and right potential wells are the same. The left and right potential wells are collectively called the side potential wells, and the middle potential well is called the central potential well. \(\Delta U_1\) and \(\Delta U_2\) denote the depths of the central and side potential wells, respectively. From Figure 8, it can be seen that, when \(d_y = 14\) mm, \(\Delta U_1 < \Delta U_2\); when \(d_y = 15.5\) mm, \(\Delta U_1 = \Delta U_2\); when \(d_y = 17\) mm, \(\Delta U_1 > \Delta U_2\).

![Figure 8. Potential energy curve of the system.](image)

3.3. Analysis of System Dynamics Response

3.3.1. Influence of Starting Position Response

According to the above analysis of potential energy, when the system exhibits the tri-stable state, its potential energy curve has three potential wells. According to the principle of minimum potential energy, when the system’s potential energy is a minimum value, the system is in a stable equilibrium state. Therefore, the lowest point of the potential well is the stable equilibrium position of the system. This paper mainly studies the system’s response characteristics when the initial velocity is zero, so the stable equilibrium position of the system is selected as the starting position. The effect of the starting vibration from
different stable equilibrium positions on the dynamic response of the system is analyzed below. Taking the excitation acceleration $A = 14\, \text{m/s}^2$, the excitation frequency $F = 9\, \text{Hz}$, the magnet distance $d_x = 13\, \text{mm}$, and the starting positions are the stable equilibrium position of the center and the right side, respectively. The Runge–Kutta method is used to numerically solve the dynamic equation of the system. In this paper, we mainly study the dynamic response characteristics of the system at a steady state, so the response time range is chosen as a period of 15–20 s after the system is stable.

When $d_y = 14\, \text{mm}$, $\Delta U_1 > \Delta U_2$, and Figure 9 shows the phase portrait and time–voltage diagram of the system at different starting positions. When starting from the central equilibrium position, as shown in Figure 9a, the system cannot overcome the hindrance of the central potential barrier due to the large depth $\Delta U_1$ of the central potential well. Therefore, the system can only make small-amplitude movements within the central potential well, which results in a small response displacement and voltage. When starting from the right-side equilibrium position, as shown in Figure 9b, due to the small depth $\Delta U_2$ of the side potential well, the system can overcome the hindrance of the side potential barrier and enter the central potential well. Since the system has obtained greater kinetic energy at this time, the system can also overcome the large central potential barrier to achieve a large-amplitude movement between the wells, and the response displacement and voltage of the system are greatly improved.

![Phase portrait and time–voltage diagram of the system when $\Delta U_1 > \Delta U_2$: (a) starting position is the central equilibrium position; and (b) starting position is the right-side equilibrium position.](image-url)
When $d_y = 14$ mm, $\Delta U_1 < \Delta U_2$, Figure 10 shows the phase portrait and time–voltage diagram of the system when starting from different equilibrium positions. When the starting position is the central equilibrium position, as shown in Figure 10a, the system is located in the shallow central potential well, and the system can easily overcome the constraint of the central potential barrier and enter the side potential well. At this time, the system has obtained enough kinetic energy to pass over the larger side potential barrier. Thus, the system can perform a large-amplitude reciprocating motion between the three potential wells, and the response displacement and voltage of the system are relatively large.

When the starting position is the right-side equilibrium position, as shown in Figure 10b, the system is located in the deep right-side potential well, and the system cannot escape the constraint of the right-side potential barrier. Therefore, the system can only perform small-amplitude movements in the right-side potential well, and the response displacement and voltage of the system are relatively small.

When $d_y = 15.5$ mm, $\Delta U_1 = \Delta U_2$, and Figure 11 shows the phase portrait and time–voltage diagram of the system. Since the central and side potential wells of the system have the same depth and are relatively small, the system can escape from the constraints of the potential barriers and make large-amplitude motions between the three potential wells, regardless of
3.3.1. Influence of Initial Position on System Dynamic Response

Whether they start from the central or the right-side equilibrium position. At this moment, the displacement and voltage of the system both show larger response amplitudes.

Figure 11. Phase portrait and time–voltage diagram of the system when $\Delta U_1 = \Delta U_2$: (a) starting position is the central equilibrium position; and (b) starting position is the right-side equilibrium position.

From the above analysis, it can be concluded that the starting position of the system has a great influence on the system response characteristics. The suitable starting position can make it easier for the system to escape the constraints of the potential well, thus showing a high-energy output state and improving the energy harvesting efficiency of the system.

3.3.2. Influence of Excitation Frequency on System Dynamic Response

The combined beam piezoelectric energy harvester designed in this paper is mainly applied to coal mine equipment. When coal mine equipment is running, it will generate vibration energy, and this vibration frequency is mainly concentrated in the low-frequency range. Therefore, it is necessary to analyze the influence of the excitation frequency on the system dynamic response.

Given that the starting position is the central stable equilibrium position, the magnet distance $d_x = 13$ mm, $d_y = 15.5$ mm, and the excitation acceleration $A = 14$ m/s$^2$, Figure 12 shows the excitation frequency–displacement bifurcation diagram of the system. According to the transition of the motion state of the system, the excitation frequency $F$ can be divided into four intervals, which are 0–6.5 Hz, 6.5–11.5 Hz, 11.5–13.5 Hz, and
13.5–20 Hz. When \( F \) is below 6.5 Hz, the system is constrained to make a small-amplitude motion in the well, resulting in a small response displacement. When \( F \) is in the range of 6.5–11.5 Hz, the system achieves inter-well motion and is continuously in a large-amplitude response state, and the large-amplitude response bandwidth of the system is 5 Hz. When \( F \) is between 11.5 and 13.5 Hz, the system exhibits a state of chaotic motion, and the response displacement of the system is very unstable. When \( F \) is above 13.5 Hz, the system can only move in the well and is in a state of small-amplitude response. In addition, it can be found that the effective energy harvesting bandwidth of the system is significantly improved by introducing a nonlinear magnetic force.

![Excitation frequency–displacement bifurcation diagram of the system.](image)

It can also be found from Figure 12 that the response displacement of the system has an obvious jump when the excitation frequency \( F \) is 6.5 Hz, 11.5 Hz, and 13.5 Hz. With the increased excitation frequency \( F \), the system’s attractor is transformed, resulting in this jump. When \( F = 6 \) Hz, the attractor transforms from the intrawell periodic to the interwell periodic attractor. The system’s motion changes from the intrawell to the interwell motion, so the response displacement is greatly improved. When \( F = 11.5 \) Hz, the interwell periodic attractor transforms into the chaotic attractor. The system changes from interwell to chaotic motion, so the response displacement is sometimes large and small. When \( F = 13.5 \) Hz, the attractor transforms from the chaotic attractor to the intrawell periodic attractor. The system changes from chaotic to intrawell motion, significantly reducing the response displacement.

Figure 13 shows the phase portrait and time–voltage diagram of the system under different excitation frequencies. Figure 13a shows that, when \( F = 3 \) Hz, the excitation frequency does not match the large-amplitude response frequency of the system, so the system can only perform a small-amplitude movement in the central potential well, and the output voltage of the system is only 5.8 V. As \( F \) increases to 9 Hz, as shown in Figure 13b, the excitation frequency at this time is within the large-amplitude response frequency range of the system, so the system realizes large inter-well motion, and the output voltage reaches 46 V. As \( F \) continues to increase to 12 Hz, as shown in Figure 13c, the excitation frequency is close to the large-amplitude response frequency of the system, so the system exhibits a state of chaotic motion, and the output voltage is sometimes large and small. As shown
in Figure 13d, when $F = 18$ Hz, the excitation frequency completely deviates from the large-amplitude response frequency of the system, so the system can only perform the small-amplitude intrawell motion, and the output voltage of the system is reduced to 8.6 V. It can be seen that the excitation frequency has a significant effect on the dynamic response of the system. The suitable excitation frequency makes it easier for the system to pass over the potential barriers and achieve large-amplitude periodic motions, thus improving the output performance of the system.

Figure 13. Cont.
Figure 13. Phase portrait and time–voltage diagram of the system under different excitation frequencies: (a) $F = 3$ Hz; (b) $F = 9$ Hz; (c) $F = 12$ Hz; and (d) $F = 18$ Hz.

4. Experimental Verification

To validate the correctness of the simulation results, a test platform of the CTPEH system was built, and an experimental prototype was made in this paper. Figure 14 shows the experimental test platform. It is mainly composed of a computer, shaker (LT-50ST, ECON, Hangzhou, China), shaker controller (VT-9008, ECON, Hangzhou, China), power amplifier (VSA-L1000A, ECON, Hangzhou, China), laser vibrometer (LV-S01, SDPTOP, Shanghai, China), vibrometer controller (LV-S01, SDPTOP, Shanghai, China), vibration data collector (CoCo-80X, CRYSTAL, Silicon Valley, CA, USA), and oscilloscope (DSOX3024T, KEYSIGHT, Santa Rosa, CA, USA). Figure 15 shows the experimental prototype of CTPEH, which mainly consists of a base, fixture, PVDF piezoelectric film, combined beam, and magnet. One end of the combined beam is clamped and fixed to the base, while a magnet is attached to the other end. Two magnets are symmetrically fixed to the base, and the PVDF piezoelectric film is uniformly glued to the surface of the combined beam.

Figure 14. Experimental test platform.
The power amplifier amplifies the signal and inputs it into the shaker, and the experimental phase portrait and time–voltage diagram under different starting positions. When the prototype vibrates under the action of the shaker. The laser vibrometer and the vibration data collector are used to measure and collect the response velocity and displacement of the combined beam, respectively. The oscilloscope is used to collect the output voltage of the prototype.

During the experiment, the experimental prototype is installed on the shaker, and the shaker controller generates a vibration signal through the control software on the computer. The power amplifier amplifies the signal and inputs it into the shaker, and the experimental prototype vibrates under the action of the shaker. The laser vibrometer and the vibration data collector are used to measure and collect the response velocity and displacement of the combined beam, respectively. The oscilloscope is used to collect the output voltage of the prototype.

Given the excitation frequency \( F = 9 \text{ Hz} \), excitation acceleration \( A = 14 \text{ m/s}^2 \), we must take the magnet distance \( d_x = 13 \text{ mm} \), \( d_y = 17 \text{ mm} \). Figure 16 shows the experimental phase portrait and time–voltage diagram under different starting positions. When the starting position is the central equilibrium position, as shown in Figure 16a, the system can only make small-amplitude periodic motions within the central potential well because it cannot cross the higher central potential barrier. The response displacement of the system is only 2.5 mm, and the output voltage is only 6.5 V. When starting from the right-side equilibrium position, as shown in Figure 16b. The system can easily pass over the lower right-side potential barrier and gain enough energy to cross the higher central potential barrier, thus achieving large-amplitude periodic motion in the tri-stable state. At this time, the response displacement of the system reaches 21 mm, and the output voltage is up to 52 V.

Figure 15. Experimental prototype of CTPEH.

![Experimental prototype of CTPEH](image)

Figure 16. Cont.
when moving, which leads to some deviations in the velocity and displacement results
(3) the curved beam part of the combined beam which will produce tensile deformation
(Frequencies. Figure 17a shows the system performing the tri-stable large-amplitude periodic
motion because the excitation frequency deviates from the large-amplitude response frequency of the system. The response displacement of the system is reduced to 4.5 mm, and the output voltage is lowered to 11.3 V. Figure 17b shows that, at $F = 18$ Hz, the system can only make the small-amplitude periodic motion in the well because the excitation frequency deviates from the large-amplitude response frequency of the system. The response displacement of the system is reduced to 4.5 mm, and the output voltage is lowered to 11.3 V.

It can be seen from the comparison that the results of the simulation analysis and experimental verification are relatively consistent, but there are some deviations in the numerical values. These deviations are mainly because of: (1) a deviation between the actual and simulated size of the combined beam and magnet; (2) the gravitational effect of the magnet which is not considered in the simulation, while it is real in the experiment; and (3) the curved beam part of the combined beam which will produce tensile deformation when moving, which leads to some deviations in the velocity and displacement results measured with the laser.
5. Conclusions

In this paper, the nonlinear magnetic and dynamical models of the CTPEH system are established. The effects of different magnet distances and external excitation conditions on the system’s static and dynamic response characteristics are analyzed by numerical simulations and experiments. Some of the main conclusions are summarized as follows:

1. The CTPEH system has the characteristic of a complex static solution bifurcation. Given the magnet distance $d_y$, there are four transitions in the steady state of the system as the magnet distance $d_x$ decreases. The first transition is a direct jump from mono-stable to bi-stable. The second is to jump from mono-stable to bi-stable and then to tri-stable. The third is to start from a mono-stable, first to a tri-stable, then jump to a bi-stable, and finally to a tri-stable. The fourth is a direct transition from mono-stable to tri-stable.

2. When the system exhibits a tri-stable state, the system has three potential energy wells. In the range of tri-stable, when the magnet distance $d_y$ is certain, adjusting the magnet distance $d_x$ can alter the depth of three potential wells of the system, thereby changing the shape of the potential energy curve of the system.

3. The different starting positions have a significant influence on the dynamic response of the system. When the starting position is near a shallow potential well, the system can easily overcome the potential barrier to achieve large-amplitude interwell motion, resulting in a large response displacement and output voltage. When the starting position is near a deep potential well, it is difficult for the system to overcome the constraints of the potential barrier. At this time, the system can only perform small-amplitude intrawell motion, which greatly reduces the response displacement and output voltage of the system.

4. The external excitation frequency has a great effect on the output characteristics of the system. As the excitation frequency increases, the system behaves as small-amplitude intrawell, large-amplitude interwell, chaotic, and small-amplitude intrawell motion states in that order. When the excitation frequency is within the large-amplitude response frequency range of the system, the system exhibits a high-energy output state, which is beneficial to the effective harvesting of energy.

**Author Contributions:** Conceptualization, X.Z. and H.X.; methodology, H.X.; software, H.X. and X.C.; validation, F.Z. and Y.G.; writing—original draft preparation, H.X.; writing—review and editing, X.C.; visualization, H.T.; supervision, H.X.; project administration, X.Z.; funding acquisition, X.Z. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by the National Natural Science Founds of China (Grant No. 51974228 and No. 51834006), the National Green Manufacturing System Integration Project (Grant...
No. 2017-327), Shaanxi Innovative Talent Plan Project (Grant No. 2018TD-032), and Key R&D project in Shaanxi (Grant No. 2018ZDCXL-GY-06-04).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** Authors acknowledge the support from the students X.C., F.Z., and H.T. for their assistance in the modeling and experiments.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Boubiche, D.E.; Pathan, A.K.; Lloret, J.; Zhou, H.; Hong, S.; Amin, S.O.; Feki, M.A. Advanced Industrial Wireless Sensor Networks and Intelligent IoT. IEEE Commun. Mag. 2018, 56, 14–15. [CrossRef]
2. Kong, F.; Zhou, Y.; Chen, G. Multimedia data fusion method based on wireless sensor network in intelligent transportation system. Multimed. Tools Appl. 2020, 79, 35195–35207. [CrossRef]
3. Ahmad, I.; Shah, K.; Ullah, S. Military Applications using Wireless Sensor Networks: A survey. Int. J. Eng. Sci. 2016, 6, 7039.
4. Carneiro, P.; Soares Dos Santos, M.P.; Rodrigues, A.; Ferreira, J.A.F.; Simões, J.A.O.; Marques, A.T.; Khoklin, A.L. Electromagnetic energy harvesting using magnetic levitation architectures: A review. Appl. Energy 2020, 260, 114919. [CrossRef]
5. Guo, X.; Zhang, Y.; Fan, K.; Lee, C.; Wang, F. A comprehensive study of non-linear air damping and “pull-in” effects on the electrostatic energy harvesters. Energy Convers. Manag. 2020, 203, 112264. [CrossRef]
6. He, W.; Zhang, J.; Yuan, S.; Yang, A.; Qu, C. A Three-Dimensional Magneto-Electric Vibration Energy Harvester Based on Magnetic Levitation. IEEE Magn. Lett. 2017, 8, 6104703. [CrossRef]
7. Chandwani, J.; Somkuwar, R.; Deshmukh, R. Multi-band piezoelectric vibration energy harvester for low-frequency applications. Microsyst. Technol. 2019, 25, 3867–3877. [CrossRef]
8. Wei, C.; Jing, X. A comprehensive review on vibration energy harvesting: Modelling and realization. Renew. Sustain. Energy Rev. 2017, 74, 1–18. [CrossRef]
9. Saxena, S.; Sharma, R.; Pant, B.D. Design and development of guided four beam cantilever type MEMS based piezoelectric energy harvester. Microsyst. Technol. 2017, 23, 1751–1759. [CrossRef]
10. Hosseini, R.; Hamedi, M. An investigation into resonant frequency of trapezoidal V-shaped cantilever piezoelectric energy harvester. Microsyst. Technol. 2016, 22, 1127–1134. [CrossRef]
11. Ghayesh, M.H.; Farokhi, H. Nonlinear broadband performance of energy harvesters. Int. J. Eng. Sci. 2020, 147, 103202. [CrossRef]
12. Tran, N.; Ghayesh, M.H.; Arjomandi, M. Ambient vibration energy harvesters: A review on nonlinear techniques for performance enhancement. Int. J. Eng. Sci. 2018, 127, 162–185. [CrossRef]
13. Yildirim, T.; Zhang, J.; Sun, S.; Alici, G.; Zhang, S.; Li, W. Design of an enhanced wideband energy harvester using a parametrically excited array. J. Sound Vib. 2017, 410, 416–428. [CrossRef]
14. He, Q.; Jiang, T. Complementary multi-mode low-frequency vibration energy harvesting with chiral piezoelectric structure. Appl. Phys. Lett. 2017, 110, 213901. [CrossRef]
15. Xie, Z.; Wang, T.; Kwuimy, C.A.K.; Shao, Y.; Huang, W. Design, analysis and experimental study of a T-shaped piezoelectric energy harvester with internal resonance. Smart Mater. Struct. 2019, 28, 085027. [CrossRef]
16. Zhao, D.; Wang, X.; Cheng, Y.; Liu, S.; Wu, Y.; Chai, L.; Liu, Y.; Cheng, Q. Analysis of single-degree-of-freedom piezoelectric energy harvester with stopper by incremental harmonic balance method. Mater. Res. Express 2018, 5, 055502. [CrossRef]
17. Rezaei, M.; Khadem, S.E.; Firooz, P. Broadband and tunable PZT energy harvesting utilizing local nonlinearity and tip mass effects. Int. J. Eng. Sci. 2017, 118, 1–17. [CrossRef]
18. Huang, D.; Zhou, S.; Litak, G. Theoretical analysis of multi-stable energy harvesters with high-order stiffness terms. Commun. Nonlinear Sci. 2019, 69, 270–286. [CrossRef]
19. Halim, M.A.; Kim, D.H.; Park, J.Y. Low Frequency Vibration Energy Harvester Using Stopper-Engaged Dynamic Magnifier for Increased Power and Wide Bandwidth. J. Electr. Eng. Technol. 2016, 11, 707–714. [CrossRef]
20. Alawdani, A.; Aldraihem, O.; Baz, A. A Distributed Parameter Cantilevered Piezoelectric Energy Harvester with a Dynamic Magnifier. Mech. Adv. Mater. Struct. 2014, 21, 566–578. [CrossRef]
21. Guo, K.; Cao, S.; Wang, S. Numerical and Experimental Studies on Nonlinear Dynamics and Performance of a Bistable Piezoelectric Cantilever Generator. Shock Vib. 2015, 2015, 692731. [CrossRef]
22. Zhu, P.; Ren, X.; Qin, W.; Yang, Y.; Zhou, Z. Theoretical and experimental studies on the characteristics of a tri-stable piezoelectric harvester. Arch. Appl. Mech. 2017, 87, 1541–1554. [CrossRef]
23. Shah, V.; Kumar, R.; Talha, M.; Twiefel, J. Numerical and experimental study of bistable piezoelectric energy harvester. Integr. Ferroelectr. 2018, 192, 38–56. [CrossRef]
24. Haitao, L.; Weiyang, Q.; Chunbo, L.; Wangzheng, D.; Zhiyong, Z. Dynamics and coherence resonance of tri-stable energy harvesting system. Smart Mater. Struct. 2015, 25, 15001–15012. [CrossRef]
25. Ma, X.; Li, H.; Zhou, S.; Yang, Z.; Litak, G. Characterizing nonlinear characteristics of asymmetric tristable energy harvesters. *Mech. Syst. Signal Pr.* **2022**, *168*, 108612. [CrossRef]

26. Zhou, S.; Cao, J.; Erturk, A.; Lin, J. Enhanced broadband piezoelectric energy harvesting using rotatable magnets. *Appl. Phys. Lett.* **2013**, *102*, 173901. [CrossRef]

27. Ju, Y.; Li, Y.; Tan, J.; Zhao, Z.; Wang, G. Transition mechanism and dynamic behaviors of a multi-stable piezoelectric energy harvester with magnetic interaction. *J. Sound Vib.* **2021**, *501*, 116074. [CrossRef]

28. Zhou, S.; Cao, J.; Lin, J.; Wang, Z. Exploitation of a tristable nonlinear oscillator for improving broadband vibration energy harvesting. *Eur. Phys. J. Appl. Phys.* **2014**, *67*, 30902. [CrossRef]

29. Wang, W.; Cao, J.; Bowen, C.R.; Litak, G. Multiple solutions of asymmetric potential bistable energy harvesters: Numerical simulation and experimental validation. *Eur. Phys. J. B* **2018**, *67*, 116074. [CrossRef]

30. Zhou, S.; Wang, B.; Lim, C.W.; Yang, Z. A distributed-parameter electromechanical coupling model for a segmented arc-shaped piezoelectric energy harvester. *Mech. Syst. Signal Pract.* **2021**, *146*, 107005. [CrossRef]

31. Pourashraf, T.; Bonello, P.; Truong, J. Analytical and Experimental Investigation of a Curved Piezoelectric Energy Harvester. *Sensors* **2022**, *22*, 2207. [CrossRef] [PubMed]

32. Chen, X.; Zhang, X.; Wang, L.; Chen, L. An arch-linear composed beam piezoelectric energy harvester with magnetic coupling: Design, modeling and dynamic analysis. *J. Sound Vib.* **2021**, *641*, 116369. [CrossRef]

33. Jung, W.; Lee, M.; Kang, M.; Moon, H.G.; Yoon, S.; Baek, S.; Kang, C. Powerful curved piezoelectric generator for wearable applications. *Nano Energy* **2015**, *13*, 174–181. [CrossRef]

34. Zhao, J.; Yang, J.; Lin, Z.; Zhao, N.; Liu, J.; Wen, Y.; Li, P. An arc-shaped piezoelectric generator for multi-directional wind energy harvesting. *Sens. Actuat. A-Phys.* **2015**, *236*, 173–179. [CrossRef]

35. Kim, P.; Seok, J. Dynamic and energetic characteristics of a tri-stable magnetopiezoeelastic energy harvester. *Mech. Mach. Theory* **2015**, *94*, 41–63. [CrossRef]

36. Erturk, A.; Inman, D.J. *Piezoelectric Energy Harvesting*; John Wiley & Sons: Hoboken, NJ, USA, 2011.