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Abstract. Motivated by the regulator theory and adaptive controls, several notions on output stability in the framework of input-to-state stability (iss) were introduced for finite-dimensional systems. It turned out that these output stability notions are intrinsically different, reflecting different manners of how state variables may affect the transient behavior of output variables. In this work, we consider these output stability properties for delay systems. Our main objective is to illustrate how the various notions are related for delay systems and to provide the Razumikhin criteria for the output stability properties. The main results are also critical in developing the converse Lyapunov theorems of the output stability properties for delay systems.
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1 Introduction

Since introduced in [30], the iss theory has become a natural framework for robust stability analysis for systems affected by disturbances and uncertainties. Motivated by applications such as tracking and regulation, adaptive control, and observer design, a set of notions on robust output stability were introduced in [31] and [32]. These notions become especially relevant in a situation when it is only possible or necessary to investigate stability properties for a partial set of state variables, or more generally, functions of state variables. Such a situation frequently arises from applications of regulation, adaptive control design, etc. Stability properties such as stability respect to sets (e.g., closed orbits) and incremental stability can also be phrased as appropriate output stability properties. Some related properties were treated in the past literature as partial stability (see [37]), or stability “in two measures” (see [19], [35], and [17].) Other developments and applications of output sta-
bility properties can be found in, for instance, [4], [5], [11], [12], [21], [22], [39], and notably for delay systems, in [7], [13], [15], [16], and [25].

Roughly speaking, for a system to be robustly output stable, it should be required that, for any initial state, the magnitude of the output $y(t)$ reduces to a magnitude proportional to the size of the disturbance $u$. The work [31] formulated a set of notions associated with the different converging behaviors. These notions may seem to be similar, but they reflect precisely the different converging behavior of the output variables, resulting in substantially different consequences. For instance, the extra output-Lagrange global stability (oL-gs) condition imposed on the input-to-output stability (see Section 3 for precise definitions) plays a critical role in the converse Lyapunov results, at least for the delay-free systems (see [32]). The oL-gs property can also lead to progress along the lines of Lyapunov-Krasovskii functionals with point-wise dissipation rates, an important problem specific for delay-systems, see [3] and [2].

Our first contribution is to provide the Razumikhin criteria for the output stability properties. The Razumikhin method is commonly used for stability analysis for delay systems, see for instance, [27], [9], and [34]. From the point of view of small-gain theorems, an advantage of the Razumikhin method is that it can convert the task of stability analysis for delay systems to a task of robust stability analysis for delay-free systems by treating the delayed variables as system uncertainties. In the work [16], a Lyapunov-based Razumikhin result was provided for a few types of input-to-output stability properties for time-varying systems with delays. In this work, we provide some trajectory-based Razumikhin criteria for the different types of output stability properties studied in this paper. The proofs of the Razumikhin results were motivated by the work on small-gain theorems in [33]. Our second contribution is to extend the work and results in [31] to time-delay systems. There are substantial obstacles when carrying out the analysis for delay systems. For instance, one of the main results in [1] asserts that a delay-free system is robustly forward complete which means that the reachable set from a bounded set of initial states under bounded control stays bounded in finite time (see also [29]), yet it remains an open question if this boundedness property still holds for delay systems (see more discussions in [14].) In fact, many of the open questions can be traced to the question whether forward completeness is equivalent to the so called robust forward completeness property, used quite widely in the literature of infinite dimensional or delay systems, see [13] and [23]. Following the work [13] and [23], we adopt the robust forward completion property as one of our basic assumptions. In the Conclusion section, we also indicate the limitations of our results when comparing to the ones for delay-free systems.

The current work is also a preparation for developing converse Lyapunov results of the 10S-type properties for delay systems (see [7]). Some of these results were reported in a preliminary version [8] with some roughly sketched proofs. Since then the work has been developed further. One of the main
assumptions of bounded-input-bounded-state in [8] is now relaxed to the robust forward completeness condition. We also treat the stability notions more thoroughly to allow both output maps with delayed state variables and delay-free output maps.

The rest of the paper is organized as follows. In Section 2, we go through a preliminary setup of the systems to be considered in this work, together with some brief discussions on some immediate consequence of the robust forward completeness. In Section 3 we present definitions on the output stability properties. It is worth noting that with the definitions given for general output maps on possibly delayed state variables, it makes sense to consider the stability notions in terms of “history norms”. In Section 4, we provide the Razumikhin results for each of the output stability properties. In Section 5, we show how the ios property can be converted to ol-ios under output redefinition. This will be a critical step for our future work in developing a converse Lyapunov theorem for the ios property (see [32] for the delay-free case.) In Section 6, we show that if a system has the ios (or ol-ios) property, then the system admits $K_\infty$-margin under output feedback to preserve the corresponding output stability when $u \equiv 0$. The proofs of the main results in Sections 4, 5, and 6 are given in Section 7. We conclude the paper by Section 8 with some discussions on some open problems. For the convenience of references, we give detailed proofs of some preliminary results in the Appendix.

Notations. Throughout this work, we use $| \cdot |$ to denote the Euclidean norm in $\mathbb{R}^n$, and $\| \cdot \|_I$ for the $L_\infty$ norm of measurable functions on the interval $I$. For a subset $\mathcal{U}$ of $\mathbb{R}^m$, we use $\mathcal{M}_\mathcal{U}$ to denote the set of measurable and locally essentially bounded functions from $\mathbb{R}_{\geq 0}$ to $\mathcal{U}$, and simply use $\mathcal{M}$ when $\mathcal{U} = \mathbb{R}^m$.

A continuous function $\sigma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{N}$ if $\sigma(0) = 0$ and is nondecreasing; is of class $\mathcal{K}$ if it is of class $\mathcal{N}$ and is strictly increasing; and is of class $\mathcal{K}_\infty$ if it is of class $\mathcal{K}$ and onto. A function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is said to be of class $\mathcal{KL}$ if for each fixed $t \geq 0$, $\beta(\cdot, t)$ is of class $\mathcal{K}$, and for each fixed $s \geq 0$, $\beta(s, t)$ decreases to 0 as $t \to \infty$.

In this work we consider systems with a finite delay interval $[-\theta, 0]$, $\theta > 0$. Denote $C((-\theta, 0], \mathbb{R}^k)$ by $\mathcal{X}^k$, the Banach space of continuous functions from $[-\theta, 0]$ to $\mathbb{R}^k$, equipped with the $C^0$ norm $\| \cdot \|_X$. For a continuous function $v$ defined on $[-\theta, b]$, define, for each $t \in [0, b]$, the history segment of $v$ at $t$ by $v_t(s) := v(t + s)$ for $s \in [-\theta, 0]$.

A continuous function $F$ from a normed vector space $\mathcal{A}$ to a normed vector space $\mathcal{B}$ is said to be completely continuous if $F$ maps a bounded set to a bounded set, that is, for each bounded set $S \subseteq \mathcal{A}$, $F(S)$ is a bounded subset of $\mathcal{B}$.

A function $F$ from a normed vector space $\mathcal{A}$ to a normed vector space $\mathcal{B}$ is said to be Lipschitz on compact sets if for every compact subset $K$ of $\mathcal{A}$, }
there is some $M \geq 0$ such that
\[ \|F(p) - F(q)\|_B \leq M \|p - q\|_A, \] (1)
for all $p, q \in K$; $F$ is said to be locally Lipschitz if for every $p_0 \in A$, there is a neighborhood $O$ of $p_0$ and some $M \geq 0$ such that (1) holds for all $p, q \in O$; and $F$ is said to be Lipschitz on bounded sets if for each bounded subset $B$ of $A$, there is some $M \geq 0$ such that (1) holds for all $p, q \in B$. The following can be seen readily:

Lipschitz on bounded sets $\Rightarrow$ locally Lipschitz $\Rightarrow$ Lipschitz on compact sets.

When $A$ is finite dimensional, all three Lipschitz properties are equivalent. The following was shown in [38] for the general case when $A$ is not necessarily finite dimensional:

**Lemma 1.1** Let $A$ and $B$ be normed vector spaces. A function $F : A \rightarrow B$ is locally Lipschitz if and only if $F$ is Lipschitz on compact sets. $\square$

It was also shown in [38] by a counterexample that a locally Lipschitz map $F$ is not necessarily Lipschitz on bounded sets.

## 2 Preliminaries

In this work we consider systems with a finite delay interval $[-\theta, 0]$ as follows:

\[
\begin{align*}
\dot{x}(t) &= f(x_t, u(t)), \\
y(t) &= h(x_t),
\end{align*}
\] (2a)

where for each $t$, $x(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$, and $y(t) \in \mathbb{R}^p$. It can be interesting to consider more general output maps, for instance, when $y(t)$ takes values in a normed space $\mathcal{Y}$ with a norm $\|\cdot\|_{\mathcal{Y}}$. But in the context of output stability, one can always consider $\|y(t)\|_{\mathcal{Y}}$ as the output.

The map $f : \mathcal{X}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ is assumed to be completely continuous and locally Lipschitz; and the output map $h : \mathcal{X}^n \rightarrow \mathbb{R}^p$ is assumed to be continuous, satisfying the boundedness condition for some $\pi \in \mathcal{N}$:

\[ |h(\xi)| \leq \pi (\|\xi\|_\mathcal{X}), \] (3)

and in particular, $h(0) = 0$. The output map $h$ is said to be delay-free if there exists a continuous map $h_0 : \mathcal{X}^n \rightarrow \mathbb{R}^p$ such that $h(\xi) = h_0(\xi(0))$.

The inputs $u(\cdot)$ are measurable and locally essentially bounded functions defined on $\mathbb{R}_{\geq 0}$. With the assumptions imposed on $f$, the usual regularity conditions such as existence, uniqueness, and maximum continuation of solutions hold for system (2a). More specifically, for each initial state $\xi \in \mathcal{X}^n$ and input function $u(\cdot) \in \mathcal{M}$, there is a unique solution of (2a) defined on
its maximum interval \([-\theta, T_{\xi,u})\) which is locally absolutely continuous on \([0, T_{\xi,u})\) and satisfies the equation (2a) a.e. on \([0, T_{\xi,u})\), fulfilling the initial condition \(x_0 = \xi\) (see [9, Section 2.6] and [18, Section 3–2.2].) We use \(x(\cdot, \xi, u)\) to denote such a maximal solution of (2a), and accordingly, we use \(x_{\xi,u}^t : [-\theta, 0] \rightarrow \mathbb{R}^n\) to denote the map induced by \(x(t, \xi, u)\), that is, \(x_{\xi,u}^t(s) = x(t + s, \xi, u)\). We use \(y(t, \xi, u)\) to denote the corresponding output function \(h(x_{\xi,u}^t)\), i.e., \(y(t, \xi, u) = h(x_{\xi,u}^t)\). If the output map \(h\) is delay-free, then the history segment of \(y\), given by \(y^t_{\xi,u} \in \mathcal{X}^p\), is defined for \(0 \leq t < T_{\xi,u}\).

We say that system (2a) is \textit{forward complete} if for each \(\xi\) and each \(u(\cdot)\), the solution \(x(\cdot, \xi, u)\) is defined for all \(t \geq 0\).

One of the main results in [20] asserts that for a delay-free system, if it is forward complete, then trajectories starting from a compact set with bounded inputs stay in a compact set in finite time (Proposition 5.1 in [20]). It is not clear if this is still the case for delay systems. In the work [13, Definition 2.1] and [23, Definition 4], the following \(\text{rfc}\) property (also referred as bounded reachability sets in finite time) was defined:

**Definition 2.1** A forward complete system (2a) is said to be \textit{robustly forward complete} (rfc) if for every \(T, R > 0\),

\[
\sup \left\{ \|x_{\xi,u}^t\| : \|\xi\| \leq R, \|u\| \leq R, t \in [0, T] \right\} < \infty. \quad (4)
\]

It was shown in [1] that for a delay free system, the RFC property is equivalent to the forward completeness property. For delay systems, it still remains open if the forward completeness property implies the RFC property. A few preliminary properties related to the RFC properties that will be used in this work are listed below. (Recall that \(\mathcal{M}_U\) denotes the set of measurable and locally essentially bounded functions from \(\mathbb{R}_{\geq 0}\) to \(U\), and \(\mathcal{M}\) is used for \(\mathcal{M}_U\) when \(U = \mathbb{R}^m\).)

**Lemma 2.2** System (2a) is RFC if and only if there exist \(\chi_i \in \mathcal{N}\) \((i = 1, 2, 3)\) and \(c \geq 0\) such that the following holds along all trajectories of the system:

\[
|x(t, \xi, u)| \leq \chi_1(t) + \chi_2(\|\xi\|_{\mathcal{X}}) + \chi_3(\|u\|) + c, \quad (5)
\]

for all \(t \geq 0\), all \(\xi \in \mathcal{X}^n\), and all \(u \in \mathcal{M}\). □

Assume that system (2a) is forward complete. Define

\[
\mathcal{R}^T_T(S) = \{ \eta : \eta = x_{\xi,u}^t, 0 \leq t \leq T, u \in \mathcal{M}_U, \xi \in S \}.
\]

For a general subset \(\mathcal{A}\) of \(\mathcal{X}^n\), we use \(\overline{\mathcal{A}}\) to denote the closure of \(\mathcal{A}\).

**Lemma 2.3** Assume that system (2a) is RFC. Then the set \(\mathcal{R}^T_T(S)\) is compact if \(S \subseteq \mathcal{X}^n\) is compact, \(U \subseteq \mathbb{R}^m\) is bounded, and \(T > 0\). □

**Corollary 2.4** Assume that system (2a) is RFC.
(a) Assume that $S \subseteq \mathcal{X}$ is compact, $U \subseteq \mathbb{R}^m$ is bounded, and $T > 0$. Then the map $\xi \mapsto x(t, \xi, u)$ is Lipschitz on $S$ uniformly in $t \in [0, T]$ and $u \in M_U$.

(b) Suppose further that $f$ is Lipschitz on bounded sets. Assume that $S \subseteq \mathcal{X}$ is bounded, $U \subseteq \mathbb{R}^m$ is bounded, and $T > 0$. Then the map $\xi \mapsto x(t, \xi, u)$ is Lipschitz on $S$ uniformly in $t \in [0, T]$ and $u \in M_U$. □

The proofs of Lemmas 2.2 and 2.3 and Corollary 2.4 will be given in Appendix A.1.

3 Notions on Input-to-Output Stability Properties

In this section we extend the notions on output stability given in [31] to time-delay systems as in (2). The ios property was also introduced in [16] for more general types of systems. In this work we focus on time-invariant delay systems, and explore two other related notions: ol-ios and si-ios as defined below.

Definition 3.1 (31, 16) A forward complete system as in (2) is:

- **input-to-output stable** (ios) if there exist $\beta \in \mathcal{KL}$ and $\gamma \in \mathcal{N}$ such that

$$|y(t, \xi, u)| \leq \beta (\|\xi\|, t) + \gamma (\|u\|);$$  \hfill (6)

- **output Lagrange input-to-output stable** (ol-ios) if it is ios and, additionally, the following ol-gs property holds: there exists $\sigma \in \mathcal{N}$ such that

$$|y(t, \xi, u)| \leq \max \{\sigma (|h(\xi)|), \sigma (\|u\|)\} ;$$  \hfill (7)

- **state independent input-to-output stable** (si-ios) if there exist $\beta \in \mathcal{KL}$ and $\gamma \in \mathcal{N}$ such that

$$|y(t, \xi, u)| \leq \beta (|h(\xi)|, t) + \gamma (\|u\|);$$  \hfill (8)

where all the estimates listed above are assumed to hold for all $\xi, u$ and all $t \geq 0$. □

For a delay-free output map $h$, properties (7) and (8) can be too strong (which can be seen from the special case when $h(\xi) = h_0(\xi(0))$.) This motivates one to consider the output history map $Y = H(\xi)$ associated with $h_0$, defined by

$$H(\xi) = \max_{-\theta \leq s \leq 0} |h_0(\xi(s))|.$$

(9)
Note that if \( h_0 \) is locally Lipschitz, then \( H : X^n \to \mathbb{R} \) is Lipschitz on bounded sets. Along the system trajectories, \( Y(t, \xi, u) = \| y_t^{\xi,u} \|_X \). By definition, the OL-GS property (7) in terms of the output \( Y \) becomes

\[
\| y_t^{\xi,u} \|_X \leq \max \{ \sigma (H(\xi)), \sigma(\|u\|) \}, \quad \forall t \geq 0, \forall \xi \in X^n, \forall u \in M. \tag{10}
\]

This is equivalent to the following, where \( \sigma_1 \in \mathcal{K} \):

\[
|y(t, \xi, u)| \leq \max \{ \sigma_1 (H(\xi)), \sigma_1(\|u\|) \}, \quad \forall t \geq 0, \forall \xi \in X^n, \forall u \in M. \tag{11}
\]

We say that a forward complete system with a delay-free output map \( y = h_0(\xi) \) is OL-IOS in the history norm if the system is IOS and satisfies the OL-GS-property (11). Similarly, a forward complete system with a delay-free output map \( y = h_0(\xi) \) is said to be SI-IOS in the history norm if there exist \( \beta \in KL \) and \( \gamma \in N \) such that for all \( \xi \in X^n \) and all \( u \in M \),

\[
|y(t, \xi, u)| \leq \beta (H(\xi), t) + \gamma(\|u\|), \quad \forall t \geq 0. \tag{12}
\]

It should be noticed that when the output map \( y = h_0(\xi(0)) \) is delay-free, the OL-IOS and SI-IOS properties in the history norm are more natural to be utilized in applications than the OL-IOS and SI-IOS properties directly in terms of \( y \). However, for the general case when \( h \) depends on \( \xi \) over the delay interval \([-\theta, 0]\), the history segment of \( y \) at a moment \( t < \theta \) is not well defined. This is the main reason that the IOS-properties in Definition 3.1 were not formulated by using the history norm of \( y \).

The OL-GS property (7) plays a critical role in establishing the converse Lyapunov results for the several output stability properties. The property can also be significant in further work such as point-wise dissipation rate of Lyapunov functions, and possibly lead to progress along the line of uniform output convergence property, see [11] for the delay-free case. As in the delay-free systems in [31], the notion OL-IOS can be described by a more compact representation that combines the IOS property together with output Lagrange property (7). To make this work more self-contained, we provide a detailed proof of the result in Appendix A.2.

**Proposition 3.2** A forward complete system (2) is OL-IOS if and only if for some \( \beta \in KL \) and \( \rho, \gamma \in N \):

\[
|y(t, \xi, u)| \leq \beta \left( |h(\xi)|, \frac{t}{1 + \rho(\|\xi\|_X)} \right) + \gamma(\|u\|), \quad \forall t \geq 0, \forall \xi \in X^n \text{ and all } u \in M. \tag{13}
\]

An estimate as in (13) captures both the IOS condition and the Lagrange property (7). It reflects the essential feature of OL-IOS property that the output overshoot is dominated by the initial output value (instead of by the initial value of the state variables as in the IOS case), but the decay rate of
the output function may be slowed down by large initial state values. For
the si-ios condition, both the overshoot and the decay rate are determined
by the initial value of the output.

By causality, one may use $\gamma(||u||_{[0,t]})$ to replace $\gamma(||u||)$ in the estimates
(6), (7), (8), (12) and (13). Also observe that it results in equivalent
definitions if requirement (6) is replaced by

$$|y(t,\xi,0)| \leq \beta (||\xi||_X, t), \quad \forall t \geq 0.$$  

and similarly for the si-ios expression (8).

We associate with system (2) the following zero-input system:

$$\dot{x}(t) = f_0(x_t) := f(x_t, 0), \quad y(t) = h(x_t).$$  

Note that if a system (2) is ios, then the zero-input system (15) is globally
asymptotically output stable (GAOS):

$$|y(t,\xi,0)| \leq \beta (||\xi||_X, t),$$

for all $\xi \in \mathcal{X}^n$ and all $t \geq 0$. Similarly, property (7) renders to (15) the
following output Lagrange stability property:

$$|y(t,\xi,0)| \leq \sigma_1(|h(\xi)|), \quad \forall t \geq 0.$$  

Observe that any of ios, ol-ios, and si-ios implies the following output
asymptotic gain (o-ag) property: there exists some $\gamma \in \mathcal{N}$ such that the
following holds for all trajectories:

$$\limsup_{t \to \infty} |y(t,\xi,u)| \leq \gamma(||u||).$$  

The IOS property (6) implies the following output global stability (O-GS) property:
there exist $\sigma \in \mathcal{K}_\infty$ and $\gamma \in \mathcal{N}$, the following holds for all trajectories:

$$|y(t,\xi,u)| \leq \max \{\sigma(||\xi||_X), \gamma(||u||)\}, \quad \forall t \geq 0.$$  

The OL-IOS (and consequently the SI-IOS) property implies the (OL-GS) property as defined by (7). Hence, we get the following:

**Proposition 3.3** Assume system (2) is forward complete.

(a) If the system is IOS, then it satisfies the O-GS and the O-Ag property.

(b) If the system is OL-IOS, then it satisfies the OL-GS and the O-Ag property.

The O-Ag, O-GS, and OL-GS properties were used for output stability
analysis in the past literature, see for instance, [33] and [11] for delay-free
systems, and [26] and [36] for delay systems. It should be noted that the
converse of statement (a) fails even for delay-free systems. It still remains
open if the converse of statement (b) holds for delay-system, though it was
shown to be true for delay-free system, see [11].
4 The Razumikhin Method

In this section we provide the Razumikhin results on IOS, OL-IOS, and SI-IOS for systems with continuous delay-free output maps.

Definition 4.1 Consider a system as in (2a). We say that the system satisfies:

1. the uniformly bounded-input bounded-state (UBIBS) property if there exist some \( \sigma \in \mathcal{K}_\infty \), \( \mu \in \mathcal{N} \), and \( c > 0 \) such that the following holds for all \( \xi \in \mathcal{X}^n \), all \( u \in \mathcal{M} \):
   \[
   |x(t, \xi, u)| \leq \sigma(\|\xi\|_\mathcal{X}) + \gamma(\|u\|) + c, \quad \forall t \geq 0;
   \]
   (18)

2. the global stability (GS) property if the UBIBS property (18) holds with \( c = 0 \).

Consider a system as in (2a) with a continuous delay-free output map \( y = h_0(x) \) so that along trajectories of the system, \( y(t, \xi, u) = h_0(x(t, \xi, u)) \).

In [16], a Razumikhin theorem was provided for such a system in terms of Lyapunov functions. Below we provide some trajectory-based Razumikhin results. Recall that when the output map \( h_0 \) is delay-free, the associated output history map \( H : \mathcal{X}^n \to \mathbb{R}_{\geq 0} \) is defined by (9) so that along trajectories of the system, \( H(x_{\xi}^u) = \|y_{\xi}^u\|_\mathcal{X} \). For simplicity, we use \( y_0 \) to denote \( y_{\xi}^u \) when the initial state is clear in the context.

Proposition 4.2 Consider system (2a) with a continuous delay-free output map \( y = h_0(x) \).

1. Suppose that the system (2a) is GS, and assume that there exist \( \beta \in \mathcal{KL} \), \( \kappa, \gamma \in \mathcal{N} \) with \( \kappa(s) < s \) for all \( s > 0 \) such that for all \( \xi \in \mathcal{X}^n \), \( u \in \mathcal{M} \), the following holds along all trajectories:
   \[
   |y(t)| \leq \max \left\{ \beta(\|\xi\|_\mathcal{X}, t) \cdot \left( \max_{\tau \in [-\theta, t]} |y(\tau)| \right)^\kappa, \quad \gamma(\|u\|) \right\},
   \]
   (19)
   for all \( t \geq 0 \). Then the system is IOS.

2. Suppose that the system (2a) is UBIBS, and assume that there exist \( \beta \in \mathcal{KL} \), \( \rho, \kappa, \gamma \in \mathcal{N} \) with \( \kappa(s) < s \) for all \( s > 0 \) such that for all \( \xi \in \mathcal{X}^n \), \( u \in \mathcal{M} \), the following holds along all trajectories:
   \[
   |y(t)| \leq \max \left\{ \beta \left( \|y_0\|_\mathcal{X}, \frac{t}{1 + \rho(\|\xi\|_\mathcal{X})} \right), \quad \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)| \right)^\kappa, \quad \gamma(\|u\|) \right\},
   \]
   (20)
   for all \( t \geq 0 \). Then the system is OL-IOS in the history norm.
3. Suppose that system (22) is forward complete, and assume there exist
\( \beta \in KL, \kappa, \gamma \in N \) with \( \kappa(s) < s \) for all \( s > 0 \) such that for all \( \xi \in X^n, u \in M \), the following holds along all trajectories:
\[
|y(t)| \leq \max \left\{ \beta(\|y_0\|_{X^t}, t), \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)| \right), \gamma(\|u\|) \right\},
\]
(21)
for all \( t \geq 0 \). Then the system is si-tos in the history norm.

In the special case when \( y = x(t) \), that is, when \( h(\xi) = \xi(0) \), conditions (19), (20), and (21) are all equivalent. For this case, the assumption of forward completeness for Statement 3 is not needed, and by assuming that (21) holds on the maximum intervals, one can show that the system is forward complete. See [36, Proposition 2.3] for more details of this special case.

**Example 4.3** To illustrate the meaning of Proposition 4.2 consider the parameterized system
\[
\dot{x}(t) = -\frac{x(t - \theta) + u(t)}{1 + p^2},
\]
(22)
where \( p \) is an unknown parameter that takes a constant value, and \( \theta \in [0, 1] \).

To consider the stability property of the system, we consider the augmented system, where \( p \) is treated as a state variable:
\[
\begin{align*}
\dot{p}(t) & = 0, \\
\dot{x}(t) & = -\frac{x(t - \theta) + u(t)}{1 + p(t)^2},
\end{align*}
\]
(23)
with \( y(t) = x(t) \) as output, i.e., \( h(\xi) = \xi(0) \), a delay-free output. Solutions of the \( p \)-subsystem are all constants. Consider the function
\[
V(p, x) = \frac{x^2}{2}.
\]
Along the trajectories of (22), it holds that
\[
\frac{d}{dt} V(p(t), x(t)) = -\frac{x(t)x(t - \theta) + x(t)u(t)}{1 + p(t)^2} = -\frac{x(t)x(t - \theta) + x(t)u(t)}{1 + p_0^2},
\]
where \( p_0 = p(0) \). Note that for any \( t > 0 \), there exists some \( \hat{t} \in (t - \theta, t) \) such that
\[
\begin{align*}
x(t - \theta) & = x(t) - (x(t) - x(t - \theta)) = x(t) - \dot{x}(\hat{t})\theta \\
& = x(t) - \left(\frac{-x(\hat{t} - \theta) + u(\hat{t})}{1 + p_0^2}\right)\theta.
\end{align*}
\]
As remarked earlier, the major difference between 5 IOS and OL-IOS

\[
\text{In terms of the original system (22), this means that the system is}
\]

\[
\text{whether the overshoots of output signals are dominated by}
\]

\[
\text{Therefore,}
\]

\[
\frac{d}{dt} V(p(t), x(t)) = \frac{-x(t)^2 + x(t)u(t) + x(t)\frac{L-\beta}{1+p_0^2}}{1 + p_0^2}
\]

\[
\leq \frac{-x(t)^2 + \frac{1}{4}x(t)^2 + u(t)^2 + |x(t)| (\max_{\tau \in [0,t]} \|x_{\tau}\|_X + \|u\|)\theta}{1 + p_0^2}
\]

\[
\leq \frac{-\frac{3}{4}x(t)^2 + u(t)^2 + \theta \cdot (\max_{\tau \in [0,t]} \|x_{\tau}\|_X^2 + \frac{1}{4}x(t)^2 + \|u\|^2)}{1 + p_0^2}
\]

\[
\leq \frac{-\frac{3}{4}x(t)^2 + (1 + \theta) \|u\|^2 + \theta \cdot \max_{\tau \in [0,t]} \|x_{\tau}\|^2}{1 + p_0^2}
\]

Hence

\[
\frac{d}{dt} V(p(t), x(t)) \leq -V(p(t), x(t)) + (1 + \theta) \|u\|^2 + \theta \cdot \max_{\tau \in [0,t]} \|x_{\tau}\|^2.
\]

By a standard comparison method with solutions of the linear system \( \dot{z}(t) = -\frac{x(t)}{1+p_0^2} + v(t) \) with \( v(t) \geq 0 \), one can conclude that

\[
V(p(t), x(t)) \leq V(p_0, x(0)) e^{-\frac{t}{1+p_0^2}} + \theta \cdot \max_{\tau \in [-\hat{\theta}, t]} \|x_{\tau}\|^2 + (1 + \theta) \|u\|^2
\]

\[
\leq V(p_0, x(0)) e^{-\frac{t}{1+p_0^2}} + 2\theta \max_{\tau \in [-\hat{\theta}, t]} V(p(\tau), x(\tau)) + (1 + \theta) \|u\|^2.
\]

Applying Statement 2 of Proposition 4.2 one concludes that if \( \theta < \frac{1}{2} \), then the system with the new (delay-free) output map \( V(p, x) \) is OL-IOS, that is, for some \( \beta \in K\mathcal{L} \) and some \( \rho, \gamma \in \mathcal{N} \), it holds that

\[
V(p(t), x(t)) \leq \beta \left( \|x_0\|_X, \frac{t}{1 + \rho(\|x_0, p_0\|_X)} \right) + \gamma(\|u\|), \ \forall t \geq 0.
\]

Consequently,

\[
|x(t)| \leq \left( 2\beta \left( \|x_0\|_X, \frac{t}{1 + \rho(\|x_0, p_0\|_X)} \right) + 2\gamma(\|u\|) \right)^{1/2}, \ \forall t \geq 0.
\]

In terms of the original system (22), this means that the system is ISS but the decay rate of \( x(t) \) is affected by the value of the parameter \( p \). \( \Box \)

## 5 IOS and OL-IOS

As remarked earlier, the major difference between IOS and OL-IOS lies on whether the overshoots of output signals are dominated by \( |y(0)| \) or by \( \|x_0\|_X \).
The stricter ol-los condition leads to a significant step in the converse Lyapunov theorems for a variety of output stability properties for systems without delays. As a preparation to develop the converse Lyapunov theorems for delay systems, we present the next result on how los and ol-los are related to systems with delays.

For continuous function \( q : \mathcal{X}^n \to \mathbb{R} \), define the set \( Z_q \subseteq \mathcal{X}^n \) by

\[
Z_q = \{ \xi \in \mathcal{X}^n : q(\xi) = 0 \}.
\]

**Definition 5.1** Let \( h \) be the output map of (2). A continuous map \( \bar{h} : \mathcal{X}^n \to \mathbb{R} \geq 0 \) is said to be an output redefinition of \( h \) if there exists some \( \alpha, \beta \in \mathcal{K}_\infty \) such that

\[
\alpha(|h(\xi)|) \leq |\bar{h}(\xi)| \leq \beta(\|\xi\|_\mathcal{X}), \quad \forall \xi \in \mathcal{X}^n.
\]

A redefinition \( \bar{h} \) of \( h \) is roughly a map that dominates \( h \). The result below states that the los property implies the ol-los with an output redefinition.

**Theorem 1** The following are equivalent for a RFC system (2):

(a) The system is los.

(b) The system is ol-los under a output redefinition.

Furthermore, if \( h \) in (2b) is locally Lipschitz, then the output redefinition \( \bar{h} \) can be chosen to be locally Lipschitz on \( \mathcal{X}^n \setminus Z_{\bar{h}} \).

The proof of the theorem will be given in Section 7.2.

**Example 5.2** To illustrate the meaning of Theorem 1, consider the system:

\[
\begin{align*}
\dot{x}_1(t) &= -x_1(t) + x_1(t - \theta), \\
\dot{x}_2(t) &= -\frac{x_2(t)}{1 + |x_1(t)|} - x_3(t)\|x_t\|_\mathcal{X}, \\
\dot{x}_3(t) &= -\frac{x_3(t)}{1 + |x_1(t)|} + x_2(t)\|x_t\|_\mathcal{X} + \frac{u(t)}{1 + |x_1(t)|^2},
\end{align*}
\]

with \( y(t) = x_3(t) \) as output, i.e., \( h(\xi) = \xi_3(0) \). Note that

\[
\|x_t\|_\mathcal{X} = \max_{s \in [-\theta, 0]} |(x_1(s), x_2(s), x_3(s))|.
\]

Let

\[
W_1(\xi_1) = \frac{1}{2}|\xi_1(0)|^2 + \frac{1}{2} \int_{-\theta}^{0} |\xi_1^2(s)| \, ds.
\]

Note that

\[
\frac{1}{2}|\xi_1(0)|^2 \leq W_1(\xi_1) \leq \frac{1 + \theta}{2}\|\xi_1\|_\mathcal{X}^2.
\]
Along the trajectories of the $x_1$-subsystem,

$$W_1((x_1)_t) = \frac{1}{2} x_1(t)^2 + \frac{1}{2} \int_{t-\theta}^{t} x_1(s)^2 \, ds,$$

and

$$\frac{d}{dt} W_1((x_1)_t) = -x_1(t)^2 + x_1(t)x_1(t-\theta) + \frac{1}{2} x_1(t)^2 - \frac{1}{2} x_1(t-\theta)^2$$

$$\leq -x_1(t)^2 + \frac{1}{2} x_1(t)^2 + \frac{1}{2} x_1(t-\theta)^2 + \frac{1}{2} x_1(t)^2 - \frac{1}{2} x_1(t-\theta)^2 \leq 0.$$

It follows that $W_1((x_1)_t) \leq W_1(\xi_1)$ for all $t \geq 0$, and hence,

$$\frac{|x_1(t)|^2}{2} \leq W_1((x_1)_t) \leq \frac{1 + \theta}{2} \|\xi_1\|_X^2, \quad \forall t \geq 0.$$

Thus, $|x_1(t)| \leq \sqrt{1 + \theta} \|\xi_1\|_X$ for all $t \geq 0$ along every trajectory of the $x_1$-subsystem with the initial state $\xi_1$. Let $W_2(\xi) = \frac{1}{2}(\xi_2(0)^2 + \xi_3(0)^2)$. Along the trajectory of the system, it holds that

$$W_2(x_t) = \frac{1}{2} x_2(t)^2 + \frac{1}{2} x_3(t)^2,$$

and

$$\frac{d}{dt} W_2(x_t) = -\frac{x_2(t)^2}{1 + |x_1(t)|^2} - \frac{x_3(t)^2}{1 + |x_1(t)|^2} + \frac{x_3(t)u(t)}{1 + |x_1(t)|^2} + \frac{\frac{1}{2} x_3(t)^2 + u(t)^2}{1 + |x_1(t)|^2}$$

$$\leq \frac{1}{1 + |x_1(t)|^2} \left( -\frac{x_2(t)^2}{1 + |x_1(t)|^2} - \frac{1}{2} x_3(t)^2 + \frac{u(t)^2}{2} \right)$$

$$\leq \frac{1}{1 + |x_1(t)|^2} \left( -W_2(x_t) + \frac{1}{2} u(t)^2 \right).$$

It then follows that

$$W_2(x_t) \geq |u|^2 \quad \Rightarrow \quad \frac{d}{dt} W_2(x_t) \leq -\frac{1/2}{1 + |(x_1)_t|^2} W_2(x_t) \leq -\frac{1/2}{1 + c\|\xi_1\|^2_X} W_2(x_t),$$

where $c = \sqrt{1 + \theta}$. The following estimate can then be derived:

$$W_2(x_t) \leq W_2(\xi) e^{-\frac{t/2}{1 + c\|\xi_1\|^2_X}} + |u|^2.$$

With the inequality that $|x_3(t)|^2 \leq 2W_2(x_t)$, one concludes that the system is IOS with $x_3$ as output. However, notice that the system is not OL-IOS as
$y(t) \neq 0$ even if $y_0 = \xi_2 = 0$ and $u \equiv 0$. On the hand, it should not be hard to see that the system is \textit{OL-IOS under the output redefinition} with $W_2(\xi)$ as output.

This example can also be used to illustrate the meaning of \textit{OL-IOS}: with $W_2(\xi)$ as the redefined output, the overshoot of the output function is dominated by $W_2(\xi)$ and $\|u\|$; however, large initial values of $x_1(t)$ can slow down the decay rate of the output map.

\section{Robust Output Stability Under Output Feedback}

If a system as in (2) is \textit{IOS}, it is zero-input output stable. In this section, we provide an extension of a result given in \cite{31} to delay systems to show that the \textit{IOS} property allows a $K_{\infty}$ stability margin under output feedback.

\subsection{Robust Global Asymptotic Output Stability}

Let $\mathcal{U}$ be a subset of $\mathbb{R}^m$. Consider a system as follows:

\begin{align*}
\dot{x}(t) &= f_0(x_t, d(t)), \\
y(t) &= h(x_t),
\end{align*}

where for each $t$, $x(t) \in \mathbb{R}^n$, $d(t) \in \mathcal{U}$, and $y(t) \in \mathbb{R}^p$. The map $f_0 : X^n \times \mathcal{U} \to \mathbb{R}^n$ is locally Lipschitz, and $h : X^n \to \mathbb{R}^p$ is continuous, satisfying the \textit{OL-GS property} \cite{3}. We will use $x(t, \xi, d)$ to denote the trajectory of (25) corresponding to the initial state $\xi \in X^n$ and $d \in \mathcal{M}_U$; and correspondingly, $y(t, \xi, d) := h(x(t, \xi, d))$. The system is forward complete if all trajectories of the system are defined on $[0, \infty)$.

\textbf{Definition 6.1} Consider a forward complete system (25). The system is said to be

1. \textit{Robustly globally asymptotically output stable} (RGAOS) if there exists $\beta \in KL$ such that

\begin{equation}
|y(t, \xi, d)| \leq \beta(\|\xi\|_{X}, t) \quad \forall t \geq 0, \ \forall \xi \in X^n, \ \forall d \in \mathcal{M}_U;
\end{equation}

2. \textit{Output-Lagrange RGAOS (OL-RGAOS)} if the system is RGAOS, and additionally, there exists some $\sigma \in K$ such that

\begin{equation}
|y(t, \xi, d)| \leq \sigma(|h(\xi)|); \quad \forall t \geq 0, \ \forall \xi \in X^n, \ \forall d \in \mathcal{M}_U;
\end{equation}

3. \textit{State-independent RGAOS (SI-RGAOS)} if there exists $\beta \in KL$ such that

\begin{equation}
|y(t, \xi, d)| \leq \beta(|h(\xi)|, t) \quad \forall t \geq 0, \ \forall \xi \in X^n, \ \forall d \in \mathcal{M}_U;
\end{equation}
As in the case of OL-IOs, system (25) is OL-RGAOS if and only if there exist $\beta \in KL$ and $\rho \in K$ such that

$$|y(t,\xi,d)| \leq \beta \left( \frac{t}{1 + \rho(\|\xi\|_X)} \right), \quad \forall t \geq 0, \quad \forall \xi \in \mathcal{X}^n, \quad \forall d \in \mathcal{M}_U.$$ 

As in the case of OL-IOs and SI-IOs, when the output map $h$ is delay-free, i.e., when $h(\xi) = h_0(\xi(0))$, then we say that system (25) is OL-RGAOS in the history norm if the system is RGAOS and satisfies the following OL-property with $H$ as the output, where $\sigma \in K$:

$$|y(t,\xi,d)| \leq \sigma(H(\xi)), \quad \forall t \geq 0, \quad \forall \xi \in \mathcal{X}^n, \quad \forall d \in \mathcal{M}_U,$$

(recall that $H(\xi) = \max_{s \in [-\theta,0]} |h_0(\xi(s))|$), and system (25) is SI-RGAOS if there exists some $\beta \in KL$ such that

$$|y(t,\xi,d)| \leq \beta(H(\xi), t), \quad \forall t \geq 0, \quad \forall \xi \in \mathcal{X}^n, \quad \forall d \in \mathcal{M}_U.$$

When the set $U$ is bounded, the RFC property (11) for (25) means that there exist $\chi_1, \chi_2 \in K$ and $c > 0$ such that

$$|x(t,\xi,d)| \leq \chi_1(t) + \chi_2(\|\xi\|_X) + c, \quad \forall t \geq 0, \quad \forall \xi \in \mathcal{X}^n, \quad \forall d \in \mathcal{M}_U.$$ 

### 6.2 Stability Margin Under Output Feedback

To a given system as in (2) and a locally Lipschitz function $\lambda : [0,\infty) \to [0,\infty)$, consider the system with disturbances $d(\cdot) \in \mathcal{M}_\Omega$:

$$\dot{x}(t) = g(x_t, d(t)) := f(x_t, d(t)\lambda(|y|)), \quad (29)$$

$$y = h(x_t),$$

where $\Omega$ denotes the closed unit ball of $\mathbb{R}^m$. We use $x_\lambda(\cdot,\xi,d)$ and $y_\lambda(\cdot,\xi,d)$ to denote correspondingly the trajectory and the output of (29). Note that (29) needs not be forward complete even if the original system (2) is. On the other hand, on the maximum interval $[0,T_{\xi,d})$ of a trajectory of (29), it holds that $x_\lambda(t,\xi,d) = x(t,\xi,u)$, the trajectory of (2) with the initial state $\xi$ and the input $u$ given by $u(t) = d(t)\lambda(|y_\lambda(t,\xi,d)|)$. As discussed earlier, if a system is IOs, then the corresponding zero-input system is GAOS. The next result shows that the global asymptotic output stability is robust under a $\mathcal{K}_\infty$ margin of output feedback.

#### Proposition 6.2

Consider a system as in (2) and assume that it is RFC. Further assume that the output map $h$ is locally Lipschitz.

1. If the system is IOs, then there exists $\lambda \in \mathcal{K}_\infty$ which is smooth such that the corresponding system (29) is RFC and RGAOS.

2. If the system is OL-IOs, then there exists $\lambda \in \mathcal{K}_\infty$ which is smooth such that the corresponding system (29) is RFC and OL-RGAOS.
3. If the system is si-iOS, then there exists $\lambda \in K_{\infty}$ which is smooth such that the corresponding system \cite{20} is RFC and si-RGAOS. \hfill \Box

The proof of Proposition 6.2 will be given in Section 7.

7 Proofs

In this section we provide proofs of the results given in Sections 4, 5, and 6.

7.1 Proof of Proposition 4.2

To prove the proposition, we first prove the following lemma for a forward complete system (2) where $h(\xi) = h_0(\xi(0))$ with $h_0(0) = 0$. Recall that the associated map of output history $H : \mathcal{X}^n \to \mathbb{R}_{\geq 0}$ is defined by $H(\xi) = \max_{\tau \in [-\theta,0]} |h_0(\xi(\tau))|$, that is, $H(\xi) = \|y_0\|_X$.

**Lemma 7.1** Let $\alpha : \mathcal{X}^n \to \mathbb{R}_{\geq 0}$ be a continuous function with $\alpha(0) = 0$. Assume that there exist $\beta \in KL$, $\rho, \kappa, \gamma \in \mathbb{N}$ such that

$$|y(t)| \leq \max \left\{ \beta \left( \alpha(\xi), \frac{t}{1 + \rho(\|\xi\|_X)} \right), \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)|, \gamma(\|u\|) \right) \right\}, \quad \forall t \geq 0. \quad (30)$$

Then there exists some $\beta_1 \in KL$ such that the following holds along all trajectories:

$$\left\| y_{\xi,u}^t \right\|_X \leq \max \left\{ \beta_1 \left( \tilde{\alpha}(\xi), \frac{t}{1 + \rho(\|\xi\|_X)} \right), \kappa \left( \max_{\tau \in [0,t]} \|y_t\|_X, \gamma(\|u\|) \right) \right\}, \quad \forall t \geq 0, \quad (31)$$

where $\tilde{\alpha}(\xi) = \max\{\alpha(\xi), H(\xi)\}$. \hfill \Box

**Proof.** Assume that (30) holds along all trajectories. Without loss of generality, we may assume that $\beta(r,0) \geq r$ (otherwise replace $\beta(r,t)$ by $\beta(r,t) + \frac{r}{1 + rt}$.)

Let $\xi \in \mathcal{X}^n$ and $u \in \mathcal{M}$ be given, and we use $y(t)$ to denote the corresponding output function. It can be seen that if $t \geq \theta$, then

$$\left\| y_{\xi,u}^t \right\|_X \leq \max \left\{ \beta \left( \alpha(\xi), \frac{t - \theta}{1 + \rho(\|\xi\|_X)} \right), \kappa \left( \max_{\tau \in [-\theta,t]} |y(\tau)|, \gamma(\|u\|) \right) \right\}.$$  

For $t \in [0,\theta)$,

$$\left\| y_{\xi,u}^t \right\|_X \leq \max \left\{ H(\xi), \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)|, \gamma(\|u\|) \right) \right\} \leq \max \left\{ \beta(\tilde{\alpha}(\xi),0), \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)|, \gamma(\|u\|) \right) \right\}.$$
Applying Proposition 7 in [28] to the $\mathcal{KL}$-function $\beta$, one sees that there exist some $p \in \mathcal{K}_\infty$ and $q \in \mathcal{K}_\infty$ such that $p(\beta(r,t)) \leq q(r)e^{-t}$, and thus, for any $r \geq 0$ and $s \geq 0$,

$$p \left( \beta \left( r, \frac{t - \theta}{1 + \rho(s)} \right) \right) \leq e^{\frac{\theta}{1 + \rho(s)}} q(r)e^{-\frac{t}{1 + \rho(s)}} \leq e^{\theta} q(r)e^{-\frac{t}{1 + \rho(s)}}, \quad \forall t \geq \theta.$$ 

Let

$$\beta_1(r, t) = p^{-1} \left( e^{\theta} q(r)e^{-t} \right).$$

Then the following holds along all trajectories:

$$\|y_t\|_X \leq \max \left\{ \beta_1 \left( \tilde{\alpha}(\xi), \frac{t}{1 + \rho(\|\xi\|_X)} \right), \kappa \left( \max_{\tau \in [-\theta, t]} |y(\tau)| \right), \gamma(\|u\|) \right\},$$

for all $t \geq 0$. Note that this is equivalent to

$$\|y_t\|_X \leq \max \left\{ \beta_1 \left( \tilde{\alpha}(\xi), \frac{t}{1 + \rho(\|\xi\|_X)} \right), \kappa \left( \max_{\tau \in [0, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\},$$

for all $t \geq 0$, all $\xi \in X$, and all $u \in M$.

Proof of Proposition 4.2, Statement 1. Suppose (19) holds for some $\beta \in \mathcal{KL}$, $\kappa, \gamma \in \mathcal{N}$ with $\kappa(s) < s$ for all $s > 0$. By Lemma 7.1 there is some $\tilde{\beta}_1 \in \mathcal{KL}$ such that

$$\|y_t\|_X \leq \max \left\{ \beta_1 \left( \tilde{\alpha}(\|\xi\|_X), t \right), \kappa \left( \max_{\tau \in [0, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\},$$

for all $t \geq 0$, all $\xi \in X$, and all $u \in M$, where $\tilde{\alpha}(r) = \max\{r, \pi(r)\}$, $\pi$ is as in [9], and $\beta_2(r, t) = \beta_1(\tilde{\alpha}(r), t)$. It then follows that

$$\|y_t\|_X \leq \max \left\{ \beta_2 \left( \|x_{t/2}\|, \frac{t}{2} \right), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\},$$

for all $t \geq 0$. Since system (2a) is assumed to satisfy the GS condition, one sees that for some $\sigma \in \mathcal{K}_\infty$ and $\mu \in \mathcal{N}$,

$$\|x_\tau\|_X \leq \max \left\{ \sigma(\|\xi\|_X), \mu(\|u\|) \right\}, \quad \forall \tau \geq 0.$$ 

It follows that

$$\|y_t\|_X \leq \max \left\{ \beta_2 \left( \sigma(\|\xi\|_X), \frac{t}{2} \right), \beta_2(\mu(\|u\|), 0), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\} \leq \max \left\{ \beta_3(\|\xi\|_X, t), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma_1(\|u\|) \right\}$$
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for all $t \geq 0$, where $\beta_3(r,t) = \beta_2(\sigma(r), t/2)$ and $\gamma_1(r) = \max\{\gamma(r), \mu(r)\}$.

Applying Lemma 5.4 in [36] (with $a = \|\xi\|_X$, $\mu = \frac{1}{2}$, and $b = \gamma_1(\|u\|)$), one sees that there exists some $\beta_4 \in KL$ which depends only on $\beta_3$ such that

$$\|y\|_X \leq \max\\{\beta_4(\|\xi\|_X, t), \gamma_1(\|u\|)\}, \quad \forall \ t \geq 0.$$  

This proves Statement 1 of Proposition 4.2.

**Proof of Proposition 4.2, Statement 2.** Assume (20) holds for some $\beta \in KL$, $\rho, \kappa, \gamma \in N$. By Lemma 7.1, there exists some $\beta_5 \in KL$ such that the following holds along all trajectories:

$$\|y_t\|_X \leq \max\\{\beta_5(H(\xi), 0), \kappa\left(\max_{\tau \in [t/2, t]} \|y_\tau\|_X\right), \gamma(\|u\|)\}, \quad (32)$$

for all $t \geq 0$.

Let $T > 0$ be given. Then

$$\|y_t\|_X \leq \max\\{\beta_5(H(\xi), 0), \kappa\left(\max_{\tau \in [t/2, t]} \|y_\tau\|_X\right), \gamma(\|u\|)\},$$

for all $t \in [0, T]$. Hence,

$$\max_{\tau \in [t/2, t]} \|y_\tau\|_X \leq \max\\{\beta_5(H(\xi), 0), \kappa\left(\max_{\tau \in [t/2, t]} \|y_\tau\|_X\right), \gamma(\|u\|)\}.$$  

Since $\kappa(s) < s$ for all $s > 0$, it follows that

$$\max_{\tau \in [0,T]} \|y_\tau\|_X \leq \max\{\beta_5(H(\xi), 0), \gamma(\|u\|)\},$$

and in particular,

$$\|y_T\|_X \leq \max\{\beta_5(H(\xi), 0), \gamma(\|u\|)\}. \quad (33)$$

Observing that (33) for all $T \geq 0$, one gets the following OL-gs property in the history norm:

$$\|H(x_t)\|_X \leq \max\{\sigma_1(H(\xi)), \gamma(\|u\|)\}, \quad \forall \ t \geq 0,$$  

where $\sigma_1(r) = \beta_5(r, 0)$.

Let $\xi \in X^n$ and $u \in M$. Applying again the semi-group property to (32), one sees that

$$\|y_t\|_X \leq \max\\{\beta_5(\|y_{t/2}\|_X, 0), \kappa\left(\max_{\tau \in [t/2, t]} \|y_\tau\|_X\right), \gamma(\|u\|)\}, \quad (34)$$

where $\sigma_1(r) = \beta_5(r, 0)$. 

Let $\xi \in X^n$ and $u \in M$. Applying again the semi-group property to (32), one sees that

$$\|y_t\|_X \leq \max\\{\beta_5(\|y_{t/2}\|_X, 0), \kappa\left(\max_{\tau \in [t/2, t]} \|y_\tau\|_X\right), \gamma(\|u\|)\}.$$
for all $t \geq 0$. By (34), it follows that

$$
\|y_t\|_\mathcal{X} \leq \max \left\{ \beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \rho(\|x_{t/2}\|_\mathcal{X})} \right), \kappa \left( \max_{\tau \in [t/2, t]} \|y_{\tau}\|_\mathcal{X}, \gamma_2(\|u\|) \right) \right\},
$$

(35)

for all $t \geq 0$, where $\gamma_2(r) = \max\{\gamma(r), \beta_5(\gamma(r), 0)\}$.

By the UHIBS condition imposed on system (2), one sees that for some $\sigma_2 \in \mathcal{K}_\infty$, some $\mu_2 \in \mathcal{N}$ and some $c \geq 0$, it holds that

$$
\|x_r\|_\mathcal{X} \leq \max\{\sigma_2(\|\xi\|_\mathcal{X}) + c, \mu_2(\|u\|)\}, \quad \forall r \geq 0.
$$

It follows from (35) that

$$
\|y_t\|_\mathcal{X} \leq \max \left\{ \beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \max\{\rho_3(\|\xi\|_\mathcal{X}), \mu_3(\|u\|)\}} \right), \kappa \left( \max_{\tau \in [t/2, t]} \|y_{\tau}\|_\mathcal{X}, \gamma_2(\|u\|) \right) \right\},
$$

(36)

$$
\leq \max \left\{ \beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \rho_3(\|\xi\|_\mathcal{X})} \right), \beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \mu_3(\|u\|)} \right), \kappa \left( \max_{\tau \in [t/2, t]} \|y_{\tau}\|_\mathcal{X}, \gamma_2(\|u\|) \right) \right\},
$$

where $\rho_3(r) = \rho(\sigma_2(r) + c)$, and $\mu_3(r) = \rho(\mu_2(r))$. For the first term in the above expression, it holds that

$$
\beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \rho_3(\|\xi\|_\mathcal{X})} \right) \leq \beta_5 \left( \sigma_1(\pi(\|\xi\|_\mathcal{X})), \frac{\beta}{1 + \rho_3(\|\xi\|_\mathcal{X})} \right)
$$

$$
= \hat{\beta}_5(\|\xi\|_\mathcal{X}, t),
$$

where $\hat{\beta}_5(r, t) = \beta_5(\sigma_1(\pi(r)), \frac{\beta}{1 + \rho_3(\|\xi\|_\mathcal{X})})$. Note that $\hat{\beta}_5 \in \mathcal{KL}$. For the second term in the above expression, by considering the two cases when $H(\xi) \geq \|u\|$ and when $H(\xi) \leq \|u\|$, one gets the following:

$$
\beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \mu_3(\|u\|)} \right)
$$

$$
\leq \max \left\{ \beta_5 \left( \sigma_1(H(\xi)), \frac{\beta}{1 + \mu_3(\|\xi\|_\mathcal{X})} \right), \beta_5(\sigma_1(\|u\|), 0) \right\},
$$

$$
\leq \max \left\{ \hat{\beta}_5(\|\xi\|_\mathcal{X}, t), \tilde{\mu}_3(\|u\|) \right\},
$$
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where \( \hat{\beta}_3(r, t) = \beta_3(\hat{\sigma}_1(\pi(r)), \frac{t/2}{1 + \mu_3(\pi(r))}) \), and \( \hat{\mu}_3(r) = \beta_3(\hat{\sigma}_1(r), 0) \). Thus, (36) leads to the following:

\[
\|y_t\|_X \leq \max \left\{ \beta_6(\|\xi\|_X, t), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma_3(\|u\|) \right\}, \tag{37}
\]

for all \( t \geq 0 \), where

\[
\beta_6(r, t) = \max \{ \hat{\beta}_5(r, t), \hat{\beta}_5(r, t) \}, \quad \gamma_3(r) = \max \{ \gamma_2(r), \hat{\mu}_3(r) \}.
\]

Again, by applying Lemma 5.4 in [36], one concludes that there exists some \( \beta_7 \in \mathcal{K}\mathcal{L} \) such that

\[
\|y_t\|_X \leq \max \{ \beta_7(\|\xi\|_X, t), \gamma_3(\|u\|) \}, \tag{38}
\]

for all \( t \geq 0 \). Since \( \xi \in \mathcal{X}^n \) and \( u \in \mathcal{M} \) were chosen arbitrarily, one concludes that the IOS property holds for the system. Combining this with the OL-GS property ([34], one sees that the system is OL-IOS in the history norm.

**Proof of Proposition 4.2 Statement 3.** The proof of Statement 3 follows the same steps as in the proof of Statement 1. Assume (21) holds for some \( \beta \in \mathcal{K}\mathcal{L}, \kappa, \gamma \in \mathcal{N} \) with \( \kappa(s) < s \) for all \( s > 0 \). Then there exists some \( \beta_1 \in \mathcal{K}\mathcal{L} \) such that the following holds along all trajectories:

\[
\|y_t\|_X \leq \max \left\{ \beta_1(\|y_0\|_X, t), \kappa \left( \max_{\tau \in [0, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\},
\]

for all \( t \geq 0 \). Let \( \xi \in \mathcal{X} \) and \( u \in \mathcal{M} \) be given. Then

\[
\|y_t\|_X \leq \max \left\{ \beta_1(\|y_{t/2}\|_X, t/2), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma(\|u\|) \right\}, \tag{39}
\]

for all \( t \geq 0 \). With \( \rho(r) = 0 \) for all \( r \geq 0 \), one still gets the OL-GS property ([34]) (whose proof does not use the UBIBS condition), and thus,

\[
\|y_t\|_X \leq \max \left\{ \beta_1(\sigma_1(\|y_0\|_X), t/2), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma_4(\|u\|) \right\}
\]

\[
\leq \max \left\{ \hat{\beta}_1(H(\xi), t), \kappa \left( \max_{\tau \in [t/2, t]} \|y_\tau\|_X \right), \gamma_4(\|u\|) \right\}, \quad \forall \ t \geq 0,
\]

where \( \gamma_4(r) = \max \{ \gamma(r), \beta_1(\gamma(r), 0) \} \), and \( \hat{\beta}_1(r, t) = \beta_1(\sigma_1(r), t/2) \). From this one concludes that for some \( \beta_8 \in \mathcal{K}\mathcal{L} \), the following st-IOS estimate holds along all trajectories:

\[
\|y_t\|_X \leq \max \{ \beta_8(H(\xi), t), \gamma_4(\|u\|) \}, \quad \forall \ t \geq 0.
\]

The proof is completed by noticing that \( \xi \in \mathcal{X}, u \in \mathcal{M} \) can be chosen arbitrarily.
7.2 Proof of Theorem 1

The implication (b) ⇒ (a) follows immediately from the condition \(|h(\xi)| \leq \varphi^{-1}(\|h_0(\xi)\|)|. This leaves the implication (a) ⇒ (b) as the main component of the proof, which we present below.

Suppose that system (2) is ios, and thus, there exist \( \beta \in K\mathcal{L} \) and \( \gamma \in K\infty \) such that

\[
|y(t, \xi, u)| \leq \max\{\beta(\|\xi\|_X, t), \gamma(\|u\|)\} \quad \forall \ t \geq 0 \tag{40}
\]
along all trajectories. Define \( \bar{h} : X^n \to \mathbb{R} \) by

\[
\bar{h}(\xi) := \sup_{t \geq 0, u \in \mathcal{M}} \{\max\{|y(t, \xi, u)| - \gamma(\|u\|), 0\}\}.
\]

Note that with \( u \equiv 0 \),

\[
|y(0, \xi, u)| - \gamma(\|u\|) = |h(\xi)| \geq 0 \quad \forall \xi. \tag{41}
\]

Hence, the map \( \bar{h} \) is equivalently defined by

\[
\bar{h}(\xi) := \sup_{t \geq 0, u \in \mathcal{M}} \{|y(t, \xi, u)| - \gamma(\|u\|)\}. \tag{42}
\]

It follows from (40) and (41) that

\[
|h(\xi)| \leq \bar{h}(\xi) \leq \beta_0(\|\xi\|_X), \tag{43}
\]

where \( \beta_0(s) = \beta(s, 0) \). If \( u_0 \in \mathcal{M} \) such that \( \beta_0(\|\xi\|_X) \leq \gamma(\|u_0\|) \), then

\[
|y(t, \xi, u_0)| - \gamma(\|u_0\|) \leq \max\{\beta(\|\xi\|_X, t), \gamma(\|u_0\|)\} - \gamma(\|u_0\|) = 0, \quad \forall t \geq 0.
\]

Therefore, the supremum in (42) is achieved when \( \|u\| \leq \gamma^{-1}(\beta_0(\|\xi\|)) \), that is,

\[
\bar{h}(\xi) = \sup_{\|u\| \leq \gamma^{-1}(\beta_0(\|\xi\|))} \{|y(t, \xi, u)| - \gamma(\|u\|)\}. \tag{44}
\]

Let \( \tau \geq 0 \) and \( u \in \mathcal{M} \) be given, and denote \( \eta = x^{\xi, u}_\tau \). Then

\[
\bar{h}(x^{\xi, u}_\tau) = \sup_{t \geq 0, v \in \mathcal{M}} \{|y(t, \eta, v)| - \gamma(\|v\|)\}
\]

\[
= \sup_{t \geq 0, v \in \mathcal{M}} \{|y(t + \tau, \xi, \tilde{u})| - \gamma(\|\tilde{u}\|_{[\tau, \infty)})\}
\]

\[
\leq \sup_{t \geq 0, v \in \mathcal{M}} \{\beta(\|\xi\|_X, t + \tau) + \gamma(\|\tilde{u}\|) - \gamma(\|\tilde{u}\|_{[\tau, \infty)})\}, \tag{45}
\]

where \( \tilde{u} := u^\#_\tau v \) is defined by

\[
u^\#_\tau v(t) = \begin{cases} u(t) & \text{if } t \in [0, \tau), \\ v(t - \tau) & \text{if } t \in [\tau, \infty). \end{cases}
\]
Since
\[
\gamma \left( \| \tilde{u} \|_{[0, \infty)} \right) \leq \gamma \left( \| \tilde{u} \|_{[0, \tau)} \right) + \gamma \left( \| \tilde{u} \|_{[\tau, \infty)} \right),
\]
(46)
it follows from (45) that
\[
\bar{h}(x_{\tau}^{\xi, u}) \leq \beta(\| \xi \|_{X}, \tau) + \gamma \left( \| \tilde{u} \|_{[0, \tau)} \right) \leq \beta(\| \xi \|_{X}, \tau) + \gamma(\| u \|_{[0, \tau)}).
\]
(47)
This shows that the system with the output map \( \bar{h} \) is i0s.

**Lemma 7.2** System (2) with the output map \( \bar{h} \) satisfies an output Lagrange property as in (7).

**Proof.** Similar to previous steps we consider \( \eta = x_{\tau}^{\xi, u} \) for \( \tau \geq 0 \) and \( u \in M \). Then
\[
\bar{h}(x_{\tau}^{\xi, u}) = \sup_{t \geq 0, v \in U} \{ |y(t, \eta, v) - \gamma(\| v \|) | \}
= \sup_{t \geq 0, v \in U} \{ |y(t + \tau, \xi, u \#_{+} v) - \gamma(\| u \#_{+} v \|_{[\tau, \infty)}) | \}
\leq \sup_{s \geq 0, v \in M} \{ |y(s, \xi, \tilde{u}) - \gamma(\| \tilde{u} \|_{[0, \infty)}) + \gamma(\| u \|_{[0, \tau)}) | \}
= \bar{h}(\xi) + \gamma(\| \tilde{u} \|) \leq \max\{2\bar{h}(\xi), 2\gamma(\| u \|)\},
\]
where \( \tilde{u} := u \#_{+} v \). This shows that an output Lagrange property (7) holds for the output map \( \bar{h} \).

**Lemma 7.3** The map \( \bar{h} \) is lower semi-continuous.

**Proof.** Let \( \xi_0 \in \mathcal{X}^{n} \) and \( \varepsilon > 0 \). Denote \( c = \bar{h}(\xi_0) \). Then there exist \( t_0 \) and \( u_0 \) such that
\[
|y(t_0, \xi_0, u_0)| - \gamma(\| u_0 \|) \geq c - \varepsilon/2.
\]
By the continuity of the map \( x_{\tau}^{\xi, u_0} \) in \( \xi \) and the continuity of \( \bar{h} \), there exists a neighborhood \( \mathcal{B}_0 \) of \( \xi_0 \) such that
\[
|y(t_0, \xi, u_0) - y(t_0, \xi_0, u_0)| \leq \frac{\varepsilon}{2} \quad \forall \xi \in \mathcal{B}_0.
\]
Consequently,
\[
\bar{h}(\xi) \geq |y(t_0, \xi, u_0)| - \gamma(\| u_0 \|) \geq c - \varepsilon
\]
for every \( \xi \in \mathcal{B}_0 \). Hence,
\[
\liminf_{\xi \to \xi_0} \bar{h}(\xi) \geq \bar{h}(\xi_0).
\]
This establishes the lower semi-continuity of \( \bar{h} \).

To show the continuity (and the Lipschitz condition of \( \bar{h} \) when \( h \) is locally Lipschitz), we need the following result given under Lemma A.1 of [31]:

\begin{align*}
\gamma \left( \| \tilde{u} \|_{[0, \infty)} \right) & \leq \gamma \left( \| \tilde{u} \|_{[0, \tau)} \right) + \gamma \left( \| \tilde{u} \|_{[\tau, \infty)} \right), \\
\bar{h}(x_{\tau}^{\xi, u}) & \leq \beta(\| \xi \|_{X}, \tau) + \gamma \left( \| \tilde{u} \|_{[0, \tau)} \right) \leq \beta(\| \xi \|_{X}, \tau) + \gamma(\| u \|_{[0, \tau)}).
\end{align*}
Lemma 7.4 Let $\beta \in KL$. Then there exists a family of mappings $\{T_r\}_{r \geq 0}$ satisfying the following:

- for each fixed $r > 0$, the map $T_r : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ is continuous, onto, strictly decreasing, and $T_0(s) \equiv 0$;
- for each fixed $s > 0$, $T_r(s)$ is strictly increasing as $r$ increases, and $\beta(r, t) < s$ for all $t \geq T_r(s)$.

Recall that $Z_h = \{\xi \in X^n : \bar{h}(\xi) = 0\}$. Pick $\xi \notin Z_h$. Let $T_r(s)$ be as in Lemma 7.4 associated with $\beta$ given in (40), and let $t_\xi = T_{\|\xi\|_X} \left( \frac{\bar{h}(\xi)}{2} \right)$. Then,

$$|y(t, \xi, u)| - \gamma(\|u\|) \leq \beta(\|\xi\|_X, t) \leq \frac{\bar{h}(\xi)}{2} \quad \forall t \geq t_\xi.$$  \hspace{1cm} (48)

It follows that

$$\bar{h}(\xi) = \sup_{\|u\| \leq b, t \in [0, T]} \left\{|y(t, \xi, u)| - \gamma(\|u\|)\right\} \quad \forall \xi \in S,$$  \hspace{1cm} (49)

where $T = T_{s_0} \left( \frac{c_0}{2} \right)$ and $b = \gamma^{-1} (\beta_0(s_0))$. Let

$$\mathcal{C}_S = \left\{x_t^{\xi, u} : t \in [0, T], \|u\| \leq b, \xi \in S \right\}.$$  

By Corollary 2.4, the map $\xi \mapsto x_t^{\xi, u}$ is continuous on $S$, uniformly for $0 \leq t \leq T$ and $u$ with $\|u\| \leq b$. Moreover, the set $\mathcal{C}_S$ is compact, and hence, $\bar{h}$ is uniformly continuous on the compact set $\mathcal{C}_S$. As a consequence, for each $\varepsilon > 0$, there exists $\delta > 0$ such that

$$\left|h(x_t^{\xi, u}) - h(x_t^{\eta, u})\right| < \varepsilon,$$  \hspace{1cm} (50)

for all $0 \leq t \leq T$, all $\|u\| \leq b$, and all $\xi, \eta \in S$ such that $\|\xi - \eta\|_X < \delta$. 

Lemma 7.5 The map $\bar{h}$ is continuous on $X^n \setminus Z_h$. 

Proof. We first show that $\bar{h}$ is continuous on all compact subsets of $X^n \setminus Z_h$.

Let $S \subseteq X^n \setminus Z_h$ be compact, and let $s_0 > 0$ such that $\|\xi\|_X \leq s_0$ on $S$. By the lower semi-continuity of $\bar{h}$ and the compactness of $S$, there exists some $c_0 > 0$ such that $\bar{h}(\xi) \geq c_0$ for all $\xi \in S$. Hence,

$$\bar{h}(\xi) = \sup_{\|u\| \leq b, t \in [0, T]} \left\{|y(t, \xi, u)| - \gamma(\|u\|)\right\} \quad \forall \xi \in S,$$  \hspace{1cm} (49)

where $T = T_{s_0} \left( \frac{c_0}{2} \right)$ and $b = \gamma^{-1} (\beta_0(s_0))$. Let

$$\mathcal{C}_S = \left\{x_t^{\xi, u} : t \in [0, T], \|u\| \leq b, \xi \in S \right\}.$$  

By Corollary 2.4, the map $\xi \mapsto x_t^{\xi, u}$ is continuous on $S$, uniformly for $0 \leq t \leq T$ and $u$ with $\|u\| \leq b$. Moreover, the set $\mathcal{C}_S$ is compact, and hence, $\bar{h}$ is uniformly continuous on the compact set $\mathcal{C}_S$. As a consequence, for each $\varepsilon > 0$, there exists $\delta > 0$ such that

$$\left|h(x_t^{\xi, u}) - h(x_t^{\eta, u})\right| < \varepsilon,$$  \hspace{1cm} (50)

for all $0 \leq t \leq T$, all $\|u\| \leq b$, and all $\xi, \eta \in S$ such that $\|\xi - \eta\|_X < \delta$. 
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Let \( \varepsilon > 0 \) be given. Let \( \delta > 0 \) be given as above. For each \( \xi \in S \), there exist \( t_{\xi,\varepsilon} \in [0, T] \) and some \( u_{\xi,\varepsilon} \) with \( \| u_{\xi,\varepsilon} \| \leq b \) such that
\[
\bar{h}(\xi) \leq |y(t_{\xi,\varepsilon}, \xi, u_{\xi,\varepsilon})| - \gamma(\| u_{\xi,\varepsilon} \|) + \varepsilon.
\]
Consequently,
\[
\bar{h}(\xi) - \bar{h}(\eta) \leq |y(t_{\xi,\varepsilon}, \xi, u_{\xi,\varepsilon})| - \gamma(\| u_{\xi,\varepsilon} \|) + \varepsilon - \left(|y(t_{\xi,\varepsilon}, \eta, u_{\xi,\varepsilon})| - \gamma(\| u_{\xi,\varepsilon} \|)\right)
\leq |h(x_{t_{\xi,\varepsilon}}^\xi, u_{\xi,\varepsilon}) - h(x_{t_{\xi,\varepsilon}}^\eta, u_{\xi,\varepsilon})| + \varepsilon \leq \varepsilon + \varepsilon = 2\varepsilon,
\]
for all \( \xi, \eta \in S \) with \( \| \xi - \eta \|_X < \delta \). By symmetry, it also holds that \( \bar{h}(\eta) - \bar{h}(\xi) < 2\varepsilon \) if \( \xi, \eta \in S \) and \( \| \xi - \eta \|_X < \delta \), and thus, \( |\bar{h}(\xi) - \bar{h}(\eta)| < 2\varepsilon \) for all \( \xi, \eta \in S \) with \( \| \xi - \eta \|_X < \delta \). This shows that \( \bar{h} \) is continuous on every compact subset of \( X^n \setminus \mathcal{Z}_{\bar{h}} \).

To show the continuity of \( \bar{h} \) on \( X^n \setminus \mathcal{Z}_{\bar{h}} \), it is enough to show the sequential continuity of \( \bar{h} \). Let \( \xi_0 \in X^n \setminus \mathcal{Z}_{\bar{h}} \), and \( \{ \xi_k \} \) be a sequence converging to \( \xi_0 \). Then the set \( \{ \xi_k : k \geq 1 \} \cup \{ \xi_0 \} \) is compact. It then follows that \( \bar{h}(\xi_k) \to \bar{h}(\xi_0) \). This proves the continuity of \( \bar{h} \) on \( X^n \setminus \mathcal{Z}_{\bar{h}} \).

**Lemma 7.6** Assume that \( h \) is locally Lipschitz, then the map \( \bar{h} \) is locally Lipschitz on \( X^n \setminus \mathcal{Z}_{\bar{h}} \).

**Proof.** We will show the local Lipschitz condition of \( \bar{h} \) by showing that \( \bar{h} \) is Lipschitz on compact subsets of \( X^n \setminus \mathcal{Z}_{\bar{h}} \) (see Lemma 1.1). The proof will be a continuation of the proof of Lemma 2.3. Still let \( S \subseteq X^n \setminus \mathcal{Z}_{\bar{h}} \) be compact, and let \( s_0 > 0, c_0 > 0, T > 0, b > 0 \), and the set \( \mathcal{G}_S \) be as in the proof of Lemma 2.3. By Lemma 2.3, the set \( \mathcal{G}_S \) is compact, and thus, \( h \) is Lipschitz on \( \mathcal{G}_S \). Furthermore, the map \( x_t^{\xi,u} \) is Lipschitz in \( \xi \in S \), uniformly for \( 0 \leq t \leq T \) and \( \| u \| \leq b \). It follows that
\[
|y(t, \xi, u) - y(t, \eta, u)| \leq L \left\| x_t^{\xi,u} - x_t^{\eta,u} \right\|_X \leq LM \| \xi - \eta \|_X,
\]
for all \( \xi, \eta \in \mathcal{G}_S \), all \( t \in [0, T] \), and all \( \| u \| \leq b \), where \( L \) is Lipschitz constant of \( h \) on \( \mathcal{G}_S \), and \( M \) is the Lipschitz constant of \( x_t^{\xi,u} \) in \( \xi \) for \( 0 \leq t \leq T \) and \( \| u \| \leq b \).

For \( \varepsilon > 0 \), still let \( t_{\xi,\varepsilon} \) and \( u_{\xi,\varepsilon} \) be as in the proof of Lemma 2.3. Then,
\[
\bar{h}(\xi) - \bar{h}(\eta) \leq |y(t_{\xi,\varepsilon}, \xi, u_{\xi,\varepsilon})| - \gamma(\| u_{\xi,\varepsilon} \|) + \varepsilon
- \left(|y(t_{\xi,\varepsilon}, \eta, u_{\xi,\varepsilon})| - \gamma(\| u_{\xi,\varepsilon} \|)\right)
\leq |y(t_{\xi,\varepsilon}, \xi, u_{\xi,\varepsilon}) - y(t_{\xi,\varepsilon}, \eta, u_{\xi,\varepsilon})| + \varepsilon
\leq \hat{L} \| \xi - \eta \|_X + \varepsilon,
\]
where \( \hat{L} = LM \). Note that the above is true for all \( \varepsilon > 0 \), it follows that
\[
\bar{h}(\xi) - \bar{h}(\eta) \leq \hat{L} \| \xi - \eta \|_X, \quad \forall \xi, \eta \in S.
\]
By symmetry of $\xi$ and $\eta$, one concludes that
\[ |\bar{h}(\xi) - \bar{h}(\eta)| \leq \hat{L} \|\xi - \eta\|_X, \forall \xi, \eta \in S. \]
This shows that $\bar{h}$ is Lipschitz on $S$.

**Lemma 7.7** The map $\bar{h}$ is continuous on $Z_{\bar{h}}$.

**Proof.** Let $\xi_0 \in Z_{\bar{h}}$. It is enough to show that for every sequence $\{\xi_k\} \to \xi_0$, it holds that $\{\bar{h}(\xi_k)\} \to 0$.

Suppose that this is not the case. Then there exist a sequence $\{\xi_k\} \to \xi_0$ and some $\varepsilon_0 > 0$ such that $\bar{h}(\xi_k) \geq \varepsilon_0$ for all $k \geq 1$. Without loss of generality, one may assume that $\|\xi_k\|_X \leq s_1$ for all $k$, where $s_1 > 0$. It then follows that
\[ \bar{h}(\xi_k) = \sup_{0 \leq t \leq t_2, \|u\| \leq b_2} \{|y(t, \xi_k, u)| - \gamma(\|u\|)\}, \]
where $t_2 = T_{s_1}(\varepsilon_0/2)$, and $b_2 = \gamma^{-1}(\beta_0(s_1))$. It then follows that for each $k$, there exist some $u_k$ with $\|u_k\| \leq b_2$ and some $\tau_k \leq t_2$ such that
\[ |y(\tau_k, \xi_k, u_k)| - \gamma(\|u_k\|) \geq \bar{h}(\xi_k) - \varepsilon_0/2 \geq \varepsilon_0/2. \]
Applying Corollary 2.4 to the compact set $S_1 := \{\xi_k : k \geq 1\} \cup \{\xi_0\}$, and by the continuity of $h$, one sees that
\[ y(t, \xi_k, u) \to y(t, \xi_0, u) \text{ as } k \to \infty, \]
uniformly in $t \in [0, t_2]$ and in $u$ with $\|u\| \leq b_2$. This implies that
\[ |y(\tau_k, \xi_0, u_k)| - \gamma(\|u_k\|) \geq |y(\tau_k, \xi_k, u_k)| - \varepsilon_0/4 - \gamma(\|u_k\|) \geq \varepsilon_0/4 \]
for $k$ large enough, which contradicts the fact that $\bar{h}(\xi_0) = 0$. This proves the continuity of $\bar{h}$ on $Z_{\bar{h}}$. Hence, one concludes the proof of Theorem 

### 7.3 Proof of Proposition 6.2

We will first prove Statement 2 followed by the proof of Statement 3, since the proof of Statement 1 depends on Statement 2 and Theorem 

#### 7.3.1 Proofs of Statements 2 and 3

As a preparation for a proof of Statement 1, we will prove the following version of Statement 2 of Proposition 6.2 where $h$ is only assumed to be locally Lipschitz on $X^n \setminus Z_h$:

**Lemma 7.8** Consider system (2) where $h : X^n \to \mathbb{R}^p$ is continuous everywhere and locally Lipschitz on $X^n \setminus Z_h$. Assume that the system is RFC and is OL-IOS. Then there exists a smooth $\lambda \in K_{\infty}$ such that the corresponding system (29) is RFC and OL-RGAOS. 

\[ \square \]
Suppose system (2) is RFC and OL-IOS, and thus estimates (3), (14) and (7) hold for some $\chi_1, \chi_2, \chi_3 \in \mathcal{K}$, $c \geq 0$, $\beta \in \mathcal{KL}$, $\gamma \in \mathcal{N}$, and $\sigma \in \mathcal{K}$. A function $d \in \mathcal{M}_\Omega$ will be referred as a disturbance for (29). Without loss of generality, we assume that $\sigma(s) \geq s$, and thus, $\sigma \in \mathcal{K}_\infty$. Furthermore, we assume that $\sigma(r) \geq \gamma(r)$ (if not, replace $\sigma(r)$ by $\max\{\sigma(r), \gamma(r)\}$.)

Let $\lambda \in \mathcal{K}_\infty$ be smooth such that

$$
\sigma(\lambda(\sigma(s))) < \frac{s}{4}, \quad \forall s > 0
$$

(which is equivalent to $\lambda(s) < \sigma^{-1}(\frac{1}{4} \sigma^{-1}(s))$.) Since $\sigma(s) \geq s$, $\sigma(\lambda(s)) \leq s/4$. To prove Proposition 7.8 we will establish several lemmas for system (29) with the smooth map $\lambda \in \mathcal{K}_\infty$ chosen as in (51).

First note that for the corresponding system (29), the map $g$ is locally Lipschitz on $\mathcal{X}^n \setminus D$, where $D = Z_h$. Hence, the uniqueness of trajectories cannot be assumed on $D$ in prior.

**Lemma 7.9** For any $\xi \notin D$ and $d \in \mathcal{M}_\Omega$, if $x_d(t, \xi, t)$ is defined on $[0, T)$ and $(x_d)_{t \in [0, T)} \notin D$ for all $t \in [0, T)$, then the following holds for all $t \in [0, T)$:

$$
\sigma(\lambda(|y_{\lambda}(t, \xi, d)|)) \leq \frac{1}{2} |h(\xi)|.
$$

**Proof.** Let $\xi \in \mathcal{X}^n$, $d \in \mathcal{M}_\Omega$, and $T > 0$ be as given in the statement of the Lemma. Then there is a unique solution of (29) starting from $\xi$ with the disturbance $d$ such that $x^t_{\xi, d} \notin D$ on $[0, T)$. Since

$$
\sigma(\lambda(|h_\lambda(0, \xi, d)|)) = \sigma(\lambda(|h(\xi)|)) \leq \frac{|h(\xi)|}{4},
$$

and since $h(\xi) \neq 0$, it follows by continuity that

$$
\sigma(\lambda(|h_\lambda(t, \xi, d)|)) \leq \frac{1}{2} |h(\xi)|
$$

for $t$ small enough. Let

$$
t_1 = \inf\{t < T : \sigma_g(\lambda(|y_\lambda(t)|)) > \frac{1}{2} |h(\xi)|\},
$$

(and $t_1 = T$ if the set is empty.) By continuity,

$$
\sigma_g(\lambda(|y_\lambda(t_1, \xi, d)|)) = \frac{1}{2} |h(\xi)|.
$$

Suppose $t_1 < T$. Then (52) holds on $[0, t_1)$. Consequently,

$$
\sigma (|d(t)| \lambda(y_\lambda(t, \xi, d))) \leq \frac{1}{2} |h(\xi)|
$$
This shows that the set $D$ and the disturbance $d$ on its maximum interval.

Lemma 7.10 The set $D$ is forward invariant for system (20), that is, for any $\xi \in D$ and any $d \in M_{\Omega}$, the trajectory with the initial state $\xi$ and $d$ stays in $D$ on its maximum interval.

Proof. Let $\xi \in D$ so that $h(\xi) = 0$, and let $d \in M_{\Omega}$. Let $x_\lambda(t)$ be a trajectory with the initial state $\xi$ and the input $d$ defined on its maximum interval $[-\theta, t_{\max})$. For this case, we need to show that $y_\lambda(t) = 0$ for all $t \in [0, t_{\max})$. Suppose this is not the case. Then there exists some $0 < t_1 < t_{\max}$ and some $\varepsilon > 0$ such that

$$ |y_\lambda(t_1)| \geq \varepsilon. $$

Let $\varepsilon_0 > 0$ be such that $\varepsilon_0 < \sigma(\lambda(\varepsilon))$. Then $\varepsilon_0 \leq \varepsilon/4$ (see (51)). Hence, there exists some $t_0 \in (0, t_1)$ such that $|y_\lambda(t_0)| = \varepsilon_0$, and furthermore, one may assume that

$$ |y_\lambda(t)| \geq \varepsilon_0, \quad \forall t \in [t_0, t_1], $$

(e.g., one may choose $t_0$ by $t_0 := \sup\{0 \leq t \leq t_1 : |y_\lambda(t)| \leq \varepsilon_0\}$.) Thus, on $[t_0, t_1]$, $(x_\lambda)_t \notin D$. Applying Lemma 7.9 to the new initial state $\xi_1 = (x_\lambda)_{t_0}$, one sees that

$$ |y_\lambda(t)| \leq \lambda^{-1}(\sigma^{-1}(|h(y_\lambda(t_0)|)/2)) \leq \varepsilon/2 $$

for all $t \in [t_0, t_1]$. In particular, $|y_\lambda(t_1)| \leq \varepsilon/2$, which contradicts the assumption that $|y_\lambda(t_1)| \geq \varepsilon$. It follows that $y_\lambda(t) = 0$ for all $t \in [0, t_{\max})$. This shows that the set $D$ is forward invariant.

Corollary 7.11 (Uniqueness of Trajectories.) For each $\xi \in \mathcal{X}$ and each $d \in M_{\Omega}$, there is a unique trajectory of system (20) corresponding to the initial state $\xi$ and the disturbance $d$ defined on its maximum interval.

Proof. Let $\xi \in \mathcal{X}$ and $d \in M_{\Omega}$. If $\xi \in D$, then $(x_\lambda)_t \in D$ on its maximum interval, and thus, $d(t)\lambda(|h((x_\lambda)_t)|) \equiv 0$. Consequently, $x_\lambda(t)$ is a trajectory of the system

$$ \dot{x}(t) = f_0(\xi) := f(x_t, 0). \quad (55) $$

Since $f_0$ is locally Lipschitz, there is a unique trajectory corresponding to the initial state $\xi$ and input $d$. 
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holds almost everywhere on $[0, t_1)$. On $[0, t_1)$, $y_\lambda(t)$ is an output function for (2) with the input $u$ given by $u(t) = d(t)\lambda(|h(x_\lambda)|)$. By (7),

$$ |y_\lambda(t)| \leq \max\{\sigma(|h(\xi)|), \sigma(|d(t)|\lambda(|h((x_\lambda)_t)|)) \leq \sigma(|h(\xi)|) $$

on $[0, t_1)$, and thus,

$$ \sigma(\lambda(|y_\lambda(t)|)) \leq \sigma(\lambda(\sigma(|h(\xi)|))) \leq \frac{1}{4}|h(\xi)|, $$

which contradicts (52). This shows that (52) holds on $[0, T)$. \[\blacksquare\]
Assume that $\xi \notin D$. Let $\varphi(t)$ and $\psi(t)$ be two trajectories of system \(29\) corresponding to $d$, both satisfy the initial condition $\varphi_0 = \xi$ and $\psi_0 = \xi$, defined on their maximum intervals $[-\theta, t_\varphi)$ and $[-\theta, t_\psi)$ respectively. Since $g$ in \(29\) is locally Lipschitz on $\mathcal{X}^n \setminus D$, the uniqueness property holds on $\mathcal{X}^n \setminus D$.

Suppose $\varphi_\ell \in D$ for some $\ell \in [0, t_\varphi)$. Let

$$\hat{t} = \inf \{ t \leq \ell : \varphi_t \in D \}. $$

Then $\varphi_\ell \in D$ and $\varphi_\ell \notin D$ for all $0 \leq t < \hat{t}$. By the uniqueness property on $\mathcal{X}^n \setminus D$, it holds that $\psi(t) = \varphi(t)$ for all $t \in [0, \hat{t})$. By continuity, $h(\varphi_\ell) = h(\varphi_t) = 0$. By the uniqueness property on $D$, $\psi(t) = \varphi(t)$ for all $t \geq \hat{t}$. It then follows that $t_\varphi = t_\psi$ and $\psi(t) = \varphi(t)$ for all $t \in [-\theta, t_\varphi)$. Thus, for any $\xi \in \mathcal{X}^n$ and any $d \in \mathcal{M}_\Omega$, there is a unique solution of \(29\) corresponding to the initial state $\xi$ and the disturbance $d \in \mathcal{M}_\Omega$.

**Lemma 7.12** System \(29\) is RFC.

**Proof.** Let $\xi \in \mathcal{X}^n$ and $d \in \mathcal{M}_\Omega$. By Lemmas 7.9 and 7.10

$$\sigma(\lambda(|y(t, \xi, d)|)) \leq \frac{1}{2} |h(\xi)| \tag{56}$$

on the maximum interval $[-\theta, t_{\text{max}})$ of the trajectory $x_\lambda(t, \xi, d)$.

By the uniqueness property of trajectories for \(2\) and \(29\),

$$x_\lambda(t, \xi, d) = x(t, \xi, u) \text{ with } u(t) = d(t)\lambda(|h(x_\lambda^{e, u})|). \tag{57}$$

Consequently,

$$\sigma(|u(t)|) \leq \sigma(\lambda(|h(x_\lambda^{e, d})|)) \leq \frac{1}{2} |h(\xi)|, \quad \text{a.e. } t \in [0, t_{\text{max}}).$$

Applying the RFC property \(5\) for system \(2\) with \(57\), one sees that

$$|x_\lambda(t, \xi, d)| \leq \chi_1(t) + \chi_2(|\xi|, \chi_3(|u|)) + c \leq \chi_1(t) + \chi_2(|\xi|, \chi_3(|h(\xi)|/2) + c \leq \chi_1(t) + \chi_4(|\xi|, \chi_3(|h(\xi)|/2) + c, \tag{58}$$

for all $t \in [0, t_{\text{max}})$, where $\chi_3(r) = \chi_3(\sigma^{-1}(r))$, and $\chi_4(r) = \chi_2(r) + \chi_3(\pi(r)/2)$ (and where $\pi$ is as in \(3\)). It follows that $t_{\text{max}} = \infty$, and \(58\) holds on $[0, \infty)$. This establishes the RFC property for system \(29\).

A quick consequence of the RFC property for \(29\) is that \(56\) holds along all trajectories for all $t \geq 0$. To complete the proof of Lemma 7.8, it remains to show that \(29\) is OL-RGAOS.

Recall that the following IOS estimate holds for system \(2\) along all trajectories of \(2\):

$$|y(t, \xi, u)| \leq \max \{ \beta(\|\xi\|, t), \sigma(|u|) \}, \quad \forall t \geq 0. \tag{59}$$
Consequently, the following holds along all trajectories of (29):
\[ |y_\lambda(t, \xi, d)| \leq \max\{\beta(||\xi||_X, t), \sigma(\lambda(|y_\lambda(t, \xi, d)|))\} \leq \max\left\{\beta(||\xi||_X, t), \frac{|h(\xi)|}{2}\right\}, \tag{60} \]
for all \( t \geq 0. \)

Claim. For each \( r > 0 \) and \( s > 0, \) there exists some \( T_{r,s} > 0 \) such that
\[ |y_\lambda(t, \xi, d)| \leq s/2, \quad \forall t \geq T_{r,s}, \forall \|\xi\|_X \leq r, \forall |h(\xi)| \leq s. \tag{61} \]

To prove the claim, we start with the IOS estimate (58):
\[ |y_\lambda(t, \xi, d)| \leq \max\left\{\beta(||\xi||_X, t), \frac{|h(\xi)|}{2}\right\} \leq \max\left\{\beta(r, t), \frac{s}{2}\right\}. \]
Since \( \beta \in KL, \) there is some \( T_{r,s} > 0 \) such that \( \beta(r, t) < s/2 \) for all \( t \geq T_{r,s}. \)
It follows that
\[ |y_\lambda(t, \xi, d)| \leq \frac{s}{2}, \quad \forall t \geq T_{r,s}. \]
The claim is thus proved.

Let \( \varepsilon > 0 \) be given. Pick any \( \xi \neq 0 \) and \( d. \) Let \( r_1 = \|\xi\|_X, \) and \( s_1 = \pi(r_1), \) where \( \pi \in K_\infty \) is as in [3]. Note then that \( |h(\xi)| \leq s_1. \) Let \( s_{k+1} = \frac{s_k}{2} \) for \( k \geq 1. \) Pick \( L > 0 \) such that \( 2^{-L}s_1 < \varepsilon. \)
First of all, there is some \( T_{r_1,s_1} > 0 \) such that
\[ |y_\lambda(t, \xi, d)| \leq s_1/2, \quad \forall t \geq T_{r_1,s_1}. \]
Let \( T_1 = T_{r_1,s_1}. \) By the RFC property (58) (and assume that \( \chi_1(r) \geq r, \)) one has
\[ \left\| (x_\lambda)^{\xi,d}_{T_1} \right\|_X \leq \chi_1(T_1) + \chi_4(r_1) + c. \]
Let \( r_2 = \chi_1(T_1) + \chi_4(r_1) + c. \) Applying (51) to \( \left\| (x_\lambda)^{\xi,d}_{T_1} \right\|_X \leq r_2 \) with \( |y_\lambda(T_1, \xi, d)| \leq s_1/2 = s_2, \) one sees that there is some \( T_{r_2,s_2} \) such that
\[ |y_\lambda(t + T_{r_1,s_1}, \xi, d)| = |y_\lambda(t, \xi_1, d_1)| \leq \frac{s_2}{2} = \frac{s_1}{2^2}, \]
for all \( t \geq T_{r_2,s_2}, \) where \( \xi_1 = (x_\lambda)^{\xi,d}_{T_1}, \) and \( d_1(t) = d(t + T_1). \) Hence,
\[ |y_\lambda(t, \xi, d)| \leq \frac{s_2}{2}, \quad \forall t \geq T_2, \]
where \( T_2 = T_{r_1,s_1} + T_{r_2,s_2}. \)
Inductively, assume that with \( T_k = \sum_{i=1}^{k} T_{r_i,s_i}, \) it holds that
\[ |y_\lambda(T_k, \xi, d)| \leq s_{k+1}. \]
Applying (61) to \( y_\lambda(T_k, \xi, d) \) with \( r_{k+1} = \chi_1(T_k) + \chi_4(r_1) + c, \)
one sees that there exists some $T_{r_{k+1}, s_{k+1}}$ so that
\[ |y_{\lambda}(t + T_k, \xi, d)| \leq \frac{s_{k+1}}{2} = \frac{s_1}{2^{k+1}}, \]
for all $t \geq T_{r_{k+1}, s_{k+1}}$. Let
\[ T = T_{r_1, s_1} + T_{r_2, s_2} + \cdots + T_{r_L, s_L}. \]
Then, for all $t \geq T$,
\[ |y_{\lambda}(t, \xi, d)| \leq \frac{s_1}{2^L} < \varepsilon. \]
Note that $T$ depends only on $r_1$ and $\varepsilon$. Hence, it is shown that for any $\varepsilon > 0$ and $r > 0$, there exists some $T_r(\varepsilon)$ such that
\[ |y_{\lambda}(t, \xi, d)| < \varepsilon, \quad \forall \parallel \xi \parallel_X \leq r. \] (62)
Combining (62) with the output Lagrange property (56), and noting that $|h(\xi)| \leq \pi(\parallel \xi \parallel_X)$, one concludes, by Lemma 7.5 in [36] (applied with $a = \parallel \xi \parallel_X$), that there exists $\beta_1 \in KL$ such that the following holds along all trajectories of system (29):
\[ |y_{\lambda}(t, \xi, d)| \leq \beta_1(\parallel \xi \parallel_X, t), \quad \forall t \geq 0. \] (63)
The proof of Lemma 7.8 is completed, so Statement 2 of Proposition 6.2 follows.

Below we continue to prove Statement 3, so we assume that (4) and (8) hold for some $\chi_1, \chi_2, \chi_3 \in K$, $c \geq 0$, $\beta \in K$ and $\gamma \in N$. Without loss of generality, we rewrite (8) as
\[ |y(t, \xi, u)| \leq \max\{\beta(|h(\xi)|), \gamma(\parallel u \parallel)\}, \quad \forall t \geq 0, \] (63)
(by replacing $\beta$ and $\gamma$ with $2\beta$ and $2\gamma$ respectively.) The idea of the proof will be the same as in the case of OL-IOS. Note that the SI-IOS property [8] implies the OL property:
\[ |y(t, \xi, u)| \leq \max\{\sigma(|h(\xi)|), \sigma(\parallel u \parallel)\}, \] where $\sigma(r) = \max\{\beta(r, 0), \gamma(r)\}$. Still define a smooth function $\lambda \in K_\infty$ as in (61). Then Lemmas 7.9, 7.10, and 7.12 all still hold (and the uniqueness on $D$ is not an issue any more.) It remains to show that the corresponding system (29) is SI-RGAOS. We follow the same steps as in the case of OL-IOS, except now that property (60) is strengthened to the following:
\[ |y_{\lambda}(t, \xi, d)| \leq \max\left\{\beta(|h(\xi)|, t), \frac{|h(\xi)|}{2}\right\}, \quad \forall t \geq 0. \] (64)
For each $r > 0$, let $\Gamma_r > 0$ be such that $\beta(r, t) \leq \frac{r}{2}$ for all $t \geq \Gamma_r$. It then holds that if $|h(\xi)| \leq s$, then
\[ |y_{\lambda}(t, \xi, d)| \leq \frac{s}{2}, \quad \forall t \geq \Gamma_r. \] (65)
Let $\varepsilon > 0$ be given. Pick any $\xi$ with $|h(\xi)| \neq 0$ and any $d \in M_\Omega$, and let $r = |h(\xi)|$. Pick $L > 0$ such that $2^{-L}r < \varepsilon$. Let

$$\tilde{\Gamma}_r = \Gamma_r + \Gamma_{r/2} + \cdots + \Gamma_{r/(2^L)}.$$  

Repeatedly applying (65), one sees that for all $t \geq \tilde{\Gamma}_r$

$$|y_\lambda(t, \xi, d)| \leq \frac{r}{2^L} < \varepsilon.$$  

Observe that $\tilde{\Gamma}_r$ depends only on $r$ and $\varepsilon$. It follows that for any $\varepsilon > 0$, and any $r > 0$, there exists some $T_r(\varepsilon)$ such that as long as $|h(\xi)| \leq r$, then

$$|y_\lambda(t, \xi, d)| < \varepsilon, \quad \forall t \geq T_r(\varepsilon).$$  

Again, by Applying Lemma 7.5 in [36] (this time with $a = |h(\xi)|$), one concludes that there exists some $\beta \in KL$, such that

$$|y_\lambda(t, \xi, d)| \leq \beta(|h(\xi)|, t), \quad \forall t \geq 0,$$

along all trajectories of (66). Statement 3 is thus proved.

### 7.3.2 Proof of Statement 1

The proof is based on Theorem 1 and Lemma 7.8.

By Theorem 1 there is an output-redefinition $\tilde{h}$, locally Lipschitz on $\mathcal{X}^n \setminus Z_{\tilde{h}}$, of $h$ such that the system (2) with $\tilde{h}$ is ol-los. By Lemma 7.8 there exists some smooth $\lambda_0 \in K_\infty$ such that the system

$$\dot{z}(t) = f(z_t, d\lambda_0(|\tilde{h}(z_t)|)), \quad \tilde{y}(t) = \tilde{h}(z_t),$$

is RFC and ol-rgaos, so for some $\beta_0 \in KL$, the following holds along all trajectories of (66):

$$|\tilde{y}(t, \xi, d)| \leq \beta_0(\|\xi\|_{\mathcal{X}}, t), \quad \forall t \geq 0.$$  

Recall that for some $\alpha \in K_\infty$, it holds that $\alpha(|h(\xi)|) \leq \tilde{h}(\xi)$. In fact, from (65) one sees that $\alpha(r) = \tilde{h}(\xi)$ (so that one can always chooses $\alpha(\cdot)$ to be smooth.) With $\lambda = \lambda_0 \circ \alpha$, it holds that

$$\lambda(|h(\xi)|) \leq \lambda_0(|\tilde{h}(\xi)|), \quad \forall \xi \in \mathcal{X}^n.$$  

Below we show that the system

$$\dot{x}(t) = f(x_t, d\lambda(|h(x_t)|)), \quad y(t) = h(x_t),$$

where $d \in M_\Omega$, is RFC and satisfies the output convergence property [26] for some $\beta \in KL$. 

Pick any $\xi$ and $d$. Let $\psi(\cdot)$ denote the corresponding trajectory of \eqref{system}. Suppose that $\psi(\cdot)$ is only defined on a maximum interval $[0, T)$ for some $T < \infty$. For $t \in [0, T)$, let

$$d_0(t) = \frac{\lambda(|h(\psi_t)|)}{\lambda_0(|h(\psi_t)|)} d(t) \quad \text{if} \quad \bar{h}(|\psi_t|) \neq 0,$$

and $d_0(t) = 0$ otherwise. Extend $d_0$ to $[0, \infty)$ by letting $d_0(t) = 0$ for $t \geq T$.

Then $d_0 \in M_\Omega$, and

$$\dot{\psi}(t) = f(\psi_t, d(t)\lambda(|h(\psi_t)|)) = f(\psi_t, d_0(t)\lambda_0(|\bar{h}(\psi_t)|))$$

on $[0, T)$. Hence, $\psi(t)$ is a solution of the system \eqref{system} on $[0, T)$ with the disturbance function $d_0$. By the RFC property of \eqref{system},

$$|\psi(t)| \leq \chi_1(t) + \chi_2(\|\xi\|_X) + c_1$$

on $[0, T)$ for some $\chi_1, \chi_2 \in K$ and $c_1 \geq 0$. This contradicts to the maximality of $T$. Thus, $T = \infty$. In turn, this implies that \eqref{system} holds for all $t \geq 0$, and the RFC estimate \eqref{ RFC estimate} holds on $[0, \infty)$ for \eqref{system}. Furthermore,

$$|h(\psi_t)| \leq \alpha^{-1}\left(|\bar{h}(\psi_t)|\right) \leq \beta(\|\xi\|_X, t),$$

where $\beta(s, t) = \alpha^{-1}(\beta_0(s, t))$. We have completed the proof that system \eqref{system} is RFC and IOS.

8 Conclusion

We extend the work in \cite{31} on notions of input-to-output stability to delay systems by investigating relations on several notions of output stability. For each of the IOS, OL-IOS, and SI-IOS properties, we provide trajectory-based Razumikhin criterion. The Lyapunov-based Razumikhin criteria for those properties will be developed in the forthcoming work. One of the main results, Theorem 1 states that if a system is IOS, then the system is OL-IOS under an output redefinition $\bar{h}$; and if the system map $f$ is locally Lipschitz, then $\bar{h}$ can be chosen to be locally Lipschitz on $X^n \setminus Z_\bar{h}$. It still remains open if the local Lipschitz property of $\bar{h}$ can be extended to the whole space $X^n$.

Another question that remains open is that if the system map $f$ is further assumed to be Lipschitz on bounded subsets of $X^n$, then the output redefinition $\bar{h}$ in Theorem 1 can be chosen to be Lipschitz on bounded subsets of $X^n \setminus Z_\bar{h}$ or even on $X^n$. This question is directly related to the question about the existence of Lyapunov-Krasovskii functional for the IOS property: if a system is IOS and if $f$ is assumed to be Lipschitz on bounded subsets of $X^n$, is there an associated Lyapunov-Krasovskii functional $V$ that is Lipschitz on bounded subsets of $X^n$? For delay-free systems, the state space is a finite dimensional Euclidean space, where the local Lipschitz condition and
the condition of being Lipschitz on bounded sets are equivalent. However, this equivalence fails on $\mathcal{X}^n$. It is thus a natural question to understand if $\bar{h}$ can be chosen to be Lipschitz on bounded sets either on $\mathcal{X}^n \setminus \mathcal{Z}_{\bar{h}}$ or even on the whole space $\mathcal{X}^n$ when the assumption on $f$ is strengthened to being Lipschitz on bounded sets.

A Appendix

A.1 Proofs of Lemma 2.2, Lemma 2.3, and Corollary 2.4

Proof of Lemma 2.2. The “if” implication trivially holds. The proof of the “only if” implication is almost the same as the proof of $(i) \Rightarrow (ii)$ in Lemma 2.12 in [24]. To be more complete, we provide the proof to include the consideration of $u \in \mathcal{M}$.

Suppose that system (2) satisfies the $rfc$ property (4). For each $r \geq 0$, let

$$\rho(r) = \sup\{ |x(t, \xi, u)| : 0 \leq t \leq r, \|\xi\|_X \leq r, \|u\| \leq r \}.$$ 

By the $rfc$ property, $\rho(r) < \infty$ for each $r \geq 0$. Note that $\rho(r)$ is nondecreasing. Let

$$\rho_1(r) = \int_r^{r+1} \rho(s) \, ds.$$ 

Then $\rho_1$ is continuous, nondecreasing, and $\rho_1(r) \geq \rho(r)$ for all $r \geq 0$. Let $c = \rho(0)$, and $\chi(r) = \rho_1(r) - \rho(0)$. Then $\chi(0) = 0$, and $\chi(\cdot)$ is continuous and $\rho(r) \leq c + \chi(r)$.

Let $r_1, r_2, r_3 \geq 0$ be given. By considering the three cases that $r_i = \max\{r_1, r_2, r_3\}$ for each $i \in \{1, 2, 3\}$, one sees

$$\sup\{ |x(t, \xi, u)| : 0 \leq t \leq r_1, \|\xi\|_X \leq r_2, \|u\| \leq r_3 \} \leq \max\{ \rho(r_1), \rho(r_2), \rho(r_3) \}.$$ 

From this it follows that

$$|x(t, \xi, u)| \leq \chi(t) + \chi(\|\xi\|_X) + \chi(\|u\|) + c,$$

for all $t \geq 0$, $\xi \in \mathcal{X}^n$, $u \in \mathcal{M}$.

Proof of Lemma 2.3. Suppose system (2a) is RFC. Let $S \subseteq \mathcal{X}^n$ be compact, $\mathcal{U} \subseteq \mathbb{R}^m$ be bounded, and $T > 0$. It can be seen that the RFC condition implies that $\mathcal{R}^T_{\mathcal{U}}(S)$ is bounded. Let

$$M = \max\{ |f(\xi, u)| : \xi \in \mathcal{R}^T_{\mathcal{U}}(S), u \in \mathcal{U} \}.$$ 

By the complete continuity of $f$, $M$ is well defined. It then follows that

$$|x(t_1, \xi, u) - x(t_2, \xi, u)| \leq M|t_1 - t_2|.$$
for all $t_1, t_2 \in [0, T], \xi \in S$ and $u \in M_\mathcal{U}$.

Since the set $S$ is compact, $S$ is equicontinuous. This means that for every $\varepsilon > 0$, there is $\delta_0 > 0$ such that for all $\xi \in S$

$$|\xi(s_1) - \xi(s_2)| < \frac{\varepsilon}{2} \quad \forall s_1, s_2 \in [-\theta, 0] \text{ and } |s_1 - s_2| < \delta_0.$$ 

It can then be shown that for all $\xi \in S$, all $u \in M_\mathcal{U}$,

$$|x(t_1, \xi, u) - x(t_2, \xi, u)| < \varepsilon, \quad \forall t_1, t_2 \in [-\theta, T] \text{ with } |t_1 - t_2| < \delta,$$

where $\delta = \min\{\delta_0, \frac{\varepsilon}{2M_\mathcal{U}}\}$. It then follows that the following holds for all $\xi \in S$, all $u \in M_\mathcal{U}$, and all $t \in [0, T]$:

$$\left\|x_1^{\xi, u}(s_1) - x_1^{\xi, u}(s_2)\right\|_{\mathcal{X}} < \varepsilon \quad \forall s_1, s_2 \in [-\theta, 0] \text{ with } |s_1 - s_2| < \delta.$$

Hence, the set $\mathcal{R}_\mathcal{U}^T(S)$ is equicontinuous, and consequently, $\mathcal{R}_\mathcal{U}^T(S)$ is bounded and equicontinuous. By Arzelà-Ascoli Theorem, the set $\mathcal{R}_\mathcal{U}^T(S)$ is compact.

**Proof of Corollary** To prove Part (a), let $L$ be a Lipschitz constant of $f$ on the compact set $\mathcal{R}_\mathcal{U}^T(S)$. Then, for all $\xi, \eta \in S$, $u \in M_\mathcal{U}$, and $0 \leq t \leq T$:

$$|x(t, \xi, u) - x(t, \eta, u)| \leq |\xi(0) - \eta(0)| + \int_0^t |f(x_\tau^{\xi, u}, u(\tau)) - f(x_\tau^{\eta, u}, u(\tau))| d\tau$$

$$\leq |\xi(0) - \eta(0)| + L \int_0^t \left\|x_\tau^{\xi, u} - x_\tau^{\eta, u}\right\|_{\mathcal{X}} d\tau. \quad (71)$$

For $t \in [-\theta, 0]$,

$$|x(t, \xi, u) - x(t, \eta, u)| \leq \|\xi - \eta\|_{\mathcal{X}}.$$

Thus, the following holds for all $t \in [-\theta, T]$, for all $\xi, \eta \in S$, and all $u \in M_\mathcal{U}$:

$$|x(t, \xi, u) - x(t, \eta, u)| \leq \|\xi - \eta\|_{\mathcal{X}} + L \int_0^t \left\|x_\tau^{\xi, u} - x_\tau^{\eta, u}\right\|_{\mathcal{X}} d\tau. \quad (72)$$

This implies that for all $\xi, \eta \in S$, all $u \in M_\mathcal{U}$, and $s \in [-\theta, 0]$,

$$|x(t + s, \xi, u) - x(t + s, \eta, u)| \leq \|\xi - \eta\|_{\mathcal{X}} + L \int_0^t \left\|x_\tau^{\xi, u} - x_\tau^{\eta, u}\right\|_{\mathcal{X}} d\tau,$$

for all $t \in [0, T]$. Taking the supremum for $s \in [-\theta, 0]$, one gets

$$\left\|x_1^{\xi, u} - x_1^{\eta, u}\right\|_{\mathcal{X}} \leq \|\xi - \eta\|_{\mathcal{X}} + L \int_0^t \left\|x_\tau^{\xi, u} - x_\tau^{\eta, u}\right\|_{\mathcal{X}} d\tau,$$

for all $t \geq 0$. By Grönwall’s inequality,

$$\left\|x_1^{\xi, u} - x_1^{\eta, u}\right\|_{\mathcal{X}} \leq \|\xi - \eta\|_{\mathcal{X}} e^{LT},$$
for all \( \xi, \eta \in S \), all \( u \in M_U \), and all \( 0 \leq t \leq T \).

The above proof for Part (a) can easily be adapted to prove Part (b). Let \( S \) and \( U \) be bounded, and \( T > 0 \). By the RFC property, \( R^T_U(S) \) is bounded. Suppose \( f \) is Lipschitz on bounded sets, then \( f \) is Lipschitz on \( R^T_U(S) \). Hence one can still get (71) and (72), and continue to follow the same steps of Part (a) to complete the proof of Part (b).

### A.2 Proof of Proposition 3.2

In this section we include a proof for the Proposition 3.2 which provides a compact representation of OL-IOS that combines properties (6) and (7) in a single estimate. This result was presented in [31] and [32] but a detailed proof was skipped there. Though the complete proof can be found in [6], to make the work more self-contained, we include the proof in this appendix.

The implication that an estimate as in (13) implies the OL-IOS property is readily seen. The proof of the other implication follows directly from the following lemma.

**Lemma A.1** For any \( \sigma \in \mathcal{K} \) and \( \beta \in \mathcal{KL} \), there exist \( \hat{\rho} \in \mathcal{K} \) and \( \hat{\beta} \in \mathcal{KL} \) such that,

\[
\min \{ \sigma(s), \beta(r, t) \} \leq \hat{\beta} \left( s, \frac{t}{1 + \rho(r)} \right)
\]

for all \( t, r, s \geq 0 \).

**Proof.** Let \( \sigma \in \mathcal{K} \) and \( \beta \in \mathcal{KL} \). By Proposition 7 in [28], there exist \( \overline{\sigma} \in \mathcal{K}_\infty \) and \( \rho \in \mathcal{K}_\infty \) such that, \( \overline{\sigma}(\beta(r, t)) \leq \rho(r)e^{-3t} \). For \( r, s, t \geq 0 \), let

\[
a(r, s, t) := \min \{ \overline{\sigma} \circ \sigma(s), \overline{\sigma} \circ \beta(r, t) \}.
\]

Then \( a(r, s, t) \leq \sqrt{\frac{t}{1 + \rho(r)}} \). For all \( r, s, t \geq 0 \).

Let \( r, s, t \geq 0 \) be given. First consider the case when \( t \geq \ln (1 + \rho(r)) \). In this case \( \rho(r)e^{-t} \leq 1 \). Then,

\[
a(r, s, t) \leq \sqrt{\overline{\sigma} \circ \sigma(s)} \cdot \sqrt{\rho(r)e^{-3t}} = \sqrt{\overline{\sigma} \circ \sigma(s)} \cdot e^{-t} \cdot \sqrt{\rho(r)e^{-t}}
\]

\[
\leq \sqrt{\overline{\sigma} \circ \sigma(s)} \cdot e^{-t} \leq \left( \sqrt{\overline{\sigma} \circ \sigma(s)} \right) e^{\left( -\frac{t}{1 + \ln(1 + \rho(r))} \right)}.
\]

Now consider the case when \( t \in [0, \ln (1 + \rho(r))] \). Then \( t \leq 1 + \ln(1 + \rho(r)) \) and hence;

\[
a(r, s, t) \leq \overline{\sigma} \circ \sigma(s)
\]

\[
= \overline{\sigma} \circ \sigma(s) \cdot e^{(-\frac{t}{1 + \ln(1 + \rho(r))})} e^{\left( -\frac{t}{1 + \ln(1 + \rho(r))} \right)}
\]

\[
\leq e \cdot \overline{\sigma} \circ \sigma(s) e^{\left( -\frac{t}{1 + \ln(1 + \rho(r))} \right)}.
\]

Let \( \tilde{\sigma}(s) = \max \{ \sqrt{\overline{\sigma} \circ \sigma(s), e \cdot \overline{\sigma} \circ \sigma(s)} \} \) for \( s \in [0, \infty) \). Then

\[
a(r, s, t) \leq \tilde{\sigma}(s) e^{\left( -\frac{t}{1 + \ln(1 + \rho(r))} \right)} \quad \forall r, s, t \geq 0.
\]
It follows that
\[ \min\{\sigma(s), \beta(r,t)\} \leq \hat{\beta}\left(s, \frac{t}{1 + \hat{\rho}(r)}\right), \quad \forall r, s, t \geq 0, \]
where \( \hat{\beta}(s, \tau) = (\bar{\sigma})^{-1}(\hat{\sigma}(s)e^{-\tau}) \) and \( \hat{\rho}(r) = \ln(1 + \rho(r)) \).

To complete the proof of Proposition 3.2, suppose that system (2) is ol-ios. Redefine \( \gamma \) in (6) if necessary such that \( \gamma(s) \geq \sigma_2(s) \) for all \( s \geq 0 \), where \( \sigma_2 \) is as in (7). The case when \( \|u\| = \infty \) is trivial. Assume now that \( \|u\| < \infty \). By Lemma A.1, there exist \( \hat{\beta} \in KL \) and \( \hat{\alpha} \in K \) satisfying:
\[
|y(t, \xi, u) - \gamma(\|u\|)| \leq \min\{\sigma_1(\|h(\xi)\|), \beta(\|\xi\|_X, t)\}
\leq \hat{\beta}\left|h(\xi)|, \frac{t}{1 + \hat{\alpha}(\|\xi\|_X)}\right), \quad \forall t \geq 0.
\]
Property (13) thus follows.
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