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Abstract

Suppose we have a weak learning algorithm \(\mathcal{A}\) for a Boolean-valued problem: \(\mathcal{A}\) produces hypotheses whose bias \(\gamma\) is small, only slightly better than random guessing (this could, for instance, be due to implementing \(\mathcal{A}\) on a noisy device), can we boost the performance of \(\mathcal{A}\) so that \(\mathcal{A}\)'s output is correct on \(2/3\) of the inputs?

Boosting is a technique that converts a weak and inaccurate machine learning algorithm into a strong accurate learning algorithm. The AdaBoost algorithm by Freund and Schapire (for which they were awarded the Gödel prize in 2003) is one of the widely used boosting algorithms, with many applications in theory and practice. Suppose we have a \(\gamma\)-weak learner for a Boolean concept class \(\mathcal{C}\) that takes time \(R(\mathcal{C})\), then the time complexity of AdaBoost scales as \(\text{VC}(\mathcal{C}) \cdot \text{poly}(R(\mathcal{C}), 1/\gamma)\), where \(\text{VC}(\mathcal{C})\) is the VC-dimension of \(\mathcal{C}\). In this paper, we show how quantum techniques can improve the time complexity of classical AdaBoost. To this end, suppose we have a \(\gamma\)-weak quantum learner for a Boolean concept class \(\mathcal{C}\) that takes time \(Q(\mathcal{C})\), we introduce a quantum boosting algorithm whose complexity scales as \(\sqrt{\text{VC}(\mathcal{C})} \cdot \text{poly}(Q(\mathcal{C}), 1/\gamma)\); thereby achieving a quadratic quantum improvement over classical AdaBoost in terms of \(\text{VC}(\mathcal{C})\).

1 Introduction

In the last decade, machine learning (ML) has received tremendous attention due to its success in practice. Given the broad applications of ML, there has been a lot of interest in understanding what are the learning tasks for which quantum computers could provide a speedup. In this direction, there has been a flurry of quantum algorithms for practically relevant machine learning tasks that theoretically promise either exponential or polynomial quantum speed-ups over classical computers. In the past, theoretical works on quantum machine learning (QML) have focused on developing efficient quantum algorithms with favourable quantum complexities to solve interesting learning problems. More recently, there have been efforts in understanding the interplay between quantum machine learning algorithms and small noisy quantum devices.

The field of QML has given us algorithms for various quantum and classical learning tasks such as (i) quantum improvements to classical algorithms for practically-motivated machine learning tasks such as support vector machines [RML13], linear algebra [Pra14], perceptron learning [KWS16], kernel-based classifiers [HCT+19, LCW19], algorithms to compute gradients [RSW+19, GAW19], clustering [ABG07, KLLP19]; (ii) arbitrary quantum states in the PAC setting [Aar07], shadow tomography of quantum states [Aar18, AG19], learnability of quantum objects such as the class of stabilizer states [Roc18], low-entanglement states [Yog19]; (iii) a quantum framework for
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learning Boolean-valued concept classes [BV93, BJ99, AS05, ACL+19]; (iv) quantum algorithms for optimization [HHL09, CCLW20, AGGW20]; (v) quantum algorithms for machine learning based on generative models [GZD17, LW18].

While these results seem promising and establish that quantum computers can indeed provide an improvement for interesting machine learning tasks, there are still several practically motivated challenges that remain to be addressed. One important question is whether the assumptions made in some quantum machine learning algorithms are practically feasible? Recently, a couple of works [CGL+19, JGS19] demonstrated that under certain assumptions QML algorithms can be dequantized. In other words, they showed the existence of efficient classical algorithms for machine learning tasks which were previously believed to provide exponential quantum speedups. In this paper we address another important question which is motivated by practical implementation of QML algorithms:

Suppose $A$ is a QML algorithm that is theoretically designed to perform very well. However, when implemented on a noisy quantum computer, the performance of $A$ is weak, i.e., the output of $A$ is correct on a slightly better-than-half fraction of the inputs. Can we boost the performance of $A$ so that $A$’s output is correct on $2/3$ of the inputs?

The classical Adaptive Boosting algorithm (also referred to as AdaBoost) due to Freund and Schapire [FS99] can be immediately used to convert a weak quantum learning algorithm to a strong algorithm. In this paper, we provide a quantum boosting algorithm that quadratically improves upon the classical AdaBoost algorithm. Using our quantum boosting algorithm, not only can we convert a weak and inaccurate QML algorithm into a strong accurate algorithm, but we can do it in time that is quadratically faster than classical boosting techniques in terms of some of the parameters of the algorithm.

1.1 Boosting

We now briefly describe the Probably Approximately Correct (PAC) model of learning introduced by Valiant [Val84]. For every $n \geq 1$, let $C_n \subseteq \{c : \{0,1\}^n \to \{-1,1\}\}$ and $C = \bigcup_{n \geq 1} C_n$ be a concept class. For $\gamma > 0$, we say an algorithm $A$ $\gamma$-learns $C$ in the PAC model if: for every $n \geq 1$, $c \in C_n$ and distribution $D : \{0,1\}^n \to [0,1]$, given $n$ and labelled examples $(x, c(x))$ where $x \sim D$, $A$ outputs $h : \{0,1\}^n \to \{-1,1\}$ such that $\Pr_{x \sim D}[h(x) = c(x)] \geq 1/2 + \gamma$. In the quantum PAC model, we allow a quantum learner to possess a quantum computer and quantum examples $\sum_x \sqrt{D(x)} |x,c(x)\rangle$. We call $\gamma$ the bias of an algorithm, i.e., $\gamma$ measures the advantage over random guessing. We say $A$ is a weak learner (resp. strong learner) if the bias $\gamma$ scales inverse polynomially with $n$, i.e., $\gamma = 1/poly(n)$ (resp. $\gamma$ is a universal constant independent of $n$, for simplicity we let $\gamma = 1/6$). We formally define these notions in Section 2.1.

In the early 1990s, Freund and Schapire [Sch90, Fre95, FS99] came up with a boosting algorithm called AdaBoost that efficiently solves the following problem: suppose we are given a weak learner as a black-box, can we use this black-box to obtain a strong learner? The AdaBoost algorithm by Freund and Schapire was one of the few theoretical boosting algorithms that were simple enough to be extremely useful and successful in practice, with applications ranging from game theory, statistics, optimization, biology, vision and speech recognition [SF12]. Given the success of AdaBoost in theory and practice, Freund and Schapire won the Gödel prize in 2003.
AdaBoost algorithm. We now give a sketch of the classical AdaBoost algorithm and provide more details in Section 3. Let \( A \) be a weak PAC learner for \( C = \cup_{n \geq 1} C_n \) that runs in time \( R(C) \) and has bias \( \gamma > 0 \), i.e., \( A \) does slightly better than random guessing (think of \( \gamma \) as inverse-polynomial in \( n \)). The goal of boosting is the following: for every \( n \geq 1 \), unknown distribution \( D : [0,1]^n \rightarrow [0,1] \) and unknown concept \( c \in C_n \), construct a hypothesis \( H : [0,1]^n \rightarrow \{0,1\} \) that satisfies
\[
Pr_{x \sim D}[H(x) = c(x)] \geq \frac{2}{3},
\]
where \( [\cdot] \) is the indicator function which outputs 1 if \( H(x) = c(x) \) and outputs 0 otherwise. AdaBoost algorithm by Freund and Schapire produces such an \( H \) by invoking \( A \) polynomially many times. The algorithm works as follows: first obtains \( M \) different labelled examples \( S = \{(x_i, c(x_i)) : i \in [M]\} \) where \( x_i \sim D \) and then AdaBoost is an iterative algorithm that runs for \( T \) steps (for some \( M, T \) which we specify later). Let \( D^1 \) be the uniform distribution on \( S \). At the \( t \)th step, AdaBoost defines a distribution \( D^t \) depending on \( D^{t-1} \) and invokes \( A \) on the training set \( S \) and distribution \( D^t \). Using the output hypothesis \( h_t \) of \( A \), AdaBoost computes the weighted error
\[
\epsilon_t = Pr_{x \sim D^t}[h_t(x) \neq c(x)],
\]
which is the probability of \( h_t \) misclassifying a randomly selected training example drawn from the distribution \( D^t \). The algorithm then uses \( \epsilon_t \) to compute a weight \( \alpha_t = \frac{1}{2} \ln \left( \frac{1 - \epsilon_t}{\epsilon_t} \right) \) and updates the distribution \( D^t \) to \( D^{t+1} \) as follows
\[
D^{t+1}_x = \frac{D^t_x}{Z_t} \times \begin{cases} e^{-\alpha_t} & \text{if } h_t(x) = c(x) \\ e^{\alpha_t} & \text{otherwise} \end{cases},
\]
where \( Z_t = \sum_{x \in S} D^t_x \exp(-c(x)\alpha_t h_t(x)) \). After \( T \) iterations, the algorithm outputs the hypothesis
\[
H(x) = \text{sign}\left( \sum_{t=1}^T \alpha_t h_t(x) \right),
\]
where \( \alpha_t \) is the weight and \( h_t \) is the weak hypothesis computed in the \( t \)th iteration.\(^1\)

It remains to answer three important questions: (1) What is \( T \), (2) What is \( M \), (3) Why does \( H \) satisfy Eq. (1)? The punchline of AdaBoost is the following: by selecting the number of iterations \( T = O(\log M) \), the hypothesis \( H \) satisfies \( H(x) = c(x) \) for every \( x \in S \). However, note that this does not imply that \( H \) is a strong hypothesis, i.e., it is not clear if \( H \) satisfies Eq. (1). Freund and Schapire showed that, if the number of labelled examples \( M \) is at least \( O(VC(C)) \) where \( VC(C) \) is a combinatorial dimension that can be associated with the concept class \( C \), then with high probability (where the probability is taken over the randomness of the algorithm and the training set \( S \)), the final hypothesis \( H \) satisfies
\[
Pr_{x \sim D}[H(x) = c(x)] \geq 2/3.
\]
In other words, by picking \( M \) large enough, not only perfectly classifies every \( x \in S \), but is also 2/3-close to \( c \) under \( D \). Hence \( H \) is a strong hypothesis for the target concept \( c \) under the unknown distribution \( D \) which had support on \( [0,1]^n \). The overall time complexity of AdaBoost is \( \tilde{O}(n \cdot R(C) \cdot VC(C)) \): the algorithm runs for \( T = \log M = \log VC(C) \) rounds, and in each round we run a weak learner with time complexity \( R(C) \), compute the weighted error \( \epsilon_t \) which takes time \( O(M) = O(VC(C)) \) and then update the distributions using arithmetic operations in time \( O(n) \).

\(^1\)This distribution update rule is also referred to as the Multiplicative Weights Update Method (MMUW). See [AHK12, Section 3.6] on how one can cast AdaBoost into the standard MMUW framework.

\(^2\)Note that without loss of generality, we can assume \( \sum \alpha_t = 1 \) since renormalizing \( \alpha_t \)'s will not change \( H \).
1.2 Our results

The main contribution of this paper is a quantum boosting algorithm that quadratically improves upon the classical algorithm in VC(C).

**Theorem 1.1 (Informal)** For \( n \geq 1 \) let \( C_n \subseteq \{ c : \{0,1\}^n \rightarrow \{-1,1\} \} \) and \( C = \bigcup_{n \geq 1} C_n \). Let \( A \) be a \( \gamma \)-weak quantum PAC learner for \( C \) that takes time \( Q(\mathcal{C}) \). Then the quantum time complexity of converting \( A \) to a strong PAC learner is

\[
T_Q = \tilde{O}(\sqrt{\text{VC}(\mathcal{C})} \cdot Q(\mathcal{C})^{3/2} \cdot \frac{n^2}{\gamma^{11}}).
\]

The classical complexity of AdaBoost scales as \( \tilde{O}(\text{VC}(\mathcal{C}) \cdot R(\mathcal{C}) \cdot n/\gamma^4) \) where \( R(\mathcal{C}) \) is the time complexity of a classical PAC learner. Comparing this bound with our main result, we get a quadratic improvement in terms of \( \text{VC}(\mathcal{C}) \) and also observe that the time complexity of quantum PAC learning \( Q(\mathcal{C}) \) could be polynomially or even exponentially smaller than classical PAC learning time complexity \( R(\mathcal{C}) \).

There have been a few prior works [NDRM12, SP18, WMHY19] which touch upon AdaBoost but none of them rigorously prove that quantum techniques can improve boosting. As far as we are aware, ours is the first work that proves quantum algorithms can quadratically improve the complexity of classical AdaBoost. Given the importance of AdaBoost in classical machine learning, our quadratic quantum improvement could potentially have various applications in QML. We believe that the \((1/\gamma)\)-dependence on our complexity should be improvable using quantum techniques (and we leave it as an open question). Although our complexity is weaker than the classical complexity in terms of \( 1/\gamma = \text{poly}(n) \), observe that many concept classes have \( \text{VC}(\mathcal{C}) \) that scales exponentially with \( n \), in which case our quadratic improvement in terms of \( \text{VC}(\mathcal{C}) \) “beats” the “polynomial loss” (in terms of \( 1/\gamma \)) in the complexity of our quantum boosting algorithm.

**Applications to NISQ algorithms.** We now consider the scenario where QML algorithms are implemented on a noisy-intermediate scale quantum computer (often referred to as NISQ [Pre18]): suppose \( A \) is a quantum learner for the following well-known classification problem: given a set \( S \) of training points \( x \in \mathbb{R}^d \) labelled as either 0 or 1, decide if the label of an \( x \notin S \) is 0 or 1. Let us assume \( A \) is designed to be a strong learner, i.e., \( A \) outputs a separating hyperplane \( H : \mathbb{R}^d \rightarrow \{0,1\} \) for the classification problem such that, at most a constant \( \leq 1/3 \)-fraction of the points in \( \mathbb{R}^d \) are misclassified by \( H \). However when implementing \( A \) on a NISQ machine, suppose the errors in the quantum device can only guarantee that \( H \) classifies a \((1/2 + \gamma)\)-fraction of the points correctly (think of \( \gamma = 1/\text{poly}(d) \), i.e., \( H \) does barely better than random guessing). Then how do we use the NISQ machine to produce a hyperplane that correctly classifies a 2/3-fraction of the inputs? Our quantum boosting algorithm can be used here to find a good hyperplane using multiple invocations of the NISQ device. Although our quantum boosting algorithm uses quantum phase estimation as a subroutine, which isn’t a NISQ-friendly quantum algorithm, we leave it as an open question if one could use variational techniques as proposed by Peruzzo et al. [PMS+14] to replace the quantum phase estimation step.

---

3In [AW18], the authors prove that the sample complexity of classical and quantum PAC learning is the same up to constant factors, but there exist concept classes demonstrated by [SG04] for which there could be exponential separations in time complexity between quantum and classical learning (under complexity theoretic assumptions).
We now give more details. Let $N$ be a power of 2, $n = \log_2 N$ and $\mathcal{X} \subseteq \{0, 1\}^N$. Let $x \in \mathcal{X}$ be an unknown string, which can be thought of as a set of $N$ points labelled 0 or 1. Furthermore, let us make the assumption that for a set of $M$ uniformly random $i_1, \ldots, i_M \in \mathbb{N}$, our algorithm has knowledge of $S = \{(i_1, x_{i_1}), \ldots, (i_M, x_{i_M})\}$. We believe that this is a realistic assumption, since in most learning algorithms we often have prior knowledge of the unknown string $x$ at uniformly random coordinates $[i_1, \ldots, i_M]$. Let $A$ be a quantum algorithm that, on input a distribution $D : \mathbb{N} \rightarrow [0, 1]$ and $S$, takes time at most $Q$ to output a string $y \in \{0, 1\}^N$ that satisfies $\Pr_{i \sim D}[y_i = x_i] \geq \frac{2}{3} + \gamma$. Our quantum boosting algorithm can be used to perform the following: suppose $|S| \geq \tilde{\Omega}(\mathcal{V}(\mathcal{X})/\gamma^2)$, then in time

$$\tilde{O}\left(\sqrt{\mathcal{V}(\mathcal{X})} \cdot \frac{Q^{3/2}}{\gamma^{11/2}} \cdot N^2\right),$$

our quantum algorithm can produce a string $\tilde{y}$ such that $\Pr[\tilde{y}_i = x_i] \geq 2/3$ (i.e., the Hamming distance between $\tilde{y}$ and $x$ is at most $N/3$), where the probability is taken over uniformly random $i \in \mathbb{N}$.\footnote{Note that we use the uniform distribution here because we started with the assumption that $S = \{(i_1, x_{i_1}), \ldots, (i_M, x_{i_M})\}$ was obtained by uniformly sampling $i_1, \ldots, i_M \in \mathbb{N}$. Our quantum boosting algorithm works equally well in case obtain indices $i_1, \ldots, i_M$ from an arbitrary (possibly unknown) distribution $D$ instead of the uniform distribution, in which case we obtain a $\tilde{y}$ such that $\Pr_{i \sim D}[	ilde{y}_i = x_i] \geq 2/3$.}

Classically, one could have used the AdaBoost algorithm to perform the same task, which would have taken time that depends linearly on $\mathcal{V}(\mathcal{X})$.\footnote{In this section we omit poly-logarithmic factors in the complexity for simplicity.}

1.3 Proof sketch

We now give a sketch of our quantum boosting algorithm. The quantum algorithm follows the structure of the classical AdaBoost algorithm. On a very high level, our quantum speedup is obtained by using quantum techniques to estimate the quantity

$$\varepsilon_t = \Pr_{x \sim D} \left[ h_t(x) \neq c(x) \right] = \sum_{x \in S} D^t_x \cdot [h_t(x) \neq c(x)],$$

quadratically faster than classical methods. In order to do so, use the quantum algorithm for mean estimation, which given a set of numbers $a_1, \ldots, a_M \in [0, 1]$, produces an approximation of $\frac{1}{M} \sum_{i \in [M]} a_i$ up to an additive error $\delta$ in time $\Theta(\sqrt{M}/\delta)$ [NW99, BDGT11],\footnote{In this section we omit poly-logarithmic factors in the complexity for simplicity.} whereas classical methods take time $\Theta(M)$.

1.3.1 Why does quantum not “trivially” give a quantum speedup to AdaBoost?

Although our quantum speedup might seem like an immediate application of quantum mean estimation, using the mean estimation subroutine to improve classical AdaBoost comes with various issues which we highlight now.

1. Errors while computing $\varepsilon_t$: Quantumly, the mean estimation subroutine approximates $\varepsilon_t$ up to an additive error $\delta$ in time $O(\sqrt{M}/\delta)$. Suppose we obtain $\varepsilon'_t$ satisfying $|\varepsilon'_t - \varepsilon_t| \leq \delta$. Recall that the distribution update in the $t$th step of AdaBoost is given by

$$D^{t+1}_x = \frac{D^t_x}{Z_t} \times \begin{cases} e^{-a_t} & \text{if } h_t(x) = c(x) \\ e^{a_t} & \text{otherwise} \end{cases}$$

$$\text{for } i \in [n].$$
where $Z_t = \sum_{x \in S} D^t_x \exp(-c(x) a_t h_t(x))$ and $a_t = \frac{1}{2} \ln((1 - \varepsilon_t)/\varepsilon_t)$. Given an additive approximation $\varepsilon'_t$ of $\varepsilon_t$, first note that the approximate weights $a'_t = \frac{1}{2} \ln((1 - \varepsilon'_t)/\varepsilon'_t)$ could be very far from $a_t$. Moreover, it is not clear why $\tilde{D}^{t+1}$ defined as

$$\tilde{D}^{t+1}_x = \frac{1}{Z'_t} \cdot D^t_x \exp(a'_t c(x) \cdot h_t(x))$$

is even close to a distribution. Another possible way to update our distribution would be

$$\tilde{D}^{t+1}_x = \frac{1}{Z'_t} \cdot D^t_x \exp(-a'_t c(x) \cdot h_t(x)),$$

where $Z'_t = \sum_{x \in S} D^t_x \exp(-c(x)a'_t h_t(x))$, so by definition $\tilde{D}^{t+1}$ in Eq. (5) is a distribution. However, in this case note that a quantum learner cannot exactly compute $Z'_t$ in time $O(\sqrt{M})$ but instead can approximate $Z'_t$ and we face the same issue as mentioned above.\(^6\)

2. **Strong approximation of $\varepsilon_t$:** One possible way to get around this would be to estimate $\varepsilon_t$ very well so that one could potentially show that $\tilde{D}^{t+1}$ is close to a distribution. However, it is not too hard to see that if $\tilde{D}^{t+1}$ should be close to a distribution, then we require a $\delta = 1/\sqrt{M}$-approximation of $\varepsilon_t$. Such a strong approximation increases the complexity from $O(\sqrt{M})$ to $O(M)$ which removes the entire quantum speedup.

3. **Noisy inputs to a quantum learner:** Let us further assume that we could spend time $O(M)$ as mentioned above to estimate $\varepsilon_t$ very well (instead of using classical techniques to compute $\varepsilon_t$). Suppose we obtain $\tilde{D}^{t+1}$ which is close to a distribution. Recall that the input to a quantum learner should be copies of a quantum state $|\psi_t\rangle = \sum_{x \in S} \sqrt{D^t_x} |x,c(x)\rangle$. However, we only have access to a quantum state $|\phi_t\rangle = \sum_{x \in S} \sqrt{D^t_x} |x,c(x)\rangle + |\chi_t\rangle$, where $|\chi_t\rangle$ is orthogonal to the first part of $|\phi_t\rangle$ (note that $|\phi_t\rangle$ is no longer a quantum state without the additional quantum register $|\chi_t\rangle$). Now it is unclear what will be the output of a quantum learner on input $|\phi_t\rangle$ instead of $|\psi_t\rangle$.

4. **Why is the final hypothesis good:** Assume for now that we are able to show that the learner on input copies of $|\phi_t\rangle$ produces a weak hypothesis $h_t$ for the target concept $c$. Then, after $T$ steps of the quantum boosting algorithm, the final hypothesis would be $H(x) = \text{sign} \left( \sum_{t=1}^{T} a'_t h_t(x) \right)$. It is not at all clear why $H$ should satisfy $H(x) = c(x)$ for even a constant fraction of the $x$s in $S$. Observe that the analysis of classical AdaBoost crucially used that $H(x) = c(x)$ for almost every $x \in S$ in order to conclude that the generalization error is small, i.e., $\Pr_{x \sim D}[H(x) \neq c(x)] \leq 1/3$ where $D$ is an unknown distribution over $\{0,1\}^n$.

In this paper, our main contribution is a **quantum boosting algorithm** that overcomes all the issues mentioned above.

### 1.3.2 Quantum boosting algorithm

We now give more details of our quantum boosting algorithm. In order to avoid the issues mentioned in the previous section, our main technical contribution is the following: we provide a quantum algorithm that modifies the standard distribution update rule of classical AdaBoost in

\(^6\)Note that computing $Z'_t$ would take time $O(M)$ classically even though we have knowledge of $a'_t$ since $Z'_t$ involves a summation of $M$ terms. Hence, we need to approximate $Z'_t$ again using a mean estimation algorithm.
order to take care of the approximations of \( \varepsilon \)'s. We show that the output of our modified quantum boosting algorithm has the same guarantees as classical AdaBoost.

Before we elaborate more on the quantum boosting algorithm, we remark that the modified distribution update rule is also applicable in classical AdaBoost. Suppose in classical AdaBoost, we obtain the approximations \( \varepsilon \)'s instead of the exact weighted errors \( \varepsilon \)'s in time \( P \). Then our robust classical AdaBoost algorithm (i.e., AdaBoost with modified distribution update) can still produce a hypothesis \( H \) that has small training error and the complexity of such a robust classical AdaBoost algorithm will be proportional to \( O(P) \). Clearly, it is possible that \( P \) could be much smaller than \( M \) (which is the time taken by classical AdaBoost to compute \( \varepsilon \) exactly) in which case the robust classical AdaBoost algorithm is faster than standard classical AdaBoost (in fact we are not aware if the classical AdaBoost or the MMUW algorithm is robust to errors).

We now discuss the important modification in our quantum boosting algorithm: the distribution update step. As mentioned before, classically one can compute the quantity \( \varepsilon = \Pr_{x \sim D}[h(x) \neq c(x)] \) in time \( O(M) \). Quantumly, we describe a subroutine that for a fixed \( \delta \), performs the following: outputs ‘yes’ if \( \varepsilon \geq \Omega((1 - \delta)/(QT^2)) \) and ‘no’ otherwise. In the ‘yes’ instance when \( \varepsilon \) is large, the algorithm also outputs an approximation \( \varepsilon' \) that satisfies \( |\varepsilon' - \varepsilon| \leq \delta \varepsilon' \) and in the ‘no’ instance, the algorithm outputs an \( \varepsilon' \) that satisfies \( |\varepsilon' - \varepsilon| \leq 1/(QT^2) \). The essential point here is the subroutine takes time \( O(\sqrt{M}) \).\(^{7}\) The subroutine crucially uses the fact that in the ‘yes’ instance, the complexity of the standard quantum mean estimation algorithm scales as \( O(\sqrt{M}) \). However, in the ‘no’ instance when \( \varepsilon \) is “small”, obtaining a good multiplicative approximation of \( \varepsilon' \) using the quantum mean estimation algorithm could potentially take time \( O(M) \). In this case, we observe that we do not need a good approximation of \( \varepsilon \) and instead we set \( \varepsilon' = \tau = 1/(QT^2) \). We justify this shortly.

Depending on whether we are in the ‘yes’ instance or ‘no’ instance of the subroutine, we update the distribution differently. In the ‘yes’ instance, we make a distribution update that resembles the standard AdaBoost update using the approximation \( \varepsilon' \) instead of \( \varepsilon \). We let \( Z_t = 2\sqrt{\varepsilon'(1 - \varepsilon')} \), \( \alpha'_t = \frac{1}{2} \ln \left( \frac{1}{\varepsilon'} \right) \) and update \( D'_t \) as follows:

\[
\tilde{D}'_{t+1} = \frac{\tilde{D}'_t}{(1 + 2\delta)Z_t} \times \begin{cases} 
  e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\
  e^{\alpha'_t} & \text{otherwise}
\end{cases}
\]  

However, in the ‘no’ instance when \( \varepsilon \) is small, we cannot hope to get a good multiplicative approximation in time \( O(\sqrt{M}) \). In this case, we crucially observe that \( \alpha_t = \frac{1}{2} \ln \left( \frac{1 - \varepsilon}{\varepsilon} \right) \) is large, hence with a “worse approximation” \( \varepsilon'_t \) and \( \alpha'_t = \frac{1}{2} \ln \left( \frac{1 - \varepsilon}{\varepsilon} \right) \), we can still show that the hypothesis \( H(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right) \) has small training error. As a result, in the ‘no’ instance, we simply let \( \varepsilon'_t = \tau, Z_t = 2\sqrt{\tau(1 - \tau)} \) and \( \alpha'_t = \frac{1}{2} \ln \left( \frac{1}{\tau} \right) \) and update \( D'_t \) as follows:

\[
\tilde{D}'_{t+1} = \frac{\tilde{D}'_t}{(1 + 2/(QT^2))Z_t} \times \begin{cases} 
  (2 - 1/(QT^2))e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\
  (1/(QT^2))e^{\alpha'_t} & \text{otherwise}
\end{cases}
\]  

Note that the distribution update in Eq. (7) is not the standard boosting distribution update and differs from it by assigning higher weights to the correctly classified training examples and lower

\(^7\)We remark that the subroutine outputs ‘yes’ or ‘no’ with high probability (here, for simplicity in exposition, we assume that the subroutine always correctly outputs ‘yes’ or ‘no’).
weights to the misclassified ones. In both cases of the distribution update in Eq. (6), (7), observe that $\tilde{D}$ need not be a true distribution. However, we are able to show that $\tilde{D}$ is very close to a distribution, i.e., we argue that $\sum_{x \in S} \tilde{D}_x \in [1 - 30\delta, 1]$. This aspect is very crucial because, in every iteration of the quantum boosting algorithm, we will pass copies of the quantum setting. Neven et al. [NDRM12] considered a heuristic variant of the AdaBoost algorithm and showed how to implement it using the adiabatic quantum hardware on a D-Wave machine. They give numerical evidence that quantum computers should give a speedup to AdaBoost. Schuld and Petruccione [SP18] consider the problem of boosting the performance of quantum classifiers and use AdaBoost as a subroutine.

Finally, in a recent work Wang et al. [WMHY19] proposed a quantum algorithm to improve the performance of weak learning algorithms. Their quantum algorithm departs from standard
boosting algorithms in several ways since they make various assumptions in their work. With reference to Section 1.3.1: (1) they assume knowledge of $c_i$s exactly; note that this is not possible in $o(M)$ time and standard quantum mean estimation takes time in $O(\sqrt{M})$ in order to approximate the mean; (2) their quantum algorithm only approximates $\alpha_1, \ldots, \alpha_T$ additively; (3) given such additive approximations, it is not clear why the final output hypothesis $H$ has small training error. We believe that in order to prove their quantum algorithm outputs a strong hypothesis, the time complexity should be $O(M \cdot T^2)$ instead of the claimed $O(\sqrt{MT}^3)$. However using our techniques, we can improve their complexity to $O(\sqrt{M}T^2)$. Although this complexity might seem worse than the classical AdaBoost complexity of $O(MT)$, note that we set $T = O(\log M)$ in AdaBoost for the convergence analysis. Hence, the overall quantum complexity is quadratically better than classical AdaBoost in terms of $M$, which is fixed to be $\mathrm{VC}(C)$ in order to have small generalization error.

**Organization.** In Section 2, we formally define the classical and quantum learning models and state the required claims for our quantum boosting algorithm. In Section 3, we discuss how classical AdaBoost can improve the performance of weak quantum machine learning algorithms. In Section 4, we finally describe the quantum boosting algorithm which is quadratically faster than the classical AdaBoost algorithm.

## 2 Preliminaries

### 2.1 Learning definitions

Throughout this paper, we let $[n] = \{1, \ldots, n\}$. Let $c : \{0,1\}^n \rightarrow \{-1,1\}$. We say $A$ is given query access to $c$ if, $A$ can query $c$, i.e., $A$ can obtain $c(x)$ for $x$ of its choice. Similar, we say $A$ has quantum query access to $c$, if $A$ can query $c$ in a superposition, i.e., $A$ can perform the map

$$O_c : |x,b\rangle \rightarrow |x,c(x)\cdot b\rangle,$$

for every $x \in \{0,1\}^n$ and $b \in \{-1,1\}$. We now introduce our main learning model.

**PAC learning.** The Probably Approximately Correct (PAC) model of learning was introduced by Valiant [Val84] in 1984. A concept class $C$ is a collection of concepts. Often, $C$ is composed of a subclass of functions $\{C_n\}_{n \geq 1}$, i.e., $C = \cup_{n \geq 1} C_n$, where $C_n$ is a collection of Boolean functions $c : \{0,1\}^n \rightarrow \{-1,1\}$, which are often referred to as concepts. In the PAC learning model, a learner $A$ is given $n \geq 1$ and access to labelled examples $(x,c(x))$ where $(x,c(x))$ is drawn according to the unknown distribution $D : \{0,1\}^n \rightarrow [0,1]$ and $c \in C_n$ is the unknown target concept (which the learner is trying to learn). The goal of $A$ is to output a hypothesis $h : \{0,1\}^n \rightarrow \{-1,1\}$ that is $\eta$-close to $c$ under $D$. We say that $A$ is an $(\eta, \delta)$-PAC learner for a concept class $C$ if it satisfies:

for every $n \geq 1$, $c \in C_n$ and distributions $D$, $A$ takes as input $n, \delta, \eta$ and labelled examples $(x,c(x))$ and with probability $\geq 1 - \delta$, $A$ outputs a hypothesis $h$ such that

$$\Pr_{x \sim D}[h(x) \neq c(x)] \leq \eta.$$
The sample complexity and time complexity of a learner is the number of labelled examples and number of bit-wise operations (i.e., time taken) that suffices to learn \( \mathcal{C} \) (under the hardest concept \( c \in \mathcal{C} \) and distribution \( \mathcal{D} \)).

Throughout this paper, we assume that all concept classes \( \mathcal{C} \) are defined as \( \mathcal{C} = \bigcup_{n \geq 1} \mathcal{C}_n \) where \( \mathcal{C}_n \subseteq \{c : \{0,1\}^n \rightarrow \{0,1\}\} \) (in fact from here onwards, we will assume that \( \mathcal{C}_n \) is always a subset of \( \{c : \{0,1\}^n \rightarrow \{0,1\}\} \) and do not explicitly mention it).

In the quantum PAC model, a learner is a quantum algorithm given access to the quantum examples \( \sum_s \sqrt{D_s(x, c(x))} \). The quantum sample complexity is the number of quantum examples used by the quantum learner to learn \( \mathcal{C} \) (on the hardest \( c \in \mathcal{C} \) and distribution \( \mathcal{D} \)) and the time complexity of a quantum algorithm is the total number of gates involved (i.e., the number of gates it takes to implement various units during the quantum algorithm) as well as the number of gates it takes to prepare quantum states. The remaining aspects of the quantum PAC learner is defined analogous to the classical PAC model. For more on this subject, the interested reader is referred to [AW17]. We now define what it means for an algorithm \( \mathcal{A} \) to be a strong and weak learner for a concept class \( \mathcal{C} \).

**Definition 2.1 (Weak learner)** Let \( \mathcal{C} = \bigcup_{n \geq 1} \mathcal{C}_n \) be a concept class. We say \( \mathcal{A} \) is a weak (quantum) learner for \( \mathcal{C} \) if it satisfies the following: there exists a polynomial \( p \) such that for all \( n \geq 1 \), for all \( c \in \mathcal{C}_n \) and distributions \( \mathcal{D} : \{0,1\}^n \rightarrow \{0,1\} \), algorithm \( \mathcal{A} \), given \( n \) and (quantum) query access to \( c \), with probability \( \geq 2/3 \), outputs a hypothesis \( h : \{0,1\}^n \rightarrow \{0,1\} \) satisfying

\[
\Pr_{x \sim \mathcal{D}} [h(x) = c(x)] \geq \frac{1}{2} + \frac{1}{p(n)}
\]  

**Definition 2.2 (Strong learner)** Let \( \mathcal{C} = \bigcup_{n \geq 1} \mathcal{C}_n \) be a concept class. We say \( \mathcal{A} \) is a strong (quantum) learner for \( \mathcal{C} \) if it satisfies the following: for all \( n \geq 1 \), \( c \in \mathcal{C}_n \) and distributions \( \mathcal{D} : \{0,1\}^n \rightarrow \{0,1\} \), algorithm \( \mathcal{A} \), given \( n \) and (quantum) query access to \( c \), with probability \( \geq 2/3 \), outputs a hypothesis \( h : \{0,1\}^n \rightarrow \{0,1\} \) satisfying

\[
\Pr_{x \sim \mathcal{D}} [h(x) = c(x)] \geq \frac{2}{3}.
\]

Throughout this paper, we will assume that we have classical or quantum query access to the output hypothesis \( h \). Similarly, we say \( h \) is a weak hypothesis (resp. strong hypothesis) under \( \mathcal{D} \) if \( h \) satisfies Eq. (8) (resp. Eq. (9)). We now define the Vapnik-Chervonenkis dimension (also referred to as VC dimension) [VC71].

**Definition 2.3 (VC dimension [VC71])** Fix a concept class \( \mathcal{C} \) over \( \{0,1\}^n \). A set \( \mathcal{S} = \{s_1, \ldots, s_t\} \subseteq \{0,1\}^n \) is said to be shattered by a concept class \( \mathcal{C} \) if \( \{(c(s_1) \cdots c(s_l)) : c \in \mathcal{C}\} = \{-1,1\}^l \). In other words, for every labeling \( \ell \in \{-1,1\}^l \), there exists a \( c \in \mathcal{C} \) such that \( (c(s_1) \cdots c(s_l)) = \ell \). The VC dimension of \( \mathcal{C} \) (denoted by \( VC(\mathcal{C}) \)) is the size of the largest \( \mathcal{S} \subseteq \{0,1\}^n \) that is shattered by \( \mathcal{C} \).

We now define two important misclassification errors which we will encounter often. Suppose an algorithm \( \mathcal{A} \) is given a set of labelled examples \( S = \{(x_1, y_1), \ldots, (x_M, y_M)\} \) where \( (x_i, y_i) \in \{0,1\}^n \times \{-1,1\} \) is drawn from a joint distribution \( \mathcal{D} : \{0,1\}^n \times \{-1,1\} \rightarrow [0,1] \) and suppose \( \mathcal{A} \) outputs a hypothesis \( h : \{0,1\}^n \rightarrow \{-1,1\} \). The training error of \( h \) is defined as the error of \( h \) on the training set \( S \), i.e.,

\[
\text{training error of } h = \frac{1}{M} \sum_{i=1}^{M} [h(x_i) \neq y_i].
\]
Ultimately, the goal of \( \mathcal{A} \) should be to do well on labelled examples \((x, y) \notin S\) where \((x, y)\) is sampled from the same distribution \(D : [0, 1]^n \times \{-1, 1\} \rightarrow [0, 1] \) that generated the training set \(S\). In order to quantify the goodness of the hypothesis \(h\), the true error or the generalization error is defined as

\[
\text{generalization error of } h = \Pr_{(x, y) \sim D} [h(x) \neq y].
\]

### 2.2 Required claims

In order to prove our main results, we will use the following well-known results.

**Theorem 2.4 (Amplitude Amplification [BHMT02])** Let \(p, a, a' > 0\). There is a quantum algorithm \(\mathcal{A}\) that satisfies the following: given access to a unitary \(U\) such that \(U|0\rangle = |\psi\rangle\) where \(|\psi\rangle = \sqrt{p}|\psi_0\rangle + \sqrt{1-p}|\psi_1\rangle\) for an unknown \(p > a\) and \(|\psi_0\rangle, |\psi_1\rangle\) are orthogonal quantum states, \(\mathcal{A}\) makes an expected number of \(\Theta(\sqrt{a'/a})\) queries to \(U, U^{-1}\) and outputs \(|\psi_0\rangle\) with probability \(a' > 0\).

**Theorem 2.5 (Amplitude Estimation [BHMT02])** There is a quantum algorithm \(\mathcal{A}\) that satisfies the following: given access to a unitary \(U\) such that \(U|0\rangle = |\psi\rangle\) where \(|\psi\rangle = \sqrt{a}|\psi_0\rangle + \sqrt{1-a}|\psi_1\rangle\) and \(|\psi_0\rangle, |\psi_1\rangle\) are orthogonal quantum states, \(\mathcal{A}\) makes \(M\) queries to \(U\) and \(U^{-1}\) with probability \(\geq 2/3\), outputs \(\tilde{a}\) such that

\[
|\tilde{a} - a| \leq 2\pi \frac{\sqrt{a(1-a)}}{M} + \frac{\pi^2}{M^2}.
\]

**Theorem 2.6 (Multiplicative amplitude estimation [Amb10])** Let \(c \in (0, 1]\). There is a quantum algorithm \(\mathcal{A}\) that satisfies the following: given access to a unitary \(U\) such that \(U|0\rangle = |\psi\rangle\) where \(|\psi\rangle = \sqrt{a}|\psi_0\rangle + \sqrt{1-a}|\psi_1\rangle\) and \(|\psi_0\rangle, |\psi_1\rangle\) are orthogonal quantum states and promised that either \(a = 0\) or \(a \geq p\), with probability \(\geq 1 - \delta\), \(\mathcal{A}\) outputs an estimate \(\tilde{a}\) satisfying \(|a - \tilde{a}| \leq c \cdot \tilde{a}\) if \(a \geq p\), and \(\tilde{a} = 0\) if \(a = 0\). The total number of queries made by \(\mathcal{A}\) to \(U, U^{-1}\) is

\[
O \left( \frac{\log(1/\delta)}{c} \left(1 + \log \log \frac{1}{p}\right) \sqrt{\frac{1}{\max(a, p)}} \right).
\]

### 3 Classically boosting quantum machine learning algorithms

In this section, we describe the classical AdaBoost algorithm and explain how one can use AdaBoost to improve a weak quantum learner to a strong quantum learner.

#### 3.1 Classical AdaBoost

We begin with presenting the classical AdaBoost algorithm. AdaBoost achieves the following goal: suppose \(\mathcal{A}\) is a \(\gamma\)-weak PAC learner for a concept class \(\mathcal{C}\) (think of \(\gamma = 1/\text{poly}(n)\)). Then, for a fixed unknown distribution \(D\), can we use \(\mathcal{A}\) multiple times to output a hypothesis \(H\) such that \(\Pr_{x \sim D}[H(x) = c(x)] \geq 2/3\)? Freund and Schapire [FS99] gave the following simple algorithm that outputs such a strong hypothesis.
Algorithm 1 Classical AdaBoost

**Input:** Classical weak learner $A$, query access to training samples $S = \{(x_1, c(x_1)), \ldots, (x_M, c(x_M))\}$, where $x_i \sim D$ and $D : [0,1]^n \rightarrow [0,1]$ is an unknown distribution.

**Initialize:** Let $D^1$ be the uniform distribution over $S$.

1. for $t = 1$ to $T$ do
2. \hspace{1em} Train a weak learner $A$ on the distribution $D^t$ using the labelled examples $S$. Suppose we obtain a hypothesis $h_t$.
3. \hspace{1em} Compute the weighted error $\varepsilon_t = \sum_{x \in S} D^t_x[h_t(x) \neq c(x)]$, and let $\alpha_t = \frac{1}{2} \ln \left( \frac{1 - \varepsilon_t}{\varepsilon_t} \right)$.
4. \hspace{1em} Update the distribution $D^{t+1}_x$ as follows:
   \[
   D^{t+1}_x = \frac{D^t_x}{Z_t} \times \begin{cases} e^{-\alpha_t} & \text{if } h_t(x) = c(x) \\ e^{\alpha_t} & \text{otherwise} \end{cases}
   = \frac{D^t_x \exp(-c(x)\alpha_th_t(x))}{Z_t},
   \]
   where $Z_t = \sum_{x \in S} D^t_x \exp(-c(x)\alpha_th_t(x))$.

**Output:** Hypothesis $H$ defined as $H(x) = \text{sign} \left( \sum_{t=1}^T \alpha_th_t(x) \right)$ for all $x \in [0,1]^n$.

We do not prove why the output hypothesis $H$ is a strong hypothesis and simply state the main result of Freund and Schapire [FS99, SF12]. Suppose $T \geq (\log M)/\gamma^2$, then the output $H$ of Algorithm 1 with high probability (over the randomness of the algorithm and the training set $S$) has zero training error (i.e., $H(x_i) = c(x_i)$ for every $i \in [M]$). A priori, it might seem that this task is easy to achieve, since we could simply construct a function $g$ that satisfies $g(x_i) = c(x_i)$ for every $i \in [M]$ given explicit access to $S = \{(x_i, c(x_i))\}_{i \in [M]}$. However, recall that the goal of AdaBoost is to output a strong hypothesis $H$ that satisfies $\Pr_{x \sim D}[H(x) = c(x)] \geq 2/3$ (where $D$ is the unknown distribution according to which $S$ is generated in Algorithm 1) and it is not clear whether $g$ satisfies this condition. Freund and Schapire [FS99] showed the surprising property that the output of classical AdaBoost $H$ (i.e., a weighted combination of the hypotheses generated in each iteration) is in fact a strong hypothesis, provided $M$ is sufficiently large. In particular, Freund and Schapire [FS99] proved the following theorem.

**Theorem 3.1 ([SF12, Theorems 4.3 and 4.6])** Fix $\eta, \gamma > 0$. Let $C = \cup_{n \geq 1} C_n$ be a concept class and $A$ be a $\gamma$-weak PAC learner for $C$ that takes time $R(C)$. Let $n \geq 1$, $D : [0,1]^n \rightarrow [0,1]$ be an unknown distribution, $c \in C_n$ be the unknown target concept and

\[
M = \left\lceil \frac{\text{VC}(C)}{\gamma^2} \cdot \frac{\log(\text{VC}(C)/\gamma^2)}{\eta^2} \right\rceil.
\]

Suppose we run Algorithm 1 for $T \geq ((\log M) \cdot \log(1/\delta))/(2\gamma^2)$ rounds, then with probability $\geq 1 - \delta$ (over the randomness of the algorithm and the random examples $\{(x_i, c(x_i))\}_{i \in [M]}$ where $(x_i, c(x_i)) \sim D$), we obtain a hypothesis $H$ that has zero training error\(^\text{10}\) and small generalization error

\[
\Pr_{x \sim D}[H(x) = c(x)] \geq 1 - \eta.
\]

\(^\text{10}\)Suppose $H$ has training error $\delta$, then the generalization error becomes $\Pr_{x \sim D}[H(x) = c(x)] \geq 1 - \delta - \eta.$
Moreover the time complexity of the classical AdaBoost algorithm is
\[
\tilde{O}(R(C) \cdot T \cdot M \cdot n) = \tilde{O}\left(\frac{VC(C)}{\eta^2} \cdot R(C) \cdot \frac{n}{\gamma^4} \cdot \log(1/\delta)\right).
\]

### 3.2 Boosting quantum machine learners

We now describe how classical AdaBoost can improve the performance of quantum machine learning algorithms. Suppose \( A \) is a quantum PAC learner that learns a concept class \( C \) in time \( Q(C) \). Can we use \( A \) multiple times to construct a strong quantum learner? Indeed, this is possible using classical AdaBoost which we describe below.

**Algorithm 2** Classical boosting of weak quantum learners

**Input:** Quantum weak learner \( A \), quantum query access to training samples \( S = \{(x_1,c(x_1)),\ldots,(x_M,c(x_M))\} \) where \( x_i \sim D \) and \( D : [0,1]^n \rightarrow [0,1] \) is an unknown distribution.

**Initialize:** Let \( D^1 \) be the uniform distribution over \( S \).

1. **for** \( t = 1 \) to \( T \) (assume classical query access to \( h_1,\ldots,h_{t-1} \) and knowledge of \( D^1,\ldots,D^{t-1} \)). **do**
2.  Prepare \( Q(C) \) copies of \( |\psi_t\rangle = \sum_{x \in S} \sqrt{D^t_x} |x\rangle \).
3.  For every \( |\psi_t\rangle \), make a quantum query to \( S \) to produce \( |\psi'_t\rangle = \sum_{x \in S} \sqrt{D^t_x} |x,c(x)\rangle \).
4.  Pass \( |\psi'_t\rangle^{\otimes Q(C)} \) to \( A \) and suppose \( A \) produces a hypothesis \( h_t \).
5.  Compute the weighted error \( \varepsilon_t = \sum_{x \in S} D^t_x \cdot |h_t(x) \neq c(x)| \), and let \( \alpha_t = \frac{1}{T} \ln \left( \frac{1-\varepsilon_t}{\varepsilon_t} \right) \).
6.  Update the distribution \( D^t_x \) as follows:
   \[
   D^{t+1}_x = \frac{D^t_x}{Z_t} \cdot \begin{cases} 
   e^{-\alpha_t} & \text{if } h_t(x) = c(x) \\
   e^{\alpha_t} & \text{otherwise}
   \end{cases} = \frac{D^t_x \exp(-c(x)\alpha_t h_t(x))}{Z_t},
   \]
   where \( Z_t = \sum_{x \in S} D^t_x \exp(-c(x)\alpha_t h_t(x)) \).

**Output:** Hypothesis \( H \) defined as \( H(x) = \text{sign} \left( \sum_{t=1}^T \alpha_t h_t(x) \right) \) for all \( x \in [0,1]^n \).

The correctness of this algorithm follows from the classical AdaBoost algorithm, since at each iteration, the output \( h_t \) of the quantum learner is the same as classical AdaBoost. We simply analyze the time complexity of the algorithm here: in the worst-case, step 2 takes time \( O(n^2 \cdot MQ(C)) \) (note that one could potentially use tricks by Grover-Rudolph [GR02], Kaye-Mosca [KM01] to prepare \( |\psi_t\rangle \) more efficiently), step 3 takes one quantum query and time \( O(n \log M) \) (assuming we have an efficiently implementable quantum random-access-memory (QRAM), we discuss this further in Section 4.1.1 after Eq. (20)), step 4 takes time \( Q(C) \) (by assumption of \( A \), step 5 involves making \( M \) queries to \( h_t \) and \( O(n) \) operations to compute \( \varepsilon_t, \alpha_t \) and step 6 takes time \( O(nM) \) in order to update the distribution. Overall Algorithm 2 takes time \( O(n^2 \cdot MQ(C) \cdot T) \) time. Crucially, in Algorithm 2 a quantum computer is required only to prepare the state \( |\psi_t\rangle \) in every step and run the weak quantum learner. The remaining computation can be done on a classical device. Putting everything together, we obtain the following theorem whose proof follows from Theorem 3.1.
Theorem 3.2  Fix $\eta, \gamma > 0$. Let $C = \bigcup_{n \geq 1} C_n$ be a concept class and $A$ be a $\gamma$-weak quantum PAC learner for $C$ that takes time $Q(C)$. Let $n \geq 1$ and $c \in C_n$ be the unknown target concept. Then the time complexity of Algorithm 2 to produce a strong hypothesis is

$$\tilde{O}\left(\frac{VC(C)}{\eta^2} \cdot Q(C) \cdot \frac{n^2}{\gamma^4}\right).$$

Moreover, Algorithm 2 uses the quantum computer only for state preparation (in Step 2) and to run the weak-quantum PAC learning algorithm $A$ (in Step 4) and the remaining operations can be performed on a classical device.

4 Quantum Boosting

In the previous section, we used classical techniques to boost a weak quantum learner to a strong quantum learner. In this section, we use quantum techniques in order to improve the time complexity of AdaBoost. Like in classical AdaBoost, we break the analysis into two stages. Stage (1) is a quantum algorithm that reduces training error: produces a hypothesis that does well on the training set and Stage (2) reduces generalization error: we show that for a sufficiently large training set, not only does the hypothesis output in Stage (1) have a small training error, but also has a small generalization error. In Section 4.1, we first present a quantum algorithm for boosting and in Section 4.2, we show why the hypothesis generated in Section 4.1 is a strong hypothesis.

4.1 Reducing the training error

The bulk of the technical work in our quantum boosting algorithm lies in reducing the training error and we devote this entire section to proving it. We now state the main theorem for Stage (1) of our quantum boosting algorithm.

Theorem 4.1  Let $\gamma > 0$. Let $C = \bigcup_{n \geq 1} C_n$ be a concept class and $A$ be a $\gamma$-weak quantum PAC learner for $C$ that takes time $Q(C)$. Let $n \geq 1$, $D : \{0,1\}^n \rightarrow [0,1]$ be an unknown distribution, $c \in C_n$ be the unknown target concept and $M$ be sufficiently large.\textsuperscript{11} Given a training set $S = \{(x_i, c(x_i))\}_{i \in [M]}$ where $x_i \sim D$ and $c \in C_n$, our quantum boosting algorithm takes time $\tilde{O}(n^2 \sqrt{M} \cdot Q(C)^{3/2})$,\textsuperscript{12} and with probability $\geq 2/3$, outputs a hypothesis $H$ that has training error at most $1/10$.

Since our quantum algorithm is fairly involved to describe and analyze, we break down this section into four subsections, in order to separate the technicalities from our quantum algorithm. In Section 4.1.1, we describe our quantum boosting algorithm. In Section 4.1.2, we prove a few claims which are unproven in Section 4.1.1. In Section 4.1.3, we analyze the correctness of the algorithm and finally in Section 4.1.4, we analyze the time complexity of our quantum boosting algorithm. Putting together these four subsections gives a proof of Theorem 4.1.

\textsuperscript{11} We quantify what we mean by sufficiently large in the next section, in particular in Theorem 4.6.

\textsuperscript{12} Here $\tilde{O}(\cdot)$ hides poly-logarithmic factors in $M$. 
4.1.1 Quantum boosting algorithm for reducing training error

We begin by presenting our quantum algorithm. For simplicity in notation, we first denote \(Q(C)\) as \(Q\) and secondly we assume that \(Q\) is the time it takes for \(A\) to output a weak hypothesis with probability at least \(1 - O(1/T)\) (note that this only increases the complexity by a multiplicative \(O(\log T)\)-factor). Since the sample complexity of \(A\) is at most the time complexity, we will assume that it suffices to provide \(A\) with \(Q\) quantum examples. Our quantum algorithm is a \(T\)-round iterative algorithm similar to classical AdaBoost and in each round, our quantum algorithm produces a distribution \(\tilde{D}\). In the \(t\)th round, our quantum algorithm follows a three-step process:

1. Invoke the weak quantum learner \(A\) to produce a weak hypothesis \(h_t\) under an approximate distribution \(\tilde{D}^t\) over the training set \(S\).

2. By making quantum queries to \(h_t\), our algorithm computes \(\epsilon'_t\), an approximation to \(\bar{\epsilon}_t = \Pr_{x \sim \tilde{D}}[h_t(x) \neq c(x)]\). We then use \(\epsilon'_t\) to update the distribution \(\tilde{D}^t\) to \(\tilde{D}^{t+1}\). In this step, we depart from standard AdaBoost.

3. Using \(\epsilon'_t\) compute a weight \(\alpha'_t\). After \(T\) steps, output a hypothesis \(H(x) = \text{sign}\left(\sum_{t=1}^{T} \alpha'_t h_t(x)\right)\).

Before we describe our quantum algorithm, we first describe a subroutine which will be useful in performing step (2) in the 3-step procedure above. This subroutine uses ideas developed by Ambainis [Amb10] and the proof uses ideas required to prove Theorem 2.6. Let \(\bar{\epsilon}, M > 0\).

**Algorithm 3 Modified Amplitude Estimation**

**Input:** The state \(|\psi\rangle = \sqrt{\epsilon/M}|\phi_1\rangle|1\rangle + \sqrt{1-\epsilon/M}|\phi_0\rangle|0\rangle\) and the unitary \(U\) such that \(U|0\rangle = |\psi\rangle\).

1. for \(J = \frac{2\pi \sqrt{M}}{\delta}\) to \(\frac{16 \sqrt{\pi} \sqrt{M}}{\delta} \cdot \sqrt{QT^2 \log(MT/\delta)}\) do

2. Let \(\epsilon'/M\) be the output after performing amplitude estimation (in Theorem 2.5) to estimate \(\bar{\epsilon}/M\) using \(J\) queries to \(U\) and \(U^{-1}\).

3. Check if \(\frac{2\sqrt{\pi}}{J \sqrt{M}} \sqrt{(1-\delta)\epsilon'} + \frac{\pi^2}{J^2} \leq \frac{\delta \epsilon'}{M}\). If yes, then output \(\epsilon'\) and quit the loop. Else, let \(J = 2 \cdot J\).

**Output:** \(\{\epsilon', \text{yes}\}\) if there exists \(\epsilon'\) in step (3), else output \(\{\epsilon' = 1/(QT^2), \text{no}\}\).

**Lemma 4.2** Let \(\delta = 1/(10QT^2)\). Algorithm 3 satisfies the following: with probability \(\geq 1 - 10\delta/T\), if the output is \(\{\epsilon', \text{yes}\}\), then \(|\bar{\epsilon} - \epsilon'| \leq \delta \epsilon'\); and if the output is \(\{\epsilon' = 1/(QT^2), \text{no}\}\), then \(|\bar{\epsilon} - \epsilon'| \leq 1/(QT^2)\).

The total number queries to \(U\) and \(U^{-1}\) used by Algorithm 3 is \(O(\sqrt{MQ^{3/2}} T^3)\).

**Proof.** We first consider the case when Algorithm 3 outputs \(\{\epsilon', \text{yes}\}\). In this case, there exists a \(J\) and \(\epsilon'\) which satisfies the relation in step (3) of the algorithm. First observe that, since \(\epsilon'/M\) was obtained by amplitude amplification in step (2), we have

\[
\left|\frac{\epsilon' - \bar{\epsilon}}{M}\right| \leq \left|\frac{\epsilon' - (1-\delta)\bar{\epsilon}}{M}\right| \leq \frac{2\pi \sqrt{(1-\delta)\bar{\epsilon}}}{J \sqrt{M}} + \frac{\pi^2}{J^2} \leq \frac{2\sqrt{2\pi} \sqrt{(1-\delta)\bar{\epsilon}}}{J \sqrt{M}} + \frac{\pi^2}{J^2} ,
\]

where the second inequality used Eq. (10) in Theorem 2.5 and the third inequality used the first and second inequalities to conclude \(|\bar{\epsilon} - \epsilon'| \leq \frac{2\pi \sqrt{(1-\delta)\bar{\epsilon}}}{J} + \frac{\pi^2 M}{J^2} \). This implies

\[
\bar{\epsilon} \leq \epsilon' + \frac{2\pi \sqrt{(1-\delta)\bar{\epsilon}}}{J} + \frac{\pi^2 M}{J^2} \leq 2\epsilon',
\]
where we used $J \geq (2\pi \sqrt{M})/\delta$. Putting together the upper bound in Eq. (12) along with the upper bound in Step (3) of the algorithm, we get $|\bar{e} - e'| \leq \delta e'$. Furthermore, we also show that $\bar{e} \geq (1 - 2\delta)/(64QT^2)$. Recall that $J, e'$ satisfies step (3) of the algorithm. In particular, this implies that

$$\frac{2\sqrt{2\pi \sqrt{(1-\delta)e'}}}{J \sqrt{M}} + \frac{\pi^2}{J^2} \leq \frac{\delta e'}{M},$$

since $J \leq J_{max}$. Substituting the value of $J_{max}$ in the inequality above gives $\frac{\sqrt{(1-\delta)e'}}{8\sqrt{QT^2}} + \frac{\delta}{512QT^2} \leq e'$. Solving for the above equation, we obtain $e' \geq 1/(64QT^2) \cdot (1 - \delta)$ (we ignore the other solution for $e'$ since $e' \geq 0$). Using $|\bar{e} - e'| \leq \delta e'$, we get $\bar{e} \geq (1 - \delta)e' \geq (1 - 2\delta)/(64QT^2)$.

Now we consider the case when Algorithm 3 outputs $\{e' = 1/(QT^2), \text{no}\}$, and we argue that $|\bar{e} - e'| < 1/(QT^2)$. In order to see this, first observe that

$$\left|\frac{\epsilon - \bar{e}}{M} - \frac{\epsilon}{M}\right| \leq \frac{2\sqrt{2\pi \sqrt{(1-\delta)e'}}}{J \sqrt{M}} + \frac{\pi^2}{J^2} \leq \frac{\delta \sqrt{2e'}}{M} + \frac{\delta^2}{4M} \leq \frac{10\delta}{M},$$

where the first inequality used Eq. (12), the second inequality used $J \geq (2\pi \sqrt{M})/\delta$ and the third inequality used $e' < 1$. Using $\delta = 1/(10QT^2)$, we obtain $|\bar{e} - e'| \leq 1/(QT^2)$. Furthermore, we show that in the ‘no’ instance, we have $\bar{e} < 1/(QT^2)$. We prove this by a contrapositive argument: suppose $\bar{e} \geq 1/(QT^2)$, there exists a $J' \in [J^*, J_{max}]$, where $J^* = \frac{8\pi \sqrt{M}}{\delta \sqrt{(1-\delta)e'}}$, for which the inequality in step (3) of Algorithm 3 is satisfied with probability at least $1 - 10\delta/T$. In order to see this, first observe that

$$\frac{2\sqrt{2\pi \sqrt{(1-\delta)e'}}}{J \sqrt{M}} + \frac{\pi^2}{J^2} \leq \frac{4\pi \sqrt{(1-\delta)e'}}{J \sqrt{M}} + \frac{\pi^2}{J^2} \leq \frac{\delta (1-\delta)e}{2M} + \frac{\delta^2 (1-\delta)e}{64M} \leq \frac{\delta (1-\delta)e}{M},$$

where the second inequality used $J \geq J^*$ and the remaining inequalities are straightforward. Using Eq. (13) and Eq. (14), we have $|e' - \bar{e}| \leq \delta (1-\delta)e$. Moreover, using $|\bar{e} - e'| \leq \delta (1-\delta)e$, we can further upper bound Eq. (14) by $\delta e'/M$, which implies step (3) of Algorithm 3 is satisfied, in which case the algorithm would have output ‘yes’ with probability $\geq 1 - 10\delta/T$. Hence, by the contrapositive argument, if Algorithm 3 outputs ‘no’ with probability at least $1 - 10\delta/T$, then we have $\bar{e} < 1/(QT^2)$.

Finally, we bound the total number of queries made to $U$ and $U^{-1}$ in Algorithm 3. Given that $J$ is doubled in every round and $J \leq J_{max} = O(\sqrt{MQT^2}/\delta)$, the total number of queries is

$$J_{max} + \frac{J_{max}}{2} + \frac{J_{max}}{4} + \ldots + \frac{2\pi \sqrt{M}}{\delta} < 2J_{max} = O\left(\sqrt{MQT^2}/\delta\right) = O(\sqrt{M}Q^{3/2}T^3)$$

using $\delta = O(1/(QT^2))$ (for simplicity, we assume that all these terms are powers of 2). This concludes the proof of the lemma.

We now describe our quantum boosting algorithm.

\footnote{Note that $J^* \leq J_{max}$ follows immediately by using the lower bound $\bar{e} \geq 1/(QT^2)$.}
Algorithm 4 Quantum boosting algorithm

**Input:** Weak quantum learner $\mathcal{A}$ with time complexity $Q$, a training sample $S = \{(x_i, c(x_i))\}_{i \in [M]}$, where $x_i$ is sampled from an unknown distribution $D$.

**Initialize:** Let $\overline{D}^1 = D^1$ be the uniform distribution on $S$. Let $h_0$ be the constant function, $T = O((\log M)/\gamma^2)$ and $\delta = 1/(10QT^2)$. $\varepsilon'_0 = 1/2$.

1: for $t = 1$ to $T$ (assume quantum query access to $h_1, \ldots, h_{t-1}$ and knowledge of $\varepsilon'_1, \ldots, \varepsilon'_{t-1}$) do
2: Prepare $Q + 1$ many copies of $|\psi_1\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x), \overline{D}^1_x\rangle$. Let $|\Phi_1\rangle = |\psi_1\rangle$.
3: Using quantum queries to $\{h_1, \ldots, h_{t-1}\}$ and knowledge of $\{\varepsilon'_1, \ldots, \varepsilon'_{t-1}\}$, prepare the state

$$|\Phi_3\rangle = \left(\frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x), \overline{D}^1_x\rangle\right).$$

4: Apply amplitude amplification to prepare $|\Phi_6\rangle = \left(\sum_{x \in S} \sqrt{D^1_x} |x, c(x)\rangle + |\chi_t\rangle\right)$.
5: Pass $|\Phi_6\rangle^{\otimes Q}$ to the quantum learner $\mathcal{A}$ to obtain a hypothesis $h_t$.

**Phase (2): Estimating weighted errors $\varepsilon_t$**
6: Using quantum queries to $h_t$, prepare $|\psi_5\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x), \overline{D}^1_x \cdot [h_t(x) \neq c(x)]\rangle$.
7: Let $\overline{\varepsilon}_t = \Pr_{x \sim \overline{D}^1}[h_t(x) \neq c(x)]$. Prepare $|\psi_6\rangle = \sqrt{1 - \overline{\varepsilon}_t/M}|\phi_0\rangle\ket{0} + \sqrt{\overline{\varepsilon}_t/M}|\phi_1\rangle\ket{1}$.
8: Invoke subroutine 3 to estimate $\overline{\varepsilon}_t$ with $\varepsilon'_t$.

**Phase (3): Updating distributions**
9: If subroutine 3 outputs ‘yes’: let $Z_t = 2\sqrt{\varepsilon'_t(1 - \varepsilon'_t)}$, $\alpha'_t = \ln\left(\sqrt{(1 - \varepsilon'_t)/\varepsilon'_t}\right)$ and update $\overline{D}^{t+1}_x$:

$$\overline{D}^{t+1}_x = \frac{\overline{D}^t_x}{(1 + 2\delta)Z_t} \times \begin{cases} e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\ e^{\alpha'_t} & \text{otherwise} \end{cases}.$$ (16)

10: If subroutine 3 outputs ‘no’: let $Z_t = (2\sqrt{QT^2 - 1})/(QT^2)$, $\alpha'_t = \ln\left(\sqrt{QT^2 - 1}\right)$ and update $\overline{D}^{t+1}_x$:

$$\overline{D}^{t+1}_x = \frac{\overline{D}^t_x}{(1 + 2/(QT^2))Z_t} \times \begin{cases} (2 - 1/(QT^2))e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\ (1/(QT^2))e^{\alpha'_t} & \text{otherwise} \end{cases}.$$ (17)

**Output:** Hypothesis $H$ defined as $H(x) = \text{sign}(\sum_{i=1}^T \alpha'_ih_i(x))$ for all $x \in \{0, 1\}^n$.

Before describing the state of the quantum boosting algorithm in every step, we make a couple of remarks. We use the notation $\overline{D}^t_x$ in the quantum boosting algorithm because $(\overline{D}^t_x)_x$ is not a true distribution since it satisfies $\sum_{x \in S} \overline{D}^t_x \leq 1$ (this is also the reason for incorporating the state $|\chi_t\rangle$ in
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14Precisely, we let the query operation $O_{h_0}$ corresponding to $h_0$ be the identity map.
step (4)). In addition to $\tilde{D}_t^t$, we also define the true updated distribution $D_{x}^{t+1}$ as follows

$$
D_{x}^{t+1} = \frac{D_{x}^{t}}{Z_t} \times \begin{cases} 
e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\ e^{\alpha'_t} & \text{otherwise} \end{cases},
$$

where $\alpha'_t = \ln(\sqrt{1 - \epsilon'_t/\epsilon_t})$ and $\epsilon'_t, \epsilon_t$ are defined in step (8) of Algorithm 4, and

$$
Z_t = \sum_{i=1}^{M} \tilde{D}_t(x_i) \exp(-\alpha'_t h_t(x_i) c(x_i)) = \sum_{i:h_t(x_i) = c(x_i)} \tilde{D}_t(x_i) \cdot e^{-\alpha'_t} + \sum_{i:h_t(x_i) \neq c(x_i)} \tilde{D}_t(x_i) \cdot e^{\alpha'_t} = (1 - \tilde{\epsilon}_t) \cdot e^{-\alpha'_t} + \tilde{\epsilon}_t \cdot e^{\alpha'_t}.
$$

Note that $\sum_{x \in S} D_{x}^{t+1} = 1$ and observe that our quantum boosting algorithm cannot make the distribution update Eq. (18) since the value of $\tilde{\epsilon}_t$ in Eq. (19) is unknown to the quantum algorithm. Let $\epsilon_t$ be the weighted error given by $\epsilon_t = \text{Pr}_{x \in D} [h_t(x) \neq c(x)]$ corresponding to the true distribution $[D_{x}^{t}]_x$.

This is one of the main differences between standard AdaBoost and our quantum boosting Algorithm 4. In standard AdaBoost, one assumes that the $\epsilon$s can be computed exactly by spending time $O(M)$. However, a quantum algorithm can only approximate the $\epsilon$s in time $O(\sqrt{M})$. Hence the distribution update from $D^t \rightarrow D^{t+1}$ in classical AdaBoost might result in a sub-normalized distribution $\tilde{D}^{t+1}$ in the quantum case. Moreover even if a learner could produce a hypothesis $h_t$ that is $(1/2 + \gamma)$-close to the target concept $c$ “under” $\tilde{D}^{t+1}$, it is not clear if the final hypothesis $H$ has small training error. In order to overcome this, we split the distribution update step into two cases (steps (9, 10) in Algorithm 4) depending on whether $\epsilon$ is “large” or “small”. Using the structure of the distribution update we show that the resulting hypothesis $H$ has small training error. Before we proceed with the proof of the main theorem, we state the following properties about the distributions $\tilde{D}_s$.

**Claim 4.3** Let $t \geq 1$, $\tilde{D}^t : [0,1]^n \rightarrow [0,1]$ be defined as in Eq. (16), (17). Then $\sum_{x \in S} \tilde{D}_x^t \in [1 - 30\delta, 1]$.

**Claim 4.4** Let $t \geq 1$, $\tilde{\epsilon}_t = \text{Pr}_{x \in D^t} [h_t(x) \neq c(x)]$ be the weighted error corresponding to the approximate distribution $\tilde{D}^t$ and $\epsilon_t = \text{Pr}_{x \in D^t} [h_t(x) \neq c(x)]$ correspond to the true distribution $D^t$. Then $|\tilde{\epsilon}_t - \epsilon_t| \leq 50\delta$.

We prove these claims later. Observe that our quantum boosting algorithm will run on the sub-normalized distribution $\tilde{D}^t$ instead of the ideal distribution $D^t$, since we do not have knowledge of $\tilde{\epsilon}_t$ in Eq. (19) and instead have an estimate $\epsilon'_t$ of $\tilde{\epsilon}_t$. We now describe the unitary operation that updates $\tilde{D}_1$ (in step (2)) to $\tilde{D}_t$ (in step (3)). For $t \in \{1, \ldots, T\}$, let $\mathcal{G}_t$ be the quantum circuit that makes the distribution update from $\tilde{D}^1 \rightarrow \tilde{D}^t$. Given access to $h_1, \ldots, h_{t-1} : \{0,1\}^n \rightarrow \{-1,1\}$ and knowledge of $\epsilon'_1, \ldots, \epsilon'_{t-1}$, define $\mathcal{G}_t$ as the map:

$$
\mathcal{G}_t : \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^1\rangle \otimes [[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]]
$$

$$
\rightarrow \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^t\rangle \otimes [[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)].
$$

**Details of Algorithm 4.** We are now ready to describe our quantum boosting algorithm in more details. In the $t$th step, we have quantum query access to the hypotheses $\{h_1, \ldots, h_{t-1}\}$ and
knowledge of the approximate weighted errors \( \{\epsilon_1', \ldots, \epsilon_{t-1}'\} \). Let \( U_1 : |0\rangle \rightarrow |\psi_1\rangle \) and \( U_2 : |0\rangle \rightarrow |\Phi_1\rangle \), where

\[
|\psi_1\rangle = \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^1\rangle \otimes |0\rangle^\otimes t+1 \right), \\
|\Phi_1\rangle = \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^1\rangle \otimes |0\rangle^\otimes t \right).
\]

Recall that \( \tilde{D}^1 \) is the uniform random distribution over the training set \( S \). We assume that theoretically one could use a quantum random access memory (QRAM) to prepare the state \( |\psi_0\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \) in time \( O(\log M) \). By “use a QRAM to prepare” we mean, we can perform the operation that takes the training set \( S = \{(x_i, c_i)\}_{i \in [M]} \) stored in a classical data structure and prepares the uniform quantum state \( |\psi_0\rangle \) in time \( O(\log M) \). Given the QRAM assumption has been controversial and seems strong in quantum machine learning, we make a couple of remarks: (i) our quantum boosting algorithm only requires a QRAM to prepare the uniform superposition over classical data \( S \) at the start of each iteration. Also, our quantum algorithm does not use QRAM as an oracle for Grover-like algorithms, so the negative results of [AGJO+15] do not apply to our algorithm; (ii) we use the QRAM at the start of \( T = O(\log M) \) iteration of our algorithm to prepare \( |\psi_0\rangle \), so even if the quantum time complexity of preparing \( |\psi_0\rangle \) is \( O(\sqrt{M}) \), then our complexity increases by an additive \( O(\sqrt{M} \log M) \) term and we still do not lose our quantum speedup; (iii) of course if QRAM is infeasible then we can also assume that a quantum learner has access to uniform quantum examples \( |\psi_0\rangle \) or has quantum query access to the training examples in \( S \) (i.e., can perform the map \( |x, b\rangle \rightarrow |x, b \cdot c(x)\rangle \) for \( x \in S \)). and in both cases we do not need a QRAM.

We now describe the quantum boosting algorithm. The algorithm begins by first preparing \( U_1 |0\rangle \otimes |\Phi_2^\otimes Q\rangle |0\rangle = |\psi_1\rangle \otimes |\Phi_1^\otimes Q\rangle \). We then apply \((Q+1)(t-1)\) quantum queries to the oracles \( \{O_{h_1}, \ldots, O_{h_{t-1}}\} \) to obtain

\[
|\psi_2\rangle \otimes |\Phi_2^\otimes Q\rangle = \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^1\rangle \otimes |h_1(x) \neq c(x), \ldots, h_{t-1}(x) \neq c(x)\rangle |0\rangle^2 \right) \\
\quad \otimes \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\tilde{D}_x^1\rangle |h_1(x) \neq c(x), \ldots, h_{t-1}(x) \neq c(x), 0\rangle \right)^\otimes Q.
\]

We then apply the unitary \( G_t \) on \( |\psi_2\rangle \) and each of the \( Q \) copies of \( |\Phi_2\rangle \) to update \( \tilde{D}^1 \). The resulting state is

\[
|\psi_3\rangle \otimes |\Phi_3^\otimes Q\rangle = \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\tilde{D}_x^1\rangle \otimes |h_1(x) \neq c(x), \ldots, h_{t-1}(x) \neq c(x)\rangle |0\rangle^2 \right) \\
\quad \otimes \left( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\tilde{D}_x^1\rangle |h_1(x) \neq c(x), \ldots, h_{t-1}(x) \neq c(x), 0\rangle \right)^\otimes Q.
\]

We now break down the algorithm into two steps, the first phase uses \( |\Phi_3^\otimes Q\rangle \) to obtain \( h_t \) and the second phase uses \( h_t \) and \( |\psi_3\rangle \) to compute \( \epsilon_t' \).

---

15 To be precise, we obtain the \( t \)th indicator function \( [h_t(x) \neq c(x)] \) as follows: first use \( O_{h_t} \) to perform the map \( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\tilde{D}_x^1\rangle |0\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\tilde{D}_x^1\rangle |h_t(x)\rangle \), next apply the CNOT gate between the second and fourth register to produce \( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\tilde{D}_x^1\rangle |h_t(x) \cdot c(x)\rangle \).
Phase (1): Obtaining hypothesis $h_t$. Let $V: |p\rangle|0\rangle \rightarrow |p\rangle\left(\sqrt{1-p}|0\rangle + \sqrt{p}|1\rangle\right)\sin^{-1}\left(\sqrt{p}\right)$. For each of the $Q$ copies of $|\Phi_5\rangle$, append an auxiliary $|0\rangle$ and apply $V$ to obtain

$$|\Phi_4\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle |\bar{D}_x^{(1)}\rangle |[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]\rangle \left(\sqrt{\bar{D}_{x}^{(1)}|0\rangle} + \sqrt{1 - \bar{D}_{x}^{(1)}|1\rangle}\right).$$

(23)

Let $W_t$ be the unitary that performs $W_t: |\Phi_1\rangle \rightarrow |\Phi_4\rangle$ and $\tilde{W}_t = W_t U_2$ be the map $\tilde{W}_t: |0\rangle \rightarrow |\Phi_4\rangle$. Let $Y_t$ be the unitary that uses an expected $O(\sqrt{M \log T})$ invocations of $\tilde{W}_t$ and $\tilde{W}_t^{-1}$ to perform amplitude amplification (in Theorem 2.4) on the state $|\Phi_4\rangle$ and with probability at least $1 - O(1/T)$ produce the state $|\Phi_5\rangle$

$$|\Phi_5\rangle = Y_t|\Phi_4\rangle = \sum_{x \in S} \sqrt{\bar{D}_x^{(1)}}|x, c(x)\rangle |\bar{D}_x^{(2)}\rangle |[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]\rangle, 0 + |\Psi\rangle,$$

(24)

where $|\Psi\rangle$ is orthogonal to the first register. Observe that without $|\Psi\rangle$, the state $|\Phi_5\rangle$ is no longer a quantum state because $|\bar{D}_x^{(1)}\rangle$ is a sub-normalized distribution and note that the complexity of amplitude amplification is $\Theta\left(\sqrt{M/\sum_{x \in S} \bar{D}_x^{(1)}}\right) = \Theta\left(\sqrt{M}\right)$ using Claim 4.3. Moreover, using Claim 4.3, we have

$$|||\Psi||| \leq 1 - \sum_{x \in S} \bar{D}_x^{(1)} \leq 30\epsilon.$$

(25)

Observe that if we had run the boosting algorithm with the ideal distribution $D'$, we would have obtained the state

$$|\Phi'_5\rangle = \sum_{x \in S} \sqrt{D_x^{(1)}}|x, c(x)\rangle |D_x^{(2)}\rangle |[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]\rangle, 0,$$

(26)

instead of $|\Phi_5\rangle$. We now uncompute the auxiliary registers $|\bar{D}_x^{(1)}\rangle |[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]\rangle, 0$ in $|\Phi_5\rangle$ as follows: let $G_t^{-1}$ be the unitary which maps $|\bar{D}_x^{(1)}\rangle \rightarrow |D_x^{(1)}\rangle$ and let $O_{h_1}, \ldots, O_{h_{t-1}}$ be the query operations that uncompute the $|[h_i(x) \neq c(x)]\rangle_{i \in [t-1]}$ registers. Applying $G_t^{-1}$ on the actual state $|\Phi_5\rangle$ (instead of the ideal state $|\Phi'_5\rangle$) gives

$$G_t^{-1}|\Phi_5\rangle = \sum_{x \in S} \sqrt{\bar{D}_x^{(1)}}|x, c(x)\rangle |0\rangle |[h_1(x) \neq c(x)], \ldots, [h_{t-1}(x) \neq c(x)]\rangle, 0 + G_t^{-1}|\Psi\rangle,$$

and then performing $O_{h_1}^{-1}, \ldots, O_{h_{t-1}}^{-1}$ gives us

$$|\Phi_6\rangle = \sum_{x \in S} \sqrt{\bar{D}_x^{(1)}}|x, c(x)\rangle |0\rangle \rangle + O_{h_1}^{-1} \cdots O_{h_{t-1}}^{-1} |\Psi\rangle.$$

(27)

By performing the operations $G_t^{-1}, O_{h_1}^{-1}, \ldots, O_{h_{t-1}}^{-1}$ on the ideal state $|\Phi'_5\rangle$, we would have

$$|\Phi'_6\rangle = \sum_{x \in S} \sqrt{D_x^{(1)}}|x, c(x)\rangle |0\rangle \rangle.$$

(28)

Ideally, our goal would be to pass $Q$ copies of $|\Phi'_6\rangle$ to a quantum learner in order to obtain a hypothesis $h_t$. Although, we do not have access to $|\Phi'_6\rangle$, we continue our quantum boosting algorithm by passing $Q$ copies of $|\Phi_6\rangle$ to a quantum learner (instead of $Q$ copies of $|\Phi'_6\rangle$). A priori, it is not clear what will be the output of the quantum learner on input $|\Phi_6\rangle \otimes Q$. In order to understand this, we first show that $|\Phi_6\rangle$ and $|\Phi'_6\rangle$ are close. Using this, it is not hard to see that a quantum learner would behave similarly when given $|\Phi_6\rangle \otimes Q$ instead of $|\Phi'_6\rangle \otimes Q$. In order to formalize this, we first state the following claim which we prove later.
Claim 4.5 Let $|\Phi_6\rangle$ and $|\Phi'_6\rangle$ be as defined in Eq. (27), (28). Then we have $|\langle \Phi_6 | \Phi'_6 \rangle| \geq 1 - 50\delta$.

Recall that $|\Phi_6\rangle$ is the ideal state that satisfies the following: suppose $Q$ copies of $|\Phi_6\rangle$ are given to a weak quantum learner, then with probability at least $1 - 1/7T$, the learner outputs a weak hypothesis $h_t$. We now show that the same learner, when fed $Q$ copies of $|\Phi_6\rangle$ (instead of $|\Phi'_6\rangle$) will output $h_t$ with probability at least $1 - 17/T$. In order to see this, let $p' = \Pr[\mathcal{A} \text{ outputs } h_t \text{ given } |\Phi'_6\rangle] \geq 1 - 1/7T$ and $p = \Pr[\mathcal{A} \text{ outputs } h_t \text{ given } |\Phi_6\rangle]$. Let $\mathcal{H}$ be the hypothesis class and suppose $\{E_h\}_{h \in \mathcal{H}}$ (satisfying $\sum_{h \in \mathcal{H}} E_h = I$) is the final POVM performed by $\mathcal{A}$. Then we have the following,

$$
|p' - p| = |\text{Tr}(E_h |\Phi'_6\rangle \langle \Phi'_6|) - \text{Tr}(E_h |\Phi_6\rangle \langle \Phi_6|)|
\leq \sum_{h \in \mathcal{H}} |\text{Tr}(E_h |\Phi'_6\rangle \langle \Phi'_6|) - \text{Tr}(E_h |\Phi_6\rangle \langle \Phi_6|)|
\leq 2\|(|\Phi'_6\rangle \langle \Phi'_6|) - (|\Phi_6\rangle \langle \Phi_6|)\|_1
= 4(1 - \langle \Phi_6 | \Phi'_6 \rangle_2)^{1/2}
\leq 4(1 - (1 - 50\delta)^2)^{1/2} \leq 16/T,
$$

where we have used the definition of trace distance in the second equality, Claim 4.5 in the third inequality, Bernoulli’s inequality $(1 - x)^t \geq 1 - tx$ (for $x \leq 1$ and $t \geq 0$) in the penultimate inequality and $\delta = 1/(10QT^2)$ in the final inequality. Additionally, the second inequality follows from the definition of the trace distance between quantum states

$$
\| \rho - \sigma \|_1 = \max_{\| m \|} \frac{1}{2} \sum_m |\text{Tr}(E_m(\rho - \sigma))|.
$$

In particular, suppose we have a weak learner $\mathcal{A}$ that outputs $h_t$ with probability at least $p'$, then for every $t \in [T]$, we have

$$
p = \Pr[\mathcal{A} \text{ outputs } h_t \text{ given } |\Phi_6\rangle] \geq p' - 16/T \geq 1 - 1/7T - 16/T = 1 - 17/T. \quad (30)
$$

Hence, on passing $|\Phi_6\rangle$ to a quantum learner $\mathcal{A}$, it outputs a weak hypothesis $h_t$ with probability at least $1 - 17/T$ using Eq. (29). We assume that the output $h_t$ is presented in terms of an oracle $O_{h_t}$ (which on query $|x, b\rangle$ outputs $|x, b \cdot h_t(x)\rangle$ for all $b \in \{-1, 1\}, x \in \{0, 1\}^n$).

**Phase (2): Computing $c'_t$.** Using $O_{h_t}$ produced in Phase (1), we now perform the query operation $O_{h_t}$ on $|\psi_3\rangle$ (defined in Eq. (22)) and obtain

$$
|\psi_4\rangle = O_{h_t} |\psi_3\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\widetilde{D}_x^j \rangle \otimes |h_1(x) \neq c(x), \ldots, [h_t(x) \neq c(x)]\rangle, 0). \quad (31)
$$

Using arithmetic operations, one can additionally produce the following state

$$
|\psi_5\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\widetilde{D}_x^j \cdot [h_t(x) \neq c(x)]\rangle \otimes |h_1(x) \neq c(x), \ldots, [h_t(x) \neq c(x)]\rangle, 0). \quad (32)
$$

We now apply the controlled reflection operator $V : |p\rangle |0\rangle |0\rangle \rightarrow |p\rangle (\sqrt{1 - p}|0\rangle + \sqrt{p}|1\rangle) |\sin^{-1}(\sqrt{p})\rangle$ (where we store $\sin^{-1}(\cdot)$ up to $n$ bits of accuracy) to $|\psi_5\rangle$ to obtain

$$
|\psi_6\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \otimes |\beta_x^j\rangle \otimes |h_1(x) \neq c(x), \ldots, [h_t(x) \neq c(x)]\rangle \otimes (\sqrt{1 - \beta_x^j}|0\rangle + \sqrt{\beta_x^j}|1\rangle) |\sin^{-1}(\sqrt{\beta_x^j})\rangle,
$$
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where $\beta^t_x = \tilde{D}^t_x[h_t(x) \neq c(x)]$. We can rewrite the above equation as

$$|\psi_6\rangle = \sqrt{\tilde{c}_t/M}|\phi_1\rangle|1\rangle + \sqrt{1 - \tilde{c}_t/M}|\phi_0\rangle|0\rangle,$$

where $\tilde{c}_t = \sum_{x \in S} \beta^t_x = \sum_{x \in S} \tilde{D}^t_x[h_t(x) \neq c(x)]$ and $|\phi_0\rangle$, $|\phi_1\rangle$ are defined as

$$|\phi_0\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} \sqrt{1 - \beta^t_x} \langle x, c(x) \rangle \otimes |\beta^t_x \rangle \otimes |[h_1(x) \neq c(x)] \ldots, [h_t(x) \neq c(x)]\rangle \otimes |\sin^{-1}(\sqrt{\beta^t_x})\rangle,$$

$$|\phi_1\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} \sqrt{\beta^t_x} \langle x, c(x) \rangle \otimes |\beta^t_x \rangle \otimes |[h_1(x) \neq c(x)] \ldots, [h_t(x) \neq c(x)]\rangle \otimes |\sin^{-1}(\sqrt{\beta^t_x})\rangle.$$

Let $F_t$ be the unitary given by the map $|\psi_1\rangle \rightarrow |\psi_6\rangle$ and $\tilde{F}_t = F_tU_1$ be the map $\tilde{F}_t : |0\rangle \rightarrow |\psi_6\rangle$. Let $P_t$ be the unitary that implements amplitude estimation using $I_t$ invocations of $\tilde{F}_t$ and $\tilde{F}_t^{-1}$.

In order to approximate $\tilde{c}_t$, we run Algorithm 3 on the state $|\psi_6\rangle$ assuming unitary access to $\tilde{F}_t$. Depending on the output $\epsilon^t_i$ of Algorithm 3, we compute $\alpha'_t = \frac{1}{2} \ln \left( \frac{1 + \epsilon^t_i}{\epsilon^t_i} \right)$. Using $\epsilon^t_i$ and $\alpha'_t$, we now update the distribution from $\tilde{D}^t$ to $\tilde{D}^{t+1}$.

### 4.1.2 Proof of claims

In this section, we state and prove a few claims from the previous section. We restate these claims for convenience of the reader. Additionally, we will crucially use the following relations multiple times in this section: for every $t \geq 1$, let $\tilde{D}^t_x$ be the sub-normalized distribution defined in Algorithm 4 (in particular Eq. (16)) when Algorithm 3 outputs ‘yes’, then

$$\sum_{x \in S} \tilde{D}^t_x \exp(-\alpha'_t c(x) h_t(x)) = \sum_{i : h_t(x) = c(x)} \tilde{D}^t(x_i) \cdot e^{-\alpha'_t} + \sum_{i : h_t(x) \neq c(x)} \tilde{D}^t(x_i) \cdot e^{\alpha'_t}$$

$$= (1 - \tilde{c}_t) \cdot e^{-\alpha'_t} + \tilde{c}_t \cdot e^{\alpha'_t},$$

where $\tilde{c}_t = \Pr_{x \sim \tilde{D}^t}[h_t(x) \neq c(x)]$. Also let $\tilde{D}^t_x$ be the sub-normalized distribution defined in Algorithm 4 (in particular Eq. (17)) when Algorithm 3 outputs ‘no’, then

$$\sum_{x \in S} \tilde{D}^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa [h_t(x) \neq c(x)]) = \sum_{i : h_t(x) = c(x)} \tilde{D}^t(x_i) \cdot e^{-\alpha'_t + \kappa_0} + \sum_{i : h_t(x) \neq c(x)} \tilde{D}^t(x_i) \cdot e^{\alpha'_t + \kappa_1}$$

$$= (1 - \tilde{c}_t) \cdot e^{-\alpha'_t + \kappa_0} + \tilde{c}_t \cdot e^{\alpha'_t + \kappa_1}.$$

**Claim 4.3** Let $t \geq 1$, $\tilde{D}^t : [0,1]^n \rightarrow [0,1]$ be as defined in Eq. (16), (17). Then $\sum_{x \in S} \tilde{D}^t_x \in [1 - 30\delta, 1]$.

**Proof.** We divide the proof of the claim into two cases. Recall $\delta = 1/(10QT^2)$.

**Case I:** Suppose Algorithm 3 outputs ‘yes’ in the $t$th iteration. Recall the definition of $\tilde{D}^{t+1}$.

$$\tilde{D}^{t+1}_x = \frac{\tilde{D}_x}{2(1 + 2\delta)\sqrt{\tilde{c}_t(1 - \tilde{c}_t)}} \chi \left\{ \begin{array}{ll}
eq \alpha'_t & \text{if } h_t(x) = c(x) \\
\epsilon^t_i & \text{otherwise,} \end{array} \right. \quad (37)$$
where \( \alpha_i' = \frac{1}{t} \ln \left( \frac{1-\epsilon_i'}{\epsilon_i'} \right) \) and \( |\bar{\epsilon}_i - \epsilon_i'| \leq \delta \epsilon_i' \). In order to prove the lower bound, observe that

\[
\sum_{x \in S} \tilde{D}_x^{t+1} = \frac{1}{2(1+2\delta)\sqrt{\epsilon_i'(1-\epsilon_i')}} \sum_{x \in S} \tilde{D}_x^t \exp(-\alpha_i'c(x)h_t(x))
\]

\[
= \frac{\sum_{x \in S} \tilde{D}_x^t \exp(-\alpha_i'c(x)h_t(x))}{(1-\bar{\epsilon}_t)e^{-\alpha_i'} + \bar{\epsilon}_te^{\alpha_i'}} \cdot \frac{(1-\bar{\epsilon}_t)e^{-\alpha_i'} + \bar{\epsilon}_te^{\alpha_i'}}{2(1+2\delta)\sqrt{\epsilon_i'(1-\epsilon_i')}}
\]

\[
= \frac{1}{2(1+2\delta)} \frac{1}{\sqrt{\epsilon_i'(1-\epsilon_i')}} \left( (1-\bar{\epsilon}_t) \sqrt{\frac{\epsilon_i'(1-\epsilon_i')}{\epsilon_i'}} + \bar{\epsilon}_t \sqrt{\frac{1-\epsilon_i'}{\epsilon_i'}} \right)
\]

(using the definition of \( \alpha_i' \))

where the second equality used \( \sum_{x \in S} \tilde{D}_x^t \exp(-\alpha_i'c(x)h_t(x)) = (1-\bar{\epsilon}_t)e^{-\alpha_i'} + \bar{\epsilon}_te^{\alpha_i'} \) (which follows from Eq. (19)). Since \( |\bar{\epsilon}_i - \epsilon_i'| \leq \delta \epsilon_i' \), we have

\[
\frac{\bar{\epsilon}_i}{\epsilon_i'} \geq \frac{\epsilon_i'(1-\delta)}{\epsilon_i'} = 1 - \delta.
\]

Additionally,

\[
\frac{1-\bar{\epsilon}_t}{1-\epsilon_i'} \geq \frac{1-\epsilon_i'(1+\delta)}{1-\epsilon_i'} = 1 - \frac{\delta \epsilon_i'}{1-\epsilon_i'} \geq 1 - 2\delta,
\]

(39)

where the second inequality uses \( \epsilon_i' \leq 2/3 \) (since we assume \( \epsilon_i \leq 1/2 \)). Putting together Eq. (38) and Eq. (39) into the expression for \( \sum_{x \in S} \tilde{D}_x^{t+1} \), we get

\[
\sum_{x \in S} \tilde{D}_x^{t+1} \geq \frac{2-3\delta}{2(1+2\delta)} \geq 1 - 4\delta \geq 1 - 30\delta.
\]

Next, we prove the upper bound. Note that

\[
\frac{\bar{\epsilon}_i}{\epsilon_i'} \leq \frac{\epsilon_i'(1+\delta)}{\epsilon_i'} = 1 + \delta,
\]

(40)

and

\[
\frac{1-\bar{\epsilon}_t}{1-\epsilon_i'} \leq \frac{1-\epsilon_i'(1-\delta)}{1-\epsilon_i'} = 1 + \frac{\delta \epsilon_i'}{1-\epsilon_i'} \leq 1 + 2\delta,
\]

(41)

where the second inequality uses \( \epsilon_i' \leq 2/3 \). Using Eq. (40), (41), we have

\[
\sum_{x \in S} \tilde{D}_x^{t+1} = \frac{1}{2(1+2\delta)} \left( \frac{1-\bar{\epsilon}_t}{1-\epsilon_i'} + \frac{\bar{\epsilon}_t}{\epsilon_i'} \right) \leq \frac{1}{2(1+2\delta)} \cdot \left( (1+2\delta) + (1+\delta) \right) \leq \frac{2+4\delta}{2(1+2\delta)} = 1.
\]

Case II: Suppose Algorithm 3 outputs ‘no’ in the \( t \)th iteration. The distribution \( \tilde{D}_x^{t+1} \) is then updated according to

\[
\tilde{D}_x^{t+1} = \frac{\tilde{D}_x^t}{(1+2/(QT^2))Z_t} \times \begin{cases} (2 - 1/(QT^2))e^{-\alpha_i'} & \text{if } h_t(x) = c(x) \\ 1/(QT^2)e^{\alpha_i'} & \text{otherwise} \end{cases}
\]

(42)
where we use \( \varepsilon'_t = 1/(QT^2) \), \( \alpha'_t = \ln(1 - \varepsilon'_t)/\varepsilon'_t \) and \( Z_t = 2\sqrt{\varepsilon'_t}(1 - \varepsilon'_t) \). Let \( \kappa_0 = \ln(2 - 1/(QT^2)) \) and \( \kappa_1 = \ln(1/(QT^2)) \). In order to prove the upper and lower bounds of the claim, we first observe that

\[
\sum_{x \in S} \tilde{D}^{t+1}_x = \frac{1}{(1 + 2/(QT^2))} \cdot \frac{\sum_{x \in S} \tilde{D}^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa_{[h_t(x) \neq c(x)]})}{\sum_{x \in S} \tilde{D}^t_x (1 - \varepsilon'_t)}
\]

\[
= \frac{(1 - \tilde{\varepsilon}_t) e^{-\alpha'_t + \kappa_0 + \varepsilon'_t \alpha'_t + \kappa_1}}{2(1 + 2/(QT^2)) \sqrt{\varepsilon'_t}(1 - \varepsilon'_t)}
\]

\[
= \frac{(2 - 1/(QT^2))(1 - \tilde{\varepsilon}_t) e^{-\alpha'_t} + (1/(QT^2)) \varepsilon'_t e^{\alpha'_t}}{2(1 + 2/(QT^2)) \sqrt{\varepsilon'_t}(1 - \varepsilon'_t)}
\]

\[
= \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \varepsilon'_t + \frac{1}{2QT^2} \tilde{\varepsilon}_t \right),
\]

where the second equality used \( \tilde{\varepsilon}_t = \sum_{x \in h_t(x) \neq c(x)} \tilde{D}^t_x \), third equality follows by the definition of \( \kappa_0, \kappa_1 \) and the final equality used \( \alpha'_t = \frac{1}{T} \ln(1 - \tilde{\varepsilon}_t^t) \). We now prove the lower bound in the claim:

\[
\sum_{x \in S} \tilde{D}^{t+1}_x = \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} + \frac{1}{2QT^2} \cdot \frac{\tilde{\varepsilon}_t}{\varepsilon'_t} \right)
\]

\[
\geq \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} \right) \quad \text{(using } \tilde{\varepsilon}_t > 0)\]

\[
\geq \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \right) \quad \text{(using } 1 - \tilde{\varepsilon}_t \geq 1 - \varepsilon'_t)\]

\[
\geq 1 - \frac{3}{QT^2} = 1 - 30\delta, \quad \text{(since } \delta = \frac{1}{10QT^2})
\]

where we used \( \tilde{\varepsilon}_t \leq \varepsilon'_t \) in the penultimate inequality because we are in the ‘no’ instance of Lemma 4.2 in Case II of our proof. We finally get the desired upper bound in the claim as follows

\[
\sum_{x \in S} \tilde{D}^{t+1}_x = \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} + \frac{1}{2QT^2} \cdot \frac{\tilde{\varepsilon}_t}{\varepsilon'_t} \right)
\]

\[
\leq \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} + \frac{1}{2QT^2} \right) \quad \text{(using } \tilde{\varepsilon}_t \leq \varepsilon'_t = 1/(QT^2))\]

\[
\leq \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \frac{1}{1 - \varepsilon'_t} + \frac{1}{2QT^2} \right) \quad \text{(using } 1 - \tilde{\varepsilon}_t \leq 1)\]

\[
\leq \frac{1}{(1 + 2/(QT^2))} \left(1 - \frac{1}{2QT^2} \cdot \left(1 + \frac{2}{QT^2} \right) + \frac{1}{2QT^2} \right) \leq 1.
\]

□

Claim 4.4 Let \( t \geq 1, \tilde{\varepsilon}_t = \text{Pr}_{x \sim \tilde{D}^t}[h_t(x) \neq c(x)] \) be the weighted error corresponding to the sub-normalized distribution \( \tilde{D}^t \) and \( \varepsilon_t = \text{Pr}_{x \sim D^t}[h_t(x) \neq c(x)] \) correspond to the true distribution \( D^t \). Then \( |\tilde{\varepsilon}_t - \varepsilon_t| \leq 50\delta \).

Proof. We break down the proof of the claim into two cases.
**Case I:** Algorithm 3 outputs 'yes' in the $t$th iteration. Recall the definition of the sub-normalized distribution $\widetilde{D}^t$ in Eq. (16) and the true distribution $D^t$ in Eq. (18). We then have

$$|\tilde{\varepsilon}_{t+1} - \epsilon_{t+1}| = \left| \sum_{x \in \mathcal{S}} \tilde{D}^{t+1}_x [h_{t+1}(x) \neq c(x)] - \sum_{x \in \mathcal{S}} D^{t+1}_x [h_{t+1}(x) \neq c(x)] \right|$$

$$\leq \sum_{x \in \mathcal{S}} |\tilde{D}^{t+1}_x - D^{t+1}_x| \cdot |[h_{t+1}(x) \neq c(x)]| \leq \sum_{x \in \mathcal{S}} |\tilde{D}^{t+1}_x - D^{t+1}_x|$$

$$= \sum_{x \in \mathcal{S}} \tilde{D}^{t}_x \exp(-\alpha'_t c(x)h_t(x)) \left( \frac{1}{2(1 + 2\delta)\sqrt{\varepsilon'_t(1 - \varepsilon'_t)}} - \frac{1}{(1 - \varepsilon'_t) \cdot e^{-\alpha'_t} + \varepsilon'_t \cdot e^{\alpha'_t}} \right)$$

$$= \frac{1}{2(1 + 2\delta)} \left| \frac{1 - \varepsilon'_t}{1 - \varepsilon'_t} + \frac{\varepsilon'_t}{\varepsilon'_t} - 2(1 + 2\delta) \right| \quad \text{(using Eq. (35))}$$

$$\leq \frac{\delta}{2(1 + 2\delta)} \left( \frac{\varepsilon'_t}{1 - \varepsilon'_t} + 5 \right) \quad \text{(using triangle inequality)}$$

$$\leq \frac{7\delta}{2(1 + 2\delta)} \leq 4\delta. \quad \text{(using $\varepsilon'_t \leq 2/3$)}$$

**Case II:** Algorithm 3 outputs 'no' in the $t$th iteration. Recall the definition of the sub-normalized distribution $\tilde{D}^t$ in Eq. (17). Let $\kappa_0 = \ln(2 - 1/(QT^2))$ and $\kappa_1 = \ln(1/(QT^2))$. We have

$$|\tilde{\varepsilon}_{t+1} - \epsilon_{t+1}|$$

$$= \left| \sum_{x \in \mathcal{S}} \tilde{D}^{t+1}_x [h_{t+1}(x) \neq c(x)] - \sum_{x \in \mathcal{S}} D^{t+1}_x [h_{t+1}(x) \neq c(x)] \right|$$

$$\leq \sum_{x \in \mathcal{S}} |\tilde{D}^{t+1}_x - D^{t+1}_x|$$

$$= \sum_{x \in \mathcal{S}} \tilde{D}^{t}_x \exp(-\alpha'_t c(x)h_t(x) + \kappa[h_t(x) \neq c(x)]) \cdot \left( \frac{1}{2(1 + 2/(QT^2))\sqrt{\varepsilon'_t(1 - \varepsilon'_t)}} - \frac{1}{(1 - \varepsilon'_t) e^{-\alpha'_t \kappa_0} + \varepsilon'_t e^{\alpha'_t \kappa_1}} \right)$$

$$= \frac{1}{2(1 + 2/(QT^2))} \left| \frac{2 - \frac{1}{QT^2}}{1 - \varepsilon'_t} \cdot \frac{1}{1 - \varepsilon'_t} + \frac{1}{QT^2} \cdot \frac{\varepsilon'_t}{\varepsilon'_t} - 2 \left( 1 + \frac{2}{QT^2} \right) \right| \quad \text{(using Eq. (36))}$$

$$\leq \frac{1}{2(1 + 2(QT^2))} \left( 2 \cdot \left| \frac{1 - \varepsilon'_t}{1 - \varepsilon'_t} + \frac{\varepsilon'_t}{1 - \varepsilon'_t} \right| + \frac{4}{QT^2} \right) \quad \text{(using triangle inequality)}$$

$$\leq \frac{1}{2(1 + 2/(QT^2))} \left( \frac{2}{QT^2} \cdot \left( 1 \cdot \frac{1}{1 - 1/(QT^2)} \right) + \frac{1}{QT^2} \cdot \left( 1 \cdot \frac{1}{1 - 1/(QT^2) + 1} \right) + \frac{4}{QT^2} \right)$$

$$\leq \frac{5}{QT^2} = 50\delta. \quad \text{(using $\delta = 1/(10QT^2)$)}$$
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where the second last inequality used $0 \leq \tilde{\varepsilon}_t \leq \varepsilon'_t = 1/(QT^2)$ and $|\tilde{\varepsilon}_t - \varepsilon'_t| \leq 1/(QT^2)$.

\[ \square \]

**Claim 4.5** Let $t \geq 1$, $|\Phi_0\rangle = \sum_{x \in S} \sqrt{D_x}|x,c(x)\rangle|0\rangle^t + O_{h_{t-1}} \cdots O_{h_1} G_t^{-1} |\Psi\rangle$ and $|\Phi'_0\rangle = \sum_{x \in S} \sqrt{D_x}|x,c(x)\rangle|0\rangle^t$ be defined as in Eq. (27), (28) respectively. Then we have $|\langle \Phi_0 | \Phi'_0 \rangle| \geq 1 - 50\delta$.

**Proof.** We break down the proof into two cases.

**Case I:** Algorithm 3 outputs ‘yes’ in the $t$th iteration. We now lower bound the inner product between

$$
|\Phi_0\rangle = \sum_{x \in S} \sqrt{D_x}|x,c(x)\rangle|0\rangle^t + O_{h_{t-1}} \cdots O_{h_1} G_t^{-1} |\Psi\rangle, \quad |\Phi'_0\rangle = \sum_{x \in S} \sqrt{D_x}|x,c(x)\rangle|0\rangle^t.
$$

In order to do so, we first lower bound the following quantity

$$
\sum_{x \in S} \sqrt{D_x}^\dagger D_x^{t+1} \sum_{x \in S} \sqrt{D_x}^\dagger D_x^{t+1} + \frac{1}{2(1 + 2\delta)} \frac{1}{\sqrt{\varepsilon'_t(1 - \varepsilon'_t)}} \sqrt{D_x}^\dagger \exp(-\alpha'_t c(x) h_t(x)) \left(1 - \tilde{\varepsilon}_t e^{-\alpha'_t} + \tilde{\varepsilon}_t e^{\alpha'_t}\right)^{1/2} \frac{1}{(1 - \varepsilon'_t)e^{-\alpha'_t} + \tilde{\varepsilon}_t e^{\alpha'_t}} \sum_{x \in S} \sqrt{D_x}^\dagger \exp(-\alpha'_t c(x) h_t(x))
\right)
$$

$$
= \left(\frac{1}{2(1 + 2\delta)} \frac{1}{\sqrt{\varepsilon'_t(1 - \varepsilon'_t)}} \frac{1}{(1 - \tilde{\varepsilon}_t)e^{-\alpha'_t} + \tilde{\varepsilon}_t e^{\alpha'_t}} \sum_{x \in S} \sqrt{D_x}^\dagger \exp(-\alpha'_t c(x) h_t(x)) \left(1 - \tilde{\varepsilon}_t e^{-\alpha'_t} + \tilde{\varepsilon}_t e^{\alpha'_t}\right)^{1/2}
\right)
$$

$$
= \left(\frac{1}{2(1 + 2\delta)} \frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} \frac{1}{\varepsilon'_t} \right)^{1/2} \cdot 1 \geq 1 - 2\delta,
$$

where the first equality used Eq. (16) and (18), the final equality used Eq. (35), and the final inequality used Eq. (38) and Eq. (39) to conclude

$$
\frac{1}{2(1 + 2\delta)} \left(\frac{1 - \tilde{\varepsilon}_t}{1 - \varepsilon'_t} + \frac{\tilde{\varepsilon}_t}{\varepsilon'_t}\right) \geq 1 - 4\delta.
$$

We are now ready to prove the claim

$$
|\langle \Phi_0 | \Phi'_0 \rangle| = \left| \sum_{x \in S} \sqrt{D_x}^\dagger D_x^t + \langle \Psi | \Phi_0 \rangle \right| \geq \left| \sum_{x \in S} \sqrt{D_x}^\dagger D_x^t \right| - \left| \langle \Psi | \Phi_0 \rangle \right| \geq 1 - 2\delta - \left| \langle \Psi | \Phi_0 \rangle \right| \geq 1 - 2\delta - \|\Psi\|^2 \geq 1 - 50\delta
$$

where the penultimate inequality used $\langle \Psi | \Phi_0 \rangle \leq \|\Psi\|^2 \leq 30\delta$ from Eq. (25).

**Case II:** Algorithm 3 outputs ‘no’ in the $t$th iteration. Recall that $\kappa_0 = \ln(2 - 1/(QT^2))$ and
\( \kappa_1 = \ln(1/(QT^2)) \). Using Eq. (17) and \( 0 \leq \varepsilon'_t \leq \varepsilon'_1 = 1/(QT^2) \), we have

\[
\sum_{x \in S} \sqrt{D^{t+1}_x D^{t+1}_x} \\
= \sum_{x \in S} \sqrt{\frac{D^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa[h_t(x) \neq c(x)])}{2(1 + 2/(QT^2)) \varepsilon'_t(1 - \varepsilon'_t)}} \cdot \sqrt{\frac{D^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa[h_t(x) \neq c(x)])}{(1 - \varepsilon'_t)e^{-\alpha'_t + \kappa_0} + \varepsilon'_t e^{\alpha'_t + \kappa_1}}} \\
= \left( \frac{1}{2(1 + 2/(QT^2)) \varepsilon'_t(1 - \varepsilon'_t)} \cdot \frac{1}{(1 - \varepsilon'_t)e^{-\alpha'_t + \kappa_0} + \varepsilon'_t e^{\alpha'_t + \kappa_1}} \right)^{1/2} \cdot \sum_{x \in S} D^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa[h_t(x) \neq c(x)]) \\
= \left( \frac{1}{2(1 + 2/(QT^2)) \varepsilon'_t(1 - \varepsilon'_t)} \left( 1 - \frac{\varepsilon'_t}{1 - \varepsilon'_t} \right)^{1/2} + \left( \frac{1}{2QT^2} \right)^{1/2} \right)^{1/2} \geq 1 - \frac{3}{2QT^2}. \tag{44}
\]

The first equality used Eq. (17) and Eq. (36), the fourth equality used the modified distribution update in Eq. (17) to conclude

\[
\sum_{x \in S} \tilde{D}^t_x \exp(-\alpha'_t c(x) h_t(x) + \kappa h_t(x) \neq c(x)) = \sum_{x : h_t(x) = c(x)} \tilde{D}^t_x \exp(-\alpha'_t + \kappa_1) + \sum_{x : h_t(x) \neq c(x)} \tilde{D}^t_x \exp(\alpha'_t + \kappa_0) \\
= (1 - \varepsilon'_t) \cdot e^{-\alpha'_t + \kappa_0} + \varepsilon'_t e^{\alpha'_t + \kappa_1},
\]

and the last inequality used the lower bound on \( \sum_{x \in S} \tilde{D}^t_x \) in Claim 4.3 (Case II). We are now ready to prove the claim

\[
|\langle \Phi_6 | \Phi'_6 \rangle| \geq | \sum_{x \in S} \sqrt{\tilde{D}^t_x D^t_x} | - | \langle \Psi' | \Phi_6 \rangle| \\
\geq 1 - \frac{3}{2QT^2} - | \langle \Psi' | \Phi_6 \rangle| \quad \text{(using Eq. (44))} \\
\geq 1 - \frac{3}{2QT^2} - \| | \Psi' \rangle \| \\
\geq 1 - \frac{3}{2QT^2} - \frac{3}{QT^2} \geq 1 - \frac{5}{QT^2} = 1 - 50\delta. \quad \text{(using Eq. (25) and } \delta = 1/(10QT^2))
\]

This concludes the proof of the claim. \( \square \)

The proofs of these three claims conclude the description of the quantum boosting algorithm. It remains to prove the correctness of the algorithm.

### 4.1.3 Proof of correctness

**Output of quantum algorithm.** After \( T \) rounds, the algorithm computes \( \varepsilon'_1, \ldots, \varepsilon'_T \) and outputs a hypothesis \( H \) which is a weighted combination of the weak hypotheses \( h_1, \ldots, h_T \) obtained after \( T \)
rounds of boosting. The final hypotheses $H$ is then given by

$$H(x) = \text{sign}\left(\sum_{t=1}^{T} \alpha'_t h_t(x)\right),$$

where $\alpha'_t = \frac{1}{2} \ln\left(\frac{1 - \epsilon'_t}{\epsilon'_t}\right)$ is the weight obtained in the $t$th iteration.

**Probability of outputting $H$.** We now bound the probability of failure of the quantum boosting algorithm in obtaining the strong hypothesis $H$. The first source of error is due to amplitude amplification in step (4) of the boosting algorithm, which fails with probability $\leq \frac{1}{3}$. The second error is due to the weak quantum learner failing to output a weak hypothesis in step (5), whose probability is $\leq \frac{1}{10}$. The third source of error is in estimating $\tilde{\epsilon}_t$ in step (8), the probability of failure in estimating $\tilde{\epsilon}_t$ is $\leq 10\delta/T = O(1/(QT^3))$ (since we set $\delta = 1/(10QT^2)$). By applying a union bound over the $T$ iterations and all three failure events, we ensure that the overall failure probability of outputting $H$ at the end of our quantum boosting algorithm is an arbitrary constant at most $1/3$ (with a constant overhead in the complexity).

It remains to argue that the training error of $H$ is $\leq 1/10$, i.e., $H(x) = c(x)$ for $9/10$ of the $(x, c(x))$s in $S$. To prove this, we analyze the training error of $H$ with respect to the uniform distribution $\tilde{D}^1$ as follows. We break the proof of correctness into two cases and argue separately. In fact in the first case we will argue that $H$ has zero training error and in the second case we will show the training error of $H$ is at most $1/10$.

**Case I:** Suppose Algorithm 3 outputs ‘yes’ for every $t \in [T]$. This case corresponds to the setting where each weighted error $\tilde{\epsilon}_t$ is estimated by an $\epsilon'_t$ such that $|\epsilon'_t - \tilde{\epsilon}_t| \leq \delta \epsilon'_t$ for every iteration of the quantum boosting algorithm. In this case

$$\tilde{D}^{t+1}(x) = \frac{\tilde{D}^t(x)}{Z'_t} \times \begin{cases} e^{-\alpha'_t} & \text{if } h_t(x) = c(x) \\ e^{\alpha'_t} & \text{otherwise} \end{cases} = \frac{\tilde{D}^t(x) \exp(-c(x)\alpha'_t h_t(x))}{Z'_t},$$

where $Z'_t = 2(1 + 2\delta)\sqrt{\epsilon'_t(1 - \epsilon'_t)}$. By definition, we obtain

$$\tilde{D}^{T+1}(x) = \tilde{D}^1(x) \cdot \prod_{t=1}^{T} \left[ \frac{\exp(-c(x)\alpha'_t h_t(x))}{Z'_t} \right] = \frac{D^1(x) \exp(-c(x) \cdot \sum_{t=1}^{T} \alpha'_t h_t(x))}{\prod_{t=1}^{T} Z'_t},$$

where the second equality used $\tilde{D}^1 = D^1$ which is the uniform distribution. We now upper bound the training error under the distribution $D^1$

$$\Pr_{x \sim D^1} [H(x) \neq c(x)] = \Pr_{x \sim D^1} \left[ \text{sign}\left(\sum_{t=1}^{T} \alpha'_t h_t(x)\right) \neq c(x)\right] \leq \Pr_{x \sim D^1} \left[ \exp\left(-\sum_{t=1}^{T} \alpha'_t h_t(x) \cdot c(x)\right)\right]$$

$$= \sum_{i=1}^{M} D^1(x_i) \exp\left(-c(x_i) \sum_{t=1}^{T} \alpha'_t h_t(x_i)\right) \leq \sum_{i=1}^{M} \tilde{D}^{T+1}(x_i) \prod_{t=1}^{T} Z'_t \leq \prod_{t=1}^{T} Z'_t,$$
where the first equality used the definition of \( H(x) = \text{sign}(\sum_{t=1}^{T} \alpha_t h_t(x)) \), the first inequality used \( \text{sign}(z) = y \) for \( z \in \mathbb{R}, y \in \{-1, 1\} \), the final equality used Eq. (46) and the final inequality used the fact that \( \overline{D}^{T+1} \) is a sub-normalized distribution (\( \sum_{x \in S} \overline{D}_x^{T+1} \leq 1 \)). We are now in a stage to analyze the training error of \( H \) on \( D^1 \),

\[
\Pr_{x \sim D^1} [H(x) \neq c(x)] \leq \prod_{t=1}^{T} Z_t' = (1 + 2\delta)^T \prod_{t=1}^{T} 2\sqrt{\varepsilon_t' \left( 1 - \varepsilon_t' \right)} \quad \text{(using Eq. (47) and definition of } Z_t')
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 2\sqrt{\frac{\varepsilon_t}{1 - \delta} \left( 1 - \frac{\varepsilon_t}{1 + \delta} \right)} \quad \text{(since } |\varepsilon_t - \varepsilon_t'| \leq \delta \varepsilon_t')
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 2\sqrt{\varepsilon_t (1 + 2\delta)(1 - \varepsilon_t (1 - \delta))}
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 2\sqrt{(\varepsilon_t + 4\delta)(1 + 2\delta)(1 - (\varepsilon_t - 4\delta)(1 - \delta))} \quad \text{(using } |\varepsilon_t - \varepsilon_t| \leq 4\delta)
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 2\sqrt{\varepsilon_t (1 - \varepsilon_t) + 75\delta}
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 2\sqrt{\frac{1}{4} - \frac{\gamma_t^2}{2} + 75\delta} \quad \text{(since } \varepsilon_t \leq 1/2 - \gamma_t)
\]

\[
= e^{2\delta T} \prod_{t=1}^{T} \sqrt{1 - 4(\gamma_t^2 - 75\delta)}
\]

\[
\leq e^{2\delta T} \prod_{t=1}^{T} 1 - 4(\gamma_t^2 - 75\delta) \quad \text{(since } \gamma \leq \gamma_t \text{ for all } t)
\]

\[
\leq \exp \left( 2\delta T - 2 \sum_{t=1}^{T} \left( \gamma_t^2 - 75\delta \right) \right) \quad \text{(since } 1 + x \leq e^x \text{ for } x \in \mathbb{R})
\]

\[
\leq \exp \left( -2T \gamma^2 + 16/(QT) \right), \quad \text{(since } \delta = 1/(10QT^2))
\]

where we used Claim 4.4 (Case I) in the third inequality to conclude \( |\varepsilon_t - \varepsilon_t'| \leq 4\delta \).

In order to conclude the proof-of-correctness, note that for \( T = O((\log M)/\gamma^2) \) and for a sufficiently large constant in the \( O(\cdot) \), the final upper bound on the expression is

\[
\Pr_{x \sim D^1} [H(x) \neq c(x)] < 1/M.
\]

Since \( D^1 \) is the uniform distribution over \( S \), i.e., \( D^1_x = 1/M \) for \( (x, c(x)) \in S \), this implies that \( \Pr_{x \sim D^1} [H(x) \neq c(x)] = 0 \). Hence \( H \) has zero training error.

**Case II:** In this case, we assume that Algorithm 3 outputs ‘no’ in the first \( \ell \in [T] \) rounds of the quantum boosting Algorithm 4.\(^{16}\) We additionally assume that \( \ell \leq T/\log(2\sqrt{QT}) - 1 \), which is standard in AdaBoost for the following reason: suppose the weighted errors of each of the first \( t \in [\ell] \) hypotheses satisfies \( \varepsilon_t \leq 1/\sqrt{QT} \ll 1/3 \) (which is the ‘no’ instance of Algorithm 3),

\(^{16}\)Our analysis also works when Algorithm 3 outputs ‘no’ for arbitrary \( \ell \) rounds of the quantum boosting algorithm instead of the first \( \ell \) rounds.
then observe that the resulting learner is strong and we need not do boosting in the first place. Moreover, suppose \( \ell \geq T/\log(2\sqrt{QT}) \), then observe that the final hypothesis after the \( T \) rounds of AdaBoost has training error at most 1/10 and we are again done:

\[
\Pr_{x \sim D_t^i} [H(x) \neq c(x)] = \Pr_{x \sim D_t^i} \left[ \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right) \neq c(x) \right] \leq \prod_{t=1}^{T} \frac{2 \sqrt{\epsilon_t (1 - \epsilon_t)}}{Z_t} \leq 1/10,
\]

where the last equality used \( \ell \geq T/\log(2\sqrt{QT}) \) and \( T \geq \log M \).

So from here onwards we will assume \( \ell \leq T/\log(2\sqrt{QT}) \) and still show that the training error is at most 1/10. Note that for the first \( \ell \) iterations, the distribution follows the update rule, which deffers from the standard AdaBoost update: for every \( k \in [\ell] \),

\[
\tilde{D}_{x}^{k+1} = \tilde{D}_{x}^{k} \frac{1}{Z_{k}^{x}} \cdot \exp \left(-\alpha'_{x}(c(x)h_{k}(x) + \kappa_{[h_{k}(x) = c(x)]}) \right),
\]

where \( \epsilon'_{k} = 1/(QT^2) \) and \( Z_{k}' = 2(1 + 2/(QT^2)) \sqrt{\epsilon_{k}'(1 - \epsilon_{k}')} \). Let \( \kappa_{0} = \ln(2 - 1/(QT^2)) \) and \( \kappa_{1} = \ln(1/(QT^2)) \). In particular, observe that for every \( \ell \geq 1 \), we have

\[
\tilde{D}_{x}^{\ell+1} = \frac{D_{x}^{1}}{\prod_{i=1}^{\ell} Z_{i}^{x}} \cdot \exp \left(-c(x) \cdot \sum_{i=1}^{\ell} \alpha'_{i} h_{i}(x) \right) \cdot \exp \left( \sum_{i=1}^{\ell} \kappa_{[h_{i}(x) = c(x)]} \right). \tag{49}
\]

We bound the training error as follows:

\[
\Pr_{x \sim D_t^i} [H(x) \neq c(x)] \leq \sum_{x \in S} D_{x}^{1} \exp \left(-c(x) \sum_{t=1}^{\ell} \alpha'_{i} h_{i}(x) \right)
\]

\[
= \sum_{x \in S} D_{x}^{1} \exp \left(-c(x) \sum_{t=1}^{\ell} \alpha'_{i} h_{i}(x) \right) \cdot \exp \left( \sum_{t=\ell+1}^{T} \alpha'_{i} h_{i}(x) \right)
\]

\[
= \prod_{t=1}^{\ell} Z_{t}' \sum_{x \in S} D_{x}^{\ell+1} \exp \left(-c(x) \sum_{t=\ell+1}^{T} \alpha'_{i} h_{i}(x) \right) \cdot \exp \left( \sum_{i=1}^{\ell} \kappa_{[h_{i}(x) = c(x)]} \right)
\]

\[
= \prod_{t=1}^{T} Z_{t}' \sum_{x \in S} D_{x}^{T+1} \exp \left( - \sum_{i=1}^{\ell} \kappa_{[h_{i}(x) = c(x)]} \right) \leq \prod_{t=1}^{T} Z_{t}' \cdot (QT^2)^{\ell} \cdot \sum_{x \in S} \frac{\tilde{D}_{x}^{T+1}}{D_{x}^{1}} \leq \prod_{t=1}^{T} Z_{t}' \cdot (QT^2)^{\ell},
\]

where the second equality uses Eq. (49) (i.e., distribution update for ‘no’ instances) and third equality uses Eq. (46) (i.e., distribution update for the ‘yes’ instances), the penultimate inequality uses \( \exp(-\kappa_{0}) \leq \exp(-\kappa_{1}) \leq QT^2 \) (we remark that this bound is very loose, since \( \exp(\kappa_{0}) = O(1) \)) and the final inequality uses the fact that \( \tilde{D} \) is a sub-normalized distribution by Claim 4.3. Con-
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continuing to upper bound the above expression, we get

\[
\Pr_{x \sim D^1} [H(x) \neq c(x)] \leq (QT^2)^{\ell} \prod_{t=1}^{T} Z'_{t}
\]

\[
= \left( (QT^2)^{\ell} \prod_{t=1}^{\ell} Z'_{t} \right) \cdot \left( \prod_{t=\ell+1}^{T} Z'_{t} \right)
\]

\[
\leq \left( (QT^2)^{\ell} \left( 1 + 2/(QT^2) \right) \prod_{t=1}^{\ell} 2 \sqrt{1/(QT^2)} \cdot (1 - 1/(QT^2)) \right) \cdot \left( (1 + 2\delta)^{T-\ell} \prod_{t=\ell+1}^{T} 2 \sqrt{\varepsilon'_t(1 - \varepsilon'_t)} \right)
\]

\[
\leq \left( 2\sqrt{T} \right)^{\ell} \exp \left( \left( 2\ell/(QT^2) \right) - 2(T-\ell)\gamma^2 + (16T - 16\ell)/(QT^2) \right)
\]

\[
\leq 2\sqrt{T} \exp \left( -2(T-\ell)\gamma^2 + 16/(QT) \right) \leq \exp \left( 2\ell \left( \ln(2\sqrt{T}) + \gamma^2 \right) - 2T\gamma^2 + 1 \right),
\]

where the second equality used

\[
Z'_{t} = \begin{cases} 
2(1 + 2/(QT^2)) \sqrt{1/(QT^2)} \cdot (1 - 1/(QT^2)) & \text{for } t \leq \ell \\
2(1 + 2\delta) \sqrt{\varepsilon'_t(1 - \varepsilon'_t)} & \text{for } t \geq \ell + 1,
\end{cases}
\]

the third inequality used \(1 + x \leq e^x\) for \(x \in \mathbb{R}\) and the second factor

\[
\exp \left( -2(T-\ell)\gamma^2 + (16T - 16\ell)/(QT^2) \right),
\]

came from the upper bound of the training error derived in Case I with \(T\) replaced by \(T - \ell\) (recall that we had showed \(\Pr_{x \sim D^1} [H(x) \neq c(x)] \leq \prod_{t=1}^{T} Z'_{t} \leq \exp (-2T\gamma^2 + 16/(QT))\)). Finally, using \(\ell \leq T/\ln(2\sqrt{T}) - 1\), we have

\[
\Pr_{x \sim D^1} [H(x) \neq c(x)] \leq \exp \left( 2\ell \left( \ln(2\sqrt{T}) + \gamma^2 \right) - 2T\gamma^2 + 1 \right)
\]

\[
\leq \exp \left( \left( \frac{2T}{\ln(2\sqrt{T})} - 2 \right) - \ln(2\sqrt{T}) + \gamma^2 \right) - 2T\gamma^2 + 1 \right)
\]

\[
\leq \exp \left( 2T - 2\gamma^2 - 2\ln(2\sqrt{T}) + \frac{2T\gamma^2}{\ln(2\sqrt{T})} - 2T\gamma^2 + 1 \right) \leq \frac{e}{4T^2} \leq \frac{1}{10},
\]

where the final inequality used that \(Q, T = O(\log M)\) are sufficiently large. Hence, we have shown that \(H\) has training error at most \(1/10\).

### 4.1.4 Complexity of the algorithm

First we analyze the query complexity of the quantum boosting algorithm (where the query complexity refers to the total number of queries made to the hypothesis-oracles \(\{O_{h_1}, \ldots, O_{h_T}\}\)). We consider the complexity of the \(r\)th iteration: in phase 1, the number of queries made to \(\{h_1, \ldots, h_{t-1}\}\) in order for the weak quantum learner \(A\) to output the hypothesis \(h_t\) is at most \(\sqrt{MQ} \cdot t\): the \(\sqrt{M}\)-factor comes from amplitude amplification and the application of the unitary \(W_t : |0\rangle \rightarrow |\Phi_4\rangle\)
Involves \( Q(t - 1) \) queries for the \( Q \) copies of the input to the weak learner. An additional \( Q(t - 1) \) queries to \( \{h_1, \ldots, h_{l-1}\} \) are required while applying \( O_{h_1}, \ldots, O_{h_{l-1}} \) to uncompute the queries. In phase 2, the number of queries made during multiplicative amplitude estimation in order to compute \( \epsilon' \) is \( \sqrt{MQ^{3/2}T^3} \cdot t \): the \( \sqrt{MQ^{3/2}} \)-factor is due to multiplicative amplitude estimation (in Lemma 4.2). Furthermore, each application of \( \widetilde{F}_t : |0\rangle \rightarrow |\psi_6\rangle \) involves making \( t \) queries. Putting together the contribution from both phases, the total query complexity of the quantum boosting algorithm is

\[
\sum_{t=1}^{T} \sqrt{MQ(t - 1) + Q(t - 1) + \sqrt{MQ^{3/2}T^3}} t = O(\sqrt{MQ^{3/2}T^5} + \sqrt{MQT^2}) = \widetilde{O}(\sqrt{MQ^{3/2}T^5}).
\]

We now discuss the time complexity of the quantum boosting algorithm. We begin by analyzing the time complexity of the \( t \)th iteration. Assuming that a quantum RAM can prepare a uniform superposition \( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \) using \( O(n \log M) \) gates, the time complexity of preparing the initial state \( |\psi_1\rangle \otimes |\Phi_1\rangle^{\otimes Q} \) is \( O(nQ) \).

In the second step, in order to prepare \( |\psi_2\rangle \otimes |\Phi_2\rangle^{\otimes Q} \), our quantum algorithm uses \( O(Qt) \) quantum queries to \( \{h_1, \ldots, h_{l-1}\} \) and this can be performed in time \( O(Qt) \). The third step involves updating the registers from \( \overline{D}^1 \) to \( \overline{D}^t \) which requires \( Q + 1 \) applications of the control unitary \( \mathcal{G}_t \). Since there are \( t - 1 \) control qubits and updating the distribution register is an arithmetic operation, the third step for implementing \( O(Q) \) operations of \( \mathcal{G}_t \) can be performed in \( O(n^2 Qt) \) time. \(^{18}\)

In phase 1 of the quantum algorithm, we perform amplitude amplification with the unitary \( Y_t^{\otimes Q} \) which makes \( O(\sqrt{MQ}) \) calls to \( \overline{W}_t \) and \( \overline{W}_t^{-1} \). This takes time \( O(n^2 \sqrt{MQ}t) \). Next, in order to uncompute the \( t - 1 \) quantum queries in the \( Q \) copies, our algorithm uses \( O(nQt) \) time. The weak learner \( \mathcal{A} \) takes as input \( Q \) samples and outputs a hypothesis \( h_t \) in time \( O(n^2Q) \). Note that we require the quantum learner to output an oracle for \( h_t \) instead of explicitly outputting a circuit for \( h_t \).

In phase 2, the algorithm initially performs an arithmetic operation \( \sum_{x \in S} |x\rangle |\overline{D}_x^t\rangle |[h_t(x) \neq c(x)]\rangle \rightarrow \sum_{x \in S} |x\rangle |\overline{D}_x^t\rangle |[h_t(x) \neq c(x)]\rangle |[h_t(x) \neq c(x)]\rangle \) using \( O(n) \) gates. Then a controlled reflection operator \( V : |p\rangle|0\rangle|0\rangle \rightarrow |p\rangle(|\sqrt{1-p}|0\rangle + |\sqrt{p}|1\rangle)|\sin^{-1}(\sqrt{p})\rangle \) is applied where the operation \( |p\rangle|0\rangle|0\rangle \rightarrow |p\rangle|0\rangle|\sin^{-1}(\sqrt{p})\rangle \) is an arithmetic process and uses \( O(n) \) gates while the operation \( |p\rangle|0\rangle|\sin^{-1}(\sqrt{p})\rangle \rightarrow |p\rangle(|\sqrt{1-p}|0\rangle + |\sqrt{p}|1\rangle)|\sin^{-1}(\sqrt{p})\rangle \) uses one controlled rotation gate. The next step is phase estimation which involves applying QFT using \( O(n \cdot \log n) \) gates. The time required for amplitude estimation in order to compute \( \epsilon'_t \) is \( O(\sqrt{MQ^{3/2}T^3} \cdot t n^2) \); the \( \sqrt{MQ^{3/2}T^3} \) calls are made to the unitaries \( \overline{F}_t, \overline{F}_t^{-1} \) and each application of \( \overline{F}_t : |0\rangle \rightarrow |\psi_6\rangle \) requires \( O(n^2 \cdot t) \) time. The overall time complexity of the quantum algorithm is

\[
\sum_{t=1}^{T} O(n^2 \sqrt{MQ^{3/2}T^3} t + n^2 \sqrt{MQ} t + n^2 Qt) = \widetilde{O}(n^2 \sqrt{MQ^{3/2}T^5}).
\]

\(^{17}\)As we mentioned earlier, we could also assume that a quantum learner has access to the uniform quantum examples \( \frac{1}{\sqrt{M}} \sum_{x \in S} |x, c(x)\rangle \), in which case we do not need to assume a quantum RAM.

\(^{18}\)A quantum circuit can perform arithmetic operations with the same time complexity as a Boolean circuit [Kit95].
4.2 Reducing generalization error

In the previous section, we showed that our quantum boosting algorithm produces a hypothesis $H$ that has training error $1/10$ over the training set $\{(x_i, c(x_i))\}_{i \in [M]}$, where $(x_i, c(x_i))$ was sampled according to the unknown distribution $D$. Now we consider Stage (2) of the algorithm. Recall that the goal of our quantum boosting algorithm is to output a hypothesis $H : \{0,1\}^n \rightarrow \{-1,1\}$ that satisfies

$$\Pr_{x \sim D} [H(x) = c(x)] \geq 1 - \eta. \quad (50)$$

A priori, it is unclear if the output of the quantum boosting algorithm $H$ satisfies Eq. (50). However, we saw in Theorem 3.1 that as long as $M$, i.e., the number of training examples (given as input to the quantum boosting algorithm) is large enough, then not only does $H$ have zero training error, but it also ensures small generalization error, i.e., $H$ also satisfies Eq. (50). In particular, Stage (2) of classical AdaBoost simply uses Theorem 3.1 to argue that: suppose the training error of $H$ is 0, then the generalization error of $H$ is at most $\eta$ as long as $M \geq O(\text{VC}(C)/\eta^2)$. Using Theorem 3.1, we can now prove our main theorem:

**Theorem 4.6 (Complexity of Quantum Boosting algorithm)** Fix $\eta > 0$ and $\gamma > 0$. Let $C = \cup_{n \geq 1} C_n$ be a concept class and $A$ be a $\gamma$-weak quantum PAC algorithm for $C$ that takes time $Q(C)$. Let $n \geq 1$, $D : \{0,1\}^n \rightarrow [0,1]$ be an unknown distribution, $c \in C_n$ be the unknown target concept and $M = \left\lceil \frac{\text{VC}(C)}{\gamma^2} \cdot \frac{\log(\text{VC}(C)/\gamma^2)}{\eta^2} \right\rceil$.

Suppose we run Algorithm 4 for $T \geq ((\log M) \cdot \log(1/\delta))/(2\gamma^2)$ rounds, then with probability $\geq 1 - \delta$ (over the randomness of the algorithm), we obtain a hypothesis $H$ that has training error $1/10$ and generalization error

$$\Pr_{x \sim D} [H(x) = c(x)] \geq 1 - 1/10 - \eta.$$ 

Moreover, the time complexity of the quantum boosting algorithm is

$$T_Q = O(n^2 \sqrt{M} Q(C)^{3/2} T^5) = \tilde{O}\left(\frac{\sqrt{\text{VC}(C)}}{\eta} \cdot Q(C)^{3/2} \cdot \frac{n^2}{\gamma^2} \cdot \text{polylog}(1/\delta)\right). \quad (51)$$

Picking $\eta = 1/10$ we get that $H$ has generalization error at most $1/5$. Recall that the complexity of classical AdaBoost using Theorem 3.1 is

$$T_C = \tilde{O}\left(\frac{\text{VC}(C)}{\eta^2} \cdot R(C) \cdot \frac{n}{\gamma^4} \log(1/\delta)\right).$$

In comparison, $T_Q$ is quadratically better than $T_C$ in terms of the VC dimension of the concept class $C$ and $1/\eta$. Additionally, we could potentially have $Q(C) \ll R(C)$ since the the quantum time complexity of a weak learner can be much lesser than the classical time complexity of learning a concept class as exhibited by [SG04] (under computational assumptions).
Open questions. We conclude with a few interesting questions: (i) can we improve the polynomial dependence on $1/\gamma$ in the quantum complexity of boosting? (ii) can we use the quantum boosting algorithm to improve the complexities various quantum algorithms that use classical AdaBoost on top of a weak quantum algorithms? (iii) are there practically relevant concept classes which have large VC dimension for which our quantum boosting algorithm gives a large quantum speedup, (iv) could one replace the quantum phase estimation step in our quantum boosting algorithm by variational techniques developed by Peruzzo et al. [PMS+14]?
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