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Abstract

In information theory, some optimization problems result in convex optimization problems on strictly convex functionals of probability densities. In this note, we study these problems and show conditions of minimizers and the uniqueness of the minimizer if there exist a minimizer.
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I. INTRODUCTION

In information theory, major quantities such as the Shannon entropy [4], the relative entropy (Kullback-Leibler divergence) [10] and f-divergence [5] are strictly convex or concave functionals of probability densities [11]. Optimizing these quantities under some constraints are important problems in various fields including information theory, machine learning, physics, and finance. Some optimization problems result in convex optimization problems on strictly convex functionals of probability densities. For example, the negative Shannon entropy is a strictly convex functional and minimization of the negative Shannon entropy under linear constraints gives one of the results of the maximum entropy method [3].

Csiszár and Matúš [6] studied minimization problems of strictly convex integral functionals of probability densities under linear equality constraints. In our previous note [12], we studied minimization problems of strictly convex functionals of probability densities under a specified inequality constraint (divergence balls) and a linear equality constraints.

In this note, we generalize these results and discuss convex optimization problems [11] of strictly convex functionals of probability densities. We show conditions of minimizers and the uniqueness of the minimizer if there exist a minimizer. Furthermore, we show an application example of the result and some examples of the strictly convex functionals.

II. PRELIMINARIES

This section provides definitions and notations which are used in this note. Let \((\Omega, \mathcal{F})\) be a measurable space where \(\Omega\) denotes the sample space and \(\mathcal{F}\) denotes the \(\sigma\)-algebra of measurable events. Let \(\mu\) be a dominating measure of probability measures \(P\) (i.e., \(P \ll \mu\)), and let \(p := \frac{dP}{d\mu}\) denote the \(\mu\)-densities of \(P\). Let \(\mathcal{P}\) be the set of probability densities, and let \(p = q\) denote \(p = q\) a.s. .

**Definition 1** (Strictly convex functional). Let \(p,q \in \mathcal{P}\) and \(p \neq q\). The functional \(F[p] : \mathcal{P} \to \mathbb{R}\) is strictly convex if

\[
(1-t)F[p] + tF[q] > F[(1-t)p + tq].
\]

for all \(t \in (0,1)\)

**Definition 2** (Convex functional). Let \(p,q \in \mathcal{P}\). The functional \(G[p] : \mathcal{P} \to \mathbb{R}\) is convex if

\[
(1-t)G[p] + tG[q] \geq G[(1-t)p + tq].
\]

for all \(t \in [0,1]\)
Theorem 1. Let \( p \in \mathcal{P} \) and let \( F[p] : \mathcal{P} \to \mathbb{R} \) be a functional. The functional \( F[p] \) is differentiable if the functional derivative \([7]\) exists with respect to \( p \). The functional derivative of \( F[p] \) with respect to \( p \), denoted \( \frac{\delta F[p]}{\delta p(z)}(p(z), z) \), is defined as

\[
\int \frac{\delta F[p]}{\delta p(z)}(p(z), z) \eta(z) d\mu(z) := \left. \frac{d}{de} D[p + e\eta] \right|_{e=0},
\]  

(3)

where \( \eta \) is an arbitrary function and the integral is defined on \( \Omega \).

We define \( \frac{\delta F[p]}{\delta p(z)}(0, z) \) and \( \frac{\delta F[p]}{\delta p(z)}(+\infty, z) \) as \( \lim_{p(z) \downarrow 0} \frac{\delta F[p]}{\delta p(z)}(p(z), z) \) and \( \lim_{p(z) \uparrow +\infty} \frac{\delta F[p]}{\delta p(z)}(p(z), z) \).

Remark 1. Although we need to define the functional derivative by the Fréchet derivative or the Gâteaux derivative [8] for a more rigorous mathematical discussion, we adopt the above definition for simplicity.

Definition 4 (Lagrangian). Let \( F[p] : \mathcal{P} \to \mathbb{R} \) be an objective functional and \( \Phi_i[p] (i = 1, 2, \cdots, m) : \mathcal{P} \to \mathbb{R} \) be affine and equality constraint functionals. Let \( \Psi_j[p] (j = 1, 2, \cdots, n) : \mathcal{P} \to \mathbb{R} \) be inequality constraint functionals. The Lagrangian \( L : \mathcal{P} \times \mathbb{R}^{m+1} \times \mathbb{R}^n \to \mathbb{R} \) is defined as

\[
L[p](\lambda, \nu) := F[p] + \sum_{i=1}^{m+1} \lambda_i \Phi_i[p] + \sum_{j=1}^{n} \nu_j \Psi_j[p],
\]  

(4)

where \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_{m+1})^T \in \mathbb{R}^{m+1} \) and \( \nu = (\nu_1, \nu_2, \cdots, \nu_n)^T \in \mathbb{R}^n \) are the Lagrange multipliers and \( \Phi_{m+1}[p] := \int p(z) d\mu(z) - 1 \), which corresponds to the constraint \( \int p(z) d\mu(z) = 1 \).

III. MAIN RESULTS AND THEIR PROOFS

A. Convex optimization of strictly convex functionals

Let \( \Phi_i[p] (i = 1, 2, \cdots, m) := \int \varphi_i(z)p(z) d\mu(z) - c_i \), where \( \varphi_i : \Omega \to \mathbb{R} \) and \( (c_1, c_2, \cdots, c_m)^T \in \mathbb{R}^m \).

Let \( \Psi_j[p] (j = 1, 2, \cdots, n) \) be differentiable convex functionals. We define the feasible set as \( \mathcal{D} := \{ p \in \mathcal{P} | \Phi_i[p] = 0 (i = 1, 2, \cdots, m) \text{ and } \Psi_j[p] \leq 0 (j = 1, 2, \cdots, n) \} \). We can easily confirm that \( \mathcal{D} \) is convex.

Consider the optimization problem of differentiable strictly convex functional \( F[p] \).

\[
\text{minimize } F[p] \text{ subject to } p \in \mathcal{D}. \quad (5)
\]

Theorem 1. Let \( \Lambda := \{ z \in \Omega \exists \hat{p}(z) \in [0, \infty), \frac{\delta L[p]}{\delta p(z)}(\hat{p}(z), z, \lambda, \nu) = 0 \} \), where \( L[p](\lambda, \nu) \) is the Lagrangian. Suppose that there exist \( p^* \in \mathcal{D} \), \( \lambda \in \mathbb{R}^{m+1} \), and \( \nu \in \mathbb{R}^n \) such that:

1. \( p^*(z) = \hat{p}(z) \), if \( z \in \Lambda \),
2. \( p^*(z) = 0, \text{ and } \frac{\delta L[p]}{\delta p(z)}(0, z, \lambda, \nu) > 0, \text{ if } z \in \Omega \setminus \Lambda \),
3. \( \nu_j \Psi_j[p^*] = 0, \text{ and } \nu_j \geq 0, j = 1, 2, \cdots, n. \)

Then,

\[
\text{arg min}_{p \in \mathcal{D}} F[p] = p^*, \quad (9)
\]

and \( p^* \) is unique.

The condition 1., 2., and \( p^* \in \mathcal{D} \) correspond to the Karush-Kuhn-Tucker (KKT) conditions (see, e.g., Chapter 5 in [1]) as will be described in the next subsection.

Remark 2. When \( F[p] \) is convex (including affine), the condition 1. and 2. give the minimizer conditions. However, the minimizer need not be unique.

Corollary 2. Let \( \Lambda := \{ z \in \Omega \exists \hat{p}(z) \in [0, \infty), \frac{\delta L[p]}{\delta p(z)}(\hat{p}(z), z, \lambda, \nu) = 0 \} \), where \( L[p](\lambda, \nu) \) is the Lagrangian.
Let \( \frac{\delta L[p]}{\delta p(z)}(p(z), z, \lambda, \nu) \) is continuous with respect to \( p(z) \) for all \( z \in \Omega \). Suppose that there exist \( p^* \in \mathcal{D} \), \( \lambda \in \mathbb{R}^{m+1} \), and \( \nu \in \mathbb{R}^n \) such that:

1. \( p^*(z) = \hat{p}(z) \), if \( z \in \Lambda \),
   \( \quad p^*(z) = 0 \), and \( \frac{\delta L[p]}{\delta p(z)}(+\infty, z, \lambda, \nu) > 0 \), if \( z \in \Omega \setminus \Lambda \),
2. \( \nu_j \Psi_j[p^*] = 0 \), and \( \nu_j \geq 0 \), \( j = 1, 2, \cdots, n \).

Then,
\[
\arg \min_{p \in \mathcal{D}} F[p] = p^*,
\]
and \( p^* \) is unique.

**Example 1** (Maximization of Rényi entropy). We show an application example of Corollary 2. For \( \alpha \neq 1 \), the Rényi entropy \([13]\) is defined as
\[
H_\alpha(p) := \frac{1}{1 - \alpha} \log \int p^\alpha d\mu.
\]

For simplicity, we discuss the case \( \alpha > 1 \) and \( \Omega = \mathbb{R} \). Johnson and Vignat [9] showed that the following function gives the maximum of the Rényi entropy with linear equality constraints \( \int zp(z)d\mu(z) = 0 \) and \( \int z^2p(z)d\mu(z) = \sigma^2 \) (see Proposition 1.3 in [9]).

\[
g_\alpha(z) = A_\alpha \left( 1 - (\alpha - 1)\beta \frac{z^2}{\sigma^2} \right)^{\frac{1}{\alpha - 1}}
\]

with
\[
\beta = \frac{1}{3\alpha - 1},
\]
and
\[
A_\alpha = \Gamma \left( \frac{\alpha}{\alpha - 1} + \frac{1}{2} \right) \left( \beta(\alpha - 1) \right)^{\frac{1}{2}} / \left( \Gamma \left( \frac{\alpha}{\alpha - 1} \right) \pi^{-\frac{1}{2}} \sigma \right).
\]

Here \( x_+ = \max(x, 0) \) denotes the positive part. Maximizing the Rényi entropy is equivalent to minimizing \( F[p] = \int p^\alpha d\mu \), which is strictly convex for \( \alpha > 1 \). We show that \( g_\alpha \) is also a minimizer under inequality constraints such that \( \Psi_1[p] = \int zp(z)d\mu(z) \leq 0 \) and \( \Psi_2[p] = \int z^2p(z)d\mu(z) - \sigma^2 \leq 0 \). The Lagrangian is
\[
L[p](\lambda, \nu) = F[p] + \lambda \left( 1 - \int p(z)d\mu(z) \right) + \nu_1 \int zp(z)d\mu(z) + \nu_2 \left( \int z^2p(z)d\mu(z) - \sigma^2 \right).
\]

The solution of \( \frac{\delta L[p]}{\delta p(z)}(p(z), z, \lambda, \nu) = \alpha p(z)^{\alpha - 1} - \lambda_1 + \nu_1 z + \nu_2 z^2 = 0 \) is
\[
\hat{p}(z) = \left( \frac{1}{\alpha}(\lambda_1 - \nu_1 z - \nu_2 z^2) \right)^{\frac{1}{\alpha - 1}}.
\]

From (10) and (11), we obtain
\[
p^*(z) = \left( \frac{1}{\alpha}(\lambda_1 - \nu_1 z - \nu_2 z^2) \right)^{\frac{1}{\alpha - 1}},
\]
and \( \Lambda = \{ z \in \mathbb{R} | \lambda_1 - \nu_1 z - \nu_2 z^2 \geq 0 \} \). Since \( \lim_{p(z) \uparrow +\infty} p(z)^{\alpha - 1} = +\infty, \frac{\delta L[p]}{\delta p(z)}(+\infty, z, \lambda, \nu) > 0 \) in (11) is satisfied. By choosing \( \lambda_1 = \alpha A_\alpha^{\frac{1}{\alpha - 1}} > 0, \nu_1 = 0 \) and \( \nu_2 = (\alpha - 1)\beta \lambda_1 / \sigma^2 \geq 0 \), \( p^* \) satisfies \( \Psi_1[p^*] = \Psi_2[p^*] = 0 \). Hence, \( p^*, \nu_1, \) and \( \nu_2 \) satisfy (12) and \( p^* = g_\alpha \) is the unique minimizer.
B. Proofs of main results

**Lemma 3.** Let \( G : \mathcal{P} \to \mathbb{R} \) be a differentiable convex functional and \( p, q \in \mathcal{P} \). Then,

\[
G[q] \geq G[p] + \int \frac{\delta G[p]}{\delta p(z)} (p(z), z)(q(z) - p(z))d\mu(z). \tag{21}
\]

*Proof.* From (2), it follows that

\[
G[q] - G[p] \geq G[(q - p)t + p] - G[p] \frac{t}{t}, \tag{22}
\]

where \( t \in (0, 1] \). In the limit \( t \downarrow 0 \), from the differentiability of \( G \) and the definition of the functional derivative for \( \eta = q - p \), we have

\[
\lim_{t \downarrow 0} \frac{G[(q - p)t + p] - G[p]}{t} = \frac{d}{de} G[p + \epsilon(q - p)] \bigg|_{\epsilon=0} = \int \frac{\delta G[p]}{\delta p(z)} (p(z), z)(q(z) - p(z))d\mu(z). \tag{23}
\]

By combining (22) and (23), the result follows. \( \square \)

**Proof of Theorem 7** First, we prove the uniqueness of the minimizer. Suppose that there exist two different minimizers \( p_1^* \) and \( p_2^* \). Since \( \mathcal{D} \) is a convex set, it follows that \( \frac{1}{2}p_1^* + \frac{1}{2}p_2^* \in \mathcal{D} \). From the strictly convexity of \( F \), it follows that

\[
F[p_1^*] = \frac{1}{2}F[p_1^*] + \frac{1}{2}F[p_2^*] > F\left[\frac{1}{2}p_1^* + \frac{1}{2}p_2^*\right], \tag{24}
\]

where we use \( F[p_1^*] = F[p_2^*] \). This contradicts that \( p_1^* \) is a minimizer. Hence, the minimizer is unique.

Next, we prove that \( p^* \) is a minimizer. We introduce a function \( \theta : \Omega \to \mathbb{R} \) as follows.

\[
\theta(z) = \begin{cases} 
0, & \text{if } z \in \Lambda, \\
\frac{\delta L[p]}{\delta p(z)}(0, z, \lambda, \nu) > 0, & \text{if } z \in \Omega \setminus \Lambda.
\end{cases} \tag{25}
\]

The inequality in the right hand side in (25) comes from (17). We define a modified Lagrangian as

\[
\tilde{L}[p](\lambda, \nu) := L[p](\lambda, \nu) - \int \theta(z)p(z)d\mu(z). \tag{27}
\]

\( \theta(z) \) are the Lagrange multipliers for the constraints \( p(z) \geq 0 \) for all \( z \in \Omega \). From the convexity of \( F \) and \( \Psi_j \), the linearity of \( \Phi_j \), and \( \nu_j \geq 0 \), the modified Lagrangian \( \tilde{L}[p](\lambda, \nu) \) is a convex functional. By applying Lemma 3, it follows that

\[
\tilde{L}[q](\lambda, \nu) \geq \tilde{L}[p^*](\lambda, \nu) + \int \frac{\delta \tilde{L}[p]}{\delta p(z)} (p^*(z), z, \lambda, \nu)(q(z) - p^*(z))d\mu(z), \tag{28}
\]

where \( q \) is an arbitrary probability density in \( \mathcal{D} \). From the definition of \( \tilde{L} \), we have

\[
\frac{\delta \tilde{L}[p]}{\delta p(z)}(p(z), z, \lambda, \nu) = \frac{\delta L[p]}{\delta p(z)}(p(z), z, \lambda, \nu) - \theta(z). \tag{29}
\]

When \( z \in \Lambda \), from (6) and (25), it follows that

\[
\frac{\delta \tilde{L}[p]}{\delta p(z)}(p^*(z), z, \lambda, \nu) = \frac{\delta L[p]}{\delta p(z)}(p^*(z), z, \lambda, \nu) = 0. \tag{30}
\]

When \( z \in \Omega \setminus \Lambda \), from (7) and (26), it follows that

\[
\frac{\delta \tilde{L}[p]}{\delta p(z)}(p^*(z), z, \lambda, \nu) = \frac{\delta L[p]}{\delta p(z)}(0, z, \lambda, \nu) - \theta(z) = 0. \tag{31}
\]

From these equalities, it follows that

\[
\frac{\delta \tilde{L}[p]}{\delta p(z)}(p^*(z), z, \lambda, \nu) = 0 \tag{32}
\]
for all \( z \in \Omega \). Substituting (32) into (28) gives that
\[
\bar{L}[q](\lambda, \nu) \geq \bar{L}[p^*](\lambda, \nu).
\] (33)

By combining (7) and (25), it follows that
\[
\theta(z)p^*(z) = 0
\] (34)
for all \( z \in \Omega \). By combining this equality, (8), and the definitions of \( \mathcal{D} \), it follows that
\[
\bar{L}[p^*](\lambda, \nu) = F[p^*] + \sum_{i=1}^{m+1} \lambda_i \Phi_i[p^*] + \sum_{j=1}^{n} \nu_j \Psi_j[p^*] - \int \theta(z)p^*(z)d\mu(z) = F[p^*],
\] (35)
where we use \( \Phi_i[p^*] = \nu_j \Psi_j[p^*] = 0 \) for all \( i \) and \( j \).

On the other hand, by combining (25), (26), and \( q(z) \geq 0 \), it follows that
\[
\theta(z)q(z) = 0.
\] (36)

By combining this equality, (8), and the definitions of \( \mathcal{D} \), it follows that
\[
\bar{L}[q](\lambda, \nu) = F[q] + \sum_{i=1}^{m+1} \lambda_i \Phi_i[q] + \sum_{j=1}^{n} \nu_j \Psi_j[q] - \int \theta(z)q(z)d\mu(z) \leq F[q],
\] (37)
where we use \( \Phi_i[q] = 0 \) and \( \nu_j \Psi_j[q] \leq 0 \) for all \( i \) and \( j \). By combining (33), (35) and (37), it follow that
\[
F[q] \geq F[p^*].
\] (38)

Since \( q \) is an arbitrary probability \( \mathcal{D} \), \( p^* \) is a minimizer. \( \Box \)

From (8), (25), (26), (32), (34), and \( p^* \in \mathcal{D} \), \( p^* \), \( \lambda_i \), \( \nu_j \), and \( \theta(z) \) satisfy the following KKT conditions.

a. \( p^* \in \mathcal{D} \),

b. \( \frac{\delta \bar{L}[p]}{\delta p(z)}(p^*(z), z, \lambda, \nu) = 0 \),

c. \( \nu_j \Psi_j[p^*] = 0 \), and \( \nu_j \geq 0 \), \( j = 1, 2, \cdots, n \)

d. \( \theta(z)p^*(z) = 0 \), and \( \theta(z) \geq 0 \), \( \forall z \in \Omega \).

(39) \hspace{1cm} (40) \hspace{1cm} (41) \hspace{1cm} (42)

**Proof of Corollary 2** \hfill \( \Box \) Suppose that \( \frac{\delta \bar{L}[p]}{\delta p(z)}(0, z_0, \lambda, \nu) \leq 0 \) for \( z_0 \in \Omega \setminus \Lambda \). From the assumptions, since \( \frac{\delta \bar{L}[p]}{\delta p(z)}(+\infty, z_0, \lambda, \nu) > 0 \) and \( \frac{\delta \bar{L}[p]}{\delta p(z)}(p(z_0), z_0, \lambda, \nu) \) is continuous with respect to \( p(z_0) \), there exist \( \hat{p}(z_0) \in [0, \infty) \) that satisfies \( \frac{\delta \bar{L}[p]}{\delta p(z)}(\hat{p}(z_0), z_0, \lambda, \nu) = 0 \). This contradicts the definition of \( \Lambda \). Hence, the minimizer conditions in Theorem 1 and Corollary 2 are equivalent. \( \Box \)

**IV. EXAMPLES OF STRICTLY CONVEX FUNCTIONALS**

We show some examples of differentiable strictly convex functionals. These functionals can be inequality constraints as well as objective functionals. Let \( P, Q \) are probability measures and \( p, q \) are \( \mu \)-densities of \( P, Q \).

**Example 2** (Shannon entropy). The Shannon entropy is defined as
\[
h(p) := -\int p \log p d\mu.
\]
The negative Shannon entropy is strictly convex functional. Let \( F[p] = -h(p) \). The functional derivative is
\[
\frac{\delta F[p]}{\delta p(z)}(p(z)) = \log p(z) + 1.
\]

**Example 3** (Relative entropy). The relative entropy (Kullback-Leibler divergence) is defined as
\[
D(P\|Q) := \int p \log \frac{p}{q} d\mu.
\]
The functional derivative is
\[ \frac{\delta F[p]}{\delta p(z)}(p(z)) = \log \frac{p(z)}{q(z)} + 1, \]
\[ \frac{\delta F[q]}{\delta q(z)}(q(z)) = -\frac{p(z)}{q(z)}. \]

**Example 5 (Bregman divergence [2])**. Let \( f : \mathbb{R} \to \mathbb{R} \) be a strictly convex function and \( f(1) = 0 \). The \( f \)-divergence is defined as
\[ D_f(P\|Q) := \int qf\left(\frac{p}{q}\right)d\mu. \]
The \( f \)-divergence is strictly convex in both arguments and include the relative entropy. Let \( F[p] = D_f(P\|Q) \) and \( F[q] = D_f(P\|Q) \). If \( f \) is differentiable, the functional derivatives are
\[ \frac{\delta F[p]}{\delta p(z)}(p(z)) = f'(\frac{p(z)}{q(z)}), \]
\[ \frac{\delta F[q]}{\delta q(z)}(q(z)) = \tilde{f}'\left(\frac{q(z)}{p(z)}\right), \]
where \( \tilde{f}(x) := xf\left(\frac{1}{x}\right) \).

**Example 5 (Bregman divergence [2])**. Let \( f : \mathbb{R} \to \mathbb{R} \) be a differentiable and strictly convex function. The Bregman divergence is defined as
\[ D_B(P\|Q) := \int f(p)d\mu - \int f(q)d\mu - \int f'(q)(p-q)d\mu, \]
where \( f'(x) \) denotes the derivative of \( f \). The Bregman divergence is strictly convex in the first argument. Let \( F[p] = D_B(P\|Q) \). The functional derivative is
\[ \frac{\delta F[p]}{\delta p(z)}(p(z)) = f'(p(z)) - f'(q(z)). \]

**Example 6 (Rényi-divergence [14])**. For \( 0 < \alpha < \infty \), the Rényi-divergence is defined as
\[ D_\alpha(P\|Q) := \frac{1}{\alpha - 1} \log \int p^\alpha q^{1-\alpha}d\mu \text{ for } \alpha \neq 1, \]
\[ D_1(P\|Q) := \int p \log \frac{p}{q}d\mu. \]
The Rényi divergence is strictly convex in the second argument for \( 0 < \alpha < \infty \) (see [14]). Let \( F[q] = D_\alpha(P\|Q) \). The functional derivative is
\[ \frac{\delta F[q]}{\delta q(z)}(q(z)) = -\frac{1}{\int p^\alpha q^{1-\alpha}d\mu} \left(\frac{p(z)}{q(z)}\right)^\alpha. \]

**V. Conclusion**

We have discussed the convex optimization problems on strictly convex functionals of probability densities. We have shown the conditions of minimizers and the uniqueness of minimizer if there exist a minimizer. The conditions of minimizers are
1. The minimizer \( p^*(z) \) is equal to the stationary point of the Lagrangian if the stationary point is non-negative.
2. If the stationary point is not a non-negative real number, \( p^*(z) = 0 \) and the functional derivative of the Lagrangian at \( p^*(z) = 0 \) is positive.
3. The Lagrange multipliers corresponding to inequality constraints is non-negative, and the products of the Lagrange multipliers and the functionals corresponding to the inequality constraint are equal to 0.
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