GENERALIZED CHROMATIC POLYNOMIALS OF GRAPHS FROM HEAPS OF PIECES

G. ARUNKUMAR

Abstract. Let $G$ be a simple graph and let $L(G)$ be the free partially commutative Lie algebra associated to $G$. In this paper, using heaps of pieces, we prove an expression for the generalized $k$-chromatic polynomial of $G$ in terms of dimensions of the grade spaces of $L(G)$. This will give us a new interpretation for the chromatic polynomials in terms of multilinear heaps and Lyndon length. The classical results of Stanley, and Greene and Zaslavsky regarding the acyclic orientations of $G$ are obtained as corollaries. A heap with a unique minimal piece is said to be a pyramid and our main theorem is proved using the properties of pyramids. For this reason, we prove two important properties of pyramids namely the pyramid proportionality lemma, and the pyramid and Lyndon heap lemma. In the last section, we will introduce the $(m, \lambda)$-labelling on acyclic orientations which is similar to Stanley’s $\lambda$-compatible pairs. As an application of our main theorem, using this $(m, \lambda)$-labelled acyclic orientations, we will prove the reciprocity theorem for the derivatives of the chromatic polynomials.

1. Introduction

We denote the set of complex numbers by $\mathbb{C}$ and, respectively, the set of integers, non-negative integers, and positive integers by $\mathbb{Z}$, $\mathbb{Z}_+$, and $\mathbb{N}$. Let $G$ be a finite simple graph with a totally ordered vertex set $I$ and edge set $E(G)$. Assume that $I = \{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ and $k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}_+^n$. When there is no confusion we will denote the vertex $\alpha_i$ simply by $i$. In this paper, we are interested in the generalized $k$-chromatic polynomial of $G$ which is defined as follows. A vertex multicoloring of $G$ associated to $k$ is an assignment of colors to the vertices of $G$ in which each vertex $\alpha_i \in I$ receives exactly $k_i$ colors such that the adjacent vertices receive disjoint colors. The generalized $k$-chromatic polynomial (in short) counts the number of distinct proper vertex multicolorings of $G$ using $q$ colors and is denoted by $\pi^G_k(q)$. Note that, if $k = 1 := (1, 1, \ldots, 1)$ then the multicoloring corresponds to the classical vertex coloring of $G$. There is a close relationship between the ordinary chromatic polynomials and the $k$-chromatic polynomials. We have

$$\pi^G_k(q) = \frac{1}{k!} \pi^G_1(q)^k$$
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where $\pi^G_1(q)$ is the chromatic polynomial of the graph $G(k)$ and $k! := \prod_{i \in J} k_i!$. The definition of the graph $G(k)$ is given in Section 2.3. It is well-known that the coefficients of $\pi^G_k(q)$ are alternate in sign [11, Theorem 10]. We are interested in relating these coefficients to the cardinality of some well-known combinatorial objects. For this reason, we define a positive variant of $\pi^G_k(q)$ as follows:

$$\tilde{\pi}^G_k(q) = (-1)^{ht \, k} \pi^G_k(-q),$$

where $ht \, k := \sum_{i=1}^n k_i$. We note that the coefficients of $\tilde{\pi}^G_k(q)$ are non-negative. Let $L_G(k)$ be the bond lattice of $G$ of weight $k$, which consists of $J = (J_1, \ldots, J_k)$ satisfying the following properties:

(i) $J$ is a multiset, i.e., we allow $J_i = J_j$ for $i \neq j$,
(ii) each $J_i$ is a multiset and the subgraph spanned by the underlying set of $J_i$ is connected subgraph of $G$ for each $1 \leq i \leq k$,
(iii) the disjoint union $J_1 \cup \cdots \cup J_k = \{\alpha_1, \ldots, \alpha_i : \alpha_i \text{ occurs } k_i \text{ times for } i \in I\}$ and
(iv) the minimum elements of parts of $J$ are non-increasing, i.e., $\min J_1 \geq \cdots \geq \min J_k$.

We define $wt \, J_i$ to be $m_i \in \mathbb{Z}^n_+$ which counts the number of times an element of $I$ occurs in $J_i$ and $wt \, J := \sum_{i=1}^k wt \, J_i$. Let $g$ be a Kac-Moody Lie algebra with the associated graph $G$ [15]. Assume $k = 1$, then the entries of $m_i$ are either zero or one. Since each $J_i$ is a connected subset of $G$, $m_i$ represents a positive root in $g$ [15, Proposition 4] and hence the root space $g_{m_i} \neq 0$. The dimension of the root space $g_{m_i}$ is denoted by $\text{mult} \, m_i$. The definition of multiplicity can be extended to an element $J$ of $L_G(1)$ by defining $\text{mult} \, J := \prod_{i=1}^k \text{mult} \, m_i$. Given this, the following result expresses the chromatic polynomial in terms of bond lattice and the root multiplicities of $g$ [15, Theorem 1.1].

**Theorem 1.1.** Let $g$ be a Kac-Moody Lie algebra with the associated graph $G$, then

$$\tilde{\pi}^G_1(q) = \sum_{J \in L_G(1)} \text{mult} \, J \, q^{|J|}$$

where $|J|$ denotes the number of parts in $J$.

We want to prove this theorem for free partially commutative Lie algebra associated to the graph $G$ using heaps of pieces. Also, we want to extend this result to the $k$-chromatic polynomials. Let $\mathcal{F}L(I)$ be the free Lie algebra on the vertex set $I$ and let $J$ be the ideal in $\mathcal{F}L(I)$ generated by the relations $\{[i, j] : \{i, j\} \notin E(G)\}$. The quotient algebra $\mathcal{F}L(I)/\mathcal{F}L(I)$, denoted by $\mathcal{L}(G)$, is the free partially commutative Lie algebra associated to the graph $G$. It is well-known that $\mathcal{F}L(I)$ and hence $\mathcal{L}(G)$ is graded by $\mathbb{Z}^n_+$. For $k \in \mathbb{Z}^n_+$, we define, $\text{mult} \, k = \dim \mathcal{L}_k(G)$. Similar to the Kac-Moody algebra case, for $J \in L_G(1)$ (with the notation as above) we define $\text{mult} \, J := \prod_{i=1}^k \text{mult} \, m_i$, product of dimensions of grade spaces of $\mathcal{L}(G)$. The absolute value of the linear coefficient of the chromatic polynomial, denoted by $\tilde{\pi}^G_1(q)[q]$, is known as the chromatic discriminant of the graph $G$ [1, 10]. Theorem 1.1 implies that, $\text{mult} \, m_i = \tilde{\pi}^G_{m_i}(q)[q]$. Hence $\text{mult} \, J = \prod_{i=1}^k \tilde{\pi}^G_{m_i}(q)[q]$ for $J \in L_G(1)$. When we extend Theorem 1.1 to the case of $k$-chromatic polynomials, the bond lattice of weight $k$ shows up naturally. Consider $J = (J_1, \ldots, J_r, \ldots, J_r) \in L_G(k)$ where each $J_i$ has weight $m_i$ and occurs $m_i$ times. Since $k$ is arbitrary, $J_i$ can be a multiset and hence the entries of $m_i$ need not be zero or one. This
shows that, because of Equation (1.1), the linear coefficient of \( m_i \)-chromatic polynomial need not be an integer. Hence, \( \text{mult} \ m_i \) need not be equal to \( \tilde{\pi}_G m_i(q)[q] \). We will see that, by Corollary 4.4, \( \tilde{\pi}_G m_i(q)[q] \) is equal to \( \sum_{l_i|m_i} \frac{\text{mult}(m_i)}{l_i} l_i \) \( \text{mult}(m_i) \). This suggests us to define the chromatic multiplicity of \( m_i \) as \( \text{chrmult} m_i := \sum_{l_i|m_i} \frac{\text{mult}(m_i)}{l_i} l_i \) and

\[
\text{chrmult} J := \prod_{i=1}^{r} \frac{1}{m_i!} \left( \text{chrmult} m_i \right)^{m_i}.
\]

We have \( \text{mult} J = \text{chrmult} J \) for \( J \in L_G(1) \) and also \( \text{chrmult} J \) is equal to \( \prod_{i=1}^{r} \frac{1}{m_i!} \left( \tilde{\pi}_G m_i(q)[q] \right)^{m_i} \).

With this extended definition of multiplicity, we prove the following theorem for free partially commutative Lie algebra \( \mathcal{L}(G) \) using heaps of pieces.

**Theorem 1.2.** With the notation as above we have

\[
\tilde{\pi}_G^G(q) = \sum_{J \in L_G(k)} \text{chrmult} J q^{|J|},
\]

where \( |J| \) denotes the number of parts in \( J \).

We observe that the multiplicities appearing in Theorem 1.1 are of Kac-Moody Lie algebras whereas in the above theorem the multiplicities are of free partially commutative Lie algebras. This gives the following connection between free partially commutative Lie algebras and Kac-Moody Lie algebras.

**Corollary 1.3.** Let \( g \) be a Kac-Moody Lie algebra with the associated graph \( G \). Let \( k \in \mathbb{Z}_+^n \) be such that its entries are either zero or one, then \( \dim g_k = \dim \mathcal{L}_k(G) \).

**Remark.** Let \( g \) be a Kac-Moody Lie algebra with the associated graph \( G \) and let \( n^+ \) be its positive part, then the defining relations of \( n^+ \) are given by the Serre relations [7, Theorem 1.2 and Theorem 9.11]. We observe that if all the entries of \( k \) are either zero or one then the Serre relations reduce to the commutation relations of \( \mathcal{L}(G) \). This explains the previous corollary.

In [15], the denominator identity for Kac-Moody Lie algebras is the main tool used in the proof of Theorem 1.1. We prove Theorem 1.2 using the fundamental lemmas of Viennot for heaps of pieces, the pyramid proportionality lemma, and the pyramid and Lyndon heap lemma. In this sense, our proof is purely heap theoretic. Our motivation to use heaps of pieces came from the works of Xavier Viennot and Lalonde: In [19], the combinatorial theory of heaps of pieces was introduced by Xavier Viennot where he gave the applications of heaps of pieces to a wide range of areas like directed animals, polyominoes, Motzkin paths and orthogonal polynomials, Rogers-Ramanujan identities, fully commutative elements in Coxeter groups, Bessel functions and Lorentzian quantum gravity. The applications of heaps of pieces to the representation theory of complex simple Lie algebras can be seen in [4] where the combinatorial aspects of minuscule representation are studied. Using the notion Lyndon length of heaps we will prove the following expression for chromatic polynomial in terms of multilinear heaps and Lyndon length. See, Proposition 2.1 for the precise definition of Lyndon length.
Corollary 1.4. Let $\mathcal{H}_1(I, \zeta)$ be the set of heaps of weight 1, then
\[
\tilde{\pi}_1^G(q) = \sum_{k \geq 1} |\{E \in \mathcal{H}_1(I, \zeta) : ll(E) = k\}| q^k = \sum_{E \in \mathcal{H}_1(I, \zeta)} q^{ll(E)}
\]  
(1.4)

where $ll(E)$ denotes the Lyndon length of $E$.

We extend the definition of Lyndon length to acyclic orientati ons of $G$ by using a natural bijection between multilinear heaps and acyclic orientati ons. This will give us the following expression for chromatic polynomial in terms of acyclic orientati ons.

Corollary 1.5. Let $\mathcal{O}(G)$ be the set of all acyclic orientati ons of $G$, then
\[
\tilde{\chi}_1^G(q) = \sum_{k \geq 0} |\{O \in \mathcal{O}(G) : ll(O) = k\}| q^k = \sum_{O \in \mathcal{O}(G)} q^{ll(O)}.
\]  
(1.5)

In the final section, we will prove results regarding Stanley’s chromatic polynomial reciprocity theorem. The following results of Stanley [12], and Greene and Zaslavsky [5] respectively are classical and follow immediately from Corollary 1.5. In [3], these results are proved using the method of involution on heaps. In this section, we will denote the chromatic polynomial by $\chi_G(q)$ for notational convenience.

Theorem 1.6. With the notation as above, we have
\[
\tilde{\chi}_G(1) = \text{the number of acyclic orientati ons of } G.
\]

Theorem 1.7. Fix $i \in I$.
\[
\tilde{\chi}_G[q] = \text{The number of acyclic orientati ons of } G \text{ with a unique source at } \alpha_i.
\]

In [12], Theorem 1.6 is stated in the following more general context of $\lambda$-compatible pairs. Let $\mathcal{O}$ be an acyclic orientati on of $G$ and for a positive integer $\lambda$ define $[\lambda] := \{1, 2, \ldots, \lambda\}$. For a map $\sigma : I \to [\lambda]$, we say $(\sigma, \mathcal{O})$ is a $\lambda$-compatible pair if for each directed edge $i \to j$ in $\mathcal{O}$ we have $\sigma(i) \geq \sigma(j)$.

Theorem 1.8. Let $\lambda$ be a positive integer, then
\[
\tilde{\chi}_G(\lambda) = \text{the number of } \lambda\text{-compatible pairs of } G.
\]

This theorem is known as Stanley’s reciprocity theorem for chromatic polynomials. We observe that the $\lambda$-compatible pairs are acyclic orientati ons which are labelled subject to a compatibility condition coming from the underlying poset structure. We will define a similar labelling on acyclic orientati ons in which the compatibility condition is coming from its Lyndon factorization. For a positive integer $\lambda$ and a non-negative integer $m$, we will introduce the $(m, \lambda)$-labelling on acyclic orientati ons. We will prove the following reciprocity theorem for the derivatives of chromatic polynomials.

Theorem 1.9. Let $\lambda$ be a positive integer and let $0 \leq m \leq n$ be an integer then
\[
\tilde{\chi}_G^{(m)}(\lambda) = \text{the number of } (m, \lambda)\text{-labelled acyclic orientati ons of } G.
\]
This theorem is analogous to Theorem 1.8 for the case of the derivatives \( \tilde{\chi}_G^{(m)}(q) \) and \((m, \lambda)\)-labelled acyclic orientations. When \( m = 0 \), we call \((m, \lambda)\)-labelling simply \( \lambda \)-labelling and this combinatorial model is counted by the chromatic polynomial evaluated at the negative integers:

**Corollary 1.10.**

\[ \tilde{\chi}_G(\lambda) = \text{the number of } \lambda \text{-labelled acyclic orientations of } G \]

It is well-known that the Lyndon words index a basis for free Lie algebras. Lalonde studied Lyndon heaps which are free partially commutative analogous of Lyndon words. In [8, Section 4], he proved the following result.

**Theorem 1.11.** Let \( \mathcal{L}_k(G) \) be the \( k \) grade space of the free partially commutative Lie algebra \( \mathcal{L}(G) \), then

\[ \dim \mathcal{L}_k(G) = \text{number of Lyndon heaps of weight } k. \quad (1.6) \]

This theorem shows the natural connection between heaps of pieces and the free partially commutative Lie algebras. In this direction, we want to address the following question: Every Lyndon heap is a pyramid and hence, because of Theorem 1.11, one naturally asks for the relation between the number of pyramids and the dimensions of grade spaces of free partially commutative Lie algebras. We answer this question in the following proposition whose proof is given in Section 2.5.

**Proposition 1.12.** Let \( \mathcal{P}_k(I, \zeta) \) be the set of pyramids of weight \( k \), then

\[ |\mathcal{P}_k(I, \zeta)| = \sum_{l|k} \frac{\text{ht } k}{l} \dim \mathcal{L}_k(G). \]

In particular, if \( k \) is relatively prime then \( |\mathcal{P}_k(I, \zeta)| = (\text{ht } k) \dim \mathcal{L}_k(G) \).
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2. **Pyramid proportionality lemma**

### 2.1. Heaps monoid

Let \( G \) be a graph with a totally ordered vertex set \( I = \{\alpha_1, \ldots, \alpha_n\} \). The free monoid on \( I \), denoted by \( \mathcal{M}(I) \), is totally ordered by the lexicographic order induced from the total order on \( I \). We say two elements \( i \) and \( j \) of \( I \) commute if \( \{i, j\} \notin E(G) \). We use this commutation relation on \( I \) to define an equivalence relation \( \eta \) on \( \mathcal{M}(I) \): Two words \( w_1 \) and \( w_2 \) in \( \mathcal{M}(I) \) are related by \( \eta \) if \( w_2 \) is obtained from \( w_1 \) by a sequence of interchanges of adjacent commuting alphabets. The free partially commutative monoid associated with \( G \), denoted by \( \mathcal{M}(I, \eta) \), is defined to be the set of all equivalence classes \( \frac{\mathcal{M}(I)}{\eta} \). Note that, \( \mathcal{M}(I, \eta) \) has a natural monoid structure induced from the monoid structure on \( \mathcal{M}(I) \).

Let \( \zeta \) be the concurrency relation complement to the commuting relation \( \eta \). A pre-heap \( E \) over \( (I, \zeta) \) is a finite subset of \( I \times \{0, 1, 2, \ldots\} \) satisfying, if \( (\alpha_1, i), (\alpha_2, j) \in E \) with \( \alpha_1 \zeta \alpha_2 \), then \( i \neq j \). Each element \( (\alpha, i) \) of \( E \) is called a basic piece. If \( (\alpha, i) \in E \), we write \( \pi(\alpha, i) = \alpha \) (the position of the piece \( (\alpha, i) \)) and \( h(\alpha, i) = i \) (the level of the piece \( (\alpha, i) \)). A basic piece will be...
simply denoted by $\alpha$ when we don’t need to emphasize on the level. The set $\pi(E)$ is defined to be the set of all positions occupied by the pieces of $E$. A pre-heap $E$ defines a partial order $\leq_E$ by taking the transitive closure of the relation: $(\alpha_1, i) \leq_E (\alpha_2, j)$ if $\alpha_1 \zeta \alpha_2$ and $i < j$. We say that two heaps $E$ and $F$ are isomorphic if there exists a position preserving order isomorphism $\phi$ between $(E, \leq_E)$ and $(F, \leq_F)$. A heap $E$ over $(I, \zeta)$ is admissible in $\mathcal{H}(I, \zeta)$ such that: if $(\alpha, i) \in E$ with $i > 0$ then there exists $(\beta, i - 1) \in E$ such that $\alpha \zeta \beta$. Every isomorphism class of pre-heaps contains exactly one heap and this is the unique pre-heap $E$ in the class for which $\sum_{\alpha \in E} h(\alpha)$ is minimal. The pictorial representation of heaps can be seen in [16–19].

Let $\mathcal{H}(I, \zeta)$ be the set of all heaps over $(I, \zeta)$. This set can be made into a monoid with a product called superposition of heaps. To get superposition $E \circ F$ of $F$ over $E$, let the heap $F$ ‘fall’ over $E$. Let $\mathcal{H}_k(I, \zeta)$ be the set of all heaps of weight $k$ for $k \in \mathbb{Z}_+^k$ where the weight counts the number of pieces in each of the positions. This gives a $\mathbb{Z}_+^k$-gradation on $\mathcal{H}(I, \zeta)$. We define a map $\psi : \mathcal{M}(I) \to \mathcal{H}(I, \zeta)$ as follows: For a word $p_1 p_2 \cdots p_k \in \mathcal{M}(I)$ define $\psi(p_1 p_2 \cdots p_k) = p_1 \circ p_2 \circ \cdots \circ p_k$. Note that $\psi^{-1}(E)$ is the set of all linear orders compatible with $\leq_E$. It is clear that $\psi$ extends to a weight preserving isomorphism of the monoids $\mathcal{M}(I, \eta)$ and $\mathcal{H}(I, \zeta)$.

### 2.2. Pyramids and Lyndon heaps.

For a heap $E$, min $E$ is the heap composed of minimal pieces of $E$ with respect to $\leq_E$ and max $E$ is defined similarly. We write $|E|$ for the number of pieces in $E$ and $|E|_\alpha$ for the number of pieces of $E$ in the position $\alpha$. A heap $E$ such that $\min(E) = \{\alpha\}$ is said to be a pyramid with basis $\alpha$. The set of all pyramids in $\mathcal{H}(I, \zeta)$ is denoted by $\mathcal{P}(I, \zeta)$ and the set of all pyramids with basis $\alpha_i$ is denoted by $\mathcal{P}^\alpha(I, \zeta)$. We note that if $E$ is a pyramid then $\pi(E)$ is a connected subset of $I$. For a heap $E$, we define $\text{st}(E) := \max \psi^{-1}(E)$ the standard word associated to $E$. For two heaps $E, F$ we say $E \leq F$ if $\text{st}(E) \leq \text{st}(F)$. This defines a total order in the heaps monoid $\mathcal{H}(I, \zeta)$. For the rest of this paper we fix this total order in $\mathcal{H}(I, \zeta)$. Let $E$ be a heap, we say that $E$ is periodic if there exists a heap $F \neq 0$ (0 - empty heap) and an integer $k \geq 2$ such that $E = F^k$. Similarly, $E$ is primitive if $E = U \circ V = V \circ U$ then either $U = 0$ or $V = 0$. Pyramids in which the minimum piece has the lowest position (with respect to the total order on $I$) are known as admissible pyramids. A heap $E$ in $\mathcal{H}(I, \zeta)$ is said to be multilinear if every basic piece occurs exactly once in $E$. The set of all multilinear heaps of $G$ is denoted by $\mathcal{H}_u(I, \zeta)$. An admissible pyramid which is also multilinear is known as a super letter.

Let $E$ be a heap. If $E = U \circ V$ for some heaps $U$ and $V$, we say that $V \circ U$ is a transpose of $E$. The transitive closure of transposition is an equivalence relation on $\mathcal{H}(I, \zeta)$, which we call the conjugacy relation of heaps and is denoted by $\sim$. A non-empty heap $E$ is said to be Lyndon if $E$ is primitive and minimal in its conjugacy class. We write $\mathcal{LH}(I, \zeta)$ for the set of all Lyndon heaps over $G$. It follows immediately that super letters are Lyndon. We have the following important proposition from [9, Proposition 2.1.10].

**Proposition 2.1.** Let $E \in \mathcal{H}(I, \zeta)$ then $E$ factorizes uniquely as $E = L_1 \circ L_2 \cdots \circ L_k$ with $k \geq 0$, $L_i$ are Lyndon and $L_1 \geq L_2 \geq \cdots \geq L_k$. This factorization is known as Lyndon factorization and we define the Lyndon length of $E$, denoted by $\ell(E)$, to be the number of factors occurring in such factorization.

The following lemmas are immediate.
Lemma 2.2. Every Lyndon heap $E$ is an admissible pyramid.

Lemma 2.3. A multilinear heap $E$ is Lyndon if and only if $E$ is an admissible pyramid.

Remark. According to Viennot, a pyramid is a heap with a unique maximal piece [19, Definition 5.9]. In this paper, we follow the Lalonde’s convention on pyramids [9, Page 173], i.e., A pyramid is a heap with a unique minimal piece.

2.3. Pyramid proportionality lemma I. In this subsection, we shall compare the pyramids of weight $k$ over $G$ and multilinear pyramids over $G(k)$. First, we fix some notations. Let $k = (k_1, k_2, \ldots, k_n)$ and $m = (m_1, m_2, \ldots, m_n) \in \mathbb{Z}^n_+$. We say $k$ is relatively prime if its entries are. Define, $\text{supp}_k = \{\alpha_i \in I : k_i \neq 0\}$, $\text{supp}_m k = \{\alpha_i, \ldots, \alpha_i : \alpha_i$ occurs $k_i$ times for $i \in I\}$ and we say that $k$ is connected if $\text{supp}_k$ induces a connected subgraph in $G$. We say that $m \leq k$ if $m_i \leq k_i$ for each $i \in I$. For $k = (k_1, k_2, \ldots, k_n) \in \mathbb{Z}^n_+$, the symbol $k(i)$ will denote the $i$-th coordinate of $k$. Also, we define $\text{ht}_k = \sum_{i=1}^n k_i$ and $k! = \prod_{i=1}^n k_i!$.

Fix $k \in \mathbb{Z}^n_+$. The clan-graph of weight $k$ associated with $G$, denoted by $G(k)$, is constructed as follows. For each $i \in I$, take a clique (complete graph) of size $k(i)$ with vertex set $\{i_1, \ldots, i_{k(i)}\}$ and join all the vertices of $r$-th and $s$-th cliques if $\{r, s\} \in E(G)$. $G(k)$ is also known as the join of $G$ with respect to $k$. Equation (1.1), gives the relation between the $k$-chromatic polynomial of $G$ and chromatic polynomial of $G(k)$. The vertex set (resp. the concurrency relation) of $G(k)$ is denoted by $I_k$ (resp. $\zeta_k$) and $H(I_k, \zeta_k)$ will denote the heaps monoid over $G(k)$.

We define the indexing map $\mathcal{I} : \mathcal{P}_k(I, \zeta) \to \mathcal{P}_1(I_k, \zeta_k)$ as follows. Let $E$ be an element of $\mathcal{P}_k(I, \zeta)$, then $E$ has $k(i)$ many $\alpha_i$ for each $i \in I$. We want to label these $\alpha_i$ with the indices $\{1, 2, \ldots, k(i)\}$ so that $\alpha_i$s will be changed to $\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_{k(i)}}$. Note that, these can be done in $k(i)!$ ways and this indexing procedure will give us $k! \cdot |\mathcal{P}_k(I, \zeta)|$ many heaps in $\mathcal{H}_1(I_k, \zeta_k)$. From the definition of $\zeta_k$ (concurrency relation of the graph $G(k)$), all these heaps are indeed elements of $\mathcal{P}_1(I_k, \zeta_k)$. This defines a $1 \to k!$ association between $\mathcal{P}_k(I, \zeta)$ and $\mathcal{P}_1(I_k, \zeta_k)$ and we denote this association by $\mathcal{I}$. Conversely, an element $E$ of $\mathcal{P}_1(I_k, \zeta_k)$ has pieces $\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_{k(i)}}$ for each $i \in I$. We forget the indices $1, 2, \ldots, k(i)$ and rename all these pieces as $\alpha_i$ to get a heap in $\mathcal{P}_k(I, \zeta)$. This is a $k! \to 1$ map between $\mathcal{P}_1(I_k, \zeta_k)$ and $\mathcal{P}_k(I, \zeta)$. We will denote this map by $\mathcal{F}$. This observation leads to the following lemma.

Lemma 2.4. With the notations as above we have:

$$|\mathcal{P}_k(I, \zeta)| = \frac{1}{k!} |\mathcal{P}_1(I_k, \zeta_k)|. \quad (2.1)$$

Further, for $i \in I$ and $1 \leq q \leq k(i)$, we have

$$|\mathcal{P}_1^i(I, \zeta)| = \frac{k(i)}{k!} |\mathcal{P}_1^{i_k}(I_k, \zeta_k)|. \quad (2.2)$$

Proof. Equation (2.1) follows from the above discussion. For proving (2.2), let $1 \leq q \leq k(i)$ be fixed. Let $E$ be an element of $\mathcal{P}_1^i(I, \zeta)$, then $E$ has basis $\alpha_i$ and has $k(i)$ many $\alpha_i$ in total. We want to label the $k(j)$ many $\alpha_j$ in $E$ with the indices $\{1, 2, \ldots, k(j)\}$ (for each $j \in I$) such a way that the basis $\alpha_i$ will be changed to $\alpha_{i_j}$. This can be done in $\frac{k(i)!}{k(i-j)!}$ many ways and hence the result. \qed
2.4. Pyramid proportionality lemma II. In this subsection, we will study the proportionality of the number of pyramids of weight $k$ with different bases. This is our main proportionality lemma. We start with the following lemma, which is the pyramids proportionality lemma for multilinear heaps.

**Lemma 2.5.** For $1 \leq i \leq n$, we have

$$|P^1_i(I, \zeta)| = n|P^i_1(I, \zeta)|. \quad (2.3)$$

**Proof.** It is enough to prove that,

$$|P^i_1(I, \zeta)| = |P^j_1(I, \zeta)| \quad (2.4)$$

where $1 \leq i \leq j \leq n$. Assume that $\alpha_i$ is the least element in the total order on $I$ then, by Lemma 2.3, the elements of $|P^i_1(I, \zeta)|$ are super letters and hence Lyndon. Now, Theorem 1.11 shows that,

$$|P^i_1(I, \zeta)| = |LH_1(I, \zeta)| = \dim L_1(G).$$

Since $\alpha_j$ also has the privilege to be the least element in a total order on $I$, we have

$$|P^j_1(I, \zeta)| = |LH_1(I, \zeta)| = \dim L_1(G).$$

This completes the proof of the lemma. \hfill \Box

**Lemma 2.6.** For $1 \leq i \leq n$, we have

$$|P^k_i(I, \zeta)| = \frac{\text{ht} k}{k(i)} |P^i_k(I, \zeta)|. \quad (2.5)$$

**Proof.** Applying equation (2.3) to the graph $G(k)$ gives us,

$$|P^1_k(I_k, \zeta_k)| = (\text{ht} k)|P^q_1(I_k, \zeta_k)|$$

where $1 \leq q \leq k(i)$. Lemma 2.4 gives

$$|P^k_i(I, \zeta)| = \frac{1}{k!} |P^1_k(I_k, \zeta_k)|$$

and

$$|P^i_k(I, \zeta)| = \frac{k(i)}{k!} |P^i_1(I_k, \zeta_k)|.$$

Combining these equalities we get,

$$|P^k_i(I, \zeta)| = \frac{1}{k!} |P^1_k(I_k, \zeta_k)| = \frac{\text{ht} k}{k!} |P^q_1(I_k, \zeta_k)| = \frac{\text{ht} k}{k(i)} |P^i_1(I_k, \zeta_k)|.$$

This completes the proof of the lemma. \hfill \Box

We have the following important corollary.

**Corollary 2.7.** For $1 \leq i \leq j \leq n$,

$$|P^j_k(I, \zeta)| = \frac{k(i)}{k(j)} |P^i_k(I, \zeta)|. \quad (2.6)$$
2.5. Pyramid and Lyndon heap lemma. A pyramid \( p \) with basis \( \alpha \) is said to be elementary if the minimal piece of \( p \) is the only one in the position \( \alpha \). i.e., \( |p|_{\alpha} = 1 \). We write \( \mathcal{P}^i_e(I,\zeta) \) for the set of elementary pyramids with basis \( \alpha_i \). Let \( \mathcal{P}^*_{e}(I,\zeta) \) be the submonoid generated by \( \mathcal{P}^i_e(I,\zeta) \) in \( \mathcal{H}(I,\zeta) \). We have the following proposition from [9, Proposition 1.3.5]:

**Proposition 2.8.** \( \mathcal{P}^*_{e}(I,\zeta) \) is freely generated by \( \mathcal{P}^i_e(I,\zeta) \).

Let \( p \) be a pyramid in \( \mathcal{P}^i_k(I,\zeta) \) then, by the above proposition, we can write \( p = p_1 \circ p_2 \circ \cdots \circ p_{k(i)} \) where each \( p_j \in \mathcal{P}^i_e(I,\zeta) \) and this factorization is unique.

**Lemma 2.9.** Let \( p \) be a pyramid in \( \mathcal{P}^i_k(I,\zeta) \) with \( p = p_1 \circ p_2 \circ \cdots \circ p_{k(i)} \) where each \( p_j \in \mathcal{P}^i_e(I,\zeta) \) then any cyclic rotation of \( p_1 \circ p_2 \circ \cdots \circ p_{k(i)} \) is again an element in \( \mathcal{P}^i_k(I,\zeta) \).

**Proof.** It is sufficient to show that \( q = p_{k(i)} \circ p_1 \circ \cdots \circ p_{k(i)-1} \) is in \( \mathcal{P}^i_k(I,\zeta) \). We claim that \( \min q = \{\alpha_i\} \). Since \( p_{k(i)} \in \mathcal{P}^i_e(I,\zeta) \), we have \( \alpha_i \in \min q \). Let \( \alpha \) be a basic piece different from \( \alpha_i \) in \( q \), then \( \alpha \in p_j \) for some \( 1 \leq j \leq k(i) \). Again, \( p_j \in \mathcal{P}^i_e(I,\zeta) \) and hence \( h(\alpha) > h(\alpha_i) \) for \( \alpha_i \in \min p_j \). This shows that \( \alpha \notin \min q \) and the proof is done. \( \square \)

The following lemma is the pyramid and the Lyndon heap lemma. We note that Theorem 1.12 follows immediately from this lemma.

**Lemma 2.10.** Let \( k \) be an arbitrary element in \( \mathbb{Z}_n^+ \), then

\[
|\mathcal{P}^j_k(I,\zeta)| = \sum_{l|k} \frac{k(j)}{l} |\mathcal{LH}^j_{\hat{l}}(I,\zeta)| \tag{2.7}
\]

where \( 1 \leq j \leq n \).

**Proof.** Let \( k \) be an arbitrary element in \( \mathbb{Z}_n^+ \) and assume that \( \alpha_i \) is the least element in \( I \). We note that the elements of \( \mathcal{P}^i_k(I,\zeta) \) can be periodic. Let \( q \in \mathcal{P}^i_k(I,\zeta) \) then, by [9, Proposition 1.3.6], there exists a unique non-periodic pyramid \( p \in \mathcal{P}^i_k(I,\zeta) \) such that \( q = p^l \). Let \( p = p_1 \circ p_2 \circ \cdots \circ p_{k(i)} \) where each \( p_j \in \mathcal{P}^i_e(I,\zeta) \). Now, by the previous lemma, any cyclic rotation of \( p_1 \circ p_2 \circ \cdots \circ p_{k(i)} \) is again an element in \( \mathcal{P}^i_k(I,\zeta) \). Let these cyclic rotations be denoted by \( q_1, q_2, \ldots, q_k(i) \) with \( q_1 = p \). Note that, the pyramids \( q_1, q_2, \ldots, q_k(i) \) are in the same conjugacy class as one is obtained from other by a sequence of transpositions of heaps. Since \( p \) is not periodic, this class has a unique Lyndon heap which is also a pyramid with basis \( \alpha_i \). But \( q_1, q_2, \ldots, q_k(i) \) are the only pyramids with basis \( \alpha_i \) in this class and hence one (and only one) among them has to be a Lyndon heap. Hence we have the following equation

\[
|\mathcal{P}^i_k(I,\zeta)| = \sum_{l|k} \frac{k(i)}{l} |\mathcal{LH}^i_{\hat{l}}(I,\zeta)|.
\]

Now, because of Corollary 2.7, for an arbitrary \( 1 \leq j \leq n \) we have

\[
|\mathcal{P}^j_k(I,\zeta)| = \sum_{l|k} \frac{k(j)}{l} |\mathcal{LH}^j_{\hat{l}}(I,\zeta)|.
\]

This completes the proof. \( \square \)
3. Proof of the main theorem

In this section, we will prove Theorem 1.2. Let $G$ be a simple graph with a totally ordered vertex set $I$ and edge set $E(G)$. We start with the following expression of the $k$-chromatic polynomial in terms of independent sets in $G$ [11, Theorem 15]. We denote by $P_k(k, G)$ the set of all ordered $k$–tuples $(P_1, \ldots, P_k)$ such that:

(i) each $P_i$ is a non-empty independent subset of $I$, i.e., no two vertices have an edge between them; and

(ii) the disjoint union of $P_1, \ldots, P_k$ is equal to the multiset \{\(\alpha_i, \ldots, \alpha_i\): $\alpha_i$ occurs $k(i)$ times for $i \in I$\}

Then we have

$$
\pi_k^G(q) = \sum_{k \geq 0} |P_k(k, G)| \binom{q}{k}.
$$

A heap $E$ is said to be trivial if $\alpha, \beta \in \pi(E)$ implies that $\alpha \eta \beta$. i.e., $h(\alpha) = 0$ for all $\alpha \in E$. The set of all trivial heaps of $G$ is denoted by $\mathcal{TH}(I, \zeta)$. We assign the weights $v(\alpha) = e^{-\alpha}$ for each vertex $\alpha$ in $I$ and extend this weight to an arbitrary heap $E$ by $v(E) = \prod_{\alpha \in E} v(\alpha)$. Next, we give the statements of the fundamental lemmas of Viennot for heaps [16, 19]. We remark that the first fundamental lemma of Viennot can be viewed as the heaps theoretic analog of denominator identity for free partially commutative Lie algebras. In [16], these lemmas are proved using the method of involution on heaps. We consider the algebra of formal power series $\mathcal{A} := \mathbb{C}[\{X_i : i \in I\}]$ where $X_i = e^{-\alpha_i}$. For a formal power series $\zeta \in \mathcal{A}$ with constant term 1, its logarithm $\log(\zeta) = -\sum_{k \geq 1} \frac{(1-\zeta)^k}{k}$ is well-defined.

**Lemma 3.1.** First fundamental lemma or Inversion lemma

$$
\sum_{E \in \mathcal{H}(I, \zeta)} v(E) = \frac{1}{\sum_{E \in \mathcal{TH}(I, \zeta)} (-1)^{|E|} v(E)}.
$$

**Lemma 3.2.** Second fundamental lemma or Logarithmic lemma

$$
\log \left( \sum_{E \in \mathcal{H}(I, \zeta)} v(E) \right) = \sum_{p \in \mathcal{P}(I, \zeta)} \frac{v(p)}{|p|}.
$$

**Remark.** In [14], the authors considered the logarithm of left and right-hand side of the denominator identity of Kac-Moody Lie algebras and calculated certain coefficients to get the expression given in Theorem 1.1. The main tool was [14, Lemma 2.3]. In our case, this lemma will be replaced by the second fundamental lemma (Lemma 3.2). By this lemma, the logarithm of the generating function for heaps gives the generating function for pyramids. So we can use the geometric properties of pyramids to prove Theorem 1.2.

### 3.1. Proof of Theorem 1.2

We claim that

$$
\tilde{\pi}_k^G(q) = \sum_{J \in \text{chrmult}(J)} q^{\text{chrmult}(J)}
$$
where $|J|$ denotes the number of parts in $J$. Let $0$ denote the trivial heap and let

$$N := 1 + \sum_{E \in T H(I, \zeta), E \neq 0} (-1)^{|E|} v(E),$$

then

$$N^q = \sum_{k \geq 0} \binom{q}{k} \left( \sum_{E \in T H(I, \zeta), E \neq 0} (-1)^{|E|} v(E) \right)^k.$$

Let $\beta(k) := \sum_{\alpha_i \in I} k_i \alpha_i \in \mathbb{Z}[\alpha_1, \alpha_2, \ldots, \alpha_n]$ then the coefficient of $e^{-\beta(k)}$ in $N^q$ is equal to $(-1)^{ht} \sum_{k \geq 0} \sum_{E \in T H(I, \zeta), E \neq 0} (-1)^{|E|} v(E)^k$. We will calculate the same coefficient in another way. The fundamental lemmas of Viennot (Lemmas 3.1 and 3.2) gives,

$$N^q = \exp \left( (-q) \sum_{p \in P(I, \zeta)} \frac{v(p)}{|p|} \right).$$

Expanding the right-hand side gives,

$$N^q = \sum_{k \geq 0} \left( \sum_{p \in P(I, \zeta)} \frac{v(p)}{|p|} \right)^k \frac{(-q)^k}{k!}.$$

We want to calculate the coefficient of $e^{-\beta(k)}$ in the above sum, but any pyramid which has weight more than $k$ won’t contribute to this coefficient. Hence we can assume

$$N^q = \sum_{k \geq 0} \left( \sum_{m \leq k} \sum_{p \in P_m(I, \zeta)} \frac{v(p)}{|p|} \right)^k \frac{(-q)^k}{k!}.$$  \hspace{1cm} (3.4)

By Lemma (2.5) we have,

$$N^q = \sum_{k \geq 0} \left( \sum_{m \leq k} \sum_{p \in P_m(I, \zeta)} \frac{v(p)}{|p|} \right)^k \frac{(-q)^k}{k!}$$

where $i$ is an element of $J := \text{supp } \mathbf{m}$. By Equation (2.7) we have,

$$N^q = \sum_{k \geq 0} \left( \sum_{m \leq k} \sum_{l \leq \mathbf{m}(i)} \frac{v(p)}{|p|} \right)^k \frac{(-q)^k}{k!}.$$  \hspace{1cm} (3.4)

Consider the product

$$\frac{1}{k!} \left( \sum_{m \leq k} \sum_{l \leq \mathbf{m}(i)} \frac{v(p)}{|p|} \right)^k$$

and

$$= \frac{1}{k!} \sum_{m_1, m_2, \ldots, m_k \leq k} \left( \sum_{l_1 | m_1} \sum_{l_2 | m_2} \frac{(v(p))^{l_1}}{l_1} \right) \cdots \left( \sum_{l_k | m_k} \sum_{l_{k+1} | m_{k+1}} \frac{(v(p))^{l_k}}{l_k} \right)$$
\[
\begin{align*}
&= \frac{1}{k!} \sum_{m_1, m_2, \ldots, m_k \leq k} \left( \sum_{l_1 | m_1} \frac{(v(p))^l_1}{l_1} \right) \cdots \left( \sum_{p_k \in LH_{m_k}^{-1}(I, \zeta)} \frac{(v(p))^l_k}{l_k} \right) \\
&= \frac{1}{k!} \sum_{m_1, m_2, \ldots, m_k \leq k} \sum_{l_1 | m_1} \left( \sum_{l_1 | m_1} \frac{(v(p))^l_1}{l_1} \right) \cdots \left( \sum_{p_k \in LH_{m_k}^{-1}(I, \zeta)} \frac{(v(p))^l_k}{l_k} \right).
\end{align*}
\]

First, we calculate the coefficient of \(e^{-\beta(k)}\) in the above sum. Consider any tuple \(m' = (m_{i_1}, m_{i_2}, \ldots, m_{i_k})\) which satisfies \(\sum_{j=1}^k m_{i_j} = k\). We assume that the distinct entries occurring in this \(k\)-tuple are \(m_1, m_2, \ldots, m_r\), each \(m_i\) occurs \(m_i\) times and \(\sum_{i=1}^r m_i = k\). We note that, \(m'\) can be permuted in \(\frac{k!}{m_1! \cdot m_2! \cdots m_r!}\) many ways and all these tuples will contribute same value to the required coefficient in the above sum. Now, consider another ordered \(k\)-tuple \(m = (m_1, \ldots, m_1, \ldots, m_r, \ldots, m_r)\) for which the minimum element of support of its entries are non-increasing, each \(m_i\) occurs \(m_i\) times, \(\sum_{i=1}^r \sum_{j=1}^{m_i} l_i = k\) and \(\sum_{j=1}^{m_i} l_i = k\). Clearly \(m\) is a permutation of the tuple \(m'\) and also represents a unique element in \(L_G(k)\). We consider only \(m\) in place of all the permutations of \(m'\). Since, we have \(k!\) in the denominator of Equation (3.4), this \(m\) will contribute \ \(\frac{1}{m_1! \cdot m_2! \cdots m_r!}\) to the coefficient of \(e^{-\beta(k)}\). Hence, the required coefficient of \(e^{-\beta(k)}\) is equal to

\[
\sum_{k \geq 0} \sum_{m \in L_G(k,k)} \frac{1}{m_1! \cdot m_2! \cdots m_r!} \sum_{(l_1, l_2, \ldots, l_k)} \sum_{(p_1, p_2, \ldots, p_k)} \frac{1}{l_1 l_2 \cdots l_k} (-q)^k
\]

where \(L_G(k,k)\) denotes the partitions in \(L_G(k)\) with \(k\) parts and \(m(i)\) denotes the \(i\)th entry of \(m\). Now,

\[
\sum_{(l_1, l_2, \ldots, l_k)} \sum_{p \in LH_{m(i)}^{-1}(I, \zeta)} \frac{1}{l_1 l_2 \cdots l_k} = \sum_{(l_1, l_2, \ldots, l_k)} \prod_{i=1}^k \left( \sum_{p \in LH_{m(i)}^{-1}(I, \zeta)} \frac{1}{l_i} \right)
\]

\[
= \sum_{(l_1, l_2, \ldots, l_k)} \prod_{i=1}^k \left( \sum_{l_i | m(i)} \frac{dim(m(i))}{l_i} \right)
\]

\[
= \prod_{i=1}^k \left( \sum_{l_i | m(i)} \frac{dim(m(i))}{l_i} \right) m_i
\]
This shows that, the coefficient of $e^{-\beta(k)}$ is equal to
\[
\sum_{k \geq 0} \sum_{\mathbf{m} \in L_G(k,k)} \text{chrmult}(\mathbf{m})(-q)^k.
\]

We have already shown that the coefficient of $e^{-\beta(k)}$ in $N^q$ is equal to $(-1)^{ht} k \sum_{k \geq 1} |P_k(k,G)| \binom{q}{k}$ and hence,
\[
(-1)^{ht} k \sum_{k \geq 1} |P_k(k,G)| \binom{q}{k} = \sum_{k \geq 0} \sum_{\mathbf{m} \in L_G(k,k)} \text{chrmult}(\mathbf{m})(-q)^k
\]
and so
\[
\tilde{\pi}_G^k(q) = \sum_{k \geq 0} \sum_{\mathbf{m} \in L_G(k,k)} \text{chrmult}(\mathbf{m}) q^k.
\]
Equivalently,
\[
\tilde{\pi}_G^k(q) = \sum_{\mathbf{J} \in L_G(k)} \text{chrmult}(\mathbf{J}) q^{\mathbf{J}}.
\]
This proves Theorem 1.2 (and hence Theorem 1.1) for the case of free partially commutative Lie algebras.

We have proved the following expression of the $k$-chromatic polynomial in terms of bond lattice and the root multiplicities of generalized Kac-Moody algebras (also known as Borcherds algebras) in [2, Theorem 1].

**Theorem 3.3.** Let $G$ be the graph of a Borcherds algebra $\mathfrak{g}$ then, under certain assumptions on real simple roots in the support of $k$, we have
\[
\tilde{\pi}_G^k(q) = \sum_{\mathbf{J} \in L_G(k)} \prod_{J \in \mathbf{J}} \left( \frac{q^{\text{mult}(\beta(J))}}{D(J,\mathbf{J})} \right).
\] \ \ (3.5)

In Theorem 1.2 we have proved that, if $L(G)$ is the free partially commutative Lie algebra associated to the graph $G$, then
\[
\tilde{\pi}_G^k(q) = \sum_{\mathbf{J} \in L_G(k)} \text{chrmult}(\mathbf{J}) q^{\mathbf{J}},
\] \ \ (3.6)

If we assume that the Borcherds algebra $\mathfrak{g}$ has only imaginary simple roots, then its positive part $\mathfrak{n}^+$ is isomorphic to the free partially commutative Lie algebra associated to $G$. Hence, Theorem 3.3 gives a connection between the $k$-chromatic polynomials and free partially commutative Lie algebras. In practice, Equation (3.5) and (3.6) are equivalent. But in Equation (3.6), the coefficients are given in terms of linear coefficients of $m$-chromatic polynomials of smaller height and also given in the basis $1, q, q^2, \ldots, q^n$, \ldots whereas Equation (3.5) is in the binomial basis of the polynomial algebra $\mathbb{C}[q]$. This is advantageous from the computational perspective. Also, Equation (3.6) looks more natural extension of (1.2) over (3.5).
4. Proof of the corollaries

4.1. An expression for chromatic polynomials in terms of heaps. Let $G$ be a simple graph with the totally ordered vertex set $I$ and edge set $E(G)$. In this subsection, we prove Corollary 1.4 by studying the relation between bond lattice $L_G(k)$ and the Hilbert series of heaps of weight $k$ over $G$. We define the Hilbert series, associated with the Lyndon length statistic, of the set of heaps of weight $k$ over $G$ as follows.

$$H^G_k(q) = \sum_{k \geq 1} |\{E \in H_k(I, \zeta) : ll(E) = k\}|q^k$$

where $ll(E)$ denotes the Lyndon length of $E$. Given this, we claim that

$$\tilde{\pi}^G_1(q) = \sum_{k \geq 1} |\{E \in H_1(I, \zeta) : ll(E) = k\}|q^k = \sum_{E \in H_1(I, \zeta)} q^{ll(E)}.$$

Theorem 1.2 implies that $\tilde{\pi}^G_1(q) = \sum_{J \in L_G(1)} \text{mult } J q^{|J|}$. Using this, the following proposition proves this claim.

**Proposition 4.1.** With the notations as above, we have

$$H^G_k(q) = \sum_{J \in L_G(k)} \text{mult } J q^{|J|} \tag{4.1}$$

*Proof.* Let $E \in H_k(I, \zeta)$ and let $E = p_1^{m_1} \circ p_2^{m_2} \circ \cdots \circ p_r^{m_r}$ be its Lyndon factorization, then we have $J(E) := (\text{supp}_{m_1}(p_1), \ldots, \text{supp}_{m_i}(p_i), \ldots, \text{supp}_{m_r}(p_r)) \in L_G(k)$ where $\text{supp}_{m_i}(p_i)$ occurs $m_i$ times and $|J(E)| = ll(E)$. Conversely, let $J := (J_1, \ldots, J_1, J_2, \ldots, J_2, \ldots, J_r, \ldots, J_r) \in L_G(k)$ where each $J_i$ occurs $m_i$ times. Assume that the part $J_i$ has weight $m_i$, then by Theorem 1.11 there are mult $m_i$ many Lyndon heaps of weight $m_i$. Consider $E = p_1^{m_1} \circ p_2^{m_2} \circ \cdots \circ p_r^{m_r} \in H_k(I, \zeta)$ where each $p_i \in \mathcal{L}H_{m_i}(I, \zeta)$. We have, the minimum elements of entries of $J$ are non-increasing and hence the given factorization of $E$ as the product of Lyndon heaps is indeed the Lyndon factorization. By the uniqueness of Lyndon factorization of heaps, there are mult $J = \prod_{i=1}^r (\text{mult } m_i)^{m_i}$ many such $E$ and all these heaps have Lyndon length $|J|$. This proves the result. \qed

4.2. An expression for chromatic polynomials in terms of acyclic orientations. In this subsection, we prove Corollary 1.5 by studying the relation between acyclic orientations and the heaps of weight 1 over $G$. Let $O(G)$ be the set of all acyclic orientations of $G$. A source is a vertex with only outgoing edges and a sink has only incoming edges. For fixed vertex $i$, the set of all acyclic orientations in which $i$ is the only source is denoted by $O^i(G)$. We start with the following simple lemma.

**Lemma 4.2.** With the notations as above, we have

$$|H_1(I, \zeta)| = |O(G)|.$$
Proof. Let $E$ be an element of $\mathcal{H}_1(I, \zeta)$, we associate an acyclic orientation (of $G$) to $E$ as follows: Let $e = \{\alpha_i, \alpha_j\}$ be an arbitrary edge in $G$, then the pieces $\alpha_i$ and $\alpha_j$ are in different levels in $E$. Without loss of generality, we assume that $\alpha_j$ stays above $\alpha_i$ in $E$, i.e., $\text{ht}(\alpha_i) < \text{ht}(\alpha_j)$ in $E$. In this case, orient the edge $e$ from $\alpha_i$ to $\alpha_j$ and call the resulting orientation $\mathcal{O}_E$. Since $E$ is multilinear, we get $\mathcal{O}_E$ is acyclic. This defines a map $\mathcal{T}$ from $\mathcal{H}_1(I, \zeta)$ into $\mathcal{O}(G)$ and this assigning process is reversible. This shows that $\mathcal{T}$ is a bijection.

An acyclic orientation $\mathcal{O}$ of $G$ is said to be Lyndon if it has a unique source at the minimum element of $I$. Let $(I_1, I_2) \in L_G(1)$ be a partition with two parts, then the subgraphs $G_1$ and $G_2$ of $G$ induced by $I_1$ and $I_2$ resp. are connected. Let $O_1 \in \mathcal{O}(G_1)$ and $O_2 \in \mathcal{O}(G_2)$ be acyclic orientations which are Lyndon, i.e., $O_1$ and $O_2$ are acyclic orientations with the unique source at the minimum elements $i$ and $j$ of $I_1$ and $I_2$ respectively. We say $O_1 \geq O_2$ if $i \geq j$. Given two such acyclic orientations, we define their composition $O_1 \circ O_2$ as follows: All the edges of $G$ which are in $G_1$ or $G_2$ will be given the orientation $\mathcal{O}_1$ or $\mathcal{O}_2$ accordingly. The edges that are straddled between $G_1$ and $G_1$ will get the orientation against the order of the minimum element of $I_1$ and $I_2$ where we say that an edge $e$ straddles $G_1$ and $G_2$ if one end of $e$ is in $G_1$ and the other in $G_2$. Note that $\mathcal{O}$ is indeed an acyclic orientation of $G$. If $O \in \mathcal{O}(G)$ then the vertex set $I$ of $G$ is said to be the support of $O$. Let $(\mathcal{O}_1, \ldots, \mathcal{O}_k)$ be an ordered $k$-tuple of acyclic orientations of some subgraph of $G$. Assume that each $\mathcal{O}_i$ is Lyndon and their supports form a partition in $L_G(1)$, then it is clear that the definition of composition of two acyclic orientations can be extended to $(\mathcal{O}_1, \ldots, \mathcal{O}_k)$ and the resulting orientation of $G$ will be acyclic. Given this, we have the following result.

Proposition 4.3. Let $\mathcal{O}$ be an acyclic orientation in $\mathcal{O}(G)$, then $\mathcal{O}$ factorizes uniquely as $\mathcal{O} = \mathcal{O}_1 \circ \mathcal{O}_2 \circ \cdots \circ \mathcal{O}_k$ with $k \geq 1$, $\mathcal{O}_i \in \mathcal{O}(G_i)$ (for some subgraph $G_i$ of $G$) are Lyndon and $\mathcal{O}_1 \geq \mathcal{O}_2 \geq \cdots \geq \mathcal{O}_k$. We call this factorization Lyndon. We define the number of factors occurring in such factorization to be the Lyndon length of $\mathcal{O}$ and is denoted by $ll(\mathcal{O})$.

Proof. Let $\mathcal{O}$ be an acyclic orientation in $\mathcal{O}(G)$ and let $E = \mathcal{T}^{-1}(\mathcal{O})$ be its inverse image in $\mathcal{H}_1(I, \zeta)$. First, we show that if $E$ is Lyndon then $\mathcal{O} = \mathcal{T}(E)$ is Lyndon. By Lemma 2.3, $E$ is an admissible pyramid and hence $\mathcal{O}$ has a unique source at the minimum element of its support. Note that $\pi(E) = \text{supp} \mathcal{O}$. Assume that $E$ is an arbitrary element of $\mathcal{H}_1(I, \zeta)$ with Lyndon factorization $E = E_1 \circ E_2 \circ \cdots \circ E_k$. We will show that $\mathcal{T}(E_1) \circ \mathcal{T}(E_2) \circ \cdots \circ \mathcal{T}(E_k)$ is the Lyndon factorization of $\mathcal{O}$. From the first part of the proof, we have the acyclic orientations $\mathcal{T}(E_i)$ are Lyndon. It is clear that $\min(E_1) > \min(E_2) > \cdots > \min(E_k)$ and hence $\mathcal{T}(E_1) \geq \mathcal{T}(E_2) \geq \cdots \geq \mathcal{T}(E_k)$. This shows that $\mathcal{O} = \tau(E_1) \circ \tau(E_2) \circ \cdots \circ \tau(E_k)$ is the required Lyndon factorization.

We observe that the above-defined bijection $\mathcal{T}$ preserves the Lyndon length statistic. Now the proof for Corollary 1.5 follows from Corollary 1.4.

Remark. In [5, Equation 7.1], we have an expression for chromatic polynomial in terms of Whitney number of poset associated with certain hyperplane arrangements. With little effort, using [5, Theorem 7.4], one can prove that Equation (1.5) and [5, Equation (7.1)] are the same.
4.3. Recursive formula for the dimension of $L_k(G)$. In this subsection, we prove the following corollary of Theorem 1.12 which gives a combinatorial formula for dimensions of grade spaces of free partially commutative Lie algebras. This result has appeared in [2, Corollary 3.9]. We give a different proof using heaps of pieces.

**Corollary 4.4.** With the notations as above, we have

$$\text{mult } \beta(k) = \sum_{\ell \mid k} \frac{\mu(\ell)}{\ell} |\pi_k^{G}(q)[q]|, \quad (4.2)$$

where $\beta(k) := \sum_{\alpha_i \in I} k_i \alpha_i \in \mathbb{Z}[\alpha_1, \alpha_2, \ldots, \alpha_n]$ and $\mu$ is the Möbius function.

**Proof.** We have $N = 1 + \sum_{E \in T_{I\zeta}(I, \zeta), E \neq 0} (-1)^{|E|} v(E)$ which can be considered as an element of $\mathbb{C}[[e^{-\alpha_i} : i \in I]]$. Let $\beta(k) = \sum_{\alpha_i \in I} k_i \alpha_i \in \mathbb{Z}[\alpha_1, \alpha_2, \ldots, \alpha_n]$. Then, the coefficient of $e^{-\beta(k)}$ in $-\log N$ equals

$$(-1)^{\text{ht}(\eta(k))} \sum_{k \geq 1} \frac{(-1)^k}{k} |P_k(k, G)|$$

which by Equation (3.1) is equal to $|\pi_k^{G}(q)[q]|$. Now, using the second fundamental lemma, apply $-\log$ to the left-hand side of the first fundamental lemma we get

$$|\pi_k^{G}(q)[q]| = \frac{|P_k(I, \zeta)|}{\text{ht } k} = \sum_{\ell \mid k} \frac{1}{\ell} \text{mult } (k/\ell). \quad (4.3)$$

where the second equality is obtained from Equation (2.7). The statement of the corollary is now an easy consequence of the Möbius inversion formula. \qed

5. An application - Chromatic reciprocity theorem

In this section, we will prove Theorem 1.9 by constructing combinatorial models which are counted by the derivatives of chromatic polynomials evaluated at the negative integers. Since $\chi_G^{(m)}$ is a convenient notation over $\pi_1^{G,(m)}$, we will denote the chromatic polynomial and its $m$-th derivative by $\chi_G(q)$ and $\chi_G^{(m)}(q)$ respectively. The coefficients of $\chi_G(q)$ are alternate in sign, this implies that the coefficients of $\chi_G^{(m)}(q)$ are also alternate in sign. We define a positive variant of $\chi_G^{(m)}(q)$ as follows:

$$\tilde{\chi}_G^{(m)}(q) = (-1)^{n-m} \chi_G^{(m)}(-q).$$

From Corollary 1.3 we have,

$$\tilde{\chi}_G(q) = \sum_{k \geq 1} \sum_{E \in \mathcal{H}_1(I, \zeta), ll(E) = k} q^k = \sum_{E \in \mathcal{H}_1(I, \zeta)} q^{ll(E)}. \quad (5.1)$$
This implies that for $0 \leq m \leq n$,

$$
\tilde{\chi}_G^{(m)}(q) = \sum_{k \geq m} \sum_{E \in \mathcal{H}_1(I, \zeta)} k(k-1) \cdots (k-m+1) q^{k-m}.
$$

(5.2)

**Definition.** Consider the set $\mathcal{LH}_{1,*}(I, \zeta)$ consists of Lyndon heaps in which each basic piece occurs at most once. Let $E$ be an element from this set and let $m$ be a positive integer. An $m$-labelling of $E$ is as follows. Fix $i \in [m]$, define $f_i^E : \pi(E) \to [m]$ by $f_i^E(\alpha) = i$ for all $\alpha \in \pi(E)$ where $[m] = \{1, 2, \ldots, m\}$. We have $m$ many such labellings for each $E \in \mathcal{LH}_{1,*}(I, \zeta)$.

Fix a positive integer $\lambda$. Let $E = E_1 \circ E_2 \circ \cdots \circ E_k$ be the Lyndon factorization of $E \in \mathcal{H}_1(I, \zeta)$. Consider the Lyndon factors $E_1, E_2, \ldots, E_m$. We fix a $(k-j+1)$-labelling in $E_j$ for $1 \leq j \leq m$. Let $E_{m+1}, E_{m+2}, \ldots, E_k$ be the remaining $k-m$ Lyndon factors of $E$. We fix a $\lambda$-labelling on each of these $k-m$ Lyndon factors. An $(m, \lambda)$-labelling of $E$ is a function $f : I \to \mathbb{N}$ which is defined as follows. Let $\alpha \in I$ then $\alpha \in \pi(E_j)$ for exactly one $j \in [k]$, we define $f(\alpha) = f_i^{E_j}(\alpha)$ where $f_i^{E_j}$ is the above-fixed labelling of $E_j$. This shows that, the total number of $(m, \lambda)$-labelling of $E$ is equal to $k(k-1) \cdots (k-m+1) \lambda^{k-m}$. Hence the total number of $(m, \lambda)$-labelled multilinear heaps is equal to

$$
\sum_{k \geq m} \sum_{E \in \mathcal{H}_1(I, \zeta)} k(k-1) \cdots (k-m+1) \lambda^{k-m}
$$

This shows that the number of $(m, \lambda)$-labelled multilinear heaps is equal to $\chi_G^{(m)}(q)$. Lemma 4.2 and Proposition 4.3 implies that the notion $(m, \lambda)$-labelling can be extended to the set of all acyclic orientations of $G$ and the proof of Theorem 1.9 follows.

**Remark.** We note that if $\mathcal{O} \in \mathcal{O}(G)$ has Lyndon factorization $\mathcal{O} = \mathcal{O}_1 \circ \cdots \circ \mathcal{O}_k$ then any edge $\{i, j\} \in E(G)$ such that $i$ in the support of $\mathcal{O}_1$ and $j$ in support of $\mathcal{O}_2$ has orientation $j$ to $i$. From our definition of $\lambda$-labelling on acyclic orientations, we see that the vertices in the support of $\mathcal{O}_1$ and the vertices in the support of $\mathcal{O}_2$ receive arbitrary $m, n \in [\lambda]$ as its $\lambda$-labelling. Since there is an arrow from $j$ to $i$, we see that $\lambda$-labelled acyclic orientations are different from $\lambda$-compatible pairs.
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