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1. INTRODUCTION

We consider very general systems of conservation laws of the form

\[ \text{div}_X(G(U(X))) = 0 \quad \text{for } X \in \mathcal{X}, \]  

(1.1)

where \( \mathcal{X} \subset \mathbb{R}^{k+1} \) is open, \( U : \mathcal{X} \to \mathcal{O} \) for some subset \( \mathcal{O} \subset \mathbb{R}^n \), and \( G : \mathcal{O} \to \mathbb{R}^{n \times (k+1)} \). It is shown in Section 5 below that many important evolution equations of hyperbolic character can be written in this general form, including the incompressible and compressible Euler systems, the equations of inviscid magnetohydrodynamics, and the equations of elastodynamics.

Many systems of the form (1.1) come with so-called companion laws (see (3.2) below), according to which sufficiently regular solutions satisfy one or several (sometimes infinitely many) additional conservation laws. Oftentimes, these companion laws can be interpreted as the conservation of energy or entropy. In particular, in the context of hyperbolic conservation laws, the notion of generalized entropy solution refers to these additional formally conserved quantities.
Of course a physical entropy can not, in general, be viewed as a conserved quantity; quite the opposite, it is (with the mathematical sign convention) typically dissipated, i.e. it decreases in time.

In all examples of dissipation of energy or entropy, a certain degree of irregularity is required to violate the corresponding companion law. This is true for Scheffer’s solutions and subsequent refinements in the case of the incompressible Euler equations, but also for hyperbolic conservation laws, where the mechanism of entropy dissipation by shock formation is classically known. Mathematically, the formal conservation of energy/entropy relies on the chain rule, which may not be valid for non-Lipschitz functions.

The question thus arises what is the threshold regularity of the solutions above which companion laws are guaranteed to hold. In 1949 Onsager [26] related this issue to the Kolmogorov statistical theory of turbulence and proposed (what then became known as the Onsager conjecture) that in $3d$ for the solutions of the incompressible Euler equations this threshold should be Hölder regularity with critical exponent $\alpha = \frac{1}{3}$. These recent years have seen definite progress toward the resolution of this conjecture.

On the one hand after the forerunner contributions of Scheffer [28] (1993) and Shnirelman [29] (2000), with the introduction, by C. De Lellis, and L. Székelyhidi, of the tools of convex integration, constant progress have been made in particular with the contributions of Isett, and of Buckmaster, De Lellis, Székelyhidi, and Vicol [6][22]. What has been shown there is the following: Given any energy profile $e(t)$, and any $\alpha < \frac{1}{3}$, there exist space periodic solutions of the $3d$ incompressible Euler equations which belong to $C^\alpha(T^3 \times (0, T))$ and which satisfy the non conservative energy relation:

$$\int_{T^3} |u(x,t)|^2 dx = e(t).$$

On the other hand the first proof of a sufficient $\alpha > \frac{1}{3}$ regularity condition for the conservation of energy of weak solutions to the $3d$ Euler equations in the full space or subject to periodic boundary conditions goes back to 1994, cf. [9] (and [17], for the case when $\alpha > \frac{1}{2}$). New refinements and extensions of these results to other systems are the object of the present contribution (see also [5]).

First, for problems defined in an open set $\mathbb{R}^d$ and for the 3d Euler equations in the full space or subject to periodic boundary conditions the $C^\alpha$ regularity with critical exponent $\alpha = \frac{1}{3}$ is improved to $B^{1/3}_{3,\infty}$ by Constantin, E, and Titi [9]. Then this was extended to solutions belonging to $B^{1/3}_{3,\infty}$ by [8], where it was also shown that this result is almost optimal because one cannot construct divergence free vector fields $U \in B^{1/3}_{3,\infty}$ with a non zero energy flux. The conservation result of [8] was recently improved to $B^{1/3}_{3,\infty}$ in [20]. Hence $B^{1/3}_{3,\infty}$ appears to be an almost optimal regularity class for the conservation of energy. Moreover, the functions $U \in B^{1/3}_{3,\infty}$ are characterized by a simple property in the physical space which makes this space well adapted to localized formulation of an extra conservation law. This makes this space a good tool to deal with the case of domains with boundary, extending the results of [4][5][14][21] and in particular relaxing the Hölder $\alpha > \frac{1}{3}$ regularity hypothesis. At the end of the day the use of the Besov-$VMO$ space leads to a very concise proof of our main theorem (see formulas (3.6) and (3.5) in the proof of Theorem 3.1).

We show in Section 4 that similar conditions as discovered in [4][14] also guarantee validity of companion laws for general global conservation laws of the type (1.1) (see Theorem 4.1 below).
That is, if the $B^{1/3}_{3,VMO}$ condition (2.1) is satisfied in the interior of the domain (but not necessarily uniformly up to the boundary), and if the normal component of the flux tends to zero suitably as the boundary is approached, then the corresponding global companion law is satisfied. The study of such more general nonlinearities was initiated in [18], where the isentropic compressible Euler equations (for which the density appears in a non-quadratic way) were studied, but only in the absence of physical boundaries. The general framework for conservation laws of the type (1.1) was introduced in [21], and considered for bounded domains (but not in the optimal functional setting) in [5].

In the final Section 5, we show how our general results can be applied to various important physical systems from fluid and solid mechanics. In particular, we demonstrate that our boundary assumption (4.9) relates to the natural boundary conditions usually imposed on the respective equations, e.g. the impermeability (or slip) condition for inviscid fluids or the zero traction boundary condition for elastic solids. It is noteworthy that in these examples, the boundary conditions shown to ensure entropy/energy conservation are those that render the respective equations locally well-posed in classes of initial data with sufficient smoothness.

The framework of this paper is, as explained, very general, but the $C^2$ assumption in Theorem 3.1 excludes some interesting degenerate situations, like the compressible Euler system with possible vacuum. Such degeneracies were dealt with in [1,2], where it turned out that the analysis beyond $C^2$ nonlinearities is very delicate and can not be expected to be carried out in the generality of (1.1).

As a final remark, as emphasized above the space $B^{1/3}_{3,VMO}$ gives a universal frame for a sufficient condition for the validity of the extra conservation law. For incompressible models, however, it is only in the case of the 3d incompressible Euler equations that such a condition has been shown to be (almost) necessary. For genuinely nonlinear hyperbolic conservation laws, on the other hand, the optimality of the exponent $1/3$ is easily obtained from shock solutions, at least on the scale of $L^3$-based spaces: As observed in [8,18], the space $BV \cap L^\infty$, which contains shocks, embeds into the Besov space $B^{1/3}_{3,\infty}$, which is critical in our results.

### 2. EXTENSION AND ADAPTED FUNCTION SPACES

We formulate a Besov-type condition stated in [20] in a local version. For all $\mathcal{X}' \subset \subset \mathcal{X} \subset \mathbb{R}^{k+1}$ and $0 < \varepsilon < \frac{d(\mathcal{X}',\mathcal{X})}{2}$ let

$$\int_{\mathcal{X}'} \int_{B_\varepsilon(X)} |U(X) - U(Y)|^3 dYdX \leq \omega_{\mathcal{X}'}(\varepsilon)\varepsilon$$

(2.1)

where $\omega_{\mathcal{X}'}(\varepsilon) > 0$ is a nonnegative function on $\mathcal{X}'$ which tends to zero as $\varepsilon$ tends to zero. We write $U \in B^{1/3}_{3,VMO}(\mathcal{X})$ if $U \in L^3(\mathcal{X}')$ and it satisfies condition (2.1).

As explained in [20], this condition is more general than the critical Besov condition $U \in B^{1/3}_{3,\infty}(\mathcal{X}')$ from [8], as the latter reads

$$\lim_{Z \to 0} \frac{1}{|Z|} \int_{\mathcal{X}} |U(X) - U(X + Z)|^3 dX = 0,$$

(2.2)

and it is easy to see that this implies (2.1).

Indeed, rewrite (2.2) as follows:

$$\frac{1}{|Z|} \int_{\mathcal{X}} |U(X) - U(X + Z)|^3 dX \leq \omega(Z)$$
Let us now define
\[
\frac{1}{\varepsilon} \int_{\mathcal{X}} |U(X) - U(X + Z)|^3 \, dX \leq \omega(Z)
\]
with \(\omega(Z)\) converging to zero as \(Z \to 0\). Fix \(0 < \varepsilon < 1\), then obviously for all \(|Z| \leq \varepsilon\) also
\[
\frac{1}{\varepsilon^4} \int_{B_{\varepsilon}(0)} |U(X) - U(X + Z)|^3 \, dX \leq \omega(Z) dZ.
\]
holds and we can integrate
\[
\frac{1}{\varepsilon^4} \int_{B_{\varepsilon}(0)} \int_{\mathcal{X}} |U(X) - U(X + Z)|^3 \, dXdZ \leq \int_{B_{\varepsilon}(0)} \omega(Z) \, dZ.
\]

Let us now define \(\overline{\omega}(\varepsilon) := \int_{B_{\varepsilon}(0)} \omega(Z) \, dZ\). It is easy to verify that \(\overline{\omega}(\varepsilon)\) vanishes as \(\varepsilon \to 0\). Finally, using Fubini’s theorem and a change of variables, we arrive at condition (2.1).

Localization proofs, as they are used in this paper, involve the action of \(U\), or of a function of \(U\), on a given test function \(\psi \in \mathcal{D}(\mathcal{X})\). If the support of \(\psi\) is strictly contained in an open set \(\mathcal{X}' \subset \subset \mathcal{X}\), and if \(0 < \varepsilon < \varepsilon_0\) is chosen small enough, one may choose additional open sets \(\mathcal{X}_1, \mathcal{X}_2\) satisfying the inclusions
\[
\text{supp}(\psi) \subset \subset \mathcal{X}' \subset \subset \mathcal{X}_2 \subset \subset \mathcal{X}_1 \subset \subset \mathcal{X}
\]
with \(\mathcal{X}_2\) containing an \(\varepsilon\)-neighborhood \((\mathcal{X}'_2)^\varepsilon\) of \(\mathcal{X}'\) and \(\mathcal{X}_1\) containing an \(\varepsilon\)-neighborhood \((\mathcal{X}_2)^\varepsilon\) of \(\mathcal{X}_2\). Then, proceeding as in [5] Section 2.1 (see also [4]), introducing a function \(I \in \mathcal{D}(\mathbb{R}^{k+1})\) with support in \(\mathcal{X}_1\), equal to 1 in \(\mathcal{X}_2\), and with gradient supported in \(\mathcal{X}_1 \setminus (\mathcal{X}_2)^\varepsilon\), we define (and denote by \(|T|\)) the extension to \(\mathcal{D}'(\mathbb{R}^{k+1})\) of any distribution \(T \in \mathcal{D}'(\mathcal{X})\) by the formula:
\[
\langle |T|, \vartheta \rangle = \langle T, I \vartheta \rangle.
\]
This extension allows us, in particular, to make sense of mollifications of a given function on \(\mathcal{X}'\), when tested against \(\vartheta \in \mathcal{D}(\mathcal{X})\).

As in previous contributions a sequence of mollifiers will be used. They are defined as follows:

Starting from a positive function \(s \mapsto \eta(s) \in \mathcal{D}(\mathbb{R}^{k+1})\) with support in \(|s| < 1\) and total mass \(\int \eta(s) \, ds = 1\), we denote by \(\eta_\varepsilon(X)\) the function
\[
\eta_\varepsilon(X) = \frac{1}{\varepsilon^{k+1}} \eta \left( \frac{X}{\varepsilon} \right)
\]
and use the notation \(S_\varepsilon\) for the mollification \(\eta_\varepsilon \ast S\) of a distribution \(S \in \mathcal{D}'(\mathbb{R}^{k+1})\). General results proven below under the hypothesis (2.1) are almost direct consequences of the following lemmas:

**Lemma 2.1.** Let \(\mathcal{X}' \subset \subset \mathcal{X}\) and \(\varepsilon > 0\) so small that \(\mathcal{X}'\) contains an \(\varepsilon\)-neighbourhood of \(\mathcal{X}'\) leading to the construction (2.3) and (2.4). Let \(U \in B^{1/3}_{3, \text{VMO}}(\mathcal{X}')\), then, for some \(\omega_{U, \mathcal{X}'} : (0, 1) \to \mathbb{R}^+\) such that \(\liminf_{\varepsilon \to 0} \omega_{U, \mathcal{X}'}(\varepsilon) = 0\), one has
\[
\|D_X[U]_\varepsilon\|_{L^2(\mathcal{X}')} \leq (\omega_{U, \mathcal{X}'}(\varepsilon))^{1/2} \varepsilon^{-2/3}.
\]

**Proof.** By Jensen’s inequality, with
\[
D_X \eta_\varepsilon(X) = \frac{1}{\varepsilon} \frac{1}{\varepsilon^{k+1}} (D_X \eta) \left( \frac{X}{\varepsilon} \right) \quad \text{and} \quad C = \left( \int_{\mathbb{R}^{k+1}} |(D_X(\eta(X))| \, dX \right)^2
\]

\[
\|D_X[U]_\varepsilon\|_{L^2(\mathcal{X}')} \leq (\omega_{U, \mathcal{X}'}(\varepsilon))^{1/2} \varepsilon^{-2/3}.
\]

**Proof.** By Jensen’s inequality, with
\[
D_X \eta_\varepsilon(X) = \frac{1}{\varepsilon} \frac{1}{\varepsilon^{k+1}} (D_X \eta) \left( \frac{X}{\varepsilon} \right) \quad \text{and} \quad C = \left( \int_{\mathbb{R}^{k+1}} |(D_X(\eta(X))| \, dX \right)^2
\]
and one standard integration by parts we have:

$$\|D_X[U]\|_{L^3(\mathcal{X}')} = \left( \int_{\mathcal{X}'} \left| \int_{B_\varepsilon(X)} U(Y) D_X \eta(Y - Y) dY \right|^3 dX \right)^{1/3}$$

$$= \left( \int_{\mathcal{X}'} \left| \int_{B_\varepsilon(X)} (U(Y) - U(X)) D_Y \eta(Y - Y) dY \right|^3 dX \right)^{1/3}$$

$$\leq C \varepsilon^{1/3} \varepsilon^{-1} \left( \frac{1}{\varepsilon} \int_{\mathcal{X}'} \int_{B_\varepsilon(0)} \left| U(Y) - U(X - Y) \right|^3 dY dX \right)^{1/3}$$

$$= (\omega(U, \mathcal{X}')(\varepsilon))^{1} \varepsilon^{-2/3}. \hspace{1cm} (2.8)$$

$$\square$$

**Corollary 2.2.** Under the above hypothesis, with $B \in W^{1,\infty}(\mathcal{O}; \mathbb{R}^n)$ and $\psi \in \mathcal{D}(\mathcal{X})$ one has:

$$\|D_X((B([U]_e)(\cdot)^T \psi(\cdot)))\|_{L^1} \leq C(B, \psi)(\omega(U, \mathcal{X}')(\varepsilon))^{1} \varepsilon^{-2/3}. \hspace{1cm} (2.9)$$

**Proof.** Write

$$D_X((B([U]_e)(\cdot)^T \psi(\cdot))) = D_0 B([U]_e) D_X [U]_e \psi + B([U]_e)(\cdot)^T D_X \psi$$

and apply the above estimates. \hspace{1cm} $\square$

**Lemma 2.3.** Let $\mathcal{X}' \subset \mathcal{X}$ and $\varepsilon > 0$ so small that $\mathcal{X}'$ contains an $\varepsilon$-neighbourhood of $\mathcal{X}'$. Assume that $\mathcal{O} \subset \mathbb{R}^n$ is convex and $G \in C^2(\overline{\mathcal{O}}; \mathbb{R}^{n \times (k+1)})$. Let $U \in B^{1/3}_{1,\text{vmo}}(\mathcal{X}')$, then

$$\|G(U)_\varepsilon - G([U]_e)\|_{L^{3/2}(\mathcal{X}')} \leq C \left( \int_{\mathcal{X}'} \left| \int_{B_\varepsilon(X)} |U(Y) - U(X)|^3 dY dX \right|^{2/3} \right), \hspace{1cm} (2.10)$$

where $C$ depends only on $\eta$, the dimension of $\mathcal{O}$, and $\|D_X^2 G\|_{L^1(\varepsilon)}$ (but not on $U$ or $\varepsilon$).

**Proof.** With minor improvements we follow the proofs of Lemma 3.1 of [21] and of Lemma 2.3 of [5], which are extensions of commutator estimates from [18]. Starting from the pointwise estimate (16) in Section 2 of [5], we immediately obtain for $X \in \mathcal{X}'$

$$\left( |G(U)_\varepsilon(X) - G([U]_e)(X)| \right)^{2}$$

$$\leq C \left( \int_{\mathbb{R}^{k+1}} |U(X - Y) - U(X)|^2 \eta(Y) dY \right)^{2}. \hspace{1cm} (2.11)$$

for a constant as stated. Then with the Hölder inequality one has

$$\int_{\mathcal{X}'} dX \left( \int_{\mathbb{R}^{k+1}} |U(X - Y) - U(X)|^2 \eta(Y) dY \right)^{1/2}$$

$$\leq \int_{\mathcal{X}'} dX \int_{\mathbb{R}^{k+1}} |U(X - Y) - U(X)|^2 \eta(Y) dY \hspace{1cm} (2.12)$$
and therefore:
\[
\left( \int_{\mathcal{X}} ((|G(U)|_e(X) - G([U]_e)(X)))^{\frac{3}{2}}dX \right)^{\frac{2}{3}} 
\leq C \left( \int_{\mathcal{X}} dX \int_{\mathbb{R}^{k+1}} |U(X-Y) - U(X)|^3 \eta_e(Y)dY \right)^{\frac{2}{3}} \tag{2.13}
\]

\[
\leq C \left( \int_{\mathcal{X}} \int_{B_t(X)} |U(X) - U(Y)|^3 dY dX \right)^{2/3}.
\]

\[\square\]

3. Companion Laws at Critical Regularity

To apply the previous lemma to systems of (not necessarily hyperbolic) conservation laws in the full generality of [21], we consider the problem:

\[
\text{div}_X(G(U(X))) = 0 \quad \text{for } X \in \mathcal{X}. \tag{3.1}
\]

As in [21], we assume \( \mathcal{X} \subset \mathbb{R}^{k+1} \) is open, \( U : \mathcal{X} \to \mathcal{O} \) for some subset \( \mathcal{O} \subset \mathbb{R}^n \), and \( G : \mathcal{O} \to \mathbb{R}^{n \times (k+1)} \). In all our applications in Section 5 below, \( X = (x, t) \) will be interpreted as a point of space-time.

Following [10], we will consider companion laws of the form

\[
\text{div}_X(Q(U(X))) = 0 \quad \text{for } X \in \mathcal{X}, \tag{3.2}
\]

where \( Q : \mathcal{O} \to \mathbb{R}^{k+1} \) is a smooth function such that there exists another smooth function \( B : \mathcal{O} \to \mathbb{R}^n \) satisfying the relation

\[
D_U Q_j(U) = B(U)D_U G_j(U) \quad \text{for all } U \in \mathcal{O}, \ j = 0, \ldots, k+1. \tag{3.3}
\]

Note that in the context of hyperbolic conservation laws, the definition of \( Q \) corresponds to the well-known notion of entropy–entropy-flux pairs, whereas the companion law (3.2) can be interpreted as the usual entropy equality. The companion law is seen to be true by virtue of the chain rule as long as the latter is applicable, e.g. for a solution \( U \) of (3.1) which is in \( C^1 \) (or Lipschitz). However, the companion law may fail to be true for weak solutions, i.e. vector fields \( U \) that satisfy

\[
\int_{\mathcal{X}} G(U(X)) : D_X \psi(X) dX = 0 \quad \text{for every } \psi \in C^1_c(\mathcal{X}; \mathbb{R}^n). \tag{3.4}
\]

Note carefully that the definition of weak solution is purely local in the sense that \( U \) is a weak solution on \( \mathcal{X} \) if and only if it is a weak solution on every subset \( \mathcal{X}' \subset \mathcal{X} \). In particular, no boundary condition is included in this formulation. A weak solution of the companion law (3.2) is defined analogously.

Then we have the following improvements of Theorem 1.1 in [21] and Theorem 2.1 in [5]:

**Theorem 3.1.** Assume that \( \mathcal{O} \subset \mathbb{R}^n \) is convex, \( G \in C^2(\overline{\mathcal{O}}; \mathbb{R}^{n \times (k+1)}) \), \( Q \in C^1(\mathcal{O}; \mathbb{R}^{k+1}) \) and \( B \in C^1(\mathcal{O}; \mathbb{R}^n) \) and the following conditions hold:

\[
D_U B \in L^\infty(\mathcal{O}; \mathbb{R}^n), \quad |B(V)| \leq C(1 + |V|)
\]

\[
|Q(V)| \leq C(1 + |V|^3) \quad \text{for all } V \in \mathcal{O},
\]

\[
\sup_{i,j=1,\ldots,d} \|\partial_U \partial_V G(U)\|_{L^\infty(\mathcal{O}; \mathbb{R}^{n \times (k+1)})} < +\infty
\]
for some constant $C$ independent of $V$, and (3.3) holds. If $U$ is a weak solution of (3.1) such that $U \in B_{3,\text{VMO}}(\mathcal{X})$ for every $\mathcal{X} \subset \mathcal{Y}$, then $U$ is also a weak solution of the companion law (3.2).

**Proof.** Following the definition of derivative in the sense of distributions, we consider a test function $\psi \in \mathcal{D}(\mathcal{Y})$ supported in $\mathcal{X} \subset \mathcal{Y}$. Then using the construction described by the formulas (2.3) and (2.4) and Lebesgue’s dominated convergence theorem, first we write:

$$-(\text{div}_X Q(U), \psi) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^{k+1}} Q([U]_\varepsilon) \cdot D_X \psi dX. \quad (3.5)$$

Then since $[U]_\varepsilon \in \mathcal{D}(\mathbb{R}^{k+1})$ one has:

$$\int_{\mathbb{R}^{k+1}} Q([U]_\varepsilon) \cdot D_X \psi dX = -\int_{\mathbb{R}^{k+1}} \text{div} Q([U]_\varepsilon) \cdot \psi(X) dX$$

$$= -\int_{\mathbb{R}^{k+1}} B([U]_\varepsilon) D_U G([U]_\varepsilon) D_X ([U]_\varepsilon) \cdot \psi(X) dX$$

$$= -\int_{\mathbb{R}^{k+1}} D_U G([U]_\varepsilon) D_X ([U]_\varepsilon) \cdot (B([U]_\varepsilon)(X))^T \psi(X) dX$$

$$= -\int_{\mathbb{R}^{k+1}} D_X (G([U]_\varepsilon)) \cdot (B([U]_\varepsilon)(X))^T \psi(X) dX$$

$$= \int_{\mathbb{R}^{k+1}} (G([U]_\varepsilon) - G([U])) \cdot D_X ((B([U]_\varepsilon)(X))^T \psi(X)) dX$$

$$+ \langle G([U]), D_X ((B([U]_\varepsilon)(X))^T \psi(X)) \rangle.$$  

Since $\text{div}_X G(U) = 0$ in $\mathcal{D}'(\mathcal{Y})$, the last term of (3.6) is equal to 0. Then from (3.5) and (3.6) with (2.9) and (2.10) we have

$$||\text{div}_X Q(U), \psi|| \leq \lim_{\varepsilon \to 0} \left|\int_{\mathbb{R}^{k+1}} (G([U]_\varepsilon) - G([U])) \cdot D_X ((B([U]_\varepsilon)(X))^T \psi(X)) dX\right|$$

$$\leq ||(G([U]_\varepsilon) - G([U]))||_{L^1_{L^1}(\mathcal{Y})} \cdot ||D_X ((B([U]_\varepsilon)(X))^T \psi)||_{L^1} \leq \omega_{U,\mathcal{Y}}(\varepsilon). \quad (3.7)$$

Hence in $\mathcal{D}'(\mathcal{Y})$ one has

$$\text{div}_X (Q(U)) = 0. \quad (3.8)$$

□

**Corollary 3.2.** Since in the formulas (2.10) and then (2.13) only the second derivative of $U \mapsto G(U)$ appears, such formulas are trivial when this function is affine. Therefore the Corollaries 4.1 - 4.3 of [27] transfer directly to the present situation giving the following results which will be used in Sections 5.

- If $G = (G_1, \ldots, G_3, G_{3+1}, \ldots, G_k)$ for affine functions $G_1, \ldots, G_k$, and $\mathcal{Y} = \mathcal{Y} \times \mathcal{Z}$ for some $\mathcal{Y} \subset \mathbb{R}^k$ and $\mathcal{Z} \subset \mathbb{R}^{k+1-i}$, then in Theorem 3.1 below it suffices to assume

$$\liminf_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_{\mathcal{Y}} \int_{B_k(\varepsilon)} \left\{ |U(X, Y) - U(X, Z)|^3 dY dZ \right\} = 0$$

for all $\mathcal{Y} \subset \mathcal{Y} \times \mathcal{Z} \subset \mathcal{Y} \times \mathcal{Z}$. One should keep in mind the situation $\mathcal{Y} = (0, T), \mathcal{Z} = \Omega$, and $A = \text{id}$ in the terminology of the next section.

- If $U = (V_1, V_2)$ (with $V_1 = (U_1, \ldots, U_i)$, $V_2 = (U_{i+1}, \ldots, U_n)$), if $B$ is independent of $V_1$, if $G = G_1(V_1) + G_2(V_2)$, and if $G_1$ is linear, then for $U_1, \ldots, U_n$ it suffices to assume $U_1, \ldots, U_n \in L^3_{\text{loc}}(\mathcal{Z})$ in Theorem 3.1.

- If the $j$-th row of $G$ is affine, then Theorem 3.1 remains true even if $B_j$ is only locally Lipschitz in $\mathcal{O}$.
4. FROM LOCAL TO GLOBAL COMPANION LAWS

We now specialise to the case where $\mathcal{O} = \Omega \times (0, T)$ for some domain $\Omega \subset \mathbb{R}^k$, and we write $X = (x, t)$. Then $G$ can be written in the form

$$G(U) = (F(U), A(U)) \quad (4.1)$$

for some $A : \mathcal{O} \to \mathbb{R}^n$ and $F : \mathcal{O} \to \mathbb{R}^{n \times k}$, so that the conservation law (3.1) reads as

$$\partial_t (A(U(x,t))) + \text{div}_x F(U(x,t)) = 0, \quad (4.2)$$

or, in weak formulation,

$$\int_0^T \int_{\Omega} \partial_t \psi(x,t) \cdot A(U(x,t)) + \nabla_x \psi(x,t) : F(U(x,t)) = 0 \quad (4.3)$$

for any $\psi \in C^1_c(\Omega \times (0, T); \mathbb{R}^n)$.

Setting $Q(U) = (q(U), \eta(U))$ for $q : \mathcal{O} \to \mathbb{R}^k$ and $\eta : \mathcal{O} \to \mathbb{R}$, we accordingly consider companion laws of the form

$$\partial_t (\eta(U(x,t))) + \text{div}_x q(U(x,t)) = 0, \quad (4.4)$$

where $\eta$ and $q$ satisfy

$$D_U \eta(U) = B(U) D_U A(U), \quad D_U q_j(U) = B(U) D_U F_j(U) \quad \text{for } j = 1, \ldots, k \quad (4.5)$$

for some smooth map $B : \mathcal{O} \to \mathbb{R}^n$.

In the following, we assume that $\Omega \subset \mathbb{R}^k$ is an open set with a bounded Lipschitz boundary $\partial \Omega$, and therefore the exterior normal to the boundary denoted by $n(x)$ is defined almost everywhere. We denote by $d(x, \partial \Omega)$ the distance of a point $x \in \Omega$ to $\partial \Omega$. Then we observe the existence of a (small enough) $\epsilon_0$ with the following properties: For $d(x, \partial \Omega) \leq \epsilon_0$ the function $x \mapsto d(x, \partial \Omega)$ belongs to $W^{1,\infty}(\Omega)$ and there exists, for almost every such $x$, a unique point $\hat{x} = \sigma(x) \in \partial \Omega$ such that:

$$d(x, \partial \Omega) < \epsilon_0 \Rightarrow d(x, \partial \Omega) = |x - \sigma(x)| \quad \text{and} \quad \nabla_x d(x, \partial \Omega) = -n(\sigma(x)). \quad (4.6)$$

Choosing a test function of the form $\psi(x,t) = \chi(t) \varphi(x)$ for a generic $\chi$ and an approximation $\varphi$ of the indicator function of $\Omega$, we can then impose similar conditions on the boundary behavior of the fluxes and use similar arguments to those developed in [4], to pass from the local statement of Theorem 3.1 to a global one. The following result extends Theorem 2.4 of [5].

**Theorem 4.1.** Let $\mathcal{O} \subset \mathbb{R}^n$ convex, $A \in C^2(\overline{\mathcal{O}}; \mathbb{R}^n)$, and $F \in C^2(\overline{\mathcal{O}}; \mathbb{R}^{n \times k})$. Assume there exist $\eta \in C^1(\mathcal{O}; \mathbb{R})$, $q \in C^1(\mathcal{O}; \mathbb{R}^k)$, and $B \in C^1(\mathcal{O}; \mathbb{R}^n)$ such that

$$D_U B \in L^n(\mathcal{O}; \mathbb{R}^n), \quad |B(V)| \leq C(1 + |V|),$$

$$\sup_{i,j \in 1, \ldots, d} \|\partial_{U_i} \partial_{U_j} A(U)\|_{C(\mathcal{O}; \mathbb{R}^{n \times (k+1)})} < +\infty,$$

$$\sup_{i,j \in 1, \ldots, d} \|\partial_{U_i} \partial_{U_j} F(U)\|_{C(\mathcal{O}; \mathbb{R}^{n \times (k+1)})} < +\infty$$

and

$$|\eta(V)| + |q(V)| \leq C(1 + |V|^3) \quad (4.7)$$

for all $V \in \mathcal{O}$ and for some constant $C$ independent of $V$, and such that (4.5) holds.
If $U$ is a weak solution of (3.3) such that $U \in B^{1/3}_{3,\infty}(\Omega_1 \times (0,T))$ for every $\Omega_1 \subset \subset \Omega$, i.e. if $U \in L^3(\Omega_1 \times (0,T))$, and satisfies the estimate (2.1)

\[
\omega(U, \varepsilon, \Omega_1, T) = \frac{1}{\varepsilon} \int_0^T \int_{\Omega_1} \int_{B_\varepsilon(x) \subset \Omega_1} |U(X) - U(Y)|^3 dY dX,
\]

\[
\liminf_{\varepsilon \to 0} \omega(U, \varepsilon, \Omega_1, T) = 0,
\]

and if

\[
\liminf_{\varepsilon \to 0} \int_0^T \frac{1}{\varepsilon} \int_{\frac{1}{2} \leq d(x, \partial \Omega) \leq 4} |q(U(x,t)) n(\sigma(x))| dx dt = 0,
\]

then

\[
\frac{d}{dt} \int_\Omega \eta(U(x,t)) dx = 0
\]

in the sense of distributions.

**Remark 4.2.** Assumption (4.9) is satisfied, in particular, if $U$ is continuous near the boundary, and satisfies the boundary condition $q(U(x,t)) n(x) = 0$ on $\partial \Omega$.

**Proof.** Let $\chi \in C^1_0(0, T)$ and for $\varepsilon < \varepsilon_0$

\[
\varphi^\varepsilon(x) = \varphi \left( \frac{d(x, \partial \Omega)}{\varepsilon} \right)
\]

for some nonnegative function $\varphi \in C^1(0, \infty)$ such that $\varphi \equiv 1$ on $(0, \frac{1}{2}]$ and $\varphi \equiv 0$ on $(\frac{1}{2}, \infty)$. Then, by Theorem 3.1, the companion law (4.4) holds in the sense of distributions, so that in particular

\[
\int_0^T \int_\Omega \varphi^\varepsilon(x) \chi'(t) \eta(U(x,t)) dx dt + \int_0^T \int_\Omega \chi(t) \nabla_x \varphi^\varepsilon(x) q(U(x,t)) dx dt = 0.
\]

For the first integral, notice that $\varphi^\varepsilon \to 1$ as $\varepsilon \to 0$ pointwise in $\Omega$, so that the integral converges to

\[
\int_0^T \int_\Omega \chi'(t) \eta(U(x,t)) dx dt
\]

as $\varepsilon \to 0$. For the second integral, we observe that

for every $x \in \Omega$, such that $\frac{\varepsilon}{4} \geq d(x, \partial \Omega)$ or $d(x, \partial \Omega) \geq \frac{\varepsilon}{2}$, one has $\nabla_x \varphi^\varepsilon(x) = 0$;

and for $\frac{\varepsilon}{4} \leq d(x, \partial \Omega) \leq \frac{\varepsilon}{2}$ one has $\nabla_x \varphi^\varepsilon(x) = -\frac{1}{\varepsilon} \varphi' \left( \frac{d(x, \partial \Omega)}{\varepsilon} \right) n(\sigma(x))$.

Therefore we can estimate

\[
\left| \int_0^T \int_\Omega \chi'(t) \nabla_x \varphi^\varepsilon(x) q(U(x,t)) dx dt \right| \leq C \int_0^T |\chi(t)| \frac{1}{\varepsilon} \int_{\frac{1}{2} \leq d(x, \partial \Omega) \leq 4} |q(U(x,t)) n(\sigma(x))| dx dt \to 0
\]

along a subsequence $\varepsilon_i \to 0$, by virtue of assumption (4.9). In total, with the Lebesgue dominated convergence theorem applied to the right hand side of (4.15) we obtain

\[
\int_0^T \int_\Omega \chi'(t) \eta(U(x,t)) dx dt = 0,
\]

as claimed. \qed
5. Applications to Conservation of Energy/Entropy

5.1. Incompressible Euler system. Consider the system

\[ \partial_t v + \text{div}_x (v \otimes v) + \nabla_x p = 0, \]
\[ \text{div}_x v = 0, \]

for an unknown vector field \( v : \Omega \times [0, T] \rightarrow \mathbb{R}^n \) and scalar \( p : \Omega \times [0, T] \rightarrow \mathbb{R} \).

For the variable \( U = (v, p) \) we have \( A(U) = (v,0) \), \( F(U) = (v \otimes v + p\mathbb{I}, v) \). The entropy (which here is the kinetic energy density) is given by \( \eta(U) = \frac{1}{2} |v|^2 \), and the flux by \( q(U) = \left( \frac{|v|^2}{2} + p \right) v \).

Hence, assuming the usual slip boundary condition \( v \cdot n = 0 \) on \( \partial \Omega \), we have \( q(U) \cdot n = 0 \) on \( \partial \Omega \).

The function \( B \) has the form \( B(U) = (v, p - \frac{1}{2} |v|^2) \). It obviously does not have linear growth, thus Theorems 5.1 (Th. 4.1 from [4]) and 4.1 cannot be directly applied. However, we observe that this problem concerns only the last component of the vector \( \mathcal{B}(U) = (B_1(U), B_2(U)) \) with \( B_2(U) = p - \frac{1}{2} |v|^2 \). Notice that the flux \( G(U) \) has the last row linear (or even zero for \( A(U) \)), thus there are no error terms there produced when mollification is applied. For this reason we can prove the same statement without assuming linear growth of all the components of \( B \).

Observe also that Corollary 3.2 allows to relax the condition on the pressure. Indeed, as \( G(U) = (F(U), A(U)) \) and \( A(U) \) is an affine function, \( \mathcal{B} = \Omega \times [0, T] \), then it is enough to require that

\[ \liminf_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_I \int_{\Omega'} \int_{B_\varepsilon(y)} |U(t,x) - U(t,y)|^3 \, dy \, dx \, dt = 0 \]

for all \( I \subset [0, T] \), \( \Omega' \subset \Omega \), which corresponds to \( U \in L^3(0,T;B^{1/3}_{VMO}(\Omega)) \). Moreover, we can write \( U = (v, p) \) and notice that \( B \) is independent of \( p \). In addition

\[ G = \left( \begin{array}{ccc} v^T & v \otimes v & 0 \\ 0 & v \otimes v & p \mathbb{I} \end{array} \right). \]

Thus it is enough to assume that \( p \in L^3_{loc}(\mathcal{B}') \). Taking this into account note that our Theorem 4.1 yields a similar result as the one in [3] or in [4]. However in both articles the elliptic equation

\[ -\Delta p = \text{div} \, \text{div} \, (v \otimes v) \]

was used to relax even further the integrability assumption on the pressure. In [3], the global Hölder regularity of the pressure was deduced from the global Hölder regularity of the velocity \( v \), while in [4] first a local result was proven with a much weaker assumption on the pressure, \( p \in L^{3/2}_{t} H^{-\beta} \) for some \( \beta > 0 \), which will guarantee the local regularity of the pressure, and then the derivation of the global energy conservation was done as above.

For completeness, let us recall the corresponding result from [4]:

**Theorem 5.1 (Th. 4.1 from [4]).** Let \( (v, p) \in L^q((0,T);L^2(\Omega)) \times \mathcal{B}'(\Omega \times (0,T)) \), for some \( q \in [1, \infty) \), be a weak solution of the Euler equations satisfying the following hypotheses:

1. For some \( \varepsilon_0 > 0 \), small enough,

\[ p \in L^{3/2}((0,T);H^{-\beta}(V_{\varepsilon_0})), \quad \text{with} \quad \beta < \infty, \]  

where \( V_{\varepsilon_0} = \{ x \in \Omega : d(x, \partial \Omega) < \varepsilon_0 \} \);  

2. \[ \lim_{\varepsilon \to 0} \int_0^T \frac{1}{\varepsilon} \int_{\xi \leq d(x, \partial \Omega) \leq \frac{\xi}{2}} \left( \frac{|v|^2}{2} + p \right) v(t,x) \cdot n(\sigma(x)) \, dx \, dt = 0; \]
(3) For every open set $\tilde{Q} = \tilde{\Omega} \times (t_1, t_2) \subset \subset \Omega \times (0, T)$ there exists $\alpha(\tilde{Q}) > 1/3$ such that $v$ satisfies:

$$
\int_{t_1}^{t_2} \|v(\cdot, t)\|^3_{C^\alpha(\tilde{\Omega})} \, dt \leq M(\tilde{Q}) < \infty.
$$

(5.5)

Then, $(v, p)$ globally conserves the energy, i.e., for any $0 < t_1 < t_2 < T$ it satisfies the relation:

$$
\|v(t_2)\|_{L^2(\Omega)} = \|v(t_1)\|_{L^2(\Omega)}.
$$

Moreover, $v \in L^\infty((0, T); L^2(\Omega)) \cap C((0, T); L^2(\Omega)).$

Let us also observe that the theory presented here can as well be applied to the inhomogeneous incompressible Euler equations, where the density is no longer constant, i.e., $\Omega$ is stated in a way that allows to trade the Besov regularity between the velocity field and density/momentum, however we will proceed differently. The system will be rewritten in different variables to provide that the row of $B$ can be rewritten in the new variables as follows

$$
B \text{ of Euler system, i.e.} \Omega \text{ is linear in the first row. One could add assumptions on boundedness of appropriate quantities, however we will proceed differently. The system will be rewritten in different variables to provide that the row of } G \text{ corresponding to the first component of } B \text{ will be linear. Thus we choose } U = (\rho, m, p), \text{ where } m = \rho v. \text{ If } \rho \geq p > 0, \text{ then the system can be rewritten in the new variables as follows}
$$

\[
\begin{align*}
\partial_t \rho + \text{div}_x (\rho v) &= 0, \\
\partial_t m + \text{div}_x (m \otimes v) + \nabla_x p &= 0, \\
\text{div}_x v &= 0,
\end{align*}
\]

(5.6)

for an unknown vector field $v : \Omega \times [0, T] \to \mathbb{R}^d$ and scalar fields $\rho : \Omega \times [0, T] \to \mathbb{R}_+$ and $p : \Omega \times [0, T] \to \mathbb{R}$. In this case, for the variable $U = (\rho, v, p)$, we have $A(U) = (\rho, \rho v, 0)$ and $F(U) = (\rho v, \rho v \otimes v + p I, v)$. The entropy $\eta(U) = \frac{1}{2} \rho |v|^2$ and the entropy flux is $q(U) = \left( \frac{\rho |v|^2}{2} + p \right) v$.

Thus, assuming the usual slip boundary condition $v \cdot n = 0$ on $\partial \Omega$, we have $\eta(U) \cdot n = 0$ on $\partial \Omega$.

The function $B$ has the form $B(U) = \left( -\frac{1}{2} |v|^2, v, p \right)$. Again, as in the case of incompressible Euler system, $B$ does not have a linear growth. However we cannot repeat the same reasoning as for the incompressible Euler system as $G$ is not linear in the first row. One could add assumptions on boundedness of appropriate quantities, however we will proceed differently. The system will be rewritten in different variables to provide that the row of $G$ corresponding to the first component of $B$ will be linear. Thus we choose $U = (\rho, m, p)$, where $m = \rho v$. If $\rho \geq p > 0$, then the system can be rewritten in the new variables as follows

\[
\begin{align*}
\partial_t \rho + \text{div}_x m &= 0, \\
\partial_t m + \text{div}_x \left( \frac{m \otimes m}{\rho} + p I \right) &= 0, \\
\text{div}_x v &= 0.
\end{align*}
\]

(5.7)

Here $A(U) = (\rho, m, 0)$ and $F(U) = (m, \frac{m \otimes m}{\rho} + p I, v)$. Moreover, $\eta(U) = \frac{|m|^2}{\rho} + \frac{1}{2} p$ and an entropy flux $q(U) = \left( \frac{|m|^2}{\rho} + p \right) \frac{m}{\rho}$. The function $B$ in the variables $(\rho, m, p)$ has the form $B(U) = \left( -\frac{|m|^2}{\rho^2}, \frac{m}{\rho}, p \right)$. Again $B$ does not have a linear growth in the first component, however $G$ is linear in the corresponding row, and thus will not produce error terms in the mollification procedure. As $\rho$ is bounded away from zero, it provides the linear growth of the second component of $B$.

A corresponding Onsager-type statement for inhomogeneous incompressible Euler on the torus, i.e. $\Omega = T^d$ was stated in [18], see also an analogous result for inhomogeneous incompressible Navier-Stokes equations [25]. As the result for inhomogeneous incompressible Euler in [18] is stated in a way that allows to trade the Besov regularity between the velocity field and density/momentum, we recall it here:

**Theorem 5.2 (Th. 3.1 from [18]).** Let $(\rho, v, p)$ be a solution of (5.6) in the sense of distributions. Assume

$$
v \in B^{\beta, \infty}_p(\Omega \times (0, T)), \quad \rho, \rho v \in B^{\beta, \infty}_q(\Omega \times (0, T)), \quad p \in L^p_{\text{loc}}(\Omega \times (0, T))
$$

(5.8)
for some $1 \leq p, q \leq \infty$ and $0 \leq \alpha, \beta \leq 1$ such that
\[\frac{2}{p} + \frac{1}{q} = 1, \quad \frac{1}{p} + \frac{1}{p'} = 1, \quad 2\alpha + \beta > 1.\] (5.9)

Then the energy is locally conserved, i.e.,
\[\partial_t \left( \frac{1}{2} \rho |v|^2 \right) + \text{div} \left[ \left( \frac{1}{2} \rho |v|^2 + p \right) v \right] = 0\] (5.10)
in the sense of distributions on $\Omega \times (0, T)$.

Note that although this result is stated in the variables $(\rho, v, p)$, there is an additional requirement that momentum $\rho v$ is an element of Besov space.

Observe that this theorem can be extended to cases where the problem is considered in any open set $\Omega \subset \mathbb{R}^d$. Moreover under the condition
\[\lim_{\varepsilon \to 0} \varepsilon \int_0^T \int_{\{x \in \Omega : \varepsilon \partial \Omega \leq \xi \}} \left( \frac{|m|^2}{2\rho} + p \right) \frac{m}{\rho} \cdot n(\sigma(x)) \, dx \, dt = 0\]
one has the global energy conservation for $0 < t < T$.

To conclude, taking into account the above discussion and Corollary 3.2, we formulate the theorem, which follows from the general result presented in Section 4.

**Theorem 5.3.** Let $(\rho, m, p) \in B^{1/3}_{\infty, \text{VMO}}(\Omega \times [0, T]) \times \mathcal{B}^{1/3}_{\infty, \text{VMO}}(\Omega \times [0, T]) \times L^3_{\text{loc}}(\Omega \times [0, T])$ be a solution to (5.7) and let $0 \leq \underline{\rho} \leq \rho \leq \overline{\rho}$ a.e. in $\Omega \times (0, T)$ for some constants $\underline{\rho}, \overline{\rho} > 0$. Moreover, let
\[\lim_{\varepsilon \to 0} \varepsilon \int_0^T \int_{\{x \in \Omega : \varepsilon \partial \Omega \leq \xi \}} \left( \frac{|m|^2}{2\rho} + p \right) \frac{m}{\rho} \cdot n(\sigma(x)) \, dx \, dt = 0.\]

Then the energy is globally conserved, i.e.,
\[\frac{d}{dt} \int_{\Omega} \frac{|m|^2}{2\rho} \, dx = 0\] (5.11)
in the sense of distributions.

### 5.2. Compressible Euler system.
We consider the compressible Euler equations in the following form
\[\partial_t \rho + \text{div}_x (\rho v) = 0,\]
\[\partial_t (\rho v) + \text{div}_x (\rho v \otimes v + p(\rho) I) = 0,\] (5.12)
for an unknown vector field $v : \Omega \times [0, T] \to \mathbb{R}^n$ and scalar $\rho : \Omega \times [0, T] \to \mathbb{R}$. The function $p : [0, \infty) \to \mathbb{R}$ is given. Let $P$ be the so-called pressure potential given by
\[P(\rho) = \rho \int_0^\rho \frac{p(z)}{z^2} \, dz.\] (5.13)

Let $(\rho, v) \in B^{1/3}_{\infty, \text{VMO}}(\Omega \times [0, T]) \times B^{1/3}_{\infty, \text{VMO}}(\Omega \times [0, T])$ be a weak solution to (5.12). To get the conservation of the energy, we multiply (5.12) with
\[B(\rho, v) = \left( P'(\rho) - \frac{1}{2} |v|^2, v \right)\]
and obtain
\[\partial_t \left( \frac{1}{2} \rho |v|^2 + P(\rho) \right) + \text{div}_x \left[ \left( \frac{1}{2} \rho |v|^2 + P(\rho) + p(\rho) \right) v \right] = 0.\] (5.14)
In the variables \( U = (\rho, v) \), in correspondence to the notation \([4,1]\), we have
\[
A(U) = (\rho, \rho v), \quad F(U) = (\rho v, \rho v \otimes v + p(\rho)I)
\] (5.15)
and
\[
\eta(U) = \frac{1}{2}|v|^2 + P(\rho), \quad q(U) = \left( \frac{1}{2} \rho |v|^2 + P(\rho) + p(\rho) \right) v.
\] (5.16)
The entropy flux function \( q(U) \) is in the form of a product of a scalar function and \( v \), say \( q(\rho, v) = \tilde{q}(\rho, v)v \). Thus the condition \( q(U) \cdot n = 0 \) on the boundary is equivalent to \( v \cdot n = 0 \) on the boundary.

If \( \rho \geq \bar{\rho} > 0 \) the compressible Euler system can be rewritten with respect to the quantities \( \rho \) and momentum \( m = \rho v \) as follows
\[
\partial_t \rho + \text{div}_x m = 0,
\]
\[
\partial_t m + \text{div}_x \left( \frac{m \otimes m}{\rho} + p(\rho)I \right) = 0,
\] (5.17)
A suitable choice of \( B \) is then
\[
B(\rho, m) = \left( P'(\rho) + \frac{|m|^2}{2\rho^2}, \frac{m}{\rho} \right),
\] (5.18)
which leads to the companion law
\[
\partial_t \left( \frac{|m|^2}{2\rho} + P(\rho) \right) + \text{div}_x \left[ \left( \frac{|m|^2}{2\rho} + P(\rho) + p(\rho) \right) \frac{m}{\rho} \right] = 0.
\] (5.19)
The flux function \( q(U) \) is in the form of a product of a scalar function and \( m/\rho \), \( q(\rho, m) = \tilde{q}(\rho, m)\frac{m}{\rho} \). Thus the condition \( q(U) \cdot n = 0 \) on the boundary is equivalent to \( m \cdot n = 0 \) on the boundary.

To conclude, taking into account the above discussion and Corollary \([5,2]\) we formulate the result in a bounded domain \( \Omega \), which follows from the general result presented in Section \([4]\).

**Theorem 5.4.** Let \((\rho, m) \in L^3(0, T; B_{3,1}^{1/3}(\Omega)) \times L^3(0, T; B_{3,1}^{1/3}(\Omega))\) be a solution to (5.17) and let \( 0 \leq \rho \leq \rho \leq \bar{\rho} \) a.e. in \( \Omega \times (0, T) \) for some constants \( \bar{\rho}, \p \), \( p > 0 \). Moreover, let
\[
\lim_{\varepsilon \to 0} \int_0^T \frac{1}{\varepsilon} \int_{|x| \leq \varepsilon(x, \partial \Omega) \leq \frac{\varepsilon}{2}} \left| \frac{|m|^2}{2\rho} + P(\rho) + p(\rho) \right| \frac{m}{\rho} \cdot n(\sigma(x)) \, dx \, dt = 0.
\]
Then the energy is globally conserved, i.e.,
\[
\frac{d}{dt} \int_\Omega \left( \frac{|m|^2}{2\rho} + P(\rho) \right) \, dx = 0
\] (5.20)
in the sense of distributions.

We recall in detail the result from \([18]\), as again, similar as in the case of the inhomogeneous incompressible Euler system, the particular form of the function \( A \) allows for the interplay between the Besov regularity of particular terms, i.e., the exponents \( \alpha \) and \( \beta \). This result, too, was only stated for the system on the torus, i.e. \( \Omega = \mathbb{T}^d \).

**Theorem 5.5 (Th. 4.1 from \([18]\)).** Let \( \rho, v \) be a solution of (5.12) in the sense of distributions. Assume
\[
v \in B_{3,\infty}^\beta(\Omega \times (0, T)), \quad \rho, \rho v \in B_{3,\infty}^\beta(\Omega \times (0, T)), \quad 0 \leq \rho \leq \rho \leq \p \text{ a.a. in } \Omega \times (0, T),
\]
for some constants \( \rho, \overline{\rho} > 0 \), and \( 0 \leq \alpha, \beta \leq 1 \) such that

\[
\beta > \max \left\{ 1 - 2\alpha; \frac{1 - \alpha}{2} \right\}.
\]

(5.21)

Assume further that \( p \in C^2[\rho, \overline{\rho}] \), and, in addition

\[
p'(0) = 0 \text{ as soon as } \rho = 0.
\]

(5.22)

Then the energy is locally conserved, i.e.

\[
\partial_t \left( \frac{1}{2} \rho |v|^2 + P(\rho) \right) + \text{div} \left[ \left( \frac{1}{2} \rho |v|^2 + p(\rho) + P(\rho) \right) v \right] = 0
\]

in the sense of distributions on \( \Omega \times (0, T) \).

If \( \alpha < \frac{1}{3} \), then in case of incompressible Euler system we know there would exist \( C^\alpha \) solutions that do not conserve energy. The above theorem indicates that in case of compressible model, if together with the information \( \alpha < \frac{1}{3} \) we know that the density \( \rho \) is fine enough to provide that the product \( \rho v \) is in a better space (i.e. with an exponent \( \beta \) sufficiently high), then the energy is conserved even for such low regular velocity fields.

Similarly to the incompressible case elaborated in [4], a possible application concerns the Navier-Stokes-to-Euler limit, as viscosity tends to zero: A vanishing viscosity sequence of solutions to the compressible Navier-Stokes equations that uniformly satisfies the interior Besov condition and the normal condition (4.9) near the boundary will converge to a solution of the compressible Euler equations. This is particularly important as these requirements are consistent with the possible formation of a boundary layer, which affects only the regularity of the tangential velocity component.

5.3. Polyconvex elasticity. In this section we first consider a quasi-linear wave equation that may be interpreted as a model of nonlinear elastodynamics, when we understand \( y : \Omega \times \mathbb{R}^+ \to \mathbb{R}^3 \) as a displacement vector

\[
\frac{\partial^2 y}{\partial t^2} = \text{div}_x S(\nabla y).
\]

(5.23)

In the above equation \( S \) is a gradient of some function \( \mathcal{G} : M^{3 \times 3} \to [0, \infty) \). We rewrite the equation as a system, introducing the notation \( v_i = \partial_j y_i \) and \( F_{ij} = \frac{\partial y_i}{\partial x_j} \). Then \( U = (v, F) \) solves the system

\[
\begin{align*}
\frac{\partial v_i}{\partial t} &= \frac{\partial}{\partial x_j} \left( \frac{\partial \mathcal{G}}{\partial F_{ij}} \right), \\
\frac{\partial F_{ij}}{\partial t} &= \frac{\partial v_i}{\partial x_j}.
\end{align*}
\]

(5.24)

With \( A(U) \equiv \text{id} \) and \( F(U) = \left( \frac{\partial \mathcal{G}}{\partial F_{ij}}, v \right) \) we have an entropy \( \eta(U) = \frac{1}{2} |v|^2 + \mathcal{G}(F) \) and an entropy flux \( q_j(U) = v_i \frac{\partial \mathcal{G}(F)}{\partial F_{ij}} \). Then the suitable choice of function \( B \) is \( B = (v, \frac{\partial \mathcal{G}(F)}{\partial F_{ij}}) \). A typical conditions that are assumed on \( \mathcal{G} \) are the following (see e.g. Section 2.2 in [12]):

\[
\mathcal{G} \in C^3, \ |D^3 \mathcal{G}(F)| \leq M \text{ for some } M > 0,
\]

(5.25)

\[
\mathcal{G}(F) = g_0(F) + \frac{1}{2} |F|^2 \text{ where } \lim_{|F| \to \infty} \frac{g_0(F)}{1 + |F|^2} = 0
\]

(5.26)
and

\[
\lim_{|F| \to \infty} \frac{\partial \mathcal{G}(F)}{\partial F_{ij}} = 0. \tag{5.27}
\]

Then again \(B\) may not satisfy the requirement of linear growth, however the problem does not arise here, as the corresponding row of the flux is linear. Under these assumptions entropy and entropy flux satisfy condition (4.7).

One of the natural boundary conditions \(\text{Sn} = 0\) on \(\partial \Omega\) (i.e. \(\frac{\partial \mathcal{G}}{\partial F_{ij}}\) vanishes in the normal direction), so-called zero traction boundary condition, implies that \(q(U) \cdot n = 0\) on \(\partial \Omega\). Another boundary conditions that is often considered is the Dirichlet boundary condition \(v = 0\) on \(\partial \Omega\). In that case again \(q(U) \cdot n = 0\) on \(\partial \Omega\).

Taking into account Remark 2.4 and the above discussion we are ready to state the result in a bounded domain \(\Omega\), which can be proved using the general result of Section 4.

**Theorem 5.6.** Let \((v, F) \in L^3(0, T; \mathcal{B}_{VMO}^{1/3}(\Omega)) \times L^3(0, T; \mathcal{B}_{VMO}^{1/3}(\Omega))\) be a solution to \((5.24)\). Moreover, let

\[
\lim_{\varepsilon \to 0} \int_0^T \frac{1}{\varepsilon} \int_{\frac{1}{\varepsilon} \leq d(x, \partial \Omega) \leq \frac{3}{\varepsilon}} \left| v_i - \frac{\partial \mathcal{G}(F)}{\partial F_{ij}} \cdot n(\sigma(x)) \right| \, dx = 0.
\]

Then the energy is globally conserved, i.e.,

\[
d \int_{\Omega} \left( \frac{1}{2} |v|^2 + \mathcal{G}(F) \right) \, dx = 0 \tag{5.28}
\]

in the sense of distributions.

**Remark 5.7.** For system \((5.24)\), in the spirit of earlier examples, one could formulate conditions allowing to distinguish among different regularity requirements for \(v\) and \(F\). Since the nonlinearity only appears in \(F\), then to provide the conservation of entropy we could assume that \((v, F) \in L^3(0, T; \mathcal{B}^{\alpha}_{VMO}(\Omega)) \times L^3(0, T; \mathcal{B}^{\beta}_{VMO}(\Omega))\) with \(\beta = \frac{1 - \alpha}{2}\).

In the case of elastodynamics we regard \(S\) as the Piola-Kirchhoff stress tensor obtained as the gradient of a stored energy function, \(S = \frac{\partial W}{\partial \sigma}\). A natural assumption is that \(W\) is polyconvex, that is \(W(F) = \mathcal{G}(\Phi(F))\) where \(\mathcal{G} : M^{3 \times 3} \times M^{3 \times 3} \times \mathbb{R} \to [0, \infty)\) is a strictly convex function and \(\Phi(F) = (F, \text{cof} F, \text{det} F) \in M^{3 \times 3} \times M^{3 \times 3} \times \mathbb{R}\) stands for the vector of null-Lagrangians: \(F\), the cofactor matrix \(\text{cof} F\) and the determinant \(\text{det} F\).

The system can be embedded into the following symmetrizable hyperbolic system in a new dependent variable \(\Xi = (F, Z, w)\), see e.g. [11] and [12], taking values in \(M^{3 \times 3} \times M^{3 \times 3} \times \mathbb{R}\):

\[
\begin{align*}
\frac{\partial v_i}{\partial t} & = \frac{\partial}{\partial x_j} \left( \frac{\partial \mathcal{G}}{\partial \Xi^A} (\Xi) \frac{\partial \Phi^A}{\partial F_{ij}} (F) \right), \\
\frac{\partial Z^A}{\partial t} & = \frac{\partial}{\partial x_j} \left( \frac{\partial \Phi^A}{\partial F_{ij}} (F) v_i \right),
\end{align*} \tag{5.29}
\]

and hence for \(U = (v, F, Z, w)\) we have

\[
A(U) = \text{id}, \quad F(U) = \left( \frac{\partial \mathcal{G}}{\partial \Xi^A} (\Xi) \frac{\partial \Phi^A}{\partial F_{ij}} (F), \frac{\partial \Phi^A}{\partial F_{ij}} (F) v_i \right). \tag{5.30}
\]
This system admits the following entropy-entropy flux pair
\[ \eta(v, F, Z, w) = \frac{1}{2} |v|^2 + \theta(F, Z, w), \]
\[ q_j(v, F, Z, w) = v \cdot \frac{\partial \theta}{\partial F_j}(\xi), \]  
(5.31)

Of course in this situation the conclusions follow from the ones stated in the general case described at first.

5.4. **Incompressible magnetohydrodynamics.** Let us consider the system
\[
\begin{align*}
\partial_t v + \text{div}_x (v \otimes v - h \otimes h) + \nabla_x (p + \frac{1}{2} |h|^2) &= 0, \\
\partial_t h + \text{div}_x (v \otimes h - h \otimes v) &= 0, \\
\text{div}_x v &= 0, \\
\text{div}_x h &= 0,
\end{align*}
\]
(5.32)

for unknown vector functions \( v: \Omega \times [0, T] \rightarrow \mathbb{R}^n \) and \( h: \Omega \times [0, T] \rightarrow \mathbb{R}^n \) and an unknown scalar function \( p: \Omega \times [0, T] \rightarrow \mathbb{R} \). It is sufficient to require that \( \text{div}_x h \) is equal to zero at the initial time, as this information is then transported and thus we may reduce the system to \( 2n + 1 \) equations. The system describes the motion of an ideal electrically conducting fluid, see e.g. [24, Chapter VIII].

Here \( U = (v, h, p), A(U) = (v, h, 0) \), and
\[
F(v, h) = \left( v \otimes v - h \otimes h + (p + \frac{1}{2} |h|^2)I, v \otimes h - h \otimes v, v \right).
\]
The entropy is given as \( \eta = \frac{1}{2}(|v|^2 + |h|^2) \) and the entropy fluxes are \( q = \frac{1}{2}(|v|^2 + |h|^2)v - (v \cdot h)h \).

The possible choice of the function \( B \) is the following \( B = (v, h, p - \frac{1}{2} |v|^2) \).

Assuming \( v \cdot n = 0 \) and \( h \cdot n = 0 \) on the boundary (see e.g. [19]) provides that \( q(U) \cdot n = 0 \) on the boundary.

Using again Remark [2,4], we can state the result in a bounded domain \( \Omega \).

**Theorem 5.8.** Let \( (v, h, p) \in L^3(0,T;B^{1/3}_{3,\text{VMO}}(\Omega)) \times L^3(0,T;B^{1/3}_{3,\text{VMO}}(\Omega)) \times L^3((0,T) \times \Omega) \) be a solution to (5.32). Moreover, let
\[
\lim_{\varepsilon \to 0} \int_0^T \frac{1}{\varepsilon} \int_{\frac{d}{\varepsilon} \leq |x| \leq \frac{3d}{2}} \left| \left( \frac{1}{2}(|v|^2 + |h|^2) - (v \cdot h) \right) \cdot n(\sigma(x)) \right| dx dt = 0.
\]
Then the energy is globally conserved, i.e.,
\[
\frac{d}{dt} \int_{\Omega} \frac{1}{2}(|v|^2 + |h|^2) dx = 0
\]
(5.33)
in the sense of distributions.

In fact, the integrability requirement on \( p \) can be relaxed owing to the elliptic arguments of [4], cf. the remark at the end of subsection 5.1.

An extension of the error estimates from [9] was proposed by Caflisch et al. [7] to handle the global energy conservation for incompressible magnetohydrodynamics in the case without a boundary, i.e., \( \Omega = \mathbb{T}^d \). We recall this result below:

**Theorem 5.9 (Th. 4.1 from [7]).** Let \( d = 2,3 \) and let \( (v, h) \) be a weak solution of (5.32). Suppose that
\[
v \in C([0,T],B^0_{3,\infty}(\Omega)), \ h \in C([0,T],B^0_{3,\infty}(\Omega))
\]
with
\[ \alpha > \frac{1}{3}, \; \alpha + 2\beta > 1. \]

Then the following energy identity holds for any \( t \in [0, T] \):
\[
\int_\Omega |v(x,t)|^2 + |h(x,t)|^2 \, dx = \int_\Omega |v(x,0)|^2 + |h(x,0)|^2 \, dx.
\] (5.34)

The same system was studied by Kang and Lee [23], who formulated the result in the spirit of the framework of Cheskidov et al. [8], with \( \Omega = \mathbb{R}^3 \):

**Theorem 5.10 (Th. 6 from [23]).** Let \((v, h)\) be a weak solution of (5.32). Suppose that \( v \in L^3([0, T], B^{a}_{3, \infty}(\Omega)) \), \( h \in L^3([0, T], B^{\beta}_{3, \infty}(\Omega)) \) with
\[ \alpha \geq \frac{1}{3}, \; \alpha + 2\beta \geq 1. \]

Then (5.34) holds.

### 5.5. Compressible magnetohydrodynamics

We consider the system
\[
\begin{align*}
\rho_t + \text{div}_x(\rho v) &= 0, \\
\partial_t (\rho v) + \text{div}_x \left( \rho v \otimes v + p(\rho)I + \frac{1}{2}|h|^2 I - h \otimes h \right) &= 0, \tag{5.35} \\
\partial_t h + \text{div}_x (h \otimes v - v \otimes h) &= 0,
\end{align*}
\]
where \( v : \Omega \times [0, T] \to \mathbb{R}^n \) is the velocity field, \( \rho : \Omega \times [0, T] \to \mathbb{R} \) the density of the fluid and \( h : \Omega \times [0, T] \to \mathbb{R}^3 \) is the magnetic field. With \( B(\rho, v, h) = (P'(\rho) - 1/2|v|^2, v, -h \cdot v) \), the conservation of the total energy reads:
\[
\partial_t \left( \frac{1}{2}\rho |v|^2 + P(\rho) + \frac{1}{2}|h|^2 \right) + \text{div}_x \left[ \left( \frac{1}{2}\rho |v|^2 + P(\rho) + p(\rho) + |h|^2 \right) v - (v \cdot h)h \right] = 0. \tag{5.36}
\]

Assuming again \( v \cdot n = 0 \) and \( h \cdot n = 0 \) on the boundary provides that \( q(U) \cdot n = 0 \) on the boundary.

In the case of compressible magnetohydrodynamics, we can act in a similar fashion as in the case of the compressible Euler system and formulate the equations in different variables \( \rho, m, h \), where again \( m \) is the momentum, i.e., \( m = \rho v \):
\[
\begin{align*}
\rho_t + \text{div}_x(m) &= 0, \\
\partial_t m + \text{div}_x \left( \frac{m \otimes m}{\rho} + p(\rho)I + \frac{1}{2}|h|^2 I - h \otimes h \right) &= 0, \tag{5.37} \\
\partial_t h + \text{div}_x \left( h \otimes \frac{m}{\rho} - \frac{m \otimes h}{\rho} \right) &= 0,
\end{align*}
\]
\[ \text{div}_x h = 0. \]

Similarly, if \( \rho > \underline{\rho} > 0 \), we can state the result in a bounded domain \( \Omega \).

**Theorem 5.11.** Let \((\rho, m, h) \in L^3(0, T; B^{1/3}_{3, VMO}(\Omega)) \times L^3(0, T; B^{1/3}_{3, VMO}(\Omega)) \times L^3(0, T; B^{1/3}_{3, VMO}(\Omega)) \) be a solution to (5.37) and let \( 0 \leq \underline{\rho} \leq \rho \leq \overline{\rho} \) a.e. in \( \Omega \times (0, T) \) for some constants \( \underline{\rho}, \overline{\rho} > 0 \).
Moreover, let

$$
\lim_{\epsilon \to 0} \int_0^T \frac{1}{\epsilon} \int_{\xi, \partial \Omega} \left| \left( \frac{|m|^2}{2\rho} + p(\rho) + |h|^2 \right) \frac{m}{\rho} - \left( \frac{m \cdot h}{\rho} \right) h \cdot n(\sigma(x)) \right| \, dx \, dt = 0.
$$

Then the energy is globally conserved, i.e.,

$$
\frac{d}{dt} \int_{\Omega} \left( \frac{|m|^2}{2\rho} + p(\rho) + \frac{1}{2} |h|^2 \right) \, dx = 0 \quad (5.38)
$$
in the sense of distributions.
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