Surface lattice Green’s functions for high-entropy alloys
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Abstract
We study the surface elastic response of pure Ni, the random alloy FeNiCr and an average FeNiCr alloy in terms of the surface lattice Green’s function. We propose a scheme for computing per-site Green’s function and study their per-site variations. The average FeNiCr alloys accurately reproduces the mean Green’s function of the full random alloy. Variation around this mean is largest near the edge of the surface Brillouin-zone and decays as $q^{-2}$ with wavevector $q$ towards the Γ-point. We also present expressions for the continuum surface Green’s function of anisotropic solids of finite and infinite thickness and show that the atomistic Green’s function approaches continuum near the Γ-point. Our results are a first step towards efficient contact calculations and Peierls–Nabarro type models for dislocations in high-entropy alloys.
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1. Introduction

Atomistic simulations are routinely used to study atomic-scale details of elastic or plastic deformation of materials [1]. Frequently the number of atoms which are needed to resolve the most important details is small in comparison to the number of atoms that must be included in the simulation in order to reduce spurious boundary effects. One example is the simulation of a dislocation [2]. Here, one may be interested in atoms close to the dislocation core. However, a large number of atoms around the core must be included in the simulation to minimize image forces coming from the boundary. Another example is the simulation of a half-space subjected to surface traction [3], where one may want to focus on atoms near the surface. Simulation of an ideal half-space (infinite depth) is impossible, but it can be approximated by a domain with finite depth and fixed boundary conditions at the bottom. To avoid finite size effects, perturbations at the surface must be decoupled from the fixed boundary. The wavelength of the largest in-plane perturbation is equal to the width of the domain, and according to St. Venant’s principle, the depth at which the perturbations will attenuate is proportional to this wavelength. Hence, a large depth, i.e. a large number of subsurface atoms, may be necessary to simulate a wide half-space free from finite-size effects.

Fortunately, there are methods for reducing the number of atoms while minimizing boundary effects. The general approach is to work in linear response where the relationship between displacements and forces at the boundary can be expressed using a Green’s function that captures the sub-surface deformation. This is most straightforward in small-strain elasticity that is linear by construction. Such continuum approaches rely either on a discretization of the continuum domain (e.g. by finite elements—see for example references [4–9]) or through analytical or semianalytical Green’s functions (e.g. references [10–13]). Here, we focus on a class of methods where the atomistic domain is coupled to a flexible atomistic boundary governed by an elastic lattice Green’s function, see e.g. references [14–20]. The use of lattice Green’s function allows a coupling scheme that is seamless since it can be formulated within a single Hamiltonian [20] and hence does not give rise to ghost forces [21].

In the Green’s function method described in references [18, 20], the response of the removed substrate atoms is approximated by modifying the forces on atoms in the boundary region, see figure 1. The forces on atoms in this region are given by an effective stiffness tensor, the inverse of the elastic Green’s function of the boundary layer. References [18, 20] and the present work only regard the static limit, but the general approach outlined below is also amenable to a dynamic treatment [20, 22–24].

Let \( f_s(x_1, x_2, x_3) \) be the (static) force on the atoms in the boundary region as a function of coordinates \( x_1 \) and \( x_2 \) in the plane, and coordinate \( x_3 \) perpendicular to the plane with positive \( x_3 \) pointing into the substrate. Taking the Fourier transform with respect to the in-plane coordinates yields the representation \( \tilde{f}_s(q_1, q_2, x_3) \), with wavenumbers \( q_1 \) and \( q_2 \). If no external forces act on the substrate atoms, and \( \tilde{f}_s(q_1, q_2, x_3) \) were known, then in the static limit the displacements \( \tilde{u}_s(q_1, q_2, x_3) \) in the boundary could be calculated using the elastic Green’s function \( G_s(q_1, q_2, x_3) \),

\[
\tilde{u}_s(q_1, q_2, x_3) = G_s(q_1, q_2, x_3) \cdot \tilde{f}_s(q_1, q_2, x_3).
\]  

(1)

Inversion yields

\[
\tilde{f}_s(q_1, q_2, x_3) = \Phi_s(q_1, q_2, x_3) \cdot \tilde{u}_s(q_1, q_2, x_3),
\]

(2)

where \( \Phi_s = G_s^{-1} \) is a matrix of complex stiffness coefficients, which depends on the substrate configuration. The problem has thus been shifted from simulating substrate atoms to...
determining $\Phi_s$. In the case of unary systems, $G_s$ and $\Phi_s$ have been measured in molecular dynamics simulations using a fluctuation-dissipation theorem [18, 25], or directly calculated using a transfer matrix or renormalization group approach [20].

The outlined method is limited to homogeneous crystals, since it relies on the assumption that the Green’s functions are invariant under translation. This assumption breaks down in alloys. We are interested in the particular case of multi-principal element random alloys, where random occupation of lattice sites will render the Green’s functions random variables. Extension of the Green’s function method to this case may be possible using stochastic homogenization. We envision an approximation based on two-scale homogenization, where $\Phi_s$ is assumed to be composed of long-wavelength components at scale $\vec{x} = x_i (i = 1, 2, 3)$, and short-wavelength components at scale $\varepsilon$,

$$\Phi_s = \Phi_s \left( \frac{\vec{x}}{\varepsilon} \right). \quad (3)$$

A formal asymptotic expansion can be written as [26, 27]

$$\Phi_s \left( \frac{\vec{x}}{\varepsilon} \right) \approx \Phi_{s,1} \left( \frac{\vec{x}}{\varepsilon} \right) + \varepsilon \Phi_{s,2} \left( \frac{\vec{x}}{\varepsilon} \right) + \cdots \quad (4)$$

$\Phi_{s,1}$ and $\Phi_{s,2}$ are correctors in the sense of homogenization theory. The first represents an average effective stiffness. It bears mentioning that in the case of a 1D system with randomly distributed elastic constants, $\Phi_{s,1}$ is the harmonic average of those constants. In our example, $\Phi_{s,2}$ would presumably correct for fluctuations of $\Phi_s$ due specific site occupations within radius $r \propto \varepsilon$ around the atom.

The present manuscript is intended as the first step towards a stochastic homogenization model of Green’s functions of multi-principal element random alloys. For simplicity, we focused on the special case where only atoms in the boundary layer are retained, see figure 1. $\Phi_s$ is then the surface stiffness.

The first contribution of our manuscript is to show how to compute the exact distribution of $\Phi_s$ in molecular statics simulations with embedded atom method (EAM) [28] potentials. We calculated $\Phi_s$ by inversion of the Hessian matrix $H$ of the potential energy, the analytical solution of which we have derived for this class of interatomic potentials. We compared the stiffness
Figure 2. (a) Configuration used for calculating the surface stiffness $\Phi_s$ in side view (left) and top view (right). Atoms in the substrate layers (blue, thickness two times the potential cutoff radius) were fixed in positions corresponding to static equilibrium under fully periodic boundary conditions. Atoms in the subsurface (red) and surface (yellow) layers were free. Periodic boundary conditions were applied in the $x_1$- and $x_2$-directions. The (001) planes (perpendicular to the $x_3$-direction) are square lattices with $N_e$ atoms along the edges; the subsurface region consists of $N_p \ (001)$ planes. (b) Illustration of the calculation of $\Phi_s$: the upper left block of the Hessian matrix $H$ (left) involves only surface and subsurface atoms; this block is inverted and Fourier-transformed to obtain Green’s functions $G$ (middle); the upper left $3N_e \times 3N_e$ sub-block corresponding to interactions between surface atoms contains the surface Green’s functions $G_s$; each of the $N_e^2 \ 3 \times 3$ blocks contains the values of Green’s functions for one pair of atoms $\nu\mu$, i.e. one wavevector $(q_1, q_2)$ in the plane; one row of blocks corresponds to the Green’s functions with one site $\nu$ fixed; the surface stiffness matrices $\Phi_s$ are the harmonic averages obtained by first averaging block rows of $G_s$ and then calculating the matrix inverse of each block.
of the true random alloy to the stiffness of a mean-field model of the alloy, where we used the average-atom (A-atom) [29] approximation. Additionally, we present the anisotropic-elastic solution for $\Phi$, of a continuous half-space with finite thickness and compare the continuum stiffness to atomistic data. The A-atom and the continuum solution yield effective stiffnesses which could be used in place of $\Phi_{s,1}$.

Our results show that the atomistic solutions converges to the continuum in the limit of long wavelengths. At short wavelengths, the local environment of atoms controls $\Phi$, hence the continuum solution is a poor estimate. The average alloy model is a fair approximation for the mean stiffness of the true random alloy at all wavelengths, but fluctuations grow substantially as the wavelength decreases below $\lambda_c \approx 15.5a$, where $a$ is the lattice parameter.

2. Methods

2.1. Atomistic stiffness

We calculated the stiffnesses of the (001) surface of face-centered cubic (fcc) crystals using square slab configurations, see figure 2. The simulation cell was a rectangular prism with a square base. Consider a Cartesian coordinate system with directions $x_1$ and $x_2$ in the plane of the base. In order to simulate a half-space, we applied periodic boundary conditions along the $x_1$- and $x_2$-directions, and open boundary conditions along the $x_3$-direction. The lattice directions [110], [1\overline{1}0], and [00\overline{1}] of the crystal were parallel to the $x_1$-, $x_2$-, and $x_3$-directions of the cell.

The set of (001) planes can be partitioned into surface, subsurface, and substrate planes. There is only one surface plane, but $N_s$ subsurface and $N_u$ substrate planes. We call the corresponding sets of atoms $\Omega_s$, $\Omega_p$, and $\Omega_u$. Atoms in (001) planes form a 2D square lattice with lattice parameter $a = a_0/\sqrt{2}$, where $a_0$ is the fcc lattice parameter. Let there be $N_s$ atoms along the edge in the $x_1$- or $x_2$-direction, then there are $N_s^2$ atoms in each plane, and the total number of atoms is $N = (1 + N_p + N_u)N_s^2$. In order to eliminate surface effects at the bottom boundary, we fixed the substrate atoms in positions corresponding to static equilibrium under fully periodic boundary conditions and made the fixed substrate layer thicker than the maximum interaction distance of the potential. We used EAM [28] potentials, hence the required thickness was two times the cutoff radius $r_{cut}$ of the potential. The process of constructing the configurations depends on the material and is explained in detail below.

To determine the surface stiffnesses $\Phi_s$, we first calculated the Green’s functions $G$ by inverting the Hessian matrix $H$ of the potential energy $V^{int}$, see figure 2(b). The components of $H$ are

$$H_{3(\mu-1)+(3(\nu-1)+j)} = \left. \frac{\partial^2 V^{int}(\{\vec{x}\})}{\partial x_\nu^{(i)} \partial x_\mu^{(j)}} \right|_{\{\vec{x}\}_0},$$

where indices $\mu, \nu \in [1, N]$ refer to atoms, and indices $i, j \in [1, 2, 3]$ refer to the three components of a vector in $x_1$-, $x_2$- and $x_3$-direction. In this equation $\{\vec{x}\}$ is the set of position vectors of the atoms $\{\vec{x}\} \equiv \{x^{(1)}, \ldots, x^{(N)}\}$, and $x_\nu^{(i)}$ is the coordinate of atom $\nu$ in $i$-direction. $\{\vec{x}\}_0$ is the set of equilibrium positions where the force on the atoms vanishes. We used the analytical solution of $H$ for EAM potentials, see the derivation in appendix A. This solution is implemented in the Python package matscipy [30].

However, the method for calculating Green’s functions that we present in the following is not specific to EAM potentials. It does not matter how $H$ is computed, and one could use any other class of potentials, or even ab initio methods. The matscipy package also
implements analytical solutions for $H$ of (12-6 and 8-4 [31]) Lennard-Jones [32] potentials; polydisperse potentials [33, 34]; and cluster- and bond-order-potentials: Stillinger–Weber [35], Tersoff–Brenner [36, 37], and Kumagai et al [38]. If no analytical solution for $H$ is available, a numerical approximation could still be calculated using finite differences.

$H$ is a real symmetric $3N \times 3N$ matrix. It is sparse, because the range of interaction between atoms is limited. Consider an arbitrary displacement of the atoms, written as a $3N$-dimensional vector $\vec{u}$. Within the harmonic approximation, the components of the resulting force vector $\vec{f}$ are

$$f_{3(\nu-1)+i} = H_{3(\nu-1)\cup(3(\mu-1)+j)} u_{3(\mu-1)+j}, \quad (i = 1, 2, 3)$$

(6)

where repeated indices imply summation over the corresponding range. Recall that the atoms in $\Omega_u$ are fixed in their equilibrium positions, hence $\vec{u}$ vanishes for those atoms. To impose this constraint, we computed $H$ of the whole configuration, but then eliminated elements in $H$ corresponding to pairs of atoms where one or both of them are in $\Omega_u$. The remaining $3(1 + N_p)N_s \times 3(1 + N_p)N_s$ elements correspond to pairs of atoms in $\Omega_u \cup \Omega_p$. It is convenient to label the atoms such that these elements form the upper left block of $H$ (see figure 2(b)).

This block was then inverted to obtain Green’s functions $G_{3(\nu-1)\cup(3(\mu-1)+j)}$, which solve

$$u_{3(\nu-1)+i} = G_{3(\nu-1)\cup(3(\mu-1)+j)} f_{3(\mu-1)+j}, \quad (i = 1, 2, 3)$$

(7)

where $\nu, \mu \in \Omega_u \cup \Omega_p$. To bring out the block structure of $G_{3(\nu-1)\cup(3(\mu-1)+j)}$, we can rewrite this equation as

$$\vec{u}^{(\nu)} = \sum_{\mu \in \Omega_u \cup \Omega_p} G^{(\nu, \mu)} \cdot \vec{f}^{(\mu)}, \quad \nu \in \Omega_u$$

(8)

where $\vec{u}^{(\nu)}$ is the displacement vector of atom $\nu$, with components $u_{3(\nu-1)+i}(i = 1, 2, 3)$ in equation (7); $G^{(\nu, \mu)}$ is the $3 \times 3$ block $G_{3(\nu-1)\cup(3(\mu-1)+j)}$; and $\vec{f}^{(\mu)}$ corresponds to the components $f_{3(\mu-1)+i}(i = 1, 2, 3)$.

We inverted $H$ via Cholesky factorization, using petsc [39, 40] and mumps [41, 42]. The latter allows parallel calculation of the selected entries [43] in the upper left block of the matrix. Our C code can be obtained from reference [44]. Construction and inversion of $H$ are the most expensive steps in terms of computation time and memory. We investigated the scaling of the cost with problem size. The results are presented in appendix B. In brief, time and memory required for construction of $H$ grow approximately linearly with the number of atoms. The memory required for selective inversion also scales linearly with problem size, but the computation time grows approximately quadratically. Note that for pure crystals, the surface Green’s function can be computed efficiently using renormalization group approaches for system sizes beyond billions of atoms [20].

Using the same argument to eliminate the substrate atoms from $H$, we now eliminate the subsurface atoms from $G$: the forces on the subsurface atoms must vanish since we are working static limit—which means that all subsurface atoms remain in their equilibrium positions. The remaining quantity is a $3N_s \times 3N_s$ matrix $G_s$ describing the degrees of freedom corresponding to the surface atoms. Equation (8) (with $\nu, \mu \in \Omega_u$) can be interpreted as a signal measured at $3N_s \times 3N_s$ points $\{(x_1^{(\nu)}, x_2^{(\nu)}) | \nu \in \Omega_u\}$ in the plane, and we write

$$\vec{u}_s(x_1^{(\nu)}, x_2^{(\nu)}) = \sum_{\mu \in \Omega_u} G_s(x_1^{(\nu)}, x_2^{(\nu)}; x_1^{(\mu)}, x_2^{(\mu)}) \cdot \vec{f}_s(x_1^{(\mu)}, x_2^{(\mu)}),$$

(9)
In a pure crystal with translational symmetry in the plane, Green’s functions would only depend on the relative distance between points, i.e. $G_s(x_1^{(o)}, x_2^{(o)}, x_1^{(o)}, x_2^{(o)}) \rightarrow G_s(x_1^{(o)} - x_1^{(o)}, x_2^{(o)} - x_2^{(o)})$, and equation (9) would be a convolution. According to the convolution theorem, taking the discrete Fourier transform of equation (9) would then produce equation (2).

However, in random alloys translational symmetry is broken. Thus, we studied the variation of stiffness across sites. We denote the Green’s functions of site $\nu$ as

$$G_s^{(o)}(x_1^{(o)} - x_1^{(o)}, x_2^{(o)} - x_2^{(o)}) \equiv G_s(x_1^{(o)}, x_2^{(o)}, x_1^{(o)}, x_2^{(o)})$$

in what follows. Note that in equation (10) the argument of $G_s^{(o)}$ is measured with respect to the position of the site $x^{(o)}$ such that we can carry out a Fourier-transform for each site. This representation is useful for comparison with the unary system and the continuum solution, where the per-site variation disappears from equation (10). Neglecting non-affine microdistortions [45–47], the atoms are arranged approximately in a simple cubic lattice within the periodic domain. Hence in equilibrium

$$(x_1^{(o)} - x_1^{(o)}, x_2^{(o)} - x_2^{(o)}) \approx (ma, na),$$

with $m, n \in \{0, \ldots, N_e - 1\}$. The discrete Fourier transform of $G_s^{(o)}(ma, na)$ is

$$G_s^{(o)} \left( \frac{2\pi}{a N_e} k, \frac{2\pi}{a N_e} l \right) = \sum_{m=0}^{N_e-1} \sum_{n=0}^{N_e-1} G_s^{(o)}(ma, na)$$

$$\times \exp \left\{ -2\pi i \left( \frac{mk}{N_e} + \frac{ml}{N_e} \right) \right\}, \quad \text{with } k, l \in \{0, \ldots, N_e - 1\}. \quad (12)$$

Thus, we map the solution to $N_e \times N_e$ wavevectors in the first Brillouin zone with components

$$q_1, q_2 \in \left\{ \left\{ \frac{N_e}{2}, \ldots, \frac{N_e}{2} - 1 \right\}, \frac{2\pi}{a N_e} \right\} \quad \text{if } N_e \text{ even}$$

$$\left\{ \left\{ \frac{N_e - 1}{2}, \ldots, \frac{N_e - 1}{2} \right\}, \frac{2\pi}{a N_e} \right\} \quad \text{if } N_e \text{ odd}. \quad (13)$$

However, due to symmetry only the quadrant $0 \leq q_1, q_2 \leq \pi/a$ is unique.

In an unary system, $G_s^{(o)}(q_1, q_2)$ is the same for all sites $\nu$. In a random alloy, on the other hand, there are site-by-site variations, and the components $G_s^{(o)}(q_1, q_2)$ of $G_s^{(o)}(q_1, q_2)$ become complex random variables.

Rather than discussing the surface Green function $G_s(q)$ itself, it is convenient to discuss its inverse, the surface stiffness $\Phi_s(q)$. This is because in the long-wavelength (continuum) limit $\Phi_s(q) \propto q$ [10, 18, 20] while $G_s(q)$ diverges. The question we will discuss in the following is how to characterize the mean response of the solid and the magnitude of per-site fluctuations.

We first computed a mean stiffness $\Phi_s(q_1, q_2)$. Consider the related problem of stochastic homogenization of an elastic continuum with fluctuating elastic constants. Here, the effective stiffness of the homogenized medium can be computed using the solution of a corrector equation [26, 27]. The solutions of the equation with random coefficients then converge to the solution of the homogenized equation in mean. In the one-dimensional case, the stiffness is a scalar, and it can be shown that the correct homogenized stiffness is the harmonic mean of the fluctuating site stiffness values, see for example [48]. A rigorous proof for higher dimensions is
not available, nevertheless we follow this approach and compute the harmonic mean stiffness. Let

\[ \Phi_\nu(q_1, q_2) \equiv (G_\nu(q_1, q_2))^{-1} \]  

be the stiffness of site \( \nu \). Following the continuum approach, we computed the average surface stiffness as

\[ \Phi_s(q_1, q_2) = \left\langle (\Phi_\nu(q_1, q_2))^{-1} \right\rangle^{-1} = G_s^{-1}(q_1, q_2), \]  

where \( \langle \ldots \rangle \) indicates the arithmetic mean over all sites, i.e. the components of \( G_s(q_1, q_2) \) are

\[ G_{s,ij}(q_1, q_2) = \frac{1}{N^2} \sum_{\nu=1}^{N^2} G_{\nu,ij}(q_1, q_2). \]  

Equations (12) and (14)–(16), have been implemented in the Python package \texttt{surface_stiffness} [49].

We calculated \( \Phi_s(q_1, q_2) \) of pure Ni, and \( \Phi_s(q_1, q_2) \) of a random solid solution of Fe, Ni and Cr with equal concentration of all elements. In both cases, we used the EAM potential by Bonny \textit{et al} [50], which has a smooth cutoff with continuous first and second derivatives. We prepared the random Fe–Ni–Cr alloy by randomly assigning the constituent elements to the lattice sites. Additionally, we performed calculations with a mean-field model. Here, we replaced the different real elements by a single ‘average’ element, the A-atom [29, 51]. It behaves like a pure metal with similar average properties as the true random solution. A module for generating A-atom potentials has been implemented in the Python package \texttt{matscipy} [30]. In pure Ni and the A-atom crystal, \( \Phi_\nu(q_1, q_2) \) is the same for all surface sites \( \nu \), hence \( \Phi_s(q_1, q_2) = \Phi_\nu(q_1, q_2) \).

The harmonic mean of the random alloy data according to equation (15) can be compared to the A-atom solution and the continuum solution. The latter requires only the thickness of the slab and three cubic elastic constants as input.

In the case of the Ni and A-atom configurations, our starting point was a perfect crystal lattice with the appropriate 0 K lattice parameter. We then minimized the potential energy of the surface and subsurface atoms using \texttt{fire} [52, 53]. The substrate atoms were fixed during minimization and the iteration was stopped as soon as the Euclidean norm of the global force vector fell below \( 1 \times 10^{-6} \) eV Å\(^{-1} \). In order to create the random FeNiCr alloy, we started from a thicker, fully periodic configuration. We added an additional slab of atoms of thickness greater than 2\( r_{\text{cut}} \) below the substrate and then minimized the potential energy under fully periodic boundary conditions. This minimization allowed the substrate atoms to move to their non-affine equilibrium positions in the bulk. Afterwards, we opened the boundary along the \( x_3 \)-direction and removed the extra atoms. Finally, we minimized the potential energy of the open system with fixed substrate atoms.

The required lattice parameters and elastic constants of the three materials are listed in table 2 in appendix C. See this appendix also for details on how the values were computed.

We consider Ni and FeNiCr as model materials, hence some deviation of materials parameters, such as elastic constants and surface energies, from their real-world values can be tolerated. However, we wanted to rule out that our key observations are specific to the EAM potential that we used. Thus, we performed a limited parameter study, where we repeated the calculation for average-alloy and random FeCuNi, as simulated with the EAM potential of reference [54]. The results are reported in appendix D. They agree qualitatively with the results for FeNiCr reported below.
Figure 3. Model used for deriving a continuum solution of the surface Green function and the associated stiffness tensor; the surface at \( x_3 = 0 \) is subjected to tractions \( \vec{Q}_s(x_1, x_2) \); we consider finite thickness \( h \) with fixed boundary conditions at \( x_3 = h \), and the limit \( h \rightarrow \infty \); the solid is infinite along \( x_1 \) and \( x_2 \); the material has anisotropic elastic constants \( C_{ijkl} \), which are constant throughout the body.

Moreover, we have verified that key observations are not specific to the \{1 0 0\} facet on which we focus here. In appendix E, we report additional calculations for the \{1 1 0\} facet of FeNiCr, which, however, agree qualitatively with the calculations for the \{1 0 0\} facet.

The method outlined in this section could also be extended to surfaces with a hexagonal symmetry, e.g. the fcc \{1 1 1\} surface. The Fourier transformation of the Green’s functions, equation (12) would then have to be performed on a hexagonal grid, using, for example, the fast hexagonal Fourier transform of Birdsong and Rummelt [55].

2.2. Continuum stiffness

We consider a semi-infinite solid, see figure 3. The body has a surface perpendicular to the \( x_3 \)-direction and extends to infinity in the \( x_1 \)- and \( x_2 \)- directions. Positive \( x_3 \) are located within the solid. In the \( x_3 \)-direction, the body may have a finite thickness \( h \), or infinite thickness \( h \rightarrow \infty \). We discuss both cases. Tractions \( \vec{Q}(x_1, x_2) \) are applied at the surface and there are no body forces. In the case where the body has finite thickness \( h \), we assume a fixed boundary, i.e. \( \vec{u}(x_1, x_2, h) = 0 \). The material is homogeneous and linear-elastic, with anisotropic elastic constants \( C_{ijkl} \) \((i, j, k, l \in [1, 2, 3])\) subject to the usual symmetry requirements [56]. For the fcc solid considered here, there are three indentent elastic constant that are typically denoted by \( C_{11}, C_{12} \) and \( C_{44} \).

We are interested in the surface displacements \( \vec{u}_s(x_1, x_2) \) in elastostatic equilibrium, where the divergence of the stress tensor \( \sigma \) vanishes,

\[
\partial_i \sigma_{ij} = 0. \tag{17}
\]

\( \partial_i \) indicates the partial derivative in direction \( i \) and Einstein summation convention applies. Equation (17) corresponds to requiring zero forces for the subsurface atoms in our atomistic calculations.

\( \vec{u}_s(x_1, x_2) \) can be calculated by a convolution of the tractions \( \vec{Q}(x_1, x_2) \) with surface Green’s function \( \vec{G}_s(x_1, x_2) \),

\[
\vec{u}_s(x_1, x_2) = \int dx'_1 dx'_2 \vec{G}_s(x_1 - x'_1, x_2 - x'_2) \cdot \vec{Q}(x'_1, x'_2). \tag{18}
\]
Fourier transformation yields equation (1) (with $x_3 = 0$ dropped). In appendix F, we derive $G_i(q_1, q_2)$ for finite $h$ and $h \to \infty$. The solution can be represented as a matrix product

$$G_i(q_1, q_2) = U(q_1, q_2, 0) \cdot F^{-1}(q_1, q_2).$$  \hspace{1cm} (19)

The matrices $U(q_1, q_2, 0)$ and $F(q_1, q_2)$ depend on the eigenvalues of the Fourier transform of the linear operator

$$M_i = C_{jkl} \partial_j \partial_k,$$  \hspace{1cm} (20)

and the admissible basis functions of the displacement field. No closed-form solution exists, but it is straightforward to calculate said eigenvalues and basis functions numerically. The inverse of $G_i(q_1, q_2)$ is the surface stiffness $\Phi_i(q_1, q_2)$. We have implemented the numerical solution of $\Phi_i(q_1, q_2)$ in the Python package ContactMechanics [57].

3. Results

We first calculated the surface stiffness of Ni to obtain reference data for a pure metal. The atomic configuration had $N_p = 31$ atoms along the edge, and $N_e = 44$ subsurface planes. All $N^2 = 961$ solutions of $\Phi_i^{(n)}$ for different surface sites $n$ are equal due to translational symmetry in the plane. Notice that $\tilde{F}^{(n)}$ in equation (9) of the atomistic solution is a force, whereas $\tilde{Q}$ in equation (18) of the continuum solution is a traction (units of N m$^{-2}$). In order to compare atomistic and continuum Green’s functions, we need to divide the former by the mean area per atom $a^2 = a_0^2/2$. The resulting Green’s function has SI units of N m$^{-3}$, but it is more convenient to use GPa Å$^{-1}$, since $\Phi_{x,11}$, for example, should converge to $C_{44}/h$ in the limit of infinite wavelength.

Figure 4 shows $\Re(\Phi_{x,33}(q_1, q_2))$ in the quadrant of the surface Brillouin zone where $0 \leq q_1$, $q_2 \leq \pi/a$. Here and in the following, $\Re$ and $\Im$ refer to the real and imaginary parts of a complex number, respectively. The other quadrants are symmetric with respect to the $q_1$- and $q_2$-axes. The stiffness is minimal in the long-wavelength limit $q_1 = q_2 = 0$ and increases with decreasing wavelength. The origin $q_1 = q_2 = 0$ is called $\Gamma$. The center of the edge of the Brillouin zone along $q_1$ is called $X$, and the corner is called $M$. Below, we show plots of values along the path $\bar{\Gamma} - \bar{X} - \bar{M} - \bar{\Gamma}$. To study convergence in the long-wavelength limit, we also consider a shorter path $\bar{\Gamma} - \bar{X}' - \bar{M}' - \bar{\Gamma}'$, where $\bar{X}'$ is on the line $q_2 = 0$, at 20% of the distance from $\bar{\Gamma}$ to $\bar{X}$. Point $\bar{M}'$ corresponds to a wavelength of $20a$ along the $x_1$- and $x_2$-directions.

The upper two rows of figure 5 show the six independent components of $\Phi_i$ along the path $\bar{\Gamma} \bar{X} \bar{M} \bar{\Gamma}$. Four moduli are purely real, namely the normal moduli $\Phi_{x,11}$, $\Phi_{x,22}$, and $\Phi_{x,33}$, as well as the in-plane shear modulus $\Phi_{x,12}$. The out-of-plane shear moduli $\Phi_{x,23}$ and $\Phi_{x,13}$ are purely imaginary. The discrepancy between the continuum data and the atomistic data increases as one moves away from the long-wavelength limit near $\bar{\Gamma}$ towards $X$ or $M$. The difference is maximum at corner of the surface Brillouin zone $M$, which represents the short-wavelength limit in both in-plane directions. In the case of the shear moduli, the continuum model fails to predict the extrema between $X$ and $M$ (zone edge), and between $M$ and $\Gamma$ (zone diagonal). The bottom row of figure 5 shows the components $\Phi_{x,11}$, $\Phi_{x,22}$, and $\Phi_{x,12}$ along the path $\bar{\Gamma} \bar{X}' \bar{M}' \bar{\Gamma}'$. These plots indicate that the continuum and atomistic solutions converge near $\bar{\Gamma}$. The solutions for $\Phi_{x,12}$ agree qualitatively. The atomistic value of $\Phi_{x,11}$ and $\Phi_{x,22}$ at $\bar{\Gamma}$ is 1.6 GPa Å$^{-1}$, which is equal to $C_{44}/h$ with $C_{44} = 125$ GPa and $h = (1 + N_p)a_0/2 = 45a_0/2 = 79.2$ Å.

Having examined the surface stiffness of pure Ni, we now attend to the alloy case. We created 500 random alloy samples and one average alloy sample with $N_p = 44$ and $N_e = 31$. In
Figure 4. Real part of stiffness component $\Phi_{33}$ of Ni in a quadrant of the surface Brillouin zone; in other figures we have plotted the values along the paths $\bar{\Gamma}-\bar{X}-\bar{M}-\bar{\Gamma}$ and $\bar{\Gamma}^\prime-\bar{X}^\prime-\bar{M}^\prime-\bar{\Gamma}$.

case of the random alloy, we checked the influence of $N_p$ by repeating the calculation with $N_p = 1 \ldots 44$ (one sample each), see appendix G. $N_p = 44$ is sufficient to achieve convergence in the short-wavelength region. Below, we report the arithmetic mean of $\Phi_{33}(q_1, q_2)$ of all random alloy samples. However, sample-by-sample variations of $\Phi_{33}(q_1, q_2)$ are small, since this is the homogenized stiffness with fluctuations averaged out. Additionally, we quantified site-by-site fluctuations by calculating the 10th and 90th percentiles of the sitespecific stiffness tensors $\Phi_{33}(q_1, q_2)$ at all sites in all samples, i.e. $500 \cdot N_e^2 = 480500$ sites in total.

Figure 6 shows the stiffness components along the paths $\bar{\Gamma}-\bar{X}-\bar{M}-\bar{\Gamma}$ and $\bar{\Gamma}^\prime-\bar{X}^\prime-\bar{M}^\prime-\bar{\Gamma}$. The upper two rows show the real parts of $\Phi_{11}, \Phi_{22}, \Phi_{33}, \Phi_{12}$, as well as the imaginary parts of $\Phi_{13}$ and $\Phi_{23}$ along $\bar{\Gamma}-\bar{X}-\bar{M}-\bar{\Gamma}$. The bottom row shows $\Re\Phi_{11}, \Re\Phi_{22}$, and $\Re\Phi_{12}$ along the long-wavelength path $\bar{\Gamma}^\prime-\bar{X}^\prime-\bar{M}^\prime-\bar{\Gamma}$. The average alloy behaves like a pure metal, hence $G_s(q_1, q_2)$ is the same for all surface sites, and there is one unique $3 \times 3$ stiffness matrix $\Phi_s(q_1, q_2)$ for every point $(q_1, q_2)$ in the Brillouin zone. In the random alloy, by contrast, $G_s(q_1, q_2)$ fluctuates, therefore a different stiffness $\Phi_s(q_1, q_2)$ would be obtained for a different element distribution. In figure 6, markers indicate the harmonic mean $\Phi_s(q_1, q_2)$, and shaded areas the 10th and 90th percentiles of the site stiffnesses $\Phi^{(v)}(q_1, q_2)$. Sample-by-sample variations of $\Phi_s(q_1, q_2)$ are negligible. The difference between the corresponding 10th and 90th percentiles is less than the size of the markers of $\Phi_s(q_1, q_2)$ in the plot.
Figure 5. Surface stiffness of Ni; markers: atomistic model; lines: anisotropic-elastic model; the upper two rows show the variation of the six independent components along the path $\bar{\Gamma}-\bar{X}-\bar{M}-\bar{\Gamma}$ through the first quadrant of the surface Brillouin zone (see figure 4); the normal moduli $\Phi_{s,11}$, $\Phi_{s,22}$, and $\Phi_{s,33}$, as well as the shear modulus $\Phi_{s,12}$ are purely real; the two in-plane shear moduli $\Phi_{s,23}$ and $\Phi_{s,13}$ are purely imaginary; atomistic and continuum models disagree near points $\bar{X}$ and $\bar{M}$, which are short wavelength limits; the lower row shows the values of $\Phi_{s,11}$, $\Phi_{s,22}$, and $\Phi_{s,12}$ along the shorter path $\bar{\Gamma}-\bar{X'}-\bar{M'}-\bar{\Gamma}$ through the long wavelength region; the relative difference between atomistic and continuum models decreases with increasing wavelength.

$\Phi_s(q_1,q_2)$ should be compared to the corresponding average alloy data and the continuum solution. All three models yield similar results in the long-wavelength limit. For example, the mean value of $\Re\Phi_{s,11}$ and $\Re\Phi_{s,22}$ at $\bar{\Gamma}$ is 1.70 GPa Å$^{-1}$. The average-alloy value is 1.74 GPa Å$^{-1}$ and the continuum solution is 1.70 GPa Å$^{-1}$. The continuum solution fails at short wavelengths, as was observed already in the Ni example. However, the average-alloy data remain comparatively close to the mean values of the random alloy. For example, the relative difference between $\Re\Phi_{s,11}$ of the average and random alloy varies between 3% and 4% along the path. The continuum solution, on the other hand, underestimates the mean along most of the path, except near $\Gamma$. Near $X$, the continuum value is 46% lower than the mean value of the random alloy. The absolute value of the relative difference between $\Re\Phi_{s,22}$ of the average and random alloy varies between 3% and 11%. In the case of $\Re\Phi_{s,33}$, the absolute relative difference does not exceed 4%. Recall that the continuum solution for $\Re\Phi_{s,12}$ of pure Ni was qualitatively different from the atomistic solution. The same is true for the alloy. The continuum solution has a local minimum at $M$, whereas both atomistic solutions have their minimum between $M$ and $\Gamma$.

Fluctuations in the random alloy data are close to zero at $\bar{\Gamma}$, but increase with decreasing wavelength. For example, the relative difference between the 90th percentile of the site-specific
Figure 6. Surface stiffness of an equicomposition FeNiCr alloy; the upper two rows show the real parts of $\Phi_{s,11}$, $\Phi_{s,22}$, $\Phi_{s,33}$, $\Phi_{s,12}$, as well as the imaginary parts of $\Phi_{s,13}$ and $\Phi_{s,23}$ along the path $\bar{\Gamma}–\bar{X}–\bar{M}–\bar{\Gamma}$ through the first quadrant of the surface Brillouin zone (see figure 4); the stiffness of the average alloy is close to the effective mean stiffness of the true random alloy according to equation (15); turquoise areas indicate the range between the 10th and 90th percentile of the distribution of site stiffnesses; stiffness fluctuations are small at long wavelengths; with the exception of $\Phi_{s,33}$, fluctuations grow significantly at short wavelengths; the lower row shows the values of $\Phi_{s,11}$, $\Phi_{s,22}$, and $\Phi_{s,12}$ along the path $\bar{\Gamma}–\bar{X'}–\bar{M'}–\bar{\Gamma}$ through the long wavelength region; fluctuations in the random alloy, and the relative discrepancy between the atomistic data and the anisotropic-elastic model (red line) are smaller than at short wavelengths.

values of $\Re \Phi_{s,11}$ and the mean according to equation (15) increases from less than 1% of the mean value at $\bar{\Gamma}$ to 70% at $\bar{X}$. Interestingly, it decreases to 38% at $\bar{M}$, even though $\bar{M}$ represents the limit of short wavelengths in both in-plane directions. The maximum fluctuations of $\Re \Phi_{s,33}$ are smaller than those of $\Re \Phi_{s,11}$ and $\Re \Phi_{s,22}$.

Figure 7 gives a more detailed view of convergence in the long wavelength limit, using the example of $\Re \Phi_{s,11}$. Figure 7(a) shows the ratio between the real values of the atomistic and continuum data along the diagonal $\bar{\Gamma}–\bar{M}$. At $\bar{\Gamma}$, the relative error between random alloy and continuum is below 1%. The average alloy stiffness is 2% higher than the continuum value. Figure 7(b) distinguishes between contributions from different elements. Let $\Omega_{\text{Fe}}$ be the set of sites occupied by Fe atoms. To generate the corresponding curve in figure 7(b), the average in equation (16) was restricted to sites $\nu \in \Omega_{\text{Fe}}$. Similarly, the 10th and 90th percentiles of $\Phi^{(\nu)}(q_1,q_2)$ were computed only for this subset. The calculation for the other elements is analogous. All three mean values converge in the limit of long wavelengths to the mean stiffness across all sites, and all fluctuations become minimal. Finally, in figure 7(c) we examined the growth of the dispersion of $\Re \Phi^{(\nu)}_{s,11}$ along $\bar{\Gamma}–\bar{M}$. The figure shows the difference between the
Figure 7. (a) Real part of $\Phi_{s,11}$ of average and true random FeNiCr, divided by the continuum solution; values along the diagonal $\Gamma - M$ of the first quadrant of the Brillouin zone; the shaded area shows the range between the 10th and 90th percentile of the site stiffness distribution in the random alloy; fluctuations in the random alloy go to zero as $\vec{q} \to \Gamma$; the mean value and the average alloy stiffness approach the continuum stiffness; (b) (same y-axis as (a)) shows the mean value and the standard deviation of $\Phi_{s}^{(\nu)}$ in the random alloy for sites $\nu$ with different elements; the fluctuations go to zero as $\vec{q} \to \Gamma$ and the mean values converge; (c) difference between the 90th and 10th percentile of $\Phi_{s}^{(\nu)}$, divided by the harmonic mean; the dashed line with a slope of 0.59 Å (slope/a = 0.24) is the result of a linear least-squares fit between $\Gamma$ and $q_1a = q_2a = 1.22$ (wavelength $\lambda_1 = \lambda_2 \approx 5a$).

90th and 10th percentile of $\Re\Phi_{s,11}^{(\nu)}$, divided by the harmonic mean. Between $\Gamma$ and $q_1a = q_2a = 1.22$ (corresponding to a wavelength of $\lambda_1 = \lambda_2 \approx 5a$), the ratio grows approximately linearly. A linear least-squares fit yields a slope of 0.59 Å.

4. Discussion

We observed that the average alloy accurately approximates the mean surface stiffness of the true random alloy over the surface Brillouin zone. The normal stiffness components $\Phi_{s,11}$, $\Phi_{s,22}$, and $\Phi_{s,33}$ are particularly important, because they generate the largest contributions to the force. The relative difference between the corresponding A-atom and random alloy values is typically small. We observed the largest relative errors in $\Phi_{s,22}$ near $X$, which represents the limit of short $x_1$-wavelength and infinite $x_2$-wavelength (and vice-versa by symmetry). However, the absolute value of $\Phi_{s,22}$ is also comparatively small between $\Gamma$ and $X$, yielding larger relative errors. $\Phi_{s,22}$ quickly increases with decreasing wavelength in $x_2$-direction and the relative error decreases. $\Phi_{s,11}$ behaves similarly near the upper corner of the Brillouin zone. Given that the overall errors are small over the full surface Brillouin zone, we conclude that the average alloy provides an accurate estimate of the mean forces on atoms in the random. This result is not surprising, since it was already shown in reference [29] that the A-atom has similar elastic constants as the corresponding true random alloy and the dependence of $\Phi_s$ near the Brillouin-zone edge is determined primarily by lattice structure. However, it is noteworthy that the average alloy matches the harmonic mean of the random alloy data, which is the appropriate case from the viewpoint of stochastic homogenization.

Another question is when continuum elasticity becomes a good approximation. This question can only be answered with respect to a relative measure that quantifies what we mean by 'good'. Figure 7(a) shows such a relative measure for one of the components of the stiffness
tensor. The point at $\bar{\Gamma}$ and next to it are affected by the finite depth of the sample, as they represent homogeneous deformation and deformation with a wavelength equal to the size of our box. The next point has an error of around 20% and corresponds to an 11- and 22-wavelength of $15.5a$. It is fair to conclude that for distances beyond $\lambda_c \approx 15.5a$, the continuum approximation is reasonable. The decomposition into the individual atomic sites (figure 7(b)) underlines this behavior, as the individual stiffnesses for Fe, Ni and Cr sites converge to a unified value near the point where the continuum solution appears appropriate.

A connected question is how the per-site fluctuations decay as a function of wavevector. It is clear that at large wavelength, where the continuum approximation holds, the per-site variation of $\Phi_s^{(0)}$ must be small. The per-site fluctuations are particularly small for the out-of-plane stiffness $\Phi_{s,33}$ (see figure 6(c)) where the continuum result has a lower error at intermediate wavelength as compared with the in-plane components $\Phi_{s,11}$ and $\Phi_{s,22}$ (figures 6(a) and (b)). The characteristic distance of $\lambda_c$ is therefore also a representative length beyond which per-site fluctuations become negligible. We now attempt a more quantitative analysis of this behavior. We divide the amplitude of the per-site fluctuations, as measured by the difference between the 90th and 10th percentile, by the stiffness matrix itself. As shown in figure 7(c), this ratio depends linearly on the wavevector $q$. Since $\Phi \propto q$, this implies that the amplitude of per-site fluctuations decays with wavelength $\lambda$ as $\lambda^{-2}$. This decay of the fluctuations should be compared to the decay of the error in quantitative stochastic homogenization [58–60], as shorter wavelengths are akin to taking smaller representative volumes of lateral length $\lambda$. Stochastic homogeneization predicts a scaling of $\lambda^{-2}$ for two-dimensional lattices.

Note that $\Phi_{s,33}$ is important for contact calculations [18, 20] while $\Phi_{s,11}$ and $\Phi_{s,22}$ are required for extended Peierls–Nabarro [61, 62] models of dislocations [63, 64] or sliding friction [65]. For dislocations in high-entropy alloys it is therefore of particular importance to capture the by-site fluctuations appropriately. Our results show that the A-atom potential could be used for calculating the mean $\Phi_{s,11}$ in equation (4). This observation is particularly interesting because Green’s functions of unary systems, such as the A-atom material, can be computed more efficiently than with the present brute-force approach, using a transfer matrix or renormalization group approach [20]. The per-site fluctuations, and the corrector $\Phi_{s,22}$, on the other hand, could then be obtained from the local structure within regions of size $\sim \lambda_c$ around the site of interest using perturbative approaches [66–70] or multipole expansions [71]. Since a local evaluation up to a cutoff distance scales linearly with the number of sites, this would give rise to a feasible computational scheme.

As a model material, we have considered only the case of a random ternary alloy in this study. Our method is not limited to the ternary case, and we do not expect qualitative changes in other random alloys. We speculate that fluctuations decrease in alloys with short range order (SRO), where site occupations are correlated. SRO also poses a problem for modeling the first corrector using the A-atom method, which assumes entirely uncorrelated site occupations. There is also a simple practical limitation when it comes to calculating the surface stiffness of other alloys: a suitable potential needs to be available. This potential should have a continuous and smooth cutoff such that the Hessian is well-defined (i.e. does not exhibit jumps). It is known that cutoff schemes can lead to spurious effects, for example when calculating the phonon spectrum [72, 73], which also implicitly relies on the Hessian.
5. Summary and outlook

We have calculated the effective surface stiffness of unary crystals and a three-component random (high-entropy) alloys. Our results show that the surface stiffness has significant per-site variation near the edge of the surface Brillouin-zone, but that these variations disappear for larger wavelengths upon approach to the continuum limit. We identify a length of roughly 15.5 atomic distances as the threshold where the continuum limit applies and per-site variations are small. At smaller distances, the average-atom approach of Varvenne and co-workers [29] accurately captures the mean response of the solid. Our results are a first step towards building multi-scale Peierls–Nabarro type models for dislocations in high-entropy alloys, that require an accurate model for the elastic response of the crystalline material that encloses the dislocation. The next step is to derive a perturbative expansion around the mean-field results presented here that allows the efficient calculation of per-site surface stiffnesses.
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Appendix A. Hessian matrix within the embedded atom method

Below, we present the analytical solution for the Hessian matrix of the total potential energy in the EAM approximation. Greek superscripts refer to atom identifiers. For \( N \) consecutively numbered atoms \( \mu, \nu, \gamma, \delta \in [1,N] \). Lowercase roman subscripts refer to the components of a vector or tensor with respect to the three axes of a Cartesian coordinate system, i.e. \( i, j \in [1,2,3] \). \( x^{(\nu)}_i \) is the coordinate of atom \( \nu \) in direction \( i \). The \( i \)-component of the distance vector between atoms \( \nu \) and \( \mu \) is

\[
x^{(\nu \mu)}_i = x^{(\nu)}_i - x^{(\mu)}_i.
\]  

The absolute value of the distance vector is

\[
x^{(\nu \mu)} = \left( \left( x^{(\nu \mu)}_1 \right)^2 + \left( x^{(\nu \mu)}_2 \right)^2 + \left( x^{(\nu \mu)}_3 \right)^2 \right)^{1/2}.
\]

(A1)
Furthermore, we use the abbreviations
\[ \tilde{x}_i^{(\nu\mu)} \equiv \tilde{x}_i^{(\nu\mu)} \quad \text{and} \quad \tilde{x}_{ij}^{(\nu\mu)} \equiv \tilde{x}_i^{(\nu\mu)} \tilde{x}_j^{(\nu\mu)}. \] (A3)

The two symbols represent a normalized distance vector and the outer product of a normalized distance vector with itself, respectively. The expression for the Hessian involves the following derivatives of a pair distance vector and its absolute value:
\[ \frac{\partial x_i^{(\gamma\delta)}}{\partial x_j^{(\nu\mu)}} = \delta_{ij} \left( \delta_{\mu\delta} - \delta_{\gamma\nu} \right), \] (A5)
\[ \frac{\partial x_i^{(\gamma\delta)}}{\partial x_j^{(\nu\mu)}} = \tilde{x}_i^{(\gamma\delta)} \left( \delta_{\mu\delta} - \delta_{\gamma\nu} \right), \] (A6)

where \( \delta_{ij} \) is Kronecker’s delta, i.e. \( \delta_{ij} = 1 \) if \( i = j \) and \( \delta_{ij} = 0 \) otherwise.

In the EAM, the total potential energy \( V_{\text{int}} \) due to interaction between atoms is the sum of pair and embedding energy contributions [28],
\[ V_{\text{int}} = V_{\text{pair}} + V_{\text{embed}}. \] (A7)

The pair energy contribution is
\[ V_{\text{pair}} = \frac{1}{2} \sum_{\gamma} N \sum_{\delta \neq \gamma} \phi^{(\gamma\delta)} \left( x^{(\gamma\delta)} \right), \] (A8)

where \( \phi^{(\nu\mu)} \left( x^{(\gamma\delta)} \right) \) is the pair potential of atoms \( \mu \) and \( \nu \), evaluated at \( x^{(\gamma\delta)} \). For the sake of brevity, we use the abbreviation \( \phi^{(\gamma\delta)} \equiv \phi^{(\gamma\delta)} \left( x^{(\gamma\delta)} \right) \) in the following.

The embedding energy contribution is
\[ V_{\text{embed}} = \sum_{\gamma} U^{(\gamma)} \left( \rho^{(\gamma)} \right), \] (A9)

where \( U^{(\gamma)} \) is the embedding energy functional of atom \( \gamma \). \( \rho^{(\gamma)} \) is a functional of the total electron density at the site of \( \gamma \), which is computed as
\[ \rho^{(\gamma)} = \sum_{\delta \neq \gamma} g^{(\delta)} \left( x^{(\gamma\delta)} \right), \] (A10)

where \( g^{(\delta)} \left( x^{(\gamma\delta)} \right) \) is the electron density function of atom \( \delta \). For the sake of brevity, we write \( g^{(\gamma\delta)} \equiv g^{(\delta)} \left( x^{(\gamma\delta)} \right) \).

The Hessian matrix \( H \) is the \( 3N \times 3N \) matrix of second derivatives of \( V_{\text{int}} \) with respect to the coordinates of the atoms. The components of \( H \) are
\[ H_{(3(\nu-1)+i)(3(\mu-1)+j)} = \frac{\partial^2 V_{\text{int}}}{\partial x_i^{(\nu\mu)} \partial x_j^{(\nu\mu)}}. \] (A11)

We first write the gradient of \( V_{\text{int}} \). In the following, we use one and two dashes, respectively, to indicate the first and second derivatives of a function, e.g. \( g^{(\delta)}' \left( x^{(\gamma\delta)} \right) \equiv \frac{dg^{(\delta)}(x^{(\gamma\delta)})}{dx^{(\gamma\delta)}} \).
and \( g^{(\delta \delta)}(x^{(\delta \delta)}) \equiv \frac{d^2 g^{(\delta)}}{d x^{(\delta)}} / d x^{(\delta)} \). As before, we abbreviate the dependence on \( x^{(\delta \delta)} \) by writing \( g^{(\delta \delta \delta)} \equiv g^{(\delta)}(x^{(\delta \delta)}) \) and \( \phi^{(\delta \delta \delta)} \equiv \phi^{(\delta)}(x^{(\delta \delta)}) \), and likewise for the second derivative. With this notation, the expression for the gradient of \( \gamma^\text{int} \) becomes

\[
\frac{\partial \gamma^\text{int}}{\partial x_i^{(\nu)}} = \frac{\partial \gamma^\text{pair}}{\partial x_i^{(\nu)}} + \frac{\partial \gamma^\text{embed}}{\partial x_i^{(\nu)}} = -\sum_{\gamma \neq \nu} \left( \phi^\gamma x_i^{(\nu)} + U^\gamma x_i^{(\nu)} + U^{\gamma \gamma} x_i^{(\nu)} \right) \hat{x}_i^{(\nu)}.
\] (A12)

Like the gradient, the Hessian matrix can be split into contributions from \( \gamma^\text{pair} \) and \( \gamma^\text{embed} \).

\[
\frac{\partial^2 \gamma^\text{int}}{\partial x_i^{(\nu)} \partial x_j^{(\mu)}} = \frac{\partial^2 \gamma^\text{pair}}{\partial x_i^{(\nu)} \partial x_j^{(\mu)}} + \frac{\partial^2 \gamma^\text{embed}}{\partial x_i^{(\nu)} \partial x_j^{(\mu)}}.
\] (A13)

The pair contribution is

\[
\frac{\partial^2 \gamma^\text{pair}}{\partial x_i^{(\nu)} \partial x_j^{(\mu)}} = -\phi^{\mu \nu} x_i^{(\nu)} x_j^{(\mu)} + \frac{\phi^{\mu \nu}}{x^{(\mu)}} \left( \delta_{ij} - \hat{x}_i^{(\nu)} \hat{x}_j^{(\mu)} \right) + \delta_{ij} \sum_{\gamma \neq \nu \neq \mu} \phi^{\gamma \mu \nu} x_i^{(\nu)} x_j^{(\gamma)}
\] (A14)

The third and the fourth term are the sums of the first and second term, respectively, over the neighbors of \( \nu \). This expression is equal to the Hessian matrix for a pair potential, see reference [20].

The embedding contribution is the sum of eight terms,

\[
\frac{\partial^2 \gamma^\text{embed}}{\partial x_i^{(\nu)} \partial x_j^{(\mu)}} = \sum_{n=1}^{8} T_i^{(\nu \mu)}(x_j^{(\mu)}),
\] (A15)

where

\[
1 T_i^{(\nu \mu)} = \delta_{\mu \nu} U^{(\mu \mu)} \sum_{\gamma \neq \nu} N g^{(\gamma \nu)} x_i^{(\nu)} \sum_{\gamma \neq \nu} N g^{(\gamma \nu)} x_j^{(\gamma)},
\] (A16)

\[
2 T_i^{(\nu \mu)} = -U^{(\nu \mu \nu)} g^{(\nu \mu)} x_i^{(\nu)} \sum_{\gamma \neq \nu \neq \mu} N g^{(\gamma \nu)} x_j^{(\gamma)},
\] (A17)

\[
3 T_i^{(\nu \mu)} = U^{(\nu \mu \nu)} g^{(\nu \mu \nu)} x_i^{(\nu)} \sum_{\gamma \neq \nu \neq \mu} N g^{(\gamma \nu \nu)} x_j^{(\gamma)},
\] (A18)

\[
4 T_i^{(\nu \mu)} = -\left( U^{(\nu \mu \nu)} g^{(\nu \mu \nu)} + U^{(\nu \mu \nu)} g^{(\nu \mu \nu)} \right) \hat{x}_i^{(\nu \mu)},
\] (A19)

\[
5 T_i^{(\nu \mu)} = \delta_{\mu \nu} \sum_{\gamma \neq \nu \neq \mu} \left( U^{(\gamma \nu \nu)} g^{(\gamma \nu \nu)} + U^{(\gamma \nu \nu)} g^{(\gamma \nu \nu)} \right) \hat{x}_i^{(\nu \mu)},
\] (A20)
Table 1. mumps control parameters specified on the command line with -mat_mumps_icntl_<icntl>; see the mumps manual [41, 42] (version 5.4.1) for the meaning of the parameters.

| icntl | Value | icntl | Value |
|-------|-------|-------|-------|
| 6     | 0     | 7     | 7     |
| 9     | 1     | 10    | 0     |
| 11    | 0     | 14    | 60    |
| 20    | 0     | 21    | 0     |
| 22    | 0     | 24    | 1     |
| 28    | 2     | 29    | 1     |
| 30    | 0     | 35    | 0     |

\[ 6 T_{ij}^{(\nu \mu)} = -\frac{U^{(\nu \mu)} \delta_{ij}}{g^{(\nu \mu)} g^{(\nu \mu)'} x^{(\nu \mu)'} x^{(\nu \mu)}} + \left( \delta_{ij} - s^{(\nu \mu)}_{ij} \right), \tag{A21} \]

\[ 7 T_{ij}^{(\nu \mu)} = \delta_{ij} \sum_{\gamma \neq \nu}^{N} \frac{U^{(\gamma \nu)} g^{(\gamma \nu)'} g^{(\gamma \nu)'} x^{(\gamma \nu)'} x^{(\gamma \nu)}}{g^{(\nu \gamma)} g^{(\nu \gamma)'} x^{(\nu \gamma)'} x^{(\nu \gamma)}} \left( \delta_{ij} - s^{(\nu \gamma)}_{ij} \right), \tag{A22} \]

and

\[ 8 T_{ij}^{(\nu \mu)} = \sum_{\gamma \neq \mu, \gamma \neq \mu}^{N} \frac{U^{(\gamma \nu)} g^{(\gamma \nu)'} g^{(\gamma \nu)'} x^{(\gamma \nu)'} x^{(\gamma \nu)}}{g^{(\gamma \mu)} g^{(\gamma \mu)'} x^{(\gamma \mu)'} x^{(\gamma \mu)}}. \tag{A23} \]

Note that the terms remain the same when the index pairs \((i, \nu)\) and \((j, \mu)\) are interchanged, which is necessary for the Hessian to be symmetric. Terms \(5 T_{ij}^{(\nu \mu)}\) and \(7 T_{ij}^{(\nu \mu)}\) are the sums of terms \(4 T_{ij}^{(\nu \mu)}\) and \(6 T_{ij}^{(\nu \mu)}\), respectively, over the neighbors of atom \(\nu\). Terms \(1 T_{ij}^{(\nu \mu)}\) and \(2 T_{ij}^{(\nu \mu)}\) are zero if atoms \(\mu\) and \(\nu\) are not neighbors, i.e. if \(r_{\mu \nu} > r_{\text{cut}}\), where \(r_{\text{cut}}\) is the cutoff radius of the potential. Term \(8 T_{ij}^{(\nu \mu)}\) is the most complex term. In order to compute this term, one needs to determine the common neighbors of atoms \(\mu\) and \(\nu\), even if \(\mu\) and \(\nu\) are not neighbors themselves.

### Appendix B. Computational cost

We determined the computation time and memory consumption of the two most expensive tasks, construction and partial inversion of the Hessian matrix, as a function of problem size. To this end, we repeated the calculations of appendix G on a single node of the BwForCluster nemo computer cluster at the University of Freiburg. The node is equipped with two Intel Xeon E5-2630v4 (Broadwell) processors, corresponding to a total number of 20 cores, and has 256 GB of DDR4 working memory. The programs for construction and inversion of the Hessian matrix are executed through singularity [77] from a singularity container image. The corresponding containers can be downloaded from [49].

Below, we report the time for construction of the Hessian matrix, as measured using \texttt{time.time} from the Python (version 3.8.5) standard library. The reported values are the averages of three invocations of \texttt{calculate_hessian_matrix} (\texttt{matscipy} version 0.7.0 + 2.gffcaaed). In three separate invocations, we measured the peak memory allocation using \texttt{tracemalloc} from the Python standard library.
Figure 8. Scaling of time (a) and memory (b) required for Hessian matrix $H$ construction (black points) and selective inversion (red crosses); the two horizontal axes show, respectively, the number of free planes $N_p + 1$, and the number of rows and columns in the upper left block of $H$; the latter is the relevant problem size for selective inversion; the construction effort depends on the total number of atoms $N$; pairs of black points have the same value, because despite having a different number of free planes, the configurations had the same $N$; time and memory for construction scale approximately linearly with $N$; the memory required for inversion scales linearly with the upper left block size; however, the time for inversion scales approximately quadratically with this size.

We have not parallelized construction of the Hessian matrix, and do not exploit symmetry with respect to the main diagonal, hence the computation time could still be reduced. Here, we are concerned with scaling. We expect linear scaling with the number of atoms, because evaluation of the potential energy with EAM potentials and neighbor lists scales linearly.

We used PETSc version 3.16.0 with mumps version 5.4.1 for inversion, with the mumps control parameters listed in table 1. The reported time and memory are the total time and memory returned in the performance summary requested with `-log_view`. The time includes I/O time. Note that selected inversion using mumps in PETSc is not fully parallelized.

The results of the scaling test are shown in figure 8. The required (a) time and (b) memory are plotted as a function of the number of free planes $1 + N_p$. Recall that this number defines
Table 2. 0 K fcc lattice parameter and cubic elastic constants of pure Ni, FeNiCr equicomposition random alloy, and the corresponding average alloy, modeled using the EAM potential by Bonny et al [50].

|                | Pure Ni  | Random alloy | Average alloy |
|----------------|----------|--------------|---------------|
| \(a_0\) (Å)    | 3.51929  | 3.52137      | 3.52182       |
| \(C_{11}\) (GPa) | 246.93   | 243.39       | 246.61        |
| \(C_{12}\) (GPa) | 147.07   | 157.45       | 158.12        |
| \(C_{44}\) (GPa) | 125.03   | 134.99       | 138.53        |

the size of the upper left block of the Hessian matrix, which gets inverted. This block size is the relevant problem size for inversion. In case of Hessian matrix construction, the total number of atoms is the relevant size. It does not increase monotonously with \(1 + N_p\) due to the way the configurations including the fixed atoms are constructed. Pairs of configurations have the same total number of atoms and therefore approximately the same time and memory requirement for Hessian matrix construction. The time and memory required for Hessian matrix construction scale approximately linearly with the total number of atoms. The memory required for selective inversion also grows nearly linearly, but the required time grows approximately quadratically.

Appendix C. Lattice parameters and elastic constants

The 0 K fcc lattice parameter and cubic elastic constants of Ni, A-atom FeNiCr, and random FeNiCr are listed in table 2.

The properties of Ni and A-atom FeNiCr were calculated in the same way. In order to determine the 0 K fcc lattice parameter, we minimized the pressure of a fully periodic \(5 \times 5 \times 5\) unit cell fcc crystal as a function of lattice parameter. The residual pressure was less than \(1 \times 10^{-2}\) Pa in both cases. The elastic constants were computed by imposing \((1 \times 10^{-6})\) strains \(\varepsilon_{ij}\) on a \(5 \times 5 \times 5\) unit cell fcc crystal and measuring the stress response \(\sigma_{ij}\).

In the case of random FeNiCr, we prepared three \(30 \times 30 \times 30\) unit cell configurations with random site occupations. As before, we determined the 0 K lattice parameter by minimizing the pressure. However, the cell lengths along \(x_1, x_2,\) and \(x_3\) were adjusted independently, and so each calculation yields three values for the lattice parameter. The value listed in table 2 is the average over spatial directions and samples. In order to determine the elastic constants, we imposed simple shear strain \(\varepsilon_{12}\) and uni-axial normal strain \(\varepsilon_{22}\) on the samples and measured the stress response. In the case of uniaxial tension/compression, Hooke’s law yields

\[
\sigma_{22} = C_{22}\varepsilon_{22}, \quad (C1)
\]

\[
\sigma_{11} = C_{12}\varepsilon_{22}, \quad (C2)
\]

\[
\sigma_{33} = C_{23}\varepsilon_{22}, \quad (C3)
\]

where \(C_{12} = C_{23}\) for cubic materials. In the case of simple shear

\[
\sigma_{12} = C_{44}\varepsilon_{12}. \quad (C4)
\]

We applied positive and negative shear, as well as tension and compression, with absolute values in the range \(1 \times 10^{-9}\) to \(1 \times 10^{-4}\).
Figure 9. Normal components of the {100} surface stiffness of FeCuNi, along the path $\Gamma-X-M-\Gamma$ through the first quadrant of the surface Brillouin zone (see figure 4); the stiffness of the average alloy is close to the effective mean stiffness of the true random alloy according to equation (15); turquoise areas indicate the range between the 10th and 90th percentile of the distribution of site stiffnesses.

Appendix D. FeCuNi

We calculated the {100} surface stiffness of equicomposition FeCuNi, using the interatomic potential by Bonny et al [54]. We used the same system size as in the main text, but considered only a single realization of the true random alloy. The calculated normal components of $\Phi_s$ are shown in figure 9. The results are similar to those of FeNiCr, see figure 6. Average and random alloy data are close along the whole path. Out of the three normal components, $\Phi_{s,22}$ exhibits the largest relative difference. At a wavelength of $q_1 a = 0.61$, close to $\Gamma$ on the $\Gamma-X$ path, the average alloy overestimates the harmonic mean stiffness of the true random alloy by 17% (1.3 GPa Å$^{-1}$). The anisotropic continuum solution was calculated using the mean lattice parameter ($a_0 = 3.548$ Å) and elastic constants ($C_{11} = 164$ GPa, $C_{12} = 133$ GPa, $C_{11} = 94$ GPa) of the random alloy. As before, the continuum solution converges to the atomistic solution at $\Gamma$, but significantly underestimates $\Phi_{s,11}$ and $\Phi_{s,22}$ at short wavelengths. The discrepancy between continuum and atomistics is again smallest in the $\Phi_{s,33}$ component. Compared to FeNiCr, the FeCuNi random alloy exhibits larger fluctuations. At some wavevectors, the 10th percentile even becomes negative. Moreover, the percentiles vary less smoothly. In figure 9(a) the 10th and 90th percentile have some local extrema between $X$ and $M$.

Appendix E. {1 1 0} surface

We calculated the {1 1 0} surface stiffness of FeNiCr. The $x_1$-, $x_2$-, and $x_3$-directions of the cell were parallel to the crystal directions [1 0 0], [0 1 1], and [0 1 1]. Accordingly, the lattice spacing was $a_0$ along the $x_1$-direction, and $a = a_0/\sqrt{2}$ along the $x_2$-direction. There were 31 and 44 atoms along the $x_1$- and $x_2$-edges, resulting in an approximately square surface with side length 109 Å. The height $h$ was also approximately 109 Å.

Due to the unequal grid spacing in the $x_1$- and $x_2$-directions, the Brillouin zone is not quadratic, but rectangular. The wavevectors in the reciprocal $x_1$-direction are given by equation (13), with $N_e = 31$, and $a$ replaced by $a_0$.

Figure 10 shows the normal components of $\Phi_s$ along the path $\Gamma-X-M$. We omitted the diagonal $\Gamma-M$, because drawing it would require interpolation between values of slightly off-diagonal points. In contrast to the calculation described in the main text, we considered only a single realization of the random alloy. Nevertheless, the results are similar to the {100} case. Most importantly, stiffness values of the average alloy are close to the corresponding
Figure 10. Normal components of the \{110\} surface stiffness of average-alloy and true random FeNiCr, along the path \(\bar{\Gamma} - \bar{X} - \bar{M}\) through the surface Brillouin zone; in contrast to the \{100\} surface, the \{110\} Brillouin zone is not orthogonal, because the lattice constant along the \(x_1\)-direction is larger than the one along the \(x_2\)-direction; the anisotropic continuum solution (red) was calculated using the mean lattice constant and the elastic constants of the true random alloy; similar to the \{100\} surface, the average alloy (black dots) gives a better approximation of the harmonic mean stiffness of the random alloy (blue crosses) than the continuum solution; shaded areas: region between the 10th and the 90th percentile of the 1364 site stiffnesses of the random alloy.

harmonic mean stiffness of the random alloy. In the case of \(\Phi_{s,22}\) and \(\Phi_{s,33}\), the error relative to the random alloy data does not exceed 5%. Larger errors are seen in the case of \(\Phi_{s,11}\), which, however, is also small compared to the other normal components. The largest error is 42 % (10 GPa Å\(^{-1}\)), on the path \(\bar{\Gamma} - \bar{X}\) next to \(\bar{X}\). Again, the continuum solution deviates significantly from the atomistic data already at much longer wavelengths. Finally, notice that the \{110\} is more compliant compared to the \{100\} surface, and that fluctuations in the random alloy are smaller.

Appendix F. Surface Green’s function for an anisotropic elastic continuum of finite thickness

No closed form solution for the surface Green’s function of the anisotropic elastic continuum exists. We here compute this Green’s function semi-analytically. Starting from the definition of the (small-strain) strain tensor

\[
\varepsilon_{ij} = \frac{1}{2} \left( \partial_i u_j + \partial_j u_i \right),
\]

where \(\vec{u}(x_1, x_2, x_3)\) is the displacement field, we obtain the stress tensor as

\[
\sigma_{ij} = C_{ijkl} \varepsilon_{kl} = \frac{1}{2} C_{ijkl} (\partial_k u_l + \partial_l u_k) = C_{ijkl} \partial_k u_l.
\]

\(C_{ijkl}\) is the fourth-order tensor of elastic constants with at most 27 independent components. Note that \(\partial_i\) indicates the partial derivative in direction \(i\) and Einstein summation convention applies to all latin indices in this paper. The usual symmetry relationships

\[
C_{ijkl} = C_{jikl}, \quad C_{ijkl} = C_{ijlk} \quad \text{and} \quad C_{ijkl} = C_{klji}
\]

have been used to obtain the last equality in equation (F2). Elastostatic equilibrium dictates \(\partial_i \sigma_{ij} = 0\). Inserting equation (F2) into this expression yield the generalization of the
Navier–Lamé equations,

\[ \partial_j (C_{ijkl} \partial_k u_l) = C_{ijkl} \partial_j \partial_k u_l = 0, \quad (F4) \]

where we have assumed that \( C_{ijkl} \) does not depend on position, i.e. we are dealing with a homogeneous half-space.

We now search for a solution of the displacements \( \vec{u}_s(x_1, x_2) \) within the plane of a surface subject to the traction boundary conditions \( P(x_1, x_2), Q_1(x_1, x_2) \) and \( Q_2(x_1, x_2) \). With \( \vec{Q} = (Q_1, Q_2, P) \), the displacements are given by \( \vec{u}_s(x_1, x_2) = \int \text{d}x_1' \text{d}x_2' \vec{G}_s(x_1 - x_1', x_2 - x_2') \). It is usually convenient to state the Fourier transform of this expression, \( \vec{u}_s(\vec{q}) = \vec{G}_s(\vec{q}) \cdot \vec{Q}(\vec{q}) \) where \( \vec{q} = (q_1, q_2) \) is the wavevector within the plane of the surface. \( \vec{G}_s \) is the surface Green’s function.

Note that equation (F4) is a set of three linear partial differential equations for the three components of the displacement field \( \vec{u}(x_1, x_2, x_3) \) throughout the body. We are only interested in \( \vec{u}_s(x_1, x_2) = \vec{u}(x_1, x_2, 0) \). We can write equation (F4) as [78]

\[ M_d u_l = 0, \quad (F5) \]

with the linear operator

\[ M_d = C_{ijkl} \partial_j \partial_k, \quad (F6) \]

Because of equation (F3), the operator \( M \) is symmetric, \( M_d = M_d^\top \). In order to obtain the surface Green’s function, we need to impose the traction boundary conditions \( P, Q_1 \) and \( Q_2 \). At the surface \((x_3 = 0)\), the stress tensor fulfills

\[
\begin{align*}
\sigma_{33}(x_1, x_2, x_3 = 0) &= P(x_1, x_2), \\
\sigma_{13}(x_1, x_2, x_3 = 0) &= Q_1(x_1, x_2) \quad \text{and} \\
\sigma_{23}(x_1, x_2, x_3 = 0) &= Q_2(x_1, x_2).
\end{align*}
\quad (F7)
\]

To solve equation (F5) numerically under the boundary conditions given by equation (F7), we need to transform equation (F6) into an algebraic equation. Because we are interested in the solution for a plane interface, we have translational invariance in the \( x_1–x_2 \) plane. The Fourier transform of equation (F6) in this plane is given by

\[
M_d = -C_{111} q_1^2 - C_{222} q_2^2 - (C_{121} + C_{212}) q_1 q_2 \\
+ [i(C_{131} + C_{311}) q_1 + i(C_{231} + C_{321}) q_2] \partial_3 + C_{333} \partial_3^2,
\quad (F8)
\]

where \( q_1 \) and \( q_2 \) are the wavevectors in this plane. Any nontrivial solution to the homogeneous equation equation (F5) must fulfill \( \det M = 0 \). This fixes the admissible values of the eigenvalue \( iq_3 \) of the operator \( \partial_3 \). Since \( \det M \) is a sixth-order even polynomial in \( iq_3 \), for each \( q_1, q_2 \), we obtain six values for \( iq_3^{(\alpha)} \) that occur in symmetric pairs.

For six eigenvalues \( q_1^{(\alpha)} \) the displacement field is given by a superposition of the basis functions \( \vec{q}_1^{(\alpha)} \cdot \vec{e}_{3(\alpha)} \), where \( \vec{q}_1^{(\alpha)} \) is the solution of \( M \cdot \vec{q}_1^{(\alpha)} \vec{e}_{3(\alpha)} = 0 \). It is straightforward solve for both \( q_1^{(\alpha)} \) and \( \vec{q}_1^{(\alpha)} \) numerically. The general displacement field is then given by

\[
\vec{u} = \sum_{\alpha} c_{\alpha} \vec{q}_1^{(\alpha)} \vec{e}_{3(\alpha)} x_3 = U(q_1, q_2, x_3) \cdot \vec{c}
\quad (F9)
\]
with generally $\bar{c} = (c_1, c_2, c_3, c_4, c_5, c_6)$ and $U_{\alpha \beta}(q_1, q_2, x_3) = \eta_{\beta}^{(\alpha)} e^{i q_3^{(\alpha)} x_3}$ where $\eta_{\beta}^{(\alpha)}$ and $q_3^{(\alpha)}$ depend implicitly on $q_1$ and $q_2$. The constants $c_\alpha$ are now obtained from the displacement or traction boundary conditions on both top and bottom of the half-space.

For an infinite half-space, all $c_\alpha$ for $3q_3^{(\alpha)} < 0$ must vanish because the solution diverges as $q_3 \to \infty$. This leaves us with three relevant basis functions, that we label (without loss of generality) by $\alpha = 1, 2, 3$ (and hence $c_4 = c_5 = c_6 = 0$). The traction boundary condition, equation (F7), becomes

$$Q_1(q_1, q_2) = i C_{13}\eta_{3}^{(1)} c_1$$

$$Q_2(q_1, q_2) = i C_{23}\eta_{3}^{(2)} c_2$$

$$P(q_1, q_2) = i C_{33}\eta_{3}^{(3)} c_3$$

or in matrix notation

$$\bar{Q}(q_1, q_2) = F(q_1, q_2) \cdot \bar{c}$$

with $F_{\alpha}(q_1, q_2) = i C_{3\alpha}\eta_{3}^{(\alpha)}$ and $q_3^{(\alpha)} \equiv q_1$ and $q_3^{(\alpha)} \equiv q_2$. Combining equations (F9) and (F13) gives $G_{\alpha}(q_1, q_2) = U(q_1, q_2, 0) \cdot F^{-1}(q_1, q_2)$ or $F_{\alpha} = G_{\alpha}^{-1} = F \cdot U^{-1}$.

For a finite half-space, we need to keep all six basis functions $\alpha \in [1 \ldots 6]$ and require in addition a boundary condition at the bottom of the substrate. We here only discuss fixed displacement of all displacement or traction at the bottom of the substrate. In addition to equations (F10) to (F12), the displacement boundary condition leads to the additional equations

$$\sum_{\alpha} c_\alpha \phi_{\alpha}(y) e^{i q_3^{(\alpha)} h} \equiv u_{\alpha, b}$$

for $j = 1, 2, 3$. Here $u_{\alpha}$ are the displacements at the bottom of the substrate. In dyadic notation this becomes

$$\tilde{\varphi}(q_1, q_2) = F_{\alpha}(q_1, q_2) \cdot \bar{c},$$

where $\varphi$ contains forces at the top and displacements at the bottom of the substrate. $F_{\alpha}$ is a $6 \times 6$ matrix. The Green’s function is then given by the first three columns of $U \cdot F_{\alpha}^{-1}$.

Note that for the (special) isotropic case where $C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + 2\mu \delta_{il} \delta_{jk}$ with Lamé constants $\lambda$ and $\mu$, the solution of $\det M = 0$ is degenerate, $iq_3 = \pm \sqrt{q_1^2 + q_2^2}$, and the above analysis does not apply. The displacement field is then given by superposition of the basis functions $e^{i q_3^{(1)} x_3}, x_3 e^{i q_3^{(1)} x_3}, x_3^2 e^{i q_3^{(1)} x_3}, x_3 e^{i q_3^{(2)} x_3}$, and $x_3^2 e^{i q_3^{(2)} x_3}$.

The close-form solution for the infinite half-space in this limit is described in reference [10]. It yields the surface Green’s function

$$\mu G_{\alpha}(q) = \begin{pmatrix}
\frac{1}{q} - \frac{\nu q_1^2}{q^3} & \frac{\nu q_1 q_2}{q^3} & i(1 - 2\nu) q_1
\frac{1}{q} - \frac{\nu q_1 q_2}{q^3} & -\frac{\nu q_1^2}{q^3} & i(1 - 2\nu) q_2
-i\frac{(1 - 2\nu) q_1}{2q^2} & -i\frac{(1 - 2\nu) q_2}{2q^2} & \frac{1 - \nu}{q}
\end{pmatrix}$$

(F16)
with Poisson number $\nu = \lambda/[2(\lambda + \mu)]$. Inverse Fourier transform of equation (F16) leads to the well-known potential functions of Johnson [3].

**Appendix G. Effect of sample thickness**

Our samples consisted of one surface layer and $N_p$ subsurface layers. In the simulations reported in the main text $N_p = 44$. To see the effect of $N_p$, we repeated the calculation for random FeNiCr with $N_p = 1, 2, \ldots, 44$. Figure 11 shows the components of the harmonic mean stiffness $\Phi_s$ along the paths $\Gamma-X-M-\Gamma$ and $\Gamma-X'-M'-\Gamma$ through the Brillouin zone, like in figure 6 in the main text.

In the short-wavelength region, near $\bar{X}$ and $\bar{M}$, the mean values converge as $N_p$ increases. $N_p = 3-4$ is already sufficient to obtain curves that are almost indistinguishable from the curves for $N_p = 44$ on the scale of figures 11(a)–(f). This is expected, because the stiffness in the short-wavelength region is controlled by short-range interactions, and these do not change much beyond a minimum $N_p$. The data in the long-wavelength region, on the other hand, do not converge. This is expected based on the continuum solution. For example, $\lim_{\vec{q} \to 0} \Re \Phi_s,11 = C_{44}/h$, which depends explicitly on the sample thickness $h \propto N_p$. Figures 11(a) and (g) show that $\Re \Phi_s,11$ indeed decreases with $N_p$. 

![Figure 11. Harmonic mean stiffness of random FeNiCr for different values of the number of subsurface layers $N_p$; the upper two rows show the real parts of $\Phi_{s,11}, \Phi_{s,22}, \Phi_{s,33}$ and $\Phi_{s,12}$, as well as the imaginary parts of $\Phi_{s,13}$ and $\Phi_{s,23}$ along the path $\Gamma-\bar{X}-\bar{M}-\Gamma$ through the first quadrant of the surface Brillouin zone; the lower row shows the values of $\Phi_{s,11}, \Phi_{s,22}$ and $\Phi_{s,12}$ along the path $\bar{\Gamma}-\bar{X'}-\bar{M'}-\bar{\Gamma}$ through the long wavelength region.](image-url)
Figure 12. Difference between the 90th and 10th percentile of site stiffnesses $\Phi_s^{(\nu)}$ along the Brillouin zone diagonal $\bar{\Gamma} - \bar{M}$ for different values of the number of subsurface planes $N_p$; (a) component $\Phi_s^{(\nu)}$, (b) component $\Phi_s^{(\nu)}$, at large $N_p$ the difference converges to zero in the long-wavelength limit, at $\bar{\Gamma}$; differences between the curves for $N_p \gg 5$ grow as one moves towards the corner point $\bar{M}$, which represents the short-wavelength limit.

Additionally, we examined convergence of the dispersion of site stiffnesses $\Phi_s^{(\nu)}(q_1, q_2)$. For each sample, we computed the difference between the 10th and the 90th percentile of $\Phi_s^{(\nu)}(q_1, q_2)$.

$$\Delta p[\Phi_s^{(\nu)}, ij] = p_{90}[\Phi_s^{(\nu)}, ij] - p_{10}[\Phi_s^{(\nu)}, ij].$$

In contrast to the simulations reported in the main text, the statistics were computed using only $N^2_s = 961$ site data, since we prepared only one sample per value of $N_p$. In figure 12, we show the components $\Delta p[\Phi_s^{(\nu)}, 11]$ and $\Delta p[\Phi_s^{(\nu)}, 33]$ along the Brillouin zone diagonal $\bar{\Gamma} - \bar{M}$.

With increasing $N_p$, the curves converge to zero at $\bar{\Gamma}$. This is expected, because $\bar{\Gamma}$ corresponds to the limit of displacements with infinite wavelength, where the effect of fluctuations is averaged out. The smallest systems have nonzero dispersion at $\bar{\Gamma}$, with particularly large values in the case of $\Phi_s^{(\nu)}$. Differences between the curves grow as one moves towards the corner point $\bar{M}$, which represents the short-wavelength limit. However, the scatter is small relative to the absolute value of $\Delta p[\Phi_s^{(\nu)}, ij]$. Some variation is also expected due to the finite sample size.
We conclude that for $N_p \gg 5$, measurements with different $N_p$ yield similar dispersions at all wavelengths, and so our choice of $N_p = 44$ is acceptable.
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