Supplementary Material A

Prediction Error Learning Model

For comparison with the learning window model, we used a generalized form of prediction error learning algorithm as shown in Equation A1, as exemplified in past research (Bush & Mosteller, 1953; McClelland and Rumelhart, 1985; Rescorla and Wagner, 1972; Sutton and Barto, 1981; Widrow and Hoff, 1960; Williams, 1992). Predictions are based on the expected value $EV$ of the outcome on a given trial $t$, which is updated for the next trial $t+1$ according to equation A1.

$$EV_{t+1} = EV_t + L(O_t - EV_t)$$  \hspace{1cm} (A1)

Here, $L$ is a learning rate parameter ($0 < L < 1$) that determines how the expected value will change with each new learning episode. Prediction error in the model $(O_t - EV_t)$ is captured by the discrepancy between $O_t$, the observed outcome (usually, $O_t = 1$ if outcome present and $O_t = 0$ if outcome absent) and $EV_t$, the outcome prediction based on prior learning. Equation A1 is typical of the operations of other prediction error models within the constraints of a task in which the same predictive cues are presented on each and every trial.

The speed of learning, as determined by the learning rate $L$, will affect how quickly associative strength approaches the long-term average when learning about a new set of environmental predictors is in its infancy or when the probability of the outcome changes. But fast learning does not improve the model’s ability to settle around a long-term average. In fact, in certain respects, a slower rate of learning may be optimal for tracking a relatively stable base-rate. Provided the learner has experienced sufficient episodes to approximate the probability of the event occurring in the future, it is undesirable to quickly adjust one’s predictions when
chance would dictate that an outcome is experienced more frequently or less frequently than the long-term average for a short run of trials.

**Accumulative Learning and Decay Model**

The prediction error algorithm described above models changes in associative value that are assumed to be stable in the long term; once learned, they are not forgotten unless new experiences interfere with them. Information acquired about the likelihood of the outcome on trial \( t \) can be lost, but only by virtue of it being over-written by new information from trials \( t+1 \), \( t+2 \) and so forth. An alternative approach, one with clear parallels in terms of its simple predictions, is to assume that learning about outcomes is not limited by prediction error, but instead decays over time as a process of time-dependent “forgetting”, is used in existing literature (Erev, 1998; Yechiam and Busemeyer, 2005; Yechiam and Ert, 2007). In this sense, information acquired about the likelihood of the outcome on trial \( N \) is necessarily lost at an incremental rate on trials \( t+1 \), \( t+2 \), etc. One can model a decay function of this sort using the following equation:

\[
EV_{t+1} = (1 - D).EV_t + O_t \tag{A2}
\]

Here, \( D \) represents a decay rate such that \( 0 < D < 1 \). In Equation A2, only a proportion of previously learned associations, captured by \((1 - D)\), is retained, overlaid by a new memory of the learning episode on the current trial.

Cumulative decay algorithms of the sort shown in Equation A2 assume that learning consists of tallying up experienced outcomes, but gradually “forgetting” those outcomes over time. According to this decay rule, fast forgetting leads to fast information loss for reasons that are reasonably intuitive. Therefore it is perhaps not surprising that when the model has a high value for \( D \), predictions are more strongly based on what has just occurred. More generally, and
like the prediction error model, the decay rule displays a recency bias and the strength of this bias depends on the rate of decay.
Supplementary Material B: Discrete Predictions and their Relationship to Past Trials

Many of the types of tasks for which formal models of learning are most useful involve learning about and predicting the occurrence of multiple outcomes, or choosing among multiple possible actions. Learning rules can easily be generalised to such situations but require a further formal step to convert expected values into discrete predictions or choices that vary probabilistically across trials. In this context, discrete choices are often simulated using the softmax function (see Luce, 1959), which converts expected values for a number of behavioural options into choice probabilities.

\[ P[C_j] = \frac{e^{k \cdot EV_j}}{\sum_1^{N(j)} e^{k \cdot EV_j}} \]  

(B1)

The softmax function shown here in equation B1 calculates the probability of choosing each option from a set of \( j \) choices (the probabilities of all choices summing to 1). The probability of each choice is determined by its expected value and by an inverse temperature parameter \( k \). Higher values of \( k \) lead to more consistent choice of the option with the highest \( EV \), whereas with lower values of \( k \), the choice probabilities become increasingly similar. For the simulation of the Budhani et al., (2006) experiment, the softmax function was used with \( k = 10 \).
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