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Abstract—As a parametric polynomial curve family, Bézier curves are widely used in safe and smooth motion design of intelligent robotic systems from flying drones to autonomous vehicles to robotic manipulators. In such motion planning settings, the critical features of high-order Bézier curves such as curve length, distance-to-collision, maximum curvature/velocity/acceleration are either numerically computed at a high computational cost or inexactly approximated by discrete samples. To address these issues, in this article we present a novel computationally efficient approach for adaptive approximation of high-order Bézier curves by multiple low-order Bézier segments at any desired level of accuracy that is specified in terms of a Bézier metric. Accordingly, we introduce a new Bézier degree reduction method, called parameterwise matching reduction, which approximates Bézier curves more accurately compared to the standard least squares and Taylor reduction methods. We also propose a new Bézier metric, called the maximum control-point distance, that can be computed analytically, has a strong equivalence relation with other existing Bézier metrics, and defines a geometric relative bound between Bézier curves. We provide extensive numerical evidence to demonstrate the effectiveness of our proposed Bézier approximation approach. As a rule of thumb, based on the degree-one matching reduction error, we conclude that an $n$th-order Bézier curve can be accurately approximated by $3(n - 1)$ quadratic and $6(n - 1)$ linear Bézier segments, which is fundamental for Bézier discretization.
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I. INTRODUCTION

SAFE and smooth motion planning is essential for many autonomous robots. As a parametric smooth motion representation, polynomial curves find significant applications in safe robot motion design from flying drones [1]–[5] to autonomous vehicles [6]–[9] to robotic manipulators [10]–[13]. Polynomials expressed in different (e.g., monomial, Taylor, and Bernstein) bases offer different useful functional and geometric properties for computationally efficient motion planning. While the monomial (a.k.a. power) basis yields quadratic trajectory optimization objectives [1], polynomial Bézier curves in Bernstein basis have useful convexity and interpolation properties [4]: a Bézier curve is contained in the convex hull of its control points (i.e., parameters), and it smoothly interpolates between the first and last control point. A well known challenge of motion planning with polynomial and so Bézier curves is that the computational complexity increases with increasing curve degree [6]. Because critical curve features such as curve length, distance-to-collision, and maximum curvature/velocity/acceleration can be analytically determined only for low-order (e.g., linear and quadratic) polynomial curves and are numerically computed or inexactly approximated using discrete samples for higher order polynomials, as summarized in Table I.

In this article, we propose a new computationally efficient approach for adaptive approximation of high-order Bézier curves by multiple low-order Bézier segments at any desired level of accuracy specified in terms of a Bézier metric, as illustrated in Fig. 1. Our approach is based on an unexplored functional property of Bézier curves in motion planning: distance between Bézier curves can be measured analytically in terms of control points. Accordingly, we introduce a new analytic Bézier metric, called the maximum control-point distance, which can be used to geometrically bound Bézier curves with respect to each other, and defines tight upper bounds on other existing Bézier metrics. We also propose a new Bézier degree reduction method, called parameterwise matching reduction, which allows preserving certain curve points (e.g., end points) while performing degree reduction. Based on the degree-one parameterwise matching reduction error, we conclude that an $n$th-order Bézier curve can be accurately approximated by $3(n - 1)$ quadratic and $6(n - 1)$ linear Bézier segments, which is a fundamental rule of thumb for Bézier discretization. In numerical simulations, we demonstrate the effectiveness of approximating high-order Bézier curves by linear and quadratic Bézier segments for fast and accurate computation of common curve features used in motion planning.

A. Motivation and Related Literature

Autonomous robots and people interacting with them enjoy smooth motion in practice: jerky robot motion does not only
cause mechanical and electrical failures and malfunctions, but also causes discomfort for the user. Most existing smooth motion planning methods follow a two-step approach: first find a piecewise linear path for a simplified version of the system to achieve a simplified version of a given task; and then perform path smoothing as postprocessing to satisfy the actual task and system requirements [14]. The first step, piecewise linear motion planning, is well established with many computationally effective (search- and sampling-based) planning algorithms for the fully actuated kinematic robot model [15]. The second step, path smoothing that aims to convert a piecewise linear reference plan into a smooth dynamically feasible trajectory satisfying both system and task constraints, is an active research topic, especially for real-time operation requirements. Due to their compact parametric form and functional properties, polynomial curves have recently received significant attention with promising potentials for computationally efficient path smoothing, especially for differential flat systems [16] such as cars [7], [8], quadrotors [1]–[3], and fixed-wing aircrafts [17], to name a few, whose control inputs can be expressed as a function of flat system outputs (represented by polynomials) and their derivatives. For example, while polynomials of degree 3–5 are often used for autonomous vehicles, polynomials of degree 5–10 are required for quadrotors. The major reason for the use of relatively low-order polynomials in practice is that the computational cost of planning with polynomials increases with increasing degree of polynomials [6], [14]. Our proposed approach enables handling high-order polynomials efficiently by approximating them with multiple low-order polynomial segments.

Convex optimization plays a key role in polynomial path smoothing. In polynomial trajectory optimization, the standard optimization objectives of total squared velocity, acceleration, jerk, and snap (i.e., the first, second, third, and fourth time derivatives of the position) of a robotic system can be written as a quadratic objective function of polynomial parameters [1], [17]. In order to take the full advantage of quadratic programming, the system and task constraints are often represented as linear or quadratic inequalities. For example, a piecewise linear reference plan can be used to construct a convex safe corridor around the reference plan to represent planning constraints as a collection of convex polytopes [18] or spheres [3]. Accordingly, polynomial trajectory optimization is often formulated as a quadratic optimization problem, for example, by simply using a polynomial discretization [1], [2], [13]. This naturally raises a question about polynomial discretization: how many sample points along a polynomial are needed for an accurate representation of planning constraints. The existing methods use either manual or heuristic approaches to add extra samples if polynomial discretization fails [1], [2]. In this sense, our results offer a systematic solution for determining a proper discretization of polynomials to model planning constraints at any desired level of accuracy.

In polynomial trajectory optimization, the convexity property of Bézier curves makes them an attractive choice for handling convex system constraints within quadratic programming. Since Bézier curves are contained in the convex hull of their control points, trajectory optimization constraints are often enforced by constraining Bézier control points inside convex constraint sets [4], [19], [20]. This approach is effectively applied for smooth trajectory generation with Bézier curves over safe corridors [18] in various application settings; for example, for drone navigation in unknown environments [4], [5], autonomous driving [7], [20], [21], multirobot coordination [19], [22], and perception-aware navigation [23]. Although it performs reasonably well for low-order Bézier curves in practice, this simple but conservative approach is suboptimal for high-order Bézier curves since the convex hull of Bézier control points significantly overestimates the smallest convex region containing the actual curve, especially for higher order polynomials. On the other hand, exact and fast continuous constraint verification with polynomial curves is possible based on the separation of polynomial extremes [24], the sign change of polynomials [25], and their root existence test based on Sturm’s theorem [26], but these methods result in highly complex nonlinear optimization constraints. Our approach for approximating high-order Bézier curves by low-order Bézier segments allows one to use the convexity of low-order Bézier curves in high-order polynomial trajectory optimization in a less conservative way.

Another appealing feature of Bézier curves for smooth robot motion design is that they smoothly interpolate between the first and last control points. This interpolation property is often leveraged for motion planning of nonholonomic systems with boundary conditions; for example, for waypoint smoothing [9], [27], [28] and smooth steering control [29], [30] in autonomous driving [31], [32], and path smoothing in sampling-based motion planning [11], [33]–[35]. Continuous curvature path smoothing with curvature constraints is applied for increasing passenger comfort while ensuring dynamical feasibility in autonomous vehicles for smooth lane change [36] and urban driving [8], [37]–[39]. Although path smoothing with curvature constraints can be performed analytically for low-order Bézier curves [40], the maximum curvature is numerically computed for high-order Bézier curves [21]. Thus, one can use our adaptive Bézier approximation approach to take the analytic advantages of low-order Béziers in path smoothing with high-order Béziers.

As a smooth motion primitive, polynomial curves are also used in search-based and sampling-based smooth motion planning of nonholonomic systems [41], [42] and robotic manipulators [13], [34], [42] as well as their reinforcement learning [12].
A challenge of planning with polynomial motion primitives is finding an informative and computationally efficient local metric for measuring the connectivity and travel cost. A natural travel cost measure is the arc length of polynomials, which can be analytically determined only for linear and quadratic polynomials. Using the proposed Bézier approximation method, one can accurately and efficiently measure the arc length of high-order polynomial curves by dividing them into multiple low-order polynomial segments.

Bézier curves are widely used in computer graphics and computer aided design (CAD) for efficiently representing complex shapes with few parameters in order to reduce the space complexity [43], [44]. Handling complex shapes with minimal space complexity often requires optimal reduction of Bézier curves based on different metrics [45]–[47]. This motivates many alternative approaches for degree reduction of Bézier curves [48] and their approximate conversions [49] (with end point constraints [50]). This article brings such CAD tools to the motion planning literature for reducing the time complexity, with important additions which, we believe, also contribute back to the CAD literature. Finally, smooth polynomial curves also find applications in smooth functional regression of noisy sample data [51], and our adaptive Bézier degree reduction and splitting approach can be applied for computationally efficient local smooth polynomial regression.

B. Contributions and Organization of the Article

In this article, we present a novel systematic approach for adaptive discretization and approximation of high-order Bézier curves by multiple low-order Bézier curves for computationally efficient smooth motion planning with high-order polynomials. In summary, our main contributions are:

1) a new Bézier metric, called the maximum control-point distance, that defines an analytic tight upper bound on existing standard Bézier metrics such as the Hausdorff, parametrically maximum, and Frobenius-norm distances of Bézier polynomials, and enables bounding Bézier curves geometrically with respect to each other;

2) a new Bézier degree reduction method, called parameterwise matching reduction, that approximates a Bézier curve by a single lower-order Bézier curve more accurately (e.g., by preserving end points) compared to the standard least squares and Taylor reductions;

3) a new adaptive Bézier degree reduction and splitting approach for approximating a high-order Bézier curve by multiple low-order Bézier segments at any desired level of accuracy that is specified in terms of a Bézier metric;

4) a new rule of thumb for accurately approximating high-order Bézier curves with a fixed finite collection of linear and quadratic Bézier curves.

With extensive numerical simulations, we demonstrate the effectiveness of the newly proposed methods. At a more conceptual level, this article for the first time introduces the use of Bézier metrics and degree reduction methods for local low-order approximation of high-order Bézier curves in order to enable computationally efficient smooth motion planning. To our knowledge, important curve properties (see Table I) used in polynomial trajectory planning and optimization are often determined using manually selected piecewise linear approximations based on trial-and-error and expert knowledge. Our results mitigate this issue and offer new advanced tools that allow automated adaptive approximation of polynomial curves with linear, quadratic, or higher order Bézier segments.

The rest of the article is organized as follows. In Section II, we provide a background overview of Bézier curves, and the matrix representation, basis transformation and reparametrization of polynomial curves. In Section III, we describe how to measure the distance between Bézier curves and introduce a new Bézier metric. In Section IV, we present how to (approximately) represent a Bézier curve with more or fewer control points via degree elevation and reduction operations, and introduce a new degree reduction method. In Section V, we describe how to approximate high-order Bézier curves by low-order Bézier curves at any desired accuracy level, and present a rule of thumb for accurate Bézier approximations. In Section VI, we present numerical results to demonstrate the role of polynomial degree and the number of Bézier segments on approximation accuracy. In Section VII, we conclude with a summary of our research highlights and future directions.

II. BÉZIER CURVES

In this section, we first briefly introduce Bézier curves and their important properties, and then continue with the matrix representation, basis transformation, and affine reparameterization of polynomial Bézier, monomial, and Taylor curves.

A. Characteristic Properties of Bézier Curves

Definition 1 (Bézier Curve): In a $d$-dimensional Euclidean space $\mathbb{R}^d$, a Bézier curve $B_{p_0,...,p_n}(t)$ of degree $n \in \mathbb{N}$, associated with control points $p_0, \ldots, p_n \in \mathbb{R}^d$, is a parametric polynomial curve defined for $0 \leq t \leq 1$ as

$$B_{p_0,...,p_n}(t) := \sum_{i=0}^{n} b_{i,n}(t)p_i$$

(1)

where $b_{i,n}(t)$ denotes the $i$th Bernstein basis polynomial of degree $n$ that is defined for $i = 0, 1, \ldots, n$ as

$$b_{i,n}(t) := \binom{n}{i} t^i (1-t)^{n-i}$$

(2)

Key characteristics of Bézier and Bernstein polynomials are their recursion, derivative, and convexity properties [43], [44].

Property 1 (Recursion): A Bézier curve can be recursively determined as a convex combination of two Bézier curves of one degree lower as

$$B_{p_0,p_1,...,p_n}(t) = (1-t)B_{p_0,...,p_{n-1}}(t) + tB_{p_1,...,p_n}(t)$$

(3)

with the base case $B_{p_0}(t) = p_0$, which follows from the recursive definition of Bernstein polynomials:

$$b_{i,n}(t) = (1-t)b_{i,n-1}(t) + t b_{i-1,n-1}(t)$$

(4)

with base cases $b_{0,0}(t) = 1$ and $b_{i,n}(t) = 0$ for $i < 0$ and $i > n$. 

The standard definition of Bézier curves is over the unit interval, and they are mathematically well-defined over all reals.
Property 2 (Derivative): The derivative of a Bézier curve is another Bézier curve of one degree lower and given by
\[
\frac{d}{dt} B_{p_0, p_1, \ldots, p_n}(t) = n B_{p_1 - p_0, \ldots, p_{n-1} - p_n}(t) \quad (5)
\]
since the Bernstein derivatives satisfy
\[
\frac{d}{dt} b_{i,n}(t) = n (b_{i-1,n-1}(t) - b_{i,n-1}(t)) \quad (6)
\]
Property 3 (Convexity): A Bézier curve is contained in the convex hull, denoted by \( \text{conv}(p_0, \ldots, p_n) \) \( \forall t \in [0, 1] \)
because Bernstein polynomials are nonnegative and sum to one, i.e., for any \( t \in [0, 1] \)
\[
b_{i,n}(t) \geq 0, \quad \text{and} \quad \sum_{i=0}^{n} b_{i,n}(t) = 1. \quad (8)
\]
Property 4 (Interpolation): A Bézier curve smoothly interpolate between its first and last control point, i.e.,
\[
B_{p_0, p_1, \ldots, p_n}(0) = p_0 \quad \text{and} \quad B_{p_0, p_1, \ldots, p_n}(1) = p_n \quad (9)
\]
since Bernstein polynomials smoothly interpolate between
\[
(b_{0,n}(0), \ldots, b_{n,n}(0)) = (1, 0, \ldots, 0) \quad (10a)
\]
\[
(b_{0,n}(1), \ldots, b_{n,n}(1)) = (0, 0, \ldots, 0, 1). \quad (10b)
\]
B. Matrix Representation of Polynomial Curves

To effectively handle high-order Bézier curves with a large number of control points, it is convenient to use the matrix representation of Bézier curves in the form of
\[
P_{p_0, p_1, \ldots, p_n}(t) = P_n b_n(t) \quad (11)
\]
based on the control point matrix \( P_n := [p_0, \ldots, p_n] \in \mathbb{R}^{dx(n+1)} \) and the Bernstein basis vector \( b_n(t) \in \mathbb{R}^{n+1} \) that is defined as
\[
b_n(t) := \begin{bmatrix} b_{0,n}(t) \\ b_{1,n}(t) \\ \vdots \\ b_{n,n}(t) \end{bmatrix}. \quad (12)
\]
Note that the Bernstein basis polynomials \( b_{0,n}(t), \ldots, b_{n,n}(t) \) form a basis of \( n + 1 \) linearly independent polynomials for polynomials of degree \( n \) [43]. The two widely used basis functions of the \( n^{th} \)-order polynomials are the monomial and Taylor basis vectors, respectively, defined as
\[
m_n(t) := \begin{bmatrix} 1 \\ t \\ \vdots \\ t^n \end{bmatrix}, \quad \text{and} \quad \tau_{n,t_o}(t) := \begin{bmatrix} 1 \\ t - t_o \\ \vdots \\ (t - t_o)^n \end{bmatrix} \quad (13)
\]
where \( t_o \in \mathbb{R} \) is the Taylor offset term. Accordingly, like Bézier curves, one can define the monomial and Taylor curves, associated with control points \( Q = [q_0, \ldots, q_n] \in \mathbb{R}^{dx(n+1)} \) and \( Y_n = [y_0, \ldots, y_n] \in \mathbb{R}^{dx(n+1)} \), respectively, as
\[
M_{q_0, \ldots, q_n}(t) := \sum_{i=0}^{n} q_i t^i = Q_n m_n(t) \quad (14a)
\]
\[
Y_{y_0, \ldots, y_n}(t, t_o) := \sum_{i=0}^{n} y_i (t - t_o)^i = Y_n \tau_{n,t_o}(t). \quad (14b)
\]
From their similar forms in (13), one can observe that the monomial and Taylor basis vectors (and so curves) are strongly related, i.e.,
\[
\tau_{n,t_o}(t) = m_n(t - t_o). \quad (15)
\]
Before continuing with the basis transformations of polynomial curves, we find it useful to define the Bernstein, monomial, and Taylor basis matrices associated with any set of reals \( t_0, \ldots, t_m \in \mathbb{R} \), respectively, as
\[
b_n(t_0, \ldots, t_m) := [b_n(t_0), \ldots, b_n(t_m)] \quad (16a)
\]
\[
m_n(t_0, \ldots, t_m) := [m_n(t_0), \ldots, m_n(t_m)] \quad (16b)
\]
\[
\tau_n(t_0, \ldots, t_m) := [\tau_n(t_0), \ldots, \tau_n(t_m)]. \quad (16c)
\]
An important property of square polynomial basis matrices is nonsingularity.

Lemma 1 (Invertible Polynomial Basis Matrices): For any pairwise distinct\(^2\) \( t_0, \ldots, t_n \in \mathbb{R} \) and any Taylor offset \( t_o \in \mathbb{R} \), the polynomial basis matrices \( b_n(t_0, \ldots, t_n), m_n(t_0, \ldots, t_n) \) and \( \tau_n(t_0, \ldots, t_n) \) are all invertible.

Proof: See Appendix D-A.

C. Basis Transformations of Polynomial Curves

As expected, alternative representations of polynomial curves have their advantages (e.g., the convexity of Bézier curves, the totally ordered basis\(^1\) of monomial curves, and the local approximation feature of Taylor curves). Fortunately, one can easily perform change of polynomial basis.

Lemma 2 (Change of Basis via Pairwise Correspondence): The basis transformation matrices between Bernstein, monomial, and Taylor bases (with a Taylor offset \( t_o \in \mathbb{R} \))
\[
b_n(t) = T_b^m(n) m_n(t) = T_b^m(n, t_o) \tau_{n,t_o}(t) \quad (17a)
\]
\[
m_n(t) = T_b^m(n) b_n(t) = T_b^m(n, t_o) \tau_{n,t_o}(t) \quad (17b)
\]
\[
\tau_n(t) = T_b^m(n, t_o) b_n(t) = T_m^m(n, t_o) m_n(t) \quad (17c)
\]
can be computed using any pairwise distinct\(^2\) \( t_0, \ldots, t_n \in \mathbb{R} \) as
\[
T_b^m(n) = T_b^m(n)^{-1} = b_n(t_0, \ldots, t_n) m_n(t_0, \ldots, t_n)^{-1} \quad (17d)
\]
\[
T_b^m(n, t_o) = T_b^m(n, t_o)^{-1} = b_n(t_0, \ldots, t_n) \tau_{n,t_o}(t_0, \ldots, t_n)^{-1} \quad (17e)
\]
\[
T_m^m(n, t_o) = T_m^m(n, t_o)^{-1} = m_n(t_0, \ldots, t_n) \tau_{n,t_o}(t_0, \ldots, t_n)^{-1} \quad (17f)
\]
Proof: See Appendix D-B.

It is useful to highlight that the elements of the basis transformation matrices between monomial and Bernstein (Taylor, respectively) bases can be explicitly determined and these matrices are upper (lower, respectively) triangular with positive diagonal elements, see Appendix A for details.

Lemma 3 (Polynomial Curve Equivalence): Bezier, monomial, and Taylor curves of degree \( n \in \mathbb{N} \) (associated with a Taylor offset \( t_o \in \mathbb{R} \)) are equivalent, i.e., for any \( t \in \mathbb{R} \)
\[
B_{p_0, p_1, \ldots, p_n}(t) = M_{q_0, \ldots, q_n}(t) = Y_{y_0, \ldots, y_n}(t, t_o) \quad (18a)
\]
\(^2\)For numerically stable matrix inversion, a proper choice of pairwise distinct reals \( t_0, \ldots, t_n \in [0, 1] \) is the uniformly spaced parameters over the unit interval, i.e., \( t_i = \frac{i}{n} \) for \( i = 0, \ldots, n \).
\(^3\)The monomial basis satisfies \( 1 < t < t^2 < \ldots < t^n \) or \( 1 > t > t^2 > \ldots > t^n \) for \( t \neq 1 \).
\[ P_n b_n(t) = Q_n m_n(t) = Y_n \tau_{n,t_0}(t) \]

(18b)

if and only if their respective control point matrices \( P_n = [p_0, \ldots, p_n] \), \( Q_n = [q_0, \ldots, q_n] \), and \( Y_n = [y_0, \ldots, y_n] \) are related to each other by the associated basis transformations as

\[ P_n = Q_n T^m_b(n) = Y_n T^b_m(n, t_o) \]

(19a)

\[ Q_n = P_n T^b_m(n) = Y_n T^m_r(n, t_o) \]

(19b)

\[ Y_n = P_n T^l_m(n, t_o) = Q_n T^m_r(n, t_o) \]

(19c)

Proof: See Appendix D-C.
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2) it is zero only for Bézier curves that are identical, i.e.,

\[ d(B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_n}) = 0 \]

\[ \iff B_{p_0, \ldots, p_n}(t) = B_{q_0, \ldots, q_m}(t) \quad \forall t \in [0, 1] \]

3) it is symmetric, i.e.,

\[ d(B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_m}) = d(B_{q_0, \ldots, q_m}, B_{p_0, \ldots, p_n}) \]

4) it satisfies the triangle inequality, i.e.,

\[ d(B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_m}) \leq d(B_{p_0, \ldots, p_m}, B_{r_0, \ldots, r_k}) + d(B_{r_0, \ldots, r_k}, B_{q_0, \ldots, q_m}). \]

A. L2-Norm & Frobenius-Norm Distances of Bézier Curves

A widely used Bézier metric is the L2-norm distance that can be analytically computed using control points [45, 46].

**Definition 3 (Bézier L2-Norm Distance):** The L2-norm distance of two Bézier curves \( B_{p_0, \ldots, p_n}(t) \) and \( B_{q_0, \ldots, q_m}(t) \) over the unit interval \([0, 1]\) is defined as

\[ d_{L2}(B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_m}) := \left( \int_0^1 \| B_{p_0, \ldots, p_n}(t) - B_{q_0, \ldots, q_m}(t) \|^2 \, dt \right)^{\frac{1}{2}} \]

where \( \| \cdot \| \) denotes the L2 (a.k.a. Euclidean) norm of vectors.

**Proposition 1 (Analytic Bézier L2-Norm Distance):** The L2-norm distance of the nth-order Bézier curves \( B_{p_0, \ldots, p_n}(t) \) and \( B_{q_0, \ldots, q_m}(t) \) with respective control point matrices \( P_n = [p_0, \ldots, p_n] \) and \( Q_n = [q_0, \ldots, q_n] \), is explicitly given by

\[ d_{L2}(P_n, Q_n) = \| W_n (P_n - Q_n) \|^2 \]

where \( \| \cdot \| \) denotes the Frobenius norm of vectors, respectively, and the Bézier L2-norm weight matrix \( W_n \in \mathbb{R}^{n+1} \times (n+1)^2 \) is defined as

\[ W_n = \begin{bmatrix} \begin{pmatrix} (n) \end{pmatrix} \\ \vdots \end{bmatrix} \]

\[ \forall i, j \in \{0, \ldots, n\}. \]

Proof: See Appendix D-E. \[ \square \]

Hence, the L2-norm distance of Bézier curves is a weighted Frobenius norm of their control point differences, which motivates another standard Bézier metric.\footnote{Similarly, one can define alternative matrix-norm-induced distance metrics for Bézier curves; however, we are particularly interested in L2-norm and Frobenius-norm distances because they are strongly related with the optimal least squares reduction of Bézier curves discussed in Section IV-B.}

**Definition 4 (Bézier Frobenius-Norm Distance):** The Frobenius-norm distance of the nth-order Bézier curves \( B_{p_0, \ldots, p_n}(t) \) and \( B_{q_0, \ldots, q_m}(t) \), with control point matrices \( P_n = [p_0, \ldots, p_n] \) and \( Q_n = [q_0, \ldots, q_n] \), is defined as

\[ d_F(P_n, Q_n) := \| P_n - Q_n \|_F \]

\[ = \| (P_n - Q_n)(P_n - Q_n)^T \|_{1/2} \]

\[ = \sqrt{\sum_{i=0}^{n} \| p_i - q_i \|^2} \]

where \( \| \cdot \|_F \) denotes the Frobenius norm of matrices.
It is useful to remark that any distance measure of the \( n \)th-order Bézier curves can be adapted to handle Bézier curves of different orders via degree elevation (see Section IV-A).

### B. Hausdorff and Maximum Distances of Bézier Curves

As an alternative to norm-induced algebraic Bézier metrics, one can also compare Bézier curves based on set-theoretic distance measures as follows.

**Definition 5 (Bézier Hausdorff & Maximum Distances):** The Hausdorff and (parameterwise) maximum distances between two Bézier curves \( B_{p_0,...,p_n}(t) \) and \( B_{q_0,...,q_m}(t) \) over the unit interval \([0,1]\) are, respectively, defined as

\[
d_H(B_{p_0,...,p_n}, B_{q_0,...,q_m}) := \max \left( \min_{t_p \in [0,1]} \|B_{p_0,...,p_n}(t_p) - B_{q_0,...,q_m}(t_q)\|, \max_{t_q \in [0,1]} \|B_{p_0,...,p_n}(t_p) - B_{q_0,...,q_m}(t_q)\| \right)
\]

\[
d_M(B_{p_0,...,p_n}, B_{q_0,...,q_m}) := \max \|B_{p_0,...,p_n}(t) - B_{q_0,...,q_m}(t)\|
\]

Unfortunately, both the Hausdorff and maximum distances of Bézier curves do not accept an analytic solution in terms of control points in general, but can be analytically bounded above by the maximum distance of Bézier control points.

### C. Control-Point Distance of Bézier Curves

We introduce a new analytic Bézier metric that defines a relative geometric bound between Bézier curves, see Fig. 2.

**Definition 6 (Bezier Control-Point Distance):** The maximum control-point distance of \( n \)th-order Bézier curves is defined as

\[
d_C(B_{p_0,...,p_n}, B_{q_0,...,q_n}) := \max_{i=0,...,n} \|p_i - q_i\|
\]

**Proposition 2 (Bézier Distance Order):** The Frobenius, Hausdorff, and parameterwise & control-pointwise maximum distances of the \( n \)th-order Bézier curves satisfy

\[
\begin{align*}
d_H(B_{p_0,...,p_n}, B_{q_0,...,q_n}) &\leq d_M(B_{p_0,...,p_n}, B_{q_0,...,q_n}) \\
&\leq d_C(B_{p_0,...,p_n}, B_{q_0,...,q_n}) \\
&\leq d_F(B_{p_0,...,p_n}, B_{q_0,...,q_n}) \\
&\leq \sqrt{n} d_C(B_{p_0,...,p_n}, B_{q_0,...,q_n})
\end{align*}
\]

**Proof:** See Appendix D-F.

**Proposition 3 (Relative Bézier Bound):** In the \( d \)-dimensional Euclidean space \( \mathbb{R}^d \), an \( n \)th-order Bézier curve is contained in the dilation of an another \( n \)th-order Bézier curve by their maximum control-point distance, i.e.,

\[
B_{p_0,...,p_n}(t) \subseteq B_{q_0,...,q_n}(t) + B_d(d_C(B_{p_0,...,p_n}, B_{q_0,...,q_n}))
\]

where \( B_d(r) := \{x \in \mathbb{R}^d \mid \|x\| \leq r\} \) denotes the \( d \)-dimensional closed Euclidean ball of radius \( r \geq 0 \) centered at the origin.

**Proof:** See Appendix D-G.

The ordering (a.k.a. equivalence) relation of Bézier distances in Proposition 2 makes the maximum control-point distance a computationally efficient tool for discriminative comparison of Bézier curves independent of degree \( n \), whereas the Frobenius-norm distance tends to increase with increasing \( n \). Moreover, similar to the convexity in Property 3, the relative bound of Bézier curves via the maximum control-point distance in Proposition 3 offers an alternative way of constraining Bézier control points for safety and constraint verification in motion planning. We continue below with how different Bézier metrics behave under Bézier degree elevation and reduction operations.
IV. BÉZIER DEGREE ELEVATION AND REDUCTION

In this section, we briefly summarize the degree elevation and reduction operations of Bézier curves for (approximately) representing them with more or fewer control points. In particular, degree reduction is another building block of high-order Bézier approximations with multiple low-order Bézier segments. Accordingly, we introduce a new degree reduction method for approximating Bézier geometry more accurately.

A. Degree Elevation

Degree elevation generates an exact representation of Bézier curves with more control points, as illustrated in Fig. 3.

Definition 7 (Degree Elevation): A Bézier curve \( B_{q_0, \ldots, q_m} \) of higher degree \( m \) with control points \( q_0, \ldots, q_m \) is said to be the degree elevation of another Bézier curve \( B_{p_0, \ldots, p_n} \) of lower degree \( n \leq m \) with control points \( p_0, \ldots, p_n \) if and only if the curves are parametrically identical, i.e.,

\[
B_{q_0, \ldots, q_m} (t) = B_{p_0, \ldots, p_n} (t) \quad \forall t \in \mathbb{R}.
\] (24)

Degree elevation can be analytically computed as follows.

Proposition 4 (Elevated Control Points): A Bézier curve \( B_{q_0, \ldots, q_m} \) of degree \( m \) is the degree elevation of a Bézier curve \( B_{p_0, \ldots, p_n} \) of degree \( n \leq m \) if and only if the control point matrices \( Q_m = [q_0, \ldots, q_m] \) and \( P_n = [p_0, \ldots, p_n] \) satisfy

\[
Q_m = P_n E(n, m)
\] (25)

where the degree elevation matrix \( E(n, m) \) is defined as

\[
E(n, m) := T^n_0 (n) I_{(n+1) \times (m+1)} T^n_m (m)
\] (26)

and \( I_{(n+1) \times (m+1)} \) is the \((n+1) \times (m+1)\) rectangular identity matrix with ones in the main diagonal and zeros elsewhere.

Proof: See Appendix D-H.

Observe that (26) leverages the change of basis between Bernstein and monomial bases because degree elevation of monomial curves is trivial.

Higher order Bernstein basis vectors can also be obtained from lower ones via degree elevation, which offers another way of determining the elevation matrix.

Proposition 5 (Elevated Bernstein Basis): For any \( n \leq m \), the elevation matrix \( E(n, m) \) relates Bernstein basis vectors as

\[
b_n(t) = E(n, m) b_m(t) \quad \forall t \in \mathbb{R}.
\] (27)

Hence, \( E(n, m) \) can be determined as

\[
E(n, m) = b_n(t_0, \ldots, t_m) b_m(t_0, \ldots, t_m)^{-1}
\] (28)

where \( t_0, \ldots, t_m \in \mathbb{R} \) are an arbitrary selection of pairwise distinct curve parameters, i.e., \( t_i \neq t_j \) for all \( i \neq j \).

Proof: See Appendix D-I.

In fact, the elements of the degree elevation matrix can be determined explicitly [44, 45].

Proposition 6 (Elevation Matrix Elements): For any \( n \leq m \), the elements of the elevation matrix \( E(n, m) \) are given by

\[
[E(n, m)]_{i+1,j+1} = \left\{ \begin{array}{ll}
\binom{n}{j-i} \frac{m!}{(m-j)!} & \text{if } m-n \geq j-i \geq 0 \\
0 & \text{otherwise}
\end{array} \right.
\]

where \( i = 0, \ldots, n \) and \( j = 0, \ldots, m \).

Proof: See Appendix D-J.

1) Important Elevation Matrix Properties: The degree elevation matrices are full rank and have unit column sum [45].

Proposition 7 (Full Rank Elevation Matrix): For any \( n \leq m \), the elevation matrix \( E(n, m) \in \mathbb{R}^{(n+1) \times (m+1)} \) is full rank of \( n+1 \), i.e., \( \text{rank}(E(n, m)) = n+1 \).

Proof: See Appendix D-K.

Proposition 8 (Elevation Matrix Row & Column Sum): For any \( n \leq m \), the sum of each column of the elevation matrix \( E(n, m) \) is one, whereas each of its rows sums to \( \frac{m+1}{n+1} \), i.e.,

\[
1_{1 \times (n+1)} E(n, m) = 1_{1 \times (m+1)}
\] (29a)

\[
E(n, m) 1_{(m+1) \times 1} = \frac{m+1}{n+1} 1_{(n+1) \times 1}
\] (29b)

where \( 1_{n \times m} \) denotes the \( n \times m \) matrix of all ones.

Proof: See Appendix D-L.

2) Bézier Metrics Under Degree Elevation: Different Bézier metrics behave differently under degree elevation: the L2-norm distance stays constant, the Frobenius norm distance might increase, and the control-point distance is nonincreasing.

Proposition 9 (Invariance of Bézier L2-norm distance under degree elevation): The L2-norm distance of Bézier curves is trivial.

Proposition 10 (Elevated Frobenius Distance): Under degree elevation, the Frobenius distance of the \( n^{th} \)-order Bézier curves satisfies for any \( m \geq n \in \mathbb{N} \) that

\[
d_F(B_{[p_0, \ldots, p_n]}, B_{[q_0, \ldots, q_m]})^2 \leq \frac{m+1}{n+1} d_F(B_{[p_0, \ldots, p_n]}, B_{[q_0, \ldots, q_m]})^2.
\]

Proof: See Appendix D-M.

Proposition 11 (Nonincreasing Elevated Control-Point Distance): The maximum control-point distance of the \( n^{th} \)-order Bézier curves is nonincreasing under degree elevation, i.e.,

\[
d_C(B_{[p_0, \ldots, p_n]}, B_{[q_0, \ldots, q_m]}) \leq d_C(B_{[p_0, \ldots, p_n]}, B_{[q_0, \ldots, q_m]})
\]

for any \( m \geq n \in \mathbb{N} \).

Proof: See Appendix D-O.
Another classical degree reduction is $P(32)$ is full rank (Proposition 7), which implies the maximum control-point distance an intuitive analytic metric for comparing Bézier curves.

Finally, it is useful to note that Bézier control points get closer to the curve with increasing degree.

Proposition 12 ([44]) (Asymptotic Behavior of Degree Elevation): As elevation degree goes to infinity, all elevated Bézier control points are contained in the Bézier curve, i.e.,

$$\lim_{m \to \infty} [p_0, \ldots, p_n]E(n, m) \subseteq \{B_{p_0, \ldots, p_n}(t) | 0 \leq t \leq 1\}.$$

B. Degree Reduction

As opposed to degree elevation, Bézier degree reduction aims to approximately represent a Bézier curve with fewer control points, as illustrated in Fig. 4. Hence, degree reduction is naturally defined as the inverse of degree elevation.\(^6\)

Definition 8 (Degree Reduction): A Bézier curve $B_{q_0, \ldots, q_m}$ of lower degree $m$ with control points $Q_m = [q_0, \ldots, q_m]$ is said to be a degree reduction of another Bézier curve $B_{p_0, \ldots, p_n}$ of higher degree $n \geq m$ with control points $P_n = [p_0, \ldots, p_n]$ if and only if the control points related to each other by

$$Q_m = P_n R(n, m)$$

where $R(n, m) \in \mathbb{R}^{(n+1) \times (m+1)}$ denotes a degree reduction matrix that is a right inverse of the elevation matrix $E(m, n)$, i.e.,

$$E(m, n) R(n, m) = I_{(m+1) \times (m+1)}.$$  (31)

That is to say, the degree elevation from $m$ to $n$ followed by a degree reduction from $n$ to $m$ preserves Bézier curves; but, the reverse is not correct in general. Also note that the right inverse of the elevation matrix is not unique, which allows many alternative ways of constructing a reduction matrix.

1) Least Squares Reduction: A standard choice for degree reduction is the pseudoinverse of the elevation matrix [44].

Definition 9 (Least Squares Reduction): The least squares reduction matrix $R_{L2}(n, m)$ is defined as the pseudo-inverse of the elevation matrix $E(m, n)$ that is explicitly given by

$$R_{L2}(n, m) = E(m, n)^T (E(m, n)E(m, n)^T)^{-1}.$$  (32)

Note that $E(m, n)E(m, n)^T$ is invertible for any $m \leq n \in \mathbb{N}$ because $E(m, n)$ is full rank (Proposition 7), which implies $E(m, n)R_{L2}(n, m) = I_{(m+1) \times (m+1)}$. An example of least squares reduction is presented in Fig. 4(b) and (e), where the Bézier end-points are not preserved after degree reduction.

The least squares degree reduction is known to be optimal in the sense of the L2- and Frobenius-norm distances [45], [53].

Proposition 13 (Optimality of Least Squares Reduction): The least squares degree reduction is known to be optimal in the sense of the L2- and Frobenius-norm distances [45], [53].

Proposition 14 (Taylor Reduction as Elevation Inverse: Taylor Reduction): The Taylor reduction matrix $R_{\tau, t_0}(n, m)$ for approximating an $n^{th}$-order Bézier curve around $t_0 \in \mathbb{R}$ by a lower $m^{th}$-order Bézier curve is defined as

$$R_{\tau, t_0}(n, m) := T_{\tau}(n, m) I_{(m+1) \times (m+1)} T_{\tau}^T(n, m)$$

where $T_{\tau}$ and $T_{\tau}^T$ are the Taylor-to-Bernstein and the Bernstein-to-Taylor basis transformation matrices in Lemma 2.

In other words, Taylor reduction performs a basis transformation from Bernstein-to-Taylor basis, and ignores some higher order Taylor basis elements, and then comes back to Bernstein basis. Hence, it has a strong bias and local expressiveness around the Taylor offset $t_0$, as illustrated in Fig. 4(a) and (d).

Proposition 15 (Taylor Reduction as Elevation Inverse: Taylor Reduction): The Taylor reduction matrix $R_{\tau, t_0}(n, m)$ is a right inverse of the elevation matrix $E(m, n)$, i.e., for any $m \leq n \in \mathbb{N}$

$$E(m, n) R_{\tau, t_0}(n, m) = I_{(m+1) \times (m+1)}.$$  (34)

Proof: See Appendix D-Q.

Observe in Fig. 4 that both the least-squares and Taylor reduction methods offer less freedom in controlling the shape of Bézier approximations; for example, the end points of the original curve are unpreserved after degree reduction, which is essential for path smoothing with boundary conditions [14].

3) Parameterwise Matching Reduction: In order to accurately approximate curve shape and geometry, we propose a new parameterwise matching reduction method that preserves a finite set of curve points after degree reduction.

Definition 11 (Parameterwise Matching Reduction): For Bézier degree reduction from a higher degree $n$ to a lower degree

---

\(^6\)Many existing notions of Bézier degree reduction methods that are defined in terms of different Bézier distances (possibly with end-point constraints) can be unified using the inverse of degree elevation [48].
For any pairwise distinct \( t_0, \ldots, t_m \in \mathbb{R} \), a Bézier curve \( B_{p_0} \ldots p_n(t) \) of degree \( n \) and its parameterwise matching reduction \( B_{q_0} \ldots q_m(t) \) of degree \( m \leq n \) with control points

\[
[q_0, \ldots, q_m] = [p_0, \ldots, p_n] \mathbf{R}_{t_0, \ldots, t_m}(n, m)
\]

match at the curve parameters \( t_0, \ldots, t_m \), i.e.,

\[
B_{q_0} \ldots q_m(t) = B_{p_0} \ldots p_n(t) \quad \forall t = t_0, \ldots, t_m.
\]

**Proof:** See Appendix D-R.

**Proposition 16 (Matching Reduction as Elevation Inverse):** For any \( m \leq n \) and pairwise distinct reals \( t_0, \ldots, t_m \in \mathbb{R} \), the parameterwise matching degree matrix \( \mathbf{R}_{t_0, \ldots, t_m}(n, m) \) is a right inverse of the elevation matrix \( \mathbf{E}(n, m) \).

\[
\mathbf{E}(n, m) \mathbf{R}_{t_0, \ldots, t_m}(n, m) = \mathbf{I}_{(m+1) \times (m+1)}.
\]

**Proof:** It follows from Proposition 5 and Definition 11.

A critical property of matching reduction is that the degree-one reduction error can be determined analytically.

**Proposition 18 (Degree-One Matching Reduction Error):** For any pairwise distinct \( t_0, \ldots, t_n \in \mathbb{R} \), the difference between a Bézier curve \( B_{p_0} \ldots p_n(t) \) and its parameterwise matching degree reduction \( B_{q_0} \ldots q_n(t) \), with control points

\[
[q_0, \ldots, q_n] = [p_0, \ldots, p_{n+1}] \mathbf{R}_{t_0, \ldots, t_n}(n + 1, n)
\]

is given by

\[
B_{p_0} \ldots p_{n+1}(t) - B_{q_0} \ldots q_n(t) = \Delta \mathbf{p} \prod_{i=0}^{n} (t - t_i)
\]

where

\[
\Delta \mathbf{p} = \sum_{i=0}^{n+1} (-1)^{n+1-i} \binom{n+1}{i} \mathbf{d}_i.
\]

**Proof:** See Appendix D-U.

It is important to observe that the degree-one matching reduction difference vector \( \Delta \mathbf{p} \) is independent of the selection of matching parameters \( t_0, \ldots, t_n \) where the reduction error is zero.\(^8\) Moreover, the polynomial product form of the degree-one matching reduction error, illustrated in Fig. 5, plays a key role in determining how many local low-order Bézier segments are needed for approximating high-order Bézier curves accurately, as discussed below in Section V.

**V. ADAPTIVE DEGREE REDUCTION AND SPLITTING OF BÉZIER CURVES**

In this section, we consider the problem of approximating high-order Bézier curves by multiple lower order Bézier segments. We first describe how Bézier approximations can be performed over a given finite partition of the unit interval, and then propose linear and binary search methods for adaptive approximation of high-order Bézier curves by lower order Bézier segments at any desired accuracy level. We also present a rule of thumb for accurate Bézier discretization.

**A. Bézier Approximation Over a Partition of the Unit Interval**

Consider an \( n^{th} \)-order Bézier curve \( B_{p_0} \ldots p_n(t) \) with control points \( \mathbf{P}_n = [p_0, \ldots, p_n] \) defined over the unit interval \([0,1]\). Suppose \( T = [t_0, \ldots, t_k] \) is an ordered list of distinct parameters that defines a partition of the unit interval into \( k \) splits, i.e.,

\[
0 = t_0 \leq t_1 \leq \cdots \leq t_{k-1} < t_k = 1.
\]

Accordingly, the Bézier curve \( B_{p_0} \ldots p_n(t) \) can be locally approximated over each parameter subinterval \([t_{i-1}, t_i]\) by a lower \( m^{th} \)-order Bézier curve \( B_{q_0} \ldots q_m(t) \) whose control points \( \mathbf{Q}_{m,i} = [q_{0,i}, \ldots, q_{m,i}] \) is obtained based on a choice of a degree reduction matrix \( \mathbf{R}(n, m) \) (see Definition 8) as

\[
\mathbf{Q}_{m,i} = \text{DegreeReduction}(\mathbf{P}_{n,i}, m) := \mathbf{P}_{n,i} \mathbf{R}(n, m)
\]

\(^7\)It is important to highlight that for any distinct \( t_0, \ldots, t_n \in \mathbb{R} \), the inverse of the Bernstein matrix can be computed analytically using the Bernstein-to-monomial basis transformation \( \mathbf{b}_n(t_0, \ldots, t_n)^{-1} = \mathbf{m}_n(t_0, \ldots, t_n)^{-1} \mathbf{T}_b^{(m)}(n) \) since the inverse of the monomial (a.k.a. Vandermonde) matrix is analytically available \cite{54}, and the elements of Bernstein-to-monomial basis transformation \( \mathbf{T}_b^{(m)}(n) \) can be determined explicitly, see Appendix D2.

\(^8\)Finding optimal matching parameters that minimize the peak reduction error is an open research problem and outside the scope of this article. We observe from Fig. 5 that optimal matching parameters should be nonuniformly spaced with a bias toward the ends points. In this article, we consider the uniformly spaced matching parameters and their adaptive selection based on binary search in Section V.
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and (bottom) uniform matching reduction. The Taylor offset is set to be 0.5, and a uniform partition of the unit interval is used with (a) \( 2(n-1) \), (b) \( 4(n-1) \), (c) \( 6(n-1) \) partition elements for linear approximations, and (d) \( (n-1) \), (e) \( 2(n-1) \), (f) \( 3(n-1) \) partition elements for quadratic approximations. Bézier approximation rule: An \( n \)th-order Bézier curve can be approximated accurately by \( 3(n-1) \) quadratic and \( 6(n-1) \) linear uniform matching Bézier curves.

**Algorithm 1: Bézier Approximation Over a Partition of the Unit Interval.**

| Input: \( P_n \in \mathbb{R}^{d \times n} \), Bézier Control Points \( m \in \mathbb{N} \): Reduction Degree \( T = [t_0, \ldots, t_k] \): Partition of the Unit Interval |
| Output: \( Q_{m,1}, \ldots, Q_{m,k} \): List of Reduced Control Points where \( B_{Q_{m,i}}([0,1]) \) approximates \( B_{P_n}([t_{i-1}, t_i]) \)
| 1: \( k \leftarrow \text{length}(T) - 1 \) // Number of Segments |
| 2: for \( i \leftarrow 1 \) to \( k \) do |
| 3: \( P_{n,i} \leftarrow \text{Reparameterize}(P_n, [t_{i-1}, t_i]) \) |
| 4: \( Q_{m,i} \leftarrow \text{DegreeReduction}(P_{n,i}, m) \) |
| 5: return \( Q_{m,1}, \ldots, Q_{m,k} \) |

using the reparametrization \( B_{p_0, \ldots, p_n}(t) \) of \( B_{n,m}(t) \) from \([t_{i-1}, t_i] \) to the unit interval \([0,1] \) with new control points \( P_{n,i} = [p_{0,i}, \ldots, p_{n,i}] \) (see Lemma 4) that are obtained as

\[ P_{n,i} = \text{Reparameterize}(P_n, [t_{i-1}, t_i]), \]

\[ s(t) = B_{n-1,i} = \left( s_i(0), s_i \left( \frac{1}{n} \right), \ldots, s_i \left( \frac{n-1}{n} \right), s_i(1) \right)^{-1} \]

where \( s_i(t) = B_{n-1,i} \) is the Bézier parameter scaling function. Hence, as described in Algorithm 1, the high-order Bézier curve \( B_{p_0, \ldots, p_n}([0,1]) \) can be approximated by a collection of low-order Bézier segments \( B_{q_0, \ldots, q_m}([0,1]) \) constructed over each partition element \([t_{i-1}, t_i] \) such that \( B_{Q_{m,i}}([0,1]) \) approximates \( B_{p_n}([t_{i-1}, t_i]) \).

In Fig. 6, we illustrate approximating an \( 8 \)th-order Bézier curve with linear and quadratic Bézier segments over the uniform partitions of the unit interval using Taylor, least squares, and uniform matching reductions. As seen in Fig. 6, the uniform matching reduction performs better in approximately representing the original curve shape than the least squares reduction which performs better than Taylor reduction. Also notice that the end points of the original curve are kept unchanged only under the uniform matching reduction.

### B. Bézier Approximation Rule

A practical question of approximating high-order Bézier curves by a finite number of low-order Bézier segments is what the required number of local Bézier segments is for an accurate Bézier discretization. As expected, the answer depends on the desired level of approximation accuracy and the degree of Bézier curves. In this part, we provide an answer based on the structural form of the Bézier approximation error of degree-one matching reduction (Proposition 18), and the numerical analysis of Bézier approximations in Section VI.

**A Rule of Thumb for Bézier Approximations:** An \( n \)th-order Bézier curve can be accurately approximated by \( 3(n-1) \) quadratic and \( 6(n-1) \) linear Bézier curves obtained via uniform matching reduction.

According to Proposition 18, an \( n \)th-order Bézier curve can be written as the sum of an \( (n-1) \)th-order reduced Bézier curve and a degree-one matching reduction error, which is a polynomial of order \( n \) in the product form. Note that the \( (n-1) \)th-order reduced Bézier curve can be better approximated with the same number of low-order Bézier segments than the original \( n \)th-order Bézier curve. Hence, one can determine the required number of low-order Bézier segments for accurately approximating high-order Bézier curves by exploiting the functional form of the reduction error. As seen in Fig. 5, the degree-one matching reduction error of the \( n \)th-order Bézier curves has \( (n-1) \) extreme (local maximum and minimum) points. This implies that a proper approximation of the \( n \)th-order Bézier curves structurally requires at least \( (n-1) \) quadratic Bézier curves which has a single extremum. Because of the asymmetry of the approximation error around each extreme point, one needs at least \( 2(n-1) \) quadratic segments. Since the uniform matching reduction uses uniformly spaced parameters for approximation, we observe in our numerical studies in Section VI that the asymmetry around each extreme point can be better handled with \( 3(n-1) \) quadratic patches in practice. Our numerical analysis also shows that approximating \( n \)th-order Bézier curves by \( 3(n-1) \) quadratic segments ensures a normalized (i.e., scale
invariant) approximation error below the order of \(10^{-3}\) for computing important curve features such as curve length, distance-to-point/line, and maximum velocity/acceleration. Similarly, since a quadratic polynomial structurally requires at least two linear curve segments for a proper representation of its unique extremum, we also observe from our numerical studies that approximating the \(n\)th-order Bézier curves by \(6(n-1)\) linear Bézier segments yields a normalized approximation error in the order of \(10^{-3}\). Finally, these results suggest that an accurate approximation of high-order Bézier curves with low-order Bézier segments requires more control points than the original curve, due to the relation between descriptive power and functional complexity of Bézier curves.

C. Adaptive Bézier Approximation via Bézier Metrics

The Bézier approximation rule above holds for any Bézier curve in general, and ensures a proper structural representation of high-order Bézier curves at a certain level of accuracy. However, high-order Bézier curves might have redundant control points, for example, consider the degree elevation of Bézier curves in Fig. 3, and also different application settings might require different levels of approximation accuracy. Hence, it is desirable to perform Bézier approximation that is tailored to individual Bézier curves and can adaptively select the required number of Bézier segments and the partition of the unit interval based on the desired level of accuracy. In this part, we extend Bézier approximations over a given partition of the unit interval by incorporating a search strategy to automatically determine a partition of the unit interval in order to achieve a desired level of measurable approximation accuracy.

As discussed in Section V-A, an \(n\)th-order Bézier curve \(B_{p_0,\ldots,p_n}(t)\) can be locally approximated by the \(m\)th-order Bézier segments over each element of a \(k\)-partition \(T = [t_0,\ldots,t_k]\) of the unit interval by applying curve reparametrization and degree reduction as

\[
P_{n,i} = \text{Reparameterize}(P_{n,i}, [t_{i-1}, t_i])
\]

\[
Q_{m,i} = \text{DegreeReduction}(P_{n,i}, m)
\]

Hence, one can measure the quality of approximating \(B_{p_0,\ldots,p_n}(t)\) by \(B_{q_0,\ldots,q_m}(t)\) using a Bézier metric \(d_B\) (Definition 2) and degree elevation (Proposition 4) as

\[
\text{BezierDistance}(P_{n,i}, Q_{m,i}, E(m,n)) := d_B(B_{p_{0,i},\ldots,p_{n,i}}, B_{q_{0,i},\ldots,q_{m,i}}|E(m,n)).
\]

Accordingly, in Algorithm 2 and Algorithm 3, respectively, we present a linear- and a binary-search approach for automatically finding a proper partition \(T = [t_0,\ldots,t_k]\) of the unit interval (and the associated control points \(Q_{m,1},\ldots,Q_{m,k}\) of local Bézier segments) where the distance between the actual curve and its degree reduction is below a certain desired approximation tolerance \(\varepsilon > 0\). Note that linear search assumes uniform partitions of the unit interval whereas binary search might result in a nonuniform partition of the unit interval depending on the shape of the input Bézier curve. As a result, as illustrated in Fig. 7, binary search often achieves the same level of approximation quality as linear search by using a significantly less number of Bézier segments. Another important observation in Fig. 7 is that although uniform matching still outperforms least squares and Taylor approximations, the quality of adaptive Bézier approximation is less dependent on the choice of a reduction method. Finally, as expected, the required number of Bézier segments in-
Fig. 7. Adaptive approximation of a 8th-order Bézier curve (black dashed line) by (a, b, c) linear and (d, e, f) quadratic Bézier curve segments (red and blue patches) that are automatically obtained via (top, middle) linear and (bottom) binary search based on (a, d) Taylor approximation, (b, e) least squares reduction, and (c, f) uniform matching reduction. The Bézier splitting is automatically done based on a desired approximation tolerance $\varepsilon$ specified in term of the Bézier maximum control-point distance: (top) $\varepsilon = 0.5$ units, (middle, bottom) $\varepsilon = 0.1$ units.

VI. NUMERICAL ANALYSIS OF BÉZIER APPROXIMATIONS

In this section, we provide numerical evidence to show the effectiveness of uniform matching reduction over least squares and Taylor reductions by investigating how Bézier approximation accuracy depends on the number of curve segments. We also demonstrate how the automatically adjusted number of curve segments in adaptive Bézier approximation depends on Bézier degree and approximation tolerance.

A. Approximation Accuracy Versus Number of Segments

To investigate the role of number of segments in approximation accuracy, we consider the following Bézier features:

1) Curve Length: The arc length of Bézier curves is an essential criterion in optimal motion planning to find motion trajectories that reduce travel distance.

2) Distance-to-Point: The distance of a Bézier curve to a point is often used in constrained motion planning for determining parameterwise Bézier intersections and the maximum velocity/acceleration along Bézier curves.

3) Distance-to-Line: The distance of a Bézier curve to a line segment (or a polyline/polygon) is a common distance-to-collision measure in safe motion planning.

4) Maximum Curvature: Curvature-constrained motion planning of nonholonomic systems requires an efficient computation of maximum curvature of Bézier curves.

The aforementioned Bézier features can be determined analytically only for linear and quadratic Bézier curves. For high-order Bézier curves, we suggest computing these curve features efficiently using Bézier approximations by linear and quadratic Bézier segments. Since these curve features are nonnegative, to determine the approximation quality, we define the normalized approximation error of a Bézier feature using its actual and approximate calculations as

$$\text{Approximation Error} = \frac{|\text{Feature}_{\text{Approx}} - \text{Feature}_{\text{Actual}}|}{\text{Feature}_{\text{Approx}} + \text{Feature}_{\text{Actual}}} \quad (45)$$

where the actual curve features are computed using a dense discrete samples of Bézier curves.

To determine approximation error statistics, we randomly generate Bézier control points that are uniformly distributed over the unit box $[0,1] \times [0,1]$. For the distance-to-point criterion, we select the origin as the point of interest; and for distance-to-line, we select the horizontal side of the unit box (i.e., the line segment joining the origin (0,0) to point (1,0)). In Figs. 8–11, we provide sample statistics (mean and standard deviation) of normalized approximation errors of curve length, distance-to-point, distance-to-line, and maximum curvature versus the number of segments. It is visibly clear that the Bézier approximation with uniform matching reduction achieves significantly better performance in capturing curve length, distance-to-point and distance-to-line compared to the least squares and Taylor approximations. Especially, the end-point preservation property of uniform matching reduction plays a key role for its superior performance for the distance-to-point/line criteria presented in Figs. 9–10. We observe in Fig. 8 that Bézier approximations with linear segments have comparable accuracy for all three reduction methods, which can be explained by the limited representation power of linear curve segments. On the other hand, uniform matching reduction shows a superior performance for Bézier approximations with quadratic segments.

Finally, as illustrated in Fig. 11, we see that all Bézier degree reduction methods perform equally well for approximating the maximum curvature of Bézier curves. This can be explained by the limited expressiveness of quadratic segments for approximating the first and second derivatives of Bézier curves since curvature is a function of the first and second curve derivatives.

B. Number of Segments Versus Bézier Degree and Tolerance

In this part, we numerically study how the number of segments automatically determined in adaptive Bézier approximation depends on the order of the Bézier curve and the approximation tolerance (specified in terms of the maximum control-point distance). We consider randomly generated Bézier control points
Fig. 8. Normalized length error statistics of approximating the $n^{\text{th}}$-order Bézier curves by (a, b, c) quadratic and (d, e, f) linear Bézier segments: (a, d) $n = 5$, (b, e) $n = 7$, (c, f) $n = 9$, where the mean and the standard deviation of the error are presented by a line and a shaded region, respectively.

Fig. 9. Normalized distance-to-point error statistics of approximating the $n^{\text{th}}$-order Bézier curves by (a, b, c) quadratic and (d, e, f) linear Bézier segments: (a, d) $n = 5$, (b, e) $n = 7$, (c, f) $n = 9$, where the mean and the standard deviation of the error are presented by a line and a shaded region, respectively.

Fig. 10. Normalized distance-to-line error statistics of approximating $n^{\text{th}}$-order Bézier curves by (a, b, c) quadratic and (d, e, f) linear Bézier segments: (a, d) $n = 5$, (b, e) $n = 7$, (c, f) $n = 9$, where the mean and the standard deviation of the error are presented by a line and a shaded region, respectively.

Fig. 11. Normalized maximum curvature error statistics of quadratic approximations of Bézier curves for different number of segments: (a) $n = 5$, (b) $n = 7$, (c) $n = 9$, where the mean and the standard deviation of the error are presented by a line and a shaded region, respectively. Note that for numerical stability we set an upper bound of 1000 units on the maximum curvature, and any sample case with a larger maximum curvature is rejected.

over the unit box $[0, 1] \times [0, 1]$. To ensure scale invariance, we rescale Bézier control points to have a sample variance of unity. In Fig. 12, we present the average number of segments used in adaptive approximation of Bézier curves of different orders. For a fixed choice of an approximation tolerance, we observe that the number of segments grows linearly with the Bézier degree for linear search whereas the grow rate is sublinear for binary search. This is strongly aligned with the Bézier approximation rule proposed in Section V-B. Finally, as illustrated in Fig. 13, the average number of segments used in adaptive Bézier approximation grows exponentially with the negated order of magnitude of approximation tolerance $\varepsilon$, because the higher the accuracy the higher the spatial resolution.

VII. Conclusion

In this article, we introduce a novel adaptive Bézier approximation method that automatically splits and performs degree reduction on high-order Bézier curves to approximately represent them by multiple low-order Bézier segments at any given approximation tolerance measured by a Bézier metric. Accordingly, we propose a new maximum control-point distance for efficient and informative comparison of Bézier curves. We show that the maximum control-point distance defines a tight upper bound on standard Bézier metrics such as Hausdorff, parameterwise maximum, and Frobenious-norm distance of Bézier curves and can be used to geometrically bound Bézier curves with respect to each others. To better maintain the original curve shape, we also propose a new parameterwise matching reduction method that allows one to preserve a certain set of curve points (e.g., end points) after degree reduction. The matching reduction shows a superior approximation performance compared to standard least squares and Taylor approximations. Based on the explicit form of degree-one matching reduction error, we also suggest a rule of thumb for approximating the $n^{\text{th}}$-order Bézier curves by $3(n - 1)$ quadratic and $6(n - 1)$ linear Bézier...
segments. Our extensive numerical studies demonstrate the effectiveness of the proposed methods and the validity of our Bézier approximation rule. Work now in progress targets applying these Bézier approximation tools in sensor-based reactive motion planning and trajectory optimization of nonholonomically constrained mobile robots and autonomous vehicles [55].

APPENDIX A

POLYNOMIAL BASIS TRANSFORMATION MATRICES

In this part, we provide the explicit formulas for the elements of polynomial basis transformation matrices.

Lemma 5 ([43]) (Monomial and Bernstein Basis Transformation): The transformation matrices between monomial and Bernstein basis vectors, i.e.,

\[
\begin{align*}
    m_n(t) &= T^m_b(n) b_n(t) \quad & (46a) \\
    b_n(t) &= T^b_m(n) m_n(t) \quad & (46b)
\end{align*}
\]

are explicitly given by\(^9\)

\[
[ T^m_b(n) ]_{i+1,j+1} = \begin{cases} 
(-1)^{(j-i)} {n \choose i} {j \choose i}, & \text{if } i \leq j \\
0, & \text{otherwise}
\end{cases} \quad (47a)
\]

\[
[ T^b_m(n) ]_{i+1,j+1} = \begin{cases} 
{n \choose i} {j \choose i}, & \text{if } i \leq j \\
0, & \text{otherwise}
\end{cases} \quad (47b)
\]

\(^9\)The transformation matrices between monomial and Bernstein bases are upper triangular with positive diagonal elements and so are invertible.

Lemma 6 ([56]) (Monomial-Taylor Basis Transformation): The transformation between monomial and Taylor bases, i.e.,

\[
\begin{align*}
    m_n(t) &= T^m_b(n,t_o) \tau_{n,t_o}(t) \quad & (49a) \\
    \tau_{n,t_o}(t) &= T^b_m(n,t_o) m_n(t) \quad & (49b)
\end{align*}
\]

are explicitly given by\(^10\)

\[
[ T^m_b(n,t_o) ]_{i+1,j+1} = \begin{cases} 
(i_j)^{n-t_o-j}, & \text{if } i \geq j \\
0, & \text{otherwise}
\end{cases} \quad (50a)
\]

\[
[ T^b_m(n,t_o) ]_{i+1,j+1} = \begin{cases} 
{n \choose i} {j \choose i}^{t-o-j}, & \text{if } i \geq j \\
0, & \text{otherwise}
\end{cases} \quad (50b)
\]

where \(i, j \in \{0, 1, \ldots, n\}\), and they are the inverse of each other

\[
T^m_b(n)^{-1} = T^b_m(n). \quad (48)
\]

Accordingly, the transformation matrices between the Bernstein and Taylor bases, i.e.,

\[
\begin{align*}
    \tau_{n,t_o}(t) &= T^b_m(n,t_o) b_n(t) \quad & (52a) \\
    b_n(t) &= T^m_b(n,t_o) \tau_{n,t_o}(t) \quad & (52b)
\end{align*}
\]

can be determined using the monomial basis as

\[
T^m_b(n,t_o) = T^m_b(n) T^b_m(n,t_o) \quad (53a)
\]
\[ T^p_b(n, t_o) = T^p_r(n, t_o)T^b_m(n) \] (53b)

where \( T^p_b(n, t_o)^{-1} = T^b_r(n, t_o) \).

**APPENDIX B**

**ON REPARAMETRIZATION OF POLYNOMIAL CURVES**

In this part, we show how affine reparametrization of polynomial curves can be performed explicitly via Taylor basis.

**Lemma 7 ([56]):** The Bernstein, monomial and Taylor basis vectors of degree \( n \) (associated with a Taylor offset \( t_o \in \mathbb{R} \)) can be affinely reparametrized from interval \([a, b]\) to \([c, d]\) (with \( a < b \) and \( c < d \)) as

\[
\begin{align*}
\hat{b}_n(t) &= T^p_r(n, \hat{t}_o) \text{diag} \left( m_n \left( \frac{b-a}{d-c} \right) \right) T^p_t(n, t_o) b_n \left( \frac{b-a}{d-c} t + \frac{a-d}{d-c} \right) \\
m_n(t) &= T^p_r(n, \hat{t}_o) \text{diag} \left( m_n \left( \frac{b-a}{d-c} \right) \right) T^p_t(n, t_o) m_n \left( \frac{b-a}{d-c} t + \frac{a-d}{d-c} \right) \\
\tau_n, \hat{t}_o(t) &= \text{diag} \left( m_n \left( \frac{b-a}{d-c} \right) \right) \tau_n, t_o \left( \frac{b-a}{d-c} t + \frac{a-d}{d-c} \right)
\end{align*}
\]

where \( \text{diag} \) denotes the diagonal matrix with diagonal entries specified with its argument, and the reparametrized Taylor offset is given by the associated affine transformation as

\[ \hat{t}_o = \frac{d-c}{b-a} t_o - \frac{a-d}{d-c}. \] (54)

**Lemma 8 ([56]):** (Polynomial Curve Reparametrization) Bézier, monomial, and Taylor curves of degree \( n \in \mathbb{N} \) with respective control point matrices \( P_n = [p_0, \ldots, p_n] \), \( Q_n = [q_0, \ldots, q_n] \), and \( Y_n = [y_0, \ldots, y_n] \) (and a Taylor offset \( t_o \in \mathbb{R} \)) can be affinely reparametrized from interval \([a, b]\) to \([c, d]\) (with \( a < b \) and \( c < d \)) as

\[
\begin{align*}
\hat{P}_n &= P_n T^p_r(n, \hat{t}_o) \text{diag} \left( m_n \left( \frac{d-c}{b-a} \right) \right) T^p_t(n, t_o) \\
\hat{Q}_n &= Q_n T^p_r(n, \hat{t}_o) \text{diag} \left( m_n \left( \frac{d-c}{b-a} \right) \right) T^p_t(n, t_o) \\
\hat{Y}_n &= Y_n \text{diag} \left( m_n \left( \frac{d-c}{b-a} \right) \right)
\end{align*}
\]

where \( \hat{t}_o = \frac{d-c}{b-a} t_o - \frac{a-d}{d-c} \).

**APPENDIX C**

**MATCHING REDUCTION IN MONOMIAL BASIS**

The matching reduction matrix can be explicitly computed using the monomial basis.

**Lemma 9 ([56]):** (Matching Reduction in Monomial Basis): For any \( n \geq m \in \mathbb{N} \) and distinct \( t_0, \ldots, t_m \in \mathbb{R} \), the parameterwise matching reduction matrix \( R_{t_0, \ldots, t_m}(n, m) \) can be computed using monomial basis as

\[
\begin{align*}
R_{t_0, \ldots, t_m}(n, m) &= T^b_m(n) m_n(t_0, \ldots, t_m) \times m_m(t_0, \ldots, t_m)^{-1} T^b_m(m) \\
&= T^b_m(n)
\end{align*}
\]

with row vectors \( \alpha_i(t_0, \ldots, t_m) = [\alpha_i, 0, \ldots, \alpha_i, m] \) that are recursively defined as

\[
\alpha_{i+1, k} = \alpha_i, k-1 + \alpha_i, m \alpha_{i, k}
\]

where base conditions of \( \alpha_{i, -1} = 0 \) and \( \alpha_{1, k} \) satisfying

\[
t^{m+1} - \sum_{k=0}^m \alpha_{i, k} t^k = \prod_{k=0}^m (t - t_k).
\]

**APPENDIX D**

**PROOFS**

**A. Proof of Lemma 1**

**Proof:** The result follows from that \( n^{th} \)-order Bernstein polynomials, as well as monomials and Taylor polynomials of degree less than or equal to \( n \), define a basis of \( n + 1 \) linearly independent polynomials for the \( n^{th} \)-order polynomials [43].

Alternatively, one can verify the result using polynomial basis transformations as follows. The monomial basis matrix \( m_n(t_0, \ldots, t_n) \), by definition, equals to the Vandermonde matrix, which is nonsingular for distinct \( t_0, \ldots, t_n \) [54]. The Bezier and Taylor basis matrices are also nonsingular due to the change of basis relation, i.e.,

\[
\begin{align*}
b_n(t_0, \ldots, t_n) &= T^b_m(n) m_n(t_0, \ldots, t_n) \\
\tau_n, t_o(t_0, \ldots, t_n) &= T^p_r(n, t_o) m_n(t_0, \ldots, t_n)
\end{align*}
\]

where \( T^b_m(n) \) and \( T^p_r(n, t_o) \) are invertible triangular basis transformation matrices (see Lemmas 5 & 6).

**B. Proof of Lemma 2**

**Proof:** Consider the basis transformation matrix \( T^b_m(n) \) from monomial to Bernstein basis. It follows by definition that

\[
b_n(t_0, \ldots, t_n) = T^b_m(n) m_n(t_0, \ldots, t_n).
\]

Since the monomial basis matrix \( m_n(t_0, \ldots, t_n) \) is invertible for any distinct \( t_0, \ldots, t_n \in \mathbb{R} \) (Lemma 1), we obtain

\[
T^b_m(n) = b_n(t_0, \ldots, t_n) m_n(t_0, \ldots, t_n)^{-1}
\]

Similarly, the result can be verified for any change of basis between Bernstein, Taylor, and monomial bases.

**C. Proof of Lemma 3**

**Proof:** Let us focus on the equivalence of Bézier curves to monomial curves. The equivalence of Bézier and monomial curves means that for any distinct \( t_0, \ldots, t_n \in \mathbb{R} \) one has

\[
\begin{align*}
P_{n} b_n(t_0, \ldots, t_n) &= \hat{Q}_n m_n(t_0, \ldots, t_n) \\
&= \hat{Q}_n T^b_m(n) b_n(t_0, \ldots, t_n).
\end{align*}
\]
Since the Bernstein basis matrix $b_n(t_0, \ldots, t_n)$ is invertible for any distinct $t_0, \ldots, t_n$ (Lemma 1), one can conclude that
\[
P_n = Q_n T^b_b(n)
\] (63)
which can be similarly extended for other polynomial curve equivalence relations.

**D. Proof of Lemma 4**

**Proof:** For any $t_0, \ldots, t_n \in \mathbb{R}$, by definition, affine Bézier reparametrization satisfies $\tilde{t}_i = \frac{t_i - c}{b - a} t_i - \frac{a - b}{b - a}$ that
\[
\tilde{P}_n b_n(\tilde{t}_0, \ldots, \tilde{t}_n) = P_n b_n(t_0, \ldots, t_n).
\] (64)
Hence, we have the result since Bernstein basis matrices are invertible for any distinct parameters (Lemma 1), which also extends in a similar way to Taylor and monomial curves.

**E. Proof of Proposition 1**

**Proof:** Using the following properties of Bernstein polynomials [44]:
\[
\int_0^1 b_{i,n}(t) dt = \frac{1}{n+1}, \quad \text{and} \quad b_{i,n}(t) b_{j,m}(t) = \binom{n}{i} \binom{m}{j} b_{i+j,n+m}(t)
\]
one can verify the result as
\[
d_{L^2}(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n})^2 = \int_0^1 \|B_{p_0-q_0,\ldots,p_n-q_n}(t)\|^2 dt
\]
\[
= \sum_{i=0}^{n} \left( \sum_{j=0}^{n} (p_i - q_i)^T (p_j - q_j) \right) \int_0^1 b_{i,n}(t) b_{j,n}(t) dt
\]
\[
= \sum_{i=0}^{n} \left( \sum_{j=0}^{n} (p_i - q_i)^T (p_j - q_j) \binom{n}{i} \binom{n}{j} \right) \int_0^1 b_{i+j,2n}(t) dt
\]
\[
= \sum_{i=0}^{n} \left( \sum_{j=0}^{n} \frac{1}{2n+1} \binom{2n}{i+j} (p_i - q_i)^T (p_j - q_j) \right)
\]
\[
= \text{tr}\left( (P_n - Q_n) W_n (P_n - Q_n)^T \right).
\]
Hence, the result follows from Jensen’s equality for the squared Euclidean distance because
\[
\|B_{p_0,\ldots,p_n}(t) - B_{q_0,\ldots,q_n}(t)\|^2 = \|B_{p_0-q_0,\ldots,p_n-q_n}(t)\|^2
\]
\[
= \| \sum_{i=0}^{n} b_{i,n}(t)(p_i - q_i)\|^2 \leq \sum_{i=0}^{n} b_{i,n}(t)\| p_i - q_i\|^2
\]
\[
\leq \max_i \| p_i - q_i\|^2.
\]
Note that the Bernstein polynomials sum to one over $t \in [0, 1]$, i.e., $\sum_{i=0}^{n} b_{i,n}(t) = 1$ for all $t \in [0, 1]$ (Property 3).

**F. Proof of Proposition 2**

**Proof:** By Definition 5, the Bézier parameterwise-maximum distance defines an upper bound on the Bézier Hausdorff distance, i.e.,
\[
d_H(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n}) \leq d_M(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n}).
\] (65)
Similarly, the equivalence relation of the Frobenius distance and the control-point distances is evident from Definition 4 and Definition 6 as
\[
d_F(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n}) = \max_{i=0,\ldots,n} \| p_i - q_i\|
\]
\[
\leq d_F(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n})
\]
\[
= \sqrt{\sum_{i=0}^{n} \| p_i - q_i\|^2}
\]
\[
\leq \sqrt{n} d_C(B_{p_0,\ldots,p_n}, B_{q_0,\ldots,q_n}).
\]
To show the necessity of parameterwise coincidence, consider distinct parameters $t_0, \ldots, t_m \in \mathbb{R}$ with $t_i \neq t_j$ for all $i \neq j$. Since square Bernstein basis matrices of distinct parameters are invertible (Lemma 1), using the coinciding curve points at $t_0, \ldots, t_m$, i.e.,
\[
P_n b_n(t_0, \ldots, t_m) = Q_n b_m(t_0, \ldots, t_m)
\] (66a)
\[
= P_n E(n, m) b_m(t_0, \ldots, t_m)
\] (66b)
\[
= P_n T^b_m(n) I_{(n+1) \times (m+1)} T^m_b(m) b_m(t_0, \ldots, t_m)
\] (66c)
\[
= P_n T^b_m(n) I_{(n+1) \times (m+1)} m_m(t_0, \ldots, t_m)
\] (66d)
\[
= P_n b_n(t_0, \ldots, t_m) = B_{p_0,\ldots,p_n}(t).
\] (66f)
\[
Q_m = P_n b_n(t_0, \ldots, t_m) b_m(t_0, \ldots, t_m)^{-1}
\] (68)
\[
= P_n E(n, m)
\] (69)
which can be further simplified using the Bernstein-to-monomial basis transformation as
\[
E(n, m) = b_n(t_0, \ldots, t_m) b_m(t_0, \ldots, t_m)^{-1}
\]
\[
= T^b_m(n) m_m(t_0, \ldots, t_m) m_m(t_0, \ldots, t_m)^{-1} T^m_b(m)
\]
\[
= T^b_m(n) I_{(n+1) \times (m+1)} T^m_b(m).
\]
I. Proof of Proposition 5
Proof: By definition in (26), we have
\[
E(n, m)b_m(t) = T^n_m(n)I_{(n+1)\times(m+1)}T^m_b(m)b_m(t) \quad (70)
\]
\[
= T^n_m(n)I_{(n+1)\times(m+1)}m_m(t) \quad (71)
\]
\[
= T^n_m(n)m_n(t) = b_n(t). \quad (72)
\]
Therefore, the result follows since the Bernstein basis matrix \( m(t_0, \ldots, t_m) \) is invertible (Lemma 1).

J. Proof of Proposition 6
Proof: We below provide a proof by induction.
- Base Case: \((m = n, n + 1)\): If \(m = n\), then one trivially has \(E(n, n) = I_{(n+1)\times(n+1)}\). If \(m = n + 1\), then
\[
[E(n, n + 1)]_{i+1,j+1} = \begin{cases} 
1 - \frac{i}{n+1}, & \text{if } j = i \\
\frac{n+1}{i+1}, & \text{if } j = i + 1 \\
0, & \text{otherwise}
\end{cases} \quad (73)
\]
which follows from (27) and the following degree-one elevation property of Bernstein polynomials [43]:
\[
b_{i,n}(t) = \left(1 - \frac{i}{n+1}\right) b_{i,n+1}(t) + \frac{i + 1}{n+1} b_{i+1,n+1}(t).
\]
Also note that \(\binom{n}{j}/\binom{n+1}{j} = 1 - \frac{i}{n+1}\) and \(\binom{n}{j-1}/\binom{n+1}{j} = \frac{i}{n+1}\).
Hence, the result holds for the base case.
- Induction Step \((m > n + 1)\): Suppose the results holds for \(E(n, m - 1)\), then one can determine \(E(n, m)\) as
\[
E(n, m) = E(n, m - 1)E(m - 1, m) \quad (74)
\]
due to the degree elevation operation preserves the original Bézier curve exactly. Hence, it follows from (72) that
\[
[E(n, m)]_{i+1,j+1} = \sum_{k=0}^{m} [E(n, m - 1)]_{i+1,k+1}
\times [E(m - 1, m)]_{k+1,j+1}
= [E(n, m - 1)]_{i+1,j} [E(m - 1, m)]_{j+1,j}
+ [E(n, m - 1)]_{i+1,j+1} [E(m - 1, m)]_{j+1,j+1}
= \frac{j}{m} [E(n, m - 1)]_{i+1,j} + \left(1 - \frac{j}{m}\right) [E(n, m - 1)]_{i+1,j+1}. \quad (75)
\]
Note that \([E(n, m - 1)]_{i+1,j+1} \neq 0\) iff \(0 \leq j - i \leq m - n - 1\), and \([E(n, m - 1)]_{i+1,j} \neq 0\) iff \(1 \leq j - i \leq m - n\). Hence, we complete the induction step by checking the following cases:
1) If \(j - i > m - n\) or \(j - i < 0\), then \([E(n, m - 1)]_{i+1,j+1} = 0\) and \([E(n, m - 1)]_{i+1,j} = 0\), and so
\[
[E(n, m)]_{i+1,j+1} = 0. \quad (76)
\]
2) If \(j - i = m - n\), then \([E(n, m - 1)]_{i+1,j+1} = 0\) and so
\[
[E(n, m)]_{i+1,j+1} = \frac{j}{m} [E(n, m - 1)]_{i+1,j}
= \frac{j}{m} \binom{m-1}{j-1} = \frac{\binom{n}{i}}{\binom{m}{j}}. \quad (76)
\]
3) If \(j - i = 0\), then \([E(n, m - 1)]_{i+1,j} = 0\) and so
\[
[E(n, m)]_{i+1,j+1} = \left(1 - \frac{j}{m}\right) [E(n, m - 1)]_{i+1,j+1} \quad (77)
= \left(1 - \frac{j}{m}\right) \binom{n}{j} \binom{m-1}{j-1} = \frac{n}{m}. \quad (78)
\]
4) Otherwise (i.e., \(0 < j - i < m - n\), we have
\[
[E(n, m)]_{i+1,j+1} = \frac{j}{m} [E(n, m - 1)]_{i+1,j}
+ \left(1 - \frac{j}{m}\right) [E(n, m - 1)]_{i+1,j+1}
= \frac{j}{m} \binom{n}{j} \binom{m-n-1}{j-1} + \left(1 - \frac{j}{m}\right) \binom{n}{j} \binom{m-n-1}{j}
= \frac{m}{j} \left(\binom{m-n-1}{j-1} + \binom{m-n-1}{j}\right)
= \frac{n}{j} \left(\binom{m-n}{j-i} + \binom{m-n}{j-i-1}\right)
= \frac{n}{j}. \quad (82)
\]
K. Proof of Proposition 7
Proof: The result can be verified using either (26) or (28) with the fact that if a square matrix \(B\) is full rank (i.e., invertible), then \(\text{rank}(AB) = \text{rank}(A)\) for any matrix \(A\) that is conformable for the multiplication \(AB\) [57].

L. Proof of Proposition 8
Proof: The column-sum property of the elevation matrix follows from Proposition 5
\[
E(n, m) = b_n(t_0, \ldots, t_m)b_m(t_0, \ldots, t_m)^{-1} \quad (83)
\]
and the convexity of Bernstein polynomials (Property 3)
\[
1_{1\times(n+1)}b_n(t_0, \ldots, t_m) = 1_{1\times(m+1)}
1_{1\times(m+1)}b_m(t_0, \ldots, t_m) = 1_{1\times(m+1)}b_m(t_0, \ldots, t_m)^{-1}
= 1_{1\times(m+1)} \quad (84)
\]
where \(t_0, \ldots, t_m \in \mathbb{R}\) are any distinct reals.
The row-sum property of the elevation matrix can be proven by induction as follows.
1) Base Case \((m = n + 1)\): If \(m = n\), then one has \(E(n, n) = I_{(n+1)\times(n+1)}\) and so the result holds. For \(m = n + 1\),
\[
[E(n, n + 1)]_{i+1,j+1} = \begin{cases} 
1 - \frac{i}{n+1}, & \text{if } j = i \\
\frac{i+1}{n+1}, & \text{if } j = i + 1 \\
0, & \text{otherwise}
\end{cases} \quad (85)
\]
Hence, the row sum of \([E(n, n + 1)]_{i+1,j+1}\) is \(\frac{n+2}{n+1}\), i.e.,
\[
\sum_{j=0}^{n+1} [E(n, n + 1)]_{i+1,j+1} = 1 - \frac{i}{n+1} + \frac{i + 1}{n+1} = \frac{n+2}{n+1}. \quad (86)
\]
2) Induction \((m > n + 1)\). Suppose that the result holds for \(E(n, m - 1)\). Hence, using \(E(n, m) = E(n, m - 1)E(m - 1, m)\), one can conclude that the row sum of multiplication of two matrices is the multiplication of their row sums, i.e.,

\[
\sum_{j=0}^{m} [E(n, m)]_{i+1,j+1} = \sum_{j=0}^{m} \sum_{k=0}^{m-1} [E(n, m-1)]_{i+k+1,j+k+1} = \left( \sum_{k=0}^{m} [E(n, m-1)]_{i+k+1,j+k+1} \right) \left( \sum_{j=0}^{m} [E(m-1, m)]_{k+1,j+1} \right) = \frac{m+1}{n+1} \cdot \frac{m+1}{m} = \frac{m+1}{n+1}.
\]

\(M. \) Proof of Proposition 9

Proof: The result directly follows from Definition 3 of the L2-norm distance because degree elevation exactly represents Bézier curves with more control points (Definition 7).

\(N. \) Proof of Proposition 10

Proof: Using the column- and row-sum property of the elevation matrix in Proposition 8, one can obtain the result by applying Jensen’s inequality as

\[
d^F(B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_n}) = \|P_n - Q_m\|_F^2 = \sum_{m=0}^{n} \sum_{i=0}^{m} \|E(n, m)\|_{i+1,j+1}^2 = \sum_{m=0}^{n} \sum_{i=0}^{m} \|E(n, m)\|_{i+1,j+1}^2 = \frac{m+1}{n+1} d^F(B_{B_{p_0, \ldots, p_n}, B_{q_0, \ldots, q_n}})^2
\]

where \(E(n, m)_{j+1}\) denotes the \((j + 1)\)th column of \(E(n, m)\).

\(O. \) Proof of Proposition 11

Proof: Let \(E(n, m) = [e_0, \ldots, e_n]\). Then, the result can be verified using Jensen’s inequality and the unit column sum property of the elevation matrix (Proposition 8) as follows:

\[
dC(B_{[p_0, \ldots, p_n]}E(n, m), B_{[q_0, \ldots, q_n]}E(n, m)) = \max_{i=0}^{m} \|P_i - Q_i\|_F \leq \max_{i=0}^{m} \|P_i - Q_i\|_F = dC(B_{[p_0, \ldots, p_n]}, B_{[q_0, \ldots, q_n]})
\]

where the Jensen’s inequality and \(1^T e_i = 1\) imply that

\[
\|P_i - Q_i\|_F \leq \max_{i=0}^{m} \|P_j - Q_j\|_F
\]

\(P. \) Proof of Proposition 13

Proof: Using the following matrix identities [58]

\[
\frac{\partial}{\partial X} \text{tr} (XA) = A^T, \quad \text{and} \quad \frac{\partial}{\partial X} \text{tr} (XAX^T) = X(A + A^T)
\]

and the explicit form of the L2-norm distance in Proposition 1, one can verify the optimality of the least squares reduction with respect to the L2-norm distance as follows:

\[
\frac{\partial}{\partial Q_m} dL_2(B_{p_0, \ldots, p_n}, B_{[q_0, \ldots, q_m]}E(n, m))^2 = \frac{\partial}{\partial Q_m} \text{tr} \left( (P_n - Q_mE(n, m))W_n (P_n - Q_mE(n, m))^T \right) = 2(Q_mE(n, m) - P_n)W_n
\]

which equals to zero for \(Q_m = P_n R(n, m)\). Thus, the global optimality follows from the convexity of the squared L2-norm distance.

Similarly, due to its strong relation with linear least squares, the Frobenius-norm distance of Bézier curves

\[
d_F(B_{p_0, \ldots, p_n}, B_{[q_0, \ldots, q_m]}E(n, m)) = \|P_n - Q_mE(n, m)\|_F
\]

is minimized via the pseudoinverse \(E(n, m)^+\) of \(E(n, m)\) at

\[Q_m = P_nE(n, m)^+ = P_nR_{L2}(n, m).\]

\(Q. \) Proof of Proposition 14

Proof: The result can be verified using (26) and (33) as

\[
E(n, m)R_{\pi_{t_i}}(n, m) = T_{B}(m, t_0)I_{(m+1) \times (m+1)}T_{B}^T(m, t_0) = T_{B}(m, t_0)I_{m \times m}T_{B}^T(m, t_0) = T_{B}(m, t_0)^T(m, t_0) = T_{B}^T(m, t_0) = I_{(m+1) \times (m+1)}.
\]

\(R. \) Proof of Proposition 15

Proof: Since \(b(t_0, \ldots, t_m)^{-1} b_m(t_0, \ldots, t_m) = I_{(m+1) \times (m+1)}\), we have for any \(t_i \in \{t_0, \ldots, t_m\}\) that

\[
B_{[q_0, \ldots, q_m]}(t_i) = [q_0, \ldots, q_m]b_m(t_i) = \{p_0, \ldots, p_n\}R_{t_i}(n, m)b_m(t_i)
\]

Thus, the matching reduction preserves the curve at \(t_i\).

\(S. \) Proof of Proposition 16

Proof: Consider some additional distinct parameters \(t_{m+1}, \ldots, t_n \in \mathbb{R}\) that are different from \(t_0, \ldots, t_m\). Then, the result can be verified using Proposition 5 as

\[
E(n, m)R_{t_{m+1}}(n, m) = E(n, m)b_{n}(t_0, \ldots, t_m)b_{m}(t_0, \ldots, t_m)^{-1} = E(n, m)b_{n}(t_0, \ldots, t_m)^{-1} = I_{(m+1) \times (m+1)}.
\]
T. Proof of Proposition 18

Proof: The matching reduction matrix \( R_t_0, ..., t_n(n + 1, n) \) can be expressed in the monomial basis using the basis transformation between Bernstein and monomial bases as

\[
R_{t_0, ..., t_n(n + 1, n)} = \begin{bmatrix}
B_{n+1}(t_0, ..., t_n) & B_n(t_0, ..., t_n) & \cdots & B_0(t_0, ..., t_n)
\end{bmatrix}^{-1}
\]

\[
= T_{m}^b(n+1) \begin{bmatrix}
I_{n+1}^{(1) \times (n+1)} \circ \cdots \circ I_{n+1}^{(n) \times (n+1)}
\end{bmatrix} T_{b}^m(n+1)
\]

Hence, the degree-one matching reduction difference can be written for \( Q_{n} = [q_0, ..., q_n] \) and \( P_{n+1} = [p_0, ..., p_{n+1}] \) as

\[
B_{p_{n+1}} - B_{q_{n+1}} = P_{n+1} T_{b}^m(n+1) - P_{n+1} I_{n+1}^{(1) \times (n+1)}
\]

\[
= P_{n+1} T_{b}^m(n+1) \begin{bmatrix}
\prod_{i=0}^{n} p_i(t_0, ..., t_n) - \prod_{i=0}^{n} p_i(t_0, ..., t_n)
\end{bmatrix}
\]

Now observe that for any distinct \( t_0, ..., t_n \in \mathbb{R} \) one has

\[
h(t_n) - h(t_i) = \prod_{i=0}^{n} p_i(t_0, ..., t_n) - \prod_{i=0}^{n} p_i(t_0, ..., t_n)
\]

which is zero at \( t = t_0, ..., t_n \). We also have from Lemma 5

\[
T_{m}^b(n+1) \begin{bmatrix}
0 & \cdots & 0 & 1
\end{bmatrix}
\]

Hence, the matching reduction difference is given by

\[
B_{p_{n+1}} - B_{q_{n+1}} = \left( \sum_{i=0}^{n+1} (-1)^{n+1-i} \binom{n+1}{i} p_i \right) \prod_{i=0}^{n} p_i(t_0, ..., t_n).
\]

\[\blacksquare\]
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