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Abstract—Vision-based reinforcement learning (RL) is a promising technique to solve control tasks involving images as the main observation. State-of-the-art RL algorithms still struggle in terms of sample efficiency, especially when using image observations. This has led to an increased attention on integrating state representation learning (SRL) techniques into the RL pipeline. Work in this field demonstrates a substantial improvement in sample efficiency among other benefits. However, to take full advantage of this paradigm, the quality of samples used for training plays a crucial role. More importantly, the diversity of these samples could affect the sample efficiency of vision-based RL, but also its generalization capability. In this work, we present an approach to improve the sample diversity. Our method enhances the exploration capability of the RL algorithms by taking advantage of the SRL setup. Our experiments show that the presented approach outperforms the baseline for all tested environments. These results are most apparent for environments where the baseline method struggles. Even in simple environments, our method stabilizes the training, reduces the reward variance and boosts sample efficiency.

I. INTRODUCTION

In order to solve complex tasks in unstructured environments, agents should be capable of learning new skills based on their understanding of their surroundings. Vision-based reinforcement learning is a promising technique to enable such an ability. These methods learn mappings from pixels to actions and may require millions of samples to converge, especially for physical control tasks [3]. This sample inefficiency could be attributed to the complexity of the dynamics encountered in such environments, but also to the difficulty of processing raw image information. One popular paradigm to approach the latter problem is to integrate state representation learning objectives in the RL process [2], [27]. In contrast to end-to-end methods, approaches that leverage SRL explicitly encourage the policy to learn a state representation mapping based on observations. The additional objective improves sample efficiency as it provides extra signal for training. However, during RL, the agent performs several trials to achieve a certain behavior. This trial and error process, together with the exploitative nature of RL algorithms could result in very similar samples being collected in the replay buffer. This lack of diversity could harm the generalization capability of the learned encoders and also hinder the improvement in sample efficiency that could be achieved with SRL. Hence, data diversity could be very beneficial for vision-based RL and exploration strategies tailored for diverse observations could boost sample efficiency even further. In this work, we aim at improving sample diversity of vision-based RL. We present an approach for exploration that makes the agent specifically curious about the state representation. Our approach takes advantage of the off-policy property of most state-of-the-art RL algorithms and trains a separate exploration policy based on the SRL error. Our experiments show that the proposed method improves the performance of downstream tasks, especially for environments where recent approaches struggle. It also stabilizes the training and reduces the reward variance for all environments.

II. RELATED WORK

Integrating SRL. One popular approach for SRL is the autoencoder (AE) [2]. One of the earliest work to integrate AEs in batch-RL can be found in [14]. Later work explored the use of variational AEs [10] as well as regularized autoencoders (RAE) [27]. More recent approaches take advantage of contrastive learning to boost the sample efficiency of vision-based RL. Namely, [15] uses data augmentations as positive samples and all other samples in the batch, as well as their augmentations as the negative ones. Similarly, the work in [24] uses contrastive learning to associate pairs of observations separated by a short time difference, hence uses (near) future observations as positive queries and all other samples in the batch as negative ones. Both AE-based methods and contrastive learning ones focus on compression of observation as the main goal for SRL. Other approaches use dynamic models [26], state-space models [7] or domain priors [12]. In this work, we focus on AE-based approaches for SRL. Although contrastive learning has shown superior results to these approaches [15], [24], AE-based methods have many advantages. They are simple to implement, allow for integrating self-supervised objectives such as jigsaw puzzle [17], enable multi-modal and multi-view fusion [1], [16], as well as task specific objectives such as contact prediction [16]. More importantly, AE-based approaches lead to a more explainable state representation, especially when using generative AEs.

Curiosity in RL. Classical deep RL algorithms work well in environments with rewards that are easy to encounter, but tend to fail once high-reward areas are harder to reach [5]. This clearly motivates the use of exploration techniques as a mean to achieve this goal. Popular paradigms for exploration include counts and pseudo-counts [4], [19], learning distributions over value functions or policies [18],
Our main goal is to improve sample diversity of vision-based RL as to boost both the SRL part and the policy learning. The simplest way to approach this problem is to use previous techniques for exploration as the ones presented in section [11]. However, we argue that having an exploration method that is tailor-made for SRL and takes advantage of its properties can have a positive effect on the overall framework. This paper presents such a method. We propose to use the SRL error as an intrinsic reward \( r_{\text{cure}} \) for curiosity-based exploration. This reward could either be added to the task reward \( r_{\text{task}} \) to train the main policy \( \pi_{\text{task}} \), or used separately for training a separate curious policy \( \pi_{\text{cure}} \). Previous methods mostly use the earlier approach to integrate the intrinsic reward (based on a dynamics model) [21]. However, our early experiments indicate that a separate curious policy leads to substantially higher reward areas, while the single policy approach could deteriorate the results in comparison to the baseline. Furthermore, adding the rewards together usually introduces extra hyperparameters to weight the different terms (e.g. in [20], 3 extra hyperparameters are needed). Hence, in this work, we use two separate policies and train each with either the task reward or the intrinsic one. The update of both policies affect the encoder parameters \( \phi \). The SRL model parameters \( \theta \) are only affected by the SRL update. Note that the SRL model could refer to different things depending on the SRL approach used. For instance when using an AE-based method, it would correspond to a decoder. The overall architecture is illustrated in figure 1.
policy or the curious one. The choice of which policy to use at every step is based on a hyperparameter $p_c$ which specifies the percentage of times exploration actions should be sampled. Intuitively, the curious policy is trained to reach states which have high SRL error. By occasionally sampling actions from this policy, the replay buffer ends up containing more problematic and diverse samples which helps to learn a better representation and to avoid overfitting. Subsequently, this could improve the performance of the downstream task. This interaction between the curious policy and the SRL model/loss results in an interplay similar to the one observed in generative adversarial networks [6], as both modules are mutually beneficial to each other, and are trained in an adversarial setting. This interplay is illustrated in figure 1.

It is important to note that having a separate policy is only possible when using off-policy RL algorithms. In this work we use an RAE for SRL and soft actor critic (SAC) [8] for RL. This combination is explored in [27]. The RAE is trained with the following objective:

$$J(RAE) = \mathbb{E}_{o_t \sim D}[\log p_{\theta}(a_t | z_t) + \lambda_2 ||z_t||^2 + \lambda_0 ||\theta||^2] \quad (1)$$

where $z_t = g_{\phi}(o_t)$ is the learned state representation, $o_t$ is the image observation, $g_{\phi}$ is the encoder, and $\lambda_2$, $\lambda_0$ are hyperparameters which respectively specify the influence of the $L_2$ penalty on $z$ and the weights decay for the decoder parameters.

During training, at every step, the intrinsic reward is computed as $r_{cure} = J(RAE)$. We refer to the overall algorithm as RCAC, which stands for: Representation-Curious Actor-Critic. RCAC is summarized in algorithm 1.

**Algorithm 1 RCAC: Representation-Curious Actor-Critic**

```python
for each timestep $t = 1...T$ do
    $\epsilon \sim U(0, 1)$
    if $\epsilon < p_c$ then
        $a_t \sim \pi_{cure}(\cdot | o_t)$
    else
        $a_t \sim \pi_{task}(\cdot | o_t)$
    $o'_t \sim p(\cdot | o_t, a_t)$
    $D \leftarrow D \cup (o_t, a_t, r_{task}(o_t, a_t), o'_t)$
    $B \leftarrow \text{SampleBatch}(D)$
    $r_{cure} \leftarrow \text{UpdateRAE}(B)$  \(\triangleright\) equation (1)
    $\text{UpdateTaskAC}(B)$ \(\triangleright\) using $r_{task}$
    $\text{UpdateCuriousAC}(B, r_{cure})$ \(\triangleright\) using $r_{cure}$
```

IV. EXPERIMENTS

Setup. We experimentally evaluate our method on six continuous control tasks from the Deepmind Control Suite [25]. The chosen tasks aim to cover a wide range of common RL challenges, such as contact dynamics and sparse rewards. The tasks
### Table I

The hyperparameters used in our experiments.

| Parameter                          | Setting |
|------------------------------------|---------|
| Batch size                         | 128     |
| Replay buffer capacity            | 80000   |
| Discount γ                        | 0.99    |
| Hidden dimension                   | 1024    |
| Curios exploration probability \(p_c\) | 0.2    |
| Observation size                   | \(84 \times 84 \times 3\) |
| Frames stacked                     | 3       |
| Critic learning rate               | \(10^{-3}\) |
| Critic target update frequency     | 2       |
| Critic soft target update rate \(\tau\) | 0.01 |
| Actor learning rate                | \(10^{-3}\) |
| Actor update frequency             | 2       |
| Actor log std bounds               | \([-10, 2]\) |
| Autoencoder learning rate          | \(10^{-3}\) |
| Decoder update frequency           | 1       |
| Temperature learning rate          | \(10^{-4}\) |
| Init temperature                   | 0.1     |

We use are `reacher_easy`, `cartpole_swingup`, `ball_in_cup_catch`, `finger_spin`, `finger_turn` and `reacher_hard`. To evaluate the benefits of curious exploration via the SRL loss, we compare our method to SAC-AE [27] as a baseline, on which our implementation is based. For simplicity, we use the same hyperparameters for all experiments except of the action repeat value which changes per task, according to [9]. The actor and critic networks for the RL agent and the curious agent are trained using the Adam optimizer [13], using default parameters. We store trajectories of experiences in a standard replay buffer. For the SAC implementation, we follow the training procedure of SAC detailed in [27]. For the sake of reproducibility, we provide an overview of the hyperparameters in Table I.

For the encoder and decoder, we employ the architecture from [27]. Both consist of four convolutional layers with \(3 \times 3\) kernels and 32 channels and use ReLU activations, except of the final deconvolution layer. Both networks use a stride of 1 for each layer except of the first of the encoder and the last of the decoder, which use stride 2.

To evaluate the performance of our model, we train multiple different seeds for each task. At the beginning of each seed, we pretrain the models with 1000 samples which we collect by rolling-out random actions. Afterwards, we evaluate the model every 10000 environment steps over 10 episodes and report the average reward. The results are shown in Figure 2. The total number of episodes depends on the complexity of the task.

**Results.** Figure 2 shows the task reward achieved by RCAC in comparison to the baseline. In all environments, our method exceeds the performance of the baseline implementation. Specifically, for tasks where the baseline doesn’t show any signs of improvement, such as `reacher_hard` and `finger_turn`, RCAC leads to exploring high-reward areas, as can be seen when looking at the maximum rewards achieved in those environments. For simpler tasks such as `reacher_easy` and `finger_spin`, RCAC approaches the maximum environment rewards, while the baseline converges to \(80\%\). In addition to this boost in achieved reward, RCAC stabilizes the training and reduces the reward variance significantly. This feature is usually not given enough attention in RL research. However, in real-world scenarios, when deploying RL agents for real tasks, there could be cases where only one training run is possible. An algorithm with lower reward variance could guarantee a sufficiently good policy, while it’s hard to say the same when this condition fails. This effect can also be seen for `cartpole_swingup` and `ball_in_cup_catch`. RCAC seems to have a minor effect on the maximum reached reward for these last 2 environments. This could be attributed to the fact that for these environments, the baseline already approaches the performance achieved by SAC trained with the true states [27]. The additional curious exploration objective, accelerates the convergences of all evaluation tasks, thus improving the sample efficiency which is one key limitation of state-of-the-art model-free algorithms. In general, it could be seen from our experiments that RCAC becomes more effective when the task complexity increase. This will be especially important, moving towards more complex tasks. We plan to rigorously test this hypothesis in future experiments.

### V. CONCLUSION

In this work, we introduce a curiosity-based exploration technique which can be easily used together with state representation learning methods used in RL. This method exploits the SRL error to incentivize visiting more diverse and problematic states. Our experiments show that our curious exploration method improves the performance of SAC-AE trained from pixels on complex continuous control tasks. When comparing SAC-AE to curious SAC-AE on six tasks of the deepmind control suite, we show that the added curiosity improves the performance in terms of convergence, stability and the achieved total reward. In future work, we plan to experiment with the transfer learning capability of our architecture, scale it up to even harder tasks, test the effect of the exploration hyperparameter, and test our approach with different SRL methods.
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