On a limit behavior of a sequence of Markov processes perturbed in a neighborhood of a singular point
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We study a limit behavior of a sequence of Markov processes (or Markov chains) such that their distributions outside of any neighborhood of a “singular” point attract to some probability law. In any neighborhood of this point the behavior may be irregular. As an example of the general result we consider a symmetric random walk with the unit jump that is perturbed in a neighborhood of 0. The invariance principle is obtained under standard scaling of time and space. The limit process turns out to be a skew Brownian motion.

1 Introduction

The main goal is to investigate a limit behavior of a sequence of Markov processes \( \{X_n\} \) (or scaled Markov chains). We assume that outside any neighborhood of a fixed “singular” point the distribution of the sequence converges to a certain law. At a neighborhood of this singular point the behavior of a sequence may be irregular. For example, let \( S_n = \xi_1 + \cdots + \xi_n, n \geq 0 \) be a standard random walk with \( E\xi_k = 0 \) and finite variance of the jump \( \sigma^2 = \text{Var}\xi_k \). It is well known that the distributions of \( \left\{ \frac{S_{\lceil nt \rceil}}{\sigma \sqrt{n}}, n \geq 1 \right\} \) converge weakly to a Brownian motion in \( D([0; T]) \). Assume now that \( \{\tilde{S}_n\} \) is a Markov chain such that its transition probabilities outside the set \([-m, m]\) coincide with transition probabilities of \( \{S_n\} \), and they are arbitrary inside of \([-m, m]\). Then a sequence \( \left\{ \frac{\tilde{S}_{\lceil nt \rceil}}{\sigma \sqrt{n}}, n \geq 1 \right\} \) behaves exactly as \( \left\{ \frac{S_{\lceil nt \rceil}}{\sigma \sqrt{n}}, n \geq 1 \right\} \) outside any neighborhood of zero (note that the rescaled interval \([-m/\sqrt{n}, m/\sqrt{n}] \) is shrinking to zero as \( n \to \infty \)). In this case a limit of \( \left\{ \frac{\tilde{S}_{\lceil nt \rceil}}{\sigma \sqrt{n}}, n \geq 1 \right\} \) may be not a Brownian motion. For example, if \( \{\tilde{S}_n\} \) is a walk on \( \mathbb{Z} \) with the following transition probabilities \( \tilde{p}_{i,i+1} = 1/2 \) for \( i \neq 0 \), and \( p_{0,1} = p, p_{0,-1} = q = 1 - p \), then the limit is a skew Brownian motion \[1\]. That is, the limit is a continuous Markov process with transition probability density function

\[
p_t(x, y) = \varphi_t(x - y) + \gamma \text{sign}(y) \varphi_t(|x| + |y|), \quad x, y \in \mathbb{R},
\]
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where $\varphi_t(x) = \frac{1}{\sqrt{2\pi t}} e^{-x^2/2t}$ is the density of the normal distribution $N(0,t)$. In this case parameter of skewness $\gamma$ equals $(p - q)$. The case of the arbitrary $m$ and bounded integer-valued jumps was considered in $[2,3,4]$. The limit process also was a skew Brownian motion. If jumps from $[-m,m]$ are not integrable, then the limit could be a discontinuous process, for example a Brownian motion with Wentzell’s boundary conditions $[5]$.

Another examples are diffusions on graphs, see $[6,7]$. They can be obtained, for example, as a limit of a symmetric random walks on edges of a graph with additional assumptions on jumps from vertices. Diffusions on graphs can also be obtained as a limit of more complex systems, where in a limit few vertices are “tied” together $[8]$.

Construction of a reflecting Brownian motion in a cone is also can be considered as a diffusion with irregularity at a vertex, see $[9,10,11]$ and references therein. Until the hitting of the vertex, reflecting Brownian motion can be defined as a strong solution of a certain SDE. A problem to determine a process after the hitting of the vertex is non-trivial. One way of a construction of the process is to determine a limit of a sequence of reflecting Brownian motions that jumps instantly on a vector with length $\varepsilon$ inside the cone when these processes hit the vertex. Certainly it is not obvious that the limit exists and is unique.

One more example is a Peano phenomenon for diffusions with a small noise, see for example $[12,13]$. There one studied a limit behavior as $\varepsilon \to 0$ of the following diffusions

$$d\xi_\varepsilon(t) = b(\xi_\varepsilon(t))dt + \varepsilon \sigma(\xi_\varepsilon(t))dw(t).$$

It was assumed that $b$ is continuous, $b(0) = 0$, $\xi(0) = 0$, but the limit equation

$$d\xi(t) = b(\xi(t))dt$$

may have non unique solution. Under some assumptions on $b$ and $\sigma$ it was proved that the limit process equals the maximal solution of (1) with some probability $p$, and equals the minimal solution with probability $(1 - p)$.

We propose a technique to determine the limit of processes with irregularities at a neighborhood of a fixed point. Generally, we even do not assume that the initial sequence $\{X_n\}$ is Markov. A general abstract result is given in §2. We provide sufficient conditions if $\{X_n\}$ satisfies some renewal properties in §3 (Theorem [2]). In §4 we give an example of our methodology application. There a Markov chain $\{S_k, k \geq 0\}$ in $\mathbb{Z}$ is considered, where transition probabilities are

$$p_{i,i\pm 1} = 1/2, \text{ for } |i| > m,$$

$$\sum_j p_{ij}|j| < \infty, \text{ } |i| \leq m,$$

i.e., if $|i| \leq m$, then the expectation of a jump is finite.

It is proved that a sequence $\{\frac{S_{\lfloor nt \rfloor}}{\sqrt{n}}, n \geq 1\}$ converges to a skew Brownian motion. A parameter of skewness is calculated exactly. In contrast to $[2,3,4]$ we do not assume the boundedness of jumps for $|i| \leq m$. This example may be considered by resolvent or semigroup theory. However, our considerations have more transparent probabilistic interpretation. On the other hand, our methods can be applied also for continuous
semi-Markov processes (see the corresponding definition in [14]) that are perturbed at neighborhoods of a point \( x^\ast \). We only need to assume that some exit moments and entrance moments are renewal.

2 A general limit result

In this section we describe a general approach for studying of a limit behavior of stochastic processes with irregularities at a neighborhood of a fixed point \( x^\ast \). In order to determine a limit we will “delete” certain parts of trajectories that belong to a neighborhood of \( x^\ast \) and then study a sequence with “deleted” time intervals.

Consider the formal reasoning.

Let \((E, \rho)\) be a locally compact metric space. By \( C([0, \infty)) = C_E([0, \infty)) \) and \( D([0, \infty)) = D_E([0, \infty)) \) denote spaces of functions with values in \( E \), that have continuous and càdlàg trajectories respectively.

Let \( f \in D([0, \infty)) \), \( \sigma = \{\sigma_n\} \), \( \tau = \{\tau_n\} \) be sequences of real numbers such that

\[
0 \leq \tau_0 \leq \sigma_0 < \tau_1 < \sigma_1 < \tau_2 < \ldots, \tag{2}
\]

\[
\lim_{n \to \infty} \tau_n = +\infty, \quad \lambda(\bigcup_k [\tau_k, \tau_{k+1})) = +\infty, \tag{3}
\]

where \( \lambda \) is the Lebesque measure.

Define

\[
L(t) = L_{\tau, \sigma}(t) := \int_0^t \mathbb{I}_{\bigcup_k [\tau_k, \tau_{k+1})}(s)ds,
\]

\[
A(t) = A_{\tau, \sigma}(t) := L^{-1}(t) := \inf \{s \geq 0 | L(s) \geq t\}.
\]

**Definition 1.** We will say that the function

\[
f_{\tau, \sigma}(t) := f(A_{\tau, \sigma}(t)), \quad t \geq 0
\]

is obtained from \( f \) by deleting the time interval \( \bigcup_k [\tau_k, \sigma_k) \).

**Remark 1.** Informally, we delete time intervals \([\tau_k, \sigma_k)\) from the graph of \( f \), then the remaining time intervals are moved tightly to the left.

Denote the modulus of continuity of \( f \) by \( \omega_f(\delta) = \omega_f^T(\delta) := \sup_{s, t \in [0, T], |s-t| \leq \delta} \rho(f(s), f(t)) \).

**Lemma 1.** Assume that

\[
(T + 1) - L(T + 1) = \int_0^{T+1} \mathbb{I}_{\bigcup_k [\tau_k, \sigma_k)}(s)ds \leq \delta \leq 1.
\]

Then

\[
\sup_{t \in [0, T]} \rho(f_t, f_{t, \tau, \sigma}) \leq \omega_f^{T+1}(\delta).
\]

The proof follows from the fact that \(|A(t) - t| \leq \delta, \quad t \in [0, T]\), under our assumptions.

**Remark 2.** Below we will consider only continuous processes or càdlàg processes.
**Theorem 1.** Let $T > 0$. Assume that a sequence of stochastic processes $\{X_n, n \geq 1\}$ satisfies the following condition
\[
\forall \varepsilon > 0 \exists \delta > 0 \exists n_0 \forall n \geq n_0 \quad P(\omega_{X_n}^T(\delta) \geq \varepsilon) \leq \varepsilon. \tag{4}
\]
Suppose that for any $\alpha \in (0, 1)$ there exist sequences of random variables
\[
\tau^{(n)} = \tau^{(n, \alpha)} = \{\tau_k^{(n, \alpha)}, k \geq 0\}, \sigma^{(n, \alpha)} = \{\sigma_k^{(n, \alpha)}, k \geq 0\},
\]
that satisfy (3) for all $n \geq 1$, and there exists a process $X^{(\alpha)}$ such that
\[
P(T + 1 - L_n^{(\alpha)}(T + 1) \geq \alpha) \leq \alpha, \; n \geq n_0(T, \alpha);
\]
\[
X_n^{(\alpha)} \Rightarrow X^{(\alpha)} \; \text{as} \; n \to \infty, \; \text{in} \; D([0, T]),
\]
where
\[
L_n^{(\alpha)}(t) = \int_0^t \mathbb{I}_{\cup_k \sigma_k^{(n, \alpha)} - \tau_k^{(n, \alpha)}}(s) \, ds, \; A_n^{(\alpha)}(t) = (L_n^{(\alpha)})^{-1}(t),
\]
and $X_n^{(\alpha)}(t) = X_n(A_n^{(\alpha)}(t))$ is obtained by deleting a time interval from $X_n$.

Then distributions of $\{X_n, n \geq 1\}$ converge weakly in $D([0, T])$ as $n \to \infty$. Moreover, distributions of $\{X^{(\alpha)}\}$ converge weakly in $D([0, T])$ as $\alpha \to 0+$, and the distribution of limits for $\{X^{(\alpha)}\}$ and $\{X_n\}$ coincide.

**Remark 3.** It follows from (4) that the limit process has a continuous modification.

**Proof.** It follows from the Skorokhod’s theorem [15] that for any $\alpha > 0$ there exist copies of random elements $X^{(\alpha)}$ and $X_n^{(\alpha)}, n \geq 1$, given on the joint probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$ such that
\[
\tilde{X}_n^{(\alpha)} \xrightarrow{\tilde{P}} \tilde{X}^{(\alpha)} \; \text{in} \; n \to \infty \; \text{in} \; D([0, T]). \tag{7}
\]
We can construct a sequence of random elements $\{\tilde{X}_n^{(\alpha)}, \tilde{\tau}_k^{(n, \alpha)}, \tilde{\sigma}_k^{(n, \alpha)}, k \geq 0\}$ on some extension of $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$ such that
\[
\{\tilde{X}_n^{(\alpha)}, \tilde{X}_n, \tilde{\tau}_k^{(n, \alpha)}, \tilde{\sigma}_k^{(n, \alpha)}, k \geq 0\} \overset{d}{=} \{X_n^{(\alpha)}, X_n, \tau_k^{(n, \alpha)}, \sigma_k^{(n, \alpha)}, k \geq 0\}
\]
(see reasoning, for example, in [10], Ch.5).

Note that $X_n^{(\alpha)}$ can be considered as a measurable function of $\{X_n, \tau_k^{(n, \alpha)}, \sigma_k^{(n, \alpha)}, k \geq 0\}$. Thus $\tilde{X}_n^{(\alpha)}$ equals a.s. the value of the mentioned function of $\{\tilde{X}_n, \tilde{\tau}_k^{(n, \alpha)}, \tilde{\sigma}_k^{(n, \alpha)}, k \geq 0\}$. I.e., we obtain $\tilde{X}_n^{(\alpha)}$ by deleting time intervals $\cup_k [\tilde{\tau}_k^{(n, \alpha)}, \tilde{\sigma}_k^{(n, \alpha)})$ from $\tilde{X}_n$.

Let $d_0^T$ be the metric in $D([0, T])$ (see for example [17], §14). Observe that $d_0^T$ is dominated by the uniform metric on $[0, T]$.

Then Lemma [11] yields
\[
P(d_0^T(\tilde{X}_n, \tilde{X}^{(\alpha)}) \geq 2\varepsilon) \leq \leq P(d_0^T(\tilde{X}_n, \tilde{X}^{(\alpha)}) \geq \varepsilon) + P(d_0^T(\tilde{X}^{(\alpha)}, \tilde{X}^{(\alpha)}) \geq \varepsilon) \leq P(\sup_{t \in [0, T]} \rho(\tilde{X}_n, \tilde{X}^{(\alpha)}) \geq \varepsilon) + P(d_0^T(\tilde{X}^{(\alpha)}, \tilde{X}^{(\alpha)}) \geq \varepsilon) \leq P(T + 1 - L_n^{(\alpha)}(T + 1) \geq \alpha) + P(\omega_{X_n}^{T+1}(\alpha) \geq \varepsilon) + P(d_0^T(\tilde{X}_n^{(\alpha)}, \tilde{X}^{(\alpha)}) \geq \varepsilon). \tag{8}
\]
For a given $\varepsilon > 0$ let us select $\alpha \in (0, \varepsilon)$ and $n_0$ such that (see (4) and (7)) the second and the third expressions on the right hand side of (8) do not exceed $\varepsilon$ for $n \geq n_0$. Then (5) implies that (8) is less than or equal to $3\varepsilon$.

So, for any $n, m \geq n_0$

$$P(d_0^T(\tilde{X}_n, \tilde{X}_m) \geq 4\varepsilon) \leq P(d_0^T(\tilde{X}_n, \tilde{X}^{(\alpha)}) \geq 2\varepsilon) + P(d_0^T(\tilde{X}_m, \tilde{X}^{(\alpha)}) \geq 2\varepsilon) \leq 6\varepsilon.$$

Therefore the sequence of distributions of $\{X_n, n \geq 1\}$ is a Cauchy sequence in the Levy-Prokhorov metric (see [18]) and hence it is convergent.

Convergence of $\{X^{(\alpha)}, \alpha > 0\}$ to the same limit as $\alpha \to 0^+$ can be verified similarly using bound (8). Theorem 1 is proved.

**Remark 4.** The theorem can be used in the following case. Let $\{X_n\}$ be a sequence of homogeneous strong Markov processes. Denote by $\tau$ a hitting time of a fixed point $x_0$. Assume that the sequence $\{X_n(\cdot \wedge \tau)\}$ converges in distribution to $\{X(\cdot \wedge \tau)\}$ if initial values of the processes converge. Let $\tau_k^{(n,\alpha)}, \sigma_k^{(n,\alpha)}$ be sequential entrances into the ball $B(x_0, \alpha/2)$ and exits from the ball $B(x_0, \alpha)$ respectively. Condition (5) means that if $\alpha$ is small, then “deleted time” is small uniformly in $n$. For example, this is true if the average time spent in $B(x_0, \alpha)$ is small as $\alpha \to 0^+$ uniformly in $n$:

$$\forall T > 0 : \lim_{\alpha \to 0^+} \sup_n E \int_0^T 1_{\rho(X_n(t), x_0) \leq \alpha} dt = 0. \quad (9)$$

In some cases the verification of (9) may be relatively simple (see, for example, construction of a reflecting Brownian motion in a cone [9, 11]).

Condition (4) about modulus of continuity is similar to a condition that ensures weak relative compactness of processes in a space of continuous functions. It is not difficult to show that if $X$ is continuous and $X_n(\cdot \wedge \tau) \Rightarrow X(\cdot \wedge \tau)$ whenever initial conditions converge, then (4) is satisfied if, for example, condition (9) holds.

### 3 Convergence of processes that are obtained by deleting time intervals

In this section sufficient conditions that ensure convergence (6) are given. Theorem 2 given at the end of this section is an analogue of Theorem 1 that takes into account these sufficient conditions.

We assume that hitting times of some points are renewal moments for processes $\{X_n\}$. In this case a distribution of a process with deleted time can be obtained by construction given below.

Consider a space

$$M = \left\{ \overline{t} = \{t_i, i \geq 1\} \in (0; \infty)^N : \sum_i t_i = +\infty \right\}$$

with the metric of coordinate-wise convergence $\rho_M(\overline{t}, \overline{s}) = \sum_n 2^{-n}|t_n - s_n| \wedge 1$.
Let $E$ be a locally compact space. Let $F$ be a map of $C_E([0, \infty))^N \times M$ to $D_E([0; \infty))$ defined as
\[
(\mathcal{F}, \mathcal{T}) = (f_1, f_2, \ldots; t_1, t_2, \ldots) \rightarrow F(\mathcal{F}, \mathcal{T}) = \sum_k f_k(\cdot + \sum_{i=1}^{k-1} t_i) 1_{\sum_{i=1}^{k} \eta_i = \sum_{i=1}^{k} t_i}.
\]
Here metric in $C_E([0, \infty))$ corresponds to the uniform convergence on compact sets, metric on $C_E([0, \infty))^N$ is introduced similarly to $\rho_M$.

It is not difficult to see that the function $F$ is continuous on $C_E([0, \infty))^N \times M$. Therefore, if a sequence of $C_E([0, \infty))^N \times M$-valued random elements $\{(\xi^{(n)}, \eta^{(n)}), n \geq 0\}$ is such that
\[
(\xi^{(n)}, \eta^{(n)}) \Rightarrow (\xi^{(0)}, \eta^{(0)}) \text{ as } n \rightarrow \infty,
\]
then
\[
F(\xi^{(n)}, \eta^{(n)}) \Rightarrow F(\xi^{(0)}, \eta^{(0)}) \text{ as } n \rightarrow \infty
\]
in $D_E([0; \infty))$.

Remark 5. Everything above (and also results below) is true if $\tau_k \in (0, \infty]$ are extended random variables. The corresponding definitions should be naturally corrected in this case. For example, if $\tau_k = +\infty$, then we should exclude summands with numbers greater than $k$ in the definition of $F(\mathcal{F}, \mathcal{T})$.

Let $X$ be $E$-valued homogeneous strong Markov process. By $Q_x$ denote the distribution of $X$ given $X(0) = x$. Let $0 = \sigma_0 \leq \tau_1 < \sigma_1 < \tau_2 < \ldots$ be a sequence of stopping times such that $\sum_k (\tau_{k+1} - \tau_k) = +\infty$ a.s. Set
\[
\eta_k = \begin{cases} \tau_{k+1} - \sigma_k, & \text{if } \tau_1 > 0, \\ \tau_{k+2} - \sigma_{k+1}, & \text{if } \tau_1 = 0, \end{cases}
\]
\[
\xi_k(t) = \begin{cases} X((\sigma_k + t) \wedge \tau_{k+1}), & \text{if } \tau_1 > 0, \\ X((\sigma_{k+1} + t) \wedge \tau_{k+2}), & \text{if } \tau_1 = 0. \end{cases}
\]

By $X^{(\tau, \sigma)}$ denote a process obtained from $X$ by deleting time intervals $\cup_k [\tau_k, \sigma_k)$. It can be seen that $X^{(\tau, \sigma)} = F(\xi, \eta)$.

Strong Markov property for $X$ yields that a sequence of random elements $\{(\xi_k, \eta_k), k \geq 1\}$ is $C_E([0, \infty)) \times (0, \infty)$-valued Markov chain (may be non-homogeneous). So, we need a result on convergence in distribution for a sequence of Markov chains (In fact, we will consider not a general sequence of stopping times $\{\tau_k, \sigma_k\}$, we will select it in a special way).

Let $\{X_n\}_{n \geq 1}$ be a sequence of continuous homogeneous strong Markov processes taking values in $E$. Denote by $Q^n_x$ the distribution of $X_n$ given $X_n(0) = x$. Assume that there exists a point $x^*$ such that for any $n$ the process $X_n$ infinitely often enters any ball $B(x^*, \varepsilon)$ and infinitely often exits from any ball $B(x^*, \varepsilon)$ with $Q^n_x$ probability 1 for any $x \in E$. Let $\alpha > 0$, $\alpha_1 \in (0, \alpha)$. By $\{\tau_k, \sigma_k\}_{k \geq 1}$ denote sequential entrances into the ball $B(x^*, \alpha)$ and exits from the ball $B(x^*, \alpha)$, respectively. Set $\sigma^n_0 := 0$,
\[
\tau^n_k = \tau^{(n, \alpha_1, \alpha)}_k := \inf \{t \geq \sigma^{(n, \alpha_1, \alpha)}_{k-1} : \rho(X_n(t), x^*) \leq \alpha_1\}, \quad k \geq 1,
\]
\[
\sigma^n_k = \sigma^{(n, \alpha_1, \alpha)}_k := \inf \{t \geq \tau^{(n, \alpha_1, \alpha)}_{k} : \rho(X_n(t), x^*) \geq \alpha\}, \quad k \geq 1.
\]
Lemma 2. Let modifying in a minor way proofs in [19], relation (12) yields the following result.

Now the sequence \( \{ (\xi^n_k, \eta^n_k), k \geq 1 \} \) is a homogeneous \( C_E([0, \infty)) \times (0, \infty) \)-valued Markov chain. Note that its transition probability \( P_n((f, t), A) \) depends only on \( f(t) \).

Moreover, we have a convergence of processes obtained by deleting of time intervals:

\[
X_n^{(\tau^n, \sigma^n)} \Rightarrow X_0^{(\tau^0, \sigma^0)}, \ n \to \infty
\]

in \( D_E([0; \infty)) \).

Combining Theorem[1] and obtained sufficient conditions, we get the following results on convergence of stochastic processes.
Theorem 2. Let \{X_n, n \geq 0\} be a sequence of continuous homogeneous strong Markov processes in a locally compact metric space E. Assume that for any \(T > 0\) condition (1) is satisfied, and for any \(\alpha > 0\) there exists \(\alpha_1 \in (0, \alpha)\) such that sequences \(\{(\tau_k^{(n,\alpha_1,\alpha)}, \sigma_k^{(n,\alpha_1,\alpha)}), k \geq 1\}\), (defined in (11)) satisfy the following conditions: 

1) (11); 
2) (5) or (9); 
3) conditions A1, A2 of Lemma 2.

Then distributions of \(\{X_n\}\) converge weakly as \(n \to \infty\) in \(C([0, \infty))\).

If additionally (13), (14) hold and also

\[ \int_0^\infty \Pi_{(X_0(t)=x^*)} dt = 0 \ a.e., \]  

(15)

then \(X_n \Rightarrow X_0\) as \(n \to \infty\) in \(C([0, \infty))\).

Remark 6. It follows from (15) that

\[ X_0^{(\tau^{(0,\alpha_1,\alpha)}, \sigma^{(0,\alpha_1,\alpha)})} \Rightarrow X_0 \quad \text{as} \quad \alpha \to 0+, \]

in \(D([0, \infty))\)). Since all processes \(\{X_n\}\) are continuous, then the weak convergence in \(D([0, T])\) implies the convergence in \(C([0, T])\) as well.

Remark 7. Instead of the strong Markov property in Theorem 2 we may assume only that the moments of entrance into any ball and moments of the exit from any ball were “renewal” for the processes. For example, this holds if \(E = \mathbb{R}\) and \(\{X_n\}\) are continuous semi-Markov processes, see the corresponding definition in [14].

Remark 8. The similar statement is also true for processes constructed from Markov chains with a natural correction of formulation. For example, let \(\{X_0(t), t \geq 0\}\) be a continuous strong Markov process with values in \(\mathbb{R}^d\), \(\{X^{(n)}(k), k \geq 0\}\) be \(\mathbb{R}^d\)-valued Markov chains. Put \(X_n(t) := \frac{1}{\sqrt{n}}X^{(n)}(k)\) and define the process \(X_n(t)\) for all \(t \geq 0\) by linearity or in a step-wise manner. Then analogous versions of Lemma 2 and Theorem 2 are true with the following modifications.

Sequences \(\tau_k^{(n)}, \sigma_k^{(n)}\) should be defined as follows

\[ \tau_k^{(n)} = \tau_k^{(n,\alpha_1,\alpha)}, \quad \sigma_k^{(n,\alpha_1,\alpha)} = \inf \{ t \in \frac{1}{n}\mathbb{Z}_+, t \geq \sigma_k^{(n,\alpha_1,\alpha)} : |X_n(t) - x^*| \leq \alpha_1 \}, \quad k \geq 1, \]  

\[ \sigma_k^{(n)} = \sigma_k^{(n,\alpha_1,\alpha)}, \quad \tau_k^{(n,\alpha_1,\alpha)} = \inf \{ t \in \frac{1}{n}\mathbb{Z}_+, t \geq \tau_k^{(n,\alpha_1,\alpha)} : |X_n(t) - x^*| \geq \alpha \}, \quad k \geq 1. \]

Moreover, if the phase space for \(\{X^{(n)}(k), k \geq 1\}\) is \(\mathbb{Z}^d\) instead of \(\mathbb{R}^d\), then in Lemma 2 we have to consider only sequences \(\{x_n\}\), \(\lim_{n \to \infty} x_n = x_0\) such that \(x_n \in \frac{1}{\sqrt{n}}\mathbb{Z}^d\) for any \(n \geq 1\).

Remark 9. It most likely that (11) is superfluous in Theorem 2 where continuous strong Markov processes are considered. However, we cannot omit this condition in the case when processes are generated by Markov chains. Theoretically, \(\{X_n\}\) could jump far away from a ball \(B(x^*, \alpha_1)\) by a single “large” jump.
4 Limit behavior of perturbed random walk

Let \( \{X(k), k \in \mathbb{Z}_+\} \) be a Markov chain on \( \mathbb{Z} \) with transition probabilities \( p_{i,j} \) such that for some fixed \( m \):

\[
p_{i,i+1} = p_{i,i-1} = \frac{1}{2} \quad \text{for } |i| > m
\]

and

\[
\sum_{j \in \mathbb{Z}} |j| p_{i,j} < \infty \quad \text{for } |i| \leq m.
\]

We will call \( X \) a random walk with a membrane \([-m,m]\). Condition (17) means that jumps of \( X \) from the membrane are integrable.

Extend the chain \( \{X(k), k \in \mathbb{Z}_+\} \) to all \( t \geq 0 \) by linearity. Define

\[
X_n(t) := \frac{1}{\sqrt{n}} X(nt), \quad t \geq 0, \quad n \in \mathbb{N}.
\]

In this section we will prove that distributions of \( \{X_n\} \) converge weakly.

Let us introduce auxiliary variables. By

\[
\tau := \inf\{k \geq 0 : |X(k)| > m\}
\]

denote the exit time from the membrane. Let \( \xi(\pm) \) be a random variable whose distribution equals the distribution of \( (X(\tau) - m \text{sign } X(\tau)) \) given \( X(0) = \pm m \).

**Theorem 3.** Assume that all states of the chain \( \{X(k), k \in \mathbb{Z}_+\} \) are connected. Then a sequence of stochastic processes \( \{X_n\} \) converges in distribution in \( C([0,T]) \) to a skew Brownian motion \( W_\gamma, W_\gamma(0) = 0 \), with a parameter

\[
\gamma = \frac{E\xi(+)P(\xi(-) > 0) + E\xi(-)P(\xi(+) < 0)}{E[\xi(+)P(\xi(-) > 0) + E[\xi(-)P(\xi(+) < 0)]},
\]

i.e., the limit is a continuous Markov process with the transition density

\[
p_t(x, y) = \varphi_t(x-y) + \gamma \text{sign}(y)\varphi_t(|x| + |y|), \quad x, y \in \mathbb{R},
\]

where \( \varphi_t(x) = \frac{1}{\sqrt{2\pi t}} e^{-x^2/2t} \) is the density of the normal distribution \( N(0,t) \).

**Remark 10.** The initial distributions are \( X_n(0) = X(0)/\sqrt{n} \). It is not difficult to prove the result in a scheme of series, where \( X_n(0) = x_n \in \frac{1}{\sqrt{n}} \mathbb{Z} \) and \( \lim_{n \to \infty} x_n = x \). In this case, the limiting skew Brownian motion starts from \( x \).

**Remark 11.** A limit for the sequence \( \{X_n\} \) exists even if we omit the assumption that all states of the chain \( \{X(k), k \in \mathbb{Z}_+\} \) are connected. Then the limit may be not a skew Brownian motion. For example, it could be a Brownian motion that sticks at zero or a mixture of two reflected Brownian motions that reflects at 0 up and down. The list of all possibilities was discussed in [4]. Consideration of those cases is much simpler than the proof of Theorem 3 below.

**Proof of Theorem 3.** Let us apply Theorem 2 or more precisely, its modification for Markov chains (see Remark 8).
Let \( \alpha > 0 \) and \( \alpha_1 \in (0, \alpha) \) be arbitrary fixed numbers. Set \( \sigma_0^{(n)} := 0 \),
\[
\tau_k^{(n)} = \tau_k^{(n, \alpha_1, \alpha)} := \inf\{ t \geq \sigma_k^{(n-1)}, t \in \frac{1}{n} \mathbb{Z}_+ : |X_n(t)| \leq \alpha_1 \} = \\
\inf\{ t \geq \sigma_k^{(n-1)}, t \in \frac{1}{n} \mathbb{Z}_+ : |X(nt)| \leq \alpha_1 \sqrt{n} \},
\]
\[
\sigma_k^{(n)} = \sigma_k^{(n, \alpha_1, \alpha)} := \inf\{ t \geq \tau_k^{(n)}, t \in \frac{1}{n} \mathbb{Z}_+ : |X_n(t)| \geq \alpha \} = \\
\inf\{ t \geq \tau_k^{(n)}, t \in \frac{1}{n} \mathbb{Z}_+ : |X(nt)| \geq \alpha \sqrt{n} \}. \tag{20}
\]

For any \( n \geq 1 \) consider a process \( X_n^{(\alpha)} \) constructed from \( X_n \) by deleting time intervals \( \bigcup_k [\tau_k^{(n, \alpha_1, \alpha)}, \sigma_k^{(n, \alpha_1, \alpha)}] \).

Let \( X_0 \) from Theorem 2 be a skew Brownian motion \( W_\gamma \). Note that a skew Brownian motion \( W_\gamma \) behaves as a Wiener process before hitting 0 (see, e.g., [1]). So, conditions A1 and (13) reformulated for Markov chains are satisfied. Condition (15) also holds because a skew Brownian motion has a transition density.

### 4.1 Distribution at an instant of exit time

Let us verify conditions A1 and (14) of Lemma 2 for the sequence \( \{X_n, n \geq 0\} \), where \( X_0 \) equals \( W_\gamma \). At first, let us find the conditional distribution of \( W_\gamma(\sigma_k^{(0)}) \) given \( W_\gamma(\tau_k^{(0)}) = \alpha_1 \). This distribution is concentrated at \( \pm \alpha \). The corresponding weights are equal to probabilities for \( W_\gamma \) to exit from \( [-\alpha, \alpha] \) through the right or left ends, respectively, given \( W_\gamma(0) = \alpha_1 \).

It is known that (see, e.g., [20]) the scale function for the skew Brownian motion \( W_\gamma \) equals
\[
\psi(x) = \begin{cases} 
  x/p, & x \geq 0, \\
  x/q, & x < 0,
\end{cases}
\]
where \( p = \frac{1-p}{2}, q = \frac{1-p}{2} \). Thus,
\[
P(W_\gamma(\sigma_k^{(0)}) = +\alpha \mid W_\gamma(\tau_k^{(0)}) = +\alpha_1) = \frac{\psi(\alpha_1) - \psi(-\alpha)}{\psi(\alpha) - \psi(-\alpha)},
\]
\[
P(W_\gamma(\sigma_k^{(0)}) = -\alpha \mid W_\gamma(\tau_k^{(0)}) = +\alpha_1) = \frac{\psi(\alpha) - \psi(\alpha_1)}{\psi(\alpha) - \psi(-\alpha)}.
\]
If \( W_\gamma(\tau_k^{(0)}) = -\alpha_1 \), then the corresponding distribution is
\[
P(W_\gamma(\sigma_k^{(0)}) = +\alpha \mid W_\gamma(\tau_k^{(0)}) = -\alpha_1) = \frac{\psi(-\alpha_1) - \psi(-\alpha)}{\psi(\alpha) - \psi(-\alpha)},
\]
\[
P(W_\gamma(\sigma_k^{(0)}) = -\alpha \mid W_\gamma(\tau_k^{(0)}) = -\alpha_1) = \frac{\psi(\alpha) - \psi(-\alpha_1)}{\psi(\alpha) - \psi(-\alpha)}.
\]

Let us find the distribution of \( X_n(\sigma_k^{(n)}) \).

Set \( C_n = [-\alpha \sqrt{n}] \), where \([\cdot]\) denotes the integer part.
Let $X(0) = i \in \{-C_n, \ldots, +C_n\}$. By $\rho_i^{(n)}$ denote the probability that \{X(k)\} hits $+C_n$ before it visits the set $(-\infty, C_n] \cup (C_n, +\infty)$. These probabilities satisfy the system of linear equations:

$$
\begin{cases}
\rho_{C_n}^{(n)} = 1, \\
\rho_{i}^{(n)} = \rho_{i-C_n}^{(n)} = 0, \ |i| > C_n, \\
\rho_{i}^{(n)} = \frac{1}{2} \rho_{i-1}^{(n)} + \frac{1}{2} \rho_{i+1}^{(n)}, \ m < |i| < C_n, \\
\rho_{\pm m}^{(n)} = \sum_{m<|j|<C_n} \rho_{\pm m, j}^{(n)},
\end{cases}
$$

where $p_{\pm m, j} = P(\xi^{(\pm)} = j - m \text{ sign}(j))$.

Consider $\rho_i^{(n)}$ for $m \leq i \leq C_n$. Note that all points $(m, \rho_m^{(n)}), (m+1, \rho_{m+1}^{(n)}), \ldots, (C_n, \rho_{C_n}^{(n)})$ belong to the same line. Therefore,

$$
\rho_{m+k}^{(n)} = \rho_{m}^{(n)} + \frac{k}{c_n}(1 - \rho_{m}^{(n)}) = \rho_{m}^{(n)}(1 - \frac{k}{c_n}) + \frac{k}{c_n}, \ k = 0, C'_n,
$$

where $C'_n = C_n - m$.

Similarly,

$$
\rho_{m-k}^{(n)} = \rho_{m}^{(n)}(1 - \frac{k}{c_n}), \ k = 0, C'_n.
$$

Substituting these expressions into the equations for $\rho_{\pm m}^{(n)}$ and then rewriting the obtained systems in terms of $\xi^{(\pm)}$ and $\xi^{(-)}$, we get

$$
\rho_{m}^{(n)}(C_nP(\tilde{\xi}_n^{(\pm)} < 0) + E(\tilde{\xi}_n^{(\pm)} \lor 0)) = \rho_{m}^{(n)}(C_nP(\tilde{\xi}_n^{(\pm)} < 0) + E(\tilde{\xi}_n^{(\pm)} \lor 0) + E(\tilde{\xi}_n^{(\pm)} \lor 0)).
$$

$$
\rho_{m}^{(n)}(C_nP(\tilde{\xi}_n^{(-)} > 0) + E(\tilde{\xi}_n^{(-)} \land 0)) = \rho_{m}^{(n)}(C_nP(\tilde{\xi}_n^{(-)} > 0) - E(\tilde{\xi}_n^{(-)} \lor 0) + E(\tilde{\xi}_n^{(-)} \lor 0)),
$$

where $\tilde{\xi}_n^{(\pm)} := \xi^{(\pm)} 1_{|\xi^{(\pm)}| \leq C'_n}$. Thus,

$$
\rho_{m}^{(n)} = \frac{C_nP(\tilde{\xi}_n^{(\pm)} < 0)E(\tilde{\xi}_n^{(-)} \lor 0) + C_nP(\tilde{\xi}_n^{(-)} > 0)E(\tilde{\xi}_n^{(\pm)} \lor 0) + A_n}{C_nP(\tilde{\xi}_n^{(\pm)} < 0)E|\tilde{\xi}_n^{(-)}| + C_nP(\tilde{\xi}_n^{(-)} > 0)E|\tilde{\xi}_n^{(\pm)}| + A_n},
$$

where $A_n = E(\tilde{\xi}_n^{(\pm)} \lor 0)E(\tilde{\xi}_n^{(\pm)} \lor 0) - E(\tilde{\xi}_n^{(\pm)} \lor 0)E(\tilde{\xi}_n^{(\pm)} \lor 0)$.

Analogously,

$$
\rho_{m}^{(n)} = \frac{C_nP(\tilde{\xi}_n^{(\pm)} < 0)E(\tilde{\xi}_n^{(-)} \lor 0) + C_nP(\tilde{\xi}_n^{(-)} > 0)E(\tilde{\xi}_n^{(\pm)} \lor 0)}{C_nP(\tilde{\xi}_n^{(\pm)} < 0)E|\tilde{\xi}_n^{(-)}| + C_nP(\tilde{\xi}_n^{(-)} > 0)E|\tilde{\xi}_n^{(\pm)}| + A_n}.
$$

It can be easily checked that for any $\alpha > 0$

$$
P(\tilde{\xi}_n^{(\pm)} \neq \xi^{(\pm)}) \leq P(|\xi^{(\pm)}| > C_n) \rightarrow 0 \text{ as } n \rightarrow \infty.$$
and
\[ \lim_{n \to \infty} \rho_{m}^{(n)} = \lim_{n \to \infty} \rho_{-m}^{(n)} = \]
\[ = p = \frac{P(\xi(\alpha) < 0)E(\xi(-\alpha) \vee 0) + P(\xi(-\alpha) > 0)E(\xi(\alpha) \vee 0)}{P(\xi(\alpha) < 0)E|\xi(-\alpha)| + P(\xi(-\alpha) > 0)E|\xi(\alpha)|}. \quad (21) \]

The above reasoning implies that for any \( \alpha > 0 \) we have the uniform convergence
\[ \sup_{m \leq |t| \leq C_n} \left| \rho_{i}^{(n)} - \frac{\psi(\frac{t}{n}) - \psi(-\alpha)}{\psi(\alpha) - \psi(-\alpha)} \right| \to 0 \text{ as } n \to \infty. \]

The similar formulas are also true for the probabilities of hitting \( -\alpha \). In particular, these formulas yield that the probability to exit from \([-\alpha, \alpha]\) by a large jump from the membrane goes to 0 as \( n \to \infty \).

Thus, conditions A1 and (13) are satisfied.

4.2 Modulus of continuity of \( X_n \)

Let us verify condition (4) for processes \( \{X_n\} \). It is sufficient to show that
\[ \forall \ T > 0 \quad \forall \ \varepsilon > 0 \quad \exists \ \delta > 0 \quad \exists \ n_0 \quad \forall \ n \geq n_0 \]
\[ P(\omega_{X_n}(\delta) \geq \varepsilon) \leq \varepsilon, \]
where \( \omega_f(\delta) = \omega_f^T(\delta) \) is the modulus of continuity of a function \( f \) on \([0, T] \).

Compare the distribution of the modulus of continuity of a process \( X_n \) with the distribution of the modulus of continuity of a symmetric random walk with unit jumps. To do this, we construct copies of these processes on the same probability space.

Let \( \{S(k)\} \) be a symmetric random walk with unit jumps that is independent of a chain \( X \).

Let \( \xi_k \) be jumps of \( X \) from the membrane:
\[ \xi_k = X(\tau_k) - m \text{ sign}(X(\tau_k)), \ k \geq 1, \]
where \( \tau_k \) is the \( k \)-th exit of \( X \) from \([-m, m]\).

Introduce the following auxiliary process. Set
\[ \widetilde{X}(k) := S(k), \ k = 0, t_1, \]
where \( t_1 \) is the first instant of hitting 0 for \( \widetilde{X} \).

Define the next increment for \( \widetilde{X} \) by \( \xi_1 \):
\[ \widetilde{X}(t_1 + 1) := \widetilde{X}(t_1) + \xi_1 = 0 + \xi_1 = \xi_1. \]

Further increments of \( \widetilde{X} \) are the same as for \( S \) until the instant \( t_2 \) of the next hitting zero by \( \widetilde{X} \):
\[ \widetilde{X}(k) := \widetilde{X}(t_1 + 1) + S(k - 1), \ k = t_1 + 2, t_2. \]

Set
\[ \widetilde{X}(t_2 + 1) := \xi_2, \]
and so on.

We have a representation

$$\tilde{X}(k) = S(k - r(k)) + \sum_{j=1}^{r(k)} \xi_j,$$

where $r(k) = r_{\tilde{X}}(k)$ is the number of visits of zero by the sequence $\{\tilde{X}(l), \ l = 0, k\}$. Set

$$S_n(t) = \frac{1}{\sqrt{n}} (S([nt]) + (nt - [nt])S([nt] + 1)), \ t \geq 0,$$

$$\tilde{X}_n(t) = \frac{1}{\sqrt{n}} (\tilde{X}([nt]) + (nt - [nt])\tilde{X}([nt] + 1)), \ t \geq 0.$$

It can be seen that the distribution of the following processes coincide

$$\tilde{X}_n(t) \overset{d}{=} X_n^{(\tau, \tilde{\tau})}(t) - \frac{m}{\sqrt{n}} \text{sign}(X_n^{(\tau, \tilde{\tau})}(t)), \ t \geq 0,$$

where $X_n^{(\tau, \tilde{\tau})}$ is the process obtained from $X_n$ by deleting time intervals $\bigcup_{k \geq 1} [\tau_k, \tilde{\tau}_k)$. Here $\tilde{\tau}_0 = 0$,

$$\tau_k = \tau_k^{(n)} := \inf \{t \geq \tau_{k-1}^{(n)}, \ t \in \frac{1}{\sqrt{n}} \mathbb{N} : |X_n(t)| \leq m/\sqrt{n}, \ k \geq 1,$$

$$\tilde{\tau}_k = \tilde{\tau}_k^{(n)} := \inf \{t \geq \tau_{k}^{(n)}, \ t \in \frac{1}{\sqrt{n}} \mathbb{N} : |X_n(t)| \geq (m + 1)/\sqrt{n}, \ k \geq 1.$$

It follows from the construction of a process with deleted time intervals that

$$\omega_{X_n}(\delta) \leq \omega_{X_n^{(\tau, \tilde{\tau})}}(\delta) + 2m/\sqrt{n}, \ \delta > 0.$$  \ (23)

Let us compare modulus of continuity for the sequences $\{S(k)\}$ and $\{\tilde{X}(k)\}$, and then for the processes $\{S_n(t)\}$ and $\{\tilde{X}_n(t)\}$. Consider the difference $\tilde{X}(l) - \tilde{X}(k)$, where $l$ and $k > l$ are integers from $[0, nT]$, $r(n) = r_{\tilde{X}}(n)$ is the number of visits of zero by the sequence $\{\tilde{X}(i), \ i = 0, n\}$.

Observe that for any $p \in \mathbb{N}$ and $0 \leq k < l \leq nT$

$$\sup_{|l-k| \leq p} |\tilde{X}(l) - \tilde{X}(k)| \leq 2 \sup_{|l-k| \leq p} |S(l) - S(k)| + \sup_{j \leq r(nT)} |\xi_j|.$$  

Indeed, if there was no visit of zero by $\{\tilde{X}(j), j \in [k, l]\}$, then $|\tilde{X}(l) - \tilde{X}(k)|$ does not exceed $\sup_{|j-i| \leq |l-k|} |S(j) - S(i)|$ by construction. Otherwise, let $k_1 := \inf \{j \geq k : \tilde{X}(j) = 0\}$, $l_1 := \sup \{j \leq l : \tilde{X}(j) = 0\}$. Then

$$|\tilde{X}(l) - \tilde{X}(k)| \leq |\tilde{X}(k_1) - \tilde{X}(k)| + |\tilde{X}(l_1) - \tilde{X}(k_1)| + |\tilde{X}(l_1 + 1) - \tilde{X}(l_1)| +$$

$$+|\tilde{X}(l) - \tilde{X}(l_1 + 1)| = |\tilde{X}(k_1) - \tilde{X}(k)| + |\tilde{X}(l_1 + 1) - \tilde{X}(l_1)| + |\tilde{X}(l) - \tilde{X}(l_1 + 1)| \leq$$

$$\leq 2 \sup_{|j-i| \leq |l-k|} |S(j) - S(i)| + \sup_{j \leq r(nT)} |\xi_j|.$$
So, for any $\delta > 0$ we have
\[ \omega_{\tilde{X}_n}(\delta) \leq 2\omega_{S_n}(\delta) + \frac{1}{\sqrt{n}} \sup_{j \leq r(nT)} |\xi_j|. \] (24)

Therefore, for any $\alpha > 0$
\[ P(\omega_{\tilde{X}_n}(\delta) > \alpha) \leq P(\omega_{S_n}(\delta) > \alpha/3) + P(\frac{1}{\sqrt{n}} \sup_{j \leq r(nT)} |\xi_j| > \alpha/3). \] (25)

It follows from the weak convergence of $S_n$ in $C([0, T])$ (Donsker’s theorem) and [17, Theorem 8.2] that
\[ \forall \varepsilon > 0 \forall \alpha > 0 \exists \delta > 0 \exists n_1 \forall n \geq n_1 : P(\omega_{S_n}(\delta) > \alpha/3) < \varepsilon/2. \]

To estimate the second summand in (25), let us verify that for any $\delta > 0$
\[ P(\max_{j \leq r(n)} |\xi_j| > \delta \sqrt{n}) \to 0 \text{ as } n \to \infty. \]

For $x > 0$, bound
\[ P(\max_{j \leq r(n)} |\xi_j| > \delta \sqrt{n}) \leq P(r(n) > x \sqrt{n}) + P(\max_{j \leq x \sqrt{n}} |\xi_j| > \delta \sqrt{n}). \] (26)

To bound the first item on the right hand side of (26), we will study a random walk $\tilde{S}$ with unit jumps which is constructed in a special way using trajectories of $\tilde{X}$. Then we compare the number of visits of zero by $\tilde{S}$ and $X$, see below. Informally, if we have a greater jump from zero, then we need more time to return to zero again. So the number of visits of zero would be less.

The formal construction is the following. Define
\[ \tilde{S}(k) := \tilde{X}(k), \quad k = 0, \tilde{t}_1, \]
where $\tilde{t}_1 := \inf\{k : \tilde{S}(k) = 0\}$ is the first instant of hitting zero by $\tilde{S}$. Furthermore, define
\[ \tilde{S}(\tilde{t}_1 + 1) := \text{sign}(\tilde{X}(\tilde{t}_1 + 1)), \]
where $t_1$ is the first instant of hitting zero by $\tilde{X}$.

Let increments of $\tilde{S}$ be the same as the corresponding increments of $\tilde{X}$ until $\tilde{t}_2$, where $\tilde{t}_2$ is the second hitting time of zero by $\tilde{S}$:
\[ \tilde{S}(\tilde{t}_1 + 1 + k) := \tilde{X}(t_1 + 1 + k) - \tilde{X}(t_1 + 1), \quad k = 1, t_2 - \tilde{t}_1 - 1, \]
and
\[ \tilde{S}(\tilde{t}_2 + 1) := \text{sign}(\tilde{X}(t_2 + 1)). \]

Further construction can be done in the similar way.

Since $|\tilde{X}(t_i + 1)| \geq 1 = |\tilde{S}(\tilde{t}_i + 1)|$ and $|\tilde{X}(k + 1) - \tilde{X}(k)| = 1, k \notin \{t_i\}$, we have $\tilde{t}_{i+1} - \tilde{t}_i \leq t_{i+1} - t_i, i \geq 1$. So, the number of visits of zero by $\tilde{X}$ is less than or equal to the number of visits of zero by $\tilde{S}$:
\[ r_{\tilde{X}}(k) \leq r_{\tilde{S}}(k), \quad k \geq 0. \] (27)
Note that \( \{ |\tilde{S}(k)|, k = 0, n \} \), has the same distribution as the absolute value of a symmetric random walk. Therefore, the number of visits of zero for \( \tilde{S} \) (or \( |S| \)) coincides with the one for a symmetric random walk \( S \) with unit jumps. The asymptotics for this is well known (see, e.g., [21]). Hence,

\[
\forall x > 0 \lim_{n \to \infty} P(r_{\tilde{S}}(n) \leq x\sqrt{n}) = \sqrt{\frac{2}{\pi}} \int_0^x e^{-z^2/2} \, dz.
\]

(28)

It follows from (27) and (28) that

\[
\forall \varepsilon > 0 \exists x > 0 \forall n \geq n_0:
\]

\[
P(r_{\tilde{S}}(n) > x\sqrt{n}) \leq P(r_{\tilde{S}}(n) > x\sqrt{n}) < \varepsilon.
\]

We have as \( n \to \infty \)

\[
P\left( \max_{j \leq x\sqrt{n}} |\xi_j| > \delta\sqrt{n} \right) = P\left( \bigcup_{j \leq x\sqrt{n}} \{ |\xi_j| > \delta\sqrt{n} \} \right) \leq \sum_{j \leq x\sqrt{n}} P(|\xi_j| > \delta\sqrt{n}) \leq [x\sqrt{n}] \{ P(|\xi^{(+)}| > \delta\sqrt{n}) + P(|\xi^{(-)}| > \delta\sqrt{n}) \} \to 0,
\]

because \( E\xi^{(\pm)} < \infty \) by assumption of the Theorem.

It follows from (26) and (25) that

\[
\forall \varepsilon > 0 \forall \alpha > 0 \exists \delta > 0 \forall n_0 \forall n \geq n_0:
\]

\[
P(\omega_{\tilde{X}_n}(\delta) > \alpha) < \varepsilon.
\]

(29)

We have (see (22))

\[
P(\omega_{X_n^{(\tau, \gamma)}}(\delta) > \alpha) \leq P(\omega_{\tilde{X}_n}(\delta) > \alpha - 2m/\sqrt{n}) \leq P(\omega_{\tilde{X}_n}(\delta) > \alpha/2)
\]

for \( n > 16m^2/\alpha^2 \). So (23) yields

\[
\forall \varepsilon > 0 \exists \delta > 0 \exists n_0 \forall n \geq n_0:
\]

\[
P(\omega_{X_n}(\delta) \geq \varepsilon) \leq P(\omega_{X_n^{(\tau, \gamma)}}(\delta) \geq \varepsilon/2) \leq \varepsilon.
\]

Thus, condition (1) holds.

4.3 Investigation of a time spent in a neighborhood of zero

In this Section we prove that

\[
\forall T > 0 \forall \delta > 0 \lim_{\alpha \to 0+} \lim_{n \to \infty} P\left( \int_0^T 1_{|X_n(t)| \leq \alpha} \alpha dt > \delta \right) = 0.
\]

(30)

This, in particular, implies that the sequence of processes \( \{ X_n, n \geq 1 \} \) satisfies (5).

Similarly to the reasoning of Section 4.2, construct processes \( \tilde{S}_n, \tilde{X}_n, X_n^{(\tau, \gamma)} \). The time spent by \( \{ \tilde{S}_n(t), t \in [0, T]\} \) in \([-\alpha, \alpha]\) does not exceed the similar time for the process \( \tilde{X}_n \). So, for all \( T > 0, \delta > 0 \)

\[
\lim_{\alpha \to 0+} \lim_{n \to \infty} P\left( \int_0^T 1_{|\tilde{X}_n(t)| \leq \alpha} dt > \delta \right) \leq \lim_{\alpha \to 0+} \lim_{n \to \infty} P\left( \int_0^T 1_{|\tilde{S}_n(t)| \leq \alpha} dt > \delta \right).
\]

(31)
Since \( \{ |\tilde{S}_n(t)|, t \in [0, T] \} \) converges in distribution to a reflected Brownian motion, the right hand side of (31) equals 0. Therefore,

\[
\lim_{\alpha \to 0^+} \lim_{n \to \infty} P \left( \int_0^T \mathbb{1}_{|X_n(t)| \leq \alpha} dt > \delta \right) = 0.
\]

Thus, to prove (30), and hence to prove Theorem 3, it suffices to verify

\[
\forall T > 0 \forall \delta > 0 : \lim_{n \to \infty} P \left( \int_0^T \mathbb{1}_{|X_n(t)| \leq m\sqrt{n}} dt > \delta \right) = 0.
\]

Assume that random variables \( \zeta^{(\pm)} \) have the same distribution as the time spent by \( X \) in the membrane \( \{-m, -m+1, \ldots, m\} \) if \( X \) enters this set through \( m \) or \(-m\), respectively. By \( r_X(k) \) denote the number of entrances of \( \{X(i), 0 \leq i \leq k\} \) in the membrane. Let \( \zeta_j^{(\pm)}, j \geq 0 \), be independent copies of \( \zeta^{(\pm)} \) that are also independent of \( \tilde{S} \).

Therefore

\[
\lim_{n \to \infty} P \left( \int_0^T \mathbb{1}_{|X_n(t)| \leq \alpha} dt > \delta \right) \leq \lim_{n \to \infty} P \left( \sum_{i=1}^{[nT]+1} \zeta^{(+)}_i + \zeta^{(-)}_i > \delta \right).
\]

Arguing as in §4.2, the last inequality and (28) imply (32). Theorem 3 is proved.

References

[1] Harrison J.M., Shepp L.A. On skew Brownian motion// Ann. Probab. 9(2) (1981), 309313.

[2] Minlos R. A., Zhizhina E. A. Scientific papers in honour of R.L. Dobrushin: Limit diffusion process for a non-homogeneous random walk on a one-dimensional lattice //Russian Mathematical Surveys. 1997. v. 52. pp. 327–340.

[3] Yarotskii, D. A. (1999). Invariance principle for nonhomogeneous random walks on the grid \( \mathbb{Z}^1 \). Mathematical Notes, 66(3), 372–383.

[4] A. Pilipenko, Yu.Prykhodko On limit behavior of symmetric random walks with membranes, Teor. Imovir. Mat. Stat. No. 85 (2011), 84–94 (Ukrainian); translation in Theory Probab. Math. Statist. No. 85 (2012), 93–105.

[5] A. Pilipenko, Yu.Prykhodko Limit behavior of a simple random walk with non-integrable jump from a barrier// Theory of Stochastic Processes, 2014, 19(35), no.1, pp. 52–61.
[6] Enriquez N., Kifer Y. Markov chains on graphs and Brownian motion// J. Theor. Probab. 14, No.2, 495–510 (2001).

[7] Freidlin M.I., Wentzel A.D. Diffusion Processes on Graphs and the Averaging Principle// Ann. Probab. Volume 21, Number 4 (1993), 2215–2245.

[8] Kulik A.M. A limit theorem for diffusions on graphs with variable configuration// arXiv:math/0701632

[9] Varadhan S.R.S., Williams R.J. Brownian motion in a wedge with oblique reflection// Comm. Pure Appl. Math. 38, 1985, pp. 405–443.

[10] Kwon Y. The submartingale problem for Brownian motion in a cone with non-constant oblique reflection// Probab. Theory Related Fields 92 (1992), no. 3, 351–391.

[11] Kwon Y., Williams R. J. Reflected Brownian motion in a cone with radially homogeneous reflection field// Trans. Amer. Math. Soc. 327 (1991), no. 2, 739–780.

[12] Bafico R., Baldi P. (1982). Small random perturbations of Peano phenomena. Stochastics, 6(3-4), 279–292.

[13] Krykun I. G., Makhno S. Y. The Peano phenomenon for Ito equations //Journal of Mathematical Sciences. 2013. v. 192. . 4. p. 441–458.

[14] Harlamov B. Continuous semi-Markov processes. John Wiley & Sons, 2010. v. 8.

[15] Skorokhod A.V. Studies in the theory of random processes. Massachusetts; Addison-Wesley Publishing Co., 1965

[16] Kallenberg O. Foundations of modern probability, — Springer, 1997, —523 pp.

[17] Billingsley, P. Convergence of probability measures. John Wiley & Sons, Inc., New York-London-Sydney 1968 xii+253 pp.

[18] Ethier S., Kurtz T. Markov processes. Characterization and convergence. — John Wiley & Sons, 1986. – 534 pp.

[19] Karr A.F. Weak convergence of a sequence of Markov chains// Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 33 (1975/76), no. 1, 41–48.

[20] Lejay A. On the constructions of the skew Brownian motion// Probability Surveys, Vol. 3 (2006), 413–466.

[21] Feller W. An introduction to probability theory and its applications. Vol. I //Wiley, New York. 1968.