Solution of an Open Problem about Two Families of Orthogonal Polynomials
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Abstract. An open problem about two new families of orthogonal polynomials was posed by Alhaidari. Here we will identify one of them as Wilson polynomials. The other family seems to be new but we show that they are discrete orthogonal polynomials on a bounded countable set with one accumulation point at 0 and we give some asymptotics as the degree tends to infinity.
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1 Introduction

Abdulaziz D. Alhaidari [4] submitted the following open problem for the proceedings of the OPSFA-14 conference.

Using an algebraic method for solving the wave equation in quantum mechanics, Alhaidari and co-authors [1, 2, 5, 6, 7] encountered two families of orthogonal polynomials on the real line. These polynomials are defined by their three-term recurrence relations and initial values. The weight functions (orthogonality measures), generating functions, orthogonality relations, etc. are yet to be derived analytically. See [3] for more physical background.

The first family is a four parameter family of orthogonal polynomials \( H_{\mu,\nu}^{(\mu,\nu)}(z;\alpha,\theta) \) given by the recursion

\[
\cos \theta H_{n}^{(\mu,\nu)}(z;\alpha,\theta) = \left( z \sin \theta \left[ \left( n + \frac{\mu + \nu + 1}{2} \right)^2 + \alpha \right] + \frac{\nu^2 - \mu^2}{(2n + \mu + \nu)(2n + \mu + \nu + 2)} \right) H_{n}^{(\mu,\nu)}(z;\alpha,\theta)
+ \frac{2(n + \mu)(n + \nu)}{(2n + \mu + \nu)(2n + \mu + \nu + 1)} H_{n-1}^{(\mu,\nu)}(z;\alpha,\theta)
+ \frac{2(n + 1)(n + \mu + \nu + 1)}{(2n + \mu + \nu + 1)(2n + \mu + \nu + 2)} H_{n+1}^{(\mu,\nu)}(z;\alpha,\theta),
\]

with \( 0 \leq \theta \leq \pi, \mu, \nu > -1 \) and \( \alpha \in \mathbb{R} \). The initial values are \( H_{0}^{(\mu,\nu)}(z;\alpha,\theta) = 1 \) and \( H_{-1}^{(\mu,\nu)}(z;\alpha,\theta) = 0 \).

The second family is a three-parameter family of orthogonal polynomials \( G_{n}^{(\mu,\nu)}(z;\sigma) \) which satisfies the recurrence

\[
z G_{n}^{(\mu,\nu)}(z;\sigma) = \left( \sigma + B_{n}^{2} \right) \left[ \frac{\mu^2 - \nu^2}{(2n + \mu + \nu)(2n + \mu + \nu + 2)} + 1 \right],
\]
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Due to the significance of the two families

Open Problem. Due to the significance of the two families $H_n^{(\mu,\nu)}(z;\alpha,\theta)$ and $G_n^{(\mu,\nu)}(z;\sigma)$, we hope that experts in the field of orthogonal polynomials could study them, derive their analytic properties and write them in closed form (e.g., in terms of hypergeometric functions).

The required properties for these polynomials include the weight functions, generating functions, asymptotics, orthogonality relations, Rodrigues-type formulas, forward/backward shift operators, zeros, etc.

In order to identify the two families, it is convenient to switch to the monic polynomials and to look at the recurrence relation for the monic polynomials. One can then try to identify them with known families of orthogonal polynomials, e.g., by using the table of recurrence formulas in Chihara’s book [8], or by using the information of hypergeometric orthogonal polynomials in the book of Koekoek, Lesky and Swarttouw [9], going through Chapter 18 on Orthogonal Polynomials in the Digital Library of Mathematical Function [12, 13], or by comparing with the information of hypergeometric orthogonal polynomials in the book of Koekoek, Lesky and Swarttouw or rec2ortho of Koornwinder and Swarttouw or retode of Koepf and Schmersau [10]. These programs were designed for older versions of maple and do not handle all orthogonal polynomials in the Askey table. Recently Tcheutia [14] extended the Maple implementation of retode to cover classical orthogonal polynomials on quadratic and $q$-quadratic lattices and was able to identify the second family (1.2) as Wilson polynomials, confirming the analysis in Section 3.

2 The first family of orthogonal polynomials

For the first family of orthogonal polynomials, the monic polynomials are given by $P_n(z) = H_n^{(\mu,\nu)}(z;\alpha,\theta)/k_n$, where

$$-rac{2n(n+\nu)}{2n+\mu+\nu} - \frac{(\mu+1)^2}{2} G_n^{(\mu,\nu)}(z;\sigma)$$

$$-(\sigma + B_{n-1}^2)(n+\mu+
u)(2n+\mu+\nu+1) G_{n-1}^{(\mu,\nu)}(z;\sigma)$$

$$-(\sigma + B_n^2)(2n+\mu+\nu+1)(2n+\mu+\nu+2) G_{n+1}^{(\mu,\nu)}(z;\sigma),$$

with $B_n = n+1 + \frac{\mu+\nu}{2}$, $\mu, \nu > -1$ and $\sigma \in \mathbb{R}$ and initial values $G_0^{(\mu,\nu)}(z;\sigma) = 1$, $G_{-1}^{(\mu,\nu)}(z;\sigma) = 0$.

The recurrence relation then becomes

$$z P_n(z) = P_{n+1}(z) + b_n P_n(z) + a_n^2 P_{n-1}(z),$$

with recurrence coefficients

$$a_n^2 = \frac{4n(n+\mu)(n+\nu)(n+\mu+\nu)}{\sin^2 \theta \left[ (n+\frac{\mu+\nu+1}{2})^2 + \alpha \right] \left[ (n+\frac{\mu+\nu-1}{2})^2 + \alpha \right] (2n+\mu+\nu+1)(2n+\mu+\nu+2)(2n+\mu+\nu-1)}.$$
and
\[ b_n = \frac{1}{\sin \theta \left[ \left( n + \frac{\mu + \nu + 1}{2} \right)^2 + \alpha \right]} \left( \cos \theta + \frac{\mu^2 - \nu^2}{(2n + \mu + \nu)(2n + \mu + \nu + 2)} \right). \]

From this we can already deduce that for \( \theta = \pi/2 \)
\[ \lim_{\alpha \to \infty} \alpha^n P_n(z/\alpha) = P_n^{(\mu, \nu)}(z), \]
where \( P_n^{(\mu, \nu)} \) are the monic Jacobi polynomials. This follows by taking the limit for \( \alpha \to \infty \) in the recurrence coefficients which, after appropriate scaling, gives the recurrence coefficients of the Jacobi polynomials. Another useful observation is that
\[ \lim_{n \to \infty} a_{n-1}^2 = 0, \quad \lim_{n \to \infty} b_n = 0, \]
and in fact \( a_{n-1}^2 = \mathcal{O}(1/n^4) \) and \( b_n = \mathcal{O}(1/n^2) \). This implies that the Jacobi matrix
\[ J = \begin{pmatrix} b_0 & a_1 & 0 & 0 & 0 & \cdots \\ a_1 & b_1 & a_2 & 0 & 0 & \cdots \\ 0 & a_2 & b_2 & a_3 & 0 & \cdots \\ 0 & 0 & a_3 & b_3 & a_4 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots \end{pmatrix} \]
is a compact operator, and in fact it is a trace class operator. This implies that the spectrum of \( J \) is a countable set \( \{x_k, k \in \mathbb{N} \} \) with one accumulation point at 0, hence \( \lim_{k \to \infty} x_k = 0 \). The trace class condition implies that \( \sum_{k=0}^{\infty} |x_k| \) is finite. Consequently the orthogonality measure for the first family is a discrete measure supported on this countable set. See [16] for more information on compact operators and orthogonal polynomials.

The asymptotic behavior is given by

**Theorem 1.** There exists an entire function \( Q \) such that
\[ \lim_{n \to \infty} z^n P_n(1/z) = Q(z), \]
uniformly on compact subsets of \( \mathbb{C} \). The function \( Q \) has infinitely many zeros at the points \( \{1/x_k, k \in \mathbb{N} \} \).

**Proof.** We introduce the reversed polynomials \( Q_n(z) = z^n P_n(1/z) \). We have \( Q_n(0) = 1 \) since the \( P_n \) are monic polynomials. The three-term recurrence relation then becomes
\[ Q_n(z) = Q_{n+1}(z) + b_n z Q_n(z) + a_{n-1}^2 z^2 Q_{n-1}(z), \]
from which we easily find
\[ Q_{k+1}(z) - Q_k(z) = -b_k z Q_k(z) - a_{k-1}^2 z^2 Q_{k-1}(z). \]
Summing from \( k = 0 \) to \( n-1 \) then gives
\[ Q_n(z) = Q_0(z) - \sum_{k=0}^{n-1} b_k z Q_k(z) - \sum_{k=1}^{n-1} a_{k-1}^2 z^2 Q_{k-1}(z) = 1 - \sum_{k=0}^{n-1} b_k z Q_k(z) - \sum_{k=0}^{n-2} a_{k+1}^2 z^2 Q_k(z). \]
Let $K$ be a compact set in $\mathbb{C}$, then there exists an $R > 0$ such that $|z| \leq R$ for $z \in K$ and from (2.3) we find

$$|Q_n(z)| \leq 1 + \sum_{k=0}^{n-1} (|b_k| R + a_{k+1}^2 R^2)|Q_k(z)|.$$  

We can then use the discrete version of Gronwall’s inequality (see [15, p. 440]) to find that

$$|Q_n(z)| \leq \exp \left( \sum_{k=0}^{n-1} (|b_k| R + a_{k+1}^2 R^2) \right),$$

so that uniformly for $z \in K$

$$|Q_n(z)| \leq M = \exp \left( R \sum_{k=0}^{\infty} |b_k| + R^2 \sum_{k=0}^{\infty} a_{k+1}^2 \right).$$

We can then use Lebesgue’s dominated convergence theorem and take the limit $n \to \infty$ in (2.3) to find

$$\lim_{n \to \infty} Q_n(z) = 1 - \sum_{k=0}^{\infty} (b_k z + a_{k+1}^2 z^2) Q_k(z) := Q(z),$$  

and the sum converges uniformly for $z \in K$. The limit function $Q$ is therefore an entire function, and its zeros are limits of the zeros of $Q_n$, which in turn are $\{1/x_{n,k}, 1 \leq k \leq n\}$, where $x_{n,k}$ are the zeros of $P_n$. ■

Theorem 1 gives the existence of an entire function $Q$ for which (2.1) holds. The formula (2.4) is not very convenient to describe the limit function, since it is in terms of the polynomials $Q_k$ that we are investigating. In order to find more information on $Q$, we can write

$$Q_n(z) = \sum_{k=0}^{n} c_{n,k} z^k, \quad Q(z) = \sum_{k=0}^{\infty} c_k z^k,$$

and then $c_{n,0} = 1 = c_0$ and

$$c_k = \lim_{n \to \infty} c_{n,k}.$$  

From the recurrence relation (2.2) we find

$$c_{n,k} = c_{n+1,k} + b_n c_{n,k-1} + a_n^2 c_{n-1,k-2},$$

which, in principle, allows to compute the coefficients $c_{n,k}$ recursively. The first few coefficients are

$$c_{n,1} = -\sum_{k=0}^{n-1} b_k, \quad c_{n,2} = \sum_{k=1}^{n-1} \sum_{j=0}^{k-1} b_k b_j - \sum_{k=1}^{n-1} a_k^2,$$

from which we find

$$c_1 = -\sum_{k=0}^{\infty} b_k, \quad c_2 = \sum_{k=1}^{\infty} \sum_{j=0}^{k-1} b_k b_j - \sum_{k=1}^{\infty} a_k^2.$$  

These sums are all absolutely convergent. Their explicit value depends on the parameters $\mu, \nu, \alpha, \theta$ and involves the expression

$$\psi \left( \frac{\mu + \nu + 1}{2} - \sqrt{-\alpha} \right) - \psi \left( \frac{\mu + \nu + 1}{2} + \sqrt{-\alpha} \right),$$

where $\psi(z) = \Gamma'(z)/\Gamma(z)$ is the Psi function [12, 13, Section 5.2], so that a distinction between the cases $\alpha > 0$ and $\alpha < 0$ may be needed. No further analysis of the function $Q$ has been done.
3 The second family of orthogonal polynomials

For the second family the monic polynomials are $P_n(z) = G_n^{(\mu,\nu)}(z;\sigma)/k_n$, where

$$k_n = \frac{k_n - (\sigma + B_n^2)}{k_{n+1} - (\sigma + B_n^2)\frac{2(n+1)(n+\mu+\nu+1)}{(2n+\mu+\nu+1)(2n+\mu+\nu+2)}}.$$  

The recurrence coefficients for the monic polynomials are then given by

$$a_n^2 = (\sigma + B_{n-1}^2)^2 \frac{4n(n+\mu)(n+\nu)(n+\nu+\mu)}{(2n+\mu+\nu-1)(2n+\mu+\nu+1)^2(2n+\mu+\nu+2)},$$

and

$$b_n = (\sigma + B_n^2) \left( \frac{\mu^2 - \nu^2}{(2n+\mu+\nu)(2n+\mu+\nu+2)} + 1 \right) - \frac{2n(n+\nu)}{2n+\mu+\nu} - \frac{1}{2}(\mu+1)^2.$$  

Again there is a limit transition to Jacobi polynomials:

$$\lim_{\sigma \to \infty} \sigma^{-n} P_n(\sigma z) = P_n^{(\mu,\nu)}(z - 1),$$

where $P_n^{(\mu,\nu)}$ are the monic Jacobi polynomials. The recurrence coefficients have the asymptotic behavior

$$a_n^2 = \frac{1}{4}n^4 + O(n^3), \quad b_n = n^2 + O(n),$$

so that they are unbounded. The spectrum of the Jacobi matrix (and the support of the orthogonality measure for the polynomials) is therefore unbounded. It was noted by Yutian Li [11] that the recurrence coefficients correspond to a special case of the Wilson polynomials $W_n(x; a, b, c, d)$, which are on top of the Askey table [9, Section 9.1]. The identification is

$$G_n^{(\mu,\nu)}(z, \sigma) = \frac{W_n(z/2; a, b, c, d)}{(a + b)_n(a + d)_n},$$

where the parameters $a, b, c, d$ are given by

$$a = \frac{1}{2}(\mu + 1) = c, \quad b = \frac{1}{2}(\mu + 1) + s, \quad d = \frac{1}{2}(\mu + 1) - s,$$

with $s = \sqrt{-\sigma}$.
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