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Abstract. In this article, we prove gradient estimates under Bakry-Emery curvature bounds for unbounded graph Laplacians which satisfy an ellipticity assumption. As applications, we study completeness and finiteness of stochastically complete graphs under Bakry-Emery curvature bounds.

1. Introduction

Since many decades, it is well known that there is a deep relationship between Ricci curvature and the heat equation. In particular, lower Ricci curvature bounds can be characterized via gradient estimates for the heat semigroup \([62,65]\). Recently, there has been remarkable interest in discrete versions of Ricci curvature. Specifically, numerous definitions and approaches have been put forward. For example, Ricci curvature via optimal transport has been studied in \([4–8,10–13,15,29,31,36,37,45,10,58,60,61,63,64]\). Ricci curvature defined by the convexity of entropy has been studied in \([16–18,46]\). Discrete Bakry-Emery Ricci curvature based on Bochner’s formula builds on \([1]\) and has been studied in \([2,3,9,13,14,19,22,24,26,28,31,33,35,38,43,47,48,59,66]\). Specifically, via Bakry Emery curvature, analogous gradient estimates as on manifolds have been established on graphs under several additional assumptions \([22,26,55]\). However, most of this work is centered around graphs with bounded vertex degree. Only recently unbounded Laplacians were studied \([22,23,26]\). In this article, we prove a characterization of various gradient estimates for unbounded Laplacians by means of Bakry-Emery Ricci curvature under an ellipticity assumption.

We say a locally finite graph \(b\) over a discrete measure space \((X, m)\) (see Section 2 for a definition) satisfies the ellipticity condition \((EC)\) if there is a constant \(C > 0\) such that

\[
(\text{EC}) \quad b(x, y) \leq Cm(x)m(y), \quad x, y \in X.
\]

The main theorem of this paper provides a characterization of the Bakry-Emery curvature condition \(CD(K, n)\) via various gradient estimates of the Laplacian \(\Delta\) and its semigroup \(P_t\) in terms of the carré du champ operator \(\Gamma\) on the space of positive finitely supported functions \(C_c^+(X)\) (see Section 2 for definitions).
Theorem 1.1. Let \( b \) be a locally finite graph over \((X,m)\) that satisfies the ellipticity condition (EC). Let \( n > 0 \) and \( K \in \mathbb{R} \). Then, the following statements are equivalent:

(i) \( CD(-K,n) \) holds,

(ii) \( \Gamma(P_t f) \leq e^{2Kt} P_t \Gamma(f) - \frac{2}{n} \int_0^t e^{2K_s} P_s (P_{t-s} \Delta f)^2 \, ds, \quad f \in C^+_c(X), \quad t \geq 0, \)

(iii) \( \Gamma(P_t f) \leq e^{2Kt} P_t \Gamma(f) - \frac{e^{2Kt} - 1}{Kn} (P_t \Delta f)^2, \quad f \in C^+_c(X), \quad t \geq 0, \)

(iv) \( P_t f^2 - (P_t f)^2 \leq \frac{e^{2Kt} - 1}{K} P_t \Gamma(f) - \frac{e^{-2Kt} - 1 - 2Kt}{K^2n} (P_t \Delta f)^2, \quad f \in C^+_c(X), \quad t \geq 0, \)

(v) \( P_t f^2 - (P_t f)^2 \geq \frac{1 - e^{-2Kt}}{K} \Gamma(P_t f) + \frac{e^{-2Kt} - 1 + 2Kt}{K^2n} (P_t \Delta f)^2, \quad f \in C^+_c(X), \quad t \geq 0, \)

where for \( K = 0 \) we set \((1 - e^{\pm 2Kt})/K = \mp 2t\) and \((e^{\pm 2Kt} - 1 \mp 2Kt)/K^2 = 2t^2\).

Let us discuss the result in view of the literature.

For bounded graph Laplacians, such a theorem was proven in [35, Theorem 3.1]. Moreover, in [26] the equivalence of (i) \( \iff \) (ii) for \( n = \infty \) was proven under the assumption of completeness of the graph (see Section 3) and non-degeneracy of the measure, i.e., \( m \geq C \) for some constant \( C > 0 \). Later in [22], (i) \( \iff \) (iv) was proven for \( n = \infty \) and (i) \( \iff \) (ii) was proven for arbitrary positive \( n \) under the same assumptions, i.e., completeness and non-degenerate measure.

From a logical point of view, our condition (EC) is independent from the conditions in the literature. Specifically, (EC) is independent of boundedness as well as of non-degeneracy of the measure and completeness. Hence, our result stands skew to the results discussed above.

From a conceptual point of view, our assumption (EC) is purely local and geometrical. This stands in contrast to the non-local completeness assumption which is rather analytical and has no immediate geometric meaning.

Finally, from a practical point of view, (EC) is explicit and allows for unbounded graphs. On the other hand, completeness is often hard to check and boundedness is rather restrictive.

A major advantage of our approach is that graphs with standard weights and the counting measure as well as with the normalizing measure satisfy (EC).

The paper is structured as follows. In the next section we introduce the basic notions. In Section 3 we prove a Green’s formula which is a consequence of the ellipticity condition (EC). In Section 4 we compute the derivative of the function \( s \mapsto P_s \Gamma(P_{t-s}f)(x) \) with respect to \( s \) under very mild conditions. We put these two pieces together in Section 5 to prove the theorem above. Finally, we study applications of the main theorem for stochastically complete graphs.

2. Setup and notations

Let a discrete countable space \( X \) be given. A strictly positive function \( m \) on \( X \) extends to a measure of full support via additivity, i.e., \( m(A) = \sum_{x \in A} m(x) \), \( A \subseteq X \), and \((X,m)\) is referred to as a discrete measure space. A locally finite graph over a discrete measure space \((X,m)\) is a symmetric function \( b : X \times X \to [0,\infty) \) with zero diagonal such that the sets
\{y \in X \mid b(x,y) > 0\} are finite for all \(x \in X\). The graph \(b\) is called \textit{connected} if for every \(x,y \in X\) there are \(x_1, \ldots, x_n \in X\) such that \(b(x,x_1), b(x_1,x_2), \ldots, b(x_n,y) > 0\).

The space of real valued functions on \(X\) is denoted by \(\mathcal{C}(X)\) and its subspace of compactly, and, thus, finitely supported functions is denoted by \(\mathcal{C}_c(X)\). We denote by \(\ell^p(X,m)\) the standard spaces of \(p\)-summable real valued functions with respect to \(m\) and \(\ell^\infty(X)\) the space of bounded real valued functions. Their norms are denoted by \(\|\cdot\|_p\), \(p \in [1, \infty]\). For \(p, q \in [1, \infty]\) such that \(1/p + 1/q = 1\), we denote the dual pairing by \(\langle \cdot, \cdot \rangle_{p,q}\). Furthermore, for \(f, g \in \mathcal{C}(X)\), we write

\[
\langle f, g \rangle_{abs} := \sum_{x \in X} f(x)g(x)m(x),
\]

whenever the right hand side converges absolutely.

On \(\mathcal{C}(X)\), we define the \textit{Laplacian} \(\Delta\) as

\[
\Delta f(x) = \frac{1}{m(x)} \sum_{y \in X} b(x,y)(f(y) - f(x)).
\]

With the Laplacian at hand, we can introduce the \(\Gamma\)-calculus (see e.g. [1]) via setting \(\Gamma_0(f, g) = f \cdot g\) and iteratively

\[
2\Gamma_{k+1}(f, g) := \Delta \Gamma_k(f, g) - \Gamma_k(f, \Delta g) - \Gamma_k(\Delta f, g)
\]

for \(f, g \in \mathcal{C}(X)\) and \(k \in \mathbb{N}_0\). For convenience, we write \(\Gamma_k(f) := \Gamma_k(f, f)\) and \(\Gamma := \Gamma_1\) which is often referred to as the \textit{carré du champs operator}. Obviously, \(\Gamma_k\) is bilinear.

We say a graph satisfies the \textit{curvature dimension condition} \(CD(K, n)\) with curvature \(K \in \mathbb{R}\) and dimension \(n > 0\) if, for all \(f \in \mathcal{C}(X)\),

\[
\Gamma_2(f) \geq \frac{1}{n} (\Delta f)^2 + K \Gamma(f).
\]

In order to introduce the heat semigroup, we need to consider a self-adjoint restriction of \(\Delta\). Due to the local finiteness of the graph, the restriction of \(-\Delta\) to \(\mathcal{C}_c(X)\) is a symmetric positive operator on \(\ell^2(X,m)\). Thus, \(-\Delta|_{\mathcal{C}_c(X)}\) has a Friedrichs extension \(L\) with domain \(D(L)\). One can observe easily that \(L\) is a restriction of \(\Delta\), i.e.,

\[
L = -\Delta \quad \text{on} \quad D(L).
\]

By the spectral theorem we define powers \(L^k\), \(k \geq 0\), of \(L\). By local finiteness of the graph, the compactly supported functions \(\mathcal{C}_c(X)\) are included in \(D(L^k)\) for all \(k \geq 0\). Furthermore, we define the heat semigroup

\[
P_t := e^{-tL}, \quad t \geq 0,
\]

which extends to a bounded positive contraction semigroup on all \(\ell^p(X,m)\) spaces, \(p \in [1, \infty]\) and is strongly continuous for \(p \in [1, \infty)\). Moreover, for \(f \in \ell^2(X,m)\), the function

\[
u_t := P_t f
\]

is the unique solution of the heat equation

\[
\Delta u_t = \partial_t u_t, \quad u_0 = f.
\]

in \(D(L)\). Corresponding statements hold true for \(f \in \ell^p(X,m), \ p \in [1, \infty),\) with uniqueness in the domain of the generator of \(P_t\) in \(\ell^p(X,m)\).
3. Green’s formula

It can be seen that the quadratic form of the restriction of $-\Delta$ is given by

$$\|\Gamma(f)\|_1 = \|L^{1/2}f\|_2^2, \quad f \in D(L^{1/2}),$$

and by definition of $L$ and $-\Delta = L$ we have

$$\langle f, \Delta g \rangle_{2,2} = -\sum_{x \in X} \Gamma(f,g)(x)m(x) = \langle \Delta f, g \rangle_{2,2}, \quad f,g \in D(L).$$

Below, we will extend this equality known as **Green’s formula** to a larger class of functions under the condition (EC).

**Proposition 3.1** (Green’s formula). Assume the graph $b$ over $(X,m)$ satisfies (EC). Then, for all $f, g \in \ell^1(X,m)$ with $\Delta g \in \ell^\infty(X)$ we have

$$\langle f, \Delta g \rangle_{1,\infty} = \langle \Delta f, g \rangle_{abs}.$$

To prove the statement, consider the weighted vertex degree $\text{Deg} : X \to [0, \infty)$

$$\text{Deg}(x) = \frac{1}{m(x)} \sum_{y \in X} b(x,y), \quad x \in X,$$

and we denote the corresponding multiplication operator on $C(X)$ by slight abuse of notation also by $\text{Deg}$. This way the adjacency matrix $A := \Delta + \text{Deg}$ acts on $C(X)$ as

$$Af(x) = \frac{1}{m(x)} \sum_{y \in X} b(x,y)f(y), \quad x \in X.$$

We can characterize the ellipticity condition (EC) by boundedness of the adjacency matrix as an operator from $\ell^1(X,m)$ to $\ell^\infty(X)$.

**Lemma 3.2** (Characterizing (EC) via $A$). Let $b$ be a graph over $(X,m)$. The following statements are equivalent:

(i) (EC) holds, i.e. there is $C \geq 0$ such that $b(x,y) \leq Cm(x)m(y)$ for all $x,y \in X$.

(ii) The operator $A$ is bounded from $\ell^1(X,m)$ to $\ell^\infty(X)$.

**Proof.** (i) $\implies$ (ii): The boundedness of $A$ from $\ell^1(X,m)$ to $\ell^\infty(X)$ follows from the estimate

$$|Af(x)| \leq \frac{1}{m(x)} \sum_{y \in X} b(x,y)|f(y)| \leq C \sum_{y \in X} m(y)|f(y)| = C\|f\|_1, \quad x \in X.$$

Hence, $\|A\|_{1,\infty} \leq C$ with $\cdot \|_{1,\infty}$ being the operator norm from $\ell^1(X,m)$ to $\ell^\infty(X)$.

(ii) $\implies$ (i): The boundedness of $A$ from $\ell^1(X,m)$ to $\ell^\infty(X)$ applied to the characteristic function $1_y$ of the vertex $y$ gives

$$\frac{b(x,y)}{m(x)} = A1_y(x) \leq \|A1_y\|_\infty \leq \|A\|_{1,\infty}\|1_y\|_1 = \|A\|_{1,\infty}m(y)$$

proving $b(x,y) \leq \|A\|_{1,\infty}m(x)m(y)$ for all $x,y \in X$. \qed

**Proof of Proposition 3.1.** By decomposition into positive and negative part we can assume that $f$ and $g$ are positive.

By the lemma above we have $Ag \in \ell^\infty(X)$ and, therefore,

$$\langle f, \Delta g \rangle_{1,\infty} = \langle f, Ag \rangle_{1,\infty} = \langle f, \text{Deg} g \rangle_{1,\infty}.$$
Proof. To show the second statement, we need a partial calculus and Fubini’s theorem. Then, the first statement follows by Leibniz’ rule and since

\[ \langle f, \Delta g \rangle_{1,\infty} = \langle Af, g \rangle_{\infty,1} - \langle \text{Deg } f, g \rangle_{\text{abs}} = \langle \Delta f, g \rangle_{\text{abs}}. \]

This finishes the proof. □

4. A PRODUCT RULE

To prove the main theorem, Theorem 1.1, we need to compute the derivative of the function

\[ s \mapsto \langle \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1,\infty} \]

for fixed \( t \geq 0 \) and \( x \in X \). This will be achieved by the next proposition and the Green’s formula above.

To this end, recall that \( P_t = e^{-tL}, t \geq 0 \), is a bounded positive contraction semigroup on \( \ell^p(X,m), p \in [1,\infty] \), which is strongly continuous for \( p \in [1,\infty) \) (where \( L \) is the Friedrichs extension of the restriction of \(-\Delta \) to \( C_c(X) \)). Moreover, \( P_t \) maps \( \ell^2(X,m) \) to \( D(L) \subseteq D(L^{1/2}) \), and therefore, \( \Gamma_k(P_t f) \in \ell^1(X,m) \) for all \( f \in \ell^2(X,m) \), \( k = 0,1 \) and \( t > 0 \).

The following proposition is found in [22,35] under stronger assumptions.

**Proposition 4.1.** Let \( b \) be a locally finite graph over \((X,m)\) and \( k = 0,1 \). Then, for all \( f \in C_c(X), 0 < s < t \) and \( x \in X \), we have \( \partial_s \Gamma_k(P_{t-s}f) \in \ell^1(X,m), \Delta P_{t-s} f \in \ell^\infty(X) \) and

\[ \partial_s \langle \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1,\infty} = \langle \partial_s \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1,\infty} + \langle \Gamma_k(P_{t-s}f), \Delta P_{t-s} f \rangle_{1,\infty}. \]

While formally the statement in the proposition above is only the product rule, one has to ensure that one is allowed to interchange the corresponding limits. To this end, the following lemma is vital.

**Lemma 4.2.** Let \( b \) be a locally finite graph over \((X,m)\) and \( k = 0,1 \). Then, for all \( f \in C_c(X), 0 \leq s \leq t \) and \( x \in X \), we have

\[ \partial_s \partial_t \Gamma_k(P_{t-s}f) = -2 \Gamma_k(P_{t-s}f, \Delta P_{t-s} f) \]

and for all \( T \geq 0 \),

\[ \max_{t \in [0,T]} \Gamma_k(P_t f), \max_{t \in [0,T]} |\partial_t \Gamma(P_t f)| \in \ell^1(X,m). \]

**Proof.** To interchange the derivative \( \partial_t \) with \( \Gamma_k \) we employ the fundamental theorem of calculus and Fubini’s theorem. Then, the first statement follows by Leibniz’ rule and since \( \partial_s P_{t-s} f = -\Delta P_{t-s} f \).

To show the second statement, we need a basic estimate. Since \( P_t = e^{-tL} \) is a contraction on \( \ell^2(X,m) \), we infer for \( k, l = 0,1 \),

\[ \| \Gamma_k(P_t \Delta^l f) \|_1 = \| L^{k/2} e^{-tlL} L^l f \|_2 \leq \| e^{-tlL} L^{k/2+l} f \|_2 \leq \| L^{k/2+l} f \|_2 = \| \Gamma_k(\Delta^l f) \|_1. \]

Notice that by the fundamental theorem of calculus we have for \( k = 0,1, t \geq 0 \) and \( f \in C_c(X) \)

\[ \Gamma_k(P_t f) - \Gamma_k(f) = \int_0^t \partial_s \Gamma_k(P_s f) ds = 2 \int_0^t \Gamma_k(P_s f, \partial_s P_s f) ds 
= 2 \int_0^t \Gamma_k(P_s f, \Delta P_s f) ds = 2 \int_0^t \Gamma_k(P_s f, P_s \Delta f) ds. \]
By Cauchy-Schwarz, \(2|\Gamma_k(f, g)| \leq 2\sqrt{\Gamma_k(f)}\sqrt{\Gamma_k(g)} \leq \Gamma_k(f) + \Gamma_k(g)\), and thus for \(t \leq T\),
\[
\Gamma_k(P_t f) \leq \Gamma_k(f) + \int_0^T (\Gamma_k(P_s f) + \Gamma_k(P_s \Delta f))ds.
\]
Hence, taking the \(\| \cdot \|_1\) norm we get by the basic estimate in the beginning,
\[
\left\| \max_{t \in [0, T]} \Gamma_k(P_t f) \right\|_1 \leq \left\| \Gamma_k(f) \right\|_1 + \int_0^T \left( \left\| \Gamma_k(P_s f) \right\|_1 + \left\| \Gamma_k(P_s \Delta f) \right\|_1 \right)ds
\]
\[
\leq \left\| \Gamma_k(f) \right\|_1 + T\left( \left\| \Gamma_k(f) \right\|_1 + \left\| \Gamma_k(\Delta f) \right\|_1 \right) =: C_k(f, T) < \infty.
\]
Thus, \(\max_{t \in [0, T]} \Gamma_k(P_t f) \in \ell_1(X, m)\). Furthermore, by Cauchy-Schwarz and the equality in the statement shown above, we obtain
\[
|\partial_t \Gamma_k(P_t f)| = 2|\Gamma_k(P_t f, \partial_t P_t f)| \leq 2\sqrt{\Gamma_k(P_t f)}\sqrt{\Gamma_k(\Delta f)} \leq \Gamma_k(P_t f) + \Gamma_k(\Delta f).
\]
Hence,
\[
\left\| \max_{t \in [0, T]} |\partial_t \Gamma_k(P_t f)| \right\|_1 \leq \left\| \max_{t \in [0, T]} \Gamma_k(P_t f) \right\|_1 + \left\| \max_{t \in [0, T]} \Gamma_k(\Delta f) \right\|_1 \leq C(\Delta f) + C(\Gamma_k) + C(\Gamma_k)
\]
implies \(\max_{t \in [0, T]} |\partial_t \Gamma_k(P_t f)| \in \ell_1(X, m)\).

**Remark 4.3.** The proof of the lemma actually works for functions in \(D(L^{5/2})\).

**Proof of Proposition 4.1.** We recall that for a function \(f : X \times (a, b) \to \mathbb{R}\) that is differentiable in the second variable and satisfies \(f(\cdot, s) \in \ell^1(X, m)\) for all \(s \in (a, b)\) and \(\sup_{s \in (a, b)} |\partial_s f(\cdot, s)| \in \ell^1(X, m)\), we have
\[
\partial_s \sum_{y \in X} f(y, s)m(y) = \sum_{y \in X} \partial_s f(y, s)m(y).
\]
We apply this to the function
\[
f_k(y, s) = (\Gamma_k(P_{t-s} f)P_s 1_x)(y).
\]
Since \(\Gamma_k(P_{t-s} f) \in \ell^1(X, m)\) and \(P_s 1_x \in \ell^\infty(X)\), we have \(\Gamma_k(P_{t-s} f)P_s 1_x \in \ell^1(X, m)\) for all \(s \in (0, t)\). Moreover, we have to show that \(\sup_{s \in (0, t)} |\partial_s f_k(\cdot, s)| \in \ell^1(X, m)\) for all \(t > 0\). To this end we apply Leibniz rule
\[
\partial_s f_k(y, s) = ((\partial_s \Gamma_k(P_{t-s} f))P_s 1_x + \Gamma_k(P_{t-s} f) \Delta P_s 1_x)(y).
\]
As for the first part, \(\sup_{s \in (0, t)} |\partial_s \Gamma_k(P_{t-s} f)| \in \ell^1(X, m)\) by the lemma above and \(0 \leq P_s 1_x \leq 1\) since \(P_s\) is a contraction on \(\ell^\infty(X)\).

As for the second part, \(\sup_{s \in (0, t)} \Gamma_k(P_{t-s} f) \in \ell^1(X, m)\) by the lemma above and by local finiteness \(\Delta 1_x \in C_c(X) \subseteq \ell^\infty(X)\), i.e., \(|\Delta 1_x| \leq C\) for some \(C \geq 0\), so, we have \(|\Delta P_s 1_x| = |P_s \Delta 1_x| \in \ell^\infty(X) \leq C\).

Therefore, we can exchange derivation and summation which yields
\[
\partial_s \left(\Gamma_k(P_{t-s} f), P_s 1_x\right)_{1, \infty} = \partial_s \sum_{y \in X} f_k(y, s) = \sum_{y \in X} \partial_s f_k(y, s)
\]
\[
= (\partial_s \Gamma_k(P_{t-s} f), P_s 1_x)_{1, \infty} + (\Gamma_k(P_{t-s} f), \Delta P_s 1_x)_{1, \infty}.
\]
This finishes the proof.
The key ingredient to the proof is the following theorem which is a combination of the product role and Green’s formula above.

**Theorem 5.1.** Let $b$ be a locally finite graph over $(X,m)$ that satisfies the ellipticity condition (EC). Let $k \in (0,1)$ and $x \in X$. Then, for $f \in C^1_c(X)$,
\[
\partial_s \langle \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1, \infty} = 2 \langle \Gamma_{k+1}(P_{t-s}f), P_s 1_x \rangle_{\text{abs}}.
\]
Moreover in other terms,
\[
\partial_s P_s \Gamma_k(P_{t-s}f)(x) = 2P_s \Gamma_{k+1}(P_{t-s}f)(x).
\]

**Proof.** By Proposition 4.1, we have
\[
\partial_s \langle \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1, \infty} = \langle \partial_s \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1, \infty} + \langle \Gamma_k(P_{t-s}f), \Delta P_s 1_x \rangle_{1, \infty}.
\]
Since $\Gamma_k(P_{t-s}f), P_s 1_x \in \ell^1(X, m)$ and $\Delta P_s 1_x = P_s \Delta 1_x \in \ell^\infty(X)$ (as $\Delta 1_x \in C_c(X) \subseteq D(L)$ by local finiteness), we can apply Green’s formula, Proposition 3.1, to obtain
\[
\partial_s \langle \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{1, \infty} + \langle \Delta \Gamma_k(P_{t-s}f), P_s 1_x \rangle_{\text{abs}}
\]
and by definition of $\Gamma_{k+1}$ we arrive at
\[
\cdots = 2 \langle \Gamma_{k+1}(P_{t-s}f), P_s 1_x \rangle_{\text{abs}}.
\]
This finishes the proof of the first statement. The “moreover” statement follows directly since $\langle g, P_s 1_x \rangle_{\text{abs}} = m(x)P_s g(x)$ whenever the dual pairing is absolutely summable. \[\Box\]

The proof of Theorem 1.1 follows by similar arguments as in [26]. We prove the following auxiliary lemma first.

**Lemma 5.2.** Let $b$ be a locally finite graph over $(X,m)$ that satisfies the ellipticity condition (EC) and $CD(-K, n)$ for some $K$ and $n$. Then, for $f \in C^1_c(X)$ and $0 \leq s \leq t$,
\[
\partial_s (e^{2Ks}P_s \Gamma(P_{t-s}f)) \geq \frac{2}{n} P_s(\Delta P_{t-s}f)^2 e^{2Ks} \geq \frac{2}{n} (P_t f)^2 e^{2Ks}.
\]

**Proof.** By Theorem 5.1, by $CD(-K, n)$ and since the semigroup is positive, we obtain
\[
\partial_s (e^{2Ks}P_s \Gamma(P_{t-s}f)) = 2e^{2Ks}(P_s \Gamma_2(P_{t-s}f) + KP_s \Gamma(P_{t-s}f)) \geq \frac{2}{n} P_s(\Delta P_{t-s}f)^2 e^{2Ks}
\]
Furthermore, by the $P_s 1 \leq 1$ and the Cauchy-Schwarz inequality, we estimate
\[
P_s(\Delta P_{t-s}f)^2 \geq (P_s(\Delta P_{t-s}f) \cdot P_{s1}) \geq (P_s((\Delta P_{t-s}f) \cdot 1))^2 = (P_t f)^2.
\]
This finishes the proof. \[\Box\]

**Proof of Theorem 1.1.** Let $H(s) := e^{2Ks}P_s \Gamma(P_{t-s}f)$ for $0 \leq s \leq t$.
We first prove $(i) \implies (ii)$. By the lemma above we have $H'(s) \geq \frac{2}{n} P_s(\Delta P_{t-s}f)^2 e^{2Ks}$ and integrating over $s$ yields
\[
e^{2Kt}P_t \Gamma(f) - \Gamma(P_t f) = H(t) - H(0) \geq \frac{2}{n} \int_0^t P_s(\Delta P_{t-s}f)^2 e^{2Ks} ds.
\]
Rearranging the inequality proves (ii).
We next prove \((ii) \implies (iii)\). By the second inequality in the lemma above, we have 
\[
(\Delta P_{t-s}f)^2 e^{2Ks} \geq \frac{2}{n}(P_t \Delta f)^2 e^{2Ks}.
\]
Therefore,
\[
\int_0^t P_s(\Delta P_{t-s}f)^2 e^{2Ks} ds \geq (\Delta P_t f)^2 \int_0^t e^{2Ks} ds = \frac{e^{2Kt} - 1}{2K} (\Delta P_t f)^2.
\]
Plugging this inequality into (ii) proves (iii).

We next prove \((i) \implies (iv),(v)\). Let \(G(s) := P_s(\Delta P_{t-s}f)^2\) for \(0 \leq s \leq t\). Then, by Theorem 5.1,
\[
G'(s) = 2P_s \Gamma(P_{t-s}f) = 2e^{-2Ks} H(s).
\]
By the lemma above we have \(H'(r) \geq \frac{2}{n}(P_t \Delta f)^2 e^{2Ks},\) \(s \leq r \leq t\), and, thus,
\[
H(t) - \frac{2}{n}(\Delta P_t f)^2 \int_s^t e^{2Kr} dr \geq H(s) \geq H(0) + \frac{2}{n}(\Delta P_t f)^2 \int_s^t e^{2Kr} dr.
\]
Thus,
\[
2e^{-2Ks} H(t) - \frac{2}{n}(\Delta P_t f)^2 e^{2K(t-s)} - \frac{1}{K} \geq G'(s) \geq 2e^{-2Ks} H(0) + \frac{2}{n}(\Delta P_t f)^2 \frac{1 - e^{-2Ks}}{K}.
\]
Integrating with respect to \(s\) from 0 to \(t\) yields
\[
\frac{1 - e^{-2Kt}}{K} H(t) - \frac{e^{2Kt} - 1}{nK^2}(\Delta P_t f)^2 \geq G(t) - G(0) \geq \frac{1 - e^{-2Kt}}{K} H(0) + \frac{e^{2Kt} - 1}{nK^2}(\Delta P_t f)^2.
\]
Plugging in \(G(t), G(0), H(t)\) and \(H(0)\) proves \((iv)\) and \((v)\) respectively.

The implication \((iii) \implies (i)\) follows by taking the derivative with respect to \(t\) at \(t = 0\). Specifically, one subtracts \(\Gamma(f)\) on each side of the inequality, divides by \(t\) and lets \(t \to 0\).

The implications \((iv) \implies (i)\) and \((v) \implies (i)\) follow by taking the derivative with respect to \(t\) twice at \(t = 0\). Specifically, consider the Taylor expansions, cf. [32], of the term on the left hand side and the first term on the right hand side at \(t = 0\),
\[
P_t f^2 - (P_t f)^2 = 2t \Gamma(f) + t^2(2 \Gamma(f) + 2 \Gamma(f, \Delta f)) + o(t^2),
\]
\[
\frac{e^{2Kt} - 1}{K} P_t \Gamma(f) = 2t \Gamma(f) + t^2(2 \Gamma(f) + K \Gamma(f)) + o(t^2).
\]
Subtracting \(2t \Gamma(f)\) on both sides, dividing by \(t^2\) and taking the limit \(t \to 0\) yields the implication \((iv) \implies (i)\). To see the implication \((v) \implies (i)\), consider the Taylor expansion of the first term of the right hand side of \((v)\) instead, i.e.,
\[
\frac{1 - e^{-2Kt}}{K} \Gamma(P_t f) = 2t \Gamma(f) + t^2(2 \Gamma(f, \Delta f) - K \Gamma(f)) + o(t^2).
\]
Now, again subtracting \(2t \Gamma(f)\), dividing by \(t^2\) and taking the limit \(t \to 0\) yields the implication \((v) \implies (i)\). \(\Box\)

6. Completeness, Stochastic Completeness and Finite Measure

In this section, we present two applications of the characterization above. This concerns the relationship between completeness and stochastic completeness under a curvature dimension inequality.

To this end, recall that a graph is said to have the Feller property if
\[
P_t C_0(X) \subseteq C_0(X),
\]
where $C_b(X)$ is the closure of $C_c(X)$ with respect to $\| \cdot \|_\infty$. Furthermore, a graph is called \textit{stochastically complete} if

$$P_1 1 = 1,$$

where 1 denotes the constant function 1. Finally, we call a graph \textit{complete} if there is an increasing nonnegative sequence of functions $\eta_k \in C_c(V)$, $k \in \mathbb{N}$, that converge pointwise $\eta_k \to 1$ and

$$\Gamma(\eta_k) \to 0, \quad k \to \infty.$$  

In \cite{31} it is shown that under a lower curvature bound, completeness implies stochastic completeness. Next, we prove that the converse is true as well in case of non-negative curvature when the graph also satisfies the ellipticity condition (EC) and the Feller property.

**Theorem 6.1.** Let $b$ be a locally finite graph over $(X, m)$ that satisfies the ellipticity condition (EC) and $CD(0, \infty)$. If the graph is stochastically complete and satisfies the Feller property, then the graph is complete.

\textit{Proof.} To prove completeness, we show that for every finite $S \subseteq X$ and $\varepsilon > 0$ there is $\eta = \eta_S \in C_c(V)$ such that $\eta = 1$ on $S$ and $\Gamma(\eta) \leq \varepsilon$. Let $t = 2/\varepsilon$. Due to stochastic completeness, we can choose $U \subseteq X$ finite such that $P_1 1_U \geq 3/4$ on $S$. Due to the Feller property we can choose $W \subseteq X$ finite such that $P_1 1_U \leq 1/4$ for $X \setminus W$. Let

$$\eta := 1 \wedge (2P_1 1_U - 1/2)_+.$$  

Then, $\supp \eta \subseteq W$ and thus, $\eta \in C_c(X)$ and $\eta = 1$ on $S$. By Theorem \ref{1.1} (v) the assumption $CD(0, \infty)$ implies

$$2t \Gamma(P_tf) \leq P_tf^2 - (P_t f)^2$$

for all compactly supported $f$. Thus, we estimate using the definition of $\eta$, the inequality just mentioned and $P_1 1_U^2 \leq 1$

$$\Gamma(\eta) \leq \Gamma(2P_1 1_U) = 4\Gamma(P_1 1_U) \leq \frac{2}{t}(P_1 1_U^2 - (P_1 1_U)^2) \leq \frac{2}{t} = \varepsilon.$$  

This finishes the proof. \hfill $\square$

**Theorem 6.2.** Let $b$ be a locally finite, connected graph over $(X, m)$ that satisfies the ellipticity condition (EC) and $CD(K, \infty)$ for some $K > 0$. Furthermore, assume that the graphs is complete, then the graphs has finite measure.

We want to point out that the same result with slightly different assumptions has been independently established in the context of proving Buser’s inequality \cite{44}.

\textit{Proof.} Let $x \in X$ and $\varepsilon > 0$. Due to completeness, there exists $\eta \in C_c(X)$ such that $\eta(x) = 1$ and $\Gamma(\eta) < \varepsilon$. Observe that by Jensen’s inequality we have

$$[\Delta g(x)]^2 \leq \left( \sum_{y \sim x} b(x, y)[g(x) - g(y)] \right)^2 \leq 2\Deg(x)\Gamma(g)(x).$$

Therefore, by Theorem \ref{1.1} (ii),

$$(\partial_t P_t \eta)^2(x) \leq 2\Deg(x)\Gamma(P_t \eta)(x) \leq 2\Deg(x)e^{-2Kt} P_t (\Gamma \eta)(x) \leq 2\Deg(x)e^{-2Kt}\varepsilon.$$  

Taking square root and integrating over time yields by the fundamental theorem of calculus

$$\eta(x) - \lim_{t \to \infty} P_t \eta(x) \leq \frac{\sqrt{2\varepsilon \Deg(x)}}{K}.$$ 


Now, suppose \( m(X) = \infty \). Due to connectedness, by the spectral theorem we obtain
\[
\lim_{t \to \infty} P_t \eta(x) = 0.
\]
Since additionally \( \eta(x) = 1 \), the two (in)equalities above yield
\[
1 \leq \frac{\sqrt{2\varepsilon \text{Deg}(x)}}{K}.
\]
This is a contradiction for \( \varepsilon \) small enough. Hence, the assumption \( m(X) = \infty \) is wrong which finishes the proof. \( \square \)

Combining the above theorems yields the following corollary for \textit{combinatorial graphs}, i.e., graphs where \( b \) takes the values 0 or 1 and \( m \equiv 1 \).

\textbf{Corollary 6.3.} Let \( b \) be a connected combinatorial graph and \( m \equiv 1 \) satisfying \( CD(K, \infty) \) for some \( K > 0 \) which is stochastically complete. Then the graph is finite.

Surprisingly, it is still unclear if the stochastic completeness assumption is necessary.

\textbf{References}

[1] Dominique Bakry and Michel Émery, \textit{Diffusions hypercontractives}, Séminaire de probabilités xix 1983/84, 1985, pp. 177–206.
[2] F. Bauer, F. Chung, Y. Lin, and Y. Liu, \textit{Curvature aspects of graphs}, Proc. Amer. Math. Soc. \textbf{145} (2017), no. 5, 2033–2042. MR3611318
[3] Frank Bauer, Paul Horn, Yong Lin, Gabor Lippner, Dan Mangoubi, Shing-Tung Yau, et al., \textit{Li-Yau inequality on graphs}, Journal of Differential Geometry \textbf{99} (2015), no. 3, 359–405.
[4] Frank Bauer, Bobo Hua, and Jürgen Jost, \textit{Generalized Ricci curvature and the geometry of graphs} (2015).
[5] Frank Bauer, Jürgen Jost, and Shiping Liu, \textit{Ollivier-Ricci curvature and the spectrum of the normalized graph Laplace operator}, Mathematical Research Letters \textbf{19} (2012), no. 6, 1185–1205.
[6] \textit{Ollivier-Ricci curvature and the spectrum of the normalized graph Laplace operator}, Math. Res. Lett. \textbf{19} (2012), no. 6, 1185–1205. MR3091602
[7] Bhaswar B Bhattacharya and Sumit Mukherjee, \textit{Exact and asymptotic results on coarse Ricci curvature of graphs}, Discrete Mathematics \textbf{338} (2015), no. 1, 23–42.
[8] David Bourne, David Cushing, Shiping Liu, Florentin Münch, and Norbert Peyerimhoff, \textit{Ollivier-Ricci idleness functions of graphs}, arXiv preprint arXiv:1704.04398 (2017).
[9] Fan Chung, Yong Lin, and S-T Yau, \textit{Harnack inequalities for graphs with non-negative Ricci curvature}, Journal of Mathematical Analysis and Applications \textbf{415} (2014), no. 1, 25–32.
[10] David Cushing, Supanat Kamtue, Jack Koolen, Shiping Liu, Florentin Münch, and Norbert Peyerimhoff, \textit{Rigidity of the bonnet-myers inequality for graphs with respect to ollivier ricci curvature}, arXiv preprint arXiv:1807.02384 (2018).
[11] David Cushing, Riikka Kangaslampi, Yong Lin, Shiping Liu, Linyuan Lu, and Shing-Tung Yau, \textit{Erratum for ricci-flat graphs with girth at least five}, arXiv preprint arXiv:1802.02079 (2018).
[12] \textit{Ricci-flat cubic graphs with girth five}, arXiv preprint arXiv:1802.02082 (2018).
[13] David Cushing, Shiping Liu, Florentin Münch, and Norbert Peyerimhoff, \textit{Curvature calculations for antitrees}, arXiv preprint arXiv:1801.09400 (2018).
[14] David Cushing, Shiping Liu, and Norbert Peyerimhoff, \textit{Bakry-Émery curvature functions of graphs}, arXiv preprint arXiv:1606.01496 (2016).
[15] Ronen Eldan, James R. Lee, and Joseph Lehec, \textit{Transport-entropy inequalities and curvature in discrete-space Markov chains}, A journey through discrete mathematics, 2017, pp. 391–406. MR3726607
[16] Matthias Erbar and Max Fathi, \textit{Poincaré, modified logarithmic Sobolev and isoperimetric inequalities for Markov chains with non-negative Ricci curvature}, Journal of Functional Analysis \textbf{274} (2018), no. 11, 3056–3089.
[17] Matthias Erbar and Jan Maas, \textit{Ricci curvature of finite Markov chains via convexity of the entropy}, Archive for Rational Mechanics and Analysis (2012), 1–42.
[18] Max Fathi, Jan Maas, et al., \textit{Entropic Ricci curvature bounds for discrete interacting systems}, The Annals of Applied Probability \textbf{26} (2016), no. 3, 1774–1806.
[19] Max Fathi, Yan Shu, et al., *Curvature and transport inequalities for Markov chains in discrete spaces*, Bernoulli 24 (2018), no. 1, 672–698.

[20] Yijin Gao, *Curvature estimate on the finite graph with large girth*, arXiv preprint arXiv:1609.08964 (2016).

[21] One example about the relationship between the CD inequality and CDE’ inequality, arXiv preprint arXiv:1610.05871 (2016).

[22] Chao Gong and Yong Lin, *Equivalent properties for CD inequalities on graphs with unbounded Laplacians*, Chinese Annals of Mathematics, Series B 38 (2017), no. 5, 1059–1070.

[23] Chao Gong, Yong Lin, Shuang Liu, and Shing-Tung Yau, *Li-Yau inequality for unbounded Laplacian on graphs*, Preprint arXiv:1801.06021 (2018).

[24] Paul Horn, Yong Lin, Shuang Liu, and Shing-Tung Yau, *Volume doubling, Poincaré inequality and Gaussian heat kernel estimate for nonnegative curvature graphs*, arXiv preprint arXiv:1411.5087 (2014).

[25] Bobo Hua and Yong Lin, *Curvature notions on graphs*, Front. Math. China 11 (2016), no. 5, 1275–1290. MR3547929

[26] Stochastic completeness for graphs with curvature dimension conditions, Advances in Mathematics 306 (2017), 279–302.

[27] Bobo Hua and Florentin Münch, *Ricci curvature on birth-death processes*, arXiv preprint arXiv:1712.01494 (2017).

[28] Oliver Johnson, *A discrete log-Sobolev inequality under a Bakry-Émery type condition*, Ann. Inst. Henri Poincaré Probab. Stat. 53 (2017), no. 4, 1952–1970. MR3729642

[29] Jürgen Jost and Shiping Liu, *Ollivier’s Ricci curvature, local clustering and curvature-dimension inequalities on graphs*, Discrete & Computational Geometry 51 (2014), no. 2, 300–322.

[30] Aldéric Joulin, *A new poisson-type deviation inequality for Markov jump processes with positive Wasserstein curvature*, Bernoulli (2009), 532–549.

[31] Supanat Kamtue, *Combinatorial, Bakry-Emery, Ollivier’s Ricci curvature notions and their motivation from Riemannian geometry*, arXiv preprint arXiv:1803.08898 (2018).

[32] Matthias Keller, Daniel Lenz, Florentin Münch, Marcel Schmidt, and András Telcs, *Note on short-time behavior of semigroups associated to self-adjoint operators*, Bull. Lond. Math. Soc. 48 (2016), no. 6, 935–944. MR3608938

[33] Mark Kempton, Florentin Münch, and Shing-Tung Yau, *Relationships between cycles spaces, gain graphs, graph coverings, path homology, and graph curvature*, arXiv preprint arXiv:1710.01264 (2017).

[34] Bo’az Klartag, Gady Kozma, Peter Ralli, and Prasad Tetali, *Discrete curvature and abelian groups*, Canadian J. Math. 68 (2016), no. 3, 655–674. MR3492631

[35] Yong Lin and Shuang Liu, *Equivalent properties of CD inequality on graph*, arXiv preprint arXiv:1512.02677 (2015).

[36] Yong Lin, Linyuan Lu, and S.-T. Yau, *Ricci-flat graphs with girth at least five*, Comm. Anal. Geom. 22 (2014), no. 4, 671–687. MR3263934

[37] Yong Lin, Linyuan Lu, and Shing-Tung Yau, *Ricci curvature of graphs*, Tohoku Mathematical Journal, Second Series 63 (2011), no. 4, 605–627.

[38] Yong Lin and Shing-Tung Yau, *Ricci curvature and eigenvalue estimate on locally finite graphs*, Mathematical research letters 17 (2010), no. 2, 343–356.

[39] Shiping Liu, Florentin Münch, and Norbert Peyerimhoff, *Curvature and higher order Buser inequalities for the graph connection Laplacian*, arXiv preprint arXiv:1512.08134 (2015).

[40] Shiping Liu and Norbert Peyerimhoff, *Eigenvalue ratios of nonnegatively curved graphs*, arXiv preprint arXiv:1406.6617 (2014).

[41] Shuang Liu, *Buser’s inequality on infinite graphs*, preprint (2018).

[42] Benoît Loisel and Pascal Romon, *Ricci curvature on polyhedral surfaces via optimal transportation*, Axioms 3 (2014), no. 1, 119–139.

[43] Jan Maas, *Gradient flows of the entropy for finite Markov chains*, Journal of Functional Analysis 261 (2011), no. 8, 2250–2292.

[44] Florentin Münch, *Li-Yau inequality on finite graphs via non-linear curvature dimension conditions*, arXiv preprint arXiv:1412.3340 (2014).
Remarks on curvature dimension conditions on graphs, Calculus of Variations and Partial Differential Equations \textbf{56} (2017), no. 1, 11.

Florentin Münch and Radoslaw K Wojciechowski, \textit{Ollivier Ricci curvature for general graph Laplacians: Heat equation, Laplacian comparison, non-explosion and diameter bounds}, arXiv preprint arXiv:1712.00875 (2017).

Chien-Chun Ni, Yu-Yao Lin, Jie Gao, Xianfeng David Gu, and Emil Saucan, \textit{Ricci curvature of the internet topology}, Computer communications (infocom), 2015 ieee conference on, 2015, pp. 2758–2766.

Y. Ollivier and C. Villani, \textit{A curved Brunn-Minkowski inequality on the discrete hypercube, or: what is the Ricci curvature of the discrete hypercube?}, SIAM J. Discrete Math. \textbf{26} (2012), no. 3, 983–996. MR3022118

Yann Ollivier, \textit{Ricci curvature of metric spaces}, Comptes Rendus Mathematique \textbf{345} (2007), no. 11, 643–646.

\textit{Ricci curvature of Markov chains on metric spaces}, Journal of Functional Analysis \textbf{256} (2009), no. 3, 810–864.

\textit{A survey of Ricci curvature for metric spaces and Markov chains}, Probabilistic approach to geometry \textbf{57} (2010), 343–381.

Seong-Hun Paeng, \textit{Volume and diameter of a graph and Ollivier’s Ricci curvature}, European Journal of Combinatorics \textbf{33} (2012), no. 8, 1808–1819.

Olga Vladimirrovna Rubleva, \textit{The Ricci curvature of a weighted tree}, Mathematical Notes \textbf{100} (2016), no. 3-4, 597–606.

Romeil Sandhu, Tryphon Georgiou, Ed Reznik, Liangjia Zhu, Ivan Kolesov, Yasin Senbabaoglu, and Allen Tannenbaum, \textit{Graph curvature for differentiating cancer networks}, Scientific reports \textbf{5} (2015), 12323.

Romeil S Sandhu, Tryphon T Georgiou, and Allen R Tannenbaum, \textit{Ricci curvature: An economic indicator for market fragility and systemic risk}, Science advances \textbf{2} (2016), no. 5, e1501495.

Michael Schmuckenschläger, \textit{Curvature of nonlocal Markov generators}, Convex geometric analysis (Berkeley, CA, 1996) \textbf{34} (1998), 189–197.

Allen Tannenbaum, Chris Sander, Liangjia Zhu, Romeil Sandhu, Ivan Kolesov, Eduard Reznik, Yasin Senbabaoglu, and Tryphon Georgiou, \textit{Ricci curvature and robustness of cancer networks}, arXiv preprint arXiv:1502.04512 (2015).

Laurent Veyssière, \textit{Coarse Ricci curvature for continuous-time Markov processes}, arXiv preprint arXiv:1202.0420 (2012).

Max-K von Renesse and Karl-Theodor Sturm, \textit{Transport inequalities, gradient estimates, entropy and Ricci curvature}, Communications on pure and applied mathematics \textbf{58} (2005), no. 7, 923–940.

Chi Wang, Edmond Jonckheere, and Reza Banirazi, \textit{Wireless network capacity versus ollivier-ricci curvature under heat-diffusion (hd) protocol}, American control conference (acc), 2014, 2014, pp. 3536–3541.

\textit{Interference constrained network control based on curvature}, American control conference (acc), 2016, pp. 6036–6041.

Feng-Yu Wang, \textit{Equivalent semigroup properties for the curvature-dimension condition}, Bulletin des sciences mathématiques \textbf{135} (2011), no. 6-7, 803–815.

Taiki Yamada, \textit{Curvature dimension inequalities on directed graphs}, arXiv preprint arXiv:1701.01510 (2017).

Matthias Keller,
Department of Mathematics, University of Potsdam, Potsdam, Germany
mkeller@math.uni-potsdam.de

Florentin Münch,
Department of Mathematics, University of Potsdam, Potsdam, Germany
chmuench@uni-potsdam.de