ALGEBRAIC $K$-THEORY AND DESCENT FOR BLOW-UPS
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Abstract. We prove that algebraic $K$-theory satisfies “pro-descent” for abstract blow-up squares of noetherian schemes. As an application we derive Weibel’s conjecture on the vanishing of negative $K$-groups.

1. Introduction

Let $X$ be a noetherian scheme. A cartesian diagram of schemes

\begin{equation}
\begin{array}{c}
\tilde{X} \\
\downarrow \\
X
\end{array}
\begin{array}{c}
\leftarrow \\
E \\
\leftarrow \\
Y
\end{array}
\end{equation}

is called an abstract blow-up square if $\tilde{X} \to X$ is proper, $Y \to X$ is a closed immersion, and the induced morphism $\tilde{X} \setminus E \to X \setminus Y$ is an isomorphism. It is an interesting question to ask whether algebraic $K$-theory satisfies descent for the abstract blow-up square (1.1), i.e. whether there exists a long exact sequence of algebraic $K$-groups

\begin{equation}
\cdots \to K_i(X) \to K_i(Y) \oplus K_i(\tilde{X}) \to K_i(E) \to K_{i-1}(X) \to \cdots,
\end{equation}

Historically, one of the first results in this direction states that for $X$ affine and $\tilde{X} \to X$ finite there is an exact sequence

\begin{equation}
K_1(E) \to K_0(X) \to K_0(Y) \oplus K_0(\tilde{X}) \to K_0(E) \to K_{-1}(X) \to \cdots.
\end{equation}

This is a consequence of the classical excision theorem of Bass [Bas68, Thm. XII.8.3] and of the Artin–Rees lemma, see the proof of Proposition 5.2.

Bass [Bas68, Thm. XII.10.4] used the exact sequence (1.3) to calculate the negative $K$-groups of an affine, one-dimensional, Nagata scheme $X$. Indeed, applying for such $X$ the exact sequence (1.3) for the normalization $\tilde{X}$ of $X_{\text{red}}$ and a suitable 0-dimensional subscheme $Y$ of $X_{\text{red}}$ one obtains that $K_i(X) = 0$ for $i < -1$ and that $K_{-1}(X)$ is a finitely generated free abelian group depending only on “combinatorial” data associated with $X$. For higher dimensional analogs of these two observations see Theorem B and Corollary D below.
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Another important descent result for $K$-theory of blow-up squares is due to Thomason \cite{Tho93}. He shows that $K$-theory satisfies descent for squares (1.1) in which $Y \to X$ is a regular closed immersion and $\tilde{X}$ is the blow-up of $X$ in $Y$. However, in general descent for $K$-theory of an abstract blow-up square does not hold.

In view of the following observation of Grothendieck about coherent sheaf cohomology it is natural to ask for a pro-version of the descent sequence (1.2) as formulated in our main Theorem A below. Denote by $Y_n$ respectively $E_n$ the $n$-th infinitesimal thickening of $Y$ in $X$ respectively $E$ in $\tilde{X}$. In the setting of the abstract blow-up square (1.1) Grothendieck’s theorem on formal functions \cite[III.4.1]{Gro67} says that for any coherent sheaf $\mathcal{F}$ on $X$ the square

\[
\begin{array}{ccc}
R\Gamma(X, \mathcal{F}_X) & \longrightarrow & \text{“lim” } R\Gamma(Y_n, \mathcal{F}_{Y_n}) \\
\downarrow & & \downarrow \\
R\Gamma(\tilde{X}, \mathcal{F}_{\tilde{X}}) & \longrightarrow & \text{“lim” } R\Gamma(E_n, \mathcal{F}_{E_n})
\end{array}
\]

(1.4)

is homotopy cartesian in the sense of pro-systems, i.e. it induces a long exact sequence of cohomology pro-groups. Here for a scheme $T$ over $X$ we write $\mathcal{F}_T$ for the pullback of $\mathcal{F}$ to $T$.

Our main result says that the analog of the square (1.4) for algebraic $K$-theory is homotopy cartesian.

**Theorem A.** For any abstract blow-up square (1.1) the diagram of pro-spectra of non-connective algebraic $K$-theory

\[
\begin{array}{ccc}
K(X) & \longrightarrow & \text{“lim” } K(Y_n) \\
\downarrow & & \downarrow \\
K(\tilde{X}) & \longrightarrow & \text{“lim” } K(E_n)
\end{array}
\]

(1.5)

is homotopy cartesian.

The notion of homotopy cartesian square of pro-spectra we use, see Definition 4.4, is slightly weaker than the one resulting from the model category structure of \cite{Isa04}. However, the squares (1.4) and (1.5) are homotopy cartesian for both notions, see Remark 4.5.

More concretely, Theorem A is equivalent to one of the following two equivalent statements.

(i) The canonical morphism of pro-systems of relative $K$-groups

\[ \text{“lim” } K_i(X, Y_n) \to \text{“lim” } K_i(\tilde{X}, E_n) \]

is an isomorphism for all $i \in \mathbb{Z}$. 

(ii) There exists a natural long exact sequence of pro-groups

\[(1.6) \quad \cdots \to K_i(X) \to \lim_n K_i(Y_n) \oplus K_i(\tilde{X}) \to \lim_n K_i(E_n) \to K_{i-1}(X) \to \cdots \]

In particular, Theorem [A] can be seen as a generalization of Bass’ exact sequence \[(1.3)\] for a finite abstract blow-up, since for affine schemes the non-positive \(K\)-groups only depend on the underlying reduced scheme.

Morrow has shown Theorem [A] for certain schemes in characteristic zero, comprising varieties in characteristic zero, and for varieties in positive characteristic under a strong assumption on resolution of singularities [Mor16].

His approach is to decompose the problem into cdh-descent for infinitesimal \(K\)-theory, which is due to Haesemeyer [Hae04], and into the analogous descent property for (topological) cyclic homology, which is based on the homotopy cartesian square \[(1.4)\].

Combining Theorem [A] with the techniques of [KS17] we obtain a proof of Weibel’s conjecture on the vanishing of negative \(K\)-groups, formulated as a question in [Wei80, Qu. 2.9].

**Theorem B.** For a noetherian scheme \(X\) of dimension \(d < \infty\) the following hold.

(i) For \(i < -d\) we have \(K_i(X) = 0\).

(ii) For \(i \leq -d\) and any integer \(r \geq 0\) the map

\[K_i(X) \cong K_i(\mathbb{A}^r_X)\]

is an isomorphism.

Weibel’s conjecture, i.e. Theorem [B] has been known under one of the following additional assumptions:

(i) \(d \leq 1\), as can be deduced from [Bas68, Thm. XII.10.4] (see the explanations in the paragraph following \[(1.3)\] above),

(ii) \(d = 2\) and \(X\) excellent [Wei01, Thm. 4.4],

(iii) \(X/k\) a variety over a field \(k\) with \(\text{ch}(k) = 0\) [CHSW08],

(iv) \(X/k\) a variety such that a strong form of resolution of singularities holds over the field \(k\) [GH10], [Kri09] (only part of Theorem [B]).

As further evidence, Kelly showed in [Kel14] that \(K_i(X) \otimes \mathbb{Z}[1/p] = 0\) for \(i < -d\) and a quasi-excellent scheme \(X\) of dimension \(d\) on which the prime \(p\) is nilpotent; see also [KS17] for another proof of this result, which is very similar to the proof of Theorem [B] given in Subsection 6.1.

Combining Theorem [A] and Theorem [B] with a simple spectral sequence argument we also obtain a new proof of cdh-descent for homotopy \(K\)-theory, originally due to Cisinski [Cs13]. His proof relies on proper base change in stable motivic homotopy theory.
**Theorem C.** For any abstract blow-up square (1.1) with $X$ finite dimensional the square of homotopy $K$-theory spectra

$$
\begin{array}{ccc}
\text{KH}(X) & \longrightarrow & \text{KH}(Y) \\
\downarrow & & \downarrow \\
\text{KH}(\tilde{X}) & \longrightarrow & \text{KH}(E)
\end{array}
$$

is homotopy cartesian.

As a Corollary to Theorem B and Theorem C we get a description of the lowest potentially non-vanishing $K$-group in terms of cdh-cohomology, see [SV00, Def. 5.7].

**Corollary D.** For a noetherian scheme $X$ of dimension $d < \infty$ there is a canonical isomorphism

$$H^d_{\text{cdh}}(X, \mathbb{Z}) \cong K_{-d}(X).$$

For $X$ a variety in characteristic zero Corollary D is shown in [CHSW08]. In the course of proving it in Subsection 6.3 we also generalize the main result of [Hae04], i.e. the spectral sequence

$$E_2^{pq} = H^p_{\text{cdh}}(X, a_{\text{cdh}}K_{-q}) \Rightarrow \text{KH}_{-p-q}(X),$$

to any noetherian scheme $X$ of finite dimension, see Theorem 6.3. Here $a_{\text{cdh}}$ is the cdh-sheafification.

**Overview.** In the proof of Theorem A we essentially use two new methods. The first is a generalization of Thomason’s descent for algebraic $K$-theory of blow-ups in regularly immersed centers to the case of derived blow-ups, see Theorem 3.7. The second is a version of pro-excision for the $K$-theory of simplicial rings which allows us to pass from derived schemes back to ordinary schemes, see Corollary 4.13.

Here is an overview of the proof of Theorem A. Given a noetherian ring $A'$, $X' = \text{Spec } A'$, and a regular sequence $a' = (a'_0, \ldots, a'_r) \in (A')^{r+1}$ we consider the blow-up $\tilde{X}'(2^n)$ with respect to the closed subscheme $Y'(2^n)$ corresponding to the ideal generated by $(a'_0)^{2^n}, \ldots, (a'_r)^{2^n}$ and the blow-up square

$$
\begin{array}{ccc}
\tilde{X}'(2^n) & \longrightarrow & E'(2^n) \\
\downarrow & & \downarrow \\
X' & \leftarrow & Y'(2^n).
\end{array}
$$

(1.7)

For varying $n$ we get canonical finite transition morphisms from the $2^n$-square to the $2^{n+1}$-square, so we get a whole tower of blow-up squares. We now consider an affine noetherian scheme $X$ and take both the derived and the ordinary pullback of the square (1.7) along a morphism $X \to X'$. This
derived pullback is the front square and the ordinary pullback is the back square of the commutative diagram

\[
\begin{array}{c}
\tilde{X}(2^n) & \xleftarrow{\alpha} & E(2^n) \\
\downarrow & & \downarrow \\
\tilde{X}(2^n) & \xleftarrow{\alpha} & E(2^n) \\
\downarrow & & \downarrow \\
X & \xleftarrow{\alpha} & Y(2^n) \\
\downarrow & \downarrow & \downarrow \\
X & \xleftarrow{\alpha} & Y(2^n).
\end{array}
\]

(1.8)

In this overview we would like to explain the proof of Theorem A for the blow-up square

\[
\begin{array}{c}
\text{Bl}_{Y(1)}X \leftarrow Y(1) \times_X \text{Bl}_{Y(1)}X \\
\downarrow & \downarrow & \\
X & \xleftarrow{\alpha} & Y(1).
\end{array}
\]

(1.9)

Using pro-excision, see Proposition 5.2, we relate the square (1.9) to the back square of (1.8). So we have to prove that the back square in (1.8) induces a cartesian square of $K$-theory pro-spectra in the index $n$. The latter is established in the following steps.

**Step 1.** For fixed $n$ the front square of (1.8) induces a cartesian square of $K$-theory spectra, see Theorem 3.7.

**Step 2.** The map $\alpha$ induces an equivalence on $K$-theory pro-spectra in the index $n$, see Lemma 5.6.

**Step 3.** The upper square induces a cartesian square of $K$-theory pro-spectra in the index $n$. This is based on a version of pro-excision for simplicial rings, see Corollary 4.13 and Lemma 5.6.

In Section 2 we recall some foundations of the theory of derived schemes and their perfect modules. Then we recall the Waldhausen–Thomason–Trobaugh $K$-theory of derived schemes and in the affine case the relation to Waldhausen’s plus construction for simplicial rings. In Section 3 we introduce our major derived schemes, namely the Koszul scheme and the derived blow-up. We generalize Thomason’s descent for $K$-theory of blow-ups in regularly immersed centers to derived blow-ups in general sequences.

In Section 4 we generalize part of Suslin’s work on excision for $K$-theory to commutative simplicial rings. Section 5 contains the reduction steps which lead to a proof of Theorem A. In Section 6 we prove Theorem B, Theorem C and Corollary D.

**Acknowledgement.** Ofer Gabber suggested to us to use derived algebraic geometry in order to generalize Thomason’s calculation of the $K$-theory of a blow-up in a regularly immersed center, see Section 3. We would like
to thank him for this essential remark. We would like to thank Matthew Morrow for several helpful discussions about his work on pro-calculations in $K$-theory. Finally, we thank the referee for his or her careful reading of the manuscript and several comments to improve the presentation.

**Notation.** If not explicitly stated otherwise a ring is commutative and unital. The object of a pro-category corresponding to a system $(X_n)_{n \in I}$ indexed by a cofiltered category $I$ is denoted in Deligne’s notation “$\lim_n$” $X_n$. All our indexing categories of pro-objects are countable. Weak equivalences of spaces or spectra are simply called equivalences.

A simplicial ring $A$ is called noetherian if $\pi_0 A$ is a noetherian ring and $\pi_i A$ is a finitely generated $\pi_0 A$-module for all $i \geq 0$. Schemes are denoted by italic letters $X, Y, \ldots$, derived schemes by calligraphic letters $\mathcal{X}, \mathcal{Y}, \ldots$.

By an $\infty$-category we mean more precisely an ($\infty, 1$)-category. For the purpose of this paper, the choice of model of $\infty$-categories does not play any essential role. However, to be definite, and in accordance with main reference [BGT13] for the $K$-theory of stable $\infty$-categories, we use the language of quasi-categories as developed by Joyal and Lurie [Lur09]. We consider an ordinary category as an $\infty$-category via its nerve and abstain from an extra decoration.

## 2. Derived schemes and $K$-theory

We use this section to fix some notation for derived schemes and to recollect some facts about their $K$-theory that we will need.

### 2.1. Simplicial rings and derived schemes.

Basic references for the material of this subsection are [TV08] or [Lur16b]. An overview is [Toë14].

Let $s\text{Ring}$ be the category of simplicial commutative rings. A map in $s\text{Ring}$ is called a weak equivalence if the underlying map of simplicial sets is a weak equivalence. We denote by $s\text{Ring}$ the $\infty$-category obtained from $s\text{Ring}$ by inverting the weak equivalences and call it the $\infty$-category of derived rings.

**Definition 2.1.** A derived scheme is a pair $\mathcal{X} = (|\mathcal{X}|, \mathcal{O})$ consisting of a topological space $|\mathcal{X}|$ and a sheaf of derived rings $\mathcal{O}$ on $|\mathcal{X}|$ which is hypercomplete as a sheaf of spaces satisfying the following conditions:

1. $(|\mathcal{X}|, \pi_0 \mathcal{O})$ is a scheme in the usual sense,
2. each of the sheaves $\pi_n \mathcal{O}$ is quasi-coherent as a sheaf of $\pi_0 \mathcal{O}$-modules.

Here $\pi_n \mathcal{O}$ denotes the sheaf of abelian groups associated to the presheaf $U \mapsto \pi_n (\mathcal{O}(U))$ on $|\mathcal{X}|$. In fact, $\pi_0 \mathcal{O}$ is a sheaf of rings and each $\pi_n \mathcal{O}$ is a sheaf of $\pi_0 \mathcal{O}$-modules.

Note that every sheaf is hypercomplete if the topological space $|\mathcal{X}|$ is noetherian of finite dimension.
Remark 2.2. Replacing ‘sheaf of derived rings’ by ‘sheaf of $E_\infty$-ring spectra with $\pi_n O \simeq 0$ for $n < 0$’ in this definition, we obtain the notion of a spectral scheme [Lur16b, Def. 1.1.2.8]. Via the Eilenberg–MacLane functor, every derived scheme $X$ has an associated spectral scheme $H(X)$.

Derived schemes are the objects of an $\infty$-category $\mathsf{dSch}$ (cf. [Lur16b, §1.1.5]). Since we do not need the precise construction of this $\infty$-category, we only describe its (1-)morphisms: A morphism of derived schemes $X \to Y$ is a pair consisting of a morphism of topological spaces $f: |X| \to |Y|$ and a morphism of sheaves $f^*: O_Y \to f_* O_X$ such that the induced morphism of ringed spaces $(|X|, \pi_0 O_X) \to (|Y|, \pi_0 O_Y)$ is a morphism of schemes, i.e. is local.

The $\infty$-category $\mathsf{dSch}$ admits all finite limits. If $X$ is a derived scheme, we denote the underlying scheme $|X|$ by $tX$. Every ordinary scheme $X$ defines a derived scheme $iX$ with discrete structure sheaf. We will often omit $i$ from the notation. These constructions give rise to an adjunction

\begin{equation}
(i : \mathsf{Sch} \leftrightarrows \mathsf{dSch} : t)
\end{equation}

of $\infty$-categories, where $\mathsf{Sch}$ denotes the category of ordinary schemes. As a right adjoint, $t$ sends cartesian squares of derived schemes to cartesian squares of schemes. To avoid confusion, we will call cartesian squares in $\mathsf{dSch}$ ‘derived cartesian’. Given morphisms of derived schemes $X \to Y$, $Z \to Y$, we denote their fibre product by $X \times^h_Y Z$. If $X, Y, Z$ are ordinary schemes, their derived fibre product $W = X \times^h_Y Z$ is a derived scheme with underlying scheme $X \times_Y Z$ and $\pi_n O_W \simeq \mathcal{T}or^n_{\pi_0}(O_X, O_Z)$ given by the higher Tor-sheaves.

A derived scheme $X$ is called affine if $tX$ is an affine scheme. Let $\mathsf{dAff} \subseteq \mathsf{dSch}$ denote the full $\infty$-subcategory spanned by the affine derived schemes. The global sections functor induces an equivalence $\mathsf{dAff} \xrightarrow{\simeq} \mathsf{sRing}^{op}$ whose inverse is denoted by Spec. The latter functor can be described explicitly as follows: Let $A$ be a simplicial ring. The underlying space of $\text{Spec}(A)$ is equal to that of the ordinary scheme $\text{Spec}(\pi_0 A)$, a closed subscheme of $\text{Spec}(A_0)$. Now $A$ defines a sheaf of simplicial $A_0$-algebras on $|\text{Spec}(A_0)|$ whose restriction to $|\text{Spec}(\pi_0 A)|$ is equivalent to the structure sheaf of the derived scheme $\text{Spec}(A)$. The adjunction (2.1) restricts to the adjunction $\text{const} : \mathsf{Ring}^{op} \leftrightarrows \mathsf{sRing}^{op} : \pi_0$ of $\infty$-categories.

Definition 2.3. A morphism of derived schemes $X \to Y$ is called affine if for every map $Z \to Y$ from an affine derived scheme the base change $X \times^h_Y Z$ is an affine derived scheme, or, equivalently, if and only if the morphism of underlying schemes $tX \to tY$ is affine. A derived scheme $X$ is called quasi-compact if the topological space $|X|$ is quasi-compact. It is called quasi-separated if the diagonal morphism is quasi-compact, i.e. pullbacks along morphisms from an affine derived scheme are quasi-compact. We will use the abbreviation $\text{qcqs}$ for quasi-compact, quasi-separated.
Definition 2.4. We call a simplicial ring $A$ noetherian if $\pi_0(A)$ is a noetherian ring and each $\pi_n(A)$ is a finitely generated $\pi_0(A)$-module. Similarly, we call a derived scheme $X$ noetherian if the underlying scheme $tX$ is noetherian and each $\pi_n\mathcal{O}$ is coherent as sheaf of $\pi_0\mathcal{O}$-modules.

Via the Eilenberg–MacLane functor, a simplicial commutative ring $A$ gives rise to an $E_\infty$-ring spectrum $HA$, and we denote by $\text{Mod}(A)$ the stable presentable symmetric monoidal $\infty$-category of $HA$-module spectra [Lur16a, §7.1].

Remark 2.5. A similar argument as in the proof of [Lur16a, Thm. 7.1.2.13] yields the following more concrete description of $\text{Mod}(A)$. The normalization $NA$ of $A$ is a commutative dg-algebra (cf. [SS03]). The $\infty$-category $\text{Mod}(A)$ is equivalent to the $\infty$-category of unbounded $NA$-dg-modules with quasi-isomorphisms inverted.

For a derived scheme $X$ we denote by $\text{QCoh}(X)$ the stable presentable symmetric monoidal $\infty$-category of quasi-coherent $\mathcal{O}_X$-modules [Lur16b, Def. 2.2.2.1]. In fact, $\text{QCoh}(X)$ is equivalent to the $\infty$-category of quasi-coherent sheaves on the spectral scheme $H(X)$ (cf. [Shi07, Cor. 2.15]). If $X = \text{Spec}(A)$ is affine, we have an equivalence $\text{QCoh}(X) \simeq \text{Mod}(A)$. In general, it can be described as the $\infty$-categorical limit

$$\text{QCoh}(X) \simeq \lim_{\text{Spec}(A) \in (\text{dAff}/X)^{op}} \text{Mod}(A)$$

of $\infty$-categories. This generalizes the classical notion: If $X$ is an ordinary scheme, the homotopy category $\text{Ho}(\text{QCoh}(iX))$ is equivalent to the unbounded derived category of $\mathcal{O}_X$-modules with quasi-coherent cohomology sheaves [Lur16b, Cor. 2.2.6.2]. As a stable $\infty$-category $\text{QCoh}(X)$ admits mapping spectra which we denote by $\text{Hom}(\cdot, \cdot)$.

The following lemma is well known, see [BFN10, Prop. 3.6] or [Lur16b, Prop. 6.2.6.2].

Lemma 2.6. An object $F \in \text{QCoh}(X)$ is dualizable if and only if it is perfect, i.e. its restriction to each affine $\text{Spec}(A) \to X$ lies in the the smallest idempotent complete stable $\infty$-subcategory of $\text{Mod}(A)$ containing $A$ as an object.

Definition 2.7. We denote by $\text{Perf}(X)$ the full stable idempotent complete $\infty$-subcategory of $\text{QCoh}(X)$ consisting of the perfect modules.

Remark 2.8. If $X$ is an ordinary scheme, then the homotopy category $\text{Ho}(\text{Perf}(iX))$ is equivalent to the usual derived category of perfect complexes of $\mathcal{O}_X$-modules.

Proposition 2.9. Let $X$ be a qcqs derived scheme. Then $\text{QCoh}(X)$ is compactly generated, and the compact objects coincide with the perfect ones.

This is [Lur16b, Prop. 9.6.1.1]. Note that, since the $\infty$-categories in question are stable, one can check whether they are generated by a set
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2.2. $K$-theory of derived schemes. Using $\infty$-categorical analogs of Waldhausen’s $S_\bullet$-construction and Schlichting’s construction of non-connective $K$-theory of exact and derived categories, Blumberg–Gepner–Tabuada introduce non-connective $K$-theory of small stable $\infty$-categories in [BGT13, §9.1]. If $\mathcal{C}$ is such an $\infty$-category, we denote its non-connective $K$-theory spectrum by $K(\mathcal{C})$.

Let $\mathbf{Cat}^\mathbb{ex}_\infty$ be the $\infty$-category of small stable $\infty$-categories and exact functors. If $\mathcal{A} \to \mathcal{B}$ is a fully faithful exact functor between small stable $\infty$-categories, one can form its cofibre $\mathcal{B}/\mathcal{A}$ in $\mathbf{Cat}^\mathbb{ex}_\infty$. This is a model for the Verdier quotient: $\text{Ho}(\mathcal{B})/\text{Ho}(\mathcal{A}) \cong \text{Ho}(\mathcal{B}/\mathcal{A})$ (see [BGT13, Prop. 5.14]). A sequence $\mathcal{A} \to \mathcal{B} \to \mathcal{C}$ in $\mathbf{Cat}^\mathbb{ex}_\infty$ is called exact if the composite is trivial, $\mathcal{A} \to \mathcal{B}$ is fully faithful, and the induced functor $\mathcal{B}/\mathcal{A} \to \mathcal{C}$ becomes an equivalence after idempotent completion; this is equivalent to requiring that $\text{Ho}(\mathcal{A}) \to \text{Ho}(\mathcal{B}) \to \text{Ho}(\mathcal{C})$ be an exact sequence of triangulated categories [BGT13, Prop. 5.15].

A direct consequence of [BGT13, Thm. 9.8] is:

**Theorem 2.10.** If $\mathcal{A} \to \mathcal{B} \to \mathcal{C}$ is an exact sequence in $\mathbf{Cat}^\mathbb{ex}_\infty$, then the sequence of non-connective $K$-theory spectra

$$K(\mathcal{A}) \to K(\mathcal{B}) \to K(\mathcal{C})$$

is a cofibre sequence.

**Definition 2.11.** Let $\mathfrak{X}$ be a qcqs derived scheme. We define its $K$-theory spectrum by $K(\mathfrak{X}) = K(\text{Perf}(\mathfrak{X}))$. If $\mathfrak{X} = \text{Spec}(A)$ is affine, we write $K(A) = K(X)$ for simplicity.

Using Remark 2.8 we see that, for $X$ an ordinary qcqs scheme, $K(iX)$ is equivalent to the $K$-theory spectrum constructed in [TT90].

In [CMNN16, Prop. A.13], the authors generalize a descent result of Thomason to the setting of spectral algebraic spaces. In our setting it gives:

**Theorem 2.12.** The $K$-theory of derived schemes with underlying noetherian topological space satisfies Čech-descent for the Zariski topology.

To prove the excision result in Section 4 we need the description of the connective part of the $K$-theory of affine derived schemes via the plus-construction. Following Waldhausen [Wal78], we consider for an integer $n \geq 0$ and for a not necessarily unital simplicial ring $I$ the group-like simplicial monoid $\hat{\text{GL}}(I)_n$ defined by the cartesian square

$$
\begin{array}{ccc}
\hat{\text{GL}}_n(I) & \longrightarrow & M_{n,n}(I) \\
\downarrow & & \downarrow \\
\text{GL}_n(\pi_0 I) & \longrightarrow & M_{n,n}(\pi_0 I)
\end{array}
$$

(2.2)
which is also homotopy cartesian, as the right vertical map is a fibration. Here, as usual for a nonunital ring \( J \), the group \( \text{GL}_n(J) \) is defined by

\[
\text{GL}_n(J) = \ker(\text{GL}_n(\tilde{J}) \to \text{GL}_n(\mathbb{Z}))
\]

where \( \tilde{J} = \mathbb{Z} \rtimes J \) is the unitalization of \( J \).

Taking the colimit over \( n \) of the diagram (2.2), one obtains the cartesian and homotopy cartesian square

\[
\begin{array}{ccc}
\hat{\text{GL}}(I) & \longrightarrow & M(I) \\
\downarrow & & \downarrow \\
\text{GL}(\pi_0 I) & \longrightarrow & M(\pi_0 I).
\end{array}
\]

Clearly, \( \pi_0(\hat{\text{GL}}(I)) \cong \text{GL}(\pi_0 I) \). As the upper horizontal map in (2.3) induces an isomorphism of connected components of the identity elements, we get \( \pi_i(\text{GL}(I)) \cong M(\pi_i I) \) for \( i > 0 \). In particular, the simplicial monoid \( \hat{\text{GL}}(I) \) is grouplike. From the classical [Seg74, Prop. 1.5] one obtains

**Lemma 2.13.** The connected classifying space \( B\hat{\text{GL}}(I) \) has homotopy groups

\[
\pi_i(B\hat{\text{GL}}(I)) \cong \pi_{i-1}(\text{GL}(I)) \cong \begin{cases} 
\text{GL}(\pi_0(I)) & \text{if } i = 1 \\
M(\pi_{i-1}(I)) & \text{if } i > 1.
\end{cases}
\]

For a unital simplicial ring \( A \) we can apply Quillen’s plus construction [Wei13, IV.1] and obtain a natural transformation \( B\hat{\text{GL}}(A) \to B\hat{\text{GL}}(A)^+ \) which is characterized up to homotopy by the fact that it is acyclic and that it kills the commutator subgroup of \( \pi_1(B\hat{\text{GL}}(A)) \cong \text{GL}(\pi_0 A) \). So we get

**Lemma 2.14.** The canonical map

\[
\pi_1(B\hat{\text{GL}}(A)^+) \cong \pi_1(B\text{GL}(\pi_0 A)^+) \cong K_1(\pi_0 A)
\]

is an isomorphism.

The following result follows directly from Waldhausen [Wal85, Thm. 2.3.2] in conjunction with [BGT13, Prop. 9.31, 9.32]. Alternatively, see [BGT13, Lemma 9.39, Prop. 9.40].

**Proposition 2.15.** The infinite loop space associated to the spectrum \( K(A) \) is equivalent to \( K_0(\pi_0(A)) \times B\hat{\text{GL}}(A)^+ \).

As an application, we get:

**Theorem 2.16.** For an affine derived scheme \( \text{Spec}(A) \), the natural map

\[
\text{Spec}(\pi_0 A) \cong t\text{Spec}(A) \to \text{Spec}(A)
\]

induces isomorphisms \( K_n(A) \cong K_n(\pi_0 A) \) for all integers \( n \leq 1 \).
In [BGT13, Thm. 9.53] this is proved for connective $A_{\infty}$-ring spectra. We offer the following alternative proof, which works for simplicial commutative rings, using some results of Section 3, because it fits nicely in the framework of the current paper.

Proof. By Proposition 2.15 the claim is true for $n = 0$. By Lemma 2.14 it is true for $n = 1$. Since both versions of $K$-theory satisfy the Bass fundamental theorem (see Theorem 3.17 for the version for derived schemes), we deduce that the map in question is an isomorphism for all $n \leq 1$ by induction. □

Lemma 2.17. For a noetherian derived scheme $X$ there exists $i_0 \in \mathbb{Z}$ such that $K_i(\mathcal{X}) \rightarrow K_i(t(\mathcal{X}_{\text{red}}))$ is an isomorphism for $i \leq i_0$.

Proof. We reduce the statement of the lemma first to separated and then to affine derived schemes. By the noetherian assumption, we find a finite Zariski covering $U$ of $X$ by affine derived schemes. In particular, every possible intersection of the involved open subschemes is separated. As $K$-theory satisfies Zariski descent (Theorem 2.12), there is a convergent spectral sequence

$$E_2^{pq} = H^p(U, K_{-q}) \Rightarrow K_{-p-q}(X).$$

Hence the statement of the lemma is reduced to separated derived schemes. Now each of the finitely many intersections has a finite Zariski covering such that all of its intersections are affine. This reduces the statement to affine derived schemes by the same argument as above.

In the affine situation, the statement (with $i_0 = 0$) is a direct consequence of the previous Theorem 2.16 and nil-invariance for non-positive algebraic $K$-theory of discrete rings. The latter follows from the definition of negative $K$-theory [Wei13, Def. III.4.1] through $K_0$ and nil-invariance of $K_0$ for rings [Wei13, Lemma II.2.2]. □

3. Derived blow-ups

In this section we define derived blow-ups of affine schemes and prove a descent theorem for derived blow-up squares similar to Thomason’s descent theorem for blow-ups in regularly immersed centers. Using the same techniques we also prove a projective bundle theorem and a Bass fundamental theorem for derived schemes.

3.1. Derived blow-up squares. Consider a noetherian ring $A$ and a finite sequence $a = (a_0, \ldots, a_r) \in A^{r+1}$. Write $X = \text{Spec}(A)$. In the following, we introduce the notion of the derived blow-up $\mathcal{B}l_a(X)$ of $X$ and the Koszul derived subscheme $\mathcal{V}(a)$ of $X$ associated to the sequence $a$.

For this we choose an auxiliary noetherian ring $A'$ and a regular sequence $a' \in A'^{r+1}$ together with a map $f: A' \rightarrow A$ sending $a'$ to $a$ (e.g. a polynomial ring). Let $Y' = V((a')) \subseteq X' = \text{Spec}(A')$, $\hat{X}'$ the blow-up of $X'$ along $Y'$,
\( E' \) the exceptional divisor:

\[
\begin{array}{ccc}
\tilde{X}' & \xrightarrow{j'} & \mathcal{E}' \\
\downarrow{q'} & & \downarrow{p'} \\
X' & \xleftarrow{i'} & Y'
\end{array}
\]

(3.1)

**Definition 3.1.** We denote the derived pullback of (3.1) along \( f: X \to X' \) by

\[
\begin{array}{ccc}
\tilde{X} & \xrightarrow{j} & \mathcal{E} \\
\downarrow{p} & & \downarrow{q} \\
X & \xleftarrow{i} & Y
\end{array}
\]

(3.2)

and call \( \text{Bl}_a(X) = \tilde{X} \) the *derived blow-up* of \( X \) in \( a \) and \( V(a) = Y \) the *Koszul derived scheme* associated to \( a \). A square of the form (3.2) is called *derived blow-up square*. We call \( \mathcal{E} \) the *semi-derived exceptional divisor* and write \( \mathcal{D} = \tilde{X} \times_X Y \) for the *derived exceptional divisor*.

We write \( \text{Ko}(A; a) \) for the derived ring corresponding to the affine derived scheme \( V(a) \). Its homotopy groups are the usual Koszul homology groups of the sequence \( a \).

**Remark 3.2.** The following diagram might help the reader to relate the terminology introduced in the previous Definition 3.1.

\[
\begin{array}{ccc}
\tilde{X} & \xrightarrow{j} & \mathcal{E} \\
\downarrow{p} & & \downarrow{q} \\
X & \xleftarrow{i} & Y
\end{array}
\]

(3.3)

Here we set \( Y = V((a)) \). The left, the right, the bottom and the top faces of this cube are derived cartesian, whereas the front and the back face need not to be derived cartesian. In particular, the morphism \( \mathcal{E} \to \mathcal{D} \) is not an equivalence in general, even though the underlying schemes \( t\mathcal{E} \cong t\mathcal{D} \) are isomorphic.

We will also consider the following thickenings. For \( n \in \mathbb{N} \) write \( a(n) = (a_0^n, \ldots, a_r^n) \in A^{r+1} \). In the situation above we write \( Y'(n) = V((a'(n))) \) and \( E'(n) = \tilde{X}' \times_X Y'(n) \) for the corresponding thickening of the exceptional divisor. As before we define \( \mathcal{Y}(n) \) and \( \mathcal{E}(n) \) by a derived pullback along \( X \to X' \). Note that \( \mathcal{Y}(n) \) is just the Koszul derived scheme associated to
the sequence \( a(n) \). Finally, we write \( \mathcal{D}(n) = \tilde{X} \times^h_X Y(n) \) for the thickened derived exceptional divisor.

**Remark 3.3.** We always have a closed immersion of the ordinary blow-up \( \text{Bl}(a)(X) \) into the underlying scheme \( t(\text{Bl}(a)(X)) \cong X \times_{X'} \text{Bl}(a')(X') \) of the derived blow-up.

In the remainder of this subsection we prove that, up to equivalence, the notions introduced above do not depend on the choices made.

**Lemma 3.4.** Let \( A' \to A \) be a homomorphism of rings sending the regular sequence \( a' \) to the regular sequence \( a \). Then the diagram of schemes

\[
\begin{array}{ccc}
V((a)) & \longrightarrow & V((a')) \\
\downarrow & & \downarrow \\
\text{Spec}(A) & \longrightarrow & \text{Spec}(A')
\end{array}
\]

is derived cartesian.

**Proof.** The square is cartesian as a square of schemes. Hence it suffices to show that \( \text{Tor}_{A'}^n(A, A'/\langle a' \rangle) \) vanishes in positive degrees. Since \( a' \) is a regular sequence, we can compute these using the Koszul complex of \( a' \). Tensoring with \( A \) then gives the Koszul complex of the sequence \( a \). It is exact in positive degrees, since \( a \) was assumed to be regular, too. \( \square \)

**Lemma 3.5.** In the situation of Lemma 3.4, write \( \tilde{X} = \text{Bl}_{V((a))}X \) for the ordinary blow-up of \( X = \text{Spec}(A) \) in \( V((a)) \), \( E \) for the exceptional divisor, and \( E(n) \) for its thickenings defined by the sequence \( a(n) \), and similarly for the primed version. Then the diagrams

\[
\begin{array}{ccc}
\tilde{X} & \longrightarrow & \tilde{X}' \\
\downarrow p & & \downarrow p' \\
X & \longrightarrow & X'
\end{array}
\] \quad \text{and} \quad
\begin{array}{ccc}
E(n) & \longrightarrow & E'(n) \\
\downarrow & & \downarrow \\
X & \longrightarrow & X'
\end{array}
\]

are derived cartesian.

**Proof.** We begin with the left-hand square. Since \( a \) is a regular sequence, we have \( \tilde{X} = \text{Proj}(A[T_0, \ldots, T_r]/(a_iT_j - a_jT_i)_{1 \leq i, j \leq r}) \) \([\text{Mic64}, \text{Ch. I, Thm. 1}]\) and similarly for \( \tilde{X}' \), and we see that \( \tilde{X} \cong X \times_{X'} \tilde{X}' \).

To prove that the square is derived cartesian, we argue locally. Consider a point \( x \in X \) with image \( x' \in X' \). If \( x \not\in V((a)) \), and hence \( x' \not\in V((a')) \), then \( p \) respectively \( p' \) is an isomorphism near \( x \) respectively \( x' \), and we are done. Now assume that \( x \in V((a)) \). Then the image of the sequence \( a \) in the localization of \( A \) at \( x \) is still a regular sequence. The analog is true for \( x', A', \) and \( a' \). Hence we may assume that \( A, A' \) are noetherian local rings. Then any permutation of the sequence \( a \) is again a regular sequence. Hence we can deduce from \([\text{Ful98, Lem. A.6.1}]\) that the standard affine open subset \( U_i \cong \text{Spec}(A[S_0, \ldots, S_i, \ldots, S_r]/(a_iS_j - a_j)_{0 \leq j \leq r, j \neq i}) \) of \( \tilde{X} \) where
$O_X(1)$ is generated by $a_i$ is defined by the regular sequence $(a_iS_0 - a_0, \ldots)$ in $A[S_0, \ldots, S_i, \ldots, S_r]$. Again, the same holds with primes. From Lemma 3.3 we deduce that

$$\begin{array}{ccc}
U_i & \longrightarrow & U'_i \\
\downarrow & & \downarrow \\
\mathbb{A}^r_X & \longrightarrow & \mathbb{A}^r_{X'}
\end{array}$$

is derived cartesian. This implies the statement for the first square, since $\mathbb{A}^r_{X'} \rightarrow X'$ is flat.

For the second square we observe that $E$ and also its thickening $E(n)$ is locally cut out in $\tilde{X}$ by one regular element $a_i$ respectively $a^n_i$, and similar for $E', E'(n)$. We conclude by what we have already shown and Lemma 3.4. □

3.2. Descent for derived blow-up squares. The goal of this subsection is to prove the following descent statement for the derived blow up square (3.2). It generalizes Thomason’s descent theorem for blow-ups in regularly immersed centers [Tho93].

**Theorem 3.7.** The square of non-connective $K$-theory spectra

$$
\begin{array}{ccc}
K(\tilde{X}) & \xrightarrow{j^*} & K(\tilde{\mathcal{E}}) \\
\downarrow p^* & & \downarrow q^* \\
K(X) & \xrightarrow{i^*} & K(\mathcal{Y})
\end{array}
$$

is homotopy cartesian.

The proof follows closely [CHSW08 Sec. 1] with a few additional twists. If $D$ is a small stable $\infty$-category and $S$ is a set of objects of $D$, we write $\langle S \rangle \subseteq D$ for the smallest full stable subcategory of $D$ which contains $S$ and is closed under retracts in $D$. We say that $S$ generates $D$ if $\langle S \rangle = D$.

A useful criterion is the following. Assume that $\mathcal{C}$ is a compactly generated stable $\infty$-category [Lur09 Def. 5.5.7.1]. Write $\mathcal{C}^\omega$ for the small stable idempotent complete subcategory of its compact objects. Then $\text{Ind}(\mathcal{C}^\omega) \simeq \mathcal{C}$. If $S$ is a set of objects of $\mathcal{C}^\omega$, we have $\langle S \rangle \subseteq \mathcal{C}^\omega$, and this induces a fully faithful functor $i: \text{Ind}(\langle S \rangle) \rightarrow \text{Ind}(\mathcal{C}^\omega) \simeq \mathcal{C}$. The functor $i$ admits a right adjoint $r$ [Lur09 Prop. 5.3.5.13]. If the right orthogonal of $S$ in $\mathcal{C}$ vanishes,
then $r$ is fully faithful, too, hence $i$ is an equivalence, hence $(S) \simeq C^w$ \cite[Lem. 5.4.2.4]{lurie-descent}, i.e. $S$ generates $C^w$.

**Lemma 3.8.** Let $f : X \to Y$ be an affine morphism of qcqs derived schemes and let $S$ be a set of perfect modules that generates $\text{Perf}(Y)$. Then the set \{ $f^*F \mid F \in S$ \} generates $\text{Perf}(X)$.

**Proof.** First note that $f^*$ preserves perfect modules.

Now take any $G \in \text{QCoh}(X)$ and assume that $\text{Hom}(f^*F, G) \simeq 0$ for all $F \in S$. By adjunction we get $\text{Hom}(F, f_*G) \simeq 0$ for all $F \in S$, and hence $f_*G \simeq 0$.

We claim that $G \simeq 0$. This is a local question, so we may assume that $Y$ and hence $X$ are affine, say $X = \text{Spec}(B)$, $Y = \text{Spec}(A)$. In this case $\text{QCoh}(X) \simeq \text{Mod}(B)$ and similarly for $Y$, and $f_*$ is equivalent to the forgetful functor $\text{Mod}(B) \to \text{Mod}(A)$, which detects 0-objects. \hfill \Box

We now consider the derived blow-up square \cite[3.2]{3.2} and retain the notation from the beginning of Subsection 3.1. We denote the morphisms induced from $f : X \to X'$ by derived base change by $\tilde{f} : \tilde{X} \to X'$, $f_Y : Y \to Y'$, and $f_E : E \to E'$, respectively. Since affine morphisms are stable under base change, all these are affine.

We write $O_{\tilde{X}}(1) = \tilde{f}^*O_{X'}(1)$, etc.

**Lemma 3.9.** We have:

(i) $\text{Perf}(\tilde{X})$ is generated by $O_{\tilde{X}}, j_*O_E \otimes O_{\tilde{X}}(-l)$ for $l = 1, \ldots, r$.

(ii) $\text{Perf}(E)$ is generated by $O_E(-l)$, for $l = 0, \ldots, r$.

**Proof.** By \cite[Lemma 1.2]{CHSW08} the corresponding statements are true for the underived blow-up in diagram \cite[3.1]{3.1} (use that in our situation $X'$ and $Y'$ are affine, hence $\text{Perf}(X')$ is generated by $O_{X'}$ and $\text{Perf}(Y')$ by $O_{Y'}$). Using Lemma \cite[3.8]{3.8} we deduce that $\text{Perf}(\tilde{X})$ is generated by $O_{\tilde{X}}$ and $\tilde{f}^*(j'_*O_{E'} \otimes O_{\tilde{X}}(-l)) \simeq j_*O_E \otimes O_{\tilde{X}}(-l)$ for $l = 1, \ldots, r$. Here we used that $\tilde{f}^*$ is symmetric monoidal and base change \cite[Cor. 3.4.2.2]{lurie-descent} for the derived cartesian square

$$
\begin{array}{ccc}
E & \xrightarrow{f_E} & E' \\
\downarrow j & & \downarrow j' \\
\tilde{X} & \xrightarrow{\tilde{f}} & \tilde{X}'.
\end{array}
$$

This proves (i). Even easier we get (ii). \hfill \Box

**Lemma 3.10.** The functors $p^* : \text{Perf}(X) \to \text{Perf}(\tilde{X})$ and $q^* : \text{Perf}(Y) \to \text{Perf}(E)$ are fully faithful.

**Proof.** For the first functor, we may equivalently show that the unit $1 \to p_*p^*$ is an equivalence. Since $f : X \to X'$ is affine, it is enough to prove that
$f_* \to f_*p_*p^*$ is an equivalence. Using again base change for the derived cartesian square

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{f}} & \tilde{X}' \\
p & \downarrow & p' \\
X & \xrightarrow{f} & X'
\end{array}
$$

we have $f_*p_*p^* \simeq p'_*\tilde{f}_*p^* \simeq p'_*\tilde{f}_*f^*$ and the claim follows because $1 \to p'_*p'^*$ is an equivalence \cite[Lemme 2.3]{Tho93}.

The same argument works for $q_*$. \hfill \square

We have the fundamental fibre sequence

$$
\mathcal{O}_{\tilde{X}'}(1) \to \mathcal{O}_{\tilde{X}'} \to j'_*\mathcal{O}_{E'} \text{ in } \text{Perf}(\tilde{X}').
$$

Pullback via $\tilde{f}$ and base change $\tilde{f}_*j'_* \simeq j_*f_*E$ give the fibre sequence $\mathcal{O}_{\tilde{X}'}(1) \to \mathcal{O}_{\tilde{X}} \to j_*\mathcal{O}_E$ in $\text{Perf}(\tilde{X})$. After we apply $j^*$ to this fibre sequence the last map has a retraction given by the counit $j^*j_*\mathcal{O}_E \to \mathcal{O}_E$.

Hence we see that

\begin{equation}
(3.4) \quad j^*j_*\mathcal{O}_E \simeq \mathcal{O}_E \oplus \mathcal{O}_E(1)[1]
\end{equation}

in $\text{Perf}(E)$.

**Lemma 3.11.** For $1 \leq k \leq r$ we have $\text{Hom}(\mathcal{O}_E, \mathcal{O}_E(-k)) \simeq 0$.

**Proof.** Let $B'$ respectively $B$ be the (derived) rings defining the affine (derived) schemes $Y'$ respectively $Y$. Note that $B'$ is an ordinary ring, and $E' = \mathbb{P}^r_{B'}$ is the ordinary projective space.

The functor $\text{Hom}(\mathcal{O}_E, -) : \text{QCoh}(E) \to \text{Sp}$ is equivalent to the composition

$$
\text{QCoh}(E) \xrightarrow{q_*} \text{QCoh}(Y) \xrightarrow{j_*} \text{QCoh}(Y') \xrightarrow{\text{Hom}(\mathcal{O}_{E'}, -)} \text{Sp}.
$$

We have

$$
f_{y_*q_*\mathcal{O}_E(-k)} \simeq f_{y_*q_*f_*E}(-k) \simeq f_{y_*f'_*q_*E}(-k)
$$

using base change again. Finally, $q'_*\mathcal{O}_{E'}(-k) \simeq 0$ by the classical computation of the cohomology of projective space \cite[Cor. III.2.1.13]{Gro67}.

\hfill \square

**Lemma 3.12.** The functor $j_*q^* : \text{Perf}(Y) \to \text{Perf}(\tilde{X})$ is fully faithful.

**Proof.** We have to show that $\text{Hom}(F,G) \to \text{Hom}(j_*q^*F, j_*q^*G)$ is an equivalence for all $F, G \in \text{Perf}(Y)$. Since $\text{Perf}(Y)$ is generated by $\mathcal{O}_Y$, it suffices to show this for $F = G = \mathcal{O}_Y$. We have $q^*\mathcal{O}_Y \simeq \mathcal{O}_E$ and

\[
\text{Hom}(j_*q^*\mathcal{O}_Y, j_*q^*\mathcal{O}_Y) \simeq \text{Hom}(j_*\mathcal{O}_E, j_*\mathcal{O}_E)
\]

\[
\simeq \text{Hom}(j^*j_*\mathcal{O}_E, \mathcal{O}_E)
\]

\[
\simeq \text{Hom}(\mathcal{O}_E \oplus \mathcal{O}_E(1)[1], \mathcal{O}_E)
\]

\[
\simeq \text{Hom}(\mathcal{O}_E, \mathcal{O}_E) \oplus \text{Hom}(\mathcal{O}_E, \mathcal{O}_E(-1)[-1])
\]

\[
\simeq \text{Hom}(\mathcal{O}_Y, \mathcal{O}_Y)
\]
by \[3.4\], the fully faithfulness of \(q^*\), and since \(\text{Hom}(\mathcal{O}_{\tilde{X}}, \mathcal{O}_{\tilde{X}}(-1)[-1]) \simeq 0\) by Lemma 3.11.

For \(l = 0, \ldots, r\), let

\[\text{Perf}^l(\tilde{X}) \subseteq \text{Perf}(\tilde{X})\]

be the full stable idempotent complete subcategory generated by \(\mathcal{O}_{\tilde{X}}\) and \(j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-k)\) for \(k = 1, \ldots, l\). Let

\[\text{Perf}^l(\mathcal{E}) \subseteq \text{Perf}(\mathcal{E})\]

be the full stable idempotent complete subcategory generated by \(\mathcal{O}_{\mathcal{E}}(-k)\) for \(k = 0, \ldots, l\).

By Lemma 3.9 we have \(\text{Perf}^r = \text{Perf}\) in both cases. By Lemma 3.10 we have equivalences \(p^* : \text{Perf}(X) \xrightarrow{\sim} \text{Perf}(\tilde{X})\) and \(q^* : \text{Perf}(Y) \xrightarrow{\sim} \text{Perf}(\mathcal{E})\). Moreover, \(j^* : \text{Perf}(\tilde{X}) \to \text{Perf}(\mathcal{E})\) respects the filtrations by the \(\text{Perf}^l\). Indeed, it suffices to check this on generators. We have \(j^*(j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-k)) \simeq j_*j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-k) \simeq \mathcal{O}_{\mathcal{E}}(-k) \oplus \mathcal{O}_{\mathcal{E}}(-k+1)[1]\) by \[3.4\].

**Lemma 3.13.** The composite functor

\[\text{Perf}(Y) \xrightarrow{q^*(-) \otimes \mathcal{O}_{\mathcal{E}}(-l)} \text{Perf}^l(\mathcal{E}) \to \text{Perf}^l(\mathcal{E})/\text{Perf}^l-1(\mathcal{E})\]

is an equivalence.

**Proof.** The composition sends the generator \(\mathcal{O}_Y\) to the generator \(\mathcal{O}_{\tilde{X}}(-l)\). Since \(\text{Perf}(Y)\) is idempotent complete, it is now enough to show that the composition is fully faithful.

The first functor is fully faithful by Lemma 3.10. By \[\text{Nee01}\, \text{Lem. 9.1.5}\] it now suffices to show that \(\text{Hom}(F, q^*G \otimes \mathcal{O}_{\mathcal{E}}(-l)) \simeq 0\) for every \(G \in \text{Perf}(Y)\) and \(F \in \text{Perf}^l-1(\mathcal{E})\). It is again enough to check this on generators. But for \(k = 0, \ldots, l - 1\) we have

\[\text{Hom}(\mathcal{O}_{\mathcal{E}}(-k), \mathcal{O}_{\mathcal{E}}(-l)) \simeq \text{Hom}(\mathcal{O}_{\mathcal{E}}, \mathcal{O}_{\mathcal{E}}(k-l)) \simeq 0\]

by Lemma 3.11.

**Lemma 3.14.** The composition

\[\text{Perf}(Y) \xrightarrow{j_*q^*(-) \otimes \mathcal{O}_{\tilde{X}}(-l)} \text{Perf}^l(\tilde{X}) \to \text{Perf}^l(\tilde{X})/\text{Perf}^l-1(\tilde{X})\]

is an equivalence.

**Proof.** Similarly as before, but using Lemma 3.12 it suffices to show that

\[\text{Hom}(j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-k), j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-l)) \simeq 0\]

and

\[\text{Hom}(\mathcal{O}_{\tilde{X}}, j_*\mathcal{O}_{\mathcal{E}} \otimes \mathcal{O}_{\tilde{X}}(-l)) \simeq 0\]
for \( k = 1, \ldots, l - 1 \). By the projection formula [Lur16b, Rem. 3.4.2.6] we have \( j_* \mathcal{O}_E \otimes \mathcal{O}_{\tilde{X}}(-l) \simeq j_* \mathcal{O}_E(-l) \) and hence

\[
\text{Hom}(j_* \mathcal{O}_E \otimes \mathcal{O}_{\tilde{X}}(-k), j_* \mathcal{O}_E \otimes \mathcal{O}_{\tilde{X}}(-l)) \\
\simeq \text{Hom}(j_* \mathcal{O}_E \otimes \mathcal{O}_{\tilde{X}}(-k), j_* \mathcal{O}_E(-l)) \\
\simeq \text{Hom}(j^* j_* \mathcal{O}_E \otimes \mathcal{O}_E(-k), \mathcal{O}_E(-l)) \\
\simeq \text{Hom}(\mathcal{O}_E, \mathcal{O}_E(k - l)) \oplus \text{Hom}(\mathcal{O}_E, \mathcal{O}_E(k - l - 1)[-1]) \\
\simeq 0
\]

by (3.4) and Lemma 3.11.

The second vanishing is obtained in the same way. \( \square \)

**Lemma 3.15.** The functor \( j^* \) induces equivalences \( \text{Perf}^l(\tilde{X})/\text{Perf}^{l-1}(\tilde{X}) \simeq \text{Perf}^l(\mathcal{E})/\text{Perf}^{l-1}(\mathcal{E}) \).

**Proof.** By Lemmas 3.13 and 3.14 it is enough to prove that the composite

\[
\begin{array}{ccc}
\text{Perf}(Y) & \xrightarrow{j_* q^*(-) \otimes \mathcal{O}_{\tilde{X}}(-l)} & \text{Perf}^l(\tilde{X}) \\
& \xrightarrow{j^*} & \text{Perf}^l(\tilde{X})/\text{Perf}^{l-1}(\tilde{X}) \\
& \xrightarrow{j^*} & \text{Perf}^l(\mathcal{E})/\text{Perf}^{l-1}(\mathcal{E})
\end{array}
\]

is equivalent to

\[
\begin{array}{ccc}
\text{Perf}(Y) & \xrightarrow{q^* \otimes \mathcal{O}_{\mathcal{E}}(-l)} & \text{Perf}^l(\mathcal{E}) \\
& \xrightarrow{j^*} & \text{Perf}^l(\mathcal{E})/\text{Perf}^{l-1}(\mathcal{E})
\end{array}
\]

or more precisely that for \( F \in \text{Perf}(Y) \) the natural map

\[
j^*(j_* q^* F \otimes \mathcal{O}_{\tilde{X}}(-l)) \to q^* F \otimes \mathcal{O}_{\mathcal{E}}(-l)
\]

has its cone in \( \text{Perf}^{l-1}(\mathcal{E}) \). It suffices to check this for the generator \( F = \mathcal{O}_Y \). But since \( j^* j_* \mathcal{O}_E \to \mathcal{O}_E \) has cone \( \mathcal{O}_E[1][1] \), the map in question has cone \( \mathcal{O}_E(-l + 1)[1] \) and we are done. \( \square \)

We are finally in the position to prove Theorem 3.7. Consider the diagram

\[
\begin{array}{ccc}
\text{Perf}(X) & \xrightarrow{p^*} & \text{Perf}^0(\tilde{X}) \\
\downarrow j^* & & \downarrow j^* \\
\text{Perf}(Y) & \xrightarrow{q^*} & \text{Perf}^0(\mathcal{E}) \\
\end{array}
\]

By Lemma 3.15 the functor \( j^* \) induces equivalences on the successive subquotients. By Theorem 2.10 \( K \)-theory sends each square in the above diagram to a homotopy cartesian square of spectra. Putting these together we get the desired result. \( \square \)
3.3. Projective bundle formula and Bass fundamental theorem. For a derived scheme $X$ we define the relative projective space over $X$ as the pullback $\mathbb{P}^r_X = X \times^{h}_{\text{Spec}(\mathbb{Z})} \mathbb{P}^r_Z$ in $\text{dSch}$ and denote the projection $\mathbb{P}^r_X \to X$ by $p$. We write $O(1) = O_{\mathbb{P}^r_X}(1) \in \text{Perf}(\mathbb{P}^r_X)$ for the twisting sheaf given via pullback from $\mathbb{P}^r_Z$.

**Theorem 3.16.** Let $X$ be a qcqs derived scheme. Then the functors $p^*(-) \otimes O(-l) : \text{Perf}(X) \to \text{Perf}(\mathbb{P}^r_X)$ induce an equivalence

$$\bigoplus_{l=0}^r K(X) \xrightarrow{\sim} K(\mathbb{P}^r_X).$$

*Proof.* By Zariski descent (Theorem 2.12) we may assume that $X$ is affine. Essentially as in Lemma 3.9(ii) we then get that $\text{Perf}(\mathbb{P}^r_X)$ is generated by $O_{\mathbb{P}^r_X}(-l)$ for $l = 0, \ldots, r$. We define a filtration of $\text{Perf}(\mathbb{P}^r_X)$ as above: $\text{Perf}^l(\mathbb{P}^r_X)$ is generated by $O_{\mathbb{P}^r_X}(-k), k = 0, \ldots, l$. Lemmas 3.10, 3.11, and 3.13 show mutatis mutandis that $p^*(-) \otimes O(-l)$ induces an equivalence $\text{Perf}(X) \to \text{Perf}^l(\mathbb{P}^r_X)/\text{Perf}^{l-1}(\mathbb{P}^r_X)$. It follows that the fibre sequence of $K$-theory spectra associated to the exact sequence

$$\text{Perf}^{l-1}(\mathbb{P}^r_X) \to \text{Perf}^l(\mathbb{P}^r_X) \to \text{Perf}^l(\mathbb{P}^r_X)/\text{Perf}^{l-1}(\mathbb{P}^r_X)$$

splits. Inductively, this implies the theorem. \hfill $\square$

For a derived scheme $X$ we write $X[t] = X \times^{h}_{\text{Spec}(\mathbb{Z})} \text{Spec}(\mathbb{Z}[t])$, etc.

**Theorem 3.17.** Let $X$ be a qcqs derived scheme. For every integer $n$ there is an exact sequence

$$0 \to K_n(X) \to K_n(X[t]) \oplus K_n(X[t^{-1}]) \to K_n(X[t, t^{-1}]) \to K_{n-1}(X) \to 0.$$

*Proof.* The usual proof using Zariski descent (Theorem 2.12) and the projective bundle formula for $\mathbb{P}^1_X$ show this. \hfill $\square$

4. PRO-EXCISION FOR SIMPLICIAL RINGS

4.1. Pro-systems. In this subsection we summarize some properties and notations of pro-systems. Given a category $C$ one constructs the corresponding category of pro-systems in $C$ [Isa01, Sec. 2]. Any small cofiltered category $I$ together with a functor $X : I \to C$, written $n \mapsto X_n$, gives rise to a pro-system in $C$, which, following Deligne, we denote by $\lim_n X_n$. All pro-systems we work with in this paper are indexed by a countable category $I$. If the pro-systems $X = \lim_n X_n$ and $Y = \lim_n Y_n$ are indexed by the same category $I$, then by a level map $X \to Y$ we mean a natural transformation between these $I$-shaped diagrams.

Let $f : X \to Y$ be a morphism of pro-simplicial sets, say

$$X = \lim_{n \in I} X_n \quad \text{and} \quad Y = \lim_{n \in I} Y_n.$$
The homotopy pro-groups and integral homology pro-groups of $X$ are defined as
\[
\pi_i(X, x_0) = \lim_n \pi_i(X_n, (x_0)_n) \quad \text{and} \quad H_i(X) = \lim_n H_i(X_n, \mathbb{Z}).
\]
Here $x_0 : \{\ast\} \to X$ is a morphism from the constant pro-system of a one point set to $X$. In the following we usually omit the base point in the notation of homotopy groups.

There is a general definition for $f$ to be a weak equivalence (we shall simply speak of equivalence), see [Isa01, Def. 6.1]. We need this notion only in two special cases.

(i) Assume that for all $n \in I$ the spaces $X_n$ and $Y_n$ are pointed and connected and all maps preserve the base points. Then $f$ is an equivalence if and only if for all $i > 0$ the map
\[
(4.1) f_* : \pi_i(X) \to \pi_i(Y)
\]
is an isomorphism of pro-groups, see [Isa01] Cor. 7.5.

(ii) Assume that $f$ is induced by a morphism of pro-systems of group-like simplicial monoids. Then $f$ is an equivalence if and only if for all $i \geq 0$ the map (4.1) is an isomorphism of pro-groups.

In particular an equivalence of pro-simplicial rings is a morphism $f : A \to B$ inducing isomorphisms of pro-groups $\pi_i(A) \to \pi_i(B)$ for all $i \geq 0$. Here $A$ and $B$ are pointed by $0$.

**Lemma 4.1.** Let $A = (A_n)$, $B = (B_n)$ and $C = (C_n)$ be pro-systems of simplicial rings. Given level morphisms $A \to B$ and $A \to C$ such that $A \to B$ is an equivalence of pro-simplicial rings, then the base change $f_C : C \to B \otimes^L_A C$ formed levelwise is an equivalence of pro-simplicial rings.

**Proof.** By [Qui67, Thm. II.6.6] there is a convergent spectral sequence
\[
"\lim_n" \text{Tor}^{\pi_*A_n}(\pi_*B_n, \pi_*C_n) \Rightarrow "\lim_n" \pi_*(B_n \otimes^L_A C_n).
\]
Our assumptions imply that
\[
"\lim_n" \pi_*C_n = "\lim_n" \text{Tor}^{\pi_*A_n}(\pi_*A_n, \pi_*C_n) \cong "\lim_n" \text{Tor}^{\pi_*A_n}(\pi_*B_n, \pi_*C_n)
\]
is an isomorphism of pro-groups in each degree. \hfill \Box

The following lemma is well known, it can be deduced for example from the equivalence of (a) and (e) in [Isa01, Thm. 7.3].

**Lemma 4.2.** If $f : X \to Y$ is an equivalence of pro-spaces, then the map of pro-systems of integral homology groups
\[
f_* : H_i(X) \to H_i(Y)
\]
is an isomorphism.

A partial converse to Lemma 4.2 is given by the following pro-version of Whitehead’s theorem.
Proposition 4.3. Let $f : X \to Y$ be a morphism of pro-systems of pointed connected nilpotent spaces such that

$$f_* : H_i(X) \to H_i(Y)$$

is an isomorphism of pro-groups for all $i \geq 0$. Then $f$ is an equivalence of pro-spaces.

Proposition 4.3 follows from a combination of Corollary III.5.4.(ii) and Proposition III.6.6 from [BK72] for pro-systems indexed by a countable category. It seems likely that it also holds for uncountable pro-systems.

Definition 4.4. We say that a morphism of pro-spectra $f : X \to Y$ is an equivalence if

$$f_* : \lim_n \pi_i(X_n) \to \lim_n \pi_i(Y_n)$$

is an isomorphism of pro-groups for all $i \in \mathbb{Z}$. We say that a commutative square of pro-spectra

$$
\begin{array}{ccc}
X' & \xrightarrow{f'} & Y' \\
\downarrow{\psi} & & \downarrow{\phi} \\
X & \xrightarrow{f} & Y
\end{array}
$$

(4.2)

is homotopy cartesian if $X'$ is equivalent to a levelwise homotopy limit of the other part of the square.

Remark 4.5. The conditions formulated in Definition 4.4 are weaker than the corresponding conditions with respect to the model structure of [Isa04]. Our ad hoc definition provides more flexibility in the arguments of this section. Anyway, all the homotopy cartesian squares of pro-spectra encountered in Section 1 and in Section 5 are in fact homotopy cartesian in the stronger sense of [Isa04]. This follows at once from Lemma 2.17.

Using standard arguments from topology (cf. [GJ99, Sec. II.8]) one shows:

Lemma 4.6. The following are equivalent for a commutative square of pro-spectra

$$
\begin{array}{ccc}
X' & \xrightarrow{f'} & Y' \\
\downarrow{\psi} & & \downarrow{\phi} \\
X & \xrightarrow{f} & Y
\end{array}
$$

(4.2)

(i) The square (4.2) is homotopy cartesian.
(ii) $\text{hofib}(f') \to \text{hofib}(f)$ is an equivalence.

Here the homotopy fibre is calculated levelwise. In particular Lemma 4.6 implies that the composition of homotopy cartesian squares of pro-spectra is homotopy cartesian.

Applying [Isa02, Thm. 4.1] to homotopy pro-groups yields:

Lemma 4.7. Let $X = (X_{n,m})$ and $Y = (Y_{n,m})$ be pro-systems of spectra in the independent indices $n$ and $m$. Let $f : X \to Y$ be a level map such that for each $m$ the map

$$\lim_n X_{n,m} \to \lim_n Y_{n,m}$$

is an equivalence. Then

\[
\lim_{n,m} X_{n,m} \to \lim_{n,m} Y_{n,m}
\]

is an equivalence.

If \( A \) is a pro-simplicial ring we denote by \( K(A) \) the corresponding pro-system of \( K \)-theory spectra and by \( K_i(A) \) the pro-system of \( i \)-th homotopy groups.

**Proposition 4.8.** If \( f : A \to B \) is an equivalence of pro-simplicial rings, then \( f_* : K(A) \to K(B) \) is an equivalence of pro-spectra.

**Proof.** We check that \( f_* \) induces an isomorphism of pro-homotopy groups \( K_i \) for all \( i \in \mathbb{Z} \). For \( i \leq 1 \) this is clear from Theorem 2.16. For \( i \geq 1 \) we can calculate \( K_i \) in terms of the plus-construction by Proposition 2.15, so we have to show that

\[
\widehat{BGL}(A)^+ \to \widehat{BGL}(B)^+
\]

is an equivalence of pro-spaces. Here the plus construction is applied levelwise. Note that these are pro-systems of connected loop spaces by Proposition 2.15, so by Proposition 4.3 it is sufficient to show that the upper horizontal map in

\[
\begin{array}{ccc}
H_i(\widehat{BGL}(A)^+) & \longrightarrow & H_i(\widehat{BGL}(B)^+) \\
\downarrow & & \downarrow \\
H_i(\widehat{BGL}(A)) & \longrightarrow & H_i(\widehat{BGL}(B))
\end{array}
\tag{4.3}
\]

is an isomorphism of pro-groups for all \( i \geq 0 \). Note that the vertical maps are levelwise isomorphisms. As

\[
\pi_i(\widehat{BGL}(A)) = \begin{cases} 
\text{GL}(\pi_0(A)) & \text{if } i = 1 \\
\text{M}(\pi_{i-1}(A)) & \text{if } i > 1 
\end{cases}
\]

by Lemma 2.13 and correspondingly for \( B \), the map

\[
\widehat{BGL}(A) \to \widehat{BGL}(B)
\]

is an equivalence of pro-spaces. So by Lemma 4.2 the lower horizontal map in (4.3) is an isomorphism of pro-groups. \( \square \)

4.2. **Statement of results.** Let \( R \) be a commutative ring and let \( a = (a_1, \ldots, a_r) \in R^r \). We write \( a(n) \) for the sequence \( (a_1^n, \ldots, a_r^n) \). For an \( R \)-module \( M \) we denote by \( a(n)M \) the submodule \( a_1^n M + \cdots + a_r^n M \) of \( M \) and we denote by \( M/a(n) \) the corresponding quotient module. To simplify the notation for any simplicial ring \( A \) over \( R \) we write \( A(n) \) for \( K_0(A; a(n)) \) (see Definition 3.1).

The following lemma reflects a well-known algebraic observation. It explains why pro-systems help to bridge the gap between derived geometry and classical geometry.
Lemma 4.9. If $R$ is noetherian and $M$ is a finitely generated $R$-module, we get the vanishing
\[ \text{“lim” } H_i(M; a(n)) = 0 \]
of Koszul homology for all $i > 0$.

Proof. We prove the lemma by induction on the length $r$ of the sequence $a = (a_1, \ldots, a_r)$. In case $r = 0$ it is clear. Assume it is known for sequences of length less than $r > 0$. Set $a'(n) = (a^n_1, \ldots, a^n_{r-1})$. Then we get an exact sequence
\[ \cdots \xrightarrow{a^n_r} H_i(M; a'(n)) \rightarrow H_i(M; a(n)) \rightarrow H_{i-1}(M; a'(n)) \xrightarrow{a^n_r} \cdots. \]
Our induction assumption tells us that
\[ \text{“lim” } H_i(M; a'(n)) = 0 \]
for $i > 0$, so it is sufficient to show that the pro-group
\[ m \mapsto K(m) = \ker[H_0(M; a'(n)) \xrightarrow{a^n_r} H_0(M; a(n))][a^n_r \mapsto H_0(M; a'(n))] \]
is trivial for every $n > 0$. Note that $H_0(M; a'(n)) = M/a'(n)$ is a finitely generated $R$-module and that the transition map of the pro-system $K(m + 1) \rightarrow K(m)$ is multiplication by $a_r$. By the noetherian hypothesis there exists $m_0 > 0$, depending on $n$, such that the natural inclusion $K(m_0) \subseteq K(m_0 + 1)$ is an isomorphism. Then the transition map $K(m + m_0) \rightarrow K(m)$ vanishes for all $m > 0$. 

Lemma 4.10. For a noetherian simplicial ring $A$ over $R$ the canonical morphism $A \rightarrow A(n)$ induces isomorphisms of pro-groups
\[ \text{“lim” } \pi_i(A)/a(n) \xrightarrow{\cong} \text{“lim” } \pi_i A(n) \]
for all $i \geq 0$.

Proof. Use the spectral sequence
\[ E^2_{pq}(n) = H_p(\pi_q(A); a(n)) \Rightarrow \pi_{p+q}(A(n)) \]
and Lemma 4.9 with the ring $\pi_0(A)$ and the module $\pi_q(A)$.

Let $(A_m)_m$ and $(B_m)_m$ be pro-systems of commutative simplicial rings over $R$.

Theorem 4.11 (Pro-excision for simplicial rings). Consider a morphism of pro-systems of noetherian simplicial rings $\phi: (A_m)_m \rightarrow (B_m)_m$ over $R$. Assume that $\phi$ induces an isomorphism
\[ \text{“lim” } a(n)\pi_i A_m \xrightarrow{\cong} \text{“lim” } a(n)\pi_i B_m \]
of pro-groups for all $i \geq 0$. Then

$$\lim_{m} K(A_m) \to \lim{n,m} K(A_m(n))$$

$$\lim_{m} K(B_m) \to \lim{n,m} K(B_m(n))$$

is homotopy cartesian.

For the notion of homotopy cartesian squares of pro-spectra see Definition 4.4. Actually, we will apply the theorem only for constant pro-systems $(A_m)$ and $(B_m)$, but the more general formulation is needed to prove the theorem by induction on $r$ in Subsection 4.3.

Morrow [Mor14] and Geisser–Hesselholt [GH06, GH11, Thm. 3.1] have shown the following analog of Theorem 4.11 for discrete rings, based on the work of Suslin and Wodzicki [SW92, Sus95]. Our approach to Corollary 4.12 simplifies their proof of this discrete result, since we do not use any Tor-unitality.

**Corollary 4.12** (Pro-excision for rings). Let $\phi: A \to B$ be a homomorphism of noetherian commutative rings. Let $I \subseteq A$ be an ideal which $\phi$ maps isomorphically onto an ideal $J \subseteq B$. Then

$$\lim_{n} K(A, I^n) \cong \lim_{n} K(B, J^n)$$

is an equivalence.

Another consequence of Theorem 4.11 that we will use in Section 5 is the following:

**Corollary 4.13.** Assume that $X = \text{Spec}(A)$ is a noetherian derived scheme over the ring $R$ such that the open complement of $V_X(a)$ is an ordinary scheme. Then

$$\lim_{n} K(X, V_X(a(n))) \to \lim_{n} K(tX, tV_X(a(n)))$$

is an equivalence.

Here $V_X(a(n)) = V(a(n)) \times_{\text{Spec} R} \text{Spec} A$. In order to prove Corollary 4.13 apply Theorem 4.11 to the morphism $A \to \pi_0 A$ and observe that the assumption implies that $\lim_{n} a(n)\pi_i(A) \cong 0$ for $i > 0$ and that from Lemma 4.10 and from Proposition 4.8 we get an equivalence

$$\lim_{n} K(V_{tX}(a(n))) \cong \lim_{n} K(tV_X(a(n))).$$

### 4.3. Proof of pro-excision

We now prove Theorem 4.11. Using an induction on $r$ we reduce it to the following proposition from homotopy theory. Its technical proof is very similar to the proof of Suslin’s [Sus95, Thm. 3.5]. However there are some subtleties as we have to work with group-like simplicial monoids instead of groups. In order to provide a convincing argument
we need to reproduce parts of Suslin’s work here and we need to check that everything works in our framework. Of course we do not claim much originality.

**Proposition 4.14.** Let $I$ be a commutative simplicial ring which is not necessarily unital. Consider an element $a \in I_0$ such that the multiplication map $I \to I$ is injective in each degree. Then $GL(\mathbb{Z})$ acts trivially on the image of

$$H_i(\widehat{GL}(aI)) \to H_i(\widehat{GL}(I))$$

for all $i \geq 0$.

Here the homology $H_i(G)$ of a simplicial monoid $G$ is defined as the integral homology of the classifying space of $G$. For more details about monoid homology see Appendix A.

**Proof of Proposition 4.14.** Fix $a \in I$ with the property formulated in Proposition 4.14. Arguing as in [SW92, Prop. 1.5], we are reduced to show that the relative homology map

$$H_i(\widehat{GL}(aI) \ltimes M_{\infty,1}(aI), \widehat{GL}(aI)) \to H_i(\widehat{GL}(I) \ltimes M_{\infty,1}(I), \widehat{GL}(I))$$

vanishes for all $i \geq 0$. Here $M_{\infty,1}$ denotes $(\infty \times 1)$-matrices. This map factors through

(4.4) \[ H_i(\widehat{GL}(I) \ltimes M_{\infty,1}(I), \widehat{GL}(I)) \xrightarrow{(\text{id}, a)} H_i(\widehat{GL}(I) \ltimes M_{\infty,1}(I), \widehat{GL}(I)), \]

induced by the identity on $\widehat{GL}(I)$ and by multiplication by $a$ on $M_{\infty,1}(I)$. For simplicity of notation we denote by $a$ a map which is multiplication by $a$ on the $M$-part and the obvious inclusion on the other parts. We will show that (4.3) vanishes. This follows from:

**Claim 4.15.** For any $n, m > 0$ and $i \leq m$ the map

(4.5) \[ H_i(\widehat{GL}_n(I) \ltimes M_{n,1}(I), \widehat{GL}_n(I)) \xrightarrow{a} \]

\[ \to H_i(\widehat{GL}_{n+m}(I) \ltimes M_{n+m,1}(I), \widehat{GL}_{n+m}(I)) \]

vanishes.

Set

$$G_{n,m}(I) = \begin{pmatrix} \widehat{GL}_n(I) & M_{n,m}(I) \\ 0 & T_m(I) \end{pmatrix},$$

where we write $T_m(I)$ for the upper triangular matrices. In order to show Claim 4.15 we consider the commutative diagram of morphisms of simplicial monoids

\[
\begin{array}{ccc}
\widehat{GL}_n(I) & \longrightarrow & \widehat{GL}_n(I) \\
\downarrow & & \downarrow \\
\widehat{GL}_n(I) \times M_{n,1}(I) & \longrightarrow & G_{n,m}(I) \times M_{n+m,1}(I) \\
\end{array}
\]
and the relative homology of the vertical maps. So it is sufficient to see that
\[ H_i(\hat{\GL}_n(I) \times \text{M}_{n,1}(I), \hat{\GL}_n(I)) \xrightarrow{\varphi} H_i(\text{G}_{n,m}(I) \times \text{M}_{n+m,1}(I), \hat{\GL}_n(I)) \]
vanishes for \( i \leq m \).

We write \( T_{n,m}(I) \) for the kernel of the projection to the upper left block \( \text{G}_{n,m}(I) \to \hat{\GL}_n(I) \), so \( \text{G}_{n,m}(I) = \hat{\GL}_n(I) \rtimes T_{n,m}(I) \). In view of Lemma A.3 from the Appendix, the proof of Proposition 4.14 is finished by applying Lemma 4.16 below.

**Lemma 4.16.** The \( \text{M}_{n,n}(I) \)-equivariant morphism \( \varphi: \text{M}_{n,1}(I) \to T_{n,m}(I) \rtimes \text{M}_{n+m,1}(I) \) is homologically \( m \)-constant. More precisely, there is an \( m \)-homotopy as in Definition A.3 which is \( \text{M}_{n,n}(I) \)-equivariant and functorial in the pair \((I,a)\).

**Proof.** As our construction will be functorial in the pair \((I,a)\) we can assume without loss of generality that \( I \) is a (non-unital) discrete ring. We use induction on \( m \geq 0 \), the case \( m = 0 \) being clear.

Consider now \( m > 0 \) and assume the lemma has been shown for smaller \( m \). Let \( \psi: \text{M}_{n,1}(I) \to T_{n,m}(I) \) be the homomorphism which puts an \( n \)-vector into the first \( n \)-entries of the last column of the identity matrix. Set \( u = (0, \ldots, 0, a)^t \in M_{n+m,1}(I) \). We have the equality
\[ u^{-1} \psi(v) u = \psi(v) \cdot \varphi(v) \quad \text{for } v \in \text{M}_{n,1}(I). \]

Hence Construction A.6 gives a

(i) homotopy between \( C(\psi) \) and \( C(\psi \cdot \phi) \)

which is functorial in the pair \((I,a)\) and in particular \( \text{M}_{n,n}(I) \)-equivariant.

As the images of \( \varphi \) and \( \psi \) commute and as \( \varphi \) factors through \( \text{M}_{n,1}(I) \xrightarrow{\varphi} T_{n,m-1}(I) \rtimes \text{M}_{n+m-1,1}(I) \),

which by our induction assumption is homologically \((m-1)\)-constant, Construction A.5 gives a functorial and hence \( \text{M}_{n,n}(I) \)-equivariant

(ii) \( m \)-homotopy between \( C(\psi \cdot \varphi) \) and \( C(\psi) + C(\varphi) \).

Putting the homotopies from (i) and (ii) together we see that \( \varphi \) is homologically \( m \)-constant in a functorial and \( \text{M}_{n,n}(I) \)-equivariant way. \( \square \)

Before we give the proof of Theorem 4.11 let us introduce some notation. Consider a pro-system of abelian groups \( (F_n)_{n \in I} \). When there is a group \( G \) acting compatibly on all \( F_n \) we say that this action is **pro-trivial** if for each \( n \in I \) there exists \( m \to n \) in \( I \) such that \( G \) acts trivially on the image of \( F_m \to F_n \).

Now we begin with the **proof of Theorem 4.11** using an induction on \( r \).

**Base case** \( r = 1 \). From Theorem 2.16 we know that for \( i \leq 1 \) and any simplicial ring \( C \) the natural map
\[ K_i(C) \to K_i(\pi_0 C) \]
is an isomorphism. This, together with excision for non-positive $K$-theory of discrete rings [Wei13, Thm. III.4.3], implies that

\[ \text{“lim “ } K_i(A_m, A_m(n)) \cong \text{“lim “ } K_i(B_m, B_m(n)) \]

is an isomorphism for $i \leq 0$. Hence, in order to prove Theorem 4.11 we can assume that $i > 0$.

By replacing $A_m$ and $B_m$ by equivalent simplicial rings we can assume without loss of generality that $a = a_1$ is a non-zero divisor on all of them. Then the canonical maps $A_m(n) \to A_m/a^n A_m$ and $B_m(n) \to B_m/a^n B_m$ are equivalences.

For simplicity of notation we suppress the index $m$ in the following. If $m$ is not mentioned then the result holds for each $m > 0$ separately.

Consider the two homotopy fibres

\[ \tilde{F}(n) = \text{hofib}(B\tilde{GL}(A) \to B\tilde{GL}'(A/a^n A)^+), \]
\[ \tilde{G}(n) = \text{hofib}(B\tilde{GL}(B) \to B\tilde{GL}'(B/a^n B)^+). \]

Here $\tilde{GL}'(A/a^n A) \subseteq \tilde{GL}(A/a^n A)$ is the preimage of

\[ \text{im}(GL(\pi_0(A)) \to GL(\pi_0(A/a^n A))) \]

and correspondingly for $B/a^n B$. Then $B\tilde{GL}'(A/a^n A)^+$ is equivalent to the connected covering of $B\tilde{GL}(A/a^n A)^+$ corresponding to the image of $GL(\pi_0 A)$ in $\pi_1 B\tilde{GL}(A/a^n A)^+$ and correspondingly for $B/a^n B$. This means that

\[ \pi_i \tilde{F}(n) = K_i(A, A(n)) \quad \text{and} \quad \pi_i \tilde{G}(n) = K_i(B, B(n)) \]

for $i \geq 1$. Combining this observation with Proposition 4.3 we see that it suffices to prove:

**Claim 4.17.** For all $i \geq 0$ the map

\[ \text{“lim “ } H_i(\tilde{F}(n)) \to \text{“lim “ } H_i(\tilde{G}(n)) \]

is an isomorphism of pro-groups.

Now consider the homotopy fibres

\[ F_\ell(n) = \text{hofib}(B\tilde{GL}_\ell(A) \to B\tilde{GL}'_\ell(A/a^n A)), \]
\[ G_\ell(n) = \text{hofib}(B\tilde{GL}_\ell(B) \to B\tilde{GL}'_\ell(B/a^n B)), \]

and set $F(n) = F_\infty(n)$, $G(n) = G_\infty(n)$. Note that by Lemma 4.10 and Lemma 2.13 we get isomorphisms of pro-groups

\[ \text{“lim “ } \tilde{GL}(a^n \pi_{i-1}(A)) \cong \text{“lim “ } \pi_i F(n), \]
\[ \text{“lim “ } \tilde{GL}(a^n \pi_{i-1}(B)) \cong \text{“lim “ } \pi_i G(n), \]

where $\tilde{GL}$ stands for GL if $i = 1$ and for M if $i > 1$. 


In particular

\[
\text{“} \lim_{n,m} F(n) \xrightarrow{\sim} \text{“} \lim_{n,m} G(n) \text{”}
\]

is an equivalence of pro-spaces.

We reduce Claim 4.17 with the help of (4.8) and Lemma 4.2 to:

**Claim 4.18.** For each \(i \geq 0\) the maps

\[
\text{“} \lim_{n} H_{i}(F(n)) \to \text{“} \lim_{n} H_{i}(\tilde{F}(n)) \text{”}
\]

\[
\text{“} \lim_{n} H_{i}(G(n)) \to \text{“} \lim_{n} H_{i}(\tilde{G}(n)) \text{”}
\]

are isomorphisms of pro-groups.

Note that there is a canonical action of \(\pi_{1}\BGL(A)\) on \(F(n)\) up to homotopy. Using a standard comparison of Serre spectral sequences, see [SW92, Cor. 1.7] or [GH06, Lem. 1.2], we observe that Claim 4.18 follows from:

**Claim 4.19.** The group \(\pi_{1}\BGL(A)\) respectively \(\pi_{1}\BGL(B)\) acts pro-trivially on \(\text{“} \lim_{n} H_{i}(F(n)) \text{”}\) respectively \(\text{“} \lim_{n} H_{i}(G(n)) \text{”}\) for all \(i \geq 0\).

We restrict to \(A\) in the proof of Claim 4.19. The map

\[
\text{“} \lim_{n} \BGL(a^{n}A) \xrightarrow{\sim} \text{“} \lim_{n} F(n) \text{”}
\]

is an equivalence by (4.6) and Lemma 2.13. Combining this observation with Proposition 4.14 we see that

\[
\text{GL}(\mathbb{Z}) \text{ acts pro-trivially on “} \lim_{n} H_{i}(F(n)) \text{”}
\]

where the action is by conjugation.

Suppose \(n > 0\) and \(i \geq 0\) are fixed for the moment. From (4.9) we deduce that there exists \(n' \geq n\) such that the conjugation action of \(\text{GL}(\mathbb{Z})\) on the image of

\[
H_{i}(F(n')) \to H_{i}(F(n))
\]

is trivial.

Consider the canonical morphism

\[
\tau : F_{\ell}(n') \times F_{\ell}(n') \to F(n), \quad (\ell > 0)
\]

which is induced by the map of matrices

\[
(g_1, g_2) \mapsto \begin{pmatrix} g_1 & 0 & 0 \\ 0 & g_2 & 0 \\ 0 & 0 & 1_{\infty} \end{pmatrix}.
\]

Let

\[
\sigma : F_{\ell}(n') \times F_{\ell}(n') \to F_{\ell}(n') \times F_{\ell}(n')
\]

be the permutation map. By our choice of \(n'\) we get the equality

\[
\tau_{*} = \tau_{*} \circ \sigma_{*} : H_{i}(F_{\ell}(n') \times F_{\ell}(n')) \to H_{i}(F(n)).
\]
So \( \pi_1 \widehat{\text{GL}}_{\ell}(A) \) acts trivially on
\[
\iota_*(H_i(F_{\ell}(n')) \oplus 0) = \iota_*(0 \oplus H_i(F_{\ell}(n'))).
\]
This shows Claim 4.19 and finishes the proof of the base case \( r = 1 \).

*Inductive step for \( r - 1 \Rightarrow r \).* We suppress the index \( m \) in \( A_m \) and \( B_m \) for simplicity of notation. We assume Theorem 4.11 is known for sequences with fewer than \( r > 1 \) elements. Let \( A'(n) \) be \( \text{Ko}(A; a^n) \) and let \( B'(n) \) be \( \text{Ko}(B; a^n) \). Set \( a'(n) = (a^n_1, \ldots, a^n_{r-1}) \). Note that
\[
A(n) = \text{Ko}(A'(n); a'(n)) \quad \text{and} \quad B(n) = \text{Ko}(B'(n); a'(n)).
\]
From the assumptions of the theorem one easily deduces the isomorphisms
\[
\text{"lim}_{n,m}^\sim a^n \pi_i A \xrightarrow{\cong} \text{"lim}_{n,m}^\sim a^n \pi_i B,
\]
\[
\text{"lim}_{n,m}^\sim a'(n) \pi_i A'(n) \xrightarrow{\cong} \text{"lim}_{n,m}^\sim a'(n) \pi_i B'(n).
\]
The second isomorphism follows from the first and Lemma 4.10. By our induction assumption the left and right squares in
\[
\begin{array}{c}
\text{"lim}_m^\sim K(A) \xrightarrow{\cong} \text{"lim}_{n,m}^\sim K(A'(n)) \xrightarrow{\cong} \text{"lim}_{n,m}^\sim K(A(n)) \\
\downarrow \downarrow \downarrow \\
\text{"lim}_m^\sim K(B) \xrightarrow{\cong} \text{"lim}_{n,m}^\sim K(B'(n)) \xrightarrow{\cong} \text{"lim}_{n,m}^\sim K(B(n))
\end{array}
\]
are homotopy cartesian. So the composite square is also homotopy cartesian by the remark following Lemma 4.16. This finishes the proof of Theorem 4.11.

\[\square\]

5. Proof of the main theorem

In this section we prove Theorem A.

5.1. Descent along finite morphisms. Let \( X \) be a noetherian scheme and consider an abstract blow-up square as in (1.1). For notational convenience we use bi-relative \( K \)-theory \( K(X,Y,\bar{X},E) \) of the square (1.1) in this subsection, which is defined as the homotopy fibre of the map \( K(X,Y) \to K(\bar{X},E) \). Using this notation Theorem A is equivalent to
\[
\text{"lim}_{n}^\sim K(X,Y_n,\bar{X},E_n) \simeq *.
\]

**Lemma 5.1.** Assume given an abstract blow-up square (1.1) such that for all affine open \( U \subseteq X \) we have
\[
\text{"lim}_{n}^\sim K(U,Y_n \times_X U,\bar{X} \times_X U,E_n \times_X U) \simeq *.
\]
Then (5.1) holds.
Proof. Consider the presheaf of spectra $F_n$ on $X$ given on an open subset $V \subseteq X$ by

$$F_n(V) = K(V, Y_n \times_X V, \tilde{X} \times_X V, E_n \times_X V).$$

First we show that, under the assumptions of the lemma, (5.2) holds for all open $U \subseteq X$ which are separated but not necessarily affine. In fact for $U \subseteq X$ separated choose a finite affine open covering $V = (V_j)_{j \in \{1, \ldots, r\}}$ of $U$. The Čech spectral (see Theorem 2.12)

$$(5.3) \quad E^{pq}_2 = H^p(V, \pi_{-q}F_n) \Rightarrow \pi_{-p-q}F_n(U)$$

implies “lim” $F_n(U) \simeq *$. Note that $E^{pq}_2 = 0$ for $p > r$, which guarantees the convergence of the spectral sequence.

In a second step we consider a finite open affine covering $U = (U_j)_{j \in \{1, \ldots, s\}}$ of $X$ and observe that any intersection $\bigcap_{j \in J} U_j$ with $J \subset \{1, \ldots, s\}$ is separated. Using the analog of (5.3) for the covering $U$ we finally deduce that “lim” $F_n(X) \simeq *$. □

Proposition 5.2. Consider an abstract blow-up square (1.1) with $\tilde{X} \to X$ finite. For such a square Theorem A holds, i.e. (5.1) is an equivalence.

Proof. By Lemma 5.1 we can assume without loss of generality that $X$ is affine. Say $X = \text{Spec} A$, $\tilde{X} = \text{Spec} B$. Let $I \subseteq A$ be the ideal defining $Y$ and let $\phi: A \to B$ be the canonical ring homomorphism. As for any $f \in I$ we have $A_f \cong B_f$, we deduce that there exists $N > 0$ such that $\phi(I^N)B \subseteq \phi(A)$ and $I^N \cap \ker(\phi) = 0$. For the second equality we use the Artin–Rees lemma.

Factoring $\phi$ as $A \to A/\ker(\phi) \to B$ we see that we can assume that $\phi$ is injective or surjective.

Case $\phi$ is surjective. As $\phi$ maps the ideal $J = I^N$ isomorphically onto an ideal of $B$, Corollary 4.12 shows that we get an equivalence of pro-spectra

$$\text{“lim” } K(A, J^n) \xrightarrow{\cong} \text{“lim” } K(B, \phi(J)^n).$$

Case $\phi$ is injective. The ideal $J = \phi^{-1}(\phi(I^N)B)$ of $A$ maps isomorphically onto the ideal $\phi(I^N)B$ of $B$. Furthermore the pro-systems of ideals “lim” $J^n$ and “lim” $I^n$ are equivalent, so we finish the proof as in the first case using Corollary 4.12. □

5.2. Reduction to classical blow-ups. In this subsection we reduce the proof of Theorem A to the case in which $\tilde{X}$ is the blow-up of $X$ in the closed subscheme $Y$. We use without further reference classical properties of blow-ups as summarized in [RG71 Sec. 5.1]. For the rest of this subsection we work with
**Assumption (†):** For any noetherian scheme \( X \) and any closed subscheme \( Y \rightarrow X \), consider the blow-up \( \tilde{X} = \text{Bl}_Y(X) \) and the exceptional divisor \( E = \tilde{X} \times_X Y \). Then the square

\[
\begin{array}{ccc}
K(X) & \xrightarrow{\text{“} \lim \text{”}} & K(Y_n) \\
\downarrow & & \downarrow \\
K(\text{Bl}_Y X) & \xrightarrow{\text{“} \lim \text{”}} & K(E_n)
\end{array}
\]

is homotopy cartesian, where as usual \( Y_n \) and \( E_n \) are infinitesimal thickenings.

Note that by Lemma 5.1 Assumption (†) holds if it holds for all affine noetherian schemes \( X \).

Consider a general abstract blow-up square (1.1) with \( X \) noetherian. We want to know whether it induces a homotopy cartesian square on \( K \)-theory pro-spectra as claimed in Theorem A. Using Proposition 5.2 we can assume without loss of generality that \( X \setminus Y \) is schematically dense in \( X \) and \( \tilde{X} \). Indeed we can replace \( X \) and \( \tilde{X} \) by the schematic closures of \( X \setminus Y \) and we can replace \( Y \) and \( E \) by their pullbacks without changing \( \text{“} \lim \text{”} K(X,Y) \) and \( \text{“} \lim \text{”} K(\tilde{X},E) \) up to equivalence.

By Raynaud–Gruson’s *platification par éclatement* [RG71, Sec. 5] as applied in [Tem08, Lem. 2.1.5], we can find a closed subscheme \( Y' \rightarrow X \) such that \( Y' \subseteq Y \) as sets and such that \( \text{Bl}_{Y'} X \rightarrow X \) factors through \( \tilde{X} \rightarrow X \). Denote by \( Y'_n \) the \( n \)-th infinitesimal thickening of \( Y' \) in \( X \).

**Claim 5.3.** Assume that (†) holds. Then the square

\[
\begin{array}{ccc}
K(X) & \xrightarrow{\text{“} \lim \text{”}} & K(Y_n) \\
\downarrow & & \downarrow \\
K(\text{Bl}_{Y'} X) & \xrightarrow{\text{“} \lim \text{”}} & K(Y_n \times_X \text{Bl}_{Y'} X)
\end{array}
\]

is homotopy cartesian.

**Proof of Claim 5.3.** Set \( E'_n = Y_n \times_X \text{Bl}_{Y'} X \). Let \( E''_n \) be the schematic closure of \( Y_n \setminus Y' \) in \( E'_n \), so \( E''_n = \text{Bl}_{Y''} Y_n \), where \( \cap \) is the schematic intersection inside \( X \). Here is a picture of the situation.

\[
\begin{array}{ccc}
E''_n & \xleftarrow{E'_n} & E'_n \times_Y (Y'_m \cap Y_n) \\
\downarrow & & \downarrow \\
\text{Bl}_{Y'} X & \xleftarrow{E'_n} & E'_n \times_Y (Y'_m \cap Y_n) \\
\downarrow & & \downarrow \\
X & \xleftarrow{Y_n} & Y'_m \cap Y_n
\end{array}
\]
As a pro-system in $n$ and $m$, the composed square $\boxed{2} + \boxed{3}$ induces a homotopy cartesian square of $K$-theory pro-spectra by assumption $(†)$. Similarly, for fixed $n$ the composed square $\boxed{1} + \boxed{3}$ induces a homotopy cartesian square of $K$-theory pro-spectra as pro-system in $m$. By Lemma 4.7 this remains true as a pro-system in $m$ and $n$. But $\boxed{1}$ induces a homotopy cartesian square of $K$-theory pro-spectra by Proposition 5.2. Hence the same is true for $\boxed{3}$ and then also for $\boxed{2}$ as desired. □

Under our assumption $(†)$ we will prove the following two statements in this order.

(i) For each $i ∈ \mathbb{Z}$ and each abstract blow-up square $\boxed{1}$ the morphism

$$\text{"lim" } K_i(X, Y_n) \rightarrow \text{"lim" } K_i(\tilde{X}, E_n)$$

is a monomorphism of pro-groups.

(ii) For each $i ∈ \mathbb{Z}$ and each abstract blow-up square $\boxed{1}$ the morphism

$$\text{"lim" } K_i(X, Y_n) \rightarrow \text{"lim" } K_i(\tilde{X}, E_n)$$

is an isomorphism of pro-groups.

**Proof of (i).** By what is said above we can assume that there exists a blow-up $\text{Bl}_Y X → X$ which factors through $\tilde{X}$ and such that $Y' ⊆ Y$. Then by Claim 5.3 the composition $\gamma$ of

$$(5.5)$$

$$\text{"lim" } K_i(X, Y_n) \xrightarrow{\alpha} \text{"lim" } K_i(\tilde{X}, E_n) \xrightarrow{\beta} \text{"lim" } K_i(\text{Bl}_Y X, Y_n ×_X \text{Bl}_Y X)$$

is an isomorphism for each $i ∈ \mathbb{Z}$, so $\alpha$ is a monomorphism. □

**Proof of (ii).** Arguing as in (i) we consider the morphisms (5.5). Again the composition $\gamma$ is an isomorphism and by (i) we know that $\beta$ is a monomorphism, so $\gamma^{-1} \circ \beta$ is an inverse to $\alpha$. □

Clearly, (ii) is the same as Theorem A. So in view of Lemma 5.1 we have shown:

**Proposition 5.4.** If the square (5.4) from assumption $(†)$ is homotopy cartesian for all noetherian affine schemes $X$, then Theorem A is true.

5.3. **Reduction to derived blow-ups.** As a preliminary step towards the proof of Theorem A we show in this subsection that we can reduce the proof to the case of derived blow-ups. In the next subsection we use a refinement of this observation involving a tower of derived blow-ups which will complete proof of Theorem A.

Let $A$ be a discrete noetherian ring, $X = \text{Spec } A$, and fix a sequence $a = (a_0, \ldots, a_r) ∈ A^{r+1}$. Let $a(n)$ denote the sequence $(a_0^n, \ldots, a_r^n)$. For a definition of the following derived schemes see Subsection 3.1. Let $\tilde{X} = \text{Bl}_a X$ be the derived blow-up in the sequence $a$, let $\tilde{Y}(n) = V(a(n))$ be the Koszul derived scheme, let $D(n) = \tilde{X} ×_X \tilde{Y}(n)$ be the thickened derived exceptional
divisor, and let $E(n)$ be the thickened semi-derived exceptional divisor. To simplify notation we denote by $Y(n) = \text{Spec} \, A/(a(n))$, $E(n) = D(n)$ and $\tilde{X}$ the corresponding underlying schemes.

Recall that except for $D(n)$ all these derived schemes result from a derived base change of ordinary schemes along a ring homomorphism $A' \to A$, where $A'$ is a ring endowed with a regular sequence $a'$ mapping to $a$. These corresponding derived schemes over $A'$ will be denoted with a prime; they will be used only in the proof of Lemma 5.5 below. See Table 1 for a summary. It might help the reader to revisit the diagram (3.3).

Note that we get a commutative diagram of derived schemes

$$
\begin{array}{ccc}
E(n) & \to & \mathcal{E}(n) \\
\downarrow & & \downarrow \\
Y(n) & \to & \mathcal{Y}(n)
\end{array}
\quad
\begin{array}{ccc}
\mathcal{E}(n) & \to & \mathcal{D}(n) \\
\downarrow & & \downarrow \\
\mathcal{Y}(n) & \to & \mathcal{Y}(n)
\end{array}
\quad
\begin{array}{ccc}
\mathcal{D}(n) & \to & \tilde{X} \\
\downarrow & & \downarrow \\
\mathcal{Y}(n) & \times & \mathcal{Y}(n)
\end{array}
\to
\begin{array}{ccc}
\tilde{X} & \to & X.
\end{array}
$$

By Remark 3.3 there is a canonical closed immersion $\text{Bl}_a X \to \tilde{X}$ which is an isomorphism over $X \setminus Y$. In particular from Proposition 5.2 we deduce the homotopy cartesian square

$$
\begin{array}{ccc}
K(\tilde{X}) & \to & \text{"lim}_n \" \, K(E(n))) \\
\downarrow & & \downarrow \\
K(\text{Bl}_a X) & \to & \text{"lim}_n \" \, K(Y(n) \times_X \text{Bl}_a X).
\end{array}
$$

| Symbol         | Definition         | Explanation      |
|----------------|--------------------|------------------|
| $\tilde{X}$    | $\text{Bl}_a X$   | derived blow-up  |
| $\mathcal{Y}(n)$ | $\mathcal{Y}(a(n))$ | Koszul scheme    |
| $\mathcal{E}(n)$ | $(Y'(n) \times_X \tilde{X'}, \tilde{X})$ | (thickened) semi-derived exceptional divisor |
| $\mathcal{D}(n)$ | $\mathcal{Y}(n) \times_{\tilde{X}} \tilde{X}$ | (thickened) derived exceptional divisor |
| primed version | -                  | regular sequence, only $D'(n)$ is derived |

Table 1. Summary of notation in Subsections 5.3 and 5.4.
In order to relate assumption (†) from Subsection 5.2 to derived schemes we consider the square

\[
\begin{array}{ccc}
K(X) & \longrightarrow & \text{"lim}_n K(Y(n)) \\
\downarrow & & \downarrow \\
K(\tilde{X}) & \longrightarrow & \text{"lim}_n K(E(n)).
\end{array}
\] (5.7)

**Lemma 5.5.** The morphisms

(i) \(\text{"lim}_n K(Y(n)) \xrightarrow{\sim} \text{"lim}_n K(Y(n))\),

(ii) \(\text{"lim}_n K(\tilde{X}, D(n)) \xrightarrow{\sim} \text{"lim}_n K(\tilde{X}, D(n))\),

(iii) \(\text{"lim}_n K(D(n)) \xrightarrow{\sim} \text{"lim}_n K(E(n))\)

are equivalences.

**Proof.** (i) is a direct consequence of Proposition 4.8 and Lemma 4.10. Let us denote by \(U_l \subseteq \tilde{X}\) and \(U'_l = D^+(a'_l) \subseteq \tilde{X}'\) the standard affine open subsets for \(l \in \{0, \ldots, r\}\). For \(L \subseteq \{0, \ldots, r\}\) write \(U_L = \cap_{l \in L} U_l\) and \(U'_L = \cap_{l \in L} U'_l\).

In order to show (ii) use the Čech spectral sequence (Theorem 2.12) for the covering \((U_l)_l\) of \(\tilde{X}\). This reduces us to show that

\[
\text{"lim}_n K(U_L, D(n) \cap U_L) \xrightarrow{\sim} \text{"lim}_n K(U_L, D(n) \cap U_L)
\]

is an equivalence for all \(L \subseteq \{0, \ldots, r\}\), which is a consequence of Corollary 4.13.

Using the Čech spectral sequence again, we see that (iii) follows if we can show that

\[
\text{"lim}_n K(D(n) \cap U_L) \xrightarrow{\sim} \text{"lim}_n K(E(n) \cap U_L)
\] (5.8)

is an equivalence for all \(L \subseteq \{0, \ldots, r\}\). The map

\[
E(n) \cap U_L \to D(n) \cap U_L
\]

is the base change along \(X \to X'\) of \(E'(n) \cap U'_L \to D'(n) \cap U'_L\). For varying \(n\) the latter corresponds to a morphism of pro-system of simplicial rings which is an equivalence by Lemma 4.10. As derived base change preserves equivalences of pro-simplicial rings by Lemma 4.1 we deduce from Proposition 4.8 that (5.8) is an equivalence. □

In view of Lemma 5.5 and the cartesian square (5.6) it would be sufficient to know that the square (5.7) is homotopy cartesian in order to deduce assumption (†) for affine \(X\). Unfortunately, the Thomason type descent Theorem 3.7 only says that, if we replace in (5.7) the pro-systems over \(n\) by their values at \(n = 1\), the resulting square is homotopy cartesian. In the next subsection we explain a trick which allows us to reduce the problem to this case.
5.4. **A tower of derived blow-ups.** Let the notation be as in the previous subsection. Observe that the ideal \((a'(2))\) of \(A'\) is a reduction of the ideal \((a')^2\) by [HS06 Prop. 8.1.5]. So by Thm. 8.2.1 there we get a finite morphism

\[
\text{Bl}_{(a')^2}X' \to \text{Bl}_{(a'(2))}X'
\]

over \(X' = \text{Spec } A'\). Furthermore, there is a unique isomorphism over \(X'\)

\[
\text{Bl}_{(a')}X' \cong \text{Bl}_{(a')^2}X'.
\]

By derived base change of the composition of (5.10) and (5.9) along the morphism \(X \to X'\) we obtain an affine morphism

\[
\text{Bl}_{a}X \to \text{Bl}_{a(2)}X
\]

of derived schemes over \(X\) whose underlying scheme morphism is finite.

Set \(\tilde{X}(m) = \text{Bl}_{a(m)}X, D(m, n) = \mathcal{Y}(n) \times^h X \tilde{X}(m)\) and

\[
E(m, n) = (\text{Bl}_{a'(m)}X' \times X, V(a'(n))) \times^h X', X
\]

for \(n, m > 0\). Iterating the construction of (5.11) we get a tower of derived schemes over \(X\) whose underlying scheme morphisms are finite

\[
\tilde{X} \to \tilde{X}(2) \to \tilde{X}(2^2) \to \tilde{X}(2^3) \to \cdots \to \tilde{X}(2^n) \to \cdots
\]

As before by an italic letter we mean the underlying scheme of a given derived scheme, which is denoted by the corresponding calligraphic letter.

**Lemma 5.6.** The morphisms

(i) \(\text{“lim” } K(\mathcal{Y}(2^n)) \cong \text{“lim” } K(Y(2^n))\),

(ii) \(\text{“lim” } K(\tilde{X}(2^n), D(2^n, 2^n)) \cong \text{“lim” } K(\tilde{X}(2^n), D(2^n, 2^n))\),

(iii) \(\text{“lim” } K(D(2^n, 2^n)) \cong \text{“lim” } K(E(2^n, 2^n))\)

are equivalences.

**Proof.** (i) follows directly from Lemma [5.5(i)]. For every \(m \geq 0\) the canonical morphisms

(ii') \(\text{“lim” } K(\tilde{X}(2^m), D(2^m, 2^n)) \cong \text{“lim” } K(\tilde{X}(2^m), D(2^m, 2^n))\),

(iii') \(\text{“lim” } K(D(2^m, 2^n)) \cong \text{“lim” } K(E(2^m, 2^n))\)

are equivalences by Lemma [5.5]. If we take the limit over \(m\) in (ii') and (iii') in the category of pro-spectra we obtain the equivalences (ii) and (iii) in view of Lemma [4.7].

Now we are ready to prove Theorem [A].
Proof of Theorem A. By Theorem 3.7 the square
\[
\begin{array}{ccc}
K(X) & \longrightarrow & K(Y(2^n)) \\
\downarrow & & \downarrow \\
K(\tilde{X}(2^n)) & \longrightarrow & K(E(2^n, 2^n))
\end{array}
\]
is homotopy cartesian for all \(n \geq 0\). Considering pro-systems in \(n\) and using Lemma 5.6 we get a homotopy cartesian square
\[
\begin{array}{ccc}
K(X) & \longrightarrow & \text{“lim” } K(Y(2^n)) \\
\downarrow & & \downarrow \\
\text{“lim” } K(\tilde{X}(2^n)) & \longrightarrow & \text{“lim” } K(E(2^n, 2^n)).
\end{array}
\]
By Proposition 5.2 we obtain for each \(m \geq 0\) an equivalence
\[
\text{“lim” } K(\tilde{X}(2^m), E(2^m, 2^n)) \xrightarrow{\sim} \text{“lim” } K(\tilde{X}, E(2^n)).
\]
Combining the homotopy cartesian square (5.12) and the inverse limit of the equivalence (5.13) over \(m\), we get the homotopy cartesian square
\[
\begin{array}{ccc}
K(X) & \longrightarrow & \text{“lim” } K(Y(2^n)) \\
\downarrow & & \downarrow \\
K(\tilde{X}) & \longrightarrow & \text{“lim” } K(E(2^n)).
\end{array}
\]
Here we have also used Lemma 4.6 and Lemma 4.7. This homotopy cartesian square together with the homotopy cartesian square (5.6) yields the homotopy cartesian square
\[
\begin{array}{ccc}
K(X) & \longrightarrow & \text{“lim” } K(Y(2^n)) \\
\downarrow & & \downarrow \\
K(\text{Bl}_{(a)}X) & \longrightarrow & \text{“lim” } K(Y(2^n) \times_X \text{Bl}_{(a)}X).
\end{array}
\]
Summarizing, we have shown that assumption (†) from Subsection 5.2 holds over any affine base scheme \(X\). So by Proposition 5.4 we obtain Theorem A.
\[
\square
\]
6. Applications

6.1. Weibel’s conjecture. In this subsection, we give a proof of Weibel’s conjecture, i.e. Theorem B. In [KS17], the first and the second author showed the analogous result for homotopy \(K\)-theory, using Raynaud–Gruson’s platisation par éclatement and Cisinski’s result on cdh-descent for \(KH\)-theory,
for which we give a new proof in the next subsection. The proof of Theorem B follows essentially the same argument but with Theorem A in place of cdh-descent for $KH$-theory.

We first need a reduction. With a proof copied verbatim from [K S17, Prop. 3] we obtain:

**Proposition 6.1.** Let $E$ be presheaf of spectra on the category of noetherian schemes which satisfies Zariski descent. Let $X$ be a noetherian scheme of finite Krull dimension $d$. If for every $x \in X$ the stalk $\pi_i(E)_x$ vanishes for all $i < - \dim(O_{X,x})$, then $E_i(X) = \pi_i(E(X))$ vanishes for all $i < -d$.

We first show that for a noetherian scheme $X$ the algebraic $K$-theory vanishes below the negative of its dimension:

**Proof of Theorem B(i).** We argue inductively on the dimension $d$ of the noetherian scheme $X$. In each step, we can restrict to affine noetherian schemes $X$ by the previous Proposition 6.1 applied to the presheaf of spectra $K$. Since negative algebraic $K$-theory of affines is nil-invariant, we may also assume that $X$ is reduced.

The case $d = 0$ is well-known. Let $d > 0$ and assume that the statement is true for all noetherian schemes of dimension less than $d$.

Let $i < -d$ and consider an element $\xi \in K_i(X)$. By applying [K S17, Prop. 5] to the identity $f = \text{id}_X$ we find a projective birational morphism $p : X' \to X$ such that $p^*(\xi) = 0 \in K_i(X')$. Now we choose a nowhere dense closed subscheme $Y \hookrightarrow X$ such that $p$ is an isomorphism outside $Y$ and obtain an abstract blow-up square

$$
\begin{array}{ccc}
X' & \to & Y' \\
\downarrow & & \downarrow \\
X & \to & Y
\end{array}
$$

From our main Theorem A we get a long exact sequence

$$
\cdots \to \text{"lim}_{n} K_{i+1}(Y''_n) \to K_i(X) \to \text{"lim}_{n} K_i(Y_n) \oplus K_i(X') \to \cdots
$$

of pro-groups. Since $\dim(Y') < d$ and $\dim(Y) < d$, the pro-groups from the sequence involving $K_{i+1}(Y''_n)$ and $K_i(Y_n)$ vanish by the induction hypothesis on $d$. Hence $p^* : K_i(X) \to K_i(X')$ is injective and consequently $\xi = 0$. □

We next show that a noetherian scheme of dimension $d$ is $K_{-d}$-regular:

**Proof of Theorem B(ii).** Again, we argue inductively on the dimension $d$ of the noetherian scheme $X$. In every step of the induction, we deal with each $r \geq 0$ separately and show that $f^* : K_i(X) \to K_i(\mathbb{A}^r_X)$ is an isomorphism for $i \leq d$. Since the projection $f : \mathbb{A}^r_X \to X$ has a section, the induced morphism $f^*$ is always a monomorphism. In fact, we even have a decomposition $K(\mathbb{A}^r_X) \simeq K(X) \oplus N^{(r)}K(X)$ of spectra. By applying Proposition 6.1 to the
presheaf $N(r)K[1]$ of spectra we may assume in each step that $X$ is noetherian and affine. As non-positive algebraic $K$-theory of affines is nil-invariant, we can also take $X$ to be reduced.

It remains to show surjectivity of $f^*$. The case $d = 0$ is well-known [Wei13, Thm. II.7.8]. Let $d > 0$ and assume the statement for all noetherian schemes of dimension less than $d$.

Let $i \leq -d$, $r \geq 0$ and consider an element $\xi \in K^i_r(X)$. We show that $\xi$ lies in the image of $f^*$. By applying [KS17, Prop. 5] to $f$, we find a projective birational morphism $p : X' \to X$ such that $\tilde{p}^*(\xi) = 0 \in K^i_r(X')$. We choose again a nowhere dense closed subscheme $Y \hookrightarrow X$ such that $p$ is an isomorphism outside $Y$. Theorem A shows that the horizontal sequences of the diagram of pro-groups

$$
\begin{array}{ccc}
\text{"lim" } K_{i+1}(Y'_n) & \longrightarrow & K_i(X) \\
\downarrow f_{r}' & & \downarrow f^* \\
\text{"lim" } K_{i+1}(\mathbb{A}^r_{Y'_n}) & \longrightarrow & K_i(\mathbb{A}^r_X)
\end{array}
$$

are exact. Since $\dim(Y') < d$ and $\dim(Y) < d$, the vertical maps $f_{r}'$ and $f^*$ are isomorphisms by the induction hypothesis. The pro-group in the upper horizontal sequence involving $K^i_r(Y'_n)$ vanishes by part (i) of Theorem B. Now a simple diagram chase shows that $\xi$ lies in the image of $f^*$. □

6.2. Cdh-descent for homotopy $K$-theory. In this subsection we prove Theorem C. Let $X$ be a noetherian scheme of dimension $d < \infty$ and consider an abstract blow-up square (1.1). We study the birelative spectra of $KH$-theory and $K$-theory of the square:

$$
FH(n) = \KH(X, Y_n, \tilde{X}, E_n)
$$

$$
F(n)_\bullet = K(X \times \Delta^\bullet, Y_n \times \Delta^\bullet, \tilde{X} \times \Delta^\bullet, E_n \times \Delta^\bullet).
$$

By definition [Wei13, IV.12] we have

$$
FH(n) = \text{colim}_{\bullet \in \Delta^{op}} F(n)_\bullet.
$$

in the $\infty$-category of spectra.

**Lemma 6.2.**

(i) $FH(n + 1) \xrightarrow{\sim} FH(n)$ is an equivalence for all $n > 0$.

(ii) For all $i < -d - 2$, $n > 0$ and $j \geq 0$ we have $\pi_i(F(n)_j) = 0$.

**Proof.** The assertion (i) follows directly from nil-invariance of $KH$-theory [Wei13, Cor. IV.12.5]. For (ii) we use the fibration sequence

$$
(6.1) \quad F(n)_j \to F'_j \to F''(n)_j
$$
with
\[ F'_j = \text{hofib}(K(X \times \Delta^j) \to K(\tilde{X} \times \Delta^j)), \]
\[ F''(n)_j = \text{hofib}(K(Y_n \times \Delta^j) \to K(E_n \times \Delta^j)). \]

From the exact homotopy sequences
\[ K_{i+1}(\tilde{X} \times \Delta^j) \to \pi_i(F'_j) \to K_i(X \times \Delta^j), \]
\[ K_{i+2}(E_n \times \Delta^j) \to \pi_{i+1}(F''(n)_j) \to K_{i+1}(Y_n \times \Delta^j), \]
and Theorem [B] we deduce that \( \pi_i(F'_j) = \pi_{i+1}(F''(n)_j) = 0. \) The long exact homotopy sequence corresponding to (6.1) implies that \( \pi_i(F(n)_j) = 0. \) □

**Proof of Theorem [C]** In order to prove Theorem [C] we have to show that
\[ KH(X, Y, \tilde{X}, E) = FH(1) \]
is contractible. In view of Lemma [6.2] the spectral sequence of the homotopy colimit
\[ E^2_{pq}(n) = \pi_p(\pi_q(F(n)_\bullet)) \Rightarrow \pi_{p+q}KH(X, Y, \tilde{X}, E) \]
is convergent (in fact uniformly convergent in \( n \)).
From Theorem [A] we know that
\[ \text{"lim}_n F(n)_j \simeq * \]
for all \( j \geq 0. \) Considering the pro-system in \( n \) of the spectral sequence (6.2) we deduce from
\[ \text{"lim}_n E^2_{pq}(n) = 0 \quad \text{for all } p, q \in \mathbb{Z} \]
that the right-hand side of (6.2) vanishes. □

**6.3. Identification with cdh-cohomology.** In this subsection we prove Corollary [D]. For a noetherian scheme \( X \) of finite dimension let \( \text{Sch}_X \) be the category of schemes which are separated and of finite type over \( X. \) Let
\[ L_{\text{cdh}}: \text{PSh}_{\text{Sp}}(\text{Sch}_X) \to \text{Sh}_{\text{Sp}}(\text{Sch}_{X}^{\text{cdh}}) \]
be the cdh-sheafification functor from the \( \infty \)-category of presheaves of spectra to the \( \infty \)-category of sheaves of spectra. The functor \( L_{\text{cdh}} \) is left adjoint to the inclusion functor of presheaves into sheaves, it preserves finite limits and small colimits. Note that Theorem [C] implies that \( KH \) is an object of \( \text{Sh}_{\text{Sp}}(\text{Sch}_{X}^{\text{cdh}}). \) Let us denote by \( \tilde{K} \) the connective \( K \)-theory.

**Theorem 6.3.** For a finite dimensional noetherian scheme \( X \) the canonical maps
\[ L_{\text{cdh}} \tilde{K} \iso L_{\text{cdh}} K \iso KH \]
are equivalences of sheaves of spectra on \( \text{Sch}_{X}^{\text{cdh}}. \)
In [Hae04] Haesemeyer shows Theorem 6.3 for varieties in characteristic zero. In particular, this theorem implies that there is a convergent spectral sequence

$$E_2^{pq} = H_{cdh}^p(X, a_{cdh} \tilde{K}_{-q}) \Rightarrow KH_{-p-q}(X)$$

where $a_{cdh}$ denotes the sheafification functor on abelian sheaves. Corollary 12 is a consequence of the spectral sequence (6.3) in view of the following facts:

(i) $E_2^{pq} = 0$ for $p > d = \dim(X)$ by [SV00, Sec. 12],
(ii) $a_{cdh} \tilde{K}_0 \cong \mathbb{Z}$ as this is already true for the Zariski topology,
(iii) $K_{-d}(X) \cong KH_{-d}(X)$ by Theorem 13 and the spectral sequence relating $K$ and $KH$ [Wei13, Thm. IV.12.3].

In the proof of Theorem 6.3 we need the following proposition, which is well-known in case $X$ can be desingularized, see [Wei13, Thm. V.6.3]. Our approach is to use devissage for $K$-theory of a certain Zariski–Riemann space and platification par éclatement instead of resolution of singularities. Recall that for a scheme $X$ and an integer $i$ the group $NK_i(X)$ is defined to be the cokernel of the split injection $K_i(X) \to K_i(A^1_X)$.

**Proposition 6.4.** Let $X$ be a reduced scheme which is quasi-projective over a noetherian ring. Let $f: Y \to X$ be a smooth and quasi-projective morphism. For any $\xi \in NK_i(Y)$, $i \in \mathbb{Z}$, there exists a projective birational morphism $p: X' \to X$ such that $\tilde{p}^*(\xi) = 0 \in NK_i(Y')$, where $\tilde{p}: Y' \to Y$ is the base change of $p$.

Before we begin the proof we introduce some notation. Let $\mathcal{M}$ be a locally ringed space with coherent structure sheaf, see [Gro67, Sec. 0.5.3] and [FK13, Sec. 0.4.1]. We denote by $\text{Coh}(\mathcal{M})$ the abelian category of $\mathcal{O}_\mathcal{M}$-modules which are of finite presentation. By $\text{Vec}(\mathcal{M})$ we denote the full exact subcategory of $\text{Coh}(\mathcal{M})$ with objects the locally free sheaves.

We denote by $\text{Nil}^+(\mathcal{M})$ the abelian category with objects $(\mathcal{V}, \nu)$ where

- $\mathcal{V}$ is an $\mathcal{O}_\mathcal{M}$-module of finite presentation,
- $\nu: \mathcal{V} \to \mathcal{V}$ is an $\mathcal{O}_\mathcal{M}$-linear morphism such that $\nu^k = 0$ for some $k > 0$.

The morphisms in $\text{Nil}^+(\mathcal{M})$ are the $\mathcal{O}_\mathcal{M}$-linear maps compatible with the $\nu$-action. By $\text{Nil}(\mathcal{M})$ we denote the full exact subcategory of $\text{Nil}^+(\mathcal{M})$ of objects $(\mathcal{V}, \nu)$ such that $\mathcal{V}$ is locally free.

**Lemma 6.5.** Consider $f: Y \to X$ as in Proposition 6.4 and $U, V \in \text{Coh}(Y)$ respectively $V = (\mathcal{V}, \nu) \in \text{Nil}^+(Y)$. Then with the notation used there the following assertions are true.

(i) If $V$ has Tor-dimension $\leq 1$ over $X$ and $p: X' \to X$ is projective and birational with $X'$ reduced then $\tilde{p}^*(V) \cong Lp^*(V)$. In particular on the full subcategory of $\text{Coh}(Y')$ of sheaves of Tor-dimension $\leq 1$ over $X$ the pullback $\tilde{p}^*$ is exact.
(ii) Let \( \phi : U \to V \) be a morphism and assume that \( U, V \) and \( \text{coker}(\phi) \) have Tor-dimension \( \leq 1 \) over \( X \). Let \( p : X' \to X \) be a projective and birational morphism with \( X' \) reduced. Then the canonical maps
\[
\tilde{p}^*(\ker(\phi)) \xrightarrow{\cong} \ker(\tilde{p}^*(\phi)) \quad \text{and} \quad \tilde{p}^*(\text{im}(\phi)) \xrightarrow{\cong} \text{im}(\tilde{p}^*(\phi))
\]
are isomorphisms.

(iii) There exists a projective birational morphism \( p : X' \to X \) with \( X' \) reduced such that the base change \( \tilde{p}^*(V) \) has Tor-dimension \( \leq 1 \) over \( X' \) and such that there exists a finite resolution
\[
0 \to \mathbb{V}_1 \to \cdots \to \mathbb{V}_0 \to \tilde{p}^*V \to 0
\]
with \( \mathbb{V}_i \in \text{Nil}(Y') \) for all \( 0 \leq i \leq l \).

(iv) Let \( \phi : U \to V \) be a morphism in \( \text{Coh}(Y) \). There exists a projective birational morphism \( p : X' \to X \) with \( X' \) reduced such that \( \tilde{p}^*U, \tilde{p}^*V, \text{ker}(\tilde{p}^*(\phi)), \text{im}(\tilde{p}^*(\phi)) \) and \( \text{coker}(\tilde{p}^*(\phi)) \) have Tor-dimension \( \leq 1 \) over \( X' \).

Proof. For (i) choose an exact sequence of \( \mathcal{O}_Y \)-modules
\[
0 \to \mathcal{V}_1 \xrightarrow{\phi} \mathcal{V}_0 \to \mathcal{V} \to 0
\]
with \( \mathcal{V}_1 \) and \( \mathcal{V}_0 \) flat over \( X \). Then
\[
0 \to \tilde{p}^*\mathcal{V}_1 \xrightarrow{\phi} \tilde{p}^*\mathcal{V}_0 \to \tilde{p}^*\mathcal{V} \to 0
\]
is exact, since it is so over the maximal points of \( X' \). (ii) is a direct consequence of (i).

For (iii) we argue by induction on \( k > 0 \) with \( \nu^k = 0 \) for all \( Y \to X \) at once. Choose a locally free presentation of \( \mathcal{O}_Y \)-modules
\[
\mathcal{V}_1 \xrightarrow{\phi} \mathcal{V}_0 \to \mathcal{V} \to 0.
\]
For any projective birational morphism \( p : X' \to X \) with \( X' \) reduced the image \( \text{im}(\tilde{p}^*(\phi)) \) is the strict transform of the image \( \text{im}(\phi) \). So by [RG71, Thm. 5.2.2] we can find a \( p \) such that the former image is flat over \( X' \). Write \( \mathbb{V}' = (\mathcal{V}', \nu') \) for \( \tilde{p}^*\mathcal{V} \). By the same technique we can assume that additionally \( \text{coker}(\nu')^{k-1} \) has Tor-dimension \( \leq 1 \) over \( X' \) in case \( k > 1 \). This implies that \( \ker(\nu')^{k-1} \) and \( \text{im}(\nu')^{k-1} \) have Tor-dimension \( \leq 1 \) over \( X' \). So by (ii) the formation of the image and the kernel of \( (\nu')^{k-1} \) is compatible with pullback along a further modification of \( X' \).

Let \( \mathbb{W} = (\ker(\nu')^{k-1}, \nu'|_{\ker(\nu')^{k-1}}) \). By our induction assumption in case \( k > 1 \) we can replace \( X' \) by a further modification such that afterwards there exists a finite resolution \( \mathbb{W}_* \to \mathbb{W} \) with \( \mathbb{W}_i \in \text{Nil}(Y') \) for all \( i \geq 0 \). By the analog of [KS17, Lem. 6] we observe that \( \text{im}(\nu')^{k-1} \) has finite Tor-dimension over \( Y' \). So standard techniques allow us to construct a finite, locally free resolution of \( \text{im}(\nu')^{k-1} \) which can be spliced to \( \mathbb{W}_* \) to provide the requested resolution \( \mathbb{V}_* \) of \( \mathbb{V}' \).

The proof of (iv) also relies on [RG71, Thm. 5.2.2] and is similar to the proof of (iii). \( \square \)
Proof of Proposition [6.4] Let $\mathcal{I}$ be the cofiltered category of reduced schemes which are projective and birational over $X$. We consider the Zariski–Riemann type locally ringed space

$$\mathcal{Y} = \lim_{X' \in \mathcal{I}} Y \times_X X'.$$

The limit is taken in the category of locally ringed topological spaces. We use standard properties of sheaves of $O_{\mathcal{Y}}$-modules as presented in [FK13, Sec. 0.4.2] without further explanation. Beside those we also use the following properties:

(i) $O_{\mathcal{Y}}$ is coherent.

(ii) Any $V \in \text{Nil}(\mathcal{Y})$ has a finite resolution $V_s \to V$ with $V_i \in \text{Nil}(\mathcal{Y})$ for all $i \geq 0$.

In order to prove (i) consider an $O_{\mathcal{U}}$-linear map $f: O^n_{\mathcal{U}} \to O_{\mathcal{U}}$ for some open subspace $U$ of $\mathcal{Y}$. We have to show that $\ker(f)$ is of finite type. Without loss of generality $U = Y$ and $f$ is induced by a morphism $\phi: O^n_Y \to O_Y$. By Lemma 6.5(iv) we find a projective birational morphism $p: X' \to X$ with $X'$ reduced such that $\text{coker}(\tilde{p}^*(\phi))$ has Tor-dimension $\leq 1$ over $X'$. After shrinking $Y'$ around a given point there exists a surjection $\psi: O^n_{\mathcal{U}} \to \ker(\tilde{p}^*(\phi))$. Now Lemma 6.5(ii) implies that the pullback of $\psi$ to $\mathcal{Y}$ induces a surjection $O^n_{\mathcal{Y}} \to \ker(f)$.

Using a similar argument (ii) can be deduced from parts (i) and (iii) of Lemma 6.5.

We now study $K$-theory of $\mathcal{Y}$. For any $Y' = Y \times_X X'$ with $X' \in \mathcal{I}$

$$NK_{i+1}(Y') \cong \text{coker}(K_i(\text{Vec}(Y')) \to K_i(\text{Nil}(Y'))))$$

by [Wei13, Thm. V.8.1]. As $K$-theory commutes with filtered colimits of exact categories we get

(6.4) $$K_i(\text{Vec}(\mathcal{Y})) \cong \text{colim}_{Y'} K_i(\text{Vec}(Y')) \text{ and } K_i(\text{Nil}(\mathcal{Y})) \cong \text{colim}_{Y'} K_i(\text{Nil}(Y')).$$

In order to prove Proposition 6.4 we have to show that the left group surjects onto the right group in (6.4). From (ii) and the resolution theorem [Wei13, Thm. V.3.1] we deduce that

$$K_i(\text{Vec}(\mathcal{Y})) \cong K_i(\text{Coh}(\mathcal{Y})) \text{ and } K_i(\text{Nil}(\mathcal{Y})) \cong K_i(\text{Nil}^+(\mathcal{Y})).$$

Devissage [Wei13, Thm. V.4.1] tells us that

$$K_i(\text{Coh}(\mathcal{Y})) \cong K_i(\text{Nil}(\mathcal{Y})).$$

These results together finish the proof of Proposition 6.4.

Proof of Theorem 6.3. The ordinary sheafification functor $a_{\text{cdh}}$ from presheaves of sets to sheaves of sets on $\text{Sch}^{\text{cdh}}_X$ preserves finite limits and small colimits. As the $\infty$-topos $\text{Sh}(\text{Sch}^{\text{cdh}}_X)$ is hypercomplete we have to show that

(6.5) $$a_{\text{cdh}}K_i = 0 \text{ for } i < 0,$$

(6.6) $$a_{\text{cdh}}K_i \to a_{\text{cdh}}KH_i \text{ for } i \in \mathbb{Z}.$$
In order to verify (6.5) we show by induction on \( \dim(Y) \) that the map

\[
K_i(Y) \to a_{\text{cdh}}K_i(Y)
\]

vanishes for any affine \( Y \in \text{Sch}_X \) and \( i < 0 \). Without loss of generality \( Y \) is reduced. Consider \( \xi \in K_i(Y) \). By [KS17, Prop. 5] there is a projective birational morphism \( \phi: Y' \to Y \) such that \( \phi^*(\xi) = 0 \). Let \( Z \to Y \) be a closed subscheme such that \( \phi \) is an isomorphism over \( Y \setminus Z \) and such that \( \dim(Z) < \dim(Y) \). Then the image of \( \xi \) in \( a_{\text{cdh}}K_i(Z) \) vanishes by our induction assumption. As \( Y' \coprod Z \to Y \) is a cdh-covering we deduce that \( \xi \) lies in the kernel of (6.7).

In order to verify (6.6) we apply \( a_{\text{cdh}} \) to the spectral sequence [Wei13, Thm. IV.12.3] relating \( K \) and \( KH \). The weak convergence of this spectral sequence involves only kernels, cokernels and small filtered colimits, so we get a weakly convergent spectral sequence

\[
E_1^{pq} = a_{\text{cdh}}N^pK_q \Rightarrow a_{\text{cdh}}KH_{p+q},
\]

in the category of abelian sheaves on \( \text{Sch}_{X}^{\text{cdh}} \).

In analogy with the proof of (6.5) we deduce from Proposition 6.4 that \( E_1^{pq} = 0 \) for all \( p > 0, q \in \mathbb{Z} \). \( \square \)

**Appendix A. Homology of monoids**

In this appendix we present some background material on the homology of simplicial monoids, which plays an important role in the proof of Proposition 4.14. For a discrete monoid \( G \) and a set \( X \) on which \( G \) acts let \( E_XG \) be the action category of \( G \) on \( X \), i.e. the objects are the elements of \( X \) and

\[
\text{Hom}_{E_XG}(x, y) = \{ g \in G \mid g(x) = y \}.
\]

Let the simplicial set \( E_XG \) be the nerve of \( E_XG \). For a simplicial monoid \( G \) acting on the simplicial set \( X \) we can perform this construction degreewise and take the diagonal to get a simplicial set \( E_XG \). We write \( EG = E_GG \). Note that \( E_{\{x\}}G = BG \). Since in the discrete case \( E_GG \) has an initial object, \( EG \) is contractible for any simplicial monoid \( G \).

Concretely, \( EG \) is given by

\[
[n] \mapsto G^{n+1}, \quad d_i(g_0, \ldots, g_n) = \begin{cases} (g_0, \ldots, g_{n-i-1}g_{n-i}, \ldots, g_n) & \text{if } i < n \\ (g_1, \ldots, g_n) & \text{if } i = n. \end{cases}
\]

For a simplicial \( G \)-module \( M \) we write \( C(G; M) \) for the simplicial abelian group \( ZEG \otimes_{ZG} M \) and \( H_i(G; M) \) for \( \pi_iC(G; M) \). If \( M = Z \) we write \( C(G) \) for \( C(G; Z) \) and \( H_i(G) \) for \( H_i(G; Z) \).

Note that if \( G \) and \( M \) are discrete

\[
H_i(G; M) = \text{Tor}_i^{ZG}(Z, M),
\]

as \( ZEG \) is a \( ZG \)-free resolution of \( Z \). If \( G_1 \) and \( G_2 \) are simplicial monoids there is a canonical isomorphism

\[
C(G_1 \times G_2) \cong C(G_1) \otimes Z C(G_2).
\]
In the proof of Proposition 4.14 we use some facts about the homology of a semi-direct product \( G \ltimes H \), where \( G \) is a simplicial monoid acting on the simplicial group \( H \) from the left. The multiplication on \( G \ltimes H \) is given by 
\[(g, h), (g', h') \mapsto (gg', hg(h')).\]
Note that the relative homology \( H_i(G \ltimes H, G) \) is given by the cokernel of the (split) injection
\[H_i(G) \to H_i(G \ltimes H).\]

**Proposition A.1.** Assume \( G \) is a group-like simplicial monoid acting on the simplicial group \( H \). Then we get a canonical isomorphism

(A.2) \[H_i(G; C(H)) \xrightarrow{\sim} H_i(G \ltimes H).\]

**Proof.** In this proof we treat \( E_{BH}G \) and \( B(G \ltimes H) \) as bisimplicial sets. We write \( (E_{BH}G)_n \) for the simplicial set obtained by applying the \( n \)-th simplicial degree of the \( E \)-construction to the simplicial monoid \( G \) and the simplicial \( G \)-set \( BH \), and similarly for \( B(G \ltimes H) \). We consider the morphism of bisimplicial sets

(A.3) \[\phi: E_{BH}G \xrightarrow{\sim} B(G \ltimes H)\]

defined as follows. Consider \( w = (g_0, \ldots, g_{n-1}, h_0, \ldots, h_{n-1}) \in (E_{BH}G)_n \) and let the \( i \)-th component of \( \phi(w) \) be \( (g_i, g_i \cdots g_{n-1}(h_i)) \). Note that \( H_i(G; C(H)) = \pi_iE_{BH}G \) and \( H_i(G \ltimes H) = \pi_iZB(G \ltimes H) \).

We claim that for each \( n \geq 0 \) the map \( \phi_n: (E_{BH}G)_n \to B(G \ltimes H)_n \) is an equivalence of simplicial sets, so that the diagonal of \( \phi \) is also an equivalence \([GJ99\text{ Prop. IV.1.9}]\). As \( \phi_n \) is built out of the map \( G \ltimes H \to G \ltimes H \) with \((g, h) \mapsto (g, g(h))\), which is an equivalence by Lemma A.2 below, the claim follows.

**Lemma A.2.** For a group-like simplicial monoid \( G \) acting on the simplicial group \( H \) from the left the map
\[\psi: G \ltimes H \to G \ltimes H, \quad (g, h) \mapsto (g, g(h))\]
is an equivalence.

**Proof.** The projection \( \pi: G \ltimes H \to G \) is a fibration \([GJ99\text{ Cor. V.2.6}]\), so by \([GJ99\text{ Lem. IV.5.2}]\), it suffices to show that for each 0-simplex \( \sigma: \Delta^0 \to G \) the map \( \psi \) induces an equivalence on the fibre \( \psi_\sigma: (G \ltimes H)_\sigma \to (G \ltimes H)_\sigma \). Note that \( \psi_\sigma \) is isomorphic to the action of \( \sigma \) on \( H \), which is clearly homotopic to the identity if \( \sigma \) is in the connected component of the identity of \( G \). But as \( \pi_0(G) \) is a group we can reduce to the latter case.

**Definition A.3.** Let \( C_1 \) and \( C_2 \) be simplicial abelian groups with an action of a simplicial monoid \( G \), let \( m \geq 0 \). An \( m \)-homotopy between two \( G \)-equivariant morphisms \( \phi_0, \phi_1: C_1 \to C_2 \) is a \( G \)-equivariant morphism of simplicial abelian groups \( h: C_1 \otimes_{\mathbb{Z}} \mathbb{Z}\Delta^1 \to C_2 \) with \( h_0 = h_{C_1 \times \{0\}} \) and \( h_1 = h_{C_1 \times \{1\}} \) in simplicial degrees \( \leq m \).
We say that a $G$-equivariant morphism of simplicial groups $\phi: H_1 \to H_2$ is \textit{homologically $m$-constant} if

$$C(\phi): C(H_1) \to C(H_2)$$

is $G$-equivariantly $m$-homotopic in the above sense to $C(e)$, where $e: H_1 \to H_2$ is the constant morphism.

As an immediate consequence of Proposition A.1 we obtain:

\textbf{Lemma A.4.} \textit{Let $G$ be a group-like simplicial monoid. If $\phi: H_1 \to H_2$ is a $G$-equivariant morphism of simplicial groups which is homologically $m$-constant, then the map}

$$H_i(G \ltimes H_1, G) \xrightarrow{\phi_*} H_i(G \ltimes H_2, G)$$

\textit{vanishes for $i \leq m$.}

The following observations about group homology are classical, but as we need functorial homotopies of simplicial abelian groups, we recall them briefly.

\textbf{Construction A.5 (Eilenberg–Zilber).}
\textit{Suppose we have given the following data.}

- $T$ and $H$ discrete groups.
- $\phi, \phi': T \to H$ group homomorphisms with commuting images.
- An $m$-homotopy between $C(\phi)$ and $C(e)$ and an $m'$-homotopy between $C(\phi')$ and $C(e)$, where $e$ denotes the constant homomorphism and $m, m' \geq 0$.

\textit{Then there exists an $(m + m' + 1)$-homotopy between}

$$C(\phi \cdot \phi') \quad \text{and} \quad C(\phi) + C(\phi') : C(T) \to C(H).$$

Construction A.5 is canonical and functorial in the given data. In order to show the existence of the desired homotopy, we assume for simplicity of notation that $H$ is abelian. It is sufficient to construct an $(m + m' + 1)$-homotopy between

$$C(\phi \times \phi') \quad \text{and} \quad C(\phi) + C(e) \times \phi' : C(T \times T) \to C(H \times H)$$

by composition with multiplication and diagonal. In view of (A.1) and as $C(\phi)$ respectively $C(\phi')$ are canonically homotopic (depending on the input data) to maps which are equal to $C(e)$ in degrees $\leq m$ respectively $\leq m'$ it is sufficient to observe the following fact.

Writing $C = C(T)$, $D = C(H)$, $\varphi = C(\phi)$ and $\varphi' = C(\phi')$ the induced maps of normalized complexes $N\varphi: NC \to ND$ and $N\varphi': NC \to ND$ vanish in degrees $[1, m]$ respectively $[1, m']$. We claim that the morphisms

$$\varphi \otimes \varphi' \quad \text{and} \quad \varphi \otimes e + e \otimes \varphi' : C \otimes_{\mathbb{Z}} C \to D \otimes_{\mathbb{Z}} D$$

vanish in degrees $[1, m]$ respectively $[1, m']$. We claim that the morphisms
are canonically \((m + m' + 1)\)-homotopic. The requested \((m + m' + 1)\)-homotopy for the associated normalized complexes is defined as the canonical homotopy

\[
N(\varphi \otimes \varphi') \simeq \nabla \circ (N\varphi \otimes N\varphi') \circ \text{AW}
= \nabla \circ (N\varphi \otimes e + e \otimes N\varphi') \circ \text{AW} \quad \text{(in deg } \leq m + m' + 1) \\
\simeq N(\varphi \otimes e) + N(e \otimes \varphi').
\]

Here \(\nabla\) is the shuffle map and \(\text{AW}\) is the Alexander–Whitney map, see [SS03, 2.3] for an overview and [EML54, Sec. 2] for a detailed construction of these canonical homotopies.

**Construction A.6** (Conjugation invariance).

Suppose we have given the following data.

- A discrete group \(H\).
- An element \(u \in H\) with an associated conjugation automorphism \(\phi_u : H \to H, h \mapsto u^{-1}hu\).

Then there exists a homotopy between

\[C(\text{id}_H) \quad \text{and} \quad C(\phi_u) : C(H) \to C(H).\]

Construction [A.6] is canonical and functorial in the pair \((H, u)\). It is sufficient to observe that \(u^{-1}\) represents a natural transformation between the endo-functors \(\text{id}_H\) and \(\phi_u\) of the groupoid \(\mathbf{E}_{\ast}^{\ast}H\). This natural transformation gives rise to a homotopy of self-maps of the classifying space \(BH\). The induced homotopy on \(C(H) = ZBH\) is the requested one.
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