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Abstract—Motivated by applications in distributed storage, distributed computing, and homomorphic secret sharing, we study communication-efficient schemes for computing linear combinations of coded symbols. Specifically, we design low-bandwidth schemes that evaluate the weighted sum of $\ell$ coded symbols in a codeword $\mathbf{c} \in \mathbb{F}^n$, when we are given access to $d$ of the remaining components in $\mathbf{c}$. Formally, suppose that $\mathbb{F}$ is a field extension of $\mathbb{B}$ of degree $t$. Let $\mathbf{c}$ be a codeword in a Reed-Solomon code of dimension $k$ and our task is to compute the weighted sum of $\ell$ coded symbols. In this paper, for some $s < t$, we provide an explicit scheme that performs this task by downloading $d(t-s)$ sub-symbols in $\mathbb{B}$ from $d$ available nodes, whenever $d \geq \ell|\mathbb{B}| - \ell + k$. In many cases, our scheme outperforms previous schemes in the literature. Furthermore, we provide a characterization of evaluation schemes for general linear codes. Then in the special case of Reed-Solomon codes, we use this characterization to derive a lower bound for the evaluation bandwidth.
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I. INTRODUCTION

As applications in distributed storage and distributed computation become more prevalent, communication bandwidth has become a critical performance metric of codes. In such distributed settings, data is represented as a vector $\mathbf{x} = \mathbb{F}^k$ for some finite field $\mathbb{F}$. To protect against erasures, the data is then encoded into a codeword $\mathbf{c} = (c_1, \ldots, c_n) \in \mathbb{F}^n$ and each codeword symbol $c_i$ is stored in one of $n$ nodes or servers. The beautiful Reed-Solomon (RS) code [2] allows one to recover $\mathbf{x}$ by accessing any available $k$ nodes. In other words, even if $n-k$ nodes fail, we are able to recover the data. Unfortunately, this solution is not ideal in the scenario where only one node fails. In this case, to repair a single node failure, i.e., to recover one codeword symbol, we download $k$ codeword symbols. This is costly as $k$ is usually much greater than one! Typically, the total amount of information downloaded is referred to as the repair bandwidth and the repair bandwidth problem was first introduced in [3]. Since then, there has been a flurry of research to design new codes that reduce this repair bandwidth [4], [5]. Of interest to this paper is the pioneering work of Guruswami and Wootters [6], where the authors revisit the ubiquitous Reed-Solomon codes and demonstrate that the repair bandwidth can be reduced dramatically when more than $k$ nodes are available. Later on, their methods were extended in a variety of scenarios, including multiple erasures and different parameter regimes [6]–[13].

In this paper, we consider the case where any $\ell$ nodes are unavailable. Instead of recovering the contents of these $\ell$ nodes, we recover a weighted sum or linear combination of them. This is motivated by applications in distributed computation. Specifically, in this setting, we have a computation task $\mathcal{T}$ that is split into $\ell$ smaller subtasks $\mathcal{T}_1, \mathcal{T}_2, \ldots, \mathcal{T}_\ell$, and we distribute these subtasks to $\ell$ servers to compute locally. However, if there is a straggler among these $\ell$ servers, that is, a server fails to complete its subtask, we are unable to determine $\mathcal{T}$. To mitigate this straggler problem, we employ coding and use $n > \ell$ servers. Specifically, we design a code and $n-\ell$ additional subtasks $\mathcal{T}_{\ell+1}, \mathcal{T}_{\ell+2}, \ldots, \mathcal{T}_n$ such that the following holds for any codeword $\mathbf{c} = (c_1, c_2, \ldots, c_n) \in \mathbb{F}^n$: we have $c_i$ corresponds to the result of subtask $\mathcal{T}_i$ for $1 \leq i \leq n$. As before, we distribute these $n$ codeword symbols to $n$ servers. If the code is chosen to be some code that corrects $n-\ell$ erasures, then we are able to determine $c_1, c_2, \ldots, c_\ell$ as long as we have the results of any $d$ nodes. Typically, for most computation tasks, the result of $\mathcal{T}$ is obtained from a weighted sum of $c_1, c_2, \ldots, c_\ell$. Hence, the result of $\mathcal{T}$ is one symbol in $\mathbb{F}$. As before, we see that it is rather wasteful if we simply download $d$ symbols from the $d$ available nodes. Therefore, our central task is to reduce this amount of downloaded information, which we refer to as evaluation bandwidth.

To reduce the evaluation bandwidth in popular secure distributed matrix multiplication (SDMM) problem, Machado et al. employ trace polynomials (see Section II for a formal definition) [14]. However, as the authors study codes that attain the cut-set bound, the proposed codes are defined over an impractically large field. For example, when $\ell = 4$ and $T = 36$ nodes can collude, then $k = 79$, Machado et al.’s scheme requires a minimal\footnote{Here, we refer to the smallest binary field GF(2$^t$) where the evaluation bandwidth is less than $kt$, the bandwidth used by the classical approach.} binary field $\mathbb{F} = \text{GF}(2^{8085})$ and when $\mathbb{F} = \text{GF}(2^{8085})$, the number of servers $n-k$ is at most 128. In this case, when 89 nodes are available, Machado et al.’s scheme recovers the four code symbols by downloading 63.83 code symbols. In contrast, Scheme 1 (see Section III) from this work can be defined over $\mathbb{F} = \text{GF}(2^8)$ and allows up to $n-k = 252$ servers. In comparison, the evaluation bandwidth of Scheme 1 only downloads 69.5 code symbols whenever 139 nodes are available while the evaluation bandwidth of Scheme 2 only downloads 66.9 code symbols whenever 107 nodes are available. Nevertheless, Scheme 1 and Scheme 2 perform field operations over a significantly smaller field.

Our task can be stated as follows. Consider a codeword $\mathbf{c} = (c_1, c_2, \ldots, c_n)$ of a Reed-Solomon code of length $n$ and dimension $k$. Without loss of generality, we consider the first...
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downloading as little information as possible from these \( d \) nodes. For ease of exposition, we assume that these \( d \) nodes are distinct from the nodes containing \( c_1, c_2, \ldots, c_\ell \).

The paper is organized as follows. In Section II we introduce all the definitions we need and list state-of-the-art results. In Section III, we provide explicit schemes to recover \( S = \sum_{i=1}^{\ell} n_i c_i \) from some \( d \) available nodes using \textit{trace polynomials} and \textit{subspace polynomials}. While our method builds upon the frameworks of [6], [9], [10], a key feature of our scheme is that it can be adjusted according to the parameters: \( \ell \) (the number of coded symbols in the sum \( S \)) and \( d \) (the number of available nodes). In Section IV, we provide a lower bound for the evaluation bandwidth for Reed-Solomon codes by modifying the techniques in [15] and [16]. In Section V, we perform numerical analysis on our scheme and compare with those in previous work.

II. PRELIMINARIES

Let \([n]\) denote the set of integers \( \{1, 2, \ldots, n\} \) and let \( \mathbb{F} \) denote a finite field. An \( \mathbb{F} \)-linear code \( [n, k] \) code \( \mathcal{C} \) is an \( \mathbb{F} \)-linear subspace of \textit{dimension} \( k \). Each element of \( \mathcal{C} \) is called a codeword. The orthogonal complement to \( \mathcal{C} \) is called the dual code \( \mathcal{C}^\perp \). Then by definition, for each \( \mathcal{C} = (c_1, \ldots, c_i) \in \mathcal{C} \) and \( c^\perp = (c_1^\perp, \ldots, c_i^\perp) \in \mathcal{C}^\perp \), we have that \( \sum_{i=1}^{\ell} n_i c_i^\perp = 0 \). Of interest to this paper is the ubiquitous Reed-Solomon codes [2], [17].

\textbf{Definition 1.} Let \( \mathbb{F}[x] \) denote the ring of polynomials over \( \mathbb{F} \). The Reed-Solomon code \( \text{RS}(W, k) \) of dimension \( k \) with evaluation points \( W = \left\{ \omega_1, \ldots, \omega_n \right\} \subseteq \mathbb{F} \) and code rate \( R = \frac{k}{n} \) is defined as:

\[
\text{RS}(W, k) = \{(f(\omega_1), \ldots, f(\omega_n)) : f \in \mathbb{F}[x], \deg(f) < k \}. 
\]

On the other hand, the \textit{generalized} Reed-Solomon code \( \text{GRS}(W, k, \lambda) \) of dimension \( k \) with evaluation points \( W \) and multiplier \( \lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{F}^n \), where \( \lambda_i \neq 0 \) for all \( i \in [n] \), is defined as:

\[
\text{GRS}(W, k, \lambda) = \{(\lambda_1 f(\omega_1), \ldots, \lambda_n f(\omega_n)) : f \in \mathbb{F}[x], \deg(f) < k \}. 
\]

Clearly, the generalized Reed-Solomon code \( \text{GRS}(W, k, \lambda) \) with multiplier vector \( \lambda = (1, \ldots, 1) \) is a Reed-Solomon code \( \text{RS}(W, k) \) with the same set of evaluation points and dimension. Another important fact is that the dual of \( \text{RS}(W, k) \) is \( \text{GRS}(W, n - k, \lambda) \), where the multiplier vector can be explicitly given as (see, for example [18, Ch. 10.12])

\[
\lambda_i^{-1} = \prod_{j \in [n] \setminus \{i\}} (\omega_i - \omega_j). 
\]

For convenience, when it is clear from context, \( f(x) \) denotes a polynomial of degree at most \( k - 1 \) corresponding to a codeword in \( \text{RS}(W, k) \), while \( r(x) \) denotes a polynomial of degree at most \( n-k-1 \) corresponding to a dual codeword from \( \text{GRS}(W, n - k, \lambda) \). Our low-bandwidth schemes rely on the existence of low-degree polynomials \( r(x) \) and the following relation

\[
\sum_{i=1}^{n} \lambda_i f(\omega_i) r(\omega_i) = 0. 
\]

In what follows, we refer to polynomials \( r(x) \) as \textit{parity-check polynomials} for \( \mathcal{C} \). Of interest, we employ \textit{trace polynomials} and \textit{subspace polynomials}. Formally, we describe our evaluation framework in the next subsection.

A. Trace Recovery Framework

Suppose that \( \mathbb{F} \) is a field extension of \( \mathbb{B} \) of degree \( t > 1 \). Throughout this paper, we refer to the elements of \( \mathbb{F} \) as \textit{symbols} and the elements of \( \mathbb{B} \) as \textit{sub-symbols}. We also denote the nonzero elements of \( \mathbb{F} \) as \( \mathbb{F}_* \). As mentioned in the introduction, a remarkable property of Reed-Solomon codes is the following: for any Reed-Solomon code of dimension \( k \), we can reconstruct the entire word \( v \) by accessing any \( k \) symbols in \( c \). This is also known as the \textit{maximum distance separable} (MDS) property.

Fix \( \ell \geq 1 \) and some \( \ell \)-tuple \( \kappa \in \mathbb{F}_t^\ell \). In this work, we are interested in recovering the weighted sum \( S = \sum_{i=1}^{\ell} n_i \kappa_i \) by accessing some \( d \geq k \) available nodes. The classical approach downloads \( k \) symbols from any \( k \)-subset of the \( d \) available nodes. Over \( \mathbb{B} \), the number of sub-symbols downloaded is \( k t \) and the question we want to address is: can we download less than \( k t \) sub-symbols, especially when \( d \) is much greater than \( k \)? Let us formally define a weighted-sum evaluation scheme for general \( \mathbb{F} \)-linear code.

\textbf{Definition 2.} Let \( \mathbb{F} \) be a degree-\( t \) field extension of \( \mathbb{B} \). Let \( \ell \) and \( d \) be integers and \( \mathcal{C} \) be an \( \mathbb{F} \)-linear code of length \( \ell + d \). We fix a set of coefficients \( \kappa \in \mathbb{F}_t^\ell \). A \( (\kappa, \mathcal{C}) \)-weighted-sum evaluation scheme or shortly \( (\kappa, \mathcal{C}) \)-evaluation scheme is defined to be a collection of \( d \) functions

\[
g_j : \mathbb{F} \to \mathbb{B}^{\ell} \quad \text{for } j \in [d] \]

such that for all codewords \( e \in \mathcal{C} \), the weighted sum \( \sum_{i=1}^{\ell} n_i \kappa_i c_i \) can be computed using values in the set \( \{g_j(c_{j+1}) : j \in [d]\} \). The evaluation bandwidth \( b \) is given by \( \sum_{j=1}^{d} b_j \). If the functions \( g_j(j \in [d]) \) along with the function that determines the weighted sum \( \sum_{i=1}^{\ell} n_i \kappa_i c_i \) are all \( \mathbb{B} \)-linear, we say that the \( (\kappa, \mathcal{C}) \)-evaluation scheme is \( \mathbb{B} \)-linear.

In this work, we limit our attention to \( \mathbb{B} \)-linear evaluation scheme only. To this end, we consider the \textit{trace function} \( \text{Tr} : \mathbb{F} \to \mathbb{B} \) defined as follows: \( \text{Tr}(x) = \sum_{i=0}^{t-1} x | \mathbb{B}^i | \) for \( x \in \mathbb{F} \). It is straightforward to see that the trace function is \( \mathbb{B} \)-linear. Furthermore, \( \text{Tr}(x) \) is a polynomial in \( x \) with degree \( | \mathbb{B} |^{t-1} \). Hence, in this paper, we also refer to \( \text{Tr}(x) \) as a \textit{trace polynomial}. Thus far, we have a function that maps symbols in \( \mathbb{F} \) to sub-symbols in \( \mathbb{B} \). Next, we describe a procedure to recover a symbol in \( \mathbb{F} \) using sub-symbols in \( \mathbb{B} \). If we view \( \mathbb{F} \) as a \( \mathbb{B} \)-linear subspace of dimension \( t \), we can define a \( \mathbb{B} \)-basis \( \{u_1, \ldots, u_t\} \) for \( \mathbb{F} \). Furthermore, there exists a \textit{trace-dual basis} \( \{\tilde{u}_1, \ldots, \tilde{u}_t\} \) for \( \mathbb{F} \) such that \( \text{Tr}(u_i \tilde{u}_j) = 1 \) if \( i = j \), and \( \text{Tr}(u_i \tilde{u}_j) = 0 \), otherwise. The following result plays a crucial role in our evaluation framework.

1974
Proposition 1. [19, Ch. 2] Let \( \{u_1, \ldots, u_t\} \) be a \( \mathbb{B} \)-basis of \( \mathbb{F} \). Then there exists a trace-dual basis \( \{\tilde{u}_1, \ldots, \tilde{u}_t\} \) and we can write each element \( x \in \mathbb{F} \) as \( x = \sum_{i=1}^t \text{Tr}(u_i x) \tilde{u}_i \).

Hence, following [6], our strategy to evaluate \( S \) is to compute \( t \) independent traces \( \text{Tr}(u_i S) \) \((i \in [t])\) by utilizing as little symbols in \( \mathbb{B} \) as possible.

B. Related Work

Our problem of interest bears similarities with certain previous work. Namely, one can obtain the evaluation of a weighted sum by employing a scheme that either repairs multiple erasures or evaluates a weighted sum of all data symbols. Hence, in this subsection, we review state-of-the-art schemes for these scenarios and reformulate their results in terms of \((\kappa, \mathcal{C})\)-evaluation schemes.

Low-bandwidth repair of multiple erasures. Low-bandwidth repair for Reed-Solomon codes was initiated by the pioneering paper of Guruswami and Wootters [6]. In this work, Guruswami and Wootters introduced the trace repair framework and designed an optimal repair scheme for the case of single erasure. Specifically, they used trace polynomials as parity-check polynomials and formed equations to determine the traces to download. Later, in place of trace polynomials, Dau and Milenkovic studied the use of subspace polynomials as parity-check polynomials and designed another class of optimal repair schemes [7]. This setup was then generalized to the case of two and three erasures in centralized and decentralized repair models in papers [9], [10], [15]. The trade-off between the sub-packetization and bandwidth for multiple erasures was investigated in [16], [20]. Herein, we focus on the case of small sub-packetization level (of the order \( \log(n) \)).

We also do not impose restrictions on the set of evaluation points and can choose them to be any set of specific size. This is noticeably different from related secret-sharing schemes in which each secret is represented by a single field symbol (see, for example, [21] and the references therein). Specifically, in [21], the evaluation points, which correspond to secrets, are required to satisfy certain algebraic properties.

Now, suppose that we have a low-bandwidth scheme that repairs \( \ell \) erasures by downloading information from any \( d \) available nodes. Then for \( \kappa \in \mathbb{F}_s^* \), we can first use the repair scheme to recover the coded symbols \( c_1, c_2, \ldots, c_\ell \) and then compute the weighted sum \( S = \sum_{i \in [\ell]} \kappa_i c_i \). Therefore, we obtain an \((\kappa, \mathcal{C})\)-evaluation scheme with the same bandwidth. In the following theorem, we summarize the state-of-the-art results for low-bandwidth repair of multiple erasures.

Theorem 2 ([15, Theorems 2 and 3]). Let \( \mathcal{B} \) and \( \mathcal{A} \) be two disjoint subsets of distinct points in \( \mathbb{F} \) with \( |\mathcal{B}| = \ell \) and \( |\mathcal{A}| = d \) and let \( \kappa \in \mathbb{F}_s^* \). For \( \ell \leq k \leq \ell + d \), let \( \mathcal{C} \) be the Reed-Solomon code \( \text{RS}(\mathcal{B} \cup \mathcal{A}, k) \).

Suppose that \( \mathbb{F} \) is a field extension of \( \mathcal{B} \) with degree \( t \).

(i) If \( s \leq t \) and \( d \geq |\mathcal{B}|*(2\ell - 1) - 2\ell + k + 1 \), there is an \((\kappa, \mathcal{C})\)-evaluation scheme with bandwidth \( d(t - s) \) subsymbols.

(ii) If \( t > \binom{\ell}{2} + \log_{|\mathcal{B}|}(1 + \ell + \binom{\ell}{2}(|\mathcal{B}| - 1)(|\mathcal{B}| - 1)) \) and \( d \geq |\mathcal{B}|^{t-1} - \ell + k \), there is an \((\kappa, \mathcal{C})\)-evaluation scheme with bandwidth \( d\ell - (|\mathcal{B}| - 1)\binom{\ell}{2} \) subsymbols.

Low-bandwidth function evaluation of Reed-Solomon encoded data. Recently, Lenz et al. investigated the problem of designing codes for function evaluation of information symbols transmitted over a noisy channel [22]. In the paper, the authors analyzed the trade-off between channel noise and coding rates for general coding channels. Later, Shutty and Wootters studied such a problem for Reed-Solomon codes and investigated the efficiency on the receiver side [11]. More formally, they introduced the framework for low-bandwidth recovery of weighted sum of Reed-Solomon encoded data while some of the coded symbols may be erased.

Now, suppose that we have such a scheme that can tolerate \( \ell \) erasures by employing \( d \) available nodes. Clearly, for \( \kappa \in \mathbb{F}_s^* \) the weighted sum \( S = \sum_{i \in [\ell]} \kappa_i c_i \) of coded symbols \( c_1, c_2, \ldots, c_\ell \) can be transformed to the weighted sum of information symbols. Therefore, we obtain an \((\kappa, \mathcal{C})\)-evaluation scheme with the same bandwidth. The following theorem formalizes such a result. We defer the explanation on why [11, Theorem 19] translates to the form of Theorem 3 to the extended version [1].

Theorem 3 ([11, Theorem 19]). Let \( \mathcal{B} \) and \( \mathcal{A} \) be two disjoint subsets of distinct points in \( \mathbb{F} \) with \( |\mathcal{B}| = \ell \) and \( |\mathcal{A}| = d \) and let \( \kappa \in \mathbb{F}_s^* \). For \( \ell \leq k \leq \ell + d \), let \( \mathcal{C} \) be the Reed-Solomon code \( \text{RS}(\mathcal{B} \cup \mathcal{A}, k) \). Suppose that \( \mathbb{F} \) is a field extension of \( \mathcal{B} \) with degree \( t \). For any positive number \( s \), if \( |\mathcal{B}|^{t-1}(s+1)+k+1 \leq d \leq |\mathcal{B}|^{t} - \ell \), then there is a \((\kappa, \mathcal{C})\)-evaluation scheme with bandwidth \( d|\mathcal{B}|/s \) subsymbols.

Remark 1. Our notion of low-bandwidth function evaluation of Reed-Solomon encoded data is closely related to information-theoretically secure single-client compact Homomorphic Secret-Sharing (HSS) scheme whose parties jointly compute the sum of the secrets from short messages formed in Section III, while scheme based on subspace polynomials is described in the extended version [1] due to space limitations. Properties of these schemes are summarized in the following theorem.

Theorem 4. Let \( \mathcal{B} \) and \( \mathcal{A} \) be two disjoint subsets of distinct points in \( \mathbb{F} \) with \( |\mathcal{B}| = \ell \) and \( |\mathcal{A}| = d \) and let \( \kappa \in \mathbb{F}_s^* \). For \( \ell \leq k \leq \ell + d \), let \( \mathcal{C} \) be the Reed-Solomon code \( \text{RS}(\mathcal{B} \cup \mathcal{A}, k) \).

(i) Suppose \( \mathbb{F} \) is a field extension of \( \mathcal{B} \) with degree \( t \). If \( d \geq \ell|\mathcal{B}|^{t-1} - \ell + k \), then Scheme 1 is a \((\kappa, \mathcal{C})\)-weighted sum evaluation scheme with bandwidth \( d \) subsymbols.
(ii) Suppose further \( W \) is a \( B \)-linear subspace of \( F \) with dimension \( s \). If \( d \geq \ell |B| - \ell + k \), then Scheme 2 is a \((k, C)\)-weighted sum evaluation scheme with bandwidth \( d(t-s) \) subsymbols.

Our next result is a lower bound on the evaluation bandwidth of weighted-sum schemes involving Reed-Solomon codes.

**Theorem 5.** Let \( B \) and \( A \) be two disjoint subsets of distinct points in \( F \) with \( |B| = \ell \) and \( |A| = d \). For \( \ell \leq k \leq \ell + d \), let \( C \) be the Reed-Solomon code \( RS(B \cup A, k) \). Then for any \( \kappa \in F^\ell \), we have that the evaluation bandwidth is at least \( b_{\min} \) subsymbols where

\[
b_{\min} = n_0 \left[ \log_2 |B| + (d - n_0) \left[ \log_2 |F| \right] \right], \tag{4}
\]

and

\[
n_0 = \left\lfloor \frac{L - d |B| - \left\lfloor \log_2 |\frac{B}{F} - \log_2 |F| \right\rfloor}{\left| B - \log_2 |\frac{B}{F}) \right|} \right\rfloor , \tag{5}
\]

\[
L = \frac{1}{|F|} \left( (|F| - 1)(\ell + d - k - 1) + d \right). \tag{6}
\]

It is clear that any \( \ell \leq k \) code symbols of the Reed-Solomon code are linearly independent as vectors over \( B \), hence we cannot recover \( \ell \) erased code symbols with bandwidth smaller than those for evaluation of their weighted sum. As a result, we can formulate the following corollary.

**Corollary 6.** Let \( B \) and \( A \) be two disjoint subsets of distinct points in \( F \) with \( |B| = \ell \) and \( |A| = d \). For \( \ell \leq k \leq \ell + d \), let \( C \) be the Reed-Solomon code \( RS(B \cup A, k) \). Then for erased symbols \( c_1, c_2, \ldots, c_\ell \) we have that the recovery bandwidth is at least \( b_{\min} \) subsymbols, as defined by (4), (5) and (6).

**Remark 2.** It is clear that for \( \ell = 1 \), results of Theorems 4 and 5 coincide with results for one coded symbol recovery from [6], [7].

### III. LOW-BANDWIDTH EVALUATION SCHEMES

In this section, we provide low-bandwidth schemes that evaluate the weighted sum of \( \ell \) Reed-Solomon code symbols. Throughout this section, we set \( B \triangleq \{\beta_1, \ldots, \beta_\ell\} \) and \( A \triangleq \{\alpha_1, \ldots, \alpha_d\} \) to be two disjoint subsets of distinct points in \( F \). Hence, we have that \( \ell + d \leq |F| \). We further choose \( f(x) \) to be a polynomial over \( \mathbb{F} \) with degree less than \( k \). Suppose we have \( d \geq k \) nodes and for \( j \in [d] \) we store in node \( j \) the value \( f(\alpha_j) \). Next, we fix an \( \ell \)-tuple of coefficients \( \kappa \in F^\ell \), and our task is to compute \( S = \sum_{i=1}^{\ell} \kappa_i f(\beta_i) \) by downloading as little symbols from the other \( d \) nodes. Specifically, we provide an \((\kappa, C)\)-weighted-sum evaluation scheme where \( C \) is the Reed-Solomon code \( RS(B \cup A, k) \). To this end, we consider a base field \( \mathbb{F} \) such that \( F \) is a field extension of degree \( t \) over \( \mathbb{F} \). We let \( \{u_1, \ldots, u_t\} \) be a \( B \)-basis of \( F \) and \( \{\tilde{u}_1, \ldots, \tilde{u}_t\} \) be the corresponding dual basis. Our first scheme (Scheme 1) uses trace polynomials and it demonstrates our general framework. Scheme 2 uses subspace polynomials in lieu of trace polynomials, however, due to space limitation, we defer the discussion of Scheme 2 to the extended version [1].

**Proof of Theorem 4(i).** First, it is straightforward verify that only one sub-symbol in \( B \) is downloaded from each node. Hence, the evaluation bandwidth is \( d \).

Next, we show that Scheme 1 is correct. Crucially, we prove that (9) holds for all \( i \in [t] \). Now, since \( (f(\omega))_{\omega \in B^{t \cup A}} \) belongs
to RS(\(B \cup A, k\)), we consider its dual code GRS(\(B \cup A, n - k, \lambda\)) where \(\lambda\) is defined by (1). Next, we use trace polynomials to form parity check polynomials. For \(i \in [\ell]\), let

\[
  r_i(x) = \frac{g(x)\text{Tr} \left( u_i \prod_{j \in [\ell]} (x - \beta_j) \right)}{\prod_{j \in [\ell]} (x - \beta_j)},
\]

where \(g(x)\) and \(\lambda\) are defined by (8) and (1), respectively.

Observe that \(g(\beta_j) = \kappa_j/\lambda_j\) for all \(j \in [\ell]\). Hence, \(r_i(\beta_j) = \kappa_j u_i\) for all \(j \in [\ell]\). Furthermore, the polynomial \(r_i(x)\) has degree \(\ell - 1 + \ell |B|^{t-1} - \ell = \ell |B|^{t-1} - 1\). As \(d \geq \ell |B|^{t-1} - \ell + k\), the polynomial \(r_i(x)\) is indeed a parity-check polynomial for \(f(x)\). So, it follows from (2) that for \(i \in [\ell]\),

\[
  u_i \kappa_1 f(\beta_1) + \ldots + u_i \kappa_\ell f(\beta_\ell) = - \sum_{j \in [d]} r_i(\alpha_j) \lambda_{\ell+j} f(\alpha_j) \tag{11}
\]

Applying the trace function to both sides of the equation and utilizing its linearity, we obtain

\[
  \text{Tr}(u_iS) = \text{Tr} \left( u_i \sum_{j \in [\ell]} \kappa_j f(\beta_j) \right) = - \sum_{j \in [d]} \text{Tr}(r_i(\alpha_j) \lambda_{\ell+j} f(\alpha_j)) = - \sum_{j=1}^d \sigma_{i,j} \tau_j.
\]

\[\square\]

IV. LOWER BOUND ON EVALUATION BANDWIDTH

Henceforth, \(F\) is an extension field of \(B\) with degree \(t\). Hence, each element in \(F\) can be considered as a column vector of length \(t\) over \(B\). In particular, we represent a vector in \(F^d\) as a \((t \times d)\)-matrix \(M\) over \(B\). Then we use \(\text{rank}_B(M)\) to denote the rank of \(M\) over \(B\). We also adopt the following matrix-vector notation. For a matrix \(M\), we use \(M[i, j]\) to denote the entry in the \(i\)-th row and \(j\)-th column. Moreover, we use \(M[i, :]\) and \(M[ :, j]\) to refer to the \(i\)-th row and \(j\)-th column of \(M\), respectively.

**Definition 3.** Let \(C \subseteq F^{\ell+d}\) be an \(F\)-linear code. Let us fix \(\kappa \in F^t\). Then an \((\ell + d) \times t\) matrix \(M\) whose entries belong to \(F\) is called a \((\kappa, C)\)-evaluation matrix with bandwidth \(\beta\) if the following conditions hold:

1. Columns of \(M\) are codewords in the dual code \(C^\perp\).
2. For \(i \in [\ell]\), the following holds:
   \[
   \left( \prod_{k \neq i} \kappa_k \right) M[1, :] = \ldots = \left( \prod_{k \neq \ell} \kappa_k \right) M[\ell, :].
   \]
   For convenience, we set \(M_0 = \left( \prod_{k \neq i} \kappa_k \right) M[1, :]\).
3. We have that \(\sum_{j \in [d]} \text{rank}_B M[\ell + j, :] = \beta\).

Using this notion of evaluation matrix, we characterize when a code \(C\) admits an evaluation scheme with certain bandwidth.

**Theorem 7.** Let \(C \subseteq F^{\ell+d}\) be an \(F\)-linear code and \(\kappa \in F^t\). Then \(C\) admits a \((\kappa, C)\)-weighted-sum evaluation scheme with bandwidth \(\beta\) if and only if there exists a \((\kappa, C)\)-evaluation matrix with bandwidth \(\beta\) subsums that satisfies the conditions in Definition 3.

Due to space limitation, we defer the proof of Theorem 7 to the extended version [1]. Characterizing the evaluation matrix of Reed-Solomon code in terms of parity-check polynomials of its dual code, we provide a lower bound for the evaluation bandwidth of a \((\kappa, C)\)-evaluation scheme formulated in Theorem 5. Due to space limitation, we also defer its proof to the extended version [1]. It is clear that any \(\ell \leq k\) code symbols of the Reed-Solomon code are linearly independent as vectors over \(B\), hence we cannot recover \(\ell\) erased code symbols with bandwidth smaller than those for evaluation of their weighted sum. As a result, we can formulate the corollary 6.

V. NUMERICAL RESULTS

In this section, we compare the evaluation bandwidth of our schemes with those in previous work and lower bounds. Motivated by practical applications, we consider the following scenario. We vary the number of available nodes \(d\) while the size \(\ell\) of the weighted sum is fixed. We set \(\ell = 2\) and \(k = 79\).

Consider \(F = GF(2^8)\) and \(n = |F| - \ell = 254\) nodes. Hence, the classical evaluation scheme can compute any weighted sum \(S\) of two coded symbols using any \(k = 79\) coded symbols, or equivalently, downloading 632 bits from any 79 available nodes. Suppose that \(d = 141\) nodes are available. Then Schemes 1 and 2 are able to evaluate \(S\) with 436 and 423 bits, respectively. In contrast, the schemes in Theorem 2(i) [15] and Theorem 2(ii) [15] have evaluation bandwidth 496 and 558 bits, respectively, while the schemes in Theorem 3 [11] is unable to improve the classical evaluation bandwidth. Suppose further that all \(d = 254\) nodes are available. Then the evaluation bandwidth of both Schemes 1 and 2 is 410 bits. In contrast, the schemes in Theorem 2(i, ii) [15] have evaluation bandwidth 496 and 409 bits, respectively, while the schemes in Theorem 3 [11] cannot improve the classical evaluation bandwidth. We do note that such an improvement of scheme in Theorem 2(ii) [15] over our Schemes 1 and 2 can be obtained only for the fields of small size and high number of available nodes \(d\). In Figure 1, we complete the picture and provide the evaluation bandwidth for various schemes and lower bounds for \(79 \leq d \leq 254\). We do note that during plotting the graph hereinafter we take minimum overall bandwidth for a smaller or equal number of available nodes. We also emphasize the significant gap between constructions and lower bounds that grows with the increase of \(d\). Another observation is that our scheme is beneficial against competing approaches in case of large values of \(k\) and small values of \(\ell\).
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