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ABSTRACT. The tempered fractional diffusion equation could be recognized as the generalization of the classic fractional diffusion equation that the truncation effects are included in the bounded domains. This paper focuses on designing the high order fully discrete local discontinuous Galerkin (LDG) method based on the generalized alternating numerical fluxes for the tempered fractional diffusion equation. From a practical point of view, the generalized alternating numerical flux which is different from the purely alternating numerical flux has a broader range of applications. We first design an efficient finite difference scheme to approximate the tempered fractional derivatives and then a fully discrete LDG method for the tempered fractional diffusion equation. We prove that the scheme is unconditionally stable and convergent with the order $O(h^{k+1} + \tau^{2-\alpha})$, where $h$, $\tau$ and $k$ are the step size in space, time and the degree of piecewise polynomials, respectively. Finally numerical experiments are performed to show the effectiveness and testify the accuracy of the method.

1. Introduction. Anomalous diffusion models which better describe transport processes in complex heterogeneous systems are the fluid limit of a time random walk with a probability distribution function for the displacements and the waiting times. In fact, from a view of practice, upper bounds are existed on the waiting times between the displacements that a particle could do or on these displacements. Thus one should consider these upper bounds in the model. In order to recover finite moments, truncating waiting time probability distribution function and the
displacements is a feasible method. Mantegna and Stanley [23] and Koponen [14] applied truncated Lévy processes to get rid of large displacements. Rosiński [29] replaced the sharp cutoff by a smooth exponential damping of the tails of the probability distribution function. In the fluid limits, exponentially tempered Lévy processes result in a tempered fractional diffusion equation [1]. If the waiting times are tempered, a fractional diffusion equation with a tempered time derivative will be modeled [24]. For more works in this respect readers can refer to [4, 36].

In recent years, many numerical methods are presented to solve fractional sub-diffusion and superdiffusion equations, for example, finite difference methods [6, 9, 15, 16, 25, 32, 31, 28, 22, 30], finite element methods [7, 33, 17, 43, 13, 8], spectral methods [3, 19, 21], discontinuous Galerkin methods [34]. Other numerical methods such as homotopy perturbation method and the variational method also works very efficiently, for details the readers can refer to [20, 27]. However, compared with a lot of papers on numerical methods of fractional partial differential equations, the literature about the tempered fractional differential equations is limited. Li and Deng [18] proposed some high-order schemes based on the weighted and shifted Grünwald difference operators to solve the space tempered fractional diffusion equations. In [39], Yu et al. analyzed the third order difference schemes for the space tempered fractional diffusion equations. In [1], Baeumera and Meerschaert developed a finite difference scheme to solve the tempered fractional diffusion equation, and discussed the stability and convergence of the method. Cartea and delCastillo-Negrete [2] considered a finite difference method for the tempered fractional Black-Merton-Scholes equation. Hanert and Piret [10] developed a pseudo-spectral method based on a Chebyshev expansion in space and time to discretize the space-time fractional diffusion equation with exponential tempering in both space and time, and proved that the proposed scheme yields an exponential convergence when the solution is smooth. Zhang et al. [40] discussed a high-order finite difference scheme for the tempered fractional Black-Scholes equation. Hao et al. [11] discussed a second-order difference scheme for the time tempered fractional diffusion equation, and analyzed its stability and convergence.

In order to broaden the applicable range of tempered fractional diffusion models, it is meaningful and challenging to construct high-order numerical schemes for the model equation. The discontinuous Galerkin (DG) methods is naturally formulated for any order of accuracy in each element, and is flexible and efficient in terms of mesh and shape functions [42]. In this paper, we will present a fully discrete local discontinuous Galerkin (LDG) method based on generalized alternating numerical fluxes to solve the tempered fractional diffusion equation

\begin{equation}
C_0^\gamma D_t^\alpha u(x, t) + \rho u(x, t) \frac{\partial^2 u(x, t)}{\partial x^2} = f(x, t), \quad (x, t) \in (a, b) \times (0, T],
\end{equation}

with the initial solution \(u(x, 0) = u_0(x)\), where \(f\) and \(u_0\) are given smooth functions, and \(\rho > 0\) is the constant reaction rate. Here

\begin{equation}
C_0^\gamma D_t^\alpha u(x, t) = e^{-\gamma t} C_0^\gamma D_t^\alpha \left[ e^{\gamma t} u(x, t) \right] = \frac{e^{-\gamma t}}{\Gamma(1 - \alpha)} \int_0^t \frac{\partial}{\partial s} \left[ e^{\gamma s} u(x, s) \right] \frac{ds}{(t - s)^\alpha},
\end{equation}

is the tempered fractional derivative of order \(0 < \alpha < 1\), with \(\Gamma(\cdot)\) being the Gamma function. In this paper we do not pay attention to boundary condition, hence the solution is considered to be either periodic.

The outline of the paper is as follows. In Sect. 2 we first introduce a finite difference scheme to approximate the tempered fractional derivatives, and then a
fully discrete LDG method for the tempered fractional equation (1) based on the
generalized alternating numerical fluxes. Stability and convergence are discussed in
Sect. 3 and Sect. 4, respectively. Numerical examples are provided to show the
accuracy and capability of the scheme in Sect. 5. Some concluding remarks are
given in the final section.

2. Fully-discrete LDG scheme. As the usual treatment in LDG method, we
rewrite equation (1) as the equivalent first-order system:

\begin{equation}
\dot{p} = u_x, \quad C D_0^\alpha \gamma u(x, t) + \rho u(x, t) - p_x = f.
\end{equation}

Let \( M \) be a positive integer, and denote \( \tau = T/M \) be the time step and \( t_n = n\tau \) be
mesh point, with \( n = 0, 1, \ldots, M \). Namely, we would like to seek the approximation solutions \( u^n \) and \( p^n \) in the discontinuous finite element space.

Firstly consider the discretization of tempered fractional derivative \( C D_0^\alpha \gamma u(x, t) \). At any time level \( t_n \), it is approximated as follows

\begin{equation}
C D_0^\alpha \gamma u(x, t_n) = \frac{e^{-\gamma t_n}}{\Gamma(1-\alpha)} \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} \frac{\partial}{\partial s} \left[ e^{\gamma s} u(x, s) \right] \frac{ds}{(t_n-s)^\alpha} = \Phi^n(x) + \mu^n(x),
\end{equation}

where

\begin{equation}
\Phi^n(x) = \frac{e^{-\gamma t_n}}{\Gamma(1-\alpha)} \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} \frac{e^{\gamma s} u(x, s) - e^{-\gamma t_i} u(x, t_i)}{\tau} ds \frac{ds}{(t_n-s)^\alpha},
\end{equation}

and \( \mu^n(x) \) is the truncation error in time direction. Similar to the proof in \([21]\), we
can know that

\begin{equation}
\|\mu^n(x)\| \leq C \tau^{2-\alpha},
\end{equation}

where the bounding constant \( C > 0 \) depends on \( T, \alpha \) and \( u \). Further manipulation yields

\begin{align*}
\Phi^n(x) &= \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} b_{n-i-1} e^{-\gamma \tau (n-i-1)} u(x, t_{i+1}) - e^{-\gamma \tau (n-i)} u(x, t_i) \\
&= \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} b_i e^{-\gamma \tau} u(x, t_{n-i}) - e^{-\gamma \tau (i+1)} u(x, t_{n-i-1}) \\
&= (\Delta t)^{-\alpha} \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} (u(x, t_n) + \sum_{i=1}^{n-1} (b_i - b_{i-1}) e^{-\gamma \tau} u(x, t_{n-i}) - b_{n-1} e^{-\gamma \tau} u(x, t_0)),
\end{align*}

where \( b_i = (i + 1)^{1-\alpha} - i^{1-\alpha} \).

Let \( a = x_{\frac{1}{2}} < x_{\frac{3}{2}} < \cdots < x_{N+\frac{1}{2}} = b \), where \( N \) is an integer. Define \( I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \) with the cell length \( h_j = x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}} \), for \( j = 1, \ldots, N \), and denote \( h = \max h_j \). We assume the partition is quasi-uniform mesh, that is, there exists
a positive constant \( \kappa \) independent of \( h \) such that \( h_j \geq \kappa h \). The associated
discontinuous Galerkin space \( V_h^k \) is defined as

\[ V_h^k = \{ v : v \in P^k(I_j), x \in I_j, j = 1, 2, \cdots N \} \]

As usual, at each cell interfaces \( x_{j+\frac{1}{2}} \), we use \( v^+_{j+\frac{1}{2}} \) and \( v^-_{j+\frac{1}{2}} \), respectively, to denote the values from the right cell \( I_{j+1} \) and from the left cell \( I_j \). Furthermore, the jump
and the weighted average are denoted by

\[ [v]_{j+\frac{1}{2}} = u^+_j - u^-_j, \quad (\delta v)_{j+\frac{1}{2}} = \delta u^+_j + (1 - \delta)u^-_j, \]

where \( \delta \) is the given weight.

Now we are ready to define the fully-discrete LDG scheme. The numerical solutions satisfy

\[
\left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \right) \int_\Omega u_h^n v dx + \int_\Omega p_h^n w dx - \sum_{j=1}^{N} \left( \left( \phi_h^n v^- \right)_{j+\frac{1}{2}} - \left( \phi_h^n v^+ \right)_{j-\frac{1}{2}} \right) = \int_\Omega f^n v dx,
\]

for all test functions \( v, w \in V_h^k \). The hat terms in (9) in the cell boundary terms from integration by parts are the so-called numerical fluxes. Instead of using the purely alternating numerical fluxes as \([35, 38, 37, 41]\), the novelty of this paper is taking the following generalized alternating numerical fluxes

\[
\hat{u}_h^n = (u_h^n)^{\delta}, \quad \hat{p}_h^n = (p_h^n)^{(1 - \delta)},
\]

with a given parameter \( \delta \neq \frac{1}{2} \). If taking \( \delta = 0 \) or 1, it will be purely alternating numerical fluxes.

For the convenience of the notations and analysis, we would like to introduce a compact form of the above scheme. Adding up two equations in (9), we have

\[
\left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2 - \alpha)} \right) \int_\Omega u_h^n v dx + \int_\Omega p_h^n w dx + \mathcal{F}_\Omega(u_h^n, p_h^n; w, v)
\]

3. **Stability analysis.** For the sake simplifying the notations and without lose of generality, we take \( f = 0 \) in its numerical analysis. For the stability for the scheme (9), we have the following result.

**Theorem 3.1.** For periodic or compactly supported boundary conditions, the fully-discrete LDG scheme (9) is unconditionally stable, and the numerical solution \( u_h^n \) satisfies

\[
\|u_h^n\| \leq \|u_h^0\|, \quad n = 1, 2, \cdots, M.
\]
Hence, we can get the following inequality easily

\[ \left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \right) \| u^n_h \|^2 + \| p^n_h \|^2 + \mathcal{F}_\Omega(u^n_h, p^n_h; p^n_h, u^n_h) \]

\[ = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \left( \sum_{i=1}^{n-1} (b_{i-1} - b_i) e^{-\gamma \tau} \int_{\Omega} u^n_{i-1} u^n_i dx + b_{n-1} e^{-\gamma \tau} \int_{\Omega} u^n_0 u^n_1 dx \right). \]  \tag{14}

Proof. Taking the test functions \( v = u^n_h, w = p^n_h \) in (11), we obtain

\[ \left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \right) \| u^n_h \|^2 + \| p^n_h \|^2 + \mathcal{F}_\Omega(u^n_h, p^n_h; p^n_h, u^n_h) \]

\[ = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \left( \sum_{i=1}^{n-1} (b_{i-1} - b_i) e^{-\gamma \tau} \int_{\Omega} u^n_{i-1} u^n_i dx + b_{n-1} e^{-\gamma \tau} \int_{\Omega} u^n_0 u^n_1 dx \right). \]  \tag{15}

In each cell \( I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \), we have

\[ \mathcal{F}_I(u^n_h, p^n_h; p^n_h, u^n_h) = \int_{I_j} u^n_h (p^n_h)_x dx - ((u^n_h)^{(j)} (p^n_h))_{j+\frac{1}{2}} + ((u^n_h)^{(j)} (p^n_h))_{j-\frac{1}{2}} \]

\[ + \int_{I_j} p^n_h (u^n_h)_x dx - ((p^n_h)^{(j)} (u^n_h))_{j+\frac{1}{2}} + ((p^n_h)^{(j)} (u^n_h))_{j-\frac{1}{2}} \]

\[ = ((u^n_h)^{-} (p^n_h)^{-})_{j+\frac{1}{2}} - ((u^n_h)^{+} (p^n_h)^{+})_{j-\frac{1}{2}} - ((u^n_h)^{-} (p^n_h)^{-})_{j+\frac{1}{2}} + ((u^n_h)^{+} (p^n_h)^{+})_{j-\frac{1}{2}} \]

\[ + ((u^n_h)^{(j)} (p^n_h)^{+})_{j-\frac{1}{2}} - ((p^n_h)^{(1-\delta)} (u^n_h)^{-})_{j+\frac{1}{2}} + ((p^n_h)^{(1-\delta)} (u^n_h)^{+})_{j-\frac{1}{2}}. \]  \tag{15}

After some detailed analysis, and sum (15) from 1 to \( N \) over \( j \), we can get the following identity

\[ \mathcal{F}_\Omega(u^n_h, p^n_h; p^n_h, u^n_h) = 0. \]  \tag{16}

Next, we prove Theorem 3.1 by mathematical introduction.

Notice the fact that \( e^{-\gamma \tau} \leq 1 \) for any \( i \geq 0 \). Let \( n = 1 \) in (14), we can obtain

\[ \left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \right) \| u^1_h \|^2 + \| p^1_h \|^2 = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} b_0 e^{-\gamma \tau} \int_{\Omega} u^0_h u^1_h dx \]

\[ \leq \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} b_0 \| u^0_h \| \| u^1_h \|. \]

Since \( b_0 = 1 \), we have \( \| u^1_h \| \leq \| u^0_h \| \).

Suppose that we have proved for the given integer \( P \) the following inequalities

\[ \| u^m_h \| \leq \| u^0_h \|, \quad m = 1, 2, \ldots, P. \]

Letting \( n = P + 1 \) and taking the test functions \( v = u^{P+1}_h \) and \( w = p^{P+1}_h \) in (14), we can obtain

\[ \left( \rho + \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \right) \| u^{P+1}_h \|^2 + \| p^{P+1}_h \|^2 \]

\[ \leq \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \left( \sum_{i=1}^{P} (b_{i-1} - b_i) \| u^{P+1-i}_h \| \| u^{P+1}_h \| + b_P \| u^0_h \| \| u^{P+1}_h \| \right) \]

\[ \leq \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \left( \sum_{i=1}^{P} (b_{i-1} - b_i) + b_P \right) \| u^0_h \| \| u^{P+1}_h \| \]

\[ = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} b_0 \| u^0_h \| \| u^{P+1}_h \|. \]

Hence, we can get the following inequality easily

\[ \| u^{P+1}_h \| \leq \| u^0_h \|, \]

which implies the conclusion of this theorem. \( \square \)
4. Error estimate. In this section we present the error estimate. To do that, let us firstly recall some important results.

For any periodic function \( \omega \) defined on \([a, b]\), the generalized Gauss-Radau projection \([26, 5]\), denoted by \( P_\delta \omega \), is the unique element in \( V_h \). Let \( \omega^e = P_\delta \omega - \omega \) be the projection error. When \( \delta \neq \frac{1}{2} \), it satisfies for \( j = 1, 2, \ldots, N \), that
\[
\int_{I_j} \omega^e v dx = 0, \quad \forall v \in P^{k-1}(I_j), \quad \text{and} \quad (\omega^e)^{(\delta)}_{j+\frac{1}{2}} = 0.
\]  
(17)

We have the following conclusion \([5]\).

**Lemma 4.1.** Let \( \delta \neq \frac{1}{2} \). If \( \omega \in H^{s+1}[a, b] \), there holds
\[
\| \omega^e \| + h^{\frac{s}{2}} \| \omega^e \|_{L^2(\Gamma_h)} \leq C h^{\min(k+1,s+1)} \| \omega \|_{s+1},
\]  
where the bounding constant \( C > 0 \) is independent of \( h \) and \( \omega \). Here \( \Gamma_h \) denotes the set of boundary points of all elements \( I_j \), and
\[
\| \omega^e \|_{L^2(\Gamma_h)} = \left( \frac{1}{2} \sum_{i=1}^{N} ((\omega^e)^{+})_{i-\frac{1}{2}}^2 + ((\omega^e)^{-})_{i+\frac{1}{2}}^2 \right)^{\frac{1}{2}}.
\]

Also we will use the following conclusion \([12, 43]\).

**Lemma 4.2.** If \( \psi^n \geq 0, n = 1, 2, \ldots, N, \psi^0 = 0, \chi > 0, d_i > 0, i = 1, 2, \ldots, l, \)
\[
\psi^n \leq \sum_{k=1}^{n-1} (b_{k-1} - b_k) \psi_{n-k} + \chi,
\]  
(19)

then we have
\[
\psi^n \leq C (\tau)^{-\alpha} \chi,
\]
where \( C \) is a positive constant independent of \( h \) and \( \tau \).

In the present paper we use the notation \( C \) to denote a positive constant which may have a different value in each occurrence. The usual notation of norms in Sobolev spaces will be used. Denote by \((\cdot, \cdot)_D\) the inner product on \( L^2(D) \), with the associated norm by \( \| \cdot \|_D \). If \( D = \Omega \), we drop \( D \).

Now we are ready to present the following estimate.

**Theorem 4.3.** Let \( u(x, t_n) \) be the exact solution of the problem (1), which is sufficiently smooth with bounded derivatives, Let \( u^n_h \) be the numerical solution of the fully discrete LDG scheme (9), then there holds the following error estimates
\[
\| u(x, t_n) - u^n_h \| \leq C (h^{k+1} + \tau^{2-\alpha}),
\]
where \( C \) is a constant depending on \( u, T, \alpha \).

**Proof.** Consider the separation of numerical error in the form
\[
e^n_u = u(x, t_n) - u^n_h = \xi^n_u - \eta^n_u, \quad \xi^n_u = P_\delta e^n_u, \quad \eta^n_u = P_{1-\delta} u(x, t_n) - u(x, t_n),
\]
\[
e^n_p = p(x, t_n) - p^n_h = \xi^n_p - \eta^n_p, \quad \xi^n_p = P_{1-\delta} e^n_p, \quad \eta^n_p = P_{1-\delta} p(x, t_n) - p(x, t_n).
\]  
(20)

Here \( \eta^n_u \) and \( \eta^n_p \) have been estimated by Lemma 4.1. In what following we are going to estimate \( \xi^n_u \) and \( \xi^n_p \).
Based on the stability result (16), and notice \( \rho > \), have

\[
\text{By the definitions of } P_\beta \text{ for } u \text{ and } P_{1-\beta} \text{ for } p, \text{ it is easy to see that }
\]
\[
F_\Omega(\eta_u^n, \eta_p^n; \xi_u^n, \xi_p^n)) = 0.
\]

Based on the error decomposition (20), and taking the test functions \( v = \xi_u^n \) and \( w = \xi_p^n \) in (21), we have the following error equations

\[
\left( \rho + \frac{\tau-\alpha}{\Gamma(2-\alpha)} \right) \int_{\Omega} \varepsilon_u^n v dx + \int_{\Omega} \mu^n(x) v dx + \int_{\Omega} e^n_p w dx + F_\Omega(e_u^n, e_p^n; v, w) = 0
\]

\[
- \frac{\tau-\alpha}{\Gamma(2-\alpha)} \left( \sum_{i=1}^{n-1} (b_{i-1} - b_i) e_i^{-i+1} \right) \int_{\Omega} e_{n-i}^n v dx + b_{n-1} e_{n-1}^{-n} \int_{\Omega} e_0^n v dx = 0.
\]

(21)

By the definitions of \( P_\beta \) for \( u \) and \( P_{1-\beta} \) for \( p \), it is easy to see that

\[
F_\Omega(\eta_u^n, \eta_p^n; \xi_u^n, \xi_p^n)) = 0.
\]

Based on the stability result (16), and notice \( \rho > 0, P_\beta e_0^0 = 0 \), from (22) we can have

\[
\| \xi_u^n \|^2 + \| \xi_p^n \|^2 = \sum_{i=1}^{n-1} (b_{i-1} - b_i) e_i^{-i+1} \int_{\Omega} \xi_{n-i}^n \xi_u^n dx + \beta \int_{\Omega} \mu^n(x) \xi_u^n dx
\]

\[
+ \beta \int_{\Omega} \eta_{n-i}^n \xi_u^n dx + \mathcal{G},
\]

(23)

where \( \beta = \tau^n \Gamma(2-\alpha) \), and

\[
\mathcal{G} = \rho \beta \int_{\Omega} \eta_{n-i}^n \xi_u^n dx + \int_{\Omega} \eta_{n-i}^n \xi_p^n dx
\]

\[
- \left( \sum_{i=1}^{n-1} (b_{i-1} - b_i) e_i^{-i+1} \right) \int_{\Omega} \eta_{n-i}^n \xi_u^n dx + \eta_{n-1}^n \xi_u^n dx
\]

\[
= \rho \beta \int_{\Omega} \eta_{n-i}^n \xi_u^n dx + \tau \sum_{i=0}^{n-1} b_i \int_{\Omega} \partial_t e_i^{-i+1} \eta_{n-i}^n \xi_u^n dx,
\]

here the simplified notation is used,

\[
\partial_t \varphi(x, t_k) = \frac{\varphi(x, t_k) - \varphi(x, t_{k-1})}{\tau}.
\]

With the help of

\[
\| \partial_t e_i^{-i+1} \eta_{n-i}^n \| \leq \frac{e^{-t_{n-i}^{-1}}}{\tau} \int_{t_{n-i}^{-1}}^{t_{n-i}^{-1}} \| \partial_t \eta_u(x, t) \| dt \leq Ch^{k+1},
\]
then we can get
\[ \|G\| \leq \tau \sum_{i=0}^{n-1} b_i \| \partial_t e^{-i\gamma \tau} \eta_0^{n-i} \| \| \xi_u^n \| + Ch^{k+1} \| \xi_u^n \| \]
\[ \leq Ch^{k+1} \tau \sum_{i=0}^{n-1} b_i \| \xi_u^n \| + Ch^{k+1} \| \xi_u^n \| \]  
\[ \leq Ch^{k+1} \tau^{1-\alpha} \| \xi_u^n \| \]
\[ \leq CT^{1-\alpha} h^{k+1} \| \xi_u^n \|. \]  
\[ (24) \]
Similarly we have
\[ | - \beta \int_\Omega \gamma^n(x) \xi_u^n dx | \leq C \tau^2 \| \xi_u^n \|. \]  
\[ (25) \]
An application of Young inequality yields
\[ | \beta \int_\Omega \eta^n_p \xi_p^n dx | \leq \frac{\beta^2}{4 \varepsilon} \| \eta_p^n \|^2 + \varepsilon \| \xi_p^n \|^2, \]
\[ (26) \]
where \( \varepsilon \) is a small constant.

By mean of \( e^{-i\gamma \tau} \leq 1 \), and (24), (25), (26), from (27) we can obtain
\[ \| \xi_u^n \| \leq \sum_{i=1}^{n-1} (b_{i-1} - b_i) \| \xi_u^{n-i} \| + C(\tau^2 + h^{k+1}(\tau)^\alpha). \]  
\[ (27) \]
By Lemma 4.2, we can obtain the following result immediately
\[ \| \xi_u^n \| \leq C(\alpha^{k+1} + \tau^{2-\alpha}). \]

Finally, Theorem 4.3 follows by the triangle inequality and Lemma 4.1. \( \square \)

5. **Numerical examples.** In this section some numerical examples are carried out to illustrate the accuracy and capability of the method. With the help of successive mesh refinements we have verified that the scheme is numerically convergent.

**Example 5.1.** Considering tempered fractional equation (1) in \( \Omega = [0,1] \) with \( \rho = 0 \), the corresponding forcing term \( f(x,t) \) is of the form
\[ f(x,t) = 2e^{-\gamma t} \sin(2\pi x) + 4\pi^2 t^2 e^{-\gamma t} \sin(2\pi x), \]
\[ (28) \]
then the exact solution is \( u(x,t) = e^{-\gamma t} \sin(2\pi x) \). The time step is \( \tau = 1/M \) and \( N \) is the number of the mesh in space.

First, Spatial accuracy of the scheme (9) is tested by taking a sufficiently small step sizes \( \tau = 1/1000 \) in time. We divide the space into \( N \) elements to form the uniform mesh and then randomly perturb the coordinates by 10% to construct the nonuniform mesh. We list both the \( L^2 \)-norm and \( L^\infty \)-norm errors, and the numerical orders of accuracy at time \( T = 1 \) for several \( \alpha \)s and \( \delta \)s, for both the uniform and nonuniform meshes in Table 1-4. One can find that the errors attain \((k+1)\)-th order of accuracy for piecewise \( P^k \) polynomials.

Secondly, we will test the temporal accuracy of the scheme (9) with generalized alternating numerical fluxes (10). We take a sufficiently small step sizes \( h = 1/200 \) so that the space discretization error is negligible as compared with the time error. The expected \((2-\alpha)\)-th order convergence of scheme (9) in time could be seen in Table 5.
Table 1. Spatial accuracy test on uniform meshes with generalized alternating numerical fluxes when $\delta = 0.3$, $\gamma = 2, M = 10^3, T = 1$.

| $\delta$ | $\alpha$ | $P^k$ | $N$ | $L^2$-error order | $L^\infty$-error order |
|---------|---------|------|-----|--------------------|------------------------|
| $0.1$   | $5.3$   | 3.600997655347402E-002 | 8.470765811325168E-002 | $1.00$ | 1.00 |
|         | $10.1$  | 1.751495701129877E-002 | 2.125369555415509E-002 | $1.00$ | 1.00 |
| $P^0$   | 20.8   | 698273697461307E-003 | 1.01 | 1.062863299729018E-002 | $1.00$ | 1.00 |
| $P^1$   | 20.1   | 86919816367809E-003 | 1.71 | 3.4202275716122E-002 | $1.66$ | 1.66 |
|         | 40.2   | 9027922939700E-004 | 1.90 | 9.19340764523585E-002 | $1.90$ | 1.90 |
| $0.6$   | $5.3$   | 3.594827779072097E-002 | 8.45675110071857E-002 | $1.00$ | 1.00 |
|         | $10.8$  | 1.75078894275992E-002 | 1.04 | 1.08003816776576E-002 | $1.00$ | 1.00 |
| $P^0$   | 20.8   | 69741225969867E-003 | 1.01 | 2.12515185285629E-002 | $1.00$ | 1.00 |
| $P^1$   | 20.1   | 86971220201691E-006 | 3.01 | 5.0585034089919E-002 | $3.01$ | 3.01 |
|         | 40.1   | 9027922939700E-004 | 1.90 | 9.19340764523585E-002 | $1.90$ | 1.90 |
| $0.3$   | $5.3$   | 3.594827779072097E-002 | 8.45675110071857E-002 | $1.00$ | 1.00 |
|         | $10.8$  | 1.75078894275992E-002 | 1.04 | 1.08003816776576E-002 | $1.00$ | 1.00 |
| $P^0$   | 20.8   | 69741225969867E-003 | 1.01 | 2.12515185285629E-002 | $1.00$ | 1.00 |
| $P^1$   | 20.1   | 86971220201691E-006 | 3.01 | 5.0585034089919E-002 | $3.01$ | 3.01 |
|         | 40.1   | 9027922939700E-004 | 1.90 | 9.19340764523585E-002 | $1.90$ | 1.90 |

Example 5.2. Let us continue to consider the problem (1) with $\rho = 1$ and the exact solution

$$u(x, t) = e^{-\gamma t}t^2x^2(1-x)^2.$$  

The forcing term on the right-hand side is determined by the exact solution.

We implement the scheme (9) in $\Omega = [0, 1]$. Tables 6-9 show the convergence orders for the $L^2$-norm and $L^\infty$-norm errors at time $T = 1$ for several $\alpha$s and $\delta$s.
Table 2. Spatial accuracy test on uniform meshes with generalized alternating numerical fluxes when $\delta = 0.1$, $\gamma = 2$, $M = 10^3$, $T = 1$

| $\delta$ | $\alpha$ | $P^k N$ | $L^2$-error | order | $L^\infty$-error | order |
|----------|----------|---------|-------------|-------|------------------|-------|
| $\alpha = 0.1$ | 5 | 3.600997655347402E-002 | - | 8.470765811325168E-002 | - |
| | 10 | 1.751495711298777E-002 | 1.04 | 4.247840062549376E-002 | 1.00 |
| | $P^0$ | 20 | 8.69827394761307E-003 | 1.01 | 2.125369595415509E-002 | 1.00 |
| | | 40 | 4.3417985317296E-003 | 1.00 | 1.062863299772018E-002 | 1.00 |
| | 5 | 9.1258607234633E-003 | 1.99 | 3.386112146946083E-002 | 1.95 |
| | $P^1$ | 20 | 5.745423502445809E-004 | 1.98 | 2.207822490270676E-002 | 1.98 |
| | | 40 | 1.43683277579926E-004 | 1.99 | 5.54382129445423E-004 | 1.99 |
| $\alpha = 0.01$ | 5 | 9.05066939275690E-004 | - | 4.29866679244556E-003 | - |
| | 10 | 1.514488108051345E-004 | 2.97 | 5.37557918058671E-004 | 3.00 |
| | $P^2$ | 20 | 2.144572143741024E-005 | 2.99 | 6.9245787167210E-004 | 2.96 |
| | | 40 | 1.80946676341844E-006 | 3.00 | 8.72050975610153E-004 | 2.99 |
| $\alpha = 0.5$ | 5 | 3.59482777907290E-002 | - | 8.45575151007185E-002 | - |
| | 10 | 1.75078894275692E-002 | 1.04 | 4.24066708909819E-002 | 1.00 |
| | $P^0$ | 20 | 6.9741225969867E-003 | 1.01 | 2.12515852856288E-002 | 1.00 |
| | | 40 | 4.31469308277747E-003 | 1.00 | 1.06283662748368E-002 | 1.00 |
| $\alpha = 0.6$ | 5 | 9.12173113875693E-003 | - | 3.38403972203446E-002 | - |
| | 10 | 2.94831526335838E-003 | 1.99 | 8.7548455290433E-003 | 1.95 |
| | $P^1$ | 20 | 5.74529690001247E-004 | 1.98 | 2.20782878576292E-003 | 1.98 |
| | | 40 | 1.43828523617711E-004 | 2.00 | 5.55109933167800E-004 | 1.99 |
| $\alpha = 0.8$ | 5 | 9.0476098770452E-004 | - | 4.29742517444950E-003 | - |
| | 10 | 1.5139496919664E-004 | 2.97 | 5.37505864130430E-004 | 3.00 |
| | $P^2$ | 20 | 4.14571509857497E-005 | 2.99 | 6.92440685955776E-005 | 2.96 |
| | | 40 | 1.81127051788605E-006 | 3.00 | 8.72046302149020E-006 | 2.99 |

Example 5.3. In this example we present some numerical solutions using piecewise $P^2$ polynomials for the following homogeneous model:

$$C_\delta D_t^{\alpha,\gamma} u(x,t) = \frac{\partial^2 u(x,t)}{\partial x^2},$$

(29)
Table 3. Spatial accuracy test on nonuniform meshes with generalized alternating numerical fluxes when $\delta = 0.3$, $\gamma = 2$, $M = 10^3$, $T = 1$.

| $\delta$ | $\alpha$ | $P^k$ | $N$ | $L^2$-error | order | $L^\infty$-error | order |
|----------|----------|-------|-----|-------------|-------|------------------|-------|
| $\alpha = 0.1$ | $P^0$ | 5.659984079790626E-002 | 0.141942066666751 | - | - |
| | 10.2.141331037211447E-002 | 1.61 | 5.734028406382948E-002 | 1.30 |
| | 20.9.79316970413805E-003 | 1.12 | 2.81518399101257E-002 | 1.02 |
| | 40.4.80948513977877E-003 | 1.02 | 1.047535025139766E-002 | 1.00 |
| | 5.9.334237474078634E-003 | - | 3.145978397121429E-002 | - |
| | 10.3.6381239171496E-003 | 1.36 | 1.33919464685009E-002 | 1.23 |
| | 20.1.106145242636678E-003 | 1.72 | 4.30081428213278E-003 | 1.64 |
| | 40.2.95221739902808E-004 | 1.91 | 1.195193749833484E-002 | 1.85 |
| $\alpha = 0.3$ | $P^0$ | 5.1.010581921645606E-003 | - | 5.12643824661515E-003 | - |
| | 10.1.06820199604790E-004 | 3.24 | 5.97127580741609E-004 | 3.10 |
| | 20.1.389860346772117E-005 | 2.94 | 8.30955334868077E-005 | 2.85 |
| | 40.1.77070469835156E-006 | 2.97 | 1.07623539682232E-003 | 2.95 |
| | 5.1.9599540296516E-002 | - | 1.1436496011094 | - |
| | 10.2.13759763585434E-003 | 1.60 | 5.72885602677920E-002 | 1.31 |
| | 20.9.88419793457237E-003 | 1.12 | 2.1445678448885E-002 | 1.02 |
| | 40.4.8085088447931E-003 | 1.01 | 1.40743854800500E-002 | 1.00 |
| $\alpha = 0.6$ | $P^0$ | 5.9.32405653453555E-003 | - | 3.14849472151778E-002 | - |
| | 10.6.3670814081871119E-003 | 1.36 | 1.33921808183214E-002 | 1.23 |
| | 20.1.10605957702876E-003 | 1.72 | 4.30087854549554E-003 | 1.64 |
| | 40.2.95215891296407E-004 | 1.91 | 1.19517886417347E-003 | 1.85 |
| $\alpha = 0.8$ | $P^0$ | 5.1.01040003914278E-003 | - | 5.1256221036767E-003 | - |
| | 10.1.06816227437029E-004 | 3.23 | 5.9741149730819E-004 | 3.10 |
| | 20.1.38983700077289E-005 | 2.94 | 8.30942729620881E-005 | 2.85 |
| | 40.1.77045429307616E-006 | 2.97 | 1.07623066596361E-005 | 2.95 |
| | 5.6.45801958494233E-002 | - | 1.0405685856188 | - |
| | 10.2.13183920602996E-002 | 1.60 | 5.72084858785357E-002 | 1.31 |
| | 20.9.78096735542480E-003 | 1.12 | 2.8133452351223E-002 | 1.01 |
| | 40.4.807925152620669E-003 | 1.02 | 1.0472950534437E-002 | 1.00 |
| | 5.9.308221701165681E-003 | - | 3.15247727019331E-002 | - |
| | 10.3.63541685052978E-003 | 1.36 | 1.33929465022746E-002 | 1.24 |
| | 20.1.10590168112833E-003 | 1.72 | 4.30151732951207E-003 | 1.64 |
| | 40.2.95203989074099E-004 | 1.91 | 1.19567240997423E-003 | 1.85 |
| | 5.1.01024608017843E-003 | - | 5.12477588666755E-003 | - |
| | 10.1.068123075153382E-004 | 3.23 | 5.9716400340618E-004 | 3.10 |
| | 20.1.39032346523885E-005 | 2.94 | 8.30926595086455E-005 | 2.85 |
| | 40.1.809513967454312E-006 | 2.98 | 1.07622754125404E-005 | 2.95 |

and the initial conditions is taken as follows:

$$u(x, 0) = e^{-5(x-3)^2}.$$ 

Figures 1 and 2 shows the evolution of the solution behavior for different values of $\alpha$ and $\lambda$ with $\delta = 0.2$. The numerical results show that the scheme (9) with the generalized alternating numerical fluxes (10) is very effective to handle such problems numerically.
Table 4. Spatial accuracy test on nonuniform meshes with generalized alternating numerical fluxes when $\delta = 0.1$, $\gamma = 2, M = 10^3$, $T = 1$.

| $\alpha$ | $P^k$ | $N$ | $L^2$-error | $L^\infty$-error | order | $L^\infty$-error | order |
|----------|-------|-----|-------------|------------------|-------|------------------|-------|
| $\delta = 0.1$ | | | | | | | |
| 5 | 4.55442602174388E-002 | - | 0.115718177138195 | - | | | |
| 10 | 9.0761455969082E-002 | 1.25 | 5.32042195708883E-002 | 1.12 | | | |
| $P^0$ | 20.9.138240767269679E-003 | 1.06 | 2.59825949662434E-002 | 1.03 | | | |
| 40.4.5188650287745E-003 | 1.01 | 1.29137789903143E-002 | 1.00 | | | |
| 5 | 8.84983018073765E-003 | - | 3.96965576082662E-002 | - | | | |
| 10 | 2.67088776568979E-003 | 1.73 | 1.17674635393155E-002 | 1.83 | | | |
| $P^1$ | 20.6.85629305073176E-004 | 1.96 | 2.99373590210047E-003 | 1.90 | | | |
| 40.1.726238685656285E-004 | 1.99 | 7.62415411757089E-002 | 1.97 | | | |
| $\delta = 0.01$ | | | | | | | |
| 5 | 1.08205389122954E-003 | - | 5.63253155548916E-003 | - | | | |
| 10 | 1.77827066011148E-004 | 3.20 | 7.86435238750149E-004 | 2.84 | | | |
| $P^0$ | 20.1.46482572209180E-005 | 3.01 | 9.55098635494300E-005 | 3.04 | | | |
| 40.1.82920928310081E-006 | 3.00 | 1.20741159045512E-005 | 2.98 | | | |
| $\delta = 0.05$ | | | | | | | |
| 5 | 1.08129517959699E-003 | - | 5.63253155548916E-003 | - | | | |
| 10 | 1.77827066011148E-004 | 3.20 | 7.86435238750149E-004 | 2.84 | | | |
| $P^0$ | 20.1.46482572209180E-005 | 3.01 | 9.55098635494300E-005 | 3.04 | | | |
| 40.1.82920928310081E-006 | 3.00 | 1.20741159045512E-005 | 2.98 | | | |

6. Conclusion. In this paper we have proposed and analyzed an implicit fully discrete LDG method with the convergent orders $O(h^{k+1} + (\tau)^{2-\alpha})$ for the tempered fractional diffusion equation. Numerical examples are provided to confirm the order of convergence and show the effectiveness of the proposed scheme (9). It is worth to mention that the scheme can be extended to solve the two or higher dimensional case easily, and the theoretical results are also valid. However, the computation
Table 5. Temporal accuracy test using piecewise $P^2$ polynomials for the scheme (9) with generalized alternating numerical fluxes when $N = 100$, $T = 1$.

| $\delta$ | $\alpha$ | $\tau$ | $L^2$-error | order | $L^\infty$-error | order |
|----------|----------|--------|--------------|-------|------------------|-------|
| 0.1      | 0.04     | 8.608763604447880E-006 | - | 1.219658458169363E-005 | - | 
|          | 0.02     | 3.086574970641430E-006 | 1.48 | 4.409647689024299E-006 | 1.47 |
|          | 0.01     | 1.10931333958263E-006  | 1.48 | 1.66765921272938E-006  | 1.40 |
|          | 0.005    | 4.122054755449973E-007 | 1.43 | 6.98532044591206E-007  | 1.26 |
| 0.3      | 0.04     | 2.391687146347450E-005 | - | 3.383563665176892E-005 | - | 
|          | 0.02     | 9.853827361471093E-006 | 1.28 | 1.395429884359922E-005 | 1.28 |
|          | 0.01     | 4.116933701786636E-006 | 1.26 | 5.856073207042034E-006 | 1.26 |
|          | 0.005    | 1.782609365838843E-006 | 1.21 | 2.587548893207003E-006 | 1.18 |
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