Charge-induced artifacts in non-local spin transport measurements: How to prevent spurious voltage signals
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To conduct spin-sensitive transport measurements, a non-local device geometry is often used to avoid spurious voltages that are caused by the flow of charges. However, in the vast majority of reported non-local spin valve, Hanle spin precession, or spin Hall measurements background signals have been observed that are not related to spins. We discuss seven different types of these charge-induced signals and explain how these artifacts can result in erroneous or misleading conclusions when falsely attributed to spin transport. The charge-driven signals can be divided into two groups: Signals that are inherent to the device structure and/or the measurement setup and signals that depend on a common-mode voltage. We designed and built a voltage-controlled current source that significantly diminishes all spurious voltage signals of the latter group in both DC and AC measurements by creating a virtual ground within the non-local detection circuit. This is especially important for lock-in-based measurement techniques, where a common-mode voltage can create a phase-shifted, frequency-dependent signal with an amplitude several orders of magnitude larger than the actual spin signal. Measurements performed on graphene-based non-local spin valve devices demonstrate how all spurious voltage signals that are caused by a common-mode voltage can be completely suppressed by such a current source.

Two of the most commonly used device geometries for spin transport measurements are non-local spin valve and non-local Hall bar geometries [1–8]. In such devices there is no spatial overlap between the injection circuit over which a charge current is driven (circuit with electrodes $I_+$ and $I_-$ in Fig. 1a) and the detection circuit in which the spin signal is non-locally probed (circuit with electrodes $V_+$ and $V_-$ in Fig. 1a). This device scheme is argued to prevent spurious voltage signals because of a putative avoidance of any charge flow in the non-local detection circuit [1–4]. In real devices, however, there are several mechanisms that can lead to a flow of charges in the non-local part of the device. In this article we discuss seven different mechanisms that can result in charge-induced non-local voltages. All of the discussed mechanisms are of such a fundamental nature that they can occur in any material system.

In this context, it is important to emphasize that our discussion is not exhaustive as we explicitly do not include material-specific phenomena that can lead to non-local voltage signals. One prominent example is the occurrence of large non-local signals either at the charge neutrality point in graphene or by opening a band gap in bilayer graphene. Although these non-local signals have been attributed to topological currents or the valley Hall effect [9–12], more recent studies rather explain these measurement by generic, non-topological edge currents that lead to a flow of charges in the non-local part of the device [13–15]. The ensuing debate about the actual underlying physics [15–17] follows other controversial discussions such as those about the correct interpretation of non-local spin Hall effect measurements or spin transport measurements in topological insulators. For the latter two cases several studies already demonstrated the occurrence of charge-induced non-local voltages that might have been falsely attributed to spin-related effects in preceding publications [18–23]. This highlights the importance for a comprehensive review of the mechanisms that can create spurious voltage signals, which is one essential part of this article. Besides already known sources of charge-induced non-local voltages, we also discuss a spurious voltage signal that depends on the common-mode voltage in the non-local part of the device and that has not been considered so far. The amplitude of this signal scales with the applied measurement frequency. At higher frequencies this spurious voltage signal will mask any spin signal, which is the likely reason why the vast majority of reported non-local spin valve, Hanle spin precession, and spin Hall measurements were conducted with either DC currents or AC currents at very low frequencies ($\leq 30$ Hz) [24–40]. We demonstrate that both this frequency dependent spurious voltage signal and two others, which are also caused by the common-mode voltage in the detection circuit, can be completely removed by creating a virtual ground within the non-local part of the device.

In this article, we first discuss in section I the fundamental principles behind non-local spin measurements to lay the basis for the discussion of the charge-induced signals. In section II we explain the mechanisms responsible for the charge-induced signals and (if available) discuss ways how their contribution to a non-local measurement can be minimized. In section III we discuss in detail the one charge signal whose amplitude scales with the measurement frequency and demonstrate how this signal can be removed from the measurement by using a current source that we designed and built for this purpose.

I. PRINCIPLES OF A NON-LOCAL SPIN TRANSPORT MEASUREMENT

We discuss the mechanisms behind the occurrence of charge-induced, non-local voltages using the example of a lateral spin-valve device whose non-local signal is measured with a lock-in technique (Fig. 1a). But we note that many of the discussed charge-induced signals also occur in other measurement techniques (including DC measurements) and other device geometries (e.g. Hall bar structures for the non-local
Figure 1. (a) Lock-in-based, non-local measurement scheme of a lateral spin valve device. A charge current gets spin-polarized by flowing through the ferromagnetic electrodes \( I_+ \) and \( I_- \) and, therefore, creates the quasi-chemical potentials depicted in panel (b) for majority and minority spins. (c) As the spin signal is directly linked to the current in the injection circuit, both signals should be in phase with each other (the latter can be measured for example over a shunt resistor). As long as the voltage-to-current converter is driving the current in phase to the applied reference voltage from the lock-in, the spin signal should appear only in the X-channel of the lock-in. In real measurements also charge-induced signals appear that can be either in-phase or out-of-phase with the applied current. (d) Without these spurious signals, both spin valve (solid line) and Hanle spin precession (dashed lines) measurement should be symmetric around \( R_{\text{shunt}} = 0 \). Instead, in experiments a background signal is almost always measured that changes e.g. by going from the electron into the hole regime (e) or by merely increasing the measurement frequency (f).

For the spin valve measurement the magnetic field \( B \) is applied in plane to the material and anti-parallel to the current. The internal oscillators (Fig. 1c) are driven by the voltage controlled current source \( V_{\text{ac}} \cdot \sin(\omega t) \) through the ferromagnetic electrodes \( I_+ \) and \( I_- \). It is assumed that the voltage-to-current-converter only creates a negligible phase shift between the reference voltage and the current through the device (probed e.g. by the voltage drop over a shunt resistor \( R_{\text{shunt}} \)).

The applied charge current gets spin-polarized by the ferromagnetic electrodes and therefore creates a spin accumulation in the material right below the electrodes [1–3]. This is depicted as a quasi-chemical potential for each spin orientation in Fig. 1b. Because of the gradient in the spin accumulation, spins also diffuse from the \( I_+ \) electrode towards the non-local part of the device. The corresponding spin accumulation in this part decreases exponentially because of relaxation processes and can be probed between the spin-sensitive, ferromagnetic electrodes \( (V_+ \text{ and } V_-) \) with a differential voltage amplifier [1–3].

If the DUT has a spin diffusion coefficient \( D_s \), the time that is needed for the spins to diffuse a distance \( L \) into the non-local region is on the order of \( L^2 / D_s \) (e.g. for the majority of reported spin transport experiments in graphene this time is between 500 ps and 10 ns). In typical measurements this time is several orders of magnitude shorter than the period of the applied AC signal. Therefore, there cannot be any measurable phase that is caused by spin diffusion between the applied AC current, which creates the spin accumulation in the first place, and the measured non-local spin signal. Accordingly, any non-local signal that has a phase is either due to a measurement artifact or is linked to a physical phenomenon that is not connected to spins. In this respect a lock-in amplifier now becomes important, as it can decompose the overall non-local signal in contributions that are in-phase and out-of-phase to its internal oscillator (Fig. 1c). The X-channel (sometimes also called Re- or Real-channel) of the lock-in measures the amplitude of the non-local voltage that is in-phase to the internal oscillator, whereas the Y-channel (Im- or Imag-channel) measures the signal that is shifted by 90\(^\circ\). According to the above explanation the spin signal should be entirely located within the X-channel of the lock-in (green arrow in Fig. 1c).

In Fig. 1d the theoretically expected curves for a spin valve and a Hanle spin precession measurement are depicted for the case that only the bare spin signal is present in a non-local measurement. For the spin valve measurement the magnetic field \( B \) is applied in plane to the material and anti-parallel to
the magnetization of the ferromagnetic electrodes. Different widths of the electrodes lead to different coercive fields because of shape anisotropy [41, 42]. In Figs. 1b and 1d it is assumed that electrode $V_+ \uparrow$ switches first (the four arrows represent the magnetization direction going from electrode $I_-$ to $V_+ \uparrow$). Therefore, $V_+ \uparrow$ will no longer probe the spin up but rather the spin down potential, which should only lead to a sign reversal of the measured voltage (see detailed explanation with theoretical derivation in Refs. [1–3]). If the non-local resistance $R_{nl}$ is calculated by normalizing the non-local voltage by the applied current, the corresponding spin valve curve should be perfectly centered around $R_{nl} = 0$ (Fig. 1d). If the magnetic field $B$ is applied in the out-of-plane direction, Hanle spin precession curves can be measured both in case of a parallel orientation of the respective magnetization directions of the $I_+$ and $V_+$ electrodes (black dashed curve in Fig. 1d) and the respective anti-parallel orientation (red dashed curve). These curves are expected to be mirror images of each other and they should converge to zero at high magnetic fields because of a complete dephasing of the spins [1–3].

Instead, Fig. 1e depicts typical experimental Hanle curves with obvious charge-related background signals that are measured in both the hole and the electron regime of a graphene-based spin valve device (see discussion in section IV how the occurrence of these spurious signals may change for other materials and device structures, e.g. metallic spin valve devices). The background signal can be easily calculated by the arithmetic mean of the two curves for parallel and anti-parallel orientation (green curves in Fig. 1e) and can be fitted by a second order polynomial function. Subtracting this background from the measured data results in Hanle curves as depicted in Fig. 1d, i.e. curves that are perfectly centered around $R_{nl} = 0$ and can be well-fitted with models that only consider a spin signal [1–3]. It was shown that this kind of magnetic-field dependent background signal can be explained by a combination of a current-spreading effect and the Hall effect [19, 43], the latter causing the slope to change when tuning the device from the hole into the electron regime.

To highlight the previously described background signal whose amplitude increases towards higher frequencies, we use another graphene-based spin valve device for the sake of simplicity. For this device the current spreading effect was minimized by improving the device fabrication process (see explanation in section II A). As a result the corresponding Hanle curves in Fig. 1f do not have a magnetic-field dependent background signal. Instead, it is seen how a constant offset voltage increases for increasing frequencies $f = \omega/(2\pi)$ of the applied current. It should be noted that in Fig. 1f only the projection of the underlying charge-induced, non-local voltage in the X-channel is depicted (compare to blue arrow in Fig. 1c). As explained in the following sections, the underlying charge-induced signal exhibits a phase close to 90°. Accordingly, the signal in the Y-channel increases significantly more, even pushing the channel into an overload condition for frequencies higher than 188 Hz in case of this device, which eventually leads to measurement artefacts of the spin signal in the X-channel.

There are a variety of reasons for trying to prevent such charge-induced signals from appearing in non-local measurements. The most obvious ones are that such signals can no longer be falsely attributed to spin-related effects and that the analysis of the spin data gets much simpler. Additionally, there is also the benefit to improve the signal-to-noise ratio of the spin measurement via three effects: First, the gain of the differential voltage amplifier and the sensitivity of the lock-in amplifier can be optimized for the amplitude of the spin signal. Second, preventing a flow of charges in the non-local detection circuit will also prevent that such currents can contribute noise to the measurement. Third, to be able to increase the measurement frequency opens the possibility to probe the spin signal in low-noise frequency bands far away from e.g. the 1/f-noise at low frequencies or typical interference frequencies of 50 Hz or 60 Hz.

II. OVERVIEW OF NON-LOCAL CHARGE SIGNALS

Besides the actual spin signal $V_S$, there are at least seven other contributions to the overall non-local signal $V_{nl}$ that will be discussed in detail in the following sections:

$$V_{nl} = V_S + (V_{CS} + V_{FT} + V_{IBC} + V_{CI}) + (V_L + V_{CMRR} + V_{CC}).$$

(1)

These contributions can be divided into two groups: The first group consists of signals that are inherent to the device structure and/or the measurement setup and are caused by current spreading ($V_{CS}$), thermo-electric voltages ($V_{FT}$), input bias currents ($V_{IBC}$), or crosstalk and interference signals ($V_{CI}$). These four signals are normally quite insensitive to changes of the common-mode voltage in the transport channel, as explained in more detail in the Supporting Information [44]. Therefore, the current source that is presented in this study will only have minor influence on these signals. Instead, the second group consists of charge-induced signals that are caused by the common-mode voltage within the non-local detection circuit. Therefore, our current source can be used to minimize their impact on non-local spin transport measurements. This group includes signals that are caused by leakage currents ($V_L$), a finite common-mode rejection ratio ($V_{CMRR}$), and the signal that scales with the measurement frequency and that can be explained by charging currents of capacitances in the detection circuit ($V_{CC}$).

We note that the respective contribution of each charge-related signal can vary quite significantly depending on details like device fabrication, properties of the investigated material, device geometry, measurement setup, and measurement technique. Usually, there are one or two dominating charge-related signals, whereas others might only get relevant for the most precise measurements, for which voltage signals slightly above the thermal noise floor are to be measured. In section II J we discuss how a magnetic field dependent measurement can be used to determine the charge-induced contribution to the total non-local signal and how this contribution can then be subtracted from the measurement to obtain the bare spin signal. Additionally, we explain possible pitfalls that may occur in such a procedure.
Figure 2. (a) Schematic top view of the transport channel illustrating the effect of current spreading. Because of a spatially asymmetric injection of charge carriers, a small part of the overall current flows on a curved path from $I_+$ into the non-local part of the device before it drains into $I_-$. This leads to a measurable potential difference between the two voltage probes $V_+$ and $V_-$. (b) Simplified equivalent circuit of both the device under test and the measurement setup. Considered are the contact resistances $R_{C1}$, the resistances $R_{Mi}$ of the material, the capacitances $C_{Wi}$ of the wiring, and the input impedances $Z_{Ci}$ of the measurement equipment. The bias voltage $V_{\text{bias}}(t)$ that is necessary to drive a current through the injection circuit can, in principle, be freely distributed ($0 \leq \alpha \leq 1$) between electrodes $I_+$ and $I_-$. However, there is only one value of $\alpha$, which depends on the voltage divider consisting of $R_{C1}$ and $R_{M1}$, and shifts the whole non-local part of the device into a virtual ground (green letters). For every other setting of $\alpha$, a non-zero common-mode voltage $V_{\text{cm}}(t) \neq 0$ will drive currents over every component that is referenced to ground in the non-local part of the device (red arrows).

A. Current Spreading ($V_{\text{CS}}$)

One of the most documented charge signals unfortunately does not have a consistent name convention, but instead can be found by different names in literature, such as “current spreading”, “baseline resistance”, or simply “ohmic contribution” [18, 19, 35, 43, 45–47]. Common to all publications about this charge signal is a spatially inhomogeneous, non-uniform injection of the charge current into the DUT, either via a sidearm of a Hall bar structure or a pinhole in the tunnel barrier of the injection electrode. This is illustrated in Fig. 2a in which $I_+$ drains the current and $V_-$ detects any voltage uniformly over the whole width of the DUT. Electrode $I_-$ instead injects the current in a point-like manner, breaking the spatial symmetry. A small part of the sourced current will flow on a curved path from $I_-$ into the non-local part of the device before it eventually flows into $I_-$. This leads to a non-uniform potential landscape in the non-local part of the device (colored lines illustrate equipotential lines; actual simulations of this effect can be found in Refs. [19, 35, 43, 48]). This non-uniform potential landscape results in a potential difference $V_{\text{CS}}$ between the two voltage probes $V_+$ and $V_-$ (especially if $V_+$ also probes in a point-like manner).

An out-of-plane magnetic field (as applied in a Hanle spin precession measurement) acts on the charge currents via a Lorentz force that modifies the potential landscape and therefore the measured non-local voltage (an illustration of the resulting change in the potential landscape is shown by dashed lines in Fig. 2a). Numerical simulations have shown that this Hall-like effect can explain the background signal in Fig. 1e that depends both on the magnetic field and the charge carrier density [19, 43]. In case of a Hall bar geometry, the magnitude of the non-local charge signal at $B = 0$T can be estimated by the van der Pauw theorem to [18]:

$$V_{\text{CS}} = I \cdot \rho \cdot \exp \left(-\frac{\pi L}{w}\right),$$

(2)

with the applied current $I$, the two-dimensional sheet resistance $\rho$, the distance $L$ between the sidearm at which the current is injected and the sidearm at which the non-local voltage is probed, and the width $w$ of the transport channel.

We are not aware of a measurement technique that can minimize the contribution of $V_{\text{CS}}$ to the overall non-local signal. Nevertheless, certain changes in the fabrication process can minimize this charge signal. Foremost, according to equation 2 an increase in the aspect ratio $L/w$ can significantly reduce the effect of current spreading both in case of Hall bar and spin valve geometries. As both the signal due to current spreading and the spin signal decay exponentially with the distance $L$ between the $I_+$ and $V_+$ electrodes [1–3], it is especially the width $w$ of the transport channel that should be minimized. Only applicable to the spin valve geometry is the improvement of the interface between the ferromagnetic electrode and the material under test (e.g. by minimizing pinholes in a tunnel barrier), to increase the uniformity of the charge carrier injection over the whole width of the transport channel.

B. Thermoelectric voltages ($V_T$)

It is well-documented that thermo-electric and even magneto-thermo-electric effects can cause non-local charge signals via a combination of Joule heating, the Peltier effect, the Seebeck effect, the Ettingshausen effect, or the Nernst effect [46, 49–55]. The heat that is generated by the flow of
charge carriers between the injection electrodes $I_+ \text{ and } I_-$ (Fig. 1a) creates a temperature gradient along the non-local part of the device, especially as electrodes $V_+ \text{ and } V_-$ can act as heat sinks. This temperature gradient then results in a differential voltage $V_T$ via e.g. the Seebeck or Nernst effect \cite{49–55}.

The heat that is created by the flow of charge carriers in the injection circuit can depend both linearly (e.g. in case of the Peltier effect) or quadratically (e.g. in case of Joule heating) on the applied current. Hence, in a lock-in measurement the resulting thermoelectric signal can appear both at the first and the second harmonic of the excitation frequency of the current \cite{49, 50}. To our knowledge, no phase shift is observed between the applied current and the thermally induced voltage. This is consistent to the thermal diffusivity of typical materials that are used for spin transport devices \cite{56, 57}. These thermal diffusivities yield heat transfer times over the whole device that are several orders of magnitude shorter than the period of typically applied AC signals (see similar discussion about the spin diffusion coefficient in section I).

Because of the inherent nature of thermoelectric voltages, we are not aware of measurement methods that can reduce their contribution after device fabrication. A suppression of these spurious signals can only occur by design choices during the fabrication process, like the design of electrodes that may function as heat sinks, the heat conductivity of the underlying substrate, or the design of the $I_+$ and $I_-$ electrodes in such a way that their respective Peltier effects cancel each other to some extent \cite{46, 54, 55}.

Finally, it is important to note that thermoelectric signals not only depend on gate-induced changes in the transport properties of the DUT \cite{58, 59}, but that there are even magnetic field dependent analogs to the Peltier and Seebeck effects, which are the Ettingshausen and Nernst effects, respectively. These two effects can result in a $B$-field dependence of the corresponding non-local, thermoelectric signal \cite{49, 51, 52}.

C. Input bias currents ($V_{\text{IBC}}$)

We now assume that no current source is connected to the device and that the electrodes $I_+$ and $I_-$ are shorted to GND. The only equipment that is connected to the DUT via electrodes $V_+$ and $V_-$ is either a differential voltage amplifier or a lock-in amplifier. But even in this situation a small current will flow through the device. This is due to currents that are flowing either out of or into the inputs of a voltage or a lock-in amplifier. Especially in case of operational amplifiers or instrumentation amplifiers this current is called input bias current \cite{60–62}. In a transport measurement these input bias currents result in non-local charge currents and, therefore, generate voltage drops $V_{\text{IBC}}$ within the device.

The input bias currents differ by several orders of magnitude between different measurement equipments. Because of high input bias currents up to the nA or even pA range, standard amplifiers that use bipolar junction transistors (BJT) in their input stages are unsuitable for non-local spin measurements. However, precision amplifiers may include internal circuitry that diminishes the input bias currents of BJT inputs down to the higher pA range. Even lower input bias currents in the lower pA or even fA range \cite{63} can be found in amplifiers that use field-effect transistors (FET). However, even this type of amplifier might cause problems, as a damage to the input stages may increase these currents significantly.

It is a-priori not clear if the charge signal that is caused by input bias currents is relevant in a non-local spin measurement. We recommend to measure both the input bias currents and the the common-mode rejection ratio \textit{CMRR} (see section II G) of the experimental setup to clarify this point. In the Supplemental Material \cite{44} we give more information about such measurement procedures and discuss why input bias currents are normally only relevant for DC measurements.

D. Crosstalk and interference signals ($V_{\text{CT}}$)

There is always a certain coupling between different signal lines within a measurement setup. Especially cryogenic measurement systems, for which unshielded cables are often placed close together over longer distances \cite{64}, can exhibit non-negligible capacitive coupling between individual lines. An AC signal, like the bias voltage that drives the current through the injection circuit, can therefore couple into the wires that are connecting the $V_+$ and $V_-$ electrodes to the measurement equipment outside the cryostat. Everything that will change the amplitude of the bias voltage, like a gate-induced change in the conductance of the DUT or a magnetoresistance effect, can change the amplitude of the signal $V_{\text{CT}}$ that is coupled into the non-local detection circuit.

Wires can also be prone to damages to their insulation, which can yield reduced insulation resistances between different lines. Leakage currents directly between wires of the injection and detection circuit can therefore result in spurious signals in case of both AC and DC measurements. Fortunately, such setup-related signals can be easily identified by measuring the impedances between each line without any installed DUT.

Interference signals that couple from external sources into the measurement setup can also result in spurious, non-local signals. A common but erroneous assumption is that radio frequency (RF) signals do not impact DC or lock-in measurements, as in the first case the signal is averaged over time-scales several orders of magnitude longer than the period of the RF signal and in the second case the lock-in only measures a signal within a very narrow band around the excitation frequency. But as long as there are non-linear components within the measurement circuit, a down-mixing of the RF interference signal occurs. As a result, RF signals are known to e.g. create DC offset voltages in amplifier circuits \cite{65–67}.

E. Common-mode voltage and virtual ground

All of the non-local charge signals, which are discussed in the following sections, significantly depend on the so-called
common-mode voltage $V_{cm}(t)$ in the non-local part of the device. This is the voltage that is common to both inputs (non-inverting (+) and inverting (-) input) of the differential amplifier that is connected to electrodes $V_+$ and $V_-$. If we denote these input voltages as $V_{\text{input}}^{+/−}$, then the common-mode voltage is defined as:

$$V_{cm}(t) = \frac{V_{\text{input}}^+ + V_{\text{input}}^-}{2}.$$  \hspace{1cm} (3)

To simplify the discussion on this matter, we make several assumptions that should apply well to a majority of devices. However, these assumptions should be carefully examined considering own device schemes and measurement techniques.

We assume that the frequency of the applied AC current is low enough that any inductance or capacitance of the DUT can be neglected, while the measurement setup can still exhibit inductances or capacitances. The analog assumption in case of a DC measurement is that the time step between two measurement points is much longer than the settling time that is caused by the inductance or capacitance of the DUT. Accordingly, we model the equivalent circuit of the device by a series of ohmic resistors (Fig. 2b) where the contact resistances $R_{C1}$ exhibit ohmic characteristics. Finally, we assume that the measurement system exhibits a well-defined ground potential (GND), that every voltage is referenced to this GND and that the shielding of any coaxial cables are put to the same potential (GND), that every voltage is referenced to this GND.

To drive a current $I_{\text{bias}}$ through the injection circuit, a current source has to apply the voltage

$$V_{\text{bias}} = I_{\text{bias}} \cdot (R_{C1} + R_{M1} + R_{C2})$$  \hspace{1cm} (4)

between electrodes $I_+$ and $I_-$. The easiest way to accomplish this is to put one of the electrodes to GND and to apply the full bias voltage (referred to GND) to the other electrode (red letters in Fig. 2b). Because of the voltage divider that is built from $R_{C1}$, $R_{M1}$ and $R_{C2}$, the material under test right below the injection electrode $I_+$ will be on a potential $V_c(t)$ that is unequal to zero, i.e. unequal to GND. Every measurement parameter that has an effect on one of the resistances $R_{C1}$, $R_{M1}$ and $R_{C2}$ will thus have an impact on $V_c(t)$. E.g. changing the conductivity of the material by tuning the charge carrier density via a gate voltage will change $R_{M1}$. Therefore, all spurious non-local signals that are caused by $V_c(t)$ will show a gate-dependent behaviour.

If we neglect any charge currents and their associated ohmic voltage drops in the non-local part of the device, the same voltage $V_c(t)$ is applied to both inputs of the differential voltage amplifier that is connected to electrodes $V_+$ and $V_-$. Under this condition the common-mode voltage $V_{cm}(t)$ would be equal to $V_c(t)$.

As explained in the following sections, several non-local signals are caused by this common-mode voltage. Fortunately, there is a quick way to check if $V_{cm}$ is playing a role in a measurement. For the wiring denoted with the red letters in Fig. 2b, the measurement only has to be repeated after putting a high-ohmic resistor between the $I_-$ electrode and GND. The current-induced voltage drop over this additional resistor will lift the potential (measured against GND) in the whole circuit, therefore increasing $V_{cm}$. There is only one pitfall to this method, which is a general problem for non-zero common-mode voltages in devices in which the charge carrier density is controlled via electrostatic gating: Gate voltages are normally referenced to GND, but the gate-electric field effect does not depend on the absolute value of the gate voltages but the potential differences between the gates and the DUT. Changing $V_{cm}$ is therefore also changing the gate-induced charge carrier densities (see Supplemental Material [44] for more information). If the spin-signal depends on the charge carrier density, it might be difficult to tell if a change in the non-local signal by lifting the non-local part of the DUT to another potential is related to either a change in the charge-carrier dependent spin signal or a change in the common-mode dependent spurious signals.

The current source that is presented in this work can significantly reduce the common-mode voltage by freely distributing the potential difference that is necessary to drive the current to the two injection electrodes (green letters in Fig. 2b):

$$V_{\text{bias}}(t) = [(1 - \alpha) \cdot V_{\text{bias}}(t)] - [-\alpha \cdot V_{\text{bias}}(t)],$$  \hspace{1cm} (5)

with $\alpha$ adjustable between $0 \leq \alpha \leq 1$ (see in-depth technical discussion of the current source in the Supplemental Material [44]). Depending on the values of the ohmic voltage divider consisting of $R_{C1}$, $R_{M1}$ and $R_{C2}$, there will be a certain value of $\alpha$ for which the common-mode voltage is zero ($V_{cm}(t) = 0$). Although the non-local part of the device is not connected to GND, it will nevertheless be on ground potential at all times. The right choice of $\alpha$ will therefore create a so-called virtual ground in the non-local part of the device. This not only nullifies the non-local charge signals that are caused by $V_{cm}$, but also results in the fact that any applied gate voltage (referenced to GND) is equal to the potential difference between gate and the non-local part of the DUT (see Supplemental Material [44] on how the adjustment of $\alpha$ therefore also impacts a local four-probe measurement of the gate-dependent resistivity of graphene).

**F. Voltages caused by leakage currents ($V_L$)**

The most obvious non-local charge signal that is caused by a common-mode voltage $V_{cm}$ is due to leakage currents to GND. Especially the finite input impedances of measuring equipment ($Z_i$ in Fig. 2b) play a crucial role, but also more unexpected current paths to GND like damaged insulations of cables or broken capacitors. These leakage currents (red dashed lines in Fig. 2b) create ohmic voltage drops over the resistances $R_{C3}$, $R_{M3}$ and $R_{C4}$, which result in a non-local voltage $V_L$ between $V_+$ and $V_-$. Assuming purely ohmic impedances and a voltage divider model, the amplitude of this non-local voltage scales linearly with the common-mode voltage $V_{cm}$ and significantly depends on the relative magnitude of the leakage resistance to ground with respect to the resistances $R_{C3}$, $R_{M3}$ and $R_{C4}$. Therefore,
it is not surprising that spurious voltage signals due to leakage currents are mainly reported in measurements of high-impedance states (see Ref. [68] and the supplementary information of Refs. [10, 11]). Hence, the spurious signal $V_L$ can e.g. be much more pronounced in graphene-based spin valves, in which high-resistive tunnel barriers have to be incorporated to overcome the conductivity mismatch problem [69–71] compared to metallic spin valves without tunnel barriers.

In our work on graphene-based spin valves, we use a lock-in amplifier that has an input impedance of only 10MΩ to GND (SR830 from Stanford Research Systems). To reduce the effect of leakage currents, we use an additional differential amplifier (SR560 from Stanford Research Systems) with a higher input impedance of 100MΩ to probe the differential voltage between electrodes $V_+$ and $V_-$ over the non-local signal is sent to the input of the lock-in (Fig. 1a). Some laboratory-grade multimeters and voltimeters even offer the possibility to select the input impedance to be either 10MΩ or 10GΩ. Repeating a non-local measurement with different input impedances can easily answer the question if the measured non-local voltage is partially caused by leakage currents. But the best solution is to avoid leakage currents entirely by creating a virtual ground inside the non-local part of the device. Under such conditions, the absence of a potential difference between the non-local part of the device and GND completely prevents leakage current from flowing.

G. Common mode rejection ratio ($V_{CMRR}$)

The output voltage $V_{out}^{ideal}$ of an ideal differential voltage amplifier, which has a differential gain of $G_{diff}$ and is connected to electrodes $V_+$ and $V_-$ (Fig. 1a), is given by:

$$V_{out}^{ideal} = G_{diff} \cdot (V_+ - V_-).$$

However, the output voltage $V_{out}^{real}$ of a real differential amplifier also contains a contribution that is proportional to the average voltage at electrodes $V_+$ and $V_-$ and that scales with the common-mode gain $G_{cm}$ [60, 61, 63, 68, 72, 73]:

$$V_{out}^{real} = G_{diff} \left( V_+ - V_- \right) + G_{cm} \frac{V_+ - V_-}{2}.$$

Neglecting any current-driven voltage drops in the non-local part of the device, the average voltage of electrodes $V_+$ and $V_-$ is exactly the voltage that is denoted as the common-mode voltage $V_{cm}$ in section II E. Therefore, $V_{cm}$ will appear in the non-local measurement, although strongly attenuated by the common-mode gain $G_{cm}$. Data sheets of measurement equipment often state the ratio between the differential and the common-mode gain, the so-called common mode rejection ratio ($CMRR$):

$$CMRR [\mu V/V] = \frac{G_{diff}}{G_{cm}}, \quad CMRR [dB] = 20 \cdot \log \left( \frac{G_{diff}}{G_{cm}} \right).$$

In some data sheets the $CMRR$ is only given for a specific differential gain and measurement frequency. As the $CMRR$ can depend quite significantly on these two parameters, it is always a good practice to measure the $CMRR$ of the own setup at gains and frequencies used for the experiments.

II. Capacitor charging ($V_{CC}$)

All previously discussed signals are in phase with the current that is flowing in the injection circuit and are thus in phase with the spin signal. In contrast, the charge signal that is discussed in this section is phase-shifted to values close but unequal to 90°. If a sinusoidal current is driven through the injection circuit, also $V_{cm}(t)$ and, therefore, the whole potential of the non-local part of the device will change sinusoidally over time. This is a problem as there are capacitances to GND in the non-local detection circuit ($C_{W3}$ and $C_{W4}$ in Fig. 2b).

The resulting differential voltage $V_{CC}$ between $V_+$ and $V_-$ can be best understood, if the combinations of the device resistances ($R_{C1}$ and $R_{M2}$) and the setup capacitances ($C_{W3}$) are seen as RC low-pass filters for the voltage $V_{cm}(t)$ in Fig. 2b. The respective RC time constants of the low-pass filters of the voltage probes $V_+$ and $V_-$ typically differ, i.e.:

$$(R_{M2} + R_{C3}) \cdot C_{W3} \neq (R_{M3} + R_{C4}) \cdot C_{W4}.$$

As a result, both the amplitude and the phase of the transmitted voltage signal will differ between the two inputs of the differential voltage amplifier. This leads to a partial conversion of the common-mode voltage into a differential voltage, which is a well-known phenomenon in electronics. Such a conversion is discussed in many application notes of analog-to-digital converters, where a mismatch in the capacitors of a common-mode filter can convert common-mode noise into differential noise. Another example is the conversion between common- and differential-mode voltages caused by imbalances in filters against electromagnetic interference [74, 75].

Although the voltage $V_{CC}$ is caused by the charging currents of the capacitors $C_{W3}$ and $C_{W4}$, it is nevertheless not perfectly at a phase of 90° relative to $V_{cm}(t)$ due to the ohmic resistances $R_{M2}$, $R_{M3}$, $R_{C3}$ and $R_{C4}$. Therefore, $V_{CC}$ also provides a contribution to the X-channel signal of the lock-in amplifier, which will be discussed in section III and can also be seen in simulations conducted with LTspice (models used for the simulations are available in Ref. [76]).

The amplitude $M = \sqrt{X^2 + Y^2}$ of $V_{CC}$ scales linearly with the measurement frequency (see section III), because the current $I_{cap}$ that is caused by a voltage $V_{cap}(t) = V_{cap}^0 \sin(\omega t)$ over a capacitor $C$ is given as:

$$I_{cap}(t) = C \frac{dV_{cap}(t)}{dt} = \omega CV_{cap}^0 \cos(\omega t).$$
This capacitor charging current also flows through the non-local part of the device. In general, $V_{CC}$ is highly dependent on every change in the device’s resistances and capacitances: A change in $R_{C1}$, $R_{M1}$, or $R_{C2}$ will change the value of $V_c(t)$ and, therefore, also the voltage that will be applied to the capacitors $C_{W3}$ and $C_{W4}$. On the other hand, every change in $R_{M2}$, $R_{M3}$, $R_{C5}$, $R_{C4}$, $C_{W3}$, or $C_{W4}$ will have an impact on the RC time constants.

To minimize $V_{CC}$, the capacitances $C_{W3}$ and $C_{W4}$ should be minimized as much as possible, e.g. by reducing the length of the wiring from the $V_+$ and $V_-$ electrodes or by avoiding any RC low-pass filters in the measurement setup. Furthermore, additional ohmic resistors might be put into series to the electrodes $V_+$ and $V_-$ to roughly match the RC time constants by compensating varying contact resistances. But the best way to suppress $V_{CC}$ is to set the whole non-local part of the device to a virtual ground. In such a case, there is no potential difference across the capacitors $C_{W3}$ and $C_{W4}$ and, therefore, no capacitor charging current.

### J. Magnetic field dependent measurements

Magnetic field dependent transport measurements are usually performed to distinguish an actual spin signal from spurious charge signals. The success of such an approach significantly depends on two conditions:

1. Does the spin signal exhibit a magnetic field dependence that significantly differs from the magnetic response of the charge-induced signals? The best case scenario here is the existence of a clear spin precession signal.

2. Does the experiment allow to switch the orientation of the injected spins, e.g. by switching the magnetization of the ferromagnetic electrodes?

If both conditions are met, the most reliable way to mathematically remove any charge-induced contribution from the measured data is to record the Hanle spin precession curves for both parallel ($\uparrow\uparrow$) and anti-parallel ($\uparrow\downarrow$) orientations of the respective magnetization of the injection and detection electrodes. In the ideal case only the bare spin signal $V_S$ will change its sign when reversing the relative magnetization directions [1, 2]. Instead all other spin-independent, charge-induced signals in equation 1 should not change with the magnetization of the electrodes (exceptions are discussed further below). Therefore, the arithmetic mean of both measurements should yield the charge-induced background signal:

$$V_{\text{background}} = \frac{V_{\text{nl,}\uparrow\uparrow} + V_{\text{nl,}\uparrow\downarrow}}{2}.$$  \hspace{1cm} (11)

This is shown as the green line in Fig. 1e. Subtracting both measurements from each other should yield the pure spin signal:

$$2 \cdot V_S = V_{\text{nl,}\uparrow\uparrow} - V_{\text{nl,}\uparrow\downarrow}.$$  \hspace{1cm} (12)

Under such conditions the charge-induced signals should not pose any risk of a misinterpretation of the spin-dependent data. Nevertheless, the noise that is associated with the charge-induced signals cannot be removed by this subtraction method and, therefore, will deteriorate the signal-to-noise ratio of the spin signal.

It is important to note that equations 11 and 12 are no longer valid if the ferromagnetic electrodes exhibit fringe or stray fields that can act on the DUT. Such fields are well known to complicate the analysis of spin measurements [23, 48, 77–81] and can appear in quite different forms: 1) As long as the width of the electrode is small enough that a single-domain magnetization prevails [42], fringe fields with relevant strengths should only be located at the electrode’s two faces that are normal to the electrode’s easy-axis [42, 82]. Stray fields can impact the measurement if these two faces are placed too close to or even on top of the transport channel [23, 77, 78]. 2) If the width of the electrode is too wide, the magnetization can fall into a multi-domain structure that exhibits stray fields all along its different faces [42]. 3) A magnetic field applied non-collinear to the electrode can rotate the magnetization from the electrode’s easy axis [41], possibly pushing fringe fields towards the transport channel. This can lead to a situation where fringe fields increasingly affect the DUT with increasing external magnetic field strength (see main text and supplementary information of Refs. [28, 48, 83]). 4) Stray fields can also occur if the surface of the ferromagnet exhibits a great roughness, which e.g. can be caused by pinholes in a tunnel barrier that is separating the ferromagnet from the DUT [79–81]. 5) Stray fields can also be created by domain walls that are pinned at steps in the ferromagnetic electrode. Even the small height difference between a substrate and the top of a single layer graphene spin valve was found to be large enough to be able to pin a domain wall [82].

Fringe or stray fields can become a real issue if there is no unmistakable signature of spin precession in a magnetic field dependent measurement. For example, in 3D topological insulators (TIs) spin precession in a non-local spin transport measurement is not expected because of the spin-momentum-locking [84]. This is the reason why only spin valve measurements are shown in a large number of publication about spin transport experiments in TIs [85–91]. In this context, it was indeed demonstrated that fringe-field-induced Hall voltages can create artefacts that resemble the switching signals that are expected from a current-induced spin polarization in TI-based spin valves [23, 77, 81].

If neither of the two above conditions is fulfilled, it is even more important to carefully analyze the non-local spin measurements to avoid a misinterpretation of the results. This is especially the case for non-local spin Hall experiments, where quite controversial results were published over the years [4]. In particular, reports about unexpectedly large spin Hall effects [92–94] often could not be reproduced in later studies that instead identified the role of charge-induced signals in the non-local measurement [18–22].

Unfortunately, many studies only consider the one charge-induced signal that contributes the most to the overall non-
local signal. After subtracting this spurious signal from the measured data, it is then argued that the remaining signal has to be due to spins, especially when the signal shows a magnetic field dependence. However, quite a few charge-induced signals can also exhibit a magnetic field dependence: All charge currents that are flowing in the non-local part of the device, either caused by current spreading or leakage currents, experience the Hall effect. Furthermore, thermal voltages due to the Ettingshausen and Nerst effects show a magnetic field dependence. And finally, any magnetoresistive effect that experience the Hall effect. Furthermore, thermal voltages due to the Ettingshausen and Nerst effects show a magnetic field dependence. However, quite a few charge-induced signals can also exhibit a magnetic field dependence: All charge currents that are flowing in the non-local part of the device, either caused by current spreading or leakage currents, experience the Hall effect. Furthermore, thermal voltages due to the Ettingshausen and Nerst effects show a magnetic field dependence. And finally, any magnetoresistive effect that changes the resistance of the DUT in the injection circuit (\(R_{\text{MI}}\) in Fig. 2b) will have an impact on the common-mode voltage \(V_{\text{cm}}\) and, therefore, will change all charge-induced signals that depend on \(V_{\text{cm}}\), i.e. \(V_L\) (section II F), \(V_{\text{CMRR}}\) (section II G), \(V_{\text{BC}}\) (section II C), and \(V_{\text{CC}}\) (section II H). The magnetic-field-induced changes might be small, but so are the majority of measured non-local spin signals.

III. PHASE-SHIFTED CHARGE SIGNAL IN LOCK-IN MEASUREMENTS

In this section, we discuss in detail the charge-induced non-local voltage signal that is caused by the charging and discharging currents of the capacitances in the non-local part of the setup (see section II H). For this purpose, we measure graphene spin-valve devices with cobalt electrodes and either MgO or Al2O3 tunnel barriers (details on the exact device geometry and the fabrication process including flake transfer techniques, etching recipes in case of structured CVD-graphene devices, and metalization schemes can be found in Refs. [36, 37, 95–99]). Figs. 3a and 3b demonstrate how a change in the RC time constant of the \(V_+\) electrode has a direct impact on the spin-valve signal in both the X- and Y-channel. For this experiment \(\alpha\) was not adjusted to create a virtual ground in the non-local part of the device (see explanation in section II E). Instead, \(\alpha\) was arbitrarily set to 1/2 which resulted in a non-vanishing common-mode voltage \(V_{\text{cm}}(t)\) in this device (Fig. 2b).

The manipulation of the RC time constant was accomplished both by connecting ohmic resistors in series to the contact resistance of the \(V_+\) electrode (resistance values in Figs. 3a and 3b) and by increasing the length of the coaxial cable that is connecting the electrode to the differential voltage amplifier (100 pF per meter). These manipulations do not have any impact on the amplitude of the spin signal (switching in Fig. 3a indicated by the dashed arrows), but create an ever increasing offset in the signal of the X-channel. As the charge signal is shifted in phase by almost 90°, the increase in the Y-channel signal (Fig. 3b) is significantly more pronounced. In
Figure 4. (a) Equivalent circuit that is used to simulate the detrimental impact of additional RC low pass filters on the non-local spin measurement. The high capacitances to ground of these filters significantly increase the spurious non-local signals that are caused by the charging and discharging currents over these capacitors. (b) The simulated signals in the X-channel (solid lines) and Y-channel (dashed lines) as a function of the applied measurement frequency for different resistances $R_M$ of the material. (c) and (e): To verify that the readout of the X-channel actually captures the whole spin signal, a rotation of the coordinate system by a reference phase $\phi_{\text{ref}}$ can be utilized. As only the projection of each signal on the respective axis is measured, the amplitude of the spin signal should decrease as soon as the X-axis is rotated. (d) Corresponding experiment in which the amplitude of the spin-related switching in a spin valve measurement is recorded as a function of $\phi_{\text{ref}}$. The maximum around $0^\circ$ demonstrates that the presented current source creates a current signal and, therefore, a spin signal that is in phase with the output of the lock-in (compare to Fig. 1a).

Simulations conducted with LTspice [76] confirm the dependence of the non-local charge signal on variations in the resistances of the contacts and the capacitances of the wiring. The equivalent circuit for this simulation is shown in Fig. 3c, where either the contact resistance $R_{C3}$ or the capacitance $C_W$ of the wiring is varied, whereas all other values are set to parameters typical for a graphene-based spin-valve device (LTspice files can be found in Ref. [76]). From the simulations the amplitude $M = \sqrt{X^2 + Y^2}$ and the phase $\phi_{\text{rel}}$ (see definitions in Fig. 1c) of the differential, non-local voltage $V_{\text{nl}} = V_+ - V_-$ is extracted as a function of the driving frequency $f$ of the current in the injection circuit. Fig. 3d shows the results for different values of $R_{C3}$ and a fixed capacitance $C_W = 300\text{pF}$, while Fig. 3e depicts the case with a fixed contact resistance $R_{C3} = 10\text{k}\Omega$ but varying capacitances $C_W$. Both cases demonstrate the linear increase in the amplitude of the non-local charge signal with the measurement frequency (see explanation in section II H). Furthermore, the simulations demonstrate that the resulting non-local charge signal has a phase close to but not exactly at $90^\circ$ due to the ohmic contributions. The strongly decreasing phase towards lower frequencies is caused by the frequency-independent leakage currents that are flowing over the finite input impedances which are modelled by the $100\text{M}\Omega$ resistors (see section II.F). As soon as the signal that is caused by the capacitor charging becomes negligible towards $f = 0\text{Hz}$, the leakage currents, which are in phase with the current in the injection circuit, eventually are dominating and are pushing the phase to zero.

The experimental results and simulations shown in Fig. 3 demonstrate how much the measurement signal can depend on the wiring of the measurement setup. In particular, RC low pass filters can be extremely disadvantageous to non-local, lock-in-based measurements, as they significantly increase the total capacitance of the $V_+$ and $V_-$ lines to GND. This in turn increases the spurious signals that are caused by the charging currents of the corresponding capacitors. We use the equivalent circuit that is shown in Fig. 4a to simulate how a mere change of the DUT’s resistances ($R_{M_i} = R_M$, for $i = 1, 2, 3$) impacts the non-local signal. In this equivalent circuit the charge signal was intentionally diminished by assuming identical values for contact resistances, capacitances of the wiring, and RC
filter characteristics for all relevant contacts. Therefore, the only difference in the overall RC-time-constants of contacts $V_+$ and $V_-$ is given by the value of $R_{M3} = R_M$. Of course, the resistance $R_{M1} = R_M$ in the injection circuit also influences the common-mode voltage $V_{cm}$ which is driving the non-local currents in the first place. In Fig. 4b the resulting non-local charge signals for both the X-channel (solid lines) and Y-channel (dashed lines) are plotted as a function of the measurement frequency for different values of $R_M$. The results strikingly demonstrate how significantly the spurious non-local charge signal depends in this case even on gate-induced changes in the DUT’s resistivity. The simulations were conducted with an applied current of $I = 10 \mu A$, therefore the left y-axis in Fig. 4b corresponds to a non-local resistance between 0 and 60 $\Omega$.

The example of the RC filters illustrates how drastically specific details of the setup can influence such measurements. We therefore strongly advice to verify the basic assumptions that are often made for individual setups. One important assumption is that the spin signal is fully located within the X-channel of the lock-in. As discussed in section I, the spin signal should be in phase with the current in the injection circuit, which in turn should be in phase with the output signal from the lock-in’s internal oscillator (green and orange vectors in Fig. 4c). Instead the vector addition of all non-local charge signals results in a signal with a phase somewhere between 0° and 90° (blue vector in Fig. 4c).

Most lock-in amplifiers offer the possibility to rotate the X-Y-coordinate system by a reference phase $\phi_{ref}$ relative to the internal oscillator, which is illustrated in Fig. 4e. The measured signals are then the projections of both the spin and charge signals onto the respective axis. The amplitude of the actual spin signal in the X-channel as a function of $\phi_{ref}$ can be determined by the amplitude of the switching in a spin-valve measurement that is repeated for different $\phi_{ref}$ [43]. In case of our setup and the newly designed current source, the result of such an experiment is shown in Fig. 4d. The actual data points (black squares) can be perfectly fitted (red line) with an equation that describes the projection of the spin signal onto the rotating X-axis:

$$\Delta R_{nl,X}(\phi_{ref}) = \Delta R_{nl,X}^0 \cdot \cos(\phi_{ref} - \phi_{off}),$$  \hspace{1cm} (13)

with a maximum spin signal $\Delta R_{nl,X}^0$ and an offset phase $\phi_{off}$ between the spin signal and the internal oscillator signal. The fit yields a value of $\phi_{off} = 0.6^\circ$, which demonstrates that our current source creates a current signal and, therefore, a spin signal that is almost perfectly in phase with the output of the lock-in.

Finally, we demonstrate the actual strength of such a current source: The distribution of the bias voltage between contacts $I_+$ and $I_-$ can be controlled in a way, that the non-local part of the device is set to a virtual ground (see theoretical explanation in section II E and discussion about the technical operation of the current source in the Supplemental Material [44]). Under this condition the common-mode voltage in the non-local part is zero at all times ($V_{cm}(t) = 0$), i.e. no charge current can flow over any resistance or capacitance to GND. Furthermore, spurious signals due to a finite common-mode rejection ratio of the measurement setup are also minimized.

The impact of such an adjustment procedure on a Hanle measurement is shown in Fig. 5a. The particular device for this demonstration was chosen because it only exhibits a constant background signal, which is typical for the capacitor charging effect. The absence of a magnetic field dependent background indicates that the current spreading effect is largely diminished. The red lines depict Hanle curves in both parallel (solid lines) and anti-parallel (dashed lines) magnetization configurations of the $I_+$ and $V_+$ electrodes if a symmetric bias is applied to electrodes $I_+$ and $I_-$ ($\alpha = 1/2$, i.e. $1/2 \cdot V_{bias}(t)$ to $I_+$ and $-1/2 \cdot V_{bias}(t)$ to $I_-$, compare to
Fig. 2b). As the growth of uniform and reproducible tunnel barriers on the inert graphene is quite challenging [27, 100–103], the difference in the respective contact resistances of \( I_+ \) and \( I_- \) is usually quite large. Therefore, the virtual ground point in case of a symmetric bias voltage normally does not lie within the transport channel of the DUT. Accordingly, there is a finite common-mode voltage \( V_{\text{cm}}(t) \) driving the spurious non-local signals, which is seen as a background signal. Instead, the green curves in Fig. 5a depict the same Hanle measurement (recorded in the X-channel) after \( \alpha \) was adjusted in such a way that the signal in the Y-channel of the lock-in was minimized. With this adjustment also the background signal in the Hanle measurement has almost completely vanished (in the Supplemental Material [44] we demonstrate that adjusting \( \alpha \) until the signal in the Y-channel is minimized also avoids common-mode related artifacts in local measurements).

The dependence of the non-local signal on the frequency is depicted in Figs. 5b and 5c for the X-channel and Y-channel, respectively. For these graphs the values in the parallel configuration of the Hanle curves at \( B = 0 \text{T} \) were measured for both the symmetric (red) and the adjusted bias condition (green). In the Y-channel (Fig. 5c) the aforementioned linear increase of the charge-induced, non-local signal with increasing frequency can be observed in case of the symmetric bias condition. At a frequency of \( f = 300 \text{Hz} \) the charge-induced signal is already over 30x larger than the actual spin signal in the X-channel. For more unfavourable values of \( \alpha \) or in devices that have even more strongly varying contact resistances, the charge-induced signal can even be much larger. This and the fact that spin signals can be much smaller than the one presented in Fig. 5 can yield huge differences between the amplitudes of the spin and charge-induced signals of up to several orders of magnitude.

It is important to note that the charge-induced signal in Fig. 5c goes to zero for \( f \to 0 \text{Hz} \) even in case of \( \alpha = 1/2 \). This implies that the complete signal in the Y-channel is caused by the capacitor charging effect, as its amplitude scales linearly with the applied frequency (see explanation in section IIH). On the other hand, in Fig. 5b there is still an offset between the two curves for \( \alpha = 1/2 \) and the adjusted ground condition for \( f \to 0 \text{Hz} \) (indicated by the dashed line). That means that there are additional charge-induced signals present in the X-channel, apart from the projection of \( V_{\text{CC}} \) onto the X-channel that is responsible for the increasing background signal towards higher frequencies. This increase is not linear as the one seen in Fig. 5c, because the overall phase of \( V_{\text{CC}} \) varies slightly with the applied frequency (see frequency-dependent phases in Figs. 3d and 3e, and the non-linear increase of the signal in the X-channel in Fig. 4b). Importantly, adjusting the virtual ground in such a way that the spurious signal in the Y-channel vanishes, also completely removes these additional signals within the X-channel, i.e. the green curve in Fig. 5b only consists of the actual spin signal. Therefore, the offset in case of \( \alpha = 1/2 \) for \( f \to 0 \text{Hz} \) must be caused by the other charge-induced artifacts that depend on the common-mode voltage, namely \( V_L \) and \( V_{\text{CMRR}} \) (see sections II F and II G). These two signals can appear not only in AC but also DC \( (f \to 0 \text{Hz}) \) measurements (see Supplemental Material [44] for a more detailed discussion). The possibility to remove these spurious signals therefore demonstrates that the presented current source is also highly beneficial for DC measurements.

IV. CONCLUSION

We have discussed seven different charge-induced, non-local voltage signals that can appear in a spin measurement, despite the fact that this measurement scheme is repeatedly claimed to be free of such spurious signals. However, it is important to emphasize that the relevance of each individual charge-induced signal can vary significantly depending on details in device fabrication, properties of the investigated material, device geometry, measurement setup, and measurement technique. In our study, we focused on experimental data that was measured with a lock-in based technique on graphene spin-valve devices. In such devices we observe that two charge-induced signals normally prevail: the signal that is caused by current-spreading (section II A) and the signal that is caused by the capacitor charging currents (section II H). These two signals dominate because tunnel barriers must be used in these devices to overcome the conductivity mismatch problem for an efficient spin injection [69–71]. But it is known that growing homogeneous, pinhole-free tunnel barriers on top of the inert graphene surface is quite challenging without damaging or modifying the underlying graphene [27, 100–103]. Pinholes in the tunnel barrier promote the effect of current spreading, whereas strongly varying contact resistances lead to different RC time constants and, therefore, the signal that is caused by the capacitor charging currents. Furthermore, when tunnel barriers are present, a larger bias voltage must be applied to drive the same current as without barriers. Without the possibility to adjust the virtual ground, this unavoidably also increases the common-mode voltage \( V_{\text{cm}}(t) \) (Fig. 2b) and, therefore, all non-local charge signals that are driven by \( V_{\text{cm}}(t) \). In devices without tunnel barriers the relative contribution of each individual charge-induced signal may be completely different.

Nevertheless, the occurrence of all these different charge-induced signals is a general problem, as in the past these artifacts may have been falsely attributed to a variety of spin- or valley-related transport phenomena. For example, it has already been reported that measurement artifacts have most likely led to erroneous and misleading claims regarding the value of the spin Hall angle in certain materials or the spin transport properties of topological insulators. Therefore, understanding both the origins of these signals and the specific conditions under which they can appear is crucial for the correct analysis of non-local transport experiments, not only in the field of spintronics but also other newly emerging fields as valleytronics. If available, we have discussed ways how these spurious signals can be minimized. In particular, we demonstrated that our current source, that is able to create a virtual ground in the non-local part of the device, can remove any charge-induced signals that are caused by a common-mode voltage.
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In this Supplemental Material, we first discuss the basic operation of our voltage-controlled current source in sections I to III (pictures of the assembled electronic are shown in Figs. S1 and S2). Then, we present measurements about its accuracy (section IV), bandwidth (section V), stability during fast transients (section VI), and over-voltage protection (section VII). In section VIII, we discuss how a common-mode voltage can even impact local measurements before we give practical hints on how to adjust the virtual ground in section IX. After discussing the applications and limitations of the current source in section X, we finally give some practical advices both on the use of the current source and on the investigation of charge-induced signals in non-local measurements in section XI.

All schematics necessary to rebuild the current source can be found in Figs. S9 to S14 at the end of this Supplemental Material and will be discussed in the following sections. On Zenodo (https://doi.org/10.5281/zenodo.6525020) we further provide: 1.) Gerber files of the PCB used for our current source, 2.) the corresponding Altium Designer files, 3.) a bill of materials (BOM), 4.) the LTspice models for each simulation, and 5.) the data used to create each figure both in the main manuscript and this Supplemental Material.

I. POWER SUPPLY

A traditional linear power supply that is based on a safety isolating transformer and linear voltage regulators is used to power the current source (see Fig. S9). The series connection of the linear voltage regulators is cascading the ripple rejection of each regulator. Although this is a quite energy-inefficient design, it nevertheless provides an easy way to achieve voltage rails that have a minimum amount of both ripples and high frequency noise. The first stage ($V_{dc} = \pm 15 V$) is used to power reed relays in an over-voltage protection circuit, the second stage ($V_{dc} = \pm 12 V$) is used to power the operational and instrumentation amplifiers, and the final third stage (variable output voltage) is used as a low-noise voltage rail connected to the output of the current source via low-leakage clamping diodes (detailed explanation in the following sections).

We note that the power supply depicted in Fig. S9 is able to provide a larger current than is actually needed for the operation of the current source, as the power supply is also intended to supply additional equipment. If only the current source is to be reproduced, we recommend to use other types of linear regulators with lower output currents but better characteristics with respect to output voltage noise and power supply rejection ratio. Also, the supply voltage for the operational and instrumentation amplifiers may be reduced depending on the envisioned application. The minimum supply voltages $\pm V_{sup}$ for the amplifiers, at which a reliable operation of the current source is guaranteed regardless of the position of the virtual ground, is given by:

$$\pm V_{sup} = \pm (2 \cdot |V_{ref,max}| + |V_{DUT,max}| + 2 V), \quad (1)$$

with $V_{ref,max}$ being the maximum of the externally applied reference voltage $V_{ref}$ which will be discussed in section II and $V_{DUT,max}$ being the maximum voltage drop across the device under test (DUT). The additional voltage of 2 V is providing headroom for the amplifiers (see input voltage range and output voltage swings in the respective data sheets).

To prevent ground loops, we do not directly connect the protective earth (PE) of the mains to the signal ground (GND) inside the electronic. Nevertheless, it is of utmost importance to have a low-impedance connection between the GND of the current source and the common ground of the measuring setup (connector X5 in Fig. S9 can be used for this connection). We highly advise to use a star ground layout for this purpose. Neglecting such a low-impedance connection can lead to significant instabilities, especially for smaller output currents in the mA-range.

II. REFERENCE VOLTAGES

One important requirement for the current source is that the time-dependent current $I_{DUT}(t)$ through the DUT has to be controlled by an externally applied reference voltage $V_{ref}(t)$. As will be explained later on, the connection between $I_{DUT}(t)$ and $V_{ref}(t)$ is given as $I_{DUT}(t) = V_{ref}(t)/R_{shunt}$, with varying shunt resistors $R_{shunt}$ for different current levels.

As the current source is intended to be used in conjunction with a lock-in amplifier, the typical sinusoidal output voltage $V_{ac}(t)$ of a lock-in amplifier is one part of this reference voltage. To also enable bias dependent measurements, a DC voltage $V_{dc}$ has to be superimposed to this sinusoidal signal. However, the excitation amplitude of the AC signal has to be much smaller than the one of the DC signal to guarantee that the AC signal does not impact the bias dependent measurement too strongly. Instead of using small amplitudes of the external AC voltage, it is desirable to attenuate the external AC signal within the electronic. This procedure will also attenuate every interference which is coupled into the AC signal on the way from the lock-in amplifier into the current source. Hence, the
overall reference voltage is designed to be:

\[ V_{\text{ref}}(t) = \beta \cdot V_{\text{ac}}(t) + V_{\text{dc}}, \]  

(2)

with \( \beta \) being either 1 or 0.01. This is accomplished by the circuit shown in Fig. S10, which will be discussed now in detail.

In order to decouple the external voltage sources from the current source electronic (e.g. to prevent ground loops) instrumentation amplifiers are used (IC3 and IC4). These ICs measure the differential voltage between shield and inner conductor of the BNC connectors (X6 and X7) and make a conversion to a single-ended voltage signal which is referenced to the signal ground of the current source electronic. Nevertheless, we recommend that the external voltage sources which are providing the voltages \( V_{\text{ac}}(t) \) and \( V_{\text{dc}} \) are not floating but referenced to the same ground potential as the rest of the measurement system. Therefore, both the shields of the BNC connectors X6 and X7 and the low-side output of the voltage source should be put to the common ground node of the measuring system via a star ground layout. By using coaxial cables, this configuration provides good immunity to capacitively coupled interference signals.

In case that one of the two voltage inputs (\( V_{\text{ac}} \) or \( V_{\text{dc}} \)) is not used, 10\,\Omega resistors (R45, R48, R49, R58) prevent this input from being floating and tie it to signal ground. This makes the input more robust against externally coupled interference signals. Nevertheless, it is good practice to additionally use shorting BNC end caps to shorten the inner conductor and the
shield of the BNC connector, pushing any differential voltage measured by the instrumentation amplifier to zero. This practice is especially important if the 10MΩ resistors may be replaced with higher value ones in order to decouple the external voltage sources even further from the signal ground of the current source.

The mixing of the AC and DC voltage signals is accomplished by an inverting summing amplifier circuit, consisting of IC1 with resistors R4, R5, R7 and R9. Switching between R5 and R7 via switch S2 is setting the attenuation factor β to either 1 or 0.01.

To make sure that the current signal is in phase with the external voltage signal and not inverted by 180°, an inverting amplifier with gain 1 is used afterwards (IC10 with R10 and R16). Finally, a simple RC low-pass filter (R25, C52) is used for rudimentary filtering of any voltage spikes or high frequency interference signals.

III. CURRENT SOURCE: PRINCIPLE OPERATION

The circuit diagram of the actual current source is depicted in Fig. S11. The reference voltage \( V_{\text{ref}}(t) = \beta \cdot V_{\text{ac}}(t) + V_{\text{dc}} \), that was described in the last section, is put to the non-inverting input of IC9 via node “Vref”. The voltage applied to the inverting input of IC9 is the voltage drop over a shunt resistor measured by the instrumentation amplifier IC15 with a gain of 1 (set by an open connection between pins 2 and 3 of IC15). The value of the shunt resistor is set by the rotary switch S10.

The output of IC9 now tries to minimize the voltage difference between its inverting and non-inverting input. This can be achieved if the voltage drop over the shunt resistor is equal to \( V_{\text{ref}}(t) \). As the shunt resistor is put in series to the DUT (which will be connected between the BNC connectors X8 and X9), the desired relation

\[
I_{\text{DUT}}(t) = \frac{V_{\text{ref}}(t)}{R_{\text{shunt}}} = \frac{\beta \cdot V_{\text{ac}}(t) + V_{\text{dc}}}{R_{\text{shunt}}}
\]

of the voltage controlled current source is achieved.

The current \( I_{\text{DUT}}(t) \) itself is sourced and drained by the outputs of the operational amplifiers IC8 and IC14, which are wired as voltage followers. As it becomes apparent further below, the output voltage of IC9 referenced to GND, \( V_{\text{drive}}(t) \), is the same voltage that is needed for driving the current through every resistance between the outputs of IC8 and IC14.

The output voltage of IC9 is applied to a voltage divider referenced to GND. In the schematic in Fig. S11 only one part of the overall voltage divider is shown (the 1MΩ resistors R19 and R35), whereas the manually adjustable part of the divider is depicted in Fig. S12. The current source is equipped with three different sets of ohmic voltage dividers which can be selected by switch S4 in Fig. S12. In the following we discuss the situation in which S4 is set to position 2.

The corresponding schematic is depicted in Fig. S3a. The two 1MΩ resistors (R19 and R35 in Fig. S11) are solely a backup in case that the wiper of the potentiometer or the switch S4 (not included in Fig. S3a) may fail. In such a case, the 1MΩ resistors guarantee that the output of IC9 (\( V_{\text{drive}} \)) has a path to ground and that the voltage \( V_{\text{drive}} \) is never floating.

Instead, under normal operation the lower value resistors R6, VR9 and R30, which are put in parallel to either R19 or R35 (compare Figs. S11 and S12 to S3a), determine the characteristic of the overall voltage divider. Both the position of the potentiometer and the positions of the switches S5 and S8 determine the voltage at node \( V_{\text{div}} \) as

\[
V_{\text{div}} = \alpha' \cdot V_{\text{drive}} \quad \text{with} \quad 0 \leq \alpha' \leq 1.
\]

For example, if S5 and S8 are closed and, therefore, short R6 and R30, the voltage \( V_{\text{div}} \) can be set to be anywhere between \( V_{\text{drive}} \) (\( \alpha' = 1 \)) and ground potential, i.e. 0 V (\( \alpha' = 0 \)), depending on the position of the wiper. As we use a 10 turn potentiometer (wirewound with linear characteristic), the resulting value of \( \alpha' \) as a function of the wiper position follows the black line in Fig. S3b. Opening one or both of the switches S5 and S8 limit the range over which \( \alpha' \) can be tuned, therefore increasing the sensitivity at which \( \alpha' \) can be set by turning the potentiometer by a certain angle (see corresponding curves in Fig. S3b).

The respective voltage differences between nodes \( V_{\text{drive}} \) and \( V_{\text{div}} \) on the one hand and \( V_{\text{div}} \) and GND on the other hand are then measured via the precision instrumentation amplifiers IC6 and IC12 in Fig. S11 with a gain of one. It is important that the inputs of IC6 and IC12 are switched in respect to each other (both inverting inputs are connected to node \( V_{\text{div}} \)). Therefore, there is a sign reversal between the voltage that is measured by IC12 and the voltage \( V_{\text{drive}} \) that is applied to the voltage divider.

The voltage \( V_{\text{drive}}(t) \) is therefore divided into two components:

\[
V_{\text{drive}}(t) = V_{\text{IC6}}(t) = V_{\text{IC12}}(t) = \left[ (1 - \alpha') \cdot V_{\text{drive}}(t) \right] - \left[ -\alpha' \cdot V_{\text{drive}}(t) \right],
\]

with a voltage divider ratio \( 0 \leq \alpha' \leq 1 \). The two voltages \( V_{\text{IC6}}(t) \) and \( V_{\text{IC12}}(t) \) are then buffered (see operational amplifiers IC8 and IC14 at the outputs of the instrumentation amplifiers IC6 and IC12 in Fig. S11). The operational amplifiers IC8 and IC14 are accordingly sourcing and draining the current \( I_{\text{DUT}}(t) \) through the DUT.

But as long as a current is flowing, the two voltages \( V_{\text{IC6}}(t) \) and \( V_{\text{IC12}}(t) \) are not the ones which are applied to the outputs \( I_+ \) and \( I_- \) of the current source. Under normal operation, also the voltage drop over the shunt resistors and the 100Ω protection resistors R46 and R59 has to be considered. This is depicted in the schematic in Fig. S3c. Accordingly, the voltage divider ratio \( \alpha' \) is not equal to the coefficient \( \alpha \) discussed in the main manuscript. Nevertheless, changing \( \alpha' \) will change \( \alpha \) in a continuous way, too.

IV. DC ACCURACY

The accuracy of the current source was measured by connecting a Keithley 2450 source meter unit in current measuring mode between the connections “I+” and “I-” of Fig. S11, i.e. using the Keithley 2450 as the DUT. Then a Yokogawa 7651
voltage source was used to apply a varying voltage $V_{dc}$ for different shunt resistor’s values. To achieve the best-possible accuracy even for lower values of $V_{dc}$, a shorting BNC end cap should be used for the unused BNC connector labeled by $V_{dc}$ in Fig. S10. This end cap minimizes the voltage offset of IC3, which otherwise yields a systematic small error caused by the mixing of $V_{dc}$ and $V_{ac}$ to $V_{ref}$ (see section II).

The difference between the actually measured current $I_{meas}$ and the set current $I_{set} = V_{dc}/R_{shunt}$ (with $R_{shunt}$ being the nominal shunt resistor value) is plotted in the double logarithmic plot of Fig. S4 as a relative deviation

$$\frac{\Delta I}{I_{set}} = \frac{|I_{meas} - I_{set}|}{I_{set}}. \quad (5)$$

The symbols represent measurements, whereas the dashed lines are fits assuming that the measured current can be expressed as

$$I_{meas} = (1 + \varepsilon) \cdot I_{set} + I_{err}, \quad (6)$$

with a scaling error $\varepsilon$ and an error current $I_{err}$.

The scaling error $\varepsilon$ gets noticeable in the flattening of the curves in Fig. S4 towards higher $V_{dc}$ values. The fits yield scaling errors in the range of $10^{-4}$ to $10^{-3}$ which is in complete accordance to the chosen tolerance class of the shunt resistors (real resistor values are within 0.1% of the nominal values). In contrast, the error current $I_{err}$ gets noticeable in the increase of the relative deviation towards lower $V_{dc}$ values, as its relative contribution increases towards lower applied currents. For shunt resistor values between 1 MΩ and 100 MΩ the fits yield quite similar error currents in the range of 80 pA to 120 pA. Interestingly, the fit does not follow the data at all for a shunt resistance of 100 kΩ (green curve), before it is good again for 10 kΩ (blue curve). Importantly, the fit to the 10 kΩ shunt resistor yields a significantly increased error current of 2.2 nA.

Both, the existence of two regimes of significantly different error currents and the odd behaviour of the curve in between, can be well understood by two important device characteristics of the instrumentation amplifier IC15, which measures the voltage drop over the shunt resistor in Fig. S11. These two characteristics are the input offset current $I_{ioc}$ and the input offset voltage $V_{iov}$, respectively. As explained further below, the error current in most cases can be approximated by:

$$I_{err} \approx \max \left( I_{ioc}, \frac{V_{iov}}{R_{shunt}} \right). \quad (7)$$

The input offset current $I_{ioc}$ is the difference in the currents that flow in or out of each of the two inputs of the instrumen-
tation amplifier. This current is unavoidably drained into or sourced out of the circuit, which contains the DUT in Fig. S11. Therefore, the lower the applied current over the DUT (i.e. the lower the reference voltage \( V_{\text{ref}} = V_{\text{dc}} \)) the higher the shunt resistor value \( R_{\text{shunt}} \) according to \( I_{\text{DUT}}(t) = V_{\text{ref}}(t)/R_{\text{shunt}} \) the higher the error becomes that is caused by the input offset current of the instrumentation amplifier. The extracted error currents of around 100 pA for shunt resistor values between 1 M\( \Omega \) and 100 M\( \Omega \) are accordingly in very good agreement to the data sheet’s value of the input offset current of IC15.

On the other hand, the input offset voltage \( V_{\text{io}} \) is defined as the voltage that must be applied between the two inputs of the instrumentation amplifier to obtain a perfectly vanishing output voltage. This voltage difference also falsifies the measurements of the voltage drop over the shunt resistor. For low shunt resistor values, the voltage difference \( V_{\text{io}} \) is the main contributor to the error current which is then given as \( I_{\text{err}} = V_{\text{io}}/R_{\text{shunt}} \). The error current of 2.2 nA in case of the 10 k\( \Omega \) shunt resistor corresponds to an input offset voltage of \( V_{\text{io}} = 22 \mu V \), which again is in very good agreement to the data sheet’s value of the input offset voltage of IC15.

If identical input offset currents of \( I_{\text{io}} \approx 100 \text{ pA} \) and input offset voltages of \( V_{\text{io}} \approx 22 \mu V \) are to be assumed over the whole range of shunt resistor values, their contributions to the overall error current will be approximately the same in case of a shunt resistance of 100 k\( \Omega \). Now, it is important that the error currents from both sources do not necessarily have to add up, but can also compensate each other to some extent. This is the reason for the deviating shape of the curve for the 100 k\( \Omega \) shunt resistor (green curve in Fig. S4).

For IC15 an instrumentation amplifier was chosen which has its sweet spot between input offset current and input offset voltage exactly for the one shunt resistor value which is most important for our non-local spin valve measurements: The 100 k\( \Omega \) shunt resistor that yields a current of 10 \( \mu A \) per 1 V of reference voltage. The relative deviation in this case is very low over the whole range of \( V_{\text{dc}} \). This is especially important if the reference voltage is eventually switched to the sinusoidal reference voltage of the lock-in amplifier, which signal periodically sweeps over the whole voltage axis of Fig. S4. The low deviation over the whole range will therefore minimize the overall distortion of the sinusoidal signal.

If a current source with better precision in the nA range is needed, IC15 should be replaced with an instrumentation amplifier with FET-inputs. These amplifiers exhibit much lower input offset currents. Unfortunately, at the same time the input offset voltages are much higher and reach values of at least several hundreds of \( \mu V \). In such a case the relative deviation is mainly given by \( V_{\text{io}}/V_{\text{dc}} \).

Another drawback of an instrumentation amplifier with FET-input is its larger temperature drift both in regard to input offset voltage and input offset currents. Instead, the amplifiers used for our current design (AD8422BRZ for the instrumentation amplifiers and OPA192 for the operational amplifiers) exhibit such low temperature drifts, that we measured a relative change of only 5 \( \cdot 10^{-4} \) in the 1 \( \mu A \) current output (\( V_{\text{ref}} = 1 \text{ V} \), \( R_{\text{ref}} = 1 \text{ M}\Omega \)) when increasing the temperature of the current source from 25°C to 50°C.

Finally, also characteristics such as noise performance, gain bandwidth product, or common-mode rejection ratio should be considered if one wishes to use another instrumentation amplifier for IC15.

V. AC PERFORMANCE

To investigate the AC performance of the current source, we first measure its response to rectangular pulses with a peak-to-peak amplitude of 1 VPP and a frequency of \( f = 100 \text{ Hz} \) applied as the input voltage \( V_{\text{ac}} \) (with \( \beta = 1 \)). As a DUT we use an ohmic resistor. Therefore, the time-dependent current through the DUT can be directly measured via the voltage drop \( V_R \) over the resistor \( R \) (see Fig. S5a). This voltage drop is measured with a Stanford Research SR560 low-noise amplifier (set to DC-coupling, no additional filters) which sends the amplified signal to an oscilloscope.

Fig. S5b shows the corresponding signals for different values of \( R \) for a fixed current setting of 1 \( \mu A \) applied in the on-state of the pulse (\( R_{\text{shunt}} = 1 \text{ M}\Omega \)). Instead, Fig. S5c shows the signals for the same resistor values as in Fig. S5b, but with decreasing currents for increasing resistance values. All signals follow the rectangular pulse shape quite reasonably, except for the case of \( R = 1 \text{ M}\Omega \) and a current of 10 nA (green curve in Fig. S5c). The problem in this case is the RC low-pass filter which is created by the used shunt resistor for this current range (\( R_{\text{shunt}} = 100 \text{ M}\Omega \)) and the capacitance of the used BNC cables (around 100 pF for a 1 m long cable). The corresponding cutoff frequency of this low-pass filter is around 16 Hz.

To increase the usable frequency range for currents in the lower nA range, lower shunt resistor values together with lower reference voltages \( V_{\text{ref}} \) have to be used according to \( I_{\text{DUT}}(t) = V_{\text{ref}}(t)/R_{\text{shunt}} \). One downside of this approach is the lower accuracy as discussed in section IV. Furthermore, we also expect an increase in the noise level: As the voltage drop \( R_{\text{shunt}} \cdot I_{\text{DUT}} \) over the shunt resistors will be decreased, the thermal noise of the shunt resistor (Johnson–Nyquist noise) will have an increased relative impact onto the feedback loop. This is due to the fact that the thermal noise only scales with the square root of the resistance, whereas the voltage drop that is caused by the applied current scales linearly with resistance.

Next to the RC low-pass filter, which consists out of the shunt resistor and the capacitance of the BNC cables, the overall bandwidth of the current source is also limited by both the RC low-pass filter for the reference voltage (R25 and C52 in Fig. S10) and the components that are guaranteeing the stability of IC9 (C44, R14 and R23 in Fig. S11). Choosing the wrong values for the latter components can easily lead to an unstable, oscillating behaviour of the whole current source. If higher frequencies are needed, these three components have to be fine-tuned to each other. For initial testing, a LTspice model of our current source design is available on Zenodo.

To investigate the bandwidth of the current source in more detail, we use the sinusoidal output voltage of a lock-in amplifier (Stanford Research SR830) with an amplitude of \( V_{\text{ac}} = 1 \text{ Vrms} \). As a DUT an ohmic resistor \( R \) is used. The current-induced voltage drop over the resistor is measured with
an SR560 amplifier and is applied to the input of the lock-in (see Fig. S5d). Both the corresponding amplitude of the signal $M(t) = \sqrt{X^2 + Y^2}$, with $X$ being the real and $Y$ being the imaginary part) and the phase $\phi = \arctan(Y/X)$ are measured. Fig. S5e depicts the frequency dependent amplitude which is normalized to the amplitude at 10 Hz, whereas Fig. S5f shows the corresponding phase. The measurements were made for values of $R$ and $I_{DUT}$ which are typical for our non-local spin valve measurements. Furthermore, the influence of the capacitance of the BNC cables is demonstrated by both using 1 m and 3 m long cables which are connecting the resistor to the BNC connectors $I_+$ and $I_-$ of the current source.

Figs. S5e and S5f show that for frequencies < 300 Hz the change in amplitude is < 1% and the measured phase is < 5°. Therefore, in our lock-in based measurements we limit the applied frequencies to this frequency range to keep the absolute error small. However, we note that in many experiments not absolute values but relative changes are important and that the relative accuracy of the current source is higher. For example, in a Hanle measurement the relative change in the non-local signal with a varying magnetic field is measured. The fitted spin lifetime does not change if the Y-axis has to be rescaled by a constant factor because the applied current was different than expected. Instead, the rescaling of the Y-axis only impacts values like the spin injection efficiency.

VI. TURNING THE CURRENT SOURCE ON/OFF

It is good practice to check if the input voltages $V_{ac}$ and $V_{dc}$ (see Fig. S10) are set to zero before turning on the current source. According to section II this will result in a reference voltage $V_{ref}(t) = 0$ applied to the non-inverting input of IC9 (see Fig. S11). And according to section III the current source will therefore try to avoid any voltage drop over the shunt resistors, hence $I_{DUT}(t) = V_{ref}(t)/R_{shunt} = 0$.

The on/off switch of the current source (S6 in Fig. S11) will additionally pull the voltage at the non-inverting input of IC9 to GND if the switch is in its closed position (the resistor R25 of the low-pass filter in Fig. S10 will guarantee that the non-inverting input of IC9 is pulled to GND even if the input voltages $V_{ac}$ or $V_{dc}$ are not zero). At the same time, switch S6 also pulls the nodes "ground I+" and "ground I−" to GND. As the names suggest, the outputs of the BNC connectors labeled with "I+" and "I−" will be put to GND. Therefore the DUT, which is normally also grounded at the start of an experiment, can be safely connected to these two BNC connectors (see Fig. S11).

As an additional safety backup, also switch S7 in Fig. S11 can be closed during the rewiring of the DUT. In its closed position, switch S7 will connect the two BNC outputs "I+" and "I−" via resistor R22, which is therefore put parallel to the DUT. If switch S6 fails to ground nodes "ground I+" and "ground

FIG. S5. AC performance and bandwidth of the voltage controlled current source: a) Setup for measuring the response to rectangular pulses. The current is measured via the voltage drop over an ohmic resistor $R$ and recorded with an oscilloscope. b) and c) show corresponding measurements for different resistance values of $R$ and different current settings. d) Setup for measuring the bandwidth. The sinusoidal output voltage of a lock-in amplifier is used as a reference voltage and the voltage drop over the resistor is applied to the input of the lock-in. e) Frequency dependent change in the measured amplitude and f) the change in the phase for different values of $R$. Applied currents $I_{DUT}$ and lengths of the used BNC cables.
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FIG. S6. a) Setup for measuring the turn-on behavior of a voltage controlled current source if an external reference voltage is already applied to it. Corresponding measurements are shown in b) for the so-far used old current source and in c) for our new design, which shows a smooth transition without any overshoot or erratic behaviour. d) Setup for measuring the behavior of the current sources in the event of an interruption of the current path and e) corresponding response of both the old (red curve) and new (black curve) current source. The latter was recorded in e) in case of a deactivated and in f) in case of an activated shut-down mechanism.

I-", the connection via R22 will nevertheless close the current path between IC8 and IC14 and therefore the feedback loop can operate normally even if the DUT is removed.

Accordingly, after connecting the DUT to "I+" and "I-", first switch S6 is opened (the DUT and the reference voltage will no longer be pulled to GND). Thereafter, S7 is opened (the parallel path between connectors "I+" and "I-" will be removed). Finally, the input voltages \( V_{ac} \) and \( V_{dc} \) can be applied to the current source to drive the current

\[
I_{DUT}(t) = \frac{V_{ref}(t)}{R_{shunt}} = \frac{[\beta \cdot V_{ac}(t) + V_{dc}]}{R_{shunt}}
\]

through the DUT (with \( \beta \) being either 1 or 0.01 based on the position of S2 in Fig. S10).

To shut the current source down, the reversed order is advised: First, decrease the amplitude of the externally applied voltages \( V_{ac} \) and \( V_{dc} \) to zero, then close switch S7 and, finally, close switch S6.

Of course, the question arises what will happen if this recommended procedure is not followed. It is important to investigate this situation, as the use of current sources for experiments is sometimes discouraged because of an allegedly unstable and erratic behaviour. To illustrate this, we measured the turn-on behavior of both our old and newly designed current source via the setup shown in Fig. S6a. Here, a 10kΩ resistor was used as the DUT and the voltage drop over the resistor was measured with an SR560 amplifier (10x gain, DC-coupling, no additional filters). The amplified output was then recorded with an oscilloscope (DC coupling, no averaging).

For our newly designed current source the shunt resistor was set to \( R_{shunt} = 100k \Omega \), switch S7 was opened and a reference voltage of \( V_{dc} = 1V \) was applied. Only then, the current source was switched on by opening switch S6, resulting in an abrupt change in the reference voltage \( V_{ref} \) applied to the non-inverting input of IC9 in Fig. S11. In case of our old voltage controlled current source (no schematics are available), we used an analog procedure with the same current settings.

For both current sources an increase in the measured voltage from 0 V to

\[
V_R = G \cdot R \cdot I_{DUT} = G \cdot R \cdot \frac{V_{ref}}{R_{shunt}}
\]

is expected. The actual measurements are shown in Fig. S6b for the old current source and in Fig. S6c for our new design. In case of the old current source, several short spikes with amplitudes significantly exceeding the final voltage of 1 V can be observed. Instead, our new current source shows a stable turn-on behaviour. Despite the sudden increase in the reference voltage and a possible bouncing of switch S6, the desired current is reached after around 100 µs with a smooth transition without any overshoot or erratic behaviour.
VII. OVER-VOLTAGE AND CURRENT PROTECTION

One important part in the design of a current source is its handling of either an overload condition or an outright interruption of the current path. Such an interruption can not only occur if the DUT is damaged, but also if e.g. the BNC cable is broken or if the wiring is incorrect due to an user error. Although the current source is unable to drive any current in these cases, it will nevertheless try to achieve it by ramping up the voltage to the highest possible value. The test setup to simulate such a situation is depicted in Fig. S6d, whereas Fig. S6e shows the corresponding measurements both in case of our previously used current box (red line) and our newly designed one (black line). For this measurements we use an ohmic 10kΩ resistor as the DUT, apply a sinusoidal reference voltage with a frequency of 100 Hz, then interrupt the current path by opening the switch S that is connecting the DUT with the I- terminal and measure the voltage at the one side of the DUT which is connected to the I+ terminal with an oscilloscope.

The switch S is opened at \( t \approx 15 \text{ ms} \), which results in a sudden jump of the voltage that is applied to the I+ side of the DUT. In case of the old current source (see red line in Fig. S6e), the voltage rises almost to the supply rail of the one amplifier which drives the current (a difference to the supply rail’s voltage is present due to the output voltage swing of the amplifier). For a whole half-circle of the reference signal, the voltage is pinned at this level before it abruptly jumps to the reversed polarity for the second half of the sinusoidal reference signal.

This behaviour can damage the DUT in two different ways: Although the DUT is disconnected on the I- side, the jumps by almost 25 V in a short span of time can lead to significant charging/discharging currents over the DUT due to parasitic or even intentional capacitances which are referenced to ground on the I- side of the DUT (and of course capacitances of every other connected equipment to the DUT, like e.g. the differential voltage amplifier which measures the non-local voltage). These charging and discharging currents in return can destroy micro- and especially nanostructures because of e.g. Joule heating or electromigration. The second problem arises if the DUT incorporates some kind of gated transport channel. The voltage difference between the transport channel and the gate will also undergo these sudden jumps by 25 V and may surpass the breakdown voltage of the gate dielectric.

To avoid these two possible sources of irreparable device damage, two passive protection mechanisms are incorporated into the new current source, one to prevent an over-voltage condition and one to prevent excessive charging/discharging currents over the DUT. However, there is one requirement that severely limits the implementation of such protection mechanisms: The fault currents that are due to these mechanism must be much smaller than the smallest current level which is intended to be used with the current source, i.e. the fault currents have to be much smaller than 10 nA in our case. This requirement limits the protection mechanism to rudimentary ones: To prevent the over-voltage condition, the voltages at the outputs of the I+ and I- terminals are clamped to the adjustable voltage rails of the LM317 and LM337 linear regulators in Fig. S9 by diodes with extremely low leakage currents (D30 to D33 in Fig. S11; at room temperature the type 1N3595 diode only shows leakage currents of around 1 nA if the reverse bias voltage exceeds \( V_R = 125 \text{ V} \)).

Accordingly, the voltage level to which the signal is pinned in Fig. S6e for the new current source is given by the adjustable voltage of the linear regulators plus the forward voltage \( V_F \) of the diodes. In our design, this voltage level can be adjusted by the potentiometers VR3 and VR8 in Fig. S9 to be somewhere between 2 V and 10 V depending on the requirements of the measurements. If lower voltages are necessary, the voltage regulators have to be replaced by low dropout regulators (LDOs).

The protection against too high charging/discharging currents is even more rudimentary: It consists just of high ohmic resistors between the output terminals I+ or I- and the operational amplifiers IC8 and IC14 which source and drain the current through the DUT in Fig. S11. Usually, one of the output terminals is always high ohmic because of the shunt resistor (R52 to R56 at the output of terminal I-). In our old current source, the other terminal I+ was instead always low ohmic. Accordingly, severe damages to previous devices (e.g. blown away electrodes) were almost exclusively seen at the one contact of the device which was connected to this low ohmic output. In our new design, switches S10 and S11 in Fig. S11 are in fact one single rotary switch (they are depicted separately for the sake of a clearer presentation). This rotary switch not only selects the shunt resistor value (R52 to R56), but simultaneously puts a resistor with identical value (R60 to R64) to the other output. As the resistance of the shunt resistor (R52 to R56) can be higher than the resistance of the DUT, such a symmetric placement of resistors will also push the value of the voltage divider ratio \( \alpha' \), which is necessary to put the virtual ground somewhere into the DUT, towards 0.5 (see section III). The manually adjustable part of the voltage divider is accordingly designed in such a way, that values around \( \alpha' = 0.5 \) can be set more precisely than values towards 0 or 1.

The protection mechanisms described so far are designed to protect the DUT and are purely passive in nature to guarantee an immediate response time. We furthermore also incorporated an active protection mechanism in our current source, which shuts down the current source under 1 ms after an over-voltage condition is registered. This mechanism is there to give the user an unmistakable indication that an over-voltage event has occurred and also to prevent any damage to the DUT or other connected measurement equipment by the repeated sharp voltage swings seen in Fig. S6e.

This active protection circuit monitors the voltages at nodes "sense I+" and "sense I-" in Fig. S11, i.e. more or less the voltages applied to the output terminals I+ or I- if the small, current-induced voltage drop over the resistors R46 and R59 is neglected. These voltages are buffered by IC11 and IC16 in Fig. S13, which have RC low-pass filters at their outputs.
so that the protection circuit is less likely to be triggered by very short voltage transients. Then the two monitored voltages are compared to the voltages of the LM317 and LM337 regulators ("ShutdownPos" and "ShutdownNeg") are just RC filtered signals from these regulators; see R65, R66, C68, and C69 in Fig. S13). Therefore, it is always monitored if the voltages at nodes "sense I+" and "sense I−" in Fig. S11 are within the voltage range which is spanned by the two independently adjustable voltage rails. Note that the clamp diodes D30 to D33 in Fig. S11 limit the voltage at the same node to a slightly higher range because of the forward voltages of the diodes. Therefore, in case of a over-voltage condition the comparators will first start to detect this event, before the clamping diodes start to conduct at slightly higher voltages.

The comparators of IC13 and IC7 have open-collector outputs. As long as all outputs of IC13A to IC13D (plus the ones of IC7D and IC7A) are open, the 1MΩ resistor R8 pulls the non-inverting input of IC7B to 12 V, which is higher than node "OverLoadPos" which is set to be roughly 9 V. Therefore, the output of IC7B is open in this normal condition. But if one of the voltages at "sense I+" or "sense I−" goes either above the positive voltage rail of LM317 or below the negative voltage rail of LM337, one of the corresponding comparators IC13A to IC13D will close its output and therefore will discharge the capacitor C46 over R21. Resistor R21 is there to limit the discharge current to protect the open-collector outputs, especially if higher capacitor values are chosen for C46. The values of C46 and R8 determine the rise time of the voltage across C46, i.e. how long the voltage at the non-inverting input of IC7B will be below 9 V even if the comparator, which was responsible for the discharging of C46, switches back.

The time constant given by C46 and R8 is important to guarantee the triggering of the shut-down mechanism: The open-collector output of IC7B will drive a current through the photocoupler IC2 in Fig. S14. The triac driver output of IC2 will eventually latch, i.e. independently from the state of the comparators a current will flow through the two reed relays RY1 and RY2 as long as the circuit is not manually interrupted by operating the switch S1 (we use a normally-closed, momentary action switch). If the two normally-open reed relays are active, they will push nodes "ground Vref", "ground I+" and "ground I−" to ground. As the names imply, "ground I+" and "ground I−" are connected to the I+ and I− terminals in Fig. S11. Therefore, when the active protection circuit is triggered, the two terminals and with this the DUT will be put to ground. Resistors R46 and R59 in Fig. S11 will limit the current which may flow in this case. For very sensitive devices also R15 and R20 in Fig. S14 can be replaced by higher value resistors to limit the current even further.

At the same time, the reference voltage at the non-inverting input of IC9 in Fig. S11 will also be pushed near ground (see node "ground Vref"). Therefore, the current source will no longer try to drive the set current through the DUT. The reference voltage will not be exactly zero due to the voltage divider which is given by resistors R25 in Fig. S10 and R12 in Fig. S14. The lower the value of R12, the closer the reference voltage will be near zero. But at the same time the discharge current of C52 over the reed relay RY1 will increase, potentially limiting the lifetime of the relay.

It should be noted that not only the voltages at the terminals I+ and I− are monitored by the comparator circuit, but also the output voltage of IC9 (see node "V drive" in Fig. S11 and Fig. S13). IC7A and IC7D monitor this voltage and will trigger as soon as this voltage exceeds the range of ±9 V. This is an additional, redundant control mechanism: In case that the feedback loop is not stable, the output voltage of IC9 is likely to go near the supply rails of IC9 (see specifications about the output swing in the respective data sheet) and therefore trigger the shutdown circuit.

For the measurement in Fig. S6e, the active shutdown circuit was deactivated by opening switch S1 in Fig. S14. Instead, Fig. S6f shows the same measurement with activated shutdown circuit. Note the zoom-in in both voltage and time axis compared to Fig. S6e. Therefore, the sinusoidal waveform in case of the normal operation of the current source can be seen much more clearly before the switch S in Fig. S6d is opened at $t \approx 14\text{ms}$. After a short voltage spike, which is limited by the clamping diodes to around 2.5 V, the current source completely shuts down 350μs after the switch S was opened. Thereafter, the voltage measured at the I+ terminal is constant at 0 V. The most limiting factor in the response time of the active shutdown circuit is the operation time of the reed relays (max. 1 ms according to the data sheet).

### VIII. COMMON-MODE VOLTAGE INDUCED ARTIFACTS IN LOCAL MEASUREMENTS

In this section we discuss how a non-zero common-mode voltage in the transport channel of a device can create artifacts even in local measurements. For this purpose we conduct measurements at room temperature on a hBN/graphene/hBN Hall bar that is fabricated on top of a Si++/SiO2 (285 nm) wafer (see optical image in Fig. S7(a)). In such devices a plate capacitor model is normally used to calculate the gate-induced charge carrier density $n$:

$$n = \frac{\varepsilon_0\varepsilon_r}{d} (V_G - V_{cnp}),$$  \hfill (10)

with the vacuum permittivity $\varepsilon_0$, the relative permittivity $\varepsilon_r$ of the dielectric layer, the thickness $d$ of the dielectric layer, the applied gate voltage $V_G$, and the voltage $V_{cnp}$ that is necessary to compensate any residual doping to tune the Fermi energy into the charge neutrality point (CNP) of graphene. However, as the gate-electric field effect depends on the voltage difference between gate and 2D material, this equation is only valid if the transport channel is on the same potential as the reference potential of the gate voltage, which is normally GND. Otherwise, the equation must include the common-mode voltage $V_{cm}$ of the transport channel:

$$n = \frac{\varepsilon_0\varepsilon_r}{d} (V_G - V_{cm} - V_{cnp}).$$  \hfill (11)

Although our current source is designed to create a virtual ground in the transport channel, i.e. reducing $V_{cm}$ to zero, the
current source can also be used to intentional increase $V_{cm}$ to investigate its impact on measurements.

For this purpose we use the 1 $\mu$A/V range, i.e. a shunt resistor of $R_{shunt} = R_{S4} = R_{S2} = 1$ M$\Omega$ (compare to Figs. S3c and Fig. S11 and see explanation in section III). This resistance is much larger than both the contact resistances $R_{Cj}$ of the device and the protection resistors $R_{46}$ and $R_{59}$ at the outputs of the current source (see Fig. S11). The total resistance between the transport channel of the Hall bar and the outputs of the operational amplifiers IC8 and IC14 therefore become approximately 1 M$\Omega$. The operational amplifiers IC8 and IC14 supply the voltages $(1 - \alpha') \cdot V_{drive}(t)$ and $-\alpha' \cdot V_{drive}(t)$, which can be freely adjusted by the current source between 0 $\leq \alpha' \leq 1$ (see section III).

The extreme cases of $\alpha' = 0$ and $\alpha' = 1$ correspond to the condition for which the virtual ground is set to the outputs of either IC8 or IC14, respectively. In either case the transport channel of the Hall bar is separated from the virtual ground by a resistance of around 1 M$\Omega$. This means that any current $I_{DUT}$ that flows through the Hall bar will raise the potential of its transport channel to the common-mode voltage 1 M$\Omega \cdot I_{DUT}$, which will change the electrostatic gating via equation 11. This is demonstrated in the DC measurement of Fig. S7c, where the gate-dependent position of the CNP shifts proportionally to the applied current by $\Delta V_G \approx 1$ M$\Omega \cdot I_{DUT}$. The direction of the shift can be inverted by changing the sign of the common-mode voltage ($\alpha' = 0$ vs. $\alpha' = 1$).

Besides this electrostatic effect, which is of general nature, there is also a common-mode related effect that is specific to the used differential voltage amplifier, namely the vertical shift seen in the measurements of Fig. S7c. Notably, the voltage amplifier that is used for these measurements even results in the measurement of negative resistances (see blue curves at higher gate voltages). This shift is due to a combination of all common-mode related measurement artifact that are discussed in the main manuscript. In case of DC measurements, this includes voltages that are created by leakage currents and a finite common-mode rejection ratio. Changing the differential voltage amplifier to another type with different technical specifications can change this effect significantly.

Next, we conduct AC measurements on the Hall bar device (Fig. S7d). If the virtual ground is adjusted into the transport channel of the device, the resulting gate-dependent resistance is identical to the DC measurement with an adjusted virtual ground (black curve in Figs. S7c and S7d). Instead, a measurement with the same AC current of 1 $\mu$A but with a highly misaligned virtual ground ($\alpha' = 1$, blue curve) not only exhibits the vertical shift with negative resistance values as discussed in the previous paragraph, but also has a highly reduced maximum resistance value and a double peak feature. This double peak is
a consequence of the before-mentioned electrostatic effect: If the virtual ground is not tuned into the transport channel of the Hall bar structure, the common-mode voltage of the transport channel will change over time with the applied AC current (black curve in Fig. S7b). For $\alpha' = 1$, the common-mode voltage oscillates between $\pm 1 \mu A \cdot 1 \Omega = \pm 1 V$. According to equation 11 there are now two gate voltages for which the transport channel is tuned into the CNP exactly at the times at which the current source drives a maximum current value of either $1 \mu A$ or $-1 \mu A$ through the device. The corresponding gate voltages $V_G \approx V_{\text{CNP}} \pm 1 V$ (solid and dashed red curves in Fig. S7b) explain the two peaks seen in the blue curve of Fig. S7d.

For smaller current values (red and green curves in Fig. S7d) or for values of $\alpha'$ closer to the case of an adjusted virtual ground condition (not shown), the time-varying common-mode voltage results in just a broadening of the CNP. We note that this purely electrostatic broadening effect towards larger currents may be easily misinterpreted in previous experiments as thermal effects induced e.g. by Joule-heating. Instead, adjusting $\alpha'$ in such a way that a virtual ground is created in the transport channel of the device yields $V_{\text{em}}(t) = 0$ independent of the applied current. To be able to freely change the current without changing the common-mode voltage makes the investigation of any current-induced effect (e.g. thermoelectric effects) much easier and, in particular, much less prone to misinterpretation.

IX. PROCEDURE TO ADJUST THE VIRTUAL GROUND

It is important to emphasize that even in the local measurements, that were discussed in the last section, a signal appears in the Y-channel of the lock-in as soon as common-mode related artifacts are present in the measurement (compare Figs. S7d and S7e). This is similar to the non-local measurements that are discussed in the main manuscript. The occurrence of a common-mode related voltage signal in the Y-channel makes it straightforward and easy to adjust the virtual ground into the transport channel of the device during an AC measurement that is based on a lock-in: The corresponding potentiometer (VR9 or VR10) of the selected voltage divider only has to be slowly turned while monitoring the amplitude of the voltage in the Y-channel. Turning the potentiometer changes $\alpha'$ according to section III. The potentiometer needs to be adjusted until the measured voltage in the Y-channel becomes minimized.

The choice of a wirewound precision potentiometer and the special design considerations of the voltage divider (see Fig. S3) make it possible to safely operate VR9 and VR10 while the current source is in operation. We verified with oscilloscope measurements that the turning of the potentiometers is changing the measured signals in a continuous way without any observable glitches or voltage spikes. Instead, switches S3, S4, S5, S8, or S9 should only be operated if the current source is shut down.

Of course, another adjustment procedure for the virtual ground is to use one contact of the device to probe the potential of the transport channel against ground. Minimizing this potential difference by turning the potentiometer allows an adjustment also in case of DC measurements. However, we note that for DC measurements the input offset voltages and input bias currents of the voltmeter also has to be taken into account. Even if the reading of the voltmeter is zero, the potential of the transport channel can differ from ground in the worst case by the input offset voltage of the voltmeter plus its input bias current times the contact resistance to the transport channel.

X. APPLICATIONS AND LIMITATIONS OF THE CURRENT SOURCE

As explained in the main manuscript, the current source is extremely effective in reducing all spurious charge signals that are directly caused by a common-mode voltage inside the non-local part of the device. This includes voltage signals that are caused by 1.) leakage currents to ground ($V_L$), 2.) a finite common-mode rejection ratio ($V_{\text{CMRR}}$), or 3.) charging currents of capacitances ($V_C$). Whereas the latter signal is only relevant in AC measurements (in DC measurements the impedance of capacitors is only given by their insulation resistance, which in turn contributes to $V_L$), the other two spurious signals also occur in DC measurements.

The possibility to create a virtual ground in the transport channel of a device (both for DC and low-frequency AC currents) can also have great benefits in experiments in which the electrostatic surface potential plays a role. This includes e.g. Kelvin probe force microscopy or electron microscopy experiments.

However, our current source only has a minor influence on the measurement artifacts that are caused by either current spreading ($V_{\text{CS}}$), thermo-electric voltages ($V_T$), input bias currents ($V_{\text{IBC}}$), or crosstalk and interference signals ($V_{\text{CI}}$) as mentioned in the main manuscript. This is due to the fact that these four signals are quite insensitive to changes of the common-mode voltage in the transport channel.

The current spreading effect, e.g., depends on the conductivity tensor within the transport channel and on the spatial injection and extraction profiles of charge carriers into and out of the transport channel (see references given in the main manuscript). As the leakage currents that are induced by the common-mode voltage are normally much smaller than the current that is driven between source and drain contacts in our graphene-based spin-valve devices, the overall spatial injection and extraction profiles of charge carriers only change marginally with the common-mode voltage. And the only way the conductivity tensor can change with the common-mode voltage is the effect that was discussed in section VIII, namely that changing the common-mode voltage in the transport channel also changes the potential difference to a gate and, therefore, the gate-induced charge carrier densities. However, we found that both effects on the current spreading are almost negligible in our graphene-based spin valve devices. For example, adjusting the virtual ground into the transport channel of our devices only effects the zeroth order of the background voltage.
in Hanle measurement, whereas the terms that depend linearly or quadratically on the magnetic field are almost unaffected. As demonstrated in the measurements shown in Fig. 5 of the main manuscript, the reduction in the zeroth order can be explained by a suppression of \( V_L \), \( V_{CMRR} \), and \( V_C \).

Although common-mode-voltage-induced leakage currents may contribute to thermal voltages, we have no evidence that this effect is relevant in our graphene-based spin valve devices. This is most likely due to the fact that these leakage currents are much smaller than the charge current that we apply in the injection circuit. However, we cannot exclude the possibility that in other materials and device structures, these leakage currents may indeed contribute to measurable thermal voltages.

It is also not a-priori clear, if the input bias currents in a given measurement setup have a relevant dependence on the common-mode voltage. Unfortunately, manufacturers of ready-to-use differential voltage amplifiers often provide only sparse information on the input bias currents of their equipment (measurement procedures for the input bias currents are given in section XI D). Instead, we can take a look at instrumentation amplifiers that are often used for low-cost, custom-made differential amplifiers. Examples include the instrumentation amplifiers AD8429, AD8422, and AD8220 from Analog Devices or INA826, INA818, and INA121 from Texas Instruments. We have chosen these amplifiers as all data sheets include graphs of the input bias current as a function of the common-mode voltage. Additionally, these amplifiers demonstrate differences of both the overall amplitude and the common-mode voltage dependence of the input bias current between various types of amplifiers (lower bias currents are normally achieved at the expense of higher input offset voltages and/or noise levels, therefore there are different kinds of amplifiers that are custom-tailored to different applications, see also comments in section IV). However, in our experience the change of the common-mode voltage has a rather negligible impact on the overall bias current of state-of-the-art differential amplifiers. In most cases, the input bias current can be rather considered as a DC current that is not affected by the applied voltage to the inputs of the amplifier. Therefore, measurement artifacts that are caused by input bias currents are normally only seen in DC measurements, whereas they are not seen in lock-in based measurement techniques.

XI. FINAL NOTES

A. Minor technical notes

Because of the long rise time of the voltage at the non-inverting input of IC7B in Fig. S13, which is caused by the time constant of R8 and C46, the active shutdown circuit should always trigger when the current source is powered up. If the LED D20 in Fig. S14 should not light right after switching on the main power, the whole current source should be checked.

For the switches S10 and S11 in Fig. S11 a double pole, 5 throw, shorting style (make before break) rotary switch is used. As long as a DUT is connected, the shorting style guarantees that there is always a conducting path between IC8 and IC14, even if the rotary switch is operated during an actual measurement. We strongly advise against this! Always switch off the current source before changing the shunt resistor, i.e. the current range. The shorting style switch is just a safety feature that minimizes the risk that the current source goes erratic because of a missing feedback loop for IC9 during an accidental operation of the rotary switch.

For S2 to S11 gold plated switches are used to guarantee low ohmic connections even for small currents and logic level voltages.

B. Use of dummy devices

We advise the fabrication of dummy devices that can be used to investigate the non-local charge signals in a specific setup and under specific measurement conditions. In case of non-local spin valve devices, all charge signals that are discussed in the main manuscript can be investigated by just replacing the ferromagnetic metal of the electrodes with a non-ferromagnetic alternative.

We are also using much more rugged and long-term stable dummy devices that are built from SMD resistors. These devices follow the equivalent circuit shown in Fig. 2b of the main manuscript with the seven resistors \( R_C \) and \( R_M \). The advantage of such a device is the definite absence of any spin-related signal, this includes even small signals like the spin Hall effect that may be present in spin-valve devices with non-ferromagnetic electrodes. The disadvantage is that certain spurious non-local signals like the ones caused by current spreading or thermoelectric voltages are either strongly diminished or even completely suppressed because of the macroscopic dimensions of such a device.

C. Oscilloscope measurements

We want to emphasize the importance to check all signals within a measurement setup with an oscilloscope on a regular basis. This not only includes the actual, non-local signal but also e.g. the current in the injection circuit by measuring the voltage over a shunt resistor. This is due to the fact that many problems can be masked by the data processing in a digital voltmeter or lock-in amplifier. Instead, time-resolved measurements with an oscilloscope can e.g. reveal instabilities or oscillations of the current source, coupled interference signals, or distortions of the intended sinusoidal signal due to bandwidth or slew rate limitations. All these phenomena can cause unexpected artifacts in a measurement.

D. Performance tests of a measurement setup

Depending on the type and the condition of the used equipment, measurement setups can differ considerably from one another in specifications such as common-mode rejection ratios, offset voltages, or input bias currents. Since these quantities may deteriorate over time due to damage to the equipment,
we recommend to measure these parameters regularly. Guidelines for such tests can be found in manuals, application notes, or tutorials from companies either manufacturing measurement equipment or working in the semiconductor industry (see e.g. the manuals of the SR830 lock-in or the SR560 voltage amplifier from Stanford Research Systems, the tutorials MT-038 and MT-042 from Analog Devices, or the "Low Level Measurements Handbook" from Keithley; all of these documents are freely available for download).

Based on the general information in the aforementioned documents, we adapted the following specific test procedures in case of our setup (i.e. a SR560 differential voltage amplifier that is connected to the input of a SR830 lock-in amplifier, compare to Fig. 1a of the main manuscript). To measure the common-mode rejection ratio, we connect the output of the lock-in directly to both inputs of the differential amplifier (called input $V^+_{\text{input}}$ and $V^-_{\text{input}}$ in the following) via equally long cables and a BNC T-connector. Applying a sinusoidal output signal with an amplitude of $V_{\text{ext}} = 100$ mV and varying frequency, we measure the differential voltage output of the SR560 with the lock-in. As explained in the main manuscript, the output voltage is given as:

$$V_{\text{out}} = G_{\text{diff}} (V^+_{\text{input}} - V^-_{\text{input}}) + G_{\text{cm}} \left( \frac{V^+_{\text{input}} + V^-_{\text{input}}}{2} \right). \quad (12)$$

As $V^+_{\text{input}} = V^-_{\text{input}} = V_{\text{ext}}$, the CMRR can be directly calculated from the measured lock-in signal $V_{\text{out}}$ via:

$$CMRR[\text{dB}] = 20 \cdot \log \left( \frac{V_{\text{ext}}}{V_{\text{out}}} \cdot G_{\text{diff}} \right). \quad (13)$$

A corresponding frequency-dependent measurement of the CMRR for two gain settings ($G_{\text{diff}} = 1$ and $G_{\text{diff}} = 1000$) is shown in Fig. S8.

To measure the input bias currents of the SR560, we first set the measurement mode from differential to single-ended (i.e. the SR560 does not measure the voltage difference between both inputs, but the voltage difference of one of the inputs to ground). In the next step we put a shorting BNC connector cap onto the corresponding input. By doing this the input bias current has an extremely low-ohmic connection to ground and therefore does not affect the following measurement. However, even in this configuration the output voltage of the SR560 won’t be perfectly zero because of input offset voltages. This input offset voltage is then measured with an Agilent 34410A multimeter. In the final step we remove the shorting BNC cap. The input bias current now has to flow over the 100 MΩ resistor that is connecting the input to ground inside the SR560 (this is the DC part of the equipment’s input impedance). This results in an ohmic voltage drop on top of the input offset voltage. Therefore, the voltage difference between the two measurements with and without the shorting BNC cap divided by the input resistance yields the input bias current of the corresponding input (note that for very low input bias currents this voltage difference might only be visible at higher gain settings).

### E. Replication of the current source

In case the current source is to be replicated, we now give some ideas on what could be changed compared to our version.

- A change in the power supply (especially lowering the minimum voltage levels of the rails that are used for clamping) as discussed in sections I and VII.
- Choosing other instrumentation amplifiers to improve the accuracy of the current source for either higher or lower current ranges as discussed in section IV (right now it is optimized for the 10 µA range).
- Possible improvements in the bandwidth by fine-tuning the feedback loops as discussed in section V.
- Adding feedback capacitors parallel to resistors like R4 or R16 in Fig. S10 to reduce the effective bandwidth of the corresponding amplifiers, making the whole circuit even more resistant against high frequency interference signals or instabilities.
- Using reed relays to route the signals directly on the PCB instead of passing the signals back and forth to switches on the front panel (see Fig. S1).
- Replacing the manual potentiometers (VR9 and VR10 in Fig. S12) with dual-supply digital potentiometers to allow a remote-controlled or even automatic adjustment of the virtual ground.
these components are part of the power entry module FN284-2-06.

FIG. S9. Schematic: Power supply.
FIG. S10. Schematic: Reference voltages.
FIG. S11. Schematic: Current source.
FIG. S12. Schematic: Voltage divider.
FIG. S14. Schematic: Shutdown circuit.