A knowledge-based surrogate modeling approach for cup drawing with limited data
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Abstract. To predict the quality of a process outcome with given process parameters in real-time, surrogate models are often adopted. A surrogate model is a statistical model that interpolates between data points obtained either by process measurements or deterministic models of the process. However, in manufacturing processes the amount of useful data is often limited, and therefore setting up a sufficiently accurate surrogate model is challenging. The present contribution shows how to handle limited data in a surrogate modeling approach using the example of a cup drawing process. The purpose of the surrogate model is to classify the quality of the drawn cup and to predict its final geometry. These classification and regression tasks are solved via machine learning methods. The training data is sampled on a relatively wide range varying three parameters of a finite element simulation, namely sheet metal thickness, blank holder force, and friction. The geometrical features of the cup are extracted using domain knowledge. Besides this knowledge-based approach, an outlook is given for a data-driven surrogate modeling approach.

1. Introduction

A major vision driving the digital transformation in manufacturing is to transform conventional machines to autonomous systems [1]. A first step towards autonomous production systems is to couple process control with a real-time process model that infers process outcomes. Such a process model can be realized via a statistical model calibrated to process data, a so-called surrogate model. However, process data often lacks of variance because traditional manufacturing processes are designed to operate inside a predefined process window. Therefore, the information contained in the collected data is limited. To increase the information about the process, numerical simulations can be used to explore the space of process parameters outside the usual process window. However, for complex processes, numerical simulations are computationally expensive and therefore, the amount of information is also limited.

The key to improve model accuracy is to integrate domain knowledge in the modeling process. Domain knowledge can be integrated by incorporating data that is derived by a deterministic model [2, 3], and/or by deriving significant features that better represent the underlying problem as the raw data [4]. Here, the process of creating new features is either called feature learning, when performed by an
algorithm, or feature engineering, when done manually. Having meaningful features not only improves the model accuracy, but also helps the user to better interpret predictions. Besides interpretability, another important aspect is the quantification of uncertainty. For this purpose, probabilistic models can be used [5]. In manufacturing, both, the interpretability of predictions and the quantification of uncertainty, are essential to make decisions in a process and assess their risks.

In the present work it is shown how to set up a surrogate model for a cup drawing process having only a limited amount of data. Cup drawing is a testing procedure for the formability of sheet metals [6]. Various experimental and numerical studies investigate the influence of process parameters, tool dimensions, and sheet metal properties on the process outcome; see [7, 8, 9, 10].

In the following, we explain how domain knowledge can be integrated in a statistical modeling workflow via feature engineering. Also, we briefly describe the methods used for surrogate modeling and the finite element simulation of cup drawing. Then, we use the described methods to model the cup drawing process, based on data generated by the finite element simulation. Finally, concluding remarks on the knowledge-based approach are given, as well as an outlook on a data-driven surrogate modeling approach including feature learning.

2. Methods

2.1. Integrating domain knowledge via feature engineering

In a statistical modeling workflow feature engineering is part of data preprocessing. In the following, we use the cross-industry standard process for data mining CRISP-DM [11] as a reference workflow. In CRISP-DM the feature engineering task is named construct data and is located in the data preparation step, see Figure 1. The aim of the task is to derive features (i.e. pressure) that are constructed from one or more existing features (i.e. force and area) in the same data set in order to get a better description of the actual problem. In addition to the new features, a description should be given on why and how these features are derived.

![Figure 1. Data preparation step in CRISP-DM workflow, cf. [11].](image)

Data preparation can generally not be seen as a stand-alone process. It is closely (and iteratively) connected to the previous and subsequent steps in the modeling workflow. Features are therefore highly depending on the defined modeling goal, business and data understanding, and on the machine learning model to apply and its deployment [11]. In manufacturing, feature engineering furthermore depends on knowledge about the product, its properties and technically reachable process states, the underlying physical laws, material behavior, and physically reachable states.

2.2. Surrogate modeling based on computer simulations

In this section, the employed statistical learning methods are described briefly. Related work on surrogate modeling of deep drawing simulations can be found in [12] using Gaussian processes and in [13] using neural networks. For an overview on the metamodeling of computer simulations, see [2, 14, 15]. For statistical modeling, we use the python library scikit-learn [16].

2.2.1. Random forest classification. A random forest classifier is an ensemble of randomized decision tree classifiers [17]. A decision tree classifier is a model that partitions the input space according to optimize a specific measure, i.e. information gain. This partitioning then determines the class membership for a given data point. In random forests, a number of bootstrap samples is drawn from
the data set and used to train the decision trees. Furthermore, the decision tree splits are performed using only a random subset of all features. To classify a given data point, every tree in the random forest is evaluated and the majority of votes yields the class membership [18].

2.2.2. Gaussian process regression. A Gaussian process can be seen as a distribution over functions. It is completely specified by its mean function \( m(x) \) and covariance function \( k(x, x') \) of a process \( f(x) \) [19]:

\[
\begin{align*}
m(x) &= \mathbb{E}[f(x)], \\
k(x, x') &= \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))],
\end{align*}
\]

where \( x \) and \( x' \) describe different locations. The Gaussian process can be written as

\[ f(x) \sim \mathcal{GP}(m(x), k(x, x')) \]

The choice of covariance function defines the function distribution and is therefore important for the accuracy. The Gaussian process model infers probability distributions of unknown function values \( f_* \) at location \( x \), by deriving the joint distribution of \( f_* \) and the known function values \( f \) at location \( x \):

\[
\begin{bmatrix} f \\ f_* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \mu_x \\ \mu_* \end{bmatrix}, \begin{bmatrix} K(x, x) & K(x, x_*) \\ K(x_*, x) & K(x_*, x_*) \end{bmatrix} \right)
\]

Equation (3) describes the noise-less case, which is sufficient for the use in this work, as only simulation data is analyzed. To include real process data it is suggested to expand equation (3) to incorporate noisy observations. Gaussian processes can be used efficiently only for a limited amount of data, as the computational complexity increases cubically with the number of data points.

2.3. Finite element simulation of cup drawing

A finite element simulation of the cup drawing process is set up with the following dimensions: The punch radius is 50 mm, the cup drawing depth is 101 mm, the radius of the sheet metal is 100 mm; cf. [7]. The velocity of the punch is kept constant during forming. The sheet metal is discretized with shell elements. To describe the material, an elasto-plastic model is used that is calibrated to experimental measurements of a DP600 dual-phase steel [20]. To define plastic flow, the Hill’48 anisotropic yield criterion is used with isotropic hardening [21]. A damage initiation criterion is applied, based on the forming limit curve for DP600 taken from [22].
The simulation is performed via the finite element software Abaqus/Explicit. See Figure 2(a) and (b) for an illustration of the process. Due to symmetry, only one quarter of the cup is simulated. A cylindrical coordinate system is introduced; see Figure 2(c). The symmetry boundary conditions for displacement and rotation are: \( \bar{u}_r = 0 \), \( \bar{r}_r = 0 \), and \( \bar{r}_z = 0 \).

3. Cup drawing surrogate

3.1. Modeling aim and parameter space
In this example, the variable parameters to control the process are blank holder force and lubrication between sheet metal and tools. Apart from the tool dimensions, these parameters influence the final cup geometry and cause defects in certain combinations, cf. [9, 10]. Additionally, a strong fluctuation of sheet metal thickness during the process is considered and therefore, the parameter space is widely explored. The aim of the surrogate model is to predict the geometry of the drawn cup, given blank holder force, friction coefficient, and sheet metal thickness. In this work, the focus lies on predicting the geometry, because the final geometry of a cup is easier to measure than for example stress and strain.

Via finite element simulations, a data base is generated consisting of parameter sets and corresponding cup geometries. In case of initiating damage, the corresponding cup geometry is taken at the time increment, when major strain reaches the forming limit. The data base contains 100 training samples distributed via Latin hypercube design and 100 random test samples. Table 1 lists the parameter ranges.

| Parameter                | min   | max   | unit |
|--------------------------|-------|-------|------|
| blank holder force       | 10000 | 70000 | N    |
| friction coefficient     | 0.01  | 0.2   | -    |
| sheet thickness          | 0.1   | 1.0   | mm   |

3.2. Geometrical features
The geometry of each sample in the data base is described by a cloud of 3044 nodal coordinates. This is far too complex compared to the limited amount of training samples. Therefore, new features are needed that describe the cup geometry more compactly. A first look in the data reveals that three characteristic cup geometries are typically formed. These are defect-free cups, cups with wrinkles, and teared cups that get stuck between blank holder and die. Three characteristic geometries are exemplary shown in Figure 3.

![Figure 3](image.png)

**Figure 3.** Three characteristic cup geometries. Color coded is the local major (maximum in-plane principle) strain in percentage compared to the forming limit.

In the following we refer to the geometries as geometry (a), (b), and (c) as depicted in Figure 3. To distinguish geometry (c) from (a) and (b), we introduce the distance from maximal cup drawing depth to the upper z-coordinate in the point cloud \( z_{\text{max}} \). To further distinguish (a) from (b), a measure for the smoothness of the cup wall is introduced. Therefore, the mean absolute deviation is evaluated for the outer \( n_r \) coordinates of the sheet metal:
\[
\bar{d} = \frac{1}{n} \sum_{i=1}^{n} |r_i - \bar{r}|. 
\]  

(4)

To further describe the geometry of the drawn cup, we introduce the minimal \( z \)-coordinate of the top of the cup wall \( z_{\text{min}} \). The relation between \( z_{\text{min}} \) and \( z_{\text{max}} \) can be used to describe earing in cup geometries (a) and (b). Extracting the \( \phi \)-coordinate is not necessary, as \( z_{\text{min}} \) is typically located at the boundaries of the simulated cup quarter and \( z_{\text{max}} \) is located at 45° from the boundaries.

3.3. Results and discussion

The variety of cup geometries can be visualized clearly by plotting smoothness \( \bar{d} \) against \( z_{\text{max}} \); see Figure 4. This two-dimensional representation allows to easily distinguish between (a), (b), and (c). The cluster boundaries are set manually defining cup quality requirements.

![Figure 4](image)

**Figure 4.** Two-dimensional representation to distinguish the clusters (a), (b), and (c). The blue stars belong to cluster (a), the red crosses to (b), and the black triangles to (c).

As geometry (c) is far from the desired state, we can simplify the regression problem by focussing on predicting geometrical features of (a) and (b). The surrogate model is therefore realized by a two-step approach. We first filter out parameter sets leading to geometry (c) using a random forest classifier. When the random forests model expects the given parameters to produce cup geometries (a) or (b), a Gaussian process model predicts the probability distribution (mean value and standard deviation) for smoothness \( \bar{d} \), \( z_{\text{min}} \), and \( z_{\text{max}} \). The mode of the distribution defines the most probable outcome and is therefore used as prediction. In case of Gaussian distributions, the mode is equal to the mean. Note that the Gaussian process model is fit to the logarithm of the smoothness, as \( \bar{d} \) is close to zero but always positive and we therefore obtain a better prediction. In this case, the mode is no more equal to the mean of the distribution.

![Figure 5](image)

**Figure 5.** Plots of the three geometrical features: predicted vs. true value in the test set.
In the test set, the random forest model with 25 decision trees reaches an accuracy of 96% for classifying geometries (a) and (b), and 86% for geometry (c). The Gaussian process model is trained via cross-validation, using the product of a RBF, Matern, and rational quadratic covariance function. The scikit-learn implementation automatically optimizes the kernel hyperparameters. The prediction accuracy of the Gaussian process model for the test set is visualized in Figure 5.

Based on the predicted features $\bar{d}$, $z_{\text{min}}$, and $z_{\text{max}}$, an engineer is able to infer the final cup geometry. Besides the predicted features, the shape of the probability distribution is also of interest, as it can be used to quantify the uncertainty of the Gaussian process model. A high standard deviation indicates high model uncertainty, whereas a rather low standard deviation indicates that the model is certain about its prediction. To visualize this relation, we draw samples from the predicted distributions for two data points in the test set and plot them in a histogram; see Figure 6. The predicted standard deviation for the probability distribution of data point 1 is relatively small, which means that the model is quite certain. This yields a narrow probability density function, for which the mode is close to the true value (marked by the red line) as can be seen in Figure 6(a). For data point 2, in contrast, the model prediction shows a relatively high standard deviation that indicates high model uncertainty. This yields a rather shallow probability density function; see Figure 6(b). As simulation data is noiseless, a high model uncertainty indicates that the space close to the data point of interest is sampled sparsely. The accuracy of the model can then be increased by creating a new data point in that region via simulation [12].

![Histogram showing the predicted probability density for the geometrical features of two data points in the test set. The red lines mark the true values.](a) Predicted probability density for data point 1  
(b) Predicted probability density for data point 2

**Figure 6.**

4. Conclusion

Limited data and thus limited information is a serious problem for surrogate modeling of production processes. To assess the risk of the surrogate model making bad predictions, probabilistic models can be used that enable the quantification of uncertainty. Additionally, well-interpretable features help the user to better visualize and assess model predictions.

In the present work a surrogate modeling approach is shown at the example of cup drawing. Through feature engineering a low dimensional and well-interpretable representation of the cup geometry is derived. This low dimensional representation is the basis for the surrogate model and is used to efficiently visualize the data and discuss the results. The surrogate model is realized by a two-step approach. A random forest model is applied to classify the quality of the cup for a given set of process parameters. Furthermore, a Gaussian process model predicts probability distributions for the geometrical features that describe the geometry of the drawn cup. The shapes of these probability distributions thereby allow quantifying the uncertainty of the prediction. A high standard deviation indicates a higher model uncertainty.
This work is the basis for future work which compares feature engineering to feature learning methods in engineering problems. In general, feature learning is strongly applied in many fields and nowadays it is attracting interest from new communities. Nevertheless, in the field of metal forming, feature learning is still quite unpopular, which gives rise to analyze its applicability. Cup drawing is chosen to be a benchmark process, as it has been analyzed over decades and therefore typical features and their influences are well-known. In the following section, an outlook is given on feature learning approaches.

5. Outlook
Feature engineering is a convenient way to handle surrogate modeling for product development. Adequate defined features can represent global effects effectively reducing the dimensionality of the problem. Nevertheless, features must first be found, which is problem dependent, needs fundamental knowledge about the domain and is not always possible, for example in case of local strong variation of deformations due to nonlinearities. In those cases, feature engineering is not the optimal way to find global features. A promising approach is to automatically find such features via feature learning. Recent deep learning approaches are especially successful in finding features; unfortunately they require many simulations to achieve an excellent result. An alternative is the use of a variance based approach that can compactly represent a number of simulations, based on principal component analysis (PCA). The approach can provide surrogate models with good prediction capabilities in the convex hull of the input parameters of the training simulations, although the presence of nonlinearities and bifurcations drastically reduces its usefulness.

Alternative methods that exploit the geometry in order to compactly represent geometries with few features have been developed inspired from the area of 3D graphics [23]. In 3D graphics, one of the goals is to identify similar shapes, independent of their deformations. For this purpose, one of the most successful methods uses eigenfunctions of the Laplace-Beltrami operator [24]. The eigenfunctions represent features for the shapes, which can be used instead of the whole geometry. In another approach, such spectral representations are used to represent shapes in a multiscale way, ranging from coarse to fine mesh representations [25]. Also, pose independent representation of shapes have been studied using the eigenfunctions of the Laplace operator [26].

Useful synergies between 3D graphics and computational engineering have shown to provide promising results. In [23, 27], an approach has been introduced that compactly represents shapes and its deformations based on geometrical affine compact features. The approach has shown to provide adequate representations even in the presence of nonlinearities and bifurcations.

Acknowledgements
This work is part of Fraunhofer project Grey-Box-Modelle - Integration von Anwendungswissen in Lernverfahren. We thank the Fraunhofer-Gesellschaft for funding and the project members for their support and the helpful discussions. We also thank Maria Baiker and Jan Pagenkopf for providing the finite element simulation of the cup drawing process.

References
[1] Rosen R, von Wichert G, Lo G and Bettenhausen K 2015 About the importance of autonomy and digital twins for the future of manufacturing IFAC-PapersOnLine 48(3) pp. 567-572
[2] Sacks J, Welch W, Mitchell T and Wynn H 1989 Design and analysis of computer experiments Statistical Science 4(4) pp. 409-423
[3] Morand L and Helm D A mixture of experts approach to handle ambiguities in parameter identification problems in material modeling In preparation
[4] Domingos P 2012 A few useful things to know about machine learning Communications of the ACM 55(10) pp. 78-87
[5] Kennedy M and O’Hagan A 2001 Bayesian calibration of computer models Journal of the Royal Statistical Society B 63(3) pp. 425-464
[6] Doege E and Behrens B 2007 Handbuch Umformtechnik Berlin Heidelberg, Springer
[7] Chung S and Swift H 1951 Cup-drawing from a flat blank: Part I. Experimental investigation Proceedings of the Institution of Mechanical Engineers 165(1) pp. 199-211
[8] Colgan M and Monaghan J 2003 Deep drawing process: analysis and experiment Journal of Materials Processing Technology 132(1-3) pp. 35-41
[9] Browne M and Hillery M 2003 Optimising the variables when deep-drawing C.R.1 cups Journal of Materials Processing Technology 136(1-3) pp. 64-71
[10] Padmanabhan R, Oliveira M, Alves J and Menezes L 2007 Influence of process parameters on the deep drawing of stainless steel Finite Elements in Analysis and Design 43(14) pp. 1062-1067
[11] Chapman P, Clinton J, Kerber R, Khabaza T, Reinartz T, Shearer C and Wirth R 2000 CRISP-DM 1.0: Step-by-step data mining guide
[12] Jakumeit J, Herdy M and Nitsche M 2005 Parameter optimization of the sheet metal forming process using an iterative parallel kriging algorithm Structural and Multidisciplinary Optimization 29(6) pp. 498-507
[13] Senn M and Link N 2011 A universal model for hidden state observation in adaptive process controls International Journal of Advances in Intelligent Systems 4(3&4) pp. 245-255
[14] Wang G and Shan S 2007 Review of metamodeling techniques in support of engineering design optimization Journal of Mechanical Design 129(4) pp. 370-380
[15] Forrester A and Keane A 2009 Recent advances in surrogate-based optimization Progress in Aerospace Sciences 45(1-3) pp. 50-79
[16] Pedregosa F et. al. 2011 Scikit-learn: Machine learning in Python Journal of Machine Learning Research 12 pp. 2825-2830
[17] Breiman L 2001 Random forests Machine Learning 45(1) pp. 5-32
[18] Liaw A and Wiener M 2002 Classification and regression by RandomForest R News Vol. 2/3 pp. 18-22
[19] Rasmussen C and Williams C 2006 Gaussian Processes for Machine Learning MIT Press
[20] Pagenkopf J, Butz A, Wenk M and Helm D 2016 Virtual testing of dual-phase steels: Effect of martensite morphology on plastic flow behavior Materials Science and Engineering A 674 pp. 672-686
[21] Hill R 1948 A theory of the yielding and plastic flow of anisotropic metals Proceedings of the Royal Society A. Mathematical and Physical and Engineering Sciences 193(1033) pp. 281-297
[22] Basak S, Panda S and Zhou Y 2015 Formability assessment of prestrained automotive grade steel sheets using stress based and polar effective plastic strain-forming limit diagram Journal of Engineering Materials and Technology 137(4)
[23] Iza-Teran R 2016 Geometrical methods for simulation bundles PhD thesis, University of Bonn
[24] Reuter M, Wolter F and Peinecke P 2006 Laplace-Beltrami spectra as 'Shape-DNA' of surfaces and solids Computer Aided Design 38(4) pp. 342-366
[25] Vallet B and Lévy B 2008 Spectral geometry processing with manifold harmonics Computer Graphics Forum 27(2) pp. 251-260
[26] Rustamov R 2007 Laplace-Beltrami eigenfunctions for deformation invariant shape representation Proceedings of the 5th Eurographics Symposium on Geometry Processing pp. 225-233
[27] Iza-Teran R and Garcke J 2019 A geometrical method for low-dimensional representations of simulations SIAM/ASA Journal on Uncertainty Quantification