Harnack Type Inequalities and Applications for SDE Driven by Fractional Brownian Motion

Xi-Liang Fan
Department of Mathematics, Anhui Normal University, Wuhu 241003, China

Abstract. For stochastic differential equation driven by fractional Brownian motion with Hurst parameter $H > 1/2$, Harnack type inequalities are established by constructing a coupling with unbounded time-dependent drift. These inequalities are applied to the study of existence and uniqueness of invariant measure for a discrete Markov semigroup constructed in terms of the distribution of the solution. Furthermore, we show that entropy-cost inequality holds for the invariant measure.
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1 Introduction

The dimensional-free Harnack inequality with powers introduced in [27] and the log-Harnack inequality introduced in [25, 30] have been intensively investigated in the context of Markov processes, see, for example, [12, 14, 20, 21, 29, 31, 33, 36] and references within. Harnack type inequalities have become a useful tool in stochastic analysis. One can see, for instance, [23, 24, 28] for strong Feller property and contractivity properties; [1, 2, 13] for short times behaviors of infinite dimensional diffusions; [5, 11] for heat kernel estimates, entropy-cost inequalities and transportation cost inequalities.

In this note, we are concerned with stochastic differential equations (SDEs for short) driven by fractional Brownian motion, whose noise is not Markovian and even more not semimartingale. Based on the theory of rough path analysis introduced in [15], Coutin and Qian [6] presented an existence and uniqueness result with Hurst parameter $H \in (1/4, 1/2)$. Following the approach of [35], Nualart and Răşcanu [19] derived the existence and uniqueness result with $H > 1/2$. In the previous papers [9] and [8, 10], by using the method of derivative formulae we have established Harnack type inequalities for SDEs with fractional noises for $H < 1/2$ and $H > 1/2$, respectively. Motivated by the work [31], where a new technique is applied to construct the coupling for a diffusion process with multiplicative noise, we will establish directly Harnack type
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inequalities for SDEs driven by fractional motion with Hurst parameter \( H > 1/2 \). That is the main purpose of this paper.

This paper is organized as follows. In the next section, we recall some basic results about fractional integrals and derivatives and fractional Brownian motion. In section 3, by means of the coupling and Girsanov transformation argument, the dimension-free Harnack type inequalities and the strong Feller property are shown for SDEs driven by fractional Brownian motion with \( H > 1/2 \). In terms of the distribution of the solution, we construct a discrete Markov semigroup. As applications of the inequalities, the existence and uniqueness of invariant probability measure for the corresponding semigroup is proved and its entropy-cost inequality is established.

2 Preliminaries

2.1 Fractional integrals and derivatives

Let \( a, b \in \mathbb{R} \) with \( a < b \). For \( f \in L^1(a,b) \) and \( \alpha > 0 \), the left- and right-sided fractional Riemann-Liouville integral of \( f \) of order \( \alpha \) on \([a,b]\) is given by

\[
I_{a+}^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(y)}{(x-y)^{1-\alpha}} \, dy
\]

and

\[
I_{b-}^\alpha f(x) = \frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_x^b \frac{f(y)}{(y-x)^{1-\alpha}} \, dy,
\]

where \( x \in (a,b) \) a.e., \((-1)^{-\alpha} = e^{-i\alpha\pi}, \Gamma \) denotes the Euler function. They extend the usual \( n \)-order iterated integrals of \( f \) for \( \alpha = n \in \mathbb{N} \).

Let \( I_{a+}^\alpha(L^p) \) (resp. \( I_{b-}^\alpha(L^p) \)) be the image of \( L^p(a,b) \) by the operator \( I_{a+}^\alpha \) (resp. \( I_{b-}^\alpha \)). If \( f \in I_{a+}^\alpha(L^p) \) (resp. \( I_{b-}^\alpha(L^p) \)) and \( 0 < \alpha < 1 \), the function \( \phi \) satisfying \( f = I_{a+}^\alpha \phi \) (resp. \( f = I_{b-}^\alpha \phi \)) is unique in \( L^p(a,b) \) and it coincides with the left-sided (resp. right-sided) Riemann-Liouville derivative of \( f \) of order \( \alpha \) defined by

\[
D_{a+}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x \frac{f(y)}{(x-y)^\alpha} \, dy \quad \text{resp.} \quad D_{b-}^\alpha f(x) = \frac{(-1)^{1+\alpha}}{\Gamma(1-\alpha)} \frac{d}{dx} \int_x^b \frac{f(y)}{(y-x)^\alpha} \, dy.
\]

The corresponding Weyl representation reads as follow

\[
D_{a+}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(x-a)^\alpha} + \alpha \int_a^x \frac{f(x) - f(y)}{(x-y)^{\alpha+1}} \, dy \right)
\]

\[
\text{resp.} \quad D_{b-}^\alpha f(x) = \frac{(-1)^\alpha}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(b-x)^\alpha} + \alpha \int_x^b \frac{f(x) - f(y)}{(y-x)^{\alpha+1}} \, dy \right),
\]

where the convergence of the integrals at the singularity \( y = x \) holds pointwise for almost all \( x \) if \( p = 1 \) and in \( L^p \)-sense if \( 1 < p < \infty \).

By definition, we have the following inversion formulas

\[
I_{a+}^\alpha(D_{a+}^\alpha f) = f, \quad \forall f \in I_{a+}^\alpha(L^p);
\]

\[
I_{b-}^\alpha(D_{b-}^\alpha f) = f, \quad \forall f \in I_{b-}^\alpha(L^p);
\]

\[
D_{a+}^\alpha(I_{a+}^\alpha f) = f, \quad D_{b-}^\alpha(I_{b-}^\alpha f) = f, \quad \forall f \in L^1(a,b).
\]
For any $\lambda \in (0,1)$, we denote by $C^\lambda(a,b)$ the set of $\lambda$-Hölder continuous functions on $[a,b]$. Recall from [26] that we have

(i) if $\alpha < 1/p$ and $q = p/(1-\alpha p)$, then $I^\alpha_{a+}(L^p) = I^\alpha_{b-}(L^p) \subset L^q(a,b)$;

(ii) if $\alpha > 1/p$, then $I^\alpha_{a+}(L^p) \cup I^\alpha_{b-}(L^p) \subset C^{1-1/p}(a,b)$.

Suppose that $f \in C^\lambda(a,b)$ and $g \in C^\mu(a,b)$ with $\lambda + \mu > 1$. By [34], the Riemann-Stieltjes integral $\int_a^b f dg$ exists. In [35], Zähle provides an explicit expression for the integral $\int_a^b f dg$ in terms of fractional derivative. Let $\lambda > \alpha$ and $\mu > 1 - \alpha$. Then the Riemann-Stieltjes integral can be expressed as

$$\int_a^b f dg = (-1)^\alpha \int_a^b D^\alpha_{a+} f(t) D^{1-\alpha}_{b-} g_{b-}(t) dt,$$

where $g_{b-}(t) = g(t) - g(b)$.

The relation (2.1) can be regarded as fractional integration by parts formula.

## 2.2 Fractional Brownian motion

In this subsection, we will recall some results about fractional Brownian motion. The main references for all these results are [3], [4], [7] and [17].

Fix a time interval $[0,T]$. Let $H \in (0,1)$. The $d$-dimensional fractional Brownian motion with Hurst parameter $H$ on the probability space $(\Omega, \mathcal{F}, P)$ can be defined as the centered Gauss process $B^H = \{B^H_t, t \in [0,T]\}$ with covariance function $\mathbb{E}B^H_t B^H_s = R_H(t,s)\delta_{i,j}$, where

$$R_H(t,s) = \frac{1}{2} (t^{2H} + s^{2H} - |t-s|^{2H}).$$

In particular, if $H = 1/2$, $B^H$ is a $d$-dimensional Brownian motion. Besides, one can show that $\mathbb{E}|B^H_t - B^H_s|^p = C(p)|t-s|^pH, \forall p \geq 1.$ Consequently, $B^H$ have $(H-\epsilon)$-Hölder continuous paths for all $\epsilon > 0, \ i = 1, \cdots, d$.

For each $t \in [0,T]$, we denote by $\mathcal{F}_t$ the $\sigma$-algebra generated by the random variables $\{B^H_s : s \in [0,t]\}$ and the $\mathbb{P}$-null sets.

We denote by $\mathcal{D}$ the set of step functions defined on $[0,T]$. Let $\mathcal{H}$ be the Hilbert space defined as the closure of $\mathcal{D}$ with respect to the scalar product

$$\langle (I_{[0,t_1]}, \cdots, I_{[0,t_d]}), (I_{[0,s_1]}, \cdots, I_{[0,s_d]}) \rangle_{\mathcal{H}} = \sum_{i=1}^d R_H(t_i, s_i).$$

The mapping $(I_{[0,t_1]}, \cdots, I_{[0,t_d]}) \mapsto \sum_{i=1}^d B^H_{t_i,j}$ can be extended to an isometry between $\mathcal{H}$ and the Gauss space $\mathcal{H}_1$ associated with $B^H$. We denote the isometry between $\mathcal{H}$ and $\mathcal{H}_1$ by $\phi \mapsto B^H(\phi)$. On the other hand, the covariance kernel $R_H(t,s)$ can be written as

$$R_H(t,s) = \int_0^{t\wedge s} K_H(t,r) K_H(s,r) dr,$$

where $K_H$ is a square integrable kernel given by

$$K_H(t,s) = \Gamma \left( H + \frac{1}{2} \right)^{-1} (t-s)^{H-\frac{1}{2}} I (H - \frac{1}{2}, \frac{1}{2} - H, H + \frac{1}{2}, 1 - \frac{t}{s}).$$
in which \( F(\cdot, \cdot, \cdot) \) is the Gauss hypergeometric function (for details see [16]).

Now, we define the linear operator \( K^*_H : \mathcal{E} \rightarrow L^2([0, T], \mathbb{R}^d) \) by

\[
(K^*_H \phi)(s) = K_H(T, s) \phi(s) + \int_s^T (\phi(r) - \phi(s)) \frac{\partial K_H}{\partial t}(r, s) dr.
\]

It can be shown (see [3]) that, for all \( \phi, \psi \in \mathcal{E} \),

\[
(K^*_H \phi, K^*_H \psi)_{L^2([0, T], \mathbb{R}^d)} = \langle \phi, \psi \rangle_H,
\]

and therefore \( K^*_H \) is an isometry between \( H \) and \( L^2([0, T], \mathbb{R}^d) \). Consequently, the fractional Brownian motion \( B^H \) has the following integral representation

\[
B^H_t = \int_0^t K_H(t, s) dW_s,
\]

where \( \{W_t = B^H((K^*_H)^{-1}1_{[0, t]}), t \in [0, T]\} \) is a Wiener process.

Consider the operator \( K_H : L^2([0, T], \mathbb{R}^d) \rightarrow I^{H+1/2}_0(L^2([0, T], \mathbb{R}^d)) \) associated with the integrable kernel \( K_H(\cdot, \cdot) \)

\[
(K_H f^i)(t) = \int_0^t K_H(t, s) f^i(s) ds, \ i = 1, \ldots, d.
\]

It can be proved (see [7]) that \( K_H \) is an isomorphism and moreover, for each \( f \in L^2([0, T], \mathbb{R}^d), \)

\[
(K_H f)(s) = \begin{cases} 
I^H_0 s^{1/2-H} f^{1/2-H} H^{-1/2} f, & H \leq 1/2, \\
I^H_0 s^{-1/2-H} H^{-1/2} f, & H \geq 1/2. 
\end{cases}
\]

Consequently, for each \( h \in I^{H+1/2}_0(L^2([0, T], \mathbb{R}^d)) \), the inverse operator \( K^{-1}_H \) is of the form

\[
(K^{-1}_H h)(s) = s^{H-1/2} D^{H-1/2}_0 + s^{1/2-H} H^{1/2} h, \ H > 1/2, \quad (2.2)
\]

\[
(K^{-1}_H h)(s) = s^{-1/2-H} D^{1/2-H}_0 + s^{H-1/2} D^{2H}_0 h, \ H < 1/2. \quad (2.3)
\]

In particular, if \( h \) is absolutely continuous, we can write for \( H < 1/2 \)

\[
(K^{-1}_H h)(s) = s^{-1/2-H} I^{1/2-H}_0 + s^{H-1/2} H^{1/2} h. \quad (2.4)
\]

In the paper, we are interested in the equation driven by fractional Brownian motion with Hurst parameter \( H > 1/2 \)

\[
dX_t = b(t, X_t) dt + \sigma(t) dB^H_t, \ X_0 = x \in \mathbb{R}^d, \ t \in [0, T], \quad (2.5)
\]

where \( b : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^d, \ \sigma : [0, T] \rightarrow \mathbb{R}^d \).

Our aim is to establish Harnack type inequalities for (2.5), and moreover present some applications. We will also need some notations. Define \( P_t f(x) = E f(X_t^x), \ t \in [0, T], \ f \in \mathcal{B}_b(\mathbb{R}^d), \) where \( X_t^x \) is the solution of (2.5) with the initial point \( x \) and \( \mathcal{B}_b(\mathbb{R}^d) \) is the set of all bounded measurable functions on \( \mathbb{R}^d \). For all \( f \in C^x(0, T) \), let \( \|f\|_\infty = \sup_{0 \leq t \leq T} |f(t)| \) and \( \|f\|_\lambda = \sup_{0 \leq s < t \leq T} \frac{|f(t) - f(s)|}{|t-s|^{\lambda}} \).
3 Harnack type inequalities and their applications

We begin with the assumption (H1)

(i) \( b \) is Lipschitz continuous with non-negative constant \( K \):
\[
|b(t, x) - b(t, y)| \leq K|x - y|, \; \forall t \in [0, T], \; x, y \in \mathbb{R}^d,
\]
and \( b(\cdot, x) \) is Lipschitz continuous;

(ii) \( \sigma^{-1} \) is Hölder continuous of order \( H - 1/2 < \alpha_0 \leq 1 \) with non-negative constant \( \bar{K} \):
\[
|\sigma^{-1}(t) - \sigma^{-1}(s)| \leq \bar{K}|t - s|^\alpha_0, \; \forall t, s \in [0, T],
\]
and \( \sigma \) is bounded.

It has been shown in [19] that under the above assumption, there exists a unique adapted solution to equation (2.5) whose trajectories are Hölder continuous of order \( H - \epsilon \) for any \( \epsilon > 0 \).

For this kind of equation, main result reads as follow.

**Theorem 3.1** Assume (H1). Then there exist positive constants \( C, C' \) and \( C'' \) such that

1. the log-Harnack inequality
\[
\log P_T f(y) \leq \log P_T f(x) + (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3}|x - y|^2, \; x, y \in \mathbb{R}^d
\]
holds for any positive \( f \in \mathcal{B}_b(\mathbb{R}^d) \);

2. the Harnack inequality
\[
(P_T f)^p(y) \leq P_T f^p(x) \exp \left[ \frac{p}{p-1} (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3}|x - y|^2 \right], \; x, y \in \mathbb{R}^d
\]
holds for all non-negative \( f \in \mathcal{B}_b(\mathbb{R}^d) \).

To prove the theorem, we first construct a coupling equation.

Let \( x, y \in \mathbb{R}^d \) such that \( x \neq y \). For \( \theta_0 \in (0, 2) \), let
\[
\zeta(t) = \frac{2 - \theta_0}{2K}(1 - e^{\frac{2}{3}K(t-T)}), \; t \in [0, T].
\]
Then \( \zeta \) is smooth, nonincreasing and strictly positive on \([0, T)\) satisfying
\[
3\zeta'(t) - 2K\zeta(t) + 2 = \theta_0, \; t \in [0, T].
\]

Let \( X_t \) solve the equation (2.5) and introduce the coupling equation as follows
\[
dY_t = b(t, Y_t)dt + \sigma(t)dB_t^H + \frac{X_t - Y_t}{\zeta(t)}dt, \; Y_0 = y \in \mathbb{R}^d.
\]
By [19, Theorem 2.1], (2.5) and (3.3) have a unique solution \((X_t, Y_t)\) for \(t \in [0, T]\). That is, the fact that the additional drift in (3.3) is singular at time \(T\) leads to \(Y_t\) is well solved only before time \(T\). To solve \(Y_t\) for all \(t \in [0, T]\), we need to reformulate the equation by using a new fractional Brownian motion. To this end, let

\[
\tilde{B}_t^H = B_t^H + \int_0^t \sigma^{-1}(s) \frac{X_s - Y_s}{\zeta(s)} ds
\]

As a consequence, multiplying by \(1/\vartheta\)

\[
\int_0^T \frac{X_t - Y_t}{\zeta(t)} dt
\]

By [19, Theorem 2.1], (2.5) and (3.3) have a unique solution \((X_t, Y_t)\) for \(t \in [0, T]\). That is, the fact that the additional drift in (3.3) is singular at time \(T\) leads to \(Y_t\) is well solved only before time \(T\). To solve \(Y_t\) for all \(t \in [0, T]\), we need to reformulate the equation by using a new fractional Brownian motion. To this end, let

\[
\tilde{B}_t^H = B_t^H + \int_0^t \sigma^{-1}(s) \frac{X_s - Y_s}{\zeta(s)} ds
\]

\[
= \int_0^t K_H(t, s) \left( dW_s + K_H^{-1} \left( \int_0^t \sigma^{-1}(\theta) \frac{X_\theta - Y_\theta}{\zeta(\theta)} d\theta \right) (s) ds \right)
\]

\[
= \int_0^t K_H(t, s) d\tilde{W}_s, t \in [0, T].
\]

Now, for \(t \in [0, T)\) we set

\[
R(t) = \exp \left[ - \int_0^t \left( \int_0^t \sigma^{-1}(\theta) \frac{X_\theta - Y_\theta}{\zeta(\theta)} d\theta \right) (r) dr \right] + \left( \frac{1}{2} \right) \int_0^t K_H^{-1} \left( \int_0^t \sigma^{-1}(\theta) \frac{X_\theta - Y_\theta}{\zeta(\theta)} d\theta \right) (r)^2 dr.
\]

Lemma 3.2 Assume (H1). Then, there exist positive constants \(C, C' \) and \(C''\) such that

\[
\mathbb{E}(R(t) \log R(t)) \leq (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{\vartheta} K T})^3} |x - y|^2, \quad \forall t \in [0, T).
\]

Moreover, \(R(T) := \lim_{t \to T} R(t)\) exists and \(\{R(t)\}_{t \in [0, T]}\) is a uniformly integrable martingale.

Proof. Fixed \(s_0 \in [0, T)\). Note that

\[
d(X_t - Y_t) = (b(t, X_t) - b(t, Y_t)) dt - \frac{X_t - Y_t}{\zeta(t)} dt,
\]

then we obtain

\[
d|X_t - Y_t|^2 = 2(X_t - Y_t, b(t, X_t) - b(t, Y_t)) dt - 2\frac{|X_t - Y_t|^2}{\zeta(t)} dt
\]

\[
\leq 2 \left( K - \frac{1}{\zeta(t)} \right) |X_t - Y_t|^2 dt, \quad t \leq s_0.
\]

This, together with (3.2), leads to

\[
d\frac{|X_t - Y_t|^2}{\zeta^3(t)} = \frac{d|X_t - Y_t|^2}{\zeta^3(t)} - \frac{3\zeta(t)}{\zeta^4(t)} |X_t - Y_t|^2 dt
\]

\[
\leq - \frac{3\zeta(t) - 2K\zeta(t) + 2}{\zeta^4(t)} |X_t - Y_t|^2 dt
\]

\[
= - \frac{\theta_0}{\zeta^4(t)} |X_t - Y_t|^2 dt, \quad t \leq s_0.
\]

As a consequence, multiplying by \(1/\theta_0\) and integrating from 0 to \(s_0\) yield

\[
\int_0^{s_0} \frac{|X_t - Y_t|^2}{\zeta^3(t)} dt + \frac{|X_{s_0} - Y_{s_0}|^2}{\theta_0\zeta^3(s_0)} \leq \frac{|x - y|^2}{\theta_0\zeta^3(0)}, \quad s_0 \in [0, T).
\]

(3.4)
On the other hand, it follows from (2.2) that

\[ \int_0^s |K_H^{-1} \left( \int_0^r \frac{1}{\zeta(\theta)} \sigma^{-1}(\theta) X_{\theta} - Y_{\theta} d\theta \right)(r) |^2 dr \]

\[ = \frac{1}{\Gamma(3/2 - H)^2} \int_0^s \left[ r^{1/2 - H} \sigma^{-1}(r) \frac{X_r - Y_r}{\zeta(r)} \right]^2 dr + \left( H - \frac{1}{2} \right) \int_0^r \frac{r^{1/2 - H} - \sigma^{-1}(\theta) X_{\theta} - Y_{\theta} d\theta}{(r - \theta)^{1/2 + H}} \]

\[ + \left( H - \frac{1}{2} \right) \int_0^r \sigma^{-1}(r) \frac{X_r - Y_r - \sigma^{-1}(\theta) X_{\theta} - Y_{\theta}}{(r - \theta)^{1/2 + H}} \]

\[ \leq \int_0^s |K_H^{-1} \left( \int_0^r \frac{1}{\zeta(\theta)} \sigma^{-1}(\theta) X_{\theta} - Y_{\theta} d\theta \right)(r) |^2 dr \]

Next, we are to estimate (3.5).

Note that, by (H1) and (3.4), we conclude that

\[ \int_0^s \left| r^{1/2 - H} \sigma^{-1}(r) \frac{X_r - Y_r}{\zeta(r)} \right|^2 dr \leq \frac{||\sigma^{-1}||_\infty^2 \|\zeta\|_\infty T^{2(1-H)} |x - y|^2}{(1 - H)\zeta^3(0)} \]

and

\[ \int_0^s \left| r^{1/2 - H} - \sigma^{-1}(\theta) X_{\theta} - Y_{\theta} \right|^2 \]

\[ \leq \frac{\sup_{\theta \in [0, s_0]} |X_\theta - Y_\theta|^2 \|\zeta\|_\infty T^{2(1-H)} |x - y|^2}{2(1 - H)\zeta^3(0)} \]

where we use the relation

\[ \int_0^r \frac{r^{1/2 - H} - \theta^{1/2 - H}}{(r - \theta)^{1/2 + H}} d\theta = \int_0^1 \frac{s^{1/2 - H} - 1}{(1 - s)^{1/2 + H}} ds \cdot r^{1 - 2H} = C_0 r^{1 - 2H} \]

Besides, by (2.5) and (3.3), we have

\[ \int_0^r \frac{\sigma^{-1}(r) X_r - Y_r - \sigma^{-1}(\theta) X_{\theta} - Y_{\theta}}{(r - \theta)^{1/2 + H}} \]

\[ = \frac{\sigma^{-1}(r) (X_r - Y_r)}{\zeta(r)} \int_0^r \frac{1}{(r - \theta)^{1/2 + H}} \zeta(\theta) - \zeta(r) d\theta \]

\[ + \frac{\sigma^{-1}(r) (X_r - Y_r)}{\zeta(r)} \int_0^r \frac{1}{(r - \theta)^{1/2 + H}} \zeta(\theta) - \zeta(r) d\theta \]

\[ + \frac{\sigma^{-1}(r) (X_r - Y_r)}{\zeta(r)} \int_0^r \frac{1}{(r - \theta)^{1/2 + H}} \zeta(\theta) - \zeta(r) d\theta \]

\[ + \sigma^{-1}(r) \int_0^r \frac{1}{(r - \theta)^{1/2 + H} \zeta(\theta)} \int_\theta^r |b(s, X_s) - b(s, Y_s)| ds d\theta \]
\[-\sigma^{-1}(r) \int_0^r \frac{1}{(r - \theta)\frac{1}{2} + H} \int_\theta^r \frac{X_s - Y_s}{\zeta(s)} ds d\theta =: J_1(r) + J_2(r) + J_3(r) + J_4(r).\]

Observe that, by the definition of \(\zeta\) and [3.4], we get

\[
\int_0^{s_0} |J_1(r)|^2 dr \leq \|\sigma^{-1}\|_\infty^2 \int_0^{s_0} \frac{|X_r - Y_r|^2}{\zeta^4(r)} \left( \int_0^r \frac{\zeta(\theta) - \zeta(r)}{(r - \theta)^{\frac{1}{2} + H}} d\theta \right)^2 dr
\]

\[
= \left[ \frac{(2 - \theta_0)\|\sigma^{-1}\|_\infty e^{-\frac{2K}{T}}}{2K} \right]^2 \int_0^{s_0} \frac{|X_r - Y_r|^2}{\zeta^4(r)} \left( \int_0^r \frac{e^{\frac{2K}{T} - e^{\frac{2K}{T}}}}{(r - \theta)^{\frac{1}{2} + H}} d\theta \right)^2 dr
\]

\[
= \left[ \frac{(2 - \theta_0)\|\sigma^{-1}\|_\infty e^{-\frac{2K}{T}}}{3} \right]^2 \int_0^{s_0} \frac{|X_r - Y_r|^2}{\zeta^4(r)} \left( \int_0^r \frac{2K}{s} ds \int_0^s \frac{1}{(r - \theta)^{\frac{1}{2} + H}} d\theta \right)^2 dr
\]

\[
\leq \left[ \frac{(2 - \theta_0)\|\sigma^{-1}\|_\infty}{3(H - 1/2)(3/2 - H)} \right]^2 \int_0^{s_0} \frac{|X_r - Y_r|^2}{\zeta^4(r)} \left[ \frac{1}{\theta_0 \zeta^3(0)} \right] T^{3-2H} |x - y|^2. \tag{3.8}
\]

and with the help of (H1) and [3.4], it follows

\[
\int_0^{s_0} |J_2(r)|^2 dr \leq \sup_{0 \leq \theta \leq \theta_0} \frac{|X_\theta - Y_\theta|^2}{\zeta^2(\theta)} \int_0^{s_0} \frac{\left| \int_0^r e^{-\frac{1}{2} + H} d\theta \right|^2}{\zeta^4(r)} dr
\]

\[
\leq \frac{K^2\|\zeta\|_\infty}{2(\alpha_0 - H + 1)(\alpha_0 - H + 1/2)^2 \zeta^3(0)} T^{2(\alpha_0 - H + 1)} |x - y|^2. \tag{3.9}
\]

In view of (H1), the Fubini theorem, the Cauchy-Schwarz inequality and [3.4], we get

\[
\int_0^{s_0} |J_3(r)|^2 dr \leq (K\|\sigma^{-1}\|_\infty)^2 \int_0^{s_0} \left( \int_0^r \frac{|X_s - Y_s| ds}{\zeta(\theta)(r - \theta)^{\frac{1}{2} + H}} \right)^2 dr
\]

\[
\leq \left( \frac{K\|\sigma^{-1}\|_\infty}{H - 1/2} \right)^2 \int_0^{s_0} \left( \int_0^r \frac{|X_s - Y_s|}{\zeta(s)} (r - s)^{\frac{1}{2} - H} ds \right)^2 dr
\]

\[
\leq \left( \frac{K\|\sigma^{-1}\|_\infty}{H - 1/2} \right)^2 \int_0^{s_0} \int_0^r \frac{|X_s - Y_s|^2}{\zeta^4(s)} ds \int_0^r (r - s)^{1 - 2H} ds dr
\]

\[
\leq \left( \frac{K\|\sigma^{-1}\|_\infty}{H - 1/2} \right)^2 \int_0^{s_0} \frac{1}{(1 - H)(3 - 2H)\theta_0 \zeta^3(0)} T^{3-2H} |x - y|^2. \tag{3.10}
\]

As for \(J_4(r)\), similar to \(J_3(r)\) we have

\[
\int_0^{s_0} |J_4(r)|^2 dr \leq \left( \frac{\|\sigma^{-1}\|_\infty}{H - 1/2} \right)^2 \frac{1}{2(1 - H)(3 - 2H)\theta_0 \zeta^3(0)} T^{3-2H} |x - y|^2. \tag{3.11}
\]

Substituting [3.6], [3.7], [3.8], [3.9], [3.10], [3.11] into [3.5], we conclude that

\[
\frac{1}{2} \int_0^{s_0} \left| K_H^{-1} \left( \int_0^r e^{-\frac{1}{2} + H} d\theta \right) \frac{X_\theta - Y_\theta}{\zeta(\theta)} d\theta \right|^2 dr
\]

\[
\leq \frac{3}{\Gamma(3/2 - H)^2 \zeta^3(0)} \left\{ \frac{\|\sigma^{-1}\|_\infty^2 \|\zeta\|_\infty}{2(1 - H)} + \frac{|C_0 H - 1/2)\|\sigma^{-1}\|_\infty^2 \|\zeta\|_\infty}{2(1 - H)} \right\}
\]
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Consequently,\[
\frac{(2 - \theta_0)\|\sigma^{-1}\|_{\infty}}{3(3/2 - H)} + \frac{\|K(H - 1/2)\|_{\infty}}{2(\alpha_0 - H + 1/2)} T^{2\alpha_0} = (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3}|x - y|^2.
\]
(3.12)

Then it follows that
\[
\mathbb{E} \left[ \frac{1}{2} \int_{0}^{s_0} \left| K_H^{-1} \left( \int_{0}^{r} \sigma^{-1}(\theta) \left( X_y - Y_y \right) \left( \zeta(\theta) \right) \right) (r) \right|^2 dr \right] < \infty.
\]

Consequently, \( \{ R_t \}_{t \in [0, s_0]} \) is a martingale and \( \{ \tilde{W}_t \}_{t \in [0, s_0]} \) is a \( d \)-dimensional Brownian motion under \( R(s_0) d\mathbb{P} \). Note that by the definition of \( \tilde{W} \), we have
\[
\log R(t) = - \int_{0}^{t} \left< K_H^{-1} \left( \int_{0}^{r} \sigma^{-1}(\theta) \left( X_y - Y_y \right) \left( \zeta(\theta) \right) \right) (r), d\tilde{W}_r \right> + \frac{1}{2} \int_{0}^{t} \left| K_H^{-1} \left( \int_{0}^{r} \sigma^{-1}(\theta) \left( X_y - Y_y \right) \left( \zeta(\theta) \right) \right) (r) \right|^2 dr.
\]

Combining this with (3.12) we obtain
\[
\mathbb{E}(R(s_0) \log R(s_0)) = \mathbb{E}_{s_0} \log R(s_0) \leq (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3}|x - y|^2, \quad s_0 \in [0, T),
\]
where \( \mathbb{E}_{s_0} \) denotes the expectation under the probability \( R(s_0) d\mathbb{P} \). Hence, \( \{ R_t \}_{t \in [0, T]} \) is a uniformly integrable martingale. As a consequence, by the martingale convergence theorem, we know that \( R(T) := \lim_{t \uparrow T} R(t) \) exists and \( \{ R(t) \}_{t \in [0, T]} \) is a uniformly integrable martingale. This completes the proof. \( \square \)

Lemma 3.2 ensures that \( \{ \tilde{B}_t \}_{t \in [0, T]} \) is a \( d \)-dimensional fractional Brownian motion under the probability \( R(T) d\mathbb{P} \) by the Girsanov theorem for the fractional Brownian motion (see e.g. [7, Theorem 4.9] or [18, Theorem 2]), and together with the Fatou lemma, there holds
\[
\mathbb{E}(R(T) \log R(T)) \leq (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3}|x - y|^2.
\]
(3.13)

Rewrite (2.5) and (3.3) as follow
\[
dX_t = b(t, X_t)dt + \sigma(t)d\tilde{B}_t^H - \frac{X_t - Y_t}{\zeta(t)} dt, \quad X_0 = x,
\]
(3.14)
\[
dY_t = b(t, Y_t)dt + \sigma(t)d\tilde{B}_t^H, \quad Y_0 = y.
\]
(3.15)

As a consequence, \( Y_t \) can be solved from the equation (3.14) up to time \( T \). Note that the relation \( \int_{0}^{T} 1/\zeta(t)dt = \infty \) holds, we shall see that the coupling \( (X_t, Y_t) \) is successful up to time \( T \). Thus, \( X_T = Y_T \) holds \( R(T) d\mathbb{P} \) a.s. and for the same initial points the distribution of \( Y_T \) under \( R(T) d\mathbb{P} \) coincides with that of \( X_T \) under \( \mathbb{P} \). Therefore, we will derive the desired Harnack type inequalities.
Proof of Theorem 3.1. Letting \( s_0 \uparrow T \) in (3.4), we conclude that

\[
\int_0^T \frac{|X_t - Y_t|^2}{\zeta^4(t)} \, dt \leq \frac{|x - y|^2}{\theta_0 \zeta^2(0)}.
\]  
(3.16)

This implies that the coupling time \( \tau := \inf\{ t \in [0, T] : X_t = Y_t \} \leq T \) and so, \( X_T = Y_T \) holds, where we set \( \inf \emptyset = \infty \) by convention. Indeed, if there exists \( \omega \in \Omega \) such that \( \tau(\omega) > T \), then the continuity of the processes \( X \) and \( Y \) yields

\[
\inf_{t \in [0, T]} |X_t(\omega) - Y_t(\omega)| > 0.
\]

As a consequence, we get

\[
\int_0^T \frac{|X_t(\omega) - Y_t(\omega)|^2}{\zeta^4(t)} \, dt \geq \inf_{t \in [0, T]} |X_t(\omega) - Y_t(\omega)|^2 \int_0^T \frac{1}{\zeta^4(t)} \, dt
\]

\[
\geq \inf_{t \in [0, T]} |X_t(\omega) - Y_t(\omega)|^2 \frac{1}{T^3} \left( \int_0^T \frac{1}{\zeta(t)} \, dt \right)^4 = \infty.
\]

This contradicts with (3.16). Therefore, by the Young inequality and the Hölder inequality we obtain

\[
P_T \log f(y) = \mathbb{E}(R(T) \log f(Y_T^y)) = \mathbb{E}(R(T) \log f(X_T^x)) \leq \mathbb{E}(R(T) \log R(T)) + \log P_T f(x) \quad (3.17)
\]

\[
(P_T f)^p(y) = \mathbb{E}(R(T) f(Y_T^y))^p = \mathbb{E}(R(T) f(X_T^x))^p \leq P_T f^p(x) \left( \mathbb{E} R(T) \right)^{p-1}, \quad (3.18)
\]

where the superscripts \( x \) and \( y \) stand for the initial points of corresponding equations, respectively.

Combining (3.17) and (3.13) implies the desired log-Harnack inequality. As for the Harnack inequality, by the definition of \( R(t) \) and (3.12), we have, for \( t \in [0, T) \),

\[
\mathbb{E} R(t) \frac{x}{p} = \mathbb{E}_t R(t) \frac{x}{p}
\]

\[
= \mathbb{E}_t \exp \left[ - \frac{1}{p - 1} \int_0^t \left( \int_0^{\sigma^{-1}(\theta)} \frac{X_{\theta} - Y_{\theta}}{\zeta(\theta)} \, d\theta \right) (r) \, d\tilde{W}_r \right]
\]

\[
+ \frac{1}{2p - 1} \int_0^t \left[ \int_0^{\sigma^{-1}(\theta)} \frac{X_{\theta} - Y_{\theta}}{\zeta(\theta)} \, d\theta \right] (r) \, d\tilde{W}_r
\]

\[
= \mathbb{E}_t \exp \left[ - \frac{1}{p - 1} \int_0^t \left( \int_0^{\sigma^{-1}(\theta)} \frac{X_{\theta} - Y_{\theta}}{\zeta(\theta)} \, d\theta \right) (r) \, d\tilde{W}_r \right]
\]

\[
- \frac{1}{2(p - 1)^2} \int_0^t \left[ \int_0^{\sigma^{-1}(\theta)} \frac{X_{\theta} - Y_{\theta}}{\zeta(\theta)} \, d\theta \right] (r) \, d\tilde{W}_r
\]

\[
+ \frac{1}{2(p - 1)^2} \int_0^t \left[ \int_0^{\sigma^{-1}(\theta)} \frac{X_{\theta} - Y_{\theta}}{\zeta(\theta)} \, d\theta \right] (r) \, d\tilde{W}_r
\]

\[
\leq \exp \left[ \frac{p}{(p - 1)^2} \left( C + C'T + C''T^{2\alpha_0} \right) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2\pi}{4}Kt})^{3}} \frac{|x - y|^2}{|x - y|^2} \right].
\]

This, together with the Fatou lemma and (3.18), leads to the desired Harnack inequality. \( \square \)
Remark 3.3 By a Lamperti transform and Theorem 3.1, we can derive Harnack type inequalities for one-dimensional SDE by multiplicative noise with $H > 1/2$:

$$dX_t = b(t, X_t)dt + \sigma(t, X_t)dB^H_t, \quad X_0 = x \in \mathbb{R}, \quad t \in [0, T].$$

As a direct application of the Harnack type inequalities derived above, by [22, Proposition 4.1] we get the strong Feller property on $P_T$.

Corollary 3.4 Assume (H1). Then $P_T$ is strong Feller, i.e. the relation

$$\lim_{|y-x| \to 0} P_T f(y) = P_T f(x).$$

holds for each $f \in \mathcal{B}_b(\mathbb{R}^d)$ and $x \in \mathbb{R}^d$.

To present some more applications of Theorem 3.1 let us introduce some notations and another assumption.

Observe that the solution $X$ of equation (2.5) is not a Markov process. As a consequence, $(P_T)_{T \geq 0}$ does not consist of a Markov semigroup. Thus, we construct the following semigroup in discrete time, i.e. for any Borel set $A$ in $\mathbb{R}^d$,

$$P_T(x, A) := P_T I_A(x), \quad P^n_T(x, A) := \int_{\mathbb{R}^d} P_{n-1}^T(x, dy) P_T(y, A), \quad n \geq 2.$$

In general, $(P^n_T f)(x) = \int_{\mathbb{R}^d} f(y) P^n_T(x, dy)$, $x \in \mathbb{R}^d$, $f \in \mathcal{B}_b(\mathbb{R}^d)$.

Next, we shall focus on the existence and uniqueness of invariant probability measure for the discrete semigroup $(P^n_T)_{n \geq 1}$, and if so, discuss its entropy-cost inequality. To this end, we assume moreover (H2)

$$\langle x, b(t, x) \rangle \leq L|x|^2, \quad \forall t \in [0, T], x \in \mathbb{R}^d,$$

where $L \in \mathbb{R}$ satisfies $Me^{2LT} < 1$, $M$ is a positive constant given in Lemma 3.6 below.

Theorem 3.5 Assume (H1) and (H2). Then the semigroup $(P^n_T)_{n \geq 1}$ has a unique invariant measure $\mu$.

In order to verify this theorem, a preliminary estimate is necessary.

Lemma 3.6 Assume (H1) and (H2). Then there exists a positive constant $M$ (independence of $L$) such that

$$\mathbb{E}|X^x_T|^2 \leq Me^{2LT}(1 + |x|^2).$$

Proof. According to the change-of-variables formula [35 Theorem 4.3.1] and (H2), we get

$$|X^x_T|^2 = |x|^2 + 2 \int_0^T \langle X^x_t, b(t, X^x_t) \rangle dt + 2 \int_0^T \langle \sigma^*(t) X^x_t, dB^H_t \rangle$$

$$\leq |x|^2 + 2L \int_0^T |X^x_t|^2 dt + 2 \int_0^T \langle \sigma^*(t) X^x_t, dB^H_t \rangle. \quad (3.19)$$
Next, we are to estimate the term $\int_0^T \langle \sigma^x(t) X^x_t, dB_t^H \rangle$. Due to the fractional integration by parts formula (2.1), the above Riemann-Stieltjes integral can then be expressed as

$$\int_0^T \langle \sigma^x(t) X^x_t, dB_t^H \rangle = (-1)^{\alpha} \int_0^T D^\alpha_{0+} (\sigma^x(\cdot) X^x)(r) D^{1-\alpha}_{T-} B^H_{T-}(r) dr,$$

(3.20)

where $1 - H < \alpha < \alpha_0$, $D^\alpha_{0+}$ and $D^{1-\alpha}_{T-}$ are given by, respectively,

$$D^\alpha_{0+} (\sigma^x(\cdot) X^x)(r) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{\sigma^x(r) X^x_r}{r^\alpha} + \alpha \int_0^r \frac{\sigma^x(r) X^x_r - \sigma^x(s) X^x_s}{(r-s)^{1+\alpha}} ds \right),$$

(3.21)

and

$$D^{1-\alpha}_{T-} B^H_{T-}(r) = \frac{(-1)^{1-\alpha}}{\Gamma(\alpha)} \left( \frac{B^H_r - B^H_T}{(T-r)^{1-\alpha}} + (1-\alpha) \int_r^T \frac{B^H_r - B^H_s}{(s-r)^{2-\alpha}} ds \right).$$

(3.22)

By (3.22), we get, for $H > \lambda > 1 - \alpha$,

$$|D^{1-\alpha}_{T-} B^H_{T-}(r)| \leq c \|B^H\|_\lambda (T-r)^{\lambda+\alpha-1},$$

(3.23)

where and in what follows, $c$ denotes a generic constant.

On the other hand, by (3.21) and noting the fact that $\sigma$ is also Hölder continuous of order $\alpha_0$, we arrive at

$$|D^\alpha_{0+} (\sigma^x(\cdot) X^x)(r)| \leq c \left( \|X^x\|_\infty r^{-\alpha} + \|X^x\|_\infty r^{\alpha_0-\alpha} + \int_0^r \frac{|X^x_r - X^x_s|}{(r-s)^{1+\alpha}} ds \right).$$

(3.24)

Observe that by the fractional integration by parts formula (2.1), (i) of (H1) and the Gronwall lemma, we conclude that

$$\|X^x\|_\infty \leq c (1 + |x| + \|B^H\|_\lambda),$$

$$|X^x_r - X^x_s| \leq c \left[ (1 + |x|)(|r-s| + \|B^H\|_\lambda (|r-s| + |r-s|^{\lambda} + |r-s|^{\lambda+\alpha_0})) \right].$$

Substituting the two previous estimates into (3.24) yields

$$|D^\alpha_{0+} (\sigma^x(\cdot) X^x)(r)|$$

$$\leq c \left[ (1 + |x|)(r^{-\alpha} + r^{1-\alpha} + r^{\alpha_0-\alpha}) + \|B^H\|_\lambda \left( r^{-\alpha} + r^{1-\alpha} + r^{\alpha_0-\alpha} + r^{\lambda-\alpha} + r^{\lambda+\alpha_0-\alpha} \right) \right].$$

(3.25)

Combining (3.20), (3.23) with (3.25), we obtain

$$\left| \int_0^T \langle \sigma^x(t) X^x_t, dB_t^H \rangle \right| \leq c (1 + |x|^2 + \|B^H\|^2_\lambda).$$

This, together with (3.19) and the Gronwall lemma, confirms the assertion. \hfill \Box

Now, we proceed with the proof of Theorem 3.5.

**Proof of Theorem 3.5** \textbf{Existence:} We will make use of Krylov-Bogoliubov’s method. Let $x_0 \in \mathbb{R}^d$ and define

$$\mu_n := \frac{\sum_{k=1}^n \delta_{x_0} D^k T}{n}, \quad n \geq 1,$$
i.e. for each $f \in \mathcal{B}_b(\mathbb{R}^d)$, $\mu_n(f) = \sum_{k=1}^{n} P_T^k f(x_0)$.

Next, we will prove the tightness of $\{\mu_n\}_{n \geq 1}$.

Firstly, based on induction argument we shall show that $\{\int_{\mathbb{R}^d} |x|^2 P_T^n(x, dx)\}_{n \geq 1}$ is bounded. When $n = 1$, it follows directly from Lemma 3.6 that

$$\int_{\mathbb{R}^d} |x|^2 P_T(x_0, dx) \leq Me^{2LT} (1 + |x_0|^2) =: a(1 + |x_0|^2).$$

Suppose that

$$\int_{\mathbb{R}^d} |x|^2 P_T^{n-1}(x_0, dx) \leq a + a^2 + \cdots + a^{n-1} + a^{n-1} |x_0|^2$$

holds, then by Lemma 3.6 again we obtain

$$\int_{\mathbb{R}^d} |x|^2 P_T^n(x_0, dx) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x|^2 P_T^{n-1}(x_0, dy) P_T(y, dx) = \int_{\mathbb{R}^d} \mathbb{E}|X_T^n|^2 P_T^{n-1}(x_0, dy)$$

$$\leq a + a \int_{\mathbb{R}^d} |y|^2 P_T^{n-1}(x_0, dy)$$

$$\leq a + a (a + a^2 + \cdots + a^{n-1} + a^{n-1} |x_0|^2)$$

$$= a + a^2 + \cdots + a^n + a^n |x_0|^2.$$

Hence, we have, for any $n \geq 1$,

$$\int_{\mathbb{R}^d} |x|^2 P_T^n(x_0, dx) \leq \frac{a}{1-a} + |x_0|^2.$$

Consequently, there holds

$$\int_{\mathbb{R}^d} |x|^2 \mu_n(dx) = \frac{1}{n} \sum_{k=1}^{n} \int_{\mathbb{R}^d} |x|^2 P_T^k(x_0, dx) \leq \frac{a}{1-a} + |x_0|^2.$$

Using the Chebyshev inequality, we have

$$\sup_{n} \mu_n(\{|x|^2 > r\}) \leq \frac{1}{r} \left( \frac{a}{1-a} + |x_0|^2 \right) \to 0, \ r \to \infty,$$

which shows the tightness of $\{\mu_n\}_{n \geq 1}$.

So, from the Prohorov theorem, there exists a probability $\mu$ and a subsequence $\mu_{n_k}$ such that $\mu_{n_k} \to \mu$ weakly as $n_k \to \infty$. To simplify notation, we will denote $\mu_n \to \mu$ weakly as $n \to \infty$.

Now, we will prove that $\mu$ is a invariant probability measure for $(P_T^n)_{n \geq 1}$.

Denote $\mathcal{C}_b(\mathbb{R}^d)$ by the set of all bounded continuous functions on $\mathbb{R}^d$.

For any $f \in \mathcal{C}_b(\mathbb{R}^d)$, it follows from Corollary 3.4 that $P_T^m f \in \mathcal{C}_b(\mathbb{R}^d)$, $\forall n \geq 1$. Furthermore, we conclude that, for all $l \in \mathbb{N}$,

$$\mu(P_T^l f) = \lim_{n \to \infty} \mu_n(P_T^l f)$$

$$= \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} P_T^{k+l} f(x_0)$$

$$= \lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} P_T^m f(x_0) + \lim_{n \to \infty} \frac{1}{n} \sum_{m=n+1}^{n+l} P_T^m f(x_0) - \lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{l} P_T^m f(x_0)$$
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i.e. \( \mu \) is invariant for \( (P^m_n)_{n \geq 1} \).

Uniqueness: By Theorem 3.1 and [32, Theorem 1.4.1], the proof is completed. \( \square \)

To conclude this section, we present below the entropy-cost inequality for \( \mu \).

**Corollary 3.7** Assume (H1) and (H2). Then for the above invariant measure \( \mu \), the entropy-cost inequality

\[ \mu(P^*_T f \log P^*_T f) \leq (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3} W^2_2(\mu, f_\mu) \]

holds for non-negative \( f \in \mathcal{B}(\mathbb{R}^d) \) with \( \mu(f) = 1 \), where \( P^*_T \) is the adjoint operator of \( P_T \) in \( L^2(\mu) \) and \( W^2_2 \) is the \( L^2 \)-Wasserstein distance induced by the Euclidian metric, i.e. for any two probability measures \( \mu_1, \mu_2 \) on \( \mathbb{R}^d \),

\[ W^2_2(\mu_1, \mu_2) := \inf_{\pi \in \mathcal{C}(\mu, \mu_1)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy), \]

where \( \mathcal{C}(\mu_1, \mu_2) \) is the set of all couplings of \( \mu_1 \) and \( \mu_2 \).

**Proof.** Applying Theorem 3.1 to \( P^*_T f \) in place of \( f \), we have

\[ P_T(\log P^*_T f)(y) \leq \log P_T(P^*_T f)(x) + (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3} |x - y|^2, \ x, y \in \mathbb{R}^d. \tag{3.26} \]

Integrating both sides of (3.26) with respect to \( \pi \in \mathcal{C}(\mu, f_\mu) \) yields

\[ \mu(P^*_T f \log P^*_T f) \leq \mu(\log P_T(P^*_T f)) + (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy). \tag{3.27} \]

Observe that from the Jensen inequality and invariance of \( \mu \), we have

\[ \mu(\log P_T(P^*_T f)) = \log \mu(P^*_T f) = \log \mu(f^T) = 0. \]

Therefore, (3.27) becomes

\[ \mu(P^*_T f \log P^*_T f) \leq (C + C'T + C''T^{2\alpha_0}) \frac{T^{2(1-H)}}{(1 - e^{-\frac{2}{3}KT})^3} \inf_{\pi \in \mathcal{C}(\mu, f_\mu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy). \]

This completes the proof. \( \square \)
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