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Transport and mixing processes in fluid flows can be studied directly from Lagrangian trajectory data, such as obtained from particle tracking experiments. Recent work in this context highlights the application of graph-based approaches, where trajectories serve as nodes and some similarity or distance measure between them is employed to build a (possibly weighted) network, which is then analyzed using spectral methods. Here, we consider the simplest case of an unweighted, undirected network and analytically relate local network measures such as node degree or clustering coefficient to flow structures. In particular, we use these local measures to divide the family of trajectories into groups of similar dynamical behavior via manifold learning methods.
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Coherent structures play a ubiquitous role in mass transport and mixing in time-dependent dynamical systems. While most of the established identification methods require the knowledge of the underlying dynamical system or at least high-resolution trajectory data, this information may not be available in real-world scenarios. Network-based approaches applied to Lagrangian trajectories have been shown to be still successful in the analysis of transport and mixing processes even when data are sparse and incomplete. We focus on the local network measures of such trajectory networks and relate them to flow structures of the underlying system. Using manifold learning algorithms allows us to classify the phase space into regions of different dynamical behavior, complementing the frequently used spectral studies of flow networks.

I. INTRODUCTION

To set the scene for our approach, suppose we are given a nonautonomous ordinary differential equation (ODE)

\[ \dot{x}(t) = f(t, x(t)) \]  

with state \( x \in \mathbb{M} \subset \mathbb{R}^d \), \( d \in \mathbb{N} \), time \( t \in \mathbb{R} \) and sufficiently smooth right-hand side \( f \) to ensure existence and uniqueness of solutions \( x(t) := x(t; t_0, x_0) \) to initial values \((t_0, x_0)\). We may interpret \( f \) as a velocity field of a fluid flow and \( x(t) \) as the position of an ideal particle in that flow at time \( t \). In this case, \( \mathbb{M} \subset \mathbb{R}^2 \) or \( \mathbb{R}^3 \). The time-parameterized family \( (x(t))_t \) is referred to as a Lagrangian particle trajectory. We are interested in detecting coherent flow structures from the given trajectory data, that is, time-dependent regions in \( \mathbb{M} \) that either inhibit or enhance transport and mixing processes of the underlying flow.

The mathematical definition and numerical study of coherent structures has been an area of intense research over the last two decades. In particular, different probabilistic and geometric methods have been proposed. These approaches have been discussed and systematically compared in a number of studies\cite{1,14,17}. Geometric concepts aim at defining the boundaries between coherent sets, i.e., codimension-1 material surfaces in the flow that can be characterized by variational criteria\cite{20}. Probabilistic methods are tailored to
identify sets that are minimally dispersive while moving with the flow. Here the main theoretical tools are transfer operators, i.e., linear Markov operators that describe the motion of probability densities under the action of the nonlinear, time-dependent flow. Both the geometric and the probabilistic approach require high resolution trajectory data from (1), that is, from a dense grid of initial conditions. This can be prohibitively expensive in complex systems, such as turbulent flows. Moreover, when the particle trajectories are obtained directly from measurements (e.g., from particle tracking experiments), then the Lagrangian data under consideration may even be sparse and incomplete.

To overcome these problems, different computational methods have been proposed to identify coherent behavior in flows directly from Lagrangian trajectory data. One of the earliest attempts is the braiding approach, where trajectories are classified according to their intertwining pattern in space-time. This method is mathematically sound, but computationally demanding and currently restricted to two-dimensional flows. Other trajectory-based approaches use time-integrated quantities along trajectories. Finally, there are attempts to reconstruct the transfer operator from limited amount of trajectory data as well as the dynamic Laplacian, which was recently introduced to study coherent sets as sets that keep an optimal boundary to volume ratio when evolved by the dynamics.

Recent works focus on the use of spatio-temporal clustering algorithms. There, the aim is to identify coherent sets as groups of trajectories that remain close and/or behave similarly in the time span under investigation. All these methods can deal with sparse and incomplete trajectory data and their applicability has been demonstrated in several example systems.

Here, we revisit the framework introduced in Ref. 33, which is based on an unweighted, undirected network with the trajectories serving as nodes. A link is established between two nodes if the respective trajectories come close to each other at least once in the course of time. This construction is similar in spirit to the concept of recurrence networks, but here in a spatio-temporal setting.

We note that the discretized transfer operator has also been viewed and treated as a network. A recent review addresses the different constructions of flow networks.
and their analyses.

In previous work\textsuperscript{33}, we have introduced the construction and have mainly considered spectral properties of our trajectory-based undirected and unweighted flow network, which allowed us to compare our approach with related spectral concepts\textsuperscript{3,19}. In the present paper, our focus will be on the application and interpretation of local network measures such as node degrees or clustering coefficients. These and other quantities have been considered in previous work on recurrence networks\textsuperscript{10}, where the authors could link the network measures to properties of the underlying dynamical system. In weighted, directed networks obtained from discretized transfer operators the in- and out-degrees where found to highlight hyperbolic regions in the underlying flow\textsuperscript{22,36}, whereas maxima of the local clustering coefficient could be related to regular or periodic behavior\textsuperscript{34}. Similar properties appear to hold for the trajectory-based undirected and unweighted flow network, as demonstrated in example systems\textsuperscript{33}.

Here, for the first time, we will draw an explicit analytical connection between these network measures and underlying flow structures. In particular, we will estimate the node degree in terms of the finite-time Lyapunov exponent, an established quantity to measure stretching, and give some geometrical interpretation of the local clustering coefficient. Moreover, we will carry out an empirical flow classification based on further network measures using manifold learning methods, complementing the spectral approaches\textsuperscript{3,19,33,35}.

The paper is organized as follows: In section II we review the construction of the simple trajectory-based network\textsuperscript{33} as well as standard network local measures. In section III we will establish an analytical connection of some local network measures to the corresponding phase space structures. In particular, we will give analytical estimates of the node degree and of the local clustering coefficient. Further network measures are discussed in section IV. In section V we will numerically demonstrate the estimates of section III as well as an empirical network-based flow classification in a number of example systems, including the double-gyre flow and a real ocean surface flow from the AVISO data set.
II. A TRAJECTORY-BASED NETWORK

A. Construction of the network

Suppose we are given $N$ trajectories from a flow simulation (i.e., as numerical solutions to (1)) or from a particle tracking experiment. In practice, the particle positions may be given at discrete times $0, 1, \ldots, T$. We denote the trajectories by $x_i$, $i = 1, \ldots, N$, and the positions at a certain time instance $t = 0, \ldots, T$ by $x_{i,t} \in \mathbb{R}^d$. We now fix some $\varepsilon > 0$ and set up a network with $x_1, \ldots, x_N$ as nodes. We link two nodes $x_i$ and $x_j$ if the respective trajectories come $\varepsilon$-close to each other at least once in the course of time. Then, a symmetric adjacency matrix $A \in \{0, 1\}^{N \times N}$ describes the network, with

$$A_{ij} = \begin{cases} \max_{0 \leq t \leq T} 1_{B_\varepsilon(x_i)}(x_{j,t}), & i \neq j \\ 0, & i = j \end{cases}$$

where $1_B$ denotes the indicator function of a set $B \subset \mathbb{R}^d$. So $A_{ij} = 1$, that is, a link is established between trajectories $x_i$ and $x_j$, if and only if at one or more time instances $t$, $x_{j,t}$ can be found in an $\varepsilon$-ball $B_\varepsilon(x_{i,t})$ centered at $x_{i,t}$ and thus the trajectories $x_i$ and $x_j$ have come $\varepsilon$-close.

Naturally, other constructions are possible as well, e.g., setting $A_{ij}$ to the number of $\varepsilon$-close encounters and similar. We will restrict our attention to the current one, as we consider it to be the simplest in terms of carrying the least quantitative information.

By an appropriate choice of $\varepsilon$ one ensures that the network defined by (2) is connected and we will only consider connected networks from now on. Of course, the network topology depends also on other parameters, such as the particle density, the time-resolution and the length of the trajectories. However, as these parameters are determined by the data, the only free parameter is $\varepsilon$, which can be reasonably chosen in relation to the particle density.\textsuperscript{9,33}
B. Network analysis

The resulting network can be studied globally using the adjacency matrix. In particular, a balanced cut problem is solved by considering leading eigenvectors of the generalized eigenvalue problem $Lv = \lambda Dv$, where $D$ denotes the degree matrix (diagonal matrix with node degrees on the diagonal, i.e., $D_{ii} = \sum_j A_{ij}$, $i = 1, \ldots, N$). This spectral approach leads to the identification of clusters in the network that correspond to coherent sets of the underlying flow, that is, mobile regions in $M$ that do not freely mix with the surrounding phase space regions.

As an alternative to these global, spectral approaches, we will attempt to tie in standard local network measures with quantitative and qualitative dynamical behavior of the system. So far such relations have been studied mainly heuristically, but here we will draw some explicit analytical connections.

In the following, we will review some of the most frequently considered network measures.

The node-degree

$$d_i = \sum_j A_{ij}, \quad i = 1, \ldots, N,$$

counts how many links are connected to node $x_i$. Similarly,

$$\langle d \rangle_{nn,i} = \frac{\sum_j A_{ij}d_j}{d_i}, \quad i = 1, \ldots, N,$$

denotes the average node degree of the neighbors of a node $x_i$.

The local clustering coefficient of a node $x_i$ quantifies how tightly connected the subgraph induced by this node and its neighbors is (that is, how close this subgraph is to a complete graph). It is defined by

$$c_i = \frac{\# \text{triangles connected to } x_i}{\# \text{triples centered around } x_i} = \frac{(A^3)_{ii}}{d_i(d_i - 1)}.$$
The (normalized) *closeness centrality* (or *closeness*) of a node in a network is given by its reciprocal mean distance to all other nodes in the network, i.e.,

\[ \text{cl}_i = \frac{N}{\sum_j \text{dist}(x_i, x_j)}, \]

where dist(x_i, x_j) denotes the distance (or shortest path length) between nodes x_i and x_j in the graph.

*Betweenness centrality* is related to that quantity and measures how many shortest paths in the network traverse a certain node. It is given by

\[ b_i = \sum_{jk\neq i} \frac{p_{jk}(x_i)}{p_{jk}}, \]

where \( p_{jk}(x_i) \) denotes the number of shortest paths between nodes x_j and x_k that include x_i and \( p_{jk} \) the total number of shortest paths between x_j and x_k.

### III. ANALYTICAL ESTIMATES OF LOCAL NETWORK MEASURES

In a number of previous studies in recurrence networks\(^\text{10}\), transfer operator-based\(^{22,32,36}\) as well as trajectory-based networks\(^{33}\) it has been observed that high values of the node degree can be related to regions of strong stretching, indicating hyperbolic behavior of the underlying flow. Moreover, high values of the local clustering coefficient have been related to regular/elliptic dynamics and periodic behavior\(^{10,34}\). Here we will establish an analytical connection between these local network measures and the finite-time Lyapunov exponent, a frequently used indicator of hyperbolic dynamics.

#### A. Preliminaries

Given a time-dependent flow \( \phi(s, t) \) generated by the ODE (1), i.e., \( x(t) = \phi(s, t)x(s) \) solves \( \dot{x}(t) = f(t, x(t)) \) and let us assume that this flow generates our trajectory data. Herein, \( f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d \) is a sufficiently smooth vector field. For simplicity, we assume that the flow is volume-preserving for all times, i.e., \( \text{div}_x f(t, \cdot) \equiv 0 \) for all \( t \), where \( \text{div}_x \) is the divergence operator for functions mapping \( \mathbb{R}^d \) to itself.
Let $W(s, t) \in \mathbb{R}^{d \times d}$ be the fundamental matrix (Wronski matrix), defined by

$$W(s, t) = D_x \left( \phi(s, t) x \right),$$  \hspace{1cm} (6)

where $D_x$ denotes the derivative with respect to $x$. Hence, the fundamental matrix is the derivative of the flow with respect to its initial condition. It is a first-order (linear) approximation of perturbation propagation along trajectories, since it holds that if $\tilde{x}$ satisfies (1) with $\tilde{x}(s) = x(s) + \delta x$, then

$$\tilde{x}(t) = x(t) + W(s, t) \delta x + O(\|\delta x\|^2),$$  \hspace{1cm} (7)

as $\|\delta x\| \to 0$. The fundamental matrix satisfies the initial value problem

$$\dot{W}(s, t) = D_x f(t, x(t)) W(s, t), \quad W(s, s) = I,$$  \hspace{1cm} (8)

where the time-derivative on the left-hand side is with respect to $t$, and $I \in \mathbb{R}^{d \times d}$ denotes the identity matrix. We note the following properties:

**Proposition 1:** As the vector field $f$ is divergence-free, we have $\det(W(s, t)) = 1$ for every $x$ and $s \leq t$.\textsuperscript{26}

The finite-time Lyapunov exponent for $x = x(s)$ is defined as

$$\Lambda(x, s; t) = \frac{1}{|t - s|} \log (\sigma_1(W(s, t))),$$  \hspace{1cm} (9)

where $\sigma_1(W(s, t))$ denotes the largest singular value of the matrix $W(s, t)$.

Let us now turn our attention to the properties of the dynamic neighborhood network. Fix some $\varepsilon > 0$. Let us recall our initial setting again, where we have some sampling points and their trajectories in a volume-preserving flow. Assuming the initial distribution of the sampling points being uniform (in some domain of interest), and there are sufficiently many of them, the number of sampling points in the $\varepsilon$-neighborhood of any point is proportional to the volume of the $\varepsilon$-ball around that point.\textsuperscript{27} Denote

$$G_\varepsilon(x) = \bigcup_{t = t_0, \ldots, t_{T-1}} \left\{ \tilde{x} \mid \phi(t_0, t) \tilde{x} \in B_\varepsilon(x(t)) \right\}$$

$$= \bigcup_{t = t_0, \ldots, t_{T-1}} \phi(t_0, t)^{-1} B_\varepsilon(x(t)), \hspace{1cm} (10)$$
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where \( x(t) \) solves (1) with \( x(t_0) = x'_i \) and \( \phi(t_0, t)^{-1} := \phi(t, t_0) \) denotes the time-reversed flow from time \( t \) back to \( t_0 \). Thus, \( G_\varepsilon(x) \) denotes the set of all initial states getting at any point of the considered time interval \( \varepsilon \)-close to the trajectory starting in \( x \).

**B. The degree.**

As the initial distribution is uniform, in the case of many data points the Lebesgue volume of a set is proportional to the number of data points lying in it. Thus, the degree \( d_i \) of node \( x_i \) in the network given by the adjacency matrix (2) (the row sum of \( A \)) is proportional to the set of initial conditions that get \( \varepsilon \)-close to \( x_i(t) \) at some time in the observation interval, i.e.,

\[
d_i = \sum_{j=1}^{N} A_{ij} \propto \text{vol}(G_\varepsilon(x_i)). \tag{11}
\]

We will now estimate the volume in (11) to first order in \( \varepsilon \) using the linear perturbation propagation relation (7). For a fixed \( t \) let \( \tilde{x} \) be such that \( y = \phi(t_0, t)\tilde{x} \in B_\varepsilon(x_i(t)) \), and \( \delta y = y - x_i(t) \). Then, by (7) we obtain

\[
\|\tilde{x} - x_i(t_0)\| = \|W(t_0, t)^{-1}\delta y\| + O(\varepsilon^2). \tag{12}
\]

Note that \( W(s, t) \) is always invertible due to Proposition 1.

We have from (12) that

\[
d_i \propto \text{vol}\left( x_i(t_0) + \bigcup_{t=t_0,...,t_{T-1}} W(t_0, t)^{-1}B_\varepsilon(0) \right), \tag{13}
\]

where \( \propto \) denotes proportionality up to errors of size \( O(\varepsilon^2) \). Note that the translation by \( x_i(t_0) \) does not change the volume and could be omitted. The sets \( W(t_0, t)^{-1}B_\varepsilon(0) \) are ellipsoids with semi-axes of length \( \sigma_1^{-1}, \ldots, \sigma_d^{-1} \), the reciprocal singular values of the matrix \( W(t_0, t) \), and these semi-axes are aligned with the corresponding right singular vectors.

We now restrict our considerations to case of a two-dimensional area-preserving flow with states \( (x, y) \in \mathbb{R}^2 \).

\[ a. \quad \text{Time-invariant singular vectors.} \quad \text{For} \ d = 2, \ \text{we have by Proposition 1 that} \ \sigma_1 \sigma_2 = 1. \]

We will make the following simplifying assumption.
**Assumption 2:** Let $\sigma(t)$ denote the larger of the both singular values of $W(t_0, t)$, and $v(t) \in \mathbb{R}^2$ the corresponding right singular vector. We assume that $v(t) = v$ is independent of $t$.

This means that the other right singular vector is also independent of $t$. In other words, we assume, that the direction at initial time which undergoes the largest stretching (and also the one undergoing the largest squeezing) is independent of $t$.

In order to simplify notation, we fix initial time $t_0 = 0$ and final time $T > 0$. Let us consider the set

$$S(0, T) = \bigcup_{t \in [0, T]} W(0, t)^{-1} B_\epsilon(0),$$

i.e., a union over continuous time. We would like to compute the two-dimensional volume of $S(0, T)$. It is a union of ellipses with major semi-axes of length $\sigma \in [0, \sigma_{\max}]$, where we also assume $\sigma_{\max} = \sigma(T)$, i.e., the largest stretching appears at final time. Without loss, the larger semi-axis is assumed to be aligned with the $x$-axis. The resulting set $S(0, T)$ is depicted in Figure 1. Next we will derive an analytic formula for the volume of $S(0, T)$. Those readers not interested in the details of the derivation can skip to the result in Proposition 3.

![FIG. 1. Linearized pullbacks of unit circles. Dashed line: the graph of $y = \frac{1}{2\sqrt{2}}$, touching the union of the pullback circles for $x \in \left[\frac{1}{\sqrt{2}}, \frac{\sigma_{\max}}{\sqrt{2}}\right]$. In this visualization $\sigma_{\max} = 4$.](image)

If $\sigma(t), \sigma(t)^{-1}$ are the singular values of $W(0, t)$, with $\sigma(t) \geq 1$, then the ellipse $W(0, t)^{-1} B_\epsilon(0)$ is given in the $xy$-plane by the equation

$$\frac{x^2}{\sigma(t)^2} + \sigma(t)^2 y^2 \leq \epsilon^2.$$

To obtain the boundary point $(x, y)$ of $S(0, T)$ for fixed $x$, we need to maximize $y$ over the possible values $\sigma(t) \in [1, \sigma(T)]$, because the outermost ellipse defines the boundary point.
of the union. A straightforward computation shows that $y = \frac{x^2}{\sigma x}$, which is realized by the ellipse with semi-major axis length $\sigma = \sqrt{2}x$. This holds for $|x| \in \left[\frac{\varepsilon}{\sqrt{2}}, \frac{\sigma(T)\varepsilon}{\sqrt{2}}\right]$. For smaller $x$ (in magnitude), the boundary coincides with that of the circle of radius $\varepsilon$, for larger $x$ it is the ellipse with semi-major axis length $\sigma(T)$ constituting the boundary. This suggests to compute the volume of $S(0, T)$ as sum over the three distinct intervals of $x$-values,

$$\text{vol}(S(0, T)) = 4(V_1 + V_2 + V_3), \quad V_i = \text{vol}(A_i),$$

where, as depicted in Figure 2,

- $A_1 = \{(x, y) \mid 0 \leq x \leq \frac{\varepsilon}{\sqrt{2}}, 0 \leq y \leq \varepsilon \sqrt{1 - x^2}\}$;
- $A_2 = \{(x, y) \mid \frac{\varepsilon}{\sqrt{2}} \leq x \leq \frac{\sigma(T)\varepsilon}{\sqrt{2}}, 0 \leq y \leq \frac{x^2}{2\varepsilon}\}$; and
- $A_3 = \{(x, y) \mid \frac{\sigma(T)\varepsilon}{\sqrt{2}} \leq x \leq \sigma(T)\varepsilon, 0 \leq y \leq \frac{x}{\sigma(T)} \sqrt{1 - \frac{x^2}{\varepsilon^2\sigma(T)^2}}\}$.

![Figure 2](image_url)

FIG. 2. Partitioning the union of linearized pullbacks of the unit circle in the idealized situation where the right singular vectors of the fundamental matrix are not changing in time.

Direct computation gives$^{28}$

$$V_1 = \frac{\pi + 2\varepsilon^2}{8}, \quad V_2 = \log(\sigma(T))\frac{\varepsilon^2}{2}, \quad V_3 = \frac{\pi - 2\varepsilon^2}{8}.$$

Thus, we obtain

**Proposition 3:** Under Assumption 2 one has

$$\text{vol}(S(0, T)) = \left(\pi + 2 \log(\sigma(T))\right)\varepsilon^2.$$
That means, in a linear regime, where the node degree approximates \( \text{vol}(S(0, T)) \), one can expect an affine-linear relationship between node degree and the FTLE \( \Lambda(\cdot, 0, T) = \frac{1}{T} \log(\sigma(T)) \), at least when the singular vectors do not change much in time. \( \text{vol}(S(0, T)) \gg \left( \pi + 2 \log(\sigma(T)) \right) \varepsilon^2 \) is to be expected, when \( \sigma(T) \gg 1 \) and the singular vectors are strongly time-dependent.

**b. Singular vectors with changing direction.** Assumption 2 is not realistic in practice. However, in the following we will show reasons that it is also unrealistic that it is strongly violated in a *quantitative sense*, as this would require unlikely strong vector fields.

Let \( W(0, t) = U(t)\Sigma(t)V(t)^T \) be the singular value decomposition of the fundamental matrix. As above, none of its singular values are zero, and thus \( W(0, t)^{-1} = V(t)\Sigma(t)^{-1}U(t)^T \), yielding that the semiaxes of \( W(0, t)^{-1}B_\varepsilon(0) \) are aligned with the columns of \( V(t) \), i.e., the right singular vectors of \( W(0, t) \).

Let us consider now the conditions on the dynamics that are necessary for the right singular vectors to change. As we are interested in the action of \( W(0, t)^{-1} \) on \( B_\varepsilon(0) \), and \( U(t)^T B_\varepsilon(0) = B_\varepsilon(0) \) (orthogonal transformations keep the unit ball unchanged), we set \( U(t) = I \) for simplicity. Also, by continuity of \( t \mapsto V(t) \) we have \( \det(V(t)) = 1 \), and in two dimensions it means that \( V(t) \) is a rotation.

The main insight can be seen on the following prototypical example, where we rotate the columns of \( V(t) \) with angular frequency \( \omega(t) \), such that

\[
\dot{V}(t) = \omega(t) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} V(t).
\]

Further, let \( \sigma_1 = \sigma_1(t) \) and \( \sigma_2 = \sigma_2(t) = \frac{1}{\sigma_1(t)} \) be the diagonal elements of \( \Sigma(t) \). Thus, \( W(0, t) = \Sigma(t)V(t)^T \). Under our assumptions, we obtain

\[
\dot{W}(0, t) = \begin{pmatrix} \dot{\sigma}_1 & 0 \\ 0 & \dot{\sigma}_2 \end{pmatrix} V(t)^T + \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_2 \end{pmatrix} \begin{pmatrix} 0 & \omega \\ -\omega & 0 \end{pmatrix} V(t)^T
= D_x v, \text{ cf. (8)}
\]
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so the spatial derivative of the vector field $v$ has a component $\omega \sigma_1 / \sigma_2 = \omega \sigma_1^2$. That is, for the right singular vector of the fundamental matrix to change its direction with unit speed the vector field $v$ needs to have a large spatial derivative, provided $\sigma_1(t)$, the accumulated stretching from time $t_0$ to time $t$ is large. For hyperbolic trajectories $x(t)$ the singular value $\sigma_1(t)$ of the fundamental matrix grows exponentially in time. Thus, either the spatial derivative of the velocity field grows exponentially as well, or the change in the direction of the singular vector is exponentially slow.

We conclude that the larger the already present local stretching in the system is, the more unlikely it is that smooth vector fields change the direction of the corresponding right singular vector significantly. With this, even if Assumption 2 is violated, it is likely that the direction of the dominant singular vector (for trajectories showing considerable hyperbolic behavior) shows a step-function like behavior in time, as this direction is likely to change only in time intervals where $\sigma_1(t) \gg \sigma_2(t)$. By superposing the corresponding linearized pullback of the unit circle, one obtains a superposition of single “galaxies”, each as in Figure 1 with different sizes and major axis directions. This is what we often observe in the examples below. In summary, the degree correlates largely with the FTLE but, in addition, it takes rotation into account as well as nonlinear effects. In particular, the FTLE measures only stretching in the dominant direction, whereas the degree also captures expansion in the other directions. Moreover, if the singular vectors change their directions significantly, this may lead to a moderate degree even if the FTLE is small.

These theoretical considerations are underlined by the numerical example in section V B below.

C. Clustering coefficient.

Recall that the clustering coefficient (5) of a node $x_i$ is defined as

$$c_i = \frac{\sum_{j,k} A_{ij} A_{jk} A_{ki}}{d_i(d_i - 1)}$$

(14)

where $A_{ij}$ is as in (2). It counts the number of triangles with vertex $x_i$ divided by the total number of possible triangles. In the limit of very many data points (and thus large
degree), we can approximate the clustering coefficient by simplifying the denominator above, yielding

\[ \tilde{c}_i = \frac{\sum_{j,k}^N A_{ij} A_{jk} A_{ki}}{d_i^2}. \]  

(15)

From now on this equation will be used, and the tilde will be dropped. It is useful to write this as

\[ c_i = \frac{1}{d_i} \sum_j A_{ij} f_j^{(i)}, \quad f_j^{(i)} = \frac{1}{d_i} \sum_k A_{jk} A_{ki}. \]

\[ a. \ Geometrical \ interpretation \ of \ the \ clustering \ coefficient. \] We already know that \( N^{-1} d_i \) converges to \( \text{vol} (G_\epsilon(x_i)) \), i.e., the volume of the galaxy neighborhood, in the infinite data limit \( N \to \infty \). Further, we may write \( A_{ij} = 1_{G_\epsilon(x_i)}(x_j) \) and then \( f_j^{(i)} \) converges in the Monte Carlo sense to the function \( f^{(i)} \) evaluated at point \( x_j \):

\[ f^{(i)}(x_j) = \frac{1}{\text{vol}(G_\epsilon(x_i))} \int 1_{G_\epsilon(x_i)}(y) 1_{G_\epsilon(x_i)}(y) dy \]

\[ = \frac{1}{\text{vol}(G_\epsilon(x_i))} \int 1_{G_\epsilon(x_i) \cap G_\epsilon(x_j)}(y) dy \]

\[ = \frac{\text{vol}(G_\epsilon(x_i) \cap G_\epsilon(x_j))}{\text{vol}(G_\epsilon(x_i))}. \]

This is the proportion of \( G_\epsilon(x_i) \) that overlaps \( G_\epsilon(x_j) \).

Finally, the clustering coefficient converges to

\[ c(x_i) = \frac{1}{\text{vol}(G_\epsilon(x_i))} \int 1_{G_\epsilon(x_i)}(y) f^{(i)}(y) dy \]

\[ = \frac{1}{\text{vol}(G_\epsilon(x_i))} \int_{G_\epsilon(x_i)} \frac{\text{vol}(G_\epsilon(x_i) \cap G_\epsilon(y))}{\text{vol}(G_\epsilon(x_i))} dy. \]

(16)

In other words, \( c(x) \) is the expected relative overlap of the neighborhood \( G_\epsilon(x) \) and a second neighborhood \( G_\epsilon(y) \) where \( y \) is drawn from \( G_\epsilon(x) \).

In the linear regime, that is, for small \( \epsilon \) and appropriate time spans, these neighborhoods and their volumes can be approximated using the variational equation and the estimates in the preceding subsection. When both \( G_\epsilon(x) \) and \( G_\epsilon(y) \) are balls the expected overlap can be explicitly computed, but this is already no longer possible when ellipsoids have to be taken into account.
FIG. 3. Expected relative overlaps of two ellipses depending on the semi-major axis and the rotation angle (0 (purple), up to $\pm \frac{\pi}{32}$ (blue), $\pm \frac{\pi}{16}$ (red), $\pm \frac{\pi}{8}$ (green)).

In Figure 3, we have numerically (via a Monte Carlo approach) estimated the expected relative overlaps of equally sized ellipses in the 2D case depending on the length of the semi-major axis $\sigma \geq 1$, with the semi-minor axis being $\sigma^{-1}$. The purple curve corresponds to the (unrealistic) case, when the overlapping ellipses are exactly axis-parallel. Here, the numerical estimation is independent of $\sigma$ and nicely matches the theoretical value for two overlapping circles of $1 - \frac{3\sqrt{3}}{4\pi} \approx 0.59$. For the other curves, the overlapping ellipses are allowed to be slightly rotated (rotation angles up to $\pm \frac{\pi}{32}$ (blue), $\pm \frac{\pi}{16}$ (red), $\pm \frac{\pi}{8}$ (green)) and in these cases the expected relative overlap decreases as $\sigma$ is increased. In particular, an increase in the maximum rotation angle also leads to a decrease in the expected overlap ratio when the length of the semi-major axis are kept fixed.

This confirms the frequent observation that the local clustering coefficient takes large values where the dynamics is elliptic$^{10,34}$. In this case, the corresponding galaxy neighborhood is ball-like and thus the FTLE and also the degree are small. Moreover, the local clustering coefficient is small when there is strong stretching and the FTLE is large. So we expect that the FTLE and the local clustering coefficient are strongly negatively correlated. However, due to the finite $\epsilon$ in the network construction the local clustering coefficient measures also nonlinear effects as we will discuss in the following.

b. Time-dependent behavior. Note that by construction, the set of neighbors in the network increases in a nested manner as the observation time interval increases: If $A_{ij} = 1$ for trajectories observed for the time interval $[t_0, t]$, naturally $A_{ij} = 1$ holds also for the time interval $[t_0, t']$ with $t' > t$. Unlike the degree, which thus increases monotonically in time, we expect the qualitative behavior of the clustering coefficient to change in time considerably.
In a dynamically mixing region, the clustering coefficient starts for small times with a moderate to large value, as the network for small times is based on vicinity of initial points. Then, as the observation time grows, it decreases, as new neighbors are introduced which are not necessarily neighbors of neighbors (due to hyperbolic stretching). This holds in an intermediate time interval for which the image of small balls under the dynamics is a filamented set, but does not yet fold back to itself and “cover” full-dimensional subsets of the state space. Then, as time increases, we expect the clustering coefficient to grow again, as eventually any two points get close-by in a mixing region again\textsuperscript{30}, and the filaments tend to get “space-filling”. To be more precise, once the filamentation is so strong that in a measure-theoretic sense $G_{\varepsilon}(x_i) \cap G_{\varepsilon}(y) \approx G_{\varepsilon}(x_i)$ for every $y \in G_{\varepsilon}(x_i)$, then by (16) the clustering coefficient gets large again.

In regular regions—where the dynamics is not distorting strongly and the mutual distances between points barely change—we expect the clustering coefficient to stay approximately constant all the time.

We summarize the expected characteristics of the network measures which we expect for different finite-time dynamical behavior in Table I.

| degree          | clustering coefficient | finite-time dynamical regime                                      |
|-----------------|------------------------|------------------------------------------------------------------|
| small – moderate| large                  | elliptic or parabolic motion                                     |
| moderate        | small                  | filamentation (finite-time hyperbolicity), no mixedness          |
| moderate        | moderate               | stickiness (mixedness close to regular regions)                  |
| large           | large                  | mixedness                                                        |

TABLE I. Network measures and finite-time dynamical regimes.
IV. DISCUSSION OF FURTHER NETWORK MEASURES.

Let us now briefly discuss the expected behavior of the other network measures from above. To this end it is helpful to differentiate two kinds of dynamical behaviors that are very characteristic of complicated flows we are interested in. The first we connect to “mixing regions”, where (weak) mixing is understood in the measure-theoretic sense. The second kind is connected to “regular regions”, and refer to those regions in state space that are not mixing, and we think of them as regions performing a rigid-body motion—up to slight distortions. Naturally, this is not a complete or well-defined partition of the flow domain, as it uses notions (like mixing) that are defined for infinite time, and we are looking at finite time intervals; so there could be a whole homotopy of characteristics connecting these two. Still, as a descriptor of the two “extreme cases”, it will prove very useful in the following.

a. Closeness. As network measures get more complicated, it gets significantly more involved to connect them directly to the dynamical behavior. It is safe to claim that in a mixing region most trajectories eventually “meet” one another, their mutual distances will be small, giving a large closeness value. In a regular region the mutual arrangement of trajectories stays similar in time, thus their distance stays moderate to large, and hence we expect them to have a moderate closeness.

Because the set of neighbor nodes increases in a nested manner in time, the length of shortest paths decrease monotonically as the observation time increases, and thus closeness increases. In contrast to the clustering coefficient, we do not expect closeness to change its qualitative behavior in time: Based on the above considerations, closeness will increase in mixing regions and stay almost constant in regular regions, thus the numerical range of values stretches without qualitatively changing the order of nodes with respect to this measure.

Note that closeness here works with distances of trajectories with respect to shortest paths in the graph given by $A$. A concept in its nature similarly to this was put forward in Ref. 21, where a “semidistance of mixing” for a finite set of Lagrangian trajectory data is derived. Further, it is shown that it can be computed by shortest paths in time-dependent
graphs that comprise similar information to the $\epsilon$-neighbor adjacency graphs at some fixed time instant $t$ (without accumulating the neighbors in time, as done in (2)). More crucially, it is demonstrated that coherent sets—sets that move with the flow and do not mix with their exterior while doing so—are regions “maximally far” from one another with respect to this distance. This connection suggests that coherent regions have a large mean distance to the rest of the network, and that their closeness is thus smaller. Our observations for the one-dimensional example in section V A confirm this. As closeness is much more expensive to compute than the other network measures considered here (as shortest paths between all pairs of node need to be computed, giving a best-case complexity of $O(n^3)$ for the Floyd–Warshall algorithm, and $O(n^2 \log(n))$ for the Dijkstra algorithm with Fibonacci heap), we refrain from further numerical analysis of closeness.

Finally, we note that closeness is influenced also by the relative position of a trajectory with respect to the other trajectories; towards the “boundary” of the trajectory ensemble closeness is expected to be smaller. This is nicely reflected in the experimental example of section V C.

b. Betweenness centrality. The betweenness centrality $b_i$ of a node $x_i$ measures the proportion of shortest paths of the network that traverse $x_i$. Thus—like closeness—it takes global information of the network into account, and computationally it has the same complexity. In general networks, $b$ is large for nodes that connect different almost-decoupled subgraphs. Such nodes, often called hubs, play a crucial role in the transfer of information or mass transport. So, nodes with high betweenness centrality in our trajectory-based network correspond to structures that connect the different coherent regions of the underlying system.

c. Average node degree. While the local degree of a node $x_i$ only takes the direct neighboring nodes of $x_i$ into account, by taking their average degree $\langle d \rangle_{nn,i}$ an extended neighborhood is considered. The resulting average degree field is a smoothed version of the degree field, with similar properties and with $d \langle d \rangle_{nn}$ strongly correlated. Significant quantitative differences in the fields may only occur at nodes $x_i$ where the node degree is locally maximal or minimal. Such a difference is measured by the degree anomaly $\Delta d_i = d_i - \langle d \rangle_{nn,i}$, which may serve as an indicator of the local heterogeneity of the phase.
space structures\textsuperscript{10}.

V. NUMERICAL EXAMPLES

A. One-dimensional prototypical example

To gain some intuition about regular and mixing regions in a “controlled environment”, let us now consider the discrete-time system on $M = [0, 1]$ given by

$$\phi(x) = \begin{cases} 
  x, & x \in [0, \frac{1}{4}) \cup \left(\frac{3}{4}, 1\right] \\
  (2(x - \frac{1}{4}) \mod \frac{1}{2}) + \frac{1}{4}, & x \in \left[\frac{1}{4}, \frac{3}{4}\right],
\end{cases} \tag{17}$$

see Figure 4. This map has three invariant sets. The left and right ones are static, such that the mapping restricted to them is the identity, and are meant to model regions of the state space in complicated flows, that are “regular” in the sense that the mutual distance of points is not changed (or just barely) by the dynamics. We will consider these as one kind of prototype for coherent vortices. The third region physically separates the other two, and the dynamics on it is mixing (as it is the circle doubling map).

![Figure 4. The system (17).](image)

We carry out our computations for a network with 1000 initially equispaced trajectories, and $\epsilon = 0.01$. By this choice, all points (neglecting the boundaries) have initially 18 neighbors, resulting in $\frac{18 \cdot 17}{2}$ triples. The initial number of triangles of a node $x_i$ is 108 and thus the proportion of triples that are triangles is $\frac{2 \cdot 108}{18 \cdot 17} \approx 0.706$. These quantities, 18 and
0.706, coincide with the degree and the local clustering coefficient, respectively, for all times in the static regions, as shown in Figure 5. Moreover, this study confirms what we expected from the analysis in section III: the degree and closeness are monotonic in the observation time span, but do not change qualitatively, while the clustering coefficient shows a very clear qualitative change between the regular and mixing region as the time span grows. This is highlighted in Figure 6, where the time-evolution of the degree and clustering coefficient is shown, averaged over the mixing region.

FIG. 5. Network measures and resulting classification for 20 (left) and 100 (right) steps of the prototypical one-dimensional system (17). Note that only the behavior of the clustering coefficient changes qualitatively, as we also expected.
FIG. 6. The evolution of degree and clustering coefficient (averaged for the mixing region $M_0 = [1/4, 3/4]$) as the time window $[0, t]$ grows. As the mapping on $M_0$ is the circle doubling map, in every iteration half of the neighborhood of every point is exchanged, thus degree grows initially by $\sim 9$ per iteration. As the time window grows, this value increases, as by mixing every point eventually gets arbitrarily close to any other in $M_0$, and eventually there are no new neighbors to find. The clustering coefficient shows also the behavior we expect; first dropping, as the neighborhood grows rapidly by mixing, then growing, as arbitrary two neighbors are likely to meet at some point, also due to mixing.

B. Periodically driven double gyre flow

As a benchmark problem for analyzing flow structures we consider the double gyre flow\cite{37}, a time-dependent system of differential equations

$$\dot{y} = -\pi A \sin(\pi f(y, t)) \cos(\pi z)$$

$$\dot{z} = \pi A \cos(\pi f(y, t)) \sin(\pi z) \frac{df}{dy}(y, t),$$

where $x = (y, z) \in \mathbb{R}^2$ is the state, $f(y, t) = \delta \sin(\omega t)y^2 + (1 - 2\delta \sin(\omega t))y$. We choose parameter values $A = 0.25$, $\delta = 0.25$, $\omega = 2\pi$ and fix $t_0 = 0$. We obtain a flow of period $\tau = 1$ on the domain $\mathbb{M} = [0, 2] \times [0, 1]$. Figure 7 shows $S(0, T)$ for $T = 5$ and different initial conditions:

$$x_{1,0} = \begin{pmatrix} 1.0 \\ 0.5 \end{pmatrix}, \quad x_{2,0} = \begin{pmatrix} 0.5 \\ 0.4 \end{pmatrix}, \quad x_{3,0} = \begin{pmatrix} 0.5 \\ 0.7 \end{pmatrix},$$

$$x_{4,0} = \begin{pmatrix} 0.86 \\ 0.25 \end{pmatrix}, \quad x_{5,0} = \begin{pmatrix} 0.99 \\ 0.01 \end{pmatrix}, \quad x_{6,0} = \begin{pmatrix} 0.98 \\ 0.25 \end{pmatrix}.$$
Recall that the set $S(0, T)$ is the union over the observation times of pullbacks of the unit circle with respect to the linearized dynamics, and thus we color the single pullbacks with respect to the time they belong to. The inner white regions are not filled because we only plot the boundaries of the respective ellipses.

Assumption 2 extended by the simplified considerations in section III B seem to be valid: For the trajectories showing strong finite-time hyperbolic behavior ($x_1, x_5, \text{ and } x_6$ moderately) the direction of the pullback ellipses stay constant, or change rapidly in short time intervals when the associated ellipse has small eccentricity (i.e., when $\sigma_1/\sigma_2 \gg 1$). This is confirmed by Figure 8. Therein, the top row shows the time evolution of the orientation of the first singular vector $v_1(t)$ as an angle in $[0, 2\pi)$ for the trajectories $x_1, x_5, x_6$ (left to right), while the bottom row shows the time evolution of $\sigma_1(t)$ on a logarithmic scale.

We also construct a network with $500 \times 251$ trajectories spaced equally on a grid in
FIG. 8. Top row: orientation $\theta(t)$ of the first singular vector of the fundamental matrix $W(0,t)$ of the double gyre system for $t \in [0, 5]$ for different initial conditions: $x = x_{1,0}, x_{5,0}, x_{6,0}$, from left to right. Bottom row: time evolution of the associated singular value $\sigma(t)$ on a logarithmic scale. The color corresponds to the time $t$ (blue: initial, yellow: final).

the domain $[0, 2] \times [0, 1]$. We choose $\varepsilon = 0.03$, flow time $T = 20$ and $\Delta t = 0.1$. Degree, clustering coefficient, and the sets $\bigcup_{t \in [0, 5]} \phi(t_0, t)^{-1} \mathbb{B}_\varepsilon (x(t))$ for $x_1, \ldots, x_6$, of which the $S(0, 5)$ are linearized approximations, are shown in Figure 9.

For comparison we also compute the FTLE field (9) with the same resolution, see Figure 9 (bottom left). We see that the affine-linear relation between FTLE and degree, predicted by Proposition 3 in an idealized (linearized) setting, holds only up to a substantial spread in the values; see Figure 10. Some quantitative agreement is clearly visible though, and the correlation coefficient between them is 0.95 for a smoothed FTLE-field.\textsuperscript{31} The clustering coefficient and FTLE are negatively correlated with a correlation coefficient of $-0.93$, indicating that the region with chaotic dynamics is already in a filamenting regime, but did not yet reach well-mixedness; cf. Table I. In this example we do not consider the measure “closeness”, as it does not contribute additional insights.

Next we investigate which dynamical structures can be identified and distinguished from another by looking at the two network measures, degree and clustering coefficient, simultaneously. To this end we consider the point cloud

$$E = \{(\bar{d}_i, \bar{c}_i) \mid i = 1, \ldots, n\} \subset \mathbb{R}^2,$$

where $\bar{d}$ and $\bar{c}$ are the degree and clustering coefficient normalized by their respective
FIG. 9. Degree (top left), clustering coefficient (top right), and FTLE field (bottom left) of the double gyre, with markers for the different initial conditions used in Figure 7. For the degree and clustering coefficient, $\varepsilon = 0.03$ and flow time $T = 20$ with $\Delta t = 0.1$ was used. Bottom right: The initial conditions of all trajectories that come $\varepsilon$-close to one of the $x_i$, $i = 1, \ldots, 6$ for $T = 5$, i.e., $G_\varepsilon(x_i)$ (the shorter time span was taken for better visual comparability).

FIG. 10. Top: smoothed FTLE field vs. the relative degree (degree normalized by $n$). The correlation coefficient is 0.95. Bottom: smoothed FTLE field vs. the local clustering coefficient. The correlation coefficient is $-0.93$. 
standard deviations such that they cover a comparable numerical range, and analyze this set by the established manifold-learning tool, the so-called diffusion maps\(^5\) together with clustering. Diffusion maps, in a nutshell, finds intrinsic coordinates on a point-cloud approximation of a manifold, such that these coordinates are monotonic in the geodesic distance along the manifold. As an effect, if the point cloud has a complicated topology in its original space, the diffusion-map coordinates tend to “disentangle” it, and clustering in this new space reveals regions of the point cloud that are close-by with respect to the intrinsic geodesic distance of this set. This is shown in Figure 11 for proximity parameter \(\epsilon = 0.01\) in the diffusion maps algorithm and clustering its seven dominant eigenvectors into seven clusters.

It is interesting, that the classification of trajectories by their proximity in the set \(\mathbb{E}\) (with respect to its geodesic distance), can be connected to different qualitative dynamical behavior. This is shown in Figure 12, where the classification is compared with a “Poincaré plot” of the double gyre system. The classification separates regular regions in the gyre core, KAM tori, and the chaotic region around them. Also, the invariant “inner” and “outer” gyre cores are distinguished. Although they all consist of trajectories evolving on invariant cycles, the outer cycles are longer. On the one hand, since trajectories on close-by but different cycles do not keep in phase, the longer cycles have a larger \(\epsilon\)-neighborhood, thus a larger degree. On the other hand, on intermediate time intervals (like ours, with \(T = 20\)) this means a smaller clustering coefficient.

C. Ocean flow

As a last experimental case, we will now analyze an actual ocean flow. We consider a velocity field of the surface water derived from AVISO satellite altimetry measurements. We focus on the region of the Agulhas leakage in the South Atlantic Ocean, using the same data set as refs. 13 and 18. We initialize a \(200 \times 100\) array of drifters in \([-4, 6] \times [-34, -28]\) advected by the flow and observed at times \(t = 0, 1, \ldots, 90\), where \(t_0\) corresponds to November 11, 2006\(^13,18\). With \(\epsilon = 0.1\) we calculate the adjacency matrix and the so far discussed network measures, then compute a classification of the trajectories based on
FIG. 11. Left: When the degree $d$ of trajectories is plotted against the clustering coefficient $c$, one can see that they are not perfectly correlated: The points with large $c$ fall into three branches. The colors are a classification produced with diffusion maps and subsequent clustering by $k$-means$^{23}$. Right: Same classes as on the left, trajectories plotted in state space at initial time $t = 0$ and halftime $t = 10$.

FIG. 12. The classification from Figure 11 with trajectory positions at halftime $t = 10$ superimposed with a Poincaré plot. The classification identifies gyre cores, KAM tori and the chaotic region.

degree and clustering coefficient, as done in the previous example. The results are shown and described in Figure 13.

First, we observe that the highest degree attained—in contrast to the double gyre flow—is on the outer perimeter of an eddy. This is underlined by closeness, as the neighborhood of this eddy seems to be some sort of “hub” for transport; many trajectories from different regions pass by this eddy. Second, we also observe trajectories of high clustering coefficient
FIG. 13. Ocean flow data set. From left to right: degree, clustering coefficient, closeness, classification. Top: initial time, bottom: final time. For the first three columns lighter yellow colors indicate higher values, while darker blue indicate lower ones. In the rightmost column the colors indicate seven clusters.

value near the (time-evolving) boundary of the region of consideration. This is due to the dynamics-induced filamentation; subsets of trajectories are separated from the “main region” and build islands or peninsula that do not return to an $\varepsilon$-proximity of other trajectories. Thus, this subset maintains a low degree and high internal connectivity, giving a large clustering coefficient value.

Both of these behaviors arise, because this flow, in contrast to the previous ones, is considered on a “free domain”; meaning that the state space (the region we have trajectory data from) evolves with the flow. Thus, we are not taking dynamical information into account from the neighborhood of our set of trajectories. However this neighborhood interacts with our observations, as the region where we have trajectory information starts to mix with the white region, where we do not have any. In summary, this “free domain” situation pollutes our analysis with spurious structures. The derivation of sensible network measures that account for this dynamical situation is the next challenge on the way to being able to apply these methods in real world situations.
VI. CONCLUSION

We have studied an unweighted and undirected trajectory-based network. Simply computable network measures allow us to infer valuable information about the dynamics of the underlying system, even if a full global analysis of the system is out of reach—due to the dimensionality of the system, or because only a finite amount of trajectory data is available.

The palette of network measures is broad, both in complexity and computational efficiency. We have focused on simpler ones here, and were able to show analytic connections between the local degree of a network and quantitative dynamical descriptors, like FTLE, in the large-data limit.

More complex network measures, such as clustering coefficient and closeness can be linked to qualitative dynamical behavior. We have experimentally verified these connections, and have shown how classification with respect to multiple network measures separates regions exhibiting different (topological) dynamical behavior.

The general aim is to identify structurally different dynamical behavior from large sets of possibly high-dimensional trajectory data. Further developments need to be done to understand how consistent estimators of dynamical descriptors can be derived from trajectory networks, how to deal with the “free domain problem” above, and with missing data, in general.
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