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Abstract
We establish Plemelj-Smithies formulas for determinants in different algebras of operators. In particular we define a Poincaré type determinant for operators on the torus \( \mathbb{T}^n \) and deduce formulas for determinants of periodic pseudo-differential operators in terms of the symbol. On the other hand, by applying a recently introduced notion of invariant operators relative to fixed decompositions of Hilbert spaces we also obtain formulae for determinants with respect to the trace class. The analysis makes use of the corresponding notion of full matrix-symbol. We also derive explicit formulas for determinants associated to elliptic operators on compact manifolds, compact Lie groups, and on homogeneous vector bundles over compact homogeneous manifolds.
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1 Introduction

In this work we study determinants of operators in different algebras and obtain the corresponding Plemelj-Smithies formulas. A special case that we will consider is a Poincaré type determinant for operators on the torus $\mathbb{T}^n$. To do so we apply the Fourier transform on $\mathbb{T}^n$ leading to an isomorphism between operators on $\mathbb{T}^n$ and operators on $\mathbb{Z}^n$. By considering pseudo-differential operators on the torus we also obtain formulae in terms of symbols. Regarding compact manifolds we apply a recently introduced notion of invariance (cf. [11]). This notion is relative to a fixed decomposition of a complex separable Hilbert space. In particular one can consider such decompositions into eigenspaces associated to an elliptic operator on a compact manifold or on a vector bundle over a compact manifold. The classes of operators covered in this work also include $G$-invariant operators on homogeneous vector bundles allowing applications of the invariant notion in [11] to Dirac type operators on the bundle of forms, on some spin structures and on some twisted geometric structures (cf. [3]).

Some of the Plemelj-Smithies formulas for determinants that we are going to state here can be seen as complementary to the ones stated for traces in [9–11] and [8]. The determinants of matrices of infinite order were used for the first time by G. W. Hill in his study of the motion of the lunar perigee (cf. [18]). A first rigorous approach to such determinants was introduced by Poincaré in his work on the Hill’s equation [24]. A general point of view to define the determinant of $I + A$ consists in considering $A$ as an operator in a class endowed with a trace. In particular the Plemelj-Smithies formulas express the determinant in terms of traces. Here we are going to consider the point of view of embedded algebras introduced by I. Gohberg, S. Goldberg and N. Krupnik (cf. [15]). Here we will work within that framework and specifically the important examples of trace class operators on a Hilbert space, the algebra of matrices in $\ell^1(\mathbb{Z} \times \mathbb{Z})$ viewing them as operators on $\ell^1(\mathbb{Z})$ and domain for the Poincaré determinant, and the nuclear operators on Banach spaces.

The applications of Fredholm determinants in the analysis of differential equations has actively motivated its investigation in the last decades see e.g. [1, 2, 16, 20, 31]. Furthermore, a systematic study of numerical computations for Fredholm determinants
was initiated by Bornemann [4]. We refer to these papers for further references and motivations. We would also like to point out that a Poincaré type determinant as the one defined for operators on the torus in Sect. 3.1 is suitable to be extended for operators on $L^2(G)$ where $G$ is a compact Lie group and hence one can deal with a generalization of Hill’s equation on compact Lie groups. This problem will be addressed elsewhere.

The structure of this work is as follows. In Sect. 2 we present the notion of a determinant on Banach spaces, the notion of $r$-nuclearity of Grothendieck and the calculus of invariant operators developed in [11]. Finally, in Sect. 3 we establish our main results, first, for pseudo-differential operators on the torus, invariant operators on Hilbert spaces, trace class operators in $L^2(M)$ (for $M$ a closed manifold), and at the end of the section for trace class $G$-invariant operators on homogeneous vector-bundles.

## 2 Traces and determinants

In this section we define the concepts of traces and determinant in the setting of embedded algebras according to [15] and we refer the reader to it for a more detailed discussion.

Let $B$ be a Banach space, we denote by $\mathcal{F}(B)$ the space of bounded finite rank operators on $B$. We also denote by $\mathcal{L}(B)$ the $C^*$-algebra of bounded linear operators on $B$. We now briefly recall the definition of trace and determinants for finite rank operators. The following fundamental properties of trace and determinants for finite rank operators are mainly consequences of the ones for the finite square matrix setting.

**Lemma 2.1** Let $B$ be a Banach space and $F \in \mathcal{F}(B)$. Then $B$ can be decomposed as a direct sum

$$B = M_F \oplus N_F,$$

where $F(M_F) \subset M_F$ and $N_F \subset \text{Ker} F$.

The decomposition (2.1) allows us to write the operators $F$ and $I + F$ as $2 \times 2$ matrices of the form

$$F = \begin{bmatrix} F_1 & 0 \\ 0 & 0 \end{bmatrix}, \quad I + F = \begin{bmatrix} I + F_1 & 0 \\ 0 & I_2 \end{bmatrix}. \quad (2.2)$$

Here $F_1 = F|_{M_F}$ is the restriction of $F$ to the finite dimensional subspace $M_F$ and $I, I_1, I_2$ denote the identity operators in $B, M_F, N_F$ respectively. Since $M_F$ is a finite dimensional space, the functionals $\text{Tr} F_1$ and $\text{Det}(I + F_1)$ are well defined. Using this we can define:

$$\text{Tr}(F) := \text{Tr}(F_1), \quad \text{Det}(I + F) := \text{Det}(I + F_1). \quad (2.3)$$
These definitions are independent of the choice of the subspace $M_F$. Indeed, this is due to the following important formulas in terms of eigenvalues:

$$
\text{Tr}(F_1) = \sum_{j=1}^{m} \lambda_j(F_1), \quad \text{Det}(I + F_1) = \prod_{j=1}^{m} (1 + \lambda_j(F_1)),
$$

(2.4)

where $m = \dim M_F$ and $\lambda_1(F_1), \ldots, \lambda_m(F_1)$ are the eigenvalues of $F_1$ counted according to their algebraic multiplicities. Moreover, an application of (2.2) and the Jordan decomposition of $F_1$ shows that the nonzero eigenvalues of $F$ do not depend on the choice of $M_F$ and

$$
\text{Tr}(F) = \sum_{j=1}^{m} \lambda_j(F), \quad \text{Det}(I + F) = \prod_{j=1}^{m} (1 + \lambda_j(F)).
$$

(2.5)

Therefore the Definition (2.3) is independent of the choice of the subspace $M_F$. Moreover, we see that $I + F$ is invertible in $\mathcal{L}(B)$ if and only if $\text{Det}(I + F) \neq 0$.

The functionals $\text{Tr}(\cdot)$ and $\text{Det}(\cdot)$ enjoy some fundamental properties:

- The trace $\text{Tr}(\cdot)$ is linear on $\mathcal{F}(\mathcal{B})$ and

$$
\text{Tr}(AB) = \text{Tr}(BA).
$$

(2.6)

- The determinant has the following multiplicative property

$$
\text{Det}((I + A)(I + B)) = \text{Det}(I + A) \text{Det}(I + B)
$$

(2.7)

and

$$
\text{Det}(I + AB) = \text{Det}(I + BA).
$$

(2.8)

In order to extend the trace and determinants to larger classes of operators, we recall the notion of algebras that we are going to use. We note that the functionals trace and determinant are not continuous with respect to the operator norm. This fact motivates the introduction of the following concept of algebra.

**Definition 2.2** A subalgebra $\mathcal{D}$ of $\mathcal{L}(\mathcal{B})$ is *continuously embedded* in $\mathcal{L}(\mathcal{B})$ if the following two conditions hold:

(i) There exists a norm $\| \cdot \|_D$ on $\mathcal{D}$ and a constant $C > 0$ such that

$$
\| A \|_{\mathcal{L}(\mathcal{B})} \leq \| A \|_D
$$

(2.9)

for all $A \in \mathcal{D}$.

(ii) $\| AB \|_D \leq \| A \|_D \| B \|_D$ for all $A, B \in \mathcal{D}$.

For the sake of simplicity, we say that the subalgebra $\mathcal{D}$ is an *embedded subalgebra* if the norm on $\mathcal{D}$ satisfies (i) and (ii).
If, in addition, \( \mathcal{F}_D := \mathcal{F} \cap D \) is dense in \( D \) with respect to the norm \( \| \cdot \|_D \), we say that \( D \) is *approximable*. If \( D \) is an approximable algebra we can continuously extend the trace and determinant from finite rank operators to the algebra \( D \).

**Theorem 2.3** Let \( D \subset \mathcal{L}(B) \) be an approximable embedded subalgebra. The following statements are equivalent:

(i) The function \( \text{Det}(I + F) : \mathcal{F}_D \to \mathbb{C} \) admits a continuous extension in the \( D \)-norm from \( \mathcal{F}_D \) to \( D \).

(ii) The linear functional \( \text{Tr}(F) \) is bounded in the \( D \)-norm on \( \mathcal{F}_D \).

The conditions above are satisfied in a good number of important examples. First we point out how the conditions above are used to extend the trace and determinants from finite rank operators.

Let \( D \subset \mathcal{L}(B) \) be an approximable embedded subalgebra and assume \( D \) satisfies one of the equivalent conditions of Theorem 2.3. If \( A \in D \) we define the trace of \( A \) and the determinant \( I + A \) in the algebra \( D \) by the equalities:

\[
\text{Tr}_D(A) := \lim_{n \to \infty} \text{Tr}(F_n) \quad \text{and} \quad \text{Det}_D(I + A) := \lim_{n \to \infty} \text{Det}(I + F_n),
\]

where \( \|A - F_n\|_D \to 0 \) with \( F_n \in \mathcal{F}_D \). As a consequence of the continuity of the extended trace and determinant, it can be shown that these definitions are independent of the choice of an approximative sequence \( F_n \).

We can now introduce the embedded algebras that we are going to consider in this work. We first recall some generalities on nuclear operators.

**Definition 2.4** We will say that a Banach space \( B \) satisfies the *approximation property* if for every compact set \( K \) in \( B \) and for every \( \epsilon > 0 \), there exists \( F \in \mathcal{F}(B) \) such that

\[\|x - Fx\| < \epsilon, \quad \text{for every } x \in K.\]

It is well known that the classical spaces \( C(X) \) where \( X \) is a compact topological space, \( L^p(\mu) \) for \( 1 \leq p \leq \infty \) and any measure satisfy the approximation property (cf. [22]). P. Enflo showed a counterexample to the approximation property in Banach spaces (cf. [13]). A more natural counterexample has been found by A. Szankowsky who has proved that \( \mathcal{L}(H) \) does not have the approximation property (cf. [29]). We can now define the concepts of nuclear operators on Banach spaces and the trace.

Let \( B \) be a Banach space, a linear operator \( T \) from \( B \) into \( B \) is called *nuclear* if there exist sequences \( (x'_n) \) in \( B' \) and \( (y_n) \) in \( B \) in such a way that \( T \) admits a nuclear decomposition, which means that,

\[
Tx = \sum_n \langle x, x'_n \rangle y_n \quad \text{and} \quad \sum_n \|x'_n\|_{B'} \|y_n\|_B < \infty.
\]

\( \square \) Springer
This definition agrees with the concept of trace class operator in the setting of Hilbert spaces. The set of nuclear operators from $\mathcal{B}$ into $\mathcal{B}$ forms the ideal of nuclear operators $\mathcal{N}(\mathcal{B})$ endowed with the norm

$$N(T) = \inf \{ \sum_{n} \| x'_n \|_{\mathcal{B}'} \| y_n \|_{\mathcal{B}} : T = \sum_{n} x'_n \otimes y_n \}.$$ 

Since $\mathcal{N}(\mathcal{B})$ is an ideal in $\mathcal{L}(\mathcal{B})$, it is also a subalgebra. It is natural to attempt to define the trace of $T \in \mathcal{N}(\mathcal{B})$ by

$$\text{Tr}(T) = \sum_{n=1}^{\infty} x'_n(y_n),$$

where $T = \sum_{n=1}^{\infty} x'_n \otimes y_n$ is a representation of $T$. Grothendieck (cf. [17]) discovered that $\text{Tr}(T)$ is well defined for all $T \in \mathcal{N}(\mathcal{B})$ if and only if $\mathcal{B}$ has the approximation property (cf. [7, 23]).

In particular, if $\mathcal{B}$ has the approximation property, then the subalgebra $\mathcal{N}(\mathcal{B})$ of nuclear operators is an approximable embedded subalgebra in $\mathcal{L}(\mathcal{B})$. We also recall that if $\mathcal{B} = \mathcal{H}$ is a complex separable Hilbert space, then the ideal of nuclear operators $\mathcal{N}(\mathcal{B})$ coincides with the trace class.

In the setting of $L^p(\Omega, \mu)$ spaces, the nuclear operators are characterized by kernels of the form

$$k(x, y) = \sum_{n=1}^{\infty} g_n(x) \otimes h_n(y),$$

(2.12)

where $g_n, h_n$ are sequences in $L^p, L^q$ respectively and such that $\sum_{n} \| g_n \|_{L^p} \| h_n \|_{L^q} < \infty$. For the above characterization the reader can consult [5, 6]. Given such kernel, the trace can be expressed in the form

$$\text{Tr}(T) = \int_{\Omega} \left( \sum_{n=1}^{\infty} g_n(x) h_n(x) \right) d\mu(x),$$

(2.13)

which holds almost everywhere on the domain. In other words, the trace can be obtained by integration on the diagonal. But a trace formula for an arbitrary kernel $\alpha(x, y)$ of $T$ is not directly deducible from the corresponding one for $k$ using (2.13). The problem of traceability and of finding trace formulae has been extensively investigated (cf. [8–10, 14, 21]). In particular, if one disposes of a continuous kernel $\alpha(x, y)$ of a nuclear operator over a suitable topological space one has

$$\text{Tr}(T) = \int_{\Omega} \alpha(x, x) d\mu(x).$$
On the other hand as it is well known that to characterize the nuclearity in terms of a given integral kernel is in general not an easy task. Indeed, there are some classical counterexamples that we will recall later on. However this obstruction vanishes in the case for instance of the counting measure on the lattice $\mathbb{Z}^n$ due to the uniqueness of the kernel. Moreover, one has the following mild sufficient condition for the nuclearity of discrete operators in terms of their kernels (that later we will use in Theorem 3.8).

Below we consider $e_j(i) = \delta_{ji}$ the Kronecker’s delta.

**Proposition 2.5** Let $1 \leq p < \infty$ and let $K : \mathbb{Z}^n \times \mathbb{Z}^n \to \mathbb{C}$ be a function satisfying
\[
\sum_{j \in \mathbb{Z}^n} \left( \sum_{m \in \mathbb{Z}^n} |K(j, m)|^p \right)^{\frac{1}{p}} < \infty. \tag{2.14}
\]

Then the relation $K(i, j) = \langle Te_j, e_i \rangle$, $(i, j) \in \mathbb{Z}^n \times \mathbb{Z}^n$, defines a nuclear operator $T : \ell^p(\mathbb{Z}^n) \to \ell^p(\mathbb{Z}^n)$. Moreover its trace is given by
\[
\text{Tr}(T) = \sum_{n \in \mathbb{Z}^n} K(n, n).
\]

**Proof** We consider $q$ such that $\frac{1}{p} + \frac{1}{q} = 1$. We are going to prove that (2.14) makes the decomposition (2.16) a nuclear decomposition of $T$ (in the sense of (2.11)). Define the functional $e'_n \in (\ell^q(\mathbb{Z}^n))'$ by $e'_n(f) := \langle f, e_n \rangle$. Observe that $\|e'_n\|_{(\ell^q(\mathbb{Z}^n))'} = \|e_n\|_{\ell^p(\mathbb{Z}^n)} = 1$, and that
\[
\sum_{j \in \mathbb{Z}^n} \|Te_j\|_{\ell^p} \|e_j\|_{\ell^p} = \sum_{j \in \mathbb{Z}^n} \|Te_j\|_{\ell^p}
\]
\[
= \sum_{j \in \mathbb{Z}^n} \left( \sum_{m \in \mathbb{Z}^n} |K(m, j)|^p \right)^{\frac{1}{p}} < \infty. \tag{2.15}
\]

This justifies the following calculation for $f \in \ell^p(\mathbb{Z}^n)$:
\[
f = \sum_{j \in \mathbb{Z}^n} \langle f, e_j \rangle e_j,
\]
\[
Tf = \sum_{j \in \mathbb{Z}^n} \langle f, e_j \rangle Te_j, \tag{2.16}
\]

where the right hand side of (2.16) converges in the $\ell^p$-norm. Indeed, $T$ is bounded on $\ell^p(\mathbb{Z}^n)$ as it proves the following estimate
\[
\|Tf\|_{\ell^p} \leq \left( \sum_{j \in \mathbb{Z}^n} \|Te_j\|_{\ell^p} \right) \|f\|_{\ell^p}. \tag{2.17}
\]
Now, in view of (2.15), $T$ is a nuclear operator from $\ell^p(\mathbb{Z}^n)$ to $\ell^p(\mathbb{Z}^n)$, with kernel $K(i, j) = \langle Te_j, e_i \rangle$. Indeed, the kernel of $T$ is obtained by writing
\[
Tf(i) = \sum_{j \in \mathbb{Z}^n} \langle f, e_j \rangle \langle Te_j, e_i \rangle
= \sum_{j \in \mathbb{Z}^n} f(j) \langle Te_j, e_i \rangle,
\]
where we have used the identity $(Te_j)(i) = \langle Te_j, e_i \rangle$. Therefore the kernel of $T$ is given by $K(i, j) = \langle Te_j, e_i \rangle$. Thus, we end the proof. \hfill \Box

The inequality (2.14) in the above proposition is not a necessary condition for nuclearity. We distinguish two cases, $1 < p < \infty$ or $p = 1$. In the first case, we define a rank one operator with kernel $K(j, m) = g(j)h(m)$, where $g \in \ell^p(\mathbb{Z}) \setminus \ell^1(\mathbb{Z})$ and $h \in \ell^q(\mathbb{Z}) \setminus \{0\}$. Then the operator $T$ defined by $K$ is nuclear. However,
\[
\sum_{j \in \mathbb{Z}} \left( \sum_{m \in \mathbb{Z}} |K(j, m)|^p \right)^{\frac{1}{p}} = \sum_{j \in \mathbb{Z}} |g(j)| \left( \sum_{m \in \mathbb{Z}} |h(m)|^p \right)^{\frac{1}{p}} = \|g\|_{\ell^1} \|h\|_{\ell^p} = \infty.
\]
The other case is similar, if $p = 1$ we choose $g \in \ell^p(\mathbb{Z}) \setminus \{0\}$ and $h \in \ell^\infty(\mathbb{Z}) \setminus \ell^p(\mathbb{Z})$, having in account that $p < \infty$, and $q = \infty$.

For Hilbert spaces we now recall the definition of the trace class. Let $\mathcal{H}$ be a complex separable Hilbert space and let $T : \mathcal{H} \to \mathcal{H}$ be a linear compact operator. We denote by $s_k(T)$ the singular values of $T$, i.e, the eigenvalues of $|T| = \sqrt{T^*T}$. If
\[
\sum_{k=1}^{\infty} s_k(T) < \infty,
\]
then the linear operator $T : \mathcal{H} \to \mathcal{H}$ is said to be in the trace class $S_1(\mathcal{H})$. It can be shown that $S_1(\mathcal{H})$ is a Banach space in which the norm $\| \cdot \|_{S_1}$ is given by
\[
\|T\|_{S_1} = \sum_{k=1}^{\infty} s_k(T), \quad T \in S_1.
\]
 multiplicities counted. Let $T : \mathcal{H} \to \mathcal{H}$ be an operator in $S_1(\mathcal{H})$ and let $(\phi_k)_k$ be any orthonormal basis for $\mathcal{H}$. Then, the series $\sum_{k=1}^{\infty} (T \phi_k, \phi_k)$ is absolutely convergent and the sum is independent of the choice of the orthonormal basis $(\phi_k)_k$. Thus, we can define the trace $\text{Tr}(T)$ of any linear operator $T : \mathcal{H} \to \mathcal{H}$ in $S_1$ by
\[
\text{Tr}(T) := \sum_{k=1}^{\infty} (T \phi_k, \phi_k),
\]
where \( \{ \phi_k : k = 1, 2, \ldots \} \) is any orthonormal basis for \( \mathcal{H} \).

### 3 Determinant formulae

In this section we present the main results of this work. We start by recalling a Plemelj-Smithies formula, see [15]. For a compact manifold without boundary \( M \), \( \Psi^m(M, \text{loc}) \) denotes the standard Hörmander class of pseudo-differential operators of order \( m \in \mathbb{R} \), (cf. [19]).

**Theorem 3.1** Let \( \mathcal{D} \subset L(B) \) be an approximable embedded subalgebra. Suppose that the function \( \text{Det}(I + F) \) has a continuous extension from from \( \mathcal{F}_\mathcal{D} \) to \( \mathcal{D} \). Then for any \( A \in \mathcal{D} \) fixed, the function \( \text{Det}_\mathcal{D}(I + \lambda A) \) is an entire function and

\[
\text{Det}_\mathcal{D}(I + \lambda A) = \exp \left( \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j} \text{Tr}(A^j) \lambda^j \right),
\]

for \( \lambda \) in a sufficiently small disc centered at 0 in \( \mathbb{C} \).

We now consider different embedded subalgebras and the corresponding results.

#### 3.1 Poincaré determinant on the torus

We will present an analysis for the determinant of the toroidal quantisation in the Kohn-Nirenberg toroidal classes \( S^m(\mathbb{T}^n \times \mathbb{Z}^n) \) (cf. [25]). We first note that if \( A \in \ell^1(\mathbb{Z}^n \times \mathbb{Z}^n) \), we can write \( A = (a_{jk})_{j,k \in \mathbb{Z}^n} \) with

\[
\sum_{j,k \in \mathbb{Z}^n} |a_{jk}| < \infty.
\]

The matrix \( A \) can be viewed as the matrix with respect to the standard basis of a bounded operator (which we again denote by \( A \)) on \( B = \ell^p(\mathbb{Z}^n) \) for all \( 1 \leq p < \infty \). Indeed, in view of the discrete Schur test, the operator

\[
Af(k) := \sum_{j \in \mathbb{Z}^n} a_{jk} f(j), \quad f \in c_0(\mathbb{Z}^n) :
\]

\[
= \{ f : \mathbb{Z}^n \to \mathbb{C} : f \text{ has compact support} \}
\]

extends to a bounded linear operator on \( \ell^p(\mathbb{Z}^n) \), for all \( 1 \leq p \leq \infty \), and

\[
\|A\|_{\ell^p \to \ell^p} \leq \left( \sup_{k \in \mathbb{Z}^n} \|a_{jk}\|_{\ell^1(\mathbb{Z}^n)} \right)^{\frac{1}{p}} \left( \sup_{j \in \mathbb{Z}^n} \|a_{jk}\|_{\ell^1(\mathbb{Z}^n)} \right)^{1-\frac{1}{p}}.
\]
The Poincaré algebra $\mathcal{D}_p$ consists of those bounded linear operators $A$ on $\ell^p(\mathbb{Z}^n)$ with matrices (with respect to the standard basis) in $\ell^1(\mathbb{Z}^n \times \mathbb{Z}^n)$. We endow $\mathcal{D}_p$ with the norm

$$\|A\|_{\mathcal{D}_p} := \sum_{j, k \in \mathbb{Z}^n} |a_{jk}|.$$  

The value $p$ indicates that the operator is considered acting on the space $\mathcal{B} = \ell^p(\mathbb{Z}^n)$ despite the norm is independent of $p$.

For a fixed $p$ such that $1 \leq p < \infty$, one can prove that $\mathcal{D}_p$ is indeed an approximable embedded subalgebra of $L(\mathcal{B})$ with $\mathcal{B} = \ell^p(\mathbb{Z}^n)$.

We observe that

$$|\text{Tr}(A)| = \left| \sum_{j \in \mathbb{Z}^n} a_{jj} \right| \leq \|A\|_{\mathcal{D}_p}. \quad (3.2)$$

Thus, $\mathcal{D}_p$ satisfies the assumption (ii) of Theorem 2.3, and therefore the determinant $\text{Det}(I + F)$ can be continuously extended to $\mathcal{D}_p$. We call this determinant the Poincaré determinant.

**Remark 3.2** The condition $A \in \ell^1(\mathbb{Z}^n \times \mathbb{Z}^n)$, can be improved to the following one $A \in (\ell^\infty(\mathbb{Z}^n) \otimes \ell^1(\mathbb{Z}^n)) \cap (\ell^\infty(\mathbb{Z}^n) \otimes \ell^1(\mathbb{Z}^n))$, in order to obtain a bounded operator on $\ell^p(\mathbb{Z}^n)$ (see Lemma 3.3.30 of [25]). However, we keep the algebra condition on $A \in \ell^1(\mathbb{Z}^n \times \mathbb{Z}^n)$ because for $n = 1$, we recover the usual algebra $\mathcal{D}_p$ on $\ell^p(\mathbb{Z})$ introduced by Poincaré (cf. [15]).

We now consider operators on the torus $\mathbb{T}^n$. In this special domain we can take advantage of the Fourier transform and the duality with $\mathbb{Z}^n$ to relate the operators on the torus with the Poincaré determinant.

Let $\mathbb{T}^n = \mathbb{R}^n / \mathbb{Z}^n$ be the $n$-dimensional torus. The collection $\{e^{2\pi i x \cdot k}\}_{k \in \mathbb{Z}^n}$ is an orthonormal basis of $L^2(\mathbb{T}^n)$. We denote the Fourier transform on the torus $\mathbb{T}^n$ by $\mathcal{F}_{\mathbb{T}^n}$ which is defined by

$$(\mathcal{F}_{\mathbb{T}^n} \varphi)(k) = \int_{\mathbb{T}^n} e^{-2\pi i x \cdot k} \varphi(x) dx, \quad \varphi \in L^1(\mathbb{T}^n).$$

The toroidal quantisation associated to a symbol $\sigma \in S^m(\mathbb{T}^n \times \mathbb{Z}^n)$ is the densely defined operator $T = \sigma(x, D)$ given by

$$Tf(x) = \sum_{k \in \mathbb{Z}^n} e^{2\pi i x \cdot k} \sigma(x, k) \hat{f}(k), \quad f \in C^\infty(\mathbb{T}^n).$$

This quantisation has been extensively analysed in [25] for the general case of $\mathbb{T}^n$ and on compact Lie groups. For the toroidal Hörmander class of order $m \in \mathbb{R}$, one
has \( \Psi^m(\mathbb{T}^n, \text{loc}) = \{ \sigma(x, D) : \sigma \in S^m(\mathbb{T}^n \times \mathbb{Z}^n) \} \) (cf. [25]). We observe that for \( f \in C^\infty(\mathbb{T}^n) \), and after a change of variable we have

\[
Tf(x) = \sum_{k \in \mathbb{Z}^n} e^{2\pi i x \cdot k} \hat{\sigma}(x, k) \hat{f}(k) \\
= \sum_{k \in \mathbb{Z}^n} \left( \sum_{l \in \mathbb{Z}^n} \hat{\sigma}(l, k) e^{2\pi i x \cdot l} \right) \hat{f}(k) e^{2\pi i x \cdot k} \\
= \sum_{j \in \mathbb{Z}^n} \left( \sum_{k \in \mathbb{Z}^n} \hat{\sigma}(j - k, k) \hat{f}(k) \right) e^{2\pi i j \cdot x}.
\]

From the last identity we can write \( Tf \) as the Fourier series

\[
Tf(x) = \sum_{j \in \mathbb{Z}^n} C_j e^{2\pi i j \cdot x}, \quad x \in \mathbb{T}^n,
\]

where \( C_j \) is the \( j \)-th Fourier coefficient of \( Tf \). We now note that since

\[
C_j = \sum_{k \in \mathbb{Z}^n} \hat{\sigma}(j - k, k) \hat{f}(k),
\]

we can write \( C_j = \sum_{k \in \mathbb{Z}^n} A_{jk} \hat{f}(k) = \sum_{k \in \mathbb{Z}^n} A_{jk} \phi(k) \), where \( A_{jk} \) is the matrix defined by

\[
A_{jk} := \hat{\sigma}(j - k, k)
\]

and \( \phi(k) = \hat{f}(k) \).

We now observe that if the matrix \( A \) belongs to \( \ell^1(\mathbb{Z}^n \times \mathbb{Z}^n) \), then \( A \) defines an operator in \( \mathcal{D}_p \). In particular we consider \( p = 2 \) to take advantage of the isometry of the Fourier transform. On the other hand the operator \( T \) can be written in the form

\[
T = \mathcal{F}_{\mathbb{T}^n}^{-1} A \mathcal{F}_{\mathbb{T}^n}.
\]

We observe that \( \Gamma(A) := \mathcal{F}_{\mathbb{T}^n}^{-1} A \mathcal{F}_{\mathbb{T}^n} \) defines an algebra isomorphism

\[
\Gamma : \mathcal{D}_2 \longrightarrow \mathcal{L}(L^2(\mathbb{T})).
\]

To see the question on the approximability, we point out that the isomorphism \( \Gamma \) preserves the class of finite rank operators \( \mathcal{F}_{\mathcal{D}_2}(\ell^2) = \mathcal{F}(\ell^2) \), that is

\[
\Gamma(\mathcal{F}(\ell^2)) = \mathcal{F}(L^2(\mathbb{T})).
\]

The above holds since given \( H \in \mathcal{F}(L^2(\mathbb{T}^n)) \) we can write \( H = \mathcal{F}_{\mathbb{T}^n}^{-1}(\mathcal{F}_{\mathbb{T}^n} H \mathcal{F}_{\mathbb{T}^n}^{-1}) \mathcal{F}_{\mathbb{T}^n} \). Hence \( \Gamma(\mathcal{F}_{\mathbb{T}^n} H \mathcal{F}_{\mathbb{T}^n}^{-1}) = H \). In \( \Gamma(\mathcal{D}_2) \) the norm considered is the carried one from \( \mathcal{D}_2 \), i.e.

\[
\|T\|_\Gamma := \|A\|_{\mathcal{D}_2}.
\]
Since the Poincaré determinant is defined on $\mathcal{D}_2$ as well as the trace, then the same can be done on the embedded subalgebra $\Gamma(\mathcal{D}_2)$ of operators on $L^2(\mathbb{T}^n)$.

Summarising the discussion above, we have:

**Theorem 3.3** The Poincaré determinant on $\mathcal{D}_2$ induces a determinant on $\Gamma(\mathcal{D}_2)$ through the formula

$$\text{Det}(I + T) = \text{Det}(I + A). \quad (3.4)$$

We will keep calling the induced determinant on $\Gamma(\mathcal{D}_2)$, the Poincaré determinant this time for operators on $L^2(\mathbb{T}^n)$, but to distinguish the domains we will denote it by $\text{Det}_\Gamma$. We compute the Poincaré determinant for operators on the torus as follows.

**Theorem 3.4** Let $\sigma \in S^\nu(\mathbb{T}^n \times \mathbb{Z}^n)$ with $\nu < -n$. Then $T \in \Gamma(\mathcal{D}_2)$ and

$$\text{Det}(I + \lambda T) = \exp \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m \lambda^m} \sum_{(j_0, j_1, \ldots, j_m) \in \mathbb{Z}^{nm}} \prod_{s=1}^{m} \widehat{\sigma}(j_{s-1} - j_s, j_s) \right),$$

for $\lambda$ in a sufficiently small disc centered at 0. Moreover, the index in the condition $\nu < -n$ is sharp.

**Proof** Let $\sigma \in S^\nu(\mathbb{T}^n \times \mathbb{Z}^n)$. In view of Lemma 4.2.1 of [25], for all $r \in \mathbb{R}$, there exists $C_r > 0$, such that

$$|\widehat{\sigma}(j, k)| \leq C_r (1 + |j|)^{-r} (1 + |k|)^\nu.$$

If $\nu < -n$, and $r > n$, then

$$\|T\|_{\Gamma(\mathcal{D}_2)} = \sum_{j, k \in \mathbb{Z}^n} |A_{jk}| = \sum_{j, k \in \mathbb{Z}^n} |\widehat{\sigma}(j - k, k)| \lesssim \sum_{j, k \in \mathbb{Z}^n} (1 + |j - k|)^{-r} (1 + |k|)^\nu < \infty.$$

Let us compute the determinant of $T$. For $m \geq 2$, observe that

$$\text{Tr}(A^m) = \sum_{j_0 \in \mathbb{Z}^n} [A^m]_{j_0 j_0} = \sum_{j_0 \in \mathbb{Z}^n} \sum_{j_1 \in \mathbb{Z}^n} A_{j_0 j_1} [A^{m-1}]_{j_1 j_0} = \sum_{j_0 \in \mathbb{Z}^n} \sum_{j_1 \in \mathbb{Z}^n} \sum_{j_2 \in \mathbb{Z}^n} A_{j_0 j_1} A_{j_1 j_2} [A^{m-2}]_{j_2 j_0} = \sum_{(j_0, j_1, \ldots, j_m) \in \mathbb{Z}^{nm}} A_{j_0 j_1} A_{j_1 j_2} \cdots A_{j_{m-1} j_m}.$$
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\[ = \sum_{(j_0, j_1, \ldots, j_m) \in \mathbb{Z}^m} \prod_{s=1}^{m} A_{j_s-1, j_s} \]

\[ = \sum_{(j_0, j_1, \ldots, j_m) \in \mathbb{Z}^m, j_0 = j_m} \prod_{s=1}^{m} \hat{\sigma}(j_{s-1} - j_s, j_s). \]

Now, we conclude the determinant formula by using Theorem 3.1. To see the sharpness of the order condition \( \nu < -n \) let us analyse the operator \( T \) with symbol \( \sigma_0(x, k) := (1 + |k|)^{-n} \in S^m(\mathbb{T}^n \times \mathbb{Z}^n) \) for all \( m' \geq -n \). In this case, \( \hat{\sigma}_0(j-k, k) = (1 + |k|)^{-n} \delta_{0,j-k} = (1 + |k|)^{-n} \delta_{j,k} \). Observe that

\[ \|T\|_{\Gamma(D_2)} = \sum_{j,k \in \mathbb{Z}^n} |A_{jk}| = \sum_{k \in \mathbb{Z}^n} (1 + |k|)^{-n} = \infty, \]

which implies that \( T \notin \Gamma(D_2) \). Thus, we end the proof.

**Remark 3.5** If \( \sigma \in S^\nu(\mathbb{T}^n \times \mathbb{Z}^n) \) with \( \nu < -n \), then \( T \in S_1(L^2(\mathbb{T}^n)) \) and one has

\[ \text{Det}(I + \lambda T) = \exp \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m!} \lambda^m \sum_{(j_0, j_1, \ldots, j_m) \in \mathbb{Z}^m, j_0 = j_m} \prod_{s=1}^{m} \hat{\sigma}(j_{s-1} - j_s, j_s) \right), \tag{3.6} \]

for \( \lambda \) in a sufficiently small disc centered at 0.

**Remark 3.6** On a separable Hilbert space \( \mathcal{H} \), if a bounded linear operator \( T : \mathcal{H} \to \mathcal{H} \) satisfies

\[ \sum_{k,j \in J} |(Te_k, e_j)| < \infty, \]

for some orthonormal basis \( \{e_j\}_{j \in J} \) of \( \mathcal{H} \), then \( T \in S_1(\mathcal{H}) \) (cf. [28, P. 172]). Consequently, with the particular choice of the canonical orthonormal basis of \( \ell^2(\mathbb{Z}^n) \), the condition \( A \in D_2 \) implies that \( A \in S_1(\ell^2(\mathbb{Z}^n)) \). Because \( D_2 \subset S_1(\ell^2(\mathbb{Z}^n)) \), we also have the inclusion \( \Gamma(D_2) \subset S_1(L^2(\mathbb{T}^n)) \) of the Poincaré algebra into the ideal of trace class operators on \( L^2(\mathbb{T}^n) \). In view of Theorem 3.4 and Remark 3.6, we have

\[ \Psi^\nu(\mathbb{T}^n, \text{loc}) \subset \Gamma(D_2) \subset S_1(L^2(\mathbb{T}^n)), \]

for all \( \nu < -n \).

**Remark 3.7** The inclusion \( D_2 \subset S_1(\ell^2(\mathbb{Z}^n)) \) is strict. Indeed, consider the diagonalisable operator \( A = (a_{jk})_{j,k \in \mathbb{Z}} \) in the canonical basis of \( \ell^2(\mathbb{Z}) \), whose entries \( a_{jk} \) are given by \( a_{1k} = 1/k, k \geq 1, a_{jj} = 1/j^2, j \in \mathbb{Z} \setminus \{0\} \), and \( a_{ij} = 0 \) in other cases. The system of eigenvalues of \( A \) is the set \( \{1/j^2 : j \in \mathbb{Z}\} \), which implies that
A ∈ S₁(ℓ²(Zⁿ)), but ∥A∥₂ ≥ ∑ₘ₌₁∞ 1/k = ∞. This analysis also leads to the strict inclusion Γ(Δ₂) ⊂ S₁(L²(𝕋ⁿ)).

### 3.2 Determinant of nuclear operators on ℓᵖ(Z)

Having proved the trace formula for nuclear operators in Proposition 2.5, in the next result we present the corresponding determinant formula.

**Theorem 3.8** Let 1 ≤ p < ∞ and let K : ℤ × ℤ → ℂ be a function satisfying

\[ \sum_{j ∈ ℤ} \left( \sum_{m ∈ ℤ} |K(j, m)|^p \right) \frac{1}{p} < ∞. \]  

(3.7)

Then the relation K(i, j) = ⟨Teᵢ, eᵢ⟩, (i, j) ∈ ℤ × ℤ defines a nuclear operator T : ℓᵖ(ℤ) → ℓᵖ(ℤ). Moreover, one has

\[ \text{Det}(I + λT) = \exp \left( \sum_{m=1}^{∞} \frac{(-1)^{m+1}}{m} λ^m \sum_{(j₀,j₁,…,jₘ)∈ℤ^{m}} \prod_{s=1}^{m} K(j_{s-1}, j_s) \right), \]  

(3.8)

for λ in a sufficiently small disc centered at 0.

**Proof** Straightforward computation shows that for m ≥ 2, the kernel of Tᵐ is given by

\[ K_{T^m}(j₀, jₘ) = \sum_{(j₁,…,jₘ-₁)} K(j₀, j₁)K(j₁, j₂)⋯K(jₘ, jₘ-₁). \]

So, summing K_{T^m}(j₀, jₘ) over j₀ = j₁ ∈ ℤ we obtain the trace of Tᵐ, (this, in view of Proposition 2.5 and (3.8) follows from Theorem 3.1. ☐

### 3.3 Determinant of invariant operators on Hilbert spaces

We now recall the notion of invariant operators introduced in [11] and which is based on the following theorem:

**Theorem 3.9** Let ℋ be a complex Hilbert space and let ℋ∞ ⊂ ℋ be a dense linear subspace of ℋ. Let \{d_j\} j∈ℕ₀ ⊂ ℕ and let \{e^k_j\} j∈ℕ₀,1≤k≤d_j be an orthonormal basis of ℋ such that e^k_j ∈ ℋ∞ for all j and k. Let H_j := span{e^k_j}_{k=1}^{d_j}, and let P_j : ℋ → H_j be the orthogonal projection. For f ∈ ℋ, we denote \( \hat{f}(j, k) := (f, e^k_j)_ℋ \) and let \( \hat{f}(j) ∈ ℂ^{d_j} \) denote the column of \( \hat{f}(j, k) \), 1 ≤ k ≤ d_j. Let T : ℋ∞ → ℋ be a linear operator. Then the following conditions are equivalent:

(A) For each j ∈ ℕ₀, we have T(H_j) ⊂ H_j.
(B) For each $\ell \in \mathbb{N}_0$ there exists a matrix $\sigma_T(\ell) \in \mathbb{C}^{d_\ell \times d_\ell}$ such that for all $e_j^k$

$$\widehat{T e_j^k}(\ell, m) = \sigma_T(\ell)_{mk}\delta_{j\ell}.$$ 

(C) For each $\ell \in \mathbb{N}_0$ there exists a matrix $\sigma_T(\ell) \in \mathbb{C}^{d_\ell \times d_\ell}$ such that

$$\widehat{T f}(\ell) = \sigma_T(\ell)\widehat{f}(\ell)$$

for all $f \in \mathcal{H}^\infty$.

The matrices $\sigma_T(\ell)$ in (B) and (C) coincide.

The equivalent properties (A)–(C) follow from the condition

(D) For each $j \in \mathbb{N}_0$, we have $TP_j = P_jT$ on $\mathcal{H}^\infty$.

If, in addition, $T$ extends to a bounded operator $T \in \mathcal{L}(\mathcal{H})$ then (D) is equivalent to (A)–(C).

Under the assumptions of Theorem 3.9, we have the direct sum decomposition

$$\mathcal{H} = \bigoplus_{j=0}^{\infty} H_j,$$

$$H_j = \text{span}\{e_j^k\}_{k=1}^{d_j},$$

and we have $d_j = \dim H_j$. The two applications that we will consider will be with $\mathcal{H} = L^2(M)$ for a compact manifold $M$ with $H_j$ being the eigenspaces of an elliptic pseudo-differential operator $E$, or with $\mathcal{H} = L^2(G)$ for a compact Lie group $G$ with $H_j = \text{span}\{\xi_{km}\}_{1 \leq k, m \leq d_\ell}$ for a unitary irreducible representation $\xi \in \hat{\xi} \in \hat{G}$. In this case we will write $\sigma_T := \sigma_{T, E}$. The difference is that in the first case we will have that the eigenvalues of $E$ corresponding to $H_j$’s are all distinct, while in the second case the eigenvalues of the Laplacian on $G$ for which $H_j$’s are the eigenspaces, may coincide.

In view of properties (A) and (C), respectively, an operator $T$ satisfying any of the equivalent properties (A)–(C) in Theorem 3.9, will be called an invariant operator, or a Fourier multiplier relative to the decomposition $\{H_j\}_{j \in \mathbb{N}_0}$ in (3.9). If the collection $\{H_j\}_{j \in \mathbb{N}_0}$ is fixed once and for all, we can just say that $T$ is invariant or a Fourier multiplier.

The family of matrices $\sigma$ will be called the matrix symbol of $T$ relative to the partition $\{H_j\}$ and to the basis $\{e_j^k\}$. It is an element of the space $\Sigma$ defined by

$$\Sigma = \{\sigma : \mathbb{N}_0 \ni \ell \mapsto \sigma(\ell) \in \mathbb{C}^{d_\ell \times d_\ell}\}.$$ 

(3.10)

In this section we will investigate the concept of determinant on embedded in the sense of [15] for the notion of invariant operators introduced in [11]. We recall below the Plemelj-Smithies formula:
Theorem 3.10 (Plemelj-Smithies formula). If $T \in S_1(\mathcal{H})$ one has

$$\text{Det}(I + \lambda T) = \exp \left( \sum_{m=1}^{\infty} \left( \frac{(-1)^{m+1}}{m} \text{Tr}(T^m) \lambda^m \right) \right),$$

for $\lambda \in \mathbb{C}$ with $|\lambda|$ small enough.

As an application of the notion of invariant operators given by Theorem 3.9 we have:

Theorem 3.11 If $T \in S_1(\mathcal{H})$ is a Fourier multiplier, one has

$$\text{Det}(I + \lambda T) = \exp \left( \sum_{m=1}^{\infty} \left( \frac{(-1)^{m+1}}{m} \lambda^m \sum_{\ell=0}^{\infty} \text{Tr}(\sigma_T(\ell)^m) \right) \right),$$

for $\lambda \in \mathbb{C}$ with $|\lambda|$ small enough.

Proof We recall (cf. [11], Theorem 2.5) that if $T \in S_1(\mathcal{H})$ and is invariant then

$$\text{Tr}(T) = \sum_{\ell=0}^{\infty} \text{Tr}(\sigma_T(\ell)). \quad (3.11)$$

Now, $T^m$ is also invariant and $T^m \in S_1(\mathcal{H})$ since $S_1(\mathcal{H})$ is an ideal. On the other hand

$$\sigma_T^m(\ell) = (\sigma_T(\ell))^m.$$

Therefore

$$\text{Tr}(T^m) = \sum_{\ell=0}^{\infty} \text{Tr}(\sigma_T(\ell)^m).$$

The proof can be concluded by an application of the Plemelj-Smithies formula. \qed

3.4 Plemelj-Smithies formulas on $L^2(M)$

In particular we will consider $\mathcal{H} = L^2(M)$ for a compact manifold without boundary $M$ with $H_j$ being the eigenspaces of an elliptic pseudo-differential operator $E$ of order $\nu$ on $M$. We denote by $\Psi^\nu(M)$ the Hörmander class of pseudo-differential operators of order $\nu \in \mathbb{R}$, i.e. operators which, in every coordinate chart, are operators in Hörmander classes on $\mathbb{R}^n$ with symbols in $S^\nu_{1,0}$, see e.g. [27] or [25]. In this paper we will be using the class $\Psi^\nu_{cl}(M)$ of classical operators, i.e. operators with symbols having (in all local coordinates) an asymptotic expansion of the symbol in positively
homogeneous components (see e.g. [12]). This means that for any local chart $U$, the operator $A \in \Psi_{cl}^{\nu}(M)$, has the form

$$Au(x) = \int_{T^*_xU} e^{ix\xi} \sigma^A(x, \xi) \hat{u}(\xi) d\xi$$

where $\sigma^A(x, \xi)$ is a smooth function on $T^*U \cong U \times \mathbb{R}^n$, $T^*_xU = \mathbb{R}^n$, admitting an asymptotic expansion

$$\sigma^A(x, \xi) \sim \sum_{j=0}^{\infty} \sigma_{m-j}(x, \xi)$$

(3.12)

where $\sigma_{m-j}(x, \xi)$ are homogeneous functions in $\xi \neq 0$, of degree $m - j$ for $\xi$ far from zero. The set of classical pseudo-differential operators of order $m$ is denoted by $\Psi_{cl}^{m}(M)$.

Furthermore, we denote by $\Psi_+^{\nu}(M)$ the class of positive definite operators in $\Psi_{cl}^{\nu}(M)$, and by $\Psi^e_{\nu}(M)$ the class of elliptic operators in $\Psi_{cl}^{\nu}(M)$. Finally,

$$\Psi_{+e}^{\nu}(M) := \Psi_+^{\nu}(M) \cap \Psi^e_{\nu}(M)$$

will denote the class of classical positive elliptic pseudo-differential operators of order $\nu$. We note that complex powers of such operators are well-defined, see e.g. Seeley [26].

**Corollary 3.12** If $M$ be a closed manifold of dimension $n$, and $E \in \Psi_{+e}^{\nu}(M)$. If $A = (I + E)^{-\alpha}$ with $\alpha > n$. Then $A \in S_1(L^2(M))$ and

$$\text{Det}(I + \lambda A) = \exp \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \lambda^m \sum_{j=0}^{\infty} d_j (1 + \lambda_j)^{-am/\nu} \right),$$

for $\lambda \in \mathbb{C}$ with $|\lambda|$ small enough and where $\lambda_j$ denotes the eigenvalues of $E$ with multiplicities $d_j$.

**Proof** The fact that $A \in S_1(L^2(M))$ follows from (cf. [9], Proposition 3.3). It is clear that $A$ is invariant relative to $E$. Now, the eigenvalues of $(I + E)^{-am/\nu}$ are $(1 + \lambda_j)^{-am/\nu}$ with the same multiplicities $d_j$ of $E$. The result now follows from Theorem 3.11.

**3.5 Determinants on homogeneous vector bundles in $L^2(E)$**

In this section, let us denote by $E$ the total space of a vector bundle $p : E \rightarrow M$ over a manifold. For a fixed vector space $V$, $\{e_i, v\}_{1 \leq i \leq \dim(V)}$ denotes an orthonormal basis of $V$. 
Let $G$ be a compact Lie group, $dx$ its Haar measure and $\hat{G}$ its unitary dual. In this section we study the determinant of $G$-invariant operators on a homogeneous vector bundle over a homogeneous manifold $M = G/K$ (where $G$ is a Lie group and $K$ is a closed subgroup of $G$).

The spectral analysis of $G$-invariant operators on a homogeneous vector bundle $p : E \to M$ (we will introduce it later) in $L^2(E)$ can be reduced to the spectral analysis of left-invariant operators on $L^2(G, E_0)$, (with $E_0 = p^{-1}(K)$). We will explain this connection in detail. If $K_A \in \mathcal{D}'(G, \text{End}(E_0))$, is the convolution kernel of a left-invariant operator $A$ on $L^2(G, E_0)$, then

$$Af(x) = \int_G K_A(y^{-1}x)f(y)dy, \quad f \in L^2(G, E_0).$$

Let $B_{E_0} = \{e_i, E_0\}_{i=1}^{d\tau}$, $d\tau = \dim(E_0)$, be an orthonormal basis of $E_0$. For every $f \in C^\infty(G, E_0)$, we can write: $f(x) = \sum_{i=1}^{d\tau} f_i(x) e_i, E_0$, with $f_i(x) := (f(x), e_i, E_0)_{E_0}$. The Peter-Weyl theorem implies

$$f(x) = \sum_{i=1}^{d\tau} \sum_{[\xi] \in \hat{G}} d\xi \text{Tr} [\xi(x) \hat{f}_i(\xi)] e_i, E_0. \quad (3.13)$$

Here $\hat{f}_i(\xi)$ denotes the Fourier transform of $f_i$ at $\xi$, which is defined by

$$\hat{f}_i(\xi) \equiv (\mathcal{F}_G f_i)(\xi) := \int_G f_i(x) \xi(x)^*dx, \quad [\xi] \in \hat{G}.$$

The quantisation process in [25] allows us to construct a matrix-symbol $\sigma_A : \{1, 2, \ldots, d\tau\}^2 \times \hat{G} \to \bigcup_{[\xi] \in \hat{G}} \mathbb{C}^{d\xi \times d\xi}$, such that

$$Af(x) = \sum_{i, r=1}^{d\tau} \sum_{[\xi] \in \hat{G}} d\xi \text{Tr} \left[ [\xi(x)\sigma_A(i, r, \xi) \hat{f}_i(\xi)] e_r, E_0 \right]. \quad (3.14)$$

Indeed,

$$Af(x) = \sum_{i=1}^{d\tau} \int_G K_A(y^{-1}x)f_i(y)dy$$

$$= \sum_{i=1}^{d\tau} \sum_{[\xi] \in \hat{G}} d\xi \text{Tr} \left[ [\xi(y) \hat{f}_i(\xi)] K_A(y^{-1}x)e_i, E_0 dy \right]$$
\begin{align*}
&= \sum_{i=1}^{d_r} \sum_{r=1}^{d_r} \sum_{\xi \in \hat{G}} \int_{\hat{G}} d_\xi \text{Tr}[\xi(y) \hat{f}_i(\xi)] \\
&\quad (K_A(y^{-1}x)e_i, E_0, e_r, E_0) E_0 e_r, E_0 dy.
\end{align*}

If \( A_{ir} \) is the operator with right-convolution kernel \( K_A^{i,r}(z) := (K_A(z)e_i, E_0, e_r, E_0) E_0 \in \mathcal{D}'(G) \), then

\begin{align*}
Af(x) &= \sum_{i=1}^{d_r} \sum_{r=1}^{d_r} \int_{\hat{G}} K_A^{i,r}(y^{-1}x)f_i(y)e_r, E_0 dy \\
&= \sum_{i=1}^{d_r} \sum_{r=1}^{d_r} A_{ir}f_i e_r, E_0.
\end{align*}

Denoting

\begin{align*}
\sigma_A^{i,r} := \sigma_A(i, r, \cdot, \cdot) \\
\equiv (\mathcal{F}_G K_A^{i,r}) : \hat{G} \to \bigcup_{\xi \in \hat{G}} \mathbb{C}^{d_\xi \times d_\xi},
\end{align*}

the matrix-valued symbol of \( A_{ir} \) (see [25] for details), we have

\begin{align*}
A_{ir}f_i(x) &= \sum_{\{\xi\} \in \hat{G}} d_\xi \text{Tr}[\xi(x)\sigma_A(i, r, \xi) \hat{f}_i(\xi)],
\end{align*}

from which we deduce (3.14). In the next lemma we study the composition of vector valued left-invariant operators.

**Lemma 3.13** If \( A \) and \( B \) are left-invariant operators and bounded on \( L^2(G, E_0) \), then \( AB \) is also a left-invariant operator and bounded on \( L^2(G, E_0) \) and its symbol is given by

\begin{align*}
\sigma_{BA}(i, s, \xi) &= \sum_{r=1}^{d_r} \sigma_B(r, s, \xi) \sigma_A(i, r, \xi), \quad 1 \leq i, s \leq d_r.
\end{align*}

**Proof** Observe that

\begin{align*}
(B \circ A)(x) := B[Af](x) &= \sum_{r=1}^{d_r} \sum_{s=1}^{d_r} B_{rs}(Af)(r) e_s, E_0.
\end{align*}

Now, note that

\begin{align*}
(Af)_r(x) &= \langle Af(x), e_r, E_0 \rangle
\end{align*}
Therefore, we obtain

\[
B[Af](x) = \sum_{r=1}^{d_r} \sum_{s=1}^{d_r} B_{rs} \left[ \sum_{i=1}^{d_i} A_{ir} f_i(x) \right] e_s, E_0
\]

\[
= \sum_{r=1}^{d_r} \sum_{s=1}^{d_r} \sum_{i=1}^{d_i} B_{rs} A_{ir} f_i(x) e_s, E_0
\]

\[
= \sum_{r=1}^{d_r} \sum_{s=1}^{d_r} \sum_{i=1}^{d_i} d_{i} \text{Tr}[\xi(x) \sigma_{B_{rs} A_{ir}}(\hat{\xi}) \hat{f}_i(\hat{\xi})] e_s, E_0
\]

\[
= \sum_{s=1}^{d_s} \sum_{i=1}^{d_i} \sum_{[\xi] \in \hat{G}} d_{i} \text{Tr}[\xi(x) \sum_{r=1}^{d_r} \sigma_{B_{rs} A_{ir}}(\hat{\xi}) \hat{f}_i(\hat{\xi})] e_s, E_0.
\]

By the uniqueness of the symbol, we deduce that

\[
\sigma_{BA}(i, s, \xi) = \sum_{r=1}^{d_r} \sigma_{B_{rs} A_{ir}}(\hat{\xi}).
\]

By observing that \( \sigma_{B_{rs} A_{ir}}(\xi) = \sigma_{B}(r, s, \xi) \sigma_{A}(i, r, \xi) \), for all \( 1 \leq i, s \leq d_r \), we finish the proof. \( \square \)

By following [3], we say that a vector bundle \( p : E \to M \) is homogeneous, if the following two conditions are satisfied,

(i) \( G \) acts from the left on \( E \) and for every \( g \in G \), \( g \cdot E_x = E_{g \cdot x}, x \in M \).

(ii) For every \( g \in G \), the induced map from \( E_g \) into \( E_{g \cdot x} \), is linear.

As usual, a section \( s \) on \( E \) is defined by the identity \( p \circ s = \text{id}_M \). The set of smooth sections on \( E \) will be denoted by \( \Gamma(E) \). \( L^2(E) \) denotes the set of square-integrable sections with respect to a normalised \( G \)-invariant volume form.

We record that a continuous linear operator \( \tilde{A} : \Gamma(E) \to \Gamma(E) \) is homogeneous, if it is invariant under the action of \( G \) on the space of section \( \Gamma(E) \), that is,

\[
\tilde{A}(g \cdot s) = g \cdot (\tilde{A}s), \ s \in \Gamma(E).
\] (3.16)

In that follows, we will use a standard construction (see [30]) that allows to identify the set of smooth sections on a homogeneous vector bundle \( p : E \to M \) with the
Theorem 3.14 Let $p : E \rightarrow M = G/K$, with $E = G \times_{\tau} E_0$, that is, the semi-direct product between $G$ and $E_0$ with respect to $\tau : K \rightarrow \text{GL}(E_0)$, where $E_0$ is the representation space of $K$ associated with $\tau$. In view of the compactness of $K$, we can assume that $E_0 = \mathbb{C}^{d_\tau}$ is the complex vector space of finite dimension $d_\tau$. We recall that the semi-direct product $G \times_{\tau} E_0$ is the set of all cosets $(g, v) \cdot K =: [g, v], g \in G, v \in E_0$, defined by the right action of $K$ on $G \times E_0, (g, v) \cdot k = (gk, \tau(k)^{-1}v)$. Consequently, $(g, v) \cdot K = \{(g, v) \cdot k : k \in K\}$.

Now, let us record that every homogeneous vector bundle can be constructed (up to isomorphism) in the way described in the previous example (see [30]).

**Example (Bott’s construction).** Let us consider the vector bundle $p : E \rightarrow M = G/K$, with $E = G \times_{\tau} E_0$, that is, the semi-direct product between $G$ and $E_0$ with respect to $\tau : K \rightarrow \text{GL}(E_0)$, where $E_0$ is the representation space of $K$ associated with $\tau$. In view of the compactness of $K$, we can assume that $E_0 = \mathbb{C}^{d_\tau}$ is the complex vector space of finite dimension $d_\tau$. We recall that the semi-direct product $G \times_{\tau} E_0$ is the set of all cosets $(g, v) \cdot K =: [g, v], g \in G, v \in E_0$, defined by the right action of $K$ on $G \times E_0, (g, v) \cdot k = (gk, \tau(k)^{-1}v)$. Consequently, $(g, v) \cdot K = \{(g, v) \cdot k : k \in K\}$. The projection $p : E \rightarrow M$, is given by $p((g, v) \cdot K) = gK$, and $p : E \rightarrow M = G/K$, has a natural structure of a homogeneous vector bundle.

Now, let us record that every homogeneous vector bundle can be constructed (up to isomorphism) in the way described in the previous example (see [30]).

**Theorem 3.14** Let $p : E \rightarrow M = G/K$ be a homogeneous vector bundle. Let $E_0 = p^{-1}(K)$ be the fiber at the identity. Then, there exists a representation $\tau : K \rightarrow \text{GL}(E_0)$ of $K$, such that $E \cong G \times_{\tau} E_0$. Moreover, the mapping $\kappa_\tau : \Gamma(E) \rightarrow C^\infty(G, E_0)^\tau$, given by

$$
\kappa_\tau(s)(g) := g^{-1} \cdot s(gK),
$$

extends to a unitary mapping $\kappa_\tau : L^2(E) \rightarrow L^2(G, E_0)^\tau$.

From here, let us make the identification $E \cong G \times_{\tau} E_0$. Observe that a bounded linear operator $\tilde{A} : L^2(E) \rightarrow L^2(E)$ is unitarily equivalent to the bounded linear operator on $L^2(G, E_0)^\tau$ defined by

$$
A := \kappa_\tau \circ \tilde{A} \circ \kappa_\tau^{-1}.
$$

If $\tilde{A}$ is $G$-invariant then $A$ is left-invariant. Moreover, the stability of the spectrum under unitary transformations implies that $\tilde{A} \in S_1(L^2(E))$, if and only if, $A \in S_1(L^2(G, E_0)^\tau)$, and the analysis in [11] implies that

$$
\text{Tr}(A) = \sum_{[\xi] \in \tilde{G}, 1 \leq i \leq d_\tau} d_\xi \text{Tr}(\sigma_A(i, i, \xi)) = \text{Tr}(\tilde{A}).
$$

For our further analysis we need to compute the symbol of an integer power $A^m$ of a left-invariant operator $A$. It will be done in the following lemma.
Lemma 3.15 Let $m \in \mathbb{N}$ with $m \geq 2$. Then, the symbol $\sigma_{A^m}$ of $A^m$ is given by

$$
\sigma_{A^m}(r_m, r_0, \xi) = \sum_{r_1, r_2, \ldots, r_{m-1}=1}^{d_\tau} \prod_{j=1}^{m} \sigma_A(r_j, r_{j-1}, \xi), \ 1 \leq r_m, r_0 \leq d_\tau.
$$

(3.20)

Proof For the proof we will use induction on $m$. For $m = 2$, from (3.15) we have

$$
\sigma_{A^2}(r_2, r_0, \xi) = \sum_{r_1=1}^{d_\tau} \sigma_A(r_1, r_0, \xi) \sigma_A(r_2, r_1, \xi), \ 1 \leq r_2, r_0 \leq d_\tau.
$$

Now, let us fix $m \in \mathbb{N}$ and let us assume that (3.20) holds. From (3.15) one has for $1 \leq r_{m+1}, r_0 \leq d_\tau$ that,

$$
\sigma_{A^{m+1}}(r_{m+1}, r_0, \xi) = \sum_{r_1=1}^{d_\tau} \sigma_A(r_1, r_0, \xi) \sigma_{A^m}(r_{m+1}, r_1, \xi).
$$

In view of (3.15) we have

$$
\sigma_{A^m}(r_{m+1}, r_1, \xi) = \sum_{r_2, r_3, \ldots, r_m=1}^{d_\tau} \prod_{j=1}^{m} \sigma_A(r_{j+1}, r_j, \xi),
$$

and consequently,

$$
\sigma_{A^{m+1}}(r_{m+1}, r_0, \xi) = \sum_{r_1=1}^{d_\tau} \sigma_A(r_1, r_0, \xi) \sum_{r_2, r_3, \ldots, r_m=1}^{d_\tau} \prod_{j=1}^{m} \sigma_A(r_{j+1}, r_j, \xi)
$$

$$
= \sum_{r_1, r_2, r_3, \ldots, r_m=1}^{d_\tau} \prod_{j=0}^{m} \sigma_A(r_{j+1}, r_j, \xi)
$$

$$
= \sum_{r_1, r_2, r_3, \ldots, r_m=1}^{d_\tau} \prod_{j=1}^{m+1} \sigma_A(r_j, r_{j-1}, \xi).
$$

Thus, we end the proof.

Now, we prove our determinant formula for $G$-invariant operators on homogeneous vector bundles.

Theorem 3.16 Let $\tilde{A}$ be a homogeneous and bounded operator on $L^2(E)$. Then, $\tilde{A} \in S_1(L^2(E))$ if and only if $A \in S_1(L^2(G, E_0)^\tau)$, $\text{Det}(I + \lambda\tilde{A}) = \text{Det}(I + \lambda A)$, and one has

$$
\text{Det}(I + \lambda\tilde{A}) = \exp \sum_{r=1}^{d_\tau} \sigma_A(r_0, \xi) \lambda^r.
$$
\[
\sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \lambda^m \sum_{1 \leq r_0 = r_m \leq d, \; [\xi] \in \hat{G}} d_\xi \text{Tr} \left( \prod_{j=1}^{m} \sigma_A(r_j, r_{j-1}, \xi) \right)
\]

for \( \lambda \in \mathbb{C} \) with \(|\lambda|\) small enough.

**Proof** Observe that \( \tilde{A} \) and \( A \) have the same system of eigenvalues because of the stability of the spectrum under unitary transformations. This proves the first part of the theorem. By following the argument in the proof of Theorem 3.11, for the proof of (3.21) we just need to compute \( \text{Tr}(A^m) \), for \( m \in \mathbb{N} \). In view of (3.19) we have,

\[
\text{Tr}(A^m) = \sum_{[\xi] \in \hat{G}, \; 1 \leq r_m \leq d} d_\xi \text{Tr}(\sigma_A^m(r_m, r_m, \xi)).
\]

But, by using Lemma 3.15 and the linearity of the trace we obtain

\[
\text{Tr}(\sigma_A^m(r_m, r_m, \xi)) = \sum_{r_1, r_2, \ldots, r_{m-1} = 1} d_\xi \text{Tr} \left( \prod_{j=1}^{m} \sigma_A(r_j, r_{j-1}, \xi) \right),
\]

where in the right hand side, \( r_0 = r_m \), completing the proof. \( \square \)

---
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