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Abstract

Signed networks are frequently observed in real life with additional sign information associated with each edge, yet such information has been largely ignored in existing network models. This paper develops a unified embedding model for signed networks to disentangle the intertwined balance structure and anomaly effect, which can greatly facilitate the downstream analysis, including community detection, anomaly detection, and network inference. The proposed model captures both balance structure and anomaly effect through a low rank plus sparse matrix decomposition, which are jointly estimated via a regularized formulation. Its theoretical guarantees are established in terms of asymptotic consistency and finite-sample probability bounds for network embedding, community detection and anomaly detection. The advantage of the proposed embedding model is also demonstrated through extensive numerical experiments on both synthetic networks and an international relation network.
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1 Introduction

Network structure has been widely employed to describe pairwise interaction among a variety of objects. In literature, a number of popular models have been developed to leverage network
structure for better modeling and prediction accuracy, including the Erdős-Rényi model \cite{Erdos1960}, the $\beta$-model \cite{Chatterjee2011, Graham2017}, stochastic block model \cite{Holland1983, Zhao2012, Sengupta2018}, and network embedding model \cite{Hoff2002, Zhang2021}. Although success has been widely reported, most existing methods and theories are developed for unsigned network, and signed network has been largely ignored in literature.

One of the fundamental differences between signed network from unsigned network is the sign information associated with each edge, reflecting the polarity of node interaction. Examples of signed network include international politics \cite{Heider1946, Axelrod1993, Bennett1979}, with consensus or conflict between different countries; and social networks \cite{Massa2005, Leskovec2010, Kunegis2009}, with friends or enemies between users. The existence of negative edges leads to some unique structures in signed networks, such as the balance theory \cite{Heider1946, Cartwright1956}, which has made most existing methods on unsigned network not directly applicable to signed network \cite{Chiang2014}.

In particular, the balance theory suggests that signed networks tend to conform to some local balanced patterns. A signed network is said to have strong balance if all its cycles have an even number of negative edges, following from the human intuition that “friend of friend is a friend” and “enemy of enemy is also a friend” \cite{Heider1946}. While strong balance implies clear-cut community structures \cite{Harary1953}, it can be too restrictive and rarely satisfied in practice. Weak balance is proposed in \cite{Davis1967}, which only requires the signed network to have no cycle with exactly one negative edge and implies multiple communities in the signed network \cite{Easley2010}. For illustration, Figure 1 displays four possible triads with signed edges, where triads A and C are strongly balanced, while triads A, C and D are weakly balanced.

The balance theory provides additional guidance for community detection in a signed
network. More specifically, besides sharing similar connectivity pattern, nodes in the same community tend to be connected with positive edges whereas nodes in different communities tend to be connected with negative edges (Tang et al., 2016). In literature, a number of community detection methods for signed network have been developed (Doreian and Mrvar, 1996; Bansal et al., 2004; Li et al., 2014; Chen et al., 2014; Jiang, 2015; Yang et al., 2007). However, most of them are algorithm oriented, and very little theoretical analysis has been conducted on the interplay between the balance theory and connectivity patterns.

Another distinctive feature of signed network is that violations of the balance theory are also prevalent (Cartwright and Gleason, 1966; Bansal et al., 2004; Zheng et al., 2015). In other words, real-life signed networks can have triads like B in Figure 1 suggesting two friends of the same node can be enemies themselves. For instance, Israel and Turkey are two close allies of the United States in international politics, but the relationship between themselves has not been very constructive. We refer to such violation as the anomaly effect, which is often encountered in real-life signed networks. It may convey important information that can not be explained by the balance theory, yet it has been largely ignored in the existing literature of signed network modeling.

The major contributions of this paper are three-fold. First, to the best of our knowledge, this paper is one of the first attempts to incorporate both balance structure and anomaly effect in signed networks. Particularly, estimation of the balance structure can benefit substantially by taking the anomaly effect into account, and estimation of the anomaly effect per se is also of interest in various real applications, such as the international relation network in
Section 5 Second, we propose a unified embedding model for signed networks to disentangle the intertwined balance structure and anomaly effect. It is cast into a flexible probabilistic model, where the balance structure and anomaly effect are modeled via a low rank plus sparse matrix decomposition. Finally, a thorough theoretical analysis is conducted to quantify the asymptotic estimation consistency of the proposed embedding model. We establish some novel identifiability conditions, under which both balance structure and anomaly effect can be consistently estimated with fast convergence rates. Its applications to community detection and anomaly detection in signed network are also considered, with sound theoretical justification. Particularly, under the signed stochastic block model (SSBM) with $n$ nodes, the proposed model achieves a fast convergence rate of $O_p(n^{-1})$ in terms of community detection, which matches up with the best existing results for unsigned network (Lei and Rinaldo, 2015). In addition, the false discovery proportion of the proposed model also converges to 0 at a fast rate under some mild conditions.

The rest of paper is organized as follows. Section 2 presents the proposed embedding model for signed network as well as its estimation formulation and computational details. Section 3 establishes the theoretical results on the asymptotic consistencies of the proposed model, as well as the theoretical guarantees for its applications to community detection and anomaly detection. Section 4 conducts extensive numerical experiments on synthetic networks to examine the finite sample performance of the proposed model, and Section 5 applies it to analyze an international relation network. Section 6 concludes the paper, and technical proofs and necessary lemmas are provided in the Appendix.

Before moving to Section 2, we define some notations here. For a vector $\beta$, let $\|\beta\|$ denote its Euclidean norm. For a matrix $X = (x_{ij}) = (x_1, ..., x_n)^\top$, we denote $\|X\|_0 = \sum_{i,j} 1_{\{x_{ij} \neq 0\}}$, $\|X\|_F = \sqrt{\sum_{i,j} x_{ij}^2}$, $\|X\|_{\max} = \max_{i,j} |x_{ij}|$, and $\|X\|_{2,\rightarrow\infty} = \max_{1 \leq i \leq n} \|x_i\|$. We also denote $\nu(X)$ and $\sigma_k(X)$ as the vectorization and the $k$-th largest singular value of $X$, respectively. Let $I_n$ and $1_n$ denote the identity matrix of size $n$ and the vector with $n$ ones,
respectively.

2 Signed Network Embedding

2.1 Embedding Model

Consider a signed network $G$ with $n$ nodes labeled by $[n] = \{1, ..., n\}$ and an adjacent matrix $Y = (y_{ij})_{n \times n}$ with $y_{ij} \in \{-1, 0, 1\}$ and $y_{ij} = y_{ji}$. Here $y_{ij} = 1$ if there is a positive edge between node $i$ and node $j$, $y_{ij} = -1$ if there is a negative edge, and $y_{ij} = 0$ if no edge is observed at all. Suppose the distribution function of $y_{ij}$ is given by

$$F(t \mid m_{ij}) := \Pr(y_{ij} \geq t \mid m_{ij}) = \begin{cases} 1, & t \leq -1, \\ f(d_t + m_{ij}), & t \in \{0, 1\}, \\ 0, & t \geq 2, \end{cases} \quad (1)$$

where $f$ is some pre-specified increasing link function such as the logit function or probit function, $d = (d_0, d_1)$ are intercepts, and $M = (m_{ij})_{n \times n}$ is an underlying matrix. Here a large value of $m_{ij}$ leads to a large probability of a positive edge between nodes $i$ and $j$, whereas a small value of $m_{ij}$ implies a large probability of a negative edge between nodes $i$ and $j$. It is also assumed that $y_{ij}$'s are mutually independent conditional on $M$. Furthermore, it is interesting to note that unsigned network can also be accommodated in (1), as the probability of negative edges becomes 0 if $d_0$ is set as $\infty$.

To fully exploit the balance structure and anomaly effect in $G$, we assume $M$ can be decomposed as $M = L + S$, where $L = (l_{ij})_{n \times n}$ is a low rank matrix for the balance and community structure, and $S = (s_{ij})_{n \times n}$ is a sparse matrix for the anomaly effect. Compared with the balance and community structures in $L$, it is believed that the level of the anomaly effect in $S$ is much weaker, and it is only observed on a relatively small number of edges.
leading to the sparsity in $S$.

The modeling strategy for $L$ is motivated from the fact that both weak balance and community structure can be naturally accommodated via network embedding in a low dimensional space. Specifically, we set $l_{ij} = -\|\beta_i - \beta_j\|^2$ with $\beta_i \in \mathbb{R}^{K_1}$ being the embedding vector for node $i$, which makes $L$ a negative Euclidean distance matrix with $\text{rank}(L) \leq K_1+2$. We refer readers to Chapter 5 of [Dattorro, 2010] for the rank of a Euclidean distance matrix.

With the embedding vectors, two nodes with positive edge tend to have a small distance in the embedding space, whereas two nodes with negative edge have a relatively large distance. As a direct consequence, triads A, C and D in Figure 1 are allowed under this embedding framework, whereas triad B is forbidden due to the triangle inequality. Besides weak balance, this Euclidean embedding framework also encourages nodes with similar connectivity patterns to be situated in a close neighborhood in the embedding space. In the sequel, we denote the corresponding parameter space for $L$ as

$$\mathcal{L}_n = \{L = (l_{ij}) \in \mathbb{R}^{n \times n} : l_{ij} = -\|\beta_i - \beta_j\|^2, \ B = (\beta_1, ..., \beta_n)^\top \in \mathbb{R}^{n \times K_1}\}. \quad (2)$$

Modeling of $S$ requires additional structural assumption, since it is generally difficult to construct consistent estimate of $S$ from a single observed $G$ with random noise ([Chan- drasekaran et al., 2011; Candès et al., 2011]). To see this, given that $L$ is known in prior, we only have one observation $y_{ij} \in \{-1, 0, 1\}$ to estimate each $s_{ij}$, making it almost impossible unless further structure on $S$ is imposed. Particularly, we assume that $S \in \mathcal{S}_n$ with

$$\mathcal{S}_n = \{S \in \mathbb{R}^{n \times n} : S = AA^\top, \ A \in \mathbb{R}^{n \times K_2}\}, \quad (3)$$

where $A = (\alpha_1, ..., \alpha_n)^\top$, and $s_{ij} = \alpha_i^\top \alpha_j$ with $\alpha_i$ being an additional embedding vector of node $i$, determining whether it may have anomalous edges with other nodes.
2.2 Estimation Formulation

Let $\mathcal{T} = \{-1, 0, 1\}$ denote the support of $y_{ij}$. For each $t \in \mathcal{T}$, we further denote the probability of $y_{ij} = t$ as

$$p(t | m_{ij}) := F(t | m_{ij}) - F(t + 1 | m_{ij}).$$

Then the log likelihood of the signed network $\mathcal{G}$ takes the form

$$\log L(M) = \sum_{i,j=1}^{n} \log p(y_{ij} | m_{ij}) = \sum_{i,j=1}^{n} \log [F(y_{ij} | m_{ij}) - F(y_{ij} + 1 | m_{ij})].$$

Given the embedding framework in (2) and (3), we rewrite $\log L(M) = \log L(B, A)$ with $m_{ij} = -\|\beta_i - \beta_j\|^2 + \alpha_i^\top \alpha_j$, and propose the estimation formulation as

$$\begin{aligned}
(\hat{B}, \hat{A}) &= \arg \min_{B \in \mathbb{R}^{n \times K_1}, A \in \mathbb{R}^{n \times K_2}} \{- \log L(B, A)\} \\
\text{s.t.} \quad &\|B\|_{2\rightarrow \infty} \leq C, \quad \|A\|_{2\rightarrow \infty} \leq C, \quad 1_n^\top B = 0, \quad 1_n^\top A = 0, \\
&1_n^\top A = 0, \quad \text{and} \quad \|A\|_F \leq \kappa \sqrt{a_n}\|B\|_F.
\end{aligned}$$

(4)

Here, $C$ and $\kappa$ are some pre-specified constants, and $a_n$ is a small anomaly rate that controls the relative scales of $\|B\|_F$ and $\|A\|_F$, which reflects the prior knowledge that the level of anomaly effect is much weaker than that of the balance structure. The sum-to-zero and orthogonal constraints on $B$ and $A$ are necessary for their identifiability in terms of parameter estimation. Given $(\hat{B}, \hat{A})$, we define $\tilde{L} = (\hat{l}_{ij})_{n\times n}$ with $\hat{l}_{ij} = -\|\hat{\beta}_i - \hat{\beta}_j\|^2$, $\tilde{S} = \hat{A}\hat{A}^\top$ and $\hat{M} = \hat{L} + \tilde{S}$.

Once $\hat{B}$ and $\tilde{S}$ are obtained, we can further detect communities and anomalies in the signed network. Particularly, we perform an $(1+\epsilon)$-approximation of the $K$-means algorithm
(Kumar et al., 2004) on the estimated $\{\hat{\beta}_i\}_{i=1}^n$ to detect communities, and then

$$\hat{\mathcal{N}}_l = \{i \in [n] : \hat{\psi}_i = l\}, \text{ for } l = 1, \ldots, m,$$

is the $l$th detected community, where $m$ denotes the number of communities, and $\hat{\psi}_i \in [m]$ denotes the community membership of node $i$. We also detect anomalies by performing hard thresholding on $\hat{s}_{ij}$, and conclude the edge $y_{ij}$ to be anomalous if $|\hat{s}_{ij}| > \eta_n$, where $\eta_n$ is the thresholding parameter.

### 2.3 Computation

The optimization task in (4) can be efficiently solved by an alternative updating scheme, which updates $B$ and $A$ iteratively via the projected gradient descent algorithm. Specifically, for a matrix $X$ and positive constant $c$, we define some projection operators as following

$$P_{F,c}(X) := 1_{\{\|X\|_F \leq c\}} X + 1_{\{\|X\|_F > c\}} \frac{c}{\|X\|_F} X,$$

$$P_{2\to\infty,c}(X) := 1_{\{\|X\|_{2\to\infty} \leq c\}} X + 1_{\{\|X\|_{2\to\infty} > c\}} \frac{c}{\|X\|_{2\to\infty}} X.$$

Further, given $B \in \mathbb{R}^{n \times K_1}$, we define

$$P_B^\perp(A) := (I_n - B(B^\top B)^{-1}B^\top) A,$$

for any $A \in \mathbb{R}^{n \times K_2}$, which is the projection operator onto the orthogonal complement of $B$’s column space.

Then given $(B^{(k)}, A^{(k)})$ with $1_n^\top A^{(k)} = 0$, and $\{d_0, d_1, C, \kappa, a_n\}$, we implement the
following updating scheme:

\[
\begin{align*}
\mathbf{B}^{(k+1)} &= \mathcal{P}_{2 \to C,n} \left[ \mathbf{J}_n \left( \mathbf{B}^{(k)} + \xi_1 \frac{\partial \log L(\mathbf{B}^{(k)}, \mathbf{A}^{(k)})}{\partial \mathbf{B}} \right) \right], \\
\mathbf{A}^{(k+1)} &= \mathcal{P}_{2 \to C,n} \left\{ \mathcal{P}_{F,\kappa \sqrt{a_n} \| \mathbf{B}^{(k+1)} \| F} \left[ \mathcal{P}_{(\mathbf{B}^{(k+1)}, \mathbf{1}_n)} \left( \mathbf{A}^{(k)} + \xi_2 \frac{\partial \log L(\mathbf{B}^{(k+1)}, \mathbf{A}^{(k)})}{\partial \mathbf{A}} \right) \right] \right\},
\end{align*}
\]

where \(\xi_1, \xi_2 > 0\) are step sizes and \(\mathbf{J}_n = \mathbf{I}_n - \mathbf{1}_n \mathbf{1}_n^T / n\). We repeat the above updating steps until convergence to get \(\hat{\mathbf{B}}, \hat{\mathbf{A}}\).

If the intercepts \(\mathbf{d}\) are unknown a priori, their estimates can be obtained in the iterative updating algorithm as well. We denote \(\log L(\mathbf{B}, \mathbf{A}, \mathbf{d})\) to emphasize the dependence of the log likelihood on \(\mathbf{d}\), and define \(\mathcal{P}_{[a,b]}(x) = x \mathbf{1}_{a \leq x \leq b} + a \mathbf{1}_{x < a} + b \mathbf{1}_{x > b}\), for any interval \([a,b]\) and scalar \(x\). Given \(\mathbf{d}^{(k)} = (d_0^{(k)}, d_1^{(k)})\) satisfying \(c_1 \leq d_1^{(k)} \leq d_0^{(k)} + \delta < d_0^{(k)} \leq c_2\), where \(\delta > 0, c_1, c_2\) are pre-specified constants, in addition to the updating steps in (5), we also update \(\mathbf{d}\) as

\[
\begin{align*}
d_1^{(k+1)} &= \mathcal{P}_{[c_1,d_0^{(k)}-\delta]} \left( d_1^{(k)} + \xi_3 \frac{\partial \log L(\mathbf{B}^{(k+1)}, \mathbf{A}^{(k+1)}, \mathbf{d}^{(k)})}{\partial d_1} \right), \\
d_0^{(k+1)} &= \mathcal{P}_{[d_1^{(k+1)}+\delta,c_2]} \left( d_0^{(k)} + \xi_4 \frac{\partial \log L(\mathbf{B}^{(k+1)}, \mathbf{A}^{(k+1)}, (d_0^{(k)}, d_1^{(k+1)}))}{\partial d_0} \right),
\end{align*}
\]

where \(\xi_3, \xi_4 > 0\) are step sizes.

It is clear that the embedding performance of (4) relies on the choices of \(K_1\) and \(K_2\), which can be determined by some data-adaptive tuning procedure, such as the network cross-validation \cite{Li et al., 2020}. If community detection is of primary interest, we would suggest to set \(K_1 = K_2 = m - 1\), where only the number of communities \(m\) is determined by some tuning procedure \cite{Saldana et al., 2017}. Furthermore, we could also set \(C = 2\) and \(\kappa = 1\), while the value of \(a_n\) can be set by the practitioners to reflect their prior knowledge about the scale of anomaly effect in the given signed network.
3 Theory

Denote \((L^*, S^*) \in \mathcal{L}_n \times \mathcal{S}_n\) as the true parameters, and \(M^* = L^* + S^*\). Further denote \(B^* \in \mathbb{R}^{n \times K_1}\) and \(A^* \in \mathbb{R}^{n \times K_2}\) as the embedding vectors for \(L^*\) and \(S^*\), respectively. For any constant \(\alpha > 0\), we define

\[
G_\alpha := \max_{t \in T} \sup_{|x| \leq \alpha} \frac{|p'(t \mid x)|}{p(t \mid x)} \quad \text{and} \quad H_\alpha := \min_{t \in T} \inf_{|x| \leq \alpha} \left\{ \frac{[p'(t \mid x)]^2}{[p(t \mid x)]^2} - \frac{p''(t \mid x)}{p(t \mid x)} \right\},
\]

where \(p'(t \mid x)\) and \(p''(t \mid x)\) denote, respectively, the first and second order derivatives of \(p(t \mid x)\) with respect to \(x\).

Recall the constants \(C, \kappa\) and sequence \(a_n \to 0\) in (4), and we make the following technical conditions.

**Condition A1.** \(\|B^*\|_{2 \to \infty} \leq C, \|A^*\|_{2 \to \infty} \leq C\) and \(G_{5C^2+d_0} < \infty, H_{5C^2+d_0} > 0\).

**Condition A2.** \(1_n^T B^* = 0, 1_n^T A^* = 0\), and \((B^*)^T A^* = 0\).

**Condition A3.** There exist two positive definite matrices \(\Sigma_1\) and \(\Sigma_2\) such that \(\text{tr}(\Sigma_2) < \kappa^2 \text{tr}(\Sigma_1)\) and

\[
\frac{1}{n} (B^*)^T B^* \to \Sigma_1, \quad \text{with} \quad \lambda_1(\Sigma_1) > \ldots > \lambda_{K_1}(\Sigma_1) > 0,
\]

\[
\frac{1}{na_n} (A^*)^T A^* \to \Sigma_2, \quad \text{with} \quad \lambda_1(\Sigma_2) > \ldots > \lambda_{K_2}(\Sigma_2) > 0.
\]

Condition A1 assumes that the true embedding vectors are all constrained in a compact set, and the probability function \(p(t \mid \cdot)\) is neither too steep nor too flat in the feasible domain, which is satisfied by most common link functions, such as the logit and probit functions. Similar conditions have also been assumed in Bhaskar (2016) for quantized matrix completion. Condition A2 assumes that the embedding vectors are centralized, and the two embedding matrices \(B^*\) and \(A^*\) are orthogonal to each other. Condition A3 quantifies the difference in the relative scales of the true balance structure and the anomaly effect. It holds
true with high probability if $\beta_i^*$ are independent copies from a mean zero distribution in $\mathbb{R}^{K_1}$, whose covariance matrix $\Sigma_1$ has $K_1$ different positive eigenvalues; and $\alpha_i^*$ are independent copies from a mixture distribution $(1 - a_n)f_0 + a_nf_1$, where $f_0$ is the Dirac delta distribution with point mass at 0, and $f_1$ is a mean zero distribution in $\mathbb{R}^{K_2}$ whose covariance matrix $\Sigma_2$ has $K_2$ different positive eigenvalues.

Lemma 1 establishes the identifiability of the balance structure $L$ and anomaly effect $S$.

**Lemma 1.** Suppose Conditions A2 and A3 hold. Further suppose there exist $\widetilde{B} \in \mathbb{R}^{n \times K_1}$ and $\widetilde{A} \in \mathbb{R}^{n \times K_2}$ such that $1_n^T \widetilde{B} = 0$, $1_n^T \widetilde{A} = 0$, $\widetilde{B}^T \widetilde{A} = 0$, $\widetilde{B}^T \widetilde{B}/n \rightarrow \Sigma_1$ and $\widetilde{A}^T \widetilde{A}/(nan_n) \rightarrow \Sigma_2$. If $-\|\beta_i - \beta_j\|^2 + \alpha_i^T \alpha_j = -\|\beta_i^* - \beta_j^*\|^2 + (\alpha_i^*)^T \alpha_j^*$ for all $(i, j) \in [n] \times [n]$, then for $n$ large enough, it holds that $\|\widetilde{\beta}_i - \widetilde{\beta}_j\| = \|\beta_i^* - \beta_j^*\|$ and $\widetilde{\alpha}_i^T \widetilde{\alpha}_j = (\alpha_i^*)^T \alpha_j^*$ for all $(i, j)$.

Now, we establish the upper bounds on the estimation errors of $\widetilde{M}$ and $(\widetilde{L}, \widetilde{S})$.

**Theorem 1.** Suppose Conditions A1-A3 hold. Then, with probability at least $1 - C_1 \exp(-C_2n)$, it holds true that

$$\frac{1}{n} \|\widetilde{M} - M^*\|_F \leq r_n,$$

where $r_n = 4.02 \sqrt{2(K + 2)n^{-1}G_5C^2 + d_0H_5^{-1}G_5C^2 + d_0}$, $C_1$ and $C_2$ are universal constants, and $K = K_1 + K_2$.

**Theorem 2.** Suppose Conditions A1-A3 hold. Then, there exists a constant $c$ such that, with probability at least $1 - C_1 \exp(-C_2n)$,

$$\frac{1}{n} \|\widetilde{L} - L^*\|_F \leq c \sqrt{\frac{2K_1(K + 2)G_5C^2 + d_0H_5^{-1}G_5C^2 + d_0}{n}}.$$

$$\frac{1}{n} \|\widetilde{S} - S^*\|_F \leq c \sqrt{\frac{2K_2(K + 2)G_5C^2 + d_0H_5^{-1}G_5C^2 + d_0}{n}}.$$

Theorems 1 and 2 shows that both $M^*$ and $(L^*, S^*)$ can be consistently estimated by $\widetilde{M}$ and $(\widetilde{L}, \widetilde{S})$, respectively. Note that the convergence rate of $\widetilde{S} - S^*$ depends on the anomaly
rate $a_n$, which reflects the scale of anomaly effect.

We then turn to establish the asymptotic consistency in terms of community detection. The following condition on the true community structure is required.

**Condition A4.** There exists a finite set $\mathcal{B} = \{b_1, \ldots, b_m\} \subset \mathbb{R}^{K_1}$ such that $\beta_i^* \in \mathcal{B}$, for any $i = 1, \ldots, n$.

Condition A4 is equivalent to the signed stochastic block model ([Jiang, 2015]), which assumes that the embedding vector of each node is fully determined by its community membership. Let $\psi_i^* \in [m]$ be the community index for node $i$ such that $\beta_i^* = b_{\psi_i^*}$. Then the $l$-th community is defined as

$$\mathcal{N}_l^* = \{i \in [n] : \psi_i^* = l\}, \quad \text{for } l = 1, \ldots, m,$$

which is invariant up to some permutation of the community index.

Further, define $\xi_n = \min_{l \in [m]} |\mathcal{N}_l^*|/n$ as the proportion of nodes in the smallest community, and $\zeta_n = \min_{1 \leq l < k \leq m} \| b_l - b_k \|$ as the minimal distance between $b_l$’s. Both $\xi_n$ and $\zeta_n$ are allowed to converge to 0 as $n$ diverges.

**Theorem 3.** Suppose Conditions A1-A4 hold. Further suppose

$$K_1 r_n^2 = o(\xi_n \zeta_n^2), \quad (9)$$

where $r_n$ is defined as in Theorem 1. Then, there exists a constant $c$ such that, with probability at least $1 - C_1 \exp(-C_2 n)$,

$$\min_{\{p_1, \ldots, p_m\}} \frac{1}{n} \sum_{l=1}^m |\mathcal{N}_l^* \setminus \widehat{\mathcal{N}}_{p_l}| \leq c \frac{K_1 (K + 2) G_{5C^2 + d_0} H_{5C^2 + d_0}^2}{n \zeta_n^2}, \quad (10)$$

12
and

\[
\min_{\{p_1, \ldots, p_m\}} \max_{1 \leq l \leq m} \frac{|N^*_l \setminus \hat{N}_{p_l}|}{|N^*_l|} \leq c \frac{K_1(K + 2)G_2^2 + d_0 H_2^{-2}}{n \xi_n \zeta_n^2},
\]

(11)

where \(\{p_1, \ldots, p_m\}\) is a permutation of \([m]\).

In Theorem 3, (10) gives a bound for overall proportion of mis-clustered nodes, while (11) gives a bound for the worst case proportion of mis-clustered nodes in each communities. To guarantee detection consistency, (9) requires that the quantity \(\xi_n \zeta_n^2 \) converges to 0 at a speed not faster than \( K_1 r_n^2 \). If \(\xi_n = \Omega(1)\), \(\zeta_n = \Omega(1)\), and \(K_1, K_2, C\) are fixed, then the convergence rates in both (10) and (11) are of order \(n^{-1}\), which matches up with the best existing results for unsigned network in literature (Lei and Rinaldo, 2015).

Finally, we establish the asymptotic consistency in terms of anomaly detection. The following condition on the sparsity of \(S^*\) is required.

**Condition A5.** There exists a universal constant \(c_0 > 0\) such that

\[
c_0^{-1} n^2 a_n^2 \leq \|S^*\|_0 \leq c_0 n^2 a_n^2,
\]

(12)

\[
C \sqrt{K_2 r_n a_n^{-\frac{3}{2}}} = o(s_{\min}),
\]

(13)

where \(r_n\) is defined as in Theorem 1 and \(s_{\min} = \min_{s_{ij}^* \neq 0} |s_{ij}^*|\).

In Condition A5, (12) assures the number of nonzero entries in \(S^*\) is of order \(n^2 a_n^2\), and (13) requires that the minimal absolute value of the nonzero entries in \(S^*\) is not too close to zero. Then, with a proper choice of \(\eta_n\), Theorem 4 establishes an upper bound for the false discovery proportion of \(\hat{S}\).

**Theorem 4.** Suppose Conditions A1-A3 and A5 hold and the thresholding parameter \(\eta_n\) is set so that

\[
\eta_n = o(s_{\min}) \quad \text{and} \quad C \sqrt{K_2 r_n a_n^{-\frac{3}{2}}} = o(\eta_n),
\]

(14)

where \(r_n\) is defined as in Theorem 1. Then, there exists a constant \(c\) such that, with probability
at least $1 - C_1 \exp(-C_2 n)$,

$$\frac{\#\{(i, j) : |\tilde{s}_{ij}| > \eta_n, \ s^*_ij = 0\}}{\#\{(i, j) : |\tilde{s}_{ij}| > \eta_n\} \vee 1} \leq \frac{C_1^2 K_2 (K + 2) G_2^2 H_2^{-2}}{n a^3_n \eta^2_n}.$$  (15)

It is clear that the upper bound in (15) converges to 0 as $n$ diverges, whose convergence rate is governed by $n, a_n$ and $\eta_n$. Particularly, when $K$ and $C$ are fixed, the false discovery proportion of $\tilde{S}$ converges to zero at a fast rate of $n^{-1/2} \log n$, provided that $a^3_n \eta^2_n$ is set as the same order of $(\sqrt{n \log n})^{-1}$.

### 4 Numerical Experiments

We examine the finite-sample performance of the proposed method in terms of both community detection and anomaly detection. For community detection, we compare the proposed method, denoted as SNE, with two existing signed network community detection methods in literature [Chiang et al., 2012; Cucuringu et al., 2019], as well as a naive embedding method which only considers the balance structure $L$ while ignoring the anomaly effect $S$, denoted as BNC, SPONGE and naive, respectively. Their community detection accuracy is measured by the overall community detection error rate in (10). Furthermore, as existing methods rarely consider anomaly detection, we just report the false discovery proportion (15) of SNE in different scenarios to demonstrate its effectiveness in anomaly detection.

The following two synthetic networks are considered.

**Example 1.** The synthetic network is generated from the SSBM model with anomalies. Specifically, we set $m = 4$, and generate $\psi^*_i$ from a multinomial distribution on $\{1, 2, 3, 4\}$ with probability $(0.1, 0.2, 0.3, 0.4)$. Let $\beta^*_i = b_{\psi^*_i} \sim N(0, I_3)$, and $\alpha^*_i \sim (1 - a_n)f_0 + a_nf_1$, where $f_0$ is the Dirac delta distribution with point mass at 0 and $f_1 = 0.5N(1_3, \Omega_2) + 0.5N(-1_3, \Omega_2)$ is a mixture Gaussian distribution with $\Omega_2$ to be a $3 \times 3$ diagonal matrix.
with diagonal entries independently generated from a uniform distribution on \([0,0.1]\).

**Example 2.** The synthetic network is generated from a mixture model with anomalies. Specifically, for community structure, we set \(m = 4\), and generate \(\psi_i^*\) from a multinomial distribution on \(\{1, 2, 3, 4\}\) with probability \((0.25, 0.25, 0.25, 0.25)\). Let \(\beta_i^* \sim N(b_{\psi_i^*}, 0.01I_3)\) with \(b_{\psi_i^*} \sim N(0, I_3)\), and \(\alpha_i^*\) is generated similarly as in Example 1.

Various scenarios in each example are considered, with \(a_n \in \{0, 0.1, 0.2, 0.3\}\), and \(n \in \{200, 500, 1000\}\). For each scenario, the averaged community detection errors for all the methods over 50 independent replications, together with their standard errors, are reported in Tables 1 and 2.

Table 1: The averaged community detection errors of various methods over 50 independent replications and their standard errors in Example 1.

| Method | \(a_n = 0\) | \(a_n = 0.1\) | \(a_n = 0.2\) | \(a_n = 0.3\) |
|--------|-------------|-------------|-------------|-------------|
| \(n = 200\) | SNE 0.0426(0.0054) 0.0507(0.0051) 0.0914(0.0076) 0.0787(0.0067) | naive 0.0426(0.0054) 0.0443(0.0043) 0.1051(0.0079) 0.1649(0.0043) | BNC 0.1333(0.0034) 0.1302(0.0042) 0.1253(0.0027) 0.1348(0.0038) | SPO 0.2213(0.0032) 0.2143(0.0034) 0.1381(0.0066) 0.1926(0.0032) |
| \(n = 500\) | SNE 0.0062(0.0018) 0.0120(0.0025) 0.0074(0.0018) 0.0844(0.0042) | naive 0.0062(0.0018) 0.0174(0.0031) 0.0462(0.0028) 0.1518(0.0024) | BNC 0.1162(0.0013) 0.1282(0.0026) 0.1207(0.0014) 0.1263(0.0018) | SPO 0.2252(0.0015) 0.1010(0.0030) 0.1834(0.0027) 0.1984(0.0012) |
| \(n = 1000\) | SNE 0.0058(0.0013) 0.0115(0.0018) 0.0083(0.0013) 0.0640(0.0024) | naive 0.0058(0.0013) 0.0173(0.0022) 0.0461(0.0014) 0.1619(0.0013) | BNC 0.1232(0.0017) 0.1099(0.0008) 0.1148(0.0011) 0.1279(0.0012) | SPO 0.2144(0.0020) 0.1461(0.0007) 0.1942(0.0010) 0.1546(0.0017) |

It is clear from Tables 1 and 2 that SNE outperforms the other three competitors in most scenarios. Particularly, SNE and naive yield the same numerical performance when \(a_n = 0\), but the advantage of SNE becomes more and more substantial when both \(n\) and \(a_n\) increase, which confirms the benefit of incorporating the anomaly effects into the signed
Table 2: The average community detection errors of various methods over 50 independent replications and their standard errors in Example 2.

| Method | $a_n = 0$         | $a_n = 0.1$         | $a_n = 0.2$         | $a_n = 0.3$         |
|--------|------------------|------------------|------------------|------------------|
|        |                  |                  |                  |                  |
| $n = 200$ |                  |                  |                  |                  |
| SNE    | 0.0326(0.0047)   | 0.0601(0.009)    | 0.0496(0.0067)   | 0.0795(0.0068)   |
| naive  | 0.0326(0.0047)   | 0.0519(0.008)    | 0.0463(0.0066)   | 0.0965(0.0045)   |
| BNC    | 0.2991(0.0056)   | 0.3260(0.007)    | 0.2923(0.0051)   | 0.3023(0.0049)   |
| SPO    | 0.2031(0.0113)   | 0.1694(0.012)    | 0.0710(0.0086)   | 0.1251(0.0092)   |
| $n = 500$ |                  |                  |                  |                  |
| SNE    | 0.0330(0.0048)   | 0.0359(0.0047)   | 0.0227(0.0028)   | 0.0648(0.0034)   |
| naive  | 0.0330(0.0048)   | 0.0249(0.0027)   | 0.0484(0.0036)   | 0.1606(0.0043)   |
| BNC    | 0.3274(0.0057)   | 0.3160(0.0056)   | 0.2438(0.0032)   | 0.2623(0.0035)   |
| SPO    | 0.0828(0.0065)   | 0.0306(0.0026)   | 0.1425(0.0057)   | 0.2283(0.0052)   |
| $n = 1000$ |                |                  |                  |                  |
| SNE    | 0.0191(0.0029)   | 0.0308(0.0035)   | 0.0294 (0.0028)  | 0.0777 (0.0045)  |
| naive  | 0.0191(0.0029)   | 0.0279(0.0019)   | 0.0387 (0.0035)  | 0.0808 (0.0041)  |
| BNC    | 0.3282(0.0040)   | 0.2921(0.0035)   | 0.2496 (0.0053)  | 0.2628 (0.0058)  |
| SPO    | 0.0315(0.0035)   | 0.0726(0.0037)   | 0.1047 (0.0049)  | 0.0969 (0.0047)  |

Network modeling. Furthermore, both BNC and SPO do not produce satisfactory and stable numerical performance, in that SPO yields reasonable performance in Example 2, but much worse performance than other methods in Example 1.

In addition, the averaged false discovery proportions of SNE over 50 independent replications and its standard error are reported in Table 3. It is evident that its false discovery proportion decreases as $n$ grows, confirming the asymptotic convergence established in Theorem 4. It is also interesting to remark that the performance of SNE in anomaly detection deteriorates as $a_n$ increases, which is possibly due to the fact that the difference between the anomaly effect and balance structure shrinks as $a_n$ grows, making anomaly detection more challenging.
Table 3: The averaged false discovery proportions of SNE over 50 independent replications and its standard errors.

|                | $a_n = 0.1$       | $a_n = 0.2$       | $a_n = 0.3$       |
|----------------|-------------------|-------------------|-------------------|
| **Example 1**  |                   |                   |                   |
| $n = 200$      | 0.9736(0.0017)    | 0.7253(0.0081)    | 0.4320(0.0143)    |
| $n = 500$      | 0.2349(0.0038)    | 0.1538(0.0081)    | 0.2117(0.0059)    |
| $n = 1000$     | 0.0022(0.0003)    | 0.0585(0.0043)    | 0.1831(0.0052)    |
| **Example 2**  |                   |                   |                   |
| $n = 200$      | 0.9651(0.0030)    | 0.7859(0.0125)    | 0.6496(0.0216)    |
| $n = 500$      | 0.2788(0.0063)    | 0.1103(0.0043)    | 0.2365(0.0099)    |
| $n = 1000$     | 0.0287(0.0034)    | 0.0290(0.0018)    | 0.1910(0.0057)    |

5 International Relation Network

We now apply the proposed SNE method to analyze the international relation network, which is constructed based on the Correlates of War dataset during 1993—2014 (Maoz et al., 2019). In this network, we set $y_{ij} = -1$ if there was ever a conflict between countries $i$ and $j$, $y_{ij} = 1$ if countries $i$ and $j$ were always in alliance and never had conflict during the whole time period, and $y_{ij} = 0$ if countries $i$ and $j$ had neither alliance nor conflict. This leads to a signed network with 152 nodes, 2026 positive edges and 694 negative edges.

We first set $K_1 = K_2 = m - 1$, and employ the Bayesian information criterion (Saldana et al., 2017) to select $m = 6$, which is consistent with some existing studies (Traag and Bruggeman, 2009; Jiang, 2015). We then apply SNE with $C = 2$, $\kappa = 1$, $a_n = 0.1$ on this signed network to obtain the embedding vectors $\hat{B}$ and $\hat{S}$. We further perform an $(1 + \epsilon)$-approximation of the K-means algorithm on $\{\hat{\beta}_i\}_{i=1}^n$, and obtained the estimated community membership $\hat{N}_l$ for $l = 1, \ldots, 6$. In addition, we set $\eta_n$ as the median of the absolute value of all $\hat{s}_{ij}$’s, and denote $\hat{s}_{ij} = \hat{s}_{ij}1_{\{|\hat{s}_{ij}|>\eta_n\}}$.

Displayed in Panel (a) of Figure 2 is the heatmap of a rearranged $\hat{L}$ according to $\hat{N}_l$, showing a clear block diagonal structure produced by SNE. Here the darker the color is, the larger $\hat{t}_{ij}$ is, which also indicates a smaller distance $\|\hat{\beta}_i - \hat{\beta}_j\|$. Displayed in Panel (b) of
Figure 2 is a side-by-side boxplot of $\tilde{s}_{ij}$, where the left boxplot shows the distribution of $\tilde{s}_{ij}$ with $i, j$ in the same community but $y_{ij} = -1$, and the right boxplot shows the distribution of $\tilde{s}_{ij}$ with $i, j$ in different communities but $y_{ij} = 1$. It is evident that most $\tilde{s}_{ij}$’s in the left boxplot are negative, while those $\tilde{s}_{ij}$’s in the right boxplot tend to be positive, confirming the validity of SNE in anomaly detection.

![Figure 2: The heatmap for the rearranged $\hat{L}$ according to the estimated community membership is displayed in Panel (a), and a side-by-side boxplot for $\tilde{s}_{ij}$ is displayed in Panel (b).](image)

We also color the world map according to the estimated community membership in Figure 3, where countries colored in grey are not included in the dataset. The detailed country list of each community can be found in Appendix C. It is clear from Figure 3 that the first and largest community contains the United States and its political allies, including most western European countries, Canada, Australia and some countries in Middle East such as Israel, Saudi Arabia and United Arab Emirates. The third community consists of Russia and its political allies including Yugoslavia, Vietnam and some countries in central Asia such as Turkmenistan and Kyrgyzstan. The fourth community consists of countries in East Asia including China and Japan, and countries in central Africa including Tanzania and Central African Republic. It is interesting to note the community structure in Africa is rather complicated, which is probably due to the frequent conflicts between African countries.
during the time period.

![World map with countries in different communities.](image)

Figure 3: World map with countries in different communities.

Figure 4 gives the chord diagrams of countries in different communities, where black and blue chords represent positive edges within and between communities, and red and green chords denote negative edges between and within communities. Panel (a) of Figure 4 contains the 1st (black arcs) and 3rd (green arcs) communities, while panel (b) contains the 3rd (green arcs) and 6th (purple arcs) communities. It is shown that most positive edges occur within communities and most negative edges occur between communities. Besides, there still exist a few anomaly edges, including the negative edges within community (green) and positive edges between communities (blue).

It is also interesting to note that both China and Japan are in the fourth community, but the estimated anomaly effect between them is negative with $\tilde{s}_{ij} = -0.055$, suggesting a non-constructive relationship between these two countries. Similarly, although Israel and Turkey are both allies of the United States and contained in the first community, the estimated anomaly effect between them is also negative with $\tilde{s}_{ij} = -0.067$. On positive anomaly,
though China and Pakistan or China and Israel are in different communities, the estimated anomaly effect between China and Pakistan is $\hat{s}_{ij} = 0.033$, and that between China and Israel is $\hat{s}_{ij} = 0.044$. All these estimated anomaly effects are well expected due to their well-known historical conflicts or friendships.

6 Discussion

In this article, we propose a unified embedding model for signed networks, which is one of the first attempts to incorporate both balance structure and anomaly effect in signed network modeling. Asymptotic analysis has been conducted to assure estimation consistency of the proposed embedding model. Its applications to community detection and anomaly detection in signed network are also considered, with sound theoretical justification. The advantage of the proposed embedding model is supported by extensive numerical experiments on both synthetic networks and an international relation network. It is also worth noting that the proposed embedding model is flexible and can be extended to various signed networks, such as the directed signed networks or multi-layer signed networks.
Appendix
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