Quantum information spreading in random spin chains
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We study the spreading of quantum correlations and information in a one-dimensional quantum spin chain with critical disorder as encoded in an infinite randomness fixed point. Specifically, we focus on the dynamics after a quantum quench of the Rényi entropies, of the mutual information and of the entanglement negativity in the prototypical XXZ spin chain with random bonds and anisotropy parameters. We provide analytic predictions in the scaling regime based on real-space renormalization group methods. We support these findings through numerical simulations in the non-interacting limit, where we can access the scaling regime.

I. INTRODUCTION

Understanding the spreading of quantum information in disordered many-body quantum systems is a formidable but central task in condensed matter and statistical mechanics [1–4]. Compared to the linear growth of bipartite entanglement under generic clean unitary evolution [5–12], quantum many-body systems with strong disorder are characterized by a slower (sub-linear) rate of quantum information propagation [13–24]. A prominent example is the many-body localized phase, where the slow logarithmic entanglement growth is a consequence of the effective interactions between the localized orbitals, i.e., an infinite number of emergent local integral of motion [1, 25–31], that arise as effective degrees of freedom from a renormalization group perspective [32, 33].

On the other hand, the propagation of quantum information in multipartite many-body quantum systems has remained, at present, elusive. For standard models of many-body localization transition, these subjects have been partially addressed in Ref. [34] where the generation of entanglement clusters has been addressed, and in Ref. [23] where the maximum quantum mutual information has been used as a probe for the localization transition.

In this paper, we study the problem of quantum information spreading for spin chains with strong quenched randomness. We use the real-space renormalization group method (RSRG) introduced in Ref. [32] to analyze the dynamics of Rényi entropy, quantum mutual information and entanglement negativity [35, 36], focusing on the archetypal random bond XXZ chain [37, 38]. At equilibrium, this model is known to host a random singlet phase [39–41], with the ground state entanglement entropy and negativity exhibiting critical features ascribable to rare singlets connecting arbitrary far regions [42–48]. The dynamics of the entanglement entropy following a quantum quench from an initial product state has been discussed analytically through the real-space renormalization group in Ref. [32], and numerically in Ref. [18, 49]. Building on these previous works, we use the RSRG [50, 51] to obtain analytic predictions for the propagation of the quantum mutual information and of the entanglement negativity. To test our results, we perform numerical simulations within the limit of non-interaction and find qualitative agreement between our analytic findings and the numerical predictions.

We find that in the non-interacting limit entanglement is carried only by pair of spins oscillating arbitrary far in the system, which implies the lack of multipartite entanglement beyond two-party. One of the main consequences is the logarithmic negativity is proportional to the Rényi mutual information (of Rényi index \(\alpha = 1/2\)), which generically is only an upper bound for the entanglement. Both these quantities exhibit a first \(\ln \ln t\) growth in time (up to times that scale exponentially with subsystem size), followed by a decrease in time and finally by a saturation to a non-thermal value in the infinite time limit. Additionally, the lack of multipartite entanglement reflects in the growth of these measures being proportional to the time-average contribution of a single oscillating pair.

Interactions, on the other hand, build up multipartite entanglement clusters, which increase the propagation rate of entanglement. In this case, we are able to predict the growth in time (in the scaling limit) of quantum mutual information and logarithmic negativity for an initial exponentially extended window of time and show it to be logarithmic-like. Moreover, in the late time regime, we expect saturation to a zero value in this case.

Despite we limit the analysis to the random bond XXZ, we expect similar results to apply in more general strong disorder quantum many-body systems, provided that resonances are irrelevant [32]. In particular, the physical phenomenology is fully captured by the flow of the coupling distribution. Our findings provide analytical and numerical insights into the dynamical multipartite entanglement structure of random spin chains.

The paper is structured as follows. In Sec. II we introduce the model of interest and review the time-dependent strong disorder real space renormalization group method. In Sec. III we introduce the entanglement measures we study, and we discuss the consequences of the renormalization group approach for quantum information spreading both for non-interacting and interacting Hamiltonians. In Sec. IV we present numerical results in the non-
II. REAL-SPACE RENORMALIZATION GROUP

We are interested in the dynamics of a one-dimensional chain of length \( L \) of qubits described by the Hamiltonian

\[
H = \sum_{i=1}^{L} H_{i,i+1}
\]

\[
H_{i,i+1} \equiv \frac{J_i}{2} \left( \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + 2 \Delta_i \sigma_i^z \sigma_{i+1}^z \right),
\]

with \( \sigma_i^\alpha (\alpha = x, y, z) \) denoting the Pauli matrices at each site \( i \), and \( \sigma_i^\pm = (\sigma_i^x \pm i \sigma_i^y)/2 \); \( J_i > 0 \) and \( \Delta_i \) are independent random variables drawn randomly from the uncorrelated probability distributions \( P_J(J_i) \) and \( P_{\Delta}(\Delta_i) \), respectively. For definiteness, in the following we focus on \( 0 \leq \Delta_i < 1 \), but a similar treatment can be generalized to \( |\Delta_i| < 1 \) [52]. The Hamiltonian in Eq. (1) can be mapped to a fermionic interacting model via the Jordan-Wigner transformation [53]. In particular, the limit \( \Delta_i = 0 \) corresponds to the random bond XX model, that is the Dyson model [54]. (In the following, we shall denote the non-interacting limit as Dyson model). The interacting model is known to present a quantum spin glass phase [32, 37] which has been recently numerically investigated in Ref. [38]. In the following, we use the RSRG method to compute the spreading of quantum information in a quench from an initial product state.

A. Strong disorder renormalization group

Before discussing the time-dependent RSRG, it is convenient to first review the strong disorder renormalization group method for the Hamiltonian in Eq. (1) at equilibrium at zero temperature. Here, the key idea is to iteratively integrate out the degrees of freedom interacting through the strongest couplings in the chain \( \Omega = \max J_i \). Without loss of generality, we assume the largest bond is \( \Omega = J_n \). Denoting \( J_L = J_{n-1} \) and \( J_R = J_{n+1} \) the left and right neighboring bonds, strong disorder implies that typically \( \Omega \gg J_L, J_R \) [39, 40]. Hence, at leading order in \( \Omega \), the spins \( S_n \) and \( S_{n+1} \) connected by the strongest bond are projected to the ground state of \( H_{n,n+1} \) (cf. Eq. (1)), i.e. the singlet state

\[
|s_{n,n+1}\rangle = \frac{|\uparrow_n \downarrow_{n+1}\rangle - |\downarrow_n \uparrow_{n+1}\rangle}{\sqrt{2}}.
\]

Subleading contributions, that are due to quantum fluctuations and are captured by time-independent perturbation theory [55], and for \( 0 \leq \Delta_i < 1 \) lead to an effective coupling [52]

\[
\tilde{J}_n \simeq \frac{J_L J_R}{\Omega}, \quad \tilde{\Delta}_n \simeq \frac{\Delta_{n-1} \Delta_{n+1}}{4}
\]

between the spins \( S_{n-1} \) and \( S_{n+2} \). Importantly, the procedure preserves the XXZ structure of the (effective) Hamiltonian; hence the subsequent renormalization steps are always described by Eq. (1) provided the couplings are substituted with the effective couplings in Eq. (3).

Iterating the above procedure, the disorder strength increases, therefore justifying the validity of the perturbative elimination. In particular, the scaling limit is fully characterized by the probability distribution of the effective couplings, \( P_J(\tilde{J}_i) \) and \( P_{\Delta}(\tilde{\Delta}_i) \). Those distributions flow towards the so-called infinite randomness fixed point, where the variance of some coupling strength diverges. (For the model Eq. (1), these are the random hoppings \( J_i \)). Remarkably, it has been proven that for any given distribution for which \( J_i > 0 \), the flow equation has a unique solution, namely that the fixed point is unique [41, 52].

A direct consequence of the strong disorder renormalization group is that the ground state of the many-body system gets approximated by the product of singlets connecting spins at arbitrary distances, the so-called random singlet phase (RSP). Moreover, the interaction \( \Delta_i \) plays an irrelevant role, provided \( 0 \leq \Delta_i < 1 \). In particular, these values belong to the same fixed point of \( \Delta_i = 0 \) [52]. (This is clear from the decimation rule Eq. (3), which express the asymptotic freedom for \( \Delta_i \)). As we shall see, the same does not hold for the dynamical system, where interactions are responsible for quantum correlations among clusters of spins.

B. Time-dependent real-space renormalization group

The time-dependent real-space renormalization group is the out-of-equilibrium extension of the previously discussed strong disorder renormalization group [32, 33]. The key difference is that the RSRG aims to construct the effective scaling dynamics via the iterative elimination of the degrees of freedom oscillating with the highest frequency [56, 57]. In particular, the renormalization group decimation does not project the spin pairs into the singlet sector but generates effective degrees of freedom that control the late time dynamics for large systems. In this section, we sketch the ideas behind RSRG, and summarize the key results. We detail in the Appendix A the derivation of the main equations.

We consider the quench dynamics generated by preparing the system in a product state \( |\Psi_0\rangle \), and letting it evolve through Eq. (1). Most of these results will hold for generic initial product states, provided the total magnetization is the same \( S_{\text{tot}}^z = \sum_i \sigma_i^z = 0 \) [16, 32]. (The
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Figure 1. Cartoon of the dynamical states— (a): The state at a given time \( t \) within the renormalization group approximation is given as a product of oscillating pairs of spins spreading throughout the system, denoted as bonds joining the spins (black dots). (b) Interactions lead to the formation of clusters of spins (dots joined by multiple bonds in the figure), since the system is a coherent superposition of fixed renormalization trajectories. The entanglement shared by two generic subregions \( A_1 \) and \( A_2 \) is related to the bonds connecting them and is clearly different in the (a) and (b) scenario.

Hamiltonian Eq. (1) has a \( U(1) \) symmetry generated by the total magnetization.

Assuming strong disorder, we again consider the strongest bond \( \Omega \). Without lost of generality, and following the notation in Sec. II A, we assume the strongest bond act between \( S_n \) and \( S_{n+1} \). We denote \( S_L = S_{n-1}, \) \( S_R = S_{n+2} \) respectively the left and right neighboring spins, connected to \( S_n \) and \( S_{n+1} \) respectively by \( J_L = J_{n-1} \) and \( J_R = J_{n+1} \). In a similar fashion, we denote \( \Delta_L, \Delta_I \) and \( \Delta_R \) the interactions associated with, respectively, the bonds \( \Omega, J_L \) and \( J_R \). The Hamiltonian (1) can be then decomposed as

\[
H = H_\Omega + V + H_{\text{chain}},
\]

where

\[
H_\Omega = \frac{\Omega}{2}(\sigma^+_n \sigma^-_{n+1} + \sigma^-_n \sigma^+_{n+1} + 2\Delta_\Omega \sigma^z_n \sigma^z_{n+1}),
\]

\[
H_{\text{chain}} = \sum_{i \neq n \in 1, n} \frac{J_i}{2}(\sigma^+_i \sigma^+_{i+1} + \Delta_i \sigma^z_i \sigma^z_{i+1} + \text{h.c}),
\]

\[
V = \frac{J_L}{2}(\sigma^+_L \sigma^-_n + \sigma^-_L \sigma^+_n + 2\Delta_L \sigma^z_L \sigma^z_n) + \frac{J_R}{2}(\sigma^+_n \sigma^-_{n+1} + \sigma^-_n \sigma^+_{n+1} + 2\Delta_R \sigma^z_n \sigma^z_{n+1}).
\]

The separation of energy scales induced by disorder reflects in the short-time dynamics being dominated by oscillation with frequency \( \Omega \) between the two spins on sites \( n \) and \( n+1 \). Their dynamics is hence associated with the strong bond Hamiltonian \( H_\Omega \), which entangles them at time \( t \approx 1/\Omega \). Furthermore, since the frequency of the eigenmodes of \( H_\Omega \) is larger than the scaling of the remaining degrees of freedom, the sites \( n \) and \( n+1 \) are seen by the remaining degrees of freedom as in the stationary (i.e. time-averaged) state.

The above idea is formalized within the Floquet high-frequency expansion [56, 57], which consists of deriving an effective time-independent Hamiltonian \( H_{\text{eff}} \) via a second-order expansion of the time-evolving operator in the interaction picture induced by \( H_\Omega \). (See also Appendix A). For this purpose, it is convenient to reformulate the dynamics within the interaction picture [55]. The state in the interaction picture is given by

\[
|\Psi_0^I\rangle = e^{-iH_\Omega t}|\Psi_0\rangle;
\]

and the unitary evolution is governed by

\[
U_I(t) = \mathcal{T} \exp \left( -i \int_0^t H_I(t) dt \right)
\]

with \( \mathcal{T} \) denoting time-ordering, and the interaction Hamiltonian is given by

\[
H_I(t) = e^{-iH_\Omega t}(H - H_\Omega)e^{+iH_\Omega t}.
\]

The decimation procedure amounts to finding the effective Hamiltonian \( H_{\text{eff}} \) of the system defined through

\[
U_I(t) \approx \exp (-iH_{\text{eff}} t) + O \left( \frac{1}{\Omega^2} \right).
\]

A key consequence is that now we can view the sites connected by the high-frequency bond as a new effective degree of freedom (\( n, n+1 \) \( \equiv \tilde{n} \)), and the high-frequency Hamiltonian as a single qudit operation on this degree of freedom. In principle, this state span a 4-dimensional Hilbert space; however, for a given initial state, at leading order in perturbation theory, the effective dynamics will be effectively restricted to subsectors of this Hilbert space.

Suppose, for example, we start from an initial product state, and that the high-frequency bond acts on \( | \uparrow \uparrow \rangle \). In this case, the effective dynamics is fully accounted for by a global phase, and the emergent effective degree of freedom (i.e. the aforementioned qudit) is frozen. If instead the high-frequency bond acts on \( | \uparrow \downarrow \rangle \), the effective qudit becomes two-dimensional and oscillates between \( | \pm \rangle \equiv (| \uparrow \rangle \pm | \downarrow \rangle)/\sqrt{2} \).

Overall, the detailed choice of initial product state would result in a different transient dynamics, but the scaling properties of the system are expected to be the same. (See also the numerical benchmarks in Ref. [16], and in Appendix B).

We find convenient to choose as initial condition the Néel state

\[
|\Psi_0\rangle = |\uparrow \downarrow \uparrow \downarrow \cdots \uparrow \downarrow \rangle,
\]

for which \( | \uparrow \uparrow \rangle \) and \( | \downarrow \downarrow \rangle \) are never populated due to \( U(1) \) conservation constraints. In this case, the effective Hamiltonian is given by

\[
H_{\text{eff}} = H_{\text{chain}} + h_\Omega \sigma^z_L + \frac{J_L J_R}{2\Omega(1 - \Delta_\Omega R)} \left( \sigma^+_L \sigma^-_R + \sigma^-_L \sigma^+_R \right) \tilde{n}_R + \frac{\Delta_L J_L J_R}{2\Omega} \left[ \sigma^+_L \sigma^-_R + \sigma^-_L \sigma^+_R - \frac{\Delta_L \Delta_R}{\Delta_\Omega} \sigma^z_L \sigma^z_R \right] \tilde{n}_L,
\]
where the following operators act on the effective degree of freedom
\[ \tilde{I}_n = |+\rangle\langle+| + |-\rangle\langle-|, \quad \tilde{\sigma}_n^z = |+\rangle\langle+| - |-\rangle\langle-|, \] (12)
and we further introduced the magnetic field \( h_n = -(\Delta_J^2 J_R^2 + \Delta_J^2 J_R^2)/(4\Omega) \). (Note however that these single-spin magnetic contributions can be gauged away because of the conservation of the total magnetization). For notational convenience, when no confusion arises, in the following we sometime omit the tilde in the lattice index.

The last coupling in Eq. (11) gives an intuition on why multipartite entanglement is generated in the dynamics. When \( \Delta_i \neq 0 \), these coupling create a mixed superposition between the states \(|\pm\rangle\) and the neighbors, at times \( t \sim O(2\Omega/(J_L J_R \Delta_0)) \) [32]. Eq. (11) also clarifies that at \( \Delta_i = 0 \) (non-interacting limit), no multipartite entanglement is genuinely generated, as the effective degree of freedom \( \tilde{S}_n \) is effectively decoupled. Lastly, we note that \( \Delta_i = 1 \) is a peculiar point. Here RSRG fails, since at this point SU(2) invariance is restored, and resonances play a pivotal role in scrambling the degrees of freedom, and in leading to thermalization [58–62].

It is easy to see that \( H_{\text{eff}}(\tilde{\sigma}_n^z) = 0 \), and hence the time evolution can be computed separately for each sector \( \tilde{\sigma}_n^z = \pm 1 \). Specifically, the effective Hamiltonian bifurcate into two sectors \( H_{\text{eff}}^\pm = H_{\text{eff}}(\tilde{\sigma}_n^z = \pm 1) \), which have the same form of the Hamiltonian in Eq. (1), with renormalized couplings
\[ \tilde{J}_n^\pm = \frac{J_L J_R}{\Omega(1 \mp \Delta_\Omega)} \] (13)
\[ \tilde{\Delta}_n^\pm = \frac{\Delta_L \Delta_R}{4}(1 \mp \Delta_\Omega). \] (14)
(We stress the overall sign in the coupling \( \Delta \) in Eq. (14) has only the effect of reversing the effective degree of freedom \(|+\rangle \leftrightarrow |-\rangle\).) Since this bifurcation arise at any renormalization group time, a fixed choice of \( \{\tilde{\sigma}_n^z\} \) fixes a unique flow of the parameters \( \{\tilde{J}_n\} \) and \( \{\Delta_n\} \). We denote each such realization as a renormalization group trajectory.

Importantly, the asymptotic form of any trajectory is the same. Indeed, Eq. (14) shows that the couplings \( \Delta \) are reducing in strength at subsequent iterations (asymptotic freedom). This has the relevant consequence that the renormalized coupling distribution are asymptotically independent. In particular, the late-time effective decimation within each renormalization group trajectory is captured by the same decimation rules occurring for the equilibrium strong disorder renormalization group Eq. (3). (We refer to Ref. [52] for an indepth discussion of those flow equations and their stability, while here we pinpoint the key ideas.)

Starting from the joint distribution \( P_{J,\Delta}(\tilde{J}, \tilde{\Delta}; \Omega) \), where \( \Omega \) is the largest energy scale at a specific renormalization group step, the decimation rule Eq. (3) induces a differential equation for \( P_{J,\Delta} \) as \( \Omega \) is decreased
\[ \frac{\partial P_{J,\Delta}}{\partial \Omega} = \mathcal{F}[P_{J,\Delta}]. \] (15)
Here \( \mathcal{F} \) is a functional of \( P_{J,\Delta} \) (see Ref. [32] for the full expression). Switching to the logarithmic variables
\[ \zeta_i = \log \frac{\Omega}{J_i}, \quad \beta_i = -\log |\Delta_i|, \quad \Gamma = \log \frac{\Omega_0}{\Omega} = \log \Omega_0 t, \] (16)
with \( \Omega_0, \Omega \sim 1/t \) the initial and the reduced energy scale, respectively, and integrating Eq.(15) over the interaction variable \( \beta \), we obtain
\[ \frac{\partial \rho_{\zeta}}{\partial \Gamma} = \frac{\partial \rho_{\zeta}}{\partial \zeta}(0) \int_0^\infty d\zeta_L d\zeta_R \delta(\zeta_{\Delta} - \zeta_R) \rho_{\zeta}(\zeta_L) \rho_{\zeta}(\zeta_R) \] (17)
where \( \rho_{\zeta}(\zeta; \Gamma) = \int d\beta P_{\zeta,\beta}(\zeta, \beta; \Gamma) \) is the distribution of \( \zeta \) at renormalization group time \( \Gamma \). At equilibrium, the flow variable \( \Gamma \) is related to the decimation length scale \( \Gamma \sim \sqrt{\ell} \), while in this time-dependent RSRG it is related to the real time scale (via the high-frequency integration) \( \Gamma \sim \log t \) (see also Sec. III). The solution of the flow equation is given by
\[ \rho_{\zeta}(\zeta; \Gamma) = a(\Gamma)e^{-a(\Gamma)\zeta}, \quad a(\Gamma) = \frac{1}{\Gamma + 1/a_0}. \] (18)
which holds for any real \( a_0 \).

C. Predictions and limitations of the renormalization group approach

We now briefly discuss the predictions and limitations of the dynamical strong disorder renormalization group.

In the non-interacting case, it follows from the effective Hamiltonian in Eq. (11) that \( \tilde{\sigma}_n^z \) are effectively decoupled degrees of freedom. Their role is completely accounted for by the virtual interactions between their neighboring sites, which oscillates with a renormalized frequency. Starting from the Néel state, it is hence clear that in the scaling time limit, the state of the system gets approximated by a product of oscillating singlets extending at arbitrary range [63]
\[ |\Psi_t\rangle = \prod_{(i,j) \in I} |s_{i,j}(t)\rangle \prod_{k \in I_e} |s_k\rangle \] (19)
with \( |s_{i,j}(t)\rangle = (|\uparrow_{i,j}\rangle \pm e^{-i\omega_{i,j} t} |\downarrow_{i,j}\rangle)/\sqrt{2} \), and \( \omega_{i,j} \) the oscillating frequency of the pair; moreover, the set \( I \) contains all the decimated pairs, while \( I_e \) the non-decimated spins; finally \( |s_k\rangle = |\uparrow\rangle, |\downarrow\rangle \). (See Fig. 1 (a) for a pictorial representation.)

In the interacting case, instead, the system state is in a superposition of different states of the form (19), each one fixed by a specific value of the conserved number \( \tilde{\sigma}_n^z \) in Eq. (11). Therefore one has
\[ |\Psi_t\rangle = \sum_\mu a_\mu(t) \left[ \prod_{(i,j) \in I^\mu} |s_{i,j}^\mu(t)\rangle \right] \left( \prod_{k \in I_e^\mu} |s_k\rangle \right). \] (20)
Here $\mu$ is a collective index fixing a renormalization group trajectory, i.e. a set of choices of $\{\delta_{\nu}^{\pm}\}$ for subsequent renormalization times. For intermediate times, the state in Eq. (20) is described by a product of independent clusters (see Fig. 1 (b)). Indeed, multiple renormalization group trajectories share the same product structure in Eq. (19), with exception of localized space regions where interactions couple different singlets. This scenario holds for a diluted number of clusters and breaks down when large clusters interact between themselves. We shall discuss the consequences of these results for the quantum information spreading in Sec. III.C.

We conclude by discussing the limitation of strong disorder renormalization group, mainly coming from resonances between high-frequency modes integrated out in different regions of the chain. When resonances are relevant, the perturbative expansion in Eq. (9) fails, and the system rapidly thermalizes. Within the strong disorder regime, which is the one of interest in this paper, we discuss the conditions for which the resonances are irrelevant in the renormalization group sense for the random bond XXZ (see also Ref. [32]). Suppose two pairs oscillating around $\Omega_{0}$ have their typical frequency separated by $\delta \Omega$. We use the probability distribution of bond strength Eq. (18) to estimate the density of couplings mismatched by $\delta \Omega$, that is given by $y \simeq a(\delta \Omega/\Omega_{0})$. Hence, their typical distance scales as $L_{\text{res}} \propto a^{-1}(\Omega/\delta \Omega)$, leading to $\delta \Omega = \Omega_{0}/(L_{\text{res}}a)$. The condition for two pairs to be resonant is for $\delta \Omega$ to be of the same order (or smaller) than their effective interaction $J_{\text{eff}}$. In this scenario, the resonant bonds will escape the reduced dynamics, and explore arbitrary regions of the Hilbert space.

To estimate $J_{\text{eff}}$, we use the renormalization group energy scale associated to the average separation (cf. Sec. II.B) length $L_{\text{dist}} \simeq \ln^{2}(\Omega_{0}/J_{\text{eff}})$ [32, 52].

Imposing that $L_{\text{res}} \simeq L_{\text{dist}}$, we obtain the relation

$$J_{\text{eff}} \sim \Omega_{0} e^{-\sqrt{L_{\text{res}}/a}}.$$  

Then, the condition $J_{\text{eff}} \gtrsim \delta \Omega$ translates to a condition on the typical separation between resonant bonds

$$aL_{\text{res}} e^{-\sqrt{L_{\text{res}}/a}} \gtrsim 1.$$  

Hence, resonances will play no relevant role provided that $a$ is sufficiently small. We recall that $a$ depends on the disorder strength, and on the choice of initial conditions.

III. PROPAGATION OF QUANTUM INFORMATION

We are now in position to discuss the renormalization group asymptotic predictions for the quantum information dynamics generated by Eq. (1), focusing on the Néel state in Eq. (10) as our initial state (while generalization to different product states is straightforward, as already mentioned). After introducing the information measures of interest, we first discuss the case of non-interacting spin chains, and then interacting ones.

A. Observables of interest

In the remaining of this paper, we are going to consider the Rényi entanglement entropies, the Rényi mutual information, the logarithmic negativity, and fermionic negativity. In this subsection, we briefly review their definition, and refer to the literature for additional details.

1. Rényi entropy and mutual information

Given a quantum system and a bipartition $A \cup B$, the entanglement entropy is defined by [64]

$$S_{A} = -\text{tr} \rho_{A} \ln \rho_{A}$$

where $\rho_{A} = \text{tr}_{B} \rho$ is the reduced density matrix associated with the subsystem $A$, and $\rho = |\Psi \rangle \langle \Psi|$ the density matrix of the whole system. For $\alpha > 0$, one can also define the Rényi entropies as [4]

$$S_{A}^{(\alpha)} = \frac{1}{1 - \alpha} \log \text{tr} \rho_{A}^{\alpha}$$

such that $\lim_{\alpha \to 1} S_{A}^{(\alpha)} = S_{A}$. All Rényi entropies are good entanglement measures for any bipartition, provided the global state of the system is pure [65]. If the system is mixed, a scenario of interest when considering a tripartite (or more generally, a multipartite) system, the Rényi entropy is not an entanglement measure as it embodies also classical correlations.

In the case of a tripartition $A_{1} \cup A_{2} \cup B$, a useful measure of correlations between the parties $A_{1}$ and $A_{2}$ is given by the quantum (Rényi) mutual information, defined from Eq. (24) as

$$I_{A_{1}:A_{2}}^{(\alpha)} = S_{A_{1}}^{(\alpha)} + S_{A_{2}}^{(\alpha)} - S_{A_{1} \cup A_{2}}^{(\alpha)}$$

As for the Rényi entropies in Eq. (24), the mutual information is not an entanglement measure being sensitive to the total correlations, both quantum and classical. However, it provides relevant information on how the information propagates in the system. For instance, we recall that the $\alpha = 1/2$ mutual information was found to be proportional to the negativity (see below for a definition) in many settings, ranging from integrable models [66–69] to conformal field theories [24, 70, 71]. We note that this relationship has been recently investigated also within quantum circuits [72], where it was found to hold at early times, and within monitored and open quantum systems [73–78], where it was shown to hold and breakdown in specific setups and regimes.

2. Logarithmic and fermionic negativity

A computable and genuine entanglement measure for generic mixed states is the so-called entanglement negativity [35, 79], which is defined in terms of the partial transposition.
Given the tripartition $A_1 \cup A_2 \cup B$ and the reduced density matrix $\rho_A$ with $A = A_1 \cup A_2$, the partial transpose $\rho_A^{T_B}$ is defined as

$$\langle \varphi_1, \varphi_2 | \rho_A^{T_B} | \varphi_1', \varphi_2' \rangle \equiv \langle \varphi_1, \varphi_2 | \rho_A | \varphi_1', \varphi_2 \rangle,$$

(26)

where $\{ \varphi_i \}$ are bases in $A_i$ ($i = 1, 2$). The logarithmic negativity is defined from $\rho_A^{T_B}$ as

$$\mathcal{E}_{A_1:2} = \log \text{tr} ||\rho_A^{T_B}||,$$

(27)

where $||O|| = \text{tr}\sqrt{OO^T}$ denotes the trace norm of the operator $O$.

In the following we shall consider also the fermionic negativity, recently proposed as an entanglement monotone of particular relevance for fermionic systems [36]. This is of interest to us for two reasons: First, as mentioned above, Eq. (1) maps to an interacting fermionic model via the Jordan Wigner transformation. Furthermore, in the non-interacting limit, the fermionic negativity can be computed using polynomial resources (see Sec. IV).

For convenience, we recall here the expression of the partial time reversal in the basis $|\{s_i\}\rangle$ of the operators $\sigma_i^z$ [80]. (Here $s_j = 1$ for $|↑_j\rangle$ and $s_j = -1$ for $|↓_j\rangle$.) Compared to the partial transpose in Eq. (26), the partial time reversal of the density matrix $\rho_A$ contains an additional phase factor [36, 81, 82]

$$\langle \{s_i\}_1, \{s_i\}_2 | \rho_A^{R_T} | \{s_i'\}_1, \{s_i'\}_2 \rangle \equiv (-1)^{\phi(\{s_i\}, \{s_i'\})} \times \langle \{s_i\}_1, \{s_i'\}_2 | \rho_A | \{s_i'\}_1, \{s_i\}_2 \rangle,$$

(28)

which is defined in terms of $\tau_k = \sum_{j \in A_k} (1 + s_j)/2$ and $\tau_k' = \sum_{j \in A_k} (1 + s_j')/2$ (with $k = 1, 2$) as

$$\phi(\{s_i\}, \{s_i'\}) = \frac{\tau_1(\tau_1 + 2)}{2} + \frac{\tau_2'(\tau_2' + 2)}{2} + \tau_1' \tau_2 + \tau_1 \tau_2' + (\tau_1' + \tau_2')(\tau_1 + \tau_2).$$

(29)

The fermionic negativity is then given by

$$\mathcal{E}^f = \log \text{tr} ||\rho_A^{R_T}||.$$

(30)

In general, the fermionic and the logarithmic negativity are different. However, as we show in the next subsection, they coincide within the scaling limit for states of the form (19) [36]. Using this equality, we shall use the fermionic negativity for the numerical checks in Sec. IV.

B. Quantum information dynamics in the non-interacting limit

In this subsection we discuss the dynamics when $\Delta_i = 0$. As already observed, in this limit the model in Eq. (1) reduces to a non-interacting problem of free fermions with random hoppings (the Dyson model). As discussed in Sec. II C, the state in the scaling limit is described by a product of oscillating pairs extending arbitrarily far in space (cf. Eq. (19)). Hence, it is convenient to first recall the dynamics of pairs formation, which is the building block for computing all the entanglement measures introduced above.

1. Production rate of oscillating pairs

Given an arbitrary bipartition of an infinite system in $A$ (of length $\ell \gg 1$) and its complement $A_c$, we are interested in the number of mutually shared oscillating pairs forming up to a given renormalization group time $\Gamma$. We are going to exploit the equilibrium results derived in Ref. [42] for the singlets production rate, and extend them in the out-of-equilibrium scenario, where singlets are replaced by oscillating pairs.

At equilibrium, the average rate $\gamma_n = \log(\Gamma_{n+1}/\Gamma_n)$ of singlets formation is given by $\gamma_n = 3$. In the scaling limit, this object does not depend on the renormalization step $\gamma = \frac{1}{\Gamma_n}$. Such rate, together with the number of singlets forming over a given bond at renormalization group time $\Gamma$, i.e., $n_b \approx \int_0^\Gamma d\Gamma' \gamma(\Gamma')$ (cf. Eq. (18)), gives direct access to the total number of singlets

$$\pi_{A:A_c} = b_{A:A_c} \cdot \frac{n_b}{\gamma} \approx \frac{b_{A:A_c}}{3} \ln(\Gamma + 1/a_0) + O(1),$$

(31)

where $O(1)$ takes into account subleading corrections, and $b_{X,Y}$ denotes the number of bonds shared by two subsystems $X$ and $Y$. For instance, when the subsystem $A$ consists of a single interval in the middle of the system we have $b_{A:A_c} = 2$, while when it is attached to a boundary $b_{b:A_c} = 1$.

The crucial result of the RSRG procedure in Sec. II is Eq. (17), namely the fact that, in the proper variables, the renormalization group flow describing the system after a quantum quench is the same one would get at equilibrium.

Consequently, when moving to the quench setup Eq. (31) is still valid. What changes is the interpretation of the renormalization group time, now related to the real time through $\Gamma(t) = \ln(\Omega t)$ (cf. Eq. (16)). We note, however, that the number of shared oscillating pairs forming between a finite interval $A$ and its complement $A_c$ will saturate. This is clear from the renormalization group perspective, since the saturation occurs when all the spins of the smallest interval are integrated out. On average, this happens when $\Gamma \sim \sqrt{\ell}$, with $\ell$ being the length of the interval [32, 42, 44]. Overall, the above observations can be summarized in the following expression

$$\pi_{A:A_c}(t) = \frac{b_{A:A_c}}{3} \ln(\Gamma(t) + 1/a_0) + O(1),$$

(32)

with

$$\Gamma(t) = \begin{cases} \ln(\Omega t), & \Gamma(t) \lesssim \sqrt{\ell} \\ \sqrt{\ell}, & \text{otherwise}. \end{cases}$$

(33)
The above results are sufficient to compute the Rényi entropies in Eq. (24).

For the mutual information and the negativity we need to generalize Eq. (32) to arbitrary intervals $X$ and $Y$. In full generality, we consider a $2k$-multipartite system $\bigcup_{X \in \mathcal{G}_0} X$ with $\mathcal{G}_0 = \{A_1, B_1, \ldots, A_k, B_k\}$. We define $\mathcal{G}$ as the set of all possible compact subintervals of the chain. For each $X \in \mathcal{G}$, of length $\ell_X$, we may first use the additivity of the number of oscillating pairs (as it was the case for the number of singlets at equilibrium) shared between $X$ and its complementary $X_c$ to decompose $n_{X:X_c}$ as follows

$$n_{X:X_c} = \sum_{Y,Z \in \mathcal{G}} n_{X \cap Y:X_c \cap Z}. \quad (34)$$

After taking the disorder average, we have a set of linear equations,

$$\pi_{X:X_c} = \sum_{Y,Z \in \mathcal{G}} \pi_{X \cap Y:X_c \cap Z}, \quad (35)$$

whose solution gives $\pi_{X,Y}$ for any $X,Y \in \mathcal{G}_0$. Now, the left-hand side of (35) is the average of pairs between complementary regions, given by Eq. (32). Neglecting sub-leading $O(1)$ contributions, we have

$$b_{X:X_c} / 3 \ln \Gamma_{\ell_X}(t) \simeq \sum_{Y,Z \in \mathcal{G}} \pi_{X \cap Y:X_c \cap Z}. \quad (36)$$

This set of equations can be straightforwardly solved for the variables $\pi_{X \cap Y:X_c \cap Z}$, and a unique solution can be extracted for any chosen partition of the system.

2. Dynamics of the Rényi entropies

Using the pair structure of the dynamical state, it is clear that the average bipartite entanglement entropy of a subsystem $A$ is proportional to the number of shared singlets between $A$ and $A_c$ [32, 42], i.e.,

$$\mathcal{S}_A(t) = s_p \pi_{A:A_c}(t). \quad (37)$$

Now, for the same reason, also the average Rényi entanglement entropy will be proportional to $\pi_{A:A_c}(t)$, but with the Rényi-index prefactor $s_p^{(a)}$. Its contribution can be estimated as follows.

Consider a pair of spins oscillating at high-frequency $\omega$ between the two configuration $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$ described by a state of the form $|s\rangle = (|\uparrow\rangle + e^{i\omega t}|\downarrow\rangle)/\sqrt{2}$, with $|\pm\rangle$ defined in Sec. II. Within the renormalization group approach, this effective emergent degree of freedom is seen as frozen by the remaining of the chain. Thus, $s_p^{(a)}$ is estimated as the time-average, over one period, of its Rényi entropy.

Given the associated density matrix reads in the basis $\{|\uparrow\uparrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\downarrow\rangle, |\downarrow\uparrow\rangle\}$

$$\rho_s = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 + \cos \omega t & -i \sin \omega t & 0 \\ 0 & i \sin \omega t & 1 - \cos \omega t & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (38)$$

the spectrum of the reduced density matrix $\rho_1(t) = \text{Tr}_2 \rho_s$ is given by

$$\lambda_\pm = \frac{1}{2}(1 \pm \cos(\omega t)). \quad (39)$$

It follows, from the definition in Eq. (24), that

$$s_p^{(a)} = \frac{1}{1 - \alpha} \frac{\omega}{2\pi} \int_0^{2\pi/\omega} dt \ln \left( \sum_{\mu = \pm} \lambda_\mu^a(t) \right). \quad (40)$$

In particular, Eq. (40) gives the following contribution for the entanglement entropy [83]

$$s_p = \lim_{\alpha \rightarrow 1} s_p^{(a)} = (2 \log 2 - 1) \simeq 0.386. \quad (41)$$

Combining Eq. (40) with the scaling of the singlet formation Eq. (32), we obtain

$$\bar{S}_A^{(a)}(t) = s_p^{(a)} \frac{b_{A:A_c}}{3} \log (\Gamma_{\ell}(t) + 1/a_0). \quad (42)$$

We conclude the discussion on the entropies with some remarks. First, the entanglement propagation in Eq. (42) obeys the logarithmic bound of information propagation proven in Ref. [84]. Furthermore, the stationary value of the entanglement entropy saturate to a non-thermal value, namely

$$\bar{S}_A^{(a)}(\infty) \simeq s_p^{(a)} \frac{b_{A:A_c}}{6} \ln \ell. \quad (43)$$

Lastly, the predictions presented here are compatible with the numerical results presented in Ref. [16] for the random transverse field Ising chain, and for the random XX chain presented in Ref. [18]. We shall review some related aspects in Sec. IV.

3. Logarithmic negativity, fermionic negativity and mutual information

In this section, we discuss the observables of main interest for this manuscript, i.e. the entanglement negativity and the mutual information.

As for the Rényi entropies, the starting point of our analysis is the pair product structure of the time-dependent state. From this, it follows that, given the tripartition $A_1 \cup A_2 \cup B$, the average logarithmic negativity is

$$\bar{\mathcal{E}}_{A_1:A_2}(t) = \epsilon_p \pi_{A_1:A_2}(t) \quad (44)$$
where $\epsilon_p$ is the negativity associated to the oscillating pair, and $\pi_{A_1: A_2}(t)$ are the shared pairs between $A_1$ and $A_2$. The latter is obtained solving Eq. (36) for a specified partition (examples follow below), whereas $\epsilon_p$ is estimated from the oscillating pair density matrix $\rho_s$ (cf. Eq. (38)) and using the definition in Eq. (26). The partial transpose of Eq. (38) with respect to the second spin is given by

$$\rho_s^{T_2} = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & i \sin \omega t \\ 0 & 1 + \cos \omega t & 0 & 0 \\ 0 & 0 & 1 - \cos \omega t & 0 \\ -i \sin \omega t & 0 & 0 & 0 \end{pmatrix}. \tag{45}$$

The trace norm is easily computed by diagonalizing the above matrix, and the negativity contribution reads

$$\mathcal{E}_s(t) \equiv \ln ||\rho_s^{T_2}|| = \ln(1 + |\sin \omega t|). \tag{46}$$

Time-averaging over a period we get

$$\epsilon_p = \frac{\omega}{2\pi} \int_0^{2\pi/\omega} dt \mathcal{E}_s(t) = \frac{4\text{Cat}}{\pi} - \log 2. \tag{47}$$

Here $\text{Cat} \approx 0.915 \ldots$ is the Catalan constant.

Two remarks are in order here. First, by explicit computation, the prefactor $\epsilon_p$ is the same for the fermionic negativity (cf. Eq. (30)), and for the Rényi entropy at $\alpha = 1/2$ (cf. Eq. (24)). Furthermore, since the state is a product state of singlets, it is easy to compute fermionic negativity and the mutual information explicitly, and verify that

$$\mathcal{E}_{A_1: A_2} = \mathcal{E}_{A_1: A_2} = \frac{f^{(1/2)}_{A_1: A_2}}{2}. \tag{48}$$

We now provide two explicit examples by choosing the specific geometry of the tripartition. The solution of Eq. (36) for these scenarios follows from the equilibrium calculations presented in Ref. [45, 48].

a. Adjacent intervals. We consider a tripartition $A_1 \cup A_2 \cup B$ of an infinite systems, with $A_1$ and $A_2$ two adjacent intervals of finite length $\ell_1$ and $\ell_2$, respectively. In this case, according to Eq. (36), we get the following linear equations

$$\begin{cases} \pi_{A_1: (A_1)_c} = \pi_{A_1: A_2} + \pi_{A_1: B} = \frac{2}{3} \ln \Gamma_{\ell_1}(t) \\ \pi_{A_2: (A_2)_c} = \pi_{A_1: A_2} + \pi_{A_2: B} = \frac{2}{3} \ln \Gamma_{\ell_2}(t) \\ \pi_{A_1 \cup A_2: B} = \pi_{A_1: B} + \pi_{A_2: B} = \frac{2}{3} \log \Gamma_{\ell_1 + \ell_2}(t) \end{cases} \tag{49}$$

The solution is given by

$$\pi_{A_1: A_2}(t) = \frac{1}{3} \log \left( \frac{\Gamma_{\ell_1}(t) \Gamma_{\ell_2}(t)}{\Gamma_{\ell_1 + \ell_2}(t)} \right). \tag{50}$$

Eq. (50) together with Eqs. (44) and (47) is the complete result for the evolution of the entanglement negativity in the Dyson model.

Let us now discuss the consequences on the entanglement negativity. Assuming without loss of generality that $\ell_1 < \ell_2$, we get (cf. Eq. (33))

$$\mathcal{E}_{A_1: A_2} = \frac{\epsilon_p}{3} \begin{cases} \log \log(\Omega_0 t) & t \lesssim e^{\sqrt{T_1}} \\ \log \sqrt{T_1} & t \lesssim e^{\sqrt{T_2}} \\ \log \left( \frac{\ell_1 \ell_2}{\ell_1 + \ell_2} \right) & t \gtrsim e^{\sqrt{T_1} + T_2} \end{cases} \tag{51}$$

Eq. (51) shows four interesting and unusual regimes: (i) an initial double-log growth (as for the entanglement entropy); (ii) a first plateau (dissolving into a cusp for $\ell_1 = \ell_2$); (iii) a new time dependence, where entanglement decreases; (vi) a final saturation to a value which is non extensive, and different from the ground state one (even if with the same logarithmic scaling). The typical behaviour is reported in Fig. 2.

While the initial growth, as well as the final saturation, are reminiscent of the entanglement entropy behavior, the intermediate regimes are clearly different: in particular an intermediate plateau is followed by a decrease of entanglement. This is similar to what happens for the entanglement negativity after a quench in clean systems: the same behavior, indeed, was found both in the context of conformal field theory [85] and for integrable models [68]. The difference is the scale of time: the linear rate at which the entanglement changes in clean systems is now replaced by a logarithmic rate. Once again, this is consistent with the logarithmic bound of entanglement growth in Ref. [84].

b. Disjoint intervals. A similar approach can be used for a (infinite) system $B_2 \cup A_1 \cup B_1 \cup A_2 \cup B_2$ where we focus on two disjoint intervals $A_1$ and $A_2$ of finite
Hamiltonian degrees of freedom group trajectories, fixed by the values of the effective de-
in Sec. II, interactions lead to separate renormalization characteristic couplings at initial time). As described
clusters around the boundaries of $A$ (in the figure being a single interval) of length $\ell$ we have two limiting regimes. (a): In the regime $d_0(t) \ll \ell$, only the clusters around the boundaries of $A$ ($b_1A_1 = 2$ in this specific case) will contribute to the entanglement. (b): At later times, instead, when $d_0(t) \gg \ell$, we eventually expect the entropy to saturate. The entanglement behaviour describing these two regimes is given in Eq. (56).

length, respectively $\ell_1$ and $\ell_2$, separated by an interval $B_1$ of length $r$. Following the calculations in Ref. [86] we get

$$ F_{A_1: A_2}(t) = \frac{e^p}{3} \log \left( \frac{\Gamma_{\ell_1+r}(t)\Gamma_{\ell_2+r}(t)}{\Gamma_r(t)\Gamma_{\ell_1+\ell_2+r}(t)} \right), \quad (52) $$

whose profile is again given in Fig. 2.

C. Quantum information dynamics in the interacting system

Switching on interactions ($\Delta_1 \neq 0$), the qualitative picture described breaks down at a characteristic time $t^0_{\text{ent}} \sim 2\Omega_0/(J_0^2 \Delta_0)$. (Here the subscript 0 denotes the characteristic couplings at initial time). As described in Sec. II, interactions lead to separate renormalization group trajectories, fixed by the values of the effective degrees of freedom $\Delta^*_n$, which are conserved by the effective Hamiltonian $H_{\text{eff}}$ at each time-step. After the time $t^0_{\text{ent}}$, two different trajectories related by different values of a specific $\Delta^*_n$ start generating mutual entanglement and the system state is in a superposition of multiple oscillating pairs. In particular, after a time $t^0_{\text{ent}}$, the state starts to form multispin entanglement clusters.

As we discuss below, we are not able to work out the negativity dynamics in all the regimes discussed in Sec. III B due to the complex coherent pattern arising in the interacting case. Nonetheless, some relevant phenomenological results can still be deduced.

1. Entanglement and Rényi entropies

First, it is instructive to review the entanglement entropy spreading estimated in Ref. [32].

An important observation is that an effective spin will get entangled with the neighboring spins at the characteristic time $t^1_{\text{ent}} \sim 2\Omega_1/(J_1^2 \Delta_1)$, where the subscript 1 denotes the typical couplings at the time of formation of the effective spin. This reasoning is straightforwardly generalized to a cluster of decimated spins as follows. Consider a given time $t_{\text{in}}$ such that the average distance between non-decimated spins is given by (cf. Sec. II C)

$$ d(t_{\text{in}}) = [a_0 \log (\Omega_0 t_{\text{in}}) + 1]^2. \quad (53) $$

Then, by the time $t \sim t_{\text{in}} + t_{\text{ent}} (t_{\text{ent}} \sim 2\Omega_{\text{ent}}/(J_{\text{ent}}^2 \Delta_{\text{ent}}))$ is the characteristic time fixed by the typical renormalized interactions between the neighboring sites of the cluster), we can assume all the spins within $d(t_{\text{in}})$ to be entangled, namely entanglement clusters of length $d(t_{\text{in}})$ have formed. Thus, the entanglement entropy at time $t$ is estimated [32] to be $S_A(t) \approx d(t_{\text{in}})/2$. This is obtained as the mean entropy of a random state [87], conditioned to the available degrees of freedom, giving the factor 1/2 which takes into account the fact that the states with aligned spins in each eliminated pair are not populated (cf. Sec. II). Next, one need to express $d(t_{\text{in}})$ as a function of $t$. This leads to

$$ d_0(t) \equiv d(t_{\text{in}}(t)) \approx \left( \frac{\log(t/t^0_{\text{ent}})}{\log(\Omega_0/J_0)} + 1 \right)^2 \theta(t-t^0_{\text{ent}})\theta(t^* - t) $$

$$ + \left( \frac{\log(t/t^0_{\text{ent}})}{\log(\Omega_0/J_0)} + 1 \right)^{2\phi} \theta(t - t^*) - 1 \quad (54) $$

where $\theta(x)$ denotes the Heaviside theta function, $\phi = (1 + \sqrt{5})/2$ is the golden ration, and $t^*$ is a crossover time which depends on the initial conditions (see Ref. [32] for details). Remarkably, this shows both the unbounded logarithmic growth of the entanglement entropy seen in the numerical simulations [13, 14], as well as the delay of this interaction-induced growth by a time that scales as the inverse interaction strength [15].

Now, one can actually extend the exact same reasoning to Rényi entropies $S_A^{(\alpha)}$. In fact, for large subsystem one has $S_A^{(\alpha)} = \overline{S_A}$, namely the average do not depend on the Rényi index $\alpha$ [88]. We conclude that for all $\alpha > 0$ it holds

$$ \overline{S_A^{(\alpha)}}(t) \approx d_0(t)/2 \quad (55) $$

with $d_0(t)$ in (54).

The above predictions are valid for an infinite system cut in two via a single cut. In the case of a finite subsystem, we expect the entanglement to saturate: a conjecture for the saturation to an extensive non-thermal value is given, again, in Ref. [32].

Following the guidelines in Refs. [89, 90], the above discussion can be further generalized to the subsystems
made of several intervals. We consider the generic case of a subsystem $A = \cup_i A_i$ made of $k$ disjoint intervals $A_i$ of length $\ell_i$, separated by distances $r_i$, within an infinite system, so that the entangling surface is made by $b_{A:A_c} = 2k$ points (boundaries). We denote by $r_{\min} = \min_i r_i$ the minimum distance between intervals, and $\ell_{\min} = \min_i \ell_i$ and $\ell_{\max} = \max_i \ell_i$ the length of the smallest and the largest intervals, respectively. In the limit $d_0(t) \ll r_{\min}, \ell_{\min}$ – a regime that typically holds on exponential times $t$ –, the contributions to the entanglement from each boundary add up. The clusters, indeed, become the “independent units” in the interacting case, and the state can be approximated (at leading order) as a tensor product of such clusters (cf. Sec. II C). Conversely, in the limit $d_0(t) \gg \ell_{\max}$, the subsystem $A$ reaches its non-thermal entanglement stationary value. The above considerations can be summarized in

$$S_A^{(\alpha)}(t) \simeq \begin{cases} \frac{b_{A:A_c}}{2} d_0(t) & d_0(t) \ll r_{\min}, \ell_{\min} \\ \frac{c\sum_i \ell_i}{2} & d_0(t) \gg \ell_{\max} \end{cases},$$

for some positive (unknown) constant $c$. A pictorial representation is given in Fig. 3.

2. Logarithmic negativity and mutual information

Similarly to the non-interacting case, but now restricting to the time regime where clusters are much smaller than all characteristic lengths in the systems, the behavior of the logarithmic and fermionic negativity, and of the mutual information can be simply deduced from those of Rényi and entanglement entropies above.

Consider in particular the case of two intervals $A_{1,2}$ of length $\ell_{1,2}$, embedded in an infinite system (see pictorial representation in Fig. 4). In the small clusters regime we find

$$\mathcal{E}_{A_{1}:A_{2}} = \mathcal{E}_{A_{1}:A_{2}}^f = \frac{I^{(\alpha)}_{A_{1}:A_{2}}}{2} = \frac{b_{A_{1}:A_{2}}}{2} d_0(t)$$

with $b_{A_{1}:A_{2}}$ the number of shared boundaries between $A_1$ and $A_2$, namely

$$b_{A_{1}:A_{2}} = \begin{cases} 2 & A_1, A_2 \text{ adjacent} \\ 0 & A_1, A_2 \text{ disjoint.} \end{cases}$$

We note, again, that the times where such prediction holds extend to exponentially long times (cf. Eq. (54)).

Let us note that the relation between negativity and mutual information in Eqs. (57)-(58), valid for any index $\alpha$, may be an artifact of the rough estimate in Eq. (56). These stem from the average entanglement contribution of a random state, as considered in Ref. [32]. We leave for future work to investigate the fine-structure properties of the Rényi entropies of the interacting model. Furthermore, when the cluster size is comparable to the subsystems, the simplified discussion proposed here fails, since the additivity property breaks down. In particular, we cannot estimate through simple arguments the intermediate regimes, due to the complex multipartite structure.

We can however estimate the expression for both the negativity and the mutual information at $t \gg \ell_1, \ell_2$. In this case, the spins in the system $A$ belong to a same entanglement cluster. Assuming finite $\ell_1, \ell_2$, it follows from Ref. [91] that the negativity at large time is $\mathcal{E}_{A_{1}:A_{2}} = 0$. Similarly, the contributions of the mutual information are estimated from Eq. (56), which again give in the late time regime $I^{(\alpha)}_{A_{1}:A_{2}} = 0$.

IV. NUMERICAL BENCHMARKS

To support the renormalization group results presented in this manuscript, in this section we provide numerical tests for the Dyson model.

We map Eq. (1) for $\Delta_1 = 0$ through a Jordan Wigner transformation [53] to

$$H = \sum_i J_i (c_i c^\dagger_{i+1} + h.c.) \equiv \langle \tilde{c} \rangle \cdot \mathcal{H} \cdot \tilde{c},$$

where $c_i$ and $c^\dagger_i$ are respectively the annihilation and creation fermionic operators, and $\mathcal{H}$ is the Hamiltonian density. We note that for periodic boundary conditions in Eq. (1), antiperiodic boundary condition (ABC) apply in Eq. (59) (BC=ABC, i.e. $J_{L+1} = -J_1$), whereas
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the computational complexity for the time-evolution requires exponential resources. Since the expectation of the strong disorder renormalization group requires the scaling limit, we do not attempt a comparison between numerics and the renormalization group results presented in Sec. III.C.

The entanglement entropy and the fermionic negativity are then computable in polynomial resources [93]. For completeness, we briefly summarize how these are computed from the correlation matrix (cf. Eq. (61)) and refer to the literature for additional details.

### a. Entanglement entropy

Given a bipartition $A \cup B$, the entanglement and Rényi entropy are encoded in the reduced correlation matrix $C_{1,j}^A = C_{i,j}$ for $i, j \in A$

\[
S^{(\alpha)} = \frac{1}{1 - \alpha} \text{tr} \ln [C^{\alpha} + (\mathbb{1} - C)^{\alpha}]
\]  

where $\mathbb{1}$ is the matrix identity of dimension $|A| \times |A|$ [92]. In a similar fashion, one can compute the Rényi mutual information.

### b. Fermionic negativity

Given a tripartition $A_1 \cup A_2 \cup B = A \cup B$, we define the correlation matrix $G = 2C^A - \mathbb{1}$. It can be proven [36, 78, 94] that the partial time reversal density matrix is still a Gaussian state.

The latter, and its hermitian conjugate, both needed in the evaluation of the operator norm in Eq. (30), are given by

\[
G_{\pm} = \left( \begin{array}{cc} G_{A_1, A_1} \pm iG_{A_1, A_2} \\ \pm iG_{A_2, A_1} - G_{A_2, A_2} \end{array} \right).
\]  

Introducing the matrix

\[
G_* = \frac{1}{2} \left[ \mathbb{1} - (\mathbb{1} + G_+ G_-)^{-1} (G_+ + G_-) \right],
\]  

the fermionic negativity is given by

\[
\mathcal{E}' = \sum_j \left( \ln \left( \sqrt{\mu_j} + \sqrt{1 - \mu_j} \right) + \frac{1}{2} \ln [1 - 2\lambda_j + 2\lambda_j^2] \right),
\]

where $\mu_j$ are the eigenvalues of $G_*$ and $\lambda_j$ are the eigenvalues of $C^A$. Since the logarithmic negativity $\mathcal{E}$ and the fermionic negativity $\mathcal{E}'$ are expected to coincide for the non-interacting case and in the scaling limit (cf. Eq. (48)), we shall consider in this section only the fermionic negativity, and denote it simply (entanglement) negativity.

We conclude this subsection with a remark. In the interacting case ($\Delta \neq 0$) the system is not Gaussian, and the computational complexity for the time-evolution requires exponential resources. Since the expectation of the strong disorder renormalization group requires the scaling limit, we do not attempt a comparison between numerics and the renormalization group results presented in Sec. III.C.
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Figure 6. Rényi entropies in the Dyson model.—The time dependence of the Rényi entropy is plotted for $L = 512$, varying $\ell = |A|$, and varying $\alpha = 2/3$ in a system with periodic boundary conditions with $\delta = 6$. We use the geometry depicted in Fig. 5, and plot in the main figure the bare data. (Inset) The Rényi entropy rescaled by the pair contribution $s^{(2)}$ (cf. Eq. (40)). Here, $f(t)$ is the expected scaling behavior (cf. Sec. IIIB), plotted to guide the eye.

A. Results

We use Eq. (62) to evaluate the time evolution to times $t_{\text{max}} \sim 10^{15}$ starting from a Néel state, and use Eq. (63) to compute the negativity. The maximum time $t_{\text{max}}$ is fixed by the constraint of using double precision floating point numerics. We shall consider $N = 10^5$ disorder realization for each choice of $L$, subsystem size $\ell$, and disorder strength $\delta$.

In Fig. 5 we plot the propagation of entanglement entropy, mutual information and negativity for a chain of length $L = 512$ and considering adjacent intervals of size $\ell_1 = \ell_2$. (In Appendix B, we discuss the robustness of such results by varying the total system size). We compare these results with the analytic estimates obtained in Sec. III B, finding good agreement.

We note that, due to the double logarithmic behavior of the entanglement measures, we can only explore the first regime in Eq. (33). Nevertheless, these results are informative, and show that the product ansatz explored in Eq. (19) is valid. Indeed, the mutual information and the negativity collapse onto each other for sufficiently large system sizes (whereas they present finite size corrections for small systems).

To cross-validate the pair picture, in Fig. 6 we plot different values of the Rényi entropy, and show the curves at different $\alpha$ all collapse onto a single curve when rescaled by Eq. (40).

Overall, these numerical results demonstrate the strong disorder renormalization group analysis captures the relevant physics of the quantum information dynamics.

V. CONCLUSIONS

In this paper we have discussed the propagation of quantum information in systems with strong disorder. We have considered an archetypal model (the random bond XXZ spin chain) to derive analytical predictions through the time-dependent real space renormalization group method.

In the absence of interactions, we showed the dynamical state is described by a dynamical generalization of the RSP, namely it is well approximated by a product state of oscillating pairs in the scaling limit. From this, we were able to estimate the spreading of the Rényi entropy, the mutual information and the entanglement negativity. For the regime accessible by double-precision numeric, we benchmark these results with numerical simulations, finding good agreement.

In the interacting case, we were able to generalize the results in Ref. [32] for the entanglement entropy to provide qualitative predictions for Rényi entropies and (Rényi) mutual information. For negativity and mutual information, the complex multipartite entanglement structure allows us to estimate the case of adjacent intervals for the (exponentially extended) early time regime, and in the late time limit. Within the former, we find the mutual information and the entanglement negativity are proportional, and scale logarithmically in time. Instead, at late times, both these quantities vanish, similarly to what occurs in integrable quantum systems [68].

Our results provide a qualitative understanding of the quantum information spreading in random spin chains. It would be interesting to investigate the spreading on symmetry resolved entanglement quantifiers [49, 95–105], which provide suitable tools for the experimental entanglement detection, as demonstrated in Ref. [106, 107]. Similar techniques can be also applied in systems with long range interactions [108–110], where the dynamics of entanglement is known to be atypical also in pure systems [111–114]. Additionally, it would be interesting to study the quantum information dynamics of open quantum systems in disordered media, whose clean dynamics has recently been considered [78, 115, 116]. Strong disorder renormalization group has been already applied to dissipative systems in Ref. [117], and more recently in the context of measurement-induced entanglement transitions [118].
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Appendix A: High-frequency Floquet integration and derivation of the effective Hamiltonian

In this section we review the high-frequency Floquet expansion, and how to derive the effective Hamiltonian Eq. (11). We refer to Ref. [56, 57] for additional details.

1. High-frequency Floquet expansion

We consider the generalization of the decomposition in Eq. (4), that is \( H = H_\Omega + V + H_{\text{rest}} \). In full generality, we assume

\[
H_\Omega = \sum_{\phi \in \sigma(H_\Omega)} P_\phi
\]

where \( \sigma(H_\Omega) \) is the spectrum of \( H_\Omega \), \( P_\phi \) are the projectors onto the eigenvalues spaces. We simplify the description to the case of non-degenerate spectrum, so that \( P_\phi \) map onto a one dimensional manifold. (Similar considerations can be extended to the degenerate case, combining the following analysis with ordinary degenerate perturbation theory). We assume that \( H_{\text{rest}} \) is unaffected, at leading order, by \( H_\Omega \), hence entering trivially the effective Hamiltonian \( H_{\text{eff}} \) in Eq. (11). We can therefore only focus on the action of \( H_\Omega \) on \( V \).

In the interaction picture

\[
V_I(t) = e^{iH_\Omega t} e^{-iH_\Omega t} = \sum_{\phi, \chi} e^{-i(E_\chi - E_\phi)t} P_\phi V P_\chi. \tag{A2}
\]

We introduce the energy differences \( \Delta E_j = E_\chi - E_\phi \), labelled by an integer \( j \). We have:

\[
V_I(t) = \sum_j e^{i\Delta E_j t} V_j, \quad V_j = \sum_\phi \sum_\chi P_\phi V P_\chi \delta_{\Delta E_j, E_\chi - E_\phi}. \tag{A3}
\]

The unitary evolution in the interaction picture in Eq. (7) is given by

\[
U_I(t) = T e^{-i \int_0^t d\tau V_I(\tau)} = 1 - i \int_0^t d\tau V_I(\tau) - \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 V_I(\tau_1)V_I(\tau_2) + \mathcal{O}(t^3) \tag{A4}
\]

We recall the renormalization step is given by

\[
U_I(t) \mapsto U_{\text{eff}}(t) = e^{-iH_{\text{eff}} t} = 1 - i H_{\text{eff}} t - \frac{1}{2} H_{\text{eff}}^2 t^2 + \mathcal{O}(t^3). \tag{A5}
\]

This is done by expanding both unitary operators \( U_I(t) \) and \( U_{\text{eff}}(t) \) and matching the same order terms. We have

\[
H_{\text{eff}} = H_{\text{eff}}^{(0)} + H_{\text{eff}}^{(1)} + \mathcal{O} \left( \frac{1}{\max\{\Delta E_j\}} \right)^2. \tag{A6}
\]

where

\[
H_{\text{eff}}^{(0)} = \frac{1}{t} \int_0^t d\tau V_I(\tau) = V_0 \tag{A7}
\]

\[
H_{\text{eff}}^{(1)} = -\frac{i}{2t} \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 V_I(\tau_1)V_I(\tau_2) = \sum_{j, \Delta E_j > 0} \frac{1}{\Delta E_j} \begin{bmatrix} V_j & V_j^\dagger \end{bmatrix} \tag{A8}
\]

After simple algebra, we get

\[
H_{\text{eff}} = \sum_\phi P_\phi V P_\phi + \sum_\phi \sum_{\chi \neq \phi} P_\phi V \frac{P_\chi}{E_\phi - E_\chi} V P_\chi. \tag{A9}
\]

Let us notice that, although the projectors act on the full Hilbert space of \( H_\Omega \), in practice depending on the interactions, only a reduced manifold of degrees of freedom is populated. See also the discussion in Sec. II.

2. Analysis for the Hamiltonian in Eq. (1)

We now specialize to the Hamiltonian in Eq. (1), and apply the rules obtained in the previous section (cf. Eq. (A9)). Let us write the explicit form of \( H_\Omega \)

\[
H_\Omega = \frac{\Omega}{2} \begin{pmatrix}
\Delta_\Omega & 0 & 0 & 0 \\
0 & -\Delta_\Omega & 1 & 0 \\
0 & 1 & -\Delta_\Omega & 0 \\
0 & 0 & 0 & \Delta_\Omega/2
\end{pmatrix}. \tag{A10}
\]
In this section we consider additional numerical checks. Specifically we show how the results presented in Sec. IV change when (i) considering different system sizes $L$; (ii) different disorder strength $\delta$; (iii) different initial conditions. Our results are summarized in Fig. 7. (For readability, we avoid including all the tests, and report only a selection of them.)

First, we note that for a fixed $\ell \ll L$, the value of $L$ is irrelevant, and all the curves fall on top of each other (See Fig. 7(Left)).

whose eigendecomposition is given by

$$E_s = -\frac{\Omega}{2} \left( 1 + \frac{\Delta \Omega}{2} \right) |s\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)$$  \hspace{1cm} (A11)

$$E_{t_0} = +\frac{\Omega}{2} \left( 1 - \frac{\Delta \Omega}{2} \right) |t_0\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)$$ \hspace{1cm} (A12)

$$E_{t_\pm} = +\frac{\Omega \Delta \Omega}{4} |t_\pm\rangle = |\uparrow\uparrow\rangle, \quad |t_-\rangle = |\downarrow\downarrow\rangle$$ \hspace{1cm} (A13)

Using Eq. (A9), we obtain the effective Hamiltonian. For convenience, we report here the non-zero leading contributions

$$\phi = s, \chi = t_0 : \quad -\frac{1}{\Omega} \langle \langle \langle [V] t_0 \rangle \langle \langle s] \rangle \rangle |s\rangle \rangle s = -\frac{\Delta_L \Delta_R J_R}{2 \Omega} [s] \sigma_L^+ \sigma_R^+ |s\rangle \langle s| - \frac{\Delta_L^2 J_L^2 + \Delta_R^2 J_R^2}{4 \Omega}$$ \hspace{1cm} (A14)

$$\phi = s, \chi = t_\pm : \quad -\frac{1}{\Omega (1 + \Delta \Omega)} \langle \langle [V] t_\pm \rangle \langle \langle s] \rangle \rangle |s\rangle \rangle s = -\frac{J_L J_R}{2 \Omega (1 + \Delta \Omega)} (\sigma_L^+ \sigma_R^+ + \sigma_L^{-} \sigma_R^{-}) |s\rangle \langle s|$$ \hspace{1cm} (A15)

$$\phi = t_0, \chi = s : \quad \frac{1}{\Omega} \langle \langle [V] t_0 \rangle \langle \langle s] \rangle \rangle |t_0\rangle \rangle t_0 = \Delta_L \Delta_R J_R \sigma_R^+ \sigma_L^+ |t_0\rangle \langle t_0| + \frac{\Delta_L^2 J_L^2 + \Delta_R^2 J_R^2}{4 \Omega}$$ \hspace{1cm} (A16)

$$\phi = t_0, \chi = t_\pm : \quad \frac{1}{\Omega (1 + \Delta \Omega)} \langle \langle [V] t_\pm \rangle \langle \langle t_0] \rangle \rangle |t_0\rangle \rangle t_0 = \frac{J_L J_R}{2 \Omega (1 + \Delta \Omega)} (\sigma_L^+ \sigma_R^+ + \sigma_L^{-} \sigma_R^{-}) |t_0\rangle \langle t_0|.$$ \hspace{1cm} (A17)

Summing them up, and using the definition in Eq. (12), we obtain the final expression Eq. (11).

**Appendix B: Additional numerical results**

In this section we consider additional numerical checks. Specifically we show how the results presented in Sec. IV change when (i) considering different system sizes $L$; (ii) different disorder strength $\delta$; (iii) different initial conditions. Our results are summarized in Fig. 7. (For readability, we avoid including all the tests, and report only a selection of them.)

In Fig. 7(Center,Right), we compare the results using open boundary conditions, for which $b_{A,A_c} = 1$ (cf. Eq. (32)). We can appreciate the agreement between numerical results and the theoretical prediction.

The values of the disorder give instead non-universal contributions in the dynamics, but the late time behavior is the same for subsystems that are sufficiently large. These are shown in Fig. 7 (Center).

Lastly, we note that the initial condition is irrelevant to the overall physical picture. As shown in Fig 7 (Right), averaging over the initial random product state conditions, and on the disorder configurations. Contrary to
the remaining of the paper (where we use $\mathcal{N} = 10^6$ realizations), in total $\mathcal{N} = 10^5$ for this plot. It is clear from the plot that the qualitative predictions of the RSRG are unaffected by the choice of the initial state.
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