Enforcing connectivity of 3D linear structures using their 2D projections
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Abstract. Many biological and medical tasks require the delineation of 3D curvilinear structures such as blood vessels and neurites from image volumes. This is typically done using neural networks trained by minimizing voxel-wise loss functions that do not capture the topological properties of these structures. As a result, the connectivity of the recovered structures is often wrong, which lessens their usefulness. In this paper, we propose to improve the 3D connectivity of our results by minimizing a sum of topology-aware losses on their 2D projections. This suffices to increase the accuracy and to reduce the annotation effort required to provide the required annotated training data. Code is available at https://github.com/doruk-oner/ConnectivityOnProjections.
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1 Introduction

Delineating 3D curvilinear structures, such as veins and arteries visible in computed tomography (CT) scans, or dendrites and axons revealed by light microscopy (LM) scans, is central to many applications. State-of-the-art algorithms typically rely on deep networks trained to classify each voxel as either foreground or background by minimizing a voxel-wise loss. Networks trained this way are good at voxel classification but nevertheless prone to topological errors, such as unwarranted gaps in the linear structures and false interconnections between them. This mostly occurs when vessels and neuronal projections appear as thin but densely woven structures and misclassifying a few voxels can disrupt their connectivity without much influence on voxel-wise accuracy. These errors greatly reduce the usefulness of the resulting arborization models. Correcting them requires manual interventions, which is very time consuming when performed on whole-brain microscopy scans or whole-organ CT scans, especially at scales sufficiently large to produce statistically significant results.

⋆ The two authors contributed equally to this paper.
In other words, networks trained by minimizing losses such as the Cross Entropy and the Mean Squared Error, which are sums of per-voxel terms independent of all other voxels, struggle to learn patterns formed jointly by groups of voxels [14, 6, 24]. A promising approach to addressing this issue is to develop topology-aware loss functions that evaluate patterns emerging from predictions for multiple voxels. This includes perceptual losses [23], loss functions based on persistent homology [14, 6], and a loss that enforces continuity of linear structures by penalizing interconnections between background regions on their opposite sides [24]. The latter has proved to be more effective for 2D images than the others but does not naturally generalize to 3D volumes.

In this paper, we start from the observation that continuity of a 3D linear structure implies continuity of its 2D projections. Hence, we can use a topology-aware loss, such as the one of [24], to penalize connectivity errors in 2D projections of the 3D predictions, thereby indirectly penalizing the errors in the 3D originals. This also means that we can use 2D annotations, which are much easier to obtain than full 3D ones, to train a 3D network. This is close in spirit to the approach of [18] in which delineation networks are trained by minimizing a loss function in maximum intensity projections of the predictions and the annotations.

We demonstrate the effectiveness of our approach for delineating neurons in light microscopy scans and tracing blood vessels in Magnetic Resonance Angiography scans. Not only do we produce topologically correct delineations, but we also reduce the annotation effort required to train the networks.

2 Related work

Over the years, many approaches to delineating 3D linear structures have been proposed. They range from hand-designing filters that are sensitive to tubular structures [9, 19, 29] to learning such filters [34, 1] using support vector machines [15], gradient boost [28], or decision trees [30].

Neural networks have now become the dominant technique [21, 11, 20, 25, 12, 33]. They are often trained by minimizing pixel-wise loss functions, such as the cross-entropy or the mean square error. As a result, the delineations they produce often feature topological mistakes, such as unwarranted gaps or false connections. This occurs because it often takes very few mislabeled pixels to significantly alter the topology with little impact on the pixel-wise accuracy.

Specialized solutions to this problem have been proposed in the form of loss functions comparing the topology of the predictions to that of the annotations. For example, the perceptual loss [22] has been shown to be sensitive to topological differences between the prediction and the ground truth, but cannot be guaranteed to penalize all of them. Persistent Homology [7] is an elegant approach to describing and comparing topological structures. It has been used to define topology-oriented loss functions [13, 6, 4]. Unfortunately, computing this loss is computationally intensive and error-prone because it does not account for the location of topological structures. clDice [27] is a loss function that employs
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a soft skeletonization algorithm to compare the topology of the prediction and the annotation, but it is designed for volumetric segmentation, whereas we focus on tracing linear structures given their centerlines.

For delineation of 2D road networks, existing approaches are outperformed by the method of [24] that repurposes the MALIS loss initially proposed to help better segment electron microscopy scans [2, 10] to improve the topology of reconstructed loopy curvilinear networks. Unfortunately, the algorithm of [24] can only operate in 2D. In this paper, we show how it can nevertheless be exploited for 3D delineation in volumetric images.

3 Approach

We train a deep network to regress the distance from each voxel of the input 3D image $x$ to the center of the nearest linear structure. We denote the predicted 3D distance map by $y$. The annotations are given in the form of a graph with nodes in 3D space. We denote the set of edges of this graph by $E$. From the annotation graph, we compute the truncated ground truth distance map $\hat{y}$. For a voxel $p$, $\hat{y}[p] = \min((\min_{\epsilon \in E} d_{pe}), d_{\text{max}})$, where $d_{pe}$ is the distance from $p$ to the annotation edge $\epsilon$, and $d_{\text{max}}$ is the truncation distance set to 15 pixels.

A simple way to train our deep net is to minimize a Mean Squared Error loss $L_{\text{MSE}}(y, \hat{y})$ for all training images. As discussed in Section 2, minimizing such a voxel-wise loss does not guarantee that connectivity is preserved because mislabeling only a few voxels is enough to disrupt it. For 2D images, this problem has been addressed with a loss term $L_{\text{TOPO}}$ that effectively enforces continuity of 2D linear structures [24]. Unfortunately, it is limited to 2D data by design and cannot be extended to 3D. To bypass this limitation, we leverage the observation that continuity of 3D structures implies continuity of their 2D projections and evaluate $L_{\text{TOPO}}$ on 2D projections of the 3D predicted and ground truth distance maps. We introduce the 2D connectivity-oriented loss term and the technique to train 3D deep networks on 2D projections in the following subsections.

3.1 Connectivity loss

In this section, we recall the intuition behind the connectivity-oriented loss term $L_{\text{TOPO}}$ of [24]. We refer the reader to the original publication for a more detailed explanation. As illustrated by Fig. 1(a), a path connecting pixels on opposite sides of a linear structure must cross that structure and should therefore contain at least one pixel $p$ such that the predicted distance map $y[p] = 0$. If $y$ contains erroneous disconnections, then it is possible to construct a path that connects pixels on opposite sides of the structure, but only crosses pixels with predicted distance values larger than zero, as depicted by Fig. 1(b). In particular, a max-min path, that is, the path with largest smallest pixel among all possible paths between the same end points, is guaranteed to pass through an interruption of the linear structure, if it exists. $L_{\text{TOPO}}$ minimizes the smallest pixel on the max-min path between each pair of end points that belong to background regions.
The intuition behind $L_{\text{TOPO}}$. (a) In a perfect distance map, any path connecting pixels on the opposite sides of an annotation line (dashed, magenta) crosses a zero-valued pixel (red circle). (b) If a distance map has erroneously high-valued pixels along the annotation line, the maximin path (violet) between the same pixels crosses one of them (red circle). (c) The connectivity-oriented loss $L_{\text{TOPO}}$ is a sum of the smallest values crossed by maximin paths connecting pixels from different background regions. The background regions are computed by first dilating the annotation (dilated annotation shown in white), to accommodate possible annotation inaccuracy.

on the opposite sides of annotated linear structures, shown in Fig. 1(c). It has proven effective in enforcing connectivity of 2D linear structures, but cannot be extended to 3D, because 3D linear structures do not subdivide 3D volumes into disjoint background regions.

### 3.2 Projected Connectively Loss

The key observation underlying our approach is that 3D continuity of three-dimensional curvilinear structure, represented as a depth-map, implies its continuity in 2D minimum-intensity projections of the depth map. The reverse is not true: a projection of a discontinuous 3D depth-map might appear continuous if it is taken along the direction tangent to the linear structure at discontinuity. However, even in such case, the discontinuity appears in other projections, taken along directions orthogonal to the direction of the first projection, as shown in Fig. 2. In general, given three orthogonal projections of a 3D volume, each discontinuity appears in at least two of them, unless it is occluded by other linear structures. Hence, we evaluate the topology-enforcing loss $L_{\text{TOPO}}$ on projections of the predicted and ground truth distance maps along the principal directions. Let $y^i$ be the min-intensity projection of $y$ along direction $i$, where $i$ can be one of the axes $x$, $y$, or $z$ and the corresponding projection of $\hat{y}$ be $\hat{y}^i$. We take our connectivity-enforcing loss to be

$$L_{\text{conn}}(y, \hat{y}) = \sum_{i \in \{x, y, z\}} L_{\text{TOPO}}(y^i, \hat{y}^i), \quad (1)$$
where $L_{\text{TOPO}}$ is the 2D connectivity loss of [24] discussed above. This loss can easily be differentiated with respect to the values of $y$, as the minimum-intensity projection is just a column-wise $\text{min}$ operation.

### 3.3 Total Loss

The total loss that we minimize can therefore be written as

$$L_{3D}(y, \hat{y}) = L_{\text{MSE}}(y, \hat{y}) + \alpha L_{\text{conn}}(y, \hat{y}),$$

where $\alpha$ is a scalar that weighs the influence of the two terms. As discussed above, $L_{\text{MSE}}$ can be simply computed as the mean squared difference between the predicted and ground truth 3D distance maps.

This is a perfectly valid choice when 3D annotations are available, but such annotations are typically hard to obtain. Fortunately, it has been shown in [18] that one can train a network to perform 3D volumetric delineation given only 2D annotations in Maximum Intensity Projections. This saves time because manually delineating in 2D is much easier than in 3D. Since we impose our connectivity constraints on projections along the axes $x$, $y$, and $z$, it makes sense to also provide annotations only for the corresponding projections of the input volume $x$, and generate from them ground truth distance maps $\hat{y}_x$, $\hat{y}_y$, and $\hat{y}_z$. To replace the 3D ground truth $\hat{y}$, that $L_{3D}$ requires, we can rewrite our total loss as

$$L_{2D}(y, \hat{y}_x, \hat{y}_y, \hat{y}_z) = \sum_{i \in \{x,y,z\}} L_{\text{MSE}}(y^i, \hat{y}_i) + \alpha \sum_{i \in \{x,y,z\}} L_{\text{TOPO}}(y^i, \hat{y}_i),$$

where the Mean Squared Error is evaluated on the minimum-intensity projections of the predicted distance map and the distance map produced for the 2D annotation of data projection.

### 4 Experiments

#### 4.1 Datasets

We tested our approach on three data sets. The Brain comprises 14 light microscopy scans of mouse brain, sized $250 \times 250 \times 250$. We use 10 of them for training and 4 as a validation test. Neurons contains 13 light microscopy scans of mouse neurons, sized $216 \times 238 \times 151$. We use 10 for training and 3 for validation. MRA is a publicly available set of Magnetic Resonance Angiography brain scans [3]. We crop them to size $416 \times 320 \times 28$ by removing their empty margins, and use 31 annotated scans for training and 11 for validation. A sample image from each data set can be found in Fig. 4.
Table 1. Comparative results. A U-Net trained with our loss function outperforms existing methods by a considerable margin in terms of the topology-aware metrics. The improvement in terms of the pixel-wise metrics is smaller but still there on average.

| Dataset | Methods | Pixel-wise | Topology-aware |
|---------|---------|------------|----------------|
|         |         | Corr. | Comp. | Qual. |         | APLS | TLTS |
| Brain   | MSE-3D  | 96.6  | 93.5  | 90.5  | 77.4  | 81.7 |
|         | MSE-2D  | **98.3** | **93.6** | **92.1** | **76.2** | **80.1** |
|         | CE      | 97.3  | 96.7  | 94.2  | 71.0  | 81.2 |
|         | Perc    | 97.6  | 96.7  | 94.5  | 76.6  | 84.1 |
|         | PHomo   | 97.5  | **96.9** | 94.7  | 81.5  | 83.9 |
|         | OURS-3D | **98.3** | 96.7  | **95.1** | 87.1  | **89.6** |
|         | OURS-2D | 97.8  | 96.3  | 94.3  | **91.6** | 87.4 |
| Neurons | MSE-3D  | 80.6  | 83.5  | 69.5  | 62.9  | 69.1 |
|         | MSE-2D  | 78.4  | 83.5  | 67.9  | 65.6  | 71.8 |
|         | CE      | 79.5  | 82.6  | 68.1  | 61.2  | 68.6 |
|         | Perc    | 80.1  | 85.0  | 70.2  | 68.9  | 74.5 |
|         | PHomo   | **81.3** | 84.8  | **71.0** | 69.4  | 75.2 |
|         | OURS-3D | 79.9  | **86.4** | **70.9** | 75.1  | 80.2 |
|         | OURS-2D | 80.3  | 85.5  | 70.7  | **76.3** | **81.2** |
| MRA     | MSE-3D  | 84.9  | 81.2  | 70.8  | 58.5  | 60.4 |
|         | MSE-2D  | 83.0  | 82.3  | 70.3  | 58.7  | 59.6 |
|         | CE      | **85.7** | 81.1  | 71.3  | 58.8  | 60.0 |
|         | Perc    | 83.4  | 83.9  | 71.9  | 60.9  | 64.5 |
|         | PHomo   | 85.3  | 83.5  | 72.8  | 62.1  | 65.2 |
|         | OURS-3D | **81.5** | **89.5** | **74.3** | **70.7** | **72.0** |
|         | OURS-2D | 80.3  | 87.3  | 71.8  | 70.5  | **71.9** |

4.2 Metrics

We use the following performance metrics. CCQ [32], correctness, completeness, and quality are similar to precision, recall, and the F1 score, but predicted foreground voxels are counted as true positives if they are closer than 3 voxels away from the ground truth ones. APLS [8] is defined as the mean of relative length differences between shortest paths connecting corresponding pairs of randomly selected end points in the ground truth and predicted graphs. TLTS [31] is the fraction of shortest paths in the prediction that are less than 15% longer or shorter than the corresponding ground truth paths.

4.3 Architectures and Baselines.

In all experiments, we use a 3D U-Net [26] with three max-pooling layers and two convolutional blocks. The first layer has 32 filters. Each convolution is followed by a batch-norm and dropout with a probability of 0.1. We used a batch size of 4. For data augmentation, we randomly crop volumes of size 96 × 96 × 96
and flip them over the three axes. The networks were trained for 50k iterations with Adam [16], with the learning rate of $1e^{-3}$ and weight decay of $1e^{-3}$. At test time, the predicted distance map is thresholded at 2 and skeletonized to obtain centerlines. To compute the $TLTS$ and $APLS$, we extract graphs from the prediction and the ground-truth, based on voxel connectivity.

As discussed in Section 3.3, we can train our network by minimizing either $L_{3D}$ (2) or $L_{2D}$ (3). Recall that computing $L_{3D}$ requires 3D annotations, while 2D annotations suffice to compute $L_{2D}$. We will refer to these approaches as OURS-3D and OURS-2D. We compare the results we obtain in this way to:

- **MSE-3D**. $L_{MSE}$ between 3D predictions and ground truths.
- **MSE-2D**. $L_{MSE}$ between 2D ground truth and projected predictions [18].
- **CE**. 3D binary segmentation trained with Cross-Entropy (CE).
- **Perc**. A weighted sum of CE and a perceptual loss function that compares feature maps computed for the ground truth and predicted distance maps [23]. To extract the feature maps, we use a ResNet50 architecture pre-trained with 23 different biomedical datasets [5].
- **PHomo**. A weighted sum of CE and a loss based on Persistent Homology [13].

For **Perc** and **PHomo**, we use the weighing coefficients recommended in the original publications. For **OURS-3D** and **OURS-2D**, $\alpha$ is set to $1e^{-3}$ and...
Fig. 4. Qualitative comparison of the test results in three different datasets. The connectivity improves significantly when our approach is used.

$\beta$ to 0.1. These values are selected empirically, based on the ablation study we provide in the supplementary material. We used windows of size 48 pixel to calculate $L_{\text{TOPO}}$. 
4.4 Results.

We provide qualitative results in Fig. 4 and quantitative ones in Table 1. Minimizing our loss function consistently improves the APLS and TLTS by a significant margin compared to minimizing pixel-wise losses. Additionally, our loss outperforms the topology-aware losses Perc and PHomo. It also delivers a boost, albeit only on average, in terms of the CCQ. Box plots in Fig. 3, show that these conclusions hold when variance of the scores is taken into account.

On average, OURS-2D achieves performance that are slightly lower than those of comparable performance to OURS-3D. However, annotating 2D slices instead of 3D stacks significantly reduces the time required to annotate, as shown in the user study conducted in [17]. Thus, when annotation effort is a concern, OURS-2D is an excellent alternative to OURS-3D.

5 Conclusion and Future Work

We proposed a loss function that enforces topological consistency in 2D projections. Training a deep net with our loss greatly improves the 3D connectivity of its outputs and reduces the annotation effort required to obtain training data. In our current implementation, we use projection direction independently of the shape of the delineated structures. However, some projections are more informative than others. To further improve delineation accuracy while reducing the required annotation effort, we will develop algorithms for automatic selection of the optimal projection direction for different parts of the volume, so that we can use less than three projections.
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