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Abstract—Insertion operations are a critical element of most robotic assembly operation, and peg-in-hole (PiH) insertion is one of the most widely studied tasks in the industrial and academic manipulation communities. PiH insertion is in fact an entire class of problems, where the complexity of the problem can depend on the type of misalignment and contact formation during an insertion attempt. In this paper, we present the design and analysis of adaptive compliance controllers which can be used in insertion-type assembly tasks, including learning-based compliance controllers which can be used for insertion problems in the presence of uncertainty in the goal location during robotic assembly. We first present the design of compliance controllers which can ensure safe operation of the robot by limiting experienced contact forces during contact formation. Consequently, we present analysis of the force signature obtained during the contact formation to learn the corrective action needed to perform insertion. Finally, we use the proposed compliance controllers and learned models to design a policy that can successfully perform insertion in novel test conditions with almost perfect success rate. We validate the proposed approach on a physical robotic test-bed using a 6-DoF manipulator arm.

I. INTRODUCTION

Over the last several decades, robots have become very precise in performing repetitive pick-and-place operations. However, complications arise when the positions of the parts involved in assembly vary between repetitions of the operation. A classical example of such a task is PiH insertion, which has been studied extensively in assembly for a long time, due to its relevance to manufacturing [1]. This task is a major component of a lot of assembly operations. Even though this task has been studied in robotics and automation research for a long time, this problem remains open in multiple aspects. Presence of pose uncertainty for the parts being assembled leads to complex contact configurations between the parts. Consequently, manipulation for successful assembly requires design of force-feedback controllers that can interpret contact forces and correct the contact configuration, so that the parts could be assembled. Since these contact configurations depend on the physical, as well as the geometrical features of the objects being assembled, they are notoriously difficult to model precisely. As a result, learning-based approaches have been very popular for designing the required corrective controllers. However, learning-based approaches also present challenges when it comes to designing efficient controllers which can reliably perform assembly in the presence of sustained contact interactions.
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The design of learning-based controllers requires an initial exploration phase where the robot has to explore different possible contact configurations so that a generalizable corrective policy could be learnt. We believe that one of the key components of the design of such controllers is the design of compliant controllers which can ensure safe interaction of the robot with the assembly components during the exploration phase. Whereas this is a key requirement for learning adaptive assembly controllers, design of such safe controllers remains mostly unexplored. With this motivation, we present the design of a class of accommodation controllers which guarantee that the contact forces will remain within safe bounds. This accommodation controller is used to collect contact force data to learn a relationship between misalignment and the expected contact forces. To interpret the data efficiently, we present analysis of the contact forces for the purpose of selecting features which can be used to learn a predictive model between contact forces and the amount of expected misalignment. Finally, this predictive model is used to design a corrective policy that allows assembly using the predictive model.

Contributions. This paper has the following key contri-
butions:
1) We present the design and analysis of two different
controllers for safe interaction between the robot and its
environment in the presence of sustained contacts.
2) We present feature analysis for the design of an ef-
cient force-feedback controller for interpretation of
different complex contact configurations.
3) We present the design and verification of a learning-
based controller that makes use of the proposed safe
accommodation controller and the proposed feature
analysis for insertion-type assembly using a 6-DoF
manipulator system (see Figure 1).

II. RELATED WORK
Automatic assembly is one of the most common robot
applications, and what differentiates it from many other
robotic applications is the need to carefully consider the
effect of contact between assembled parts. Pure position
control is usually inadequate, because if the robot uses such
a controller to follow a reference trajectory exactly, even
small misalignments between where the assembled parts are
and where they were expected to be would result in very
large forces, possibly damaging the robot and/or the parts.
A much more suitable type of control for this application
is force control that adjusts the motion of the robot in
response to experienced contact forces. Such methods for
robotic assembly are commonly known as adaptive assembly
strategies (AAS) ([2], [3], [4], [5], [6], [7], [8]). A lot of
the research in this area has focused on the PiH insertion
problem, as a prototypical operation for various assembly
tasks.

The main challenge in an AAS is how to interpret the
measured force/torque (F/T) signals in order to direct the mo-
tion of the robot so as to accomplish the insertion. As early
as the 1970s, it was successfully demonstrated that high-
accuracy PiH insertion was possible by direct interpretation
of F/T signals by a robot program [9]. However, the develop-
ment of such robot programs is very complex, laborious,
expensive, and case-dependent, so this approach turned out
to be impractical for wide industrial use. A more universally-
applicable approach is to follow a suitable position trajectory
that would accomplish the task in the absence of collisions,
and adjust the robot’s motion in response to contact forces,
thus forming a force feedback controller [2]. Many such
controllers use a mapping from the F/T readings measured
at the wrist of the robot (or the platform that the hole is
mounted on), onto a correction to the trajectory. In some
rare instances, this mapping can be computed analytically
– for example, when the peg and hole are circular, have
no angular misalignment, overlap at least to some extent,
and the point around which the moments of the F/T sensor
are computed lies on the axis of the peg (which is also the
direction of insertion, [10]). However, this kind of solution
requires careful placement and alignment of the F/T sensor,
and is not general enough for regular use.

Modeling contact interactions during assembly attempts
depend on a lot of different factors like the material property,
geometry, friction properties, local deformation phenomena,
etc. Thus, it is difficult to model these sustained contact
phenomenon which can be used to design controllers to re-
solve the contact formation to perform assembly successfully.
Thus, most of the effort has been focused on developing
machine learning-based methods where a learning-algorithm
is trained to learn the dependence between the misalignment
between the mating parts so that the robot can correct con-
tact formation during an insertion attempt and successfully
perform insertion. These methods have either been trained
using a supervised learning approach or a more general,
Reinforcement learning approach. Some examples of these
kinds of approaches could be found in [3], [11], [5], [12],
[7]. More recently tactile sensors have also been used for
these kind of problems ([13], [6]), where the idea is to learn
a mapping from the distributed measurements at the tactile
fingers to corrective actions for insertion.

The work proposed in this paper is closest to our previous
work in [14]. However, compared to the work in [14], we
present design of an additional nonlinear accommodation
controller, we present a proof for convergence of the con-
troller, as well as feature analysis for threshold detection.
Furthermore, we show an improvement in the final insertion
system which uses a deep learning (DL)-based hole detection
method along with a faster controller for insertion.

III. PROBLEM STATEMENT
In this section, we present the problem that we are trying
to solve in this paper. Loosely speaking, the objective is
to control the contact state and the control state (i.e., the
pose of the peg for our case) during an insertion attempt.
The schematic in Figure 2 shows the twofold objective of
using force feedback in controller design for assembly. The
force feedback is used to design a lower-level controller to
limit interaction forces in the event of contact formation
during an insertion attempt. As could be seen in the fig-
ure, any insertion attempt with imprecise goal information
leads to a contact formation and the goal is to use the
corresponding force signature to correct for the underlying
misalignment. However, we would like that the interaction
forces obtained during any arbitrary contact formation be
bounded, irrespective of the reference trajectory provided to
the robot. Furthermore, we would like to learn models using
 quasi-steady behavior of the system for ease of learning and
prediction.

In all all of these cases, we assume that the misalignment
is only in a plane, and that there is no angular misalignment
between the peg and the hole. This corresponds to the often
encountered case in practice when the hole base slides across
a working surface in a factory, for example a workbench.
In order to train a model, we try to solve the following problems
in this paper, which are then used together to design a force-
feedback controller for performing peg-in-hole assembly in
the presence of significant positional inaccuracy.

1) Suppose that we have a reference trajectory
for insertion, which is denoted as $X_{\text{insertion}} =
\{x_r[0], \ldots, x_r[k], \ldots, x_r[N]\}$. Suppose that
due to contact formation, the robot experiences a sequence of contact forces denoted as \( F_{\text{insertion}} = \{ f[0], f[1], \ldots, f[k], \ldots, f[N] \} \). The force control task is to design a force feedback controller that modifies \( X_{\text{insertion}} \) using a force feedback law so that \( \exists K \in \mathbb{Z} \) such that \( \forall k \geq K, ||f[k] - f[k-1]||_2 \leq \epsilon \), where \( \epsilon \) is arbitrarily small.

2) The second task is to then analyze and use the force signature data obtained from the force controller to design a force feedback controller to correct the misalignment between the peg and hole position.

In summary, the goal is to use force feedback to design both the lower level accommodation controller, as well as the corrective policy that can allow the robot to correct any contact formation for successful assembly (see also Figure 2).

IV. CONTROLLER DESIGN

In this section, we present the design and analysis of the compliance controllers that we use to ensure safe interaction during insertion. We believe that this is a critical step to ensure safety of the learning process. Even though there has recently been a lot of work in robot learning approaches for performing manipulation, ensuring the safety of the contact-rich interactions during these tasks has largely been overlooked. However, this is a very critical requirement for adoption of these learning-based approaches for use in assembly operations, and many other related operations. Based on this motivation, we present the design and analysis of two different kinds of controllers using force feedback with different convergence behaviors.

In both of these controllers, we use the force measured by a force-torque sensor mounted at the wrist of the robot (see Figure 1) to adapt a reference trajectory to regulate interaction forces experienced by the robot with their environment. The idea is to use force feedback to modify the reference trajectory so as to limit the contact forces to allowable bounds. For clarity of presentation, we present block diagrams for both controllers in Figure 3.

A. Linear Accommodation Controller Design

The operation of the proposed linear accommodation controller is presented in Figure 3. As could be seen in the block diagram in Figure 3, the accommodation controller modifies the reference trajectory using force feedback. In particular, the accommodation controller uses the following feedback law to modify the reference trajectory of the robot. Let us denote the discrete-time reference trajectory by \( x_r[k] \), the trajectory commanded to the low-level position controller by \( x_c[k] \), the experienced forces by \( f[k] \), the measured position as \( x[k] \), at any instant \( k \). Note that the \( k \) here denotes the control time index and not the actual time in seconds. In this design, we employ a low-level compliant position controller that makes the robot behave like a spring-damper system with desired stiffness and damping coefficients. Most robot vendors provide such a stock controller with the robot, or if not, one can be implemented relatively easily ([15]). Let us denote the stiffness constant of the compliant position controller by \( K_s \) and the accommodation matrix for the force feedback by \( K_a \). For simplicity, we consider a diagonal matrix \( K_a \). With this assumption, we present the force-feedback law for updating the commanded position along each individual axis next. The commanded trajectory sent to the robot is computed using the following update rule (also see Figure 3):

\[
x_c[k] = x_c[k-1] + \Delta x_r[k] + \sum_{i=0}^{1} \gamma^i K_a f[i]
\]

where \( \gamma \in (0, 1) \) is a discounting parameter for computing the integral error, and \( \Delta x_r[k] = x_r[k] - x_r[k-1] \) are desired position increments computed from the reference trajectory. An actual force trajectory obtained for a reference trajectory that advances with constant velocity along the \( z \)-axis of the robot under the operation of the linear accommodation controller is shown in Figure 4a. Note that even though the reference trajectory \( x_r[k] \) keeps advancing, the experienced force stabilizes; this behavior is in contrast to that of the stock compliant controller, where contact forces grow proportionally to the advance of the reference position, and can easily become dangerously large for the robot or manipulated parts. (It is generally not feasible to limit these forces by making the stiffness \( K_s \) of the stock compliant controller very low, because the robot does not know exactly where an obstacle will be encountered. In contrast, the proposed accommodation controller guarantees bounded forces, even if the reference trajectory advances to infinity, as long as this happens at a constant velocity. The latter condition can be guaranteed easily by sampling any desired geometric reference trajectory accordingly.)

B. Non-linear Accommodation Controller Design

Next, we present a nonlinear feedback law to design an accommodation controller. The corresponding block diagram for this controller is shown in Figure 3. Using the nomenclature from Section IV-A, the non-linear force feedback law is
Fig. 3: Block diagrams for the two controllers described in the paper. $K_a$: Accommodation Matrix, $K_s$: Stiffness Gains of the low-level stiffness controller.

C. Convergence Analysis

Next, we state a Theorem which proves that under the assumption of constant velocity of trajectories, the interaction forces will converge for the controller presented in Section IV-A and IV-B. To prove convergence of forces, we will need an assumption that relates the robot position and the commanded position with contact forces.

**Assumption 1**: The robot is equipped with a stiffness controller with stiffness constant $K_s$ such that the forces observed during an interaction is given by $f_{obs} = K_s(x - x_c) + \delta$, where $x, x_c$ and $\delta$ are the robot actual state, robot commanded state and observation noise respectively.

We make another assumption regarding the velocity of the reference trajectory of the robot.

**Assumption 2**: The reference trajectory of the robot has a constant velocity, i.e., $\Delta x_r[k] = \Delta x_r \forall k \in \mathbb{Z}$.

With these two assumptions, we can now state the following theorem.

**Theorem 4.1**: Suppose that a reference trajectory with constant velocity is modified with the force feedback specified in Equations (1) and (2). Suppose that the robot makes contact with a rigid environment at time instant $J \in \mathbb{Z}$. Then, we have that the following is true: $\exists \alpha > J \in \mathbb{Z}$ such that $\forall k \geq \alpha, ||f[k] - f[k-1]||_2 \leq \epsilon$, where $\epsilon$ can be made arbitrarily small.

**Proof**: Since the robot moves with constant velocity in free space, there is no force experienced by the force sensor (except for the measurement noise). Thus, we ignore the part of the trajectory before contact formation.

Upon contact formation with the external environment, using Assumption 1 (we ignore the noise term) and Equation (1), we get the following:

$$f[k] - f[k-1] = K_s(x - x_c[k]) - K_s(x - x_c[k-1]) = K_s(x_c[k] - x_c[k-1])$$
\[ f[k] - f[k-1] = -K_s(\Delta x_r - e[k]) \]

Using the above equation, we can write that \[ ||f[k] - f[k-1]||_2 = K_s ||\Delta x_r - e[k]||_2 \]. Note that \( e[k] \) is a discounted infinite sum of the sequence of observed forces times a gain term. To show convergence, we make an assumption that we can find at least one \( \gamma \in (0, 1) \) and accommodation term \( K_a \), such that \[ ||(\Delta x_r - e[k])||_2 \leq \eta, \forall k > K_a, \] where \( \eta \) is arbitrarily small. Using this assumption, then we have that \[ ||f[k] - f[k-1]||_2 \leq K_s \eta \leq \epsilon. \]

Convergence of the nonlinear controller given by Equation (2) is straightforward. It can be shown by the convergence properties of \( \alpha[k] \). We show this in the following text. Equation (2) can be re-arranged as following:

\[ x_c[k] - x_c[k-1] = \Delta x_r[k](\alpha[k] - \alpha[k-1]) \]

The convergence rate of the sigmoid function in Equation (2) can be controlled by the accommodation term \( K_a \). Using the asymptotic convergence of \( \alpha[k] \), we have that \( \exists a K \in \mathbb{Z} \) such \( \forall k > K_a, ||\alpha[k] - \alpha[k-1]||_2 \leq \hat{\epsilon} \). Then we can use this to re-write Equation (5) as the following:

\[ ||x_c[k] - x_c[k-1]||_2 \leq \Delta x_r ||\alpha[k] - \alpha[k-1]||_2 \leq \hat{\epsilon} \]

where, \( \hat{\epsilon} = \Delta x_r \hat{\epsilon} \). Convergence of \( x_c \) follows from the fact that the \( \hat{\epsilon} \) can be made arbitrarily small. Then using Assumption 1 and Equation (6), we can show that \[ ||f[k] - f[k-1]||_2 \leq \epsilon. \]

The assumption regarding the existence of \( \gamma \) and \( K_a \) is not very strict. In practice, we found that we were able to find an interval for \( \gamma \in (0.3, 0.6) \) for which our infinite sum converged. The plots shown in Figure 3 were obtained with \( \gamma = 0.35 \). The above provides us a solution to the first problem that was presented in Section III. In the next section, we analyze the data collected using the proposed force controller and present the design of a learning-based controller for peg insertion.

V. LEARNING PREDICTIVE MODEL FOR MISALIGNMENT

In this section, we analyze contact wrench data to understand the dependence of the contact wrench on the misalignment. To provide a complete understanding of this relationship, we analyze the force signature data that is collected during an initial training phase. The purpose of this model is to predict misalignment based on the force signature which is characteristic of a certain contact configuration.

To learn the predictive model, we collect training data consisting of the force signature for the contact configuration by a known amount of misalignment. We use the accommodation controller that we presented earlier during data collection to ensure safe interaction during this exploration phase. Furthermore, we also ensure that we measure the force signature for a given misalignment at a quasi-steady state, when it has converged to an asymptotic value, which simplifies the learning problem.

A. Data Collection

To learn a predictive model for correcting misalignment, we collect data by introducing misalignment in the position of the peg with respect to the hole. The work in this paper only considers planar misalignment between the peg and the hole. Consequently, we introduce misalignment in the \( x \) and \( y \) axes from the known hole location. The misalignment is sampled from a uniform distribution from the interval \([-3,3]\) mm. This interval was chosen, because the deep learning-based hole detection method we used is able to achieve similar accuracy in the estimated position of the hole. With the added misalignment in the position of the peg, any insertion attempt leads to a contact formation between the peg and the hole environment. The contact formation leads to a force signature that is observed through the F/T sensor mounted at the wrist of the robot (see Figure 1). For every episode of data collection, the robot follows the insertion trajectory, and records the force measurements measured through the F/T sensor for the resulting contact formation. Thus, we collect a data set where we store the misalignment as well as the measured force signature corresponding to the misalignment. We use a Mitsubishi Electric Factory Automation (MELFA) RV-5AS-D-Assista 6-DoF arm (see Figure 1) for the experiments. The robot has pose repeatability of \( \pm 0.03 \) mm. The robot is equipped with Mitsubishi Electric F/T sensor 1F-FS001-W200 (see Figure 1). In the initial set of experiments, we also verify that Assumption 1 is valid for our robotic setup.

B. Numerical Analysis for Convergence

We analyse the convergence properties of the proposed controllers. In Figures 5 and 6, the statistics of the force signature measured by the F/T sensor along the vertical direction have been reported for regular time intervals on all 1,200 experiments described in Section V-A for the linear controller. Similarly, we report these quantities for the nonlinear controller in Figures 7 and 8.

In particular, we have computed the mean, \( \bar{F}_z \), and twice the standard deviation, \( 2\sigma(F_z) \), for each time interval of \( 1[sec] \) along the trajectory and for all the 1200 experiments. The mean and the 95% confidence interval of these two statistics are reported in Figures 5 and 6, respectively for the linear and in Figures 7 and 8, for the nonlinear controller, respectively.

The practical purpose of this analysis is to be able to decide online when the controller has converged to a stable value of the vertical forces as soon as possible. The criterion we selected to decide the convergence of the system is based on the changes we can observe in the 4 statistics we have described above: the mean, \( \bar{F}_z \), the standard deviation, \( 2\sigma(F_z) \), the mean of the standard deviation, \( 2E[\sigma(F_z)] \), and
Fig. 5: Average values of the vertical forces computed every consecutive 1[sec] on the trajectory. Left: shows the mean and the 95% confidence interval of these values for all the experiments. Right: zooms in only the last 15[sec] of the trajectory.

Fig. 6: Standard deviation values of the vertical forces computed every consecutive 1[sec] on the trajectory. Left: shows the mean and the 95% confidence interval of these values for all the experiments. Right: zooms in only the last 15[sec] of the trajectory.

Fig. 7: Average values of the vertical forces computed every consecutive 1[sec] on the trajectory. Left: shows the mean and the 95% confidence interval of these values for all the experiments. Right: zooms in only the first 15[sec] of the trajectory.

Fig. 8: Standard deviation values of the vertical forces computed every consecutive 1[sec] on the trajectory. Left: shows the mean and the 95% confidence interval of these values for all the experiments. Right: zooms in only the first 15[sec] of the trajectory.

the standard deviation of the standard deviation $2\sigma(2\sigma(F_z))$. We then took the difference of each of these statistics with respect to time intervals, $\Delta X^i$ with $i = \{1, \ldots, 4\}$ where $X^i$ is one of the four statistics and $\Delta X^i_k = X^i_k - X^i_{k-1}$. We declare that the system converged if

$$\land_{i=1}^{4} \Delta X^i_k < \eta_h, \quad (7)$$

for 2 consecutive time intervals $k$, where $\land$ is in the end operator. Basically we are requesting for the time interval where the changes for all the statics are less than a predetermined threshold $\eta_h$.

Criterion (7) applied to the linear controller, see signals in Figures 5, 6, output that the controller converged after 25s. Analogously, for the nonlinear controller, see signals in Figures 7, 8, the controller converged after 9s. Note that the confidence intervals never go to zero because of the measurement noise. This empirical analysis confirms the theoretical convergence results shown in Section IV. Therefore, the classifiers can be computed based on values at convergence without having to wait for the end of the experiment.

C. Model Learning Performance

We train classification and regression models using the collected contact force data to learn predictive models for direction and magnitude of misalignment. We use the results from the previous section to decide on the convergence and use the convergence criterion to decide when to stop collecting data during the contact formation. We use $\eta_h$ found in the last section for collecting the force signature. We then train a classification and a regression model to learn the direction and the magnitude of error respectively, to understand the efficacy of the models. The results of classification and regression are shown in Tables I and II (see the results with full features). Note that we are able to achieve better result with the linear accommodation controller; however, the nonlinear controller can predict these faster than the linear controller. Another point to notice is that we are able to achieve good RMSE scores for both controllers – the linear controller is better than the nonlinear. However, this problem requires that we should be able to predict the directions accurately. The regression model with the linear accommodation controller is able to predict the direction with accuracy 98% and 94% in the $x$ and $y$ axis respectively. With the nonlinear controller, we achieve an accuracy of 97% and 92%. Notice that overall the linear controller is able to achieve higher accuracy. This might be due to higher interaction forces which leads to less noise in the force signatures. This might be one of the reasons for

| Axis | Classification Accuracy (higher is better) |
|------|---------------------------------------------|
|      | Linear Controller | NonLinear Controller |
|      | Full Feat | Reduced Feat | Full Feat | Reduced Feat |
| X    | 0.9964 | 0.9916 | 0.9928 | 0.9916 |
| Y    | 0.939 | 0.949 | 0.92 | 0.920 |

Table I: Classification accuracy in prediction of direction of misalignment along X and Y axis using Gaussian process classifiers.
TABLE II: Regression accuracy in prediction of magnitude of misalignment along X and Y axis using Gaussian process regression.

| Axis | RMSE [mm] (lower is better) |
|------|-----------------------------|
|      | Linear Controller | NonLinear Controller |
|      | Full Feat | Reduced Feat | Full Feat | Reduced Feat |
| X    | 0.59 | 0.61 | 0.59 | 0.55 |
| Y    | 0.83 | 0.67 | 0.92 | 0.72 |

the slightly better performance of the linear controller.

D. Feature Importance

We use feature importance analysis to describe which features are relevant for learning the predictive model for misalignment from force observations. Feature analysis can help with a better understanding of the problem. In particular, we use a forest of trees to evaluate the importance of the force features on the classification task [16]. We consider the Cartesian force signals and the corresponding moment signals from the F/T sensor to obtain the wrench signal \( [f_x, f_y, f_z, m_x, m_y, m_z] \), which we use as features for identifying the hole misalignment. The fitted attribute provides feature importance, and they are computed as the mean and standard error of accumulation of the impurity decrease within each tree. We observe that \( x \) and \( y \) Cartesian force signals \( (F_0, F_1) \) and moments \( (F_3, F_4) \) are found important for the classification task, whereas \( z \) Cartesian force signals and moments \( (F_2, F_5) \) are unimportant. In figure 9, the bars are the feature importance of the forest, along with their inter-trees variability represented by the error bars. This agrees with the physical intuition about the insertion—since the forces in the \( z \) direction are constant for all trials, it should not be helpful in providing any discriminating information for class separation. Similarly, the contact formation during insertion attempts should not lead to any moment in \( z \), and thus this information is also not useful for making misalignment decisions. We repeat the classification and regression modeling with the reduced feature sets and the results are listed in Tables I and II (see the reduced feature results). It can be observed that we can achieve better performance than using the full force signature for learning a predictive model. This shows the effectiveness of feature selection and that we are able to do better than using the entire 6-dimensional wrench vector.

VI. RESULTS FOR INSERTION

In this section, we present design of an insertion policy using the predictive model using the force signature data that was described in the previous section. For completeness of presentation, we present brief details of the deep learning-based hole detection framework which is used for testing the performance of the force controller proposed in the paper. This vision module is used in the proposed work to perform hole-detection-based insertion. The approach is based on our previous work presented in [17]. In this section, we first present details of the vision module that we use for hole detection, and then present results for insertion using the learned predictive models.
particular, we use parts with tolerance of approximately 1 mm. To test the performance of the integrated force with the vision-based hole detection, we move the object in the field of view of the RGB-D sensor (see Figure 1). The robot is now asked to perform insertion based on the estimate of the DL method for hole location. We find that the DL-based method is fairly accurate for reaching in the vicinity of the hole location. Then we use the learned force controller for performing insertion, overcoming any misalignment. We use the classification prediction by the trained classifiers to move by a unit step of 0.5 mm in the predicted direction while maintaining contact with the object surface. This is repeated till either the robot succeeds in insertion or diverges more than 5 mm. The robot is given a maximum of 10 correction attempts. We measure the number of corrections made by the linear and non-linear controllers. We move the object to a random location in the view of the camera and attempt insertion. Results are tabulated in Table III. We observe that the learned model with linear controller is able to achieve 100% success rate with average number of corrections to be 1.2 while the ML model with non-linear controller achieves 95% success rate (1 failure case out of 20 attempts) with an average correction rate of 1.8 per successful attempt. A more thorough analysis of the controller performance is left to an extended version of the paper.

### VII. Conclusions and Future Work

In this paper, we presented the design and analysis of accommodation controllers for contact interaction during assembly operations and their use in adaptive assembly strategies based on machine learning. Most assembly operations with tight tolerances result in complex contact formations which might damage the parts being assembled. Ensuring safe operation of robots requires the design of force feedback controllers that can ensure limited contact forces in the presence of sustained contacts. In this paper, we presented two designs of generalized accommodation controllers that use force feedback during contact interaction to ensure limited contact forces. We presented analysis of these controllers to show convergence of contact forces under the assumption of constant velocity of the underlying reference trajectory. We presented results from different machine learning models which were trained using different signal statistics, and compared them to find an optimal signal feature. Finally, we used the trained model to perform insertion using a DL-based vision algorithm for hole detection. We show that we are able to achieve 100% success rate for insertion using the proposed controllers and using the DL-based vision system for detecting hole location with tolerances tighter than 1 mm.

In the future, we will perform more rigorous comparison between the linear and nonlinear controllers at different operating velocities of the robot, and find the best operating conditions which leads to fastest insertion times and highest success rate.
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