Abstract: The motive of this paper is to discuss the local convergence of a two-step Newton-type method of convergence rate three for solving nonlinear equations in Banach spaces. It is assumed that the first order derivative of nonlinear operator satisfies the generalized Lipschitz i.e., $L$-average condition. Also, some results on convergence of the same method in Banach spaces are established under the assumption that the derivative of the operators satisfies the radius or center Lipschitz condition with a weak $L$-average particularly it is assumed that $L$ is positive integrable function but not necessarily non-decreasing. Our new idea gives a tighter convergence analysis without new conditions. The proposed technique is useful in expanding the applicability of iterative methods. Useful examples justify the theoretical conclusions.
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1. Introduction

Consider a nonlinear operator $t : \Omega \subseteq X \rightarrow Y$ such that $X$ and $Y$ are two Banach spaces, $\Omega$ is a non-empty open convex subset and $t$ is Fréchet differentiable nonlinear operator. Nonlinear problems has so many applications in the field of chemical engineering, transportation, operational research etc. which can be seen in the form of

$$t(x) = 0.$$  

To find the solution of Equation (1), Newton’s method defined as

$$x_{k+1} = x_k - [t'(x_k)]^{-1}t(x_k), \quad k \geq 0,$$  

is being preferred though its speed of convergence is low. Newton’s method [1], is a well known iterative method which converges quadratically, which was initially studied by Kantorovich [2] and then scrutinized by Rall [3].

Some Newton-type methods with third-order convergence that do not require the computation of second order derivatives have been developed in the refs [4–7]. While the methods of higher $R$-order of convergence are generally not executed frequently despite having fast speed of convergence because the operational cost is high. However, the method of higher $R$-order of convergence can be used in the problems of stiff system [2] where fast convergence is required.
From the numerical point of view, the convergence domain plays a crucial role for the stable behaviour of an iterative scheme. Research about the convergence study of Newton methods involves two types: semilocal and local convergence analysis. The semilocal convergence study is based on the information around an initial point to give criteria ensuring the convergence of iterative methods; meanwhile, the local one is, based on the information around a solution, to find estimates for the radii of the convergence balls. Numerous researchers studied the local convergence analysis for Newton-type, Jarratt-type, Weerakoon-type, etc. in Banach space setting in the articles [8–14] and reference therein. In most of articles, the local convergence have been discussed using the hypotheses of Lipschitz, Hölder or \( w \)-continuity conditions but sometimes, we will come across that the nonlinear problems do not fulfilled any of these three conditions which limits the applicability of nonlinear equations, but satisfy the generalized Lipschitz condition. Also, the notable feature is that all these three are a particular case of the generalized Lipschitz or \( L \)-average condition.

Here, we discuss the local convergence of the classical third-order modification of two-step Newton’s method [15] under the \( L \)-average condition which is expressed as:

\[
\begin{align*}
y_k &= x_k - [t'(x_k)]^{-1}t(x_k), \\
x_{k+1} &= y_k - [t'(x_k)]^{-1}t(y_k), \quad k \geq 0.
\end{align*}
\]

The important characteristic of the method (3) is that: it is simplest and efficient third-order iterative method, per \( j \)th iteration it requires two evaluations of the function \( t_j \), one of the first derivative \( t'_j \) and no evaluations of the second derivative \( t''_j \) hence makes it computationally efficient. We find, in the literature, several studies on the weakness and/or extension of the hypotheses made on the underlying operators.

For re-investigating the local convergence of Newton’s method, generalized Lipschitz conditions was constructed by Wang [16], in which a non-decreasing positive integrable function was used instead of usual Lipschitz constant. Furthermore, Wang and Li [17] derived some results on convergence of Newton’s method in Banach spaces when derivative of the operators satisfies the radius or center Lipschitz condition but with a weak \( L \)-average. Shakhno [18] have studied the local convergence of the two step Secant-type method [2], when the first-order divided differences satisfy the generalized Lipschitz conditions.

As a motivational example let \( X = Y = \mathbb{R}^3 \), \( D = \mathbb{V}(0,1) \) and \( X^* = (0, 0, 0)^T \). Define function \( t \) on \( D \) for \( w = (x, y, z)^T \) by

\[
t(w) = (e^x - 1, \frac{e-1}{2}y^2 + y, z)^T.
\]

Then, the Fréchet derivative is

\[
t'(w) = \begin{pmatrix} e^x & 0 & 0 \\ 0 & (e-1)y + 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

Hence, \( L = \frac{e}{2}, L_0 = \frac{e-1}{2} \) and \( L_0 < L \) (see definitions (5) and (6)). Therefore, replacing \( L \) by \( L_0 \) at the denominator gives the benefits. If \( L \) and \( L_0 \) are not constants then we can take \( L(u) = \frac{e}{2}, L_0(u) = \frac{(e-1)u}{2} \) and \( \overline{L}(u) = \frac{e-1}{2}u \) (see definitions (7), (8) and (110)).

Next, the intriguing question strikes out that whether the radius Lipschitz condition with \( L \)-average and the non-decreasing of \( L \) are necessary for the convergence of the third-order modification of Newton’s method. Motivated and inspired by the above mentioned research works in this direction in the present paper, we derived some theorems for scheme (3). In the first result generalized Lipschitz conditions has been used to study the local convergence which is important to enlarge the convergence region without additional hypotheses along with an error estimate. In the second theorem, the domain of uniqueness of solution has been derived under center Lipschitz condition. In the last two theorems,
weak $L$-average has been used to derive the convergence result of the considered third-order scheme. Also, few corollaries are stated.

The rest part of this paper is structured as follows: Section 2 contains the definitions related to $L$-average conditions. The local convergence and its domain of uniqueness is mentioned in Sections 3 and 4, respectively. Section 5 deals with the improvement in assumption that the derivative of $t$ satisfies the radius and center Lipschitz condition with weak $L$-average namely $L$ and $L_0$ is assumed to belong to some family of positive integrable functions that are not necessarily non-decreasing for convergence theorems. Numerical examples are presented to justify the significance of the results.

2. Generalized Lipschitz Conditions

Here, we denote by $V(x^*, r) = \{ x : ||x - x^*|| < r \}$ a ball with radius $r$ and center $x^*$. The condition imposed on the function $t$

$$||t'(x) - t'(y^r)|| \leq L(1 - \tau)(||x - x^*|| + ||y - x^*||), \forall x, y \in V(x^*, r),$$

(5)

where $y^r = x^* + \tau(y - x^*), 0 \leq \tau \leq 1$, is usually called radius Lipschitz condition in the ball $V(x^*, r)$ with constant $L$. Sometimes, if it is only required to satisfy

$$||t'(x) - t'(x^*)|| \leq 2L_0||x - x^*||, \forall x \in V(x^*, r).$$

(6)

We call it the center Lipschitz condition in the ball $V(x^*, r)$ with constant $L_0$ where $L_0 \leq L$. Replacing $L$ by $L_0$ in case $L_0 < L$ leads to wider choice of initial guesses (larger radius of convergence than in traditional studies) and fewer iterates to achieve an error tolerance and the uniqueness of the solution $x^*$ is also extended in this case [8,12]. Furthermore, $L$ and $L_0$ in the Lipschitz conditions do not necessarily have to be constant but can be a positive integrable function. In this case, conditions (5)–(6) are respectively, replaced by

$$||t'(x) - t'(y^r)|| \leq \int_{\tau(p(x) + p(y))}^{p(x) + p(y)} L(u)du, \forall x, y \in V(x^*, r), 0 \leq \tau \leq 1$$

(7)

and

$$||t'(x) - t'(x^*)|| \leq \int_{0}^{2p(x)} L_0(u)du, \forall x \in V(x^*, r),$$

(8)

where $p(x) = ||x - x^*||$ and we have $L_0(u) \leq L(u)$. At the same time, the corresponding ‘Lipschitz conditions’ is referred as to as having the $L$-average or generalized Lipschitz conditions. Next, we start with the following lemmas, which will be used later in the main theorems.

**Lemma 1.** Suppose that $t$ has a continuous derivative in $V(x^*, r)$ and $[t'(x^*)]^{-1}$ exists.

(i) If $[t'(x^*)]^{-1}t'$ satisfies the radius Lipschitz condition with the $L$-average:

$$||[t'(x^*)]^{-1}(t'(x) - t'(y^r))|| \leq \int_{\tau(p(x) + p(y))}^{p(x) + p(y)} L(u)du, \forall x, y \in V(x^*, r), 0 \leq \tau \leq 1,$$

(9)

where $y^r = x^* + \tau(y - x^*), \rho(x) = ||x - x^*||$ and $L$ is non-decreasing, then we have

$$\int_{0}^{1} ||[t'(x^*)]^{-1}(t'(x) - t'(y^r))||\rho(y)d\tau \leq \int_{0}^{p(x) + p(y)} L(u)\frac{u}{\rho(x) + \rho(y)}\rho(y)du.$$ (10)

(ii) If $[t'(x^*)]^{-1}t'$ satisfies the center Lipschitz condition with the $L_0$-average:

$$||[t'(x^*)]^{-1}(t'(x^r) - t'(x^*))|| \leq \int_{0}^{2p(x)} L_0(u)du, \forall x \in V(x^*, r), 0 \leq \tau \leq 1,$$

(11)
where $\rho(x) = ||x - x^*||$ and $L_0$ is non-decreasing, then we have

$$\int_0^1 ||[t'(x^*)]^{-1}(t'(x^*) - t'(y^*))||\rho(x)d\tau \leq \int_0^{2\rho(x)} L_0(u)\left(\rho(x) - \frac{u}{2}\right)du.$$  \hspace{1cm} (12)

**Proof.** The Lipschitz conditions (9) and (11), respectively, imply that

$$\int_0^1 ||[t'(x^*)]^{-1}(t'(x^*) - t'(y^*))||\rho(y)d\tau \leq \int_0^1 \int_{\tau(y^*)}^{\tau(y^*) + \rho(y)} L(u)du\rho(y)d\tau = \int_{\tau(y^*)}^{\tau(y^*) + \rho(y)} L(u)\frac{u}{\rho(x) + \rho(y)}du.$$

$$\int_0^1 ||[t'(x^*)]^{-1}(t'(x^*) - t'(x^*))||\rho(x)d\tau \leq \int_0^1 \int_{\tau(x^*)}^{\tau(x^*) + \rho(x)} L_0(u)du\rho(x)d\tau = \int_{\tau(x^*)}^{\tau(x^*) + \rho(x)} L_0(u)\left(\rho(x) - \frac{u}{2}\right)du.$$

where $x^* = x^* + \tau(x - x^*)$ and $y^* = x^* + \tau(y - x^*)$. \hfill \square

**Lemma 2.** [17] Suppose that $L$ is positive integrable. Assume that the function $L_a$ defined by relation (62) is non-decreasing for some $a$ with $0 \leq a \leq 1$. Then, for each $b \geq 0$, the function $\varphi_{b,a}$ defined by

$$\varphi_{b,a}(f) = \frac{1}{f_a+b} \int_0^f u^b L(u)du$$

is also non-decreasing.

**3. Local Convergence of Newton Type Method (3)**

In this section, we state existence theorem under radius Lipschitz condition for Newton-type method (3).

**Theorem 1.** Suppose that $t(x^*) = 0$, $t$ has a continuous derivative in $V(x^*, r)$, $[t'(x^*)]^{-1}$ exists and $[t'(x^*)]^{-1}t'$ satisfies (7) and (8), $L_0$ and $L$ are non-decreasing. Let $r$ satisfy the relation

$$\int_0^{2r} L_0(u)du \leq 1 \text{ and } \frac{\int_0^{2r} L_0(u)du}{2r(1 - \int_0^{2r} L_0(u)du)} \leq 1. \hspace{1cm} (14)$$

Then, the two-step Newton-type method (3) is convergent for all $x_0 \in V(x^*, r)$ and

$$||y_n - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L_0(u)du}{2(1 - \int_0^{2\rho(x_n)} L_0(u)du)} \leq \frac{q_1}{\rho(x_n)}\rho(x_n)^2, \hspace{1cm} (15)$$

$$||x_{n+1} - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L_0(u)du}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2\rho(x_n)} L_0(u)du)} \rho(y_n) \leq \frac{q_2 q_1}{\rho(x_0)\rho(y_0)}\rho(x_n)^3, \hspace{1cm} (16)$$

where the quantities

$$q_1 = \frac{\int_0^{2\rho(x_0)} L_0(u)du}{2\rho(x_0)(1 - \int_0^{2\rho(x_0)} L_0(u)du)}, \hspace{1cm} q_2 = \frac{\int_0^{2\rho(x_0) + \rho(y_0)} L_0(u)du}{(\rho(x_0) + \rho(y_0))(1 - \int_0^{2\rho(x_0)} L_0(u)du)} \hspace{1cm} (17)$$

are less than 1. Furthermore,

$$||x_n - x^*|| \leq C^{n-1}||x_0 - x^*||, \hspace{1cm} n = 1, 2, \ldots, C = \frac{q_1}{\rho(x_0)}.$$  \hspace{1cm} (18)
Proof. Since \( L(u) \) is a positive integrable function and non-decreasing monotonically in \([0, r]\), we achieve

\[
\left( \frac{1}{t_2} \int_0^{t_2} - \frac{1}{t_1} \int_0^{t_1} \right) L(u) du = \left( \frac{1}{t_2} \int_{t_1}^{t_2} + \frac{1}{t_2} - \frac{1}{t_1} \int_0^{t_1} \right) L(u) du \\
\geq L(t_1) \left( \frac{1}{t_2} \int_{t_1}^{t_2} + \frac{1}{t_2} - \frac{1}{t_1} \int_0^{t_1} \right) du \\
= L(t_1) \left( \frac{1}{t_2} \int_{0}^{t_2} - \frac{1}{t_1} \int_0^{t_1} \right) du = 0,
\]

for \( 0 < t_1 < t_2 \). Thus, \( \frac{1}{t^2} \int_0^t L(u) du \) is non-decreasing with respect to \( t \). Next, on arbitrarily choosing \( x_0 \in V(x^*, r) \) and using the non-decreasing property of \( \frac{1}{t^2} \int_0^t L(u) du \) and the inequality (14), it follows that

\[
q_1 = \frac{\int_{0}^{2t(x_0)} L(u) du}{2\rho(x_0)(1 - \int_{0}^{2t(x_0)} L_0(u) du)} \rho(x_0) \\
\leq \frac{\int_{0}^{2r} L(u) du}{2r^2(1 - \int_{0}^{2r} L_0(u) du)} \rho(x_0) \leq \frac{||x_0 - x^*||}{r} < 1, \quad (19)
\]

Similarly,

\[
q_2 = \frac{\int_{0}^{\rho(x_0) + \rho(y_0)} L(u) du}{(\rho(x_0) + \rho(y_0))(1 - \int_{0}^{\rho(x_0) + \rho(y_0)} L_0(u) du)} (\rho(x_0) + \rho(y_0)) \\
\leq \frac{\int_{0}^{2r} L(u) du}{2r^2(1 - \int_{0}^{2r} L_0(u) du)} (\rho(x_0) + \rho(y_0)) \leq \frac{||x_0 - x^*|| + ||y_0 - x^*||}{2r} < 1,
\]

Thus, \( q_1 \) and \( q_2 \), defined according to Equation (17) are less than 1. Obviously, if \( x \in V(x^*, r) \), then using center Lipschitz condition with the \( L \)-average (11), we have

\[
||t'(x^*)||^{-1} ||t'(x) - t'(x^*)|| \leq \int_{0}^{2\rho(x)} L_0(u) du \leq \int_{0}^{2r} L_0(u) du \leq 1, \quad (20)
\]

then taking into account the Banach Lemma and the below equation

\[
||I - ([t'(x^*)]^{-1} t'(x) - I)||^{-1} = ||[t'(x^*)]^{-1} t'(x^*)||,
\]

we come to following inequality by using the relation (20)

\[
||[t'(x)]^{-1} t'(x^*)|| \leq \frac{1}{1 - \int_{0}^{2\rho(x)} L_0(u) du}, \quad (21)
\]

Now, if \( x_n \in V(x^*, r) \) then we may write from expression (3)

\[
y_n - x^* = x_n - x^* - [t'(x_n)]^{-1} t(x_n) \\
= [t'(x_n)]^{-1} t'(x_n) (x_n - x^*) - [t'(x_n)]^{-1} [t(x_n) + t(x^*)] \\
= [t'(x_n)]^{-1} [t'(x_n) (x_n - x^*) - t(x_n) + t(x^*)]. \quad (22)
\]
Expanding \( t(x_n) \) along \( x^* \) from Taylor series expansion, we attain
\[
t(x_n) = t(x^*) + t'(x_n)(x_n - x^*) + t'(x^*) \int_0^1 [t'(x^*)]^{-1} t'(x_n) d\tau (x_n - x^*)
\]
\[
= t'(x^*) \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(x_n^*)] d\tau (x_n - x^*). \tag{23}
\]

On substituting Equation (23) in (22), we get
\[
y_n - x^* = [t'(x_n)]^{-1} t'(x^*). \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(x_n^*)] d\tau (x_n - x^*). \tag{24}
\]

Also, taking the norm on both the sides of Equation (24), we get
\[
||y_n - x^*|| \leq ||[t'(x_n)]^{-1} t'(x^*)|| \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(x_n^*)] d\tau ||(x_n - x^*)||. \tag{25}
\]

Next, from the definition of radius Lipschitz given in the inequality (9) and using the inequality (21), it can written as
\[
||y_n - x^*|| \leq \frac{1}{1 - \int_0^{2\rho(x_n)} L(u) du} \int_0^{2\rho(x_n)} L(u) du \rho(x_n) d\tau. \tag{26}
\]

In view of Lemma 1 and the above inequality, we can obtain
\[
||y_n - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L(u) du \rho(x_n) d\tau}{2(1 - \int_0^{2\rho(x_n)} L(u) du)}, \tag{27}
\]
which is the first inequality of expression (15). By similar analogy and using the last sub-step of the scheme (3), we can write
\[
x_{n+1} - x^* = y_n - x^* - [t'(x_n)]^{-1} t(y_n)
\]
\[
= [t'(x_n)]^{-1} t'(x_n) (y_n - x^*) - [t'(x_n)]^{-1} [t(y_n) + t(x^*)]
\]
\[
= [t'(x_n)]^{-1} [t'(x_n)(y_n - x^*) - t(y_n) + t(x^*)]. \tag{28}
\]

Expanding \( t(y_n) \) along \( x^* \) from Taylor series expansion, we attain
\[
t(y_n) = t(x^*) + t'(x_n)(y_n - x^*) + t'(x^*) \int_0^1 [t'(x^*)]^{-1} t'(y_n) d\tau (y_n - x^*)
\]

or
\[
t(x^*) - t(y_n) + t'(x_n)(y_n - x^*) = t'(x^*) \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n^*)] d\tau (y_n - x^*). \tag{29}
\]

On substituting Equation (29) in (28), we get
\[
x_{n+1} - x^* = [t'(x_n)]^{-1} t'(x^*). \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n^*)] d\tau (y_n - x^*). \tag{30}
\]

Also, taking the norm on both the sides of Equation (30), we get
\[
||x_{n+1} - x^*|| \leq ||[t'(x_n)]^{-1} t'(x^*)|| \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n^*)] d\tau ||(y_n - x^*)||. \tag{31}
\]
Theorem 2. Suppose that \( t \)

\[
||x_{n+1} - x^*|| \leq \frac{1}{1 - \int_0^{2\rho(x_0)} L_0(u)du} \int_0^1 \int_0^{\rho(x_n) + \rho(y_n)} L(u)d\gamma(y_n)d\tau. \tag{32}
\]

Using Lemma 1 and the above expression, we can get

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{\rho(x_n) + \rho(y_n)} L(u)d\gamma(y_n)}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2\rho(x_n)} L_0(u)du)}\rho(y_n), \tag{33}
\]

which is the first inequality of expression (16). Furthermore, \( \rho(x_n) \) and \( \rho(y_n) \) are decreasing monotonically, therefore for all \( n = 0, 1, \ldots \), we have

\[
||y_n - x^*|| \leq \frac{\int_0^{2\rho(x_0)} L(u)d\gamma(y_n)}{2(1 - \int_0^{2\rho(x_0)} L_0(u)du)} \leq \frac{2\rho(x_0)^2}{2\rho(x_0)^2(1 - \int_0^{2\rho(x_0)} L_0(u)du)} \leq \frac{q_1}{\rho(x_0)} \rho(x_n)^2. \tag{34}
\]

Also, by using second inequality of expression (15), we have

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{\rho(x_n) + \rho(y_n)} L(u)d\gamma(y_n)}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2\rho(x_n)} L_0(u)du)} \rho(y_n)[\rho(x_n) + \rho(y_n)] \leq \frac{q_2 q_1}{\rho(x_n) + \rho(y_n)} \rho(x_n)^3. \tag{35}
\]

Hence, we have the complete inequalities of expressions (15) and (16). Also, it can be seen that inequality (18) may be easily derived from the expression (35).

4. The Uniqueness Ball for the Solution of Equations

Here, we derived uniqueness theorem under center Lipschitz condition for Newton-type method (3).

**Theorem 2.** Suppose that \( t(x^*) = 0 \), \( t \) has a continuous derivative in \( V(x^*, r) \), \( |t'(x^*)|^{-1} \) exists and \( |t'(x^*)|^{-1} t' \) satisfies (8). Let \( r \) satisfy the relation

\[
\int_0^{2r} L_0(u)(2r - u)du \leq 1. \tag{36}
\]

Then, the equation \( t(x) = 0 \) has a unique solution \( x^* \) in \( V(x^*, r) \).

**Proof.** On arbitrarily choosing \( y^* \in V(x^*, r) \), \( y^* \neq x^* \) and considering the iteration, we get

\[
||y^* - x^*|| = ||y^* - x^* - [t'(x^*)]^{-1}t(y^*)||
= ||[t'(x^*)]^{-1}[t'(x^*)(y^* - x^*) - t(y^*) + t(x^*)]||. \tag{37}
\]

Expanding \( t(y^*) \) along \( x^* \) from Taylor’s expansion, we have

\[
t(x^*) - t(y^*) + t'(x^*)(y^* - x^*) = \int_0^1 [t'(x^*)]^{-1}[t'(x^*) - t'(x^*)]d\tau(y^* - x^*). \tag{38}
\]
Following the expression (11) and combining the inequalities (37) and (38), we can write
\[ \|y^* - x^*\| \leq \|\mathcal{L}^{-1}(y^*) - t'(x^*)\| \leq \int_0^1 \|\mathcal{L}^{-1}(y^*) - t'(x^*)\| dt \leq ||y^* - x^*||. \] (39)

In view of Lemma (1) and expression (39), we obtain
\[ \|y^* - x^*\| \leq \frac{1}{2L_0} \int_0^2 \mathcal{L}(u)[2\rho(y^*) - u] du(y^* - x^*) \leq \frac{\int_0^2 \mathcal{L}(u)(2r - u) du}{2r} \rho(y^*) \leq \|y^* - x^*\|. \] (40)

However, this contradicts our assumption. Thus, we see that \( y^* = x^* \). This completes the proof of the theorem. \( \square \)

In particular, assuming that \( L \) and \( L_0 \) are constants, we obtain the following Corollaries 1 and 2 from Theorems 1 and 2, respectively.

**Corollary 1.** Suppose that \( x^* \) satisfies \( t(x^*) = 0 \), \( t \) has a continuous derivative in \( V(x^*, r) \), \( |t'(x^*)|^{-1} \) exists and \( |t'(x^*)|^{-1}t' \) satisfies (5) and (6). Let \( r \) satisfy the relation
\[ r = \frac{1}{2L_0 + L}. \] (41)

Then, the two-step Newton-type method (3) is convergent for all \( x_0 \in V(x^*, r) \) and
\[ \|y_n - x^*\| \leq \frac{q_1}{\rho(x_0)} \rho(x_n)^2, \] (42)
\[ \|x_{n+1} - x^*\| \leq \frac{q_2q_1}{\rho(x_0)\rho(y_0)} \rho(x_n)^3, \] (43)
where the quantities
\[ q_1 = \frac{L\rho(x_0)}{1 - 2L_0\rho(x_0)}, \quad q_2 = \frac{L(\rho(x_0) + \rho(y_0))}{2(1 - 2L_0\rho(x_0))}, \] (44)
are less than 1. Moreover
\[ \|x_n - x^*\| \leq C^{3^{n-1}} \|x_0 - x^*\|, \quad n = 1, 2, ..., C = q_1 \frac{\rho(x_0)}{\rho(y_0)}. \] (45)

**Corollary 2.** Suppose that \( x^* \) satisfies \( t(x^*) = 0 \), \( t \) has a continuous derivative in \( V(x^*, r) \), \( |t'(x^*)|^{-1} \) exists and \( |t'(x^*)|^{-1}t' \) satisfies the assumption (6). Let \( r \) fulfill the condition
\[ r = \frac{1}{L_0}. \] (46)

Then, the equation \( t(x) = 0 \) has a unique solution \( x^* \) in \( V(x^*, r) \). Moreover, the ball radius \( r \) depends only on \( L_0 \).

Next, we will apply our main theorems to some special function \( L \) and immediately obtain the following corollaries.
Corollary 3. Suppose that \(x^*\) satisfies \(t(x^*) = 0\), \(t\) has a continuous derivative in \(V(x^*, r)\), \([t'(x^*)]^{-1}\) exists and \([t'(x^*)]^{-1}t'\) satisfies (9), (11) where given fixed positive constants \(\gamma, L > 0\) and \(L_0 > 0\) with \(L(u) = \gamma + Lu\) and \(L_0(u) = \gamma + Lu\) i.e.: 
\[
||[t'(x^*)]^{-1}(t'(x) - t'(y^*))|| \leq \gamma(1 - \tau)(||x - x^*|| + ||y - x^*||)
+ \frac{L}{2}(1 - \tau^2)(||x - x^*|| + ||y - x^*||)^2
\]  
and 
\[
||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| \leq 2||x - x^*||(|\gamma + L_0||x - x^*||),
\]  
\(\forall x, y \in V(x^*, r), 0 \leq \tau \leq 1\), where \(y^* = x^* + \tau(y - x^*)\), \(\rho(x) = ||x - x^*||\). Let \(r\) satisfy the relation 
\[
|\gamma + L_0||x - x^*||) = \frac{-3\gamma + \sqrt{9\gamma^2 + (16/3)L + 8L_0}}{8/3L + 4L_0} \text{ and } 9\gamma^2 + (16/3)L + 8L_0 \geq 0.
\]  
Then, the two-step Newton-type method (3) is convergent for all \(x_0 \in V(x^*, r)\) and  
\[
||y_n - x^*|| \leq \frac{q_1}{\rho(x_0)} \rho(x_n)^2,
\]  
\[
||x_{n+1} - x^*|| \leq \frac{q_2\gamma_1}{\rho(x_0)\rho(y_0)} \rho(x_n)^3,
\]  
where the quantities  
\[
q_1 = \frac{\rho(x_0)[\gamma + 4/3L\rho(x_0)]}{[1 - 2\gamma\rho(x_0) - 2L_0\rho(x_0)]^2},
\]  
\[
q_2 = \frac{\rho(x_0) + \rho(y_0)[\gamma/2 + L/3(\rho(x_0) + \rho(y_0))]}{[1 - 2\gamma\rho(x_0) - 2L_0\rho(x_0)]^2},
\]  
are less than 1. Moreover 
\[
||x_n - x^*|| \leq C^{n-1}||x_0 - x^*||, n = 1, 2, ..., C = q_1 \frac{\rho(x_0)}{\rho(y_0)}.
\]  

Corollary 4. Suppose that \(x^*\) satisfies \(t(x^*) = 0\), \(t\) has a continuous derivative in \(V(x^*, r)\), \([t'(x^*)]^{-1}\) exists and \([t'(x^*)]^{-1}t'\) satisfies (11) where given fixed positive constants \(\gamma\) and \(L_0 > 0\) with \(L_0(u) = \gamma + Lu\) i.e.: 
\[
||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| \leq 2||x - x^*||(|\gamma + L_0||x - x^*||), \forall x \in V(x^*, r),
\]  
where \(\rho(x) = ||x - x^*||\). Let \(r\) satisfy the relation 
\[
r = \frac{2\gamma - \sqrt{4\gamma^2 - (16/3)L_0}}{(8/3)L_0} \text{ and } 4\gamma^2 - (16/3)L_0 \geq 0.
\]  

Then, the equation \(t(x) = 0\) has a unique solution \(x^*\) in \(V(x^*, r)\). Moreover, the ball radius \(r\) depends only on \(L_0\) and \(\gamma\). 

5. Convergence under Weak \(L\)-Average

This section contains the results on re-investigation of the conditions and radius of convergence of considered scheme already presented in the first theorem but \(L\) is not taken as non-decreasing function. It has been noticed that the convergence order decreases. The
second theorem of this section gives a similar result to Theorem 1 but under the assumption of center Lipschitz condition.

**Theorem 3.** Suppose that \( t(x^*) = 0 \), \( t \) has a continuous derivative in \( V(x^*, r) \), \( |t'(x^*)|^{-1} \) exists and \( |t'(x^*)|^{-1} t' \) satisfies the assumptions (7) and (8), \( L_0 \) and \( L \) are positive integrable. Let \( r \) satisfy

\[
\int_0^{2r} L_0(u)du \leq 1 \quad \text{and} \quad \int_0^{2r} (L(u) + L_0(u))du \leq 1. \tag{57}
\]

Then, the two-step Newton-type method (3) is convergent for all \( x_0 \in V(x^*, r) \) and

\[
||y_n - x^*|| \leq \frac{\int_0^{2r(x_n)} L(u)du}{2(1 - \int_0^{2r(x_n)} L_0(u)du)} q_1 \rho(x_n), \tag{58}
\]

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{2r(x_n)} L(u)du}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2r(x_n)} L_0(u)du)} \rho(y_n) \leq q_2 q_1 \rho(x_n), \tag{59}
\]

where the quantities

\[
q_1 = \frac{\int_0^{2r(x_0)} L(u)du}{1 - \int_0^{2r(x_0)} L_0(u)du}, \quad q_2 = \frac{\int_0^{2r(x_0)} \rho(y_n) L(u)du}{1 - \int_0^{2r(x_0)} L_0(u)du} \tag{60}
\]

are less than 1. Moreover,

\[
||x_n - x^*|| \leq (q_1 q_2)^n ||x_0 - x^*||, \quad n = 1, 2, \ldots \tag{61}
\]

Furthermore, suppose that the function \( L_0 \) is defined by

\[
L_0(f) = f^{1-a} L(f) \tag{62}
\]

is non-decreasing for some \( a \) with \( 0 \leq a \leq 1 \) and \( r \) satisfies

\[
\frac{1}{2r} \int_0^{2r} (2rL_0(u) + uL(u))du \leq 1. \tag{63}
\]

Then, the two-step Newton-type method (3) is convergent for all \( x_0 \in V(x^*, r) \) and

\[
||x_n - x^*|| \leq C^{(1+2a)^n-1} ||x_0 - x^*||, \quad n = 1, 2, \ldots, C = \frac{Q_1 \rho(x_0)}{\rho(y_0)}, \tag{64}
\]

where the quantity

\[
Q_1 = \frac{\int_0^{2r(x_0)} L(u)du}{2\rho(x_0)(1 - \int_0^{2r(x_0)} L_0(u)du)}, \tag{65}
\]

is less than 1.

**Proof.** On arbitrarily choosing \( x_0 \in V(x^*, r) \), using the property of \( L(u) \) as a positive integrable function and the inequality (57), it follows that

\[
q_1 = \frac{\int_0^{2r(x_0)} L(u)du}{1 - \int_0^{2r(x_0)} L_0(u)du} \leq \frac{\int_0^{2r} L(u)du}{1 - \int_0^{2r} L_0(u)du} < 1. \tag{66}
\]
Similarly,

\[
q_2 = \frac{\int_0^{x(t_0) + p(t_0)} L(u) du}{1 - \int_0^{2p(x_n)} L(u) du} \leq \frac{\int_0^{2r} L(u) du}{1 - \int_0^{2r} L(u) du} < 1,
\]

which proves that the quantities \(q_1\) and \(q_2\) defined by Equation (60) are less than 1. Obviously, if \(x \in V(x^*, r)\), then using center Lipschitz condition with the \(L\) average, we have

\[
|||t'(x^*)||^{-1}||t'(x) - t'(x^*)||| \leq \int_0^{2p(x)} L(u) du \leq \int_0^{2r} L(u) du \leq 1,
\]

(67)

then taking into account the Banach Lemma and the below equation

\[
||I - ([t'(x^*)]^{-1}t'(x) - I)||^{-1} = ||[t'(x)]^{-1}t'(x^*)||,
\]

we come to following inequality using the relation (67)

\[
||[t'(x)]^{-1}t'(x^*)|| \leq \frac{1}{1 - \int_0^{2p(x)} L(u) du}.
\]

(68)

Hence, if \(x_n \in V(x^*, r)\), then we may write from first sub-step of scheme (3)

\[
y_n - x^* = x_n - x^* - [t'(x_n)]^{-1}t(x_n) = \left[\left([t'(x_n)]^{-1}t'(x_n)(x_n - x^*) - [t'(x_n)]^{-1}[t(x_n) + t(x^*)] + \left([t'(x_n)]^{-1}t'(x_n)(x_n - x^*) - t(x_n) + t(x^*)\right)\right].
\]

(69)

Expanding \(t(x_n)\) along \(x^*\) from Taylor series expansion, we attain

\[
t(x_n) = t(x^*) + t'(x_n)(x_n - x^*) + t'(x^*) \int_0^{1} [t'(x)]^{-1}t(x_n) - t'(x_n)] d\tau(x_n - x^*)
\]

or

\[
t(x^*) - t(x_n) + t'(x_n)(x_n - x^*) = t'(x^*) \int_0^{1} [t'(x)]^{-1}t'(x_n) - t'(x_n)] d\tau(x_n - x^*).
\]

(70)

On substituting Equation (70) in (69), we get

\[
y_n - x^* = [t'(x_n)]^{-1}t'(x^*) \int_0^{1} [t'(x)]^{-1}t'(x_n) - t'(x_n)] d\tau(x_n - x^*).
\]

(71)

Also, taking the norm on both the sides of Equation (71), we get

\[
||y_n - x^*|| \leq ||[t'(x_n)]^{-1}t'(x^*)|| \int_0^{1} [t'(x)]^{-1}t'(x_n) - t'(x_n)] d\tau|| ||(x_n - x^*)||.
\]

(72)

Next, from the definition of radius Lipschitz given in the inequality (9) and using the inequality (68), it can written as

\[
||y_n - x^*|| \leq \frac{1}{1 - \int_0^{2p(x_n)} L(u) du} \int_0^{1} \int_0^{2p(x_n)} L(u) du p(x_n) d\tau.
\]

(73)

In view of Lemma (1) and the above inequality, we can obtain

\[
||y_n - x^*|| \leq \frac{\int_0^{2p(x_n)} L(u) du}{2(1 - \int_0^{2p(x_n)} L(u) du)},
\]

(74)
which is the first inequality of expression (58). By similar analogy and using the last sub-step of the scheme (3), we can write

\[
x_{n+1} - x^* = y_n - x^* - [t'(x_n)]^{-1}t(y_n)
\]

\[
= [t'(x_n)]^{-1}t'(x_n)(y_n - x^*) - [t'(x_n)]^{-1}[t(y_n) + t(x^*)]
\]

\[
= [t'(x_n)]^{-1}[t'(x_n)(y_n - x^*) - t(y_n) + t(x^*)].
\]

(75)

Expanding \( t(y_n) \) along \( x^* \) from Taylor series expansion, we attain

\[
(y_n) = t(x^*) + t'(x_n)(y_n - x^*) + t'(x^*) \int_0^1 [t'(x^*)]^{-1} t'(y_n) - [t'(x_n)]^{-1} [t'(x_n) - t'(x^*)]d\tau(y_n - x^*)
\]

or

\[
t(x^*) - t(y_n) + t'(x_n)(y_n - x^*) = t'(x^*) \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n)]d\tau(y_n - x^*).
\]

(76)

On substituting Equation (76) in (75), we get

\[
x_{n+1} - x^* = [t'(x_n)]^{-1}t'(x^*), \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n)^*]d\tau(y_n - x^*).
\]

(77)

Also, taking the norm on both the sides of Equation (77), we get

\[
||x_{n+1} - x^*|| \leq ||[t'(x_n)]^{-1}t'(x^*) || \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(y_n)]d\tau(y_n - x^*). \quad (78)
\]

Next, from the definition of radius Lipschitz given in the inequality (9) and using the inequality (68), it can written as

\[
||x_{n+1} - x^*|| \leq \frac{1}{1 - \int_0^{2p(x_n)} L_0(u)du} \int_0^1 \frac{p(x_u) + p(y_u)}{\tau(p(x_u) + p(y_u))} L(u)d\mu(y_n)d\tau. \quad (79)
\]

Using Lemma 1 and the above expression, we can get

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{2p(x_n)} L(u)d\mu}{(p(x_n) + p(y_n))(1 - \int_0^{2p(x_n)} L_0(u)du)}\rho(y_n), \quad (80)
\]

which is the first inequality of expression (59). Furthermore, \( \rho(x_n) \) and \( \rho(y_n) \) are decreasing monotonically, therefore for all \( n = 0, 1, ... \), we have

\[
||y_n - x^*|| \leq \frac{\int_0^{2p(x_n)} L(u)d\mu}{2(1 - \int_0^{2p(x_n)} L_0(u)du)} \leq \frac{\int_0^{2p(x_n)} L(u)d\mu}{(1 - \int_0^{2p(x_n)} L_0(u)du)} \rho(x_n) \leq q_1 \rho(x_n).
\]

Using the second inequality of expression (58), we arrive at

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{p(x_n) + p(y_n)} L(u)d\mu}{(p(x_n) + p(y_n))(1 - \int_0^{2p(x_n)} L_0(u)du)}\rho(y_n)
\]

\[
\leq \frac{\int_0^{p(x_n) + p(y_n)} L(u)d\mu}{(1 - \int_0^{2p(x_n)} L_0(u)du)}\rho(y_n) \leq q_2 q_1 \rho(x_n). \quad (81)
\]

Also, the inequality (61) may be easily derived from the expression (81). Furthermore, if the function \( L_0 \) defined by the relation (62) is non-decreasing for some \( a \) with \( 0 \leq a \leq 1 \)}
and $r$ is determined by inequality (63), it follows from the first inequality of expression (58) and Lemma (2) that

$$
||y_n - x^*|| \leq \frac{\varphi_{1,a}(2\rho(x_0))2^a}{(1 - \int_0^{2\rho(x_0)} L_0(u)du)}\rho(x_n)^{a+1}
$$

Moreover, from the first inequality of (59) and Lemma 2, we can write

$$
||x_{n+1} - x^*|| \leq \frac{\varphi_{1,a}(\rho(x_n) + \rho(y_n))\rho(x_n) + \rho(y_n))}^{a}{(1 - \int_0^{2\rho(x_0)} L_0(u)du)}\rho(y_n)
$$

Next, using the nondecreasing property of $\frac{1}{r} \int_0^{r} L(u)du$ and from the definition of $r$ in the relation (63), it follows that

$$
Q_1 = \frac{\int_0^{2\rho(x_0)} L(u)du}{2\rho(x_0)(1 - \int_0^{2\rho(x_0)} L_0(u)du)} \leq \frac{\int_0^{2\rho(x_0)} L(u)du}{2r^2(1 - \int_0^{2\rho(x_0)} L_0(u)du)}\rho(x_0) \leq \frac{||x_0 - x^*||}{r} < 1,
$$

which shows $Q_1 < 1$ and by the same reason we can say $Q_2 = \frac{\int_0^{\rho(x_0)^{\prime} + \rho(y_0)} L(u)du}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2\rho(x_0)} L_0(u)du)} < 1$. Also, the inequality (64) may be easily derived and hence $x_n$ converges to $x^*$. Thus, the proof is completed. \(\square\)

**Theorem 4.** Suppose that $t(x^*) = 0$, $t$ has a continuous derivative in $V(x^*, r)$, $[t'(x^*)]^{-1}$ exists and $[t'(x^*)]^{-1}t'$ satisfies the assumption (8) and $L_0$ is positive integrable function. Let $r$ satisfy

$$
\int_0^{2r} L_0(u)du \leq \frac{1}{3},
$$

Then, the two-step Newton-type method (3) is convergent for all $x_0 \in V(x^*, r)$ and

$$
||y_n - x^*|| \leq \frac{2\int_0^{2\rho(x_0)} L_0(u)du}{1 - \int_0^{2\rho(x_0)} L_0(u)du}\rho(x_n) \leq \varphi_1 \rho(x_n),
$$

$$
||x_{n+1} - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L_0(u)du + \int_0^{2\rho(x_n)} L_0(u)du}{1 - \int_0^{2\rho(x_n)} L_0(u)du}\rho(y_n) \leq \varphi_2 \rho(x_n),
$$

where the quantities

$$
q_1 = \frac{2\int_0^{2\rho(x_0)} L_0(u)du}{(1 - \int_0^{2\rho(x_0)} L_0(u)du)}, \quad q_2 = \frac{\int_0^{2\rho(x_0)} L_0(u)du + \int_0^{2\rho(x_0)} L_0(u)du}{(1 - \int_0^{2\rho(x_0)} L_0(u)du)}
$$

are less than 1. Moreover,

$$
||x_n - x^*|| \leq (q_1 q_2)^n ||x_0 - x^*||, \quad n = 1, 2, ...\)
Furthermore, suppose that the function \( L_a \) defined by the relation (62) is non-decreasing for some \( a \) with \( 0 \leq a \leq 1 \), then
\[
||x_n - x^*|| \leq C(1+2a)^{n-1}||x_0 - x^*||, \quad n = 1, 2, \ldots, C = q_1 \frac{\rho(x_0)}{\rho(y_0)}.
\] (87)
and \( q_1 \) is given by the first expression of Equation (85).

**Proof.** Let \( x_0 \in V(x^*, r) \) and \( x_n \) be the sequence generated by two-step Newton-type method given in (3). Next, on arbitrarily choosing \( x_0 \in V(x^*, r) \), using the property of \( L(u) \) as a positive integrable function and the inequality (83), it follows that
\[
q_1 = \frac{2 \int_0^{2\rho(x_0)} L_0(u)du}{1 - \int_0^{2\rho(x_0)} L_0(u)du} \leq \frac{2 \int_0^{2r} L_0(u)du}{1 - \int_0^{2r} L_0(u)du} < 1.
\]
Similarly,
\[
q_2 = \frac{\int_0^{2\rho(x_0)} L_0(u)du + \int_0^{2\rho(y_0)} L_0(u)du}{1 - \int_0^{2\rho(x_0)} L_0(u)du} \leq \frac{2 \int_0^{2r} L_0(u)du}{1 - \int_0^{2r} L_0(u)du} < 1.
\]
Assume that \( x_n \in V(x^*, r) \), then
\[
||y_n - x^*|| = ||y_n - x^* - [t'(x_n)]^{-1}t(x_n)|| = \|\|t'(x_n)||^{-1}[t'(x_n)(x_n - x^*) - t(x_n) + t(x^*)||.\]
(88)
Expanding \( t(x_n) \) along \( x^* \) from Taylor series expansion, we have
\[
t(x^*) - t(x_n) + t'(x_n)(x_n - x^*) = t'(x^*) \int_0^1 [t'(x^*)]^{-1}[t'(x_n) - t'(x^*)]d\tau(x_n - x^*).\]
(89)
Following the hypothesis (11) of the theorem and using Equations (88) and (89), it can be written as
\[
||y_n - x^*|| \leq \|\|t'(x_n)||^{-1}t'(x^*)\|\| \int_0^1 [t'(x^*)]^{-1}[t'(x_n) - t'(x^*) + t'(x^*) - t'(x_n^*)]d\tau\|
\|\|t'(x_n)||^{-1}||t(x_n - x^*)||
\leq \frac{1}{1 - \int_0^{2\rho(x_0)} L_0(u)du} \left\{ \int_0^1 \int_0^{2\rho(x_0)} L_0(u)d\rho(x_n)d\tau + \int_0^1 \int_0^{2\rho(x_0)} L_0(u)d\rho(x_n)d\tau \right\}.
\] (90)
In view of Lemma (1), the above inequality becomes
\[
||y_n - x^*|| \leq \frac{2 \int_0^{2\rho(x_0)} L_0(u)d\rho(x_n) - \frac{1}{2} \int_0^{2\rho(x_0)} L_0(u)du}{1 - \int_0^{2\rho(x_0)} L_0(u)du} \rho(x_n) = q_1 \rho(x_n),
\]
which is same as first inequality of (84). By similar analogy and form the final sub-step of the scheme (3), we can write

\[
||x_{n+1} - x^*|| \leq ||[t'(x_n)]^{-1}t'(x^*)|| \left\{ \left[ \int_0^1 [t'(x^*)]^{-1} [t'(x_n) - t'(x^*)] d\tau \right] ||(y_n - x^*)|| + || \int_0^1 [t'(x^*)]^{-1} [t'(y_n)] d\tau || \right\} \\
\leq \frac{1}{1 - \int_0^{2p(x_n)} L_0(u)du} \left\{ \int_0^{1/2} \int_0^{2p(y_n)} L_0(u) d\tau \right\}.
\]

By virtue of Lemma 1, the above expression becomes

\[
||x_{n+1} - x^*|| \leq \frac{\int_0^{2p(x_n)} L_0(u) d\tau}{1 - \int_0^{2p(x_n)} L_0(u)du} \int_0^{2p(y_n)} L_0(u) d\tau
\]

where \(q_1 < 1\) and \(q_2 < 1\) are determined by the relation (83). Also, it can be seen that inequality (86) may be easily derived from the second expression (84) and hence \(x_n\) converges to \(x^*\).

Furthermore, if the function \(L_a\) defined by the relation (62) is non-decreasing for some \(a\) with \(0 \leq a \leq 1\) and \(r\) is determined by the inequality (83), it follows from the first inequality of the expression (84) and Lemma 2 that

\[
||y_n - x^*|| \leq \frac{2q_0(2p(x_n))2a}{(1 - \int_0^{2p(x_n)} L_0(u)du)} p(x_n)^{a+1}
\]

Moreover, from the second inequality of expression (84) and Lemma 2, we get

\[
||x_{n+1} - x^*|| \leq \frac{\phi_0(2p(x_n) + \phi_0(2p(y_n)))}{(1 - \int_0^{2p(x_n)} L_0(u)du)} \cdot \frac{2a}{\rho(x_n)} p(x_n)^{a+1}
\]

Hence, it can be seen that inequality (87) may be easily derived and hence \(x_n\) converges to \(x^*\). \(\square\)

Next, we will apply our newly improved theorems to some special functions \(L\) and results from Theorems 3 and 4 are recaptured.

**Corollary 5.** Suppose that \(x^*\) satisfies \(t(x^*) = 0\, t\) has a continuous derivative in \(V(x^*, r)\), \([t'(x^*)]^{-1}\) exists and \([t'(x^*)]^{-1}t'\) satisfies (9), (11) with \(L(u) = cau^{a-1}\) and \(L_0(u) = c_0au^{a-1}\), i.e.,

\[
\left|\left| [t'(x^*)]^{-1} (t'(x) - t'(y^n)) \right|\right| \leq c_1(1 - \tau)(||x - x^*|| + ||y - x^*||)^a
\] (92)
and

\[ ||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| \leq c_0 2^a ||x - x^*||^a, \] (93)

\[ \forall x, y \in V(x^*, r), 0 \leq \tau \leq 1, \text{where } y^\tau = x^* + \tau(y - x^*), \rho(x) = ||x - x^*||, 0 < a < 1, c > 0 \]

and \( c_0 > 0 \). Let \( r \) satisfy

\[ r = \left( \frac{a + 1}{2^a (c_0 (a + 1) + ca)} \right)^{\frac{1}{2}}. \] (94)

Then, the two-step Newton-type method (3) is convergent for all \( x_0 \in V(x^*, r) \) and

\[ ||y_n - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L(u)u\text{d}u}{2(1 - \int_0^{2\rho(x_n)} L_0(u)\text{d}u)} \leq q_1 \rho(x_n), \] (95)

\[ ||x_{n+1} - x^*|| \leq \frac{\int_0^{\rho(x_n) + \rho(y_n)} L(u)u\text{d}u}{(\rho(x_n) + \rho(y_n))(1 - \int_0^{2\rho(x_n)} L_0(u)\text{d}u)} \rho(y_n) \leq q_2 q_1 \rho(x_n), \] (96)

where the quantities

\[ q_1 = \frac{ca^2 \rho(x_0)^a}{(1 + a)(1 - 2^c c_0 \rho(x_0)^a)}, q_2 = \frac{ca(\rho(x_0) + \rho(y_0))^a}{(a + 1)(1 - 2^c c_0 \rho(x_0)^a)} \] (97)

are less than 1. Furthermore,

\[ ||x_n - x^*|| \leq C^{n-1}||x_0 - x^*||, n = 1, 2, ..., C = q_1 \frac{\rho(x_0)}{\rho(y_0)}. \] (98)

**Corollary 6.** Suppose that \( x^* \) satisfies \( t(x^*) = 0, t \) has a continuous derivative in \( V(x^*, r) \), \([t'(x^*])^{-1}\) exists and \([t'(x^*)]^{-1}t'\) satisfies (11) with \( L_0(u) = c_0 au^{a-1} \) i.e.,

\[ ||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| \leq c_0 2^a ||x - x^*||^a, \forall x \in V(x^*, r), \] (99)

where \( \rho(x) = ||x - x^*||, 0 < a < 1 \) and \( c_0 > 0 \). Let \( r \) satisfy

\[ r = \left( \frac{1}{3c_0 2^a} \right)^{\frac{1}{2}}. \] (100)

Then, the two-step Newton-type method (3) is convergent for all \( x_0 \in V(x^*, r) \) and

\[ ||y_n - x^*|| \leq \frac{2 \int_0^{2\rho(x_n)} L_0(u)u\text{d}u}{1 - \int_0^{2\rho(x_n)} L_0(u)\text{d}u} \rho(x_n) \leq q_1 \rho(x_n), \] (101)

\[ ||x_{n+1} - x^*|| \leq \frac{\int_0^{2\rho(x_n)} L_0(u)u\text{d}u + \int_0^{2\rho(y_n)} L_0(u)u\text{d}u}{1 - \int_0^{2\rho(x_n)} L_0(u)\text{d}u} \rho(y_n) \leq q_2 q_1 \rho(x_n), \]

where the quantities

\[ q_1 = \frac{c_0 2^{a+1} \rho(x_0)^a}{1 - 2^c c_0 \rho(x_0)^a}, q_2 = \frac{c_0 2^a (\rho(x_0)^a + \rho(y_0)^a)}{1 - 2^c c_0 \rho(x_0)^a} \] (102)

are less than 1. Furthermore,

\[ ||x_n - x^*|| \leq C^{n-1}||x_0 - x^*||, n = 1, 2, ..., C = q_1 \frac{\rho(x_0)}{\rho(y_0)}. \] (103)
Corollary 7. Suppose that $x^*$ satisfies $t(x^*) = 0$, $t$ has a continuous derivative in $V(x^*, r)$, $[t'(x^*)]^{-1}$ exists and $[t'(x^*)]^{-1}t'$ satisfies (11) with $L_0(u) = \frac{2\gamma_0}{(1-\gamma_u)}$, i.e.,

$$||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| \leq \frac{c_0}{(1-2\gamma p(x))^2} - c_0, \forall x \in V(x^*, r)$$

(104)

where $p(x) = ||x - x^*||$, $\gamma > 0$ and $c_0 > 0$. Let $r$ satisfy $r = \frac{3c_0 + 1 - \sqrt{3c_0(3c_0 + 1)}}{2\gamma (3c_0 + 1)}$. (105)

Then, two-step Newton-type method (3) is convergent for all $x_0 \in V(x^*, r)$ and

$$||y_n - x^*|| \leq \frac{2 \int_0^{2p(x_n)} L_0(u)du}{1 - \int_0^{2p(x_n)} L_0(u)du} \rho(x_n) \leq q_1 \rho(x_n),$$

$$||x_{n+1} - x^*|| \leq \frac{\int_0^{2p(x_n)} L_0(u)du + \int_0^{2p(y_n)} L_0(u)du}{1 - \int_0^{2p(x_n)} L_0(u)du} \rho(y_n) \leq q_2 q_1 \rho(x_n),$$

(106)

where the quantities

$$q_1 = \frac{2c_0 - 2c_0(1 - 2\gamma p(x_0))^2}{1 - 2\gamma p(x_0)^2((1 + c_0) - c_0)},$$

(107)

$$q_2 = \frac{[c_0 - c_0(1 - 2\gamma p(x_0))^2](1 - 2\gamma p(y_0))^2 + (c_0 - c_0(1 - 2\gamma p(y_0))^2)(1 - 2\gamma p(x_0))^2}{((1 - 2\gamma p(x_0))^2(1 + c_0) - c_0)(1 - 2\gamma p(y_0))^2}$$

(108)

are less than 1. Furthermore,

$$||x_n - x^*|| \leq C^{n-1}||x_0 - x^*||, n = 1, 2, ..., C = q_1 \frac{\rho(x_0)}{\rho(y_0)}.$$  

(109)

Remark 1. (a) If $L_0 = L$, then our results specialize to earlier ones [5,10,15–17]. However, if $L_0 < L$, then the benefits stated in the abstract and the introduction are obtained (see also Example 1 and Example 2).

(b) A further extension can be achieved as follows. Suppose (6) holds and equation $2L_0(u)u - 1 = 0$ has a minimal positive zero $r$. Define $\overline{V} = V(x^*, r) \cap V(x^*, \tau)$. Moreover, suppose

$$||t(x) - t(y^*)|| \leq \int_{\tau}^{t(x) + \rho(y)} \overline{T}(u)du,$$

(110)

where $\forall x, y \in \overline{V}, 0 \leq \tau \leq 1$, and $\overline{T}$ is as $L$. Then, we have

$$\overline{T}(u) \leq L(u) \text{ for all } u \in [0, \min\{r, \tau\}].$$

Then, in view of the proofs $\overline{T}$ can replace $L$ in all results with $L$. However, if

$$\overline{T}(u) < L(u)$$

the benefits stated in the introduction are extended even further. In the case of the motivational example, we have

$$L_0 < \overline{T} = \frac{c_0(\gamma - 1)}{2} < L.$$
6. Numerical Examples

Example 1. Let $X = Y = R$, the reals. Define

$$t(x) = \int_0^x \left( 1 + 2x \sin \frac{\pi}{x} \right) dx, \ \forall x \in R.$$  

Then

$$t'(x) = \begin{cases} 1 + 2x \sin \frac{\pi}{x}, & x \neq 0, \\ 1, & x = 0, \end{cases}$$

Obviously, $x^* = 0$ is a zero of $t$ and $t'$ satisfies that

$$||[t'(x^*)]^{-1}(t'(x) - t'(x^*))|| = \left| 2x \sin \frac{\pi}{x} \right| \leq 2|x - x^*|, \ \forall x \in R.$$  

It follows from Theorem 4 that for any $x_0 \in V(x^*, 1/6)$

$$||x_n - x^*|| \leq C^{q-1}||x_0 - x^*||, \ n = 1, 2, \cdots, C = \left( \frac{4|x_0|^2}{1 - 2|x_0||y_0|} \right).$$

However, there is no positive integrable function $L$ such that the inequality (7) is satisfied. In fact, notice that

$$||[t'(x^*)]^{-1}(t'(x) - t'(y^*))|| = \left| 2x \sin \frac{\pi}{x} - 2y \sin \frac{\pi}{y^*} \right| = \frac{4|x_0|^2}{2k + 1},$$

for $x = \frac{1}{k}, y = \frac{1}{k}, r = \frac{2k}{2k + 1}$ and $k = 1, 2, \cdots$ Thus, if there was a positive integrable function $L$ such that the inequality (7) holds on $V(x^*, r)$ for some $r > 0$, it follows that there exists some $n_0 > 1$ such that

$$\int_0^{2r} L(u) du \geq \sum_{k=n_0}^{+\infty} \int_{2k+1}^{2k+2} L(u) du \geq \sum_{k=n_0}^{+\infty} \frac{4}{2k + 1} = +\infty,$$

which is a contradiction. This example shows that Theorem 4 is a crucial improvement of Theorem 3 if the radius of the convergence ball is ignored.

Example 2. Let $X = Y = R^3, D = V(0,1) and X^* = (0,0,0)^T$. Define a function $t$ on $D$ for $w = (x,y,z)^T$ by

$$t(w) = (e^x - 1, \frac{e-1}{2} y^2 + y, z)^T.$$  

Then, the Fréchet derivative is

$$t'(w) = \begin{pmatrix} e^x & 0 & 0 \\ 0 & (e-1)y + 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (111)

Using (14) and $t'(x^*) = (1,1,1)^T$, we have:

Old case $L_0(u) = L(u) = \frac{\xi}{2}$ gives

$$r_0 = 0.245253.$$  

Case $L_0(u) = \frac{\xi - 1}{2}$ and $L(u) = \frac{\xi}{2}$ gives

$$r_1 = 0.324947.$$
Case $L_0(u) = \frac{1}{2}$ and $\overline{L}(u) = \frac{e^{(u-1)}}{2}$ gives $r_2 = 0.382692$.

Notice that $r_0 < r_1 < r_2$.

**Example 3.** Choose $X = Y = C[0,1], \Omega = \mathcal{V}(0,1)$ and $x^* = 0$. Then, define $t$ on $\Omega$ as

$$t(h)(x) = h(x) - \int_0^1 x \tau h(\tau)^3 d\tau.$$  

Therefore,

$$t'(h(p))(x) = p(x) - 3 \int_0^1 x \tau h(\tau)^2 p(\tau) d\tau \text{ for all } p \in \Omega.$$  

Then, we get

$$L_0(u) = 1.5u < L(u) = \overline{L}(u) = 3u.$$  

Hence, again we obtain the same benefits as in Example 2 by solving (14).

### 7. Conclusions

A new technique is developed in view of which we achieve a tighter local convergence analysis compared with earlier studies, without additional hypothesis. The technique is quite general. That means that the same benefits appear on the study of other iterative methods. The third and fourth sections in this paper analyzed the local convergence of a two-step Newton-type method of order three when applied under generalized Lipschitz conditions, in which instead of Lipschitz constants some non-decreasing integrable functions are being used. It turns out that although the conditions are more general, they are also more flexible, leading to some advantages, without any additional computational effort. The examples also demonstrate our benefits. All results are obtained without additional requirements. Hence, we have extended the applicability of modified Newton’s method in cases not covered before. Our approach paves the way for future research to improve local results for Newton-type methods, and other iterative procedures.

**Author Contributions:** Conceptualization, A.S., I.K.A., J.P.J., C.A. and K.R.P.; methodology, A.S., I.K.A., J.P.J., C.A. and K.R.P.; software, A.S., I.K.A., J.P.J., C.A. and K.R.P.; validation, A.S., I.K.A., J.P.J., C.A. and K.R.P.; formal analysis, A.S., I.K.A., J.P.J., C.A. and K.R.P.; investigation, A.S., I.K.A., J.P.J., C.A. and K.R.P.; resources, A.S., I.K.A., J.P.J., C.A. and K.R.P.; data curation, A.S., I.K.A., J.P.J., C.A. and K.R.P.; writing—original draft preparation, A.S., I.K.A., J.P.J., C.A. and K.R.P.; writing—review and editing, A.S., I.K.A., J.P.J., C.A. and K.R.P.; visualization, A.S., I.K.A., J.P.J., C.A. and K.R.P.; supervision, A.S., I.K.A., J.P.J., C.A. and K.R.P.; project administration, A.S., I.K.A., J.P.J., C.A. and K.R.P.; funding acquisition, A.S., I.K.A., J.P.J., C.A. and K.R.P. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Acknowledgments:** The authors would like to pay their sincere thanks to the reviewer for their useful suggestions.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Ortega, J.M.; Rheinboldt, W.C. *Iterative Solution of Nonlinear Equations in Several Variables*; Society for Industrial and Applied Mathematics: Philadelphia, PA, USA, 2000.
2. Kantorovich, L.V.; Akilov, G.P. Functional Analysis; Pergamon Press: Oxford, UK, 1982.
3. Rall, L.B. Computational Solution of Nonlinear Operator Equations; Robert, E., Ed.; John Wiley & Sons, Inc.: New York, NY, USA, 1969.
4. Homeier, H.H.H. On Newton-type methods with cubic convergence. J. Comput. Appl. Math. 2005, 176, 425–432.
5. Kou, J.; Li, Y.; Wang, X. A modification of Newton method with third-order convergence. Appl. Math. Comput. 2006, 181, 1106–1111.
6. Nazeer, W.; Tanveer, M.; Kang, S.M.; Naseem, A. A new Householder’s method free from second derivatives for solving nonlinear equations and polynomiography. J. Nonlinear Sci. Appl. 2016, 9, 998–1007.
7. Traub, J.F. Iterative Methods for the Solution of Equations; Chelsea Publishing Company: New York, NY, USA, 1977.
8. Argyros, I.K.; Cho, Y.J.; George, S. Local convergence for some third-order iterative methods under weak conditions. J. Korean Math. Soc. 2016, 53, 781–793.
9. Candelario, G.; Cordero, A.; Torregrosa, J.R. Multipoint fractional iterative methods with \((2\alpha + 1)\)th-order of convergence for solving nonlinear problems. Mathematics 2020, 8, 452.
10. Chen, J.; Li, W. Convergence behaviour of inexact Newton methods under weak Lipschitz condition. J. Comput. Appl. Math. 2006, 191, 143–164.
11. Kanwar, V.; Kukreja, V.K.; Singh, S. On some third-order iterative methods for solving nonlinear equations. Appl. Math. Comput. 2005, 171, 272–280.
12. Magreñán, Á.A.; Argyros, I. A contemporary Study of Iterative Methods; Elsevier: Hoboken, NJ, USA; Academic Press: New York, NY, USA, 2018.
13. Ragusa, M.A.; Tachikawa, A. Partial regularity of the minimizers of quadratic functionals with VMO coefficients. J. Lond. Math. Soc. Second Ser. 2005, 72, 609–620.
14. Sharma, D.; Parhi, S.K. On the local convergence of modified Weerakoon’s method in Banach spaces. J. Anal. 2020, 28, 867–877.
15. Magrenan Ruiz, A.A.; Argyros, I.K. Two-step Newton methods. J. Complex. 2014, 30, 533–553.
16. Wang, X. Convergence of Newton’s method and uniqueness of the solution of equations in Banach space. IMA J. Numer. Anal. 2000, 20, 123–134.
17. Wang, X.H.; Li, C. Convergence of Newton’s method and uniqueness of the solution of equations in Banach spaces II. Acta Math. Sin. 2003, 19, 405–412.
18. Shakhno, S. On a two-step iterative process under generalized Lipschitz conditions for first-order divided differences. J. Math. Sci. 2010, 168, 576–584.