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Abstract—Optical communication is developing rapidly in the directions of hardware resource diversification, transmission system flexibility, and network function virtualization. Its proliferation poses a significant challenge to traditional optical communication management and control systems. Digital twin (DT), a technology that utilizes data, models, and algorithms and integrates multiple disciplines, acts as a bridge between the real and virtual worlds for comprehensive connectivity. In the digital space, virtual models are established dynamically to simulate and describe the states, behaviors, and rules of physical objects in the physical space. DT has been significantly developed and widely applied in industrial and military fields. This study introduces the DT technology to optical communication through interdisciplinary crossing and proposes a DT framework suitable for optical communication. The intelligent fault management model, flexible hardware configuration model, and dynamic transmission simulation model are established in the digital space with the help of deep learning algorithms to ensure the high-reliability operation and high-efficiency management of optical communication systems and networks.

Index Terms—Digital twin, deep learning, optical communication.

INTRODUCTION

Currently, the world is entering the digital era, where digital twins (DTs) have become an anticipated enabling technology to promote digital transformation and intelligent evolution in various areas [1]. DT, which creates high-fidelity digital virtual models of physical objects to simulate their behaviors and depict their operating states, paves the way for realizing cyber–physical fusion [2]. The power of advanced computing and analytics in the cyber space opens a bright perspective to all walks of life. DT is receiving increasing attention and has been used in a wide range of fields, including the manufacturing industry, military engineering, marine engineering, aerospace engineering, electrical power systems, and smart cities [3, 4].

Owing to its high bandwidth, low loss, and strong anti-interference, optical fiber communication is the key technology to realize large-capacity and long-haul data transmission in this era of big data. Ensuring a stable operation, as well as efficient and intelligent management, of optical communication systems and networks is significant and indispensable. However, with the proliferation of the elastic optical transceivers, complex optical modulation, hybrid optical transmission, variable wavelength grids, software-defined optical networks, and other technologies, optical communication is rapidly evolving in the direction of hardware resource diversification, transmission system flexibility, and network function virtualization [5, 6]. Moreover, owing to the complex deployment environments and wide range of coverage, the existing optical communication systems and networks encounter severe challenges in their accurate monitoring, on-line management, real-time control, and rapid maintenance [7]. In addition, the conventional network management schemes always take no account of actual physical situation. In researches of optical network, there is a premise that the conditions of physical layer are ideal, stable, and static, and the characteristics of physical layer are mainly based on the simplified numerical models, but always ignore the real physical world. Therefore, there is a yawning gap between network layer and physical layer. Although DT has been used widely in various fields, it has not yet been applied to optical communication. In view of the technical challenges faced in optical communication, DT has the potential to provide low-cost and lightweight solutions to address these challenges, and it may have broad application prospects in optical communication.

Considering the need to develop optical communication, and encouraged by the technical advantages of DT, this study introduces...
DT to optical communication to perform multiple functions, including fault management, hardware configuration, and transmission simulation. First, a DT framework is designed particularly for optical communication. In the physical space, the acquisition and fusion of multi-source heterogeneous data from physical objects are implemented using a cognitive optical network. In the digital space, an intelligent fault management model, a flexible hardware configuration model, and a dynamic transmission simulation model are established. Deep learning as a powerful interdisciplinary tool plays a central role in the entire DT system to realize all types of functions, including data acquisition, model building, result analysis, and strategy execution. The application of the DT technology in optical communication is realized to ensure a safe and stable operation of optical communication systems, optimize the hardware efficiency and network resource efficiency, and improve the dynamic monitoring and numerical analysis capability of the transmission system.

**Digital Twin Framework for Optical Communication**

The basic principle and application background of DT are depicted in Fig. 1. In the physical space, real-time data acquisition from physical objects is achieved through sensing and monitoring. The collected data are processed and stored in a database. After data mining and fusion processing, useful information is obtained and deep-level knowledge is explored. Based on the collected data and captured information, virtual models can be built dynamically in the digital space. According to various application requirements, various virtual models generate the corresponding target results and feedback the matching optimization strategies to the physical space. The reality–virtual interaction is realized by forward mapping to virtual models and backward reaction to physical objects. Based on the idea of DT, a series of successful applications has been demonstrated in the fields of smart workshops, electric power, ship navigation, aeronautical engineering, manufacturing industry, and smart cities (see Fig. 1). It has implemented the various services, such as intelligent manufacturing, work flow control, operation status prediction, lifetime monitoring, system simulation, numerical analysis, 3D visualization, etc.

Next, we carried out exploratory research on combination of DT and optical communication. Firstly, the framework of DT particularly designed for optical communication is proposed, which is composed of physical layer, data layer, model layer, and application layer, as shown in Fig. 2. From the bottom up, the physical layer in this architecture refers to the physical objects in optical communication system, i.e., optical equipment, network elements, transmission modules, fiber links, etc. Based on the idea of cognitive optical network, through sensor detection, optical performance monitoring, and network message reporting, all sorts of data can be collected in real time from physical equipment, transmission systems, and network interface sources. Then the acquired data are sent and stored in the data layer, where the fusion processing and deep mining of multi-source heterogeneous data are carried out. Both the unified data after fusion processing and the useful information obtained from data mining are subsequently transmitted to the model layer.

Here, we mainly focus on the three essential subjects in optical communication: fault management, hardware configuration, and transmission simulation. Therefore, in the model layer, we investigate and build the intelligent equipment fault management model, flexible hardware configuration model, and dynamic transmission process simulation model simultaneously. Through the cooperative operation and dynamic response, these three models can perform the corresponding functions in the application layer, including the equipment fault prediction/diagnosis/location/repairment, hardware resource optimization and network efficiency improvement, transmission process dynamic simulation, real-time display, and numerical analysis. Finally, according to the

![Fig. 2. Digital twin framework for optical communication consisting of physical layer, data layer, model layer, and application layer.](image-url)
comprehensive analysis results, the optimization strategies are formulated and response actions are taken in the application layer, and then feedback to the physical layer from the top down. Through reality-virtual interaction between forward mapping and backward reaction, the DT system for optical communication forms a closed loop. As a supporting technology, deep learning algorithm runs through the whole process to implement data acquisition, model establishment, numerical analysis, and strategy execution [8]. Eventually, a framework of DT specialized for optical communication system is established.

DATA ACQUISITION

The realization of DT is based on the massive data pertaining to all elements and over the entire lifetime. A virtual model can be accurately built in the digital space only when sufficient data are collected from the physical space. In optical communication, right from the physical layer to the network layer, significant amounts of data are generated from a wide range of sources, including historical data, initial data, and real-time update data for the network status, equipment operating state, and transmission system performance. All types of multi-source heterogeneous data are acquired from cognitive optical network [9], which aims to introduce cognition on multiple planes (e.g., access, aggregation, and core nodes) to perceive current network conditions, as shown in Fig. 3. The data on the network status (e.g., resource utilization information, notification message, delay jittering, and blocking rate) are obtained from optical performance monitoring (OPM) modules. In addition, the transmitted signal can also be obtained by photoelectric detector. However, different data have different structural characteristics, operation modes, storage mechanisms, and matching algorithms. Therefore, it is essential to implement data fusion for all the multi-source heterogeneous data in the data layer. Data fusion refers to data desensitization, cleaning, labeling, naming, normalization, sampling, augmentation, and balancing, which convert the original data into processable data and usable information, as shown in Fig. 3.

Based on the data type, multi-source heterogeneous data can be broadly divided into three categories: image data, time-series data, and other structural data. All these categories must be comprehensively fused and further processed using deep learning. Various deep learning algorithms are available for this purpose. In terms of the algorithm mechanism and data category, the convolutional neural network, recurrent neural network, deep neural network, and their variants can be used to process image data, time-series data, and structured data [10, 11]. In addition, depending on research objects and modeling requirements, deep learning can be used to extract important features and capture deep-level information, such as the prediction of equipment operating parameters, estimation of the optical signal quality, evaluation of the performance of the transmission system, and analysis of the network status. All these are of significance for the establishment of a model.

MODEL ESTABLISHMENT

DT establishes a quasi-real-time connection between the physical and digital worlds through virtual models. It uses modeling technology to describe the physical state, simulate the operation process, forecast change tendency, and optimize object performance. Therefore, it can be said that the model...
layer is the most central part of the DT system. However, the traditional modeling methods in optical communication suffer from the following disadvantages: (a) strong dependence on expert experience and mathematical theories, (b) effective only for the static and single scenario, and (c) inability to perform real-time iterative optimization. While in digital twin, massive real-time data are collected and stored in the data layer. A wealth of information and a variety of time-varying characteristics are contained in the various data. Different from traditional model-driven methods, in our scheme, based on the idea of real-time data-driven modeling, three deep learning-based models are proposed: one each for intelligent fault management, flexible hardware configuration, and dynamic transmission simulation.

**Fault Management Model**

Large-scale optical networks consist of plenty of optical equipment. A failure of the network can cause serious consequences, such as data loss, transmission interruption, and performance deterioration. The traditional approach to the fault management of the optical network equipment is based on the built-in inspection software provided by the manufacturer to monitor some typical operating parameters. When the real-time monitoring values reach the alarm threshold value, the fault management system automatically sends out an alarm. This type of fault management is simple and straightforward, and its technical architecture is relatively mature. However, parameter monitoring and threshold settings are generally based on experience and lack precision. Furthermore, the traditional fault management system is capable of only a broad fault alarm and fault prediction and lacks an effective fault diagnosis function. Therefore, there is a need for not only improving the accuracy but also extending the function scope of fault management.

With the help of DT, optical network equipment equipped with sensing and monitoring modules can collect various operating state parameters in real time, such as the environment temperature, laser power, bias current, etc. Based on this historical operating state data obtained from the equipment in the physical space, virtual fault prediction and fault diagnosis models are generated in the digital space using two learning algorithms. First, a bidirectional gated recurrent unit (BiGRU) algorithm is used to predict the trend of the equipment state parameters that can be regarded as temporal sequences. Next, the predicted state parameters are used to prognosticate whether the equipment will fail at a certain time.

At present, we have demonstrated the feasibility of this scheme on optical transport network (OTN) equipment (ZXOME 8300) those are mainly deployed in the metropolitan area network [12]. The data from preceding thirty-six days are collected for model training. Based on the trained model, the operating state of the following seven days can be predicted. It can predict the occurrence of the fault at least one day in advance, with an average accuracy of greater than 99% and a false rate of less than 0.9%.

Next, extreme gradient boosting (XGBoost) is selected to implement fault diagnosis [13]. XGBoost is an integrated learning algorithm that adopts the classification and regression tree (CART) as the base learner. Unlike traditional neural networks, the base learner of XGBoost is composed of a root node, branches, and leaf nodes. The path from the root node to the leaf node can explain the information of a certain decision rule. Encouraged by the idea that XGBoost finds the best split through feature splitting continuously, it is possible to introduce XGBoost to interpret the cause of the fault and reveal the important features for fault diagnosis. The greater the number of times the feature node splits, the stronger the correlation between the feature node and fault. Based on the data from operating state records of existing OTN, there are total 15 features that may cause equipment fault. By decomposing the internal structure of XGBoost and analyzing node characteristics, the 5 most remarkable features responsible for the fault are found, as shown in Fig. 4. The feature scoring dependent on split time can be calculated in XGBoost. In terms of their importance grades, the possible fault causes are the laser bias current, environment temperature, output optical power, input optical power, and laser temperature offset in order, which can provide valuable reference information for fault repair.

**Hardware Configuration Model**

In dynamic optical networks, programmable optical equipment serves as one of the key equipment that can flexibly adjust the configuration parameters to meet the diverse quality of service levels and adapt to the time-varying network environment. In this study, we use the programmable optical transceiver (POT) to investigate the application of DT in the hardware configuration. As the core network equipment, POT can flexibly configure multi-dimensional parameters, such as the modulation format (MF), symbol rate (SR), forward error correction (FEC) coding, probabilistic constellation shaping, and subcarrier, depending on the real-time link state, optical signal quality, and service transmission requirements for the purpose of flexible bandwidth resource allocation and automatic transmission capacity regulation. The ideal POT configuration model can learn the nonlinear mapping relationship between the POT operating parameters and the corresponding transmission performances under various network conditions to provide the optimal configuration strategy quickly. However, the classical POT configuration model is mainly dependent on expert experience, lacks a feedback mechanism, and is incapable of a dynamic response. Therefore, it fails to meet the requirements of

![Fig. 4. Top 5 feature importance in XGBoost feature scoring for fault diagnosis.](image-url)
dynamic optical networks. Encouraged by the strong dynamic digital modeling and intelligent feedback controlling characteristics of DT, we propose a DT-enabled POT adaptive configuration scheme using deep reinforcement learning (DRL), which is oriented by low delay and high spectral efficiency.

Based on the operating principle of DT, we propose a self-evolving POT based on DRL [14]. In the physical space, POT provides transmission bandwidth resources flexibly to satisfy the diverse quality of service levels between the source and destination nodes. Through configuring multi-dimension parameters of POT, the spectrum consumption and delay performance are affected accordingly. In the data base, multidimensional monitoring data on POT collected from the physical space are uploaded to the data fusion platform for data desensitization, cleaning, and normalization. The data fusion platform comprises multi-dimensional monitoring data and information, including but not limited to OSNR and control actions from physical layer, transmission capability and network delay from network layer, and bandwidth and delay requirements from application layer. After data fusion, the POT monitoring data are input to the digital space.

After fusion processing, the POT monitoring data are sent to the digital space, where DRL is used to implement the dynamic digital modeling and devise the smart control strategy for the POT configuration. In the DRL agent, the double deep Q-learning network consisting of two deep neural networks—modeling and evolving networks with similar structures—is selected. The objective of the modeling network is to reduce network delay and improve the utilization of the spectrum. Through the historical and real-time POT control experience, the modeling network is set to determine the uncertain relationship between the network state and transmission performance utilization under various POT control actions. In contrast, the evolving network is used to learn real-time POT control experience and, accordingly, adjust the parameters of the modeling network to adapt to the dynamic network environment. This scheme can achieve a balance between transmission quality and spectrum resource cost; that is, it can significantly improve the utilization of the spectrum and reduce the network delay while meeting the transmission requirements for various services in various physical link transmission states.

The experiment and simulation results indicate that, when compared with the classical POT based on brute-force search and maximum capability provisioning (BSMCP), the POT based on DT-DRL can dynamically adjust the parameters of the control model depending on the environmental changes, ensure the service transmission requirements, and improve the utilization of the spectrum. In the Fig. 5, the spectrum occupation decreases with the normalized traffic load and less spectrum consumption can be obtained in the proposed DRL-based scheme, where the average spectrum consumption is about 77.9% of those of the BSMCP-based scheme. Meanwhile, the average network delay performance curves are almost overlapped in two schemes where the average delay in the proposed scheme is 0.7% larger than those in BSMCP-based scheme. We are of the view that DT will open a new avenue for adaptive optical component modeling and control of dynamic optical networks.

**TRANSMISSION SIMULATION MODEL**

Performing simulations of optical communication systems is essential for system designs. It helps to simulate the actual operating process and characterize the real environment numerically. However, the traditional simulation systems for optical communication are usually composed of a series of model blocks, and each model block is established based on rigorous mathematical theory. Therefore, traditional simulation systems are generally effective only for static and ideal transmission scenarios and are not valid for practical transmission scenarios (where the link characteristics and signal performance vary dynamically in real time) and the newly evolving transmission scenarios whose analytical models have not yet been accurately proposed and mathematically verified. Using DT and deep learning, we propose a data-driven dynamic modeling technique for simulating the process of optical transmission instead of block-based system, as shown in Fig. 6. According to the characteristics of deep learning, the model functions can be approximated by mapping independent to dependent variables corresponding to the input and output data. Deep learning could construct an approximate channel model driven by source data and received data. In the physical space, signal data before transmission and after reception are collected in real time. Deep learning-based dynamic response models are established in the digital space and driven by the collected data without dependence on experience and mathematical theory.

In the physical space, the optical transmission system consists of an optical transmitter, optical channel, optical amplifier, and optical receiver. In the digital space, the transmission process simulation presents the entire process of optical signal transmission from the transmitter, through fiber links, after relay amplifications to the receiver. Therefore, the optical signal data from transmission and reception contain the entire real-time information, such as the signal quality, channel characteristics, and equipment performance, of the dynamic transmission process. In [15], we have demonstrated a data-driven fiber channel modeling using deep learning to simulate the transmission process through a standard single-mode fiber. First, optical signals from the optical transmitting module and receiving modules are collected as the input and output data to train the deep learning model. The input and output optical signals are composed of amplitude and phase information, which are typical time-series data. Considering the correlation between the front and rear sequences, the multilayer bidirectional long short-term memory (BiLSTM) is selected as the deep learning algorithm because of its superior performance for temporal sequences. Based on the amplitude and phase information of the optical signals, two BiLSTM networks are
used to execute amplitude and phase waveform fitting. Based on the real-time collected amplitude and phase data of optical signals, BiLSTM can effectively learn the transfer function and realize waveform fitting through iterative optimization training to depict the complete transmission process of the optical signal from its transmission to its reception in the digital space. Through testing and verification, we have realized a 0–80 km optical channel simulation model for the intensity modulation and direct detection system [15], which proves the feasibility of the data-driven modeling scheme. Furthermore, because the scheme does not rely on expert experience, it can significantly reduce the modeling cost and improve the simulation efficiency. This transmission simulation model in DT system can not only digitize the physical process, but also provide the numerical channel model that is important for adaptive damage compensation, like end-to-end learning method, to ensure high reliable transmission of optical communication.

CONCLUSIONS
In this study, we investigated the role of DT technology in optical communication and discussed its application for fault management, hardware configuration, and transmission simulation. A DT framework suitable for optical communication was designed, the problem of mass data acquisition and fusion in the physical space was analyzed, and multiple deep learning-based virtual models were proposed. DT technology can effectively improve and ensure the control efficiency and stable operation of optical communication systems and promote their digital transformation and intelligent evolution. In addition to the three types of application scenarios discussed in this study, DT can also be used to realize other potential applications, such as the lifecycle management and 3D visualization of optical equipment, adaptive damage compensation of transmission systems, intelligent monitoring of network state and system performance, and flexible allocation of network resources, in the future.
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