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Abstract

Deep neural networks (DNNs) defy the classical bias-variance trade-off: adding parameters to a DNN that exactly interpolates its training data will typically improve its generalisation performance. Explaining the mechanism behind the benefit of such over-parameterisation is an outstanding challenge for deep learning theory. Here, we study the last layer representation of various deep architectures such as Wide-ResNets for image classification and find evidence for an underlying mechanism that we call representation mitosis: if the last hidden representation is wide enough, its neurons tend to split into groups which carry identical information, and differ from each other only by a statistically independent noise. Like in a mitosis process, the number of such groups, or “clones”, increases linearly with the width of the layer, but only if the width is above a critical value. We show that a key ingredient to activate mitosis is continuing the training process until the training error is zero. Finally, we show that in one of the learning tasks we considered, a wide model with several automatically developed clones performs significantly better than a deep ensemble based on architectures in which the last layer has the same size as the clones.

1 Introduction

Deep neural networks (DNN) have enough parameters to easily fit all of their training data, even with random labels [1, 2]. In defiance of the classical bias-variance trade-off, the performance of these interpolating classifiers continuously improves as the number of parameters increases well beyond the number of training samples [3–6]. Despite recent progress in describing the implicit bias of stochastic gradient descent towards “good” minima [7–12], and the detailed analysis of solvable models of learning [13–24], the mechanisms underlying this “benign overfitting” [25] in DNNs remain partially unclear, especially since “bad” local minima exist in the optimisation landscape of DNNs [26].

In this paper, we investigate a mechanism that gives rise to benign overfitting in wide, deep neural networks which we call representation mitosis. The full representation of an input in a trained DNN is given by the last hidden layer of neurons, before the final fully-connected linear layer (Fig. 1 A). Our key observation is that randomly chosen subsets, or “chunks”, of neurons of the full representation classify the inputs with almost the same accuracy as the full representation, without any additional fine-tuning of the last-layer weights. As the network grows wider, its final representation splits into more and more statistically independent chunks, in a process akin to mitosis in cell biology [27]. For wide networks, each chunk with a sufficiently large number of neurons can be considered a clone: its representation of the input differs from that of the full layer only by some small, uncorrelated noise. The DNN accuracy then improves with the width of the network because the network implicitly averages over an increasing number of clones in its representations to make its prediction.

∗ddoimo@sissa.it

Preprint. Under review.
We summarise our main observation in Fig. 1. We considered two different learning tasks: the classification of the parity of MNIST digits [29] with a fully-connected network following the protocol of Geiger et al. [24], and the ten-class classification of CIFAR10 [30] with a family of Wide-ResNet-28 [28] networks. In both cases, the prediction of the network is computed from the final hidden representation by applying a linear transformation. As we increase the width of the network, and hence the width of its final representation, the performance improves continuously: the average classification error \( \bar{\varepsilon}(f) \) of 20 networks approaches the performance of an ensemble of networks \( \varepsilon(f) \) as the width increases, where \( f \) is the function represented by a single network, see Fig. 1.

The key observation that triggered our investigation is that the test accuracy of a model obtained by selecting a chunk of \( w \) neurons from the final representation of the widest network achieves a classification accuracy that is approximately equal to that of a full network in which the last layer has the same width \( w \) (orange lines). Crucially, the accuracy of these networks is computed without any re-training after the selection of the activations. We note that the error scales approximately as the inverse square root of the chunk size \( w \). This scaling suggests the mitosis mechanism described above and sketched at the bottom of the figure: as the width of the network increases, the final representation tends to split into clones which provide statistically independent measures of the same data manifold. The wider the representation, the more clones appear, and the higher the prediction accuracy of the network, as would be expected for an average of independent measures of the same quantity. This mechanism was indeed shown to be optimal in a series of theoretical works for two-layer neural networks [31–36]: the global minima for these shallow networks are characterised by individual neurons developing redundant representations of the important features of the data.

This paper attempts to provide a quantitative analysis of representation mitosis. Our main findings can be summarised as follows:
• A chunk of size \( w \) of the last layer of a wide neural network and the full layer of a network of the same size have very similar statistical properties.

• When the random chunks are large enough to fit the training set they can be linearly mapped one to another with an error which can be described as uncorrelated random noise. In this regime they behave as ‘clones’;

• The clones are a result of persistent training of a well regularised model. Carrying on training until a model has reached zero training error triggers the creation of redundancies in the final representation (clones) that can be helpful for generalisation, rather than hurting it due to overfitting;

• While in pMNIST the accuracy of a model obtained by taking the average over \( n \) independent networks of width \( w \) is practically equivalent to the accuracy of a single model of width \( n \cdot w \), in CIFAR10, for a given memory requirement, taking the average of the clones generated by a wide network allows reaching a significantly higher accuracy than taking an ensemble average of independently trained networks;

• Deep convolutional neural networks can converge to solutions with the redundant representations predicted by mean-field theories for two-layer neural networks.

1.1 Further related work

Deep ensembles We found that DNNs create an ensemble of clones in their final representation. It is well known that ensembles of predictors, trained from different initial conditions on the same task, can beat single models in classification and regression (see Ref. [37] for a review). However, the high cost of training deep neural network models often make ensemble approaches prohibitively expensive. Lakshminarayanan et al. [38] proposed deep ensembles to offer uncertainty estimates of deep learning predictions. Littwin et al. [39] introduced “collegial ensembles”, where multiple independent models are trained as a single model in the neural tangent kernel (NTK) [40] regime. Recent theoretical work on random features [21–23] does indeed suggest that ensembling and over-parameterisation are two sides of the same coin in the lazy regime of neural networks [40, 41], where the weights of the networks’ hidden layers don’t move much during training. In this paper, instead we focus on networks in the feature learning regime where weights move significantly [41].

Neural scaling laws Capturing the asymptotic performance of neural network via scaling laws is another active research area. In the context of deep learning, Refs. [42–44] experimentally explored the scaling of the generalisation error of deep networks with the number of parameters/data points across architectures and application domains for supervised learning, while Ref. [45] identified empirical scaling laws in generative models. Geiger et al. [24] found that the generalisation error of fully-connected networks trained on the pMNIST task we also consider scales with the number of parameters. In a similar vein, the authors of Refs. [46] empirically demonstrated the existence of four scaling regimes and described them theoretically in the setting of random features. Ref. [47] relate the exponent of such scaling laws to the dimension of the data manifold.

2 Methods

pMNIST experiments. We train a fully-connected network to classify the parity of the MNIST digits (pMNIST) following the protocol of Geiger et al. [24]. In short, MNIST digits are projected on the first ten principal components, which are then used as inputs of a five layer fully-connected network (FC5). The four hidden representations have all the same width \( w \) and the output is a real number whose sign is the predictor of the parity of the input digit. In a first experiment the network is fitted like in Ref. [24], without any additional explicit regularizer, minimising the squared hinge loss with full batch gradient descent using Adam optimiser on 10000 digits, until the training loss reaches zero. We run a second test adding batch normalisation and training the same network for 5000 epochs with SGD with momentum of 0.9 using a cosine annealing learning rate scheduler and a batch size of 256. We tuned the learning rate and amount of weight decay using grid search, and report results for learning rate \( 10^{-3} \) and weight decay \( 10^{-2} \). With the only exception of the orange profiles in Fig. 1 the results of this work are based on this second setting.
Figure 2: **Intrinsic dimension of representation.** Dashed lines: the ID of the representation of the last layer as a function of its width. Orange: the pMNIST dataset; blue: the CIFAR10 dataset. Solid lines: the ID of chunks of the representation of the last layer (512 neurons in both datasets) as a function of the chunk size. In both datasets the ID of a chunk is very similar to the ID of the full representation of equal width, provided that the width is sufficiently large.

**CIFAR10 experiments.** We then analyse a family of Wide-ResNet-28 [28] (WR28) trained on CIFAR10. The WR28 models are trained for 200 epochs with stochastic gradient descent following standard practice to set the relevant hyper-parameters: batch size = 128, momentum = 0.9, weight decay = $5 \cdot 10^{-4}$, and cosine annealing scheduler starting with a learning rate of 0.1. We mildly augmented the training set performing horizontal flips and random cropping the images padded with four pixels on each side. We verified that all our models achieve a performance in agreement with the state of the art with these settings [28, 48, 49]. All our experiments were run on a single GPU GeForce GTX TITAN X.

**Subsampling the final representations.** In the next sections we measure the width of the last hidden representation counting the number of neurons it contains. We follow the standard convention of the literature and denote by WR28\_n a network with $64 \cdot n$ neurons obtained after average pooling the last $64 \cdot n$ channels of the network. In our experiments we also analysed two narrow versions of the standard WR28\_1 which are not typically used in the literature. We named them WR28\_0.25 and WR28\_0.5 since they have 1/4 and 1/2 of the number of channels of WR28\_1.

**Reconstructing the wide representation from a smaller chunk.** To assess the predictive power of the chunk representations we search for the best linear map $A$, of dimensions $W \times w$, able to minimise the squared difference $(x^{(W)} - \hat{x}^{(W)})^2$ between the $W$ activations of the full layer representation ($x^{(W)}$) and the activations predicted from a chunk of size $w$,

$$\hat{x}^{(W)} = Ax^{(w)}.$$  

(1)

This least squares problem is solved through a multi-output ridge regression [50] with regularisation set to $10^{-8}$, and we use the $R^2$ value of the fit to measure the predictive power of a given chunk size. Such multi-output $R^2$ value is computed as an average of the $W$ single-output $R^2$ values corresponding to the different coordinates, weighted by the variance of each coordinate. We further compute the covariance matrix $C_{ij}$ (of dimensions $W \times W$) of the residuals of this fit, and then obtain the correlation matrix as

$$\rho_{ij} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj} + 10^{-8}}}.$$  

(2)

with a small regularisation in the denominator to avoid instabilities when the standard deviation of the residuals falls below machine precision. To quantify the independence of the chunk representations we take the average of the absolute values of the non-diagonal entries of the correlation matrix $\rho_{ij}$. For short we refer to this quantity as a ‘mean correlation’.

**Reproducibility** We provide code to reproduce our experiments and our analysis online at [https://anonymous.4open.science/r/representation_mitosis-EB80](https://anonymous.4open.science/r/representation_mitosis-EB80).
3 Results

Random subsets of $w$ neurons in the final representation of a wide network have similar predictive power to a network of width $w$. We first compare the test error of a set of independently trained networks of increasing width with that of a single wide network where we chunked the feature space of the last layer. The top panels of Fig. 1 show the test accuracy of the classifiers as a function of the number of activations of the last hidden layer of networks of increasing width (dashed lines) and of the chunk sizes of the widest architectures analysed (solid lines). The predictions in a chunked network are obtained selecting at random the number of neurons reported in the $x$-axis and averaging over 1000 repeated samples. These features are selected in the widest networks, corresponding to a fully-connected rectangular network with a total of 512 activations per layer (left), and a WR28_8 whose last layer also has 512 activations (right). We do not fine tune the last layer weights after selecting a chunk. Remarkably, both in pMNIST and CIFAR10 the full and dashed lines follow approximately the same trend, indicating that the predictive power of a random chunk of features of a specific size is comparable to the predictive power of a network of the same width.

We find that the error decays to the ensemble average following a power law in the number of features with an exponent which is close to $-1/2$ (dash-dotted line). For pMNIST, this trend is followed more closely if the network is optimised without regularisation, as in Ref. [24], while deviations are observed for chunk sizes of 16 and 32 if one uses batch normalization (see Methods). On the Wide-ResNets trained on CIFAR10 a significant deviation from this qualitative trend is observed only for chunk sizes of size 16 and 32.

The intrinsic dimension of chunks of different sizes. Figure 1 shows that the prediction accuracy of small chunks with $w \leq 64$ on CIFAR10 decays faster than $w^{-1/2}$. A decay with rate $1/2$ would suggest that adding neurons to the chunk adds additional measurements of features that are already used for prediction, with the increase in prediction accuracy coming from a statistically independent estimates of these features. The faster decay rate we observe implies that adding neurons in this regime gives new information to the chunk that is relevant for the classification task. A useful concept to quantify this notion is the intrinsic dimension [51] (ID). The ID indicates the minimum number of coordinates which are able to describe the data manifold without significant information loss, and it has been used extensively to investigate the properties of representations in deep neural networks [47, 51, 52].

In Fig. 2, we plot the ID of the final representation of networks of a given width, and for chunks taken from the representation of the widest networks. For pMNIST (orange curves), the ID profile is flat for all network and chunk sizes. For CIFAR10, we find that the ID of a chunk decreases compared to the ID of a full representation for sizes smaller than 128. This is the point at which we are losing information by taking a chunk instead of a full network of the same width. These results support the hypothesis that chunks can contain as much information about the data manifold as a full network of the same width, provided that they are large enough.

The cross-over from random chunks to clones of the data manifold. The ID of the widest representations gives a lower bound on the number of coordinates required to describe the data manifold, and hence on the neurons that a chunk needs in order to have the same classification accuracy as the whole representation. But how many neurons can we randomly sub-sample to obtain a chunk that has approximately the same predictive accuracy?

We investigate this question by verifying whether it is possible to reconstruct the representation of the last layer starting from a chunk of it. Since the last layer activations are used as inputs of a linear classifier, we reconstruct the value of the activations through a linear map from a chunk to the full layer representation. More precisely, we perform a regularised linear regression from the $w$ activations of the chunk to the $W$ activations of the full layer of the widest networks, as shown in Eq. (1).

The left column of Fig. 3 shows the $R^2$ coefficient (blue) of the linear regression fit from a chunk to the widest representation as a function of the chunk size $w$ for pMNIST and CIFAR10 (top and bottom, respectively). When $w$ is really small, say below 10, the $R^2$ coefficient grows linearly with $w$. In this region the number of features is of the order of magnitude of the intrinsic dimension of the data manifold ($\sim 2$ for pMNIST, $\sim 12$ for CIFAR10). Adding a random activation in the feature space will therefore increase substantially (almost linearly) the explained variance, namely $R^2$. When $w$ becomes significantly larger than the ID, the network enters a “mitosis” phase, which is signalled
by a striking event: the $R^2$ becomes practically one. This happens around widths $w \sim 64$ in pMNIST and $w \sim 128$ in CIFAR10. These values correspond approximately to the width in which the test error (orange) starts scaling with the inverse square root of $w$, highlighted by vertical orange stripes. If the value of $R^2$ were exactly one, the chunks would be exactly equivalent to the full representations, and averaging over the chunks would not improve the accuracy of the model.  

In the mitosis regime, the small residual difference between the chunk representation and the full representation can be modelled as statistically independent random noise. This is supported by the analysis shown in the two middle panels of Fig. 3, where we plot the mean absolute non-diagonal correlation of the residuals of the linear fit, a measure which indicates the level of correlation of the chunk representations with respect to the full representation (see Methods). Before the mitosis phase, the residuals are not only large, but also significantly correlated. Afterwards, the correlation drops basically to zero, consistently with the scaling law of the error in this phase. In practice, when the network becomes wide enough, any two chunks of equal size can be effectively considered as equivalent copies, or clones, of the same representation, differing only by a small and non-correlated noise.

The minimal size of a clone, namely a chunk with the same predictive accuracy as a full representation of the same width, can also be inferred from ability of chunks to fit the training set. Deep learning models typically have enough parameters to fit their training set with (close to) zero error [1, 2]. In the right column of Figure 3, we plot the training error of chunks of networks of various widths. Chunks of size greater or equal to 64 and 128 are able to achieve zero errors on pMNIST and CIFAR10, respectively. These are the chunk sizes at which the explained variance $R^2$ approaches 1.

**The dynamics of mitosis.** Clones are formed in two stages, which occur at different times during training. The first phase begins as soon as training starts: the network gradually adjusts the chunk representations in order to produce maximally similar and independent copies of the data manifold. Such an effect can be clearly observed from the left panel of Fig. 4, which depict the correlation between chunk representations on the CIFAR10 dataset taken from the widest WR28_8 as in Fig. 3,

---

\[\text{Indeed, } R^2 \text{ in this regime becomes simply much closer to one than for smaller } w. \text{ Its value is } 0.999 \text{ for } w = 64 \text{ in pMNIST and } 0.997 \text{ for } w = 128 \text{ in CIFAR10.} \]
Figure 4: Training dynamics. Left: Mean correlation of chunks of the representations of the last layer of a WR28_8 architecture trained on CIFAR10 as a function of the epoch number. Different curves correspond to different chunk sizes, as specified in the key. Middle: Training error as a function of the epoch for the full network (orange curve) and for chunks of different sizes (as specified in the key). Continuing the training of a wide network that has fitted the training set (at 160 epochs) allows improving significantly the training accuracy of the chunks. Right: Test and training error as a function of the epoch for the full network. Between epoch 160 and 180 the clones of the full network progressively achieve zero training error. In the same epochs, one observes a small improvement in the test error.

but now as a function of the training epoch. The figure reveals that the creation of clone representations of sizes greater than 64 starts immediately when training begins, as already at epoch 10 large chunks sizes have a small level of correlation. The correlation of the chunks continues to diminish gradually until epoch 160, after which further training does not bring any sizeable reduction in their correlation. Remarkably, epoch 160 is also the epoch at which the full network achieves zero error on the training set, as shown in orange in the middle and right panels of Fig. 4. This event marks the end of the first phase, and the beginning of the second phase of the mitosis process. In the second phase, the full representation (orange) has already reached zero training error, but the training error of the clones keeps decreasing. For example, chunks of size 64 at epoch 150 have training errors comparable to the test error (dashed line of the middle panel). In the subsequent ∼20 epochs the training error of clones of size 128 and 256 reaches exactly zero, and the training error of chunks of size 64 reaches a plateau.

Importantly, both phases of mitosis improve the generalisation properties of the network. This can be seen in the right panel of Fig. 4, which reports training and test error of the network, with the two mitosis phases highlighted. The figure shows that both mitosis phases lead to a reduction in the test error, although the first phase leads by far to the greatest reduction, consistently with the fact that the greatest improvements in accuracy typically arise during the first epochs of training.

The mitosis process can be considered finished around epoch 180, when all the clones have reached zero error on the training set. After epoch 180 we also observe that the test error stops improving.

Wide networks or deep ensemble averages? We have shown that the last layer of a wide DNN can be viewed as an ensemble of statistical independent models of the data manifold which emerge autonomously during training. A natural question is then whether it is possible to tackle the learning problem using a deep ensemble [37, 38] of statistically independently models, each with a width corresponding to that of the clones. We find that the two procedures, training a single wide DNN and an ensemble of smaller DNNs, are indeed equivalent in terms of classification accuracy for the pMNIST dataset. Indeed in this case, as also shown in [24], averaging over a sufficiently large number of models leads always to the same asymptotic accuracy, almost independently on the width (see Fig. 5, left panel). The situation is very different for the CIFAR10 dataset, where the asymptotic accuracy of an ensemble average significantly increases with the width of the last layer (see Fig. 5, right panel). This result, which is consistent with the decreasing trend of the the ensemble loss as a function of the networks size observed in Lobacheva et al. [53], also shows a limit of the performance of a naive model combination [54].

As a consequence, to build a maximally accurate model on this dataset it is more convenient to train a single very wide DNN (for example a WR28_8 architecture) rather than training many smaller DNNs.
Figure 5: Test accuracy of ensembles of networks. Left and right panels correspond pMNIST and CIFAR10 datasets respectively. The test accuracy is plotted as a function of the size of the ensemble used to make the prediction. The different curves correspond to different architectures of the networks, as specified in the keys. The circles correspond to ensembles with the same memory consumption. The blue point corresponds to a single model, trained using the largest architecture (FC_512 for pMNIST and WR28_8 for CIFAR10).

(for example 8 statistically independent WR28_1 architectures). This situation is even exacerbated when comparing the training accuracy conditioned on a fixed computational budget. In practice, for convolutional networks the memory footprint is dominated by the number of activations [55] which scales linearly with the network width \( w \), rather than the number of parameters which instead scales quadratically with \( w \). The large circles in Fig. 5 show the ensemble sizes that occupy the same memory of a WR28_8 during training. A single WR28_8 has a test accuracy of \( \sim 0.962 \), while the 'memory equivalent' ensemble of WR28_1 has an accuracy \( \sim 0.952 \), which is, for this architecture, very close to the asymptotic limit. This implies that a model built with the clones automatically developed in wide network has a higher accuracy than a deep ensemble based on architectures with a smaller width.

4 Discussion

This work is an attempt to shed more light on the apparently paradoxical observation that overparameterisation boosts the performance of DNNs. This “paradox” is actually not a peculiarity of DNNs: if one trains a prediction model with \( n \) parameters using the same training set, but using statistically independent learning schedules, one can obtain, say, \( m \) models which, in suitable conditions, provide predictions of the same quantity with independent noise due to initialisation, SGD schedule, etc. If one estimates the target quantity by an ensemble average, the statistical error will (ideally) scale with \( m^{-1/2} \), and therefore with \( N^{-1/2} \), where \( N = nm \) is the total number of parameters of the combined model. This will happen even if \( N \) is much larger than the number of data.

What is less trivial is that a DNN is able to accomplish this scaling within a single model, in which all the parameters are optimised collectively via minimisation of a single loss function. Our work describes a possible mechanism at the basis of this phenomenon in the special case of a neural networks in which the last layer is very wide. We observe that if the layer is wide enough, random subsets of its neurons can be viewed as approximately independent representations of the same data manifold (or clones). The number of clones grows linearly with the width of the layer. This implies a scaling of the error with the width of the layer as \( w^{-1/2} \), which is qualitatively consistent with our observations.

The impact of network architecture. The capability of a network to produce statistically independent clones in its last layer is architecture-dependent, since we find that \( w \) should be much larger than the intrinsic dimension of the data manifold. It is important to note that the total number of parameters of a DNN scales with \( w \) in a manner which, in general, depends on the architecture. This
implies that, if the mitosis mechanism we propose is correct, the scaling of the test error with $N$ will in general be architecture-dependent. We note that the scaling we find for the fully-connected networks in Fig. 1 is consistent with that reported in Fig. 6-D of Geiger et al. [24]. In particular, the maximum width considered here ($w \leq 512$) corresponds to a total number of parameters $N \leq 10^6$ in their graph. In this range the accuracy in Fig. 6-D decays approximately with $N^{-1/4}$, corresponding to $w^{-1/2}$. Ref. [24] also reports a crossover to a decay of the error with $N^{-1/2}$ for $N > 10^6$. This regime is predicted by an analytical calculation, and is relevant when misclassified data lay close to the decision boundary. We also verified that if $N$ is varied changing the depth and keeping the width fixed the test accuracy does not change significantly, consistently with a scaling dominated by $w$ rather than by $N$.

**The impact of training.** Even for wide enough architectures, clones appear only if the training schedule is appropriately chosen. In our examples, by stopping the training too early, for example when the training error is similar to the test error, the chunks of the last representation would not become entirely independent from one another, and therefore they could not be considered clones. In fact, we have seen that the separation of the clones is completed only when the test error on a model restricted to each clone becomes very small.

**Explicit and implicit ensembling in deep learning** The success of various deep learning architectures and techniques has been linked to some form of ensembling. The performance of ResNets [56] has been linked to an effective ensembling of shallower networks due to the residual connections [57]. The successful Dropout regularisation technique [58] samples from an exponential number of “thinned” networks during training to prevent co-adaptation of hidden units. While this can be seen as a form of ensembling, here we make the key observation that co-adaptation of hidden units in the form of clones occurs in the deep networks we train, and is crucial for their improving performance with width.

**Relation to theoretical results in the mean-field regime.** Our empirical results also agree with recent theoretical results that were obtained for two-layer neural networks [31–36]. Among several other results, these works characterise the optimal solutions of shallow networks with two layers of weights trained on synthetic datasets with some chosen features. In the limit of infinite training data, these optimal solutions correspond to networks where neurons in the hidden layer duplicate the key features of the data. This idea is illustrated most easily in the teacher-student setup, where inputs are random Gaussian vectors and labels are given by the output of a shallow network with fixed weights, called the “teacher”. In the over-parameterised case where the trained network, the “student” has more neurons than its teacher, several student neurons will make almost independent copies of a single teacher neuron and take an effective average over these estimates when computing their output. The error of the student then scales inversely with the number of clones in its hidden layer. These “denoising solutions” were found in the complementary limits of wide hidden layer [31–34] and wide input dimension [35, 36]. In both cases, the error of the neural network was shown to decay as $w^{-1/2}$, which is the same scaling we found experimentally for deep networks.

**Possible practical implications** These results, although experimental and system-specific, suggest plausible guidelines for improving the accuracy of DNN models in practice. According to our analysis, architectures with a wide representation close to the output can help to develop accurate models. In order to trigger the development of independent clones, training should be continued until the training error is extremely small. Moreover, we find that one can practically check if mitosis has happened by performing the analysis described in Fig. 3. Finally, our analysis suggests that training a single large wide network can provide a better performance than an ensemble-based approach with the same parameter and memory budget.
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Broader Impact

Due to the theoretical nature of this paper, a broader societal impact of this work is not anticipated. In terms of scientific broader impact, we believe that better understanding of the behaviour and the performance of neural networks will eventually lead to improvement of the state-of-the-art systems as well as enhancements of their reliability, security and interpretability.
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