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Abstract. Dynamic causal modeling (DCM) is a Bayesian framework to infer directed connections between compartments, and has been used to describe the interactions between underlying neural populations based on functional neuroimaging data. DCM is typically analyzed with the expectation-maximization (EM) algorithm. However, because the inversion of a large-scale continuous system is difficult when noisy observations are present, DCM by EM is typically limited to a small number of compartments (< 10). Another drawback with the current method is its complexity; when the forward model changes, the posterior mean changes, and we need to re-derive the algorithm for optimization. In this project, we propose the Multiple-Shooting Adjoint (MSA) method to address these limitations. MSA uses the multiple-shooting method for parameter estimation in ordinary differential equations (ODEs) under noisy observations, and is suitable for large-scale systems such as whole-brain analysis in functional MRI (fMRI). Furthermore, MSA uses the adjoint method for accurate gradient estimation in the ODE; since the adjoint method is generic, MSA is a generic method for both linear and non-linear systems, and does not require re-derivation of the algorithm as in EM. We validate MSA in extensive experiments: 1) in toy examples with both linear and non-linear models, we show that MSA achieves better accuracy in parameter value estimation than EM; furthermore, MSA can be successfully applied to large systems with up to 100 compartments; and 2) using real fMRI data, we apply MSA to the estimation of the whole-brain effective connectome and show improved classification of autism spectrum disorder (ASD) vs. control compared to using the functional connectome. The package is provided at https://jzkay12.github.io/TorchDiffEqPack
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1 Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental disorder that affects both social behavior and mental health [11]. ASD is typically diagnosed with behavioral tests, and recently functional MRI (fMRI) has been applied to analyze the cause of ASD [3]. Connectome analysis in fMRI aims to elucidate neural connections in the brain and can be generally categorized into two types: the
functional connectome (FC) [21] and the effective connectome (EC) [5]. The FC typically calculates the correlation between time-series of different regions-of-interest (ROIs) in the brain, which is typically robust and easy to compute; however, FC does not reveal the underlying dynamics. EC models the directed influence between ROIs, and is widely used in analysis of EEG [8] and fMRI [19].

EC is typically estimated using dynamic causal modeling (DCM) [5]. DCM can be viewed as a Bayesian framework for parameter estimation in a dynamical system represented by an ordinary differential equation (ODE). A DCM model is typically optimized using the expectation-maximization (EM) algorithm [10]. Despite its wide application and good theoretical properties, a drawback is we need to re-derive the algorithm when the forward model changes, which limits its application. Furthermore, current DCM can not handle large-scale systems, hence is unsuitable for whole-brain analysis. Recent works such as rDCM [4], spectral-DCM [17] and sparse-DCM [16] modify DCM for whole-brain analysis of resting-state fMRI, yet they are limited to a linear dynamical system and use the EM algorithm for optimization, hence cannot be used as off-the-shelf methods for different forward models.

In this project, we propose the Multiple-Shooting Adjoint (MSA) method for parameter estimation in DCM. Specifically, MSA uses the multiple-shooting method [1] for robust fitting of an ODE, and uses the adjoint method [15] for gradient estimation in the continuous case; after deriving the gradient, generic optimizers such as stochastic gradient descent (SGD) can be applied. Our contributions are: (1) MSA is implemented as an off-the-shelf method, and can be easily applied to generic non-linear cases by specifying the forward model without re-deriving the optimization algorithm. (2) In toy examples, we validate the accuracy of MSA in parameter estimation; we also validated its ability to handle large-scale systems. (3) We apply MSA in the whole-brain dynamic causal modeling for fMRI; in a classification task of ASD vs. control, EC estimated by MSA achieves better performance than FC.

2 Methods

We first introduce the notations and problem in Sec 2.1, then introduce mathematical methods in Sec2.3-2.4, and finally introduce DCM for fMRI in Sec2.5.

2.1 Notations and formulation of problem

We summarize notations here for the ease of reading, which correspond to Fig. 1.

- \( z(t), \hat{z}(t), \tilde{z}(t) \): \( z(t) \) is the true time-series, \( \hat{z}(t) \) is the noisy observation, and \( \tilde{z}(t) \) is the estimation. If \( p \) time-series are observed, then they are \( p \)-dimensional vectors for each time \( t \).
- \( \{t_i, \hat{z}_i\}_{i=0}^N, \{\hat{z}_i\}_{i=0}^N \): are corresponding guesses of states at split time points \( \{t_i\}_{i=0}^N \). See Fig. 1. \( \hat{z}_i \) are discrete points, while \( z(t), \hat{z}(t), \tilde{z}(t) \) are trajectories.
Multiple-shooting adjoint method for whole-brain dynamic causal modeling

• $f_\eta$: Hidden state $z(t)$ follows the ODE $\frac{dz}{dt} = f(z,t)$, $f$ is parameterized by $\eta$.
• $\theta$: $\theta = [\eta, z_0, ..., z_N]$. We concatenate all optimizable parameters into one vector for the ease of notation, denoted as $\theta$.
• $\lambda(t)$: Lagrangian multiplier in the continuous case, used to derive the adjoint state equation.

The task of DCM can be viewed as a parameter estimation problem for a continuous dynamical system, and can be formulated as:

$$\arg\min_{\eta} \int (z(\tau) - \tilde{z}(\tau))^2 \, d\tau \quad \text{s.t.} \quad \frac{dz(\tau)}{d\tau} = f_\eta(z(\tau), \tau)$$  \hspace{1cm} (1)

The goal is to estimate $\eta$ from observations $\tilde{z}$. In the following sections, we first briefly introduce the multiple-shooting method, which is related to the numerical solution of a continuous dynamical system; next, we introduce the adjoint state method, which efficiently determines the gradient for parameters in continuous dynamical systems; next, we introduce the proposed MSA method, which combines multiple-shooting and the adjoint state method, and can be applied with general forward models and gradient-based optimizers; finally, we introduce the DCM model, and demonstrate the application of MSA.

2.2 Multiple-shooting method

The shooting method is commonly used to fit an ODE under noisy observations, which is crucial for parameter estimation in ODE. In this section, we first introduce the shooting method, then explain its variant, the multiple-shooting method, for long time-series.

**Shooting method** The shooting method typically reduces a boundary-value problem to an initial value problem \([6]\). An example is shown in Fig. 1 to find a correct initial condition (at $t_0 = 0$) that reaches the target (at $t_1 = 1$), the shooting algorithm first takes an initial guess (e.g. $z_0(0)$), then integrate the
curve to reach point \((t_1, z_0(1))\); the error term \(\text{target} - z_0(1)\) is used to update the initial condition (e.g. \(z_1(0)\)) so that the end-time value \(z_1(1)\) is closer to target. This process is repeated until convergence. Besides the initial condition, the shooting method can be applied to update other parameters.

**Multiple-shooting method** The multiple-shooting method \([1]\) is an extension of the shooting method to long time-series; it splits a long time-series into chunks, and applies the shooting method to each chunk. Integration of a dynamical system for a long time is typically subject to noise and numerical error, while solving short time-series is generally easier and more robust.

As shown in the right subfigure of Fig. 1, a guess of initial condition at time \(t_0\) is denoted as \(\hat{z}_0\), and we can use any ODE solver to get the estimated integral curve \(\hat{z}(t), t \in [t_0, t_1]\). Similarly, we can guess the initial condition at time \(t_1\) as \(\hat{z}_1\), and get \(\hat{z}(t), t \in [t_1, t_2]\) by integration as in Eq. 3. Note that each time chunk is shorter than the entire chunk \(|(t_{i+1} - t_i)| < |t_3 - t_0|, i \in \{1, 2\}\), hence easier to solve. The split causes another issue; the guess might not match estimation at boundary points (e.g. \(z(t_1) \neq \hat{z}_1, z(t_2) \neq \hat{z}_2\)). Therefore, we need to consider this error of mismatch when updating parameters, and minimizing this mismatch error is typically easier compared to directly analyzing the entire sequence.

The multiple-shooting method can be written as:

\[
\begin{align*}
\arg\min_{\eta, z_0, \ldots, z_N} J &= \arg\min_{\eta, z_0, \ldots, z_N} \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \hat{z}(\tau) - \hat{z}(\tau) \right)^2 d\tau + \alpha \sum_{i=0}^{N} \left( \hat{z}(t_i) - \hat{z}_i \right)^2 \\
\hat{z}(t) &= \hat{z}_i + \int_{t_i}^{t} f_\eta(\hat{z}(\tau), \tau) d\tau, \quad t_i < t < t_{i+1}, \quad i \in \{0, 1, 2, \ldots N\}
\end{align*}
\]  

where \(N\) is the total number of chunks discretized at points \(\{t_0, \ldots, t_N\}\), with corresponding guesses \(\{\hat{z}_0, \ldots, \hat{z}_N\}\). We use \(\hat{z}(t)\) to denote the estimated curve as in Eq. 3; suppose \(t\) falls into the chunk \([t_i, t_{i+1}]\), \(z(t)\) is determined by solving the ODE from \((\hat{z}_i, t_i)\), where \(\hat{z}_i\) is the guess of initial state at \(t_i\). We use \(z(t)\) to denote the observation. The first part in Eq. 2 corresponds to the difference between estimation \(\hat{z}(t)\) and observation \(z(t)\), while the second part corresponds to the mismatch between estimation (orange square, \(z(t_i)\)) and guess (blue circle, \(\hat{z}_i\)) at split time points \(t_i\). The second part is weighted by a hyper-parameter \(\alpha\). The ODE function \(f\) is parameterized by \(\eta\). The optimization goal is to find the best \(\eta\) that minimizes loss in Eq. 2 besides model parameters \(\eta\), we also need to optimize the guess \(\hat{z}_i\) for state at time \(t_i, i \in \{0, 1, \ldots N\}\). Note that though previous work typically limits \(f\) to have a linear form, we don’t have such limitations. Instead, multiple-shooting is generic for general \(f\).

### 2.3 Adjoint state method

Our goal is to minimize the loss function in Eq. 2. Let \(\theta = [\eta, z_0, \ldots, z_N]\) represent all learnable parameters. After fitting an ODE, we derive the gradient of loss \(L\) w.r.t parameter \(\theta\) and state guess \(\hat{z}_i\) for optimization.
**Adjoint state equation** Note that different from discrete case, the gradient in continuous case is slightly complicated. We refer to the adjoint method \[15,23,2\]. Consider the following problem:

\[
\frac{dz(t)}{dt} = f_\theta(z(t), t), \quad \text{s.t.} \quad z(0) = x, \quad t \in [0, T], \quad \theta = [\eta, z_0, \ldots, z_N]
\]

(4)

\[
\hat{y} = z(T), \quad J(\hat{y}, y) = J(z(0) + \int_0^T f_\theta(z, t) dt, y)
\]

(5)

where the initial condition \(z(0)\) is specified by input \(x\), output \(\hat{y} = z(T)\). The loss function \(J\) is applied on \(\hat{y}\), with target \(y\). Compared with Eq. 1 to Eq. 3, for simplicity, we use \(\theta\) to denote both model parameter \(\eta\) and guess of initial conditions \(\{\hat{z}_i\}\). The Lagrangian is

\[
L = J(z(T), y) + \int_0^T \lambda(t) \top \left[ \frac{dz(t)}{dt} - f_\theta(z(t), t) \right] dt
\]

(6)

where \(\lambda(t)\) is the continuous Lagrangian multiplier. Then we have the following:

\[
\frac{\partial J}{\partial z(T)} + \lambda(T) = 0
\]

(7)

\[
\frac{d\lambda(t)}{dt} + \left( \frac{\partial f_\theta(z(t), t)}{\partial z(t)} \right) \top \lambda(t) = 0 \quad \forall t \in (0, T)
\]

(8)

\[
\frac{dL}{d\theta} = \int_0^T \lambda(t) \top \frac{\partial f_\theta(z(t), t)}{\partial \theta} dt
\]

(9)

We skip the proof for simplicity. In general, the adjoint method determines the initial condition \(\lambda(T)\) by Eq. 7, then solves Eq. 8 to get the trajectory of \(\lambda(t)\), and finally integrates \(\lambda(t)\) as in Eq. 9 to get the final gradient. Note that Eq. 7 to Eq. 9 is generic for general \(\theta\), and in case of Eq. 2 and Eq. 3, we have \(\theta = [\eta, z_0, \ldots, z_N]\), and \(\nabla \theta = \left[ \frac{\partial L}{\partial \eta}, \frac{\partial L}{\partial z_0}, \ldots, \frac{\partial L}{\partial z_N} \right]\). Note that we need to calculate \(\frac{\partial f_\theta}{\partial \eta}\) and \(\frac{\partial f_\theta}{\partial z}\), which can be easily computed by a single backward pass; we only need to specify the forward model without worrying about the backward, because automatic differentiation is supported in frameworks such as PyTorch and Tensorflow. After deriving the gradient of all parameters, we can update these parameters by general gradient descent methods.

Note that though \(J(z(T), y)\) is defined on a single point in Eq. 6, it can be defined as the integral form in Eq. 2 or a sum of single-point loss and integral form. The key observation is that for any loss in the integral form, e.g. \(\int_0^T \text{loss}(t) dt\), we can defined an auxiliary variable \(F\) such that \(\frac{dF(t)}{dt} = \text{loss}(t)\), \(F(0) = 0\), then \(F(T)\) is just the value of the integral; in this way, we can transform integral form \(\int_0^T \text{loss}(t) dt\) into a single point form \(F(T)\).
Algorithm 1: Multiple-shooting adjoint method

Input Observation $\tilde{z}(t)$, number of chunks $N$, learning rate $lr$.

Initialize model parameter $\eta$, state $\{\tilde{z}_i\}_{i=0}^N$ at discretized points $\{t_i\}_{i=0}^N$.

Repeat until convergence

1. Estimate trajectory $z(t)$ from current parameters by the multiple shooting method as in Eq. 3.

2. Compute the loss $J$ in Eq. 2, plug $J$ in Eq. 6. Derive the gradient by the adjoint method as in Eq. 7 to Eq. 9.

3. Update parameters $\theta \leftarrow \theta - lr \times \nabla \theta$

Adaptive checkpoint adjoint Eq. 7 to Eq. 9 are the analytical form of the gradient in the continuous case, yet the numerical implementation is crucial for empirical performance. Note that $\tilde{z}(t)$ is solved in forward-time (0 to $T$), while $\lambda(t)$ is solved in reverse-time ($T$ to 0), yet the gradient in Eq. 9 requires both $z(t)$ and $\lambda(t)$ in the integrand. Memorizing a continuous trajectory $z(t)$ requires much memory; to save memory, most existing implementations forget the forward-time trajectory of $z(t)$, and instead only record the end-time state $z(T)$ and $\lambda(T)$ and solve Eq. 4 and Eq. 7 to Eq. 9 in reverse-time on-the-fly.

While memory cost is low, existing implementations of the adjoint method typically suffer from numerical error: since the forward-time trajectory (denoted as $\tilde{z}(t) = z(t)$) is deleted, and the reverse-time trajectory (denoted as $\tilde{z}(t)$) is reconstructed from the end-time state $z(T)$ by solving Eq. 4 in reverse-time, $\tilde{z}(t)$ and $\tilde{z}(t)$ cannot accurately overlap due to inevitable errors with numerical ODE solvers. The error $\tilde{z}(t) - \tilde{z}(t)$ propagates to the gradient in Eq. 9 in the $\frac{\partial f(z,t)}{\partial z}$ term. Please see [23] for a detailed explanation.

To solve this issue, the adaptive checkpoint adjoint (ACA) [23] records $\tilde{z}(t)$ using a memory-efficient method to guarantee numerical accuracy. In this work, we use ACA for its accuracy.

2.4 Multiple-Shooting Adjoint (MSA) method

Procedure of MSA MSA is a combination of the multiple-shooting and the adjoint method, which is generic for various $f$. Details are summarized in Algo. 1. MSA iterates over the following steps until convergence: (1) estimate the trajectory based on the current parameters, using the multiple-shoot method for integration; (2) compute the loss and derive the gradient using the adjoint method; (3) update the parameters based on the gradient.

Advantages of MSA Previous work has used the multiple-shooting method for parameter estimation in ODEs [13], yet MSA is different in the following aspects: (A) Suppose the parameters have $k$ dimensions. MSA uses an element-wise update, hence has only $O(k)$ computational cost in each step; yet the method in [13] requires the inversion of a $k \times k$ matrix, hence might be infeasible for large-scale
systems. (B) The implementation of [13] does not tackle the mismatch between forward-time and reverse-time trajectory, while we use ACA [23] for accurate gradient estimation in step (2) of Algo. (C) From a practical perspective, our implementation is based on PyTorch which supports automatic differentiation, therefore we only need to specify the forward model $f$ without the need to manually compute the gradient $\frac{\partial f}{\partial z}$ and $\frac{\partial f}{\partial \theta}$. Hence, our method is off-the-shelf for general models, while the method of [13] needs to re-implement $\frac{\partial f}{\partial z}$ and $\frac{\partial f}{\partial \theta}$ for different $f$, and conventional DCM with EM needs to re-derive the entire algorithm when $f$ changes.

2.5 Dynamic causal modeling

We briefly introduce the dynamical causal modeling here. Suppose there are $p$ nodes (ROIs) and denote the observed fMRI time-series signal as $s(t)$, which is a $p$-dimensional vector at each time $t$. Denote the hidden neuronal state as $z(t)$; then $z(t)$ and $s(t)$ are $p$-dimensional vectors for each time point $t$. Denote the hemodynamic response function (HRF) [9] as $h(t)$, and denote the external stimulation as $u(t)$, which is an $n$-dimensional vector for each $t$. The forward-model is:

$$f\left[\begin{bmatrix} z(t) \\ D(t) \end{bmatrix}\right] = \begin{bmatrix} \frac{dz(t)}{dt} \\ \frac{dD(t)}{dt} \end{bmatrix} = \begin{bmatrix} D(t)z(t) + Cu(t) \\ Bu(t) \end{bmatrix}, \quad D(0) = A$$

$$s(t) = \left( z(t) + \epsilon(t) \right) * h(t), \quad z(t) = z(t) + \epsilon(t) = \text{Deconv}\left( s(t), h(t) \right)$$

where $\epsilon(t)$ is the noise at time $t$, which is assumed to follow an independent Gaussian distribution, and $*$ represents convolution operation. Note that a more general model would be $s(t) = \left( z(t) + \epsilon_1(t) \right) * h(t) + \epsilon_2(t)$, where $\epsilon_1(t)$ is the inherent noise in neuronal state $z(t)$, and $\epsilon_2(t)$ is the measurement noise. We omit $\epsilon_2(t)$ for simplicity in this project; it’s possible to model both noises, even model HRF as learnable parameters, but would cause a more complicated model and require more data for accurate parameter estimation.

$D(t)$ is a $p \times p$ matrix for each $t$, representing the effective connectome between nodes. $A$ is a matrix of shape $p \times p$, representing the interaction between ROIs. $B$ is a tensor of shape $p \times p \times n$, representing the effect of stimulation on the effective connectome. $C$ is a matrix of shape $p \times n$, representing the effect of stimulation on neuronal state. An example of $n = 1, p = 3$ is shown in Fig. 2.

The task is to estimate parameters $A, B, C$ from noisy observation $s(t)$. For simplicity, we assume $h(t)$ is fixed and use the empirical result from Nitime project [18] in our experiments. By deconvolution of $s(t)$ with $h(t)$, we get a noisy observation of $z(t)$, denoted as $\hat{z}(t)$; $z(t)$ follows the ODE defined in Eq. 10. By plugging $f$ into Eq. 1 and viewing $\eta$ as $[A, B, C]$, this problem turns into a parameter estimation problem for ODEs, which can be efficiently solved by Algo. We emphasize that Algo. is generic and in fact MSA can be applied to any form of $f$, where here the linear form of $f$ in Eq. 10 is a special case for a specific model for fMRI.
Fig. 2: Toy example of dynamic causal modeling with 3 nodes (labeled 1 to 3). $u$ is a 1-D stimulation signal, so $n = 1, p = 3$. $A, B, C$ are defined as in Eq. 10. For simplicity, though $A$ is a $3 \times 3$ matrix, we assume only three elements $A_{1,3}, A_{3,2}, A_{2,1}$ are non-zero.

3 Experiments

3.1 Validation on toy examples

We first validate MSA on toy examples of linear dynamical systems, then validate its performance on large-scale systems and non-linear dynamical systems.

Fig. 3: Results for the toy example of a linear dynamical system in Fig. 2. Left: error in estimated value of connection $A_{1,3}, A_{3,2}, A_{2,1}$, other parameters are set as 0 in simulation. Right: from top to bottom are the results for node 1, 2, 3 respectively. For each node, we plot the observation and estimated curve from MSA and EM methods. Note that the estimated curve is generated by integration of the ODE under estimated parameters with only the initial condition known, not smoothing of noisy observation.

A linear dynamical system with 3 nodes We first start with a simple linear dynamical system with only 3 nodes. We further simplify the matrix $A$ as in Fig. 2 where only three elements in $A$ are non-zero. We set $B$ as a zeros matrix, and $u(t)$ as a 1-dimensional signal. The dynamical system is linear:

\[
\begin{bmatrix}
\frac{dz(t)}{dt} \\
\frac{dD(t)}{dt}
\end{bmatrix} =
\begin{bmatrix}
D(t)z(t) + Cu(t) \\
0
\end{bmatrix}, \quad D(0) = A, \quad u(t) = \begin{cases} 1, & \text{floor}(\frac{t}{2}) \mod 2 = 0 \\ 0, & \text{otherwise} \end{cases}
\]

\[
\tilde{z}(t) = z(t) + \epsilon(t), \quad \epsilon(t) \sim N(0, \sigma^2)
\]
\( u(t) \) is an alternating block function at a period of 2, taking values 0 or 1. The observed function \( \tilde{z}(t) \) suffers from i.i.d Gaussian noise \( \epsilon(t) \) with 0 mean and uniform variance \( \sigma^2 \).

We perform 10 independent simulations and parameter estimations. For estimation of DCM with the EM algorithm, we use the SPM package \[14\], which is a widely used standard baseline. The estimation in MSA is implemented in PyTorch, using ACA \[23\] as the ODE solver. For MSA, we use the AdaBelief optimizer \[25\] to update parameters with the gradient; though other optimizers such as SGD can be used, we found AdaBelief converges faster in practice.

For each of the non-zero elements in \( A \), we show the boxplot of error in estimation in Fig. 3. Compared with EM, the error by MSA is significantly closer to 0 and has a smaller variance. An example of a noisy observation and estimated curves are shown in Fig. 3 and the estimation by MSA is visually closer to the ground-truth compared to the EM algorithm. We emphasize that the estimated curve is not a simple smoothing of the noisy observation; instead, after estimating the parameters of the ODE, the estimated curve (for \( t > 0 \)) is generated by solving the ODE using only the initial state. Therefore, the match between estimated curve and observation demonstrates that our method learns the underlying dynamics of the system.

**Application to large-scale systems** After validation on a small system with only 3 nodes, we validate MSA on large scale systems with more nodes. We use the same linear dynamical system as in Eq. 12 but with the node number \( p \) ranging from 10 to 100. Note that the dimension of \( A \) and \( B \) grows at a rate of \( O(p^2) \), and the EM algorithm estimates the covariance matrix of size \( O(p^4) \), hence the memory for EM method grows extremely fast with \( p \). For various settings, the ground truth parameter is randomly generated from a uniform distribution between -1 and 1, and the variance of measurement noise is set as \( \sigma = 0.5 \). For each setting, we perform 5 independent runs, and report the mean squared error (MSE) between estimated parameter and ground truth.

As shown in Table 1 for small-size systems (number of nodes <= 20), MSA consistently generates a lower MSE than the EM algorithm. For large-scale systems, since the memory cost of the EM algorithm is \( O(p^4) \), the algorithm quickly runs out-of-memory. On the other hand, the memory cost for MSA is \( O(p^2) \) because it only uses the first-order gradient. Hence, MSA is suitable for large-scale systems such as in whole-brain fMRI analysis.

**Application to general non-linear systems** Since neither the multiple-shoot method nor the adjoint state method requires the ODE \( f \) to be linear, our MSA can be applied to general non-linear systems. Furthermore, since our implementation is in PyTorch which supports automatic differentiation, we only need to specify \( f \) when fitting different models, and the gradient will be calculated automatically. Therefore, MSA is an off-the-shelf method, and is suitable for general non-linear ODEs both in theory and implementation.
Table 1: Mean squared error ($\times 10^{-3}$, lower is better) in estimation of parameters for a linear dynamical system with different number of nodes. “OOM” represents “out of memory”.

|           | 10 Nodes | 20 Nodes | 50 Nodes | 100 Nodes |
|-----------|----------|----------|----------|-----------|
| EM        | 3.3 ± 0.2| 3.0 ± 0.2| OOM      | OOM       |
| MSA       | 0.7 ± 0.1| 0.9 ± 0.3| 0.8 ± 0.1| 0.8 ± 0.2|

We validate MSA on the Lotka-Volterra (L-V) equations [22], a system of non-linear ODEs describing the dynamics of predator and prey populations. The L-V equation can be written as:

$$f\left(\left[z_1(t), z_2(t)\right]\right) = \begin{bmatrix} \frac{dz_1(t)}{dt} \\ \frac{dz_2(t)}{dt} \end{bmatrix} = \begin{bmatrix} \zeta z_1(t) - \beta z_1(t)z_2(t) \\ \delta z_2(t) - \gamma z_2(t) \end{bmatrix}, \quad \begin{bmatrix} \hat{z}_1(t) \\ \hat{z}_2(t) \end{bmatrix} = \begin{bmatrix} z_1(t) + \epsilon_1(t) \\ z_2(t) + \epsilon_2(t) \end{bmatrix}$$

(14)

where $\zeta, \beta, \delta, \gamma$ are parameters to estimate, $\hat{z}(t)$ is the noisy observation, and $\epsilon(t)$ is the independent noise. Note that there are non-linear terms $z_1(t)z_2(t)$ in the ODE, making EM derivation difficult. Furthermore, the EM method needs to explicitly derive the posterior mean, hence needs to be re-derived for every different $f$; while MSA is generic and hence does not require re-derivation.

Besides the L-V model, we also consider a modified L-V model, defined as:

$$\begin{align*}
\frac{dz_1(t)}{dt} &= \zeta z_1(t) - \beta \phi(z_2(t))z_1(t)z_2(t) \\
\frac{dz_2(t)}{dt} &= \delta \phi(z_1(t))z_1(t)z_2(t) - \gamma z_2(t)
\end{align*}$$

(15) (16)

where $\phi(x) = 1/(1 + e^{-x})$ is the sigmoid function. We use this example to demonstrate the ability of MSA to fit highly non-linear ODEs.

We compare MSA with LMFIT [12], which is a well-known python package for non-linear fitting. We use L-BFGS solver in LMFIT, which generates better results than other solvers. We did not compare with original DCM with EM because it’s unsuitable for general non-linear models. The estimation of the curve for $t > 0$ is solved by integrating using the estimated parameters and initial conditions. As shown in Fig. 4 and Fig. 5, compared with LMFIT, MSA recovers the system accurately. LMFIT directly fits the long sequences, while MSA splits long-sequences into chunks for robust estimation, which may partially explain the better performance of MSA.

### 3.2 Application to whole-brain dynamic causal modeling with fMRI

We apply MSA on whole-brain fMRI analysis with dynamic causal modeling. fMRI for 82 children with ASD and 48 age and IQ-matched healthy controls were acquired. A biological motion perception task and a scrambled motion task [7] were presented in alternating blocks. The fMRI (BOLD, 132 volumes, TR = 2000ms, TE = 25ms, flip angle = 60°, voxel size 3.44×3.44×4 mm$^3$) was acquired on a Siemens MAGNETOM Trio 3T scanner.
Fig. 4: Results for the L-V model.

Fig. 5: Results for the modified L-V model.

Fig. 6: An example of MSA for one subject. Left: effective connectome during task 1. Middle: effective connectome during task 2. Right: top and bottom represents the effective connectome for task 1 and 2 respectively. Blue and red edges represent positive and negative connections respectively. Only top 5% strongest connections are visualized.

**Estimation of EC** We use the AAL atlas \[20\] containing 116 ROIs. For each subject, the parameters for dynamic causal modeling as in Eq. 10 is estimated using MSA. An example snapshot of the effective connectome (EC) during the two tasks is shown in Fig. 6 showing MSA captures the dynamic EC during different tasks.

**Classification task** We conduct classification experiments for ASD vs. control using EC and FC as input respectively. The EC estimated by MSA at each time point provides a data sample, and the classification of a subject is based on the majority vote of the predictions across all time points. The FC is computed using Pearson correlation. We experimented with a random forest model and InvNet \[24\]. Results for a 10-fold subject-wise cross validation are shown in Fig. 7. For both models, using EC as input generates better accuracy, F1 score and AUC score (threshold range is \([0,1]\)). This indicates that estimating the underlying dynamics of fMRI helps identification of ASD.
4 Conclusion

We propose the multiple-shooting adjoint (MSA) method for parameter estimation in ODEs, enabling whole-brain dynamic causal modeling. MSA has the following advantages: robustness for noisy observations, ability to handle large-scale systems, and a general off-the-shelf framework for non-linear ODEs. We validate MSA in extensive toy examples and apply MSA to whole-brain fMRI analysis with DCM. To our knowledge, our work is the first to successfully apply whole-brain dynamic causal modeling in a classification task based on fMRI. Finally, MSA is generic and can be applied to other problems such as EEG and modeling of biological processes.
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