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Abstract
The least absolute shrinkage and selection operator (LASSO) is a popular method for a high-dimensional regression model. LASSO has high prediction accuracy; however, it also selects many irrelevant variables. In this paper, we consider the moderately clipped LASSO (MCL) for the high-dimensional generalized linear model which is a hybrid method of the LASSO and minimax concave penalty (MCP). The MCL preserves advantages of the LASSO and MCP since it shows high prediction accuracy and successfully selects relevant variables. We prove that the MCL achieves the oracle property under some regularity conditions, even when the number of parameters is larger than the sample size. An efficient algorithm is also provided. Various numerical studies confirm that the MCL can be a better alternative to other competitors.
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1. Introduction
Variable selection is an important issue for the high-dimensional regression model. The fundamental goal of variable selection is to identify relevant predictive variables that can be used to explain how the predictive variables affect the response variable. Traditional approaches such as stepwise selection have limitations such as high computational cost and unstable sampling properties (Breiman, 1996).

As an alternative, the sparse penalized approaches have been developed as effective tools for variable selection and parameter estimation in high-dimensional statistical model. Examples are the least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996), bridge penalty (Fu, 1998), smoothly clipped absolute deviation (SCAD) (Fan and Peng, 2004) and minimax concave penalty (MCP) (Zhang, 2010). Each penalty has its own desirable properties. For example, LASSO shows high prediction accuracy, but selects more variables than the true underlying model. Theoretically, the LASSO is not selection consistent unless the strong irrepresentable condition in Zhao and Yu (2006) holds. In addition, the nonconvex penalties such as the SCAD and MCP satisfy selection consistency, but it has been empirically shown that their prediction accuracy is not superior than the LASSO (Huang et al., 2016; Kim et al., 2008).

There have been many penalties that combine two different penalties for preserving desirable properties of the combined penalties. Examples include the elastic net (Zou and Hastie, 2005), sparse
ridge (Kwon et al., 2013) and moderately clipped LASSO (Kwon et al., 2015). The elastic net combines the LASSO and ridge for variable selection that also deals with highly correlated variables, which is the same idea for the sparse ridge that combines the MCP and ridge. The moderately clipped LASSO (MCL) is designed to select variables as the MCP and achieve the same shrinkage effect as the LASSO, which is suitable for a high-dimensional linear regression model (Kwon et al., 2015).

In this paper, we study the MCL for the high-dimensional generalized linear model (GLM). We show that under some regularity conditions, the MCL is asymptotically equivalent to an oracle type estimator which is selection consistent even when the number of variables is larger than the sample size. We also develop an efficient algorithm for the MCL by applying the concave-convex procedure (Yuille and Rangarajan, 2003) and modified local quadratic approximation algorithm (Lee et al., 2016). We conduct some numerical studies via simulations and data analysis to show that the MCL can perform better than other penalized estimators for the high-dimensional GLM.

The paper is organized as follows. Section 2 introduces the MCL for the high-dimensional GLM and the computational algorithm. Section 3 proves several theoretical properties of the MCL. Section 4 presents the results of the numerical studies and Section 5 concludes the paper. All proofs and technical details are provided in the Appendix.

2. Moderately clipped LASSO for the GLM

2.1. Definition

Let $y_i \in \mathbb{R}$ and $x_i \in \mathbb{R}^p$, $i \leq n$, be $n$ random samples of response and $p$ predictive variables from the GLM whose conditional density is $f(y_i | x_i; \beta)$ with a regression coefficient vector $\beta = (\beta_1, \ldots, \beta_p)^T \in \mathbb{R}^p$. The MCL for the GLM is defined as the maximizer of the following penalized log-likelihood:

$$Q_{\lambda, \gamma}(\beta) = L(\beta) - \sum_{j=1}^p J_{\lambda, \gamma}(|\beta_j|),$$

(2.1)

where $L(\beta) = (1/n) \sum_{i=1}^n \log f(y_i | x_i; \beta)$ is the log-likelihood function and $J_{\lambda, \gamma}$ is the MCL penalty (Kwon et al., 2015) that satisfies

$$J_{\lambda, \gamma}(t) = \begin{cases} 
-\frac{t^2}{2a} + \lambda t, & 0 \leq t < a(\lambda - \gamma), \\
\gamma t + \frac{a(\lambda^2 - \gamma^2)}{2}, & t \geq a(\lambda - \gamma),
\end{cases}$$

for $\lambda \geq \gamma \geq 0$ and $a > 1$. The MCL penalty is a smooth interpolation between the MCP and LASSO penalty that becomes the MCP when $\gamma = 0$ and the LASSO penalty when $\gamma = \lambda$ (Figure 1). The MCL penalty has two regularization parameters $\lambda$ and $\gamma$, where $\lambda$ controls the sparsity of the MCL as the MCP and $\gamma$ decides the amount of shrinkage for the nonzero regression coefficients as the LASSO (Kwon et al., 2015) penalty. Therefore, we expect that the MCL selects relevant predictive variables as the MCP (Zhang, 2010) and produces high prediction accuracy as the LASSO (Zhang and Huang, 2008) for finite samples.

2.2. Algorithm

We introduce the CCCP-MLQA algorithm for maximizing the MCL penalized log-likelihood in (2.1) which is not a concave optimization problem for the non-convexity of the MCL penalty. The CCCP-MLQA algorithm consists of two main steps. The concave-convex procedure (CCCP) (Yuille and
Rangarajan, 2003) converts the original problem into sequential non-quadratic concave optimization problems, and the modified local quadratic approximation (MLQA) solves the problems from the CCP without losing the ascent property.

The MCL penalty is decomposed as the sum of concave and convex functions:

\[ J_{\lambda, \gamma}(|t|) = D_{\lambda, \gamma}(t) + \lambda |t|, \]

where \( D_{\lambda, \gamma}(t) \) is a continuously differentiable concave function. Therefore, the objective function \( Q_{\lambda, \gamma} \) in (2.1) can be expressed as

\[ Q_{\lambda, \gamma}(\beta) = L(\beta) - \sum_{j=1}^{p} \partial D_{\lambda, \gamma}(\hat{\beta}_j) \beta_j - \lambda \sum_{j=1}^{p} |\beta_j|, \]

which is a sum of convex and concave functions. The CCP finds a local maximizer of \( Q_{\lambda, \gamma} \) by successively maximizing the tight lower concave function obtained from the linear approximation of \( D_{\lambda, \gamma} \). For a given current solution \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_p)^T \), the tight lower concave bound becomes

\[ U_{\lambda, \gamma}(\beta, \hat{\beta}) = L(\beta) - \sum_{j=1}^{p} \partial D_{\lambda, \gamma}(\hat{\beta}_j) \beta_j - \lambda \sum_{j=1}^{p} |\beta_j|, \]

where \( \partial D_{\lambda, \gamma}(\hat{\beta}_j) \) is a sub-gradient of \( D_{\lambda, \gamma} \) at \( \beta_j = \hat{\beta}_j \). For maximizing \( U_{\lambda, \gamma}(\beta, \hat{\beta}) \), we apply the MLQA algorithm as follows. The MLQA algorithm iteratively maximizes the local quadratic approximation of \( L \) around an initial \( \hat{\beta} \):

\[ U_{\lambda, \gamma}^Q(\beta, \hat{\beta}) = L_{\lambda, \gamma}(\beta, \hat{\beta}) - \sum_{j=1}^{p} \partial D_{\lambda, \gamma}(\hat{\beta}_j) \beta_j - \lambda \sum_{j=1}^{p} |\beta_j|, \]

where \( L_{\lambda, \gamma}(\beta, \hat{\beta}) = L(\beta) + \nabla L(\beta)^T (\beta - \hat{\beta}) + (\beta - \hat{\beta})^T \nabla^2 L(\beta)(\beta - \hat{\beta})/2, \nabla L(\beta) = \partial L(\beta)/\partial \beta, \) and \( \nabla^2 L(\beta) = \partial^2 L(\beta)/\partial \beta^2 \). Note that \( U_{\lambda, \gamma}^Q \) is a simple quadratic function with the LASSO penalty. Therefore, it can
be easily maximized with many existing LASSO algorithms such as the least angle regression (Efron et al., 2004) and coordinate descent (Friedman et al., 2007) algorithms. Let \( \hat{\beta}^\alpha \) be the maximizer of \( U_{Q,\lambda,\gamma}^{\hat{\beta}^\alpha} \). When \( \hat{\beta}^\alpha \) violates the ascent property then the MLQA algorithm modifies the solution \( \hat{\beta}^\alpha \) by \( \hat{\beta}^h \) as follows.

\[
\hat{\beta}^h = \hat{h} \hat{\beta}^\alpha + (1 - \hat{h}) \hat{\beta},
\]

where \( \hat{h} = \arg\max_{h > 0} U_{Q,\lambda,\gamma}(h \hat{\beta}^\alpha + (1 - h) \hat{\beta}) \). This modification enables the MLQA algorithm to possess the ascent property (Lee et al., 2016). For the readers, we summarize the algorithm in Algorithm 1.

**Algorithm 1** The CCCP-MLQA algorithm for maximizing \( Q_{\lambda,\gamma}(\beta) \)

1. Set an initial estimator \( \hat{\beta} \)
2. repeat (CCCP step)
   1. Compute \( \nabla J_{\lambda}(\hat{\beta}) \) at \( \hat{\beta} \)
   2. Set an initial estimator \( \tilde{\beta} \)
   3. repeat (MLQA step)
      1. Compute \( \nabla L(\tilde{\beta}) \) and \( \nabla^2 L(\tilde{\beta}) \) at \( \tilde{\beta} \)
      2. Find \( \tilde{\beta}^\alpha = \arg\max_{\beta \in \mathcal{A}} U_{Q,\lambda,\gamma}(\beta \hat{\beta}^\alpha ; \beta) \)
      3. Find \( \hat{h} = \arg\max_{h > 0} U_{Q,\lambda,\gamma}(h \tilde{\beta}^\alpha + (1 - h) \hat{\beta}) \)
      4. Update \( \hat{\beta} \) by \( \hat{\beta}^h = \hat{h} \tilde{\beta}^\alpha + (1 - \hat{h}) \hat{\beta} \)
   4. until convergence
3. Update \( \hat{\beta} \) by \( \hat{\beta} \)
   5. until convergence

3. Asymptotic properties

The objective function \( Q_{\lambda,\gamma} \) is non-concave so that there can be many local maximizers. In this section, we first prove that there exists an oracle estimator among the local maximizers (Fan and Peng, 2004) which we call the oracle LASSO. Second, we prove that the oracle estimator is asymptotically equivalent to the MCL (Kwon and Kim, 2012) since it is the global maximizer.

Let \( \hat{\beta}^\gamma \) be the true regression coefficient vector that satisfy \( \beta^\gamma_j \neq 0, j \in \mathcal{A} \) and \( \beta^\gamma_j = 0, j \in \mathcal{A}^c \) for some non-empty subset \( \mathcal{A} \in \{1, \ldots, p\} \). Consider the following penalized maximum likelihood estimator (MLE):

\[
\hat{\beta}^{\text{MLE}} = \arg\max_{\beta \in \mathbb{R}^p} \left\{ L(\beta) - \gamma \sum_{j \in \mathcal{A}} |\beta_j| \right\}
\]

(3.1)

for some \( \gamma \geq 0 \). We call the MLE in (3.1) the oracle LASSO since it is the LASSO obtained by using the true predictive variables only. When \( \gamma = 0 \) the oracle LASSO becomes the oracle MLE that have been used in other literatures (Fan and Li, 2001; Fan and Peng, 2004; Kwon and Kim, 2012) for studying SCAD penalized MLE.

We need some regularity conditions from (C1) to (C6) on the true regression coefficient vector and conditional log-likelihood which we give in the Appendix with a remark for the readability. Let \( 0 < s_1 < s_2 \leq 1 \) and \( k \geq 1 \) be the positive constants in (C1) and (C5).
Theorem 1. (Local optimality) Let $\Omega_{\lambda, \gamma}$ be the set of all local maximizers of $Q_{\lambda, \gamma}$. Under (C1)–(C5) in Appendix,

$$P(\tilde{\beta}_{\lambda, \gamma}^L \in \Omega_{\lambda, \gamma}) \to 1,$$

provided that $\lambda = o(n^{-(1-c_2+c_1)/2})$, $\gamma = o(n^{-(1+c_1)/2})$, and $p = o(n^{c_1-c_1})$ as $n \to \infty$.

Theorem 1 shows that the oracle LASSO becomes a local maximizer of $Q_{\lambda, \gamma}$ for the polynomial order of $p$ that can be larger than $n$ for sufficiently large $k$. If the moment condition in (C5) holds for any $k \geq 1$ then we can extend the result of Theorem 1 to the exponential order of $p$. Examples are the linear regression with sub-Gaussian error (Kim et al., 2008) and logistic regression with bounded predictive variables (Kwon and Kim, 2012).

In practice, we cannot identify which estimator is the oracle LASSO since there can be many local maximizers in $\Omega_{\lambda, \gamma}$. For the problem, we prove that the oracle LASSO is global maximizer of $Q_{\lambda, \gamma}$ with probability tending to one; therefore, the oracle LASSO is asymptotically equivalent to the MCL. It is almost impossible for the asymptotic equivalence to hold on the whole parameter space even in the linear regression model (Zhang, 2010; Kim and Kwon, 2012) when the model is high-dimensional. Therefore we need some restriction called the sparse Riesz condition (Zhang, 2010) stated in (C6). Let

$$\Gamma_r = \{ \beta : \sum_{j=1}^p I(\beta_j = 0) = p - r \} \subset \mathbb{R}^p$$

be a restricted parameter space whose number of nonzero elements is at most $r \geq 1$ then the asymptotic equivalence holds as follows.

Theorem 2. (Global optimality) Under (C1)–(C6) in Appendix, for any $q \leq r < n/2$,

$$P(\sup_{\beta \in \Gamma_r} Q_{\lambda, \gamma}(\beta) = Q_{\lambda, \gamma}(\tilde{\beta}_{\lambda, \gamma}^L)) \to 1,$$

provided that $\lambda = o(n^{-(1-c_2+c_1)/2})$, $\gamma = o(n^{-(1+c_1)/2})$, and $p = o(n^{c_1-c_1})$ as $n \to \infty$.

4. Numerical studies

In this section, we provide the results from numerical studies including simulations and real data analysis. We investigate the finite sample performance of the MCL with different value of $\gamma$ compared to other competitors: LASSO, SCAD, and MCP.

4.1. Simulation studies

We consider the following three generalized linear models:

- Linear regression: $y|x \sim N(g(x^T \beta^*), 1)$ with identity link, $g(x^T \beta) = x^T \beta$.
- Logistic regression: $y|x \sim \text{Bernoulli}(g(x^T \beta^*))$ with logit link, $\logit(g(x^T \beta)) = x^T \beta$.
- Poisson regression: $y|x \sim \text{Poisson}(g(x^T \beta^*))$ with log link, $\log(g(x^T \beta)) = x^T \beta$.

where $x = (x_1, \ldots, x_p)^T$ is a multivariate Gaussian random vector with mean zero and covariance structure with $\text{Cov}(x_s, x_t) = 0.5^{\left| s-t \right|}$, $s, t \leq p$. For the true regression coefficients, we first set $\beta_j^* = 1.2e^{-0.5(j-1)}I(j \leq q)$, where $q$ satisfies $\tilde{\beta}_q = 0.6$. Then we make $\beta^* = \tilde{\beta}^*/s$ with $s \in \{1, 2\}$ for the linear and logistic regression models, and $s \in \{2, 3\}$ for Poisson regression model.
Table 1: Averages of the measures for the linear regression model, where the corresponding standard errors are in parentheses.

| Case | n  | Method   | RMSE   | NLV     | ME    | Correct | Incorrect |
|------|----|----------|--------|---------|-------|----------|-----------|
| 100  | 1  | LASSO    | 1.288  | 0.834   | 0.664 | 10.00    | 27.72     |
|      |    | SCAD     | 1.392  | 0.995   | 0.987 | 8.99     | 26.06     |
|      |    | MCP      | 1.409  | 1.025   | 1.048 | 8.06     | 3.20      |
|      |    | MCL(γ = 2\hat{y}) | 1.415 | 1.011   | 1.019 | 9.95     | 0.32      |
|      |    | MCL(γ = \hat{y}) | 1.182 | 0.702   | 0.401 | 9.94     | 1.64      |
|      |    | MCL(γ = \hat{y}/2) | 1.132 | 0.643   | 0.283 | 9.86     | 2.95      |
|      |    | MCL(γ = \hat{y}/4) | 1.199 | 0.727   | 0.450 | 9.48     | 7.79      |
|      |    | MCL(γ = y') | 1.125 | 0.635   | 0.268 | 9.87     | 3.06      |
| 300  | 1  | LASSO    | 1.074  | 0.577   | 0.153 | 10.00    | 28.71     |
|      |    | SCAD     | 1.027  | 0.528   | 0.054 | 10.00    | 12.84     |
|      |    | MCP      | 1.023  | 0.523   | 0.044 | 10.00    | 2.03      |
|      |    | MCL(γ = 2\hat{y}) | 1.157 | 0.670   | 0.337 | 10.00    | 0.03      |
|      |    | MCL(γ = \hat{y}) | 1.057 | 0.559   | 0.115 | 10.00    | 1.42      |
|      |    | MCL(γ = \hat{y}/2) | 1.031 | 0.531   | 0.060 | 10.00    | 1.63      |
|      |    | MCL(γ = \hat{y}/4) | 1.025 | 0.525   | 0.047 | 10.00    | 1.84      |
|      |    | MCL(γ = y') | 1.022 | 0.521   | 0.043 | 10.00    | 1.96      |
| 300  | 2  | LASSO    | 1.276  | 0.818   | 0.632 | 9.43     | 26.32     |
|      |    | SCAD     | 1.396  | 0.979   | 0.952 | 7.04     | 19.55     |
|      |    | MCP      | 1.398  | 0.983   | 0.960 | 4.93     | 4.21      |
|      |    | MCL(γ = 2\hat{y}) | 1.407 | 0.998   | 0.993 | 8.42     | 0.85      |
|      |    | MCL(γ = \hat{y}) | 1.239 | 0.771   | 0.538 | 8.44     | 6.52      |
|      |    | MCL(γ = \hat{y}/2) | 1.263 | 0.802   | 0.601 | 7.56     | 12.31     |
|      |    | MCL(γ = \hat{y}/4) | 1.325 | 0.883   | 0.760 | 6.92     | 15.77     |
|      |    | MCL(γ = y') | 1.235 | 0.766   | 0.529 | 8.09     | 7.52      |
| 300  | 2  | LASSO    | 1.074  | 0.577   | 0.153 | 10.00    | 28.67     |
|      |    | SCAD     | 1.104  | 0.610   | 0.219 | 9.62     | 36.29     |
|      |    | MCP      | 1.068  | 0.571   | 0.139 | 9.09     | 8.01      |
|      |    | MCL(γ = 2\hat{y}) | 1.156 | 0.669   | 0.336 | 9.95     | 0.04      |
|      |    | MCL(γ = \hat{y}) | 1.059 | 0.561   | 0.120 | 9.97     | 2.79      |
|      |    | MCL(γ = \hat{y}/2) | 1.042 | 0.543   | 0.084 | 9.82     | 5.05      |
|      |    | MCL(γ = \hat{y}/4) | 1.048 | 0.549   | 0.096 | 9.61     | 7.60      |
|      |    | MCL(γ = y') | 1.041 | 0.542   | 0.082 | 9.79     | 6.10      |

**RMSE** = root mean square error; **NLV** = negative log-likelihood value; **ME** = model error; **LASSO** = least absolute shrinkage and selection operator; **SCAD** = smoothly clipped absolute deviation; **MCP** = minimax concave penalty; **MCL** = moderately clipped LASSO.

For comparison, we consider the LASSO, SCAD, MCP, and MCL where the concavity parameter values for the SCAD, MCP, and MCL are fixed with $a = 3.7, 2.1,$ and $1.1$, respectively, as recommended in the original literature. For the second tuning parameter $\gamma$ of the MCL, we consider five cases: four MCLs with fixed $\gamma = \hat{y}^{2}/2^{k}, \; k \in \{-1, 0, 1, 2\}$, where $\hat{y}^{L}$ is the optimally selected $\lambda$ value of the LASSO and one MCL with $\gamma'$ where $\gamma'$ is the best one among the $\gamma$ values of the four MCLs. For each method, the main tuning parameter $\lambda$ is selected by minimizing the negative log-likelihood values obtained from $n$ independent validation samples.

We compute the root mean square error (RMSE), negative log-likelihood value (NLV), and model error (ME) based on independent test samples of size $N = 5,000$ defined as

$$\sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_{i} - \hat{\mu})^2}, \quad -\frac{1}{N} \sum_{i=1}^{N} \log f(y_{i} | x_{i}; \hat{\beta}), \quad \text{and} \quad \frac{1}{N} \sum_{i=1}^{N} (x_{i}^T \hat{\beta} - x_{i}^T \beta^*)^2$$
Table 2: Averages of the measures for the logistic regression models, where the corresponding standard errors are in parentheses

| Case | n  | Method   | RMSE  | NLV  | ME   | Correct | Incorrect |
|------|----|----------|-------|------|------|---------|-----------|
| 100  | 300| LASSO    | 0.406 (0.002) | 0.505 (0.003) | 1.510 (0.038) | 3.51 (0.077) | 0.18 (0.043) |
|      |    | SCAD     | 0.388 (0.001) | 0.462 (0.003) | 11.16 (0.209) | 5.28 (0.186) | 10.06 (1.267) |
|      |    | MCP      | 0.394 (0.002) | 0.475 (0.004) | 9.430 (0.201) | 5.02 (0.190) | 15.04 (1.582) |
|      |    | MCL(y = 2^y) | 0.406 (0.002) | 0.505 (0.003) | 14.249 (0.263) | 5.37 (0.158) | 4.09 (0.587) |
|      |    | MCL(y = y^2) | 0.388 (0.001) | 0.462 (0.003) | 11.16 (0.209) | 5.28 (0.186) | 10.06 (1.267) |
|      |    | MCL(y = y^2/2) | 0.394 (0.002) | 0.475 (0.004) | 9.430 (0.201) | 5.02 (0.190) | 15.04 (1.582) |
|      |    | MCL(y = y^4) | 0.404 (0.002) | 0.505 (0.003) | 8.981 (0.245) | 4.55 (0.205) | 15.91 (1.872) |
|      |    | MCL(y = y^4/4) | 0.389 (0.001) | 0.464 (0.003) | 9.926 (0.233) | 4.89 (0.185) | 9.55 (1.285) |
| 100  | 300| LASSO    | 0.338 (0.000) | 0.348 (0.001) | 6.974 (0.096) | 9.65 (0.059) | 4.17 (0.454) |
|      |    | SCAD     | 0.345 (0.001) | 0.376 (0.003) | 3.861 (0.135) | 5.27 (0.083) | 1.75 (0.206) |
|      |    | MCP      | 0.346 (0.001) | 0.377 (0.003) | 3.927 (0.137) | 4.96 (0.090) | 0.26 (0.061) |
|      |    | MCL(y = 2^y) | 0.349 (0.001) | 0.399 (0.002) | 10.790 (0.104) | 8.90 (0.082) | 0.59 (0.090) |
|      |    | MCL(y = y^2) | 0.325 (0.000) | 0.343 (0.001) | 6.642 (0.099) | 8.61 (0.110) | 0.83 (1.057) |
|      |    | MCL(y = y^2/2) | 0.330 (0.001) | 0.342 (0.002) | 4.381 (0.110) | 7.35 (0.155) | 11.70 (1.738) |
|      |    | MCL(y = y^4) | 0.336 (0.001) | 0.358 (0.003) | 3.880 (0.137) | 6.01 (0.143) | 4.40 (1.141) |
|      |    | MCL(y = y^4/4) | 0.326 (0.001) | 0.339 (0.001) | 4.712 (0.166) | 7.62 (0.151) | 5.99 (1.046) |
| 200  | 300| LASSO    | 0.450 (0.001) | 0.591 (0.003) | 3.210 (0.064) | 5.33 (0.145) | 21.69 (1.186) |
|      |    | SCAD     | 0.462 (0.001) | 0.624 (0.003) | 3.353 (0.089) | 2.41 (0.098) | 2.38 (0.237) |
|      |    | MCP      | 0.462 (0.001) | 0.627 (0.004) | 3.290 (0.089) | 1.49 (0.075) | 0.07 (0.025) |
|      |    | MCL(y = 2^y) | 0.471 (0.002) | 0.635 (0.004) | 4.239 (0.083) | 2.85 (0.167) | 1.73 (0.339) |
|      |    | MCL(y = y^2) | 0.449 (0.001) | 0.589 (0.003) | 3.155 (0.065) | 3.75 (0.164) | 8.54 (1.279) |
|      |    | MCL(y = y^2/2) | 0.453 (0.002) | 0.602 (0.004) | 2.994 (0.074) | 2.87 (0.163) | 7.88 (1.443) |
|      |    | MCL(y = y^4) | 0.458 (0.002) | 0.618 (0.005) | 3.206 (0.091) | 2.03 (0.135) | 3.96 (1.232) |
|      |    | MCL(y = y^4/4) | 0.447 (0.001) | 0.587 (0.004) | 2.888 (0.073) | 3.52 (0.163) | 7.52 (1.233) |

RMSE = root mean square error; NLV = negative log-likelihood value; ME = model error; LASSO = least absolute shrinkage and selection operator; SCAD = smoothly clipped absolute deviation; MCP = minimax concave penalty; MCL = moderately clipped LASSO.

respectively, where \( \hat{\mu}_{i} = g^{-1}(x_{i}^{T} \hat{\beta}) \) is the estimated conditional mean of \( y_{i} \). We also count the number of nonzero regression coefficients selected correctly (Correct) and incorrectly (Incorrect). We repeat the simulation 100 times for \( n = \{100, 300\} \), \( p = 2000 \), and \( q = 10 \) and summarize the averages of the measures in Tables 1–3.

Table 1 presents the simulation results in the linear regression model. When the sample size is small, the LASSO selects correct predictive variables better than the others keeping higher prediction accuracy but selects too many incorrect variables simultaneously, which confirms that the LASSO overfits the model (Zhang and Huang, 2008). While the sample size is large, the MCP and SCAD are better than the LASSO for both prediction and selectivity measures. The MCL with \( \gamma' \) shows the best performance regardless of the cases which may be because it has one more tuning parameter \( \gamma \). We recommend to use the MCLs with \( \gamma \leq \gamma' \) that perform better than the others also if reducing the computational cost is important. Table 2 and 3 shows the results in the logistic and Poisson regression models where the results are similar to the linear regression model.
Table 3: Averages of the measures for the Poisson regression models, where the corresponding standard errors are in parentheses

| Case | n   | Method       | RMSE     | NLV      | ME        | Correct | Incorrect |
|------|-----|--------------|----------|----------|-----------|---------|-----------|
| 100  |     | LASSO        | 115.160  | 10.647   | 1.094     | 9.52    | 29.28     |
|      |     | SCAD         | 109.725  | 9.561    | 1.123     | 8.46    | 26.26     |
|      |     | MCP          | 105.051  | 8.635    | 1.116     | 7.20    | 13.13     |
|      |     | MCL($\gamma = 2\hat{\gamma}$) | 115.303  | 11.094   | 1.584     | 8.42    | 12.77     |
|      |     | MCL($\gamma = \hat{\gamma}$) | 102.650  | 7.635    | 0.863     | 8.95    | 13.49     |
|      |     | MCL($\gamma = \hat{\gamma}/2$) | 90.915   | 6.560    | 0.675     | 8.47    | 13.47     |
|      |     | MCL($\gamma = \hat{\gamma}/4$) | 92.097   | 7.267    | 0.870     | 7.65    | 13.63     |
|      |     | MCL($\gamma = \gamma^*$) | 89.929   | 6.091    | 0.641     | 8.61    | 13.98     |

| 300  |     | LASSO        | 66.511   | 2.784    | 0.253     | 10.00   | 32.75     |
|      |     | SCAD         | 45.700   | 2.156    | 0.145     | 10.00   | 32.93     |
|      |     | MCP          | 22.972   | 1.689    | 0.053     | 10.00   | 19.66     |
|      |     | MCL($\gamma = 2\hat{\gamma}$) | 71.708   | 3.105    | 0.445     | 9.96    | 9.27      |
|      |     | MCL($\gamma = \hat{\gamma}$) | 49.321   | 2.106    | 0.162     | 10.00   | 10.94     |
|      |     | MCL($\gamma = \hat{\gamma}/2$) | 34.005   | 1.798    | 0.079     | 10.00   | 14.87     |
|      |     | MCL($\gamma = \hat{\gamma}/4$) | 27.651   | 1.718    | 0.060     | 10.00   | 17.42     |
|      |     | MCL($\gamma = \gamma^*$) | 23.145   | 1.680    | 0.052     | 10.00   | 20.71     |

| 100  |     | LASSO        | 7.721    | 2.382    | 0.643     | 8.49    | 26.79     |
|      |     | SCAD         | 7.596    | 2.368    | 0.648     | 7.36    | 25.30     |
|      |     | MCP          | 7.844    | 2.409    | 0.699     | 5.36    | 9.41      |
|      |     | MCL($\gamma = 2\hat{\gamma}$) | 8.014    | 2.513    | 0.938     | 6.97    | 7.75      |
|      |     | MCL($\gamma = \hat{\gamma}$) | 7.202    | 2.229    | 0.595     | 7.24    | 11.70     |
|      |     | MCL($\gamma = \hat{\gamma}/2$) | 7.319    | 2.204    | 0.513     | 6.63    | 13.47     |
|      |     | MCL($\gamma = \hat{\gamma}/4$) | 7.342    | 2.336    | 0.604     | 5.86    | 12.73     |
|      |     | MCL($\gamma = \gamma^*$) | 6.939    | 2.222    | 0.548     | 6.82    | 13.69     |

| 300  |     | LASSO        | 4.554    | 1.547    | 0.164     | 9.98    | 30.45     |
|      |     | SCAD         | 3.935    | 1.530    | 0.135     | 9.96    | 29.01     |
|      |     | MCP          | 3.361    | 1.500    | 0.098     | 9.56    | 15.63     |
|      |     | MCL($\gamma = 2\hat{\gamma}$) | 4.911    | 1.635    | 0.321     | 9.73    | 3.25      |
|      |     | MCL($\gamma = \hat{\gamma}$) | 3.670    | 1.487    | 0.124     | 9.89    | 8.30      |
|      |     | MCL($\gamma = \hat{\gamma}/2$) | 3.092    | 1.456    | 0.072     | 9.83    | 16.84     |
|      |     | MCL($\gamma = \hat{\gamma}/4$) | 3.029    | 1.464    | 0.070     | 9.76    | 20.56     |
|      |     | MCL($\gamma = \gamma^*$) | 3.017    | 1.457    | 0.069     | 9.79    | 19.28     |

RMSE = root mean square error; NLV = negative log-likelihood value; ME = model error; LASSO = least absolute shrinkage and selection operator; SCAD = smoothly clipped absolute deviation; MCP = minimax concave penalty; MCL = moderately clipped LASSO.

4.2. Real data analysis

We analyze colon cancer data from a gene expression study of 22 normal and 40 tumor colon tissue samples analyzed with more than 6,500 human genes. We consider 2,000 genes selected with the highest minimal intensity across the samples (Alon, 1999). This data set is available from the R package sdwd. We apply penalized logistic regression model for the samples. For comparison, we divide the samples into two parts by randomly selecting 50 samples for training and 12 samples for test. Optimal values of regularization parameters are selected by 10-fold cross-validation on the training samples. We then evaluate the RMSE, NLV and mis-classification errors (MIS) based on test samples, and we also compute the model size (MS) as the number of estimated nonzero coefficients.

We repeat this whole procedure 100 times, and summarize the results in Table 4. As expected, the LASSO performs better than MCP and SCAD in terms of prediction accuracy, but it produces the largest model. The MCL with $\gamma^*$ or $\gamma^*/2$ perform the best in prediction while selecting smaller number of variables than the LASSO, which confirm the results in the simulations.
Table 4: Averages of the measures for Colon data analysis, where the numbers in parentheses are the corresponding standard errors

| Method       | RMSE     | Likelihood | MIS     | MS       |
|--------------|----------|------------|---------|----------|
| LASSO        | 0.3692 (0.0054) | 0.4594 (0.0125) | 0.1667 (0.0085) | 8.09 (0.4983) |
| SCAD         | 0.4013 (0.0080) | 0.5201 (0.0186) | 0.2550 (0.0100) | 1.60 (0.0853) |
| MCP          | 0.4049 (0.0088) | 0.5330 (0.0208) | 0.2417 (0.0111) | 0.68 (0.0510) |
| MCL(γ = 2γ̂) | 0.4011 (0.0040) | 0.5041 (0.0072) | 0.2100 (0.0102) | 3.46 (0.1920) |
| MCL(γ = ˆγL) | 0.3690 (0.0042) | 0.4463 (0.0075) | 0.1475 (0.0087) | 5.80 (0.3651) |
| MCL(γ = ˆγL/2) | 0.3624 (0.0058) | 0.4410 (0.0124) | 0.1692 (0.0094) | 5.08 (0.5477) |
| MCL(γ = ˆγL/4) | 0.3658 (0.0060) | 0.4538 (0.0148) | 0.1642 (0.0094) | 4.58 (0.4425) |
| MCL(γ = ˆγL) | 0.3658 (0.0060) | 0.4538 (0.0148) | 0.1642 (0.0094) | 4.58 (0.4425) |

RMSE = root mean square error; MIS = mis-classification errors; MS = model size; LASSO = least absolute shrinkage and selection operator; SCAD = smoothly clipped absolute deviation; MCP = minimax concave penalty; MCL = moderately clipped LASSO.

5. Concluding remarks

In this paper, we study the MCL for the high-dimensional GLM in two aspects: theories and numerical analysis. We prove that the MCL is asymptotically equivalent the oracle LASSO under some regularity conditions, which can be theoretical supports for nice finite sample performance of the MCL. As a promising alternative to current existing penalized estimators, the MCL can be further applied to other statistical models such as Cox’s regression and Gaussian graphical models. This paper represents a fundamental basis for future works.
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Appendix A: Regularity conditions

Let ℓ(β) = log f(y|x; β), i ≤ n. For any vector a and subset S ⊂ {1, . . . , p}, let aS be the sub-vector whose element indices are in S. Similarly, let AS be the sub-matrix whose column and row indices are in S for any matrix A.

(C1) There exist positive constants c1, c2, and M1 such that 5c1 < c2 ≤ 1,

\[ q = O(n^{c1}) \quad \text{and} \quad m^* \geq M_1 n^{-\frac{c_2}{2}}, \]

where m* = min j∈A |β j | is the minimum of the signal size.

(C2) The first and second derivatives of the log-likelihood satisfy

\[ E_β \left( \frac{\partial \ell(β)}{\partial β} \right) = 0_p \quad \text{and} \quad E_β \left( \frac{\partial^2 \ell(β)}{\partial β^2} \right) = -I(β^*), \]

where I(β*) = E_β { (\partial^2 \ell(β))/\partial β (\partial^2 \ell(β))/\partial β^T } is the Fisher information matrix.

(C3) There exist positive constants M2 and M3 such that

\[ 0 < M_2 \leq \tau_{\min} (I_β(β^*)) \leq \tau_{\max} (I_β(β^*)) \leq M_3 < \infty, \]
where $\tau_{\text{min}}$ and $\tau_{\text{max}}$ denote the minimum and maximum eigenvalues, respectively.

(C4) There exists an open subset $\mathbf{\Gamma} \in \mathbb{R}^p$ that contains the true coefficients vector $\mathbf{\beta}^*$ such that the density admits all third derivatives for almost all $\mathbf{z}_i = (y_i, \mathbf{x}_i^T)$, $i \leq n$. Furthermore, there exists a function $U$ such that
\[
\sup_{1 \leq k, l, m \leq p} \left| \frac{\partial^3 \ell_1(\mathbf{\beta})}{\partial \beta_k \partial \beta_l \partial \beta_m} \right| < U(\mathbf{z}_i),
\]
for all $\mathbf{\beta} \in \mathbf{\Gamma}$.

(C5) There exists an integer $k \geq 1$ and positive constants $M_4$, $M_5$, and $M_6$ such that
\[
\sup_{1 \leq k \leq p} E^* \left\{ \left( \frac{\partial \ell_1(\mathbf{\beta}^*)}{\partial \beta_k} \right)^{2k} \right\} < M_4, \quad \sup_{1 \leq k, l \leq p} E^* \left\{ \left( \frac{\partial^2 \ell_1(\mathbf{\beta}^*)}{\partial \beta_k \partial \beta_l} \right)^{2k} \right\} < M_5, \quad \text{and} \quad E^* \left\{ U(\mathbf{z}_1) \right\}^{2k} < M_6.
\]

(C6) There exists a positive constant $M_7$ such that
\[
\inf_{q \leq r < n} \inf_{S \subseteq \mathcal{S}} \inf_{\mathbf{\beta} \in \mathbf{\Gamma}_S} \tau_{\text{min}}(H_S(\mathbf{\beta})) > M_7,
\]
for all sufficiently large $n$, where $\mathbf{\Gamma}_S = \{ \mathbf{\beta} : \hat{\beta}_j = 0, j \in S' \}$ is the restricted parameter space with respect to a subset $S$ and $H(\mathbf{\beta}) = -\nabla^2 L(\mathbf{\beta})$ is the negative Hessian matrix.

Remark 1. Condition (C1) allows the number of true non-zero regression coefficients to diverge to infinity and their values to decrease toward zero (Kwon and Kim, 2012). Conditions (C2)–(C4) are standard for the asymptotic theories in the maximum likelihood estimation (Fan and Peng, 2004; Kwon and Kim, 2012). Condition (C5) represents the tail behavior of the conditional density, which determines the order of $p$ with respect to some positive integer $k$. The linear regression with sub-Gaussian tail errors and logistic regression with bounded predictive variables satisfy condition (C5) (Kim et al., 2008; Kwon and Kim, 2012). Condition (C6) corresponds to the sparse Riesz condition (Zhang and Zhang, 2012; Kim and Kwon, 2012) studied in the linear regression, which guarantees the strict concavity of the log-likelihood function on the restricted parameter spaces. In the linear regression, condition (C6) implies that all of sub-design matrices whose number of columns are less than the sample size are non-singular.

Appendix B: Proofs

Let $\nabla_{\beta_j} S_j(\mathbf{\beta}) = \partial S_j(\mathbf{\beta}) / \partial \beta_j$ and $\nabla^2_{\beta_j} S_j(\mathbf{\beta}) = \partial^2 S_j(\mathbf{\beta}) / \partial \beta_j^2$, where $S_j(\mathbf{\beta})$, $j \leq p$ is the $j^{th}$ element of $\nabla L(\mathbf{\beta})$. We need some lemmas below whose proofs are omitted.

Lemma 1. (Kwon et al., 2015) If $\hat{\mathbf{\beta}}$ satisfies
\[
\min_{j \in S} |\hat{\beta}_j| > a(\lambda - \gamma), \quad \max_{j \in S} |S_j(\hat{\mathbf{\beta}})| \leq \lambda, \quad \text{and} \quad S_j(\hat{\mathbf{\beta}}) = \gamma \text{sign}(\hat{\beta}_j), \quad j \in S
\]
then $\hat{\mathbf{\beta}} \in \Omega_{\lambda, \gamma}$, where $S = \{ j : \hat{\beta}_j \neq 0 \}$.

Lemma 2. (Fan and Peng, 2004) Under (C2)–(C5),
\[
\| \mathbf{\beta}^{opt} - \mathbf{\beta}^* \| = O_p \left( \sqrt{\frac{q}{n}} \right) \quad \text{as} \quad n \to \infty.
\]
Lemma 3. (Kwon and Kim, 2012) Under (C2)–(C5),
\[
\mathbf{P}\left(S_j(\hat{\beta}) > \frac{\alpha}{\sqrt{n}}\right) = O\left(a^{-2}\right), \quad \mathbf{P}\left(\|\nabla_{\beta} S_j(\beta)\| > q\alpha\right) = O\left(a^{-2}\right), \quad \text{and} \quad \mathbf{P}\left(\|\nabla_{\beta} S_j(\beta) - E\nabla_{\beta} S_j(\beta)\| > \frac{\alpha\sqrt{n}}{n}\right) = O\left(a^{-2}\right)
\]
as \(n \to \infty\) for any \(\alpha > 0\), \(j \leq p\), and \(\beta \in \Gamma\).

Proof of Theorem 1: The first order Karush-Kuhn-Tucker necessary conditions imply that
\[
\begin{align*}
S_j(\hat{\beta}^L) &= \gamma \text{sign}(\hat{\beta}_j^L), \quad \hat{\beta}^L_j \neq 0, \\
S_j(\hat{\beta}^L) &\leq \gamma, \quad \hat{\beta}^L_j = 0,
\end{align*}
\]
for all \(j \in A\). Therefore, it suffices to show that
\[
\mathbf{P}\left(\min_{j \in A} |\hat{\beta}^L_j| > a(\alpha - \gamma)\right) \to 1 \quad \text{and} \quad \mathbf{P}\left(\max_{j \in A} |S_j(\hat{\beta}^L)| < \lambda\right) \to 1
\]
as \(n \to \infty\). From (C1) and Lemma 2,
\[
\min_{j \in A} |\hat{\beta}^L_j| \geq \min_{j \in A} |\beta^*_j| - \max_{j \in A} |\hat{\beta}^L_j - \beta^*_j| = O_p\left(n^{-1/2}\right),
\]
as \(n \to \infty\), which implies the first part in (B.2). From Taylor’s expansion, there exists \(\hat{\beta}^{**}\) that lies between \(\hat{\beta}^L\) and \(\beta^*\) such that
\[
S_j(\hat{\beta}^L) = S_j(\beta^*) + \nabla_{\beta} S_j(\beta^*)^T (\hat{\beta}^L - \beta^*) + \frac{(\hat{\beta}^L - \beta^*)^T \nabla_{\beta}^2 S_j(\beta^*) (\hat{\beta}^L - \beta^*)}{2}
\]
for all \(j \in A\). From Cauchy-Schwarz inequality,
\[
\mathbf{P}\left(\max_{j \in A} |S_j(\hat{\beta}^L)| > \lambda\right) \leq \mathbf{P}\left(\max_{j \in A} |S_j(\beta^*)| > \frac{\lambda}{4}\right) + \mathbf{P}\left(\max_{j \in A} \|\nabla_{\beta} S_j(\beta^*) - E\nabla_{\beta} S_j(\beta^*)\| |\hat{\beta}^L - \beta^*| > \frac{\lambda}{4}\right) + \mathbf{P}\left(\max_{j \in A} \|E\nabla_{\beta} S_j(\beta^*)\| |\hat{\beta}^L - \beta^*| > \frac{\lambda}{4}\right) + \mathbf{P}\left(\max_{j \in A} \|\nabla_{\beta}^2 S_j(\beta^*)\| |\hat{\beta}^L - \beta^*|^2 > \frac{\lambda}{2}\right)
\]
\[
= \mathbf{P}_1 + \mathbf{P}_2 + \mathbf{P}_3 + \mathbf{P}_4,
\]
where \(\|\cdot\|_F\) is Frobenius norm. From Lemma 3,
\[
\mathbf{P}_1 \leq \sum_{j \in A} \mathbf{P}\left(|S_j(\beta^*)| > \frac{\lambda}{4}\right) = O\left(\left(\frac{p}{(\sqrt{n})^2}\right) \right) \to 0
\]
as \( n \to \infty \). Similarly,
\[
P_2 \leq \mathbb{P}\left( \left\| \hat{\beta}_{\mathcal{A}}^{\text{SL}} - \beta_{\mathcal{A}}^{*} \right\| > \frac{q}{\sqrt{n}} \right) + \mathbb{P}\left( \max_{j \in \mathcal{A}} \left\| \nabla \delta S_{j}(\hat{\beta}^{*}) - E \nabla \delta S_{j}(\beta^{*}) \right\| > \frac{\sqrt{n} \lambda}{4q} \right).
\]
\[
= o(1) + O\left( p/\left( \frac{n \sqrt{n} \lambda}{q \sqrt{q}} \frac{2k}{\lambda} \right) \right) \to 0
\]
as \( n \to \infty \). From (C5),
\[
P_3 = \mathbb{P}\left( \max_{j \in \mathcal{A}} \left( E \nabla \delta S_{j}(\beta^{*}) \right) \right) > \frac{\lambda^4}{4M_5 \sqrt{q}} \to 0
\]
as \( n \to \infty \). Lemma 3 implies that
\[
P_4 \leq \mathbb{P}\left( \left\| \hat{\beta}_{\mathcal{A}}^{\text{SL}} - \beta_{\mathcal{A}}^{*} \right\| > \frac{q \sqrt{q}}{n} \right) + \mathbb{P}\left( \max_{j \in \mathcal{A}} \left( E \nabla \delta S_{j}(\beta^{**}) \right) > \frac{n \lambda}{2q \sqrt{q}} \right)
\]
\[
= o(1) + O\left( p/\left( \frac{n \lambda}{q \sqrt{q}} \frac{2k}{\lambda} \right) \right) \to 0
\]
as \( n \to \infty \). This completes the proof. \( \square \)

**Lemma 4. (Low dimensional global optimality)** Assume that \( p < n \). Under (C1)–(C6),
\[
\mathbb{P}\left( \sup_{\beta \in \mathbb{R}^p} \mathcal{Q}_{\lambda,y}(\beta) \leq \mathcal{Q}_{\lambda,y}\left( \hat{\beta}_{\text{SL}}^{\text{SL}} \right) \right) \to 1,
\]
provided \( \lambda = o(n^{-(1-c_2+c_1)/2}) \), \( \gamma = o(n^{-(1+c_1)/2}) \), and \( p/(\sqrt{n} \lambda)^{2k} \to 0 \) as \( n \to \infty \).

**Proof of Lemma 4:** From Taylor’s expansion,
\[
L(\beta) - L\left( \hat{\beta}_{\text{SL}}^{\text{SL}} \right) = S\left( \hat{\beta}_{\text{SL}}^{\text{SL}} \right)^T \left( \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right) + \frac{1}{2} \left( \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right)^T \nabla S(\beta^{**}) \left( \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right)
\]
for some \( \beta^{**} \) lies between \( \beta \) and \( \hat{\beta}_{\text{SL}}^{\text{SL}} \). From (B.1) and (B.2),
\[
S\left( \hat{\beta}_{\text{SL}}^{\text{SL}} \right)^T \left( \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right) = \sum_{j=1}^{p} S_j \left( \hat{\beta}_{\text{SL}}^{\text{SL}} \right) (\beta_j - \hat{\beta}_{\text{SL}}^{\text{SL}}) \leq \sum_{j \in \mathcal{A}} \alpha_p(\lambda) |\beta_j|.
\]
(C6) and Cauchy-Schwarz inequality imply that
\[
\left( \frac{1}{2} \frac{\beta - \hat{\beta}_{\text{SL}}^{\text{SL}}}{\nabla S(\beta^{**})} \left( \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right) \right) \leq -M_5 \left\| \beta - \hat{\beta}_{\text{SL}}^{\text{SL}} \right\|^2.
\]
Therefore, it follows that

\[
Q_{\lambda, \gamma}(\beta) - Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}) \leq \sum_{j=1}^{p} w_j(\beta_j),
\]

where

\[
w_j(\beta_j) = o_p(\lambda) |\beta_j| I (j \in \mathcal{A}) - M_7 (\beta_j - \tilde{\beta}^{oL, \gamma}_j)^2 + \{J_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}_j) - J_{\lambda, \gamma}(\beta_j)\}.
\]

First, consider the case \( j \in \mathcal{A} \), where \( S_j(\tilde{\beta}^{oL, \gamma}) = \gamma \text{sign}(\beta_j^{oL, \gamma}) \). If \( |\beta_j| \geq a(\lambda - \gamma) \), then

\[
w_j(\beta_j) \leq -M_7 (\beta_j - \tilde{\beta}^{oL, \gamma}_j)^2 < 0.
\]

If \( |\beta_j| < a(\lambda - \gamma) \), then

\[
|\beta_j - \tilde{\beta}^{oL, \gamma}_j| \geq \min_{j \in \mathcal{A}} |\beta_j| - \max_{j \in \mathcal{A}} |\beta_j^{oL, \gamma} - \beta_j| - a(\lambda - \gamma) = O_p\left(n^{-1/2}\right)
\]

and

\[
J_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}_j) - J_{\lambda, \gamma}(\beta_j) \leq \nabla J_{\lambda, \gamma}(\beta_j) \left( |\tilde{\beta}^{oL, \gamma}_j| - |\beta_j| \right). \tag{B.3}
\]

Therefore, we have

\[
w_j(\beta_j) \leq -M_7 (\beta_j - \tilde{\beta}^{oL, \gamma}_j)^2 + \lambda |\tilde{\beta}^{oL, \gamma}_j| \leq -O_p\left(n^{-(1-c_1)} + o_p\left(n^{-(1-c_1 + \epsilon)}\right) \right) \leq 0
\]

for sufficiently large \( n \). Second, consider the case \( j \in \mathcal{A}' \), where \( \tilde{\beta}^{oL, \gamma}_j = 0 \). If \( |\beta_j| \geq a(\lambda - \gamma) \) then

\[
w_j(\beta_j) \leq |\beta_j| \left( o_p(\lambda) - M_7 |\beta_j| \right) \leq 0.
\]

If \( |\beta_j| < a(\lambda - \gamma) \), then from (B.2) and (B.3)

\[
w_j(\beta_j) \leq |\beta_j| \left( o_p(\lambda - \lambda) - \nabla J_{\lambda, \gamma}(\beta_j) \right) = |\beta_j| \left( o_p(\lambda - \lambda) \right) \leq 0.
\]

Therefore, \( Q_{\lambda, \gamma}(\beta) - Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}) \leq 0 \) for sufficiently large \( n \). This completes the proof. \(\square\)

**Proof of Theorem 2:** Suppose that there is another global maximizer \( \tilde{\beta} \in \Gamma \), such that \( Q_{\lambda, \gamma}(\tilde{\beta}) > Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}) \). Let \( S = \{ j : \tilde{\beta}_j \neq 0 \} \cup \{ j : \tilde{\beta}^{oL, \gamma}_j \neq 0 \} \). By Lemma 4 and (C6), it is easy to see that \( \sup_{\beta_S \in S} Q_{\lambda, \gamma}(\beta_S) \leq Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}) \) since \( |S| \leq 2r \leq n \). Therefore, it follows that

\[
Q_{\lambda, \gamma}(\tilde{\beta}) = Q_{\lambda, \gamma}(\tilde{\beta}_S) \leq \sup_{\beta_S \in S} Q_{\lambda, \gamma}(\beta_S) \leq Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}) = Q_{\lambda, \gamma}(\tilde{\beta}^{oL, \gamma}),
\]

which is a contradiction. \(\square\)
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