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Abstract—Reliable and low latency multicast communication is important for future vehicular communication. Sparse random linear network coding approach was used to ensure the reliability of multicast communication has been widely investigated. A fundamental problem of such communication is to characterize the decoding success probability, which is given by the probability of a sparse random matrix over a finite field being full rank. However, the exact expression for the probability of a sparse random matrix being full rank is still unknown, and existing approximations are recursive or not consistently tight. In this paper, we provide a tight and closed-form approximation to the probability of a sparse random matrix being full rank, by presenting the explicit structure of the reduced row echelon form of a full rank matrix and using the product theorem. Simulation results show that our proposed approximation is of high accuracy regardless of the generation size, the number of coded packets, the field size and the sparsity, and tighter than the state-of-the-art approximations for a large range of parameters.
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I. INTRODUCTION

In future vehicular communication, multicast communication with high reliability and low latency is critical. For example, in automated overtake use case which requires cooperation among vehicles to avoid a collision, safety-of-life data needs to reach all participants with ultra-high reliability and ultra-low latency. Traditionally, the reliability of multicast communications is ensured by a digital fountain approach, which is typically realized by Luby transform or Raptor codes. However, these codes achieve their capacity only if the number of source packets per generation is large, which could be an issue for delay-critical data. As an alternative to fountain codes, Random Linear Network Coding (RLNC) approach, which is used to ensure the reliability of multicast, has attracted extensive research efforts. Unfortunately, a key concern of RLNC approach is its relatively high decoding complexity. Hence, this paper adopts Sparse Random Linear Network Coding (SRLNC) approach to ensure reliability of multicast, as in [5], [6].

In SRLNC for multicast, the sender splits data into the generations, each of which consists of $n$ source packets. During each generation, the sender injects a stream of coded packets into the network. Each coded packet is obtained by linearly combining the $n$ source packets over a finite field $F_q$ of order $q$, where the coefficients choose the zero element with probability $p_0$ and each non-zero element with equal probability $(1 - p_0)/(q - 1)$. A receiver recovers $n$ source packets as soon as it collects $n$ linearly independent coded packets. In such multicast network, a key performance metric is the probability of a receiver recovering $n$ source packets, which is referred as the decoding success probability. To the best of our knowledge, an exact expression for the decoding success probability of SRLNC, as a function of the generation size, the number of coded packets, the field size and the sparsity, is still unknown.

Several works have studied the nonsingular probability or the rank distribution of a sparse random matrix over $F_q$ under the asymptotic setting. Charlap et al. [7] proved that, as long as the distribution of the entries of the matrix is not concentrated on any proper affine subspace of $F_q$, the asymptotic nonsingular probability of a random $n \times n$ matrix over $F_q$ is the same as for uniform entries. A more generic conclusion was presented in [8]. Cooper [9] proved that, conditioned on the event that the matrix has no zero rows or columns, the asymptotic rank distribution of a sparse random $(n - s) \times n$ matrix over $F_q$ is the same as for uniform entries, where $s$ is a nonnegative integer. By introducing the concept of zero pattern of the random matrix, Li et al. [10], [11] derived an upper and lower bound on the singularity probability and the rank distribution of a sparse random square matrix over $F_q$. However, these results are proved only for infinite matrix size $(n \rightarrow \infty)$ [7], [8], [9] or infinite finite field size $(q \rightarrow \infty)$ [10]. [11]. In practical SRLNC scenarios, the matrix size and the finite field size can not be very large. Therefore, it is desirable to obtain the expression applied to any matrix size and any finite field size.

Many works have devoted to characterize the performance of SRLNC under the non-asymptotic setting. Based on Absorbing Markov Chain (AMC), Garrido et al. [12] characterized the performance of SRLNC in terms of the decoding success probability and the average number of transmissions required to decode a generation. Unfortunately, the transition probability of AMC relies on Monte Carlo simulation results and AMC model therein is not analytical. Based on the Stein-Chen method, Brown et al. [5] derived an approximation to the probability of a sparse random $n \times m$ matrix over $F_q$ being full rank. However, the approximate expression is recursive and is not tight for large $q$ and $p_0$. Based on linear dependency

1In SRLNC, the decoding matrix at a receiver is a sparse random matrix over $F_q$. Hence, the terms “SRLNC” and “sparse random matrix” are indiscriminately used in this paper.
of a matrix. Sehat et al. [13] derived an approximation to the probability of a sparse random matrix over $F_q$ being full rank. Then based on this probability, they presented a recursive model for the rank distribution of sparse matrices. However, they do not consider the correlation between linear dependencies of a matrix, hence their approximation to the probability of a sparse random matrix over $F_q$ being full rank is very loose, thereby impacting on the tightness of the rank distribution. In addition, this recursive model is essentially a Markov chain, which does not always provide closed-form expression.

In addition, there are several works based on the results of [14]. Böhm et al. in [14]Th. 6.3] derived an upper-bound on the probability of a $n$-dimensional vector being dependent of other $i$ linearly independent vectors, which is denoted as $p(i, n)$, and hence obtained a lower bound on the nonsingular probability of a sparse random $n \times n$ matrix over $F_q$. Feizi et al. in [15] also obtained an upper-bound on the probability $p(i, n)$, which can be proven to be equivalent to [14] Th. 6.3] for $p_0 \geq 1/q$. By extending [14] Th. 6.3] and AMC, Tassi et al. [9] characterized the performance of SRLNC in terms of the average number of coded packet transmissions needed to recover the source message. By extending [14] Th. 6.3], Khan et al. [10] derived an upper and lower bound on the singular probability of sparse random matrices over $F_q$. However, the upper-bound on the probability $p(i, n)$ presented in [14] Th. 6.3] is not tight for $n > 10$ and $p_0 \geq 0.7$, which has an impact on the tightness of [15]. [5]. [16]. Recently, based on the Reduced Row Echelon Form (RREF) of a full rank matrix, we derived in [17] an approximation to the probability $p(i, n)$, which is much tighter than [14] Th. 6.3]. Then we established an exact expression for the rank distribution of sparse random matrices over $F_q$ as a function of $p(i, n)$. However, the correlation between the entries of a $n$-dimensional vector contained in a $i$-dimensional subspace is not considered. As a result, the approximation to $p(i, n)$ is not tight for small $n$ and large $p_0$. Furthermore, the established exact expression for the rank distribution as a function of $p(i, n)$ is of high computational complexity and approximated, which further reduces the tightness of the rank distribution.

In this paper, we focus on the decoding success probability and the main contributions are summarized as follows:

- We improve the analysis for the probability $p(i, n)$ in [17], and derive a generally tighter and closed-form approximation to the probability $p(i, n)$. First, we present the explicit structure of the RREF of a full rank matrix, which allows the dependent entries of the RREF of a full rank matrix to be decomposed into independent or approximately independent components. Second, we prove that the non-zero coefficients of a linear combination of sparse random variables have no effect on the distribution of that linear combination. This insight allows the first $i$ entries and the last $n-i$ entries of a $n$-dimensional vector contained in a $i$-dimensional subspace to be decoupled.
- We derive a low complexity and exact expression for the probability of a sparse random matrix over $F_q$ being full rank as a function of $p(i, n)$, which needs no any approximations.
- Unlike existing approximations [6], [17], [13] which are recursive or not consistently tight, we propose a novel approximation to the probability of a sparse random matrix over $F_q$ being full rank, which is closed-form and of high accuracy regardless of the generation size, the number of coded packets, the field size and the sparsity. Our proposed approximation is tighter than [6], [17], [13] for a large range of parameters.

The rest of the paper is organized as follows. In Section II we describe the considered system model. In Section III, a novel approximation to the probability of a sparse random matrix over $F_q$ being full rank is derived. In Section IV, we validate the accuracy of our proposed approximation by Monte Carlo simulations and compare it with the state-of-the-art approximations proposed in previous works. Finally, we draw our conclusions and future work in Section V.

II. SYSTEM MODEL

We consider a multicast network where a sender transmits data to multiple receivers. We assume that each link from the sender to a receiver is lossy and characterized by a packet erasure rate $e$. In order to ensure the reliability of multicast communications, the sender transmits data encoded by SRLNC approach.

The sender splits data into the generations, each of which consists of $n$ source packets $\{x_1, x_2, \ldots, x_n\}$. Each source packet $x_k$, $k = 1, 2, \ldots, n$ consists of $L$ elements from $F_q$. During each generation, the sender injects a stream of coded packets $\{y_1, y_2, \ldots, y_N\}$ into the network. A coded packet $y_j$, $j = 1, 2, \ldots, N$ is defined as

$$y_j = \sum_{k=1}^{n} g_{k,j} x_k,$$

where $g_{k,j} \in F_q$ is referred as the coding coefficient, and the vector $(g_{1,j}, g_{2,j}, \ldots, g_{n,j})^T$ is referred as the coding vector. Using the matrix notation, the encoding process can be expressed as

$$(y_1, y_2, \ldots, y_N) = (x_1, x_2, \ldots, x_n) G,$$

where $G = (g_{k,j})$ is an $n \times N$ random matrix over $F_q$. The coding coefficients $g_{k,j}$ are independently and randomly chosen from $F_q$ according to the following distribution:

$$Pr\{g_{k,j} = t\} = \begin{cases} p_0, & t = 0 \\ \frac{1 - p_0}{q - 1}, & t \in F_q \setminus \{0\} \end{cases}$$

where $0 \leq p_0 \leq 1$ is referred as the sparsity of the code. The RLCN scheme refers to $p_0 = 1/q$ (i.e., the coding coefficients are uniformly chosen from $F_q$), while SRLNC scheme is characterized by $p_0 > 1/q$.

It is worth mentioning that there is the possibility of the sender generating zero coding vectors since the coding vector is randomly generated. From a perspective of real implementation, zero coding vector should be not transmitted since it results in the transmission overhead. However, this paper includes the transmission of zero coding vectors as in
5, 6, thus the performance modeling is tractable and more general.

Due to packet erasure, each receiver will receive a subset of transmitted coded packets. Let $m$ denote the number of coded packets received by a receiver. The receiver constructs an $n \times m$ decoding matrix $M$ with $m$ received coded packets. Obviously, the matrix $M$ is obtained from $G$ by deleting the columns corresponding to erased coded packets. The receiver can recover $n$ source packets if and only if the rank of $M$ is equal to $n$. We now define the decoding success probability $P(e)$ as the probability of a receiver successfully recovering $n$ source packets. Note that although packet erasures affect the number of coded packets required by a receiver to recover a generation, it is independent of the random choice of coding vectors 18. Therefore, $P(e)$ can be expressed as follows:

$$P(e) = \sum_{m=n}^{N} \binom{N}{m} (1-e)^m e^{N-m} P(n,m),$$

where $P(n,m)$ is the probability of a $n \times m$ decoding matrix $M$ being full rank. In the remainder of this paper, we focus on the probability $P(n,m)$.

III. Performance Analysis

A. Previous Results Analysis

Let $M_{m \times n}$ be the transpose of the matrix $M$. In 17, authors found that $M_{m \times n}$ is full rank if and only if there are $m$ rows increasing the rank and $m - n$ rows maintaining the rank in $M_{m \times n}$. In fact, the probability of a row maintaining the rank is $p(i,n)$. Then the probability of $M_{m \times n}$ being full rank is given by

$$Pr\{rk(M_{m \times n}) = n \mid M_{m \times n} \text{ has no zero columns}\}$$

$$= \prod_{i=0}^{n-1} (1 - p(i,n))$$

$$= \sum_{r_1=0}^{n} p(r_1,n) \sum_{r_2=r_1}^{n} p(r_2,n) \cdots \sum_{r_m-r_{m-n-1}}^{n} p(r_{m-r_{m-n-1}},n)$$

In order to calculate above equation, 17 provided an approximation to $p(i,n)$ based on the RREF of a full row rank matrix, and simplified the embedded sums whose computational complexity are $O(n^{m-n})$ by the properties of Gauss Coefficient.

However, there are three approximations impacting the tightness of 17:

i) According to the RREF of a full row rank matrix, it can be proved that $p(i,n)$ is equal to the probability of a row $h_{i+1}$ being that the first $i$ entries are arbitrary and the last $n-i$ entries are uniquely determined by the first $i$ entries. Obviously, the last $n-i$ entries of $h_{i+1}$ are not independent since they have common components.

However, 17 assumed that the last $n-i$ entries of $h_{i+1}$ are independent and approximated the joint distribution of the last $n-i$ entries of $h_{i+1}$ by the product of the marginal distributions of them,

ii) In order to calculate the marginal distributions of the last $n-i$ entries of $h_{i+1}$, it is necessary to obtain the distribution of each entry of the RREF of a full row rank matrix. In 17, authors provided an approximation to the distribution of each entry of the RREF of a full row rank matrix, based on Gauss elimination. However, if the explicit structure of the RREF of a full row rank matrix is known, this step is not necessary because the entries of the RREF of a full row rank matrix are not independent and need to be further decomposed into independent components,

iii) In order to simplify the embedded sums by using the properties of Gauss Coefficient, the approximate expression for $p(i,n)$ was further approximated by its lower bound. This further reduces the tightness of 17.

In this paper, in contrast to 17, we improve the proof at two aspects: i) Based on the product theorem, we establish a lower complexity relation between the probability $P(n,m)$ and the probability $p(i,n)$. This avoids unnecessary further approximation to $p(i,n)$ caused by using the properties of Gauss Coefficient, and ii) Based on standard linear algebra, we present the explicit structure of the RREF of a full row rank matrix. This means that the entries of the RREF of a full row rank matrix can be further decomposed into independent components, and therefore enables us to significantly mitigate the impact of the dependence between the last $n-i$ entries of $h_{i+1}$.

B. The Probability of A Row Being Linearly Dependent

In this subsection, our goal is to derive the probability $p(i,n)$. Before we give a derivation, we need some auxiliary lemmas. In this paper, the notations of multiplication and addition in the finite field are same as in the real field without ambiguity.

The following lemma reveals that if the random variables are i.i.d. with (1), the sum of such random variables still follows (1) but with different $p_0$.

**Lemma 1:** Let $X_1, X_2, \cdots, X_k$ be independent random variables over $F_q$ and identically distributed with (1). Then the distribution of the sum of $X_1, X_2, \cdots, X_k$ is

$$Pr\{X_1 + X_2 + \cdots + X_k = t\} = \beta_k(p_0, t)$$

$$= \begin{cases} \frac{1}{q} \left(1 + t(1-q-1) q^{-k}ight), & t = 0 \\ \frac{1}{q} \left(1 + (-1)(1-q^{-1}) q^{-k}ight), & t \in F_q \setminus \{0\} \end{cases}$$

**Proof:** See Lemma 2 in (17).

The following lemma generalizes (4) in (17). It reveals that, for non-zero elements $g_1, g_2, \cdots, g_k$, the random variable $g_1 X_1 + g_2 X_2 + \cdots + g_k X_k$ has same distribution as the random variable $X_1 + X_2 + \cdots + X_k$, whether the random variables $X_1, X_2, \cdots, X_k$ are independent or not.

**Lemma 2:** Let $X_1, X_2, \cdots, X_k$ be independent random variables over $F_q$ and have a marginal distribution (1) with different parameters $p_1, p_2, \cdots, p_k$. Let $g_1, g_2, \cdots, g_k$ be non-zero elements from $F_q$. Then

$$Pr\{g_1 X_1 + g_2 X_2 + \cdots + g_k X_k = t\} = Pr\{X_1 + X_2 + \cdots + X_k = t\}$$

**Proof:** See the appendix.
In general, it is not easy to obtain the exact distribution of each entry of the inverse matrix of a random matrix. The following lemma provides an approximation to it based on the general linear group, and all approximations in this paper are related to this approximation.

**Lemma 3**: Let $H$ be a random $i \times i$ matrix over $F_q$, whose entries are i.i.d. with $\mathcal{L}$, and assume that $H$ is nonsingular. Then each entry of the inverse matrix $H^{-1}$ of the matrix $H$ can be approximated as i.i.d. with $\mathcal{L}$.

**Proof**: See the appendix.

In the following lemma, by presenting the explicit structure of the RREF of a full rank matrix, we derive a novel approximation to the probability $p(i,n)$.

**Lemma 4**: Let $H$ be a random $(i + 1) \times n$ matrix over $F_q$, whose entries are i.i.d. with $\mathcal{L}$, $0 \leq i \leq n - 1$, and assume that the first $i$ rows of $H$ are linearly independent. Then the probability of $H$ being not full rank can be approximated as

$$p(i,n) \approx \prod_{k=0}^{i} \left( 1 - \frac{1}{q} \right)^k \left( 1 - \frac{1}{q} \right)^{n-i},$$

where $p_{\Delta,k} \overset{\Delta}{=} p_0, t = 0 = \frac{1}{q} \left( 1 + \frac{1}{q} \right)^{n-i}.$

**Proof**: Let $h_k$ be the $k$-th row of $H$, $k = 1, 2, \ldots, i + 1$, and $A = (h_1, h_2, \ldots, h_i)^T$ be a $i \times n$ matrix composed of the first $i$ rows of $H$. Then $H$ is not full rank if and only if $h_1, h_2, \ldots, h_i$ are linearly dependent. Since $h_1, h_2, \ldots, h_i$ are linearly independent, $h_{i+1}$ can be uniquely expressed linearly by $h_1, h_2, \ldots, h_i$. In other words, there is a vector $c = (c_1, c_2, \ldots, c_i) \in F_q^{i \times i}$ such that

$$h_{i+1} = c_1 h_1^T + c_2 h_2^T + \cdots + c_i h_i^T,$$

or in matrix form,

$$h_{i+1} = c A.$$

It is easy to verify that the set $V = \{c_1 h_1 + c_2 h_2 + \cdots + c_i h_i \mid c_1, c_2, \ldots, c_i \in F_q\}$ is a vector space over $F_q$, called the vector space generated by $h_1, h_2, \ldots, h_i$, and $h_1, h_2, \ldots, h_i$ is a basis of vector space $V$. From a perspective of vector space, $H$ is not full rank if and only if $h_{i+1}$ is contained in the subspace generated by $h_1, h_2, \ldots, h_i$. Since the basis of vector space is not unique and the coordinates of a vector under the natural basis are its entries, it is natural to reduce the basis $h_1, h_2, \ldots, h_i$ to a basis like the natural basis.

We first consider the case that the first $i$ columns of $A$ are linearly independent. Thus, they are a maximal linearly independent set of the columns of $A$, and therefore the last $n-i$ columns of $A$ can be expressed as linear combinations of this maximal linearly independent set. Let $A_1$ be a $i \times i$ matrix composed of the first $i$ columns of $A$ and $A_2$ be a $i \times (n-i)$ matrix composed of the last $n-i$ columns of $A$, then $rk(A_1) = i$ and $A_2 = A_1 A_2$. Since $A_2$ is a coefficient matrix of $A_1$, therefore, we have

$$A = (A_1, A_2) = (A_1, A_1 A_2) = A_1 (I, A_2'),$$

or

$$A_1^{-1} A = (I, A_2').$$

Let $A' = (I, A_2')$. From linear algebra, $A'$ is actually the RREF of the matrix $A$ (exist and is unique). According to the basis change formula, the rows of $A'$ are also a basis of $V$, and then (5) can be also written as

$$h_{i+1} = g A',$$

where $g = (g_1, g_2, \ldots, g_i) \in F_q^{i \times i}$.

If the first $i$ columns of $A$ are not linearly independent, we can interchange the columns of $A$ such that the first $i$ columns of $A$ are linearly independent. This is equivalent to $A$ is multiplied by an $n \times n$ invertible matrix $Q$ on the right such that the first $i$ columns of $A$ are linearly independent, i.e., $AQ = B = (B_1, B_2)$, where $B_1$ is a $i \times i$ matrix composed of a maximal linearly independent set of the columns of $A$, $B_2$ is a $i \times (n-i)$ matrix composed of the columns of $A$ except for the maximal linearly independent set. It is worth noting that $B$ is different from $A$ only at the order of the columns. Then

$$rk(B_1) = i \quad \text{and} \quad B_2 = B_1 B_2',$$

where $B_2' \in F_q^{i \times (n-i)}$. Therefore, we have

$$AQ = B = (B_1, B_2) = (B_1, B_1 B_2') = B_1 (I, B_2'),$$

or

$$B_1^{-1} A = (I, B_2') Q^{-1}.$$
From above equation, $h_{i+1}$ is contained in the subspace generated by $h_1, h_2, \ldots, h_i$ if and only if the first $i$ entries of $h_{i+1}$ are arbitrary and the last $n-i$ entries are uniquely determined by the first $i$ entries. Therefore the left work is to calculate the joint distribution of the last $n-i$ entries of $h_{i+1}$.

Since $A'_1 = A_1^{-1}A_2$ and the entries of $A'_1$ are not independent, the entries $a'_{k,i}$ of $A'_2$ are not independent especially for the entries in the same column or row, where $k=1,\cdots,i$, and $l = i+1,\cdots,n$. Therefore, the entries $a'_{k,i}$ need to be further decomposed into independent or approximately independent components.

Let $(A_1)^{-1} = \Delta = (\Delta_{k,l})$, where $k,l = 1,2,\cdots,i$. Then the $(i+1)$-th and the $n$-th entry of $h_{i+1}$ are

\[ g_1a'_{1,i+1} + g_2a'_{2,i+1} + \cdots + g_i a'_{i,i+1} = g_1(\Delta_{1,1}a_{1,1} + \Delta_{1,2}a_{2,1} + \cdots + \Delta_{1,i}a_{i,1}) + g_2(\Delta_{2,1}a_{1,1} + \Delta_{2,2}a_{2,1} + \cdots + \Delta_{2,i}a_{i,1}) + \cdots + g_1(\Delta_{i,1}a_{1,1} + \Delta_{i,2}a_{2,1} + \cdots + \Delta_{i,i}a_{i,1}) \]

and

\[ g_1a'_{1,n} + g_2a'_{2,n} + \cdots + g_i a'_{i,n} = g_1(\Delta_{1,1}a_{1,n} + \Delta_{1,2}a_{2,n} + \cdots + \Delta_{1,i}a_{i,n}) + g_2(\Delta_{2,1}a_{1,n} + \Delta_{2,2}a_{2,n} + \cdots + \Delta_{2,i}a_{i,n}) + \cdots + g_1(\Delta_{i,1}a_{1,n} + \Delta_{i,2}a_{2,n} + \cdots + \Delta_{i,i}a_{i,n}) \]

Note that the last $n-i$ entries of $h_{i+1}$ have common components $g_1, g_2, \cdots, g_i$ and $\Delta_{k,l}$. Consider that $g_1, g_2, \cdots, g_i$ are independent, it is easy to obtain their joint distribution. Let $g = (g_1, g_2, \cdots, g_i)$ have exactly $k$ non-zero entries. Without loss of generality, we assume that the first $k$ entries of $g$ are non-zero. Let $\Delta_j^{(k)} = \Delta_{1,j} + \Delta_{2,j} + \cdots + \Delta_{i,j}$ be the sum of the first $k$ entries of the $j$-th column of $\Delta$, where $j = 1,2,\cdots,i$. Then, according to Lemma 2 and Lemma 1, $p_{\Delta,k} = \Pr(\Delta_j^{(k)} = 0) \equiv \beta_k(p_{0},t = 0)$. Since $A'_2 = A_1^{-1}A_2$, according to Lemma 3 and Lemma 1, $a'_{i,i}$ is approximately distributed with $g$, but the parameter is not $p_0$. Therefore, according to Lemma 2 and Lemma 1,

\[
\Pr\{g_1a'_{1,i+1} + g_2a'_{2,i+1} + \cdots + g_i a'_{i,i+1} = t\} = \Pr\{g_1a_{1,i+1} + g_2a_{2,i+1} + \cdots + g_i a_{i,i+1} = t\}
\]

\[
= \Pr\{a_{1,i+1} + a_{2,i+1} + \cdots + a_{i,i+1} = t\}
\]

\[
= \Pr\{A_1^{(k)}a_{1,i+1} + A_2^{(k)}a_{2,i+1} + \cdots + A_i^{(k)}a_{i,i+1} = t\}
\]

\[
= \beta_i(p_{0} + (1 - p_{0})p_{\Delta,k},t).
\]

Therefore, according to total probability theorem, the probability of $h_{i+1}$ being contained in the subspace generated by $h_1, h_2, \cdots, h_i$ is given by

\[
p(i,n) \approx \sum_{k=0}^{i} \binom{i}{k} (1 - p_{0})^k (p_{0})^{i-k} \left(p_{0}\beta_i(p_{0} + (1 - p_{0})p_{\Delta,k},t = 0) + (1 - p_{0})\beta_i(p_{0} + (1 - p_{0})p_{\Delta,k},t \neq 0)\right)^{n-i}
\]

\[
= \sum_{k=0}^{i} \binom{i}{k} (1 - p_{0})^k (p_{0})^{i-k} \left(p_{0}\frac{1}{q} + (1 - p_{0})\frac{1}{q} \left(1 - \frac{q(1 - p_{0})(1 - p_{\Delta,k})}{q - 1}\right)^{n-i}\right).
\]
Then, by substituting (4) into above equation, (9) holds.

D. Complexity Analysis And Comparison

In this subsection, the complexity of our proposed approximation and other state-of-the-art approximations provided in [6], [17], [13] are derived and compared.

Theorem 2: The complexity of (9) is $O(n^2)$. For $n=32$, $m=8$, $p_0=0.96$, $q=256$, $n=8$, and $p_0=0.9$, the maximum MSE of (9) is occurred at $q=256$. Since $q=256$, $n=8$, and $p_0=0.9$, therefore the complexity of (9) is $O(n \times n)$.

Before deriving the complexity of other state-of-the-art approximations, we first present their expressions.

In [6], $P(n,m)$ can be approximated as follows:

$$P(n,m) \approx (1 - p_0^n) \exp \left( - \sum_{k=0}^{m-1} \frac{n}{k} \frac{\bar{r}_i}{1 - p_0^n} \right),$$

where $\bar{r}_i = \rho_i - \sum_{s=1}^{i-1} \rho_i \bar{r}_{i-s}$.

$$\rho_i = \left( \frac{1}{q} + (q-1) \frac{1 - q(1-p_0)^2}{q^2} \right)^m$$

and $\bar{r}_1 = \rho_1$.

In [17], $P(n,m)$ can be approximated as follows:

$$P(n,m) \approx (1 - p_0^n) \prod_{i=0}^{m-1} \left( 1 - s^m, s_i \right),$$

where $s = \frac{1}{q} + \left( p_0 - \frac{1}{q} \right) \frac{1 - q(1-p_0)^2}{q}$.

In [13], $P(n,m)$ can be approximated as follows:

$$P(n,m) \approx \prod_{k=0}^{m-1} \left( 1 - b_k \right)^n,$$

where $b_k = \left( \frac{n_k}{q} - q \frac{(q-1)(q-p_0^2)}{q^2} \right)^m$.

Theorem 3: The complexity of (10), (11) and (12) are $O(n^3)$, $O(n)$ and $O(n)$, respectively.

Proof: The most computationally intensive part of (10) is $\bar{r}_i$. We note that by running $\bar{r}_i$, the values of $\bar{r}_1, \cdots, \bar{r}_{i-1}$ will also be obtained. Thus, the complexity of $\bar{r}_i$ is $O(n^2)$ and the complexity of (10) is $O(n \times n^2)$. The complexity of (11) and (12) are straightforward.

Remark: From Theorem 2 and Theorem 3, we can observe that the complexity of our proposed approximation (9) is lower than (10), but is higher than (11) and (12). However, as shown in Section IV, the accuracy of our proposed approximation (9) is higher than (11) for almost all cases and (12) for all cases.

IV. Simulation Results

In this section, we validate the accuracy of our derived approximation by Monte Carlo simulations and compare it with the state-of-the-art approximations in literatures. In order to thoroughly assess different approximations, we set $n = \{8, 32, 128\}$, $q = \{2, 256\}$, $p_0 = \{1/q, 0.8, 0.9, 0.96\}$. In addition, in order to ensure statistical tightness of results, all simulation results are the average of $10^5$ independent runs for $n = 8, 32, 128$, respectively. The deviation between the approximation and simulation result is evaluated in terms of Mean Squared Error (MSE).

Fig. 1 shows the probability of a decoding matrix being full rank $P(n,m)$ as a function of the received coded packets $m$. The corresponding MSEs of the approximations are provided in Table 1. As can be seen from the figure, the difference between our proposed approximation and simulation results is negligible. The maximum MSE of our proposed approximation is occurred at $q = \{2, 256\}$, $n = 8$, $p_0 = 0.96$ and is equal to $1.63 \cdot 10^{-4}$. This shows that our proposed approximation has a good accuracy. On the other hand, none of other state-of-the-art approximations is always tight. Firstly, we can observe that, when $q$ and $p_0$ are large, (6) significantly deviates from simulation results, such as $q = 256$, $n = 8$, $p_0 = \{0.9, 0.96\}$ and $q = 256$, $n = 128$, $p_0 = 0.96$. The maximum MSE of (6) is occurred at $q = 256$, $n = 32$, $p_0 = 0.9$ and is equal to $1.30 \cdot 10^{-3}$. Secondly, we can observe that, when $n$ is small and $p_0$ is large, (17) significantly deviates from simulation results, such as $q = \{2, 256\}$, $n = 8$, $p_0 = \{0.9, 0.96\}$ and $q = \{2, 256\}$, $n = 32$, $p_0 = 0.9$. The maximum MSE of (17) is occurred at $q = 2$, $n = 8$, $p_0 = 0.96$ and is equal to $1.60 \cdot 10^{-2}$. Finally, we can observe that (13) significantly deviates from simulation results except for a few cases. In particular, when $q$ and $p_0$ are large, (13) exhibits very low accuracy. The maximum MSE of (13) is occurred at $q = 256$, $n = 128$, $p_0 = 0.96$ and is equal to $7.75 \cdot 10^{-1}$.

We now individually compare our proposed approximation with other state-of-the-art approximations. Firstly, it can be observed from Table 1 that, our proposed approximation is tighter than (6) except for the cases of small $q$ and large $p_0$ and the case of $q = 256$, $n = 8$, $p_0 = 0.96$. Indeed, when $q$ is small and $p_0$ is large, the probability of the event that a set of rows sums to the zero vector is large. This leads to a high correlation between such events, which is significantly mitigated by (6). As a result, (6) is especially tight for small large $q$ and large $p_0$. On the other hand, for small $q$ and large $p_0$, the inverse matrix is denser than the original matrix, which reduces the tightness of Lemma 3. For above reasons, our proposed approximation is not as good as (6) for small $q$ and large $p_0$. Secondly, it can be observed that, with the only two exceptions of $q = \{2, 256\}$, $n = 128$, $p_0 = 0.96$, our proposed approximation is tighter than (17). The reason is that the proposed approximation to $p(i,n)$ takes into account the correlation between the entries of a $n$-dimensional vector contained in a $i$-dimensional subspace. Furthermore, the proposed exact expression for the probability $P(n,m)$ as a function of $p(i,n)$ is of low complexity and needs no any approximations. Finally, it can be observed that our proposed approximation
Fig. 1. The probability $P(n, m)$ as a function of $m$, for $q = \{2, 256\}$, $n = \{8, 32, 128\}$ and $p_0 = \{1/q, 0.8, 0.9, 0.96\}$.

is much tighter than [13] for all the cases considered. As mentioned in Section I, [13] does not take into account the correlation between linear dependencies of a matrix, which makes it particularly loose.

In order to comprehensively compare different approximations, for each case of Table I we mark the best approximation with blue color and the worst approximation with red color. We can observe that, our proposed approximation is best in 17 of 24 cases, [6] is best in 6 cases, [17] is best in 9 cases and [13] is best in 0 cases, while our proposed approximation is worst in 0 cases, [6] is worst in 7 cases, [17] is worst in 1 cases, and [13] is worst in 20 cases. In summary, in terms of the most best and the least worst, our proposed approximation outperforms [6], [17], [13].

V. CONCLUSION AND FUTURE WORK

In this paper, we studied the performance of multicast networks under SRLNC in terms of the decoding success probability which is given by the probability of a sparse random matrix over $F_q$ being full rank. Based on the explicit structure of the RREF of a full row rank matrix and the product theorem, we derived a tight and closed-form approximation to the probability of a sparse random matrix over $F_q$ being full rank. This is in contrast with existing approximations which are recursive or not consistently tight. The accuracy of our proposed approximation was thoroughly assessed by Monte Carlo simulation for various configurations. The simulation results show that our proposed approximation is of high accuracy regardless of the generation size, the number of coded packets, the field size and the sparsity, and tighter than the state-of-the-art approximations for a large range of
The proposed approximation can be used to derive other performance metrics, such as the rank distribution, the probability of partial decoding, the probability of all receivers recovering a generation, or the average number of coded packets required by a receiver to recover a generation or a portion of a generation. We believe that, if the exact expression for each entry of the inverse matrix of a random matrix is known, the exact expression for the decoding success probability can be obtained by our proposed method. In the future, we will investigate the exact or tighter expression for each entry of the inverse matrix of a random matrix.

APPENDIX

Proof of Lemma 2. We prove the lemma by induction. Because $F_q$ is a field, $g_1 \neq 0$ and $X_1$ has a distribution $\mathcal{I}$ with parameter $p_1$,

$$
Pr\{g_1 X_1 = t\} = Pr\{X_1 = g_1^{-1} t\} = Pr\{X_1 = t\}.
$$

Therefore the lemma is true when $k = 1$. Assume that the lemma is true when $k = n$. Then

$$
Pr\{g_1 X_1 + \cdots + g_n X_n + g_{n+1} X_{n+1} = t \mid X_{n+1} = t_{n+1}\} 
= Pr\{g_1 X_1 + \cdots + g_n X_n = t + g_{n+1} X_{n+1} \mid X_{n+1} = t_{n+1}\} 
= Pr\{X_1 + \cdots + X_n = t + g_{n+1} X_{n+1} \mid X_{n+1} = t_{n+1}\} 
= Pr\{X_1 + \cdots + X_n + g_{n+1} X_{n+1} = t \mid X_{n+1} = t_{n+1}\}.
$$

According to total probability theorem,

$$
Pr\{g_1 X_1 + \cdots + g_n X_n + g_{n+1} X_{n+1} = t\} 
= Pr\{X_1 + \cdots + X_n + g_{n+1} X_{n+1} = t\}.
$$

Similarly,

$$
Pr\{X_1 + \cdots + X_n + g_{n+1} X_{n+1} = t \mid X_{n+1} = t_1, \cdots, X_n = t_n\} 
= Pr\{g_{n+1} X_{n+1} = t + X_1 + \cdots + X_n \mid X_1 = t_1, \cdots, X_n = t_n\} 
= Pr\{X_{n+1} = t + X_1 + \cdots + X_n \mid X_1 = t_1, \cdots, X_n = t_n\} 
= Pr\{X_1 + \cdots + X_n + X_{n+1} = t \mid X_1 = t_1, \cdots, X_n = t_n\}
$$

and

$$
Pr\{X_1 + \cdots + X_n + X_{n+1} = t\} 
= Pr\{X_1 + \cdots + X_n + g_{n+1} X_{n+1} = t\} 
= Pr\{g_1 X_1 + \cdots + g_n X_n + g_{n+1} X_{n+1} = t\}.
$$

Therefore, the lemma is also true when $k = n + 1$. This completes the proof.

Proof of Lemma 2. It is easy to verify that the set $GL(i, q)$ of all nonsingular $i \times i$ matrices over $F_q$, with binary operation matrix multiplication, is a (nonabelian) group, called the general linear group [20]. The number of $n \times m$ matrices over $F_q$ that have rank $r$ is (see [21], p338, Corollary of Th. 25.2)

$$
\binom{m}{r} \sum_{k=0}^{r} (-1)^{r-k} \binom{r}{k} q^{nk+r^2/2}.
$$
Therefore, the number of $i \times i$ matrices over $F_q$ that have rank $i$ is

$$|GL(i, q)| = \sum_{k=0}^{i} (-1)^{i-k} \binom{i}{k} q^{ik} \left(\frac{1}{q} \right)^k.$$

Since both $q$ and $i$ are finite, $GL(i, q)$ is a finite group. According to Lagrange theorem, the order of every element in $GL(i, q)$ is a factor of the order of $GL(i, q)$, therefore every element in $GL(i, q)$ has finite order.

For any $G \in GL(i, q)$, let $d(G)$ be the order of $G$. Then

$$G^{d(G)} = I,$$

where $I$ is the identity matrix and $d(G)$ is the smallest positive integer such that $G^{d(G)} = I$, and

$$G^{-1} = G^{d(G)-1}.$$

Therefore, we have

$$H^{d(H)} = I,$$

where $d(H)$ is the order of the random matrix $H$, and

$$H^{-1} = H^{d(H)-1}.$$

Since it is not easy to calculate the power of a matrix and $d(H)$ is a random variable, reasonable approximation to the distribution of each entry of $H^{d(H)-1}$ is preferable. If $d(H) = 1$, $H^{-1} = I = H$. If $d(H) \geq 2$, we approximate $d(H)$ by its lower bound, and therefore $H^{-1} = H^{d(H)-1}$ is approximated as $H$. The lemma follows.
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