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Abstract

Social network analysis (SNA) may be of significant value in studying online collaborative learning. SNA can enhance our understanding of the collaborative process, predict the under-achievers by means of learning analytics, and uncover the role dynamics of learners and teachers alike. As such, it constitutes an obvious opportunity to improve learning, inform teachers and stakeholders. Besides, it can facilitate data-driven support services for students. This study included four courses at Qassim University. Online interaction data were collected and processed following a standard data mining technique. The SNA parameters relevant to knowledge sharing and construction were calculated on the individual and the group level. The analysis included quantitative network analysis and visualization, correlation tests as well as predictive and explanatory regression models. Our results showed a consistent moderate to strong positive correlation between performance, interaction parameters and students’ centrality measures across all the studied courses, regardless of the subject matter. In each of the studied courses, students with stronger ties to prominent peers (better social capital) in small interactive and cohesive groups tended to do better. The results of correlation tests were confirmed using regression tests, which were validated using a next year dataset. Using SNA indicators, we were able to classify students according to achievement with high accuracy (93.3%). This demonstrates the possibility of using interaction data to predict underachievers with reasonable reliability, which is an obvious opportunity for intervention and support.

Introduction

Problem-Based Learning (PBL) is a constructive self-directed and collaborative approach to learning. The underpinning philosophy behind PBL is that learning occurs as a result of active co-construction of meaning, dialogue, and negotiation with peers. Learning is typically motivated by using challenging, authentic real-life problems [1–4]. The main three features of PBL are a problem as a trigger for learning, a facilitator commonly known as the tutor, and small group collaborative interaction [5–7]. The process is supposed to help the student to activate prior knowledge as well as to elaborate through discussion with peers, explain to self and
others, and answer queries. Elaboration is expected to promote cognitive and motivational self-regulation and enhance life-long learning skills [3–5].

With the emergence of Internet and Computer Supported Collaborative Learning (CSCL), several institutions have embraced a blended PBL approach (using CSCL or wikis to support face-to-face PBL) [8–11]. The blended approach harnesses the possible benefits of learning through, for instance, asynchronous communication and permanent access to content [8, 11, 12].

Applying the constructivist model to explain learning in PBL, three factors are often recognized. First, student factors such as interest in subject matter and prior knowledge. Second, tutor factors such as knowledge of subject matter, scaffolding and effective group facilitation and, third, content factors such as the quality of the problem [3, 6, 13–15]. The interaction of these factors, as well as the social and cognitive interaction, are thought to be the mechanism of learning in PBL [3, 6]. Interaction in online learning can be bidirectional in three forms, learner-teacher, learner-learner, and learner or teacher-content [16–18].

The value of interactivity in technology-enhanced learning has long been emphasized as an essential constituent of the learning process [16, 18–20]. Besides, it is supported by evidence from large-scale systemic reviews and meta-analyses. For example, Bernard et al. [21] concluded that increasing interaction among learners, teacher, or content positively enhances learning (average effect of 0.38). In a meta-analysis by Borokhovski et al. [22], courses that promote student-student interaction were found to enhance learning significantly.

Interactions in online problem solving require learners to engage in two types of dialogical aspects. The first is the content aspects (interactions related to the subject of the problem in the discussion) and the second is the relational aspects (interactions related to communicative activities) [23, 24]. Effective interactions in the relational space is a necessary precondition for successful problem discussion and the realization of the goals of problem-based learning [23, 24]. According to Azer et al. [17] who recently reviewed group interaction in PBL, there are deficiencies and gaps in the knowledge available regarding the impact of group interactions on student’s learning. The vast majority of research on interaction in PBL have focused on studying the content dimension through qualitative methods, such as content analysis, interviews, and text mining, or indirect examination and exploration by means of surveys or open-ended questionnaires [17]. The relational aspects of PBL remain largely unstudied and little is known about the value of studying the relational aspects of online PBL by novel techniques such as Social Network Analysis (SNA). By using SNA and learning analytics to study students’ positions, relations, and interactions, we might enhance our understanding of online behavior, tracking engagement and academic achievement [25–30].

Learning analytics seem to have the potential to assist educators to early identify underachievers and possibly shed light on the factors that might help improve their engagement and improve attrition rates [25, 26, 31, 32]. Underachieving students who are at risk of failing a course or dropping out from a program is a noteworthy problem that incurs a considerable cost at many levels. Albeit the magnitude of the problem seems to be substantial, it is still poorly studied. Therefore, the preventive mechanisms are either suboptimal or poorly implemented [33].

Although studies using learning analytics and SNA to investigate the participation in online discussions are few, initial results are encouraging. For instance, Romero et al. [34] reported a positive correlation between in-degree (number of received interactions) and degree centralities (total number of interactions) and the possibility of passing a course. Likewise, Hommes et al. [35] found that degree centrality to be strongly correlated with students’ learning; the correlation was more substantial than academic motivation, prior performance, and social integration. Similar results were reported by Joksimović et al. [36] who found weighted degree
centrality (total number of interactions accounting for importance) to be the most significant factor for predicting student performance. Other researchers found that the student’s social capital (strength of personal networks) is correlated with higher academic achievement [37, 38]. However, such results have not been replicated, and contradictory findings have been reported [30, 36, 39, 40]. Studies that investigated SNA parameters in multiple courses have faced the same reproducibility problem. For instance, Ángel et al. [30] obtained inconsistent results from a course to the other. In some courses, there was no correlation with performance, while in others, the correlation was positive and significant. The authors called for investigating the context in which SNA can be reliable predictors of performance.

Despite the challenges mentioned, SNA may be principally effective in studying the relational dimension of blended PBL by means of visual analytics and quantitative mathematical analysis [26, 27, 29, 30, 41]. With the support of visual analytics the PBL group structure, the learner-learner, and the learner-tutor interactions can be mapped in order to identify influential and isolated learners as well as group functioning [27, 28, 42]. Furthermore, SNA quantitative network analysis can be used to estimate the power of each collaborator, the strength of the relationships and the overall group properties [42–44]. As such, SNA quantitative network analysis may be of particular significance in studying social interactions in online PBL, and how they relate to achievement and the PBL process. Our review of the literature leads us to conclude that the value of SNA measures for predicting performance using learning analytics techniques is an uncharted territory of inquiry in the field of online PBL.

Therefore, we argue here that using SNA to study online PBL interactions might offer insights on multiple levels that help us to predict under-achievers and uncover the significance of the role of learner-learner and learner-tutor interactions.

The general research question of this study is: How can SNA contribute to our understanding and enhancement of the online PBL process? This general research question is divided into the following sub-questions:

- **RQ1**: How do social network analysis indicators correlate to performance (in terms of grades) in online PBL?
- **RQ2**: How far can SNA indicators be used as reliable predictors of performance in online PBL?

**Methods**

**The context**

The study included four courses in the College of Dentistry, Qassim University, Saudi Arabia, namely: Body Systems in Health and Disease (QDENT 211), General Surgery (QDENT 212), Neuroscience (QDENT 213), and Principles of Dental Sciences (QDENT 214). These are all the courses of the second year that has blended PBL (BPBL) as a teaching method. As outlined in Fig 1, the typical BPBL is divided into two face-to-face sessions. During the first session the students discuss the problem, suggest explanation and formulate learning objectives to be learned. Then online discussions continue throughout the week to discuss the learning objectives identified earlier, share learning resources, concept maps, and explanations. By the end of the week, students are expected to demonstrate their learning and discuss conclusions [7, 45], an illustration of the process is outlined in Fig 1. The college started to implement blended problem-based learning in 2009 [45]. An evaluation of the approach concluded that it was well received by students and moderators as the approach helped enhance interactivity and encouraged participation [8, 46].
Data collection and analysis

The process of data collection and interpretation in this research followed the standard data mining process as described by Romero et al. [44, 47], which can be divided into the following steps:

A. Data collection: The level of analysis in this study required collection of metadata about the attributes of individual users, groups, and courses as well as the properties of each post. Interaction data were extracted from Moodle database using Structured Query Language (SQL) custom queries. Using SQL database queries for data gathering is more flexible, and enables detailed information analysis compared to using Moodle logs [47].

The extracted data included user information (online user ID, course ID, group ID, course title and user email) and post information (post ID, post subject, post content, parent forum, post author, replies, author of the reply, post time, course, and group ID). Performance data were obtained from final course records.

B. Data preprocessing: users’ records were cleaned (3 corrupted records were removed), data from different sources were combined in a single master sheet. Personal information was anonymized and coded to remain private. The data were converted to a format compatible with the analysis tool Gephi. Each BPBL group were processed in a separate network file since group discussions were separated from each other online. Course networks were also studied separately to account for all interactions in the course beyond BPBL.

C. Data Analysis and Interpretation: To have a general overview and summary of the dataset, we performed descriptive statistics of courses, groups, and interactions. Both visual and mathematical analysis of social network were performed. SNA visualization was performed to explore the social structure in each course and group and to guide the analysis. SNA visualization has a powerful summarizing function of interactions among participants and the communities they are members of (courses and groups in this context). It also facilitates the interpretation of quantitative network analysis. Quantitative network analysis was performed to calculate the social network parameters for each course, group and the centrality scores of each student for descriptive statistics and to serve as features for further inferential analysis and predictive modeling. To answer the first research question, the correlation among social
network parameters and student’s performance was calculated using the Spearman correlation coefficient.

To answer the second research question about how far SNA indicators can be used as reliable predictors of performance in online PBL, two types of predictive models were used. The first type (explanatory model) used statistical modeling to build and test a hypothesis; in this model, the factors thought to influence the outcome in the PBL process were included, which are the student, the tutor, and the group [3, 13, 14]. The goal of the explanatory model was to investigate if SNA could capture the interactivity and relational construct of PBL, and as a theory based predictive learning analytics model. The second type was predictive modeling, in which the objective was to use the available data to investigate the possibility of forecasting future students’ performance. The goal was to compare the theory-driven approach to a non-theory driven approach, and use modern machine learning methods for validating the reliability of the resulting model. Furthermore, predictive models test the possibility of predicting a future event, as such, demonstrate the potential of early intervention. To validate the results, a next year data-set of the same four courses were used. For an in-depth review of the predictive models in education, please refer to reference [48, 49].

Descriptive statistics. We calculated each course and group size, total number and type and of interactions in each BPBL group and course separately. Interactions were sub-classified according to source and target as Student-Student (S-S), Student-Tutor (S-T), and Tutor-Student (T-S). Additionally, SNA parameters of each course and PBL group were calculated.

Social network analysis. The open-source SNA software Gephi (version 9.1) was used for network visualization and analysis. Gephi is a powerful interactive open-source SNA application, commonly used for network visualization and exploration with advanced features such as filtering, clustering, and partitioning capabilities [50]. Two types of analyses were made:

1. Visualization. A social network has two elements, the network actors (nodes) and the ties (edges) connecting them. In Blended PBL context, students and tutors represent the nodes, and the interactions represent the edges. Social networks are visually represented by mapping interactions (edges) among the actors (nodes) in a graph known as a “sociogram” [43]. The sociograms were rendered using the Fruchterman Reingold algorithm, a widely used force-directed layout algorithm that uses physical simulation to draw each node according to connected edges; the resulting visualizations are easy to interpret and understand with fewer edge crossings [51]. Fruchterman Reingold algorithm rendered sociograms in a circular manner and was recognized as being useful in demonstrating the relationship between learners and instructors [30]. Visualization of the interactions was done to have an idea about the overall interactions in each group, the relationship between participants and to possibly discover the position and significance of each role, which in turn, would help interpret the quantitative parameters correctly.

2. Quantitative network analysis. Network quantitative analysis is a mathematical approach to quantify the prominence of users and the value of connections in a social network. The prominence of individual users is usually expressed as centrality measures, prominence can be expressed differently according to the perspective and the construct measured. The emphasis in this study was on the centrality measures that represent interactivity, knowledge sharing and discussion [52, 53]. The main constructs were the quantity of participation, the role of mediation and brokerage of knowledge transfer in the group, the strength of connectedness and group cohesion, relationship to group members, and importance of neighbors (social capital). Three sets of parameters were calculated, individual user parameters, BPBL group parameters, and course parameters. The following parameters were calculated for each student.

The quantity of participation parameters:
• In-degree centrality: also, known as prestige, is the total number of interactions (edges) received by a user. It is an indication of influence and authority [54].

• Out-degree centrality: the total number of interactions posted by the user, it is a quantification of the activity in the network, the higher the out-degree centrality, the more active is the user [54].

• Degree centrality is the sum of outgoing (Out-degree) and incoming (In-degree) interactions [54, 55].

**Position in information exchange**

• Betweenness centrality measures the number of times a user played a role in mediating information exchange or brokered the communication in a network [54].

• Information centrality measures the role of the user in the flow of information in the discussions. The higher the value of information centrality, the more influential the user in the information exchange [56].

• Closeness centrality measures how near (close) a user is to all other participants in the network. Close users are easy to reach and interact with most participants and [54, 55].

**Connectedness**

• Eigenvector centrality measures the prominence of a user considering his neighbors, a user connected to prominent users in the network will have higher values of Eigenvector centrality [54].

• Eccentricity measures the distance of a user from the further users in the network and can be viewed as an indication of a difficulty to reach or isolation [38].

• Clustering coefficient measures the tendency of a user to group (cluster) with others in the network, the higher the clustering coefficient, the more that user has communicated with more members of his group and is considered to be an indicator of group cohesion. [54, 57].

• Prestige measures:
  ○ In-degree prestige is the number of users who are directly connected to the user and can be viewed as an estimate of the size of the ego network.
  ○ Proximity prestige is the number of users who are directly or indirectly connected to the user, a measure of the range of influence.
  ○ Rank prestige is the number of connected users taking into consideration their prominence, a measure of the prominence of ego network.
  ○ Domain prestige is the number of users who are pointing to the user, a measure of influence as voted by neighbors.

• For each BPBL group network, we calculated the network size (number of nodes), density (ratio of actual to possible edges among nodes in the group), average degree (the mean degree of all nodes in the group), and average clustering coefficient (the average clustering coefficient of all nodes in the network).

• For each course network, we calculated network size, density, average degree, and average clustering coefficient.
Final course grades were used as a measure of achievement. Students were ranked and classified. The bottom 1/3 was classified as low achievers and the top 1/3 as high achievers.

**Statistical analysis.** RQ1: SPSS software version 24 for Windows was used for statistical analysis. Pearson’s correlation test was performed to measure the direction and strength of correlation between variables.

RQ2: Stepwise backward multivariable linear regression was performed using SPSS to assess which of the interaction parameters might explain the variance in the final grade. To avoid multicollinearity, we removed correlated parameters that measure closely interrelated constructs, such as the number of interactions, number of S-S interactions, average group degree centrality, average course degree centrality, course and group density. In this case, we included only group density since it captured the interactivity construct, is not dependent on group size and was the variable that most correlated with performance. A correlation matrix was constructed, and predictors with a correlation coefficient of more than 0.7 were removed. Predictors that had a Variance Inflation Factor (VIF) of more than 10 or Tolerance less than 0.1 were considered for removal.

For the categorical classification of students according to performance, we used Logistic Regression (LR). LR is a powerful predictive model, commonly used for the prediction of binary outcomes such as high versus low achievement. The Logistic Regression operator of Rapidminer studio version 7.5 was used for the prediction and validation of under-achievers.

The following parameters were calculated to evaluate the predictive accuracy of the classification algorithms:

- **Accuracy**: the percentage of correctly classified students.
- **Recall** (sensitivity): is the percentage of successfully classified positive predictions divided by the total number of all positive values (True Positive Rate).
- **Precision**: is the percentage of successfully classified positive predictions divided by the total number of all positive predicted values (Positive predictive value).
- **F-measure**: is the harmonic mean of both the precision and the recall.
- **Receiver Operating Characteristic (ROC)**: is a plot of the True Positive Rate (Recall) of a model against the False Positive Rate (1 –specificity.). The area under the curve (AUC) is considered an estimation of the model accuracy, where 1.0 represents a perfect model, and 0.5 means an insignificant model[58, 59].

**Research ethics**

The study was approved by the Regional Research Ethics Committee of Qassim Region after reviewing the study protocol, consent documents and the consent procedure and issued an approval of the study. An online privacy policy that details possible use of data for research and user protection guarantees was signed by all participants (reviewed by the ethical committee). Data utilized in this study were anonymized, and personal information was removed. College Privacy guidelines and policies for dealing with students’ data were strictly followed, and data collection complied with the Moodle terms of service. It is also important to mention that all students were enrolled in the course and were able to complete it regardless of signing the agreement and were able to opt out of participation in this research. The researchers of this study did not participate in teaching or grading the studied courses.
Results

Descriptive statistics

The study included 215 students and 20 tutors in 4 courses; each course had 5 BPBL groups, group size ranged from 10–14 students and one tutor. The total number of interactions in all courses was 6439, the highest number of interactions was 3134 in QDENT 211. Most of the interactions were among students (range 88.18% to 92.20% of all course interactions), followed by the tutor to student (range 5.91% to 8.93%). Student to tutor interactions were very few, the highest percentage was in QDENT 214, making only 2.89% of all interactions in the course, detailed statistics of each type of interactions and the distribution in each course are presented in Table 1, and Table 2 shows statistics of group interactions.

Group sizes ranged from 10–14, the average mean grade ranged from 68 to 95.3. Students were generally more active in the BPBL groups, therefore, the average (Av) mean degree of tutors was 38.61±28.52 compared to 56.04±35.88 of students, average S-S interactions were far higher than T-S (290.55 compared to 25.05). The mean density was 2.68±1.81, indicating that most groups showed a considerable amount of interactivity, as density values higher than one means that all group members interacted with each other. For detailed statistics of group properties, please refer to Table 2.

Visualization of course interactions

The visualization of course interactions presented in Fig 2 shows the four courses combined and in order to achieve a more detailed picture, we plotted the course “Principles of Dental Sciences” in Fig 3. Each group was assigned a unique color. The size of each node was configured to denote the degree centrality. Therefore, active/inactive students will have larger node sizes and can be visually recognized. The visualization outlines the interactions and relationships

Table 1. Distribution and type of interactions in each course.

| Type of interaction | Number of interactions | Percentage |
|---------------------|------------------------|------------|
| QDENT 214 (N 54)    |                        |            |
| Student to Student  | 1067                   | 88.2       |
| Student to Tutor    | 35                     | 2.9        |
| Tutor to Student    | 108                    | 8.9        |
| Total               | 1210                   | 100.0      |
| QDENT 213 (N 53)    |                        |            |
| Student to Student  | 920                    | 89.1       |
| Student to Tutor    | 27                     | 2.6        |
| Tutor to Student    | 86                     | 8.3        |
| Total               | 1033                   | 100.0      |
| QDENT 212 (N 54)    |                        |            |
| Student to Student  | 1029                   | 92.2       |
| Student to Tutor    | 21                     | 1.9        |
| Tutor to Student    | 66                     | 5.9        |
| Total               | 1116                   | 100.0      |
| QDENT 211 (N 54)    |                        |            |
| Student to Student  | 2795                   | 89.2       |
| Student to Tutor    | 83                     | 2.7        |
| Tutor to Student    | 256                    | 8.1        |
| Total               | 3134                   | 100.0      |

https://doi.org/10.1371/journal.pone.0203590.t001
among participants in each course and provides an overview of the groups and their relation to each other. The level of interactivity in each group can be quickly assessed by the density of edges among nodes. Thus active and inactive groups can be quickly identified. An example in Fig 3 is group D and E, which shows marked interactivity, and group C, which was less interactive.

The network of each course—except for very infrequent bridges by the tutors—were divided into isolated components (the PBL groups). Because some of the centrality measures take into account the network size or path length, the centrality measures in our study were calculated for each group separately.

**RQ1: How do social network analysis indicators correlate to performance (in terms of grades) in online PBL?**

To test what social network parameters might correlate with student’s performance, three groups of parameters were tested using Pearson’s correlation test. These were group properties, tutor, and student role. Table 3 shows the results of group and tutor role, and Table 4 shows student role. The results of the correlation test showed that the number of students in each group (group size) was negatively correlated with performance in all courses when the analysis was done per course basis and the overall results, and when the analysis was done using data of all students in all courses combined. Average group clustering coefficient (which measures group cohesion) as well as density (which measures group interactivity), followed by the measures of quantity of interactions (average degree, number of interactions and number of S-S interactions), were consistently moderate to strongly correlated with performance consistently in individual courses and in relation to the overall results.

Parameters corresponding to tutor role (average tutor degree, number of S-T interactions, number of T-S interactions) showed mixed results among courses, with either negative or statistically insignificant outcomes. Nonetheless, using data from all students, the tutor parameters correlation with performance were weakly and statistically insignificant. In summary, small and interactive cohesive groups with limited tutor role tended to perform better. Full details of results are listed in Table 3.

Three groups of parameters were investigated, the quantity of interactions, role in information transfer, and connectedness/social capital. Except for betweenness centrality, which showed mixed results in correlation with performance, there was a moderate to strong positive and statistically significant correlation with performance and student interaction indicators (quantity of participation, role in information exchange, connectedness and social capital parameters). The correlation was consistent - with slight variation in strength - in all courses and the results of all students combined. The correlation with the performance was highest in parameters measuring connectedness and social capital, namely in-degree, closeness centrality, prestige in-degree, prestige domain and prestige proximity. The detailed results are presented in Table 4, where the correlation between students’ network parameters and grades are shown.

---

### Table 2. Group descriptive statistics and network parameters.

| Group  | No. of S | Av grade | Av Clustering | T degree | Density | Av Degree | S to S | S to T | T to S | No. interactions |
|--------|----------|----------|---------------|----------|---------|-----------|--------|--------|--------|------------------|
| Minimum| 10       | 68       | 0.28          | 5        | 0.53    | 11.85     | 61     | 0      | 4      | 77               |
| Maximum| 14       | 95.3     | 0.88          | 115      | 7.28    | 139.17    | 799    | 30     | 77     | 827              |
| Mean   | 11.80    | 83.7     | 0.66          | 38.61    | 2.68    | 56.04     | 290.55 | 8.30   | 25.05  | 324.30           |
| SD     | 1.15     | 8.1      | 0.17          | 28.52    | 1.81    | 35.88     | 191.42 | 8.09   | 21.27  | 203.52           |

*Av = Average, T = Tutor, S = student.*

[https://doi.org/10.1371/journal.pone.0203590.t002](https://doi.org/10.1371/journal.pone.0203590.t002)
RQ2: How far can SNA indicators be used as reliable predictors of performance in online PBL?

Two predictive models were performed, an explanatory model and a predictive model in order to predict performance:

1. Explanatory model. An explanatory model is hypothesis driven. Three categories of factors may contribute to performance in PBL environment. These are the student, the tutor, and the group [3, 13, 14]. We included these three categories in a regression model to test how well they can predict performance. These parameters were group factors (group size, density of interactions, average previous GPA of other group members, and average clustering coefficient of other group members), tutor factors (tutor degree), student interactivity factors (in-degree, out-degree), role in information transfer (closeness centrality and betweenness centrality), social capital (Eigen centrality, prestige domain) in addition to demographic factors (age, gender, previous GPA).

A stepwise backward multivariable linear regression was done to test what SNA indicators may significantly explain variance in the final grade after controlling for previous performance, age, and gender. The adjusted $R^2$ of the final model (5th step) was 0.75, $F(9,185) = 66.7$, $P<0.01$). In addition to previous performance and female gender, the factors that
reflected student interactivity such as density, clustering, and social capital were the most significant positive predictors of performance. In other words, a well-connected student in an...
An interactive group where most members participate in the discussion is likely to score better. Whereas, the factors that reflect the strength of tutor role, large group size or a male gender were the negative predictors of performance. Full regression statistics are listed in Table 5.

### 2. Predictive model

The selection of predictors in a predictive model varies from an explanatory model, as it tries to include all information that can possibly add to the predictability [60, 61]. A stepwise backward logistic regression was performed to find how far using SNA indicators can successfully classify achievers and low-achievers. The -2 Log likelihood was 67.97, the Cox & Snell R Square was 0.6, and Nagelkerke R Square was 0.84 (Chi-square = 180.27, \( p < .001 \) with DF = 7). The Hosmer and Lemeshow goodness-of-fit test was \( (P = 0.28) \), indicating no evidence of poor fit. The model successfully classified 93.3% of cases, 88.24% of the low achievers, and 96.06% of the high achievers. The F-measure was 90%, and AUC was 0.92, full confusion matrix results are tabulated in Table 6. The Significant predictors were previous grade, Eigen centrality, density, and tutor out-degree; the full results are tabulated in Table 7.

#### Table 3. Correlation between group network parameters and grades.

| Parameter          | QDENT 214 (N = 54) | QDENT 213 (N = 53) | QDENT 212 (N = 54) | QDENT 211 (N = 54) | Overall (215) |
|--------------------|--------------------|--------------------|--------------------|--------------------|---------------|
|                    | Correlation        | P                  | Correlation        | P                  | Correlation   | P              | Correlation        | P                  | Correlation   | P              |
| Group size         | -0.74              | <0.01              | -0.31              | 0.02               | -0.63         | <0.01          | -0.48              | <0.01              | -0.57         | <0.01          |
| Group av. Degree   | 0.67               | <0.01              | 0.68               | <0.01              | 0.58          | <0.01          | 0.60               | <0.01              | 0.58          | <0.01          |
| Group density      | 0.73               | <0.01              | 0.69               | <0.01              | 0.63          | <0.01          | 0.61               | <0.01              | 0.62          | <0.01          |
| Group av. Clustering | 0.71                | <0.01              | 0.67               | <0.01              | 0.66          | <0.01          | 0.67               | <0.01              | 0.73          | <0.01          |
| N. of interactions | 0.53               | <0.01              | 0.64               | <0.01              | 0.53          | <0.01          | 0.50               | <0.01              | 0.53          | <0.01          |
| N. of S-S interactions | -0.37              | 0.01               | -0.68              | <0.01              | -0.33         | 0.01           | -0.28              | 0.04               | -0.06         | 0.37           |
| N. of T-S interactions | -0.42              | <0.01              | -0.59              | <0.01              | -0.25         | 0.06           | -0.34              | 0.01               | 0.02          | 0.77           |
| Tutor degree       | -0.44              | <0.01              | -0.69              | <0.01              | -0.56         | <0.01          | -0.20              | 0.16               | -0.02         | 0.77           |

\( \text{Av} = \text{Average, } T = \text{Tutor, } S = \text{student.} \)

#### Table 4. Correlation between students’ network parameters and grades.

| Parameter          | QDENT 214 (54) | QDENT 213 (53) | QDENT 212 (54) | QDENT 211 (54) | Overall (215) |
|--------------------|---------------|---------------|---------------|---------------|---------------|
|                    | Correlation   | P             | Correlation   | P             | Correlation   | P             | Correlation   | P             | Correlation   | P             |
| In-degree          | 0.66          | <0.01         | 0.75          | <0.01         | 0.64          | <0.01         | 0.60          | <0.01         | 0.51          | <0.01         |
| Out-degree         | 0.62          | <0.01         | 0.66          | <0.01         | 0.61          | <0.01         | 0.57          | <0.01         | 0.50          | <0.01         |
| Degree             | 0.65          | <0.01         | 0.73          | <0.01         | 0.65          | <0.01         | 0.60          | <0.01         | 0.51          | <0.01         |
| Closeness          | 0.64          | <0.01         | 0.65          | <0.01         | 0.69          | <0.01         | 0.64          | <0.01         | 0.53          | <0.01         |
| Betweenness        | -0.15         | 0.28          | 0.19          | 0.18          | 0.12          | 0.38          | 0.10          | 0.46          | 0.16          | <0.01         |
| Eigen              | 0.52          | <0.01         | 0.41          | <0.01         | 0.36          | 0.01          | 0.59          | <0.01         | 0.33          | <0.01         |
| Clustering         | 0.65          | <0.01         | 0.58          | <0.01         | 0.62          | <0.01         | 0.64          | <0.01         | 0.51          | <0.01         |
| Indegree prestige  | 0.64          | <0.01         | 0.73          | <0.01         | 0.61          | <0.01         | 0.61          | <0.01         | 0.53          | <0.01         |
| Domain prestige    | 0.40          | <0.01         | 0.33          | 0.02          | 0.37          | 0.01          | -            | -             | 0.37          | <0.01         |
| Proximity prestige  | 0.70          | <0.01         | 0.69          | <0.01         | 0.61          | <0.01         | 0.67          | <0.01         | 0.54          | <0.01         |
| Rank prestige      | 0.71          | <0.01         | 0.73          | <0.01         | 0.59          | <0.01         | 0.61          | <0.01         | 0.47          | <0.01         |
| Eccentricity       | -0.08         | 0.57          | -0.32         | 0.02          | -0.07         | 0.64          | -0.42         | <0.01         | -0.24         | <0.01         |

\( \text{Av} = \text{Average, } T = \text{Tutor, } S = \text{student.} \)

https://doi.org/10.1371/journal.pone.0203590.t003

https://doi.org/10.1371/journal.pone.0203590.t004
Validation

We used the study dataset as a training dataset and the next academic year as a testing dataset to examine how far the generated model can classify future students according to achievement. The testing dataset contained 183 students in the same four courses, using the model generated by the study dataset, we were able to correctly classify 82.7% of the underachievers in the testing dataset (next year) with an overall accuracy of 83.1% and F measure of 87.6%. The full confusion matrix is presented in detail in Table 8.

Applying the model on a course-wise basis, we were able to consistently predict the underachievers in each of the studied courses with reasonable precision and recall. In fact, the predictability (recall) improved to an average of 90.9% (range: 86.7%: 92.9%), F-measure ranged from 82.1% to 88.5%. It is clear that the model can be reliably used to classify underachievers and high-achievers given the high recall of both categories. However, the model consistently identified some high achievers as potentially low achievers. The full details of each course confusion matrix and performance are presented in Table 9.

Discussion

The results of this study showed a consistent moderate to strong positive correlation between interaction parameters and performance across all the studied courses regardless of the subject matter. In each of the studied courses, students with stronger ties to prominent peers (better social capital) in small interactive and cohesive groups tended to perform better. The results of correlation tests were confirmed using regression tests, which were validated using a next year dataset.

To demonstrate the role SNA can play in capturing the relational construct and interaction parameters of online PBL, and possibly be used as predictors of performance, we created an

Table 5. The significant predictors of grade using backward linear regression.

|                         | Standardized beta | t       | P       | Tolerance | VIF   |
|-------------------------|-------------------|---------|---------|-----------|-------|
| Gender **               | -0.64             | -6.64   | <0.01   | 0.14      | 7.32  |
| Tutor out-degree *      | -0.14             | -2.30   | 0.02    | 0.33      | 3.07  |
| Group size *            | -0.12             | -2.22   | 0.03    | 0.42      | 2.37  |
| Eigen centrality **     | 0.13              | 3.08    | <0.01   | 0.68      | 1.48  |
| Density **              | 0.22              | 2.68    | <0.01   | 0.20      | 5.07  |
| Previous GPA **         | 0.51              | 9.23    | <0.01   | 0.42      | 2.39  |
| AV Group Clustering **  | 0.68              | 5.91    | <0.01   | 0.10      | 10.0  |
| Domain prestige         | -0.11             | -1.81   | 0.07    | 0.37      | 2.74  |
| Closeness centrality    | 0.10              | 1.71    | 0.09    | 0.36      | 2.76  |

** Significant at the level of P<0.01.
* Significant at the level of P<0.05.
VIF = Variance inflation factor.

https://doi.org/10.1371/journal.pone.0203590.t005

Table 6. A confusion matrix of classified students using logistic regression.

|                  | Observed Low | Observed High | Precision |
|------------------|--------------|---------------|-----------|
| Predicted Low    | 60           | 5             | 92.3%     |
| Predicted High   | 8            | 122           | 93.8%     |
| Recall           | 88.2%        | 96.1%         |           |

Accuracy: 93.3%, F measure: 90%, AUC: 0.92

https://doi.org/10.1371/journal.pone.0203590.t006
explanatory regression model that included the factors commonly cited to affect performance in a PBL setting [3, 13, 14]. The model showed that a significant variance of grades could be explained by the group interactivity construct as measured by density of interactions, the cohesion of group members and the strength of students’ social ties, which emphasizes the role of social capital and interactivity as indicators of learning. The high accuracy obtained with the predictive model (93.3%) demonstrated the possibility of using interaction data to predict underachievers. Since predictive modeling is action-oriented, successfully identifying underachievers represents an obvious opportunity for intervention and allow for the provision of support before it is too late [49]. The usage of the next year dataset to validate the predictive potential of the obtained model adds to the credibility of the obtained results. The accuracy of identifying low achievers in the following year ranged from 86.7% to 92.9%, nevertheless with relatively low precision. A possible explanation might be due to the pattern of online activity of some high achieving students, who might participate online at levels indistinguishable from low achievers. Nonetheless, the issue that the algorithm identified most of the low achievers with high accuracy, and misclassified some of the high achievers as low achievers may be of less concern, and might be in favor of the students and educators alike. Casting a wide net is probably better than missing some underachievers [31].

Although results from correlation and linear regression tests seem to suggest a negative correlation between tutor interactions and students’ grades, they should not be viewed as contradicting research that has demonstrated a positive impact of knowledgeable and social congruent tutors [3, 14]. The tutor’s parameters studied in this study are rather quantitative and correspond to the instances teachers helped students in inactive groups, and expectedly, tutors helped the less performing students more than they helped others.

While the early research results linking SNA to academic performance were promising, reproducing the obtained models on future iterations of these courses, have been either unsuccessful or untested [34–39]. Studies that investigated multiple courses have faced the same

### Table 7. Predictors of achievement.

| Parameter                  | Standardized Coefficient | Standard Error | P   |
|---------------------------|--------------------------|----------------|-----|
| Tutor Out-degree          | -0.087                   | 0.037          | 0.021|
| Previous GPA              | 0.487                    | 0.103          | <0.01|
| Density                   | 2.908                    | 0.879          | <0.01|
| Eigen centrality          | 4.264                    | 1.445          | <0.01|
| AV Group Clustering       | 7.74                     | 5.321          | 0.146|
| Gender                    | -5.705                   | 2.936          | 0.052|
| group size                | -0.669                   | 0.455          | 0.141|

** Significant at the level of P<0.01.
* Significant at the level of P<0.05.

https://doi.org/10.1371/journal.pone.0203590.t007

### Table 8. A confusion matrix of classified students using the model developed by the training dataset.

| Observed Low | Observed High | Precision |
|--------------|---------------|-----------|
| Predicted Low| 43            | 19        | 69.4%    |
| Predicted High| 12          | 109       | 90.1%    |
| Recall       | 78.2%         | 85.2%     |

Accuracy: 83.1%, F-measure: 87.6%, AUC: 0.89

https://doi.org/10.1371/journal.pone.0203590.t008
problem of reproducibility [30, 32, 62]. The difficulty to replicate results among studies and across different courses is an indication that the context in which the interactions occur has a significant role in the importance of different centrality measures and their predictive power [30, 36]. The results of this study have demonstrated that results can be consistent and reproducible from course to course and from year to year. The reason behind this consistency of research findings might be that the uniformity of the context, besides, the teaching method was similar in the studied courses, where the social interactions among learners and tutors in CSCL are the primary features of the learning process. Another reason may be due to carefully choosing predictors based on an established theoretical backdrop. Considerate selection of predictors improves prediction accuracy, speed, and enhances reproducibility [53, 61]. We tried in this study, to produce a set of predictors that are relevant to the context studied, more representative of students’ activities, can be interpreted on pedagogical grounds and offers better understanding of the underlying process and most importantly can be replicated by others trying to reproduce this results in similar contexts [44, 52, 53, 61].

We believe that another point of strength in this study lies in the modifiable predictors that were found to correlate with better learning. These modifiable factors can be improved and potentially improve the course outcome as the results of this research might indicate. Examples include enhancing course design to encourage interactivity and design problems that encourage constructive interactions [6, 18, 21, 63, 64]. It also includes helping isolated students with better access to social support in an inclusive environment that rewards collaborative learners.
[24, 34, 37, 38], and training tutors to be socially congruent, facilitators and supporters of an inclusive interdependent, collaborative learning process [3, 14].

In this study, SNA offered a wealth of information about students that were easy to obtain and interpret, in contrast to traditional content analysis methods that require effortful coding and time-consuming manual analysis that is impractical for monitoring online interactions on a large scale basis beyond research settings [65]. This is also true when comparing SNA to other research methods, such as observation or exploratory methods. SNA is a practical and cost-effective choice that is feasible to implement and can deliver timely effortless information about students, groups and the whole class. The insights offered can be automatically generated using learning management systems plugins [27, 28, 30, 66]. Two specific functions can offer insights, namely: 1) visualizations of online interactions and 2) learning analytics predictors that can be used to alert students who are not doing well and might be in need for support [25, 29, 36, 37].

A possible criticism for our approach is that adding more variables—particularly Non-SNA data—might have improved the predictive analytics model. However, we think that in this particular case, it might not be as intuitive as it seems. Two categories of data might be candidates for inclusion in our analysis, time-on-task and access data in the form of clicks and views. The first introduces a potentially inaccurate predictor, and the latest is strongly correlated with SNA quantitative data, albeit less relevant and noisy (introduces bias, interdependence and decrease the prediction performance). Time recording tools are mostly inaccurate, produce mixed results, and poses a threat to the quest for replicable and reproducible research in analytics [67, 68]. Judd, 2014 [67] used special tracking devices to record student’s online activities to investigate the multitasking behavior; they found that multitasking was significantly present in 99% of the recorded sessions, acting as a serious confounding of the time-on-task [67]. Kovanović et al., 2015 [68] studied the influence of fifteen different time-on-task measurement techniques on model learning analytics performance. They concluded that based on the challenges in accurate estimation of time-on-task and the absence of clear methodologically standardized estimation strategy, the inclusion of time-on-task in learning analytics models should be re-considered for the sake of clear, sound and replicable data analysis strategies [68]. The other set of predictors are the parameters derived from students' logs such as number of logins, clicks on resources, and views. While these predictors might seem relevant, they are strongly correlated and interdependent with the quantitative SNA parameters. Both SNA quantitative measures and these measures do essentially measure the same thing; the difference is that SNA quantitative measures reflect access to the resources that are more relevant to the program and less susceptible to have noise [53, 61].

Since online learning is a vast and rather diverse field, the results of this study remain to be tested in other interactive course environments. Our results might have contextual constraints that might limit the generalizability into other contexts.

Conclusions

The findings of this study have shed light on the role of interactivity and the relational construct in the online PBL process, by means of a novel technique. Using Social Network Analysis to study online interactions has offered insights that help us to predict under-achievers and uncover the significance of the role of learner-learner and learner-tutor interactions in relation to performance.

Our results showed a consistent moderate to strong positive correlation between performance, interaction parameters and students’ centrality measures across all the studied courses, regardless of the subject matter. In each of the studied courses, students with stronger ties to
prominent peers (better social capital) in small interactive and cohesive groups tended to do better. The results of correlation tests were confirmed using regression tests, which were validated using a next year dataset. Using SNA indicators, we were able to classify students according to achievement with high accuracy (93.3%). This demonstrates the possibility of using interaction data to predict underachievers with reasonable reliability, which is an obvious opportunity for intervention and support.

Acknowledgments
The authors would like to thank Dr Mohammed Almohaimeed for his generous support and immense help in making this research possible.

Author Contributions
Conceptualization: Mohammed Saqr, Uno Fors, Jalal Nouri.
Data curation: Mohammed Saqr.
Formal analysis: Mohammed Saqr, Uno Fors, Jalal Nouri.
Investigation: Mohammed Saqr.
Methodology: Mohammed Saqr, Uno Fors, Jalal Nouri.
Supervision: Uno Fors, Jalal Nouri.
Validation: Mohammed Saqr, Uno Fors, Jalal Nouri.
Visualization: Mohammed Saqr.
Writing – original draft: Mohammed Saqr, Uno Fors, Jalal Nouri.
Writing – review & editing: Mohammed Saqr, Uno Fors, Jalal Nouri.

References
1. Woo Y, Reeves TC. Meaningful interaction in web-based learning: A social constructivist interpretation. The Internet and higher education. 2007; 10(1):15–25.
2. Vygotsky L. Zone of proximal development. Mind in society: The development of higher psychological processes. 1987; 5291.
3. Schmidt HG, Rotgans JI, Yew EH. The process of problem-based learning: what works and why. Med Educ. 2011; 45(8):792–806. Epub 2011/07/15. https://doi.org/10.1111/j.1365-2923.2011.04035.x PMID: 21752076.
4. Dolmans DH, De Grave W, Wolfhagen IH, van der Vleuten CP. Problem-based learning: future challenges for educational practice and research. Med Educ. 2005; 39(7):732–41. Epub 2005/06/18. https://doi.org/10.1111/j.1365-2929.2005.02205.x PMID: 15960794.
5. Neville AJ. Problem-based learning and medical education forty years on. A review of its effects on knowledge and clinical performance. Med Princ Pract. 2009; 18(1):1–9. Epub 2008/12/09. https://doi.org/10.1159/000163038 PMID: 19060483.
6. Bate E, Hommes J, Duvivier R, Taylor DC. Problem-based learning (PBL): getting the most out of your students—their roles and responsibilities: AMEE Guide No. 84. Med Teach. 2014; 36(1):1–12. Epub 2013/12/04. https://doi.org/10.3109/0142159X.2014.848269 PMID: 24295273.
7. Wood DF. Problem based learning. BMJ. 2003; 326(7384):328–30. Epub 2003/02/08. PMID: 12574050; PubMed Central PMCID: PMC1125189.
8. Alamro AS, Schofield S. Supporting traditional PBL with online discussion forums: a study from Qassim Medical School. Med Teach. 2012; 34 Suppl 1(s1):S20–4. Epub 2012/03/21. https://doi.org/10.3109/0142159X.2012.656751 PMID: 22409186.
9. Tong ETF, Hodgson P. Developing higher-order thinking through blended problem-based learning. Proceedings of the 2007 International Conference on ICT in Teaching and Learning. 2007;(Jonassen)9-.
10. Luck P, Norton B. Problem Based Management Learning—Better Online? European Journal of Open, Distance and E-Learning. 2004; 7(2).

11. Tsai C-W, Chiang Y-C. Research trends in problem-based learning (PBL) research in e-learning and online education environments: A review of publications in SSCI-indexed journals from 2004 to 2012. British Journal of Educational Technology. 2013; 44(6):E185–E90. https://doi.org/10.1111/bjet.12038

12. Hew KF, Cheung WS, Ng CSL. Student contribution in asynchronous online discussion: a review of the research and empirical exploration. Instructional Science. 2009; 38(6):571–606. https://doi.org/10.1007/s11251-008-9087-0

13. Schmidt HG, Dolmans D, Gijselaers WH, Des Marchais JE. Theory-guided design of a rating scale for course evaluation in problem-based curricula. Teaching and Learning in Medicine. 1995; 7(2):82–91. https://doi.org/10.1080/10401339509539719

14. Schmidt HG, Moust JH. What makes a tutor effective? A structural-equations modeling approach to learning in problem-based curricula. Academic Medicine. 1995; 70:708–14. https://doi.org/10.1097/00001888-199508000-00015 PMID: 7646747

15. Hendry G, Frommer M, Walker R. Constructivism and problem based learning. Journal of further and higher .... 1999:45–51.

16. Moore MG. Editorial: Three types of interaction. American Journal of Distance Education. 1989; 3(2):1–7. https://doi.org/10.1080/08923648909526569

17. Azer SA, Azer D. Group interaction in problem-based learning tutorials: a systematic review. Eur J Dent Educ. 2015; 19(4):194–208. Epub 2014/10/21. https://doi.org/10.1111/ejde.12121 PMID: 25327639.

18. Anderson T. Getting the mix right again: An updated and theoretical rationale for interaction. International Review of Research in Open and Distance Learning. 2003; 4(2):126–41.

19. Garrison DR. An analysis and evaluation of audio teleconferencing to facilitate education at a distance. American Journal of Distance Education. 1990; 4(3):13–24 . https://doi.org/10.1080/08923649009526713

20. Wanstreet CE. Interaction in online learning environments: A review of the literature. The Quarterly Review of Distance Education. 2006; 7(4):399–411.

21. Bernard RM, Abrami PC, Borokhovski E, Wade CA, Tamim RM, Surkes MA, et al. A Meta-Analysis of Three Types of Interaction Treatments in Distance Education. Review of Educational Research. 2009; 79(3):1243–89. https://doi.org/10.3102/0034654309333844

22. Borokhovski E, Bernard RM, Tamim RM, Schmid RF, Sokolovskaya A. Technology-supported student interaction in post-secondary education: A meta-analysis of designed versus contextual treatments. Computers & Education. 2016; 96:15–28. https://doi.org/10.1016/j.compedu.2015.11.004

23. Slof B, Erkens G, Kirschner PA, Janssen J. Guiding students’ online complex learning-task behavior through representational scripting. Computers in Human Behavior. 2010; 26(5):927–39.

24. Janssen J, Bodemer D. Coordinated Computer-Supported Collaborative Learning: Awareness and Awareness Tools. Educational Psychologist. 2013; 48(1):40–55. https://doi.org/10.1080/00461520.2012.749153

25. Saqr M, Fours P, Tedre M. How learning analytics can early predict under-achieving students in a blended medical education course. Med Teach. 2017; 39(7):757–67. Epub 2017/04/20. https://doi.org/10.1080/0142159X.2017.1309376 PMID: 28421894.

26. Agudo-Peregrina AF, Iglesias-Pradas S, Conde-González MÁ, Hernández-García Á. Can we predict success from log data in VLEs? Classification of interactions for learning analytics and their relation with performance in VLE-supported F2F and online learning. Computers in Human Behavior. 2014; 31 (1):542–50. https://doi.org/10.1016/j.chb.2013.05.031

27. Cela KL, Sicilia MÁ, Sánchez S. Social Network Analysis in E-Learning Environments: A Preliminary Systematic Review. Educational Psychology Review. 2014; 27(1):219–46. https://doi.org/10.1007/s10648-014-9276-0

28. Saqr M, Alghasham A, Kamal, Habiba., editors. The Study of Online Clinical Case Discussions with the Means of Social Network Analysis and Data Mining Techniques. AMEE; 2014.

29. Crespo PT, Antunes C. Predicting teamwork results from social network analysis. Expert Systems. 2015; 32(2):312–25. https://doi.org/10.1111/exsy.12038

30. Hernández-García Á, González-González I, Jiménez-Zarco AI, Chaparro-Peláez J. Applying social learning analytics to message boards in online distance learning: A case study. Computers in Human Behavior. 2015; 47:68–80. https://doi.org/10.1016/j.chb.2014.10.038

31. Macfadyen LP, Dawson S. Mining LMS data to develop an “early warning system” for educators: A proof of concept. Computers & Education. 2010; 54(2):588–99. https://doi.org/10.1016/j.compedu.2009.09.008
32. Gašević D, Dawson S, Rogers T, Gasevic D. Learning analytics should not promote one size fits all: The effects of instructional conditions in predicting academic success. The Internet and Higher Education. 2016; 28:68–84. https://doi.org/10.1016/j.iheduc.2015.10.002

33. O’Neill LD, Wallstedt B, Elka B, Hartvigsen J. Factors associated with dropout in medical education: a literature review. Med Educ. 2011; 45(5):440–54. Epub 2011/03/24. https://doi.org/10.1111/j.1365-2932.2010.03898.x PMID: 21426375.

34. Romero C, López M-I, Luna J-M, Ventura S. Predicting students’ final performance from participation in on-line discussion forums. Computers & Education. 2013; 68:458–72. https://doi.org/10.1016/j.compedu.2013.06.009

35. Hommes J, Rienties B, de Grave W, Bos G, Schuwirth L, Scherpier A. Visualising the invisible: a network approach to reveal the informal social side of student learning. Adv Health Sci Educ Theory Pract. 2012; 17(5):743–57. Epub 2012/02/02. https://doi.org/10.1007/s10459-012-9349-0 PMID: 22294429; PubMed Central PMCID: PMCPMC3490070.

36. Joksimović S, Manataki A, Gašević D, Dawson S, Kovanović V, de Keréki IF, editors. Translating network position into performance. Proceedings of the sixth international conference on learning analytics & knowledge; 2016; Edinburgh, Scotland.

37. Rizzuto TE, LeDoux J, Hatala JP. It’s not just what you know, it’s who you know: Testing a model of the relative importance of social networks to academic performance. Social Psychology of Education. 2008; 12(2):175–89. https://doi.org/10.1007/s12180-008-9080-0

38. Gašević D, Zouaq A, Janzen R. “Choose Your Classmates, Your GPA Is at Stake!”. American Behavioral Scientist. 2013; 57(1):1460–79. https://doi.org/10.1177/0002764213479362

39. Dowell NM, Skrypnik O, Joksimovic S, Graesser AC, Dawson S, Gal’evic D, et al. Modeling Learners’ Social Centrality and Performance through Language and Discourse. International Educational Data Mining Society. 2015.

40. Jiang S, Fitzhugh SM, Warschauer M, editors. Social positioning and performance in moocs. Workshop on Graph-Based Educational Data Mining; 2014; London, United Kingdom.

41. Saqr M, Fors U, Pedré M, Nouri J. How social network analysis can be used to monitor online collaborative learning and guide an informed intervention. PLoS ONE. 2018;1–22.

42. Saqr M, Fors U, Pedré M. How the study of online collaborative learning can guide teachers and predict students’ performance in a medical course. BMC Medical Education. 2018; 18(1):1–14. https://doi.org/10.1186/s12909-017-1038-5

43. Borgatti SP, Mehra A, Brass DJ, Labianca G. Network analysis in the social sciences. Science. 2009; 323(5916):892–5. Epub 2009/02/14. https://doi.org/10.1126/science.1165821 PMID: 19213908.

44. Romero C, López MI, Luna JM, Ventura S. Predicting students’ final performance from participation in on-line discussion forums. Computers and Education. 2013; 68:458–72. https://doi.org/10.1016/j.compedu.2013.06.009 Romero2013.

45. Mohamed Almohaimed IAR, Mohammed Saqr. E-Tutorial, an innovative and effective approach in PBL. 6th International Conf on PBL in Dentistry; Hong Kong2009.

46. Ahmad Alamro MA, Mohammed Saqr, Schofield S, editor Blended Problem-Based Learning: a method of enhancing interactivity. AMEE; 2010; Glasgow, UK.

47. Romero C, Ventura S, García E. Data mining in course management systems: Moodle case study and tutorial. Computers & Education. 2008; 51(1):368–84. https://doi.org/10.1016/j.compedu.2007.05.016 Brooks07.

48. Shmueli G. To Explain or to Predict? Statistical Science. 2010; 25(3):289–310. https://doi.org/10.1214/10-sts330

49. Bastian M, Heymann S, Jacomy M. Gephi: an open source software for exploring and manipulating networks. ICWSM. 2009; 8:361–2.

50. Fruchterman TM, Reingold EM. Graph drawing by force-directed placement. Software: Practice and experience. 1991; 21(11):1129–64.

51. Marbouti F, Diefes-dux HA, Madhavan K. Models for early prediction of at-risk students in a course using standards-based grading. Computers & Education. 2016; 103:1–15. https://doi.org/10.1016/j.compedu.2016.09.005 Marbouti2016.

52. Blum AL, Langley P. Selection of relevant features and examples in machine learning. Artificial Intelligence. 1997; 97(1–2):245–71. https://doi.org/10.1016/S0004-3702(97)00063-5 Blum1997.

53. Golbeck J. Chapter 3—Network Structure and Measures. Analyzing the Social Web. Boston: Morgan Kaufmann; 2013. p. 25–44.
55. Rochat Y, editor. Closeness centrality extended to unconnected graphs: The harmonic centrality index. ASNA; 2009; Zürich.

56. Latora V, Marchiori M. A measure of centrality based on network efficiency. New Journal of Physics. 2007; 9(6):188.

57. Grunspan DZ, Wiggins BL, Goodreau SM. Understanding Classrooms through Social Network Analysis: A Primer for Social Network Analysis in Education Research. CBE Life Sci Educ. 2014; 13(2):167–79. Epub 2015/06/19. https://doi.org/10.1187/cbe.13-08-0162 PMID: 26086650; PubMed Central PMCID: PMC4041496.

58. Gönen M. Receiver operating characteristic (ROC) curves. SAS Users Group International (SUGI). 2006; 31:210–31.

59. Bewick V, Cheek L, Ball J. Statistics review 14: Logistic regression. Crit Care. 2005; 9(1):112–8. Epub 2005/02/08. https://doi.org/10.1186/cc3045 PMID: 15693993; PubMed Central PMCID: PMCPMC1065119.

60. Brooks C, Thompson C. Predictive Modelling in Teaching and Learning. Handbook of Learning Analytics Research (SoLAR); 2017. p. 61–8.

61. Guyon I, Elisseeff A. An Introduction to Variable and Feature Selection. Journal of Machine Learning Research (JMLR). 2003; 3(3):1157–82. https://doi.org/10.1016/j.aca.2011.07.027 Guyon2003.

62. Finnegan C, Morris LV, Lee K. Differences by course discipline on student behavior, persistence, and achievement in online courses of undergraduate general education. Journal of College Student Retention: Research, Theory & Practice. 2008; 10(1):39–54.

63. Schmidt HG, Rotgans JI, Yew EHJ. The process of problem-based learning: What works and why. Medical Education. 2011; 45(8):792–806. https://doi.org/10.1111/j.1365-2923.2011.04035.x PMID: 21752076

64. Azer SA, Azer D. Group interaction in problem-based learning tutorials: A systematic review. European Journal of Dental Education. 2015; 19(4):194–208. https://doi.org/10.1111/eje.12121 Azer2015. PMID: 25327639

65. De Wever B, Schellens T, Valcke M, Van Keer H. Content analysis schemes to analyze transcripts of online asynchronous discussion groups: A review. Computers & Education. 2006; 46(1):6–28. https://doi.org/10.1016/j.compedu.2005.04.005

66. Conde MÁ, Hérnandez-García Á, García-Peñalvo FJ, Sén-Echaluce ML. Exploring Student Interactions: Learning Analytics Tools for Student Tracking. Learning and Collaboration Technologies: Springer; 2015. p. 50–61.

67. Judd T. Making sense of multitasking: The role of Facebook. Computers & Education. 2014; 70:194–202. https://doi.org/10.1016/j.compedu.2013.08.013 Judd2014.

68. Kovanović V, Gaš D, Dawson S, Joksimović Sk, Baker RS, Hatala M. Does time-on-task estimation matter? Implications for the validity of learning analytics findings. Journal of Learning Analytics. 2015; 2(3):81–110. https://doi.org/10.18608/jla.2015.23.6 Kovanovic2015a.