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1. Most use cases in finance or healthcare

2. Consumer of explanation is almost exclusively ML engineers

3. No consensus on evaluating feature-level explanations — SHAP is popular only due to convenience
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1. Identify stakeholders
   Who will consume the explanation?

2. Engage stakeholders
   What purpose will the explanation serve?

3. Devise workflow
   How will the explanation be used in practice?
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• **Privacy** concerns of model inversion
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