The interplay of synaptic plasticity and scaling enables self-organized formation and allocation of multiple memory representations
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ABSTRACT

It is commonly assumed that memories about experienced stimuli are represented by groups of highly interconnected neurons called cell assemblies. This requires allocating and storing information in the neural circuitry, which happens through synaptic weight adaptation. It remains, however, largely unknown how memory allocation and storage can be achieved and coordinated to allow for a faithful representation of \textit{multiple} memories without disruptive interference between them. In this theoretical study, we show that the interplay between conventional synaptic plasticity and homeostatic synaptic scaling organizes synaptic weight adaptations such that a new stimulus forms a new memory and where different stimuli are assigned to distinct cell assemblies. The resulting dynamics can reproduce experimental in-vivo data, focusing on how diverse factors as neuronal excitability and network connectivity, influence memory formation. Thus, the here presented model suggests that a few fundamental synaptic mechanisms may suffice to implement memory allocation and storage in neural circuitry.

Introduction

Learning and memorizing information about the environment over long time scales is a vital function of neural circuits of living beings. For this, different elements of a neural circuit - the neurons and synapses - have to coordinate themselves to accurately form, organize, and allocate internal long-term representations of the different pieces of information received. While many processes and dynamics of the single elements are well documented, their coordination remains obscure. How do neurons and synapses self-organize to form functional, stable, and distinguishable memory representations? Moreover, what mechanisms underlie the self-organized coordination yielding such representations?

Current hypotheses centre on long-term synaptic plasticity as the core mechanism for robust coordination of the circuits’ elements into memory representations\textsuperscript{1–4}. Different from this, in this theoretical study, we identify that formation of functional memory representations requires the interaction of synaptic plasticity with (slower) synaptic scaling, which is a mechanism that enforces network homeostasis\textsuperscript{5–7}. This interaction ensures the reliable, self-organized coordination of synaptic and neuronal elements into memories.

As discussed in the following, the organization of memory representations is subdivided into two processes: memory formation and allocation.

The reliable \textit{formation} of memory, hence of internal stimulus representations in neural circuits, is explained by the Hebbian hypothesis. In brief, the Hebbian hypothesis\textsuperscript{3,8–11} states that, when a neural circuit receives a new piece of information, the corresponding stimulus activates a group of neurons and, via activity-dependent long-term synaptic plasticity\textsuperscript{1,12–14}, adapts the weights or efficacies of synapses between these neurons. This adaptation remodels the activated group of neurons to a strongly interconnected group of neurons called Hebbian cell assembly (CA). This newly formed CA serves as an internal long-term representation (long-term memory) of the corresponding stimulus\textsuperscript{3,10,11}. Recall of this memory translates into the activation of the respective CA. In order to recognize similar pieces of information, similar stimuli also have to be able to activate the corresponding CA. This is enabled by the strong recurrent interconnections between CA-neurons resulting in pattern completion\textsuperscript{3,15}. Several experimental and theoretical studies have investigated the formation and recall of CAs given synaptic plasticity\textsuperscript{11,16–22}. Recent theoretical studies already indicate that, in addition to synaptic plasticity, homeostatic mechanisms, such as synaptic scaling, are required to keep the neural circuit in a functional regime\textsuperscript{23–26}. However, all the above-mentioned studies investigate the coordination of synaptic and neuronal dynamics within the group of neurons (memory formation), but
they do not consider the dynamics determining which neurons are recruited to form this group, or rather why is the stimulus allocated to this specific group of neurons and not to others (memory allocation;[27]).

For a proper allocation of stimuli to their internal representations, the synapses from the neurons encoding the stimulus to the neurons encoding the internal representation have to be adjusted accordingly. Considering only these types of synapses ("feed-forward synapses"), several studies show that long-term synaptic plasticity yields the required adjustments of synaptic weights[28–33] such that each stimulus is mapped to its corresponding group of neurons. However, theoretical studies[34, 35], which investigate the formation of input-maps in the visual cortex[36, 37], show that the stable mapping or allocation of stimuli onto a neural circuit requires, in addition to synaptic plasticity, homeostatic mechanisms such as synaptic scaling. Note that all these studies focus on the allocation of stimuli to certain groups of neurons; however, they do not consider the dynamics of the synapses within these groups ("recurrent synapses").

Thus, up to now, it remains unclear how a neural circuit coordinates in a self-organized manner the synaptic and neuronal dynamics underlying the reliable allocation of stimuli to neurons with the simultaneous dynamics underlying the proper formation of memory representations. If these two memory processes are not tightly coordinated, the neural system could show awkward, undesired dynamics: On the one hand, memory allocation could map a stimulus to a group of unconnected neurons, which impedes the formation of a proper CA. On the other hand, the formation of a CA could bias the dynamics of allocation such that multiple stimuli are mapped onto the same CA disrupting the ability to discriminate between these stimuli.

In this theoretical study, we show in a network model that long-term synaptic plasticity[10, 38, 39] together with the slower, homeostatic processes of synaptic scaling[4–7, 40] leads to the self-organized coordination of synaptic weight changes at feed-forward and recurrent synapses. Remarkably, the synaptic changes of the recurrent synapses yields the reliable formation of CAs. In parallel, the synaptic changes of the feed-forward synapses links the newly formed CA with the corresponding stimulus-transmitting neurons without interrupting already learned ones assuring the proper allocation of CAs. The model reproduces in-vivo experimental data and provides testable predictions. Furthermore, the analysis of a population model, capturing the main features of the network dynamics, allows us to determine three generic properties of the interaction between synaptic plasticity and scaling, which enable the formation and allocation of memory representations in a reliable manner. These properties of synaptic adaptation are that (i) synaptic weights between two neurons with highly-correlated activities are strengthened (homosynaptic potentiation), (ii) synaptic weights between two neurons with weakly-correlated activities are lowered (heterosynaptic depression), and (iii) the time scale of synaptic weight changes are regulated by the post-synaptic activity level.

Results

Throughout this study, we consider a neural system receiving environmental stimuli (e.g., geometrical shapes as a blue triangle, S1, or a red square, S2), which evoke certain activity patterns within the input area (e.g., blue pattern I1 evoked by S1; 1 A). Each activity pattern, in turn, triggers via several random feed-forward synapses the activation of a subset of neurons in the recurrently connected memory area. For simplicity, all neurons of the system are considered to be excitatory; only a single all-to-all connected inhibitory unit (resembling an inhibitory population) in the memory area regulates its global activity level (1 B). Furthermore, as we investigate here neuronal and synaptic dynamics happening on long time scales, we neglect the influence of single spikes and, thus, directly consider the dynamics of the neuronal firing rates (see Materials and Methods). All synapses between the excitatory neurons (feed-forward and recurrent) are adapted by activity-dependent long-term plasticity. Due to the recurrent connections, the memory area should robustly form internal representations of the environmental stimuli, while simultaneously the feed-forward synapses should provide a proper allocation of the stimuli (activity patterns in input area) onto the corresponding representations. In the following, we will show in a step-by-step approach that the interplay of long-term synaptic plasticity (here conventional Hebbian synaptic plasticity) with homeostatic synaptic scaling (see Methods;[7, 23, 41]) coordinates synaptic changes such that proper formation and allocation of memory is ensured.

First, stimulus S1 is repetitively presented ten times (first learning phase; 1 C). Given this stimulation, the resulting synaptic adaptations of feed-forward and recurrent synapses should yield the proper formation of an internal representation indicating that the dynamics underlying memory allocation (changes of feed-forward synapses) does not impede the recurrent dynamics of CA-formation. After the formation of this representation, next, we repetitively present a different stimulus S2 (second learning phase). Due to this stimulation, the neural system should form another CA representing S2, which is independent of the first one. The proper formation of a second CA indicates that memory allocation is not biased by recurrent dynamics enabling a reliable discrimination between stimuli. Please note that we consider three test phases (1 C), during which synaptic dynamics are fixed, to enable the investigation of the resulting response dynamics of the circuit according to the different stimuli. Otherwise, the system is always plastic. In general, we expect that the neural system should form strongly interconnected groups of neurons according to each learning stimulus (memory formation; CA1 and CA2 in 1 D indicated by thicker lines) while remaining neurons in the memory area last weakly interconnected (RR). In addition, the synapses from the neurons in the input area, which are activated by a specific stimulus (I1 and I2), to the corresponding CAs should have larger weights while all other
Figure 1. The neural system to investigate the coordination of synaptic and neuronal dynamics underlying the allocation and formation of memories consists of two areas receiving external stimuli. (A): The neural system receives different external stimuli (e.g., a blue triangle, S1, or a red square, S2) yielding the activation of subsets of neurons (colored dots) in the input (I1 and I2) and memory area (CA1 and CA2). (Brain image by Hugh Guiney under license CC BY-SA 3.0) (B): Each excitatory neuron in the memory area receives inputs from a random subset of excitatory neurons being in the input area, from its neighboring neurons of the memory area (indicated by the dark Gray units in the inset) and from a global inhibitory unit. All synapses between excitatory neurons are plastic regarding the interplay of long-term synaptic plasticity and synaptic scaling. (C): Throughout this study, we consider two learning phases during which a specific stimulus is repetitively presented. In addition, test phases are considered with stopped synaptic dynamics for analyses. (D): Schematic illustration of the average synaptic structure ensuring a proper function of the neural system. This structure should result from the neuronal and synaptic dynamics in conjunction with the stimulation protocol. IR and RR represent populations of remaining neurons not directly related to the dynamics of memory formation and allocation. Details see main text.

Formation and allocation of one memory representation

Before learning, feed-forward as well as recurrent synapses, on average, do not show any structural bias (2 A, test 0) such that the presentation of an environmental stimulus (e.g., S1 or S2) triggers via the activation of a stimulus-specific pattern within the input area (I1 or rather I2) the activation of a random pattern of active neurons in the memory area. To evaluate whether these activated neurons are directly connected with each other, which serves as the basis for the formation of a CA3,10, we consider the average shortest path length (ASPL; Supplementary Section A) between these neurons. In general, the ASPL is a graph theoretical measure to assess the number of units (here neurons) along the shortest path to be taken in the network to reach one specific unit starting from another unit averaged across all pairs of units (here we consider only the pairs of activated neurons). Thus, as the ASPL-value is high, we conclude that the activated neurons in the memory area are not directly connected with each other (2 B, test 0); thus, the activity pattern is mainly determined by the random feed-forward connections.

By contrast, if a stimulus (here stimulus S1) is repeatedly presented in a given time interval, the neuronal and synaptic dynamics of the network reshapes the pattern of activated neurons in the memory area such that the final pattern consists of a group of interconnected neurons (decrease in ASPL; 2 B, test 1). As shown in our previous studies23,41, the combination of synaptic plasticity and scaling would yield such an activity pattern, as synaptic scaling would lead to the enrichment of strong synapses and increase the probability of a neuron being part of the final activated memory pattern.

In the next step, we derive a population model of the neural system and analyze the underlying synaptic and neuronal dynamics to identify the required generic properties determining the synaptic adaptations. Finally, we demonstrate that our theoretical model matches and provides potential explanations for a series of experiments revealing the relation between neuronal dynamics and the allocation of memory42. In addition, we compile some experimentally verifiable predictions, which would confirm the here-proposed hypothesis that the interplay between synaptic plasticity and scaling is required for the proper formation and allocation of memories.
Figure 2. The interaction of conventional Hebbian synaptic plasticity and synaptic scaling enables the stimulus-dependent formation and allocation of memory representations in a neuronal network model. (A): During the test phases, the resulting network structure is evaluated. Top row: average synaptic weight of feed-forward synapses from input populations I1 and I2 activated by the corresponding stimuli to the groups of neurons which become a CA (CA1 and CA2) and others (RR). Please note that we first train the network, then determine the resulting CAs with corresponding neurons, and retroactively sort the neurons into the CA-groups. Bottom row: average synaptic weight of recurrent synapses within the corresponding groups of neurons (CA1, CA2, and other neurons RR). Before learning (test 0), no specific synaptic structures are present. After the first learning phase (test 1), the first group of neurons becomes strongly interconnected, thus, a CA (CA1), which becomes also strongly connected to the active input population I1. (test 2) The second learning phase yields the formation of a second CA (CA2), which is linked to the second input population I2. (B): The formation of CAs is also indicated by the reduction of the average shortest path length (ASPL) between stimulus-activated neurons in the memory area. (Error bars are small and overlapped by symbols). (C): After both learning phases, the response vector overlap (RVO) between neurons activated by S1 and activated by S2 depends non-linearly on the disparity between the stimulus patterns. (A-C): Data presented are mean values over 100 repetitions. Explicit values of mean and standard deviation are given in Supplementary Table S1.
Figure 3. The repetitive presentation of a stimulus (here S1) triggers changes in feed-forward and recurrent synaptic weights as well as neural activities resulting to the proper formation and allocation of a CA. Each panel represents properties of the recurrent network in the memory area with neurons ordered on a 30x30 grid as indicated in Supplementary Figure S1A at different points of the protocol during the first learning phase. Thus, each dot in a panel represents a property of a neuron in the memory area, which is connected to the neighbouring dots as shown in Supplementary Figure S1 B. These properties are: first row: average feed-forward synaptic weights from all input neurons; second row: average feed-forward synaptic weights from the subset of I1-input neurons; third row: average feed-forward synaptic weights from the subset of I2-input neurons; forth row: average incoming synaptic weight from neurons of the memory area (recurrent synapses); fifth row: firing rate of the corresponding neuron. Please note that we consider torus-like periodic boundary conditions.

that, as our previous studies show\textsuperscript{7, 23}, the interplay between these two mechanisms yields the existence of this equilibrium; otherwise synaptic weights would grow unbounded even if the neural activity is limited (see also detailed analysis below). Interestingly, the weights of the feed-forward synapses show a different dynamics as of the recurrent synapses. The average over all synaptic weights linking from the input area to each neuron in the memory area (first row) indicates that synapses connected to CA-neurons have a similar average weight compared to synapses connected to other neurons. This implies that the synaptic weight changes of the feed-forward connections to the CA-neurons are on average not significantly different than controls. However, if the feed-forward synapses are sorted according to the stimulus-affiliation of the pre-synaptic neuron, we see that only the weights of synapses from the S1-stimulus-neurons to the emerging CA-neurons are strengthened (second row; dark blue spot; see also 2 A, test 1, I1 to CA1), while weights of synapses from other stimulus-neurons to the CA-neurons are on average decreased (third row, white spot; see also 2 A, test 1, I2 to CA1). This implies a proper assignment of the stimulus to the newly formed CA during the learning phase resulting in a higher chance of activating the CA-neurons when the same stimulus is presented later again. These results reveal that the interaction of synaptic plasticity and scaling self-organizes for a wide parameter regime (see Supplementary Figure S2) synaptic changes at recurrent and feed-forward connections to form and allocate a memory representation in a previously random neuronal network.
Formation and allocation of a second memory representation

After showing that the synaptic dynamics of the feed-forward connection does not impede the formation of a CA as internal representation of a stimulus, next, we will demonstrate that the recurrent dynamics (thus, a formed CA) does not obstruct the feed-forward dynamics given new stimuli. Clearly the presence of a memory representation can alter the self-organizing dynamics shown before, which could impede the proper formation and allocation of representations of further stimuli. For instance, the existence of a CA in the neuronal network could bias the adaptations of the feed-forward synapses such that a new stimulus is also assigned to this CA. This would imply that the neural circuit is unable to discriminate between the originally CA-associated stimulus and the new stimulus. Thus, to investigate the influence of prior learning, we repeatedly present a second, different stimulus S2 (second learning phase; 1 C) after the proper formation of the CA associated to stimulus S1 and analyse whether a second CA is formed which is independent of the first one. Similar to the first learning phase, the repeated

Figure 4. The presentation of a second stimulus (here S2) yields the formation of a second, distinct group of strongly interconnected neurons or CA. The structure of the sub-plots is the same as in 3. The first learning phase yields the encoding of a highly interconnected sub-population of neurons in the memory area (2 & 3). However, due to the interplay between Hebbian synaptic plasticity and synaptic scaling this CA cannot be activated by the second stimulus S2. Instead, the process of initially scattered activation (dark red dots in the fifth row; first presentation) and the following neuronal and synaptic processes (fourth to tenth presentation), as described before, are repeated yielding the formation of a second CA representing stimulus S2. Please note that both representations do not overlap (see Supplementary Figure S3).

presentation of stimulus S2 (here, stimulus-associated activity patterns in the input area I1 and I2 have a stimulus disparity equals 1 indicating no overlap between patterns; see Supplementary Section A) yields via activity pattern I2 in the input area the activation of a group of interconnected neurons in the memory area (decreased ASPL; 2 B, test 2, red). In addition, the stimulation triggers a strengthening of the corresponding recurrent synaptic weights (2 A, bottom row, test 2, CA2; 4). Thus, the stimulus-dependent formation of a new CA is not impeded by the existence of another CA. Furthermore, both CAs are distinguishable as they do not share any neuron in the memory area (2 C, disparity equals 1; 4, forth row, tenth presentation;
Supplementary Figure S3). As indicated by the response vector overlap (RVO; basically the number of neurons activated by both stimuli), this depends on the disparity between stimuli; for quite dissimilar stimuli both CAs are separated (disparity \(\geq 0.5\) yields RVO \(\approx 0\)), for more similar stimuli the system undergoes a state transition (\(0.3 \leq\) disparity \(\leq 0.5\) yields RVO \(> 0\)), and for quite similar stimuli both stimuli activate basically the same group of neurons (disparity \(\leq 0.3\) yields RVO \(> 100\) given that \(120 \pm 4\) neurons are on average part of a CA; Supplementary Figure S4). Note that the latter demonstrates that the network does correctly assign noisy versions of a learned stimulus pattern (pattern completion\(^{15}\)) instead of forming a new CA, while the first case illustrates that the network performs pattern separation\(^{15}\) to distinguish different stimuli. This indicates a correct assignment of the stimuli to the corresponding CAs, such that also in the presence of another CA the weight changes of synapses between input pattern and newly formed CA are adapted accordingly (2 A, test 2, I2 to CA2). Thus, the self-organizing dynamics yields the formation and allocation of a new CA during the second learning phase. Note that the synaptic weights of the initially encoded CA are not altered significantly during this phase (2 A). But, although stimulus S1 is not present, the second learning phase leads to a weakening of synapses projecting from corresponding input neurons I1 to the newly formed CA considerably below control (2 A, test 2, I2 to CA1). Similarly, during the first learning phase the synaptic weights between input neurons I2 and the first cell assembly are also weakened (2 A, test 1, I2 to CA1). Apparently, this weakening of synapses from the other, non-assigned stimulus to a CA reduces the chance of spurious activations. In addition, as we will show in the following, this weakening is also an essential property enabling the proper functioning of the neural system.

In summary, these results of our theoretical network model show that the self-organized processes resulting from the interplay between synaptic plasticity and scaling coordinates the synaptic and neuronal dynamics such that the proper formation and allocation of several memory representations without significant interferences between them is enabled.

**Generic properties of synaptic adaptations required for the formation and allocation of memory representations**

In order to obtain a more detailed understanding of the self-organizing coordination of synaptic and neuronal dynamics by synaptic plasticity and scaling underlying the reliable formation and allocation of memory representations, we have to reduce the complexity of the model to enable (partially) analytical investigations. As already indicated by the above shown results (2 A), the main features of the self-organizing network dynamics can be described by considering the synaptic weights averaged over the given neuronal populations. Thus, we assume that the different involved neuronal populations in the input (input-pattern I1 and I2 neurons) and memory area (populations CA1 and CA2 becoming CAs in the memory area) are by themselves homogeneous allowing the derivation of a theoretical model describing the average population dynamics (5 A). For this, we combine the neuronal dynamics of all neurons within such a population (groups of I1-, I2-, CA1-, CA2-neurons) and describe them by the average neuronal dynamics of the population such that we obtain four variables each describing the average firing rate of one population or group of neurons (I1: \(\bar{I}_1\); I2: \(\bar{I}_2\); CA1: \(\bar{F}_1\); CA2: \(\bar{F}_2\)). Similarly, we combine the synaptic dynamics of all synapses to describe them by the average synaptic dynamics for all connections within a neuronal population (within CA1: \(\bar{w}^{rec}_{11}\); within CA2: \(\bar{w}^{reg}_{22}\)) and for all connections between populations (from I1 to CA1: \(\bar{w}^{ff}_{11}\); from I1 to CA2: \(\bar{w}^{ff}_{12}\); from I2 to CA1: \(\bar{w}^{ff}_{12}\); from I2 to CA2: \(\bar{w}^{ff}_{22}\)). As activities and weights of the remaining neurons and synapses (IR and RR groups of neurons in 1 D) remain small, in the following, we neglect their influence on the system dynamics. The inhibition is considered similarly (see Materials and Methods) and the values of some system parameters are taken from full network simulations (Supplementary Figure S4). Please note, we re-scale the average neuronal activities and the average synaptic weights such that, if the weights equal one, learning is completed (see Materials and Methods). By considering the average neuronal and synaptic dynamics, we map the main features of the complex network dynamics with \(N^2\) dimensions (\(N\) is the number of neurons in the network) to a 8-dimensional theoretical model. Given such a population model of our adaptive network, first, we investigate the formation of a memory representation in a blank, random neural circuit (thus, \(\bar{I}_1 > 0\) and \(\bar{I}_2 = 0\)). As mentioned before, the advantage of using a population model is the reduced dimensionality enabling, amongst others, the analytical calculation of the nullclines of the system to classify its dynamics. Nullclines show states of the system in which the change in one dimension equals zero\(^{13,44}\). Thus, the intersection points of all nullclines of a system are the fixed points of the systems dynamics describing the system states in which no change occurs. Such fixed points can either be stable (attractive), thus the system will tend to converge into this point or state, or unstable (repulsive) meaning that the system will move away from this state (Supplementary Section C). Such dynamics can be summarized in a phase space diagram, in which each point indicates a possible state of the system and we can determine from the relative position of this state to the nullclines and fixed points to which new state the system will go to. The population model of the network model has 8 dimensions, thus, 8 nullclines and a 8-dimensional phase space (5 A); however, by inserting solutions of some nullclines into others (Supplementary Section B), we can project the dynamics onto two dimensions for visualization. In the following, we project the dynamics onto the average recurrent synaptic weights of both populations in the memory area (\(\bar{w}^{rec}_{11}, \bar{w}^{rec}_{22}\)) to investigate the dynamics underlying the formation of a CA during the first learning phase (5 B, top; please see 5 B, bottom, for corresponding activity levels).
Figure 5. Population model of network dynamics enables analytical derivation of the underlying neuronal and synaptic dynamics. (A): Schema of the population model for averaged network dynamics (bars above variables indicate the average over all neurons in the population. \( \bar{I}_s \): firing rate of input population \( s \in \{1, 2\} \); \( \bar{F}_p \): neural activity of population \( p \in \{1, 2\} \); \( \bar{w}_{ff,s} \): weight of feed-forward synapses from population \( s \) to \( p \); \( \bar{w}_{rec,p} \): weight of recurrent synapses within population \( p \). (B): The intersections of the population nullclines projected into weight (top) and activity (bottom) space reveal several fixed points (attractive: green; repulsive: orange) indicating the formation of a CA (green markers 2 and 3), if the system deviates from the identity line. Numbers correspond to labels of fixed points. (C): The bifurcation diagram (labels as in (B) and insets) of the network indicates that CAs are formed for a wide variety of input amplitudes (\( \bar{I}_A \gtrsim 120 \)). The dashed line illustrates the value used in (B). Solutions of the full network model (purple dots) and population model match. (D): The dynamics of feed-forward synaptic weights depends on the firing rate of the input population and of the population in the memory area. There are four different cases (I-IV) determining the system dynamics. (E): These cases (indicated by arrows with Roman numbers: I-IV) together with the potentiation of recurrent synapses (arrow labelled CA1) yield the self-organized formation and allocation of CAs. Namely, during the first learning phase, synaptic changes drive the system (white dot) into regimes where either population 1 (blue) or population 2 (red) will represent the presented stimulus (left: stimulus S1; right: stimulus S2). Details see main text.

Thus, the projection of the solutions of the nullclines of the system dynamics onto the average recurrent synaptic weights of the two neuronal groups shows that the recurrent dynamics during the first learning phase are dominated by three fixed
points: one is unstable (orange, 7; more specifically, it is a saddle point) and two are stable (green, 2 and 3). As the recurrent synaptic weights before learning are in general rather weak (which "sets" the initial state in this diagram), the fixed points 4, 8, 9, 10 cannot be reached by the system and, thus, they do not influence the here discussed dynamics. The two stable fixed points represent that one of the two neuronal populations becomes a strongly interconnected CA, while the other remains in a weakly interconnected state. For instance, in state 2 the first population is a CA as it is strongly interconnected ($\tilde{w}^{rec}_{11} \gg 0$) and the second population of neurons remains weakly connected ($\tilde{w}^{rec}_{22}$ has only about 10% of the value of $\tilde{w}^{rec}_{11}$). The unstable or repulsive fixed point lies on the identity line ($\tilde{w}^{rec}_{11} = \tilde{w}^{rec}_{22}$) having the same distance to both stable, attractive states. The resulting mirror symmetry in the phase space implies that the dynamics on the one side of the identity line, reaching the stable fixed point lying on this side, equals the dynamics on the other side. Please note that the form of the nullclines and, thus, the existence and positions of the fixed points of the system dynamics depend on the mechanisms determining the synaptic adaptations. In other words, given a strong stimulus, the interplay between synaptic plasticity and scaling coordinates the recurrent synaptic dynamics such that the system by itself has to form a CA (reach one of both stable states). The question, which of both stable states is reached, translates into the question, to which group of neurons will the stimulus be allocated. As both groups are before learning quite similar, the initial state of the system will be close to the identity line. Only a minor difference between both groups (e.g., slightly different recurrent synaptic weights or a little different number of feed-forward synapses) results to a small variation in the initial condition of the first learning phase such that the system is slightly off the identity line (see traces for examples). Given the difference, the system will be on one side of the identity line and converge to the corresponding fixed point implying that the corresponding group of neurons will become the internal representation (e.g., black trace). Note that this symmetry-dependent formation of a CA is quite robust as long as the input firing rate is above a certain threshold ($\tilde{I}_1 \gtrsim 120$), which agrees with results from the more detailed network model discussed before (purple dots; 5 C). Below this threshold, the system remains in a state both groups of neurons are not becoming CAs (state 1 in 5 C; see also first two insets). Thus, the existence of the threshold predicts that a new, to-be-learned stimulus has to be able to evoke sufficient activity in the input area (above the threshold) to trigger the processes of memory formation; otherwise, the system will not learn.

In parallel to the development of the recurrent synaptic weights, the synaptic weights of the feed-forward connections change to assure proper memory allocation. Thus, we derive analytically the activity-dependency of the interaction of synaptic plasticity and scaling and obtain the change of the feed-forward synaptic weights ($\Delta \tilde{w}^{ff}$), expected during the first learning phase, given different activity conditions of the input ($\tilde{I}_s$) and CA-populations ($\tilde{I}_{p_s}$, $p_s \in \{1, 2\}$; 5 D and Supplementary Section C). As expected, the combination of both activity levels for a certain duration determines whether the weights of the feed-forward synapses are potentiated (red), depressed (blue), or not significantly adapted (white). In general, if both activities are on a quite high level, synapses are potentiated (case II; so-called homosynaptic potentiation;[45]). If the pre-synaptic activity (input population) is on a low level and the post-synaptic activity (CA-population) is on a high level, on average, feed-forward synapses are depressed (case I; so-called heterosynaptic depression;[45]). However, if the post-synaptic activity is low, synaptic changes are negligible regardless of the level of pre-synaptic activity (cases III and IV).

The different parts of recurrent and feed-forward synaptic dynamics, described before, together lead to the formation and allocation of a CA as described in the following. For this, given the presentation of a to-be-learned stimulus, we have to consider the basins of attraction of the system in the phase space (5 E) projected onto different types of connections (insets; Gray indicates the active input population). If the system is in a certain state, we marked by the colour of this state which group of neurons will become a CA and will be assigned to the stimulus presented (left: S1 is presented; right: S2 is presented). The mirror symmetry described before (5 B) maps to the boundary (white dashed line in 5 E) between both basins of attraction (blue: population 1 becomes the internal representation; red: population 2 becomes the CA). Thus, during the first learning phase (stimulus S1; 5 E, left), a small variation in initial conditions breaks the symmetry such that the system is, in the example highlighted in 5 B (black trace), in the basin of attraction of population 1 becoming the internal representation (dot nearby symmetry line in blue area). This leads to the strengthening of the recurrent synapses within population 1 forming a CA (increase of $\tilde{w}^{rec}_{11}$; 5 B, E). In parallel, the synaptic strengthening induces an increase of the activity level of the population ($\tilde{F}_1$; black trace in 5 B, bottom) yielding, together with the high activity level of input population 1 ($\tilde{I}_1 \gg 0$), an average increase of the corresponding feed-forward synapses ($\tilde{w}^{ff}_{11}$; case II in 5 D). These synaptic changes push the system further away from the symmetry condition (white arrows; 5 E, left) implying a more stable memory representation. Note that changing the strength of synapses connecting input population 1 with population 2 ( $\tilde{w}^{ff}_{12}$) could result in a shift of the symmetry condition (indicated by black arrows) counteracting the stabilization process. However, this effect is circumvented by the system, as the second population has a low activity level and, therefore, corresponding feed-forward synapses are not adapted (case IV in 5 D). Thus, during the first learning phase, the formation and allocation of an internal representation is dictated by the subdivision of the system phase space into different basins of attraction of the stable fixed points such that small variations in the before-learning state of the network predetermines the dynamics during learning. This subdivision, in turn, emerges from the interplay of synaptic plasticity and scaling.

How do these synaptic and neuronal dynamics of the allocation and formation of the first CA influence the dynamics of the
Figure 6. Summary of the synaptic changes and their implication on the formation and allocation of memory representations. The interaction of synaptic plasticity and scaling brings a blank network (A; test 0) during the first learning phase (B) to an intermediate state (C; test 1). From this intermediate state, the second learning phase (D) yields the system into the desired end state (E; test 2), in which each stimulus is allocated to one CA (S1/I1 to pop. 1/CA1 and S2/I2 to pop. 2/CA2).

(A), (C), (E): Thickness of lines is proportional to average synaptic weight. (B), (D): Similar to panels in 5 E. Black area indicates regimes in which both populations would be assigned to the corresponding stimulus.

Modelling experimental findings of competition-based memory allocation

In addition to the described three properties, the here-proposed model implies the existence of a symmetry condition underlying the formation and allocation of memory representations. Small variations in the initial condition of the system suffice to break this symmetry. These variations could be, aside from noise, enforced experimentally by adapting neuronal parameters in a local group of neurons. Amongst others, several experiments indicate that the probability of a group of neurons to become part of a newly formed memory representation can be influenced by changing their excitability pharmacologically (e.g., by varying the CREB concentration). We reproduced such manipulations in the model by adapting the neuronal excitability of a group of neurons accordingly and analysing the data similar to experiments (see Materials and Methods). Thus, we investigated the probability of a single neuron to become part of a CA averaged over the whole manipulated group of neurons (relative recruitment factor) and compared the results to experimental findings (7 A).

On the one hand, if the excitability of a group of neurons is artificially increased briefly before learning, the probability of these neurons to become part of the memory representation is significantly enhanced. On the other hand, if the excitability is decreased, the neurons are less likely to become part of the representation. Considering the theoretical results shown before, this phenomenon can be explained as follows: the manipulation of the excitability in one population of neurons changes the distance between the repulsive state (orange; 7 B) to the two attractive states (green). Thus, an increased (decreased) excitability yields a larger (smaller) distance between the repulsive state and the attractive state related to the manipulated population (e.g., instance iii for increased excitability of population 1). This larger (smaller) distance implies a changed basin...
of attraction of the manipulated population enhancing the chance that the initial condition of the network (black dots) lies within this basin. This implies an increase (decrease) of the probability that this group of neurons becomes a CA, as depicted by the variation of the experimentally measured single neuron probability. In addition, the theoretical analysis yields the prediction that the measured effects will be altered by manipulating other parameters. For instance, if the synaptic weight of the population with increased excitability is on average decreased before stimulus presentation (e.g. by PORCN,\textsuperscript{41}), the network’s initial condition is shifted such that the CREB-induced influence on the relative recruitment factor is counterbalanced (7 A, instance iv). Thus, the match between model and in-vivo experimental data supports the here-proposed hypothesis that the combination of Hebbian synaptic plasticity and synaptic scaling coordinates the synaptic and neuronal dynamics enabling the self-organized allocation and formation of memory representations.

Discussion

Our theoretical study indicates that the formation as well as the allocation of memory representations in neuronal networks depend on the self-organized coordination of synaptic changes at feed-forward and recurrent synapses. We predict that the combined dynamics of conventional Hebbian synaptic plasticity and synaptic scaling could be sufficient for yielding this self-organized coordination as it implies three generic properties: (i) homosynaptic potentiation, (ii) heterosynaptic depression, and (iii) the down-regulation of synaptic weight changes by the post-synaptic activity level.

Previous theoretical studies show that the properties (i) and (ii) are required in recurrent neuronal networks to dynamically form memory representations\textsuperscript{23–25}. However, these studies do not consider the feed-forward synaptic dynamics. On the other hand, studies analysing feed-forward dynamics, such as the self-organization of cortical maps\textsuperscript{34–36}, also indicate the importance of homosynaptic potentiation and heterosynaptic depression. However, these studies do not consider the recurrent synaptic dynamics. Only by considering both feed-forward and recurrent synaptic dynamics, we revealed the requirement of property (iii) that a low level of post-synaptic activity curtails the synaptic changes which is also supported by experimental evidence\textsuperscript{48,49}.

Note that property (iii) is realized by both mechanisms: Hebbian synaptic plasticity as well as synaptic scaling. By contrast, property (i) is implemented by Hebbian synaptic plasticity only and property (ii) is realized by synaptic scaling only. This indicates that synaptic scaling could have an essential role in the allocation and formation of multiple memory representations beyond the widely assumed stabilization of neural network dynamics\textsuperscript{7,38,40,50,51}.

Similar to previous studies\textsuperscript{23,26,41}, we consider here an abstract model to describe the neuronal and synaptic dynamics of the network. Despite the abstract level of description, the model matches experimental in-vivo data of memory allocation. Other theoretical models match similar experimental data\textsuperscript{32,35}; however, these models are of greater biological detail including more dynamic processes (e.g., short-term plasticity). However, only by considering an abstract model, we have been able to derive analytical expressions such that we could find the requirement of the three generic properties yielding the proper formation and
allocation of memories. Remarkably, the synaptic plasticity processes considered in the detailed models\cite{19,42,52} also imply the three generic properties (i-iii) supporting our findings. Further investigations are required to assess possible differences between different realizations of the three generic properties. For this, the here used theoretical methods from the field of non-linear dynamics\cite{43,44} seem to be promising given their ability to derive and classify fundamental system dynamics, which can be verified by experiments.

Our results indicate that the combined dynamics of Hebbian synaptic plasticity and synaptic scaling are sufficient to coordinate the synaptic and neuronal dynamics underlying the allocation and formation of memory representations. Interestingly, for several different stimuli the dynamics always yields the formation of separated memory representations. In particular the process of heterosynaptic depression impedes the formation of overlaps between several memory representations (neurons encoding several stimuli). However, amongst others, experimental results indicate that memory representations can overlap\cite{11,44,54} and, in addition, theoretical studies show that overlaps increase the storage capacity of a neuronal network\cite{19} and can support memory recall\cite{56}. To partially counterbalance the effect of heterosynaptic depression to enable the formation of overlaps, further time-dependent processes are required. For instance, the CREB-induced enhancement of neuronal excitability biases the neuronal and synaptic dynamics such that the respective subgroup of neurons is more likely to be involved in the formation of a memory representation (\textit{7};\cite{42,52}). Furthermore, the dynamics of CREB seem to be time-dependent\cite{32,42,46}. Therefore, the enhancement of CREB can counterbalance heterosynaptic depression for a given period of time and, by this, could enable the formation of overlaps. We expect that the impact of such time-dependent processes on the dynamics of memories can be integrated into the here-proposed model to analyse the detailed formation of overlaps between memory representations. Thus, our study shows that the interplay between synaptic plasticity and scaling is required to include all three generic properties of synaptic adaptation enabling a proper formation and allocation of memories. In addition, given the here-derived theoretical model, other mechanisms can be included to investigate systematically their functional implication on the self-organized, complex system dynamics underlying the multitude of memory processes.

\section*{Methods}

\subsection*{Numerical simulations}

The neuronal system in the numerical model consist of 936 excitatory neurons (36 in input area, 900 in memory area) and a single inhibitory unit. The inhibitory unit describes a population of inhibitory neurons which are connected to the excitatory neurons in an all-to-all manner. Given the long time scales considered in this study, all neurons are described by a rate-coded leaky integrator model. The memory area is arranged as a quadratic neural grid of 30x30 units. Each neuron within the grid receives excitatory connections from four randomly chosen input neurons. In addition, it is recurrently connected to its circular neighbourhood of radius four (measured in neuronal units; for visualization see 1 B and Supplementary Figure S1) and to the global inhibitory unit. Initially, recurrent synaptic weights of existing connections equal to 0.25 \cdot \tilde{w}^{\text{rec}} and feed-forward synaptic weights are drawn from a uniform distribution \{0, 0.7 \cdot \tilde{w}^{\text{ff}}\} (\tilde{w}^{\text{rec}} = \sqrt{\frac{\alpha R}{\tau - \tau^2}} \approx 77.5 \text{ and } \tilde{w}^{\text{ff}} = \sqrt{\frac{\beta R}{\tau - \tau^2}} \approx 306.1). Connections to and from the inhibitory neuron are at fixed and homogeneous weight (for detailed values see 1).

\textbf{Neuron model}

The membrane potential $u^{\text{rec}}_i$, $i \in \{1, \ldots, N^M\}$ of each excitatory neuron $i$ in the memory area is described as follows:

$$\frac{du_i}{dt} = -\frac{u_i}{\tau} + R \left( \sum_{j} w_{i,j}^{\text{rec}} F_j + w_{i,\text{inh}} F_{\text{inh}} + \sum_{k} w_{i,k}^{\text{ff}} I_k \right),$$

with the membrane time constant $\tau$, membrane resistance $R$, number of neurons in the memory area $N^M$, number of neurons in the input area $N^i$, and firing rate $I_k$ of input neuron $k$. The membrane potential is converted into a firing rate $F_i$ by a sigmoidal transfer function with maximal firing rate $\alpha$, steepness $\beta$ and inflexion point $\epsilon$:

$$F_i(u_i) = \frac{\alpha}{1 + \exp(\beta(\epsilon - u_i))}.$$  \hfill (2)

The global inhibitory unit is also modelled as a rate-coded leaky integrator receiving inputs from all neurons of the memory area. Its membrane potential $\bar{u}_{\text{inh}}$ follows the differential equation 3 with inhibitory membrane time scale $\tau_{\text{inh}}$ and resistance $R_{\text{inh}}$. The potential is converted into a firing rate $F_{\text{inh}}$ by a sigmoidal transfer function (equation 4):

$$\frac{d\bar{u}_{\text{inh}}}{dt} = -\frac{\bar{u}_{\text{inh}}}{\tau_{\text{inh}}} + R_{\text{inh}} \sum_{i} w_{\text{inh},i} F_i,$$

$$F_{\text{inh}}(\bar{u}_{\text{inh}}) = \frac{\alpha}{1 + \exp(\beta(\epsilon - \bar{u}_{\text{inh}}))}.$$  \hfill (4)

As the neurons in the input area form the stimuli, their output activation is set manually. Thus no further description is needed.
Synaptic plasticity

The weight changes of the excitatory feed-forward (equation 5) and recurrent synapses (equation 6) are determined by the combined learning rule of conventional Hebbian synaptic plasticity (first term) and synaptic scaling (second term) with time constants $\mu$, $\kappa_{\text{ff}}$, $\kappa_{\text{rec}}$, and target firing rate $F^T$. The differential equation for the synaptic weight of a feed-forward connection $w_{\text{ff}}^{i,k}$ from input neuron $k \in \{0, \ldots, N^I\}$ to memory neuron $i \in \{0, \ldots, N^M\}$ is:

$$\frac{dw_{\text{ff}}^{i,k}}{dt} = \mu \left( F_i I_k + (\kappa_{\text{ff}})^{-1} \cdot (F^T - F_i) \cdot (w_{\text{ff}}^{i,k})^2 \right) \cdot c_{\text{ff}}^{i,k}. \quad (5)$$

The dynamics of the synaptic weight of a recurrent connection $w_{\text{rec}}^{i,j}$ from memory neuron $j \in \{0, \ldots, N^M\}$ to memory neuron $i \in \{0, \ldots, N^M\}$ is determined by:

$$\frac{dw_{\text{rec}}^{i,j}}{dt} = \mu \left( F_i F_j + (\kappa_{\text{rec}})^{-1} \cdot (F^T - F_i) \cdot (w_{\text{rec}}^{i,j})^2 \right) \cdot c_{\text{rec}}^{i,j}. \quad (6)$$

c_{\text{ff}}^{i,k}$ and $c_{\text{rec}}^{i,j}$ are the entries in the feed-forward and recurrent connectivity matrices of value 1, if the connection exists, or otherwise of value 0.

All other connections are considered to be non-plastic.

| Variable | Description | Value |
|----------|-------------|-------|
| $\tau$   | membrane time constant (memory area) | 0.01  |
| $R$      | membrane resistance (memory area)   | 1/11  |
| $N^M$    | number of neurons in memory area    | 900   |
| $N^I$    | number of neurons in input area     | 36    |
| $I_k$    | input rate                            | \{0,130\} |
| $\alpha$ | maximum firing rate                   | 100   |
| $\beta$  | sigmoid steepness                     | 0.05  |
| $\epsilon$ | sigmoid inflexion point             | 130   |
| $\mu$   | plasticity time constant             | 1/15  |
| $F^T$   | target firing rate                   | 0.1   |
| $\kappa_{\text{rec}}$ | scaling time constant (recurrent) | 60    |
| $\kappa_{\text{ff}}$ | scaling time constant (feed-forward) | 720   |
| $\tau_{\text{inh}}$ | membrane time constant (inhibitory unit) | 0.02  |
| $R_{\text{inh}}$ | membrane resistance (inhibitory unit) | 1     |
| $w_{\text{inh},i}$ | synaptic weight to inhibitory unit   | 0.6   |
| $w_{i,\text{inh}}$ | synaptic weight from inhibitory unit | 1200  |

Coding framework

The differential equations have been solved numerically with the Euler method with a time step of 5 ms using Python 3.5.

Simulation of self-organized formation of two CAs

The system undergoes two learning phases presenting two completely dissimilar input patterns I1 (first phase) and I2 (second phase). For input pattern I1 half of the input neurons are set to be active at 130 Hz whereas the other half remains inactive at 0 Hz and vice versa for input pattern I2. During a learning phase the respective pattern is presented 10 times for 5 sec with a 1 sec pause in between. Both learning phases are embraced by test phases in which plasticity is shut off and both patterns are presented for 0.5 sec each to apply measures on the existing memory structures.

Comparison to experimental data

The manipulation of the neuronal excitability has been done by adapting the value for $\epsilon$ in the transfer function of the neuron model, i.e. shifting its inflexion point to lower (increased excitability) or higher (decreased excitability) values. Similar to the methods used in experiments\cite{42}, we manipulated a sub-population of neurons within a randomly chosen circular area in the memory area (about 10% of the network). The relative recruitment factor is the relation of recruitment probabilities for manipulated and control neurons averaged over 100 repetitions.
Population model
We consider two non-overlapping populations of \( N \) excitatory neurons and one inhibitory unit.

The state of every population \( i \in \{1, 2\} \) is determined by its mean membrane potential \( \bar{u}_i \), its mean recurrent synaptic weight \( \bar{w}_{i}^{\text{rec}} \) between neurons of the population, and the mean weight \( \bar{w}_{i}^{\text{ff}} \) of feed-forward synapses projecting signals from the currently active input onto the population. We assume that the two populations interact solely through the inhibitory unit whose state is given by its membrane potential \( u_{\text{inh}} \). Thus, the dynamics of the model is described by a set of seven differential equations (see following section). To obtain its equilibria, we analytically derive the nullclines \( \bar{u}_1^{\text{ff}}(\bar{u}_2) \) and \( \bar{u}_2^{\text{ff}}(\bar{u}_1) \) and numerically determine their intersections. The stability of an equilibrium is obtained from the sign of the eigenvalues of the system’s Jacobi Matrix.

For analyzing in which regimes population 1 and population 2 are assigned to an input stimulus as a function of the initial values \( \bar{u}_1 = \bar{u}_2 = \bar{u}_{\text{inh}} = 0 \), simulate it for 100 sec, and assess which of the two populations is active. For further details and parameter values see Supplementary Information.

Model Definition
The two excitatory populations in the population model are described by their mean membrane potentials \( \bar{u}_i, i \in \{1, 2\} \), \( k \in \{A, B\} \):

\[
\frac{d\bar{u}_i}{dt} = -\frac{\bar{u}_i}{\tau} + R \left( \bar{w}_{i}^{\text{rec}} \bar{F}_i + w_{i,\text{inh}} \bar{F}_{\text{inh}} + \sum_k \bar{w}_{ik}^{\text{ff}} \bar{F}_k \right).
\]

Here, the time scale \( \tau \), the resistance \( R \) and the synaptic weight \( w_{i,\text{inh}} \) have the same value as in the network simulations. The average number \( \bar{w}_{i}^{\text{rec}} \) of incoming recurrent connections from neurons within the population as well as the network simulations. The number \( \bar{w}_{i}^{\text{ff}} \) of feed-forward synapses transmitting signals from active inputs to every neuron (\( \bar{w}_{i}^{\text{ff}} \)) are taken from simulations (\( \bar{w}_{i}^{\text{ff}} = 35 \), Supplementary Figure S4 C; \( n_{\text{ff}}^2 = 2.3 \), Supplementary Figure S4 B).

The membrane potential of the inhibitory population is given by

\[
\frac{du_{\text{inh}}}{dt} = -\frac{u_{\text{inh}}}{\tau_{\text{inh}}} + R_{\text{inh}} (w_{\text{inh},1} N \bar{F}_1 + w_{\text{inh},2} N \bar{F}_2)
\]

with \( \tau_{\text{inh}}, R_{\text{inh}} \) and \( w_{\text{inh},1} = w_{\text{inh},2} \) corresponding to the respective values in the network simulations. The number \( N \) of neurons per population is adjusted to the CAs in the network simulation and chosen as \( N = 120 \) (Supplementary Figure S3 A).

The transfer function of the neurons within the population is the same as for individual neurons:

\[
\bar{F}_i(\bar{u}_i) = \frac{\alpha}{1 + \exp(\beta (\bar{u}_i - \bar{u})} , \quad i \in \{1, 2, \text{inh}\}.
\]

The synaptic weight changes of recurrent and feed-forward synapses follow the interplay of conventional Hebbian synaptic plasticity and synaptic scaling (\( i \in \{1, 2\} \)):

\[
\frac{d\bar{w}_{ik}^{\text{ff}}}{dt} = \mu \left( \bar{F}_i \bar{F}_k + (\kappa_{\text{ff}}^{-1}(F_k - \bar{F}_i)) (\bar{w}_{ik}^{\text{ff}})^2 \right),
\]

\[
\frac{d\bar{w}_{i}^{\text{rec}}}{dt} = \mu \left( \bar{F}_i^2 + (\kappa_{\text{rec}}^{-1}(F_k - \bar{F}_i)) (\bar{w}_{i}^{\text{rec}})^2 \right)
\]

Data Display
The population model applies the same combined learning rule as the numerical simulation. We thus consider the memorization process completed when the dynamic fixed point of synaptic plasticity is reached, i.e. Hebbian plasticity and scaling compensate each other.

In order to focus the reader’s attention onto the populations dynamics as well as for illustrative reasons, we scale the explicit values of synaptic weights and activation in their depiction (5 B-E, 6 B-D, Supplementary Figure S6) with the respective values of their dynamic fixed points (weights; \( \dot{\bar{w}}_{i}^{\text{ff}} \), \( \dot{\bar{u}}_{i}^{\text{ff}} \)) or the maximum value (activation; \( \bar{u}_{\text{inh}} \)). Hence, their values simply range from 0 to 1.

Recruitment Basins
For determining the recruitment basins (5 E and 6), we exploit the symmetry of the system and that, in general, only one of the two stimuli (S1 or S2) is active. Accordingly, we approximate the second, inactive input to zero and neglect the respective feed-forward synapses. The population model is integrated with the given initial values of the feed-forward and recurrent weights \( \bar{u}_1 = \bar{u}_2 = \bar{u}_{\text{inh}} = 0 \) for 100 s. At \( t = 100 \) s, evaluate which of the two populations is active. 2 provides the exact used initial values.
Table 2. Initial values for Recruitment Basin Plots

| Figure | \( \bar{u}_1 \) | \( \bar{u}_2 \) | \( \bar{u}_{inh} \) | \( \bar{w}_{1A}^{ff} \) | \( \bar{w}_{1A}^{rec} \) | \( \bar{w}_1^{rec} \) | \( \bar{w}_2^{rec} \) |
|--------|----------------|----------------|-----------------|----------------|----------------|----------------|----------------|
| 2E left; 2E right†; 3B top left, 3B top right†; 3B bottom right†; 3D top left, 3D top right† | 0 | 0 | 0 | 0.35 \( \bar{w}_{2A}^{ff} \) | \( \bar{w}_{1A}^{rec} \) | \( \bar{w}_1^{rec} \) | \( \bar{w}_2^{rec} \) |
| 3B top left, 3B top right†; 3D top left, 3D top right† | 0 | 0 | 0 | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_1^{rec} \),... | \( \Delta \bar{w}_2^{rec} \),... |
| 3B bottom left† | 0 | 0 | 0 | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_1^{rec} \),... | \( \Delta \bar{w}_2^{rec} \),... |
| 3D bottom left† | 0 | 0 | 0 | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_{1A}^{ff} \),... | \( \Delta \bar{w}_1^{rec} \),... | \( \Delta \bar{w}_2^{rec} \),... |

\[ \Delta \bar{w}_{1A}^{ff} = 0.001 \bar{w}_1^{ff}, \quad \Delta \bar{w}_{1A}^{rec} = 0.001 \bar{w}_1^{rec} \]

†) Using symmetry by commutating populations. †) Using symmetry by commutating inputs.
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