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Abstract—This paper studies the stabilization and safety problems of nonlinear time-delay systems, where time delays exist in system state and affect the controller design. Following the Razumikhin approach, we propose a novel control Lyapunov-Razumikhin function to facilitate the controller design and to achieve the stabilization objective. To ensure the safety objective, we propose a Razumikhin-type control barrier function for time-delay systems for the first time. Furthermore, the proposed Razumikhin-type control Lyapunov and barrier functions are merged such that the stabilization and safety control design can be combined to address the stabilization and safety simultaneously, which further extends the control design from the delay-free case into the time-delay case. Finally, the proposed approach is illustrated via a numerical example.

I. INTRODUCTION

With emerging interests in cyber-physical systems [1] like networked control systems, robotics and autonomous vehicles, stabilization and safety are two fundamental objectives, which require dynamic systems to achieve the stability (or tracking/synchronization) objective on the one hand and to satisfy safety constraints on the other hand. In particular, the safety objective is placed in the priority position. For safety-critical systems, it is imperative to keep them into the safe set while controlling them. Consequently, the design of the stabilizing controller must comply with state (or input) constraints to ensure the safety. Similar to control Lyapunov functions (CLFs) proposed for the stabilization objective [2]–[4], safety constraints can be specified in terms of a set invariance and verified via control barrier functions (CBFs) [5], [6]. CLFs and CBFs have been applied to deal with different objectives for diverse dynamical systems [7]–[9], and further combined to study the stabilization and safety objectives simultaneously, and the combination can be either implicit [10] or explicit [5], [6], [11] via different techniques.

In the fields of engineering, biology and physics, time delays are frequently encountered due to information acquisition and computation for control decisions and executions [12], and may induce many undesired phenomena like oscillation, instability and performance deterioration [13]. For this purpose, both stability and stabilization have been studied extensively in the past decades [14]. Since time delays cause a violation of monotonic decrease conditions of classic Lyapunov functions, two ways to extend the classic Lyapunov-based method are [15]: (i) the Krasovskii approach based on Lyapunov-Krasovskii functionals which are positive definite and whose derivatives are negative definite along system solutions; (ii) the Razumikhin approach based on Lyapunov-Razumikhin functions which are positive definite and whose derivatives are negative definite under the Razumikhin condition [16]. These two approaches have been applied successfully in stability analysis and controller design for time-delay systems [12], [13], [17]. On the other hand, in the aforementioned areas involving time delays, numerous dynamic systems are safety-critical, which results in the need of the safety objective for time-delay systems [18], [19]. However, most existing results are focused on stability, stabilization and robustness instead of on safety, which motivates us to investigate how to guarantee the safety objective of time-delay systems.

In this letter, we focus on nonlinear systems with state delays and follow the Razumikhin approach to investigate the stabilization and safety problems. First, based the notion of steepest descent feedback [20], we propose a novel control Lyapunov-Razumikhin function (CLRF) to overcome the verification of the Razumikhin condition and to facilitate the controller design for time-delay systems. With the proposed CLRF, the classic small control property (SCP) is extended to the time-delay case. Therefore, based on the Razumikhin-type CLF and SCP, the closed-from controller is designed to guarantee the stabilization objective. Second, following the similar mechanism and based on the unsafe set (e.g., obstacles and forbidden states) [18], the control barrier-Razumikhin function (CBRF) is proposed for time-delay systems for the first time, and further the safety controller is derived explicitly in the closed form. Finally, to achieve the stabilization and safety objectives simultaneously, the proposed CLRF and CBRF are merged to combine both stabilization and safety control design, which results in a novel control design method via the development of the Razumikhin-type control Lyapunov-barrier function (CLBF). In particular, we show how to construct the Razumikhin-type CLBF via the proposed CLRF and CBRF. In conclusion, our main contributions are two-fold: (i) by proposing CLRF and CBRF, both stabilizing and safety controllers are derived explicitly, which extends the Sontag’s formula [2] and the existing results [5], [11] to the time-delay case; (ii) the proposed CLRF and CBRF are merged together such that the stabilizing control and the safety control can be combined in the sense that the stabilization and safety objectives are ensured simultaneously for time-delay systems.

The remainder of this paper is as follows. Preliminaries are presented in Section II. All Razumikhin-type control...
functions are proposed in Section III. Simulation is presented in Section IV, followed by conclusions and future research in Section V. All proofs are located in the Appendix.

II. Preliminaries

Let $\mathbb{R} := (-\infty, +\infty); \mathbb{R}^+ := [0, +\infty); \mathbb{N} := \{0, 1, \ldots\}$ and $\mathbb{N}^+ := \{1, 2, \ldots\}$. $|x|$ denotes the Euclidean norm of the vector $x \in \mathbb{R}^n$, and $(a, b) := (a^T, b^T)^T$ for $a, b \in \mathbb{R}^n$. Given a set $C \subset \mathbb{R}^n$, $\partial C$ is the boundary of $C$; $\text{Int}(C)$ is the interior of $C$; and $\overline{C}$ is the closure of $C$. Given $\delta > 0$ and $x \in \mathbb{R}^n$, an open ball centered at $x$ with radius $\delta$ is denoted by $B(x, \delta) := \{x \in \mathbb{R}^n : ||x - x|| < \delta\}$. $B(0, \delta)$. $C([a, b], \mathbb{R}^n)$ denotes the class of piecewise continuous functions mapping $[a, b]$ to $\mathbb{R}^n$; $C(\mathbb{R}^n, \mathbb{R}^p)$ denotes the class of continuously differentiable functions mapping $\mathbb{R}^n$ to $\mathbb{R}^p$. Id is the identity function, and $\alpha \circ \beta(v) := \alpha(\beta(v))$ for any $\alpha, \beta \in C(\mathbb{R}^n, \mathbb{R}^n)$. A function $\alpha : \mathbb{R}^+ \to \mathbb{R}^+$ is of class $K$ if it is continuous, $\alpha(0) = 0$, and strictly increasing; it is of class $K_\infty$ if it is of class $K$ and unbounded. A function $\beta : \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+$ is of class $KL$ if $\beta(s, t)$ is of class $K$ for each fixed $t \geq 0$ and $\beta(s, t) \to 0$ as $t \to 0$ for each fixed $s \geq 0$. A function $V : \mathbb{R}^n \to \mathbb{R}$ is called proper if the sublevel set $\{x \in \mathbb{R}^n : V(x) \leq c\}$ is compact for all $c \in \mathbb{R}$, or equivalently, $V$ is radially unbounded.

A. Time-Delay Control Systems

In this letter, we consider nonlinear time-delay control systems with the following dynamics:

$$\begin{align*}
\dot{x}(t) &= f(x_t) + g(x_t)u, \quad t > 0, \\
x(t) &= \xi(t), \quad t \in [-\Delta, 0],
\end{align*}$$

where $x \in \mathbb{R}^n$ is the system state, $x_t = x(t+\theta) \in \mathbb{R}^n$ is the time-delay state with $\theta \in [-\Delta, 0]$, and $\Delta > 0$ is the upper bound of time delays. The initial state is $\xi \in C([-\Delta, 0], \mathbb{R}^n)$ with $\mathcal{X}_0 \subset \mathbb{R}^n$ and $||\xi||_\Delta := \sup_{\theta \in (-\Delta, 0]} ||\dot{\xi}(\theta)||$ being bounded. The control input $u$ takes values from the set $U \subset \mathbb{R}^n$, and the input function is not specified explicitly since it may depend on the current state and/or the time-delay trajectory. Assume that the functions $f : C([-\Delta, 0], \mathbb{R}^n) \to \mathbb{R}^n$ and $g : C([-\Delta, 0], \mathbb{R}^n) \to \mathbb{R}^{n \times m}$ are continuous and locally Lipschitz, which guarantees the existence of the unique solution to the system (I); see [21, Section 2]. Also, let $f(0) = 0$ and $g(0) = 0$, that is, $x(t) \equiv 0$ for all $t > 0$ is a trivial solution of the system (I). To consider the stabilization problem of the system (I), we assume that the origin is included in the initial set $\mathcal{X}_0$.

Definition 1 ([22]): Given the control input $u \in U$, the system (I) is globally asymptotically stable (GAS) if there exists $\beta \in KL$ such that $||x(t)|| \leq \beta(||\xi||_\Delta, t)$ for all $t \geq 0$ and all bounded $\xi \in C([-\Delta, 0], \mathbb{R}^n)$; and the system (I) is semi-globally asymptotically stable (semi-GAS) if there exists $\beta \in KL$ such that $||x(t)|| \leq \beta(||\xi||_\Delta, t)$ for all $t \geq 0$ and all $\xi \in C([-\Delta, 0], \mathcal{X}_0)$.

From Definition 1 the stabilization control is to design a feedback controller such that the closed-loop system is GAS. To study the system safety, some notations are defined below. For the system (I), its unsafe set is denoted as an open set $D \subset \mathbb{R}^n$. The system (I) is safe, if $x(t) \notin \overline{D}$ for all $t \geq -\Delta$. Hence, $\mathcal{X}_0 \cap \overline{D} = \emptyset$ is assumed such that $x(\theta) \notin \overline{D}$ for all $\theta \in [-\Delta, 0]$. The safety control is to design a feedback controller to ensure the safety of the closed-loop system.

Since the safety and stabilization objectives of time-delay systems cannot be achieved via classic CLFs and CBFs, our goal is to implement the Razumikhin approach to propose novel types of CLFs and CBFs for the system (I).

III. Main Results

In this section, we follow the Razumikhin approach to propose control Lyapunov and barrier functions for time-delay systems. To this end, we first propose a novel control Lyapunov-Razumikhin function for the stabilization objective, then a novel control barrier-Razumikhin function for the safety objective, and finally combine the proposed Razumikhin-type control functions to study the stabilization and safety objectives simultaneously.

A. Control Lyapunov-Razumikhin Functions

We start with recalling the following control Lyapunov-Razumikhin function from [3], [4].

Definition 2: For the system (I), a function $V_c \in C(\mathbb{R}^n, \mathbb{R}^n)$ is called a control Lyapunov-Razumikhin function (CLRF-I), if

(i) there exist $\alpha_1, \alpha_2 \in K_\infty$ such that $\alpha_1(||x||) \leq V_c(x) \leq \alpha_2(||x||)$ for all $x \in \mathbb{R}^n$;

(ii) there exist $\gamma_c, \rho_c, K$ with $\rho_c(v) > v$ for all $v > 0$ such that for all $\phi \in C([-\Delta, 0], \mathbb{R}^n)$ with $\phi(0) = x$, if $\rho_c(V_c(x)) \geq ||V_c(\phi)||_a$, then $\inf_{u \in U} \{L_f V_c(\phi) + L_g V_c(\phi)u\} \leq -\gamma_c(V_c(x))$,

where $||V_c(\phi)||_a := \sup_{\theta \in [-\Delta, 0]} V_c(\phi(\theta)), L_f V_c(\phi) := \frac{\partial V_c(\phi)}{\partial \phi}, L_g V_c(\phi) := \sum_{i=1}^{m} \frac{\partial g_i(\phi)}{\partial \phi} f(\phi)$. In Definition 2 the effects of time delays are shown via the Razumikhin condition: $\rho_c(V_c(x)) \geq ||V_c(\phi)||_a$, which can be written equivalently as $\rho_c(V_c(x)) \geq V_c(\phi(\theta))$ for all $\theta \in [-\Delta, 0]$; see [4], [17]. In particular, if $L_g V_c(\phi) = 0$, then Definition 2 is reduced to the one in [3].

In the delay-free case [2], the existence of the continuous controller is verified via the small control property (SCP). However, due to the Razumikhin condition in the time-delay case, the violation of the Razumikhin condition results in additional difficulties in the controller design, and thus the SCP is not available here. On the other hand, the existing construction of the stabilizing controller is based on the optimization theory [23] and the trajectory-based approach [3], and the closed form of the continuous controller cannot be expressed easily and explicitly. In the following, to avoid the verification of the Razumikhin condition and to establish the continuous controller explicitly, we propose an alternative CLRF, which is based on the steepest descent feedback controller [4], [24].

Definition 3: For the system (I), a function $V \in C(\mathbb{R}^n, \mathbb{R}^n)$ is called a control Lyapunov-Razumikhin function (CLRF-II), if item (i) holds in Definition 2 holds, and there exist...
γ_v, η_v, μ_v ∈ R^+ such that γ_v > η_v, and for any nonzero φ ∈ C([−Δ, 0], R^n) with φ(0) = x,
\[ \inf_{u \in U} \{ L_f V(\phi) + L_g V(\phi) u \} < -γ_v V(x) + η_v \|e^{μ_d} V(\phi)\|_d, \]

where \( \|e^{μ_d} V(\phi)\|_d := \sup_{θ \in [-Δ, 0]} e^{μ_d} V(\phi(θ)) \).

Different from Definition 2 based on the Razumikhin condition, the Razumikhin condition is not needed in 2, which will be applied to facilitate the controller design afterwards. The introduction of \( μ_d \in R^+ \) is to increase the flexibility of 2, and can be set as 0 simply. The following theorem shows that the CLRF-II is a CLRF-I under some reasonable conditions.

**Lemma 1:** Consider the system (1) with a CLRF-II \( V \in C(R^n, R^+) \), if there exists \( ρ \in K \) with \( ρ(υ(0)) \geq \|υ\| \) for all \( υ \in C([-Δ, 0], R^n) \) such that \( γ_υ − η_υ \circ ρ \in K \), then \( V \) is a CLRF-I with \( γ_c = γ_υ − η_υ \circ ρ \) and \( ρ_c = ρ \).

Lemma 1 is similar to Remark 4 in [4], and the proof is omitted here. We emphasize that the converse is not necessarily valid. The reason lies in that when the Razumikhin condition is not satisfied, the evolution of the CLRF-I is unknown from Definition 2 whereas the evolution of the CLRF-II is bounded via 3. With the CLRF-II, the SCP is extended to the time-delay case, which is presented below.

**Definition 4:** Consider the system (1) admitting the CLRF-II \( V \in C(R^n, R^+) \), the system (1) is said to satisfy the Razumikhin-type small control property (R-SCP), if for arbitrary \( ε > 0 \), there exists \( δ > 0 \) such that for any nonzero \( φ \in C([−Δ, 0], B(δ)) \) with \( φ(0) = x \), there exists \( ε \in B(ε) \) such that \( L_f V(\phi) + L_g V(\phi) u < -γ_ς V(x) + η_ς \|e^{μ_d} V(\phi)\|_d. \)

Following the Razumikhin approach, Definition 4 extends the SCP into the time-delay case. Note that the R-SCP is satisfied for all nonzero \( φ \in C([−Δ, 0], B(δ)) \) due to time delays. With the CLRF-II and the R-SCP, the closed-form controller is derived explicitly in the next theorem such that the stabilization objective is achieved for time-delay systems.

This theorem extends the Sontag’s formula in 2 to the time-delay case, and the proof is presented in Appendix B.

**Theorem 1:** If the time-delay system (1) admits a CLRF-II \( V \in C(R^n, R^+) \) and satisfies the R-SCP, then the controller \( u(\phi) := \kappa(λ, a_υ(\phi), (L_g V(\phi))^{\top}) \) defined as

\[
\kappa(λ, p, q) := \begin{cases} 
\frac{p + \sqrt{p^2 + λ \|q\|^2}}{-\|q\|^2}, & \text{if } q \neq 0, \\
0, & \text{if } q = 0,
\end{cases}
\]

with \( λ > 0 \) and \( a_υ(\phi) := L_f V(\phi) + γ_υ V(x) − η_υ \|e^{μ_d} V(\phi)\|_d \), is continuous at the origin and ensures the GAS of the closed-loop system.

**B. Razumikhin-type Control Barrier Function**

A commonly-used approach to investigate the safety specification is based on CBFs, which are generally defined via the safe set [5]. However, for physical systems like robotic systems, the workspace and unsafe set are known a priori. Hence, an intuitive way to define the CBF is based on the unsafe set [25]. To be specific, given the unsafe set \( D_0 \subseteq R^n \), a function \( B \in C(R^n, R) \) is associated such that

\[
D_0 := \{ x \in R^n : B(x) > 0 \}.
\]

Moreover, with the function \( B \in C(R^n, R) \), the Razumikhin-type CBF is proposed below for time-delay systems.

**Definition 5:** Consider the system (1) with the unsafe set \( D_0 \subseteq R^n \), a function \( B \in C(R^n, R) \) is called a control barrier

Razumikhin function (CBRF), if there exist \( μ_0 \geq 0 \) and \( γ_0 \geq η_0 \geq 0 \) such that \( S_B := \{ x \in R^n : B(x) \leq 0 \} \neq \emptyset \), and for any nonzero \( φ \in C([−Δ, 0], R^n \setminus D) \) with \( φ(0) = x \),

\[
\inf_{u \in U} \{ L_f B(\phi) + L_g B(\phi) u \} < -γ_0 B(x) + η_0 \|e^{μ_0} B(\phi)\|_d.
\]

In Definition 5 the non-emptiness of the set \( S_B \) is to guarantee the non-emptiness of the safe set and further the safety of the initial state, and the condition (5) is motivated from 3. From the similarity between 5 and 2, the following theorem presents the closed-form safety controller.

**Theorem 2:** Given the unsafe set \( D_0 \subseteq R^n \), if the system (1) admits a CBRF \( B \in C(R^n, R) \) and satisfies the R-SCP, then the controller \( u(\phi) := \kappa(λ, a_υ(\phi), (L_g B(\phi))^{\top}) \) with the function \( κ \) defined in (3) and \( a_υ(\phi) := L_f B(\phi) + γ_υ B(x) − η_υ \|e^{μ_0} B(\phi)\|_d \), is continuous at the origin and ensures the safety of the closed-loop system with the initial condition \( x \in C([-Δ, 0], S_B) \).

The proof of Theorem 2 is presented in Appendix C. Note that from (4), \( B(x) > 0 \) may hold for some \( x \in R^n \setminus D \). In this case, if the boundaries of \( D \) and \( S_B \) do not intersect such that \( S_B \) is entered first, that is, \( R^n \setminus (D \cup S_B) \cap D = \emptyset \), then the initial condition is allowed to be in \( C([-Δ, 0], R^n \setminus D) \). In particular, \( R^n \setminus (D \cup S_B) \cap D = \emptyset \) implies \( D \cup S_B \cap D = \emptyset \) and thus \( D \cup (B(ε)) \cap D \subseteq S_B \) for arbitrarily small \( ε > 0 \).

**C. Razumikhin-type Control Lyapunov-Barrier Function**

To incorporate the stabilization and safety objectives simultaneously, the optimization techniques have been extensively applied [5], [11] to merge the CLF and CBF. However, it not easy to solve time-delay optimization problems to derive closed-form analytical solutions [26]. To avoid this issue and motivated by the existing results [6], a novel Razumikhin-type control function is proposed below to study the stabilization and safety objectives simultaneously.

**Definition 6:** Consider the system (1) with the unsafe set \( D_0 \subseteq R^n \), a proper and lower-bounded function \( W \in C(R^n, R) \) is called a control Lyapunov-barrier-Razumikhin function (CLBRF), if

(i) \( W : R^n \rightarrow R \) is positive on the set \( D \);
(ii) for any nonzero \( φ \in C([-Δ, 0], R^n \setminus D) \), there exist \( γ_w \geq η_w \geq μ_w \geq 0 \) such that \( \inf_{u \in U} \{ L_f W(\phi) + L_g W(\phi) u \} < -γ_w W(x) + η_w \|e^{μ_w} W(\phi)\|_d \);
(iii) \( S_W = \{ x \in R^n : W(x) \leq 0 \} \neq \emptyset \);
(iv) \( R^n \setminus (D \cup S_W) \cap D = \emptyset \).

With the proposed CLBRF and R-SCP, the next theorem shows the controller design to ensure the safety and semi-GAS of the system (1) simultaneously, and the proof is given in Appendix D.
Theorem 3: Given the unsafe set $D \subset \mathbb{R}^n$, if the system \((\text{I})\) admits a CLBRF $W \in C([\mathbb{R}^n, \mathbb{R})$ and satisfies the R-SCP, then the controller $u(\phi) = \kappa(\lambda, a_{\theta}(\phi), (L_2W(\phi))^T)$ with the function $\kappa$ defined in \((\text{I})\), $\lambda > 0$ and $a_{\theta}(\phi) := L_fW(\phi) + \gamma_\nu W(x) - \eta_\nu \|e^{j\theta}W(\phi)\|_s$, is continuous at the origin and ensures both semi-GAS and safety of the closed-loop system with the initial condition $\xi \in C([-\Delta, 0], \mathbb{R}^n \setminus D)$.

Theorem 3 implies the simultaneous satisfaction of both safety and stabilization objectives. Next, we show how to construct the CLBRF via the proposed CLRF-II and CBRF.

Theorem 4: Given the unsafe set $D \subset \mathbb{R}^n$, and assume that the system \((\text{I})\) admits a CLRF-II $V \in C(\mathbb{R}^n, \mathbb{R}^+)$ and a CBRF $B \in C(\mathbb{R}^n, \mathbb{R})$, if

(i) there exist $X \subset \mathbb{R}^n \setminus \{0\}$ and a continuous function $\varphi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ such that $D \subset X$ and $B(x) \leq -\varphi(||x||)$ for all $x \notin X$;

(ii) there exists $\psi \in \mathbb{R}^+$ such that $\alpha_\nu(||x||) < \psi\varphi(||x||)$ for all $x \in \partial X$, where $\alpha_\nu$ is in Definition 2;

(iii) $\min\{\gamma_\nu, \nu_\beta\} > \max\{\eta_\nu, \nu_\beta\}$,

then $W(x) = V(x) + \psi B(x)$ is a CLBRF for the system \((\text{I})\) with the initial condition satisfying $\xi \in C([\Delta, 0], \mathbb{R}^n \setminus D)$ with $D := \{x \in X : W(x) > 0\}$.

The proof of Theorem 4 is presented in Appendix E. With the CLRF-II and CBRF, item (iii) can be verified easily. With item (i), the existence of $\psi \in \mathbb{R}^+$ in item (ii) can be verified. Item (i) can be satisfied via the construction and computation. Specifically, let $X := D + B(x)$ with arbitrarily small $\varepsilon > 0$, and for all $x \in \partial X$, $B(x)$ can be computed and upper bounded via some function $-\varphi(||x||)$. Then, $B(x)$ can be set as $-\varphi(||x||)$ for all $x \notin X$, which implies the satisfaction of item (i). Theorem 4 extends the results in [6] into the time-delay case. Different from the exponentially stabilizing CLF and the constant property of the function $\varphi$ in [6], all conditions here are allowed to depend on the system state.

IV. Numerical Example

Consider the following mechanical system from [6]

$$
\dot{x}_1 = x_2, \quad \dot{x}_2 = -h(x_1) - x_1 + u,
$$

(6)

where $x = (x_1, x_2) \in \mathbb{R}^2$ with $x_1$ being the displacement and $x_2$ being the velocity, and $u \in \mathbb{R}$ is the control input. In (6), $h(x_1) = (0.8 + 2e^{-100x_2(t-\tau)}) \tanh(10x_2(t-\tau)) + x_2(t-\tau)$ is the delayed friction model to describe the damping parameter, where $\tau \in [0, 0.3]$ is the time delay. Therefore, the system (6) can be written as the form of (1) with $f(x) = (x_2, -h(x_1) - x_1)$ and $g(x) = (0, 1)$.

To guarantee the stabilization, we define the Lyapunov candidate as $V(x) := x_1^2 + x_1x_2 + x_2^2$. By the detailed computation, we have that item (i) in Definition 2 holds with $\alpha_\nu(v) = 0.5v^2$ and $\alpha_\varphi(v) = 1.5v^2$ for all $v \geq 0$. Hence, $V(x)$ is a CLRF-II if the condition (2) holds. For the safety objective, we assume the unsafe set to be $D := \{x \in X : H(x) < 4\}$ with $H(x) := (1 - (x_1 + 2)^2)^{-1} + (1 - (x_2 - 1)^2)^{-1}$. Then, the corresponding barrier function is defined as

$$
B(x) = \begin{cases} 
(e^{-H(x)} - e^{-\frac{1}{4}})||x||^2, & \forall x \in X, \\
- e^{-\frac{1}{4}}||x||^2, & \text{elsewhere},
\end{cases}
$$

(7)

where $X := (-3, -1) \times (0, 2)$. Obviously, $B(x) > 0$ holds for $x \in D$, and $B(x) = 0 \neq \emptyset$. Then $B(x)$ is a CBRF if the condition (5) holds.

Based on $V(x)$ and $B(x)$, we next construct the CLBRF $W(x) := V(x) + \psi B(x)$ to investigate the stabilization and safety objectives simultaneously. First, item (i) in Theorem 4 holds with $\varphi(v) := e^{-\frac{1}{4}}v^2$ for all $v \geq 0$. From item (i) in Theorem 4, $\psi > 81.8972$. Item (iii) can be satisfied based on the construction of the CLRF $V(x)$ and CBRF $B(x)$. Therefore, $W(x) = V(x) + \psi B(x)$ is the CLBRF for the system (6), and we will use to design the controller of the form (5) to guarantee the stabilization and safety objectives simultaneously. Given $\gamma_\nu = 2.5, \eta_\nu = 2$ and the gain $\lambda = 2$, Fig. 1 shows the state trajectories of the closed-loop system starting from different initial conditions. From Fig. 1, all trajectories converge to zero while avoiding the unsafe set $D$, which thus verifies the efficiency of the proposed approach.

V. Conclusion

This paper provided a novel framework for the control design of safety-critical systems with time delays. Based on the Razumikhin approach, the Razumikhin-type control Lyapunov and barrier functions were proposed to investigate the stabilization and safety control problems. To achieve the safety and stabilization objectives simultaneously, the proposed Razumikhin-type control functions were combined such that the stabilizing and safety controllers can be merged. Future work will be devoted to decentralized safety control for multi-agent systems with time delays.

APPENDIX

A. Technical Lemma

Lemma 2: Given a locally Lipschitz function $V : \mathbb{R}^n \rightarrow \mathbb{R}^+$, if there exist $\gamma > \eta > 0$ such that for all $t \in \mathbb{R}^+$,

$$
D^+V(x(t)) \leq -\gamma V(x(t)) + \eta \sup_{\theta \in [-\Delta, 0]} e^{\eta \theta}V(x(t + \theta)),
$$

where $D^+V(x(t)) = \lim_{s \rightarrow 0^+} \sup_{s \rightarrow 0^+} (V(t + s) - V(t))/s$ is the upper Dini derivative of $V(t) = V(x(t))$, then there exists...
For the case $\bar{e} \leq \|t\|$, we define $f(t) = 1 + \eta \Delta e^{\Delta t} \leq 0$. Thus, there exists a unique $\bar{e} > 0$ such that $f(\bar{e}) = 0$, and $\bar{e} < 0$ for all $\bar{e} \in (0, \bar{e})$.

Next, we prove that for any $\bar{e} \in (0, \bar{e})$,

$$V(t) \leq e^{-\eta t} V(0) := \mu(t), \quad \forall t \geq 0. \quad (A.1)$$

Obviously, (A.1) holds at $t = 0$. We claim that (A.1) is valid for all $t \in \mathbb{R}^+$. If not, we assume that $t^* := \inf \{ t \geq 0 : V(t) > \mu(t) \}$ is the first time instant such that

$$V(t^*) = \mu(t^*), \quad V(t) \leq \mu(t), \quad 0 < t < t^*, \quad V(t) > \mu(t), \quad \forall t \in (t^*, t^* + \Delta t),$$

where $\Delta t > 0$ is arbitrarily small. From (A.2)-(A.3),

$$D^+ V(t^*) \geq D^+ \mu(t^*). \quad (A.4)$$

However, from the definition of $\bar{e}$ and (A.2),

$$D^+ \mu(t^*) > (-\gamma + \eta e^{\Delta t}) e^{-\eta t} V(0) \geq -\gamma V(t^*) + \eta \sup_{-\Delta t < s \leq 0} e^{\Delta t + (\Delta t + s)} e^{\eta t} V(t^* + s) \geq -\gamma V(t^*) + \eta \sup_{-\Delta t < s \leq 0} e^{\Delta t + (\Delta t - s)} e^{\eta t} V(t^* + \theta) \geq D^+ V(t^*), \quad (A.5)$$

where the first “$>$” holds from (A.2), and last “$>$” holds from the fact that $e^{\Delta t + (\Delta t - s)} e^{\eta t} > 1$. Since (A.5) contradicts with (A.4), the claim holds for all $t > 0$.

**B. Proof of Theorem 7**

First, we show the stabilization of the system (1) under the designed controller. If $L_f V(\phi) \equiv 0$, then $u \equiv 0$, and from (2) in Definition 3 we have

$$L_f V(\phi) + L_g V(\phi) u + \gamma V(x) - \eta \|e^{\mu \theta} V(\phi)\|_d = L_f \bar{V}(\phi) + \gamma \bar{V}(x) - \eta \|e^{\mu \theta} \bar{V}(\phi)\|_d < 0. \quad (A.6)$$

For the case $L_g V(\phi) \neq 0$, we define $\alpha_0(\phi) := L_f V(\phi) + \gamma \bar{V}(x) - \eta \|e^{\mu \theta} \bar{V}(\phi)\|_d$ and $b_0(\phi) := L_g V(\phi)$ to simplify the notation. From the designed control law, we have

$$L_f V(\phi) + L_g V(\phi) u + \gamma \bar{V}(x) - \eta \|e^{\mu \theta} V(\phi)\|_d = -\alpha_0^2(\phi) + \lambda \|b_0(\phi)\|_d^2 \leq 0. \quad (A.7)$$

From (A.6)-(A.7), we have that for all $t \in \mathbb{R}^+$,

$$D^+ V(x(t)) \leq -\gamma V(x(t)) + \eta \|e^{\mu \theta} V(\phi)\|_d,$$

where the Dini derivative is the usual derivative due to $V \in C(\mathbb{R}^n, \mathbb{R}^+)$.

From Lemma 2 there exists $\alpha_0 > 0$ such that $V(x(t)) \leq e^{-\alpha_0 t} V(0)$ for all $t > 0$, combining which with (A.7) in Definition 3 we conclude that the stabilization objective is achieved for the system (1).

Second, we show the continuity of the controller at the origin. From the R-SCP, for arbitrary $\varepsilon \in \mathbb{R}^+$, there exists $\delta \in \mathbb{R}^+$ such that for any nonzero $\phi \in C([-\Delta, 0], B(\delta))$, there exists $u \in B(\varepsilon)$ such that $L_f V(\phi) + L_g V(\phi) u < -\gamma V(x) + \eta \|e^{\mu \theta} V(\phi)\|_d$, which implies $L_f V(\phi) + L_g V(x) \leq \|L_g V(\phi)\| + \eta \|e^{\mu \theta} V(\phi)\|_d$. Since $V$ is continuously differentiable and $\bar{g}$ in (1) is locally Lipschitz, there exists $\delta \in \mathbb{R}^+$ with $\delta \neq \delta$ such that $\|L_g V(\phi)\| \leq \varepsilon$ for any nonzero $\phi \in C([-\Delta, 0], B(\delta))$. Let $\mu_{\text{min}} := \min \{\delta, \delta\}$, and for any nonzero $\phi \in C([-\Delta, 0], B(\mu_{\text{min}}))$,

$$L_f V(\phi) + \gamma V(x) \leq \varepsilon^2 + \eta \|e^{\mu \theta} V(\phi)\|_d \leq \varepsilon^2 + \eta \|e^{\mu \theta} V(\phi)\|_d \leq 2\varepsilon^2 / \varepsilon + \sqrt{\varepsilon} \varepsilon = \hat{\varepsilon},$$

Hence, there exists $\delta_{\text{min}} \in \mathbb{R}^+$ such that for any nonzero $\phi \in C([-\Delta, 0], B(\delta_{\text{min}}))$, there exists $u \in B(\hat{\varepsilon})$ such that $L_f V(\phi) + L_g V(\phi) u < -\gamma V(x) + \eta \|e^{\mu \theta} V(\phi)\|_d$. Hence, the controller is continuous at the origin since $\delta_{\text{min}} \in \mathbb{R}^+$ can be chosen arbitrarily small.

**C. Proof of Theorem 2**

If $L_g B(\varepsilon) \equiv 0$, then $u \equiv 0$, and we have

$$L_f B(\phi) + L_g B(\phi) u = \gamma \bar{B}(x) - \eta \|e^{\mu \theta} B(\phi)\|_d \leq L_f B(\phi) + \gamma \bar{B}(x) - \eta \|e^{\mu \theta} B(\phi)\|_d < 0. \quad (A.8)$$

If $L_g B(\phi) \neq 0$, then from the designed controller,

$$L_f B(\phi) + L_g B(\phi) u = \gamma \bar{B}(x) - \eta \|e^{\mu \theta} B(\phi)\|_d \leq -\sqrt{\alpha_0^2(\phi) + \lambda \|b_0(\phi)\|_d^2} \leq 0. \quad (A.9)$$

where $\alpha_0(\phi) = L_f B(\phi) + \gamma \bar{B}(x) - \eta \|e^{\mu \theta} B(\phi)\|_d$, and $b_0(\phi) = L_g B(\phi)$. Combining (A.8) and (A.9) yields that for any nonzero $\phi \in C([-\Delta, 0], B_{\text{min}})$,

$$L_f B(\phi) + L_g B(\phi) u \leq -\gamma \bar{B}(x) + \eta \|e^{\mu \theta} B(\phi)\|_d.$$
of $\mathbb{R}^n \setminus (\mathbb{D} \cup S_w)$ instead of enter into the set $\mathbb{D}$ directly. Note that $W(x) = 0$ holds on the boundary of $\mathbb{R}^n \setminus (\mathbb{D} \cup S_w)$, combining which with $W(x(t)) \leq e^{-\omega t}W(x(0))$ yields that $W(x(t)) \leq W(\xi(0))$ for all $t \in \mathbb{R}^+$, which implies that $x(t)$ will remain in $S_w$ for all $t \in \mathbb{R}^+$. Finally, we prove that the system (I) is stabilizable under the designed controller. Let $\xi \in C([-\Delta, 0], \mathbb{R}^n \setminus \mathbb{D})$, and from the above analysis, $x(t) \notin \mathbb{D}$ for all $t \in \mathbb{R}^+$. Following the similar fashion of the proof of Theorem \[1\] $L_f W(\phi) + L_g W(\phi) u \leq -\gamma_W W(x) + \eta_W |e^{\mu_W} W(\phi)|_d$ for any nonzero $x \in \mathbb{R}^n \setminus D$, combining which with Lemma 2 yields

$$W(x(t)) \leq e^{-\omega t}W(\xi(0)), \quad \forall t \in \mathbb{R}^+.$$  

(A.10)

Since the function $W$ is proper and lower-bounded, (A.10) shows that the trajectory is bounded and that the closure of the set $\{x(t) : t \in [0, \infty)\}$ is compact. This implies that the $\omega$-limit set $\Omega(x) := \{x \in \mathbb{R}^n : \exists \{t_k \in \mathbb{R}^+ : k \in \mathbb{N}^+\} \text{ such that } \lim_{k \to \infty} x(t_k) = x\}$ is non-empty, compact, connected and invariant. From (A.10), the function $W(x(t))$ is monotonically decreasing with respect to $t \in \mathbb{R}^+$ and has its limit (which is denoted by $w \in \mathbb{R}$) as $t \to \infty$. That is, $W(x) = \lim_{t \to \infty} W(x(t)) = w$. Hence, the set $\Omega(x)$ only contains one element, which further implies that $\Omega(W)$ only contains one element (i.e., $w \in \mathbb{R}$). From (A.10) and the safety guarantee, $\mathbb{D} \cap \Omega(x) = \emptyset$ and thus $W(x)$ converges to the origin, which implies that the system (I) is semi-GAS under the designed controller.

E. Proof of Theorem 2

Since $V$ and $B$ are continuously differentiable, the function $W$ is continuously differentiable. From the definition of $W$, we have for all $x \in \mathbb{D}$,

$$W(x) = V(x) + \psi B(x) > V(x) \geq \alpha_1(||x||),$$

where """" holds because $B(x) > 0$ for all $x \in \mathbb{D}$. From item (i) of Definition 2, $W(x) > 0$ holds for all $x \in \mathbb{D}$. From the definition of $D$, $W(x) > 0$ for all $x \in \mathbb{D}$. For all $x \in \partial \mathbb{X}$, we have from item (i) of Definition 2 and item (ii) of Theorem 2 that $W(x) \leq V(x) - \psi(x)(||x||) \leq \alpha_2(||x||) - \psi(x)(||x||) < 0$, which implies the non-emptiness of the set $S_w$.

Second, from the definition of the set $D, \mathbb{D} \subset D, W(x) > 0$ for all $x \in \mathbb{D}$, and $W(x) < 0$ for all $x \in \partial \mathbb{X}$. In addition, $\mathbb{D} \subset \text{int}(\mathbb{X})$, and $\partial \mathbb{X} \cap \partial \mathbb{D} = \emptyset$. From the definitions of the functions $V, B$, we have that for any nonzero $\phi \in C([-\Delta, 0], \mathbb{R}^n \setminus \mathbb{D})$,

$$\inf_{u \in \mathbb{U}} \{L_f W(\phi) + L_g W(\phi) u\} \leq \inf_{u \in \mathbb{U}} \{L_f V(\phi) + \psi L_f B(\phi) + (L_g V(\phi) + \psi L_g B(\phi)) u\} - \lambda_W W(x) + \eta_W ||e^{\mu_W} W(\phi)||_d,$$

where $\lambda_w := \min\{\lambda_V, \lambda_B\}, \eta_w := \max\{\gamma_W, \gamma_B\}$ and $\mu_w := \min\{\mu_V, \mu_B\}$. Note that $\lambda_w > \eta_w$ holds from item (iii). Finally, since $\partial \mathbb{X} \cap \partial \mathbb{D} = \emptyset$ and $D \subset \mathbb{X}, \mathbb{R}^n \setminus (\mathbb{D} \cup \mathbb{S}) \cap \mathbb{D} = \emptyset$, which implies the last item in Definition 3. After verifying all conditions in Definition 4, we conclude that the function $W$ is a CLBRF for the system (I) with the initial condition $\xi \in C([-\Delta, 0], \mathbb{R}^n \setminus \mathbb{D})$.