An in vivo parameter identification method for arteries: numerical validation for the human abdominal aorta
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ABSTRACT
A method for identifying mechanical properties of arterial tissue in vivo is proposed in this paper and it is numerically validated for the human abdominal aorta. Supplied with pressure-radius data, the method determines six parameters representing relevant mechanical properties of an artery. In order to validate the method, 22 finite element arteries are created using published data for the human abdominal aorta. With these in silico abdominal aortas, which serve as mock experiments with exactly known material properties and boundary conditions, pressure-radius data sets are generated and the mechanical properties are identified using the proposed parameter identification method. By comparing the identified and pre-defined parameters, the method is quantitatively validated. For healthy abdominal aortas, the parameters show good agreement for the material constant associated with elastin and the radius of the stress-free state over a large range of values. Slightly larger discrepancies occur for the material constants associated with collagen, and the largest relative difference is obtained for the in situ axial prestretch. For pathological abdominal aortas incorrect parameters are identified, but the identification method reveals the presence of diseased aortas. The numerical validation indicates that the proposed parameter identification method is able to identify adequate parameters for healthy abdominal aortas and reveals pathological aortas from in vivo-like data.
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1. Introduction
The leading cause of death in Europe are cardiovascular diseases (Wilkins et al. 2017). Their development is associated with changes in the mechanical properties of the vascular tissue (Roy 1881; Burton 1954; Laurent et al. 2005, 2006; Vorp 2007; Tsamis et al. 2013; Ecobici and Stoicescu 2017). This has been recognized by the medical community and different measures have been introduced to determine mechanical properties of arteries in vivo, e.g. the pressure-strain elastic modulus (Ep) (Peterson et al. 1960), the stiffness index (β) (Kawasaki et al. 1987) and the pulse wave velocity (PWV) (Bramwell and Hill 1922). These measures reflect the overall arterial stiffness and, typically, rely on a linearized or average response. Despite these limiting assumptions, the measures are widely used to clinically assess patients due to their simplicity (Laurent et al. 2006; Mancia et al. 2007; Ecobici and Stoicescu 2017). More sophisticated measures based on the arterial wall composition and its constituents could give new insight in the development of cardiovascular pathologies and facilitate disease diagnostization. Such measures could be the parameters of an arterial constitutive model. In order to identify the parameters for a specific constitutive model, controlled in vitro experiments are classically performed. Clinically measurable data is, however, generally limited to time-resolved measurement of blood pressure and radial deformation. Information about loading in the axial direction, i.e. the in situ prestretch and the axial reaction force, the stress-free reference configuration, degree of smooth muscle activity and perivascular pressure are not available. Nevertheless, several research groups have proposed methods using the limited amount of in vivo data to identify the parameters of an arterial constitutive model (Schulze-Bauer and Holzapfel 2003; Masson et al. 2008; Stålhand 2009; Smoljkić et al. 2015; Wittek et al. 2016). Using these methods it is of great importance to consistently identify the correct constitutive parameters for a population with varying mechanical properties. Although all parameter
identification methods (PI) above demonstrated their capability of determining reasonable mechanical properties for a few or, in case of the method proposed in Stålhand (2009) for several in vivo pressure-radius data sets (Åstrand et al. 2011), they lack a proper validation. To address this shortcoming, Smoljkić et al. (2015) proposed a procedure based on mock experiments of arterial tissue in the form of finite element (FE) models with pre-defined (material) parameters. This controllable experimental environment allows exact knowledge of the material properties of the tissue, the boundary conditions and arterial characteristics that are accounted for. With these in silico arteries in vivo-like pressure-radius data are generated and used in the PI to identify the (material) parameters of the in silico arteries. By comparing identified and pre-defined parameters, it is possible to quantitatively assess the PI. This procedure can be used to both numerically verify and to validate a PI. In the verification, the in vivo-like pressure-radius data is generated from an in silico artery that respects the approximations and assumptions of the mechanical model in the PI. The objective of the verification is to show that the PI correctly identifies the pre-defined (material) parameters when the in silico artery is consistent with the inherent mechanical model. In the validation, it is investigated how the PI performs when the pressure-radius data is obtained from in vivo-like arteries. To this end, the in silico arteries for the validation take in vitro observed arterial characteristics into account that the mechanical model in the PI neglect.

To the best of the authors’ knowledge, only the PI proposed in Wittek et al. (2016) has been verified and the PI introduced in Smoljkić et al. (2015) has been validated; however, only using one in silico AA in each case. In this study 22 in silico arteries are used to verify and subsequently validate an improved version of the in vivo PI proposed in Stålhand (2009). The created in silico arteries are based on reported parameters for the human AA.

The paper is structured as follows. First, a general continuum model for arteries, consisting of kinematic relations, constitutive equations, equilibrium and boundary conditions, is introduced. This is the basis for a specialized mechanical model for the in vivo PI. Thereafter, it is described how in silico pressure-radius data is generated to on the one hand verify and on the other hand validate the PI. The PI itself and the performed improvements are explained in the following section. Next, the results of the verification and the validation are presented followed by a discussion and a conclusion.

2. Mechanical models for arteries

Here we formulate the basic kinematics, constitutive behavior, equilibrium and boundary conditions used to describe an artery from a mechanical point of view. This information is then used to develop a specialized mechanical model for the in vivo PI.

2.1. General continuum model

2.1.1. Kinematics

The artery is modeled as a torsion-free and thick-walled cylinder. Its stress free state is taken to be the geometry obtained after a radial cut (Vaishnav and Vossoughi 1983; Fung 1983; Holzapfel et al. 2007; Labrosse et al. 2013). Although a single cut does not entirely release the residual stress (Vossoughi et al. 1993; Greenwald et al. 1997; Holzapfel et al. 2007), the open segment has been reported to be nearly stress free (Fung and Liu 1989; Han and Fung 1996). Hence, the opening-angle method proposed by Chuong and Fung (1986) is an easy and convenient way to describe the residual stress field of an artery (Holzapfel et al. 2000; Balzani et al. 2007; Masson et al. 2008; Famaey et al. 2012; Labrosse et al. 2013; Smoljkić et al. 2015).
Following Chuong and Fung (1986), three configurations are defined, see Figure 1. The cut-open segment is assumed to be part of a stress-free and rotationally symmetric domain \( \mathcal{B}_0 \) which is taken to be the reference configuration. The unloaded configuration \( \mathcal{B}^* \) is obtained by closing the cut-open segment to form a perfect cylinder. In this state, only residual stresses due to the closing are present. The unloaded configuration be the reference configuration. The unloaded configuration and the deformed configuration are defined, see Figure 1. The cut-open segment is assumed to take place between \( B_r \) and \( B_o \). Cylindrical base vectors \( E_o, E_{\phi}, E_\xi \) are introduced for the reference configuration and \( e_i, e_0, e_\xi \) for both the unloaded and the deformed configuration. The base vectors are associated with the radial, circumferential and axial direction, respectively. This allows us to write (Humphrey 2002):

\[
F_r = \frac{\partial r}{\partial \rho} E_\rho \otimes e_r + \frac{\pi}{\pi - \Phi_0 \rho} E_\phi \otimes e_\phi + \frac{L}{\zeta} E_\xi \otimes e_\xi,
\]

\[
F_r = \frac{\partial r}{\partial \rho} e_r \otimes e_r + r e_\phi \otimes e_\phi + \frac{L}{\zeta} e_\xi \otimes e_\xi,
\]

\[
F = \frac{\partial r}{\partial \rho} E_\rho \otimes e_r + \frac{\pi}{\pi - \Phi_0 \rho} E_\phi \otimes e_\phi + \frac{L}{\zeta} E_\xi \otimes e_\xi,
\]

where \( \zeta, L \) and \( l \) denote the length of the arterial segment in the referential, unloaded and deformed configuration, respectively, and \( \rho_i \leq \rho \leq \rho_o, R_i \leq R \leq R_o \) and \( r_i \leq r \leq r_o \) are the corresponding radii, see Figure 1. The indices \( i \) and \( o \) signify the inner and outer radius, respectively. If no axial deformation is assumed to take place between \( \mathcal{B}_0 \) and \( \mathcal{B}^* \) (Chuang and Fung 1986), then \( L = \zeta \) and the residual stress field is characterized by the opening angle \( \Phi_0(\Phi_0 \neq \pi) \), \( R \) and \( \rho \). To simplify the notation, we use that \( F \) in Eq. (4) is diagonal and introduce the principal stretches

\[
\lambda_r = \frac{\partial r}{\partial \rho}, \quad \lambda_\phi = \frac{r}{\pi - \Phi_0 \rho}, \quad \lambda_\xi = \frac{l}{\zeta}.
\]

Assuming incompressibility (Lawton 1954; Dobrin and Rovick 1969), the three principal stretches must satisfy

\[
\lambda_r \lambda_\phi \lambda_\xi = 1.
\]

### 2.1.2. Constitutive model

In this study we make use of the Holzapfel-Gasser-Ogden (HGO) strain-energy density function (Holzapfel et al. 2000). It assumes the strain energy \( \Psi \) to be additively decomposed into an isotropic part \( \Psi_{\text{iso}} \) and an anisotropic part \( \Psi_{\text{aniso}} \). The isotropic part is associated with non-collagenous matrix material such as elastin and is expressed in terms of the classical neo-Hookean model

\[
\Psi_{\text{iso}} = c(I_1 - 3),
\]

where \( c > 0, I_1 = tr \mathbf{C} \) and \( \mathbf{C} = \mathbf{F}^T \mathbf{F} \). The anisotropic part is associated with the embedded collagen fibers and is given by

\[
\Psi_{\text{aniso}} = \frac{k_1}{2k_2} \left( e^{k_2(l_r - 1)^2} + e^{k_2(l_\phi - 1)^2} - 2 \right),
\]

where,

\[
I_4 = \mathbf{M} \cdot \mathbf{CM}, \quad I_6 = \mathbf{N} \cdot \mathbf{CN},
\]

and \( k_1, k_2 > 0 \). All embedded collagen fibers are assumed to belong to one of two mechanically equivalent families oriented along the referential unit vectors \( \mathbf{M} \) and \( \mathbf{N} \). The two fiber families are assumed to be symmetrically arranged around the circumferential direction with the pitch angle \( \pm \beta \) in the reference configuration, see Figure 1. This implies

\[
\mathbf{M} = \cos \beta E_\phi + \sin \beta E_\xi, \quad \mathbf{N} = \cos \beta E_\phi - \sin \beta E_\xi.
\]

Given Eqs. (4), (5), (9) and (10), it holds that

\[
I_4 = I_6 = \lambda_\phi^2 \cos^2 \beta + \lambda_\xi^2 \sin^2 \beta
\]

The collagen fibers are assumed to only support tensile loads and buckle in compression (Holzapfel et al. 2000). The anisotropic contribution \( \Psi_{\text{aniso}} \) is therefore omitted if \( I_4, I_6 < 1 \), i.e.

\[
\Psi = \begin{cases} 
\Psi_{\text{iso}} + \Psi_{\text{aniso}} & \text{if } I_4, I_6 \geq 1 \\
\Psi_{\text{iso}} & \text{otherwise.}
\end{cases}
\]

Given the introduced strain-energy density function \( \Psi \), the constitutive equation in terms of the Cauchy stress tensor \( \sigma \) reads (Humphrey 2002)

\[
\sigma = -p I + 2 F \frac{\partial \Psi}{\partial C} F^T,
\]

where \( p \) is a Lagrange multiplier arising from the incompressibility constraint in Eq. (6) and \( I \) denotes the second-order identity tensor.

### 2.1.3. Equilibrium and boundary conditions

Assuming a quasi-static case, equilibrium in terms of the symmetric Cauchy stress tensor reads (Humphrey 2002)

\[
\text{div} \sigma = 0.
\]
Eqs. (4) and (7) to (13) give a shear-free stress field and the only non-trivial component of Eq. (14) is (Holzapfel et al. 2000)
\[
\frac{d\sigma_{rr}}{dr} + \frac{1}{r} (\sigma_{rr} - \sigma_{00}) = 0.
\] (15)

This is to be solved together with the boundary conditions (BC)
\[
\sigma_{rr} = \begin{cases} -P & \text{on } r = r_i \\ 0 & \text{on } r = r_0, \end{cases}
\] (16)

which corresponds to an artery exposed to a lumen pressure \( P \) with zero traction on the outside. Furthermore, the artery is stretched and fixed at a length \( l \) in situ, resulting in an axial reaction force \( F_{\text{red}} \)
\[
F_{\text{red}} = 2\pi \int_{r_0}^{r_i} \sigma_{zz} r dr - P \pi r_i^2.
\] (17)

This force is referred to as the reduced axial force (Holzapfel et al. 2000).

### 2.2. Specialized mechanical model for the in vivo parameter identification

The PI presented herein is taken from Stålhand (2009) and only the key equations are listed. For a thorough description the reader is referred to the original paper.

In the PI, an artery is treated as a homogeneous, incompressible, residual-stress free, thin-walled cylinder of inner radius \( R_i \), wall thickness \( H \) and an arbitrary length \( L \). This corresponds to using \( \beta^* \) in Figure 1 as the stress-free reference configuration. When the artery is subjected to an intraluminal pressure \( P \) and a constant reduced axial force \( F_{\text{red}} \), the mid-wall circumferential and axial stress are calculated by enforcing global equilibrium. This gives
\[
\sigma_{00}^{1P} = \left( \frac{r_i}{H} + \frac{1}{2} \right) P,
\] (18a)
\[
\sigma_{zz}^{1P} = \frac{\pi r_i^2 P + F_{\text{red}}}{\pi H(2r_i + H)}.
\] (18b)

Note that information about the wall thickness for one arbitrary pressure is sufficient, since the deformed cross sectional area \( A = 2\pi r_i H + \pi H^2 \) is constant for the present kinematic relationship. Hence, \( H \) can be computed for every \( r_i \) if \( A \) is known.

The constant reduced axial force \( F_{\text{red}} \) cannot be measured in vivo but is estimated by assuming that the ratio \( \gamma \) between the axial and circumferential stress is known at the mean arterial pressure (MAP) \( \bar{P} \) (Schulze-Bauer and Holzapfel 2003). This gives
\[
\frac{F_{\text{red}}}{P_{\text{red}}} = \frac{\sqrt[4]{2} (2r_i + \bar{h})^2 - r_i^2}{2},
\] (19)

where \( r_i \) and \( \bar{h} \) are the inner radius and the wall thickness associated with \( \bar{P} \), respectively. Following Schulze-Bauer and Holzapfel (2003) the stress ratio is taken to be \( \gamma = 0.59 \) at \( \bar{P} = 13.3 \) kPa.

Furthermore, the arterial wall stress is also calculated with the HGO constitutive model introduced in Section 2.1.2. The associated stresses \( \sigma_{\text{mod}} \) are computed using Eqs. (7) to (13) and deformation gradient \( F \). Since \( \beta^* \) is taken to be the stress-free reference configuration, the deformation gradient reduces to \( F = F_c \). In addition, because of the thin-walled assumption, the stretches are no longer functions of the radial position. By defining the circumferential stretch in the mid-wall according to
\[
\lambda_{0,m} = \frac{2r_i + h}{R_i + \sqrt{R_i^2 + \lambda_c h(2r_i + h)}},
\] (20)

and applying the incompressibility condition in Eq. (6), the deformation gradient becomes
\[
F_{\text{tw}} = (\lambda_{0,m} \lambda_z)^{-1} e_r \otimes e_r + \lambda_{0,m} e_0 \otimes e_0 + \lambda_c e_z \otimes e_z,
\] (21)

where the index \( \text{tw} \) denotes thin-walled. Another implication of the thin-walled assumption is that the arterial radial stress is negligible. By setting \( \sigma_{rr}^{\text{mod}} = 0 \), the Lagrange multiplier \( p \) can be computed from the radial component in Eq. (13). Back-substitution of the result for \( p \) into Eq. (13) and using Eq. (21) give the constitutively determined circumferential and axial stresses,
\[
\sigma_{00}^{\text{mod}} = 2c \left[ \lambda_{0,m} \lambda_z - (\lambda_{0,m} \lambda_z)^2 \right] + 4k_1 (I_4 - 1) e_k \left[ (I_4 - 1)^2 \lambda_{0,m}^2 \cos \beta \right],
\] (22a)
\[
\sigma_{zz}^{\text{mod}} = 2c \left[ \lambda_z^2 - (\lambda_{0,m} \lambda_c)^2 \right] + 4k_1 (I_4 - 1) e_k \left[ (I_4 - 1)^2 \lambda_z^2 \sin \beta \right].
\] (22b)

Given a pressure-radius data set and a set of model parameters \( (R_i, \lambda_z, c, k_1, k_2, \beta) \) the equilibrium stresses in Eq. (18) and the constitutive stresses in Eq. (22) can be computed.

### 3. Generation of in silico pressure-radius data

#### 3.1. Parameter sets for in silico generated data

For the generation of data sets, in silico arteries are created using structural and material parameters from the literature. More than one set of structural and HGO material parameters in a publication is rarely found. An exception is the study by Horný et al.
Table 1. Parameter sets representing the created \textit{in silico} arteries. The regular LH-sets, numbered 1–8, and the C-sets, numbered 9–17, are taken from Labrosse et al. (2013) and Horný et al. (2014). The set numbers within brackets refer to the naming convention in Horný et al. (2014). The sets numbered 18–22 are the artificial A-sets. Note that the reduced axial force $F_{\text{red}}$ is stated as its mean value of the corresponding thick-walled FE model.

| Set | $R_c$ [mm] | $H$ [mm] | $\Phi_0$ [deg] | $c$ [kPa] | $k_1$ [kPa] | $k_2$ [-] | $\beta$ [deg] | $\lambda_x$ [-] | $\lambda_y$ [-] | $\lambda_z$ [-] | $F_{\text{red}}$ [N] | $\text{Agreement}$ |
|-----|-----------|---------|------------|-------|-----------|--------|---------|-------------|-------------|-------------|-------------|---------------|---------|
| LH-sets |
| 1 (F49) | 5.9 | 1.5 | 252.0 | 2.31 | 20.06 | 4.11 | 39.95 | 1.1699 | 0.57 | 0.63 | 0.08 |
| 2 (F63) | 5.4 | 0.96 | 96.0 | 13.59 | 41.78 | 3.29 | 39.86 | 1.1594 | 0.74 | 0.97 | 0.03 |
| 3 (M38) | 5.3 | 1.22 | 117.0 | 12.20 | 19.28 | 3.22 | 41.60 | 1.1576 | 0.88 | 0.52 | 0.06 |
| 4 (M60) | 6.3 | 1.69 | 156.0 | 5.91 | 17.57 | 3.18 | 43.16 | 1.1217 | 0.97 | 0.32 | 0.04 |
| 5 (M61b) | 7.3 | 1.62 | 335.0 | 6.98 | 11.37 | 8.05 | 41.95 | 1.1385 | 1.17 | 0.72 | 0.04 |
| 6 (M66) | 7.2 | 1.78 | 253.0 | 17.78 | 25.72 | 7.65 | 38.85 | 1.1039 | 1.49 | 0.90 | 0.07 |
| 7 (M70a) | 7.1 | 1.23 | 208.0 | 2.78 | 67.45 | 7.02 | 35.49 | 1.1908 | 0.60 | 0.95 | 0.03 |
| 8 (M70b) | 7.4 | 1.64 | 201.0 | 12.18 | 17.31 | 22.86 | 39.69 | 1.0582 | 0.52 | 0.53 | 0.05 |
| C-sets |
| 9 (F50) | 6.7 | 1.14 | 323.0 | 0.68 | 49.54 | 7.44 | 36.67 | 1.1791 | 0.41 | 0.4 | 4.27 |
| 10 (F65) | 6.2 | 1.21 | 248.0 | 0.05 | 9.06 | 5.87 | 39.96 | 1.1382 | 0.36 | 0.76 | 0.07 |
| 11 (M42) | 6.5 | 1.56 | 125.0 | 0.22 | 21.88 | 0.62 | 38.34 | 1.1422 | 1.52 | 0.93 | 0.09 |
| 12 (M57) | 7.5 | 1.28 | 322.0 | 0.05 | 43.7 | 4.87 | 41.11 | 1.2080 | 0.55 | 0.61 | 0.06 |
| 13 (M61a) | 7.7 | 1.22 | 270.0 | 0.05 | 49.45 | 26.74 | 37.55 | 1.0836 | 0.25 | 0.73 | 0.04 |
| 14 (M67a) | 8.0 | 1.58 | 118.0 | 0.05 | 41.95 | 22.00 | 38.18 | 1.0666 | 0.34 | 0.15 | 0.04 |
| 15 (M67b) | 7.9 | 1.26 | 174.0 | 0.05 | 61.02 | 7.02 | 35.49 | 1.1984 | 0.36 | 0.49 | 0.04 |
| 16 (M71) | 10.0 | 1.72 | 118.0 | 0.05 | 94.49 | 9.26 | 37.65 | 1.0964 | 0.84 | 0.70 | 0.03 |
| 17 (M77) | 7.0 | 1.50 | 135.0 | 0.05 | 26.65 | 39.30 | 38.32 | 1.0500 | 0.19 | 0.45 | 0.03 |
| A-sets |
| 18 | 10.1 | 2.8 | 46.19 | 32.68 | 7.44 | 47.90 | 40.02 | 1.0210 | 0.65 | 0.34 | 0.10 |
| 19 | 14.9 | 2.8 | 52.23 | 67.39 | 22.53 | 11.79 | 47.47 | 1.0489 | 5.95 | 1.0 | 0.03 |
| 20 | 5.3 | 1.41 | 20.98 | 75.91 | 71.16 | 37.06 | 38.18 | 1.0422 | 1.03 | 0.96 | 0.01 |
| 21 | 3.9 | 0.68 | 28.81 | 90.87 | 64.35 | 38.12 | 39.34 | 1.0281 | 0.29 | 0.99 | 0.00 |
| 22 | 12.3 | 3.54 | 81.75 | 28.89 | 21.33 | 3.29 | 53.24 | 1.0372 | 3.18 | 0.98 | 0.12 |

Figure 2. Circumferential stretch for the pressures 9.3, 13.3 and 16 kPa for parameter set 18 from Table 1.

The opening angles $\Phi_0$ reported in Labrosse et al. (2013) will not, in general, lead to a uniform transmural circumferential strain distribution at MAP (Takamizawa and Hayashi 1987) for the chosen single layer arterial model. To also include \textit{in silico} AAs respecting a uniform transmural strain distribution and to enlarge the parameter range, five additional parameter sets are created. These five sets respect the uniform strain hypothesis at $P = 13.3$ kPa. Figure 2 shows exemplarily the circumferential stretch for three characteristic pressures for a thick-walled FE representation of set 18, cf. Section 3.3.

The parameter sets are summarized in Table 1. Those taken from Labrosse et al. (2013) and Horný et al. (2014) are numbered from 1-8 (LH-sets) and from 9-17 (C-sets). The naming convention introduced in Horný et al. (2014) is given in parenthesis to facilitate comparison. The five additional sets are numbered from 18-22 and will be referred to as A-sets (artificial).

3.2. Verification pressure-radius data from thin-walled FE simulation

The verification pressure-radius data sets are created to study if the PI is able to identify the correct parameters when the \textit{in silico} arteries are consistent with the approximations and assumptions of the mechanical model in Section 2.2. For this reason the
verification pressure-radius data sets are generated with thin-walled FE models that do not account for residual stress. Furthermore, the verification data sets also include the time-resolved reduced axial force necessary to keep the *in silico* AAs at a fixed length.

For each of the 22 parameter sets introduced in Section 3.1, a thin-walled FE model is created using the structural and material parameters summarized in Table 1. The stated opening angles are not used, since residual stress is neglected. Each model is created as a cylinder with mean radius $R_m = r_i + 0.5H$ and an arbitrary length $L$ set to 1 mm. This corresponds to using $\Theta^*$ in Figure 1 as the stress-free reference configuration. Symmetry in the geometry and for the loading is utilized and therefore only one quarter of the AA is modeled. Four-noded shell elements with a reduced integration scheme (S4R) are selected for the mesh which consists of 100 elements in circumferential direction and 10 elements in the axial direction, see Figure 3a. A thickness $H$ is applied to all elements and a Gauss quadrature with five integration points through the thickness is used.

The simulation is performed with the FE solver Abaqus (Standard version 6.12-3) and involves axial prestretching of the *in silico* AA followed by pressurization. The employed axial prestretch is stated for each parameter set in Table 1 and its calculation will be explained in Section 3.3. Lumen pressures ranging from 9.3 kPa (70 mmHg) in diastole to 16 kPa (120 mmHg) in systole are chosen for the cardiac cycle (Smoljkić et al. 2015). The values are within the normotensive range (Sonesson et al. 1994).

The cardiac cycle is uniformly divided into $n = 101$ pressure levels. For each level the applied pressure $P$, the inner radius $r_i$, the wall thickness $h$ and the reduced axial force $F_{red}$ are extracted from the quasi-static FE simulation to serve as a verification pressure-radius data set.

### 3.3. Validation pressure-radius data from thick-walled FE simulation

The validation pressure-radius data sets are created with *in silico* arteries capturing experimentally observed AA characteristics. For this reason the validation pressure-radius data sets are generated with thick-walled FE models that account for residual stress.

For each of the 22 parameter sets introduced in Section 3.1, a thick-walled FE model is created using the structural and material parameters summarized in Table 1. Each model is created as a cylindrical sector with an opening angle $\Phi_0$, inner radius $r_i$, outer radius $r_o$ and an arbitrary length $\zeta$ set to 1 mm. This corresponds to using $\Theta^0$, cf. Figure 1, as the stress-free reference configuration. Symmetry in the geometry and for the loading is utilized and therefore only one half of the AA is modeled. Eight-noded brick elements based on a mixed formulation (C3D8H) are selected for the mesh which consists of 200 elements in circumferential direction and 10 elements in both the radial and the axial direction, see Figure 3b.

The simulation is divided into two stages: closing and loading. In the closing stage, the cut-open circular sector is closed to form a tube, see algorithm in Appendix A. In the loading stage, the *in silico* AA is prestretched and afterwards pressurized in the range of 9.3 kPa to 16 kPa representing the cardiac cycle, cf. Section 3.2. The magnitude of the employed axial prestretch is chosen such that for the respective *in silico* AA the reduced axial force $F_{red}$ is approximately constant throughout the cardiac cycle (Van Loon et al. 1977; Weizsäcker et al. 1983; Schulze-Bauer et al. 2003). The *in situ* axial prestretch $\lambda_z$ is determined in an iterative process in which the prestretch is altered...
until the above condition is fulfilled. Figure 4 shows the result of this process for set 18, and for all parameter sets the determined in situ axial prestretch \( \lambda_z \) and mean reduced axial force \( \tilde{F}_{\text{red}} \) are stated in Table 1. Once the in situ axial prestretch is determined, the pressure-radius curve is ocularly inspected to make sure it shows the exponential shape typically observed for arteries (Roach and Burton 1957).

The stage corresponding to the cardiac cycle of the simulation is uniformly divided into \( n = 101 \) pressure levels. For each level the applied pressure \( P \), the inner radius \( r_1 \) and the wall thickness \( h \) are extracted from the quasi-static FE simulation to serve as a validation pressure-radius data set.

### 4. Parameter identification method

The idea behind the PI is to calculate two sets of stresses for a given pressure-radius data set and determine the model parameters by a non-linear least squares fitting of the stresses (Schulze-Bauer and Holzapfel 2003). The first set is the equilibrium stresses computed using the Laplace laws in Eq. (18), while the second set is the constitutively determined stresses in Eq. (22).

#### 4.1. Error function

The error function \( \varepsilon \) is defined as a weighted sum between the squared errors of the two sets of stresses, i.e.

\[
\varepsilon(\kappa) = \sum_{j=1}^{n} \left\{ w \left[ \sigma_{\text{mod}}(\kappa; r_{ij}) - \sigma_{\text{eq}}(r_{ij}; P_j) \right]^2 + \left( 1 - w \right) \left[ \sigma_{\text{mod}}^{\text{zz}}(\kappa; r_{ij}) - \sigma_{\text{eq}}^{\text{zz}}(r_{ij}; P_j) \right]^2 \right\},
\]

where \( \kappa = (R_1, \lambda_z, c, k_1, k_2, \beta) \) is the parameter vector, the index \( j \) denotes a data point, \( n \) is the total number of data points and \( w \in [0, 1] \) is a weighting factor. The weighing factor is set to \( w = 0.99 \) in order to let the error function be dominated by the circumferential part, see Discussion. The PI problem reads:

\[
\begin{aligned}
\text{min} & \quad \varepsilon(\kappa) \\
\text{subject to:} & \quad \kappa_{\text{min}} \leq \kappa \leq \kappa_{\text{max}},
\end{aligned}
\]

where \( \kappa_{\text{min}} \) and \( \kappa_{\text{max}} \) denote the lower and upper bounds on \( \kappa \), respectively. The minimization fitting ranges, see Table 2, are based on experimental observations and chosen such that they do not become active during the minimization. For parameter \( \lambda_z \) the lower limit is set to 1.0 to avoid buckling.

#### 4.2. Implementation

The PI problem in (P) is well-posed, but non-linear and non-convex. Such problems typically possess local solutions that are not global solutions (Nocedal and Wright 1999). To circumvent this issue, we use a local search method with multiple starting points. The local solution that has the lowest error function value is assumed to be the global optimum.

The PI problem is solved in MATLAB R2015a (The MathWorks Inc., Natick, MA, USA) using the function \( \text{fmincon} \) with the interior-point optimization algorithm. For numerical efficiency the parameters \( c, k_1, k_2 \) and \( \beta \) are replaced by scaled counterparts to make the minimization more balanced (Nocedal and Wright 1999),

\[
c = e^{\tilde{c}}, \quad k_1 = e^{\tilde{k}_1}, \quad k_2 = e^{\tilde{k}_2}, \quad \beta = \arcsin \tilde{\beta},
\]

where the superscribed tilde indicates a scaled parameter. The analytical gradient and Hessian of the error function in Eq. (23) are computed using \text{MAPLE 2015.1} (Maplesoft, Waterloo, Ontario) and provided to \text{fmincon} to facilitate the minimization. An optimization run is deemed successful if the absolute change of each member of \( \kappa \) between consecutive iterations is less than \( 10^{-10} \) and if the absolute change of the error function \( \varepsilon \) is less than \( 10^{-6} \).

The starting points are generated by defining a MultiStart class in MATLAB. Initially 100 starting points are distributed over the entire parameter space using Latin Hypercube Sampling (Myers et al. 2009). Starting points predicting unrealistic model stresses are dropped and the procedure is repeated with a progressively increasing number of starting points, until at least 100 starting points predict stress values in the interval \( 0.0 \text{ kPa} < \sigma_{\text{mod}}^{\text{zz}} < 10^5 \text{ kPa} \). These limits are based on reported stress values for human arteries (Gasser et al. 2002; Labrosse et al. 2013; Holzapfel and Ogden 2015).

### Table 2. Fitting ranges of the structural and material parameters of the AA.

| Parameter | \( R_1 \) [mm] | \( \lambda_z \) [-] | \( c \) [kPa] | \( k_1 \) [kPa] | \( k_2 \) [-] | \( \beta \) [deg] |
|-----------|----------------|--------------------|---------------|---------------|---------------|----------------|
| \( \kappa_{\text{min}} \) | 0.1 | 1 | \( 1 \times 10^{-7} \) | \( 1 \times 10^{-7} \) | \( 1 \times 10^{-4} \) | 0 |
| \( \kappa_{\text{max}} \) | 25 | 10 | \( 3 \times 10^3 \) | \( 6 \times 10^4 \) | \( 4 \times 10^6 \) | 90 |
5. Results

The results section is divided into two parts. First the PI is verified using the verification data sets (Section 3.2). Then the PI is validated using the validation data sets generated with in vivo-like AAs (Section 3.3).

In what follows, identified parameters are indicated by the superscript Id while the exact (pre-defined) values used in the corresponding FE simulations are indicated by the superscript FE. Data points corresponding to the LH-sets are displayed using a red asterisk, the A-sets are represented by red diamonds and for the C-sets blue squares are chosen. The results show that the difference between the identified and pre-defined parameters is much larger for the C-sets, see Tables 3 and 4. The figures are, therefore, adjusted to display the results of the LH- and A-sets. Mean differences and 95% limits of agreement are displayed only for the LH-sets and A-sets.

5.1. Verification

The PI is verified using the 22 data sets described in Section 3.2. Since the correct reduced axial force $F_{\text{red}}$ is included in these data sets, it is used in the PI. This means that $F_{\text{red}}$ in Eq. (18b) is replaced by $F_{\text{red}}$ for the verification. On average 62% of the starting points converge to the (assumed) global optimum for the LH- and A-sets. For the C-sets significantly fewer starting points converge, on average 6%. For sets 10 and 12 the error function is unaffected by changes in parameter $c$ and the Hessian lost its rank at the solution, thus suggesting a non-unique solution.

To assess the agreement between identified and pre-defined parameters, a Bland-Altman plot (Bland and Altman 1999) is created for each parameter in which the differences between the identified and the FE values are plotted against the FE values, see Figure 5. In addition, the mean differences and 95% limits of agreement are summarized in Table 3. In case of the LH- and the A-sets the differences are very small, both indicated by a low mean difference and narrow 95% limits of agreement for each parameter. Furthermore, no systematic error, which would
be expressed by a correlation between the differences and the FE values, is evident. For the C-sets larger differences occur, indicated by the non-displayed data points in Figure 5 and the calculated mean differences and 95% limits of agreement in Table 3.

5.2. Validation

After verifying the PI, it is validated using the validation pressure-radius data generated with in vivo-like AAs, cf. Section 3.3. The average time for identifying the model parameters for one pressure-radius data set is 39 min on a quad core 2.3 GHz CPU. On average 59% of the starting points converge to the (assumed) global optimum for the LH-sets and the A-sets. For the C-sets, significantly fewer starting points, on average 5%, converge to the same solution. For sets 12, 13 and 14 the error function is unaffected by changes in parameter $c$ and the Hessian lost its rank at the solution. For set 11 an axial prestretch of $\lambda_z = 1.0$ is identified, i.e. the lower boundary for this parameter is reached.

Bland-Altman plots are created for each parameter, see Figure 6. For parameter $k_2$ the differences between identified and pre-defined values increase as the pre-defined values increase. To compensate for this systematic error, the ratios of identified and pre-defined values are plotted against the FE values instead (Eksborg 1981; Bland and Altman 1999).

For the LH- and the A-sets, the agreement for parameters $R_i$ and $c$ is high, indicated by a low mean difference and narrow 95% limits of agreement, see Table 4. Parameter $k_1$ exhibits a vanishingly small mean difference, but the limits of agreement are wide compared to $k_1^{FE}$. Similar to $k_1$, parameter $k_2$ shows a small mean difference, expressed by a mean ratio of 0.98, but identified values are estimated to be between 21% too large.
and 25% too small. The angle \( \beta \) is underestimated by almost \( 4^\circ \) on average and the 95% limits of agreement are \(-9.97^\circ \) and \( 2.37^\circ \), respectively. The largest percentage discrepancies are seen for \( \lambda_z \).

For every parameter of the C-sets the mean difference is larger and the 95% limits of agreement are wider compared to the LH- and A-sets. This is especially true for parameters \( \lambda_z \) and \( \beta \). For sets 10 and 12-17 axial prestretches of \( \lambda_z > 4.0 \) and angles of \( \beta < 10^\circ \) are identified. For sets 9 and 11, the remaining two members of the C-sets, axial prestretches of 1.6 and 1.0 and somewhat reasonable values for \( \beta \) are identified.

### 6. Discussion

In this study, a numerical technique is used to both verify and validate an in vivo PI. The same limitations as discussed in Smoljkić et al. (2015), who proposed the chosen validation procedure, apply. This numerical investigation is not a replacement for an experimental validation, in which the identified parameters would be compared to the results of e.g. in vitro inflation-extension tests. The choice to use a numerical technique allows a straightforward comparison of identified and pre-defined (material) parameters and avoids typical experimental complications. Following this numerical validation an experimental validation is to be conducted.

#### 6.1. Generation of in silico data

The in silico arteries used for validation are created with emphasis on capturing the arterial response observed in in vitro experiments. The thick-walled FE model takes the thick-walled nature of arteries into account together with its composition of an isotropic matrix with embedded collagen fibers (Holzapfel et al. 2000). Residual stress is introduced using the opening angle method (Chuong and Fung 1986). For the A-sets, the opening angle is chosen to respect the uniform strain hypothesis at MAP (Takamizawa and Hayashi 1987). Furthermore, the applied axial pre-stretch is chosen such that the reduced axial force is approximately constant throughout the cardiac cycle (Van Loon et al. 1977; Weizsäcker et al. 1983; Schulze-Bauer et al. 2003). To limit the scope of the present study and to enable a straightforward comparison with the in vivo PI, certain characteristics of an artery are excluded. The utilized FE models are based on a perfectly cylindrical, homogeneous arterial wall. In reality, the tissue is substantially more complex. The assumption of a perfectly shaped cylinder is chosen for simplicity and no adequate data has been found in the literature to account for possible eccentricity of an AA during the cardiac cycle. The effect of non-uniform wall thickness (Li et al. 2004; Holzapfel et al. 2007; Sokolis et al. 2017) on the PI is unknown. This limitation is believed to be of minor importance, however. In Ferraro et al. (2018) it is shown that the deformation fields of a uniform and a non-uniform thickness FE model are very similar in bifurcation free regions. The arterial wall also consists of two to three distinct layers with different mechanical properties (Holzapfel et al. 2007; Rhodin 2014). Multi-layered structures are dropped to allow for a straightforward comparison of identified and predefined parameters. The parameter sets in Table 1 are, therefore, thought of representing the global response of the individual layers.

In addition, an artery is not solely subjected to luminal pressure in vivo but constrained in its radial deformation by surrounding tissue, organs and bones (Boutouyrie et al. 1997). Hence, the assumption of zero traction on the outside of the artery in Section 2.1.3 does not hold. The surrounding of an artery could be modeled (Kim et al. 2013), but typically an axisymmetric pressure is applied to the outside of the arterial wall to account for the perivascular state (Singh and Devi 1990; Humphrey and Na 2002; Masson et al. 2008; Wittek et al. 2016). No information about the perivascular state is reported in Labrosse et al. (2013). Singh and Devi (1990) investigated the influence of perivascular pressure and it appears to be very small. The outer boundary of an artery is therefore chosen to be traction free.

Another limitation is the negligence of the active contribution of smooth muscle cells. They have a profound effect on small arteries (Cox 1978), but are of minor importance for the aorta (Sonesson et al. 1997; Dobrin 2011) and it is therefore a reasonable assumption to neglect smooth muscle activity in case of the AA.

To the best of the authors’ knowledge, only the study by Horný et al. (2014) reports both geometrical and HGO material parameters suitable for this validation. The stated values for parameter \( c \) are very low for the C-sets. As a consequence the isotropic material stores less than 2% of the total strain energy in the vessel wall for these in silico AAs. This is not the expected behavior of healthy arteries (Roach and Burton 1957). Such low \( c \) parameters have only been reported for the elderly and for abdominal aortic aneurysms (Ferruzzi et al. 2011). Although Labrosse
et al. (2013) excluded pathological aortic samples from their study, these AAs may have experienced age or pathology related micro-structural changes not observable through ocular inspection.

The in situ axial prestretches of the AAs are not stated by Labrosse et al. (2013) and needed to be determined. The calculated values for the LH- and the C-sets agree with experimental measurements except for set 11 (Langewouters et al. 1984; Horný et al. 2011). The determined in situ axial prestretch \( \lambda_s \approx 1.43 \) for this set is very high compared to previously reported values for this age group (Langewouters et al. 1984; Schulze-Bauer et al. 2003; Horný et al. 2011). Nevertheless, this parameter set is included to study the robustness of the method for extreme values. The determined in situ axial prestretches for the A-sets are physiological and coincide with values for the elderly (Horný et al. 2011). The high reduced axial forces for both sets 19 and 22 exceed what has been reported previously for human arteries (Schulze-Bauer et al. 2003) and other species (Takamizawa and Hayashi 1987; Weizsäcker and Kampp 1990). Again, these parameter sets are kept to study the robustness of the method for extreme values.

The decision to use the HGO model for generation of the in silico data is made to allow a direct comparison of the FE parameters and those identified by the PI. More sophisticated constitutive models based on the HGO model are available which offer similar parameters, although not directly comparable. In the study by Gasser et al. (2006), the HGO model is generalized to account for a distribution of the collagen fibers by introducing a parameter \( k \). In recent years this model has been utilized in many studies (Haskett et al. 2010; Weisbecker et al. 2012; Horný et al. 2014; Smoljkić et al. 2015; Wittek et al. 2016). Its common implementation for excluding compressed collagen fibers has been questioned, however (Holzapfel et al. 2015). Experimentally derived parameter sets based on the material model proposed in Gasser et al. (2006) are therefore not used herein. A recent material model proposed in Holzapfel and Ogden (2015) accounts for non-symmetric collagen fiber dispersion, but due to its novelty not sufficiently many parameter sets have been found in the literature.

6.2. Limitations of the in vivo parameter identification method

The artery is modeled as a thin-walled cylinder in the PI. Although this assumption is questionable from a physiological point of view, it helps to reduce the non-convexity of the minimization problem considerably compared to treating the artery as a thick-walled cylinder. Smoljkić et al. (2015) address this issue by introducing three assumptions related to the physiological behavior of arteries. Their first assumption is that the reduced axial force is approximately constant throughout the cardiac cycle. This has been observed experimentally (Van Loon et al. 1977; Weizsäcker et al. 1983; Schulze-Bauer et al. 2003) and also been successfully used before to improve a PI (Stålhand and Klarbring 2005). Their second condition attempts to equalize the strain-energy across the arterial wall in order to reduce the stress gradient. Smoljkić et al. (2015) do not introduce a residual stress field, however, and a uniform strain-energy or stress across the wall at non-zero pressure is impossible in that case (Rachev and Hayashi 1999). Hence, a solution to the minimization problem fulfilling the second condition proposed in Smoljkić et al. (2015) does not exist. The third condition stating that at diastolic pressure the matrix material and the collagen fibers store approximately the same amount of strain-energy has only been shown for the AA of rat (Smoljkić et al. 2015) and not been confirmed for human arteries. When evaluating the strain-energy stored in the collagen fibers at diastolic pressure for all generated in silico AAs, it varies between 50-91% of the total strain-energy for the LH-sets, between 12-25% for the A-sets and between 98-100% for the C-sets. Hence the statement that elastin and collagen store the same amount of strain-energy seems to be questionable for human AA based on this study.

The approach suggested in Smoljkić et al. (2015) imposes questionable assumptions to obtain a unique set of parameters when treating an artery as a thick-walled cylinder. As shown by the validation herein, treating the human AA as a thin-walled cylinder is sufficient to determine the referential radius and the mechanical properties of the collagen fibers and the non-collagenous material over a large range of values, at least, for the LH- and A-sets. For the C-sets, the proposed PI does not identify acceptable parameters. This is accompanied by a low percentage of converging starting points, rank degradation of the Hessian at the solution and/or parameters reaching the parameter boundary.

To get a better understanding of how the identified parameters represent the in silico AAs, the identified parameters are used to create thick-walled FE models. These models are constructed as described in Section 3.3 with the difference that residual stress is neglected.
Figure 7. Comparison of predicted (red dotted line) with validation pressure-radius data (black dashed line) for parameter sets 2, 15 and 18 from Table 1.

\( \phi_{0}^{id} = 0 \) and that the identified axial prestretch \( \lambda_{z}^{id} \) is applied. From the cardiac cycle the applied pressure \( P \) and the inner radius \( r_{i}^{d} \) are extracted and compared to the pressure-radius curve of the respective in silico AA (validation pressure-radius data set). To quantify the agreement between two pressure-radius curves, the coefficient of determination \( R^{2} \) and the root-mean-square error RMSE are calculated. The calculated coefficient of determination and root-mean-square error are stated in Table 1 for each set. The \( R^{2} \) values are notably lower for the C-sets and even negative in some cases indicating a complete inability to represent the data (Kvalseth 1985). In these cases, \( R^{2} \) is set to zero for easy interpretation. Figure 7 shows the pressure-radius response for the simulated in silico artery together with the predicted response using the identified parameters for three representative sets. The identified deformation behavior is in close agreement for the LH- and A-sets, which is also confirmed by the \( R^{2} \) and RMSE values in Table 1. In fact, there is almost no visual difference between predicted and validation pressure-radius data among the LH- and A-sets, compare sets 2 and 18 in Figure 7. For the C-sets with the exception of set 11 large discrepancies occur, however. In Figure 7 the pressure-radius curves are compared for Set 15, which after set 11 has the lowest RMSE value among the C-sets, and the discrepancy is notable.

In order to compensate for the lack of axial information in the in vivo measurable data of an artery, i.e. the axial prestretch and the reduced axial force, the assumption is made that the ratio between the axial and circumferential stress is known for the MAP pressure (Schulze-Bauer and Holzapfel 2003). As shown by Smoljkić et al. (2015), this ratio may differ from \( \gamma = 0.59 \) and using an incorrect value results in poor parameter estimates. When calculating the ratio \( \gamma \) for all generated in silico AAs it varies between 0.50-0.64 for the LH-sets between 0.45-0.71 for the A-sets and between 0.45-0.65 for the C-sets. The axial to circumferential stress ratio varies but the interval includes the used value. As a consequence the axial equilibrium stress in Eq. (18b) and therefore the axial model stress in Eq. (22b) are incorrectly estimated. The axial model stress is most sensitive to parameter \( \lambda_{z} \), which is in turn also incorrectly estimated. To address the selected incorrect ratio \( \gamma \) and subsequent erroneously determined reduced axial force a weighing factor \( w \) is introduced in the error function (23). This weighing factor is set so that the error function is dominated by the circumferential part. A small influence (1%) of the axial stress has a positive effect on the PI, however.

In this context we have attempted to, on the one hand, completely remove the axial component from the error function while, on the other hand, introduce the reduced axial force as an additional unknown parameter to the optimization problem. In both cases the Hessian loses its rank at the solution, suggesting a non-unique solution, and the identified parameters are poor.

An alternative approach is to remove the axial pre-stretch \( \lambda_{z} \) as a parameter to be identified but specify it instead. Horný et al. (2011) found a correlation between age and axial prestretch \( \lambda_{z} \) for the male AA. This approach is very appealing, but the PI aims to be applicable for both sexes, other arteries and other species as well. Hence, the more general approach based on an approximately constant reduced axial force throughout the cardiac cycle is used until such data is available for both sexes, other arteries and other species. Nevertheless, the data provided by Horný et al. (2011) for \( \lambda_{z} \) and other research groups for the remaining model parameters could be included in the PI by means of a Bayesian approach (Kennedy and O’Hagan 2001; Seyedsalehi et al. 2015).

Another limitation of the proposed PI is the choice of the constitutive model. As discussed, more recent material models, that incorporate e.g. fiber dispersion (Gasser et al. 2006; Holzapfel and Ogden 2015), are available to describe arterial tissue. However, already by introducing one further unknown parameter non-uniqueness becomes a problem in the PI. In addition, the HGO material model is developed for healthy tissue and does not account for smooth muscle activity. While smooth muscle activity is of minor importance in the aorta (Sonesson et al. 1997; Dobrin 2011), the influence of disease needs to be addressed in the future before the method can be used in e.g. a clinical environment.

With respect to the implementation of the PI, one aspect requires further attention. As stated in Section 4.2 the minimization problem in (P) is non-convex and such problems typically possess local solutions that
are not global solutions. In this study this aspect was addressed by using a local search method with multiple starting points. For all 22 in silico AAs several local solutions were found and the one with the lowest error function value was taken to be the global one. As indicated by the high amount of starting points converging to the same solution for both the LH- and the A-sets, it is reasonable to assume that the global solution has been identified. This was further corroborated by a test in which the amount of starting points was increased by a factor ten without changing the solution. For the C-sets only a few starting points ended up in the same solution with the lowest error function value. Additionally, for sets 12, 13 and 14 sets the Hessian loses its rank at the solution, thus suggesting a non-unique solution, and for set 11 the boundary was reached. Thus, it is unlikely that the global solution was obtained for either of those pressure-radius data sets. The difficulty of identifying the global solution for the C-sets is associated with the extremely low value for parameter c and the resulting negligible isotropic response of the in silico AAs. Although the PI predicts correctly the diminishing isotropic response, the identified parameters are incorrect, because all parameters but c can then only be identified with respect to the anisotropic response. Increasing the number of starting points by a factor 100 did not improve the result for the C-sets. An interesting venue for future research is to consider more systematic methods for global optimization (Neumaier 2004) to make sure that global solutions are obtained.

7. Conclusion
In this study, an in vivo PI for arteries is further developed and numerically both verified and validated for the human abdominal aorta. For the validation, 22 in silico pressure-radius data sets are generated using the FE method and pre-defined parameters based on the human AA. The identified parameters are in good agreement with the pre-defined ones, especially for the referential radius and the material constant associated with elastin. Only the in situ axial prestretch is incorrectly identified. For pathological AAs erroneous parameters are identified, but the PI exposes such aortas.

The usage of 22 in silico AAs for the validation demonstrates not only the robustness of the presented PI, but also gives valuable insight into its accuracy.
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Appendix A. Accounting for residual stress in arteries

In this appendix we briefly describe how to account for residual stresses in a FE simulation. The fundamental assumption is that one radial cut through an intact ring-shaped arterial segment fully releases the residual stress, cf. Section 2.1.1. The resulting stress-free geometry is described by a cylindrical segment with an opening angle \( \Phi_0 \), cf. Figures 1 and A1. By modeling this cylindrical segment and closing it to form a cylinder, one accounts for residual stresses in the FE model. Similar procedures are described in the literature (Gasser et al. 2002; Balzani et al. 2007; Famaey et al. 2012), but they are only applicable for fairly low opening angles and do not work for values above \( \Phi_0 > \pi \). Many arteries exhibit high opening angles (Saini et al. 1995; Okamoto et al. 2002; Holzapfel et al. 2007; Labrosse et al. 2013; Sokolis et al. 2017) and there is a need for a procedure that is able to compute residual stress in such arteries, which has not been documented to the best of the authors’ knowledge. The following procedure is both applicable for \( \Phi_0 < \pi \) and \( \Phi_0 > \pi \).

The procedure used herein assumes the artery to be a perfectly cylindrical segment. The unloaded inner radius \( R_i \) and thickness \( H \) are given, cf. Section 3, but their referential equivalents need to be determined for creating the thick-walled FE model. For this purpose it is assumed that in addition to \( L = \zeta \), cf. Section 2.1.1, the arterial wall will not change its thickness throughout the closing process, i.e.

\[
\begin{align*}
R_0 &= R_i + \frac{H}{2}, \\
\Phi_0 &= \tan^{-1}\left(\frac{H}{L}ight).
\end{align*}
\]

\( \Phi_0 \) is the opening angle of the arterial segment. The procedure described in this appendix is applicable for different opening angles \( \Phi_0 \). For explanation of the parameters see Appendix A.
$H = \eta$ (Labrosse et al. 2013). By enforcing incompressibility the referential radii are then calculated as

$$\rho_i = \left(R_i + H\right) \left(1 - \frac{\Phi_0}{\pi}\right) - H, \quad (A1a)$$

$$\rho_o = \rho_i + H. \quad (A1b)$$

Note that for opening angles $\Phi_0 > \pi$ the referential inner $\rho_i$ and outer $\rho_o$ radii are reversed and exhibit negative values (Labrosse et al. 2013; Horný et al. 2014).

The open arterial segment is sketched in the $xy$-plane with the origin at $(0, 0, 0)$ as its center and one end of the artery has to be located on the $yz$-plane, see Figure A1. Depending on whether $\Phi_0 < \pi$ or $\Phi_0 > \pi$, the geometry has to be located in the third and partly the second (Figure A1a) or the second and partly the third quadrant (Figure A1b) of the $xy$-plane, respectively. When extruding the sketch in the $z$-direction, let the formed surfaces be called A, B, C and D as in Figure A2a. A mesh with an even number of elements in the circumferential direction needs to be defined, so once the arterial segment is closed one set of nodes will lie in the $xz$-plane. Let this set of nodes be called E, cf. Figure A2d. Two additional nodes a and b need to be created in the middle of their corresponding surfaces A and B, cf. Figure A2a. Between nodes a and b, and their respective surface, a constraint is defined that couples the translation by uniformly distributing the force of the reference node to the coupled nodes. In the following the closing process of the artery is described.

In a first step (Figure A2a) the cylindrical segment is pulled on one side in order to straighten the arterial segment. To this end a displacement $d_{a,1,y}$ is prescribed to reference node b:

$$d_{b,1,x} = \left(|\rho_i| + \frac{H}{2}\right) |\Phi_0 - \pi| + x_b, \quad (A2)$$

where $x_b$ is the $x$-coordinate of node b. Since the center of the closed arterial segment shall be positioned at the origin $(0, 0, 0)$ as in Figure A2e the whole segment needs to be moved. Therefore a displacement $d_{a,1,y} = -\rho_i - \frac{H}{2}$ is applied to node a. Furthermore, the surface A is constrained in $x$-direction, surface C is constrained in $z$-direction and the opposing surface D is allowed to move freely in $z$-direction under the condition that all nodes move the same amount. The allowed $z$-movement is to enable incompressibility during the closing process. These three surface BCs will continue throughout the entire closing process until further notice.

The second step (Figure A2b) is designed to assure that the arterial segment bulges in the correct way before further closing the artery. Therefore a sufficiently large pressure, typically 1 kPa, at the later to be inner boundary of the artery is applied. This is accompanied by replacing the $x$-displacement BC of node b to a $y$-displacement $d_{b,2,y} = -y_b$, where $y_b$ is its reference $y$-coordinate. Node a is further constrained in $y$-direction.

In the third step (Figure A2c) the arterial segment is almost closed. Both $x$- and $y$-displacements are assigned to node b according to

$$d_{b,3,x} = \frac{H}{2} - x_b, \quad (A3a)$$

$$d_{b,3,y} = R_i + \frac{H}{2} - y_b. \quad (A3b)$$

Node a is further displaced by $d_{a,3,y} = -\rho_i + R_i$.

In the fourth step (Figure A2d) the arterial segment is fully closed and the pressure load is removed. Therefore an individual $x$-displacement BC is applied to each node line of surface B, where the radial direction is discretized using $n$ node lines starting from $i = 1$ at the inner boundary and ending at $i = n$ at the outer boundary. The corresponding BCs are

$$d_{i,4,x} = -x_i, i = 1, ..., n, \quad (A4)$$

where $x_i$ is the $x$-coordinate of the $i$th node line. In addition the node lines of surface E, let them start at $j = 1$ at the inner and end at $j = m$ at the outer radius, are displaced individually according to

$$d_{j,4,y} = -y_j, j = 1, ..., m, \quad (A5)$$

where $y_j$ is the $y$-coordinate of the $j$th node line.

The final step (Figure A2e) homogenizes the stress field within the artery. Therefore the displacement constraints of step four are substituted by symmetry BCs, meaning that both planes A and B are only constrained in $x$-direction and plane E in $y$-direction. Surface C is still constrained in $z$-direction and surface D is displaced to its reference position, since no axial deformation due to the closing is assumed (Chuong and Fung 1986).