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Abstract

In order to accommodate increasing need and offer communication with high performance, both vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communications are exploited. The advantages of static nodes and vehicular nodes are combined to achieve an optimal routing scheme. In this paper, we consider the communications between a static node and the vehicular nodes moving in an adjacent area of it. The adjacent area is defined as the zone where a vehicular can communicate with the static node within maximum two hops. We only consider single-hop and two-hop transmissions because these transmissions can be considered as building blocks to construct transmissions with a higher number of hops. Different cases in which an uplink or a downlink for the two-hop user combined with an uplink or a downlink for the single-hop user correspond to different CDR schemes. Using side information to intentionally cancel the interference, Network Coding (NC), CDR, overhearing and multi-way schemes aggregate communications flows in order to increase the performance of the network. We apply the mentioned schemes to a V2I network and propose novel schemes to optimally arrange and combine the transmissions.

I. INTRODUCTION

Vehicular ad hoc networks (VANETs) have attracted a great attention in research community due to their huge benefits in safety and entertaining applications [1]. In order to accommodate increasing need and offer communication with high performance, both vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communications are exploited [2]. The advantages of static nodes and vehicular nodes are combined to achieve an optimal routing scheme [3].

Considering a two-tier network as such, a message from a vehicular source to its destination may be routed via a certain static node. This static node may store the message until it has a good link to a vehicular node on the way to the destination [4]. This static node can also be connected to the backbone network
Fig. 1. We consider vehicular users which can communicate with the SN in at most two hops.

through a backhaul link using an orthogonal channel from over which the message will be forwarded. In another example, a certain message destined to a vehicular node which is nearby that static node can be routed from the source via this static node. To a certain extent, a static node together with its surrounding vehicular nodes can be considered as a small cell. In this paper, we consider the communications between a static node and the vehicular nodes moving in an adjacent area of it.

The adjacent area is defined as the zone, as shown in Fig. 1, where a vehicular can communicate with the static node within maximum two hops. We only consider single-hop and two-hop transmissions because these transmissions can be considered as building blocks to construct transmissions with a higher number of hops. Assume at a certain time, we have only a downlink for node $U_1$ and an uplink for node $U_4$. This means that transmissions 1, 2, 3 and 8 are to be conducted. A conventional scheme will conduct all of them in different time slots therefore they do not interfere with each other. In an advanced scheme, two or more transmissions may be conducted simultaneously in order to use less time slots therefore increase the spectrum efficiency. If we only consider transmissions 1, 2 and 8 and try to combine these flows, we have a Coordinated Direct and Relay (CDR) scheme. This CDR scheme combined with transmission 3 can accommodate the required downlink and uplink for $U_1$ and $U_4$ respectively. Different cases in which an uplink or a downlink for the two-hop user combined with an uplink or a downlink for the single-hop user correspond to different CDR schemes which are described in details in [5].

If at a certain time, there are an uplink and a downlink for two users using the same relay node (e.g.}
U_2 and U_3 in Fig. [1] respectively. The transmissions can be combined in an overhearing scheme [6], [7].

On the other hand, if there are two-hop users using different relay nodes: one has an uplink and one has a downlink (e.g. U_2 and U_3), we have a multi-way scheme [8]–[10]. If we use the CDR, overhearing and multi-way schemes as described above to respective cases instead of the corresponding conventional schemes, several time slots are saved and a significant improvement is gained.

Using side information to intentionally cancel the interference, Network Coding (NC), CDR, overhearing and multi-way schemes aggregate communications flows in order to increase the performance of the network. Let us regard these types of schemes as multi-flow schemes. So far, multi-flow schemes have been proposed and analyzed in terms of spectrum efficiency [5] and diversity [11]. In those works, the nodes are assumed to be static in the whole scheme which may last for several time slots. For a vehicular network, the positions of the nodes in different time slots are different. This may make the performance of the network lower than that of a non-multi-flow based network. In this paper, we apply the mentioned schemes to a V2I network and propose novel schemes to optimally arrange and combine the transmissions.

II. SYSTEM MODEL

We consider a static nodes (SN) and n adjacent vehicular nodes U_i, i ∈ {1, 2, ..., n}. We assume that all considered traffic from/to the vehicular nodes goes through the SN as an intermediate node on the way to the destination. The SN therefore can be considered as a Base Station of a cell in cellular networks. The vehicular nodes with distances to the SN smaller than R can directly communicate with the SN while the vehicular nodes outside the circle with radius R cannot directly communicate with the SN, due to the negligible magnitude of the channel between it and the SN, and have to rely on vehicular nodes inside the circle as relays.

Consider a map with horizontal and vertical streets equally separated with distance d_o. At time t, vehicular node i moves with velocity v_i to the direction d_i, where d_i = 1, 2, 3, 4 correspond to East, North, West, South. At an intersection, it turns left, goes straight or turns right with probabilities 1−p_o, p_o and 1−p_o respectively. Assume that at the beginning of a scheme which lasts for a few time slots, all vehicular nodes in the map reports their expected positions in the whole scheme to the SN. The positions of a vehicle in a few time slots can be calculated.

All transmissions are in one frequency with a normalized bandwidth of 1 Hz. All nodes are single-antenna and half-duplexed. Each of the complex channels is reciprocal, known at the receivers. The receivers here include overhearing receivers as well as receivers of the second-hop transmission of an
Amplify-and-Forward (AF) relaying communication. Each vehicular node requests an uplink or a downlink transmission to the SN. We assume that the data to/from each user is indefinitely backlogged so that there are always data to transmit as in many works regarding downlink [12] and Two-way Relaying optimization [13] and scheduling [14], [15]. Thus the achievable rate for a user at a certain time is equal to the information theoretic capacity, i.e. \( C(\gamma) = \log_2(1 + \gamma) \), where \( \gamma \) denotes an instantaneous received SINR at the receiver.

We use the following notation, with a slight abuse: \( x_i \) may denote a packet or a single symbol, and it will be clear from the context. For example, the packet that the SN wants to send to a user is denoted by \( x \); but if we want to express the signal received, then we use expressions of type \( y = hx + z \), where \( y \), \( x \) and \( z \) denote symbols (received, sent and noise respectively). We assume perfect power control i.e. the transmit power is selected so as the received power at the aimed receiver is at a fixed level of \( P \) [16]. The principle is also applied to the case of AF or DF transmission. The received power at the relay and at the final receiver is also \( P \).

The considered scheme is divided into \( 2n \) time slots so that each two of them can be assigned to each user. If it is a relayed user, each time slot is used for each of two hop transmissions. If it is a direct user, only one of the two slots assigned to it is used. The number of total slots used is \( n_T = 2n_1 + n_2 \), where \( n_1 \) and \( n_2 \) are the numbers of relayed and direct users respectively. Note that \( n_T \) depends on the way the transmissions of all users are scheduled because a user which is relayed in a certain slot can be direct in another time slot because it moves toward the SN.

### III. Scheduling

#### A. Single-Flow Scheme

The single-flow scheme is a conventional scheme in which, a direct communication requires one time slot while a relay communication requires two slots. The purpose is to schedule the transmissions so that the performance is maximized considering a fixed consumed energy. For a direct user, it is optimal when it is near the SN. For a relayed user, it should be when the relay moves in a good direction e.g. the relay moves from the relayed user toward the SN when there is an uplink. Optimality of a user does not mean optimality of the whole network therefore we will find the optimal transmission scheduling by trying all the permutations of all transmissions to see which scheduling gives the highest performance.

Assigning time slots \( 2i - 1 \) and \( 2i \) to user \( i \), we have totally \( 2n \) slots as in Fig. 2a. If user \( i \) is a relayed user, slots \( 2i - 1 \) and \( 2i \) are used for first-hop and second-hop transmissions respectively. First,
Fig. 2. Optimally scheduling by permuting, selecting time slots and combining transmissions for the case with $n = 4$ users.

from the list of the slots in the first row, all permutations of the slots are listed. There are totally $(2n)!$ permutations. The permutations in which slot $2i$ appears before slot $2i - 1$ is invalid and therefore crossed out. Fig. 2b shows one of the valid permutation.

In a permutation, the two slots assigned to each user is checked. If the distance from a user to the SN is smaller than $R$ ($d(t) \leq R$) in only one of the two slots, that slot is used for the user. For example, Fig. 2c shows that between slots 3 and 4 of user 2, slot 4 is worse and slot 3 is chosen. For user 3, slot 4 is chosen rather than slot 6. If in both slots $d(t) \leq R$, the slot when it is closer to the SN is selected. If in both slots $d(t) > R$, the two slots are used for the first-hop and second-hop transmissions respectively as slots 1 and 2 of user 1, slots 7 and 8 of user 4. The rate for each user is calculated. The sum–rate for all users in one permutation is calculated. The permutation with the highest sum–rate is selected.

B. Multi-Flow Scheme

After the transmissions are fixed in the single-flow scheme, we still can combine transmissions to decrease the time slots used in order to increase the spectrum efficiency. The combination is performed based on the optimal permutation of the single-flow scheme therefore the energy consumptions of the single-flow and multi-flow schemes are almost the same. The advanced schemes we applied here include CDR, overhearing and multi-way schemes.

1) CDR schemes: First, we look for a direct user and a relayed user which can be combined in two certain time slots. In one slot, the direct transmission and a relayed transmission (can be the first or the second hop depending on which CDR scheme is used) are conducted simultaneously. Let us call this one
a. Conventional Slot 1
b. Conventional Slot 2
c. Conventional Slot 3
d. CDR 1 Slot 1
e. CDR 1 Slot 2

Fig. 3. Single-flow (conventional) and multi-flow (CDR 1) individual schemes.

the CDR simultaneous slot as slots 3 and 7 in Fig. 2d. In the other slot called CDR single slot, the other
relayed transmissions is conducted as slot 8 in the figure.

Second, we look for a time slot which can host slots 3 and 7 by step by step move slots 3 and 7 along
the row and check if it fits (the slot must be empty and the direct user is still direct in the slot) and
calculate the performance metric in that case. The case with the highest performance is selected.

IV. DESCRIPTION OF INDIVIDUAL SCHEMES

In this section, we present single-flow (conventional) and multi-flow (CDR) individual schemes in two
relaying modes: AF and DF. An individual scheme is presented for two users: one relayed user (denoted
as user 1) and one direct user (user 2). The vehicular node acts as a relay is denoted as R as shown in
Fig. 3. The whole composite scheme is a multiplexing of \( \frac{n}{2} \) individual schemes.

The signals for user 1 and 2 are \( x_1 \) and \( x_2 \) respectively. We denote the received signal, noise and
channel in time slot 1, 2 and 3 as \( y, z, h, y', z', h', y'', z'', h'' \) respectively. Denote \( i_{\text{SNR}}^{j} \) as the SNR when signal \( x_k \) is decoded at node \( i \) in decoding option \( j \).

A. Amplify-and-Forward

1) Non-CDR Schemes: The scheme is conducted in three equal time slots. In time slot 1, the SN transmits \( x_1 \) towards the relay. The transmit power is set to \( \frac{P}{|h_1|^2} \) so as to compensate the SN-to-relay channel. Because channel between the SN and user 1 has a negligible magnitude, user 1 does not receive the signal from the SN. The relay receives

\[
y_R = \frac{h_1 \sqrt{P}}{|h_1|} x_1 + z_R,
\]

and scales with a power factor

\[
\alpha = \frac{1}{P + \sigma^2}.
\]

In time slot 2, the relay transmits the amplified version of the received signal in time slot 1 towards user 1. User 1 receives

\[
y_1' = \frac{h_1' \sqrt{P}}{|h_2'|} y_R + z_1'
\]

\[
= \frac{h_1' \sqrt{P}}{|h_2'|} \frac{h_1 \sqrt{P}}{|h_1|} x_1 + \frac{h_1' \sqrt{P}}{|h_2'|} z_R + z_1'
\]

and decode with SNR

\[
_{1}\text{SNR}_1 = \frac{\alpha P^2}{\alpha P \sigma^2 + \sigma^2} = \frac{\gamma_0^2}{2 \gamma_0 + 1}.
\]

In time slot 3, user 2 transmits \( x_2 \) to the SN. The SN receives

\[
y_2'' = \frac{h_3'' \sqrt{P}}{|h_3|} x_1 + z_2''
\]

and decodes with SNR

\[
_{2}\text{SNR}_2 = \gamma_0.
\]

Finally, we have the rates for two users

\[
\begin{align*}
R_1 & \leq C \left( _1\text{SNR}_1 \right) \\
R_2 & \leq C \left( _2\text{SNR}_2 \right)
\end{align*}
\]
2) CDR Schemes: The scheme is conducted in two equal time slots. In time slot 1, the SN transmits $x_1$ towards the relay. The transmit power is set to $\frac{P}{|h_1|^2}$ so as to compensate the SN-to-relay channel. Because channel between the SN and user 1 has a negligible magnitude, user 1 does not receive the signal from the SN. The relay receives

$$ y_R = \frac{h_1 \sqrt{P}}{|h_1|} x_1 + z_R, \quad (8) $$

and scales with a power factor

$$ \alpha = \frac{1}{P + \sigma^2}. \quad (9) $$

In time slot 2, the relay transmits the amplified version of the received signal in time slot 1 towards user 1 and user 2 transmits $x_2$ towards the SN simultaneously. The transmit power of the first transmission is set to $\frac{\alpha P}{|h_2|^2}$ so that user 1 receives the signal with power of $P$. User 1 and the SN respectively receive

$$ y'_1 = \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} y_R + \frac{h'_1 \sqrt{P}}{|h'_2|} x_2 + z'_1 $$

$$ = \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} \frac{h'_1 \sqrt{P}}{|h'_2|} x_1 + \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} z_R + \frac{h'_1 \sqrt{P}}{|h'_2|} x_1 + z'_1, \quad (10) $$

$$ y'_F = \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} y_R + \frac{h'_1 \sqrt{P}}{|h'_2|} x_2 + z'_F $$

$$ = \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} \frac{h'_1 \sqrt{P}}{|h'_2|} x_1 + \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} z_R + \frac{h'_1 \sqrt{P}}{|h'_2|} x_2 + z'_F. \quad (11) $$

Because the SN has the information about $x_1$ and the channels, the contribution of $x_1$ in $y'_F$ is cancelled

$$ \tilde{y}'_S = \frac{h'_1 \sqrt{\alpha P}}{|h'_2|} z_R + \frac{h'_1 \sqrt{P}}{|h'_2|} x_2 + z'_F. \quad (12) $$

At user 1, there are two options to decode

- Option 1: User 1 decodes $x_1$ treating $x_2$ as noise with SNR, using MMSE [17], [18],

$$ 1\text{SNR}_1^1 = \frac{\alpha P^2}{|h'_2|^2 \left( P + \alpha P \sigma^2 + \sigma^2 \right)} = \frac{\gamma_o^2}{\gamma_o + 1} \left( \frac{\gamma_o}{\gamma_3} + 1 \right). \quad (13) $$

- Option 2: User 1 decodes $x_2$ treating $x_1$ as noise with SNR

$$ 1\text{SNR}_2^2 = \frac{|h'_2|^2 P}{\alpha P^2 + \alpha P \sigma^2 + \sigma^2} = \frac{\gamma_o}{\gamma_3(\gamma_o + 1)}, \quad (14) $$

cancels the contribution of $x_2$ in $\tilde{y}'_1$ and decodes $x_1$ with SNR

$$ 1\text{SNR}_1^2 = \frac{\alpha P^2}{\alpha P \sigma^2 + \sigma^2} = \frac{\gamma_o^2}{2\gamma_o + 1}. \quad (15) $$

This option corresponds to the case when the contribution of $x_2$ in $\tilde{y}'_1$ is higher than that of $x_1$. In the opposite case, option 1 is appropriate.
In both options, the SN decodes $x_2$ from $\tilde{y}_S$ with
\[
\gamma_{SNR_2} = \frac{P}{|h_2|^2} \sigma^2 + \sigma^2 = \frac{\gamma_o}{\gamma_2} + \gamma_o + 1. \tag{16}
\]

In summary, we have two options
\[
\begin{cases}
R_1 \leq C(\gamma_{SNR_1}) \\
R_2 \leq C(\gamma_{SNR_2})
\end{cases}
\quad \text{or} \quad
\begin{cases}
R_1 \leq C(\gamma_{SNR_2}) \\
R_2 \leq C(\min(\gamma_{SNR_1}, \gamma_{SNR_2}))
\end{cases} \tag{17}
\]

B. Decode-and-Forward

1) Non-CDR Schemes: The scheme is conducted in three equal time slots. In time slot 1, the SN transmits $x_1$ towards the relay. The transmit power is set to $\frac{P}{|h_1|^2}$ so as to compensate the SN-to-relay channel. Because channel between the SN and user 1 has a negligible magnitude, user 1 does not receive the signal from the SN. The relay receives
\[
y_R = \frac{h_1\sqrt{P}}{|h_1|} x_1 + z_R, \tag{18}
\]
and scales decodes $x_1$ with SNR $\gamma_{SNR_1} = \frac{P}{\sigma^2} = \gamma_o$. transmits $x_1$ in time slot 2 towards user 1. User 1 receives and decodes with SNR $\gamma_{SNR_1} = \gamma_o$. In time slot 3, user 2 transmits $x_2$ to the SN. The SN receives and decodes with SNR $\gamma_{SNR_1} = \gamma_o$.

Finally, we have the rates for two users
\[
\begin{cases}
R_1 \leq C(\gamma_o) \\
R_2 \leq C(\gamma_o). \tag{19}
\end{cases}
\]

2) CDR Schemes: In time slot 1, the relay receives
\[
y_R = \frac{h_1\sqrt{P}}{|h_1|} x_1 + z_R, \tag{20}
\]
and decodes $x_1$ with SNR $\gamma_{SNR_1} = \gamma_o$. In time slot 2, the relay transmits $x_1$ and user 2 transmits $x_2$ simultaneously. User 1 and the SN respectively receive
\[
y_1' = \frac{h_2'\sqrt{P}}{|h_2'|} x_1 + \frac{h_4'\sqrt{P}}{|h_3'|} x_2 + z_1', \tag{22}
\]
\[
y_F' = \frac{h_3'\sqrt{P}}{|h_2'|} x_1 + \frac{h_4'\sqrt{P}}{|h_3'|} x_2 + z_1'. \tag{23}
\]
• Option 1: User 1 decodes $x_1$ treating $x_2$ as noise with SNR

$$1_{\text{SNR}}^1 = \frac{\gamma_o}{\gamma_4^2 \gamma_0 + 1}. \quad (24)$$

• Option 2: User 1 decodes $x_2$ treating $x_1$ as noise with SNR

$$1_{\text{SNR}}^2 = \frac{\gamma_4 \gamma_o}{\gamma_3 (\gamma_0 + 1)}. \quad (25)$$

cancels the contribution of $x_2$ in $\tilde{y}_1$ and decodes $x_1$ with SNR

$$1_{\text{SNR}}^2 = \gamma_o. \quad (26)$$

In summary, we have two options

$$\begin{align*}
R_1 & \leq C \left( \min \left( 1_{\text{SNR}}^1, R_{\text{SNR}}^1 \right) \right) \\
R_2 & \leq C \left( \min \left( 1_{\text{SNR}}^2, R_{\text{SNR}}^2 \right) \right)
\end{align*} \quad (27)$$

Monte Carlo simulation is conducted for a map with parallel horizontal and vertical streets equally separated with $d_o = 30\text{m}$. Other parameters include maximum one-hop distance $R = 65\text{m}$, $n = 4$ users. All vehicular nodes move with the same velocity $v = 10\text{m/time slot}$.

**APPENDIX**

**PROOF OF PROPOSITION**

A. $S_2$

$$y_2 = \frac{h_4 \sqrt{P}}{|h_2|} x_1 + \frac{h_3 \sqrt{P}}{|h_3|} x_2 + z_2. \quad (28)$$

$$y_R = \frac{h_2 \sqrt{P}}{|h_2|} x_1 + \frac{h_1 \sqrt{P}}{|h_3|} x_2 + z_R. \quad (29)$$

$$\alpha = \frac{1}{P + \frac{|h_1|^2}{|h_3|^2} P + \sigma^2}. \quad (30)$$

$$y'_F = \frac{h'_4 \sqrt{\alpha P}}{|h'_4|} y_R + z'_F \quad (31)$$

$$\tilde{y}'_S = \frac{h'_1 \sqrt{\alpha P}}{|h'_1|} x_1 + \frac{h'_2 \sqrt{\alpha P}}{|h'_2|} x_2 + \frac{h'_1 \sqrt{\alpha P}}{|h'_4|} z_R + z'_F. \quad (32)$$

$$s_{\text{SNR}}^1 = \frac{\alpha P^2}{\alpha P \sigma^2 + \sigma^2}. \quad (33)$$
Fig. 4. Sum-rate versus $\frac{P}{\sigma^2}$. 
Fig. 5. Sum-rate versus go-straight ratio $p_o$ (%).
\[ y'_2 = \frac{h'_5\sqrt{\alpha P}}{|h'_4|} y_R + z'_1 \]
\[ = \frac{h'_5\sqrt{\alpha P}}{|h'_4|} h'_2 \sqrt{P} x_1 + \frac{h'_5\sqrt{\alpha P}}{|h'_4|} h'_1 \sqrt{P} x_2 + \frac{h'_5\sqrt{\alpha P}}{|h'_4|} z_R + z'_2, \]  
\[ \text{(34)} \]

\[ \mathbf{H} = \begin{pmatrix} \frac{h'_4 \sqrt{P}}{|h'_2|} & \frac{h'_3 \sqrt{P}}{|h'_3|} \\ \frac{h'_5 \sqrt{\alpha P} h'_2 \sqrt{P}}{|h'_4|} & \frac{h'_5 \sqrt{\alpha P} h'_1 \sqrt{P}}{|h'_4|} \end{pmatrix}. \]  
\[ \text{(35)} \]

\[ \xi = 1 + \frac{|h'_5|^2}{|h'_1|^2 \alpha P}. \]  
\[ \text{(36)} \]

- **Option 1:**

\[ 2\text{SNR}_1^1 = \frac{\xi \gamma_{11} + \gamma_{12} + \gamma_b}{\xi \gamma_{21} + \gamma_{22} + \xi}. \]  
\[ \text{(37)} \]

\[ 2\text{SNR}_2^1 = \frac{\gamma_{21} + \gamma_{22}}{\xi}. \]  
\[ \text{(38)} \]

- **Option 2:**

\[ 2\text{SNR}_2^2 = \frac{\xi \gamma_{21} + \gamma_{22} + \gamma_b}{\xi \gamma_{11} + \gamma_{12} + \xi}. \]  
\[ \text{(39)} \]

\[ \begin{cases} R_1 &\leq C \left( \min \{ 2\text{SNR}_1^1, 2\text{SNR}_2^1 \} \right) \\ R_2 &\leq C \left( 2\text{SNR}_2^2 \right) \end{cases} \]  
\[ \text{(40)} \]

**B. **

\[ y_2 = \frac{h_3 \sqrt{P}}{|h_1|} x_1 + z_2. \]  
\[ \text{(41)} \]

\[ y_R = \frac{h_1 \sqrt{P}}{|h_1|} x_1 + z_R. \]  
\[ \text{(42)} \]

\[ \alpha = \frac{1}{P + \sigma^2}. \]  
\[ \text{(43)} \]

\[ y'_1 = \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} y_R + z'_1 \]
\[ = \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} h'_2 \sqrt{P} x_1 + \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} h'_1 \sqrt{P} x_2 + \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} z_R + z'_1. \]  
\[ \text{(44)} \]

\[ 1\text{SNR}_1 = \frac{\alpha P^2}{\alpha P \sigma^2 + \sigma^2}. \]  
\[ \text{(45)} \]

\[ y'_2 = \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} y_R + \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} h'_2 \sqrt{P} x_1 + \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} h'_1 \sqrt{P} x_2 + \frac{h'_5 \sqrt{\alpha P}}{|h'_4|} z_R + z'_2, \]  
\[ \text{(46)} \]

\[ \mathbf{H} = \begin{pmatrix} \frac{h'_3 \sqrt{P}}{|h'_1|} & 0 \\ \frac{h'_5 \sqrt{\alpha P} h'_2 \sqrt{P}}{|h'_4|} & \frac{h'_5 \sqrt{\alpha P} h'_1 \sqrt{P}}{|h'_4|} \end{pmatrix}. \]  
\[ \text{(47)} \]
\[ \xi = 1 + \frac{|h_3^2|^2}{|h_2|^2} \alpha P. \] (48)

- **Option 1:**
  \[ s_{SNR}^1_2 = \frac{\xi \gamma_{11} + \gamma_{12} + \gamma_b}{\xi \gamma_{21} + \gamma_{22} + \xi} \] (49)

- **Option 2:**
  \[ s_{SNR}^2_1 = \frac{\xi \gamma_{11} + \gamma_{12} + \gamma_b}{\xi \gamma_{21} + \gamma_{22} + \xi} \]
  \[ s_{SNR}^2_2 = \frac{\gamma_{22}}{\xi}. \] (51)

\[
\begin{align*}
R_1 &\leq C(s_{SNR}^1_1) \\
R_2 &\leq C(s_{SNR}^2_1)
\end{align*}
\text{or}
\[
\begin{align*}
R_1 &\leq C(\min(s_{SNR}^1_1, s_{SNR}^2_1)) \\
R_2 &\leq C(s_{SNR}^2_2)
\end{align*}
\] (52)

C. $S_4$

\[ y_F = \frac{h_3 \sqrt{P}}{|h_3|} x_2 + z_F. \] (53)

\[ y_R = \frac{h_2 \sqrt{P}}{|h_2|} x_1 + \frac{h_5 \sqrt{P}}{|h_3|} x_2 + z_R. \] (54)

\[ \alpha = \frac{1}{P + \frac{|h_5|^2}{|h_3|^2} P + \sigma^2}. \] (55)

\[ y'_F = \frac{h'_3 \sqrt{\alpha P}}{|h'_3|} y_R + \frac{h_3 \sqrt{\alpha P}}{|h_3|} x_2 + z'_F. \]
\[ y'_F = \frac{h'_3 \sqrt{\alpha P}}{|h'_3|} y_R + \frac{h'_3 \sqrt{\alpha P}}{|h'_3|} \frac{h_5 \sqrt{P}}{|h_3|} x_2 + \frac{h'_3 \sqrt{\alpha P}}{|h'_3|} z_R + \frac{h_5 \sqrt{P}}{|h_3|} x_2 + z'_F. \] (56)

\[ H = \begin{pmatrix} 0 & \frac{h_3 \sqrt{P}}{|h_3|} \\ \frac{h'_3 \sqrt{\alpha P} h_5 \sqrt{P}}{|h'_3| |h_3|} & \frac{h'_3 \sqrt{\alpha P} h_5 \sqrt{P}}{|h'_3| |h_3|} + \frac{h_5 \sqrt{P}}{|h_3|} \end{pmatrix}. \] (57)

\[ \xi = 1 + \alpha P. \] (58)

- **Option 1:**
  \[ s_{SNR}^1_s = \frac{\xi \gamma_{11} + \gamma_{12} + \gamma_b}{\xi \gamma_{21} + \gamma_{22} + \xi} \] (59)

- **Option 2:**
  \[ s_{SNR}^2_s = \frac{\xi \gamma_{11} + \gamma_{12} + \gamma_b}{\xi \gamma_{21} + \gamma_{22} + \xi} \]
  \[ s_{SNR}^1_s = \gamma_{21} + \frac{\gamma_{22}}{\xi}. \] (60)

\[
\begin{align*}
R_1 &\leq C(s_{SNR}^1_s) \\
R_2 &\leq C(s_{SNR}^2_s)
\end{align*}
\text{or}
\[
\begin{align*}
R_1 &\leq C(\min(s_{SNR}^1_s, s_{SNR}^2_s)) \\
R_2 &\leq C(s_{SNR}^2_s)
\end{align*}
\] (63)
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