Local Quantum Uncertainty and Bounds on Quantumness for Orthogonally invariant class of states
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Local quantum uncertainty (in short LQU) was introduced by Girolami et. al. (Phy. Rev. Lett. 110, 240402) as a measure of quantum uncertainty in a quantum state as achievable on single local measurement. However, such quantity do satisfy all necessary criteria to serve as measure of discord like quantum correlation and it has no closed formula except only for $2 \otimes n$ system. Here, we consider orthogonal invariant class of states which includes both the Werner and Isotropic class of states and explore the possibility of closed form formula. Further, we extend our quest to the possibility of closed form of geometric discord and measurement induced nonlocality for this class. We also provide a comparative study of the bounds of general quantum correlations with entanglement, as measured by negativity, for an interesting subclass of states.
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I. INTRODUCTION

Quantum mechanics shows several counter-intuitive results when we deal with composite systems [1–3]. There exist peculiar type of correlations between different parts of a composite system commonly, known as non-classical correlations. Entanglement is one of the most powerful non-classical correlation which is evident from its importance in different information processing tasks. Apart from entanglement, there are several other general quantum correlation measures invented recently and they have generated a lot of interest to understand properly the behaviour of composite quantum systems. Discord, quantum deficit, measurement-induced nonlocality (in short, MIN) [4–7] are a few of them. Out of them, discord has many non equivalent versions [8]. Now, due to inherent involved optimization, obtaining closed formula is a difficult problem for most of the correlations measures. The value of quantum discord is not even known for general bi-partite qubit system. In higher dimensional bi-partite systems, the results are known for only some special classes of states [9, 10]. Geometric discord has explicit formula for qubit-qudit system and its lower bound is known in [11, 12] for higher dimensions. MIN has closed form formula for qubit-qudit systems and it has tight upper bound in higher dimensions [6].

Recently, Girolami et. al. [13] introduced the concept of local quantum uncertainty which quantifies the uncertainty in a quantum state due to measurement of a local observable. Nevertheless, such quantifier has strong reasons to be considered as a faithful measure of quantumness of quantum states. This type of correlation measure has important operational significance in terms of phase estimation in quantum metrology. In fact, LQU provides a lower bound to quantum Fisher information in parameter estimation protocol. Closed form of LQU is available in qubit-qudit system. In higher dimensional system no such general formula is available.

Here, we consider general orthogonal invariant class of states which is a larger class of symmetric states that contains both Werner and Isotropic classes. For pure states, generally all correlation measures reduce to some entanglement monotones. However, the case in mixed state is quite different. So, exploring the nature of correlation measures in mixed states is a central point of investigation now-a-days in the community. In our whole work, we have concentrated on exploring the nature of non-classical correlations, as measured by different quantifiers (entanglement, discord, measurement-induced nonlocality, local quantum uncertainty), in the highly symmetric orthogonal invariant class of states due to its manifold importance. We derive bounds of LQU in general and its exact formula with fixed spectrum observable for this class of states in two qudit system. We also evaluate bounds of discord and MIN for this symmetric class of states and compare it with entanglement measures such as negativity, for a special subclass of states.
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In short, our work is organized as follows: in the next section, we will discuss the concept of local quantum uncertainty and its relevant properties. In section 3, we will discuss the general properties of generators of SU(\(n\)). This will help us to evaluate the correlation measures in higher dimension. Then we will discuss the notions of discord and MIN in section 4. Section 5 contains a brief discussion on orthogonally invariant class of states and evaluation of LQU for this class. In section 6, we will derive bounds of discord and MIN for the class of states, introduced in previous section. Section 7 contains the comparative study on discord and negativity for a subclass of \(O \otimes O\) invariant class of states and we conclude in section 8.

II. LOCAL QUANTUM UNCERTAINTY

Classically, it is possible to measure any two observable with arbitrary accuracy. However, such type of measurement is not always possible in quantum systems. Uncertainty relation provides the statistical nature of errors in these kind of measurements. Measurement of single observable can also help to detect uncertainty of a quantum observable. For a quantum state \(\rho\), an observable is called quantum certain if the error in measurement of the observable is due to only the ignorance about the classical mixing in \(\rho\). A good quantifier of this uncertainty of an observable is the skew information, defined by Wigner and Yanase \[14\] as

\[
I(\rho, K) := -\frac{1}{2} \text{tr}\{[\sqrt{\rho}, K^A]^2\} \tag{1}
\]

Wigner and Yanase introduced this quantity as a measure of information content of the ensemble \(\rho_{AB}\) skew to a fixed conserved quantity \(K^A\). Since it quantifies non-commutativity between a quantum state and an observable, therefore, it serves as a measure of uncertainty of the observable \(K^A\) in the state \(\rho_{AB}\). In fact, for a pure state it reduces to variance of the observable and in general variance works as an upper bound of skew information. This type of measure helps us to quantify the quantum part of error in measuring an observable. \(I = 0\) indicates quantum certain nature of the observable \(K^A\). For a bi-partite quantum state \(\rho_{AB}\) local quantum uncertainty (LQU) is defined as

\[
\mathcal{U}^A(\rho_{AB}) := \min_{K^A} I(\rho_{AB}, K^A) \tag{2}
\]

The minimization is performed over all local maximally informative observable (or, non-degenerate spectrum \(\Lambda\)) \(K^A = K^A_{\Lambda} \otimes I\). This quantity quantifies the minimum amount of uncertainty in a quantum state. Non-zero value of this quantity indicates the non-existence of any quantum certain observable for the state \(\rho_{AB}\). This quantity possess many interesting properties, such as: a) it vanishes for all zero discord states w.r.t. measurement on party \(A\). This property in fact entails that LQU can be treated as discord like quantifier, b) it is invariant under local unitary and does not increase under local reversible operations on unmeasured party, c) it reduces to entanglement monotone for pure states. In fact, for pure bi-partite states it reduces to linear entropy of reduced subsystems. So, LQU can be taken as a measure of bi-partite quantumness. LQU is believed to be the reason behind quantum advantage in DQC1 model and it also works as a lower bound of quantum Fisher Information in parameter estimation. It has geometrical significance in terms of Hellinger distance. LQU is inherently an asymmetric quantity. In 2 \(\otimes\) \(n\) system the family of \(A\)-dependent quantities (2) become proportional and hence it is possible to select an unique quantifier, independent of \(\Lambda\). Hence for a quantum state \(\rho\) of 2 \(\otimes\) \(n\) system

\[
\mathcal{U}_A(\rho_{AB}) = 1 - \lambda_{\text{max}}(W) \tag{3}
\]

where \(\lambda_{\text{max}}\) is the maximum eigenvalue of the matrix \(W = (w_{ij})_{3 \times 3}, w_{ij} = \text{tr}\{\sqrt{\rho}(\sigma_i \otimes I)\sqrt{\rho}(\sigma_j \otimes I)\}\) and \(\sigma_i\)'s are standard Pauli matrices in this case.

III. GENERATORS OF SU(\(n\)) AND THEIR ALGEBRA

Any state of a \(n \otimes n\) quantum system can be written in general, as of the form:

\[
\rho = \frac{1}{n^2} \left[ I_n \otimes I_n + x^t \lambda \otimes I_n + I_n \otimes y^t \lambda + \sum t_{ij} \lambda_i \otimes \lambda_j \right] \tag{4}
\]

where \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{n^2-1})^t\) and \(\lambda_i\)'s are the generators of SU(\(n\)). For \(n = 2\), Pauli matrices can be used as the generators of SU(2). While for \(n = 3\), generally, Gell-Mann matrices are taken as the generators of SU(3). In this way we can construct traceless, orthogonal generators (generalized Gell-Mann matrices) for SU(\(n\)), containing \(n^2 - 1\) elements as:
\[ \lambda_\alpha = \left\{ \begin{array}{ll} \sqrt{\frac{2}{\alpha(\alpha+1)}} \left( \sum_{k=1}^{\alpha} |k\rangle \langle k| - \alpha |\alpha+1\rangle \langle \alpha+1| \right), & \alpha = 1, \ldots, n-1 \\ |k\rangle \langle m| + |m\rangle \langle k|, & 1 \leq k < m \leq n, \alpha = n, \ldots, \frac{n^2+n}{2} - 1 \\ i(|k\rangle \langle m| - |m\rangle \langle k|), & 1 \leq k < m \leq n, \alpha = n, \ldots, \frac{n^2+n}{2} - 1 \end{array} \right. \] (5)

Among the \((n^2 - 1)\) matrices, the first \((n-1)\) are mutually commutative, next \((n^2 - 1)/2\) are symmetric and rest \((n^2 - 1)/2\) are antisymmetric. The generators \(\lambda_\alpha\) satisfy the orthogonality relation \(\text{tr}(\lambda_\alpha \lambda_\beta) = 2\delta_{\alpha\beta}\). The generators satisfy the following commutation and anti-commutation relations,

\[ [\lambda_i, \lambda_j] = 2i \sum_k f_{ijk} \lambda_k \]
\[ \{\lambda_i, \lambda_j\} = 2 \sum_k d_{ijk} \lambda_k + \frac{4}{n} \delta_{ij} I_n \] (6)

\(I_n\) is identity matrix of order \(n\), \(f_{ijk}\) are real antisymmetric tensors and \(d_{ijk}\) are real symmetric tensors. They are the structure constants of \(SU(n)\). They are determined by the following relations,

\[ f_{ijk} := \frac{1}{4\text{tr}} \text{tr} ([\lambda_i, \lambda_j] \lambda_k) \]
\[ d_{ijk} := \frac{1}{4\text{tr}} \text{tr} (\{\lambda_i, \lambda_j\} \lambda_k) \] (7)

From the relations (6) it follows,

\[ \lambda_i \lambda_j = i \sum_k f_{ijk} \lambda_k + \sum_k d_{ijk} \lambda_k + \frac{2}{n} \delta_{ij} I_n \] (8)

IV. GEOMETRIC DISCORD AND MEASUREMENT-INDUCED NONLOCALITY IN BRIEF

Let \(\rho\) be any bi-partite state shared between two parties, say, A and B. Geometric discord for the quantum state \(\rho\) is defined \([5]\) as the distance from its nearest classical-quantum state, i.e.,

\[ D_G(\rho) = \min_{\chi \in \Omega_0} \| \rho - \chi \|^2 \] (9)

where \(\Omega_0\) is the set of all classical-quantum (zero quantum discord) states. Since \(\Omega_0\) is not convex it is hard to perform the optimization problem. Luo et al.\([15]\) introduced an equivalent definition of geometric discord in terms of von Neumann measurements on the reduced state of party A

\[ D_G(\rho) = \min_{\Pi} \| \rho - \Pi^A(\rho) \|^2 \] (10)

\(\| . \|\) can be any faithful norm. In the original paper \([5]\) the authors have used Hilbert-Schmidt norm (i.e., \(\| X \| := \sqrt{\text{tr}(X^\dagger X)}\)). There are some recent developments of discord using some other norms like schatten-1 norm and Bures distance. However, we will use the original definition. Another general quantum correlation measure is measurement-induced nonlocality and is defined by\([6]\),

\[ N(\rho) := \max_{\Pi^A} \| \rho - \Pi^A(\rho) \|^2 \] (11)

where maximum is taken over all von Neumann measurements \(\Pi^A\) which do not disturb the local density matrix of A, i.e., \(\rho_A\),

\[ \sum_k \Pi^A_k \rho_A \Pi^A_k = \rho_A \] (12)

and \(\| . \|\) is taken similarly as the Hilbert-Schmidt norm. Physically, this measure quantifies the global disturbance caused by the locally invariant measurement. Clearly, both measures are not symmetric, i.e., they depend on the the party on which measurement is performed.
Both geometric discord and MIN have closed form in qubit-qudit system. For higher dimensions, the above optimization problems are tackled in [11]. It turns out that the optimization problem (10) should satisfy four constraints (10a-10d) (refer [11]) while the optimization problem (11) should satisfy another extra constraint (12). Based on the optimization, bounds for geometric discord and MIN have been found for a general bi-partite state. For a bi-partite state $\rho$ in $n \otimes n$ scenario the bounds turn out as,

$$D_G(\rho) \geq \frac{1}{n^2} \left[ \frac{2}{n} \| x \|^2 + \frac{4}{n^2} \| T \|^2 - \sum_{k=1}^{n-1} \alpha_k^\downarrow \right]$$

(13)

where $T = (t_{ij})_{n^2 \times n^2 - 1}$ and $\alpha_k^\uparrow$’s are the eigenvalues of $G_1 := \frac{2}{n} xx^t + \frac{4}{n} TT^t$ in non-increasing order, and

$$N(\rho) \leq \frac{4}{n} \sum_{k=1}^{n^2 - n} \beta_k^\downarrow$$

(14)

where $\beta_k^\downarrow$’s are the eigenvalues of $G_2 := TT^t$ in non-increasing order. Also for normalization (to have maximum value 1), both measures are multiplied by a factor $\frac{n}{n-1}$ for any bipartite system of $n \otimes n$ with measurement on the party A.

Recently, Piani[16] showed that the measures based on Hilbert-Schmidt norm suffer from two deficiencies mainly. Firstly, the non-contractivity of the measures under completely positive trace preserving map on unmeasured party and secondly, the sensitivity of Hilbert-Schmidt norm under state purity, i.e., in higher dimension this norm fails to capture true distance between states. Tufarelli et.al.[17] overcame the second deficiency by introducing the scaled version of discord. It is defined as

$$D_T(\rho) := \beta_A \min_{\Pi^A} d_T(\rho, \Pi^A[\rho])^2$$

(15)

where $d_T$ is a metric and for two quantum state $\rho_1$ and $\rho_2$ it is defined using Hilbert-Schmidt norm as

$$d_T(\rho_1,\rho_2) = \| \frac{\rho_1}{\| \rho_1 \|} - \frac{\rho_2}{\| \rho_2 \|} \|$$

where $\beta_A$ is a constant and its value is $\frac{D_G^\max}{1-\frac{D_G^\max}{\alpha_A}}$. $D_G^\max$ is the maximum value (non-normalized) of geometric discord (10) and $\alpha_A = \frac{n}{n-1}$ is a normalization constant to make maximum value of discord 1(10). This scaled version of discord is related to original geometric discord by the relation

$$D_T(\rho) = \beta_A \left[ 2 - 2 \sqrt{1 - \frac{D_G(\rho)}{\alpha_A \Tr(\rho^2)}} \right]$$

(16)

However, scaled discord inherits the first flaw. Interestingly, LQU, as a discord like correlation measure does not suffer from any of these drawbacks since it is purely information theoretical quantity. Also it has its root in skew information and skew information does not change under CPTP map on unmeasured party.

V. $\mathcal{O} \otimes \mathcal{O}$ INVARIANT CLASS OF STATES AND LOCAL QUANTUM UNCERTAINTY

Consider the group $G = \{ O \otimes O : O \text{ is any orthogonal matrix} \}$. The commutant $G'$ of the group $G$ contains the class of $\mathcal{O} \otimes \mathcal{O}$ invariant states. The commutant is spanned by the three operators $\mathbb{I}$, $\mathbb{F}$, $\hat{\mathbb{F}}$. $\mathbb{I}$ is the identity operator, $\mathbb{F}$ is the flip operator which has the operator form

$$\mathbb{F} = \sum_{i,j} |i j \rangle \langle j i |$$

$\hat{\mathbb{F}}$ is the projection on maximally entangled state and it has the operator form

$$\hat{\mathbb{F}} = \sum_{i,j} |i i \rangle \langle j j |$$

The operators satisfy the algebra $\mathbb{F}^2 = \mathbb{I}$, $\mathbb{F} \hat{\mathbb{F}} = \hat{\mathbb{F}} \mathbb{F} = \mathbb{F}$, $\hat{\mathbb{F}}^2 = n \hat{\mathbb{F}}$, $n$ is the dimension of each subsystem.
Any operator from the commutant $G'$ can be written as a linear combination of the three operators $I, F, \hat{F}$. To be a legitimate state the operator should satisfy some other conditions. Consider a $n \times n$ state $\rho \in G'$

$$\rho = a \mathbb{I}_{n^2} + b F + c \hat{F}$$

(17)

with $n(na + b + c) = 1$ (trace condition) and proper positivity constraints.

The parametrization procedure can be done in another way by considering the expectation values of the operators $I_n, F, \hat{F}$ [18]. Expectation value of $I_n$ just gives the relation $\text{tr} \rho = 1$ which is obvious. We define two parameters $f$ and $\hat{f}$ as

$$f := \langle F \rangle_\rho = \text{tr}(\rho F)$$

$$\hat{f} := \langle \hat{F} \rangle_\rho = \text{tr}(\rho \hat{F})$$

As in [18], we can define three orthogonal projectors $U$, $V$ and $W$ as,

$$U = \hat{F}/n$$

$$V = (\mathbb{I}_{n^2} - F)/2$$

$$W = (\mathbb{I}_{n^2} + F)/2 - \hat{F}/n$$

In terms of this orthogonal basis, $\rho$ can be expressed as,

$$\rho = \frac{\hat{f}}{n} U + \frac{1-f}{n(n-1)} V + \frac{n + nf - 2\hat{f}}{n(n-1)(n+2)} W$$

(18)

The old parameters $a, b, c$ are connected to the new ones $f$, $\hat{f}$ by the relation,

$$\begin{pmatrix} 1 \\ f \\ \hat{f} \end{pmatrix} = n \begin{pmatrix} n & 1 & 1 \\ 1 & n & 1 \\ 1 & 1 & n \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix}$$

(19)

In terms of the new parameters the positivity conditions on $\rho$ reads,

$$0 \leq \hat{f}$$

$$f \leq 1$$

$$\hat{f} \leq n(f + 1)/2$$

(20)

This is an important class of states of bi-partite systems. This class can have both PPT (positive partial transpose) and NPT (negative partial transpose) states depending on the extra constraints on the parameters. When $b = c$ (equivalently $f = \hat{f}$) the positivity conditions of $\rho$ implies the corresponding positivity of partial transpositions $\rho^{T_A}$ or $\rho^{T_B}$. In case of $b \neq c$ we can find NPT states. Now, $\sqrt{\rho}$ can expressed as,

$$\sqrt{\rho} = \sqrt{\frac{\hat{f}}{n} U} + \sqrt{\frac{1-f}{n(n-1)} V} + \sqrt{\frac{n + nf - 2\hat{f}}{n(n-1)(n+2)} W}$$

$$= a_1 \mathbb{I}_{n^2} + b_1 F + c_1 \hat{F}$$

(21)

with

$$a_1 = \frac{1}{2} \left( \sqrt{\frac{1-f}{n(n-1)}} + \sqrt{\frac{n + nf - 2\hat{f}}{n(n-1)(n+2)}} \right)$$

$$b_1 = \frac{1}{2} \left( \sqrt{\frac{n + nf - 2\hat{f}}{n(n-1)(n+2)}} - \sqrt{\frac{1-f}{n(n-1)}} \right)$$

$$c_1 = \frac{1}{n} \left( \sqrt{\frac{\hat{f}}{n}} - \sqrt{\frac{n + nf - 2\hat{f}}{n(n-1)(n+2)}} \right)$$

(22)
A. LQU for a fixed spectrum

Here we will provide a particular method to determine LQU (with fixed spectrum observable) for certain class of state. Particularly we choose an class of non-degenerate A-observable $K^A = s \lambda$ with $s = (s_1, s_2, ..., s_{n-1})$, $|s| = 1$ and $\lambda = (\lambda_1, \lambda_2, ..., \lambda_{n-1})$. We also want that this observable has following spectrum: $\pm 1, \pm 2, ..., \pm (n/2)$ when $n$ is even and $0, \pm 1, \pm 2, ..., \pm (n-1)/2$ when $n$ is odd. Hence, $s_i$'s also satisfy other functional relations to satisfy the spectrum condition. Particularly for $3 \otimes 3$ scenario $s_i$'s satisfies the relation

$$s_3 s_4^2 + s_3 s_5^2 - s_3 s_6^2 - s_3 s_7^2 + 2s_1 s_4 s_6 + 2s_2 s_5 s_6 - 2s_2 s_4 s_7 + 2s_1 s_5 s_7 + \frac{1}{\sqrt{3}} s_8 (3s_1^2 + 3s_2^2 + 3s_3^2 - 1) = 0 \quad (23)$$

From the definition of $\Lambda$-dependent local quantum uncertainty(LQU), we have,

$$U^A_{\Lambda}(\rho) = \min_{K^A} I(\rho, K^A) = \min_{K^A} \{ tr(\rho(K^A)^2) - tr(\sqrt{\rho} K^A \sqrt{\rho} K^A) \} = \min_{s} \{ tr(\rho(s \lambda \otimes I_n)^2) - tr(\sqrt{\rho}(s \lambda \otimes I_n) \sqrt{\rho}(s \lambda \otimes I_n)) \}$$

Using the relation (8) the first term in the minimization problem reduces to,

$$\sum_{i,j,k} s_i s_j \left[ (i f_{ijk} + d_{ijk}) tr(\rho \lambda_k \otimes I_n) + \frac{2}{n} d_{ij} tr(\rho) \right]$$

Since, for any $O \otimes O$ invariant state $tr(\rho \lambda_k \otimes I_n) = 0 \quad (28)$, this term reduces to $\frac{2}{n}$. The second term inside the minimization can be expressed as,

$$\sum_{i,j,k} s_i s_j \{ \sqrt{\rho}(\lambda_i \otimes I_n) \sqrt{\rho}(\lambda_j \otimes I_n) \} = s.W.s^\dagger$$

The matrix $W = (w_{ij})$ is defined as $w_{ij} = tr(\sqrt{\rho}(\lambda_i \otimes I_n) \sqrt{\rho}(\lambda_j \otimes I_n))$. Hence we can write

$$U^A_{\Lambda}(\rho) = \frac{2}{n} - \max_{s} (s.W.s^\dagger) \quad (24)$$

The maximum is over all $s$ with $|s| = 1$ and $s_i$'s also satisfies all necessary conditions to build the chosen spectrum. For $O \otimes O$ invariant state $W$ is diagonal. Let $\lambda_{max}(W)$ be its maximum eigenvalue. Now overlooking the constraints on $s$, except $|s| = 1$, we perform the optimization and we get $\max_{s} (s.W.s^\dagger) = \lambda_{max}(W)$. The solution of $s$, mostly satisfies the other neglected constraints. In fact for $O \otimes O$ invariant state, $s$ is an unit vector with only one non-zero component and the eigen values of $W$ have algebraic multiplicity greater than 1. Hence it is possible to choose $s$ which satisfies all the constraints. The obtained maximum is the maximum value of the original maximization problem. In this case,

$$U^A_{\Lambda}(\rho) = \frac{2}{n} - \lambda_{max}(W) \quad (25)$$

For $O \otimes O$ invariant state, eigenvalues of $W$ are $2(3a_1^2 \pm 2b_1 c_1 + 2a_1 b_1 + 2a_1 c_1)$. It is also evident that in this case the observable $K^A$ is non-degenerate. So LQU($\Lambda$ dependent) can be obtained analytically from equation (25). Particularly, for two-qutrit system, $W$ has two distinct eigenvalues $2(3a_1^2 \pm 2b_1 c_1 + 2a_1 b_1 + 2a_1 c_1)$. Hence, in this case

$$U^A_{\Lambda} = \frac{2}{3} - 2(3a_1^2 + 2|b_1 c_1| + 2a_1 b_1 + 2a_1 c_1) \quad (26)$$

The corresponding regions are plotted in FIG. 1 for two-qutrit system.

It is clear that the above result(24) can work as a lower bound(for a fixed spectrum) for the large class of states with $tr(\rho \lambda_i \otimes I_n) = 0$, $i = 1, 2, ..., n^2 - 1$. However, closed form of LQU(for fixed spectrum) is possible for a large class of bi-partite states, depending on the non-degeneracy condition. Here, we deal with the orthogonal invariant class of states for our purpose. For qubit-qudit system(with observable on the qubit system), $a_{ijk} = 0$ and antisymmetry of $f_{ijk}$ implies $\sum_{i,j,k} s_i s_j f_{ijk} tr(\rho \lambda_k \otimes I_n) = 0$. Also other constraints on $s_i$'s are satisfied trivially. In this case, LQU for different spectrums actually become proportional to each other and hence, we can fix LQU over all spectrums.
recovers the result of [13]. However, such geometry is absent in higher dimension. For more general method we refer Appendix A in this paper.

For Werner \((c = 0)\) and Isotropic \((b = 0)\) class of states in two-qutrit system, the eigenvalues of \(\mathcal{W}\) become all equal. Hence the explicit form of LQU are,

\[
\mathcal{U}_{\Lambda}^{A}(\rho^{werner}) = \frac{1}{3} \left( 1 - \sqrt{1 - 12b\sqrt{1 + 6b}} \right) - b
\]

\[
\mathcal{U}_{\Lambda}^{A}(\rho^{isotropic}) = \frac{4}{27} \left( 1 - \sqrt{1 - 3c\sqrt{1 + 24c}} \right) + \frac{14}{9} c
\]

We have shown the nature of LQU for these two classes in FIG. 2 and 3.

![Region plot in $f\hat{f}$-plane of the eigenvalue of $\mathcal{W}$ in two-qutrit orthogonal invariant class. Both the regions are enclosed by the constraints (20). First figure shows the shaded region where $b_1c_1 \geq 0$ and second one shows the shaded region where $b_1c_1 < 0$. Hence in the first region $\mathcal{U}_{\Lambda}^{A} = \frac{2}{3} - 2(3a_1^2 + 2b_1c_1 + 2a_1b_1 + 2a_1c_1)$ and in the second $\mathcal{U}_{\Lambda}^{A} = \frac{2}{3} - 2(3a_1^2 - 2b_1c_1 + 2a_1b_1 + 2a_1c_1)$](image1)

![LQU for Werner class of states in two-qutrit system for suitable parameter range of $b$. The class is obtained by putting $c = 0$ in (17). The highest value of $\mathcal{U}_{\Lambda}^{A}$ reaches 0.5](image2)
VI. BOUNDS FOR DISCORD AND MIN FOR $O \otimes O$ INVARIANT STATES

For the state $\rho$ in (4), we have the Bloch vector $x = (x_1, x_2, \ldots, x_n)^t$ with $x_k = \frac{n}{2} \text{tr}(\rho \lambda_k \otimes I_n)$ and correlation matrix $T = (t_{kl})$ with $t_{kl} = \frac{n^2}{4} \text{tr}(\rho \lambda_k \otimes \lambda_l)$, $k, l = 1, 2, \ldots, n^2 - 1$. For a general $O \otimes O$ invariant state (17) we have, (for details refer Appendix B)

$$x_k = 0 \text{ for all } k = 1, 2, \ldots, n^2 - 1$$

$$t_{kk} = \frac{n^2}{4} \left[ 2b + c \sum_{i,j} (\lambda_k)^2_{ij} \right] \quad (28)$$

Now, we can evaluate the bounds for the geometric discord and measurement-induced nonlocality from the relations (13), (14) as,

$$D_G(\rho) \geq \begin{cases} (n^2 - n)(b^2 + c^2), & \text{if } bc \geq 0 \\ (n^2 - n)(b^2 + c^2) + 4(n - 1)bc, & \text{if } bc < 0 \end{cases} \quad (29)$$

and

$$N(\rho) \leq \begin{cases} (n^2 - n)(b^2 + c^2), & \text{if } bc < 0 \\ (n^2 - n)(b^2 + c^2) + 4(n - 1)bc, & \text{if } bc \geq 0 \end{cases} \quad (30)$$

Since $x = 0$, the extra constraints (12) is automatically satisfied. Hence, discord and MIN becomes minimum and maximum value of the same optimization problem. So, $D_G(\rho) \leq N(\rho)$. It follows,

$$0 \leq (n^2 - n)(b^2 + c^2) + 4(n - 1)bc \leq D_G(\rho) \leq N(\rho) \leq (n^2 - n)(b^2 + c^2), \text{ if } bc \leq 0$$

$$0 \leq (n^2 - n)(b^2 + c^2) \leq D_G(\rho) \leq N(\rho) \leq (n^2 - n)(b^2 + c^2) + 4(n - 1)bc, \text{ if } bc \geq 0 \quad (31)$$

Thus, we obtain bounds for both geometric discord and MIN for $O \otimes O$ invariant class of states. Clearly, the bounds saturate when at least one of $b$ and $c$ is zero. It is also interesting to note that whenever $b \neq 0$ or $c \neq 0$ the lower bounds are strictly positive. Hence, all $O \otimes O$ invariant class of states possess quantum correlation. In terms of our new parametrization, we define the region $R_1 = \{(f, \hat{f}) : (-1 + f(1 + n) - \hat{f})(-1 - f + (1 + n)\hat{f}) \geq 0\}$, $R_2 = \{(f, \hat{f}) : (-1 + f(1 + n) - \hat{f})(-1 - f + (1 + n)\hat{f}) \leq 0\}$. Then the bound turns out to be

$$g_1(f, \hat{f}) \leq D_G(\rho) \leq N(\rho) \leq g_2(f, \hat{f}), \text{ if } (f, \hat{f}) \in R_1 \cap D$$

$$g_2(f, \hat{f}) \leq D_G(\rho) \leq N(\rho) \leq g_1(f, \hat{f}), \text{ if } (f, \hat{f}) \in R_2 \cap D$$
where

\[
g_1(f, \hat{f}) := \frac{2 - 2n(\hat{f} + f) - 4(1 + n)f\hat{f} + (n^2 + 2n + 2)(f^2 + \hat{f}^2)}{n(n - 1)(n + 2)^2}
\]

\[
g_2(f, \hat{f}) := \frac{2 - 2(f - \hat{f})^2 - 2n(\hat{f} + f) + (f^2 + \hat{f})n^2}{n^2(n - 1)(n + 2)}
\]

VII. DISCORD AND NEGATIVITY

Whenever, \( b = 0 \) or \( c = 0 \) the above \( \mathcal{O} \otimes \mathcal{O} \) invariant class of states reduces to Isotropic and Werner classes respectively. The bounds become equal for these cases. For Werner class \( D_G = \frac{(n-1)(1-n^2a)^2}{n} \) with \( 0 \leq a \leq \frac{1}{n^2-1} \) and for Isotropic class \( D_G = \frac{(n-1)(1-n^2a)^2}{n(n+1)} \), \( \frac{1}{n(n+1)} \leq a \leq \frac{1}{n(n-1)} \). These results matches with the similar results in [11, 12]. Now, we choose a particular subclass of \( \mathcal{O} \otimes \mathcal{O} \) invariant states with \( a = \frac{1}{n^2} \). This class does not belongs to any of the above two classes. For this class, the other two parameters \( b \) and \( c \) must satisfy the relations \( b + c = 0 \) and other positivity constraints. Partial transposition w.r.t. any party of a \( \mathcal{O} \otimes \mathcal{O} \) invariant state results in interchange of \( b \) and \( c \). So, for any state of \( \mathcal{O} \otimes \mathcal{O} \) class, positivity conditions do not guarantee the positivity conditions of the partial transposed state. For \( n = 3 \), whenever \( -\frac{1}{n^2} \leq b \leq -\frac{1}{n^2(n-1)} \) with \( b + c = 0 \), we get one negative eigenvalue of \( \rho_T^A \). \( T_A \) denotes partial transposition w.r.t subsystem A. We have compared upper and lower bound of both usual normalized (normalization factor is \( \frac{n}{n-1} \)) geometric discord, its scaled version and squared negativity for the above case when \( n = 3 \) in Figs. 4 a and b. It reveals \( D_G, D_T > N^2 \) holds for this class.
FIG. 4: (Color Online) Comparison of upper and lower bound of Discord and Negativity for a subclass of $O \otimes O$ invariant states with $a = \frac{1}{n^2}$ for $n = 3$. We choose the range of $b$ as $-\frac{1}{n^2} \leq b \leq -\frac{1}{n^2(n-1)}$ and $b + c = 0$. Positivity constraints fix the range of $b$ in $[-\frac{1}{3}, \frac{1}{18}]$. In this case the only negative eigenvalue of $\rho^{TA}$ is $\frac{1}{n^2} + nb + c$

VIII. CONCLUSION

We have derived bound of LQU and obtained its exact value for some interesting class of symmetric states. We have also got bounds of geometric discord and measurement-induced nonlocality for orthogonal invariant class of states. This result is then applied to check the explicit results of Werner and Isotropic class of states. Finally, we have considered an important subclass of orthogonal invariant class. This subclass is different from Werner or Isotropic class. We checked bounds of discord for this class and compared it with an entanglement monotone, i.e., squared negativity. We obtain the value of discord (geometric as well as scaled) for such class of states higher than the values of entanglement monotone.
We can consider $d^2$ elements of SU($d$) as

$$ u_{nm} := \sum_{j=0}^{d-1} \exp \left[ \frac{2\pi ijn}{d} \right] [j] (j \mod d); \quad n, m = 0, ..., d - 1 \quad (A1) $$

Each $u_{nm}$ (except $u_{00}$) has trace zero and they all have eigenvalues in the form of $d$-th root of unity. Let us define a row vector $s := (s_0, s_1, s_2, ..., s_{d-1})$. Now consider any general observable $K = s\Theta$ where $\Theta = (\theta_0, \theta_1, ..., \theta_{d-1})$ and $\theta_i$'s are diagonal matrices of order $d$ with only single entry 1 at corresponding $i$-th position. $\theta_i$'s can be obtained from linear combination of $u_{n0}$'s. For example, in $3 \otimes 3$ system we choose

$$ \theta_0 = \frac{1}{3} (u_{00} + u_{10} + u_{20}) \quad (A2) $$
$$ \theta_1 = \frac{1}{3} (u_{00} + \omega u_{10} + \omega^2 u_{20}) \quad (A3) $$
$$ \theta_2 = \frac{1}{3} (u_{00} + \omega^2 u_{10} + \omega u_{20}) \quad (A4) $$

In general, $\theta_j$'s ($j = 0, 1, ..., d - 1$) can be written as

$$ \theta_j = \frac{1}{d} \left( \sum_{k=0}^{d-1} \exp \left[ \frac{2\pi i(d - kj)}{d} \right] u_{k0} \right) \quad (A5) $$

Hence

$$ K = s\Theta $$

$$ = \sum_{j=0}^{d-1} s_j \theta_j $$

$$ = \sum_{j=0}^{d-1} s_j \left( \sum_{k=0}^{d-1} \exp \left[ \frac{2\pi i(d - kj)}{d} \right] u_{k0} \right) $$

$$ = \sum_{k=0}^{d-1} \left( \frac{1}{d} \sum_{j=0}^{d-1} s_j \exp \left[ \frac{2\pi i(d - kj)}{d} \right] \right) u_{k0} $$

$$ = \sum_{k=0}^{d-1} t_k u_{k0} \quad (A6) $$

where we define $t_k = \left( \frac{1}{d} \sum_{j=0}^{d-1} s_j \exp \left[ \frac{2\pi i(d - kj)}{d} \right] \right)$.

For any unitarily connected observable with same spectrum,

$$ KVV^\dagger = t_0 I + \sum_{i=1}^{d-1} t_i \left( \sum_{j=0}^{d-1} \chi_j^i \tilde{\lambda}_j \right) ; \quad \text{where} \quad V u_{i0} V^\dagger = \left( \sum_{j=0}^{d-1} \chi_j^i \tilde{\lambda}_j \right) \quad (A7) $$

Now we define, $\Lambda = (\tilde{\lambda}_0, \tilde{\lambda}_1, ..., \tilde{\lambda}_{d^2-1})$ with $\tilde{\lambda}_0 = u_{00} = 1_d$(d-th order unit matrix), $\tilde{\lambda}_i$'s are remaining $d^2 - 1$ elements (A1) of SU($d$) and another $d^2 - 1$ dimensional vector $m = (m_1, m_2, ..., m_{d^2-1})$. In term of these quantities we can express (A7) as

$$ KVV^\dagger = m \Lambda + m_0 I_d \quad \text{with} \quad m_j = \sum_{i=1}^{d-1} t_i \chi_j^i, \quad j = 1, 2, ..., d^2 - 1 \quad \text{and} \quad m_0 = t_0 + \sum_{i=1}^{d-1} t_i \chi_0^i \quad (A8) $$

$$ = \| m \| \hat{m} \Lambda + m_0 I$$
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In the last step we have decomposed the vector $\mathbf{m}$ into an unit vector $\hat{\mathbf{m}}$ and modulus $\|\mathbf{m}\|$. Hence we can safely choose any observable (maximally informative) as $\hat{\mathbf{m}}, \mathbf{A}$ and perform the optimization over all unit vector $\hat{\mathbf{m}}$. The amount of LQU are proportional on all such orbits. In fact the optimization problem (2) turns out to be

$$\mathcal{U}_\lambda^3(\rho) = \min_{\hat{\mathbf{m}}, f} g(\hat{m}_i, f, \hat{f})$$

(A9)

where $g$ is a real valued function of the parameters $\hat{m}_i$, $f$, $\hat{f}$. In $3\otimes3$ scenario, for orthogonal invariant class, we obtain the real valued function $g$ in the form,

$$g(\hat{m}_i, f, \hat{f}) = 6(3a + b + c)(\hat{m}_1\hat{m}_2 + \hat{m}_3\hat{m}_6 + \omega\hat{m}_3\hat{m}_7 + \omega^2\hat{m}_4\hat{m}_8) - 3(2b_1c_1(\hat{m}_1^2 + \hat{m}_2^2) + (6a_1^2 + 4a_1b_1 + 4a_1c_1)(\hat{m}_1\hat{m}_2 + \hat{m}_3\hat{m}_6 + \omega\hat{m}_5\hat{m}_7 + \omega^2\hat{m}_4\hat{m}_8) + 4b_1c_1(\hat{m}_4\hat{m}_7 + \hat{m}_5\hat{m}_8 + \hat{m}_3\hat{m}_6))$$

the parameters $a, b, c, a_1, b_1, c_1$ are related to $f, \hat{f}$ by the relations (19) and (22). Indeed this function is real valued. Substituting all parameters in terms of $f$ and $\hat{f}$ justifies the claim.

**Appendix B:** Bloch vector and correlation matrix elements for orthogonal invariant class

Elements of Bloch vector can be written as

$$x_k = \frac{n}{2} \text{tr}(\rho \lambda_k \otimes I_n)$$

$$= \frac{n}{2} \left[ a \left( \text{tr}(\lambda_k)(\text{tr}I_n) + b \text{tr}(\sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \langle i| I_n) + c \text{tr}(\sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \langle j| I_n) \right) \right]$$

(B1)

The first term is zero as the matrices $\lambda_k$’s are traceless and the the coefficient of $b$ in second term becomes,

$$\text{tr}\left(\sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \langle i| I_n\right) = \sum_{i,j} \text{tr}(|i\rangle \langle j| \lambda_k)\text{tr}(|i\rangle \langle i| I_n)$$

$$= \sum_{i,j} |j\rangle \langle i| \lambda_k |i\rangle \langle i|$$

$$= 0$$

(B2)

and similarly the coefficient of $c$ in the third term becomes,

$$\text{tr}\left(\sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \langle j| I_n\right) = \sum_{i,j} \text{tr}(|j\rangle \langle i| \lambda_k)\text{tr}(|i\rangle \langle i| I_n)$$

$$= \text{tr}(\lambda_k)$$

$$= 0$$

(B3)

Hence, we have,

$$x_k = 0 \text{ for all } k = 1, 2, ..., n^2 - 1$$

(B4)

The correlation matrix elements,

$$t_{kl} = \frac{n^2}{4} \text{tr}(\rho \lambda_k \otimes \lambda_l)$$

$$= \frac{n^2}{4} \text{tr}\left[ a \sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |j\rangle \lambda_l + b \sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \lambda_l + c \sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \lambda_l \right]$$

$$= \frac{n^2}{4} \text{tr}\left[ b \sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |j\rangle \lambda_l + c \sum_{i,j} |i\rangle \langle j| \lambda_k \otimes |i\rangle \lambda_l \right]$$

(B5)
Whenever $k \neq l$,

$$ t_{kl} = \frac{n^2}{4} \left[ b \sum_{i,j} \langle j | \lambda_k | i \rangle \langle i | \lambda_l | j \rangle + c \sum_{i,j} \langle j | \lambda_k | i \rangle \langle j | \lambda_l | i \rangle \right] $$

$$ = \frac{n^2}{4} \left[ c \sum_{i,j} \langle j | \lambda_k | j \rangle \langle \lambda_l | i \rangle \right] = 0 \quad \text{(B6)} $$

By $(\lambda_k)_{ij}$ we denote the $ij$-th element of $\lambda_k$. The second equality follows from the fact that according to the construction of SU($n$) generators (5), any two $\lambda_k$ and $\lambda_l, k \neq l$ has no element in common at any position (or conjugate position) in their respective matrix form in computational basis.

Whenever $k = l$,

$$ t_{kk} = \frac{n^2}{4} \left[ b + c \sum_{i,j} (\lambda_k)_{ji}^2 \right] \quad \text{(B7)} $$

There are $n^2 - 1$ generators of SU($n$) and among them, $\sum_{i,j} (\lambda_k)_{ji}^2 = 2$ for $k = 1, \ldots, \frac{n^2+n-2}{2}$ and $\sum_{i,j} (\lambda_k)_{ji}^2 = -2$ for $k = \frac{n^2+n}{2}, \ldots, n^2 - 1$. Hence,

$$ t_{kk} = \frac{n^2}{2} \begin{cases} (b + c) & \text{for } k = 1, 2, \ldots, \frac{n^2+n-2}{2} \\ (b - c) & \text{for } k = \frac{n^2+n}{2}, \ldots, n^2 - 1 \end{cases} \quad \text{(B8)} $$
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