Abstract

We propose a new framework called Noise2Blur (N2B) for training robust image denoising models without pre-collected paired noisy/clean images. The training of the model requires only some (or even one) noisy images, some random unpaired clean images, and noise-free but blurred labels obtained by predefined filtering of the noisy images. The N2B model consists of two parts: a denoising network and a noise extraction network. First, the noise extraction network learns to output a noise map using the noise information from the denoising network under the guidance of the blurred labels. Then, the noise map is added to a clean image to generate a new “noisy/clean” image pair. Using the new image pair, the denoising network learns to generate clean and high-quality images from noisy observations. These two networks are trained simultaneously and mutually aid each other to learn the mappings of noise to clean/blur. Experiments on several denoising tasks show that the denoising performance of N2B is close to that of other denoising CNNs trained with pre-collected paired data.

1. Introduction

Image denoising, which aims to restore a high-quality image from its degraded observation, is a fundamental problem in image processing. In many imaging systems [11, 20, 34, 15], image noise comes from multiple sources, such as capturing instruments, data transmission media or subsequent post-processing. Such complicated generation processes makes it difficult to estimate the latent noise model and recover the clean image from the noisy observation.

A large variety of denoising algorithms have been developed to deal with image noise. Traditional denoising methods (e.g. BM3D [8], WNNM [13]) exploit a property of the noise or image structure to help denoising. These methods require accurate image model definitions, thus performance is limited in real-world cases. Modern denoising methods often employ convolutional neural networks (CNNs) to learn the mapping function from noise to clean on a large collection of noisy/clean image pairs. The performance of CNN denoisers are highly dependent on whether the distributions of training noise and test noise are well matched. Since pairs of real noisy/clean images are difficult to obtain, CNN denoisers are mostly trained on synthesized data. In addition, the real noise degradation process is usually complex or unknown, so that the synthesized noise distribution can deviate severely from the
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real noise distribution. As a result, CNN denoisers are easily over-fitted to the specific synthetic noise (e.g. Gaussian noise, Poisson noise) and generalize poorly to the real-world noisy images.

In this paper, we propose Noise2Blur (N2B), a training scheme that overcomes the above problems. The training of N2B model does not need access to estimation of noise and pre-collected paired data. It only requires some unpaired noisy images and clean images, which is easy to implement in most practical applications. Although the images we have are unpaired, we can extract information from them to generate supervision for the denoising process. Our N2B model consists of two subnetworks, i.e. denoising and noise extraction. The noisy inputs are first transformed into noise-free but blurred images by general filtering techniques (e.g. Gaussian filter, median filter). We use the noisy/blurred image pair to guide the noise extraction network to roughly extract noise from its input (“noise-to-blur”). The denoising network is then trained using a new noisy/clean image pair obtained by adding the extracted noise to a random clean image (“noise-to-clean”). With a simple gradient interruption operation, the denoising network eventually converges to the “noise-to-clean” objective, while the noise extraction network learns to finely extract the noise. On the other hand, the training of N2B model has no requirement on the number of noisy images; even if only one noisy image of size $512 \times 512$ is available, a denosing network with strong generalization can be trained. Through experiments on several datasets, we demonstrate the effectiveness of N2B. Although we train with unpaired data, the denoising performance of the N2B model is close to that of other denoising CNNs trained with pre-collected paired data.

2. Related work

In general, image denoising methods can be categorized into model-based methods and learning-based methods.

Model-based methods, which contains the most traditional image denoising methods, exploit the image priors about the underlying signal, such as self-similarity [8], smoothness [5] or sparsity [10] [25]. Along this line, anisotropic diffusion [28], total variation denoising [30] and wavelet coring [31] use the particular statistical regularities of images to recorve a clean image from noisy input. Later, the non-local self-similarity (NSS) prior [8] [4] [24] [21], which arises from the fact that a image contains many similar yet non-local patches, was widely used for image denoising. Some well-known NSS based method in-
Figure 2. The framework of our Noise2Blur for training denoising model. (top) First, we use an image filter to create a blurred label for supervision. The result is a noise-free but severely blurred image. (bottom) We add noise map extracted by the N2B model to a random clean image to generate a new “noise-to-clean” objective. The N2B model is then divided into a denoising network (DnNet) and a noise extraction network (NENet). We use the DnNet to learn “noise-to-clean”, while NENet is supervised by “noise-to-blur”. These two networks cyclically use each other’s knowledge to promote their own learning. The red line “→” means that it can only propagate forward but the gradient cannot be backpropagated.

Learning-based methods have achieved state-of-the-art denoising results through deep convolutional neural networks [2, 18, 35, 3]. In [36], Zhang et al. propose DnCNN that employs a very deep CNN to remove different levels of Gaussian noise. In [37], Zhang et al. exploit a tunable noise level map as the input to help the performance of a non-blind denoising network. In [14], Guo et al. develop CBDNet that consists of one noise level estimator and one non-blind denoising network to handle diverse noise. The training of these CNNs requires a large amount of paired data, which makes it difficult for them to be applied in practical tasks. Later, Lehtinen et al. [22] demonstrate that clean targets can be absent. Their Noise2Noise training scheme allows the network to learn the mapping between two instances of the noisy image containing the same signal. However, the acquisition of two noisy realizations of the same image content is often impractical. More recently, Krull et al. [17] extend Noise2Noise and propose a self-supervised method that can train a denoiser using only individual noisy images, namely Noise2Void (N2V). The effectiveness of N2V is based on a strong assumption that pixels values of the noise is zero mean and independent between pixels. Krull et al. further points out that N2V fails to remove noise that violates their assumptions, such as structured noise. In this respect, our N2B is robust to many types of noise as long as there are some unpaired noisy/clean images.
3. Proposed method

For denoising problems, the image degradation model is typically assumed as $x = y + n$ [12, 17]. Image denoising attempts to restore the noise-free image $y$ from its noisy observation $x$ by removing the noise $n$. This inverse problem is tricky because the statistical information of noise is often unknown (“blind”) in real-world applications. Here, we propose Noise2Blur (N2B), a training framework for blind denoising. Unlike previous denoising methods [14, 37, 6], N2B training requires neither a large amount of pre-collected paired data nor an estimate of the noise model. The only prerequisite is some unpaired noisy and clean images, which is easy to obtain. The basic idea of our approach is to extract noise directly from noisy data to construct a paired training data for denoising. This is done by two networks: one for denoising and the other for noise extraction. To begin training, we use blurred labels to generate the necessary supervision, which can be obtained by filtering a noisy input. The training process of N2B model can be divided into two stages:

- **Initial stage:** We use the blurred labels to allow the N2B model to roughly remove noise (“noise-to-blur”).

- **Convergence stage:** The noise information output from the N2B model is added to a random clean image to generate a new “noise-to-clean” supervision. Combining clean and blurred objectives, the N2B model is divided into two parts, i.e. a denoising network and a noise extraction network. By a simple gradient interruption operation, these two networks separately serve their respective objectives, a denoising network for “noise-to-clean” and a noise extraction network for “noise-to-blur”.

In the following subsections, we will introduce the details of the N2B implementation.

3.1. Initial stage

Assuming that only some unpaired noisy and clean images are available, we cannot use these data directly to learn the noise removal function. To get around this problem, we use some image prior knowledge to generate extra information for learning. Specifically, we know that noise can be easily removed by some general image filtering techniques such as mean filter, Gaussian filter, or bilateral filter. Although many high frequency image details are also filtered out, the simple filtering techniques can indeed introduce new knowledge into the denoising process. For the N2B training (Figure 2(a)), the noisy observation $x$ is first transformed into a noise-free but blurred label $y_b$ by an image filter,

$$y_b = x - n_b,$$  

(1)

$$n_b = n + \epsilon_b,$$  

(2)

where $n_b$ is a noise component lost by filtering, $\epsilon_b$ denotes some image details from $x$. $y_b$ and $x$ can be paired to provide supervision. Given the noisy input $x$, the direct output of the N2B model is a noise map $\tilde{n}$,

$$\tilde{n} = S(x; \theta_S),$$  

(3)

where $S(\cdot)$ denotes the mapping function of the N2B model, $\theta_S$ represents the weight parameters. The corresponding noise removal result $\tilde{y}$ is obtained by

$$\tilde{y} = x - \tilde{n}.$$  

(4)
In this initial stage, the N2B training is guided by the following “noise-to-blur” objective,

\[ L_{n2b} = \frac{1}{M} \sum_{i=1}^{M} \| \hat{y}^i - y^i_b \|, \]

(5)

where \( M \) is the number of training noisy images, and we adopt \( l_1 \) loss \[38\] for training. By a simple transformation, Eq. (5) is equivalent to

\[ L_{n2b} = \frac{1}{M} \sum_{i=1}^{M} \| \hat{n}^i - n^i_b \|. \]

(6)

Guided by the image filter, the N2B model learns to remove noise along with much image detail. Although the results are not satisfactory, the N2B model is indeed learning to remove noise. This learning process can be seen as finding a good initial state for the model. On the other hand, our N2B model has no requirement for the quality of blurred labels. Therefore, any filter can be adopted as long as it can filter out noise cleanly (see Figure 3).

3.2. Convergence stage

Under the supervision of Eq. (6), the N2B model learns to remove noise, but is not able to restore the lost image details. To enhance image quality while removing noise, some other supervision is therefore needed.

We observe that the N2B model can be regarded as a noise extractor. The noise map \( \hat{n} \) Eq. (3) output by the N2B model can be further represented as

\[ \hat{n} = n + \hat{\epsilon}, \]

(7)

where \( \hat{\epsilon} \) denotes some image details from the noisy input \( x \). Based on Eqs. (2) and (6), \( \hat{\epsilon} \) is expected to be equal to \( \epsilon_b \). Note that \( \hat{n} \) contains all the noise information \( n \) of the input noisy image \( x \), and we can use it to generate extra knowledge. In this respect, we need some pre-collected clean images. For each noisy input \( x \), the noise map \( \hat{n} \) is added to a random clean image \( c \) to generate a new noisy image (see Figure 2(b))

\[ d = c + \hat{n} = c + n + \hat{\epsilon}. \]

(8)

In this way, we get a new noisy/clean image pair. At each epoch, \( x \) has a new counterpart \( d \), they have the same noise component \( n \), but their image content is different. Also, the label for \( x \) is blurred, while
Algorithm 1 Convergence stage for N2B training.

**Require:** Unpaired noisy and clean datasets. Blurred labels obtained by predefined filtering of the noisy images.

1: for \( t = 1 \) to \( T \) do
2: Sample minibatch of \( m \) noisy images \( \{x^1, \ldots, x^m\} \) from the noisy dataset.
3: Input \( \{x^1, \ldots, x^m\} \) to DnNet, and generate \( \{\hat{n}^1, \ldots, \hat{n}^m\} \) with Eq. (11).
4: Input \( \{\hat{n}^1, \ldots, \hat{n}^m\} \) to NENet, and generate \( \{\tilde{n}^1, \ldots, \tilde{n}^m\} \) with Eq. (12).
5: Sample minibatch of \( m \) clean images \( \{c^1, \ldots, c^m\} \) from the clean dataset.
6: Add \( \{\tilde{n}^1, \ldots, \tilde{n}^m\} \) to \( \{c^1, \ldots, c^m\} \) to get new noisy images \( \{d^1 = c^1 + \tilde{n}^1, \ldots, d^m = c^m + \tilde{n}^m\} \).
7: Input \( \{d^1 = c^1 + \tilde{n}^1, \ldots, d^m = c^m + \tilde{n}^m\} \) to DnNet, and generate \( \{\hat{c}^1, \ldots, \hat{c}^m\} \) with Eq. (10).
8: Disconnect the gradient connection between DnNet and NENet.
9: Update the DnNet and NENet with Eqs. (9) and (13).
10: end for

\( d \) has a clean label \( c \). We then use the new image pair \( d \) and \( c \) to provide a “noise-to-clean” objective for denoising. However, noise-to-clean and noise-to-blur are contradictory; they cannot work in tandem for the same model. To solve this problem, we divide the N2B model into two parts, i.e., a denoising network (DnNet) and a noise extraction network (NENet), to serve each objective.

DnNet is guided to restore image details while removing noise by the loss,

\[
L_{n2c} = \frac{1}{M} \sum_{i=1}^{M} \|\hat{c}^i - c^i\|, \tag{9}
\]

\[
\hat{c} = F(d; \theta_F), \tag{10}
\]

where \( F(\cdot) \) denotes the mapping function of the DnNet, \( \theta_F \) represents the weight parameters. When inputting a noisy image, the desired output of DnNet should be a noise-free and high-quality image. However, the performance of DnNet depends on its training data, i.e., \( d \) and \( c \). According to Eq. (6), we hope the \( \hat{\epsilon} \) in \( \hat{n} \) to be as weak as possible, so that \( d \) will be a more realistic noisy image. This needs to be achieved by the NENet.

NENet is expected to output a noise map, so we call it noise extraction network. Since only blurred labels are available, NENet is supervised by the n2b” objective Eq. (6). The input to NENet is a noise map \( \hat{n} \), which is generated by DnNet,

\[
\hat{n} = x - F(x; \theta_F) = n + \hat{\epsilon}, \tag{11}
\]

where \( \hat{\epsilon} \) denotes some image details from the noisy input \( x \). Based on Eqs. (6) and (7), the output of NENet is the noise map \( \tilde{n} \),

\[
\tilde{n} = H(\hat{n}; \theta_H) = n + \tilde{\epsilon}, \tag{12}
\]

where \( H(\cdot) \) denotes the mapping function of NENet, \( \theta_H \) represents the weight parameters. Based on Eqs. (2), (11) and (12), the n2b” loss Eq. (6) can be rewritten as
Therefore, the information contained in the input noise map $D_{nNet}$ can focus on the image detail transform the continuously decaying so that we can obtain realistic noisy image interruption to training. In this convergence stage, “n2b” objective, it can only learn to extract noise, avoid incorrect results, the output of NENet tends to be similar to its input ($\hat{n}$). When $L_{n2b}$ be adversarial. $D_{nNet}$ has to make a trade-off between $L_{n2c}$ and $L_{n2b}$, which results in $\|\hat{\epsilon}\|$ should be greater than 0. Only in this case can NENet reduce $L_{n2b}$ by transforming $\hat{\epsilon}$ into $\epsilon_b$ (see Figure 4(a)-(c)). When $L_{n2b}$ converges to a low value, the noise map $\hat{n}$ Eq. (12) output by NENet will contain not only the noise component $n$ but also many image details $\hat{\epsilon}$ from noisy image $x$. However, we hope that the noise map $\hat{n}$ extracted by NENet is mainly composed of the noise $n$, i.e.

$$\hat{n} = H(\hat{n}; \theta_H) = H(n + \hat{\epsilon}; \theta_H) \approx n,$$

so that we can obtain realistic noisy image $d$ to train DnNet. To this end, we apply a simple gradient interruption to training. In this convergence stage, $\hat{n}$ can be propagated forward to NENet, but the gradient calculated by the $L_{n2c}$ can no longer be propagated back to DnNet. Due to gradient interruption, $L_{n2b}$ cannot inform DnNet to generate the noise map $\hat{n}$ with the specific image details $\hat{\epsilon}$. In addition, DnNet can focus on $L_{n2c}$, so it learns to preserve image details when removing noise. This means that the image detail $\hat{\epsilon}$ in the noise map $\hat{n}$ generated by DnNet will gradually decay (see Figure 4(d)-(g)). Therefore, the information contained in the input noise map $\hat{n}$ will not be sufficient to support NENet to meet the “n2b” objective Eq. (13). In other words, as training progresses, it is difficult for NENet to transform the continuously decaying $\hat{\epsilon}$ into $\epsilon_b$. According to Eq. (13), NENet can still maintain $n$. To avoid incorrect results, the output of NENet tends to be similar to its input (i.e. $\hat{n} \approx \hat{n}$ and $\hat{y} \approx \hat{y}$), which also means that the image details $\hat{\epsilon}$ in $\hat{n}$ will gradually decay. After convergence, DnNet has the ability to restore high-quality images (i.e. $\hat{\epsilon} \approx 0$) while removing noise. Since $\hat{\epsilon} \approx 0$, NENet cannot meet the “n2b” objective, it can only learn to extract noise, i.e.

$$\hat{n} = H(n + \hat{\epsilon}; \theta_H) \approx H(n + 0; \theta_H) \approx n.$$

Eq. (15) implies that the $L_{n2b}$ will converge to

$$L_{n2b} = \frac{1}{M} \sum_{i=1}^{M} \|H(n^i + \hat{\epsilon}^i; \theta_H) - (n^i + \epsilon_b^i)\|$$

$$\approx \frac{1}{M} \sum_{i=1}^{M} \|n^i - (n^i + \epsilon_b^i)\| \approx \frac{1}{M} \sum_{i=1}^{M} \|\epsilon_b^i\|.$$
Figure 4. Illustrations of the effect of gradient interruption. (a)-(b): Noisy image $x$ and the noise map $n_b = n + \epsilon_b$ filtered by a bilateral filter. (c): $\hat{n} = n + \hat{\epsilon}$. Without gradient interruption, DnNet has to make a trade-off between $L_{n2c}$ and $L_{n2b}$, which causes the noise map $\hat{n}$ generated by DnNet to contain some image details $\hat{\epsilon}$. (d)-(g): Using gradient interruption, DnNet learns to preserve image details while removing noise, so the image detail $\hat{\epsilon}$ in $\hat{n}$ gradually decays. As training progresses, the $\hat{\epsilon}$ will be too weak to support NENet to meet “n2b” objective. The superscript of $\hat{n}$ represents the number of iterations in the convergence stage.

Figure 5. The U-Net architecture of our denoising network.

The procedure of convergence stage is shown in Algorithm 1. We note that, during testing, we remove NENet, and retain only DnNet to obtain the final denoising result.

3.3. Parameters settings and training details

N2B can be applied using any network architecture. We choose a simple U-Net as the denoising network for our experiments (see Figure 5), while the noise extraction network is composed of three $3 \times 3$ convolution layers with the number of feature map is 32. We use PyTorch and Adam [16] with a mini-batch size of 16 to train our model. We randomly select $128 \times 128$ image patches from training datasets as inputs. In training, the initial stage makes up 5% of the training time, while the remaining 95% is the convergence stage.

4. Experiments

We evaluate the performance of Noise2Blur on several denoising tasks in this section. Our Noise2Blur results are compared to the results of several model-based and CNN-based methods. Moreover, we show that Noise2Blur is a general technique that can be applied to diverse image restoration problems, such as text removal.
Table 1. PSNR results (dB) from BSD300 dataset for Gaussian, Speckle and Salt & pepper noise. (N2B\textsubscript{one} is trained using only one 512 × 512 noisy image, with Gaussian noise $\sigma = 25$, Speckle noise $v = 0.1$ or Salt & pepper noise $p = 0.15$, respectively.)

| Test noise level        | BM3D  | WNNM  | DnCNN | N2N   | N2V   | U-Net | N2B\textsubscript{one} | N2B  |
|-------------------------|-------|-------|-------|-------|-------|-------|------------------------|------|
| Gaussian                |       |       |       |       |       |       |                        |      |
| $\sigma = 25$           | 30.90 | 29.96 | **31.54** | 31.32 | 28.14 | 31.45 | 30.11                 | 30.87|
| $\sigma \in [0, 50]$   | 27.89 | 31.16 | **33.21** | 32.82 | 28.11 | 33.14 | 30.01                 | 31.98|
| Speckle                 |       |       |       |       |       |       |                        |      |
| $v = 0.1$               | 26.64 | 25.13 | **31.21** | 31.12 | 27.10 | 31.18 | 28.59                 | 29.50|
| $v \in [0, 0.2]$       | 26.70 | 25.39 | **31.59** | 31.50 | 27.56 | 31.55 | 28.05                 | 29.81|
| Salt & pepper           |       |       |       |       |       |       |                        |      |
| $p = 0.15$              | 24.68 | 36.16 | **44.96** | 44.37 | 26.72 | 44.10 | 32.09                 | 36.22|
| $p \in [0, 0.3]$       | 24.37 | 36.39 | **45.53** | 44.85 | 27.27 | 46.65 | 31.61                 | 36.53|

4.1. Synthetic noises

To synthesize noisy images, we use 4744 natural images provided by [23] as the training set. Noisy versions of all images are generated by adding random noise sampled from different distribution. In addition, we collected another 4000 clean natural images from the Internet as a clean set for N2B training, we call it Clean4000. Note that the images in Clean4000 are different from the 4744 images [23]. To learn to remove synthetic noise, our N2B model is trained for 1000 epochs, and the first 50 epochs being the initial stage. We compare our method with several state-of-the-art denoising methods: BM3D [8], WNNM [13], DnCNN [36], Noise2Noise (N2N) [22], Noise2Void (N2V) [17] and a U-Net trained in a standard supervised manner using paired noisy/clean images. In particular, N2N, U-Net and our N2B use the same network architecture (see Figure 5). For BM3D, we set its hyperparameter $\sigma$ to 25 when testing Gaussian noise ($\sigma = 25$), while in other experiments, BM3D kept its default setting (i.e. $\sigma = 50$). Our test dataset is the commonly used BSD300 [26].

Gaussian noise. We first conduct experiments on a blind Gaussian denoising. Each training example is degraded by Gaussian noise with a random standard deviation $\sigma \in [0, 50]$. For the N2B training, we use the bilateral filter to generate the blurred labels. Table 1 shows the output image quality for the various methods. During testing, the test noisy images are generated with two different types of noise levels, i.e. a fixed $\sigma = 25$ and a variable $\sigma \in [0, 50]$. As can be seen, our N2B significantly outperform the self-supervised method (N2V) and the prior-based methods (BM3D and WNNM). Although our method is currently unable to achieve higher numerical metrics than noise2noise and fully-supervised U-Net (“noise2clean”), the results are satisfactory. In many real-world cases, the noise2noise training
and fully-supervised training are often impractical, due to the lack of paired noisy/noisy or noisy/clean images. Our method can still achieve decent results in the absence of paired data, which makes it a flexible and promising option in practical application. On the other hand, we find that N2B training does not require a large amount of noisy images. Even if we only have one $512 \times 512$ Lena image (see Figure 3) with Gaussian noise $\sigma = 25$ for training, the N2B model ($N2B_{one}$) still has strong generalization. This is because our N2B training can synthesize many new noisy images online, which can be regarded as data augmentation. Therefore, it greatly relaxes the need of pre-collected noisy images for training CNNs. We show the visual results in Figure 6. Our method achieves promising results in removing noise and enhancing image quality.

In addition, we show the curves of the “n2b” loss Eq. (13) and “n2c” loss Eq. (9) in training to demonstrate the idea of this paper (see Figure 7). As can be seen, the “n2c” loss gradually decreases as the training progresses. In contrast, the “n2b” loss can hardly descend in the convergence stage ($50 - 1000$ epochs) and converges to a high value. This is because the information in the input $\hat{n}$ of the NENet is not enough to support the NENet to meet the “n2b” objective Eq. (13). On the hand, we also try to compare the denoising results generated by DnNet and NENet (i.e. $\hat{y}$ and $\tilde{y}$). The NENet achieves an average quality of $29.22\,dB$ with $\sigma = 25$, close to $30.86\,dB$ of DnNet. This means that NENet fails to blur the image, all NENet can do is maintain the noise map (i.e. $\hat{n} \approx \tilde{n}$ and $\hat{y} \approx \tilde{y}$).

**Speckle noise.** Speckle is a granular interference that inherently degrades the quality of an active radar [1], synthetic aperture radar [19], and ultrasound images [32]. It is typically known as a multiplicative noise to the image $y$, which can be modeled using the equation $x = y + n \cdot y$. In this equation, $n$ is uniformly distributed random noise with mean 0 and variance $v$. We synthesize noisy images for training by varying the noise variance $v \in [0, 0.2]$. Following previous publications [7, 33], we use a coupled log and exp transforms to simplify this denoising problem. For our N2B model, a mean filter with the

Figure 7. The loss curves for Gaussian denoising. Left: “n2b” loss (13). Right: “n2c” loss (9).

Figure 8. One visual comparisons for Speckle denoising, $v = 0.1$. 
kernel size 35 is adopted to generate blurred labels. The results are shown in Figure 8 and Table 1. As observed, our N2B consistently shows promising performance.

**Salt & pepper noise.** Salt & pepper noise can be caused by sharp and sudden disturbances in the image signal. In the disturbed image, each pixel is changed to the maximum or minimum (salt or pepper) with probability $p$. In our training, we vary $p \in [0, 0.3]$. For N2B model, the blurred labels are generated by a median filter with kernel size 31. Quantitative results are shown in Table 1. Our N2B results are close to those of CNNs trained with paired data. Subjective results are shown in Figure 9. As can be seen, our N2B successfully removes all the noise, and the resulting image is clean and sharp. These experiments prove that our N2B can handle many types of noise. More importantly, our method does not require pre-collected pairs of data. This gives N2B great potential for denoising tasks where paired data is not available.

### 4.2. Real-world noise

We further evaluate the performance of N2B on a real-world denoising task. We perform our experiments on a benchmark dataset DND [29]. DND contains 50 high-resolution images with realistic noise from 50 scenes. However, it does not provide ground truth and additional pairs of data for training. Therefore, we only compare our method with the self-supervised method N2V and the model-based method BM3D. We crop the 50 noisy images into 1000 image patches with a size $512 \times 512$. We randomly selected 500 image patches for training and the remaining 500 for testing. Subjective comparisons are presented in Figure 10. As can be seen, N2V cannot handle the complicated real noise, and BM3D generates over-smoothed images. In contrast, our N2B removes noise cleanly and restores high-quality images.
Figure 11. Text removal example. \((p = 0.1)\)

Table 2. Quantitative evaluation of N2B models trained with different numbers of clean images.

| Clean images | 1 | 10 | 100 | 4000 |
|--------------|---|----|-----|------|
| Gaussian     | SSIM | 0.670 | 0.829 | 0.858 | **0.873** |
| \((\sigma = 25)\) | PSNR | 22.36 | 28.11 | 29.82 | **30.87** |

Table 3. Quantitative evaluation of N2B models trained with different image filters.

| Different methods | mean filter | Bilateral filter | BM3D |
|-------------------|-------------|-----------------|------|
| Gaussian \((\sigma = 25)\) | SSIM | 0.873 | 0.873 | 0.871 |
| | PSNR | 30.53 | 30.87 | 30.99 |

4.3. Text removal

In addition to denoising, N2B can be applied to many image restoration tasks. Similar to denoising, for other image restoration tasks, N2B does not need a priori of the image degradation process, nor does it need pre-collected paired data. Here, we extend N2B to text removal.

We again use the 4744 clean images from [23] to synthesize text-degraded images. This degradation contains a variety of random strings, which can be random font sizes, random colors, and random locations. During training, each pixel of training samples is degraded with a probability \(p \in [0, 0.2]\). When testing, \(p\) is set to 0.1. For text removal, the blurred labels are generated by a median filter with the kernel size 35. Our N2B results are compared with U-Net trained with paired data. We show an example in Figure 11. In addition, our N2B model yields results 0.964/33.68 dB in terms of SSIM and PSNR for the BSD300 test set, close to the U-Net of 0.978/37.19 dB. These experiments show that N2B is a general method for image restoration.

4.4. Ablation study

**How many clean images does N2B need?** As discussed above, N2B can be trained with any number of noisy images. We further explore how many clean images are needed for N2B training. We perform the experiments on Gaussian noise with \(\sigma \in [0, 50]\). The N2B model is trained multiple times, using 1, 10, 100, and 4000 clean images, respectively. We report the comparisons in Figure 12 and Table 2. As can be seen, the number of clean images has a significant impact on the performance of N2B. The more clean images available, the better the N2B generalization. Fortunately, in practical applications, a large number of clean images is usually easy to collect.

**Which image filter is better?** Almost all image filters have a strong denoising ability, but the images they generate are different. Here, we discuss the effects of different filters on N2B. We conduct the experiments on Gaussian noise with \(\sigma \in [0, 50]\). 3 different methods are adopted to generate blurred labels,
Figure 12. Visual results of N2B models trained using different numbers of clean images.

Figure 13. Gaussian denoising results (σ = 25) of N2B model with/without gradient interruption.

i.e. bilateral filter, mean filter with kernel size 31 and BM3D. The image generated by the Bilateral filter still retains obvious edges, while the mean filter removes most of the image details. In addition, BM3D can produce relatively clear and noise-free images (like shown in Figure 3). We report the comparisons in Table 3. As can be seen, all the methods achieve a similar SSIM, and BM3D has a relatively higher PSNR. However, the performance gap between the different methods is not significant. Therefore, we do not recommend excessive restrictions on the choice of image filters. The only requirement is that the resulting blurred labels must be noise-free.

Does N2B require gradient interruption? To validate the necessity of gradient interruption, we designed a variant of the N2B model called N2B_v, which cancels the gradient interruption operation in the convergence stage. Therefore, DnNet is affected by both “n2b” Eq. (13) and “n2c” Eq. (9) objectives. We conduct the experiments on Gaussian noise with σ ∈ [0, 50]. We report the visual comparisons in Figure 13. As can be seen, without gradient interruption, the N2B_v model can also learn to denoise, but loses a lot of image detail. In contrast, gradient interruption can effectively help DnNet focus on the “n2c” objective while forcing NENet to finely extract noise. In addition, our N2B gives an average of 0.873/30.87 dB in terms of SSIM and PSNR with a noise level σ = 25, significantly outperform the N2B_v of 0.632/23.10 dB.

5. Conclusions

We have proposed Noise2Blur (N2B), a training scheme for blind denoising. N2B enables the training of CNNs without pre-collected paired data. Using only a traditional image filter and some unpaired data, a robust denoising network can be obtained when the N2B model learns to blur the image. We
have demonstrated the applicability of N2B in various denoising tasks. In the absence of paired data, N2B still shows encouraging performance. In addition, we have shown the effectiveness of our N2B to other image restoration tasks. We look forward to this method finding more applications in other areas of vision and signal recovery.

References

[1] F. Argenti, A. Lapini, T. Bianchi, and L. Alparone. A tutorial on speckle reduction in synthetic aperture radar images. *IEEE Geoscience and remote sensing magazine*, 1(3):6–35, 2013.

[2] J. Batson and L. Royer. Noise2self: Blind denoising by self-supervision. *arXiv preprint arXiv:1901.11365*, 2019.

[3] T. Brooks, B. Mildenhall, T. Xue, J. Chen, D. Sharlet, and J. T. Barron. Unprocessing images for learned raw denoising. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 11036–11045, 2019.

[4] A. Buades, B. Coll, and J.-M. Morel. A non-local algorithm for image denoising. In *2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05)*, volume 2, pages 60–65. IEEE, 2005.

[5] A. Buades, B. Coll, and J.-M. Morel. A review of image denoising algorithms, with a new one. *Multiscale Modeling & Simulation*, 4(2):490–530, 2005.

[6] J. Chen, J. Chen, H. Chao, and M. Yang. Image blind denoising with generative adversarial network based noise modeling. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3155–3164, 2018.

[7] G. Chierchia, D. Cozzolino, G. Poggi, and L. Verdoliva. Sar image despeckling through convolutional neural networks. In *2017 IEEE International Geoscience and Remote Sensing Symposium (IGARSS)*, pages 5438–5441. IEEE, 2017.

[8] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian. Image denoising by sparse 3-d transform-domain collaborative filtering. *IEEE Transactions on image processing*, 16(8):2080–2095, 2007.

[9] W. Dong, X. Li, L. Zhang, and G. Shi. Sparsity-based image denoising via dictionary learning and structural clustering. In *CVPR 2011*, pages 457–464. IEEE, 2011.

[10] M. Elad and M. Aharon. Image denoising via sparse and redundant representations over learned dictionaries. *IEEE Transactions on Image processing*, 15(12):3736–3745, 2006.

[11] T. Eo, Y. Jun, T. Kim, J. Jang, H.-J. Lee, and D. Hwang. Kiki-net: cross-domain convolutional neural networks for reconstructing undersampled magnetic resonance images. *Magnetic resonance in medicine*, 80(5):2188–2201, 2018.

[12] S. Gu and R. Timofte. A brief review of image denoising algorithms and beyond. *Springer series on Challenges in Machine Learning*, 1, 2019.

[13] S. Gu, L. Zhang, W. Zuo, and X. Feng. Weighted nuclear norm minimization with application to image denoising. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2862–2869, 2014.

[14] S. Guo, Z. Yan, K. Zhang, W. Zuo, and L. Zhang. Toward convolutional blind denoising of real photographs. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 1712–1722, 2019.

[15] T. R. Jeyalakshmi and K. Ramar. A modified method for speckle noise removal in ultrasound medical images. *International Journal of Computer and Electrical Engineering*, 2(1):54, 2010.
[16] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

[17] A. Krull, T.-O. Buchholz, and F. Jug. Noise2void-learning denoising from single noisy images. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 2129–2137, 2019.

[18] A. Krull, T. Vicar, and F. Jug. Probabilistic noise2void: Unsupervised content-aware denoising. *arXiv preprint arXiv:1906.00651*, 2019.

[19] J.-S. Lee, T. L. Ainsworth, Y. Wang, and K.-S. Chen. Polarimetric sar speckle filtering and the extended sigma filter. *IEEE Transactions on geoscience and remote sensing*, 53(3):1150–1160, 2014.

[20] J.-S. Lee, M. R. Grunes, and G. De Grandi. Polarimetric sar speckle filtering and its implication for classification. *IEEE Transactions on Geoscience and remote sensing*, 37(5):2363–2373, 1999.

[21] S. Lefkimmiatis. Non-local color image denoising with convolutional neural networks. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3587–3596, 2017.

[22] J. Lehtinen, J. Munkberg, J. Hasselgren, S. Laine, T. Karras, M. Aittala, and T. Aila. Noise2noise: Learning image restoration without clean data. *arXiv preprint arXiv:1803.04189*, 2018.

[23] K. Ma, Z. Duanmu, Q. Wu, Z. Wang, H. Yong, H. Li, and L. Zhang. Waterloo Exploration Database: New challenges for image quality assessment models. *IEEE Transactions on Image Processing*, 26(2):1004–1016, Feb. 2017.

[24] J. Mairal, F. R. Bach, J. Ponce, G. Sapiro, and A. Zisserman. Non-local sparse models for image restoration. In *ICCV*, volume 29, pages 54–62. Citeseer, 2009.

[25] J. Mairal, M. Elad, and G. Sapiro. Sparse representation for color image restoration. *IEEE Transactions on image processing*, 17(1):53–69, 2007.

[26] D. Martin, C. Fowlkes, D. Tal, J. Malik, et al. A database of human segmented natural images and its application to evaluating segmentation algorithms and measuring ecological statistics. In *ICCV*, 2001.

[27] D. Meng and F. De La Torre. Robust matrix factorization with unknown noise. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 1337–1344, 2013.

[28] P. Perona and J. Malik. Scale-space and edge detection using anisotropic diffusion. *IEEE Transactions on pattern analysis and machine intelligence*, 12(7):629–639, 1990.

[29] T. Plotz and S. Roth. Benchmarking denoising algorithms with real photographs. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 1586–1595, 2017.

[30] L. I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal algorithms. *Physica D: nonlinear phenomena*, 60(1-4):259–268, 1992.

[31] E. P. Simoncelli and E. H. Adelson. Noise removal via bayesian wavelet coring. In *Proceedings of 3rd IEEE International Conference on Image Processing*, volume 1, pages 379–382. IEEE, 1996.

[32] S. Wu, Q. Zhu, and Y. Xie. Evaluation of various speckle reduction filters on medical ultrasound images. In *2013 35th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC)*, pages 1148–1151. IEEE, 2013.

[33] X. Yang, L. Denis, F. Tupin, and W. Yang. Sar image despckling using pre-trained convolutional neural network models. In *2019 Joint Urban Remote Sensing Event (JURSE)*, pages 1–4. IEEE, 2019.

[34] M. Yousuf and M. Nobi. A new method to remove noise in magnetic resonance and ultrasound images. *Journal of scientific research*, 3(1):81–81, 2011.

[35] Z. Yue, H. Yong, Q. Zhao, L. Zhang, and D. Meng. Variational denoising network: Toward blind noise modeling and removal. *arXiv preprint arXiv:1908.11314*, 2019.
[36] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang. Beyond a gaussian denoiser: Residual learning of deep cnn for image denoising. *IEEE Transactions on Image Processing*, 26(7):3142–3155, 2017.

[37] K. Zhang, W. Zuo, and L. Zhang. Ffdnet: Toward a fast and flexible solution for cnn-based image denoising. *IEEE Transactions on Image Processing*, 27(9):4608–4622, 2018.

[38] H. Zhao, O. Gallo, I. Frosio, and J. Kautz. Loss functions for image restoration with neural networks. *IEEE Transactions on Computational Imaging*, 3(1):47–57, 2016.

[39] Q. Zhao, D. Meng, Z. Xu, W. Zuo, and L. Zhang. Robust principal component analysis with complex noise. In *International conference on machine learning*, pages 55–63, 2014.

[40] F. Zhu, G. Chen, and P.-A. Heng. From noise modeling to blind image denoising. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 420–429, 2016.