Robust Instability Radius for Multi-agent Dynamical Systems with Cyclic Structure
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Abstract: This paper is concerned with robust instability analysis for linear multi-agent dynamical systems with cyclic structure. This relates to interesting and important periodic oscillation phenomena in biology and neuronal science, since the nonlinear phenomena often occur when the linearized model around an equilibrium point is unstable. We first make a problem setting on the analysis and define the notion of robust instability radius (RIR) as a quantitative measure for maximum allowable stable dynamic perturbation in terms of the $H_{\infty}$-norm. After showing lower bounds of the RIR, we derive the exact RIR, which is analytic and scalable, for first order time-lag agents. Finally, we make a remark on the potential applicability to some classes of higher order systems.
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1. INTRODUCTION

There are a number of interesting and important periodic oscillation phenomena in biology such as Repressilator in synthetic biology, spike-type periodic signals in neuronal dynamics, periodic pattern generation by Turing instability, and so on. Many of these cases are related to instability of the linearized model around an equilibrium point, and it is generally difficult to derive the exact mathematical models and reduced order approximate models are often utilized for the analysis. Hence, robust instability analysis against dynamic uncertainties is very important to analyze the persistence of oscillation phenomena theoretically.

Motivated by this, the authors have proposed a robust instability problem as a new control problem in [5,6]. It should be emphasized that the robust instability analysis is similar to but quite different from the robust stability analysis. Actually, the former is a strong stabilization problem to find a minimum norm stable perturbation that stabilizes a given unstable system when the uncertainty is modeled by a ball measured by the $H_{\infty}$ norm. This clearly indicates the difficulty of the problem. For example, the small gain condition in terms of the $L_{\infty}$ norm provides only a sufficient condition for the robust instability as seen in e.g., [9,10]. The reason is as follows. For robust stability analysis, the system instability can be detected when one of stable poles reaches the imaginary axis. However, for the case of robust instability, the system may remain unstable even if some of unstable poles reach the imaginary axis. Hence, the infinity norm does not work in general for robust instability analysis.

Consequently, our main question here is "Under what condition does the infinity-norm work as a measure even for the robust instability analysis?" There is a partial answer to the question in [5,6], where some exact results on the robust instability radius for linear systems are shown. Also, the robust instability margin was investigated by taking into account the change of the equilibrium point caused by the static gain change for a class of nonlinear systems, and the effectiveness of the exact results is confirmed by applications to FitzHugh-Nagumo model for neuronal dynamics and Repressilator in synthetic biology.

This paper is concerned with the robust instability problem for multi-agent dynamical systems with cyclic structure. A long-term goal of this type of research is to establish a new theory for a class of nonlinear networked systems which covers several biomolecular systems in synthetic biology. However, this paper treats only the linear case as an important fundamental research topic. The main contribution of this paper is a characterization of the exact value of maximum allowable dynamic perturbation, or the robust instability radius (RIR), for the persistence of instability for multi-agent dynamical systems with any number of first order agents. The result is scalable as well as analytic, and hence we can handle multi-agent systems with any number of agents. This is in contrast with the authors’ previous investigation [5,6].

The first key for the analysis is to show the equivalence of the classes of heterogeneous and homogeneous perturbations in terms of robust instability. In other words, we can show that the class of worst case perturbations includes a subset of homo-
genuine perturbations. This nice property can make the problem simpler and yield useful lower bounds on the RIR. Then, we follow the two-step procedure of constructing an all-pass perturbation proposed in [56] to get the exact result for first order time-lag systems. It should be emphasized that the final RIR result is the same as the robust stability result in [4] based on the generalized frequency variable framework [2].

The remainder of this paper is organized as follows. The problem formulation and the preliminary analysis are presented in Section 2. Section 3 is devoted to the analysis of the RIR for cyclic network structure with multiplicative uncertainties, where some lower bounds of the RIR are shown. In Section 4, we provide the exact RIR analysis for first order time-lag systems and remark the possible extensions. Section 5 summarizes the contributions of this paper and addresses some future research directions.

We use the following notation. The set of proper stable real rational functions is denoted by $\text{RH}_\infty$, and $\| \cdot \|_H_\infty$ represents the $H_\infty$ norm. $\| \cdot \|_L_\infty$ denotes the $L_\infty$ norm for rational functions. $\mathcal{F}_I(H, A)$ denotes the lower linear fractional transformation of $A$ by $H$:

$$z = \mathcal{F}_I(H, A)w \Leftrightarrow \begin{bmatrix} z \\ y \end{bmatrix} = H \begin{bmatrix} w \\ u \end{bmatrix}, \quad u = Ay.$$ 

The set of integers $1, \ldots, n$ is denoted by $\mathbb{I}_n$.

## 2. ROBUST INSTABILITY FOR MULTI-AGENT DYNAMICAL SYSTEMS

### 2.1. Problem formulation

Consider the multi-agent system with $n$ uncertain dynamic SISO agents described by

$$\begin{bmatrix} z \\ y \end{bmatrix} = H(s) \begin{bmatrix} w \\ u \end{bmatrix}, \quad w = \Delta z, \quad u = Ay,$$

where $z(t), w(t), y(t), u(t) \in \mathbb{R}^n$ are signals, $A \in \mathbb{R}^{n \times n}$ is a constant matrix representing the interaction among the agents. We assume that $H(s)$ has a special form

$$H(s) := H_o(s) \otimes I_n$$

with a $2 \times 2$ transfer function $H_o(s)$. This means that the multi-agent system is nominally homogeneous, and it is represented by

$$G(s) := \mathcal{F}_I(H(s), A).$$

$\Delta$ represents the stable uncertainties in the agents which are independent among the agents.

We are interested in the condition under which the system is robustly unstable against $\Delta \in \Delta \subset \text{RH}_\infty^{n \times n}$ with a bound on the norm $\| \Delta \|_{H_\infty}$, where $\Delta := \{ \text{diag}(\delta_1, \ldots, \delta_n) : \delta_i \in \text{RH}_\infty \}$.

Since the perturbed system is a feedback system consisting of $G(s)$ and $\Delta$, the system is said to be robustly unstable if the characteristic equation

$$\det(I - \Delta G(s)) = 0$$

has at least one root in the closed right half plane for all $\Delta \in \Delta$ with the norm bound. Clearly, the robust instability condition is violated when there exists $\Delta \in \Delta$ that stabilizes $G$ while satisfying the norm bound. Following the definition of the Robust Instability Radius (RIR) in [56], the dynamic RIR (or simply RIR) $\rho_s$ is defined as the smallest magnitude of the perturbation that stabilizes the system:

$$\rho_s := \inf_{\Delta \in \Delta} \{ \| \Delta \|_{H_\infty} : \det(I - \Delta G(s)) = 0 \Rightarrow \Re(s) < 0 \}.$$  

The problem is to find a method for calculating $\rho_s$.

Let us introduce three related notions of RIRs to get the lower/upper bounds of the dynamic RIR. The dynamic RIR against homogeneous uncertainty $\rho_h$:

$$\rho_h := \inf_{\delta \in \text{RH}_\infty} \{ \| \delta \|_{H_\infty} : \det(I - \delta G(s)) = 0 \Rightarrow \Re(s) < 0 \},$$

The real/complex parametric RIRs, $\rho_r$ and $\rho_c$:

$$\rho_r := \inf_{\Delta \in \Delta_r} \{ \| \Delta \| : \det(I - \Delta G(s)) = 0 \Rightarrow \Re(s) < 0 \},$$

$$\rho_c := \inf_{\Delta \in \Delta_c} \{ \| \Delta \| : \det(I - \Delta G(s)) = 0 \Rightarrow \Re(s) < 0 \},$$

where $\Delta_r$ and $\Delta_c$ are the set of $n \times n$ real diagonal matrices and the set of $n \times n$ complex diagonal matrices, respectively.

### 2.2. Preliminary analysis

Without loss of generality, let us consider the case where $A$ is diagonalizable\footnote{When $A$ is not diagonalizable, an infinitesimal perturbation of $A$ will make it diagonalizable without altering the robust instability radius due to continuous dependence of the characteristic roots on $A$.} Let the spectral decomposition of $A$ be given by

$$A = T \Lambda T^{-1}, \quad \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n).$$

Then condition (3) is equivalent to

$$\det(I - \Delta G(s)) = 0,$$

where

$$\Delta G(s) := \mathcal{F}_I(H_o(s), \Lambda), \quad \Delta := T^{-1} \Delta s T,$$

because $G(s) = T \hat{G}(s) T^{-1}$ holds. Note that

$$\hat{G}(s) := \text{diag}(g_1(s), \ldots, g_n(s))$$

with $g_i(s) := \mathcal{F}_I(H_o(s), \lambda_i), \quad i \in \mathbb{I}_n$. Moreover, we have $\Delta = \hat{\Delta}$ if the perturbation is homogeneous, i.e. $\Delta = \delta I$, if $A$ is normal and $T$ is unitary. These
special cases in combination with the small gain argument give the following result.

**Proposition 1:** Consider the robust instability radius in (4) for system (1). Suppose \( G(s) \) is unstable and define
\[
\tilde{\rho} := \inf_{\delta \in \mathbb{R}^{h\infty}} \{ \| \delta \|_{\mathbb{R}^{h\infty}} : 1 - \delta(s)g_i(s) = 0 \} \quad (9)
\]
\[
\rho_p := \min_{i \in I_n} 1/\|g_i\|_{L^\infty} \quad (10)
\]
(a) \( \rho_s \leq \tilde{\rho} \) and \( \rho_h \equiv \tilde{\rho} \).
(b) \( \rho_p \leq \rho_s \) if \( A \) is normal, and \( \rho_p \leq \rho_h \) if \( A \) is diagonalizable.

**Proof:** Statement (a) follows by noting that \( \tilde{\rho} \) is the robust instability radius with respect to homogeneous perturbation \( \Delta = \delta I \). The former part of statement (b) is from Inoue et al. [9].

3. CYCLIC NETWORK WITH MULTIPlicative UNCERTAINTIES

This section provides some lower bounds on the RIRs for the cyclic network structure with multiplicative uncertainties.

3.1. Equivalence of homogeneous and heterogeneous perturbations

Consider a set of uncertain \( n \) agents \((1 + \delta_i(s))h(s), i = 1, \ldots, n\), with cyclic connections. This is a special case of (1) where \( G(s) \) belongs to
\[
\mathcal{G}_c := \{ G(s) = F_{\mathcal{E}}(H_0(s) \otimes I_n, A) \ |
\]
\[
H_0(s) = \begin{bmatrix}
0 & h(s) \\
1 & h(s)
\end{bmatrix}, \quad A = \begin{bmatrix}
o^\sigma & -\mu \\
-\mu I_{n-1} & o
\end{bmatrix},
\]
\[
(11)
\]
where \( \mu \in \mathbb{R} \) is a positive scalar representing the strength of the interaction and \( o \in \mathbb{R}^{n-1} \) is a zero vector. Note that the characteristic equation for the feedback system of \( G(s) \in \mathcal{G}_c \) and \( \Delta \in \Delta \) is given by
\[
1 + \mu^n h(s)^n \prod_{i=1}^{n} (1 + \delta_i(s)) = 0. \quad (12)
\]
The following result is instrumental for reducing the instability analysis of the interconnected system into that of individual subsystems.

**Lemma 1:** Let an integer \( n > 0 \) and a real number \( r > 0 \) be given and consider the following sets of complex numbers:
\[
\mathbb{W} := \{ (1 + \delta)^n : \delta \in \delta_c \},
\]
\[
\mathbb{V} := \{ (1 + \delta_i) : \delta_i \in \delta_i \},
\]
\[
\delta_c := \{ \delta \in \mathbb{C} : |\delta| \leq r \}.
\]
Then \( \mathbb{W} \subseteq \mathbb{V} \).

**Proof:** The inclusion relationship \( \mathbb{W} \subseteq \mathbb{V} \) is obvious. We prove \( \mathbb{V} \subseteq \mathbb{W} \) by showing that, for arbitrarily chosen \( \delta_i \in \delta_c, i = 1, 2, \ldots, n \), there exist \( \delta \in \delta_c \) such that
\[
(1 + \delta)^n = \prod_{i=1}^{n} (1 + \delta_i), \quad (13)
\]

or equivalently,
\[
\log(1 + \delta) = \frac{1}{n} \sum_{i=1}^{n} \log(1 + \delta_i).
\]

This is the case because the average of arbitrary \( n \) elements of the set \( \Theta := \log(1 + \delta_c) \) belongs to the set \( \Theta \) due to its convexity from Lemma 2 shown below without proof.

**Lemma 2:** Let \( r \in \mathbb{R} \) be given such that \( 0 < r < 1 \), and consider
\[
\Theta := \log(1 + \delta), \quad \delta := \{ \delta \in \mathbb{C} : |\delta| \leq r \}.
\]
The set \( \Theta \) is convex.

**Proof:** This essentially establishes the equivalence between the heterogeneous and homogeneous perturbations. Replacing \( V \) by \( W \), the characteristic equation in (12) becomes
\[
(-\mu)^n h(s)^n (1 + \delta(s))^n = 1.
\]
Recalling that \( n \) is odd and taking the \((1/n)^{th}\) power,
\[
\lambda_i h(s)(1 + \delta(s)) = 1, \quad \lambda_i := \mu e^{(2\pi - 1)n}/, \quad i \in \mathbb{I}_n.
\]
Rearranging,
\[
1 - \delta(s)g_i(s) = 0, \quad g_i(s) := \frac{\lambda_i h(s)}{1 - \lambda_i h(s)}, \quad i \in \mathbb{I}_n,
\]
which is the characteristic equation in (9) obtained by assuming that the perturbation is homogeneous, i.e., \( \Delta = \delta I \) and noting that \( \lambda_i \) are the eigenvalues of \( A \). A subtle issue is that \( \delta(s) \) satisfying (13) is not rational in general even if \( \delta_i \in \mathbb{R}^{h\infty} \). Thus, Lemma 1 establishes the equivalence of homogeneous and heterogeneous perturbations in the context of robust instability analysis when the class of perturbations is extended to include irrational transfer functions. For the rational case of our interest, Lemma 1 is useful for characterizing a lower bound on the robust instability radius.

3.2. Lower bound on robust instability radius

We here present some lower bounds on the RIRs based on the convexity property shown in the previous subsection for multi-agent dynamical systems for \( G(s) \in \mathcal{G}_c \).

**Theorem 1:** Consider the cyclic multi-agent dynamical systems \( G(s) \in \mathcal{G}_c \) with \( \Delta \in \Delta \). We assume the system is nominally strictly unstable\(^3\) and the number of subsystems \( n \) is odd. We consider the following three classes of perturbations: (i) dynamic heterogeneous uncertainty \( \Delta \in \Delta \) with \( \mathbb{E} \), (ii) dynamic homogeneous

\(^2\)The function \( \log(z) \) for \( z \in \mathbb{C} \), not negative real, is the principal logarithm defined as \( \log(z) := \log(a) + j\theta \) where \( a, \theta \in \mathbb{R} \) are uniquely determined from \( z = ae^{j\theta}, \quad a > 0, \quad \theta \in (-\pi, \pi) \).

\(^3\)A system is called strictly unstable if it is unstable with at least one characteristic root in the open right half plane.
uncertainty $\Delta = \delta I$ with $\delta \in \mathbf{RH}_\infty$, and (iii) parametric complex uncertainty $\Delta \in \Delta_c$. Define the corresponding RIRs $\rho_s, \rho_h$, and $\rho_o$, by (4), (5), and (7), respectively. Then $\varrho_+$ is a lower bound on $\rho_s, \rho_h$, and $\rho_o$, i.e.,

$$\varrho_+ \leq \rho_s, \quad \varrho_+ \leq \rho_h, \quad \varrho_+ \leq \rho_o,$$

where

$$\varrho_+ := \max_{k \in U} \frac{1}{\|g_k\|_{L_\infty}} \lambda_k h(s),$$

$$g_k(s) := \frac{1}{1 - \lambda_k h(s)}, \quad \lambda_k := \mu e^{j(2k-1)\pi/n}, \quad k \in \mathbb{N}.$$ and $U \subseteq \mathbb{N}$ is the set of indices $k$ such that $g_k(s)$ is unstable.

Although the detailed proof is omitted due to the page limitation, the proof is done by contradiction using Lemma 1.

4. EXACT RIR ANALYSIS

This section will show that we can get the RIR for first order time-lag systems by a constructive way proposed in [3][4], where the first step is to find a marginally stabilizing all-pass function and the second step is a technique of $\epsilon$ perturbation for the complete stabilization.

4.1. First order time-lag systems

Consider the first order time-lag system represented by

$$h(s) := \frac{K}{\tau s + 1}, \quad K > 0, \quad \tau > 0.$$ (16)

Fortunately, we can get the exact RIR for the system as follows.

**Proposition 2**: Consider the cyclic multi-agent dynamical systems $G(s) \in \mathcal{G}_c$ with the first order $h(s)$ in (16) and $\Delta \in \Delta_c$. We assume the system is nominally strictly unstable, i.e., $K < \mu \cos \theta_n; \quad \theta_n := \pi/n$ and the number of subsystems $n$ is odd. Then, the robust instability radius $\rho_s$ is given by

$$\rho_s = \varrho_+ = \frac{1}{\|g_1\|_{L_\infty}} = 1 - K/(\mu \cos \theta_n).$$ (17)

The proof is omitted due to the page limitation.

We here illustrate the situation by using the inverse Nyquist plot of $h(s)$, i.e., $\phi(j\omega) = 1/h(j\omega)$, and its perturbed version.

Consider an example with $n = 9, \mu = 3, K = 1$, and $\tau = 1$. The Nyquist plot of $\tilde{\phi}_o(s)$ (see the appendix for its definition) is plotted as the red curve in Fig. 1. The stability region for $\phi_o(s)$ is given by the region to the left of the Nyquist plot $\tilde{\phi}_o(j\omega)$ indicated by the red curve. The yellow region indicates the value set

$$\{\phi(j\omega) : \omega \in \mathbb{R}, \quad \delta \in \mathbb{C}, \quad |\delta| \leq \varrho_+ \}.$$ The point $\lambda_1 = 3e^{j\pi/9}$ lies on the right boundary of the yellow region (blue star). The gain $|\tilde{\phi}_o(j\omega)|$ monotonically increases with $\omega > 0$. This property implies that if $\mu e^{j\pi/n}$ is on the Nyquist plot $\tilde{\phi}_o(j\omega)$, then all the points $\mu e^{j(k/n)\pi}$ for odd $1 < k \leq n$ lie to the left of the Nyquist plot (i.e., the stability region). To see this, note that the portion of the Nyquist plot for $\omega > \omega_p$ is outside of the circle $\mu e^{j\theta}$, where the lower bound frequency is defined by $\mu e^{j\pi/n} = \tilde{\phi}_o(j\omega_p)$. Likewise, the low frequency portion $\omega < \omega_p$ is inside the circle. This implies that the inverse Nyquist plot $\tilde{\phi}_c(s)$ satisfies the stability condition meaning that the perturbed network with $\tilde{h}_c(s) := 1/\tilde{\phi}_c(s)$ is stable.

![Fig. 1 Nyquist plots: $\phi(j\omega)$ is blue, $\tilde{\phi}_o(j\omega)$ is red.](image)

4.2. Possible Extension

The idea for the derivation of the exact RIR for first order time-lag systems has a potential to be applicable to some classes of higher order systems including second order time-lag systems. To show this, we give a numerical example with $h(s) = 3/(s+1)(s+3)$ and $\mu = 5$.

We only consider the case of odd $n$, where the eigenvalues of $A$ are at $\lambda_k = 5e^{j(k/n)\pi}$ for $k = 1, 3, \ldots, 2n - 1$. From Proposition 1, the upper and lower bounds on the robust instability radius are given by $\tilde{\rho}$ and $\varrho_p$ with

$$g_l(s) := \frac{\lambda_1 h(s)}{1 - \lambda_1 h(s)} = \frac{3\lambda_1}{(s+1)(s+3) - 3\lambda_1}.$$ (10)

Numerical results of robust instability radius for odd $n$ are plotted in Fig. 2. The lower bound $g_p$ defined by (10) is shown by the blue curve. The exact values for the dynamic RIR $\rho_s$ as well as for the complex parametric RIR $\rho_p$ are computable for this example based on the results presented later, and are indicated by the red and green curves. In fact, $\rho_s = \rho_h = \tilde{\rho}$ for this example. The exact values are based on the eigenvalue $\lambda_1$ that is the closest to the real axis. The lower bound $g_p$ is based on the eigenvalue $\lambda_k$ closest to the Nyquist plot $\phi(j\omega)$. Although complex parametric uncertainty and real rational dynamic uncertainty are equivalent for robust stability, they turned out not to be equivalent for robust instability as shown by the gap in the red and green curves. The property that $\rho_c$ is an upper bound on $\rho_s$ is not a coincidence for this example.
5. CONCLUSION

This paper proposed a robust instability problem for multi-agent dynamical systems with cyclic structure. It has been shown that we can get the exact robust instability radius (RIR) for first order time-lag systems. The main contribution is that we can get the exact value of maximum allowable dynamic perturbation for the persistence of instability for multi-agent dynamical systems with any number of agents. This is a clear contrast with the previous result in [6], which is difficult to apply to large-scale network systems. Although this paper only provided the first step results, the approach has a potential to apply to the wider class of subsystems $h(s)$ as briefly explained in Subsection 4.2.

The future work along this research direction includes (i) a characterization of class of systems for which the RIR can be analyzed exactly, (ii) an extension to the robust instability margin analysis for a class of nonlinear systems by taking the change of the equilibrium point into account, and (iii) applications to a more general type of biomolecular systems than Repressilator investigated in [6].
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