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Abstract

If $M$ is a symplectic manifold then the space of smooth loops $C^\infty(S^1, M)$ inherits of a quasi-symplectic form. We will focus in this thesis on an algebraic analogue of that result. In their article [KV1], Kapranov and Vasserot introduced and studied the formal loop space of a scheme $X$. It is an algebraic version of the space of smooth loops in a differentiable manifold.

We generalize their construction to higher dimensional loops. To any scheme $X$ – not necessarily smooth – we associate $L^d(X)$, the space of loops of dimension $d$. We prove it has a structure of (derived) Tate scheme – i.e., its tangent is a Tate module: it is infinite dimensional but behaves nicely enough regarding duality. We also define the bubble space $B^d(X)$, a variation of the loop space. We prove that $B^d(X)$ is endowed with a natural symplectic form as soon as $X$ has one (in the sense of [PTVV]).

To prove our results, we develop a theory of Tate objects in a stable $(\infty,1)$-category $\mathcal{C}$. We also prove that the non-connective K-theory of $\text{Tate}(\mathcal{C})$ is the suspension of that of $\mathcal{C}$, giving an $\infty$-categorical version of a result of [Sai].

The last chapter is aimed at a different problem: we prove there the existence of a Lie structure on the tangent of a derived Artin stack $X$. Moreover, any quasi-coherent module $E$ on $X$ is endowed with an action of this tangent Lie algebra through the Atiyah class of $E$. This in particular applies to not necessarily smooth schemes $X$.

Throughout this thesis, we will use the tools of $(\infty, 1)$-categories and symplectic derived algebraic geometry.
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Introduction

Context

Considering a differential manifold $M$, one can build the space of smooth loops $\mathcal{L}(M)$ in $M$. It is a central object of string theory. Moreover, if $M$ is symplectic then so is $\mathcal{L}(M)$ — more precisely quasi-symplectic since it is not of finite dimension — see for instance [MP]. We will be interested here in an algebraic analogue of that result.

The first question is then the following: what is an algebraic analogue of the space of smooth loops? An answer appeared in 1994 in Carlos Contou-Carrère’s work (see [CC]). He studies there $\mathcal{G}_m(\mathbb{C}((t)))$, some sort of holomorphic functions in the multiplicative group scheme, and uses it to define the famous Contou-Carrère symbol. This is the first occurrence of a formal loop space known to the author. This idea was then generalised to algebraic groups as the affine grassmanian $\mathfrak{Gr}_G = G((\mathbb{C})) / G(\mathbb{C}[[t]])$ shows up and got involved in the geometric Langlands program. In their paper [KV1], Mikhail Kapranov and Éric Vasserot introduced and studied the formal loop space of a smooth scheme $X$. It is an ind-scheme $\mathcal{L}(X)$ which we can think of as the space of functions $\text{Spec} \mathbb{C}[[t]] \to X$. This construction strongly inspired the one presented in this thesis. Kapranov and Vasserot moreover endow the formal loop space with a factorisation structure and link it with vertex algebras and, in [KV3], with chiral differential operators.

We will focus on higher dimensional formal loops. There are at least two ways of considering them. The first one consists in replacing $\mathbb{C}[[t]]$ with some $d$-dimensional function field $\mathbb{C}[[t_1]] \cdots [[t_d]]$, as was done for Beilinson’s adèles as well as higher Contou-Carrère symbols — see [OZ2] for dimension 2 and [BGW1] for higher dimensions. This very fruitful idea requires a choice in ordering the local coordinates $t_1, \ldots, t_d$. The author likes to think of adèles as maps out of some formal torus of dimension $d$ – with a given flag, corresponding to the ordering of the variables $t_1, \ldots, t_n$ – but not out of a formal sphere. The second way is the one we will use in this thesis. It consists in considering the formal loop space as a derived geometrical object. The author learned after writing down this thesis that Mikhail Kapranov had an unpublished document in which this derived approach was developed. He his grateful to Kapranov for letting him read those notes, both inspired and inspiring. Derived algebraic geometry appeared in several steps. First Maxim Kontsevich somehow predicted their existence in [Kon]. Ionut Ciocan-Fontanine and Mikhail Kapranov then introduced the first formal definition of a derived geometrical object: dg-schemes and dg-manifolds — see [CFK]. Bertrand Toën and Gabriele Vezzosi then developed a fully equipped theory of derived (higher) stacks using model categories in [HAG2]. The subject then expanded tremendously with the work of Jacob Lurie and his series of DAG papers, of which we will only use [DAG-X]. He also modernized the theory by developing and using $(\infty, 1)$-category theory — see [HTT] and [HA].

Once the (higher dimensional) formal loop space defined, the second question finally comes up: the formal loop space is an infinite dimensional derived geometrical object, how can we then talk about symplectic forms? The formalism for (shifted) symplectic forms over finite derived stacks was developed by Tony Pantev, Bertrand Toën, Michel Vaquié and Gabriele Vezzosi in [PTVV]. One core feature of derived algebraic geometry is the cotangent complex, derived version of the usual cotangent. For a 2-form to be non-degenerated, one should introduce a shift so that the amplitudes of the cotangent complex and its shifted dual coincide. In our situation, the formal loop space is
not finitely presented. To deal with its infinite dimensional (co)tangent, we will identify some more structure: it is a Tate module.

Tate vector spaces appeared in John Tate’s thesis, and were then used and generalised by several authors. Let us cite here Alexander Beilinson or Vladimir Drinfeld (see [Dri]). The core idea is to consider an infinite dimensional vector space $V$ as a discrete topological space. Its dual $V^*$ is then considered as a topological vector space. Dualising once more on gets back. Tate vector spaces are then the extensions of a discrete topological vector space by the dual of one. One gets a family of dualisable – although infinite dimensional – vector spaces. More recently, Oliver Bräunling, Michael Gröchenig and Jesse Wolfson (see [BGW2]) developed a general theory for Tate objects in exact categories.

In this thesis

In this thesis, we generalize the definition of Kapranov and Vasserot to higher dimensional loops – which do not have an equivalent in differentiable geometry – and approach the symplectic question. For $X$ a scheme of finite presentation, not necessarily smooth, we define $\mathcal{L}^d(X)$, the space of formal loops of dimension $d$ in $X$. We define $\mathcal{L}^d_p(X)$ the space of maps from the formal neighbourhood of 0 in $\mathcal{A}^d$ to $X$. This is a higher dimensional version of the space of germs of arcs as studied by Jan Denef and François Loeser in [DL]. Let also $\mathcal{L}^d_{\mathcal{U}}(X)$ denote the space of maps from a punctured formal neighbourhood of 0 in $\mathcal{A}^d$ to $X$. The formal loop space $\mathcal{L}^d(X)$ is the formal completion of $\mathcal{L}^d_p(X)$ in $\mathcal{L}^d_{\mathcal{U}}(X)$. Understanding those three items is the main goal of this work. The problem is mainly to give a meaningful definition of the punctured formal neighbourhood of dimension $d$. We can describe what its cohomology should be:

$$H^n(\hat{\mathcal{A}}^d \setminus \{0\}) = \begin{cases} k[[X_1, \ldots, X_d]] & \text{if } n = 0 \\ (X_1 \ldots X_d)^{-1}k[X_1^{-1}, \ldots, X_d^{-1}] & \text{if } n = d - 1 \\ 0 & \text{otherwise} \end{cases}$$

but defining this punctured formal neighbourhood with all its structure is actually not an easy task. Nevertheless, we can describe what maps out of it are, hence the definition of $\mathcal{L}^d_p(X)$ and the formal loop space. This geometric object is of infinite dimension, and part of this study is aimed at identifying some structure. Here comes the first result in that direction.

**Theorem 1** (see proposition 3.1.3.4). The formal loop space of dimension $d$ in a scheme $X$ is represented by a derived ind-pro-scheme. Moreover, the functor $X \mapsto \mathcal{L}^d(X)$ satisfies the étale descent condition.

We use here methods from derived algebraic geometry as developed by Bertrand Toën and Gabriele Vezzosi in [HAG2]. The author would like to emphasize here that the derived structure is necessary since, when $X$ is a scheme, the underlying schemes of $\mathcal{L}^d(X)$, $\mathcal{L}^d_p(X)$ and $\mathcal{L}^d_{\mathcal{U}}(X)$ are isomorphic as soon as $d \geq 2$. Let us also note that derived algebraic geometry allowed us to define $\mathcal{L}^d(X)$ for more general $X$’s, namely any derived stack. It for instance work for $X$ a classifying stack $BG$ of an algebraic group. In those cases, the formal loop space $\mathcal{L}^d(X)$ is no longer a derived ind-pro-scheme but an ind-pro-stack. The case $d = 1$ and $X$ is a smooth scheme gives a derived enhancement of Kapranov and Vasserot’s definition. This derived enhancement is conjectured to be trivial when $X$ is a smooth affine scheme in [GR, 9.2.10]. Gaitsgory and Rozenblyum also prove in loc. cit. their conjecture holds when $X$ is an algebraic group.

The proof of theorem 1 is based on an important lemma. We identify a full sub-category $\mathcal{C}$ of the category of ind-pro-stacks such that the realisation functor $\mathcal{C} \to \mathbf{dSt}_k$ is fully faithful. We then prove that whenever $X$ is a derived affine scheme, the stack $\mathcal{L}^d(X)$ is in the essential image of $\mathcal{C}$ and is thus endowed with an essentially unique ind-pro-structure satisfying some properties. The generalisation to any $X$ is made using a descent argument. Note that for general $X$’s, the ind-pro-structure is not
known to satisfy nice properties one could want to have, for instance on the transition maps of the diagrams.

We then focus on the following problem: can we build a symplectic form on \( L^d(X) \) when \( X \) is symplectic? Again, this question requires the tools of derived algebraic geometry and shifted symplectic structures as in [PTVV].

Because \( L^d(X) \) is not finite, linking its tangent to its dual – through an alleged symplectic form – requires to identify once more some structure. We already know that it is an ind-pro-scheme but the proper context seems to be what we call Tate stacks.

Before saying what a Tate stack is, let us talk about Tate modules. They define a convenient context for infinite dimensional vector spaces. They were studied by Drinfeld, Beilinson and Lefschetz, among others, and more recently by Previdi [Pre] and Bräunling, Gröchenig and Wolfson [BGW2].

As discussed above, a Tate module is an extension of a so-called discrete module with the dual of one. We can think of discrete modules as ind-objects in the category of finite dimensional modules. Their duals then naturally live in the category of pro-objects.

We will here introduce the notion of Tate objects in the context of stable \((\infty,1)\)-categories as studied by Lurie in [HA]. If \( \mathcal{C} \) is a stable \((\infty,1)\)-category – playing the role of the category of finite dimensional vector spaces, we define \( \text{Tate}(\mathcal{C}) \) as the full subcategory of the \((\infty,1)\)-category of pro-ind-objects \( \text{ProInd}(\mathcal{C}) \) in \( \mathcal{C} \) containing both \( \text{Ind}(\mathcal{C}) \) and \( \text{Pro}(\mathcal{C}) \) and stable by extensions and retracts. The category \( \text{Ind}(\mathcal{C}) \) plays the role of the category of discrete modules while \( \text{Pro}(\mathcal{C}) \) contains their duals. Note that in a general setting, one must ask \( \text{Tate}(\mathcal{C}) \) to be stable by retracts as well as extensions. We then have the following universal property

**Theorem 2** (see theorem 1.1.0.4 and corollary 1.1.0.8). For any \((\infty,1)\)-category \( \mathcal{D} \) both stable and idempotent complete, and any commutative diagram

\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{i} & \text{Ind}(\mathcal{C}) \\
\downarrow{j} & & \downarrow{f} \\
\text{Pro}(\mathcal{C}) & \xrightarrow{g} & \mathcal{D}
\end{array}
\]

such that \( i \) and \( j \) are the canonical inclusions, \( f \) and \( g \) are exact, \( f \) preserves filtered colimits and \( g \) preserves cofiltered limits, there exist an essentially unique functor \( \phi: \text{Tate}(\mathcal{C}) \to \mathcal{D} \) such that both \( f \) and \( g \) factor through \( \phi \). As a consequence, the category \( \text{Tate}(\mathcal{C}) \) is equivalent to the smallest stable and idempotent complete subcategory of \( \text{IndPro}(\mathcal{C}) \) generated by both ind- and pro-objects. Moreover, the non-connective K-theory spectrum of \( \text{Tate}(\mathcal{C}) \) is the suspension of that of \( \mathcal{C} \)

\[
\mathbb{K}(\text{Tate}(\mathcal{C})) \approx \Sigma \mathbb{K}(\mathcal{C})
\]

Note that the last part of this theorem is an \( \infty \)-categorical version of a result of Saito in [Sai]. To prove theorem 2 we use tools from [HA]. Once defined Tate objects in a stable \((\infty,1)\)-category, the arising complication is inherent to \((\infty,1)\)-categories and the infinitely many coherences one has to check. We have to find a way of expressing them concisely. The last part of theorem 2 is proven by computing the quotients \( \text{Ind}(\mathcal{C})/\mathcal{C} \) and \( \text{Tate}(\mathcal{C})/\text{Pro}(\mathcal{C}) \) in stable and idempotent complete \((\infty,1)\)-categories and by showing those two categories are equivalent. This proof strategy is strongly inspired by Saito’s proof in [Sai] and uses tools developed by Blumberg, Gepner and Tabuada in [BGT].

We also define the derived category of Tate modules on a scheme – and more generally on a derived ind-pro-stack. An Artin ind-pro-stack \( X \) – meaning an ind-pro-object in derived Artin stacks – is then gifted with a cotangent complex \( \mathbb{L}_X \). This cotangent complex inherits a natural structure of pro-ind-module on \( X \). This allows us to define a Tate stack as an Artin ind-pro-stack whose cotangent complex is a Tate module. The formal loop space \( L^d(X) \) is then a Tate stack as soon as \( X \) is a finitely presented derived affine scheme. For a more general \( X \), what precedes makes \( L^d(X) \) some kind of locally Tate stack. This structure suffices to define a determinantal anomaly

\[
[\text{Det}_{L^d(X)}] \in \text{H}^2\left( L^d(X), O_{\mathbb{L}^d(X)}^* \right)
\]
for any quasi-compact quasi-separated (derived) scheme $X$ – this construction also works for slightly more general $X$’s, namely Deligne-Mumford stacks with algebraizable diagonal, see definition 2.2.1.5. Kapranov and Vasserot proved in [KV3] that in dimension 1, the determinantal anomaly governs the existence of sheaves of chiral differential operators on $X$. One could expect to have a similar result in higher dimensions, with higher dimensional analogues of chiral operators and vertex algebras. This author plans on studying this in a future work.

Another feature of Tate modules is duality. It makes perfect sense and behaves properly. Using the theory of symplectic derived stacks developed by Pantev, Toën, Vaquié and Vezzosi in [PTVV], we are then able to build a notion of symplectic Tate stack: a Tate stack $Z$ equipped with a $(n$-shifted) closed 2-form which induces an equivalence

$$T_Z \rightarrow L_Z[n]$$

of Tate modules over $Z$ between the tangent and (shifted) cotangent complexes of $Z$.

To make a step toward proving that $L^d(X)$ is a symplectic Tate stack, we actually study the bubble space $B^d(X)$ – see definition 3.2.2.3. When $X$ is affine, we get an equivalence

$$B^d(X) \simeq L^d_V(X) \times L^d_V(X)$$

We then prove the following result

**Theorem 3** (see theorem 3.2.4.1). If $X$ is an $n$-shifted symplectic stack then the bubble space $B^d(X)$ is endowed with a structure of $(n-d)$-shifted symplectic Tate stack.

The proof of this result is based on a classical method. The bubble space is in fact, as an ind-pro-stack, the mapping stack from what we call the formal sphere

$$S^d$$

of dimension $d$, to $X$. There are therefore two maps

$$B^d(X) \xrightarrow{pr} B^d(X) \times S^d \xrightarrow{ev} X$$

The symplectic form on $B^d(X)$ is then

$$\int_{S^d} ev^* \omega_X,$$

where $\omega_X$ is the symplectic form on $X$. The key argument is the construction of this integration on the formal sphere, i.e. on an oriented pro-ind-stack of dimension $d$.

This method would not work on $L^d(X)$, since the punctured formal neighbourhood does not have as much structure as the formal sphere: it is not known to be a pro-ind-scheme. Nevertheless, theorem 3 is a first step toward proving that $L^d(X)$ is symplectic. We can consider the nerve $Z_\bullet$ of the map $L^d_V(X) \rightarrow L^d_V(X)$. It is a groupoid object in ind-pro-stacks whose space of maps is $B^d(X)$. The author expects that this groupoid is compatible in some sense with the symplectic structure so that $L^d_V(X)$ would inherit a symplectic form from realising this groupoid. One the other hand, if $L^d_V(X)$ was proven to be symplectic, then the fibre product defining $B^d(X)$ should be a Lagrangian intersection. The bubble space would then inherit a symplectic structure from that on $L^d(X)$.

In the last chapter, we will focus on a different problem. Whenever $X$ is a variety or a scheme, its shifted tangent complex $T_X[-1]$ has long been suspected of having a (weak) Lie bracket, given by the Atiyah class. In [Kap], Kapranov proved that statement for $X$ a smooth variety. He moreover showed that any quasi-coherent module over $X$ is endowed with a natural Lie action of $T_X[-1]$. We will prove in chapter 4 the following

**Theorem 4.** Let $X$ be an algebraic derived stack locally of finite presentation over a field $k$ of characteristic zero. The shifted tangent complex $T_X[-1] \in Qcoh(X)$ admits a Lie structure (theorem 4.2.0.1). Moreover, the forgetful functor $\text{dgRep}_X(T_X[-1]) \rightarrow Qcoh(X)$ – from the $(\infty,1)$-category of Lie representations of $T_X[-1]$ to the derived category of quasi-coherent modules over $X$ – admits a section (theorem 4.2.3.1). The action on a sheaf $E$ is given by its Atiyah class $T_X[-1] \otimes E \rightarrow E$. 

vi
This in particular applies to non-smooth varieties, schemes or classifying stacks. To prove theorem 4, we will introduce the category $\mathbf{dSt}_X$ of so-called formal stacks over a stack $X$ and build an adjunction

$$\mathcal{F}_X : \mathbf{dgLie}_X \rightleftarrows \mathbf{dSt}_X^f : \mathcal{L}_X$$

The Lie structure on $T_X[-1]$ is then the image through $\mathcal{L}_X$ of the formal completion of the diagonal embedding $X \rightarrow X \times X$. Let us emphasize here that the adjunction above is usually not an equivalence. It is though, when $X$ is both affine and noetherian.

The second part of theorem 4 is proved by constructing an action of $T_X[-1]$ on the pullback functor $\Delta^* : \mathbf{Qcoh}(X \times X) \rightarrow \mathbf{Qcoh}(X)$, where $\Delta$ is the diagonal of $X$. This action is given by the so-called universal Atiyah class of $X$. It then follows that $T_X[-1]$ acts on the functor $\text{id}_{\mathbf{Qcoh}(X)} \cong \Delta^* q^*$, where $q$ is one of the projections $X \times X \rightarrow X$.

Perspectives:

To go further down the road of higher dimensional formal loop spaces, we give here a few research paths the author hopes to follow in the future.

It is known since [KV1] that in dimension 1, the formal loop space can be defined over a curve $C$ and has a structure of factorisation monoid over $C$. It allowed Kapranov and Vasserot to use some local-to-global principle to prove their results. This technique is also used on formal loops with values in a classifying stack $BG$ in a very recent paper of Gaitsgory and Lurie – see [GL]. In the case of higher dimension, the formal loop space over a variety $V$ is still to be defined. It should also have a natural factorisation structure.

In their series of articles about formal loops, Kapranov and Vasserot link the 1-dimensional formal loop space in a scheme $X$ with sheaves of chiral differential operators on $X$. With the definition of higher dimensional formal loop spaces we provide, finding an analogue of their result in higher dimension becomes a very natural question. The first step would be to find a suitable definition of higher dimensional chiral and vertex algebras. The author wishes to studying this point, in collaboration with Giovanni Faonte and Mikhail Kapranov.

Another direction the author is interested in is the development of a so-called local geometry – named after local fields. The main motivating example of an object in the alleged geometry is the algebra of Laurent series $k((t))$. We will see in this thesis that one of the main problem is to define the punctured formal neighbourhood with all its structure. For instance $k((t))$ is naturally an algebra in ind-pro-vector spaces of finite dimension but it is not an ind-pro-algebra in vector spaces. The idea of local geometry is precisely to replace the site of algebras (or cdga’s) by a site of commutative algebras in the symmetric monoidal category of ind-pro-vector spaces.

Techniques and conventions:

Throughout this thesis, we will use the techniques of $(\infty, 1)$-category theory. We will once in a while use explicitly the model of quasi-categories developed by Joyal and Lurie (see [HTT]). That being said, the results should be true with any equivalent model. Let us fix now two universes $U \in V$ to deal with size issues. Every algebra, module or so will implicitly be $U$-small. The first part of this thesis will consist of reminders about $(\infty, 1)$-categories and derived algebraic geometry. We will fix then some notations. The reader will find a notations glossary at the end of this document.

We will also use derived algebraic geometry, as introduced in [HAG2]. We refer to [Toë3] for a recent survey of this theory. We will denote by $k$ a base field and by $\mathbf{dSt}_k$ the $(\infty, 1)$-category of $(U$-small $)$ derived stacks over $k$. 
Outline:

This thesis begins with a few paragraphs, recalling some notions we will use. Among them are (monoidal) \((\infty, 1)\)-categories and derived algebraic geometry. In chapter 1, we develop some more \((\infty, 1)\)-categorical tools. We also prove theorem 2 (see theorem 1.1.0.4 and corollary 1.1.0.8). In chapter 2, we set up a theory of geometric ind-pro-stacks. We also define symplectic Tate stacks and give a few properties, including the construction of the determinantal anomaly (see definition 2.2.1.5). Comes chapter 3 where we finally define higher dimensional loop spaces and prove theorem 1 (see proposition 3.1.3.4). We introduce the bubble space and prove theorem 3 (see theorem 3.2.4.1). In chapter 4, we will prove theorem 4 (see theorem 4.2.0.1 and theorem 4.2.3.1). Finally, in the last chapter, we will describe a few perspectives the author will, hopefully, someday follow.
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Preliminaries

In this part, we recall some results and definitions from $(\infty, 1)$-category theory and derived algebraic geometry.

0.1 A few tools from higher category theory

In the last decades, theory of $(\infty, 1)$-categories has tremendously grown. The core idea is to consider categories enriched over spaces, so that every object or morphism is considered up to higher homotopy. The typical example of such a category is the category of topological spaces itself: for any topological spaces $X$ and $Y$, the set of maps $X \to Y$ inherits a topology. It is often useful to talk about topological spaces up to homotopy equivalences. Doing so, one must also consider maps up to homotopy. To do so, one can of course formally invert every homotopy equivalence and get a set of morphisms $r_{X,Y}$. This process loses information and mathematicians tried to keep trace of the space of morphisms.

The first fully equipped theory handy enough to work with such examples, called model categories, was introduced by Quillen. A model category is a category with three collections of maps – weak equivalences (typically homotopy equivalences), fibrations and cofibrations – satisfying a bunch of conditions. The datum of such collections allows us to compute limits and colimits up to homotopy. We refer to [Hov] for a comprehensive review of the subject.

Using model categories, several mathematicians developed theories of $(\infty, 1)$-categories. Let us name here Joyal’s quasi-categories, complete Segal spaces or simplicial categories. Each one of those theories is actually a model category and they are all equivalent one to another – see [Ber] for a review.

In [HTT], Lurie developed the theory of quasi-categories. In this book, he builds everything necessary so that we can think of $(\infty, 1)$-categories as we do usual categories. To prove something in this context still requires extra care though. We will use throughout this thesis the language as developed by Lurie, but we will try to keep in mind the 1-categorical intuition.

In this section, we will fix a few notations and recall some results to which we will often refer.

Notations: Let us first fix a few notations, borrowed from [HTT].

- We will denote by $\text{Cat}_{\infty}^U$ the $(\infty, 1)$-category of $U$-small $(\infty, 1)$-categories – see [HTT, 3.0.0.1];
- Let $\text{Pr}_{\infty}^U$ denote the $(\infty, 1)$-category of $U$-presentable (and thus $V$-small) $(\infty, 1)$-categories with left adjoint functors – see [HTT, 5.5.3.1];
- The symbol $\text{sSets}$ will denote the $(\infty, 1)$-category of $U$-small spaces;
- For any $(\infty, 1)$-categories $\mathcal{C}$ and $\mathcal{D}$ we will write $\text{Fct}(\mathcal{C}, \mathcal{D})$ for the $(\infty, 1)$-category of functors from $\mathcal{C}$ to $\mathcal{D}$ (see [HTT, 1.2.7.3]). The category of presheaves will be denoted $\mathcal{P}(\mathcal{C}) = \text{Fct}(\mathcal{C}^{\text{op}}, \text{sSets})$.
- For any $(\infty, 1)$-category $\mathcal{C}$ and any objects $c$ and $d$ in $\mathcal{C}$, we will denote by $\text{Map}_\mathcal{C}(c, d)$ the space of maps from $c$ to $d$.

The following theorem is a concatenation of results from Lurie.
**Theorem 0.1.0.1** (Lurie). Let \( \mathcal{C} \) be a \( \mathbb{V} \)-small \((x,1)\)-category. There is an \((x,1)\)-category \( \text{Ind}^U(\mathcal{C}) \) and a functor \( j: \mathcal{C} \to \text{Ind}^U(\mathcal{C}) \) such that

(i) The \((x,1)\)-category \( \text{Ind}^U(\mathcal{C}) \) is \( \mathbb{V} \)-small;

(ii) The \((x,1)\)-category \( \text{Ind}^U(\mathcal{C}) \) admits \( \mathbb{U} \)-small filtered colimits and is generated by \( \mathbb{U} \)-small filtered colimits of objects in \( j(\mathcal{C}) \);

(iii) The functor \( j \) is fully faithful and preserves finite limits and finite colimits which exist in \( \mathcal{C} \);

(iv) For any \( c \in \mathcal{C} \), its image \( j(c) \) is \( \mathbb{U} \)-small compact in \( \text{Ind}^U(\mathcal{C}) \);

(v) For every \((x,1)\)-category \( \mathcal{D} \) with every \( \mathbb{U} \)-small filtered colimits, the functor \( j \) induces an equivalence

\[
\text{Fct}^{U-\text{c}}(\text{Ind}^U(\mathcal{C}), \mathcal{D}) \simeq \text{Fct}(\mathcal{C}, \mathcal{D})
\]

where \( \text{Fct}^{U-\text{c}}(\text{Ind}^U(\mathcal{C}), \mathcal{D}) \) denote the full subcategory of \( \text{Fct}(\text{Ind}^U(\mathcal{C}), \mathcal{D}) \) spanned by functors preserving \( \mathbb{U} \)-small filtered colimits.

(vi) If \( \mathcal{C} \) is \( \mathbb{U} \)-small and admits all finite colimits then \( \text{Ind}^U(\mathcal{C}) \) is \( \mathbb{U} \)-presentable;

(vii) If \( \mathcal{C} \) is endowed with a symmetric monoidal structure then there exists such a structure on \( \text{Ind}^U(\mathcal{C}) \) such that the monoidal product preserves \( \mathbb{U} \)-small filtered colimits in each variable.

**Proof.** Let us use the notations of [HTT, 5.3.6.2]. Let \( \mathcal{K} \) denote the collection of \( \mathbb{U} \)-small filtered simplicial sets. We then set \( \text{Ind}^U(\mathcal{C}) = \mathcal{K}^{\text{loc. cit.}}(\mathcal{C}) \). It satisfies the required properties because of loc. cit. 5.3.6.2 and 5.5.1.1. We also need tiny modifications of the proofs of loc. cit. 5.3.5.14 and 5.3.5.5. The last item is proved in [HAAlg, 6.3.1.10].

Lurie proved in [HTT, 5.3.5.15] that any map \( c \to d \in \text{Ind}^U(\mathcal{C}) \) is a colimit of a \( \mathbb{U} \)-small filtered diagram \( K \to \text{Fct}(\Delta^1, \mathcal{C}) \). We will need afterwards the following small refinement of this statement, inspired by [BGW2, 3.9]

**Proposition 0.1.0.2** (Strictifying maps). Let \( \mathcal{C} \) be a \( \mathbb{V} \)-small \((x,1)\)-category and let \( f: c \to d \) be a morphism in \( \text{Ind}^U(\mathcal{C}) \). Let \( c: K \to \mathcal{C} \) and \( d: L \to \mathcal{C} \) be \( \mathbb{U} \)-small filtered diagrams of whom respectively \( c \) and \( d \) are colimits in \( \text{Ind}^U(\mathcal{C}) \). There exists a \( \mathbb{U} \)-small filtered diagram \( f: J \to \text{Fct}(\Delta^1, \mathcal{C}) \) and a commutative diagram

\[
\begin{array}{ccc}
K & \xleftarrow{p_K} & J \xrightarrow{p_L} L \\
\downarrow^c & & \downarrow^f \\
\mathcal{C} & \xleftarrow{\text{ev}_0} & \text{Fct}(\Delta^1, \mathcal{C}) \xrightarrow{\text{ev}_1} \mathcal{C}
\end{array}
\]

such that both maps \( p_K \) and \( p_L \) are cofinal, and such that \( f \) is the colimit of \( f \).

**Proof.** Using [HTT, 4.3.2.14] we can assume that both \( K \) and \( L \) are filtered partially ordered sets. Let us denote by \( J' \) the fibre product

\[
\begin{array}{ccc}
J' & \to & \text{Fct}(\Delta^1, \text{Ind}^U(\mathcal{C}))/f \\
\downarrow & & \downarrow \\
K \times \text{Fct}(\Delta^1, \mathcal{C}) \times L & \xrightarrow{\text{ev}} & \text{Fct}(\Delta^1, \mathcal{C}) \times \text{Fct}(\Delta^1, \text{Ind}^U(\mathcal{C}))
\end{array}
\]

Let us first prove that \( J' \) is filtered. Let \( P \) be a partially ordered finite set and \( P^{\geq} \) denote the partially ordered set \( P \cup \{ \infty \} \), where \( \infty \) is a maximal element. A morphism \( P \to J' \) is the datum of
Let us denote by $P_+$ the partially ordered set $P \cup \{+\}$ where $+$ is a maximal element. Because $K$ is filtered, the map $\kappa$ extends to a morphism $\kappa' : P_+ \times \{0\} \to K$. There exists $l \in L$ such that the induced map $\bar{c}(\kappa'(+)) \to c \to d$ factors through $d(l) \to d$. Since $L$ is filtered, there is a map $\lambda' : P_+ \times \{1\} \to L$ extending $\lambda$. We can moreover chose $\lambda(+) \geq l$ (ie with a map $l \to \lambda(+)$ in $L$). Using the map $\bar{c}(\kappa'(+)) \to d(l) \to d(\lambda(+) )$, we get a morphism $\psi' : P_+ \times \Delta^1 \to \mathcal{C}$ extending $\psi$, which by construction extends to $P_+ \times \Delta^1$ - where we set $\infty \geq +$. This defines a morphism $P_+ \to J'$, proving that $J'$ is filtered. Using [HTT, 4.3.2.14] we define $J$ to be a filtered partially ordered set with a cofinal map $J \to J'$. Proving that the maps $J \to K$ and $J \to L$ are cofinal is now straightforward. This also implies that the induced diagram $f : J \to \text{Fct}(\Delta^1, \mathcal{C})$ has colimit $f$ in $\text{Ind}^U (\mathcal{C})$.

Remark 0.1.0.3. Note that when $\mathcal{C}$ admits finite colimits then the category $\text{Ind}^U (\mathcal{C})$ embeds in the $\mathbb{V}$-presentable category $\text{Ind}^U (\mathcal{C})$.

Definition 0.1.0.4. Let $\mathcal{C}$ be a $\mathbb{V}$-small $\infty$-category. We define $\text{Pro}^U(\mathcal{C})$ as the $(\infty,1)$-category

$$\text{Pro}^U(\mathcal{C}) = \left( \text{Ind}^U (\mathcal{C}^{\text{op}}) \right)^{\text{op}}$$

It satisfies properties dual to those of $\text{Ind}^U (\mathcal{C})$.

Definition 0.1.0.5 (see [HTT, 1.2.8.4]). Let $K$ be a simplicial set. We will denote by $K^{\text{co}}$ the simplicial set obtained from $K$ by formally adding a final object. This final object will be called the cone point of $K^{\text{co}}$.

The following lemma is a direct consequence of results from Lurie’s [HTT].

Lemma 0.1.0.6 (Stabilisation). Let $\mathcal{C}$ be a $\mathbb{V}$-small pointed category with all suspensions. Let us assume that the suspension functor $C \to C$ is an equivalence. There exists an $(\infty,1)$-category $\mathcal{C}^{\text{st}}$ with a map $j : \mathcal{C} \to \mathcal{C}^{\text{st}}$ such that

(i) The category $\mathcal{C}^{\text{st}}$ is $\mathbb{V}$-small and stable.

(ii) The functor $j$ is fully faithful and preserves all limits and finite colimits which exist in $\mathcal{C}$.

(iii) For any stable $(\infty,1)$-category $\mathcal{D}$ the induced map

$$\text{Fct}^{\text{ex}}(\mathcal{C}^{\text{st}}, \mathcal{D}) \to \text{Fct}^{\text{lex}}(\mathcal{C}, \mathcal{D})$$

between exact functors and left exact functors is an equivalence.

(iv) For any stable category $\mathcal{D}$ with a fully faithful functor $\mathcal{C} \to \mathcal{D}$ preserving finite colimits and limits which exist in $\mathcal{C}$, the smallest stable subcategory of $\mathcal{D}$ containing the image of $\mathcal{C}$ is equivalent to $\mathcal{C}^{\text{st}}$.

Proof. Let us denote by $K$ the simplicial set corresponding to a diagram $\bullet \leftarrow \bullet \to \bullet$. Let $\mathcal{R}$ denote the collection of all cocartesian diagrams $K^{\text{co}} \to \mathcal{C}$ and the zero $\mathcal{C}^{\text{co}} = \bullet \to \mathcal{C}$ in $\mathcal{C}$. We then set

\[
\begin{align*}
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & P^\infty \times \Delta^1 \\
\end{array}
\end{align*}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & P^\infty \times \Delta^1 \\
\end{array}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & \text{Ind}^U (\mathcal{C}) \\
\end{array}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & \text{Ind}^U (\mathcal{C}) \\
\end{array}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & \text{Ind}^U (\mathcal{C}) \\
\end{array}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & \text{Ind}^U (\mathcal{C}) \\
\end{array}
\]

\[
\begin{array}{ccc}
P \times \{0\} & \xrightarrow{\kappa} & K \\
P \times \{1\} & \xrightarrow{\lambda} & L \\
\{\infty\} \times \Delta^1 & \xrightarrow{\psi} & \text{Ind}^U (\mathcal{C}) \\
\end{array}
\]
\( \mathcal{C}^{st} = \mathcal{P}_K^{(K, \mathcal{O})}(\mathcal{C}) \) using the notation of [HTT, 5.3.6.2]. Note that (iii) is proven in loc. cit.. The category \( \mathcal{C}^{st} \) is pointed and it comes with two natural fully faithful maps

\[
\mathcal{C} \xrightarrow{j} \mathcal{C}^{st} \xrightarrow{\mathcal{P}(\mathcal{C})}
\]

whose composite is the Yoneda functor and therefore preserves limits which exist in \( \mathcal{C} \). It follows that \( j \) also preserves those limits. By definition, the functor \( j \) preserves finite colimits which exist in \( \mathcal{C} \).

Any object of \( \mathcal{C}^{st} \) is a finite colimit of objects in \( \mathcal{C} \). Its suspension is therefore the colimit of the suspensions of those objects. The suspension functor \( \mathcal{C}^{st} \to \mathcal{C}^{st} \) is thus an equivalence. Corollary [HA, 1.4.2.27] implies that \( \mathcal{C}^{st} \) is stable.

We now focus on the assertion (iv). Let \( f: \mathcal{C} \to \mathcal{D} \) be as required. Because of the third point, there is an essentially unique functor \( g: \mathcal{C}^{st} \to \mathcal{D} \) lifting \( f \). Every object in \( \mathcal{C}^{st} \) can be written as both a colimit and a limit of objects of \( \mathcal{C} \). It follows that \( g \) is fully faithful and then that \( \mathcal{C}^{st} \) contains the smallest full and stable subcategory \( \mathcal{D}' \) of \( \mathcal{D} \) extending \( \mathcal{C} \). There is also a universal map \( \mathcal{C}^{st} \to \mathcal{D}' \) which is easily seen to be an inverse to the inclusion. \( \square \)

**Lemma 0.1.0.7.** Let \( \mathcal{C} \) be an idempotent complete \( \mathbb{V} \)-small \((\infty, 1)\)-category. We consider the natural embeddings \( i: \mathcal{P}^U(\mathcal{C}) \to \mathcal{P}^U \mathcal{Ind}^V(\mathcal{C}) \) and \( j: \mathcal{Ind}^V(\mathcal{C}) \to \mathcal{P}^U \mathcal{Ind}^V(\mathcal{C}) \). We will also denote by \( k \) the embedding \( \mathcal{C} \to \mathcal{P}^U \mathcal{Ind}^V(\mathcal{C}) \). If an object of \( \mathcal{P}^U \mathcal{Ind}^V(\mathcal{C}) \) is in both the essential images of \( i \) and \( j \), then it is in the essential image of \( k \).

**Proof.** Let \( x \in \mathcal{Ind}^U(\mathcal{C}) \). Let us assume there exists a pro-object \( y \in \mathcal{Pro}^U(\mathcal{C}) \) and an equivalence \( f: x \to y \). Let \( \bar{y}: \mathcal{K}^{op} \to \mathcal{C} \) be a cofiltered diagram of whom \( y \) is a limit in \( \mathcal{Pro}^U(\mathcal{C}) \). The equivalence \( f \) induces a morphism from the constant diagram \( x: \mathcal{K}^{op} \to \mathcal{Ind}^U(\mathcal{C}) \) to \( \bar{y}: \mathcal{K}^{op} \to \mathcal{Ind}^U(\mathcal{C}) \). An inverse \( g: y \to x \) of \( f \) then induces a map \( y_k = \bar{y}(k) \to x \) for some \( k \in \mathcal{K} \) such that the composite morphism \( x \to y_k \to x \) is homotopic to the identity. Idempotent completeness and [HTT, 5.4.2.4] finish the proof. \( \square \)

**Definition 0.1.0.8.** Let \( \mathcal{C} \) be a \( \mathbb{V} \)-small \((\infty, 1)\)-category. Let

\[
i: \text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \to \text{Fct}(\text{Ind}^U(\mathcal{C}), \text{Cat}_\mathbb{V}^\mathcal{C})
\]

denote the left Kan extension functor. We will denote by \( \text{Ind}^U_\mathcal{C} \) the composite functor

\[
\text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \xrightarrow{i} \text{Fct}(\text{Ind}^U(\mathcal{C}), \text{Cat}_\mathbb{V}^\mathcal{C}) \xrightarrow{\text{Ind}^U \circ -} \text{Fct}(\text{Ind}^U(\mathcal{C}), \text{Cat}_\mathbb{V}^\mathcal{C})
\]

We will denote by \( \text{Pro}^U_\mathcal{C} \) the composite functor

\[
\text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \xrightarrow{\text{Pro}^U \circ -} \text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \xrightarrow{\text{Fct}(\text{Pro}^U(\mathcal{C}), \text{Cat}_\mathbb{V}^\mathcal{C})}
\]

We define the same way

\[
\text{Ind}^V_\mathcal{C}: \text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \to \text{Fct}(\text{Ind}^V(\mathcal{C}), \text{Cat}_\mathbb{C})
\]

\[
\text{Pro}^V_\mathcal{C}: \text{Fct}(\mathcal{C}, \text{Cat}_\mathbb{V}^\mathcal{C}) \to \text{Fct}(\text{Pro}^V(\mathcal{C}), \text{Cat}_\mathbb{C})
\]

**Remark 0.1.0.9.** The definition 0.1.0.8 can be expanded as follows. To any functor \( f: \mathcal{C} \to \text{Cat}_\mathbb{V}^\mathcal{C} \) and any ind-object \( c \) colimit of a diagram

\[
K \xrightarrow{\varepsilon} \mathcal{C} \xrightarrow{\mathcal{Ind}^U(\mathcal{C})}
\]

we construct an \((\infty, 1)\)-category

\[
\text{Ind}^U(f)(c) \simeq \text{Ind}^U(\text{colim} f(\varepsilon))
\]
The same holds for Ind – see [HAlg, 3.2.2.4 and 3.2.3.2]. Moreover, it follows from theorem 0.1.0.1 - 0.1.0.15 Remark mapping both those objects.

Let \( \phi \) denote by Definition 0.1.0.13.

Remark spanning by idempotent complete stable categories.

Symmetric monoidal \((\infty, 1)\)-categories: We will make use in the last chapter of the theory of symmetric monoidal \((\infty, 1)\)-categories as developed in [HAlg]. Let us give a (very) quick review of those objects.

Definition 0.1.0.10. Let \( \text{Cat}_{\infty}^{\text{V.st}} \) denote the subcategory of \( \text{Cat}_{\infty}^{\text{V}} \) spanned by stable categories with exact functors between them – see [HAlg, 1.1.4]. Let \( \text{Cat}_{\infty}^{\text{V.st, id}} \) denote the full subcategory of \( \text{Cat}_{\infty}^{\text{V.st}} \) spanned by idempotent complete stable categories.

Remark that the functors Ind\(^U\) and Pro\(^U\) restricts to functors

\[
\text{Ind}_U: \text{Fct}(\mathcal{C}, \text{Cat}_{\infty}^{\text{V.st}}) \rightarrow \text{Fct}(\text{Ind}_U(\mathcal{C}), \text{Cat}_{\infty}^{\text{V.st}})
\]

\[
\text{Pro}_U: \text{Fct}(\mathcal{C}, \text{Cat}_{\infty}^{\text{V.st}}) \rightarrow \text{Fct}(\text{Pro}_U(\mathcal{C}), \text{Cat}_{\infty}^{\text{V.st}})
\]

Definition 0.1.0.12. Given an \((\infty, 1)\)-category \( \mathcal{C} \) with all finite coproducts, we will denote by \( \mathcal{P}_{\infty}(\mathcal{C}) \) its completion under sifted colimits. Recall (see [HTT], part 5.5.8) that this is the \((\infty, 1)\)-category of \((\infty, 1)\)-functors preserving finite products.

To any pro-object \( d \) limit of a diagram

\[
K^{\text{op}} \xrightarrow{d} \mathcal{C} \xrightarrow{\text{Pro}_U(\mathcal{C})}
\]

we associate an \((\infty, 1)\)-category

\[
\text{Pro}_U(f)(d) \simeq \lim \text{Pro}_U(f(d))
\]

Definition 0.1.0.13. Let \( \text{Fin}^* \) denote the category of pointed finite sets. For any \( n \in \mathbb{N} \), we will denote by \( \langle n \rangle \) the set \( \{*, 1, \ldots, n\} \) pointed at *. For any \( n \) and \( i \leq n \), the Segal map \( \delta^i: \langle n \rangle \rightarrow \langle 1 \rangle \) is defined by \( \delta^i(j) = 1 \) if \( j = i \) and \( \delta^i(j) = * \) otherwise.

Definition 0.1.0.14. (see [HAlg, 2.0.0.7]) Let \( \mathcal{C} \) be an \((\infty, 1)\)-category. A symmetric monoidal structure on \( \mathcal{C} \) is the datum of a coCartesian fibration \( p: \mathcal{C}^{\otimes} \rightarrow \text{Fin}^* \) such that

- The fibre category \( \mathcal{C}^{\otimes}_{\langle 1 \rangle} \) is equivalent to \( \mathcal{C} \) and
- For any \( n \), the Segal maps induce an equivalence \( \mathcal{C}^{\otimes}_{\langle n \rangle} \rightarrow (\mathcal{C}^{\otimes}_{\langle 1 \rangle})^n \simeq \mathcal{C}^n \).

where \( \mathcal{C}^{\otimes}_{\langle n \rangle} \) denote the fibre of \( p \) at \( \langle n \rangle \). We will denote by \( \text{Cat}_{\infty}^{\text{V}} \) the \((\infty, 1)\)-category of \( \text{V} \)-small symmetric monoidal \((\infty, 1)\)-categories – see [HAlg, 2.1.4.13].

Such a coCartesian fibration is classified by a functor \( \phi: \text{Fin}^* \rightarrow \text{Cat}_{\infty}^{\text{V}} \) – see [HTT, 3.3.2.2] – such that \( \phi(\langle n \rangle) \simeq \mathcal{C}^n \). The tensor product on \( \mathcal{C} \) is induced by the map of pointed finite sets \( \mu: \langle 2 \rangle \rightarrow \langle 1 \rangle \) mapping both 1 and 2 to 1

\[
\otimes = \phi(\mu): \mathcal{C}^2 \rightarrow \mathcal{C}
\]

Remark 0.1.0.15. The forgetful functor \( \text{Cat}_{\infty}^{\text{V}} \rightarrow \text{Cat}_{\infty}^{\text{V}} \) preserves all limits as well as filtered colimits – see [HAlg, 3.2.2.4 and 3.2.3.2]. Moreover, it follows from theorem 0.1.0.1 - (vii) that the functor Ind\(^U\) induces a functor

\[
\text{Ind}_U: \text{Cat}_{\infty}^{\text{V}} \rightarrow \text{Cat}_{\infty}^{\text{V}}
\]

The same holds for Pro\(^U\). The constructions Ind\(^U\) and Pro\(^U\) therefore restrict to

\[
\text{Ind}_U: \text{Fct}(\mathcal{C}, \text{Cat}_{\infty}^{\text{V}}) \rightarrow \text{Fct}(\text{Ind}_U(\mathcal{C}), \text{Cat}_{\infty}^{\text{V}})
\]

\[
\text{Pro}_U: \text{Fct}(\mathcal{C}, \text{Cat}_{\infty}^{\text{V}}) \rightarrow \text{Fct}(\text{Pro}_U(\mathcal{C}), \text{Cat}_{\infty}^{\text{V}})
\]
0.2 Derived algebraic geometry

We present here some background results about derived algebraic geometry. Let us assume \( k \) is a field of characteristic 0. First introduced by Toën and Vezzosi in [HAG2], derived algebraic geometry is a generalisation of algebraic geometry in which we replace commutative algebras over \( k \) by commutative differential graded algebras (or cdga’s). We refer to [Toë3] for a recent survey of this theory.

**Generalities on derived stacks :** We will denote by \( \text{cdga}_k^{\leq 0} \) the \((\infty,1)\)-category of cdga’s over \( k \) concentrated in non-positive cohomological degree. It is the \((\infty,1)\)-localisation of a model category along weak equivalences. Let us denote \( \text{dAff}_k \) the opposite \((\infty,1)\)-category of \( \text{cdga}_k^{\leq 0} \). It is the category of derived affine schemes over \( k \). In this thesis, we will adopt a cohomological convention for cdga’s.

A derived prestack is a presheaf \( \text{dAff}_k^{\text{op}} \to \text{cdga}_k^{\leq 0} \to \text{sSets} \). We will thus write \( \int \text{dAff}_k^{\text{op}} \text{dAff}_k^d \) for the \((\infty,1)\)-category of derived prestacks. A derived stack is a prestack with a descent condition. We will denote by \( \text{dSt}_k \) the \((\infty,1)\)-category of derived stacks. It comes with an adjunction \( (\dashv) : \text{dAff}_k^{\text{op}} \to \text{dAff}_k^d \) where the left adjoint \( (\text{-})^+ : \text{dAff}_k^{\text{op}} \to \text{dSt}_k \) is called the stackification functor.

**Remark 0.2.0.1.** The categories of varieties, schemes or (non derived) stacks embed into \( \text{dSt}_k \).

**Definition 0.2.0.2.** The \((\infty,1)\)-category of derived stacks admits an internal hom \( \text{Map}(X,Y) \) between two stacks \( X \) and \( Y \). It is the functor \( \text{cdga}_k^{\leq 0} \to \text{sSets} \) defined by

\[
A \mapsto \text{Map}_{\text{dSt}_k}(X \times \text{Spec} \ A, Y)
\]

We will call it the mapping stack from \( X \) to \( Y \).

There is a derived version of Artin stacks of which we first give a recursive definition.

**Definition 0.2.0.3.** (see for instance [Toë1, 5.2.2]) Let \( X \) be a derived stack.

- We say that \( X \) is a derived 0-Artin stack if it is a derived affine scheme ;
- We say that \( X \) is a derived \( n \)-Artin stack if there is a family \( (T_\alpha) \) of derived affine schemes and a smooth atlas \( u : \coprod T_\alpha \to X \) such that the nerve of \( u \) has values in derived \((n-1)\)-Artin stacks ;
- We say that \( X \) is a derived Artin stack if it is an \( n \)-Artin stack for some \( n \).

We will denote by \( \text{dSt}^\text{Art}_k \) the full subcategory of \( \text{dSt}_k \) spanned by derived Artin stacks.

To any cdga \( A \) we associate the category \( \text{dgMod}_A \) of dg-modules over \( A \). Similarly, to any derived stack \( X \) we can associate a derived category \( \text{Qcoh}(X) \) of quasicoherent sheaves. It is a \( \mathbb{U} \)-presentable \((\infty,1)\)-category given by the formula

\[
\text{Qcoh}(X) \simeq \lim_{\text{Spec} \ A \to X} \text{dgMod}_A
\]

Moreover, for any map \( f : X \to Y \), there is a natural pull back functor \( f^* : \text{Qcoh}(Y) \to \text{Qcoh}(X) \). This functor admits a right adjoint, which we will denote by \( f_* \). This construction is actually a functor of \((\infty,1)\)-categories.
**Definition 0.2.0.4.** Let us denote by \( \mathbf{Qcoh} \) the functor

\[
\mathbf{Qcoh}: \mathbf{dSt}_k^{op} \to \mathbf{Pr}^U_{/X}
\]

For any \( X \) we can identify a full subcategory \( \mathbf{Perf}(X) \subseteq \mathbf{Qcoh}(X) \) of perfect complexes. This defines a functor

\[
\mathbf{Perf}: \mathbf{dSt}_k^{op} \to \mathbf{Cat}^U_{/X}
\]

**Remark 0.2.0.5.** For any derived stack \( X \) the categories \( \mathbf{Qcoh}(X) \) and \( \mathbf{Perf}(X) \) are actually stable and idempotent complete \((\infty,1)\)-categories. The inclusion \( \mathbf{Perf}(X) \to \mathbf{Qcoh}(X) \) is exact. Moreover, for any map \( f: X \to Y \) the pull back functor \( f^* \) preserves perfect modules and is also exact.

Any derived Artin stack \( X \) over a basis \( S \) admits a cotangent complex \( \mathcal{L}_{X/S} \in \mathbf{Qcoh}(X) \). If \( X \) is locally of finite presentation, then the its cotangent complex is perfect

\[
\mathcal{L}_{X/S} \in \mathbf{Perf}(X)
\]

**Obstruction theory :** Let \( A \in \mathbf{cdga}_k^{op} \) and let \( M \in \mathbf{dgMod}^\leq_{/X} \) be an \( A \)-module concentrated in negative cohomological degrees. Let \( d \) be a derivation \( A \to A \oplus M \) and \( s: A \to A \oplus M \) be the trivial derivation. The square zero extension of \( A \) by \( M[-1] \) twisted by \( d \) is the fibre product

\[
A \oplus M[-1] \xrightarrow{p} A \\
\downarrow \downarrow \downarrow d \\
A \xrightarrow{s} A \oplus M
\]

Let now \( X \) be a derived stack and \( M \in \mathbf{Qcoh}(X)^{\leq-1} \). We will denote by \( X[M] \) the trivial square zero extension of \( X \) by \( M \). Let also \( d: X[M] \to X \) be a derivation – ie a retract of the natural map \( X \to X[M] \). We define the square zero extension of \( X \) by \( M[-1] \) twisted by \( d \) as the colimit

\[
X_d[M[-1]] = \colim_{f: \text{Spec} \to X} \text{Spec}(A \oplus f_* d f^* M[-1])
\]

It is endowed with a natural morphism \( X \to X_d[M[-1]] \) induced by the projections \( p \) as above.

**Proposition 0.2.0.6 (Obstruction theory on stacks).** Let \( F \to G \) be an algebraic morphism of derived stacks. Let \( X \) be a derived stack and let \( M \in \mathbf{Qcoh}(X)^{\leq-1} \). Let \( d \) be a derivation

\[
d \in \text{Map}_{/X}(X[M], X)
\]

We consider the map of simplicial sets

\[
\psi: \text{Map}(X_d[M[-1]], F) \to \text{Map}(X, F) \times_{\text{Map}(X,G)} \text{Map}(X_d[M[-1]], G)
\]

Let \( y \in \text{Map}(X,F) \times_{\text{Map}(X,G)} \text{Map}(X_d[M[-1]], G) \) and let \( x \in \text{Map}(X,F) \) be the induced map. There exists a point \( \alpha(y) \in \text{Map}(x^* L_{F/G}, M) \) such that the fibre \( \psi_y \) of \( \psi \) at \( y \) is equivalent to the space of paths from 0 to \( \alpha(y) \) in \( \text{Map}(x^* L_{F/G}, M) \)

\[
\psi_y \simeq \Omega_{0,\alpha(y)} \text{Map}(x^* L_{F/G}, M)
\]

**Proof.** This is a simple generalisation of [HAG2, 1.4.2.6]. The proof is very similar. We have a natural commutative square

\[
\begin{array}{ccc}
X[M] & \to & X \\
\downarrow & & \downarrow \\
X & \to & X_d[M[-1]]
\end{array}
\]
It induces a map
\[
\alpha: \text{Map}(X,F) \times_{\text{Map}(X,G)} \text{Map}(X[G][M][1],G) \to \text{Map}(X/G[M],F) \cong \text{Map}(x^*L_{F/G},M)
\]

Let \( \Omega_{0,\alpha(y)} \) denote the space of paths from 0 to \( \alpha(y) \). It is the fibre product
\[
\Omega_{0,\alpha(y)} \times_{\text{Map}(X/G[M],F)} \text{Map}(X[G][M][1],G)
\]

The composite map \( \alpha \psi \) is by definition homotopic to the 0 map. This defines a morphism
\[
f: \Omega_{0,\alpha(y)} \to \psi_y
\]

It now suffices to see that the category of \( X \)'s for which \( f \) is an equivalence contains every derived affine scheme and is stable by colimits. The first assertion is exactly [HAG2, 1.4.2.6] and the second one is trivial.

**Algebraisable stacks**: Let \( X \) be a derived stack and \( A \) be a cdga. Let \( a = (a_1, \ldots, a_p) \) be a sequence of elements of \( A^0 \) forming a regular sequence in \( H^0(A) \). Let \( A(a_1^n, \ldots, a_p^n) \) denote the Koszul complex associated with the regular sequence \( (a_1^n, \ldots, a_p^n) \). It is endowed with a cdga structure. There is a canonical map
\[
\psi(A)_a: \text{colim}_n X(A/a_1^n, \ldots, a_p^n) \to X\left(\lim_{n} A/a_1^n, \ldots, a_p^n\right)
\]

This map is usually not an equivalence.

**Definition 0.2.0.7.** A derived stack \( X \) is called algebraisable if for any \( A \) and any regular sequence \( a \) the map \( \psi(A)_a \) is an equivalence.

A map \( f: X \to Y \) is called algebraisable if for any derived affine scheme \( T \) and any map \( T \to Y \), the fibre product \( X \times_Y T \) is algebraisable.

We will say that a derived stack \( X \) has algebraisable diagonal if the diagonal morphism \( X \to X \times X \) is algebraisable.

**Remark 0.2.0.8.** A derived stack \( X \) has algebraisable diagonal if for any \( A \) and \( a \) the map \( \psi(A)_a \) is fully faithful. One could also rephrase the definition of being algebraisable as follows. A stack is algebraisable if it does not detect the difference between
\[
\text{colim}_n \text{Spec}\left(A/a_1^n, \ldots, a_p^n\right) \quad \text{and} \quad \text{Spec}\left(\lim_n A/a_1^n, \ldots, a_p^n\right)
\]

**Example 0.2.0.9.** Any derived affine scheme is algebraisable. Another important example of algebraisable stack is the stack of perfect complexes. In [Bha], Bhargav Bhatt gives some more examples of algebraisable (non-derived) stacks – although our definition slightly differs from his. He proves that any quasi-compact quasi-separated algebraic space is algebraisable and also provides with examples of non-algebraisable stacks. Let us name \( K(\mathbb{G}_m, 2) \) – the Eilenberg-Maclane classifying stack of \( \mathbb{G}_m \) – as an example of non-algebraisable stack. Algebraisability of Deligne-Mumford stacks is also look at in [DAG-XII].
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Categorical results

1.1 Tate objects

In this subsection we define the category of Tate objects in a stable $(\infty, 1)$-category. We prove theorem 2 claimed in the introduction.

**Definition 1.1.0.1.** Let $\mathcal{C}$ be a $\mathcal{V}$-small stable $(\infty, 1)$-category. We define the category $\text{Tate}^U_{\text{el}}(\mathcal{C})$ of pure Tate objects in $\mathcal{C}$ as the full sub-category of $\text{Pro}^U \mathcal{C}$ spanned by the images of $\text{Ind}^U \mathcal{C}$ and $\text{Pro}^U \mathcal{C}$ through the canonical functors. The category $\text{Tate}^U_{\text{el}}(\mathcal{C})$ obviously satisfies the conditions of lemma 0.1.0.6 and we define the category $\text{Tate}^U(\mathcal{C})$ of elementary Tate objects in $\mathcal{C}$ as the completion

$$\text{Tate}^U_{\text{el}}(\mathcal{C}) = (\text{Tate}^U_{\text{el}}(\mathcal{C}))^{st}$$

We also define the category $\text{Tate}^U(\mathcal{C})$ of Tate objects in $\mathcal{C}$ as the idempotent completion of $\text{Tate}^U_{\text{el}}(\mathcal{C})$. We have fully faithful exact functors between stable $(\infty, 1)$-categories

$$\text{Tate}^U_{\text{el}}(\mathcal{C}) \to \text{Tate}^U(\mathcal{C}) \to \text{Pro}^U \text{Ind}^U \mathcal{C}$$

**Remark 1.1.0.3.** We can immediately see that the functor $\text{Tate}^U$ map any fully faithful and exact functor $\mathcal{C} \to \mathcal{D}$ between stable categories to a fully faithful (and exact) functor $\text{Tate}^U(\mathcal{C}) \to \text{Tate}^U(\mathcal{D})$.

Let us now give a universal property for the category of pure Tate objects. The next theorem states that for any $(\infty, 1)$-category $\mathcal{D}$ and any commutative diagram

$$\mathcal{C} \xrightarrow{f} \text{Ind}^U \mathcal{C} \xrightarrow{g} \mathcal{D}$$

...
Theorem 1.1.0.4. \textbf{Theorem} \quad \textit{A functor \(Fct\) induces an equivalence}\quad 

\[
\text{Ind}^U(C) \rightarrow \text{Tate}_0^U(C) \rightarrow \mathcal{D}
\]

\[
\text{Pro}^U(C) \rightarrow \text{Tate}_0^U(C) \rightarrow \mathcal{D}
\]

This universal property was discovered during a discussion with Michael Gröchenig, whom the author thanks greatly. To state formally this property, let us fix some notations. Let \(Fct\) denote the fully faithful functor \(\text{PI} : \text{Tate}_0^U(C) \rightarrow \mathcal{D}\hat{\rightarrow}\) spanned by those functors \(\xi\) such that

- The composite functor \(\xi i\) maps filtered colimit diagrams to colimit diagrams.
- The composite functor \(\xi p\) maps cofiltered limit diagrams to limit diagrams.

Let also \(Fct_m(C, \mathcal{D})\) denote the category of functors \(g : C \rightarrow \mathcal{D}\) such that

- For any filtered diagram \(K \rightarrow C\), the composite diagram \(K \rightarrow C \rightarrow \mathcal{D}\) admits a colimit in \(\mathcal{D}\).
- For any cofiltered diagram \(K^{op} \rightarrow C\), the composite diagram \(K^{op} \rightarrow C \rightarrow \mathcal{D}\) admits a limit in \(\mathcal{D}\).

**Theorem 1.1.0.4.** Let \(C\) be a \(\mathcal{V}\)-small stable \((\infty, 1)\)-category. For any \((\infty, 1)\)-category \(\mathcal{D}\), the restriction functor induces an equivalence

\[
\text{Fct}_t(\text{Tate}_0^U(C), \mathcal{D}) \rightarrow \text{Fct}_m(C, \mathcal{D})
\]

**Proof.** Let us shorten the notations:

\[
\mathcal{I}C = \text{Ind}^U(C) \quad \mathcal{P}C = \text{Pro}^U(C) \quad T = \text{Tate}_0^U(C) \quad \mathcal{P}\mathcal{I}C = \text{Pro}^U(\text{Ind}^U(C))
\]

Recall that \(\mathcal{P}(\mathcal{D})\) denotes the \((\infty, 1)\)-category of simplicial presheaves on \(\mathcal{D}\). The restriction functor \(\text{Fct}(\mathcal{P}\mathcal{I}C, \mathcal{P}(\mathcal{D})) \rightarrow \text{Fct}(TC, \mathcal{P}(\mathcal{D}))\) admits a left adjoint given by the left Kan extension. The restriction functor \(\text{Fct}(\mathcal{P}\mathcal{I}C, \mathcal{P}(\mathcal{D})) \rightarrow \text{Fct}(\mathcal{I}C, \mathcal{P}(\mathcal{D}))\) admits a right adjoint, given by the right Kan extension. Let us fix their notation

\[
\text{Fct}(TC, \mathcal{P}(\mathcal{D})) \xrightarrow{\delta} \text{Fct}(\mathcal{P}\mathcal{I}C, \mathcal{P}(\mathcal{D})) \xrightarrow{\beta} \text{Fct}(\mathcal{I}C, \mathcal{P}(\mathcal{D}))
\]

the left adjoints being represented above their right adjoint. Note that both \(\alpha\) and \(\delta\) are fully faithful. Let also \(\tau\) denote the fully faithful functor

\[
\text{Fct}_m(C, \mathcal{D}) \simeq \text{Fct}^e(\mathcal{I}C, \mathcal{D}) \times \text{Fct}^t(\mathcal{P}\mathcal{I}C, \mathcal{P}(\mathcal{D})) \xrightarrow{\theta} \text{Fct}(TC, \mathcal{P}(\mathcal{D})) \simeq \text{Fct}(\mathcal{I}C, \mathcal{P}(\mathcal{D}))
\]

where \(\text{Fct}^e\) (resp. \(\text{Fct}^t\)) denotes the category of functors preserving filtered colimits (resp. cofiltered limits) which exist in the source. We use here that the Yoneda embedding \(\mathcal{D} \rightarrow \mathcal{P}(\mathcal{D})\) preserves limits. Let \(\theta\) be the fully faithful functor

\[
\text{Fct}_t(TC, \mathcal{D}) \xrightarrow{\theta} \text{Fct}(TC, \mathcal{P}(\mathcal{D}))
\]

The composite functor \(\beta\delta\theta\) is nothing but the restriction along the canonical inclusion \(\mathcal{I}C \rightarrow TC\). It follows that \(\beta\delta\theta\) has image in the essential image of \(\tau\). On the other hand, the functor \(\gamma\alpha\tau\) has image in the essential image of \(\theta\). We hence get an adjunction

\[
f : \text{Fct}_t(TC, \mathcal{D}) \rightleftarrows \text{Fct}_m(C, \mathcal{D}) : g
\]
where $f$ is left adjoint to $g$. The functor $g$ is equivalent to the restriction functor and the unit transformation $fg \to id_X$ is then an equivalence. Moreover, as objects of $\mathcal{T}ate$ are either pro-objects or ind-objects, the restriction functor $f$ is conservative. It follows that the above adjunction is an equivalence.

**Corollary 1.1.0.5.** The category of Tate objects is equivalent to the smallest stable and idempotent complete full subcategory of $\Ind^U \Pro^U(\mathcal{C})$ generated by the images of $\Ind^U(\mathcal{C})$ and $\Pro^U(\mathcal{C})$.

**Proof.** This follows from theorem 1.1.0.4 and lemma 0.1.0.6.

**Remark 1.1.0.6.** The fully faithful functor $j: \Tate^U_0(\mathcal{C}) \to \Pro^U \Ind^U(\mathcal{C})$ preserves both the limits and colimits which exist in $\Tate^U_0(\mathcal{C})$. Let indeed $\bar{x}: \mathcal{K} \to \Tate^U_0(\mathcal{C})$ be a diagram which admits a colimit $x \in \Tate^U_0(\mathcal{C})$. Let us denote by $x'$ a colimit of $j \bar{x}$ in $\Pro^U \Ind^U(\mathcal{C})$. We have, for any cofiltered diagram $y: L^{op} \to \Ind^U(\mathcal{C})$

\[
\Map_{\Pro^U \Ind^U(\mathcal{C})}(x', \lim \bar{y}) \simeq \colim_i \lim_k \Map_{\Pro^U \Ind^U(\mathcal{C})}(j \bar{x}, \bar{y}) \simeq \colim_i \Map_{\Tate^U_0(\mathcal{C})}(x, \bar{y}) \simeq \colim_i \Map_{\Pro^U \Ind^U(\mathcal{C})}(x, \bar{y}) \simeq \Map_{\Pro^U \Ind^U(\mathcal{C})}(x, \lim \bar{y})
\]

We show symmetrically that the inclusion $\Tate^U_0(\mathcal{C}) \to \Ind^U \Pro^U(\mathcal{C})$ preserves limits. It follows that limits and colimits that exist in $\Tate^U_0(\mathcal{C})$ are exactly those coming from diagram in either $\Ind^U(\mathcal{C})$ or $\Pro^U(\mathcal{D})$. We can hence reformulate the universal property from theorem 1.1.0.4 as follows: The datum of a commutative square

\[
\begin{array}{ccc}
\mathcal{C} & \to & \Ind^U(\mathcal{C}) \\
\downarrow & & f \\
\Pro^U(\mathcal{C}) & \to & \mathcal{D}
\end{array}
\]

such that $f$ preserves filtered colimits and $g$ preserves cofiltered limits is equivalent to that of a functor $\Tate^U_0(\mathcal{C}) \to \mathcal{D}$ preserving both filtered colimits and cofiltered limits which exist in $\Tate^U_0(\mathcal{C})$.

**Proposition 1.1.0.7.** Let $\mathcal{C}$ be a $\forall$-small stable and idempotent complete $(\mathcal{X}, 1)$-category. There is a stable and idempotent complete $(\mathcal{X}, 1)$-category $\Ind^\mathcal{V}(\mathcal{C})/\mathcal{C}$ who fits in a commutative diagram

\[
\begin{array}{ccc}
\mathcal{C} & \to & \Ind^\mathcal{V}(\mathcal{C}) \\
\downarrow & & \downarrow \\
\Pro^\mathcal{V}(\mathcal{C}) & \to & \Tate^\mathcal{V}(\mathcal{C}) \\
\downarrow & & \downarrow \\
\Ind^\mathcal{V}(\mathcal{C})/\mathcal{C} & \to & \Ind^\mathcal{V}(\mathcal{C})/\mathcal{C}
\end{array}
\]

such that the two horizontal lines are cofibre sequences in the category of stable and idempotent complete $(\mathcal{X}, 1)$-categories.

**Proof.** Let us fix the following notations

\[
\Gamma^\mathcal{V} \mathcal{C} = \Ind^\mathcal{V}(\mathcal{C}) \quad \Gamma^\mathcal{V} \mathcal{X} = \Ind^\mathcal{V} \Ind^\mathcal{V}(\mathcal{C}) \\
\Gamma^\mathcal{V} \mathcal{P} \mathcal{C} = \Ind^\mathcal{V} \Pro^\mathcal{V}(\mathcal{C}) \quad \Gamma^\mathcal{V} \mathcal{T} \mathcal{C} = \Ind^\mathcal{V} \Tate^\mathcal{V}(\mathcal{C})
\]

The commutative square

\[
\begin{array}{ccc}
\mathcal{C} & \to & \Ind^\mathcal{V}(\mathcal{C}) \\
\downarrow & & \downarrow \\
\Pro^\mathcal{V}(\mathcal{C}) & \to & \Tate^\mathcal{V}(\mathcal{C})
\end{array}
\]
induces the square (1) of adjunctions between presentable stable \((x, 1)\)-categories

\[
\begin{array}{ccc}
\Gamma^V \mathcal{C} & \overset{\varepsilon}{\longrightarrow} & \Gamma^V \mathcal{IC} \\
\downarrow g & \quad & \downarrow f \\
\Gamma^V \mathcal{PC} & \overset{\varepsilon}{\longrightarrow} & \Gamma^V \mathcal{TC} \\
\end{array}
\]

which we complete on the right such that the two lines, from left to right, are exact sequences. We have represented here the left adjoints on top or on the left of their right adjoint. From \([BGT, 5.12\) and 5.13\] we see that is suffices to prove that \(\varepsilon\) and \(\varepsilon\) are represented here the left adjoints on top or on the left of their right adjoint. From \([BGT, 5.12\]

\[
\text{induces the square (1) of adjunctions between presentable stable (x, 1)-categories}
\]

\[
\begin{array}{ccc}
\Gamma^V \mathcal{C} & \overset{\varepsilon}{\longrightarrow} & \Gamma^V \mathcal{IC} \\
\downarrow g & \quad & \downarrow f \\
\Gamma^V \mathcal{PC} & \overset{\varepsilon}{\longrightarrow} & \Gamma^V \mathcal{TC} \\
\end{array}
\]

\[
\text{which we complete on the right such that the two lines, from left to right, are exact sequences. We have represented here the left adjoints on top or on the left of their right adjoint.}
\]

\[
\text{From (BGT, 5.12 and 5.13) we see that suffices to prove that \(p\) and \(q\) are equivalences. We will prove the sufficient assertions}
\]

(a) The functor \(p\) is fully faithful.

(b) The functor \(q\) is conservative.

Let us start with assertion (a). Using \([BGT, 5.5]\), we deduce that both \(\alpha\) and \(\alpha\) are fully faithful. It thus suffices to prove the equivalence \(\alpha p = \alpha \). To do so, we will show that for any object \(x \in \Gamma^V \mathcal{IC}\), if \(\varepsilon(x)\) vanishes, then so does \(\varepsilon(f(x))\). Let \(\bar{x}: K \to \text{Ind}^V \mathcal{C}\) denote a \(V\)-small filtered diagram whose colimit in \(\Gamma^V \mathcal{IC}\) is \(x\). Let also \(\bar{y}: L^\text{op} \to \mathcal{C}\) be a \(U\)-small cofiltered diagram. We denote by \(y\) its limit in \(\text{Pro}^V \mathcal{C}\). The image \(\varepsilon(f(x))\) is the functor \(\text{Pro}^V \mathcal{C} \to \text{sSets}\) mapping \(y\) to the simplicial set

\[
\text{colim}_{k \in K} \text{colim}_{l \in L} \text{Map}_{\text{Ind}^V \mathcal{C}}(\bar{y}(l), \bar{x}(k)) \approx \text{colim}_{l \in L} \text{colim}_{k \in K} \text{Map}_{\text{Ind}^V \mathcal{C}}(\bar{y}(l), \bar{x}(k))
\]

On the other hand, the assumption \(\varepsilon(x) = 0\) implies that for any \(c \in \mathcal{C}\), the space

\[
\text{colim}_{k \in K} \text{Map}_{\text{Ind}^V \mathcal{C}}(c, \bar{x})
\]

is contractible. It follows that \(\varepsilon(f(x))\) vanishes. We can now focus on assertion (b). Since \(q\) preserves exact sequences and \(\alpha\) is fully faithful, it suffices to prove that if \(\varepsilon(z)\) and \(\varepsilon(z)\) vanish, then so does \(z\). We can see \(z\) as a functor \(\text{Tate}^V \mathcal{C}^\text{op} \to \text{sSets}\) preserving finite limits while \(\varepsilon(z)\) and \(\varepsilon(z)\) are its restriction respectively to \(\text{Ind}^V \mathcal{C}^\text{op}\) and \(\text{Pro}^V \mathcal{C}\). As \(\text{Tate}^V \mathcal{C}\) is generated by ind- and pro-objects under finite limits and retracts, we deduce that \(z\) is equivalent to \(0\).

\[
\text{Corollary 1.1.0.8. Let \(\mathcal{C}\) be a \(V\)-small stable and idempotent complete (x, 1)-category. The spectrum of non-connective K-theory of \(\text{Tate}^V \mathcal{C}\) is the suspension of the non-connective K-theory of \(\mathcal{C}\):
}
\]

\[
\mathbb{K} \mathcal{C} \simeq \Sigma \mathbb{K} \mathcal{C}
\]

\[
\text{Remark 1.1.0.9. This corollary is an \(\infty\)-categorical version of a theorem of Sho Saito in exact 1-categories in [Sai].}
\]

\[
\text{Proof. Let us use the notations \(\mathcal{IC} = \text{Ind}^V \mathcal{C}\), \(\mathcal{PC} = \text{Pro}^U \mathcal{C}\) and \(\mathcal{T} = \text{Tate}^U \mathcal{C}\). Because the K-theory functor preserves colim sequences of stable categories (see [BGT, sect. 9]), we get two exact sequences in the (x, 1)-category of spectra}
\]

\[
\mathbb{K} \mathcal{C} \to \mathbb{K} \mathcal{IC} \to \mathbb{K} \left( \text{Ind}^V \mathcal{C} / \mathcal{C} \right)
\]

\[
\mathbb{K} \mathcal{PC} \to \mathbb{K} \mathcal{T} \to \mathbb{K} \left( \text{Ind}^U \mathcal{C} / \mathcal{C} \right)
\]

The vanishing of \(\mathbb{K} \mathcal{PC}\) and \(\mathbb{K} \mathcal{IC}\) – since those categories contain countable sums – concludes the proof. ∎

12
Lemma 1.1.0.10. Let $\mathcal{C}$ be a $\mathbb{V}$-small stable $(\infty, 1)$-category with a functor $f: \mathcal{C}^{\text{op}} \to \mathcal{C}$. The functor $f$ induces a functor
\[ \tilde{f}: \left( \text{Pro}^\mathbb{V} \text{Ind}^\mathbb{U}(\mathcal{C}) \right)^{\text{op}} \to \text{Pro}^\mathbb{V} \text{Ind}^\mathbb{U}(\mathcal{C}) \]
which maps (elementary) $\mathbb{U}$-Tate objects to (elementary) $\mathbb{U}$-Tate objects.

If moreover the functor $f$ is an equivalence, then $\tilde{f}$ induces an equivalence
\[ \left( \text{Tate}^\mathbb{U}(\mathcal{C}) \right)^{\text{op}} \simeq \text{Tate}^\mathbb{U}(\mathcal{C}) \]

**Proof.** The category $\text{Pro}^\mathbb{V} \text{Ind}^\mathbb{U}(\mathcal{C})$ has all $\mathbb{V}$-small limits and colimits — it is the opposite category of a $\mathbb{V}$-presentable category. We define the functor $\tilde{f}$ as the extension of the composition
\[ \mathcal{C}^{\text{op}} \to \mathcal{C} \to \text{Pro}^\mathbb{V} \text{Ind}^\mathbb{U}(\mathcal{C}) \]

It maps objects of $\text{Ind}^\mathbb{U}(\mathcal{C})$ to objects of $\text{Pro}^\mathbb{U}(\mathcal{C}) \subset \text{Pro}^\mathbb{V}(\mathcal{C})$ and vice-versa and therefore preserves pure Tate objects. The functor $\tilde{f}$ also preserves finite limits. It follows that it preserves Tate objects.

**Remark 1.1.0.11.** Assume that the category $\mathcal{C}$ in a closed symmetric monoidal category. We have seen that $\text{Pro}^\mathbb{U} \text{Ind}^\mathbb{U}(\mathcal{C})$ is also symmetric monoidal. It is moreover closed. Let $f: \mathcal{C}^{\text{op}} \to \mathcal{C}$ be the functor defined through the internal hom
\[ f(-) = \text{Hom}_\mathcal{C}(-, 1) \]
The functor $\tilde{f}$ of the previous lemma is then equivalent to
\[ \text{Hom}_{\text{Pro}^\mathbb{V} \text{Ind}^\mathbb{U}(\mathcal{C})}(\cdot, 1) \]

**Definition 1.1.0.12.** Let $\mathcal{C}$ be a $\mathbb{V}$-small $(\infty, 1)$-category. We define the functor
\[ \text{Tate}^\mathbb{U}: \text{Fct}(\mathcal{C}, \text{Cat}^\mathbb{V}_{\text{st}}(\mathbb{Z})) \to \text{Fct}(\text{Ind}^\mathbb{U}(\mathcal{C}), \text{Cat}^\mathbb{V}_{\text{st}}(\mathbb{Z})) \]

**Proposition 1.1.0.13.** Let $\mathcal{C}$ be a $\mathbb{V}$-small stable $(\infty, 1)$-category. For any elementary Tate object $X \in \text{Tate}^\mathbb{U}_{\text{st}}(\mathcal{C})$ there exists a $\mathbb{U}$-small cofiltered diagram $\bar{X}: K^{\text{op}} \to \text{Ind}^\mathbb{U}(\mathcal{C})$ such that
\begin{itemize}
  \item The object $X$ is a limit of $\bar{X}$ in $\text{Pro}^\mathbb{U} \text{Ind}^\mathbb{U}(\mathcal{C})$ and
  \item For any $k \in K$ the diagram $\text{ker}(\bar{X} \to \bar{X}(k)): k/K^{\text{op}} \to \text{Ind}^\mathbb{U}(\mathcal{C})$ has values in the essential image of $\mathcal{C}$.
\end{itemize

**Remark 1.1.0.14.** To state the above proposition in an informal way, any elementary Tate object $X$ can be represented by a diagram $\lim_{\alpha} \text{colim}_{\beta} X_{\alpha, \beta}$ such that for any $\alpha_0$, the kernel of canonical projection $X \to \text{colim}_{\beta} X_{\alpha_0, \beta}$ is actually a pro-object. It implies that any elementary Tate object $X$ fits into an exact sequence
\[ X^p \to X \to X^i \]
where $X^p \in \text{Pro}^\mathbb{U}(\mathcal{C})$ and $X^i \in \text{Ind}^\mathbb{U}(\mathcal{C})$. Such an exact sequence is called a lattice for $X$. The existence of lattices characterises elementary Tate objects. We can moreover define an $\infty$-categorical version of Sato's Grassmannian: a functor mapping a Tate object to its category of lattices.

**Definition 1.1.0.15.** Let $\mathcal{C}$ be a $\mathbb{V}$-small stable $(\infty, 1)$-category. For any elementary Tate object $X \in \text{Tate}^\mathbb{U}_{\text{st}}(\mathcal{C})$, we will call a Tate diagram for $X$ any $\mathbb{U}$-small cofiltered diagram $\bar{X}: K^{\text{op}} \to \text{Ind}^\mathbb{U}(\mathcal{C})$ as in proposition 1.1.0.13.
Proof (of proposition 1.1.0.13). Let $\mathcal{D}$ denote the full subcategory of $\text{Pro}^U \text{Ind}^U(\mathcal{C})$ spanned by those objects $X$ satisfying the conclusion of the proposition. The category $\mathcal{D}$ obviously contains both the essential images of $\text{Ind}^U(\mathcal{C})$ and $\text{Pro}^U(\mathcal{C})$. It suffices to prove that $\mathcal{D}$ is stable by extension. We see that it is stable by shifts and we can thus consider an exact sequence $X \to X_0 \to X_1$ in $\text{Pro}^U \text{Ind}^U(\mathcal{C})$ such that both $X_0$ and $X_1$ are in $\mathcal{D}$. Let $X_0: K^\text{op} \to \text{Ind}^U(\mathcal{C})$ and $X_1: L^\text{op} \to \text{Ind}^U(\mathcal{C})$ be a $U$-small cofiltered diagrams of whom $X_0$ and $X_1$ are limits in $\text{Pro}^U \text{Ind}^U(\mathcal{C})$. Using proposition 0.1.0.2, we can assume $K = L$ and that we have a diagram $K^\text{op} \to \text{Fct}(\Delta^1, \text{Ind}^U(\mathcal{C}))$ of whom the map $X_0 \to X_1$ is a limit. Considering the pointwise kernel, we get a diagram $X: K^\text{op} \to \text{Ind}^U(\mathcal{C})$ of whom $X$ is a limit. It obviously satisfies the required property.

\section*{1.2 Adjunction and unit transformation}

We prove here a result about adjunction units between $(\infty, 1)$-categories. A trustful reader could skip this part and refer to the results when needed.

Let $\mathcal{C}$ be a $\mathbb{U}$-small $(\infty, 1)$-category. Let $s: \mathcal{C}/\text{Cat}_u^U \to \text{Cat}_u^U$ denote the constant functor $\mathcal{C}$ and $t$ the target functor $(\mathcal{C} \to \mathcal{D}) \to \mathcal{D}$ — composed with the inclusion $\text{Cat}_u^U \to \text{Cat}_u^U$. The evaluation map

\[(\text{Cat}_u^U)^\Delta^1 \times \Delta^1 \to \text{Cat}_u^U \to \text{Cat}_u^U\]

define a natural transformation $e: s \to t$. Let $\int t \to \mathcal{C}/\text{Cat}_u^U$ denote the coCartesian fibration classifying $t$. The one classifying $s$ is the projection $\int s = \mathcal{C} \times \mathcal{C}/\text{Cat}_u^U \to \mathcal{C}/\text{Cat}_u^U$. We can thus consider the map $E: \int s \to \int t$ induced by $e$.

**Definition 1.2.0.1.** Let us denote by $F_C$ the functor

\[\left(C \to \int t \right) \psi \mapsto \left(C/\text{Cat}_u^U \to \int t \right) \expop \left(\text{Cat}_u^U \right) \expop \left(\mathcal{C}/\text{Cat}_u^U \right) \expop \left(\text{Map}_{\mathcal{S}} \right) \to \mathcal{S}\]

where $\psi$ is induced by the initial object of $\mathcal{C}/\text{Cat}_u^U$.

**Lemma 1.2.0.2.** Let $f$ be a functor $\mathcal{C} \to \mathcal{D}$ between $\mathbb{U}$-small $(\infty, 1)$-categories. It induces a map $\mathcal{D} \to \int t$. Moreover the functor

\[\mathcal{C} \expop \times \mathcal{D} \to \mathcal{C} \expop \times \left(\mathcal{C}/\text{Cat}_u^U \right) \expop \times \mathcal{S}\]

is equivalent to the functor

\[\mathcal{C} \expop \times \mathcal{D} \times \left(\mathcal{C}/\text{Cat}_u^U \right) \expop \times \mathcal{S}\]

**Proof.** There is by definition a natural transformation $\theta$ between the two functors at hand. To any pair $(c, d) \in \mathcal{C} \expop \times \mathcal{D}$, it associates the natural map

\[\text{Map}_{\mathcal{D}}(f(c), d) \simeq \text{Map}_{\mathcal{C}/\mathcal{C}^C}(f, f(c), f(d)) \to \text{Map}_{\mathcal{C}/\mathcal{C}^C}(\text{id}_{\mathcal{C}}, c, f(d))\]

which is an equivalence (see [HTT, 2.4.4.2]).

We will denote by $\text{Cat}_{\mathcal{C}/\mathcal{D}}^\mathbb{U}$ the sub-category of $\text{Cat}_{\mathcal{C}/\mathcal{D}}^\mathbb{U}$ of all categories but only left adjoint functors between them.

**Proposition 1.2.0.3.** Let $\mathcal{C}$ be a $\mathbb{U}$-small $(\infty, 1)$-category. There exists a functor

\[\mathcal{M}_C: \mathcal{C}/\text{Cat}_u^U \to \text{Map}_{\mathcal{C}/\mathcal{C}^C}(\text{id}/\mathcal{C}, \mathcal{C})\]

mapping a functor $f: \mathcal{C} \to \mathcal{D}$ to the functor $\text{Map}_{\mathcal{D}}(f(-), f(-))$. It restricts to a functor

\[\varepsilon_C: \mathcal{C}/\text{Cat}_u^U \to \text{id}/\mathcal{C}\]

mapping a functor $f: \mathcal{C} \to \mathcal{D}$ with a right adjoint $g$ the unit transformation of the adjunction $\text{id} \to gf$. 

\[\text{proof}\]
Proof. We consider the composition
\[ C^{\text{op}} \times C \times C/\text{Cat}^U_{\mathcal{X}} \xrightarrow{E} C^{\text{op}} \times \int t \xrightarrow{F_C} \text{sSets} \]
It induces a functor
\[ C/\text{Cat}^U_{\mathcal{X}} \rightarrow \text{Fct}(C \times C^{\text{op}}, \text{sSets}) \]
The image of the initial object $\text{id}_C$ is the functor $\text{Map}_C(-,-)$. We get the required
\[ M_C: C/\text{Cat}^U_{\mathcal{X}} \rightarrow \text{Map}_C(-,-)/\text{Fct}(C \times C^{\text{op}}, \text{sSets}) \]
Let $i$ denote the fully faithful functor
\[ \text{Fct}(\mathcal{C}, \mathcal{C}) \rightarrow \text{Fct}(\mathcal{C}, \mathcal{P}(\mathcal{C})) \simeq \text{Fct}(C \times C^{\text{op}}, \text{sSets}) \]
The restriction of $M_C$ to $C/\text{Cat}^U_{\mathcal{X}}$ has image in the category of right representable functors $C \times C^{\text{op}} \rightarrow \text{sSets}$. It therefore factors through $i$ and induces the functor
\[ \varepsilon_C: C/\text{Cat}^U_{\mathcal{X}} \rightarrow \text{id}/\text{Fct}(\mathcal{C}, \mathcal{C}) \]

Remark 1.2.0.4. There is a dual statement to proposition 1.2.0.3. Namely, there exists a functor
\[ \text{Cat}^U_{\mathcal{X}}/\mathcal{C} \rightarrow \text{Fct}(\mathcal{C} \times C^{\text{op}}, \text{sSets})/\text{Map}_C(-,-) \]
which restricts to a functor
\[ \eta_C: \text{Cat}^U_{\mathcal{X}}/\mathcal{C} \rightarrow \text{Fct}(\mathcal{C}, \mathcal{C})/\text{id}_C \]
mapping a left adjoint $f$ to the counit transformation $fg \rightarrow \text{id}_C$ — where $g$ is the right adjoint of $f$.

Proposition 1.2.0.5. Let $K$ be a $\mathcal{U}$-small filtered simplicial set. Let $\tilde{D}: (K^{\text{op}})^{\text{op}} \rightarrow \text{Cat}^U_{\mathcal{X}}$ be a diagram. Let $D$ be a limit of $K^{\text{op}} \rightarrow (K^{\text{op}})^{\text{op}} \rightarrow \text{Cat}^U_{\mathcal{X}}$. Let also $\mathcal{C} \in \text{Cat}_{\mathcal{X}}$ be the cone point of $\tilde{D}$. If the category $\mathcal{C}$ admits $K^{\text{op}}$-indexed limits then the natural functor $f: \mathcal{C} \rightarrow D$ admits a right adjoint. This right adjoint is the limit in $\text{Fct}(D, \mathcal{C})$ of a $K^{\text{op}}$-diagram induced by $\tilde{D}$.

Proof. The diagram $\tilde{D}$ corresponds to a diagram $\tilde{D}: K^{\text{op}} \rightarrow C/\text{Cat}^U_{\mathcal{X}}$. Let us consider the pullback diagram
\[ \begin{array}{ccc}
\text{Fct}(D, \mathcal{C}) & \xrightarrow{\int t} & \text{Fct}(C \times C^{\text{op}}, \text{sSets}) \\
\downarrow & & \downarrow \\
K^{\text{op}} & \xrightarrow{\tilde{D}} & C/\text{Cat}^U_{\mathcal{X}}
\end{array} \]
The category $\mathcal{D}$ being a limit of $\tilde{D}$, there is a canonical natural transformation from the constant diagram $\mathcal{D}: K^{\text{op}} \rightarrow \text{Cat}^U_{\mathcal{X}}$ to $t \circ \tilde{D}$. It induces a map $p: K^{\text{op}} \times \mathcal{D} \rightarrow \int t \circ \tilde{D}$. Let us then consider the composite functor
\[ C^{\text{op}} \times K^{\text{op}} \times \mathcal{D} \xrightarrow{p} C^{\text{op}} \times \int t \circ \tilde{D} \xrightarrow{F_C} \text{sSets} \]
We get a functor $\psi \in \text{Fct}(K^{\text{op}}, \text{Fct}(\mathcal{D} \times C^{\text{op}}, \text{sSets}))$. It maps a vertex $k \in K$ to the functor $\text{Map}_{\mathcal{D}_k}(f_k(-), p_k(-))$ — where $f_k: \mathcal{C} \rightarrow D_k$ is $\tilde{D}(k)$ and $p_k: \mathcal{D} \rightarrow D_k$ is the projection. For every $k$, the functor $f_k$ admits right adjoint. It follows that $\psi$ has values in the full sub-category $\text{Fct}(\mathcal{D}, \mathcal{C})$ of $\text{Fct}(\mathcal{D} \times C^{\text{op}}, \text{sSets})$ spanned by right representable functors:
\[ \psi: K^{\text{op}} \rightarrow \text{Fct}(\mathcal{D}, \mathcal{C}) \]
Let $g$ be a limit of $\psi$. We will prove that $g$ is indeed a right adjoint of $f : C \to D$. We can build, using the same process as for $\psi$, a diagram

$$(K^p)^{\text{op}} \to \text{Fct}(\mathcal{C}, \mathcal{C})$$

which corresponds to a diagram $\mu : K^{\text{op}} \to \text{id}_{\mathcal{C}/\text{Fct}(\mathcal{C}, \mathcal{C})}$. The composition

$$K^{\text{op}} \to \text{id}_{\mathcal{C}/\text{Fct}(\mathcal{C}, \mathcal{C})} \to \text{Fct}(\mathcal{C}, \mathcal{C})$$

is moreover equivalent to

$$K^{\text{op}} \xrightarrow{\mu} \text{Fct}(\mathcal{D}, \mathcal{C}) \xrightarrow{\psi} \text{Fct}(\mathcal{C}, \mathcal{C})$$

The limit of $\mu$ therefore defines a natural transformation $\text{id}_{\mathcal{C}} \to fg$. It exhibits $g$ as a right adjoint to $f$.

**Lemma 1.2.0.6.** Let $K$ be a filtered simplicial set and let $\mathcal{C} : K \to \text{Cat}_\infty$ be a diagram. For any $k \in K$ we will write $\mathcal{C}_k$ instead of $\mathcal{C}(k)$. We will also write $\mathcal{C}$ for a colimit of $\mathcal{C}$. Every object of $\mathcal{C}$ is in the essential image of at least one of the canonical functors $f_k : C_k \to C$. For any pair of objects in $\mathcal{C}$, we can assume they are the images of $x$ and $y$ in $C_k$ for some $k$, and we have

$$\text{Map}_\mathcal{C}(f_k(x), f_k(y)) \simeq \colim_{\phi : k \to l} \text{Map}_\mathcal{C}(\mathcal{C}(\phi)(x), \mathcal{C}(\phi)(y))$$

**Proof.** This is a simple computation, using that finite simplicial sets are compact in $\text{Cat}_\infty$.

$$\text{Map}_\mathcal{C}(f_k(x), f_k(y)) \simeq \text{Map}(\Delta^1, \mathcal{C}) \times \{ (f_k(x), f_k(y)) \}$$

$$\simeq \colim_{\phi : k \to l} \text{Map}(\Delta^1, \mathcal{C}) \times \{ (\mathcal{C}(\phi)(x), \mathcal{C}(\phi)(y)) \}$$

$$\simeq \colim_{\phi : k \to l} \text{Map}_\mathcal{C}(\mathcal{C}(\phi)(x), \mathcal{C}(\phi)(y))$$

**Lemma 1.2.0.7.** Let $K$ be a $\forall$-small filtered simplicial set and let $\mathcal{C} : K \to \text{Cat}_\infty$ be a diagram of $\forall$-small categories. Let us assume that for each vertex $k \in K$ the category $\mathcal{C}_k = \mathcal{C}(k)$ admits finite colimits and that the transition maps in the diagram $\mathcal{C}$ preserve finite colimits. For any $k \to l \in K$, let us fix the following notations

$$\colim \mathcal{C} \xrightarrow{i} \text{Ind}^\forall(\colim \mathcal{C})$$

$$\mathcal{C}_l \xleftarrow{\phi_{kl}} \mathcal{C}_k \xrightarrow{a_k} \text{Ind}^\forall(\mathcal{C}_k) \xrightarrow{f_{kl}} \text{Ind}^\forall(\mathcal{C}_l)$$

where the functor $a_k$ is $\text{Ind}^\forall(\text{Ind}_k)$. The functor $a_k$ is the transition map $\mathcal{C}(k \to l)$, the functor $f_{kl}$ is $\text{Ind}^\forall(\phi_{kl})$ and $g_{kl}$ is its right adjoint.

(i) (Lurie) The category $\colim \mathcal{C}$ admits finite colimits and for any $k$ the functor $u_k$ preserves such colimits. It follows that $a_k$ admits a right adjoint $b_k$.

(ii) (Lurie) The natural functor $\text{Ind}^\forall(\colim \mathcal{C}) \to \colim \text{Ind}^\forall(\mathcal{C}) \in \text{Pr}^L_\forall$ is an equivalence. Those two categories are also equivalent to the limit of the diagram $\text{Ind}^\forall(\mathcal{C})^R$ of right adjoints

$$\text{Ind}^\forall(\mathcal{C})^R : K \xrightarrow{\text{Ind}^\forall(\mathcal{C})} \text{Pr}^L_\infty \simeq \left( \text{Pr}^R_\infty \right)^{\text{op}}$$
(iii) For any \( k \in K \), the adjunction transformation \( j_k \to b_k a_k j_k \) is a colimit of the diagram

\[
\mu_k: \frac{k/K}{\text{Ind}^U(C)} \xrightarrow{\text{Ind}^U(C)} \text{Ind}^U(C_k) / \text{Cat}_{\mathcal{X}} \xrightarrow{\varepsilon \circ j_k} j_k / \text{Fct}(C_k, \text{Ind}^U(C_k))
\]

If moreover \( K \) is \( U \)-small and if for any \( k \to l \in K \), the map \( g_{kl}: \text{Ind}^U(C_l) \to \text{Ind}^U(C_k) \) restricts to a map \( \bar{g}_{kl}: \text{Ind}^U(C_l) \to \text{Ind}^U(C_k) \) then

(iv) For any \( k \in K \) the functor \( b_k \) restricts to a functor \( \bar{b}_k: \text{Ind}^U(C) \to \text{Ind}^U(C_k) \), right adjoint to \( \bar{\alpha}_k = \text{Ind}^U(u_k) \). Moreover for any \( k \to l \) the map \( \bar{g}_{kl} \) is a right adjoint to \( f_{kl} = \text{Ind}^U(\phi_{kl}) \).

(v) There exists a diagram \( \text{Ind}^U(C)^R: K^{op} \to \text{Cat}_{\mathcal{X}} \) mapping \( k \to l \) to \( \bar{g}_{kl} \) whose limit satisfies

\[
\lim \text{Ind}^U(C)^R \simeq \text{Ind}^U(\text{colim} C)
\]

(vi) For any \( k \in K \), the adjunction transformation \( j_k \to \tilde{b}_k \alpha_k \tilde{b}_k \) is a colimit of the diagram

\[
\hat{\mu}_k: \frac{k/K}{\text{Ind}^U(C)} \xrightarrow{\text{Ind}^U(C)} \text{Ind}^U(C_k) / \text{Cat}_{\mathcal{X}} \xrightarrow{\varepsilon \circ j_k} j_k / \text{Fct}(C_k, \text{Ind}^U(C_k))
\]

where \( \tilde{\alpha}_k \) is the canonical map \( C_k \to \text{Ind}^U(C_k) \).

**Proof.** The first item is [HTT, 5.5.7.11]. The second is a combination of [HTT, 5.5.7.10, 5.5.3.4 and 5.5.3.18] and [HAig, 6.3.7.9]. Concerning (iii), we consider the colimit of the diagram

\[
\frac{k/K}{\text{Ind}^U(C)} \xrightarrow{\text{Ind}^U(C)} \text{Ind}^U(C_k) / \text{Cat}_{\mathcal{X}} \xrightarrow{\varepsilon \circ j_k} j_k / \text{Fct}(C_k, \text{Ind}^U(C_k))
\]

This diagram is equivalent to

\[
\frac{k/K}{C_k / \text{Cat}_{\mathcal{X}}} \xrightarrow{\text{M}_k} \text{Map}_{C_k} (-, -) / \text{Fct}(C_k \times C_k^{op}, \text{sSets})
\]

From lemma 1.2.0.6, the colimit of \( \theta \) is the functor

\[
\text{Map}_C (u_k (-), a_k (-)) \simeq \text{Map}_{\text{Ind}^U(C)} (i u_k (-), i u_k (-)) \\
\simeq \text{Map}_{\text{Ind}^U(C)} (a_k j_k (-), a_k j_k (-))
\]

where \( C \) denotes a colimit of \( \tilde{C} \). This concludes the proof of (iii) and we now focus on (iv).

Let \( k \to l \in K \) and let \( i \to g_{kl} f_{kl} \) denote a unit for the adjunction. It restricts to a natural transformation \( i \to \tilde{g}_{kl} f_{kl} \) which exhibits \( \tilde{g}_{kl} \) as a right adjoint to \( f_{kl} \). Using the same mechanism, if the functor \( b_k \) restricts to \( \tilde{b}_k \), it is indeed a right adjoint to \( \tilde{a}_k \). It thus suffices to prove that the functor \( b_k i u_l \) factors through the canonical inclusion \( t_k: \text{Ind}^U(C_k) \to \text{Ind}^U(C_k) \). Every object of \( C \) is in the essential image of \( u_l \) for some \( k \to l \in K \). It is therefore enough to see that for any \( k \to l \), the functor \( b_k i u_l \) factors through \( t_k \). We compute

\[
b_k i u_l \simeq b_k a_k j_k \simeq g_{kl} b_k a_k j_k \simeq g_{kl}(\text{colim} \mu_l)
\]

The diagram \( \mu_l: \frac{l/K}{\tilde{j}_l / \text{Fct}(C_l, \text{Ind}^U(C_l))} \) factors into

\[
\frac{l/K}{\tilde{j}_l / \text{Fct}(C_l, \text{Ind}^U(C_l))} \xrightarrow{\tilde{t}_l} \tilde{j}_l / \text{Fct}(C_l, \text{Ind}^U(C_l))
\]

Because \( g_{kl}, \tilde{g}_{kl} \) and \( t_l \) preserve \( U \)-small filtered colimits, the functor \( b_k i u_l \) is the colimit of the diagram

\[
\frac{l/K}{\tilde{j}_l / \text{Fct}(C_l, \text{Ind}^U(C_l))} \xrightarrow{\tilde{t}_l \tilde{g}_{kl}} \tilde{t}_l \tilde{g}_{kl} \tilde{j}_l / \text{Fct}(C_l, \text{Ind}^U(C_l))
\]
The functor \( t_k \) also preserves \( U \)-small filtered colimits and we have

\[
\phi_k \circ \theta_k = \phi_k \circ \theta_k \circ \mu_k
\]

To prove \((iv)\), we use [HAlg, 6.2.3.18] to define the diagram \( \text{Ind}^U(\bar{C})^R \). It then follows that the equivalence of \((ii)\)

\[
\lim \text{Ind}^U(\bar{C})^R \cong \text{Ind}^U(\text{colim} \bar{C})
\]

restricts to the required equivalence. We finally deduce \((vi)\) from the \((iii)\).

\[\square\]

**Corollary 1.2.0.8.** Let \( C \) be an \((\infty, 1)\)-category and let \( F : C \to \text{Cat}^V_\infty \) be a functor. For any \( c \to d \in \text{Ind}^U(C) \), the functor

\[
\text{Ind}^U(F)(f) : \text{Ind}^U(F(c)) \to \text{Ind}^U(F)(d)
\]

admits a right adjoint.

### 1.3 Computation techniques

We will now establish a few computational rules for the functors \( \text{Ind}^U \) and \( \text{Pro}^U \). A trustful reader not interested in \((\infty, 1)\)-category theory could skip this subsection and come back for the results when needed. Let us start with a \( V \)-small \( \infty \)-category \( C \). Let \( s_C : C^\Delta^1 \to C \) denote the source functor while \( t_C : C^\Delta^1 \to C \) denote the target functor. Using [HTT, 2.4.7.11 and 2.4.7.5] we see that \( s_C \) is a Cartesian fibration and \( t_C \) is a coCartesian fibration.

**Definition 1.3.0.1.** Let \( C \) be a \( V \)-small \((\infty, 1)\)-category. Let us denote by \( U_C : C^\text{op} \to \text{Cat}^V \) the functor classified by \( s_C \). Let us denote by \( O_C : C \to \text{Cat}^V \) the functor classified by \( t_C \).

**Remark 1.3.0.2.** The functor \( U_C \) map an object \( c \in C \) to the comma category \( c/\bar{C} \) and an arrow \( c \to d \) to the forgetful functor

\[
d/\bar{C} \to c/\bar{C}
\]

The functor \( O_C \) map an object \( c \in C \) to the comma category \( C/\bar{c} \) and an arrow \( c \to d \) to the forgetful functor

\[
C/\bar{c} \to C/d
\]

**Lemma 1.3.0.3.** Let \( C \) be a \( V \)-small \((\infty, 1)\)-category. There is a natural equivalence

\[
\text{Ind}^V(C) \cong O_{\text{Ind}^V(C)}
\]

It induces an equivalence

\[
\text{Ind}^V(C) \cong O_{\text{Ind}^V(C)}
\]

**Remark 1.3.0.4.** Because of \((ii)\) in lemma 1.2.0.7, if the category \( C \) admits all finite colimits then we have

\[
\lim_k \text{Ind}^V(C)/\bar{k} \cong \text{Ind}^V \left( \lim_k (C/\bar{k}) \right) \cong \text{Ind}^V(C)/\bar{C}
\]

where the limit on the left hand side is computed using base change functors. If \( K \) is \( U \)-small and if \( \text{Ind}^V(C) \) admits pullbacks then it restricts to an equivalence

\[
\lim_k \text{Ind}^U(C)/\bar{k} \cong \text{Ind}^U(C)/\bar{C}
\]

Let us also note that there is a dual statement to lemma 1.3.0.3 involving \( \text{Pro}^V \):

\[
\text{Pro}^V(C) \cong O_{\text{Pro}^V(C)}
\]
**Proof.** Let us first consider the pullback category

$$
\begin{array}{ccc}
\mathcal{C}/\text{Ind}^\mathcal{V}(\mathcal{C}) & \xrightarrow{q} & \text{Ind}^\mathcal{V}(\mathcal{C})^\Delta^1 \\
\downarrow & & \downarrow \text{source,target} \\
\mathcal{C} \times \text{Ind}^\mathcal{V}(\mathcal{C}) & \rightarrow & \text{Ind}^\mathcal{V}(\mathcal{C}) \times \text{Ind}^\mathcal{V}(\mathcal{C})
\end{array}
$$

The functor $q: \mathcal{C}/\text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \mathcal{C} \times \text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})$ is a coCartesian fibration. Let $p$ denote the coCartesian fibration $p: \mathcal{E} \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})$ classified by the extension of $O_C$

\[ \tilde{O}_C: \text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \text{Cat}^\mathcal{V}_x \]

There is a natural morphism functor $g: \mathcal{E} \rightarrow \mathcal{C}/\text{Ind}^\mathcal{V}(\mathcal{C})$ over $\text{Ind}^\mathcal{V}(\mathcal{C})$. It induces an equivalence fiberwise and therefore $g$ is an equivalence. Let $\mathcal{D} \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})$ denote a coCartesian fibration classifying the functor

\[ \text{Ind}^\mathcal{V}(O_C) \simeq \text{Ind}^\mathcal{V}(\tilde{O}_C): \text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \text{Cat}^\mathcal{V}_x \]

We have a diagram of coCartesian fibration over $\text{Ind}^\mathcal{V}(\mathcal{C})$

\[ \mathcal{D} \leftarrow \mathcal{E} \simeq \mathcal{C}/\text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})^\Delta^1 \]

We consider the relative Kan extension $\mathcal{D} \rightarrow \text{Ind}^\mathcal{V}(\mathcal{D})^\Delta^1$ of $\mathcal{C}/\text{Ind}^\mathcal{V}(\mathcal{C}) \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})^\Delta^1$. We thus have the required natural transformation $T: \text{Ind}^\mathcal{V}(O_C) \rightarrow \text{O}_{\text{Ind}^\mathcal{V}(\mathcal{C})}$.

Let now $c \in \text{Ind}^\mathcal{V}(\mathcal{C})$. Let $\xi: K \rightarrow \mathcal{C}$ be a $\mathcal{V}$-small filtered diagram whose colimit in $\text{Ind}^\mathcal{V}(\mathcal{C})$ is $c$. The map

\[ T(c): \text{Ind}^\mathcal{V} \left( \colim_k \mathcal{C}_{/\xi_k} \right) \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})/c \]

is equivalent to the ind-extension of the universal map

\[ f: \colim_k \mathcal{C}_{/\xi_k} \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})/c \]

For every $k \in K$, let us denote by $f_k$ the natural functor

\[ f_k: \mathcal{C}_{/\xi_k} \rightarrow \text{Ind}^\mathcal{V}(\mathcal{C})/c \]

Using [HTT, 5.3.5.11], to prove $T(c)$ is an equivalence, it suffices to see that:

- the functors $f_k$ have values in compact objects,
- the functor $f$ is fully faithful,
- and the functor $T(c)$ is essentially surjective.

Those three items are straightforwardly proved. We will still expand the third one. Let thus $d \in \text{Ind}^\mathcal{V}(\mathcal{C})$ with a map $d \rightarrow c$ in $\text{Ind}^\mathcal{V}(\mathcal{C})$. There exists a $\mathcal{V}$-small filtered diagram $d: L \rightarrow \mathcal{C}$ whose colimit in $\text{Ind}^\mathcal{V}(\mathcal{C})$ is $d$. For every $l \in L$ there exists an $k(l)$ such that the map $d_l \rightarrow c$ factors through $\xi_k(l) \rightarrow c$. This implies that $d$ is in the essential image of $T(c)$.

The construction of a natural transformation $S: \text{Ind}_{\mathcal{C}}^\mathcal{U}(O_C) \rightarrow \text{O}_{\text{Ind}^\mathcal{V}(\mathcal{C})}$ is similar to that of $T$. If $\xi: K \rightarrow \mathcal{C}$ is $\mathcal{U}$-small then the equivalence

\[ T(c): \text{Ind}^\mathcal{V} \left( \colim_k \mathcal{C}_{/\xi_k} \right) \sim \text{Ind}^\mathcal{V}(\mathcal{C})/c \]

restricts to the equivalence

\[ S(c): \text{Ind}^\mathcal{U} \left( \colim_k \mathcal{C}_{/\xi_k} \right) \sim \text{Ind}^\mathcal{U}(\mathcal{C})/c \]

\[ \square \]
Lemma 1.3.0.5. Let \( C \) be a \( \infty \)-small \((\infty, 1)\)-category with all pushouts. The Cartesian fibration
\[
s_C : C^{\Delta^1} \to C
\]
is then also a coCartesian fibration.

**Proof.** This is a consequence of [HTT, 5.2.2.5]. \( \square \)

Remark 1.3.0.6. If \( C \) is an \((\infty, 1)\)-category with all pullbacks, then the target functor
\[
t_C : C^{\Delta^1} \to C
\]
is also a Cartesian fibration.

Definition 1.3.0.7. Let \( C \) be an \((\infty, 1)\)-category. If \( C \) admits all pushouts, we will denote by \( U^h_C \) the functor classifying the coCartesian fibration \( s_C : \)
\[
U^h_C : C \to \text{Cat}^V
\]
If \( C \) admits all pullbacks, we will denote by \( O^e_C \) the functor classifying the Cartesian fibration \( t_C : \)
\[
O^e_C : C^{\text{op}} \to \text{Cat}^V
\]
Note that those two constructions are of course linked: the functor \( O^e_C \) is the composition of \( U^h_{C^{\text{op}}} \) with the functor \((-)^{\text{op}} : \text{Cat}^V \to \text{Cat}^V \).

Remark 1.3.0.8. The functor \( U^h_C \) maps an object \( c \) to the comma category \( c/C \) and a map \( c \to d \) to the functor
\[
-\uplus d : c/C \to d/C
\]
The functor \( O^e_C \) maps a morphism \( c \to d \) to the pullback functor
\[
- \times d : C/d \to C/c
\]

Lemma 1.3.0.9. Let \( C \) be a \( \infty \)-small \( \infty \)-category with all pushouts. There is a natural equivalence
\[
\text{Ind}^V_U(U^h_C) \simeq U^h_{\text{Ind}^V(C)}
\]
It induces an equivalence
\[
\text{Ind}^V_U(U^h_C)^{\text{op}} \simeq U^h_{\text{Ind}^V(C)^{\text{op}}}
\]

Remark 1.3.0.10. Unwinding the definition, we can state the above lemma as follows. Let \( \bar{c} : K \to C \) be a filtered diagram. The canonical functor
\[
\text{Ind}^V_U\left( \lim_k \bar{c}_k/C \right) \to c/\text{Ind}^V_U(C)
\]
is an equivalence – where \( c \) is a colimit of \( \bar{c} \) in \( \text{Ind}^V_U(C) \). Using remark 1.3.0.4, we can show the following similar statement. If \( C \) admits pullbacks then there is an equivalence
\[
\text{Pro}^U_{\text{op}}(U^h_{C^{\text{op}}}) \simeq U^h_{\text{Pro}^V(U^{\text{op}})}
\]

**Proof.** This is very similar to the proof of lemma 1.3.0.3. Let us first form the pullback category
\[
\begin{array}{ccc}
\text{Ind}^V_C/C & \xrightarrow{\pi} & \text{Ind}^V(C)^{\Delta^1} \\
\downarrow & & \downarrow_{\text{source,target}} \\
\text{Ind}^V(C) \times C & \longrightarrow & \text{Ind}^V(C) \times \text{Ind}^V(C)
\end{array}
\]
The induced map \( q: \text{Ind}^V(\mathcal{C})/\mathcal{C} \to \text{Ind}^V(\mathcal{C}) \times \mathcal{C} \to \text{Ind}^V(\mathcal{C}) \) is a coCartesian fibration. We can show the same way we did in the proof of lemma 1.3.0.3 that it is classified by the extension of \( \mathcal{U}^H \)

\[
\mathcal{U}^H_\mathcal{C}: \text{Ind}^V(\mathcal{C}) \to \text{Cat}^V
\]

The functor \( \pi \) preserves coCartesian morphisms and therefore induces a natural transformation \( \mathcal{U}^H_\mathcal{C} \to \text{Ind}^V(\mathcal{C}) \). This transformation extends to a natural transformation

\[
T: \text{Ind}^V(\mathcal{U}^H_\mathcal{C}) \to \text{Ind}^V(\mathcal{C})
\]

To prove that \( T \) is an equivalence, it suffices to prove that for every \( c \in \text{Ind}^V(\mathcal{C}) \) and any \( \mathcal{V} \)-small filtered diagram \( \xi: \mathcal{K} \to \mathcal{C} \) whose colimit in \( \text{Ind}^V(\mathcal{C}) \) is \( c \), the induced functor

\[
T(c): \text{Ind}^V \left( \colim_k \mathcal{K}/\xi \right) \to c/\text{Ind}^V(\mathcal{C})
\]

is an equivalence.

Let us first assume that \( \mathcal{K} \) is a point and thus that \( c \) belong to \( \mathcal{C} \). The canonical functor \( c/\mathcal{C} \to c/\text{Ind}^V(\mathcal{C}) \) is fully faithful and its image is contained in the category of compact objects of \( c/\text{Ind}^V(\mathcal{C}) \). The induced functor

\[
T(c): \text{Ind}^V \left( c/\mathcal{C} \right) \to c/\text{Ind}^V(\mathcal{C})
\]

is therefore fully faithful (see [HTT, 5.3.5.11]). Let \( d \in \text{Ind}^V(\mathcal{C}) \) with a map \( c \to d \). Let \( d': \mathcal{L} \to \mathcal{C} \) be a \( \mathcal{V} \)-small filtered diagram whose colimit in \( \text{Ind}^V(\mathcal{C}) \) is \( d \). There exist some \( l_0 \in \mathcal{L} \) such that the map \( c \to d \) factors through \( d_{l_0} \to d' \). The diagram \( l_0/\mathcal{L} \to \mathcal{C} \) is in the image of \( F \) and its colimit in \( \text{Ind}^V(\mathcal{C}) \) is \( d \). The functor \( F \) is also essentially surjective and thus an equivalence. It restricts to an equivalence

\[
\text{Ind}^U \left( c/\mathcal{C} \right) \to c/\text{Ind}^U(\mathcal{C})
\]

Let us go back to the general case \( c \in \text{Ind}^V(\mathcal{C}) \). The targeted equivalence is

\[
\text{Ind}^V \left( \colim_k \mathcal{K}/\xi \right) \to \lim_k \mathcal{K}/\text{Ind}^V(\mathcal{C}) \simeq c/\text{Ind}^V(\mathcal{C})
\]

where the limit is computed using the forgetful functors. The same argument works when replacing \( \mathcal{V} \) by \( \mathcal{U} \), using lemma 1.2.0.7, item (iv). \( \square \)

\textbf{Lemma 1.3.0.11.} Let \( \mathcal{C} \) be an \((\infty,1)\)-category with all pullbacks. Let us denote by \( j \) the inclusion \( \text{Ind}^U(\mathcal{C}) \to \text{IP}(\mathcal{C}) = \text{Ind}^U \text{Pro}^U(\mathcal{C}) \). There is a fully faithful natural transformation

\[
\Upsilon^\mathcal{C}: \text{Pro}^U_{\mathcal{C}}(\text{O}^\mathcal{C}) \to \text{O}_{\text{IP}(\mathcal{C})} \circ (j^{op})
\]

between functors \( (\text{Ind}^U(\mathcal{C}))^{op} \to \text{Cat}^U_{\mathcal{X}} \)

\textbf{Remark 1.3.0.12.} To state this lemma more informally, for any filtered diagram \( \mathcal{C}: \mathcal{K} \to \mathcal{C} \), we have a fully faithful functor

\[
\lim_k \text{Pro}^U \left( \mathcal{C}_{/\mathcal{K}} \right) \to \text{IP}(\mathcal{C})/j(\mathcal{C})
\]

where \( c \) is a colimit of \( \mathcal{C} \) in \( \text{Ind}^U(\mathcal{C}) \). This lemma has an ind-version, actually easier to prove. If \( \mathcal{D}: \mathcal{K}^{op} \to \mathcal{C} \) is now a cofiltered diagram, then there is a fully faithful functor

\[
\text{Ind}^U \left( \colim_k \mathcal{C}_{/\mathcal{D}_k} \right) \to \text{IP}(\mathcal{C})/i(\mathcal{D})
\]
where $d$ is a limit of $\bar{d}$ in $\text{Pro}^U(C)$. To state that last fact formally, if $C$ be an $(\infty, 1)$-category with all pullbacks then there is a fully faithful natural transformation

$$\Xi^C: \text{Ind}^U(C) \rightarrow O^X_{\text{IP}(C)} \circ (j^{op})$$

where $i$ is the canonical inclusion $\text{Pro}^U(C) \rightarrow \text{IP}(C)$.

**Proof.** Let us first consider the functor $\text{Pro}^U \circ O^X_{\text{IP}(C)}: C^{op} \rightarrow \text{Cat}^X_{\text{IP}(C)}$. It classifies the Cartesian fibration $F$ defined as the pullback

$$\begin{array}{ccc}
\text{Pro}^U(C)/C & \longrightarrow & \text{Pro}^U(C)\Delta^1 \\
F & \downarrow & \downarrow i_{\text{Pro}^U(C)} \\
C & \longrightarrow & \text{Pro}^U(C)
\end{array}$$

The canonical inclusion $\text{Pro}^U(C) \rightarrow \text{IP}(C)$ defines a functor $f$ fitting in the commutative diagram

$$\begin{array}{ccc}
\text{Pro}^U(C)/C & \xrightarrow{f} & \text{IP}(C)/C \\
\downarrow & & \downarrow f_{\text{IP}(C)} \\
C & \longrightarrow & \text{IP}(C)
\end{array}$$

From [HTT, 2.4.7.12] we deduce that $f$ preserves Cartesian morphisms. It therefore defines a natural transformation $\Upsilon^C$ from $\text{Pro}^U \circ O^X_{\text{IP}(C)}$ to the restriction to $C^{op}$ of $O^X_{\text{IP}(C)}$. Since $O^X_{\text{Pro}^U(C)} \circ (j^{op})$ is the right Kan extension of its restriction to $C^{op}$ (see remark 1.3.0.4), this defines the required natural transformation

$$\Upsilon^C: \text{Pro}^U \circ O^X_{\text{IP}(C)} \rightarrow O^X_{\text{IP}(C)} \circ (j^{op})$$

To see that for any $c \in \text{Pro}^U(C)$, the induced functor $\Upsilon^C_c$ is fully faithful, it suffices to see that for any $c \in C$ the functor $u^C_c$ is fully faithful, which is obvious. 

**Lemma 1.3.0.13.** Let $C$ be a simplicial set. If $C$ is a quasi-category then the map $\Delta^1 \rightarrow \Delta^2$

$$\begin{array}{ccc}
\bullet & \xrightarrow{f} & \bullet \\
\downarrow & & \downarrow \\
\bullet & \xrightarrow{f} & \bullet
\end{array}$$

induces an inner fibration $p: C^{\Delta^2} \rightarrow C^{\Delta^1}$. If moreover $C$ admits pullbacks then $p$ is a Cartesian fibration.

**Definition 1.3.0.14.** Let $C$ be an $(\infty, 1)$-category with pullbacks. Let us denote by

$$B^C: \left(C^{\Delta^1}\right)^{op} \rightarrow \text{Cat}_\infty$$

the functor classified by the Cartesian fibration $p$ of lemma 1.3.0.13. If $D$ is an $(\infty, 1)$-category with pushouts, we define similarly

$$B^D: D^{\Delta^1} \rightarrow \text{Cat}_\infty$$

**Remark 1.3.0.15.** Let $C$ be an $\infty$-category with pullbacks. The functor $B^C$ maps a morphism $f: x \rightarrow y$ to the category $f/(C/y)$ of factorisations of $f$. It maps a commutative square

$$\begin{array}{ccc}
x & \xrightarrow{f} & y \\
\downarrow & & \downarrow \\
z & \xrightarrow{g} & t
\end{array}$$
seen as a morphism \( f \to g \) in \( \mathcal{C}^{\Delta^1} \) to the base change functor
\[
(z \to a \to t) \mapsto (x \to a \times y \to y)
\]

**Proof** (of lemma 1.3.0.13). For every \( 0 < i < n \) and every commutative diagram
\[
\Lambda^n_i \to \mathcal{C}^{\Delta^2} \\
p \downarrow \downarrow \\
\Delta^n \to \mathcal{C}^{\Delta^1}
\]
we must build a lift \( \Delta^n \to \mathcal{C}^{\Delta^2} \). The datum of such a lift is equivalent to that of a lift \( \phi \) in the induced commutative diagram
\[
\Delta^2 \times \Lambda^n_i \to \mathcal{C}^{\Delta^2} \\
\Delta^n \times \Delta^1 \to \mathcal{C}^{\Delta^1} \\
\Delta^n \times \Delta^2 \to \ast
\]

The existence of \( \phi \) then follows from the fact that \( \mathcal{C} \) is a quasi-category.

Let us now assume that \( \mathcal{C} \) admits pullbacks. The functor \( p \) is a Cartesian fibration if and only if every commutative diagram
\[
\Delta^2 \times \{1\} \bigg\downarrow \bigg\downarrow \\
\Delta^1 \times \Delta^1 \to \mathcal{C} \\
\Delta^2 \times \Delta^1 \to \ast
\]
admits a lift \( \Delta^2 \times \Delta^1 \to \mathcal{C} \) which corresponds to a Cartesian morphism of \( \mathcal{C}^{\Delta^2} \). Let us fix such a diagram. It corresponds to a diagram in \( \mathcal{C} \)
\[
\begin{array}{ccc}
\Lambda^2 & \to & \mathcal{C} \\
\downarrow & & \downarrow \\
\Delta^2 \times \Delta^1 & \to & \ast
\end{array}
\]

Because \( \mathcal{C} \) is a quasi-category, we can complete the diagram above with an arrow \( a \to y \), faces and a tetrahedron \([a, x, y, z]\). Let \( g \) denote the map
\[
g: \Lambda^2_2 \hookrightarrow \Delta^2 \times \{1\} \bigg\downarrow \bigg\downarrow \\
\Delta^1 \times \Delta^1 \to \mathcal{C}
\]
corresponding to the sub-diagram \( y \to z \leftarrow c \). By assumption, there exists a limit diagram \( b: \ast \ast \Lambda^2_2 \to \mathcal{C} \) – where \( \ast \) denotes the joint construction, see [HTT, 1.2.8]. Note that the plain square
\[
\begin{array}{ccc}
\Lambda^2 & \to & \mathcal{C} \\
\downarrow & & \downarrow \\
\Delta^2 \times \Delta^1 & \to & \ast
\end{array}
\]
forms a map $\bar{a} : \{0\} \times \Lambda^2_2 \to C$. Because $\bar{b}$ is a limit diagram, there exists a map $\Delta^1 \times \Lambda^2_2 \to C$ whose restriction to $\{0\} \times \Lambda^2_2$ is $\bar{a}$ and whose restriction to $\{1\} \times \Lambda^2_2$ is $\bar{b}$. This defines two tetrahedra $[a, b, c, z]$ and $[a, b, y, z]$ represented here.

Completing with the dotted tetrahedron $[a, x, y, z]$ we built above, we at last get the required map $\phi : \Delta^2 \times \Delta^1 \to C$. To prove that the underlying morphism of $C_{\Delta^1}$ is a Cartesian morphism, we have to see that for every commutative diagram

$$
\begin{array}{ccc}
\Delta^{(n-1,n)} \times \Delta^2 & \xrightarrow{\phi} & C \\
\Delta^n \times \Delta^1 \coprod_{\Lambda^2_2 \times \Delta^1} \Lambda^n_2 \times \Delta^2 & \to & \\
\Delta^n \times \Delta^2 & \to & C \\
\end{array}
$$

defined by cutting out the vertex $x$. Let $A$ denote the sub-simplicial set of

$$\Delta^n \times \Delta^1 \coprod_{\Lambda^2_2 \times \Delta^1} \Lambda^n_2 \times \Delta^2$$

defined by cutting out the vertex $x$. Let $B$ denote the sub-simplicial set of $\Delta^n \times \Delta^2$ defined by cutting out the vertex $x$. We get a commutative diagram

$$
\begin{array}{ccc}
\Delta^1 \times \Lambda^2_2 & \xrightarrow{\phi} & \Delta^{(n-1,n)} \times \Delta^2 \\
A & \xrightarrow{\Delta^2 \times \Delta^1} & \coprod_{\Lambda^2_2 \times \Delta^1} \Lambda^n_2 \times \Delta^2 \to C \\
B & \to & \Delta^n \times \Delta^2 \\
\end{array}
$$

Let also $E$ be the sub-simplicial set of $A$ defined by cutting out $\Lambda^2_2$ and $F$ the sub-simplicial set of $B$ obtained by cutting out $\Lambda^2_2$. We now have $A \simeq E \times \Lambda^2_2$ and $B \simeq F \times \Lambda^2_2$ and a commutative diagram

$$
\begin{array}{ccc}
\Delta^1 & \xrightarrow{\phi} & C_{/g} \\
E & \xrightarrow{} & F \\
\end{array}
$$
The map $E \to F$ is surjective on vertices. Adding cell after cell using the finality of $\bar{b}$, we build a lift $F \to C/\gamma$. We therefore have a lift $B \to C$. Using now that fact that $C$ is a quasi-category, this lifts again to a suitable map $\Delta^n \times \Delta^2 \to C$.

Let $D$ be a filtered poset, which we see as a 1-category. Let us define $D/D^\infty$ the category whose set of objects is the disjoint union of the set of objects and the set of morphisms of $D$ – ie the set of pairs $x \leq y$. For any object $x \in D$, we will denote by $x \leq \infty$ the corresponding object of $D/D^\infty$. A morphism $(a: x \leq y) \to (b: z \leq t)$ in $D/D^\infty$ is by definition a commutative square in $D$

\[
\begin{array}{c}
x \\ \downarrow a \\ y \\
\downarrow b \\ z \\
\downarrow t \\
\end{array}
\]

which therefore corresponds to inequalities $x \leq z$ and $y \leq t$. A morphism $(x \leq y) \to (z \leq \infty)$ or $(x \leq \infty) \to (z \leq \infty)$ is an inequality $x \leq z$ in $D$. There are no morphisms $(x \leq \infty) \to (z \leq t)$. The functor $\theta: D \to D/D^\infty$ is fully faithful. Using Quillen’s theorem A and the fact that $D$ is filtered (so that its nerve is contractible), we see $\theta$ is cofinal. There is also a fully faithful functor

$D^\Delta^1 \to D/D^\infty$

Let $L$ be the nerve of the category $D/D^\infty$ and $K$ the nerve of $D$. For any object $x \in D$ we also define $K_x \subset K^\Delta^1$ to be the nerve of the full subcategory of $D^\Delta^1$ spanned by the objects $y \leq z$ where $y \leq x$.

**Lemma 1.3.0.16** (Lurie). Let $\mathcal{C}$ be an $\infty$-category. Let $\phi: K^{\Delta^1} \to \mathcal{C}$ be a diagram. For any vertex $k \in K$, let $\phi_k$ denote a colimit diagram for the induced map

$K_k \to K^{\Delta^1} \to \mathcal{C}$

Then the diagram $\phi$ factors through some map $\kappa$

$K^{\Delta^1} \to L \to \mathcal{C}$

such that

(i) The induced functor $C_{\kappa/} \to C_{\phi/}$ is a trivial fibration.

(ii) For any vertex $k \in K$, the induced map $(k/K)^\infty \to L \to \mathcal{C}$ is a colimit diagram.

**Remark 1.3.0.17.** The above lemma can be informally stated as an equivalence

\[
\colim_{k \to l} \phi(k \to l) \cong \colim_{k \in K} \colim_{l \in K/K} \phi(k \to l)
\]

where for any $k \to k'$, the induced morphism $\colim_{l \in K/K} \phi(k \to l) \to \colim_{l \in K/K} \phi(k' \to l)$ is given by

\[
\colim_{l \in K/K} \phi(k \to l) \leftarrow \colim_{l \in K/K} \phi(k \to k' \to l) \to \colim_{l \in K/K} \phi(k' \to l)
\]

**Proof.** The existence of the diagram and the first item follows from [HTT, 4.2.3.4] applied to the functor

$D \to s\text{Sets}/K$

\[
x \mapsto K_x
\]

For the second item, we simply observe that the inclusion $x/K \to K_x$ is cofinal.
Proposition 1.3.0.18. Let \( \mathcal{C} \) be a \( \mathbb{V} \)-small \( \infty \)-category with finite colimits. There is a natural equivalence

\[
\text{Ind}^\mathbb{V}_\mathcal{C}(\mathcal{B}_\mathcal{C}') \simeq \mathcal{B}^\mathbb{V}_{\text{ind}^\mathbb{V}(\mathcal{C})}\Delta^1
\]

It induces an equivalence

\[
\text{Ind}^\mathbb{V}_\mathcal{C}(\mathcal{B}_\mathcal{C}') \simeq \mathcal{B}^\mathbb{V}_{\text{ind}^\mathbb{V}(\mathcal{C})}\Delta^1
\]

Remark 1.3.0.19. There is a "pro" counterpart of proposition 1.3.0.18. If \( \mathcal{C} \) is an \( \infty \)-category which admits all pullbacks then

\[
\text{Pro}^\mathbb{V}_{\text{ind}^\mathbb{V}(\mathcal{C})}\Delta^1(\mathcal{B}_\mathcal{C}') \simeq \mathcal{B}^\mathbb{V}_{\text{pro}^\mathbb{V}(\mathcal{C})}\Delta^1
\]

Remark 1.3.0.20. We can state informally proposition 1.3.0.18 as follows. For any morphism \( f : x \to y \) in \( \text{Ind}^\mathbb{V}(\mathcal{C}) \) and any diagram \( f : K \times \Delta^1 \to \mathcal{C} \) whose colimit is \( f \), the canonical functor

\[
\text{Ind}^\mathbb{V}\left(\text{colim}_k \bar{x}(k)/\mathcal{C}/\bar{y}(k)\right) \to \frac{x}{\text{Ind}^\mathbb{V}(\mathcal{C})/y}
\]

is an equivalence – where \( \bar{x} = \bar{f}(-,0) \) and \( \bar{y} = \bar{f}(-,1) \). The proof is based on the following informal computation:

\[
\text{Ind}^\mathbb{V}\left(\text{colim}_k \bar{x}(k)/\mathcal{C}/\bar{y}(k)\right) \simeq \text{Ind}^\mathbb{V}\left(\text{colim}_l \bar{x}(l)/\mathcal{C}/\bar{y}(l)\right) \simeq \text{Ind}^\mathbb{V}\left(\text{colim}_{l \in \mathcal{C}/\bar{y}(l)} \bar{x}(l)/\mathcal{C}/\bar{y}(l)\right)
\]

\[
\simeq \text{colim}_k \bar{x}(k)/\text{Ind}^\mathbb{V}\left(\text{colim}_{l \in \mathcal{C}/\bar{y}(l)} \bar{x}(l)/\mathcal{C}/\bar{y}(l)\right) \simeq \text{colim}_k \bar{x}(k)/\text{Ind}^\mathbb{V}(\mathcal{C})/y \simeq \frac{x}{\text{Ind}^\mathbb{V}(\mathcal{C})/y}
\]

Proof. Let us deal with the case of \( \text{Ind}^\mathbb{V} \). The case of \( \text{Ind}^\mathbb{U} \) is very similar. Let us consider the pullback category

\[
\begin{array}{ccc}
\text{Ind}^\mathbb{V}(\mathcal{C})/\mathcal{C} & \xrightarrow{\psi} & \text{Ind}^\mathbb{V}(\mathcal{C})\Delta^2 \\
\downarrow & & \downarrow p,q \\
\text{Ind}^\mathbb{V}(\mathcal{C})\Delta^1 \times \mathcal{C} & \longrightarrow & \text{Ind}^\mathbb{V}(\mathcal{C})\Delta^1 \times \text{Ind}^\mathbb{V}(\mathcal{C})
\end{array}
\]

where \( p \) is as in lemma 1.3.0.13 and \( q \) is induces by the inclusion \( \{1\} \to \Delta^2 \). The induced map

\[
\text{Ind}^\mathbb{V}(\mathcal{C})/\mathcal{C} \to \text{Ind}^\mathbb{V}(\mathcal{C})\Delta^1
\]

is a cocartesian fibration classified by the extension of \( \mathcal{B}^\mathbb{U}_{\mathcal{C}} \)

\[
\bar{\mathcal{B}}^\mathbb{U}_{\mathcal{C}} : \text{Ind}^\mathbb{V}(\mathcal{C})\Delta^1 \simeq \text{Ind}^\mathbb{V}(\mathcal{C})\Delta^1 \to \text{Cat}^\mathbb{V}_\mathcal{C}
\]

The map \( \psi \) therefore induces a natural transformation \( \bar{\mathcal{B}}^\mathbb{U}_{\mathcal{C}} \to \mathcal{B}^\mathbb{U}_{\text{ind}^\mathbb{V}(\mathcal{C})}\Delta^1 \). This naturally extends to the required transformation

\[
T : \text{Ind}^\mathbb{V}(\mathcal{B}_\mathcal{C}') \simeq \text{Ind}^\mathbb{V} \circ \left(\bar{\mathcal{B}}^\mathbb{U}_{\mathcal{C}} \to \mathcal{B}^\mathbb{U}_{\text{ind}^\mathbb{V}(\mathcal{C})}\Delta^1 \right)
\]

Let now \( f : c \to d \) be a morphism in \( \text{Ind}^\mathbb{V}(\mathcal{C}) \). Let \( K \) be a \( \mathbb{V} \)-small filtered simplicial set and let \( \bar{f} : K \to \mathcal{C}\Delta^1 \) such that \( f \) is a colimit of \( \bar{f} \) in

\[
\text{Ind}^\mathbb{V}(\mathcal{C}\Delta^1)
\]

Let \( \phi : K \times \Delta^1 \to \mathcal{C} \) be induced by \( \bar{f} \). Let us denote by \( j : \mathcal{C} \to \text{Ind}^\mathbb{V}(\mathcal{C}) \) the Yoneda embedding. Let \( \bar{p} \) denote a colimit diagram \( (K \times \Delta^1)\bar{o} \to \text{Ind}^\mathbb{V}(\mathcal{C}) \) extending \( i \circ \phi \). The inclusion \( K \simeq K \times \{1\} \to K \times \Delta^1 \).
is cofinal and the cone point of \( \bar{p} \) is thus equivalent to \( d \). The restriction of \( \bar{p} \) to \( K^\circ \cong (K \times \{0\})^\circ \) defines a diagram \( \bar{c} : K \to \text{Ind}^V(\mathcal{C})/d \) whose colimit is \( f \). Let us denote by \( \bar{c} \) the composite diagram

\[
\bar{c} : K \xrightarrow{\bar{c}} \text{Ind}^V(\mathcal{C})/d \longrightarrow \text{Ind}^V(\mathcal{C})^{\Delta^1} \cong \text{Ind}^V(\mathcal{C}^{\Delta^1})
\]

It comes with a natural transformation \( \alpha : \bar{f} \to \bar{c} \) induced by \( \bar{p} \). Let us record for further use that the diagram \( \bar{c} \) factors through

\[
\mathcal{C}^d = \text{Ind}^V(\mathcal{C})^{\Delta^1} \times (\mathcal{C} \times \{d\})
\]

We now consider the map

\[
\gamma : K^{\Delta^1} \times \Delta^1 \xrightarrow{\text{ev},\text{pr}} K \times \Delta^1 \xrightarrow{\phi} \mathcal{C}
\]

and denote \( \bar{g} \) the induced map \( K^{\Delta^1} \to \mathcal{C}^{\Delta^1} \). Note that the composition

\[
K \xrightarrow{\text{id}} K^{\Delta^1} \xrightarrow{\bar{g}} \mathcal{C}^{\Delta^1}
\]

equals \( \bar{f} \). We define the functor

\[
\bar{h} : K^{\Delta^1} \xrightarrow{\bar{g}} \mathcal{C}^{\Delta^1} \xrightarrow{\text{Ind}^V} \text{Cat}^{V,\text{fc}} \xrightarrow{\text{Pr}^{V,\text{fc}}} \text{Pr}^{L,V}_{\mathcal{Z}_X}
\]

where \( \text{Cat}^{V,\text{fc}} \) is the category of \( V \)-small \((\infty,1)\)-categories with all finite colimits. We can assume that \( K \) is the nerve of a filtered 1-category \( D \). Using lemma 1.3.0.16 (and its notations) we get a diagram \( \kappa : L \to \text{Pr}^{L,V}_{\mathcal{Z}_X} \) such that we have categorical equivalences

\[
\left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{\kappa \circ \theta} \cong \left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{\kappa /} \cong \left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{h /} \cong \left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{h \circ \text{id}}
\]

The natural transformation \( \alpha \) defined above induces an object of

\[
\left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{h \circ \text{id}} \cong \left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)_{\kappa \circ \theta}
\]

It defines a natural transformation of functors \( K \to \text{Pr}^{L,V}_{\mathcal{Z}_X} \)

\[
A : \kappa \circ \theta \to \text{Ind}^V \circ \text{Ind}^{\mathcal{Z}_X} (\bar{c})
\]

Let \( k \) be a vertex of \( K \). Using lemma 1.3.0.3, we deduce that the functor \( A_k \) is an equivalence and the natural transformation \( A \) is thus an equivalence too. Now using lemma 1.3.0.9, we see that \( T(f) \) is equivalent to the colimit of the diagram induced by \( A \)

\[
K \to \left( \text{Pr}^{L,V}_{\mathcal{Z}_X} \right)^{\Delta^1}
\]

It follows that \( T \) is an equivalence.

We will finish this section with one more result. Let \( \mathcal{C} \) be a \( V \)-small \((\infty,1)\)-category with finite colimits and \( \mathcal{D} \) be any \((\infty,1)\)-category. Let \( g \) be a functor \( \mathcal{D} \to \mathcal{C}/\text{Cat}^{V,\text{fc}}_{\mathcal{Z}_X} \) and let \( \bar{g} \) denote the composition of \( g \) with the natural functor \( \mathcal{C}/\text{Cat}^{V,\text{fc}}_{\mathcal{Z}_X} \to \text{Cat}^{V}_{\mathcal{Z}_X} \). We assume that for any object \( x \in \mathcal{D} \), the category \( \bar{g}(x) \) admits finite colimits. Let also \( \alpha : \mathcal{O}_x \to \bar{g} \) be a natural transformation. We consider the diagram

\[
\begin{array}{ccc}
\mathcal{D}^{\Delta^1} & \xrightarrow{\bar{f}} & \mathcal{C} \times \mathcal{D} \\
\downarrow \alpha & & \downarrow \bar{g} \\
\mathcal{D} & \xrightarrow{\text{pr}} & \mathcal{C} \times \mathcal{D}
\end{array}
\]
where the map $F$ is induced by $g$. The functor $F$ admits a relative right adjoint $G$ over $\mathcal{D}$ (see [HAlg, 8.3.3]). The source functor $t\mathcal{D}$ admits a section $\text{id}_-$ induced by the map $\Delta^1 \to \ast$. It induces a functor $h: \mathcal{D} \to \mathcal{C}$

$$h: \mathcal{D} \xrightarrow{\text{id}_-} \mathcal{D}^{\Delta^1} \xrightarrow{\int \hat{g}} \mathcal{C} \times \mathcal{D} \xrightarrow{G} \mathcal{C}$$

We define the same way $H: \text{Ind}^U(\mathcal{D}) \to \text{Ind}^U(\mathcal{C})$, using corollary 1.2.0.8

$$H: \text{Ind}^U(\mathcal{D}) \xrightarrow{\text{id}_-} \text{Ind}^U(\mathcal{D})^{\Delta^1} \xrightarrow{\int \text{Ind}^U_D(\hat{g})} \text{Ind}^U(\mathcal{C}) \times \text{Ind}^U(\mathcal{D}) \xrightarrow{\text{Ind}^U(\mathcal{C})} \text{Ind}^U(\mathcal{C})$$

Let also $I: \text{Pro}^U(\mathcal{D}) \to \text{Pro}^U(\mathcal{C})$ be defined similarly, but using proposition 1.2.0.5:

$$I: \text{Pro}^U(\mathcal{D}) \xrightarrow{\text{id}_-} \text{Pro}^U(\mathcal{D})^{\Delta^1} \xrightarrow{\int \text{Pro}^U_D(\hat{g})} \text{Pro}^U(\mathcal{C}) \times \text{Pro}^U(\mathcal{D}) \xrightarrow{\text{Pro}^U(\mathcal{C})} \text{Pro}^U(\mathcal{C})$$

Lemma 1.3.0.21. The two functors $H$ and $\text{Ind}^U(h): \text{Ind}^U(\mathcal{D}) \to \text{Ind}^U(\mathcal{C})$ are equivalent. The functors $I$ and $\text{Pro}^U(h): \text{Pro}^U(\mathcal{D}) \to \text{Pro}^U(\mathcal{C})$ are equivalent.

Remark 1.3.0.22. For an enlightening example of this construction, we invite the reader to look at remark 2.1.1.22 or proposition 2.1.2.20.

Proof. Let us deal with the case of $H$ and $\text{Ind}^U(h)$, the other one is similar. We will prove the following sufficient conditions

(i) The restrictions of both $\text{Ind}^U(\mathcal{C})$ and $H$ to $\mathcal{D}$ are equivalent ;

(ii) The functor $H$ preserves $U$-small filtered colimits.

To prove item (i), we consider the commutative diagram

$$\begin{array}{ccc}
\mathcal{C} \times \mathcal{D} & \longrightarrow & \text{Ind}^U(\mathcal{C}) \times \text{Ind}^U(\mathcal{D}) \\
\downarrow & & \downarrow \\
\int \hat{g} & \longrightarrow & \int \text{Ind}^U_D(\hat{g}) \\
\downarrow & & \downarrow \\
\mathcal{D} & \longrightarrow & \text{Ind}^U(\mathcal{D})
\end{array}$$

The sections $\mathcal{D} \to \int \hat{g}$ and $\text{Ind}^U(\mathcal{D}) \to \int \text{Ind}^U_D(\hat{g})$ are compatible: the induced diagram commutes

$$\begin{array}{ccc}
\int \hat{g} & \longrightarrow & \int \text{Ind}^U_D(\hat{g}) \\
\downarrow & & \downarrow \\
\mathcal{D} & \longrightarrow & \text{Ind}^U(\mathcal{D})
\end{array}$$

Moreover the right adjoints $\hat{g} \to \mathcal{C} \times \mathcal{D}$ and $\int \text{Ind}^U_D(\hat{g}) \to \text{Ind}^U(\mathcal{C}) \times \text{Ind}^U(\mathcal{D})$ are weakly compatible: there is a natural transformation

$$\begin{array}{ccc}
\mathcal{C} \times \mathcal{D} & \longrightarrow & \text{Ind}^U(\mathcal{C}) \times \text{Ind}^U(\mathcal{D}) \\
\downarrow & & \downarrow \\
\int \hat{g} & \longrightarrow & \int \text{Ind}^U_D(\hat{g})
\end{array}$$
It follows that we have a natural transformation between the functors
\[ \mathcal{D} \xrightarrow{h} \mathcal{C} \to \text{Ind}^\mathbb{U}(\mathcal{C}) \text{ and } \mathcal{D} \to \text{Ind}^\mathbb{U}(\mathcal{D}) \xrightarrow{H} \text{Ind}^\mathbb{U}(\mathcal{C}) \]

For any \( x \in \mathcal{D} \), the induced map \( h(x) \to H(x) \) in \( \text{Ind}^\mathbb{U}(\mathcal{C}) \) is an equivalence. This concludes the proof of item (i).

Let us now prove the item (ii). It suffices to look at a \( \mathbb{U} \)-small filtered diagram \( \bar{x}: K \to \mathcal{D} \). Let \( x \) denote a colimit of \( \bar{x} \) in \( \text{Ind}^\mathbb{U}(\mathcal{D}) \). Let us denote by \( A \) the natural transformation 
\[ A = \text{Ind}^\mathbb{U}_\mathcal{D}(\alpha): \text{O}_\text{Ind}^\mathbb{U}(\mathcal{D}) \to \text{Ind}^\mathbb{U}_\mathcal{D}(\bar{g}) = G \]
between functors \( \text{Ind}^\mathbb{U}(\mathcal{D}) \to \text{Cat} \). Let us also denote by \( \pi_* \) the right adjoint \( G(x) \to \text{Ind}^\mathbb{U}(\mathcal{C}) \). By definition, we have \( H(x) \cong \pi_* A_x(id_x) \). The functors \( \pi_* \) and \( A_x \) preserve \( \mathbb{U} \)-small filtered colimits and \( H(x) \) is therefore the colimit of the diagram 
\[ \bar{A}: K \xrightarrow{x} \text{Ind}^\mathbb{U}(\mathcal{D}) \xrightarrow{A_x} G(x) \xrightarrow{\pi_x} \text{Ind}^\mathbb{U}(\mathcal{C}) \]

We consider the functor 
\[ \bar{H}_x: K^\Delta^1 \xrightarrow{x^\Delta^1} \mathcal{D}^\Delta^1 \xrightarrow{\int \bar{g}} \mathcal{C} \times \mathcal{D} \xrightarrow{\pi} \mathcal{C} \xrightarrow{\text{Ind}^\mathbb{U}} \text{Ind}^\mathbb{U}(\mathcal{C}) \]

We can assume that \( K \) is the nerve of a filtered 1-category. Using lemma 1.3.0.16 and its notations, we extend \( \bar{H}_x \) to a map
\[ \zeta: L \to \text{Ind}^\mathbb{U}(\mathcal{C}) \]
and equivalences
\[ \text{Ind}^\mathbb{U}(\mathcal{C})_{\zeta \circ \theta} \cong \text{Ind}^\mathbb{U}(\mathcal{C})_{\zeta} \cong \text{Ind}^\mathbb{U}(\mathcal{C})_{H_x} \cong \text{Ind}^\mathbb{U}(\mathcal{C})_{H_x \circ \text{id}_-} \]

Using the proof of (i), we have a natural transformation \( \bar{H}_x \circ \text{id}_- \to \bar{A} \). It induces a natural transformation \( \zeta \circ \theta \to \bar{A} \). Using lemma 1.2.0.7 we see that it is an equivalence. It follows that \( H(x) \) is a colimit of the diagram
\[ K \xrightarrow{x} K^\Delta^1 \xrightarrow{\bar{H}_x} \text{Ind}^\mathbb{U}(\mathcal{C}) \]
which equals \( K \xrightarrow{x} \mathcal{D} \xrightarrow{h} \mathcal{C} \to \text{Ind}^\mathbb{U}(\mathcal{C}) \). We now conclude using item (i). \( \square \)
Chapter 2

Ind-pro-stacks and Tate stacks

In this chapter, we will develop the theory of Tate stacks. Those are infinite dimensional geometric objects whose tangent complex is a Tate module. With the setting we are then able to define symplectic forms on infinite dimensional algebraic stacks.

2.1 Ind-pro-stacks

Throughout this section, we will denote by \( S \) a derived stack over some base field \( k \) and by \( d\text{St}_S \) the category of derived stack over the base \( S \).

2.1.1 Cotangent complex of a pro-stack

Definition 2.1.1.1. A pro-stack over \( S \) an object of \( \text{Pro}^U d\text{St}_S \).

Remark 2.1.1.2. Note that the category \( \text{Pro}^U d\text{St}_S \) is equivalent to the category of pro-stacks over \( R \) with a morphism to \( S \).

Definition 2.1.1.3. Let \( \text{Perf}: d\text{St}_S^{op} \rightarrow \text{Cat}_U^S \) denote the functor mapping a stack to its category of perfect complexes. We will denote by \( \text{IPerf} \) the functor

\[
\text{IPerf} = \text{Ind}^U_{\text{isst}^S}(\text{Perf}): (\text{Pro}^U d\text{St}_S)^{op} \rightarrow \text{Pr}_L^X
\]

where \( \text{Ind}^U \) was defined in definition 0.1.0.8. Whenever \( X \) is a pro-stack, we will call \( \text{IPerf}(X) \) the derived category of ind-perfect complexes on \( X \). It is \( U \)-presentable. If \( f: X \rightarrow Y \) is a map of pro-stacks, then the functor

\[
\text{IPerf}(f): \text{IPerf}(Y) \rightarrow \text{IPerf}(X)
\]

admits a right adjoint. We will denote \( f^*_L = \text{IPerf}(f) \) and \( f^*_L \) its right adjoint.

Remark 2.1.1.4. Let \( X \) be a pro-stack and let \( \bar{X}: K^{op} \rightarrow d\text{St}_S \) denote a \( U \)-small cofiltered diagram of whom \( X \) is a limit in \( \text{Pro}^U d\text{St}_S \). The derived category of ind-perfect complexes on \( X \) is by definition the category

\[
\text{IPerf}(X) = \text{Ind}^U(\text{colim Perf}(\bar{X}))
\]

It thus follows from [HAlg, 1.1.4.6 and 1.1.3.6] that \( \text{IPerf}(X) \) is stable. Note that it is also equivalent to the colimit

\[
\text{IPerf}(X) = \text{colim \text{IPerf}(\bar{X})} \in \text{Pr}_L^X
\]

It is therefore equivalent to the limit of the diagram

\[
\text{IPerf}_*(\bar{X}): K \rightarrow d\text{St}_S^{op} \rightarrow \text{Pr}_L^X \simeq (\text{Pr}_R^X)^{op}
\]
An object $E$ in $\mathbf{IPerf}(X)$ is therefore the datum of an object $p_k E$ of $\mathbf{IPerf}(X_k)$ for each $k \in K$ — where $X_k = \tilde{X}(k)$ and $p_k : X \to X_k$ is the natural projection — and of some compatibilities between them.

**Definition 2.1.1.5.** Let $X$ be a pro-stack. We define its derived category of pro-perfect complexes

$$\mathbf{PPerf}(X) = (\mathbf{IPerf}(X))^\text{op}$$

The duality $\mathbf{Perf}(-) \xrightarrow{\sim} (\mathbf{Perf}(-))^\text{op}$ implies the equivalence

$$\mathbf{PPerf}(X) \simeq \mathbf{Pro}^U(\text{colim} \mathbf{Perf}(	ilde{X}))$$

whenever $\tilde{X} : K^\text{op} \to \mathbf{dSt}_S$ is a cofiltered diagram of whom $X$ is a limit in $\mathbf{Pro}^U \mathbf{dSt}_S$.

**Definition 2.1.1.6.** Let us define the functor $\mathbf{Tate}_P : (\mathbf{Pro}^U \mathbf{dSt}_S)^\text{op} \to \mathbf{Cat}^V_{\mathbf{st}, \text{id}}$

$$\mathbf{Tate}_P = \mathbf{Tate}^{\mathbf{dSt}_S}_{\mathbf{st}}(\mathbf{Perf})$$

**Remark 2.1.1.7.** The functor $\mathbf{Tate}_P$ maps a pro-stack $X$ given by a diagram $\tilde{X} : K^\text{op} \to \mathbf{dSt}_S$ to the stable $(\mathfrak{x}, 1)$-category

$$\mathbf{Tate}_P(X) = \mathbf{Tate}^{\mathbf{dSt}_S}_{\mathbf{st}}(\text{colim} \mathbf{Perf}(\tilde{X}))$$

There is a canonical fully faithful natural transformation

$$\mathbf{Tate}_P \to \mathbf{Pro}^U \circ \mathbf{IPerf}$$

From lemma 1.1.0.10 we also get a fully faithful

$$\mathbf{Tate}_P \to \mathbf{Ind}^U \circ \mathbf{PPerf}$$

**Definition 2.1.1.8.** Let $\mathbf{Qcoh} : \mathbf{dSt}_S^\text{op} \to \mathbf{Cat}^V_{\mathbf{st}}$ denote the functor mapping a derived stack to its derived category of quasi-coherent sheaves. It maps a morphism between stacks to the appropriate pullback functor. We will denote by $\mathbf{IQcoh}$ the functor

$$\mathbf{IQcoh} = \mathbf{Ind}^U_{\mathbf{dSt}_S^\text{op}}(\mathbf{Qcoh}) : (\mathbf{Pro}^U \mathbf{dSt}_S)^\text{op} \to \mathbf{Cat}^V_{\mathbf{st}}$$

If $f : X \to Y$ is a map of pro-stacks, we will denote by $f_!^*$ the functor $\mathbf{IQcoh}(f)$. We also define

$$\mathbf{IQcoh}^{<0} = \mathbf{Ind}^U_{\mathbf{dSt}_S^\text{op}}(\mathbf{Qcoh}^{<0})$$

the functor of connective modules.

**Remark 2.1.1.9.** There is a fully faithful natural transformation $\mathbf{IPerf} \to \mathbf{IQcoh}$; for any map $f : X \to Y$ of pro-stacks, there is therefore a commutative diagram

$$\begin{array}{ccc}
\mathbf{IPerf}(Y) & \xrightarrow{f_!^*} & \mathbf{IQcoh}(Y) \\
\downarrow \mathbb{I}^U & & \downarrow \mathbb{I}^U \\
\mathbf{IPerf}(X) & \xrightarrow{f_!^*} & \mathbf{IQcoh}(X)
\end{array}$$

The two functors denoted by $f_!^*$ are thus compatible. Let us also say that the functor

$$f_!^* : \mathbf{IQcoh}(Y) \to \mathbf{IQcoh}(X)$$

does not need to have a right adjoint. We next show that it sometimes has one.

**Proposition 2.1.1.10.** Let $f : X \to Y$ be a map of pro-stacks. If $Y$ is actually a stack then the functor $f_!^* : \mathbf{IQcoh}(Y) \to \mathbf{IQcoh}(X)$ admits a right adjoint.
Proof. It follows from corollary 1.2.0.8. \qed

Definition 2.1.1.11. Let \( f: X \to Y \) be a map of pro-stacks. We will denote by \( f^!_{\mathcal{IQ}} \) the right adjoint to \( f_*^! \): \( \mathcal{IQcoh}(Y) \to \mathcal{IQcoh}(X) \) if it exists.

Remark 2.1.1.12. In the situation of proposition 2.1.1.10, there is a natural transformation

\[
\begin{align*}
\mathcal{IPerf}(X) & \mathrel{\longrightarrow} \mathcal{IQcoh}(X) \\
\mathcal{IPerf}(Y) & \mathrel{\longrightarrow} \mathcal{IQcoh}(Y)
\end{align*}
\]

It does not need to be an equivalence.

Definition 2.1.1.13. Let \( X \) be a pro-stack over \( S \). The structural sheaf \( O_X \) of \( X \) is the pull-back of \( O_S \) along the structural map \( X \to S \).

Example 2.1.1.14. Let \( X \) be a pro-stack over \( S \) and \( \bar{X}: \text{K}^{\text{op}} \to \text{dSt}_S \) be a \( \text{U} \)-small cofiltered diagram of whom \( X \) is a limit in \( \text{Pro}^U \text{dSt}_S \). Let \( k \) be a vertex of \( K \), let \( X_k \) denote \( \bar{X}(k) \) and let \( p_k \) denote the induced map of pro-stacks \( X \to X_k \). If \( f: k \to l \) is an arrow in \( K \), we will also denote by \( f \) the map of stacks \( \bar{X}(f) \).

We have

\[
(p_k)_*^{\mathcal{IQ}}(O_X) \simeq \operatorname{colim}_{f: k \to l} f_* O_{X_l}
\]

One can see this using lemma 1.2.0.7

\[
(p_k)_*^{\mathcal{IQ}}(O_X) \simeq (p_k)_*^{\mathcal{IQ}}(p_k)_*^{\mathcal{IQ}}(O_{X_k}) \simeq \operatorname{colim}_{f: k \to l} f_* f^* (O_{X_k}) \simeq \operatorname{colim}_{f: k \to l} f_* O_{X_l}
\]

Definition 2.1.1.15. Let \( T \) be a stack over \( S \). Let us consider the functor

\[
\mathcal{Qcoh}^e(T)^{\leq 0} \to \mathbf{B}^u_{\text{dSt}_S^{op}}(\text{id}_T) \simeq (T/\text{dSt}_T)^{op}
\]

mapping a quasi-coherent sheaf \( E \) to the square zero extension \( T \to T[E] \to T \). This construction is functorial in \( T \) and actually comes from a natural transformation

\[
\text{Ex}: \mathcal{Qcoh}^{\leq 0} \to \mathbf{B}^u_{\text{dSt}_S^{op}}(\text{id}_-)
\]

of functors \( \text{dSt}_S^{op} \to \text{Cat}_X \) – recall notation \( \mathbf{B}^u \) from definition 1.3.0.14. We will denote by \( \text{Ex}^{\text{Pro}} \) the natural transformation

\[
\text{Ex}^{\text{Pro}} = \text{Ind}^{\text{Pro}}_{\text{dSt}_S^{op}}(\text{Ex}): \mathcal{Qcoh}^{\leq 0} \to \text{Ind}^{\text{Pro}}_{\text{dSt}_S^{op}}(\mathbf{B}^u_{\text{dSt}_S^{op}}(\text{id}_-)) \simeq \mathbf{B}^u_{(\text{Pro}^U \text{dSt}_S)^{op}}(\text{id}_-)
\]

between functors \( (\text{Pro}^U \text{dSt}_S)^{op} \to \text{Cat}_X \). The equivalence on the right is the one from proposition 1.3.0.18. If \( X \) is a pro-stack and \( E \in \mathcal{IQcoh}(X)^{\leq 0} \) then we will denote by \( X \to X[E] \to X \) the image of \( E \) by the functor \( \text{Ex}^{\text{Pro}}(X) \).

Remark 2.1.1.16. Let us give a description of this functor. Let \( X \) be a pro-stack and let \( \bar{X}: \text{K}^{\text{op}} \to \text{dSt}_S \) denote a \( \text{U} \)-small cofiltered diagram of whom \( X \) is a limit in \( \text{Pro}^U \text{dSt}_S \). For every \( k \in K \) we can composite the functor mentioned above with the base change functor

\[
(Qcoh(X_k))^{op} \xrightarrow{X_k[-]} X_k/\text{dSt}_{X_k} \xrightarrow{- \times X_k X} X/\text{Pro}^U \text{dSt}_X
\]

This is functorial in \( k \) and we get a functor \( (\operatorname{colim} Qcoh(X))^{op} \to X/\text{Pro}^U \text{dSt}_X \) which we extend and obtain a more explicit description of the square zero extension functor

\[
X[-]: (\mathcal{IQcoh}(X))^{op} \to X/\text{Pro}^U \text{dSt}_X
\]
Definition 2.1.1.17. Let $X$ be a pro-stack.

- We finally define the functor of derivations over $X$:
  \[ \text{Der}(X, -) = \text{Map}_{X/-/S}(X[-], X): \text{IQcoh}(X)^{\leq 0} \to \text{sSets} \]

- We say that $X$ admits a cotangent complex if the functor $\text{Der}(X, -)$ is corepresentable – i.e., there exists a $\mathbb{L}_{X/S} \in \text{IQcoh}(X)$ such that for any $E \in \text{IQcoh}(X)^{\leq 0}$
  \[ \text{Der}(X, E) \simeq \text{Map}(\mathbb{L}_{X/S}, E) \]

Definition 2.1.1.18. Let $\text{dSt}^\text{Art}_S$ denote the full sub-category of $\text{dSt}_S$ spanned by derived Artin stacks over $S$. An Artin pro-stack is an object of $\text{Pro}^U \text{dSt}^\text{Art}_S$. Let $\text{dSt}^\text{Art}_{S, lfp}$ the full sub-category of $\text{dSt}^\text{Art}_S$ spanned by derived Artin stacks locally of finite presentation over $S$. An Artin pro-stack locally of finite presentation is an object of $\text{Pro}^U \text{dSt}^\text{Art}_{S, lfp}$

Proposition 2.1.1.19. Any Artin pro-stack $X$ over $S$ admits a cotangent complex $\mathbb{L}_{X/S}$. Let us assume that $X: K^{\text{op}} \to \text{dSt}^\text{Art}_S$ is a $\mathbb{U}$-small cofiltered diagram of whom $X$ is a limit in $\text{Pro}^U \text{dSt}^\text{Art}_S$. When $k$ is a vertex of $K$, let us denote by $X_k$ the derived Artin stack $X(k)$. If $f: k \to l$ is an arrow in $K$, we will also denote by $f: X_l \to X_k$ the map of stacks $X(f)$. The cotangent complex is given by the formula

\[ \mathbb{L}_{X/S} = \operatorname{colim}_k p_k^* \mathbb{L}_{X_k/S} \in \text{Ind}^U(\operatorname{colim} \text{Qcoh}(X)) \simeq \text{IQcoh}(X) \]

where $p_k$ is the canonical map $X \to X_k$. The following formula stands

\[ p_k^* \mathbb{L}_{X/S} \simeq \operatorname{colim}_f f_* \mathbb{L}_{X_l/S} \]

If $X$ is moreover locally of finite presentation over $S$, then its cotangent complex belongs to $\text{IPerf}(X)$.

Before proving this proposition, let us fix the following notation

Definition 2.1.1.20. Let $\mathcal{C}$ be a full sub-category of an $\infty$-category $\mathcal{D}$. There is a natural transformation from $O_\mathcal{D}: d \mapsto \mathcal{D}/d$ to the constant functor $\mathcal{D}: \mathcal{D} \to \text{Cat}_{\infty}$. We denote by $O_\mathcal{D}^\mathcal{C}$ the fiber product

\[ O_\mathcal{D}^\mathcal{C} = O_\mathcal{D} \times_{\mathcal{D}} \mathcal{C} : \mathcal{D} \to \text{Cat}_{\infty} \]

Remark 2.1.1.21. The functor $O_\mathcal{D}^\mathcal{C}: \mathcal{D} \to \text{Cat}_{\infty}$ maps an object $d \in \mathcal{D}$ to the comma category of objects in $\mathcal{C}$ over $d$

\[ \mathcal{C}/d = (\mathcal{C} \times \{d\}) \times_{\mathcal{D} \times \mathcal{D}} \mathcal{D}^{\Delta^1} \]

The lemma 1.3.0.3 still holds when replacing $O_\mathcal{C}$ by $O_\mathcal{C}^\mathcal{D}$.

Proof (of the proposition). The cotangent complex defines a natural transformation

\[ \lambda: O_\text{dSt}^\text{Art}_{S, lfp} \to \text{Qcoh}(-) \]

To any stack $T$ and any Artin stack $U$ over $S$ with a map $f: T \to U$, it associates the quasi-coherent complex $f^* \mathbb{L}_{U/S}$ on $T$. Applying the functor $\text{Ind}^U_{\text{dSt}^\text{Art}_S}$ we get a natural transformation $\lambda^{\text{Pro}}$

\[ \lambda^{\text{Pro}} = \text{Ind}^U_{\text{dSt}^\text{Art}_S}(\lambda): O_{(\text{Pro}^U \text{dSt}^\text{Art}_S)^{\text{op}}} \to \text{IQcoh}(-) \]

Specifying it to $X$ we get a functor

\[ \lambda^{\text{Pro}}_X: \left( X/\text{Pro}^U \text{dSt}^\text{Art}_S \right)^{\text{op}} \to \text{IQcoh}(X) \]
Let us set $L_{X/S} = \lambda_X^{\text{Pro}}(X) \in \text{IQcoh}(X)$. We have by definition the equivalence

$$L_{X/S} \simeq \colim_k p_k^* L_{X_k/S}$$

Let us now check that it satisfies the required universal property. The functor $\text{Der}(X, -)$ is the limit of the diagram $K^{\text{op}} \to \text{Fct}(\text{IQcoh}(X)^{\leq 0}, \text{sSets})$

$$\text{Map}_{X/\text{pro}}(X[-], X)$$

This diagram factors by definition through a diagram

$$\delta: K^{\text{op}} \to \text{Fct}(\text{colim} \text{Qcoh}(\bar{X})^{\leq 0}, \text{sSets}) \simeq \lim \text{Fct}(\text{Qcoh}(\bar{X})^{\leq 0}, \text{sSets})$$

On the other hand, the functor $\text{Map}(L_{X/S}, -)$ is the limit of a diagram

$$K^{\text{op}} \xrightarrow{\mu} \text{lim} \text{Fct}(\text{Qcoh}(\bar{X})^{\leq 0}, \text{sSets}) \longrightarrow \text{Fct}(\text{IQcoh}(X)^{\leq 0}, \text{sSets})$$

The universal property of the natural transformation $\lambda$ defines an equivalence between $\delta$ and $\mu$. The formula for $p_k^* L_{X/S}$ is a direct consequence of lemma 1.3.0.21 and the last statement is obvious.

**Remark 2.1.1.22 (about lemma 1.3.0.21).** There are two ways of constructing the underlying complex of the cotangent complex of a pro-stack. One could first consider the functor

$$L^1: \text{dSt}^\text{Art}_{S}^{\text{op}} \to \text{Qcoh}(S)$$

mapping a derived Artin stack $\pi: Y \to S$ to the quasi-coherent module $\pi_* L_Y/S$ and extend it

$$\text{Ind}^U(L^1): \text{Pro}^U \text{dSt}^\text{Art}_{S}^{\text{op}} \to \text{Ind}^U \text{Qcoh}(S) = \text{IQcoh}(S)$$

The second method consists in building the cotangent complex of a pro-stack $\varpi: X \to S$ as above

$$L_{X/S} \in \text{IQcoh}(X)$$

and considering $\varpi_*^\text{IQ} L_{X/S} \in \text{IQcoh}(S)$. This defines a functor

$$L^2: \text{Pro}^U \text{dSt}^\text{Art}_{S}^{\text{op}} \to \text{IQcoh}(S)$$

Comparing those two approaches is precisely the role of lemma 1.3.0.21. It shows indeed that the functors $\text{Ind}^U(L^1)$ and $L^2$ are equivalent.

**Remark 2.1.1.23.** The definition of the derived category of ind-quasi-coherent modules on a pro-stack is build for the above proposition and remark to hold.

**Remark 2.1.1.24.** We have actually proven that for any pro-stack $X$, the two functors

$$\text{IQcoh}(X)^{\leq 0} \times X/\text{dSt}^\text{Art}_{S} \to \text{sSets}$$

defined by

$$(E, Y) \mapsto \text{Map}_{X/\text{pro}}(X[E], Y)$$

$$(E, Y) \mapsto \text{Map}_{\text{IQcoh}(X)}(\lambda_X^{\text{pro}}(Y), E)$$

are equivalent.
2.1.2 Cotangent complex of an ind-pro-stack

**Definition 2.1.2.1.** An ind-pro-stack is an object of the category 
\[ \text{IPdSt}_S = \text{Ind}^U \text{Pro}^U \text{dSt}_S \]

**Definition 2.1.2.2.** Let us define the functor \( \text{PIPerf}: (\text{IPdSt}_S)^{\text{op}} \to \text{Cat}_S \)

\[ \text{PIPerf} = \text{Pro}_U^{(\text{Pro}^U \text{dSt}_S)^{\text{op}}}(\text{PPerf}) \]

where \( \text{Pro}^U \) was defined in definition 0.1.0.8. Whenever we have a morphism \( f: X \to Y \) of ind-pro-stacks, we will denote by \( f^*_\text{P} \) the functor \( f^*_\text{P} = \text{PPerf}(f): \text{PPerf}(Y) \to \text{PPerf}(X) \)

**Remark 2.1.2.3.** Let \( X \) be an ind-pro-stack. Let \( \bar{X}: K \to \text{Pro}^U \text{dSt}_S \) denote a \( U \)-small filtered diagram of whom \( X \) is a colimit in \( \text{IPdSt}_S \). We have by definition

\[ \text{PPerf}(X) \cong \lim \text{Pro}^U(\text{PPerf}(\bar{X})) \]

admits a right adjoint \( f^*_\text{P} \). It is the pro-extension of the right adjoint \( f^*_\text{I} \) to \( f^*_\text{P} \). This result extends to any map \( f \) of ind-pro-stacks since the limit of adjunctions is still an adjunction.

**Proposition 2.1.2.4.** Let \( f: X \to Y \) be a map of ind-pro-stacks. If \( Y \) is a pro-stack then the functor \( f^*_\text{P}: \text{PPerf}(Y) \to \text{PPerf}(X) \) admits a right adjoint.

**Definition 2.1.2.5.** Let \( f: X \to Y \) be a map of ind-pro-stacks. If the functor \( f^*_\text{P}: \text{PPerf}(Y) \to \text{PPerf}(X) \) admits a right adjoint, we will denote it by \( f^*_\text{PI} \).

**Proof** (of the proposition). If both \( X \) and \( Y \) are pro-stacks, then \( f^*_\text{P} = \text{Pro}^U(f^*_\text{I}) \) is right adjoint to \( f^*_\text{P} = \text{Pro}^U(f^*_\text{I}) \). Let now \( X \) be an ind-pro-stack and let \( \bar{X}: K \to \text{Pro}^U \text{dSt}_S \) denote a \( U \)-small filtered diagram of whom \( X \) is a colimit in \( \text{IPdSt}_S \). We then have

\[ f^*_\text{P}: \text{PPerf}(Y) \to \text{PPerf}(X) \cong \lim \text{Pro}^U(\text{PPerf}(\bar{X})) \]

The existence of a right adjoint \( f^*_\text{PI} \) then follows from proposition 1.2.0.5.

**Definition 2.1.2.6.** Let \( X \in \text{IPdSt}_S \). We define \( \text{IPPPerf}(X) = (\text{PPerf}(X))^{\text{op}} \). If \( X \) is the colimit in \( \text{IPdSt}_S \) of a filtered diagram \( K \to \text{Pro}^U \text{dSt}_S \) then we have

\[ \text{IPPPerf}(X) \cong \lim(\text{Ind}^U \circ \text{PPerf} \circ \bar{X}) \]

There is therefore a fully faithful functor \( \text{Tate}_\text{IP}^U(X) \to \text{IPPPerf}(X) \). We will denote by

\[ (-)^*: \text{IPPPerf}(X) \to (\text{PPerf}(X))^{\text{op}} \]

the duality functor.

**Definition 2.1.2.7.** Let us define the functor \( \text{Tate}_\text{IP}^U: (\text{IPdSt}_S)^{\text{op}} \to \text{Cat}_S^{\text{st,id}} \) as the right Kan extension of \( \text{Tate}_\text{IP}^U \) along the inclusion \( (\text{Pro}^U \text{dSt}_S)^{\text{op}} \to (\text{IPdSt}_S)^{\text{op}} \). It is by definition endowed with a canonical fully faithful natural transformation

\[ \text{Tate}_\text{IP}^U \to \text{PPerf} \]

For any \( X \in \text{IPdSt}_S \), an object of \( \text{Tate}_\text{IP}^U(X) \) will be called a Tate module on \( X \).
Remark 2.1.2.8. We can characterise Tate objects: a module $E \in \text{PIQcoh}(X)$ is a Tate module if and only if for any pro-stack $U$ and any morphism $f: U \to X \in \text{IPdSt}_X$, the pullback $f^*_U(E)$ is in $\text{Tate}_U^U(U)$.

Let us also remark here that

Lemma 2.1.2.9. Let $X$ be an ind-pro-stack over $S$. The fully faithful functors

$$\text{Tate}_U^U(X) \longrightarrow \text{PIQcoh}(X) \xrightarrow{(-)^\vee} (\text{PIQcoh}(X))^{\text{op}} \longleftarrow \left(\text{Tate}_U^U(X)\right)^{\text{op}}$$

have the same essential image. We thus have an equivalence

$$(-)^\vee: \text{Tate}_U^U(X) \simeq \left(\text{Tate}_U^U(X)\right)^{\text{op}}$$

Proof. This is a corollary of lemma 1.1.0.10.

Definition 2.1.2.10. Let us define $\text{PIQcoh}: (\text{IPdSt}_S)^{\text{op}} \to \text{Cat}_X^Y$ to be the functor

$$\text{PIQcoh} = \text{Pro}_U^{\text{op}}(\text{pro}^{\text{op}}(\text{dSt}_S)^{\text{op}})(\text{IQcoh})$$

From remark 0.1.0.15, for any ind-pro-stack $X$, the category $\text{PIQcoh}(X)$ admits a natural monoidal structure. We also define the subfunctor

$$\text{PIQcoh}^\leq_0 = \text{Pro}_U^{\text{op}}(\text{pro}^{\text{op}}(\text{dSt}_S)^{\text{op}})(\text{IQcoh}^\leq_0)$$

Remark 2.1.2.11. Let us give an informal description of the above definition. To an ind-pro-stack $X = \lim_{\alpha} \lim_{\beta} X_{\alpha\beta}$ we associate the category

$$\text{PIQcoh}(X) = \lim_{\alpha} \left(\text{Pro}^U \text{Ind}_{\text{op}}^U \left(\lim_{\beta} \text{Perf}(X_{\alpha\beta})\right)\right)$$

Definition 2.1.2.12. Let $f: X \to Y$ be a map of ind-pro-stacks. We will denote by $f^*_\text{PI}$, the functor $\text{PIQcoh}(f)$. Whenever it exists, we will denote by $f^*_\text{PIQ}$ the right adjoint to $f^*_\text{PI}$.

Proposition 2.1.2.13. Let $f: X \to Y$ be a map of ind-pro-stacks. If $Y$ is actually a stack, then the induced functor $f^*_\text{PI}$ admits a right adjoint.

Proof. This is very similar to the proof of proposition 2.1.2.4 but using proposition 2.1.1.10.

Remark 2.1.2.14. There is a fully faithful natural transformation $\text{PIPerf} \to \text{PIQcoh}$. Using the same notation $f^*_\text{PI}$ for the images of a map $f: X \to Y$ is therefore only a small abuse. Moreover, for any such map $f: X \to Y$, for which the right adjoints drawn below exist, there is a natural trannformation

$$\text{PIPerf}(Y) \xrightarrow{f^*_\text{PI}} \text{PIQcoh}(Y)$$

$$\text{PIQcoh}(X) \xrightarrow{f^*_\text{PIQ}} \text{PIQcoh}(X)$$

It is generally not an equivalence.

Definition 2.1.2.15. Let $\text{Ex}^\text{IP}$ denote the natural transformation $\text{Pro}_U^{\text{op}}(\text{pro}^{\text{op}}(\text{dSt}_S)^{\text{op}})(\text{Ex}^\text{Pro})$

$$\text{Ex}^\text{IP}: \text{PIQcoh}^{\leq_0} \to \text{Pro}_U^{\text{op}}(\text{pro}^{\text{op}}(\text{dSt}_S)^{\text{op}})(\text{Ex}^\text{Pro}) \simeq \text{B}_U^U(\text{IPdSt}_S)^{\text{op}}(\text{id}_-)$$

of functors $(\text{IPdSt}_S)^{\text{op}} \to \text{Cat}_X$. The equivalence on the right hand side is the one of remark 1.3.0.19. If $X$ is an ind-pro-stack and $E \in \text{PIQcoh}(X)^{\leq_0}$ then we will denote by $X \to X[E] \to X$ the image of $E$ by the functor

$$\text{Ex}^\text{IP}(X): \text{PIQcoh}(X)^{\leq_0} \to (X/\text{IPdSt}_X)^{\text{op}}$$
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Remark 2.1.2.16. Let us decipher the above definition. Let $X = \colim_\alpha \lim_\beta X_{\alpha \beta}$ be an ind-pro-stack and let $E$ be a pro-ind-module over it. By definition $E$ is the datum, for every $\alpha$, of a pro-ind-object $E^\alpha$ in the category $\colim_\alpha \cat{Qcoh}^{\leq 0}(X_{\alpha \beta})$. Let us denote $E^\alpha = \lim_\gamma \colim_\delta E_{\gamma \delta}^\alpha$. For any $\gamma$ and $\delta$, there is a $\beta_0(\gamma, \delta)$ such that $E_{\gamma \delta}^{\beta_0(\gamma, \delta)}$ is in the essential image of $\cat{Qcoh}^{\leq 0}$. We then have

$$X[E] = \colim_\alpha \lim_\beta \lim_{\beta \in \beta_0(\gamma, \delta)} X_{\alpha \beta}[E_{\gamma \delta}] \in \cat{IPdSt}_S$$

Definition 2.1.2.17. Let $X$ be an ind-pro-stack.

- We define the functor of derivations on $X$
  $$\Der(X, -) = \Map_{X/-}(X[-], X)$$

- We say that $X$ admits a cotangent complex if there exists $L_{X/S} \in \cat{PIQcoh}(X)$ such that for any $E \in \cat{PIQcoh}(X)^{\leq 0}$
  $$\Der(X, E) \simeq \Map(L_{X/S}, E)$$

- Let us assume that $f: X \to Y$ is a map of ind-pro-stacks and that $Y$ admits a cotangent complex. We say that $f$ is formally étale if $X$ admits a cotangent complex and the natural map $f^*L_{Y/S} \to L_{X/S}$ is an equivalence.

Definition 2.1.2.18. An Artin ind-pro-stack over $S$ is an object in the category

$$\cat{IPdSt}_S^{\Art} = \Ind^U \cat{Pro}^U \cat{dSt}_S^{\Art}$$

An Artin ind-pro-stack locally of finite presentation is an object of

$$\cat{IPdSt}_S^{\Art, lfp} = \Ind^U \cat{Pro}^U \cat{dSt}_S^{\Art, lfp}$$

Proposition 2.1.2.19. Any Artin ind-pro-stack $X$ admits a cotangent complex

$$L_{X/S} \in \cat{PIQcoh}(X)$$

Let us assume that $\hat{X}: K \to \cat{Pro} \cat{dSt}_S^{\Art}$ is a $U$-small filtered diagram of whom $X$ is a colimit in $\cat{IPdSt}_S^{\Art}$. For any vertex $k \in K$ we will denote by $X[k]$ the pro-stack $\hat{X}(k)$ and by $i_k$ the structural map $X[k] \to X$. For any $f: k \to l$ in $K$, let us also denote by $f$ the induced map $X[k] \to X[l]$. We have for all $k \in K$

$$i_k^* L_{X/S} = \lim_{f: k \to l} f^* L_{X[l]/S} \in \cat{PIQcoh}(X[k])$$

If moreover $X$ is locally of finite presentation then $L_{X/S}$ belongs to $\cat{PI Perf}(X)$.

Proof. Let us recall the natural transformation $\lambda^\cat{Pro}$ from the proof of proposition 2.1.1.19

$$\lambda^\cat{Pro} = \Ind_{\cat{dSt}_S^{\Art}}^\cat{Pro} \cat{dSt}_S^{\Art}(\lambda): \cat{O}^\cat{Pro}(\cat{Pro}^\cat{dSt}_S^{\Art})^{\op} \to \cat{IQcoh}(-)$$

of functors $(\cat{Pro}^U \cat{dSt}_S)^{\op} \to \cat{Cat}_{\cat{Art}}$. Applying the functor $\cat{Pro}^U(\cat{Pro}^U \cat{dSt}_S)^{\op}$ we define the natural transformation $\lambda^\cat{IP}$

$$\lambda^\cat{IP} = \cat{Pro}^U(\cat{Pro}^U \cat{dSt}_S)^{\op}(\lambda^\cat{Pro}): \cat{O}(\cat{IPdSt}_S^{\Art})^{\op} \to \cat{PIQcoh}(-)$$

between functors $(\cat{IPdSt}_S)^{\op} \to \cat{Cat}_{\cat{Art}}$. Specifying to $X$ we get a functor

$$\lambda^\cat{IP}_X: \left(X/\cat{IPdSt}_S^{\Art}\right)^{\op} \to \cat{PIQcoh}(X)$$
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We finish the proof with remark 2.1.1.24.

Map

That proves item IQcoh τ by τ defined on PIQcoh for every k compare for every is also a smooth atlas — indeed we have [HAG2, C.0.10 and 2.2.4.6]. We assume that the result is true for Lemma 2.1.3.1.

2.1.3 Uniqueness of pro-structure

The existence of Proposition 2.1.2.20. Let X ∈ IPdStArt S. Let us denote by π: X → S the structural map. Let also Lip denote the functor

\[(IPdStArt_S)^\text{op} \rightarrow \text{Pro}^U \text{Ind}^V \text{Qcoh}(S)\]

obtained by extending the functor \((dStArt)^\text{op} \rightarrow \text{Qcoh}(S)\) mapping \(f: T \rightarrow S\) to \(f_\# \mathbb{L}_{T/S}\). Then we have \(\pi_*^{\text{IPQ}} \mathbb{L}_{X/S} \simeq \mathbb{L}_{\text{IP}}(X)\)

Proof. The existence of \(\pi_*^{\text{IPQ}}\) is deduced from proposition 2.1.2.13. The result then follows by applying lemma 1.3.0.21 twice.

Definition 2.1.2.21. Let X be an Artin ind-pro-stack locally of finite presentation over S. We will call the tangent complex of X the ind-pro-perfect complex on X

\[T_{X/S} = L_{X/S} \in \text{IPPerf}(X)\]

2.1.3 Uniqueness of pro-structure

Lemma 2.1.3.1. Let Y and Z be derived Artin stacks. The following is true

(i) The canonical map

\[\text{Map}(Z, Y) \rightarrow \lim_n \text{Map}(\tau_{\leq n} Z, Y)\]

is an equivalence;

(ii) If Y is q-Artin and Z is m-truncated then the mapping space Map(Z, Y) is \((m + q)\)-truncated.

Proof. We prove both items recursively on the Artin degree of Z. The case of Z affine is proved in [HAG2, C.0.10 and 2.2.4.6]. We assume that the result is true for n-Artin stacks. Let \(Z = (n + 1)\)-Artin. There is an atlas \(u: U \rightarrow Z\). Let us remark that for \(k \in \mathbb{N}\) the truncation \(\tau_{\leq k} u: \tau_{\leq k} U \rightarrow \tau_{\leq k} Z\) is also a smooth atlas — indeed we have \(\tau_{\leq k} U \simeq U \times_Z \tau_{\leq k} Z\). Let us denote by \(U_n\) the nerve of \(u\) and by \(\tau_{\leq k} U_n\) the nerve of \(\tau_{\leq k} u\). Because \(k\)-truncated stacks are stable by flat pullbacks, the groupoid \(\tau_{\leq k} U_n\) is equivalent to \(\tau_{\leq k}(U_n)\). We have

\[\text{Map}(Z, Y) \simeq \lim_{\Delta} \text{Map}(U_p, Y) \simeq \lim_{\Delta} \lim_k \text{Map}(\tau_{\leq k} U_p, Y) \simeq \lim_k \text{Map}(\tau_{\leq k} Z, Y)\]

That proves item (i). If moreover Z is \(m\)-truncated, then we can replace U by \(\tau_{\leq m} U\). If follows that Map(Z, Y) is a limit of \((m + q)\)-truncated spaces. This finishes the proof of (ii).
We will use this well known lemma:

**Lemma 2.1.3.2.** Let $S : \Delta \to \text{sSets}$ be a cosimplicial object in simplicial sets. Let us assume that for any $[p] \in \Delta$ the simplicial set $S_p$ is $n$-coconnective. Then the natural morphism

$$\lim_{[p] \in \Delta} S_p \to \lim_{[p] \in \Delta} S_p$$

is an equivalence.

**Lemma 2.1.3.3.** Let $\bar{X} : \mathbb{N}^{\text{op}} \to \text{dSt}_S$ be a diagram such that

(i) There exists $m \in \mathbb{N}$ and $n \in \mathbb{N}$ such that for any $k \in K$ the stack $\bar{X}(k)$ is $n$-Artin, $m$-truncated and of finite presentation;

(ii) There exists a diagram $\bar{u} : \mathbb{N} \times \Delta^1 \to \text{dSt}_S$ such that the restriction of $\bar{u}$ to $\mathbb{N} \times \{1\}$ is equivalent to $\bar{X}$, every map $\bar{u}(k) : \bar{u}(k)(0) \to \bar{u}(k)(1) = \bar{X}(k)$ is a smooth atlas and the limit $\lim_k \bar{u}(k)$ is an epimorphism.

If $Y$ is an algebraic derived stack of finite presentation then the canonical morphism

$$\text{colim} \, \text{Map}(\bar{X}, Y) \to \text{Map}(\text{lim} \, \bar{X}, Y)$$

is an equivalence.

**Proof.** Let us prove the statement recursively on the Artin degree $n$. If $n$ equals 0, this is a simple reformulation of the finite presentation of $Y$. Let us assume that the statement at hand is true for some $n$ and let $\bar{X}(0)$ be $(n + 1)$-Artin. Considering the nerves of the epimorphisms $\bar{u}(k)$, we get a diagram

$$\bar{Z} : \mathbb{N}^{\text{op}} \times \Delta^0 \to \text{dSt}_S$$

Note that $\bar{Z}$ has values in $n$-Artin stacks. The limit $\lim_k \bar{u}(k)$ is also an atlas and the natural map

$$\text{colim} \lim_{[p] \in \Delta} \bar{Z}(k)_p \to \lim_{k \in \mathbb{N}} \text{colim} \bar{Z}(k)_p \simeq \lim \bar{X}$$

is therefore an equivalence. We now write

$$\text{Map}(\text{lim} \, \bar{X}, Y) \simeq \text{Map} \left( \text{colim} \lim_{[p] \in \Delta} \bar{Z}(k)_p, Y \right)$$

$$\simeq \lim_{[p] \in \Delta} \text{Map} \left( \lim_{k \in \mathbb{N}} \bar{Z}(k)_p, Y \right)$$

$$\simeq \lim_{k \in \mathbb{N}} \text{colim} \text{Map}(\bar{Z}(k)_p, Y)$$

We also have

$$\text{colim} \text{Map}(\bar{X}, Y) \simeq \lim_{k \in \mathbb{N}} \text{Map}(\bar{Z}(k)_p, Y)$$

It thus suffices to prove that the canonical morphism of simplicial sets

$$\text{colim}_{k \in \mathbb{N}} \text{Map}(\bar{Z}(k)_p, Y) \to \lim_{[p] \in \Delta} \text{colim}_{k \in \mathbb{N}} \text{Map}(\bar{Z}(k)_p, Y)$$

is an equivalence. Let us notice that each $\bar{Z}(k)_p$ is $m$-truncated. It is indeed a fibre product of $m$-truncated derived stacks along flat maps. Let $q$ be an integer such that $Y$ is $q$-Artin. The simplicial set $\text{Map}(\bar{Z}(k)_p, Y)$ is then $(m + q)$-coconnective (lemma 2.1.3.1). It follows from lemma 2.1.3.2 that the limit at hand is in fact finite and we have the required equivalence. 

\[\square\]
Lemma 2.1.3.4. Let \( M : \mathbb{N}^{\text{op}} \to \text{sSets} \) be a diagram. For any \( i \in \mathbb{N} \) and any point \( x = (x_n) \in \lim M \), we have the following exact sequence

\[
\begin{array}{c}
0 \longrightarrow \lim_n \pi_{i+1}(M(n), x_n) \longrightarrow \pi_i(\lim_n M(n), x) \longrightarrow \lim_n \pi_i(M(n), x_n) \longrightarrow 0
\end{array}
\]

A proof of that lemma can be found for instance in [Hir].

Lemma 2.1.3.5. Let \( M : \mathbb{N}^{\text{op}} \times K \to \text{sSets} \) denote a diagram, where \( K \) is a filtered simplicial set. If for any \( i \in \mathbb{N} \) there exists \( N_i \) such that for any \( n \geq N_i \) and any \( k \in K \) the induced morphism \( M(n, k) \to M(n-1, k) \) is an i-equivalence then the canonical map

\[
\phi : \colim M(n, k) \to \lim M(n, k)
\]

is an equivalence. We recall that an i-equivalence of simplicial sets is a morphism which induces isomorphisms on the homotopy groups of dimension lower or equal to \( i \).

Proof. We can assume that \( K \) admits an initial object \( k_0 \). Let us write \( M_{nk} \) instead of \( M(n, k) \). Let us fix \( i \in \mathbb{N} \). If \( i \geq 0 \), we also fix a base point \( x \in \lim_n M_{nk} \). Every homotopy group below is computed at \( x \) or at the natural point induced by \( x \). We will omit the reference to the base point.

We have a morphism of short exact sequences

\[
\begin{array}{c}
0 \longrightarrow \colim_k \lim_n \pi_{i+1}(M_{nk}) \longrightarrow \colim_k \pi_i(\lim_n M_{nk}) \longrightarrow \colim_k \lim_n \pi_i(M_{nk}) \longrightarrow 0
\end{array}
\]

We can restrict every limit to \( n \geq N_i+1 \). Using the assumption we see that the limits on the right hand side are then constant and so are the 1-limits on the left. If follows that the vertical maps on the sides are isomorphisms, and so is the middle map. This begin true for any \( i \), we conclude that \( \phi \) is an equivalence. \( \square \)

Definition 2.1.3.6. Let \( \tilde{X} : \mathbb{N}^{\text{op}} \to \text{dSt}_S \) be a diagram. We say that \( \tilde{X} \) is a shy diagram if

(i) For any \( k \in \mathbb{N} \) the stack \( \tilde{X}(k) \) is algebraic and of finite presentation;

(ii) For any \( k \in \mathbb{N} \) the map \( \tilde{X}(k \to k+1) : \tilde{X}(k+1) \to \tilde{X}(k) \) is algebraic;

(iii) The stack \( \tilde{X}(0) \) is of finite cohomological dimension.

If \( X \) is the limit of \( \tilde{X} \) in the category of prostacks, we will also say that \( \tilde{X} \) is a shy diagram for \( X \).

Proposition 2.1.3.7. Let \( \tilde{X} : \mathbb{N}^{\text{op}} \to \text{dSt}_S \) be a shy diagram. If \( Y \) is an algebraic derived stack of finite presentation then the canonical morphism

\[
\colim \text{Map}(\tilde{X}, Y) \to \text{Map}(\lim \tilde{X}, Y)
\]

is an equivalence.

Proof. Since for any \( n \), the truncation functor \( \tau_{\leq n} \) preserves shy diagrams, let us use lemma 2.1.3.1 and lemma 2.1.3.3

\[
\text{Map}(\lim \tilde{X}, Y) \simeq \lim_n \text{Map}(\tau_{\leq n}(\lim \tilde{X}), Y)
\]

\[
\simeq \lim_n \text{Map}(\lim \tau_{\leq n} \tilde{X}, Y) \simeq \lim_n \text{colim} \text{Map}(\tau_{\leq n} \tilde{X}, Y)
\]
On the other hand we have
\[
\colim_n \text{Map}(\bar{X}, Y) \simeq \colim_n \text{Map}(\tau_{\leq n} \bar{X}, Y)
\]
and we are to study the canonical map
\[
\phi: \colim_n \text{Map}(\tau_{\leq n} \bar{X}, Y) \to \lim_n \colim \text{Map}(\tau_{\leq n} \bar{X}, Y)
\]
Because of lemma 2.1.3.5, it suffices to prove the assertion

(1) For any \( i \in \mathbb{N} \) there exists \( N_i \in \mathbb{N} \) such that for any \( n \geq N_i \) and any \( k \in \mathbb{N} \) the map
\[
p_{n,k}: \text{Map}(\tau_{\leq n} \bar{X}(k), Y) \to \text{Map}(\tau_{\leq n-1} \bar{X}(k), Y)
\]
induces an equivalence on the \( \pi_j \)'s for any \( j \leq i \).

For any map \( f: \tau_{\leq n-1} \bar{X}(k) \to Y \) we will denote by \( F_{n,k}(f) \) the fibre of \( p_{n,k} \) at \( f \). We have to prove that for any such \( f \) the simplicial set \( F_{n,k}(f) \) is \( i \)-connective. Let thus \( f \) be one of those maps. The derived stack \( \tau_{\leq n} \bar{X}(k) \) is a square zero extension of \( \tau_{\leq n-1} \bar{X}(k) \) by a module \( M[n] \), where
\[
M = \ker\left( \mathcal{O}_{\tau_{\leq n} \bar{X}(k)} \to \mathcal{O}_{\tau_{\leq n-1} \bar{X}(k)} \right)[-n]
\]
Note that \( M \) is concentrated in degree 0. It follows from the obstruction theory of \( Y \) – see proposition 0.2.0.6 – that \( F_{n,k}(f) \) is not empty if and only if the obstruction class
\[
\alpha(f) \in \text{Map}_{\tau_{\leq n-1} \bar{X}(k)}(f^* \mathcal{O}_Y, M[n + 1])
\]
of \( f \) vanishes. Moreover, if \( \alpha(f) \) vanishes, then we have an equivalence
\[
F_{n,k}(f) \simeq \text{Map}_{\tau_{\leq n-1} \bar{X}(k)}(f^* \mathcal{O}_Y, M[n])
\]
Using assumptions (iii) and (ii) we have that \( \bar{X}(k) \) — and therefore its truncation too — is of finite cohomological dimension \( d \). Let us denote by \([a, b]\) the Tor-amplitude of \( \mathbb{L}_Y \). We get that \( G_{n,k}(f) \) is \((s + 1)\)-connective for \( s = a + n - d \) and that \( F_{n,k}(f) \) is \( s \)-connective if \( \alpha(f) \) vanishes. Let us remark here that \( d \) and \( a \) do not depend on either \( k \) or \( f \) and thus neither does \( N_i = i + d - a \) (we set \( N_i = 0 \) if this quantity is negative). For any \( n \geq N_i \) and any \( f \) as above, the simplicial set \( G_{n,k}(f) \) is at least 1-connective. The obstruction class \( \alpha(f) \) therefore vanishes and \( F_{n,k}(f) \) is indeed \( i \)-connective. This proves (1) and concludes this proof. \( \square \)

**Definition 2.1.3.8.** Let \( \text{PdSt}^{\text{shy}}_S \) denote the full subcategory of \( \text{Pro}^\times \text{dSt}_S \) spanned by the prostacks which admit shy diagrams. Every object \( X \) in \( \text{PdSt}^{\text{shy}}_S \) is thus the limit of a shy diagram \( \bar{X}: \mathbb{N}^{op} \to \text{dSt}_S \).

We will say that \( X \) is of cotangent tor-amplitude in \([a, b]\) if there exists a shy diagram \( \bar{X}: \mathbb{N}^{op} \to \text{dSt}_S \) for \( X \) such that every cotangent \( \mathbb{L}_{X(n)} \) is of tor-amplitude in \([a, b]\). We will also say that \( X \) is of cohomological dimension at most \( d \) if there is a shy diagram \( \bar{X} \) with values in derived stacks of cohomological dimension at most \( d \). The pro-stack \( X \) will be called \( q \)-Artin if there is a shy diagram for it, with values in \( q \)-Artin derived stacks. Let us denote by \( \text{PdSt}^{\text{shy}}_{d,q} \) the full subcategory of \( \text{PdSt}^{\text{shy}}_S \) spanned by objects of cotangent tor-amplitude in \([a, b]\), of cohomological dimension at most \( d \) and \( q \)-Artin.

**Theorem 2.1.3.9.** The limit functor \( i_{\text{shy}}: \text{PdSt}^{\text{shy}}_S \to \text{dSt}_S \) is fully faithful and has values in Artin stacks.

**Proof.** This follows directly from proposition 2.1.3.7. \( \square \)
Definition 2.1.3.10. A map of pro-stacks $f: X \to Y$ is an open immersion if there exists a diagram
\[ \bar{f}: \mathbb{N}^{op} \times \Delta^1 \to \text{dSt}_k \]
such that

- The limit of $\bar{f}$ in maps of pro-stacks is $f$;
- The restriction $\mathbb{N}^{op} \times \{0\} \to \text{dSt}_k$ of $\bar{f}$ is a shy diagram for $X$ and the restriction $\mathbb{N}^{op} \times \{1\} \to \text{dSt}_k$ is a shy diagram for $Y$;
- For any $n$, the induced map of stacks $\{n\} \times \Delta^1 \to \text{dSt}_k$ is an open immersion.

### 2.1.4 Uniqueness of ind-pro-structures

**Definition 2.1.4.1.** Let $\text{IPdSt}_{S}^{\text{shy},b}$ denote the full subcategory of $\text{Ind}^U(\text{PdSt}_{S}^{\text{shy}})$ spanned by colimits of $U$-small filtered diagrams $K \to \text{PdSt}_{S}^{\text{shy}}$ which factors through $C_{d,q}^{[a,b]}$ for some 4-uplet $a, b, d, q$. For any $X \in \text{IPdSt}_{S}^{\text{shy},b}$, we will say that $X$ is of cotangent tor-amplitude in $[a, b]$ and of cohomological dimension at most $d$ if it is the colimit (in $\text{Ind}^U(\text{PdSt}_{S}^{\text{shy}})$) of a diagram $K \to C_{d,q}^{[a,b]}$.

**Theorem 2.1.4.2.** The colimit functor $\text{Ind}^U(\text{PdSt}_{S}^{\text{shy}}) \to \text{dSt}_S$ restricts to a full faithful embedding $\text{IPdSt}_{S}^{\text{shy},b} \to \text{dSt}_S$.

**Lemma 2.1.4.3.** Let $a, b, d, q$ be integers with $a \leq b$. Let $T \in \text{PdSt}_{S}^{\text{shy}}$ and $X: K \to C_{d,q}^{[a,b]}$ be a $U$-small filtered diagram. For any $i \in \mathbb{N}$ there exists $N_i$ such that for any $n \geq N_i$ and any $k \in K$, the induced map
\[ \text{Map}(\tau_{\leq n} T, \hat{X}(k)) \to \text{Map}(\tau_{\leq n-1} T, \hat{X}(k)) \]
is an $i$-equivalence.

**Remark 2.1.4.4.** For the proof of this lemma, we actually do not need the integer $q$.

**Proof.** Let us fix $i \in \mathbb{N}$. Let $k \in K$ and $\bar{T}: \mathbb{N} \to \text{dSt}_S$ be a shy diagram for $T$. We observe here that $\tau_{\leq n} T$ is a shy diagram whose limit is $\tau_{\leq n} T$. Let also $\bar{Y}_k: \mathbb{N} \to \text{dSt}_S$ be a shy diagram for $\hat{X}(k)$. The map at hand
\[ \psi_{nk}: \text{Map}(\tau_{\leq n} T, \hat{X}(k)) \to \text{Map}(\tau_{\leq n-1} T, \hat{X}(k)) \]
is then the limit of the colimits
\[ \lim_{q \in \mathbb{N}} \text{colim}_{p \in \mathbb{N}} \text{Map}(\tau_{\leq n} T(q), \bar{Y}_k(p)) \to \lim_{q \in \mathbb{N}} \text{colim}_{p \in \mathbb{N}} \text{Map}(\tau_{\leq n-1} T(q), \bar{Y}_k(p)) \]
Let now $f$ be a map $\tau_{\leq n-1} T \to \hat{X}(k)$. It corresponds to a family of morphisms
\[ f_p: \ast \to \text{colim}_{q \in \mathbb{N}} \text{Map}(\tau_{\leq n-1} T(q), \bar{Y}_k(p)) \]
Moreover, the fibre $F_{nk}(f)$ of $\psi_{nk}$ over $f$ is the limit of the fibres $F_{n,k}^p(f)$ of the maps
\[ \psi_{nk}^p: \text{colim}_{q \in \mathbb{N}} \text{Map}(\tau_{\leq n} T(q), \bar{Y}_k(p)) \to \text{colim}_{q \in \mathbb{N}} \text{Map}(\tau_{\leq n-1} T(q), \bar{Y}_k(p)) \]
over the points $f_p$. Using the exact sequence of lemma 2.1.3.4, it suffices to prove that $F_{n,k}^p(f)$ is $(i+1)$-connective for any $f$ and any $p$. For such an $f$ and such a $p$, there exists $q_0 \in \mathbb{N}$ such that the map $f_p$ factors through the canonical map
\[ \text{Map}(\tau_{\leq n-1} T(q_0), \bar{Y}_k(p)) \to \text{colim}_{q \in \mathbb{N}} \text{Map}(\tau_{\leq n-1} T(q), \bar{Y}_k(p)) \]

We deduce that \( F_{nk}^p(f) \) is equivalent to the colimit
\[
F_{nk}^p(f) \simeq \colim_{q>q_0} G_{nk}^{pq}(f)
\]
where \( G_{nk}^{pq}(f) \) is the fibre at the point induced by \( f_p \) of the map
\[
\Map(r_{\leq n} \tilde{T}(q), \tilde{Y}_k(p)) \to \Map(r_{\leq n-1} \tilde{T}(q), \tilde{Y}_k(p))
\]
The interval \([a, b]\) contains the tor-amplitude of \( L_{\tilde{Y}_k(p)} \) and \( d \) is an integer greater than the cohomological dimension of \( \tilde{T}(q) \). We saw in the proof of proposition 2.1.3.7 that \( G_{nk}^{pq}(f) \) is then \((a + n - d)\)-connective. We set \( N_i = i + d - a + 1 \).

**Proof** (of theorem 2.1.4.2). We will prove the sufficient following assertions

(1) The colimit functor \( \Ind^{[r]}(\PdSt^{\shy}_{S}) \to \P(\dAff_{S}) \) restricts to a fully faithful functor
\[
\eta: \Ind^{[r]}(\PdSt^{\shy}_{S}) \to \P(\dAff_{S})
\]

(2) The functor \( \eta \) has values in the full subcategory of stacks.

Let us focus on assertion (1) first. We consider two \( U \)-small filtered diagrams \( \tilde{X}: K \to \PdSt^{\shy}_{S} \) and \( \tilde{Y}: L \to \PdSt^{\shy}_{S} \). We have
\[
\Map_{\Ind^{[r]}(\PdSt^{\shy}_{S})}(\colim \tilde{X}(k), \colim \tilde{Y}) \simeq \lim_k \Map_{\Ind^{[r]}(\PdSt^{\shy}_{S})}(\tilde{X}(k), \colim \tilde{Y})
\]
and
\[
\Map_{\P(\dAff)}(\colim i_{\shy} \tilde{X}(k), \colim i_{\shy} \tilde{Y}(k)) \simeq \lim_k \Map_{\P(\dAff)}(i_{\shy} \tilde{X}(k), \colim i_{\shy} \tilde{Y}(k))
\]
We can thus replace the diagram \( \tilde{X} \) in \( \PdSt^{\shy}_{S} \) by a simple object \( X \in \PdSt^{\shy}_{S} \). We now assume that \( \tilde{Y} \) factors through \( C_d[q] \) for some \( a, b, d, q \). We have to prove that the following canonical morphism is an equivalence
\[
\phi: \colim_{l \in L} \Map(i_{\shy} X, i_{\shy} Y(l)) \to \Map(i_{\shy} X, \colim i_{\shy} Y)
\]
where the mapping spaces are computed in prestacks. If \( i_{\shy} X \) is affine then \( \phi \) is an equivalence because colimits in \( \P(\dAff_{S}) \) are computed pointwise. Let us assume that \( \phi \) is an equivalence whenever \( i_{\shy} X \) is \((q - 1)\)-Artin and let us assume that \( i_{\shy} X \) is \( q\)-Artin. Let \( u: U \to i_{\shy} X \) be an atlas of \( i_{\shy} X \) and let \( Z_{\bullet} \) be the nerve of \( u \) in \( \dAff_{S} \). We saw in the proof of lemma 2.1.3.3 that \( Z_{\bullet} \) factors through \( \PdSt^{\shy}_{S} \). The map \( \phi \) is now equivalent to the natural map
\[
\colim_{l \in L} \Map(i_{\shy} X, i_{\shy} Y(l)) \to \lim_{[p] \in \Delta} \colim_{l \in L} \Map(Z_p, i_{\shy} Y(l)) \simeq \lim_{[p] \in \Delta} \Map(Z_p, \colim i_{\shy} Y) \simeq \Map(i_{\shy} X, \colim i_{\shy} Y)
\]
Remembering lemma 2.1.3.1, it suffices to study the map
\[
\colim_{l \in L} \Map(r_{\leq n} i_{\shy} X, i_{\shy} Y(l)) \to \lim_{[p] \in \Delta} \colim_{l \in L} \Map(r_{\leq n} Z_p, i_{\shy} Y(l))
\]
Applying lemma 2.1.4.3 and then lemma 2.1.3.5, we see that \( \phi \) is an equivalence if the natural morphism
\[
\lim_{l \leq k} \colim_{[p] \in \Delta} \Map(r_{\leq n} Z_p, i_{\shy} Y(l)) \to \lim_{[p] \in \Delta} \colim_{l \leq k} \colim_{[p] \in \Delta} \Map(r_{\leq n} Z_p, i_{\shy} Y(l))
\]
is an equivalence. The stack \( i_{\shy} Y(l) \) is by assumption \( q\)-Artin, where \( q \) does not depend on \( l \). Now using lemma 2.1.3.1 and lemma 2.1.3.2, we conclude that \( \phi \) is an equivalence. This proves (1). We now focus on assertion (2). If suffices to see that the colimit in \( \P(\dAff_{S}) \) of the diagram \( i_{\shy} Y \) as above
is actually a stack. Let $H^\bullet: \Delta^{op} \cup \{-1\} \to \mathbf{dAff}_S$ be an hypercovering of an affine $\text{Spec}(A) = H_{-1}$. We have to prove the following equivalence
\[
\text{colim}_l \lim_{[p] \in \Delta} \text{Map}(H_p, i_{shy} \bar{Y}(l)) \to \lim_{l} \text{colim}_{[p] \in \Delta} \text{Map}(H_p, i_{shy} \bar{Y}(l))
\]
Using the same arguments as for the proof of (1), we have
\[
\text{colim}_l \lim_{[p] \in \Delta} \text{Map}(H_p, i_{shy} \bar{Y}(l)) \simeq \text{colim}_l \lim_{[p] \in \Delta} \text{Map}(\tau_{\leq n} H_p, i_{shy} \bar{Y}(l))
\]
\[
\simeq \lim_{l} \text{colim}_{[p] \in \Delta} \text{Map}(\tau_{\leq n} H_p, i_{shy} \bar{Y}(l))
\]
\[
\simeq \lim_{l} \text{colim}_{[p] \in \Delta} \text{Map}(\tau_{\leq n} H_p, i_{shy} \bar{Y}(l))
\]
\[
\simeq \lim_{l} \text{colim}_{[p] \in \Delta} \text{Map}(\tau_{\leq n} H_p, i_{shy} \bar{Y}(l))
\]
\[
\simeq \lim_{l} \text{colim}_{[p] \in \Delta} \text{Map}(H_p, i_{shy} \bar{Y}(l))
\]

We will need one last lemma about that category $\text{IPdSt}_{S}^{\text{shy}, b}$.

**Lemma 2.1.4.5.** The fully faithful functor $\text{IPdSt}_{S}^{\text{shy}, b} \cap \text{IPdAff}_S \to \text{IPdSt}_S \to \text{dSt}_S$ preserves finite limits.

**Proof.** The case of an empty limit is obvious. Let then $X \to Y \leftarrow Z$ be a diagram in $\text{IPdSt}_{S}^{\text{shy}, b} \cap \text{IPdAff}_S$. There exist $a$ and $b$ and a diagram
\[
\sigma: K \to \text{Fct}\left(\Lambda^2_1, \mathcal{C}^{[a, b]}_{0, 0}\right)
\]
such that $K$ is a $U$-small filtered simplicial set and the colimit in $\text{IPdSt}_S$ is $X \to Y \leftarrow Z$. We can moreover assume that $\sigma$ has values in $\text{Fct}(\Lambda^2_1, \text{Pro}_U(\text{dAff}_S)) \simeq \text{Pro}_U(\text{Fct}(\Lambda^2_1, \text{dAff}_S))$. We deduce that the fibre product $X \times_Y Z$ is the realisation of the ind-pro-diagram in derived affine stacks with cotangent complex of tor amplitude in $[a - 1, b + 1]$. It follows that $X \times_Y Z$ is again in $\text{IPdSt}_{S}^{\text{shy}, b} \cap \text{IPdAff}_S$. \qed

### 2.2 Symplectic Tate stacks

#### 2.2.1 Tate stacks: definition and first properties

We can now define what a Tate stack is.

**Definition 2.2.1.1.** A Tate stack is a derived Artin ind-pro-stack locally of finite presentation whose cotangent complex – see proposition 2.1.2.19 – is a Tate module. Equivalently, an Artin ind-pro-stack locally of finite presentation is Tate if its tangent complex is a Tate module. We will denote by $\text{dSt}_k^\text{Tate}$ the full subcategory of $\text{IPdSt}_k$ spanned by Tate stacks.

This notion has several good properties. For instance, using lemma 2.1.2.9, if a $X$ is a Tate stack then comparing its tangent $T_X$ and its cotangent $\mathbb{L}_X$ makes sense, in the category of Tate modules over $X$. We will explore that path below, defining symplectic Tate stacks.

Another consequence of Tatity\(^1\) is the existence of a determinantal anomaly as defined in [KV2]. If $X$ is a Tate stack, then using the determinant map $K \to B\mathbb{G}_m$ – see [STV] for its formal definition – we get a class $[\text{det}_X] \in H^2(O_X^\times)$: the determinantal anomaly – see definition 2.2.1.5.

\(^1\)or Tateness or Tatitude
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Let us consider the natural morphism of prestacks
\[ \theta : \text{Tate}^U \to \text{Tate}^\text{Tate} \]
where \text{Tate}^U denote the prestack \( A \mapsto \text{Tate}^U(\text{Perf}(A)) \) and \( \text{Tate}^\text{Tate} : A \mapsto \text{K}(\text{Tate}^U(\text{Perf}(A))) - \text{K} \) denoting the connective \( K \)-theory functor. From corollary 1.1.0.8 we get an exact sequence

\[ \begin{array}{c}
\text{B} \, \text{K} \to \text{K}^\text{Tate} \to \text{K}^\text{Tate}_0 \end{array} \]

**Lemma 2.2.1.2.** The prestack \( \text{K}^\text{Tate}_0 \) vanishes Nisnevich-locally. It follows that the map \( \tilde{\theta} \), obtained from \( \theta \) by stackifying both ends, factors through the stack associated to \( \text{B} \, \text{K} \).

**Proof.** It suffices to prove that for any Henselian cdga \( A \), we have

\[ \text{K}_0(\text{Perf}(A) \simeq \text{K}_0(\text{Tate}^U(\text{Perf}(A))) \simeq 0 \]

A cdga \( A \) is Henselian if and only if \( \text{H}^0(A) \) is. Using the Bass exact sequences, we get

\[ \begin{array}{c}
\text{K}_0(\text{H}^0(A)[t]) \oplus \text{K}_0(\text{H}^0(A)[t^{-1}]) \xrightarrow{f} \text{K}_0(\text{H}^0(A)[t, t^{-1}]) \xrightarrow{g} \text{K}_0(\text{H}^0(A)) \xrightarrow{h} 0
\end{array} \]

Since \( \text{K}_0 \) only depends on the non-derived part of an affine scheme (see [Wal. 2.3.2]), both \( f \) and \( g \) are isomorphisms and hence so is \( h \). We can thus restrict to the non-derived case – which can be found in [Dri, theorem 3.7].

**Definition 2.2.1.3.** We define the Tate determinantal map as the composite map

\[ \text{Tate}^U \to \mathcal{T} \to \text{B} \, \text{K} \to \text{K}(\mathbb{G}_m, 2) \]

where \( \mathcal{T} \) is the stack associated to \( \text{Tate}^U \) and \( \text{K}(\mathbb{G}_m, 2) \) is the Eilenberg-Maclane classifying stack.

To any derived stack \( X \) with a Tate module \( E \), we associate the determinantal anomaly \( \text{[det}_E] \in \text{H}^2(X, \mathcal{O}^\times_X) \), image of \( E \) by the morphism

\[ \text{Map}(X, \text{Tate}^U) \to \text{Map}(X, \text{K}(\mathbb{G}_m, 2)) \]

**Remark 2.2.1.4.** We built here some determinant map for Tate objects. Those kind of determinant maps already appeared in [OZ1].

Let now \( X \) be an ind-pro-stack. Let also \( R \) denote the realisation functor \( \text{Pro}^U \text{dSt}_k \to \text{dSt}_k \). Let finally \( \tilde{X} : K \to \text{Pro}^U \text{dSt}_k \) denote a \( U \)-small filtered diagram whose colimit in \( \text{IPdSt}_k \) is \( X \). We have a canonical functor

\[ F_X : \lim \text{Tate}^U_{\text{IP}}(\tilde{X}) \simeq \text{Tate}^U_{\text{IP}}(X) \to \lim \text{Tate}^U_{\text{IP}}(R \tilde{X}) \]

**Definition 2.2.1.5.** Let \( X \) be an ind-pro-stack and \( E \) be a Tate module on \( X \). Let \( X' \) be the realisation of \( X \) in \( \text{Ind}^U \text{dSt}_k \) and \( X'' \) be its image in \( \text{dSt}_k \). We define the determinantal anomaly of \( E \) the image of \( F_X(E) \) by the map

\[ \text{Map}_{\text{Ind}^U \text{dSt}_k}(X', \mathcal{T}) \to \text{Map}_{\text{Ind}^U \text{dSt}_k}(X', \text{K}(\mathbb{G}_m, 2)) \simeq \text{Map}_{\text{dSt}_k}(X'', \text{K}(\mathbb{G}_m, 2)) \]

In particular if \( X \) is a Tate stack, we will denote by \( \text{[det}_X] \in \text{H}^2(X'', \mathcal{O}^\times_{X''}) \) the determinantal anomaly associated to its tangent \( \mathcal{T}_X \in \text{Tate}^U_{\text{IP}}(X) \).

Let us conclude this section with following
Lemma 2.2.1.6. The inclusion $\text{dSt}_k^{\text{Tate}} \to \text{IPdSt}_k$ preserves finite limits.

**Proof.** Let us first notice that a finite limit of Artin ind-pro-stacks is again an Artin ind-pro-stack. Let now $X \to Y \leftarrow Z$ be a diagram of Tate stacks. The fibre product

$$
\begin{array}{ccc}
X \times_Y Z & \xrightarrow{p_X} & X \\
\downarrow & & \downarrow g \\
Z & \xrightarrow{p_Z} & Y
\end{array}
$$

is an Artin ind-pro-stack. It thus suffices to test if its tangent $T_{X \times_Y Z}$ is a Tate module. The following cartesian square concludes

$$
\begin{array}{ccc}
T_{X \times_Y Z} & \xrightarrow{p_X^*} & T_X \\
\downarrow & & \downarrow \\
p_Z^* T_Z & \xrightarrow{p_X^* g^*} & T_Y
\end{array}
$$

\hfill \square

### 2.2.2 Shifted symplectic Tate stacks

We assume now that the basis $S$ is the spectrum of a ring $k$ of characteristic zero. Recall from [PTVV] the stack in graded complexes $\text{DR}$ mapping a cdga over $k$ to its graded complex of forms. It actually comes with a mixed structure induced by the de Rham differential. The authors also defined there the stack in graded complexes $\text{NC}^w$ mapping a cdga to its graded complex of closed forms. Those two stacks are linked by a morphism $\text{NC}^w \to \text{DR}$ forgetting the closure.

We will denote by $A^p, A^{p,\text{cl}}: \text{cdga}^{\leq 0}_k \to \text{dgMod}_k$ the complexes of weight $p$ in $\text{DR}[-p]$ and $\text{NC}^w[-p]$ respectively. The stack $A^p$ will therefore map a cdga to its complexes of $p$-forms while $A^{p,\text{cl}}$ will map it to its closed $p$-forms. For any cdga $A$, a cocycle of degree $n$ of $A^p(A)$ is an $n$-shifted $p$-forms on $\text{Spec } A$. The functors $A^{p,\text{cl}}$ and $A^p$ extend to functors $A^{p,\text{cl}}, A^p: \text{dSt}_k^{\text{op}} \to \text{dgMod}_k$

**Definition 2.2.2.1.** Let us denote by $A^p_{\text{IP}}$ and $A^{p,\text{cl}}_{\text{IP}}$ the extensions

$$(\text{IPdSt}_k)^{\text{op}} \to \text{Pro}^U \text{Ind}^U \text{dgMod}_k$$

of $A^p$ and $A^{p,\text{cl}}$, respectively. They come with a natural projection $A^{p,\text{cl}}_{\text{IP}} \to A^p_{\text{IP}}$.

Let $X \in \text{IPdSt}_k$. An $n$-shifted (closed) $p$-form on $X$ is a morphism $k[-n] \to A^p_{\text{IP}}(X)$ (resp. $A^{p,\text{cl}}_{\text{IP}}(X)$). For any closed form $\omega: k[-n] \to A^{p,\text{cl}}_{\text{IP}}(X)$, the induced map $k[-n] \to A^{p,\text{cl}}_{\text{IP}}(X) \to A^p_{\text{IP}}(X)$ is called the underlying form of $\omega$.

**Remark 2.2.2.2.** In the above definition, we associate to any ind-pro-stack $X = \colim_\alpha \lim_\beta X_{\alpha\beta}$ its complex of forms

$$A^p_{\text{IP}}(X) = \lim_\alpha \colim_\beta A^p(X_{\alpha\beta}) \in \text{Pro}^U \text{Ind}^U \text{dgMod}_k$$

For any ind-pro-stack $X$, the derived category $\text{PIQcoh}(X)$ is endowed with a canonical monoidal structure. In particular, one defines a symmetric product $E \mapsto \text{Sym}^2_{\text{IP}}(E)$ as well as an antisymmetric product

$$E \maps_\text{IP} E = \text{Sym}^2_{\text{IP}}(E[-1])[2]$$
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Theorem 2.2.2.3. Let $X$ be an Artin ind-pro-stack over $k$. The push-forward functor

$$\pi_*: \text{PIQcoh}(X) \to \text{Pro}^U \text{Ind}_V (\text{dgMod}_k)$$

exists (see proposition 2.1.2.13) and maps $\mathbb{L}_X \wedge_{\text{PI}} \mathbb{L}_X$ to $\text{A}_{\text{IP}}^2(X)$. In particular, any 2-form $k[-n] \to \text{A}_{\text{IP}}^2(X)$ corresponds to a morphism $O_{X[-n]} \to \mathbb{L}_X \wedge_{\text{PI}} \mathbb{L}_X$ in $\text{PIQcoh}(X)$.

Proof. This follows from [PTVV, 1.14], from proposition 2.1.2.20 and from the equivalence

$$\lambda^\text{IP} \wedge \lambda^\text{IP} = \text{Pro}^U \text{Ind}^U(\lambda) \wedge \text{Pro}^U \text{Ind}^U(\lambda) \cong \text{Pro}^U \text{Ind}^U(\lambda \wedge \lambda)$$

where $\lambda^\text{IP}$ is defined in the proof of proposition 2.1.2.19. □

Definition 2.2.2.4. Let $X$ be a Tate stack. Let $\omega: k[-n] \to \text{A}_{\text{IP}}^2(X)$ be an $n$-shifted 2-form on $X$. It induces a map in the category of Tate modules on $X$

$$\omega: \mathbb{T}_X \to \mathbb{L}_X[n]$$

We say that $\omega$ is non-degenerate if the map $\omega$ is an equivalence. A closed 2-form is non-degenerate if the underlying form is.

Definition 2.2.2.5. A symplectic form on a Tate stack is a non-degenerate closed 2-form. A symplectic Tate stack is a Tate stack equipped with a symplectic form.

2.2.3 Mapping stacks admit closed forms

In this section, we will extend the proof from [PTVV] to ind-pro-stacks. Note that if $X$ is a pro-ind-stack and $Y$ is a stack, then $\text{Map}(X,Y)$ is an ind-pro-stack. We will then need an evaluation functor $\text{Map}(X,Y) \times X \to Y$. It appears that this evaluation map only lives in the category of ind-pro-ind-pro-stacks

$$\text{colim}_\alpha \text{colim}_\beta \text{Map}(X_{\alpha\xi},Y) \times X_{\beta\xi} \to Y$$

To build this map properly, we will need the following remark.

Definition 2.2.3.1. Let $\mathcal{C}$ be a category. There is one natural fully faithful functor

$$\phi: \text{PI} (\mathcal{C}) \to (\text{IP})^2(\mathcal{C})$$

but three $\text{IP}(\mathcal{C}) \to (\text{IP})^2(\mathcal{C})$. We will only consider the functor

$$\psi: \text{IP}(\mathcal{C}) \to (\text{IP})^2(\mathcal{C})$$

induced by the Yoneda embedding $\text{Pro}(\mathcal{C}) \to \text{PI}(\text{Pro}(\mathcal{C}))$. Let us also denote by $\xi$ the natural fully faithful functor $\mathcal{C} \to (\text{IP})^2(\mathcal{C})$.

We can now construct the required evaluation map. We will work for now on a more general basis. Let therefore $X$ be a pro-ind-stack over a stack $S$. Let also $Y$ be a stack. Whenever $T$ is a stack over $S$, the symbol $\text{Map}_S(T,Y)$ will denote the internal hom from $X$ to $Y \times S$ in $\text{dSt}_S$. It comes with an evaluation map $\text{ev}: \text{Map}_S(T,Y) \times X \to Y \times S \in \text{dSt}_S$.

Let $y: \text{dSt}_S \to \text{dSt}_S$ denote the functor $T \mapsto Y \times T$. There exists a natural transformation

$$\text{EV}: O_{\text{dSt}_S} \to O_{\text{dSt}_S} \circ y^{op}$$

between functors $\text{dSt}_S^{op} \to \text{Cat}_S$. For a stack $X$ over $S$, the functor

$$\text{EV}_X: (X/\text{dSt}_S)^{op} \to \text{dSt}_{Y \times X}$$
maps a morphism $X \to T$ to the map

$$\Map_S(T,Y) \times_X \Map_S(X,Y) \times_X \xrightarrow{\ev \times \pr} Y \times X$$

Let us consider the natural transformation

$$\text{Pro}^U_{dSt^p}(\text{Ind}^U dSt) \rightarrow \text{Cat}_X.$$ We define $\text{EV}_{\text{Ind}}$ to be the natural transformation

$$\text{EV}_{\text{Ind}} : (\text{Ind}^U dSt) \rightarrow \text{id}.$$ We assume now that $S = \text{Spec} k$. Let us recall the following definition from [PTVV, 2.1]

**Definition 2.2.3.3.** A derived stack $X$ is $\mathcal{O}$-compact if for any derived affine scheme $T$ the following conditions hold

- The quasi-coherent sheaf $\mathcal{O}_{X \times T}$ is compact in $\text{Qcoh}(X \times T)$;
- Pushing forward along the projection $X \times T \to T$ preserves perfect complexes.

Let us denote by $dSt^C_k$ the full subcategory of $dSt_k$ spanned by $\mathcal{O}$-compact derived stacks.

**Definition 2.2.3.4.** An $\mathcal{O}$-compact pro-ind-stack is a pro-ind-object in the category of $\mathcal{O}$-compact derived stacks. We will denote by $\text{PIdSt}^C_k$ their category.

**Lemma 2.2.3.5.** There is a functor

$$\text{PIdSt}^C_k \rightarrow \text{Fct}(\text{IPdSt}_k \times \Delta^1 \times \Delta^1, (\text{IP})^2(\text{dgMod}_k)^{op})$$

defining for any $\mathcal{O}$-compact pro-ind-stack $X$ and any ind-pro-stack $F$ a commutative square

$$\begin{array}{ccc}
\mathbb{A}^{p,cl}_{\text{IP}^p} (\psi F \times \phi X) & \longrightarrow & \mathbb{A}^{p,cl}_{\text{IP}^p} (\psi F) \otimes_k \phi \mathcal{O}_X \\
\downarrow & & \downarrow \\
\mathbb{A}^{p}_{\text{IP}^p} (\psi F \times \phi X) & \longrightarrow & \mathbb{A}^{p}_{\text{IP}^p} (\psi F) \otimes_k \phi \mathcal{O}_X
\end{array}$$

where $\mathbb{A}^{p,cl}_{\text{IP}^p}$ and $\mathbb{A}^{p}_{\text{IP}^p}$ are the extensions of $A^{p,cl}_{\text{IP}^p}$ and $A^{p}_{\text{IP}^p}$ to

$$(\text{IP})^2 dSt_k \rightarrow (\text{IP})^2(\text{dgMod}^{op}_k)$$
**Proof.** Recall in [PTVV, part 2.1] the construction for any \( \mathcal{O} \)-compact stack \( X \) and any stack \( F \) of a commutative diagram:

\[
\begin{array}{ccc}
\text{NC}^w(F \times X) & \longrightarrow & \text{NC}^w(F) \otimes_k \mathcal{O}_X \\
\downarrow & & \downarrow \\
\text{DR}(F \times X) & \longrightarrow & \text{DR}(F) \otimes_k \mathcal{O}_X
\end{array}
\]

Taking the part of weight \( p \) and shifting, we get

\[
\begin{array}{ccc}
\mathbf{A}^{p,\text{cl}}(F \times X) & \longrightarrow & \mathbf{A}^{p,\text{cl}}(F) \otimes_k \mathcal{O}_X \\
\downarrow & & \downarrow \\
\mathbf{A}^{p}(F \times X) & \longrightarrow & \mathbf{A}^{p}(F) \otimes_k \mathcal{O}_X
\end{array}
\]

This construction is functorial in both \( F \) and \( X \) so it corresponds to a functor

\[\mathbf{dSt}^\mathcal{O}_k \to \text{Fct}(\mathbf{dSt}_k \times \Delta^1 \times \Delta^1, \text{dgMod}^{op}_k)\]

We can now form the functor

\[\mathbf{PIdSt}^\mathcal{O}_k \to \text{Pl Fct}(\mathbf{Pro dSt}_k \times \Delta^1 \times \Delta^1, \mathbf{Pro(dgMod}^{op}_k))\]

\[\to \text{Fct}(\mathbf{Pro dSt}_k \times \Delta^1 \times \Delta^1, \text{Pl Pro(dgMod}^{op}_k))\]

\[\to \text{Fct}(\mathbf{IPdSt}_k \times \Delta^1 \times \Delta^1, (\mathbf{IP})^2(\text{dgMod}^{op}_k))\]

By construction, for any ind-pro-stack \( F \) and any \( \mathcal{O} \)-compact pro-ind-stack, it induces the commutative diagram

\[
\begin{array}{ccc}
\mathbf{A}^{p,\text{cl}}_{\text{IP}}(\psi F \times \phi X) & \longrightarrow & \psi \mathbf{A}^{p,\text{cl}}_{\text{IP}}(F) \otimes_k \phi \mathcal{O}_X \\
\downarrow & & \downarrow \\
\mathbf{A}^p_{\text{IP}}(\psi F \times \phi X) & \longrightarrow & \psi \mathbf{A}^p_{\text{IP}}(F) \otimes_k \phi \mathcal{O}_X
\end{array}
\]

**Remark 2.2.3.6.** Let us remark that we can informally describe the horizontal maps using the maps from [PTVV]:

\[
\Theta_{\text{IP}^2}(\psi F \times \phi X) = \lim\colim\lim\colim \Theta(F_{\alpha \beta} \times X_{\beta \gamma})
\]

\[
\to \lim\colim\lim\colim \Theta(F_{\alpha \beta} \otimes (\mathcal{O}_{X_{\beta \gamma}}) = \psi \Theta_{\text{IP}}(F) \otimes \phi \mathcal{O}_X
\]

where \( \Theta \) is either \( \mathbf{A}^{p,\text{cl}} \) or \( \mathbf{A}^p \).

**Definition 2.2.3.7.** Let \( F \) be an ind-pro-stack and let \( X \) be an \( \mathcal{O} \)-compact pro-ind-stack. Let \( \eta: \mathcal{O}_X \to k[-d] \) be a map of ind-pro-k-modules. Let finally \( \Theta \) be either \( \mathbf{A}^{p,\text{cl}} \) or \( \mathbf{A}^p \). We define the integration map

\[
\int_\eta: \Theta_{\text{IP}^2}(\psi F \times \phi X) \longrightarrow \psi \Theta_{\text{IP}}(F) \otimes \phi \mathcal{O}_X \text{id} \otimes \phi \eta \longrightarrow \psi \Theta_{\text{IP}}(F)[-d]
\]

**Theorem 2.2.3.8.** Let \( Y \) be a derived stack and \( \omega_Y \) be an \( n \)-shifted closed 2-form on \( Y \). Let \( X \) be an \( \mathcal{O} \)-compact pro-ind-stack and let also \( \eta: \mathcal{O}_X \to k[-d] \) be a map. The mapping ind-pro-stack \( \text{Map}(X, Y) \) admits an \((n-d)\)-shifted closed 2-form.
**Definition 2.2.4.1.**

2.2.4 Mapping stacks have a Tate structure

\[ \chi[k[-n]] \xrightarrow{\omega_Y} \chi A^2 cl(Y) \xrightarrow{ev^*} A^2_{IP}(X \times Z) \xrightarrow{\int_n} \psi A^2_{IP}(Z)[-d] \]

where \( \chi: \text{dgMod}_k \xrightarrow{\xi} \text{IP}(\text{dgMod}_k^{op}) \xrightarrow{\delta} (\text{IP})^2(\text{dgMod}_k^{op}) \) is the canonical inclusion. Note that since the functor \( \psi \) is fully faithful, this induces a map in \( \text{IP}(\text{dgMod}_k^{op}) \)

\[ \xi k \longrightarrow A^2_{IP}(Z)[n - d] \]

and therefore an \((n - d)\)-shifted closed 2-form on \( Z = \text{Map}(X, Y) \). The underlying form is given by the composition

\[ \chi[k[-n]] \xrightarrow{\omega_Y} \chi A^2(Y) \xrightarrow{ev^*} A^2_{IP^*}(X \times Z) \xrightarrow{\int_n} \psi A^2_{IP}(Z)[-d] \]

\[ \square \]

**Remark 2.2.3.9.** Let us describe the form issued by theorem 2.2.3.8. We set the notations \( X = \lim_\alpha \text{colim}_\beta X_{\alpha\beta} \) and \( Z_{\alpha\beta} = \text{Map}(X_{\alpha\beta}, Y) \). By assumption, we have a map

\[ \eta: \text{colim}_\alpha \lim_\beta \mathcal{O}_{X_{\alpha\beta}} \rightarrow k[-d] \]

For any \( \alpha \), there exists therefore \( \beta(\alpha) \) and a map \( \eta_{\alpha\beta(\alpha)}: \mathcal{O}_{X_{\alpha\beta(\alpha)}} \rightarrow k[-d] \) in \( \text{dgMod}(k) \). Unwinding the definitions, we see that the induced form \( \int_0^\omega \omega_Y \)

\[ \xi k \longrightarrow A^2_{IP}(\text{Map}(X, Y))[n - d] \approx \lim_\alpha \text{colim}_\beta A^2(Z_{\alpha\beta})[n - d] \]

is the universal map obtained from the maps

\[ k \xrightarrow{\omega_{\alpha\beta(\alpha)}} A^2(Z_{\alpha\beta(\alpha)})[n - d] \rightarrow \text{colim}_\beta A^2(Z_{\alpha\beta})[n - d] \]

where \( \omega_{\alpha\beta(\alpha)} \) is built using \( \eta_{\alpha\beta(\alpha)} \) and the procedure of [PTVV]. Note that \( \omega_{\alpha\beta(\alpha)} \) can be seen as a map \( \mathbb{T}_{X_{\alpha\beta(\alpha)}} \otimes \mathbb{T}_{X_{\alpha\beta(\alpha)}} \rightarrow \mathcal{O}_{X_{\alpha\beta(\alpha)}} \). We also know from theorem 2.2.2.3 that the form \( \int_\eta \omega_Y \) induces a map

\[ \mathbb{T}_Z \otimes \mathbb{T}_Z \rightarrow \mathcal{O}_Z[n - d] \]

in \( \text{IPP}(Z) \). Let us fix \( \alpha_0 \) and pull back the map above to \( Z_{\alpha_0} \). We get

\[ \text{colim}_\beta \lim_{\alpha_0} g_{\alpha_0\alpha}^*(\mathbb{T}_{Z_{\alpha\beta}} \otimes \mathbb{T}_{Z_{\alpha\beta}}) \approx i_{\alpha_0}^*(\mathbb{T}_Z \otimes \mathbb{T}_Z) \rightarrow \mathcal{O}_{Z_{\alpha_0}}[n - d] \]

This map is the universal map obtained from the maps

\[ \lim_{\alpha_0} g_{\alpha_0\alpha}^* p_{\alpha_\beta}^* (\mathbb{T}_{Z_{\alpha\beta}} \otimes \mathbb{T}_{Z_{\alpha\beta}}) \rightarrow g_{\alpha_0\alpha}^* p_{\alpha_\beta(\alpha)}^* (\mathbb{T}_{Z_{\alpha\beta(\alpha)}} \otimes \mathbb{T}_{Z_{\alpha\beta(\alpha)}}) \]

\[ \quad \rightarrow g_{\alpha_0\alpha}^* p_{\alpha_\beta(\alpha)}^* (\mathcal{O}_{X_{\alpha\beta(\alpha)}})[n - d] \approx \mathcal{O}_{X_{\alpha_0}}[n - d] \]

where \( g_{\alpha_0\alpha} \) is the structural map \( Z_{\alpha_0} \rightarrow Z_\alpha \) and \( p_{\alpha_\beta} \) is the projection \( Z_\alpha = \lim_\beta Z_{\alpha\beta} \rightarrow Z_{\alpha\beta} \).

### 2.2.4 Mapping stacks have a Tate structure

**Definition 2.2.4.1.** Let \( S \) be an \( \mathcal{O} \)-compact pro-ind-stack. We say that \( S \) is an \( \mathcal{O} \)-Tate stack if there exist a poset \( K \) and a diagram \( S: K^{op} \rightarrow \text{Ind} \text{dSt} _k \) such that

(i) The limit of \( S \) in \( \text{PIndSt}_k \) is equivalent to \( S \);
(ii) For any \( i \leq j \in K \) the pro-module over \( \tilde{S}(i) \)
\[
coker(\mathcal{O}_{\tilde{S}(i)} \rightarrow \tilde{S}(i \leq j)_* \mathcal{O}_{\tilde{S}(j)})
\]
is trivial in the pro-direction – ie belong to \( \mathbf{Qcoh}(\tilde{S}(i)) \).

(iii) For any \( i \leq j \in K \) the induced map \( \tilde{S}(i \leq j) \) is represented by a diagram
\[
\tilde{f}: L \times \Delta^1 \rightarrow \mathbf{dSt}_k
\]
such that
- For any \( l \in L \) the projections \( \tilde{f}(l,0) \rightarrow * \) and \( \tilde{f}(l,1) \rightarrow * \) satisfy the base change formula ;
- For any \( l \in L \) the map \( \tilde{f}(l) \) satisfies the base change and projection formulae ;
- For any \( m \leq l \in L \) the induced map \( \tilde{f}(m \leq l,0) \) satisfies the base change and projection formulae.

Remark 2.2.4.2. We will usually work with pro-ind-stacks \( S \) given by an explicit diagram already satisfying those assumptions.

Proposition 2.2.4.3. Let us assume that \( Y \) is a derived Artin stack locally of finite presentation. Let \( S \) be an \( \mathcal{O} \)-compact pro-ind-stack. If \( S \) is an \( \mathcal{O} \)-Tate stack then the ind-pro-stack \( \text{Map}(S,Y) \) is a Tate stack.

Proof. Let \( Z = \text{Map}(S,Y) \) as an ind-pro-stack. Let \( \tilde{S}: K^{op} \rightarrow \text{Ind}^U \mathbf{dSt}_k \) be as in definition 2.2.4.1. We will denote by \( \tilde{Z}: K \rightarrow \text{Pro}^U \mathbf{dSt}_k \) the induced diagram and for any \( i \in K \) by \( s_i: \tilde{Z}(i) \rightarrow \tilde{Z} \) the induced map.

Let us first remark that \( Z \) is an Artin ind-pro-stack locally of finite presentation. It suffices to prove that \( s_i^* L_Z \) is a Tate module on \( \tilde{Z}(i) \), for any \( i \in K \). Let us fix such an \( i \) and denote by \( Z_i \) the pro-stack \( \tilde{Z}(i) \).

We consider the differential map
\[
s_i^* L_Z \rightarrow L_{Z_i}\)

It is by definition equivalent to the natural map
\[
\lim_{\lambda \in Z_i} (\tilde{Z}|_K^{>\lambda})_{op} \xrightarrow{f} \lambda_{Z_i}^{\text{Pro}}(Z_i)
\]
where \( K^{>\lambda} \) is the comma category \( \lambda/K \) and \( \tilde{Z}|_K^{>\lambda} \) is the induced diagram
\[
K^{>\lambda} \rightarrow B_{i/\text{Pro}^U \mathbf{dSt}_k}
\]
Let \( \phi_i \) denote the diagram
\[
\phi_i: (K^{>\lambda})_{op} \rightarrow I\text{Perf}(Z_i)
\]
obtained as the kernel of \( f \). It is now enough to prove that \( \phi_i \) factors through \( \text{Perf}(Z_i) \).

Let \( j \geq i \) in \( K \) and let us denote by \( g_{ij} \) the induced map \( Z_i \rightarrow Z_j \) of pro-stacks. Let \( \tilde{f}: L \times \Delta^1 \rightarrow \mathbf{dSt}_k \) represents the map \( \tilde{S}(i \leq j)_*: \tilde{S}(j) \rightarrow \tilde{S}(i) \in \text{Ind}^U \mathbf{dSt}_k \) as in assumption (ii) in definition 2.2.4.1. Up to a change of \( L \) through a cofinal map, we can assume that the induced diagram
\[
coker(\mathcal{O}_{\tilde{S}(i)} \rightarrow \tilde{S}(i \leq j)_* \mathcal{O}_{\tilde{S}(j)})
\]
is essentially constant – see assumption (ii). We denote by \( h: L^{op} \times \Delta^1 \rightarrow \mathbf{dSt}_k \) the induced diagram, so that \( g_{ij} \) is the limit of \( h \) in \( \text{Pro}^U \mathbf{dSt}_k \). For any \( l \in L \) we will denote by \( h_l: Z_{il} \rightarrow Z_{il} \) the map \( h(l) \).

Let us denote by \( \tilde{Z}_i \) the induced diagram \( l \mapsto Z_{il} \) and by \( \tilde{Z}_j \) the diagram \( l \mapsto Z_{jl} \). Let also \( p_l \) denote the projection \( Z_i \rightarrow Z_{il} \)
We have an exact sequence
\[ \phi_t(j) \to \colim_i p_i^* h_t^* L_{Z_{il}} \to \colim_i p_i^* L_{Z_{il}} \]

Let us denote by \( \psi_{ij} \) the diagram obtained as the kernel
\[ \psi_{ij} \to \lambda_{Z_{i}}^{\text{Perf}}(Z_i) \to \lambda_{Z_{i}}^{\text{Perf}}(Z_i) \]
so that \( \phi_t(j) \) is the colimit \( \colim_i \psi_{ij} \) in \( \text{IPerf}(Z_i) \). It suffices to prove that the diagram \( \psi_{ij} : L \to \text{Perf}(Z_i) \) is essentially constant (up to a cofinal change of posets). By definition, we have
\[ \psi_{ij}(l) = p_i^* L_{Z_{il}/Z_{jl}}[-1] \]

Let \( m \to l \) be a map in \( L \) and \( t \) the induced map \( Z_{il} \to Z_{im} \). The map \( \psi_{ij}(m \to l) \) is equivalent to the map \( p_i^* \xi \) where \( \xi \) fits in the fibre sequence in \( \text{Perf}(Z_{il}) \)
\[ t^* L_{Z_{im}/Z_{jm}}[-1] \to t^* h_m^* L_{Z_{jm}} \to t^* L_{Z_{im}} \]

We consider the dual diagram
\[ t^* T_{Z_{im}/Z_{jm}}[1] \leftarrow t^* h_m^* T_{Z_{jm}} \leftarrow t^* T_{Z_{im}} \]

Using base change along the maps from \( S_{im} \), \( S_{jm} \) and \( S_{jl} \) to the point, we get that the square \( (\sigma) \) is equivalent to
\[ \pi_*(id \times s f_m)_*(id \times s f_m)^* E \leftarrow \pi_*(id \times s)_*(id \times s)^* E \]
\[ \pi_*(id \times f_t)_*(id \times f_t)^* E \leftarrow \pi_* E \]
where \( \pi : Z_{il} \times S_{il} \to Z_{il} \) is the projection, where \( s : S_{im} \to S_{il} \) is the map induced by \( m \to l \) and where \( E \cong ev^* T_Y \) with \( ev : Z_{il} \times S_{il} \to Y \) the evaluation map. Note that we use here the well known fact \( T_{\text{Map}(X,Y)} \cong \text{pr}_* ev^* T_Y \) where
\[ \text{Map}(X,Y) \overset{\text{def}}{\longrightarrow} \text{Map}(X,Y) \times X \overset{ev}{\longrightarrow} Y \]
are the canonical maps.

Now using the projection and base change formulae along the morphisms \( s, f_t \) and \( f_m \) we get that \( (\sigma) \) is equivalent to the image by \( \pi_* \) of the square
\[ E \otimes p^* s f_{m*} O_{S_{jm}} \leftarrow E \otimes p^* s_{*} O_{S_{im}} \]
\[ E \otimes p^* f_{t*} O_{S_{jl}} \leftarrow E \otimes p^* O_{S_{il}} \]
We therefore focus on the diagram
\[ s_{*} f_{m*} O_{S_{jm}} \leftarrow s_{*} O_{S_{im}} \]
\[ f_{t*} O_{S_{jl}} \leftarrow O_{S_{il}} \]
The map induced between the cofibres is an equivalence, using assumption (ii). It follows that the diagram $\psi_{ij}$ is essentially constant, and thus that $Z$ is a Tate stack. \hfill $\square$
Chapter 3

Loop and bubble spaces

In this chapter, we will at last define and study the higher dimensional formal loop spaces. We will prove it admits a Tate structure and then study the bubble space, an object defined using the formal loop space. We will then prove the bubble space to admit a symplectic structure.

3.1 Formal loops

3.1.1 Dehydrated algebras and de Rham stacks

In this part, we define a refinement of the reduced algebra associated to a cdga. This allows us to define a well behaved de Rham stack associated to an infinite stack. Indeed, without any noetherian assumption, the nilradical of a ring – the ideal of nilpotent elements – is a priori not nilpotent itself. The construction below gives an alternative definition of the reduced algebra – which we call the dehydrated algebra – associated to any cdga $A$, so that $A$ is, in some sense, a nilpotent extension of its dehydrated algebra. Whenever $A$ is finitely presented, this construction coincides with the usual reduced algebra.

**Definition 3.1.1.1.** Let $A \in \text{cdga}_k^{\leq 0}$. We define its dehydrated algebra as the ind-algebra $A_{\text{deh}} = \colim I \mathcal{H}^0(A)/I$ where the colimit is taken over the filtered poset of nilpotent ideals of $\mathcal{H}^0(A)$. The case $I = 0$ gives a canonical map $A \to A_{\text{deh}}$ in ind-cdga’s. This construction is functorial in $A$.

**Remark 3.1.1.2.** Whenever $A$ is of finite presentation, then $A_{\text{deh}}$ is equivalent to the reduced algebra associated to $A$. In that case, the nilradical $\sqrt{A}$ of $A$ is nilpotent. Moreover, if $A$ is any cdga, it is a filtered colimits of cdga’s $A_\alpha$ of finite presentation. We then have $A_{\text{deh}} \simeq \colim (A_\alpha)_{\text{red}}$ in ind-algebras.

**Lemma 3.1.1.3.** The realisation $B$ of $A_{\text{deh}}$ in the category of algebras is equivalent to the reduced algebra $A_{\text{red}}$.

**Proof.** Let us first remark that $B$ is reduced. Indeed any nilpotent element $x$ of $B$ comes from a nilpotent element of $A$. It therefore belongs to a nilpotent ideal $(x)$. This define a natural map of algebras $A_{\text{red}} \to B$. To see that it is an isomorphism, it suffices to say that $\sqrt{A}$ is the union of all nilpotent ideals.

**Definition 3.1.1.4.** Let $X$ be a prestack. We define its de Rham prestack $X_{\text{dR}}$ as the composition

\[
\text{cdga}_k^{\leq 0} \xrightarrow{(-)_{\text{deh}}} \text{Ind}^U(\text{cdga}_k^{\leq 0}) \xrightarrow{\text{Ind}^U(X)} \text{Ind}^U(\text{sSets}) \xrightarrow{\colim} \text{sSets}
\]

This defines an endofunctor of $(\mathcal{X}, 1)$-category $\mathcal{P}(\text{dAff}_k)$. We have by definition

\[X_{\text{dR}}(A) = \colim_j X\left(H^0(A)/I_J\right)\]
Remark 3.1.1.5. If X is a stack of finite presentation, then it is determined by the images of the cdga’s of finite presentation. The prestack $X_{\text{ir}}$ is then the left Kan extension of the functor $\text{cdga}_{\mathbb{k}}^{\leq 0, \text{fp}} \to \text{sSets}$

$$A \quad \mapsto \quad X(A_{\text{red}})$$

Definition 3.1.6. Let $f : X \to Y$ be a functor of prestacks. We define the formal completion $\hat{X}_Y$ of $X$ in $Y$ as the fibre product

$$\begin{array}{ccc}
\hat{X}_Y & \xrightarrow{\sim} & X_{\text{dr}} \\
\downarrow & & \downarrow \\
Y & \to & Y_{\text{dr}}
\end{array}$$

This construction obviously defines a functor $\text{FC} : \mathcal{P}(\text{dAff})_*^{\Delta^1} \to \mathcal{P}(\text{dAff})_*$.

Remark 3.1.7. The natural map $\hat{X}_Y \to Y$ is formally étale, in the sense that for any $A \in \text{cdga}_{\mathbb{k}}^{\leq 0}$ and any nilpotent ideal $I \in \mathcal{H}^0(A)$ the morphism

$$\hat{X}_Y(A) \to \hat{X}_Y(\mathcal{H}^0(A)/I) \times Y(A)$$

is an equivalence.

### 3.1.2 Higher dimensional formal loop spaces

Here we finally define the higher dimensional formal loop spaces. To any cdga $A$ we associate the formal completion $V^d_A$ of 0 in $\mathcal{H}^0_A$. We see it as a derived affine scheme whose ring of functions $A[X_{1 \ldots d}]$ is the algebra of formal series in $d$ variables $X_1, \ldots, X_d$. Let us denote by $U^d_A$ the open subscheme of $V^d_A$ complementary of the point 0. We then consider the functors $\text{dSt}_k \times \text{cdga}_k^{\leq 0} \to \text{sSets}$

$$\begin{array}{c}
\hat{L}^d_V : (X, A) \mapsto \text{Map}_{\text{dSt}_k}(V^d_A, X) \\
\hat{L}^d_U : (X, A) \mapsto \text{Map}_{\text{dSt}_k}(U^d_A, X)
\end{array}$$

Definition 3.1.2.1. Let us consider the functors $\hat{L}^d_U$ and $\hat{L}^d_V$ as functors $\text{dSt}_k \to \mathcal{P}(\text{dAff})$. They come with a natural morphism $\hat{L}^d_V \to \hat{L}^d_U$. We define $\hat{L}^d$ to be the pointwise formal completion of $\hat{L}^d_V$ into $\hat{L}^d_U$:

$$\hat{L}^d(X) = \text{FC}(\hat{L}^d_V(X) \to \hat{L}^d_U(X))$$

We also define $L^d$, $L^d_U$ and $L^d_V$ as the stackified version of $\hat{L}^d$, $\hat{L}^d_U$ and $\hat{L}^d_V$ respectively. We will call $L^d(X)$ the formal loop stack in $X$.

Remark 3.1.2.2. The stack $L^d(X)$ is a higher dimensional analogue to the stack of germs in $X$, as studied for instance by Denef and Loeser in [DL].

Remark 3.1.2.3. By definition, the derived scheme $U^d_A$ is the (finite) colimit in derived stacks

$$U^d_A = \colim_q \colim_i \text{Spec} \left( A[X_{1 \ldots d}][X_{i_1 \ldots i_q}^{-1}] \right)$$

where $A[X_{1 \ldots d}][X_{i_1 \ldots i_q}^{-1}]$ denote the algebra of formal series localized at the generators $X_{i_1}^{-1}, \ldots, X_{i_q}^{-1}$. It follows that the space of $A$-points of $L^d(X)$ is equivalent to the simplicial set

$$L^d(X)(A) \simeq \colim_{I \in \mathcal{H}^0(A)} \colim_{i_1, \ldots, i_q} \text{Map} \left( \text{spec} \left( A[X_{1 \ldots d}][X_{i_1 \ldots i_q}^{-1}] \right), X \right)$$
where $A[[X_{1\ldots d}]][X_{i_1\ldots i_q}^{-1}]^{\mathbb{T}}$ is the sub-cdga of $A[[X_{1\ldots d}]][X_{i_1\ldots i_q}^{-1}]$ consisting of series

$$\sum_{n_1,\ldots, n_d} a_{n_1,\ldots, n_d} X_1^{n_1} \cdots X_d^{n_d}$$

where $a_{n_1,\ldots, n_d}$ is in the kernel of the map $A \to \mathbb{H}^0(A)/I$ as soon as at least one of the $n_i$’s is negative.

Recall that in the colimit above, the symbol $I$ denotes a nilpotent ideal of $\mathbb{H}^0(A)$.

**Lemma 3.1.2.4.** Let $X$ be a derived Artin stack of finite presentation with algebraisable diagonal (see definition 0.2.0.7) and let $t: T = \text{Spec}(A) \to X$ be a smooth atlas. The induced map $\mathcal{L}^d_V(T) \to \mathcal{L}^d_V(X)$ is an epimorphism of stacks.

**Proof.** It suffices to study the map $\tilde{\mathcal{L}}^d_V(T) \to \tilde{\mathcal{L}}^d_V(X)$. Let $B$ be a cdga. Let us consider a $B$-point $x: \text{Spec} B \to \tilde{\mathcal{L}}^d_V(X)$. It induces a $B$-point of $\text{Spec} B \to \tilde{\mathcal{L}}^d_V(X)$. It induces a $B$-point of $X$.

Because $t$ is an epimorphism, there exist an étale map $f: \text{Spec} C \to \text{Spec} B$ and a commutative diagram

$$\begin{array}{ccc}
\text{Spec} C & \xrightarrow{c} & T \\
\downarrow f & & \downarrow t \\
\text{Spec} B & \xrightarrow{t} & X
\end{array}$$

It corresponds to a $C$-point of $\text{Spec} B \times_X T$. For any $n \in \mathbb{N}$, let us denote by $S_n$ the spectrum $\text{Spec} C_n$, by $X_n$ the spectrum $\text{Spec} B_n$ and by $T_n$ the pullback $T \times_X X_n$. We will also consider the natural fully faithful functor $\Delta^n = \{0, \ldots, n\} \to \mathbb{N}$. We have a natural diagram

$$\alpha_0: \Lambda_{A^{2,2} \times \Delta^n}^{2,2} \to \mathbb{DSt}_k$$

informally drown has a commutative diagram

$$\begin{array}{cccc}
S_0 & \to & \cdots & \to S_n & \to \cdots \\
\downarrow & & & \downarrow & \\
X_0 & \to & \cdots & \to X_n & \to \cdots \\
\downarrow & & & \downarrow & \\
T_0 & \to & \cdots & \to T_n & \to \cdots
\end{array}$$

Let $n \in \mathbb{N}$ and let us assume we have built a diagram

$$\alpha_n: (\Lambda_{A^{2,2} \times \Delta^n}^{2,2})^{\Delta^2 \times \Delta^n} \to \mathbb{DSt}_k$$

extending $\alpha_{n-1}$. There is a sub-diagram of $\alpha_n$

$$\begin{array}{ccc}
S_n & \to & S_{n+1} \\
\downarrow & & \downarrow \\
T_n & \to & T_{n+1} \\
\downarrow & & \downarrow t_{n+1} \\
X_n & \to & X_{n+1}
\end{array}$$
Since the map \( t_{n+1} \) is smooth (it is a pullback of \( t \)), we can complete this diagram with a map \( S_{n+1} \to T_{n+1} \) and a commutative square. Using the composition in \( \text{dSt}_k \), we get a diagram \( \alpha_{n+1} \) extending \( \alpha_n \). We get recursively a diagram \( \alpha: \Delta^2 \times \mathbb{N} \to \text{dSt}_k \). Taking the colimit along \( \mathbb{N} \), we get a commutative diagram

\[
\begin{array}{ccc}
\text{Spec} \ C & \longrightarrow & \lim_n \text{Spec} \ C_n \\
\downarrow f & & \downarrow t \\
\text{Spec} \ B & \longrightarrow & \lim_n \text{Spec} \ B_n \\
& & \longrightarrow \text{Spec}(B[[X_{1\ldots d}]]) \\
& & \longrightarrow X
\end{array}
\]

This defines a map \( \phi: \lim \text{Spec}(C_n) \to \text{Spec}(B[[X_{1\ldots d}]]) \times_X T \). We have the cartesian diagram

\[
\begin{array}{ccc}
\text{Spec}(B[[X_{1\ldots d}]]) \times_X T & \longrightarrow & X \\
\downarrow & & \downarrow \\
\text{Spec}(B[[X_{1\ldots d}]]) \times T & \longrightarrow & X \times X
\end{array}
\]

The diagonal of \( X \) is algebraisable and thus so is the stack \( \text{Spec}(B[[X_{1\ldots d}]]) \times_X T \). The morphism \( \phi \) therefore defines the required map

\[
\text{Spec}(C[[X_{1\ldots d}]]) \to \text{Spec}(B[[X_{1\ldots d}]]) \times_X T
\]

\[\blacksquare\]

**Remark 3.1.2.5.** Let us remark here that if \( X \) is an algebraisable stack, then \( \tilde{L}_d^d(X) \) is a stack, hence the natural map is an equivalence

\[
\tilde{L}_d^d(X) \simeq L_d^d(X)
\]

**Lemma 3.1.2.6.** Let \( f: X \to Y \) be an étale map of derived Artin stacks. For any cdga \( A \in \text{cdga}_k^{\leq 0} \) and any nilpotent ideal \( I \subset \text{H}^0(A) \), the induced map

\[
\theta: \tilde{L}_d^d(X)(A) \longrightarrow \tilde{L}_d^d(X)(\text{H}^0(A)/I) \times \tilde{L}_d^d(Y)(A)
\]

\[
\tilde{L}_d^d(Y)(\text{H}^0(A)/I)
\]

is an equivalence.

**Proof.** The map \( \theta \) is a finite limit of maps

\[
\mu: X(\xi A) \longrightarrow X(\xi(\text{H}^0(A)/I)) \times Y(\xi A)
\]

\[
Y(\xi(\text{H}^0(A)/I))
\]

where \( \xi A = A[[X_{1\ldots d}]]X_{i_1\ldots i_p}^{-1} \) and \( \xi(\text{H}^0(A)/I) \) is defined similarly. The natural map \( \xi(\text{H}^0(A)) \to \xi(\text{H}^0(A)/I) \) is also a nilpotent extension. We deduce from the étaleness of \( f \) that the map

\[
X(\xi(\text{H}^0(A))) \longrightarrow X(\xi(\text{H}^0(A)/I)) \times Y(\xi(\text{H}^0(A)))
\]

\[
Y(\xi(\text{H}^0(A)/I))
\]

is an equivalence. Let now \( n \in \mathbb{N} \). We assume that the natural map

\[
X(\xi(A_{\leq n})) \longrightarrow X(\xi(\text{H}^0(A)/I)) \times Y(\xi(A_{\leq n}))
\]

\[
Y(\xi(\text{H}^0(A)/I))
\]

is an equivalence.
is an equivalence. The cdga $\xi(A_{\leq n+1}) \cong (\xi A)_{\leq n+1}$ is a square zero extension of $\xi(A_{\leq n})$ by $H^{-n-1}(\xi A)$. We thus have the equivalence

$$X(\xi(A_{\leq n+1})) \to X(\xi(A_{\leq n})) \times Y(\xi(A_{\leq n+1}))$$

The natural map

$$X(\xi(A_{\leq n+1})) \to X(\xi(H^0(A)/I)) \times Y(\xi(A_{\leq n+1}))$$

is thus an equivalence too. The stacks $X$ and $Y$ are nilcomplete, hence $\mu$ is also an equivalence – recall that a derived stack $X$ is nilcomplete if for any cdga $B$ we have

$$X(B) \cong \lim_n X(B_{\leq n})$$

It follows that $\theta$ is an equivalence.

**Corollary 3.1.2.7.** Let $f: X \to Y$ be an étale map of derived Artin stacks. For any cdga $A \in \text{cdga}_{\mathbb{K}}^{\leq 0}$ and any nilpotent ideal $I \subset H^0(A)$, the induced map

$$\theta: \tilde{L}^d(X)(A) \to \tilde{L}^d(X)(H^0(A)/I) \times \tilde{L}^d(Y)(A)$$

is an equivalence.

**Proposition 3.1.2.8.** Let $X$ be a derived Deligne-Mumford stack of finite presentation with algebraizable diagonal. Let $t: T \to X$ be an étale atlas. The induced map $\tilde{L}^d(T) \to \tilde{L}^d(X)$ is an epimorphism of stacks.

**Proof.** We can work on the map of prestacks $\tilde{L}^d(T) \to \tilde{L}^d(X)$. Let $A \in \text{cdga}_{\mathbb{K}}^{\leq 0}$. Let $x$ be an $A$-point of $\tilde{L}^d(X)$. It corresponds to a vertex in the simplicial set

$$\colim_I \tilde{L}^d(X)(H^0(A)/I) \times \tilde{L}^d(X)(A)$$

There exists therefore a nilpotent ideal $I$ such that $x$ comes from a commutative diagram

$$\begin{array}{ccc}
U^d_{H^0(A)/I} & \to & U^d_A \\
\downarrow & & \downarrow \\
V_{H^0(A)/I} & \to & X \\
\end{array}$$

Using lemma 3.1.2.4 we get an étale morphism $\psi: A \to B$ such that the map $v$ lifts to a map $u: V_{B/J} \to T$ where $J$ is the image of $I$ by $\psi$. This defines a point in

$$\tilde{L}^d(U)(H^0(B)/J) \times \tilde{L}^d(U)(X)(B)$$

Because of lemma 3.1.2.6, we get a point of $\tilde{L}^d(T)(B)$. We now observe that this point is compatible with $x$. 
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In the case of dimension $d = 1$, lemma 3.1.2.6 can be modified in the following way. Let $f: X \to Y$ be a smooth map of derived Artin stacks. For any cdga $A \in \text{cdga}_k^{0}$ and any nilpotent ideal $I \subset H^0(A)$, the induced map
\[
\theta: \tilde{E}(X)(A) \to \tilde{E}(X)(H^0(A)/I) \times \tilde{E}(Y)(A)
\]
is essentially surjective. The following proposition follows.

**Proposition 3.1.2.9.** Let $X$ be an Artin derived stack of finite presentation and with algebraisable diagonal. Let $t: T \to X$ be a smooth atlas. The induced map $\mathcal{L}^1(T) \to \mathcal{L}^1(X)$ is an epimorphism of stacks.

**Example 3.1.2.10.** The proposition above implies for instance that $\mathcal{L}^1(BG) \cong B\mathcal{L}^1(G)$ for any algebraic group $G$ – where $BG$ is the classifying stack of $G$-bundles.

### 3.1.3 Tate structure and determinantal anomaly

We saw in subsection 2.2.1 that to any Tate stack $X$, we can associate a determinantal anomaly. It is a class in $H^2(X, O_X^\times)$. We will prove in this subsection that the stack $\mathcal{L}_X^d(X)$ is endowed with a structure of Tate stack as soon as $X$ is affine. We will moreover build a determinantal anomaly on $\mathcal{L}_X^d(X)$ for any quasi-compact and separated scheme $X$.

**Lemma 3.1.3.1.** For any $B \in \text{cdga}_k^{0}$ of finite presentation, the functors
\[
\tilde{L}^d_{E}(\text{Spec } B), \tilde{L}^d(\text{Spec } B): \text{cdga}_k^{0} \to \text{sSets}
\]
are in the essential image of the fully faithful functor
\[
\text{IPdSt}_{k}^{\text{hy}, b} \cap \text{IPdAff}_k \to \text{IPdSt}_k \to \text{dSt}_k \to \mathcal{P}(\text{dAff})
\]
(see definition 2.1.4.1). It follows that $\tilde{L}^d_{E}(\text{Spec } B) \cong L^d_{E}(\text{Spec } B)$ and $\tilde{L}^d(\text{Spec } B) \cong L^d(\text{Spec } B)$.

**Proof.** Let us first remark that $\text{Spec } B$ is a retract of a finite limit of copies of the affine line $A^1$. It follows that the functor $\tilde{L}^d_{E}(\text{Spec } B)$ is, up to a retract, a finite limit of functors
\[
Z^d_E: A \mapsto \text{Map} \left( k[Y], A[[X_{1},...,X_{d}]]^{\text{colim} \alpha_{1},...,\alpha_{d}} \right)
\]
where $E = \{i_1,\ldots,i_q\} \subset F = \{1,\ldots,d\}$. The functor $Z^d_E$ is the realisation of an affine ind-pro-scheme
\[
Z^d_E \cong \text{colim}_{n} \text{Spec} \left( k[a_{\alpha_{1},...,\alpha_{d}}, -n\delta_i \leq \alpha_i \leq p] \right)
\]
where $\delta_i = 1$ if $i \in E$ and $\delta_i = 0$ otherwise. The variable $a_{\alpha_{1},...,\alpha_{d}}$ corresponds to the coefficient of $X_1^{\alpha_1} \ldots X_d^{\alpha_d}$. The functor $Z^d_E$ is thus in the category $\text{IPdSt}_{k}^{\text{hy}, b} \cap \text{IPdAff}_k$. The result about $\tilde{L}^d_{E}(\text{Spec } B)$ then follows from lemma 2.1.4.5. The case of $\tilde{L}^d(\text{Spec } B)$ is similar: we decompose it into a finite limit of functors
\[
G^d_E : A \mapsto \text{colim}_{I \in H^0(A)} \text{Map} \left( k[Y], A[[X_{1},...,X_{d}]]^{\text{colim} \alpha_{1},...,\alpha_{d}} \right)
\]
where $I$ is a nilpotent ideal of $H^0(A)$. We then observe that $G^d_E$ is the realisation of the ind-pro-scheme
\[
G^d_E \cong \text{colim}_{n,m} \text{Spec} \left( k[a_{\alpha_{1},...,\alpha_{d}}, -n\delta_i \leq \alpha_i \leq p]/I \right)
\]
where $J$ is the ideal generated by the symbols $a_{\alpha_{1},...,\alpha_{d}}^m$ with at least one of the $\alpha_i$’s negative. 
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Remark 3.1.3.2. Let $n$ and $p$ be integers and let $k(E, n, p)$ denote the number of families $(\alpha_1, \ldots, \alpha_d)$ such that $-n \delta_i \leq \alpha_i \leq p$ for all $i$. We have

$$Z_E^d \cong \colim_n \lim_p (\mathbb{A}^1)^{k(E, n, p)}$$

Definition 3.1.3.3. From lemma 3.1.3.1, we get a functor $\mathcal{L}^d : \text{dAff}^k \to \text{IPdSt}_k$. It follows from proposition 3.1.2.8 that $\mathcal{L}^d$ is a costack in ind-pro-stacks. We thus define

$$\mathcal{L}^d : \text{dSt}^\text{lfp}_k \to \text{IPdSt}_k$$

to be its left Kan extension along the inclusion $\text{dAff}^k \to \text{dSt}^\text{lfp}_k$ where $\text{dSt}^\text{lfp}_k$ is the category of derived stacks locally of finite presentation. This new functor $\mathcal{L}^d$ preserves small colimits by definition.

Proposition 3.1.3.4. There is a natural transformation $\theta$ from the composite functor

$$\text{dSt}^\text{lfp}_k \xrightarrow{\mathcal{L}^d} \text{IPdSt}_k \xrightarrow{|-|^\text{IP}} \text{dSt}_k$$

to the functor $\mathcal{L}^d$. Moreover, the restriction of $\theta$ to derived Deligne-Mumford stacks of finite presentation with algebraisable diagonal is an equivalence.

Proof. There is by definition a natural transformation $\theta : |\mathcal{L}^d(-)|^\text{IP} \to \mathcal{L}^d(-)$

Moreover, the restriction of $\theta$ to affine derived scheme of finite presentation is an equivalence – see lemma 3.1.3.1. The fact that $\theta_X$ is an equivalence for any Deligne-Mumford stack $X$ follows from proposition 3.1.2.8.

Lemma 3.1.3.5. Let $F$ be a non-empty finite set. For any family $(M_D)$ of complexes over $k$ indexed by subsets $D$ of $F$, we have

$$\colim_{\emptyset \neq E \subset F} \bigoplus_{\emptyset \neq D \subset E} M_D \cong M_F[d-1]$$

where $d$ is the cardinal of $F$ (the maps in the colimit diagram are the canonical projections).

Proof. We can and do assume that $F$ is the finite set $\{1, \ldots, d\}$ and we proceed recursively on $d$. The case $d = 1$ is obvious. Let now $d \geq 2$ and let us assume the statement is true for $F \setminus \{d\}$. Let $(M_D)$ be a family as above. We have a cocartesian diagram

$$\begin{array}{ccc}
\colim_{\{d\} \subset E \subset F} \left( \bigoplus_{\emptyset \neq D \subset E} M_D \right) & \xrightarrow{\cong} & \colim_{\{d\} \subset E \subset F} \left( \bigoplus_{\emptyset \neq D \subset E} M_D \right) \\
\downarrow & & \downarrow \\
M_{\{d\}} & \xrightarrow{\cong} & \colim_{\emptyset \neq D \subset E} M_D
\end{array}$$

We have by assumption

$$\colim_{\emptyset \neq E \subset F \setminus \{d\}} \bigoplus_{\emptyset \neq D \subset E} M_D \cong M_{F \setminus \{d\}}[d-2]$$

and

$$\begin{array}{c}
\colim_{\{d\} \subset E \subset F} \left( \bigoplus_{\emptyset \neq D \subset E} M_D \right) \cong M_{\{d\}} \otimes \left( \colim_{\{d\} \subset E \subset F} \left( \bigoplus_{\emptyset \neq D \subset E} M_D \right) \right) \otimes \left( \colim_{\{d\} \subset E \subset F} \left( \bigoplus_{\emptyset \neq D \subset E \setminus \{d\}} M_D \right) \right) \\
\cong M_{\{d\}} \otimes M_{F[d-2]} \otimes M_{F \setminus \{d\}[d-2]}
\end{array}$$

The result follows. \qed
Lemma 3.1.3.6. For any $B \in \text{cdga}^{\leq 0}_k$ of finite presentation, the ind-pro-stack $\mathcal{L}^d_U(\text{Spec} \, B)$ is a Tate stack.

Proof. Let us first focus on the case of the affine line $\mathbb{A}^1$. We have to prove that the cotangent complex $\mathbb{L}_{\mathcal{L}^d_U(\mathbb{A}^1)}$ is a Tate module. For any subset $D \subset F$ we define $M^{p,n}_D$ to be the free $k$-complex generated by the symbols 
\[
\{a_{\alpha_1, \ldots, \alpha_d} \mid -n \leq \alpha_i < 0 \text{ if } i \in D, 0 \leq \alpha_i \leq p \text{ otherwise}\}
\]
in degree 0. From the proof of lemma 3.1.1, we have
\[
Z^d_E \simeq \text{colim}_n \lim_p \text{Spec}(k[\bigoplus_{D \subset E} M^{p,n}_D]) \quad \text{and} \quad \mathcal{L}^d_{\mathcal{U}_U}(\mathbb{A}^1) \simeq \lim_{\varnothing \in E \subset F} Z^d_E
\]
where $F = \{1, \ldots, d\}$. If we denote by $\pi$ the projection $\mathbb{L}_{\mathcal{L}^d_U}(\mathbb{A}^1) \rightarrow \text{Spec} \, k$, we get
\[
\mathbb{L}_{\mathcal{L}^d_U(\mathbb{A}^1)} \simeq \pi^* \left( \text{colim}_n \lim_p \bigoplus_{D \subset E} M^{p,n}_D \right) \simeq \pi^* \left( \lim_n \text{colim}_p \bigoplus_{D \subset E} M^{p,n}_D \right)
\]
Using lemma 3.1.3.5 we have
\[
\mathbb{L}_{\mathcal{L}^d_U(\mathbb{A}^1)} \simeq \pi^* \left( \lim_n \text{colim}_p M^{p,n}_\varnothing \oplus M^{p,n}_F[d-1] \right)
\]
Moreover, we have $M^{p,n}_\varnothing \simeq M^{p,0}_\varnothing$ and $M^{p,n}_F \simeq M^{0,n}_F$. It follows that $\mathbb{L}_{\mathcal{L}^d_U(\mathbb{A}^1)}$ is a Tate module on the ind-pro-stack $\mathcal{L}^d_U(\mathbb{A}^1)$. The case of $\mathcal{L}^d_U(\text{Spec} \, B)$ then follows from lemma 2.1.4.5 and from lemma 2.2.1.6.

Lemma 3.1.3.7. Let $B \rightarrow C$ be an étale map between cdga’s of finite presentation. The induced map $f: \mathcal{L}^d_U(\text{Spec} \, C) \rightarrow \mathcal{L}^d_U(\text{Spec} \, B)$ is formally étale – see definition 2.1.2.17.

Proof. Let us denote $X = \text{Spec} \, B$ and $Y = \text{Spec} \, C$. We have to prove that the induced map
\[
j: \text{Map}_{\mathcal{L}^d_U(Y)}(\mathcal{L}^d_U(Y)[-], \mathcal{L}^d_U(Y)) \rightarrow \text{Map}_{\mathcal{L}^d_U(Y)}(\mathcal{L}^d_U(Y)[-], \mathcal{L}^d_U(X))
\]
is an equivalence of functors $\text{PIQcoh}(\mathcal{L}^d_U(Y))^{\leq 0} \rightarrow \text{sSets}$. Since $\mathcal{L}^d_U(Y)$ is ind-pro-affine, we can restrict to the study of the morphism
\[
j_Z: \text{Map}_{\mathcal{L}^d_U(Y)}(Z[-], \mathcal{L}^d_U(Y)) \rightarrow \text{Map}_{\mathcal{L}^d_U(Y)}(Z[-], \mathcal{L}^d_U(X))
\]
of functors $\text{IQcoh}(Z)^{\leq 0} \rightarrow \text{sSets}$, for any pro-affine scheme $Z$ and any map $Z \rightarrow \mathcal{L}^d_U(Y)$. Let us fix $E \in \text{IQcoh}(Z)^{\leq 0}$. The pro-stack $Z[E]$ is in fact an affine pro-scheme. Recall that both $\mathcal{L}^d_U(Y)$ and $\mathcal{L}^d_U(X)$ belong to $\text{IPdSt}^{\text{hyt},b}_k$. It follows from the proof of theorem 2.1.4.2 that the morphism $j_Z(E)$ is equivalent to
\[
j_Z(E): \text{Map}_{|Z|}(\text{realisation } (|Z|), \mathcal{L}^d_U(Y)) \rightarrow \text{Map}_{|Z|}(\text{realisation } (|Z|), \mathcal{L}^d_U(X))
\]
where $|\cdot|$ is the realisation functor and the mapping spaces are computed in $\text{dSt}_k$. It now suffices to see that $|Z[E]|$ is a trivial square zero extension of the derived affine scheme $|Z|$ and to use lemma 3.1.2.6.

Proposition 3.1.3.8. Let Spec $B$ be a derived affine scheme of finite presentation. The ind-pro-stack $\mathcal{L}^d_U(\text{Spec} \, B)$ admits a cotangent complex. This cotangent complex is moreover a Tate module. For any étale map $B \rightarrow C$ the induced map $f: \mathcal{L}^d_U(\text{Spec} \, C) \rightarrow \mathcal{L}^d_U(\text{Spec} \, B)$ is formally étale – see definition 2.1.2.17.
Proof. Let us write $Y = \text{Spec } B$. Let us denote by $i : L^d(Y) \to L_P^d(Y)$ the natural map. We will prove that the map $i$ is formally étale, the result will then follow from lemma 3.1.3.6 and lemma 3.1.3.7. To do so, we consider the natural map

$$j : \text{Map}_{L^d(Y)/-} \left( L^d(Y)[-1], L^d(Y) \right) \to \text{Map}_{L^d(Y)/-} \left( L^d(Y)[-1], L_P^d(Y) \right)$$

of functors $\mathbf{PIQcoh}(L^d(Y)) \to \mathbf{sSets}$. To prove that $j$ is an equivalence, we can consider for every affine pro-scheme $X \to L^d(Y)$ the morphism of functors $\mathbf{IQcoh}(X) \to \mathbf{sSets}$

$$j_X : \text{Map}_{X/-} \left( X[-1], L^d(Y) \right) \to \text{Map}_{X/-} \left( X[-1], L_P^d(Y) \right)$$

Let us fix $E \in \mathbf{IQcoh}(X)^{\geq 0}$. The morphism $j_X(E)$ is equivalent to

$$|j_X(E)| : \text{Map}_{|X|/-} \left( |X[E]|, L^d(Y) \right) \to \text{Map}_{|X|/-} \left( |X[E]|, L_P^d(Y) \right)$$

where the mapping space are computed in $\mathbf{dSt}_k$. The map $|j_X(E)|$ is a pullback of the map

$$f : \text{Map}_{|X|/-} \left( |X[E]|, L^d(Y)_{\text{dR}} \right) \to \text{Map}_{|X|/-} \left( |X[E]|, L_P^d(Y)_{\text{dR}} \right)$$

It now suffices to see that $|X[E]|$ is a trivial square zero extension of the derived affine scheme $|X|$ and thus $f$ is an equivalence (both of its ends are actually contractible).

Let us recall from definition 2.2.1.5 the determinantal anomaly

$$[\text{Det}_{L^d(\text{Spec } A)}] \in H^2 \left( L^d(\text{Spec } A), \mathcal{O}_{L^d(\text{Spec } A)}^x \right)$$

It is associated to the tangent $T_{L^d(\text{Spec } A)} \subset \mathbf{Tate}^{\leq 0}(L^d(\text{Spec } A))$ through the determinant map. Using proposition 3.1.3.8, we see that this construction is functorial in $A$, and from proposition 3.1.2.8 we get that it satisfies étale descent. Thus, for any quasi-compact and quasi-separated (derived) scheme (or Deligne-Mumford stack with algebraisable diagonal), we have a well-defined determinantal anomaly

$$[\text{Det}_{L^d(X)}] \in H^2 \left( L^d(X), \mathcal{O}_{L^d(X)}^x \right)$$

Remark 3.1.3.9. It is known since [KV3] that in dimension $d = 1$, if $[\text{Det}_{L^d(X)}]$ vanishes, then there are essentially no non-trivial automorphisms of sheaves of chiral differential operators on $X$.

### 3.2 Bubble spaces

#### 3.2.1 Local cohomology

This subsection is inspired by a result from [SGA2, Exposé 2], giving a formula for local cohomology – see remark 3.2.1.6. We will first develop two duality results we will need afterwards, and then prove the formula.

Let $A \in \mathbf{cdga}_{\leq 0}^k$ be a cdga over a field $k$. Let $(f_1, \ldots, f_p)$ be points of $A^0$ whose images in $H^0(A)$ form a regular sequence.

Let us denote by $A_{n,k}$ the Koszul complex associated to the regular sequence $(f_1^n, \ldots, f_k^n)$ for $k \leq p$. We set $A_{n,0} = A$ and $A_n = A_{n,p}$ for any $n$. If $k < p$, the multiplication by $f_k^n$ induces an endomorphism $\varphi_{k+1}^n$ of $A_{n,k}$. Recall that $A_{n,k+1}$ is isomorphic to the cone of $\varphi_{k+1}^n$:

$$\begin{commutative_diagram}
A_{n,k} & \xrightarrow{\varphi_{k+1}^n} & A_{n,k} \\
\downarrow & & \downarrow \\
0 & \rightarrow & A_{n,k+1}
\end{commutative_diagram}$$

Let us now remark that for any couple $(n, k)$, the $A$-module $A_{n,k}$ is perfect.
Lemma 3.2.1.1. Let \( k \leq p \). The \( A \)-linear dual \( A_{n,k}^\vee \) is equivalent to \( A_{n,k}[-k] \):

**Proof.** We will prove the statement recursively on the number \( k \). When \( k = 0 \), the result is trivial. Let \( k \geq 0 \) and let us assume that \( A_{n,k}^\vee \) is equivalent to \( A_{n,k}[-k] \). Let us also assume that for any \( a \in A \), the diagram induced by multiplication by \( a \) commutes

\[
\begin{array}{ccc}
A_{n,k}^\vee & \xrightarrow{a} & A_{n,k}[-k] \\
\downarrow & & \downarrow \alpha \\
A_{n+1,k}^\vee & \xrightarrow{a} & A_{n+1,k}[-k]
\end{array}
\]

We obtain the following equivalence of exact sequences

\[
\begin{array}{ccc}
A_{n+1,k}[-k-1] & \rightarrow & A_{n+1,k}[-k] \\
\downarrow & & \downarrow \sim \\
A_{n+1,k}^\vee & \rightarrow & A_{n+1,k}^\vee
\end{array}
\]

The statement about multiplication is straightforward. \( \square \)

**Lemma 3.2.1.2.** Let us assume \( A \) is a formal series ring over \( A_1 \):

\[ A = A_1 \left[ f_1, \ldots, f_p \right] \]

It follows that for any \( n \), the \( A_1 \)-module \( A_n \) is free of finite type and that there is map \( r_n : A_n \rightarrow A_1 \) mapping \( f_1^n \ldots f_p^n \) to 1 and any other generator to zero. We deduce an equivalence

\[ A_n \xrightarrow{\sim} A_n^{\vee/A_1} = \mathbb{R}\text{Hom}_{A_1}(A_n, A_1) \]

given by the pairing

\[ A_n \otimes_{A_1} A_n \xrightarrow{x} A_n \xrightarrow{r_n} A_1 \]

**Remark 3.2.1.3.** Note that we can express the inverse \( A_n^{\vee/A_1} \rightarrow A_n \) of the equivalence above: it map a function \( \alpha : A_n \rightarrow A_1 \) to the serie \( \sum_i \alpha(f_i)f_1^{n-1-i} \) where \( i \) varies through the uplets \( (i_1, \ldots, i_p) \) and where \( f_\ast = f_1^{i_1} \ldots f_p^{i_p} \).

We can now focus on the announced formula. Let \( X \) be a quasi-compact and quasi-separated derived scheme and let \( i : Z \rightarrow X \) be a closed embedding defined be a finitely generated ideal \( I \subset \mathcal{O}_X \). Let \( j : U \rightarrow X \) denote the complementary open subscheme.

Let us denote by \( \tilde{Y} \) the diagram \( N \rightarrow \text{dSt}_X \) defined by

\[ \tilde{Y}(n) = Y_n = \text{Spec}_X \left( \mathcal{O}_X/I^n \right) \]

For any \( n \in \mathbb{N} \), we will denote by \( i_n : Y_n \rightarrow X \) the inclusion. Let us fix the notation

\[ \mathbf{Qcoh}_\ast : \text{dSt}_X^{\mathbf{Qcoh}^p} \xrightarrow{\mathbf{Pr}_X^{L,V}} \left( \mathbf{Pr}_X^{R,V} \right)^{op} \cong \mathbf{Pr}_X^{R,V} \]
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It maps every morphism $\phi: S \to T$ to the forgetful functor $\phi^*: \text{Qcoh}(S) \to \text{Qcoh}(T)$. This functor also admit a right adjoint, denoted by $\phi_!$. We denote by

$$\text{Qcoh}^!: \text{dSt}_{k}^{op} \to \text{Pr}_{k}^{R/Y}$$

the corresponding diagram. It will also be handy to denote $\text{Qcoh}$ by $\text{Qcoh}^*$. We finally set the following notations

$$\text{Qcoh}(X) = \lim_{\leftarrow} \text{Qcoh}^*(\bar{Y}) \xrightarrow{i^*} \text{Qcoh}(\bar{X}) \xrightarrow{j^*} \text{Qcoh}^!(U)$$

Gaitsgory has proven the functors $fi_*$ and $i^*g$ to be equivalences. The functor $f$ then corresponds to $i^*$ through this equivalence. We can also form the adjunction

$$\lim_{\to} \text{Qcoh}^1(\bar{Y}) \xrightarrow{i^*} \text{Qcoh}(X)$$

Lemma 3.2.1.4 (Gaitsgory-Rozenblyum). Let $A \in \text{cdga}_{k}^{\geq 0}$ and let $p$ be a positive integer. The natural morphism induced by the multiplication $A_p \otimes_A A_p \to A_p$ is an equivalence

$$\text{colim}_n \text{RHom}_A\left(A_p \otimes_A A_p, -\right) \cong \text{colim}_n \text{RHom}_A\left(A_p \otimes_A A_p, -\right) \xrightarrow{\sim} \text{RHom}_A(A_p, -)$$

Proof. See [GR, 7.1.5].

Proposition 3.2.1.5. The functor $T = \tilde{i}_! \tilde{i}^!$ is the colimit of the diagram

$$\xymatrix{ N \ar[r]^-{Y} & \text{dSt}_X \ar[r]^-{\text{Qcoh}^*} & \text{Pr}_{k}^{L/Y} \ar[r]^-{i_{Qcoh}(X)} & \text{Fct}(\text{Qcoh}(X), \text{Qcoh}(X)) \ar[r]^-{\eta_{Qcoh}(X)} & \text{Id} }$$

It is moreover a right localisation equivalent to the local cohomology functor $gf$. This induces an equivalence

$$\lim_{\to} \text{Qcoh}^1(\bar{Y}) \to \text{Qcoh}_Z(X)$$

commuting with the functors to $\text{Qcoh}(X)$.

Remark 3.2.1.6. Let us denote by $\text{Hom}_{\text{Qcoh}}(\_, \_)$ the internal hom of the category $\text{Qcoh}(X)$. It corresponds to a functor $\text{Qcoh}(X)^{op} \to \text{Fct}(\text{Qcoh}(X), \text{Qcoh}(X))$. There is moreover a functor $\mathcal{O}_X: \text{dSt}_X \to \text{Qcoh}(X)^{op}$ mapping a morphism $\phi: S \to X$ to $\phi_*\mathcal{O}_S$. The composite functor

$$\text{Hom}_{\text{Qcoh}}(\mathcal{O}_X(\_, \_), \_): \text{dSt}_X \to \text{Fct}(\text{Qcoh}(X), \text{Qcoh}(X))$$

is then equivalent to $\eta_{\text{Qcoh}(X)} \circ \text{Qcoh}_*$, using the uniqueness of right adjoints.

It follows that for any quasi-coherent module $M \in \text{Qcoh}(X)$, we have an exact sequence

$$\text{colim}_n \text{Hom}_{\text{Qcoh}}(\mathcal{O}_{Y_n}, M) \to M \to j_*j^*M$$

and thus gives a (functorial) formula for local cohomology

$$H^Z(M) \cong \text{colim}_n \text{Hom}_{\text{Qcoh}}(\mathcal{O}_{Y_n}, M)$$

It is a generalisation to derived schemes of [SGA2, Exposé 2, Théorème 6].
Remark 3.2.2. The formal sphere of dimension 2 is the pro-ind-stack

\[ S^2 = \lim_{\rightarrow} \text{colim}_n \text{Spec}(A_p \oplus \text{Hom}_A(A_n, A)) \cong \lim_{\rightarrow} \text{colim}_n \text{Spec}(A_p \oplus A_n[-d]) \]

where \( A = k[x_1, \ldots, x_d] \) and \( A_n = A/(x_1^n, \ldots, x_d^n) \).

Remark 3.2.2. The notation \( \text{Spec}(A_p \oplus A_n[-d]) \) is slightly abusive. The cdga \( A_p \oplus A_n[-d] \) is not concentrated in non positive degrees. In particular, the derived stack \( \text{Spec}(A_p \oplus A_n[-d]) \) is not a derived affine scheme. It behaves like one though, regarding its derived category:

\[ \text{Qcoh}(\text{Spec}(A_p \oplus A_n[-d])) \cong \text{dgMod}_{A_p \oplus A_n[-d]} \]
Let us define the ind-pro-algebra

\[ O_{S^d} = \text{colim} \lim_{n \atop p \geq n} A_p \oplus A_n[-d] \]

where \( A_p \oplus A_n[-d] \) is the trivial square zero extension of \( A_p \) by the module \( A_n[-d] \). For any \( m \in \mathbb{N} \), let us denote by \( \hat{S}_m^d \) the ind-stack

\[ \hat{S}_m^d = \text{colim} \text{Spec}(A_p \oplus A_n[-d]) \]

**Definition 3.2.2.3.** Let \( T \) be a derived Artin stack. We define the \( d \)-bubble stack of \( T \) as the mapping ind-pro-stack

\[ \mathfrak{B}(T) = \text{Map}(\hat{S}_m^d, T) : \text{Spec} B \mapsto \text{colim} \lim_{n \atop p \geq n} T(B \otimes (A_p \oplus A_n[-d])) \]

Again, the cdga \( A_p \oplus A_n[-d] \) is not concentrated in non positive degree. This notation is thus slightly abusive and by \( T(B \otimes (A_p \oplus A_n[-d])) \) we mean

\[ \text{Map}(\text{Spec}(A_p \oplus A_n[-d]) \times \text{Spec} B, X) \]

We will denote by \( \mathfrak{B}_m(T) \) the diagram \( \mathbb{N} \rightarrow \text{Pro}^V \mathsf{dSt}_k \) of whom \( \mathfrak{B}(T) \) is a colimit in \( \text{IPdSt}_k \). Let us also denote by \( \mathfrak{B}_m(T) \) the mapping pro-stack

\[ \mathfrak{B}_m(T) = \text{Map}(\hat{S}_m^d, T) : \text{Spec} B \mapsto \lim_{p \geq m} T(B \otimes (A_p \oplus A_n[-d])) \]

and \( \mathfrak{B}_m(T) : \{ p \in \mathbb{N} \mid p \geq m \} \rightarrow \text{dSt}_S \) the corresponding diagram. In particular

\[ \mathfrak{B}_0(T) = \text{Map}(\hat{S}_0^d, T) : \text{Spec} B \mapsto \lim_p T(B \otimes A_p) \]

Those stacks come with natural maps

\[ \mathfrak{B}_m(T) \xrightarrow{s_m} \mathfrak{B}(T) \xrightarrow{r} \mathfrak{B}_0(T) \]

\[ \mathfrak{B}_m(T) \xrightarrow{s_m} \mathfrak{B}(T) \]

**Proposition 3.2.2.4.** If \( T \) is an affine scheme of finite type, the bubble stack \( \mathfrak{B}(T) \) is the product in ind-pro-stacks

\[ \mathfrak{B}(T) \xrightarrow{\mathcal{L}_V^d(T)} \mathfrak{L}_V^d(T) \]

\[ \mathcal{L}_V^d(T) \xrightarrow{\mathcal{L}_U^d(T)} \mathcal{L}_U^d(T) \]

**Proof.** There is a natural map \( V_k^d \rightarrow \hat{S}_m^d \) induced by the morphism

\[ \text{colim} \lim_{n \atop p \geq n} A_p \oplus A_n[-d] \rightarrow \lim_p A_p \]

Because \( T \) is algebrasiable, it induces a map \( \mathfrak{B}(T) \rightarrow \mathfrak{L}_V^d(T) \) and thus a diagonal morphism

\[ \delta : \mathfrak{B}(T) \rightarrow \mathfrak{L}_V^d(T) \times \mathfrak{L}_U^d(T) \]

We will prove that \( \delta \) is an equivalence. Note that because \( T \) is a finite limit of copies of \( \mathbb{A}^1 \), we can restrict to the case \( T = \mathbb{A}^1 \). Let us first compute the fibre product \( Z = \mathfrak{L}_V^d(\mathbb{A}^1) \times \mathfrak{L}_U^d(\mathbb{A}^1) \). It
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is the pullback of ind-pro-stacks

\[
\begin{array}{ccc}
Z & \longrightarrow & \lim_p \text{Spec}(k[a_{\alpha_1, \ldots, \alpha_d}, 0 \leq \alpha_i \leq p]) \\
\downarrow & & \downarrow \\
\lim_p \text{Spec}(k[a_{\alpha_1, \ldots, \alpha_d}, 0 \leq \alpha_i \leq p]) & \longrightarrow & \colim_n \lim_{p \in J} \text{Spec}(k[a_{\alpha_1, \ldots, \alpha_d}, -n \leq \alpha_i \leq p])
\end{array}
\]

where \( J = \{1, \ldots, d\} \) and \( \delta_{i \in I} = 1 \) if \( i \in I \) and 0 otherwise. For any subset \( K \subset J \) we define \( M^n_K \) to be the free complex generated by the symbols

\[\{a_{\alpha_1, \ldots, \alpha_d}, -n \leq \alpha_i < 0 \text{ if } i \in K, 0 \leq \alpha_i \leq p \text{ otherwise}\}\]

We then have the cartesian diagram

\[
\begin{array}{ccc}
Z & \longrightarrow & \lim_p \text{Spec}(k[M^n_0]) \\
\downarrow & & \downarrow \\
\lim_p \text{Spec}(k[M^n_0]) & \longrightarrow & \colim_n \lim_{J \subset I} \text{Spec}(k[\oplus_{K \subset I} M^n_K])
\end{array}
\]

Using lemma 3.1.3.5 we get

\[Z \simeq \colim_n \lim_p \text{Spec}(k[M^n_0 \oplus M^n_J d])\]

\[\square\]

**Remark 3.2.2.5.** Let us consider the map \( \lim_p A_p \to A_0 \simeq k \) mapping a formal series to its coefficient of degree 0. The \( (\lim A_p) \)-ind-module \( \text{colim} A_n[-d] \) is endowed with a natural map to \( k[-d] \). This induces a morphism \( \mathcal{O}_{S^d} \to k \oplus k[-d] \) and hence a map \( S^d \to \hat{S}^d \), where \( S^d \) is the topological sphere of dimension \( d \). We then have a rather natural morphism

\[\mathcal{B}_{S^d}(X) \to \text{Map}(S^d, X)\]

### 3.2.3 Its tangent is a Tate module

We already know from proposition 2.2.4.3 that the bubble stack is a Tate stack. We give here another decomposition of its tangent complex. We will need it when proving \( \mathcal{B}_{S^d}(T) \) is symplectic.

**Proposition 3.2.3.1.** Let us assume that the Artin stack \( T \) is locally of finite presentation. The ind-pro-stack \( \mathcal{B}_{S^d}(T) \) is then a Tate stack. Moreover for any \( m \in \mathbb{N} \) we have an exact sequence

\[s_m^* \mathcal{L}_{\mathcal{B}_{S^d}(T)} \to s_m^* \mathcal{L}_{\mathcal{B}_{S^d}(T)} \to s_m^* \mathcal{L}_{\mathcal{B}_{S^d}(T)/\mathcal{B}(T)}\]

where the left hand side is an ind-perfect module and the right hand side is a pro-perfect module.

**Proof.** Throughout this proof, we will write \( \mathcal{B} \) instead of \( \mathcal{B}_{S^d}(T) \) and \( \mathcal{B}_m \) instead of \( \mathcal{B}_{S^d}(T)_m \) for any \( m \). Let us first remark that \( \mathcal{B} \) is an Artin ind-pro-stack locally of finite presentation. It suffices to prove that \( s_m^* \mathcal{L}_{\mathcal{B}} \) is a Tate module on \( \mathcal{B}_m \), for any \( m \in \mathbb{N} \). We will actually prove that it is an elementary Tate module. We consider the map

\[s_m^* \mathcal{L}_{\mathcal{B}} \rightarrow s_m^* \mathcal{L}_{\mathcal{B}}\]
It is by definition equivalent to the natural map

\[ \lambda_{\mathfrak{B}_n}(\mathfrak{B}_n) \xrightarrow{f} \lim \lambda_{\mathfrak{B}_n}(\mathfrak{B}_m(T)) \]

where \( \mathfrak{B}_m(T) \) is the restriction of \( \mathfrak{B}(T) \) to \( \{n \geq m\} \subset \text{N} \). Let \( \phi \) denote the diagram

\[ \phi: \{n \in \text{N} | n \geq m\}^{op} \rightarrow \text{IPerf}(\mathfrak{B}_n(T)) \]

obtained as the cokernel of \( f \). It is now enough to prove that \( \phi \) factors through \( \text{IPerf}(\mathfrak{B}_n(T)) \). Let \( n \geq m \) be an integer and let \( g_{mn} \) denote the induced map \( \mathfrak{B}_m(T) \rightarrow \mathfrak{B}_n(T) \). We have an exact sequence

\[ s^*_n r^* \mathbb{L}_{\mathfrak{B}_m} \simeq g_{mn}^* s^*_n r^* \mathbb{L}_{\mathfrak{B}_m}(T) \rightarrow g_{mn}^* \mathbb{L}_{\mathfrak{B}_n}(T) \rightarrow \phi(n) \]

Let us denote by \( \psi(n) \) the cofiber

\[ s^*_n r^* \mathbb{L}_{\mathfrak{B}_m}(T) \rightarrow \mathbb{L}_{\mathfrak{B}_n}(T) \rightarrow \psi(n) \]

so that \( \phi(n) \simeq g_{mn}^* \psi(n) \). This sequence is equivalent to the colimit (in \( \text{IPerf}(\mathfrak{B}_n(T)) \)) of a cofiber sequence of diagrams \( \{p \in \text{N} | p \geq n\}^{op} \rightarrow \text{IPerf}(\mathfrak{B}_n(T)) \)

\[ \lambda_{\mathfrak{B}_n}(\mathfrak{B}_n(T)) \rightarrow \lambda_{\mathfrak{B}_n}(\mathfrak{B}_n(T)) \rightarrow \psi(n) \]

It suffices to prove that the diagram \( \bar{\psi}(n): \{p \in \text{N} | p \geq n\}^{op} \rightarrow \text{IPerf}(\mathfrak{B}_n(T)) \) is (essentially) constant. Let \( p \in \text{N}, p \geq n \). The perfect complex \( \psi(n)(p) \) fits in the exact sequence

\[ t^*_n \pi^* \mathbb{L}_{\mathfrak{B}_0,p}(T) \rightarrow \pi^* \mathbb{L}_{\mathfrak{B}_n,p}(T) \rightarrow \bar{\psi}(n)(p) \]

where \( t_n: \mathfrak{B}_n(T) \rightarrow \mathfrak{B}_0,p(T) \) is the canonical projection and \( \varepsilon_{np}: \mathfrak{B}_n,p(T) \rightarrow \mathfrak{B}_0,p(T) \) is induced by the augmentation \( \mathcal{O}_{S_{n,p}} \rightarrow \mathcal{O}_{S_{n,q}} \). It follows that \( \bar{\psi}(n)(p) \) is equivalent to

\[ t^*_n \mathbb{L}_{\mathfrak{B}_0,p}(T) \]

Moreover, for any \( q \geq p \geq n \), the induced map \( \bar{\psi}(n)(p) \rightarrow \bar{\psi}(n)(q) \) is obtained (through \( t^*_n \)) from the cofiber, in \( \text{IPerf}(\mathfrak{B}_{n,q}(T)) \)

\[ \begin{array}{ccc}
\alpha_{n,p,q}^* \mathbb{L}_{\mathfrak{B}_0}_{n,q}(T) & \rightarrow & \mathbb{L}_{\mathfrak{B}_n}_{n,q}(T) \\
\varepsilon_{nq}^* \alpha_{n,p,q}^* \mathbb{L}_{\mathfrak{B}_0}_{n,q}(T) & \rightarrow & \alpha_{n,p,q}^* \mathbb{L}_{\mathfrak{B}_n}_{n,q}(T) \\
\varepsilon_{nq}^* & \rightarrow & \varepsilon_{nq}^* \mathbb{L}_{\mathfrak{B}_n}_{n,q}(T) \\
\end{array} \]

where \( \alpha_{n,p,q} \) is the map \( \mathfrak{B}_{n,q}(T) \rightarrow \mathfrak{B}_{n,p}(T) \). Let us denote by \( (\sigma) \) the square on the left hand side above. Let us fix a few more notations:

\[ \begin{array}{ccc}
\mathfrak{B}_{n,p}(T) \times S_{0,p} & \leftarrow & \mathfrak{B}_{n,q}(T) \times S_{0,q} \\
\mathfrak{B}_{n,q}(T) \times S_{0,p} & \rightarrow & \mathfrak{B}_{n,q}(T) \times S_{0,q} \\
\mathfrak{B}_{n,p}(T) \times S_{n,p} & \leftarrow & \mathfrak{B}_{n,q}(T) \times S_{n,q} \\
\mathfrak{B}_{n,q}(T) \times S_{n,p} & \rightarrow & \mathfrak{B}_{n,q}(T) \times S_{n,q} \\
S_{0,p} & \dashv & \mathfrak{B}_{n,p}(T) \\
S_{n,p} & \dashv & \mathfrak{B}_{n,q}(T) \\
T & \dashv & \mathfrak{B}_{n,q}(T) \\
\end{array} \]
The diagram (σ) is then dual to the diagram

\[
\begin{array}{c}
\alpha_{npq}^*\xi_{npq}^*\varphi_{npq}^*ev_{npq}^*T_T & \leftarrow \alpha_{npq}^*\xi_{npq}^*ev_{np}^*T_T \\
\xi_{npq}^*\varphi_{npq}^*ev_{npq}^*T_T & \leftarrow \varphi_{npq}^*ev_{npq}^*T_T
\end{array}
\]

Moreover, the functor \(\varpi_{np}\) (for any \(n\) and \(p\)) satisfies the base change formula. This square is thus equivalent to the image by \(\varpi_{npq}\) of the square

\[
\psi_{npq}^*b_{npq}^*b_{npq}^*\psi_{npq}^*ev_{npq}^*T_T \leftarrow b_{npq}^*b_{npq}^*ev_{npq}^*T_T
\]

\[
\varphi_{npq}^*ev_{npq}^*T_T \leftarrow ev_{npq}^*T_T
\]

Using now the projection and base change formulae along the morphisms \(\varphi_{npq}\) and \(\psi_{npq}\), we see that this last square is again equivalent to

\[
(a_{npq}\beta_{npq}\xi_{npq}\mathcal{O}_{S_{n,p}}) \otimes (ev_{npq}^*T_T) \leftarrow (a_{npq}\beta_{npq}\xi_{npq}\mathcal{O}_{S_{n,p}}) \otimes (ev_{npq}^*T_T)
\]

\[
(a_{npq}\xi_{npq}\mathcal{O}_{S_{n,q}}) \otimes (ev_{npq}^*T_T) \leftarrow (a_{npq}\xi_{npq}\mathcal{O}_{S_{n,q}}) \otimes (ev_{npq}^*T_T)
\]

We therefore focus on the diagram

\[
\begin{array}{c}
\mathcal{O}_{S_{n,q}} & \rightarrow \xi_{npq}\mathcal{O}_{S_{n,q}} \\
\beta_{npq}\mathcal{O}_{S_{n,p}} & \rightarrow \beta_{npq}\xi_{npq}\mathcal{O}_{S_{n,p}}
\end{array}
\]

By definition, the fibres of the horizontal maps are both equivalent to \(A_n[-d]\) and the map induced by the diagram above is an equivalence. We have proven that for any \(q \geq p \geq n\) the induced map \(\hat{\psi}(n)(p) \rightarrow \hat{\psi}(n)(q)\) is an equivalence. It implies that \(\mathbb{L}_{\mathbb{M}^d(T)}\) is a Tate module.

3.2.4 A symplectic structure (shifted by \(d\))

In this subsection, we will prove the following

**Theorem 3.2.4.1.** Assume \(T\) is \(q\)-shifted symplectic. The ind-pro-stack \(\mathbb{M}_d^r(T)\) admits a symplectic Tate structure shifted by \(q - d\). Moreover, for any \(m \in \mathbb{N}\) we have an exact sequence

\[
s_m^*\mathbb{L}_{\mathbb{M}_d^r(T)} \rightarrow s_m^*\mathbb{L}_{\mathbb{M}_d^r(T)} \rightarrow s_m^*\mathbb{L}_{\mathbb{M}_d^r(T)} \otimes \mathbb{L}_{\mathbb{M}_d^r(T)}[q - d]
\]

**Proof.** Let us start with the following remark: the residue map \(r_n\): \(A_n \rightarrow k = A_1\) defined in lemma 3.2.1.2 defines a map \(\mathcal{O}_{S_{n}} \rightarrow k[-d]\). From theorem 2.2.3.8, we have a \((q - d)\)-shifted closed 2-form on \(\mathbb{M}_d^r(T)\). We have a morphism from theorem 2.2.2.3

\[
\mathcal{O}_{\mathbb{M}_d^r(T)[q-d]} \rightarrow \mathbb{L}_{\mathbb{M}_d^r(T)} \otimes \mathbb{L}_{\mathbb{M}_d^r(T)}
\]

in \(\text{PIPerf}(\mathbb{M}_d^r(T))\). Let \(m \in \mathbb{N}\). We get a map

\[
\mathcal{O}_{\mathbb{M}_d^r(T)_m[q-d]} \rightarrow s_m^*\mathbb{L}_{\mathbb{M}_d^r(T)} \otimes s_m^*\mathbb{L}_{\mathbb{M}_d^r(T)}
\]
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and then
\[ s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \to \mathcal{O}_{\mathfrak{M}(T)}[q - d] \]

in \( \text{IPPerf}(\mathfrak{M}(T)_m) \). We consider the composite map
\[ \theta : s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \to s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \to \mathcal{O}_{\mathfrak{M}(T)}[q - d] \]

Using the remark 2.2.3.9 and the proof of proposition 3.2.3.1 we see that \( \theta \) is induced by the morphisms (varying \( n \) and \( p \))
\[ \varpi_{np*} \left( E \otimes E \otimes ev_{np}^* (T_T \otimes T_T) \right) \xrightarrow{A} \varpi_{np*} (E \otimes E[q]) \xrightarrow{B} \varpi_{np*} \left( \mathcal{O}_{\mathfrak{M}(T)_{np} \times S_{np}}[q] \right) \]

where \( E = a^* \xi_{np} \ast_{np} \ast_{np} \mathcal{O}_A^d \) and the map \( A \) is induced by the symplectic form on \( T \). The map \( B \) is induced by the multiplication in \( \mathcal{O}_{S_{np}} \). This sheaf of functions is a trivial square zero extension of augmentation ideal \( \xi_{np} \ast_{np} \ast_{np} \mathcal{O}_A^d \) and \( B \) therefore vanishes. It follows that the morphism
\[ s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \to s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \to \mathcal{O}_{\mathfrak{M}(T)}[q - d] \]

factors through \( s_m^* \ast_{\mathfrak{M}(T)} \otimes s_m^* \ast_{\mathfrak{M}(T)} \). Now using proposition 3.2.3.1 we get a map of exact sequences in the category of Tate modules over \( \mathfrak{M}(T)_m \)
\[ \begin{array}{cccc}
  s_m^* \ast_{\mathfrak{M}(T)} & \quad & s_m^* \ast_{\mathfrak{M}(T)} \\
  \quad \quad \tau_m \quad & & \quad \quad \quad \quad \\
  s_m^* \ast_{\mathfrak{M}(T)}[d - q] & \quad & s_m^* \ast_{\mathfrak{M}(T)}[d - q] & \quad & s_m^* \ast_{\mathfrak{M}(T)}[d - q]
\end{array} \]

where the maps on the sides are dual one to another. It therefore suffices to see that the map \( \tau_m : s_m^* \ast_{\mathfrak{M}(T)} \to s_m^* \ast_{\mathfrak{M}(T)}[d - q] \) is an equivalence. We now observe that \( \tau_m \) is a colimit indexed by \( p \geq m \) of maps
\[ g_{pp*}^* \left( \varepsilon_{pp} \ast_{\mathfrak{M}(T)} \left( \mathfrak{M}(T)_{pp} / \mathfrak{M}(T)_{pp} \right) \right) \]

Let us fix \( p \geq m \) and \( G = a_{pp}^* \xi_{pp} \ast_{pp} \mathcal{O}_{S_{pp}} \). The map \( F_p : \mathfrak{M}(T)_{pp} / \mathfrak{M}(T)_{pp} \to \varepsilon_{pp} \ast_{\mathfrak{M}(T)} \left( \mathfrak{M}(T)_{pp} / \mathfrak{M}(T)_{pp} \right) \) at hand is induced by the pairing
\[ \begin{array}{c}
  \mathfrak{M}(T)_{pp} / \mathfrak{M}(T)_{pp} \otimes \varepsilon_{pp} \ast_{\mathfrak{M}(T)} \left( \mathfrak{M}(T)_{pp} / \mathfrak{M}(T)_{pp} \right) \\
  \downarrow \\
  \varpi_{pp*} (E \otimes ev_{pp}^* T_T) \\
  \varpi_{pp*} (E \otimes ev_{pp}^* T_T \otimes G \otimes ev_{pp}^* T_T) \\
  \downarrow \\
  \varpi_{pp*} (E \otimes G)[q] \\
  \downarrow \\
  \varpi_{pp*} \left( \mathcal{O}_{\mathfrak{M}(T)} \times S_{pp} \right)[q] \\
  \downarrow \\
  \mathcal{O}_{\mathfrak{M}(T)}[q - d]
\end{array} \]

We can now conclude using lemma 3.2.1.2. □
Chapter 4

Tangent Lie algebra

We will study in this last chapter the tangent complex of a derived Artin stack. The main theorem builds a Lie structure on the shifted tangent complex $TX[-1]$ of a derived Artin stack $X$ locally of finite presentation. We will also prove that for any perfect complex $E$ on $X$, its Atiyah class defines a Lie action of the tangent $TX[-1]$ on $E$. In this chapter, $k$ will be a field of characteristic zero. Given $A \in \text{cdga}_k$, we will use the following notations

- The $(\infty,1)$-category $\text{dgMod}_A$ of (unbounded) dg-modules over $A$;
- The $(\infty,1)$-category $\text{cdga}_A$ of (unbounded) commutative dg-algebras over $A$;
- The $(\infty,1)$-category $\text{cdga}^{\leq 0}_A$ of commutative dg-algebras over $A$ cohomologically concentrated in non positive degree;
- The $(\infty,1)$-category $\text{dgAlg}_A$ of (neither bounded nor commutative) dg-algebras over $A$;
- The $(\infty,1)$-category $\text{dgLie}_A$ of (unbounded) dg-Lie algebras over $A$.

Each one of those $(\infty,1)$-categories appears as the underlying $(\infty,1)$-category of a model category. We will denote by $\text{dgMod}_A$, $\text{cdga}_A$, $\text{cdga}^{\leq 0}_A$, $\text{dgAlg}_A$ and $\text{dgLie}_A$ the model categories.

4.1 Lie algebras and formal stacks over a cdga

In this part we will mimic a construction found in Lurie’s [DAG-X]

**Theorem 4.1.0.1** (Lurie). Let $k$ be a field of characteristic zero. There is an adjunction of $(\infty,1)$-categories:

$$
C_k : \text{dgLie}_k \rightleftarrows \left( \text{cdga}_{k/k} \right)^{\text{op}} : D_k
$$

Whenever $L$ is a dg-Lie algebra:

(i) If $L$ is freely generated by a dg-module $V$ then the algebra $C_k(L)$ is equivalent to the trivial square zero extension $k \oplus V[-1]$.

(ii) If $L$ is concentrated in positive degree and every vector space $L^n$ is finite dimensional, then the adjunction morphism $L \to D_k C_k L$ is an equivalence.

The goal is to extend this result to more general basis, namely a commutative dg-algebra over $k$ concentrated in non positive degree. The existence of the adjunction and the point (i) will be proved over any basis, the analog of point (ii) will need the base dg-algebra to be noetherian.

Throughout this section, $A$ will be a commutative dg-algebra concentrated in non-positive degree over the base field $k$ (still of characteristic zero).
4.1.1 Algebraic theory of dg-Lie algebras

Let us consider the adjunction \( \text{Free} : \text{dgLie}_A \rightleftarrows \text{dgMod}_A : \text{Forget} \) of \((\infty,1)\)-categories.

**Definition 4.1.1.1.** Let \( \text{dgMod}^{f,\geq 1}_A \) denote the full sub-category of \( \text{dgMod}_A \) spanned by the free dg-modules of finite type whose generators are in positive degree. An object of \( \text{dgMod}^{f,\geq 1}_A \) is thus (equivalent to) the dg-module

\[
\bigoplus_{i=1}^n A^p_{[-i]}
\]

for some \( n \geq 1 \) and some family \((p_1, \ldots, p_n)\) of non negative integers.

Let \( \text{dgLie}^{f,\geq 1}_A \) denote the essential image of \( \text{dgMod}^{f,\geq 1}_A \) in \( \text{dgLie}_A \) by the functor \( \text{Free} \).

Let us recall that \( \mathcal{P}_\Sigma(C) \) stands for the sifted completion of a category \( C \) with finite coproducts.

**Proposition 4.1.1.2.** The Yoneda functors

\[
\begin{align*}
\text{dgMod}_A & \to \mathcal{P}_\Sigma(\text{dgMod}^{f,\geq 1}_A) = \text{Fct}^\times\left(\left(\text{dgMod}^{f,\geq 1}_A\right)^{\op}, \text{sSets}\right) \\
\text{dgLie}_A & \to \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A) = \text{Fct}^\times\left(\left(\text{dgLie}^{f,\geq 1}_A\right)^{\op}, \text{sSets}\right)
\end{align*}
\]

are equivalences of \((\infty,1)\)-categories.

**Remark 4.1.1.3.** The above proposition implies that every dg-Lie algebra is colimit of a **sifted** diagram of objects in \( \text{dgLie}^{f,\geq 1}_A \).

**Proof.** Every dg-module can be obtained as the colimit of a diagram in \( \text{dgMod}^{f,\geq 1}_A \) and objects of \( \text{dgMod}^{f,\geq 1}_A \) are compact projective in \( \text{dgMod}_A \) (an object is compact projective if the functor it corepresents preserves sifted colimits). The proposition [HTT, 5.5.8.25] makes the first functor an equivalence.

The forgetful functor \( \text{Forget} \) is monadic. Every dg-Lie algebra can thus be obtained as a colimit of a simplicial diagram with values in the \((\infty,1)\)-category of free dg-Lie algebras (see [HAlg, 6.2.2.12]). From those two facts we deduce that every dg-Lie algebra is a colimit of objects in \( \text{dgLie}^{f,\geq 1}_A \). The forgetful functor \( \text{Forget} \) preserves sifted colimits and objects in \( \text{dgLie}^{f,\geq 1}_A \) are thus compact projective in \( \text{dgLie}_A \). \( \square \)

**Remark 4.1.1.4.** The above proposition implies that when \( A \to B \) is a morphism in \( \text{cdga}_k^{\leq 0} \), the following square of \((\infty,1)\)-categories commutes:

\[
\begin{array}{ccc}
\text{dgLie}_A & \to & \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A) \\
\text{B} \otimes_A & \downarrow & \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A) \\
\text{dgLie}_B & \to & \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_B)
\end{array}
\]

The following proposition actually proves that this comes from a natural transformation between functors \( \text{cdga}_k^{\leq 0} \to \text{Cat}_{\infty} \).

**Proposition 4.1.1.5.** There are \((\infty,1)\)-categories \( \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A) \), each endowed with a coCartesian fibration to \( \text{cdga}_k^{\leq 0} \), respectively representing the functors \( A \mapsto \text{dgLie}_A \) and \( A \mapsto \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A) \). There is an equivalence over \( \text{cdga}_k^{\leq 0} \):

\[
\mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}) \xrightarrow{\sim} \mathcal{P}_\Sigma(\text{dgLie}) \to \mathcal{P}_\Sigma(\text{dgLie}^{f,\geq 1}_A)
\]

\[
\begin{array}{ccc}
\xrightarrow{\sim} & \mathcal{P}_\Sigma(\text{dgLie}) & \\
\text{cdga}_k^{\leq 0} \end{array}
\]
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This induces an equivalence of functors \( \text{cdga}_k^{\leq 0} \rightarrow \text{Pr}_{\mathbb{Z}}^L \) which moreover descend to a natural transformation

\[
\text{cdga}_k^{\leq 0} \xrightarrow{\sim} \text{Pr}_{\mathbb{Z}}^L
\]

**Remark 4.1.1.6.** This proposition establishes an equivalence of functors \( \text{cdga}_k^{\leq 0} \rightarrow \text{Pr}_{\mathbb{Z}}^L \) between \( A \mapsto \text{dgLie}_A \) and \( A \mapsto P_\Sigma(\text{dgLie}_A^{f, \geq 1}) \).

**Proof.** Let us define \( \int \text{dgLie} \) as the following category.

- An object is couple \( (A, L) \) where \( A \in \text{cdga}_k^{\leq 0} \) and \( L \in \text{dgLie}_A \).
- A morphism \( (A, L) \rightarrow (B, L') \) is a morphism \( A \rightarrow B \) and a morphism of \( A \)-dg-Lie algebras \( L \rightarrow L' \).

We define \( \int \text{dgLie} \) to be the localization of \( \int \text{dgLie} \) along quasi-isomorphisms of dg-Lie algebras. Using [DAG-X, 2.4.19], there is a coCartesian fibration of \((\mathcal{X}, 1)\)-categories \( \int \text{dgLie} \rightarrow \text{cdga}_k^{\leq 0} \).

This coCartesian fibration defines a functor \( \text{dgLie} : \text{cdga}_k^{\leq 0} \rightarrow \text{Cat}_\mathbb{Z} \) mapping a cdga \( A \) to \( \text{dgLie}_A \) and a morphism \( A \rightarrow B \) to the base change functor. It comes by construction with a subfunctor

\[
\text{dgLie}^{f, \geq 1} : \text{cdga}_k^{\leq 0} \rightarrow \text{Cat}_\mathbb{Z}
\]

Let us denote by \( P_\Sigma(\text{dgLie}^{f, \geq 1}) \) its composite functor with

\[
P_\Sigma : \text{Cat}_\mathbb{Z} \rightarrow \text{Cat}_\mathbb{Z}
\]

We get a diagram

\[
\begin{array}{ccc}
P_\Sigma(\text{dgLie}^{f, \geq 1}) & \xrightarrow{F} & \int \text{dgLie}^{f, \geq 1} \\
\int \text{dgLie} & \xrightarrow{F_0} & \text{cdga}_k^{\leq 0}
\end{array}
\]

The functor \( F_0 \) has a relative left Kan extension \( F \) along \( G \) (see [HTT, 4.3.2.14]). Because of proposition 4.1.1.2, it now suffices to prove that \( F \) preserves coCartesian morphisms. This is a consequence of [HTT, 4.3.1.12]. We get the announced equivalence of functors

\[
\text{cdga}_k^{\leq 0} \xrightarrow{\sim} \text{Pr}_{\mathbb{Z}}^L
\]

We now observe that both the involved functors map quasi-isomorphisms of \( \text{cdga}_k^{\leq 0} \) to equivalences of categories. It follows that this natural transformation factors through the localisation \( \text{cdga}_k^{\leq 0} \) of \( \text{cdga}_k^{\leq 0} \).

### 4.1.2 Poincaré-Birkhoff-Witt over a cdga in characteristic zero

In this short parenthesis, we prove the PBW-theorem over a cdga of characteristic 0. The prove is a simple generalisation of that of Paul M. Cohn over a algebra in characteristic 0 – see [Coh, theorem 2].

73
Theorem 4.1.2.1. Let $A$ be a commutative dg-algebra over a field $k$ of characteristic zero. For any dg-Lie algebra $L$ over $A$, there is a natural isomorphism of $A$-dg-modules

$$\text{Sym}_A L \rightarrow \mathcal{U}_A L$$

**Proof.** Recall that $\mathcal{U}_A L$ can be endowed with a bialgebra structure such that an element of $L$ is primitive in $\mathcal{U}_A L$. The morphism $L \rightarrow \mathcal{U}_A L$ therefore induces a morphism of dg-bialgebras $\mathcal{T}_A L \rightarrow \mathcal{U}_A L$ which can be composed with the symmetrization map $\text{Sym}_A L \rightarrow \mathcal{T}_A L$ given by

$$x_1 \otimes \ldots \otimes x_n \mapsto \frac{1}{n!} \sum_{\sigma} \varepsilon(\sigma, \bar{x}) x_{\sigma(1)} \otimes \ldots \otimes x_{\sigma(n)}$$

where $\sigma$ varies in the permutation group $S_n$ and where $\varepsilon(-, \bar{x})$ is a group morphism $S_n \rightarrow \{-1, +1\}$ determined by the value on the permutations $(i \ j)$

$$\varepsilon((i \ j), \bar{x}) = (-1)^{x_i \| x_j}$$

We finally get a morphism of $A$-dg-coalgebras $\phi : \text{Sym}_A L \rightarrow \mathcal{U}_A L$. Let us take $n \geq 1$ and let us assume that the image of $\phi$ contains $\mathcal{U}_A^{\leq n} L$. The image of a symmetric tensor

$$x_1 \otimes \ldots \otimes x_n$$

by $\phi$ is the class

$$\left[\frac{1}{n!} \sum_{\sigma} \varepsilon(\sigma, \bar{x}) x_{\sigma(1)} \otimes \ldots \otimes x_{\sigma(n)}\right]$$

which can be rewritten

$$\left[x_1 \otimes \ldots \otimes x_n + \sum_{\alpha} \frac{1}{n!} y_{\alpha}^0 \otimes \ldots \otimes y_{\alpha}^{n-1}\right]$$

where $y_{\alpha}^0$ is either some of the $x_j$’s or some bracket $[x_j, x_k]$. This implies that $\mathcal{U}_A^{\leq n} L$ is in the image of $\phi$ and we therefore show recursively that $\phi$ is surjective (the filtration of $\mathcal{U}_A L$ is exhaustive).

There is moreover a section

$$\mathcal{U}_A L \rightarrow \text{Sym}_A L$$

for which a formula is given in [Coh] and which concludes the proof. □

4.1.3 Almost finite cellular objects

Let $A$ be a commutative dg-algebra over $k$.

**Definition 4.1.3.1.** Let $M$ be an $A$-dg-module.

- We will denote by $M^c(M)$ the mapping cone of the identity of $M$.
- We will say that $M$ is an almost finite cellular object if there is a diagram

$$0 \rightarrow A^0 = M_0 \rightarrow M_1 \rightarrow \ldots$$

whose colimit is $M$ and such that for any $n$, the morphism $M_n \rightarrow M_{n+1}$ fits into a cocartesian diagram

$$\xymatrix{ A^{p_0}[n] \ar[r] \ar[d] & M_n \ar[d] \ar[r] & M_{n+1} \ar[d] \\
M^c(A^{p_0}[n]) & M_{n+1} & M_{n+1} }$$
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Remark 4.1.3.2. The definition above states that a dg-module $M$ is an almost finite cellular object if it is obtained from $0$ by gluing a finite number of cells in each degree (although the total number of cells is not necessarily finite).

Lemma 4.1.3.3. Let $\phi: M \to N$ be a morphism of $A$-dg-modules.

- If $M$ is an almost finite cellular object then it is cofibrant.
- Assume both $M$ and $N$ are almost finite cellular objects. The morphism $\phi$ is a quasi-isomorphism if and only if for any field $l$ and any morphism $A \to l$ the induced map $\phi_k: M \otimes_A l \to N \otimes_A l$ is a quasi-isomorphism.

Proof. Assume $M$ is an almost finite cellular object. Let us consider a diagram $M \to Q \leftarrow P$ where the map $P \to Q$ is a trivial fibration. Each morphism $M_n \to M_{n+1}$ is a cofibration and there thus is a compatible family of lifts $(M_n \to P)$. This gives us a lift $M \to P$. The $A$-dg-module $M$ is cofibrant.

Let now $\phi$ be a morphism $M \to N$ between almost finite cellular objects and that the morphism $\phi_i$ is a quasi-isomorphism for any field $l$ under $A$. Replacing $M$ with the cone of $\phi$ (which is also an almost finite cellular object) we may assume that $N$ is trivial. Notice first that an almost finite cellular object is concentrated in non positive degree. Notice also that for any $n$ the truncated morphism $\phi_{> -n}: M_{n+1} \to M_{> -n}$ is a quasi-isomorphism. We then have

$$0 \simeq H^j \left( M \otimes_A l \right) \simeq H^j \left( M_n \otimes_A l \right)$$

whenever $-n < j \leq 0$ and for any $A \to l$. Since $H^j(M_n \otimes_A l) \simeq 0$ if $j \leq -n - 2$ the $A$-dg-module $M_n$ is perfect and of amplitude $[-n-1, -n]$. This implies the existence of two projective modules $P$ and $Q$ (ie retracts of some power of $A$) fitting in a cofiber sequence (see [TV])

$$P[n] \to M_n \to Q[n + 1]$$

The dg-module $M_n$ is then cohomologically concentrated in degree $] - \infty, -n]$, and so is $M$. This being true for any $n$ we deduce that $M$ is contractible.

The next lemma requires the base $A$ to be noetherian. Recall that $A$ is noetherian if $H^0(A)$ is noetherian and if $H^n(A)$ is trivial when $n$ is big enough and of finite type over $H^0(A)$ for any $n$.

Lemma 4.1.3.4. Assume $A$ is noetherian. If $B$ is an object of $\text{cdga}_{\leq 0}^A$ such that:

- The $H^0(A)$-algebra $H^0(B)$ is finitely presented,
- For any $n \geq 1$ the $H^0(B)$-module $H^{-n}(B)$ is of finite type,

then the $A$-dg-module $L_{B/A} \otimes_B A$ is an almost finite cellular object.

Proof. Because the functor $(A \to B \to A) \mapsto L_{B/A} \otimes_B A$ preserves colimits, it suffices to prove that $B$ is an almost finite cellular object in $\text{cdga}_{\leq 0}^A$. This means we have to build a diagram

$$B_0 \to B_1 \to \ldots$$

whose colimit is equivalent to $B$ and such that for any $n \geq 1$ the morphism $B_{n-1} \to B_n$ fits into a cocartesian diagram

$$A[R_1^{n-1}, \ldots, R_q^{n-1}]dR_i^{n-1} = 0 \longrightarrow B_{n-1}$$

$$\downarrow \quad \downarrow \quad \downarrow$$

$$A[U_1^n, \ldots, U_q^n, X_1^p, \ldots, X_p^p]dX_i^p = 0 \longrightarrow B_n$$
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where $R^n_i$ is a variable in degree $-(n-1)$ and $X^n_i$ and $U^n_i$ are variables in degree $-n$.

We build such a diagram recursively. Let

$$H^0(B) \cong H^0(A)[X^0_1, \ldots, X^0_p]/(R^0_1, \ldots, R^0_q)$$

be a presentation of $H^0(B)$ as an $H^0(A)$-algebra. Let $B_0$ be $A[X^0_1, \ldots, X^0_p]$ equipped with a morphism $\phi_0: B_0 \to B$ given by a choice of coset representatives of $X^0_1, \ldots, X^0_p$ in $B$. The induced morphism $H^0(B_0) \to H^0(B)$ is surjective and its kernel is of finite type (as a $H^0(A)$-module).

Let $n \geq 1$. Assume $\phi_{n-1}: B_{n-1} \to B$ has been defined and satisfies the properties:

- If $n = 1$ then the induced morphism of $H^0(A)$-modules $H^0(B_0) \to H^0(B)$ is surjective and its kernel $K_0$ is a $H^0(A)$-module of finite type.
- If $n \geq 2$, then the morphism $\phi_{n-1}$ induces isomorphisms $H^{-i}(B_{n-1}) \to H^{-i}(B)$ of $H^0(A)$-modules if $i = 0$ and of $H^0(B)$-modules for $1 \leq i \leq n - 2$.
- If $n \geq 2$ then the induced morphism of $H^0(B)$-modules $H^{-n+1}(B_{n-1}) \to H^{-n+1}(B)$ is surjective and its kernel $K_{n-1}$ is a $H^0(B)$-module of finite type.

Let $n \geq 1$. Let $X^n_1, \ldots, X^n_p$ be generators of $H^{-n}(B)$ as an $H^0(B)$-module and $R^{n-1}_1, \ldots, R^{n-1}_q$ be generators of $K_{n-1}$. Let $B_n$ be the pushout:

$$A[R^{n-1}_1, \ldots, R^{n-1}_q]dR^{n-1}_i=0 \xrightarrow{\quad R_i \mapsto dU_i \quad} B_{n-1}$$

Let $r^n_1, \ldots, r^n_q$ be the images of $R^{n-1}_1, \ldots, R^{n-1}_q$ (respectively) by the composite morphism

$$A[R^{n-1}_1, \ldots, R^{n-1}_q]dR^{n-1}_i=0 \to B_{n-1} \to B$$

There exist $u^n_1, \ldots, u^n_q \in B$ such that $dU^i = r^n_i$ for all $i$. Those $u^n_1, \ldots, u^n_q$ together with a choice of coset representatives of $X^n_1, \ldots, X^n_p$ in $B$ induce a morphism

$$A[U^n_1, \ldots, U^n_q, X^n_1, \ldots, X^n_p]dX^n=0 \to B$$

which induces a morphism $\phi_n: B_n \to B$.

If $n = 1$ then a quick computation proves the isomorphism of $H^0(A)$-modules

$$H^0(B_1) \cong H^0(B_0)/(R^0_1, \ldots, R^0_q) \cong H^0(B)$$

If $n \geq 2$ then the truncated morphism $B^{2-n}_n \xrightarrow{\sim} B^{2-n}_{n-1}$ is a quasi-isomorphism and the induced morphisms $H^{-i}(B_n) \xrightarrow{\sim} H^{-i}(B)$ are thus isomorphisms of $H^0(B)$-modules for $i \leq n - 2$. We then get the isomorphism of $H^0(B)$-modules

$$H^{-n+1}(B_n) \cong H^{-n+1}(B_{n-1})/(R^{n-1}_1, \ldots, R^{n-1}_q) \cong H^{-n+1}(B)$$

The natural morphism $\theta: H^{-n}(B_n) \to H^{-n}(B)$ is surjective. The $H^0(B)$-module $H^{-n}(B_n)$ is of finite type and because $H^0(B)$ is noetherian, the kernel $K_n$ of $\theta$ is also of finite type. The recursivity is proven and it now follows that the morphism $\text{colim}_n B_n \to B$ is a quasi-isomorphism.

**Definition 4.1.3.5.** Let $L$ be a dg-Lie algebra over $A$. 
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• We will say that $L$ is very good if there exists a finite sequence

$$0 = L_0 \to L_1 \to \ldots \to L_n = L$$

such that each morphism $L_i \to L_{i+1}$ fits into a cocartesian square

$$\begin{array}{ccc}
\text{Free}(A[-p_i]) & \longrightarrow & L_i \\
\downarrow & & \downarrow \\
\text{Free}(M_c(A[-p_i])) & \longrightarrow & L_{i+1}
\end{array}$$

where $p_i \geq 2$.

• We will say that $L$ is good if it is quasi-isomorphic to a very good dg-Lie algebra.

• We will say that $L$ is almost finite if it is cofibrant and if its underlying graded module is isomorphic to

$$\bigoplus_{i \geq 1} A^n[-i]$$

**Lemma 4.1.3.6.** The following assertions are true.

• Any very good dg-Lie algebra is almost finite.

• The underlying dg-module of a cofibrant dg-Lie algebra is cofibrant.

**Proof.** Any free dg-Lie algebra generated by some $A[-p]$ with $p \geq 2$ is almost finite. Considering a pushout diagram

$$\begin{array}{ccc}
\text{Free}(A[-p]) & \longrightarrow & L \\
\downarrow & & \downarrow \\
\text{Free}(M_c(A[-p])) & \longrightarrow & L'
\end{array}$$

Whenever $L$ is almost finite, so is $L'$. This proves the first item.

Let now $L$ be a dg-Lie algebra over $A$. There is a morphism of dg-modules $L \to U_A L$. The Poincaré-Birkhoff-Witt theorem states that the dg-module $U_A L$ is isomorphic to $\text{Sym}_A L$. There is therefore a retract $U_A L \to L$ of the universal morphism $L \to U_A L$. The functor $U_A: \text{dgLie}_A \to \text{dgAlg}_A$ preserves cofibrant objects and using a result of [SS], so does the forgetful functor $\text{dgAlg}_A \to \text{dgMod}_A$. We therefore deduce that if $L$ is cofibrant in $\text{dgLie}_A$ it is also cofibrant in $\text{dgMod}_A$.

**Definition 4.1.3.7.** Let $\text{dgLie}^{\text{good}}_A$ denote the sub-$(\infty, 1)$-category of $\text{dgLie}_A$ spanned by good dg-Lie algebras.

**Remark 4.1.3.8.** We naturally have an inclusion $\text{dgLie}^{f.r. \geq 1}_A \to \text{dgLie}^{\text{good}}_A$.

### 4.1.4 Homology and cohomology of dg-Lie algebras

The content of this section can be found in [DAG-X] when the base is a field. Proofs are simple avatars of Lurie’s on a more general base $A$. Let then $A$ be a commutative dg-algebra concentrated in non-positive degree over a field $k$ of characteristic zero.

**Definition 4.1.4.1.** Let $A[\eta]$ denote the (contractible) commutative $A$-dg-algebra generated by one element $\eta$ of degree -1 such that $\eta^2 = 0$ and $d\eta = 1$. For any $A$-dg-Lie algebra $L$, the tensor product $A[\eta] \otimes_A L$ is still an $A$-dg-Lie algebra and we can thus define the homology of $L$:

$$H_A(L) = U_A \left( A[\eta] \otimes_A L \right)_{U_A L}$$
where $\mathcal{U}_A : \text{dgLie}_A \to \text{dgAlg}_A$ is the functor sending a Lie algebra to its enveloping algebra. This construction defines a strict functor:

$$H_A : \text{dgLie}_A \to A/\text{dgMod}_A$$

**Remark 4.1.4.2.** The homology $H_A(L)$ of $L$ is isomorphic as a graded module to $\text{Sym}_A(L[1])$, the symmetric algebra built on $L[1]$. The differentials do not coincide though. The one on $H_A(L)$ is given on homogenous objects by the following formula:

$$d(\eta.x_1 \otimes \cdots \otimes \eta.x_n) = \sum_{i<j} (-1)^{|T_{ij}|} \eta.[x_i, x_j] \otimes \eta.x_1 \otimes \cdots \otimes \eta.x_i \otimes \cdots \otimes \eta.x_j \otimes \cdots \otimes \eta.x_n$$

$$- \sum_i (-1)^{|S_i|} \eta.x_1 \otimes \cdots \otimes \eta.d(x_i) \otimes \cdots \otimes \eta.x_n$$

where $\eta.x$ denotes the point in $L[1]$ corresponding to $x \in L$.

$$S_i = i - 1 + |x_1| + \cdots + |x_{i-1}|$$

$$T_{ij} = (|x_i| - 1)S_i + (|x_j| - 1)S_j + (|x_i| - 1)(|x_j| - 1)$$

The coalgebra structure on $\text{Sym}_A(L[1])$ is compatible with this differential and the isomorphism above induces a coalgebra structure on $H_A(L)$ given for $x \in L$ homogenous by:

$$\Delta(\eta.x) = \eta.x \otimes 1 + 1 \otimes \eta.x$$

**Proposition 4.1.4.3.** The functor $H_A$ preserves quasi-isomorphisms. It induces a functor between the corresponding $(x, 1)$-categories, which we will denote the same way:

$$H_A : \text{dgLie}_A \to A/\text{dgMod}_A$$

**Proof.** Let $L \to L'$ be a quasi-isomorphism of $A$-dg-Lie algebras. Both $H_A(L)$ and $H_A(L')$ are endowed with a natural filtration denoted $H_A^{\leq n}(L)$ (resp $L'$) induced by the canonical filtration of $\text{Sym}_A(L[1])$. Because quasi-isomorphisms are stable by filtered colimits, it is enough to prove that each morphism $H_A^{\leq n}(L) \to H_A^{\leq n}(L')$ is a quasi-isomorphism. The case $n = 0$ is trivial. Let us assume $H_A^{\leq n-1}(L) \to H_A^{\leq n-1}(L')$ to be a quasi-isomorphism. There are short exact sequences:

$$0 \longrightarrow H_A^{\leq n-1}(L) \longrightarrow H_A^{\leq n}(L) \longrightarrow \text{Sym}_A^r(L[1]) \longrightarrow 0$$

$$0 \longrightarrow H_A^{\leq n-1}(L') \longrightarrow H_A^{\leq n}(L') \longrightarrow \text{Sym}_A^r(L'[1]) \longrightarrow 0$$

The base dg-algebra $A$ is of characteristic zero and the morphism $\theta$ is thus a retract of the quasi-isomorphism $L[1]^{\otimes n} \to L'[1]^{\otimes n}$ (where the tensor product is taken over $A$).

**Proposition 4.1.4.4.** Let $A \to B$ be a morphism in $\text{cdga}_k^{\leq 0}$. The following square is commutative:

$$\begin{array}{ccc}
\text{dgLie}_A & \xrightarrow{H_A} & A/\text{dgMod}_A \\
\downarrow \otimes_A & & \downarrow \otimes_A \\
\text{dgLie}_B & \xrightarrow{H_B} & B/\text{dgMod}_B
\end{array}$$

**Proof.** This follows directly from the definition.

**Corollary 4.1.4.5.** Let $L$ be in $\text{dgLie}_A$ freely generated by some free dg-module $M$. The homology of $L$ is quasi-isomorphic to the trivial square zero extension $A \to A \oplus M[1]$.
Proof. This a consequence of the previous proposition and the corresponding result over a field in Lurie’s theorem 4.1.0.1.

Definition 4.1.4.6. Let $L$ be an object of $\text{dgLie}_A$. We define the Chevalley-Eilenberg cohomology of $L$ as the dual of its homology:

$$C_A(L) = H_A(L) = \text{Hom}_A(H_A(L), A)$$

It is equipped with a commutative algebra structure (see remark 4.1.4.2). This defines a functor:

$$C_A: \text{dgLie}_A \to (\text{cdga}_{A/})^\text{op}$$

between $(\kappa, 1)$-categories.

Remark 4.1.4.7. The cohomology of an object of $\text{dgLie}^{\text{ft}, \geq 1}_A$ is concentrated in non positive degree as it is, as a graded module, isomorphic to $\text{Sym}_A(L^\vee [1])$. The following proposition proves the cohomology of a good dg-Lie algebra is also concentrated in non-positive degree.

Proposition 4.1.4.8. The functor $C_A$ of $(\kappa, 1)$-categories maps colimit diagrams in $\text{dgLie}_A$ to limit diagrams of $\text{cdga}_{A/}$.

Proof (sketch of a). For a complete proof, the author refers to the proof of proposition 2.2.12 in [DAG-X]. We will only transcript here the main arguments.

A commutative $A$-dg-algebra $B$ is the limit of a diagram $B_\alpha$ if and only if the underlying dg-module is the limit of the underlying diagram of dg-modules. It is thus enough to consider the composite $\kappa$-functor $\text{dgLie}_A \to (\text{cdga}_{A/})^\text{op} \to (\text{dgMod}_{A/})^\text{op}$. This functor is equivalent to $(H_A(-))^\vee$. It is then enough to prove $H_A: \text{dgLie}_A \to A/\text{dgMod}_A$ to preserve colimits.

To do so, we will first focus on the case of sifted colimits, which need only to be preserved by the composite functor $\text{dgLie}_A \to A/\text{dgMod}_A \to \text{dgMod}_A$. This last functor is the (filtered) colimits of the functors $H_A^{-n}$ as introduced in the proof of proposition 4.1.4.3. We now have to prove that $H_A^{-n}: \text{dgLie}_A \to \text{dgMod}_A$ preserves sifted colimits, for any $n$. There is a fiber sequence

$$H_A^{-n-1} \to H_A^{-n} \to \text{Sym}_A^\infty((-)[1])$$

The functor $\text{Sym}_A((-)[1])$ preserves sifted colimits in characteristic zero and an inductive process proves that $H_A$ preserves sifted colimits too.

We now have to treat the case of finite coproducts. The initial object is obviously preserved. Let $L = L' \oplus L''$ be a coproduct of dg-Lie algebras. We proved in remark 4.1.1.3 that $L'$ and $L''$ can be written as sifted colimits of objects of $\text{dgLie}^{\text{ft}, \geq 1}_A$. It is thus enough to prove that $H_A$ preserve the coproduct $L = L' \oplus L''$ when $L'$ and $L''$ (and thus $L$ too) are in $\text{dgLie}^{\text{ft}, \geq 1}_A$. This corresponds to the following cocartesian diagram

$$\begin{array}{ccc} A & \longrightarrow & A \oplus M'[1] \\ \downarrow & & \downarrow \\ A \oplus M''[1] & \longrightarrow & A \oplus (M' \oplus M'')[1] \end{array}$$

where $M'$ and $M''$ are objects of $\text{dgMod}^{\text{ft}, \geq 1}_A$ generating $L'$ and $L''$ respectively.

Definition 4.1.4.9. The colimit-preserving functor $C_A$ between presentable $(\kappa, 1)$-categories admits a right adjoint which we will denote by $D_A$. 79
Lemma 4.1.4.10. Let $B \to A$ be a morphism of $\mathsf{cdga}^{\leq 0}_k$. The following diagram of $(x,1)$-categories commutes:

$$
\begin{array}{ccc}
\mathsf{dgLie}^\text{good}_B & \xrightarrow{\mathcal{C}} & (\mathsf{cdga}^{\leq 0}_B/B)^\text{op} \\
A \otimes_B - & \downarrow & A \otimes_B - \\
\mathsf{dgLie}^\text{good}_A & \xrightarrow{\mathcal{C}} & (\mathsf{cdga}^{\leq 0}_A/A)^\text{op}
\end{array}
$$

Proof. The proposition 4.1.4.4 gives birth to a natural transformation $A \otimes_B C_B(-) \to C_A(A \otimes_B -)$. Let $L \in \mathsf{dgLie}^\text{good}_B$. The $B$-dg-module $C_A(A \otimes_B L)$ is equivalent to

$$
C_A\left(\frac{A \otimes L}{B}\right) \simeq \text{Hom}_B(H_B(L), A)
$$

We thus study the natural morphism

$$
\phi_L : A \otimes B(C_B(L)) \to \text{Hom}_B(H_B(L), A)
$$

Let us consider the case of the free dg-Lie algebra $L = \text{Free}(B[-p])$ with $p \geq 1$. If $B$ is the base field $k$ then $H_k(L)$ is perfect (corollary 4.1.4.5) and the morphism $\phi_L$ is an equivalence. If $B$ is any $k$-dg-algebra then $L$ is equivalent to $B \otimes_k \text{Free}(k[-p])$ and we conclude using proposition 4.1.4.4 that $\phi_L$ is an equivalence.

To prove the general case of any good dg-Lie algebra it is now enough to ensure that if $L_1 \hookrightarrow L_0 \to L_2$ is a diagram of good dg-Lie algebras such that $\phi_{L_1}$, $\phi_{L_0}$ and $\phi_{L_2}$ are equivalences then so is $\phi_L$, with $L = L_1 \cup_{L_0} L_2$. Using proposition 4.1.4.8, we see it can be tested in $\mathsf{dgMod}_A$ in which tensor product and fibre product commute.

Corollary 4.1.4.11. The composite functor $\mathsf{dgMod}^\text{f,rt,\geq 1}_A \to \mathsf{dgLie}_A \to (\mathsf{cdga}_A/A)^\text{op}$ is equivalent to the functor $M \to A \otimes M^\vee [-1]$.

Proof. The $(x,1)$-category $\mathsf{dgMod}_A$ is generated under (sifted) colimits by $\mathsf{dgMod}^\text{f,rt,\geq 1}_A$. The functors at hand coincide on $\mathsf{dgMod}^\text{f,rt,\geq 1}_A$ and both preserve colimits.

Lemma 4.1.4.12. Assume $A$ is noetherian. Let $L$ be a good dg-Lie algebra over $A$. The adjunction morphism $L \to D_A C_A L$ is a quasi-isomorphism.

Proof. Let us first prove that the morphism at hand is equivalent, as a morphism of dg-modules, to the natural morphism $L \to L^\vee \circ$. Because of corollary 4.1.4.11, the composite functor $(\mathsf{cdga}_A/A)^\text{op} \to \mathsf{dgLie}_A \to \mathsf{dgMod}_A$ is equivalent to the functor:

$$(A \to B \to A) \mapsto \left(\frac{A \otimes B L_B/A[1]}{C_A L}\right)^\vee$$

It now suffices to prove that the following morphism is an equivalence:

$$f : \frac{L_C A L/A \otimes A}{C_A L} \to L^\vee [-1]$$

As soon as $L$ is good and $A$ noetherian, the cohomology $C_A L$ of $L$ satisfies the finiteness conditions of lemma 4.1.3.4. Because $L$ is almost finite (as a dg-Lie algebra), the dg-module $L^\vee [-1]$ is an almost finite cell object. Both domain and codomain of the morphism $f$ are thus almost finite cellular $A$-dg-modules. It is then enough to consider $f \otimes_A k$ for any field $k$ and any morphism $A \to k$

$$f \otimes_A k : \left(\frac{L_C A L/A \otimes A}{C_A L}\right) \otimes_A k \to (L \otimes k)^\vee [-1]$$
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The lemma 4.1.4.10 gives us the equivalence \( C_A(L) \otimes_A k \simeq C_A(L \otimes_A k) \) and the morphism \( f \otimes_A k \) is thus equivalent to the morphism
\[
L_{C_A(L \otimes_A k)/k} \otimes k \to (L \otimes k)^{\vee}[-1]
\]
This case is exactly Lurie’s result 4.1.0.1 (ii).
We now prove that \( L \to L^{\vee \vee} \) is an equivalence. We can assume that \( L \) is very good. The underlying \( A \)-dg-module of \( L \) is cofibrant and the dual can be computed naively. Now \( L \) is almost finite. There is therefore a family \( (n_i) \) of integers and an isomorphism of graded modules
\[
L = \bigoplus_{i \geq 1} A^{n_i}[-i]
\]
The dual of \( L \) is isomorphic to \( \prod_{i \geq 1} A^{n_i}[i] \) with an extra differential. Because \( A \) in concentrated in non positive degree, the dual \( L^{\vee} \) is equivalent to \( \bigoplus_{i \geq 1} A^{n_i}[i] \) (with the extra differential). The natural morphism \( L \to L^{\vee \vee} \) therefore corresponds to the morphism
\[
\bigoplus_{i \geq 1} A^{n_i}[-i] \to \prod_{i \geq 1} A^{n_i}[-i]
\]
which is a quasi-isomorphism as soon as \( A \) is cohomologically bounded. \( \square \)

**Remark 4.1.4.13.** The base dg-algebra \( A \) needs to be cohomologically bounded for that lemma to be true. Taking \( L = \text{Free}(A^2[-1]) \) the adjunction morphism is equivalent to
\[
L \to L^{\vee \vee}
\]
which is not a quasi-isomorphism.

### 4.1.5 Formal stack over a dg-algebra

Throughout this section \( A \) will denote an object of \( \mathbf{cdga}_k^{\leq 0} \).

**Definition 4.1.5.1.** Let \( \mathbf{dgExt}_A \) denote the full sub-category of \( \mathbf{cdga}_k^{\leq 0}/A \) spanned be the trivial square zero extensions \( A \oplus M \), where \( M \) is a free \( A \)-dg-module of finite type concentrated in non positive degree.

**Definition 4.1.5.2.** A formal stack over \( A \) is a functor \( \mathbf{dgExt} \to \mathbf{sSets} \) preserving finite products. We will denote by \( \mathbf{dSt}_A^{\mathbb{P}} \) the \( (\mathbb{P}, 1) \)-category of such formal stacks:
\[
\mathbf{dSt}_A^{\mathbb{P}} = \mathcal{P}(\mathbf{dgExt}_A^{\mathbb{op}})
\]

**Remark 4.1.5.3.** The \( (\mathbb{P}, 1) \)-category \( \mathbf{dSt}_A^{\mathbb{P}} \) is \( \mathcal{U} \)-presentable.

**Proposition 4.1.5.4.** Let \( A \) be in \( \mathbf{cdga}_k^{\leq 0} \) and let \( S = \text{Spec} A \). There is an adjunction
\[
\mathcal{F}_A : \mathbf{dgLie}_A \rightleftarrows \mathbf{dSt}_A^{\mathbb{P}} : \mathcal{L}_A
\]
such that

- The functor \( \mathbf{dSt}_A^{\mathbb{P}} \to \mathbf{dgLie}_A \to \mathbf{dgMod}_A \) is equivalent to the functor \( X \mapsto T_{X/S,x}[-1] \) where \( T_{X/S,x} \) is the tangent complex of \( X \) over \( S \) at the natural point \( x \) of \( X \): it is the dg-module representing the product-preserving functor
\[
\left( \mathbf{dgMod}_A^{\text{ft}, \geq 1} \right)^{\mathbb{op}} \to \mathbf{sSets}
\]
\[
M \to X(A \otimes M^\vee[-1])
\]
• The functor $\mathfrak{L}_A$ is conservative and preserves sifted colimits. Its restriction to $\text{dgExt}^{\text{op}}_A$ is canonically equivalent to $D_A$.

• If moreover $A$ is noetherian then the functors $\mathfrak{L}_A$ and $\mathfrak{F}_A$ are equivalences of $(\infty,1)$-categories.

**Definition 4.1.5.5.** Let $X$ be a formal stack over $A$. The Lie algebra $\mathfrak{L}_A X$ will be called the tangent Lie algebra of $X$ (over $A$).

**Proof** (of proposition 4.1.5.4). Let us prove the first item. The functor $C_A$ restricts to a functor

$$C_A: \text{dgLie}_{\geq 1}^f \to \text{dgExt}^{\text{op}}_A$$

which composed with the Yoneda embedding defines a functor $\phi: \text{dgLie}_{\geq 1}^f \to \text{dSt}_A$. This last functor extends by sifted colimits to $F_A: \text{dgLie}_A \to \text{dSt}_A$. Because $C_A$ preserves coproducts, the functor $F_A$ admits a right adjoint $\mathfrak{L}_A$ given by right-composing by $C_A$. The composite functor

$$\text{dSt}_A \xrightarrow{\mathfrak{L}_A} \mathcal{P}_\Sigma\left(\text{dgLie}_{\geq 1}^f\right) \xrightarrow{i} \mathcal{P}_\Sigma\left(\text{dgMod}_{\geq 1}^f\right) \simeq \text{dgMod}_A$$

then corresponds to the functor

$$X \mapsto X(C_A(\text{Free}(-))) \simeq X(A \oplus (-)^n[-1])$$

This proves the first item. The functor

$$C_A: \left(\text{dgLie}_{\geq 1}^f\right)^{\text{op}} \to \text{dgExt}_A$$

is essentially surjective. This implies that $\mathfrak{L}_A$ is conservative. Let us consider the commutative diagram

$$\begin{array}{ccc}
\mathcal{P}_\Sigma\left(\text{dgExt}^{\text{op}}_A\right) & \xrightarrow{\mathfrak{L}_A} & \mathcal{P}_\Sigma\left(\text{dgLie}_{\geq 1}^f\right) \\
\downarrow{\scriptstyle i} & & \downarrow{\scriptstyle j} \\
\mathcal{P}\left(\text{dgExt}^{\text{op}}_A\right) & \xrightarrow{C_A^\#} & \mathcal{P}\left(\text{dgLie}_{\geq 1}^f\right)
\end{array}$$

The functors $i$, $j$ and $C_A^\#$ preserve sifted colimits and therefore so does $\mathfrak{L}_A$. The third item is a corollary of its fully faithfulness (lemma 4.1.4.12) under the added assumption.

Until the end of this section, we will focus on proving that the definition we give of a formal stack is equivalent to Lurie’s definition of a formal moduli problem in [DAG-X], as soon as the base dg-algebra $A$ is noetherian.

**Definition 4.1.5.6.** An augmented $A$-dg-algebra $B \in \text{cdga}_A^{>0}/A$ is called artinian if there is sequence

$$B = B_0 \to \ldots \to B_n = A$$

and for $0 \leq i < n$ an integer $p_i \geq 1$ such that

$$B_i \simeq B_{i+1} \times_{A[p_i]} A$$

where $A[p_i]$ denote the trivial square zero extension $A \oplus A[p_i]$. We denote by $\text{dgArt}_A$ the full subcategory of $\text{cdga}_A^{>0}/A$ spanned by the artinian dg-algebras.
Definition 4.1.5.7. Assume $A$ is noetherian. A formal moduli problem over $A$ is a functor
$$X : \text{dgArt}_A \to \text{sSets}$$
satisfying the conditions:

(F1) For $n \geq 1$ and $B \in \text{dgArt}_A[A[\varepsilon_n]]$ the following natural morphism is an equivalence:
$$X \left( \frac{B \times A}{A[\varepsilon_n]} \right) \to X(B) \times X(A)$$

(F2) The simplicial set $X_p A$ is contractible.

Let $\mathcal{D} \text{St}_A$ denote the full subcategory of $\mathcal{P}(\text{dgArt}_A^{op})$ spanned by the formal moduli problems. This is an accessible localization of the presentable $(\infty, 1)$-category $\mathcal{P}(\text{dgArt}_A)$ of simplicial presheaves over $\text{dgArt}_A$.

Proposition 4.1.5.8. Let $A \in \text{cdga}_k^{\leq 0}$ be noetherian. The left Kan extension of the inclusion functor $i : \text{dgExt}_A \to \text{dgArt}_A$ induces an equivalence of $(\infty, 1)$-categories
$$j : \mathcal{D} \text{St}_A \to \mathcal{D} \text{St}_A$$

Proof. We will actually prove that the composed functor
$$f : \text{dgLie}_A \to \mathcal{D} \text{St}_A \to \mathcal{D} \text{St}_A$$
is an equivalence. The functor $f$ admits a right adjoint $g = \mathcal{L} A i^*$.

Given $n \geq 1$ and a diagram $B \to A[\varepsilon_n] \leftarrow A$ in $\text{dgArt}_A$, lemma 4.1.4.12 implies that the natural morphism
$$D_A(B) \to D_A(A) \cong D_A \left( \frac{B \times A}{A[\varepsilon_n]} \right)$$
is an equivalence. For any $B \in \text{dgArt}_A$ the adjunction morphism $B \to C_A D_A B$ is then an equivalence. Given $L \in \text{dgLie}_A$, the functor $D^* L : \text{dgArt}_A \to \text{sSets}$ defined by $D^*(B) = \text{Map}(D_A(B), L)$ is a formal moduli problem. The natural morphism $\text{id} \to D^* g$ of $\infty$-functors from $\mathcal{D} \text{St}_A$ to itself is therefore an equivalence. The same goes for the morphism $g D^* \to \text{id}$ of $\infty$-functors from $\text{dgLie}_A$ to itself. The functor $g$ is an equivalence, so is $f$ and hence so is $j$.

4.2 Tangent Lie algebra

We now focus on gluing the functors built in the previous section, proving the following statement.

Theorem 4.2.0.1. Let $X$ be a derived Artin stack locally of finite presentation. Then there is a Lie algebra $\ell X$ over $X$ whose underlying module is equivalent to the shifted tangent complex $T_X[-1]$ of $X$.

Moreover if $f : X \to Y$ is a morphism between algebraic stacks locally of finite presentation then there is a tangent Lie morphism $\ell X \to f^* \ell Y$. More precisely, there is a functor
$$X/\text{St}_A^{\text{Art, lfp}} \to \ell X/\text{dgLie}_X$$
sending a map $f : X \to Y$ to a morphism $\ell X \to f^* \ell Y$. The underlying map of quasi-coherent sheaves is indeed the tangent map (shifted by $-1$).
4.2.1 Formal stacks and Lie algebras over a derived Artin stack

Let \( A \to B \) be a morphism in \( \text{cdga}_{\leq 0}^k \). There is an exact scalar extension functor \( B \otimes_A - : \text{dgExt}_A \to \text{dgExt}_B \) and therefore an adjunction

\[
\left( B \otimes_A - \right) : \text{dSt}_A^f \rightleftarrows \text{dSt}_B^f : \left( B \otimes_A - \right)^*.
\]

**Proposition 4.2.1.1.** There is a natural functor \( \text{dSt}_A^f : \text{cdga}_{\leq 0}^k \to \text{Pr}_{L^U} \) mapping \( A \) to \( \text{dSt}_A^f \). There moreover exists a natural transformation \( F : \text{dgLie} \to \text{dSt}_A^f \).

**Proof.** Let us recall the category \( \check{\text{dgLie}} \) defined in the proof of proposition 4.1.1.5. Its objects are pairs \( (A, L) \) where \( A \in \text{cdga}_{\leq 0}^k \) and \( L \in \text{dgLie}_A \).

We define \( \check{\text{cdga}}_{\leq 0}^k \) to be the following (1-)category.

- An object is a pair \( (A, B) \) where \( A \in \text{cdga}_{\leq 0}^k \) and \( B \in \text{cdga}_A/A \).
- A morphism \( (A, B) \to (A', B') \) is a map \( A \to A' \) together with a map \( B' \to B \otimes_A A' \) of \( A' \)-dg-algebras.

From definition 4.1.4.6, we get a functor \( \check{\text{dgLie}} \to \check{\text{cdga}}_{\leq 0}^k \) preserving quasi-isomorphisms. This induces a diagram of \((\infty, 1)\)-categories

\[
\begin{array}{ccc}
\check{\text{dgLie}} & \xrightarrow{C} & \check{\text{cdga}}_{\leq 0}^k \\
\downarrow & & \downarrow \\
\text{cdga}_{\leq 0}^k & \xrightarrow{\text{dgLie}} & \check{\text{Ext}}_{\text{op}}^f
\end{array}
\]

Restricting to the full subcategory spanned by pairs \( (A, L) \) where \( L \in \text{dgLie}_{A_{\text{ft}}}^{f, \geq 1} \), we get a functor

\[
\begin{array}{ccc}
\check{\text{dgLie}}_{A_{\text{ft}}}^{f, \geq 1} & \xrightarrow{C} & \check{\text{dgExt}}_{\text{op}}^f \\
\downarrow & & \downarrow \\
\text{cdga}_{\leq 0}^k & \xrightarrow{\text{dgLie}} & \check{\text{Ext}}_{\text{op}}^f
\end{array}
\]

Using lemma 4.1.4.10, we see that this last functor preserves coCartesian morphisms over \( \text{cdga}_{\leq 0}^k \). It defines a natural transformation between functors \( \text{cdga}_{\leq 0}^k \to \text{Cat}_{L^U}^f \). Since both the functors at hand map quasi-isomorphisms to categorical equivalences, it factors through the localisation \( \text{cdga}_{\leq 0}^k \) of \( \text{cdga}_k \). We now have a natural transformation

\[
\begin{array}{ccc}
\text{cdga}_{\leq 0}^k & \xrightarrow{\text{dgLie}_{A_{\text{ft}}}^{f, \geq 1}} & \text{Cat}_{L^U}^f \\
\downarrow & \xrightarrow{\text{dgExt}_{\text{op}}^f} & \downarrow \\
\text{cdga}_{\leq 0}^k & \xrightarrow{\text{dgLie}} & \check{\text{Ext}}_{\text{op}}^f
\end{array}
\]

Composing with the sifted extension functor \( \mathcal{P}_L \), we get a natural transformation \( F : \text{dgLie} \simeq \mathcal{P}_L(\text{dgLie}_{A_{\text{ft}}}^{f, \geq 1}) \to \text{dSt}_A^f \).

**Remark 4.2.1.2.** The Grothendieck construction defines a functor \( F : \check{\text{dgLie}} \to \check{\text{dSt}}^f \) over \( \text{cdga}_{\leq 0}^k \). Note that we also have a composite functor

\[
G : \check{\text{dgLie}} \to \check{(\text{cdga}_{\leq 0}^k/\text{op})} \xrightarrow{h} \check{\text{dSt}}^f
\]

where \( h \) is deduced from the Yoneda functor. The functor \( F \) is by definition the relative left Kan extension of the restriction of \( G \) to \( \check{\text{dgLie}}_{A_{\text{ft}}}^{f, \geq 1} \). It follows that we have a natural transformation \( F \to G \). We will use that fact a few pages below.
Proposition 4.2.1.3. The functor
\[ \text{dgLie} : \text{cdga}^{\leq 0}_{\mathbb{k}} \to \Pr^{L, U}_{\infty} \]
is a stack for the fppf topology.

Proof. The functor \( \text{dgLie} \) is endowed with a forgetful natural transformation to \( \text{dgMod} \), the stack of dg-modules. This forgetful transformation is pointwise conservative and preserves limits. This implies that \( \text{dgLie} \) is also a stack. \( \square \)

Definition 4.2.1.4. Let \( X \) be an algebraic derived stack. The \((\infty, 1)\)-category of formal stacks over \( X \) is
\[ d\text{St}^f_X = \lim_{\text{Spec } A \to X} d\text{St}^f_A \]
The \((\infty, 1)\)-category of dg-Lie algebras over \( X \) is
\[ \text{dgLie}_X = \lim_{\text{Spec } A \to X} \text{dgLie}_A \]
where both limits are taken in \( \Pr^{L, U}_{\infty} \). There is a colimit preserving functor
\[ F_X : \text{dgLie}_X \to d\text{St}^f_X \]
It admits a right adjoint denoted by \( \mathcal{L}_X \).

Remark 4.2.1.5. The functor \( \mathcal{L}_X \) may not commute with base change.

4.2.2 Tangent Lie algebra of a derived Artin stack locally of finite presentation

Let us consider \( \mathcal{C} \) the following category.
- An object is a pair \((A, F \to G)\) where \( A \) is in \( \text{cdga}^{\leq 0}_{\mathbb{k}} \) and \( F \to G \) is a morphism in the model category of simplicial presheaves over \( \text{cdga}^{\leq 0}_{\mathbb{k}} \).
- A morphism \((A, F \to G) \to (B, F' \to G')\) is the datum of a morphism \( A \to B \) together with a commutative square
  \[
  \begin{array}{c}
  F \\
  \downarrow \\
  G \\
  \end{array} \quad \begin{array}{c}
  \longrightarrow \\
  \downarrow \\
  \end{array} \quad \begin{array}{c}
  F' \\
  \downarrow \\
  G' \\
  \end{array}
  \]

of presheaves over \( \text{cdga}^{\leq 0}_{\mathbb{k}} \).

We set \( \mathcal{P}(\text{dAff})^\Delta^1 \) to be the \((\infty, 1)\)-localization of \( \mathcal{C} \) along weak equivalences of presheaves. The natural functor \( \mathcal{P}(\text{dAff})^\Delta^1 \to \text{cdga}^{\leq 0}_{\mathbb{k}} \) is a coCartesian fibration classified by the functor \( A \to \mathcal{P}(\text{dAff}_A)^\Delta^1 \).

Let \( \mathcal{D} \) denote the following category.
- An object is a pair \((A, F)\) where \( F \) is a simplicial presheaf over the opposite category of morphisms in \( \text{cdga}^{\leq 0}_{\mathbb{k}} \).
- A morphism \((A, F) \to (B, G)\) is a morphism \( A \to B \) and a map \( F \to G \) as simplicial presheaves over \((\text{cdga}^{\leq 0}_{\mathbb{k}})^{op}\).\Delta^1 \).

We will denote by \( \mathcal{P}(\text{dAff}^\Delta^1) \) the \((\infty, 1)\)-category obtained from \( \mathcal{D} \) by localizing along weak equivalences. The natural functor \( \mathcal{P}(\text{dAff}^\Delta^1) \to \text{cdga}^{\leq 0}_{\mathbb{k}} \) is a coCartesian fibration.
Lemma 4.2.2.1. There is a relative adjunction

\[ f: \int \mathcal{P}(\mathbf{dAff}^{\Delta^1}) \rightleftarrows \int \mathcal{P}(\mathbf{dAff})^{\Delta^1}: g \]

over \(\text{cdga}_k^{\leq 0}\). They can be described on the fibers as follows. Let \(A \in \text{cdga}_k^{\leq 0}\). The left adjoint \(f_A\) is given on morphisms between affine schemes to the corresponding morphism of representable functors. The right adjoint \(g_A\) maps a morphism \(F \to G\) to the representable simplicial presheaf \(\text{Map}(\cdot, F \to G)\)

**Proof.** Let us define a functor \(C \to D\) mapping \((A, F \to G)\) to the functor \((S \to T) \mapsto \text{Map}(S \to T, F \to G)\). We can now derive this functor (replacing therefore \(F \to G\) with a fibrant replacement). We get a functor \(g: \int \mathcal{P}(\mathbf{dAff})^{\Delta^1} \to \int \mathcal{P}(\mathbf{dAff}^{\Delta^1})\)

which commutes with the projections to \(\text{cdga}_k^{\leq 0}\). Let \(A\) be in \(\text{cdga}_k^{\leq 0}\) and let \(g_A\) be the induced functor \(\mathcal{P}(\mathbf{dAff}_A)^{\Delta^1} \to \mathcal{P}(\mathbf{dAff}_A^{\Delta^1})\)

It naturally admits a left adjoint. Namely the left Kan extension \(f_A\) to the Yoneda embedding \(\text{dAff}_A^{\Delta^1} \to \mathcal{P}(\mathbf{dAff}_A)^{\Delta^1}\)

For any morphism \(A \to B\) in \(\text{cdga}_k^{\leq 0}\), there is a canonical morphism

\[ f_B \left( \left( B \otimes_A - \right) \right) \to \left( B \otimes_A - \right) f_A(X) \]

which is an equivalence. When \(X = \text{Spec} A' \to \text{Spec} A''\) is representable then both left and right hand sides are equivalent to \(\text{Spec} B' \to \text{Spec} B''\) where \(B' = B \otimes_A A'\) and \(B'' = B \otimes_A A''\). We complete the proof using [HAlg, 8.2.3.11].

Proposition 4.2.2.2. The adjunction of lemma 4.2.2.1 induces a relative adjunction

\[ \int \mathcal{P}(\mathbf{dAff}^*) \rightleftarrows \int^* \mathcal{P}(\mathbf{dAff}) \]

over \(\text{cdga}_k^{\leq 0}\). It moreover induces a natural transformation

\[ \mathcal{P}(\mathbf{dAff}^*) \rightleftarrows \int^* \mathcal{P}(\mathbf{dAff}) \]
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Proof. We define the restriction functor
\[
\mathcal{P}(\mathbf{dAff}^\Delta) \rightarrow \mathcal{P}(\mathbf{dAff}^*)
\]
It admits a fiberwise left adjoint, namely the left Kan extension, which commutes with base change. This defines – using [HAlg, 8.3.2.11] – a relative left adjoint
\[
\mathcal{P}(\mathbf{dAff}^*) \rightarrow \mathcal{P}(\mathbf{dAff}^\Delta)
\]
Composing with the relative adjunction of lemma 4.2.2.1, we get a relative adjunction
\[
\mathcal{P}(\mathbf{dAff}^*) \rightleftarrows \mathcal{P}(\mathbf{dAff})^\Delta
\]
The left adjoint factors through \(\mathcal{P}_*(\mathbf{dAff})\) and the composed functor
\[
\mathcal{P}(\mathbf{dAff}^*) \rightarrow \mathcal{P}(\mathbf{dAff})^\Delta \rightarrow \mathcal{P}(\mathbf{dAff}^*)
\]
is its relative right adjoint. It follows that the functor \(\mathcal{P}(\mathbf{dAff}^*) \rightarrow \mathcal{P}_*(\mathbf{dAff})\) preserves coCartesian morphisms over cdga\(S^0\). We get a natural transformation
\[
\mathbf{cdga}\leftarrow \mathbf{cdga}^0 \rightarrow \mathbf{cdga}\leftarrow \mathbf{cdga}^0
\]
As both functors at hand map quasi-isomorphisms of cdga’s to equivalences of categories, it factors through the localisation \(\mathbf{cdga}^0\) of cdga\(S^0\).

Proposition 4.2.2.3. Let \(X\) be an algebraic derived stack. There are functors
\[
\phi: X/\mathcal{P}(\mathbf{dAff}_k)/X \rightarrow \lim_{\text{Spec } A \rightarrow X} \text{Spec } A/\mathcal{P}(\mathbf{dAff}_A)
\]
and
\[
\theta: \lim_{\text{Spec } A \rightarrow X} \text{Spec } A/\mathcal{P}(\mathbf{dAff}_A) \rightarrow \lim_{\text{Spec } A \rightarrow X} \mathcal{P}(\mathbf{dAff}_A^*)
\]
Proof. The functor \(\phi\) is given by the following construction:
\[
X/\mathcal{P}(\mathbf{dAff}_k)/X \rightarrow \lim_{\text{Spec } A \rightarrow X} \text{Spec } A/\mathcal{P}(\mathbf{dAff}_A)
\]
The second functor is constructed as follows. From proposition 4.2.2.2 we get a functor
\[
\lim_{\text{Spec } A \rightarrow X} \mathcal{P}(\mathbf{dAff}_A^*) \rightarrow \lim_{\text{Spec } A \rightarrow X} \text{Spec } A/\mathcal{P}(\mathbf{dAff}_A)
\]
It preserves colimits and both left and right hand sides are presentable. It thus admits a right adjoint \(\theta\).

Remark 4.2.4. Note that the functor \(\theta\) commutes with base change. We can indeed draw the commutative diagram (where \(S \rightarrow T\) is a morphism between affine derived schemes)
\[
\begin{array}{ccc}
T/\mathcal{P}(\mathbf{dAff}_k)/T & \rightarrow & \mathcal{P}(T/\mathcal{P}(\mathbf{dAff}_k)/T) \\
\downarrow & & \downarrow \\
S/\mathcal{P}(\mathbf{dAff}_k)/S & \rightarrow & \mathcal{P}(S/\mathcal{P}(\mathbf{dAff}_k)/S)
\end{array}
\]
The left hand side square commutes by definition of base change. The right hand side square also commutes as the restriction along a fully faithful functor preserves base change.
Definition 4.2.2.5. Let $X$ be an algebraic derived stack. Let us define the formal completion functor
\[
(-)^f : X/\mathcal{P}(\text{dAff}_k)/X \to \lim_{\text{Spec } A \to X} \mathcal{P}((\text{dgExt}_A)^\text{op})
\]
as the composed functor
\[
X/\mathcal{P}(\text{dAff}_k)/X \to \lim_{\text{Spec } A \to X} \mathcal{P}(\text{dAff}_A)
\to \lim_{\text{Spec } A \to X} \mathcal{P}((\text{dgExt}_A)^\text{op})
\]

Remark 4.2.2.6. Let $u: S = \text{Spec } A \to X$ be a point. The functor $u^*(-)^f$ maps a pointed stack $Y$ over $X$ to the functor $\text{dgExt}_A \to \text{sSets}$
\[
B \mapsto \text{Map}_{S/-}(\text{Spec } B, Y)
\]

Definition 4.2.2.7. Let $X$ be a derived Artin stack. Let $\text{dSt}_X^{*, \text{Art}}$ denote the full sub-category of $X/\mathcal{P}(\text{dAff})/X$ spanned by those $X \to Y \to X$ such that $Y$ is a derived Artin stack over $X$.

Lemma 4.2.2.8. The restriction of $(-)^f$ to $\text{dSt}_X^{*, \text{Art}}$ has image in $\text{dSt}^X$.

Proof. We have to prove that whenever $Y$ is a pointed algebraic stack over $X$ then $Y^f$ is formal over $X$. Because of remark 4.2.2.4, it suffices to treat the case of an affine base. The result then follows from the existence of an obstruction theory for $Y \to X$.

Definition 4.2.2.9. Let $X$ be an algebraic stack locally of finite presentation. We define its tangent Lie algebra as the $X$-dg-Lie algebra
\[
\ell_X = \mathcal{L}_X \left( (X \times X)^f \right)
\]
where the product $X \times X$ is a pointed stack over $X$ through the diagonal and the first projection.

Proof (of theorem 4.2.0.1). Let us denote $Y = X \times X$ and let $d\text{St}_X^{*, \text{Art}}$ denote the full sub-category of $X/\mathcal{P}(\text{dAff})/X$ spanned by those $X \to Y \to X$ such that $Y$ is a derived Artin stack over $X$.

We deduce using corollary 4.1.4.11 that the underlying $A$-dg-module of $\mathcal{L}_A(u^*Y^f)$ therefore represents the functor
\[
\text{dgMod}_A^{f, \text{r}, \geq 1} \to \text{sSets}
M \mapsto \text{Map}_{S/-}(\text{Spec } (A \oplus M^\vee [-1]), X)
\]

Using once again that $X$ has a global tangent complex we conclude that the underlying module of $\ell_X$ is indeed $\mathcal{L}_X[-1]$.

Let us now consider the functor
\[
X/\text{dSt}^{\text{Art}, \text{lp}} \to \text{dSt}_X^{*, \text{Art}}
\]

mapping a morphism $X \to Z$ to the stack $X \times Z$ pointed by the graph map $X \to X \times Z$ and endowed with the projection morphism to $X$. Composing this functor with $(-)^f$ and $\mathcal{L}_X$ we finally get the wanted functor
\[
X/\text{dSt}^{\text{Art}, \text{lp}} \to \ell_X/\text{dgLie}_X
\]

Observing that $X \times Z$ is equivalent to $X \times_Z (Z \times Z)$ and because $Z$ has a global tangent complex, we deduce
\[
\mathcal{L}_X \left( (X \times Z)^f \right) = u^*\ell_Z
\]

Let us finally note that the underlying map of quasi-coherent sheaves is the tangent map shifted by $-1$. 
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4.2.3 Derived categories of formal stacks

The goal of this subsection is to prove the following

**Theorem 4.2.3.1.** Let $X$ be an algebraic stack locally of finite presentation. There is a colimit preserving monoidal functor
\[
\text{Rep}_X : \text{Qcoh}(X) \to \text{dgRep}_X(\ell_X)
\]
where $\text{dgRep}_X(\ell_X)$ is the $(\infty, 1)$-category of representations of $\ell_X$. Moreover, the functor $\text{Rep}_X$ is a retract of the forgetful functor.

We will prove this theorem at the end of the subsection. For now, let us state and prove a few intermediate results. Let $A$ be any cdga $k$-algebra and $L \in \text{dgLie}_A$. The category $\text{dgRep}_A(L)$ of representations of $L$ is endowed with a combinatorial model structure for which equivalences are exactly the $L$-equivariant quasi-isomorphisms and for which the fibrations are those maps sent onto fibrations by the forgetful functor to $\text{dgMod}_A$.

**Definition 4.2.3.2.** Let us denote by $\text{dgRep}_A(L)$ the underlying $(\infty, 1)$-category of the model category $\text{dgRep}_A(L)$.

**Lemma 4.2.3.3.** Let $L$ be an $A$-dg-Lie algebra. There is a Quillen adjunction
\[
f^A_L : \text{dgMod}_{C_A L} \rightleftarrows \text{dgRep}_A(L) : g^A_L\]
Given by
\[
f^A_L : V \mapsto U_A \left( A[[n]] \otimes_{A} L \right) \otimes_{C_A L} V
\]
\[g^A_L : M \mapsto \text{Hom}_L \left( U_A \left( A[[n]] \otimes_{A} L \right), M \right)\]
where $A[[n]] \otimes_{A} L$ is as in subsection 4.1.4 and $\text{Hom}_L$ denotes the mapping complex of dg-representations of $L$.

**Remark 4.2.3.4.** The image $g^A_L(M)$ is a model for the cohomology $R\text{Hom}_L(A, M)$ of $L$ with values in $M$.

**Proof.** The fact that $f^A_L$ and $g^A_L$ are adjoint functors is immediate. The functor $f^A_L$ preserves quasi-isomorphisms (see the proof of proposition 4.1.4.3) and fibrations. This is therefore a Quillen adjunction. \qed

**Remark 4.2.3.5.** The category $\text{dgRep}_A(L)$ is endowed with a symmetric tensor product. If $M$ and $N$ are two dg-representations of $L$, then $M \otimes_A N$ is endowed with the diagonal action of $L$. The category $\text{dgMod}_{C_A L}$ is also symmetric monoidal. Moreover, for any pair of $L$-dg-representations $M$ and $N$, there is a natural morphism
\[
g^A_L(M) \otimes_{C_A L} g^A_L(N) \to g^A_L \left( M \otimes_{A} N \right)\]
This makes $g^A_L$ into a weak monoidal functor. In particular, the functor $g^A_L$ defines a functor $\text{dgLie}_L \to \text{dgLie}_{C_A L}$, also denoted $g^A_L$.

**Proposition 4.2.3.6.** Let $L$ be a good dg-Lie algebra over $A$. The induced functor
\[
f^A_L : \text{dgMod}_{C_A L} \to \text{dgRep}_A(L)
\]
of $(\infty, 1)$-categories is fully faithful.
Lemma 4.2.3.7. Localising along quasi-isomorphisms of modules, we get a coCartesian fibration of

\[ \text{dgMod}_A \to \text{dgRep}_A(L) \]

Let us denote by \( \text{Perf} \) the category of perfect objects. It suffices to prove that \( fB \to A \) is perfect in \( \text{dgRep}_A(L) \). The (non commutative) \( A \)-dg-algebra \( \mathcal{U}_A(A[n] \otimes A L) \) is a finite cellular object (because \( L \) is good) and is endowed with a morphism to \( A \). The forgetful functor \( \text{dgMod}_A \to \text{dgMod}_{\mathcal{U}_A(L)} \) therefore preserves perfect objects (see [TV]).

Let us consider the category \( \int \text{dgLie}^{op} \) such that:

- An object is a pair \( (A, L) \) with \( A \in \text{cdga}_k^{\leq 0} \) and with \( L \in \text{dgLie}_A \) and
- A morphism \( (A, L) \to (B, L') \) is a map \( A \to B \) together with a map \( L' \to L \otimes_A B \) in \( \text{dgLie}_B \).

It is endowed with a functor \( \int \text{dgLie}^{op} \to \text{cdga}_k^{\leq 0} \). Localising along quasi-isomorphisms, we obtain a coCartesian fibration of \( \mathcal{X}, 1 \)-categories

\[ \int \text{dgLie}^{op} \to \text{cdga}_k^{\leq 0} \]

classified by the functor \( A \to \text{dgLie}_A^{op} \).

Let \( \text{Fin}^\ast \) denote the category of pointed finite sets – see definition 0.1.0.13. For \( n \in \mathbb{N} \), we will denote by \( \langle n \rangle \) the finite set \( \{*, 1, \ldots, n\} \) pointed at \( * \). Let \( \int \text{dgRep}^{op} \) be the following category.

- An object is a family \( (A, L, M_1, \ldots, M_m) \) with \( A \in \text{cdga}_k^{\leq 0} \), with \( L \in \text{dgLie}_A \) and with \( M_i \in \text{dgLie}_A(L) \).
- A morphism \( (A, L, M_1, \ldots, M_m) \to (B, L', N_1, \ldots, N_n) \) is the datum of a map \( (A, L) \to (B, L') \in \int \text{dgLie}^{op} \), of a map \( t: \langle m \rangle \to \langle n \rangle \) of pointed finite sets and for every \( 1 \leq j \leq n \) of a morphism \( \bigotimes_{i \in t^{-1}(j)} M_i \otimes_A B \to N_j \) of \( L' \)-modules.

It comes with a projection functor \( \int \text{dgRep}^{op} \to \int \text{dgLie}^{op} \times \text{Fin}^\ast \). We will say that a morphism in \( \int \text{dgRep}^{op} \) is a quasi-isomorphism if the underlying maps of pointed finite sets and \( \text{dgLie} \) algebras are identities and if the maps of \( \text{cdga} \)'s and of \( \text{dg-representations} \) it contains are quasi-isomorphisms.

Let us denote by \( \int \text{dgRep}^{op} \) the localisation of \( \int \text{dgRep}^{op} \) along quasi-isomorphisms. This defines a coCartesian fibration \( p: \int \text{dgRep}^{op} \to \int \text{dgLie}^{op} \times \text{Fin}^\ast \) (using once again [DAG-X, 2.4.29]).

Let now \( \int \text{dgMod}_{\mathcal{C}_(-)}^{op} \) be the following category

- An object is a family \( (A, L, V_1, \ldots, V_m) \) with \( A \in \text{cdga}_k^{\leq 0} \), with \( L \in \text{dgLie}_A \) and with \( V_i \in \text{dgMod}_{C_A L} \).
- A morphism \( (A, L, V_1, \ldots, V_m) \to (B, L', W_1, \ldots, W_n) \) is the datum of a map \( (A, L) \to (B, L') \in \int \text{dgLie}^{op} \), of a map of pointed finite sets \( t: \langle m \rangle \to \langle n \rangle \) and for every \( 1 \leq j \leq n \) of a morphism \( C_B L' \)-modules \( \bigotimes_{i \in t^{-1}(j)} V_i \otimes_{C_A L} C_B L' \to W_j \).

Localising along quasi-isomorphisms of modules, we get a coCartesian fibration of \( \mathcal{X}, 1 \)-categories \( q: \int \text{dgMod}_{\mathcal{C}_(-)}^{op} \to \int \text{dgLie}^{op} \times \text{Fin}^\ast \).

Lemma 4.2.3.7. The above coCartesian fibrations \( p \) and \( q \) define functors

\[ \text{dgRep}, \text{dgMod}_{\mathcal{C}_(-)}: \int \text{dgLie}^{op} \to \text{Cat}^{op}_{\mathcal{X}, \mathcal{Y}} \]
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Proof. For any object $(A, L) \in \int \mathsf{dgLie}^\text{op}$, the pulled back coCartesian fibration
\[
\int \mathsf{dgRep}^\otimes \times \{(A, L)\} \times \mathsf{Fin}^* \to \mathsf{Fin}^*
\]
defines a symmetric monoidal structure on the $(\infty, 1)$-category $\mathsf{dgRep}_A(L)$ – see definition 0.1.0.14. The coCartesian fibration $p$ is therefore classified by a functor
\[
\int \mathsf{dgLie}^\text{op} \to \mathsf{Cat}_{\otimes}^V
\]
Moreover, this functor maps quasi-isomorphisms of dg-Lie algebras to equivalences. Hence it factors through a functor
\[
\mathsf{dgRep} : \int \mathsf{dgLie}^\text{op} \to \mathsf{Cat}_{\otimes}^V
\]
The case of $\mathsf{dgMod}_{C(-)}$ is isomorphic. 

We will now focus on building a natural transformation between those two functors. Let us build a functor $g : \int \mathsf{dgRep}^\otimes \to \int \mathsf{dgMod}^\otimes_{C(-)}$

- The image of an object $(A, L, M_1, \ldots, M_m)$ is the family $(A, L, V_1, \ldots, V_m)$ where $V_i$ is the $C_A L$-dg-module
  \[
g_L^A(M_i) = \text{Hom}_L\left(U_A\left(A[\eta] \otimes L\right), M_i\right)
\]
- The image of an arrow $\otimes_{i \in \mathcal{E}^{-1}(j)} M_i \otimes_A B \to N_j$ is the composition
  \[
  \otimes g_L^A(M_i) \otimes_C B L' \to g_L^A\left(\otimes C_A L\right) \otimes C_B L'
  \to g_L^B\left(\otimes M_i \otimes B\right)
  \to g_L^B(N)
  \]
  where the second map sends a tensor $\lambda \otimes \mu$ to $(\lambda \otimes \text{id}) \mu$ with
  \[
  \lambda \otimes \text{id} : U_B\left(B[\eta] \otimes L'\right) \to U_B\left(B[\eta] \otimes L\right) = U_A\left(A[\eta] \otimes L\right) \otimes_A B \to \left(\otimes M_i\right) \otimes_A B
  \]
The functor $g$ induces a functor of $(\infty, 1)$-categories
\[
g : \int \mathsf{dgRep}^\otimes \to \int \mathsf{dgMod}^\otimes_{C(-)}
\]
which commutes with the coCartesian fibrations to $\int \mathsf{dgLie}^\text{op} \times \mathsf{Fin}^*$. 

**Proposition 4.2.3.8.** The functor $g$ admits a left adjoint $f$ relative to $\int \mathsf{dgLie}^\text{op} \times \mathsf{Fin}^*$. There is therefore a commutative diagram of $(\infty, 1)$-categories

\[
\begin{array}{ccc}
\int \mathsf{dgMod}^\otimes_{C(-)} & \xrightarrow{f} & \int \mathsf{dgRep}^\otimes \\
p \downarrow & & \downarrow q \\
\int \mathsf{dgLie}^\text{op} \times \mathsf{Fin}^* & & \int \mathsf{dgLie}^\text{op} \times \mathsf{Fin}^*
\end{array}
\]
where $f$ preserves coCartesian morphisms. It follows that $f$ is classified by a (monoidal) natural transformation

$$\begin{array}{c}
dgMod_{C(-)} \\
\downarrow f \\
\text{dgRep} \\
\downarrow \gamma \\
\text{Cat}_{\mathcal{V}}^{\mathcal{Y}}
\end{array}$$

**Proof.** Whenever we fix $(A, L, \langle m \rangle)$ in $\int \text{dgLie}^{op} \times \text{Fin}^*$, the functor $g$ restricted to the fibre categories admits a left adjoint (see lemma 4.2.3.3). Moreover when $(A, L) \rightarrow (B, L')$ is a morphism in $\int \text{dgLie}^{op}$, the following squares of monoidal functors commutes up to a canonical equivalence induced by the adjunctions

$$\begin{array}{c}
dgMod_{C_{A,L}} \xrightarrow{f_A^L} \text{dgRep}_A(L) \\
\downarrow \gamma_{C_{A,L}} \circ (L \otimes_A B) \\
\text{dgRep}_B(L \otimes_A B) \\
\downarrow \gamma_{C_{B,L'}} \\
dgMod_{C_{B,L'}} \xrightarrow{f_B^{L'}} \text{dgRep}_B(L')
\end{array}$$

For any family $(V_1, \ldots, V_m)$ of $C_{A,L}$-dg-modules, the canonical morphism

$$(\bigotimes f_A^L(V_i)) \otimes_{C_{A,L}} C_B L' \rightarrow f_B^{L'} \left( (\bigotimes V_i) \otimes_A B \right)$$

is hence an equivalence. This proves that $g$ satisfies the requirements of [HAlg, 8.3.2.11], admits a relative left adjoint $f$ which preserves coCartesian morphisms.}

Let us denote by $\int \text{dgMod}^\otimes$ the category

- an object is a family $(A, M_1, \ldots, M_m)$ where $A \in \text{cdga}_k^{\otimes 0}$ and $M_i \in \text{dgMod}_A$

- a morphism $(A, M_1, \ldots, M_m) \rightarrow (B, N_1, \ldots, N_n)$ is the datum of a morphism $A \rightarrow B$, of a map $t: \langle m \rangle \rightarrow \langle n \rangle$ of pointed finite sets and for any $1 \leq j \leq n$ of morphism of $A$-dg-modules

$$\otimes_{i \in \iota^{-1}(j)} M_i \rightarrow N_j$$

There is a natural projection $\int \text{dgMod}^\otimes \rightarrow \text{cdga}_k^{\otimes 0} \times \text{Fin}^*$. We have three functors

$$\begin{array}{c}
\int \text{dgRep}^\otimes \\
g \downarrow \\
\int \text{dgMod}^\otimes \times_{\text{cdga}_k^{\otimes 0}} \int \text{dgLie}^{op} \\
\downarrow \gamma \\
\int \text{dgMod}_{C(-)}^\otimes
\end{array}$$

compatible with the projections to $\int \text{dgLie}^{op} \times \text{Fin}^*$. The functor $\pi$ is defined by forgetting the Lie action, while $\rho$ maps an $A$-dg-module $M$ and an $A$-dg-Lie algebra $L$ to the $C_{A,L}$-dg-module $M$, where $C_{A,L}$ acts through the augmentation map $C_{A,L} \rightarrow A$. The above triangle does not commute, but we have a natural transformation $g \rightarrow \rho \pi$, defined on a triple $(A, L, V)$ by

$$g(A, L, V) = \text{Hom}_L(\mathcal{U}_A(A[\eta] \otimes_A L), V) \xrightarrow{ev_1} V = \rho \pi(A, L, V)$$
We check that this map indeed commutes with the $C_A L$-action. Localising all that along quasi-isomorphisms, we get a tetrahedron

$$\begin{array}{c}
\left\{ \text{dgMod}^{\otimes} \right\} \\
\otimes_{\text{cdga}^{op}} \left\{ \text{dgLie}^{op} \right\} \\
\downarrow \rho \\
\left\{ \text{dgMod}^{\otimes}_{C(-)} \right\} \\
\otimes_{\text{cdga}^{op}} \left\{ \text{dgLie}^{op} \right\} \\
\downarrow \pi \\
\left\{ \text{dgRep}^{\otimes} \right\} \\
\otimes_{\text{cdga}^{op}} \left\{ \text{dgLie}^{op} \right\} \\
\downarrow g \\
\left\{ \text{dgLie}^{op} \times \text{Fin} \right\}
\end{array}$$

where $p$, $q$ and $r$ are coCartesian fibrations – see [DAG-X, 2.4.29] – where the upper face is filled with the natural transformation $g \to \rho \pi$ and where the other faces are commutative.

**Lemma 4.2.3.9.** The functor $\rho$ admits a relative left adjoint $\tau$ and the functor $\pi$ preserves coCartesian maps. Moreover, the natural transformation $\tau \to \pi f$ – induced by $g \to \rho \pi$ and by the adjunctions – is an equivalence.

**Remark 4.2.3.10.** It follows from the above lemma the existence of natural transformations

$$\begin{array}{c}
\text{dgMod}^{\otimes}_{C(-)} \\
\text{dgLie}^{op} \\
\downarrow f \\
\text{dgLie}^{op} \\
\downarrow \pi \\
\text{dgMod}^{\otimes}_{C(-)} \\
\downarrow \text{dgRep}^{\otimes} \\
\downarrow \text{Cat}^{\otimes, V}_{\mathcal{X}} \\
\downarrow \text{dgMod}
\end{array}$$

This lemma also describes the composite $\pi f$ as the base change functor along the augmentation maps $C_A L \to A$.

**Proof.** Let us first prove that $\rho$ admits a relative left adjoint $\tau$. For any pair $(A, L) \in \left\{ \text{dgLie}^{op} \right\}$, the forgetful functor $\text{dgMod}^A \to \text{dgMod}^{C_A L}$ admits a left adjoint, namely the base change functor along the augmentation map $C_A L \to A$. This left adjoint is monoidal and commutes with base change. It therefore fulfil the assumptions of [HAlg, 8.3.2.11]. The induced natural transformation $\tau \to \pi f$ maps a triple $(A, L, V) \in \left\{ \text{dgMod}^{\otimes}_{C(-)} \right\}$ to the canonical map

$$\tau^A_L(V) = V \otimes_{C_A L} A \to V \otimes_{C_A L} \mathcal{U}_A L \otimes_A [\eta] = \pi_L^A f_L^A(V)$$

which is an equivalence of $A$-dg-modules.

Let us consider the functor of $(\infty, 1)$-categories

$$\text{dAff}_k^{\Delta^2} \to \left( \text{Cat}^{\otimes, V}_{\mathcal{X}} \right)^{op}$$

mapping a sequence $X \to Y \to Z$ of derived affine schemes to the monoidal $(\infty, 1)$-category $\text{Qcoh}(Y)$. We form the fibre product

$$\begin{array}{c}
\mathcal{C} \\
\downarrow \text{dAff}_k^{\Delta^2} \\
\text{dAff}_k \downarrow \text{id}_- \\
\text{dAff}_k^{\Delta^1}
\end{array}$$
where $p$ is induced by the inclusion $(0 \to 2) \to (0 \to 1 \to 2)$. Finally, we define $\mathcal{D}$ as the full subcategory of $\mathcal{C}$ spanned by those triangles $\text{Spec } A \to \text{Spec } B \to \text{Spec } A$ where $B \in \text{dgExt}_A$. We get a functor

$$F : \mathcal{D} \to \left( \text{Cat}^{\otimes, V}_X \right)^{\text{op}}$$

Note that the functor $\mathcal{D} \to \text{dAff}_k$ is a Cartesian fibration classified by the functor $A \mapsto \text{dgExt}_A^{\text{op}}$.

Let us denote by $\mathcal{D} \to \text{dAff}_k$ the Cartesian fibration classified by the functor $\text{Spec } A \mapsto \text{dgExt}_A^{\text{op}}$. The Yoneda natural transformation $\text{dgExt}_A^{\text{op}} \to \mathcal{D}^f$ defines a functor $\mathcal{D} \to \frac{1}{2} \mathcal{D}^f$. We define

$$L_{\text{qcoh}} : \frac{1}{2} \mathcal{D}^f \to \left( \text{Cat}^{\otimes, V}_X \right)^{\text{op}}$$

as the left Kan extension of $F$ along $\mathcal{D} \to \frac{1}{2} \mathcal{D}^f$.

Let now $X$ be a derived stack. The category $\mathcal{D}^f_X$ defined in definition 4.2.1.4 is equivalent to the category of Cartesian sections $\phi$ as below – see [HTT, 3.3.3.2]

$$
\begin{array}{ccc}
\mathcal{D}^f & \overset{\phi}{\to} & \text{dAff}_{k/X} \\
\downarrow & & \downarrow \\
\text{dAff}_{k} & \to & \text{dAff}_{k}
\end{array}
$$

Definition 4.2.3.11. Let $X$ be a derived stack. We define the functor of derived category of formal stacks over $X$:

$$L_{\text{qcoh}}^X : \mathcal{D}^f_X \simeq \text{Fct}_{\text{dAff}_{k/X}, \frac{1}{2} \mathcal{D}^f} \left( \text{dAff}_{k/X}, \frac{1}{2} \mathcal{D}^f \right) \xrightarrow{L_{\text{qcoh}}} \text{Fct} \left( \text{dAff}_{k/X}, \left( \text{Cat}^{\otimes, V}_X \right)^{\text{op}} \right) \xrightarrow{\text{colim}} \left( \text{Cat}^{\otimes, V}_X \right)^{\text{op}}$$

If $Y \in \mathcal{D}^f_X$ then $L_{\text{qcoh}}^X(Y)$ is called the derived category of the formal stack $Y$ over $X$. We can describe it more intuitively as the limit of symmetric monoidal $(\otimes, 1)$-categories

$$L_{\text{qcoh}}^X(Y) = \lim_{\text{Spec } A \to X} \lim_{\text{Spec } B \to \text{Spec } A} \text{mod}_{B} \text{dgMod}_R$$

where $Y_A \in \mathcal{D}^f_A$ is the pullback of $Y$ along the morphism $\text{Spec } A \to X$.

The same way, the opposite category of dg-Lie algebras over $X$ is equivalent to that of coCartesian section

$$\text{dgLie}_X^{\text{op}} \simeq \text{Fct}_{\text{dgLie}_{k/X}^{\text{co}}, \frac{1}{2} \text{dgLie}^{\text{op}}} \left( \left( \text{dAff}_{k/X} \right)^{\text{op}}, \frac{1}{2} \text{dgLie}^{\text{op}} \right)$$

We can thus define

Definition 4.2.3.12. Let $X$ be a derived stack. We define the functor of Lie representations over $X$ to be the composite functor $\text{dgRep}_X : \text{dgLie}_X^{\text{op}} \to \text{Cat}^{\otimes, V}_X$

$$\text{dgLie}_X^{\text{op}} \xrightarrow{\text{Fct}} \text{Fct} \left( \left( \text{dAff}_{k/X} \right)^{\text{op}}, \frac{1}{2} \text{dgLie}^{\text{op}} \right) \xrightarrow{\text{dgRep}} \text{Fct} \left( \left( \text{dAff}_{k/X} \right)^{\text{op}}, \text{Cat}^{\otimes, V}_X \right) \xrightarrow{\text{lim}} \text{Cat}^{\otimes, V}_X$$

In particular for any $L \in \text{dgLie}_X$, this defines a symmetric monoidal $(\otimes, 1)$-category

$$\text{dgRep}_X(L) = \lim_{\text{Spec } A \to X} \text{dgRep}_A(L_A)$$

where $L_A \in \text{dgLie}_A$ is the dg-Lie algebra over $A$ obtained by pulling back $L$. 94
Proposition 4.2.3.13. Let $X$ be a derived stack. There is a natural transformation

$$L_{\text{qcoh}}^X(\mathcal{F}_X(-)) : \text{dgLie}_X^{\text{op}} \to \text{Cat}_{\mathcal{Z}^V}$$

Moreover, for any $L \in \text{dgLie}_X$, the induced monoidal functor $L_{\text{qcoh}}^X(\mathcal{F}_X L) \to \text{dgRep}_X(L)$ is fully faithful and preserves colimits.

To prove this proposition, we will need the following

Lemma 4.2.3.14. The natural transformation $\mathcal{F}: \text{dgLie} \to \text{dSt}^f$ together with the functor

$$L_{\text{qcoh}} : \oint \text{dgLie}^{\text{op}} \to \text{Cat}_{\mathcal{Z}^V}$$

define a functor $\phi : \oint \text{dgLie}^{\text{op}} \to \text{Cat}_{\mathcal{Z}^V}$. There is a pointwise fully faithful and colimit preserving natural transformation $\phi \to \text{dgRep}$.

Proof. Let $\mathcal{E}$ denote the full subcategory of $\oint \text{dgLie}^{\text{op}}$ such that the induced coCartesian fibration $\mathcal{E} \to \text{cdga}_k^{\text{op}}$ is classified by the subfunctor

$$A \mapsto \left(\text{dgLie}_A^{\text{op}, \geq 1}\right)^{\text{op}} \subset \text{dgLie}_A^{\text{op}}$$

The functor $\phi$ is by construction the right Kan extension of its restriction $\psi$ to $\mathcal{E}$. Moreover, the restriction $\psi$ is by definition equivalent to the composite functor

$$\mathcal{E} \longrightarrow \oint \text{dgLie}^{\text{op}} \xrightarrow{\text{dgMod}_C(-)} \text{Cat}_{\mathcal{Z}^V}$$

Using the natural transformation $\text{dgMod}_C(-) \to \text{dgRep}$ from proposition 4.2.3.8, we get

$$\alpha : \psi \to \text{dgRep}_\mathcal{E} \in \text{Fct} \left(\mathcal{E}, \text{Cat}_{\mathcal{Z}^V}\right)$$

We will prove the following sufficient conditions.

(i) The functor $\text{dgRep}: \oint \text{dgLie}^{\text{op}} \to \text{Cat}_{\mathcal{Z}^V}$ is the right Kan extension of its restriction $\text{dgRep}_\mathcal{E}$

(ii) The natural transformation $\alpha$ is pointwise fully faithful and preserves finite colimits.

Condition (ii) simply follows from proposition 4.2.3.6. To prove condition (i), it suffices to see that when $A$ is fixed, the functor

$$\text{dgRep}_A : \text{dgLie}_A^{\text{op}} \to \text{Cat}_{\mathcal{Z}^V}$$

commutes with sifted limits. This follows from [DAG-X, 2.4.32].

Proof (of proposition 4.2.3.13). Let $X$ be a derived stack and $L$ be a dg-Lie algebra over $X$. Recall that we can see $L$ as a functor

$$L : \left(\text{dAff}_X\right)^{\text{op}} \to \oint \text{dgLie}^{\text{op}}$$

By definition, we have $L_{\text{qcoh}}^X(\mathcal{F}L) = \lim \phi \circ L$ and $\text{dgRep}_X(L) = \lim \text{dgRep} \circ L$. We deduce the result from lemma 4.2.3.14.

We can now prove the promised theorem 4.2.3.1.
Proof (of theorem 4.2.3.1). Let us first build a functor

$$\nu_X : \text{Qcoh}(X) \to L^X_{\text{qcoh}}((X \times X)^f)$$

Let us denote by $C$ the $(x,1)$-category of diagrams

$$\text{Spec } A \longrightarrow \text{Spec } B \longrightarrow \text{Spec } A$$

$$\alpha \downarrow \downarrow$$

where $A \in \text{cdga}_{k}^{\leq 0}$ and $B \in \text{dgExt}_{A}$. There is a natural functor $C^\text{op} \to \text{Cat}_{\otimes^V}^{\otimes}$ mapping a diagram as above to the monoidal $(x,1)$-category $\text{dgMod}_{B}$. Unwinding the definitions, we contemplate an equivalence of monoidal categories

$$L^X_{\text{qcoh}}((X \times X)^f) \cong \lim_{\leftarrow} \text{dgMod}_{B}$$

The maps $\alpha$ as above induce (obviously compatible) pullback functors $\alpha^* : \text{Qcoh}(X) \to \text{dgMod}_{B}$. This construction defines the announced monoidal functor

$$\nu_X : \text{Qcoh}(X) \to L^X_{\text{qcoh}}((X \times X)^f)$$

Going back to definition 4.2.2.9 and definition 4.2.1.4, we have a canonical morphism

$$\theta : \mathcal{F}_X(\ell X) = \mathcal{F}_X \mathbb{L}(X \times X)^f \to (X \times X)^f$$

Now using the functor from proposition 4.2.3.13, we get a composite functor

$$\text{Rep}_X : \text{Qcoh}(X) \xrightarrow{\nu_X} L^X_{\text{qcoh}}((X \times X)^f) \xrightarrow{\theta^*} L^X_{\text{qcoh}}(\mathcal{F}_X(\ell X)) \xrightarrow{\Psi} \text{dgRep}_X(\ell X)$$

As every one of those functors is both monoidal and colimit preserving, so is $\text{Rep}_X$. We still have to prove that $\text{Rep}_X$ is a retract of the forgetful functor $\Theta_X : \text{dgRep}_X(\ell X) \to \text{Qcoh}(X)$. We consider the composite functor $\Theta_X \text{Rep}_X$

$$\text{Qcoh}(X) \xrightarrow{\nu_X} L^X_{\text{qcoh}}((X \times X)^f) \xrightarrow{\theta^*} L^X_{\text{qcoh}}(\mathcal{F}_X(\ell X)) \xrightarrow{\Psi} \text{dgRep}_X(\ell X) \xrightarrow{\Theta_X} \text{Qcoh}(X)$$

It follows from lemma 4.2.3.9 that the composite functor $\Theta_X \Psi$ is equivalent to the pullback

$$L^X_{\text{qcoh}}(\mathcal{F}_X(\ell X)) \to L^X_{\text{qcoh}}(X) \cong \text{Qcoh}(X)$$

along the canonical morphism $X \to \mathcal{F}_X(\ell X)$ of formal stacks over $X$. It follows that $\Theta_X \text{Rep}_X$ is equivalent to the composite functor

$$\text{Qcoh}(X) \xrightarrow{\nu_X} L^X_{\text{qcoh}}((X \times X)^f) \xrightarrow{\theta^*} \text{Qcoh}(X) \xrightarrow{\alpha^*} \text{Qcoh}(X)$$

where $\alpha$ is the morphism $X \to (X \times X)^f$. Unwinding the definition of $\nu_X$, we see that this composite functor is equivalent to the identity functor of $\text{Qcoh}(X)$. \qed
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4.2.4 Atiyah class, modules and tangent maps

Definition 4.2.4.1. Let Perf denote the derived stack of perfect complexes. It is defined as the stack mapping a cdga $A$ to the maximal $\infty$-groupoid in the $(\infty, 1)$-category Perf($A$). For any derived stack $X$, we set Perf($X$) to be the maximal groupoid in Perf($X$). It is equivalent to space of morphisms from $X$ to Perf in dSt$_k$.

Definition 4.2.4.2. Let $X$ be a derived Artin stack locally of finite presentation. Any perfect module $E$ over $X$ is classified by a map $\phi_E: X \to \text{Perf}$. Following [STV], we define the Atiyah class of $E$ as the tangent morphism of $\phi_E$ at $E$:

$$\text{at}_E: T_X \to \phi_E^* T_{\text{Perf}}$$

Remark 4.2.4.3. We will provide an equivalence $\phi_E^* T_{\text{Perf}} \cong \text{End}(E)[1]$ in the proof of proposition 4.2.4.4. The Atiyah class of $E$ should be thought as the composition

$$\text{at}_E: T_X[-1] \to \phi_E^* T_{\text{Perf}}[-1] \cong \text{End}(E)$$

We will, at the end of this section, compare this definition of the Atiyah class with the usual one – see proposition 4.2.4.6.

Proposition 4.2.4.4. Let $X$ be an algebraic stack locally of finite presentation. When $E$ is a perfect module over $X$, then the $\ell_X$-action on $E$ given by the theorem 4.2.3.1 is induced by the Atiyah class of $E$.

Lemma 4.2.4.5. Let $A \in \text{cdga}^{\geq 0}_{k}$ and $L \in \text{dgLie}^{f, \geq 1}_A$. The functor $f_L^A: \text{dgMod}_{C_A(L)} \to \text{dgRep}_A(L)$ defined in lemma 4.2.3.3 induces an equivalence

$$\text{Perf}(C_A(L)) \sim \frac{\text{dgRep}_A(L \times \text{Perf}(A))}{\text{dgMod}_A}$$

Proof. We proved in proposition 4.2.3.6 the functor $f_L$ to be fully faithful. Let us denote by $C$ the image category

$$C = f_L^A(\text{Perf}(C_A(L)))$$

From Lurie’s work ([DAG-X]) over a field and from proposition 4.2.3.8 we deduce that $C$ contains any representation of $L$ whose underlying $A$-module is (equivalent to) $A^n$. Moreover the category $C$ is stable under pushouts and fibre products. The forgetful functor $C \to \text{dgMod}_A$ also preserves pushouts and fibre products. The category $C$ therefore contains any representation whose underlying module is perfect. Reciprocally, every representation in $C$ has a perfect underlying complex. □

Proof (of the proposition 4.2.4.4). The sheaf $E$ corresponds to a morphism $\phi_E: X \to \text{Perf}$. Its Atiyah class is the tangent morphism

$$\text{at}_E: T_X[-1] \to \phi_E^* T_{\text{Perf}}[-1]$$

In our setting, we get a Lie tangent map

$$\text{at}_E: \ell_X \to \phi_E^* \ell_{\text{Perf}}$$

We observe here that $\phi_E^* \ell_{\text{Perf}}$ represents the presheaf on dgLie$_X$

$$L \mapsto \text{Gpd} \left( \frac{\text{L}_{\text{coh}}(F_X(L)) \times \{E\}}{\text{Qcoh}(X)} \right)$$
while $\mathfrak{gl}(E)$ – the dg-Lie algebra of endomorphisms of $E$ – represents the functor

$$L \mapsto \text{Gpd} \left( \text{dgRep}_X(L) \times \{E\} \right)_{\text{qcoh}(X)}$$

where Gpd associates to any $(\infty, 1)$-category its maximal groupoid. We get from proposition 4.2.3.13 a morphism $\phi^*_E : \text{perf} \to \mathfrak{gl}(E)$ of dg-Lie algebras over $X$. Restricting to an affine derived scheme $s : \text{Spec } A \to X$, we get that $s^* \phi^*_E : \text{perf}$ and $s^* \mathfrak{gl}(E) \simeq \mathfrak{gl}(s^*E)$ respectively represent the functors $(\text{dgLie}_A^{\text{fl,} \geq 1})_{\text{op}} \to \text{sSets}$

$$L^0 \mapsto \text{perf}(C_A L^0 \times \{E\}) \quad \text{and} \quad L^0 \mapsto \text{Gpd} \left( \text{dgRep}_A(L^0) \times \{E\} \right)_{\text{dgMod}_A}$$

The natural transformation induced between those functors is the one of lemma 4.2.4.5 and is thus an equivalence. We therefore have

$$\text{at}_E : \ell_X \to \mathfrak{gl}(E)$$

and hence an action of $\ell_X$ on $E$. This construction corresponds to the one of theorem 4.2.3.1 through the equivalence $\text{perf}(X) \simeq \text{Map}(X, \text{perf})$.

We will now focus on comparing our definition 4.2.4.2 of the Atiyah class with a more usual one. Let $X$ be a smooth variety. Let us denote by $X^{(2)}$ the infinitesimal neighbourhood of $X$ in $X \times X$ through the diagonal embedding. We will also denote by $i$ the diagonal embedding $X \to X^{(2)}$ and by $p$ and $q$ the two projections $X^{(2)} \to X$. We have an exact sequence

$$i_* \mathcal{L}_X \to \mathcal{O}_{X^{(2)}} \to i_* \mathcal{O}_X$$  \hspace{1cm} (4.1)

classified by a morphism $\alpha : i_* \mathcal{O}_X \to i_* \mathcal{L}_X[1]$. The Atiyah class of a quasi-coherent sheaf $E$ is usually obtained from this extension class by considering the induced map – see for instance [KM]

$$E \simeq p_* (i_* \mathcal{O}_X \otimes q^* E) \to p_* (i_* \mathcal{L}_X[1] \otimes q^* E) \simeq \mathcal{L}_X[1] \otimes E$$  \hspace{1cm} (4.2)

From the map $\alpha$, we get a morphism $i^* i_* \mathcal{O}_X \to \mathcal{L}_X[1]$. Dualising we get

$$\beta : T_X[-1] \to \text{Hom}_{\mathcal{O}_X} (i^* i_* \mathcal{O}_X, \mathcal{O}_X) \simeq p_* i_* \text{Hom}_{\mathcal{O}_X} (i^* i_* \mathcal{O}_X, \mathcal{O}_X) \simeq p_* \text{Hom}_{\mathcal{O}_X^{(2)}} (i_* \mathcal{O}_X, i_* \mathcal{O}_X)$$

The right hand side naturally acts on the functor $i^*$ and hence on $i^* q^* \simeq \text{id}$. This action, together with the map $\beta$, associates to any perfect module $E$ a morphism $T_X[-1] \otimes E \to E$. It corresponds to a map $E \to E \otimes \mathcal{L}_X[1]$ which is equivalent to the Atiyah class in the sense of (4.2).

**Proposition 4.2.4.6.** Let $X$ be a smooth algebraic variety and let $E$ be a perfect complex on $X$. The Atiyah class of $E$ in the sense of definition 4.2.4.2 and the construction (4.2) are equivalent to one another.

**Proof.** We first observe the two following facts

- The derived category $I^X_{\text{qcoh}}((X^{(2)})^f)$ is equivalent to $\text{Qcoh}(X^{(2)})$.
- The tangent Lie algebra $\mathfrak{L}_X((X^{(2)})^f)$ is the free Lie algebra generated by $T_X[-1]$.

We moreover have a commutative diagram, where $i : X^{(2)} \to X \times X$ is the inclusion.
where \( u \) is the natural morphism \( X^{(2)} \to X \times X \).

From what precedes, the Atiyah class arises from an action on \( i^* \), and we can thus focus on the composite

\[
\text{Qcoh}(X^{(2)}) \to \text{dgRep}_X(\text{Free}_X(\mathbb{T}_X[-1])) \to \text{Qcoh}(X)
\]

which can be studied locally. Let thus \( a: \text{Spec} \, A \to X \) be a morphism. Let us denote by \( L \) the \( A \)-dg-Lie algebra \( \text{Free}_A(\mathbb{T}_{X,a}[-1]) \). Pulling back on \( A \) the functors above, we get

\[
\text{dgMod}_{\mathcal{C}_A L} \xrightarrow{f^A_L} \text{dgRep}_A(\mathcal{L}_L) \to \text{dgMod}_A
\]

where \( f^A_L \) is given by the action of \( \mathcal{L}_L \) on \( U_{\mathcal{L}_L} \) through the natural inclusion. On the other hand, the universal Atiyah class \( \alpha \) defined above can be computed as follows

\[
\begin{array}{ccc}
\mathcal{C}_A L & \xrightarrow{\text{Hom}_A(\mathcal{U}_A(\mathcal{L}_L \otimes A[\eta]), A)} & \mathcal{C}_A L \\
\cong & & \cong \\
A \oplus \mathbb{L}_{X,a} & \xrightarrow{\cong} A \oplus (\mathbb{L}_{X,a} \otimes A[\eta]) & \\
0 & \xrightarrow{\mathbb{L}_{X,a}[1]} &
\end{array}
\]

The universal Atiyah class is thus dual to the inclusion \( \mathbb{T}_{X,a}[-1] \to \mathcal{U}_A(\mathcal{L}_L \otimes A[\eta]) \). It follows that the action defined by the functor \( f^A_L \) is indeed given by the Atiyah class. We now conclude using proposition 4.2.4.4.

4.2.5 Adjoint representation

In this subsection, we will focus on the following statement.

**Proposition 4.2.5.1.** Let \( X \) be a derived Artin stack. The \( \ell_X \)-module \( \text{Rep}_X(\mathbb{T}_X[-1]) \) is equivalent to the adjoint representation of \( \ell_X \).

The above proposition, coupled with proposition 4.2.4.4, implies that the bracket of \( \ell_X \) is as expected given by the Atiyah class of the tangent complex. To prove it, we will need a few constructions.

**Lemma 4.2.5.2.** Let \( A \) be a \( \text{cdga}^\mathbb{Z}_{\geq 0} \) and \( L \in \text{dgLie}_A \). To any \( A \)-dg-Lie algebra \( L' \) with a morphism \( \alpha: L \to L' \) we associate the underlying representation \( \psi^A_L(L') \) of \( L' \) -- ie the \( A \)-dg-module \( \mathcal{L}_L \) with the action of \( L \) through the morphism \( \alpha \). The functor \( \psi^A_L \) preserves quasi-isomorphisms. It induces a functor between the localised \( (\infty, 1) \)-categories, which admits a left adjoint \( \phi^A_L \):

\[
\phi^A_L: \text{dgRep}_A(L) \rightleftarrows L/\text{dgLie}_A: \psi^A_L
\]

**Proof.** The functor \( \psi^A_L \) preserves small limits and both its ends are presentable \((\infty, 1)\)-categories. Since both \( \text{dgRep}_A(L) \) and \( \text{dgLie}_A \) are monadic over \( \text{dgMod}_A \), the functor \( \psi^A_L \) is accessible for the cardinal \( \omega \). The result follows from [HTT, 5.5.2.9]

**Lemma 4.2.5.3.** Let \( A \) be a \( \text{cdga} \) and \( L_0 \) be a \( \text{dg-Lie} \) algebra over \( A \). There is a natural transformation

\[
\begin{array}{ccc}
L_0/\text{dgLie}_A & \xrightarrow{\psi^A_{L_0}} & \text{dgRep}_A(L_0) \\
\cong & & \cong \\
(\text{cdg}_{\mathcal{C}_A L_0})^{\text{op}} & \xrightarrow{\mathcal{C}_A L_0/\mathcal{B}(\mathbb{C}^A_{L_0})} & (\text{dgMod}_{\mathcal{C}_A L_0})^{\text{op}} \\
\mathcal{C}_A L_0 & \xrightarrow{\mathcal{C}_A L_0/\mathbb{C}_{L_0}^{(-)}[(-)]^{-1}} & \mathcal{C}_A L_0/\mathbb{C}_{L_0}^{(-)}[(-)]^{-1} \\
\cong & & \cong \\
(\text{cdg}_{\mathcal{C}_A L_0})^{\text{op}} & \xrightarrow{\mathcal{C}_A L_0/\mathbb{C}_{L_0}^{(-)}[(-)]^{-1}} & (\text{dgMod}_{\mathcal{C}_A L_0})^{\text{op}}
\end{array}
\]

where \( g^A_{L_0} \) was defined in lemma 4.2.3.3.
**Proof.** Let \( \alpha : L_0 \to L \) be a morphism of \( A \)-dg-Lie algebras. The composite morphism

\[
\text{Sym}_A(L_0[1]) \otimes A L[1] \cong \text{Sym}_A(L[1]) \otimes A L[1] \to \text{Sym}_A(L[1])
\]

induces a morphism

\[
\text{Hom}_A(\text{Sym}_A(L[1]), A) \to \text{Hom}_A(\text{Sym}(L_0[1]) \otimes A L[1], A) \cong \text{Hom}_A(\text{Sym}_A(L_0[1]), L^\gamma[-1])
\]

This defines a map of graded modules \( \delta_L : C_A L \to g^A_{L_0}(L^\gamma)[-1] \). Let us prove that it commutes with the differentials. Recall the notations \( S_i \) and \( T_{ij} \) from remark 4.1.4.2. We compute on one hand

\[
\begin{align*}
\delta(d\xi)(\eta.x_1 \otimes \cdots \otimes \eta.x_n)(\eta.y_{n+1}) &= \sum_{i \leq n+1} (-1)^{S_i+1} \delta(\eta.y_1 \otimes \cdots \otimes \eta.dy_i \otimes \cdots \otimes \eta.y_{n+1}) \\
&\quad + \sum_{i<j \leq n+1} (-1)^{T_{ij}} \delta(\eta.y_1 \otimes \cdots \otimes \eta.y_i \otimes \cdots \otimes \eta.y_j \otimes \cdots \otimes \eta.y_{n+1}) \\
&\quad + d(\delta(\eta.y_1 \otimes \cdots \otimes \eta.y_{n+1}))
\end{align*}
\]

where \( y_i \) denotes \( \alpha x_i \), for any \( i \leq n \). On the other hand, we have

\[
\begin{align*}
(d(d\xi))(\eta.x_1 \otimes \cdots \otimes \eta.x_n) &= \sum_{i \leq n} (-1)^{S_i+1} \delta(\eta.y_1 \otimes \cdots \otimes \eta.dx_i \otimes \cdots \otimes \eta.x_n) \\
&\quad + \sum_{i<j \leq n} (-1)^{T_{ij}} \delta(\eta.x_i \otimes \eta.x_j \otimes \cdots \otimes \eta.x_i \otimes \cdots \otimes \eta.x_j \otimes \cdots \otimes \eta.x_n) \\
&\quad + \sum_{i \leq n} (-1)^{|x_i|+1} S_i \cdot \delta(\eta.x_1 \otimes \cdots \otimes \eta.x_i \otimes \cdots \otimes \eta.x_n) \\
&\quad + d(\delta(\eta.x_1 \otimes \cdots \otimes \eta.x_n))(\eta.y_{n+1})
\end{align*}
\]

where \( \cdot \) denotes the action of \( L_0 \) on \( L^\gamma \). We thus have

\[
\begin{align*}
(d(d\xi))(\eta.x_1 \otimes \cdots \otimes \eta.x_n)(\eta.y_{n+1}) &= \sum_{i \leq n} (-1)^{S_i+1} \delta(\eta.y_1 \otimes \cdots \otimes \eta.dy_i \otimes \cdots \otimes \eta.y_n \otimes \eta.y_{n+1}) \\
&\quad + \sum_{i<j \leq n} (-1)^{T_{ij}} \delta(\eta.y_1 \otimes \cdots \otimes \eta.y_i \otimes \cdots \otimes \eta.y_j \otimes \cdots \otimes \eta.y_{n+1}) \\
&\quad + \sum_{i \leq n} (-1)^{|y_i|+1} S_i \cdot \delta(\eta.y_1 \otimes \cdots \otimes \eta.y_i \otimes \cdots \eta.y_n \otimes \eta.y_{n+1}) \\
&\quad + d(\delta(\eta.x_1 \otimes \cdots \otimes \eta.x_n))(\eta.y_{n+1})
\end{align*}
\]

Now computing the difference \( \delta(d\xi)(\eta.x_1 \otimes \cdots \otimes \eta.x_n)(\eta.y_{n+1}) - (d(d\xi))(\eta.x_1 \otimes \cdots \otimes \eta.x_n)(\eta.y_{n+1}) \) we get

\[
\begin{align*}
(-1)^{S_{n+1}+1} \delta(\eta.y_1 \otimes \cdots \otimes \eta.y_n \otimes \eta.dy_{n+1}) \\
+ d(\delta(\eta.y_1 \otimes \cdots \otimes \eta.y_{n+1})) - d(\delta(\eta.x_1 \otimes \cdots \otimes \eta.x_n))(\eta.y_{n+1}) = 0
\end{align*}
\]

It follows that \( \delta_L \) is indeed a morphism of complexes \( C_A L \to g^A_{L_0}(L^\gamma)[-1] \). It is moreover \( A \)-linear. One checks with great enthusiasm that it is a derivation. This construction is moreover functorial in \( L \) and we get the announced natural transformation. \( \square \)

Let us define the category \( \mathfrak{F}^* / \text{dgLie} \) as follows

- An object is a triple \((A, L, L \to L_1)\) where \( A \in \text{cdga}_{k}^{<0} \) and \( L \to L_1 \in \text{dgLie}_A \).
- A morphism \((A, L, L \to L_1) \to (B, L', L' \to L'_1)\) is the data of
  - A morphism \( A \to B \) in \( \text{cdga}_{k}^{<0} \).
A commutative diagram

\[
\begin{array}{c}
L' \longrightarrow L \otimes_A B \\
\downarrow & & \downarrow \\
L_1' & \longleftarrow & L_1 \otimes_A B
\end{array}
\]

This category comes with a coCartesian projection to \(\mathbf{s}_* \mathbf{dgLie} \to \mathbf{dgLie}^{op}\). The forgetful functor \(L/\mathbf{dgLie}_A \to \mathbf{dgRep}_A(L)\) define a functor \(\text{Ad}\) such that the following triangle commutes

\[
\begin{array}{ccc}
\mathbf{s}_* \mathbf{dgLie} & \xrightarrow{\text{Ad}} & \mathbf{dgRep} \\
\downarrow & & \downarrow \\
\mathbf{dgLie}^{op} & \xrightarrow{\chi} & \mathbf{dgRep}^{op}
\end{array}
\]

Let us define the category \(\mathbf{j}(\mathbf{cdga}/C(-))^{op}\) as follows

- An object is a triple \((A, L, B)\) where \((A, L) \in \mathbf{s}_* \mathbf{dgLie}^{op}\) and \(B\) is a cdga over \(A\) with a map \(B \to C_A L\);

- A morphism \((A, L, B) \to (A', L', B')\) is a commutative diagram

\[
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow & & \downarrow \\
A' & \longrightarrow & B'
\end{array}
\]

where \(C_A L \to C_{A'} L'\) is induced by a given morphism \(L' \to L \otimes_A A'\).

Let us remark here that \(\mathcal{C}\) induces a functor \(\chi: \mathbf{s}_* \mathbf{dgLie} \to \mathbf{j}(\mathbf{cdga}/C(-))^{op}\) which commutes with the projections to \(\mathbf{dgLie}^{op}\). The construction \(\mathbf{dgRep}_A(L) \to (\mathbf{cdga}_A/C_A L)^{op}\)

\[
V \mapsto C_A L \otimes g_L^A(V^\vee)[1]
\]

defines a functor

\[
\theta: \mathbf{dgRep} \to \mathbf{j}(\mathbf{cdga}/C(-))^{op}
\]

and lemma 4.2.5.3 gives a natural transformation \(\theta \text{Ad} \to \chi\). Localising along quasi-isomorphisms, we get a thetaedron

\[
\begin{array}{ccc}
\mathbf{s}_* \mathbf{dgLie} & \xrightarrow{\text{Ad}} & \mathbf{dgRep} \\
\downarrow & & \downarrow \\
(\mathbf{cdga}/C(-))^{op} & \xrightarrow{\theta} & \mathbf{dgLie}^{op}
\end{array}
\]

where the upper face is filled with the natural transformation \(\theta \text{Ad} \to \chi\) and the other faces are commutative.

**Lemma 4.2.5.4.** The functor \(\text{Ad}\) admits a relative left adjoint \(\phi\) over \(\mathbf{dgLie}^{op}\). Moreover, the induced natural transformation \(\theta \to \theta \text{Ad} \phi \to \chi \phi\) is an equivalence.
Proof. The first statement is a consequence of lemma 4.2.5.2 and [HAlg, 8.3.2.11]. To prove the second one, we fix a pair \((A, L)\) and study the induced natural transformation

\[
\begin{align*}
\text{dgRep}_A(L) &\xrightarrow{\phi} \text{cdga}_A(L) \otimes \text{dgLie}_A \\
&\phantom{\text{dgRep}_A(L) \xrightarrow{\phi}} \xrightarrow{\beta} \text{cdga}_A(L) \otimes \text{dgLie}_A \\
&\phantom{\text{dgRep}_A(L) \xrightarrow{\phi}} \xrightarrow{\gamma} \text{cdga}_A(L) \otimes \text{dgLie}_A
\end{align*}
\]

The category \(\text{dgRep}_A(L)\) is generated under colimits of the free representations \(\mathcal{U}_A L \otimes N\), where \(N \in \text{dgMod}_A\). Both the upper and the lower functors map colimits to limits. Since \(\phi_L^A(\mathcal{U}_A L \otimes N) \cong L \otimes \text{Free}_A(N)\), we can restrict to proving that the induced morphism

\[
C_A L \oplus N^*[1] \to C_A L \oplus g_1^L((\mathcal{U}_A L \otimes N)^*[1])
\]

is an equivalence. We have the following morphism between exact sequences

\[
\begin{align*}
N \otimes \beta &\to C_A L \oplus N^*[1] \to C_A L \\
g_1^L((\mathcal{U}_A L \otimes N)^*[1]) &\to C_A L \oplus g_1^L((\mathcal{U}_A L)^*[1]) \to C_A L
\end{align*}
\]

Since the functors \((-)^*\) and \(g_1^L((\mathcal{U}_A L \otimes -)^*[1])\) from \(\text{dgMod}_A\) to \(\text{dgMod}_A^\text{op}\) are both left adjoint to same functor, the morphism \(\beta\) is an equivalence.

Let us now consider the functor

\[
\begin{align*}
\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} &\to \int \text{dgMod}_{C((-)} \xrightarrow{f} \int \text{dgRep} \\
\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} \times_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} &\xrightarrow{\phi} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} \\
&\phantom{\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} \times_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}} \to \int \text{cdga}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}
\end{align*}
\]

Remark 4.2.5.5. Duality and proposition 4.2.3.6 make the composite functor

\[
\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} \xrightarrow{\phi} \int \text{dgRep} \xrightarrow{\theta} \int \text{cdga}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}
\]

equivalent to the functor \((A, L, M) \mapsto C_A L \oplus M^*[1]\).

Moreover, the composite functor

\[
\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} \times_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} \xrightarrow{\phi} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}
\]

has values in the full subcategory of good dg-Lie algebras \(\int_{/\text{dgLie}_{\text{good}}}^{*}\). Using lemma 4.1.4.10, we see that the functor

\[
\int \text{dgMod}^{\text{ft}, \geq 1}_{C((-)} \times_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} \xrightarrow{\phi} \int \text{cdga}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}
\]

preserves coCartesian morphisms. We finally get a natural transformation

\[
\begin{align*}
\int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} &\xrightarrow{\phi} \int \text{cdga}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep} \\
&\phantom{\int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}} \to \int \text{cdga}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgLie}^{\text{ft}, \geq 1}_{C((-)} \otimes_{\text{dgLie}^\text{op}} \int \text{dgRep}
\end{align*}
\]
There is also a Yoneda natural transformation $(cdga_{C(-)})^{\op} \to \text{Spec}(C(-))/\text{dSt}^f$ and we get

$$G: \text{dgMod}_{C(-)}^{f, \geq 1} \to \text{Spec}(C(-))/\text{dSt}^f$$

Let us recall remark 4.2.1.2. It defines a natural transformation

$$\zeta: \text{dgMod}_{C(-)}^{f, \geq 1} \times \Delta^1 \to \text{Spec}(C(-))/\text{dSt}^f$$

such that $\zeta(-, 0) \simeq \mathcal{F} \phi f$ and $\zeta(-, 1) \simeq G \simeq h\theta f$.

We are at last ready to prove proposition 4.2.5.1.

**Proof** (of proposition 4.2.5.1). Extending the preceding construction by sifted colimits, we get a natural transformation $\beta: L_{\text{qcoh}}(\mathcal{F}(\cdot)) \times \Delta^1 \to \mathcal{F}(\cdot)/\text{dSt}^f$ of functors $\text{dgLie}^{\op} \to \text{Cat}_X^\text{op}$. Let now $X$ denote an Artin derived stack locally of finite presentation. We get a functor

$$\beta_X: L^X_{\text{qcoh}}(\mathcal{F}_X) \times \Delta^1 \to \mathcal{F}_X(\ell X)/\text{dSt}_X^f$$

On the one hand, the functor $\beta_X(-, 0)$ admits a right adjoint, namely the functor

$$\mathcal{F}_X(\ell X)/\text{dSt}_X^f \xrightarrow{g_X} \ell X/\text{dgLie}_X \xrightarrow{\text{Ad}_X} \text{dgRep}_X(\ell X) \xrightarrow{g_X} L^X_{\text{qcoh}}(\mathcal{F} \ell X)$$

while on the other hand, using remark 4.2.5.5, the functor

$$\text{Map}(\beta_X(-, 1), (X \times X)^f)$$

is represented by $\nu_X(T_X[-1])$ where $\nu_X$ is the functor $\text{Qcoh}(X) \to L^X_{\text{qcoh}}((X \times X)^f)$ defined in the proof of theorem 4.2.3.1. We therefore have a morphism

$$\nu_X(T_X[-1]) \to g_X \text{Ad}_X \Sigma_X((X \times X)^f) \simeq g_X \text{Ad}_X(\ell X)$$

and hence a morphism $\text{Rep}_X(T_X[-1]) = f_X \nu_X(T_X[-1]) \to \text{Ad}_X(\ell X)$. It now suffices to test on the underlying quasi-coherent sheaves on $X$, that it is an equivalence. Both the left and right hand sides are equivalent to $T_X[-1]$. $\square$
Chapter 5

Perspectives

In this last chapter, we will expose a few research directions the author would like to pursue.

5.1 A symplectic structure on the formal loop space

We approached in this thesis the following question: if $X$ is a symplectic stack, does its formal loop space $\mathcal{L}^d(X)$ inherit a Tate symplectic structure. We showed in proposition 3.1.3.8 that $\mathcal{L}^d(X)$ is endowed with a "local" Tate structure.

**Problem 1.** Let $X$ be an $n$-shifted symplectic derived Artin stack. Does the formal loop space $\mathcal{L}^d(X)$ of dimension $d$ with values in $X$ admit an $(n - d + 1)$-shifted symplectic structure, as a locally Tate stack?

One way of approaching this issue is by considering the nerve of the morphism $\mathcal{L}^d_V(X) \to \mathcal{L}^d_U(X)$. This defines a groupoid object $Z_1$ in ind-pro-stacks. We showed that when $X$ is affine, the space of morphisms $Z_1$ of this groupoid is $\mathfrak{B}^d(X)$ and admits a closed form as soon as $X$ has one. This groupoid object is moreover expected to be compatible with the closed form so that it should define a closed form on the quotient. One core idea of this construction is that the quotient of the aforementioned groupoid in the right category – something like the category of Artin ind-pro-stacks – should be equivalent to $\mathcal{L}^d(X)$.

Moreover, stating and proving that the form on $\mathcal{L}^d(X)$ is non-degenerate encounters several problems. The first one is that the tangent of $\mathcal{L}^d(X)$ is only known to be a locally Tate object but not necessarily globally, so that comparing the tangent with its dual, the cotangent, does not really make sense yet.

5.2 A formal loop space over a variety

As we explained in the introduction, it appeared in [KV1] that the formal loop space (in dimension 1) can be defined over a curve. It moreover admits a factorization structure allowing us to use some local-to-global argument. This strategy also makes the core of [GL]. The question of defining the formal loop space over a variety $V$ – say of dimension $d$ – then naturally pops up. The difficulty lies in defining properly the punctured formal neighbourhood of the diagonal embedding $V \to V \times V$. In [KV1], the authors defined it as a locally ringed space. This approach would also make sense in the derived setting: for any cdga $A$ with morphism $u: \text{Spec } A \to V$, one can consider the space $\text{Spec } A$ with a sheaf of cdga’s $\mathcal{O}_{\Gamma_u \setminus \Gamma_u}$ corresponding to the punctured formal neighbourhood of the graph $\Gamma_u$ of $u$. The assignment

$$(u: \text{Spec } A \to V) \mapsto \text{Map}_{/\mathcal{V}}((\text{Spec } A, \mathcal{O}_{\Gamma_u \setminus \Gamma_u}), X)$$
when $X$ is a derived affine scheme over $V$, should define some sort of formal loop space over $V$. Although this definition would only make sense for an affine scheme $X$, one could give a broader definition by enforcing étale descent. And what of the factorization structure? The same kind of construction should allow us to build an object over the Ran space of $V$, hence defining a factorisation structure on this formal loop space over $V$. Its Ran space can be seen as the colimit in the category of stacks

$$\text{Ran}(V) = \colim_{I \in \text{Fin}^{-}} V^{I}$$

where $\text{Fin}^{-}$ is the category of finite sets and surjective maps. We come to the second problem I would like to investigate.

**Problem 2.** Let $V$ be a smooth and proper variety of dimension $d$. There should be a factorization monoid $\pi: \mathcal{L}(X)_{\text{Ran}(V)} \to \text{Ran}(V)$ in ind-pro-stacks such that, for any configuration $\{v_{1}, \ldots, v_{p}\}$ of points in $V$, we have a cartesian diagram

$$\begin{array}{ccc}
(L^{d}(X))^{p} & \longrightarrow & \mathcal{L}(X)_{\text{Ran}(V)} \\
\downarrow & \downarrow & \downarrow \pi \\
v_{1}, \ldots, v_{p} & \rightarrow & \text{Ran}(V)
\end{array}$$

Moreover, this factorization structure is expected to admit a flat connection – ie the map $\pi$ is the pullback of a map $Z \to \text{Ran}(V)_{\text{dR}}$.

When $V$ is Calabi-Yau, this factorization monoid is moreover expected to be compatible, in some sense, with the symplectic structure. A local-to-global argument should allow us to define a symplectic form on the (flat) factorization homology $H_{V}$ of $\mathcal{L}(X)_{\text{Ran}(V)}$.

This factorisation structure could also be linked to some higher dimension chiral differential operators, following the work of Kapranova and Vasserot in [KV3]. Of course, the first step in this direction would be to give a definition of what higher dimensional chiral and vertex algebras would be. The author hopes to follow those ideas together with Giovanni Faonte and Mikhail Kapranov.

### 5.3 Local geometry

Another direction the author is interested in is the development of a so-called local geometry. In this thesis, we encountered infinite dimensional stacks with a natural ind-pro-structure. This theory of ind-pro-stacks has some good features but seemed a bit tight for some purposes. Namely, the fact that the algebra $k(\!(t)\!)$ of Laurent series over the base field $k$ does not fit in this context. There is indeed no reasonable ind-pro-stacks representing $k(\!(t)\!)$ and remembering – as one would want – that it is in fact a localisation of a pro-algebra. The same problem arises of course when considering higher dimensional "loops", ie the derived scheme $U_{k}^{d}$ as defined in chapter 3.

**Problem 3.** Is there a natural geometrical context in which the punctured formal neighbourhood lives and behaves?

This problem could be answered with the following observation: the ring of Laurent series is an algebra in the category of ind-pro-vector spaces over $k$:

$$k(\!(t)\!) = \colim_{n} \lim_{p} k[t]/q^{n+p}$$

where the maps $k[t]/q^{n+p} \to k[t]/q^{n+(p-1)}$ is naturally a morphism of algebras but the transition maps

$$k[t]/q^{n+p} \to k[t]/q^{(n+1)+p}$$
are given by the multiplication by \( t \) and thus do not preserve the product. The idea here is to build a geometry on the site of algebras in the category of ind-pro-vector spaces, or more precisely in ind-pro-perfect complexes over \( k \). Those algebras come with a natural definition of a cotangent complex and an étale topology therefore arises.

Let us denote by \( \mathbf{dAff}_{IP} = (\mathbf{CAlg}(\text{IPP}(k)))^{\text{op}} \) this opposite category of commutative algebras in ind-pro-perfect complexes. The category \( \mathcal{P}(\mathbf{dAff}_{IP}) \) admits a localisation \( \mathbf{dSt}_{IP} \) with respect to the étale topology. We will call objects in \( \mathbf{dSt}_{IP} \) local (derived) stacks. The canonical monoidal inclusion \( i: \mathbf{dgMod}_k \simeq \text{Ind}^{\text{op}}(\text{Perf}(k)) \to \text{IPP}(k) \) defines a restriction functor

\[
\mathcal{P}(\mathbf{dAff}_{IP}) \to \mathcal{P}(\mathbf{dAff})
\]

which descends to a restriction functor between the category of stacks for the étale topology on both sides: \( i^*: \mathbf{dSt}_{IP} \to \mathbf{dSt} \). Any local stack hence admits an underlying derived stack. There is also a lax monoidal realisation functor \( \rho: \text{IPP}(k) \to \mathbf{dgMod}_k \) which then defines a restriction functor

\[
\rho^*: \mathbf{dSt} \to \mathbf{dSt}_{IP}
\]

The functor \( \rho^* \) is fully faithful and defines an embedding of derived stacks into local stacks.

One of the expected features of this geometry of so-called local stacks is that it should contain everything needed to define fully and properly the punctured formal neighbourhood – as the functor on \( \mathbf{dAff}_{IP} \) represented by \( k((t)) \) in dimension 1. More generally, let \( f: \text{Spec}(A/f) \to \text{Spec} A \) be a closed embedding of affine schemes. Let us assume that the ideal \( I \) is finitely generated by elements \( a_1, \ldots, a_n \). The punctured formal neighbourhood associated to the map \( f \) can now be defined as follows: the ind-pro-perfect vector space

\[
\colim \lim_{n} A/(a_1 \ldots a_n)^{n+p}
\]

is naturally endowed with a multiplication induced by that of \( A \) and hence defines an object in our site \( \mathbf{dAff}_{IP} \). In this definition, the maps in the pro-direction are given by moding out, while the maps in the ind-direction are given by multiplying by \( a_1 \ldots a_n \). The punctured formal neighbourhood of \( f \) is then the local stack represented by the local affine scheme above. This construction should generalize to a reasonable closed immersion between finitely presented schemes.

Once we have a punctured formal neighbourhood, we can define the formal loop space \( L^d_{IP}(X) \) in \( X \) as the internal hom – in \( \mathbf{dSt}_{IP} \) – from \( \mathbb{A}^1 \setminus \{0\} \) to \( \rho^* X \). This only works because of a great feature of the monoidal product of ind-pro-vector spaces has: for any cdga \( A \), we have an equivalence

\[
A((t)) \simeq k((t)) \otimes A
\]

Note that the restriction \( \rho^*(L^d_{IP}(X)) \) is naturally equivalent to \( L^d_{IP}(X) \) as defined in chapter 3. The symplectic structure could then follow, using the same strategy as in theorem 2.2.3.8.

This alleged local geometry would also give a well-behaved construction of the formal loop space over a variety \( V \), as well as its factorisation structure. The author would also be interested in studying the links between this local geometry and different fields, including Beilinson’s adèles, rigid analytic or adic spaces.
Notations glossary

\[ A^p(X), \text{A}^{p,\text{cl}}(X) \] Complex of \( k \)-modules of (closed) \( p \)-forms on \( X \) p.46

\[ A^p_{\text{IP}}(X), \text{A}^{p,\text{cl}}_{\text{IP}}(X) \] Pro-ind-complex of \( k \)-modules of (closed) \( p \)-forms on \( X \) p.46

\( B^c \) Functor \( \mathcal{C}^{\Delta^1} \to \text{Cat}^v_X \) mapping \( c \to d \in \mathcal{C} \) to the category \( \mathcal{C}/d \) with pushforward functors p.22

\( B^c \) Functor \( (\mathcal{C}^{\Delta^1})^{\text{op}} \to \text{Cat}^v_X \) mapping \( c \to d \in \mathcal{C} \) to the category \( \mathcal{C}/d \) with pullback functors p.22

\[ \mathbb{A}^d(X) \] Ind-pro-stack of bubbles of dimension \( d \) in \( X \) p.66

\( \text{Cat}_U^{x,1} \) Category of \( U \)-small \((x,1)\)-categories p.1

\( \text{Cat}_{\mathcal{V},x}^{x,1} \) Category of \( U \)-small symmetric monoidal \((x,1)\)-categories p.5

\( \text{Cat}_{\mathcal{V},1}^{x,1} \) Category of \( \mathcal{V} \)-small stable \((x,1)\)-categories p.5

\( \text{Cat}_{\mathcal{V},1,\text{id}}^{x,1} \) Category of \( \mathcal{V} \)-small stable and idempotent complete \((x,1)\)-categories p.5

\( \text{cdga}_A^{x,0} \) Category of cdga’s over \( A \) p.6

\( \text{cdga}_A^{x} \) Category of unbounded cdga’s over \( A \) p.71

\( C_A L \) Chevalley-Eilenberg cohomology complex of the \( A \)-dg-Lie algebra \( L \) p.79

\( \text{dAff}_k \) Category of derived affine schemes over \( k \) p.6

\( \text{dgExt}_A \) Category of trivial square zero extensions of \( A \) p.81

\( \text{dgLie}_A \) Category of \( A \)-dg-Lie algebras p.71

\( \text{dgMod}_A \) Category of \( A \)-dg-modules p.6

\( \text{dgRep}_A(L) \) Category of representations of the \( A \)-dg-Lie algebra \( L \) p.89

\( \text{dSt}_k \) Category of derived stacks over \( k \) p.6

\( \text{dSt}_k^{x} \) Category of derived Artin stacks over \( k \) p.6

\( \text{dSt}_A^{x} \) Category of formal stacks over \( A \) p.81

\( \text{dSt}^{x}_{\text{Tate}} \) Category of Tate stacks over \( S \) p.44

\( \text{Fct}(\mathcal{C}, \mathcal{D}) \) Category of functors \( \mathcal{C} \to \mathcal{D} \) p.1

\( \text{Fin}^{x} \) Category of pointed finite sets p.5

\( F_X \) Functor mapping a Lie algebra over \( X \) to a formal stack p.85

\( \text{Ind}^{\mathcal{U}}(\mathcal{C}) \) Category of \( U \)-small ind-objects in \( \mathcal{C} \) p.2

\( \text{Ind}^{\mathcal{U}} \) Ind-extension functor to \( \text{Ind}^{\mathcal{U}}(\mathcal{C}) \) p.4

\( \text{IPdSt}_{x,\text{shy,b}}^{S} \) Category of shy and bounded ind-pro-stacks over \( S \) p.42

\( \text{IPerf}(X) \) Derived category of ind-perfect complexes on \( X \) p.30

\( \text{IQcoh}(X) \) Derived category of ind-quasi-coherent sheaves on \( X \) p.31

\( K(\mathcal{C}), \mathbb{K}(\mathcal{C}) \) Connective (resp. non-connective) \( K \)-theory spectrum of \( \mathcal{C} \) p.12

\( K^{x} \) Simplicial set obtained from \( K \) by adding a final object p.3

\( \mathbb{L}_{X/S} \) Cotangent (pro-)ind-complex of \( X \) over \( S \) p.7, 33, 37

\( \ell_X \) Functor mapping a formal stack over \( X \) to its tangent Lie algebra p.85

\( \ell_X \) Tangent Lie algebra of the stack \( X \) p.88
| Symbol | Description | Page |
|--------|-------------|------|
| $\mathcal{L}^d(X)$ | Stack of dimension $d$ loops in $X$ | p.55 |
| $\mathcal{L}^d(X)$ | Ind-pro-stack of dimension $d$ loops in $X$ | p.60 |
| $I^X_{\text{qcoh}}(Y)$ | Derived category of the $X$-formal stack $Y$ | p.94 |
| $\text{Map}_\mathcal{C}(c,d)$ | Mapping space from $c$ to $d$ in $\mathcal{C}$ | p.1 |
| $\text{Map}(X,Y)$ | Mapping stack from $X$ to $Y$ | p.6 |
| $O_\mathcal{C}$ | Functor $\mathcal{C} \to \text{Cat}_\infty$ mapping $c \in \mathcal{C}$ to the overcategory $\mathcal{C}/c$ | p.18 |
| $O_\mathcal{C}^\circ$ | Functor $\mathcal{C}^{\text{op}} \to \text{Cat}_\infty$, $c \mapsto \mathcal{C}/c$ – with pullback functors | p.20 |
| $\text{Perf}(X)$ | Derived category of perfect complexes on $X$ | p.7 |
| $\text{PPerf}(X)$ | Derived category of pro-perfect complexes on $X$ | p.31 |
| $\mathcal{P}(\mathcal{C})$ | Category of presheaves over $\mathcal{C}$ | p.1 |
| $\mathcal{Pr}^{U}_{\mathcal{C}}$ | Category of $U$-presentable $(\infty, 1)$-categories | p.1 |
| $\text{Pro}^{U}(\mathcal{C})$ | Category of $U$-small pro-objects in $\mathcal{C}$ | p.3 |
| $\text{Pro}^{U}_{\mathcal{C}}$ | Pro-extension functor to $\text{Pro}^{U}(\mathcal{C})$ | p.4 |
| $\mathcal{T}^{\infty}(\mathcal{C})$ | Category of sifted objects in $\mathcal{C}$ | p.5 |
| $\text{Qcoh}(X)$ | Derived category of quasi-coherent sheaves on $X$ | p.7 |
| $\text{sSets}$ | Category of spaces | p.1 |
| $\text{Tate}^{U}(\mathcal{C})$ | Category of Tate objects in $\mathcal{C}$ | p.9 |
| $\text{Tate}^{U}_{\mathcal{C}}$ | Category of pure Tate objects in $\mathcal{C}$ | p.9 |
| $\text{Tate}'^{U}(\mathcal{C})$ | Category of elementary Tate objects in $\mathcal{C}$ | p.9 |
| $U_\mathcal{C}$ | Functor $\mathcal{C}^{\text{op}} \to \text{Cat}_\mathcal{C}$ mapping $c \in \mathcal{C}$ to the undercategory $\mathcal{C}/c$ | p.18 |
| $U_\mathcal{C}^\circ$ | Functor $\mathcal{C}\to \text{Cat}_\mathcal{C}$, $c \mapsto \mathcal{C}/c$ – with pushforward functors | p.20 |
| $X_{\text{DR}}$ | De Rham prestack associated to $X$ | p.54 |
| $X[M]$ | Trivial square zero extension of $X$ by $M$ | p.7 |
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