Logistic Regression Models in Predicting Heart Disease
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Abstract. This paper predicts the risk of suffering from heart disease among the elderly by exploring the feasibility of using logistic regression models. Through the technology of data mining, the main pathogenic factors of heart disease were found, and the incidence of heart disease was predicted by using the regression model. The accuracy of logistic regression model was compared with other explored algorithms, and I found that the logistic regression model was worthy of research in the field of heart disease prediction.
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1. Introduction
The forecast of cardiovascular disease, one of the most common heart diseases, is considered to be one of the most significant topics in the analysis of clinical data.

According to the World Health Organization (WHO), cardiovascular diseases (CVDs) kills about 31% of the world's population each year, with older people at greater risk than other age groups.

Through applying the technology of data mining, a new idea is provided for the prediction of heart disease, extracting clinical attributes and pathological data from large medical data sets, and generating biological hypotheses. At present, some studies have applied data mining technology to the prediction of heart disease, but there are limited studies on the important features of cardiovascular disease, while logistic regression can extract the risk factors of disease and predict the incidence probability of patients in real time.

This study aims to determine the important characteristics and incidence probability of heart disease prediction, and compare the accuracy of the logistic regression algorithm used with other existing research algorithms, such as Naive Bayes, SVM and Neural Network, to determine the feasibility of the logistic regression algorithm in predicting heart disease.

2. Algorithm
Logistic regression model, a very common model in machine learning is selected by this paper, which is often applied in the actual manufacturing context the fields such as data mining, automatic disease diagnosis and economic prediction. For instance, this research discussed the risk factors for heart disease and forecast the probability of disease occurrence based on risk factors. Logistic regression is most frequently applied for classification, primarily two-category issues (that is, there are only two
types of output, each representing one category), and can indicate the probability of occurrence of each classification event.

Logistic regression model is shown below:

\[ \text{prob}(Y = 1) = \frac{e^z}{1 + e^z} \]  

(1)

Where \( Y \) refers to binary dependent variable (\( Y \) is equal to 1 if event happens; \( Y=0 \) otherwise), \( e \) stands for the foundation of natural logarithms and \( Z \) means:

\[ Z = \beta_0 + \beta_1X_1 + \beta_2X_2 + \ldots + \beta_pX_p \]

with constant \( \beta_0 \), coefficients \( \beta_j \) and predictors \( X_j \), for \( p \) predictors(\( j=1,2,3,\ldots,p \))

3. Implementation

3.1. Dataset

The data from UCI machine learning repository was collected. The dataset contains 303 records, and 14 attributes. Thirteen parameters were used as the eigenvalues for the forecast of heart disease and one of the parameters is the output value or the forecast value of the patients with heart disease. (‘num’ means Numeric, and ‘nom’ means Nominal)

| Attribute | Description | Type |
|-----------|-------------|------|
| 1 Age | Age in years | num |
| 2 Sex | Sex (1 = male; 0 = female) | nom |
| 3 Cp | chest pain type -- Value 1: typical angina -- Value 2: atypical angina -- Value 3: non-anginal pain -- Value 4: asymptomatic | nom |
| 4 Trestbps | Resting blood pressure | num |
| 5 Chol | Serum cholestoral in mg/dl | num |
| 6 Fbs | Fasting blood sugar > 120 mg/dl | nom |
| 7 Restecg | Resting electrocardiographic results -- Value 0: normal -- Value 1: having ST-T wave abnormality -- Value 2: showing probable or definite left ventricular hypertrophy by Estes' criteria | nom |
| 8 Thalach | Maximum heart rate achieved | num |
| 9 Exang | Exercise induced angina | nom |
| 10 Oldpeak | ST depression induced by exercise relative to rest | num |
| 11 Slope | The slope of the peak exercise ST segment Nominal -- Value 1: upsloping -- Value 2: flat -- Value 3: downsloping | nom |
|   |   |
|---|---|
| 12 | Ca | Number of major vessels (0–3) coloured by fluoroscopy | num |
| 13 | Thal | 3 = normal; 6 = fixed defect; 7 = reversible defect | nom |
| 14 | Num | Diagnosis of heart disease (angiographic disease status) -- Value 0: no heart disease -- Value 1-4: presence of heart disease | nom |

Figure 1. The proportion of ‘num’ in the data set
0 refers to no heart disease and 1-4 stands for the number of patients with heart diseases, different numbers represent different degrees of illness (4 being the highest).

3.2. Data Analysis

3.2.1. Data Preprocessing. Since there are incomplete data in the data set and the output value is from 0 to 4 with different degrees of disease, while logistic regression corresponds to dichotomy, it is necessary to preprocess the data for subsequent analysis. The incomplete data were removed and the predictive value attributes for suffering from heart diseases in the dataset were converted from multi-category value to binary value. Diagnostic values are converted from 2 and 4 to 1. The final data set only includes 0 and 1; 0 stands for no heart disease, and 1 refers to the possibility of suffering from heart disease.

3.2.2. Feature Selection. In addition to predicting the probability of heart disease, the experiment also needs to dig the main factors of heart diseases. Therefore, characteristics should be extracted before data analysis, so as to find out the related pathogenic factors affecting heart problems and put forward suggestions for the prevention of physical health based on this. Figure 2 shows the relationship between age and blood pressure, and Figure 3 shows the correlation between each characteristic value.
Figure 2. Relationship between age and blood pressure

Figure 3. Correlation between each characteristic value

According to the correlation between the eigenvalues, the combination with the most significant features was selected for data analysis, and different data mining techniques were used to test the selected combination.

3.2.3. Classification modeling and performance testing. After complete the feature selection, create logic regression model, then input data and initial parameters, the model of new parameters are calculated through gradient descent, the probability is more and more close to the real value, also is a process to make the error smaller and smaller, until it converges to a tend to a fixed value, it is concluded that eventually a set of parameters, according to the parameters into the model, and then verified with test data, if the error is not satisfied, you will need to adjust the initial parameters or data, to continue the above process, until a satisfactory parameters and test data error. After training, the final set of parameters is obtained, and the parameters are inserted into the model formula, and then the error is calculated with the test data. The smaller the error is, the closer the parameters are to the optimal one. If you are not satisfied with the obtained parameters, you need to adjust the super parameters and train again until you get a satisfactory set of parameters. The prediction accuracy of the final model is 84.98%.

3.2.4. Contrastive analysis. Other data mining algorithms show different performance in building heart disease prediction models. The following table shows the accuracy rate and main influencing factors of different technologies.

| Table 2. Different accuracy rates obtained by each technique |
| Technique                 | Accuracy | Combination               |
|---------------------------|----------|---------------------------|
| Support Vector Machine    | 86.87%   | 1, 2, 3, 5, 6, 9, 10, 11, 12 |
| Naïve Bayes               | 85.86%   | 2, 3, 8, 9, 10, 12        |
| Neural Network            | 84.85%   | 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13 |
| KNN                       | 82.49%   | 2, 3, 6, 7, 10, 11, 12, 13 |
| Logistic Regression       | 85.86%   | 1, 2, 3, 5, 6, 9, 10, 11, 12 |

After comparing logistic regression model with other models, it can be found that the accuracy of logistic regression model is more accurate than KNN and Neural Network algorithm in predicting heart disease probability, but SVM may be a better way to predict heart disease probability. This is mainly because logistic regression is very sensitive to extreme values, which can easily lead to problems of underfitting and low accuracy, while the generalization error rate of support vector machines is lower.

4. Conclusion
Raw data is analyzed by using the technology of data mining, and new insights and accurate predictions are provided for disease prevention goals.

In this paper, logistic regression models were used to explore the feasibility of predicting heart disease. Experiments were conducted using the data set provided by UCI and the results were evaluated. Significant features of logistic regression models affecting heart disease were found: Age, sex, cp, chol, restecg, oldpeak, slope, ca, thal.

The main influencing factors and logistic regression technology are used to establish the prediction model, and the accuracy of the model is compared with the model proposed in the existing research. According to the test results, the classification model proposed is highly accurate and has certain research value. In the further study, new feature extraction methods and model parameters can be selected to further improve the accuracy.
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