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ABSTRACT

We look at an algorithmic information theory based definition of value of a creative artifact and discuss the computational difficulty associated with the creation or determination of value. We look at the computational resources required to create a valuable product and discuss how likely an observer is to verify a claim that an object required significant effort on the creator’s part.

1 Introduction

We start by building an algorithmic information theory based definition of value of a creative artifact. An artifact can be described concisely by an algorithm that generates a binary description of it on a computer (such formulation may seem reductive but it makes analysis of its complexity, the creative process and effort that went behind it much easier). We fix this particular computer $C$ as the only way to generate a description of an artifact which upon receiving some program $p$ (a set of instructions) halts after outputting only our desired object $x$ and nothing else. Algorithmic information theory says, in this settings, the length of shortest program is the object’s Kolmogorov complexity [1] which is its absolute information content (a concise set of instructions for composing Bach’s Cello Suites may be more economical and certainly more informative than the verbatim compositions themselves).

$$KC(x) = \min_p \{|p| : C(p) = x\}$$

If the input programs are binary and we generate them via coin tosses, then the probability that $x$ will be the output on any given input is $QC(x) = \sum_{p; C(p) = x} 2^{-|p|}$. This is remarkable as it is also the algorithmic probability of $x$’s existence on $C$. For the sum to be a proper probability distribution such that $QC(x) \leq 1$, it is however required that $C$ knows when to stop reading the input (due to Kraft inequality [1]) and such property is known as prefix-free where no program is a prefix of another valid program. Then the shortest program $p$ contributes the most to $x$’s probability and it is $p$’s computational effort to create $x$ that will determine $x$’s value.

2 Value as Computational Effort

Note that this “effort” can measured be in required time, space or energy; all of which are resources that we may have restricted access to and thus will naturally value an object to create which an extraordinary amount of these resources was needed. However, we continue our discussion focusing only on time as the other resources increase proportionally with it after a certain threshold (a computer which embarks on a long computation generates heat when it manipulates or erases information [2], to cool it down we need to spend energy still. The discussion on assigning value to space is rather tricky; because space can be reused and even the polynomial space complexity class $PSPACE$ contains some of the most difficult problems, it is more interesting to discuss problems with bounded time). We define here a time-bounded version $KC_t(x)$ which is the length of shortest program $p$ that outputs $x$ within a computable time bound
\[K_C^t(x) = \min_{p} \{|p| : C(p) \text{ halts with } x \text{ in time } t(|x|)\}\]

Intuitively, as \(t(|x|)\) becomes larger the length of the program that needs this time becomes shorter; as it takes more time for them to create a large artifact than it takes an already larger program (we do not take into account the inner mechanisms of the programs which can be regarded as a shortcoming of this formulation). But is it always economical to sacrifice in time for a small gain in space? In Conways game of life, a simple initial configuration can give rise to non-trivial organized complexity after running for exponential time which may lead us to think that this final configuration is valuable: it is attainable from its initial simplicity but only with much endeavours. However, if it can be reached from another slightly more complex initial settings within polynomial time, then it no longer seems as valuable as it did before. Therefore, a more error-free way of defining value is: an object is valuable only if all of its short programs are slow-running; in other words almost all of its algorithmic probability comes from slow and short programs.

This is captured succinctly by the Logical depth \(\text{depth}_s(x)\) which we adopt as a formal measure of \(x\)’s value.

\[\text{depth}_s(x) = \min_{p} \{\text{time}(p) : C(p) = x, \ |p| \leq K_C(x) + s\}\]

Here \(s\) denotes the significance of the witness program \(p\) in terms of its contribution to \(x\)’s existence: the less \(s\) is, the more probable it is for \(p\) to be \(x\)’s actual source on \(C\); thus \(p\)’s computational effort is also the most probable way in which \(x\) was created.

### 2.1 Compressibility \(\neq\) Value

Note that such definition of value also protects us from certain pitfalls; like claims that highly compressible and regular objects are valuable; rather we seem to attach value to objects that are meaningful and often such meaning is acquired over time. In Colton’s Art exhibit example [4] a similar scenario is described where an art enthusiast deems a painting of random dots more valuable than another similar painting as it had a meaning attached to it provided by the painter: the random dots depicted his personal relationships and how he felt about them.

In an interesting study [5], the authors showed that complex but non-random images that we would normally assign value to takes more time to generate from their lossless PNG (Portable network graphics) compression (Figure 1). On the other end of the spectrum, highly random objects which are not compressible and are often of little value to us, can be generated quickly from their similar-length programs (Figure 2).

It is important to note here that this object-dependent notion of value does not consider the cultural context in which it was conceived nor the observer’s perspective which may differ from person to person. Instead, what it correctly predicts is that valuable objects are extremely rare: there are far more random objects in the universe than there are highly regular compressible ones; even less are among those which are programs and go through a long evolution (computation) to create something meaningful. This catapults us to the discussion of the computational complexity associated with value.
3 Complexity of Creating Value

Consider creating an artifact $x$ with value $T$ (some large number) using the following diagonalization procedure [3]: we enumerate all programs $p : |p| \leq T$, run each of them for time $T$, check whether the cumulative probability $\sum_{p : C(p) = x} 2^{-|p|}$ of programs that halt with output $x$ is significant or larger than $2^{-|x|}$ (which means $x$ is compressible and has a more probable source than a verbatim description). If we do find an object $x$ that is less probable to be created by these $T$-fast programs, then we can say with high probability that $x$ has value at least $T$ (as programs taking more time than $T$ may be able to produce $x$; the algorithm we just described is certainly one among them) This is a very slow process taking more than $2^T$ to create an object with value $T$. However, this process can not be sped up due to the slow-growth law which states that a fast deterministic process can not turn a shallow or valueless object into a deep and valuable one. If it did then this process along with the shallow object (can be an empty string) could be encoded as a program that generates the valuable object quickly contradicting the fact that the object is valuable. This phenomenon is best illustrated by a great work of autobiography: the existence of such a literature would be impossible without the meaningfully lived life of the author.

Given an artifact $x$ it is natural to think that starting from some initial long program (“print $x$”) we can incrementally update it by exploring shorter programs by running them until termination and check whether they output $x$. Unfortunately, since halting of a program is undecidable, even if we encounter a short program that eventually outputs $x$, without a preconceived idea of the object’s value we would not know how long we should keep the program running. A halting sequence $H$ however, whose $i$th bit is 1 iff the $i$th program halts (we enumerate all possible programs with lexicographically increasing length) has the ability to speed up this process: with the knowledge that a particular program halts with certainty the only thing that remains to check is whether the program outputs $x$ [3]. By the slow growth law $H$ itself is logically deep and useful (in fact the time needed to generate this sequence from a small program as described above is unbounded) as it aids the creation of all other valuable objects. An art appraiser with a vast knowledge of what constitutes valuable works, enjoys such efficiency when it comes to evaluating a new artwork; here we say their collective knowledge is useful which possibly took a long time to build.

Another natural question to ask is: whether there are ways of generating depth more closely approximating the maximum allowed by the slow growth law: depth $T$ in time $T$. One way of doing so would be simply to generate a string of $T$ zeros. Then this string is valuable whenever $T$ itself is deep [3]. Time $O(T)$ is clearly both necessary and sufficient to generate this string, but a string of zeroses is not useful and it would be more satisfying to find an example of an efficiently generated object deeper than its own bulk. It turns out this can only be possible if the creator has access to a random oracle with the help of which they can convert a simple string like $O^n$ to a deep string that takes polynomial time $O(kn)$ to be generated for some constant $k$; but it will take any normal observer proportional to $O(\text{kn}^2)$ time to generate the object from the same simple source [3]. The paintings of Jackson Pollock has such quality: at a first glance they seem random and producible by a trivial highly complex program. However, Pollock’s drip paintings have been clearly identified as masterpieces which means they have overwhelming probability to be generated by very slow-running short programs [6,7] regardless of the time taken by its creator.
4 Complexity of Verifying Value

Consider Colton’s art exhibition example again: the painter supplies the observer with a short program that simulates the events and relationships of the painter’s life up to the point of creating the random dots painting after which the program terminates. If the program takes exponential time $O(2^{|x|})$ in the painting’s length $|x|$ and the observer only has polynomial time, is it possible for a sceptical observer to be convinced of the meaning or value in the painting? Due to the deterministic nature of our setup, the answer points towards the negative: the provided program has to be run in order to see whether it outputs $x$ in the end. The exponential time-bound here is not too ambitious as typically, the most valuable or useful strings (like the Halting sequence $H$) take more than recursively bounded time to be generated [3].

Note that this problem gets much more difficult if the painter instead claimed the following: $p$ outputs $x$ in $O(2^{|x|})$ time and no other shorter program does so more efficiently. Now, the observer additionally has to enumerate all programs up-to length $|p|$, run them for $O(2^{|x|})$ and reject the claim if any of the programs halts within the time with output $x$. More difficult still is the claim that $x$ is logically deep with exponential time bound with significance at least $|p| - K_C(x)$ as it would require the observer to also generate all $|p|$ length programs to check whether $O(2^{|x|})$ is the minimum time taken by the programs to generate $|x|$. In general, the more valuable the object is, the harder it gets to detect such value.

Because of the interactive nature of the value-verification problems let us see what an interactive proof (IP) system [8] might look like. To determine the value of $x$ we must first select a threshold runtime which can be $O(2^{|x|})$ as before. An all-powerful prover can find the shortest program $p$ that outputs $x$ in the designated time and to convince the verifier that no other same length or shorter program can output $x$ faster, they can provide a proof as following: the prover can run all programs with length $\leq |p|$ for $O(2^{|x|})$ time, collect the outputs of the halting programs and send it to the verifier. The problem then reduces to finding $x$ in this string. Note that, since the programs are allowed to run for $O(2^{|x|})$ time the largest output can have length at-most $O(2^{|x|})$ and in the worst case, the proof can have length $O(2^{|p|+|x|+O(1)})$. If the communication overhead between the two parties is allowed to be exponential then an exponential verifier can easily with high probability accept or reject the proof (each message from the prover contains a $O(2^{|x|})$ length output which the verifier compares with $|x|$ and there are at most $O(2^{|p|})$ messages). However, it is not clear whether a polynomial time-bounded verifier can accept or reject such proofs with high probability and if they have access to a random oracle (which is a standard addendum to a verifier in IP) what must its purpose or computational complexity be.

Note that such austerity in assessing value comes from the fact that compression is generally a more difficult task that decomposition [9]. To find a non-trivial compression $q(x) : C(q(x)) = x$ and $q(x) < |x|$ the search space becomes exponential to find some encoding which decompressed to $|x|$. Besides some objects are cryptographically pseudo-random [3][10], meaning it is extremely difficult to pin-point a non-random source for them (highly sophisticated and complex artworks are good examples of this). While this maybe unsatisfactory, it might still be possible to efficiently detect a logically shallow or valueless artifact. A dishonest prover may claim that a shallow object is valuable but being shallow it is guaranteed to have at least one fast short program that generates the object. A clever observer after some bounded time analysis (or compression) of the object can detect such short program and refute the claim with high probability [9].

5 Conclusion and Future Direction

We presented an object-dependent analysis of value rooting it in Algorithmic Information Theory and discussed the computational difficulty associated with determining and creating such value. Although such formulation does not take into account the object’s cultural significance, its ability to be understood by viewers, or any other social properties, various authors [11][12] have made similar connections between an object’s value and its buried computational effort. This is also related to a notion of “organized complexity” found in nature: a priori the most probable explanation for the sequence of bases in a biological object like a DNA molecule is that it is the product of an extremely long evolutionary process [1].

We presented a time-dependent discussion but analogous results can be shown for space-bounded computation which illustrates the difficulty a mechanism with limited-memory faces when critiquing or evaluating a valuable object. Moreover, space-bounded computation sheds light on another exciting research direction: an object which stores information about its own creation. This is formalized with reversible computation where a computer along with the output supplies all the discarded information that can be used to trace back to the original program that is the source of the object. Then storing information from a long computation quickly becomes intractable, specially for one-way naturally occurring processes: a bottle of sterile nutrient solution has low complexity, but if inoculated with a single bacterium it can quickly turn into a bacterial culture. The rapid growth of bacteria following introduction of a seed bacterium is a irreversible process and even without the seed the forward process is vastly more probable than its
reverse: transformation of bacteria into low-complexity energy nutrient. Complexity thus not to increase quickly, except with low probability, but can increase slowly over geological time, which makes taking snapshots of such progress extremely space-inefficient.

Another future direction for research will be to situate the intractable problems in value-determination within appropriate complexity classes. As we noted in the previous sections, it is not possible to reliably verify the value of an object in a classical setting within reasonable time-bound, however the quantum realm can lend a hand. One way to approach this is the observation that a valuable or logically deep object is one that is not in the set of shallow or valueless objects (our example of diagonal creation of value made use of this principle) and shallow or even weekly deep objects \[3\] are abundant in nature. This problem is remarkably similar to the Group non-membership problem \[13\] which belongs to the Quantum Merlin-Arthur (QMA) \[14\] complexity class. We do not go into details but including or excluding the value problems from such classes will give a good idea about their true complexities and whether quantum techniques like entanglement and super-dense coding plays any role in efficient verification of value.
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