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ABSTRACT. We present the modified approach to the classical Bogolyubov-Krylov averaging, developed recently for the purpose of PDEs. It allows to treat Lipschitz perturbations of linear systems with pure imaginary spectrum and may be generalized to treat PDEs with small nonlinearities.

1. Introduction

The classical Bogolyubov-Krylov averaging method is a method for approximated analysis of nonlinear oscillating process. Among a number of its equivalent or closely related formulations, we choose the following. In the space $\mathbb{R}^N$, let us consider the differential equation of the form

$$\frac{\partial v}{\partial t} + Av = \epsilon P(v), \quad v(0) = v_0, \quad 0 < \epsilon \leq 1,$$

where $A$ is a linear operator with pure imaginary eigenvalues without Jordan cells, and $P(v)$ is a nonlinearity. The task is to study the behavior of solutions for (1.1) on time-interval of order $\epsilon^{-1}$. Let us firstly pass to the slow time $\tau = \epsilon t$ and rewrite the equation as

$$\frac{\partial v}{\partial \tau} + \epsilon^{-1}Av = P(v), \quad v(0) = v_0,$$

where now $\tau$ is a time-variable of order one. Secondly, in equation (1.2), let us pass to the interaction representation variables

$$a(\tau) = e^{-\tau A}v(\tau),$$

and rewrite the equation as

$$\frac{\partial a}{\partial \tau} = e^{-\tau A}P(e^{-\tau A}a), \quad a(0) = v_0.$$

The Bogolyubov-Krylov averaging theorem is the following result:

**Theorem 1.1.** Assume that the vector-field $P$ is locally Lipschitz continuous. Then

1) the limit

$$\langle \langle P \rangle \rangle (a) = \lim_{T \to \pm \infty} \frac{1}{|T|} \int_0^T e^{-\tau A}P(e^{-\tau A}a)ds$$

exists for all $a \in \mathbb{R}^n$.

2) There exists $\theta = \theta(|v_0|) > 0$, such that for $|\tau| \leq \theta$, a solution $a'(\tau)$ of equation (1.4) is $o(1)$-close, as $\epsilon \to 0$, to a solution of the equation

$$\frac{\partial a}{\partial \tau} = \langle \langle P \rangle \rangle (a), \quad a(0) = v_0.$$

\footnote{under this name the change of variable (2.3) is known in physics.}
We stress that the only restriction imposed on the spectrum of the operator $A$ is that it is pure imaginary. Theorem 1.1 and related results were proved by Bogolyubov-Krylov in a number of works in 1930’s. The research was summarized in the book [4], also see in [2]. In our work we present a proof of Theorem 1.1 based on a variation of the Bogolyubov-Krylov argument, developed recently for the purposes of partial differential equations in [7, 8]. It allows to prove the averaging theorem above under minimal restrictions on the smoothness of the nonlinearity $P$ – only its Lipschitz continuity is required – and it generalizes to a class of perturbative problems in PDEs. Theorem 1.1 is proved in Sections 3-4. In Section 5, we discuss its applications to the case when (1.2) is a Hamiltonian system. We remind that the Bogolyubov-Krylov averaging method was the first rigorously justified averaging theory. Before the work of Bogolyubov-Krylov the method of averaging existed as a heuristic theory, after that other rigorous averaging theories were created, see in [2]. In particular, now the method of averaging applies to equations with added stochasticity. The approach of our work, enriched with the ideas of the seminal work [9], suits well to the situation when the stochasticity is added to the problem in the form a stochastic force; both in the ODE and PDE settings. See the second half of the paper [8] and references in that work.
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## 2. Preliminaries

Consider again equation (1.2), and assume that the linear operator $A$ has $N$ eigenvalues, counted with their geometrical multiplicities. Assume also that these eigenvalues are pure imaginary. Then they go in pairs $\pm i\lambda_j$, where $0 \neq \lambda_j \in \mathbb{R}$ (see [3]). So $N$ is an even number, $N = 2n$. The imposed restrictions on $A$ are equivalent to the following conditions (see [3]): $\text{Ker} A = \{0\}$ and in $\mathbb{R}^{2n}$ exists a basis $\{e_1^+, e_1^-, e_2^+, e_2^-, \ldots, e_n^+, e_n^-\}$ such that in the corresponding coordinates $\{x_1, y_1, x_2, y_2, \ldots, x_n, y_n\}$, the matrix of the linear operator $A$ has the form

$$
\begin{pmatrix}
0 & -\lambda_1 & 0 & \cdots & 0 \\
\lambda_1 & 0 & -\lambda_2 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & -\lambda_n \\
\end{pmatrix}
$$

(2.1)
Thus, the original unperturbed linear system \((1.1)\) reads:

\[
\begin{align*}
\dot{x}_1 - \lambda_1 y_1 &= 0, \\
\dot{y}_1 + \lambda_1 x_1 &= 0, \\
\cdots \\
\dot{x}_n - \lambda_n y_n &= 0, \\
\dot{y}_n + \lambda_n x_n &= 0.
\end{align*}
\]

(2.2)

Note that this linear system can be written in the Hamiltonian form

\[
\dot{x} = -\frac{\partial h}{\partial y}, \quad \dot{y} = \frac{\partial h}{\partial x},
\]

where

\[
h = -\frac{1}{2} \sum_{j=1}^{n} \lambda_j (x_j^2 + y_j^2).
\]

2.1. **Complex structures in \(\mathbb{R}^{2n}\) and real analysis in \(\mathbb{C}^n\).** The systems (2.2) and (1.2) can be written more compactly if we introduce in the space \(\mathbb{R}^{2n}\) a complex structure and write \(A\) and the perturbation \(P\) in its terms. Corresponding construction is performed in this section and is used below to prove Theorem 1.1: the complex language allows to shorten the proof significantly.

Vectors in the space \(\mathbb{R}^{2n}\) are characterized by the coordinates \((x_1, y_1, x_2, y_2, \ldots, x_n, y_n)\). Let us introduce in \(\mathbb{R}^{2n}\) a complex structure by denoting

\[
\begin{align*}
z_1 &= x_1 + i y_1, \\
z_2 &= x_2 + i y_2, \\
\cdots \\
z_n &= x_n + i y_n.
\end{align*}
\]

(2.3)

Then the real space \(\mathbb{R}^{2n}\) becomes a space of complex sequences \(z = (z_1, z_2, \ldots, z_n)\) with \(z_j \in \mathbb{C}\). That is, we have achieved that

\[
\mathbb{R}^{2n} \simeq \mathbb{C}^n.
\]

In the complex notation, the Euclidean scalar product \((\cdot, \cdot)\) in \(\mathbb{R}^{2n} \simeq \mathbb{C}^n\) reads

\[
(\dot{z}, \dot{z}') = \Re(\sum_j z_j \bar{z}_j') = : \Re(\dot{z} \cdot \bar{\dot{z}}').
\]

(2.4)

For the real numbers \(\lambda_1, \lambda_2, \ldots, \lambda_n\) as in (2.2) let us consider the linear operator

\[
\text{diag}\{i \lambda_j\} : \mathbb{C}^n \to \mathbb{C}^n, \quad (z_1, z_2, \ldots, z_n) \mapsto (i \lambda_1 z_1, i \lambda_2 z_2, \ldots, i \lambda_n z_n).
\]

In the real coordinates \((x_1, y_1, x_2, y_2, \ldots, x_n, y_n)\) it reads

\[
(x_1, y_1, x_2, y_2, \ldots, x_n, y_n) \mapsto (-\lambda_1 y_1, \lambda_1 x_1, -\lambda_2 y_2, \lambda_2 x_2, \ldots, -\lambda_n y_n, \lambda_n x_n).
\]

That is, in the complex coordinates the operator \(A\) with the matrix (2.1) is the operator \(\text{diag}\{i \lambda_j\}\), so the system of linear equations \((1.1)_{\epsilon=0} = (2.2)\) reduces to the diagonal complex system

\[
\dot{v}_j + i \lambda_j v_j = 0, \quad 1 \leq j \leq n.
\]
2.2. Perturbed linear systems. In the complex notation, the perturbed system (1.1) reads
\[
\dot{v}_j + \lambda_j v_j = \epsilon P_j(v), \quad v(0) = v_0, \quad v = (v_1, v_2, \ldots, v_n) \in \mathbb{C}^n.
\]

Below we assume that the vector-field \( P \) is locally Lipschitz, i.e. its restrictions to bounded balls \( B_R, R > 0 \), are Lipschitz-continuous. The case of polynomial vector-field \( P \) will be for us of special interest, and we start with its brief discussion.

Definition 2.1. A complex function \( F : \mathbb{C}^n \to \mathbb{C} \) is a polynomial if it can be written as
\[
F(z) = \sum_{0 \leq |\alpha|, |\beta| \leq M} C_{\alpha\beta} z^\alpha \bar{z}^\beta,
\]
where \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n), \beta = (\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{Z}^n_+ \) are multi-indices with the norm \( |\alpha| = |\alpha_1| + |\alpha_2| + \cdots + |\alpha_n|, C_{\alpha\beta} \) are some complex numbers, and
\[
z^\alpha = \prod_{j=1}^n z_j^{\alpha_j}, \quad \bar{z}^\beta = \prod_{j=1}^n \bar{z}_j^{\beta_j}.
\]

Definition 2.2. A vector-field \( P(z) \) is polynomial if every its component \( P_j \) is a polynomial function.

We recall that for a function \( f(z) \) (real or complex) of a complex variable \( z = x + iy \), the derivatives \( \partial f / \partial z \) and \( \partial f / \partial \bar{z} \) are defined as \( \frac{\partial f}{\partial z} = \frac{1}{2}(\frac{\partial f}{\partial x} - i \frac{\partial f}{\partial y}) \) and \( \frac{\partial f}{\partial \bar{z}} = \frac{1}{2}(\frac{\partial f}{\partial x} + i \frac{\partial f}{\partial y}) \). The lemma below follows by elementary calculation:

Lemma 2.3. Let \( z \in \mathbb{C} \) and consider a complex polynomial \( F(z) = \sum_{m,n=1}^M C_{mn} z^m \bar{z}^n \). Then
\[
\frac{\partial F}{\partial z} = \sum_{m,n=1}^M mC_{mn} z^{m-1} \bar{z}^n, \quad \text{and} \quad \frac{\partial F}{\partial \bar{z}} = \sum_{m,n=1}^M nC_{mn} z^m \bar{z}^{n-1}.
\]
If \( F : \mathbb{C}^n \to \mathbb{R} \) is a real-valued \( C^1 \)-smooth function, then \( \frac{\partial F}{\partial z_j} = i \frac{\partial F}{\partial \bar{z}_j} \), for any \( 1 \leq j \leq n \).

Now let us come back to the general case of locally Lipschitz vector-fields \( P \).

Definition 2.4. Let \( \mathcal{X} : \mathbb{R}^+ \to \mathbb{R}^+ \) be a non-decreasing continuous function and \( f : \mathbb{C}^n \to \mathbb{C}^n \) be a continuous vector-field. We say that \( f \in \text{Lip}_\mathcal{X}(\mathbb{C}^n, \mathbb{C}^n) \), if for any \( R \geq 0, |f|_{B_R} \leq \mathcal{X}(R) \) and \( \text{Lip}_f |_{B_R} \leq \mathcal{X}(R) \).

Example 2.5. Let \( P : \mathbb{C}^n \to \mathbb{C}^n \) be a \( C^1 \)-smooth vector-field. For \( v \in \mathbb{C}^n \) we denote by \( dP(v) \) the differential of \( P \) at \( v \) (this is a linear over real numbers map from \( \mathbb{C}^n \) to \( \mathbb{C}^n \)).
Denote \( \mathcal{X}(R; P) = \{ \sup_{B_R} |dP(v)|, \sup_{B_R} |P(v)| \} \). Then \( \mathcal{X} \) defines a continuous function of \( R \geq 0 \), and \( P \in \text{Lip}_\mathcal{X}(\mathbb{C}^n, \mathbb{C}^n) \). Indeed, the continuity of \( \mathcal{X} \) is obvious, while the second property follows from the mean-value theorem which implies that
\[
|P(u_2) - P(u_1)| \leq \mathcal{X}(R; P)|u_2 - u_1|, \quad \text{if} \quad u_1, u_2 \in B_R.
\]

Lemma 2.6. Let \( P \in \text{Lip}_\mathcal{X}(\mathbb{C}^n, \mathbb{C}^n) \) and \( v_0 \in \bar{B}_R \). Denote \( \theta = \frac{R}{\mathcal{X}(2R)} \). Then a solution \( v(t) \) of equation (2.5) exists for \( |t| \leq \epsilon^{-1} \theta \) and stays in the ball \( \bar{B}_{2R} \).

Proof. Since \( P \) is a locally Lipschitz vector-field, then a solution \( v(t) \) of equation (2.5) exists till the blow-up time. Taking the scalar product of equation (2.5) with \( v(t) \) (see (2.4)), we get
\[
\frac{1}{2} \frac{d}{dt} |v(t)|^2 = -i(\text{diag}(\lambda_j) v, v) + \epsilon \langle P(v), v \rangle = \epsilon \langle P(v), v \rangle.
\]
Denote $T = \inf \{ t \in [0, \epsilon^{-1}\theta] : |v(t)| \geq 2R \}$, where $T$ equals $\epsilon^{-1}\theta$ if the set under the inf-sign is empty. Then for $0 < t \leq T$ we have
\[
\frac{1}{2} \frac{d}{dt} |v(t)|^2 \leq \epsilon |v||P(v)| \leq \epsilon X(2R)|v|.
\]
Thus, $\frac{d}{dt} |v(t)| \leq \epsilon X(2R)$ and $|v(t)| \leq R + \epsilon X(2R)t < 2R$ for all $0 < t < \epsilon^{-1}\theta$. So $T = \epsilon^{-1}\theta$ and the result follows. 

2.3. Slow time and interaction representation. Denote $\tau = ct$. Then $\frac{\partial v}{\partial \tau} = \epsilon \frac{\partial v}{\partial t}$, so equations (2.6) reduce to
\[
(2.6) \quad \frac{\partial v_j}{\partial \tau} + i\epsilon^{-1}\lambda_j v_j = P_j(v), \quad 1 \leq j \leq n.
\]
Let us substitute in (2.6)
\[
(2.7) \quad v_j(\tau) = e^{-i\epsilon^{-1}\lambda_j \tau} a_j(\tau), \quad 1 \leq j \leq n.
\]
Then (2.6) becomes
\[
(2.8) \quad \dot{a}_j = e^{i\epsilon^{-1}\lambda_j \tau} P_j(v), \quad 1 \leq j \leq n.
\]
Denote $a(\tau) = (a_1(\tau), a_2(\tau), \ldots, a_n(\tau)) \in \mathbb{C}^n$. For a real vector $w = (w_1, w_2, \ldots, w_n) \in \mathbb{R}^n$ let $\Phi_w$ be the rotation operator
\[
\Phi_w : \mathbb{C}^n \rightarrow \mathbb{C}^n, \quad \Phi_w = \text{diag}\{e^{i\omega_1}, e^{i\omega_2}, \ldots, e^{i\omega_n}\}.
\]
It is easy to see that
\[
(\Phi_w)^{-1} = \Phi_{-w}, \quad \Phi_{w_1} \circ \Phi_{w_2} = \Phi_{w_1+w_2}, \quad \Phi_0 = \text{id},
\]
and that each $\Phi_w$ is a unitary transformation.

Denote by $\Lambda$ the vector $(\lambda_1, \lambda_2, \ldots, \lambda_n) \in \mathbb{R}^n$. Then (2.7) can be written as $v(\tau) = \Phi_{-\tau\epsilon^{-1}\Lambda} a(\tau)$, or $a(\tau) = \Phi_{\tau\epsilon^{-1}\Lambda} v(\tau)$. Thus, the system (2.8) reads as
\[
(2.9) \quad \frac{\partial a}{\partial \tau} = \Phi_{\tau\epsilon^{-1}\Lambda} \circ P(\Phi_{-\tau\epsilon^{-1}\Lambda} a(\tau)), \quad |\tau| \leq \theta,
\]
with the initial condition
\[
(2.10) \quad a(0) = v_0, \quad |v_0| =: R.
\]
Note that
\[
(2.11) \quad |a_j(\tau)| = |v_j(\tau)|, \quad \forall \tau, \quad 1 \leq j \leq n.
\]

3. Averaging of vector-fields

We recall that a diffeomorphism $G : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n}$ transforms a vector-field $W$ on $\mathbb{R}^{2n}$ to the vector-field $(G_* W)(v) = dG(u)(W(u))$, $u = G^{-1}(v)$, see in [1]. Accordingly, a linear isomorphism $\Phi_{\Lambda t}$, $t \in \mathbb{R}$, transforms the vector-field $P$ to
\[
((\Phi_{\Lambda t})* P)(v) = \Phi_{\Lambda t} \circ P(\Phi_{-\Lambda t} v).
\]
Our goal in this section is to study the averaging in $t$ of the vector-field above.

For a continuous vector-field $P$ on $\mathbb{C}^n$ and a vector $\Lambda \in (\mathbb{R} \setminus \{0\})^n$, we denote
\[
(3.1) \quad \langle \langle P \rangle \rangle(\Lambda) = \lim_{T \to \pm \infty} \frac{1}{|T|} \int_0^T \Phi_{\Lambda t} \circ P(\Phi_{-\Lambda t} a) dt,
\]
if the limit exists (for $T < 0$ we understand $\int_0^T \cdots dt$ as the integral $\int_{-T}^0 \cdots dt$). Denote
\[
(3.2) \quad y^t(\Lambda) = \Phi_{\Lambda t} \circ P(\Phi_{-\Lambda t} a),
\]
and for $T \neq 0$ set
\begin{equation}
(3.3) \quad \langle \langle P \rangle \rangle^T(a) = \frac{1}{|T|} \int_0^T y^t(a) dt.
\end{equation}

Then
\begin{equation}
(3.4) \quad \langle \langle P \rangle \rangle(a) = \lim_{T \to +\infty} \langle \langle P \rangle \rangle^T(a).
\end{equation}

The vector-field $\langle \langle P \rangle \rangle$ is called the averaging of $P$ (in the direction of a vector $\Lambda$), and $\langle \langle P \rangle \rangle^T(a)$ is called the partial averaging. The latter always exists. Our goal in this section is to prove that the former also exists, if the mapping $P$ is locally Lipschitz. To indicate the dependence of the two introduced objects on $\Lambda$, sometimes we will write them as $\langle \langle \cdot \rangle \rangle_\Lambda$ and $\langle \langle \cdot \rangle \rangle^T_\Lambda$. We recall that being written in the special basis the matrix of operator $A$ takes the form (2.3), and that after introducing in $\mathbb{R}^{2n}$ the complex structure (2.3) the matrix becomes $\text{diag}\{\lambda_j\}$. Since $\Phi_{\Lambda t} = \exp(\text{diag}\{\lambda_j\} t)$, then the definition of $\langle \langle P \rangle \rangle$ agrees with that in (1.5).

**Lemma 3.1.** If $P \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$, then $\langle \langle P \rangle \rangle^T \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$ for any $T \neq 0$.

**Proof.** If $a \in \hat{B}_R$, then $\Phi_{-\Lambda t}a \in \hat{B}_R$. Since $P \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$, one obtains $|P(\Phi_{-\Lambda t}a)| \leq X(R)$, for each $t$, and then
\begin{equation}
(3.5) \quad |y^t(a) - y^t(1)| = |P(\Phi_{-\Lambda t}a) - P(\Phi_{-\Lambda t}1)| \leq X(R)|\Phi_{-\Lambda t}a - \Phi_{-\Lambda t}1| \leq X(R)|a_2 - a_1|, \quad \forall t.
\end{equation}

From (3.4) and (3.5), one obtains
\begin{equation}
|\langle \langle P \rangle \rangle^T(a)| \leq \sup_{|t| \leq |T|} |y^t(a)| \leq X(R),
\end{equation}

and
\begin{equation}
|\langle \langle P \rangle \rangle^T(a_2) - \langle \langle P \rangle \rangle^T(a_1)| \leq \sup_{|t| \leq |T|} |y^t(a_2) - y^t(a_1)| \leq X(R)|a_2 - a_1|.
\end{equation}

Thus, $\langle \langle P \rangle \rangle^T \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$ for $T \neq 0$. \hfill \Box

**Lemma 3.2** (The main lemma of averaging). For any $\Lambda \in (\mathbb{R} \setminus \{0\})^n$ and $P \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$, the limit of (3.4) exists for any $a \in \mathbb{C}^n$, and $\langle \langle P \rangle \rangle \in \text{Lip}_X(\mathbb{C}^n, \mathbb{C}^n)$. If $a \in \hat{B}_R$, then the rate of convergence in (3.4) depends only on $R, \Lambda$ and $P$.

Before proving the general case of Lemma 3.2, we firstly consider the case when $P$ is a polynomial vector-field. Then,
\begin{equation}
(3.6) \quad P_j(v) = \sum_{0 \leq |\alpha|, |\beta| \leq N} C_{j}^{\alpha \beta} v^\alpha \bar{v}^\beta, \quad 1 \leq j \leq n,
\end{equation}

and one has
\begin{align*}
y_j^t(v) &= e^{i\lambda_j t} \sum_{0 \leq |\alpha|, |\beta| \leq N} C_{j}^{\alpha \beta} \prod_i (e^{-i\lambda_j t \bar{v}_i})^{\alpha_i} \prod_i (e^{i\lambda_j t v_i})^{\beta_i} \\
&= \sum_{0 \leq |\alpha|, |\beta| \leq N} C_{j}^{\alpha \beta} e^{i(\lambda_j t - \Lambda \cdot \alpha + \Lambda \cdot \beta)} v^\alpha \bar{v}^\beta.
\end{align*}
It follows that
\[
\langle\langle P\rangle\rangle_j^T(v) = \sum_{0 \leq |\alpha|, |\beta| \leq N} C_{j}^{\alpha\beta} \left( \frac{1}{|T|} \int_0^T e^{i\langle\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta \rangle} dt \right) v^\alpha \bar{v}^\beta.
\]

**Definition 3.3.** A pair \((\alpha, \beta)\) is called \((\Lambda, j)\)-resonant if \(\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta = 0\). The resonant part of the polynomial vector-field \((3.6)\) is another polynomial vector-field \(P_{\text{res}}(v)\) such that
\[
P_{\text{res}}(v) = \sum_{\text{pair } (\alpha, \beta) \text{ is } (\Lambda, j)-\text{resonant, } 0 \leq |\alpha|, |\beta| \leq N} C_{j}^{\alpha\beta} v^\alpha \bar{v}^\beta \quad \text{for } 1 \leq j \leq n.
\]

Note that
\[
\frac{1}{|T|} \int_0^T e^{-i\langle\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta \rangle} dt = \begin{cases} 1, & \text{if } (\alpha, \beta) \text{ is } (\Lambda, j)\text{-resonant,} \\ \frac{1}{-i\langle\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta \rangle} (e^{-iT\langle\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta \rangle} - 1), & \text{otherwise.} \end{cases}
\]

So,
\[
\lim_{T \to \pm\infty} \frac{1}{|T|} \int_0^T e^{-i\langle\lambda_j - \Lambda \cdot \alpha + \Lambda \cdot \beta \rangle} dt = \begin{cases} 1, & \text{if } (\alpha, \beta) \text{ is } (\Lambda, j)\text{-resonant,} \\ 0, & \text{otherwise.} \end{cases}
\]

Thus, we have
\[
\langle\langle P\rangle\rangle_j^T(v) \xrightarrow{T \to \pm\infty} P_{\text{res}}(v).
\]

Therefore, in the polynomial case the limit in \((3.1)\) exists.

**Lemma 3.4.** If \(P(v) \in \text{Lip}_\chi(\mathbb{C}^n, \mathbb{C}^n)\) is a polynomial vector-field of the form \((3.6)\), then the limit \(\langle\langle P\rangle\rangle\) in \((3.1)\) exists for all \(a \in \mathbb{C}^n\), equals to the resonant part \(P_{\text{res}}\) of \(P\) and satisfies \(\langle\langle P\rangle\rangle \in \text{Lip}_\chi(\mathbb{C}^n, \mathbb{C}^n)\). Moreover, if \(a \in \bar{B}_R\), then the rate of convergence \((3.7)\) depends only on \(R, \Lambda\) and \(P\).

**Proof.** The existence of the limit \(\langle\langle P\rangle\rangle\) already is proved, and its Lischitz continuity easily follows Lemma 3.1. The second assertion holds since the rate of convergence in \((3.7)\) and \((3.8)\) depends only on the indicated quantities. We omit the details.

Now we begin to prove Lemma 3.2.

**Proof.** To show that the limit exists we have to verify that \(\frac{1}{|T|} \int_0^T e^{i\lambda_j t} \cdot P_j(\Phi_{-\Lambda t} a) dt\) converges to a limit as \(T \to \pm\infty\). It suffices to show that for any \(\xi > 0\), there exists \(T' = T'(|\xi|, R, \Lambda, P) > 0\), such that
\[
|\langle\langle P\rangle\rangle_j^{T_1}(a) - \langle\langle P\rangle\rangle_j^{T_2}(a)| \leq \xi, \quad \text{if } |T_1|, |T_2| \geq T'.
\]

For any \(j\) consider the restriction of \(P_j\) to the closed ball \(\bar{B}_R\). By the Stone-Weierstrass theorem, there exist \(N\) and a polynomial \(P_j^N(a)\) of degree \(N\), depending only on \(R\) and \(P\), such that
\[
|P_j(a) - P_j^N(a)| \leq \frac{\xi}{4}, \quad \forall a \in \bar{B}_R.
\]

We have got a polynomial vector field \(P_j^N\), for which the assertions of Lemma 3.2 already are proved.
Since $\Phi_{-\Lambda} a \in \bar{B}_R$ for any $t$, then
\[ |y_j(t; a) - y_j(t; P_j N)| \leq \frac{\xi}{4}, \quad \forall t, \forall a \in \bar{B}_R. \]

So,
\[ \|\langle\langle P \rangle\rangle_j^T(a) - \langle\langle P N \rangle\rangle_j^T(a)\| \leq \frac{\xi}{4}, \quad \forall T \neq 0. \]

By Lemma 3.4, there exists $T' = T'_N > 0$ such that
\[ \|\langle\langle P \rangle\rangle_j^T(a) - \langle\langle P N \rangle\rangle_j^T(a)\| \leq \frac{\xi}{4}, \quad \forall |T| \geq T'. \]

From (3.10) and (3.11),
\[ \|\langle\langle P \rangle\rangle_j^{T_1}(a) - \langle\langle P N \rangle\rangle_j^{T_1}(a)\| \leq \frac{\xi}{2}, \quad \forall |T_1| \geq T'. \]

The same is true for $T_2$. Therefore (3.9) follows, and the convergence (3.11) is established. The inclusion $\langle\langle P \rangle\rangle \in \text{Lip}_X$ is a consequence of Lemma 3.1, while the last assertion of the lemma directly follows from the proof. The lemma is proved.

**Example 3.5.** Let $\lambda_j > 0$ for all $j$ and $P_j$ be an anti-holomorphic polynomial $P_j(v) = \sum_{j=1}^n C_j^i b^j$. Then no pair $(0, \beta)$ is $(\Lambda, j)$-resonant, so $\langle\langle P \rangle\rangle = 0$.

**3.1. Properties of the operator $\langle\langle \cdot \rangle\rangle$.**

**Proposition 3.6.** Let $P$ and $Q$ be locally Lipschitz vector-fields on $\mathbb{C}^n$. Then

1) (linearity): $\langle\langle aP + bQ \rangle\rangle = a\langle\langle P \rangle\rangle + b\langle\langle Q \rangle\rangle$ for any $a, b \in \mathbb{R}$.
2) If $P = \text{diag}(a_1, \ldots, a_n)$, $a_j \in \mathbb{C}$, then $\langle\langle P \rangle\rangle = P$.
3) The mapping $v \mapsto \langle\langle P \rangle\rangle(v)$ commutes with all operators $\Phi_{\Lambda \theta}$, $\theta \in \mathbb{R}$.
4) The mapping $(\mathbb{C}^n \times (\mathbb{R} \setminus \{0\})^n, (v, \Lambda) \mapsto \langle\langle P \rangle\rangle(\Lambda)(v)$ is measurable.

**Proof.** Properties 1) and 2) are obvious. Let us prove 3), assuming for definiteness that $T > 0$. We have:
\[
\langle\langle P \rangle\rangle(\Phi_{\Lambda \theta} \alpha) = \lim_{T \to +\infty} \frac{1}{T} T_0 T \Phi_{\Lambda t} \circ P(\Phi_{-\Lambda t} \Phi_{\Lambda \theta} \alpha) dt
\]
\[
= \Phi_{\Lambda \theta} \lim_{T \to +\infty} \frac{1}{T} \int_0^T T_0 T \Phi_{\Lambda(t-\theta)} \circ P(\Phi_{-\Lambda(t-\theta)} \alpha) dt
\]
\[
= \Phi_{\Lambda \theta} \lim_{T \to +\infty} \frac{1}{T} \int_{-\theta}^{T-\theta} T_0 T \Phi_{\Lambda \theta} \circ P(\Phi_{-\Lambda \theta} \alpha) d't
\]
\[
= \Phi_{\Lambda \theta} \lim_{T \to +\infty} \frac{1}{T} (\int_0^T + \int_{-\theta}^{T-\theta}) \Phi_{\Lambda \theta} \circ P(\Phi_{-\Lambda \theta} \alpha) d't
\]
\[
= \Phi_{\Lambda \theta} \langle\langle P \rangle\rangle(\alpha).
\]

To prove 4), we note that for $T > 0$ the mappings $(a, \Lambda) \to \langle\langle P \rangle\rangle_j^T(a)$ are continuous, so measurable. By Lemma 3.2, the mapping in question is a point-wise limit, as $T \to \infty$, of the measurable mappings above; so it also is measurable (see [10], Theorem 1.14).
4. Averaging for solutions of equation (2.9)

In this section we get our main result, describing the behaviour, as $\epsilon \to 0$, of solutions of equation (2.9) on time-intervals $|\tau| \leq \text{const}$, where $\text{const}$ does not depend on $\epsilon$. In view of (2.9), this also describes the behaviour of the amplitudes $|v_j(\tau)|$ of solutions (2.6), and accordingly, the behaviour of the amplitudes of solutions for (2.5) on long time-intervals $|t| \leq \text{const} \epsilon^{-1}$.

Let in eq. (2.6) $P \in \text{Lip}_\chi(C^n, \mathbb{C}^n)$ for some function $X$ as in Definition 2.7, and let $v(\tau)$ be its solution such that $v(0) = v_0$. Denote $|v_0| = R$. Then by Lemma 2.6, $v(\tau) \in \hat{B}_R$ for $|\tau| \leq \theta = R/(\chi(2R))$. For $|\tau| \leq \theta$ the curve $a^\tau(\tau) = \Phi_{r_\epsilon^{-1}A}v(\tau)$ satisfies (2.9), (2.10) and $|a^\tau_j(\tau)| = |v_j(\tau)|$ for each $j$. So for $|\tau| \leq \theta$ we have:

\begin{equation}
\begin{aligned}
|a^\tau(\tau)| &\leq 2R, \\
|\partial_{\tau^i}a^\tau| &\leq |P(\Phi_{r_\epsilon^{-1}A}a(\tau))| \leq \chi(2R).
\end{aligned}
\end{equation}

Consider the collection of curves $a^\epsilon$ (the solutions of equation (2.9)),

$$a^\epsilon \in C([-\theta, \theta], \mathbb{C}^n), \quad \epsilon \in (0, 1].$$

By (4.1) and the Arzelà-Ascoli theorem, the family $\{a^\epsilon, 0 < \epsilon \leq 1\}$ is precompact in $C([-\theta, \theta], \mathbb{C}^n)$. So there exists a sequence $\epsilon_j \to 0$, such that

\begin{equation}
\epsilon_j \to 0 \quad \text{in} \quad C([-\theta, \theta], \mathbb{C}^n), \quad \text{as} \quad \epsilon_j \to 0,
\end{equation}

for some curve $a^0 \in C([-\theta, \theta], \mathbb{C}^n)$. By (4.1),

$$|a^\epsilon(\tau_1) - a^\epsilon(\tau_2)| \leq \chi(2R)|\tau_1 - \tau_2|.$$

Passing in this relation to the limit as $\epsilon_j \to 0$, we obtain

\begin{equation}
|a^0(\tau_1) - a^0(\tau_2)| \leq \chi(2R)|\tau_1 - \tau_2|, \quad \forall \tau_1, \tau_2 \in [-\theta, \theta],
\end{equation}

Now we address the following problem: does the limit $a^0$ depend on $\{\epsilon_j\}$? If it does not, then how to describe it?

A solution $a^\epsilon(\tau)$ of (2.9) satisfies the relation

\begin{equation}
a^\epsilon(\tau) = v_0 + \int_0^T \Phi_{r_\epsilon^{-1}A} \circ P(\Phi_{r_\epsilon^{-1}A}a^\epsilon(s)) \, ds, \quad \forall |\tau| \leq \theta,
\end{equation}

and the estimates (4.1). From Lemma 3.2

\begin{equation}
\frac{1}{|T|} \int_0^T \Phi_{r_\epsilon^{-1}A} \circ P(\Phi_{r_\epsilon^{-1}A}a^\epsilon(t)) \, dt = \langle \langle P \rangle \rangle(a) + o(1), \quad \text{as} \quad T \to \pm \infty,
\end{equation}

where $o(1)$ does not depend on $v_0$ if $v_0 \in \hat{B}_R$.

Consider the following effective equation

\begin{equation}
a(\tau) = v_0 + \int_0^\tau \langle \langle P \rangle \rangle(a(s)) \, ds,
\end{equation}

that is

$$\dot{a}(\tau) = \langle \langle P \rangle \rangle(a(\tau)), \quad a(0) = v_0.$$

Since $\langle \langle P \rangle \rangle$ is locally Lipschitz, then a solution for (4.10) is unique and exists at least for small $|\tau|$.

**Lemma 4.1.** The curve $a^0(\tau)$ is a solution of (4.10) for $|\tau| \leq \theta$. 

To prove the lemma we first perform some additional constructions.

Assume for definiteness that $\tau \geq 0$, i.e. $0 < \tau \leq \theta$, and consider an intermediate scale $\tilde{L} = \sqrt{\epsilon}$; then $\epsilon \ll L \ll 1$. Denote $N = \lfloor \frac{L}{\tilde{L}} \rfloor$. Let $b_j = jL, 0 \leq j \leq N, b_{N+1} = \theta$ and $\Delta_j = [b_{j-1}, b_j], 1 \leq j \leq N + 1$. Then $|\Delta_1| = \cdots = |\Delta_N| = L, \ 0 \leq |\Delta_{N+1}| < L$.

Let the curves $y_t^\epsilon(a), t \in \mathbb{R}$, be defined as in (3.2) with $a = a^\epsilon$.

**Lemma 4.2.** For any $0 \leq |\tau| \leq \theta$, denote $I(\tau) = \int_0^\tau G(a^\epsilon(s), s\epsilon^{-1}) \, ds$, where $G(a^\epsilon(s), s\epsilon^{-1}) = y^\epsilon s^{-1}(a^\epsilon(s)) - \langle \langle P \rangle \rangle(a^\epsilon(s))$. Then uniformly in $\tau \in [0, \theta]$ we have $|I(\tau)| \leq \kappa(\epsilon)$, where $\kappa(\epsilon) \to 0$ as $\epsilon \to 0$, does not depend on $v_0$ if $|v_0| \leq R$.

**Proof.** Denote

$$I_j(\tau) = \int_{\Delta_j} G(a^\epsilon(s), s\epsilon^{-1}) \, ds, \quad 1 \leq j \leq N + 1.$$  

Then $|I| \leq \sum_{j=1}^{N+1} |I_j|$. The term $I_{N+1}$ is trivially small. Now consider $I_j$ with $1 \leq j \leq N$. We have

$$|I_j| \leq \left| \int_{b_{j-1}}^{b_j} (G(a^\epsilon(s), s\epsilon^{-1}) - G(a^\epsilon(b_{j-1}), s\epsilon^{-1})) \, ds \right| + \left| \int_{b_{j-1}}^{b_j} G(a^\epsilon(b_{j-1}), s\epsilon^{-1}) \, ds \right| =: I_j^1 + I_j^2.$$  

Consider the term $I_j^1$. Since $|s - b_{j-1}| \leq L$, then by (4.11), we have

$$|a^\epsilon(s) - a^\epsilon(b_{j-1})| \leq LX(2R).$$  

As for any $t, y^t$ and $\langle \langle P \rangle \rangle$ both belong to $\text{Lip}_\chi$, then

$$I_j^1 \leq 2LX(2R) \cdot LX(2R) = 2L^2(\chi(2R))^2.$$  

Now consider the term $I_j^2$. We have

$$I_j^2 = \left| \int_{b_{j-1}}^{b_j} y^\epsilon s^{-1}(a^\epsilon(b_{j-1})) \, ds - \int_{b_{j-1}}^{b_j} \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1})) \, ds \right|$$  

$$= \int_{b_{j-1}}^{b_j+L} \Phi_{-\Lambda \epsilon^{-1}} \circ P(\Phi_{-\Lambda \epsilon^{-1}} a^\epsilon(b_{j-1})) \, d\tau - L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1}))$$  

$$= \int_0^L \Phi_{-\Lambda \epsilon^{-1}b_{j-1}} \Phi_{-\Lambda \epsilon^{-1}T} \circ P(\Phi_{-\Lambda \epsilon^{-1}T} - \Lambda \epsilon^{-1}b_{j-1}) \, d\tau - L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1}))$$  

$$= \Phi_{-\Lambda \epsilon^{-1}b_{j-1}} \int_0^L \Phi_{-\Lambda \epsilon^{-1}T} \circ P(\Phi_{-\Lambda \epsilon^{-1}T} \circ z) \, d\tau - L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1})),$$

where $z := \Phi_{-\Lambda \epsilon^{-1}b_{j-1}} a^\epsilon(b_{j-1}) \in \bar{B}_{2R}$. Making in the last inequality the substitution $\epsilon^{-1} \tilde{\tau} = t$ and noting that $d\tilde{\tau} = \epsilon dt = \tilde{L}^2 dt$, we obtain:

$$I_j^2 = \left| \Phi_{-\Lambda \epsilon^{-1}b_{j-1}} \frac{L}{\tilde{L}} \int_0^{\tilde{L}^{-1}} \Phi_{-\Lambda \epsilon^{-1}T} \circ P(\Phi_{-\Lambda \epsilon^{-1}T} \circ z) \, dt - L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1})) \right|.$$  

From (4.5), $\langle \langle P \rangle \rangle^{L^{-1}}(z) = \langle \langle P \rangle \rangle(z) + o(1)$ as $\epsilon \to 0$. Since by item 3) of Proposition 3.6, 

$$\langle \langle P \rangle \rangle(z) = \langle \langle P \rangle \rangle(\Phi_{-\Lambda \epsilon^{-1}b_{j-1}} a^\epsilon(b_{j-1})) = \Phi_{-\Lambda \epsilon^{-1}b_{j-1}} \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1})), $$  

and as by Lemma 3.2 the $o(1)$ above does not depend on $z \in \bar{B}_{2R}$, then

$$I_j^2 = |L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1})) + L \cdot o(1) - L \langle \langle P \rangle \rangle(a^\epsilon(b_{j-1}))| = L \cdot o(1).$$
So

$$|I_j| \leq L \cdot o(1) + 2L^2(\chi(2R))^2 = L \cdot o(1),$$

and therefore,

$$|I| \leq \sum_{j=1}^{N} |I_j| \leq NL \cdot o(1) \leq \theta \cdot o(1) =: \kappa(\epsilon).$$

The lemma is proved. □

Proof of Lemma 4.1. Consider

$$A(\tau) := a^0(\tau) - v_0 - \int_0^\tau \langle\langle P\rangle\rangle (a^0(s))ds$$

(4.7)

$$= a^0(\tau) - a^{\epsilon_j}(\tau)$$

(4.8)

$$+ a^{\epsilon_j}(\tau) - v_0 - \int_0^\tau y(a^{\epsilon_j}(\tau), se_j^{-1})ds$$

(4.9)

$$+ \int_0^\tau y(a^{\epsilon_j}(\tau), se_j^{-1})ds - \int_0^\tau \langle\langle P\rangle\rangle (a^{\epsilon_j}(s))ds$$

(4.10)

$$+ \int_0^\tau \langle\langle P\rangle\rangle (a^0(s))ds - \int_0^\tau \langle\langle P\rangle\rangle (a^0(s))ds.$$

The term (4.7) → 0 as \( \epsilon_j \to 0 \) in view of (4.2), the term (4.8) = 0 by (4.4), the term (4.9) ≤ \( \kappa(\epsilon) \) by Lemma 4.2 and (4.10) ≤ \( \tau X(2R) |a^{\epsilon_j} - a^0| \to 0 \) as \( \epsilon_j \to 0 \) by (4.2). Passing to the limit as \( \epsilon_j \to 0 \), we see that \( A(\tau) \equiv 0 \). Therefore, \( a^0(\tau) \) is a solution of (4.6) for \( 0 \leq |\tau| \leq \theta \).

Lemma 4.1 is proved. □

Since a solution of eq. (4.4) is unique, then the convergence (4.2) holds as \( \epsilon \to 0 \), not only as \( \epsilon_j \to 0 \). Thus we have proved

Theorem 4.3. Let \( a'(\tau), |\tau| \leq \theta \), be a solution of (4.4). Then

$$a'(\tau) \to a^0(\tau), \quad \text{uniformly for } |\tau| \leq \theta,$$

where \( a^0(\tau) \) is a solution of (4.6).

Theorem 4.3 proves the second assertion of Theorem 1.1, whose first assertion was already established in Lemma 3.2.

Since \( |v_j'(\tau)| = |a_j'(\tau)| \), then Theorem 4.3 implies:

Corollary 4.4. The solution \( v'(t) \) of (2.5) satisfies

$$\sup_{|t| \leq \epsilon^{-1}\theta} |v_j'(t)| - |a_j^0(\epsilon t)| \to 0 \quad \text{as } \epsilon \to 0, \forall j.$$

5. Hamiltonian equations

Let us provide the space \( \mathbb{R}^{2n} \sim \mathbb{C}^n \) with the usual symplectic structure, given by the form

$$\omega_2 = \sum dx_j \wedge dy_j.$$ Then a real-valued Hamiltonian

$$H = h_2(z, \bar{z}) + \epsilon h(z, \bar{z}), \quad h_2 = -\frac{1}{2} \sum \lambda_j |z_j|^2, \quad h \in C^1(\mathbb{C}^n),$$

gives rise to the Hamiltonian system

$$\dot{z}_j = -i\lambda_j \bar{z}_j + 2i\epsilon \frac{\partial h}{\partial \bar{z}_j}, \quad 1 \leq j \leq n,$$  

(5.1)
which we rewrite as
\[
\frac{\partial z}{\partial t} + i e^{-1} \text{diag}(\lambda_j) z = 2i \frac{\partial h}{\partial z} := P(z).
\]
Assume that \( P \) is locally Lipschitz. It means that
\( h \in C^{1,1}_{\text{loc}} = \{ u(z) \in C^1(\mathbb{C}^n) : u_z, u_{zz} \text{ are locally Lipschitz functions}\} \).
Then \( \Phi \) is a special case of equation \( (2.9) \).

\textbf{Lemma 5.1.} Let \( y^t(a) \) be defined as in \( (2.2) \). Then
\[
y_j^t(a) = 2 i \frac{\partial}{\partial a_j} h(\Phi^{-\Lambda t} a).
\]
\textit{Proof.} Denote \( \Phi^{-\Lambda t} a = v \), i.e., \( v_j = e^{-i \lambda_j t a_j} \). Then
\[
2i \frac{\partial h(v(a))}{\partial a_j} = 2i \frac{\partial h(v(a))}{\partial v_j} = 2i \frac{\partial h(v(a))}{\partial v_j} e^{i \lambda_j t}
\]
\[
= 2i e^{i \lambda_j t} \frac{\partial h(\Phi^{-\Lambda t} a)}{\partial v_j} = e^{i \lambda_j t} P_j(\Phi^{-\Lambda t} a) = y_j^t(a),
\]
since \( 2i \frac{\partial h}{\partial v_j} = P_j(v) \).

From Lemma 5.1
\[
\langle (P) \rangle_j^T(a) = \frac{2i}{|T|} \int_0^T \frac{\partial}{\partial a_j} h(\Phi^{-\Lambda t} a) dt = 2i \frac{\partial}{\partial a_j} \langle h \rangle^T(a),
\]
where we denoted \( \langle h \rangle^T(a) = \frac{1}{|T|} \int_0^T h(\Phi^{-\Lambda t} a) dt \).

For the same reason as in Section 3 (see there Lemma 3.2) if \( h \) is a locally Lipschitz function, then the limit
\[
\lim_{T \to \pm \infty} \langle (P) \rangle_j^T(a) =: \langle h \rangle(a)
\]
exists and is locally Lipschitz (this limit is the averaging of the function \( h \) in the direction \( \Lambda \)). Repeating the proof of Proposition 3.6 we get that \( \langle h \rangle(a) \) is invariant with respect to the rotations \( \Phi_{\Lambda \theta} \):
\[
\langle h \rangle(\Phi_{\Lambda \theta} a) = \langle h \rangle(a), \quad \forall \theta, \forall a.
\]

If \( h \in C^{1,1}_{\text{loc}} \), then fixing some \( j \in \{1, \ldots, n\} \) and passing to the limit as \( T \to \pm \infty \) in equality \( (5.3) \), using \( (5.4) \) and Lemma 5.2 we get that \( \partial \langle h \rangle(a)/\partial a_j \) is a locally Lipschitz function. By the second assertion of Lemma 2.3 \( \partial \langle h \rangle(a)/\partial a_j \) also is, so in this case \( \langle h \rangle(a) \in C^{1,1}_{\text{loc}} \).

\textbf{Example 5.2.} If \( h \) is a real polynomial,
\[
h(a) = \sum_{\alpha, \beta \in \mathbb{Z}_+^n} m_{\alpha, \beta} a^\alpha \bar{a}^\beta, \quad m_{\alpha, \beta} = \overline{m_{\alpha, \beta}},
\]
then \( \langle h \rangle(a) = \sum_{\Lambda \cdot a = \alpha, \beta} m_{\alpha, \beta} a^\alpha \bar{a}^\beta \).

Let us take any \( h \in C^{1,1}_{\text{loc}} \) and assume that the vector \( \Lambda \) is non-resonant, that is \( \Lambda \cdot s = 0 \) for some \( s \in \mathbb{Z}^n \) implies that \( s = 0 \). Let us introduce in \( \mathbb{C}^n \) the action-angle coordinates \( (I, \varphi) \) with \( I \in \mathbb{R}_+^n \), \( \varphi \in \mathbb{T}^n \), where for a vector \( z = (z_1, \ldots, z_n) \) with \( z_j = r_j e^{i \varphi_j} \) we have \( I = (I_1, \ldots, I_n), I_j = \frac{1}{2} r_j^2 \), and \( \varphi = (\varphi_1, \ldots, \varphi_n) \). Then \( \omega_2 = dI \wedge d\varphi \), and \( \Phi_{\Lambda t}(I, \varphi) = (I, \varphi + \Lambda t) \).
Since now the curve $t \mapsto \varphi + \Lambda t$ is dense in $\mathbb{T}^n$ for each $\varphi$, then (5.5) implies that $\langle h \rangle$ does not depend on the angles $\varphi$. That is, the Hamiltonian $\langle h \rangle$ is integrable, and the effective equation reads
\[
\dot{I} = 0, \quad \dot{\varphi} = \nabla_1 \langle h \rangle (I).
\]
So its solutions $a(\tau)$ are such that $|a_j(\tau)|^2 = \text{const}$, and Theorem 4.3 implies

**Corollary 5.3.** If the frequency vector $\Lambda$ is non-resonant and $h \in C^{1,1}_{\text{loc}}$, then a solution $z(t)$ of equation (5.1) satisfies
\[
\sup_{|t| \leq \epsilon^{-1} \theta} \left| |z_j(t)|^2 - |z_j(0)|^2 \right| = o(1) \quad \text{as } \epsilon \to 0,
\]
for a suitable $\theta$ which depends on $|z_0|$.

Let us again take any $h \in C^{1,1}_{\text{loc}}$. Then $2i \partial z \in \text{Lip}_X(C^n, \mathbb{C}^n)$ for a suitable function $X$ as in Definition 2.4. For an $h$ as above we write
\[
2i \partial z h(z) = O(z^m), \quad m \in \mathbb{N},
\]
if $\epsilon^{-m} 2i \partial z h(z) \in \text{Lip}_X(C^n, \mathbb{C}^n)$ for all $0 < \epsilon \leq 1$, for a suitable function $X$. For example, if $h$ is a polynomial such that the coefficients $m_{\alpha \beta}$ are nonzero only for $|\alpha| + |\beta| \geq M$, then $2i \partial z h = O(z^{M-1})$. Consider the equation
\[
\dot{z} + i \text{diag}(\lambda_j) z = 2i \partial z h,
\]
where $2i \partial z h \in O(z^m)$. To study its small solutions we substitute $z = \epsilon w$ and get for $w(t)$ equation (5.1) with $\epsilon := \epsilon^{m-1}$. We see that if the frequency vector $\Lambda$ is non-resonant and $z(t)$ is a solution of (5.7) with small initial data $w(0) = \epsilon w_0$, then $\left| |z_j(t)|^2 - \epsilon^2 |w_{0j}|^2 \right| = o(\epsilon^2)$ for $|t| \leq \epsilon^{1-m} \theta$, where $\theta = \theta(|w_0|)$. In [6] a more delicate argument is used to show that if the frequency vector $\Lambda$ satisfies certain diophantine condition and the Hamiltonian $h$ is analytic, then the stability interval is much bigger – it is exponentially long in terms of $\epsilon^{-a}$ for some positive $a$. Our result is significantly weaker, but it only requires that the vector $\Lambda$ is non-resonant and the Hamiltonian vector-field $2i \partial z h$ is Lipschitz–continuous. We note that the result of [6] generalises to PDEs, e.g. see [3], as well as Theorem 1.1 (and Corollary 5.3).
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