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Abstract. — In this paper, we associate a family of infinite-rank pro-Hermitian Euclidean lattices to elements of a formal loop group and a highest weight representation of the underlying affine Kac-Moody algebra. In the case that the element has a polynomial representative, we can prove our lattices are theta-finite in the sense of Bost, allowing us to attach to each of our lattices a well-defined theta-like function.
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1. Introduction

The aim of this paper is to study a connection between two worlds of infinite-dimensional objects. On the one hand, we have the theory of loop groups and the representations of infinite-dimensional (affine) Kac–Moody algebras, and, on the other, certain infinite rank metrized lattices. Whereas the theory of loop groups (in the arithmetic form which we need here) was started by H. Garland in the late 1970s [10], the theory of infinite-rank lattices is of more recent vintage, having been formally introduced only a few years ago by J.-B. Bost (cf. [1]). An interesting feature of Bost’s theory is the existence of (several) so-called theta-invariants attached to such lattices. Among their applications, a study of these invariants (see [1] §10.8]) underlies some recent advances in diophantine algebraization results. Our contribution here is to construct certain families of infinite rank Hermitian lattices with finite theta-invariants starting from elements in a loop group, or rather certain arithmetic quotients of it by parabolic subgroups. We believe this may be the first step in a fruitful interaction between the theory of loop groups, automorphic forms on them, and the infinite theta-invariants studied by Bost.
1.1. Function Fields. — Although this work is concerned with the number field \( \mathbb{Q} \), we begin with the case of a function field \( F \) of a smooth projective curve \( C \) over a finite field \( \mathbb{F}_q \). Write \( \mathcal{A}_F \) for the ring of adeles of \( F \) and \( \mathcal{I}_F \) for the group of ideles with \( | \cdot | \) the idelic norm. Recall that \( \mathcal{A}_F \) is the restricted product \( \prod_{v \in |F|} \mathcal{O}_v \) over the set of places \( |F| \) of \( F \), where almost all the components of this product lie in integral subrings \( \mathcal{O}_v \subset F_v \).

Writing \( \text{GL}_n(F) \) for the general linear group on an \( n \)-dimensional \( F \)-vector space, it is an old observation, often attributed to A. Weil, that the double coset space

\[
\mathcal{D}_{\text{GL}_n} := \mathbb{K} \backslash \text{GL}_n(\mathcal{A}_F)/\text{GL}_n(F),
\]

with \( \mathbb{K} := \prod_v \text{GL}_n(\mathcal{O}_v) \), parametrizes isomorphism classes of principal \( \text{GL}_n \)-bundles on \( C \). For an adelic element \( g \in \text{GL}_n(\mathcal{A}_F) \), let \( \mathcal{P}_g \) be a representative in this isomorphism class and \( \text{Ad}(\mathcal{P}_g) := \mathcal{P}_g \times_{\text{GL}_n} \mathfrak{g}_n \) be the corresponding vector bundle attached to the adjoint representation of \( \text{GL}_n \) on its Lie algebra \( \mathfrak{g}_n \). In addition to its rank and degree, this vector bundle has two cohomological invariants, namely

\[
h^0(\text{Ad}(\mathcal{P}_g)) := \log_q |H^0(C, \text{Ad}(\mathcal{P}_g))| \quad \text{and} \quad h^1(\text{Ad}(\mathcal{P}_g)) := \log_q |H^1(C, \text{Ad}(\mathcal{P}_g))|.
\]

Remark. — A vector bundle on \( C \) may be seen as a coherent system of lattices (cf. [28, p.97]) \( L := (L_v)_{v \in |F|} \) where coherence signifies that for almost all \( v \), these lattices are equal to a fixed ‘trivial’ or ‘reference’ lattice. Thus the numbers \( \{1,2\} \) can equally be regarded as invariants of some coherent family of lattices \( L_v \).

We might ask how to compute these invariants directly from \( g \in \text{GL}_n(\mathcal{A}_F) \). As for \( h^0 \), one has

\[
h^0(\text{Ad}(\mathcal{P}_g)) = \log_q |\text{St}_{\text{GL}_n(F)}(g)|,
\]

where \( \text{St}_{\text{GL}_n(F)}(g) := g^{-1} \mathbb{K} \cap \text{GL}_n(F) \) is the stabilizer of \( g \) inside the symmetric space \( \mathbb{K} \backslash \text{GL}_n(\mathcal{A}_F) \) under the right action of \( \text{GL}_n(F) \). The size of this group plays an important role in constructing the natural (Tamagawa) measure on \( \mathcal{D}_{\text{GL}_n} \).

Returning to \( h^1 \), first recall that by Serre duality, for any vector bundle \( E \) on \( C \), we have

\[
H^1(C,E) \cong H^0(C,E^\vee \otimes \omega_C)
\]

where \( E^\vee \) is the dual vector bundle and \( \omega_C \) is the canonical line bundle on the curve. The Riemann–Roch theorem further asserts that we have

\[
h^0(C,E) - h^0(C,E^\vee \otimes \omega_C) = \deg(E) + \text{rank}(E)(1-g),
\]

where \( g \) is the genus of the curve, \( \deg(E) = c_1(\wedge^\text{max} E) \) is the first Chern number of \( E \), and \( \text{rank}(E) \) denotes the rank of \( E \). For example, we have

\[
h^0(C,E) = h^0(C,E^\vee) + \deg(E) \quad \text{when} \quad g = 1.
\]

In the case \( E = \text{Ad}(\mathcal{P}_g) \), we saw in \( \{1,3\} \) how to compute \( h^0 \) from \( g \), and we thus obtain

\[
\log_q |\text{St}_{\text{GL}_n(F)}(g)| = h^0(\text{Ad}(\mathcal{P}_g)^\vee) + \deg(\text{Ad}(\mathcal{P}_g)) \quad \text{when} \quad g = 1.
\]

This formula, expressing the size of stabilizers in the function field analogue of a locally symmetric space in essentially geometric terms, played an important role in our thinking. Note that there is also a version of this formula for genera \( g \neq 1 \).

An important variant used in this paper of the construction above replaced the right action of \( \text{GL}_n(F) \) in \( \{1,1\} \) with the action by the group of upper triangular matrices \( \text{B}_n(F) \). The Iwasawa decomposition yields

\[
\mathcal{D}_{\text{B}_n} := \mathbb{K} \backslash \text{GL}_n(\mathcal{A}_F)/\text{GL}_n(F) \cong \mathbb{K} \backslash \text{B}_n(\mathcal{A}_F)/\text{B}_n(F).
\]
bundle is related to stabilizers in $\mathscr{B}_{B_k(F)}$ and a formula for these groups can again be computed— the answer now involves $2\rho$, the sum of the positive roots of the Lie algebra $\mathfrak{g}_L$.

Let us now move to case of loop groups while remaining within the realm of function fields. Let $G$ now be some simple, finite dimensional algebraic group, e.g. $G = SL_n$. From $G$, we construct an infinite rank group over a base field $k$ as follows. First consider $LG(k) := G(k(t))$, the group with points in the field of Laurent series over $k$. There are two important modifications one needs to make to $LG(k)$ to obtain the actual object of interest to us: first one considers a non-trivial (both in the mathematical and colloquial sense) central extension of this group by $k^*$; and second, one forms a semi-direct product with the automorphism of ‘loop rotations’ $g(t) \mapsto g(\tau t)$ with $g(t) \in G(k(t))$ and $\tau \in k^*$. In practice one fixes some value of $\tau$ and considers the corresponding object, written as $G^\tau(k)$. It is not a group (just a subset of one), though for the purposes of this introduction, we often regard it as such. There is an important distinction we need to draw involving loop rotations: from the point of view of arithmetic quotients, what is important is the relation between $\tau$ and the direction in which the completion of the loop group is taken, i.e. in either the positive $t$ or negative $t^{-1}$ direction. For example, Garland [10 Thm. 19.3], who works with groups completed in positive powers of $t$, requires the condition $|\tau| < 1$. In fact

$$X^\tau_G = \hat{k} \backslash \hat{G}^\tau(\mathfrak{h}_F)/\hat{G}(F) \quad (1.9)$$

is essentially compact (modulo the central extension) but this same reduction theory does not apply when we have $|\tau| > 1$ and the corresponding space behaves ‘very’ infinite-dimensionally. Nonetheless, applications from automorphic forms on loop groups suggests that one needs to confront this complexity.

Geometrically, there are two ways to think of (1.9)— either one can regard its elements as parametrizing certain infinite-rank bundles on $C$ with symmetry ‘group’ $\hat{G}^\tau$ or, following M. Kapranov [21] (see also [24] for a more group-theoretic approach), as parametrizing finite rank $G$-bundles (with additional data [1]) on a certain ruled (affine) surface $S_\tau \to X$ attached to $X$ and $\tau$. We mostly adopt the former point of view, but let us mention a few motivating features from the surface picture. First, the condition $|\tau| < 1$ was given a beautiful interpretation by Kapranov: it states that normal bundle to the natural embedding $X \hookrightarrow S_\tau$ given by the zero section has negative degree. Second, the bundle obtained from $x \in \hat{G}^\tau(\mathfrak{h}_F)$ does not naturally live on $S_\tau$ but rather on the punctured surface $S^\tau_x := S_\tau \setminus X$. It can however be extended to a bundle on $S_\tau$ and the Iwasawa decomposition (and the choices required to make one) give us one preferred way to do this. Denote this assignment of $x$ to a bundle on $S_\tau$ as $x \mapsto \hat{P}_x$. In terms of the infinite-rank picture, we should think of $\hat{P}_x$ as corresponding to a reduction of the $G^\tau$-bundle to a $\hat{P}^\tau$-bundle on the curve $C$, where $\hat{P}^\tau \subset \hat{G}^\tau$ is some loop analogue of a parabolic subgroup. Such ($\tau$-twisted) $\hat{P}$-bundles on the curve naturally arise from elements in

$$\mathscr{B}_{\hat{P}}^\tau = \hat{k} \backslash \hat{G}^\tau(\mathfrak{h}_F)/\hat{P}(F). \quad (1.10)$$

Note that $\hat{P}^\tau$ is the semi-direct product of a (finite-dimensional) torus and a $pro$-unipotent group, so the elements from (1.10) can be naturally thought to parametrize some ‘pro’-bundle whereas elements from the original set (1.9) would correspond to an ‘ind-pro’-bundle. There is also a non-compact variant: replace $\hat{P}$ with the corresponding negative parabolic subgroup $\hat{P}^-$ (it is no-longer a pro-group, but naturally only an ind-group) while keeping $|\tau| < 1$, i.e. we consider

$$\mathscr{B}_{\hat{P}^-}^\tau = \hat{k} \backslash \hat{G}^\tau(\mathfrak{h}_F)/\hat{P}^-(F). \quad (1.11)$$

Suppose as above we consider the adjoint representations $\hat{p}^\pm$ of $\hat{P}^\pm$ and then form the corresponding vector bundles (of infinite-rank) $Ad_{\hat{p}^\pm}(\hat{P}_x)$. As a set, we can again identify the the cohomology of the infinite-rank

---

[1] In fact, formulating the ‘other data’ is a bit complicated as it involves the (relative) second Chern classes and their relations to the central extensions of loop groups— it is actually the main difficulty in interpreting this space.
bundle with the stabilizers in $\mathcal{F}_0$, i.e. we have $H^0(C, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s)) = x^{-1}Kx \cap \hat{P}^+(F)$, where the cohomology group is defined from a certain Čech resolution.

In the case $|\tau| < 1$, H. Garland constructed (in the number field setting, but the same argument works for function fields) a natural measure on $\mathcal{F}_0$ (and actually, $\mathcal{F}_G$ when $|\tau| \ll 1$, cf. [14 Appendix A]). However, the groups which one might expect to arise in the function field analogue of Garland’s construction, namely the groups $x^{-1}Kx \cap \hat{P}(F)$, are actually infinite! Resolving this paradox, some years ago, A. Braverman and D. Kazhdan [5], observed that Garland’s measure could be naturally interpreted in the function field setting as a regularization of the cardinality of $|x^{-1}Kx \cap \hat{P}(F)|$, effected by taking the left hand side of (1.7) and replacing it by the right hand side of Riemann–Roch applied to $\text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s)$. Ignoring the infinite constant involving the genus and the rank of this bundle, the analogue of the right hand side of (1.7) is given in terms of $H^0(C, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))$ and deg$(\text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))$. Now the former space is finite-dimensional and the latter can be regularized using a well-known normal-ordering process in affine Kac–Moody theory (i.e. the procedure of defining $2p$ for loop algebras as the ‘sum of all positive roots’ in an affine Lie algebra). All of this crucially relies on the fact that we have $|\tau| < 1$ since moving to the dual bundle gives a context where we have $|\tau| > 1$, i.e. an ampliesness condition, ensuring enough vanishing that the group $H^0(C, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))^\vee$ is finite. On the other hand, if we work with $\hat{P}^-$ instead (still keeping the condition $|\tau| < 1$), then in fact the group $x^{-1}Kx \cap \hat{P}^-(F)$ is finite, i.e. $H^0(X, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))$ is finite. This is roughly an analogue of the main theta-finiteness result of the present work.

Finally, we mention that a version of this type of Riemann–Roch regularization turns out to be crucial to the recent study of Eisenstein series on loop groups over function fields [15]. There, we are in a context by an infinite set of the same flavour as $\mathcal{H}$ related to the finite quantity $\tau C$, crucially relies on the fact that we have $|\tau| < 1$, i.e. an amplanesness condition, ensuring enough vanishing that the group $H^0(C, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))^\vee$ is finite. On the other hand, if we work with $\hat{P}^-$ instead (still keeping the condition $|\tau| < 1$), then in fact the group $x^{-1}Kx \cap \hat{P}^-(F)$ is finite, i.e. $H^0(X, \text{Ad}_{\hat{p}}(\hat{\mathcal{P}}_s))$ is finite. This is roughly an analogue of the main theta-finiteness result of the present work.

1.2. Number Fields. — Let us now turn to the setting of the number field $F = \mathbb{Q}$. By a well-known analogy, a vector bundle over $C$ is now replaced by either of the following equivalent notions: a Hermitian vector bundle on the arithmetic curve $\text{Spec}(\mathbb{Z})$ or a Euclidean lattice (i.e. a free $\mathbb{Z}$-module $E_Z$ in a finite-dimensional vector space $E$ equipped with a Euclidean norm $\|\cdot\|$). Such objects are parametrized by the double coset space (cf. [16 p.216])

$$\mathcal{F}_{GL_n} = K \backslash GL_n(\mathbb{A}\mathbb{Q})/GL_n(\mathbb{Q}) \cong O(n) \backslash GL_n(\mathbb{R})/GL_n(\mathbb{Z})$$

where $O(n)$ is the orthogonal group and $K \subset GL_n(\mathbb{A}\mathbb{Q})$ is the direct product $\prod_p GL_n(\mathbb{Z}_p) \times O(n)$. The second equality above is a consequence of the strong approximation theorem for $\mathbb{Q}$. Given $g \in GL_n(\mathbb{R})$ we denote the corresponding Euclidean lattice as $E_g := (E_g, \|\cdot\|_g)$ where $E_g$ is a free $\mathbb{Z}$-module and $\|\cdot\|_g$ a Euclidean norm on $E_{g,\mathbb{R}} := E_g \otimes \mathbb{R}$. To tighten the analogy with what we described earlier, one can also develop a theory of metrized principal bundles for a general group and form associated Hermitian bundles (see [6]), but we do not pursue this point here.

As remarked by Bost [1 §3.1], there are (at least) two natural analogues of $h^0(C, E)$. The first,

$$h^0_{\lambda}(E) := \log \{ v \in L \mid \|v\| \leq 1 \},$$

is more traditional in the context of Arakelov geometry, whereas the second, namely the theta-invariant

$$h^0_{\theta}(\mathcal{F}) = \log \sum_{v \in L} e^{-\pi \|v\|^2},$$

We are glossing over an issue of completion, as $\hat{P}^-$ is an ind-group but our main theta-finiteness is for pro-objects.
is the one which we shall be concerned with here. An immediate consequence of the Poisson summation formula (over $\mathbb{Q}$) is that this latter invariant is a perfect analogue to (1.7), as we have
\[
 h_0^0(\mathcal{E}) - h_0^0(\mathcal{E}') = \deg E,
\]
whereas the corresponding result for $h_{\text{Ar}}^0$ leads only to an asymptotic statement. Another nice feature of the theta-invariants which do not hold for their Arakelov counterparts is a certain subadditivity phenomenon in exact sequences. Nonetheless, there are now precise comparisons in finite-dimensions between these two invariants (see [1, Chap. 3] and references therein for more details). As far as we know, it is only the theta-invariants which have been extended to infinite-rank lattices and, for this reason, we focus on them.

Formalizing the notion of an infinite rank lattice can be done in several different ways leading to the notion of Ind-hermitian lattices and Pro-hermitian lattices. We refer to the main body of this paper (see in particular §2.3-2.4) for precise definitions and just offer a few comments on these notions here. The notion of ind-Hermitian lattices, or roughly, an increasing union of finite-rank lattices, is well-behaved with respect to taking limits of the corresponding finite-rank theta-invariants. On the other hand, the theta-invariants for pro-Hermitian lattices require more care to define as a number of pathological phenomena arise with the ‘naive’ definition as a limit of the finite-rank quotients of the pro-Hermitian lattice. However, if the pro-Hermitian lattice satisfies a condition known as theta-finiteness (see §2.6) one can in fact show that the naive definition of a theta-invariant is in fact well-behaved and essentially the only one possible.

Finally, let us turn to actual results of this paper. We focus on the parabolic arithmetic quotients
\[
\overline{\mathcal{X}}_B^\tau = K \backslash G_{\mathbb{R}} / \Gamma \cap \hat{B} \quad \text{and} \quad \overline{\mathcal{X}}_{B^-}^\tau = K \backslash G_{\mathbb{R}} / \Gamma \cap \hat{B}^- \quad (1.16)
\]
where $\hat{B}$ is the Kac–Moody analogue of a Borel subgroup (and $\hat{B}^-$ is its opposite). When we have $|\tau| < 1$, using Garland’s reduction theory, one can show that the former space is the product of a finite-dimensional piece and a compact pro-unipotent piece. On the other hand, the latter space is really quite infinite-dimensional and our main theta-finiteness result only applies to a certain ‘polynomial’ portion of this space. Our main result is roughly the following (see Proposition 4.1.4 and Theorem 4.2.5 for the precise version).

**Theorem.** — To every $x \in \overline{\mathcal{X}}_{B^-}^\tau$ we may construct a pro-Hermitian bundle on Spec($\mathbb{Z}$). If we have $0 < \tau < 1$ and $x$ has a polynomial representative, then the corresponding pro-Hermitian bundle is also theta-finite.

In fact, to obtain a pro-Hermitian bundle one also needs to also pick a representation of $\hat{B}^-$ together with integral and Hermitian structures on this representation. In the main body of our paper, we work with irreducible highest-weight representations for which Garland ([11]) has constructed a natural integral form as well as a positive-definite Hermitian inner product. One can also consider the easier case of the adjoint representation using the same techniques as in this paper, the simplifications stemming from the fact that the dimensions of the finite rank quotients in the projective system corresponding to the adjoint representation grow linearly, and also that the lattice is quite explicitly given. In contrast, in the case of highest weight representations, the corresponding dimensions grow like the partition function and the lattices involved are quite subtle, containing contributions from the imaginary roots of the Kac–Moody root system and that are essentially described in terms of the Frenkel–Kac vertex operators or, equivalently, the ‘homogeneous’ symmetric functions (see §3.4.2).

To prove theta-finiteness, the polynomiality condition we impose requires $x$ to be chosen in $G(k[t,t^{-1}])$ rather than in $G(k((t)))$. Equivalently we require that it has an Iwasawa factorization with respect to $\hat{B}^-$. Our proofs rely on a few different ingredients: first, we need precise knowledge of how the finite-rank quotients in our projective system grow, which follows from certain estimates derived from the Weyl–Kac character formula and the theta-like behaviour of characters of highest weight-modules. Next, we need to understand

\[ \text{(3) there should also be a notion of Ind Pro-Hermitian lattices which should be the ‘right’ objects associated to the loop group} \]
how the shortest length vectors in each of these pieces grows. To do this we rely on ideas essentially going back to H. Garland that appeared in his study of the convergence of (positive) Eisenstein series on loop groups (see [13]). In particular, we need a linear-quadratic relation between the growth of the ‘central’ and of the ‘classical’ directions and a method of estimating norms of the action of unipotent elements in the highest-weight representation. Finally, we also use in a crucial way an estimate from the finite-dimensional world, namely a bound by Groenewegen (see [17, Thm. 4.4] or [1, Prop. 2.6.2]) on the theta invariant of a Euclidean lattice in terms of the shortest length of the vector and its rank. Our arguments in a sense circumvent much of the fine structure of the actual lattice.

A variant of our construction which will be described more fully in a future work is as follows. Attached to each element $x \in \mathfrak{F}_{\hat{B}}$ and some representation of $\hat{B}$ we show how to construct a natural ind-Hermitian bundle. In the case when the representation chosen is the adjoint representation of the Lie algebra of $\hat{B}$ and assuming we have $0 < \tau < 1$, one can then show the corresponding ind-Hermitian bundle has finite $h^0$. Similarly, if we choose $\tau > 1$, one may argue that the dual of the corresponding system, which is now a pro-Hermitian bundle, is theta-finite. We do not at the moment know whether similar results also hold for a highest-weight representation. The issue is that when taking the dual lattice to Garland’s integral form, we need better bounds than we currently know on the shortest vectors. Our difficulties stem exactly from trying to confront the intricate combinatorics of the imaginary root contributions head on.

1.3. Organization of the paper. — In Section §2 we discuss the main features we need from Bost’s theory of theta-invariants for infinite-rank Hermitian lattices. While the main results of this paper concern pro-Hermitian bundles, we also included in §2.3 a brief discussion of the simpler notion of ind-Hermitian bundles[4]. After reviewing these notions about theta-invariants, in §3 we give a fairly detailed description of the loop groups and loop algebras which we will be concerned with in this paper. In our discussion, we follow the work of Garland which emphasizes integral structures. Since this paper deals with aspects of Arakelov geometry and Kac–Moody theory, we give a presentation which tries to accommodate readers from both fields. For example, as our constructions of a pro-Hermitian bundle uses an integral structure on highest weight representations discovered by Garland in the late 70s, in §3.4.2 we give a bit more detail than we absolutely need about it. We thought the connection with symmetric functions sketched there might provide a concrete, if complicated (at least for us), way to approach the subject. Finally our main results are presented in §4.
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[4] Although it is not used in this paper, the duality between Ind and Pro-Hermitian bundles, discussed in §2 provides a construction, distinct from the one considered in §4 which we believe to be of interest.
2. Euclidean lattices in finite and infinite rank

One of the central notions in Arakelov geometry is that of (finite rank) Hermitian vector bundles over arithmetic curves, in particular over Spec $O_K$, where $K$ is a number field, and their connection to Hermitian lattices. In this section, we will review some aspects of this theory when $K = \mathbb{Q}$, as this is the only case we consider in this paper. A treatment for general number fields will be considered in a future work. After presenting the finite-dimensional picture, we explain, following [1], parts of Bost’s extension of this theory to the infinite dimensional setting. We refer to op. cit. for more details.

2.1. Finite rank Hermitian vector bundles over Spec $\mathbb{Z}$. — We begin this section by recalling some definitions and properties of Hermitian vector bundles over $\mathcal{O} = \text{Spec } \mathbb{Z}$.

2.1.1. — A Hermitian vector bundle $\mathcal{E}$ over Spec $\mathbb{Z}$ is the data

\[
\mathcal{E} = (E, \|\cdot\|)
\]

of a finitely generated, projective $\mathbb{Z}$-module $E$, with a Hermitian norm invariant by complex conjugation on the complex vector space $E_\mathbb{C} = E \otimes \mathbb{C}$. This definition coincides with that of a locally free sheaf over $\mathcal{O}$ with a Hermitian metric on the induced complex vector space, by taking the global sections. A survey of these objects is done in [1, Ch. 1], and in [7].

2.1.2. — Equivalently, the only infinite place of $\mathbb{Q}$ being real, a Hermitian vector bundle over Spec $\mathbb{Z}$ can be seen as a Euclidean lattice, meaning a free $\mathbb{Z}$-module of finite rank, together with a Euclidean norm on the real vector space $E_\mathbb{R} = E \otimes \mathbb{R}$.

2.1.3. — The rank of a Hermitian vector bundle $\mathcal{E}$ is defined as the rank of $E$ as a $\mathbb{Z}$-module. Since $E$ is finitely generated, this is the same as the complex dimension of $E_\mathbb{C}$ or the real dimension of $E_\mathbb{R}$. We further say that $\mathcal{E}$ is a Hermitian line bundle over Spec $\mathbb{Z}$ if its rank equals 1.

2.1.4. Morphisms. — Consider two Hermitian vector bundles $\mathcal{E}$ and $\mathcal{F}$ over Spec $\mathbb{Z}$. A morphism between these objects is done in [1, Ch. 1], and in [7].

2.1.5. Injective admissible morphisms. — A morphism $\psi : \mathcal{E} \rightarrow \mathcal{F}$ is said to be injective admissible if the underlying map $\psi : E \rightarrow F$ is injective, with a torsion-free cokernel, and if it induces an isometry onto its image.

2.1.6. Surjective admissible morphisms. — A morphism $\psi : \mathcal{E} \rightarrow \mathcal{F}$ is said to be surjective admissible if the quotient map $\psi : E \rightarrowker \psi \rightarrow F$, where the quotient space $E_\mathbb{C}/(\ker \psi)_\mathbb{C}$ is endowed with the quotient metric, defined by

\[
\|x + (\ker \psi)_\mathbb{C}\| = \inf \{ \|x + y\|, y \in (\ker \psi)_\mathbb{C} \} .
\]

For more information on quotient metrics, the reader is referred to [7, Sec. 1.1.3]. Note that if $\psi : \mathcal{E} \rightarrow \mathcal{F}$ is injective and admissible, then the transpose map $\psi'^\ast : \mathcal{F}' \rightarrow \mathcal{E}'$ is surjective and admissible.
2.1.7. Covolume. — Let $E$ be a Hermitian vector bundle over $\text{Spec } \mathbb{Z}$ of rank $r$, and $e_1, \ldots, e_r$ be a $\mathbb{Z}$-basis of $E$. Denote by $\langle \cdot, \cdot \rangle$ the Euclidean inner product on $E_\mathbb{R}$. We define the covolume of $E$ by

$$\text{covol } E = \sqrt{\det \left( \langle e_i, e_j \rangle \right)_{i,j=1,\ldots,r}}. \quad (2.5)$$

In other words, it is the square root of the determinant of the Gram matrix associated to the chosen basis. Note that this definition does not depend on the choice of $\mathbb{Z}$-basis of $E$, as two such bases are related by an integral matrix of determinant 1.

2.1.8. Arithmetic degree. — There also exists a notion of degree of a line bundle, which takes into account the metric datum in a Hermitian vector bundle $E$ over $\text{Spec } \mathbb{Z}$. Let us first deal with the case of a Hermitian line bundle $L$. Consider a non-zero element $s \in L$. Every element of $L$ can be uniquely written as $sx$, where $x$ is a rational, thereby giving an embedding $L \hookrightarrow \mathbb{Q}$, whose image is fractional ideal of $\mathbb{Q}$, and thus generated as a $\mathbb{Z}$-module by a rational number $y$. Denote by $n_p$ the $p$-adic valuation of $y$, which coincides with the opposite of the order of vanishing of $s$ at $p$. We then define the arithmetic degree of $L$ by

$$\hat{\text{deg }} L = \sum_{p \text{ prime}} n_p \log p - \log \|s\| \quad (2.6)$$

where $\|\cdot\|$ is the Euclidean norm on $L_\mathbb{R}$. For a more general Hermitian vector bundle $E$ of rank $r$, we set

$$\hat{\text{deg }} E = \hat{\text{deg }} \Lambda^r E, \quad (2.7)$$

where $\Lambda^r E$ denotes the top exterior power of $E$, and is endowed with the determinant metric. This invariant is closely related to the covolume, as we have

$$\hat{\text{deg }} E = -\log \text{covol } E. \quad (2.8)$$

More on this and related notions can be found in [1, Sec. 1.3], and in [8, Sec. 1]. As a first example, one can take [1, Sec. 1.1.3], where, for any real number $\delta > 0$, the Hermitian line bundle $O(\delta)$ is defined by

$$O(\delta) = (\mathbb{Z}, \|\cdot\|_\delta), \quad (2.9)$$

the norm being characterized by $\|1\|_\delta = e^{-\delta}$. From (2.6), we have $\hat{\text{deg }} \Theta(\delta) = \delta$.

2.1.9. Dual lattice. — For any Hermitian vector bundle $E$, one can define the dual bundle $E^\vee$ by

$$E^\vee = \text{Hom}(E, \mathbb{Z}), \quad (2.10)$$

whose complexification is endowed with the operator norm. It is a Hermitian vector bundle of the same rank as $E$, and we can relate its arithmetic degree to that of $E$, by

$$\hat{\text{deg }} E^\vee = -\hat{\text{deg }} E. \quad (2.11)$$

2.2. Theta invariants in finite rank. — The invariants we will be concerned with in this paper are called theta invariants. Unlike the covolume and the arithmetic degree, we will see later that those can be generalized in an infinite-dimensional setting. Let us review them for finite dimensional Hermitian vector bundles.

2.2.1. The invariants $h^0_\phi$ and $h^1_\phi$. — Let $E$ be a Hermitian vector bundle over $\text{Spec } \mathbb{Z}$. We set

$$h^0_\phi(E) = \log \sum_{v \in E} e^{-\pi \|v\|^2}, \quad (2.12)$$

the convergence of the sum above being guaranteed by the Poisson summation formula. Furthermore, note that this invariant also has an analytic interpretation, as the logarithm of the heat trace of an explicit multiple of the Laplacian on the quotient space $E_\mathbb{R}/E$. Using duality, we can now define the invariant $h^1_\phi$ as

$$h^1_\phi(E) = h^0_\phi(E^\vee). \quad (2.13)$$
2.2.2. The Riemann–Roch formula. — As a further consequence of the Poisson summation formula, we can compare the invariants \( h_0^0 \) and \( h_1^0 \) to the covolume, as
\[
    h_0^0 (E) - h_1^0 (E) = \hat{\deg} E.
\]  

2.2.3. Upper-bound on the invariant \( h_0^0 \). — Let \( E \) be a Hermitian vector bundle of rank \( r \) over Spec \( \mathbb{Z} \). We denote by \( \lambda \) the first minimum of \( E \), meaning the shortest norm of a non-zero vector.

**Theorem 2.2.3.** — [1 Prop. 2.6.2], [17 Prop. 4.4] We have
\[
    h_0^0 (E) \leq C (r, \lambda) = 3^r (\pi \lambda^2)^{-r/2} \int_{\pi \lambda^2}^{+\infty} u^{r/2} e^{-u} du.
\]  

Assuming we have \( \lambda > (r/2\pi)^{1/2} \), we further have
\[
    C (r, \lambda) \leq 3^r \left( 1 - \frac{r}{2\pi \lambda^2} \right)^{-1} e^{-\pi \lambda^2}.
\]  

2.3. Ind-Hermitian vector bundles over \( \text{Spec} \, \mathbb{Z} \). — The first generalization of the notion of Hermitian vector bundles to an infinite dimensional setting is that of an Ind-Hermitian vector bundle. The reader will find a deeper study of these in [1 Sec. 5].

2.3.1. — An Ind-Hermitian vector bundle \( E \) over \( \text{Spec} \, \mathbb{Z} \) is the data
\[
    E = (E, \| \cdot \|),
\]  
of a countably generated, projective \( \mathbb{Z} \)-module \( E \), and of a pre-Hilbertian norm \( \| \cdot \| \) invariant by complex conjugation on \( E_C = E \otimes \mathbb{Z} \mathbb{C} \).

2.3.2. Morphisms of Ind-Hermitian vector bundles. — A morphism of Ind-Hermitian vector bundles is the datum of a \( \mathbb{Z} \)-linear map \( \psi : E \to F \) which induces a continuous complex linear map \( \psi_C : E_C \to F_C \) on the complexifications. Note that, unlike the finite rank case, continuity is no longer automatic here. We denote the set of such morphisms by \( \text{Hom} (E, F) \) and we further set, for any \( \lambda > 0 \),
\[
    \text{Hom}^Z (E, F) = \{ \psi \in \text{Hom}_Z (E, F), \| \psi_C (x) \| \leq \lambda \| x \| \text{ for any } x \in E_C \}.
\]  

An element \( \psi \in \text{Hom} (E, F) \) is called an isometry of Ind-Hermitian vector bundles if it is bijective and if we have \( \| \psi_C (x) \| = \| x \| \text{ for any } x \in E_C \). We denote by \( \text{ind} \text{Vect}_Z \) the category of Ind-Hermitian vector bundles over \( \text{Spec} \, \mathbb{Z} \).

2.3.3. Admissible inductive systems. — An admissible inductive system of Hermitian vector bundles is a complex of (finite rank) Hermitian vector bundles
\[
    E_* : E_0 \overset{j_0}{\to} E_1 \overset{j_1}{\to} \cdots \overset{j_{n-1}}{\to} E_n \overset{j_n}{\to} E_{n+1} \cdots
\]  
over \( \text{Spec} \, \mathbb{Z} \), where each morphism \( j_n \) is injective admissible.

2.3.4. — To an inductive system as (2.19), we can attach an Ind-Hermitian vector bundle, by setting
\[
    E = \lim_{\to_n} E_n = \bigsqcup E_n / \sim,
\]  
where the equivalence relation \( \sim \) on the disjoint union is defined by \( x_j \sim x_n \) for any \( x_j \in E_j \) and \( x_n \in E_n \) if both elements are equal in some larger \( F_m \) after composition by the maps \( j \). The complexification \( E_C \) is endowed with the unique norm \( \| \cdot \| \) such that the maps \( E_{n,C} \to E_C \) are injective admissible. Conversely, any Ind-Hermitian vector bundle comes from an (and possibly many different) inductive systems.
2.3.5. — A morphism \( \varphi : E_\bullet \to F_\bullet \) of inductive systems is the datum of a collection \((\varphi_n)_n\) of morphisms making the following diagram commutative

\[
\begin{array}{ccccccc}
E_\bullet & : & E_0 & \xrightarrow{j_0} & E_1 & \xrightarrow{j_1} & \cdots & \xrightarrow{j_{n-1}} & E_n & \xrightarrow{j_n} & E_{n+1} & \xrightarrow{} & \cdots \\
\downarrow \varphi & & \downarrow \varphi_0 & & \downarrow \varphi_1 & & \cdots & & \downarrow \varphi_n & & \downarrow \varphi_{n+1} & & \\
F_\bullet & : & F_0 & \xrightarrow{f_0} & F_1 & \xrightarrow{f_1} & \cdots & \xrightarrow{f_{n-1}} & F_n & \xrightarrow{f_n} & F_{n+1} & \xrightarrow{} & \cdots \\
\end{array}
\] (2.21)

Such a morphism induces a morphism of the associated Pro-Hermitian vector bundles as in (2.20).

2.4. Pro-Hermitian vector bundles over Spec \( \mathbb{Z} \). — The more complicated notion of Hermitian vector bundles is that of Pro-Hermitian vector bundle. As the name suggests, there is a close link to projective systems. However, Bost offers in [1] Sec. 5.1.2, 5.1.4 definitions which do not mention projective systems explicitly. In [1] Sec. 5.4.2, morphisms between Pro-Hermitian vector bundles are defined, using the aforementioned definitions. The category of Pro-Hermitian vector bundles over Spec \( \mathbb{Z} \) is denoted by \( \text{pro\text{-\text{Vect}}} \).

To lighten the presentation, we will only consider the incarnation of Pro-Hermitian vector bundles from admissible projective systems.

2.4.1. Admissible projective systems. — An admissible projective system of Hermitian vector bundles is a complex of (finite rank) Hermitian vector bundles

\[
\begin{array}{ccccccc}
E_\bullet & : & E_0 & \xrightarrow{q_0} & E_1 & \xrightarrow{q_1} & \cdots & \xrightarrow{q_{n-1}} & E_n & \xrightarrow{q_n} & E_{n+1} & \xrightarrow{} & \cdots \\
\end{array}
\] (2.22)

over Spec \( \mathbb{Z} \), where each morphism \( q_n \) is surjective admissible.

2.4.2. — To a projective system as (2.22), we can attach a Pro-Hermitian vector bundle, by setting

\[
E = \lim_{\longrightarrow} E_n = \left\{ (x_n)_n \in \prod_{n \geq 0} E_n, q_k(x_{k+1}) = x_k \text{ for every } k \in \mathbb{N} \right\},
\] (2.23)

whose complexification is endowed with a norm described in [1] Sec. 5.3.2, which we omit here to shorten this survey. A difference between Ind- and Pro-Hermitian vector bundles is that (2.23) does not in general lead to a countably generated \( \mathbb{Z} \)-module.

2.4.3. Morphisms of projective systems. — A collection \((\psi_n)_n\) of morphisms such that the diagram

\[
\begin{array}{ccccccc}
E_\bullet & : & E_0 & \xrightarrow{q_0} & E_1 & \xrightarrow{q_1} & \cdots & \xrightarrow{q_{n-1}} & E_n & \xrightarrow{q_n} & E_{n+1} & \xrightarrow{} & \cdots \\
\downarrow \psi_0 & & \downarrow \psi_1 & & \cdots & & \downarrow \psi_n & & \downarrow \psi_{n+1} & & \\
F_\bullet & : & F_0 & \xrightarrow{q'_0} & F_1 & \xrightarrow{q'_1} & \cdots & \xrightarrow{q'_{n-1}} & F_n & \xrightarrow{q'_n} & F_{n+1} & \xrightarrow{} & \cdots \\
\end{array}
\] (2.24)

is commutative induces a morphism \( \psi : E \to F \) of the associated Pro-Hermitian vector bundles (2.23), in the sense of [1] Sec. 5.4.2. Such a morphism is an isometry in the sense of [1] Sec. 5.1.2 if every \( \psi_n \) is an isometry, as in [2,1.4]. Note that we routinely include bijectivity in the term “isometry”.

2.5. Duality. — As explained in [1] Sec. 5.5], there is a correspondence between Ind- and Pro-Hermitian vector bundles over Spec \( \mathbb{Z} \), using duality.

2.5.1. — Consider an admissible inductive system \( \overset{'}{E}_\bullet \) as in (2.19). One can then consider the system

\[
\begin{array}{ccccccc}
\overset{'}{E}_\bullet & : & E'_0 & \xrightarrow{j'_0} & E'_1 & \xrightarrow{j'_1} & \cdots & \xrightarrow{j'_{n-1}} & E'_n & \xrightarrow{j'_n} & E'_{n+1} & \xrightarrow{} & \cdots \\
\end{array}
\] (2.25)

of finite rank Hermitian vector bundles given by the dual of each \( E_n \), where the map \( j_n : E'_n \to E'_n \) is the transpose of \( j_n : E_n \to E_{n+1} \). It is then explained in [1] Sec. 5.5.1 that the system (2.25) is projective.
admissible. Furthermore, taking the transpose of a morphism (resp. an isometry) of inductive systems yields a morphism (resp. an isometry) of projective systems.

2.5.2. — Consider an admissible projective system $\mathcal{T}_\ast$ as in (2.22). One can then consider the system

$$
\mathcal{F}_\ast : F_0 \xrightarrow{j_0} F_1 \xrightarrow{j_1} \ldots \xrightarrow{j_{n-1}} F_n \xrightarrow{j_n} F_{n+1} \ldots ,
$$

(2.26)
of finite rank Hermitian vector bundles given by the dual of each $\mathcal{T}_n$, where the map $j_n : F_n \to F_{n+1}$ is the transpose of $q_n : F_{n+1} \to F_n$. Using [1] Sec. 5.5.1, the system (2.26) is inductive admissible. Furthermore, taking the transpose of a morphism (resp. an isometry) of projective systems yields a morphism (resp. an isometry) of inductive systems.

2.6. Theta-finiteness and theta invariants in infinite rank. — We will now see how to extend the definition of the theta invariants $h_0^1$ and $h_0^2$ from [2,2.1] to Ind- and Pro-Hermitian vector bundles.

2.6.1. Invariant $h_0^0$ of an Ind-Hermitian vector bundle. — The first and most direct generalization of theta invariants to the infinite-dimensional setting has to do with Ind-Hermitian vector bundles. Consider an Ind-Hermitian vector bundle $E$ obtained from an admissible inductive system

$$
\mathcal{E}_\ast : E_0 \xrightarrow{j_0} E_1 \xrightarrow{j_1} \ldots \xrightarrow{j_{n-1}} E_n \xrightarrow{j_n} E_{n+1} \ldots
$$

(2.27)
of finite rank Hermitian vector bundles over Spec $\mathbb{Z}$. We get an increasing sequence

$$
0 \leq h_0^0(E_0) \leq h_0^0(E_1) \leq \ldots \leq h_0^0(E_n) \leq \ldots,
$$

(2.28)
which either converges, or diverges to $+\infty$. We then set

$$
h_0^0(E) = \lim_{n \to +\infty} h_0^0(E_n) \in [0, +\infty].
$$

(2.29)
This limit can be expressed as the following sum

$$
h_0^0(E) = \sum_{v \in \mathcal{E}} e^{-\pi ||v||^2}.
$$

(2.30)
By duality, one may define the $h_0^1$ invariant of a Pro-Hermitian vector bundle as the $h_0^0$ of its dual. For more general number fields, a twist by a line bundle is needed here, this being explained in [1] Prop. 6.1.1.

2.6.2. Theta invariants of a Pro-Hermitian vector bundle. — Defining the invariant $h_0^0$ of a Pro-Hermitian vector bundle requires more care. Let us briefly see why. Considering such a bundle $\mathcal{T}$, coming from an admissible projective system

$$
\mathcal{T}_\ast : T_0 \xleftarrow{q_0} T_1 \xleftarrow{q_1} \ldots \xleftarrow{q_{n-1}} T_n \xleftarrow{q_n} T_{n+1} \ldots ,
$$

(2.31)
the sequence $(h_0^0(T_n))_n$ does not necessarily converge. Furthermore, the convergence and possible of this sequence could depend on the projective system, even if they yield isometric Pro-Hermitian vector bundles, in the sense of [1] Sec. 5.1.2]. Furthermore, the tentative definition

$$
" h_0^0(\mathcal{T}) = \sum_{v \in \mathcal{T}} e^{-\pi ||v||^2} "
$$

(2.32)
cannot actually be made, as $F$ is in general uncountable. In [1] Sec. 6.2.2], Bost defines instead two invariants: a lower theta invariant $\bar{T}_0^0(\mathcal{T})$, and an upper one $\underline{T}_0^0(\mathcal{T})$, which satisfy

$$
\underline{T}_0^0(\mathcal{T}) \leq \bar{T}_0^0(\mathcal{T}).
$$

(2.33)
Note that these are defined using the characterization of Pro-Hermitian vector bundles without explicit projective systems, as in [1] Sec. 5.1.2]. A particular case of interest will be when the two upper and lower invariants coincide.
2.6.3. Strong summability condition. — Consider a projective system as in (2.31). For any integer $n \geq 0$, we consider the finite rank Hermitian vector bundle

$$\ker q_n \subset F_{n+1}$$

whose complexification is endowed with the restriction of the metric of $F_{n+1}$. The resulting Hermitian vector bundle is denoted by $\ker q_n$. The projective system (2.31) is sumizable if we have

$$\sum_{n \geq 0} h^0_0(\ker q_n) < +\infty.$$  

(2.35)

As explained in [1, Thm. 7.3.4], this condition is enough to guarantee that we have

$$h^0_0(\theta(F)) = \lim_{n \to +\infty} h^0_0(F_n).$$  

(2.36)

but it does not imply equality with the lower theta invariant. To get that property, a more demanding condition is required. The projective system (2.31) is said to be strongly sumizable if we have

$$\sum_{n \geq 0} h^0_0(\ker q_n \otimes \mathcal{O}(\epsilon)) < +\infty.$$  

(2.37)

for some real number $\epsilon > 0$. In that case, inequality (2.33) becomes an equality, and the common value of the lower and upper theta invariants is also given by (2.36). We then set

$$h^0_0(F) = h^0_0(F_n).$$  

(2.38)

Note that the lower and upper theta invariants only depend on the isometry class of the Pro-Hermitian vector bundle, not on the projective system yielding it. Therefore, strong summability related to any projective system allows the definition of the $h^0_0$ invariant by the common value in (2.33). The fact that this invariant can be computed as a limit of finite rank theta invariants, seen as the last part of (2.38), is only verified for strongly sumizable projective systems.

2.6.4. Theta-finite Pro-Hermitian vector bundles. — A Pro-Hermitian vector bundle $\mathcal{F}$ over $\text{Spec} \mathbb{Z}$ is said to be theta-finite if the condition

$$\sum_{n \geq 0} h^0_0(\ker q_n \otimes \mathcal{O}(-\frac{1}{2} \log t)) < +\infty.$$  

(2.39)

is satisfied for every real number $t > 0$. In that case, we can define the theta function of $\mathcal{F}$ by

$$\vartheta_{\mathcal{F}}(t) = \lim_{n \to +\infty} \sum_{v \in F_n} e^{-\pi t \|v\|^2_{F_n}}$$  

(2.40)

for every $t > 0$, where the projective system $\mathcal{F}_n$ has $\mathcal{F}$ as projective limit.

3. Loop Algebras and Loop Groups (alias affine Kac–Moody algebras and groups)

In this section, after first fixing our notation for finite-dimensional Lie algebras in §3.1, we recall two constructions for the main infinite dimensional Lie algebra of interest to us, the loop algebra, or more precisely a Kac–Moody algebra of untwisted affine type. After introducing the basic features of these algebras in §3.2, we focus on their highest weight representations in §3.3 and describe their integral and Hermitian structures in §3.4. After these preliminaries, we introduce the loop groups relevant to our work, following Garland’s construction (cf. [10]). To orient the expert, let us note our groups are the ‘maximal’ or ‘complete’ loop groups, where the completion is in the direction of the positive Borel, i.e. in $t$ not $t^{-1}$, where $t$ is the loop parameter, and that our groups are further twisted by the loop rotation (whose action is by ‘contracting’ high, positive powers of the loop).
3.1. Finite-dimensional Lie Algebras. — Let us begin with a quick review of the theory of finite-dimensional Lie algebras, as they constitute the first step towards defining loop algebras.

3.1.1. Root Systems. — Let \( g \) be a complex, simple Lie algebra with a Cartan subalgebra \( \mathfrak{h} \) of rank \( \ell \). Decomposing \( g \) with respect to the adjoint action of \( \mathfrak{h} \), we obtain \( g = \mathfrak{h} \oplus \bigoplus \alpha \mathfrak{g}^\alpha \), with \( \alpha \in \mathfrak{h}^* \) and

\[
\mathfrak{g}^\alpha = \{ X \in g \mid [H,X] = \alpha(H)X \text{ for all } H \in \mathfrak{h} \}. \tag{3.1}
\]

An element \( \alpha \) as above is said to be a root of \( g \) if we have \( \mathfrak{g}^\alpha \neq 0 \). In this case, the space \( \mathfrak{g}^\alpha \) is one-dimensional. We denote by \( \mathcal{R} \subseteq \mathfrak{h}^* \) the set of roots, and the pair \((\mathfrak{h}^*, \mathcal{R})\) satisfy the axioms of an irreducible root system (cf. [3] Ch. VI, §1). Recall that such a root system has a basis \( \Pi := \{ \alpha_1, \ldots, \alpha_\ell \} \) of simple roots and that every \( \alpha \in \mathcal{R} \) is an integral linear combination \( \alpha = \sum_{i=1}^\ell m_i \alpha_i \), where we either have \( m_i \geq 0 \) for every \( i \), or \( m_i \leq 0 \) for every \( i \). In the former case, we say the root is positive and in the latter that it is negative. We also write \( \mathcal{R}_\pm \) for the set of positive/negative roots; the height of any positive root \( \alpha \in \mathcal{R}_+ \) is defined as the positive integer \( h(\alpha) = \sum_{i=1}^\ell m_i \). There exists a unique root (cf. [3] Ch. VI, §8) of maximal height \( \alpha_0 \in \mathcal{R}_+ \), called the highest root, which we write as

\[
\alpha_0 = \sum_{i=1}^\ell d_i \alpha_i. \tag{3.2}
\]

We have \( d_i > 0 \) for every integer \( i = 1, \ldots, \ell \). Let us denote by \( \Omega \) the \( \mathbb{Z} \)-lattice spanned by \( \Pi \) and by \( \Omega_+ \) the set of \( \mathbb{Z}_{\geq 0} \)-linear combinations of \( \Pi \).

3.1.2. Normalized Killing form and Coroots. — Denote by \( \langle \cdot, \cdot \rangle_{\text{kil}} : g \times g \to \mathbb{C} \) the Killing form. Restricted to \( \mathfrak{h} \), it is a non-degenerate, symmetric, bilinear form. Hence, with respect to it, we may define the dual element \( H'_\alpha \in \mathfrak{h} \) of any root \( \alpha \in \mathcal{R} \). For any \( \alpha, \beta \in \mathfrak{h}^* \) we set \( \langle \alpha, \beta \rangle_{\text{kil}} := \langle H'_\alpha, H'_\beta \rangle_{\text{kil}} \). When considering affine Lie algebras, we will also need the renormalization of the Killing form on \( \mathfrak{h} \) (and also \( \mathfrak{h}^* \)) as

\[
\langle \cdot, \cdot \rangle := \frac{2}{\langle \alpha_0, \alpha_0 \rangle_{\text{kil}}} \langle \cdot, \cdot \rangle_{\text{kil}}. \tag{3.3}
\]

For any \( \alpha \in \mathcal{R} \), we define the corresponding coroot as

\[
\alpha^\vee := \frac{2}{\langle \alpha, \alpha \rangle_{\text{kil}}} H'_\alpha \in \mathfrak{h}, \tag{3.4}
\]

and let \( \mathcal{R}^\vee := \{ \alpha^\vee \mid \alpha \in \mathcal{R} \} \) be the set of coroots. We pick a basis \( \Pi^\vee := \{ \alpha_1^\vee, \ldots, \alpha_\ell^\vee \} \) of \( \mathcal{R}^\vee \), with respect to which we define the sets of positive and negative coroots \( \mathcal{R}^\vee_+ \) and \( \mathcal{R}^\vee_- \), respectively. The pair \( (\mathcal{R}^\vee, \mathfrak{h}) \) also forms a root system.

3.1.3. Cartan Matrix. — Let \( \langle \cdot, \cdot \rangle \) denote the natural pairing \( \mathfrak{h} \times \mathfrak{h}^* \to \mathbb{C} \). Define the Cartan matrix of \( g \) as

\[
A := (A_{ij}) \text{ where } A_{ij} = \langle \alpha_i^\vee, \alpha_j \rangle = \frac{\langle \alpha_i, \alpha \rangle_{\text{kil}}}{\langle \alpha, \alpha \rangle_{\text{kil}}} = \frac{\langle \alpha, \alpha \rangle}{\langle \alpha, \alpha \rangle_{\text{kil}}} \tag{3.5}
\]

3.1.4. Weyl Group. — We write \( W \) for the Weyl group of the root system \( \mathcal{R} \) (or \( \mathcal{R}^\vee \)). It is a finite group generated by the simple reflections \( s_i \) which act on \( \mathfrak{h}^* \) as \( s_i(\lambda) = \lambda - \langle \lambda, \alpha_i^\vee \rangle \alpha_i \). In fact, \( (W, S) \) is a Coxeter system in the sense of [3], Ch. IV]. Denote the length function on this Coxeter group as \( \ell : W \to \mathbb{N} \cup \{0\} \).

3.1.5. Chevalley Form. — In what follows, we need to pick a specific basis of \( g \) with respect to which the structure coefficients are integral. As explained in [24] Ch. 1, Thm. 1], for every \( \alpha \in \mathcal{R} \), we may pick an element \( E_\alpha \in \mathfrak{g}^\alpha \) such that we have

1. \( [E_\alpha, E_{-\alpha}] = \alpha^\vee \)
2. \( [E_\alpha, E_\beta] = \pm (r+1)E_{\alpha+\beta} \) if \( \alpha + \beta \in \Delta \) and \( r \) is the largest integer \( k \) with \( a - k\beta \in \mathcal{R}(A) \)
3. \( [\alpha^\vee, E_\beta] = 2\langle \alpha, \beta \rangle_{\text{kil}} E_\beta \)
4. \( [E_\alpha, E_\beta] = 0 \) if 2 is not satisfied
The set
\[ \mathcal{R}_{Ch}(g) = \{ E_{\alpha}, \alpha \in \mathcal{R}(A) \} \cup \{ \alpha^\vee, \ldots, \alpha^\vee \} \]  
(3.6)
is called the Chevalley basis of \( g \) and enjoys a number of nice properties, including the integrality mentioned above. We refer to [26] Thm. 1, p.7] for more details. Using this basis \( \mathcal{R}_{Ch}(g) \), one can define a \( \mathbb{Z} \)-form of the enveloping algebra of \( g \) and construct a \( \mathbb{Z} \)-basis of it explicitly [26] Ch. 2. As we need these constructions for the loop algebra, we review them in that context later (see [3, 4]).

3.2. Loop algebras and (untwisted) affine Kac–Moody algebras. — In this section, we give two constructions of the main infinite-dimensional Lie algebra under study here. The first is often called the loop presentation and the second the Kac–Moody presentation. Our approach follows [10][11] and [18].

3.2.1. Loop Presentation. — The loop algebra \( \tilde{g} \) of \( g \) is defined as a \( k \)-vector space by \( \tilde{g} = g \otimes \mathbb{C}[t, t^{-1}] \). Its bracket is induced by the relations \( [x \otimes u, y \otimes v] = [x, y] \otimes uv \) for every elements \( x, y \in g \) and \( u, v \in \mathbb{C}[t, t^{-1}] \). Many natural infinite-dimensional representations of this algebra are projective representations (cf. [19]), signalling the relevance of a central extension of this Lie algebra. Recall that a central extension of \( g \) by a Lie algebra \( a \) is a Lie algebra \( q \) containing \( a \) in its center, i.e. such that \( a \) has bracket 0 with every element of \( q \). We then have an exact sequence
\[ 0 \rightarrow a \rightarrow q \rightarrow \tilde{g} \rightarrow 0 \]  
(3.7)
of Lie algebras. Using the notion of morphisms of central extensions (cf. [10], Eq. 1.3), we can define the category of central extensions of \( g \). An initial object in this category is called a universal central extension [5]. If \( g \) is perfect, i.e. if we have \([g, g] = g\), or in other words if \( g \) is generated by the brackets of its elements, such an initial object always exists up to unique isomorphism, using [10] Prop. 1.7, Lem. 1.10]. It will be referred to as the universal central extension of \( g \).

Proposition 3.2.1. — [10] Thm. 2.36] The loop algebra \( \tilde{g} \) is perfect and its universal central extension \( \hat{g} \) is given by a one dimensional algebra \( a = \mathbb{C}c \), with \( c \) a central element. As a vector space,
\[ \hat{g} = \tilde{g} \oplus \mathbb{C}c, \]  
(3.8)
where \( c \) is a central element, and the Lie bracket is specified by linearly extending the following rule:
\[ [X \otimes t^n + \alpha c, Y \otimes t^m + \beta c] = [X, Y] \otimes t^{n+m} + m \delta_{m,n} (X, Y) c, \]  
(3.9)
for \( X, Y \in g \), \( \alpha, \beta \in \mathbb{C} \) and \((\cdot, \cdot)\) is the normalized Killing form introduced in (3.3). Note that the inclusion of \( \tilde{g} \) into \( \hat{g} \) is not a morphism of Lie algebras, since it is not compatible with the brackets.

3.2.2. Extensions by derivation \( d \). — One does not obtain a satisfactory notion of roots for the Lie algebra \( \hat{g} \) if one chooses to use
\[ \hat{h} := h \oplus \mathbb{C}c \]  
(3.10)
as the analogue of a Cartan subalgebra. Another manifestation of this phenomenon is the fact that many of the interesting representations of \( \hat{g} \) actually possess a natural grading [6]. For these reasons, it becomes natural to consider a further extension of \( \tilde{g} \). Let \( d : \tilde{g} \rightarrow \hat{g} \) be derivation of \( \tilde{g} \) which sends \( h \oplus \mathbb{C}c \) to 0 and verifies
\[ d|_{h \oplus \mathbb{C}c} = 0 \quad \text{and} \quad d(X \otimes t^n) = nX \otimes t^n \quad \text{where} \quad X \in g, \ n \in \mathbb{Z}. \]  
(3.11)

[5] If \( q \) denotes such an initial object, for any central extension \( q' \) of \( g \), there exists a unique morphism \( q \rightarrow q' \) of central extensions.

[6] The grading is usually an indication of another infinite dimensional Lie algebra called the Virasoro algebra, which also acts on the representation (cf. [25]).
One can then consider the semi-direct sum (of Lie algebras, \[ Ch. 1 \ §8\]) of \( \hat{\mathfrak{g}} \) with the one dimensional Lie algebra \( \mathbb{C}d \), and we denote this object as \( \hat{\mathfrak{g}}^r \). As a vector space, we have

\[
\hat{\mathfrak{g}}^r = \hat{\mathfrak{g}} \oplus \mathbb{C}d ,
\]

and the Lie bracket is defined as

\[
[x + \lambda d, y + \mu d] = [x, y] + \lambda d(x) - \mu d(y) .
\]

Now the correct analogue of a Cartan subalgebra inside of \( \hat{\mathfrak{g}}^r \) is the \( \ell + 2 \)-dimensional vector space

\[
\hat{\mathfrak{h}}^r := \hat{\mathfrak{h}} \oplus \mathbb{C}d = \mathbb{C}c \oplus \hat{\mathfrak{h}} \oplus \mathbb{C}d .
\]

### 3.2.3. Completions for the \( t \)-adic topology.

In the definition of \( \hat{\mathfrak{g}} \), we could have replaced the Laurent polynomials \( \mathbb{C}[t, t^{-1}] \) with Laurent series \( \mathbb{C}((t)) \). All of the constructions above go through without any change, and the resulting \( t \)-adically complete algebra will be denoted as \( \hat{\mathfrak{g}}_{\text{comp}} \) and \( \hat{\mathfrak{g}}_{\text{comp}}^r \). Note that changing the scalars to \( \mathbb{C}((t)) \) commutes with taking the semi-direct product with \( d \), so the meaning of \( \hat{\mathfrak{g}}_{\text{comp}}^r \) is unambiguous.

### 3.2.4. Affine Cartan matrices.

Another useful point of view on the Lie algebra \( \hat{\mathfrak{g}}^r \) is its realization as an untwisted affine Kac–Moody algebra. To the \( \ell \times \ell \) Cartan matrix \( A \) introduced in (3.5), one can attach the untwisted affine Cartan matrix

\[
\hat{A}_{ij} = \frac{2(\alpha_i, \alpha_j)}{2(\alpha_i, \alpha_i)} \quad \text{for } i, j = 1, \ldots, \ell + 1 ,
\]

where we define \( \alpha_{\ell+1} = -\alpha_0 \) as the opposite of the highest root of \( \mathfrak{g} \) (cf. (3.2)). Note that we recover the Cartan matrix \( A \) as the first \( \ell \) rows and columns of \( \hat{A} \). The matrix \( \hat{A} \) is also an example of a generalized Cartan matrix (cf. \[18\] Sec. 1.1), and such matrices are classified into three main types: finite, affine, and indefinite, as explained in \[18\] Thm. 4.3]. The affine ones have a further division into untwisted and twisted types, presented in \[18\] Sec. 7.2, 8.3, and \( \hat{A} \) is actually an example of an untwisted affine type matrix. It is also an example of a symmetrizable generalized Cartan matrix (see \[18\] Sec. 2.1), in that there exists a diagonal matrix \( D \) and a symmetric matrix \( B \) such that we have \( \hat{A} = DB \). The entries of \( D \) are \( e_1, \ldots, e_{\ell+1} \), and given by \( e_i = 2/(\alpha_i, \alpha_i) \) here.

### 3.2.5. Kac–Moody Presentation.

To the symmetrizable generalized Cartan matrix \( \hat{A} \), we can attach the corresponding Kac–Moody algebra \( \mathfrak{g}(\hat{A}) \) as the quotient of the free Lie algebra generated by \( 3\ell + 3 \) symbols \( e_1, \ldots, e_{\ell+1}, f_1, \ldots, f_{\ell+1}, h_1, \ldots, h_{\ell+1} \), together with the following relations:

1. \( [h_i, h_j] = 0 \)
2. \( [e_i, f_j] = \delta_{ij} h_i \)
3. \( [h_i, e_j] = \hat{A}_{ij} e_j \)
4. \( [h_i, f_j] = -\hat{A}_{ij} f_j \)

for any integers \( 1 \leq i, j \leq \ell + 1 \), and

5. \( (\text{ad } e_i)^{-\hat{A}_{ij}+1}(e_j) = 0 \)
6. \( (\text{ad } f_i)^{-\hat{A}_{ij}+1}(f_j) = 0 \)

for any integers \( 1 \leq i, j \leq \ell + 1 \) with \( i \neq j \). Here, we have denoted by \( \text{ad} \) the adjoint representation, defined by \( (\text{ad } x)(y) = [x, y] \) for \( x, y \in \mathfrak{g}(\hat{A}) \). The Kac–Moody algebra \( \mathfrak{g}(\hat{A}) \) has a graded structure, which we will now describe. For nonnegative integers \( n_1, \ldots, n_{\ell+1} \) not all of which are zero, we set

\[
\mathfrak{g}(n_1, \ldots, n_{\ell+1}) = \text{span}_\mathbb{C} \left\{ [e_{i_1}, [e_{i_2}, \ldots, [e_{i_{\ell-1}}, e_{i_\ell}] \ldots] \right\} ,
\]

where each \( e_i \) appears exactly \( n_i \) times, and we set

\[
\mathfrak{g}(-n_1, \ldots, -n_{\ell+1}) = \text{span}_\mathbb{C} \left\{ [f_{i_1}, [f_{i_2}, \ldots, [f_{i_{\ell-1}}, f_{i_\ell}] \ldots] \right\}.
\]

\(^{(7)}\) Our presentation, in the symmetrizable case, is simplified by using the work of Gabber and Kac \[9\], as explained in \[18\] Thm. 9.11 and after].
where each $f_i$ appears $-n_i$ times. We further set
\[
\mathfrak{h}(\hat{\mathcal{A}}) = \mathfrak{g}_1(0, \ldots, 0) = \mathbb{C}h_1 \oplus \cdots \oplus \mathbb{C}h_{\ell+1}
\]
(3.18)
To simplify the notation, we finally set $\mathfrak{g}(n_1, \ldots, n_{\ell+1}) = 0$ for any other collection of integers $n_1, \ldots, n_{\ell+1}$. Then from [10, Sec. 3] the Lie algebra $\mathfrak{g}(\hat{\mathcal{A}})$ has a $\mathbb{Z}^{\ell+1}$-gradation, given by
\[
\mathfrak{g}(\hat{\mathcal{A}}) = \bigoplus_{(n_1, \ldots, n_{\ell+1}) \in \mathbb{Z}^{\ell+1}} \mathfrak{g}_1(n_1, \ldots, n_{\ell+1}).
\]
(3.19)
Using the Chevalley basis of $\mathfrak{g}$ reviewed in §3.1.5 we can now state the precise connection between $\mathfrak{g}(\hat{\mathcal{A}})$ and the Lie algebra $\hat{\mathfrak{g}}$ introduced in §3.2.1.

**Theorem 3.2.5.** — [10, Thm. 3.14] There is an isomorphism of Lie algebras $\Psi : \hat{\mathfrak{g}} \xrightarrow{\cong} \mathfrak{g}(\hat{\mathcal{A}})$, defined by
\[
\begin{align*}
\Psi(E_i \otimes t^0) &= e_i \\
\Psi(F_i \otimes t^0) &= f_i \\
\Psi(E_{a_0} \otimes t^1) &= e_{1} \\
\Psi(F_{a_0} \otimes t^{-1}) &= f_{1} \\
\Psi(-\alpha_0' + c) &= h_{1}.
\end{align*}
\]
(3.20)

3.2.6. Derivation in the Kac–Moody presentation. — Recall that we introduced earlier the semi-direct sum of $\mathfrak{g}$ with the operator $\mathfrak{d}$, which we denoted by $\hat{\mathfrak{g}}^\circ$. We have a $\mathbb{Z}$-gradation of $\mathfrak{g}(\hat{\mathcal{A}})$
\[
\mathfrak{g}(\hat{\mathcal{A}})_j = \bigoplus_{(n_1, \ldots, n_{\ell}) \in \mathbb{Z}^\ell} \mathfrak{g}_1(n_1, \ldots, n_{\ell}, j),
\]
(3.21)
and define a linear map
\[
D : \mathfrak{g}(\hat{\mathcal{A}})_j \longrightarrow \mathfrak{g}(\hat{\mathcal{A}})_j
\]
\[
x \longmapsto jx .
\]
(3.22)
One may check that under the isomorphism $\Psi$ of Theorem 3.2.5, the action of the map $\mathfrak{d}$ is sent to that by $D$ and it is also a derivation of $\mathfrak{g}(\hat{\mathcal{A}})$. Let us now define the semi-direct product
\[
\mathfrak{g}(\hat{\mathcal{A}}) := \mathfrak{g}(\hat{\mathcal{A}}) \rtimes \mathbb{C}D = \mathfrak{g}(\hat{\mathcal{A}}) \oplus \mathbb{C}D.
\]
(3.23)
Our comments above indicate that the isomorphism of Theorem 3.2.5 extends to the extensions by $\mathfrak{d}$ and $D$ respectively. We continue to denote this isomorphism by the same name
\[
\Psi : \mathfrak{g}(\hat{\mathcal{A}}) \xrightarrow{\cong} \hat{\mathfrak{g}}^\circ.
\]
(3.24)
We write $\mathfrak{h}(\hat{\mathcal{A}}) := \mathfrak{h}(\hat{\mathcal{A}}) \oplus kD$ and note that it is isomorphic to the Cartan subalgebra $\hat{\mathfrak{h}}^\circ$ introduced in (3.14) above. One gets the analogue for $\mathfrak{g}(\hat{\mathcal{A}})$ of the $\mathbb{Z}$-gradation induced by (3.21) by setting
\[
\mathfrak{g}(\hat{\mathcal{A}})_0 = \mathfrak{h}(\hat{\mathcal{A}}) = \mathfrak{h}(\hat{\mathcal{A}}) \oplus k\mathfrak{d}
\]
(3.25)
without changing the other spaces in the gradation.

3.2.7. Completion of the Kac–Moody algebra. — In §3.2.3 we completed the Lie algebra $\hat{\mathfrak{g}}$ to $\hat{\mathfrak{g}}_{\text{comp}}$. To reproduce this procedure in the Kac–Moody context, recall the $\mathbb{Z}$-gradation introduced in (3.21) introduced above. With respect to it, we define the norm of $x \in \mathfrak{g}(\hat{\mathcal{A}})$ to be
\[
\left\| \sum_{j \in \mathbb{Z}} x_j \right\| = e^{-j_0}
\]
(3.26)
where only finitely many components $x_j$ of $x$ are non zero, and we have $j_0 = \min \{ j \in \mathbb{Z}, x_j \neq 0 \}$. The completion of $\mathfrak{g}(\hat{\mathcal{A}})$ is denoted by $\mathfrak{g}(\hat{\mathcal{A}})_{\text{comp}}$. From [10, Rmk. 2.8], the isomorphism from Theorem 3.2.5 extends to an isomorphism of Lie algebras
\[
\mathfrak{g}(\hat{\mathcal{A}})_{\text{comp}} \simeq \mathfrak{g} \otimes k(t) \oplus k\mathfrak{c} =: \hat{\mathfrak{g}}_{\text{comp}}.
\]
(3.27)
If one considers in (3.27) the gradation introduced in (3.25), the natural extension of the norm from (3.26) to \( g^e(\hat{A}) \) allows us to define a completion denoted as \((g^e(\hat{A}))_{\text{comp}}\). One can then verify that we have

\[
(g^e(\hat{A}))_{\text{comp}} = (g(\hat{A}))_{\text{comp}} \times \mathbb{C}d
\]

where the action of \( D \) on \((g(\hat{A}))_{\text{comp}}\) considered in (3.22) extends to a derivation of the completion. Note that the above is also isomorphic to \((g^e(\hat{A}))_{\text{comp}}\) introduced in \S3.2.3.

3.2.8. Notational convention. — From now on, we refer to \( \hat{g}^e \) as either the loop or affine Kac–Moody algebra, and shall no longer write \( g^e(\hat{A}) \). Similarly, we write \( \hat{g}^e_{\text{comp}} \) even when we might mean \( g^e(\hat{A})_{\text{comp}} \). In light of the explicit isomorphisms given above, we hope this will not lead to any confusion.

3.2.9. Roots of the loop algebra \( \hat{g}^e \). — Let us now describe the root system\(^8\) of \( \hat{g}^e \). Recall that we have described the root system \( \mathcal{R} \subset \mathfrak{h}^* \) and its basis \( \Pi = \{ \alpha_1, \ldots, \alpha_\ell \} \) of simple roots in \S3.1.1. For each \( \lambda \in (\hat{g}^e)^* \) we define the space

\[
(\hat{g}^e)^\lambda = \{ X \in \hat{g}^e \mid [H, X] = \lambda(H)X \text{ for all } H \in \hat{h}^* \},
\]

and refer to those elements \( \lambda \in (\hat{g}^e)^* \) such that we have \((\hat{g}^e)^\lambda \neq 0\) as the roots of \( \hat{g}^e \). Denote the set of roots as \( \hat{\mathcal{R}} \), and, as before, for any root \( \alpha \in \mathcal{R} \), we refer to \((\hat{g}^e)^\alpha\) as the corresponding root space. Much of the theory of the finite root system \( \mathcal{R} \) carries over to \( \hat{\mathcal{R}} \), but a new feature appears, namely one has ‘imaginary’ roots such that the dimension of the corresponding root space is no longer \( 1 \)\(^9\).

Let us now explicitly describe the roots \( \hat{\mathcal{R}} \). First, define the (minimal, positive) imaginary root \( t \in (\hat{h}^e)^* \) using the decomposition (3.14) as follows:

\[
t(x + \lambda d) = \lambda \quad \text{for } x \in \mathbb{C}c \oplus \mathfrak{h}.
\]

For any integer \( 1 \leq i \leq \ell + 1 \), we extend \( \alpha_i \in \Pi \) to an element \( a_i \in (\hat{h}^e)^* \) defined as

\[
a_i|_\mathfrak{h} = \alpha_i, \quad a_i(c) = 0, \quad \text{and } a_i(d) = 0 \quad \text{for } i = 1, \ldots, \ell.
\]

As every element in \( \mathcal{R} \) is a linear combination of \( \alpha_1, \ldots, \alpha_\ell \), we use the construction above to extend any root \( \alpha \in \mathcal{R} \) to an element of \( (\hat{h}^e)^* \). Unless explicitly mentioned (e.g. in the case of \( a_i \) for \( i = 1, \ldots, \ell \)), we shall denote this extension by zero of an element of \( \mathcal{R} \) into an element of \( (\hat{h}^e)^* \) by the same name. Finally, let us introduce the element \( a_{\ell + 1} \in (\hat{h}^e)^* \) such that we have \( a_{\ell + 1}(d) = 0 \) and

\[
a_{\ell + 1}|_\mathfrak{h} = -\alpha_0 + t.
\]

Note that the elements \( a_1, \ldots, a_{\ell + 1} \in (\hat{h}^e)^* \) are now linearly independent, a fact which would not be true if we regarded these elements as functionals on \( \mathfrak{h} \).

With these preliminaries, we can now describe the set \( \hat{\mathcal{R}} \). It has a decomposition into positive and negative roots \( \hat{\mathcal{R}} = \hat{\mathcal{R}}_+ \sqcup \hat{\mathcal{R}}_- \) where we have \( \hat{\mathcal{R}}_- = -\hat{\mathcal{R}}_+ \) and

\[
\hat{\mathcal{R}}_+ = \{ \alpha + nt \mid \alpha \in \mathcal{R}_+, n \in \mathbb{Z}_{\geq 0} \} \cup \{ -\alpha + nt \mid \alpha \in \mathcal{R}_+, n \in \mathbb{Z}_{\geq 1} \} \cup \{ nt \mid n \in \mathbb{Z}_{\geq 1} \}.
\]

The set of imaginary roots \( \hat{\mathcal{R}}_{\text{im}} \) and Weyl (or real) roots are then defined as

\[
\hat{\mathcal{R}}_{\text{im}} := \{ nt \mid n \in \mathbb{Z}_{\neq 0} \} \quad \text{and} \quad \hat{\mathcal{R}}_{\text{re}} := \hat{\mathcal{R}} \setminus \hat{\mathcal{R}}_{\text{im}}
\]

\(^8\)We use the term ‘root system’ informally, since the standard axioms for root systems and their references, e.g. \([3]\) Ch. VI, pre-date Kac–Moody theory by a few years and so do not actually admit the root systems of affine Lie algebras as examples. Nonetheless, many of the properties discussed in op. cit. do carry over.

\(^9\)In the case of affine Kac–Moody algebras, the multiplicities of these imaginary roots is always \( \ell \), but computing such multiplicities in a general Kac–Moody algebra remains quite mysterious.
respectively. We also define the positive/negative real roots as $(\wtilde{R}_{\Re})_\pm := \wtilde{R}_{\Re} \cap \wtilde{R}_\pm$ and similarly define the positive and negative imaginary roots $(\wtilde{R}_{\Im})_\pm$. The set $\wtilde{\Pi} := \{a_1, \ldots, a_{\ell+1}\}$ plays the role of a basis for $\wtilde{R}$ in that every $a \in R$ can be written as a $\mathbb{Z}$-linear combination of elements from $\wtilde{\Pi}$ with either all non-negative or all non-positive coefficients. For future reference, we also define the root lattice $\wtilde{\Omega}$ as

$$\wtilde{\Omega} := \mathbb{Z}a_1 + \mathbb{Z}a_2 + \cdots + \mathbb{Z}a_{\ell+1}. \quad (3.35)$$

We make the natural definition for $\wtilde{\Omega}_+$, as $\mathbb{N}$-linear combinations.

3.2.10. Invariant Bilinear form. — Recall from §3.2.4 that we have defined the entries $(\epsilon_1, \ldots, \epsilon_{\ell+1})$ of the diagonal matrix $D$ which symmetrizes $\wtilde{A}$, i.e. such that we have $\wtilde{A} = DB$ with $B$ symmetric. Using the entries of this matrix, we can now define a symmetric bilinear form $(\cdot, \cdot)$ on $\wtilde{h}^\vee$ by the conditions

$$(h_i, h) = a_i(h)\epsilon_i \quad \text{for } i \in [1, \ell+1] \text{ and } h \in \wtilde{h}^\vee, \text{ and by } (d, d) = 0. \quad (3.36)$$

Note that the first condition implies that we have

$$(h_i, d) = 0 \quad \text{for } i \in [1, \ell], \text{ and } (h_{\ell+1}, d) = 1. \quad (3.37)$$

This form is non-degenerate ([18, Lemma 2.1b]) and hence induces an isomorphism $\nu : \wtilde{h}^\vee \to (\wtilde{h}^\vee)^\ast$. Under this isomorphism, we have $\nu(h_i) = \epsilon_i a_i$ and the corresponding form on $(\wtilde{h}^\vee)^\ast$, again denoted by $(\cdot, \cdot)$, satisfies

$$(a_i, a_j) = \wtilde{A}_{ij}/\epsilon_i = b_{ij} \quad \text{for } i, j \in [1, \ell+1]. \quad (3.38)$$

One can also check that we have

$$(1, 1) = 0 \quad \text{and} \quad (1, a_i) = 0 \quad \text{for } i = 1, \ldots, \ell. \quad (3.39)$$

This form agrees with the normalized Killing form on $\wtilde{h}^\ast$ constructed in §3.1.2.

3.2.11. Coroots and integral weights. — Let us now work with the Kac–Moody presentation to define the coroots. Recall that we have introduced, within this presentation, elements $h_1, \ldots, h_{\ell+1}$ of $\wtilde{h}(\wtilde{A})$. We define

$$a_i^\vee = h_i \quad \text{for } i = 1, \ldots, \ell+1. \quad (3.40)$$

Some care has to be taken to introduce the coroots attached to a general element $\varphi \in \wtilde{R}$. We proceed first by setting $h_i^\varphi := \epsilon_i^{-1}h_i$, and then by extending this into $h_i^\varphi := \sum_{i=1}^{\ell+1} c_i h_i^\varphi$ for any $\varphi \in \wtilde{R}$ written as $\varphi = \sum_{i=1}^{\ell+1} c_i a_i$. Finally, we can define the coroot $\varphi^\vee$ attached to $\varphi$ as

$$\varphi^\vee = \frac{2}{(\varphi, \varphi)} h_i^\varphi. \quad (3.41)$$

We call $\wtilde{\Omega}^\vee := \{ \varphi^\vee \mid \varphi \in \wtilde{R} \}$ the set of affine coroots (it is the set of roots of the affine, possibly twisted, Kac–Moody algebra with Cartan matrix $^T A$.) The set $\wtilde{\Pi}^\vee := \{ a_1^\vee, \ldots, a_{\ell+1}^\vee \}$ is then a ‘basis’ of $\wtilde{\Omega}^\vee$, in the same sense that $\Pi$ was a basis of $\wtilde{R}$. Using the coroots, we can define the lattice of integral weights as

$$\Lambda := \{ \lambda \in (\wtilde{h}^\vee)^\ast \mid \langle \lambda, a_i^\vee \rangle \in \mathbb{Z} \text{ for } i \in [1, \ell+1] \text{ and } \langle \lambda, d \rangle \in \mathbb{Z} \}. \quad (3.42)$$

Note that we have $\wtilde{\Omega} \subset \Lambda$, and we introduce the dominance order $\preceq$ on $\Lambda$ as follows: for any $\lambda, \mu \in \Lambda$, we write $\lambda \preceq \mu$ if we have $\mu - \lambda \in \wtilde{\Omega}_+$. We also say that an element $\lambda \in \Lambda$ is dominant if we have $\langle \lambda, a_i^\vee \rangle \geq 0$ for all $i \in [1, \ell+1]$, and the set of such elements is written as $\Lambda_+$. Of particular importance to us will be the fundamental weight $\varLambda_{\ell+1}$, defined by the conditions

$$\langle \varLambda_{\ell+1}, a_i^\vee \rangle = t_{i,\ell+1} \quad \text{for } i \in [1, \ell+1] \text{ and } \langle \varLambda_{\ell+1}, d \rangle = 0. \quad (3.43)$$

One then notes that

$$(\wtilde{h}^\vee)^\ast \text{ has basis } a_1, a_2, \ldots, a_{\ell+1}, \varLambda_{\ell+1}. \quad (3.44)$$
As we can write $a_{r+1}$ in terms of the classical roots $a_1, \ldots, a_r$ and $t$ we also have

$$ (\hat{h}^r)^* = C t \oplus h^* \oplus \mathbb{C} \Lambda_{r+1}. \quad (3.45) $$

With respect to the inner product introduced in §3.2.10 one may check that we have

$$(\Lambda_{r+1}, \Lambda_{r+1}) = 0, \quad (a_i, \Lambda_{r+1}) = 0 \quad \text{for} \quad i \in [1, r], \quad (a_{r+1}, \Lambda_{r+1}) = 1.$$  

(3.46)

For $\mu \in (\hat{h}^r)^*$, we often write $\mathcal{P}$ for its projection onto $h^*$ and record a useful formula (cf. [18, (6.2.6)])

$$ \lambda = (\lambda, e)\Lambda_{r+1} + \lambda + (\lambda, \Lambda_{r+1})t. \quad (3.47) $$

3.2.12. The Weyl group. — For $i \in [1, r+1]$, define the reflection

$$ r_i : (\hat{h}^r)^* \longrightarrow (\hat{h}^r)^* $$

$$ \lambda \quad \longrightarrow \quad \lambda - \lambda (a_i^\vee) a_i. \quad (3.48) $$

The group generated by these reflections is denoted by $\hat{W}$ and is called the affine Weyl group. It also has a presentation as $\hat{W} = W \times \Omega^\vee$ where $\Omega^\vee$ is the coroot lattice (cf. [18, §6.5]), though we will not need this explicitly here. The group $\hat{W}$ is also a Coxeter group, with Coxeter generators $\hat{S} := \{r_i \mid i \in [1, r+1]\}$. Let us note that the form $(\cdot, \cdot)$ on $(\hat{h}^r)^*$ introduced in the previous section is $\hat{W}$-invariant (cf. [18, Prop. 3.9]) and that every element of $\hat{W}$ fixes $t$, whereas every element in $\hat{R}_{\text{aff}}$ is of the form $wa_i$ for some elements $w \in \hat{W}$ and $a_i \in \Pi$. For this reason, the elements in $\hat{R}_{\text{aff}}$ are sometimes referred to as the Weyl roots.

3.2.13. The Tits cone. — Although not explicitly needed, let us mention a crucial difference between the actions of $\hat{W}$ on $(\hat{h}^r)^*$ and of $W$ on $h^*$: whereas every element $\lambda \in h^*$ is $W$-equivalent to an element in the dominant cone

$$ \mathcal{C} := \{ \lambda \in h^* \mid \langle \lambda, \alpha_i^\vee \rangle \geq 0 \quad \text{for} \quad i \in [1, r] \}, $$

(3.49)

this is no longer true in $(\hat{h}^r)^*$. Instead, we need to introduce the Tits cone

$$ X := \bigcup_{w \in \hat{W}} w(\mathcal{C}), \quad \text{where} \quad \mathcal{C} := \{ \lambda \in (\hat{h}^r)^* \mid \langle \lambda, \alpha_i^\vee \rangle \geq 0 \quad \text{for} \quad i \in [1, r+1] \}. \quad (3.50) $$

Note that the projection of $\mathcal{C}$ onto $h^*$, following the decomposition $\hat{h}^r = C h^* \oplus \mathbb{C} \Lambda_{r+1}$, is compact. As it turns out, the Tits cone can be described explicitly as

$$ X = \{ \lambda \in (\hat{h}^r)^* \mid \langle \lambda, \epsilon \rangle > 0 \}. $$

(3.51)

We also remark here that at the group level, which will be presented later, working with the condition $|\tau| < 1$ or $|\tau| > 1$ is tantamount to working inside or outside the Tits cone.

3.3. Highest weight representations. — Let us review some basic features of the theory of highest weight representations of $\hat{\mathfrak{g}}^r$ over $\mathbb{C}$ here. Unless otherwise mentioned, our base field will be $\mathbb{C}$ throughout this section, and later, after introducing integral forms, we extend this construction to an arbitrary field.

3.3.1. Weight modules. — A representation $V$ of $\hat{\mathfrak{g}}^r$ is called a weight module if

1. we have $V = \bigoplus_{\mu \in (\hat{h}^r)^*} V_\mu$, where we set

$$ V_\mu = \{ v \in V \mid H.v = \lambda(H)v \quad \text{for all} \quad H \in \hat{h}^r \}; $$

(3.52)

2. each $V_\mu$ is finite-dimensional.

The set of all elements $0 \neq \mu \in (\hat{h}^r)^*$ such that we have $V_\mu \neq 0$ is denoted by $\mathcal{P}(V)$ and its elements are called the weights of $V$. We define the multiplicity of the weight $\mu \in \mathcal{P}(V)$ as

$$ \text{mult}(\mu) := \dim_{\mathbb{C}} V_\mu. $$

(3.53)
For a weight module \( V \) we define its formal character as the sum
\[
\chi_V := \sum_{\mu \in \mathcal{P}(V)} \text{mult}(\mu) e^\mu
\]
where \( e^\mu \) is a formal symbol which lives in some algebra (cf. [18] §9.7) for the precise details, satisfying the condition \( e^\mu e^\nu = e^{\mu+\nu} \). Let us recall that a representation \( V \) is called integrable if the elements \( e_i, f_i \in \hat{\mathfrak{g}}^\vee \) act locally nilpotently for each \( i \in [1, \ell+1] \), i.e. if

for any \( \nu \in V \) there exists an integer \( n \) such that we have \( e_i^n \nu = f_i^n \nu = 0 \).

(3.55)

To exponentiate certain operators and define a group, we need this condition.

3.3.2. Enveloping Algebra. — For any complex Lie algebra \( \mathfrak{g} \), its universal enveloping algebra \( \mathcal{U}(\mathfrak{g}) \) is defined as the quotient of the tensor algebra
\[
T(\mathfrak{g}) := \bigoplus_{n \geq 0} (\mathfrak{g} \otimes \cdots \otimes \mathfrak{g}) \quad \text{times} \quad (3.56)
\]
by the smallest ideal containing the quadratic relation \( x \otimes y - y \otimes x = [x, y] \) for \( x, y \in \mathfrak{g} \). Note that if \( \mathfrak{q} \subset \mathfrak{g} \) is a subalgebra, one has a morphism of algebras \( \mathcal{U}(\mathfrak{q}) \to \mathcal{U}(\mathfrak{g}) \). The importance of these algebras stems from the fact that a representation of \( \mathfrak{g} \) is the same as an \( \mathcal{U}(\mathfrak{g}) \)-module.

3.3.3. Unipotent and Borel Subalgebras. — Define the following important subalgebras of \( \hat{\mathfrak{g}}^\vee \),
\[
\hat{\mathfrak{u}}_{\pm} = \bigoplus_{\alpha \in \mathbb{R}_{\pm}} (\hat{\mathfrak{g}}^\vee)^{\alpha}, \quad \hat{\mathfrak{h}}_+ = \hat{\mathfrak{h}} \oplus \hat{\mathfrak{u}}_+, \quad \text{and} \quad \hat{\mathfrak{b}}_\pm := \hat{\mathfrak{b}} \oplus \mathbb{C} \mathfrak{d}.
\]

(3.57)

Usually we omit the subscript ‘+’ if context makes it clear we are speaking of the positive case. Note that we have a triangular decomposition
\[
\hat{\mathfrak{g}}^\vee = \hat{\mathfrak{u}}_- \oplus \hat{\mathfrak{h}}^\vee \oplus \hat{\mathfrak{u}}_+,
\]

(3.58)

which corresponds by the Poincare–Birkhoff–Witt theorem to a decomposition
\[
\mathcal{U}(\hat{\mathfrak{g}}^\vee) = \mathcal{U}(\hat{\mathfrak{u}}_-) \otimes_\mathbb{C} \mathcal{U}(\hat{\mathfrak{h}}^\vee) \otimes_\mathbb{C} \mathcal{U}(\hat{\mathfrak{u}}_+).
\]

(3.59)

3.3.4. Irreducible highest weight modules \( V^\lambda \). — To each element \( \lambda \in (\hat{\mathfrak{h}}^\vee)^* \) we define the Verma module
\[
M(\lambda) = \mathcal{U}(\hat{\mathfrak{g}}^\vee) \otimes_\mathbb{C} C_\lambda,
\]

(3.60)

where \( C_\lambda \) is the one-dimensional \( \hat{\mathfrak{b}}^\vee \)-module on which \( \hat{\mathfrak{h}}^\vee \) acts by \( \lambda \), i.e. such that we have \( H \cdot v = \lambda(H) v \) for every \( H \in \hat{\mathfrak{h}}^\vee \) and \( v \in C_\lambda \), and on which \( \hat{\mathfrak{u}}_+ \) acts trivially. Note that, by (3.59), we have
\[
M(\lambda) \cong \mathcal{U}(\hat{\mathfrak{u}}_-) \otimes_\mathbb{C} C_\lambda,
\]

(3.61)

and from this one verifies that \( M(\lambda) \) is a weight module. Any non-zero quotient of \( M(\lambda) \) is called a highest weight module with highest weight \( \lambda \) since every weight \( \mu \in \mathcal{P}(M(\lambda)) \) satisfies \( \mu \preceq \lambda \), where we recall that \( \preceq \) refers to the dominance order introduced in §3.2.11. One knows (cf. [23] Lem. 2.1.2) that \( M(\lambda) \) has a unique proper maximal submodule \( R_\lambda \) such that the quotient \( V^\lambda := M(\lambda)/R_\lambda \) is irreducible as a representation. The weight space of weight \( \lambda \) has dimension 1, in both \( M(\lambda) \) and any of its quotients. We pick a non-zero vector \( v_\lambda \) in this weight space and call it a highest weight vector. We restrict our attention to the modules \( V^\lambda \) and one actually knows ([23] Cor. 2.1.8) that the map \( \lambda \mapsto V^\lambda \) is a bijective correspondence between the set of dominant, integral weights \( \Lambda_+ \) (cf. right after (3.42)) and the isomorphism classes of integrable (cf. §3.3.1), irreducible, highest weight modules of \( \hat{\mathfrak{g}}^\vee \). For such a representation, we denotes its set of weights as \( \mathcal{P}_\lambda \) for short.
3.3.5. Depth and Level. — Fix \( \lambda \in \Lambda_+ \) such that we have \( \langle \lambda, e \rangle > 0 \). Such weights are said to be of positive level, and we write \( V := V^\lambda \) for the corresponding irreducible, highest weight representation with weight lattice \( \mathcal{P}_\lambda \). In the remainder of this subsection, we collect a number of facts about this set \( \mathcal{P}_\lambda \) which we need for our future work. To state these, we introduce the depth \( dp(\mu) \) and level \( lev(\mu) \) of a weight \( \mu \in \mathcal{P}_\lambda \), by:

\[
dp(\mu) = \sum_{i=1}^{\ell+1} m_i \quad \text{and} \quad lev(\mu) = m_{\ell+1}.
\]

(3.62)

3.3.6. Linear-Quadratic Inequality. — We now state an important inequality relating the classical (i.e. projection onto \( h^* \)) and imaginary parts (i.e. projection onto \( C_1 \)) of a weight from a highest weight representation. Fix \( \lambda \in \Lambda_+ \) of positive level \( p = \langle \lambda, e \rangle \). For any \( \mu \in \mathcal{P}_\lambda \), we may write as in (3.47)

\[
\mu = p\lambda_{\ell+1} + \Pi + m,
\]

(3.63)

we have from [20] Proposition 2.12d] that there exists some \( a_0 \in \{1,2\} \) such that we have

\[
|\Pi|^2 - 2a_0^{-1} pn \leq |\lambda|^2,
\]

(3.64)

where the norm on \( h^* \) is the restriction of \((\cdot, \cdot)\). Hence, there exists \( C := C(\mathcal{R}, \lambda) > 0 \) such that we have

\[
|\Pi| \leq C/\sqrt{n}.
\]

(3.65)

We may expand \( \Pi \) in terms of the basis \( \Pi = q_1 a_1 + \cdots + q_l a_l \) where \( q_j \in \mathbb{Z} \) (they are not always positive). The inequality above then tells us, if we compare the norm \((\cdot, \cdot)\) with the sup-norm on the finite-dimensional space \( h^* \), that we also have \( q_i \leq C/\sqrt{n} \) for a (possibly different) constant \( C := C(\mathcal{R}, \lambda) \).

3.3.7. Maximal weights and multiplicities of weight spaces. — A maximal weight \( \mu \in \mathcal{P}_\lambda \) is defined as a weight such that we have \( \lambda + t \notin \mathcal{P}_\lambda \), and we denote by \( \max(\lambda) \) the set of all maximal weights. For every weight \( \mu \in \mathcal{P}_\lambda \), there exists a unique maximal weight \( \eta = \max(\lambda) \) and a unique non-negative integer \( n' \) such that we have \( \mu = \eta - n't \), with \( n' \leq lev(\mu) \), using [18] Prop. 12.5e. From this and [20] Thm. B, (4.24), we conclude.

**Theorem 3.3.7.** — There exist constants \( A := A(\lambda, \mathcal{R}) > 0 \) and \( C' := C'(\lambda, \mathcal{R}) > 0 \) such that

\[
\text{mult}(\mu) \leq C' e^{A\sqrt{n}}.
\]

(3.66)

for any \( \mu \in \mathcal{P}_\lambda \) of level \( n \).

In fact a stronger asymptotic property in \( n \) holds, though we shall not need this here. This estimate is proven by relating the Weyl–Kac character formula to the theory of theta functions and we refer to op. cit. for the interesting details which go into its proof. Note the similarity with the asymptotics of partition functions.

3.3.8. Representation of the completed algebra. — The previous paragraphs dealt with the representation of the extended affine Lie algebra \( \hat{\mathfrak{g}}' \cong \hat{\mathfrak{g}}' (\hat{A}) \). Using [10] Prop 6.6, for any Cauchy sequence \((x_n)_n \) of elements of \( \mathfrak{g}' (\hat{A}) \), the sequence \( x_n v \) is ultimately constant. The representations studied above can thus be extended into representations of \( \hat{\mathfrak{g}}'_{\text{comp}} \cong \hat{\mathfrak{g}}' (\hat{A})_{\text{comp}} \).

3.4. Integral and Hermitian Structures. — In order to discuss the groups attached to the Kac–Moody algebras introduced in §3.2 and in order to eventually describe the pro-Hermitian lattices which are the main subject of this work, we need to discuss certain integral structures on the Lie algebra \( \hat{\mathfrak{g}}' \), its enveloping algebra \( \mathcal{U} (\hat{\mathfrak{g}}') \), and on its highest weight representations \( V^\lambda \). These were introduced by Garland in [11]. In the finite-rank case, the results are essentially due to Chevalley and Kostant (see [22] or [27] Chap. 1-2 for an exposition). The situation is markedly more complicated in the loop setting owing in large part to the imaginary root spaces and their connection to the theory of symmetric functions.
3.4.1. Chevalley basis for $\hat{g}$. — We begin by extending the basis $\mathcal{B}_{Ch}(g)$ given at the end of §3.1.5 to one for $\hat{g}'$, following [11] Sec. 4 and [11] Sec. 4.1. Recall that we introduced the simple coroots $\alpha_i^* = h_i$ for every integer $i \in [1, \ell + 1]$ in §3.2.11. For every Weyl root $\alpha \in \hat{R}_{re}$ written as $\alpha = \alpha + nt$, with $\alpha \in \mathcal{R}(A)$ and $n \in \mathbb{Z}$, we first define the element in the root space $\hat{a}$

$$\xi_a = E_a \otimes t^n .$$

(3.67)

Then, for every imaginary root $nt$, and every integer $i \in [1, \ell]$ we set

$$\xi_i(n) = H_i \otimes t^n .$$

(3.68)

A Chevalley basis of $g$ is then defined as the set

$$\mathcal{B}_{Ch}(g(\hat{A})) = \{ a_i^1, \ldots, a_i^{\ell+1} \} \cup \{ \xi_a, a \in \hat{R}_{re}(\hat{A}) \} \cup \{ \xi_i(n), n \in \mathbb{Z}, i \in [1, \ell] \} .$$

(3.69)

From [11] Thm. 4.12 we find that the structure constants of $\hat{g}$ with respect to this basis are integers, and we refer to loc. cit. for more precise and other favourable properties of this basis.

3.4.2. Integral forms of $U(\hat{g})$. — The integral form $U_Z(\hat{g})$ is defined as the $\mathbb{Z}$-algebra generated by

$$\xi_{ap} := \frac{\xi_p}{p!} \quad \text{where } p \in \mathbb{Z}_{>0}, a \in \hat{R}_{re}, \xi_a \text{ as in (3.67)}.$$  

(3.70)

Although we shall not need the rest of the results of this section in this work, we include them to give some further insight into the lattices we use to construct our pre-Hermitian systems in the next section. What we shall do, following [11], is to now describe an explicit $\mathbb{Z}$-basis (as a module, not algebra) for this algebra. Towards this end, we first introduce elements corresponding to $U_Z(\hat{h})$, namely for any integers $k \in [1, \ell + 1]$ and $r \in \mathbb{N}$, we set

$$\left( \frac{h_k}{r} \right) = \frac{1}{r!} \frac{1}{h_k} (h_k - 1) \ldots (h_k - r + 1) .$$

(3.71)

Next, for each $a \in \hat{R}_{re}$, we have already introduced the elements which correspond to the one-dimensional real root spaces $g^\vee(\hat{A})^n$, namely the $\xi_{ap}$ from (3.70). Finally, we need to define elements corresponding to the imaginary root space $g^\vee(\hat{A})^{nt}$. We cannot take the elements $\frac{\xi_i(n)}{p!}$ since these elements are actually not even contained in $U_Z(\hat{g})$, nor do they preserve (via the adjoint action) the $\mathbb{Z}$-span of the Chevalley basis introduced above. Instead, as Garland discovered, one needs to introduce the following elements. In the polynomial algebra $\mathbb{C}[X_1, X_2, \ldots, X_n, \ldots]$, define the polynomials $\Lambda_p(X) = \Lambda_p(X_1, \ldots, X_n, \ldots)$ in infinitely many variables by the formal identity

$$\sum_{p \geq 0} \Lambda_p(X) z^p = \exp \left( \sum_{j \geq 1} \frac{X_j}{j} z^j \right) .$$

(3.72)

Using these polynomials we can define the elements

$$\Lambda_p(r,j) := \Lambda_p(\xi_j(r), \xi_j(2r), \ldots) \quad \text{for } p \geq 0, r \in \mathbb{Z}_{>0}, j \in [1, \ell].$$

(3.73)

Note that we have $\Lambda_0 = 1$ in our convention, meaning there is a shift of index with respect to the convention of [11] p.500. One checks also that we have $\Lambda_p(j) \in U_Z(\hat{g})$.

Fix a total order on $\mathcal{B}_{Ch}(\hat{g})$. Consider a sequence of non-negative integers

$$(p_a)_{a \in \hat{R}_{re}}, \quad (q(r,j))_{r \in \mathbb{Z}_{>0}} \quad \text{for } j \in [1, \ell], \quad \text{and } \quad (\lambda_k)_{k=1,\ldots,\ell+1}$$

(3.74)

such that almost all of the $p_a$ and $q(r,j)$ are zero. With respect to such a family, we define a monomial by taking the products with respect to our fixed order on $\mathcal{B}_{Ch}(\hat{g})$ of the elements

$$\frac{\xi_{pa}}{p_a!}, \quad \Lambda_{q(r,a_j)}(r,j), \quad \left( \frac{h_k}{\lambda_k} \right) .$$

(3.75)
Proposition 3.4.2. — [11] Thm. 5.8 The monomials as above form a \( Z \)-basis of \( \mathcal{U}_Z(\hat{\mathfrak{g}}) \).

3.4.3. Integral forms for representations. — Let \( \lambda \in \Lambda_+ \) be a dominant weight and \( V^\lambda \) be the corresponding highest weight representation of \( \hat{\mathfrak{g}}' \) introduced in [3.3.4]. Let \( \nu_\lambda \) be a highest weight vector of \( V^\lambda \), and define

\[
V^\lambda_Z = \mathcal{U}_Z(\hat{\mathfrak{g}}) \cdot \nu_\lambda.
\]

(3.76)

3.4.4. Admissible bases. — A basis \( \mathcal{B} \) of \( V^\lambda \) is said to be **admissible** if we have

\[
\mathcal{B} = \bigsqcup_{\mu \in \mathcal{P}_\lambda} \mathcal{B} \cap V^\lambda_\mu.
\]

(3.77)

Not only do such bases exist, but in fact from [11] Theorem 11.3], we may choose one whose \( Z \)-span is stable under \( \mathcal{U}_Z(\hat{\mathfrak{g}}) \), where the vectors corresponding to a weight space are placed consecutively, and the weight spaces are ordered by increasing depth (see §3.3.5). Fix such a basis (called an **integral admissible coherently ordered basis**). From [11] Prop. 11.7, it follows that for such a basis, we have

\[
V^\lambda_Z = \bigoplus_{\mu \in \mathcal{P}_\lambda} V^\lambda_{Z, \mu}, \quad \text{where} \quad V^\lambda_{Z, \mu} := V^\lambda_Z \cap V^\lambda_\mu = Z[\mathcal{B}_\lambda \cap V^\lambda_\mu].
\]

(3.78)

3.4.5. Representations \( V^\lambda_k \). — For any field \( k \), we can now define the representation \( V^\lambda_k := V^\lambda_Z \otimes_Z k \) which is a representation of \( \hat{\mathfrak{g}}_k := \hat{\mathfrak{g}} \otimes_Z k \) with \( \hat{\mathfrak{g}}_Z \) denoting the \( Z \)-span of a Chevalley basis \( \mathcal{R}_{Ch}(\hat{\mathfrak{g}}) \). Let us also note that the element \( d \in \hat{\mathfrak{g}}' \) acts on \( v \in V^\lambda_{Z, \mu} \) as scalar multiplication by \( \langle \mu, d \rangle \in \mathbb{Z} \). Hence defining

\[
\hat{\mathfrak{g}}'_Z = \hat{\mathfrak{g}}_Z \oplus \mathbb{Z}d,
\]

(3.79)

this Lie algebra also acts on \( V^\lambda_Z \).

3.4.6. Hermitian structure on \( V^\lambda \). — Fix a \( Z \)-form \( V^\lambda_Z \) as in (3.76). Then we recall (see [11] Thm. 12.1) that \( V^\lambda_Z = V^\lambda_Z \otimes_Z \mathbb{C} \) admits a **positive-definite** Hermitian inner product \( \{ \cdot, \cdot \} \) such that we have

1. \( \{ v, w \} = 0 \) for any \( v \in V^\lambda_{\mu, \mathbb{C}} := V^\lambda_{\mu, \mathbb{C}} \otimes_Z \mathbb{C} \) and \( w \in V^\lambda_{\mu', \mathbb{C}} \) with \( \mu, \mu' \in \mathcal{P}_\lambda \) and \( \mu \neq \mu' \);
2. \( \{ v, w \} \in Z \) for any \( v, w \in V^\lambda_Z \);
3. \( \{ v_\lambda, v_\lambda \} = 1 \) where \( v_\lambda \) is the highest weight vector chosen in (3.76);
4. \( \{ \xi_v v, w \} = \{ v, \xi_v w \} \) for \( v, w \in V^\lambda_\mathbb{C} \) and \( a \in \hat{\mathcal{R}}_e \).

For a uniqueness statement, we refer to [18] Lemma 11.5.

3.5. Loop groups. — We now have all the ingredients necessary to introduce the precise notion of **loop groups** used in this paper. Our construction follows the work of Garland [10], which itself is a substantial generalization of Chevalley’s construction in the finite-dimensional case (cf. [26] for an exposition of some of Chevalley’s results) and uses in a crucial way the integral form \( \mathcal{U}_Z(\hat{\mathfrak{g}}) \) constructed in §3.4. One of the nice features of Garland’s construction is that from the Chevalley form, one can directly construct both arithmetic subgroup as well as a ‘maximal compact’ subgroup as we explain below.

In this section, let \( k \) be any field of characteristic 0. We will construct groups \( \hat{\mathcal{G}}_k \) which, roughly speaking, are central extensions of the groups \( \mathcal{G}(k((t))) \) if \( G \) is the group corresponding to the Lie algebra \( \mathfrak{g} \). It will be important for us to actually construct a further extension of \( \hat{\mathcal{G}}_k \) that we denote by \( \hat{\mathcal{G}}_k^e \) by ‘exponentiating’ the degree operator \( d \). Said differently, the Lie algebra of \( \hat{\mathcal{G}}_k^e \) corresponds to \( \hat{\mathfrak{g}}' \) and that of \( \hat{\mathcal{G}}_k^e \) to \( \hat{\mathfrak{g}}' \). It is possible to make precise this analogy with the Lie algebras in some contexts but we do not need this here.

3.5.1. Exponentials and the polynomial Loop Group. — Fix \( \lambda \in \Lambda_+ \). Recall that we constructed a representation \( V := V^\mathfrak{g} \) of the Lie algebra \( \hat{\mathfrak{g}}' \) in §3.3.4 and introduced its integral form \( V^\lambda_Z \) in §3.4.3. In §3.4.5 for any field \( k \), we wrote \( V_k := V_Z \otimes_Z k \), which is a representation for the Lie algebra \( \hat{\mathfrak{g}}_Z' \). As noted above, the representation \( V \) is integrable (cf. [10] Lem. 7.12), i.e. for every vector \( v \in V^\lambda \), there exists an integer \( r > 0 \) such that we have \( \xi^r_v v = 0 \) for any simple root \( a_i \in \Pi \), where we recall that \( \xi^r_v \) is an element from our fixed Chevalley basis introduced in §3.4.4 which lies in the root space \( \mathfrak{g}'_Z \). A similar statement also holds for \( a_i \).
replaced with any real root \( a = \alpha + nt \in \hat{\mathcal{R}}_{\text{re}} \) with \( \alpha \in \mathcal{R} \) and \( n \in \mathbb{Z} \), which we can see by conjugating \( a \) to some \( a_i \) using the Weyl group. This result allows us to define

\[
\chi_{a_i}(s) := \exp(\xi_{a_i}s) = \sum_{n \geq 0} \frac{\xi_{a_i}^n}{n!} s^n
\]

(3.80)
as an automorphism of \( V_k \), and, if we have \( s \in \mathbb{Z} \), the corresponding element actually preserves \( V_Z \) as well. Using these operators we define an analogue (of the central extension) of \( G(k[t, t^{-1}]) \) by considering

\[
\hat{G}_{k, \text{pol}} := \langle \chi_{a_i}(s) \mid i \in [1, \ell + 1], s \in k \rangle,
\]

(3.81)
where \( \langle \cdot \rangle \) stands for ‘the group generated by.’ We will deal with a completion of this group in which the ring of Laurent polynomials \( k[t, t^{-1}] \) is replaced by the field of (formal) Laurent series \( k((t)) \).

3.5.2. Exponentiation and Laurent series. — To define the completed loop groups, we need the following extension of the fact that \( V \) is integrable.

**Proposition 3.5.2.** — [10, Lem. 7.16] Let \( \alpha \in \mathcal{R} \) be a classical root. for every vector \( v \in V_Z \), there exists an integer \( n_0 \) such that for every integer \( n \geq n_0 \), we have \( \xi_{\alpha + nt} \cdot v = 0 \).

As a consequence, for any Laurent series \( \sigma(t) \in k((t)) \), which we write as

\[
\sigma(t) = \sum_{j \geq j_0} q_j t^j,
\]

(3.82)
where \( j_0 \) is an integer and \( q_{j_0} \) is non-zero, possibly negative, and any classical root \( \alpha \in \mathcal{R} \), we may define

\[
\chi_{\alpha}(\sigma(t)) = \prod_{j \geq j_0} \chi_{\alpha + j_0}(q_j),
\]

(3.83)
as an element of \( \text{Aut}(V_k) \).

3.5.3. The completed loop groups. — Having defined the automorphisms \( \chi_{\alpha}(s(t)) \), we can construct the completed loop groups, following an approach similar to (3.81). We fix a dominant weight \( \lambda \in \Lambda_+ \).

**Definition 3.5.3.** — For any field \( k \), we define the completed loop group as

\[
\hat{G}_k = \langle \chi_{\alpha}(s(t)) \mid \alpha \in \mathcal{R}, \sigma(t) \in k((t)) \rangle,
\]

(3.84)
where once again the notation \( \langle \cdot \rangle \) means ‘the group generated by’.

If an affine real root \( a \in \hat{\mathcal{R}}_{\text{re}} \) is written as \( \alpha + nt \), then note that we have

\[
\chi_{a}(s) = \chi_{\alpha}(t^n).
\]

(3.85)
The group \( \hat{G}_k \) thus contains one-parameter subgroups \( \{ \chi_{\alpha}(s) \mid s \in k \} \) for each real root. We do not however have any corresponding one-parameter subgroup for the imaginary roots. Note also that the group \( \hat{G}_k \) above depends on the choice of representation, i.e. on \( \lambda \), but in a known (and rather mild) way (see [10, Sec. 15]). Here, we fix some \( \lambda \) such that \( \langle \lambda, e \rangle > 0 \), and drop it from our notation.

3.5.4. Remark on central extensions. — In this formulation, the central extension is built in from the start, i.e. we do not construct \( \hat{G}_k \) as central extension of some other group. However, one can see from [10, §12] that these groups are actually central extensions of groups of the form \( G(k((t))) \). In fact, if \( G \) is simple, the groups introduced above are essentially the pushforward of a \( K_2 \) (or Steinberg–Matsumoto–Moore) universal extension of \( G(k((t))) \) under the tame symbol

\[
k((t))^* \times k((t))^* \to k^*.
\]

(3.86)
This fact does not play any role in our work here at the moment, but may be important in extending our results to an ind-pro context, if one follows the analogy with the function field case.
3.5.5. Extended groups. — The full group analogue of $\hat{G}^c_k$ is obtained from $\hat{G}^c_k$ or $\hat{G}_{k,\text{pol}}$ using a twist by a certain automorphism. For any $\tau \in k^*$, define $\eta(\tau) \in \text{Aut}(V_k)$ through its action on weight spaces:

$$\eta(\tau) \cdot v = \eta(\tau)\mu v = \tau^{\mu(d)} v$$

for every vector $v \in V_{k,\mu}$. (3.87)

These automorphisms normalize $\hat{G}^c_k \subset \text{Aut}(V_k)$ since one can check that we have

$$\eta(\tau) \chi_a(\sigma(t)) \eta(\tau)^{-1} = \chi_a(\sigma(t))$$

for $\sigma(t) \in k((t))$. (3.88)

Definition 3.5.5. — The extended loop group is defined by the semi-direct product

$$\hat{G}^c_k = \hat{G}_k \rtimes_\eta k^*,$$

(3.89)

the group $k^*$ acting on $\hat{G}$ by $\eta(\tau)$. The elements of $\hat{G}^c_k$ are written as $g\eta(\tau)$ with $g \in \hat{G}_k$ and $\tau \in k^*$.

A polynomial version $\hat{G}_{k,\text{pol}}^c$ of (3.89) is obtained by replacing $\sigma(t) \in k((t))$ with $\sigma(t) \in k[t,t^{-1}]$. Furthermore, we often fix $\tau$ and consider the following subset

$$\hat{G}_k^\tau := \hat{G}_k \eta(\tau) := \left\{ g\eta(\tau), g \in \hat{G}_k \right\} \subset \hat{G}_k,$$

(3.90)

with a similar definition for $\hat{G}_{k,\text{pol}} \eta(\tau)$.

3.5.6. Toral subgroup $\hat{H}_k^\tau$. — In this paragraph, let us present some important subgroups of $\hat{G}^c_k$ which can be defined over any field. To do so, we first need to introduce certain elements in the group. For each affine root $a \in \hat{R}_{\text{re}}$ and $s \in k^*$ we introduce the elements

$$w_a(s) = \chi_a(s)\chi_{-a}(-s^{-1})\chi_a(s), \quad \text{and} \quad h_a(s) = w_a(s)w_a(1)^{-1}.$$  (3.91)

From [10] Lemma 11.2.ii], the elements $h_a(s)$ act as multiplication by $s^{(\mu,\alpha^*)}$ on the weight space $V_{k,\mu}$. In particular, we have $h_a(s)^{-1} = h_a(s^{-1})$. Thus, with respect to an admissible basis of $V_k$, these are diagonal elements, and we define the abelian subgroup

$$\hat{H}_k := \langle h_a(s) \mid a \in \hat{R}_{\text{re}}, s \in k^* \rangle \subset \hat{G}_k.$$  (3.92)

Using [11] Lem. 4.4], one can argue that every element $h \in \hat{H}_k$ can be written as

$$h = \prod_{i=1}^{l+1} h_n(s_i)^{n_i} \quad \text{for some scalars } s_i \in k^* \text{ and integers } n_1, \ldots, n_{l+1} \geq 0.$$  (3.93)

This expression may not be unique and depends on which representation $V := V^\lambda$ we pick to define the group. In favourable cases, e.g. when $\lambda$ is picked so that the weight lattice spanned by $\mathcal{P}_\lambda$ is equal to $\Lambda$, then the expression is unique (the simply-connected case). We also define the extended torus

$$\hat{H}^\tau_k := \hat{H}_k \rtimes_\eta k^*.$$  (3.94)

For any elements $\mu \in \mathcal{P}_\lambda$ and $x = h\eta(\tau) \in \hat{H}^\tau_k$, with $h \in \hat{H}_k$ and $\tau \in k^*$, we define

$$x^\mu = (h\eta(\tau))^\mu := \prod_{i=1}^{l+1} s_i^{(\mu,\alpha^*)} \tau^{(\mu,d)}$$

(3.95)

with respect to any decomposition (3.93). This expression is well-defined as one verifies from the fact that we have $x \cdot v = x^\mu v$ for any vector $v \in V_{k,\mu}$. The definition of $x^\mu$ is extended to the integral span of $\mathcal{P}_\lambda$. 
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3.5.7. Torus in the real group. — Suppose we have \( k = \mathbb{R} \). The subgroup \( \hat{H}_+ \) of \( \hat{H}_R \) is defined as
\[
\hat{H}_+ = \langle h_{a_i}(s) \mid i \in [1, \ell + 1], s > 0 \rangle. \tag{3.96}
\]
The logarithm map is induced by the equalities
\[
\log h_{a_i}(s) = (\log s) a_i^t \quad \text{for } i \in [1, \ell + 1] \tag{3.97}
\]
which we extend as a group morphism to a map also denoted \( \log : \hat{H}_+ \to \mathfrak{h}_R \). We now set
\[
\hat{H}_+^e = \hat{H}_+ \times \mathbb{R}^*_+, \tag{3.98}
\]
where \( \mathbb{R}^*_+ \) acts on \( \hat{H}_+ \) by \( \eta(\tau) \). Setting \( \log(\tau) = (\log \tau) \mathbf{d} \) for any \( \tau > 0 \), we extend the logarithm map into a group morphism \( \log : \hat{H}_+^e \to \mathfrak{h}_R^e \).

3.5.8. \( \hat{B}_k \) and the (pro) Unipotent subgroup \( \hat{U}_k \). — The respective analogues of the upper and lower triangular subgroups (with respect to some fixed coherent basis of \( V \)) in \( \hat{G}_{k, \text{pol}} \) are the groups generated by \( \chi_a(s) \) for \( a \in \hat{R}_{\text{re,} \pm} \) and \( s \in k \). We explain how to complete the former (the upper triangular group). To do so, introduce the following elements of \( \hat{G}_k \) : for any \( \alpha \in \mathbb{R} \) and \( \sigma(t) \in k((t))^\ast \), i.e. a non-zero element, we set
\[
w_\alpha(\sigma(t)) = \chi_\alpha(\sigma(t))\chi_{-\alpha}(\sigma^{-1}(t))\chi_\alpha(\sigma(t)), \quad \text{and} \quad h_\alpha(\sigma(t)) = w_\alpha(\sigma(t))w_\alpha(1)^{-1}. \tag{3.99}
\]
Note that the latter elements (when \( \sigma(t) \) is not a scalar) do not act diagonally. In fact, for any \( \sigma(t) \in k[[t]]^\ast \) with \( \sigma(0) = 1 \), we may use \[13\] Lemma 8.1 and discussion \[10\] after to write
\[
h_\alpha(\sigma(t)) = \prod_{n=1}^{\infty} h_\alpha(1 - b_n t^n) \tag{3.100}
\]
for uniquely determined scalars \( b_n \in k^\ast \). The elements \( h_\alpha(1 - b_n t^n) \) now act on \( V^k \) as (parts of) certain vertex operators \[11\].

**Definition 3.5.8.** — The subgroup \( \hat{U}_k \subset \hat{G}_k \) is defined as the subgroup generated by the following elements:
- \( \chi_\alpha(\sigma(t)) \) with \( \alpha \in \mathbb{R}^+ \) and \( \sigma(t) \in k[[t]] \);
- \( \chi_\alpha(\sigma(t)) \) with \( \alpha \in \mathbb{R}^- \) and \( \sigma(t) \in t k[[t]] \);

The group \( \hat{H}_k \) normalizes \( \hat{U}_k \), so we may define \( \hat{B}_k := \hat{U}_k \rtimes \hat{H}_k \) and \( \hat{B}_k^e := \hat{U}_k \rtimes \hat{H}_+^e \), which play the role of a Borel subgroup for \( \hat{G}_k \). In fact, as explained in \[10\] Sec. 12.1, with respect to an integral admissible coherently ordered basis (see §3.4.4), the elements of \( \hat{U} \) can be seen as (infinite) upper-triangular matrices with only ones on the diagonal and the elements of \( \hat{B}_k \) or \( \hat{B}_k^e \) can be seen as upper-triangular matrices.

3.5.9. Iwahori–Matsumoto type factorization. — We will also need the factorization \[10\] Sec. 18.11 for elements from \( \hat{U}_k \) reminiscent of the Iwahori–Matsumoto factorization for the pro-unipotent radical of a Iwahori subgroup in the realm of \( p \)-adic fields. This allows us to put “coordinates” on \( \hat{U}_k \).

**Proposition 3.5.9.** — Every element \( x \in \hat{U}_k \) has a factorization
\[
x = \left( \prod_{\alpha \in \mathbb{R}_+} \chi_\alpha(\sigma_\alpha(t)) \right) \left( \prod_{i=1}^{\ell} h_{\alpha_i}(\sigma_i(t)) \right) \left( \prod_{\alpha \in \mathbb{R}_-} \chi_{-\alpha}(\sigma_{\alpha'}(t)) \right), \tag{3.101}
\]
where, for any \( \alpha \in \mathbb{R}_+ \), we have \( \sigma_\alpha(t) \in k[[t]] \) and \( \sigma_{\alpha'}(t) \in tk[[t]] \), as well as \( \sigma_i(t) \in k[[t]]^\ast \) with \( \sigma_i(0) = 1 \) for any \( i \in [1, \ell] \). Moreover, the elements \( \sigma_\alpha, \sigma_{\alpha'}; \sigma_i \) are uniquely determined once we fix an order on \( \mathbb{R}_+ \).

\[10\] The result is written for \( k = \mathbb{R} \) but works for a general field.

\[11\] We owe this observation to H. Garland and it is recorded in some form in \[4\] §4.7.
3.5.10. $\hat{B}_k^-$ and its unipotent subgroup $\hat{U}_k^-$. — We can also define the analogue of lower triangular subgroups. Note that the definition is simpler here as no completions are involved; the structure of these groups is however much more mysterious.

**Definition 3.5.10.** — The subgroup $\hat{U}_k^- \subset \hat{G}_k$ is defined as being generated by $\chi_a(s)$ for $a \in \hat{R}_{re}$ and $s \in k$. We also set $\hat{B} := \hat{U}_k^- \rtimes \hat{H}_k$ and $\hat{B}_k := \hat{U}_k^- \times \hat{H}_k$.

In §4.1.2 we explain how to complete the groups $\hat{U}_k^-$ in some sense. Though these no longer lie in $\hat{G}_k$ or even act on $V_k$, one can still use the completions for certain purposes.

3.5.11. Maximal compact subgroup. — Assuming we have $k = \mathbb{R}$, there is another subgroup of $\hat{G}_\mathbb{R}$ we must define, which plays the role of a maximal compact subgroup. We set $\hat{K} := \{ k \in \hat{G}_\mathbb{R} | \{ v, kw \} = \{ k^{-1}v, w \} \text{ for all } v, w \in V_\mathbb{R} \}$. (3.102)

One can check, as in [10, Lemma 11.2(i)], that we have $w(\pm 1) \in \hat{K}$ and also $\hat{K} \cap \hat{U}_\mathbb{R} = 1$. (3.103)

3.5.12. Arithmetic subgroup $\hat{\Gamma}$. — Finally, let us introduce the last subgroup of $\hat{G}_\mathbb{R}$ we need. We set $\hat{\Gamma} := \{ \gamma \in \hat{G}_\mathbb{R} | \gamma V_\mathbb{Z} = V_\mathbb{Z} \}$. (3.104)

Note that this group also plays a role in defining the Siegel sets. For more information, the reader is referred to [10, Sec. 19]. We will not need this notion here.

3.5.13. Iwasawa Decomposition. — In what follows, we will need a way to conveniently write the elements of $\hat{G}_\mathbb{R}$, known as the Iwasawa decomposition. It is an infinite-dimensional generalization of the Graham-Schmidt procedure from linear algebra.

**Theorem 3.5.13 (Iwasawa decomposition).** — [10, Lem. 16.14] We have $\hat{G}_\mathbb{R} = \hat{K} \hat{B}_\mathbb{R}$, and moreover every element $g \in \hat{G}_\mathbb{R}$ can be uniquely factored as $g = kuh$ for some elements $k \in \hat{K}$, $u \in \hat{U}_\mathbb{R}$, $h \in \hat{H}_+$. (3.105)

It should be noted, with respect to [10, Lem. 16.14], that the order of $\hat{U}_\mathbb{R}$ and $\hat{H}_+$ can be reversed, since $\hat{H}_+$ normalizes $\hat{U}_\mathbb{R}$. We can also state a version of this decomposition for the extended groups of §3.5.5. For a fixed $\tau \in \mathbb{R}^+$, every $x = g \eta(\tau) \in \hat{G}_k^\tau$ can be written uniquely as $g \eta(\tau) = k u h \eta(\tau)$ (3.106)

with $k \in \hat{K} h \in \hat{H}_+$, and $u \in \hat{U}_\mathbb{R}$. We could also exchange the order of the component in $H \eta(\tau)$ with the component in $\hat{U}_k$ since the extended torus $\hat{H}_k^\tau$ also normalizes $\hat{U}_\mathbb{R}$. Let us also remark here that, using the Iwasawa decomposition, one can show (in analogy with (1.8))

$$\hat{K} \backslash \hat{G}_k^\tau / \Gamma \cap B_\mathbb{R} = (\hat{K} \cap B_\mathbb{R}) \backslash \hat{B}_k^\tau / \Gamma \cap B_\mathbb{R},$$

where we have adopted the convention that $\hat{B}_k^\tau := \hat{B}_\mathbb{R} \eta(\tau)$. (3.107)
4.1. Constructing Pro-Hermitian Bundles. — We have defined the level of weight $\mu$ in $\mathfrak{g}$ as $\approximation$ for loop groups (cf. the case when $V$ is a vector bundle over $\text{Spec } \mathbb{Z}$). The completed group $\hat{G}_R$ is problematic from the point of view of reduction theory. In order to have an Iwasawa decomposition $\hat{B}_R$, we denote by $\hat{G}_{\text{pol},R}$ the arithmetic subgroup $\hat{G}_R$. However, if one replaces $\hat{G}_R$ with the more ‘symmetric’ object $\hat{G}_{\text{pol},R}$ (which is more problematic), then Bruhat decompositions hold with respect to both $\hat{B}_R$ and $\hat{B}_R^{-}$. If we write, as above, $\hat{B}_R^{-}\tau := \hat{B}_R \eta(\tau)$, our main finiteness result (see Theorem 4.2.5 below) holds for elements in $\hat{G}_{\text{pol},R}$.

\begin{equation}
(\hat{K} \cap \hat{B}_R^{-} \cap \Gamma) / \Gamma \cap \hat{B}_R^{-},
\end{equation}

which is not equal to $\hat{K} \backslash \hat{G}_{\text{pol},R} / \Gamma \cap \hat{B}_R^{-}$. Rather, one has
\begin{equation}
(\hat{K} \cap \hat{G}_{\text{pol},R} \cap \Gamma) / \hat{B}_R^{-} = (\hat{K} \cap \hat{B}_R^{-} \cap \Gamma) / \Gamma \cap \hat{B}_R^{-}.
\end{equation}

4. Pro-Hermitian Bundles from Loop Groups

In this section, we will use the results from sections 2 and 3 to show how to construct a Pro-Hermitian vector bundle over $\text{Spec } \mathbb{Z}$ from an element in the loop group $\hat{G}_R$. Our construction factors to give a map
\begin{equation}
\mathcal{H} := \hat{K} \backslash \hat{G}_R \eta(\tau) / \Gamma \cap \hat{B}_R^{-} \rightarrow \text{iso(pro Vect}_Z)
\end{equation}
where the right-hand side is the set of isomorphism classes of pro-Hermitian vector bundles over $\text{Spec } \mathbb{Z}$. The map $\Psi$ depends on a choice of a representation $V$ of the group $\hat{B}_R$, and we are especially interested in the case when $V$ is a highest weight representation (cf. §3.3.5), which are representations of $\hat{G}_R \subset \text{Aut}(\hat{G}_R)$ defined in §3.3.3. We remark that the natural setting for our construction is actually the adelic one, but since we are only considering the number field $K = \mathbb{Q}$ here, a version of strong-approximation for loop groups (cf. [12] Appendix B) allows to just work over the infinite place, i.e. with real groups. The adelic picture will be presented in a future work.

4.1. Constructing Pro-Hermitian Bundles. — Let $\lambda \in \Lambda_+$ be a dominant integral weight with $\lambda(c) > 0$, to which we associate the highest weight representation $V$ of $\hat{g}$ constructed in §3.3. We pick an integral admissible coherently ordered basis $\mathcal{B}$ (cf. §3.4.4) of $V$, write $V_Z$ for its $Z$-span, and set $V_{\nabla} := V_Z \otimes_{\mathbb{Z}} \mathbb{R}$. In this section, we work with the completed loop group $\hat{G}_R \subset \text{Aut}(V_{\nabla})$ defined in §3.5. We defined in §3.5.12 the arithmetic subgroup $\Gamma \subset \hat{G}_R$ preserving the lattice $V_Z$. In §3.4.6, we defined a Hermitian inner product on $V = V_{\nabla} \otimes_{\mathbb{Z}} \mathbb{C}$, and, in §3.5.11 denoted by $\hat{K} \subset \hat{G}_R$ the subgroup of isometric automorphisms of $V$. We write $\| \cdot \|$ for the norm associated to the inner product. Finally, we consider a scalar $0 < \tau < 1$, and consider the subset $\hat{G}_{\tau}(\tau) \subset \hat{G}_R$. The dominant weight $\lambda$ being fixed, we drop it from the notations.

4.1.1. Level quotients. — Recall from §3.3.5 that we denote by $\mathcal{P}(V)$ the set of weights of $V$. We have also defined the level of weight $\mu \in \mathcal{P}(V)$ in (3.62). We now define the subspaces $V_n \subset V$ and $V^\mu \subset V$ as
\begin{equation}
V_n := \bigoplus_{\mu \in \mathcal{P}(V), \text{lev}(\mu) \leq n} V_\mu \quad \text{and} \quad V^n := \bigoplus_{\mu \in \mathcal{P}(V), \text{lev}(\mu) > n} V_\mu.
\end{equation}
From the basic properties of $\{\cdot, \cdot\}$ described in §3.4.6, the space $V_n$ and $V^\mu$ are orthogonal for $\{\cdot, \cdot\}$. Note that we have the following identification
\begin{equation}
V_n \cong V/V^\mu.
\end{equation}
From the definition of $V_Z$ as the $\mathbb{Z}$-span of our integral admissible coherently ordered basis $\mathcal{B}$, we find that

$$V_{n,Z} := V_n \cap V_Z$$

and

$$V^n_Z := V^n \cap V_Z$$

are the $\mathbb{Z}$-span of elements from $\mathcal{B}$ which have level lower than $n$, or strictly greater than $n$, respectively.

Moreover, the identification (4.3) restricted to integral lattices yields an identification

$$V_{n,Z} \cong V_Z/V^n_Z.$$  

Finally let us define the subspaces and sublattices

$$V[n] := \bigoplus_{\mu \in \mathcal{P}(V), \text{lev}(\mu) = n} V$$ \quad \text{and} \quad V^*_Z[n] = V[n] \cap V_Z.$$  

Note that the kernel of the natural surjection

$$q_n : V/V^n+1 \longrightarrow V/V^n \quad \text{for} \quad n \geq 0$$

is isomorphic, under (4.3), to the subspace $V[n+1]$. Moreover, we also have

$$V_Z[n+1] = \ker(q_{n,Z} : V^*_Z/V^n+\mathbb{Z} \to V^*_Z/V^n_Z) \quad \text{for} \quad n \geq 0.$$  

We shall often write

$$Y_n := V/V^n \quad \text{and} \quad Y^*_Z[n] := V_Z/V^n_Z.$$  

4.1.2. A completion of $\hat{U}_R^*$. — In Definition 3.5.10 we defined a group $\hat{U}_R^*$ acting on $V$. In [4, §4], following the construction of the Iwahori–Matsumoto coordinates from [10, §18] on $\hat{U}_R^*$, a completion $\hat{U}_R^*,\text{comp}$ was introduced together with a map

$$\hat{U}_R^* \longrightarrow \hat{U}_R^*,\text{comp}.$$  

One knows that we have $\hat{U}_R^*(V^n) \subset V^n$, so $\hat{U}_R^*$ induces an action on $V/V^n$. Although the completion $\hat{U}_R^*,\text{comp}$ does not act on $V$, as applying a negative unipotent from this completion can yield non-zero components in infinitely many different weight spaces, it still acts on the finite-dimensional quotients $V/V^n$ for each $n \geq 0$, and in fact for each such $n$ we have a diagram

$$\begin{CD}
\hat{U}_R^* @>>> \hat{U}_R^*,\text{comp} \\
\text{Aut}(V/V^n) \downarrow \downarrow \downarrow \\
\end{CD}$$  

As stated in [4, Thm 4.4], every element of the completion, and hence every element of $x \in \hat{U}_R^*$, has a factorization in $\hat{U}_R^*,\text{comp}$ of the following form

$$x = \prod_{n \geq 0} u^-(k),$$  

where each piece $u^-(k)$ is uniquely determined from $x$ and acts on $V/V^n$ as

$$u^-(k)w = w + w' \quad \text{if} \quad w \in V[j] \mod V^n \quad \text{and} \quad w' \in V[j+k] \mod V^n.$$  

The proof is analogous to the corresponding result for $\hat{U}_k$ and we refer to [10, §18, pp. 96-97] for more details. Note that by construction $u^-(0)$ consists of a product

$$\prod_{\alpha \in \mathcal{R}_+} \chi_\alpha(s_\alpha) \quad \text{for} \quad s_\alpha \in \mathbb{R}.$$  

If we fix an ordering on $\mathcal{R}_+$, this description can even be made unique.
4.1.3. Quotient norms and an projective system. — For any \( x \in \hat{G}_R^\tau \) we define the twisted norm on \( V \) as
\[
\|v\|_{V, x} := \|xv\| \quad \text{for } v \in V.
\] (4.15)
We can equip each quotient vector space \( Y_n := V/V^n \) with the quotient norm (cf. [7 Sect. 1.1.3]), which we write as \( \|\cdot\|_{V/V^n, x} \). By definition, we have
\[
\|v\|_{V/V^n, x} := \inf_{y \in V_n} \|v + y^n\|_x = \inf_{y \in V_n} \|x(v + y^n)\|,
\] (4.16)
and we further set
\[
\mathcal{Y}_{n, x} := (Y_{n, Z}, \|\cdot\|_{V/V^n, x}) \in \text{Vect}_Z
\] (4.17)
When the norm is not twisted, i.e., when we have \( x = 1 \), we write \( \|\cdot\|_{V/V^n} := \|\cdot\|_{V/V^n, 1} \). Using the general properties of quotient norms (cf. [7 Proposition 1.1.4]), it follows that under the natural surjection
\[
V/V^n \longrightarrow V/V^m \quad \text{with } n \geq m,
\] (4.18)
the norm \( \|\cdot\|_{V/V^n, x} \) is the quotient norm obtained from \( \|\cdot\|_{V/V^n, x} \) under the quotient map above. Thus the elements \( \mathcal{Y}_{n, x} \) fit into a projective system
\[
\mathcal{Y}_{\ast, x} : \mathcal{Y}_{0, x} \xleftarrow{q_0} \mathcal{Y}_{1, x} \xleftarrow{q_1} \mathcal{Y}_{2, x} \leftarrow \cdots,
\] (4.19)
of admissible surjective morphisms (cf. §2.4.1) and hence defines an element of \( \text{pro} \text{Vect}_Z \) (cf. §2.4.2). From an element \( x \in \hat{G}_R^\tau \) and our fixed highest weight representation \( \hat{V} \) of \( \hat{G}_R^\tau \), we thus constructed an element
\[
\Psi(x) = \mathcal{Y}_{\ast, x} \in \text{pro} \text{Vect}_Z.
\] (4.20)

4.1.4. The \((\hat{K}, \hat{\Gamma} \cap \hat{B}^-)\)-invariance of \( \Psi \). — We will now investigate the natural domain and range of the map \( \Psi \) constructed above in (4.20). First note that for any element \( k \in \hat{K} \), having
\[
\|v\|_{k, x} = \|v\|_x \quad \text{for any } v \in V,
\] (4.21)
implies that we have
\[
\Psi(kv) = \Psi(v).
\] (4.22)
Now, consider an element \( \gamma \in \hat{\Gamma} \cap \hat{B}^- \). For any element \( b \in \hat{B}^- \), we have \( bV^n = V^n \), so we also have
\[
\min_{y \in V^n} \|x(yv + y^n)\| = \min_{y \in V^n} \|x(yv + y^n)\| \quad \text{for any } v \in V.
\] (4.23)
In other words we have
\[
\|\gamma v\|_{V/V^n, x} = \|v\|_{V/V^n, \gamma x} \quad \text{for any } v \in V.
\] (4.24)
The element \( \gamma \in \hat{\Gamma} \cap \hat{B}^- \) thus induces an (isometric) isomorphism of metrized lattices
\[
m_{\gamma} : V_Z/V_Z^n \longrightarrow V_Z/V_Z^n.
\] (4.25)
Furthermore, these maps \( m_{\gamma} \) commute with the maps \( q_n \), and therefore induce an isometry of projective systems \( \mathcal{Y}_{\ast, x} \cong \mathcal{Y}_{\ast, x} \), which translates into an isometry of the associated pro-Hermitian vector bundles.

**Proposition 4.1.4.** — For any fixed highest weight representation \( V \) of \( \hat{G}_R^\tau \), the map \( \Psi \) from (4.20) descends to a map, denoted by the same name \( \Psi : \mathcal{Y}_V \)
\[
\mathcal{Y}_{B^-} := \hat{K} \backslash \hat{G}_R^\tau / \hat{\Gamma} \cap \hat{B}^- \xrightarrow{\Psi_{\gamma}} \text{iso (pro } \text{Vect}_Z),
\] (4.26)
where the right-hand side denotes the set of isomorphism classes in \( \text{pro} \text{Vect}_Z \).
4.2. Theta-finiteness. — The main result of this paper is that the pro-Hermitian vector bundle $\Psi(x)$ is theta-finite for any element $x \in \hat{B}^+$, where $\tau$ satisfies $0 < \tau < 1$. To that effect, we will verify the strong summability condition (2.37) is satisfied for the projective system (4.19) for every $\varepsilon > 0$. Let us first make several simplifications.

4.2.1. Removing the quotient norms. — We begin by writing an Iwasawa decomposition (cf. § 3.5.13)

$$x = u^+ \eta(\tau) \quad \text{where } h \in \hat{H}^+, \text{ and } u^- \in \hat{U}^-.$$

(4.27)

To check the strong summability condition, we need to consider the kernels of the maps $q_n$ from the system (4.19), and their invariant $h^1$. Using (4.8), we have

$$\ker(q_n) = (V[n], \| \cdot \|_{V^N})$$

(4.28)

where $\| \cdot \|_{V^N}$ is the quotient metric on $V[n]$ when identified to $V/V^n$. We continue to denote by $\| \cdot \|_x$ the restriction of the metric on $V$ twisted by $x$ to the subspace $V[n]$.

Lemma 4.2.1. — 1. If $x \in \hat{H}^+ \eta(\tau)$ and $v \in V_n$, we have

$$\| v \|_{V^N} = \| v \|_x$$

(4.29)

2. Assume $u \in U^-$ has a factorization as $u^- = \prod_{n \geq 0} u^-(n)$ as in (4.12). Then we have

$$\| u^- v \|_{V^N} = \| u^- (0) v \| \quad \text{for any } v \in V[n] = V/V^n$$

(4.30)

where we recall that $u^- (0)$ is an automorphism of $V[n]$.

Proof. — First, we note that for any element $v \in V_n$, we have $\| v \|_{V^N} = \| v \|_x$, since $V_n$ is orthogonal to $V^n$ for the metric twisted by the diagonal element $x$, thereby giving the first part of the lemma. Let us move on to the second. Using (4.13) we have $u^- v = u^- (0) v$ mod $V^n$, which gives

$$\| u^- v \|_{V^N} = \inf_{w \in V^n} \| u^- v + w \| = \inf_{w \in V^n} \| u^- (0) v + w \| = \| u^- (0) v \|$$

(4.31)

since $u^- (0)$ preserves $V[n]$, which is orthogonal to $V^n$. The proof of the lemma is thus complete.

\[ \blacksquare \]

In the study of the projective system (4.19), with the norms twisted by $x$, we can use (4.30) to make a simplification, by replacing the full negative unipotent component of $x$ from (4.27) with $u^- (0)$, and by removing the quotient norms.

4.2.2. Diagonal elements. — Having taken care of the quotient norms and most of the unipotent part of $x$ from (4.27) in Lemma 4.2.1 we now assume that we have $x = h \eta(\tau) u^- (0)$, with $u^- (0)$ as in (4.12).

Lemma 4.2.2. — Consider an element $h \in \hat{H}^+$, a scalar $\tau$ with $0 < \tau < 1$, and write

$$\log(h \eta(\tau)) = H + (\log \tau) d \in \hat{h}_R,$$

(4.32)

with $H \in \hat{h}$, as in § 3.5.11. There exist two positive constants $C_1 := C_1(\mathbb{R}, x, \lambda) > 0$ and $A_1 := A_1(\mathbb{R}, x, \lambda) > 0$ such that, for any vector $v \in V[n]$, we have

$$\| h \eta(\tau) v \| \geq C_1 \tau^{-n} e^{-A_1 \sqrt{\tau}} \| v \|_x.$$

(4.33)

Proof. — We note that any weight $\mu \in \mathcal{P}(V)$ of level $n$ may be written as $\mu = p \lambda_{\mu+1} + \mu - n \delta$, as in (3.63).

For any such weight, and any vector $v \in V_\mu$, we have

$$xv = (h \eta(\tau))^\mu v = \tau^{-n} h \mu v = \tau^{-n} e^{p\mu} e^{\mu H_o} v,$$

(4.34)

where we have written $H \in \hat{h} = h \oplus \mathbb{R} e$ as

$$H = H_o + m e \quad \text{with } m \in \mathbb{R}, H_o \in \hat{h}.$$

(4.35)
The linear-quadratic inequality (3.65) and the definition of the operator norm on \( h^* \) now yield
\[
|\langle \mathcal{T}, H_\alpha \rangle | \leq |\mathcal{T}| |H_\alpha| \leq A_1 \sqrt{\pi}
\] (4.36)
with a constant \( A_1 := A_1(\mathbb{R}, x, \lambda) > 0 \). The result follows from this, the last constant being \( C_1 := e^{\rho_m} \).

In the study of the projective system (4.19), the norms being twisted by \( x = h\eta(\tau)u^- (0) \), with \( u^-(0) \) as in (4.12), Lemma 4.2.2 will allow us to remove the diagonal component \( h \) of \( x \) by finding upper-bounds of the finite rank invariants \( h_\alpha^0 \).

4.2.3. Remaining unipotent component. — Next, we want to establish a result which asserts that the \( u^- (0) \) part of unipotent elements cannot shrink the norm of an element too much.

**Lemma 4.2.3.** Consider an element \( u^- (0) = \prod_{\alpha \in \mathbb{R}} \chi_\alpha(s_\alpha) \) as in (4.14), the product being with respect to a fixed order. There exist constants \( C_2 := C_2(x, \hat{\mathbb{R}}, \lambda) > 0 \) and \( A_2 := A_2(x, \hat{\mathbb{R}}, \lambda) > 0 \) such that we have
\[
\| u^- (0)v \| \geq C_2 e^{-A_2 \sqrt{\pi}} \| v \| .
\] (4.37)

**Proof.** Let us write the argument for the case where \( u^- (0) \) is replaced by a positive unipotent of the form
\[
u = \prod_{\alpha \in \mathbb{R}^+} \chi_\alpha(s_\alpha)
\] (4.38)
to align more closely with the available literature. The same argument works for \( u^- (0) \). To begin, let us assume our element is given by a single \( \chi_\alpha(s) \) for some real number \( s > 0 \). Then from [13] (3.1) p.214, there exists a scalar \( s' > 0 \) (explicitly computed from \( s \), see loc. cit.) so that we may write a polar decomposition
\[
\chi_{-\alpha}(s)\chi_\alpha(s) = k^{-1}h_\alpha(s')k \quad \text{where} \quad k \in \hat{K} \text{ stabilizes } V[n].
\] (4.39)

Hence, we have
\[
\| \chi_\alpha(s)v \|^2 = \langle \chi_{-\alpha}(s)\chi_\alpha(s)v, v \rangle = \langle h_\alpha(s')kv, kv \rangle .
\] (4.40)

As \( k \) preserves norms on \( V[n] \), we need only estimate how \( h_\alpha(s') \) affects norms on \( V[n] \). To that effect, we can use the same argument as in the proof of the previous Lemma (i.e. the argument based on the linear-quadratic inequality). The case of a (finite) product of elements follows from by induction.

4.2.4. Rank Estimate. — Finally, we need to find an estimate on the dimension of \( V[n] \).

**Lemma 4.2.4.** There exist constants \( A_3 := A_3(\hat{\mathbb{R}}, \lambda) > 0 \) and \( C_3 := C_3(\hat{\mathbb{R}}, \lambda) > 0 \) such that we have
\[
\dim_{\mathbb{C}} V[n] \leq C_3 e^{A_3 \sqrt{\pi}}.
\] (4.41)

**Proof.** Writing \( \mathcal{P}_\lambda[n] \) for the set of weights of level \( n \) in the representation \( V \), we have
\[
\dim V[n] = \sum_{\mu \in \mathcal{P}_\lambda[n]} \mu(\mu) \leq |\mathcal{P}_\lambda[n]| \max_{\mu \in \mathcal{P}_\lambda[n]} \mu(\mu),
\] (4.42)

where \( \mu(\mu) \) is the multiplicity of the weight \( \mu \), defined in (3.53) as the dimension of the corresponding weight space. From the Kac–Peterson estimate Theorem 3.3.7 for these weight-multicities, it suffices to show that the number of distinct weights of level \( n \) grows as a polynomial in \( n \). Indeed, writing
\[
\mu = p\lambda_{\ell+1} + \mathcal{T} - n\delta
\] (4.43)
as in (3.63), we know that \( \mathcal{T} \) is an integral linear combination of \( a_1, \ldots, a_\ell \), and, having \( \mu \preceq \lambda \), we must have
\[
p = \langle \mu, c \rangle = \langle \lambda, c \rangle,
\] (4.44)
which then depends only on the highest weight \( \lambda \). Now (3.64) states that we have
\[
|\mathcal{T}|^2 \leq 2pn + |\lambda|^2 .
\] (4.45)
The vector space \( h^\ast \) being finite dimensional of dimension \( \ell \) independent from \( n \), the norms on \( h^\ast \) are equivalent, with implicit constants independent from \( n \). In particular, the normalized Killing form \((\cdot,\cdot)\) restricted to \( h^\ast \) is positive-definite, thus induces a norm which is equivalent to the sup norm of the coefficients written with respect to the basis \( a_1, \ldots, a_\ell \). The lemma follows from these observations.

### 4.2.5. Main result

We can now state and prove the main result of this paper.

**Theorem 4.2.5.** — For any element \( x \in \tilde{B}_\tau \eta (\tau) \) with \( 0 < \tau < 1 \), the pro-Hermitian vector bundle \( \Psi(x) \) satisfies the strong summability condition (2.37) for any \( \varepsilon > 0 \), and is hence theta-finite.

**Proof.** — Consider a scalar \( \varepsilon > 0 \). We need to prove that the condition

\[
\text{Sum}(\mathcal{V}_x \otimes O(\varepsilon)) : \sum_{n \geq 0} h_0^0 \left( \ker q_n \otimes O(\varepsilon) \right) < +\infty.
\]

is satisfied. Let us write the element \( x \) as \( x = u^{-1} h \eta(\tau) \), with \( 0 < \tau < 1 \). Writing \( \lambda_1 \) for the length of the shortest non-zero element in a lattice

\[
\lambda_1 \left( \ker q_n \otimes O(\varepsilon), e^{-\varepsilon} \| \cdot \|_{V/V^0,x} \right) = \lambda_1 \left( \ker q_n \otimes O(\varepsilon), e^{-\varepsilon} \| \cdot \|_{h(0)h_\eta(\tau)} \right)
\]

using (4.30)

\[
\geq C_2 e^{-A_2 \sqrt{n} \lambda_1} \left( \ker q_n \otimes O(\varepsilon), e^{-\varepsilon} \| \cdot \|_{h_\eta(\tau)} \right)
\]

using (4.37)

\[
\geq C_1 C_2 e^{-(-A_1 + A_2) \sqrt{n} e^{-n} \lambda_1} \left( \ker q_n \otimes O(\varepsilon), e^{-\varepsilon} \| \cdot \| \right)
\]

using (4.33)

\[
\geq C_1 C_2 e^{-(-A_1 + A_2) \sqrt{n} e^{-n} e^{-\varepsilon}}
\]

the last inequality being a consequence of the integrality of the untwisted norm \( \| \cdot \| \). We further have

\[
\left( \frac{\text{rank}_{V^0} [n]}{2\pi} \right)^{1/2} = \left( \frac{\dim_{V} [n]}{2\pi} \right)^{1/2} \leq C_4 e^{A_4 \sqrt{n}}
\]

for two constants \( C_3 > 0 \) and \( C_4 > 0 \) independent of \( n \). Having chosen \( \tau \) such that \( 0 < \tau < 1 \), we have

\[
\lambda_1 \left( \ker q_n \otimes O(\varepsilon), e^{-\varepsilon} \| \cdot \|_{V/V^0,x} \right) \geq \left( \frac{\text{rank}_{V^0} [n]}{2\pi} \right)^{1/2}
\]

(4.49)

for \( n \) large enough, allowing us to apply (2.15) with the estimate (2.16). We get

\[
h_0^0 \left( \ker q_n \otimes O(\varepsilon) \right) \leq 3C_1 e^{A_4 \sqrt{n}} \left( 1 - \frac{C_1}{2\pi A_2 C_2} e^{e(A_1 + A_2 + A_1) \sqrt{n} \tau^2} \right)^{-1} \exp \left( -\pi C_1^2 C_2^2 e^{-2\varepsilon} e^{-2(A_1 + A_2) \sqrt{n} \tau^2 - 2n} \right)
\]

\[
\leq 2 \cdot 3C_1 e^{A_4 \sqrt{n}} \exp \left( -\pi C_1^2 C_2^2 e^{-2\varepsilon} e^{-2(A_1 + A_2) \sqrt{n} \tau^2 - 2n} \right)
\]

(4.50)

for \( n \) large enough, using the fact that \( \tau^{-n} \) decays quicker than \( e^{\sqrt{n}} \) grows. For the same reason, we obtain convergence of the series of the invariants \( h_0^0 \), and thus the strong summability condition is satisfied for any real number \( \varepsilon > 0 \). We finally obtain theta-finiteness (cf. (2.39)) as a consequence.

### References

[1] J.-B. Bost, *Theta invariants of euclidean lattices and infinite-dimensional hermitian vector bundles over arithmetic curves*, Progress in Mathematics, vol. 334, Birkhäuser/Springer, Cham. MR4180991

[2] N. Bourbaki, *Éléments de mathématique. XXVI. Groupes et algèbres de Lie. Chapitre 1: Algèbres de Lie*, Hermann, Paris, 1960. Actualités Sci. Indust., No. 1285. MR0132805

(12) We could also have worked with elements \( x \in \tilde{G}^{\ast}_{\text{pol},g} \), see (3.5.14)
Éléments de mathématique. Fasc. XXXIV. Groupes et algèbres de Lie. Chapitre IV: Groupes de Coxeter et systèmes de Tits. Chapitre V: Groupes engendrés par des réflexions. Chapitre VI: systèmes de racines, Actualités Scientifiques et Industrielles [Current Scientific and Industrial Topics], No. 1337, Hermann, Paris, 1968. MR0240238

A. Braverman, H. Garland, D. Kazhdan, and M. Patnaik, An affine Gindikin-Karpelevich formula, Perspectives in representation theory, 2014, pp. 43–64. MR3220625

A. Braverman and D. Kazhdan, Representations of affine Kac-Moody groups over local and global fields: a survey of some recent results, European Congress of Mathematics, 2013, pp. 91–117. MR3469117

A. Chambert-Loir and Y. Tschinkel, Torseurs arithmétiques et espaces fibrés, Rational points on algebraic varieties, 2001, pp. 37–70. MR1875170

H. Chen and A. Moriwaki, Arakelov geometry over adelic curves, Lecture Notes in Mathematics, vol. 2258, Springer, Singapore, [2020] © 2020. MR4292529

G. Freixas i Montplet, The Riemann-Roch theorem in Arakelov geometry, Algebraic geometry and number theory, 2017, pp. 91–133. MR3675379

O. Gabber and V.G. Kac, On defining relations of certain infinite-dimensional Lie algebras, Bull. Amer. Math. Soc. (N.S.) 5 (1981), no. 2, 185–189. MR621889

H. Garland, The arithmetic theory of loop groups, Inst. Hautes Études Sci. Publ. Math. 52 (1980), 5–136. MR601519

________, The arithmetic theory of loop algebras, J. Algebra 53 (1978), no. 2, 480–551. MR502647

________, The arithmetic theory of loop groups. II. The Hilbert-modular case, J. Algebra 209 (1998), no. 2, 446–532. MR1659899

________, Absolute convergence of Eisenstein series on loop groups, Duke Math. J. 135 (2006), no. 2, 203–260. MR2267283

________, Eisenstein series on loop groups: Maass-Selberg relations. IV, Lie algebras, vertex operator algebras and their applications, 2007, pp. 115–158. MR2372559

H. Garland, S. D. Miller, and M. Patnaik, Cuspidal Eisenstein series on loop groups over function fields, in preparation.

H. Gillet, An introduction to higher-dimensional Arakelov theory, Current trends in arithmetical algebraic geometry (Arcata, Calif., 1985), 1987, pp. 209–228. MR902594

R. P. Groenewegen, An arithmetic analogue of Clifford’s theorem, 2001, pp. 143–156. 21st Journées Arithmétiques (Rome, 2001). MR1838077

V. G. Kac, Infinite-dimensional Lie algebras, Second, Cambridge University Press, Cambridge, 1985. MR823672

V. G. Kac, A. K. Raina, and N. Rozhkovskaya, Bombay lectures on highest weight representations of infinite dimensional Lie algebras, Second, Advanced Series in Mathematical Physics, vol. 29, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2013. MR3185361

V.G. Kac and D. Peterson, Infinite-dimensional Lie algebras, theta functions and modular forms, Adv. in Math. 53 (1984), no. 2, 125–264. MR750341

M. Kapranov, The elliptic curve in the s-duality theory and Eisenstein series for kac-moody groups, arXiv:math (2000).

B. Kostant, Groups over Z, Algebraic Groups and Discontinuous Subgroups (Proc. Sympos. Pure Math., Boulder, Colo., 1965), 1966, pp. 90–98. MR207713

S. Kumar, Kac-Moody groups, their flag varieties and representation theory, Progress in Mathematics, vol. 204, Birkhäuser Boston, Inc., Boston, MA, 2002. MR1923198

M.M. Patnaik, Geometry of loop Eisenstein series, ProQuest LLC, Ann Arbor, MI, 2008. Thesis (Ph.D.)–Yale University. MR2711828

G. Segal, Unitary representations of some infinite-dimensional groups, Comm. Math. Phys. 80 (1981), no. 3, 301–342. MR626704

R. Steinberg, Lectures on Chevalley groups, University Lecture Series, vol. 66, American Mathematical Society, Providence, RI, 2016. Notes prepared by John Faulkner and Robert Wilson, Revised and corrected edition of the 1968 original [MR0466355], With a foreword by Robert R. Snapp. MR3616493

________, Lectures on Chevalley groups, University Lecture Series, vol. 66. American Mathematical Society, Providence, RI, 2016. Notes prepared by John Faulkner and Robert Wilson, Revised and corrected edition of the 1968 original. MR3616493

A. Weil, Basic number theory, Classics in Mathematics, Springer-Verlag, Berlin, 1995. Reprint of the second (1973) edition. MR1344916

Mathieu Dutour • E-mail: dutour@ualberta.ca

Manish M. Patnaik • E-mail: patnaik@ualberta.ca

34