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Abstract

This paper explores the use of \texttt{word2vec} and \texttt{GloVe} embeddings for unsupervised measurement of the semantic compositionality of MWE candidates. Through comparison with several human-annotated reference sets, we find \texttt{word2vec} to be substantively superior to \texttt{GloVe} for this task. We also find Simple English Wikipedia to be a poor-quality resource for compositionality assessment, but demonstrate that a sample of 10\% of sentences in the English Wikipedia can provide a conveniently tractable corpus with only moderate reduction in the quality of outputs.

1 Introduction

Multiword expressions (MWEs) are word combinations exhibiting one or more idiosyncrasies—lexical, syntactic, semantic, pragmatic or statistical (Sag et al., 2002). This paper is concerned specifically with semantic compositionality: the extent to which the meaning of an MWE can be understood from those of its component words. The semantics of compositional expressions such as \textit{picnic basket} are clear to anyone familiar with the constituents \textit{picnic} and \textit{basket}, but a non-compositional phrase like \textit{iron curtain} is opaque without further context.

Word embedding models such as \texttt{GloVe} (Pennington et al., 2014), \texttt{word2vec} (Mikolov et al., 2013a) and \texttt{doc2vec} (Le and Mikolov, 2014) are widely used in the Natural Language Processing (NLP) sphere, and are capable of capturing syntactic and semantic relationships between words through their representations in multi-dimensional vector space (Mikolov et al., 2013c). These models therefore offer an opportunity to automatically evaluate the compositionality of an MWE candidate by comparing the embedded representation of the complete expression with those of its component words; we may expect that the vectors of more decomposable phrases will be more similar to those of their constituents. Embedding models themselves also benefit from MWE discovery; by treating multi-word expressions as single units, one may obtain higher-quality representations of simplex words (Mikolov et al., 2013b).

Our main aim in this paper is to evaluate the performance of \texttt{GloVe} models for this purpose, in comparison with \texttt{word2vec}. Given that many state-of-the-art NLP applications have adopted BERT embeddings (Devlin et al., 2019), these were also considered. However, BERT’s embeddings differ according to the sentence in which a given word appears. Since our methodology requires comparison between the vector representation of MWE candidates and their constituent words, the use of context-dependent embeddings seems inappropriate.

Section 2 outlines relevant past work in this area, in particular that of Roberts and Egg (2018), whose methodology we adapt and whose results provide us with a valuable point of comparison. Our method and resources are described in section 3, including the human-annotated reference sets used to evaluate our scores. Finally, we discuss our findings in section 4.

2 Past Research

Lin (1999) employs a substitution-based method to detect non-compositionality. However, while non-compositional phrases also exhibit institutionalisation (resistance to substitution of synonyms), the re-
verse implication does not hold: institutionalised phrases are not inherently non-compositional (Farahmand et al., 2015). Approaches based on substitution therefore seem better suited to discovery of institutionalised MWEs than to semantically non-compositional ones.

Schone and Jurafsky (2001) and Baldwin et al. (2003) adopt Latent Semantic Analysis (LSA) models based on co-occurrence with 1,000 frequent content words, but more promising results have been obtained through the application of predictive vector embeddings. In particular, the work of Salehi et al. (2015) demonstrated that word embeddings were superior to count-based distribution models when measuring the compositionality of MWEs. Interestingly, they did not find any benefit to using a more complex multi-sense skip-gram (MSSG) model to allow for polysemy of words and expressions. However, their approach was driven by (small) pre-existing lists of MWEs produced by human annotators.

More recently, Roberts and Egg (2018) generated a large list (over 900k entries) of multi-word phrases, which they extracted from English Wikipedia and automatically scored for compositionality using an approach inspired by Salehi et al. (2015). Our methodology (described in section 3.3) is based on theirs, with alterations to the source corpora and reference sets as well as to the embedding models used.

3 Resources and Methodology

3.1 Corpora

Two training corpora were used, both derived from Wikipedia extracts. In both cases, the XML dumps were processed with a modified corpus reader from the gensim Python package (Rehurek and Sojka, 2010), dividing content articles into sentences and tokens with punkt (Kiss and Strunk, 2006) and applying cleansing steps to remove much of the Wiki formatting markup. Note that no case normalisation or lemmatisation was applied.

- SIMP20 Complete Simple English Wikipedia content from 2020-06-01. 31,796,513 tokens.
- EN20_10P 10% sample of sentences from the 2020-05-20 English Wikipedia. 305,657,697 tokens.

3.2 Reference Sets

Five ‘gold standard’ lists of MWEs accompanied by compositionality rankings provided by human annotators were employed, providing reference points for intrinsic evaluation of our results. The same reference sets were used by Roberts and Egg (2018), and we also adopt their abbreviated names.

- F_ENC (Farahmand et al., 2015). 1,042 nominal compounds (e.g. greenhouse gas, machine language), with four binary compositionality judgements made by fluent speakers with backgrounds in linguistics. Summing across the judgements produces a four-point scale.

- R_ENC (Reddy et al., 2011). 90 noun compounds (e.g. ivory tower, graduate student), with mean compositionality scores derived from judgements (on a scale from 0 to 5) made by participants recruited through Amazon Mechanical Turk.

- MC_VPC (McCarthy et al., 2003). 116 verb-particle pairs (e.g. space out, lie down), with judgements on a scale from 0-10 made by three judges. The mean of these scores is used, discounting any “don’t know” responses. NB: Roberts and Egg (2018) report 117 instances in this dataset, likely due to the presence of a duplicate record which we have removed.

- D_ADJN (Biemann and Giesbrecht, 2011). 135 adjective-noun compounds (blue chip, smart card), taken from the training and test data for the DiSCo 2011 Shared Task. Judgements were made by workers on Amazon Mechanical Turk, averaged and supplied in the range (0,100). NB: Roberts and Egg (2018) report only 68 instances here. The reason for this is unclear; it may be that additional data were made available by the conference organisers since their work was undertaken. The coverage and correlation measured between their output and this dataset is very similar to that reported in their original paper1; we have no reason to believe that this discrepancy has had any negative impact on our findings.

1Roberts and Egg (2018) report $\rho = 0.525$, $r = 0.581$ with 64/68 MWEs matching. We obtain, using their published data and matching 118/135 MWEs, $\rho = 0.528$, $r = 0.605$. 96
We also import the automatically-scored list produced by Roberts and Egg (2018), filtering out items which meet the authors’ exclusion criteria. This leaves 917,647 items, which we denote by RE.WIKI15 (since it was derived from the full April 2015 text of English Wikipedia, ca. 2.8 billion words).

3.3 Methodology

We collate corpus frequency counts for contiguous \(n\)-grams \((n \leq 3)\) and identify MWE candidates by computing the Poisson association measure of Quasthoff and Wolff (2002), adjusting where appropriate to balance it for trigrams. A minimum frequency of 20 occurrences is applied. From the SIMP20 corpus, we retain the 150,000 most strongly-associated candidate \(n\)-grams. For EN20_10P, we keep 500,000 items.

In order to enable retokenisation of MWE candidates in the corpora, the \(n\)-grams are sorted into distinct batches such that no overlaps are present: the first \(k\) words of any \(n\)-gram must not be the same as the last \(k\) words of any other \(n\)-gram in the same batch. A limit of 15 batches is set for SIMP20 and 10 batches for EN20_10P. \(n\)-grams consisting entirely of stopwords (the 50 most frequent individual tokens in the corpus) and those which cannot be assigned to a batch are excluded. A total of 148,868 candidates from SIMP20 and 469,587 from EN20_10P were evaluated for compositionality.

For each batch, we replace all instances of the candidate \(n\)-grams with a single token and construct word2vec (Mikolov et al., 2013a) and GloVe (Pennington et al., 2014) word embedding vectors for every simplex word exceeding the minimum frequency of 20, and for all MWE candidates in the batch. The word2vec parameters were those found to be effective by Baroni et al. (2014)\(^2\). GloVe co-occurrence statistics were constructed using a symmetrical window of size 10 without crossing sentence boundaries, and weighted inversely by distance. To maintain tractability, the size of the co-occurrence matrices were restricted by limiting the vocabulary used to the most frequent \(N\) simplex words, plus the batch MWE candidates. \(N\) was taken to be 300,000, yielding a maximum total vocabulary of size \(V = 394,012\) for batch 1 of the EN20_10P corpus. GloVe embedding vectors of 300 dimensions were trained with hyperparameters \(x_{\text{max}} = 100\), \(\alpha = 0.75\) and 10 negative samples, as was found to be effective by Pennington et al. (2014). The models were trained for 25 epochs with learning rate 0.05.

Compositionality scores were calculated as the mean cosine similarity between the vector representation of the MWE candidate and each of its component simplex words, ignoring stopwords (we make the assumption that very high-frequency terms are semantically uninformative). The greater the similarity between an MWE and its components, the more semantically transparent the expression.

4 Results

The correlation (Spearman \(\rho\) and Pearson’s \(r\)) between our mean cosine distance measure and human annotations is reported for \(n\)-grams appearing on both our list and the reference sets, together with the size of this overlap, in Table 1. We also report the results of Roberts and Egg (2018), using word2vec on the full April 2015 English Wikipedia. As there are variances in the MC.VPC and D_ADJN reference sets, these statistics are recalculated using the authors’ published data.

In order to explore the impact of restricting the vocabulary used for training the GloVe models, a further experiment was carried out on the SIMP20 corpus, using an unrestricted vocabulary of 1,014,614 simplex words, together with the MWE candidates assigned to each batch. Table 2 shows the results of this experiment, with the correlations with the reference sets obtained being comparable to those achieved with the word2vec embeddings.

\(^2\)Continuous bag-of-words, symmetrical window of size 5. Vectors of length 400 trained over 5 epochs with initial learning rate 0.025, dropping to 0.0001. Negative sampling with 10 samples, subsampling with threshold \(t = 10^{-5}\).
Table 1: Correlations between automatically-generated compositionality scores and human-annotated “gold standard” reference lists. The WIKI15 output is that of Roberts and Egg (2018).

| Corpus | Model          | F_ENC | R_ENC | MC_VPC | D_ADJN | MC VN |
|--------|----------------|-------|-------|--------|--------|-------|
| SIMP20 | word2vec       | Overlap 179 / 1042 | 14 / 90 | 15 / 116 | 35 / 135 | 39 / 638 |
|        | Spearman ρ     | 0.169 | 0.257 | 0.317  | 0.316  | 0.354  |
|        | Pearson’s r    | 0.227 | 0.323 | 0.398  | 0.326  | 0.381  |
| SIMP20 | GloVe          | Overlap 183 / 1042 | 15 / 90 | 15 / 116 | 37 / 135 | 39 / 638 |
|        | Spearman ρ     | -0.029 | -0.061 | -0.014 | 0.234  | -0.008 |
|        | Pearson’s r    | -0.135 | 0.074 | 0.178  | 0.231  | -0.257 |
| EN20_10P | word2vec      | Overlap 485 / 1042 | 39 / 90 | 27 / 116 | 96 / 135 | 71 / 638 |
|        | Spearman ρ     | 0.404 | 0.624 | 0.536  | 0.595  | 0.389  |
|        | Pearson’s r    | 0.401 | 0.632 | 0.476  | 0.624  | 0.366  |
| EN20_10P | GloVe         | Overlap 486 / 1042 | 39 / 90 | 27 / 116 | 96 / 135 | 71 / 638 |
|        | Spearman ρ     | -0.043 | 0.473 | -0.122 | 0.078  | -0.188 |
|        | Pearson’s r    | -0.075 | 0.415 | -0.229 | 0.037  | -0.219 |
| WIKI15 | word2vec       | Overlap 631 / 1042 | 61 / 90 | 47 / 116 | 118 / 135 | 132 / 638 |
|        | Spearman ρ     | 0.458 | 0.615 | 0.424  | 0.528  | 0.392  |
|        | Pearson’s r    | 0.473 | 0.603 | 0.372  | 0.605  | 0.395  |

| Corpus | Model          | F_ENC | R_ENC | MC_VPC | D_ADJN | MC VN |
|--------|----------------|-------|-------|--------|--------|-------|
| SIMP20 | GloVe, full vocab | Overlap 183 / 1042 | 15 / 90 | 15 / 116 | 37 / 135 | 39 / 638 |
|        | Spearman ρ     | 0.200 | 0.269 | 0.494  | 0.101  | 0.120  |
|        | Pearson’s r    | 0.208 | 0.272 | 0.492  | 0.118  | 0.142  |

Table 2: GloVe model with unrestricted vocabulary on SIMP20 corpus.

We find substantially lower correlation with the GloVe-derived compositionality scores than those obtained using word2vec, across both corpora. The GloVe model with unrestricted vocabulary appears comparable to word2vec, but required greater computational resources to train. Both practical and performance factors lead us to prefer word2vec for future work in this area. This aligns with the findings of Baroni et al. (2014) if we regard GloVe as an evolution of the ‘count-based’ vector paradigm, despite its reported success elsewhere (Pennington et al., 2014).

The Simple English Wikipedia corpus produces fewer matches with the reference lists of MWEs as well as weaker correlation with human compositionality judgements; the smaller size of this corpus and the nature of its content make it a poor hunting ground for multi-word expressions. However, our 10% sample of English Wikipedia yielded reasonable results while remaining tractable.

Our output lists and code resources are available at https://github.com/Oddtwang/MWEs.

Future work includes exploration of context-dependent embeddings such as doc2vec (Le and Mikolov, 2014) and BERT (Devlin et al., 2019) for compositionality assessment, particularly for n-grams which may not always form MWEs. Application of the technique to other corpora and languages with suitable MWE resources, e.g. Arabic (Alghamdi and Atwell, 2019) would also be valuable.
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