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...then like hedgehogs which
Lie tumbling in my barefoot way, and mount
Their pricks at my footfall...

W. SHAKESPEARE, The Tempest, Act II, Scene 2

Abstract. These notes give an introduction to the mathematical framework of the Batalin–Vilkovisky and Batalin–Fradkin–Vilkovisky formalisms. Some of the presented content was given as a mini course by the first author at the 2018 QSPACE conference in Benasque.
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1. Introduction

The concept of gauge theory has become an important concept in theoretical and mathematical physics over the last decades. One can actually derive important dynamical aspects by considering symmetry arguments, coming from the concept of gauge invariance. There are several mathematical constructions for the quantization of field theories, such as the Feynman path integral approach ([38, 36, 35, 37]), which sums up the amplitudes associated to different paths connecting a given initial and final state to get the transition amplitude. The advantage of the path integral approach is that all symmetries of the given theory are explicitly (though formally) preserved. Even though the path integral gives a nice way of a field quantization, it is mathematically not rigorously defined. However, one can still generate, in an unambiguous way, a perturbative expansion around some classical field configuration in terms of so-called “Feynman diagrams” (see e.g. [55] for a mathematical description). This type of representation can only be defined for non-gauge theories, since it crucially relies on regularity conditions that exclude the possibility of gauge invariance. Nevertheless, there exists a way out of this problem. One approach to do so was given by Faddeev and Popov in 1967 by introducing the concept of what is called “ghost fields”. In this way the local symmetry of the gauge theory is replaced by a global symmetry in an extended, graded configuration space, called BRST symmetry ([13, 12, 11, 62]). The resulting process is called the quantization procedure in the BRST formalism.

The focus of these notes lies in a special formalism of gauge theory developed by Batalin and Vilkovisky during the 1970’s and 1980’s ([10, 9, 7]); see also [59, 44, 2, 20, 19, 33, 56, 53] and references therein. A similar approach was developed by Batalin, Fradkin and Vilkovisky to path integrals for theories with gauge freedom in the Hamiltonian approach, whereas the formalism provided by Batalin and Vilkovisky was given in the Lagrangian setting using a Lagrangian modified by Faddeev–Popov ghost and their BRST variations, which contribute to the path integral a factor which nicely divides out the gauge redundancy. This formalism is known today as the BV formalism. The methods of gauge fixing was extended by Batalin, Fradkin, Fradkina and Vilkovisky in a series of papers [8, 6, 41, 40]. The Hamiltonian version is known today as the BFV formalism (see [8, 6, 41, 40] and also [61, 58]). The BV and BFV formalisms have been developed through time by the work of many different people. In [28] Cattaneo, Mnev and Reshetikhin studied for the first time the classical BV framework for gauge theories on spacetime manifolds with boundary and extended everything to manifolds with corners. Recently, in [29, 27], they introduced a general perturbative quantization scheme for gauge theories on manifolds with boundary, compatible with cutting and gluing, in the cohomological symplectic formalism, which we call the BV-BFV formalism. Different types of theories are already explicitly described for this procedure, such as e.g. abelian BF theory ([45, 59, 52]), different AKSZ theories ([1]) (e.g. Chern–Simons theory with a splitting of the Lie algebra ([3, 4, 63]), the Poisson Sigma Model ([22, 24, 23, 25]), or non-abelian BF theories ([45, 52, 29]), and 2D Yang–Mills theory ([47]).
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2. Motivation

2.1. Classical Mechanics. In classical mechanics we consider an action functional

\[ S(q) = \int_{t_0}^{t_1} L(q(t), \dot{q}(t)) dt, \]

where \( L(q, \dot{q}) = \frac{1}{2}m||\dot{q}||^2 - V(q) \) is called the Lagrangian function of the paths \( q: [t_0, t_1] \to \mathbb{R}^n \) with some function \( V \in C^\infty(\mathbb{R}^n) \) depending on \( q \), called the potential energy. We denote by \( \text{Path}_{[t_0,t_1]}(\mathbb{R}^n) \) the space of all such paths with \( q(t_0) = x \) and \( q(t_1) = y \). By considering the methods of variational calculus, one can show that the solutions of the equation \( \delta S = 0 \) for fixed endpoints (i.e. the extremal points of \( S \)) give us the classical trajectory of the particle with mass \( m \in \mathbb{R}^+ \). The equations following from \( \delta S = 0 \) are called the Euler–Lagrange equations (EL), and they are exactly the equations of motion obtained from Newtonian mechanics. Newton’s equations of motion appear from the law \( F = ma(t) = m\ddot{q}(t) \) (read it “force equals mass times acceleration”). To see this, we recall that the momentum in physics is given by \( p = mv \), where \( v \) denotes the velocity of the particle with mass \( m \). Then, by the fact that \( v = \dot{q} \), one considers the coordinates \( \dot{q} = \frac{p}{m} \) and \( \dot{p} = -\nabla V \), where \( \nabla \) denotes the gradient operator. The Hamiltonian approach considers the space with these coordinates to be the classical phase space (classical space of states) given by \( T^*\mathbb{R}^n \ni (q, p) \) endowed with a symplectic form\(^2\) (see Subsection 3.2) given by

\[ \omega = \sum_{i=1}^{n} dq_i dp_i. \]

Moreover, one considers a total energy function (or a Hamiltonian function) \( H(q, p) = \frac{1}{2}m||\dot{q}||^2 + V \), where \( V \) is again a potential energy function. In the physics literature, the first term of \( H \)

\(^1\)In the physics literature, it is common to denote the time-derivatives by “dots”, i.e. \( \frac{d}{dt}q(t) = \dot{q}(t) \).

\(^2\)we will not always write \( \wedge \) between forms but secretly always mean the exterior product between them, i.e. for two differential forms \( \alpha, \beta \), we have \( \alpha \beta = \alpha \wedge \beta \).
is called the kinetic energy. This function is said to be Hamiltonian if there is a vector field $X_H$ such that
\[ \iota_{X_H} \omega = -dH, \]
where $\iota$ denotes the contraction map (also called interior derivative). The vector field $X_H$ is called the Hamiltonian vector field of $H$. In the case at hand, since $\omega$ is nondegenerate, every function is Hamiltonian and its Hamiltonian vector field is uniquely determined. For $H$ being the total energy function and the canonical symplectic form on the cotangent space, we get the following Hamiltonian vector field: A vector field on $T^*\mathbb{R}^n$ has the form general form $X = X^i \partial_{q^i} + X^i \partial_{p^i}$. Thus, applying the equation for being the Hamiltonian vector field we get $-dH = X^i d\alpha^i + \frac{p_i}{m}$, we get the coefficients of the vector field to be $X_i = -\partial_i V$ and $X^i = \frac{p_i}{m}$. Hence, we get the Hamiltonian vector field
\[ X_H = -\partial_i V \frac{\partial}{\partial q^i} + \frac{p_i}{m} \frac{\partial}{\partial p^i}. \]
Naturally, $X_H$ induces a Hamiltonian flow $T^*\mathbb{R}^n \to T^*\mathbb{R}^n$.

2.2. Quantization. An approach of quantization of the above is to associate to $T^*\mathbb{R}^n$ the space of square integrable functions $L^2(\mathbb{R}^n)$ on $\mathbb{R}^n$. The Hamiltonian flow can then be replaced by a linear map
\[ e^{i\tilde{H}} : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n), \]
where $\tilde{H} := -\frac{\hbar^2}{2m} \Delta + V$ denotes the Hamilton operator, which is the canonical quantization of the classical Hamiltonian function, where $\Delta = \sum_{1 \leq j \leq n} (\partial_{q^j})^2$ denotes the Laplacian. Note that the space of states is now given by a Hilbert space $\mathcal{H}_0$ and the observables as operators on $\mathcal{H}_0$. One can show that the action of this operator can be expressed as an integral of the form
\[ (e^{i\tilde{H}} \psi)(x) = \int K(x, y) \psi(y) dy, \]
for $\psi \in \mathcal{H}_0$, where $K$ denotes the integral kernel for the operator. Feynman showed in [38] that this kernel (quantum mechanical propagator) can be seen as a path integral, which is given by
\[ K(x, y) = \int_{\text{Path}_{[0,t]}(\mathbb{R}^n)} e^{iS(q)} \mathcal{D}q, \]
where $S$ denotes the action of the classical system and $\mathcal{D}$ a measure on the path space. Since $\mathcal{D}$ is supposed to be a “measure” on an infinite-dimensional space, it is mathematically ill-defined. However, one can still make sense of such an integral in several ways; one of them is by considering its perturbative expansion in formal power series with Feynman diagrams as coefficients. This procedure is mathematically well-defined.
2.2.1. Idea of the BV-BFV formalism.

(1) The quantum mechanical formalism is 1-dimensional, whereas we would like to consider higher dimensional theories.

(2) We would like to take gauge symmetries into account. This can be done by perturbation theory for a given local action $S(\phi) = \int_M L(\phi, \partial \phi, ...)$, where now $L$ denotes a Lagrangian density depending on the field $\phi$ (depending on elements in $M$) and higher derivatives. The idea is to look at the path integral $\int_{L \subset \mathcal{F}_M} e^{\frac{i}{\hbar} S(\phi)} \mathcal{D} \phi$, where $\mathcal{L} \subset \mathcal{F}_M \ni \phi$ denotes a subspace of the space of fields, perturb around a classical solution (formal power series in terms of Feynman graphs), and take gauge symmetries into account ($\infty$-dimensional kernel).

This procedure is called gauge fixing (we will see that this corresponds to choosing a Lagrangian submanifold $\mathcal{L}$). Another (older) approach was by the method of Faddeev–Popov ghosts, or the BRST formalism. The approach of Batalin–Vilkovisky considers the machinery of path integrals, which gives some advantages in dealing with gauge theories. The construction for manifolds with boundary uses in the quantization the approach of complexes whose differential comes from the BV construction, i.e. the quantum Hilbert space $\mathcal{H} = \bigoplus \mathcal{H}_j$ is given as a complex and its cohomology in degree zero is given by the original Hilbert space $\mathcal{H}_0$, i.e. $H^0(\mathcal{H}) = \mathcal{H}_0$.

3. Elements of Symplectic Geometry

In this section we want to recall some standard definitions and properties of symplectic geometry. More on symplectic geometry can be found e.g. in [60]. We will start with the local picture and continue with the global structure.

3.1. Symplectic vector spaces. Let $V$ be a finite-dimensional vector space over $K = \mathbb{R}$ or $\mathbb{C}$. Denote by $V^*$ the dual of $V$. An element of $V^*$ is a $K$-linear map $f: V \to K$. Let
Let $\omega \in \mathfrak{S}(V)$ be a symplectic vector space. If $Y$ is symplectic, then so is $Y \cap Y'$. If $Y$ is symplectic, then $Y'$ is coisotropic. If $Y$ is symplectic, then $Y' = \{0\}$.

**Example 3.1.3.** If $\dim Y = 1$, then $Y$ is isotropic. If $Y$ is isotropic, then $Y' = \{0\}$ is coisotropic. If $Y$ is symplectic, then $Y' = \{0\}$. Moreover, $Y'^{\perp} = (Y^{\perp})^{\perp} = Y^{\perp}$.

**Definition 3.1.2** (Isotropic/Coisotropic/Lagrangian). Let $(V, \omega)$ be a symplectic vector space. Let $Y$ be a subspace of $V$. Define the symplectic orthogonal complement of $Y$ by $Y^{\perp} := \{v \in V \mid \omega(v, y) = 0, \forall y \in Y\}$. Then

- $Y$ is isotropic if $Y \subseteq Y^{\perp}$,
- $Y$ is coisotropic if $Y^{\perp} \subseteq Y$,
- $Y$ is Lagrangian if $Y$ is isotropic and $Y$ is symplectic if $\omega|_{Y \times Y}$ is nondegenerate, i.e. $Y \cap Y^{\perp} = \{0\}$.

**Exercise 3.1.2.** Show that $(V, \omega_{can})$ is a symplectic vector space. Use exercise 3.1.1.
Proposition 3.1.1. Let $(V, \omega)$ be a symplectic vector space. Then there is a basis $\{e_1, ..., e_n, f_1, ..., f_n\}$ of $V$ such that

\[
\omega(e_i, e_j) = 0, \\
\omega(f_i, f_j) = 0, \\
\omega(e_i, f_j) = \delta_{ij},
\]

for all $i, j \in \{1, 2, ..., n\}$. Hence, we can write $\omega = \sum_{j=1}^{n} e_j^* \wedge f_j^*$.

Exercise 3.1.3. Show that $\dim V = \dim Y + \dim Y^\perp$. Moreover, show $Y$ is Lagrangian if and only if $V \cong Y \oplus Y^\perp$.

Exercise 3.1.4. Show that $Y$ is a Lagrangian subspace if and only if $Y$ is isotropic and $\dim Y = \frac{1}{2} \dim V$. Moreover, show that $Y$ is Lagrangian if and only if $Y$ is a maximal isotropic subspace.

3.2. Symplectic manifolds. To understand the mathematical structure of classical mechanics, it is necessary to understand the notion of a symplectic manifold.

Definition 3.2.1 (Closed/exact). We call a $k$-form $\omega$ closed, if $d\omega = 0$. It is called exact if there is a $(k-1)$-form $\alpha$ such that $d\alpha = \omega$.

Example 3.2.1. If $\omega$ is exact, then $d\omega = 0$, i.e. exact forms are closed as well. Let $M = \mathbb{R}^n$, then $\omega$ is closed if and only if $\omega$ is exact (this is given by the “Poincaré lemma”) for $k > 0$.

Definition 3.2.2 (Symplectic manifold). A symplectic manifold is a pair $(M, \omega)$, where $M$ is a smooth manifold and $\omega$ is a 2-form on $M$ such that

1. $\omega$ is closed, i.e. $d\omega = 0$,
2. $\omega$ is nondegenerate, i.e. for all $q \in M$, $\omega^q : T_qM \to T_q^*M$ is injective.

Definition 3.2.3 (Tautological 1-form). Let $M = T^*N$. Define a 1-form $\alpha$ on $M$ as

\[
\alpha_{xp}(X_{xp}) := p(d\pi_{xp}X_{xp}),
\]

where $p : T^*N \to N$, $\pi : TM \to M$ and $X_{xp} \in T_{xp}M$. The form $\alpha$ is called the tautological 1-form on $T^*N$.

Let $X$ be an $n$-manifold, with $M = T^*X$ its tangent bundle. If $x_1, ..., x_n$ are coordinates on $U \subseteq X$, with associated cotangent coordinates $\xi_1, ..., \xi_n$ on $T^*U$, then the tautological 1-form on $T^*X$ is $\alpha = \sum_i \xi_i dx^i$ and the canonical 2-form is

\[
\omega = -d\alpha = \sum_i dx^i \wedge d\xi_i.
\]

Example 3.2.2. Let $M = T^*\mathbb{R} \cong \mathbb{R} \times \mathbb{R} \ni (x, p)$. Let $\alpha = f dx + gp$. Then $\alpha(\partial_x) = f$ and $\alpha(\partial_p) = 0$, thus $\alpha = f dx$. on the other hand $\alpha_{xp}(\partial_x) = p$ and hence $\alpha = p dx$. More generally, if $M = T^*\mathbb{R}^n \ni (x^1, ..., x^n, p_1, ..., p_n)$, then $\alpha = \sum_{1 \leq j \leq n} p_j dx^j$.

Exercise 3.2.1. Let $(U, \phi)$ be a local coordinate system on $M = T^*N$ given by

\[
\phi(q) = (x^1(q), ..., x^n(q), p_1(q), ..., p_n(q)).
\]

Show that $\alpha = \sum_{1 \leq j \leq n} p_j dx^j$. Moreover, show that $(T^*N, \omega = d\alpha)$ is a symplectic manifold.
3.3. **The Lie derivative.** The concept of a derivative can be generalized in a tensorial sense by the following definition:

**Definition 3.3.1** (Lie derivative). Let \( f \in C^\infty(M) \) and \( X \) be a vector field. The *Lie derivative* of \( f \) along \( X \) is defined as \( L_X f = X(f) \). Let \( X \) and \( Y \) be two vector fields. Then we define \( L_X Y = [X, Y] \). Moreover, let \( X \) be a vector field and \( \alpha \) a 1-form. Then \( L_X \alpha \) is a 1-form defined by the equation

\[
L_X(\alpha(Y)) = (L_X\alpha)(Y) + \alpha(L_X Y).
\]

More generally, if \( \alpha \) is a \( k \)-form then \( L_X \alpha \) is again a \( k \)-form defined by

\[
(L_X\alpha)(Y_1, ..., Y_k) = L_X(\alpha(Y_1, ..., Y_k)) - \sum_{j=1}^k \alpha(Y_1, ..., Y_{j-1}, [X, Y_j], ..., Y_k).
\]

**Remark 3.3.1.** Given a \( k \)-form \( \alpha \), and a vector field \( X \), \( (L_X\alpha)(p) \) is the rate of change of \( \alpha \) in the direction of the “flow” of \( x \) at \( p \).

3.4. **Lagrangian submanifolds and Conormal Bundles.**

3.4.1. **Lagrangian submanifolds.** Let \((M, \omega)\) be a \( 2n \)-dimensional symplectic manifold.

**Definition 3.4.1** (Lagrangian submanifold). A submanifold \( Y \) of \( M \) is called a *Lagrangian* if, at each \( p \in Y \), \( T_pY \) is Lagrangian subspace of \( T_pM \) (see definition 3.1.2). Equivalently, if \( i: Y \hookrightarrow M \) is the inclusion, then \( Y \) is Lagrangian if and only if \( i^*\omega = 0 \) and \( \dim Y = \frac{1}{2} \dim M \) (see also exercise 3.1.4).

**Definition 3.4.2** (Zero section). The *zero section* of \( T^*X \), defined by

\[
X_0 = \{(x, \xi) \in T^*X \mid \xi = 0\}
\]

is an \( n \)-dimensional submanifold of \( T^*X \).

**Proposition 3.4.1.** \( X_0 \) is a Lagrangian submanifold of \( T^*X \).

**Proof.** Clearly \( \alpha \) vanishes on \( X_0 \cap T^*U \). In particular, if \( i_0: X_0 \hookrightarrow T^*X \) is the inclusion, we have \( i_0^*\alpha = 0 \). Hence, \( i_0^*\omega = i_0^*d\alpha = 0 \), and \( X_0 \) is Lagrangian. \( \square \)

**Remark 3.4.1.** Similar to Lagrangian submanifolds, we can define *isotropic* and *coisotropic* submanifolds, by requiring that at each point of the submanifold the tangent space is isotropic or coisotropic (see definition 3.1.2) respectively.

3.4.2. **Conormal bundles.** Let \( S \) be any \( k \)-dimensional submanifold of an \( n \)-manifold \( X \).

**Definition 3.4.3** (Conormal space). The *conormal space* at \( x \in S \) is given by

\[
N_x^c S = \{\xi \in T_x^*X \mid \xi(v) = 0, \text{ for all } v \in T_xS\}.
\]

**Definition 3.4.4** (Conormal bundle). The *conormal bundle* of \( S \) is given by

\[
N^c S = \{(x, \xi) \in T^*X \mid x \in S, \xi \in N_x^c S\}.
\]
Remark 3.4.2. The conormal bundle $N^*S$ is an $n$-dimensional submanifold of $T^*X$ (one can check that by using coordinates on $X$ adapted to $S$).

**Proposition 3.4.2.** Let $i : N^*S \hookrightarrow T^*X$ be the inclusion, and let $\alpha$ be the tautological 1-form on $T^*X$. Then $i^*\alpha = 0$.

**Proof.** Let $(U, x_1, \ldots, x_n)$ be a coordinate system on $X$ centered at $x \in S$ and adapted to $S$, so that $U \cap S$ is described by $x_{k+1} = \cdots = x_n = 0$. Let $(T^*U, x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)$ be the associated cotangent coordinate system. The submanifold $N^*S \cap T^*U$ is then described by

\[ x_{k+1} = \cdots = x_n = 0, \]
\[ \xi_1 = \cdots = \xi_k = 0. \]

Since $\alpha = \sum_i \xi_i dx^i$ on $T^*U$, we conclude that, at $p \in N^*S$,

\[ (i^*\alpha)_p = \alpha_p|_{T_p(N^*S)} = \sum_{i > k} \xi_i dx^i|_{\text{span}(\partial_{i,j}\leq k)} = 0 \]

□

**Corollary 3.4.1.** A conormal bundle is a Lagrangian submanifold.

3.5. **Hamiltonian actions.** The mathematical structure of classical mechanics, in the sense of Hamiltonian mechanics, is characterized by the symplectic structure of the phase space. The notion of a Hamiltonian action gives more insights for the symplectic structure.

3.5.1. **Momentum and Comomentum Maps.** Let $(M, \omega)$ be a symplectic manifold, and denote by $\text{Sympl}(M, \omega) \subset \text{Diff}(M)$ the set of symplectomorphisms on $M$. Moreover, let $G$ be a Lie group, and $\Psi : G \to \text{Sympl}(M, \omega)$ a smooth symplectic action, i.e. a group homomorphism such that the evaluation map $\text{ev}_\psi(g, p) := \Psi_g(p)$ is smooth. Let us consider the case where $G = \mathbb{R}$. We have the following bijective correspondence:

\[ \{\text{symplectic actions of } \mathbb{R} \text{ on } M\} \leftrightarrow \{\text{complete symplectic vector fields on } M\} \]

\[ \Psi \leftrightarrow X_p = \frac{d}{dt}\Psi_t(p) \]
\[ \Psi = \exp(tX) \leftrightarrow X \]

"flow of $X" \quad \"vector field generated by $\Psi"$

**Definition 3.5.1** (Hamiltonian action (for $\mathbb{R}$-action)). The action $\Psi$ is said to be Hamiltonian if there is a function $H : M \to \mathbb{R}$ such that $-dH = \iota_X\omega$ where $X$ is the vector field on $M$ generated by $\Psi$, and $\iota_X$ denotes the contraction with the vector field $X$.

Consider now the case where $G = S^1$. An action of $S^1$ is an action of $\mathbb{R}$ which is $2\pi$-periodic, i.e. $\Psi_{2\pi} = \Psi_0$. The $S^1$-action is called Hamiltonian if the underlying $\mathbb{R}$-action is Hamiltonian. Let us now consider the general case. Let $\mathfrak{g}$ be the Lie algebra of $G$ and denote its dual by $\mathfrak{g}^*$. 
Definition 3.5.2 (Hamiltonian action (general)). The action \( \Psi \) is called Hamiltonian if there is a map
\[
\mu : M \rightarrow g^*,
\]
satisfying the following conditions:

1. For each \( X \in g \), let
   \[
   \mu^X : M \rightarrow \mathbb{R}, \quad \mu^X(p) := \langle \mu(p), X \rangle,
   \]
   be the component of \( \mu \) along \( X \),
2. \( X^\sharp \) be the vector field on \( M \) generated by the 1-parameter subgroup \( \{ \exp(tX) \mid t \in \mathbb{R} \} \subseteq G \).

Then \( d\mu^X = \iota_{X^\sharp} \omega \), i.e. \( \mu^X \) is a Hamiltonian function for the vector field \( X^\sharp \).

Definition 3.5.3 (Momentum map). The map \( \mu \) given as in Definition 3.5.2 is called momentum map.

Definition 3.5.4 (Hamiltonian G-space). The Quadruple \((M, \omega, G, \mu)\) given as in Definition 3.5.2 is called Hamiltonian G-space.

Definition 3.5.5 (Comomentum map). We call a map
\[
\mu^* : g \rightarrow C^\infty(M)
\]
a comomentum map if

1. \( \mu^*(X) := \mu^X \) is a Hamiltonian function for the vector field \( X^\sharp \),
2. \( \mu^* \) is a Lie algebra homomorphism, i.e.
   \[
   \mu^*([X, Y]) = \{ \mu^*(X), \mu^*(Y) \},
   \]
   for all \( X, Y \in g \), where \([ \ , \ ]\) is the Lie bracket on \( g \) and \( \{ \ , \ \} \) is the Poisson bracket on \( C^\infty(M) \).

3.6. Symplectic reduction. The concept of a symplectic reduction is important for the treatment of gauge theories on manifolds with boundary. To be able to perform geometric quantization on the boundary, we have to make sure that the space of fields can be reduced to a symplectic space of boundary fields with certain conditions. The following theorem guarantees such a structure for the needed purposes in many examples.

Theorem 3.6.1 (Marsden-Weinstein). Let \((M, \omega, G, \mu)\) be a Hamiltonian G-space for a compact Lie group \( G \). Let \( i : \mu^{-1}(0) \hookrightarrow M \) be the inclusion map. Assume that \( G \) acts freely on \( \mu^{-1}(0) \). Then
the orbit space \( M_{\text{red}} = \mu^{-1}(0)/G \) is a manifold,

- \( \pi: \mu^{-1}(0) \to M_{\text{red}} \) is a principal \( G \)-bundle, and

- there is a symplectic form \( \omega_{\text{red}} \) on \( M_{\text{red}} \) satisfying \( \iota^* \omega = \pi^* \omega_{\text{red}} \).

Proof. See e.g. [60]. \( \square \)

Remark 3.6.1. In field theory we work in the infinite dimensional setting, so Theorem 3.6.1 does not apply as it is. Also, for field theory, we normally consider weak symplectic vector spaces, i.e. the corresponding linear map from \( V \) to \( V^* \) is injective. Moreover, there is a notable example, 4D gravity, where one has to deal with general coisotropic reduction and not just Marsden–Weinstein reduction.

Definition 3.6.1 (Reduction). The pair \((M_{\text{red}}, \omega_{\text{red}})\) is called the reduction of \((M, \omega)\) with respect to \((G, \mu)\), or the reduced space, or the symplectic quotient, or the Marsden-Weinstein quotient.

4. Elements of Supergeometry

Supergeometry is an essential tool to understand reduction in cohomological terms\(^3\). In particular the Faddeev–Popov, BRST, or Batalin–Vilkovisky gauge formalism require the structure of a supermanifold and the notion of odd and even coordinates (in physics language they correspond to fermionic\(^4\) (anticommuting) and bosonic (commuting) particles respectively). The mathematical theory of supergeometry goes back to the work of Berezin and Leites between 1975 and 1980 in [14, 50]. For our purposes we need a refinement, called graded geometry, where we give the variables an additional integer degree. More on graded geometry can be found e.g. in [18, 39, 34].

Remark 4.0.1. We will denote the exterior algebra of a vector space \( V \) by \( \bigwedge V = \bigoplus_k \bigwedge^k V \) and the algebra of differential forms on a manifold \( M \) by \( \Omega(M) = \bigoplus_k \Omega^k(M) \). We use \( \hat{\otimes} \) to indicate the topological tensor product, i.e. the unique tensor product such that \( C^\infty(\mathbb{R}^n) \hat{\otimes} C^\infty(\mathbb{R}^m) \cong C^\infty(\mathbb{R}^{n+m}) \).

4.1. Graded spaces. To understand the concept of a “supermanifold” we need to look first at the linear case, which is the concept of a graded space (or also graded vector space).

Definition 4.1.1 (Graded vector space). A \( \mathbb{Z} \)-graded vector space (or often just graded vector space) is a collection\(^5\) of vector spaces \( V = (V_k)_{k \in \mathbb{Z}} \).

Definition 4.1.2 (Shift). Let \( V = (V_n)_{n \in \mathbb{Z}} \) be a graded vector space. For any integer \( k \) we can define the \( k \)-shift of \( V \) to be given by

\[
(V[k])_n := (V_{k+n})_{n \in \mathbb{Z}}.
\]

\(^3\)The concept of Supergeometry is also used for SUSY field theories, but this is not what we discuss here.

\(^4\)Here fermionic just means anticommuting (which corresponds to Pauli’s exclusion principle) but not necessarily spinorial.

\(^5\)Working with the “total space”, i.e. the direct sum of the \( V_k \)s, create all sort of troubles when one start talking of morphisms, so it should be avoided, thus we just talk of the components \( V_k \). However, one should mention that the “total space” picture is fine in the the finite dimensional case (or just when only finitely many \( V_k \) are nontrivial.)
Definition 4.1.3 (Graded linear map). A graded linear map \( f: V \rightarrow W \) between to graded vector spaces \( V \) and \( W \) is given by a collection of linear maps \( (f_k: V_k \rightarrow W_k)_{k \in \mathbb{Z}} \).

Remark 4.1.1. A graded linear map of degree \( k \) between two graded vector spaces \( V \) and \( W \) is a graded linear map between \( V \) and \( W[k] \).

Definition 4.1.4 (Dual of a graded vector space). Let \( V = (V_k)_{k \in \mathbb{Z}} \) be a graded vector space. The dual space \( V^* \) of \( V \) is defined as \( V^* = (V^*_k)_{k \in \mathbb{Z}} \).

Definition 4.1.5 (Superspace). A superspace is a \( \mathbb{Z}_2 \)-graded vector space \( V = V_0 \oplus V_1 \). We denote by \( V_0 \) the vector space of even vectors and by \( V_1 \) the space of odd vectors.

Definition 4.1.6 (Parity/degree). The parity (or degree) is the \( \mathbb{Z}_2 \)-grading of the superspace. The degree of a homogeneous element \( x \in V \) is denoted by \( |x| \) and is defined by

\[
|x| := \begin{cases} 
\text{even,} & x \in V_0 \\
\text{odd,} & x \in V_1 
\end{cases}
\]

Remark 4.1.2. In addition to the \( \mathbb{Z} \)-grading we introduce independently a parity in \( \mathbb{Z}_2 \) denoted by \( | \cdot | \). Moreover, in this note we will only consider the case when the parity is the degree modulo 2.

Remark 4.1.3. If we consider the superspace \( V \) as an ordinary vector space \( V \) together with an automorphism \( P: V \rightarrow V \), such that \( P^2 = \text{id} \), we get that \( V_0 \) is the 1-eigenspace and \( V_1 \) is the \((-1)\)-eigenspace. Moreover, \( P(x) = (-1)^{|x|}x \).

Definition 4.1.7 (Dimension). We define the dimension of a superspace to be given by

\[
\dim V = (\dim V_0, \dim V_1),
\]

and we also say that \( V \) is a \( \dim V_0 \mid \dim V_1 \)-dimensional superspace.

Remark 4.1.4. We can always think of a vector space \( V \) to be a superspace with \( P = \text{id} \). In this case, one usually considers \( V \) to be the even part of the superspace \( (V = V \oplus 0, \text{id}) \). We can also consider \( V \) to be given as the odd part of the superspace by the pair \( (V = 0 \oplus V[1], -\text{id}) \), where we denote by \( V[1] \) the odd degree which is simply given by \( (V, -\text{id}) \).

Remark 4.1.5. Note that, considering a vector space \( V \) as a superspace \( (V, P_V) \), we can consider its dual by \( (V^*, P_{V^*} = (P_V)^*) \).

Consider a \( \mathbb{Z} \)-graded vector space \( V = \bigoplus_{k \in \mathbb{Z}} V_k \), where only finitely many \( V_k \)s are non-trivial. We can consider \( V \) as a superspace by setting

\[
V_0 = \bigoplus_{k \in \mathbb{Z}} V_k, \\
V_1 = \bigoplus_{k \in \mathbb{Z} + 1} V_k.
\]

Definition 4.1.8 (Morphism of superspaces). A morphism between two superspaces \( V \) and \( W \) is a linear map \( \phi: V \rightarrow W \) which preserves the grading. Considering \( V \) and \( W \) with
their corresponding automorphisms $P_V$ and $P_W$ we can equivalently say that $\phi$ is a morphisms between $V$ and $W$ if the following diagram commutes:

$$
\begin{array}{c}
V \\
\phi \\
W
\end{array}
\begin{array}{c}
p_V \\
φ \\
p_W
\end{array}
\begin{array}{c}
V \\
\phi \\
W
\end{array}
$$

4.2. **Category of superspaces.** One can observe that superspaces form a category (over some fixed field $K$), which we denote by $\text{SuperVect}_K$. One can define an endofunctor on $\text{SuperVect}_K$

$$
\Pi: (V, P) \mapsto (V, -P).
$$

This functor is called *change of parity*. Thus we get

$$(\Pi V)_0 = V_1,$$

$$(\Pi V)_1 = V_0. \quad (7)$$

*Remark 4.2.1.* The superspace $V[1]$, coming from a vector space $V$, can also be written as $\Pi V$.

*Remark 4.2.2.* One can observe that $\text{SuperVect}_K$ is actually a symmetric monoidal category by

$$(V \otimes W)_0 = (V_0 \otimes W_0) \oplus (V_1 \otimes W_1),$$

$$(V \otimes W)_1 = (V_0 \otimes W_1) \oplus (V_1 \otimes W_0). \quad (8)$$

Moreover, $P_{V \otimes W} = P_V \otimes P_W$. One can also define an operation

$$V \otimes W \to V \otimes W$$

$$x \otimes y \mapsto (-1)^{|x||y|} y \otimes x,$$

which is called the *braiding*.

*Remark 4.2.3.* We have a natural embedding of symmetric monoidal categories:

$$\text{Vect}_K \to \text{SuperVect}_K$$

$$V \mapsto (V, \text{id}), \quad (10)$$

where $\text{Vect}_K$ denotes the category of $K$-vector spaces.

**Definition 4.2.1** (Symmetric superspace). For any superspace $V$ we can define for any positive integer $n$ its $n$th symmetric power as

$$\text{Sym}^n V = V^{\otimes n}/(x_1 \otimes \cdots \otimes x_n - \sigma(x_1 \otimes \cdots \otimes x_n), \sigma \in \Sigma_n), \quad (11)$$

where $\Sigma_n$ denotes the symmetric group of order $n$ and $(\quad)$ the ideal generated by some relation.

*Remark 4.2.4.* We get $\text{Sym}^n(V_0 \oplus 0) = \text{Sym}^n V_0$ and $\text{Sym}^n(0 \oplus V_1) = \bigwedge^n V_1$. Moreover

$$\text{Sym}^n(V_0 \oplus V_1) = \bigoplus_{0 \leq k \leq n} \left( \text{Sym}^k V_0 \otimes \bigwedge^{n-k} V_1 \right). \quad (12)$$
4.3. **Short description for the local picture.** Locally, we consider coordinates \((x^i)\) on an open \(U \subset \mathbb{R}^n\) and the algebra of smooth maps \(C^\infty(U)\), which are algebraically described by the commutativity of the coordinates, i.e. we have the equivalence relation \(x^i x^j = x^j x^i\). Considering this relation, we can add coordinates \(\theta^{\mu}\) such that algebraically we have
\[
\theta^{\mu} x^i = x^i \theta^{\mu},
\]
i.e. an anticommuting relation for the \((\theta^{\mu})\). So, we can describe the algebra, generated by these coordinates, as
\[
\mathcal{A} = \mathbb{R}[x, \theta]/\sim,
\]
where \(\sim\) is given by the commutative relation of the \((x^i)\)-coordinates and the anticommutative relation of the \((\theta^{\mu})\)-coordinates. Equivalently we can write
\[
\mathcal{A} = C^\infty(U) \otimes \bigwedge V^* =: C^\infty(U \times \Pi V),
\]
for some vector space \(V\).

4.4. **Supermanifolds.** We want to explain the globalization of the local picture given above, i.e. we want to describe a manifold structure such that locally we get the structure as we have seen before. Consider a diffeomorphism between patches
\[
\varphi: U \times \Pi V \to \widetilde{U} \times \Pi \widetilde{V}
\]
such that
\[
\varphi^*: C^\infty(\widetilde{U} \times \Pi \widetilde{V}) \to C^\infty(U \times \Pi V)
\]
or equivalently
\[
\varphi^*: C^\infty(\widetilde{U}) \otimes \bigwedge \widetilde{V}^* \to C^\infty(U) \otimes \bigwedge V^*
\]
is a superalgebra morphism. Let \(x\) and \(\theta\) be coordinates on \(U\) and \(\Pi V\) respectively and \(\widetilde{x}\) and \(\widetilde{\theta}\) coordinates of \(\widetilde{U}\) and \(\Pi \widetilde{V}\) respectively. Then we can write
\[
\widetilde{x}^i = \varphi^i(x, \theta) \text{ even on } C^\infty(U) \otimes \bigwedge^{even} V^*,
\]
\[
\widetilde{\theta}^{\mu} = \varphi^{\mu}(x, \theta) \text{ odd on } C^\infty(U) \otimes \bigwedge^{odd} V^*.
\]
A supermanifold is then given by patching together \(U \times \Pi V\). Mathematically more clearly, we have the following definition:

**Definition 4.4.1 (Supermanifold).** A **supermanifold** \(\mathcal{M}\) is a locally ringed space \((\mathcal{M}, \mathcal{O}_\mathcal{M})\), which is locally isomorphic to
\[
\left(U, C^\infty(U) \otimes \bigwedge V^*\right),
\]
where \(U \subset \mathbb{R}^n\) is open and \(V\) is some finite-dimensional real vector space. We call \(\mathcal{M}\) the **body** of \(\mathcal{M}\) and \(\mathcal{O}_\mathcal{M}\) the **structure sheaf** of \(\mathcal{M}\).
Remark 4.4.1. The isomorphism mentioned in Definition 4.4.1 is in the category of \( \mathbb{Z}_2 \)-graded algebras, which is the parity:

\[
| \,: \bigoplus_{k \geq 0} C^\infty(U) \otimes \bigwedge^k V^* \to \mathbb{Z}_2 \quad f \otimes \theta \mapsto |f \otimes \theta| := |\theta| = k \mod 2.
\]

This induces that globally \( C^\infty(M) \) is a graded commutative algebra. In particular, for two homogeneous elements \( f, g \in C^\infty(M) \), we have \( fg = (-1)^{|f||g|}gf \).

Remark 4.4.2. The supermanifold denoted by \( \mathbb{R}^{n|m} \) is the supermanifold with body \( \mathbb{R}^n \) and sheaf of functions \( C^\infty(\mathbb{R}^n) \otimes \bigwedge \mathbb{R}^m \).

4.5. **Morphisms of supermanifolds.** Let \( M \) and \( N \) be two supermanifolds. Then (in the smooth setting) we can define a morphism between \( M \) and \( N \) to be given by a morphism of superalgebras from \( C^\infty(N) \) to \( C^\infty(M) \). Note that a superalgebra is a \( \mathbb{Z}_2 \)-graded algebra, i.e. an algebra over a commutative ring, where the multiplication preserves the grading. Hence the notion of a morphism is similar as for superspaces. This idea is clear by the following definition:

**Definition 4.5.1** (Morphism of locally ringed spaces). Let \((X, O_X)\) and \((Y, O_Y)\) be two ringed spaces. A morphism \((X, O_X) \to (Y, O_Y)\) is a pair \((f, f^\dagger)\), where \( f : X \to Y \) is a continuous map and \( f^\dagger : O_Y \to f_! O_X \) is a morphism of local rings (i.e. it respects the maximal ideal). Here \( f_! \) denotes the direct image functor for sheaves.

Remark 4.5.1. Assume \( N \) to be given a local patch \( \widetilde{V} \oplus \Pi \widetilde{W} \). Then one would get

\[
\text{Hom}(M,N) \cong \text{Hom}(C^\infty(N), C^\infty(M)) \cong ((\mathcal{V} \oplus \Pi \mathcal{W}) \otimes C^\infty(M))_0.
\]

The last space represents the even part of the corresponding superspace.

We can also consider the algebra of polynomial functions on \( V \oplus \Pi W \), where \( V \) and \( W \) are finite-dimensional vector spaces, which is given by \( \text{Sym}(V^\vee) \otimes \bigwedge W^* \). We denote by \( \text{Sym} \) the symmetric algebra. Globally, the algebra of smooth functions on a supermanifold \( C^\infty(M) \) is defined to be the algebra of global sections of the sheaf associated to \( M \). The parity can be extended to this algebra and thus it is a super commutative algebra with respect to this parity, i.e. for two homogeneous elements \( f \) and \( g \) of degree \( |f| \) and \( |g| \) respectively, one has \( f \cdot g = (-1)^{|f||g|}g \cdot f \).

**Example 4.5.1** (Differential forms). Let \( M \) be a manifold. Then the algebra of differential forms \( \Omega(M) \) is locally isomorphic to \( C^\infty(U) \otimes \bigwedge T_x^* M \), where \( x \) is some point on \( U \). This means that the sheaf of differential forms on a manifold corresponds to a supermanifold.

**Example 4.5.2.** Let \( V \) be a vector space. If we regard \( V \) as a superspace \( (V, \text{id}) \), then one can consider its associated shifted (or odd) superspace \( \Pi V = V[1] = (V, -\text{id}) \) such that \( C^\infty(\Pi V) = C^\infty(V[1]) = \bigwedge V^* \).

**Example 4.5.3** (Odd vector bundle). Let \( E \to M \) be a vector bundle. Then we can associate to it the odd vector bundle \( \Pi E \), which is a supermanifold. Moreover, the smooth functions are given by

\[
C^\infty(\Pi E) = \Gamma \left( \bigwedge E^* \right),
\]
where $\Gamma$ denotes the space of smooth sections.

**Example 4.5.4** (Chevalley–Eilenberg complex). Consider a real, finite-dimensional Lie algebra $\mathfrak{g}$. The cochains of the Chevalley–Eilenberg complex of $\mathfrak{g}$ are the elements of $\bigwedge \mathfrak{g}^*$, i.e., the vector spaces $\bigwedge^k \mathfrak{g}^*$, which is the same as the algebra of smooth functions on the supermanifold $\Pi \mathfrak{g}$. In particular, this is a subexample of the more general example 4.5.3.

**Example 4.5.5** (Odd (co)tangent bundle). This is again a subexample of example 4.5.3. Consider a smooth manifold $M$. Then we can consider the supermanifolds $\Pi T M$ and $\Pi T^* M$, which we call the odd tangent bundle and odd cotangent bundle of $M$ respectively. According to example 4.5.3, the smooth functions are then given by

$$\begin{align*}
C^\infty(\Pi T M) &= \Gamma \left( \bigwedge T^* M \right) = \Omega(M), \\
C^\infty(\Pi T^* M) &= \Gamma \left( \bigwedge TM \right) = \mathfrak{x}_{\text{mult}}(M),
\end{align*}$$

where $\mathfrak{x}_{\text{mult}}(M)$ denotes the algebra of multivector fields on $M$ endowed with the Schouten–Nijenhuis bracket.

**Remark 4.5.2.** Since we mostly consider the the supermanifolds to be odd (co)tangent bundles, equations (15) and (16) are indeed helpful, since the fields are then given by differential forms or multivector fields.

4.6. Graded Manifolds. We want to introduce another important manifold structure, which can be combined with the structure of supermanifolds.

**Definition 4.6.1** (Graded manifold). A graded manifold $\mathcal{M}$ is a manifold $M$, which locally looks like $(U, C^\infty(U) \otimes \text{Sym}(V^*))$, where $U \subset \mathbb{R}^n$ is open and $V$ is a graded vector space.

**Remark 4.6.1.** One can construct an isomorphism between the the structure sheaf of a supermanifold and the local model of a graded manifold, which will be in the category of $\mathbb{Z}$-graded algebras. Thus we consider a graded manifold as a tuple $(M, \mathcal{O}_M)$. We denote the $\mathbb{Z}$-grading by $\mathfrak{gh}$.

**Remark 4.6.2.** In application to field theory, the space of fields arise with a graded manifold structure. Moreover, the $\mathbb{Z}$-grading in bosonic field theory, as defined before, is called the ghost number (see Subsection 6.2). Hence, we can combine the structure of a graded manifold and a supermanifold by considering a superspace of the form (6) and consider $\text{Sym}(V^*)$ in Definition 4.6.1 to be given as in (12).

**Definition 4.6.2** (Graded vector bundle). A graded vector bundle $E$ over a manifold $M$ is a collection of ordinary vector bundles $\bigoplus_{k \in \mathbb{Z}} E_k$ over $M$.

**Remark 4.6.3.** One can consider a sheaf $U \mapsto \Gamma(U, \text{Sym}(E^*_U))$, which maps an open subset to a section with values in the graded symmetric algebra of the dual bundle restricted to $U$. Examples 4.5.4 and 4.5.5 have natural structures of graded manifolds, with ghost number corresponding to the usual degrees of the algebras associated to these examples.

**Proposition 4.6.1.** Any smooth graded manifold is isomorphic to a graded manifold associated to a graded vector bundle.
4.7. **Vector fields.** We can now define the notion of a vector field on a supermanifold.

**Definition 4.7.1** (Supervector field). A *supervector field* is a vector field \( X \) on a supermanifold \( \mathcal{M} \), with local coordinates \( (x^i, \theta^\mu) \), which is given by

\[
X = \sum_{i,\mu} X^i \partial_{x^i} + Y^\mu \partial_{\theta^\mu},
\]

such that \( \partial_{\theta^\mu} x^i = 0 \) and \( \partial_{\theta^\nu} \theta^\mu = \delta^\mu_\nu \).

Equivalently, vector fields on \( U \times \Pi V \) are global derivations on \( C^\infty(U) \otimes \Lambda V^* \).

**Remark 4.7.1.** The \( \partial_{x^i} \) are the usual position derivatives.

**Definition 4.7.2** (Graded supervector field). A *graded vector field* is a graded linear map \( X: C^\infty(N) \rightarrow C^\infty(N)[k] \), where \( N \) is a graded manifold, which satisfies the graded Leibniz rule: for any two homogeneous functions \( f, g \in C^\infty(N) \) we have

\[
(17) \quad X(fg) = X(f)g + (-1)^{[f]} fX(g).
\]

Denote the space of graded vector fields on a given graded manifold (or supermanifold) \( \mathcal{M} \) by \( \mathfrak{x}(\mathcal{M}) \). We can define a graded Lie bracket \( [\ , \ ]_{\mathfrak{x}(\mathcal{M})}: \mathfrak{x}(\mathcal{M}) \otimes \mathfrak{x}(\mathcal{M}) \rightarrow \mathfrak{x}(\mathcal{M}) \) by

\[
[X, Y]_{\mathfrak{x}(\mathcal{M})} := X \circ Y - (-1)^{[X][Y]} Y \circ X.
\]

The space \( \mathfrak{x}(\mathcal{M}) \) endowed with \( [\ , \ ]_{\mathfrak{x}(\mathcal{M})} \) becomes then a graded Lie algebra (since the bracket is graded).

**Remark 4.7.2.** We will not always write the “super” in front of “vector field” and assume it is understood from the context.

4.8. **Differential forms.** Consider a graded manifold \( \mathcal{M} \) with homogeneous local coordinates \( (x^i) \). Then we can locally form an algebra by adding coordinates (\( dx^i \)) to the coordinates we had before. Note that if \( x^i \) is a coordinate of odd degree, then \( dx^i \) is even and \( (dx^i)^2 \neq 0 \). On an ordinary smooth manifold, differential forms have two important properties: they can be differentiated – hence the name differential forms – and they also provide the right objects for an integration theory on submanifolds. It turns out that on graded manifolds, the latter is no longer true, since the differential forms we introduced do not come along with a nice integration theory. Differential forms on a supermanifold \( \mathcal{M} \) with local coordinates \( (x^i, \theta^\mu) \) are locally generated by the 1-forms \( dx^i \) and \( d\theta^\mu \). We can take the algebra, which is generated by \( x^i, \theta^\mu, dx^i, d\theta^\mu \), whereas now the \( dx^i \) are odd and the \( d\theta^\mu \) are even. In particular, for any local coordinate \( y \) of \( \mathcal{M} \), we have \( |dy| = |y| + 1 \). Thus, we have a de Rham differential on the algebra of differential forms

\[
d: \quad x \mapsto dx, \quad \theta \mapsto d\theta,
\]

with \( d^2 = 0 \), which is a graded differential. Considering a supermanifold \( \mathcal{M} \) with local coordinates \( (x^i, \theta^\mu) \) we can look at the shifted (odd) tangent bundle \( \Pi TM \) with local coordinates \( (x^i, \theta^\mu, dx^i, d\theta^\mu) \). Moreover, the differential is then given by

\[
(18) \quad d = \sum_{i,\mu} dx^i \partial_{x^i} + d\theta^\mu \partial_{\theta^\mu},
\]
with the property

\[(d, d) = 0.\]

Note that the differential is given as a vector field on \( \Pi T \mathcal{M} \). A vector field, such as in (18), satisfying (19) is called a **cohomological vector field**. Consider the de Rham complex \((\Omega(\mathcal{M}), d)\) for some given supermanifold \( \mathcal{M} \). It is given by \( C^\infty(T[1] \mathcal{M}) \) equipped with a graded vector field \( Q \) of degree +1, i.e. \( Q: C^\infty(\mathcal{M}) \to C^\infty(\mathcal{M})[1] \), which satisfies the graded Leibniz rule (17). This becomes more clear by the following lemma:

**Lemma 4.8.1.** Every **cohomological vector field** on a supermanifold \( \mathcal{M} \) corresponds to a **differential** on the graded algebra of smooth functions \( C^\infty(\mathcal{M}) \)

**Proof.** Since a cohomological vector field \( Q \) is a vector field of degree +1, which commutes with itself we have \([Q, Q] = 2Q \circ Q = 0\), and since it raises the degree of a function by 1, it corresponds to a differential. \(\Box\)

**Example 4.8.1** (Cohomological vector field on odd tangent bundles). Consider the odd tangent bundle \( \Pi T \mathcal{M} \) for some smooth manifold \( \mathcal{M} \). Since \( C^\infty(\Pi T \mathcal{M}) \) is given by \( \Omega(\mathcal{M}) \), we get that the de Rham differential \( d \) on \( \mathcal{M} \) is a cohomological vector field. In local coordinates \((x^i, dx^i)\), we get

\[ Q = \sum_i dx^i \partial_{x^i}. \]

**Example 4.8.2** (Chevalley–Eilenberg differential). Let \((\mathfrak{g}, [ , ]\)) be a finite-dimensional Lie algebra. The graded manifold \( \Pi \mathfrak{g} \) carries a cohomological vector field \( Q \), which corresponds to the Chevalley–Eilenberg differential on \( \bigwedge \mathfrak{g} = C^\infty(\Pi \mathfrak{g}) \). Let \((e_i)\) be a basis of \( \mathfrak{g} \), and let \((f^k_{ij})\) be the corresponding structure constants given by \([e_i, e_j] = \sum_k f^k_{ij} e_k\). Then, we get the cohomological vector field

\[ Q = \frac{1}{2} \sum_{i,j,k} x^i x^j f^k_{ij} \partial_{x^k}, \]

where \((x^i)\) are the coordinates on \( \Pi \mathfrak{g} \), which correspond to the basis dual to \((e_i)\). In particular, one can check that \([Q, Q] = 0\) is equivalent to the fact that the bracket \([ , ]\): \( \mathfrak{g} \otimes \mathfrak{g} \to \mathfrak{g} \) defined on the generators as above, satisfies the Jacobi identity.

4.9. **Graded symplectic forms.** A graded **symplectic form** of degree \( k \) on a graded manifold \( \mathcal{M} \) is a closed (w.r.t. the de Rham differential), nondegenerate 2-form

\[ \omega: T\mathcal{M} \to T^*[k]\mathcal{M}, \]

which is, in local coordinates, given by

\[(20) \quad \omega = \sum_{i,j} dz^i \omega_{ij} dz^j, \]

where \( z^a \in \{x^i, \theta^\mu\} \).
Remark 4.9.1. In application to the BV formalism, one considers \( \omega \) to be odd and of degree \(-1\), and for the BFV formalism to be even and of degree 0.

Example 4.9.1. Let \( V \) be a real vector space. The contraction between \( V \) and \( V^* \) defines a nondegenerate pairing on \( V \oplus V^* \). This includes a constant symplectic form of degree \( k + \ell \) on \( V[k] \oplus V^*[\ell] \).

Example 4.9.2. Consider \( \mathbb{R}[1] \) with the 2-form \( \omega = dx \wedge dx \). This is a symplectic form of degree 2.

Next, we want to introduce some notation. Let \( V \) be a superspace and consider for a homogeneous element \( v \in V \), and a function \( f \) on \( V \), the so-called left and right derivatives, which are defined as

\[
\delta_v f := \partial_v f
\]
\[
\hat{f} \delta_v := (1)^{\ell(|f|+1)} \partial_v f
\]

Remark 4.9.2. One can check that the right derivative satisfies the Leibniz rule from the right.

One can observe that a symplectic form as in (20), induces a graded Poisson bracket

\[
\{ \cdot, \cdot \} : C^\infty(M) \otimes C^\infty(M) \to C^\infty(M),
\]

which is given by

\[
\{ f, g \} = f \delta_j (\omega^{-1})_{ji} \hat{g}^i,
\]

which is a graded Poisson bracket. Similarly to ordinary manifolds, the Hamiltonian vector field \( X_H \) for a Hamiltonian function \( H \in C^\infty(M) \) is given by the equation \( \iota_{X_H} \omega = -dH \), which leads to the equation

\[
\{ H, G \} = (-1)^{|H|+1} X_H(G)
\]

for some function \( G \in C^\infty(M) \). Note that \( \iota_X \), for some vector field \( X \), is a vector field on \( \Pi T M \). Moreover, if \( \{ \cdot, \cdot \} \) is of degree \( k \), we have

\[
\{ f, g \} = (-1)^{|f|(|g|+k)} \{ g, f \}
\]

4.10. Lie derivative. We can also extend the definition of a Lie derivative (see Subsection 3.3) \( L \) to supermanifolds, by noticing that with respect to \( X \), we have

\[
L_X = [\iota_X, d] \in \mathfrak{X}(\Pi T M),
\]

which is obtained by the Cartan calculus. Moreover, we have \( [L_X, L_Y] = L_{[X,Y]} \) and \( [\iota_X, L_Y] = \pm \iota_{[X,Y]} \). In particular, \( L_X \) can be obtained by differentiating the flow of the vector field \( X \).

4.11. Integration on superspaces. After defining the most important concepts around supermanifolds, we want to be able to perform integrals. Clearly, we need to extend the usual integration theory on manifolds to a more general picture. We want to start locally by considering integration over superspaces. Naturally, we define the integration for the even coordinates as usual. To get the correct integration theory, we need some notions on supermatrices and so-called Berezinians.
Definition 4.11.1 (Supermatrix). A supermatrix structure is a matrix structure with parity attached to each row and column.

We usually arrange a supermatrix structure in such a way that all the even rows and columns come first, and the odd ones second, so that it can be conveniently written in block form, e.g.

\[ X = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \]

where \( A, B, C, D \) are the matrices corresponding to the partition into even and odd rows and columns.

Definition 4.11.2 (Order). If a supermatrix structure has \( p \) even rows and \( q \) odd rows, and \( r \) even columns and \( s \) odd columns, we call it a matrix structure of size \( (p, q) \times (r, s) \). A \( (p, q) \times (p, q) \) structure is said to have order \( (p, q) \).

Denote by \( \text{Mat}_{p,q}(A) \) the space of matrices of order \( (p, q) \) on a commutative superalgebra \( A = A_{\text{even}} \oplus A_{\text{odd}} \) and by \( \text{GL}_{p,q}(A) \subset \text{Mat}_{p,q}(A) \) we denote the subset of invertible elements.

We want to consider a homomorphism \( \text{GL}_{p,q}(A) \to \text{GL}_{1,0}(A) = A_{\text{even}}^\times \), where \( A_{\text{even}}^\times \) denotes the group of invertible elements of \( A_{\text{even}} \). Such a map would be an analogue to the usual determinant.

Lemma 4.11.1. Consider

\[ X = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in (\text{Mat}_{p,q}(A))_{\text{even}}. \]

Then \( X \) is invertible if and only if \( A \) and \( D \) are invertible.

Lemma 4.11.1 is an immediate consequence of the following proposition.

Proposition 4.11.1. Let \( A \) be a commutative superalgebra, and

\[ \pi: A \to \tilde{A} = A/(A_{\text{odd}}) \]

the natural homomorphism, and

\[ \pi: \text{Mat}_n(A) \to \text{Mat}_n(\tilde{A}) \]

the corresponding homomorphism of matrix algebras (where the superstructure is ignored). Then \( X \in \text{Mat}_n(A) \) is invertible if and only if \( \pi(X) \) is invertible.

Definition 4.11.3 (Berezinian). For \( X = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{GL}_{p,q}(A) \) we define the Berezinian of \( X \) by

\[ \text{Ber}(X) := \frac{\det(A - BD^{-1}C)}{\det(D)} \]

Remark 4.11.1. Note that \( D \) is invertible by Lemma 4.11.1. The entries in \( D \) and \( A - BD^{-1}C \) lie in the commutative algebra \( A_{\text{even}} \) so that the determinants are well-defined and \( \text{Ber}(X) \in A_{\text{even}}^\times \).
Theorem 4.11.1. If \( X, Y \in \text{GL}_{p,q}(A) \), then
\[
\text{Ber}(XY) = \text{Ber}(X) \text{Ber}(Y).
\]
Consider now a supermanifold \( M \) with local coordinates \((x^i, \theta^\mu)\) such that \(1 \leq i \leq n\) and \(1 \leq \mu \leq m\). For the odd coordinates \(\theta\), we integrate the Berezinian \(d\theta^\mu\) according to the following rules:
- \(\int d\theta^\mu = 0\),
- \(\int \theta^\mu d\theta^\nu = \delta^\mu_\nu\),
- Fubini’s theorem holds.

Moreover, consider a function \(f \in C^\infty(M)\) given locally as
\[
(23) \quad f = \sum_{1 \leq \mu_1, \ldots, \mu_m \leq m} f_0 + f_{\mu_1} \theta^{\mu_1} + f_{\mu_1\mu_2} \theta^{\mu_1} \theta^{\mu_2} + \cdots + f_{\mu_1, \ldots, \mu_m} \theta^{\mu_1} \cdots \theta^{\mu_m},
\]
where \(f_0\) and each \(f_{\mu_1, \ldots, \mu_k}\) are elements in \(C^\infty(U)\) for \(U\) an open subset of \(\mathbb{R}^n\) (for all \(1 \leq k \leq m\)). Then, according to the rules above, we get
\[
\int f d\theta^1 \cdots d\theta^n = f_{\mu_1, \ldots, \mu_m} =: f_{\text{top}}.
\]
Thus, for a supermanifold of the form \(\Pi V\), integration in general will give a map
\[
(24) \quad \int_{\Pi V} \wedge V^* \to \mathbb{R},
\]
such that for any \(g \in \wedge^{\text{top}} V^*\) we get \(\int_{\Pi V} g = 0\), and hence the map (24) is given by
\[
(25) \quad \int_{\Pi V} = \int_{\Pi V} \Big|_{\wedge^{\text{top}} V^*} : \wedge^{\text{top}} V^* \to \mathbb{R},
\]
for each choice of frame of \(V\). If we take a coordinate patch \(U \times \Pi V\) of \(M\), we get
\[
\int_{U \times \Pi V} f = \int_U \int_{\Pi V} f = \int_U f_{\text{top}} d\mu.
\]
Consider now a linear map \(A: V \to W\) between two vector spaces \(V\) and \(W\). We can look at the map \(\wedge A^* : \wedge W^* \to \wedge V^*\), which can be regarded as a map \(\Pi V \to \Pi W\). Then, for any \(f \in C^\infty(\Pi W) = \wedge W^*\), we have
\[
\int_{\Pi V} \wedge A^* f = \det(A) \int_{\Pi W} f.
\]
Moreover, consider a linear isomorphism
\[
\varphi := D \otimes \wedge A^* : U \times \Pi V \to \tilde{U} \times \Pi W,
\]
corresponding to linear maps $D: U \rightarrow \tilde{U}$ and $A: V \rightarrow W$. Then
\[
\frac{\det(D)}{\det(A)} \int_{U \times IV} \phi^* f = \text{Ber} \begin{pmatrix} D & 0 \\ 0 & A \end{pmatrix} \int_{U \times IV} \phi^* f = \int_{\tilde{U} \times IV} f.
\]
The corresponding measure is given by
\[
\frac{\det(D)}{\det(A)} = dx^1 \cdots dx^n d\theta^1 \cdots d\theta^m,
\]
We can apply this construction also to Gaussian integrals and observe
\[
\int_C e^{\frac{1}{2} Mz} dz = \text{const.} \frac{\text{Ber}(M)}{\text{Ber}'}
\]
where $M$ is the matrix for some nondegenerate pairing. Using the diffeomorphism (13), we can obtain.
\[
\int_{U \times IV} \phi^* f \text{Ber}(\phi \leftarrow d) = \int_{\tilde{U} \times IV} f.
\]

4.12. Integration on supermanifolds. To perform integration on a manifold, we need the notion of a density, which is fairly standard for ordinary manifolds. A density for our purposes is a section of the Berezinian bundle tensor the orientation bundle of the underlying manifold $M$, which locally means that they are functions transforming like $\text{Ber}(\phi \leftarrow d)$. Everything else is constructed in the same way as for ordinary manifolds.

5. The BV formalism

The Batalin–Vilkovisky (BV) formalism is based on the idea of having an odd symplectic form. Let $M$ be a supermanifold with local coordinates $(q^i, p_i)$ for $1 \leq i \leq n$. Then we have a symplectic form $\omega = \sum_{1 \leq i \leq n} dq^i dp_i$, where the parity of the $p_i$ is the opposite of the parity of the $q^i$. Now we can define the BV Laplacian, which is given by
\[
\Delta = \sum_{1 \leq i \leq n} (-1)^{|q^i|} \frac{\partial^2}{\partial q^i \partial p_i}.
\]
One can then show that $\Delta f = -\frac{1}{2} \text{div} X_f$, where $\text{div} X := \sum_{1 \leq i \leq n} \pm \partial_i X^i$, denotes the divergence of the vector field $X$ with respect to the standard Berezinian associated to this choice of coordinates. We have the following properties:

- $\Delta^2 = 0$.
- $\Delta(fg) = \Delta fg + f\Delta g \pm (f, g)$, where $(, , )$ denotes an odd Poisson bracket coming from the symplectic form $\omega$.

Definition 5.0.1 (BV integration). Suppose $f$ is a function of the $p$ and $q$ variables, and consider an odd function $\Psi$ depending only on the $q$-variables. Then we can write $p_i := \frac{\partial \Psi}{\partial q^i}$. 

Let us choose a projectable\(^6\) Lagrangian submanifold \(\mathcal{L}_\psi\) of \(\Pi^*\mathbb{R}^n\). Then we can define the BV integration \(\int_{\mathcal{L}_\psi}\) as a map by

\[
\int_{\mathcal{L}_\psi} f := \int f \bigg|_{p_i = \frac{\partial}{\partial q_i}} d^n q.
\]

**Remark 5.0.1.** In the physics literature, the odd function \(\psi\) is called the gauge fixing fermion (see Remark 5.0.2).

The following theorem is one of the main results of Batalin and Vilkovisky, which gives a powerful tool to deal with supersymmetric gauge theories.

**Theorem 5.0.1** (Batalin–Vilkovisky). The following hold:

1. If \(f = \Delta g\), then \(\int_{\mathcal{L}_\psi} f = 0\), for every \(\psi\) such that the integral is defined.

2. If \(\Delta f = 0\), then \(\frac{d}{dt} \int_{\mathcal{L}_\psi} f = 0\), where \(\{\psi_t\}\) is a continuous family of gauge fixing fermions, such that the integral is defined for every \(t\).

**Proof.** We denote \(\partial_i := \frac{\partial}{\partial q_i}\) and \(\partial_i := \frac{\partial}{\partial p_i}\). For (1) compute

\[
\sum_{1 \leq i,j \leq n} (-1)^{|i|} \partial_i (\partial_j g) \bigg|_{p=d\psi} = \sum_{1 \leq i,j \leq n} (-1)^{|i|} \partial_i \partial_j g \bigg|_{p=d\psi} + \sum_{1 \leq i,j \leq n} (-1)^{|i|} \partial_i \partial_j \psi \partial_i \partial_j g \bigg|_{p=d\psi}.
\]

Hence

\[
\Delta g \bigg|_{p=d\psi} = \sum_{1 \leq i,j \leq n} (-1)^{|i|} \partial_i (\partial_j g) \bigg|_{p=d\psi}.
\]

Taking the integral, we get

\[
\int \Delta g \bigg|_{p=d\psi} = \sum_{1 \leq i,j \leq n} (-1)^{|i|} \int \partial_i (\partial_j g) \bigg|_{p=d\psi} d q^i = 0.
\]

For (2) compute

\[
\frac{d}{dt} \int_{\mathcal{L}_\psi} f = \int (\partial_i \psi_t \partial^i f) \bigg|_{p=d\psi} d q^1 \cdots d q^n = \int \pm \Delta (\psi_t f) \bigg|_{p=d\psi}.
\]

By the properties of the BV Laplacian together with the assumption we get \(\Delta f = 0\) and \(\Delta \psi_t = 0\), and thus by (1) we get

\[
\int \pm \Delta (\psi_t f) = 0.
\]

\(^6\)Geometrically we think of this assignment as the definition of a Lagrangian submanifold that is projectable onto the space of the \(q\)-variables.
Remark 5.0.2 (Gauge independence). Consider a continuous family $\{\Psi_t\}$ of gauge fixing fermions. Moreover, let $L_{\Psi_0} = L_0 = \mathbb{R}^{nm} \subset \pi T^* \mathbb{R}^{nm}$ and assume that $\int_{L_{\Psi_0}} f$ does not converge. Then if $\Delta f = 0$ and if $\int_{L_{\Psi_t}} f$ converges for all $t \neq 0$ in a neighborhood of 0, then we can define the integral as

$$\int_{L_{\Psi_0}} f := \int_{L_{\Psi_t}} f$$

for some $t$ in this pointed neighborhood (by Theorem 5.0.1 it does not matter which one).

Since the choice of a Lagrangian submanifold $L_{\Psi}$ is equivalent to choosing a gauge, the above statement tells us exactly that it is independent of gauge fixing.

In application to quantum field theory we are interested in the function $f = e^{\frac{i}{\hbar}S}$ for some even function $S$. Then we can observe

$$\Delta f = \frac{i}{\hbar} \Delta S e^{\frac{i}{\hbar}S} + \left(\frac{i}{\hbar}\right)^2 \frac{1}{2} (S_S) e^{\frac{i}{\hbar}S},$$

and thus $\Delta f = 0$ if and only if

$$\frac{1}{2} (S_S) - i\hbar S = 0.$$ 

Equation (29) is called the Quantum Master Equation (QME). The lowest order term of the QME in the expansion of $S_\hbar = S_0 + \hbar S_1 + \hbar^2 S_2 + \cdots$ is then given by $(S_0, S_0) = 0$, which is called the Classical Master Equation (CME). Moreover, we want that the lowest order term of the function $S_\hbar$ is given by the original function, i.e. $S_0 = S$.

Remark 5.0.3. Note that the CME makes sense also in the infinite dimensional setting of field theory, where $S$ is a local functional, which roughly means that we want to be able to express it as an integral of a differential form, and we understand $\omega$ as a local symplectic structure.

5.1. The BV pushforward. Consider a split of the coordinates as $(p, q) = (p', q', p'', q'')$ and the corresponding symplectic forms $\omega' = \sum dq' dp'$ and $\omega'' = \sum dq'' dp''$, and the Laplacian $\Delta = \Delta' + \Delta''$. Moreover, let $\Psi$ be a gauge fixing fermion as an odd function of the $q''$. Then, considering a Lagrangian submanifold $L_{\Psi}$ of the double prime factor, we get

$$\int_{L_{\Psi}} f := \left( \int_{f|_{p'' = g_{\Psi}/q''}} dq'' \right) (p', q').$$

Proposition 5.1.1. Assuming that the integrals are defined as in Theorem 5.0.1, the following hold:

1. $\Delta' \int_{L_{\Psi}} f = \int_{L_{\Psi}} \Delta f$
2. If $\Delta f = 0$, then $\frac{d}{dt} \int_{L_{\Psi_t}} f = \Delta'(\cdots)$, where $\{\Psi_t\}$ is a continuous family of gauge fixing fermions.
Remark 5.1.1. From Proposition 5.1.1 we can obtain that the $\Delta'$-cohomology of $\int_{\mathcal{L}} f$ is well-defined, i.e. for an $f$ with $\Delta f = 0$, we get
\[ \Delta' \int_{\mathcal{L}} f = 0. \]
In other words, the BV pushforward is a chain map.

5.2. Global version. We want to globalize the picture above on any odd symplectic manifold $M$. One can show that for any such $M$, there is a supermanifold $N$, such that $M \cong \Pi T^* N$. Then we get $C^\infty(M) \cong C^\infty(\Pi T^* N) = \Gamma(\wedge TN)$. The Berezinian bundle on $M$ is given by
\[ \text{Ber}(M) \cong \bigwedge^{\text{top}} T^* N \otimes \bigwedge^{\text{top}} T^* N = \left( \bigwedge^{\text{top}} T^* N \right)^{\otimes 2}. \]

We define the half-densities on $M$ to be given as
\[ \text{Dens}^{1/2}(M) := \Gamma(\text{Ber}(M)^{1/2}) \equiv \Gamma\left( \bigwedge^{\text{top}} T N \right) \otimes \Gamma\left( \bigwedge^{\text{top}} T N \right). \]

Moreover, one can show that there exists a canonical operator $\Delta^{1/2}_M$ on $\text{Dens}^{1/2}(M)$ such that $(\Delta^{1/2}_M)^2 = 0$. Indeed, if we consider the map
\[ \Phi: \Gamma\left( \bigwedge T N \right) \otimes C^\infty(N) \rightarrow \Omega(N) \]
\[ X \otimes v \mapsto \iota_X v, \]
we get such a Laplacian by setting $\Delta^{1/2}_M = \Phi^{-1} \circ d \circ \Phi$, where $d$ is the de Rahm differential on $\Omega(N)$. Moreover, consider a Lagrangian submanifold $\mathcal{L}$ of $M$ and a half-density $\rho \in \text{Dens}^{1/2}(\mathcal{L})$. Then $i^* \rho \in \text{Ber}(\mathcal{L})$, where $i$ is the inclusion $\mathcal{L} \hookrightarrow M$. Now we can see that the conditions $\int_{\mathcal{L}} \Delta^{1/2}_\mathcal{L} \rho = 0$ and $\Delta^{1/2}_\mathcal{L} \rho = 0$ imply $\frac{d}{dt} \int_{\mathcal{L}} \rho = 0$. Consider now a submanifold $\mathcal{C}$ of $N$. Then the odd conormal bundle (see Definition 3.4.4) of $\mathcal{C}$ as a submanifold $\Pi T^* \mathcal{C} \subset M$ is Lagrangian, and in particular we get
\[ \int_{\Pi T^* \mathcal{C}} \rho = \int_{\mathcal{C}} \Phi(\rho). \]

For $\mathcal{L}$ of this form, it follows from Stokes’ theorem. For $\mathcal{L}$ not of this form, one has to show that $\mathcal{L}$ may be reduced to one of this form by a Hamiltonian transformation and then apply the local computation.

Fix some nonvanishing half-density $\rho \in \text{Dens}^{1/2}(M)$ satisfying $\Delta^{1/2}_M \rho = 0$, and consider a function $f \in C^\infty(M)$. Then we can define a Laplacian $\Delta_\rho$ by $\Delta_\rho f := \frac{1}{\rho} \Delta^{1/2}_M(f \rho)$, and automatically we get $\Delta^2_\rho = 0$. For two functions $f, g \in C^\infty(M)$, we can easily observe the generalized Leibniz rule
\[ \Delta_\rho(f g) = \Delta_\rho f g \pm f \Delta_\rho g \pm (f, g). \]
5.3. Classical data. We can now define the mathematical data for the Batalin–Vilkovisky formalism in the classical setting.

Definition 5.3.1 (BV manifold). A BV manifold is a triple \((\mathcal{F}, \omega, S)\) where \(\mathcal{F}\) is a supermanifold, \(\omega\) an odd symplectic form and \(S\) an even function on \(\mathcal{F}\) satisfying the Classical Master Equation (CME)

\[
(S, S) = 0
\]

where \((\ , \ )\) denotes the odd Poisson bracket (a.k.a. Gerstenhaber bracket) associated to \(\omega\). Usually, \(S\) is called the BV action and \((\ , \ )\) is called the BV bracket.

Equivalently, we may introduce the Hamiltonian vector field \(Q\) of \(S\), defined by the equation

\[
\iota_Q \omega = -dS,
\]

which is odd, and require it to satisfy

\[
[Q, Q] = 0,
\]

where \([\ , \ ]\) denotes the Lie bracket of vector fields.\(^7\)\(^8\) We can then equivalently define a BV manifold to be a quadruple \((\mathcal{F}, \omega, S, Q)\) where \(\mathcal{F}\) is a supermanifold, \(\omega\) an odd symplectic form, \(S\) an even function and \(Q\) an odd vector field on \(\mathcal{F}\) satisfying the equations

\[
\iota_Q \omega = dS, \quad [Q, Q] = 0.
\]

Example 5.3.1 (BRST formalism). A typical situation (especially in field theory) is when one starts with a manifold \(F\) (the space of classical fields), a Lie algebra \(\mathfrak{g}\) acting on it (the symmetries) and a \(\mathfrak{g}\)-invariant function \(S\) (the classical action). Assume moreover that \(\mathfrak{g}\) has a nondegenerate invariant pairing. The Chevalley–Eilenberg differential for the \(\mathfrak{g}\)-module \(C^\infty(F)\) may then be reinterpreted as an odd vector field \(\delta\) (the BRST operator) on \(F_\mathfrak{g} := F \times \mathfrak{g}[1]\) which satisfies \([\delta, \delta] = 0\).\(^9\) The BV setting is then obtained by considering \(\mathcal{F} := T^*[1]F_\mathfrak{g}\) with its canonical symplectic structure.\(^10\) We denote by \(\hat{\delta}\) the fiber linear

\(^7\)The condition on \(Q\) may seem weaker at first sight as it seems just to induce that \((S, S)\) is a (locally) constant function. However, this constant must be odd, and the only odd constant is 0.

\(^8\)In applications to field theory the supermanifold \(\mathcal{F}\) is usually infinite-dimensional (typically modeled on a mapping space with Banach or Fréchet structure). The closed 2-form \(\omega\) is then often required to be nondegenerate just in the weak sense, i.e., it is assumed that the induced map from vector fields to 1-forms is injective. This ensures the uniqueness of Hamiltonian vector fields but not their existence. The condition above then says that \(S\) admits a Hamiltonian vector field.

\(^9\)The space of CE cochains \(\bigwedge \mathfrak{g} \rightarrow C^\infty(F)\) may be reinterpreted as the space of functions on \(F_\mathfrak{g}\). If \((\epsilon_i)\) is a basis for \(\mathfrak{g}\), \(f_{ij}^k\) the corresponding structure constants \([\epsilon_i, \epsilon_j] = \sum_k f_{ij}^k \epsilon_k\), and \(X_i\) the vector field on \(F\) corresponding to \(\epsilon_i\), then the vector field on \(F_\mathfrak{g}\) corresponding to the CE differential is

\[
\delta = \sum_{ijk} \frac{1}{2} \epsilon^i f_{ij}^k \frac{\partial}{\partial \epsilon^k} + \sum_i \epsilon^i X_i, \quad (\epsilon^i) = \text{basis of } \mathfrak{g}^*.
\]

where the \(\epsilon^i\)’s are the (odd) linear coordinates on \(\Pi \mathfrak{g}\) corresponding to the chosen basis.

\(^10\)If we introduce local coordinates \(x^a\) on \(F\) in addition to the coordinates \(c^i\) on \(\mathfrak{g}\) introduced in the previous footnote, then on \(\mathcal{F}\) we have local coordinates \((x^a, c^i, x^+_i, c^+_i)\), where \(c^+_i\) is the (even) momentum of \(c^i\) and \(x^+_i\) is the (odd) momentum of \(x^a\). Locally the canonical symplectic structure will read \(\omega = \sum_a dx^a \wedge dx^a + \sum_i dc^+_i \wedge dc^i\).
function\textsuperscript{11} on $\mathcal{M}$ canonically associated to $\delta$ and set $\hat{S} := p^* S + \hat{\delta}$, where $p$ is the composition of projections $\Pi T F \rightarrow F$ and $F \rightarrow F$. It then follows that $(\mathcal{F}, \omega, \hat{S})$, with $\omega$ the canonical symplectic form, is a BV manifold.

**Example 5.3.2** (Yang–Mills). Let $G$ be a finite-dimensional compact\textsuperscript{12} Lie group with Lie algebra $\mathfrak{g}$. The fields in the first order formulation of Yang–Mills theory are connections $A$ on a principal $G$-bundle $P$ over a $n$-manifold $N$, and $(n - 2)$-forms $B$ with coefficients in the associated adjoint bundle. For simplicity, we assume that the principal bundle is trivial and consider connections as $1$-forms with coefficients in $\mathfrak{g}$ and $B$ fields as $(n - 2)$-forms with coefficients in $\mathfrak{g}$. The ghost fields $c$ are $0$-forms with coefficients in $\mathfrak{g}$. The BV extension includes also the antifields $A^+, B^+$, and $c^+$. Note that for a field $\phi$ and its antifield $\phi^+$, we have the following relation of form degree and ghost number:

\begin{align*}
\deg(\phi^+) &= n - \deg(\phi), \\
gh(\phi^+) + gh(\phi) &= -1.
\end{align*}

The total space of BV extended Yang–Mills theory\textsuperscript{13} is

\begin{equation}
\mathcal{F}_N = \mathfrak{g} \otimes \Omega^1(N) \oplus \mathfrak{g} \otimes \Omega^{n-2}(N) \oplus \mathfrak{g} \otimes \Omega^0(N)[1] \oplus \mathfrak{g} \otimes \Omega^{n-1}(N)[-1] \oplus \mathfrak{g} \otimes \Omega^2(N)[1] \oplus \mathfrak{g} \otimes \Omega^n(N)[-2].
\end{equation}

The symplectic form on $\mathcal{F}_N$ is given by

\begin{equation}
\omega_N = \int_N \text{tr}(\delta A \delta A^+ + \delta B \delta B^+ + \delta c \delta c^+),
\end{equation}

and the BV action is

\begin{equation}
S_N(A, A^+, B, B^+, c, c^+) = \int_N \text{tr} \left( BF_A + \frac{1}{2} B \ast B + A^+ d_A c + B^+[B, c] + \frac{1}{2} c^+[c, c] \right),
\end{equation}

\textsuperscript{11}With the notations of the previous footnotes, we have

\[\hat{\delta} = \sum_{ijk} \frac{1}{2} c^i c^j \delta e_k + \sum_i \delta X_i^a x^+_a,\]

where we have written locally $X_i = \sum X^a_i \frac{\partial}{\partial x^a}$.

\textsuperscript{12}Compactness of $G$ is rather important in physics, which also yields the Killing form as an invariant nondegenerate bilinear form on $\mathfrak{g}$.

\textsuperscript{13}Here, as in the case of classical electrodynamics we only discuss the minimal BV extension. When $n = 4$, the BV extension of Yang–Mills theory can also be presented in a different way using the decomposition of 2-forms into self-dual and anti-self-dual parts.
where \( * \) denotes the Hodge star operator, and \( F_A = d_A + \frac{1}{2} [A, A] \) is the curvature of \( A \). The cohomological vector field is then

\[
Q_N = \int_N \text{tr} \left( d_A c \frac{\delta}{\delta A} + [B, c] \frac{\delta}{\delta B} + \frac{1}{2} [c, c] \frac{\delta}{\delta c} + (d_A B + [A^+, c]) \frac{\delta}{\delta A^+} + (F_A + * B + [B^+, c]) \frac{\delta}{\delta B^+} + (d_A A^+ + [B, B^+] + [c, c^+]) \frac{\delta}{\delta c^+} \right).
\]

One can then check that

\( (\mathcal{F}_N, \omega_N, S_N) \)

defines a BV manifold together with the cohomological vector field \( Q_N \) as the Hamiltonian vector field \( S_N \).

**Example 5.3.3 (Abelian Chern–Simons).** The classical abelian Chern–Simons theory (see [3, 4] for the abelian and non-abelian case) is given by the action functional

\[
S(A) = \frac{1}{2} \int_M A dA,
\]

where \( A \) is a connection on a trivial principal \( U(1) \)-bundle \( P \) seen as a 1-form, and \( M \) a 3-manifold. The superspace of fields on the 3-dimensional space-time manifold \( M \) is given by

\[
\mathcal{F}_M = \Omega(M)[1].
\]

The fields corresponding to forms of degree 0, 1, 2, 3 will be denoted by \( c, A, A^+, c^+ \) respectively. The ghost numbers are \( gh(c) = 1 \), \( gh(A) = 0 \), \( gh(A^+) = -1 \), and \( gh(c^+) = -2 \). We will write \( A = c + A + A^+ + c^+ \) for the BV superfield. The symplectic form on \( \mathcal{F}_M \) is then given by

\[
\omega_M = \frac{1}{2} \int_M \delta A \delta A = \int_M (\delta c \delta c^+ + \delta A \delta A^+).
\]

The BV action is given by

\[
S_M = \frac{1}{2} \int_M A dA = \frac{1}{2} \int_M (A dA + A^+ dc + cdA^+),
\]

and the corresponding cohomological vector field is given by

\[
Q_M = \int_M dA \frac{\delta}{\delta A} = \int_M \left( dc \frac{\delta}{\delta A} + dA \frac{\delta}{\delta A^+} + dA^+ \frac{\delta}{\delta c^+} \right).
\]

**Example 5.3.4 (Poisson Sigma Model).** The following Sigma Model plays an important role for deformation quantization as it was shown in [22]. One can show that Kontsevich’s star product (see [49]) can be written as the perturbative expansion of a path integral given in terms of the Poisson Sigma Model ([22]). The Poisson Sigma Model (PSM, [46, 57]) consists of the following data:
• A connected, compact, oriented 2-manifold $\Sigma$ (possibly with boundary),

• A finite-dimensional Poisson Manifold $(M, \pi)$, where $\pi$ denotes the Poisson bivector field,

• A space of fields, given as vector bundle maps $F_\Sigma = \text{Map}(T\Sigma, T^*M)$. The fields are then of the form $(X, \eta) \in F_\Sigma$, where $X : \Sigma \to M$ is a map, and $\eta \in \Gamma(\Sigma, T^\ast \Sigma \otimes X^\ast T^*M)$.

• An action functional

\[
S(X, \eta) = \int_\Sigma \left( \langle \eta, dX \rangle + \frac{1}{2} \langle \pi(X), \eta\eta \rangle \right),
\]

where $\langle , \rangle$ represents the pairing of the tangent- and cotangent space of $M$.

Let us now consider the setting with superfields. For this we let

\[
\mathcal{F}_\Sigma = \text{Map}(T[1]\Sigma, T^*[1]M),
\]

and thus consider the superfields $X : T[1]\Sigma \to M$ and $\eta \in \Gamma(X^*T^*[1]M)$. We can write the superfields in terms of fields and antifields by $X = X + \beta^i + \eta^i$, and $\eta = \beta + \eta + X^i$. In particular, we can decompose each coordinate of the superfields into

\[
X^i = X^i + \theta^i \eta^{i\mu} - \frac{1}{2} \theta^i \theta^j \beta_{\mu\nu}^j, \tag{41}
\]

\[
\eta_i = \beta_i + \theta^i \eta_{i\mu} + \frac{1}{2} \theta^i \theta^j X_{i\mu\nu}^j, \tag{42}
\]

where $\beta$ denotes the ghost field, and again $\phi^+$ denotes the antifield of a field $\phi$. Note that $X^i, \beta_i \in \Omega^0(\Sigma), \eta^{i\mu}, \eta_{i\mu} \in \Omega^1(\Sigma)$, and $\beta_{\mu\nu}^i, X_{i\mu\nu}^j \in \Omega^2(\Sigma)$. Moreover, we have $\text{gh}(\beta) = 1, \text{gh}(\beta^+) = -2, \text{gh}(X) = 0, \text{gh}(X^+) = -1, \text{gh}(\eta) = 0$, and $\text{gh}(\eta^+) = -1$ (again, one can compute this by using (31), note also that here $d = 2$). One can check that the BV action is of the same form as (40), i.e. we have

\[
S_\Sigma(X, \eta) = \int_\Sigma \left( \langle \eta, DX \rangle + \frac{1}{2} \langle \pi(X), \eta\eta \rangle \right),
\]

where $D = \theta^i \frac{\partial}{\partial \theta^i}$ is the differential on $T[1]\Sigma$. The symplectic form is given by

\[
\omega_\Sigma = \int_\Sigma \delta X \delta \eta
\]

where $\delta$ is the de Rham differential on the space of fields $\mathcal{F}_\Sigma$. One can check that the cohomological vector field $Q_\Sigma$ is then given by

\[
Q_\Sigma = \int_\Sigma \left( \delta X^i + \frac{\delta}{\delta X^i} \delta \eta_i \delta \eta^i \right) \left( dX^i + \pi^{ij}(X) \eta_j + \frac{1}{2} \partial_j \pi^{jk}(X) \eta_j \eta_k \right)
\]

where we use the Einstein summation convention. One can then check that

\[
(\mathcal{F}_\Sigma, \omega_\Sigma, S_\Sigma)
\]

is a BV manifold together with the Hamiltonian vector field $Q_\Sigma$ of $S_\Sigma$. 

5.4. **Relaxed BV manifolds.** In applications (e.g., to field theories on manifolds with boundary) it is too much to require $\iota_Q \omega = dS$ as often $S$ does not even possess a Hamiltonian vector field. At this level we can even drop the condition that $\omega$ is nondegenerate (which is also useful for applications to discretized field theories with boundary). We then come to the following relaxed definition.

**Definition 5.4.1** (Relaxed BV manifold). A *relaxed BV manifold* is a quadruple $(\mathcal{F}, \omega, S, Q)$ where $\mathcal{F}$ is a supermanifold, $\omega$ a closed odd 2-form of degree $-1$, $S$ an even function of degree 0 and $Q$ an odd vector field on $\mathcal{F}$ of degree 1 satisfying the equation

$$[Q, Q] = 0.$$  

It may seem that we have dropped to much, but the theory is still quite interesting. First, we introduce the “check” even 1-form

$$\check{\alpha} := \iota_Q \omega - dS,$$

which checks the failure of the first equation for a BV manifold. Then we denote by $\check{\omega}$ its differential,

$$\check{\omega} := d\check{\alpha} = -L_Q \omega.$$

Here $L_Q$ denotes the Lie derivative w.r.t. $Q$. Note that, since $Q$ is odd, Cartan’s formula reads

$$L_Q = \iota_Q d - d \iota_Q.$$

The equation $[Q, Q] = 0$ then immediately implies

$$L_Q \check{\omega} = 0.$$

For the following it is also useful to remark the identities

$$L_Q d = -d L_Q, \quad L_Q \iota_Q = \iota_Q L_Q.$$

### 6. The BFV construction and symplectic reduction

Next we want to develop this formalism for gauge fixing for the case of manifolds with boundary. This construction, called the *BV-BFV formalism*, was introduced in [28] in the classical setting and in [29] in the quantum setting.

6.1. **Induced BFV manifolds.** For applications it is now useful to move to the reduction of $(\mathcal{F}, \check{\omega})$. Notice that $\check{\omega}$ is closed. As a consequence its kernel, i.e., the vector fields $X$ such that $\iota_X \check{\omega} = 0$, form a Lie algebra. Moreover, $[Q, X]$ is in the kernel for every $X$ in the kernel. We leave these two statements as a simple exercise in Cartan calculus. If the span of the vector fields in the kernel has (locally) constant dimension, we then have an involutive distribution,\(^{14}\) which by Frobenius theorem is then integrable.\(^{15}\) If the leaf space, which

\(^{14}\)Recall that a regular distribution on a manifold $M$ is a subbundle $D$ of its vector bundle $TM$. A section of the distribution $D$ is then a vector field $X$ on $M$ such that $X(x) \in D_x$ for all $x \in M$. A regular distribution $D$ is called involutive if for every two sections $X$ and $Y$ of $D$ their Lie bracket $[X, Y]$ is also a section of $D$. A regular distribution is called integrable if there is a chart around each point in which it is given as the span of the first coordinate vectors.

\(^{15}\)In the infinite-dimensional case we have to be more careful. The correct condition is that the span of the vector fields in the kernel defines a subbundle of the tangent bundle. Moreover, Frobenius theorem holds in the Banach case, but not necessarily in the Fréchet case.
we denote by $\mathcal{F}^\partial$, is smooth then we have a uniquely defined even 2-form $\omega^\partial$ and a uniquely defined odd vector field $Q^\partial$ such that

$$\tilde{\omega} = \pi^* \omega^\partial \quad \text{and} \quad d\pi Q = Q^\partial,$$

where $\pi$ is the natural projection $\mathcal{F} \to \mathcal{F}^\partial$. Moreover, $Q^\partial$ automatically satisfies $[Q^\partial, Q^\partial] = 0$ and $L_{Q^\partial} \omega^\partial = 0$. In particular, $\omega^\partial$ is symplectic and $Q^\partial$ is a symplectic vector field.

If we make the assumption that $Q$ is not only symplectic but also Hamiltonian, i.e., that there is an odd function $S^\partial$ such that

$$\iota_{Q^\partial} \omega^\partial = dS^\partial,$$

then the triple $(\mathcal{F}^\partial, \omega^\partial, S^\partial)$ is an example of a BFV manifold as in the following definition:

**Definition 6.1.1 (BFV manifold).** A BFV manifold is the same as a BV manifold (definition 5.3.1) with shifted parities on the symplectic form and the function.

Notice that in principle $S^\partial$ is defined up to a constant; however, since the only odd constant is zero, $S^\partial$ is uniquely defined (if it exists). Also notice that, defining

$$\tilde{S} := \pi^* S^\partial$$

yields

$$\iota_{\tilde{Q}} \tilde{\omega} = \tilde{S}.$$  

Vice versa, if we assume the last equation, then we see that $X(\tilde{S}) = 0$ for every vector field $X$ in the kernel of $\tilde{\omega}$. Hence, $\tilde{S}$ is basic and there is a uniquely defined function $S^\partial$, which is the Hamiltonian for $Q^\partial$.

Finally, note that in the case when $\iota_{Q^\partial} \omega = dS$, we have that $\tilde{\omega} = 0$, so $\mathcal{F}^\partial$ is a point (or a collection of points if $\mathcal{F}$ is not connected).

### 6.2. Ghost number.

As already mentioned, in some applications to field theories one has an additional $\mathbb{Z}$-grading that helps bookkeeping. It is called ghost number, with the idea that physical fields have ghost number zero. We make a short digression on it (even though it is not needed for the following and is not always available in field theory).

The function $S$ is assigned ghost number zero (with the idea that it is a physical function). The vector field $Q$ is assigned ghost number $+1$. This has the consequence that $Q$ defines a differential on the algebra of functions (and for this reason it is usually called a cohomological vector field). As a consequence $\omega$ must be assigned ghost number $-1$. If a BV manifold is defined in the presence of a $\mathbb{Z}$-grading, these assignments are always understood.\(^1\)

\(^1\)An example of this setting is the BRST formalism. In this case one assigns ghost number zero to the functions on $F$ and ghost number $+1$ to the linear coordinates on $\Pi_0$, so that the BRST operator $\delta$ acquires ghost number $+1$. The odd cotangent bundle is then shifted by $-1$, meaning that the momenta corresponding to coordinates on $F$ receive ghost number $-1$, whereas the momenta corresponding to the coordinates on $\mathfrak{g}$ receive ghost number $-2$ ($= -1 - 1$), so that the symplectic form acquires ghost number $-1$. Observe that $S$ then automatically has ghost number 0.
It follows that $\tilde{\alpha}, \tilde{\omega}$ and $\omega^\partial$ have ghost number zero (so $\omega^\partial$ may be interpreted as a physical symplectic form); $Q^\partial$ has ghost number +1 (so it is still cohomological). Finally, the function $\tilde{S}^\partial$ has ghost number +1. Note that, if a BFV manifold is defined in the presence of a $\mathbb{Z}$-grading, these assignments are always understood.

Typically the ghost number is a local notion. This means that there is an even vector field $E$ of ghost number zero, called the Euler vector field, such that, on homogenous differential forms or vector fields, we have

$$\mathcal{L}_E \xi = x \xi,$$

where $x$ is the ghost number of $\xi$. A consequence is that $Q$ is always $\tilde{\omega}$-Hamiltonian (even if $\tilde{\omega}$ is degenerate), with Hamiltonian function

$$\tilde{S} = t_E \iota_Q \tilde{\omega},$$

as a simple application of Cartan’s calculus shows.

As we have already remarked this implies that, if reduction is possible, also $Q^\partial$ is Hamiltonian. All this is actually compatible with the $\mathbb{Z}$-grading. In fact, one can immediately see that $[E, X]$ is in the kernel of $\tilde{\omega}$ for every $X$ in the kernel; hence, $E$ is projectable. One also easily realizes that its projection is the Euler vector field on $\mathcal{F}^\partial$, which we will denote by $E^\partial$ to avoid confusion. Finally, we have that the Hamiltonian for $Q^\partial$ is

$$S^\partial = t_{E^\partial} \iota_{Q^\partial} \omega^\partial.$$

**Example 6.2.1.** Let $(M, \omega)$ be a symplectic manifold. Consider a map $\phi \in C^\infty(M)$, and the submanifold $C \subset M$ given by $C := \phi^{-1}(0)$. In particular, the submanifold $C$ is coisotropic (see Remark 3.4.1). Here $\phi$ is actually a moment map as in Definition 3. Denote by $X_\phi$ the Hamiltonian vector field of $\phi$, and observe that

$$t_{X_\phi} \omega \big|_C = d\phi \big|_C = 0.$$

Moreover, the kernel of $\omega$ is generated (as a $C^\infty(M)$-module) by the vector field $X_\phi$. Thus we can define the reduction $\mathcal{C} := C/(X_\phi) = C/\ker \omega$ and hence

$$C^\infty(\mathcal{C}) = C^\infty(M)/\langle \phi \rangle.$$

Then we get $C^\infty(\mathcal{C}) = (C^\infty(M))^X$. If we denote $I := \langle \phi \rangle \subset C^\infty(M)$, we can define

$$N(I) := \{ f \in C^\infty(M) \mid \{ f, I \} \subset I \} \subset C^\infty(M),$$

where $\{ , \} \subset C^\infty(M)$, which gives us then

$$C^\infty(\mathcal{C}) = N(I)/I.$$

**Remark 6.2.1.** Above we defined this algebra as first quotienting by the ideal and then taking the invariant part, now we take, equivalently, functions that are invariant modulo the ideal and then quotient by the ideal.
To describe this in the BFV formalism, we add new variables \( c \) and \( b \) with \( \text{gh}(c) = 1 \) and \( \text{gh}(b) = -1 \) respectively, and consider the supermanifold \( \mathcal{M} = M \times T^*[1] \mathbb{R} \) endowed with the symplectic form \( \tilde{\omega} = \omega + dbdc \) together with the action

\[
S = c\phi,
\]

which clearly satisfies \( \{ S, S \} = 0 \).

Moreover, we consider the Hamiltonian vector field \( Q \) of \( S \) given by \( Q = \{ b, \phi \} = \phi \) and \( Q(f) = c\{ f, \phi \} \) for \( f \in \mathcal{C}^\infty(M) \). This shows that the \( Q \)-cohomology in degree zero is given by the quotient \( N(I)/I \), i.e

\[
H^0_Q(M) = N(I)/I.
\]

In fact, consider a function \( F = f + bcg \) of ghost number zero, where \( f, g \in \mathcal{C}^\infty(M) \). Then

\[
Q(F) = c\{ f, \phi \} + \phi cg,
\]

and if \( Q(F) = 0 \), we get \( \{ f, \phi \} = -\phi g \) and thus \( f \in N(I) \). Consider now a function \( \Psi := bh \) of ghost number minus one, for some \( h \in \mathcal{C}^\infty(M) \). Then

\[
Q(\Psi) = \phi h - bc[h, \phi].
\]

One can generalize this situation by considering \( \phi \) to be given as several maps \( \phi_1, ..., \phi_n \in \mathcal{C}^\infty(M) \), such that \( \phi = (\phi_1, ..., \phi_n) : M \to \mathbb{R}^n \). Assume that the zero in \( \mathbb{R}^n \) is a regular value. Then we get \( \{ \phi_i, \phi_j \} \big|_C = 0 \), which is the coisotropic condition of \( C \). Note that now we have

\[
\ker \omega \big|_C = \langle X_1, ..., X_n \rangle,
\]

where \( X_j \) denotes the Hamiltonian vector field of \( \phi_j \) as before, and

\[
\mathcal{C} := C/\langle X_1, ..., X_n \rangle.
\]

We can observe that \( \mathcal{C} \) is now symplectic and moreover \( \mathcal{C}^\infty(\mathcal{C}) = N(I)/I \). We can add again extra variables \( c^i \) and \( b_j \) with ghost numbers as before and consider the supermanifold \( \mathcal{M} = M \times T^*[1] \mathbb{R}^n \) endowed with the symplectic form

\[
\tilde{\omega} = \omega + \sum_i db_je^i.
\]

For the next step one has to be careful, since \( S = \sum_i c_i\phi^i \) in general will not satisfy \( \{ S, S \} = 0 \). However, there is a lemma, which tells us that there is always a correction term \( O(b) \) such that

\[
\{ S + O(b), S + O(b) \} = 0.
\]
This shows the generalized version of (46). Moreover, there are functions \( f_{ij}^k \in C^\infty(M) \), such that

\[
\{ \phi_i, \phi_j \} = \sum_k f_{ij}^k \phi_k.
\]

For the special case where the \( f_{ij}^k \) are constant, we have

\[
S = \sum_i c_i \phi^i + \frac{1}{2} \sum_{ijk} f_{ij}^k b_k c^j c^l.
\]

In this case, the \( f_{ij}^k \) are the structure constants of some Lie algebra \( \mathfrak{g} \), which is the setting of BRST.

6.3. The relaxed master equation. If \( Q \) is Hamiltonian, w.r.t. \( \tilde{\omega} \) (which happens, e.g., in the \( \mathbb{Z} \)-graded case), i.e., if

\[
\iota_Q \tilde{\omega} = d\tilde{S},
\]

we can express the failure of the CME in terms of the uniquely defined odd function \( \tilde{S} \).

The derivation is quite simple. If we apply \( L_Q \) to the equation defining \( \tilde{\alpha} \) and use the rules mentioned at the end of Section 5.4, we get

\[
L_Q \tilde{\alpha} = \iota_Q L_Q \omega + dL_Q \tilde{S}.
\]

We have already seen that \( L_Q \omega = -d\tilde{\alpha} \). Using the Cartan formula \( L_Q \tilde{\alpha} = \iota_Q d\tilde{\alpha} - d \iota_Q \tilde{\alpha} \), we get

\[
dL_Q \tilde{S} = 2 \iota_Q d\tilde{\alpha} - d \iota_Q \tilde{\alpha}.
\]

However, from \( \iota_Q d\tilde{\alpha} = d\tilde{S} \) we obtain

\[
dL_Q \tilde{S} = 2d\tilde{S} - d \iota_Q \tilde{\alpha}.
\]

Again, using the fact that the only odd constant function is zero, we finally get

\[
L_Q \tilde{S} = 2\tilde{S} - \iota_Q \tilde{\alpha}.
\]

Notice that when \( Q \) is the Hamiltonian vector field of \( \tilde{S} \), we have \( (\tilde{S}, \tilde{S}) = L_Q \tilde{S} \), so the right hand side of this equation may be seen as the error in the CME.

However, there is another way of expressing the CME. Namely, we also have \( (\tilde{S}, \tilde{S}) = \iota_Q t_Q \omega \) if \( Q \) is the Hamiltonian vector field of \( \tilde{S} \). Otherwise we can compute this by applying \( \iota_Q \) to the definition of \( \tilde{\alpha} \); namely,

\[
\iota_Q \tilde{\alpha} = \iota_Q t_Q \omega - L_Q \tilde{S}.
\]

Inserting the previous expression for \( L_Q \tilde{S} \), we finally get

\[
\iota_Q t_Q \omega = 2\tilde{S}.
\]

Notice that in this equation the 1-form \( \tilde{\alpha} \) no longer appears. If the reduction \( F^0 \) is smooth, then we can rewrite this equation as

\[
(48) \quad \iota_Q t_Q \omega = 2\pi^* \tilde{S}^0.
\]

Remark 6.3.1. Equation (48) is called the modified CME (mCME).
We get an improvement of the picture above if we in addition require $\check{\alpha}$ to descend to the leaf space $F^\partial$. In this case there is a unique even 1-form $\check{\alpha}^\partial$ on $F^\partial$ such that $\check{\alpha} = \pi^*\alpha^\partial$. We also have $\omega^\partial = d\check{\alpha}^\partial$ and $\pi^*\alpha^\partial = \iota_Q\omega - dS$. We can summarize this with the notion of an exact BV-BFV pair:

**Definition 7.0.1** (Exact BV-BFV pair). An exact BV-BFV pair consists of a nonuple $$(F^\partial, \omega, Q, S, F, \alpha^\partial, Q^\partial, S^\partial, \pi)$$ where $F$ and $F^\partial$ are supermanifolds, $\pi: F \to F^\partial$ is a surjective submersion, $Q$ and $Q^\partial$ are $\pi$-related odd vector fields (on $F$ and on $F^\partial$, respectively) of degree 1, $\omega$ is an odd symplectic form on $F$ of degree $−1$, $\alpha^\partial := d\check{\alpha}^\partial$ is an even symplectic form on $F^\partial$ of degree 0, $S^\partial$ is an even function on $F$ of degree 0, $S^\partial$ is the Hamiltonian function for $Q^\partial$ of degree 1, and we have $[Q, Q] = 0$ and

$$\iota_Q\omega = dS + \pi^*\alpha^\partial.$$  \hfill (49)

**Remark 7.0.1.** Notice that in particular $(F^\partial, \omega^\partial, Q^\partial, S^\partial)$ is a BFV manifold.

For applications one can actually drop the condition that $\omega$ is nondegenerate. What is really needed in the quantum version is the existence of an integrable distribution $\mathcal{P}$ on $F^\partial$ with smooth leaf space $\mathcal{B}$ such that the restriction of $\alpha^\partial$ to each leaf vanishes and such that the restriction of $\omega$ to each fiber of $F \to \mathcal{B}$, is nondegenerate. Note that in particular the leaves of $\mathcal{P}$ are $\omega$-isotropic. For the purposes of quantization one requires them to be actually Lagrangian.

**Example 7.0.1** (Yang–Mills). We describe the BFV structure of Example 5.3.2. Let us denote the pullback to the boundary of forms $A, B, A^+, c$ by the same letters. The space of boundary fields is the quotient space of the pullback of $F_N$ to the boundary over the kernel of the form $d\check{\alpha}_{\partial N}$

$$\mathcal{F}^\partial_{\partial N} = g \times \Omega^1(\partial N)[1] \oplus g \times \Omega^{n−2}(\partial N)[n−2] \oplus g \times \Omega^0(\partial N)[1] \oplus g \times \Omega^{n−2}(N)[n−2],$$

where $gh(A) = 0$, $gh(B) = 0$, $gh(c) = 1$, and $gh(A^+) = −1$. The structure of an exact symplectic manifold on $\mathcal{F}^\partial_{\partial N}$ is given by

$$\alpha^\partial_{\partial N} = \int_{\partial N} \text{tr}(B\delta A + A^+\delta c),$$

$$\omega^\partial_{\partial N} = \int_{\partial N} \text{tr}(\delta B\delta A + \delta A^+\delta c).$$

The boundary action and its corresponding Hamiltonian vector field with respect to $\omega^\partial_{\partial N}$ are given by

$$S^\partial_{\partial N} = \int_{\partial N} \text{tr} \left( Bd_Ac + \frac{1}{2} A^+[c, c] \right)$$

$$Q^\partial_{\partial N} = \int_{\partial N} \text{tr} \left( d_Ac \frac{\delta}{\delta A} + [B, c] \frac{\delta}{\delta B} + (d_AB + [A^+, c]) \frac{\delta}{\delta A^+} + \frac{1}{2} [c, c] \frac{\delta}{\delta c} \right)$$
One can then check that
\[(F_N, \omega_N, Q_N, S_N, F_{\partial N}, \alpha_{\partial N}, Q_{\partial N}, S_{\partial N}, \pi)\]
is an exact BV-BFV pair, and \((F_{\partial N}, \omega_{\partial N}, Q_{\partial N}, S_{\partial N})\) is a BFV manifold.

Example 7.0.2 (Abelian Chern–Simons). We describe the BFV structure of Example 5.3.3. Note that the boundary fields are pullbacks of the bulk fields to the boundary and thus the space of boundary fields is given by
\[(51)\]
\[\mathcal{F}_{\partial M} = \Omega(\partial M)[1].\]

Let us denote the pullback to the boundary of the 0, 1, 2 forms \(c, A, A^+\) respectively by the same letters, and assign \(gh(c) = 1, gh(A) = 0, \) and \(gh(A^+) = -1.\) Moreover, we denote the superfield \(A = c + + A + A^+ + c^+\) on the boundary by \(\mathcal{A}.\) The 1-form \(\alpha_{\partial M},\) the symplectic structure, the cohomological vector field and the boundary action are then given by
\[(52)\]
\[\alpha^\partial_{\partial M} = \frac{1}{2} \int_{\partial M} A \delta A = \frac{1}{2} \int_{\partial M} (A \delta A + c \delta A^+ + A^+ \delta c)\]
\[(53)\]
\[\omega^\partial_{\partial M} = \frac{1}{2} \int_{\partial M} \delta A \delta A = \int_{\partial M} \left( \frac{1}{2} \delta A \delta A + \delta c \delta A^+ \right)\]
\[(54)\]
\[Q^\partial_{\partial M} = \int_{\partial M} dA \frac{\delta}{\delta A} = \int_{\partial M} \left( d \right.\]
\[(55)\]
\[S^\partial_{\partial M} = \frac{1}{2} \int_{\partial M} A \delta A = \int_{\partial M} c dA.\]

One can then check that
\[(56)\]
\[(F_M, \omega_M, Q_M, S_M, F^\partial_{\partial M}, \alpha^\partial_{\partial M}, Q^\partial_{\partial M}, S^\partial_{\partial M}, \pi)\]
is an exact BV-BFV pair, and \((F^\partial_{\partial M'}, \omega^\partial_{\partial M'}, Q^\partial_{\partial M'}, S^\partial_{\partial M'})\) is a BFV manifold.

Example 7.0.3 (Poisson Sigma Model). We describe the BFV structure of Example 5.3.4. The space of boundary superfields is given by
\[(57)\]
\[\mathcal{F}^\partial_{\partial \Sigma} = \text{Map}(T[1]\partial \Sigma, T[1]'M).\]

We denote the boundary fields by \(X\) and \(E.\) Then the BFV structure for the Poisson Sigma Model is given by
\[(58)\]
\[\alpha^\partial_{\partial \Sigma} = \int_{\partial \Sigma} E_i \delta X^i,\]
\[(59)\]
\[\omega^\partial_{\partial \Sigma} = \int_{\partial \Sigma} \delta E_i \delta X^i,\]
\[(60)\]
\[Q^\partial_{\partial \Sigma} = \int_{\partial \Sigma} \left( dX^i + \pi^{ij}(X)E_jE_i \right) \frac{\delta}{\delta X^i} + \left( dE_i + \frac{1}{2} \partial_i \pi^k(X)E_jE_k \right) \frac{\delta}{\delta E_i},\]
\[(61)\]
\[S^\partial_{\partial \Sigma} = \int_{\partial \Sigma} \left( E_i dX^i + \frac{1}{2} \pi^{ij}(X)E_jE_i \right).\]
Then one can check that

\[(\mathcal{F}_\Sigma, \omega_\Sigma, Q_\Sigma, \sigma_\Sigma, Q^\partial_\Sigma, S^\partial_\Sigma, \pi)\]

is an exact BV-BFV pair and \((\mathcal{F}^\partial_\Sigma, \alpha^\partial_\Sigma, Q^\partial_\Sigma, S^\partial_\Sigma)\) is a BFV manifold.

7.1. **Gauge transformations.** Suppose we have an exact BV-BFV pair as in Definition 7.0.1. If \(f\) is an even function on \(\mathcal{F}^\partial\), we may change \(\alpha^\partial\) to

\[(\alpha^\partial)^f = \alpha^\partial + df\]

without changing the symplectic form \(\omega^\partial\). The last equation defining the BV-BFV structure is preserved if we change \(S\) to

\[S^f = S - \pi^* f.\]

We then get another exact BV-BFV pair by replacing \(\alpha^\partial\) and \(S\) with \((\alpha^\partial)^f\) and \(S^f\). It makes sense to consider the two BV-BFV pairs as equivalent. We then regard this as a gauge transformation. In applications to field theory, this corresponds to changing the action by a boundary term. In the quantum version, it will correspond to changing the wave function by a phase.

**Remark 7.1.1.** A first consequence of this is that in the quantum version mentioned before, we should just require that we have one representative of \(\alpha^\partial\) in the gauge class that vanishes on the leaves of the foliation.

A second consequence is that we have a natural generalization to more general (i.e., non-exact) BV-BFV pairs where we require \(\omega^\partial\) to be \(d\alpha^\partial\) only locally.

**Definition 7.1.1 (BV-BFV \(\hbar\) pair).** For a fixed \(\hbar \neq 0\), we define a BV-BFV \(\hbar\) pair as a hende-cuple \((\mathcal{F}, \mathcal{E}, \omega, Q, \sigma, \mathcal{F}^\partial, \mathcal{E}^\partial, \theta^\partial, Q^\partial, S^\partial, \pi)\) where \(\mathcal{F}\) and \(\mathcal{F}^\partial\) are supermanifolds, \(\pi : \mathcal{F} \to \mathcal{F}^\partial\) is a surjective submersion, \(Q\) and \(Q^\partial\) are \(\pi\)-related odd vector fields (on \(\mathcal{F}\) and on \(\mathcal{F}^\partial\), respectively), \(\omega\) is an odd symplectic form on \(\mathcal{F}\), \(S^\partial\) is the Hamiltonian function for \(Q^\partial\), \(\mathcal{E}\) is a \(U(1)\)-bundle over \(\mathcal{F}^\partial\), \(\mathcal{E}^\partial\) is the pullback of \(\mathcal{E}\) by \(\pi\), \(\sigma\) is an even section of \(\mathcal{E}\), \(\theta^\partial\) is a connection on \(\mathcal{E}^\partial\) such that its curvature \(R^\partial\) is a symplectic form, and we have

\[[Q, Q] = 0 \quad \text{and} \quad \frac{i}{\hbar} Q \omega \sigma = D \sigma,\]

where \(D\) is the covariant derivative with respect to the pullback connection \(\pi^* \theta^\partial\).

An exact BV-BFV pair is also a BV-BFV \(\hbar\) pair, for all \(\hbar \neq 0\), by choosing \(\mathcal{E}^\partial\) to be the trivial \(U(1)\)-bundle and setting \(\sigma = e^{i{\hbar} s}\) and \(\theta^\partial = \frac{i}{\hbar} \alpha^\partial + du\), with \(u\) the coordinate on \(U(1)\). We then get \(R^\partial = \frac{i}{\hbar} \omega^\partial\).

Notice that again we may allow some degeneracy for \(\omega\). Namely, we assume that we have an \(\omega\)-Lagrangian integrable distribution \(\mathcal{P}\) on \(\mathcal{F}^\partial\), such that the restriction of \(\theta^\partial\) to each leaf is trivial, and require that the restriction of \(\omega\) to each fiber of \(\mathcal{F} \to \mathcal{B}\), where \(\mathcal{B}\) is the leaf space, be nondegenerate.

---

\(^{17}\)So we could have avoided putting \(\mathcal{E}\) in the list of data but we could not resist using the word hendecuple.
Why did we make this digression? The point is that this may be needed. Recall that we started with a relaxed BV manifold \((\mathcal{F}, \omega, S, Q)\) and assumed that the leaf space \(\mathcal{F}^\partial\) of the distribution given by the kernel of \(\dot{\omega}\) was smooth. To get an exact BV-BFV pair we also had to assume that \(\dot{\alpha}\) descended to a 1-form \(\alpha^\partial\) on the leaf space. This last assumption is a bit strong. A weaker version is the following. We take the trivial \(U(1)\)-bundle \(E\) over \(\mathcal{F}\) and regard \(\dot{\theta} := \frac{i}{\hbar} \dot{\alpha} + du\) as a connection. The weaker condition now is that \(E\) reduces to a smooth \(U(1)\)-bundle \(\dot{E}^\partial\) over \(\mathcal{F}^\partial\) and that \(\dot{\theta}^\partial\) descends to a connection \(\theta^\partial\). This produces a BV-BFV\(_h\) pair.

Note that there is an even further generalization as we may start with relaxed BV\(_h\) data, namely a sextuple \((\mathcal{F}, E, \omega, \sigma, Q, \dot{\theta})\) where \(E\) is a \(U(1)\)-bundle over \(\mathcal{F}\), \(\dot{\theta}\) a connection 1-form and the relaxed BV equation is replaced by \(tQ(\sigma) = \tilde{D}\sigma\) where \(\tilde{D}\) is the covariant derivative with respect to \(\dot{\theta}\).\(^{18}\)

### 7.2. Parametrizations

It is often the case that the BV action depends on parameters but in a BV irrelevant way (this is, e.g., the case in field theory when one expands around background fields). More precisely, we assume that we have a BV manifold \((\mathcal{F}, \omega, S_0)\) with \(S_0\) depending on some parameter in a parameter space \(P\) (i.e., \(S_0\) is a function on \(\mathcal{F} \times P\)). We also assume that the variations of \(S_0\) on \(P\) are trivial in the \((S_0, \cdot\cdot\cdot)\)-cohomology. More precisely, we assume

\[
DS_0 + (S_0, S_1) = 0,
\]

where \(D\) denotes the de Rham differential on \(P\) and \(S_1\) is an odd function on \(\mathcal{F}\) which is also a 1-form on \(P\). By setting \(S = S_0 + S_1\), we can summarize the above equation and the CME in the single equation

\[
(61) \quad DS + \frac{1}{2}(S, S) = 0
\]

which we call the differential Classical Master Equation (dCME).

**Remark 7.2.1.** Equation (61) also contains the “integrability condition” \(DS_0 + \frac{1}{2}(S_1, S_1) = 0\).

The above setting may be generalized in two ways. The first is by replacing the de Rham complex \((\Omega(P), D)\) by a differential graded commutative algebra \((\mathcal{A}, D)\). The second is by allowing \(S\) to be a sum \(\sum_{i=0}^{\infty} S_i\), where \(S_i\) is a function of the same parity as \(i\) on \(\mathcal{F}\) and of degree \(i\) in \(\mathcal{A}\).

For notational simplicity it is useful to think of \(D\) as a vector field, so we assume \(\mathcal{A}\) to be the algebra of function on a graded manifold \(\mathcal{P}\) (e.g., \(T^*[1]P\) in the starting case). In other words, we now work on \(\mathcal{F}_P = \mathcal{F} \times \mathcal{P}\). The BV form \(\omega\) is now pulled back to \(\mathcal{F}_P\) and the vector field \(D\) is extended to it: note that \(tD\omega = 0\). The BV action \(S\) is an even function on \(\mathcal{F}_P\). If we have a compatible \(\mathbb{Z}\)-grading on \(\mathcal{F}\), then \(S\) has total degree zero (i.e., \(S_i\) has degree \(i\) on \(\mathcal{P}\) and \(-i\) on \(\mathcal{F}\)).

**Definition 7.2.1** (Differential BV manifold). The quadruple \((\mathcal{F}, \omega, \mathcal{P}, D, S)\) is called a differential BV manifold.

\(^{18}\)This setting actually occurs in field theory, e.g., in the case of a charged particle in an external electromagnetic field or in the WZWN model.
We then introduce the Hamiltonian vector field $Q$ of $S$

$$\iota_Q\omega = d_\mathcal{F}S,$$

where $d_\mathcal{F}$ denotes the de Rham differential on $\mathcal{F}$. Note that $Q$ is a vector field on $\mathcal{F}$ parametrized by $\mathcal{P}$. As usual it follows that $[Q, Q]$ is the Hamiltonian vector field of $(S, S)$:

$$\iota_{[Q,Q]}\omega = d_{\mathcal{F}}(S, S).$$

On the other hand, since $S$ depends also on $\mathcal{P}$ we have

$$L_Q\omega = d_\mathcal{P}d_\mathcal{F}S,$$

where $d_\mathcal{P}$ is the de Rham differential on $\mathcal{P}$ and $L$ denotes the Lie derivative of $\mathcal{F}_\mathcal{P}$. We then have

$$\iota_{[Q,D]}\omega = [L_Q, \iota_\mathcal{S}]\omega = -\iota_DL_Q\omega = -d_\mathcal{F}t_Dd_{\mathcal{F}}S = -d_\mathcal{F}D\mathcal{S}.$$

Thus, the dCME is equivalent to

$$[Q, Q] - 2[Q, D] = 0$$

which is also equivalent to

$$[Q - D, Q - D] = 0.$$

Thus we come to the equivalent definition of a differential BV manifold as a $(\mathcal{F}, \omega, \mathcal{P}, D, \mathcal{S}, Q)$ where $\omega$ is an odd symplectic form $\mathcal{F}$, $D$ is a cohomological vector field on $\mathcal{P}$, $\mathcal{S}$ is an even function $\mathcal{F} \times \mathcal{P}$ and and $Q$ is an odd vector field on $\mathcal{F}$ parametrized by $Q$ satisfying

$$\iota_Q\omega = d_{\mathcal{F}}S, \quad [Q - D, Q - D] = 0.$$  

We then define a relaxed differential BV manifold by the same data by possibly dropping the nondegeneracy condition of $\omega$ and requiring only $[Q - D, Q - D] = 0$. We introduce

$$\tilde{\alpha} := \iota_Q\omega - d_{\mathcal{F}}S$$

and

$$\tilde{\omega} := d_\mathcal{P}\tilde{\alpha} = -L_\mathcal{F}\omega,$$

where $L_\mathcal{F}$ denotes the Lie derivative on $\mathcal{F}$. Note that in general $\alpha^\mathcal{P}$ and $\omega^\mathcal{P}$ might depend parametrically on $\mathcal{P}$. However, we now wish to reduce $\mathcal{F}$ with respect to the kernel of $\omega$ on $\mathcal{F}$. We denote by $\mathcal{F}^\mathcal{P}$ the reduced space and by $\omega^\mathcal{P}$ the reduced symplectic form. Note that in general $\omega^\mathcal{P}$ might depend parametrically on $\mathcal{P}$. However, we have

$$t_P\tilde{\alpha} = t_P\tilde{\omega} = 0.$$

We now want to check that $Q$ is projectable. Let $Y$ be a vector field on $\mathcal{F}$ in the kernel of $\omega$. Note that $[Y, Q] = [Y, Q]_\mathcal{F}$ as neither $Q$ not $Y$ have component along $\mathcal{P}$.
8. Local field theory

The main application of the BV formalism is in the context of (perturbative) quantum field theory.

**Definition 8.0.1 (BV local field theory).** A BV local field theory in $d$ dimensions is the assignment of a BV manifold $(\mathcal{F}_M, \omega_M, S_M)$ to each $d$-manifold $M$ (possibly with some required structure) where $\mathcal{F}_M$ is a space of local fields (functions, maps, sections of bundles, connections) and both $\omega_M$ and $S_M$ are local, in the sense that they are integrals over $M$ of densities depending at each point on finitely many jets of the fields at that point. It then follows that the Hamiltonian vector field $Q_M$ of $S_M$, $\iota_{Q_M} \omega_M = ds_M$, is also local. The local functional $S_M$ is called the BV action (as in Definition 5.3.1).

If $M$ is a compact $d$-manifold with boundary we can extend to it the definition of $\mathcal{F}_M, \omega_M, S_M$ and $Q_M$. We thus associate a relaxed BV manifold $(\mathcal{F}_M, \omega_M, S_M, Q_M)$ to each compact $d$-manifold with boundary $M$. We call this the naive choice. Other choices are obtained by allowing in $\mathcal{F}_M$ only fields that respect certain fixed boundary conditions.

We can apply the general procedure to the relaxed BV manifold

$$(\mathcal{F}_M, \omega_M, S_M, Q_M).$$

The main remark here is that, by locality, the kernel of $\tilde{\omega}_M$ contains all bulk fields. This has two consequences. The first is that the induced BFV manifold depends only on boundary data; we will therefore denote it by $(\mathcal{F}_{\partial M}^{\vartheta}, \omega_{\partial M}^{\vartheta}, S_{\partial M}^{\vartheta})$. The second is that its construction factors through an intermediate step. We denote by $\mathcal{F}_{\partial M}$ the space of transversal jets of fields at the boundary and by $\tilde{\pi}_M$ the projection $\mathcal{F}_M \to \mathcal{F}_{\partial M}$. Again by locality, we have that $Q_M$ is $\tilde{\pi}_M$-projectable and that $\tilde{\alpha}_M$ is $\tilde{\pi}_M$-basic. We then have a uniquely defined odd vector field $\tilde{Q}_{\partial M}$ and a uniquely defined even 1-form $\tilde{\alpha}_{\partial M}$ on $\mathcal{F}_{\partial M}$ such that $Q_M$ and $\tilde{Q}_{\partial M}$ are $\tilde{\pi}_M$-related and $\tilde{\alpha}_M = \tilde{\pi}_M^{\ast} \tilde{\alpha}_{\partial M}$. Moreover, we have

$$[\tilde{Q}_{\partial M}, \tilde{\alpha}_{\partial M}] = 0, \quad \iota_{Q_M} \omega_M = ds_M + \tilde{\pi}_M^{\ast} \tilde{\alpha}_{\partial M}.$$  

We then get $\mathcal{F}_{\partial M}^{\vartheta}$ if smooth, as the reduction of $\mathcal{F}_{\partial M}$ by the kernel of $\tilde{\omega}_{\partial M} := d\tilde{\alpha}_{\partial M}$.

Two remarks are now in order. The first is that, if the boundary of $M$ is the disjoint union of two manifolds $\partial_1 M$ and $\partial_2 M$, we then have

$$\mathcal{F}_{\partial M} = \mathcal{F}_{\partial_1 M} \times \mathcal{F}_{\partial_2 M}, \quad \mathcal{F}_{\partial M}^{\vartheta} = \mathcal{F}_{\partial_1 M}^{\vartheta} \times \mathcal{F}_{\partial_2 M}^{\vartheta}.$$  

In particular, if $\Sigma$ is an oriented compact $(d-1)$-manifold, we then have, for every interval $I$,

$$\mathcal{F}_{\Sigma \times I} = \mathcal{F}_\Sigma \times \mathcal{F}_{\Sigma \times I}, \quad \mathcal{F}_{\Sigma \times I}^{\vartheta} = \mathcal{F}_\Sigma^{\vartheta} \times \mathcal{F}_{\Sigma \times I}^{\vartheta},$$  

where $\Sigma^{op}$ denotes $\Sigma$ with the opposite orientation. This way we can associate “boundary data” $\mathcal{F}_\Sigma$ and $\mathcal{F}_{\Sigma}^{\vartheta}$ intrinsically to every oriented compact $(d-1)$-manifold $\Sigma$.

The second remark is that changing the action functional by a boundary term leads to physically equivalent theories. This means that the BV theory is equipped with gauge transformations

$$\tilde{\alpha}_{\partial M} \mapsto (\tilde{\alpha}_{\partial M})' = \tilde{\alpha}_{\partial M} + df, \quad S_M \mapsto S'_M = S_M - \tilde{\pi}_M^{\ast} f,$$  

where $f$ is a function on $\partial M$. These transformations can be used to compare different BV theories.
for every \( f \) in \( \tilde{F}_{\partial M} \). In some cases, one may use gauge transformations to make \( \tilde{\alpha}_{\partial M} \) basic as a 1-form (not just as a connection).

8.1. **The BFV formalism.** BFV manifolds, i.e., triples \((\mathcal{F}, \omega, S)\) where \( \mathcal{F} \) is a supermanifold, \( \omega \) an even symplectic form and \( S \) an odd function satisfying \({S, S} = 0\), with \({ , }\) the Poisson bracket associated to \( \omega \), have an important application in symplectic geometry.

Namely, let \((\mathcal{F}^0, \omega^0)\) be a symplectic manifold (here \( \mathcal{F}^0 \) might also be a supermanifold, but \( \omega^0 \) is anyway assumed to be even). Let \( \mathcal{C} \subset \mathcal{F}^0 \) be a coistropic submanifold; i.e., the Hamiltonian vector field of every function vanishing on \( \mathcal{C} \) is tangent to \( \mathcal{C} \) (see Definition 3.1.2). The span of these Hamiltonian vector fields is called the characteristic distribution of \( \mathcal{C} \) and is an involutive distribution.

**Definition 8.1.1 (BFV resolution).** A BFV resolution of \((\mathcal{F}^0, \omega^0, \mathcal{C})\) is a BFV manifold \((\mathcal{F}, \omega, S)\) together with an inclusion \( \iota : \mathcal{F}^0 \hookrightarrow \mathcal{F} \) such that

1. \( \omega^0 = \iota^* \omega \), and
2. the zero locus of the restriction of the Hamiltonian vector field \( Q \) of \( S \) to \( \mathcal{F}^0 \) is \( \mathcal{C} \).

One can always find a BFV resolution such that \( \mathcal{F}^0 \) is the ghost number zero component of \( \mathcal{F} \), \( \omega \) has ghost number zero, and \( S \) and \( Q \) have ghost number +1.

Finally, if the reduction \( \mathcal{C} \) of \( \mathcal{C} \) (i.e., the leaf space of its characteristic distribution) is smooth then \( C^\infty(\mathcal{C}) \) and the ghost-number-zero cohomology of \((C^\infty(\mathcal{F}), Q)\) are isomorphic as Poisson algebras.

**Remark 8.1.1.** It very often happens that the (induced) BFV theory is also local. In this case, as observed in [28], one may iterate the procedure of this section verbatim: namely, one considers the relaxed BFV theory associated to a manifold with boundary and induce an dg symplectic manifold with symplectic structure of degree 1 on its boundary. This procedure may be iterated (if the reductions are smooth and produce local structures). If one starts with a manifold with corner with a local BV structure, onethen ends up having a local dg symplectic structure, with symplectic form of degree \(-1 + k\), on fields on the codimension \( k \) corners (we call this a local BFV structure).

9. Quantization on manifolds with boundary

We want to construct an equivalent condition to the Quantum Master Equation for manifolds with boundary, i.e. we have to modify the QME with an additional term taking care of the boundary structure on the quantum level. For this purpose, quantization is performed in the guise of geometric quantization (see e.g. [48, 64]) as it is described in [29].

9.1. **General idea.** Let us recall the functorial theory of topological (quantum) field theories. I.e. we consider the partition function \( Z \) as a map \( \mathcal{C} \to \mathcal{C} \) constructed with the Atiyah TQFT-axioms for closed manifolds. More generally, we consider a symmetric monoidal category \( \text{Cob}_n \), whose objects are \((n - 1)\)-dimensional manifolds (boundary components), and whose morphisms are diffeomorphism classes of bordisms, i.e. the objects are given as the components of the boundary and the morphism is, roughly speaking, given by the bulk of the manifold, and composition is given by gluing. Moreover, the objects of \( \text{Cob}_n \) are endowed with a certain symbol \( \{\text{in}, \text{out}\} \) representing an orientation of the manifold
(incoming or outgoing), and the monoidal structure on \( \text{Cob}_n \) is given by disjoint union. Note that the orientation is important for composition (gluing). In particular, we can only glue together boundaries with opposite orientation (see Figure 4).

**Definition 9.1.1** (Topological field theory). Let \( \mathcal{C} \) be a symmetric monoidal category. An \( n \)-dimensional topological field theory (short TFT) is a symmetric monoidal functor

\[
F: \text{Cob}_n \rightarrow \mathcal{C},
\]

**Definition 9.1.2** (Topological quantum field theory). A topological quantum field theory (short TQFT) is a functor as in Definition 9.1.1, where the target category is given by the category of vector spaces over the complex numbers, i.e. \( \mathcal{C} = \text{Vect}_\mathbb{C} \).

A TQFT \( F \) will send the empty set \( \emptyset \) to the trivial vector space \( \mathbb{C} \). The partition function \( Z \) is then defined on closed cobordisms, i.e. we have a diagram

\[
\begin{array}{ccc}
\text{Cob}_n \ni \emptyset & \overset{F}{\longrightarrow} & \emptyset \in \text{Cob}_n \\
\downarrow F & & \downarrow F \\
\text{Vect}_\mathbb{C} \ni \mathbb{C} & \overset{Z}{\longrightarrow} & \mathbb{C} \in \text{Vect}_\mathbb{C}
\end{array}
\]

For cobordisms with nonempty boundary, a TQFT \( F \) associates to each boundary component \( \partial_k \) a Hilbert space \( \mathcal{H}_k \). By the orientation on each boundary component of the cobordism, we assign an orientation for the state as an evolution mapping (e.g. see Figure 3)
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**Figure 3.** An example where the cobordism is some pair of pants with genus 1. A TQFT functor \( F \) assigns to each boundary component a Hilbert space, thus we get \( F(\partial_k) = \mathcal{H}_k \) for \( k = 1, 2, 3 \) and since \( F \) is a symmetric monoidal functor, we get \( F(\partial_1 \sqcup \partial_2 \sqcup \partial_3) = \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \mathcal{H}_3 = \text{Hom}(\mathcal{H}_1 \otimes \mathcal{H}_2, \mathcal{H}_3) \). Note that each cobordism comes with a certain orientation. Thus we set \( \partial_1 \) and \( \partial_2 \) to be incoming boundaries and \( \partial_3 \) to be an outgoing boundary. Hence we have an incoming Hilbert space \( \mathcal{H}_{\text{in}} := \mathcal{H}_1 \otimes \mathcal{H}_2 \cong \mathcal{H}_1 \otimes \mathcal{H}_2 \) (associated to \( \partial_1 \sqcup \partial_2 \)) and an outgoing \( \mathcal{H}_{\text{out}} := \mathcal{H}_3 \) (associated to \( \partial_3 \)). The state \( \psi \) corresponding to this cobordism and the given TQFT is then given as the value of the morphism represented by the genus 1 pair of pants above (i.e. the bounding manifold) under \( F \).
In particular, the state (evolution map) in Figure 3, is given by

\[
\mathcal{F} \left( \bigcup_{k_1} \partial_{k_1}^M \right) = \psi: \mathcal{H}_{in} \to \mathcal{H}_{out}.
\]

**Remark 9.1.1.** The above construction shows that the understanding of a perturbative quantization on manifolds with boundary is an important concept. We want to show that the QME, which is a gauge independence condition for partition functions on closed manifolds, can be extended to a more general condition on manifolds with boundary.

**Figure 4.** Illustration for the gluing of two manifolds $M_1$ and $M_2$ along the common boundary $\Sigma$. The arrows at each boundary component represent the orientation *in* or *out*. Note that the gluing has to be done by gluing $\Sigma$ on $M_1$ with $\Sigma$ on $M_2$ endowed with the opposite orientation.

### 9.2. The modified Quantum Master Equation.

Let us consider a compact $n$-manifold $M$ with boundary $\partial M$. Let $\partial^\text{in}_{k_1} M$ and $\partial^\text{out}_{k_2} M$ denote the incoming and outgoing boundary components of $\partial M$ respectively, where $k_1 = 1, \ldots, n$ and $k_2 = 1, \ldots, m$. In particular, we have $n$ incoming and $m$ outgoing boundary components such that

\[
\partial^\text{in} M = \bigsqcup_{1 \leq k_1 \leq n} \partial^\text{in}_{k_1} M
\]

\[
\partial^\text{out} M = \bigsqcup_{1 \leq k_2 \leq m} \partial^\text{out}_{k_2} M,
\]

and thus $\partial M = \partial^\text{in} M \sqcup \partial^\text{out} M$. Considering a TQFT $\mathcal{F}$, we get

\[
\mathcal{F}(\partial M = \partial^\text{in} M \sqcup \partial^\text{out} M) = \mathcal{H}_{in} \otimes \mathcal{H}_{out} = \text{Hom}(\mathcal{H}_{in}, \mathcal{H}_{out})
\]

and in particular,

\[
\mathcal{F} \left( \bigsqcup_{k} \partial^\bullet_k M \right) = \bigotimes_{k} \mathcal{F}(\partial^\bullet_k M) = \bigotimes_{k} \mathcal{H}_{k, \bullet},
\]

where $\bullet \in \{\text{in, out}\}$. An example of such a manifold $M$ is illustrated in Figure 5.
As already mentioned, the assignment of a Hilbert space to each boundary component can be done by techniques of geometric quantization. Thus, we need to fix a polarization \( P \) on \( \mathcal{F}_\partial^p \) (boundary polarization). Moreover, we assume that the leaf space \( \mathcal{B}^p_{\partial M} \) (which depends on the polarization) is smooth and consider the Hilbert space \( \mathcal{H}^p_{\partial M} \) to be the functions on \( \mathcal{B}^p_{\partial M} \).

**Remark 9.2.1.** Here we will assume that the space of fields has a linear structure, which is indeed the case for most theories (e.g. BF-like theories). However, in general this does not have to be the case.

We assume a **splitting** of the fibration \( \mathcal{F}_M \rightarrow \mathcal{B}^p_{\partial M} \) as

\[
\mathcal{F}_M = \mathcal{B}^p_{\partial M} \oplus \mathcal{Y},
\]

such that \( \omega_M \) is constant on the base \( \mathcal{B}^p_{\partial M} \). Basically, we have splitted the fields into a boundary part \( \mathcal{B}^p_{\partial M} \) and a bulk part \( \mathcal{Y} \).

In order to define the quantum state, we need to introduce the concept of configuration spaces and their compactification and the formulation for manifolds with boundary.

9.3. **FMAS compactification.** We start with the definition of the configuration space.

**Definition 9.3.1.** Let \( M \) be a manifold and \( S \) a finite set. The **open configuration space** of \( S \) in \( M \) is defined as

\[
\text{Conf}_S(M) := \{ \iota: S \hookrightarrow M | \iota \text{ injection} \}
\]
Elements of $\text{Conf}_S(M)$ are called $S$-configurations. To give an explicit definition of the compactification that can be extended to manifolds with boundaries and corners, we introduce the concept of collapsed configurations. Intuitively, a collapsed $S$-configuration is the result of a collapse of a subset of the points in the $S$-configuration. However, we remember the relative configuration of the points before the collapse by directions in the tangent space. This is a configuration in the tangent space that is well-defined only up to translations and scaling. The difficulty is that one can imagine a limiting configuration where two points collapse first together and then with a third. This explains the recursive nature of the following definition. Recall that if $X$ is a vector space, then $X \times \mathbb{R}_{>0}$ acts on $X$ by translations and scaling.

**Definition 9.3.2** (Collapsed configuration in $M$). Let $M$ be a manifold, $S$ a finite set and $\Psi = \{S_1, \ldots, S_k\}$ be a partition of $S$. A $\Psi$-collapsed configuration in $M$ is a $k$-tuple $(p_\sigma, c_\sigma)$ such that $(p_\sigma, c_\sigma)_{\sigma=1}^k$ satisfies

1. $p_\sigma \in M$ and $p_\sigma \neq p_{\sigma'}$, for $\sigma \neq \sigma'$,
2. $c_\sigma \in \overline{C}_{S_\sigma}(T_{p_\sigma}M)$, where for $|S| = 1$, $\overline{C}_S(X) := \{pt\}$ and for $|S| \geq 2$

\[
\overline{C}_S(X) := \bigsqcup_{\Psi=\{S_1, \ldots, S_k\}} \left\{(x_\sigma, c_\sigma)_{1 \leq \sigma \leq k} \mid (x_\sigma, c_\sigma) \text{ $\Psi$-collapsed $S$-configuration in } X \right\} / (X \times \mathbb{R}_{>0})
\]

Here, $\varphi \in X \times \mathbb{R}_{>0}$ acts on $(x_\sigma, c_\sigma)$ by $(x_\sigma, c_\sigma) \mapsto (\varphi(x_\sigma), d\varphi_{x_\sigma}c_\sigma)$.

Intuitively, given a partition $\Psi = \{S_1, \ldots, S_k\}$, a $k$-tuple $(p_\sigma, c_\sigma)$ describes the collapse of the points in $S_\sigma$ to $p_\sigma$. $c_\sigma$ remembers the relative configuration of the collapsing points. This relative configuration can itself be the result of a collapse of some points.

**Definition 9.3.3** (FMAS compactification). The compactified configuration space $C_S(M)$ of $S$ in $M$ is given by

\[
C_S(M) := \bigsqcup_{S_1, \ldots, S_k} \left\{(p_\sigma, c_\sigma)_{1 \leq \sigma \leq k} \mid (p_\sigma, c_\sigma) \text{ $\Psi$-collapsed $S$-configuration in } M \right\}.
\]

### 9.4. Boundary strata.

A precise description of the combinatorics of the stratification can be found in [42], where it is also shown that $C_S(M)$ is a manifold with corners and is compact if $M$ is compact. For us, only strata in low codimensions are interesting. Let $S = \{s_1, \ldots, s_k\}$. The stratum of codimension 0 corresponds to the partition $\Psi = \{\{s_1\}, \ldots, \{s_k\}\}$. For $\ell > 1$, strata of codimension 1 correspond to the collapse of exactly one subset $S' = \{s_1, \ldots, s_\ell\} \subset S$ with no further collapses, i.e a partition $\Psi = \{\{s_1, \ldots, s_\ell\}, \{s_{\ell+1}, \ldots, s_k\}\}$ and configuration $(p_\sigma, c_\sigma)$ with $c_\sigma$ in the component of $\overline{C}_S(X)$ given by the partition $\Psi = \{\{s_1\}, \ldots, \{s_\ell\}\}$. This boundary stratum will be denoted by $\partial_S C_S(M)$, in particular, we have

\[
\partial C_S(M) = \bigsqcup_{S' \subset S} \partial_{S'} C_S(M).
\]

There is a natural fibration $\partial_S C_S(M) \to C_{S \cup \{pt\}}(M)$ whose fiber is $\overline{C}_S(\mathbb{R}^{\dim M})$. Finally, we note that if $|S| = 2$, then $C_S(M) \equiv \text{Bl}_S(M \times M)$, the differential-geometric blow-up of the diagonal $\Delta \subset M \times M$, and $\overline{C}_S(X) \equiv S^{\dim X}$.
9.5. Configuration spaces for manifolds with boundary. We proceed to recall the definition of a compactified configuration space for manifolds with boundary. Let $M$ be a compact manifold with boundary $\partial M$. Recall that for a manifold $M$ with boundary $\partial M$, at points $p \in \partial M$ there is a well-defined notion of inward and outward half-space in $T_pM$. If $H \subset X$ is a half-space, then $\partial H \subset X$ is a hyperplane. $\partial H \times \mathbb{R}_{>0}$ acts on $H$ by translations and scaling.

**Definition 9.5.1** (Configuration spaces for manifolds with boundary). Let $M$ be a manifold with boundary $\partial M$. For $S, T$ finite sets, we define the open configuration space by

\[
\text{Conf}_{ST}(M, \partial M) := \{(\iota, \iota') : S \times T \hookrightarrow M \times \partial M\}
\]

**Definition 9.5.2** (Collapsed configuration on manifolds with boundary). Let $(M, \partial M)$ be a manifold with boundary. Let $S, T$ be finite sets and $\Psi = \{S_1, \ldots, S_k\}$ a partition of $S \sqcup T$. Then, a $\Psi$-collapsed $(S, T)$-configuration in $M$ is a $k$-tuple of pairs $(p_\sigma, c_\sigma)$ such that

1. $p_\sigma \in M$ and $p_\sigma \neq p_{\sigma'}$, for all $\sigma \neq \sigma'$,
2. $S_\sigma \cap T \neq \emptyset \implies p_\sigma \in \partial M$,
3. $c_\sigma \in \begin{cases} \widetilde{C}_{S_\sigma}(T, M) & p_\sigma \in M \setminus \partial M \\
\widetilde{C}_{S \setminus S_\sigma, T \cap S_\sigma}(\mathbb{H}(T, M)) & p_\sigma \in \partial M
\end{cases}$

where $\mathbb{H}(T, M) \subset T, M$ denotes the inward half-space in $T, M$. Here, for a vector space $X$ and a half-space $H \subset X$, $\widetilde{C}_{\emptyset, [pt]}(H) := \widetilde{C}_{[pt], \emptyset}(H) := \{pt\}$, and for $|S \sqcup T| \geq 2$,

\[
\widetilde{C}_{ST}(H) := \coprod_{\Psi = \{S_1, \ldots, S_k\}} \coprod_{\Sigma, \iota, T = \cup S_i, k \geq 2} \left\{ (v_\sigma, c_\sigma) \middle| (v_\sigma, c_\sigma) \text{ $\Psi$-collapsed $(S, T)$-configuration in } H \right\} / (\partial H \times \mathbb{R}_{>0})
\]

**Definition 9.5.3** (FMAS compactification for manifolds with boundary). We define the compactification $C_{ST}(M, \partial M)$ of $\text{Conf}_{ST}(M, \partial M)$ by

\[
C_{ST}(M, \partial M) = \coprod_{\Psi = \{S_1, \ldots, S_k\}} \coprod_{\Sigma, \iota, T = \cup S_i, k \geq 2} \left\{ (p_\sigma, c_\sigma)_{1 \leq \sigma \leq k} \middle| (p_\sigma, c_\sigma) \text{ $\Psi$-collapsed $(S, T)$-configuration} \right\}
\]

Again, this is a manifold with corners and is compact if $M$ is compact. We proceed to describe the strata of low codimension. Let $U = \{u_1, \ldots, u_k\}, V = \{v_1, \ldots, v_k\}$. The codimension 0 stratum again is given by the partition $\Psi = \{\{u_1\}, \ldots, \{u_k\}, \{v_1\}, \ldots, \{v_k\}\}$. Let us describe the strata of codimension 1. We denote by $\partial_1 C_{U \cup V}(M, \partial M)$ a boundary stratum where a subset $S \subset U$ collapses in the bulk, described in the same way as above. On manifolds with boundary, there are new boundary strata in the compactified configuration space given by the collapse of a subset of points to a point in the boundary. Concretely, given a subset $S = \{u_1, \ldots, u_k, v_1, \ldots, v_{\ell}\} \subset U \cup V$, there is a boundary stratum $\partial_1 C_{U \cup V}(M, \partial M)$ corresponding to the partition $\Psi = \{S, \{u_{k+1}\}, \ldots, \{u_k\}, \{v_{\ell+1}\}, \ldots, \{v_{\ell}\}\}$ and collapsed configurations.
\((p_\sigma, c_\sigma)\) with \(p_\sigma \in \partial M\) and \(c_\sigma\) corresponding to the partition \(\mathcal{P}' = \{\{u_1\}, \ldots, \{u_k\}, \{v_1\}, \ldots, \{v_\ell\}\}\). The boundary decomposes as

\[
\partial C_{U,V}(M, \partial M) = \bigsqcup_{S \subseteq U} \partial^I_S C_{U,V}(M, \partial M) \bigsqcup \bigsqcup_{S \subseteq U \setminus V} \partial^II_S C_{U,V}(M, \partial M).
\]  

All the computations are done on the level of Feynman graphs, so we want to give a definition of what a graph means for us:

**Definition 9.5.4 (Graph).** An (oriented) graph \(\Gamma\) is an (ordered) pair \((V(\Gamma), E(\Gamma))\), where \(V(\Gamma)\) is a finite set and \(E(\Gamma)\) is a multiset over the direct product \(V(\Gamma) \times V(\Gamma)\), i.e. a map \(E(\Gamma) : V(\Gamma) \times V(\Gamma) \to \mathbb{N}\) (respectively a multiset over any subset \(W\) of \(V(\Gamma)\) with two elements, i.e. a map \(E(\Gamma) : W \to \mathbb{N}\)). The elements of \(E(\Gamma)\) are called the **edges** - and the elements of \(V(\Gamma)\) are called the **vertices** of \(\Gamma\). We denote by \(\mathcal{G}_n\) the set of all graphs with \(n\) vertices.

**Remark 9.5.1.** Note that we also allow **multiple edges**, i.e. we can have the same edge \(e = (v_1, v_2)\) twice in \(E(\Gamma)\), with \(v_1, v_2 \in V(\Gamma)\). This definition would also allow **tadpoles** (**short loops**), i.e. edges \(e = (v, v) \in E(\Gamma)\) connecting the vertex \(v \in V(\Gamma)\). What this definition excludes, are graphs with **legs**. Examples of these graphs are given in Figure 6.

**Remark 9.5.2.** Note that in application to perturbative QFT, we are interested in **Feynman graphs**, which are graphs where each vertex \(v\) represents the interaction term of the given action and each edge between two such interactions represents a **propagator** (a.k.a Green’s function, a.k.a integral kernel) which captures the free-theory evolution of one state into another. We want the vertex set of a graph to be a discrete subset of a manifold (possibly with boundary). Since the propagator is singular on the diagonal we need to work with configuration spaces for Feynman graphs. We denote the set of graphs with \(n\) vertices in the bulk and \(m\) vertices on the boundary by \(\mathcal{G}_{n,m}\).

**Notation 9.5.1.** For a manifold \(M\) without boundary, we will denote the compactified configuration space of \(n\) points \(C_{[n]}(M)\) on \(M\) by \(C_n(M)\) (here \([n] = \{1, \ldots, n\}\)). Moreover, for a
manifold $M$ with boundary, we denote the compactified configuration space $C_{n,m}(M)$ of $n$ points on the bulk of $M$ and $m$ points on the boundary $\partial M$ of $M$ by $C_{n,m}(M, \partial M)$. We will also write $C_{\Gamma}(M)$ for $C_{n,m}(M, \partial M)$, if $\Gamma$ is a graph with $n + m$ vertices, $n$ vertices in the bulk of $M$ and $m$ vertices on $\partial M$.

Perturbatively, we can define the quantum state to be given as

$$\psi_M = \int_{L \subset Y} e^{\frac{i}{\hbar} S_M} \in \mathcal{H}^{p}_{\partial M},$$

where $L \subset Y$ is a Lagrangian submanifold of $Y$. This means that we define (71) as the formal power series expansion in $\hbar$ with coefficients given in terms of Feynman diagrams, i.e. we can write $\psi_M$ asymptotically as

$$\psi_M \approx \sum_{k \geq 0} \sum_{\Gamma \in G_{\text{Feynman graph}}} W(\Gamma) \frac{\hbar^k}{k!} + \cdots$$

where $W(\Gamma) \in \mathbb{R}$ denotes the weight of the Feynman diagram $\Gamma$, which depends on the fields in $F_{\Gamma}$ (of both factors in the split), and $k_1, k_2 \geq 0$ with $k_1 < k_2$. Here we write $\approx$ for equality up to some constants. In the effective low energy theory, we can express (71) to be

$$\psi_M \approx \exp \left( \frac{i}{\hbar} \sum_{\Gamma \in G_{\text{Feynman graph}}} \hbar^{\ell(\Gamma)} \int_{C_{\Gamma}(M)} \omega_{\Gamma} \right),$$

where $\ell(\Gamma)$ denotes the number of loops of $\Gamma$, $|E(\Gamma)|$ denotes the amount of edges of $\Gamma$. Moreover, $\omega_{\Gamma}$ is a differential form on $C_{\Gamma}(M)$, given as a polynomial in both field parts of the splitting (63) (actually, only of a certain part of $Y$ as we will see). The integration then corresponds to the weight as in (72), i.e.

$$W(\Gamma) = \int_{C_{\Gamma}(M)} \omega_{\Gamma}.$$

We left away the usual constant coefficients in the formulae for simplicity. We denote by $S_{\text{eff}}^M$ the low energy effective action, which is given by the logarithm

$$S_{\text{eff}}^M : \approx \sum_{\Gamma \in G_{\text{Feynman graph}}} \hbar^{\ell(\Gamma)} \int_{C_{\Gamma}(M)} \omega_{\Gamma}.$$

Remark 9.5.3. Recall that the effective action $S_{\text{eff}}^M$, is given by (74), since it is defined by considering only connected Feynman diagrams in the perturbative expansion.

---

19 This is for the case of a TQFT à la Schwarz. In general, the $\omega_{\Gamma}$s are distributions and their products and integration must be regularized (and renormalized).
9.5.1. *Heuristic proof of the modified Quantum Master Equation.* We want to give a heuristic proof sketch of the Quantum Master Equation on manifolds with boundary. Using again the splitting $\mathcal{F} = \mathcal{B} \oplus \mathcal{Y}$ of the space of fields, we can rewrite the mCME as

\begin{align}
\delta Y S &= \iota Q Y \omega, \\
\delta B S &= -\alpha^2.
\end{align}

where we have dropped the $\pi^*$. The two equations imply

\begin{equation}
\frac{1}{2} (S, S)_Y = \frac{1}{2} t_{Q_y} t_{Q'_y} \omega = S^\dagger.
\end{equation}

Now assume that we have adapted Darboux coordinates $(b, p)$ on $\mathcal{F}^\partial$ with $b$ on $\mathcal{B}$, $p$ on the leaves and $\alpha^\dagger = -\sum_i p_i \delta b^i$. Then the second equation implies

\begin{equation}
\frac{\delta S}{\delta b} = p.
\end{equation}

This means that, in this splitting, $S$ is linear in the $b'$s. We now assume that $S$ also solves the equation $\Delta_Y S = 0$.

**Remark 9.5.4.** Without boundary this means that we assume that $S$ solves both the Classical and the Quantum Master Equation. With boundary, $\Delta$ makes sense only on the $\mathcal{Y}$-factor. Then we get

\[\Delta_Y e^{i\frac{S}{\hbar}} = \left(\frac{i}{\hbar}\right)^2 \frac{1}{2} (S, S)_Y e^{i\frac{S}{\hbar}},\]

and equation (77) implies

\begin{equation}
-\hbar^2 \Delta_Y e^{i\frac{S}{\hbar}} = S^\dagger e^{i\frac{S}{\hbar}}.
\end{equation}

Now we move to quantization. Take $\mathcal{H}$ to be an appropriate space of functions on $\mathcal{B}$. Equation (78) essentially says that

\[\hat{p} S = -i\hbar p, \quad \text{with} \quad \hat{p} = -i\hbar \frac{\delta}{\delta b}.\]

**Remark 9.5.5.** Here $S$ is an element of $\mathcal{H}$ parametrized by $\mathcal{Y}$. The $p$ appearing in the equation is now an element of $\mathcal{Y}$.

If we quantize $S^\dagger$ by the Schrödinger prescription, we get

\[\Omega := S^\dagger \left( b, -i\hbar \frac{\delta}{\delta b} \right),\]

with all derivatives placed to the right, so

\begin{equation}
\Omega e^{i\frac{S}{\hbar}} = S^\dagger e^{i\frac{S}{\hbar}}.
\end{equation}

Putting (79) and (80) we finally get the modified Quantum Master Equation (mQME)

\begin{equation}
(\hbar^2 \Delta_Y + \Omega) e^{i\frac{S}{\hbar}} = 0.
\end{equation}
Remark 9.5.6. The assumption $\Delta_y S = 0$ is not really necessary (and is often not justified). More generally, we have

$$\Delta_y e^{\frac{i}{\hbar}S} = \left(\frac{i}{\hbar}\right)\Delta_y S + \frac{1}{2} \left(\frac{i}{\hbar}\right)^2 (S, S)_S e^{\frac{i}{\hbar}S}.$$

If we define

$$S^\text{\delta}_{\hbar} := \frac{1}{2} (S, S)_S - i\hbar \Delta_y S = S^\text{\delta} + O(\hbar),$$

and $\Omega$ to be the Schrödinger quantization (canonical quantization) of $S^\text{\delta}_{\hbar}$, we recover the mQME. By construction we have $\Delta_y^2 = 0$ and $[\Delta_y, \Omega] = 0$. The operator $\Omega_y := \hbar^2 \Delta_y + \Omega$ appearing in the mQME then squares to zero if and only if $\Omega^2 = 0$. The existence of a splitting such that this holds is a fundamental condition (absence of anomalies) which allows passing to the $\Omega_y$-cohomology. Cohomology in degree zero describes $Y$-parametrized physical states.

9.5.2. BF-like Theories. Let us from now on consider the case of BF-like theories as in the following definition.

**Definition 9.5.5 (BF-like theories).** We say that a BV-BFV theory is BF-like if

$$\mathcal{F}_M = (\Omega(M) \otimes \mathcal{V}[1]) \oplus (\Omega(M) \otimes \mathcal{V}^\ast[(\dim M) - 2]) \ni (A, B)$$

$$S_M = \int_M (\langle B, dA \rangle + \mathcal{V}(A, B)),$$

where $\mathcal{V}$ is a graded vector space, $\langle , \rangle$ denotes the pairing between $\mathcal{V}^\ast$ and $\mathcal{V}$, and $\mathcal{V}$ denotes some density-valued function of the fields $A$ and $B$, such that $S_M$ satisfies the Classical Master Equation for $M$ without boundary.

Remark 9.5.7. Examples of BF-like theories are abelian BF theory, the Poisson Sigma Model, Chern–Simons theory, or the B-model.

Remark 9.5.8. For BF-like theories we split the boundary $\partial M$ into the disjoint union of two boundary components, i.e. $\partial M = \partial_1 M \sqcup \partial_2 M$, where we set the $\frac{\delta}{\delta A}$-polarization on $\partial_1 M$ and the $\frac{\delta}{\delta B}$-polarization on $\partial_2 M$. Moreover denote the split as in (63) of a field by

$$(A, B) = (A, B) \oplus (\widehat{A}, \widehat{B}).$$

9.5.3. Boundary terms. A splitting as in (63) leads to a fiberwise version of the mCME (equation (48)). Thus, the exponential of the action is only $\Delta$-closed up to some boundary terms that can be summarized as the action of a differential operator $\Omega^\text{\delta}_{\partial M}$ on $\mathcal{B}^\text{\delta}_{\partial M}$, that quantizes the boundary action $S^\text{\delta}_{\partial M}$. We call $\Omega^\text{\delta}_{\partial M}$ the BFV boundary operator. In an ideal situation (e.g. for abelian BF theory ([29])) one can consider it as the standard quantization of the boundary action. Namely, for a boundary field $b \in \mathcal{B}^\text{\delta}_{\partial M}$, we can consider its canonical quantization $-i\hbar \frac{\delta}{\delta b}$, and hence we get

$$\Omega^\text{\delta}_{\partial M} := S^\text{\delta}_{\partial M} \left(b, -i\hbar \frac{\delta}{\delta b}\right).$$
More concrete,
\[ \Omega_{\partial M}^p = (-1)^{\dim M}i\hbar \int_{\partial M} \left( dA \frac{\delta}{\delta A} + dB \frac{\delta}{\delta B} \right). \]

Remark 9.5.9. In general this is not true. In particular, \( \Omega_{\partial M}^p \) is given by Feynman graphs collapsing on the boundary of the compactified configuration space as defined in 9.3 (see Figure 7 for an illustration). Let \( \Gamma \) be a Feynman graph and \( \omega_\Gamma \) the corresponding differential form over the compactified configuration space \( C_\Gamma(M) \). Consider Stokes’ theorem \[ \int_{C_\Gamma(M)} d\omega_\Gamma = \int_{\partial C_\Gamma(M)} \omega_\Gamma. \] The left hand side contains terms where \( d \) acts on \( A \) and \( B \) and terms where \( d \) acts on the propagator. The former corresponds to the action of \( \frac{i}{\hbar} \Omega_{0}^p \), where \( \Omega_{0}^p \) denotes the standard quantization, the latter when summed over graphs \( \Gamma \) assemble to the action of \( -i\hbar \Delta^p_{\gamma_M} \) on the state. The right hand side contains three classes of terms:

- Integrals over boundary components where two vertices collapse in the bulk. The combination of the Feynman diagrams in the expansion ensures that these terms cancel out when we sum over all the diagrams.\(^{20}\)

- Integrals over boundary components where more than two vertices collapse in the bulk (“hidden faces”). The usual arguments—vanishing theorems—ensure the vanishing of all these terms apart, possibly, for faces where all the vertices of a connected component of a graph collapse. In all the above mentioned theories, with the exception of Chern–Simons theory, also these terms vanish. In Chern–Simons theory, they may possibly survive, but can be compensated by a framing dependent term.

- Terms where two or more (bulk and/or boundary) vertices collapse together at the boundary or a single bulk vertex hits the boundary. The integral on such a boundary face splits into an integral over a subgraph \( \Gamma' \) of \( \Gamma \) corresponding to the collapsed vertices and an integral over \( \Gamma/\Gamma' \), the graph obtained by identifying all the vertices in \( \Gamma' \) and forgetting the edges inside \( \Gamma' \). We define the action of \( \frac{i}{\hbar} \Omega_{\text{pert}}^p \), which is the additional term appearing besides \( \Omega_{0}^p \), by the sum of the boundary contributions of the \( \Gamma' \)’s. If we now sum over all graphs \( \Gamma \), all these terms will give \( \frac{i}{\hbar} \Omega_{\text{pert}}^p \) applied to the state.

Hence the BFV boundary operator is given by \( \Omega_{\partial M}^p = \Omega_{0}^p + \Omega_{\text{pert}}^p \).

As a consequence of Remark 9.5.9 we get
\[ (\hbar^2 \Delta^p_{\gamma_M} + \Omega_{\partial M}^p)e^{i\delta_M} = 0. \]

Moreover, we assume that \( \Omega_{\partial M}^p \) squares to zero, which corresponds to the fact that the theory does not have any anomalies.

\(^{20}\)This cancellation relies on the assumption that the perturbed action satisfies the CME, which is equivalent to \( \sum_i \pm \frac{\delta}{\delta A_i} V(A, B) \cdot \frac{\delta}{\delta B} V(A, B) = 0 \), which in turn implies a relation on contractions of pairs of vertex tensors.
Figure 7. An example of a graph in $\mathcal{G}_{4,3}$ in the bulk collapsing to the boundary of $M$, which contributes to a term in $\Omega^p_{\partial M}$. The dashed semi-circle represents the collapsing of the graph.

**Proposition 9.5.1.** we have

\[(84)\quad \Omega^p_{\partial M} \psi_M = 0,\]

**Formal sketch of the proof.** One can look at this formally using (72):

\[\Omega^p_{\partial M} \psi_M = \Omega^p_{\partial M} \int_L e^{i S_M} = \int_L \Omega^p_{\partial M} e^{i S_M} = -\hbar^2 \int_L \Delta e^{i S_M} = 0,\]

where we have used (83) and (29) (i.e. $\Delta e^{i S_M} = 0$).

**Remark 9.5.10.** One can also check that gauge fixing (i.e. deforming the Lagrangian submanifold) changes the state $\psi_M$ by an $\Omega^p_{\partial M}$-exact term. Moreover, Proposition 9.5.1 tells us that $\psi_M$ defines a class in the space $H^0_{\Omega^p_{\partial M}}(H^p_{\partial M})$.

**9.5.4. Residual fields.** The perturbative definition of the path integral is defined by perturbing around a quadratic theory, i.e. by classical solutions of the quadratic part of the action $S_M$. We denote by $\mathcal{V}^p_M$ the space of critical points of the quadratic part relative to the boundary polarization $\mathcal{P}$ modulo symmetries. We call $\mathcal{V}^p_M$ the space of residual fields (also called low energy fields, zero modes, etc.).

**Remark 9.5.11.** The space $\mathcal{V}^p_M$ is a finite-dimensional space, which, for BF-like theories, can be computed by relative cohomology, i.e.

\[\mathcal{V}^p_M = \bigoplus_{k \geq 0} (H^k(M, \partial_1 M) \otimes V[1]) \oplus (H^k(M, \partial_2 M) \otimes V^*[\dim M - 2]).\]

Moreover, note that $\mathcal{V}^p_M$ depends only on the bulk fields.

By the structure of a cobordism, we expect the state $\psi_M$ not only to depend on the boundary fields but also on the residual fields on the bulk, which is encoded in a certain cohomology structure, since the bulk is different for different amount of genera. This was also
described in the caption of Figure 5. We assume another symplectic splitting of the bulk part (see equation (63)) by
\[(85)\]
\[y = \mathcal{V}^p_M \oplus y'.\]
Thus, the state can be defined as a BV pushforward
\[(86)\]
\[\psi_M = \int_{\mathcal{L} \subset \mathcal{Y}'} e^{\frac{1}{\hbar} \mathcal{S}_M} \in \mathcal{H}^p_{\partial M} \otimes \mathcal{Z}^p_{\partial M},\]
where \(\mathcal{Z}^p_{\partial M}\) is the space of functions on \(\mathcal{V}^p_M\) and \(\mathcal{L} \subset \mathcal{Y}'\) is a Lagrangian submanifold of \(\mathcal{Y}'\).

Remark 9.5.12. In fact, \(\mathcal{Z}^p_{\partial M}\) is given by formal half-densities on \(\mathcal{V}^p_M\), which we denote by \(Dens_1^{1/2}(\mathcal{V}^p_M)\). Thus the space of states is given by \(\mathcal{H}^p_{\partial M} \otimes Den_{1/2}^{1/2}(\mathcal{V}^p_M)\).

By Proposition 5.1.1 and Remark 5.1.1, we can consider the part of the BV Laplacian, denoted by \(\Delta^p_{\mathcal{V}^p_M}\), which acts on the space \(\mathcal{Z}^p_{\partial M}\). Then if \(\psi_M\) satisfies the QME, we see that there is a well-defined \(\Delta^p_{\mathcal{V}^p_M}\)-cohomology of \(\psi_M\), and hence gives us elements in \(\mathcal{V}^p_M\). Finally, we can summarize the condition for gauge independence by the modified Quantum Master Equation (mQME)
\[(87)\]
\[(\hbar^2 \Delta^p_{\mathcal{V}^p_M} + \Omega^p_{\partial M})\psi_M = 0.\]

9.6. Gluing. Assume we have two \(d\)-manifolds \(M_1\) and \(M_2\), which we want to glue together by a common boundary component \(\Sigma\) to a manifold \(M\), i.e.
\[M = M_1 \cup_{\Sigma} M_2.\]
The glued state \(\psi_M\) can then be obtained from the states \(\psi_{M_1}\) and \(\psi_{M_2}\) by a BV pushforward
\[(88)\]
\[\mathcal{P}_{BV}: (\psi_{M_1}, \psi_{M_2}) \mapsto \psi_M = \mathcal{P}_{BV}((\psi_{M_1}, \psi_{M_2}, \mathcal{H}^p_{\Sigma^2}),\]
where \(\mathcal{P}_{BV}\) is the BV-pushforward with respect to the odd-symplectic fibration of residual fields \(\mathcal{P}: \mathcal{V}^p_{M_1} \oplus \mathcal{V}^p_{M_2} \to \mathcal{V}^p_M\) and where \(\langle , \rangle_{\mathcal{H}^p_{\Sigma^2}}\) denotes the pairing on \(\mathcal{H}^p_{\Sigma^2}\). This is illustrated in Figure 4. Hence we can describe the axiomatics of perturbative quantum gauge theories on manifolds with boundary by the following definition:

**Definition 9.6.1 (Axiomatics).** The axiomatics of a perturbative quantum gauge theory on a manifold \(M\) with boundary, is given by the following data:

- To each \((d - 1)\)-manifold \(\Sigma\) (e.g. \(\partial M\)) we associate a chain complex \((\mathcal{H}^p_{\Sigma}, \Omega^p_{\Sigma})\).
- To each \(d\)-manifold \(M\) we associate a finite-dimensional BV manifold \(\mathcal{V}^p_M\), the space of residual fields.
- To each \(d\)-manifold \(M\) we associate a state \(\psi_M\) satisfying the mQME.
- Gluing is given by pairing states and performing a BV pushforward as in (88).
10. Globalization in the BV-BFV Formalism

In this section we focus on a particular class of topological BV theories arising from the AKSZ construction [1] (see also [15]). One can generalize the construction of the previous section for nonlinear split AKSZ theories by adding a background field ([30, 31]). One can generalize the above construction for nonlinear split AKSZ theories by adding a background field ([30, 31]). This gives a formal globalization theory and the gauge fixing is taken care of by the globalized version of the mQME, which is called the modified “differential” QME ([30]). This is done by considering techniques of formal geometry ([16, 43]). The globalization of Kontsevich’s star product and the Poisson Sigma Model in the BV formalism can be found in [15, 26]. In this subsection we want to briefly recall the main results on globalization in the BV-BFV formalism.

10.1. AKSZ Sigma Models. Let us recall the definition of Hamiltonian manifolds and AKSZ Sigma Models.

Definition 10.1.1 (Differential graded symplectic manifold). A dg symplectic manifold of degree $d$ is a graded manifold $M$ endowed with a symplectic form $\omega = d\alpha$ of degree $d$ and a Hamiltonian function $\Theta$ of degree $d + 1$ satisfying $\{\Theta, \Theta\} = 0$, where $\{\ , \}$ is the Poisson bracket induced by $\omega$.

Remark 10.1.1. This is sometimes also called a Hamiltonian manifold.

Definition 10.1.2 (AKSZ Sigma Model). The AKSZ Sigma Model with target a Hamiltonian manifold $(M, \omega = d\alpha, \Theta)$ of degree $d - 1$ is the BV theory, which associates to a $d$-manifold $\Sigma$ the BV manifold $(F_\Sigma, \omega_\Sigma, S_\Sigma)$, where

$$F_\Sigma = \text{Map}(T[1]\Sigma, M), \quad \omega_\Sigma = \int_\Sigma \omega_{\mu\nu} \delta A^\mu \wedge \delta A^\nu,$$

and $S_\Sigma[A] = \int_\Sigma \alpha_{\mu}(A)dA^\mu + \Theta(A)$, where $A \in F_\Sigma$, $\omega_{\mu\nu}$ are the components of the symplectic form $\omega$, $\alpha_{\mu}$ are the components of $\alpha$ and $A^\mu$ are the components of $A$ in local coordinates.

Remark 10.1.2. Note that an AKSZ Model is a BF-like theory as in 9.5.5.

Remark 10.1.3. In the case of AKSZ theories, the procedure of Section 8 works particularly well and very naturally [29]. Namely, the BFV structure associated to a boundary $\Sigma_1$ is precisely obtained as in Definition 10.1.2 by putting $\Sigma_1$ instead of $\Sigma$. Since the dimension of $\Sigma_1$ is one less than that of $\Sigma$, the resulting symplectic form $\omega_{\Sigma_1}$ will have degree 0 instead of $-1$. More generally, if $\Sigma_k$ is a corner of codimension $k$, its associated BFV structure is obtained by putting $\Sigma_k$ instead of $\Sigma$ in Definition 10.1.2. This nice structure corresponds in the BV language to the fully extended topological field theories as in [5, 51].

Remark 10.1.4. The AKSZ construction plays a prominent role also in derived algebraic geometry [54], the generalization of the BV and BFV formalisms to the context of algebraic geometry (typically, however, only the nonpositive part of the complex is retained there, whereas the positive part, which describes the symmetry, is replaced by a stacky description). The extended structure found in [28], see the above remark, can also be incorporated in this setting [17].
We denote our fields by $(X, \eta) \in \mathcal{F}_\Sigma$ and, assuming a split of the space of fields
\[ \mathcal{F}_\Sigma = B^p_{\partial\Sigma} \oplus V^p_{\Sigma} \oplus \mathcal{Y}' \]
as we have seen before, we denote the according split of the fields by
\[ (X, \eta) = (X, E) \oplus (x, e) \oplus (x', e') \]

In [30], we study the following type of AKSZ Sigma Models.

**Definition 10.1.3 (Split AKSZ Sigma Model).** We call an AKSZ Sigma Model *split*, if the target is of the form
\[ M = T^*[d - 1]M \]
with canonical symplectic structure, where $M$ is a graded manifold.

10.2. **Formal geometry.** We briefly recall the aspects of formal geometry which are most relevant for the constructions of [30]. Let $M$ be a smooth manifold.

**Definition 10.2.1 (Generalized exponential map).** A generalized exponential map is a map $\varphi: U \to M$, where $U \subset TM$ is an open neighborhood of the zero section, such that $\varphi(x, 0) = x$ and $d\varphi(x, 0) = id_{T_xM}$ for all $x \in M$.

**Remark 10.2.1.** For $x \in M$ and $y \in T_xM \cap U$ we write $\varphi(x, y) = \varphi_x(y)$.

**Definition 10.2.2 (Formal exponential map).** A formal exponential map is an equivalence class of generalized exponential maps, where two generalized exponential maps are said to be equivalent if their $y$-jets agree to all orders.

For a function $f \in C^\infty(M)$, we can produce a section $\sigma \in \Gamma(\widehat{\text{Sym}}T^*M)$ by defining
\[ \sigma_x := T\varphi_x^*f, \]
where $T$ denotes the Taylor expansion in the fiber coordinates around $y = 0$ and $\widehat{\text{Sym}}$ denotes the completed symmetric algebra. Note that we use any representative of $\varphi$ to define the pullback. We denote this section by $T\varphi^*f$. Moreover, since it only depends on the jets of the representative, it is independent of the choice of representative.

**Definition 10.2.3 (Grothendieck connection).** Given a formal exponential map $\varphi$, we can define the associated Grothendieck connection $D_G$ on $\widehat{\text{Sym}}T^*M$, given by $D_G = d + R$, where $d$ is the de Rham differential and $R \in \Gamma(T^*M \otimes TM \otimes \widehat{\text{Sym}}T^*M)$ is a 1-form with values in derivations of $\widehat{\text{Sym}}T^*M$, defined in local coordinates by $R_i dx^i$ with
\[ R_i(x; y) = \left( \frac{\partial\varphi_x}{\partial y} \right)^{-1} \left( \frac{\partial\varphi_x}{\partial x^i} \frac{\partial}{\partial y^k} \right)^j_{\ ,i} \frac{\partial}{\partial y^k} =: \gamma^k_i(x; y) \frac{\partial}{\partial y^k}. \]

**Remark 10.2.2.** One can obtain that (92) does not depend on the choice of coordinates. Moreover, $D_G$ is a flat connection and a section $\sigma \in \Gamma(\text{Sym}T^*M)$ is flat if and only if it is of the form $\sigma = T\varphi^*f$ for some $f \in C^\infty(M)$. 
10.3. **Globalized BV-BFV Quantization.** Now one can use the constructions above to formulate a globalized quantum state, which we call the full covariant state as in [30]. For this we need to extend the action by a formal globalization term, where we also lift the fields as the pullback of the formal exponential map at a constant field $x: \Sigma \to M$. This corresponds to linearizing the space of fields $\mathcal{F}_\Sigma$ around these constant maps.

**Definition 10.3.1 (Formal globalized action).** For $(X, \eta) \in \mathcal{F}_\Sigma$, we define the formal globalized action by

$$\widetilde{S}_{\Sigma,x}[(\tilde{X}, \tilde{\eta})] = \int_{\Sigma} \left( \tilde{\eta}_i d\tilde{X}^i + T\tilde{\phi}^\ast \Theta(X, \eta) + \gamma^i_{ij}(x; \tilde{X}) \tilde{\eta}_j dx^j \right),$$

where $\tilde{\phi}_x: \text{Map}(T[1]\Sigma, T^*[d - 1]T_x M) \to \text{Map}(T[1]\Sigma, M)$ denotes the lift of the formal exponential map $\phi_x$ for $x \in \Sigma$ and $(\tilde{X}, \tilde{\eta})$ is the preimage of $(X, \eta)$ under this lift.

The Feynman rules corresponding to the formal globalized action as in (93) are given in Figure 8.

We denote the space of states at any constant field $x$ by $\widetilde{\mathcal{H}}_{\Sigma,x}^{p} := \mathcal{H}_{\partial\Sigma,x}^{p} \otimes \text{Dens}_{1/2}(\mathcal{V}_{\Sigma,x}^{p})$, where $\text{Dens}_{1/2}(\mathcal{V}_{\Sigma,x}^{p})$ denotes the space of half-densities on $\mathcal{V}_{\Sigma,x}^{p}$, and view it as the fibers of a vector bundle over $\Sigma$, where the total space is defined by $\widetilde{\mathcal{H}}_{\Sigma,tot}^{p} := \bigsqcup_{x \in \Sigma} \widetilde{\mathcal{H}}_{\Sigma,x}^{p}$.

**Definition 10.3.2 (Principal covariant state).** The principal covariant state is defined by the integral

$$\widetilde{\psi}_{\Sigma,x} \approx \exp \left( \frac{i}{\hbar} \sum_{\Gamma} \hat{h}^{\Gamma} \int_{\mathcal{O}_\gamma(\Sigma)} \omega_{\Gamma}(X, E, x, e, x) \right),$$

using the Feynman rules given in Figure 8.
Remark 10.3.1. The principal covariant state $\tilde{\psi}_{\Sigma,x}$ can formally be defined as the formal perturbative expansion of the BV integral

$$\tilde{\psi}_{\Sigma,x} := \int_{(\mathcal{X}, \mathcal{E}) \in \mathcal{L} \subset Y} e^{iS_{\Sigma,x}[\mathcal{X}, \mathcal{E}, x, e, x]} \in \Omega^*(M, T_{\Sigma,x}^p).$$

The principal state is sufficient for gluing and cutting purposes, but as in the linear case we need to introduce the full state to prove that the globalized version of the modified Quantum Master Equation holds. Therefore, we need the concept of composite fields, which we denote by square brackets $[ ]$, e.g. for a boundary field $A$ we will write $[A^i \cdots A^k]$. They can be understood as a regularization of higher functional derivatives: the higher functional derivative $\delta^k \delta A^i_1 \cdots \delta A^i_k$ gets replaced by a first order functional derivative $\delta^\delta [A^i_1 \cdots A^i_k]$. Concretely, this corresponds to introducing additional boundary vertices as in Figure 9.

![Composite field vertices](image)

**Figure 9.** Composite field vertices.

**Definition 10.3.3** (Full covariant state). We define the full covariant state $\tilde{\psi}_{\Sigma,x}$ by

$$\tilde{\psi}_{\Sigma,x} \approx \exp \left( \frac{i}{\hbar} \sum_{T}^{\mathcal{H}(T)} \int_{\mathcal{C}(\Sigma)}^{\mathcal{C}(\Sigma)} \alpha_T(X, E, x, e, x) \right)$$

using the Feynman rules in Figure 8 and additionally with the rules for the boundary vertices as in Figure 9.

**Remark 10.3.2.** Similarly we have to define the BFV boundary operator with the additional Feynman rules. We call it the full BFV boundary operator and denote it by $\Omega^p_{\delta \Sigma}$.

One of the main result of [30] is that this state satisfies the globalized version of the modified Quantum Master Equation, which we call the modified differential Quantum Master Equation (mdQME). It is stated as the following theorem.

**Theorem 10.3.1** (mdQME for split AKSZ theories [30]). Consider the full covariant perturbative state $\tilde{\psi}_{\Sigma,x}$ as a quantization of an anomaly free split AKSZ theory with target $T^*[d - 1]M$, where $M$ is a graded manifold. Then

$$\left(\text{d}_x - i\hbar \Delta_{\Sigma,x}^p + \frac{i}{\hbar} \Omega^p_{\delta \Sigma}\right)\tilde{\psi}_{\Sigma,x} = 0,$$

where we denote by $\text{d}_x$ the de Rham differential on $\overline{M}$, the body of the graded manifold $M$. 
Note that the operator \( \nabla_G := (d_x - i\hbar \Delta_{\Sigma} + \frac{i}{\hbar} \Omega_{\partial \Sigma}^p) \) can be seen as a connection on the total state space \( \widehat{\mathcal{H}}_{\Sigma, \text{tot}}^p \). Influenced from the classical case, we call \( \nabla_G \) the quantum Grothendieck BFV (GBFV) operator. Another main result of [30] is the following theorem.

**Theorem 10.3.2** ([30]). The connection \( \nabla_G \) is flat, i.e.

\[
(\nabla_G)^2 \equiv 0.
\]

**Remark 10.3.3.** This construction depends on different choices, such as the propagator, the choice of residual fields and the formal exponential map. In [30] it was shown how the full covariant state behaves under change of data. In particular, it transforms similar to a gauge transformation.

10.3.1. **Obstruction theory for the Poisson Sigma Model.** Note that the construction above is only true for manifolds with a single boundary polarization. Since the Poisson Sigma Model is a topological field theory of AKSZ type, we are able to use the mdQME for a condition to gauge fix the globalized version of the Poisson Sigma Model, i.e. the model which is related to a globalized version of Kontsevich’s star product ([49]). This construction (see [32] for a detailed description for the Moyal product) uses the notion of a relational symplectic groupoid ([21]) and the gluing procedure in the BV-BFV formalism.

Unfortunately, we have to use a disk with alternating boundary conditions and boundary components without any polarization, so the construction above does not simply apply. We call the points on the boundary where the polarization changes “corners” though they are not corners in the usual sense of manifolds.

\[
\begin{array}{c}
\delta \tilde{x} \\
E \\
X \\
E \tilde{\eta} = 0 \\
X \tilde{\eta} = 0 \\
E f \\
X g \\
\end{array}
\]

**Figure 10.** The gluing for the star product for two smooth maps \( f \) and \( g \). This will produce the star product \( f \star g \). Here \( \delta \tilde{x} \) is a delta function \( x \mapsto \delta(\tilde{x} - x) \).

To produce Kontsevich’s star product, the boundary of the disk is going to be glued together as in Figure 10, where the black boundary components are not polarized, but rather carry another boundary condition, namely that \( \tilde{\eta} \) vanishes. Thus there will be graphs collapsing to the boundary of the manifold in the boundary of the compactified configuration space, which cannot be taken care of by \( \Omega_{\partial \Sigma}^p \).
However, in [31] it was shown that there is way out of this by introducing another term for the action, and using Kontsevich’s formality map and the concept of Fedosov quantization. This will lead to new terms appearing in the mdQME, which kill the extra terms such that the mdQME, and thus gauge independence, is indeed satisfied. This is called the twisted theory ([31]).
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