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Abstract

Dirac metals (gapless semi-conductors) are believed to turn into Weyl metals when perturbations, which break either time reversal symmetry or inversion symmetry, are employed. However, no experimental evidence has been reported for the existence of Weyl fermions in three dimensions. Applying magnetic fields near the topological phase transition from a topological insulator to a band insulator in $Bi_{1-x}Sb_x$, we observe not only the weak anti-localization phenomenon in magnetoconductivity near zero magnetic fields ($B < 0.4$ T) but also its upturn above 0.4 T only for $E \parallel B$. This “incompatible” coexistence between weak anti-localization and “negative” magnetoresistivity is attributed to the Adler-Bell-Jackiw anomaly (“topological” $E \cdot B$ term) in the presence of weak anti-localization corrections.
Introduction

It is rare to observe Weyl fermions in three dimensional condensed matter systems. Graphene may be one of the well-studied systems as a two-dimensional Weyl metallic state, where two types of Weyl fermions with opposite chirality appear at separate momenta [1]. However, no experimental evidence has been reported for the Weyl metallic phase in three dimensions, where they are combined more often to form Dirac fermions. Rigorously speaking, this phenomenon is attributed to the fact that the Dirac spinor is the irreducible representation of the Lorentz group in three dimensions while it is the Weyl spinor in two dimensions [2]. Recently, it has been shown that such a Weyl metallic phase must exist near the topological phase transition from a band insulator to a topological insulator in three dimensions when either time reversal symmetry or inversion symmetry is not preserved at the critical point [3-7]. Actually, the emergence of Weyl fermions has been claimed long before when magnetic fields are applied to gapless semi-conductors (Dirac metals) [9,10]. A Dirac point is separated into two Weyl points with opposite chirality in momentum space, where their distance is proportional to the applied magnetic field.

The characteristic feature of a Weyl metallic phase is that a Weyl fermion state at one Weyl point must transfer to that at the other Weyl point when currents are driven in the same direction as the momentum to connect two paired Weyl points. This phenomenon is referred to as the Adler-Bell-Jackiw anomaly, which means that the chiral current is not conserved [9,10]. This nonlocal (in momentum space), more accurately, topological “constraint” has been suggested to cause anomalous magneto-transport phenomena in three dimensional Weyl metals, that is, “negative” magnetoresistivity (MR) when the applied electric field is parallel to the magnetic field. This anomalous longitudinal MR was shown to arise from the suppression of scattering between two Weyl points as the magnetic fields are enhanced [8,11]. Unfortunately, this Weyl metallic phase has not been confirmed experimentally. In particular, the “negative” MR (or “positive” magnetoconductivity-MC) has not been observed yet.

In this letter we claim that Weyl fermions appear in $Bi_{1-x}Sb_x$ near the critical point of the topological phase transition when magnetic fields are applied. The global phase diagram of $Bi_{1-x}Sb_x$ is well known [12-14] (Fig. 1(a)). A topological phase transition from a band insulator to a topological insulator occurs at $x \approx 3\%$, where massless Dirac fermions appear near the L point. Therefore, $Bi_{1-x}Sb_x$ at $x \approx 3\%$ is identified as a Dirac metal. Applying magnetic fields near this critical point, it is natural to expect the emergence of a Weyl metal phase, where the single Dirac point splits into two Weyl points with opposite chirality. We verify the emergence of the Weyl metallic phase by measuring the angle dependence of MR, where the angle corresponds to that between applied magnetic and electric fields. In particular, we observe not only the weak anti-localization near zero
magnetic fields ($B < 0.4$ T) but also an upturn of or increasing MC above 0.4 T only when both magnetic and electric fields are applied in the same direction. The coexistence between weak anti-localization and “negative” MR is remarkable. The experimental observation of weak anti-localization corrections is common for systems with strong spin-orbit interactions [15-19]. On the other hand, negative MR results from either weak localization or interaction corrections with diffusive dynamics (diffusive Fermi liquids) [20]. In addition, it can appear when magnetic fluctuations are suppressed via magnetic fields, and thus the corresponding scattering rate decreases [21]. Considering the fact that conventional calculations based on density functional theory describe the band structure of $\text{Bi}_2\text{Se}_3$ quite well [12,13], such interaction effects cannot be the physical origin for the “negative” MR. Then, their coexistence is difficult to understand within the perturbation framework for both nonmagnetic randomness and weak interactions in the presence of spin-orbit scattering.

We attribute the underlying mechanism for the upturn of MC to the Adler-Bell-Jackiw anomaly in the presence of weak anti-localization corrections, comparing experimental data with theoretical results from the quantum Boltzmann equation approach with the introduction of the topological $E \cdot B$ term [22]. In the “longitudinal” magneto-transport configuration where the electric field is parallel to the magnetic field, the dynamics of Weyl fermions is topologically constrained by the topological $E \cdot B$ term [8,11]. As a result, the MC increases above a critical magnetic field associated with the weak anti-localization. In contrast, only weak anti-localization corrections to the MC were found in the conventional “transverse” magneto-transport measurements, where the magnetic and electric fields were applied in the $z$ and $x$ directions, respectively. This paper suggests the unexpected coexistence of weak anti-localization and the upturn of “longitudinal” MC as the fingerprints of Weyl fermions in three dimensions, which arise from the topological $E \cdot B$ term or the Adler-Bell-Jackiw anomaly.

Experiments and analysis

Figure 1(b) presents a schematic diagram of the experiments for measuring the electrical transport coefficients, $\rho_{\alpha\beta}(B_{\gamma})$, which are defined by the equation, $E_{\alpha} = \rho_{\alpha\beta}(B_{\gamma})J_{\beta}$, where $J_{\beta}$ is an electric current of the $\beta$ direction under a magnetic field $B_{\gamma}$ in the $\gamma$ direction and $E_{\alpha}$ is the induced electric field in the $\alpha$ direction. In these experiments, six different field-contact-current configurations were employed, where the currents were set to flow along the $x$ direction, voltage contacts were located either on the $x$ (MR configuration) or $y$ axis (Hall configuration), and magnetic fields were applied along all three directions. $\rho_{xx}(B_{x})$ and $\rho_{zx}(B_{z})$, which are called transverse MR and transverse Hall resistivity, respectively, are regarded as a conventional setup, where the currents and
magnetic fields are orthogonal to each other in the out-of-plane. $\rho_{xx}(B_z)$ and $\rho_{yy}(B_z)$ are longitudinal MR and longitudinal Hall resistivity, respectively, where the currents and magnetic fields are parallel to each other. $\rho_{xy}(B_y)$ and $\rho_{yx}(B_y)$ are unconventional transverse MR and unconventional transverse Hall resistivity, respectively, where the currents and magnetic fields are orthogonal to each other but in plane. The unconventional transverse MR of $\rho_{xx}(B_z)$ in Fig. 1(b)-(5) gives rise to similar results to the transverse MR of $\rho_{yy}(B_y)$ in Fig. 1(b)-(1), provided the band anisotropy is not too large. In this study we focus on $\rho_{xx}(B_z)$ in Fig. 1(b)-(1) and $\rho_{yy}(B_y)$ in Fig. 1(b)-(3) and leave the role of the $E \cdot B$ term in $\rho_{yx}(B_y)$ in Fig. 1(b)-(4) and $\rho_{yx}(B_y)$ in Fig. 1(b)-(6) as an important future work.

Figure 2 shows the angle-dependent MR for the configuration, as shown in the schematic diagram, where the configurations for $\theta=0^\circ$ and $90^\circ$ were used to measure the transverse [Fig. 1(b)-(1)] and longitudinal [Fig. 1(b)-(3)] MRs, respectively. All the MR data showed a narrow dip below 0.4 T. These dips are similar to those observed in graphene [16,17] and thin films of three-dimensional topological insulators [18,19], which were attributed to weak anti-localization. On the other hand, an important difference was observed between the previous studies and the present measurements; the weak anti-localization in the data is due to three-dimensional Dirac fermions instead of two-dimensional ones. It is noted that $x \approx 3\%$ corresponds to the critical point, where three-dimensional Dirac fermions appear. One way to confirm the three-dimensionality is to determine if the scaling property is satisfied for different angles. If the dynamics of Dirac fermions is two dimensional, only the magnetic field perpendicular to the plane for the dynamics of such Dirac fermions leads to cyclotron motions. This scaling behavior was not observed in Bi$_{0.97}$Sb$_{0.03}$, supporting the three-dimensional nature of Dirac fermions (Fig. 2(b)). The MR data will be fitted to the three dimensional expression for weak anti-localization later.

Unexpected features were noted at higher magnetic fields, particularly for the longitudinal MR configuration of $\theta = 90^\circ$. When $\theta$ is near $0^\circ$, i.e. a conventional setup for transverse MR, the MR increased quadratically, indicating the dominance of orbital contributions. This standard behavior changed drastically when $\theta$ approached $90^\circ$, where the MR decreases considerably just after the dip up to $B \sim 4$ T. Above 4 T, MR increases again. As discussed before, this “negative” MR is difficult to understand within the perturbation framework incorporating both electronic (magnetic) correlations and nonmagnetic impurities in the presence of spin-orbit interactions. The decrease in longitudinal MR at relatively moderate magnetic fields above the region of weak anti-localization is attributed to the topologically constrained dynamics of Weyl fermions, which is given by the chiral anomaly.
Both $\rho_{xx}(B_z)$ and $\rho_{xx}(B_x)$ are derived based on the quantum Boltzmann equation approach with the introduction of the Adler-Bell-Jackiw anomaly via the semi-classical equations of motion [22,23]. Unfortunately, technical complexity of this methodology does not allow us to have an intuitive physical picture for anomalous behaviors in such transport coefficients. To make physics more apparent, we re-derive these anomalous transport coefficients based on the semi-classical equations of motion only. This approach is essentially the same as the equation of motion with the Lorentz force for the Hall effect in the elementary solid-state physics except for the introduction of the topological $E \cdot B$ term and the contribution of the Berry curvature. All details are discussed in the supplementary material [23] and a recent paper [22].

Disappearance of Weyl fermions with \( - \) chirality gives rise to the production of those with \( + \), where this dissipationless transfer is equilibrated by several scattering processes to reach a steady state. The Adler-Bell-Jackiw anomaly and possible scattering channels are described by the semi-classical equation of motion for the momentum, \( \dot{p} = \left( 1 + \frac{e}{m} B \cdot \Omega_p \right)^{-1} \left( \left( e E + \frac{e}{m} p \times B + \frac{\xi}{c} E \cdot B \Omega_p \right) \right) = \frac{p}{\tau} \), where \( \tau \) is an effective mean-free time, determined by the intra-node and inter-node scattering times (node = Weyl point) [23]. Solving this equation of motion to obtain the momentum as a function of both electric and magnetic fields, we find the corresponding electrical current, \( J = ne \dot{\mathbf{r}} = ne \left( 1 + \frac{e}{m} B \cdot \Omega_p \right)^{-1} \left\{ \frac{p}{m} + e E \times \Omega_p + \frac{e}{mc} (\Omega_p \cdot p) B \right\} \), where the solution of the velocity was utilized from the other semi-classical equation of motion [23]. It is essential to notice that there are two additional contributions for electric currents other than the conventional term proportional to the momentum, nonzero only when the Berry curvature exists [24, 25].

After several straightforward steps with the condition for the Hall effect, \( J_y = 0 \), we find the expression of \( \sigma_L(B) = \left( 1 + C_B B^2 \right) \sigma_{WL} + \sigma_n \) for the longitudinal MC in the weak field region, essentially the same as that from the quantum Boltzmann equation approach, where \( \sigma_{WL} \) is the conductivity from weak anti-localization corrections associated with intra-node scattering and \( \sigma_n \) is that from conventional Fermi surface contributions other than the L-point “Dirac” cone [23]. The most important feature is that the longitudinal MC contains an overall factor of \( C_B B^2 \) with a positive constant \( C_B \), originating from the topological $E \cdot B$ term. Such a topological term turns out to cause an additional contribution for the momentum of the z-direction, driven by the x-directional electric field along with the x-directional magnetic field under the influence of Berry curvature [23]. Combined with the last term in the expression of the current, this contribution gives rise to the overall factor proportional to $B^2$, which enhances the longitudinal conductivity due to the momentum transfer.
proportional to the applied magnetic field. In contrast, the transverse MC is expressed by \( \sigma_T(B) = \sigma_{WL} + \sigma_n \) without the anomaly contribution because the contribution from \( E \cdot B \) vanishes. \( \sigma_{WL} \) and \( \sigma_n \) are additive because they originate from different bands [26]. Considering that \( \sigma_n \) would be determined by residual charge carriers around the T point in momentum space, the conventional Fermi-liquid form, \( \sigma_n^{-1} = \rho_0 + A \cdot B^2 \), is assumed, where the residual resistivity and the coefficient \( A \) are determined from the best fit. Recalling the scaling result for the angle dependence of MR, the three-dimensional weak anti-localization formula, given by \( \sigma_{WAL} = \Delta \sigma_{WAL} + \sigma_0 = a\sqrt{B} + \sigma_0 \), where \( a \) and \( \sigma_0 \) are also determined from the line of best fit, is used [27].

Figures 3(a) and 3(b) show the transverse MC \( \sigma_T(B) \) and longitudinal MC \( \sigma_L(B) \), respectively, where the black circles represent the experimental data and the red lines show the theoretical fitting based on the above equations. The essential features of the transverse MC, such as the sharp peak in the zero field region and the gradual decrease up to 1.2 T are reproduced quite well with parameters of \( a = -14.3 \, \Omega^{-1} \cdot T^{0.5} \), \( \sigma_0 = 49.6 \, \Omega^{-1} \), \( \rho_0 = 4.15 \times 10^{-2} \, \Omega \), and \( A = 21.8 \, \Omega \cdot T^{-2} \). We restrict the region of our fitting with \(-1.2 < B < 1.2 \) T in order to compare this analysis with the case of the longitudinal MC, where this formula is derived in the weak field region. This successful fitting confirms that the origin of the sharp peak is the three dimensional weak anti-localization. Similarly, the peak in the zero field region and the upturn of the longitudinal MC are also reproduced well with a reasonable set of parameters of \( a = -20.6 \, \Omega^{-1} \cdot T^{0.5} \), \( \sigma_0 = 36.6 \, \Omega^{-1} \), \( \rho_0 = 2.65 \times 10^{-2} \, \Omega \), \( A = 7.3 \times 10^{-3} \, \Omega \cdot T^{-2} \), and \( C_W = 1.27 \, T^{-2} \). All parameters of \( a \), \( \sigma_0 \) and \( \rho_0 \) have similar values for both the transverse and longitudinal MCs, whereas the value of \( A \) in the longitudinal MC is much smaller than that in the transverse MC. This is consistent with our expectation, where the coefficient of the \( B^2 \) term in the normal conductivity from the bands around the T point should vanish because there cannot be any orbital motion in the longitudinal MC setup. The upturn of the longitudinal MC above 0.4 T cannot be captured without the correction term of \( C_W B^2 \), suggesting that the origin of this enhancement is purely topological, i.e. the chiral anomaly in the dynamics of Weyl fermions.

The positive component of the longitudinal MC disappears eventually at the critical magnetic field of \( B \approx 4 \) T and the MC decreases with increasing \( B \) above 4 T. This “reentrant” downturn of MC may be discussed based on the “pair-annihilation” scenario [23]. However, a cautious person may criticize that it is unrealistic to consider such paired Weyl points to move all over the whole Brillouin zone away from the L point, because the band gap is rather large for the wave vectors away from the L point. Although our experiments are in the semi-classical regime associated with the Adler-Bell-Jackiw anomaly [24], it is difficult to exclude the possibility for the formation of Landau levels,
increasing magnetic fields to reach the “intermediate” region of the reentrant downturn behavior. This problem on the crossover from the semi-classical regime to the quantum regime is beyond the scope of the present investigation, which needs to be examined more sincerely near future both experimentally and theoretically.

Finally, we remark two different regimes for the Adler-Bell-Jackiw anomaly. The present analysis of the semi-classical regime is justified when the chemical potential is much larger than the cyclotron frequency. On the other hand, the so called ultra-quantum limit is realized when both the chemical potential and temperature are less than the energy gap between the lowest and first Landau levels [8,11,28]. Since only chiral branches of the spectrum are occupied, dynamics of these electrons are essentially the same as that of one-dimensional chiral fermions, where intra-node scattering is prohibited [23]. As a result, the effect of the Adler-Bell-Jackiw anomaly becomes enhanced, where the longitudinal current can be relaxed by inter-node scattering only. In this ultra-quantum limit, the correction term of the longitudinal MC is linearly proportional to $B$ due to one-dimensional chiral dynamics, distinguished from the case of the semi-classical regime [23]. All analysis based on the ultra-quantum limit failed to explain our experimental data consistently, indicating that Fermi levels of our samples are located far away from Weyl points [23]. Actually, the location of the chemical potential is consistent with our previous studies on anomalous transport phenomena [29,30].

Conclusion

Either time reversal or inversion symmetry breaking in three dimensional Dirac metals gives rise to Weyl metals, where the Dirac point described by the four-component Dirac spinor splits into two Weyl points described by the two-component Weyl spinors with opposite chirality. The dynamics of these Weyl fermions is constrained topologically when their currents are applied in the same direction as the momentum to connect the two Weyl points, referred to as the Adler-Bell-Jackiw anomaly and described by the topological $E \cdot B$ term. In the present study, the emergence of such Weyl fermions was confirmed from anomalous transport phenomena, applying magnetic fields near the topological phase transition from a band insulator to a topological insulator in $Bi_{1-x}Sb_x$. In particular, the upturn behavior above 0.4 $T$ in magnetoconductivity was observed only for $B \parallel E$ besides weak anti-localization phenomena near zero magnetic fields ($B < 0.4$ $T$). Both the quantum Boltzmann equation approach and the equation of motion approach with the introduction of the topological $E \cdot B$ term were used to derive a general expression for the longitudinal magnetoconductivity in the presence of weak anti-localization corrections, which reproduced our experimental data consistently.
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Figure captions
Fig. 1 Schematic band structure of Bi$_{1-x}$Sb$_x$ near the L point and schematic diagram of the experiments in this study. (a) A topological phase transition occurs from a band insulator ($x < 3\%$) to a topological insulator ($x > 3\%$) around $x \approx 3\%$, where band touching emerges to form a Dirac cone at the L point. Applying magnetic fields to this Dirac metal, the Dirac point described by the four-component Dirac spinor splits into two Weyl points described by the two-component Weyl spinors with opposite chirality. The distance between these two Weyl points is proportional to the applied magnetic field. (b) Schematic diagram of the electrical transport measurements. See the text for detailed explanation.

Fig. 2 Angle-dependent ($\theta$) magnetoresistance (MR) and its scaling property. (a) Angle-dependent MR. The experimental configuration is depicted in (c). See the text for detailed explanation. (b) The scaling property of MR in the low-field region. The $x$-axis is the perpendicular field component of $B \cos \theta$. This $x$-axis scaling fails to map the MR data of all $\theta$s into a single curve, indicating the three-dimensional nature of the low-field dip in MR. This dip was attributed to the three dimensional weak anti-localization.

Fig. 3 Transverse and longitudinal magnetoconductances with theoretical fitting. (a) Transverse magnetoconductance. The black circles represent the experimental data and the red lines express the theoretical fitting, where both weak anti-localization corrections and normal contributions from other bands are considered. See the text for detailed explanation. (b) Longitudinal magnetoconductance. The overall factor $C_\| B^2$ in front of weak anti-localization corrections is the key feature, which originates solely from the topological $E \cdot B$ term in both the quantum Boltzmann equation and the equation of motion approaches. This is the fingerprint of the Weyl metallic state.
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PACS numbers:
I. ADLER-BELL-JACKIW ANOMALY AND ANALYSIS OF THE EXPERIMENTAL DATA IN THE ULTRA-QUANTUM LIMIT

A. Adler-Bell-Jackiw anomaly

The underlying mechanism for the upturn behavior of the longitudinal magnetoconductivity is the Adler-Bell-Jackiw anomaly, where the production of Weyl fermions with a given chirality, saying $+\chi$, gives rise to the reduction of Weyl fermions with an opposite chirality, saying $-\chi$. This can be translated into a transfer of electrons from one Weyl point with $-\chi$ to the other Weyl point with $+\chi$. This dissipationless transport process should be balanced by either intra-node or inter-node (node = Weyl point) scattering due to impurities in order to reach a steady state. Associated with two types of scattering processes, one can introduce two time scales, $\tau_{\text{intra}}$ and $\tau_{\text{inter}}$, where $\tau_{\text{intra}}$ is the intra-scattering time due to impurities within the same Weyl cone while $\tau_{\text{inter}}$ is that between two paired Weyl points.

Although we focus on the semi-classical regime without Landau-level quantization, there are two regimes. The approach based on the semi-classical equations of motion is valid when $\mu \gg \hbar \omega_c$, where $\mu$ is the chemical potential of the system and $\omega_c$ is the cyclotron frequency. On the other hand, the quantum regime, which has been discussed intensively but rather intuitively in Refs. [1–3], emerges in the limit of $\omega_c \gg 1/\tau_{\text{tr}}$. Here, $\tau_{\text{tr}} = \tau_{\text{intra}}$ is the transport time, where the contribution of back scattering is extracted from the relaxation time. In this quantum regime, one finds $\tau_{\text{tr}} = \tau_{\text{intra}} \to \infty \gg \tau_{\text{inter}}$ that results from effectively one-dimensional chiral dynamics of electrons due to Landau-level quantization. In the semi-classical regime, it is natural to assume $\tau_{\text{intra}} \ll \tau_{\text{inter}}$ because the inter-node scattering requires finite momentum-transfer [2]. As a result, transport properties are basically determined by $\tau_{\text{eff}} = \frac{\tau_{\text{intra}} \tau_{\text{inter}}}{\tau_{\text{intra}} + \tau_{\text{inter}}} \approx \tau_{\text{intra}}$ in the semi-classical regime while it is $\tau_{\text{inter}}$, the short time-scale that governs electrical transport in the quantum regime.

In the semi-classical regime, the longitudinal magnetoconductivity is found to be $\sigma + \text{const.} \cdot B^2 \sigma$, where $\sigma$ is the Drude conductivity proportional to the intra-node scattering time $\tau_{\text{intra}}$. The first term results from relaxation due to intra-node scattering processes and it exists even without the other Weyl point as expected. On the other hand, the second term originates from a transfer of electrons from one Weyl point ($-\chi$ chirality) to the other Weyl
point (+ chirality), where this dissipationless transfer is relaxed by the intra-node scattering, reaching a steady state. Since a finite momentum-transfer, proportional to the applied magnetic field, is involved in this transfer process, the $B^2$ contribution appears to enhance the longitudinal conductivity. In contrast, the condition of $\tau_{\text{intra}} \to \infty \gg \tau_{\text{inter}}$ in the quantum regime does not allow the intra-node scattering as the case of one-dimensional chiral fermions. Instead, the transport dynamics is governed by $\tau_{\text{inter}}$. As a result, the longitudinal magnetoconductivity is found to be $|B|\sigma'$, where $\sigma'$ is the conductivity associated with the inter-node scattering time, $\tau_{\text{inter}}$ [1–3]. There is no Drude-like term in this case and the linear $|B|$ dependence results from effectively one-dimensional chiral dynamics.

B. Data analysis based on the formula of the ultra-quantum limit

1. Discussion on the ultra-quantum limit

When strong magnetic fields are applied along the z-direction, the electron spectrum is given by $\epsilon_n(p_z) = \pm v\sqrt{2n(\hbar e/c)B + p_z^2}$ with $n = 0, 1, 2, \ldots$, where $v$ is the velocity of the Weyl fermion [1, 2]. In the lowest Landau level identified with $n = 0$, one obtains $\epsilon_0 = \pm vp_z$, where + and − denote the right and left chirality of each Weyl point, respectively. The so-called ultra-quantum limit means that both the chemical potential and temperature are less than the energy gap between the lowest and first Landau levels, i.e., $\mu, T < \hbar v/L_B$, where $L_B = \sqrt{\hbar c/eB}$ is the magnetic length [1, 2]. Then, only chiral branches of the spectrum are occupied. This effectively one-dimensional dynamics (due to significant localization in the plane arising from strong magnetic fields) enhances the effect of the Adler-Bell-Jackiw anomaly, because the chirality of the lowest Landau level (ultra-quantum limit) causes the suppression of intra-Weyl-point scattering, originating from a lack of phase space. This is essentially the same as the case of one-dimensional chiral fermions. Contributions to the current from these one-dimensional chiral electrons can be relaxed only by inter-Weyl-points scattering processes, characterized by $\tau$.

Considering the corresponding semi-classical equations of motion $\dot{p}_z = eE_z - p_z/\tau$ and $v_z = \pm v$, Ref. [2] finds

$$\sigma_{zz} = \frac{\tau e^2 v}{4\pi^2 \hbar L_B^2}.$$  \hspace{1cm} (1)

An essential point of this expression is that the conductivity is linearly proportional to the
applied magnetic field, distinguished from the $B^2$ dependence in the semi-classical regime without Landau-level quantization. In addition, intra-node (Weyl point) scattering is not allowed due to the one-dimensional chiral dynamics in the ultra-quantum limit.

2. Data analysis in the ultra-quantum limit

In order to check if our system is in the ultra-quantum limit, we analyzed the experimental data based on the ultra-quantum-limit formula. For fitting, we first replaced the one-dimensional inter-node scattering time, $\tau_{\text{inter}}$, with the scattering time associated with the one-dimensional weak anti-localization correction to reproduce the weak anti-localization part of the experimental data. We considered the formula of $|B|\sigma_{1D,\text{WAL}} + \sigma_n$ for the longitudinal magnetoconductivity, where $\sigma_{1D,\text{WAL}} = a/\sqrt{B} + \sigma_0$ and $\sigma_n = 1/(AB^2 + \rho_0)$ are similarly defined as the case of the semi-classical regime. On the other hand, the transverse magnetoconductivity is quantitatively described by $\sigma_{1D,\text{WAL}}^T + \sigma_n^T$, where $\sigma_{1D,\text{WAL}}^T$ and $\sigma_n^T$ are corresponding quantities for the transverse configuration. We note that no contributions appear from the Adler-Bell-Jackiw anomaly in the transverse magnetoconductivity. We fitted both the transverse and longitudinal magnetoconductivities based on the above formulae and carefully observed the values of the fitting parameters for the consistency check.

Fig. S1 displays the experimental transverse magnetoconductivity up to $\pm 1.2$ T, fitted by two theoretical curves in the semi-classical regime [fig. S1(a)] and in the ultra-quantum limit [fig. S1(b)], respectively. Both theoretical curves simulated the experimental data quite reasonably, giving the fitting parameters of $a = -14.3$ $\Omega^{-1}T^{-0.5}$, $\sigma_0 = 49.6$ $\Omega^{-1}$, $\rho_0 = 4.15 \times 10^{-2}$ $\Omega$, and $A = 21.8$ $\Omega$ $T^{-2}$ for the semi-classical case and those of $a = 4.15$ $\Omega^{-1}T^{0.5}$, $\sigma_0 = 22.6$ $\Omega^{-1}$, $\rho_0 = 0.077$ $\Omega$, and $A = 0.037$ $\Omega$ $T^{-2}$ for the ultra-quantum limit. These values will be compared to those of the fitting to the longitudinal magnetoconductivity.

For the longitudinal configuration, the experimental data were fitted by the ultra-quantum-limit formula of $|B|\sigma_{1D,\text{WAL}} + \sigma_n$, modified from the correction of the Adler-Bell-Jackiw anomaly in the ultra-quantum limit. The fitting result to this formula, presented in Fig. S2(a), turns out to be quite poor. In this case, the fitting parameters are $a = 4.15$ $\Omega^{-1}T^{0.5}$, $\sigma_0 = 3.67 \times 10^3$ $\Omega^{-1}$, $\rho_0 = 0.0152$ $\Omega$, $C_W = 1.05 \times 10^{-4}$ $T^{-1}$, and $A \approx 0$ $\Omega$ $T^{-2}$. In fact, we found that both the weak anti-localization correction and the upturn in the longitudinal magnetoconductivity cannot be fitted simultaneously as long as both $a$ and $A$
FIG. 1: Transverse magnetoconductivity with (a) theoretical fitting to the formula \( \sigma_{3D,WAL} + \sigma_n \) in the semi-classical regime and (b) fitting to the formula \( \sigma_{1D,WAL} + \sigma_n \) in the ultra-quantum limit. are positive as they should be.

We also investigated the possibility that the weak anti-localization correction and the upturn behavior of the longitudinal magnetoconductivity arise in a separate way, where the former appears from three-dimensional dynamics of electrons in the presence of the spin-orbit coupling and the latter comes from the effective one-dimensional chiral dynamics, respectively. In this case, the conductivity is expressed by \( \sigma_{3D} + \sigma_n + B |C_W| \), where \( C_W \) is associated with the inter-node scattering time. At this moment, we cannot clearly explain the origin of the three-dimensional weak anti-localization correction. The fitting based on this formula is presented in Fig. S2(b) with the fitting parameters of \( a = -13.4 \Omega^{-1}T^{-0.5} \), \( \sigma_0 = 68.9 \Omega^{-1} \), \( \rho_0 = 0.165 \Omega \), \( C_W = 10.2 \Omega^{-1}T^{-1} \) and \( A = 43.5 \Omega T^{-2} \). Compared to the transverse case, the value of \( A \) increases significantly, which cannot be physical, because the orbital contribution from normal electrons must be absent in the longitudinal measurements.

All analysis support that our system is not near the ultra-quantum limit but in the semi-classical regime, which is quite in agreement with the band structure of Bi\(_{1-x}\)Sb\(_x\) at \( x \sim 3 \% \), where the Fermi level is located far above the Weyl points. Actually, this tendency associated with the chemical potential is quite consistent with anomalous transport physics of our previous studies [4].
C. “Reentrant” downturn in the longitudinal magnetoconductivity above $B \sim 4$ T

The positive component of the longitudinal magnetoconductivity disappears eventually at the critical magnetic field of $B \sim 4$ T and the magnetoconductivity decreases with increasing $B$ above 4 T. One possible origin of this “reentrant” downturn of magnetoconductivity can be found in the “pair-annihilation” scenario, where a magnetic monopole (Weyl point with + chiral charge) recombines with an anti-monopole (Weyl point with $-$ chiral charge) to be annihilated around this particular magnetic field. In fact, considering that the distance between the Weyl points is given by $\sim 2\frac{g v_D}{e m^*}$, where $g$ is the Lande $g$-factor, $v_D$ is the Dirac velocity at the critical point, $e$ is the charge of an electron, and $m^*$ is the effective mass of the charge carrier, the critical magnetic field that corresponds to the largest distance in the Brillouin zone is estimated to be $B_c \sim \frac{\pi v_D m^*}{2 g e}$. Inserting the approximate values of $v_D \sim 10^5$ m/s and $g \sim 100$ for topological insulators of BiSb alloys into this expression, we obtain $B_c \sim 1 - 10$ T, which resides within our experimental range.

However, a cautious person may criticize that it is unrealistic to consider such paired Weyl points to move all over the whole Brillouin zone away from the L point, because the band gap is rather large for the wave vectors away from the L point. Although we could exclude the possibility of Landau-level quantization in the region of weak magnetic fields associated with the Adler-Bell-Jackiw anomaly, it is difficult to exclude the possibility for the
formation of Landau levels, increasing magnetic fields to reach the "intermediate" region for
the reentrant downturn behavior. Indeed, Shubnikov-de Haas oscillations seem start right
at the downturn field. We are suspecting that dominant contributions from higher Landau
levels may cause this downturn behavior of magnetoconductivity in the intermediate region
of magnetic fields. More concretely, it is natural to expect that the ultra-quantum limit is
difficult to be achieved even in the region of such intermediate magnetic fields, because our
samples are in the semi-classical regime originally, and thus higher Landau levels would be
filled. Then, localization contributions may be dominant from higher Landau levels.

We believe that no theoretical studies have been performed for this crossover regime yet.
This problem on the crossover regime is beyond the scope of the present investigation, which
needs to be examined more sincerely near future both experimentally and theoretically.

II. A FORMAL DEVELOPMENT OF THE QUANTUM BOLTZMANN EQUA-
TION IN THE PRESENCE OF THE TOPOLOGICAL $E \cdot B$ TERM

A. Quantum Boltzmann equation

We start from the quantum Boltzmann equation for a steady state [5]

$$
\dot{\mathbf{p}} \cdot \frac{\partial G^<(\mathbf{p}, \omega)}{\partial \mathbf{p}} + \dot{\mathbf{r}} \cdot \mathbf{p} \frac{\partial G^<(\mathbf{p}, \omega)}{\partial \omega} - \dot{\mathbf{p}} \cdot \left\{ \frac{\partial \Sigma^<(\mathbf{p}, \omega)}{\partial \omega} \frac{\partial \Re G_{\text{ret}}(\mathbf{p}, \omega)}{\partial \mathbf{p}} - \frac{\partial \Re G_{\text{ret}}(\mathbf{p}, \omega)}{\partial \omega} \frac{\partial \Sigma^<(\mathbf{p}, \omega)}{\partial \mathbf{p}} \right\} = -2\Gamma(\mathbf{p}, \omega)G^<(\mathbf{p}, \omega) + \Sigma^<(\mathbf{p}, \omega)A(\mathbf{p}, \omega).$$

(2)

$G^<(\mathbf{p}, \omega)$ is the lesser Green’s function, regarded as a quantum distribution function, where
$\mathbf{p}$ and $\omega$ represent momentum and frequency for relative coordinates, respectively. $\dot{O}$ denotes
the derivative with respect to time $t$. $\Sigma^<(\mathbf{p}, \omega)$ and $G_{\text{ret}}(\mathbf{p}, \omega)$ indicate the lesser self-energy
and the retarded Green’s function, respectively, where $\Re$ is their real part. The right hand
side introduces collision terms, where $\Gamma(\mathbf{p}, \omega)$ and $A(\mathbf{p}, \omega)$ indicate the scattering rate and
the spectral function.
B. Semi-classical equations of motion

\( \mathbf{r} \) and \( \mathbf{p} \) are governed by semi-classical equations of motion [6], given by

\[
\begin{align*}
\dot{\mathbf{r}} &= \frac{\partial \epsilon_p}{\partial \mathbf{p}} + \mathbf{p} \times \Omega_p, \\
\dot{\mathbf{p}} &= e \mathbf{E} + \frac{e}{c} \dot{\mathbf{r}} \times \mathbf{B},
\end{align*}
\]

where \( \Omega_p \) represents the Berry curvature of the momentum space. Solving these equations, one obtains

\[
\begin{align*}
\dot{\mathbf{r}} &= \left(1 + \frac{e}{c} \mathbf{B} \cdot \Omega_p\right)^{-1} \left\{ \mathbf{v}_p + e \mathbf{E} \times \Omega_p + \frac{e}{c} \Omega_p \cdot \mathbf{v}_p \mathbf{B} \right\}, \\
\dot{\mathbf{p}} &= \left(1 + \frac{e}{c} \mathbf{B} \cdot \Omega_p\right)^{-1} \left\{ e \mathbf{E} + \frac{e}{c} \mathbf{v}_p \times \mathbf{B} + \frac{e^2}{c} (\mathbf{E} \cdot \mathbf{B}) \Omega_p \right\}.
\end{align*}
\]

(4)

An essential point is the presence of the \( \mathbf{E} \cdot \mathbf{B} \) term in the second equation, imposing the Adler-Bell-Jackiw anomaly [2].

A cautious person may ask how these semi-classical equations reflect dynamics of Weyl electrons in three dimensions because the equation of \( \dot{\mathbf{p}} \) seems to apply to generic systems with non-zero Berry curvature, and not limited to Weyl metallic phases. Generally speaking, we have \( \Omega_p = \Omega_{-p} \) in systems of time reversal symmetry while we get \( \Omega_p = -\Omega_{-p} \) in centro-symmetric systems [2]. As a result, we cannot avoid to reach the conclusion \( \Omega_p = 0 \) when systems contain both time reversal and inversion symmetries. Since the Dirac system contains both time reversal and inversion symmetries, we reach the conclusion that the Berry curvature vanishes, inevitably.

More mathematically speaking, the Berry curvature is given by the so called chiral charge, regarded as a topological charge (invariant). The Dirac band has both + (right) and − (left) chiral charges, and their sum give zero, corresponding to the vanishing Berry curvature. In other words, a magnetic monopole with + charge exists together with that with − charge at the same momentum point, which does not allow a non-zero Berry curvature. On the other hand, each Weyl point is characterized by each chiral charge, either + or −, which should appear in a pair. As a result, each Weyl point, identified with a magnetic monopole of its corresponding charge, gives rise to a non-zero Berry curvature.
C. Self-energy correction from intra-node scattering

Inserting these equations into the quantum Boltzmann equation and performing some algebra, we obtain the following expression

\[
\left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1} \frac{e}{c} \mathbf{v} \cdot \left(\mathbf{B} \times \frac{\partial G^<}{\partial \mathbf{p}}\right) + \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-2} \left(\frac{e}{c} \mathbf{v} \times \mathbf{B}\right) \cdot \left(e \mathbf{E} \times \Omega_p\right) \frac{\partial G^<}{\partial \omega}
\]

\[
- [A(p, \omega)]^2 \left(-\frac{\partial f(\omega)}{\partial \omega}\right) \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-2} \left\{ e \mathbf{E} + \frac{e^2}{c} (\mathbf{E} \cdot \mathbf{B}) \Omega_p \right\} \cdot \left\{ \mathbf{v} + \frac{e}{c} (\Omega_p \cdot \mathbf{v}) \mathbf{B} \right\} \Gamma 
\]

\[
= -i [2 \Gamma G^< - \Sigma^< A],
\]

where the argument of \((\mathbf{p}, \omega)\) is omitted for simplicity.

The lesser self-energy is given by

\[
\Sigma^<(p, \omega) = \sum_q \int_0^\infty d\nu \left| \frac{\mathbf{p} \times \hat{q}}{m} \right|^2 \Im D_a(q, \nu) \left\{ n(\nu) + 1 \right\} G^<(p + q, \omega + \nu) + n(\nu) G^<(p + q, \omega - \nu) \right\}.
\]

(6)

Here, we consider gauge interactions [7] for example. Thus, \(D_a(q, \nu)\) represents the Green function of gauge fluctuations. \(n(\nu)\) is the Bose-Einstein distribution function. One can replace the gauge-boson propagator with some other types of fluctuations such as phonons, spin fluctuations, and etc. One may consider the diffusion-mode propagator for weak anti-localization in the presence of spin-orbit coupling, where the form of its vertex should be changed, of course. Although this disorder scattering will be most relevant in the present problem, the precise form of the lesser self-energy is not important for our derivation.

D. Ansatz for the lesser Green’s function

We write down the lesser Green’s function in the following way [7]

\[
G^<(p, \omega) = if(\omega)A(p, \omega) + i \left(-\frac{\partial f(\omega)}{\partial \omega}\right) A(p, \omega) \mathbf{v} \cdot \Lambda(p, \omega),
\]

which consists of the equilibrium part (the first term) and its correction term (the second term). We call \(\Lambda(p, \omega)\) “vertex distribution-function” although it sounds somewhat confusing. \(f(\omega)\) is the Fermi-Dirac distribution function.
E. Scattering rate

Inserting this ansatz into the quantum Boltzmann equation with the expression of the lesser self-energy and performing some straightforward algebra, we obtain

\[ i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p \right)^{-1} \frac{e}{mc} \mathbf{v}_p \cdot \left( \mathbf{B} \times \frac{\partial \mathbf{p}_a}{\partial p} \right) \Lambda_a(p, \omega) - i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p \right)^{-2} \left( \frac{e}{c} \mathbf{v}_p \times \mathbf{B} \right) \cdot (e \mathbf{E} \times \mathbf{\Omega}_p) \]

\[ - A(p, \omega) \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p \right)^{-2} \left\{ e \mathbf{E} + \frac{e^2}{c} (e \mathbf{E} \cdot \mathbf{\Omega}_p) \right\} \left\{ \mathbf{v}_p + \frac{e}{c} (\mathbf{\Omega}_p \cdot \mathbf{v}_p) \mathbf{B} \right\} \Gamma(p, \omega) \]

\[ = 2 \Gamma(p, \omega) \mathbf{v}_p \cdot \Lambda(p, \omega) - \sum_q \int_0^\infty d\nu \left| \frac{m \mathbf{q}}{m} \right|^2 \Im D_a(q, \nu) \]

\[ \times \left\{ [n(\nu) + f(\nu + \nu)] A(p + q, \omega + \nu) \mathbf{v}_{p+q} \cdot \Lambda(p + q, \omega + \nu) \right\} - [n(-\nu) + f(\nu - \nu)] A(p + q, \omega - \nu) \mathbf{v}_{p+q} \cdot \Lambda(p + q, \omega - \nu) \right\}, \]  

(8)

where we have used the following relation

\[ 2 \Gamma(p, \omega) = \sum_q \int_0^\infty d\nu \left| \frac{m \mathbf{q}}{m} \right|^2 \Im D_a(q, \nu) \left\{ [n(\nu) + f(\nu + \nu)] A(p + q, \omega + \nu) \right\} 

- [n(-\nu) + f(\nu - \nu)] A(p + q, \omega - \nu) \right\}. \]  

(9)

F. Vertex distribution-function

Writing down the quantum Boltzmann equation in terms of components and focusing on dynamics near the Fermi surface, we reach the following expression for each component,

\[ \frac{\Lambda^x_F(\omega)}{\tau_{tr}(\omega)} = i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right)^{-1} e B_z \Lambda^x_F(\omega) - i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right)^{-2} \frac{e^2}{c} (e \mathbf{E} \cdot \mathbf{\Omega}_F) \mathbf{\Omega}_F x + \frac{e^2}{c} \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right) (e \mathbf{E} \cdot \mathbf{\Omega}_F) \mathbf{\Omega}_F x, \]

(10)

\[ \frac{\Lambda^y_F(\omega)}{\tau_{tr}(\omega)} = i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right)^{-1} e B_y \Lambda^y_F(\omega) + i \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right)^{-2} \frac{e^2}{c} (e \mathbf{E} \cdot \mathbf{\Omega}_F) \mathbf{\Omega}_F y + \frac{e^2}{c} \left( 1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F \right) (e \mathbf{E} \cdot \mathbf{\Omega}_F) \mathbf{\Omega}_F y, \]

(11)
and
\[
\frac{\Lambda F^\dagger(\omega)}{\tau_{tr}(\omega)} + i\left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F\right)^{-1} eB_y \Lambda F^\dagger(\omega) - i\left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F\right)^{-1} eB_x \Lambda F^\dagger(\omega) \\
= -i\left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F\right)^{-2} \left\{ -\frac{e}{c} B_y (e \mathbf{E} \times \mathbf{\Omega}_F)_x + \frac{e}{c} B_x (e \mathbf{E} \times \mathbf{\Omega}_F)_y \right\} \\
- A(p_F, \omega) \Gamma(p_F, \omega) \left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F\right)^{-2} \left\{ eE_z + \frac{e^2}{c} (\mathbf{E} \cdot \mathbf{B}) \mathbf{\Omega}_F^z + \frac{e^2}{c} \left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_F\right) (\mathbf{E} \cdot \mathbf{B}) \mathbf{\Omega}_F^z \right\},
\]

(12)

where the transport time is given by
\[
\frac{1}{\tau_{tr}(\omega)} = \sum_q \int_0^\infty d\nu \left| \frac{p_F}{m} \times \dot{q} \right|^2 \Im D_q(q, \nu) (1 - \cos \theta) \left\{ [n(\nu) + f(\omega + \nu)] A(p_F + q, \omega + \nu) \\
- [n(-\nu) + f(\omega - \nu)] A(p_F + q, \omega - \nu) \right\}. 
\]

(13)

We note the $1 - \cos \theta$ factor in this expression, which extracts out back scattering contributions.

III. CURRENT FORMULATION

It is natural to define a current in the following way [2]
\[
J = -e \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi \hbar)^3} \left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p\right)^{-1} \left\{ \mathbf{v}_p + e \mathbf{E} \times \mathbf{\Omega}_p + \frac{e}{c} (\mathbf{\Omega}_p \cdot \mathbf{v}_p) \mathbf{B} \right\} [-iG^<(p, i\omega)].
\]

(14)

We note the $\dot{r}$ term in the integral expression.

Inserting the ansatz for the lesser Green’s function into the above expression, we obtain
\[
J = -e^2 \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi \hbar)^3} \left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p\right)^{-1} (\mathbf{E} \times \mathbf{\Omega}_p) f(\omega) A(p, \omega) \\
- e \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi \hbar)^3} \left(1 + \frac{e}{c} \mathbf{B} \cdot \mathbf{\Omega}_p\right)^{-1} \left\{ \mathbf{v}_p + \frac{e}{c} (\mathbf{\Omega}_p \cdot \mathbf{v}_p) \mathbf{B} \right\} \left( -\frac{\partial f(\omega)}{\partial \omega} \right) A(p, \omega) \mathbf{v}_p \cdot \mathbf{\Lambda}(p, \omega).
\]

(15)
Then, the $x$–component is given by

$$J_x = -e^2 \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi h)^3} \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1} (E_y \Omega_p^x - E_z \Omega_p^y) f(\omega) A(p, \omega)$$

$$- e \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi h)^3} \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1} (v_F^x)^2 \left(- \frac{\partial f(\omega)}{\partial \omega}\right) A(p, \omega) \Lambda_x(p, \omega)$$

$$- e \frac{1}{\beta} \sum_{i\omega} \int \frac{d^3 p}{(2\pi h)^3} \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1} e B_x \left((v_F^x)^2 \Omega_p^x \Lambda_x(p, \omega) + (v_F^y)^2 \Omega_p^y \Lambda_y(p, \omega)\right)$$

$$+ (v_F^x)^2 \Omega_p^x \Lambda_x(p, \omega) \right) \left(- \frac{\partial f(\omega)}{\partial \omega}\right) A(p, \omega). \quad (16)$$

IV. ANOMALOUS TRANSPORT PHENOMENA

A. $B = B_x \hat{z}$ and $E = E_x \hat{x}$

Solving the quantum Boltzmann equation in the conventional setup of $B = B_x \hat{z}$ and $E = E_x \hat{x}$, we find

$$\Lambda_F^z(\omega) \approx -e A(p_F, \omega) \frac{\tau_{tr}(\omega)}{\tau_{se}(\omega)} E_x \left(1 + \frac{e}{c} B_z \Omega_F^z\right) + \frac{e}{c} B_z \Omega_F^z \left(1 + \frac{e}{c} B_z \Omega_F^z\right) \frac{E_x}{1 + \frac{e}{c} B_z \Omega_F^z} \quad (17)$$

and

$$\Lambda_F^y(\omega) = \frac{e}{1 + \frac{e}{c} B_z \Omega_F^z} \frac{A(p_F, \omega) \frac{\tau_{tr}(\omega)}{\tau_{se}(\omega)} [\omega_c^2 \tau_{tr}(\omega)] E_x}{1 + \frac{e}{c} B_z \Omega_F^z} - \frac{e}{1 + \frac{e}{c} B_z \Omega_F^z} \frac{\Omega_F^y [\omega_c^2 \tau_{tr}(\omega)] E_x}{1 + \frac{e}{c} B_z \Omega_F^z} \quad (18)$$

with

$$\frac{\Lambda_F^z(\omega)}{\tau_{tr}(\omega)} = 0. \quad (19)$$

Here, we replaced $\Gamma(p_F, \omega)$ with $\frac{1}{\tau_{se}(\omega)}$. $\omega_c^x = \frac{e B_x}{m_0}$ is the cyclotron frequency.

Inserting the vertex distribution-functions into the current formula, we obtain

$$J_x \approx e^2 N_F \frac{1}{\beta} \sum_{i\omega} \int_{-\infty}^{\infty} d\epsilon \int_{-1}^{1} d\cos \theta \int_{0}^{2\pi} d\phi (v_F^x)^2 \left(- \frac{\partial f(\omega)}{\partial \omega}\right) \left[A_F(\epsilon, \omega)\right]^2 \frac{\tau_{tr}(\omega)}{\tau_{se}(\omega)} E_x$$

$$+ \frac{e^4}{c^2} N_F \frac{1}{\beta} \sum_{i\omega} \int_{-\infty}^{\infty} d\epsilon \int_{-1}^{1} d\cos \theta \int_{0}^{2\pi} d\phi (v_F^x)^2 (\Omega_F^x)^2 \left(- \frac{\partial f(\omega)}{\partial \omega}\right) \left[A_F(\epsilon, \omega)\right]^2 \frac{\tau_{tr}(\omega)}{\tau_{se}(\omega)} B_x E_x$$

$$- 2m \frac{e^3}{c} N_F \frac{1}{\beta} \sum_{i\omega} \int_{-\infty}^{\infty} d\epsilon \int_{-1}^{1} d\cos \theta \int_{0}^{2\pi} d\phi (v_F^x)^2 (\Omega_F^x)^2 \left(- \frac{\partial f(\omega)}{\partial \omega}\right) A_F(\epsilon, \omega) \frac{[\omega_c^2 \tau_{tr}(\omega)]^2}{1 + [\omega_c^2 \tau_{tr}(\omega)]^2} B_x E_x. \quad (20)$$
Here, we performed an expansion for the Berry curvature up to the second order since the integration in the momentum space for the Berry curvature vanishes when the integral expression contains an odd power for the Berry curvature. Recall that the integral value is given by either $+1$ or $-1$, which depends on the chirality of the Weyl point [2]. $N_F$ is the density of states, determined by the chemical potential.

The above expression becomes more simplified as follows

$$J_x = Ce^2 N_F v_F^2 \frac{\tau_{tr}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} E_x + C'e^4 \frac{\tau_{tr}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} B_z^2 E_x$$

$$-\tilde{C} m \frac{e^3}{c} N_F v_F^2 \frac{[\omega_c^z \tau_{tr}(T)]^2 \tau_{tr}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} B_z E_x,$$

(21)

where $C$, $C'$, and $\tilde{C}$ are given by integrals of momentum and frequency for the spectral function. The first term is the conventional contribution for the magnetoconductivity. On the other hand, other two terms result from the Berry curvature.

In summary, the magnetoconductivity is

$$\sigma_L(B_z, T) = Ce^2 N_F v_F^2 \frac{\tau_{tr}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} + C'e^4 \frac{\tau_{tr}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} B_z^2$$

$$-\tilde{C} m \frac{e^3}{c} N_F v_F^2 \frac{[\omega_c^z \tau_{tr}(T)]^2 \tau_{sc}(T)}{1 + [\omega_c^z \tau_{tr}(T)]^2} B_z.$$

(22)

B. $B = B_x \hat{x}$ and $E = E_x \hat{x}$

Solving the quantum Boltzmann equation in the unconventional setup of $B = B_x \hat{x}$ and $E = E_x \hat{x}$, we find

$$\Lambda^x_F(\omega) = -e A(p_F, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} E_x,$$

(23)

$$\Lambda^y_F(\omega) = me \frac{\omega_c^x \tau_{tr}(\omega)}{1 + \frac{e B_x \Omega^x_F}{c}} \left(-\Omega^y_F + \frac{\omega_c^x \tau_{tr}(\omega)}{1 + \frac{e B_x \Omega^x_F}{c}} E_x \right)$$

$$-A(p_F, \omega) \frac{\tau_{tr}(\omega)}{1 + \frac{e B_x \Omega^x_F}{c}} \left(1 + \frac{e B_x \Omega^x_F}{c} \right) \left(\Omega^y_F + \frac{\omega_c^x \tau_{tr}(\omega)}{1 + \frac{e B_x \Omega^x_F}{c}} E_x \right) E_x B_x,$$

(24)
and

\begin{align}
\Lambda_{x}^{F}(\omega) &= me \frac{\omega_{c}^{x} \tau_{tr}(\omega)}{(1 + \frac{c}{e} B_{x} \Omega_{x}^{F})^{2} + [\omega_{c}^{x} \tau_{tr}(\omega)]^2} \left( \Omega_{F}^{y} \tau_{tr}(\omega) \Omega_{F}^{x} \frac{\omega_{c}^{x} \tau_{tr}(\omega)}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} \right) E_{x} \\
- A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} \frac{[\tau_{tr}(\omega)]^2}{(1 + \frac{c}{e} B_{x} \Omega_{x}^{F})^{2} + [\omega_{c}^{x} \tau_{tr}(\omega)]^2} \left\{ e^{2} + \frac{e^{2}}{c} \left( 1 + \frac{c}{e} B_{x} \Omega_{x}^{F} \right) \right\} \left( \Omega_{F}^{y} \Omega_{F}^{x} \right) E_{x} B_{x},
\end{align}

(25)

where \( \omega_{c}^{x} = \frac{e B_{x}}{mc} \) is the “cyclotron” frequency associated with the \( B_{x} \) field. We notice that there are \( E \cdot B = E_{x} B_{x} \) terms, which are topological in their origin.

Inserting these vertex distribution-functions into the current formula, we obtain a rather complicated expression for the \( x \)- component of the current,

\begin{align}
J_{x} &= e^{2} \frac{1}{\beta} \sum_{\omega} \int \frac{d^{3}p}{(2\pi \hbar)^{3}} \frac{1}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} (v_{F}^{x})^{2} \left( - \frac{\partial f(\omega)}{\partial \omega} \right) A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} E_{x} \\
+ e^{3} \frac{1}{\beta} \sum_{\omega} \int \frac{d^{3}p}{(2\pi \hbar)^{3}} \frac{1}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} (v_{F}^{y})^{2} \left( - \frac{\partial f(\omega)}{\partial \omega} \right) A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} B_{x} E_{x} \\
- \frac{m e^{3}}{\beta} \sum_{\omega} \int \frac{d^{3}p}{(2\pi \hbar)^{3}} \frac{1}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} (v_{F}^{y})^{2} \left( - \frac{\partial f(\omega)}{\partial \omega} \right) A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} \left( \Omega_{F}^{y} \Omega_{x}^{F} \right) B_{x} E_{x} \\
+ e^{4} \frac{1}{\beta} \sum_{\omega} \int \frac{d^{3}p}{(2\pi \hbar)^{3}} \frac{2 + \frac{c}{e} B_{x} \Omega_{x}^{F}}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} (v_{F}^{y})^{2} \left( - \frac{\partial f(\omega)}{\partial \omega} \right) A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} \left( \Omega_{F}^{y} \Omega_{x}^{F} \right) E_{x} B_{x}^{2} \\
- \frac{m e^{4}}{\beta} \sum_{\omega} \int \frac{d^{3}p}{(2\pi \hbar)^{3}} \frac{2 + \frac{c}{e} B_{x} \Omega_{x}^{F}}{1 + \frac{c}{e} B_{x} \Omega_{x}^{F}} (v_{F}^{y})^{2} \left( - \frac{\partial f(\omega)}{\partial \omega} \right) A(p_{F}, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} \left( \Omega_{F}^{y} \Omega_{x}^{F} \right) E_{x} B_{x}^{2}.
\end{align}

(26)
Expanding the above expression up to the second order for the Berry curvature, we obtain

\[ J_x \approx e^2 \frac{1}{\beta} \sum_{\omega} \frac{d^3 p}{(2\pi \hbar)^3} \left( v_F^x \right)^2 \left( -\frac{\partial f(\omega)}{\partial \omega} \right) \left[ A(p_F, \omega) \right]^2 \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} E_x \]

\[-2\frac{me^3}{c} \frac{1}{\beta} \sum_{\omega} \frac{d^3 p}{(2\pi \hbar)^3} \left( v_F^y \right)^2 \left( -\frac{\partial f(\omega)}{\partial \omega} \right) A(p_F, \omega) \left( \Omega_F^x \right)^2 \frac{\omega_c^x \tau_{tr}(\omega)}{1 + [\omega_c^x \tau_{tr}(\omega)]^2} \left[ \omega_c^x \tau_{tr}(\omega) \right] B_x E_x \]

\[ + 2\frac{e^4}{c^2} \frac{1}{\beta} \sum_{\omega} \frac{d^3 p}{(2\pi \hbar)^3} \left( v_F^y \right)^2 \left( -\frac{\partial f(\omega)}{\partial \omega} \right) A(p_F, \omega) \frac{\tau_{tr}(\omega)}{\tau_{sc}(\omega)} \left( \Omega_F^y \right)^2 \frac{\omega_c^y \tau_{tr}(\omega)}{1 + [\omega_c^y \tau_{tr}(\omega)]^2} E_x B_x^2 \]

\[ = CN_F e^2 v_F^2 \tau_{tr}(T) E_x + 2C' \frac{e^4}{c^2} N_F v_F^2 \frac{\tau_{tr}(T)}{1 + [\omega_c^x \tau_{tr}(T)]^2} B_x E_x^2 - 2C'' \frac{me^3}{c} N_F v_F^2 \tau_{sc}(T) \frac{[\omega_c^x \tau_{tr}(T)]^2}{1 + [\omega_c^x \tau_{tr}(T)]^2} B_x. \]

(27)

The first term is also the conventional contribution near the Fermi surface, but there is no dependence for magnetic fields. This is certainly expected because the magnetic field is in the same direction as the electric field. On the other hand, the second contribution originates from the topological \( E \cdot B \) term. The third term is also anomalous, which results from the Berry curvature but not from the \( E \cdot B \) term.

In summary, the “longitudinal” magnetoconductivity is

\[ \sigma_L(B_x, T) = CN_F e^2 v_F^2 \tau_{tr}(T) + 2C' \frac{e^4}{c^2} N_F v_F^2 \frac{\tau_{tr}(T)}{1 + [\omega_c^x \tau_{tr}(T)]^2} B_x^2 - 2C'' \frac{me^3}{c} N_F v_F^2 \tau_{sc}(T) \frac{[\omega_c^x \tau_{tr}(T)]^2}{1 + [\omega_c^x \tau_{tr}(T)]^2} B_x. \]

(28)

C. Discussion

In order to compare the expression of the “longitudinal” magnetoconductivity with that used in our fitting for the experimental data, we rewrite the above expression as follows [8]

\[ \sigma_L(B_x, T) = (1 + C_W B_x^2) \sigma_n(T), \]

(29)

where \( \sigma_n(T) = CN_F e^2 v_F^2 \tau_{tr}(T) \) is the normal conductivity and \( C_W = 2(C'/C)(e^2/c^2) \) is a positive constant. Fitting to our experimental data, we replace this normal contribution with the conductivity that contains weak-antilocalization corrections, named as \( \sigma_{WAL}(B_x, T) \). In addition, we introduce another normal conductivity, denoted by \( \sigma_n(T) \), which originates from other bands at the chemical potential. Although we use the same symbol as the above, do not confuse the apparent difference. As a result, we propose the “longitudinal” magnetoconductivity in the presence of the weak-antilocalization correction as follows

\[ \sigma_L(B_x, T) = (1 + C_W B_x^2) \sigma_{WAL}(B_x, T) + \sigma_n(T), \]

(30)
where the overall factor $C_W B_z^2$ is purely topological in its origin. Actually, what we have done in this supplementary material is to derive this overall factor. In the conventional setup with $B = B_z \hat{z}$ and $E = E_x \hat{x}$, we suggest $\sigma_L(B_z, T) = \sigma_{WAL}(B_z, T) + \sigma_n(B_z, T)$, where $\sigma_n(B_z, T)$ results from other bands. This expression turns out to reproduce the experimental data even quantitatively well.

V. PHYSICAL INTERPRETATION FOR ANISOTROPIC TRANSPORT COEFFICIENTS

Although anisotropic transport coefficients in the longitudinal configuration ($B = B_z \hat{z}$ and $E = E_x \hat{x}$) have been investigated based on the quantum Boltzmann equation approach with the introduction of the Adler-Bell-Jackiw anomaly via the semi-classical equations of motion, technical complexity of this methodology does not allow us to have an intuitive physical picture for anomalous behaviors in such transport coefficients. In this respect it is necessary to confirm physics of the Adler-Bell-Jackiw anomaly based on a simpler framework. In this subsection we rederive such anomalous transport coefficients, resorting to the semi-classical equations of motion only. This approach is basically the same as that for the Hall effect (via the Lorentz force) in the elementary solid-state physics, except for the introduction of the topological $\theta-$ term and the contribution from the Berry curvature.

We start from the solution of the semi-classical equations of motion

$$\dot{p} = \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1}\left\{e E + \frac{e}{mc} p \times B + \frac{e^2}{c}(E \cdot B)\Omega_p\right\} = -\frac{p}{\tau}, \quad (31)$$

where the momentum of an electron wave-packet is relaxed after the mean-free time $\tau$. Here, $\tau = \tau_{\text{intra}}/\tau_{\text{inter}}$ in the semi-classical regime of $\tau_{\text{intra}} \ll \tau_{\text{inter}}$, where $\tau_{\text{intra(inter)}}$ is the mean-free time associated with intra- (inter-) node scattering due to impurities [2].

Solving this equation of motion to obtain the momentum as a function of both electric and magnetic fields, we find the corresponding electrical current, given by

$$J = ne \dot{r} = ne \left(1 + \frac{e}{c} B \cdot \Omega_p\right)^{-1}\left\{\frac{p}{m} + e E \times \Omega_p + \frac{e}{mc} (\Omega_p \cdot p) B\right\}, \quad (32)$$

where the other solution for the semi-classical equations of motion is utilized. It is straightforward to obtain transport coefficients from this expression. It is essential to notice that
there are two more contributions for electric currents than the conventional momentum-
proportional term, which turn out to be nonzero only when the Berry curvature exists. In
particular, the last term proportional to the applied magnetic field gives rise to anomalous
contributions for the unconventional Hall coefficients, here the longitudinal Hall resistivity,
where the topological $\mathbf{E} \cdot \mathbf{B}$ term in the solution of the momentum plays an important role.

When electric fields are applied in parallel with magnetic fields, saying the $x$—direction,
the semiclassical equation of motion for the momentum is expressed as follows by each
component,

\[
\frac{-p_x}{\tau} = \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left\{ eE_x + \frac{e^2}{c} (E_x B_x) \Omega_p^x \right\}, \tag{33}
\]

\[
\frac{-p_y}{\tau} = \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left\{ eE_y + \omega^x_c p_z + \frac{e^2}{c} (E_x B_x) \Omega_p^y \right\}, \tag{34}
\]

\[
\frac{-p_z}{\tau} = \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left\{ -\omega^x_c p_y + \frac{e^2}{c} (E_x B_x) \Omega_p^z \right\}, \tag{35}
\]

where $\omega^x_c = \frac{eB_x}{mc}$ is the cyclotron frequency for the $x$—directional magnetic field.

In order to obtain the Hall coefficient, we introduce the following condition

\[
J_y = ne \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left(\frac{p_y}{m} - eE_x \Omega_p^z\right) \rightarrow 0
\]

from the definition of the current, resulting in

\[
p_y = em\Omega_p^z E_x. \tag{36}
\]

Two coupled equations for $p_y$ and $p_z$ give the information on the Hall voltage with the
use of the condition for the Hall coefficient,

\[
E_y = -\frac{m}{\tau} \Omega_p^z \left(1 + \frac{e}{c} B_x \Omega_p^x\right) \left\{ 1 + \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-2} (\omega^x_c \tau)^2 \right\} E_x
\]

\[
+ \frac{e}{c} \left\{ (\omega^x_c \tau) \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \Omega_p^x - \Omega_p^y \right\} (E_x B_x). \tag{37}
\]

Considering the definition of the Hall coefficient, $E_y = \rho_{yx} (B_x) J_x$, we introduce an electric
current of the $x$—direction,

\[
J_x = ne \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left\{ \frac{p_x}{m} + \frac{e}{mc} (\Omega_p \cdot p) B_x \right\}. \tag{38}
\]

Solving the equations of motion, we obtain

\[
p_x = -e \tau E_x, \tag{39}
\]

\[
p_z = e \tau \left(1 + \frac{e}{c} B_x \Omega_p^x\right)^{-1} \left( \frac{e}{c} \Omega_p^z E_x - \frac{e}{c} (E_x B_x) \Omega_p^z \right). \tag{40}
\]
Inserting these solutions with the condition $E_y(E_x, B_x)$ for the Hall coefficient into the expression of the $x-$directional current, we find the longitudinal magnetoconductivity

$$\sigma_L(B_x) = \left\{ 1 + \frac{e^2}{c^2} \frac{\Omega_p^2}{1 + \frac{e}{c} B_x \Omega_p} B_x^2 \right\} \sigma - ne^2 \frac{c}{1 + \frac{e}{c} B_x \Omega_p} B_x - \frac{e^2}{c^2} \frac{\Omega_p^2}{1 + \frac{e}{c} B_x \Omega_p} B_x,$$

(41)

where $\sigma = \frac{ne^2 \tau}{m}$ is the dc Drude conductivity. Experimentally, we symmetrize this transport coefficient and obtain

$$\sigma^L_{\text{exp}}(B_x) = \frac{\sigma_L(B_x) + \sigma_L(-B_x)}{2} \approx \left( 1 + \frac{e^2}{c^2} B_x^2 \right) \sigma,$$

(42)

essentially the same as the expression from the quantum Boltzmann equation approach. It is easy to observe that the $B_x^2$ term results from the $E \cdot B$ term from this equation of motion approach. In spite of this consistency, we would like to point out that the coefficient $C_W$ in Eq. (29) does not appear in this much simplified treatment.
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