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Abstract

We consider a foundational unsupervised learning task of $k$-means data clustering, in a federated learning (FL) setting consisting of a central server and many distributed clients. We develop SecFC, which is a secure federated clustering algorithm that simultaneously achieves 1) \textit{universal performance}: no performance loss compared with clustering over centralized data, regardless of data distribution across clients; 2) \textit{data privacy}: each client’s private data and the cluster centers are not leaked to other clients and the server. In SecFC, the clients perform Lagrange encoding on their local data and share the coded data in an information-theoretically private manner; then leveraging the algebraic structure of the coding, the FL network exactly executes the Lloyd’s $k$-means heuristic over the coded data to obtain the final clustering. Experiment results on synthetic and real datasets demonstrate the universally superior performance of SecFC for different data distributions across clients, and its computational practicality for various combinations of system parameters. Finally, we propose an extension of SecFC to further provide membership privacy for all data points.

1 Introduction

Federated learning (FL) is an increasingly popular distributed learning paradigm, which enables decentralized clients to collaborate on training an AI model over their private data collectively, without surrendering the private data to a central cloud. When running the FedAvg algorithm introduced in \cite{McMahanEtal2017}, each client trains a local model with its private data, and sends the local model to a central server for further aggregation into a global model. Since its introduction, FL has demonstrated great potential in improving the performance and security of a
wide range of learning problems, including next-word prediction [2], recommender systems [3], and predictive models for healthcare [4].

In this work, we focus on a foundational unsupervised learning task—clustering. In an FL system, the clustering problem can be categorized into client clustering and data clustering. Motivated by heterogeneous data distribution across clients and the needs for training personalized models [5, 6, 7], client clustering algorithms are developed to partition the clients into different clusters to participate in training of different models [8, 9, 10, 11]. On the other hand, data clustering problem aims to obtain a partition of data points distributed on FL clients, such that some clustering loss is minimized. In [12], a model-based approach UIFCA was proposed to train a generative model for each cluster, such that each data point can be classified into one of the clusters using the models. Another recent work [13] considers the classical $k$-means clustering problem, and proposed an algorithm $k$-FED to approximately execute the Lloyd’s heuristic [14] in the FL setting. $k$-FED is communication-efficient as it only requires one-shot communication from the clients to the server.

While being the state-of-the-art federated data clustering algorithms, both UIFCA and $k$-FED are observed to be limited in the following two aspects: 1) The clustering performance heavily depends on the data distribution across clients. Specifically, the clustering performance of $k$-FED is guaranteed only when the data points on each client are from at most $k' \leq \sqrt{k}$ clusters, and a non-empty cluster at each client has to contain a minimum number of points; 2) Leakage of data privacy. Just like other model-based FL algorithms, the data privacy of UIFCA is subject to model inversion attacks (see, e.g., [15, 16, 17, 18]). In $k$-FED, each client performs Lloyd’s algorithm on local data, and sends the local cluster centers that are averages of private data points directly to the server, which allows a curious server to infer about the private dataset (e.g., number of local clusters, and the distribution of local data points).

Motivated by these limitations, we develop a secure federated clustering protocol named SecFC, for solving a $k$-means clustering problem over an FL network. SecFC builds upon the classical Lloyd’s heuristic and has the following salient properties:

- **Universal performance:** The clustering performance of SecFC matches exactly that of running Lloyd on the collection of all clients’ data in a centralized manner, which is invariant to different data distributions at the clients;

- **Information-theoretical data privacy:** Each client’s private data is information-theoretically private from a certain number of colluding clients. The server does not know the values of the private data points and the cluster centers.

In the first phase of SecFC, each client locally generates some random noises and mixes them with its private data using Lagrange polynomial encoding [19], and then securely shares the coded data segments with the other clients. In the second phase, the clients and the server jointly execute the Lloyd’s iterations over coded data. As each client obtains a coded version of the entire dataset in the first phase, leveraging the algebraic structure of the coding scheme, each
client can compute a secret share of the distance between each pair of cluster center and data point. After receiving sufficient number of secret shares, the server is able to reveal the pair-wise distances between all cluster centers and all data points, so the center update can be carried out exactly as specified in the Lloyd’s algorithm. Importantly, the server can only recover the distance between a cluster center and a data point, without knowing their respective locations, which is the key enabler for SecFC to achieve performance and privacy simultaneously. We further extend SecFC to strengthen it with membership privacy. Specifically, clients privately align the IDs of their local data using private set union [20, 21, 22], such that data clustering is performed without revealing which data point belongs to which client.

We conduct extensive experiments to cluster synthetic and real datasets on FL systems, and compare SecFC with the centralized Lloyd’s algorithm and k-FED as our baselines. Under different data distributions across clients with different number of local clusters $k'$, SecFC consistently achieves almost identical performance as the centralized Lloyd, which outperforms k-FED. Also, unlike k-FED whose performance varies substantially with the value of $k'$, and deteriorates severely when $k' = k$, the performance of SecFC is almost invariant to the value of $k'$, indicating its universal superiority. We also evaluate the execution overheads of SecFC under various combinations of system parameters, which demonstrate the feasibility of applying SecFC to solve practical clustering tasks.

2 Background and Related Work

Clustering is an extensively studied learning task. We discuss existing works in three categories.

- **Centralized clustering.** In centralized clustering, a central entity, i.e., server, performs the data partition. A well-known centralized clustering problem is $k$-means clustering, where the aim is to find $k$ centers such that the Euclidean distance from each data point to its closest center is minimized. Lloyd’s heuristic [14] is a popular iterative approach in performing $k$-means clustering due to its simplicity, even though its performance heavily depends on algorithm initialization. Unlike the Lloyd’s heuristic which does not provide any provable guarantees, Kanungo et al. [23] proposes an approximation algorithm for $k$-means clustering that is based on swapping cluster centers in and out, which yields a solution that is at most $(9 + \epsilon)$ factor larger than the optimal solution. Awasthi and Sheffet [24] propose a variant of the Lloyd’s heuristic that is equipped with such an approximation algorithm to guarantee convergence in polynomial time.

- **Parallel and distributed clustering.** Distributed and parallel clustering implementations are particularly useful in the presence of large datasets that are prominent in many learning applications. The bottleneck in the centralized $k$-means clustering is the computation of distances among the data
points and the centers. In parallel implementations of \( k \)-means clustering, the idea is to split the dataset into different worker machines so that the distance computations are performed in parallel \[23, 26\]. In addition to \( k \)-means clustering, there have been parallel implementations of other clustering schemes such as the density-based clustering scheme DBSCAN \[27\]. When the dataset is distributed in nature, it may not be practical to send local datasets to the central entity. In such cases, distributed clustering is favorable albeit a performance loss compared to the centralized setting \[28, 29, 30\].

- **Federated clustering.** Clustering techniques have been used in FL systems to handle data heterogeneity \[31, 9, 32, 13, 33\], particularly focusing on personalized model training and client selection. References \[31, 32, 9\] focus on clustering the clients to jointly train multiple models, one for each cluster, whereas reference \[13\] clusters the client data points to reach more personalized models and perform a more representative client selection at each iteration. Unlike the \( k \)-means clustering which uses a heuristic to generate clusters, model-based clustering assumes that the data to be clustered comes from a probabilistic model and aims to recover that underlying distribution \[34, 35\]. In their recent work \[12\], using this approach, Chung et al. cluster heterogeneous client data in a federated setting by associating each data point with a cluster (model) with the highest likelihood. As also highlighted by \[33\], common to all these existing works on \( k \)-means clustering is the fact that none of them provides data privacy, in the sense that cluster center information as well as clients’ data are kept private. This motivates us to develop SecFC in this work, which is to the best of our knowledge, the first federated clustering algorithm with formal privacy guarantees.

Before we close this section, we briefly review some prior works on secure clustering.

- **Privacy-preserving clustering.** When the clustering is performed on private client data as in the case of federated clustering, the issue of secure clustering emerges. The aim here is to cluster the entire dataset without revealing anything to the clients, including all intermediate values, but the output, i.e., final partition of data. Privacy-preserving clustering has been studied in the literature employing cryptographic techniques from secure multiparty computation, for the cases of horizontal, vertical, and arbitrary partitions of data \[36, 37, 38, 39, 40, 41\]. Among these works, we want to highlight \[41\], where authors implement a secret sharing-based secure \( k \)-means clustering scheme. Unlike the proposed SecFC scheme, however, \[41\] employs an additive secret sharing scheme and reveals the final cluster centers to the participants. In SecFC, clients use Lagrange coding to encode and share their private data. During the execution of SecFC, neither final nor any intermediate candidate center information is disclosed to the clients or the server, which is not the case in other earlier works \[36, 37, 39\] in the literature as well.

**Notation.** For a positive integer \( n \), let \([n]\) denote the set of integers \(\{1, \ldots, n\}\). Let \(|S|\) denote the cardinality of a set \(S\).
3 Preliminaries and Problem Formulation

3.1 $k$-means Clustering

Given a dataset $X$ consisting of $m$ data points $x_1, \ldots, x_m \in \mathbb{R}^d$, each with features of dimension $d$, the $k$-means clustering problem aims to obtain a $k$-partition of $X$, denoted by $S = (S_1, \ldots, S_k)$, such that the following clustering loss is minimized.

$$L(S) = \sum_{h=1}^{k} \sum_{x_i \in S_h} \|x_i - \mu_h\|_2^2,$$

where $\mu_h$ denotes the center of cluster $S_h$, which is computed as $\mu_h = \frac{1}{|S_h|} \sum_{x_i \in S_h} x_i$.

A classical method for clustering is the Lloyd’s heuristic algorithm [14]. It is an iterative refinement method that alternates on two steps. The first step is to assign each data point to its nearest cluster center. The second step is to update each cluster center, as the mean of data points assigned to that cluster in the first step. The algorithm terminates when the data assignments no longer change. When the data points are well separated, Lloyd’s algorithm often converges in a few iterations and achieves good performance [42], but its complexity can grow superpolynomially in the worst case [43]. Despite of many variants of Lloyd’s algorithm to improve its clustering performance and computational complexity in general cases, we focus on solving the $k$-means clustering problem using the original Lloyd’s heuristic due to its simplicity.

3.2 Secure Federated $k$-means

We consider solving a $k$-means clustering problem, over a federated learning system that consists of a central server and $n$ distributed clients. The entire dataset consists of private data points arbitrarily distributed across the clients. For each $j \in [n]$, we denote the set of local data points at client $j$ as $\mathcal{D}_j$, $j \in [n]$. Specifically, we would like to run the Lloyd’s algorithm to obtain a $k$-clustering of the clients’ data, with the coordination of the server.

A similar problem was recently considered in [13], where a federated clustering protocol, $k$-FED, was proposed to approximately execute Lloyd’s heuristic with one-shot communication from the clients to the server. The basic idea of $k$-FED is to have each client $j$ run Lloyd to generate a $k_j$-clustering of its local data $\mathcal{D}_j$, and send the cluster centers to the server, and then the server runs Lloyd again to cluster the centers into $k$ groups, generating a $k$-clustering of the entire dataset. We note that $k$-FED is limited in the following two aspects: 1) to run $k$-FED, each client $j$ needs to know the actual number of local clusters $k_j$, and the clustering performance is guaranteed only when the number of local clusters is less than $\sqrt{k}$, and the number of data points in each non-empty local cluster is large enough, which may hardly hold in practical scenarios; 2) the clients’ private data is leaked to the server through the client centers directly sent to the server, which are computed as the means of the data points in respective local clusters.
Motivated by the above limitations, we aim to design a federated \(k\)-means clustering algorithm that simultaneously achieves the following requirements.

- **Universal performance:** No loss of clustering performance compared with the centralized Lloyd’s algorithm on the entire dataset, regardless of the data distribution across the clients;

- **Data \(t\)-privacy:** We consider a threat model where the clients and the server are honest-but-curious. For some security parameter \(t < n\), during the protocol execution, no information about a client’s private data should be leaked, even when any subset of up to \(t\) clients collude with each other. Further, the server should not know explicitly any private data of the clients, as well as the locations of the cluster centers.

We propose Secure Federated Clustering (or SecFC) that simultaneously satisfies the above performance and security requirements. In SecFC, private data is secret shared across clients such that information-theoretical privacy is guaranteed against up to \(t\) colluding clients. Using computations over coded data, the server decodes pair-wise distances between the data points and the centers, which are sufficient to advance Lloyd iterations. In this way, SecFC exactly recovers the center updates of centralized Lloyd’s algorithm, with the server knowing nothing about the data points and the centers.

4 The Proposed SecFC Protocol

As SecFC leverages cryptographic primitives to protect data privacy, which operates on finite fields, we assume that the elements of each data point are from a finite field \(\mathbb{F}_q\) of order \(q\). In practice, one can quantize each element of the data points onto \(\mathbb{F}_q\), for some sufficiently large prime \(q\), such that overflow does not occur to any computation during the execution of the Lloyd’s algorithm. See Appendix A for one such quantization method.

4.1 Protocol Description

**Secure data sharing.** In the first phase of SecFC, each client mixes its local data with random noises to generate secret shares of the data, and communicates the shares with the other clients.

For each \(j \in [n]\), and each \(x_i \in D_j\), client \(j\) first evenly partitions \(x_i \in \mathbb{F}_q^d\) into \(\ell\) segments \(x_{i,1}, \ldots, x_{i,\ell} \in \mathbb{F}_q^d\), for some design parameter \(\ell\). Next, client \(j\) randomly samples \(t\) noise vectors \(z_{i,\ell+1}, \ldots, z_{i,\ell+t}\) from \(\mathbb{F}_q^d\). Then, for a set of distinct parameters \(\{\beta_1, \ldots, \beta_{\ell+t}\}\) from \(\mathbb{F}_q\) that are agreed upon among all clients and the server, following the data encoding scheme of Lagrange Coded Computing (LCC) [19], client \(j\) performs Lagrange interpolation on the points \((\beta_1, x_{i,1}), \ldots, (\beta_{\ell}, x_{i,\ell}), (\beta_{\ell+1}, z_{i,\ell+1}), \ldots, (\beta_{\ell+t}, z_{i,\ell+t})\) to obtain the
following polynomial

\[ f_i(\alpha) = \sum_{u=1}^{\ell} x_{i,u} \cdot \prod_{v \in [\ell+1] \setminus \{u\}} \frac{\alpha - \beta_v}{\beta_u - \beta_v} + \sum_{u=\ell+1}^{\ell+t} x_{i,u} \cdot \prod_{v \in [\ell+1] \setminus \{u\}} \frac{\alpha - \beta_v}{\beta_u - \beta_v}. \]  

Note that \( f_i(\beta_u) = x_{i,u} \) for \( u = 1, \ldots, \ell \), and \( f_i(\beta_u) = z_{i,u} \) for \( u = \ell + 1, \ldots, \ell + t \).

Finally, for another set of public parameters \( \{\alpha_1, \ldots, \alpha_n\} \) that are pair-wise distinct, and \( \{\beta_1, \ldots, \beta_{\ell+1}\} \cap \{\alpha_1, \ldots, \alpha_n\} = \emptyset \), client \( j \) evaluates \( f_i(\alpha) \) at \( \alpha_j \) to compute a secret share \( \tilde{x}_{i,j'} \) of \( x_i \) for client \( j' \), for all \( j' \in [n] \) (i.e., \( \tilde{x}_{i,j'} = f_i(\alpha_j) \)), and sends \( \tilde{x}_{i,j'} \) to client \( j' \).

By the end of secure data sharing, each client \( j \) possesses a secret share of the entire dataset \( X \), i.e., \( \{\tilde{x}_{i,j}\}_{i=1}^m \).

**Coded center update.** The proposed SecFC runs in an iterative manner until the centroids converge. The server starts by randomly sampling a \( k \)-clustering assignment \( S \). In the subsequent iterations, the computations of the distances from the data points to the centers, and the center updates are all performed on the secret shares of the original data.

In each iteration, given the current clustering \( (S_1, \ldots, S_k) \), each client \( j \) updates the secret shares of the centers as \( \tilde{\mu}_{h,j} = \sum_{i \in S_h} \tilde{x}_{i,j}, \) for all \( h \in [k] \). Then, for each \( h \in [k] \) and each \( i \in [m] \), client \( j \) computes the coded distance from data point \( i \) to center \( h \) as \( \tilde{d}_{i,h,j} = \| \tilde{\mu}_{h,j} - |S_h| \cdot \tilde{x}_{i,j} \|_2 \), and sends it to the server. For each \( (i,h) \in [m] \times [k] \), the coded distance \( \tilde{d}_{i,h,j} \) can be viewed as the evaluation of a polynomial \( \phi_{i,h}(\alpha) = \| \sum_{i' \in S_h} f_{i'}(\alpha) - |S_h| \cdot f_i(\alpha) \|_2^2 \) at point \( \alpha_j \). As \( \phi_{i,h}(\alpha) \) has degree \( 2(\ell + t - 1) \), the server can interpolate \( \phi_{i,h}(\alpha) \) from the computation results of \( 2\ell + 2t - 1 \) clients. Having recovered \( \phi_{i,h}(\alpha) \), the server computes \( \tilde{d}_{i,h} = \sum_{u=1}^{\ell} \phi_{i,h}(\beta_u) = \sum_{u=1}^{\ell} \| \sum_{i' \in S_h} x_{i',u} - |S_h| \cdot x_{i,u} \|_2^2 \), and normalizes it by the square of the size of cluster \( h \) to obtain the distance from data point \( i \) to cluster center \( h \), i.e., \( d_{i,h} = \| \mu_h - x_i \|_2^2 = \tilde{d}_{i,h} \frac{1}{|S_h|^2} \). Having obtained the distances between all centers and all data points, the server updates the clustering assignment by first identifying the nearest center for each data point, and assigning the data point to the corresponding cluster. We summarize the proposed SecFC protocol in Algorithm 1.

### 4.2 Theoretical Analysis

We theoretically analyze the performance, privacy, and complexity of the proposed SecFC protocol.

**Theorem 1.** For the federated clustering problem with \( n \) clients, the proposed SecFC scheme with parameter \( \ell \) achieves universal performance and data \( t \)-privacy, when \( 2t + 2\ell - 1 \leq n \).

**Proof.** The data \( t \)-privacy of SecFC against colluding clients follows from the \( t \)-privacy of LCC encoding. As shown in Theorem 1 of [19], each data point \( x_i \) is

[1] Here the division is performed in the real field.
Algorithm 1: SecFC

Data: Datasets \( D_1, \ldots, D_n \) on \( n \) clients
Input: Number of clusters \( k \)
Output: \( k \)-clustering \( S = (S_1, \ldots, S_k) \)

1 Phase 1: Secure data sharing;
2 for \( j \leftarrow 1 \) to \( n \) do
3   foreach \( x_i \in D_j \) do Client \( j \) generates a secret share \( \tilde{x}_{i,j} \), and sends it to client \( j' \), \( \forall j' \in [n] \);
4 end
5 Phase 2: Coded center update;
6 Server randomly samples an initial clustering \( S \) and broadcasts to all clients;
7 while \( S = (S_1, \ldots, S_k) \) is different from last iteration do
8   for \( j \leftarrow 1 \) to \( n \) do
9      foreach \( h \in [k] \) do Client \( j \) updates local coded center \( \tilde{\mu}_{h,j} = \sum_{i \in S_h} \tilde{x}_{i,j} \);
10     for \( (i, h) \in [m] \times [k] \) do
11        Client \( j \) computes a coded distance \( \tilde{d}_{i,h,j} = \| \tilde{\mu}_{h,j} - |S_h| \cdot \tilde{x}_{i,j} \|_2^2 \), and sends it to the server
12     end
13   end
14   for \( (i, h) \in [m] \times [k] \) do
15      Server recovers \( d'_{i,h} = \| \mu_h - |S_h| \cdot x_i \|_2^2 \) from \( (\tilde{d}_{i,h,1}, \ldots, \tilde{d}_{i,h,n}) \) via interpolating and evaluating a polynomial of degree \( 2t + 2\ell - 2 \);
16      Server computes the actual distance \( d_{i,h} = \frac{d'_{i,h}}{|S_h|} \) from \( x_i \) to \( \mu_h \);
17   end
18   Server associates each data point to its nearest center and updates the clustering \( S \).
19 end

information-theoretical security against \( t \) colluding clients. In other words, for any subset \( \mathcal{C} \subset [n] \) of size not larger than \( t \), the mutual information \( I(x_i; (\tilde{x}_{i,j})_{j \in C}) = 0 \).

As explained in the above protocol description, for a given clustering \( (S_1, \ldots, S_k) \), as long as \( n \geq 2\ell + 2\ell - 1 \), the server is able to exactly reconstruct the polynomial \( \phi_{i,h}(\alpha) \) from the computation results of the \( n \) clients, and subsequently compute the exact distance \( d_{i,h} \) from data point \( x_i \) to the cluster center \( \mu_h = \sum_{x_i \in S_h} x_i' \cdot |S_h| \).

Therefore, the clustering update of SecFC exactly follows that of a centralized Lloyd’s algorithm, and achieves identical clustering performance. It is easy to see that this performance is achieved universally regardless of the clients’ knowledge about the numbers of local clusters, and the distribution of data points.

Finally, with the computation results received from the clients, the server is
only able to decode the distances between the data points and the current cluster centers, but not their individual values. This achieves data privacy against a curious server.

**Remark 1.** Taking advantage of a key property of the Lloyd’s algorithm where only the distances between points and centers are needed to carry out the center update step, SecFC is able to protect clients’ data privacy against the server, without sacrificing any clustering performance.

**Remark 2.** SecFC achieves the same clustering performance as the original Lloyd’s algorithm, which is nevertheless not guaranteed to produce the optimal clustering, and its performance relies heavily on the clustering initialization [44]. It was proposed in [23] to improve center initialization by first projecting the dataset onto the subspace spanned by its top $k$ singular vectors, and applying an approximation algorithm (see, e.g., [23, 15]) on the projected dataset to obtain the initial centers. How one can incorporate these initialization tricks into SecFC without compromising data privacy remains a compelling research question.

Theorem 1 reveals a trade-off between privacy and efficiency for SecFC. As a larger $t$ allows for data privacy against more curious colluding clients, a larger $\ell$ reduces both the communication loads among the clients, and the computation complexities at the clients and the server.

**Complexity analysis.** We analyze the communication and computation complexities of SecFC. Let $m_j = |\mathcal{D}_j|$ be the number local data points at client $j$, and $s$ be the number of iterations.

**Communication complexity of client $j$.** The communication load of client $j$ consists of two parts: 1) The communication cost of client $j$ for data sharing is $O\left(\frac{m_j d n}{\ell}\right)$; 2) In each iteration, client $j$ communicates $km$ computation results to the server, incurring a cumulative communication cost of $O(kms)$. The total communication cost of client $j$ during the execution of SecFC is $O\left(\frac{m_j d n}{\ell} + kms\right)$.

**Computation complexity of client $j$.** The computation performed by client $j$ consists of two parts: 1) Utilizing fast polynomial interpolation and evaluation [16], client $j$ can generate the secret shares of its local data with complexity $O\left(\frac{m_j d n \log^2 n}{\ell}\right)$; 2) Within each iteration, client $j$ needs to first compute a secret share for each of the $k$ centers, and then compute the distance from each data point to each center in the coded domain. This takes a total of $O\left(\frac{km}{\ell} d n \log^2 n\right)$ operations. Hence, the total computation complexity of client $j$ is $O\left(\frac{m_j d n \log^2 n + km}{\ell} d n\right)$.

**Computation complexity of the server.** The computation occurs on server in each iteration consists of two parts. 1) The decoding and recovery of actual pair-wise distances take $O(km(\ell + t) \log^2 (\ell + t))$ operations; 2) The cost of cluster assignment on each data point is $O(k)$. Thus, the total computation complexity of the server is $O(kms(\ell + t) \log^2 (\ell + t))$. 
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5 Experiments

In this section, we empirically evaluate the performance and complexity of the proposed SecFC protocol, for federated clustering of synthetic and real datasets. We compare SecFC with centralized implementation of Lloyd’s heuristic and the k-FED protocol as baselines. All experiments are carried out on a machine using Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz, with 12 cores of 48 threads.

The center separation technique is applied to all three algorithms, for clustering initialization to improve the performance. It is a one-time method to generate $k$ groups of data $S'_1, \ldots, S'_k$ from a given clustering assignment. Given the current cluster centers $\mu_1, \ldots, \mu_k$, each $S'_h$ is selected such that $S'_h \leftarrow \{ i : \|x_i - \mu_{h}\|_2 \leq \frac{1}{\sqrt{k}} \|x_i - \mu_s\|_2, \forall s \in [k] \}$. In this way, the data in $S'_h$ is close to center $\mu_h$ and far from all other centers. Then, the means of $S'_1, \ldots, S'_k$ are used as the initial centers for the subsequent iterative execution of the algorithms.

We cluster data points with ground truth labels, and use classification accuracy as the performance measure. For each $i \in [m]$, let $y_i$ and $y'_i$ respectively denote the ground truth label of data point $x_i$, and the index of the cluster it belongs to after the clustering process, such that $y_i, y'_i \in [k]$. As the clustering operation does not directly predict $x_i$’s label, the classification of $x_i$ is subject to a potential permutation $\pi$ of the label set $[k]$. We use the Hungarian method to find the optimal permutation $\pi_0$ that maximizes $\sum_{i \in [m]} 1(y_i = \pi(y'_i))$, where $1(\cdot)$ is the indicator function. Then, the accuracy of a $k$-means clustering algorithm is given by $\frac{1}{m} \sum_{i \in [m]} 1(y_i = \pi_0(y'_i))$.

5.1 Separating Mixture of Gaussians

We first consider a synthetic dataset, where the data is generated by a mixture of $k$ Gaussians. That is, we generate isotropic Gaussian clusters comprised of a total of $m$ data points each with $d$ features. Each data point $x_i$ is sampled from an average of normal distributions with density $p(x) = \sum_{h=1}^k \frac{1}{k} N(\mu_h, \Sigma_h)$. The centers $\{\mu_h\}_{h=1}^k$ are randomly chosen. The covariance matrix $\Sigma_h$ is diagonal with covariance $\sigma_h^2$. The standard deviations are the same for all $h$, i.e., $\sigma_h = \sigma$, $h \in [k]$. The ground truth label of each data point is given by the index of the closest center to that particular point.

To compare SecFC with k-FED, we generate clients’ datasets with different $k'$, where the parameter $k'$ is the maximum number of clusters a client can have data points in and indicates the level of data heterogeneity across clients. The k-FED scheme assumes that this number is known to the clients, which is not required for our SecFC. We generate local datasets for the cases of $k' \leq \sqrt{k}$, which is required by k-FED to have performance guarantees, and also for the case of $k' = k$, which corresponds to i.i.d. data distribution across clients.

We consider two Gaussian mixtures of dimension $d = 100$, with standard deviation $\sigma = 1$ and $\sigma = 20$ respectively. For each value of $\sigma$, we consider a setting of $k = 4$ clusters, $n = 10$ clients, and $m = 10000$ data points are generated; and another setting of $k = 16$ clusters, $n = 16$ clients, and $m = 16384$
data points are generated. For each of the datasets, the centralized Lloyd, $k$-FED, and SecFC are executed for 10 runs, and their performance are shown in Table 1 and Table 2.

Table 1: Clustering accuracy (%) for a Gaussian mixture with $\sigma = 1$.

|                | $k = 4$ | $k = 16$ |
|----------------|---------|----------|
|                | $k' = 1$ | $k' = 2$ | $k' = 4$ | $k' = 2$ | $k' = 4$ | $k' = 16$ |
| Centralized Lloyd | 100.0 ± 0.0 | 100.0 ± 0.0 | 100.0 ± 0.0 | 88.2 ± 5.5 | 88.2 ± 5.5 | 88.2 ± 5.5 |
| $k$-FED         | 75.0 ± 0.1  | 99.7 ± 2.1  | 25.8 ± 0.6  | 80.3 ± 5.3  | 78.7 ± 3.7  | 7.6 ± 0.1  |
| SecFC           | 100.0 ± 0.0 | 100.0 ± 0.0 | 100.0 ± 0.0 | 86.0 ± 1.5  | 86.0 ± 1.5  | 86.0 ± 1.5  |

For each value of $\sigma$, and each combination of $k$ and $k'$, SecFC consistently achieves almost identical performance with that of the centralized Lloyd, which is better than the accuracy of $k$-FED. For a fixed $k$, the accuracy of SecFC almost stays the same for different values of $k'$, demonstrating its universal superiority. In sharp contrast, the performance of $k$-FED varies significantly with $k'$, and drops drastically for the case of $k' = k$. With a larger $\sigma$, the Gaussian clusters are more scattered, hence increasing the difficulty for clustering algorithms to correctly classify data points. This is empirically verified by the performance drop when increasing $\sigma$ from 1 to 20, for all three algorithms.

Complexity evaluation. We also evaluate the execution overheads of SecFC, under different combinations of system parameters. By default, the clustering is done for $k = 4$ clusters on $n = 10$ clients, for a dataset generated by parameters $m = 1000$, $d = 20$, and $\sigma = 1$. For SecFC, as the computations at both the clients and the server are independent across centers and data points, we parallelize the computations onto different processes to speed up the execution of SecFC. Based on the capacity of the system’s computing power, the distance computations of the $m$ data points at each client are parallelized onto multiple processes, and the distance decodings of the $mk$ (data, center) pairs at the server are also parallelized onto multiple processes. We present the run times of $k$-FED and SecFC, as functions of the parameters $n$, $d$, and $m$ respectively in Figure 1. Here we measure the average run time of SecFC spent in each client-server iteration, and the overall run time of $k$-FED as it performs one-shot communication from clients to the server. We omit the communication times in all scenarios as they are negligible compared with computation times.

We observe in Figure 1 that, as expected, SecFC is slower than $k$-FED (in fact, one iteration of SecFC is already slower than the entire execution of $k$-FED). However, the execution time of SecFC in each iteration is rather short (< 16s in the worst case), which demonstrates its potential for practical secure clustering tasks. For different client number $n$, the security parameter $t$ is kept to be $t = \lceil \frac{1}{3}n \rceil$ to provide privacy against up to $\frac{n}{3}$ colluding clients. The client run time is independent of $n$ because all clients compute on the coded data of the entire dataset in SecFC. Server complexity increases slightly with $n$ as the increased $t$ contributes to a higher decoding complexity. For different data dimension $d$, the server run time remains almost unchanged as it only decodes the distance between data points and centers. The run times of the clients
Table 2: Clustering accuracy (%) for a Gaussian mixture with $\sigma = 20$.

|                  | $k = 4$ | $k' = 1$ | $k' = 2$ | $k' = 4$ | $k = 16$ | $k' = 4$ | $k' = 16$ |
|------------------|---------|----------|----------|----------|----------|----------|----------|
| Centralized Lloyd| 96.3 ± 0.1 | 96.3 ± 0.1 | 96.3 ± 0.1 | 84.0 ± 0.2 | 84.0 ± 0.2 | 84.0 ± 0.2 |
| $k$-FED          | 46.7 ± 0.0 | 86.6 ± 5.5 | 25.6 ± 0.1 | 42.0 ± 2.2 | 41.7 ± 1.2 | 8.4 ± 0.1 |
| SecFC            | 96.3 ± 0.0 | 96.3 ± 0.0 | 96.3 ± 0.0 | 84.0 ± 0.1 | 84.0 ± 0.1 | 84.0 ± 0.1 |

in SecFC and the overall run time of $k$-FED both increase with $d$ as they are operating on data points with a higher dimension. Finally, when the number of data points $m$ is increased, the run times of server and clients in SecFC, and the overall run time of $k$-FED all grow almost linearly.

![Figure 1: Run time of SecFC and $k$-FED under different system parameters.](image)

### 5.2 Experiments on Real Data

We also evaluate the clustering performance of SecFC on the MNIST handwritten digit dataset [48]. As in [12], we use rotations to construct a clustered dataset such that different rotation angles correspond to data generated by different distributions. For the set of images in MNIST labelled by a certain digit, we rotate the images by a degree of 0, 90, 180, 270 respectively to construct a dataset with $k = 4$ clusters. We execute SecFC and the two baseline algorithms on the datasets generated for digits 2 and 3 over $n = 10$ clients, and present their performance in Table 3.

Table 3: Clustering accuracy (%) for Rotated MNIST datasets.

|                  | Digit 2 |                       | Digit 3 |                       |
|------------------|---------|------------------------|---------|------------------------|
|                  | $k = 4$ | $k' = 1$ | $k' = 2$ | $k' = 4$ | $k = 4$ | $k' = 2$ | $k' = 4$ |
| Centralized Lloyd| 99.5 ± 0.1 | 99.5 ± 0.1 | 99.5 ± 0.1 | 98.1 ± 0.0 | 98.1 ± 0.0 | 98.1 ± 0.0 |
| $k$-FED          | 90.5 ± 0.0 | 90.3 ± 10.4 | 25.8 ± 0.1 | 97.0 ± 0.0 | 98.1 ± 0.0 | 68.2 ± 9.4 |
| SecFC            | 99.5 ± 0.1 | 99.5 ± 0.1 | 99.5 ± 0.1 | 98.1 ± 0.0 | 98.1 ± 0.0 | 98.1 ± 0.0 |

Similar to the synthetic data, SecFC achieves almost identical performance with centralized Lloyd in all tasks of clustering digit 2 and digit 3 images, which is insensitive to the value of $k'$. $k$-FED achieves a lower accuracy in general, which also varies substantially with $k'$.
6 Strengthening SecFC with Membership Privacy

One shortcoming of SecFC is that distribution of the global dataset, i.e., $(I_1, \ldots, I_n)$, where $I_j$ denotes the set of indices of the local data points at client $j$, will become publicly known during data sharing. It would be desirable for client $j$ to also keep $I_j$ private, so that from the final clustering result $(S_1, \ldots, S_k)$, no client or the server can infer which data point belongs to which client.

Private ID alignment. This can be achieved by adding an additional step of private ID alignment before data sharing in SecFC. We assume that each data point has a unique ID (e.g., its hash value), and we denote the set of IDs of the data points in $D_j$ at client $j$ as $E_j$. Before the clustering task starts, both $D_j$ and $E_j$ are kept private at client $j$, and are not known by the other clients and the server. As the first step of the clustering algorithm, all clients collectively run a private set union (PSU) protocol (see, e.g., [20, 21, 22]), over the local ID sets $E_1, \ldots, E_n$, such that by the end of PSU, each client knows the set of all data IDs $E = \bigcup_{j \in [n]} E_j$ in the network, without knowing the individual ID sets of other clients. Let $|E| = m$. All the clients and the server agree on a bijective map between $E$ and $[m]$. This also induces a bijective map between $E_j$ and $I_j$ at each client $j$.

After private ID alignment, each client learns the total number of data points in the system. During the secure data sharing phase, to protect the privacy of $I_j \subset [m]$, each client $j$ secret shares a data $x_i^{(j)}$ for each $i = 1, \ldots, m$, as described in Section 4.1. Here $x_i^{(j)} = x_i$ for $i \in I_j$ and $x_i^{(j)} = 0$ otherwise. We denote the secret share of $x_i^{(j')}$ created by client $j'$ for client $j$ as $\tilde{x}_{i,j}^{(j')}$. Unlike the original data sharing where each client $j$ only receives one secret share $\tilde{x}_{i,j}$ from the owner of $x_i$, for each $i = 1, \ldots, m$, now with membership privacy, client $j$ receives $n$ shares $\tilde{x}_{i,j}^{(1)}, \ldots, \tilde{x}_{i,j}^{(n)}$, one from each client. Each client $j$ computes $\tilde{x}_{i,j} = \sum_{j'=1}^n \tilde{x}_{i,j}^{(j')}$. This completes the data sharing phase. Next, the clients perform the same coded center update process as in SecFC to obtain the final $k$-clustering.

With the extension of incorporating the private ID alignment step, SecFC can further protect the membership privacy of the data points, without sacrificing data privacy and clustering performance. We give more detailed description and analysis of this extended version of SecFC in Appendix B.

7 Conclusion and discussions

We propose a secure federated clustering algorithm named SecFC, for clustering data points arbitrarily distributed across a federated learning network. SecFC’s design builds upon the well-known Lloyd’s algorithm, and SecFC universally achieves identical performance to a centralized Lloyd’s execution. Moreover, SecFC protects the data privacy of each client via secure data sharing, and computation over coded data throughout the clustering process. It guarantees information-theoretic privacy against colluding clients, and no explicit knowledge about the data points and cluster centers at the server. Experiment results from
clustering synthetic and real data demonstrate the universal superiority of SecFC and its computational practicality under a wide range of system parameters. Finally, we propose an extended version of SecFC to further provide membership privacy for the clients’ datasets, such that, while knowing the final clustering, no party knows the owner of any data point.

While the high level of security provided by SecFC is desirable for many applications, it cannot be directly applied to scenarios where the centers of clusters (e.g., in mean estimation [49, 50]), or the membership of specific data points (e.g., in clustering-based outlier detection [51, 52]) need to be known explicitly. These problems can be resolved respectively by having $\ell + t$ clients to collectively reveal the cluster centers, and having each client publish the IDs of their local data.
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Appendix

A  Data Quantization

In SecFC, the operations of data sharing and distance computation are carried out in a finite field \( \mathbb{F}_q \), for some large prime \( q \). Hence, for a data point \( x_i \) from the real field, one needs to first quantize it onto \( \mathbb{F}_q \). Specifically, for some scaling factor \( \lambda \) that determines the quantization precision, we first scale \( x_i \) by \( \lambda \), and embed the scaled value onto \( \mathbb{F}_q \) as follows.

\[
\bar{x}_i = Q(x_i, \lambda) = \begin{cases} 
\lfloor \lambda x_i \rfloor, & \text{if } x_i \geq 0 \\
\lfloor q + \lambda x_i \rfloor, & \text{if } x_i < 0
\end{cases},
\]

where \( \lfloor x \rfloor \) denotes the largest integer less than or equal to \( x \), and the quantization function \( Q \) is applied element-wise. Assuming each element of \( \lambda x_i \) is within \( (-\eta, \eta) \) for some \( \eta > 0 \), then on the range of \( Q \), \([0, \eta) \) is the image of the positive part, and \([q-\eta, q) \) is the image of the negative part. While \( \lambda \) controls the precision loss of quantization, it also needs to be chosen so that overflow does not occur during computations of SecFC. A larger \( \eta \) requires a larger finite field size \( q \) to avoid computation overflow, and a smaller \( \eta \) leads to a higher precision loss between \( x_i \) and \( \bar{x}_i \). We can choose a proper scaling factor \( \lambda \) to preserve enough precision while keeping the field size practical.

To avoid computation overflow, we should choose \( q \) such that all the intermediate computation results on the scaled data \( \lambda x_i \) are within the range \((-q^2, q^2)\). In the worst case, the largest distance across data points and cluster centers \( D \triangleq \max_{i \in [m], h \in [k]} \| \mu_h - |S_h| \cdot x_i \|_2^2 \) results in the largest output value. Therefore, we should choose \( q \) that is at least \( 2\lambda^2 D \).

B  Extension of SecFC with Membership Privacy

After the step of private ID alignment, each client learns the total number of data points in the system. Each client \( j \) knows the set of IDs of its private data points as \( I_j \), but does not know the sets of data IDs of the other clients.

During the secure data sharing phase, to protect the privacy of \( I_j \subset [m] \), each client \( j \) first creates a data point \( \bar{x}_i^{(j)} \) for each \( i = 1, \ldots, m \), where

\[
\bar{x}_i^{(j)} = \begin{cases} 
x_i, & i \in I_j \\
0, & \text{otherwise}
\end{cases}.
\]

Next, for each \( i \in [m] \), and some design parameter \( \ell \), as described in Section 4.1, using Lagrange interpolation and evaluation, each client \( j' \) encodes \( \bar{x}_i^{(j')} \), and creates a secret share \( \tilde{x}_{i,j}^{(j')} \) for each \( j \in [n] \) as

\[
\tilde{x}_{i,j}^{(j')} = \sum_{u=1}^{\ell} \bar{x}_{i,u}^{(j')} \cdot \prod_{v \in ([\ell+\ell'] \setminus \{u\})} \frac{\alpha_j - \beta_v}{\beta_u - \beta_v} + \sum_{u=\ell+1}^{\ell+\ell'} z_{i,u}^{(j')} \cdot \prod_{v \in ([\ell+\ell'] \setminus \{u\})} \frac{\alpha_j - \beta_v}{\beta_u - \beta_v},
\]
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where $x_{i,j}^{(j')}$, $\ldots$, $x_{i,\ell}^{(j')} \in \mathbb{F}_q^d$ are segments of $x_i^{(j')}$, and $z_{i,\ell+t}^{(j')}, \ldots, z_{i,\ell+t}^{(j')} \in \mathbb{F}_q^d$ are noises randomly generated by client $j'$ for each $i \in [m]$.

Unlike the original data sharing of SecFC where each client $j$ only receives one secret share $\tilde{x}_{i,j}$ from the owner of $x_i$, for each $i \in [m]$, client $j$ receives $n$ shares $\tilde{x}_{i,j}^{(1)}, \ldots, \tilde{x}_{i,j}^{(n)}$, one from each client. Each client $j$ computes $\bar{x}_{i,j} = \sum_{j'=1}^n \tilde{x}_{i,j}^{(j')}$. We can see from (4) and (5) that

$$
\bar{x}_{i,j} = \sum_{u=1}^{\ell} \left( \sum_{j'=1}^{n} x_{i,j}^{(j')} \right) \cdot \prod_{v \in [\ell+t] \setminus \{u\}} \frac{\alpha_j - \beta_v}{\beta_u - \beta_v} + \sum_{u=\ell+1}^{\ell+t} \left( \sum_{j'=1}^{n} z_{i,j}^{(j')} \right) \cdot \prod_{v \in [\ell+t] \setminus \{u\}} \frac{\alpha_j - \beta_v}{\beta_u - \beta_v},
$$

(6)

where $z_{i,u} = \sum_{j'=1}^{n} z_{i,j}^{(j')}$ is still uniformly distributed in $\mathbb{F}_q^d$.

This completes the phase of secure data sharing.

As the data share in (6) resembles the algebraic structure of $f_i(\alpha_j)$ in (2), for all $i \in [m]$ and $j \in [n]$, we can carry out the same coded center update process as in the original SecFC to reach the final $k$-clustering.

The data $t$-privacy of this extended version of SecFC is guaranteed by the Lagrange secure data sharing in (5). Also, as mentioned above, it achieves the same clustering performance as the original SecFC, which demonstrates its universal performance according to Theorem 1.