AugLiChem: data augmentation library of chemical structures for machine learning
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Abstract

Machine learning (ML) has demonstrated the promise for accurate and efficient property prediction of molecules and crystalline materials. To develop highly accurate ML models for chemical structure property prediction, datasets with sufficient samples are required. However, obtaining clean and sufficient data of chemical properties can be expensive and time-consuming, which greatly limits the performance of ML models. Inspired by the success of data augmentations in computer vision and natural language processing, we developed AugLiChem: the data augmentation library for chemical structures. Augmentation methods for both crystalline systems and molecules are introduced, which can be utilized for fingerprint-based ML models and graph neural networks (GNNs). We show that using our augmentation strategies significantly improves the performance of ML models, especially when using GNNs. In addition, the augmentations that we developed can be used as a direct plug-in module during training and have demonstrated the effectiveness when implemented with different GNN models through the AugLiChem library. The Python-based package for our implementation of Auglichem: Data augmentation library for chemical structures, is publicly available at: https://github.com/BaratiLab/AugLiChem.

1. Introduction

Machine learning (ML) models, especially deep neural networks [1], capable of learning representative features from data, have gathered growing attention in computational chemistry and material science [2]. Moreover, advances from areas, such as computer vision (CV) and natural language processing (NLP), have often had a synergistic effect on ML research in computational chemistry. This has led to development of graph neural networks (GNNs) based ML models capable for accurate and efficient crystalline and molecular property prediction [3–5] and fingerprint (FP) based ML models that take chemical FPs [6–10] as input and predict target properties. However, the development of the FPs requires manual design and is sometimes time-consuming to calculate, which limits the performance of ML models leading to the increased popularity of GNN based models. Recently, GNNs [11, 12] have been a prevalence in computational chemistry, as GNNs are capable of learning representations from non-Euclidean graphs of chemical structures directly without manually engineered descriptors [13, 14]. GNNs developed for crystalline systems and molecules to predict various target properties and have shown advantages over other ML methods [15–19] and remarkably high performance. However, ML models, including GNNs and FP-based models, require large amounts of data for training [20]. Additionally, the availability of large and clean data is an important prerequisite as the performance of ML models scales with the magnitude of data [21]. However, generating large-scale properties datasets for crystalline systems or molecules usually requires sophisticated and time-consuming computational or lab experiments [22]. The experimental data can also be noisy and hard
to utilize directly. Thus, the lack of data has often prevented the use of deep learning models as they suffer from lower reliability in the small data regime [23].

The issue of data availability also plagues the areas of CV and NLP. To address the issue of data availability, data augmentation techniques have been introduced in CV and NLP, which generates new instances from available training data via some transformations to increase the amount and variance of the data [24]. Such techniques have been investigated for multiple domains, like images and text, and have demonstrated the effectiveness in improving the generalization, performance, and robustness of ML models [25–28]. For images in CV, the fundamental augmentation transformations include cropping, rotation, color distortion, etc. Following the transformations, some works manually design transformations [29] or learn the desired mixture of image transformations [30–32] during training. Augmentations have also been investigated on the representation instead of directly on input, including adding noise, interpolating, and extrapolating of image representations [33, 34]. In addition, data augmentations have been widely used for texts in NLP [35], like random deletion, insertion, and swap. One common method is to replace words with their synonyms [36] or relative word embeddings [37, 38]. Other augmentations focus on manipulation of the whole sentence, such as back translation [39] and generative models [40]. Recent works have also found that simple augmentations (e.g. cropping, resizing, color distortion for images, and token masking for texts) significantly benefit representation learning through self-supervised pre-training [41–44]. Motivated by the success of data augmentation on CV and NLP, some works in the area of molecular ML investigate augmentation for string-based molecular descriptors [45, 46] (e.g. SMILES [47]) or conformational oversampling [48]. However, data augmentation is still under-explored for chemical structures, especially for graph-based ML models. Unlike images or text, crystalline and molecular systems form graphical structures and follow chemical rules, like the composition of motifs and boundary conditions. Therefore, direct leverage of existing augmentations, such as image resizing and cropping, does not work for chemical structures. This leads us to the question: can we develop data augmentation techniques for crystalline systems and molecules to boost the performance of ML models, especially GNNs?

We develop AugLiChem: data augmentation library for chemical structures, which boosts the data availability of crystals and molecules and helps improve the performance of ML models. The augmentations can be implemented as simple plug-ins to FP-based ML models as well as GNNs. The whole pipeline of AugLiChem is illustrated in figure 1(a), which first takes in the chemical structures, either crystalline or molecular, and creates augmented data instances. The augmented data is then assigned with the same label as the original instance. The original chemical instances, together with the augmented ones, are fed into ML models for property prediction. For molecules, we introduce three molecule graph augmentations: atom masking, bond deletion, and substructure removal. Since FP calculations are different between molecules and crystalline materials, molecule graph augmentations cannot be directly utilized for FP-based ML models. We consider two extra augmentation methods for molecule FPs. Figure 1(b) illustrates both the graph and FP augmentations for molecules. Similarly, for crystals, five augmentation methods are proposed: random perturbation, random rotation, swap axes, random translation, and supercell transformation, which can be direct plug-ins for both conventional ML models and graph-based GNNs as shown in figure 1(c). Experiments on various benchmarks have demonstrated the effectiveness of our data augmentations for both crystals and molecules. Especially for GNNs, augmentation significantly boosts the performance of chemical property prediction tasks. Finally, for convenient use of our data augmentation techniques, we develop an open-source library for chemical structure augmentation based on Python as part of this work. Both crystal and molecule augmentations can be implemented with a few lines of code. Different GNN models and widely-used benchmarks are also included in the package. The package is largely self-contained with tutorials describing the functionality of different package features and example codes to run them.

2. Methods

2.1. Molecule augmentations

For molecules, we introduce augmentations that can be applied when using FP-based models and GNNs. A molecule can be embedded to a unique FP, like ECFP [10] and RDKFP. We introduce two molecular FP augmentation techniques, FP Break and FP Concatenation (FP Concat for brevity), which are proposed for FP-based ML models.

In addition, for GNN models, a molecular graph $G_m = (V_m, E_m)$ is defined where nodes $V_m$ denote atoms and edges $E_m$ denote chemical bonds between atom pairs [49, 50]. For $v_i \in V_m$, its node feature consists of two components, one-hot embedding of the atomic type $a_i$ and the chirality $c_i$, namely $v_i = [a_i, c_i]$. For $e_{ij} \in E_m$, its edge feature also consists of two components, one-hot embedding of the bond type $b_{ij}^t$ and one-hot embedding of the bond direction $b_{ij}^d$, namely $e_{ij} = [b_{ij}^t, b_{ij}^d]$. Both node and edge features can be enlarged with more attributes, like valency and aromaticity. Three molecular graph augmentation
techniques, node masking, bond deletion, and substructure removal, are also introduced and can be direct plugins to various GNN models \[17, 51\].

2.1.1. Fingerprint break
A molecule is broken into multiple-level fragments through Breaking Retrosynthetically Interesting Chemical Substructures (BRICS) \[52\] decomposition, where each fragment reserves one or more functional groups from the original chemical structure. Notice that BRICS decomposition follows a tree structure such that high-level fragments can contain low-level fragments. Fragments obtained from BRICS along with the molecule are featurized through molecular FPs, like RDK topological fingerprint (RDKFP) \[53\] and extended-connectivity fingerprint (ECFP) \[10\]. We calculate the Tanimoto similarity score \[54\] between fragments and the molecule and only keep the fragments with a score greater than a threshold \(S\). This means fragments that contain important functional groups and share similar topology with the original molecule are retained. Since the property of a molecule is heavily determined by the functional groups, fragments and the molecule are assumed to share similar properties \[55, 56\]. In FP Break, each fragment is assigned with the same label as the molecule in the training set. In the validation and test set, only the original molecules are used.

2.1.2. Fingerprint concatenation
On the other hand, FP Concat follows the same BRICS decomposition as the FP Break, except that the former concatenates randomly picked \(K\) FPs from fragments and the molecule, and assigns the same label as the original molecule to each concatenated FP. Additionally, FP Concat includes a replicated FP that repeats the FP of the original molecule \(K\)-times, so that the original FP can be used with the trained models. In the
testing phase, models are tested only on the replicated FPs from the validation and test sets. In our implementation of both FP Break and FP Concat, $S$ is set as 0.6 and $K$ as 4. In atom masking, a node $v_i$ is randomly masked by replacing the node feature $a_i$ with the mask vector $m$. Bond deletion removes an edge $e_{ij}$ from the molecular graph with a certain probability. And substructure removal follows the BRICS decomposition in FP augmentations, where molecular graphs are created based on the decomposed fragments from BRICS and are assigned with the same label as the original molecule.

2.1.3. Atom masking
In atom masking, a node $v_i$ is randomly masked by replacing the node feature $a_i$ with the mask vector $m$, which is a unique vector different from all the node features in the database. Thus, the GNNs lose the atomic information concerning the masked atoms during training, which forces the model to learn the correlation between atoms through messages passing from the adjacencies.

2.1.4. Bond deletion
Bond deletion randomly removes an edge $e_{ij}$ from the molecular graph given a certain probability, so that the node pair $(v_i,v_j)$ are not directly connected within the molecular graph. This means the model is forced to aggregate information from atoms that are not adjacent in the molecular graph. Bond deletion relates to the breaking of chemical bonds which prompts the model to learn correlations between the involvements of one molecule in various reactions.

2.1.5. Substructure removal
Substructure removal follows the BRICS decomposition in FP augmentations, where molecular graphs are created based on the decomposed fragments from BRICS and are assigned with the same label as the original molecule. Fragment graphs contain one or more important functional groups from the molecule, and GNNs trained on such augmented data learn to correlate target properties with functional groups.

2.2. Crystalline augmentations
We treat a crystalline system as an undirected graph with atoms as the nodes and the bonds as the edges. The crystal graph can be denoted by $G_{cr} = (V_{cr}, E_{cr})$, where $V_{cr}$ are the nodes of the graph denoting the atom sites in a crystal structure and $E_{cr}$ represent the edges. The idea of a bond in crystalline systems is not as concretely defined as in molecular graphs. Therefore, to construct the edges between the nodes, all atoms within a radius are considered to be bonded. In general, the strength of the bond is then determined by the amount of distance from the central atom and edge features are encoded accordingly. After constructing the graph, we treat it as an input feature to the GNN model, the GNN model then learns from the graph and predicts the material property.

We implement five different types of crystal augmentations as a part of this work. The augmentations we implement include random perturbation, random rotation, swap axes, random translate, and supercell transformation. Each of the augmentations that we implement creates a different instance of the crystal enabling the ML models, particularly GNNs to take advantage of the large data set and generate accurate representations of the crystal. We show that by using augmentations we can improve the prediction performance of GNNs and shallow ML models on a majority of the benchmark data sets. We would like to note that these augmentation strategies have been applied only for the training set and not for the validation and test sets.

2.2.1. Random perturbation
In the random perturbation augmentation, all the sites in the crystalline system are randomly perturbed by a distance between 0 and 0.05 Å. This augmentation is especially useful in breaking the symmetries that exist between the sites in the crystals.

2.2.2. Random rotation
In the random rotation transform, we randomly rotate the sites in the crystal between 0 and 360 degrees. To generate the augmentation we initially use random perturbation augmentation to generate the initial structure which is then rotated randomly.

2.2.3. Swap axes
In the swap axes augmentation strategy, we swap the coordinates of the sites in the crystal between two axes. For example, we may swap the $x$ and the $y$ axes coordinates or the $y$ and $z$ axes coordinates. The lattice vectors are not swapped, which greatly displaces the locations of all the sites in the crystal. This augmentation strategy has been inspired by work done by Kim et al [57].
Figure 2. GNNs for crystalline systems and molecules. (a) A molecular graph contains nodes representing atoms, while edges are defined as chemical bonds between atoms. The built molecule graph is then fed to the GNNs and fully-connected layers to predict molecular properties. (b) In the crystal ML pipeline, we start with an input crystal. The graph representation is constructed with atoms representing the nodes $V$ and the bonds representing the edges $E$ connecting adjacent nodes. Once the graph is constructed, the graph convolutional operations (shown in green) are conducted followed by the fully-connected layers to predict the target property.

2.2.4. Random translate
The random translate transforms randomly displaces a site in the crystal by a distance randomly between 0 and 1 Å. In this work, we randomly select 25% of the sites in the crystal and displace them. This creates an augmentation different from the random perturb augmentation as not all the sites in the crystal are displaced.

2.2.5. Supercell transformation
The supercell transformation produces a supercell of the crystalline system. To apply the supercell transform we first apply the random perturbation and subsequently convert the crystal to a supercell. The distinct feature of the supercell of the crystal is that after transformation the supercell represents the same crystal with a larger volume. There exists a linear mapping between the basis vectors of crystal and the basis vectors of the supercell.

2.3. Graph neural networks for chemical structures
GNNs update node-level representations using the aggregated message passing between nodes and extract graph-level representations through readout [58]. Recently, GNNs have been widely investigated in modeling chemical structures [59]. GNNs have been successfully used on the molecular graphs to learn FPs [60, 61], predict molecular properties [15–17, 62], and generate target molecules [63–65]. Chemical structures, both organic molecules and inorganic structures, are represented as graphs. In this work, each node represents an atom [50] and edges can be defined as covalent bonds (molecules) [17, 49, 60] or connection to adjacent atoms (crystals) [14, 18]. This makes molecular graphs naturally translationally and rotationally invariant. Examples of building a graph from a molecule and a crystalline system are illustrated in figure 2.

GNNs utilize a neighborhood aggregation operation, which update the node representation iteratively. The update of each node in a GNN layer is given in equation (1):

\[
\begin{align*}
\mathbf{a}_v^{(k)} &= \text{AGGREGATE}^{(k)} (\{\mathbf{h}_u^{(k-1)} : u \in \mathcal{N}(v)\}), \\
\mathbf{h}_v^{(k)} &= \text{COMBINE}^{(k)} (\mathbf{h}_v^{(k-1)}, \mathbf{a}_v^{(k)}),
\end{align*}
\]

where $\mathbf{h}_v^{(k)}$ is the feature of node $v$ at the $k$-th layer and $\mathbf{h}_v^{(0)}$ is initialized by node feature $\mathbf{x}_v$. $\mathcal{N}(v)$ denotes the set of all the neighbors of node $v$. GNNs implemented in this work have multiple aggregation and combination functions, including mean or max pooling [11, 66], fully-connected (FC) layers [12], recurrent neural network (RNN) [66, 67], Gaussian weighed summation [18, 19], and attention mechanism [49, 68]. Other works exploit edge features in the message passing to leverage more information [50, 69]. To extract a
graph-level feature \( h_G \) from the node features, readout operation integrates all the node features among the graph \( G \) as given in equation (2):

\[
    h_G = \text{READOUT}(\{ h_v^{(k)} : v \in G \}).
\] (2)

Common readout operations can be summation, averaging, or max pooling over all the nodes [12]. More recently, differentiable pooling readout has been developed [70, 71]. Given \( h_G \), either FC layers [50] or RNNs [49] are developed to map the graph feature to the predicted property.

Unlike two-dimensional (2D) molecular graphs, crystal graphs usually require the 3D positional data as the input. Crystal graphs treat the atoms in the crystal as nodes and edges in crystal graphs are defined as the relationship between neighboring atoms [72, 73]. Following the setting, various aggregation operations [18, 74] and crystalline features [19, 75–77] have been investigated in predicting crystal properties using GNNs. Additionally, some works also consider 3D positional features in molecular GNNs for property predictions concerning quantum mechanics [13, 14].

In this work, we use data augmentation strategies for multiple GNN backbones for both the molecular systems and crystalline materials. For molecules, we implement GCN [11], GIN [12, 50], DeeperGCN [67, 78], and AttentiveFP [49] as GNN backbones to predict molecular properties. These models follow the message passing framework but differ in detailed aggregation and combination operations. GCN aggregates all the neighbors through mean pooling followed by a linear mapping with ReLU activation. GIN, on the other hand, sums up all the neighboring node features and develops an MLP afterward. However, such GNN models suffer from the over-smoothing and the vanishing gradient problems when the number of graph convolutional layers increases [67, 79]. Over-smoothing indicates that all the nodes have indistinguishable representations and vanishing gradient refers to that the gradient at some layers is vanishingly small causing the weights unchanged through backpropagation. Due to the issues, GNN models, like GCN and GIN, are usually limited to less than five layers. In our case, we develop GCN with three layers and GIN with five layers following previous works [17, 50]. DeeperGCN [78] introduces skip connections between layers in ResNet [80] to graph convolutional layers which greatly eliminates vanishing gradient and enables GNNs with much more layers. We implement a 28-layer DeeperGCN based on the design in the original literature. AttentiveFP utilizes the attention mechanism and RNNs to aggregate neighbor information and update node features, which reaches state-of-the-art on several challenging molecular property benchmarks. These models cover a wide variety of GNN frameworks and greatly demonstrate the effectiveness of our molecule augmentation techniques.

For the crystalline systems we use the CGCNN [18], GIN [12, 50], and GCN [11]. The CGCNN model builds a crystal graph by taking the atoms as the nodes and modeling the interaction between the atoms as the edges. To describe the edge features the CGCNN model uses Gaussian featurization. The model uses 3 graph convolutional layers to aggregate node and edge features and does the material property prediction. The GCN model aggregates features over all the neighbors through mean pooling followed by a linear mapping with ReLU activation. GIN, on the other hand, sums up all the neighboring node features and develops an MLP afterward. We use mean pooling as the readout function for the GIN and use the pooled vector to extract the representations of the crystalline system that is later used for property prediction.

### 2.4. Training details

We benchmark our augmentation methods on different crystalline and molecule datasets. For the twelve molecule benchmarks, instances are split into train/validation/test by the ratio of 8:1:1 via scaffold splitting, which provides a challenging yet realistic setting [17, 50]. The percentages of train/validation/test sets have been kept the same baseline models which are trained without augmented data and the models trained with augmented data. Augmentations are implemented on the training sets only while validation and test sets stay intact. Each benchmark is split into the same training/validation/test sets, and the same augmentations are implemented on instances on the training set if applied. So that all the ML models are trained and tested on the same instances for a fair comparison. Trained ML models are tested on validation sets to select the best performing model while the test sets are not accessed during training and validation. For each benchmark, we conduct three individual splitting and training and report the average and standard deviation of the three results on the test set.

In case of the five crystalline benchmarks, instances are first randomly split into the train set and test set for five-fold cross validation. The ratio of train set and test set is 4:1. We further split the training data into training and validation sets in the ratio of 4:1. Finally, we have 64% of the data as training data, 16% of the data as validation data, and the remaining 20% as the test set. We report the average and standard deviation of the five results on the test set, following previous works [19]. For example, the band gap benchmark containing 26 709 crystalline instances is split into train/validation/test sets and each includes
Table 1. Results of different ML models on multiple molecular classification benchmarks with and without molecular data augmentations. Both the average and standard deviation of the test ROC-AUC scores are reported. Bold indicates performance improvement.

| Dataset       | BBP     | BACE    | ClinTox | HIV     | MUV     | Tox21   | SIDER   |
|---------------|---------|---------|---------|---------|---------|---------|---------|
| # of data     | 2039    | 1513    | 1478    | 41 127  | 93 087  | 7831    | 1427    |
| # of tasks    | 1       | 1       | 2       | 1       | 17      | 12      | 27      |

| Models        | ROC-AUC on test set (scaffold split) |
|---------------|-------------------------------------|
| RF            | 53.34 (1.19) 71.11 (0.46) 50.00 (0.00) 54.59 (1.43) 50.00 (0.00) 53.19 (0.49) 52.13 (1.27) |
| RF\textsuperscript{aug} | 54.29 (0.45) 74.87 (1.83) 50.83 (1.18) 55.48 (0.19) 50.62 (0.00) 54.68 (0.78) 53.80 (1.42) |
| SVM           | 58.12 (0.00) 73.35 (0.00) 60.35 (0.00) 58.75 (0.00) 49.98 (0.00) 55.78 (0.00) 56.00 (0.00) |
| SVM\textsuperscript{aug} | 58.62 (0.00) 76.70 (0.00) 66.49 (0.00) 62.73 (0.00) 53.74 (0.00) 57.83 (0.00) 56.52 (0.00) |
| GCN           | 71.82 (0.94) 75.63 (1.95) 67.42 (7.62) 74.05 (3.03) 71.64 (4.00) 70.86 (2.58) 53.60 (3.21) |
| GCN\textsuperscript{aug} | 71.66 (1.13) 82.32 (1.87) 75.20 (2.60) 75.76 (0.98) 84.68 (3.63) 74.63 (1.47) 68.99 (2.42) |
| GIN           | 71.69 (1.08) 53.66 (5.98) 61.40 (1.22) 68.48 (1.51) 67.99 (5.70) 70.24 (1.72) 58.84 (4.19) |
| GIN\textsuperscript{aug} | 73.64 (1.17) 80.27 (2.26) 76.81 (6.29) 77.31 (0.32) 80.01 (3.34) 75.15 (1.29) 67.97 (2.01) |
| DeeperGCN     | 61.01 (3.92) 75.73 (5.29) 57.56 (1.40) 65.67 (1.71) 67.99 (5.70) 70.78 (1.54) 53.60 (3.34) |
| DeeperGCN\textsuperscript{aug} | 70.00 (0.51) 86.51 (0.39) 64.23 (3.06) 75.00 (0.75) 81.01 (5.30) 74.80 (1.13) 65.45 (1.69) |
| AttentiveFP   | 68.56 (1.16) 81.39 (1.00) 69.97 (4.53) 75.46 (2.32) 63.60 (7.83) 70.04 (2.63) 57.57 (4.13) |
| AttentiveFP\textsuperscript{aug} | 73.58 (0.65) 83.32 (0.53) 76.07 (5.98) 77.96 (1.27) 78.22 (3.06) 75.89 (1.31) 67.90 (2.16) |

17 093/4274/5342 instances. If five augmented instances are created for each data point in the band gap training data, we get 85 465 augmented instances in addition to 17 093 instances in the original training set, which adds up to a total of 102 558 instances in the augmented training set.

3. Results and discussions

3.1. Investigation of molecule augmentations

We consider two molecular FP augmentations for FP-based ML models and three molecular graph augmentations [17, 51] for GNNs. As shown in table 1, Random Forest (RF) and Support Vector Machine (SVM) are implemented on top of RDKFP [53] and ECFP [10] for 7 classification benchmarks from MoleculeNet [4]. All the benchmarks are split through scaffold splitting to provide a more challenging yet realistic way of splitting [50]. Within each benchmark, a model is trained for three individual runs, and both the mean and standard deviation of compute areas under the receiver operating characteristic curve (ROC-AUC) on test sets are reported. All the experimental results for molecules are reported following this setting unless further mentioned. Models with an ‘aug’ subscript indicate models are trained with an augmented data set. In almost all the classification benchmarks, both RF and SVM trained with augmented data sets outperform baseline models trained only on original data sets. For instance, RF augmentations improve the ROC-AUC of SVM by more 6% on ClinTox and by 3% on BACE. It is demonstrated that assigning the same label for FP augmented data enlarges the available training set and sharpens the decision boundary of ML models. Also, performances of FP augmentations on 5 regression benchmarks: FreeSolv, ESOL, Lipo, QM7, and QM8, are investigated as shown in table 2. Similar to classifications, all benchmarks are scaffold split. The mean and standard deviation of root mean square errors (RMSEs) in three individual runs are reported. In 4 out of 5 regression benchmarks, augmentations help boost the performance of SVM models. However, RFs trained with augmented data fail to improve the RMSE in comparison to baseline results except on ESOL benchmark. This could be because unlike classification tasks where labels are usually abstract and sparse, labels for regression are more sensitive, and shallow ML models trained on augmented data can be distracted from the ground truth labels. More detailed results of RF and SVM can be found in supplementary information (tables S1 and S2).

Besides FP augmentation, we introduce three molecular graph augmentation techniques, node masking, bond deletion, and substructure removal, focusing on GNN models [17, 51]. To demonstrate how molecular graph augmentation benefits the molecular property prediction, we implement multiple GNN models, including GCN [11], GIN [12, 50], DeeperGCN [67, 78], and AttentiveFP [49], and compare the results trained with and without augmentations. For more details of the GNN implementation and training and benchmark datasets used for molecules, please refer to supplementary information (sections D and F). Table 1 shows the test ROC-AUC of GNNs model on multiple classification benchmarks. It is demonstrated that on all the 7 classification benchmarks containing 61 tasks, GNN models trained with augmented data surpass baseline results by significant amounts. For example, GIN models trained with augmentations achieve an average 11.27% improvement compared to GIN with no augmentation. Also, molecular graph
augmentation improves the test RMSE results on all the regression benchmarks as shown in table 2. On FreeSolv data set, a small yet challenging benchmark concerning molecular hydrogen free energy in water, augmentations reduce RMSE by 0.575 in the average of the four GNN models, which is a 20.55% improvement with respect to the non-augmented baseline models. Such augmentation techniques not only benefit training with limited data, but also improve performance on large data sets with tens of thousands of molecules, like HIV, MUV, and QM8. Results shown in tables 1 and 2 demonstrate that our molecular graph augmentations improve the performance of challenging classification and regression property prediction tasks on various GNN models, regardless of different message passing and aggregation functions.

### 3.2. Investigation of crystalline augmentations

To improve the performance of ML models, especially GNNs, we introduce five data augmentation strategies that enhance the amount of data available for training, namely random perturbation, rotation, random swap axes, random translation, and supercell transformation. To evaluate the effects of using these augmentations when training GNN models, we benchmark the performance of the different models with data augmentation on six different datasets and observe performance gains in all the cases. The six datasets that we include in our study are: band gap [81], fermi energy [81], formation energy [81], lanthanides [8], perovskites [82], and HOIP [83]. The average and standard deviation of test mean absolute error (MAE) on crystalline benchmarks are demonstrated in table 3. The final augmentation strategy was determined by training and evaluating each model on each individual transformation first and evaluating their performance. The best two augmentations with the lowest MAE were then used for additional training and evaluation. The best results from either the combination or single augmentation strategy are reported. We found two augmentations tended to perform best while also being faster than using more augmentations. The results using a single augmentation strategy are shown in figure 5.

The models trained on the augmented data are denoted with subscript 'aug'. For example, the CGCNN model trained on the augmented data is denoted by CGCNN\textsubscript{aug}. We observe performance gains on all the data sets except Fermi Energy and GCN on HOIP for all the deep models validating the usefulness of data set augmentations to improve the performance of the models. We observe a gain between 10% and 33% for the five data sets with CGCNN. GCN shows improvement between 2% and 12%, and GIN model shows improvement between 2% and 33%. These improvements indicate the gain in performance of models when trained with augmentations. Additional information on crystalline datasets and training details for the GNN model are available in the supplementary information (sections E and G). We also use the augmentations with shallow ML algorithms and examine the performance of these models on the five data sets. To facilitate the crystalline systems, we use the AGNI FPs from Botu et al [9]. The AGNI FP is a vector of size 32 that represents the crystalline systems. The vector can then be used as a feature for conventional ML algorithms like Random Forest and SVM. The results obtained for SVM and RF, however, do not show significant improvement for all the data sets as in the case of GNN algorithms. We can conclude empirically the effects of data augmentation are more pronounced for deep learning-based architectures than the conventional ML algorithms.

| Dataset | FreeSolv | ESOL | Lipo | QM7 | QM8 |
|---------|----------|------|------|-----|-----|
| # of data | 642 | 1128 | 4200 | 6830 | 21786 |
| # of tasks | 1 | 1 | 1 | 1 | 12 |
| Units kcal mol\textsuperscript{-1} | log (mol L\textsuperscript{-1}) | N/A | kcal mol\textsuperscript{-1} | eV |
| Models | RF\textsubscript{aug} | SVM\textsubscript{aug} | GIN\textsubscript{aug} | DeeperGCN\textsubscript{aug} | AttentiveFP\textsubscript{aug} |
| RMSE on test set (scaffold split) | 4.140 (0.007) | 3.092 (0.000) | 2.368 (0.106) | 2.292 (0.104) | 1.779 (0.081) |
| | 1.528 (0.021) | 1.433 (0.000) | 1.431 (0.057) | 1.358 (0.039) | 0.857 (0.016) |
| | 1.235 (0.028) | 0.8148 (0.0000) | 0.8095 (0.0102) | 0.8186 (0.0000) | 0.7518 (0.0092) |
| | 0.7914 (0.0310) | 120.8 (1.8) | 128.1 (2.9) | 124.9 (1.1) | 117.8 (1.6) |
| | 118.6 (1.1) | 0.03 480 (0.00 081) | 0.04 244 (0.00 115) | 0.03 466 (0.00 060) | 0.03 419 (0.00 081) |
| | 0.03 677 (0.00 040) | 0.03 708 (0.00 092) | 0.03 708 (0.00 092) | 0.03 708 (0.00 092) | 0.03 419 (0.00 081) |
Table 3. Results of different GNN models on benchmark datasets with and without crystalline systems data augmentation. Only the data points in the training set have been augmented. Both the average and standard deviation of the MAEs are reported. Bold indicates performance improvement.

| Dataset      | Band gap | Fermi energy | Formation energy | Lanthanides | Perovskites | HOIP |
|--------------|----------|--------------|------------------|-------------|-------------|------|
| # of data    | 26 709   | 27 779       | 26 078           | 41 333      | 18 928      | 1346 |
| Units        | eV       | eV           | eV atom⁻¹        | eV atom⁻¹  | eV atom⁻¹  | eV   |

| Models       | Mean absolute error (MAE) on test set (random split) |
|--------------|-------------------------------------------------------|
| RF           | 0.928 (0.006) 1.128 (0.012) 0.447 (0.008) 0.468 (0.01) 0.486 (0.004) 0.256 (0.011) |
| RFaug        | 0.938 (0.009) 1.142 (0.011) 0.452 (0.006) 0.460 (0.01) 0.482 (0.004) 0.251 (0.014) |
| SVM          | 1.052 (0.008) 1.248 (0.012) 0.517 (0.006) 0.889 (0.021) 0.528 (0.005) 0.319 (0.015) |
| SVMaug       | 1.047 (0.008) 1.267 (0.012) 0.523 (0.006) 0.869 (0.02) 0.522 (0.004) 0.312 (0.015) |
| CGCNN        | 0.276 (0.009) 0.205 (0.008) 0.031 (0.001) 0.067 (0.003) 0.083 (0.006) 0.199 (0.015) |
| CGCNNaug     | 0.243 (0.009) 0.210 (0.006) 0.028 (0.001) 0.042 (0.002) 0.069 (0.002) 0.183 (0.011) |
| GIN          | 0.524 (0.007) 0.767 (0.068) 0.079 (0.002) 0.206 (0.034) 0.363 (0.003) 0.303 (0.022) |
| GINaug       | 0.486 (0.007) 0.697 (0.011) 0.073 (0.001) 0.137 (0.008) 0.356 (0.002) 0.287 (0.012) |
| GCN          | 0.508 (0.004) 0.704 (0.019) 0.083 (.002) 0.142 (0.006) 0.370 (0.006) 0.299 (0.022) |
| GCNaug       | 0.497 (0.003) 0.704 (0.013) 0.077 (0.002) 0.125 (0.004) 0.362 (0.005) 0.297 (0.012) |

Figure 3. Using the CGCNN model, we see the augmented training data has much better coverage of the t-SNE embedding space. Better coverage by the training set means fewer test points lie outside of the training distribution, leading to better performance.

Additionally, to investigate why augmentation strategies were effective for some datasets and not for others. We explored the latent representation of a trained model using t-SNE [84] embedding. The embedding was done using the output from the final graph layers and training t-SNE to get two features. We see in figure 3 that the yellow training data covers significantly more of the black test points, especially for the five data sets in which we see improved results. This larger coverage may help models learn a more generalized representation of the data, leading to better results. This is especially clear for the Band Gap dataset. In the unaugmented embedding, we see many black test points on not covered by the yellow training points, but with the augmented data, we see the yellow training points cover the black test points almost entirely. We see a corresponding improvement in performance, where the model trained on augmented data has performance improved by 12%.

3.3. Combination of different graph augmentations
To understand the effect of augmentations and evaluate the best strategy for using these augmentations, we conduct a systematic ablation study for both crystals and molecules. To investigate the optimal augmentation strategy in molecules, we compare the performance of different molecular graph augmentations as well as their combinations. Figure 4 shows the test results, where the mean and standard deviation of 3 individual runs are illustrated by the height of each column and error bar respectively. In particular, 6 augmentation strategies are considered: no augmentation (None), node masking (NM), bond deletion (BD), substructure removal (SR), node masking with bond deletion (NM+BD), and all augmentations combined (NM+BD+SR). For comparison, AttentiveFP models with the same settings are implemented for each benchmark with different augmentations. More implementation details and results concerning augmentation combinations can be found in supplementary information (tables S3–S5).
Figure 4. Comparison of molecular graph augmentations and their combinations. (a) Test ROC-AUC on classification benchmarks. (b) Test normalized RMSE on regression benchmarks.

Test ROC-AUC of classification tasks is illustrated in figure 4(a). Augmentations, regardless of the specific strategies, improve performance on most benchmarks. When applying one augmentation solely, NM and BD are generally better choices compared to the SR. Further, the combination of NM and BD shows rival improvement as NM or BD, and even surpasses the single augmentation strategy in multiple benchmarks, including BBBP, HIV, Tox21, and SIDER. Figure 4(b) demonstrates the test normalized RMSE of different augmentations on regression tasks. Normalized RMSE is calculated by dividing the RMSE by the range of labels in each dataset. BD achieves the best performance among NM, BD, and SR in most benchmarks. Results from NM are also close to BD and even better in Lipo dataset. Similarly, NM with BD obtains competitive performance and surpasses other strategies in three out of all five benchmarks. In general, NM, BD, and the combination of these two are the best performing augmentation strategies in most classification and regression benchmarks. However, it should be pointed out that the optimal augmentation strategy is task-dependent. For instance, though SR struggles to compete with other augmentations in most cases, in BACE and MUV, SR still achieves comparable improvement to NM and BD. Also, the combination of all three molecular graph augmentations does not perform well compared to other strategies. This may be due to such combinations generating augmented graphs that are hard to match with the original graph.

For crystalline systems, we trained using all the five augmentations and evaluate the performance of CGCNN model using MAE as a performance metric. The plot for the normalized MAE for all the five datasets with different augmentation strategies has been shown in figure 5. To find the optimal augmentation strategy we experiment with different augmentation strategies: no augmentation (None), random perturbation (RP), random rotation (RR), supercell transformation (ST), swap axes transform (SW), and random translation (RT). To conduct the ablation all the training parameters were kept the same to ensure fair comparison among the augmentation strategies. We observe that the optimal augmentation strategy is task-specific and data-dependent, we select the two best performing augmentation strategies on the dataset. The final results are then reported as the best performing single or double augmentation strategy. For example, if we consider the perovskites dataset with CGCNN as the GNN model, the random perturbation and supercell transform are the best performing augmentation strategies with the lowest MAE. For the CGCNN\textsubscript{aug} model we train on dataset which is an aggregated dataset from the random perturbation, supercell transformation and the original crystals perovskites dataset. Thus, we get three time more training data using data augmentation strategies proposed for crystalline materials. However, for GCN on HOIP, the random perturbation and swap axes transforms had the best results, but random perturbation alone had
better results than their combination, so that was chosen as the best augmentation strategy. The best augmentation strategies for all GCN models are available in supplementary information (table S6).

3.4. AugLiChem package
The package is designed with ease of use in mind for all aspects. Publicly available data is downloaded and cleaned automatically, significantly reducing the time to start running experiments. Implementations of popular models are available for easy comparison. Both random splitting and k-fold cross-validation can be done for crystal data sets. Single and multi-target training can be done with molecule data sets, where handling missing data is done automatically. These training styles are included for ease of experimentation. Both molecule and crystal data handling are also designed so only the training set is augmented, ensuring evaluation validity. Examples can be found in supplementary information (section H). Detailed usage guides and documentation for all relevant functions and models: [https://baratilab.github.io/AugLiChem/](https://baratilab.github.io/AugLiChem/).

4. Conclusion
The work introduces a systematic methodology for augmentations of molecular data sets. We design augmentation strategies for crystalline systems and molecules. Using these augmentations, we are able to significantly boost the amount of data available for the ML models. For crystalline systems, we design five different augmentation strategies and select the most effective ones to train ML models. Using the augmented data we observe significant gains in the performance of three different GNNs on six different data sets consisting of a wide range of properties of crystalline systems. Similarly, for molecules, we investigate two augmentation strategies for FP-based ML and three strategies for GNN models. We observe performance gains on various popular benchmarks (seven classification and five regression data sets in total) when compared to the performance of baseline GNNs without augmentation, indicating the effectiveness of augmentation strategies. The performance gains observed when training GNN models empirically prove the effectiveness of data augmentation strategies on crystalline and molecular data sets. Finally, we also develop an open-source python package that implements all the augmentations introduced in the paper and can be imported directly into any ML workflow.
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