Abstract

In this paper, we discuss a method of constructing separable representations of the $C^*$-algebras associated to strongly connected row-finite $k$-graphs $\Lambda$. We begin by giving an alternative characterization of the $\Lambda$-semibranching function systems introduced in an earlier paper, with an eye towards constructing such representations that are faithful. Our new characterization allows us to more easily check that examples satisfy certain necessary and sufficient conditions. We present a variety of new examples relying on this characterization. We then use some of these methods and a direct limit procedure to construct a faithful separable representation for any row-finite source-free $k$-graph.
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1 Introduction

In [24], Kumjian and Pask introduced higher-rank graphs Λ – also known as $k$-graphs – and their $C^*$-algebras $C^*(Λ)$ as generalizations of the Cuntz and Cuntz–Krieger $C^*$-algebras associated to directed graphs (cf. [7, 8, 12, 25]). The $C^*$-algebras of higher-rank graphs are closely linked with orbit equivalence for shift spaces [5] and with symbolic dynamics more generally [28, 32, 29], as well as with fractals and self-similar structures [13, 14]. More links between higher-rank graphs and symbolic dynamics can be seen via [2, 3] and the references cited therein. Higher-rank graphs have also provided crucial examples [30] for Elliott’s program [11, 22, 33] to classify $C^*$-algebras by $K$-theoretic invariants.

Despite this ubiquity of $k$-graph $C^*$-algebras, representations of $C^*(Λ)$ on separable Hilbert spaces are almost nonexistent in the literature. This motivated us to undertake the present detailed study of separable representations of $k$-graph $C^*$-algebras and their unitary equivalence classes. One of the few examples of separable representations of $C^*(Λ)$ was identified in [15], using the notion of Λ-semibranching function systems introduced in that paper. These Λ-semibranching function systems generalize to the $k$-graph setting the semibranching function systems for Cuntz–Krieger algebras which were studied by K. Kawamura [21], M. Marcolli and A. Paolucci [27], and S. Bezuglyi and P. Jorgensen [4]. Semibranching function systems, and iterated function systems more generally, also have applications to automata theory, as established in [6].

In this paper, the representations associated to Λ-semibranching function systems, which are called the Λ-semibranching representations, form our jumping-off point. (See Definition 2.7.) We begin in Section 2 with an introduction to higher-rank graphs and their $C^*$-algebras, followed by a review of the Λ-semibranching function systems introduced in [15]. We also present several results related to the Carathéodory/Kolmogorov Extension Theorem which we use repeatedly throughout this work.

Our first main result is Theorem 3.1 in Section 3.1 which provides an alternative characterization of a Λ-semibranching function system, which is easier to check in examples. We then use Theorem 3.1 to describe how to construct a Λ-semibranching function system on a finite $k$-graph Λ when Λ is given as a product graph of a $k_1$-graph $Λ_1$ and a $k_2$-graph $Λ_2$, $Λ = Λ_1 \times Λ_2$: see Proposition 3.4. Next we present a variety of examples of Λ-semibranching function systems on measure spaces $(X, µ)$ in Section 3.2 (where $X$ is a Lebesgue measure space) and Section 4 (where $X = Λ^∞$ is the infinite path space of the higher-rank graph). Through careful computations of the Radon–Nikodym derivatives associated to these Λ-semibranching function systems, we analyze the relationship between their associated representations and the standard Λ-semibranching representation on $L^2(Λ^∞, M)$ which was introduced in Proposition 3.4 and Theorem 3.5 of [15]. In particular, for several examples of finite 2-graphs Λ, we construct product measures on $Λ^∞$ which give rise to Λ-semibranching representations of $C^*(Λ)$ in Proposition 4.2. Moreover, for $x ∈ (0, 1)$, we construct Markov measures $µ_x$ on $Λ^∞_2$ for a family of 2-graphs $\{Λ_2N\}$, such that for $x \neq 1/2$, $µ_x$ is mutually singular to the Perron–Frobenius measure $M$ given in [18].

1 The measure $M$ was introduced in Definition 8.1 of [18].
Proposition 4.5 and Proposition 4.6. Furthermore, for \( x \neq x' \) we have that \( \mu_x \) and \( \mu_{x'} \) are mutually singular.

In Section 5, we move on to our second main result, which is the construction of a faithful separable representation of the \( C^\ast \)-algebra associated to any row-finite, source-free \( k \)-graph in Theorem 5.4. By using direct limits and some techniques introduced in [9], we are able to generalize Theorem 3.6 of [15], which identified such a faithful separable representation under the hypotheses that the \( k \)-graph was finite, strongly connected and aperiodic. The representation of Theorem 5.4 extends a simpler construction given in Proposition 5.1 that can be used in the case where the graph is finite. The representation of Proposition 5.1 is initially defined on an inductive limit Hilbert space, rather than \( L^2(X, \mu) \), and we show in Proposition 5.2 that this representation can be viewed as a \( \Lambda \)-semibranching representation.

While we were in the process of writing up the results presented below, D. Gonçalves, H. Li, and D. Royer posted a manuscript [17] on the arXiv in which they introduce a definition of \( \Lambda \)-branching systems for more general \( k \)-graphs, called finitely aligned \( k \)-graphs.

While there is some overlap between their work and ours, especially concerning the case of \( k \)-graphs with one vertex, our work reducing the definition of \( \Lambda \)-semibranching function systems to a study of the elementary edges is independent of theirs, and our construction of the faithful separable representations of the higher-rank graph \( C^\ast \)-algebras is completely new. We also hope that our focus in this paper on concrete examples of representations of finite higher-rank graph \( C^\ast \)-algebras will inspire more researchers to join us in studying these fascinating objects.
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2 Foundational material

2.1 Higher-rank graphs

We will now describe in detail higher-rank graphs and their \( C^\ast \)-algebras. Let \( \mathbb{N} = \{0, 1, 2, \ldots \} \) denote the monoid of natural numbers under addition, and let \( k \in \mathbb{N} \) with \( k \geq 1 \). We write \( e_1, \ldots, e_k \) for the standard basis vectors of \( \mathbb{N}^k \), where \( e_i \) is the vector of \( \mathbb{N}^k \) with 1 in the \( i \)-th position and 0 everywhere else.
Definition 2.1. [24, Definition 1.1] A higher-rank graph or $k$-graph is a countable small category $\Lambda$ with a degree functor $d : \Lambda \to \mathbb{N}^k$ satisfying the factorization property: for any morphism $\lambda \in \Lambda$ and any $m, n \in \mathbb{N}^k$ such that $d(\lambda) = m + n \in \mathbb{N}^k$, there exist unique morphisms $\mu, \nu \in \Lambda$ such that $\lambda = \mu \nu$ and $d(\mu) = m, d(\nu) = n$.

We often regard $k$-graphs as a generalization of directed graphs, so we call morphisms $\lambda \in \Lambda$ paths in $\Lambda$, and the objects (identity morphisms) are often called vertices. For $n \in \mathbb{N}^k$ and vertices $v, w$ of $\Lambda$, we write

$$\Lambda^n := \{\lambda \in \Lambda : d(\lambda) = n\}$$

With this notation, note that $\Lambda^0$ is the set of objects (vertices) of $\Lambda$. Occasionally, we call elements of $\Lambda^{e_i}$ (for any $i$) edges. We write $r, s : \Lambda \to \Lambda^0$ for the range and source maps in $\Lambda$ respectively, and

$$v\Lambda w := \{\lambda \in \Lambda : r(\lambda) = v, s(\lambda) = w\}.$$

Combining this with Equation (1) results in abbreviations such as

$$v\Lambda^n := \{\lambda \in \Lambda : r(\lambda) = v, d(\lambda) = n\}$$

which we will use throughout the paper.

For $m, n \in \mathbb{N}^k$, we write $m \vee n$ for the coordinatewise maximum of $m$ and $n$. Given $\lambda, \eta \in \Lambda$, we write

$$\Lambda^{\min}(\lambda, \eta) := \{(\alpha, \beta) \in \Lambda \times \Lambda : \lambda \alpha = \eta \beta, d(\lambda \alpha) = d(\lambda) \vee d(\eta)\}.$$ 

If $k = 1$, then $\Lambda^{\min}(\lambda, \eta)$ will have at most one element; this need not be true in a $k$-graph if $k > 1$.

We say that a $k$-graph $\Lambda$ is finite if $\Lambda^n$ is a finite set for all $n \in \mathbb{N}^k$ and say that $\Lambda$ has no sources or is source-free if $v\Lambda^0 \neq \emptyset$ for all $v \in \Lambda^0$ and $n \in \mathbb{N}^k$. It is well known that this is equivalent to the condition that $v\Lambda^{e_i} \neq \emptyset$ for all $v \in \Lambda$ and all basis vectors $e_i$ of $\mathbb{N}^k$. We say that $\Lambda$ is row-finite if $|v\Lambda^n| < \infty$ for all $v \in \Lambda^0$ and $n \in \mathbb{N}^k$, and we are mostly interested in finite (or row-finite) $k$-graphs in this paper; in fact all of our examples are finite $k$-graphs.

We often visualize a $k$-graph as a (quotient of a) $k$-colored directed graph via the equivalence relation induced by the factorization rules. To be precise, for each $1 \leq i \leq k$, we can define the \textit{ith vertex matrix} $A_i \in M_{\Lambda^0}(\mathbb{N})$ by $A_i(v, w) = |v\Lambda^{e_i}w|$. Observe that the factorization rules imply that $A_iA_j = A_jA_i$ for $1 \leq i, j \leq k$. Indeed, given a pair of composable edges $f_1 \in v\Lambda^{e_i}z, f_2 \in z\Lambda^{e_j}w$, the factorization rule implies that since $d(f_1f_2) = e_i + e_j = e_j + e_i$, the morphism $f_1f_2 \in \Lambda$ can also be described uniquely as

$$f_1f_2 = g_2g_1 \quad \text{where} \quad g_2 \in v\Lambda^{e_j}, \ g_1 \in \Lambda^{e_i}w.$$

We now describe two fundamental examples of higher-rank graphs which were first mentioned in [24].

Example 2.2. (a) For any directed graph $E$, let $\Lambda_E$ be the category of its finite paths. Then $\Lambda_E$ is a 1-graph with the degree functor $d : \Lambda_E \to \mathbb{N}$ which takes a finite path $\eta$ to its length $|\eta|$ (the number of edges making up $\eta$).
(b) For \( k \geq 1 \), let \( \Omega_k \) be the small category with 
\[
\text{Obj}(\Omega_k) = \mathbb{N}^k, \quad \text{and} \quad \text{Mor}(\Omega_k) = \{(p, q) \in \mathbb{N}^k \times \mathbb{N}^k : p \leq q\}.
\]
Again, we can also view elements of \( \text{Obj}(\Omega_k) \) as identity morphisms, via the map \( \text{Obj}(\Omega_k) \ni p \mapsto (p, p) \in \text{Mor}(\Omega_k) \). The range and source maps \( r, s : \text{Mor}(\Omega_k) \to \text{Obj}(\Omega_k) \) are given by \( r(p, q) = p \) and \( s(p, q) = q \). If we define \( d : \Omega_k \to \mathbb{N}^k \) by \( d(p, q) = q - p \), then one can check that \( \Omega_k \) is a \( k \)-graph with degree functor \( d \).

**Definition 2.3** ([24] Definitions 2.1). Let \( \Lambda \) be a \( k \)-graph. An infinite path in \( \Lambda \) is a \( k \)-graph morphism (degree-preserving functor) \( x : \Omega_k \to \Lambda \), and we write \( \Lambda^\infty \) for the set of infinite paths in \( \Lambda \). Since \( \Omega_k \) has a terminal object (namely 0 \( \in \mathbb{N}^k \)) but no initial object, we think of our infinite paths as having a range \( r(x) := x(0) \) but no source. For each \( m \in \mathbb{N}^k \), we have a shift map \( \sigma_m : \Lambda^\infty \to \Lambda^\infty \) given by
\[
\sigma_m(x)(p, q) = x(p + m, q + m)
\]
for \( x \in \Lambda^\infty \) and \((p, q) \in \Omega_k\).

We say that a \( k \)-graph \( \Lambda \) is aperiodic if for each \( v \in \Lambda^0 \), there exists \( x \in v\Lambda^\infty \) such that for all \( m \neq n \in \mathbb{N}^k \) we have \( \sigma_m(x) \neq \sigma^n(x) \).

It is well-known that the collection of cylinder sets
\[
Z(\lambda) = \{ x \in \Lambda^\infty : x(0, d(\lambda)) = \lambda \},
\]
for \( \lambda \in \Lambda \), form a compact open basis for a locally compact Hausdorff topology on \( \Lambda^\infty \), under reasonable hypotheses on \( \Lambda \) (in particular, when \( \Lambda \) is row-finite: see Section 2 of [24]). If a \( k \)-graph \( \Lambda \) is finite, then \( \Lambda^\infty \) is compact in this topology. In fact, for a finite \( k \)-graph \( \Lambda \), the proof of Lemma 4.1 from [15] establishes that the topology on \( \Lambda^\infty \) (and hence the Borel \( \sigma \)-algebra \( B_o(\Lambda^\infty) \)) is generated by the “square” cylinder sets
\[
\{ Z(\lambda) : d(\lambda) = (n, \ldots, n) \text{ for some } n \in \mathbb{N} \}:
\]
given any cylinder set \( Z(\nu) \) with \( d(\nu) \leq (n, \ldots, n) \), let
\[
I = \{ \lambda_i \in \Lambda : d(\nu \lambda_i) = (n, \ldots, n) \}.
\]
Then \( Z(\lambda) = \bigcup_{\lambda_i \in I} Z(\nu \lambda_i) \) is a disjoint union of square cylinder sets.

According to Proposition 8.1 of [18], for many finite higher-rank graphs there is a unique Borel probability measure \( M \) on \( \Lambda^\infty \) satisfying a certain self-similarity condition.

**Definition 2.4.** We say that a \( k \)-graph is strongly connected if, for all \( v, w \in \Lambda^0 \), \( v\Lambda w \neq \emptyset \).

If a \( k \)-graph \( \Lambda \) is finite and strongly connected with vertex matrices \( A_1, \ldots, A_k \in M_{\Lambda^0}(\mathbb{N}) \), then Proposition 3.1 of [18] implies that there is a unique positive vector \( \kappa^\Lambda \in (0, \infty)^{\Lambda^0} \) such that \( \sum_{\nu \in \Lambda^0} \kappa^\Lambda_\nu = 1 \) and for all \( 1 \leq i \leq k \),
\[
A_i \kappa^\Lambda = \rho_i \kappa^\Lambda,
\]
where $\rho_i$ denotes the spectral radius of $A_i$. The vector $\kappa^\Lambda$ is called the \textit{(unimodular) Perron–Frobenius eigenvector} of $\Lambda$. Then the measure $M$ on $\Lambda^\infty$ is given by

$$M(Z(\lambda)) = (\rho(\Lambda))^{-d(\lambda)}\kappa^\Lambda_{s(\lambda)} \quad \text{for} \quad \lambda \in \Lambda,$$

where $\rho(\Lambda) = (\rho_1, \ldots, \rho_k)$ and $(\rho(\Lambda))^n = \rho_1^{n_1} \cdots \rho_k^{n_k}$ for $n = (n_1, \ldots, n_k) \in \mathbb{Z}^k$. We call the measure $M$ the \textit{Perron–Frobenius measure} on $\Lambda^\infty$. Proposition 8.1 of \cite{18} establishes that if $\mu$ is a Borel probability measure on $\Lambda^\infty$ such that

$$\mu(Z(\lambda)) = \rho(\Lambda)^{-d(\lambda)}\mu(Z(s(\lambda))) \quad \text{for all} \quad \lambda \in \Lambda,$$

then $\mu = M$.

Now we introduce the $C^*$-algebra associated to a $k$-graph $\Lambda$. Here we only consider row-finite $k$-graphs with no sources.

\textbf{Definition 2.5.} Let $\Lambda$ be a row-finite $k$-graph with no sources. A \textit{Cuntz–Krieger $\Lambda$-family} is a collection \{\(t_\lambda : \lambda \in \Lambda\}\} of partial isometries in a $C^*$-algebra satisfying

(CK1) \{\(t_v : v \in \Lambda^0\}\} is a family of mutually orthogonal projections,

(CK2) \(t_\lambda t_\eta = t_{\lambda \eta}\) if \(s(\lambda) = r(\eta)\),

(CK3) \(t_\lambda^* t_\lambda = t_{s(\lambda)}\) for all \(\lambda \in \Lambda\),

(CK4) for all \(\lambda, \eta \in \Lambda\) and \(n \in \mathbb{N}^k\), we have

$$t_v = \sum_{\lambda \in \Lambda^n} t_\lambda t_\lambda^*.$$

The Cuntz–Krieger $C^*$-algebra $C^*(\Lambda)$ associated to $\Lambda$ is the universal $C^*$-algebra generated by a Cuntz–Krieger $\Lambda$-family.

One can show that

$$C^*(\Lambda) = \overline{\text{span}}\{t_\alpha t_\beta^* : \alpha, \beta \in \Lambda, \ s(\alpha) = s(\beta)\}.$$

Also, (CK4) implies that for all $\lambda, \eta \in \Lambda$, we have

$$t_\lambda^* t_\eta = \sum_{(\alpha, \beta) \in \Lambda_{\min}(\lambda, \eta)} t_\alpha t_\beta^*.$$

The universal property implies that the $C^*$-algebra $C^*(\Lambda)$ carries a strongly continuous action $\gamma$ of the $k$-torus $\mathbb{T}^k$, called the \textit{gauge action}, which is given by

$$\gamma_z(t_\lambda) = z^{d(\lambda)}t_\lambda,$$

where $z^n = \prod_{i=1}^k z_i^{n_i}$ for $z = (z_1, \ldots, z_k) \in \mathbb{T}^k$ and $n = (n_1, \ldots, n_k) \in \mathbb{N}^k$. Note that we only discuss the gauge action in Section 5.
2.2 Λ-semibranching function systems and their representations

In [15], separable representations of $C^*(Λ)$ were constructed by using Λ-semibranching function systems on measure spaces. A Λ-semibranching function system is a generalization of the semibranching function systems studied by Marcolli and Paolucci in [27]. Here we review basic definitions and introduce the standard example of a Λ-semibranching function system on $(Λ^∞, M)$ and its associated representation: see Example 2.10.

Definition 2.6. [27, Definition 2.1] Let $(X, µ)$ be a measure space. Suppose that, for each $1 ≤ i ≤ N$, we have a measurable map $σ_i : D_i → X$, for some measurable subsets $D_i ⊂ X$. The family $\{σ_i\}_{i=1}^N$ is a semibranching function system if the following holds:

(a) Setting $R_i = σ_i(D_i)$, we have

$$µ(X \setminus ∪_i R_i) = 0, \quad µ(R_i \cap R_j) = 0 \text{ for } i \neq j.$$ 

(b) For each $i$, the Radon–Nikodym derivative

$$Φ_{σ_i} = \frac{d(µ \circ σ_i)}{dµ}$$

satisfies $Φ_{σ_i} > 0$, $µ$-almost everywhere on $D_i$.

A measurable map $σ : X → X$ is called a coding map for the family $\{σ_i\}_{i=1}^N$ if $σ \circ σ_i(x) = x$ for all $x ∈ D_i$.

Definition 2.7. [15, Definition 3.2] Let Λ be a finite $k$-graph and let $(X, µ)$ be a measure space. A Λ-semibranching function system on $(X, µ)$ is a collection $\{D_λ\}_{λ ∈ Λ}$ of measurable subsets of $X$, together with a family of prefixing maps $\{τ_λ : D_λ → X\}_{λ ∈ Λ}$, and a family of coding maps $\{τ_m : X → X\}_{m ∈ ℕ^k}$, such that

(a) For each $m ∈ ℕ^k$, the family $\{τ_λ : d(λ) = m\}$ is a semibranching function system, with coding map $τ^m$.

(b) If $v ∈ Λ^0$, then $τ_v = id$, and $µ(D_v) > 0$.

(c) Let $R_λ = τ_λ(D_λ)$. For each $λ ∈ Λ, ν ∈ s(λ)Λ$, we have $R_ν ⊂ D_λ$ (up to a set of measure 0), and

$$τ_λτ_ν = τ_{λν} \text{ a.e.}$$

(Note that this implies that up to a set of measure 0, $D_{λν} = D_ν$ whenever $s(λ) = r(ν)$).

(d) The coding maps satisfy $τ^m \circ τ^n = τ^{m+n} \text{ for any } m, n ∈ ℕ^k$. (Note that this implies that the coding maps pairwise commute.)

Remark 2.8. We pause to note that condition (c) of Definition 2.7 above implies that $D_λ = D_{s(λ)}$ and $R_λ ⊂ R_{r(λ)}$ for $λ ∈ Λ$. Also, when Λ is a finite 1-graph, the definition of a Λ-semibranching function system is not equivalent to Definition 2.6. In particular, Definition 2.7(b) implies that the domain sets $\{D_v : v ∈ Λ^0\}$ must satisfy $µ(D_v \cap D_w) = µ(R_v \cap R_w) = 0$ for $v \neq w ∈ Λ^0$, but Definition 2.6 does not require that the domain sets $D_i$. 


be mutually disjoint \( \mu \)-a.e. In fact, Definition 2.7 implies what is called condition (C-K) in Section 2.4 of [4]: up to a measure zero set,

\[
D_v = \bigcup_{\lambda \in \Lambda^m} R_\lambda
\]

for all \( v \in \Lambda^0 \) and \( m \in \mathbb{N} \), since \( R_v = \tau_v(D_v) = \text{id}(D_v) = D_v \). Also notice that in the above decomposition the intersections \( R_\lambda \cap R_{\lambda'} \), \( \lambda \neq \lambda' \), have measure zero. This condition is crucial to making sense of the representation of \( C^*(\Lambda) \) associated to the \( \Lambda \)-semibranching function system (see Theorem 2.9 below). As established in Theorem 2.22 of [4], in order to obtain a representation of a 1-graph algebra \( C^*(\Lambda) \) from a semibranching function system, one must also assume that the semibranching function system satisfies condition (C-K).

Finally, we also observe that \( (\tau^n)^{-1}(E) = \bigcup_{\lambda \in \Lambda^n} \tau_\lambda(E) \) for any measurable \( E \subseteq X \). Therefore,

\[
\mu \circ (\tau^n)^{-1} << \mu
\]

in any \( \Lambda \)-semibranching function system.

As established in [15], any \( \Lambda \)-semibranching function system gives rise to a representation of \( C^*(\Lambda) \) via ‘prefixing’ and ‘chopping off’ operators that satisfy the Cuntz-Krieger relations. Intuitively, a \( \Lambda \)-semibranching function system is a way of encoding the Cuntz-Krieger relations at the measure-space level: the prefixing map \( \tau_\lambda \) corresponds to the partial isometry \( s_\lambda \in C^*(\Lambda) \). We give a precise formula for the representation in Theorem 2.9 below. For brevity, we will often refer to representations arising from \( \Lambda \)-semibranching function systems as \( \Lambda \)-semibranching representations. Note that a \( \Lambda \)-semibranching representation will be separable whenever \( L^2(X, \mu) \) is separable; this will be the case for all but one of the representations we consider in this paper.

**Theorem 2.9.** [15, Theorem 3.5] Let \( \Lambda \) be a finite \( k \)-graph with no sources and suppose that we have a \( \Lambda \)-semibranching function system on a certain measure space \((X, \mu)\) with prefixing maps \( \{\tau_\lambda\}_{\lambda \in \Lambda} \) and coding maps \( \{\tau^m : m \in \mathbb{N}^k\} \). For each \( \lambda \in \Lambda \), define an operator \( S_\lambda \) on \( L^2(X, \mu) \) by

\[
S_\lambda \xi(x) = \chi_{R_\lambda}(x)(\Phi_{\tau_\lambda}(\tau^{d(\lambda)}(x)))^{-1/2}\xi(\tau^{d(\lambda)}(x)).
\]

Then the operators \( \{S_\lambda : \lambda \in \Lambda\} \) generate a representation \( \pi \) of \( C^*(\Lambda) \), and \( \pi \) is separable.

**Example 2.10.** Here we describe the standard \( \Lambda \)-semibranching function system on the measure space \((\Lambda^\infty, M)\) for a finite strongly connected \( k \)-graph \( \Lambda \), using the measure \( M \) of Equation (4). The prefixing maps \( \{\sigma_\lambda : Z(s(\lambda)) \to Z(\lambda)\}_{\lambda \in \Lambda} \) are given by

\[
\sigma_\lambda(x) = \lambda x,
\]

where \( \lambda x \in \Lambda^\infty \) is defined by \( \lambda x(0, m) = \lambda(0, m) \) if \( d(\lambda) \geq m \), and \( \lambda x(0, m) = \lambda x(0, m-d(\lambda)) \) if \( m \geq d(\lambda) \), and the coding maps \( \{\sigma^m : \Lambda^\infty \to \Lambda^\infty\}_{m \in \mathbb{N}^k} \) are given as in (3) of Definition 2.3.

Thus, for \( \lambda \in \Lambda \), we let \( D_\lambda = Z(s(\lambda)) \) and \( R_\lambda = \sigma_\lambda(D_\lambda) = Z(\lambda) \). Proposition 3.4 of [15] establishes that \( \{\sigma_\lambda : D_\lambda \to R_\lambda\} \) and \( \{\sigma^m\}_{m \in \mathbb{N}^k} \) forms a \( \Lambda \)-semibranching function system on \((\Lambda^\infty, M)\). In particular, one can show that the Radon–Nikodym derivatives of \( \sigma_\lambda \) are positive \( M \)-a.e. on \( Z(s(\lambda)) \) and they are given by

\[
\Phi_{\sigma_\lambda}(x) = \rho(\Lambda)^{-d(\lambda)}.
\]
Remark 2.11. As seen in the above Theorem 2.9 there is a separable representation \( \pi =: \pi_S \) of \( C^*(\Lambda) \) associated to the standard \( \Lambda \)-semibranching function system on \((\Lambda^\infty, M)\) of Example 2.10. In this case, \( S_\lambda = \pi_S(t_\lambda) \) acts on characteristic functions of cylinder sets by

\[
S_\lambda \chi_{Z(\eta)}(x) = \chi_{Z(\eta)}(x)\rho(\Lambda)^{d(\lambda)/2}\chi_{Z(\eta)}(\sigma^{d(\lambda)}(x)) = \rho(\Lambda)^{d(\lambda)/2}\chi_{Z(\eta)}(x).
\]

Then the adjoint \( S_\lambda^* \) is given by

\[
S_\lambda^* \chi_{Z(\eta)}(x) = \rho(\Lambda)^{-d(\lambda)/2}\sum_{(\alpha,\beta) \in \Lambda^\min(\lambda,\eta)} \chi_{Z(\alpha)}(x).
\]

We call the separable representation \( \pi_S \) associated to this \( \Lambda \)-semibranching function system on \((\Lambda^\infty, M)\) the standard \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \).

The following Lemmas are well-known, and will be the technical tool we will use in many of the Radon–Nikodym derivative calculations presented in Section 4. In particular, we will apply these examples to the case where \( X = \Lambda^\infty \) and \( F_n \) is the \( \sigma \)-algebra generated by the cylinder sets \( Z(\lambda) \) with \( d(\lambda) = (n, \ldots, n) \).

Lemma 2.12 (Kolmogorov Extension Theorem, [23, 34]). Let \((X, F_n, \nu_n)_{n \in \mathbb{N}}\) be a sequence of probability measures \((\nu_n)_{n \in \mathbb{N}}\) on the same space \( X \), each associated with a \( \sigma \)-algebra \( F_n \); further assume that \((X, F_n, \nu_n)_{n \in \mathbb{N}}\) form a projective system, i.e., an inverse limit. Suppose that Kolmogorov’s consistency condition holds:

\[
\nu_{n+1}|_{F_n} = \nu_n.
\]

Then there is a unique extension \( \nu \) of the measures \((\nu_n)_{n \in \mathbb{N}}\) to the \( \sigma \)-algebra \( \bigvee_{n \in \mathbb{N}} F_n \) generated by \( \bigcup_{n \in \mathbb{N}} F_n \).

In fact, \( \nu \) is the unique probability measure which has the given sequence of measures \((\nu_n)_{n \in \mathbb{N}}\) as its marginal distributions with respect to the prescribed filtration \( \bigcup_{n \in \mathbb{N}} F_n \).

Lemma 2.13. (cf. [4], [31] Section 10.2) Let \((X, F_n, \mu_n)_{n \in \mathbb{N}}\) and \((X, F_n, \nu_n)_{n \in \mathbb{N}}\) be two sequences of measures on the same space \( X \) and same \( \sigma \)-algebras \((X, F_n)\). Suppose that both sequences form a projective system and satisfy Kolmogorov’s consistency condition, so that by Lemma 2.12, we have induced measures \( \mu, \nu \) on the \( \sigma \)-algebra \( F := \bigvee_n F_n \) generated by \( \bigcup_n F_n \).

Suppose moreover that

- \( \nu_n \ll \mu_n \) for all \( n \in \mathbb{N} \);
- The Radon–Nikodym derivative \( R_n := d\nu_n/d\mu_n \) exists and is finite for all \( n \in \mathbb{N} \);
- \( R := \lim_{n \to \infty} R_n \) exists and is finite.

Then \( \nu \ll \mu \) if and only if \( R > 0 \), and \( R = d\nu/d\mu \).
3 Λ-semibranched function systems

3.1 A new way to construct Λ-semibranched function systems

In order to construct examples of Λ-semibranched function systems for a finite $k$-graph $Λ$ more readily, we will show that the original definition of Λ-semibranched function system from [15] can be derived using a procedure that only involves the $k$-colored edges of $Λ$. We present in Theorem 3.1 a definition of Λ-semibranched function systems equivalent to the original definition (Definition 2.7 above). Moreover we give a construction of Λ-semibranched function system for a product graph $Λ$ in Proposition 3.4.

The following theorem shows that checking Conditions (a) and (c) of Definition 2.7 for arbitrary $m ∈ \mathbb{N}^k$ is equivalent to checking the equivalent conditions for the basis elements $e_1, \ldots, e_k$ of $\mathbb{N}^k$.

**Theorem 3.1.** Let $Λ$ be a finite $k$-graph and let $(X, F, μ)$ be a measure space. Let $\{e_1, \ldots, e_k\}$ be the standard basis of $\mathbb{N}^k$. For $1 ≤ i ≤ k$, suppose we have a semibranched function system $\{τ_λ : D_λ \to R_λ\}_{d(λ)=e_i}$ on $X$, with associated coding maps $τ_{e_i} : X \to X$. For $η ∈ Λ$, write $η = η_1 η_2 \cdots η_ℓ$ as a sequence of edges, and define $τ_η := τ_{η_1} ◦ τ_{η_2} ◦ \cdots ◦ τ_{η_ℓ}$. (8)

Then the semibranched function systems $\{τ_λ : d(λ) = e_i\}_{i=1}^k$ and coding maps $\{τ_{e_i}\}_{i=1}^k$ satisfy Conditions (i) - (v) below if and only if the operators $\{τ_η : η ∈ Λ\}$ form a Λ-semibranched function system, with coding maps $τ^m := (τ_{e_1})^{m_1} ◦ (τ_{e_2})^{m_2} ◦ \cdots ◦ (τ_{e_k})^{m_k}$ for $m = (m_1, \ldots, m_k) ∈ \mathbb{N}^k$.

(i) For any edges $λ, ν$ with $s(λ) = s(ν)$, we have $D_λ = D_ν$. Writing $v = s(λ) = s(ν)$, we set $D_v := D_λ = D_ν$.

and we require $μ(D_v) > 0$ for all $v ∈ Λ^0$.

(ii) For $v ≠ w ∈ Λ^0$, $μ(D_v ∩ D_w) = 0$.

(iii) Fix $i, j ∈ \{1, \ldots, k\}$. If $λα = νβ$ for $λ, β ∈ Λ^{e_i}$ and $ν, α ∈ Λ^{e_j}$, then $R_α ⊂ D_λ$, $R_β ⊂ D_ν$, and $τ_λ ◦ τ_α = τ_ν ◦ τ_β$.

(iv) For any $1 ≤ i, j ≤ k$, we have $τ_{e_i} ◦ τ_{e_j} = τ_{e_j} ◦ τ_{e_i}$.

(v) For $v ∈ Λ$ and $1 ≤ i ≤ k$, we have $μ(D_v \setminus \bigcup_{g∈vΛ^{e_i}} R_g) = 0$.

**Proof.** First, suppose we are given a Λ-semibranched function system as in Definition 2.7. Condition (c) of Definition 2.7 guarantees Conditions (i) and (iii) in the statement of this Theorem; Condition (ii) follows from Condition (b) and the fact that the maps $\{τ_ν : v ∈ Λ^0\}$ form a semibranched function system. Condition (d) of Definition 2.7 implies Condition (iv)
above. To see (v), fix \( i \in \{1, \ldots, k\} \) and note that Condition (c) of Definition \ref{def:semibranching-system} implies that for \( g \in \Lambda^{e_i}, R_g \subseteq D_{\tau(g)} \). Thus, \( \cup_{g \in v \in \Lambda^0} R_g \subseteq D_v \), and hence \( \mu(D_v \setminus \cup_{g \in v \in \Lambda^0} R_g) = 0 \).

For the other direction, suppose that we are given \( k \) semibranching function systems \( \{\tau_\lambda : \lambda \in \Lambda, d(\lambda) = e_i\}_{i=1}^k \) with coding maps \( \{\tau^{e_i}\}_{i=1}^k \) satisfying Conditions (i) - (v) above. First fix \( \eta \in \Lambda \) and write \( \eta = \eta_1 \eta_2 \cdots \eta_{\ell} \) as a sequence of edges. Then Condition (iii) implies that \( R_{\eta_j} \subseteq D_{\eta_{j-1}} \) for \( 2 \leq j \leq \ell \), and hence the formula for \( \tau_\eta \) given in \((\ref{eq:tau_\eta})\) is well-defined. In fact, Condition (iii) and the factorization property of \( k \)-graphs imply that \( \tau_\eta \) is independent of the decomposition of \( \eta \) into edges. Moreover, recall that since each \( \{\tau_\lambda : d(\lambda) = e_i\} \) is a semibranching function system, we have \( \tau^{e_i} \circ \tau_\lambda = id_{\lambda} \) for all \( \lambda \in \Lambda^{e_i} \). Consequently, if \( \eta \in \Lambda^m \), write \( \eta \) as a sequence of edges, \( \eta = \eta_1 \eta_2 \cdots \eta_{\ell} \) where we list the \( m_k \) edges of color \( k \) first, then all \( m_{k-1} \) edges of color \( k - 1 \), etc. Also note that \( id_{\lambda} \circ \tau_\beta \) is well defined for edges \( \alpha, \beta \) whenever \( s(\alpha) = r(\beta) \), and \( id_{\lambda} \circ \tau_\beta = \tau_\beta \). Then

\[
\tau_\eta = (\tau^{e_1})^{\mu_1} \circ \cdots \circ (\tau^{e_k})^{\mu_k} \circ \tau_{\eta_1} \circ \cdots \circ \tau_{\eta_{\ell}} = id_{\lambda},
\]

since \( \tau^{mk} \circ \tau_{\lambda_1} \cdots \circ \tau_{\lambda_{m_k}} = id_{\lambda^{m_k}} \) and similarly for the other colors. Hence, \( \tau_\eta \) is a coding map for \( \{\tau_\lambda : d(\lambda) = m\} \).

To see that \( \{\tau_\lambda : d(\lambda) = m\} \) forms a semibranching function system for each \( m \in \mathbb{N}_k \), we proceed by induction. Note that the case \( m = e_i \) for \( 1 \leq i \leq k \) holds by the hypotheses of the Theorem. For the case \( m = 0 \), we begin by defining

\[
\tau_v = id : D_v \to D_v \text{ for } v \in \Lambda^0.
\]

Then \( \Phi_v(x) := \frac{d(\mu \tau_v)}{d\mu}(x) = 1 \) for all \( x \in D_v \). By Condition (ii), in order to check that \( \{\tau_v : v \in \Lambda^0\} \) is a semibranching function system, it merely remains to check that \( \mu(X \setminus \cup_{v \in \Lambda^0} D_v) = 0 \). By Conditions (ii) and (v), and the fact that \( \{\tau_\lambda : d(\lambda) = e_i\} \) is a semibranching function system,

\[
\mu \left( \bigcup_{v \in \Lambda^0} D_v \right) = \sum_{v \in \Lambda^0} \mu(D_v) = \sum_{v \in \Lambda^0} \sum_{\lambda \in v \in \Lambda^0} \mu(R_\lambda) = \mu(X)
\]

as desired.

Now, suppose that for every \( \ell = (\ell_1, \ldots, \ell_k) \in \mathbb{N}_k \) with \( |\ell| = \ell_1 + \ell_2 + \cdots + \ell_k \leq n \), we have \( \{\tau_\lambda : d(\lambda) = \ell\} \) is a semibranching function system with coding map \( \tau^\ell \). Let \( m = \ell + e_j \).

Given \( \lambda \neq \nu \in \Lambda^m \), write \( \lambda = \lambda_1 \lambda_2, \nu = \nu_1 \nu_2 \), with \( d(\lambda_1) = \ell = d(\nu_1) \) and \( d(\nu_2) = d(\lambda_2) = e_j \).

Then \( \tau_\lambda = \tau_{\lambda_1} \circ \tau_{\lambda_2} \) is well-defined and

\[
R_\lambda := \tau_{\lambda_1}(R_{\lambda_2}) \subseteq R_{\lambda_1}.
\]

If \( \nu_1 \neq \lambda_1 \), then \( R_\lambda \cap R_\nu \subseteq R_{\lambda_1} \cap R_{\nu_1} \) and hence

\[
\mu(R_\lambda \cap R_\nu) \leq \mu(R_{\lambda_1} \cap R_{\nu_1}) = 0.
\]

\footnote{Note that if \( \lambda = \lambda_1 \lambda_2 \) with \( d(\lambda_1) = \ell, d(\lambda_2) = e_j \), then \( R_{\lambda_2} \subseteq D_{\lambda_1} \) by Conditions (iii) and (i), and hence the composition \( \tau_{\lambda_1} \circ \tau_{\lambda_2} \) is well defined.}
If \( \nu_1 = \lambda_1 \), then since \( \lambda \neq \nu \) we must have that \( \lambda_2 \neq \nu_2 \). Thus, since \( \Phi_{\lambda_1} = \frac{d(\mu \circ \tau_{\lambda_1})}{d\mu} \) and 
\( \mu(R_{\lambda_2} \cap R_{\nu_2}) = 0 \), we have 
\[
\mu(R_\lambda \cap R_\nu) = \mu(\tau_{\lambda_1}(R_{\lambda_2} \cap R_{\nu_2})) = \int_{R_{\lambda_2} \cap R_{\nu_2}} 1 \, d(\mu \circ \tau_{\lambda_1}) = \int_{R_{\lambda_2} \cap R_{\nu_2}} \Phi_{\lambda_1} \, d\mu = 0.
\]

To see that \( \mu(X \setminus \cup_{\lambda \in \Lambda^m} R_\lambda) = 0 \), note that 
\[
\bigcup_{\lambda \in \Lambda^m} R_\lambda = \bigcup_{\lambda=\lambda_1 \lambda_2 \in \Lambda^m} \tau_{\lambda_1}(R_{\lambda_2}) = \bigcup_{d(\lambda_1)=\ell} \tau_{\lambda_1}(\cup_{\lambda_2 \in s(\lambda_1) \Lambda^e_j} R_{\lambda_2})
\]
Then Condition (i) and (v) gives 
\[
\bigcup_{d(\lambda_1)=\ell} \tau_{\lambda_1}(\cup_{\lambda_2 \in s(\lambda_1) \Lambda^e_j} R_{\lambda_2}) = \bigcup_{d(\lambda_1)=\ell} \tau_{\lambda_1}(D_{s(\lambda_1)}) \text{ almost everywhere}
\]
\[
= \bigcup_{d(\lambda_1)=\ell} R_{\lambda_1} = X \text{ almost everywhere.}
\]
Thus, \( \mu(X \setminus \cup_{\lambda \in \Lambda^m} R_\lambda) = 0 \).

To conclude that \( \{\tau_\lambda : d(\lambda) = m\} \) is a semibranching function system, we need to show that it satisfies Condition (b) of Definition 2.6 which states that the Radon–Nikodym derivative \( \Phi_\lambda := \Phi_{\tau_{\lambda_1} \circ \tau_{\lambda_2}} \) exists and is positive for all \( \lambda = \lambda_1 \lambda_2 \) with \( d(\lambda_1) = \ell, d(\lambda_2) = e_j \). Since \( \mu \circ \tau_{\lambda_1} << \mu \) and \( \mu \circ \tau_{\lambda_2} << \mu \), it is straightforward to see that \( \mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2} << \mu \circ \tau_{\lambda_2} \).

Now we fix a Borel set \( E \subset D_{\lambda_2} \), otherwise the following integral is zero, and consider 
\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2}).
\]
Since \( E \subset D_{\lambda_2} \), if \( x \in E \) then \( \tau_{\lambda_2}(x) = y \in R_{\lambda_2} \), and so (since \( \tau^{e_j} \circ \tau_{\lambda_2} = id_{D_{\lambda_2}} \)) we see that we can write every \( x \in E \) as \( x = \tau^{e_j}(y) \) for precisely one \( y \in R_{\lambda_2} \). Moreover, the fact that \( \tau_{\lambda_2} = \tau_{\lambda_2} \circ \tau^{e_j} \circ \tau_{\lambda_2} \) implies that \( \tau_{\lambda_2} \circ \tau^{e_j} = id_{R_{\lambda_2}} \), so 
\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})(x) = \int_X \chi_E(\tau^{e_j}(y)) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})(\tau^{e_j}(y))
\]
\[
= \int_X (\chi_E \circ \tau^{e_j})(y) \, d(\mu \circ \tau_{\lambda_1})(y).
\]
Since \( \mu \circ \tau_{\lambda_1} << \mu \), the above integral becomes 
\[
\int_X (\chi_E \circ \tau^{e_j})(y) \Phi_{\tau_{\lambda_1}}(y) \, d\mu(y).
\]
Returning to our original notation, write \( y = \tau_{\lambda_2}(x) \) for some \( x \in E \subset D_{\lambda_2} \), now we have 
\[
\int_X (\chi_E \circ \tau^{e_j})(y) \Phi_{\tau_{\lambda_1}}(y) \, d\mu(y) = \int_X (\chi_E \circ \tau^{e_j})(\tau_{\lambda_2}(x)) \Phi_{\tau_{\lambda_1}}(\tau_{\lambda_2}(x)) \, d\mu(\tau_{\lambda_2}(x))
\]
\[
= \int_X \chi_E(x) (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(x) \, d(\mu \circ \tau_{\lambda_2})(x).
\]
So we have
\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2}) = \int_X \chi_E(x) (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(x) \, d(\mu \circ \tau_{\lambda_2})(x).
\]
Thus, by uniqueness of Radon–Nikodym derivatives and the fact that \(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2} << \mu \circ \tau_{\lambda_2}\), we have
\[
\frac{d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})}{d(\mu \circ \tau_{\lambda_2})} = \Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2}.
\]
Therefore \(\Phi_{\lambda} := \Phi_{\tau_{\lambda_1} \circ \tau_{\lambda_2}}\) exists and
\[
\Phi_{\lambda} = \Phi_{\tau_{\lambda_1} \circ \tau_{\lambda_2}} = \frac{d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})}{d(\mu \circ \tau_{\lambda_2})} \frac{d(\mu \circ \tau_{\lambda_2})}{d\mu} = (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(\Phi_{\tau_{\lambda_1}}),
\]
which is positive since \(\Phi_{\tau_{\lambda_1}}\) and \(\Phi_{\tau_{\lambda_2}}\) are positive. Hence \(\{\tau_{\lambda} : d(\lambda) = \ell + e_j\}\) forms a semibranching function system. Therefore by induction \(\{\tau_{\lambda} : d(\lambda) = m\}\) forms a semibranching function system for all \(m \in \mathbb{N}^k\). This completes the proof that Condition (a) holds. Note that Condition (b) holds by construction and by Condition (i); Condition (c) holds by construction, Condition (v), and the fact that \(\tau_1\) is well defined. Similarly, Condition (d) holds by construction and by Condition (iv), completing the proof of the Theorem.

**Corollary 3.2.** Let \(\Lambda\) be a finite \(k\)-graph with no sources and let \((X, F, \mu)\) be a measure space. For each \(1 \leq i \leq k\), suppose we have a semibranching function system \(\{\tau_f : D_f \to R_f\}_{d(f) = e_i}\) on \((X, \mu)\) with associated coding map \(\tau^{e_i} : X \to X\) satisfying Conditions (i)–(v) in Theorem 3.1. For each \(1 \leq i \leq k\) and \(f \in \Lambda^{e_i}\), define \(S_f \in B(L^2(X, \mu))\) by
\[
S_f \xi(x) = \chi_{R_f}(x)(\Phi_{\tau_f}(\tau^{e_i}(x)))^{-1/2} \xi(\tau^{e_i}(x)).
\]
Then the collection of operators \(\{S_f : d(f) = e_i\}_{i=1}^k\) generate a representation of \(C^*(\Lambda)\).

**Proof.** By Theorem 3.1 we obtain a \(\Lambda\)-semibranching function system on \((X, \mu)\), and thus by Theorem 5 of [15], we have an associated representation of \(C^*(\Lambda)\) on \(L^2(X, \mu)\). When we evaluate the formula from [15] Theorem 3.5 on paths \(f \in \Lambda\) with \(|d(f)| = 1\) we obtain the formula for \(S_f\) given in the statement of the Corollary. Moreover, using (CK2), we can compute \(S_\lambda\) for any \(\lambda \in \Lambda\) once we know the formulas for \(\{S_f : f \in \Lambda, |d(f)| = 1\}\).

The fact that the operators \(S_\lambda\) arise from the \(\Lambda\)-semibranching function system induced by \(\{\tau_f : D_f \to R_f\}_{d(f) = e_i}\) guarantees the necessary commutativity properties to ensure that \(S_\lambda\) is well defined. Namely, suppose \(\lambda = f_1f_2 = g_2g_1\) for \(f_i, g_i\) edges of degree \(e_i\) in \(\Lambda\). Then Theorem 3.5 of [15] tells us that \(S_\lambda = S_{f_1} \circ S_{f_2} = S_{g_2} \circ S_{g_1}\), so writing \(S_\lambda\) as a composition of operators \(S_f\) for an edge \(f\) gives the same formula as in [15], and moreover is independent of the choice of factorization of \(\lambda\) into edges.

Now we describe how to construct a \(\Lambda\)-semibranching function system when \(\Lambda\) is given as a product graph as follows.

**Definition 3.3.** (See [24] Proposition 1.8 and [20] Proposition 5.1) Let \((\Lambda_1, d_1)\) and \((\Lambda_2, d_2)\) be \(k_1\)- and \(k_2\)-graphs respectively. We define the **product graph** \((\Lambda_1 \times \Lambda_2, d_1 \times d_2)\) to consist of the product category \(\Lambda_1 \times \Lambda_2\), with degree map \(d_1 \times d_2 : \Lambda_1 \times \Lambda_2 \to \mathbb{N}^{k_1 + k_2}\) given by \(d_1 \times d_2(\lambda_1, \lambda_2) = (d(\lambda_1), d(\lambda_2)) \in \mathbb{N}^{k_1} \times \mathbb{N}^{k_2}\) for \(\lambda_1 \in \Lambda_1\) and \(\lambda_2 \in \Lambda_2\).
According to Proposition 1.8 of [24], the product graph $\Lambda_1 \times \Lambda_2$ in the above definition is a $(k_1 + k_2)$-graph, and the associated $C^*$-algebra is given by

$$C^*(\Lambda_1 \times \Lambda_2) \cong C^*(\Lambda_1) \otimes C^*(\Lambda_2)$$

by Corollary 3.5 of [24]. Also Theorem 5.3 of [20] implies that $\Lambda_1 \times \Lambda_2$ is a finite $(k_1+k_2)$-graph with no sources if and only if $\Lambda_i$ is a finite $k_i$-graph with no sources for $i = 1, 2$.

Notice that $(\Lambda_1 \times \Lambda_2)^0 = \Lambda_1^0 \times \Lambda_2^0$. Moreover, paths in $\Lambda_1 \times \Lambda_2$ of degree $e_i \in \mathbb{N}^{k_i}$ for the basis vector $e_i \in \mathbb{N}^{k_i}$ can be described as follows. We fix $v_1, w_1 \in \Lambda_1^0$ and $v_2, w_2 \in \Lambda_2^0$, and we write $e_i$ as $(e_i, 0) \in \mathbb{N}^{k_1} \times \mathbb{N}^{k_2}$. Then the paths of degree $e_i$ with range $(v_1, v_2)$ and source $(w_1, w_2)$ are given by

$$(v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(e_i, 0)}(w_1, w_2) = \begin{cases} \emptyset, & w_2 \neq v_2 \\ v_1A_1^{e_i}w_1, & w_2 = v_2. \end{cases}$$

Similarly, if $e_j$ is a basis vector for $\mathbb{N}^{k_2}$, then

$$(v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(0, e_j)}(w_1, w_2) = \begin{cases} \emptyset, & w_1 \neq v_1 \\ v_2A_2^{e_j}w_2, & w_1 = v_1. \end{cases}$$

Thus, if we choose an ordering of the vertices of $\Lambda_i$ for $i = 1, 2$ and then list the vertices of $\Lambda_1 \times \Lambda_2$ lexicographically, the vertex matrices $A_i$ of $\Lambda_1 \times \Lambda_2$ are given by

$$A_i = M_i \otimes I_{k_2}, \quad 1 \leq i \leq k_1; \quad A_{k_1+j} = I_{k_1} \otimes N_j, \quad 1 \leq j \leq k_2,$$

where $\{M_i\}_{i=1}^{k_1}$ are the vertex matrices for $\Lambda_1$ and $\{N_j\}_{j=1}^{k_2}$ are the vertex matrices for $\Lambda_2$.

Since the product graph $\Lambda_1 \times \Lambda_2$ is a $(k_1 + k_2)$-graph, it satisfies the factorization property and it can be described as follows. Suppose that $\lambda \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(e_j, 0)}(w_1, v_2)$ where $e_j$ is a basis vector for $\mathbb{N}^{k_1}$, and $\nu \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(0, e_j)}(w_1, v_2)$ where $e_j$ is a basis vector for $\mathbb{N}^{k_2}$. Then $\lambda$ and $\nu$ are composable since $s(\lambda) = (w_1, v_2) = r(\nu)$, and $\lambda$ corresponds to a morphism $\lambda_1 \in v_1A_1^{e_j}w_1$, and $\nu$ corresponds to a morphism $\nu_2 \in v_2A_2^{e_j}w_2$.

Then the factorization property of $\Lambda_1 \times \Lambda_2$ implies that there exist $\tilde{\nu} \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(0, e_j)}(v_1, w_2)$ and $\tilde{\lambda} \in (v_1, w_2)(\Lambda_1 \times \Lambda_2)^{(e_j, 0)}(w_1, w_2)$ such that

$$\lambda \nu = \tilde{\nu} \tilde{\lambda}.$$  

Note that $\tilde{\nu} \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{(0, e_j)}(v_1, w_2)$ corresponds to $\nu_2$, and $\tilde{\lambda} \in (v_1, w_2)(\Lambda_1 \times \Lambda_2)^{(e_j, 0)}(w_1, w_2)$ corresponds to $\lambda_1$.

The following proposition describes how to construct a $\Lambda_1 \times \Lambda_2$-semibranching function system when we have $\Lambda_1$ and $\Lambda_2$-semibranching function systems on measure spaces $(X_1, \mu_1)$ and $(X_2, \mu_2)$ respectively. In other words, Proposition 3.4 enables us to construct a wealth of $\Lambda$-semibranching function systems out of a few examples, such as the examples provided in Sections 3 and 4 below.

**Proposition 3.4.** For $i = 1, 2$, let $\Lambda_i$ be a $k_i$-graph with a $\Lambda_i$-semibranching function system $\{\tau_i^j : \lambda \in \Lambda_i\}$ on $(X_i, \mu_i)$, with coding maps $\tau_i^j(e_j)$ for $1 \leq j \leq k_i$. For $\lambda \in \Lambda_1$ with $|d(\lambda)| = 1$, let $\{\lambda_i^v : v \in \Lambda_2^0\}$ denote the corresponding edges in $\Lambda_1 \times \Lambda_2$, with $s(\lambda_i^v) = (s(\lambda), v)$ and
$r(\lambda_1^i) = (r(\lambda), v)$; similarly for $\nu \in \Lambda_2$ but with $s(\nu_2^i) = (u, s(\nu))$, $r(\nu_2^i) = (u, r(\nu))$, where $u \in \Lambda_1^0$. For $w \in \Lambda_1^0, v \in \Lambda_2^0$, define $D_{w,v} \subseteq X_1 \times X_2$ by

$$D_{w,v} := D_w \times D_v \subseteq X_1 \times X_2.$$  

Then, define prefixing maps $\tau_{\lambda_1^i}, \tau_{\nu_2^i}$ on $X_1 \times X_2$ by

$$\tau_{\lambda_1^i}(x, y) := \chi_{D_u}(y) \cdot (\tau_{\lambda_1^i}(x), y), \quad \tau_{\nu_2^i}(x, y) := \chi_{D_w}(x) \cdot (x, \tau_{\nu_2^i}(y)),$$

and coding maps $\tau^{e_j}(x, y) = (\tau^{e_j}(x), y)$ if $1 \leq j \leq k_1$, or $\tau^{e_j}(x, y) = (x, \tau^{e_j-k_1}(y))$ if $k_1 < j \leq k_1 + k_2$. The prefixing maps $\{\tau_{\lambda_1^i}, \tau_{\nu_2^i} : v \in \Lambda_1^0, w \in \Lambda_2^0, |d(\lambda)| = |d(\eta)| = 1\}$ and the coding maps $\{\tau^{e_j}\}$ satisfy Conditions (i) - (v) of Theorem 3.1 and thus give rise to a $\Lambda_1 \times \Lambda_2$-semibranching function system.

**Proof.** By construction, $D_{\lambda_1^i} = D_{s(\lambda)} \times D_u = D_{s(\lambda),u} = D_{s(\lambda),u}$ and $D_{\nu_2^i} = D_u \times D_{s(\lambda)} = D_{u,s(\lambda)} = D_{s(\lambda)^2}$; since we began with $\Lambda_1$-semibranching function systems on $X_i$, for $i = 1, 2$, Conditions (i), (ii), (iv), and (v) of Theorem 3.1 immediately follow. To see Condition (iii), observe that any pair $\lambda \in \Lambda_1, \nu \in \Lambda_2$ gives rise to exactly two composable pairs in $\Lambda_1 \times \Lambda_1$, namely $(\lambda^{1}_{1}(\nu), \nu^{2}_{1}(\lambda))$ and $(\nu^{1}_{1}(\lambda), \lambda^{1}_{1}(\nu))$ since $s(\lambda^{1}_{1}(\nu)) = (s(\lambda), r(\nu)) = r(\nu^{2}_{1}(\lambda))$ and $s(\nu^{1}_{1}(\lambda)) = (r(\lambda), s(\nu)) = r(\lambda^{1}_{1}(\nu))$. The factorization rule for product graphs implies that

$$\lambda^{1}_{1}(\nu)\nu^{2}_{1}(\lambda) = \nu^{2}_{1}(\lambda)\lambda^{1}_{1}(\nu) \in \Lambda_1 \times \Lambda_2.$$  

Consequently, $\tau_{\lambda^{1}_{1}(\nu)} \circ \tau_{\nu^{2}_{1}(\lambda)} = (\tau_{\lambda}, \tau_{\nu}) = \tau_{\nu^{2}_{1}(\lambda)} \circ \tau_{\lambda^{1}_{1}(\nu)}$, so Condition (iii) holds.

### 3.2 Examples of $\Lambda$-semibranching function systems on Lebesgue measure spaces

In this section, we describe a few examples of $\Lambda$-semibranching function systems for finite 2-graphs $\Lambda$. In confirming that our examples are indeed $\Lambda$-semibranching function systems, we rely heavily on the characterization given in Theorem 3.1.

*Example 3.5.* Consider the 2-graph $\Lambda$ given in Example 7.7 of [26] with the following skeleton.

Here the blue and solid edges have degree $e_1$, and the red and dashed edges have degree $e_2$.

The factorization property of $\Lambda$ is given by, for $i = 0, 1$,

$$a_i b_i = d_i c_i, \quad a_i b_{1-i} = d_i c_{1-i}, \quad \text{and} \quad c_i d_i = b_{1-i} a_{1-i}.$$
In particular,\[\begin{aligned}
a_0b_0 &= d_0c_0, & a_1b_1 &= d_1c_1, & a_1b_0 &= d_1c_0, \\
a_0b_1 &= d_0c_1, & c_0d_0 &= b_1a_1, & c_1d_1 &= b_0a_0
\end{aligned}\] (10)

Let \( X = (0, 1) \) be the unit open interval with Lebesgue \( \sigma \)-algebra and measure \( \mu \).

Let \( D_u = (0, \frac{1}{3}) \), \( D_v = (\frac{2}{3}, \frac{4}{3}) \) and \( D_w = (\frac{4}{3}, 1) \). Then \( \mu(X \setminus (D_u \cup D_v \cup D_w)) = 0 \) and \( \mu(D_i \cap D_j) = 0 \) for \( i \neq j \) and \( i, j \in \{u, v, w\} \), which gives Condition (i) and (ii) of Theorem 3.1. We first define prefixing maps for blue (solid) edges;

\[\begin{aligned}
\tau_{a_0}(x) &= \frac{3x - 1}{3} & \text{for } x \in D_{a_0} = D_v = (\frac{1}{3}, \frac{2}{3}), \\
\tau_{a_1}(x) &= \frac{3x + 1}{3} & \text{for } x \in D_{a_1} = D_v = (\frac{1}{3}, \frac{2}{3}), \\
\tau_{a_0}(x) &= \frac{x + 1}{2} & \text{for } x \in D_{a_0} = D_v = (0, \frac{1}{3}), \\
\tau_{a_1}(x) &= \frac{x}{2} & \text{for } x \in D_{a_1} = D_v = (\frac{1}{3}, \frac{2}{3}).
\end{aligned}\]

Then the range sets are

\[R_{a_0} = (0, \frac{1}{3}), \quad R_{a_1} = (\frac{2}{3}, 1), \quad R_{a_0} = (\frac{1}{2}, \frac{2}{3}), \quad \text{and } R_{a_1} = (\frac{1}{3}, \frac{1}{2}).\]

Thus, up to sets of measure zero, \( D_u = R_{a_0}, D_v = R_{a_0} \cup R_{a_1}, \) and \( D_w = R_{a_1} \). So Condition (v) is satisfied for the degree \( e_1 \). Moreover, for \( e \in \{a_0, a_1, c_0, c_1\} \), the Radon–Nikodym derivative of \( \tau_e \) on \( D_e \) is given by

\[\Phi_e(x) = \inf_{x \in E \subseteq D_e} \frac{(\mu \circ \tau_e)(E)}{\mu(E)} = \inf_{x \in E \subseteq D_e} \left\{ \frac{\frac{1}{2} \mu(E)}{\mu(E)}, \quad e = c_0, c_1 \right\} = \left\{ \frac{1}{3}, \quad e = c_0, c_1 \right\} = \left\{ \frac{1}{2}, \quad e = a_0, a_1 \right\} \]

since \( \tau_e \) is linear for all \( e \in \{a_0, a_1, c_0, c_1\} \). Now define \( \tau^{e_1} \) by

\[\tau^{e_1}(x) = \begin{cases} 
\tau_{a_0}^{-1}(x) & \text{for } x \in R_{a_0} \\
\tau_{a_1}^{-1}(x) & \text{for } x \in R_{a_1} \\
\tau_{c_0}^{-1}(x) & \text{for } x \in R_{c_0} \\
\tau_{c_1}^{-1}(x) & \text{for } x \in R_{c_1}
\end{cases}\]

Then \( \tau^{e_1} \) is a coding map for \( \{\tau_f : d(f) = e_1\} \). Therefore \( \{\tau_f : D_f \rightarrow R_f, d(f) = e_1\} \) is a semibranching function system on \((X, \mu)\). Similarly, we define a semibranching function system for red (dashed) edges as follows.

\[\begin{aligned}
\tau_{d_0}(x) &= \frac{-3x + 2}{3} & \text{for } x \in D_{d_0} = D_v = (\frac{1}{3}, \frac{2}{3}), \\
\tau_{d_1}(x) &= \frac{-3x + 4}{3} & \text{for } x \in D_{d_1} = D_v = (\frac{2}{3}, \frac{4}{3}), \\
\tau_{b_0}(x) &= \frac{-x + 1}{2} & \text{for } x \in D_{b_0} = D_u = (0, \frac{1}{3}), \\
\tau_{b_1}(x) &= \frac{-x + 2}{2} & \text{for } x \in D_{b_1} = D_w = (\frac{2}{3}, 1).
\end{aligned}\]
Then \( R_{d_0} = (0, \frac{1}{2}), \quad R_{d_1} = (\frac{1}{2}, 1), \quad R_{b_0} = (\frac{1}{2}, \frac{3}{4}), \quad \text{and} \quad R_{b_1} = (\frac{1}{2}, \frac{3}{4}). \) Thus, \( D_u = R_{d_0}, \ D_v = R_{b_0} \cup R_{b_1} \) and \( D_w = R_{d_1}, \) so Condition (v) is satisfied. Also we have \( \mu(X \setminus (R_{d_0} \cup R_{d_1} \cup R_{b_0} \cup R_{b_1})) = 0 \) and \( \mu(R_i \cap R_j) = 0 \) for \( i \neq j \) and \( i, j \in \{d_0, d_1, b_0, b_1\}. \) For \( e \in \{d_0, d_1, b_0, b_1\}, \) the Radon–Nikodym derivative \( \Phi_e \) is given by

\[
\Phi_e(x) = \inf_{x \in E \subseteq D_e} \frac{(\mu \circ \tau_e)(E)}{\mu(E)}, \quad e = b_0, b_1 \quad \text{and} \quad e = d_0, d_1 = \begin{cases} \frac{1}{2}, & e = b_0, b_1 \\ 1, & e = d_0, d_1. \end{cases}
\]

Now we define \( \tau^{e_2} \) similarly by

\[
\tau^{e_2}(x) = \begin{cases} \tau_{d_0}^{-1}(x) & \text{for } x \in R_{d_0} \\ \tau_{d_1}^{-1}(x) & \text{for } x \in R_{d_1} \\ \tau_{b_0}^{-1}(x) & \text{for } x \in R_{b_0} \\ \tau_{b_1}^{-1}(x) & \text{for } x \in R_{b_1} \end{cases}
\]

Then \( \tau^{e_2} \) is a coding map for \( \{\tau_g : d(g) = e_2\}. \) Thus, \( \{\tau_g : D_g \to R_g, d(g) = e_2\} \) is a semibranching function system on \( (X, \mu). \) One verifies in a straightforward fashion that conditions (iii) and (iv) of Theorem 3.1 holds for these prefixing maps. It follows that the above maps give a \( \Lambda \)-semibranching function system on \( (0, 1) \) with Lebesgue measure by Theorem 3.1.

**Example 3.6.** We present here an example of a \( \Lambda \)-semibranching function system for the 2-graph of one vertex for which the Radon–Nikodym derivatives are not constant.

Consider the following 2-colored graph (cf. Example 4.1 of [16]).

Then there is a 2-graph \( \Lambda \) with the above skeleton and factorization rules given by

\[
f_1 e = ef_2 \quad \text{and} \quad ef_1 = f_2 e.
\]

Let \( X = [0, 1]^2 \) and let \( D_v = (0, 1)^2. \) Define

\[
\tau_{f_1}(x, y) = (x, x + y - xy), \quad \tau_{f_2}(x, y) = (x, xy), \quad \tau_e(x, y) = (1 - x, 1 - y).
\]

Then \( R_{f_1} = \{(x, y) : 0 < x < y\} \) and \( R_{f_2} = \{(x, y) : 0 < y < x\}, \) and

\[
\tau^{e_2} = \tau_e, \quad \tau^{e_1}(x, y) = \begin{cases} \frac{y}{x} & \text{if } 0 < y < x \\ \frac{x}{x-y} & \text{if } 0 < x < y \end{cases}
\]
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To see that these functions satisfy the conditions of Theorem 3.1 we must check that

$$\tau^{e_2} \circ \tau^{e_1} = \tau^{e_1} \circ \tau^{e_2} \quad \text{and} \quad \tau_{f_1} \circ \tau_e = \tau_e \tau_{f_{i+1}}.$$  

These equations follow from straightforward calculations.

We now compute the Radon–Nikodym derivatives associated to this $\Lambda$-semibranching function system. Consider a rectangle $E \subseteq X$ with lower left vertex $(a, b)$ and upper right vertex $(a + \epsilon, b + \delta)$. Then $\mu(E) = \epsilon \delta$, whereas $\tau_{f_1}(E)$ is the quadrilateral bounded by the lines 

$$x = a, \quad x = a + \epsilon, \quad y = (1 - b - \delta)x + b, \quad y = (1 - b)x + b,$$

so a straightforward calculation tells us that

$$\mu(\tau_{f_1}(E)) = \delta \epsilon (1 - a - \epsilon/2),$$

and hence $\frac{\mu(\tau_{f_1}(E))}{\mu(E)} = 1 - a - \epsilon/2$. Thus,

$$\Phi_{f_1}(x, y) = \lim_{E \ni (x, y)} \frac{\mu(\tau_{f_1}(E))}{\mu(E)} = 1 - x.$$

Similar calculations to the above show that $\tau_{f_2}(E)$ is the quadrilateral bounded by the lines 

$$x = a, \quad x = a + \epsilon, \quad y = (b + \delta)x, \quad y = bx,$$

and hence $\frac{\mu(\tau_{f_2}(E))}{\mu(E)} = a + \epsilon/2$. Consequently,

$$\Phi_{f_2}(x, y) = x.$$

Since $\tau_e$ is linear, $\Phi_e(x, y) = 1$ for all $(x, y) \in D_v$. Hence the prefixing maps given in (12) and coding maps given in (13) give a $\Lambda$-semibranching function system by Theorem 3.1.

4 New classes of $\Lambda$-semibranching function systems associated to probability measures on $\Lambda^\infty$

In this section, we change our focus to $\Lambda$-semibranching function systems on the infinite path space $\Lambda^\infty$. We indicate the variety of possible measures on $\Lambda^\infty$ which give rise to $\Lambda$-semibranching function systems, by using Lemmas 2.12 and 2.13 to construct many such measures.

To be precise, we describe a variety of examples of $\Lambda$-semibranching function systems on measure spaces of the form $(\Lambda^\infty, B_\Lambda, \mu)$, using the standard prefixing and coding maps $\{\sigma_\lambda\}$ and $\{\sigma^h\}$ given in Equations (7) and (3), and compare them to the standard $\Lambda$-semibranching function system of Example 2.10. We begin by describing examples which arise from Kakutani’s product measure construction [19]. All of the $\Lambda$-semibranching function systems on $(\Lambda^\infty, \mu)$ that we obtain in this way are equivalent to the standard $\Lambda$-semibranching function system, in the sense that the measure $\mu$ is mutually absolutely continuous with respect to the measure $M$ of Equation (4).
Moreover, as Section 3 of [10] shows how to use Markov measures to construct many inequivalent representations of \( O_N \), we also extend these constructions in this section. To be precise, we identify a family of 2-graphs \( \Lambda \) for which the infinite path space \( \Lambda^\infty \) either agrees with the infinite path space associated to \( O_N \), or to a disjoint union of such infinite path spaces. We then apply the perspective of [10, Section 3] to construct Markov measures \( \{ \mu_x : x \in (0, 1) \} \), and associated \( \Lambda \)-semibranching function systems, which yield a family of inequivalent representations of \( C^*(\Lambda) \) on \( L^2(\Lambda^\infty, \mu_x) \). If \( x \neq 1/2 \), the measure \( \mu_x \) is mutually singular to the measure \( M \) of (4). (For the definition of the Markov measures we are using, see Definition 3.1 of [10], and also Definition 4.4 of this paper; for a generalized definition of Markov measures, see [4].)

First, we record in Proposition 4.1 a straightforward consequence of the definition of a \( \Lambda \)-semibranching function system given in Definition 2.7. Note that Proposition 4.1 simplifies the work of checking when a probability measure on \( \Lambda^\infty \) gives rise to a \( \Lambda \)-semibranching function system.

**Proposition 4.1.** Let \( \Lambda \) be a finite, strongly connected \( k \)-graph. Suppose that the infinite path space \( \Lambda^\infty \) of \( \Lambda \) is endowed with a probability measure \( p \) satisfying the following properties:

(a) The standard prefixing and coding maps \( \{ \sigma_\lambda \}_{\lambda \in \Lambda} \), \( \{ \sigma^m \}_{m \in \mathbb{N}} \) on \( \Lambda^\infty \) given in Equations (7) and (3) are measurable maps;

(b) For all \( v \in \Lambda^0 \), we have \( p(Z(v)) > 0 \).

(c) Each of the edge prefixing operators \( (\sigma_\lambda)_{\lambda \in \Lambda^e} \) has positive Radon-Nikodym derivative,

\[
\Phi_{\sigma_\lambda} := \frac{d(p \circ \sigma_\lambda)}{dp} > 0, \ p. \ a.e. \ on \ Z(s(\lambda)).
\]

Then the maps \( \sigma^n, \sigma_\lambda \) endow \( (\Lambda^\infty, p) \) with a \( \Lambda \)-semibranching function system.

**Proof.** The proof is straightforward and completely analogous to the proof of Proposition 3.4 from [15]. The only argument which differs slightly is to see that all Radon-Nikodym derivatives \( \Phi_{\sigma_\lambda} \) are positive for any \( \lambda \in \Lambda \), but that is checked in a straightforward fashion.

### 4.1 Kakutani-type probability measures on \( \Lambda^\infty \)

We now apply Proposition 4.1 to the 2-graph with one vertex in Example 3.6. To be precise, we use a product measure construction inspired by Kakutani in [19] to build a Borel measure on the infinite path space \( \Lambda^\infty \) which satisfies the hypotheses of Proposition 4.1. Recall from Example 3.6 the 2-graph \( \Lambda \) with one vertex \( v \), and two blue edges \( f_1 \) and \( f_2 \) and one red edge \( e \) satisfying the factorization relations

\[
e f_1 = f_2 e \quad \text{and} \quad e f_2 = f_1 e.
\]

For any \( \xi \in \Lambda^\infty \), we can write \( \xi \) uniquely as

\[
\xi \equiv eg_1eg_2eg_3\cdots egn\cdots
\]
where \( g_i \in \{f_1, f_2\} \). We now fix a sequence of positive numbers \( \{p_n = \frac{1}{2} + \gamma_n\}_{n=1}^\infty \), where \( |\gamma_n| < \frac{1}{2} \), such that \( p_n < 1 \) for all \( n \), \( \lim_{n \to \infty} p_n = \frac{1}{2} \), and \( \sum_{n=1}^\infty |\gamma_n| < \infty \). Set

\[
q_n = 1 - p_n = \frac{1}{2} - \gamma_n,
\]

and note that \( \{q_n\}_{n=1}^\infty \) is also a sequence of positive numbers between 0 and 1 that tends to \( \frac{1}{2} \). For each \( i \in \mathbb{N} \), define

\[
\alpha_i = \begin{cases} p_i = \frac{1}{2} + \gamma_i & \text{if } g_i = f_1, \\ q_i = \frac{1}{2} - \gamma_i & \text{if } g_i = f_2, 1 \leq i \leq n. \end{cases}
\]  

(14)

Then we define a function \( \mu \) on square cylinder sets \( Z(e^1 e^2 e^3 \cdots e^n) \) by

\[
\mu(Z(e^1 e^2 e^3 \cdots e^n)) = \prod_{i=1}^{n} \alpha_i.
\]

(15)

Also we define an empty product to be 1, so \( \mu(Z(v)) = 1 \) for \( v \in \Lambda^0 \).

**Proposition 4.2.** Let \( \Lambda \) be the 2-graph of Example 3.6. Let \((\alpha_n)\) be a sequence given by (14), and \( \mu \) be the function associated to \((\alpha_n)\) as in (15). Then

(a) The function \( \mu \) extends uniquely to a Borel probability measure on \( \Lambda^\infty \), and the standard prefixing and coding maps \((\sigma_\lambda, \sigma^n)\) endow \((\Lambda^\infty, \mu)\) with a \( \Lambda \)-semibranching function system.

(b) Each such measure \( \mu \) is equivalent to the Perron–Frobenius measure \( M \) of Equation (4).

(c) The \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) on \( L^2(\Lambda^\infty, \mu) \) is unitarily equivalent to the standard \( \Lambda \)-semibranching representation. In particular, the \( \Lambda \)-semibranching representations on such measure spaces \( L^2(\Lambda^\infty, \mu) \) are all unitarily equivalent.

**Proof.** To see (a), recall that \( \mathcal{F}_n \) is the \( \sigma \)-algebra generated by \( \{Z(\lambda) : d(\lambda) = (n, \ldots, n)\} \) and \( \mathcal{F}_n \subseteq \mathcal{F}_{n+1} \). Thus Lemma 2.12 implies that \( \mu \) induces a measure on \( \Lambda^\infty \) if, defining \( \nu_n := \mu|_{\mathcal{F}_n} \), we have \( \nu_{n+1}|_{\mathcal{F}_n} = \nu_n \). This is equivalent to saying that \( \mu \) is additive on square cylinder sets. To see that \( \mu \) is a probability measure we observe that \( \mu(\Lambda^\infty) = \mu(Z(v)) \) is the empty product and hence equal to 1 by definition.

Thus, to see that \( \mu \) extends to a Borel probability measure on \( \Lambda^\infty \), it only remains to check that \( \mu \) is finitely additive on square cylinder sets. If we define \( h_i \) to equal \( f_1 \) when \( g_i = f_2 \), and vice versa (so that \( h_i, g_i \in \{f_1, f_2\} \) and \( h_i \neq g_i \) then we have \( Z(e_1 \cdots e_n) = Z(e_1 \cdots e_n e_{n+1}) \sqcup Z(e_1 \cdots e_n e_{n+1}) \), a disjoint union of cylinder sets. Therefore,

\[
\begin{align*}
\mu(Z(e_1 \cdots e_n e_{n+1})) + \mu(Z(e_1 \cdots e_n e_{n+1})) &= \mu(Z(e_1 \cdots e_n)(1/2 + \gamma_{n+1}) + \mu(Z(e_1 \cdots e_n))(1/2 - \gamma_{n+1}) \\
&= \mu(Z(e_1 \cdots e_n)).
\end{align*}
\]
Arguing inductively, we conclude that \( \mu \) is finitely additive on square cylinder sets, as claimed.

We now check that \( \mu \) satisfies the hypotheses of Proposition 4.1. Since \( \mu \) is a Borel measure and the maps \( (\sigma_\lambda, \sigma^\infty) \) are continuous, they are measurable; and we observed above that \( \mu(Z(v)) = 1 \). It remains to check that each of the edge prefixing operators, \( \sigma_{f_1}, \sigma_{f_2}, \sigma_{e} \), has positive Radon–Nikodym derivatives. To do so, we will use Lemma 27.13.

Fix an infinite path \( \xi \equiv e_1 g_2 e_3 g_4 \cdots \). Define \( \ell_i \in \{0, 1\} \) so that \( \alpha_i = 1/2 + (-1)^{\ell_i} \gamma_i \), and let \( m_i = 1 - \ell_i \). For \( N \in \mathbb{N} \), we let \( \lambda_N = e_1 \cdots e_N \). Then the factorization rule \( e f_i \equiv f_{i+1} e \) implies that

\[
\sigma_{f_i}(Z(\lambda_N)) = \{ \zeta = (\zeta_i) : \zeta_{2j - 1} = e \text{ for } 1 \leq j \leq N, \ z_2 = f_2, \ z_{2i} = h_i, \ 2 \leq i \leq N \} = Z(e f_2 e h_1 \cdots e h_N).
\]

Since \( g_i \neq h_i \in \{ f_1, f_2 \} \) as described above, it follows that

\[
\mu(\sigma_{f_i}(Z(\lambda_N)) = \frac{1}{2} - \gamma_1 \prod_{i=2}^{N+1} \left[ \frac{1}{2} + (-1)^{m_i} \gamma_i \right]
\]

Since we also have

\[
\mu(Z(\lambda_N)) = \prod_{i=1}^{N} \left[ \frac{1}{2} + (-1)^{\ell_i} \gamma_i \right],
\]

it follows that (multiplying numerator and denominator by \( 2^N \))

\[
\frac{\mu(\sigma_{f_i} Z(\lambda_N))}{\mu(Z(\lambda_N))} = \frac{\left( \frac{1}{2} - \gamma_1 \prod_{i=2}^{N+1} \left[ 1 + (-1)^{m_i} 2 \gamma_i \right] \right)}{\prod_{i=1}^{N} \left[ 1 + (-1)^{\ell_i} 2 \gamma_i \right]}. \tag{16}
\]

We then have

\[
\Phi_{f_i} (\xi) := \frac{d(\mu \circ \sigma_{f_i})}{d\mu}(\xi) = \lim_{N \to \infty} \frac{\mu(\sigma_{f_i}(Z(\lambda_N))}{\mu(Z(\lambda_N))}.
\]

To see that the Radon–Nikodym derivative \( \Phi_{f_i} \) is positive, note that standard results on infinite products imply that, since \( |\gamma_i| < 1/2 \) and \( \sum_{i \in \mathbb{N}} |\gamma_i| < \infty \) by hypothesis,

\[
\lim_{n \to \infty} \prod_{i=2}^{n} (1 + (-1)^{m_i} 2 \gamma_i) \quad \text{and} \quad \lim_{n \to \infty} \prod_{i=1}^{n} (1 + (-1)^{\ell_i} 2 \gamma_i)
\]

are both finite, positive and nonzero for any sequences \( (m_i), (\ell_i) \subseteq \{0, 1\}^\mathbb{N} \). Indeed, if we let \( L \) be the sum of the logarithmic series associated to the denominator \( P = \prod_{i=1}^{\infty} [1 + (-1)^{\ell_i} 2 \gamma_i] \), then one can check that \( L = \ln P = \sum_{i=1}^{\infty} \ln(1 + (-1)^{\ell_i} 2 \gamma_i) \) has the same absolute convergence behavior as the series

\[
\sum_{i=1}^{\infty} (-1)^{\ell_i} 2 \gamma_i, \text{ equivalently, } \sum_{i=1}^{\infty} |\gamma_i|;
\]

this latter series converges by hypothesis. Thus, the series \( \sum_{i=1}^{\infty} \ln(1 + (-1)^{\ell_i} 2 \gamma_i) \) converges conditionally to a number \( L = \sum_{i=1}^{\infty} \ln(1 + (-1)^{\ell_i} 2 \gamma_i) \in \mathbb{R} \). But since \( L = \ln P \), it cannot be that \( P = 0 \). Therefore, the Radon–Nikodym derivative

\[
\Phi_{f_i} (\xi) = \frac{d(\mu \circ \sigma_{f_i})}{d\mu}(\xi) = \lim_{N \to \infty} \frac{\mu(\sigma_{f_i}(Z(\lambda_N))}{\mu(Z(\lambda_N))}
\]
converges and is positive as desired.

Similar calculations, by using Lemma 2.13, yield the same conclusion for the Radon–Nikodym derivatives associated to \( \sigma_e \) and \( \sigma_{f_2} \), showing that all the hypotheses of Proposition 4.1 are satisfied in this case. We conclude that \( \mu \) makes \( \Lambda^\infty \) into a \( \Lambda \)-semibranching function system with the standard prefixing and coding maps \((\sigma_\lambda, \sigma^n)\), which proves (a).

To see (b), we now use Kakutani’s work on product measures to compare the measures \( \mu \) constructed in (a) with the Perron–Frobenius measure \( M \) on \( \Lambda^\infty \) given in (4). Note first that \( M \) is a special case of the measure \( \mu \) described above, given by taking \( \gamma_i = 0 \) for all \( i \).

A moment’s reflection shows that \((\Lambda^\infty, \mu)\) is measure-theoretically isomorphic to

\[
\left( \prod_{i=1}^\infty \{0,1\}_i, \prod_{n=1}^\infty \mu_i \right),
\]

where \( \prod_{i=1}^\infty \{0,1\}_i \) is the set of all sequences consisting of 0 and 1 only, and the measure \( \mu_i \) on the \( i^{\text{th}} \) factor space \( \{0,1\} \) is given by

\[
\mu_i(\{0\}) = \frac{1}{2} + \gamma_i \quad \text{and} \quad \mu_i(\{1\}) = \frac{1}{2} - \gamma_i \quad \text{for} \quad i \in \mathbb{N}.
\]

The isomorphism is given by \( \prod_{i \in \mathbb{N}} \{0,1\}_i \ni (a_i)_{i \in \mathbb{N}} \mapsto e f_{a_1+1} e f_{a_2+1} e \cdots \in \Lambda^\infty \). It follows from Corollary 1 of Section 10 of [19] that the measure \( \mu \) on \( \Lambda^\infty \) is equivalent (mutually absolutely continuous) to the Perron–Frobenius measure \( M \) whenever the infinite series

\[
\sum_{i=1}^\infty \left( \sqrt{\frac{1}{2} - \frac{1}{2} \gamma_i} \right)^2 + \left( \sqrt{\frac{1}{2} - \frac{1}{2} \gamma_i} \right)^2,
\]

or equivalently, the infinite series

\[
\sum_{i=1}^\infty \left( 1 - \sqrt{1 + 2 \gamma_i} \right) - \sqrt{1 - 2 \gamma_i},
\]

converges. However, this series converges whenever \( \sum_{i \in \mathbb{N}} |\gamma_i| < \infty \). But this is our standing hypothesis, and hence the measure \( \mu \) constructed in this fashion is equivalent to \( M \).

To see (c), let \( g_\mu \in L^2(\Lambda^\infty, \mu) \) be given by

\[
g_\mu(x) = \sqrt{\frac{d\mu}{dM}(x)},
\]

and define \( W_\mu : L^2(\Lambda^\infty, \mu) \to L^2(\Lambda^\infty, M) \) by \( W_\mu(f) = g_\mu f \). Then one checks that \( W_\mu^*(f) = \frac{f}{g_\mu} \) is given by multiplication by \( \sqrt{\frac{dM}{d\mu}}(x) \).

For \( \lambda \in \Lambda \), write \( S^\mu_\lambda \) for the operator on \( L^2(\Lambda^\infty, \mu) \) associated to \( \lambda \) via the \( \Lambda \)-semibranching function system on \((\Lambda^\infty, \mu)\), as in Theorem 3.5 of [13]; that is, if \( d(\lambda) = n \),

\[
S^\mu_\lambda(\chi_{Z(\eta)})(x) = \left( \frac{d\mu}{d(\mu \circ \sigma^n)}(x) \right)^{-1/2} \chi_{Z(\lambda \eta)}(x).
\]
Moreover, the formula of $W_\mu$ implies that
\[ W_\mu^* S^M_\lambda W_\mu(\chi_{Z(\eta)})(x) = S^\mu_\lambda(\chi_{Z(\eta)})(x). \]

Thus, $L^2(\Lambda^\infty, \mu)$ and $L^2(\Lambda^\infty, M)$ are unitarily equivalent, via the unitary $W_\mu$ which intertwines the two $\Lambda$-semibranching representations, $S^\mu_\lambda$ and $S^M_\lambda$. It follows that any $\Lambda$-semibranching function system on $\Lambda^\infty$ associated to a measure $\mu$ as described above give rise to a representation of $C^*(\Lambda)$ which is equivalent to the standard $\Lambda$-semibranching representation on $L^2(\Lambda^\infty, M)$.

The equivalence of the $\Lambda$-semibranching representations discussed above is an instance of a more general phenomenon. In fact, we can apply the above construction to the $2$-graph in Example 3.5, namely $\Lambda_2$, and the $2$-graph $\Lambda_{2N}$ described below which is a generalization of $\Lambda_2$. The key idea is to realize the infinite path space of given $2$-graphs as the disjoint union of the infinite product spaces and define a product measure accordingly on each of them. Since one can check that any such product measure is equivalent to the Perron-Frobenius measure $M$, we only give the construction of such product measures on $\Lambda_{2N}$.

For each $N \in \mathbb{N}$, the $2$-graph $\Lambda_{2N}$ has $2N + 1$ vertices labeled $v, u_1, \ldots, u_N, w_1, \ldots, w_N$ with red and blue edges connecting $v$ with each of the vertices $u_i, w_i$, in both directions: The $2$-colored graph (or skeleton) of $\Lambda_{2N}$ is given as below.

There are multiple choices of factorization rules that will make the above skeleton into a $2$-graph. Regardless of the factorization rule we choose, every (finite or infinite) path will have a unique representative as an alternating string of blue (solid) and red (dashed) edges, with the first edge being red. In fact, such a path is completely determined by the sequence of vertices it passes through: we fix a relabeling the vertices $u_i, w_i$ of $\Lambda_{2N}$ by $\{Q_i\}_{i=1}^{2N}$, and then every infinite path $\xi$ with range $v$ is specified uniquely by a string of vertices $\xi \equiv (v, Q_1, v, Q_3, \ldots)$ where $Q_{2i+1} = u_j$ or $w_j$ for some $1 \leq j \leq N$.

Similarly, if $r(\xi) \in \{u_j, w_j : 1 \leq j \leq N\}$, then $\xi \equiv (Q_0, v, Q_2, v, \ldots)$ for a unique sequence $(Q_{2i})_i \in \{u_j, w_j : 1 \leq j \leq N\}$ for $i \in \mathbb{N}$.
With this notation, the isomorphism between \( \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \sqcup \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \) and \( \Lambda_{2N}^\infty \) is given by mapping a sequence \((a_i)_{i \in \mathbb{N}}\) in the first copy of \( \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \) to \( \xi \equiv (v, Q_0, v, Q_2, \ldots) \) and mapping a sequence \((b_i)_{i \in \mathbb{N}}\) in the second copy of \( \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \) to the infinite path \( \xi \equiv (Q_{b_1}, v, Q_{b_2}, v, \ldots). \)

Thus, given \( N \) sequences \( \{(\delta^j_i)_{i \in \mathbb{N}}\}_{j=1}^N \) with \( \sum_i |\delta^j_i| < \infty \) for all \( j \), we can define an associated product measure \( \mu_{2N} \) on \( \Lambda_{2N}^\infty \). Given \( \eta \in \Lambda_{2N} \) with \( d(\eta) = (n, n) \), we identify \( \eta \) with the string of vertices it passes through:

\[
\begin{align*}
    r(\eta) = v &\Rightarrow \eta \equiv (v, Q_1, \ldots, Q_{2n-1}, v) & \quad \text{where } Q_i \neq v. \quad \text{Then, we define} \\
    \alpha_i &= \begin{cases} 
        \delta^j_i, & Q_i = u_j \\
        -\delta^j_i, & Q_i = w_j
    \end{cases} \quad \text{and} \quad \mu_{2N}(Z(\eta)) = \begin{cases} 
        \prod_{i=1}^n \frac{1+\alpha_{2i-1}}{2N}, & r(\eta) = v \\
        \prod_{i=0}^n \frac{1+\alpha_{2i}}{2N}, & r(\eta) \neq v.
    \end{cases}
\end{align*}
\]

The proof of the following Proposition can be carried out in a similar fashion to the proof of Proposition 4.2.

**Proposition 4.3.** The formula for \( \mu_{2N} \) given in (20) defines a measure on \( \Lambda_{2N}^\infty \) which is equivalent to the Perron–Frobenius measure \( M \) on \( \Lambda^\infty \) of Equation (4). The standard prefixing and coding maps \((\sigma^n, \sigma_\lambda)\) make \((\Lambda_{2N}^\infty, \mu_{2N})\) into a \( \Lambda \)-semibranching function system. Moreover, the resulting \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) on \( L^2(\Lambda^\infty, \mu_{2N}) \) is equivalent to that associated to the Perron–Frobenius measure \( M \) on \( \Lambda^\infty \) of Equation (4).

### 4.2 Examples of probability measures on \( \Lambda^\infty \) that are mutually singular with the Perron–Frobenius measure

In this section, we will first recall the definition of Markov measure on the infinite path space of Cuntz algebras from [10], and then we will apply this first to the 2-graph \( \Lambda \) of Example 3.6

Indeed the infinite path spaces of these 2-graphs are either homeomorphic to \( \Lambda \) of Example 3.6 or to a disjoint union of copies of \( \Lambda_{2N}^\infty \), which makes our constructions possible.

**Definition 4.4** (Definition 3.1 of [10]). A Markov measure on the infinite path space \( \Lambda_{2N}^\infty \)

\[
\Lambda_{2N}^\infty = \prod_{i=1}^\infty \mathbb{Z}_N = \{(i_1i_2 \ldots) : i_n \in \mathbb{Z}_N, \ n = 1, 2, \ldots \}.
\]

of the Cuntz algebra \( \mathcal{O}_N \) is defined by a vector \( \lambda = (\lambda_0, \ldots, \lambda_{N-1}) \) and an \( N \times N \) matrix \( T \) such that \( \lambda_i > 0, T_{i,j} > 0 \) for all \( i, j \in \mathbb{Z}_N \), and if \( e = (1, 1, \ldots, 1)^t \) then \( \lambda T = \lambda \) and \( Te = e \). The Carathéodory/Kolmogorov extension theorem then implies that there exists a unique Borel measure \( \mu \) on \( \Lambda_{2N}^\infty \) extending the measure \( \mu_C \) defined on cylinder sets by

\[
\mu_C(Z(I)) := \lambda_{i_1}T_{i_1,i_2} \cdots T_{i_{n-1},i_n}, \quad \text{if } I = i_1 \ldots i_n.
\]

The extension \( \mu \) is called a Markov measure on \( \Lambda_{2N}^\infty \).

\( ^3 \)For Markov measures in a more general context, see [4].
For \( N = 2 \), fixed a number \( x \in (0, 1) \), we can take \( T = T_x = \left( \frac{x}{1-x} \quad 1-x \right) \), and \( \lambda = (1, 1) \). The resulting measure will in this case be called \( \mu_x \). Moreover, if \( x \neq x' \), Theorem 3.9 of [10] guarantees that \( \mu_x, \mu_{x'} \) are mutually singular.

We will now define Markov measures on the 2-graph of Example 3.6.

**Proposition 4.5.** Let \( \Lambda \) be the 2-graph given in Example 3.6. Fix a number \( x \in (0, 1) \), and let \( \mu_x \) be Markov measure given by the \( 2 \times 2 \) matrix \( T_x \) and the vector \( \lambda = (1, 1) \) as above. As operators on \( L^2(\Lambda^\infty, \mu_x) \), the prefixing operators \( \sigma_{ef}, \sigma_{f_1}, \sigma_{f_2} \) have positive Radon–Nikodym derivatives at any point \( z \in \Lambda^\infty \). Consequently, the standard prefixing and coding maps make \( (\Lambda^\infty, \mu_x) \) into a \( \Lambda \)-semibranching function system.

**Proof.** Recall from the proof of Proposition 4.2 the homeomorphism between \( \Lambda^\infty \) and \( \prod_{i=1}^{\infty} \{0, 1\} \), given by \( \prod_{i=1}^{\infty} \{0, 1\} \ni (a_i)_{i \in \mathbb{N}} \mapsto ef_{a_1+1}ef_{a_2+1}e \in \Lambda^\infty \). Thus, the Markov measure \( \mu_x \) can be viewed as a measure on \( \Lambda^\infty \) which satisfies

\[
\mu_x(Z(ef_i \sigma f_j)) = T_{i,j} = \begin{cases} x, & i = j \\ 1-x, & i \neq j. \end{cases}
\]

Since \( \mu_x \) is a Borel measure and the standard coding and prefixing maps \( \sigma^n, \sigma^\lambda \) are local homeomorphisms, they are \( \mu_x \)-measurable for any \( x \in (0, 1) \).

Thus, once we show that the prefixing operators \( \sigma_{ef}, \sigma_{f_1}, \sigma_{f_2} \) have positive Radon–Nikodym derivatives (for which we use Lemma 2.13). Proposition 4.1 tells us that the standard prefixing and coding maps constitute a \( \Lambda \)-semibranching function system on \( (\Lambda^\infty, \mu_x) \).

Thus, fix \( z = ef_{i_1}ef_{i_2}ef_{i_3} \ldots \in \Lambda^\infty \), and a sequence \((z_n)_n\) of finite paths

\[
z_n := ef_{i_1}ef_{i_2}ef_{i_3} \ldots f_{i_n}
\]

such that \( z = \bigcap_{n \in \mathbb{N}} Z(z_n) \). By Lemma 2.13 for any finite path \( g \in \Lambda \), we have

\[
\frac{d(\mu_x \circ \sigma g)}{d\mu_x}(z) = \lim_{n \to \infty} \frac{\mu_x(Z(g z_n))}{\mu_x(Z(z_n))}.
\]

If we take \( g = e \), the factorization rules \( ef_i = f_{i-1}e \), for \( i = 1, 2 \), imply that

\[
\lim_{n} \frac{\mu_x(Z(g z_n))}{\mu_x(Z(z_n))} = \lim_{n} \frac{\mu_x(Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}e))}{\mu_x(Z(ef_{i_1}ef_{i_2} \ldots f_{i_n})),}
\]

since \( Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}e) = Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}ef_{i_1}) \sqcup Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}ef_{i_2}) \) has

\[
\mu_x(Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}e)) = \mu_x(Z(ef_{i_1-1}ef_{i_2-1} \ldots f_{i_n-1}e)).
\]

Now, observe that for any \( i, j \in \mathbb{Z}/2\mathbb{Z} \) we have \( T_{i,j} = T_{i-1,j-1} \). It follows that

\[
\frac{d(\mu_x \circ \sigma e)}{d\mu_x}(z) = \lim_{n \to \infty} T_{i_1,j_1-1} \cdots T_{i_{n-1},j_{n-1}} = 1.
\]

Similarly, for \( j = 1, 2 \), by Lemma 2.13 the Radon–Nikodym derivative

\[
\frac{d(\mu_x \circ \sigma f_{j})}{d\mu_x}(z) = \lim_{n \to \infty} \frac{\mu_x(Z(f_{j} z_n))}{\mu_x(Z(z_n))} = \lim_{n \to \infty} \frac{T_{j+1,i_1+1}T_{i_1,i_2} \cdots T_{i_{n-1},i_n}}{T_{i_1,i_2} \cdots T_{i_{n-1},i_n}} = T_{j+1,i_1+1}
\]

is positive (indeed, constant on each cylinder set \( Z(ef_i) \) for \( i = 1, 2 \)).
Now recall the 2-graph $\Lambda_{2N}$ from the previous section with the skeleton given in (18). As described before, $\Lambda_{2N}^\infty$ is isomorphic to $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \sqcup \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$. Also observe that a choice of factorization on $\Lambda_{2N}$ is equivalent to choosing a permutation $\phi$ of $\{1, \ldots, 2N\}$ such that the red-blue path $(v, Q_i, v)$ equals the blue-red path $(v, Q_{\phi(i)}, v)$. Having specified such a permutation $\phi$, suppose $\phi$ consists of $d$ cycles; write $c_j$ for the smallest entry in the $j$th cycle.

Fix $d$ vectors $\{x^j \in \mathbb{R}^{2N} : 0 < x^j_i < 1 \text{ for } 1 \leq i \leq 2N\}$ such that $\sum_{j=1}^{2N} x^j_i = 1$ for each $j$, and define $T_x$ to be the $2N \times 2N$ matrix with entries from $(0, 1)$ such that

$$T_x(i, j) = x^{m-1}_{\phi^{-1}(j)} \text{ if } i = \phi^{-1}(c_m).$$

By construction, we have $T_x(i, j) = T_x(\phi(i), \phi(j))$ for all $1 \leq i, j \leq 2N$. Moreover, the fact that all rows of $T$ sum to 1 implies that $(T, (1, 1, \ldots, 1)^T)$ satisfies the conditions given in Definition 3.1 of [10]. Therefore, we have a Markov measure $\mu_x$ associated to $T$ as follows.

**Proposition 4.6.** Let $\Lambda_{2N}$ be a 2-graph with skeleton (18) and factorization rule determined by the permutation $\phi \in S_{2N}$. For each matrix $T_x$ as above, write $\mu_x$ for the associated measure on $\Lambda_{2N}^\infty \cong \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \sqcup \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$, given on a cylinder set in either copy of $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$ by

$$\mu_x(Z(a_1 \cdots a_n)) = \prod_{i=1}^{n-1} T_x(a_i, a_{i+1}).$$

Then the standard prefixing and coding maps make $(\Lambda_{2N}^\infty, \mu_x)$ into a $\Lambda$-semibranching function system. If the vectors $x^m$ are not all constant, $\mu_x$ is mutually singular with respect to the measure $M$ of Equation (1).

**Proof.** As above, we merely need to check the Radon–Nikodym derivatives by using Lemma 2.13. Fix a red edge $e$ with range $Q_i$, and fix a point $\xi \equiv (v, Q_{b_1}, v, Q_{b_2}, \ldots) \in \Lambda^\infty$ (with a red edge listed first). Then,

$$\frac{d(\mu_x \circ \sigma_e)}{d\mu_x}(\xi) = \lim_{n \to \infty} \frac{\mu_x \circ \sigma_e(Z(v, Q_{b_1}, \ldots, Q_{b_n}, v))}{\mu_x(Z(v, Q_{b_1}, \ldots, Q_{b_n}, v))} = \lim_{n \to \infty} \frac{\mu_x(Z(\xi, v, Q_{\phi(b_1)}, v, \ldots, Q_{\phi(b_n)}, v))}{\mu_x(Z(v, Q_{b_1}, \ldots, Q_{b_n}, v))} = \lim_{n \to \infty} \frac{T_x(i, \phi(b_1)) \prod_{i=1}^{n-1} T_x(\phi(b_i), \phi(b_{i+1}))}{\prod_{i=1}^{n-1} T_x(b_i, b_{i+1})} = T_x(i, \phi(b_1)).$$

Similarly, if we choose a blue edge $f$ with range $Q_i$, we calculate:

$$\frac{d(\mu_x \circ \sigma_f)}{d\mu_x}(\xi) = T_x(i, b_1).$$

On the other hand, if $\zeta \equiv (Q_{a_1}, v, Q_{a_2}, v, \ldots)$ is an infinite path and $g$ is a blue edge with source $Q_{a_1}$ and range $v$, prefixing $\zeta$ by $g$ and rewriting the result as a sequence of red-blue edges gives $g\zeta \equiv (v, Q_{\phi(a_1)}, v, Q_{\phi(a_2)}, \ldots)$. It follows by a calculation that

$$\frac{d(\mu_x \circ \sigma_g)}{d\mu_x}(\zeta) = \lim_{n \to \infty} \frac{\mu_x \circ \sigma_g(Z(Q_{a_1}, \ldots, Q_{a_n}))}{\mu_x(Z(Q_{a_1}, \ldots, Q_{a_n}))} = 1.$$
Similarly, for any red edge $h$ with source $Q_{a_1}$, the fact that rewriting $\zeta$ as a blue-red path doesn’t change the sequence of vertices it passes through means that $\frac{d(\mu_x \circ \sigma_h)}{d\mu_x}(\zeta) = 1$.

Since all the Radon–Nikodym derivatives are positive, we obtain a $\Lambda$-semibranching function system as claimed.

For the final assertion, one simply observes that since the formula for $M(Z(\lambda))$ only depends on the degree (length) of $\lambda$, it is a rescaling of the measure $\mu_x$ corresponding to the choice $x^m = (\frac{1}{2N}, \ldots, \frac{1}{2N})$ for all $m$. Thus, if any of the vectors $x^m$ are not constant, Theorem 3.9 of [10] implies that $\mu_x$ is mutually singular with respect to $M$.

**Remark 4.7.** The measure $\mu_x$ used in Proposition 4.6 above could equally well be defined for any 2-graph $\Lambda_{2N+1}$ with one central vertex and $2N+1$ peripheral vertices, each connected to the center vertex as in (18). This is because any such 2-graph (equivalently, any factorization rule for this skeleton) is determined by a permutation of the outer $2N+1$ vertices. The conclusions of Proposition 4.6 above regarding when $\mu_x$ and $M$ are mutually singular also hold in this context.

**Remark 4.8.** It is worth noting that, as observed in [16], the infinite path space $\Lambda^\infty$ of a finite $k$-graph $\Lambda$ with vertex matrices $A_i$, $i = 1, \ldots, k$, is always naturally homeomorphic and Borel isomorphic to the infinite path space of the Cuntz–Krieger algebra $O_{A_J}$. Here $J \in (\mathbb{Z}_+)^k$ and $A^J$ denotes the matrix $A_1^{j_1} \cdots A_k^{j_k}$. Therefore one can transport to $\Lambda^\infty$ any of the Markov measures for Cuntz–Krieger algebras that were constructed by S. Bezuglyi and P. Jorgensen in [4]. However, these Markov measures will not necessarily produce a $\Lambda$-semibranching function system on $\Lambda^\infty$, since the homeomorphism of [16] gives no information on the Radon–Nikodym derivatives with respect to the standard prefixing operators by edges, namely $\sigma_e$, $e \in v\Lambda^e$.

## 5 A separable faithful representation of $C^*(\Lambda)$

In Theorem 3.6 of [15], the authors constructed a representation of $C^*(\Lambda)$ associated to the standard $\Lambda$-semibranching function system described in Remark 2.11 and proved that this representation is faithful if and only if $\Lambda$ is aperiodic. In this section, we first construct in Proposition 5.1 a separable representation for $C^*(\Lambda)$ for $\Lambda$ row-finite and strongly connected, which arises from a $\Lambda$-semibranching function system that is faithful even when $\Lambda$ is not necessarily aperiodic. Then in Proposition 5.4 we extend this result to $k$-graphs that are row-finite but not necessarily strongly connected.

The underlying Hilbert space $H_x$ of the representation of Proposition 5.1 is defined via an inductive limit, but we show in Proposition 5.2 that $H_x \cong \ell^2(X)$ for a discrete measure space $X$ (with counting measure). This perspective enables us to realize the representations of Proposition 5.1 and Proposition 5.4 as $\Lambda$-semibranching representations. Incidentally, the same arguments used in Proposition 5.2 also enable us to show in Proposition 5.5 that the standard representation of $C^*(\Lambda)$ on $\ell^2(\Lambda^\infty)$ is a $\Lambda$-semibranching representation, although not a separable one.

Let $\Lambda$ be a strongly connected $k$-graph. Fix $x \in \Lambda^\infty$ and write $x = x_1 x_2 x_3 \cdots$, where $d(x_i) = (1, 1, \ldots, 1)$ for all $i$. Let $v_i = r(x_i)$. For each $i$, write $F_i = \Lambda v_i$ for the set of all morphisms (i.e., finite paths) in $\Lambda$ with source $v_i$. Then $\ell^2(F_i)$ has basis $\{\xi^i_\lambda : \lambda \in F_i\}$. Define
\[ \rho_i \in B(\ell^2(F_i), \ell^2(F_{i+1})) \text{ by } \rho_i(\xi^i_\lambda) = \xi^{i+1}_\lambda \in \ell^2(F_{i+1}), \text{ and form the inductive limit Hilbert space} \]

\[ \mathcal{H}_x := \lim_{\rightarrow} (\ell^2(F_i), \rho_i) = \left( \bigsqcup_{i \in \mathbb{N}} \ell^2(F_i) \right) / \sim, \]  

(22)

where \( \xi^i_\lambda \sim \xi^j_\mu \) (with \( i \leq j \)) iff \( \mu = \lambda x_i x_{i+1} \cdots x_{j-1} \). For a generator \( \xi^i_\lambda \) of \( \ell^2(F_i) \), we will denote its equivalence class in \( \mathcal{H}_x \) by \( [\xi^i_\lambda] \).

Observe that \( \mathcal{H}_x \) is separable, because \( F_i \) is countable for all \( i \). Moreover, the same \( \lambda \in \Lambda \) may appear in both \( F_i \) and \( F_j \) without having \( [\xi^i_\lambda] = [\xi^j_\lambda] \), if the infinite path \( x \) passes through the same vertex multiple times.

For any fixed \( \lambda \in \Lambda \), we define an operator \( T_\lambda \in B(\mathcal{H}_x) \) by

\[
T_\lambda[\xi^i_\mu] = \begin{cases} [\xi^i_\lambda], & \text{if } s(\lambda) = r(\mu) \\ 0, & \text{else.} \end{cases}
\]  

(23)

**Proposition 5.1.** Let \( \Lambda \) be a row–finite, strongly connected \( k \)-graph and \( x \in \Lambda^\infty \). The operators \( \{T_\lambda\}_{\lambda \in \Lambda} \) of Equation (23) define a faithful separable representation \( \pi_x \) of \( C^*(\Lambda) \) on \( \mathcal{H}_x \).

**Proof.** This proof was inspired by Section 3 of [9].

We first check that the operators \( T_\lambda \) are well-defined. Recall, then, that if \( [\xi^i_\mu] = [\xi^j_\nu] \in \mathcal{H}_x \), then there exists \( k \geq i, j \) such that \( \mu x_j \cdots x_k = \nu x_i \cdots x_k \). Assuming \( i \leq j \), the factorization property then forces \( \mu = \nu x_i \cdots x_{j-1} \) (if \( i < j \); if \( i = j \), we have \( \mu = \nu \)). In either case, \( [\xi^i_\mu] = [\xi^j_\nu] \), and hence \( T_\lambda \) is well defined.

We now check that the operators \( \{T_\lambda\}_{\lambda \in \Lambda} \) define a representation of \( C^*(\Lambda) \). To that end, observe that

\[
\langle T_\lambda^* [\xi^i_\mu] | [\xi^j_\nu] \rangle = \langle [\xi^i_\mu] | T_\lambda [\xi^j_\nu] \rangle = \begin{cases} \langle [\xi^i_\mu] | [\xi^j_\nu] \rangle & \text{if } s(\lambda) = r(\nu) \\ 0 & \text{otherwise} \end{cases}
= \begin{cases} 1 & \text{if } [\xi^i_\mu] = [\xi^j_\nu] \text{ and } s(\lambda) = r(\nu) \\ 0 & \text{otherwise.} \end{cases}
\]

Thus

\[
T_\lambda^* [\xi^i_\mu] = \begin{cases} [\xi^j_\nu] & \text{if } [\xi^i_\mu] = [\xi^j_\nu] \\ 0 & \text{otherwise} \end{cases} \tag{24}
\]

One checks immediately that for any \( v, w \in \Lambda^0 \), \( T_v = T_v^* = T_w^* = T_w^2 \) and \( T_v T_w = \delta_{v,w} T_v \). A similarly straightforward check shows that \( T_{s(\lambda)}^* T_\lambda = T_{s(\lambda)} \) and that \( T_\lambda T_\mu = \delta_{s(\lambda),r(\mu)} T_{\lambda \mu} \).

It remains to check that for any \( n \in \mathbb{N}^k, v \in \Lambda^0 \), we have \( \sum_{\lambda \in \Lambda^\Lambda^n} T_\lambda T_\lambda^* = T_v \). To that
end, fix $\lambda$ and $[\xi^i_{\mu}]$, and compute

$$T_{\lambda}T^*[\xi^i_{\mu}] = \begin{cases} T_{\lambda}\xi^i_{\mu} & \text{if } [\xi^i_{\mu}] = [\xi^j_{\lambda\nu}] \\ 0 & \text{otherwise} \end{cases}$$

$$= \begin{cases} [\xi^j_{\lambda\nu}] & \text{if } [\xi^i_{\mu}] = [\xi^j_{\lambda\nu}], \ s(\lambda) = r(\nu) \\ 0 & \text{otherwise} \end{cases}$$

$$= \begin{cases} [\xi^i_{\mu}] & \text{if } [\xi^i_{\mu}] = [\xi^j_{\lambda\nu}] \text{ and } s(\lambda) = r(\nu) \\ 0 & \text{otherwise} \end{cases}$$

Now, fix $n \in \mathbb{N}^k$ and $v \in \Lambda^0$. Observe that

$$\left( \sum_{\lambda \in v\Lambda^n} T_{\lambda}T^*[\xi^i_{\mu}] \right)[\xi^i_{\mu}] = \begin{cases} \sum_{\lambda \in v\Lambda^n} [\xi^i_{\mu}] & \text{if } [\xi^i_{\mu}] = [\xi^j_{\lambda\nu}] \text{ and } s(\lambda) = r(\nu) \\ 0 & \text{otherwise} \end{cases}$$

If $r(\mu) = v$, then choose $k > i$ large enough so that $d(\mu x_1 \cdots x_{k-1}) \geq n$. Then, $[\xi^k_{\mu x_1 \cdots x_{k-1}}] = [\xi^i_{\mu}]$, and the factorization property tells us we can write $\mu x_1 \cdots x_{k-1} = \lambda \nu$ for a unique $\lambda \in v\Lambda^n$. Thus,

$$\left( \sum_{\lambda \in v\Lambda^n} T_{\lambda}T^*[\xi^i_{\mu}] \right)[\xi^i_{\mu}] = \begin{cases} [\xi^i_{\mu}] & \text{if } r(\mu) = v \\ 0 & \text{otherwise} \end{cases}$$

In other words, $\sum_{\lambda \in v\Lambda^n} T_{\lambda}T^*[\xi^i_{\mu}] = T_v$ as claimed.

It now follows that the operators $\{T_{\lambda}\}_{\lambda \in \Lambda}$ satisfy the Cuntz–Krieger relations, and thus generate a representation $\pi_x$ of $C^*(\Lambda)$ on $\mathcal{H}_x$.

We would like to use the gauge-invariant uniqueness theorem (Theorem 3.4 of [24]) to show that this representation is faithful. We begin by checking that $T_v$ is nonzero for each $v \in \Lambda^0$. To see this, fix $v \in \Lambda^0$. Since $\Lambda$ is strongly connected, there exists $\lambda \in v\Lambda x_1$. We have $T_v[\xi^i_{\lambda}] = [\xi^i_{\lambda}]$; since $[\xi^i_{\lambda}]$ is a nontrivial element of $\mathcal{H}_x$, the operator $T_v$ is nonzero, as desired.

In order to apply the gauge-invariant uniqueness theorem, we must establish the existence of a gauge action on $\pi_x(C^*(\Lambda))$. We do this by defining, for each $z \in \mathbb{T}^k$, a unitary $U_z \in B(\mathcal{H}_x)$:

$$U_z[\xi^i_{\mu}] = z^{d(\mu) - (i, \ldots, i)}[\xi^i_{\mu}].$$

It is a straightforward calculation that $U_z$ is well defined and is unitary. Thus we can define an action of $\mathbb{T}^k$ on $\pi_x(C^*(\Lambda))$ by $z \cdot T_{\lambda} := \text{Ad} U_z(T_{\lambda})$. We check that $\pi_x \circ \gamma_z = \text{Ad} U_z$ for any $z \in \mathbb{T}^k$, where $\gamma_z$ denotes the gauge action of $\mathbb{T}^k$ on $C^*(\Lambda)$. The gauge invariant uniqueness theorem now tells us that $\pi_x$ is a faithful representation of $C^*(\Lambda)$ on the separable Hilbert space $\mathcal{H}_x$, as claimed. 

\begin{proposition}
Let $\Lambda$ be a strongly connected $k$-graph and fix $x \in \Lambda^\infty$. The Hilbert space $\mathcal{H}_x$ is of the form $\ell^2(X)$ with counting measure; for the definition of $X$ see Equation (20). Moreover, the faithful separable representation of Theorem 5.1 is a $\Lambda$-semibranching representation.
\end{proposition}
Proof. For each \(i \geq 1\), define \(G_i = \Lambda v_i \setminus \Lambda x_{i-1} \subseteq F_i\). Equivalently,

\[
G_i = F_i \setminus \left( \bigcup_{j<i} F_j x_j \cdots x_{i-1} \right).
\]

Thus by definition of \(H_x\) we have \(H_x \supseteq \oplus \ell^2(G_i)\). To see that \(H_x \subseteq \oplus \ell^2(G_i)\), first note that any vector of \(H_x\) is of the form \(\xi^i\), where \(\mu \in F_i\) for some \(i \geq 1\) by definition. If \(\mu \in F_i \setminus \left( \bigcup_{j<i} F_j x_j \cdots x_{i-1} \right)\), then \(\xi^i\) lies in \(\ell^2(G_i)\). If \(\mu \notin F_i\) and \(\mu\) lies in \(\bigcup_{j<i} F_j x_j \cdots x_{i-1}\) such that \(\mu = \bar{x}x_{\ell}x_{\ell+1} \cdots x_{i-1}\). So \(\xi^i \sim \xi^\ell\) and \(\xi^\ell \in \ell^2(G_\ell)\), and hence \(H_x \subseteq \bigoplus \ell^2(G_i)\). Consequently,

\[
H_x = \bigoplus_{i \geq 1} \ell^2(G_i).
\]

Set

\[
X := \bigcup_{i \geq 1} G_i,
\]

and let \(m\) denote counting measure on \(X\):

\[
m(\nu) = 1 \quad \forall \nu \in G_i.
\]

Then \(H_x = \bigoplus_{i \geq 1} \ell^2(G_i) = \ell^2(X) = L^2(X, m)\).

We now describe the \(\Lambda\)-semibranching function system on \((X, m)\) which gives rise to the representation \(\{T_\lambda\}_{\lambda \subseteq \Lambda}\). For a vertex \(v \in \Lambda^0\), define \(D_v = \{\nu \in \bigcup_{i \geq 1} G_i : r(\nu) = v\}\), and for \(\lambda \subseteq \Lambda\) set \(\tau_\lambda : D_{s(\lambda)} \rightarrow D_{r(\lambda)}\) by

\[
\tau_\lambda(\nu) = \rho, \text{ where } \rho \in G_j \text{ and } \lambda \nu = \rho x_j \cdots x_{i-1} \text{ if } \nu \in G_i.
\]

To see that \(\tau_\lambda\) is well-defined, fix \(\nu \in G_i\) and suppose that there exist \(j_1 \neq j_2 \leq i\) and \(\rho_1 \in G_{j_1}, \rho_2 \in G_{j_2}\) such that

\[
\lambda \nu = \rho_1 x_{j_1} x_{j_1+1} \cdots x_{i-1} = \rho_2 x_{j_2} x_{j_2+1} \cdots x_{i-1}
\]

Then by the factorization property, assuming without loss of generality that \(j_2 \geq j_1\), we must have \(\rho_1 x_{j_1} \cdots x_{j_2-1} = \rho_2\). Thus there exists a unique \(j\) and \(\rho \in G_j\) such that \(\tau_\lambda(\nu) = \rho\), and hence \(\tau_\lambda\) is well-defined.

It follows that

\[
R_\lambda = \operatorname{Ran}(\tau_\lambda) = \{\rho : \rho \in G_j \text{ for some } j \text{ and } \rho x_j \cdots x_i(0, d(\lambda)) = \lambda \text{ for some } i\}.
\]

If \(d(\lambda) = n\), then for \(\rho \in G_j \cap R_\lambda\) find the smallest \(i \geq j\) such that

\[
d(\rho) + (i-j)(1, \ldots, 1) \geq n.
\]

Then define the coding map \(\tau^n\) on \(G_j \cap R_\lambda\) by\(^4\)

\[
\tau^n(\rho) = \rho x_j \cdots x_{i-1}(n, d(\rho) + (i-j)(1, \ldots, 1)) \in G_i.
\]

\(^4\)If \(i = j\) then we take \(\tau^n(\rho) = \rho(n, d(\rho))\).
Now it is straightforward to see that
\[ \tau^n \circ \tau_\lambda(\nu) = \nu, \]
justifying the name "coding map."

We claim that the sets and maps described above satisfy Conditions (a) - (d) of Definition 2.7 and hence define a Λ-semibranching function system on \( X \).

First, we fix \( n \in \mathbb{N}^k \) and check that for each \( \nu \in \bigcup_{i \geq 1} G_i \) we have \( \nu \in R_\lambda \) for precisely one \( \lambda \in \Lambda^n \), which implies that \( X = \bigcup_{\lambda \in \Lambda^n} R_\lambda \) for any \( n \in \mathbb{N}^k \). Given \( \nu \in G_i \), let \( j \geq i \) be the smallest integer such that \( d(\nu) + (j - i)(1, \ldots, 1) \geq n \). Set \( \lambda = \nu x_i \cdots x_{j-1}(0, n) \); then \( \nu \in R_\lambda \). Moreover, for any other \( \lambda' \in \Lambda^n \), we have \( \nu x_i \cdots x_{j-1}(0, n) \neq \lambda' \), so \( \nu \in R_\lambda \) for a unique \( \lambda \in \Lambda^n \). Since we are working in a discrete measure space, the Radon-Nikodym derivatives of the prefixing maps \( \tau_\lambda \) are constantly equal to 1 on \( D_{s(\lambda)} \). This completes the check of Condition (a) of Definition 2.7.

By our hypothesis that \( \Lambda \) is strongly connected, if \( v \neq v_i \) for any \( i \), we have \( \emptyset \neq v \Lambda v_i \subseteq F_i \) for all \( i \). This implies the existence of at least one \( \nu \in v \Lambda \cap \bigcup_{j \geq 1} G_j \), so \( m(D_v) > 0 \). On the other hand, if \( v = v_i \) then \( v_i \in G_i \) is an element of \( D_{v_i} \). Again, we have \( m(D_{v_i}) > 0 \), so Condition (b) is satisfied.

The description in Equation (27) of the coding map \( \tau^n \) makes it easy to check that, for \( \rho \in G_j \) and for any \( m, n \in \mathbb{N}^k \),
\[ \tau^{m+n}(\rho) = \rho x_j \cdots x_{j-1}(m + n, \nu, \rho) + (n - j)(1, \ldots, 1) = \tau^m \circ \tau^n(\rho), \]
where \( \ell \) is the smallest such that \( d(\nu) + (n - j)(1, \ldots, 1) \geq m + n \). In other words, Condition (d) holds.

Similarly, if \( \tau_\lambda \circ \tau_\nu(\rho) = \alpha \in G_\ell \) for some \( \rho \in G_j \), then there exist \( j \geq i \geq \ell \) and \( \eta \in G_i \) with \( \alpha x_{\ell} \cdots x_{i-1} = \lambda \eta \) and \( \eta x_{\ell} \cdots x_{j-1} = \nu \rho \). On the other hand, if \( \tau_\lambda \nu(\rho) = \beta \in G_n \), then
\[ \beta x_{\ell} \cdots x_{j-1} = \lambda \nu \rho = \lambda \eta x_{\ell} \cdots x_{j-1} = \alpha x_{\ell} \cdots x_{j-1}. \]
Since \( \alpha \) and \( \beta \) are both in \( \bigcup_{j \geq 1} G_i \), the factorization rule now implies that \( n = \ell \) and \( \alpha = \beta \). It follows that Condition (c) of Definition 2.7 is also satisfied, so the sets \( D_\nu, R_\lambda \) with the coding and prefixing maps \( \tau_\lambda, \tau^n \) determine a Λ-semibranching function system.

Since \( (X, m) \) is a discrete measure space, the representation \( \{ S_\lambda \}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \) given by this Λ-semibranching function system, described in Theorem 2.9 above, has the following formula. Given \( \eta \in G_i \), write \( \delta_\eta \in L^2(X, m) \) for the indicator function supported at \( \eta \). For \( \nu \in G_j \), we have
\[ S_\lambda(\delta_\eta)(\nu) = \begin{cases} 0, & \nu \notin R_\lambda \\ \delta_\eta(\tau^{d(\lambda)}(\nu)), & \text{else}. \end{cases} \]
By construction, we have \( \tau^{d(\lambda)}(\nu) = \nu x_j \cdots x_{\ell-1}(d(\lambda), d(\nu) + (n - j)(1, \ldots, 1)) \in G_\ell \). Thus, the above formula becomes
\[ S_\lambda(\delta_\eta)(\nu) = \begin{cases} 0, & \nu \notin R_\lambda \text{ or } \tau^{d(\lambda)}(\nu) \notin G_i \\ \delta_\eta(\tau^{d(\lambda)}(\nu)), & \text{else}. \end{cases} \]
\[ = \begin{cases} 1, & \lambda \eta = \nu x_{\ell} \cdots x_{j-1} \\ 0, & \text{else}. \end{cases} \]
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Since $\lambda \eta = \nu x_j \cdots x_{i-1}$ iff $\nu = \tau_\lambda(\eta)$, we can rewrite this as

$$S_\lambda(\delta_\eta) = \delta_{\tau_\lambda(\eta)}. \quad (28)$$

To finish the proof, we observe that, under the isomorphism $\mathcal{H}_x \cong L^2(X, m)$, Equation (28) agrees with the formula for $T_\lambda$ given in Equation (23). This follows from the observation that $\tau_\lambda(\eta) \sim \lambda \eta$ by construction, so $[\xi^j_{\tau_\lambda(\eta)}] = [\xi^j_\lambda \eta]$.

We now study under what conditions these representations are unitarily equivalent to one another.

**Proposition 5.3.** Let $\Lambda$ be a row-finite strongly-connected $k$-graph. If $x, y \in \Lambda^\infty$ are infinite paths such that $\sigma^m(x) = \sigma^n(y)$ for some $m, n \in \mathbb{N}^k$, then the corresponding representations $\pi_x$ and $\pi_y$ given in Theorem 5.2 are unitarily equivalent.

**Proof.** Suppose that there are infinite paths $x, y$ such that $\sigma^m(x) = \sigma^n(y)$ for some $m, n \in \mathbb{N}^k$. We write $x = x_0x_1 \cdots$ and $y = y_0y_1 \cdots$, where $d(x_i) = d(y_i) = (1, 1, \ldots, 1)$ for all $i$. Recall that in this setting, we have $x(k, \ell) = x_kx_{k+1} \cdots x_{\ell}$ for $k = (k, k \cdots, k) \leq \ell = (\ell, \ell, \ldots, \ell)$.

To construct an isomorphism $\phi : \mathcal{H}_x \to \mathcal{H}_y$, fix $[\xi^i_\mu] \in \mathcal{H}_x$. Without loss of generality, assume $\bar{i} \geq m$. Then $\sigma^n(y) = \sigma^m(x)$ implies that $\sigma^{n-m+\bar{i}}(y) = \sigma^{\bar{i}}(x)$, and hence $y(n - m + \bar{i}, \infty) = x(\bar{i}, \infty)$. Choose the minimum $\bar{j} \in \mathbb{N}$ such that $\bar{j} \geq n$ and $\bar{j} - n \geq \bar{i} - m$. Then let

$$\lambda_{i,j} = y(n - m + \bar{i}, \bar{j}).$$

Note that, if we write $q = \bar{j} - n - (\bar{i} - m) \in \mathbb{N}$, then $\lambda_{i,j} = x(\bar{i}, q)$. Thus, $\lambda_{i,j}$ is the common segment of $x$ and $y$ that lies between the vertices $r(x_i)$ and $r(y_j)$. It follows that multiplying by $\lambda_{i,j}$ on the right takes $F_{i,x}$ to $F_{j,y}$.

To be precise, we define

$$\phi([\xi^i_\mu]_x) := [\xi^j_{\mu \lambda_{i,j}}]_y. \quad (29)$$

We first verify that $\phi$ is well defined: suppose that $[\xi^i_\mu]_x = [\xi^k_{\mu'}]_x$, where $\bar{k} > \bar{i} \geq m$. We then have $\mu' = x_i \cdots x_{k-1}$ and

$$\phi([\xi^i_\mu]_x) = [\xi^j_{\mu \lambda_{i,j}}]_y \text{ and } \phi([\xi^k_{\mu'}]_x) = [\xi^\ell_{\mu' \lambda_{k,j}}]_y,$$

where $j$ is the coordinatewise maximum of $n - m + \bar{i}$ and $\ell$ is the coordinatewise maximum of $n - m + \bar{k}$.

This definition of $j, \ell$ implies that $\ell - k = j - i$ is the coordinatewise maximum of $n - m$; consequently,

$$d(\lambda_{i,j}) = \bar{j} - n + m - \bar{i} = \bar{\ell} - n + m - \bar{k} = d(\lambda_{k,\ell}).$$

Also, $\ell - j = k - i > 0$, so we can write

$$[\xi^j_{\mu \lambda_{i,j}}]_y = [\xi^\ell_{\mu \lambda_{i,j} \eta}]_y$$

where $\eta = y(\bar{j}, \bar{\ell})$. In other words, $d(\eta) = \bar{\ell} - \bar{j} = \bar{k} - \bar{i} = d(\mu')$. 
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Moreover, \( d(\mu' \lambda_{k,t}) = d(\mu' \lambda_{k,t}) = d(\eta) + d(\lambda_{i,j}). \) The factorization property then tells us that
\[
\mu' \lambda_{k,t} = \lambda_{i,j} \eta.
\]

It now follows that
\[
\phi([\xi^i_{\mu}]_x) = [\xi^j_{\mu \lambda_{i,j}}]_y = [\xi^\ell_{\mu \lambda_{i,j}}]_y = [\xi^k_{\mu' \lambda_{k,t}}]_y = \phi([\xi^k_{\mu' \lambda_{k,t}}]_x),
\]
so \( \phi \) is well defined.

To see that \( \phi \) is surjective, fix \( \nu \in (F_j)_y \) and consider the associated element \([\xi^j_\mu]_y \in \mathcal{H}_y\). Pick \( t \geq j \) large enough to ensure the existence of \( \ell \in \mathbb{N} \) with \( m \leq \ell \leq m + \bar{i} - n \): in other words, \( \bar{i} - n \geq (\max_m - \min_m) \cdot (1, \ldots, 1) \). Since \( \sigma^t(y) = \sigma^{m + \bar{i} - n}(x) \), our choice of \( t \) and \( \ell \) ensure that \( \lambda_{\ell,t} \) is a sub-path of \( \nu y_j \cdots y_{t-1} \). We can therefore write
\[
\nu y_j \cdots y_{t-1} = \tilde{\nu} \lambda_{\ell,t}
\]
for some \( \tilde{\nu} \in (F_\ell)_x \). It follows that \([\xi^j_\mu]_y = \phi([\xi^\ell_\nu]_x)\), so \( \phi \) is surjective as claimed.

To see that \( \phi \) is injective, suppose that \( \phi([\xi^i_\mu]_x) = \phi([\xi^j_\nu]_x) \). Without loss of generality, suppose that \( \bar{i} \geq \bar{\ell} \geq m \), so that
\[
\phi([\xi^i_\mu]_x) = [\xi^j_{\mu \lambda_{i,j}}]_y \quad \text{and} \quad \phi([\xi^j_\nu]_x) = [\xi^h_{\nu \lambda_{\ell,h}}]_y
\]
where \( h \) is the coordinatewise maximum of \( n - m + \bar{\ell} \) and \( j \) is the coordinatewise maximum of \( n - m + \bar{i} \).

Since \( i \geq \ell \), we can write \( i = \ell + q \) for \( q \in \mathbb{N} \). Consequently, the coordinatewise maximum \( j \) of \( n - m + \bar{i} \) is the same as the sum of the coordinatewise maximum of \( n - m + \bar{\ell} \) and \( q \).

In other words, \( j = h + q \). It follows that
\[
d(\lambda_{i,j}) = j - n + m - \bar{i} = \bar{q} + \bar{h} - n + m - \bar{i} = \bar{h} - n + m - \bar{\ell} = d(\lambda_{\ell,h}).
\]

Since \( j \geq h \), the equivalence relation on \( \mathcal{H}_y \) implies that
\[
\nu \lambda_{\ell,h} y_h \cdots y_{j-1} = \mu \lambda_{i,j} \text{ if } j > h;
\]
if \( h = j \) then \( i = \ell \) and we must have \( \nu = \mu \).

Observe that \( j - h = i - \ell = q \). Assuming that \( j > h \), we can write
\[
\nu \lambda_{\ell,h} y_h \cdots y_{j-1} = \nu x_{\ell} \cdots x_{\ell+j-h-1} \lambda_{\ell+j-h,j} = \nu x_{\ell} \cdots x_{i-1} \lambda_{i,j}.
\]

Then the factorization property implies that
\[
\nu x_{\ell} \cdots x_{i-1} = \mu,
\]
and consequently \([\xi^i_\mu]_x = [\xi^i_\mu]_x\). In other words, \( \phi \) is injective.

Finally it is straightforward to check that \( \phi \circ T^x_\lambda = T^y_\lambda \circ \phi \) for \( \lambda \in \Lambda \), and hence the representations \( \pi_x, \pi_y \) are equivalent, as claimed. \( \square \)
Observe that the representation $\pi_x$ of Proposition 5.1 is in fact well-defined for any row-finite source-free higher-rank graph $\Lambda$ and any $x \in \Lambda^\infty$, even if $\Lambda$ is not strongly connected. We only required the hypothesis that $\Lambda$ be strongly connected in order to ensure that $T_v$ was nonzero for each $v$. However, a similar construction will give us a separable faithful representation of $C^*(\Lambda)$ for any row-finite, source-free $k$-graph $\Lambda$.

**Theorem 5.4.** Let $\Lambda$ be a row-finite source-free $k$-graph. There is a faithful separable representation of $C^*(\Lambda)$.

**Proof.** For each vertex $v \in \Lambda^0$, choose an infinite path $y_v$ with $r(y_v) = v$. (The fact that $\Lambda$ is source-free implies we can always do this.) Since $\Lambda$ is a countable category, $\Lambda^0$ is countable, and we have made countably many choices. Define

$$
\mathcal{H} := \bigoplus_{v \in \Lambda^0} \mathcal{H}_{y_v}, \quad \pi := \bigoplus_{v \in \Lambda^0} \pi_{y_v},
$$

where $\mathcal{H}_{y_v}$ is the Hilbert space defined in Equation (22), and $\pi_{y_v}$ is the representation defined in Equation (23). Then $\mathcal{H}$ is a separable Hilbert space and $\pi$ is a representation of $C^*(\Lambda)$ on $\mathcal{H}$. We know that $\pi(t_\mu)$ is nonzero for each $\mu \in \Lambda$, because

$$
\pi_{y_{s(\mu)}}(t_\mu)[\xi^1_{s(\mu)}] = [\xi^1_{\mu}]
$$

is a nonzero generator of $\mathcal{H}_{y_{s(\mu)}}$ and hence of $\mathcal{H}$.

Moreover, the unitary action $\gamma$ of $\mathbb{T}^k$ on $\mathcal{H}_{y_v}$ defined in Equation (25) extends to a unitary action of $\mathbb{T}^k$ on $\mathcal{H}$ via the diagonal action. Similarly, the fact that each representation $\pi_{y_v}$ intertwines this action with the gauge action on $C^*(\Lambda)$ implies that we have

$$
z \cdot \pi(T) = \pi(\gamma_z(T)),
$$

so Theorem 2.1 of [1] (the gauge-invariant uniqueness theorem) tells us that $\pi$ is a faithful separable representation of $C^*(\Lambda)$. \hfill \Box

Often, the trickiest part in checking that a family of subsets and coding/prefixing maps constitutes a $\Lambda$-semibranching function system is computing the Radon-Nikodym derivatives. On a discrete measure space, this computation is rendered trivial, as we saw above. Thus, in the spirit of Proposition 5.2, we also have the following:

**Proposition 5.5.** Let $\Lambda$ be a finite, strongly connected $k$-graph. Let $\pi_T$ be the standard infinite path representation of $C^*(\Lambda)$ on $\ell^2(\Lambda^\infty)$, given by

$$
\pi_T(t_\lambda) = \begin{cases} 
\xi_x & \text{if } r(x) = s(\lambda) \\
0 & \text{otherwise}
\end{cases}
$$

(30)

where $x \in \Lambda^\infty$ and $\xi_x$ denote the associated basis vector of $\ell^2(\Lambda^\infty)$. Then $\pi_T$ is a $\Lambda$-semibranching representation.
Proof. We first define subsets \( \{ D_v \}_{v \in \Lambda^0} \) of \( \Lambda^\infty \) and prefixing and coding maps \( \tau_\lambda, \tau^n \) which give rise to a \( \Lambda \)-semibranching function system on \( \Lambda^\infty \). Namely, we have

\[
D_v = v \Lambda^\infty, \quad \tau_\lambda(x) = \lambda x, \quad \tau^n(x) = \sigma^n(x).
\]

The fact that Condition (a) of Definition 2.7 holds for these sets follows from the fact that, for fixed \( n \in \mathbb{N}^k \), every infinite path \( x \) is of the form \( \lambda y \) for a unique \( \lambda \in \Lambda^n \). Since \( \Lambda^\infty \), in this setting, is a discrete measure space, the Radon-Nikodym derivatives are again constantly equal to 1, and moreover Condition (b) holds. Conditions (c) and (d) are immediate consequences of the factorization property.

Thus, the sets \( \{ D_v \}_{v \in \Lambda^0} \), together with the prefixing and coding maps \( \{ \tau_\lambda, \tau^n : \lambda \in \Lambda, n \in \mathbb{N}^k \} \), constitute a \( \Lambda \)-semibranching function system on \( \Lambda^\infty \), viewed as a discrete measure space. The associated representation \( \{ S_\lambda \}_{\lambda \in \Lambda} \) is given by (for \( x, y \in \Lambda^\infty \))

\[
S_\lambda(\delta_y)(x) = \chi_{Z(\lambda)}(x) \delta_y(\sigma^{d(\lambda)}(x)) = \delta_{\lambda y}(x),
\]

so \( S_\lambda(\delta_y) = \delta_{\lambda y} \) agrees with the formula for the standard infinite path representation \( (30) \). □
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