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Abstract. Secure data communication protocols stack based on the dynamic network topology is a set of protocols designed for secure data communication over a network. It is based on the principles of moving target technology along with cryptography, avalanche routing and group broadcasting. The data transfer protocol implemented in the protocols stack allows to transfer data not only hiding the data itself, but also its sender and receiver. The paper covers the software implementation details of the secure data communication protocols stack.

1. Introduction
According to the information security incidents statistics despite the fact that significant funds are invested in the development of information systems protection, attackers successfully attack these systems. The shortcomings and imperfections of the protocols and security measures used make it possible to intercept and analyze network traffic transmitted over the network. As a result, an attacker can extract confidential information, as well as find new attack vectors. Due to the fact that the analysis and interception of traffic are difficult to detect [1], in the case of overcoming the network perimeter, the attacker has almost unlimited amount of time. There are several approaches to counteract the interception and analysis of network traffic, but they have some disadvantages, such as identification of the type of traffic [2], identification of users [3], proven attacks [4] and others.

To address the shortcomings of existing solutions to counteract interception and traffic analysis, we developed our own solution - a secure data communication protocols stack based on the dynamic network topology. In this work, we’ve sought to achieve the following protocols stack characteristics:

- data hiding;
- hiding communication channels between nodes;
- inability to use existing attack methods and vulnerabilities;
- compliance with the general security requirements;
- flexible integration with existing hardware and software infrastructure;
- ease and low cost of use;
- decentralized system configuration;
- self-recovery;
- self-adaptation;
guaranteed bandwidth and communication quality.

2. Functional description of the protocols stack
We’ve considered algorithms underlying the stack of secure data communication protocols as well as comparison with similar technologies in another work [5]. A secure data communication protocols stack based on the dynamic network topology implements the principles of moving target technology [6]. Network nodes participating in the secure data communication, move through the groups of secure data communication and avalanche transmit encrypted data to these groups by means of group broadcasting. The data packet transmitted this way does not contain the explicit addresses of the receiving and sending nodes, so it is impossible to establish specific links between the nodes. In addition, nodes are connected to multiple secure communication groups at the same time, and the data packet has multiple delivery paths to the receiver. Avalanche routing and handshake method ensure guaranteed delivery of data to the receiver. Each node relays data packets resulting in a communication channel between the two nodes are hidden among identical channels.

In the first step, a node joins the secure data communication initialization group, forms the list of active participants and selects 2-3 groups from the pool of all available groups and periodically changes them according to a special algorithm, the pool is also dynamic, decentralized and formed by the algorithm. In the current implementation, the algorithm is a function of the time and number of the secure data communication participants.

The protocols stack provides two types of message: service and application. Service messages are responsible for transmission of service information between nodes, for example, for notification of connection to a secure network segment, for exchange of identifiers and public keys. The protocols stack provides several operation codes, such as: connect, disconnect, binary data, text, error, and successful data processing. The node generates a data packet and sends it to the connected secure data communication groups.

The application data packet is formed as follows. The packet header contains:

- packet ID in the open (2 bytes);
- type of message in the open (1 byte);
- operation code encrypted with the recipient's public key (1 byte);
- recipient ID encrypted with the recipient's public key (2 bytes);
- sender ID encrypted with the recipient's public key (2 bytes);
- timestamp encrypted with the recipient's public key (4 bytes);
- message length, encrypted with the recipient's public key (2 bytes);
- reserved field;
- applied information encryption key, encrypted with the recipient's public key;
- applied information encrypted with the application information encryption key.

The service message contains the same set of data, except for the application information encryption key and the application information block, and it is transmitted in open form. The encryption algorithm of the packet headers is RSA with a key length of 1024 bits and the application information encryption algorithm if AES with a key length of 256 bits.

All participants of the secure data communication, connected to the groups where the packet was sent, relay the received message and try to decrypt the packet header. If the participant of the secure data communication decrypts the packet successfully and finds its ID in the header, then he considers that the packet is intended for him. Otherwise, the node discards the packet. The node in any case relays the packet, regardless of whether the packet is intended for it or not, if the node has not previously processed the packet. The node that has successfully received the packet generates a successful delivery response. If the sending node does not receive a successful response after the time has elapsed, it sends the data packet again.
3. Protocols stack software implementation details

The authors have developed a software implementation of the secure data communication protocols stack based on the dynamic network topology. This software implementation is a plug-in library that can be used both in a user project to implement secure data communication and as a standalone application with a graphical interface.

Developing the application, the authors have used the Qt 5.10 framework for C++ development, as well as the open source cryptographic library OpenSSL version 1.1.0h. Qt allows to create cross-platform and portable software, and provides a set of system-independent libraries to work with different types of data, with the network, with streams and many other libraries. The OpenSSL library supports most encryption standards and is available on most UNIX-like operating systems as well as on Windows operating systems. The authors successfully compiled the application and tested it under the x86-64 architecture running Windows 10 and Ubuntu 14.04, as well as under the ARM architecture running the Raspbian operating system.

The program is written in an object-oriented programming paradigm using the Model-View-Controller design pattern. The model, in this case, is the data of the application, the view is a kind of display of the model to the user, and the controller provides an interface for interaction with the software solution. In this work, we sought to reduce the engagement and increase the connectivity of the software solution so that the code was well structured and could be reused. Figure 1 shows the architecture of the software solution.

![Software solution architecture](image)

**Figure 1.** Software solution architecture.

The software solution contains the following main classes:

- MtdAdapter
- MtdAdapterSettings
- MtdInformation
- MtdModel
- MtdService
- MtdProtocol
- MtdProtocolMessage
The code implements the described above functional description. MtdAdapter is a class responsible for implementing the transport part of the protocol. It contains a UDP socket and mechanisms for interacting with it. Depending on the mode of operation, 2 or 3 objects of this class are created. MtdAdapterSettings includes parameters to control the transport part of the secure communication protocols stack, such as the local port, IP address of the secure communication group, and other parameters.

MtdProtocol is responsible for processing incoming and outgoing data packets. This class uses the interface of the MtdCryptography class to generate keys, encrypt outgoing and incoming data packets, decrypt them, and pass them to the MtdService and MtdInformation classes for further processing. MtdProtocolMessage converts an array of bytes into a data packet representation of the secure communication protocols stack. MtdService and MtdInformation are classes responsible for generating and processing service and information messages, respectively. MtdCryptography is a class that is responsible for the cryptographic functions of the secure data communication protocols stack based on the dynamic network topology.

MtdSync is responsible for synchronizing the change of multicast groups of secure data communication, as well as for calculating the dynamic parameters of network adapters. MtdSettings includes parameters for managing the secure communication protocols stack as a whole, such as encryption key lengths, secure communication group change interval, number of network adapters, allowing you to study the most efficient protocols stack parameters. Mtd is a controller class that provides the application programming interface as well as creating all the necessary entities. In addition, the program code contains some helper classes, such as graphical user interface classes and others.

The program is multithreaded, but data packets are processed in single-threaded mode. The following entities work in separate threads: MtdProtocol, two or three MtdAdapter, and MtdSync. The rest of the entities work in the main application thread. The interaction between the threads is carried out by the built-in Qt slots and signals [7].

The program initially connects to a secure network segment, generates a list of secure communication participants and a list of their public encryption keys by an object of the MtdService class, passing objects of the MtdProtocolMessage class to the MtdProtocol object, which forms an array of bytes for transmission to the MtdAdapter network adapter connected to the secure data communication initialization group. The next step is for the MtdSync class object to configure the network adapter settings and reconfigure them at the time intervals specified by the MtdSettings class. After that, the user can exchange data through the graphical interface or through the software interface provided by the Mtd class.

4. Data transfer performance
This software solution has been used to determine data transfer performance. Table 1 shows the transfer overhead costs when using the secure data communication protocols stack based on the dynamic network topology.

| Message type | Operation type                        | Header size | Total size | Transfer costs |
|--------------|---------------------------------------|-------------|------------|----------------|
| Service      | Connection to a secure network segment| 1136 bits   | 1136 bits  | 100%           |
| Service      | Responding to a request to connect to a| 1136 bits   | 1136 bits  | 100%           |

Table 1. Transfer costs.
According to RFC 2544 [8], the following data transmission performance parameters were obtained: bandwidth (table 2), latency (table 3), frame loss, and data packet processing with a minimum interval. There was no frame loss at all frame sizes. Data packet processing with a minimum interval is 5 MS for all frame sizes. The authors built an experimental stand in the form of a peer-to-peer network based on the D-Link DSR-1000AC router with a variable number of intermediate nodes between the sender and the receiver of data.

Table 2. Bandwidth.

| Frame size (bits) | Bandwidth (kbit/s) |
|------------------|---------------------|
|                  | Number of repeaters between nodes |
|                  | No repeaters | One repeater | Two repeaters |
| 64               | 39          | 22          | 9            |
| 128              | 83          | 41          | 18           |
| 256              | 155         | 76          | 36           |
| 512              | 308         | 162         | 84           |
| 1024             | 590         | 252         | 118          |
| 1518             | 654         | 314         | 153          |
| 2048             | 1170        | 622         | 315          |

Table 3. Latency.

| Frame size (bits) | Latency (ms) |
|------------------|--------------|
|                  | Number of repeaters between nodes |
|                  | No repeaters | One repeater | Two repeaters |
| 64               | 10          | 21          | 40           |
| 128              | 11          | 21          | 42           |
| 256              | 11          | 22          | 42           |
| 512              | 12          | 25          | 43           |
| 1024             | 13          | 27          | 44           |
| 1518             | 13          | 27          | 45           |
| 2048             | 14          | 29          | 46           |

5. Conclusion

As a result of the software solution implementation, it was possible to determine the performance parameters of data transmission over the network. Unfortunately, the current performance parameters do not allow to transfer a large amount of data. The system has several bottlenecks: single-threaded processing of data packets, configuration of inefficient network parameters and inefficient pool of protected data communication groups, generation of too much side traffic. The developed software solution allows to solve problems of the secure data communication protocols stack more effectively.
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