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Abstract: This paper starts by recalling the author’s results on polynomial approximation over a Cartesian product $A$ of closed unbounded intervals and its applications to solving Markov moment problems. Under natural assumptions, the existence and uniqueness of the solution are deduced. The characterization of the existence of the solution is formulated by two inequalities, one of which involves only quadratic forms. This is the first aim of this work. Characterizing the positivity of a bounded linear operator only by means of quadratic forms is the second aim. From the latter point of view, one solves completely the difficulty arising from the fact that there exist nonnegative polynomials on $\mathbb{R}^n$, $n \geq 2$, which are not sums of squares.
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1. Introduction

The present paper refers mainly to various aspects of the classical multidimensional Markov moment problem and its relationship with polynomial approximation on special closed unbounded subsets $A$ of $\mathbb{R}^n$, namely on Cartesian products of closed unbounded intervals. We shall use the notations:

$\mathbb{N} = \{0, 1, 2, \ldots\}$, $\mathbb{R}_+ = [0, \infty)$, $\varphi_j(t) = t^j_1 \cdots t^j_n$, $t = (t_1, \ldots, t_n) \in A \subseteq \mathbb{R}^n$, $j = (j_1, \ldots, j_n) \in \mathbb{N}^n$.

The cases $A = \mathbb{R}^n$ and, respectively, $A = \mathbb{R}_+^n$, $n \geq 1$ will be under attention, since they are the most important. The case $n = 1$ will follow as a consequence, the explicit form of nonnegative polynomials over $\mathbb{R}$ and, respectively, on $\mathbb{R}_+$ being well known (see [1]). The classical real moment problem can be formulated as follows: find necessary and sufficient conditions on a sequence $(y_j)_{j \in \mathbb{N}^n}$ of real numbers, for the existence of a positive linear functional $T \in L_+(E, \mathbb{R})$, such that

$$T(\varphi_j) = y_j, j \in \mathbb{N}^n. \quad (1)$$

The numbers $y_j$, $j \in \mathbb{N}^n$ are called the moments with respect to the solution $T$. Here $E$ is a Banach function space containing both polynomials as well as continuous compactly supported real-valued functions on $A$. In particular, it results that $T$ can be represented by a positive regular Borel measure on $A$. In case of a Markov moment problem, one requires also an upper constraint on $T$ such as

$$T \leq P \text{ on } E, \quad (2)$$

where $P$ is a continuous convex functional on $E$. Alternately, a condition of the following type could be imposed

$$T_1(x) \leq T(x) \leq T_2(x), x \in E_+ \quad (3)$$
where $T_1, T_2$ are two given continuous linear functionals on $E$. Continuity of $P$, $T_1, T_2$ lead to continuity of the solution $T$ of the moment interpolation problem (1) satisfying (2) (respectively, (3)) and, in addition, controls the norm of the solution $T$. In the sequel, we restrict ourselves to the case when $E = L^1_\mu(A)$, $\mu$ being a positive regular Borel moment determinate measure on $A$. Consider the Markov moment problem of characterizing existence (and eventually uniqueness) of a linear form $T : L^1_\mu(A) \to \mathbb{R}$ which satisfies (3), with $T_1 = 0$ and $T_2$ being a given (positive) continuous linear form on $L^1_\mu(A)$. The first step is to define the unique linear form $T_0$ on the subspace $\mathcal{P}$ of polynomials such that (1) is verified

$$T_0 : \mathcal{P} \to \mathbb{R}, \quad T_0 \left( \sum_{j \in J_0} \alpha_j \varphi_j \right) = \sum_{j \in J_0} \alpha_j y_j$$

where $J_0 \subset \mathbb{N}^n$ is an arbitrary finite subset and the coefficients $\alpha_j$, $j \in J_0$ are arbitrary real numbers. Extending $T_0$ to a linear functional $T$ on $L^1_\mu(A)$ such that

$$0 \leq T(\varphi) \leq T_2(\varphi), \quad \forall \varphi \in \left( L^1_\mu(A) \right)_+$$

is described in Sections 2 and 3 below. The continuity of $T$ and density of $\mathcal{P}$ in $L^1_\mu(A)$ lead to the uniqueness of the solution $T$. This method works only for moment determinate measures $\mu$. Recall that a measure $\mu$ is called moment determinate ($M$-determinate) if it is uniquely determinate by its moments $m_j = m_j(\mu) = \int_A t^j d\mu, \ j \in \mathbb{N}^n$.

The first aim of this review paper is to characterize the existence (and uniqueness) of the solution $T$ for the Markov moment problem ((1) and (4)), in terms of quadratic forms. This aim is partially achieved in Section 3. Secondly, positivity of a bounded linear operator is completely characterized only by means of quadratic forms. This goal is completely attained. The interested reader can find more information on the moment problem in the monographs [1–4]. Basic results in measure theory, Banach lattices, order complete Banach lattices, related examples and inequalities, and new aspects of the Hahn–Banach theorem can be found in [5–9]. This paper is directly related to the references [4,10–16] and indirectly linked with the works [5–9,17–38]. The interested reader can find connections of the moment problem with other fields of analysis (other than polynomial approximation), such as operator theory, fixed point theory, optimization, and inverse problems. At the end of the Introduction, it is worth noticing that all our results are valid not only for real valued linear (respectively convex continuous) functionals, but also for operators having as codomain an order complete Banach lattice $F$. The order completeness assumption allows applying the Hahn–Banach result stated in Section 2 (Theorem 1 below). Other recent results on the Hahn–Banach theorem, sandwich theorem and/or their applications have been published in [39–42].

The rest of the paper is organized as follows. Section 2 reviews the methods used along this work, specifying some of the corresponding references and recalling a well-known extension result for linear positive operators, which holds preserving linearity and positivity. In Section 3, the main results specified in the Abstract are stated and partially proved. Section 4 concludes the paper.

2. Materials and Methods

The basic methods applied along this work are:

1. Applying the next result, Theorem 1 stated below, sometimes called Lemma of the majorizing subspace (see [3–5,11–16,21,22,24] for the proof or/and related applications), accompanied by polynomial approximation, to prove the existence of a positive solution $T$. Let $E_1$ be an ordered
vector spaces for which the positive cone $E_{1,+}$ is generating ($E_1 = E_{1,+} - E_{1,+}$). Recall that in such an ordered vector space $E_1$, a vector subspace $S$ is called a majorizing subspace if

for any $x \in E_1$, there exists $s \in S$ such that $x \leq s$.

**Theorem 1.** Let $E_1$ be an ordered vector space whose positive cone is generating, $S \subset E_1$ a majorizing vector subspace, $F$ an order complete vector space, $T_0 : S \to F$ a positive linear operator. Then $T_0$ admits a linear positive extension $T : E_1 \to F$.

Using other variants of the Hahn–Banach theorem (separation theorem). For more general Hahn–Banach type theorems see [17–20].

Characterizing the existence of the solution $T$ in terms of its moments $y_j$, $j \in \mathbb{N}^n$.

(2) Measure theory detailed results discussed in [7].

(3) Polynomial approximation on unbounded subsets, (see [4,10–16]) recalled and applied in Section 3. Characterizing the existence of the solution $T$ in terms of its moments $y_j$, $j \in \mathbb{N}^n$ and quadratic forms. Uniqueness of the solution follows too. Applying the notion of a moment-determinate measure. Establishing determinacy or indeterminacy of a measure requires special criterions (see [3,29,30]).

(4) Evaluating the norm of the solution $T$ in terms of the norm of the given continuous linear functional (or operator) $T_2$, under conditions (4). This goal is achieved in theorems of Section 3 as well.

3. Results

3.1. Solving Markov Moment Problem Over Unbounded Subsets via Polynomial Approximation

Polynomial approximation recalled below allow proving the existence as well as the uniqueness of the solution of some classical moment problems on unbounded subsets.

**Lemma 1.** Let $\psi : [0, \infty) \to \mathbb{R}_+$ be a continuous function, such that $\lim_{t \to \infty} \psi(t) \in \mathbb{R}_+$ exists. Then there is a decreasing sequence $(h_1)_l$ in the linear hull of the functions

$$\varphi_l(t) = \exp(-kt), \ k \in \mathbb{N}, \ t \in [0, \infty),$$

such that $h_1(t) > \psi(t)$, $t \geq 0$, $l \in \mathbb{N}$, $\lim h_1 = \psi$ uniformly on $[0, \infty)$. There exists a sequence of polynomial functions $(\bar{p}_l)_{l \in \mathbb{N}}$, $\bar{p}_l \geq h_1 > \psi$, $\lim \bar{p}_l = \psi$, uniformly on compact subsets of $[0, \infty)$.

**Lemma 2.** Let $\nu$ be an $M$-determinate positive regular measure on $[0, \infty)$, with finite moments of all natural orders. If $\psi, (\bar{p}_l)_l$ are as in Lemma 1, then there exists a subsequence $(\bar{p}_{l_n})_{n}$ such that $\bar{p}_{l_n} \to \psi$ in $L^1_+(0, \infty))$ and uniformly on compact subsets. In particular, it follows that the positive cone $\mathcal{P}_+$ of nonnegative polynomials is dense in the positive cone $(L^1_+(0, \infty))_+$ of $L^1_+(0, \infty))$.

**Lemma 3.** Let $A \subset \mathbb{R}^n$ be an unbounded closed subset, and $\nu$ an $M$-determinate positive regular Borel measure on $A$, with finite moments of all natural orders. Then for any $x \in C_0(A)$, $x(t) \geq 0$, $\forall t \in A$, there exists a sequence $(p_m)_m$, $p_m \in \mathcal{P}_+$, $p_m \geq x$, $p_m \to x$ in $L^1_+(A)$. In particular, we have

$$\lim \int_A p_m(t) d\nu = \int_A x(t) d\nu,$$

$\mathcal{P}_+$ is dense in $(L^1_+(A))_+$, and $\mathcal{P}$ is dense in $L^1_+(A)$. (Here $C_0(A)$ is the vector space of all continuous compactly supported real valued functions defined on $A$).
Proof. Let consider the sublattice \( X \subset L_1^+(A) \) of all function \( \psi \) such that \( |\psi| \) is dominated by some polynomial \( p \) on \( A \). To prove the assertions of the statement, it is sufficient to show that for any \( x \in (C_0(A))_+ \), we have

\[
Q_1(x) = \inf \left\{ \int_A p(t)dv, \ p \geq x, \ p \in \mathcal{P} \right\} = \int_A x(t)dv.
\]

Obviously, one has

\[
Q_1(x) \geq \int_A x(t)dv. \tag{5}
\]

To prove the converse, we define the linear form

\[
T_0 : X_0 = \mathcal{P} \oplus Sp[x] \to \mathbb{R}, \ T_0(p + ax) = \int_A p(t)dv + aQ_1(x), \ p \in \mathcal{P}, \ a \in \mathbb{R}.
\]

Next, we show that \( T_0 \) is positive on \( X_0 \). In fact, for \( a < 0 \), one has (from the definition of \( Q_1 \), which is a sublinear functional on \( X \))

\[
p + ax \geq 0 \Rightarrow \ p \geq -ax \Rightarrow (-a)Q_1(x) = Q_1(-ax) \leq \int_A p(t)dv \Rightarrow T_0(p + ax) \geq 0.
\]

If \( a \geq 0 \), we infer that

\[
0 = Q_1(0) = Q_1(ax + (-ax)) \leq aQ_1(x) + Q_1(-ax)
\]

\[
\Rightarrow \int_A p(t)dv \geq Q_1(-ax) \geq -aQ_1(x) \Rightarrow T_0(p + ax) \geq 0.
\]

Whence, in both possible cases, we have \( x_0 \in (X_0)_+ \Rightarrow T_0(x_0) \geq 0 \). Since \( X_0 \) contains the space of polynomials functions, which is a majorizing subspace of \( X \), according to Theorem 1, there exists a linear positive extension \( T : X \to \mathbb{R} \) of \( T_0 \), which is continuous on \( C_0(A) \), with respect to the sup-norm. Therefore, \( T \) has a representation by means of a positive Borel regular measure \( \mu \) on \( A \), such that

\[
T(x) = \int_A x(t)d\mu, \ x \in C_0(A).
\]

Let \( p \in \mathcal{P}_+ \) be a nonnegative polynomial function. There is a nondecreasing sequence \((x_m)_m\) of continuous nonnegative function with compact support, such that \( x_m \uparrow p \), pointwise on \( A \). Positivity of \( T \) and Lebesgue dominated convergence theorem for \( \mu \) yield

\[
\int_A pdv = T(p) \geq \sup_m T(x_m) = \sup_m \int_A x_m(t)d\mu = \int_A pd\mu, \ p \in \mathcal{P}_+.
\]

Thanks to Haviland theorem (see [21]), there exists a positive Borel regular measure \( \lambda \) on \( A \), such that

\[
\lambda(p) = \nu(p) - \mu(p) \leftrightarrow \nu(p) = \lambda(p) + \mu(p), \ p \in \mathcal{P}
\]

Since \( \nu \) is assumed to be \( M \)-determinate, it follows that

\[
\nu(B) = \mu(B) + \lambda(B),
\]

for any Borel subset \( B \) of \( A \). From this last assertion, approximating each \( x \in \left(L_1^+(A)\right)_+ \) by a nondecreasing sequence of nonnegative simple functions, and also using the Lebesgue convergence theorem, one obtains firstly for positive functions, then for arbitrary \( \nu \)-integrable functions \( x \):

\[
\int_A xd\nu = \int_A xd\mu + \int_A xd\lambda, \ x \in L_1^+(A).
\]
In particular, we must have
\[ \int_A xdv \geq T(x) = T_0(x) = Q_1(x), \quad x \in (C_0(A))_+. \] (6)

Now (5) and (6) conclude the proof. □

Using the Bernstein polynomial approximation theorem in several variables and Lemma 3 for \( n = 1 \), one can prove the following result (see [13,15]).

**Lemma 4.** Let \( \nu = \nu_1 \times \ldots \times \nu_n \) be a product of \( n \) \( M \)-determinate positive regular Borel measures on \( \mathbb{R}_+ = [0, \infty) \), with finite moments of all natural orders. Then we can approximate any nonnegative continuous compactly supported function in \( X = L^1_+(\mathbb{R}^n_+) \) by means of sums of tensor products \( p_1 \otimes \ldots \otimes p_n, p_j \) positive polynomial on the real nonnegative semiaxis, in variable
\[ t_j \in [0, \infty), \quad j = 1, \ldots, n, \quad \text{where} \quad (p_1 \otimes \ldots \otimes p_n)(t_1, \ldots, t_n) = p_1(t_1) \ldots p_n(t_n). \]

Notice that a similar result holds for products of \( M \)-determinate positive regular measures on \( \mathbb{R} \), with finite moments of all natural orders.

The following statement holds for any closed unbounded subset \( A \subset \mathbb{R}^n \), hence does not depend on the form of positive polynomials on \( A \). As usual we denote by
\[ \varphi_j(t) = t_{j_1}^{l_{j_1}} \ldots t_{j_n}^{l_{j_n}}, \quad j = (j_1, \ldots, j_n) \in \mathbb{N}^n, \quad t = (t_1, \ldots, t_n) \in A. \]

**Theorem 2.** Let \( A \) be a closed unbounded subset of \( \mathbb{R}^n \), \( Y \) an order complete Banach lattice, \( (y_j)_{j \in \mathbb{N}_n} \) a given sequence in \( Y, \nu \) a positive regular \( M \)-determinate Borel measure on \( A \), with finite moments of all orders. Let \( T_2 \in B(L^1_+(A), Y) \) be a linear positive bounded operator from \( L^1_+(A) \) to \( Y \). The following statements are equivalent
\begin{itemize}
  \item[(a)] there exists a unique linear operator \( \tilde{T} \in B \left( L^1_+(A), Y \right) \) such that \( \tilde{T}(\varphi_j) = y_j, \ j \in \mathbb{N}_n, \tilde{T} \) is between \( 0 \) and \( T_2 \) on the positive cone of \( L^1_+(A) \), and \( \|\tilde{T}\| \leq \|T_2\| \);
  \item[(b)] for any finite subset \( J_0 \subset \mathbb{N}_n \), and any \( \{a_j\}_{j \in J_0} \subset \mathbb{R} \), we have
\[ \sum_{j \in J_0} a_j \varphi_j \geq 0 \text{ on } A \Rightarrow 0 \leq \sum_{j \in J_0} a_j y_j \leq \sum_{j \in J_0} a_j T_2(\varphi_j). \]
\end{itemize}

**Proof.** Observe that the assertion (b) says that
\[ 0 \leq T_0(p) \leq T_2(p), \quad p \in \mathcal{P}_+, \] (7)
where \( T_0 : \mathcal{P} \to Y \) is the unique linear operator which verifies the interpolation conditions (1). Thus (a) \( \Rightarrow \) (b) is obvious. To prove the converse, consider the vector subspace \( E_1 \subset L^1_+(A) \) of all functions \( \varphi \in L^1_+(A) \) verifying
\[ |\varphi(t)| \leq p(t), \quad \forall t \in A \]
for some polynomial \( p \). Clearly, \( E_1 \) contains the subspace of polynomials as well as the subspace of continuous compactly supported real valued functions. On the other hand, the subspace of polynomials is a majorizing subspace in \( E_1 \) and according to the first inequality (7), \( T_0 \) in positive as a linear operator on \( \mathcal{P} \). Application of Theorem 1 yields the existence of a positive linear extension \( T : E_1 \to Y \) of
Let $x$ be a nonnegative continuous compactly supported function on $A$ and $(p_m)_{m}$ a sequence of polynomials with the properties specified in Lemma 3. According to the second inequality (7), we have

$$T(p_m) = T_0(p_m) \leq T_2(p_m) \text{ for all } m \in \mathbb{N}.$$  

Our next goal is to prove that

$$T(x) \leq T_2(x) \tag{8}$$

Assuming the contrary, we should have $T_2(x) - T(x) \notin Y_+$. Since $Y_+$ is closed, a Hahn–Banach separation theorem leads to the existence of a positive linear form $y^*$ in the dual $Y^*$ of $Y$, verifying

$$y^*(T_2(x) - T(x)) < 0. \tag{9}$$

The positive linear form $y^* \circ T$ has a representing positive regular Borel measure $\mu$, which for Fatou lemma can be applied; we infer that

$$y^*(T(x)) \leq \liminf_m y^*(T(p_m)) \leq \liminf_m y^*(T_2(p_m)) = y^*(T_2 \liminf_m) = y^*(T_2(x)). \tag{10}$$

Relations (9) and (10) lead to

$$y^*(T_2(x)) < y^*(T(x)) \leq y^*(T_2(x)),$$

which imply the contradiction $y^*(T_2(x)) < y^*(T_2(x))$. Hence the assumption $T_2(x) - T(x) \notin Y_+$ was false so that we must have $T_2(x) - T(x) \in Y_+$, i.e., (8) is proved. Now let $\varphi \in C_0(A)$ be arbitrary. According to the preceding considerations, we obtain

$$|T(\varphi)| = |T(\varphi^+) - T(\varphi^-)| \leq T(\varphi^+) + T(\varphi^-) \leq T_2(\varphi^+) + T_2(\varphi^-) = T_2(\varphi^)|. \tag{11}$$

Since the norm on $Y$ is solid ($|y_1| \leq |y_2| \Rightarrow |y_1| \leq ||y_2||$), we infer that

$$||T(\varphi)|| \leq ||T_2(\varphi)|| \leq ||T_2|| ||\varphi||_1 = ||T_2|| ||\varphi||_1, \forall \varphi \in C_0(A). \tag{12}$$

Using the fact that $C_0(A)$ is dense in $L^1(A)$ (see [7]), the last evaluation leads to the existence of a linear extension $\tilde{T} : L^1(A) \rightarrow Y$ of $T$, such that

$$||\tilde{T}(\varphi)|| \leq ||T_2|| ||\varphi||_1, \quad ||\varphi||_1 = \int_A |\varphi(t)| dt, \quad \varphi \in L^1(A). \tag{13}$$

It results $||\tilde{T}|| \leq ||T_2||$ and the positivity of $\tilde{T}$ is a consequence of the positivity of $T$, via continuity of the extension $\tilde{T}$ and the density of $(C_0(A))_+$ in $(L^1(A))_+$. We also notice that

$$\tilde{T}(\varphi_j) = T_0(\varphi_j) = y_j, \quad j \in \mathbb{N}^n \tag{14}$$

This concludes the proof. \(\square\)

We go on by recalling a result on the form of non-negative polynomials in a strip [23], which leads to a simple solution for the related Markov moment problem.

**Theorem 3.** Suppose that $p(t_1, t_2) \in \mathbb{R}[t_1, t_2]$ is non-negative on the strip $A = [0, 1] \times \mathbb{R}$. Then $p(t_1, t_2)$ is expressible as

$$p(t_1, t_2) = \sigma(t_1, t_2) + \tau(t_1, t_2)t_1(1 - t_1).$$
Let $A = [0, 1] \times \mathbb{R}$, $\nu$ a positive $M$-determinate regular Borel measure on $A$, with finite moments of all orders, $X = L^1(A), \varphi_j(t_1, t_2) = t_1^{j_1}t_2^{j_2}$, $j = (j_1, j_2) \in \mathbb{N}^2$. Let $Y$ be on order complete Banach lattice, $(y_j)_{j \in \mathbb{N}^2}$ a sequence of given elements in $Y$.

**Theorem 4.** Let $F_2 \in B_+(X, Y)$ be a linear bounded positive operator from $X$ to $Y$. The following statements are equivalent

(a) there exists a unique bounded linear operator $F : X \rightarrow Y$, such that $F(\varphi_j) = y_j$, $\forall j \in \mathbb{N}^2$, $F$ is between zero and $F_2$ on the positive cone of $X$, $\|F\| \leq \|F_2\|$

(b) for any finite subset $J_0 \subset \mathbb{N}^2$, and any $\{\lambda_{j}; j \in J_0\} \subset \mathbb{R}$, we have

\[
0 \leq \sum_{i,j \in J_0} \lambda_i \varphi_j \leq \sum_{i,j \in J_0} \lambda_i F_2(\varphi_{i+j})
\]

\[
0 \leq \sum_{i,j \in J_0} \lambda_i \varphi_j \leq \sum_{i,j \in J_0} \lambda_i \varphi_j(\varphi_{i+j+1, i_2+j_2} - \varphi_{i+j, i_2+j_2})
\]

The proof follows from Theorem 3 and Theorem 2.

**Theorem 5.** Let $X$ be as in Lemma 4, $(y_j)_{j \in \mathbb{N}^a}$ a sequence in $Y$, where $Y$ is an order complete Banach lattice, $F_2 \in B_+(X, Y)$. The following statements are equivalent

(a) there exists a unique (bounded) linear operator $F \in B(X, Y)$ such that, $F(\varphi_j) = y_j$, $j \in \mathbb{N}^a$, $F$ is between zero and $F_2$ on the positive cone of $X$, $\|F\| \leq \|F_2\|$

(b) for any finite subset $J_0 \subset \mathbb{N}^a$ and any $\{\lambda_{j}; j \in J_0\} \subset \mathbb{R}$, we have

\[
\sum_{j \in J_0} \lambda_j \varphi_j(t) \geq 0 \forall t \in \mathbb{R}^n \Rightarrow \sum_{j \in J_0} \lambda_j y_j \in Y^+; \text{ for any finite subsets } J_k \subset \mathbb{N}, k = 1, \ldots, n,
\]

and any $\{\lambda_{j}; j \in J_k\} \subset \mathbb{R}, k = 1, \ldots, n$, the following relations hold

\[
\sum_{i_1, i_2 \in J_1} \left\{ \ldots \left( \sum_{i_1, i_2 \in J_1} \lambda_1 \varphi_{i_1, i_2} \right) \ldots \right\} \leq \sum_{i_1, i_2 \in J_1} \left( \ldots \left( \sum_{i_1, i_2 \in J_1} \lambda_1 \varphi_{i_1, i_2} \right) \ldots \right)
\]

Let $s = v_1 \times \ldots \times v_n$ be a product of $n$ $M$-determinate positive regular Borel on $\mathbb{R}$, with finite moments of all natural orders. Let

\[
\varphi_j(t) = t_1^{j_1} \ldots t_n^{j_n}, \ j = (j_1, \ldots, j_n) \in \mathbb{N}^n, t = (t_1, \ldots, t_n) \in \mathbb{R}^n
\]

Obviously, a statement similar to that of Lemma 4 holds true when we replace $\mathbb{R}^n$ by $\mathbb{R}^n$. In the latter case, the polynomials $p_j$, $j = 1, \ldots, n$ are nonnegative on the whole real axis, so that they are sums of squares. Applying such an approximation result and Theorem 1, one obtains the following theorem.

**Theorem 6.** Let $s$ be as above, $X = L^1(|\mathbb{R}|), X$ an order complete Banach lattice, and $(y_j)_{j \in \mathbb{N}^a}$ a multi-indexed sequence in $Y$. Let $F_2 : X \rightarrow Y$ be a positive linear bounded operator. The following statements are equivalent

(a) there exists a unique bounded linear operator $F : X \rightarrow Y$, such that $F(\varphi_j) = y_j$, $\forall j \in \mathbb{N}^n$, $F$ is between zero and $F_2$ on the positive cone of $X$, $\|F\| \leq \|F_2\|$;
(b) for any finite subset \( J_0 \subset N^n \), and any \( \{ \lambda_j; j \in J_0 \} \subset R \), we have
\[
\sum_{j \in J_0} \lambda_j \phi_j(t) \geq 0 \quad \forall t \in R^n \Rightarrow \sum_{j \in J_0} \lambda_j y_j \in Y_+,
\]
for any finite subsets \( J_k \subset N, k = 1, \ldots, n \), and any \( \{ \lambda_j; j \in J_k \} \subset R, k = 1, \ldots, n \), the following relations hold
\[
\sum_{i_1, j_1 \in J_k} \left( \sum_{i_0, j_0 \in J_k} \lambda_{i_1} \lambda_{j_1} \cdots \lambda_{i_0} \lambda_{j_0} y_{i_0+1j_0+1} \right) \leq \sum_{i_1, j_1 \in J_k} \left( \sum_{i_0, j_0 \in J_k} \lambda_{i_1} \lambda_{j_1} \cdots \lambda_{i_0} \lambda_{j_0} F_2(\varphi_{i_0+1j_0+1}) \right) \]
In what follows we solve an operator valued one dimensional classical Markov moment problem.

Let \( H \) be an arbitrary complex or real Hilbert space and \( \mathcal{A} \) the real order vector space of all self-adjoint operators acting on \( H \). The positive cone of \( \mathcal{A} \) consists in all operators \( U \in \mathcal{A} \), having the property: \( \langle Uh, h \rangle \geq 0 \) \( \forall h \in H \). Let \( A \in \mathcal{A} \). Define \( Y = Y(A) \) by
\[
Y_1 = \{ V \in \mathcal{A}; VA = AV \}, \quad Y = Y(A) = \{ U \in Y_1; UV = VU, \forall V \in Y_1 \}. \quad (11)
\]
As is well-known, according to [5], \( Y = Y(A) \) is an order complete Banach lattice. Let \( X = C_\mathcal{R}(\sigma(A)) \), where \( \sigma(A) \subset [0, \infty) \) is the spectrum of the fixed positive self-adjoint operator \( A \) acting on a complex (or real) Hilbert space \( H \). Consider the space \( Y(A) \) defined by (11). The following statement holds, with similar proof to that of the above result Theorem 5, thanks to the form of non-negative polynomials on \([0, \infty)\) (see [1]).

**Proposition 1.** Let \( Y \) be defined by (11), \( \{ U_n \}_{n \geq 0} \) be a sequence of operators in \( Y \). The following statements are equivalent

(a) there exists a unique linear bounded operator \( T : X \to Y \) such that the moment interpolation conditions \( T(q_n) = U_n, n \in N \) are verified and \( 0 \leq T(\psi) \leq \psi(A), \forall \psi \in X_+, ||T|| \leq 1 \);

(b) for any finite subset \( J_0 \subset N \) and any \( \{ \lambda_j; j \in J_0 \} \subset R \), the following implication holds true
\[
\sum_{j \in J_0} \lambda_j t^j \geq 0, \quad \forall t \in \sigma(A) \Rightarrow 0 \leq \sum_{j \in J_0} \lambda_j U_j \leq \sum_{j \in J_0} \lambda_j A^j;
\]

(c) for any finite subset \( J_0 \subset N \) and any \( \{ \lambda_j; j \in J_0 \} \subset R \), the following relations hold
\[
0 \leq \sum_{i,j \in J_0} \lambda_i \lambda_j U_{i+j+k} \leq \sum_{i,j \in J_0} \lambda_i \lambda_j A^{i+j+k}, \quad k \in \{0, 1\}.
\]

The proof of Proposition 1 is somehow similar to that of Theorem 2. However, in the former case uniform convergence of (nonnegative polynomials on \([0, \infty)\)) on any compact subset ensured by Lemma 1 (or Lemma 2) is applied, while in the latter case polynomial approximation in \( L^1 \) norm, by nonnegative polynomials over the closed subset under attention is sufficient. When applying Lemma 1, the involved compact subset of \([0, \infty)\) is the spectrum \( \sigma(A) \).

Denote
\[
S_1^+(X) = \{ T \in \mathcal{B}_+(X); T(\overline{B}_{1,X}) \subseteq \overline{B}_{1,X} \},
\]
where \( X = \mathbb{L}^1_\nu(S), \) (\( S \) is a closed unbounded subset of \( \mathbb{R}^n \), \( \nu \) being \( M \)-determinate) and \( \mathbb{B}_{1,X} \) is the closed unit ball in \( X \), while \( \mathbb{B}_+(X) \) is the positive cone of the space \( \mathbb{B}(X) \) of all bounded linear operators from \( X \) to itself. Let \( V : \mathcal{P} \to X \) be a linear operator.

**Corollary 1.** The following statements are equivalent

(a) \( V \) has a positive linear extension \( \widetilde{V} \in S_1^+(X); \)
(b) there exists \( T \in S_1^+(X) \) such that

\[
0 \leq V(p) \leq T(p), \quad \forall p \in \mathcal{P}.
\]

**Proof.** Let \( Y = X = \mathbb{L}^1_\nu(S) \). Then \( Y \) is an order complete Banach lattice. To prove (b) \( \Rightarrow \) (a), one applies the corresponding implication from Theorem 2. Observe also that

\[ ||\widetilde{V}|| \leq 1 \text{ if and only if } \widetilde{V}(\mathbb{B}_{1,X}) \subseteq \mathbb{B}_{1,X}. \]

The converse implication is obvious. This concludes the proof. \( \square \)

Our next goal is to give some characterizations in terms of quadratic forms (when this fact is allowed by the form of positive polynomials by means of sums of squares).

**Corollary 2.** Let \( X = \mathbb{L}^1_\nu(R^n) \), where \( \nu \) is a positive regular Borel \( M \)-determinate measure on \( R \) (with finite moments of all orders), \( x_j(t) = t^j, t \in R, j \in N. \) Let \( V : \mathcal{P} \to X \) be a linear operator. The following statements are equivalent

(a) \( V \) has a linear positive extension \( \widetilde{V} \in S_1^+(X); \)
(b) there exists \( T \in S_1^+(X) \) such that for any finite subset \( \{\lambda_j\}_{j \in J_0} \subseteq R, \) the following relations hold

\[
0 \leq \sum_{i,j \in J_0} \lambda_i \lambda_j V(x_{i+j}) \leq \sum_{i,j \in J_0} \lambda_i \lambda_j T(x_{i+j}).
\] (12)

---

3.2. Characterizing Positivity of Some Bounded Linear Operators

Let \( \nu = \nu_1 \times \ldots \times \nu_n \) be a product of \( n \) \( M \)-determinate positive regular Borel on \( R \), with finite moments of all natural orders. Let

\[ \varphi_j(t) = t_1^{j_1} \ldots t_n^{j_n}, \quad j = (j_1, \ldots, j_n) \in N^n, \quad t = (t_1, \ldots, t_n) \in R^n. \]

According to a similar statement to that of Lemma 4 stated above, each nonnegative continuous compactly supported function on \( R^n \) can be approximated by sums of polynomials of the form

\[ p_1 \otimes \ldots \otimes p_n, \]

where \( p_k \) is a nonnegative polynomial of variable \( t_k \), over the entire real axis, \( k = 1, \ldots, n. \) The next result is somehow converse to those of Section 3.1: now we assume that a continuous linear operator \( T : X = \mathbb{L}^1_\nu(R^n) \to Y \) is given, where \( Y \) is an arbitrary Banach space, endowed with a linear order relation that makes the positive cone \( Y_+ \) to be closed (in particular, \( Y \) can be an ordered Banach space). Then we characterize the positivity of \( T \) in terms of quadratic forms only. The Hahn–Banach theorem plays no role here; only polynomial approximation is applied.

**Theorem 7.** Let \( X, Y \) be as above and \( T \) is a bounded linear operator from \( X \) to \( Y \). The following statements are equivalent

---
(a) \( T \) is nonnegative on the positive cone of \( X \).

(b) For any finite subsets \( J_k \subset \mathbb{N}, k = 1, \ldots, n \) and any \( \{\lambda_{i_k}^{j_k}\}_{i_k \in J_k} \subset \mathbb{R}, k = 1, \ldots, n, \) the following relation holds

\[
0 \leq \sum_{i_1,j_1 \in J_1} \cdots \left( \sum_{i_n,j_n \in J_n} \lambda_{i_1}^{j_1} \cdots \lambda_{i_n}^{j_n} T(\varphi_{i_1+j_1}^{j_1} \cdots \varphi_{i_n+j_n}^{j_n}) \right) \cdots.
\]

**Proof.** Notice that (b) says that \( T \) is positive on the convex cone generated by special positive polynomials

\[ p_1 \otimes \cdots \otimes p_n, \]

each factor of any term in the sum being nonnegative on the whole real axis. Consequently, (a)\( \Rightarrow \) (b) is obvious. In order to prove the converse, observe that any nonnegative element of \( X \) can be approximated by nonnegative continuous compactly supported functions. Such functions can be approximated by sums of tensor products of positive polynomials in each separate variable, the latter being sums of squares. The conclusion is that any nonnegative function from \( X \) can be approximated in \( X = L^1_{\nu}(\mathbb{R}^n) \) by sums of tensor products of squares of polynomials in each separate variable. However, on such special polynomials, \( T \) admits nonnegative values, according to the condition (b). Now the desired conclusion is a consequence of the continuity of \( T \), also using the fact that the positive cone of \( Y \) is closed. This concludes the proof. \( \square \)

4. Discussion

The first aim was characterizing the existence and uniqueness of the solution for a class of Markov moment problem in terms of quadratic forms (see Section 3.1). This is only partially achieved (only one of the two inequalities appearing at point (b) referring to such characterizations involves signatures of quadratic forms). However, the aim of Section 3.2 (namely characterizing positivity of some bounded linear operators) is completely achieved by means of quadratic forms. Both subsections are based on polynomial approximation on special closed unbounded subsets. In Section 3.1, Hahn–Banach type results are applied as well. On the other hand, the proof of the polynomial approximation result of Lemma 3 is essentially using Theorem 1, which is a Hahn–Banach type result.
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