Deep Learning Based Wildfire Event Object Detection from 4K Aerial Images Acquired by UAS
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Abstract: Unmanned Aerial Systems, hereafter referred to as UAS, are of great use in hazard events such as wildfire due to their ability to provide high-resolution video imagery over areas deemed too dangerous for manned aircraft and ground crews. This aerial perspective allows for identification of ground-based hazards such as spot fires and fire lines, and to communicate this information with fire fighting crews. Current technology relies on visual interpretation of UAS imagery, with little to no computer-assisted automatic detection. With the help of big labeled data and the significant increase of computing power, deep learning has seen great successes on object detection with fixed patterns, such as people and vehicles. However, little has been done for objects, such as spot fires, with amorphous and irregular shapes. Additional challenges arise when data are collected via UAS as high-resolution aerial images or videos; an ample solution must provide reasonable accuracy with low delays. In this paper, we examined 4K (3840 × 2160) videos collected by UAS from a controlled burn and created a set of labeled video sets to be shared for public use. We introduce a coarse-to-fine framework to auto-detect wildfires that are sparse, small, and irregularly-shaped. The coarse detector adaptively selects the sub-regions that are likely to contain the objects of interest while the fine detector passes only the details of the sub-regions, rather than the entire 4K region, for further scrutiny. The proposed two-phase learning therefore greatly reduced time overhead and is capable of maintaining high accuracy. Compared against the real-time one-stage object backbone of YoloV3, the proposed methods improved the mean average precision (mAP) from 0.29 to 0.67, with an average inference speed of 7.44 frames per second. Limitations and future work are discussed with regard to the design and the experiment results.
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1. Introduction

Wildfire is one of the most common hazardous threats to human society. According to the 2017 report from National Fire Protection Association [1], 3400 people died in United States wildfires with associated property damage estimated at around 23 billion USD. To face the growing threat of wildfire, fire fighting crews and first-responders rely on different ways to combat, control, and eliminate the threat of wildfire. Among the methods and tools available, Unmanned Aerial Systems (UAS), commonly referred to as drones, are seeing increasing use in supporting ground crews in fire events [2,3]. UAS are a powerful tool in wildfire because of their ability to deploy rapidly and into areas where manned aircraft cannot.
Despite the utility of UAS in hazard events such as wildfire, the technology still requires an individual on the ground to interpret the images and remain vigilant using the human eye alone to identify fires and other associated hazards. However, in an actual wildfire event, there is a distinct level of organized chaos where the operator of a UAS platform is often monitoring hundreds of spot fires and having to track multiple fire crews and related equipment on the ground, often over extend periods as long as 10 h. Since humans are fallible and suffer from fatigue and shortened attention spans, some objects can be overlooked. In comparison, the machines can stand by for 24/7 and assist fire fighters in wildfire detection based upon imagery gathered via UAS. In this paper, we aim at filling this gap and introduce an algorithm that will assist ground-based crews with identification of fire and other ground-based objects related to a fire event.

In past few decades, algorithms using sensor and traditional hand-craft features like edge detection [4] have been applied in fire detection, but the sensor-based methods can only detect fire in the images, and cannot detect other related objects like firefighters and vehicles. Recently, object detection methods using deep neural networks that have witnessed great breakthroughs in detecting objects in images, e.g., YOLO, SSD [5,6]. However, no previous work has been done in wildfire detection using deep neural networks. To apply deep learning into wildfire detection, we have two main challenges:

(1) Aerial UAS imagery are usually acquired in high-resolution. However, the promising results from CNN-based object detectors are from low-resolution images (600 px × 400 px). The results from high-resolution aerial images are far from satisfactory because of the small and sparse objects.

(2) CNN-based detectors heavily rely on well-annotated datasets. The fire can be amorphous and cannot be annotated with a single rectangle bounding box. Therefore, it is time-consuming to label the fire from high resolution images. To our best knowledge, there is no available public aerial fire dataset.

To address the aforementioned issues, we introduce a new wildfire dataset. To the best of our knowledge, this dataset is the first public 4K UAS fire dataset with annotations containing 1400 aerial images and 18,449 instances. Each instance represents an object such as fire, trucks, or people. Based on this dataset, we propose an Adaptive sub-Region Select Block (ARSB) to extract a rough area that contains the objects from high resolution images. After the extraction, we then zoom into these areas to detect the small objects, and fuse the final results back to original images. Further experiments show that the method can achieve a promising accuracy while keeping the processing speed.

The contributions of this work are as follows:

• We compiled a large-scale aerial dataset, heavily annotated for fire, persons, and vehicles. The dataset contains 1400 images from 4K videos taken with a ZenMuse XT2 sensor from Purdue Wildlife Area (West Lafayette, IN, USA) on a DJI M600 drone over a controlled burn covering approximately two hectares.

• We provide a fast and accurate coarse-to-fine pipeline to detect the small objects in 4K images. By a carefully designed CNN model, we can locate the center point of the objects and reduce the image size into low resolution with no loss of the objects.

• In this work, we applied the deep learning models in 4K aerial fire detection. In addition, compared to other fire detectors using special sensors, we can not only predict the fire with state-of-art accuracy, but also provide predictions for other objects such as persons or vehicles.

The remainder of the paper is structured as follows. In Section 2, relevant background is introduced. In Sections 3 and 4, the dataset and the methodology are presented, respectively. Experiments, analyses, ablation studies, and limitations are discussed in Section 5. The paper is concluded in Section 6.
2. Related Work

In this section, we summarize related object detection methods using deep learning methods, and review machine learning and deep learning methods used in wildfire detection.

2.1. Object Detection Using Deep Learning

In early research centered on object detection tasks, researchers use hand-crafted features like SIFT [7] and classifiers like DPM [8] to find the objects. In past decades, with the GPU support on the large parallel computation for deep convolution networks, the deep CNN-based detectors gradually outperformed traditional hand-crafted based detectors. We can roughly divide the deep CNN-based detectors into two categories, the two-stage approach for higher accuracy and one-stage approach for fast speed.

2.1.1. Two-Stage Object Detectors

The two-stage detectors first generate several candidate sets of Regions of Interest (ROI) areas and determine accurate regions based on the ROIs. In previous work, researchers implemented several optimizations for extracting ROIs, including Selective Search [9], Deep Mask [10], and RPN [11]. Similarly, numerous effective techniques have been proposed to improve detection in the second stage, from the perspective of network structures [12,13], optimizers [14], multiple features [15], and prior and contextual information [16].

2.1.2. One-Stage Object Detectors

Unlike two-stage detectors, one-stage object detectors mainly focus on processing speeds. Instead of predicting candidate sets of ROI first, the one-stage detectors predict the regions in a single forward manner. Two representative structures in one-stage detectors are YOLO [5] and SSD [6]. Based on these two backbone structures, further modifications are implemented to improve either the accuracy or speed of the one-stage detectors. Among these modifications, Yolov2 [17] provided a detector with higher mAP and faster detection speed by applying batch normalization and anchor mechanism. DSSD [18] introduced transform convolution networks for additional context. Other works also proposed different perspectives including using RNN [19], enlarging the reception field [20].

2.2. Detection of Small Objects in High-Resolution Aerial Images

Most popular methods dealing with high-resolution aerial image detection use the coarse-to-fine pipeline approach. The idea is to crop high-resolution images into smaller pieces, and feed these pieces into object detection frameworks like YOLO [5] or SSD [6]. However, in most cases, the targets in the images are sparse and non-uniform. Therefore, no existing function can easily crop the most relevant part. Since this work is focused on deep learning, we only review some relevant cropping methods in the area of deep learning. Sommer et al. [21] extended a two-stage object detection method and stated a coupled region-based CNN for aerial vehicle detection. Lu et al. [22] introduced an adaptive cropping method to locate the sub-region with these small targets. Alexe [23] proposed a context-driven region search method and Rzicka [24] created an attention pipeline to actively crop the sub-regions within small objects. Recently, Yang [25] extracted sub-regions with a cluster proposed sub-network and used an iterative cluster merging algorithm to merge the sub-regions.

Although previous works have explored several directions to use regional search algorithms effectively, most of the algorithms aimed at finding fixed shapes, such as vehicles. Otherwise, they only focus on detecting the fires [26]. On the contrary, in our research, we are detecting both wildfire and other related objects such as vehicles and persons. In our work, one significant challenge is amorphous behavior of fire: it can be a thin, long line, as well as taking shape as a polymorphous, polygonal fire. Therefore, the annotation of the fire is much more challenging than the objects with fixed shapes.
To our best knowledge, there is no existing well-annotated public aerial fire dataset and we provide a well-annotated fire dataset and applying the deep learning method in fire detection.

2.3. Fire Detection via Machine Learning and Deep Learning Methods

Fire detection is often achieved by analyzing imagery captured by satellites and aerial platforms equipped with multi-band sensors [27]. Researchers initially analyzed the data by detecting the spectral signature, or color property, of fire [28]. Çelik et al. [29] employed two different color spaces for fire detection. They used RGB color space for fire detection and YCbCr color space to improve the performance of the results from RGB color space analysis. They also applied fuzzy logic to discriminate fire from the other fire-like objects. These color based methods presented high false positives due to the presence of other fire-like objects. To overcome this issue, Qiu et al. [4] proposed an auto-adaptive edge detection method to detect fire, but the results were still unsatisfactory with regard to false positives and desired accuracies. Mueller et al. [30] proposed an optical flow based method to distinguish fire from the fire-like objects. Other previous research has leveraged data mining techniques [31] and image processing methods [32] to detect fire. Such an approach is limited in that it can only detect a rough region of the fire from special images captured by thermal or spectral sensors.

With the increasing popularity of deep learning, various deep learning methods are seeing use in fire detection. Zhang et al. [33] employed AlexNet [34] and fine-tuning technique to detect fire in wildfire events. Sharma et al. [35] proposed ResNet-based methods [13] for fire detection. The disadvantage of these methods is that the neural network models require high-configuration hardware and are unsuitable for embedded systems. SqueezeNet and MobileNetV2 were proposed to meet the constraints of embedded systems [36,37]. At the cost of lower accuracy, these lightweight neural network models are computationally efficient and can be deployed to platforms like Raspberry Pi. Both SqueezeNet and MobileNetV2 were not designed for fire detection. Firenet was proposed in 2019 Jadon et al. [38]. The “designed-from-scratch” lightweight neural network structure was carefully structured for fire detection. However, these methods can only detect fire. In reality, detecting persons, vehicles, and other object of interest are crucial in fire fighting strategies. In contrast, our proposed methods can detect not only fire, but also other objects like vehicles and persons.

3. Dataset Specification

3.1. Overview of the Dataset

The data gathered for this research were collected during a controlled burn activity. The controlled burn was conducted for wildlife management purposes, and provided an excellent opportunity to gather a sample dataset to work with. Although it is normally illegal to fly UAS in larger fire events where a temporary flight restriction (TFR) restricts all flights in the vicinity, one of the authors in this paper, is authorized to fly these fires through the U.S. Department of the Interior. Such larger fires are very complex, and it was determined that this research should first focus on a smaller, more contained, controlled burn to develop and validate the method. A DJI M600 equipped with a ZenMuse XT2 Eo/Thermal Sensor was used to gather the videos above burn activity. A total of eight videos were gathered with the resolution of 4K (3840 \times 2160). Among the videos, 1400 key frames are extracted and then divided into a training and validation set with the split rate of 80%/20%. In addition, 18,449 instances are annotated in the training set while 4093 instances in the validation set.

3.2. Category Selection and Annotation Methods

During a fire event, it is important to be able to easily recognize and identify key ground-based objects. Other than fire identification in the form of spot fires and fire lines, the most common objects are the vehicles and persons associated with combating the fire. Hence, we chose these three objects as the categories in our dataset. The vehicles and persons can be easily annotated using regular rectangle bounding boxes, but the shape of fire is irregular and we cannot label it with a single rectangular
bounding box. The fire takes shape along its leading edge as a line, or as smaller sporadically located spot fires. Applying a single and large bounding box on the fire line can cover a large area of the background and result in poor performance of distributing the fire in the background. Instead, we use a small bounding box to annotate fire in the images.

4. Methodology

As Figure 1 shows, we applied a coarse-to-fine strategy to detect the small objects in 4K resolution images. In the coarse stage, an adaptive sub-Region Select Block (ARSB) is applied to find rough areas in 4K resolution images. Then, we zoomed into these sub-regions from the original images, while maintaining the size of the area bounding box. In the fine stage, we applied state-of-art object detection backbones like YoloV3 [39] to detect the objects. Finally, we combined the bounding boxes in the sub-regions and zoom back out to the original images.

4.1. Adaptive Sub-Region Select Block (ARSB)

One challenging task in the field of object detection for high resolution images is to find small objects correctly. A straightforward method is to split the high resolution images evenly. However, this simple cropping method can be inefficient when the objects are sparse in the images. As Figure 2a shows, more than half of the evenly cropped image clips have no objects due to the sparseness. However, these additional image clips will increase the processing time dramatically. A characteristic of the objects in the images is that they are usually clustered in several sub-regions. In this case, we propose an adaptive sub-region select block (ARSB) to get the sub-regions. Our idea is inspired by region-based proposal networks (RPN) [11], which aims at the candidate proposals from the feature maps. Similarly, we develop a mechanism for the coarse detector to select a rough region containing objects. Because of the sparseness of the objects in aerial images, the number of the predicted sub-regions is fewer than the evenly cropped regions. Instead, it can adaptively select regions and feed the sub-regions clips to the next fine detector and predict precise bounding box positions. Although our idea is similar to RPN, the method is different because we are cropping the sub-regions from the original images, and then zooming into these cropped regions for fine detection. As Figure 2b illustrates, significantly fewer image clips are selected compared to the even cropping methods.

The process of extracting the sub-region can be considered as a supervised learning method. However, none of the current datasets will provide ground-truthed information for the rough sub-regions containing objects. In this work, we propose an algorithm called Iterative Bounding-Box Merge (IBBM) to merge the small objects as ground truths of the sub-regions. IBBM can also be applied to other public datasets to merge and generate large regions for coarse detection. The idea of IBBM comes from the algorithm of non-maximum suppression (NMS) [40]. NMS compares the predicted bounding boxes with the ground truth, keeping the bounding box with the largest confidence and suppressing the rest of the bounding boxes with IoU scores larger than the pre-defined threshold.

We modified this algorithm and used a pre-defined large bounding box, denoted as an anchor, to merge the ground truth that has IoU scores larger than the threshold $t_{IBBM}$. The pseudo-code of IBBM is shown in Algorithm 1, and the function RECENTER in the algorithm is applied to relocate the center of $B_i$ to ensure that the rescaled $B_i$ with new height $h_b$ and width $w_b$ is still in the image.
Algorithm 1 Iterative Bounding-Box Merge (IBBM)

**Input:** Bounding boxes of an image $B = \{B_i\}_{i=1}^{N_B}$, classes of the bounding boxes $C = \{C_i\}_{i=1}^{N_C}$, desired bounding box height $h_b$ and width $w_b$, non max merge threshold $\tau_{IBBM}$

**Output:** Merged bounding boxes $B'$

1: $B' = \{\}$
2: for $i \leftarrow 1$ to $N_B$ do
3: if $B_i$ is visited then
4: continue
5: Flag $B_i$ as visited
6: $B_i^\dagger \leftarrow$ RECENTER($B_i, h_b, w_b$)
7: for $j = i + 1$ to $N_B$ do
8: if $C_i \neq C_j$ then
9: continue
10: if IoU($B_i^\dagger, B_j$) $> \tau_{IBBM}$ then
11: $B' \leftarrow B' \cup \{B_j\}$
12: Flag $B_j$ as visited
13: return $B'$

**Figure 2.** Comparison of evenly cropping methods (a) vs. ASRB (b). Most evenly cropped image clips have no objects. The proposed ARSB methods crop only the area that contains the objects. It greatly reduce the number of image clips needed for further processing.
Given the generated ground truth, we follow the ideas in Yolov3 [39] and consider the sub-region extraction as a regression problem. In the extraction phase, we are interested in whether this region contains objects or not, hence we can only predict two classes ($p_{obj}$ and $p_{noobj}$), along with the information of the prediction bounding boxes $(x, y, w, h)$. $x, y$ is the center point of the bounding box and $w, h$ is the box size. The width and height of the generated ground truth are fixed to a certain size and we can accordingly fix the $(w, h)$ output in this training phase and only regress the results for $(x, y)$. The overall cost function can be derived as a weighted sum of the confidence loss $L_{conf}$ and bounding box regression loss $L_{reg}$:

$$L_{conf} = L_{bce}(p_{obj}, g_{obj}) + \lambda_1 L_{bce}(p_{noobj}, g_{noobj})$$  (1)

$$L_{reg} = L_{mse}(p_x, g_x) + L_{mse}(p_y, g_y) + L_{mse}(p_w, g_w) + L_{mse}(p_h, g_h)$$  (2)

$$L_c = L_{conf} + L_{reg}$$  (3)

where $p_{obj}$ and $p_{noobj}$ represent the possibility that the anchor in a cell has objects or not. $g_{obj}$ and $g_{noobj}$ means whether a cell has objects. In the implementation, we use an IoU threshold $\tau = 0.5$ to get the value of $g_{obj}$ and $g_{noobj}$. $p_x$ and $p_y$ are the center of the bounding boxes, $g_x$ and $g_y$ are the center of the ground truth box.

$L_{bce}$ is the loss of binary cross-entropy and $L_{mse}$ is the loss of mean square, which could be represented as follows:

$$L_{bce}(x, y) = \frac{1}{n} \sum_i^n \sum_j^m I_{ij}^c(y_j \log x_i + (1 - y_j) \log (1 - x_i))$$  (4)

$$L_{mse}(x, y) = \frac{1}{n} \sum_i^n \sum_j^m (x_i - y_j)^2 + \lambda_2$$  (5)

where $I_{ij}^c$ is an indicator function for matching the $i$th prediction box with the $j$th ground truth box of category $c$. In this phase, $c$ will the same because we only have two classes: objects and no objects. $n$ is the size of the prediction boxes, and $m$ is the size of the ground truth boxes.

In most cases, the cell will not contain any objects. Therefore, the negative samples will be much more than the positive samples. In this case, we add $L_{noobj}$ as a penalty term to regularize the imbalance case, and set up a scalar $\lambda_1$ as a weight hyper-parameter.

### 4.2. Fine Object Detection

Because we fix the width and height of the output from a coarse detector, the fine object detection can directly use the output to crop from the original images and feed into the network for final detection. Notice that, in fine detection phase, we resize the image from the size of $1080 \times 1080$ to $416 \times 416$, instead of scaling the $3840 \times 2160$ images to $416 \times 416$. From Yolov2 [17], prior information about the anchor box sizes help to better train the model. We followed the modified k-means algorithm to generate the priors of the anchor size. We used the distance defined in Yolov2 [17] instead of the standard Euclidian distance:

$$d(box, centroid) = 1 - \text{IoU}(box, centroid)$$  (6)

where we set the number of centroid to 9. The $\text{IoU}$ means the Intersection over Union of two boxes, which is a criterion to measure the similarity of the two boxes. For our proposed dataset, the ratio of the width and height can vary from extremely short wide boxes ($w/h$ ratio = 5) to extremely tall, thin boxes ($w/h$ ratio = 0.2). In addition, about 70% of the boxes are smaller than 50 $\times$ 50. When we directly apply the k-means to the ground truth, most of the top-9 boxes are small sized. To give some prior information for larger objects, we set up a threshold to label the boxes into three types: small, medium,
and large. Then, we run the k-means algorithms for different types of boxes with centroid = 3 and combine the nine total centroids as the prior for the anchors.

The prediction is similar to the process in the coarse detection phase. The difference is that the width and height of the prediction boxes are not fixed in the fine detection phase, and therefore we should learn the box size from the networks. We also need to predict multiple classes as opposed to just two classes. Thus, we can derive the loss function for fine detection. To differentiate from the notations in coarse phase, we denote the confidence of the bounding box as fine confidence loss $L_{f\text{ conf}}$, and fine regression loss accordingly $L_{f\text{ reg}}$. In addition, we also predict the class of the bounding box, so we have one more loss to predict the class $L_{cls}$:

$$L_{f\text{ conf}} = L_{\text{bce}}(p_{\text{obj}}, g_{\text{obj}}) + \lambda_2 L_{\text{bce}}(p_{\text{noobj}}, g_{\text{noobj}})$$

(7)

$$L_{f\text{ reg}} = L_{\text{mse}}(p_x, g_x) + L_{\text{mse}}(p_y, g_y) + L_{\text{mse}}(p_w, g_w) + L_{\text{mse}}(p_h, g_h)$$

(8)

$$L_{cls} = \sum_k L_{\text{bce}}(p^k_c, g^k_c)$$

(9)

$$L_f = L_{f\text{ conf}} + L_{f\text{ reg}} + L_{cls}$$

(10)

where $C$ is the number of the classes. $p^k_c$ means the cell has an object in a particular class $k$, $g^k_c$ means the class in best match ground truth box. We are using one-hot encoding to predict the class and therefore the value of $p^k_c$ and $g^k_c$ will be either 1 or 0. Thus, we use the binary cross entropy loss for $L_{cls}$.

Finally, we can combine loss in the coarse phase and loss in the fine stage together, and the overall loss is:

$$Loss = \lambda_c L_c + \lambda_f L_f$$

(11)

where $\lambda_c$ and $\lambda_f$ are the weighted scalars. In real implementation, we first set $\lambda_c = 1, \lambda_f = 0$ to fix the parameter in fine detector and train the coarse detector. Then, we fix the coarse detector and train the fine detector by setting $\lambda_c = 0, \lambda_f = 1$.

4.3. Fusion of the Final Results

Final detection within an aerial image can be obtained by the fusion of all bounding boxes with the standard NMS [40] algorithm. The sub-regions extracted from ARSB can be overlapped with each other, and therefore we use the standard Non-Maximum Suppression (NMS) to get rid of the bounding boxes with high overlap on the same object.

5. Experiments

5.1. Implementation Details

We used our proposed 4K fire aerial dataset to train the models. The training set contained 1151 images, with 18,469 instances in total. Among the instances, 6.21% of the instances are vehicles (ATVS, cars, light duty trucks), 10.27% of the instances are people, and 83.52% of the instances are fire. We also calculated the 4K imagery bounding box sizes. As Figure 3 shows, 16,325 instances have a small size less than 250 px $\times$ 250 px, and 1871 medium boxes with the size from the range of 250 px $\times$ 250 px to 500 px $\times$ 500 px and 273 large boxes with a size larger than 500 px $\times$ 500 px. In the coarse detection phase, we applied ARSB to zoom into the large sub-regions. We observed that 99.9% of the box is smaller than the size of 1080 px $\times$ 1080 px, and therefore we set up the sub-region size as 1080 px $\times$ 1080 px and used the IBBM to generate the ground truth. In the implementation, we applied two different methods in dealing with the original approach. The first method adds padding to a 4K image and makes it into 3840 px $\times$ 3840 px, before we resize it to 608 px $\times$ 608 px and extract the sub-regions
from the resized images. We propose this method as ARSB_pad for the duration of this paper. We also cropped the 4K images and converted them into two square images $2160 \text{ px} \times 2160 \text{ px}$. We then resized the cropped images to $608 \text{ px} \times 608 \text{ px}$ to extract the sub-regions. This method was named as ARSB_crop. The ARSB was built up with three layers of ResNet Blocks. Each layer downsamples the input size by 2, and the number of the ResNet Blocks are 1, 2, 8. We then used the large anchor to search the grid cells and predict the sub-regions.

![Figure 3](image)

**Figure 3.** The observation of the ground truth details. (a) shows that the distribution of small, medium and large bounding box size; (b) shows the comparison of the cropped image clips for fine detectors.

In the fine detection phase, we observed the prior anchor size using a k-means algorithm [17]. In our experiments, we are using the nine cluster centers from Table 1 as prior anchors. A darknet-53 with Feature Pyramid Network (FPN) on the last three layers is applied as the backbone and we used three anchors for the grid search in each prediction layer.

| Scale  | Cluster Centers |
|--------|----------------|
| small  | $(61, 9), (17, 22), (22, 50)$ |
| medium | $(36, 30), (43, 65), (68, 41)$ |
| large  | $(67, 107), (108, 63), (156, 134)$ |

We trained the model in two steps. At first, we cropped the original images with the size of the bounding box $1080 \text{ px} \times 1080 \text{ px}$ at the center of each ground truth. We also experimented other box sizes as $720 \text{ px} \times 720 \text{ px}$ and $540 \text{ px} \times 540 \text{ px}$. As Table 2 illustrates, the performance is better with the box size of $1080 \text{ px} \times 1080 \text{ px}$. We then trained the model for 20 epochs with the learning rate of $1 \times 10^{-3}$ for the first five epochs and $1 \times 10^{-4}$ for the rest of the epochs. We then used the output from the coarse detectors and fine-tuned the fine detector for 20 epochs with the learning rate of $1 \times 10^{-4}$. We adopted the Adam optimizer [14] when training the model.
Table 2. Performance comparison on UAS fire test data.

| Method     | Size | Car $AP_{30}$ | Person $AP_{30}$ | Fire $mAP$ | Car $AP_{50}$ | Person $AP_{50}$ | Fire $mAP$ | Car $AP_{70}$ | Person $AP_{70}$ | Fire $mAP$ |
|------------|------|----------------|------------------|------------|----------------|------------------|------------|----------------|------------------|------------|
| yolo_ori   | -    | 0.63           | 0.63             | 0.38       | 0.55           | 0.42             | 0.37       | 0.09           | 0.29             | 0.07       |
|            |      |                |                  |            |                |                  |            |                |                  |            |
| yolo_crop  | 540  | 0.80           | 0.86             | 0.56       | 0.74           | 0.72             | 0.75       | 0.32           | 0.60             | 0.45       |
|            | 720  | 0.88           | 0.83             | 0.53       | 0.75           | 0.85             | 0.73       | 0.27           | 0.62             | 0.56       |
|            | 1080 | 0.87           | 0.85             | 0.57       | 0.76           | 0.87             | 0.72       | 0.36           | 0.65             | 0.68       |
| ARSB_pad   | 540  | 0.41           | 0.73             | 0.62       | 0.59           | 0.47             | 0.85       | 0.39           | 0.57             | 0.20       |
|            | 720  | 0.64           | 0.79             | 0.60       | 0.68           | 0.71             | 0.80       | 0.23           | 0.58             | 0.39       |
|            | 1080 | 0.91           | 0.88             | 0.80       | 0.76           | 0.75             | 0.79       | 0.35           | 0.63             | 0.67       |
| ARSB_crop  | 540  | 0.59           | 0.95             | 0.58       | 0.71           | 0.60             | 0.91       | 0.18           | 0.56             | 0.45       |
|            | 720  | 0.76           | 0.86             | 0.56       | 0.73           | 0.78             | 0.80       | 0.11           | 0.57             | 0.44       |
|            | 1080 | 0.91           | 0.84             | 0.59       | 0.78           | 0.88             | 0.76       | 0.37           | 0.67             | 0.82       |

5.2. Evaluation Metric

We evaluated our model through the lens of accuracy and processing time. For accuracy measurement, we followed the standard Intersection over Union (IoU) metric defined in Pascal VOC [41]:

$$\text{IoU} = \frac{\text{area}(B_{\text{pred}} \cap B_{\text{gt}})}{\text{area}(B_{\text{pred}} \cup B_{\text{gt}})}$$

(12)

where $B_{\text{pred}}$ denotes the prediction bounding boxes and $B_{\text{gt}}$ refers to the ground truth bounding boxes. To classify if a predicted bounding box is a true positive, the typical approach is to determine if an IoU is greater than a predefined threshold. For example, $AP_{30}$ means that a prediction bounding box is considered true positive when its IoU is greater than 30%. Likewise, $AP_{50}$ and $AP_{70}$ means the lower bound of true positive are IoU of 50% and 70%, respectively.

A slightly different evaluation metric, mAP, is defined in the MS COCO competition [42]. Instead of relying on a single IoU threshold, mAP reflects the mean value of multiple IoU thresholds, ranging from 0.5 to 0.95, with a step size of 0.05. The formal definition of mAP is illustrated in Equation (13):

$$mAP = \frac{1}{11} \sum_{\text{IoU}=0.5:0.05:0.95} AP_{\text{IoU}}$$

(13)

We measured the processing time of the model by calculating the number of frames per second (FPS). In this paper, we aimed to propose an approach to deal with the high resolution images with fast detection speed while maintaining the accuracy as the detection performance in low resolution images. Hence, we show processing time measurements.

5.3. Baseline Methods

We apply the fast one-stage detector algorithm of Yolov3 [39] as the baseline. We denote the original Yolov3 methods as Yolo_ori. We also extend the original Yolo method by splitting the high resolution image evenly and detect the object in each image clips. For convenience, we named the method as Yolo_crop.

5.4. Ablation Study

In this section, we conducted extensive experiments on each component of our methods and to show the improvement from them. We first applied settings from yolov3 [39], then evaluated improvement from even cropping methods. To compare the effect fairly, we applied the same backbone to our proposed method.
5.4.1. The Baseline from Original Yolov3

Results are shown in Table 3. The speed from the original Yolo is fast, but the detection performance is poor. One of the main reasons is that a grid cell in the feature maps may represent tens of pixels from the original images, resulting in an offset of the prediction bounding boxes to actual objects. As Figure 4a illustrates, when the objects are small from the image, a slight offset will result in the inaccuracy in the performance.

Table 3. Detection performance on the UAS fire test data for different models. The mAP is based on AP50.

| Method       | mAP  | Frame per Second (FPS) |
|--------------|------|------------------------|
| yolo_ori [39]| 0.29 | 50.6                   |
| yolo_crop    | 0.65 | 1.92                   |
| ARSB_pad     | 0.66 | 20.6                   |
| ARSB_crop    | 0.67 | 7.44                   |

5.4.2. The Improvement from Yolo_crop

The results are listed in Table 3. By cropping the high resolution images to several smaller images, the mAP increases dramatically. Meanwhile, the processing time drops because more images need to be processed. In addition, as Figure 4b demonstrates, even cropping methods truncate some objects, which increases false positives.

5.4.3. Improvement by Our Methods

The result of our method has better mAP and speed than Yolo_crop. As Figure 4c,d shows, the coarse detection finds much fewer sub-regions than Yolo_crop. We also provide a speed-accuracy trade-off in our methods. As the results convey in Table 3, ARSB_pad is faster and ARSB_crop is more accurate. Hence, both results are faster in processing time because of the lesser number of processing images. In addition, the mAP is also increased. This is because the sub-regions approach lowered false positives. Consequently, the value of Precision increases, and hence there is a much better-improved mAP using our approach.

Figure 4. Result comparison of baseline and our proposed models. (a) the predictions from original Yolov3 have obvious mislabels from the actual objects; (b) the prediction results from Yolo_crop. The car in the figure is truncated. (c) the results of ARSB_pad can detect the objects correctly; (d) the results of ARSB_crop. The prediction is more accurate than other methods.
5.5. Limitations

Our proposed model relies heavily on the detection results from the coarse detector. If a sub-region is ignored by the coarse detectors, the object in this sub-region will not be detected by the fine detector. Due to time and resource constraints, only YoloV3 was chosen as the baseline in this study because it outperforms other deep learning approaches in similar applications.

The size of our wild-fire image collection used in this study also presents constraints and limitations. Because of the legal constraints of flying UAS in wild-fire events, UAS fire event image collections are rare and, to our knowledge, not publicly available. The dataset used here was gathered during a controlled burn and limited to scenes acquired during daylight hours. Hence, our proposed model may not be robust enough with wildfire in a different background at night, and with thermal imagery. Future research will address this limitation through inclusion of more imagery through ongoing UAS wildfire image acquisition efforts.

Finally, it may still be challenging to apply our method to onboard UAS processing. Applying the whole model to onboard UAS processing requires faster CPUs and larger memory GPUs.

6. Conclusions and Future Work

In this paper, we aimed at implementing an application in detecting fire and other critical ground-based objects in a wildfire event using high resolution aerial images. We propose a well annotated fire dataset with 1400 4K images. We also present a coarse-to-fine strategy to deal with the 4K images, which achieves high accuracy while maintaining fast speeds. Our methods can also be added to different backbones in object detection methods and extended to deal with high resolution images.

Ongoing and future research objectives involve expansion of the UAS wildfire imagery collection, and working with a UAS platforms equipped with more powerful CPUs and GPUs. Fusing data collected from multiple types of sensors can provide additional wisdom in wildfire fighting scenarios. Additional Machine Learning approaches, especially a hybrid approach that combines signal processing with deep learning, will be investigated to discover a faster and more accurate technique to identify small objects of interests and objects with irregular boundaries in high definition videos and images.
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