Cluster and conquer: The morphodynamics of invasion of a compliant substrate by active rods
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The colonisation of a soft passive material by motile cells such as bacteria is common in biology. The resulting colonies of the invading cells are often observed to exhibit intricate patterns whose morphology and dynamics can depend on a number of factors, particularly the mechanical properties of the substrate and the motility of the individual cells. We use simulations of a minimal 2D model of self-propelled rods moving through with a passive compliant medium consisting of particles that offer elastic resistance before being plastically displaced from their equilibrium positions. It is observed that the motility-induced clustering of active (self-propelled) particles is crucial for understanding the morphodynamics of colonisation. Clustering enables motile colonies to spread faster than they would have as isolated particles. The colonisation rate depends non-monotonically on substrate stiffness with a distinct maximum at a non-zero value of substrate stiffness. This is observed to be due to a change in the morphology of clusters. Furrow networks created by the active particles have a fractal-like structure whose dimension varies systematically with substrate stiffness but is less sensitive to particle activity. The power-law growth exponent of the furrowed area is smaller than unity, suggesting that, to sustain such extensive furrow networks, colonies must regulate their overall growth rate.

Large-scale collective pattern formation by self-motile elements is a widely studied phenomenon in physics and biology [1-5]. A prominent class of such collective behaviour such as flocking and swarming are caused by direct local interaction among individual entities within a group, influencing their relative motion [6-8]. The surrounding medium can also play a significant part in mediating interactions between active particles. In wet systems, particularly at low Reynolds numbers, hydrodynamic interactions are nearly instantaneous. Inhomogeneous and complex environments qualitatively change the individual, as well as collective dynamics of such systems [9-16]. In dry systems, particles may leave behind chemical or mechanical cues for other particles to follow, thereby increasing the level of medium-induced complexity. This phenomenon of stigmergy has been studied widely in the context of ants and termites leaving pheromone trails [17-18].

Recently, a mechanical form of stigmergy has been observed in motile bacteria *Pseudomonas aeruginosa* and *Myxococcus xanthus* when cultured on soft hydrogel substrates [19-21]. Under favourable conditions, these bacteria form extensive networks of permanent furrows as they move collectively as a monolayer across the soft surface in the initial stages of biofilm formation. The rate of expansion of the colony is further observed to be intimately related to the morphology of the network and the cellular traffic within the furrows [19-21].

Several recent studies have explored collective phenomena in populations of rod-shaped particles using computer simulations. The expansion rate and morphology of colonies of growing and sub-dividing non-motile have been shown to strongly depend on the mechanical properties of the passive medium or the extracellular material secreted by the rods [22-28]. Studies of self-propelled rods in the absence of coupled interactions with a substrate [29-40] reveal self-organized formation of dynamic small or large clusters, polar lanes, and nematic defects.

In an attempt to understand the behaviour observed in experiments in colonies of motile rod-shaped cells of *P. aeruginosa* growing on agar [19], Zachreson et al. [41-42] used simulations of self-propelled spherocylinders interacting with a continuum model of a deformable substrate. While their results demonstrate that substrate stiffness and its viscoelastic relaxation time can strongly influence the morphodynamics of active furrowing, their parameters were chosen specifically for the experimental system at hand. Moreover, the simulations also included cell division and population growth.

Here, we take a closer look by using 2D simulations to study the furrow structure that emerges as a single row of active self-propelled rods advances through a plastic substrate. We show that it is motility-induced clustering that generically causes furrow networks to emerge whose fractal dimension depend on substrate plasticity. Clustering further enhances the rate at which the colony
interaction forces and the binding force derived from the qualitative exploration here, we have neglected di- 

...solid substrate to displacements, the friction coefficient, \( \gamma \) of a substrate particle \( \gamma \), the normalised speed of isolated rods, \( V^*_p \) (open symbols). The speeds are normalised by the observed speed of a single rod in a substrate of zero stiffness. When thermal fluctuations are weak, the average speed of an isolated rod in a fluid-like medium consisting of fully plasticised substrate is \( V^*_p \approx F^a/(\gamma_b + \gamma) = Pe/[N^2_b (\gamma_b/\gamma + 1)] \).

In our simulations, each rod of length \( L = N_b \sigma_b \) is a rigid linear array of \( N_b \) beads of nominal diameter, \( \sigma_b \). The substrate is discretised as randomly-packed isotropic particles (see Supplemental Information for detailed description [43]). The rods interact with other rods and substrate particles through repulsive excluded-volume forces modeled with the Separation-Shifted Lennards-Jones potential (SSLJ) [31]. The instantaneous configuration of rod \( i \) are characterised by its position \( r_i(t) \) and the unit polarity vector \( \mathbf{p}_i(t) \). The time evolution of these variables are governed by Langevin equations that include random Brownian forces with an energy scale of \( k_b T \) and a self-propulsion force of magnitude \( F^a \) that acts along \( \mathbf{p}_i \). Free rods experience frictional resistance to their motion characterised by the bare rod friction coefficient, \( \gamma_i = \gamma_b N_b \), where \( \gamma_b \) is the bare friction coefficient of a bead on a rod. A minimal model is used to re- 

...diameter, \( \sigma_b \), is the bare friction coefficient of a bead on a rod. A minimal model is used to re- 

...potential \( U_p \) determine the time-evolution of the substrate. The simulations are performed using LAMMPS. The masses of the particles are chosen to be small enough for the simulations to be in the overdamped regime (see Supplemental Material [43]).

Each simulation starts with two rows of vertically aligned rods, introduced at the top and bottom boundaries with propulsion forces directed towards the undis- 

...the side of the box to the other side. Each side of the box is then treated as a separate simulation instance. We set \( \sigma_b \) as the length scale, and \( \gamma_i = \sigma_b^2 \gamma_b/k_b T \) and \( k_b T \) as the time and energy scales, respectively. We use rods with \( N_b = 5 \) in simulation boxes of dimensions \( H = 400 \sigma_b \) and \( W = 200 \sigma_b \). The key dimensionless parameters are the Péclet number, \( Pe = F^a L/k_b T \) and the plasticity ratio, \( P = k_b l_{max}/F^a \), with \( l_{max} = 0.6 \sigma_b \). We focus here on collective behaviour of the rods and its ef- 

...effect on furrow formation at high Péclet numbers at which noise does not destroy structure formation. Our choice of parameters correspond to values of \( P \ll 1 \) i.e. we con- 

Initially, all the rods begin individually creating relatively straight and narrow furrows (see Fig. S3; Movie §1, [43]). Small orientational fluctuations cause the rods to begin colliding with neighbouring rods to begin form- 

...dynamic clusters. As the clusters propel through the substrate, they permanently displace substrate particles, forming a complex network of permanent furrows (Fig. 1 A). To analyse the furrow formation more quantitatively, we define the colonised area \( C \), which is the \( y \)-coordinate of the outermost leader rod at any instant of time (see
FIG. 2. (A) Fraction of train clusters, $f_T$, out of all the clusters (the fraction of rafts, $f_R = 1 - f_T$). (B) Distribution of rod orientation angle $p(\phi)$ with respect to the vertical axis (y axis) for rafts (blue curve) and trains (orange curve) for $Pe = 100$ and $P = 0.01$. (C) Individual averages of the $y$-component of cluster velocity of rafts and trains, and the overall population average, for $Pe = 100$.

Fig. S2 [43]). This area is observed to grow nearly linearly in time in all our simulations until they are terminated (see Fig. S4 [43]). The colonisation speed $V_c$ is estimated by a linear least-squares fit through the $C$-vs-$t$ data, and is compared in Fig. 1B with $V_I$, the speed of an isolated rod through the same substrate. The speeds are normalised by observed speed of a single rod in a substrate of zero stiffness. We observe that, at any given $Pe$ and $P$, $V_c$ is systematically larger than $V_I$, the speed at which an isolated rod moves through the substrate. Further, while $V_I$ decreases nearly linearly with $P$ at a fixed $Pe$, $V_c$ varies non-monotonically with $P$, displaying a peak colonisation rate at a non-zero value of $P$.

These interesting differences in colonisation speed from isolated rod speed clearly arise from collective effects and appear to be related to the behaviour of clusters of active rods that drive the formation of furrows. We used a clustering algorithm to identify separate clusters of beads. Individual clusters were then tracked in a frontier region of depth 8 $L$ from the leading edge of the colony until they broke up or were joined by new members. Frequency distributions of quantities such as the number of rods in a cluster (i.e. the cluster size), average cluster speed and vertical velocity component, and orientation angle relative to the vertical axis were determined.

Based on the relative configurations of the rods in a cluster, each cluster is categorised as one of two mutually exclusive types: end-to-end trains and non-train rafts that are usually arrow-head shaped (Fig. 1A; see Supplementary Material for mathematical definitions [43]). We find that trains become more prevalent as the substrate becomes stiffer (Fig. 2A; Movie §2, [43]).

Both rafts and trains move more quickly through the substrate than isolated rods. Since the propulsive force on each rod is distributed uniformly over each bead, the total propulsive force on a tightly-packed cluster is proportional to its area. The resistance it experiences is however proportional to its frontal perimeter exposed to the substrate. Consequently, the resistance experienced per rod is smaller in a cluster. We therefore find that the average speed of clusters of either kind grows linearly with cluster size (Fig. S5 in SI [43]). This effect is greater in trains, where the whole propulsive force of the train is only resisted by about one or two substrate particles.

In addition, the orientational distribution of clusters shows that trains in the frontier region close to leading edge of the colony tend to be strongly aligned in the outward direction (Figs. 2B and S7 in SI [43]). Rods in rafts have more diverse orientations, which can cause rafts to have a broader range of orientations relative to the outward direction. The propulsive force on trains, on the other hand, is almost entirely directed along the train axis, which keeps them on course.

The mean $y$-component of the velocity ($\bar{v}_y$) of clusters within the frontier region is computed as $\bar{v}_y = \bar{v}_y^R (1 - f_T) + \bar{v}_y^T f_T$, where $f_T$ is the fraction of trains in the clusters. In Fig. 2C, the individual means, $\bar{v}_y^R$ and $\bar{v}_y^T$, decrease non-monotonically with $P$, the overall average $\bar{v}_y$ shows a maximum around the same $P$ at which the peak colonisation speed occurs in Fig. 1B. Therefore, the increase of the colonisation speed with stiffness at small values of $P$, appears to be because of the growth in the fraction of faster-moving trains that are also more aligned along the outward direction. When the fraction of trains begins to saturate at high stiffnesses, the decrease of their speeds with stiffness takes over, and the overall colonisation speed decreases with stiffness.

The furrow network is created by clusters at the head of furrows repeatedly intersecting with previously created, empty, furrows. If a previous furrow a cluster encounters is narrow, the cluster can plough through and continue unhindered. On the other hand, when the previous furrow has a width comparable to $L$ or greater, the cluster quickly breaks up, as the small orientational noise present causes rods at the edge of the cluster to escape the cluster easily before the cluster passes through the furrow (see Movie §3, [43]). This is consistent with observations elsewhere that motility-induced clustering can
lead to large clusters and lanes in systems of free active rods at sufficiently high densities [31], but in an empty furrow, a cluster can quickly “evaporate”. We observe visually that arrow-head shaped rafts are stable for longer times. The rods at the head of such pointy rafts have convergent orientations. This leads to a rectification of their propulsion forces along the longitudinal axis of the cluster. Any remaining transverse component of the net propulsion force causes pointy rafts to swerve and take curved trajectories. Large rafts can thus create wide and long furrows that serve as arterial conduits in the network (Fig. S8 D; Movie § 43). Broad-headed rafts with rods of divergent orientations quickly break up into multiple smaller rafts and corresponding furrows.

Collisions of free rods with existing clusters at the head of furrows play an important role in the process of network formation (Fig. S8 A–C [43]). Free rods in empty furrows experience lower (bare) friction and move through the network very quickly. These rods sometimes encounter a furrow wall head-on and can push through to create thin furrows on their own. However, more typically, on colliding with furrow walls, they reorient along the furrow axis and tend to catch up with one of the other rafts at the head of a newly forming furrow (or exit the periodic boundary at the back of their colony to enter the colony on the other side and catch up with a cluster at a furrow head on that side). Free rods approaching a raft or a train from behind cannot overtake the cluster. They either collide with the cluster from behind, or may, at best, squeeze through the side of the furrow to align with other rods at the head (Fig. S8-A and B; Movies §4 and §5 [43]). These frequent collisions change the nematic alignment of the rods in the cluster. Collisions thus lead to the break-up of clusters and the formation of new ones (see Fig. S8-C; Movie §6 [43]).

The trajectories and collisions of rafts and trains leads to a distinctive network morphology. The highly-ramified structure of the networks are quantified here by determining the fractal dimension, $D$, of the furrow-substrate interface using a box-counting algorithm [44]. As expected, $D$ has a non-integer value between 1 and 2, and is observed to systematically decrease with $P$ (Fig. 3A) . This is associated with a change from networks created mostly by interactions of curved raft trajectories (e.g. Fig. 1-A) to those dominated by the thin and straight furrows created by trains (e.g. Fig. 1A)

This observation suggests a simple model for the growth of the area of the furrow network, $A$, with time. Furrow heads can form randomly at any point on the furrow interface within the network due to the constant scattering of free rods through the network by cluster breakup. The furrowing rate is then expected to be proportional to the length, $Z$, of the furrow interface. The fractal nature of the interface implies that $Z \sim F^{D/2}$ [45]. The rate of furrow growth, $dF/dt \sim Z R/F$, where $R$ is the total area occupied by rods in the furrows (a constant in our simulations). Integrating, we obtain $F \sim t^{2/((4-D))}$ at large times. Since the fractal dimension, $1 < D < 2$, we observe in Fig. 3B that the power-law exponent for the growth of $F$ with $t$ in the range $2/3 < 2/(4 - D) < 1$. If this can be sustained, while the colonized area $C$ grows linearly with time, the colony morphology will become increasingly sparse.

Based on the results above, one can expect similar furrow networks to generically form when colonies of motile cells spread through soft, plastic environments and in three dimensions as well. The observations here are in line with many experiments with motile bacteria. Cell rafts similar to those discussed above have been observed to lead the formation of furrow networks in $P.\ aeruginosa$ and $M.\ xanthus$ [19; 21] cultured under confinement on semi-solid agar. These furrow networks extend across distances around two orders of magnitude greater than the length of a single cell. The networks are further lined with extracellular DNA (eDNA) and extracellular polysaccharides (EPS). Other experiments have further demonstrated that the three-dimensional lattices of eDNA are necessary for the mechanical integrity of biofilms of bacterial pathogens in complex biofluids such as sputum and otitis media (ear-discharge fluid) [10]. The current study provides a natural mechanism for such network templates to spontaneously emerge in such systems.

Our observation of the power-law growth of $F$ further suggests that, in order to create extended furrow networks such as those observed in experiments, there must be mechanisms that limit the growth rate of cells to not exceed the rate at which the furrows are created. Unconstrained exponential growth or even linear growth of cells quickly obliterates the furrow network, leading to a dense colony (Fig. S9; Movie § 8 [43]) Thereafter, the edge of the colony advances not by motile clusters, but by bulk motion of a densely-packed front. While this can lead to fingering patterns at the front [37; 38], a furrow network cannot be sustained. Explosive cell lysis events have, in fact, been observed in furrow networks of $P.\ aeruginosa$ along with associated release of eDNA.
and other “public goods” required for biofilm formation [19]. Beyond bacterial collectives, substrate interactions also occur during cancer metastasis in which groups of migrating cancer cells exploit the plasticity of the extracellular matrix (ECM) and actively remodel the ECM fibers to enhance their migration speeds [30–32].

In conclusion, the cluster-and-conquer mechanism observed in our simulations may be crucial in biofilm formation by motile bacteria in plastic environments, and experimental evidence suggests that bacteria may have adaptive mechanisms to exploit the fractal-like spatial structure of the furrow network in building robust biofilms. The results here suggest future theoretical and experimental avenues for exploring the role played by mechanical stigmergy in these biological phenomena.
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