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We solve crossing equations analytically in the deep Euclidean regime. Large scaling dimension $\Delta$ tails of the weighted spectral density of primary operators of given spin in one channel are matched to the Euclidean OPE data in the other channel. Subleading $\frac{1}{\Delta}$ tails are systematically captured by including more operators in the Euclidean OPE in the dual channel. We use dispersion relations for conformal partial waves in the complex $\Delta$ plane, the Lorentzian inversion formula and complex tauberian theorems to derive this result. We check our formulas in a few examples (for CFTs and scattering amplitudes) and find perfect agreement. Moreover, in these examples we observe that the large $\Delta$ expansion works very well already for small $\Delta \sim 1$. We make predictions for the 3d Ising model. Our analysis of dispersion relations via complex tauberian theorems is very general and could be useful in many other contexts.
1. Introduction

Crossing equations express associativity of the operator product expansion (OPE) \[1,2\]. They are nonperturbative consistency conditions on the CFT data (spectrum of local operators and their three-point functions). Extracting physical information from crossing equations is not an easy task. But in the last decade, starting with a seminal paper \[3\], significant progress in this direction was achieved both numerically and analytically, for a review and references see e.g. \[4,5,6\]. In this paper we solve crossing equations analytically in the deep Euclidean regime.

Most analytic computations become possible when there is an expansion parameter in the problem (see however \[7,8\]). One such parameter is spin \(J\) \[9,10,11\]. Large spin expansion arises from solving crossing equations in the vicinity of a light cone. In this case it is possible to isolate families of operators that are dual to each other on both sides of the crossing equation and match their spectral data. Other examples include expansions in small coupling constant \[12,13\], large central charge (large \(N\)) \[14\] and large charge \[15\]. All of these, however, require some additional “non-universal” properties of CFTs.

There is yet another universal quantum number in the problem, namely scaling dimension \(\Delta\). It is natural to ask if it is possible to solve crossing equations by expanding in \(\frac{1}{\Delta}\) \[16\]. Such an expansion naturally arises when analyzing crossing equations in the deep Euclidean regime. This question was first addressed in \[16,17\]. The basic idea is very simple: light operators in one channel map to some cumulative property of the high energy (scaling dimension) OPE data tails in the other channel. In this way a universal high-energy asymptotic of the integrated spectral density of operators was derived in \[16\]. In this paper we develop this idea further.

Let us briefly review the results of \[16\]. Consider a four-point function of identical scalar primary operators \(\phi(x)\). Let us introduce an integrated spectral density of operators that appear in the OPE of two \(\phi\)'s

\[
F(E) \equiv \int_0^E dE' f(E'),
\]

\[
f(E) \equiv \sum_k \rho_k \delta(E - E_k),
\]

Of course, given the fact that the CFT data is a set of numbers, it is not a priori clear in what sense one can expand in \(\frac{1}{\Delta}\). In this paper we explain the precise meaning of such an expansion.
where the sum is over all states present in the theory, both primaries and descendants of arbitrary spin. $E_k$ stands for the scaling dimension of the exchanged state. The coefficients $\rho_k$ could be read off the OPE expansion of the correlator (see [16] for additional details) and are essentially given by the squares of the three-point functions. Unitarity implies that $\rho_k \geq 0$. It was shown in [16] that $F(E)$ has a universal asymptotic

$$F(E) \sim \frac{E^{2\Delta_{\phi}}}{\Gamma(2\Delta_{\phi} + 1)}, \quad (E \to \infty). \quad (1.2)$$

This rigorous result follows from unitarity and the leading contribution of the unit operator in the crossed channel Euclidean OPE via the so-called Hardy-Littlewood tauberian theorem.

There are two natural questions regarding (1.2). First, is it possible to write a formula similar to (1.2) for primary operators of given spin only? In other words, can we disentangle the contribution of operators of different spin as well as of primaries and descendants. Second, can we systematically compute corrections to (1.2) by including contributions of extra operators in the crossed channel? The answer to both questions is affirmative and is the subject of the present paper.

Let us introduce a weighted spectral density $\rho^{OPE}_J(\Delta)$ of primary operators of given spin

$$\rho^{OPE}_J(\Delta) \equiv \sum_k \frac{p_{\Delta_k, J}}{K_{J, \Delta_k}} \delta(\Delta - \Delta_k), \quad (1.3)$$

where $p_{\Delta, J}$ stands for the squares of OPE coefficients with the standard normalization for conformal blocks.

Note that we have an additional factor $\frac{1}{K_{J, \Delta}}$ compared to the standard normalization of the three-point functions. It is, of course, a matter of choice how to normalize three-point functions. However, we will find that there is a canonical choice dictated by the behavior of conformal partial waves at large complex $\Delta$, which leads to (1.3).

The generalization of (1.2) to primaries of given spin takes the form

$$\int_0^\Delta d\Delta' \rho^{OPE}_J(\Delta') \sim f_J \frac{\Delta^4(\delta_{\phi} - \frac{d}{2})}{4(\delta_{\phi} - \frac{d}{2})}, \quad \delta_{\phi} > \frac{1}{2}, \quad (\Delta \to \infty), \quad (1.4)$$

$$f_J = [1 + (-1)^J] \pi^2 \frac{2^{22/1+4d-4\delta_{\phi}+2\Gamma(J+d/2)}}{\Gamma(J+1)\Gamma(\Delta_{\phi})^2\Gamma(\delta_{\phi})^2}, \quad \Delta_{\phi} = \frac{d - 2}{2} + \delta_{\phi}.$$

\[^2\text{Notation } a \sim b \text{ stands for } \frac{a}{b} \to 1 \text{ in the corresponding limit.}\]
For $\delta \phi < \frac{1}{2}$ we have to consider higher moments of $\rho_{J}^{OPE}(\Delta)$ to which similar formulas apply. This will be discussed in details in section 5.

At large $\Delta$ (and fixed $J$): $\frac{1}{K_{J,\Delta}} \sim \pi 4^{\Delta + J - 1} \Delta^{1 - d/2}$. Therefore, the contribution of heavy operators in (1.3) is exponentially enhanced. What (1.4) roughly states is that after we multiply three-point couplings by this universal exponentially growing pre-factor, they behave polynomially in $\Delta$. The actual power is controlled by the Euclidean OPE in the dual channel. The asymptotic behavior (1.4) is completely rigorous and holds in any unitary CFT.

A second natural question to ask about (1.2) and (1.4) is regarding the corrections to this leading behavior. This question was briefly addressed in [16] where it was noticed that application of Hardy-Littlewood theorem in a real domain leads only to very weak logarithmic bounds on the correction to the integrated spectral density. In this paper we point out that the situation changes if we note that the OPE expansion is valid in a complex domain of the corresponding cross ratios. In this case one can apply more powerful complex tauberian theorems to the problem at hand [18,19,20,21]. As a result one can develop a systematic $\frac{1}{\Delta}$ expansion for certain moments of the integrated spectral density. We discuss corrections to (1.2) and the corresponding tauberian theorem in section 2.

In sections 3-4 we develop CFT dispersion relations for conformal partial waves $c_{J}(\Delta)$. They are meromorphic polynomially bounded functions of $\Delta$ which encode the OPE data in the structure of their singularities: they have poles at the dimensions of operators appearing in the OPE with the residues given by squares of the OPE coefficients as well as an infinite set of kinematic poles. By the standard argument we write Cauchy integral in the complex $\Delta$ plane and deform the contour. This provides us with the desired dispersion relation: $c_{J}(\Delta)$ at some complex $\Delta$ is related to an integral of the weighted spectral density (1.3) with an appropriate kernel plus a contribution of kinematic poles of $c_{J}(\Delta)$. We argue that at large $\Delta$ away from the real axis both $c_{J}(\Delta)$ and the contribution of kinematic poles can be computed by the OPE in the crossed channel via the Lorentzian inversion formula [22]. Kinematic poles produce terms of two types at large $\Delta$. Universal terms computable by the Euclidean OPE. And non-universal terms (not computable by the OPE) that are

---

3 For $\delta \phi = \frac{1}{2}$ we have $\int_{0}^{\Delta} d\Delta' \rho_{J}^{OPE}(\Delta') \sim f_{J} \log \Delta$.

4 Strictly speaking, we derived the formula (1.4) only for $J > 1$. However, we observed in a few simple examples that it holds down to $J = 0$. It would be interesting to systematically understand the status of (1.4) for $J = 0, 1$ in a generic CFT. To do that one should include arc contributions in the Lorentzian inversion formula.
mapped to contributions of individual operators in the weighted spectral density (1.3) and, therefore, required for consistency.

In section 5 we use CFT dispersion relations to derive asymptotics of the integrated weighted spectral density of the type (1.4). The crucial mathematical result that we use is a so-called complex tauberian theorem for Stieltjes transform. Dispersion relations hold for complex $\Delta$ and the corresponding complex tauberian theorem leads to a systematic $\frac{1}{\Delta}$ expansion for moments of the weighted spectral density. The main result of this analysis is the formula (5.11) for moments of the weighted spectral density defined in (5.10). It systematically maps $\frac{1}{\Delta}$ expansion of the weighted spectral density moments in one channel to the Euclidean OPE in the crossed channel.

In section 6 we proceed by studying large $\Delta$ expansion in a series of examples. To our knowledge (and surprise) this question was never addressed in the existing literature. The two basic CFT examples we consider are generalized free fields and the 2d Ising model. In all cases we find that the corrections to (1.4) are power-like and that relations (1.4) work extremely well already for small $\Delta$. We also make predictions for the 3d Ising model.

Finally, we point out that our analysis of dispersion relations is very general and might be useful beyond CFTs. In section 7 we discuss an application to meromorphic scattering amplitudes. As an example, we study Veneziano amplitude and again find perfect agreement with our predictions.

We prove complex tauberian theorems for Laplace transform in Appendix A and for Stieltjes transform in Appendix B.

As a historical remark, let us mention that a similar analysis appeared in the context of hadronic scattering amplitudes in the late 60’s. It was found that experimental data for the pion-nucleon scattering exhibits a set of resonances at low energies and Regge behavior at high energies. Dolen, Horn and Schmid used analyticity of the scattering amplitude to derive the so-called finite energy sum rules (FESR) which showed that resonances at low energy and Regge behavior are dual to each other [23] (see [24,25,26] for earlier works), namely one should not add them up to avoid double counting. This was an example of crossing confirmed by the experimental data. Inspired by this observation very soon after Veneziano wrote down the celebrated amplitude [27]. We review this reasoning in section 7. We show that for meromorphic amplitudes a rigorous way to use FESR is via complex tauberian theorems. Our analysis grew out of an attempt to understand FESR for meromorphic amplitudes.
2. Euclidean Crossing and Tauberian Theorems For Laplace Transform

In this section we analyze crossing equations in the Euclidean kinematics. We start by reviewing the argument of [16] and then slightly generalize it. Consider a four-point function of identical scalar primary operators

\[ \langle \phi(x_4)\phi(x_3)\phi(x_2)\phi(x_1) \rangle = \frac{G(z, \bar{z})}{x_{12}^{2\Delta_\phi}x_{34}^{2\Delta_\phi}}, \]

(2.1)

\[ u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} = z\bar{z}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2} = (1 - z)(1 - \bar{z}). \]

If we set \( x_1 = 0, x_4 = \infty \) the correlation function above becomes the radial quantization matrix element \( \langle \phi|\phi(x_3)\phi(x_2)|\phi \rangle \). We also set \( \vec{x}_2 = r_2\vec{n}_2 \) and \( \vec{x}_2 = r_3\vec{n}_3 \) in terms of the coordinates on the plane

\[ ds^2_{R^d} = dr^2 + r^2d\Omega^2_{d-1}. \]

(2.2)

and \( \vec{n}_i \) are unit vectors.

Consider the OPE expansion of \( G(z, \bar{z}) \) in the \( \phi(x_1) \times \phi(x_2) \) channel \( (s\text{-channel}) \). It takes the following form

\[ G(z, \bar{z}) = \sum_O f_{\phi\phi O}^2 \sum_{n=0}^{\infty} e^{-E_n\beta} \langle O, n, \vec{n}_3|O, n, \vec{n}_2 \rangle, \quad E_n = \Delta_O + n. \]

(2.3)

The first sum in (2.3) is over primaries, while the second one is over descendants. Squares of the three-point functions between primaries are \( f_{\phi\phi O}^2 \), and the states \( |O, n, \vec{n}\rangle \) are \( n \)-th level descendants of \( |O\rangle \) properly contracted with \( \vec{n} \). We also introduced \( r = e^\tau \), which is the standard time coordinate on the cylinder and \( \beta = \tau_3 - \tau_2 \) for the time difference.

In the conformal frame above the cross ratios take the form

\[ u = z\bar{z} = \left( \frac{r_2}{r_3} \right)^2 = e^{-2\beta}, \]

\[ v = (1 - z)(1 - \bar{z}) = 1 + \left( \frac{r_2}{r_3} \right)^2 - 2 \left( \frac{r_2}{r_3} \right) \cos \alpha, \]

(2.4)

where \( \alpha \) is the angle between \( \vec{n}_2 \) and \( \vec{n}_3 \). From (2.4) it follows that \( z = e^{-\tau}e^{i\alpha}, z = e^{-\tau}e^{-i\alpha} \).

Upon setting \( \vec{n}_2 = \vec{n}_3 \), or \( \alpha = 0 \), we get the following expansion for the correlator

\[ \mathcal{L}(\beta) = \int_0^\infty dE f(E)e^{-E\beta}, \]

\[ f(E) = \sum_k \rho_k \delta(E - E_k), \quad \rho_k \geq 0, \]

(2.5)
where $\rho_k$ are positive coefficients that can be computed using (2.3). We can easily compute the $\beta \to 0$ limit of the correlator using the Euclidean OPE in the dual channel $\phi(x_2) \times \phi(x_3)$ ($t$-channel). The leading contribution comes from the unit operator. We therefore get

$$\mathcal{L}(\beta) = \beta^{-2\Delta} \left[ 1 + O(\beta^{\Delta}) \right], \quad \beta \to 0$$

(2.8)

where the corrections come both from expanding to higher orders the contribution of the unit operator $(u/e^{-\beta})^{2\Delta} = \left(\frac{e^{-\beta}}{1-e^{-\beta}}\right)^{2\Delta}$, as well as from heavier operators.

As explained in [16], (2.5) fixes the high energy behavior of the integrated spectral density $F(E)$ to be

$$F(E) = \int_0^E dE' f(E'), \quad F(E) = \frac{E^{2\Delta}}{\Gamma(2\Delta + 1)} \left(1 + O\left(\frac{1}{\log E}\right)\right).$$

(2.9)

This result, which crucially relies on the positivity of $f(E)$, is known as Hardy-Littlewood tauberian theorem. In general, a class of theorems which relate asymptotics of two different methods of integration (or summation) ($\mathcal{L}(\beta)$ and $F(E)$ in the present case) are called tauberian theorems. The result (2.9) follows from (2.8) for real $\beta$. A common feature of real tauberian theorems is that corrections to the leading asymptotic are only logarithmically suppressed, as is the case in (2.9).

This situation changes if the condition (2.8) is valid in a complex domain. In this case the corrections are more constrained, as we will shortly explain. An intuitive reason for weaker bounds in real tauberian theorems is that in a complex plane one can have two integral transforms with different analytic properties, which have the same asymptotic on a real line. Then the remainder term in a real tauberian theorem would be dictated by the integral with the worst analytic properties.

5 Throughout the paper we often write $O(x)$ to estimate the magnitude of different quantities. Recall that

$$f(x) = O(g(x)), \quad x \to \infty \quad (x \to a)$$

(2.6)

iff there exist numbers $M, x_0$ ($M, \delta$) s.t.

$$|f(x)| < M|g(x)|, \quad \forall \ x > x_0 \quad (\forall \ |x - a| < \delta)$$

(2.7)

6 For a detailed discussion of real tauberian theorems see, for example, [18]. In particular, Chapter VII for the discussion of the remainders. See also appendix E in [28] for an elementary proof of the leading asymptotic in (2.3).
2.1. Complex Tauberian Theorem

In the formulas above we kept $\beta$ real. In the context of CFTs, however, we know that the $t$-channel OPE expansion is valid not only along the real line $z = \bar{z} = e^{-\beta}$, but in the complex domain $|\beta| \ll 1$. A natural question is if this stronger condition leads to stronger tauberian theorems that are relevant for CFTs. It is indeed the case as we describe below.

In what follows it will be useful to introduce a notion of Cauchy moments

$$F_m(E) \equiv \frac{1}{(m-1)!} \int_0^E dE'(E - E')^{m-1} f(E') \quad (2.10)$$

These are obtained by a repeated integration, which is equivalent to the first line via integration by parts.

Imagine also that we know the OPE expansion of the correlator up to an arbitrary order in $\beta$, namely

$$\mathcal{L}(\beta) = \int_0^\infty dE \ f(E) e^{-\beta E} = \frac{1}{\beta^{2\Delta_\phi}} \sum_{\Delta_i} c_{\Delta_i} \beta^{\Delta_i} + \ldots \quad \beta \to 0, \quad (2.11)$$

where we can imagine re-expanding the usual $t$-channel OPE to an arbitrary high order in $\beta$. We can integrate $m$ times by parts under the $E$ integral to get

$$\mathcal{L}(\beta) = \beta^m \int_0^\infty dE \ F_m(E) e^{-\beta E}, \quad (2.12)$$

where we used $F_m(0) = 0$. It is then possible to prove the following statement:

**Claim:** Given the expansion (2.11) is valid in the complex domain $|\beta| \ll 1$ and $f(E)$ is a positive density, the Cauchy moments (2.10) $m \geq 1$ satisfy

$$F_m(E) = E^{2\Delta_\phi} \left( \sum_{\Delta_i < m} \frac{c_{\Delta_i} E^{m-\Delta_i-1}}{\Gamma(2\Delta_\phi - \Delta_i + m)} + O\left(\frac{1}{E}\right) \right), \quad (2.13)$$

The formula (2.13) constitutes the statement of the complex tauberian theorem for Laplace transform, which we prove in appendix A.

This result therefore holds in a generic unitary CFT. We review the proof of (2.13) in appendix A. It is a particular example of more general complex tauberian theorems proved in [20]. It is also easy to see that (2.13) cannot be improved. The basic ingredient
that makes \((2.13)\) possible is the validity of the asymptotic behavior \((2.11)\) in the complex \(\beta\)-plane as we approach \(\beta = 0\) (and, of course, positivity of \(f(E)\)).

The improvement compared to the real tauberian theorem \((2.9)\) is two-fold. First, by considering higher order \(m\) Cauchy moments \((2.10)\) we can probe subleading operators in the \(t\)-channel OPE. Note that taking higher moments does not increase the error which always stays the same \(O(E^{2\Delta - 1})\)!

Second, the remainder is suppressed by a power \(\frac{1}{E}\) instead of the logarithm \(\frac{1}{\log E}\).

Intuitively, repeated integration in \((2.10)\) enhances smooth power-like tails and leaves intact oscillating pieces of the type \(\sin cE\). What \((2.13)\) tells us that this naive picture is actually universal and the \(t\)-channel Euclidean OPE is encoded in the Cauchy moments of the \(s\)-channel OPE data. All the non-universal pieces, in particular the ones that encode the discreteness of the spectrum, enter only in the remainder term \(O(E^{2\Delta - 1})\).

Analytic properties of correlation functions guarantee that these non-universal pieces are not enhanced upon a repeated integration \((2.10)\).

Let us illustrate the discussion above with a couple of simple examples.

2.2. Example 1

Let us demonstrate that the estimate of the remainder in the real tauberian theorem \((2.9)\) cannot be improved. Consider a positive spectral density \(f(E)\)

\[
f(E) = 1 + \sin((\log E)^2) \geq 0, \quad E \geq 1.
\]

One can check that for real \(\beta\) we have

\[
\begin{align*}
\mathcal{L}(\beta) &= \frac{1}{\beta} (1 + \beta(c_0 - 1) + ...) = \frac{1}{\beta} (1 + O(\beta)), \\
F(E) &= E \left(1 - \frac{1}{2} \frac{\cos[(\log E)^2]}{\log E} + ...\right) = E \left(1 + O\left(\frac{1}{\log E}\right)\right),
\end{align*}
\]

where the explicit form of \(c_0\) can be found in appendix C, where we discuss the evaluation of this integral. The result \((2.15)\) shows that the estimate of the remainder term in \((2.9)\) is optimal.

Next, one can check that the asymptotic \((2.13)\) for \(\mathcal{L}(\beta)\) does not hold in the vicinity of \(\beta = 0\) in the complex plane. We have not found analytically the leading behavior of the integral above in the complex domain, but observed numerically that it is qualitatively consistent with the following simple model. Consider a function \(\beta^{\pi - 1} \cos(\log \beta)^2 L(\beta)\), where \(L(\beta)\) is a function of slow variation (namely \(\lim_{\beta \to 0} \frac{L(\lambda \beta)}{L(\beta)} = 1\) for \(\lambda > 0\)). The asymptotic behavior of this function depends on \(\arg(\beta)\) and is given by \(\beta^{\pi - 2\arg(\beta) - 1} L(|\beta|)\).

In particular, for imaginary \(\beta\) the leading power becomes \(\frac{1}{\beta}\). This is the reason why we get a weaker bound on the remainder in \(F(E)\).
2.3. Example 2

Consider now a simple example where the complex tauberian theorem (2.13) is applicable. We consider the spectral density to be

\[ f(E) = \sum_{n=0}^{\infty} \delta(E - n). \tag{2.16} \]

We can explicitly compute the Laplace transform

\[ \mathcal{L}(\beta) = \frac{1}{1 - e^{-\beta}} = \frac{1}{\beta} \left( 1 + \frac{1}{2} \beta + \frac{\beta^2}{12} + \ldots \right). \tag{2.17} \]

and Cauchy moments

\[ F_m(E) = E \left( \frac{E^{m-1}}{\Gamma(m)} + \frac{E^{m-2}}{2\Gamma(m-1)} + \frac{E^{m-3}}{12\Gamma(m-2)} + \ldots + O \left( \frac{1}{E} \right) \right). \tag{2.18} \]

The error term in this example is a function of the fractional part of \( E \), namely \( E - [E] \). Since \( 0 \leq E - [E] < 1 \), it is indeed \( O(1) \) for any \( E \). This is an example of (2.13) with \( \Delta_\phi = \frac{1}{2} \).

3. Dispersion Relations for Conformal Partial Waves

In this section we derive dispersion relations for conformal partial waves in the complex \( \Delta \) plane. These dispersion relations allow us to study separately the contribution of primary operators of given spin in the \( s \)-channel. We then analyze these dispersion relations in the limit \( |\Delta| \gg 1 \). We find that the large \( \Delta \) behavior away from the real axis of the conformal partial waves is controlled by the \( t \)-channel OPE data. In section 5 we will use these dispersion relations together with complex tauberian theorems to arrive at our final result (5.11).

3.1. Conformal Partial Waves and Lorentzian Inversion Formula

Consider a four-point correlator of identical scalar primary operators \( \phi \) in \( d \geq 2 \) dimensions

\[ \langle \phi(0)\phi(z, \bar{z})\phi(1)\phi(\infty) \rangle = (z\bar{z})^{-\Delta_\phi} G(z, \bar{z}), \tag{3.1} \]

\[ \text{In a sense, } s \text{-channel operators of dimension } \Delta \text{ probe } t \text{-channel distances } \frac{1}{\Delta}. \]
where, as usual, we used conformal invariance to put four points in a plane. The relation to the conformal cross ratios is

\[
u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} = z \bar{z}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2} = (1 - z)(1 - \bar{z}). \tag{3.2}\]

The OPE expansions in different channels are given by

\[
s - \text{channel} : \quad G(z, \bar{z}) = \sum_{\Delta, J} p_{\Delta, J} G_{\Delta, J}(z, \bar{z}) \\
t - \text{channel} : \quad G(z, \bar{z}) = \left[ \frac{z \bar{z}}{(1 - z)(1 - \bar{z})} \right]^{\Delta_{\phi}} \sum_{\Delta, J} p_{\Delta, J} G_{\Delta, J}(1 - z, 1 - \bar{z}) \tag{3.3}\]

where \(p_{\Delta, J} \geq 0\) are squares of the OPE coefficients. We choose the normalization of conformal blocks as

\[
G_{\Delta, J}(z, \bar{z}) \sim z^{\Delta - J} \bar{z}^{\Delta + J}, \quad z \ll \bar{z} \ll 1 \tag{3.4}\]

In two and four dimensions the exact expressions are known and given by hypergeometric functions

\[
G_{\Delta, J}(z, \bar{z}) = \frac{1}{1 + \delta_{J, 0}} [k_{\Delta + J}(z)k_{\Delta - J}(\bar{z}) + k_{\Delta - J}(z)k_{\Delta + J}(\bar{z})], \quad d = 2, \\
G_{\Delta, J}(z, \bar{z}) = \frac{z \bar{z}}{z - \bar{z}} [k_{\Delta + J}(z)k_{\Delta - J - 2}(\bar{z}) - k_{\Delta - J - 2}(z)k_{\Delta + J}(\bar{z})], \quad d = 4, \tag{3.5}\]

\[
k_{\alpha}(x) = x^{\alpha/2} F(\alpha/2, \alpha/2, \alpha, x). \tag{3.6}\]

Alternatively, we can expand the four-point function \((3.1)\) into an orthogonal basis of eigenfunctions \(F_{\Delta, J}\) of the Casimir operator. The single-valued functions \(F_{\Delta, J}\), also called partial waves, are given by a linear combination of conformal block plus “shadow”

\[
F_{\Delta, J} = K_{J, \Delta} G_{\Delta, J} + K_{J, d - \Delta} G_{d - \Delta, J} \tag{3.7}\]

where we defined following \cite{22}

\[
K_{J, \Delta} = \frac{\Gamma(\Delta - 1)}{\Gamma(\Delta - \frac{d}{2})} \kappa_{J + \Delta}, \quad K_{\beta} = \frac{\Gamma\left(\frac{\beta}{2}\right)^4}{2\pi^2 \Gamma(\beta - 1) \Gamma(\beta)} \tag{3.7}\]
A complete set of square-integrable functions is spanned by all \( F_{\Delta,J} \) with integer spins \( J \) and complex dimensions \( \Delta = \frac{d}{2} + i\nu \), where \( \nu \) is real and \( \nu \geq 0 \). Therefore, we can expand the four-point function (3.1) as

\[
G(z, \bar{z}) = \sum_{J=0}^{\infty} \int_{d/2-\infty}^{d/2+\infty} d\Delta \frac{d\Delta}{2\pi i} c_J(\Delta) F_{\Delta,J}(z, \bar{z}) = 
\]

\[
= \sum_{J=0}^{\infty} \int_{d/2-\infty}^{d/2+\infty} d\Delta \frac{d\Delta}{2\pi i} c_J(\Delta) K_{J,\Delta} G_{\Delta,J}(z, \bar{z})
\]

Due to the shadow symmetry of the partial wave \( F_{d-\Delta,J} = F_{\Delta,J} \) the partial wave coefficients \( c_J(\Delta) \) are also shadow symmetric

\[
c_J(\Delta) = c_J(d - \Delta).
\]

To relate the partial wave decomposition (3.8) to the \( s \)-channel OPE expansion (3.3), we can deform the contour in (3.8) to the real axis. The OPE expansion is reproduced if \( c_J(\Delta) \) has poles at dimensions of operators appearing in the \( s \)-channel OPE with residues related to OPE coefficients. The precise relation was given in [22]

\[
\frac{p_{\Delta,J}}{K_{J,\Delta}} = -\text{Res}_{\Delta'\rightarrow\Delta} \left\{ \begin{array}{ll}
c_J(\Delta'), & \Delta \neq \Delta_n \\
c_J(\Delta') - r_{J,\Delta'} K_{\Delta'+1-d,J'+d-1} \frac{c_{\Delta'+1-d}(J+d-1)}{K_{J,\Delta'}}, & \Delta = \Delta_n \end{array} \right.
\]

where we introduced

\[
\Delta_n = J + d + n, \quad n = 1, 3, 5, \ldots \tag{3.11}
\]

and \( r_{J,\Delta} \) is defined by (\( x = \Delta - J - d + 2 \))

\[
r_{J,\Delta} = \frac{\Gamma(\Delta - 1)\Gamma(\Delta + 2 - d)}{\Gamma(\Delta - d/2)\Gamma(\Delta - d/2)} \frac{\Gamma(J + d/2)\Gamma(J + d/2)}{\Gamma(J + 1)\Gamma(J + d - 2)} \frac{\Gamma(2 - x)\Gamma(x)}{\Gamma(2 - x)}
\]

The reason there is an extra term in (3.10) when \( \Delta = \Delta_n \) is that the conformal blocks in (3.8) have poles on the real \( \Delta \) axis. Their contributions are cancelled by extra poles

---

9 See e.g. appendix A in [23].
10 More precisely, one should also add non-normalizable modes, coming from \( s \)-channel scalar operators with \( \Delta \leq d/2 \), as described in appendix B in [23]. Here, we will be interested in \( s \)-channel operators with \( \Delta > d/2 \), so we ignore these contributions.
11 Our \( c_J(\Delta) \) is related to \( c(J, \Delta) \) in [23] by \( c_J(\Delta) \equiv \frac{c(J, \Delta)}{K_{J,\Delta}} \).
12 For non-identical external operators there will be poles for all integer \( n \).
of $c_J(\Delta)$, which do not correspond to operators appearing in the OPE. These unphysical extra poles are explicitly subtracted in the second line of (3.10), as explained in [22].

Since the functions $F_{\Delta,J}$ form an orthogonal basis, one can invert (3.8) and obtain the Euclidean inversion formula. Further, it is possible to deform the contour of integration in $z, \bar{z}$ to Lorentzian kinematics, which entails Caron-Huot’s inversion formula [22]. In the case of identical external operators it is given by

$$c_J(\Delta) = \frac{1}{2} \delta_{J,\text{even}} \frac{\Gamma(\Delta - \frac{d}{2})}{\Gamma(\Delta - 1)} \int_0^1 dz d\bar{z} \mu(z, \bar{z}) G_{J+d-1,\Delta+1-d}(z, \bar{z}) \text{dDisc } G(z, \bar{z}) \quad (3.13)$$

where $\mu(z, \bar{z})$ is the orthogonality measure of partial waves $F_{\Delta,J}$

$$\mu(z, \bar{z}) = \frac{1}{(z\bar{z})^2} \left| \frac{z - \bar{z}}{z\bar{z}} \right|^{d-2} \quad (3.14)$$

The double-discontinuity is defined [22] by

$$\text{dDisc } G(z, \bar{z}) = G_{\text{eucl}}(\rho, \bar{\rho}) - \frac{1}{2} G(\rho, \bar{\rho} - i0) - \frac{1}{2} G(\rho, \bar{\rho} + i0), \quad G_{\text{eucl}}(\rho, \bar{\rho}) = G(\rho, 1/\bar{\rho}), \quad z = \frac{4\rho}{(1 + \rho)^2}. \quad (3.15)$$

In a generic CFT the derivation of (3.13) applies only to $J > 1$.

To recapitulate, $c_J(\Delta)$ are meromorphic shadow symmetric functions. They have poles at the positions of physical operators appearing in the $s$-channel OPE as well as a series of extra (kinematical) poles as dictated by (3.10). For $J > 1$ $c_J(\Delta)$ could be computed from the double discontinuity of the correlator using the inversion formula (3.13). In the next subsection we will show that a direct consequence of (3.13) is polynomial boundedness of $c_J(\Delta)$ at large $\Delta$. This allows us to write and study dispersion relations for $c_J(\Delta)$.

### 3.2. Polynomial Boundedness

We will be interested in the behavior of $c_J(\Delta)$ at large $\Delta$ in the complex plane and will observe that this limit in (3.13) is controlled by the Euclidean OPE expansion of the correlator in the $t$-channel (3.3).

The simplest example of the use of (3.13) is to consider the unit operator in the $t$-channel

$$G(z, \bar{z}) = \left( \frac{z\bar{z}}{(1 - z)(1 - \bar{z})} \right)^{\Delta_\phi} + \ldots \quad (3.16)$$

13 Recall that we write $G_{\Delta,J}$ for conformal blocks instead of the convention in [22] $G_{J,\Delta}$.
It gives a contribution to the double-discontinuity

\[ \text{dDisc } G(z, \bar{z}) = 2 \sin^2(\pi \Delta \phi) \left( \frac{z \bar{z}}{(1-z)(1-\bar{z})} \right)^{\Delta \phi}. \tag{3.17} \]

We plug (3.17) into the inversion formula (3.13). The corresponding partial wave coefficients are given by

\[ c_J^{GFF} (\Delta) = [1 + (-1)^J \pi^2 \frac{\Gamma(J + \frac{d}{2}) \Gamma \left( \frac{d}{2} - \Delta \phi \right)^2}{\Gamma(J+1) \Gamma(\Delta \phi)^2} \times \]

\[ \frac{\Gamma(\Delta + J) \Gamma \left( -\Delta + 2 \Delta \phi + J \right)}{\Gamma \left( \frac{\Delta + J}{2} \right)^2 \Gamma \left( \Delta + J - \Delta \phi + \frac{d}{2} \right)} \times \frac{\Gamma(\hat{\Delta} + J) \Gamma \left( \frac{\hat{\Delta} + 2 \Delta \phi + J}{2} \right)}{\Gamma \left( \frac{\hat{\Delta} + J}{2} \right)^2 \Gamma \left( \hat{\Delta} + J - \Delta \phi + \frac{d}{2} \right)} \tag{3.18} \]

where \( \hat{\Delta} \equiv d - \Delta \) is the shadow transform of \( \Delta \). Incidentally, this is also the exact answer for the generalized free field theory (GFF). Indeed, the first two terms in the GFF 4-point function \( G_{GFF} = 1 + (z \bar{z})^\Delta \phi + \left[ \frac{z \bar{z}}{(1-z)(1-\bar{z})} \right]^{\Delta \phi} \) do not contribute to the double discontinuity.

The partial wave (3.18) has simple poles at \( \Delta = 2\Delta \phi + J + 2n \) corresponding to double-trace operators in GFF\(^{14}\) at \( \Delta = \Delta_n \) (3.11) and at their shadows. The poles at \( \Delta = \Delta_n \) cancel in the physical combination (3.10), as expected.

In \( d = 2, 4 \) the conformal blocks are known explicitly (3.5) and the integrals in the inversion formula (3.13) can be taken explicitly.\(^{15} \) For general \( d \) we simply guessed the formula (3.18) by requiring that unphysical poles at \( \Delta = \Delta_n \) cancel in the combination (3.10) and that the residues reproduce correct 3-point functions of GFF \(^{16} \[30\].\)

Let us understand how \( c_J(\Delta) \) behaves at large \( \Delta \). In the upper half-plane we have from (3.18)

\[ c_J(i\Delta) = d_J \Delta^{4\delta \phi - 3} + \ldots, \quad \Delta \to +\infty, \quad |\arg \Delta| < \frac{\pi}{2}, \tag{3.19} \]

where we introduced

\[ \delta \phi = \Delta \phi - \frac{d-2}{2} \geq 0, \quad d_J = [1 + (-1)^J \pi^2 \frac{\Gamma(J + \frac{d}{2}) \Gamma \left( \frac{d}{2} - \Delta \phi \right)^2}{\Gamma(J+1) \Gamma(\Delta \phi)^2} \times \]

\[ \frac{\Gamma(\Delta + J) \Gamma \left( -\Delta + 2 \Delta \phi + J \right)}{\Gamma \left( \frac{\Delta + J}{2} \right)^2 \Gamma \left( \Delta + J - \Delta \phi + \frac{d}{2} \right)} \times \frac{\Gamma(\hat{\Delta} + J) \Gamma \left( \frac{\hat{\Delta} + 2 \Delta \phi + J}{2} \right)}{\Gamma \left( \frac{\hat{\Delta} + J}{2} \right)^2 \Gamma \left( \hat{\Delta} + J - \Delta \phi + \frac{d}{2} \right)} \tag{3.20} \]

\(^{14}\) These are physical only in the theory of generalized free fields. In a generic CFT they are spurious and their proper treatment is the subject of the analytic Lorentzian bootstrap.

\(^{15}\) This can be done using Euler type integral representation of the hypergeometric function.

\(^{16}\) See formula (43) in that paper. To translate to our normalization of 3-point functions, one has to divide their formula (43) by a factor \( C_{\Delta_1} C_{\Delta_1} \). Further, for identical operators one has to add a permutation term in their formula (37), which leads to an extra factor of 2 in (43).
The bound on $\delta_{\phi}$ is the usual unitarity bound. In the lower-half plane the asymptotic can be obtained from (3.19) by shadow symmetry. The crucial observation is that including heavier operators in the $t$-channel would give rise to suppressed contributions in (3.19). This is because they come with higher powers of $(1 - z)$. Equivalently, we can expand in $\frac{1-z}{z}$ in the $t$-channel. Then extra powers of $\frac{1-z}{z}$ result in decreasing $\Delta_{\phi}$ in (3.17) and, therefore, a suppressed contribution in (3.19). This argument is rigorous for scalar operators in the $t$-channel, for which $1-z$ and $1-\bar{z}$ come in the same powers. For spinning operators it is slightly less obvious and we will discuss it further in section 4.

The power-like expansion (3.19) breaks down close to the real axis. One way to see it is to observe that there are nonperturbative corrections to (3.19) coming from the expansion of $\Gamma$-functions in (3.18). These non-perturbative corrections become negligible for large $\text{Im}(\Delta)$. We will assume that this is completely general and the power-like expansion of conformal partial waves, that we get by inserting the $t$-channel expansion into the inversion formula, is valid in the complex plane as soon as $\text{Im}(\Delta) \gtrsim |\Delta|^{\epsilon}$ for any positive fixed $\epsilon$.

Below, when analyzing dispersion relations, we will also need the asymptotic behavior of (3.18) at large $J$ and fixed $\Delta$. We have from (3.18)

$$
c_J(\Delta) = [1 + (-1)^J] \pi \frac{2^{2J+d-4\delta_{\phi}+1} \Gamma \left( \frac{d}{2} - \Delta_{\phi} \right)^2}{\Gamma(\Delta_{\phi})^2} J^{4\delta_{\phi} + \frac{d}{2} - 4} + \ldots, \quad J \to \infty.
$$

As above, including heavier operators leads to terms in (3.21) which are suppressed by further powers of $\frac{1}{J}$.

Let us emphasize that the large spin expansion of (3.21) is different from the usual analytic Lorentzian bootstrap discussions. The latter corresponds to keeping the twist $\Delta - J$ fixed while taking the large spin limit. Here we are exploring the unphysical regime of large $J$ and fixed $\Delta$. The claim is that this limit is controlled by the Euclidean rather than Lorentzian OPE.

### 3.3. Dispersion Relations

Having a meromorphic and polynomially bounded (3.19) function $c_J(\Delta)$, it is natural to write down a dispersion relation. Consider a Cauchy integral

$$
c_J(\Delta) = \oint \frac{d\Delta'}{2\pi i} \frac{c_J(\Delta')}{\Delta' - \Delta},
$$

where the contour goes around $\Delta' = \Delta$ counterclockwise. This dispersion relation was briefly considered in [31], see section 2.5.1 in that paper.
We can deform the contour as indicated on the fig. 1. The arcs at infinity can be dropped if \( c_J(\Delta) \to 0 \) as \(|\Delta| \to \infty\). Otherwise, we can write a dispersion relation with subtractions by taking an appropriate number of derivatives of (3.22)

\[
\frac{1}{N!} \partial^N_{\Delta} c_J(\Delta) = \oint \frac{d\Delta'}{2\pi i} \frac{c_J(\Delta')}{(\Delta' - \Delta)^{N+1}}
\]

Since \( c_J(\Delta) \sim \Delta^{4\delta_{\phi} - 3} \) as \( \Delta \to \infty \), the contribution of arcs vanishes if we choose \( N \) as follows

\[
N = \begin{cases} 
[4\delta_{\phi}] - 2, & \delta_{\phi} \geq \frac{3}{4} \\
0, & 0 \leq \delta_{\phi} < \frac{3}{4} 
\end{cases}
\]

For simplicity, let us first describe the dispersion relation (3.22) for \( 0 \leq \delta_{\phi} < \frac{3}{4} \), from which it will be trivial to generalize to the dispersion relation with subtractions (3.23) for \( \delta_{\phi} \geq \frac{3}{4} \).

For \( 0 \leq \delta_{\phi} < \frac{3}{4} \) we can use the equation (3.22). Deforming the contour in (3.22) to the real axis, dropping the arcs at infinity and using the shadow symmetry (3.9), we obtain

\[
c_J(\Delta/2 + i\nu) = \int_0^\infty d\nu' \frac{2\nu'}{\nu'^2 + \nu^2} \rho_J(\Delta/2 + \nu')
\]

where \( \rho_J(\Delta) = -\sum_{\Delta_{\text{pole}}} \delta(\Delta - \Delta_{\text{pole}}) \text{Res}_{\Delta \to \Delta_{\text{pole}}} c_J(\Delta) \)

where the sum is over all poles of the partial wave coefficient \( c_J(\Delta) \). The partial wave coefficient, however, includes not only the OPE poles, but also extra poles (3.11) at \( \Delta_n = \)
\[ J + d + n, \text{ while the OPE data is encoded in the combinations (3.10). Thus, we can relate (3.26) to the spectral density of OPE coefficients } \rho_{J}^{OPE}(\Delta) \text{ by} \]

\[ \rho_{J}(\Delta) = \rho_{J}^{OPE}(\Delta) - \rho_{J}^{extra}(\Delta), \quad (3.27) \]

where we defined

\[ \rho_{J}^{OPE}(\Delta) \equiv \sum_{\Delta'} \frac{p_{\Delta',J}}{K_{J,\Delta'}} \delta(\Delta - \Delta'), \]

\[ \rho_{J}^{extra}(\Delta) \equiv \sum_{n=0}^{\infty} \delta_{n,odd} \delta(\Delta - \Delta_{n}) \frac{K_{J+n+1,J+d-1}}{K_{J,J+d+n}} \text{Res}_{\Delta \rightarrow \Delta_{n}} (r_{J,\Delta}) c_{J+n+1}(J+d-1), \quad (3.28) \]

and the sum in \( \rho_{J}^{OPE} \) is only over primary operators of spin \( J \) appearing in the OPE. We also used that \( K_{J+n+1,J+d-1} \), and \( c_{J+n+1}(J+d-1) \) are non-singular, so that \( \text{Res} \) acts only on \( r_{J,\Delta} \). Inserting (3.27) into (3.25) we arrive at the desired dispersion relation

\[ \int_{0}^{\infty} d\nu' \rho_{J}^{OPE}(d/2 + \nu') \frac{2\nu'}{\nu'^{2} + \nu^{2}} = c_{J}(d/2 + i\nu) + \text{extra} \quad (3.29) \]

where we defined

\[ \text{extra} = \sum_{n=0}^{\infty} \delta_{n,odd} \frac{2(J + n) + d}{(J + \frac{d}{2} + n)^{2} + \nu^{2}} \frac{K_{J+n+1,J+d-1}}{K_{J,J+d+n}} \text{Res}_{\Delta \rightarrow \Delta_{n}} (r_{J,\Delta}) c_{J+n+1}(J+d-1) \quad (3.30) \]

and using definitions (3.7), (3.12) we can also compute

\[ \frac{K_{J+n+1,J+d-1}}{K_{J,J+d+n}} \text{Res}_{\Delta \rightarrow \Delta_{n}} (r_{J,\Delta}) = \frac{(-1)^{n+1}}{n+1} \left[ \frac{\Gamma \left( \frac{d}{2} + 1 \right)}{\Gamma \left( \frac{d}{2} \right)} \right]^{2} \frac{(J+1)n+1}{(J+\frac{d}{2})_{n+1}} \quad (3.31) \]

where the Pochhammer symbol is \((a)_{b} = \Gamma(a+b)/\Gamma(a)\). For the remainder of this section we will be preoccupied with studying the dispersion relation (3.29). It can be considered as a reformulation of \( s = t \) crossing. Indeed, the LHS of (3.29) contains \( s \)-channel OPE data of primary operators with fixed spin \( J \). The kernel \( \frac{2\nu'}{\nu'^{2} + \nu^{2}} \) is centered around operators with dimension \( \Delta' \sim \frac{d}{2} + \nu \). The RHS of (3.29) can be thought of as \( t \)-channel data if we use \( t \)-channel OPE and the inversion formula (3.13) to compute \( c_{J}(\Delta) \) entering the RHS of (3.29).

As it is usual with the crossing equations, we cannot solve (3.29) for general values of parameters \((\nu, J)\). So let us consider a limit when only a few light operators dominate in one of the channels to make predictions for the other channel. We will take \( \nu \gg 1 \). In
this limit the RHS of (3.29) will be dominated by light operators in the \( t \)-channel. This is reminiscent of the fact that large momentum corresponds to short distances in Fourier transforms. We now explain how it happens and find the asymptotic of the RHS of (3.29) at large \( \nu \).

The asymptotic \( \nu \gg 1 \) of the first term in the RHS of (3.29) was already found in (3.19) and was indeed controlled by the identity operator in the \( t \)-channel. The asymptotic of the second term in the RHS of (3.29) is more subtle and we will study it in the next subsection.

For completeness let us also write down the most general dispersion relation that involves \( N \) subtractions. Starting from (3.23) and going through the same steps we have

\[
\int_0^\infty d\nu' \rho_j^{\text{OPE}}(d/2 + \nu') \left[ \frac{e^{\frac{\pi i}{2} N}}{(\nu' - i\nu)^{N+1}} + \text{c.c.} \right] = \frac{1}{N!} \partial_\nu^N c_J(d/2 + i\nu) +
\]

\[
+ \sum_{n=0}^\infty \left[ \frac{e^{\frac{\pi i}{2} N}}{(\Delta_n - \frac{d}{2} - i\nu)^{N+1}} + \text{c.c.} \right] \text{Res}_{\Delta \to \Delta_n} \left( r_{J,\Delta} K_{J+n+1,J+d+n} c_{J+n+1}(J + d - 1) \right) .
\]

This equation can also be obtained by taking \( N \nu \) derivatives of (3.29), but unlike (3.29) it is valid for any \( \delta_\phi \) if we chose \( N \) as in (3.24).

3.4. Contribution of Extra Poles

To make the dispersion relations (3.29), (3.32) useful we need to say something about the contribution of extra poles (3.30). Here we compute the large \( n \) tails of the sum (3.30). These tails are fixed by the Euclidean \( t \)-channel OPE, since the large \( n \) asymptotics of \( c_{J+n+1}(J + d - 1) \) is controlled by the large spin expansion (3.21). The tails generate generic non-integer powers in the large \( \nu \) expansion. In contrast, any fixed \( n \) term in (3.30) is non-universal. It generates terms of the type \( \frac{1}{\nu^{2k}} \) at large \( \nu \). These are mapped to the contribution of individual operators in the \( s \)-channel.

Let us see how this works in details. We write the contribution of extra poles (3.30) as

\[
extra = \sum_{n=0}^\infty \delta_{n,\text{odd}} E_n \left( \frac{1}{\nu_n + i\nu} + \frac{1}{\nu_n - i\nu} \right), \tag{3.33}
\]

where

\[
\Delta_n = \frac{d}{2} + \nu_n = J + d + n,
\]

\[
E_n = \frac{1}{n+1} \left[ \frac{\Gamma \left( \frac{n}{2} + 1 \right)}{\Gamma \left( -\frac{n}{2} \right) \Gamma(n+1)} \right]^2 \frac{(J + 1)_{n+1}}{(J + \frac{d}{2})_{n+1}} c_{J+n+1}(J + d - 1). \tag{3.34}
\]
We are interested in the large $n$ tails of the sum, so we expand each term as

$$E_n = \sum_\chi n^{\gamma - 1} \sum_{j=0}^{\infty} \frac{e_j(\chi)}{n^j} \equiv \sum_\chi E_n^{(\chi)},$$

(3.35)

where we also sum over contributions of primary operators $\chi$ in the $t$-channel to the inversion formula (3.13) for $c_{J+n+1}(J + d - 1)$. For example, using (3.21), for the unit operator we have

$$\chi = \hat{1}: \quad \gamma_1 = 4\delta_\phi - 2, \quad e_0^{(1)} = 2\gamma_1 + 2J + d + 1 \frac{\Gamma(J + \frac{d}{2}) \Gamma(\frac{d}{2} - \Delta_\phi)}{\Gamma(J + 1) \Gamma(\Delta_\phi)}$$

(3.36)

Let us compute the contribution of a single $t$-channel primary operator $\chi$

$$\text{extra}(\chi) \equiv \sum_{n=0}^{\infty} \delta_{n,\text{odd}} E_n^{(\chi)} \left( \frac{1}{\nu_n + i\nu} + \frac{1}{\nu_n - i\nu} \right) = \sum_{j=0}^{\infty} e_j^{(\chi)} \sum_{k=0}^{\infty} \frac{(2k + 1)\gamma - 1 - j}{\nu_{2k+1} + i\nu} + \text{c.c.} =$$

$$= \sum_{j=0}^{\infty} e_j^{(\chi)} \sum_{k=0}^{\infty} (2k + 1)\gamma - 1 - j \int_0^{\infty} \text{d}t \ e^{-t(\nu_{2k+1} + i\nu)} + \text{c.c.} =$$

$$= 2 \sum_{j=0}^{\infty} e_j^{(\chi)} \int_0^{\infty} \text{d}t \ \cos(t\nu)e^{-t(J + d + 1)} \sum_{k=0}^{\infty} (2k + 1)\gamma - 1 - j e^{-2tk}$$

(3.37)

The sum over $k$ is given by the so called Lerch transcendent

$$\sum_{k=0}^{\infty} (2k + 1)\gamma - 1 - j e^{-2tk} = 2\gamma - 1 - j \Phi(e^{-2t}, -\gamma + 1 + j, 1/2)$$

(3.38)

where by definition

$$\Phi(z, s, a) \equiv \sum_{k=0}^{\infty} \frac{z^k}{(k + a)^s}$$

(3.39)

For large $\nu$ the integral in (3.37) localizes to $t = 0$. Lerch transcendant (3.38) has a useful expansion around this point [32]

$$\Phi(z, s, a) = z^{-a} \left( \Gamma(1 - s)(-\log z)^{s-1} + \sum_{k=0}^{\infty} \zeta(s - k, a) \frac{(\log z)^k}{k!} \right)$$

(3.40)

where $\zeta(s, a) = \sum_{k=0}^{\infty} (a + k)^{-s}$ is Hurwitz zeta function. Using this expansion we get

$$\text{extra}(\chi) = \sum_{j=0}^{\infty} e_j^{(\chi)} \Gamma(\gamma - j) \left( J + \frac{d}{2} \right)^{\gamma - 1 - j} \mathcal{F}_{J - \gamma} \left( \frac{\nu}{J + \frac{d}{2}} \right) +$$

$$+ \sum_{k=0}^{\infty} \tilde{e}_k^{(\chi)} \left( -\frac{2}{k!} \right) \left( J + \frac{d}{2} \right)^{-(k+1)} \mathcal{F}_k \left( \frac{\nu}{J + \frac{d}{2}} \right)$$

(3.41)
where we defined
\[ \tilde{e}^{(\chi)}_k = \sum_{j=0}^{\infty} e_j^{(\chi)} 2^{\gamma_{\chi} - j} \zeta(-\gamma_{\chi} + 1 + j - k, 1/2) \] (3.42)

\[ F_{s-1}(\nu) = \int_0^\infty dt \cos(t\nu)e^{-t^{s-1}} = \frac{\Gamma(s) \cos(s \arctan \nu)}{(1 + \nu^2)^{s/2}} \]

The function \( F_s(\nu) \) can be expanded at large \( \nu \) by changing the integration variable in (3.42) to \( x = t\nu \) and expanding the exponent. The result is
\[ F_{s-1}(\nu) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \Gamma(n + s) \cos\left(\frac{\pi}{2}(n + s)\right) \frac{1}{\nu^{s+n}} \] (3.43)

The expansion (3.43) makes it clear that the first line in (3.41) gives the universal tails controlled by the \( t \)-channel which are generically non-integer powers of \( \frac{1}{\nu} \). This happens because heavier operators in the \( t \)-channel have smaller \( \gamma_{\chi} \) and therefore give suppressed contributions in (3.41). The second line in (3.41) makes it clear that each operator contributes to all integer powers of \( \frac{1}{\nu} \). Using (3.43) we can write an expansion at large \( \nu \)
\[ \text{extra}(\chi) = \nu^{\gamma_{\chi} - 1} \sum_{n=0}^{\infty} \frac{(-1)^n}{\nu^n} \left( J + \frac{d}{2} \right)^n \Gamma(n - \gamma_{\chi} + 1) \cos\left(\frac{\pi}{2}(n - \gamma_{\chi} + 1)\right) \sum_{j=0}^{n} e_j^{(\chi)} \frac{(-1)^j \Gamma(\gamma_{\chi} - j)}{(J + \frac{d}{2})^j (n - j)!} + \text{(even integer powers)} , \] (3.44)

where \( e_j^{(\chi)} \) and \( \gamma_{\chi} \) are defined by the expansion (3.35). Note that due to shadow symmetry we expect all the odd \( n \) powers in the sum to cancel. In all concrete computations it is indeed what happens. Let us quote the leading universal term in (3.44) from the contribution of the unit operator (3.36), which we will use later
\[ \text{extra}(\hat{1}) = -\frac{1}{\cos 2\pi \delta_\phi} d_J \nu^{4\delta_{\phi} - 3} + ... , \] (3.45)

where \( d_J \) is given by (3.20).

For \( \delta_\phi \geq \frac{3}{4} \), when we have to use the dispersion relation with subtractions, we can obtain the asymptotics of the sum on the RHS of (3.32) by taking \( N \nu \)-derivatives of (3.44).

The \( t \)-channel information (3.44), though non-trivial, is impossible to interpret in terms of individual primary operators and three-point functions in the \( s \)-channel. The

\[ ^{17} \text{This can be explicitly checked in } d = 2, 4 \text{ by computations outlined in section 4.} \]
kernel \( \frac{2\nu'}{\nu^2 + \nu'^2} \) in (3.29) is centered around \( \nu \), but has tails going to arbitrarily large \( \nu' \). However, it turns out that for the large \( \nu \) asymptotic it is possible to get rid of this tail and replace the kernel by the indicator function

\[
\theta(0 \leq \nu' \leq \nu) = \begin{cases} 
1, & 0 \leq \nu' \leq \nu \\
0, & \text{otherwise} 
\end{cases}
\]  

(3.46)

using a certain tauberian theorem. This will give us a more direct probe of the spectral data in the s-channel and will be the topic of section 5.

4. Adding Extra Operators to The Large \( \Delta \) Expansion

So far we have explicitly discussed only the contribution of the unit operator in the \( t \)-channel. Let us briefly generalize the discussion to an arbitrary operator in the \( t \)-channel.

The basic feature of the large \( \nu \) expansion is that non-analytic tails \( \frac{1}{\nu^\alpha} \) with generically non-integer \( \alpha \) are controlled by the \( t \)-channel OPE and are, thus, computable. The analytic terms \( \frac{1}{\nu^{2k}} \) with integer \( k \), on the other hand, come from individual operators in the \( s \)-channel and are non-universal.

Let us consider the problem of adding an extra operator in the \( t \)-channel. It is convenient not to distinguish between the primaries and descendants. The contribution of a state with quantum numbers \((h, \bar{h})\) to the correlator is given by

\[
G(z, \bar{z}) = \left( \frac{z \bar{z}}{(1-z)(1-\bar{z})} \right)^{\Delta_\phi} (1-z)^h (1-\bar{z})^{\bar{h}}.
\]  

(4.1)

Its contribution to the double discontinuity is given by

\[
d\text{Disc} G(z, \bar{z}) = 2 \sin^2(\pi (\Delta_\phi - \bar{h})) \left( \frac{z \bar{z}}{(1-z)(1-\bar{z})} \right)^{\Delta_\phi} (1-z)^h (1-\bar{z})^{\bar{h}}.
\]  

(4.2)

We would like to plug this into the inversion formula and study the result in the large \( \Delta \) limit. To be able to compute integrals in the inversion formula explicitly it will be convenient to expand in \( \frac{1-z}{z} \) instead of \( 1-z \)

\[
(1-z)^h = \left( \frac{1-z}{z} \right)^h \left( 1 + \frac{1-z}{z} \right)^{-h} = \left( \frac{1-z}{z} \right)^h \sum_{n=0}^{\infty} \frac{\Gamma(1-h)}{\Gamma(n+1)\Gamma(1-h-n)} \left( \frac{1-z}{z} \right)^n.
\]  

(4.3)
We will see that this expansion translates into $\frac{1}{\Delta}$ expansion.

Let us consider the case $d = 2$. The case of $d = 4$ is similar. We believe the same picture persists in all $d$, even though we have not proved that. In the inversion formula we are interested in the following integral

\[
I_{p_0}^{p_1}(h) = \int_0^1 \frac{dz}{z^2} k_h(z) z^{p_0} (1 - z)^{p_1} = \frac{\Gamma(p_0 + \frac{h}{2} - 1) \Gamma(p_1 + 1)}{\Gamma(p_0 + p_1 + \frac{h}{2})} \times 3 F_2 \left( \frac{h}{2}, \frac{h}{2}, p_0 + \frac{h}{2} - 1; h, p_0 + p_1 + \frac{h}{2}; 1 \right). \tag{4.4}
\]

In terms of $I_{p_0}^{p_1}(h)$ we get the following contribution to the partial wave from (4.2)

\[
c_{J}^{h, \bar{h}}(\Delta) = \sin^2(\pi(\Delta_\phi - \bar{h})) \left[ I_\Delta^{\Delta_\phi} (\Delta + J) I_{\bar{h} + \Delta_\phi}^{\Delta_\phi} (\bar{\Delta} + J) + (\Delta \to \bar{\Delta}) \right] \tag{4.5}
\]

where $\bar{\Delta} = 2 - \Delta$ is the shadow of $\Delta$ in 2d. We are interested in the large $h$ limit of $I_{p_0}^{p_1}(h)$. For this purpose it is convenient to introduce a simpler integral

\[
I_{p}(h) = \int_0^1 \frac{dz}{z^2} k_h(z) \left( \frac{z}{1 - z} \right)^p = \frac{\Gamma(h) \Gamma(\frac{h}{2} + p - 1) \Gamma(1 - p)^2}{\Gamma(\frac{h}{2} - p + 1)}. \tag{4.6}
\]

In terms of this simpler integral and using (4.3) we can write

\[
I_{p_0}^{p_1}(h) = \sum_{n=0}^{\infty} I_{-p_1 - n}(h) (-1)^n \frac{\Gamma(p_0 + p_1 + n)}{\Gamma(p_0 + p_1) \Gamma(n + 1)}. \tag{4.7}
\]

Expanding (4.6) at large $h$ the formula (4.7) provides us with an expansion at large $h$ for $I_{p_1}^{p_0}(h)$. Now we can readily compute the large $\Delta$ expansion of $c_{J}^{h, \bar{h}}(\Delta)$ (4.5). The leading term takes the form

\[
c_{J}^{h, \bar{h}}(1 + i\nu) = \pi 4^{2 + h + \bar{h} + J - 2\Delta_\phi} \nu^{4\delta_\phi - 3 - 2(h + \bar{h})} \frac{\cos(\pi(h - \bar{h})) \Gamma(1 + h - \Delta_\phi)^2}{\Gamma(\Delta_\phi - h)^2} + \ldots. \tag{4.8}
\]

Given a primary operator in the $t$-channel with dimension $\Delta_\chi$ and spin $J_\chi$ its $t$-channel conformal block involves terms $h = \Delta_\chi \pm J_\chi$ and $\bar{h} = \Delta_\chi \pm J_\chi$ together with corrections which are integer powers $(1 - z)^n (1 - \bar{z})^m$.

One can wonder about the convergence of the $t$-channel OPE after we applied the inversion formula. If one naively expands (4.8) at large $\Delta_\chi$ one gets that it diverges very quickly $e^{\Delta_\chi \log \Delta_\chi}$. This however only signifies that the large $\nu$ and large $\Delta_\chi$ limits do not commute. Taking the full answer (4.3) (instead of the first term in (4.7)) one can check
that it behaves at large $\Delta_\chi$ like a power. The situation is similar to the one in the context of the large spin expansion [33,34].

From the discussion above the contribution of an operator $\chi$ to the large $\nu$ expansion takes the form

$$c_h^\chi \bar h \left(\frac{d}{2} + i\nu\right) = \nu^{4\delta_\phi - 3 - 2\Delta_\chi} \sum_{n=0}^{\infty} \frac{\alpha_n^{h,\bar h}}{\nu^{2n}}, \quad (4.9)$$

where all coefficients are computable using the Lorentzian inversion formula. Moreover, the contribution of heavier operators $\chi$ in the $t$-channel is suppressed at large $\nu$, as can be seen from (4.9).

4.1. Large $\nu$ Summary

Based on the discussion in the previous subsection we end up with the following dispersion relation at large $\nu$

$$\int_0^\infty d\nu' \rho_{J,\text{OPE}} \left(\frac{d}{2} + \nu'\right) \frac{2\nu'\nu}{\nu'^2 + \nu^2} = \sum_\chi \sum_{n=0}^{\infty} \alpha_n^{(\chi)} \nu^{-\delta_\chi - 2n} + \sum_{k=1}^{\infty} a_k \nu^{-2k+1} \quad (4.10)$$

where $\chi$ are $t$-channel operators contributing to the RHS of the dispersion relation (3.29) via the inversion formula. The numbers $\alpha_n^{(\chi)}$ and $\delta_\chi$ are computable using $t$-channel OPE, while $a_k$ receive contributions from all operators in the $t$-channel and, therefore, are non-universal. The same conclusion holds for dispersion relations with subtractions. We would like to use (4.10) to make some predictions about the asymptotic behavior of the spectral density itself. This is the subject of tauberian theorems. We discuss this in the next section.

Collecting formulas (3.19), (3.45) we find the leading contribution of the unit operator to the RHS of the dispersion relation

$$\chi = \hat 1 : \quad \alpha_0^{(\hat 1)} = d_J \left(1 - \frac{1}{\cos 2\pi\delta_\phi}\right), \quad \delta_\hat 1 = -4\delta_\phi + 2 \quad (4.11)$$

where $d_J$ is defined in (3.20). From (4.11) we conclude that in 2d the powers $\delta_\chi$ are related to the operators $\chi$ in the $t$-channel OPE as follows

$$\delta_\chi = -4\delta_\phi + 2 + 2\Delta_\chi \quad (4.12)$$

One can check that the same formula holds in 4d. Note that the LHS of (4.11) has an extra factor of $\nu$ compared to (3.29). This is the source of an extra $+1$ in (4.12).
5. Asymptotics of Spectral Densities

We would like to use dispersion relations to make predictions about the integrated weighted spectral density. This is done via a complex tauberian theorem. It will be again useful to introduce Cauchy moments

\[ F_m^J(\nu) \equiv \frac{1}{(m-1)!} \int_0^{\nu} d\nu' (\nu - \nu')^{m-1} \rho_{OPE}^{J}(d/2 + \nu'). \] (5.1)

These are also computed by the repeated integration of the weighted spectral density \( \rho_{OPE}^{J}(\nu) \) as in (2.10). Now let us consider the dispersion relation (4.10)

\[ \int_0^{\infty} d\nu' \rho_{OPE}^{J}(d/2 + \nu') \frac{2\nu'\nu}{\nu'^2 + \nu^2} = R(\nu) = \sum_i \alpha_i \nu^{-\delta_i} + \sum_{k=1}^{\infty} a_k \nu^{-2k+1} \] (5.2)

where we simply use the notation \( \delta_i \) with the index \( i \) containing information about both \( \chi \) and \( n \) in (1.10) (which receives contribution from the \( n \)-th level descendants). We also arrange the powers such that \( \delta_{i+1} > \delta_i \). As we discussed above, there are two types of terms: computable using the \( t \)-channel OPE (first sum on the RHS of (5.2)) and terms that are sensitive to the details of the spectrum (second sum on the RHS of (5.2)).

To go from dispersion relations to statements about the Cauchy moments, we need to understand what is the region of validity of (5.2) in the complex \( \nu \)-plane, or, equivalently, in the \( \Delta \)-plane. Recall the relation between the two: \( \Delta = \frac{d}{2} + i\nu \). As we discussed in section 3, the large \( \Delta \) (or \( \nu \)) expansion breaks down close to the real axis, where partial waves have poles at the locations of primary operators. In general, we do not know what exactly this region is. However, on general grounds we expect that the smooth polynomial behavior emerges as soon as \( \text{Im}[\Delta] \gg 1 \). This is also what we observed in concrete examples and from plugging separate \( t \)-channel operators in the inversion formula. In all these cases the corrections are suppressed by \( e^{-\text{Im}[\Delta]} \). In particular, we assume that (5.2) is valid for \( |\Delta| \gg 1 \) and \( \text{Im}[\Delta] \gtrsim |\Delta|^{\epsilon} \) where \( \epsilon \) is an arbitrary but fixed number.

Given that (5.2) is valid in the complex \( \nu \) region described above, the Cauchy moments have the following asymptotic at large \( \nu \) (see appendix B for a proof):

\[ F_m^J(\nu) = \sum_i \alpha_i \beta_m(\delta_i) \nu^{m-\delta_i-1} + \sum_{k=1}^{m} b_k \frac{\nu^{m-k}}{(m-k)!} + O(\nu^{-\delta_i-1}), \] (5.3)

\[ \beta_m(\delta) = \frac{\cos \frac{\pi \delta}{2}}{\pi} \frac{\Gamma(-\delta)}{\Gamma(m-\delta)}, \]
where $b_k$ are computable if $R(\nu)$ is known exactly, but cannot be computed based solely on the large $\nu$ data. The error term is defined by the smallest $\delta_i$ in (5.2), which is $\delta_1$.18

The formula (5.3) constitutes the statement of the complex tauberian theorem for Stieltjes transform, which we prove in appendix B.

Note that $\beta_m(\delta)$ has poles at even integer $\delta$. The prescription in this case is to keep the regular piece in $\beta_m(\delta)\nu^{m-\delta-1}$ which produces $\nu^{m-\delta-1}\log\nu$ with computable coefficient and throw away the pole (see appendix B).

Heuristically, the coefficients of the first sum in (5.3) can be found by taking a naive power-law ansatz for $\rho_{J}^{OPE}(\nu)$, as in appendix B.5, and computing Cauchy moments. The proof of (5.3), however, is much more subtle. In particular, it is crucial that we consider $m$-th Cauchy moment (5.1) in order to capture, roughly speaking, $m$ subleading terms in (5.3). Again, the key ingredients are positivity of $\rho_{J}^{OPE}$ and validity of the large $\nu$ expansion in the complex domain.

Finally, notice that in (5.2) we used dispersion relations without subtractions. One can check that subtractions do not affect the result (see appendix B).

We would like to stress that (5.3) is a rather non-trivial consequence of (5.2). For example, consider the first Cauchy moment $F_{J}^{1}$. For a discrete operator spectrum it is a discontinuous function with a “staircase” shape (e.g. see fig.6). It is remarkable that features of this staircase are captured by a smooth function on the RHS of (5.3).

5.1. Leading Asymptotic

Given the result (5.3) let us discuss the leading asymptotic for the integrated weighted spectral density. Recall that introducing $\delta_{\phi} = \Delta_{\phi} - \frac{d-2}{2}$ the leading asymptotic in (5.3) comes from the unit operator (4.11). Setting $m = 1$ in (5.3) we get

$$\int_{0}^{\nu} d\nu' \rho_{J}^{OPE}(d/2 + \nu') = f_{J} \frac{\nu^{4\delta_{\phi} - 2}}{4\delta_{\phi} - 2} + b_{1} + O(\nu^{4\delta_{\phi} - 3}) ,$$

$$f_{J} = [1 + (-1)^{J}]\pi^{2} \frac{2^{2J+d-4\delta_{\phi} + 2} \Gamma(J + \frac{d}{2})}{\Gamma(J + 1) \Gamma(\Delta_{\phi})^{2} \Gamma(\delta_{\phi})^{2}} ,$$

where we used (1.11). Note that $\nu^{4\delta_{\phi} - 2}$ dominates over $b_{1}$ only for $\delta_{\phi} > \frac{1}{2}$, i.e. for operators with $\Delta_{\phi} > \frac{d-1}{2}$.

18 Strictly speaking, in appendix B we prove (5.3) with the error estimate being $O(\nu^{-\delta_1 - 1 + \epsilon})$, where $\epsilon > 0$ is arbitrarily small and fixed. Therefore, we leave a possibility of multiplying the error estimate by a function $\Lambda(\nu)$ growing slower than a power. It will be implicit in what follows.
For $\delta_\phi < \frac{1}{2}$ the constant term in (5.4) will dominate. Therefore, we consider the combination $F_2^J(\nu) - \nu F_1^J(\nu)$ in which $b_1$ cancels and get

$$\int_0^\nu d\nu' \rho_j^{OPE}(d/2 + \nu') = f_j \frac{\nu^{4\delta_\phi - 1}}{4\delta_\phi - 1} + b_2 + O(\nu^{4\delta_\phi - 2}) \ .$$ (5.5)

Again, the first term dominates for $\delta_\phi > \frac{1}{4}$, i.e. $\Delta_\phi > \frac{d-2}{2}$.

For $0 < \delta_\phi < \frac{1}{4}$ we can consider $F_3^J(\nu) - \nu^2 F_2^J(\nu) + \frac{\nu^2}{2} F_1^J(\nu)$ to remove $b_1, b_2$ and obtain

$$\int_0^\nu d\nu' \nu^2 \rho_j^{OPE}(d/2 + \nu') = f_j \frac{\nu^{4\delta_\phi}}{4\delta_\phi} + b_3 + O(\nu^{4\delta_\phi - 1}) \ .$$ (5.6)

The choice of particular combinations of $F^J_m$ that we used to obtain (5.5), (5.6) will become clearer in the next subsection, when we will discuss how to systematically remove non-universal terms in (5.3) containing coefficients $b_k$. For $\delta_\phi = \frac{1}{2}$ the prescription in (5.4) is to keep the regular piece $\frac{\nu^{4\delta_\phi - 2}}{4\delta_\phi - 2} \to \log \nu$. Similarly for $\delta_\phi = \frac{1}{4}$ in (5.5).

To summarize, the leading asymptotic of the integrated weighted spectral density in any unitary CFT is given by formulas (5.4), (5.5), (5.6) depending on the scaling dimension of the external operator.

5.2. Systematic Corrections

There is still one last problem to be addressed in the formula (5.3). Indeed, in the large $\nu$ expansion (5.3) we encountered integer powers of $\nu$ that are not controlled by OPE. Therefore, it is more practical to take certain linear combinations of Cauchy moments (5.1) such that these integer powers cancel. Depending on how many integer powers we would like to cancel we can consider combinations

$$G_{m,k}^J(\nu) = F_m^J(\nu) + p_1 \nu F_{m-1}^J(\nu) + \ldots + p_k \nu^k F_{m-k}^J(\nu) \ ,$$ (5.7)

where $k$ is the number of integer power terms that we want to remove. Using (5.3) we get the following set of equations for $p_i$

$$\frac{1}{(m-1)!} + \frac{p_1}{(m-2)!} + \ldots + \frac{p_k}{(m-k-1)!} = 0,
\ldots
\frac{1}{(m-k)!} + \frac{p_1}{(m-k-2)!} + \ldots + \frac{p_k}{(m-2k)!} = 0 \ ,$$ (5.8)
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which ensure that terms $\nu^{m-1}, \nu^{m-2}, \ldots, \nu^{m-k}$ cancel. The solution of the equations (5.8) takes the form

$$p_j = (-1)^j \frac{k!}{j!(k-j)!} \frac{\Gamma(m-j)}{\Gamma(m)}.$$  (5.9)

In terms of the weighted spectral density the moments $G_{m,k}^J(\nu)$ take the form

$$G_{m,k}^J(\nu) = \frac{(-1)^k}{(m-1)!} \int_0^\nu d\nu' \nu^k (\nu - \nu')^{m-k-1} \rho_j^{\text{OPE}} \left( \frac{d}{2} + \nu' \right),$$  (5.10)

where $k$ is the number of integer power terms that we want to subtract. Note that the maximal error comes from the last term in (5.7) since all $F_m^J$ have the same error term (5.3). Namely $G_{m,k}^J$ has a remainder term $O(\nu^{k+4\delta_0-3})$. Nevertheless, by taking an appropriate $m$ we can access as many terms in the $t$-channel OPE as we like.

In the discussion above for the leading asymptotic the combination $F_2^J(\nu) - \nu F_1^J(\nu)$ giving (5.5) is nothing but $G_{2,1}^J(\nu)$. Similarly, the second moment (5.6) is nothing but $G_{3,2}^J(\nu)$.

Further, we can access subleading terms in the $t$-channel OPE by considering higher $G_{m,k}^J$ moments. These have the error term $\delta G_{m,k}^J = O(\nu^{k+4\delta_0-3})$ and non-universal integer-power terms with the maximal power $\nu^{m-k-1}$. On the other hand, they enhance the OPE terms by a factor $\nu^{m-1}$. By taking $m$ to be large enough we can always extract arbitrary number of OPE controlled tails. In particular, given a term $\alpha_i \nu^{-\delta_i}$ in (5.2) its contribution to $G_{m,k}^J$ is

$$G_{m,k}^J(\nu) = \sum_i \left( \frac{\cos \frac{\pi \delta_i}{2}}{\pi} \frac{\Gamma(1-m)\Gamma(k-\delta_i)}{\Gamma(1+k-m)\Gamma(m-\delta_i)} \right) \alpha_i \nu^{m-\delta_i}
+ b_{k+1} \nu^{m-k-1} + \ldots + b_m + O(\nu^{k-\delta_1-1}) , \quad m > k ,$$  (5.11)

where the leading contribution comes from the unit operator (4.11) and all $\alpha_i, \delta_i$ can be computed from the $t$-channel expansion.

Let us discuss some properties of the pre-factor $\left( \frac{\cos \frac{\pi \delta_i}{2}}{\pi} \frac{\Gamma(1-m)\Gamma(k-\delta_i)}{\Gamma(1+k-m)\Gamma(m-\delta_i)} \right)$ which enters (5.11). For $m > k$ it has poles for even integer $\delta$'s

$$k \leq \delta_p = 2p < m ,$$  (5.12)

which correspond to the contribution of operators with dimensions $\Delta_p = 2\delta_0 + p - 1$. As above, the right prescription is to throw away the pole and keep the finite term with $\log \nu$.  
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Moreover, due to these poles the contribution of operators with dimensions close to \( \Delta_p \) gets enhanced. Finally, at large \( \delta \) we have

\[
\left( \cos \frac{\pi}{\delta} \right)^2 \frac{\Gamma(1-m)\Gamma(k-\delta)}{\Gamma(1-m-\delta)\Gamma(1+k-\delta)} \sim \frac{1}{\delta^{m-k}}.
\]

Let us emphasize that even though we derived (5.3) for dispersion relations without subtractions (5.1), it holds for the most general case (3.32) as we show in appendix B.

Therefore, we can systematically access the \( t \)-channel OPE data by studying the moments of the \( s \)-channel weighted spectral density. This fact embodied in the formula (5.11) is the main result of our paper.

6. Examples

In this section we test the formula (5.11) in Generalized Free Field theory (GFF) and 2d Ising. In particular, we will see that in these examples the large \( \Delta \) expansion will turn out to work well already for small values \( \Delta \). We will also make predictions for 3d Ising.

6.1. Generalized Free Field

The simplest example where we can test our claims is Generalized Free Field theory. Indeed, in this case \( c_J(\Delta) \) is explicitly known (3.18). It is a meromorphic function with all the expected properties. One can write dispersion relations for it and check the corresponding complex tauberian theorems.

One slightly non-trivial fact in this case is that the large \( \nu \) expansion of extra contribution is simply related to \( c_{\text{GFF}}^J(d/2 + i\nu) \)

\[
\text{extra} = -\frac{1}{\cos 2\pi \delta \phi} c_{\text{GFF}}^J(d/2 + i\nu) + (\text{even integer powers}) .
\]  

(6.1)

We have not derived this result to all orders, but checked analytically first few terms in the large \( \nu \) expansion. Therefore, using (6.1) we can easily make predictions to an arbitrarily high order for the moments (5.10).

The first few terms in the expansion of \( c_{\text{GFF}}^J(d/2 + i\nu) \) take the form

\[
c_{\text{GFF}}^J(d/2 + i\nu) = d_J \nu^{4\delta \phi - 3} \left( 1 + \frac{\hat{\alpha}_1}{\nu^2} + \frac{\hat{\alpha}_2}{\nu^4} + \ldots \right),
\]

\[
\hat{\alpha}_1 = \frac{8}{3} \delta^3 \phi - 8\delta^2 \phi + \delta \phi \left( 2J^2 + 2(d-2)J + \frac{d}{2}(d-4) + \frac{28}{3} \right)
\]

\[
- \frac{3}{2} J^2 + \frac{J}{2}(7-3d) + \frac{d}{8}(14-3d) - 4,
\]

(6.2)

\footnote{In \( d = 2 \) we observed relations similar to (6.1) for generic operators. We have not tried to generalize (6.1) to arbitrary \( d \).}
and similarly for higher $\hat{\alpha}_i$ which can be trivially computed by expanding (3.18).

Let us now plot a few moments to see how the formula (5.11) plays out. For concreteness we set $d = 3, J = 0, \delta_\phi = \frac{5}{8}$.

![Fig. 2](image)

**Fig. 2:** $G_{1,0}^J$ for GFF as a function of $\nu$. Parameters are chosen to be $d = 3, J = 0, \delta_\phi = \frac{5}{8}$. Based on (5.4) we expect the leading term to be $\frac{8\Gamma\left(-\frac{1}{4}\right)^2}{\sqrt{\pi}} \sqrt{\nu} + b_1$. We fit the constant to be $b_1 \approx 79.4$. The asymptotic formula works very well down to $\nu = 0$.
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**Fig. 3:** Error term for $G_{1,0}^J$ as a function of $\nu$. We plot $\sqrt{\nu} \delta G_{1,0}^J = (G_{1,0}^J - \frac{\sqrt{\nu}}{\Gamma(\frac{3}{2})}) \times \sqrt{\nu}$ for GFF. Based on (5.4) we expect the difference between $G_{1,0}$ and the fit in fig. 2 to be $O(\nu^{-1/2})$.

In the fig. 2 we plot the result for the leading asymptotic of the integrated weighted spectral density. In fig. 3 we present the result for the difference between $G_{1,0}$ and the fit multiplied by $\sqrt{\nu}$. We see that the results are in perfect agreement with the formula (5.11).
Next, let us consider the moment that is sensitive to the subleading tail $\hat{\alpha}_1$ in (6.2). One can check that the first moment in which we can access it is $G_{5,2}^{J=0}$ which takes the form

$$\frac{1}{\nu^2} G_{5,2}^{J=0}(\nu) = \frac{2048 \Gamma\left(\frac{7}{4}\right)^2}{8505 \sqrt{\pi}} \nu^{5/2} - \frac{608 \Gamma\left(\frac{7}{4}\right)^2}{405 \sqrt{\pi}} \nu^{1/2} + b_3 + O(\nu^{-1/2}) . \quad (6.3)$$

Fig. 4: Subleading tail in $G_{5,2}^{J=0}$ for GFF as a function of $\nu$. Parameters are chosen to be $d = 3$, $J = 0$, $\delta_\phi = \frac{5}{8}$. We subtracted from both sides of (6.3) the leading $\nu^{5/2}$ term. This way matching of the subleading tail can be seen very clearly. We fit $b_3 \approx 0.565$. We see that asymptotic formula works very well even for small $\nu$.

We subtract the leading tail $\frac{2048 \Gamma\left(\frac{7}{4}\right)^2}{8505 \sqrt{\pi}} \nu^{5/2}$ from both sides to isolate the subleading term and plot the result in the fig. 4.

Fig. 5: Error estimate for $G_{5,2}^{J=0}$ for GFF as a function of $\nu$. Parameters are chosen to be $d = 3$, $J = 0$, $\delta_\phi = \frac{5}{8}$. We consider the difference between the LHS and the RHS in (6.3) which we also multiply by $\sqrt{\nu}$. We see that the result agrees with (6.3).
Finally, let us check the error estimate in (6.3). To do this we plot the difference between $G_{5,2}^{J=0}$ and the fitting function in (6.3). We also multiply it by $\nu^{1/2}$ to make it clearer. The result is plotted in the fig. 5.

Therefore, we see in this particular example that large $\Delta$ expansion works very well already for $\Delta \sim 1$. Moreover, we can clearly access subleading terms in the $t$-channel OPE by considering proper moments of the weighted spectral density.

6.2. 2d Ising Model

Let us consider the four-point function of $\langle \sigma \sigma \sigma \sigma \rangle$ in the 2d Ising model of scalars with dimension $\Delta_{\sigma} = \frac{1}{8}$. We have [35]

$$\langle \sigma \sigma \sigma \sigma \rangle = \frac{G(\rho, \bar{\rho})}{(x_{12}^2 x_{34}^2)^{\frac{1}{4}}}.$$  \hspace{1cm} (6.4)

$$G(\rho, \bar{\rho}) = \frac{1 + \sqrt{\rho} \sqrt{\bar{\rho}}}{(1 - \rho^2)^{\frac{1}{4}} (1 - \bar{\rho}^2)^{\frac{1}{4}}}.$$  \hspace{1cm} (6.3)

Since we are considering identical operators only even spins $J$ appear in the OPE. We have for conformal partial waves (see appendix B in [22])

$$c_J(\Delta) = \frac{c_J, \Delta}{\kappa_{J+\Delta}} = I_{-\frac{1}{4}}^{\Delta + J} I_{-\frac{1}{4}}^{0} (2 - \Delta + J) + I_{-\frac{1}{4}}^{\frac{1}{2}} (\Delta + J) I_{-\frac{1}{4}}^{\frac{1}{2}} (2 - \Delta + J)$$

$$- \frac{1}{\sqrt{2}} \left( I_{-\frac{1}{4}}^{\frac{1}{2}} (\Delta + J) I_{-\frac{1}{4}}^{0} (2 - \Delta + J) + I_{-\frac{1}{4}}^{0} (\Delta + J) I_{-\frac{1}{4}}^{\frac{1}{2}} (2 - \Delta + J) \right),$$  \hspace{1cm} (6.5)

where

$$I_{p_1}^{p_0}(\beta) = \int_0^1 d\rho \frac{1 - \rho^2}{4\rho^2} k_\beta(\rho) \rho^{p_0} (1 - \rho^2)^{p_1},$$

$$k_\beta(\rho) = (4\rho)^{\beta/2} \hypergeom{2}{1}{\frac{1}{2}, \frac{\beta + 1}{2}}{\rho^2}.$$  \hspace{1cm} (6.6)

The partial wave $c_J(\Delta)$ is symmetric under the 2d shadow transform $\Delta \rightarrow 2 - \Delta$, as expected. Since $\delta_\sigma = \frac{1}{8} < \frac{3}{4}$ we consider dispersion relations without subtractions

$$\int_0^\infty d\nu' \rho_J^{OPE}(1 + \nu') \frac{2\nu'}{\nu^2 + \nu'^2} = c_J(1 + i\nu) + \text{extra.}$$  \hspace{1cm} (6.7)

Let us compute the contributions of first few terms in the RHS of (6.7). The three lightest operators in the $t$-channel OPE (6.3) are

$$\chi = \hat{1} : \quad \Delta = 0, J = 0, \quad p_{0,0} = 1,$$

$$\chi = \varepsilon : \quad \Delta = 1, J = 0, \quad p_{1,0} = \frac{1}{4},$$

$$\chi = T_{\mu \nu} : \quad \Delta = 2, J = 2, \quad p_{2,2} = \frac{1}{64}.$$  \hspace{1cm} (6.8)
We will set $J = 2$ in (6.7) for concreteness, but qualitatively same conclusions hold for any spin (including $J = 0$). We get the following contributions to the RHS of (6.7) from the first three operators

$$
c_{J=2}^{(1)}(1 + i \nu) = \sqrt{2\frac{128\pi \Gamma\left(\frac{7}{8}\right)^2}{\Gamma\left(\frac{1}{8}\right)^2}} \nu^{-5/2} \left(1 - \frac{333}{64} \frac{1}{\nu^2} + \frac{284565}{8192} \frac{1}{\nu^4} + \ldots \right),
$$

$$
c_{J=2}^{(e)}(1 + i \nu) = \sqrt{2\frac{128\pi \Gamma\left(\frac{11}{8}\right)^2}{\Gamma\left(-\frac{3}{8}\right)^2}} \nu^{-5/2} \left(\frac{1}{\nu^2} - \frac{655}{64} \frac{1}{\nu^4} + \ldots \right), \quad (6.9)
$$

$$
c_{J=2}^{(T)}(1 + i \nu) = \sqrt{2\frac{\pi \Gamma\left(-\frac{1}{8}\right)^2}{\Gamma\left(-\frac{15}{8}\right)^2}} \nu^{-5/2} \left(\frac{1}{\nu^4} + \ldots \right)
$$

Next, we evaluate tails coming from extra. We follow the procedure described at the end of section 3. The result is that extra terms contribute as follows

$$
extra(\hat{1}) = -\frac{128\pi \Gamma\left(\frac{7}{8}\right)^2}{\Gamma\left(\frac{1}{8}\right)^2} \nu^{-5/2} \left(1 - \frac{333}{64} \frac{1}{\nu^2} + \frac{284565}{8192} \frac{1}{\nu^4} + \ldots \right),
$$

$$
extra(\varepsilon) = \frac{128\pi \Gamma\left(\frac{11}{8}\right)^2}{\Gamma\left(-\frac{3}{8}\right)^2} \nu^{-5/2} \left(\frac{1}{\nu^2} - \frac{655}{64} \frac{1}{\nu^4} + \ldots \right), \quad (6.10)
$$

$$
extra(T) = -\frac{\pi \Gamma\left(-\frac{1}{8}\right)^2}{\Gamma\left(-\frac{15}{8}\right)^2} \nu^{-5/2} \left(\frac{1}{\nu^4} + \ldots \right)
$$

Adding together (6.9) and (6.10) we get the first three terms in the RHS of (6.7)

$$
\int_0^\infty d\nu' \rho_{J=2}^{OPE}(1 + \nu') \frac{2\nu'\nu}{\nu^2 + \nu^2} = \frac{1}{\nu^{3/2}} \left(-4.92754 + \frac{99.773}{\nu^2} - \frac{936.518}{\nu^4} + \ldots \right) + \frac{a_1}{\nu} + \frac{a_2}{\nu^3} + \ldots, \quad (6.11)
$$

which defines $\alpha_i, \delta_i$ of the first three terms in the RHS of (5.2). Below we present some plots for the moments (5.11).

We get the following prediction for the second moment

$$
\int_0^\nu d\nu' \nu^2 \rho_{J=2}^{OPE}(1 + \nu') = \frac{512\sqrt{2\pi^2}}{\Gamma\left(\frac{1}{8}\right)^4} \nu^{1/2} + b_3 + O(\nu^{-1/2}). \quad (6.12)
$$

---

20 We present a numerical approximation of the coefficients not to clutter the text. Exact values are easily computable given the formulas in this section.
Fig. 6: Second moment of the weighted spectral density for primary operators of spin $J = 2$ in the 2d Ising model. We fit the constant $b_3 \approx 3.35$. The smooth curve is given by the RHS of (6.12). It is plotted against the exact integrated weighted spectral density of the 2d Ising model.

Fig. 7: Error estimate for the second moment. We consider the difference between the LHS and the smooth terms in the RHS of (6.12). We also multiply it by a factor $\nu^{1/2}$. The result is a highly oscillating function of approximately constant amplitude. This is consistent with the error estimate in (6.12).

The plots for the leading asymptotic and the remainder term of the second moment (6.12) are presented in the fig. 6, fig. 7.

At this point we would not be able to tell the difference between the 2d Ising model and a GFF field of the same dimension. Indeed, the leading asymptotic in (6.12) is controlled by the unit operator. To probe the difference between different theories we consider higher moments, that are sensitive to the subleading tails. For example, consider $G_{10,7}^{J=2}(\nu)$

$$\frac{1}{\nu^5} G_{10,7}^{J=2}(\nu) = -2.27979 \times 10^{-8} \nu^{5/2} - 1.4288 \times 10^{-6} \nu^{1/2} + O(1) . \quad (6.13)$$
Fig. 8: Subleading tail in $G^{J=2}_{10,7}$ in the 2d Ising model. We plot $\frac{1}{\nu^2} G^{J=2}_{10,7}(\nu) + 2.2797910^{-8} \nu^{5/2}$ versus $\nu$.

Fig. 9: Error estimate for $\frac{1}{\nu^2} G^{J=2}_{10,7}$ in the 2d Ising model. We multiply the difference between the LHS and the smooth terms in the RHS in (6.13) by $\sqrt{\nu}$. Again, we get that the error is consistent with the last term in (6.13).

The plots for the subleading and remainder terms in (6.13) are presented in the fig. 8, fig. 9.

The minimal moment sensitive to the subleading correction is $G^{J=2}_{7,4}(\nu)$. In this case the convergence in $\nu$ is slower. We believe that it might be related to the fact that in this case the corrections are enhanced due to their proximity to the poles (5.12). This problem does not arise for the moment $G_{10,7}$ above. Our prediction takes the form

$$\frac{1}{\nu^2} G^{J=2}_{7,4}(\nu) = \frac{\pi^2}{113400 \sqrt{2}} \frac{\nu^{5/2}}{\Gamma(\frac{9}{8})^4} + 0.0332694 \nu^{1/2} + b_5 + O(\nu^{-1/2}) \quad (6.14)$$

We subtract the leading tail from both sides of the equation (6.14) and plot the difference in the fig. 10.

Finally, we plot the difference between $\frac{1}{\nu^2} G_{7,4}$ and smooth terms in the RHS of (6.14) to estimate the error in the fig. 11.
Fig. 10: Subleading tail in $G_{7,4}^{J=2}$ in the 2d Ising model. We plot the difference\[
\frac{1}{\nu^2} G_{7,4}^{J=2}(\nu) - \frac{\pi^2}{113400\sqrt{2}} \frac{\nu^{3/2}}{\Gamma\left(\frac{9}{8}\right)^2}\]
versus $\nu$. We fit $b_5 \approx 0.06365$. Again the leading behavior exactly matches the prediction.

Fig. 11: Error estimate for $\frac{1}{\nu^2} G_{7,4}$ in the 2d Ising model. We multiply the difference between the LHS and the RHS in (6.14) by $\sqrt{\nu}$. Again we get that the error is consistent with the expectation, though convergence in this case is slower.

The third term in the expansion (6.11), which includes the contribution of the stress tensor, is also easily accessible. In particular, if we consider $\frac{1}{\nu^2} G_{12,6}^{J}$ moment from (6.11) we see that the three OPE terms from (6.11) contribute as $\nu^{9/2}$, $\nu^{5/2}$ and $\nu^{1/2}$ correspondingly.

6.3. 3d Ising Model

So far all explicit computations that we did with conformal blocks have been in $d = 2, 4$ where the expressions for them are explicitly known and relatively simple. The only result that is valid in all dimensions is the formula (3.18) for the partial waves of the generalized free field or, equivalently, the contribution of the unit operator in the $t$-channel.

Fortunately, this is all we need to make non-trivial predictions for the $\langle\sigma\sigma\sigma\rangle$ correlator in the 3d Ising. Recall that $\Delta_\sigma \simeq 0.51815$ and therefore it falls into the category $\delta_\sigma =
Fig. 12: $G_{12,6}$ in the 2d Ising model. We subtract $\nu^{3/2}$ and $\nu^{5/2}$ terms $1/\nu G_{12,6}(\nu)$ to probe the sub-sub-leading $\nu^{1/2}$ term. We expect the difference to go to a constant which we fit to be $b_7 \approx 1.28 \times 10^{-5}$. Again, we get a perfect agreement with the prediction.

$\Delta_\sigma - \frac{1}{2} \simeq 0.01815 < \frac{1}{4}$ for which we can write the unsubtracted dispersion relation, but need to consider higher moments to match with the $t$-channel OPE. The lightest operator above the identity that contributes to the OPE is $\varepsilon$ with dimension $\Delta_\varepsilon \simeq 1.41$. Therefore, we get the following structure in the RHS of the dispersion relation

$$\int_0^\infty d\nu' \rho_{J}^{\text{OPE}}(3/2 + \nu') \frac{2\nu'\nu}{\nu'^2 + \nu^2} = d_J \left(1 - \frac{1}{\cos 2\pi \delta_\sigma}\right) \nu^{4\delta_\sigma - 2} \left(1 + \frac{\hat{\alpha}_1}{\nu^2} + O(\nu^{-2\Delta_\varepsilon})\right) + \frac{a_1}{\nu} + \frac{a_2}{\nu^3} + \ldots,$$

(6.15)

$$\hat{\alpha}_1 = 2J^2 \left(\delta_\sigma - \frac{3}{4}\right) + 2J \left(\delta_\sigma - \frac{1}{2}\right) + \frac{8}{3}\delta_\sigma^3 - 8\delta_\sigma^2 + \frac{47}{6}\delta_\sigma - \frac{17}{8},$$

where $d_J$ is given in (3.20). Notice that due to $\Delta_\varepsilon > 1$ the first subleading universal term comes from the unit operator as well.

Therefore we can make the following predictions. The leading $\nu$ asymptotic can be extracted from the second moment (5.6)

$$\int_0^\nu d\nu' \nu'^2 \rho_{J}^{\text{OPE}}(3/2 + \nu') = f_J \nu^{4\delta_\sigma} + b_3 + O(\nu^{4\delta_\sigma - 1}),$$

(6.16)

where $f_J$ is defined in (5.4) (with $\phi = \sigma$ in the present case) and $b_3$ is not computable in terms of the $t$-channel OPE.

We can also access the subleading term in (5.13) by, for example, considering $G_{9,5}^J$ which takes the following form

$$\nu^{-3}G_{9,5}(\nu) = -\frac{\Gamma(4\delta_\sigma + 3)}{6720\Gamma(4\delta_\sigma + 7)} f_J \nu^{4\delta_\sigma + 3} \left(1 - \frac{(\delta_\sigma + \frac{3}{2})(\delta_\sigma + \frac{5}{4})}{(\delta_\sigma + \frac{1}{2})(\delta_\sigma + \frac{3}{4}) \nu^2} \hat{\alpha}_1\right) + b_6 + O(\nu^{4\delta_\sigma - 1}).$$

(6.17)
where we computed the coefficients using (5.11).

Of course, in practice utility of (6.16), (6.17) depends on how large $\nu$ has to be in order to observe the predicted behavior. Based on the examples above we believe that it should happen for small $\nu$. It would be interesting to explore this question using the numerical bootstrap.

7. Meromorphic Scattering Amplitudes

In this section we apply the same ideas to meromorphic scattering amplitudes. These arise for example in the tree-level string theory or large $N$ confining gauge theory [36]. We can use analyticity and polynomial boundedness of the scattering amplitude to express it in terms of its discontinuity. This is achieved through the standard Cauchy argument. Imagine that for a given $t$ the amplitude is polynomially bounded, namely $A(s, t) \sim f(t)(-is)^j(t)$ at large $s$\(^{21}\) Then we can write a subtracted dispersion relation

$$\frac{1}{n!} \partial^n_s A(s, t) = \int \frac{ds'}{2\pi i} \frac{A(s', t)}{(s' - s)^{n+1}}, \quad n = [j(t)] + 1. \quad (7.1)$$

Dropping the arcs at infinity we get

$$\frac{1}{n!} \partial^n_s A(s, t) = \int_{4m^2}^{\infty} ds' \rho(s', t) \left( \frac{1}{(s' - s)^{n+1}} + \frac{(-1)^n}{(s' - u)^{n+1}} \right),$$

$$\rho(s', t) = \sum_{J=0}^{\infty} \sum_i \delta(s' - m_i^2) \lambda_{J,m_i}^2 P_J \left( 1 + \frac{2t}{m_i^2 - 4m^2} \right), \quad (7.2)$$

where we used that the only singularities are simple poles at the positions of resonances and $m$ is the mass of external particles, which we consider to be identical. Unitarity, therefore, implies that $\rho(s', t) \geq 0$ for $t \geq 0$ and $s > 4m^2$.

Let us assume now that at fixed $t$ and large $s$ the amplitude $A(s, t)$ admits a power-like expansion

$$A(\nu, t) = \sum_i f_i(t) \nu^{j_i(t)} + ..., \quad s = -t/2 + i\nu \quad (7.3)$$

where we introduced $\nu$ variable to connect to the discussion of CFTs in earlier sections.

This is the usual expansion in terms of the Regge trajectories that one gets by closing the $J$ contour integral in the Froissart-Gribov representation [37,22]. It is an asymptotic

\(^{21}\) Our choice of the phase will become clear below.
expansion that is valid away from the real axis. By going away from the real axis we get a cumulative effect from many resonances which produces a smooth power-like behavior (7.3). If the only singularities are poles we will get only powers \( s^{j(t)} \). If there are Regge cuts we might get some extra slowly growing factors \((\log s)^a\). These do not affect the discussion and we keep them implicit.

The expansion (7.3) together with (7.2) is exactly the same mathematical setup as we discussed in the previous sections. We can apply the same complex tauberian theorem as in section 5 to get an expansion of Cauchy moments of the integrated spectral density

\[
F_m(\nu, t) \equiv \frac{1}{(m-1)!} \int_0^{\nu} d\nu' (\nu - \nu')^{m-1} \rho(\nu' - t/2, t) .
\]

(7.4)

for which we get

\[
F_m(\nu, t) = -\sum_{i=0} f_i(t) \frac{\sin \frac{\pi j_i(t)}{2}}{\pi} \frac{\Gamma(j_i(t) + 1)}{\Gamma(m + j_i(t) + 1)} \nu^{m+j_i(t)} \\
+ \sum_{k=1}^m b_k \frac{\nu^{m-k}}{(m-k)!} + O(\nu^{j_0(t)}) ,
\]

(7.5)

where \( j_0(t) \) is the leading Regge trajectory, and we used validity of the Regge expansion for \( \text{Im}[s] > |s|^\epsilon \), where \( \epsilon \) is positive and fixed. As above we kept \( s^\epsilon \) factor in the error estimate implicit.

### 7.1. Veneziano Amplitude

Consider as an example the Veneziano amplitude. We have

\[
A(s, t) = \frac{\Gamma(-s)\Gamma(-t)}{\Gamma(-s-t)} + \text{permutations} ,
\]

(7.6)

where the external particles are taken to be massless \( s + t + u = 0 \). At large \( s \) and fixed \( t \) the amplitude admits an asymptotic expansion

\[
A(s, t) = (-s)^t \Gamma(-t) \left(1 + \frac{\sin \pi s}{\sin \pi (s + t)}\right) , \quad \text{Re}[s] < 0 ,
\]

\[
A(s, t) = s^t \Gamma(-t) \left(1 + \frac{\sin \pi (s + t)}{\sin \pi s}\right) , \quad \text{Re}[s] > 0 ,
\]

(7.7)

where we used the asymptotic expansion of the Gamma function (see appendix C in [38] for a thorough discussion). Away from the real axis, namely for \( \text{arg}[s] \neq 0, \pi \), the oscillation
terms in the brackets lead to exponentially suppressed corrections. Say, taking $s = s_0(1+i\epsilon)$ the oscillating terms lead to the corrections of the type $e^{-\epsilon s_0}$. Neglecting those we get

$$A(s, t) = 2(-is)^t \cos \frac{\pi t}{2} \Gamma(-t), \quad 0 < \arg[s] < \pi,$$

$$A(s, t) = 2(is)^t \cos \frac{\pi t}{2} \Gamma(-t), \quad \pi < \arg[s] < 2\pi.$$  

In particular, plugging (7.8) in the Tauberian theorem (7.5) we get

$$\int_0^s ds' \rho(s', t) = \frac{(s + t/2)^{t+1}}{\Gamma(t + 2)} + \frac{(s + t/2)^t}{2\Gamma(t + 1)} + O(s^t).$$  

which we derived for $t > 0$, where the spectral density (7.2) is positive.

![Fig. 13: Integrated spectral density for the Veneziano amplitude (7.9). We plot (7.9) for $t = 1.2$.](image1)

![Fig. 14: Error estimate in the Veneziano amplitude spectral density. We plot the difference $\frac{1}{st} \left( \int_0^s ds' \rho(s', t) - \frac{(s+t/2)^{t+1}}{\Gamma(t+2)} \right)$ for $t = 1.2$. The result is consistent with (7.3).](image2)
We plot (7.9) for the Veneziano amplitude in the fig. 14. Similarly, we can consider the error in (7.9) which we plot in the fig. 14.

To access the next-to-leading correction we can consider $G_{4,2}$ that is given by

$$G_{4,2}(\nu) = \frac{1}{3!} \int_0^\nu d\nu' \nu'^2 (\nu - \nu') \rho(\nu' - t/2, t)$$  \hspace{1cm} (7.10)

for which we get the following prediction

$$\frac{1}{\nu^{2+t}}G_{4,2}(\nu) = \frac{(1 + t)(2 + t)}{6\Gamma(5 + t)} \nu^2 + \frac{t(1 + t)}{12\Gamma(4 + t)} \nu + O(1) .$$  \hspace{1cm} (7.11)

**Fig. 15:** Subleading Correction for $G_{4,2}$ of the Veneziano amplitude. We subtract the leading $\nu^2$ tail from $\frac{1}{\nu^{2+t}}G_{4,2}$ and compare the subleading correction $\nu$ to the one predicted by (7.11). We set as above $t = 1.2$.

**Fig. 16:** Error for $G_{4,2}$. We plot the difference between the LHS and the RHS in (7.11) for $t = 1.2$. The error is exactly as expected.
We plot the first subleading term of (7.11) in the fig. 15 and find perfect agreement. The difference between the exact \( G_{4,2} \) and the first two terms in the RHS of (7.11) is an oscillatory function of constant amplitude. We plot it in the fig. 16.

7.2. Heuristic Derivation of Spectral Asymptotics

Let us start with a historical comment. Finite energy sum rules (FESR) \([23, 24, 25, 26]\) are consistency conditions imposed by analyticity of scattering amplitudes. In the case of usual dispersion relations one uses analyticity and polynomial boundedness of the scattering amplitude to express the amplitude through its discontinuity. FESR are closely related to the usual dispersion relations. In this case we consider an integral of the amplitude’s moment \( K(s, t)A(s, t) \) over the contour \( C \) in the complex plane fig. 1 (the larger blue contour this time is in the complex \( s \)-plane). The kernel \( K(s, t) \) is chosen to be analytic inside \( C \) (we also choose it to be real on the real axis). Due to analyticity of the scattering amplitude and the kernel the integral vanishes

\[
\oint_C ds' K(s', t)A(s', t) = 0. \tag{7.12}
\]

Let us (without loss of generality) further restrict our consideration to the scattering of four scalar identical particles. Permutation symmetry implies that (7.12) is non-zero for the odd part of the kernel only \( K(s, t) = -K(u, t) \). We can rewrite (7.12) as follows

\[
S_n = \frac{1}{s_0^{n+1}} \int_0^{s_0} \frac{ds}{\pi} K(s, t)\text{Im}[A(s, t)] = \frac{1}{s_0^{n+1}} \frac{1}{2\pi i} \int_{C'} ds K(s, t)A(s, t), \tag{7.13}
\]

where \( s + t + u = 4m^2 \) and \( C' \) stands for the integral over the arcs. Importantly, in this case we do not drop the contribution from the large arcs in fig. 1.

For application of these sum rules to the pion-nucleon scattering in QCD see \([23]\), where

\[
K(s, t) = (s - u)^n. \tag{7.14}
\]

In phenomenological applications one assumes that the LHS of (7.13) is dominated by a few low-energy resonances. One can then use the knowledge of the scattering amplitude \( \text{Im}[A(s, t)] \) to make predictions about the leading Regge asymptotic. Alternatively, one can use the knowledge of the Regge asymptotic to infer something about the properties of low-energy resonances. The basic point is that one should not add low-energy resonances contributions and the contributions of Regge poles. Adding them up would lead to a double
counting as \((7.13)\) clearly demonstrates. This duality between resonances in one channel and the Regge trajectory exchange in the other channel is also known as the Dolen-Horn-Schmid duality. It led to the Veneziano amplitude \([27]\) and its better understanding was the original motivation of our analysis.

In the context of meromorphic amplitudes using the Regge asymptotic all the way to the real axis is not justified. Therefore we could not use the Regge limit to compute the integral over the arc.\(^{22}\) Instead, we should use the complex tauberian theorem as described above. This puts FESR for meromorphic amplitudes on a solid mathematical ground.

Let us however offer a non-rigorous intuitive explanation of the results that we obtained using complex tauberian theorems. Consider a FESR integral \((7.13)\) which after switching to the \(\nu\) variable takes a form

\[
\int_0^{\nu_0} d\nu' \nu'^n \text{Im}[A(\nu', t)] = \frac{1}{2i} \int_{C'} d\nu' \nu'^n A(\nu', t) \tag{7.15}
\]

Let us rewrite the RHS of \((7.15)\) as follows

\[
\frac{1}{2i} \int_{C'} d\nu' \nu'^n A(\nu', t) = \frac{1}{2i} \int_{C'} d\nu' \nu'^n A^{\text{Regge}}(\nu', t) + \frac{1}{2i} \int_{C'} d\nu' \nu'^n \left[ A(\nu', t) - A^{\text{Regge}}(\nu', t) \right], \tag{7.16}
\]

where \(A^{\text{Regge}}(\nu', t)\) is the power-like Regge asymptotic analytically continued all the way to the real axis, even though it is not a valid approximation of the amplitude in that region. The first term in the RHS of \((7.16)\) is what produces \(t\)-channel predictions in the previous subsections. On the other hand, the \(A(\nu', t) - A^{\text{Regge}}(\nu', t)\) term corresponds to an error estimate. The result of the theorem corresponds to an estimate \(A(\nu', t) - A^{\text{Regge}}(\nu', t) = O(A^{\text{Regge}}(\nu', t))\) in the region of the complex plane close to the real axis. Integrating over the region where the Regge approximation is not valid (let us denote the size of this region \(\Lambda \ll \nu_0\)) we get an error estimate

\[
\int_0^{\nu_0} d\nu' \nu'^n \text{Im}[A(\nu', t)] = \frac{1}{2i} \int_{C'} d\nu' \nu'^n A^{\text{Regge}}(\nu', t) + O(\Lambda \nu_0^n A^{\text{Regge}}(\nu_0, t)). \tag{7.17}
\]

This is precisely the result of our theorems, where we chose \(\Lambda = s_0^\epsilon\) where \(\epsilon\) is some fixed but arbitrarily small number. In practice, say for the Veneziano amplitude, we find rather an estimate \(A(\nu', t) - A^{\text{Regge}}(\nu', t) = O(e^{-c \text{Im}[\nu']} A^{\text{Regge}}(\nu', t))\). An extra suppression

\(^{22}\) Alternatively, FESR are derived from the so-called superconvergence sum rules \([23]\). However, this derivation suffers from exactly the same problem for meromorphic amplitudes.
factor $e^{-c \text{Im}[
u']}$ leads to the disappearance of an extra factor $\Lambda$ in (7.17) since the integral
\[ \int_0^\Lambda da \ e^{-ca} = O(1) \] for order one number $c$ and $\Lambda \gg 1$. This is fully consistent with what we observed for the Veneziano amplitude. For CFTs we get an identical picture based on separate terms coming from the inversion formula. It is also what we get in the explicit examples of the 2d Ising and GFF. Assuming that this is a general phenomenon we would get $\Lambda(x) = \text{const}$ error estimates in the tauberian theorem of appendix B.

The argument above also illuminates what is special about the Cauchy moments. Indeed having a factor $(\nu_0 - \nu')^m$ inside the kernel $K(s,t)$ does not change the error estimate in (7.17). This is because effectively we have $\nu_0 - \nu' \simeq \text{Im}[\nu']$ in the relevant integration region and again $\int_0^\Lambda da \ a^m e^{-ca} = O(1)$. Strictly speaking since we have both the $s$- and the $u$-channel cuts we need to consider terms $(\nu_0 - \nu')^m(\nu_0 + \nu')^m$ instead or design an analytic kernel that is small on one of the cuts. The conclusion is, however, the same: we should set $\Lambda(x) = \text{const}$ in the estimates that we got from the complex tauberian theorems.

8. Conclusions and Future Work

In this paper we analyzed crossing equations in the deep Euclidean region analytically. The solution to the Euclidean crossing is organized as a $\frac{1}{\Delta}$ expansion of the integrated weighted spectral density (1.3). The main result of the paper is the formula (5.11) which expresses moments of the $s$-channel weighted spectral density through the $t$-channel Euclidean OPE data.

The basic idea behind our analysis is very simple: light operators in one channel should be reproduced by an infinite sum over heavy operators in the other channel. This fact was used in [16],[17] to derive the asymptotic behavior of the spectral OPE data (1.2). In this paper we developed this idea using several techniques.

First, the asymptotic behavior (1.2) receives contributions from both primaries and descendants of all spins. To disentangle their contributions we considered dispersion relations of the partial wave $c_J(\Delta)$ (3.8) in the complex $\Delta$ plane. We used Lorentzian inversion formula of Caron-Huot to argue that $c_J(\Delta)$ is polynomially bounded at large $|\Delta| \gg 1 \ (3.19)$. Moreover, consistency with the OPE requires $c_J(\Delta)$ to be a meromorphic function with a specific set of poles and residues. Depending on the dimension of external operators a certain number of subtractions is required. An example of dispersion relations without subtractions is given by (3.23). We used the Caron-Huot’s formula to develop a
systematic expansion of the dispersion relations at large $\Delta$. As expected, large $\Delta$ asymptotic is mapped to small Euclidean distances. This time, however, we have only heavy primary operators of a given spin that reproduce the small distance asymptotic in the dual channel. This is the subject of sections 3 and 4.

When deriving dispersion relations we encountered an infinite set of extra poles in addition to the ones that correspond to physical operators. Their presence follows from consistency of the conformal partial wave expansion with the OPE. Remarkably, we found that at large $\Delta$ the contribution of these poles can be re-summed and is controlled by the $t$-channel Euclidean OPE. In this way we obtained large $\Delta$ prediction for the physical operators only. Extra poles also introduce terms $\frac{1}{\Delta^n}$ with integer $n$ in dispersion relations. These terms are non-universal and not computable via the $t$-channel OPE. Their presence is required by consistency since they are generated by individual operators in the $s$-channel.

Going from the dispersion relations to the statement about the integrated weighted spectral density is a nontrivial task. A relevant set of results from mathematics is called *tauberian theorems* (see [28] for a recent review of tauberian theorems in the context of the conformal bootstrap). Previously, the set of the so-called *real tauberian theorems* was used in the context of the conformal bootstrap [16,17,28]. Real tauberian theorems allow one to go from the correlator (or dispersion relations) to the statement about the leading asymptotic behavior of the weighted spectral density. However, they do not allow one to study the corrections, the reason being that real tauberian theorems predict only very weak logarithmic constraints on the corrections to the leading asymptotic of the weighted spectral density, see e.g. (2.3). In this paper we noted that for physical theories the expansion of correlators (or a dispersion relation) naturally takes place in the complex plane. Using the asymptotic behavior in the complex domain one can significantly strengthen the predictions about the large $\Delta$ behavior of the integrated spectral density. The relevant set of results is known as *complex tauberian theorems* [19,20,21]. We showed how one can use these results to solve crossing equations systematically in the $\frac{1}{\Delta}$ expansion in any unitary CFT. This is the subject of sections 2 and 5.

Equipped with this understanding we tested our predictions in section 6 on generalized free fields and 2d Ising model. In all cases we find a complete agreement with the general theory and moreover we observe that the large $\Delta$ expansion works surprisingly well already

\[23\] Complex tauberian theorems that we used are small variations of an extensive analysis by Subhankulov [20].
at small \( \Delta \). This makes it potentially interesting in the context of numerical bootstrap. We made predictions for the 3d Ising model (6.16), (6.17). As in the discussion of the finite energy sum rules in the context of pion-nucleon scattering [23], we can hope to observe crossing symmetry at work already for a few primary operators of given spin!

More generally, we expect complex tauberian theorems to find a wide range of new applications outside of conformal bootstrap. We considered one such application - meromorphic scattering amplitudes - in section 7.

There are many future directions one might pursue. Let us list a few:

- Strictly speaking, our derivation applies only to \( J > 1 \) (since we used the Lorentzian inversion formula). It would be interesting to understand how to extend the argument to \( J = 0, 1 \). In the special examples considered in section 6 we found that our formulas work in these cases as well.
- It will be useful to explore more examples. For instance, to see whether the formula (5.11) always works well even at small \( \nu \), as we observed in GFF and 2d Ising.
- It will be interesting to consider the case of non-identical operators and, in particular, the limit when a pair of operators become heavy. For example, we should recover the familiar dispersion relations for the thermal Green’s function, see e.g. [10].
- Another interesting direction is to consider large spin, large twist limit of the dispersion relations, i.e. \( \Delta \gg 1 \) with \( \frac{J}{\Delta} \) fixed. We expect a very similar story to hold in this case.
- One can also consider external operators with spin.
- Further, one can ask what are the implications of our results in the context of holography [11,12,13]. Primary operators of fixed spin \( J \) and asymptotically large dimension are expected to be dual to black holes. Therefore, our results imply that average matrix elements between a large black hole and two light particles should be universal, as expected based on general arguments [14,15]. This question was recently addressed using the 2d CFT techniques in [10,16]. This universality seems to be closely related to the eingenstate thermalization hypothesis [17]. It would be interesting to understand if our analysis could

\[24\] It would be curious to explore crossing in the Euclidean regime in non-unitary theories as well, see e.g. [19].

\[25\] We believe it should be possible to make the analysis of [16] rigorous and systematic using the complex tauberian theorem for Laplace transform discussed in the present paper. Similarly, it would be interesting to apply our discussion of the Laplace transform to partition functions, see e.g. [47,48,49].
be used to say something nontrivial about the landscape of consistent UV completions of gravity.\footnote{On a side note it is amusing to imagine a hypothetical character, say Alice, who learned QFT via the conformal bootstrap. By focusing on a single correlator and solving crossing in different regimes she might think that solving bootstrap equations is a rather mundane task. By studying crossing equations for multiple correlators she would observe that things get more constrained. That there are sometimes isolated islands in the OPE data space and that solving crossing equations might not be that easy after all \cite{51,52}. It is not clear if she would discover something fundamentally special about $d \leq 6$ or need of supersymmetry to make the gap in the spectrum of higher spin operators to be large \cite{14} in a large $N$ CFT. Her intuition would be in a stark contrast with the one of Bob who spent a lot of time thinking about Lagrangians and string compactifications. Alice and Bob would come up with very different notions of landscape. For example, the string landscape of Bob would require supersymmetry to have a CFT with a gravity dual, see e.g. \cite{53}. The bootstrap landscape of Alice would have in addition a possibility of infinitely many sporadic solutions of crossing which are impossible to find by methods of Bob. In this vast bootstrap landscape of theories with Einstein gravity duals there is a subset which admits a much better theoretical control and is much easier to discover due to its special properties (like supersymmetry). On the other hand, it could happen that as Alice includes more and more operators in her system of crossing equations (and higher-dimensional analogs of modular invariance) she would discover that indeed the only solutions with semi-classical gravity duals that survive are the ones of Bob. Whether it is true is an open question of fundamental importance.} At the moment from studying crossing equations we do not have any evidence for that, nor do we have a slightest idea what the bootstrap landscape is. Here be dragons.

- The relevance of complex tauberian theorems for physics goes far beyond the conformal bootstrap. We can use it whenever we have a dispersion relation. These are ubiquitous in Quantum Field Theory, study of scattering amplitudes or thermal physics. For example, complex tauberian theorems is a rigorous way to connect high frequency expansion of conductivity to the Euclidean OPE \cite{54,55}. Relatedly, it would be interesting to understand if one can use complex tauberian theorems to gain new insights into the QCD sum rules \cite{56,57}.
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Appendix A. Complex Tauberian Theorem for Laplace Transform

In this appendix we prove a complex tauberian theorem for Laplace transform that we used in section 2. The proof is basically a review of results of [20] where many extra details can be found.

We will write $O(x)$ to estimate the magnitude of different quantities. Let us remind the reader that

$$f(x) = O(g(x)), \quad x \to \infty \quad (x \to a) \quad \text{(A.1)}$$

iff there exist numbers $M, x_0 (M, \delta)$ s.t.

$$|f(x)| < M |g(x)|, \quad \forall \ x > x_0 \quad (\forall |x - a| < \delta) \quad \text{(A.2)}$$

We start with the following useful lemma [19,20].

Lemma 1: Let $0 < \sigma < \Lambda$. Then for arbitrary real $\nu$ we have an estimate

$$\frac{1}{2\pi} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} e^{(\sigma + it)\nu} = (\Lambda^2 + \sigma^2)^2 \theta(\nu) + O(e^{\sigma\nu \min[\Lambda^4, \Lambda^2\nu^{-2}]}) \quad \text{(A.3)}$$

where $\theta(\nu)$ is the Heaviside function.

Consider say $\nu \geq 0$. We set $z = \eta + it$ and consider a closed contour $C$ in the $z$-plane that consists of vertical segment $[-\Lambda, \Lambda]$ at $\eta = 0$ and a part of the circle $K$ centered at $z = -\sigma$, with the radius $R = |\sigma + i\Lambda|$. In this way we get

$$\frac{1}{2\pi i} \oint_{C} \frac{(\Lambda^2 + z^2)^2}{\sigma + z} e^{(\sigma + z)\nu} = \frac{1}{2\pi} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} e^{(\sigma + it)\nu} + \frac{1}{2\pi i} \int_{K} \frac{(\Lambda^2 + z^2)^2}{\sigma + z} e^{(\sigma + z)\nu} = (\Lambda^2 + \sigma^2)^2, \quad \text{(A.4)}$$

where in the last line we evaluated the integral by taking the residue at $z = -\sigma$. We can estimate the integral over $K$ in two different ways. First, we have

$$\frac{1}{2\pi i} \int_{K} \frac{(\Lambda^2 + z^2)^2}{\sigma + z} e^{(\sigma + z)\nu} = O \left( \frac{\Lambda^4}{R} e^{\sigma\nu} \int_{K} |dz| \right) = O(e^{\sigma\nu \Lambda^4}), \quad \text{(A.5)}$$

where we used that $|z| \leq R + \sigma \leq 2\Lambda$, $|\sigma + z| = R$, $|e^{z\nu}| \leq 1$ along $K$ for $\nu > 0$. Another estimate comes from writing $e^{z\nu} = \frac{1}{\nu} \frac{d^2}{dz^2} e^{z\nu}$ and integrating by parts. For $\nu < 0$ we construct the contour $C$ by attaching to the vertical segment a small part of the same circle.
The integral in (A.3) could be of course computed exactly. The point of (A.3) is that it provides a convenient estimate of the correction to \( \theta(\nu) \) for arbitrary \( \nu \) which will be very useful in proving tauberian theorems.

To see utility of the lemma above recall that we are studying the Laplace transform (which is just the OPE expansion in case of CFTs)

\[
L_b(s) \equiv \int_0^\infty e^{-su}db(u)
\]  
(A.6)

and we would like to derive some statements about the integrated spectral density

\[
F_b(x) \equiv \int_0^x db(u) .
\]  
(A.7)

Using the lemma above we establish the following useful statement.

**Lemma 2:** Assume that \( L_b(s) \) converges absolutely for \( \text{Re}[s] > 0 \) and let \( 0 < \sigma < \Lambda \).

Then

\[
F_b(x) = \frac{1}{2\pi(i^2 + \sigma^2)} \int_{-\Lambda}^\Lambda dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} L_b(\sigma + it)e^{(\sigma+it)x}
\]

\[
+ O \left( \int_0^\infty e^{\sigma(x-u)} \min[1, \Lambda^{-2}(x-u)^{-2}] |db(u)| \right) .
\]  
(A.8)

This lemma expresses the integrated spectral density \( F_b(x) \) in terms of the Laplace integral \( L_b(s) \) plus a correction. This lemma follows from applying (A.3) to the integral in the RHS of the first line in (A.8) and exchanging two integrations.

Having this two lemmas we are ready to prove an almost relevant theorem (a simplified version of theorem 2.3.1 in [20]).

**Theorem I:** Let the functions \( \phi(u) \) and \( \psi(u) \) be defined for \( u \geq 0 \). We assume that they are non-decreasing and positive-definite. Moreover, we assume that \( \phi(u) \) locally does not grow faster than a power, namely there exist a positive constant \( b \) such that

\[
u \phi'(u) < b \phi(u), \quad u \geq u_0 .
\]  
(A.9)

We also assume that Laplace transforms \( F_\phi(s) \) and \( F_\psi(s) \) satisfy

\[
F_\psi(s) = F_\phi(s) + O(|s|^{\alpha}), \quad s = \sigma + it
\]  
(A.10)

in the region

\[
|t| \leq c \sigma^\omega, \quad 0 \leq \omega \leq 1.
\]  
(A.11)
The strength of the result will depend on the value of $\omega$. The larger is the complex domain (smaller $\omega$’s) in which the estimate (A.10) holds, the better is the bound. The case relevant for CFTs is $\omega = 0$.

Let us also assume that

$$\psi(0) - \phi(0) = 0. \quad (A.12)$$

This is just a technical assumption that does not play any important role.

Then for every $m \geq 0$ we have

$$\int_0^x (x-u)^m d\psi(u) = \int_0^x (x-u)^m d\phi(u) + O\left(\frac{\phi(x)}{x} x^{\omega(m+1)}\right) + O\left(\max[x^{m-\alpha}, (x^{-\omega})^{\alpha-m}]\right), \quad m \neq \alpha. \quad (A.13)$$

If $m = \alpha$ the estimate in the second line becomes $\ln x$. Let us go through the proof of (A.13). For further details see [20].

**A.1. Estimate for $\psi(u)$**

It is convenient to integrate (A.9) to get

$$\frac{\phi(v)}{\phi(u)} < \left(\frac{v}{u}\right)^b. \quad (A.14)$$

We will use this estimate extensively below.

Let us first prove that

$$\psi(u) = O(\phi(u)). \quad (A.15)$$

To show this it is crucial that $\psi(u)$ is non-decreasing and positive. We set $\sigma = \frac{1}{u}$ and do the following estimate

$$\psi(u) = O(\sigma \psi(u) \int_u^\infty e^{-\sigma v} dv) = O(\sigma \int_u^\infty \psi(v) e^{-\sigma v} dv) = O(\sigma \int_0^\infty \psi(v) e^{-\sigma v} dv) = O(\sigma \int_0^\infty \phi(v) e^{-\sigma v} dv + O(\sigma^{1+\alpha})), \quad (A.16)$$

where we used (A.10) to switch from the Laplace transform of $\psi$ to the one of $\phi$. Then we can use the power-like bound on $\phi$ (A.14) to estimate

$$O(\sigma \int_0^\infty \phi(v) e^{-\sigma v} dv) = O(\phi(u)) + O(\sigma \int_u^\infty \phi(v) e^{-\sigma v} dv) = O(\phi(u)) + O(\frac{\sigma \phi(u)}{u^b} \int_u^\infty e^{-\sigma v} v^b dv) = O(\phi(u)), \quad (A.17)$$

where we used that $\sigma = \frac{1}{u}$.

As a last step note that (A.10) is only meaningful if the second term in the RHS is small compared to the first. Therefore, we can drop $O(\sigma^{1+\alpha})$ in the last part of (A.16).
A.2. Apply Lemma 2

Next we use lemma 2 from above to write

\[ \psi(x) - \phi(x) = O \left( \int_{0}^{\infty} |d\psi(u) - d\phi(u)| e^{\sigma(x-u)} \min[1, \Lambda^{-2}(u-x)^{-2}] \right) \]

\[ + \frac{1}{2\pi(\Lambda^2 + \sigma^2)^2} \int_{-\Lambda}^{\Lambda} dt \left( \frac{\Lambda^2 - t^2}{\sigma + it} \right)^2 e^{(\sigma + it)x} \left[ \mathcal{L}_\psi(\sigma + it) - \mathcal{L}_\phi(\sigma + it) \right]. \]

(A.18)

In bounding these terms we set \( \sigma = \frac{1}{x} \) and \( \Lambda = c\sigma^\omega \). We also think of \( x \) as being large.

Below we will use a series of estimates to show that (see equation 2.3.9 in [20])

\[ O \left( \int_{0}^{\infty} |d\psi(u) - d\phi(u)| e^{\sigma(x-u)} \min[1, \Lambda^{-2}(u-x)^{-2}] \right) = O \left( \frac{\phi(x)}{\Lambda x} \right) \]

\[ + O \left( \frac{1}{\Lambda} \max_{\frac{y}{2} \leq v \leq 2x} \left| \int_{-\Lambda}^{\Lambda} dt (1 - \frac{|t|}{\Lambda}) e^{itv} \left( \mathcal{L}_\psi \left( \frac{1}{v} + it \right) - \mathcal{L}_\phi \left( \frac{1}{v} + it \right) \right) \right| \].

(A.19)

The argument goes as follows. The idea is to split the \( u \) integral as \( \int_{x-y}^{x} + \int_{x-y}^{x+y} + \int_{x+y}^{\infty} \), where

\[ y = \left( \frac{x}{\Lambda} \right)^{1/2} \ll x. \]  

(A.20)

The point of this splitting is that for \( 0 < u < x-y \) and \( u > x+y \) we have \( \min[1, \Lambda^{-2}(u-x)^{-2}] = \Lambda^{-2}(u-x)^{-2} \), whereas for \( x-y < u < x+y \) it is not necessarily true.

Let us first bound the \( d\phi(u) \) terms. We can use integration by parts to estimate

\[ \frac{1}{\Lambda^2} \int_{0}^{x-y} \frac{d\phi(u)}{(x-u)^2} = O \left( \frac{\phi(x)}{\Lambda^2 y^2} \right) = O \left( \frac{\phi(x)}{\Lambda x} \right). \]  

(A.21)

And we use power-like bound to show that

\[ \frac{1}{\Lambda^2} \int_{x+y}^{\infty} \frac{e^{\sigma(x-u)} d\phi(u)}{(x-u)^2} = O \left( \frac{1}{\Lambda^2} \int_{x+y}^{\infty} e^{-\sigma u} d\phi(u) \right) \]

\[ = O \left( \frac{\phi(x)}{\Lambda^2 y^2} \right) + O \left( \frac{\sigma}{\Lambda^2 y^2} \int_{x+y}^{\infty} du e^{-\sigma u} \phi(u) \right) \]

\[ = O \left( \frac{\phi(x)}{\Lambda^2 y^2} \right) + O \left( \frac{\sigma}{\Lambda^2 y^2} \phi(x+y) \int_{x+y}^{\infty} du e^{-\sigma u u} \phi \right) \]

\[ = O \left( \frac{\phi(x)}{\Lambda x} \right), \]

(A.22)

where we again used (A.14).
Finally we want to show that
\[
\int_{x-y}^{x+y} e^{-\sigma u} \min\{1, \Lambda^{-2} (u-x)^{-2}\} d\phi(u) = O\left(\frac{\phi(x)}{\Lambda x}\right). \tag{A.23}
\]

The basic observation is that for \( \frac{x}{2} < \bar{x} < 2x \) we can write
\[
\phi\left(\bar{x} + \frac{1}{\Lambda}\right) - \phi(\bar{x}) < \phi(\bar{x}) \left(\frac{\bar{x} + \frac{1}{\Lambda}}{\bar{x}}\right)^b - 1 = O\left(\frac{\phi(\bar{x})}{\Lambda \bar{x}}\right). \tag{A.24}
\]

This bound is not very surprising and is another way of saying that \( \phi(x) \) grows locally at most like a power for purposes of estimates.

Now we split \( \int_{x-y}^{x+y} du \) into many intervals of the size \( \Lambda \) and to each of them we will apply (A.24). We get
\[
\int_{x-y}^{x+y} e^{-\sigma u} \min\{1, \Lambda^{-2} (u-x)^{-2}\} d\phi(u) = O\left(\frac{\phi(x)}{\Lambda x}\right) = i_1 + i_2 + i_3, \tag{A.25}
\]

where we used that \( y\Lambda = (x\Lambda)^{1/2} \gg 1 \) since \( \omega < 1 \).

For \( d\psi(u) \) terms we also split the integral as \( \int_0^{x-y} + \int_{x-y}^{x+y} + \int_{x+y}^{\infty} \) and then bound separately each of the terms.

For integrals \( \int_0^{x-y} \) and \( \int_{x+y}^{\infty} \) we integrate by parts, use (A.15) and estimates for \( \phi(u) \) from above. Therefore we are left with the estimate
\[
\int_{x-y}^{x+y} e^{-\sigma u} \min\{1, \Lambda^{-2} (u-x)^{-2}\} d\psi(u) = i_1 + i_2 + i_3, \tag{A.26}
\]

where we split the integral as we did above for \( \phi \). In this integral we cannot integrate by parts and simply use (A.15) because of 1 inside \( \min\{1, \Lambda^{-2} (u-x)^{-2}\} \), which leads to boundary terms in the integration by parts \( O(\phi(x)) \).
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To circumvent this difficulty we need another auxiliary lemma (lemma 2.1.6 in [20]). It states that for $x/2 < \bar{x} < 2x$ (this interval could be changed) and functions that satisfy the conditions that we used above we have

$$\psi(\bar{x} + \frac{1}{\Lambda}) - \psi(\bar{x} - \frac{1}{\Lambda}) = O \left( \frac{\phi(x)}{\Lambda x} \right)$$

$$+ O \left( \frac{1}{\Lambda} \int_{-\Lambda}^{\Lambda} dt (1 - \frac{|t|}{\Lambda}) e^{itx} (L_\psi(\bar{\sigma} + it) - L_\phi(\bar{\sigma} + it)) \right)$$

(A.27)

where $\bar{\sigma} = \frac{1}{\bar{x}}$. In this way to estimate (A.26) we just repeat the analysis for $\phi$ while keeping the difference of Laplace transform terms.

The way this lemma works is as follows. Start with the following relation

$$\frac{1}{\Lambda} \int_{-\Lambda}^{\Lambda} \left( 1 - \frac{|t|}{\Lambda} \right) e^{itx} = \left( \frac{\sin \frac{\Lambda \nu}{2}}{\frac{\Lambda \nu}{2}} \right)^2.$$  

(A.28)

We can use it to write

$$\psi(\bar{x} + \frac{1}{\Lambda}) - \psi(\bar{x} - \frac{1}{\Lambda}) = \int_{\bar{x} - \frac{1}{\Lambda}}^{\bar{x} + \frac{1}{\Lambda}} d\psi(u) = O \left( \int_{0}^{\infty} e^{-\bar{\sigma}u} \left( \frac{\sin \Lambda(\bar{x} - u)}{\frac{\Lambda(\bar{x} - u)}{2}} \right)^2 d\psi(u) \right).$$

(A.29)

To estimate the RHS we use (A.28)

$$\frac{1}{\Lambda} \int_{-\Lambda}^{\Lambda} dt \left( 1 - \frac{|t|}{\Lambda} \right) e^{itx} (L_\psi(\bar{\sigma} + it) - L_\phi(\bar{\sigma} + it))$$

$$= \int_{0}^{\infty} e^{-\bar{\sigma}u} \left( \frac{\sin \Lambda(\bar{x} - u)}{\frac{\Lambda(\bar{x} - u)}{2}} \right)^2 (d\psi(u) - d\phi(u)).$$

(A.30)

Estimating all the terms that involve $\phi$ by methods identical to above we arrive at (A.28).

At this point let us reiterate an important intermediate result

$$\psi(x) - \phi(x) = O \left( \frac{\phi(x)}{\Lambda x} \right)$$

$$+ \int_{-\Lambda}^{\Lambda} dt \left( 1 - \frac{|t|}{\Lambda} \right) e^{it\nu} (L_\psi(\nu) - L_\phi(\nu))$$

$$+ \frac{1}{2\pi(\Lambda^2 + \sigma^2)^2} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} e^{(\sigma + it)x} \left[ L_\psi(\sigma + it) - L_\phi(\sigma + it) \right].$$

(A.31)

To prove the desired statement for $m = 1$ we simply need to estimate the integrals that involve difference of Laplace transforms in (A.31).
A.3. Estimate For the Difference $L_\psi - L_\phi$

Next, we estimate the rest of the terms that involve the difference of Laplace transforms. We get

\[
1 \frac{1}{2\pi(\Lambda^2 + \sigma^2)^2} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2 e^{(\sigma + it)x}}{\sigma + it} \left[ L_\psi(\sigma + it) - L_\phi(\sigma + it) \right] = O \left( \int_{-\Lambda}^{\Lambda} \frac{|L_\psi(\sigma + it) - L_\phi(\sigma + it)|}{|\sigma + it|} dt \right) = O \left( \int_{0}^{\Lambda} |\sigma + it|^{-\alpha - 1} dt \right) \]

(A.32)

and similarly

\[
O \left( \int_{-\Lambda}^{\Lambda} dt \frac{|L_\psi(\sigma + it) - L_\phi(\sigma + it)|}{|\sigma + it|} \right) = O \left( \int_{0}^{\Lambda} |\sigma + it|^{-\alpha - 1} dt \right) \]

(A.33)

Therefore, we showed that

\[
\psi(x) - \phi(x) = O \left( \frac{\phi(x)}{\Lambda x} \right) + O(\max[x^{-\alpha}, \Lambda^\alpha]). \]

(A.34)

Recall that $\sigma = \frac{1}{x}$ and $\Lambda = c\sigma^\omega$, from which $m = 0$ claim of the theorem follows.

A.4. Higher Cauchy Moments

For higher $m$'s the theorem is proved by induction. Imagine it holds for $m$’th moment and let us try to prove it for $(m + 1)$’th moment. Consider $m$’th Cauchy moment

\[
\Phi_m(x) = \frac{1}{m!} \int_{0}^{x} (x - u)^m d[\psi(u) - \phi(u)]. \]

(A.35)

Differentiating $m$ times by parts we get (here we use the condition $\phi(0) - \psi(0) = 0$)

\[
L_\psi(s) - L_\phi(s) = s^{m+1} \int_{0}^{\infty} du \ e^{-su} \Phi_m(s) \]

from which an estimate

\[
H(s) = \int_{0}^{\infty} du \ e^{-su} \Phi_m(s) = O(|s|^{\alpha-m-1}). \]

(A.37)

immediately follows. We then apply lemma 2 to get

\[
(\Lambda^2 + \sigma^2)^2 \int_{0}^{x} du \ \Phi_m(u) = O \left( \int_{0}^{\infty} |\Phi_m(u)|e^{(x-u)\sigma} \min[\Lambda^4, \Lambda^2(x-u)^2] \right)
\]

\[
+ \frac{1}{2\pi} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} H(\sigma + it)e^{(\sigma + it)x} \]

(A.38)

Then we apply the $m$’th step estimate to the first line of (A.38) and (A.37) to estimate the second line in (A.38). From this theorem for $(m + 1)$-th moment follows.
A.5. Important Ingredients

Sign-definiteness of $d\psi$ and $d\phi$ is clearly very important for the proof. Also the power-like bound on local behavior of $\phi(u)$ is extensively used. Other assumptions, e.g. the ones stated in theorem 2.3.1 [20], seem to be technical details that could be easily relaxed.

A.6. Case of CFTs

In the case of CFTs as we discussed in the main text we have the $t$-channel OPE expansion for the Laplace transform

$$
\mathcal{L}_\psi(\beta) = \frac{1}{\beta^{2\Delta_\phi}} \sum_{\Delta_i} c_{\Delta_i} \beta^{\Delta_i} + \ldots ,
$$

(A.39)

for any $|\beta| \ll 1$. Therefore we can set $\omega = 0$ in the previous section and take $\Lambda$ to be constant. Let us review the $m = 0$ part of the theorem. We take $d\phi(u)$ to be simply a set of powers $u^\alpha$ with proper coefficients so that in the difference $\mathcal{L}_\psi(\beta) - \mathcal{L}_\phi(\beta)$ all the singular terms cancel. Therefore we get the OPE expansion

$$
\mathcal{L}_\psi(\beta) - \mathcal{L}_\phi(\beta) = c_\alpha \beta^\alpha + \ldots , \quad \alpha > 0 ,
$$

(A.40)

where by ellipses we denoted higher order terms in the OPE. Usually, the $t$-channel OPE is formulated in terms of $(1 - z)^h (1 - \bar{z})^\bar{h}$. While for us $z = \bar{z} = e^{-\beta}$ and we expand each term $(1 - z)^h (1 - \bar{z})^\bar{h}$ for small $\beta$ and then swap the small $\beta$ expansion with the sum over operators. This is possible due to the absolute convergence of the series. Since we have a convergent OPE expansion around $s = 0$ we can make a better estimate of the integrals (A.32) and (A.33) using the OPE for small but constant $\Lambda$. We get the following estimate of the relevant integrals:

$$
\frac{1}{2\pi (\Lambda^2 + \sigma^2)^2} \int_{-\Lambda}^{\Lambda} dt \frac{(\Lambda^2 - t^2)^2}{\sigma + it} e^{(\sigma + it)x} (\sigma + it)^\alpha
$$

$$
= \sin \frac{\pi \alpha}{\pi x^\alpha} \left( 1 + O\left( \frac{1}{x^2} \right) \right) + \frac{8c\Lambda^{\alpha-3}}{\pi x^3} \cos \left( \frac{\pi \alpha}{2} + x\Lambda \right) + \ldots ,
$$

(A.41)

---

28 A slightly better prescription is to choose $d\phi(u) = \sum_k c_k u^k \theta(0 < u < 1) + \sum_\alpha d_\alpha u^\alpha \theta(u \geq 1)$. In this way $\alpha$ could be arbitrarily small.

29 A very similar statement is theorem 2.3.2 in [20]. Instead of regularity used in theorem 2.3.2 we used here the fact that we have a convergent OPE expansion for $\mathcal{L}_\psi(s) - \mathcal{L}_\phi(s)$. 
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The leading asymptotic is different for integer $\alpha$ in which case the first term in the RHS (A.41) vanishes. The leading asymptotic is then captured by the second line in (A.41).

Let us now estimate the second integral

$$\frac{1}{\Lambda} \max_{\frac{x}{2} \leq v \leq 2x} \left| \int \Lambda^{-\Lambda} dt (1 - \frac{|t|}{\Lambda})e^{itv} \left( \frac{1}{v} + it \right)^\alpha \right| = O \left( \frac{1}{x^{1+\alpha}} \right) + O \left( \frac{1}{x^2} \right) = O \left( \frac{1}{x} \right). \quad (A.42)$$

Using this better estimates we have

$$\psi(x) - \phi(x) = O \left( \frac{\phi(x)}{x} \right). \quad (A.43)$$

We then set up an induction. As we consider higher Cauchy moments more and more terms in the OPE become effectively singular. We simply add those extra terms to the naive spectral density and repeat the argument. The endpoint of this reasoning is (2.13). Powers of $E$ in the RHS of (2.13) is simply the contribution of $\phi$ in the Cauchy moments that we discussed in this section.

### Appendix B. Complex Tauberian Theorem for Stieltjes Transform

In this section we prove a complex tauberian theorem for the Stieltjes transform used in section 5. We extensively use methods of [21], where similar theorems had been proved.

**Fig. 17:** $\gamma_+$ (solid line) and $\gamma_-$ (dashed line) integration contour in the $z$-plane.

Let us define curves $\gamma_\pm$ by

$$\gamma_\pm = \{ z = x + iy; |y| = \Lambda(x), \pm x \geq 0 \} \quad (B.1)$$
where \( \Lambda(x) \) is a positive-definite function of \( x \) (in particular it could be constant) s.t. curves \( \gamma_{\pm} \) are smooth (including at \( x = 0 \)), see fig. 17. By \( G \) we will denote a complex region outside of \( \gamma_{\pm} \)

\[
G = \{ z = x + iy; \ |y| \geq \Lambda(x) \}. \tag{B.2}
\]

Then the following theorem is true.

**Theorem II:** Suppose we are given two functions \( \rho(\nu), \phi(\nu) \) s.t.

\[
\rho(\nu), \phi(\nu) \geq 0 . \tag{B.3}
\]

For \( |\nu| > a \) the function \( \phi(\nu) \) is smooth, \( |\phi(\nu)| \) is monotonically decreasing with \( |\nu| \) and locally polynomially bounded

\[
\alpha |\phi(\nu)| < -|\nu\phi'(\nu)| < \beta |\phi(\nu)|, \quad |\nu| > a, \quad \alpha < \beta < 0. \tag{B.4}
\]

Furthermore, the following condition holds

\[
\int_{-\infty}^{\infty} d\nu \frac{\rho(\nu)}{\nu - z} - \int_{-\infty}^{\infty} d\nu \frac{\phi(\nu)}{\nu - z} = R(z), \quad z \in G , \tag{B.5}
\]

where the function \( R(z) \) is analytic in the complex region \( G \) and

\[
R(z) = O(|z|^{-\omega}), \quad |z| \to \infty, \quad z \in G, \quad \omega > m \tag{B.6}
\]

Then Cauchy moments of \( \rho \) and \( \phi \) are related by \( (m = 1, 2, \ldots) \)

\[
F_m(x) = \Phi_m(x) + \sum_{k=1}^{m} b_k \frac{x^{m-k}}{(m-k)!} + O(y^m \phi(x)) + O(y^m x^{m-\omega}) \tag{B.7}
\]

where \( y \equiv \Lambda(x) \) and we defined

\[
F_m(\nu) = \frac{1}{(m-1)!} \int_0^\nu d\nu' (\nu - \nu')^{m-1} \rho(\nu') , \tag{B.8}
\]

\[
\Phi_m(\nu) = \frac{1}{(m-1)!} \int_0^\nu d\nu' (\nu - \nu')^{m-1} \phi(\nu') ,
\]

and the constants \( b_k \) are determined by \( R(z) \).

Before giving a proof of the theorem, let us make two comments in the context of dispersion relations. The spectral density \( \rho(\nu) \) is in general not a smooth function and e.g. may contain delta-function components. While the function \( \phi(\nu) \) can be thought of as naive spectral density given by a sum of powers. In particular, the condition \( \text{(B.4)} \) says that it behaves like a power of \( \nu \).

Both \( \phi(\nu) \) and \( R(z) \) are defined by the \( t \)-channel expansion. The splitting of the \( t \)-channel OPE into \( \phi(\nu) \) and \( R(z) \) is completely arbitrary. Every term in the large \( z \) expansion of \( R(z) \) can be rewritten as a power of \( \nu \) term in \( \phi(\nu) \). Thus, we can make \( \omega \) as large as we like in \( \text{(B.6)} \).
B.1. Lemma

The following lemma will be useful in the proof of the theorem \[19,21\]. Consider a finite part of the contour \( \gamma_+ \) defined as \( \Gamma_x = \{ z' = x' + iy' \in \gamma_+; x' < x \} \). Then we have

\[
\frac{1}{2\pi i} \int_{\Gamma_x} \frac{dz'}{\nu - z'} = \theta(0 < \nu < x) + \frac{y}{\pi} \text{Re} \left( \frac{1}{\nu - z} \right) + O \left( \frac{y^2}{(\nu - x)^2 + y^2} \right) \tag{B.9}
\]

where \( z = x + iy \) and \( y = \Lambda(x) \). Indeed, we have

\[
\frac{1}{2\pi i} \int_{\Gamma_x} \frac{dz'}{\nu - z'} = \theta(0 < \nu < x) + \frac{1}{2\pi i} \int_{K} \frac{dz'}{\nu - z'} = \theta(0 < \nu < x) + \frac{\nu - x}{\pi} \int_0^y \frac{dy'}{\nu - x + y'^2},
\]

where in the first line we added and subtracted an integral over a vertical segment \( K = \{ z = x + iy'; |y'| < y = \Lambda(x) \} \) to close the contour \( \Gamma_x \). The integral on the RHS is, of course, easy to do explicitly. However, it will prove useful to estimate it as follows instead

\[
(\nu - x) \int_0^y \frac{dy'}{(\nu - x)^2 + y'^2} = \frac{y(\nu - x)}{(\nu - x)^2 + y^2} + 2(\nu - x) \int_0^y \frac{dy'}{[(\nu - x)^2 + y^2]^2} = \frac{\nu - x}{(\nu - x)^2 + y^2} + 2 \int_0^y \frac{dy'}{y'^2} \left( \frac{y^2}{1 + y'^2} \right) = \frac{\nu - x}{(\nu - x)^2 + y^2} + O \left( \frac{y^2}{(\nu - x)^2 + y^2} \right), \tag{B.11}
\]

where in the first equality we integrated by parts and in the last equality we substituted a monotonically increasing function \( \frac{\nu^2}{1+y'^2} \) by its value at the upper limit. The remaining integral in the third line of (B.11) is a bounded function. Therefore, we get (B.9).

The virtues of the formula (B.9) are twofold. First, it relates the Stieltjes kernel \( \frac{1}{\nu - z} \) to the indicator function \( \theta(0 < \nu < x) \), needed to obtain Cauchy moments (B.8). Second, the remainder terms on the RHS of (B.9) are again given by the Stieltjes kernel. This will allow us to estimate the remainder terms using the original condition (B.5).

B.2. First Cauchy Moment

We start with the proof of (B.7) for \( m = 1 \). Integrating (B.5) over \( \Gamma_x \) and using (B.9) we obtain

\[
F_1(x) - \Phi_1(x) + \frac{y}{\pi} \text{Re} \ R(z) + O \left( \int_{-\infty}^{\infty} d\nu \left| \phi(\nu) - \Phi(\nu) \right| \right) = \frac{1}{2\pi i} \int_{\Gamma_x} dz' \ R(z') \tag{B.12}
\]

The last term in (B.9) is the imaginary part of the Stieltjes kernel.
The $R(z)$ term on the LHS is $O(x^{ε-ω})$. The RHS is $b_1 + O(|z|^{1-ω})$. Indeed, for instance the integral over the arc in the upper-half plane is

$$
\int_0^z dz' R(z') = \int_0^\Lambda dz' R(z') + \int_\Lambda^z dz' R(z') = \int_0^\Lambda dz' R(z') + \int_\Lambda^z dz' \left( \frac{r_1}{z^{2ω}} + \frac{r_2}{z^{2ω+1}} + \ldots \right) = \text{const} + O(|z|^{1-ω})
$$

(B.13)

Therefore, (B.12) becomes

$$
F_1(x) - \Phi_1(x) - b_1 = O(x^{1-ω}) +

+ O\left( y^2 \int_{-\infty}^{∞} dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right) + O\left( y^2 \int_{-\infty}^{∞} dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right)
$$

(B.14)

First, we estimate the integral with $φ$

$$
O\left( y^2 \int_{-∞}^{∞} dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right) =

O\left( y^2 \left[ \int_{-∞}^{∞} - x + \int_{-a}^{a} + \int_{x/2}^{∞} - y + \int_{x-y}^{∞} + \int_{x+y}^{∞} \right] dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right) =

= i_1 + \ldots + i_7
$$

(B.15)

Due to monotonicity of $|φ(ν)|$ we have

$$
i_1 = O\left( y^2 \int_{-∞}^{∞} dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right) = O\left( y^2 \int_{x}^{∞} dν \frac{|φ(-ν)|}{(ν+x)^2} \right) = O\left( \frac{y^2 |φ(-x)|}{x} \right),

i_5 = O\left( y^2 \left[ \int_{x/2}^{∞} \frac{dν}{(ν-x)^2 + y^2} \right) = O\left( y^2 |φ(ν)| \int_{x/2}^{∞} \frac{dν}{(ν-x)^2 + y^2} \right) = O(yφ(x)) \right)

i_6 = O\left( y^2 \left[ \int_{x-y}^{∞} \frac{dν}{(ν-x)^2 + y^2} \right) = O\left( \int_{x-y}^{∞} dν|φ(ν)| \right) = O(yφ(x)),

i_7 = O\left( y^2 \left[ \int_{x+y}^{∞} \frac{dν}{(ν-x)^2 + y^2} \right) = O\left( y^2 φ(x) \int_{x+y}^{∞} \frac{dν}{(ν-x)^2} \right) = O(yφ(x)) \right)
$$

(B.16)

We also have

$$
i_3 = O\left( y^2 \int_{-∞}^{a} dν \frac{|φ(ν)|}{(ν-x)^2 + y^2} \right) = O(y^2 / x^2)
$$

(B.17)

Further, to estimate $i_2, i_4$ we use that (B.4) implies

$$
\left( \frac{μ}{ν} \right)^α < \frac{φ(μ)}{φ(ν)} < \left( \frac{μ}{ν} \right)^β, \quad |μ| > |ν| > a
$$

(B.18)
and therefore

\[ i_2 = O \left( y^2 \int_{-\infty}^{-a} d\nu \frac{\phi(\nu)}{(\nu - x)^2 + y^2} \right) = O \left( y^2 \int^x_{-a} d\nu \frac{\phi(-\nu)}{(\nu + x)^2} \right) = \]

\[ = O \left( y^2 \frac{\phi(-x)}{x^{2+\alpha}} \int^x_{-a} d\nu \nu^\alpha \right) = O \left( \frac{y^2 |\phi(-x)|}{x} \right), \]

\[ i_4 = O \left( y^2 \int_{-a}^{x/2} d\nu \frac{\phi(\nu)}{(\nu - x)^2 + y^2} \right) = O \left( \frac{y^2 \phi(x)}{x^{\alpha+2}} \int_{-a}^{x/2} d\nu \nu^\alpha \right) = O \left( \frac{y^2 \phi(x)}{x} \right). \]  

(B.19)

Collecting (B.16) - (B.19) we obtain

\[ O \left( y^2 \int_{-\infty}^{\infty} d\nu \frac{\phi(\nu)}{(\nu - x)^2 + y^2} \right) = O \left( y\phi(x) \right) + O \left( \frac{y^2 |\phi(-x)|}{x} \right) + O(y^2/x^2). \]  

(B.20)

Finally, we need to estimate the \( \rho \) integral in (B.14). Since \( \rho(\nu) \geq 0 \) for all \( \nu \) we have by taking the imaginary part of (B.5) and using (B.20)

\[ O \left( y^2 \int_{-\infty}^{\infty} d\nu \frac{\rho(\nu)}{(\nu - x)^2 + y^2} \right) = O \left( y^2 \int_{-\infty}^{\infty} d\nu \frac{\phi(\nu)}{(\nu - x)^2 + y^2} \right) + O(\rho(z)) = \]

\[ = O \left( y\phi(x) \right) + O \left( \frac{y^2 |\phi(-x)|}{x} \right) + O(y^2/x^2) + O(\rho) \]  

(B.21)

Therefore, (B.20) and (B.21) imply for (B.14)

\[ F_1(x) - \Phi(x) - b_1 = O(y\phi(x)) + O \left( \frac{y^2 |\phi(-x)|}{x} \right) + O(x^{1-\omega}). \]  

(B.22)

This finishes the proof of \( m = 1 \) case of (B.7).

B.3. Higher Cauchy Moments

Integrating (B.5) by parts we have

\[ \int_{-\infty}^{\infty} d\nu \frac{F_1(\nu) - \Phi_1(\nu) - b_1}{(\nu - z)^2} = R(z) \]  

(B.23)

where we also added 0 as \( b_1 \) term in the integral. Integrating this from \( z \) to \( \infty \) along \( \gamma_+ \) we get

\[ \int_{-\infty}^{\infty} d\nu \frac{F_1(\nu) - \Phi_1(\nu) - b_1}{\nu - z} = \int_{z}^{\infty} dz' R(z') = O(|z|^{1-\omega}) \]  

(B.24)
Notice that $F_1(\nu) - \Phi_1(\nu) - b_1 \to 0$ as $\nu \to \infty$ due to \textit{(B.22)}, so that the integral on the LHS of \textit{(B.24)} converges. Integrating \textit{(B.24)} over $\Gamma_x$ we obtain
\begin{equation}
F_2(x) - b_1 x - \frac{y}{\pi} \text{Re} \int_z^\infty dz' R(z') + O \left( y^2 \int_{-\infty}^\infty d\nu \frac{|F_1(\nu) - \Phi_1(\nu) - c_1|}{(\nu - x)^2 + y^2} \right) = \frac{-1}{2\pi i} \int_{\Gamma_x} dz' \int_{z'}^\infty dz'' R(z'') \tag{B.25}
\end{equation}
Using \textit{(B.22)} we estimate similarly to \textit{(B.20)}
\begin{equation}
O \left( y^2 \int_{-\infty}^\infty d\nu \frac{|F_1(\nu) - \Phi_1(\nu) - b_1|}{(\nu - x)^2 + y^2} \right) = O \left( y^2 \int d\nu \frac{|L(\nu)\phi(\nu)| + |L(\nu)^2\nu^{-1}\phi(-\nu)| + |\nu|^{1-\omega}}{(\nu - x)^2 + y^2} \right) = O(y^2\phi(x)) + O \left( \frac{y^3|\phi(-x)|}{x} \right) + O(yx^{1-\omega}). \tag{B.26}
\end{equation}
Therefore \textit{(B.25)} gives
\begin{equation}
F_2(x) - \Phi_2(x) - b_1 x - b_2 = O(y^2\phi(x)) + O \left( \frac{y^3|\phi(-x)|}{x} \right) + O(x^{2-\omega}), \tag{B.27}
\end{equation}
where the constant $b_2$ comes from the finite $u$ part of the integral on the RHS of \textit{(B.25)}, similarly to \textit{(B.13)}. This proves \textit{(B.7)} for $m = 2$. Iterating this argument we obtain the tauberian theorem \textit{(B.7)} for all $m = 1, 2, \ldots$.

\textit{B.4. Odd Densities}

The theorem above is not quite what we need in bootstrap applications. Instead we would like to consider parity odd densities that satisfy
\begin{equation}
\rho(-\nu) = -\rho(\nu), \quad \phi(-\nu) = -\phi(\nu). \tag{B.28}
\end{equation}
Most of the proof goes intact apart from application of the tauberian condition \textit{(B.5)} in \textit{(B.21)}. Indeed in this case we have
\begin{equation}
y^2 \int_{-\infty}^\infty d\nu \frac{|\rho(\nu)|}{(\nu - x)^2 + y^2} = y^2 \int_{-\infty}^\infty d\nu \frac{\rho(\nu)}{(\nu - x)^2 + y^2} + 2y^2 \int_{-\infty}^0 d\nu \frac{-\rho(\nu)}{(\nu - x)^2 + y^2}. \tag{B.29}
\end{equation}
For the first term we could use the estimates above but the second term should be estimated separately. We get
\begin{equation}
y^2 \int_{-\infty}^0 d\nu \frac{-\rho(\nu)}{(\nu - x)^2 + y^2} = O(y^2/x^2) + O \left( y^2 \int_0^\infty d\nu \frac{\nu\rho(\nu)}{(\nu + x)^2 + y^2} \right) = O \left( y^2 \int_0^\infty d\nu \frac{\nu^2\rho(\nu)}{\nu^2 + x^2} \right) + O(y^2/x^2), \tag{B.30}
\end{equation}
where we used the fact that $\nu, x > 0$ and (B.28). Note that
\[
\int_{-\infty}^{\infty} d\nu \frac{\rho(\nu)}{\nu - ix} = \int_{0}^{\infty} d\nu \rho(\nu) \left( \frac{1}{\nu - ix} + \frac{1}{\nu + ix} \right) = 2 \int_{0}^{\infty} d\nu \frac{\rho(\nu)\nu}{\nu^2 + x^2}, \tag{B.31}
\]
where we again used (B.28).

Therefore we have
\[
y^2 \int_{-\infty}^{0} d\nu \frac{-\rho(\nu)}{(\nu - x)^2 + y^2} = O \left( y^2 \int_{-\infty}^{\infty} d\nu \frac{\rho(\nu)}{\nu - ix} \right).
\tag{B.32}
\]

To estimate this we can use the tauberian condition for $z = ix$. Therefore we get
\[
y^2 \int_{-\infty}^{0} d\nu \frac{-\rho(\nu)}{(\nu - x)^2 + y^2} = O \left( y^2 |R(ix)| \right) + O \left( y^2 \int_{-\infty}^{0} d\nu \frac{\phi(\nu)}{\nu - ix} \right).
\tag{B.33}
\]

Now we can estimate the last integral
\[
O \left( y^2 \int_{0}^{\infty} d\nu \frac{\phi(\nu)}{\nu - ix} \right) = O \left( y^2 \int_{0}^{\infty} d\nu \frac{\phi(\nu)\nu}{\nu^2 + x^2} \right)
\tag{B.34}
\]
\[= i_1 + i_2 + i_3,
\]
where we split the integral into $\int_{a}^{0} + \int_{a}^{x} + \int_{x}^{\infty}$. Let us estimate each integral using the usual techniques
\[
i_1 = O \left( y^2 \int_{0}^{a} d\nu \frac{\phi(\nu)\nu}{\nu^2 + x^2} \right) = O(y^2/x^2),
\]
\[
i_2 = O \left( y^2 \int_{a}^{x} d\nu \frac{\phi(\nu)\nu}{\nu^2 + x^2} \right) = O \left( \frac{y^2\phi(x)}{x^2+a} \int_{a}^{x} d\nu \nu^{1+\alpha} \right) = O(y^2\phi(x)), \tag{B.35}
\]
\[
i_3 = O \left( y^2 \int_{x}^{\infty} d\nu \frac{\phi(\nu)\nu}{\nu^2 + x^2} \right) = O \left( \frac{y^2\phi(x)}{x^3} \int_{x}^{\infty} d\nu \nu^{1+\beta} \right) = O(y^2\phi(x))
\]

Thus, we get the following estimate
\[
y^2 \int_{-\infty}^{0} d\nu \frac{-\rho(\nu)}{(\nu - x)^2 + y^2} = O(y^2x^{-\omega}) + O(y^2/x^2) + O(y^2\phi(x)). \tag{B.36}
\]

The conclusion is that the estimate in this case takes the form
\[
F_1(x) - \Phi(x) - b_1 = O(y^2\phi(x)) + O(x^{1-\omega}) \tag{B.37},
\]
where as usual $y \equiv \Lambda(x)$. For higher $m$ the argument is identical the one discussed in appendix B.3. This theorem is what we leads to the statement (5.3).
B.5. Construction of $\Phi_m$

Let us understand better how to construct $\Phi_m$. Consider the following ansatz for the subtraction density

$$
\rho_j^{naive}(\nu) = \theta(0 < \nu < 1) \sum_i \tilde{\alpha}_i \nu^i + \theta(\nu > 1) \sum_i \alpha_i \nu^{-\delta_i - \frac{1}{2}} \cos \frac{\pi \delta_i}{2} .}

(B.38)

It has the following large $\nu$ expansion

$$
\int_0^\infty d\nu' \frac{\rho_j^{naive}(\nu)}{\nu'^2 + \nu^2} = \sum_i \alpha_i \left( \nu^{-\delta_i} + \frac{2 \cos \frac{\pi \delta_i}{2}}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{(\delta_i - 1 - 2k)\nu^{1+2k}} \right)
+ \sum_i \tilde{\alpha}_i \sum_{k=0}^{\infty} \frac{(-1)^k}{(i+2+2k)\nu^{1+2k}} .}

(B.39)

This takes care of all non-integer powers that appear in the OPE. In addition, it contributes to the non-universal terms in the dispersion relations, namely to $\frac{1}{\nu^{1+2k}}$ in (5.2). To cancel those we can add terms $\theta(0 < \nu < 1)\tilde{\alpha}_i \nu^i$ to the naive density and fix the coefficients so that they cancel the RHS of (5.2) to any required order. We can then apply the theorem and compute $\Phi_m(\nu)$. Note that non-integer powers of $\nu$ that we are interested at only come from the term $\nu^{-\delta_i}$. One can use the explicit form of $\phi(\nu)$ (B.38) to check estimates from the proof as well as to analyze the contribution of operators that produce log $\nu$ terms.

A careful reader might have noticed that $\phi(\nu) = \rho_j^{naive}(\nu)$ above is not necessarily positive for $0 < u < 1$, whereas in the assumptions of the theorems we assumed that it is. It is trivial to check that the behavior of $\phi(\nu)$ on a finite interval is completely immaterial for the proof apart from clattering it a bit, see again [20,21].

B.6. Case With Subtractions

Similarly, we need a version of the theorem for the case with subtractions (3.32). It is useful to consider the following identity [21]

$$
\int_0^z d\bar{z} \frac{(z - \bar{z})^{n-1}}{(\nu - \bar{z})^{n+1}} = \frac{1}{n} \left( \frac{z}{\nu} \right)^n \frac{1}{\nu - z} .}

(B.40)

Let us rewrite the dispersion relation (3.32) as follows

$$
\int_{-\infty}^\infty d\nu \frac{\rho(\nu)}{(\nu - z)^{N+1}} = \frac{1}{\Gamma(N+1)} \partial_z^N c_j(z) ,}

(B.41)
where we defined the full density at negative $\nu$ through $\rho(-\nu) = -\rho(\nu)$. Applying (B.40) to (B.41) we get

$$\int_{-\infty}^{\infty} d\nu \frac{\rho(\nu)}{\nu^N(\nu - z)} = \frac{1}{z^N} c_J(z) - \sum_{k=0}^{N-1} \frac{1}{z^{N-k} (k)!} \partial^k c_J(0)$$  \hspace{1cm} (B.42)

where only even $k$ contribute since $c_J(z)$ is an even function of $z$. Therefore, for even $N$ we get the following structure of dispersion relations at large $z$

$$\int_{-\infty}^{\infty} d\nu \frac{\rho_{OPE}(\nu)}{\nu^N(\nu - z)} = \sum_i \alpha_i z^{-N-\delta_i} + \sum_{k=1}^{\infty} d_k z^{-2k},$$  \hspace{1cm} (B.43)

where again $\alpha_i$ are computable in terms of the OPE and $\rho_{OPE}(-\nu) = -\rho_{OPE}(\nu)$. The naive spectral density that will reproduce the RHS is of course exactly the same as before.

In principle, one can try to derive a separate tauberian theorem for the kernel (B.43), see e.g. [21]. For us however it suffices to consider $\tilde{\rho}(\nu) = \frac{\rho_{OPE}(\nu)}{\nu^N}$ and apply the theorem II. Note also that we have the following identity between the moments of $\rho$ and $\tilde{\rho}$

$$F_m(\nu) = (-1)^N \frac{(N + m - 1)!}{(m - 1)!} \tilde{G}_{N+m,N}(\nu),$$  \hspace{1cm} (B.44)

where recall that $G_{m,k}$ was defined in (5.10). This completes the consideration of the case with subtractions.

The symmetry of $\tilde{\rho}$ is different for odd and even $N$’s $\tilde{\rho}(-\nu) = (-1)^{N+1} \tilde{\rho}(\nu)$. For even $N$ we can directly use the formulas from our analysis of the unsubtracted dispersion relations. Consider a term $\alpha_i z^{-N-\delta_i}$ in (B.43). Using (5.11) and (B.44) (and being careful about factors of $i$ in (B.43), (3.32)) we recover the result (5.3). For odd $N$ the conclusion is the same. It had to be the case by self-consistency of the whole construction, namely for a given external scaling dimension we could have considered dispersion relations with different numbers of subtractions, but this should not affect the result for the leading asymptotic. This is indeed the case.

**Appendix C. Tauberian Optimality Example**

Here we would like to understand properties of the Laplace transform in the complex $\beta$ plane of the spectral density (2.14)

$$f(E) = (1 + \sin[(\log E)^2]) \theta(E - 1).$$  \hspace{1cm} (C.1)
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The relevant integral to study is the following

\[ \mathcal{L}(\beta) = \int_0^\infty dE e^{-\beta E} f(E) = \frac{e^{-\beta}}{\beta} + \int_1^\infty dE \ e^{-\beta E} \sin[(\log E)^2], \quad (C.2) \]

To analyze the second integral it is convenient to use the standard Mellin representation for \( e^{-x} \)

\[ e^{-x} = \int_{-\epsilon-i\infty}^{-\epsilon+i\infty} \frac{d\delta}{2\pi i} \Gamma(-\delta) x^{\delta}, \quad \epsilon > 0. \quad (C.3) \]

Convergence of this integral depends on the argument of \( x \). Denoting \( \delta = \delta_R + i\delta_I \) we get the asymptotic behavior

\[ \Gamma(-\delta) x^{\delta} \sim |\delta_I|^{\delta_R-1/2} e^{\delta_I \arg[x]-\frac{\pi}{2} |\delta_I|}. \quad (C.4) \]

In particular, the integral converges only for \( |\arg[x]| < \frac{\pi}{2} \).

We then have for the second term in (C.2) \( x = \log E \)

\[
\begin{align*}
\int_1^\infty dE \ e^{-\beta E} \sin[(\log E)^2] &= \int_0^\infty dx \ e^x \sin(x^2) e^{-\beta e^x} = \\
&= \int_{-\epsilon-i\infty}^{-\epsilon+i\infty} \frac{d\delta}{2\pi i} \Gamma(-\delta) \beta^{\delta} \int_0^\infty dx \ e^{(\delta+1)x} \sin(x^2) = \\
&= \frac{1}{2} \sqrt{\frac{\pi}{2}} \int_{-\epsilon-i\infty}^{-\epsilon+i\infty} \frac{d\delta}{2\pi i} \Gamma(-\delta) \beta^{\delta} \times \\
&\times \left[ \cos \left( \frac{(\delta + 1)^2}{4} \right) \left( 1 + 2C \left( \frac{\delta + 1}{\sqrt{2\pi}} \right) \right) + \sin \left( \frac{(\delta + 1)^2}{4} \right) \left( 1 + 2S \left( \frac{\delta + 1}{\sqrt{2\pi}} \right) \right) \right],
\end{align*}
\]

where \( C(x), S(x) \) denote the corresponding Fresnel integrals

\[ C(z) \equiv \int_0^z dt \cos \frac{\pi t^2}{2}, \quad S(z) \equiv \int_0^z dt \sin \frac{\pi t^2}{2}. \quad (C.6) \]

In doing the \( x \) integral we assumed \( \epsilon > 1 \) for convergence. The result however is regular at \( \epsilon = -1 \) and we can shift the \( \delta \) contour to estimate the asymptotic of the integral (C.2).

Let us analyze the convergence properties of the integral (C.5) in the complex \( \beta \) plane. We set \( \beta = |\beta|e^{i\phi} \). The danger is that now we have an extra \( e^{i\phi \delta} \) factor which blows up in the lower half-plane. Evaluating the asymptotic of the integrand we get

\[ e^{-\phi \delta_I} e^{-\frac{\pi}{2} |\delta_I|} e^{(1+i\phi \delta_R)|\delta_I|} |\beta|^{\delta_R+i\delta_I}. \quad (C.7) \]

The integral converges for

\[ \phi + \frac{1 + \delta_R}{2} < \frac{\pi}{2}. \quad (C.8) \]
Therefore we cannot evaluate the integral by simply shifting the contour to the right, namely increasing $\delta_R$.

It does however allow us to evaluate the leading asymptotic for $\phi = 0$. From the first three poles at $\delta = 0, 1, 2$ we get

$$
\int_1^\infty dE \ e^{-\beta E} \sin[(\log E)^2] = c_0 + c_1\beta + c_2\beta^2 + \ldots,
$$

$$
c_0 = \frac{1}{2} \sqrt{\frac{\pi}{2}} \left[ \cos \left( \frac{1}{4} \right) \left( 1 + 2C \left( \frac{1}{\sqrt{2\pi}} \right) \right) + \sin \left( \frac{1}{4} \right) \left( 1 + 2S \left( \frac{1}{\sqrt{2\pi}} \right) \right) \right],
$$

(C.9)

and similar expressions for $c_1$ and $c_2$. Pushing contour to further poles is not possible because it would violate (C.8) $\delta_R^{\text{max}} = \pi - 1$. As we increase $\phi$ the range of maximal allowed $\delta_R$ decreases. Therefore we cannot use the estimate above anymore. By studying numerically the integral we observed that the next term in the expansion is of the type $\beta^{\pi - 1} \cos(\log \beta)^2 L(\beta)$ where $L(\beta)$ is slowly varying function. We also observed that this term captures the asymptotic behavior correctly for complex $\beta$ as well. As we increase the argument of $\beta$ the term $\beta^{\pi - 1} \cos(\log \beta)^2 L(\beta)$ becomes dominant and as $\beta$ becomes imaginary it behaves as $\frac{1}{\beta} L(i\beta)$ which is again consistent with our numerical observations.
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