A Simplified Framework for Air Route Clustering Based on ADS-B Data
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Abstract—The volume of flight traffic gets increasing over the time, which makes the strategic traffic flow management become one of the challenging problems since it requires a lot of computational resources to model entire traffic data. On the other hand, Automatic Dependent Surveillance - Broadcast (ADS-B) technology has been considered as a promising data technology to provide both flight crews and ground control staff the necessary information safely and efficiently about the position and velocity of the airplanes in a specific area. In the attempt to tackle this problem, we presented in this paper a simplified framework that can support to detect the typical air routes between airports based on ADS-B data. Specifically, the flight traffic will be classified into major groups based on similarity measures, which helps to reduce the number of flight paths between airports. As a matter of fact, our framework can be taken into account to reduce practically the computational cost for air flow optimization and evaluate the operational performance. Finally, in order to illustrate the potential applications of our proposed framework, an experiment was performed using ADS-B traffic flight data of three different pairs of airports. The detected typical routes between each couple of airports show promising results by virtue of combining two indices for measuring the clustering performance and incorporating human judgment into the visual inspection.

Index Terms—trajectory clustering, unsupervised learning, ads-b, cluster validity index, visual inspection

I. INTRODUCTION

Together with the continuously growing need of traveling by aviation, one of the recent most challenging issue arise in air traffic management is flight arrivals delayed in almost all airports in the world. Some of the causes of flight delays or cancellation are maintenance problems related to the aircraft, fueling, inclement weather, etc., and more importantly airline glitches is one of the the top cause of flight delays. In the attempt to tackle partly the airline glitches issues, people tends to address to a more specific problem of route optimization since it’s seen that a non-optimal flight plan route may cause the airline glitches and indirectly cause the flight delay. From this aspect, we propose a simplified framework which leverages the advantage of machine learning to cluster the air route based on trajectory clustering and ADS-B data to support the optimization for the route schedule in air traffic management. Herein, ADS-B data is a kind of data generated by a new surveillance technology, in which the position of an aircraft is determined via satellite navigation and also periodically broadcasted, enabling it to be tracked in real time. ADS-B requires no external input since it depends only on the signal from the navigation system of the aircraft, and hence is more and more promising to provide significant and simplified operational enhancements to military and civilian applications. However, to our best knowledge, there are very few studies until now on leveraging this kind of data in advanced studies from machine learning/AI perspectives for air traffic management. Therefore, there may be a big chance to open up many interesting research on this field of application. From the machine learning perspectives, recently people realizes that there are many rooms for development in trajectory clustering problems due to rapid improvements in satellites and tracking facilities which make it possible to collect a large amount of trajectory data of moving objects (for e.g., hurricane track data, animal movement data, flight data, etc.). To study the trajectory clustering of moving objects, Gaffney and the team [1] have proposed a mixture regression model-based trajectory clustering algorithm, in which cluster memberships are determined by using EM algorithm. In [2], the authors have presented a framework to classify...
vehicle motion trajectories based on hierarchical clustering; including two steps: trajectories preprocessing and resampling at the first step, then carrying out the trajectories spectral clustering based on similar spatial patterns at the second step. To provide a holistic understanding and deep insight into this interesting topic, a comprehensive survey of the development of trajectory clustering was proposed in [3]. From this, the authors group the existing trajectory clustering methods into three categories: unsupervised, supervised and semi-supervised algorithms based on machine learning perspectives. They also show the appearance of different trajectory data in many modern intelligent systems for surveillance security, abnormal behavior detection, crowd behavior analysis, and traffic control, which has attracted growing attention.

Regarding to the data sources, Radar Track data was often used in various works from the literature (see in [4], [5], [6], and [7]). The other work from Bombelli and the team [8] used the historical data containing the set of Future ATM Concept Evaluation Tool (FACET) Track (TRX) file. And from Yulin Liu [9] work, they used the data of the flights’ information from FAA Traffic Flow Management System and Aviation System Performance Metric. However, as we know there are recently three publications ([10], [11], and [12]) in the Twelfth USA/Europe Air Traffic Management Research and Development Seminar (ATM2017) shared their studies on ADS-B data. From the work of Junzi and the team [11], they leveraged the large amount of trajectory data for extracting different aircraft performance parameters and they generated different data mining models corresponding to these parameters. While Dhief and the team [10] makes use of the ADS-B based systems and can prove their effectiveness in oceanic area. The United States have plans for mandating ADS-B Out by 2020 for all airplanes, both air transport and general aviation, and FAA expects to improve the operational performance by using ADS-B based systems. These kinds of system are increasing around the world and applying ADS-B data is an essential requirement for all aircraft operating on the European, Canadian, and Australian in NAS since 2015 [10]. Besides, there are several investigations about the quality of ADS-B data such as [13], [14], [15], [12]. Busyairah and the team [14] proposed a framework for evaluating ADS-B data in the London Terminal Maneuvering Area, the result showed that 66.7% of aircraft meet the requirement in term of accuracy, integrity, latency, availability, and update rate. Especially, Rekkas and the team [15] and Barshehat [13] showed similar results, in which their evaluation results considering ADS-B performance are very positive. Barshehat [13] also stated that implementing an ADS-B system provides many benefits, including the reduction for the need of maintaining and/or upgrading radar infrastructure.

For the behind techniques, an extensive comparative study of cluster validity indices has been carried out by Arbelaitz and the team [16]. They experimented with 30 different cluster validity indices with the goal is to choose the best index for each individual application. From their work, the authors also recommend to employ several indices at the same time to receive the robust results. Regarding to trajectory clustering evaluation, most of the works ([5], [7], [9], and [17]) preferred to use Silhouette score alone for choosing the best number of clusters. Another combination from the work of Bombelli and the team [8] leveraged three different indices which is average Silhouette index, Davies-Boulding, and Dunn index. And the other work from Maraya and the team [4] combined Silhouette score and Davies-Bouldin (DB) score.

Inspired by the above results, we propose to leverage the ideas from these analysis in a combination with a simplified framework, in order to adapt for the case of ADS-B data in air route clustering problem. The paper is organized as follows: In Section I, we discussed about the motivation and previous works related to this paper. Then the Section II presents our proposed framework, in which the considered ADS-B data and appropriate techniques involving in the step of data preprocessing will be covered respectively in Section II-A and II-B. The experimental design and corresponding results taking into account real ADS-B data will be placed in Section III. Finally, we come to a conclusion and future works in Section IV.

II. A PROPOSED FRAMEWORK

For the main technical part of this paper, we perform the trajectory clustering based on DBSCAN [19] approach and ADS-B data, then combine two different evaluation indices (Silhouette and DB) for the clustering outputs, which were used to support the visual inspection step. The detail flow of our framework is shown in Figure 1 in which the flow compose four different phases including Data Extraction, Data Processing, Clustering, and Visual Inspection. Additionally, the detail description of involved techniques for each step in the framework can be found in the Table II. Finally, for a comparison, all experiments are carried out by using the same data, on specific dates, and for particular pairs of origin and destination airports. For a benchmark, we re-implement the route clustering framework from Adria [17], which is summarized the used methodologies in the Table I considering the same assumption for both of their system and ours.

A. Data Description

All flights’ trajectories data related to this paper are crawled from FlightAware [3], the company operates a website and mobile application which offers free flight tracking services for both private and commercial air traffic. FlightAware produces FlightFeeder which is known as a network of ADS-B receiver. The message consisting of the ADS-B data is received from

![https://flightaware.com](https://flightaware.com)
airplane transponders directly via a small antenna. Then the ADS-B data is extracted from the received messages and uploaded to FlightAware’s server over any available internet connection. For carrying out the analysis, we are going to employ only the flight trajectory data from three different Origin and Destination pairs of airport, which are shown clearly in the Table III. The chosen flights for this analysis are collected for entire January 2017.

Here, the whole process of data generation involves of satellites, transmitters, and receivers. The airplane determines its own position and velocity by communicating with satellites via GNSS (global navigation satellite system) or GPS receivers. Then it broadcasts the its position and velocity via ADS-B Out to other airplanes and ground ADS-B receivers. Ultimately, the receivers around the world send this information to FlightAware’s servers over a real-time connection.

B. Data Processing

After receiving raw traffic data in JSON format, firstly the data standardization steps were employed by grouping traffic flights and converting them to CSV format, that can be consumed for other tasks such as EDA (exploratory data analysis),


TABLE II: Trajectories Flow Clustering Description

| Step | Description |
|------|-------------|
| 1.1 | Traffic Data Extraction | Received raw traffic data in JSON format |
| 1.2 | Data Standardization | Group traffic data to identified flights and convert to CSV format |
| 2.1 | Flight Traffic Filtering | Filter out the unwanted airports, remove flights that land or depart outside of terminal, and drop the duplicated data points |
| 2.2 | Flight Traffic Interpolation | Convert individual flight’s tracks into vectors of equal length. Apply the cubic spline interpolation [18] to interpolate the spaced data points |
| 2.3 | Dissimilarity Matrix Construction | Measure the dissimilarities between flight paths with the same number of features by computing Fréchet distance |
| 3.1 | Parameters Generation | The clustering algorithm relied on two input parameters are \(\epsilon\) (a distance threshold) and MinPts (a minimum number of points). 100 values of \(\epsilon\) were generated and MinPts was retrieved by observations |
| 3.2 | Flight Path Clustering | Apply a density-based clustering algorithm called DBSCAN with defined MinPts and \(\epsilon\) to cluster the trajectory data, where the MinPts is the minimum number of data points belong to a cluster determined by the actual observation, and \(\epsilon\) is a distance threshold. In this experimental setting, we generated 100 values for \(\epsilon\) combined with the real observed MinPts value for running the DBSCAN algorithm. The best parameters is determined by using two evaluation stages, quantitative metrics including Silhouette and DB (known as cluster validity indices), and a qualitative validation in visual inspection phase |
| 3.3 | Quality of Clusters Measurement | Silhouette and Davies-Bouldin indices were combined for measuring the clustering performance |
| 3.4 | Log files Storage | Record all the performances and were produced for each parameter |
| 4.1 | Clustering Result | Visualize the detected clusters along with original and interpolated trajectories |
| 4.2 | Visual Analysis | Analyze the clustering outcome with the recommended ranking from step 3.3, 3.4, and incorporate with human judgment |
| 4.3 | Decision Making | Make the decision by virtue of domain expert |

TABLE III: Origin Destination Pair Summary

| Codename | Airports       | Cities          |
|----------|----------------|-----------------|
| YBBN-WSSS| Brisbane-Changi| Brisbane-Singapore |
| YSSY-VTBS| Sydney-Suvarnabhumi | Sydney-Bangkok |
| NZCH-WSSS| Christchurch-Changi | Christchurch-Singapore |

In Figure 3, the result from benchmark method discussed in [17], adapted to ADS-B data. Here, each color represents for each cluster while the grey color is always used to represent for detected outlier trajectories.

**Fig. 3:** The result from benchmark method discussed in [17], adapted to ADS-B data. Here, each color represents for each cluster while the grey color is always used to represent for detected outlier trajectories.

Finally, by virtue of flight traffic interpolation, each individual flight’s trajectories will be converted into vector of equal length. We then apply the cubic spline interpolation [18] to the spaced data points with the assumption that the spatial and temporal dimensions are used here in the phase. The Figure 2b then visualize the interpolated trajectories, which are able to represent the entire flight’s path with a pre-defined number of spaced points.

**III. EXPERIMENTAL RESULTS**

This section intents to show the major results obtained from reimplementing the benchmark method from Aria [17] in case of our adaptation for ADS-B data, and incorporating our framework’s application with human intervention in the visual inspection step. Specifically, a density-based clustering algorithm called DBSCAN is taken into account in the Flight Path Clustering step. The DBSCAN algorithm receives two primary parameters (MinPts and \(\epsilon\)) to cluster the trajectory data, where the MinPts is the minimum number of data points belong to a cluster determined by the actual observation, and \(\epsilon\) is a distance threshold. In this experimental setting, we generated 100 values for \(\epsilon\) combined with the real observed MinPts value for running the DBSCAN algorithm. The best parameters is determined by using two evaluation stages, quantitative metrics including Silhouette and DB (known as cluster validity indices), and a qualitative validation in visual inspection phase.

In Figure 2, we make a visual comparison of the flight paths based on original trajectories and interpolated trajectories from three different pairs of airports (see Table III), in which you can see that only using 100 spaced points we could describe the whole flight paths between two airports. Next, the Figure 3 shows the final clusters of flight paths for three different pairs of airports, in which the highest Silhouette score is selected as best result. Here, each color represents for each cluster while the grey color is always used to represent for detected outlier trajectories in this analysis. In our framework, to obtain more robust results we combine two different indices.
Fig. 4: Our framework’s result for the detected clusters from different scenarios, in case of Sydney-Suvarnabhumi airports

TABLE IV: The Summary of Proposed Framework

| Pair of Airports | NZCH-WSSS | YBBN-WSSS | YSSY-VTBS |
|------------------|-----------|-----------|-----------|
| No. Flight Path  | 43        | 152       | 94        |
| No. Original Trajectories | 65102  | 169545    | 135586    |
| No. Interpolated Trajectories | 4300   | 15200     | 9400      |
| MinPts           | 2         | 30        | 3         |
| Epsilon          | 0.523     | 1.583     | 0.603     |
| Noise Percentage (%) | 30.00  | 2.98      | 18.87     |
| No. Clusters via Quantitative Metric | 4        | 2         | 3         |
| No. Clusters via Visual Inspection | 4       | 2         | 3         |

for measuring the performance of clustering algorithm. In particular, the Silhouette \[20\] and Davies-Bouldin (DB) \[21\] indices are employed altogether to select the best clustering result, in the event of these two indices all agree in choosing the most appropriate route clusters that supports strongly for decision making. On the other hand, when the Silhouette index and combined Silhouette-DB index show different rankings (see in Figure 4a and Figure 4b), the visual inspection step will be activated to help the user makes the final decision on air route clustering (see Figure 4c).

Last but not least, after clustering the routes into particular clusters, we then employ a simple route matching technique to aggregate all flights’ paths in each cluster into unique route that represents for the air route of each pair of airports (see the Figure 5). This visualization, once employed in real application, will act as a visual suggestion for Airline Route Planning. In summary, a statistical report of the most important information from our framework are put in the Table IV taking into account the experiments in three pairs of airports.

IV. CONCLUSIONS

Based on the potentials and advantages of ADS-B data, we propose in this paper a simplified and workable framework for air trajectories clustering which is one of the essential parts in the air management process. To our best knowledge, there is a lack of in-depth analytical study from machine learning based approach, with emphasis on this promising data technology. The experimental results, carried out using the data of three different pairs of airports, can show the effectiveness of our proposed framework, as well as the clustering results based on the combination of two different metrics. Finally, from using the interpolation considered in the framework, it is able to reduce significantly the complexity of data processing, which is very important in real application. The whole framework’s source code is made available in github \[2\]. In this direction for the future research, we are going to consider the framework’s extension to generate predictive capabilities in measuring the

\[2\] https://github.com/quandb/atc
operation performance in air traffic management. Furthermore, we also aim to provide guidance and auto-generate inputs for real time decision support system.
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