Asymptotic estimates for the wave functions of the Dirac-Coulomb operator and applications

Federico Cacciafesta, Éric Séré, and Junyong Zhang

Abstract

In this paper we prove some uniform asymptotic estimates for confluent hypergeometric functions making use of the steepest-descent method. As an application, we obtain Strichartz estimates that are $L^2$-averaged over angular direction for the massless Dirac-Coulomb equation in 3D.

1. Introduction

In this paper we study the flow of the 3d massless Dirac-Coulomb equation, that is the following first-order system

$$
\begin{cases}
  i\partial_t u = D_\nu u, & u(t,x) : \mathbb{R}_+ \times \mathbb{R}^3 \to \mathbb{C}^4 \\
  u(0,x) = u_0(x)
\end{cases}
$$

(1.1)

where

$$
D_\nu = D - \frac{\nu}{|x|}, \quad D = -i \sum_{k=1}^3 \sigma_k \partial_k = -i(x \cdot \nabla)
$$

(1.2)

$$
\sigma_k = \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}, \quad k = 1, 2, 3.
$$

(1.3)

Here, $\sigma_k$ ($k = 1, 2, 3$) are the Pauli matrices

It is now well understood that the charge needs to satisfy the condition $|\nu| \leq 1$ in order for the operator $D_\nu$ to have a physically meaningful self-adjoint realization in the...
Hilbert space $L^2(\mathbb{R}^3, \mathbb{C}^4)$. To be more precise, $D_{\nu}$ defined on the minimal domain $C^\infty_c(\mathbb{R}^3 \setminus \{0\}, \mathbb{C}^4)$ happens to be essentially self-adjoint in the range $|\nu| \leq \frac{\sqrt{3}}{2}$, and admits a distinguished self-adjoint extension in the range $\frac{\sqrt{3}}{2} < |\nu| \leq 1$ (see [1] and references therein).

From the point of view of dispersive analysis, system (1.1) is quite delicate, as indeed the Coulomb potential is critical with respect to the scaling of the massless Dirac equation and, as it is well known, scaling critical perturbations can be very difficult to handle, as they typically rule out perturbative arguments. Dispersive estimates for the Dirac equation with subcritical potential perturbations have been proved e.g. in [2–6]. We refer to [7] for a short overview of the topic; in that paper the following local smoothing estimates were proved for the solutions to (1.1)

$$
\| |x|^{-2} |D_{\nu}|^{1/2-\eta} u \|_{L^2_t L^2_x} \leq C \| u_0 \|_{L^2}
$$

(1.4)

for any $u_0 \in L^2$ and $\frac{1}{2} < \eta < \sqrt{1 - \nu^2} + \frac{1}{2}$, but this estimate is not strong enough to obtain Strichartz estimates by relying on the standard Duhamel argument. In the spirit of [8], the main idea in the proof in [7] relies on the use of partial wave decomposition and on the construction of a "relativistic (or distorted) Hankel transform" (these tools will be recalled in subsection 2.1). This transform allows to "diagonalize" the problem on a fixed spherical level, and this allows to obtain local smoothing estimates after a careful analysis of some integrals involving suitable products of generalized eigenfunctions. This same strategy has been later developed in [9] to obtain similar estimates for the Dirac equation in an Aharonov-Bohm (AB) field. We should stress the fact that the Dirac-Coulomb equation turns out to be significantly more difficult than the AB case, due to the much more complicated structure of the eigenfunctions, as we will see later. Notice that for all these results it is crucial to assume the mass to be zero, as the presence of a positive mass would destroy the scaling of the system.

In order to prove Strichartz estimates with angular regularity for the solutions to (1.1), we are going to adapt the machinery developed in [10] in another context: the wave equation with inverse square potential (see also [11] for an adaptation to the Dirac equation in the (AB) field). The arguments can be summarized in the following steps:

1. Use partial wave decomposition to reduce the dynamics to a radial system;
2. Use the relativistic Hankel transform built in [7] to obtain a "nice" integral representation of the solution based on the generalized eigenfunctions of the operator $D_{\nu}$;
3. Prove suitable pointwise estimates on the generalized eigenfunctions;
4. Deduce Strichartz estimates.

Steps (1) and (2) have already been dealt with: the former is completely classical, while the latter has been introduced in [7], so we will only need to review them in section 2. Step (3) is the one that requires most of the technical work. Indeed, one of the main ingredients in the proof of [10] consists in providing suitable estimates on the generalized eigenfunctions of the operator $-\Delta + \frac{\alpha^2}{|x|^2}$, which are known to be standard Bessel functions, and for them the following precise estimate is available for $\lambda \gg 1$:
\[ |J_{\lambda}(r)| \leq C \begin{cases} e^{-D_{\lambda}}, & 0 < r \leq \lambda / 2, \\ \lambda^{-1/4}(|r - \lambda| + \lambda^{1/3})^{-1/4}, & \lambda / 2 < r \leq 2\lambda, \\ r^{-1/2}, & 2\lambda < r \end{cases} \] (1.5)

for some positive constants \( C \) and \( D \) independent of \( r \) and \( \lambda \) (for this estimate see e.g. [12–14]). In the Dirac-Coulomb case on the other hand, the expression of the eigenfunctions is much more complicated and involves confluent hypergeometric (or Whittaker) functions (we postpone the overview of the spectral theory of the Dirac-Coulomb operator to section 2); to the very best of our knowledge, an analog of estimate (1.5) has not been proved for the confluent hypergeometric functions, and we will therefore need to provide one.

Finally, for what concerns step (4) of the strategy above, we will follow the argument from [10], that can be again decomposed in the following sub-steps:

1. Prove Strichartz estimates on a fixed angular level and with unit frequency;
2. Deduce Strichartz estimates for the complete dynamics using a scaling argument and a dyadic decomposition.

The first result of this manuscript, which is of independent interest, is thus the analog of estimates (1.5) for the generalized eigenfunctions \( \psi_k(\rho) \) of the massless Dirac-Coulomb operator \( D_{\nu} \). A precise definition of these functions will be given in section 2. We will prove the following

**Theorem 1.1.** Given \( \nu \in [-1, 1] \) and \( k \in \mathbb{Z}^* \), let \( \gamma = \sqrt{k^2 - \nu^2} \) and consider the generalized eigenfunction \( \psi_k = \left( \frac{F_k}{G_k} \right) \) of \( D_{\nu} \) with eigenvalue \( E = 1 \), given by formula (2.7) of section 2. Then there exist positive constants \( C, D \) independent of \( k, \nu \) such that the following pointwise estimate holds for all \( \rho \in \mathbb{R} \setminus \{0\} \):

\[ j_{0,k} + j_{1,k} \leq C \begin{cases} (\min\{|\rho|/2, 1\})^{-1} e^{-D_{|\rho|}}, & 0 < |\rho| \leq \max\{|k|/2, 2\}, \\ |\rho|^{-1}, & |\rho| \geq 2|k|, \end{cases} \] (1.6)

where

\[ j_{0,k} := |\psi_k(\rho)| \text{ and } j_{1,k} := |\psi'_k(\rho) - (\gamma - 1)\rho^{-1}\psi_k(\rho)|. \] (1.7)

**Remark 1.1.** As a direct consequence of (1.6), one gets an estimate for \( |\psi'_k(\rho)| \) (with a possibly larger \( C \) and a smaller \( D > 0 \), both independent of \( k, \nu \)):

\[ |\psi'_k| \leq C \begin{cases} (\min\{|\rho|/2, 1\})^{-2} e^{-D_{|\rho|}}, & 0 < |\rho| \leq \max\{|k|/2, 2\}, \\ |\rho|^{-1}, & |\rho| \geq 2|k|. \end{cases} \] (1.8)
Remark 1.2. Our proof is different from the one of estimate (1.5) as given in [12, 13]. In that case an integral formula for Bessel functions with an oscillating integrand was used, allowing an application of the Van der Corput method. The integral formulation for \( \psi_k(\rho) \) is more difficult to deal with, and we will rely on the steepest descent method to deal with large values of \(|\rho|\) and \(|k|\). For the reader’s convenience, we give a brief description of this method in section 2.3. Let us just mention here that the steepest descent method, in its simplest version, typically provides exact asymptotic formulas for integrals depending on one large parameter. We are not exactly interested in such formulas in the present work: instead, we look for uniform estimates valid for all values of the three parameters \( \rho, k, \nu \) and having the same accuracy as the known estimates on Bessel functions. This goal is achieved: in the limit \( \nu \to 0 \), the functions \( \psi_k(\rho) \) reduce to the Bessel functions (with proper weights and coefficients), and the estimates proved in Theorem 1.1 retrieve estimates (1.5). Let us also point out that one could write exact asymptotic formulas for \( \psi_k(\rho) \) valid when \(|\rho| \to \infty\) with \(|k|\) fixed, by modifying slightly our arguments. One would then see that our estimates of polynomial decay are optimal up to a multiplicative constant when \(|k| \geq \rho |\rho| \leq 1\). However, if \(|k| > \rho \) and \(|k| \geq \rho |\rho| \) stays away from 1, then \( \psi_k(\rho) \) decreases exponentially, as mentioned in Subcase (1.a) of our proof. The statement of Theorem 1.1 is not optimal in this sector: the rate of exponential decay is estimated roughly in the sector \(|\rho| < \frac{|k|}{2}\), and does not even appear in the sector \( \frac{|k|}{2} \leq |\rho| < |k|\). But better bounds in the domain \(|k| > \rho \) would not improve our Strichartz estimates, that are the final purpose of this paper.

As an application of Theorem 1.1, by following the aforementioned strategy, we are able to obtain Strichartz estimates that are \( L^2 \)-averaged over angular direction for solutions to (1.1) for general initial data. Before stating the result, let us mention that we will use standard notations for Lebesgue and Sobolev spaces; if not specifically indicated, the norms will be intended on the whole space (i.e. \( L^p = L^p(\mathbb{R}) \) and \( L^q_x = L^q_x(\mathbb{R}^3) \)), and we will systematically omit the dimension on the target space. We will denote with \( L^p_t L^q_x \) the mixed space-time Strichartz spaces. Using the polar coordinates \( x = r\omega, r \geq 0, \omega \in S^2 \), and given a measurable function \( F = F(t,x) \) we will denote by

\[
\|F\|_{L^p_t L^q_x} := \left( \int_\mathbb{R} \left( \int_0^{+\infty} \left( \int_{S^2} |F(t,r,\omega)|^2 d\sigma \right)^{\frac{q}{2}} r^2 dr \right)^{\frac{p}{q}} dt \right)^{\frac{1}{p}},
\]

being \( d\sigma \) the surface measure on the sphere. We then have the following

**Theorem 1.2. (Strichartz estimates).**

Let \(|\nu| < \sqrt{\frac{15}{4}}\). For any \( u_0 \in \dot{H}^s \), the following Strichartz estimates hold

\[
\| e^{-itD_x} u_0 \|_{L^p_t L^q_x} \leq C \| u_0 \|_{\dot{H}^s},
\]

provided that

\[
p \geq 2, \quad 4 < q < \frac{3}{1 - \sqrt{1 - \nu^2}}, \quad s = \frac{3}{2} - \frac{1}{p} - \frac{3}{q}.
\]
Remark 1.3. The use of $L^p_t \omega^2 L^q_x$ spaces in order to obtain a "refined version" of Strichartz estimates is definitely not new (these are often referred to as *generalized Strichartz estimates*); we mention at least [15], in which the author retrieves the endpoint estimate for the 2D Schrödinger equation by averaging the solution in $L^2_t$ in the angular variable, then [16] and [17] in which generalized estimates are obtained for the wave and the Dirac equation respectively. In particular, we should stress the fact that (1.9) implies standard Strichartz estimates (i.e. in the spaces $L^p_t L^q_x$) for "radial" initial data (the precise meaning of "radial" in our context will be explained in the next section). Also, we mention that estimates (1.9) might be used to prove well-posedness for some nonlinear models in a more or less standard way (by assuming "radial symmetry" on the initial data or by requiring additional angular regularity): we refer e.g. to [3, 17, 18].

Remark 1.4. Let us comment on the constraints on the parameters $\nu$, $p$, $q$ in (1.10). First of all, note that from the assumptions of the Theorem, the regularity parameter $s$ must lie in $\left(\frac{1}{4}, \frac{1}{2} + \sqrt{1 - \nu^2}\right)$. For what concerns the Strichartz pairs, we should stress the fact that we do not recover the full optimal range (compare e.g. with [19]): in fact, our result could be slightly improved by sharpening our strategy in some steps at the price of additional technicalities (see next remark). Also, we should mention that condition (1.10) can be significantly relaxed by requiring some structure on the initial data $u_0$, that is to be "orthogonal to the first partial wave subspaces" (see next section for the definition). In particular, this assumption allows to remove the upper bound on $q$ in (1.10) (and thus the necessary condition $|\nu| < \sqrt{\frac{15}{4}}$). This fact will be further motivated toward the end of the paper (see formulas (4.16) and (4.17)).

Remark 1.5. Let us also briefly comment on the strategy of our proof: we will prove our Strichartz estimates on the "endpoint board line", that is for the choice $p = 2$. Then, by interpolating with the standard $L^\infty_t H^s_x$ estimates, we will be able to cover the range of parameters satisfying the assumptions of Theorem 1.2. It is reasonable to expect that providing a direct proof in the case $L^p_t$ would allow to improve on the range of admissible exponents, but this would require a fair additional amount of technicalities that we prefer to avoid. The upper bound $|\nu| < \sqrt{\frac{15}{4}}$ is a consequence of the necessary condition (1.10), and it seems to have no physical meaning; it is again a byproduct of our proof. Notice anyway that $\sqrt{\frac{15}{4}} > \sqrt{\frac{3}{2}}$, and thus this range includes the set of charges that make the Dirac-Coulomb operator essentially self-adjoint.

The structure of the paper is the following: section 2 will be devoted to introduce the necessary setup, that is a review of the partial wave decomposition, of the spectral theory of the Dirac-Coulomb operator and of the method of the steepest descents. Section 3 will be devoted to the proof of Theorem 1.1: as we will see, several cases and subcases need to be considered in order to check every detail, and as a result the proof turns out to be quite long and slightly involved at some stages. Section 4 is devoted to the proof of Theorem 1.2.
2. Preliminaries

We devote this section to review the necessary background needed for our main results.

2.1. Partial wave decomposition and generalized Hankel transform

In this section we recall some classical facts already discussed in [6] on the spectral properties of the Dirac-Coulomb operator in 3d, together with the construction of the relativistic Hankel transform, that will play a crucial role in what follows.

The first main ingredient we need to introduce is the so called partial wave decomposition, that essentially allows to reduce the action of the Dirac-Coulomb operator to (a sum of) radial operators with respect to some suitable decomposition. Let us give a brief overview of the construction: we refer to [20] section 4.6 for detail.

First of all, we use spherical coordinates to write

\[ L^2(\mathbb{R}^3, \mathbb{C}^4) \cong L^2((0, \infty), r^2 dr) \otimes L^2(S^2, \mathbb{C}^4) \]

with \( S^2 \) being the unit sphere. Then, we have the orthogonal decomposition on \( S^2 \):

\[ L^2(S^2, \mathbb{C}^4) \cong \bigoplus_{k \in \mathbb{Z}} \bigoplus_{m \in I_k} \mathfrak{h}_{k,m} \cdot \]

Here, \( \mathbb{Z}^* = \mathbb{Z} \setminus \{0\} \), \( I_k := \{-|k| + 1/2, -|k| + 3/2, \ldots, |k| - 1/2\} \subset \mathbb{Z} + 1/2 \) and each subspace \( \mathfrak{h}_{k,m} \) is two-dimensional, with orthonormal basis

\[ \Xi^+_k, m = \begin{pmatrix} i \Omega_{k,m} \\ 0 \end{pmatrix}, \quad \Xi^-_k, m = \begin{pmatrix} 0 \\ \Omega_{-k,m} \end{pmatrix}. \]

The functions \( \Omega_{k,m} \) can be explicitly written in terms of standard spherical harmonics as

\[ \Omega_{k,m} = \frac{1}{\sqrt{|2k+1|}} \begin{pmatrix} \sqrt{|k-m+1|} Y_{|k+1/2|-1/2}^{|m-1/2} \\ \sgn(-k) \sqrt{|k+m+1|} Y_{|k+1/2|-1/2}^{|m+1/2} \end{pmatrix}. \]

We thus have the unitary isomorphism

\[ L^2(\mathbb{R}^3, \mathbb{C}^4) \cong \bigoplus_{k \in \mathbb{Z}^*} L^2((0, \infty), r^2 dr) \otimes \mathfrak{h}_{k,m} \]

given by the decomposition

\[ \Phi(x) = \sum_{k \in \mathbb{Z}} \sum_{m \in I_k} f_{k,m}^+(r) \Xi^+_k, m(\theta, \phi) + f_{k,m}^-(r) \Xi^-_k, m(\theta, \phi) \quad (2.1) \]

which holds for any \( \Phi \in L^2(\mathbb{R}^3, \mathbb{C}^4) \). The Dirac-Coulomb operator leaves invariant the partial wave subspaces \( C^\infty_c((0, \infty) \otimes \mathfrak{h}_{k,m} \) and its action on each column vector of radial functions \( f_{k,m} = (f_{k,m}^+, f_{k,m}^-)^T \) is given by the radial matrix

\[ \mathcal{D}_{\nu,k} = \begin{pmatrix} -\nu & -d + 1 + k \\ -\frac{d}{dr} + 1 + k & -\nu \end{pmatrix}. \quad (2.2) \]
This isomorphism allows for the following decomposition of the dynamics of the Dirac flow: for any $k \in \mathbb{Z}^+$ the choice of an initial condition as

$$u_{0,k,m}(x) = f_{0,k,m}^+(r)\Xi_{0,k,m}^+(\theta, \phi) + f_{0,k,m}^-(r)\Xi_{0,k,m}^-(\theta, \phi)$$

implies, by Stone’s Theorem, that the propagator is given by

$$e^{-itD_k}u_{0,k,m} = f_{k,m}^+(r, t)\Xi_{k,m}^+(\theta, \phi) + f_{k,m}^-(r, t)\Xi_{k,m}^-(\theta, \phi)$$

where

$$
\begin{pmatrix}
  f_{k,m}^+(r, t) \\
  f_{k,m}^-(r, t)
\end{pmatrix} = e^{-itD_k}
\begin{pmatrix}
  f_{0,k,m}^+(r) \\
  f_{0,k,m}^-(r)
\end{pmatrix}
$$

In what follows, we will in fact use the shortened notation

$$f \cdot \Xi_{k,m} = f^+(r)\Xi_{k,m}^+(\theta, \phi) + f^-(r)\Xi_{k,m}^-(\theta, \phi), \quad f(r) = (f^+(r), f^-(r))^T. \quad (2.3)$$

The second key tool we need is a suitable “Hankel transform”, that is a transformation that allows somehow to “diagonalize” the action of the Dirac-Coulomb operator. Of course, one cannot use the standard Hankel transform: the generalized eigenstates are not Bessel functions, moreover positive and negative energy eigenstates are present and should be dealt with simultaneously. We thus define, for a fixed $k \in \mathbb{Z}^+$, a “relativistic Hankel transform” of the form

$$\mathcal{P}_k f(E) = \int_0^{+\infty} H_k(Er)f(r)r^2dr \quad (2.4)$$

where $E \in (0, \infty)$ and, for any $\rho > 0$, $H_k(\rho) = \begin{pmatrix} F_k(\rho) & G_k(\rho) \\ F_k(-\rho) & G_k(-\rho) \end{pmatrix}$.

The functions

$$\psi_k(\pm Er) = \begin{pmatrix} F_k(\pm Er) \\ G_k(\pm Er) \end{pmatrix} \quad (2.5)$$

are the generalized eigenstates of the self-adjoint operator $D_{\nu,k}$ with energies $\pm E$, so that

$$\mathcal{P}_k D_{\nu,k} = \text{Diag}(E, -E)\mathcal{P}_k: \quad (2.6)$$

in other words, the transform $\mathcal{P}_k$ “diagonalizes” the operator $D_{\nu,k}$ (see Proposition 2.1).

**Remark 2.1.** The operator $D_{\nu,k}$, its generalized eigenstates $\psi_k(\pm Er)$ and the transform $\mathcal{P}_k$ are independent of $m$.

This construction suggests that the functions $\psi_k = \begin{pmatrix} F_k \\ G_k \end{pmatrix}$ play a crucial role, and most of the technical issues in our dispersive estimates will consist in proving suitable estimates for them. We therefore recall their precise definition, as given in e.g. [21], formulas (36.1)-(36-20): for fixed values of $k \in \mathbb{Z}^+$ and $\rho \in \mathbb{R} \setminus \{0\}$, $F_k(\rho)$ and $G_k(\rho)$ are real and

$$
(G_k + IF_k)(\rho) = \frac{\sqrt{2[\Gamma(\gamma + 1 + i\nu)]}}{\Gamma(2\gamma + 1)} e^{\pi\nu/2+i(\rho+\gamma)}|2\rho|^{\gamma-1}F_1(\gamma - i\nu, 2\gamma + 1, -2i\rho) \quad (2.7)
$$
where $I_F(a, b, z)$ are confluent hypergeometric functions, $\gamma = \sqrt{k^2 - v^2}$ and $e^{-2it\xi} = \frac{\gamma - iv}{k}$ is a phase shift.

One of the key tools of our strategy is represented by the following result, that has been proved in [7]:

**Proposition 2.1.** For any $k \in \mathbb{Z}^*$ the following properties hold:

1. $P_k$ is an $L^2$-isometry.
2. $P_k D_{\nu,k} = \sigma_3 \Omega P_k$, where $\Omega f(x) := |x| f(x)$.
3. The inverse transform of $P_k$ is given by

$$P_k^{-1} f(r) = \int_0^{+\infty} H^*_k(E) f(E) E^2 dE \tag{2.8}$$

where $H^*_k = \begin{pmatrix} F_k(E) & F_k(-E) \\ G_k(E) & G_k(-E) \end{pmatrix}$ (notice the misprint in formula (2.18) in [7]).

As a consequence of this Proposition, given a function $u_0 = \sum_{k \in \mathbb{Z}^*} \sum_{m \in T_k} f_{0,k,m} \cdot \Xi_{k,m}$ we can decompose the solution to equation (1.1) as follows:

$$e^{-itD_{\nu}} u_0 = \sum_{k \in \mathbb{Z}^*} \sum_{m \in T_k} (e^{-itD_{\nu}} f_{0,k,m}) \cdot \Xi_{k,m} = \sum_{k \in \mathbb{Z}^*} \sum_{m \in T_k} P_k^{-1} [e^{-itE_0} (P_k f_{0,k,m})(E)] \cdot \Xi_{k,m}. \tag{2.9}$$

This decomposition will represent the essential starting point of our analysis.

To conclude with this section, we provide a result of equivalence of the norms induced by the fractional powers of the Dirac-Coulomb operator with standard Sobolev spaces: more precisely, we have the following

**Lemma 2.2.** Let $|\nu| < 1$. Then the following inequalities hold

- $||D_{\nu}|f||_{L^2} \leq C_1 \|f\|_{H^s}$ for any $s \in [0, 1]$,
- $\|f\|_{H^s} \leq C_2 \||D_{\nu}|f||_{L^2}$ for any $s \in [0, \frac{1}{2} + \sqrt{1 - \nu^2}]$.

Here, $C_1$ and $C_2$ depend on $\nu$ but remain bounded when $|\nu|$ stays away from 1.

**Proof.** The first inequality is a consequence of the Hardy inequality. The second one has been proved in [Corollary 1.8, 22].

### 2.2. An integral representation for the generalized eigenfunctions of $D_{\nu}$

In order to prove estimate (1.6) it will be crucial to have an explicit integral representation for the functions $F_k$ and $G_k$. We resort on Whittaker functions: we recall their definition

...
We rely on the following integral representation for \( M_{2, \mu}(z) \) (see [23], p. 505)
\[
M_{2, \mu}(z) = e^{-\frac{\mu}{2} z^2 + \mu_1} F_1(1/2 + \mu - \alpha, 1 + 2\mu, z).
\]

We take \( \alpha = 1/2 + i\nu \) and \( \mu = \gamma \), which gives
\[
(G_k + iF_k)(\rho) = \frac{\Gamma(\gamma + 1 + i\nu)}{\Gamma(\gamma + 1 + i\nu)} \left| e^{\pi i} \right|^\gamma \left| I_{\gamma, \rho} \right|,
\]
and we take \( \alpha = 1/2 + i\nu \) and \( \mu = \gamma \), which gives
\[
(G_k + iF_k)(\rho) = \frac{\Gamma(\gamma + 1 + i\nu)}{\Gamma(\gamma + 1 + i\nu)} \left| e^{\pi i} \right|^\gamma \left| I_{\gamma, \rho} \right|.
\]

In what follows, we shall adopt the following compact notations. Recalling the notations
\[
j_{0,k} = |\psi_k| \quad \text{and} \quad j_{1,k} = |\psi'_k| - (\gamma - 1)\rho^{-1}|\psi_k|
\]
of Theorem 1.1, we may write, for \( \varepsilon \in \{0, 1\} \), \( k \in \mathbb{Z}^* \), \( \gamma = \sqrt{k^2 - v^2} \) and \( \rho \in \mathbb{R}^* \),
\[
j_{\varepsilon,k}(\rho) = \frac{e^{\pi i} |\rho|^{\gamma - 1}}{2^{\gamma + 1/2} |\Gamma(\gamma - i\nu)|} \left| I_{\varepsilon,\gamma, \rho} \right|,
\]
with
\[
I_{\varepsilon,\gamma, \rho} = \int_{-1}^1 e^{-i\rho t} t^{-\gamma - 1} (1 + t)^{\gamma - 1 - i\nu} (1 - t)^{\gamma + i\nu} dt.
\]

\[2.3. \text{The method of steepest descent}\]

In the proof of (1.6), the main difficulty is to estimate \( I_{\varepsilon,\gamma, \rho} \) when \( \rho \) and \( \gamma \) are both very large and \( \gamma/\rho \) stays away from zero. To study this asymptotic regime, we resort to the method of steepest descent, also called saddle-point method, that we now briefly recall in our context (for a general exposition and other examples we refer to [24–26] and the references therein).

Since \( \gamma - 1 \) is at least proportional to \( \rho \), it is convenient to introduce the parameter \( q = \frac{\gamma - 1}{\rho} \). Then formula (2.13) may be rewritten in the form
\[
I_{\varepsilon,\gamma, \rho} = \int_{-1}^1 g_\varepsilon(t) e^{oh_\varepsilon(t)} dt
\]
with
\[
g_\varepsilon(t) = t^\varepsilon (1 + t)^{-\gamma - 1} (1 - t)^{1 + i\nu} \quad \text{and} \quad h_\varepsilon(t) = -it + q \ln (1 - t^2).
\]

When \( t \in (-1, 1) \), \( h_\varepsilon(t) \) is neither real nor imaginary, so we cannot directly apply Laplace’s method or the stationary phase. But \( h_\varepsilon \) and \( g_\varepsilon \) can be analytically continued on \( \Omega = \mathbb{C} \setminus ((-\infty, -1] \cup [1, \infty)) \) and, by Cauchy’s theorem, the value of \( I_{\varepsilon,\gamma, \rho} \) is not modified if one deforms the interval of integration into a new oriented path \( \Gamma_q \) in \( \Omega \) having the same end points \(-1\) and \( 1 \). The ideal choice is a path made of “steepest descent” curves of \( \Re \{ h_\varepsilon(z) \} \), that is, curves tangent to the gradient of this function.
Since \( h_q \) satisfies the Cauchy-Riemann equation, \( \mathcal{I}\{ h_q(z) \} \) is constant on these curves and they are separated from each other by saddle points of \( \mathcal{R}\{ h_q(z) \} \) that are zeroes of the complex derivative \( h'_q(z) \). Any maximizer of \( \mathcal{R}\{ h_q(z) \} \) on \( \Gamma_q \) must be such a saddle point. The asymptotic behavior of the deformed integral \( \int_{\Gamma} g(z) e^{i \rho q(z)} dz \) for \( |\rho| \) large is then found by Laplace’s method and depends crucially on the behavior of \( h_q \) and \( g \) near the maximizers.

There is an additional difficulty in our situation: the estimates we look for should be uniform in \( q \), but the phase portrait of the vector field \( \text{grad}(\mathcal{R}\{ h_q \}) \) varies a lot with \( q \), even from a topological viewpoint. This forces us to split our study into several cases. Two ranges of values of \( q \) are particularly problematic.

The first one is when \( |q| \) is close to 1. At \( q = 1 \) one observes the coalescence of two saddle-points and this is why (1.6) only gives the estimate \( |\psi_k(\pm 1)| \leq C|k|^{-5/6} \) (which is optimal, as we will see in the proof) while, when \( |\rho/k| \) stays away from 1, the decay is faster. This type of degeneracy was studied in the general case by Chester, Friedman and Ursell [27], who proved a uniform asymptotic formula involving the Airy function and its derivative. It would probably be possible to use their result followed by \textit{a priori} bounds on the Airy function, but we chose to estimate directly our deformed integral after a careful choice of the integration path in which some parts of the steepest descent curves are replaced by piecewise affine approximations.

The second problematic case is when \( 0 < |q| \ll 1 \). Then the saddle points converge to \( \pm 1 \), that are branch points of \( \ln(1 - z^2) \). We solve this problem thanks to a suitable rescaling.

### 3. Proof of Theorem 1.1

Several constants will appear throughout the proof, that will often be denoted with the same letters: what really matters is that all the constants can be taken independent of \( \varepsilon, \rho, k \) and \( \nu \). Notice also that the proof will be the same for the two functions \( j_{0,k} = |\psi_k| \) and \( j_{1,k} = |\psi_k - (\gamma - 1)\rho^{-1}\psi_k| \) in (2.12), since the corresponding two versions of formula (2.12) only differ by the harmless factor \( t^\varepsilon \) in the integrand. Another point is that the value of \( j_{\pm,k}(\rho) \) remains unchanged if we simultaneously replace \( \nu \) by \( -\nu \) and \( \rho \) by \( -\rho \) (this just acts by complex conjugation on \( \Gamma(\gamma - i\nu) \) and the integrand of \( I_{\rho,\varepsilon,\nu} \)). So, in the sequel of this proof, without restricting the generality we shall only consider positive values of \( \rho \), but we make no sign assumption on \( \nu \).

In the right-hand side of formula (2.12), the integral is multiplied by the prefactor \( \frac{e^{i\pi\varepsilon}}{2^{\nu + 1} \Gamma(\gamma - i\nu)} \) that has to be estimated. Stirling’s formula \( \lim_{|z| \to +\infty} \frac{\sqrt{2\pi} e^{z^2/2}}{z^z} = 1 \) implies that \( \frac{1}{\Gamma(\gamma - i\nu)} = O\left(\left(\frac{\varepsilon}{\rho}\right)^{-1/2}\right) \) for \( \gamma \gg 1 \). On the other hand, the function \( 1/\Gamma(\gamma - i\nu) \) is bounded on the set \( \{ z \in \mathbb{R}_+ + i[-1,1] : |z| \geq 1 \} \), and for any \( k \in \mathbb{Z}^* \), \( \nu \in [-1,1] \), the numbers \( \gamma - i\nu \) and \( \gamma + 1 \) belong to this set. As a consequence we get, for any \( k \in \mathbb{Z}^* \) and \( \nu \in [-1,1] \), the two estimates...
We now have to bound the integral \( I_{\gamma, \rho} \) given by formula (2.13) in order to prove estimate (1.6). We recall our notations \( q = \frac{\gamma + 1}{\rho}, \) \( g_c(z) = z^\rho (1 + z)^{-\rho} (1 - z)^{1 + \rho} \) and \( h_q(z) = -iz + q \ln (1 - z^2) \) for \( z \in \Omega = \mathbb{C} \setminus ((-\infty, -1] \cup [1, \infty)). \)

For technical reasons, we split our set of parameters into three sectors, and in the third one we distinguish several cases and subcases depending on the value of \( q.\)

### 3.1. The sector \( 0 < \rho \leq \max(\|k\|/2, 2) \)

In this region we do not need the method of steepest descent.

First of all, \( I_{\gamma, \rho} \) is uniformly bounded when \( \gamma \geq 1. \) Indeed, its integrand \( \phi(t) = e^{-ipt} t^\rho (1 + t)^{1 - \rho} (1 - t)^{\rho + 1} \) has modulus \( t^\rho (1 - t^2)^{-\rho - 1}(1 + t) \leq (1 + t). \)

When \( \gamma \in [0, 1), \) which means that \( |k| = |\gamma - i\nu| = 1, \) we may write \( I_{\gamma, \rho} = I^- + I^+ \) with \( I^- = \int_0^1 \phi(t) dt, \) \( I^+ = \int_1^1 \phi(t) dt. \) For \( t \in (0, 1) \) we have \( \phi(t) \leq 1, \) hence \( |I^+| \leq 1. \)

For \( t \in (-1, 0) \) we write \( \phi(t) = u(t)v'(t) \) with \( u(t) = e^{-ipt} t^\rho (1 - t)^{\rho + 1} \) and \( v(t) = (\gamma - i\nu)^{-1}(1 + t)^{\rho - 1}, \) hence, after integration by parts, \( |I^-| \leq C(1 + \rho). \)

Gathering the above estimates on \( I_{\gamma, \rho} \) and combining them with (3.1), we get the bounds

\[
\begin{align*}
\|j_{n, \pm 1}(\rho)\| & \leq C \rho^{\gamma - 1}(1 + \rho) \quad \text{and} \quad \|j_{n, k}(\rho)\| \leq C \left( \frac{e}{2|k|} \right)^{\gamma - 1/2} \rho^{\gamma - 1} \quad \text{for} \quad |k| \geq 2.
\end{align*}
\]

Using (3.3), we easily get an estimate of the form \( \|j_{n, k}(\rho)\| \leq Ce^{-D|\rho|/2}\rho^{\gamma - 1} \) in the region \( 0 < \rho \leq 2, \) \( k \in \mathbb{Z}^+. \) In the region \( 0 \leq \rho \leq \frac{|k|}{2}, \) using 3.3 again, we see that \( \|j_{n, k}(\rho)\| \leq C(\frac{\rho}{q})^{\gamma} \leq Ce^{-D|k|}. \) The combination of these two estimates gives (1.6) in the region \( 0 < |\rho| \leq \max\{|k|/2, 2\}, k \in \mathbb{Z}^+. \)

### 3.2. The sector \( \rho \geq \max\{2, (\gamma + 1)^2/2\} \)

In this region, \( q \) tends to zero sufficiently fast when \( \rho \) goes to infinity and it is sufficient to use a contour made of the steepest descent curves of \( \Re \{h_0(z)\} = -\Im \{z\}. \)

These curves are just straight lines parallel to the imaginary axis, so we are going to integrate the holomorphic function \( g_c e^{\rho h_0} \) on \( \Gamma_0 = (-1, -1 - i\infty) \cup (1 - i\infty, 1). \) It is easy to justify that the integral on \( \Gamma_0 \) coincides with \( I_{\gamma, \rho} \), by, first, deforming \((-1, 1)\) into the bounded contour \((-1, -1 - iA] \cup [-1 - iA, 1 - iA] \cup [1 - iA, 1)\) for \( A > 0, \) then passing to the limit \( A \to \infty, \) thanks to the exponential decay of \( g_c(z)e^{\rho h_0(z)} \) when \( \Im(z) \to -\infty. \)
So we may write $I_{\gamma} = I^{(-1)} + I^{(1)}$ with

$$I^{(-1)} = \int_{-1}^{-1-i\epsilon} g_\epsilon(z)e^{\rho h(z)} \, dz = -i \int_0^\epsilon e^{-\rho t}(-1-it)^\epsilon(-it)^{-\gamma-1-iv}(2+it)^{\gamma+iv} \, dt,$$

$$I^{(1)} = \int_{1+i\epsilon}^{1} g_\epsilon(z)e^{\rho h(z)} \, dz = i \int_0^\infty e^{-\rho t}(1-it)^\epsilon(it)^{\gamma+iv}(2-it)^{-\gamma-1-iv} \, dt.$$

Then, for any $\gamma \geq 0$,

$$|I^{(1)}| \leq 2\epsilon \int_0^\infty e^{-\rho t} \left(1 + \frac{t^2}{4}\right)^\gamma \, dt.$$

Since $(1 + a^2)^b \leq (1 + a)^{2b} \leq e^{2ab}$ for all $a, b \in \mathbb{R}_+$, when $0 \leq \gamma < 2\rho$ the above inequality implies

$$|I^{(1)}| \leq C \epsilon \int_0^\infty e^{-(\rho - \frac{\gamma}{2})^2} \, t^\gamma \, dt = C \epsilon \left(\rho - \frac{\gamma}{2}\right)^{-\gamma-1} \Gamma(\gamma + 1).$$

Similarly, when $1 \leq \gamma < 2\rho - 1$, we get $I^{(-1)} \leq C 2^{\gamma+1}(\rho - \frac{\gamma+1}{2})^{-\gamma}\Gamma(\gamma)$. Combining these two estimates and using (2.12) together with (3.2), we get

$$j_{e,k}(\rho) \leq \frac{C}{\rho} \left(1 - \frac{\gamma + 1}{2\rho}\right)^{-\gamma-1} \leq \frac{C'}{\rho} \text{ for } \rho \geq (\gamma + 1)^2/2, |k| \geq 2. \tag{3.5}$$

For $\gamma \in [0,1)$ i.e. $|k| = |\gamma - iv| = 1$, an integration by parts gives us

$$I^{(-1)} = -\int_0^\infty \frac{(-it)^{-\gamma-iv} \, d}{(\gamma - iv)} \left(e^{-\rho t}(-1-it)^\epsilon(2+it)^{\gamma+iv}\right) \, dt,$$

so, after a short calculation, for $\rho \geq 2$ we find

$$|I^{(-1)}| \leq C(\rho + 1) \int_0^\infty e^{-\rho t} \left(1 + \frac{t^2}{4}\right)^{\gamma+1} \, dt \leq C(\rho + 1) \left(\rho - \frac{\gamma + 1}{2}\right)^{-\gamma-1} \Gamma(\gamma + 1).$$
Combining this inequality with (3.2) and (3.4) we get the bound \( j_{k}(\rho) \leq \frac{C}{\rho} \) for \( k = \pm 1, \rho \geq 2 \). This, together with (3.5), ends the proof of (1.6) in the sector \( \rho \geq \max\{2,(\gamma + 1)^{2}/2\} \), for all \( k \in \mathbb{Z}^{*} \) and \( \nu \in [-1,1] \).

### 3.3. The remaining sector: \(|k| \geq 2 \) and \(|k|/2 \leq (\gamma + 1)^{2}/2\)

Here we have to use the steepest descent curves of \( \Re(h_{q}) \) for \( q = \frac{\lambda_{1} - 1}{\rho} \in (0,2) \).

To find the saddle-points of \( h_{q} \), we compute

\[
\frac{d}{dz}h_{q}(z) = -i + \frac{q}{z - 1} + \frac{q}{z + 1},
\]

so

\[
\frac{d}{dz}h_{q}(z) = 0 \iff z^{2} + 2iqz - 1 = 0.
\]

Given that the discriminant of the equation above is \( 4(1 - q^{2}) \), we will treat separately the cases \( 0 < q < 1 \) and \( 1 \leq q \leq 2 \), introducing some additional subcases in order to help our presentation. The thresholds \( q_{0}, q_{1}, q_{2} \) that separate the subcases satisfy the conditions \( 2 > q_{0} > 1 > q_{1} > q_{2} > 0 \). They will be chosen during the proof: \( q_{0} - 1, 1 - q_{1} \) and \( q_{2} \) will have to be sufficiently small.

1. **Case** \( 1 \leq q \leq 2 \). The saddle-points are \( z_{\pm}^{0} = -i\left(q \pm \sqrt{q^{2} - 1}\right) \). They coalesce when \( q = 1 \). We will see that the path \( \Gamma_{q} \) connects \(-1\) to \(1\) by passing through \( z_{-}^{0} \).

Subcases:
   (a) \( q_{0} \leq q \leq 2 \): \( |z_{-}^{0} - z_{0}^{0}| \) is bounded away from zero.
   (b) \( 1 \leq q \leq q_{0} \): \( |z_{+}^{0} - z_{0}^{0}| \) is very small and vanishes when \( q = 1 \).

2. **Case** \( 0 < q < 1 \). The saddle-points are \( z_{\pm}^{0} = \pm \sqrt{1 - q^{2}} - iq \). We will see that \( \Gamma_{q} \) has two unbounded branches: one starting at \(-1\) and passing through \( z_{0}^{0} \), the other passing through \( z_{+}^{0} \) and ending at \( 1 \).

Subcases:
   (a) \( q_{2} \leq q \leq q_{1} \): \( |z_{-}^{0} - z_{0}^{0}|, |z_{0}^{0} + 1| \) and \( |z_{+}^{0} - 1| \) are bounded away from zero.
   (b) \( q_{1} \leq q < 1 \): \( |z_{+}^{0} - z_{0}^{0}| \) is very small.
   (c) \( 0 < q \leq q_{2} \): \( |z_{0}^{0} + 1| \) and \( |z_{+}^{0} - 1| \) are very small.

Before getting to the details of each case, let us briefly comment on the overall strategy. In each of the two macro-cases (1)-(2), we will build a parametrized path \( \Gamma_{q} \) of “steepest descent” for \( \Re\{h_{q}\} \) starting from \(-1\) and ending at \(1\). It will turn out that \( \Gamma_{q} \) passes through one saddle point in case (1) and through both of them in case (2). Once this construction is made, we will Taylor expand \( \Re\{h_{q}(z)\} \) around the saddle points; this, together with some uniform estimates on \( |g_{e}(z)| \), allows the application of Laplace’s method to estimate the integral \( I_{\epsilon_{q},\rho} \). Notice that this strategy works “effortlessly” when \( q \) stays away from \( 1 \) and \( 0 \), i.e. subcases (1.a) and (2.a). Indeed, in those subcases the saddle points stay away from each other and from the branch points \( \pm 1 \), so the standard Laplace method applies and gives
estimates that are uniform in $q$. The subcases (1.b) and (2.b) will need additional care: they correspond to the zone $q \sim 1$ of coalescence of the two saddle-points. In this zone one has to go to third order in the Taylor expansion of $\Re \{ h_q \}$, moreover the behavior of $\Gamma_q$ near the saddle-points is more complicated. For this reason we will locally replace $\Gamma_q$ by a carefully chosen piecewise affine curve: this will simplify the computations. The subcase (2.c) presents another type of difficulty: when $q \to 0$, the saddle points $z_q^0$ converge to $\pm 1$. To overcome this last problem, we will need to locally rescale the parametrization of $\Gamma_q$ and to perform some double expansions in powers of $q$ and of the rescaled parameter $u$.

We now start dealing with the cases and subcases one by one. Thanks to the identity $h_q(-z) = h_q(z)$, our steepest descent paths $\Gamma_q$ will be symmetric with respect to the imaginary axis. Moreover it will turn out that $\Gamma_q$ lies in the domain $D = (-1,1) + i(-\infty,0)$. In this domain we have $\Re \{ 1 - z^2 \} > 0$, so the real and imaginary parts of $h_q(z) = -iz + q \ln (1 - z^2)$ are given by

$$\Re \{ h_q(z) \} = \Im \{ z \} + q \ln |1 - z^2| = y + \frac{q}{2} \ln ((1 - x^2 + y^2)^2 + 4x^2y^2), \quad (3.8)$$

$$\Im \{ h_q(z) \} = -\Re \{ z \} + q \arg(1 - z^2) = -x - q \arctan \left( \frac{2xy}{1 - x^2 + y^2} \right) \quad (3.9)$$

for any complex number $z = x + iy$.

### 3.3.1. Case (1): $1 < q \leq 2$

Here, as already mentioned, the solutions to (3.6) are purely imaginary:

$$z_q^0 = -i \left( q \pm \sqrt{q^2 - 1} \right) \quad (3.10)$$

It is not difficult to check that $\Re \{ h_q(z_q^0) \} < \Re \{ h_q(z_q^0) \}$ and $\Im \{ h_q(z_q^0) \} = 0$. Moreover, any complex number $z = x + iy \in D$ satisfies $x/q \in (-\pi/2, \pi/2)$, so, from (3.9), one has $\Im \{ h_q(z) \} = 0$ if and only if $x = 0$ or $y^2 + 2 \frac{x}{\tan(x/q)} y + (1 - x^2) = 0$. So $h_q^{-1}(0) \cap D = (-i\infty,0) \cup \Gamma_- \cup \Gamma_+$, where $\Gamma_\pm = \{ t + iy_\pm(t), t \in (-1,1) \}$ and

$$\begin{cases} y_\pm(t) = -\frac{t}{\tan(t/q)} \sqrt{\frac{t^2}{\sin^2(t/q)} - 1} & t \in (-1,0) \cup (0,1); \\ y_\pm(0) = -q \mp \sqrt{q^2 - 1}. \end{cases} \quad (3.11)$$

We have $\lim_{t \to -1} y_+(t) = \pm 1$, so $\pm 1$ are the end points of $\Gamma_-$ and it is natural to choose $\Gamma_q = \Gamma_-$, i.e. $z_q(t) = t + iy_-(t)$, $t \in (-1,1)$. The maximum of $\Re \{ h_q \circ z_q \}$ is attained at $z_q(0) = z_q^0$.

Note that the above arguments and formulas are still valid when $q = 1$, the only difference in this limiting case being that $\Gamma_-, \Gamma_+$ intersect at $z_q^0 = z_q^0 = -i$ and are not differentiable at this point.

We now need to distinguish further between the subcases when $q$ is significantly larger than 1 and $q$ is close to 1.
Subcase (1.a): $1 < q_0 \leq q \leq 2$. The estimate given in this subcase depends on the threshold $q_0 > 1$, that will be chosen in (1.b). We have

$$h_q(z_0) = q \ln \left( \frac{2q}{e} \right) + \sqrt{q^2 - 1} - q \ln \left( q + \sqrt{q^2 - 1} \right). \quad (3.12)$$

Note that the function $\ell(q) = \sqrt{q^2 - 1} - q \ln \left( q + \sqrt{q^2 - 1} \right)$ is decreasing on $[1, \infty)$. Indeed, if we make the change of variables $q = \cosh r$, $r \geq 0$, $\ell(q)$ becomes $\sinh(r) - r \cosh(r)$ whose derivative $-r \sinh(r)$ is negative. So, for $q \geq q_0 > 1$, we have $\ell(q) \leq \ell(q_0) < 0$. Since the maximum of $\Re \{h_q(z)\}$ on $\Gamma_q$ is attained at $z = z_0^0$, we conclude from (3.12) that $|e^{\rho h_q(z)}| \leq \frac{2\gamma}{e} r^{\gamma - 1} e^{\ell(q_0) \rho}$, $\forall z \in \Gamma_q$.

Now, for $q$ in the compact set $[1, 2]$, the length of the path $\Gamma_q$ is uniformly bounded as well as $\sup_{z \in \Gamma_q} |g_e(z)|$. As a consequence,

$$|I_{\gamma, \rho}| = \left| \int_{\Gamma_q} g_e(z) e^{\rho h_q(z)} dz \right| \leq C \left( \frac{2q}{e} \right)^{\gamma - 1} e^{\ell(q_0) \rho}. \quad (3.13)$$

Combining this with (2.12), (3.1), we get

$$j_{\gamma, \rho}(\rho) \leq C |\kappa|^{-1/2} e^{\ell(q_0) \rho} \quad \text{for} \quad q_0 \rho + 1 \leq r \leq 2 \rho + 1. \quad (3.13)$$

Note that we could have obtained a more precise asymptotic estimate for $\rho$ large by using the full power of Laplace’s method, but (3.13) is already much stronger than (1.6) in the domain $|\kappa|/2 \leq \rho \leq (\gamma - 1)/q_0$. It even allows to increase the domain of validity of the estimate $j_{\gamma, \rho}(\rho) \leq C(\min\{\rho/2, 1\})^{\gamma - 1} e^{-D|\kappa|}$. This exponential bound is stated in (1.6) and proved in subsection 3.1 for the sector $0 < |\rho| \leq |\kappa|/2$. Using (3.13), one can extend it to the larger sector $0 < |\rho| \leq (1 - \eta)|\kappa|$ for any $0 < \eta < 1/2$, the positive constant $D$ depending only on $\eta$. But $D(\eta)$ tends to zero as $\eta \to 0$, so in order to estimate properly $j_{\gamma, \rho}(\rho)$ when $q$ approaches 1, more work is needed. This leads us to the next subcase.
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*Figure 2.* Picture of the paths $\Gamma_{\pm}$ defined by (3.11).
Subcase (1.b): \(1 \leq q \leq q_0\). This subcase is delicate, due to the degeneracy at \(q = 1\). We need precise informations on the behavior of the derivatives of \(h_q\) at \(z_q^0\) when \(q - 1\) becomes small. First of all, in our study of subcase (1.a) we have proved that

\[
h_q(z_q^0) \leq q \ln \left(\frac{2q}{e}\right), \quad \forall q \geq 1.
\]

(3.14)

We recall in addition that \(h'^{(1)}_q(z_q^0) = 0\). For the higher derivatives, we first compute \(h'^{(2)}_q(-i) = 0\), \(h'^{(3)}_q(-i) = qi\) and we see that for some \(M > 0\), the fourth derivative \(h'^{(4)}_q(z) = \frac{6q}{(z-1)^3} - \frac{6q}{(z+1)^3}\) satisfies

\[
|h'^{(4)}_q(z)| \leq M, \quad \forall z \in [-1/2, 1/2] + i \mathbb{R}, \quad \forall q \in [1, 2].
\]

(3.15)

Moreover \(z_q^- = -i + i\sqrt{(2(q-1) + O(q-1))}, \quad \text{hence}

\[
h'^{(2)}_q(z_q^-) = -\sqrt{(2(q-1))} + O(q-1),
\]

(3.16)

\[
h'^{(3)}_q(z_q^-) = i + O\left(\sqrt{q-1}\right).
\]

(3.17)

For \(q > 1\) the function \(z_q\) is of class \(C^1\), with \(z_q(0) = z_q^0\) and \(z_q'(0) = 1\). But when \(q \to 1\), \(z_q\) converges uniformly to \(z_1\) on \((-1, 1)\) and we have, for \(|t| \ll 1\),

\[
z_1(t) = -i + t + i|t|/\sqrt{3} + o(t) = \begin{cases} -i + \frac{2}{\sqrt{3}} e^{i\pi/6} t + o(t) & \text{if } t \geq 0, \\ -i + \frac{2}{\sqrt{3}} e^{i5\pi/6} t + o(t) & \text{if } t \leq 0. \end{cases}
\]

(3.18)

For \(q \geq 1\) and \(\delta \in (0, 1/2)\), let \(z_q^\pm = \text{arg}\{z_q(\pm \delta) - z_q(0)\}\). Since \(\mathcal{R}\{z_q\}(t) = t\) and \(\mathcal{I}\{z_q\}\) is even, we have \(z_q^- = \pi - z_q^+\) and \(z_q(\pm \delta) = \delta(\pm 1 + i \tan \frac{\delta}{\cos z_q^-}) = \frac{\delta}{\cos z_q^-} e^{i\pi/4}\). From (3.18), choosing \(\delta\) small enough we may impose \(|x_q^+ - \pi/6| < \pi/24\), hence \(|x_q^- - 5\pi/6| < \pi/24\). Then \(z_q^\pm\) will satisfy the same estimates for \(q - 1 > 0\) small enough. So, using (3.16)(3.17), we may choose a threshold \(q_0 > 1\) (that depends on \(\delta\)) such that, if \(1 \leq q \leq q_0\) then

\[
\mathcal{R}\{h'^{(2)}_q(z_q^0) e^{2i\pi z_q^-}\} \leq -\kappa \sqrt{q-1} \quad \text{and} \quad \mathcal{R}\{h'^{(3)}_q(z_q^0) e^{3i\pi z_q^-}\} \leq -\kappa,
\]

for some positive constant \(\kappa\) independent of \(\delta\) and \(q \in [1, q_0]\). Then, using (3.15) and taking a smaller \(\delta\) (hence a smaller \(q_0\)) if necessary, by Taylor’s formula we can get an estimate of the form

\[
\mathcal{R}\{h'_q(z_q^0 + s e^{i\pi/4}) e^{i\pi z_q^-}\} \leq -\kappa \left(\sqrt{q-1} \ s + s^2/4\right), \quad \forall s \in \left[0, \frac{\delta}{\cos z_q^-}\right].
\]

(3.19)

This inequality gives us a controlled rate of descent for \(\mathcal{R}\{h_q\}\) along the segments \([z_q^0, z_q(\pm \delta)]\). The idea now is to replace the steepest descent path \(\Gamma_q\) by these “segments of controlled descent” near \(z_q^0\). The new integration curve is thus
\[ C_q := \tilde{\Gamma}_q^{(-2)} \cup \tilde{\Gamma}_q^{(-1)} \cup \tilde{\Gamma}_q^{(1)} \cup \tilde{\Gamma}_q^{(2)} \]  \hfill (3.20)

where:

\[ \tilde{\Gamma}_q^{(-2)} = \{ z_q(t) : t \in [-1, -\delta] \}; \]
\[ \tilde{\Gamma}_q^{(-1)} = [z_q(-\delta), z_q(0)]; \]
\[ \tilde{\Gamma}_q^{(1)} = [z_q(0), z_q(\delta)]; \]
\[ \tilde{\Gamma}_q^{(2)} = \{ z_q(t) : t \in [\delta, 1] \}. \]

\[ \text{Figure 3. Picture of the curve } \tilde{\Gamma}_q \text{ as defined in (3.20).} \]

Inequalities (3.14)(3.19) give an estimate on \( \mathfrak{R}\{h_q(z)\} \) for \( z \) in \( \tilde{\Gamma}_q^{(-1)} \cup \tilde{\Gamma}_q^{(1)} \): there is \( \kappa' > 0 \) such that for all \( q \in [1, q_0] \) and \( t \in [-\delta, \delta] \),

\[ \mathfrak{R}\{h_q(z^0 + t + i|t| \tan z_q^1)\} \leq q \ln \left( \frac{2q}{e} \right) - \kappa' \left( \sqrt{q - 1} t^2 + |t|^3 \right). \]  \hfill (3.21)

On \( \Gamma_q^{(\pm 2)} \), \( \mathfrak{R}\{h_q(z)\} \) achieves its maximum at \( z = z_q(\pm \delta) \), so using formula (3.21) for \( t = \delta \) we get the uniform bound

\[ \sup \{ \mathfrak{R}\{h_q(z)\} : z \in \tilde{\Gamma}_q^{(-2)} \cup \tilde{\Gamma}_q^{(2)} \} \leq q \ln \left( \frac{2q}{e} \right) - \kappa' \delta^3. \]  \hfill (3.22)

Recalling that \( \sup_{\Gamma_q}\{g_\varepsilon\} \) and the length of \( \tilde{\Gamma}_q \) are uniformly bounded when the parameter \( q \) varies in \( [1, q_0] \), we now estimate \( j_{c,k}(\rho) = \frac{q_{e0}\rho^{-1}}{2^{1/2}|I_{c,\gamma,\rho}|} \) with \( I_{c,\gamma,\rho} = \int_{\Gamma_q} g_\varepsilon(z) e^{\rho h_q(z)} \, dz \).

From (3.21),

\[ \left| \int_{\tilde{\Gamma}_q^{(-1)} \cup \tilde{\Gamma}_q^{(1)}} g_\varepsilon(z) e^{\rho h_q(z)} \, dz \right| \leq C \left( \frac{2q}{e} \right)^{\gamma - 1} \int_{\mathbb{R}} e^{-\rho \kappa' \sqrt{q - 1} t^2 + |t|^3} \, dt \]

and from (3.35),

\[ \left| \int_{\tilde{\Gamma}_q^{(-2)} \cup \tilde{\Gamma}_q^{(2)}} g_\varepsilon(z) e^{\rho h_q(z)} \, dz \right| \leq C \left( \frac{2q}{e} \right)^{\gamma - 1} e^{-\rho \kappa' \delta^3}. \]

So, using (3.1), we find the estimate
This ends the proof of (1.6) for $1 \leq q \leq 2$. Note that for $q = 1$ our estimate becomes $j_{e,k}(|k|) = 0 \left( |k|^{-\frac{3}{8}} \right)$ and the exponent $-\frac{3}{8}$ is optimal, as one easily checks by applying the standard asymptotic Laplace method to the integral $\int_{\Gamma} g(z) e^{\rho h(z)} dz$.

### 3.3.2. Case 2: $0 < q < 1$

Introducing the angle $\theta_0 = \arccos q$, we may write the solutions of (3.7) as

$$z^0_+ = e^{i(-1\pm \theta_0)}. \quad (3.23)$$

Easy calculations yield:

$$\Re\{h_q(z^0_{\pm})\} = q \ln \left( \frac{2q}{e} \right);$$

$$h'_q(z^0_{\pm}) = \tan \theta_0 \ e^{\pm i(\frac{\pi}{4} - \theta_0)};$$

$$h^{(3)}(z^0_{\pm}) = e^2 + O(\theta_0);$$

$$h^{(4)}(z) = O(|z - 1|^{-4} + |z + 1|^{-4}). \quad (3.24)$$

After some further computations we get

$$\Im\{h_q(z^0_{\pm})\} = \pm (\theta_0 \cos \theta_0 - \sin \theta_0). \quad (3.25)$$

We thus have $\Im\{h_q(z^0_{\pm})\} < 0 < \Im\{h_q(z^0_{\pm})\}$, so we expect the path of steepest descent $\Gamma_q$ to have two components $\Gamma^l_q$ and $\Gamma^r_q$, with $\Gamma^l_q$ starting from $-1$ and passing through

![Figure 4. Picture of the curve $\Gamma_q = \Gamma^l_q \cup \Gamma^r_q$ defined above.](image)
$z_0$, $\Gamma^t_q$ passing through $z_0^+$ and ending at 1. Moreover it seems reasonable to look for $\Gamma^t_q$ in the domain $(0, 1) + i(-\infty, 0)$ then to define $\Gamma^t_q$ as the symmetric of $\Gamma^t_q$ with respect to the imaginary axis.

On $\Gamma^t_q$ one has $\mathcal{I}\{h_q(z)\} = \mathcal{I}\{h_q(z_0^+)\}$. From (3.9), this equation takes the form

$$q^{-1}(x - x_q) = -\arctan\left(\frac{2xy}{1 - x^2 + y^2}\right)$$

(3.26)

with

$$x_q := \sin \theta_0 - \theta_0 \cos \theta_0 \in (0, \sin \theta_0).$$

(3.27)

Note that $x_q$ is a decreasing function of $q$, $\lim_{q \to 0} x_q = 1$ and $x_q \sim q^{-1} \frac{1}{3}(1 - q^2)^{3/2}$. Since we imposed the condition $x + iy \in (0, 1) + i(-\infty, 0)$, if (3.26) holds then the angle $\theta := q^{-1}(x - x_q)$ is positive, i.e. $x > x_q$. On the other hand, the condition $x < 1$ is equivalent to $\theta < \theta_{\max} := q^{-1}(1 - x_q) = \frac{1 - \sin \theta_0}{\cos \theta_0} + \theta_0$. Obviously, we have $0 < \theta_0 < \theta_{\max}$. When $q$ decreases from 1 to 0, $\theta_0$ decreases from 0 to $\frac{\pi}{2}$ and $\theta_{\max}$ increases from 1 to $\frac{\pi}{2}$.

We are going to use the angle $\theta$ to parametrize $\Gamma^t_q$, the interval of parameters being $(0, \theta_{\max})$. For this purpose, we rewrite (3.26) as a system:

$$\begin{cases}
x = q\theta + x_q, \\
y^2 + 2\frac{q\theta + x_q}{\tan \theta} y + 1 - (q\theta + x_q)^2 = 0.
\end{cases}$$

(3.28)

From the first equation, $x$ is an increasing function of $\theta$ and $\lim_{\theta \to 0} x(\theta) = x_q$, $\lim_{\theta \to \theta_{\max}} x(\theta) = 1$. The discriminant of the second equation of unknown $y$ is $\Delta(q, \theta) = 4\left(\frac{q\theta + x_q}{\sin \theta}\right)^2 - 1$. In order to study its sign, we remark that the function $g(\theta) = q\theta + x_q - \sin \theta$ is strictly convex on $(0, \theta_{\max})$ and we check that $g'(\theta_0) = 0$. As a consequence $\Delta(q, \theta) \geq 0$ and its only zero is $\theta_0$.

Now, we are ready to select a family of solutions $y$ of (3.28) of the form $y = -\varphi_q(\theta)$ with $\varphi_q \in C^1(0, \theta_{\max})$ and $\lim_{\theta \to \theta_{\max}} \varphi_q(\theta) = 0$. These properties guarantee that $\Gamma^t_q$ is the stable manifold of $z_0^+$ for the flow of $\nabla \mathcal{R}\{h_q\}$, since $\lim_{z \to 1} \mathcal{R}\{h_q(z)\} = -\infty$.

We define $\varphi_q$ as follows:

$$\varphi_q(\theta) = \frac{q\theta + x_q}{\tan \theta} - \text{sgn}(\theta - \theta_0)\sqrt{\left(\frac{q\theta + x_q}{\sin \theta}\right)^2 - 1}.$$ 

(3.29)

This function is real-analytic on $(0, \theta_{\max})$ with $\varphi_q'(\theta_0) = \frac{1 + \sin \theta_0}{\cos \theta_0}$ and satisfies $\lim_{\theta \to \theta_{\max}} \varphi_q(\theta) = 0$ as demanded. Obviously, one has $\varphi_q(\theta) \geq \frac{x_q}{\tan \theta}$ for $\theta \in (0, \theta_0)$, so $\lim_{\theta \to 0} \varphi_q(\theta) = +\infty$. By elementary calculations, one finds that the function $\theta \mapsto \frac{q\theta + x_q}{\tan \theta}$ has a negative derivative on $(0, \pi/2)$ while the function $\theta \mapsto \frac{q\theta + x_q}{\sin \theta}$ is decreasing on $(0, \theta_0)$ and increasing on $(\theta_0, \pi/2)$. This proves that $\varphi_q$ is decreasing on $(0, \theta_{\max})$. Moreover, one can get the following uniform estimate for $q \in (0, 1)$ and $\theta \in (0, \theta_{\max})$:
Finally, for $|\theta| \in (0, \theta_{\text{max}})$ we denote
\[ z_q(\theta) = q\theta + \text{sgn}(\theta)x_q - i\varphi_q(|\theta|), \]  (3.31)
and the two components of $\Gamma_q$ are
\[ \Gamma^l_q = \{ z_q(\theta) : \theta \in (-\theta_{\text{max}}, 0) \}, \Gamma^r_q = \{ z_q(\theta) : \theta \in (0, \theta_{\text{max}}) \}. \]  (3.32)
As expected, the maximum of $\Re\{h_q\}$ on $\Gamma_q$ is attained at the two saddle points $z^0_\pm = z_q(\pm \theta_0)$. The path $\Gamma_q$ starts from $-1$ and ends at $1$. It is unbounded and has $\pm x_q + (-i\infty, 0)$ as asymptotes corresponding to the limits $\theta \to 0\pm$. One can prove the following estimate, for two positive constants $A, a$ independent of $q \in (0, 1)$ and $\theta \in (0, \theta_{\text{max}})$:
\[ \Re\{h_q \circ z_q(\theta)\} \leq A - a(1 - q)^{3/2}. \]  (3.33)
Moreover, from (3.30) one can get the following bound for all $q \in (0, 1)$ and $\theta \in (0, \theta_{\text{max}}):
\[ |(g_c \circ z_q)(\theta)z_q'(\theta)| \leq C|\theta|^{-4}. \]  (3.34)
The integral $\int_{\Gamma_q} g_c(z)e^{ph_q(z)}dz$ is thus absolutely convergent. One easily checks that the value of this integral is $I_{\kappa,q_1}$, by first considering bounded contours, then passing to the limit, as in subsection 3.2.

We now treat the subcases.

Subcase (2.a): $q_2 \leq q \leq q_1$. In this compact region the calculations are easy, as indeed here $z^0_\pm$ stay away from each other and from the singular points $\pm 1$. Related to this nondegeneracy, one checks that $\Re\left\{h_q''(z^0_\pm)(z^0_q(\pm \theta_0))^2\right\}$ is negative and bounded away from 0, moreover $\theta_0$ stays away from the endpoints of the interval $(0, \theta_{\text{max}})$. Using (3.31)-(3.29)-(3.30)-(3.31), one thus finds positive constants $\delta, \kappa$ with $\delta < \arccos q_1$ and such that, for any $q \in [q_2, q_1]$:

- For $|\theta| \in (\theta_0 - \delta, \theta_{\text{max}})$, $\Re\{h_q \circ z_q(\theta)\} \leq (2q/e) - \kappa(|\theta| - \theta_0)^2$;
- For $|\theta| \in (0, \theta_0 - \delta)$, $\Re\{h_q \circ z_q(\theta)\} \leq \ln(2q/e) - \kappa\delta^2$.

Then, using (3.33)-(3.34) and denoting $\mu = a(1 - q_1)^{3/2}$, one gets an estimate of the form
\[ j_{\kappa,k}(\rho) \leq C|k|^{-1/2} \left( \int_{\theta_{\text{max}}}^{\theta_{\text{max}}} e^{-\rho\kappa(\theta - \theta_0)^2}d\theta + e^{-\rho(\theta_0 - \theta)^2}(\theta_0 - \delta)^3 \int_{\theta_0 - \delta}^{\theta_{\text{max}}} \theta^{-4}e^{-\mu\theta/d\theta} \right) \leq C'\rho^{-1} \]
for all $q_2 \leq q \leq q_1$. Of course, $C'$ depends on the thresholds $0 < q_2 < q_1 < 1$ that will be fixed in the sequel.

Subcase (2.b): $q_1 \leq q < 1$. As in subcase (1.b), the two saddle points $z^0_\pm$ are close to each other and the second derivative of $h_q$ at these points becomes small. To derive uniform estimates, we again construct a modified path $\tilde{\Gamma}_q$, but the details of the construction differ.
When \( q \to 1^- \), one has \( \theta_{\max} \to 1 \), \( x_q \sim \theta_0^3/3 \), \( \theta_0 \sim \sqrt{2(1-q)} \), \( z_+^0 + i \sim \pm \theta_0 \) and \( h''_q(z_\pm^0) \sim \theta_0 e^{\pm i\pi/2} \); moreover \( h''_q(z_\pm^0) \) converges to \( e^{\pi/2} \) and \( z_q(\theta_0 + \delta) \) converges to \( z_1(\delta) = -i + \frac{2}{\sqrt{3}} e^{i\pi/6} \delta + o(\delta) \) for any small positive constant \( \delta \). So, denoting \( z_q^+ = \text{arg}\{z_q(\theta_0 + \delta) - z_q(\theta_0)\} \) and \( z_q^- = \pi - z_q^+ \), arguing as in subcase (1.b) we may choose \( \delta \), \( \kappa > 0 \) such that for \( 1 - q_1 \) small enough, there hold \( |z_q^+ - \pi/6| < \pi/12 \), \( |z_q^- - 5\pi/6| < \pi/12 \), \( \Re\{h''_q(z_\pm^0)e^{2iz_q^\pm}\} \leq -\kappa\sqrt{1-q} \) and \( \Re\{h''_q(z_\pm^0)e^{3iz_q^\pm}\} \leq -\kappa \) and, for some \( \kappa' > 0 \) and all \( t \in [0, \delta] \),

\[
\Re\{h_q(z_\pm^0 \pm qt + iqt \tan z_q^\pm)\} \leq q \ln \left( \frac{2q}{e} \right) - \kappa' \left( \sqrt{q} - 1 \ t^2 + |t|^3 \right). \tag{3.35}
\]

The segments of “controlled descent” \( [z_q^0, z_q(\pm(\theta_0 + \delta))] \) are going to replace the two pieces of curves \( z_q(\pm(\theta_0, \theta_0 + \delta)) \).

We also need to modify \( z_q(\pm(0, \theta_0)) \). To do so, we choose \( \beta^+ = -3\pi/5 \) and \( \beta^- = -2\pi/5 \) and we check that for \( 1 - q_1 \) small enough and some \( \kappa'' > 0 \), \( \Re\{h''_q(z_\pm^0)e^{2i\beta_\pm}\} \leq -\kappa''\sqrt{1-q} \) and \( \Re\{h''_q(z_\pm^0)e^{3i\beta_\pm}\} \leq -\kappa'' \). As a consequence, taking \( 1 - q_1 \) even smaller if necessary, we find that for some \( \kappa''' > 0 \) and all \( t \in [0, \tan \theta_0] \),

\[
\Re\{h_q(z_\pm^0 \pm qt + iqt \tan \beta_\pm)\} \leq q \ln \left( \frac{2q}{e} \right) - \kappa''' \left( \sqrt{q} - 1 \ t^2 + |t|^3 \right). \tag{3.36}
\]

One has \( z_\pm^0 \pm q \tan \theta_0(1 + i \tan \beta_\pm) = -i \frac{\cos(\frac{\pi}{2})}{\cos(\frac{\pi}{2} - \theta_0)} \), so (3.36) means that the two segments \([-i \frac{\cos(\frac{\pi}{2})}{\cos(\frac{\pi}{2} - \theta_0)}, z_q^0]\) are of “controlled descent”. They are going to replace the unbounded branches of steepest descent \( z_q(\pm(0, \theta_0)) \).

We thus define a new oriented curve connecting \( -1 \) to \( 1 \):

\[
\tilde{\Gamma}_q := \tilde{\Gamma}_q^{(-3)} \cup \tilde{\Gamma}_q^{(-2)} \cup \tilde{\Gamma}_q^{(-1)} \cup \tilde{\Gamma}_q^{(1)} \cup \tilde{\Gamma}_q^{(2)} \cup \tilde{\Gamma}_q^{(3)} , \tag{3.37}
\]

where, as shown in Figure 5,

\[
\tilde{\Gamma}_q^{(-3)} = \{z_q(\theta) : -\theta_{\max} < \theta \leq -\theta_0 - \delta\} ;
\]

\[
\tilde{\Gamma}_q^{(-2)} = [z_q(-\theta_0 - \delta), z_-^0] ;
\]

\[
\tilde{\Gamma}_q^{(-1)} = [z_-^0, -i \frac{\cos(\frac{\pi}{2})}{\cos(\frac{\pi}{2} - \theta_0)}] ;
\]

\[
\tilde{\Gamma}_q^{(1)} = [-i \frac{\cos(\frac{\pi}{2})}{\cos(\frac{\pi}{2} - \theta_0)}, z_q^0] ;
\]

\[
\tilde{\Gamma}_q^{(2)} = [z_q^0, z_q(\theta_0 + \delta)] ;
\]

\[
\tilde{\Gamma}_q^{(3)} = \{z_q(\theta) : \theta_0 + \delta \leq \theta \leq \theta_{\max}\} ;
\]
Highlighted points:

- \( A = z_q(-\theta_0 - \delta) \),
- \( B = z^0 = z_q(-\theta_0) \),
- \( C = -i \frac{\cos(\frac{\pi}{q})}{\cos(\frac{\pi}{q} - \theta_0)} \),
- \( D = z^0_+ = z_q(\theta_0) \),
- \( E = z_q(\theta_0 + \delta) \).

Then we follow the argument of subcase (1.b) and find estimates of the form

\[
j_{\lambda,k}(\rho) \leq C|k|^{-1/2} \left( \int_{\mathbb{R}} e^{-\rho \min(\kappa',\kappa'')} \left( \sqrt{q-1} t + |t| \right) dt + e^{-\rho \kappa' \delta^2} \right) \leq C'|k|^{-\frac{1}{2}} \left( |k|^2 + ||k| - \rho| \right)^{-\frac{1}{4}}.
\]

Subcase (2.c): \( 0 < q \leq q_2 \). The main problem here is that for small \( q \) the points \( z^0_\pm \) are close to the singular points \( \pm 1 \). Since \( h_q \) and \( \Gamma_q \) are symmetric with respect to the imaginary axis, we focus on \( z^0_+ \) and \( \Gamma^r_q \). We note that \( z^0_+ - 1 \sim -iq \) when \( q \to 0 \), so for a Taylor expansion of \( \Re\{h_q(z)\} \) near \( z^0_+ = z_q(\theta_0) \) to have some validity, we need \( |z - z^0_+| \) to be much smaller than \( q \). But one can check that \( z^0_q(\theta_0) \) is close to \( 2i \) for \( q \) small, so this suggests to rescale the parametrization of \( \Gamma_q \) around \( \theta_0 \).

After imposing the condition \( q_2 \leq 1/2 \) we thus perform the local change of parameter \( \theta(q,u) = \theta_0 + qu \) \((-u_0 \leq u \leq u_0)\) where \( u_0 \in (0,1/4) \) is to be chosen later, and we denote \( Z(q,u) = z_q(\theta(q,u)) \). Then, denoting \( X(q,u) := \Re\{Z(q,u)\} \) and \( Y(q,u) := \Im\{Z(q,u)\} \), we have...

Figure 5. Picture of the curve \( \tilde{\Gamma}_q \) defined by (3.37).
We are now going to write expansions around the saddle point \( z^0 = Z(q, 0) \) that keep track of the dependences on both \( q \) and \( u \).

First of all, using the formulas \( \sin(\theta(q, u)) = \sqrt{1 - q^2} \cos(qu) + q \sin(qu) \) and \( \cos(\theta(q, u)) = q \cos(qu) - \sqrt{1 - q^2} \sin(qu) \), then Taylor expanding \( \cos(qu) \) and \( \sin(qu) \) and injecting the expansions in (3.29), we get after some straightforward calculations

\[
Y(q, u) = -q + q\left(\sqrt{1 - q^2} + 1\right)u + O(q^3u^2). \tag{3.38}
\]

We thus can write, after some further computations,

\[
|1 - Z(q, u)^2|^2 = 4q^2\left(1 - 2\left(\sqrt{1 - q^2} + 1\right)u + 4u^2 + O(q^2u^2)\right),
\]

hence

\[
\Re\{h_q(Z(q, u))\} = Y(q, u) + q \ln |1 - Z(q, u)^2| = q \ln \left(2q \frac{e}{c}\right) - 2qu^2 + O(|qu|^3 + q^2u^2).
\]

As a consequence, we obtain

\[
\Re\{h_q(Z(q, u))\} \leq q \ln \left(2q \frac{e}{c}\right) - qu^2 \tag{3.39}
\]

for \(|u| \leq u_0\) and \(0 < q \leq q_2\), if \(u_0\) and \(q_2\) are chosen small enough.

Now, from (3.30), there holds an estimate of the form

\[
|g_v(Z(q, u)) \frac{\partial Z}{\partial u}(q, u)| \leq C q \text{ for } |u| \leq u_0 \text{ and } 0 < q \leq q_2.
\]

So, using (3.39), we get

\[
\int_{z_q(\theta_0 - qu_0, \theta_0 + qu_0)} e^{\rho \Re\{h_q(z)\}} |g_v(z)| |dz| \leq C q \left(\frac{2q}{e}\right)^{\gamma - 1} (\gamma - 1)^{-1/2}. \tag{3.40}
\]

On the other hand, for \( \theta \) in \((0, \theta_{\max}) \setminus [\theta_0 - qu_0, \theta_0 + qu_0]\), from (3.39) and the monotonicity of \( \Re\{h_q \circ z_q(\theta)\} \) along gradient lines we have

\[
e^{\rho \Re\{h_q \circ z_q(\theta)\}} \leq \left(\frac{2q}{e}\right)^{\gamma - 1 - \frac{1}{2} + \frac{3}{2}} e^{-\gamma - 1 - \frac{3}{2}}
\]

and we get from (3.30)-(3.33) the estimate

\[
e^{\Re\{h_q \circ z_q(\theta)\}} |g_v(z_q(\theta))z_q'(\theta)| \leq C 0^{-4} e^{-\frac{1}{3}u_0^3u/\theta}. \tag{3.41}
\]

Multiplying these two bounds and integrating, we obtain

\[
\int_{\Gamma_q' \setminus z_q(-\theta_0 - qu_0, \theta_0 + qu_0)} e^{\rho \Re\{h_q(z)\}} |g_v(z)| |dz| \leq C \left(\frac{2q}{e}\right)^{\gamma - 1} e^{-\gamma \delta^2}. \tag{3.41}
\]

So, summing up the contributions of (3.40), (3.41) and their analogues for the integrals on \( z_q(-\theta_0 - qu_0, \theta_0 + qu_0) \) and \( \Gamma_q' \setminus z_q(-\theta_0 - qu_0, \theta_0 + qu_0) \), we find

\[
|I_{e, \gamma, \rho}| \leq C \left(\frac{2q}{e}\right)^{\gamma - 1} (\gamma - 1)^{-1/2} + e^{-\gamma \delta^2}. \tag{3.42}
\]
Since we are in a sector such that \( \rho \leq (\gamma + 1)^{2}/2 \), we have \( e^{-\gamma \rho^{2}} = \mathcal{O}(q(\gamma - 1)^{-1/2}) \). So (3.42) gives

\[
|I_{E_{\gamma}, \rho}| \leq C' \left( \frac{2q}{e} \right)^{\gamma - 1} q(\gamma - 1)^{-1/2}
\]

and finally, using (3.1),

\[
j_{e,k}(\rho) \leq C'' \rho^{-1}.
\]

This ends the proof of Theorem 1.1.

4. Strichartz estimates

Again, throughout this section the constant \( C \) will be allowed to change from line to line; all that matters is that it can be taken independently of \( k, R \) and \( \nu \).

4.1. A Useful integral estimate

The following integral bound on the generalized eigenfunctions is a consequence of Theorem 1.1, and will play a crucial role in our proof of Theorem 1.2.

Proposition 4.1. Let \( k \in \mathbb{Z}^{*}, \gamma = \sqrt{k^{2} - \nu^{2}} \) and let \( \psi_{k}(r) \) be as in Theorem 1.1. The following estimates hold

\[
\left( \int_{R}^{2R} |\psi_{k}(r)|^{2} r^{2} dr \right)^{1/2} \leq C \times \begin{cases} \quad \; R^{\gamma+1/2}, & R \leq 1, \\ R^{1/2}, & R \geq 1 \end{cases}
\]

(4.1)

and

\[
\left( \int_{R}^{2R} |\psi'_{k}(r)|^{2} r^{2} dr \right)^{1/2} \leq C \times \begin{cases} \quad \; R^{\gamma-1/2}, & R \leq 1, \\ R^{1/2}, & R \geq 1, \end{cases}
\]

(4.2)

where \( C \) is a constant independent of \( k \).

**Proof.** We separate the proof in two steps and we use the estimates (1.6)-(1.8).

- If \( R \leq 1 \) we have

\[
\left( \int_{R}^{2R} |\psi_{k}(r)|^{2} r^{2} dr \right)^{1/2} \leq C \left( \int_{R}^{2R} (r/2)^{2(\gamma-1)} r^{2} dr \right)^{1/2} \leq CR^{\gamma+1/2}
\]

and

\[
\left( \int_{R}^{2R} |\psi'_{k}(r)|^{2} r^{2} dr \right)^{1/2} \leq C \left( \int_{R}^{2R} (r/2)^{2(\gamma-2)} r^{2} dr \right)^{1/2} \leq CR^{\gamma-1/2}.
\]

- If \( R \geq 1 \), we deal separately with the following intervals:

\[ [R, 2R] = I_{1} + I_{2} + I_{3} \]
where
\[ I_1 = [R, 2R] \cap \left[ 0, \frac{1}{2} |k| \right], \quad I_2 = [R, 2R] \cap \left[ \frac{1}{2} |k|, 2|k| \right], \quad I_3 = [R, 2R] \cap [2|k|, +\infty). \]

For what concerns \( I_1 \), we can assume that \( 2R \leq |k| \), otherwise \( I_1 = \emptyset \). Then we have
\[
\left( \int_{I_1} (|\psi_k(r)|^2 + |\psi'_k(r)|^2) r^2 \, dr \right)^{1/2} \leq C \left( \int_{R}^{2R} e^{-2D|k| r^2} \, dr \right)^{1/2} \leq C \left( \int_{R}^{2R} e^{-2D r^2} \, dr \right)^{1/2} \leq CR^{1/2}.
\]

For \( I_2 \), we can assume that \( |k|/4 \leq R \leq 2|k| \), otherwise \( I_2 = \emptyset \). Then we get, with simple computations,
\[
\left( \int_{I_2} (|\psi_k(r)|^2 + |\psi'_k(r)|^2) r^2 \, dr \right)^{1/2} \leq C|k|^{-\frac{1}{2}} \left( \int_{\frac{|k|}{2}}^{2|k|} \left( |k| - r + |k|^{-\frac{1}{2}} r \right)^{-\frac{1}{2}} r^2 \, dr \right)^{1/2} \leq C|k|^\frac{1}{2} \left( \int_{\frac{|k|}{2}}^{2|k|} |k| - r^{-\frac{1}{2}} \, dr \right)^{1/2} \leq C|k|^\frac{1}{2} \leq CR^{1/2}.
\]

Finally, for what concerns \( I_3 \), we have
\[
\left( \int_{I_3} (|\psi_k(r)|^2 + |\psi'_k(r)|^2) r^2 \, dr \right)^{1/2} \leq C \left( \int_{R}^{2R} (r^{-1})^2 r^2 \, dr \right)^{1/2} \leq CR^{1/2}
\]
and this concludes the proof.

\[ \square \]

**4.2. Proof of Theorem 1.2**

As mentioned in Remark 1.5, we are going to prove the Strichartz estimate on the "endpoint board line", that is

\[ \| e^{-itD} u_0 \|_{L_t^q L_x^4} \leq C \| u_0 \|_{H^s}, \quad s = 1 - \frac{3}{q} \] (4.3)

under the condition

\[ 4 < q < \frac{3}{1 - \sqrt{1 - \nu^2}}. \] (4.4)

Then, by interpolation with the standard \( L^\infty H^s \) estimate, we will be able to cover the range given by (1.10).

Our starting point is formula (2.9): with this representation, we write, for \( q \geq 2 \), thanks to the \( L^2 \)-orthogonality of spherical harmonics,
\[
\|e^{-itD_\rho}u_0\|_{L^r_tL^s_x L^q_\rho} = \left\| \sum_{k \in \mathbb{Z}^r} (e^{-itD_\rho f_{0,k,m}}) \cdot \Xi_{k,m} \right\|_{L^r_tL^s_x L^q_\rho} \\
\leq \left( \sum_{k \in \mathbb{Z}^r} \| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)] \|_{L^r_t L^s_x L^q_\rho}^2 \right)^{1/2}.
\] (4.5)

From now on, in order to simplify the notations as much as we can, we shall omit the cone restriction estimate when \( n = 3 \), see Tao [28]; notice that we retrieve the same “warm up” for the one of the Theorem 1.1.

**Proposition 4.2.** Let \( 4 < q < \frac{3}{1-\frac{1}{q}} \) and assume \( \text{supp} (P_k f_{0,k}) \subset [1, 2] \) for all \( k \in \mathbb{Z}^r \). Then
\[
\|e^{-itD_\rho}u_0\|_{L^r_tL^s_x L^q_\rho} \leq C\|u_0\|_{L^2_\rho}.
\] (4.6)

**Remark 4.1.** The lower bound 4 in the range of \( q \) comes from the bound \( \frac{2(\nu-1)}{\nu-2} \) in the cone restriction estimate when \( n = 3 \), see Tao [28]; notice that we retrieve the same bound from below through our strategy.

**Proof.** Let us denote \( P_k f_{0,k} = g_k \); then, due to (4.5), it suffices to show
\[
\sum_{k \in \mathbb{Z}^r} \| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)] \|_{L^r_t L^s_x L^q_\rho}^2 \leq C\|u_0\|_{L^2_\rho}^2.
\] (4.7)

Using the dyadic decomposition, we have by \( \ell^2 \subset \hookrightarrow \ell^q \) (\( q \geq 2 \))
\[
\sum_{k \in \mathbb{Z}^r} \| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)] \|_{L^r_t L^s_x L^q_\rho}^2 \\
= \sum_{k \in \mathbb{Z}^r} \left\| \left( \sum_{R \in \mathbb{Z}_*^r} \| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)](r) \|_{L^r_t L^s_x ([R, 2R])}^q \right)^{\frac{1}{q}} \right\|_{L^2_\rho}^2 \leq \sum_{R \in \mathbb{Z}_*^r} \| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)](r) \|_{L^q_\rho L^r_t L^s_x ([R, 2R])}^2.
\] (4.8)

We need the following result.

**Lemma 4.3.** Let \( q \geq 2 \) and \( k \in \mathbb{Z}^r \). Suppose \( \text{supp}(g_k) \subset I := [1, 2] \). Then
\[
\| P_k^{-1} [e^{-it\rho \partial_\rho} g_k(\rho)](r) \|_{L^q_\rho L^r_t L^s_x ([R, 2R])} \leq C\|g_k(\rho)\|_{L^2_\rho} \times \begin{cases} R^{\sqrt{k^2-\rho^2-1+\frac{1}{q}}}, & R \leq 1 \\ R^{\frac{2}{q} - \frac{1}{q}} & R \geq 1 \end{cases}
\] (4.9)

where \( R \in \mathbb{Z}^r \) and \( C \) is a constant independent on \( R \) and \( k \).
**Proof.** Recalling that $\sigma_3$ is given by (1.3), to simplify the notations we replace $e^{-it\rho}$ by $e^{it\rho}$ and we forget the fact that $\psi_k(r\rho)$ and $g_k$ are vectors, we consider them as scalars. It is to be understood that we work with their coordinates. Also, let us stress the fact that, as $g_k$ is supported in $[1, 2]$, all norms of the form $\|g_k\|_{L^p_{\rho, d\rho}}$ are equivalent; this fact will be used several times throughout the proof. We first consider the case $R \geq 1$. We need to prove the following estimates for a fixed $k \in \mathbb{Z}^+$:

$$\left\| \int_0^\infty e^{it\rho} \psi_k(r\rho)g_k(\rho)\rho^2 \, d\rho \right\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^2\|g_k(\rho)\|_{L^2_{\rho, d\rho}} \quad \text{(4.10)}$$

and

$$\left\| \int_0^\infty e^{it\rho} \psi_k(r\rho)g_k(\rho)\rho^2 \, d\rho \right\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{-\frac{1}{2}}\|g_k(\rho)\|_{L^2_{\rho, d\rho}} \quad \text{(4.11)}$$

To prove (4.10), we use the Plancherel inequality in the time variable $t$ and (4.1) to obtain

$$\text{L.H.S of (4.10)} \leq \|\psi_k(r\rho)g_k(\rho)\|_{L^2_{\rho, d\rho}} \|\psi_k(r\rho)g_k(\rho)\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{1/2}\|g_k(\rho)\|_{L^2_{\rho, d\rho}}.$$ 

We now prove (4.11), which is the same as

$$\left\| \int_0^\infty e^{it\rho} \psi_k(r\rho)g_k(\rho)\rho^2 \, d\rho \right\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{-\frac{1}{2}}\|g_k(\rho)\|_{L^2_{\rho, d\rho}}.$$ 

By the Sobolev embedding $H^1(\Omega) \hookrightarrow L^\infty(\Omega)$ with $\Omega = [R, 2R]$ and (4.10), it suffices to show

$$\left\| \int_0^\infty e^{it\rho} \psi_k'(r\rho)g_k(\rho)\rho^2 \, d\rho \right\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{-1}\|g_k(\rho)\|_{L^2_{\rho, d\rho}}.$$ 

As in the above, by applying the Plancherel Theorem in $t$ and (4.2) we obtain

$$\text{L.H.S of (4.13)} \leq \|\psi_k'(r\rho)g_k(\rho)\|_{L^2_{\rho, d\rho}} \|\psi_k'(r\rho)g_k(\rho)\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{-1/2}\|g_k(\rho)\|_{L^2_{\rho, d\rho}}.$$ 

Secondly, we consider the case $R \leq 1$. By Sobolev embedding $H^{1/4}(\Omega) \hookrightarrow L^q(\Omega)$ and interpolation, we have

$$\left\| \int_0^\infty e^{it\rho} \psi_k(r\rho)g_k(\rho)\rho^2 \, d\rho \right\|_{L^2_{\rho, d\rho, \mu}([R, 2R])} \leq CR^{-\frac{1}{4}}\|g_k(\rho)\|_{L^2_{\rho, d\rho}}.$$ 

since from (4.1) we have
We stress the fact that the first condition in (4.17) is automatically satisfied if the initial data does not have component in the first partial wave subspaces (i.e. let \( k = \pm 1 \)) and this concludes the proof of Lemma 4.3.

We are now in position for proving Proposition 4.2. Thanks to estimate (4.9) we get

\[
\sum_{k \in \mathbb{Z}^*} \left[ \mathcal{P}^{-1}_k \left[ e^{i \rho \psi_k(r \rho)} \right] \right](r) \leq C \sum_{k \in \mathbb{Z}^*} \left( \sum_{R \in 2^\mathbb{Z} : R \leq 1} R^2 \left( \sqrt{k^2 - \nu^2} - 1 + \frac{3}{q} \right) \right) \left\| g_k(\rho) \right\|_{L^2_{\rho^3 \rho^d}}^2
\]

(4.16)

provided that, for any \( k \in \mathbb{Z}^* \),

\[
\sqrt{k^2 - \nu^2} - 1 + \frac{3}{q} > 0, \quad \frac{2}{q} - 1 \leq 0. \tag{4.17}
\]

that is, for general data, provided

\[
4 < q < \frac{3}{1 - \sqrt{1 - \nu^2}}.
\]

We stress the fact that the first condition in (4.17) is automatically satisfied if \( |k| \geq 2 \), that is if the initial data does not have component in the "first partial wave subspaces", that is the ones corresponding to the case \( k = \pm 1 \). Thus, in this case, there is no upper bound on \( q \).

As \( \mathcal{P}_k \) is isometric on \( L^2 \),

\[
\sum_{k \in \mathbb{Z}^*} \left\| \left( \mathcal{P}_k f_{0,k}(\rho) \right) \right\|_{L^2_{\rho^3 \rho^d}}^2 = \sum_{k \in \mathbb{Z}^*} \left\| f_{0,k}(r) \right\|_{L^2_{\rho^3 \rho^d}}^2 = \left\| \mu_0 \right\|_{L^2_{\rho^3}}^2.
\]

This concludes the proof of Proposition 4.2.

We are finally in position for proving Theorem 1.2. Let \( R \) and \( N \) be dyadic numbers (i.e. let \( R \) and \( N \) be in \( 2^\mathbb{Z} \)) and let \( \beta \) be the characteristic function of the interval \( [1, 2] \); by making a dyadic decomposition, and using a scaling argument we can write, starting from (4.5),
\[
\sum_{k \in \mathbb{Z}^*} \sum_{m \in I_k} \left\| P_k^{-1} \left[ e^{-it\rho \sigma_3} (P_k f_{0,k,m}) (\rho) \right] \right\|^2_{L^2_{t,x}}
\]

\[
\leq C \sum_{k \in \mathbb{Z}^*} \sum_{N \in 2^\mathbb{Z}} \left\| P_k^{-1} \left[ e^{-it\rho \sigma_3} \beta \left( \frac{\rho}{N} \right) \right] \right\|^2_{L^2_{t,x}}
\]

\[
\leq C \sum_{k \in \mathbb{Z}^*} \sum_{N \in 2^\mathbb{Z}} \left\| P_k^{-1} \left[ e^{-it\rho \sigma_3} \beta \left( \frac{\rho}{N} \right) g_k (\rho) \right] \right\|^2_{L^2_{t,x}}
\]

\[
\leq C \sum_{k \in \mathbb{Z}^*} \sum_{N \in 2^\mathbb{Z}} \left( \sum_{N \in 2^\mathbb{Z}} \left\| P_k^{-1} \left[ e^{-it\rho \sigma_3} \beta \left( \frac{\rho}{N} \right) g_k (\rho) \right] \right\|^2_{L^2_{t,x}} \right)^2
\]

\[
= \sum_{k \in \mathbb{Z}^*} \sum_{N \in 2^\mathbb{Z}} \left( \sum_{N \in 2^\mathbb{Z}} \left\| P_k^{-1} \left[ e^{-it\rho \sigma_3} \beta (\rho) g_k (\rho) \right] \right\|^2_{L^2_{t,x}} \right)^2.
\]

At this point we are in position to exploit Lemma 4.3 (and then re-scale again): we can thus estimate further with

\[
\leq \sum_{k \in \mathbb{Z}^*} \sum_{N \in 2^\mathbb{Z}} \left( \sum_{N \in 2^\mathbb{Z}} N^{3(1-\frac{1}{4})-\frac{1}{2}} Q(NR) \left\| \beta (\rho/N) g_k (\rho) \right\|^2_{L^2_{t,x}} \right)^2
\]

(4.18)

where

\[
Q(NR) = \begin{cases} 
(NR)^{-1+\frac{1}{4}}, & NR \leq 1, \\
(NR)^{\frac{1}{2}-\frac{1}{4}}, & NR \geq 1.
\end{cases}
\]

Due to (4.4) and \( \gamma = \sqrt{k^2 - \nu^2} \), we note that

\[
\sup_R \sum_{N \in 2^\mathbb{Z}} Q(NR) < \infty, \quad \sup_N \sum_{R \in 2^\mathbb{Z}} Q(NR) < \infty.
\]

(4.19)

Let \( A_{N,k} = N^{3(1-\frac{1}{4})-\frac{1}{2}} \left\| g_k (\rho) \beta (\rho/N) \right\|_{L^2_{t,x}} \), we use the Schur test Lemma with (4.19) in the following way:

\[
\left( \sum_{R \in 2^\mathbb{Z}} \left( \sum_{N \in 2^\mathbb{Z}} Q(NR) A_{N,k} \right)^2 \right)^{1/2} = \sup_{\|B_k\|_2 \leq 1} \sum_{R \in 2^\mathbb{Z}} \sum_{N \in 2^\mathbb{Z}} Q(NR) A_{N,k} B_R
\]

which is bounded by

\[
\leq C \left( \sum_{R \in 2^\mathbb{Z}} \sum_{N \in 2^\mathbb{Z}} Q(NR) |A_{N,k}|^2 \right)^{1/2} \left( \sum_{R \in 2^\mathbb{Z}} \sum_{N \in 2^\mathbb{Z}} Q(NR) |B_R|^2 \right)^{1/2}
\]

\[
\leq C \left( \sup_R \sum_{N \in 2^\mathbb{Z}} Q(NR) \sum_N Q(NR) \right)^{1/2} \left( \sum_{N \in 2^\mathbb{Z}} |A_{N,k}|^2 \right)^{1/2} \left( \sum_{R \in 2^\mathbb{Z}} |B_R|^2 \right)^{1/2}
\]

\[
\leq C \left( \sum_{N \in 2^\mathbb{Z}} |A_{N,k}|^2 \right)^{1/2}.
\]
We have thus obtained, recalling the definition of $g_k = P_{k} f_{0,k}$, and the properties of our Hankel transform given in Proposition 2.1,

$$
\|e^{-itD^{\nu}} u_0\|_{L^2_t L^q_x L^1_r}^2 \leq \sum_{k \in \mathbb{Z}^d} \sum_{N \in 2^\alpha} \left( \sum_{N \in \mathbb{Z}^d} Q(NR) A_{N,k} \right)^2 \leq C \sum_{k \in \mathbb{Z}^d} \sum_{N \in 2^\alpha} |A_{N,k}|^2
$$

$$
= C \sum_{k \in \mathbb{Z}^d} \sum_{N \in 2^\alpha} N^{2(3(\frac{1}{2}-\frac{1}{q})-\frac{1}{2})} \|g_k(\rho) \beta(\rho/N)\|_{L^2_{\rho^{1+\frac{1}{q}}} (\mathbb{R}^+)}^2
$$

$$
= C \sum_{k \in \mathbb{Z}^d} \sum_{N \in 2^\alpha} N^{2(3(\frac{1}{2}-\frac{1}{q})-\frac{1}{2})} \|P_{k} f_{0,k}(\rho) \beta(\rho/N)\|_{L^2_{\rho^{1+\frac{1}{q}}} (\mathbb{R}^+)}^2
$$

$$
= C \sum_{k \in \mathbb{Z}^d} \sum_{N \in 2^\alpha} N^{2(3(\frac{1}{2}-\frac{1}{q})-\frac{1}{2})} \|\beta(|D^{\nu}|/N) f_{0,k}(r)\|_{L^2_{r^{1+\frac{1}{q}}} (\mathbb{R}^+)}^2
$$

$$
\leq C \|D^{\nu} f_{0,k}\|_{L^2_{r^{1+\frac{1}{q}}} (\mathbb{R}^+)}^2
$$

$$
\leq C \|u_0\|_{H^{1-\frac{1}{q},q}}^2
$$

where in the last inequality we have used Lemma 2.2 to estimate the fractional powers of the Dirac-Coulomb operator with standard fractional derivatives, and the proof is concluded.
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