Higgs-Mediated Optical Amplification in a Nonequilibrium Superconductor
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We propose a novel nonequilibrium phenomenon, through which a prompt quench from a metal to a transient superconducting state can induce large oscillations of the order parameter amplitude. We argue that this oscillating mode acts as a source of parametric amplification of the incident radiation. We report experimental results on optically driven \( \text{K}_3\text{C}_60 \) that are consistent with these predictions. The effect is found to disappear when the onset of the excitation becomes slower than the Higgs-mode period, consistent with the theory proposed here. These results open new possibilities for the use of collective modes in many-body systems to induce nonlinear optical effects.
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I. INTRODUCTION

The quest for new functionalities in quantum materials has recently been extended to nonequilibrium states, which are interesting both because they exhibit new physical phenomena and because of their potential for high-speed device applications. Notable advances have been made in the creation of metastable phases [1–9] and in Floquet engineering under external periodic driving [10–12]. In the context of nonequilibrium superconductivity, examples have included the generation of transient superconductivity above the thermodynamic transition temperature [6,8,9,13,14], the optical control of the interlayer phase in cuprates [15,16], and the excitation of coherent Higgs-mode oscillations [17–20].

The Higgs mode is a fundamental collective excitation of systems with spontaneous symmetry breaking. It is a gapped excitation associated with oscillations of the amplitude of the order parameter. Examples of the Higgs mode in condensed matter are plentiful: It has been observed in the superconducting phase of \( \text{Nb}_{1-x}\text{Ti}_x\text{N} \) [17–19], \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+x} \) [20], \( \text{NbSe}_2 \) [21–24], and in amorphous superconducting films [25]; in the dimerized antiferromagnet \( \text{TlCuCl}_3 \) [26], in a variety of incommensurate charge density wave (CDW) systems [27–29], and in cold bosonic gases near the superfluid-to-Mott-insulator transition [30,31].

In a number of experiments reported recently, superconductivity is created nonadiabatically after a rapid change in microscopic interactions, as induced by the application of a terahertz or midinfrared (MIR) pump pulse [6,8,9,13,14,32–35]. Although the dynamics of this process are not yet fully understood, we posit that the “Mexican hat” effective potential for the superconducting order parameter is established promptly after optical excitation; see Fig. 1(a). The appearance of large Higgs oscillations is then a natural attribute of such photo-induced superconductivity if the quench is fast compared to the frequency of the Higgs mode \( \omega_H \); see Fig. 1(b) (the order parameter dynamics following a sudden quantum quench has been studied theoretically in a number of related contexts; see, e.g., Refs. [36–39]).

We argue that in this situation, the coherent collective mode can act as a source of parametric amplification [40,41] for oscillations of long-lived phase fluctuations, resulting in an enhanced reflectivity for a time-delayed probe pulse. This phenomenon can be qualitatively understood as a superconductor with an excited Higgs mode, which then places a parametric modulation on
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low-frequency phase modes. We predict that the reflected beam would then feature amplification of intensity at the original frequency $\omega_1$, as well as the generation of an idler signal at the complementary frequency $\omega_H - \omega_1$ [see Fig. 1(c)]. We dub this phenomenon “Higgs amplification.”

We also report experimental results on optically driven K$_3$C$_{60}$, which support these predictions. Using a pump-probe technique, we illuminate our samples with a pump pulse at 41 THz and a probe pulse spanning frequencies between 1 and 7 THz. Phase-resolved detection of the reflected signal allows us to reconstruct both the real and imaginary parts of the conductivity at the probe frequency. We find that when K$_3$C$_{60}$ is driven with pump pulses of suitable duration, the incident probe light is locally amplified near the surface for frequencies below 10 meV/$h$. We analyze experimental results, taking into account the penetration depth mismatch between the pump and probe pulses. We observe an anomalous enhancement of the reflectance, which, in an homogeneously excited medium, would result in 6% amplification. For the penetration depth mismatch between the pump and probe pulses, we observe an anomalous enhancement of the penetration depth.

FIG. 1. (a) Schematic potential in a broken symmetry state. The collective excitations are Goldstone and Higgs modes. (b) Sudden change in system parameters at time $t = 0$ leading to a rapid inversion in the potential, thus inducing Higgs oscillations. (c) Light amplification in a superconductor with an excited Higgs mode. Left panel: probe pulse containing $N$ photons of frequency $\omega_1$, incident on a superconductor with an excited Higgs mode (represented by a wave). Right panel: output consisting of $N + 1$ photons of frequency $\omega_2$, plus a single photon of frequency $\omega_3$ traveling “backward,” due to in-plane momentum conservation. When many Higgs excitations undergo stimulated decay, a large number of both $\omega_1$ and $\omega_2$ photons are produced.

II. FROM HIGGGS OSCILLATIONS TO ANOMALOUS REFLECTION

The coupling between the Higgs mode and light can be understood by observing that in a general state with broken continuous symmetry, the Higgs mode can decay into a pair of Goldstone modes. For neutral superfluids, this process determines the lifetime of Higgs excitations [42]. In superconductors, the Goldstone mode describes phase fluctuations and therefore a charge current, which interacts directly with photons. Deep inside the material, these photons are gapped to the plasma frequency by the Anderson-Higgs mechanism, thus protecting the Higgs mode from decay into photons. On the other hand, near the surface, a Higgs excitation can decay into a pair of gapless vacuum photons whose frequencies add up to $\omega_H$, which corresponds to an effective term in the Hamiltonian

$$H_{\text{Higgs/photons}} \sim \sum_{\omega_1 \pm \omega_2 = \omega_H} (h\sum^{+}_a a^+_{\omega_1} a_{\omega_2} + h\sum^{+}_a a_{\omega_1} a_{\omega_2}),$$

where $h$ is a quantum field that annihilates a Higgs excitation and $a_{\omega}$ annihilates a vacuum photon of frequency $\omega$. Hence, the energy of the excited Higgs mode is converted into entangled photon pairs. In the absence of the probe pulse, all photon pairs are generated equally. However, the incoming probe enhances the generation of pairs in which one of the photons matches the incident photon frequency because of the bosonic stimulated factor.

One can understand the origin of the coupling in Eq. (1) from the following consideration. In superconductors, the diamagnetic coupling term between light and matter, $H_{\text{dia}} = (e^2h^2/2mc^2)n_i A^2$, plays a key role, giving rise to the London equation for the current response to an electromagnetic field and to the Meissner effect. Here, $n_i$ is the superfluid density, which, for a coherently excited Higgs mode, is expected to oscillate at the Higgs frequency, $n_i = n_s + \delta n \cos(\omega_H t)$. In a quantized description of the electromagnetic field, the vector potential $A$ is a linear combination of photon creation and annihilation operators, schematically of the form $A \sim \sum_{\omega}(a^\dagger_{\omega} + a_{\omega})$. This description implies that the diamagnetic term gives rise to the term (1), where $h$ is a quantum analog of the oscillating part of the superfluid density $\delta n$. Interactions of this type are known to give rise to stimulated emission and parametric down conversion of light [43].

These considerations give rise to the following mechanism of Higgs amplification. Consider an incident probe pulse composed of $N$ photons at frequency $\omega_1 < \omega_H$ as it is reflected from a superconductor. The term $a^\dagger_{\omega_1} a_{\omega_2}$ creates a pair of photons, leading to a state with $N + 1$ photons at $\omega_1$. Outlook for further developments are given in Sec. VI. Additional details of our analysis are given in three Appendixes.
and one $\omega_2 = \omega_H - \omega_1$ photon; see Fig. 1(c). The amplitude of this process is enhanced by a Bose factor of $\sqrt{N + 1}$. As long as the Higgs mode remains excited, this process leads to amplification of $\omega_1$ photons and generation of $\omega_2$ photons, until the Higgs mode is depleted. The net effect is outgoing light with two frequencies, $\omega_1$ and $\omega_2$, related by $\omega_1 + \omega_2 = \omega_H$, and the outgoing light at $\omega_1$ having a higher intensity than the incoming signal.

In typical superconductors, the Higgs frequency is smaller than the plasma frequency. Then, incident light with $\omega_1 < \omega_H$ does not penetrate deeply into the material, and Higgs amplification is a surface effect. In particular, because of the evanescent nature of the waves inside the material, there are no phase-matching conditions in this process. Thus, there is not a discrete set of frequencies at which Higgs amplification is resonantly enhanced, and hence the level of amplification is expected to depend smoothly on the probe frequency $\omega_1$. The frequency scale for the Higgs mode is comparable to the superconducting gap. Hence, for many superconductors, Higgs amplification is expected to occur in the terahertz, a frequency range that is of great current interest for fundamental science and technology applications [44,45]. The next section presents a calculation of Higgs amplification based on a semiclassical description of photons using Maxwell’s equations. Our discussion is agnostic about the specific microscopic mechanism underlying light-induced superconductivity and, assuming that Higgs oscillations have been coherently excited, directly studies their effect on optical properties.

**III. OPTICAL PROPERTIES OF A SUPERCONDUCTOR WITH AN EXCITED HIGGS MODE**

The optical properties of a superconductor with an excited Higgs mode are understood as follows. Consider Maxwell’s equations combined with the relation between the electrical current in the material and electric field:

$$\nabla \times \mathbf{B} - \frac{\varepsilon}{c^2} \frac{\partial \mathbf{E}}{\partial t} = \mu_0 \mathbf{j},$$

$$\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0.$$  

Here, $\varepsilon$ is the dielectric constant arising from bound charges, and $\mathbf{j}$ is the free current density. For $z > 0$, outside the superconductor, $\varepsilon = \varepsilon_{\text{out}}$ (in vacuum, $\varepsilon_{\text{out}} = 1$, but we allow for interfaces with other media), and we assume the current $\mathbf{j}$ vanishes; for $z < 0$, $\varepsilon = \varepsilon_s$, and the current satisfies the London equation,

$$\mathbf{j} = \Lambda(t) \mathbf{v}_s.$$  

Here, $\mathbf{v}_s = (\hbar/2e) \nabla \theta - \mathbf{A}$, where $\theta$ is the superconducting phase and $\mathbf{A}$ is the vector potential. Note that $\partial_j \mathbf{v}_s = \mathbf{E}$.

In an equilibrium superconductor, $\Lambda(t)$ reduces to the static value $\Lambda_s = (e^2 n_s/m)$, where $n_s$ is the superfluid density. More generally, in a time-modulated superconductor, Eq. (4) accurately describes the total current induced by a vector potential $\mathbf{A}$ in the limit where $\mathbf{A}$ and $\Lambda$ vary slowly compared to any microscopic frequencies such as the superconducting energy gap and the scattering rate $1/\tau$ for electrons in the normal state. We use it here under the assumption that it is at least a good starting approximation for the frequencies of interest to us. Equation (4) will later be supplemented by a more general relation in which the effects of dissipation are taken into account. A more general description of the electromagnetic response of a Higgs-modulated superconductor is provided in Appendix A.

Generally, the value of $\Lambda$ will depend on the value of the superconducting energy gap. (Although the special case of an ideal clean superconductor at $T = 0$ is an exception to this rule, we expect that the gap dependence will be manifest in the systems of interest to us because of the polaronic effects and coupling to impurities [46].) Since the Higgs mode represents a modulation in the energy gap, we expect it to induce a similar modulation in $\Lambda$. Consequently, we may write

$$\Lambda(t) = \Lambda_s + \Lambda_m e^{-i\omega_1 t} + \Lambda_m^* e^{i\omega_1 t},$$

where $\Lambda_m$ describes the amplitude of the modulation and $\omega_1$ is the Higgs-mode frequency. For a BCS superconductor, $\omega_1 = 2\Delta$, where $\Delta$ is the quasiparticle gap [22].

Different frequencies mix because of the time dependence in $\Lambda$: Incident light with frequency $\omega_1$ will produce outgoing light with frequencies $\omega_1$ and $\omega_2 = \omega_H - \omega_1$; see Fig. 1(c). Mixing of the Higgs modulation and the signal beam is also expected to induce light at the frequency $\omega_3 = \omega_1 + \omega_H$. We note, however, that the $\omega_3$ frequency lies well above the quasiparticle threshold $2\Delta$, and we expect that this channel of mode mixing will be suppressed relative to the channel at $\omega_2$. This case can be understood by observing that at such high frequencies, the current should be carried primarily by quasiparticles, rather than supercurrents, and one might expect the quasiparticle current to be less sensitive than the supercurrent to modulations of the superconducting amplitude. In the remainder of this paper, for the sake of simplicity, we assume that the excitation of the $\omega_3$ mode is negligible, and we omit it entirely from our considerations. Our results should be qualitatively applicable, however, as long as the excitation of the $\omega_3$ mode is substantially weaker than that of the $\omega_2$ mode.

Prior to solving the reflection problem, it is useful to first consider the evanescent wave solutions inside the superconductor. To simplify our discussion, we assume here that $\Lambda_m$ is spatially uniform inside the superconductor. Nonuniformities in $\Lambda_m$ due to the short penetration depth of the exciting radiation will be taken into account in the...
processing of the experimental data, as detailed in Appendix B. For the case of uniform $\Lambda_m$, the evanescent solutions are characterized by the spacetime dependence ($V$ stands for $j$, $v_s$, $E$, or $B$),

$$V = (V_1e^{-im_1t} + V_2e^{im_1t})e^{i\omega t} + \text{c.c.} \quad (6)$$

Note that the same spatial dependence appears for $\omega_1$ and $-\omega_2$ terms since they mix with each other homogeneously in space. This case should be contrasted with the static case, where each frequency mode decays with its own $\kappa$. Substituting Eq. (6) into Eq. (4) and collecting terms with frequencies $\omega_1$ and $-\omega_2$ yields

$$j_1 = \lambda_1v_{s1} + \lambda_m v_{s2} = \lambda_1 \frac{E_1}{-i\omega_1} + \lambda_m \frac{E_2}{i\omega_2}, \quad (7)$$

$$j_2^* = \lambda_1 v_{s*2} + \lambda_m v_{s*1} = \lambda_1 \frac{E_2^*}{i\omega_2} + \lambda_m^* \frac{E_1^*}{-i\omega_1}. \quad (8)$$

For linearly polarized light, $E_x = E_x\hat{e}_x$, $B_y = B_y\hat{e}_y$, and $j_y = j_y\hat{e}_y$, where $\nu \in \{1,2\}$. Then, Eq. (3) yields $B_y = (\kappa/\iota\omega_\nu)E_x$, and Eq. (2) becomes

$$\begin{pmatrix} \kappa^2 c^2 + \omega^2 \epsilon \gamma \omega_1/\omega_2 & \gamma \omega_1/\omega_2 \\ \gamma^* \omega_2/\omega_1 & \kappa^2 c^2 + \omega^2 \epsilon^* \gamma \end{pmatrix} \begin{pmatrix} E_1 \\ E_2 \end{pmatrix} = 0. \quad (9)$$

Here, $\gamma = \lambda_m/\epsilon_0$, $\epsilon_1 \equiv \epsilon(\omega_1)$, and $\epsilon_2 \equiv \epsilon(-\omega_2)$, where $\epsilon(\omega) = \epsilon_0 - \epsilon_0(\omega + i\gamma)^\nu$ is the dielectric function of the superconductor. [Note that, by changing the form of $\epsilon(\omega)$, one can generalize the discussion, e.g., to introduce dissipation.] The allowed values of $\kappa$ are obtained by requiring the determinant of the above matrix to vanish,

$$\kappa^2 \epsilon c^2 = -\frac{\omega_1^2 \epsilon_1 + \omega_2^2 \epsilon_2}{2} \pm \sqrt{\frac{(\omega_1^2 \epsilon_1 - \omega_2^2 \epsilon_2)^2}{4} + |\gamma|^2}. \quad (10)$$

and the fields inside the superconductor satisfy

$$\frac{E_1^t}{B_1^t} = \frac{i\omega_1}{\kappa} \equiv \eta_\pm, \quad (11)$$

$$\frac{E_2^t}{B_1^t} = \frac{-i\omega_2(\kappa^2 \epsilon c^2 + \omega_2^2 \epsilon_1)}{\gamma \kappa} \equiv \phi_\pm, \quad (12)$$

$$\frac{B_1^t}{B_1^t} = \frac{\kappa^2 \epsilon c^2 + \omega_2^2 \epsilon_1}{\gamma} \equiv \gamma_\pm, \quad (13)$$

where the superscript $t$ indicates that these act as transmitted fields in the reflection problem.

Next, we consider a normally incident signal beam of frequency $\omega_1$, and reflected beams at frequencies $\omega_1$ and $\omega_2$, with

$$E_1^t, B_1^t \propto e^{-i\omega_1(t-z/\epsilon_0 c)} \quad (14)$$

$$E_2^t, B_2^t \propto e^{-i\omega_2(t-z/\epsilon_0 c)} \quad (15)$$

where $\nu \in \{1,2\}$. The fields are linearly polarized as before, $E_\nu = E_\nu\hat{e}_x$, $B_\nu = B_\nu\hat{e}_y$, and Maxwell’s equations constrain them to satisfy $E_1^t = -c/\epsilon(\omega_1)B_1^t$ and $E_2^t = c/\epsilon(\omega_2)B_2^t$. Within the superconductor, the transmitted fields are superpositions of two evanescent waves of the form (6) with $\kappa = \kappa_\pm$, whose amplitudes are fixed by boundary conditions imposed independently on each frequency:

$$B_1^t + B_1^t = B_{1,+}^t + B_{1,-}^t, \quad (16)$$

$$E_1^t + E_1^t = E_{1,+}^t + E_{1,-}^t, \quad (17)$$

$$B_{2,+}^t = B_{2,+}^t + B_{2,-}^t, \quad (18)$$

$$E_{2,+}^t = E_{2,+}^t + E_{2,-}^t. \quad (19)$$

Combining these with Eqs. (11)–(13) yields

$$r \equiv \frac{B_1^t}{B_1^t} = \frac{(1 + \zeta) + \sqrt{\epsilon_0(\epsilon_+ + \epsilon_-)}}{(1 + \zeta) - \sqrt{\epsilon_0(\epsilon_+ + \epsilon_-)}} \quad (20)$$

$$r_{12} \equiv \frac{B_{12}^t}{B_1^t} = \frac{2(\gamma_+ - \gamma_-)}{(1 + \zeta) - \sqrt{\epsilon_0(\epsilon_+ + \epsilon_-)}}, \quad (21)$$

where

$$\zeta = \frac{\gamma_+ - \gamma_-}{\gamma_+ - \gamma_-} \epsilon_0 \phi_\pm \quad (22)$$

Equations (20) and (21) are the main theoretical results of this paper: $r$ is the reflection amplitude of the signal beam, whereas $r_{12}$ is the amplitude of the emitted idler mode at the downconverted frequency $\omega_2 = \omega_H - \omega_1$, normalized by the amplitude of the incident signal beam.

Figure 2 shows $R = |r|^2$ and $R_{12} = |r_{12}|^2$ as a function of $\omega_1$, in the case $\omega_H < \omega_{ps}$, where $\omega_{ps} = \sqrt{\Lambda_\nu/(\epsilon_0 c_\nu)}$ is the superconducting plasma frequency of the material. Note that, in the absence of dissipation, there is amplification $R > 1$ over the entire range $0 < \omega_1 < \omega_H$, and the maximum amplification occurs at $\omega_1 = \omega_H/2$. One can study the effect of dissipation by writing $\epsilon(\omega) = \epsilon_s - \sigma(\omega)/(i\epsilon_0 c_\nu)$ in Eqs. (20) and (21) and by adding a real part to the conductivity function $\sigma(\omega)$. This process suppresses the reflectivity and also reduces the frequency $\omega_1$ at which the maximum occurs, as shown in Fig. 2(a).

Note that the net amplification in Fig. 2 is small, of the order of a few percent. In order to understand this, we focus on $\omega_1 = \omega_2 = \omega_H/2$, where the maximum is obtained, with the value
The reflection coefficient $R$ is proportional to the intensity of the modulation. The expression for $R$ in terms of the Higgs frequency $\nu_H$ and the optical frequency $\nu_0$ is:

$$R = \frac{\nu_0^2 \nu_H^2}{\nu_0^2 \nu_H^2 + \nu_0^2 \nu_H^2}.$$

FIG. 2. (a) Reflection coefficient $R$ and (b) downconversion intensity $I_{\text{eff}}$ as a function of the signal frequency $\nu_0$. Two different values of the Higgs frequency were taken, $\nu_H = 0.5\nu_p$ and $\nu_H = 0.8\nu_p$, where $\nu_p = \sqrt{\Lambda^2/(\epsilon_0\epsilon_s)}$ is the superconducting plasma frequency. The green curves, corresponding to $\nu_H = 0.8\nu_p$, illustrate the effects of dissipation, taken into account by assuming $\epsilon(\omega) = \epsilon_s - \sigma(\omega)/(i\epsilon_0\omega)$ with $\sigma(\omega) = \sigma_i + i\Lambda^2/(\omega + i\tau)$. The blue and orange curves include no dissipation, $\sigma_i = 0$. Results are for the model in which $\Lambda_m$ is uniform in space.

Two different values of the Higgs frequency were taken, $\nu_H = 0.5\nu_p$ and $\nu_H = 0.8\nu_p$, where $\nu_p = \sqrt{\Lambda^2/(\epsilon_0\epsilon_s)}$ is the superconducting plasma frequency. The green curves, corresponding to $\nu_H = 0.8\nu_p$, illustrate the effects of dissipation, taken into account by assuming $\epsilon(\omega) = \epsilon_s - \sigma(\omega)/(i\epsilon_0\omega)$ with $\sigma(\omega) = \sigma_i + i\Lambda^2/(\omega + i\tau)$. The blue and orange curves include no dissipation, $\sigma_i = 0$. Results are for the model in which $\Lambda_m$ is uniform in space.

The factor $|\Lambda_m|^2/\Lambda_s^2$ expresses the fact that the amplification is proportional to the intensity of the modulation. The factor $\epsilon_{\text{out}}^2/(4\epsilon_0\epsilon_p^2)$ is the square of the London penetration depth divided by the wavelength of the incident light; it expresses the fact that amplification is weak if the light cannot probe deeply into the superconductor. This observation suggests that, in order to enhance the amplification, one could consider instances in which the light can probe a larger region of the superconductor prior to being reflected. Two possible approaches to achieve this result come to mind: first, by using incoming light with a shallow incidence angle to the sample, thus introducing geometrical factors that enhance the effect; second, by studying systems in which the Higgs frequency exceeds the plasma frequency. These possibilities will be discussed elsewhere [47]. Note that, in a realistic superconductor, the penetration of light is controlled by the total plasma frequency $\nu_p$, which receives contributions from all charge carriers, not just the superconducting ones. It is this total plasma frequency that presumably controls the strength of the Higgs amplification in Eq. (24).

In the next section, we present experimental evidence for Higgs amplification in the superconductor $K_xC_{60}$. This material is a natural candidate system for Higgs amplification. In this compound, the low density of electrons (three per $C_{60}$ molecule) and the weak hopping between $C_{60}$ molecules conspire to yield an anomalously small plasma frequency $\nu_p = 72$ meV/ℏ. Optical excitation at midinfrared wavelengths has been shown to transform the high-temperature ($T > T_c$) metallic phase of $K_xC_{60}$ into a transient nonequilibrium state with the same optical properties as the low-temperature superconductor ($T < T_c$). The transient state, which is thought to be a photoinduced nonequilibrium superconductor, displays a saturated reflectivity ($R = 1$), a gap in the real part of the optical conductivity $\sigma_1$, and a divergent low-frequency imaginary conductivity $\sigma_2$ [8].

It is difficult to make an a priori estimation of $\nu_H$. One possible approach would be to choose $\nu_H = 2\Delta/\hbar$, as expected of a weakly coupled BCS superconductor. However, beyond the questions regarding the applicability of BCS theory to the photoinduced state of $K_xC_{60}$, a direct experimental determination of $\Delta$ is not possible since the superconducting gap is hidden behind a broad midinfrared absorption peak in the optical conductivity, as discussed below. In what follows, we find that the analysis of the measured reflection based on the predictions of Higgs amplification implies a Higgs frequency $\nu_H \approx 24$ meV/ℏ. Hence, $K_xC_{60}$ combines a relatively large value of $\nu_H/\nu_p$, as is necessary to enhance the reflectance in Eq. (24), together with the possibility for rapid quenches into the superconducting state by pump pulses, as needed to induce large Higgs oscillations. In particular, by modifying the type of quench protocol used, one may control the amplitude of Higgs oscillations.

In order to compare to experiments in photoinduced superconductors, we must relate to two considerations that are not taken into account in our model. The first one concerns the Higgs decay mechanism. In a realistic system, the Higgs oscillations are damped by decay into quasiparticles in a process that is kinematically marginal, leading to a slow, power-law damping [48–52], which is eventually expected to be superseded by a faster decay, since the light-induced superconductivity itself is short-lived.
analysis, the decay of the Higgs mode can be taken into account by replacing the monochromatic oscillations in the superfluid density by an integral:

$$\Lambda(t) = \Lambda_s + \int d\omega \Lambda(\omega) e^{i\omega t},$$  

(25)

where $\Lambda_s$ is the static superfluid density. We regain the monochromatic case for

$$\Lambda(\omega) = \Lambda_m \delta(\omega - \omega_H) + \Lambda_m' \delta(\omega + \omega_H),$$  

(26)

but, more generally, Higgs decay requires broadening of these delta functions into complex functions of non-zero width.

Each frequency $\omega$, when considered in isolation, gives rise to amplification in proportion to $|\Lambda(\omega)|^2$; see, e.g., Eq. (24). When considered in conjunction, the total amplification is then the integral over the amplification due to each independent frequency, weighted by $|\Lambda(\omega)|^2$. This result is correct to leading order in the Higgs amplitude and may receive corrections of order $|\Lambda|^4$. There are two different ways to see this. One is from a quantum point of view, starting from Eq. (1). Signal amplification arising from different Higgs frequency components gives rise to idlers of different frequencies. To the extent that these idlers are classical beams, these processes are not quantum coherent, and their amplitudes must add in quadrature. Another, more general consideration, is that to leading order in the Higgs oscillations, signal amplification cannot depend on the relative phase of different Fourier components $\Lambda(\omega)$. This result implies that the predicted signal amplification is relatively robust to broadening arising from a finite Higgs lifetime since the amplification factors due to independent frequencies simply add up. As alluded to above, the idler beam is much less robust, as it will get broadened in frequency. Hence, an independent observation of the idler spectrum would not only give information about the Higgs frequency but also about its decay.

The second consideration relates to the lack of global phase coherence: When quenching from the normal state into a superconducting phase, superconductivity nucleates locally in different regions of the sample (whose characteristic size is given by the coherence length). Then, the spontaneously broken phase is expected to vary spatially across different regions for the entire duration of the experiment because the coarsening dynamics for the phase is very slow, preventing the formation of global phase coherence over the lifetime of the photoinduced state. In contrast to the phase, in the clean-sample limit, the amplitude of the superconducting order parameter is expected to be relatively homogeneous across the sample (but oscillating in time because of excitation of the Higgs mode). Higgs amplification is caused by the oscillations in amplitude of the superconducting order parameter, which are not strongly affected by the phase inhomogeneity. In principle, one may worry about the interaction of light with the supercurrents associated (through the Josephson relation) with gradients in the superconducting phase. However, to the extent that the coarsening dynamics are slow, these supercurrents vary only slowly in time, and they do not couple to electromagnetic radiation at the frequencies probed in the experiment. Hence, we expect the mechanism of Higgs amplification to occur, despite the lack of global phase coherence.

### IV. EXPERIMENTAL RESULTS

We follow the same protocol described in Refs. [8,9] to photoinduce the transient optical properties of a non-equilibrium superconductor in $K_2C_{60}$ but using shorter and more intense pulses. To test the hypotheses discussed in the theory section above, we additionally analyze conditions in which the quench is made slower with respect to the Higgs-mode frequency of the photoinduced state. The pump-pulse FWHM duration $\tau$ is tuned to different values between 100 fs and 1.8 ps. This range of pulse durations is interesting because it crosses a characteristic timescale $\tau^* = 2\pi/\omega_H = \hbar/(24\text{ meV}) \sim 172$ fs, which corresponds to the period of the amplitude (Higgs) mode in the photoinduced superconductor. Note that in our experimental geometry, the idler mode is not detected. In future studies, this mode could provide a measurement of the Higgs frequency and would allow for distinguishing Higgs amplification from other types of parametric amplification [53,54].

In the excitation regime explored in this experiment, when the pump pulse is significantly longer than $\tau^*$, the transient state displays a reflection coefficient at the surface that is saturated at $R = 1$ for all frequencies below about 10 meV. By reconstructing the complex optical conductivity with the same procedure used previously [9], we extract a gapped real optical conductivity $\sigma_1$ at all frequencies $\omega < 10$ meV and a divergent low-frequency imaginary conductivity $\sigma_2$, indicative of a light-induced superconducting state. Our experiment reveals that as the pulse duration is made progressively shorter than $\tau^*$, the transient state acquires a reflection coefficient that is larger than $R = 1$ immediately after the pump, indicative of optical amplification through the nonadiabatic creation of a superconducting state. The real part of the optical conductivity $\sigma_1$ is negative at all frequencies, $\omega < 10$ meV, while its imaginary part $\sigma_2$ remains divergent. Conceptually, the observed dependence on the pulse duration can be understood from the following consideration. Although the underlying mechanism of photoinduced superconductivity is still the subject of debate, we assume, as a first approximation, that the “effective” final-state Hamiltonian experienced by the low-energy electrons depends only on the total pulse energy and not its duration (later, we will show evidence...
that the shorter pulses actually drive the superconductivity more strongly and induce a slightly larger superfluid density, although this is a weak effect). Furthermore, we assume that the superconducting state lasts longer than the probe sequence. Hence, qualitatively, we assume that by controlling the pump-pulse duration, we preserve the final effective Hamiltonian for electrons but change the rate at which the microscopic parameters are modified. In the case of a superconductor, we expect that the Higgs-amplitude mode gets strongly excited when the interaction strength is modified on a timescale shorter than \( \tau' = 2\pi/\omega_{\text{H}} \).

\( K_3C_{60} \) polycrystalline powders were excited at normal incidence with 170-meV linearly polarized, midinfrared pulses. Their duration was tuned from 100 fs to 1.8 ps by chirping them through linear propagation in transparent and highly dispersive CaF\(_2\) rods. For all pulse durations, the pulse energy and the number of incident photons were maintained at a constant level. The transient, low-frequency, optical properties of photoexcited \( K_3C_{60} \) were retrieved as a function of pump-probe delay using transient, terahertz, time-domain spectroscopy using THz pulses with a bandwidth that ranged from 1 to 7 THz. These probe pulses were made to strike the sample at near-normal incidence, with a 7° incidence angle (see Fig. 3), and they were \( p \)-polarized, that is, with the electric field perpendicular to that of the \( \text{MIR} \) pump pulses. The measurement of the electric field reflected from the sample yielded a phase-resolved measurement of the reflection coefficient and, through it, the complex optical properties. The penetration depth of the midinfrared pump (200 nm) was shorter than that of the THz probe (600–900 nm). To account for this difference, the data were analyzed as discussed in Appendix B in order to obtain the reflectivity corresponding to an effective semi-infinite and homogeneously pumped medium.

Figures 4(a) and 4(b) compare the transient optical properties of \( K_3C_{60} \) upon photoexcitation with intense midinfrared pulses of 1.8-ps and 100-fs duration, respectively. The red curves report the optical properties of the equilibrium metallic state, while the light-blue dots represent those of the transient state, measured at the peak of the response. For longer excitation pulses [1.8 ps, Fig. 4(a)], the transient optical properties resemble those of the equilibrium superconductor with a reflectivity saturated at \( R = 1 \), a gapped real conductivity \( (\sigma_r \approx 0) \), and a divergent imaginary conductivity for all frequencies below about 10 meV. For \( \tau = 100 \) fs [Fig. 4(b)], we find that below about 10 meV, the reflectivity becomes larger than \( R = 1 \), reaching an average value in the gapped region of about 1.04, with a maximum of about 1.06. The extracted real part of the optical conductivity is correspondingly negative, indicative of negative dissipation. These two observations suggest amplification of the incoming low-frequency THz probe light. Importantly, the imaginary part of the optical conductivity maintains a \( 1/\omega \) behavior below about 10 meV, indicating the superconducting nature of the transient state.

The evolution of the optical properties for pump pulses either shorter or longer than \( \tau' \) can be captured by the average value of the reflectivity in the 5–8-meV frequency range and the superfluid density extracted by a \( 1/\omega \) fit to the imaginary part of the optical conductivity at low frequencies. Figures 5(a) and 5(b) show the evolution of these two quantities as a function of the duration of the excitation pulse [Fig. 5(b)]. The average reflectivity in the gapped region decreases from about 1.04 to about 1, as the pump-pulse duration varies from 100 fs to 1.8 ps. The blue-shaded area in the top panel highlights the regime where light amplification is observed. At the same time, the superfluid density of the photoinduced superconductor does not appear to strongly depend on the pulse duration of the excitation pulse. In Appendix C, we show that the observed amplification cannot be explained by heating of the sample upon photoexcitation.

It is also interesting to explore the dependence of the light amplification on the sample temperature. Figure 6 shows the temperature dependence of the frequency-averaged reflectivity and of the superfluid density, both measured at a fixed pump-pulse duration of 100 fs. Even at the highest measured temperature, 300 K, the system behaves as a superconductor with a superfluid density comparable to that of the equilibrium superconductor at low temperatures. However, the frequency-averaged reflectivity is approximately 1; i.e., there is no amplification at \( T = 300 \) K, which may indicate that the Higgs mode becomes overdamped at high temperatures, reminiscent of what occurs in equilibrium as the critical temperature of the superconductor is approached, when the order parameter dynamics become overdamped. As the temperature is lowered, we find that the data are qualitatively similar at the two intermediate temperatures, 100 K and 200 K, indicating that the phenomenon of Higgs amplification is robust over a wide temperature window.
Most interesting, however, are the data at the lowest temperature, \( T = 25 \text{ K} \), where we again find a lack of amplification. Note that, as shown in Fig. 6(b), the superfluid density of the photoinduced superconducting state at \( T = 25 \text{ K} \) significantly exceeds that of the low-temperature equilibrium superconductor. This requires borrowing spectral weight from higher energies, beyond that contained in the Drude peak of the normal state, and may be an indication that the superfluid density is near saturation. This offers a possible clue for the lack of amplification at 25 K: When the order parameter is close to saturation, excitation of the Higgs mode results in oscillations in the pairing gap without significant modulations in the superfluid density, which has little room to oscillate when it is near saturation.

To better understand this last point, it is useful to consider the analogous situation for equilibrium superconductors. The superfluid density \( n_s = |\psi|^2 \) and the pairing gap \( \Delta \) are independent parameters that can behave very differently from each other. For instance, consider a clean BCS superconductor at low temperatures. Then, \( \Delta \) depends on details of the electron-phonon coupling, while the electromagnetic response at frequencies below 2\( \Delta \) is given by a London equation in which the superfluid density \( n_s \) equals the total electron density [55]. In this case, the Higgs mode consists of modulations of the pairing gap \( \Delta \), but \( n_s \) cannot be modulated because all carriers participate in the superconductivity. By contrast, in dirty superconductors, in superconductors with large quantum fluctuations (e.g., due to competing orders), and in superconductors at finite temperature, the superfluid density is strongly reduced from its saturation value, making room for oscillations in \( n_s \) to occur together with the oscillations in \( \Delta \).

**V. COMPARISON OF THEORY AND EXPERIMENT**

The experimental data do not give a direct measurement of the Higgs frequency—in the light-induced superconducting state, the gap measured in \( \sigma_1(\omega) \) coincides with the
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lower edge of the midinfrared absorption peak of K$_3$C$_{60}$, suggesting that the superconducting gap $2\Delta$ is hidden under the spectral weight of this broad peak. However, there are two independent observations that give consistent estimates for $\omega_H$. First, as argued earlier, the maximum of light amplification occurs slightly below $\omega_H/2$. The reflectivity measured with the shortest excitation pulse ($\tau = 100$ fs) shown in Fig. 4(a) would then suggest that $\omega_H$ is somewhat bigger than 20 meV/h. Second, as mentioned earlier, the onset temperature of the light-induced superconductivity corresponds to a gap $2\Delta(T=0)$ of 30 meV/h for the zero-temperature transient superconductor. This value gives an upper bound on $\omega_H$, which tracks $2\Delta(T)$.

The measured optical conductivity $\sigma(\omega)$ has Higgs modulations built in. In order to make a comparison between theory and experiment, we need to model the optical conductivity of the static superconducting state, $\tilde{\sigma}$. We parametrize $\tilde{\sigma}$ as a sum of Drude and Lorentzian peaks:

$$\tilde{\sigma}(\omega) = \frac{\Lambda_s}{\gamma_D - i\omega} + \sum_{n=1}^{3} \frac{B_n \omega}{(\Omega_n^2 - \omega^2) + \gamma_n \omega}.$$  \hspace{1cm} (27)

The Lorentzians represent the broad midinfrared absorption peak in K$_3$C$_{60}$ [56]. For simplicity, we assume this peak to be unaffected by the onset of superconductivity, and we fix the parameters $B_n$, $\Omega_n$, and $\gamma_n$ by fitting to the conductivity of the equilibrium normal state, as discussed in Appendix E. For the light-induced superconducting phase, we maintain the same values for the Lorentzian peaks, while for the Drude peak, we replace $\gamma_D \to 0^+$ and allow $\Lambda_s$ (which plays the role of the static superfluid density) to vary.

Given the static conductivity $\tilde{\sigma}$, we use the results of Sec. III to model the Higgs amplification phenomenon. We apply Eq. (20) to compute the complex reflection coefficient $r$ at the signal frequency, in which we take $\epsilon(\omega) = \epsilon_0 - \tilde{\sigma}(\omega)/(i\epsilon_0\omega)$. By inverting the Fresnel equation, $r$ is then expressed as an effective optical conductivity $\tilde{\sigma}(\omega)$ (see Appendix D), allowing us to make a comparison of the full complex response of the system.

We find that it is possible to describe the experimental data well by taking $\omega_H = 24$ meV/h. Then, for each value of $r$, there are only two parameters we allow to change:
the superfluid density $\Lambda_s$ and the amplitude of Higgs modulations, $\Lambda_m/\Lambda_s$. We emphasize that all other parameters in the model are determined in an unbiased manner by comparison with the equilibrium optical properties of the normal state. The blue solid curves in Figs. 4(a) and 4(b) show the complex optical conductivity and the reflectivity of the superconductor, with parameters as chosen in Table I. These results show good agreement with measurements, despite the limited number of fitting parameters used and the simplicity of the model, which does not take into account the full microscopic details of the system. In our fit, we find that the Higgs modulation amplitude increases with decreasing $\tau$, in agreement with the expectation that shorter pulses give rise to more rapid quenches into the superconducting state and therefore to larger Higgs oscillations. In addition, we find that $\Lambda_s$ is slightly larger than its equilibrium value in the normal state $\Lambda_{s,\text{eq}}$. This effect is larger for the shorter pulses. Even though the total pump-pulse energy is maintained at a fixed level, the shorter pulses have higher peak intensities and can drive the superconductor more strongly since the pump drives the system nonlinearly. Note that, in order to preserve sum rules, spectral weight is required to transfer from higher energies and may be an indication that the plasmonic peak must be modified in a complete microscopic description of the phenomenon.

The goal of our theoretical analysis is to provide the simplest physical picture of Higgs amplification. Therefore, we limit our discussion to the simplest case, in which the Higgs modulations are assumed to be monochromatic and spatially uniform. In practice, one may expect broadening of the Higgs excitation in frequency, due to its finite lifetime, and in momentum, due to the nonequilibrium character of photoinduced superconductivity. This more comprehensive picture could be obtained by performing frequency- and angle-resolved measurements. However, these experiments would require more advanced instrumentation, including THz and IR free-electron-laser radiation. Importantly, this advanced instrumentation would allow for the separate measurement of both signal and idler amplification, which would provide direct access to the underlying nonlinear dynamics of the photoinduced superconducting order parameter.

We note that one of the strengths of our model is that it makes falsifiable predictions that discriminate between different interpretations of the observed phenomenology of photoexcited $K_3C_{60}$, which includes the possibility to distinguish between models where there is an actual, transient, dynamically created, superconducting state, as opposed to other nonequilibrium states. For instance, light amplification has been proposed to occur in the absence of superconductivity [57]. However, in this proposal, symmetry considerations imply that amplification should only occur for reflection at shallow incidence, which is in contrast to our measurements, in which amplification occurs for near-normal incidence. Thus, our observations provide new support that the photoinduced state is indeed superconducting in character.

VI. OUTLOOK

We envision several potentially interesting applications of the Higgs amplification phenomenon. Of particular interest for quantum information is the possibility for the generation of entangled photon pairs at THz frequencies, as expected from Eq. (1). Properties of the entangled photons may be controlled by tuning the intensity, duration, and angle of incidence of the pump beam.

The notions introduced above can be generalized to the nonlinear dynamics of other kinds of nonequilibrium condensates, including charge and spin density waves, and excitonic condensates.

Systems with several competing orders should exhibit multiple finite-energy collective modes, leading to an additional richness of the order parameter dynamics. The interaction between light and strongly excited collective modes opens a new frontier in the study of light-matter interactions in many-body quantum states.
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| $\tau$ (fs) | $\Lambda_s/\Lambda_{s,\text{eq}}$ | $\Lambda_m/\Lambda_s$ |
|------------|-------------------------------|-------------------|
| 1800       | 1.05                          | 0.2               |
| 1000       | 1.11                          | 0.37              |
| 100        | 1.17                          | 0.47              |

TABLE I. Model parameters for different pump-pulse widths.
APPENDIX A: ELECTROMAGNETIC RESPONSE OF A SUPERCONDUCTOR WITH HIGGS MODULATIONS

Consider a superconductor with a time-dependent superfluid density \( n_s \),

\[
    n_s(t) = n_{s,0} + \delta n(t),
\]

where \( n_{s,0} \) is the steady-state value of \( n_s \) and \( \delta n(t) \) is a modulation due to Higgs oscillations. In the main text, we focused on the monochromatic case, \( \delta n(t) = 2\delta_n \cos(\omega_H t) \), but we now consider a more general situation. When probed by a weak electromagnetic field, the current density in the system can be written as

\[
    j(t) = \int dt' \Pi(t-t')v_s(t') + \int dt'dt''K(t-t', t-t'')\delta n(t')v_s(t''),
\]

which is correct to linear order in both \( v_s = (\hbar/2e)\nabla\theta - A \) (\( \theta \) is the superconducting phase and \( A \) is the vector potential) and the Higgs modulation \( \delta n \). Here, for simplicity, we have assumed these fields to be homogeneous in space; otherwise, one must generalize the response functions \( \Pi \) and \( K \) to include spatial dependence as well. By causality, \( \Pi(t_1) \) and \( K(t_1, t_2) \) vanish unless their arguments are positive.

After Fourier transforming, the relation above becomes

\[
    j(\omega) = \Pi(\omega)v_s(\omega) + \int d\omega'K(\omega', \omega-\omega')\delta n(\omega')v_s(\omega-\omega').
\]

One can recover Eq. (4) for \( K(t-t', t-t'') \propto \delta(t-t')\delta(t-t'') \), i.e., by assuming an instantaneous response to the external fields. This procedure is justified in the limit where the external fields vary slowly compared to all microscopic energy scales, and we assume that this is a good starting approximation for the frequencies considered here. Note that this form respects causality and therefore is guaranteed to satisfy the Kramers-Kronig relations. Also note that in our comparison to experiment, dissipation is taken into account in \( \Pi(\omega) = -i\omega\sigma(\omega) \), where \( \sigma(\omega) \) is chosen as in the discussion following Eq. (27).

APPENDIX B: DETERMINING THE OPTICAL CONDUCTIVITY OF AN EQUIVALENT HOMOGENEOUS MEDIUM

In the time-resolved experiments, one measures the pump-induced difference in the complex, reflected, electric field \( \Delta \bar{E}_r(\omega) \). The “raw” complex reflection coefficient in the photoexcited state \( \bar{r}_{\text{pumped}}(\omega) \) can then be extracted by inverting the following equation:

\[
    \frac{\Delta \bar{E}_r(\omega)}{\bar{E}_r^0(\omega)} = \frac{\bar{r}_{\text{pumped}}(\omega) - \bar{r}_0(\omega)}{\bar{r}_0(\omega)},
\]

where \( \bar{r}_0(\omega) \) is the unperturbed complex reflection coefficient of \( K_5C_6 \) known from broadband FTIR measurement and \( \bar{E}_r^0(\omega) \) is the reflected electric field in the unperturbed state. If the pump light penetrates to a distance which is several times longer than the probe light, one can assume that the probe pulse samples a volume in the material that has been homogeneously transformed by the pump. In this case, it is possible to directly extract the complex-valued optical response functions by inverting the Fresnel equations.

The conditions assumed in the previous paragraph are not correct for the experiments presented here because the penetration depth of the midinfrared pump (220 nm) is at least 3 times shorter than that of the THz probe (600–900 nm). Nevertheless, it is instructive to see what results for the optical conductivity would be obtained if the assumption is made.

In the first panel of Fig. 7, we show raw data for the reflectivity, in equilibrium and after photoexcitation by pulses of three different lengths. In the second and third panels, we show the values of \( \sigma_1(\omega) \) and \( \sigma_2(\omega) \) that one would obtain from the observed reflectivities using the Fresnel equations, assuming optical conductivities independent of distance from the surface.

In contrast, the curves in Fig. 4 were obtained after taking into account that the penetration depth of the probe radiation is longer than that of the pump pulse, using the following approach. As the pump penetrates the material, its intensity is reduced, and it will induce progressively weaker changes in the refractive index of the sample.
This situation is modeled by “slicing” the probed thickness of the material into thin layers, where we assume that the pump-induced changes in the refractive index are proportional to the pump intensity in the layer, i.e., \( \tilde{n}(\omega, z) = \tilde{n}_0(\omega) + \Delta \tilde{n}(\omega)e^{-\alpha z} \), where \( \tilde{n}_0(\omega) \) is the unperturbed complex refractive index, \( \alpha \) is the attenuation coefficient at the pump frequency, and \( z \) is the spatial coordinate along the sample thickness.

For each probe frequency \( \omega_p \), the complex reflection coefficient \( \tilde{r}(\Delta \tilde{n}) \) of such a multilayer stack is calculated with a characteristic matrix approach \([58]\), keeping \( \Delta \tilde{n} \) as a free parameter. As Eq. (B1) directly relates the measured quantity \( \Delta \tilde{E}_r(\omega)/\tilde{E}_r(\omega) \) to the changes in reflectivity, we can extract \( \Delta \tilde{n} \) by minimizing numerically:

\[
\left| \frac{\Delta \tilde{E}_r(\omega_i)}{\tilde{E}_r(\omega_i)} - \frac{\tilde{r}(\omega_i, \Delta \tilde{n}) - \tilde{r}_0(\omega_i)}{\tilde{r}_0(\omega_i)} \right|.
\]  

Note that \( \Delta \tilde{n}(\omega) \) represents the pump-induced change in the refractive index at the surface, where the pump has not yet been attenuated by the absorption in the material. By taking \( \tilde{n}(\omega) = \tilde{n}_0(\omega) + \Delta \tilde{n}(\omega) \), one can reconstruct the optical response functions of the material as if it had been homogeneously transformed by the pump.

The blue data points in Fig. 4 show the data processed in this manner to obtain the optical properties applicable to the region closest to the surface, where the excitation pulse is strongest. Specifically, panels in the second and third columns show the effective values of \( \sigma_1(\omega) \) and \( \sigma_2(\omega) \) deduced for this region, while the first column shows the reflectivity that would be expected if these values of the optical conductivity were to hold independent of depth. The blue solid curves show values obtained from the theoretical model with Higgs modulation. Comparing Figs. 4 and 7, we see that while the curves differ in detail, the enhanced optical response for the shortest pulse data, seen in both figures, tends to support our theoretical model. In particular, while we do not actually observe amplification in the raw reflected signal, our analysis suggests that amplification would have been observed if the pump pulse were able to penetrate more deeply into the sample.

APPENDIX C: SIMULATION OF THE POSSIBLE EFFECTS OF SAMPLE HEATING

In this Appendix, we consider whether the optical properties observed in the experiment could be due to the temperature change of the sample caused by absorption of the pump laser. In the following, we simulate the expected change in optical properties that would arise if the only effect of the midinfrared pump laser consisted of heating up the sample. As discussed in Appendix B, the finite penetration depth of the pump has to be taken into account to obtain the response functions of a homogeneously transformed medium. Note that this also applies in a heating scenario, where the amount of energy absorbed from the pump decays exponentially as a function of distance from the surface \([59]\). To describe this scenario, we model the energy density deposited by the pump as

\[
E(z) = (1-R) \frac{F}{d_{pump}} \exp \left( -\frac{z}{d_{pump}} \right),
\]  

where \( R \) is the reflectivity of the sample at the frequency of the pump, \( d_{pump} \approx 0.22 \mu \text{m} \) is the intensity penetration depth of the pump calculated from the unperturbed optical properties as \( 4\pi \text{Im}(\tilde{n}(\lambda_{pump}))/\lambda_{pump} \), and \( F = 4.5 \text{ mJ/cm}^2 \) is the excitation fluence. The temperature profile \( T(z) \)
inside the sample is related to the deposited energy density $E(z)$ by the following integral equation:

$$E(z) = \int_{T_i}^{T(z)} C_p(T) dT, \quad (C2)$$

where $T_i = 100$ K is the initial temperature of the sample and $C_p(T)$ is the specific heat of $K_3C_{60}$ taken from the interpolation of an equilibrium measurement [60]. At the surface of the material, the temperature reaches approximately 280 K for the fluence used in this work. As heat diffusion happens on much longer timescales [61] than those explored in this work, the temperature profile $T(z)$ is assumed to be constant in time.

The spatial distribution of the complex refractive index is then determined via $\tilde{n}(\omega, z) = \tilde{n}(\omega, T(z))$. The corresponding values of $\tilde{n}(\omega, T)$ are extracted from equilibrium measurements of $\tilde{n}(\omega)$ at 100 K, 200 K, and 300 K, with a linear interpolation for intermediate values. We note that the equilibrium optical properties of $K_3C_{60}$ show a very weak temperature dependence in the range between 100 K and 300 K [8].

The complex reflection coefficient of this stratified medium $\tilde{r}_p(\omega)$ is then calculated using a characteristic matrix approach [58]. From this, the quantity that would be measured in a transient THz reflection experiment, $\Delta \tilde{E}_r(\omega)/E_r^0(\omega)$ [see Eq. (B1)], is then obtained as

$$\frac{\Delta \tilde{E}_r(\omega)}{E_r^0(\omega)} = \frac{\tilde{r}_p(\omega) - \tilde{r}_0(\omega)}{\tilde{r}_0(\omega)}, \quad (C3)$$

where $\tilde{r}_0(\omega)$ is the complex equilibrium reflection coefficient at the base temperature $T = 100$ K. The result of this calculation is then reprocessed to extract the optical properties of a homogeneously transformed medium using the same method as described in Appendix B. The results are shown in Fig. 8. Importantly, the reconstructed optical properties show very different signatures from those shown in Fig. 4. The reflectivity of the homogeneously transformed medium is only slightly enhanced ($\approx 5\%$) with respect to the equilibrium value, and the optical conductivity spectrum shows an increase of the Drude spectral weight in $\sigma_1(\omega)$, rather than the opening of an optical gap. Furthermore, while the data reported in Fig. 4 show no change for all probe photon energies greater than about 18 meV, the simulated data show changes up to about 30 meV. These observations show that the signatures of Higgs-based amplification—such as above-unity reflectivity, a negative $\sigma_1(\omega)$, and divergent $\sigma_2(\omega)$—cannot be explained in a heating-only scenario.

**APPENDIX D: EXPRESSING THE REFLECTIVITY IN TERMS OF A COMPLEX CONDUCTIVITY FUNCTION**

In theory, we compute the complex reflection amplitude $r$, using Eq. (20). To convert this to a conductivity function, we use the Fresnel relation for the reflection amplitude at the interface between two media,

$$r(\omega) = \frac{\sqrt{\epsilon_{\text{out}} - i \sqrt{-\epsilon(\omega)}}}{\sqrt{\epsilon_{\text{out}} + i \sqrt{-\epsilon(\omega)}}}. \quad (D1)$$

Here, the first medium is diamond, which, to a good approximation, has a frequency-independent dielectric function $\sqrt{\epsilon_{\text{out}}} = 2.37$. This relation is inverted,

$$\epsilon(\omega) = \epsilon_{\text{out}} \left( \frac{1 - r(\omega)}{1 + r(\omega)} \right)^2, \quad (D2)$$

in order to obtain the complex conductivity using

$$\sigma(\omega) = -ie_0\omega[\epsilon(\omega) - \epsilon_s].$$
**APPENDIX E: OPTICAL CONDUCTIVITY IN THE NORMAL STATE**

We model the optical conductivity $\tilde{\sigma}(\omega)$ of the equilibrium normal state as the sum of a Drude peak, representing the conduction band, and a sum of three Lorentzians, representing a broad midinfrared absorption peak [56]:

$$\sigma_{\text{eq}}(\omega) = \frac{\Lambda_{\text{eq}}}{\gamma_D - i\omega} + \sum_{n=1}^{3} \frac{B_n\omega}{i(\Omega_n^2 - \omega^2)} + \gamma_n \omega.$$

(A1)

A fit to the optical conductivity of the equilibrium normal state in the measured range 4 meV/h $< \omega < 100$ meV/h (see Fig. 9) gives the following values: $\Lambda_{\text{eq}} = 3.470$ $\Omega^{-1}$ cm$^{-1}$ meV/h, $\gamma_D = 3.56$ meV/h, $B_1 = 18.300$ $\Omega^{-1}$ cm$^{-1}$ meV/h, $\Omega_1 = 70.4$ meV/h, $\gamma_1 = 86.6$ meV/h, $B_2 = 4.600$ $\Omega^{-1}$ cm$^{-1}$ meV/h, $\Omega_2 = 26.1$ meV/h, $\gamma_2 = 34.0$ meV/h, $B_3 = 2.400$ $\Omega^{-1}$ cm$^{-1}$ meV/h, $\Omega_3 = 102.6$ meV/h, and $\gamma_3 = 35.0$ meV/h.
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**FIG. 9.** Optical conductivity of the normal state at equilibrium. Black dots: measured conductivity. Blue curve: fit to a sum of Drude and Lorentzian peaks, Eq. (A1). Orange and green curves: contributions to $\sigma_1$ arising from the Drude peak and Lorentzian peaks, respectively. The Lorentzian peaks represent a broad midinfrared absorption peak, which we assume, for simplicity, not to be affected by the onset of superconductivity.
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