Translation Invariant Global Estimation of Heading Angle Using Sinogram of LiDAR Point Cloud
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Abstract—Global point cloud registration is an essential module for localization, of which the main difficulty exists in estimating the rotation globally without initial value. With the aid of gravity alignment, the degree of freedom in point cloud registration could be reduced to 4DoF, in which only the heading angle is required for rotation estimation. In this paper, we propose a fast and accurate global heading angle estimation method for gravity-aligned point clouds. Our key idea is that we generate a translation invariant representation based on Radon Transform, allowing us to solve the decoupled heading angle globally with circular cross-correlation. Besides, for heading angle estimation between point clouds with different distributions, we implement this heading angle estimator as a differentiable module to train a feature extraction network end-to-end. The experimental results validate the effectiveness of the proposed method in heading angle estimation and show better performance compared with other methods.

I. INTRODUCTION

Global localization is important in many robotic applications. During recent years, lots of successful vision based methods are presented [1]–[4], following a staged process of place recognition then pose estimation. However, vision based methods are sensitive to strong appearance and viewpoint changes, which cannot be avoided in long-term outdoor applications. Alternatively, LiDAR based methods are much more stable to appearance variations and can perform place recognition when the robot revisits a place in a different viewpoint [5]–[9]. However, this advantage raises a new challenge for downstream pose estimation. Currently, the widely-used point cloud registration techniques e.g. ICP [10], have local convergence and call for good initial values. However, the heading angle between the retrieved laser scan and the current one might be large, leading to the failure of pose estimation. Some works are designed to solve point cloud registration globally by feature matching [11]–[14] or exploring the whole solution space under the branch-and-bound framework [15], [16]. But the former relies on the quality of the correspondences, while the latter is time-consuming. Therefore, the global point cloud registration becomes the bottleneck to take advantage of the 360-degree view of the LiDAR, and solve the full global localization problem.

A more recent line of works takes advantage of the relatively planar terrain in many applications and IMU-aided coarse gravity alignment to reduce the pose estimation to 3 or 4DoF [17]–[19], among which only the heading angle is nonlinear. Given that the retrieved point cloud is generally close to the current one, some works turn to focus on global heading angle estimation between two gravity-aligned point clouds [20]–[23]. A popular way is to convert the point cloud representation from 3D Cartesian coordinate to range image so that the relative heading angle is reflected on the translational shift of the image, thus can be estimated by traversing all possible shifted images [23] or direct regressed based on deep neural network [20]. The weakness of this representation is the sensitivity to the quality of gravity alignment and the translation distance between point clouds. In [21], [22], the polar bird-eye view (BEV) of point cloud is proposed to achieve the transformation from rotational difference to translational shift, which increases the tolerance to noise in pitch and roll. However, in this representation, the translation still couples with rotation and deteriorates the accuracy.

In this paper, we set to propose a translation invariant representation for global heading angle estimation between gravity-aligned point clouds. As shown in Fig. 1, the translation invariant representation is developed based on the sinogram generated by the Radon Transform (RT), which is widely used in medical computed tomography [24]–[26]. The sinogram is parameterized by integrations along a set of scanning lines, where the x- and y-axis refer to the slope and offset of the scanning lines, respectively. Under this representation, the heading angle between point clouds is reflected as the shift along the slope-related axis, while the
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Fig. 1. The pipeline of the global optimal heading angle estimator proposed in this paper.
translation distance is reflected as the shift along the offset-related axis coupled with the slope. We further eliminate the shift along the offset-related axis, making the resultant representation invariant with translation, and can be efficiently solved based on the circular cross-correlation along the slope-related axis. Experiments show that our method preserves the robustness to gravity noise because of BEV [22], and translation invariance because of sinogram. As there exist fast algorithms to implement RT, the onboard processing frame rate can exceed 500Hz. In addition, we only use the binary occupancy information to generate the BEV, thus the storage can be largely saved, which is desired by light-weighted autonomous robots. Furthermore, we propose to integrate RT as a differentiable heading angle estimation module in a deep network that extracts dense features from BEVs. In this way, the heading angle estimation between point clouds in different distributions, e.g., scan and submap, can also be estimated with high accuracy, which releases the storage pressure of keeping all raw scans when building the map. Finally, toycase studies and experimental results both validate the superior performance of the sinogram based method in effectiveness and efficiency. In summary, the contribution consists of

- A sinogram based heading angle estimation method, which achieves translation invariance and global convergence.
- A differentiable RT, embedded in a deep neural network for dense feature extraction, enabling heading angle estimation between scan and submap.
- Toycase and real-world experimental results verify the theoretical insights and demonstrate better performance in testing and generalization trials.

II. RELATED WORK

A. Place recognition

Place recognition is the first stage of global localization. As the in-place rotation does not change the place, this module generally only cares about the translation error between the query place and the retrieved place. LiDAR has gained lots of attention in recent years due to its robustness to appearance changes in the sensor data level. Early trials extend the visual place recognition [2] to LiDAR, such as PointNetVLAD [5]. Since the geometry in LiDAR is fully observed, more studies try to utilize this property for special architecture design for LiDAR and achieve better performance [7], [21], [22]. With the 360-degree view, point cloud based place recognition can retrieve the correct place when the current visit is in the opposite direction of the mapping visit [9], [27], [28].

B. 3D point cloud registration

6DoF pose estimation is the second stage of global localization following place recognition. Generally, LiDAR based pose estimation is achieved by 3D point cloud registration in local or global optimal ways. Local solutions [10], [29], [30] construct data association across two point clouds based on nearest neighbor searching in Cartesian space, thus an initial pose is required for accurate pose estimation. Global solutions can be divided into feature matching based approaches and correspondence-free approaches. Feature matching based methods extract handcrafted or learned keypoint features and construct data association based on the descriptors [11]–[13], [31]. As it’s difficult to guarantee the reliability of point cloud features, RANSAC [11], [32], [33] or M-estimation [34], [35] are widely applied to suppress restricted outlier matches. To improve the global convergence and the robustness against high outlier ratio, TEASER [14] designs invarient measurements that remove outliers before feeding correspondences into backend solver, and achieves robustness to more than 90% outliers. However, the optimality is still coupled with the quality of matches. Correspondence-free approaches are designed based on the branch-and-bound framework, in which the solution space is divided and explored for global optimal estimation [15], [16]. Though with optimality guarantee, these approaches are extremely time-consuming and are not suitable for real-time applications.

C. Heading angle estimation

Considering the relatively flat local terrain, IMU aided coarse gravity alignment, and the fully observed geometry, the pose estimation can be reduced to 3DoF in many applications, e.g., autonomous driving. Furthermore, as the correct place recognition can guarantee the adjacency between two point clouds, recent methods focus on the global estimation of the heading angle. [36] represents the place into scan context, and estimates the heading angles by column shift, which takes advantage of the cyclic correlation for holistic alignment. [20] transforms the 3D point cloud into the spherical coordinate based range image, and estimates the heading angle by direct regression using a neural network. As there is no explicit architecture constraint in the estimator, the accuracy and generalization are limited. To overcome this problem, inductive bias is introduced in the network architecture design. In [23] the cyclic correlation is utilized to estimate the heading angles between features learned from range images. This representation could demonstrate good performance in planar motion. However, this representation is sensitive to the gravity alignment and the relative translation. To address the first problem, BEV representation is proposed, and frequency transform is applied for heading angle estimation in [22], [37]. These methods even show good performance on heterogeneous sensor modalities. However, the translation is still coupled in the representation, which biases the estimation results. In this paper, we set to equip the heading angle estimator with certifiable translation invariance.

III. PRELIMINARIES ON SINOGRA

We first briefly introduce the RT theory. Given an image \( I \) with size \( S \times S \), RT is a linear integral transform that reformulates the image with line parameters. Specifically, given a parameterized scanning line \( ku + \tau = 0 \), where \( k \) is the slope controlled by the incident angle \( \theta \), i.e., \( k(\theta) = [\sin(\theta), \cos(\theta)] \), \( \tau \) is the offset, and \( u \in [0, S) \times [0, S) \) is the
Thus for any scanning line $k$ {the relationship between the 2D transformation on image space and the corresponding sinogram are drawn in (c) and (d), in which the rotated angle can be inferred by the shift along the $y$-axis in (c) and (d). The dashed box shows some intermediate results at $0^\circ$ and $90^\circ$ incident angles.}

pixel position, we can calculate the integral along this line on the image as

$$\mathcal{R}(\theta, \tau) \triangleq \int_I I(u) du, \quad k(\theta)u + \tau = 0$$

By screening the space of $\{\theta\}$ and $\{\tau\}$, i.e., the whole space of the scanning line parameters on the image, we finish RT of the image $I$, and achieve a completed $\mathcal{R}$ called the sinogram of $I$. Note that the sinogram is also a 2D polar image with $\theta$ and $\tau$ spanned along the two axes. Different from the polar representation in [20]–[23], the rotation angle and its reference coordinate are controlled externally instead of being anchored with the robot positions. The process can be regarded as rotating a scanner for integration with an array of parallel scanning lines as shown in Fig. 2.

**Shift property of sinogram:** We now derive the relationship between the 2D transformation on image space and the corresponding shift on the sinogram. Let $\{R(\alpha), t\}$ denotes the 2D transformation, in which $R(\alpha) \in SO(2)$ is the rotation matrix constructed by angle $\alpha$, and $t \in \mathbb{R}^2$ is the translation vector. Each pixel on the transformed image $I'$ can be derived as

$$I'(u) = I(R(\alpha)u + t)$$

Thus for any scanning line $k(\theta)u + \tau = 0$ on $I$, we can find a scanning line $k(\theta')u + \tau' = 0$ that integrates out the same result on $I'(u)$, of which the slope $k(\theta') = R(\alpha)k(\theta) = k(\theta + \alpha)$, and the offset $\tau' = k(\theta)t + \tau$. In this way, the corresponding sinogram can be derived as

$$\mathcal{R}'(\theta, \tau) = \mathcal{R}(\theta - \alpha, \tau - k(\theta)t)$$

From Eq (3) we can notice that under the RT based representation, the rotational and translational parts of 2D transformation are decoupled, and are reflected by shifts along the two axes of the sinogram, respectively. With this important shift property, we can build an estimator of heading angle in the next section.

![Fig. 2. Radon Transform process and the shift property. The image in (b) is generated by rotating the image in (a) by $90^\circ$, and their corresponding sinograms are drawn in (c) and (d), in which the rotated angle can be inferred by the shift along the $y$-axis in (c) and (d). The dashed box shows some intermediate results at $0^\circ$ and $90^\circ$ incident angles.](image)

**IV. Global Estimation of Heading Angle**

**A. Problem statement**

Given a query 3D point cloud $Q \triangleq \{q\}$ and a point cloud $P \triangleq \{p\}$ retrieved by place recognition, global registration aims at estimating the 3D rigid transform between the two point clouds for localization. Following a common fact that the robot moves on locally planar terrain and the gravity could be aligned by IMU, we consider that the relative pitch and roll are slight, thus the nonlinearity for global registration only relates to the heading angle.

If translation disturbance is neglected, the global optimal heading angle could be solved by traversing all rotational angles [22], [23]. However, the representations in these methods are not translation invariant. When the translation can not be neglected, the estimated optimal results would be biased. We set to consider the effect of translation, and still solve the heading angle in global.

We follow [22] to generate BEV images of $Q$ and $P$, namely $B_Q$ and $B_P$, which suppress the influence of the noisy gravity alignment. To get rid of the effect from the absolute heights of different robots, we encode the BEV with the only binary occupancy information, which also largely saves the storage. At this point, by regarding the small components as noise $n_B$, the relative 2D transformation between the two BEV images leads to

$$B_Q(u) = B_P(R(\alpha)u + t) + n_B$$

where $u$ is the position vector indexed in the BEV. Now the problem of estimating the relative heading angle could be defined as

$$\alpha^* = \arg\min_\alpha \|B_Q(u) - B_P(R(\alpha)u + t)\|$$

Unfortunately, it is difficult to solve it directly to find the global optimal value.

**B. Global sinogram shift solver**

We apply RT to both BEVs, leading to $\mathcal{R}_Q$ and $\mathcal{R}_P$. Referring to [3], we have

$$\mathcal{R}_Q(\theta, \tau) = \mathcal{R}_P(\theta - \alpha^*, \tau - k(\theta)t) + n_R$$

where $n_R$ denotes the integrated noise. To solve $\alpha$ using sinogram, we have to eliminate the shift coupled with incident angle and translation along the axis of $\tau$.

**Shift invariant transformation:** Our idea is to transform the row vectors on the sinogram into a shift invariant representation, so that the effect from $t$ is eliminated and only row shift exists between two sinograms. We achieve this by applying 1D discrete Fourier transform (DFT) on each row vector and calculate the magnitude of the result

$$|\mathcal{F}(|\mathcal{R}_Q(\theta, \tau)|)| = |\mathcal{F}(|\mathcal{R}_P(\theta - \alpha^*, \tau - k(\theta)t)|)|
= |\mathcal{F}(|\mathcal{R}_P(\theta - \alpha^*, \tau)|)|$$

where $\mathcal{F}(\cdot)$ is the DFT operator and $\theta_i$ denotes ith row on the sinogram. By stacking the magnitude of the spectrum for each row on $\mathcal{R}_Q$ and $\mathcal{R}_P$, we can transform the two
When the query and retrieved point clouds are in the same distribution of point clouds would be different. The loss is designed as the Kullback-Leibler divergence (KLD) between \( p(\theta) \) and the one-hot distribution \( 1(\theta - \alpha^*) \) generated based on the groundtruth of heading angle \( \alpha^* \).

\[
\text{loss} = KLD(p(\theta), 1(\theta - \alpha^*))
\]

VI. EXPERIMENTS

In this section, we first utilize a toycase study to validate the translation invariance property of the RT based representation and its superiority compared with the other polar image representations. Then we utilize two real-world datasets to demonstrate the efficiency and accuracy of the proposed RT based heading angle estimator, and its ability to deal with point clouds in different distributions.

A. Implementation and Training

During training the BEV image is generated with the resolution of 400 \( \times \) 400, and one image pixel relates to 0.5 meter. The network is implemented with PyTorch [40] and the Adam [41] optimizer is utilized for training with learning rate of 1e \(-4\). We randomly rotate the input BEV images for data augmentation.

B. Toy Case Study

We first design a toycase to validate the translation invariance of the proposed method for heading angle estimation. Specifically, we translate a point cloud by a distance between [-5m, 5m] and rotate it by an angle between \( [0^\circ, 360^\circ] \). We then compare different representations by estimating the transformation between the original and the transformed point clouds, adopting the same circular cross-correlation backend. The comparison representations include the polar BEV based Scan Context [21] and the range image used in [20], [23]. The heading angle resolution in all the representations is \( 1^\circ / \text{pixel} \). The Scan Context is generated with the max range and ring number as 100. The height of the range image is 100 with 50\(^\circ\) field of view. The representations and their estimation errors are drawn in Fig. 4.

From the results we can see that the translation distances largely influence the results estimated by Scan Context and range image representations. They can only achieve good performance when the translation is small. While the results estimated by our proposed representation are not affected. As the distributions of the two point clouds are theoretically the same, our method can achieve zero estimation error on all the relative transformations as shown in Fig. 4.
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C. Datasets and experimental setting

We utilize MulRan [42] and NCLT [43] datasets for real-world experiment verification. The performance of heading angle estimation between laser scans and laser scan to laser submap are both evaluated. A laser submap is constructed using laser scans collected within 50 meters. For BEV based representations we remove the ground points following [22].

MulRan dataset [42] is a multimodal range dataset for urban place recognition. The data is collected in four places in Korea, with three trajectories collected in each place. We reserve the first trajectory in DCC (DCC01) for network training, and evaluate the performance on DCC02, DCC03 and the three trajectories collected in KAIST. Considering the overlaps across trajectories, we utilize DCC03 as the map and retrieve scans/submaps from it for each scan in DCC02. In KAIST dataset the trajectory KAIST02 is set as the map. Note that the scenario is changed from DCC to KAIST, thus the evaluation on KAIST can be regarded as testing generalization across places. The retrieval occurs if relative translation between two point clouds is within 5m.

NCLT dataset [43] is a long-term vision and lidar dataset collected in the University of Michigan’s North Campus. A Velodyne HDL-32E 3D LiDAR is equipped on a Segway robot for data collection. We utilize the NCLT dataset to validate the generalization performance as both the scenario and sensors are changed. The trajectory collected on “2012-01-08” is utilized as the map, and we test the heading angle estimation on the other six trajectories collected on “2012-03-17”, “2012-05-26”, “2012-06-15”, “2012-08-20”, “2012-09-28” and “2012-10-28”. The other settings are kept the same with MulRan dataset. Note that for the compared methods that show poor generalization performance, we retrain their networks using the trajectories “2012-02-04”.

D. Compared methods

We compare with learning-based methods OREOS [20] and DiSCO [22], and one of the state-of-the-art 3D global point cloud registration method Teaser++ [14]. Note that our method is training-free when the point clouds have similar distributions. To get rid of the influence from the place recognition supervision, all the networks are retrained using the same data and only supervised by the rotation loss. The random circular column shift is applied during the network training process.

OREOS [20] is implemented using PyTorch following the network structure in their paper. We generate the input range images with the size of 32 × 360.

DiSCO [22] utilizes the multi-layer Scan Context as input. We generate the input into 20 layers following the settings in their paper with the rotational resolution of 1° per pixel. The size of the input is 40 × 360 × 20.

Teaser++ [14] can robustly register two point clouds in the presence of a large percentage of outlier correspondences. We utilize FPFH [11] feature descriptors for correspondence generation. The input point clouds are downsampled by a voxel filter with 0.5m resolution.

E. Scan-to-scan heading angle estimation

We first perform the scan-to-scan heading angle estimation in MulRan and NCLT datasets by retrieving the original laser scans for estimation. Since the density distributions between the retrieved and query point clouds are similar, in our proposed method we do not utilize the network for feature extraction and directly estimate heading angles based on BEVs. While for OREOS [20] and DiSCO [22] the networks are trained on DCC01 and “2012-02-04” respectively for each dataset as noted in VI-C and VI-D. The results are drawn in Fig. [5] We also summarize the trajectories in each dataset and list the statistics in TABLE [I]. The statistics include the percentages of estimation results that are less than the set thresholds (1°/3°/5°), and the quartile encoding the estimation errors at the percentage of 25%, 50% and 75% of the whole results.

As the results show, our method could achieve the smallest estimation errors compared with the other methods with no need to extract features using network. Based on the results in the table we can see that the regression-based learning method OREOS shows larger estimation errors compared with the others that solve the results with structural constraints. And Teaser++ solves the relative transformation between point clouds in 6DoF, thus showing larger estimation errors than DiDoF in MulRan dataset in which the car

---

**Fig. 4.** The toy case study that reflects the influence of relative translation between point clouds on heading angle estimation. The first column shows three representations and the second and third columns show the heading angle estimation errors computed based on these representations. The x-axis in the second and third columns denotes the rotated heading angles, and the y-axis denotes the relative translation.

**Fig. 5.** Scan-to-scan estimation results on MulRan and NCLT datasets.
drives on the planar road. However in NCLT dataset, the degree of freedom of the Segway robot includes the rotation in pitch, thus the noise of gravity alignment would affect the representations in OREOS and DiSCO, while Teaser++ could achieve better performance. Note that though the DiSCO also utilizes BEVs as input, the height information is discretized and used in the multi-layer representation, which increases the sensitivity to the gravity alignment and height differences between sensors. As only occupancy information is used in our representation, we could achieve better performance compared with the other methods in NCLT dataset.

Based on the results we can notice that as the data distributions are largely different in BEV-based representation, the accuracy of ours and DiSCO’s are decreased. But our performance is still better than the compared methods and 95% of the estimation errors are less than 5° in MulRan dataset. As we utilize the scans with graph optimized poses for submap generation in NCLT dataset, the noise of gravity alignment is less compared with the one in the scan-to-scan test, thus the performance of DiSCO in NCLT dataset is better. The difference in data distributions also influences Teaser++ as the point cloud features cannot keep consistency in this situation. Also it is interesting to notice that, our method without a feature extraction network could also demonstrate good performance in many trajectories as the circular structural constraint is applied for solution exploration. And the feature extraction network helps improve the consistency between scan and submap, and can generalize even when both the scenarios and equipment are changed.

G. Runtime Evaluation

We evaluate the time cost of our method on a GeForce RTX 2070 GPU with an Intel i7-9700 CPU. The details of the time cost are listed in TABLE III. The “Preprocess” module projects the original 3D laser point clouds to generate the occupancy-based BEV images. The “Feature extraction” module calculates the translation invariant representations from original or masked BEVs. “Heading angle estimation” performs the circular cross-correlation to calculate the global optimal results. Based on the results we can find that if the point clouds are in the same distribution and the network is not required for feature extraction, only around 1ms is taken to compute the global heading angle. If the network is used the total time cost is around 53ms, which also meets the requirement for real-time computation.

TABLE III

| Preprocess | Feature extraction | Heading angle (wo/w network) | Total (wo/w network) |
|------------|--------------------|-----------------------------|---------------------|
| time(ms)   | 0.58               | 0.28/52.1                   | 0.21               |
|            |                    | 1.07/52.89                  |                    |

VII. CONCLUSION

In this paper, a translation invariant representation is proposed for heading angle estimation between gravity-aligned point clouds. The sinogram is generated to transform the occupancy-based BEV into the polar image based on Radon Transform. We further eliminate the influence of translation on this representation, and achieve global optimal heading angle estimation efficiently using circular cross-correlation. To address the point clouds in different distributions, we train a feature extraction network with the differentiable heading angle estimator integrated. And the trained model can be generalized to different places and sensors. The experimental results validate both the accuracy and efficiency of the proposed method compared with the other methods.

In the future, we propose to integrate this method into the full localization system, and focus on heading angle estimation on heterogenous maps.
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