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Abstract

Serial analysis of gene expression (SAGE) data have been poorly exploited by clustering analysis owing to the lack of appropriate statistical methods that consider their specific properties. We modeled SAGE data by Poisson statistics and developed two Poisson-based distances. Their application to simulated and experimental mouse retina data show that the Poisson-based distances are more appropriate and reliable for analyzing SAGE data compared to other commonly used distances or similarity measures such as Pearson correlation or Euclidean distance.

Background

Serial analysis of gene expression (SAGE) is an effective technique for comprehensive gene-expression profiling. It has been used in studies of a wide range of biological systems [1-5]. Several SAGE analysis methods have been developed, primarily for extracting SAGE tags and identifying differences in mRNA levels between two libraries [2,3,6-11]. However, searching for patterns and grouping transcripts into expression clusters provides additional insight into the biological function and relevance of genes that show different expression. Thus, it is essential to investigate appropriate and reliable clustering methods for analyzing SAGE data.

Successful clustering analysis depends on choosing an appropriate distance or similarity measure [12] that takes into account the underlying biology and the nature of the data. Commonly used measures include the Pearson correlation and Euclidean distance for data with a normal distribution [12]. Those measures have been successful in microarray expression data analysis. However, SAGE data are generated by sampling, which results in 'counts', and are governed by different statistics from those of microarray data. Thus, the distance metrics suitable for measuring dissimilarity of microarray data may not be suitable for SAGE data. In this regard, SAGE data have been poorly exploited owing to a lack of appropriate statistical methods that consider the specific properties of SAGE data.

In this paper, we assume that the tag counts follow a Poisson distribution. This is a natural assumption seeing how SAGE data are generated (see Materials and methods for details). We use the chi-square statistic as a measure of the deviation of observed tag counts from expected counts, and employ it within a K-means clustering [13] procedure. We call this
newly developed algorithm PoissonC. To evaluate the PoissonC algorithm, we applied it to a simulated dataset and a set of experimental mouse retinal SAGE libraries. The simulation results demonstrate clear advantages of using the chi-square statistic over Pearson correlation and Euclidean distance when the data are sampled from Poisson distributions. When applied to the mouse retinal SAGE libraries, PoissonC produced clusters of more biological relevance than clusters generated by some other popular clustering methods. This superior performance of PoissonC partially confirms the validity of the Poisson model.

In addition to the chi-square statistic, we also studied the use of the log-likelihood: that is, the logarithm of the joint probability of the observed counts under the expected model as a measure of similarity in the K-means clustering procedure. We call this algorithm PoissonL. The PoissonL algorithm is based purely on the Poisson assumption; thus it would not work well unless the data follow at least an approximate Poisson distribution. PoissonL and other methods, including PoissonC, K-means using Pearson correlation distance (PoissonC), and K-means using Euclidean distance (Eucli), were applied to a set of 143 mouse SAGE tags with known functional annotations. The clustering results show that PoissonL performs the best and PoissonC second (both within 5% error rate). Both PoissonL and PoissonC outperform PearsonC and Eucli. The success of Poisson-based algorithms further confirms the validity of the Poisson model.

Although PoissonL performs best, it is also the slowest. It is at least 10 times slower than any of the other algorithms. Thus, PoissonC is more practical and appropriate for large SAGE datasets, providing results comparable to PoissonL but computationally much more efficient. The software of K-means procedure using the above distances and similarity measures is available to researchers at [14].

In this study, we implemented the Poisson-based distances in the K-means procedure to show that the Poisson-based distances perform better than Pearson correlation and Euclidean distance in clustering SAGE data. In addition to K-means, many other popular clustering methods are being used for revealing patterns of gene expression, including hierarchical clustering [15,16], self-organizing maps (SOMs) [17] and model-based cluster methods [18-20]. The Poisson-based distances can be implemented in those clustering procedures as well.

Results
Clustering results of the simulation data
To evaluate the performance of the PoissonC algorithm, we first applied it to simulated data. An illustrative example of the simulated dataset is shown in Table 1, which consists of simulated counts of 20 tags at five time points. All the counts are generated independently from Poisson distributions, and the 20 tags belong to four groups - A, B, C, and D - according to the models they are generated from. The four groups are of size three, four, six, and seven, respectively. The tags from the same group have the same expression profile, and the expression profile is determined by the relative expression across different time points rather than the absolute expression level. For instance, b4 from group B is generated from the Poisson distributions with means $\mu = (10,30,30,60,10)$, while other members of group B are generated from the Poisson distributions with mean $\mu' = (10,30,30,60,10); \mu = 10 \mu'$. For comparison, we applied PoissonC, PearsonC and Eucli to the simulated data. The clustering results from different methods are shown in Figure 1. Data were normalized before plotting. For each tag, the count vector (tag frequency in each SAGE library) is rescaled to make the sum of the elements of the count vector equals 1; for example, $b4 = (109,306,296,620,93)$ is rescaled to $b4' = b4/\theta$, where $\theta = 109 + 306 + 296 + 620 + 93$.

In Figure 1, only PoissonC clustered the tags correctly into four groups. PearsonC and Eucli incorrectly assigned most of the tags to clusters I and II. The poor performance of PearsonC may be due to the fact that the Pearson correlation distance only compares the shape of the curves, but neglects the magnitude of changes. For instance, the Pearson correlation coefficient (PCC) between $c4 = (10,8,8,7,12)$ and $c5 = (9,6,9,18,12)$ is only -0.16 while the PCC between $c4 = (10,8,8,7,12)$ and $d1 = (19,0,0,0,154)$ is 0.89. The Eucli algorithm identified two single-member clusters (III and IV in Figure 1). This is because Euclidean distance takes the difference between data points directly; thus it may be overly sensitive to the magnitude of changes. So, b4 and c6 are clustered alone because of their large magnitudes. To reduce the magnitude effects, we apply Eucli to the normalized data. Data normalization was performed in the same way as we did for plotting. Figure 1 shows that the clustering results on normalized data were cleaner and more accurate than the results on un-normalized data, although there were still many tags incorrectly grouped in clusters I and II.

We performed an additional 100 replications of the above simulation. PoissonC correctly clustered 90 of the 100 replicate datasets. Eucli on normalized data correctly clustered 49 of the 100 datasets while PearsonC on un-normalized data never generated correct clusters.

To further test these methods, we applied the different algorithms to a larger simulated dataset containing 2,000 tags with counts at five different time points. Results were similar to those observed for the smaller dataset (data not shown).

Thus, when data are Poisson distributed, the Poisson-based method, PoissonC, is superior to the non-Poisson methods, for example PearsonC and Eucli. The performance of the
Eucli algorithm can be improved to some extent when it is applied to normalized data.

**Clustering results of experimental SAGE data**

To validate our newly developed PoissonC algorithm on experimental SAGE data, we applied PoissonC, PearsonC and Eucli to a set of mouse retinal SAGE libraries. The raw mouse retinal data consists of 10 SAGE libraries (38,818 unique tags with tag counts \( \geq 2 \)) from developing retina taken at 2-day intervals, ranging from embryonic day 12.5 (E12.5) to postnatal day 6.5 (P6.5), P10.5 and adult [21]. Of the 38,818 tags, 1,467 with counts equal to or greater than 20 in at least one of the 10 libraries were selected. These 1,467 tags were the potentially most biologically relevant SAGE tags because of their high tag frequencies. These 1,467 tags were grouped into 30 clusters using each of the algorithms, PoissonC, PearsonC and Eucli on original and normalized data. Clusters from each algorithm were compared and analyzed in detail. In general, the patterns revealed by the clusters under different algorithms roughly agreed with each other. SAGEmap (tag to gene mapping) [22] was used to evaluate the biological relevance for all clusters. Analysis of a set of clusters corresponding to mouse photoreceptor genes is presented in Figure 2 as an illustrative example. The comparison statistics are summarized in Table 2.

The clusters in Figure 2 show high tag counts in late retinal development, that is, P6, P10 and adult, and their gene-expression pattern correlates with photoreceptor cell differentiation. The cluster generated by PoissonC contains 28 tags, and 78.6% (22 of 28) of those tags mapped to photoreceptor genes, for example rhodopsin, cone opsin and recoverin. Importantly, all five of the ‘rhodopsin’ tags were grouped together. The clusters generated by PearsonC or Eucli are
Figure 1 (see legend on next page)
much noisier. The percentages of photoreceptor-specific genes were 35.8%, 66.7% and 70.6% for PearsonC and Eucli on original and normalized data, respectively (Table 2). Only two of the five rhodopsin tags were correctly grouped by PearsonC or Eucli, or Eucli on normalized data (Table 2).

To test the sensitivity and specificity of PoissonC for clustering SAGE data, four sets of clusters (number of clusters (K) = 25) were generated for the 1,467 tags by each of the different algorithms. Thirty-four tags that showed the most dynamic and cell-specific expression in the mouse neonatal retina (developmental stages Po-P6 [21]) were selected to compare the ability of each of the four algorithms to cluster these 34 ‘cell-specific’ tags into appropriate clusters (see Additional data file). For these 34 tags, PoissonC generated clusters that are most enriched for cell-specific genes (Table 3).

It is impossible to judge the performance of the algorithms on clustering SAGE tags with unknown biological function(s). Many SAGE tags have not been annotated in the current release of SAGEmap (the version used was last updated on 3 April, 2004); for example, 126,111 of the 508,202 mouse tags are RIKEN cDNAs. For the 1,467 mouse retinal SAGE tags, 247 tags are RIKEN cDNAs (with unknown biological function) and 32 tags have no matches with SAGEmap. To compare the clustering algorithms effectively, a subset of 143 SAGE tags all with known biological functions were selected. These 143 tags fall into six clusters on the basis of their biological function(s), cell-type specific gene expression, or timing of gene expression during mouse retinal development.

PoissonC, PoissonL, PearsonC, and Eucli were applied to group these 143 tags in six clusters. Results show that 4, 6 and 14 of the 143 tags were in the incorrect clusters for PoissonL, PoissonC, and Eucli on normalized data, respectively (Table 4). There were too many tags in the incorrect clusters for PearsonC and Eucli on original data to perform a correct statistical study (data not shown). The performance of PoissonL and PoissonC were very close: PoissonL and PoissonC correctly grouped 97.2% (139 of 143) tags and 95.8% (137 of 143), respectively. Both algorithms have an error rate of less than 5% (Table 4).

Discussion

In this study, we have implemented the Poisson-based distances into the K-means procedure and demonstrated that the Poisson-based distances have advantages over the Pearson correlation and Euclidean distance in clustering SAGE data. The poor performance of PearsonC and Eucli may be due to the fact that the Pearson correlation and Euclidean distance only care about the shape of the curves, but neglects the magnitude of changes, while the Euclidean distance takes the difference between data points directly and may be overly sensitive to the magnitude of changes.

An unsolved issue in K-means clustering analysis is the estimation of K, the number of clusters. If K is unknown, starting with arbitrary random K is a relatively poor method. Hartigan [23] proposed a stage-wise method to determine the K value. However, when sporadic points are present in the dataset, Hartigan’s method may fail. The recently introduced method of TightCluster [24] partially solves this problem by a resampling method to sequentially attain tight and stable clusters in order of decreasing stability.

The Poisson-based methods PoissonC and PoissonL are appropriate for clustering analysis of data with Poisson distribution, for example SAGE data, data from the massive parallel signature sequencing (MPSS) profiling [25], and digital gene expression un-normalized EST datasets. MPSS is similar to SAGE in that it is a sampling method that permits quantification of the number of specific mRNAs in an RNA sample.

Conclusions

From the analysis of simulation data and the experimental mouse retina SAGE data, we demonstrate that the Poisson-based methods, PoissonC and PoissonL, are more appropriate for analyzing SAGE data. The success of PoissonC and PoissonL indicates that an effective method for analyzing large-scale gene-expression data must be based on an understanding of the biological and statistical nature of the experimental data.

Materials and methods

Poisson assumption

In a SAGE experiment, a subset of transcripts from a cell or tissue is sampled for tag extraction. The number of sampled transcripts of a particular type is binomially distributed when the sampling process is random. In this multinomial process, the selection probability of a particular type of transcript at each draw should be very small considering the numerous types of transcripts in a particular cell or tissue. Thus the binomial distribution is well approximated by a Poisson limit [26], and we can assume that the number of sampled transcripts of each type is approximately Poisson distributed.
Figure 2
Graphs of clustering results for mouse retinal SAGE data. The x-axis represents the time points of the developing mouse retina SAGE libraries; the y-axis represents the relative frequency for each tag scaled as a percentage. Data were normalized before plotting. Each tag from the 10 libraries was rescaled to make the sum of all 10 tags equal to 1. Different colors represent different tags. See Additional data file 1 for more details.

Table 2
Statistics of photoreceptor-generated clusters by four different algorithms

| Algorithm       | Number of total members | Number of specific genes | Percentage of specific genes | Number of rhodopsin tags |
|-----------------|-------------------------|--------------------------|-----------------------------|--------------------------|
| PoissonC        | 28                      | 22                       | 78.6                        | 5 of 5                   |
| PearsonC        | 67                      | 24                       | 35.8                        | 2 of 5                   |
| Eucli           | 12                      | 8                        | 66.7                        | 2 of 5                   |
| Eucli on normalized data | 17              | 12                       | 70.6                        | 2 of 5                   |

See Additional data file 1 for more details.
Probability model

We assume that the count of each tag in a SAGE library is Poisson distributed. These Poisson distributions are independent of each other across different tags and libraries.

Let $Y_i(t)$ be the count of tag $i$ in library $t$, and $Y_i(t) \sim \text{Poisson}(\lambda_i(t) \theta_i)$. The expected count $\lambda_i(t) \theta_i$ consists of two factors: $\theta_i$ is the expected sum of counts of transcript $i$ (tag $i$) over all libraries; $\lambda_i(t)$ is the contribution of transcript $i$ in library $t$ to the sum $\theta_i$ expressed in percentage.

$$\sum_{i=1}^{T} \lambda_i(t) = 1$$

when a total of $T$ libraries are considered. So $\lambda_i(t) \theta_i$ redistributes the tag counts according to the cluster profile ($\lambda$) but keeps the sum of counts across libraries constant.

The goal is to group the transcripts with similar relative expression patterns across different libraries, that is to cluster tags by their $\lambda_i(t)$ values. We assume that the tags within a cluster share the same $\lambda = (\lambda(1), \lambda(2), \ldots, \lambda(T))$, and $\lambda$ uniquely represents the cluster profile. Letting $Y_i = (Y_i(1), \ldots, Y_i(T))$, we have the following joint likelihood function for a cluster consisting of tags $1, 2, \ldots, m$:

$$L(\lambda, \theta | Y) = \int f(Y_1, \ldots, Y_m | \lambda, \theta_1, \ldots, \theta_m) \prod_{i=1}^{m} \exp(-\lambda_i(t) \theta_i Y_i(t)) \frac{Y_i(t)^{\lambda_i(t)} \theta_i^{\lambda_i(t)}}{\lambda_i(t)!}$$

The maximum likelihood estimate of $\lambda$s and $\theta$s are:

$$\hat{\theta}_i = \frac{\sum_{t=1}^{T} Y_i(t)}{\sum_{i=1}^{m} \sum_{t=1}^{T} Y_i(t)}$$

$$\hat{\lambda}_i(t) = \frac{\sum_{i=1}^{m} \sum_{t=1}^{T} Y_i(t)}{\sum_{t=1}^{T} \sum_{i=1}^{m} Y_i(t)}$$
For a set of tags assumed to be in the same cluster, we then can estimate the cluster model $\lambda$ and the total count $\theta$ for each tag by formula (2). It is natural to use the joint likelihood $f(Y_1,\ldots,Y_m | \lambda, \theta)$ to evaluate how well the observed counts $Y_1,\ldots,Y_m$ fit the expected Poisson models. The larger the likelihood is, the more likely that the observed counts are generated from the expected model. Then the tags 1, 2, ..., $m$ share the same pattern of expression. We can also use the chi-square test statistic to evaluate how well the observed tag count fits the estimated cluster model, which is to calculate

$$S = \sum_i \sum_t (Y_i(t) - \hat{\lambda}(t)\hat{\theta})^2 / (\hat{\lambda}(t)\hat{\theta}).$$

The larger the value of $S$, the less likely that the tags within a cluster share the same pattern of expression. Using the chi-square test statistic, the penalty for deviation from a large expected count is smaller than that for a small expected count. This is consistent with the Poisson probability function $f(Y_1,\ldots,Y_m | \lambda, \theta)$, which has the property of mean = variance.

**PoissonC/PoissonL algorithm**

The K-means cluster algorithm [23] generates good clusters by specifying a desired number of clusters, say, $K$, and then assigning each object to one of the $K$ clusters in such a way as to minimize a measure of dispersion within clusters. In this work, we modified the K-means clustering algorithm by using the chi-square statistic or the joint likelihood as distance/similarity measures instead of using the Pearson correlation, Euclidean distance or other distances. The PoissonC/PoissonL algorithm is sketched below:

1. All SAGE tags are assigned at random to $K$ sets. Estimate $\theta_j$ for each tag by formula (2).

2. Set cluster centers $\lambda_k^{(0)}$ from formula (2). If tag $j$ belongs to cluster $k$, $Y_j$ is expected to be generated from joint Poisson distribution with mean $\lambda_k^{(0)}\theta_j$, the expected counts of tag $j$. Current iteration $i = 0$.

3. In the $i$th iteration, assign each tag $j$ to the cluster with the best fit model.

   (a) When the chi-square statistic is used, tag $j$ is assigned to the cluster with minimum

   $$L_{j,k} = -\log f(Y_j | \lambda_k, \theta_j).$$

   (b) When joint likelihood is used, tag $j$ is assigned to the cluster with minimum

   $$S_{j,k} = \sum_t (Y_j(t) - \hat{\lambda}_k^{(i)}(t)\hat{\theta}_j)^2 / (\hat{\lambda}_k^{(i)}(t)\hat{\theta}_j).$$

4. Set new cluster centers $\lambda_k^{(i+1)}$.

5. Go to step 3 until convergence.

In total, if $c(j)$ denotes the cluster number that tag $j$ is assigned to, the PoissonC or PoissonL algorithm is to minimize the within-cluster dispersion

$$\sum_f S_{f,c(j)}$$

or

$$\sum_f L_{f,c(j)},$$

respectively.

When data are Poisson distributed, PoissonL is expected to perform better than PoissonC. Experimental SAGE data analysis confirms that PoissonL was slightly better than PoissonC. However, PoissonL is too slow to apply to large datasets.
Implementation
The algorithms are implemented in both C++ and Java. The routines for the EM algorithm for reassigning cluster members are from the work of Michiel de Hoon and colleagues at the Human Genome Center at the University of Tokyo. The algorithm described here is available from [14].

Additional data files
The following additional files are available with the online version of this article: Further details for Figure 2 and Table 2 and a list of 28, 67, 12, and 17 members of the photoreceptor clusters generated by PoissonC, PearsonC, Eucli, and Eucli on normalized data, respectively (Additional data file 1); additional data for Table 3 and a list of the 34 ‘cell-specific’ mouse SAGE tags (Additional data file 2).
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