An Examination of Physical Processes That Trigger the Albedo-Feedback on Glacier Surfaces and Implications for Regional Glacier Mass Balance Across High Mountain Asia
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Due to their high sensitivity to changes in climate, glaciers are one of the best natural indicators of climate change. Despite this, many underlying processes that control glacier response to climate change are poorly understood. One potentially important set of such processes are feedback mechanisms that can amplify or dampen glacier melt in response to a change in climate. Though feedbacks are recognized as important processes affecting glacier mass balances, little has been done to systematically quantify their effects. This study develops a surface energy and mass balance model to quantify the contribution of the albedo-feedback to glacier mass balance. Specifically, we quantify the roles of three trigger processes that initiate the albedo-feedback: snowpack thickness, snowfall event frequency, and heat flux supplied by precipitation. The model follows common energy balance methods but includes "switches" to turn these trigger processes off. The model is applied to Chhota Shigri Glacier using meteorological inputs from three different climate regions in High Mountain Asia (HMA). The results show that up to 80% of the average glacier melt increase from a +1°C temperature change can be attributed to the albedo-feedback. Furthermore, the system gain due to the albedo-feedback depends most on snowfall event frequency and the availability of incoming shortwave radiation during the melt season, and are thus generally largest in summer accumulation settings of HMA. This sensitivity to snowfall timing and frequency results in system gains being highest near the equilibrium line altitude, where a small change in temperature can shift precipitation phase from snow to rain. Regional analysis using climatological estimates suggests that many glaciers in the monsoonal Himalayas and southern Tibetan Plateau are likely to exhibit particularly strong albedo feedbacks. These results contribute to a growing body of literature suggesting that the mass balance of summer-accumulation type glaciers is strongly controlled by summer snowfall amount and frequency, which is closely linked with changes in air temperature. It also highlights the significance of the albedo feedback on glacier mass balance and the need to further explore feedbacks associated with glacier surface processes.
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INTRODUCTION

Because of their high sensitivity to changes in climate, glaciers are one of the best natural indicators of climate change (Oerlemans, 1994; IPCC Report, 2001; Roe et al., 2016). However, the relationship between glacier mass balance and climate is often obscured by other variables such as limited in situ measurements, interannual variability, glacier response times, etc. In particular, glacier sensitivities to changes in climate can vary significantly (Fujita and Nuimura, 2011; Wang et al., 2019). For example, some studies have found that glaciers that receive the bulk of their annual precipitation during the summer, such as in the monsoon-dominated central and eastern Himalayas (e.g., Fujita and Ageta, 2000; Fujita, 2008; Rupper and Roe, 2008; Zhang et al., 2013; Sakai and Fujita, 2017). Thus, attributing glacier length or mass balance changes to changes in climate is often not straightforward (Roe and Baker, 2016; Sakai and Fujita, 2017).

As a result of this, increased recognition of the significance of glacier sensitivity to climate change has led to an increased focus on identifying the drivers of glacier sensitivity to changes in climate (e.g., Oerlemans and Fortuin, 1992; Arnold et al., 2006; Fujita, 2008; Mölg et al., 2012; Azam et al., 2014; Pepin et al., 2015; Liang et al., 2018). Within these, the majority have noted the significance of complex glacier-climate feedbacks, particularly related to surface albedo and precipitation seasonality. While these feedbacks are often recognized as important factors in determining glacier mass balance (e.g., Arnold et al., 2006; Pepin et al., 2015), their influence has yet to be quantified in a systematic way.

For the purposes of this study, feedbacks are defined following Roe (2009), wherein “a feedback is a process that, when included in the system, makes the forcing a function of the response.” Given the albedo-feedback considered in this study, the forcing is a change in surface albedo, and the response is a change in melt. Note however that the changes in surface albedo are all in response to an initial change in temperature.

As average global temperature rises, the vast majority of glaciers around the world thin and retreat in response (e.g., Gardner et al., 2013; Zemp et al., 2015, 2019). This occurs because of a number of direct processes. As an example, as temperature increases, melt generally increases, which decreases glacier mass balance. Additionally, as temperature increases, the fraction of precipitation that falls as snow may decrease, which also decreases mass balance. Importantly, this increase in the fraction of precipitation falling as rain gives rise to a feedback loop. Because of this effect, glaciers in some regions may have an amplified response to changes in temperature. A detailed description of this feedback is provided in section Model Calibration.

Here we quantify the magnitude of the albedo-feedback on glacier mass balance in High Mountain Asia (HMA) by developing a new surface energy and mass balance model with the unique capability to turn the albedo-feedback off. We further use this framework to quantify the individual contributions of three unique trigger processes to the overall magnitude of the albedo-feedback. We use the term “trigger processes” to describe processes which initiate a feedback. These trigger processes are described in section Trigger Process Descriptions.

We use the model to evaluate the contribution of the albedo-feedback to the mass balance of a single glacier that is modeled with meteorological inputs from different climate regimes (Locations A–D, Figure 1), providing an idealized, controlled estimate of mass balance and feedback contribution. We use the idealized modeling results to identify glaciated regions of HMA likely to be most affected by the albedo-feedback under future climate scenarios. While feedbacks associated with other glacier surface processes (e.g., valley wall shading, melt/refreeze, etc.) may play important roles in glacier mass balance in many regions, the albedo-feedback is likely to impact glaciers nearly worldwide. Thus, its contribution to glacier mass balance and identifying the factors controlling its magnitude will be important for accurately predicting the global response of glaciers to climate change. For this reason, this study focuses on the albedo-feedback.

This study has three primary objectives:

1. Quantify the contribution of the albedo-feedback to glacier mass balance.
2. Identify which trigger processes result in a larger albedo-feedback.
3. Determine the climatic characteristics that maximize system gains due to the albedo-feedback.

METHODS

Overview

In order to test the magnitude and variability of the albedo-feedback and its trigger processes, this study develops a distributed surface energy and mass balance model with the unique capability to turn individual trigger processes on and off (hereafter referred to as trigger switches). A surface energy and mass balance model is a two-component model that accounts for (1) all major energy fluxes to and from the glacier surface, and (2) the associated mass gains and losses due to snow accumulation and surface melt. Surface energy and mass balance models inherently include feedbacks. The addition of switches in the model allows individual trigger processes to be turned off either individually or in conjunction with other trigger processes. Melt estimates between scenarios in which trigger processes are turned off, both individually and simultaneously, are then compared to one another to evaluate what the net change in melt is as a result of the inherent feedbacks.

The surface energy and mass balance model is first calibrated for one glacier using available climate and mass balance data. After calibration, the same glacier (Figure 2) is evaluated using meteorological data from different climate regions (i.e., the glacier size and shape remain constant, but meteorological inputs are varied). The elevation of the glacier is adjusted for each climate region, simply by adding, or subtracting a fixed value uniformly to the glacier digital elevation model (DEM), such that the annual mass balance is equal to zero. Thus, it approximates steady state for each individual climate setting prior to applying...
FIGURE 1 | Region of High Mountain Asia, with glaciers outlined in blue and the specific climate regions considered in the study as yellow points. Glacier outlines were obtained from the Randolph Glacier Inventory version 6.0 (2017).

a climate perturbation. The model is run on a daily resolution for 13 years (1 January, 2001 to 31 December, 2013) to ensure high enough temporal resolution to capture important feedback processes and a long enough record to provide representative sampling of climate variability in each target climate region. The exact duration of the model runs is constrained by the available climate data, described below. By utilizing a single glacier morphology, we provide a controlled test of albedo feedbacks for different climate settings without complicating factors such as differing glacier aspect, shading, hypsometry, etc.

Study Area
HMA is an ideal location to study the effect of the albedo-feedback on glacier mass balance due, in part, to its wide range of precipitation regimes. For example, within HMA, the eastern monsoonal Himalayas receive most of its precipitation during the summer and tend to have high annual precipitation rates; meanwhile, the western Himalayas are more arid, and receive the bulk of their precipitation during the winter (Curio and Scherer, 2016). The diversity of its climates thus makes HMA an excellent location to study the trigger processes that give rise to the albedo-feedback and how they vary spatially and temporally. In addition to its scientific suitability, HMA is also uniquely societally relevant. Meltwater runoff from glaciers feed many of the largest rivers in Asia, which are an important source of water to an estimated 1.4 billion people (Immerzeel et al., 2010). They also play a significant role in global sea level rise, regional water resources, ecosystem stability, energy production, agriculture, and risk management (Barry, 2006; Immerzeel et al., 2010, 2020; Moors et al., 2011; Gardner et al., 2013; Pritchard, 2019; Zemp et al., 2019). While geodetic mass balance estimates have recently shed light on regional patterns of mass balance in HMA (e.g., Gardelle et al., 2013; Brun et al., 2017; Maurer et al., 2019; Shean et al., 2020), the physical processes governing these large-scale patterns remain poorly understood (Azam et al., 2018; Kumar et al., 2019; Maurer et al., 2019). As a result, the projected responses of glaciers in HMA to climate change remain uncertain (Immerzeel et al., 2010; Bolch et al., 2019). By focusing this study on HMA, we will help improve our physical understanding of processes governing the mass balances of these glaciers and their sensitivity to climatic change.

Data
Meteorological inputs needed for the surface energy and mass balance model are from the High Asia Refined analysis (HAR10) (Maussion et al., 2014), a gridded 10 km resolution dataset generated using the Weather Research and Forecast model. HAR10 is available for the period October, 2000 to October, 2014. The primary HAR10 outputs used in this study include daily 2-m air temperature, air pressure, precipitation, relative humidity, incident solar radiation, 10-m wind speed, and incoming longwave radiation, as well as hourly incident solar radiation. The meteorological variables were downscaled to the resolution of a DEM covering the glacier area (downscaling details in section Downscaling). The DEM used in this study is from the ALOS1 30 m dataset.

The glacier selected for this study, Chhota Shigri Glacier, is located at 32.23° N 77.51° E (Location C in Figure 1). The glacier was delineated using the Randolph Glacier Inventory v6.0 (RGI Consortium, 2017). The glacier is a clean ice glacier (3.4% debris cover as of 2011; Vincent et al., 2013) and \( \sim 16 \text{ km}^2 \). This glacier was chosen in part because there are both geodetic mass balance and in situ data available that overlaps much of the period.

1 Global Digital Surface Model "ALOS World 3D - 30m" (AW3D30). Available online at: http://www.eorc.jaxa.jp/ALOS/en/aw3d30/ (accessed May 5, 2017).
covered by HAR10, allowing for calibration and validation of the surface energy and mass balance model (Azam et al., 2016, 2019; Brun et al., 2017; Maurer et al., 2019).

**Surface Energy and Mass Balance Model**

The surface energy budget of a glacier is estimated by:

\[
Q_m = S_{net} + L_{net} + Q_S + Q_L + Q_P + Q_G
\]

(1)

where \(Q_m\) is the net surface energy, \(S_{net}\) is the net shortwave radiative flux, \(L_{net}\) is the net longwave radiative flux, \(Q_S\) is the sensible heat flux, \(Q_L\) is the latent heat flux, \(Q_P\) is the heat flux supplied by precipitation, and \(Q_G\) is the subsurface heat flux due to conduction through the snow or ice. Incoming (outgoing) energy fluxes are denoted as positive (negative). Positive (negative) net surface energy is used to warm (cool) the surface up to the melting point (0°C), at which point any remaining positive energy causes the surface to melt. We assume melt run-off in all scenarios here. See Tables S1, S2 for a list of all variables, parameters, and constants used in the model.

**Radiative Energy Fluxes**

The radiative energy budget consists of all shortwave and longwave radiative fluxes to the surface of the glacier, \(S_{net}\) and \(L_{net}\), respectively. The net shortwave radiative flux is equal to the difference between the incoming solar radiation and the reflected shortwave radiation, modified by the angle of incidence:

\[
S_{net} = S_{in} (1 - \alpha) \cos (\theta)
\]

(2)

where \(S_{in}\) is the incoming shortwave radiation, \(\alpha\) the surface albedo, and \(\theta\) the incidence angle. Because the model uses a daily time step, calculation of the incidence angle is not possible with standard methods (which depend on sub daily resolutions). Thus, this model uses a modification which utilizes hourly incoming shortwave radiation from the High Asia Refined analysis:

\[
\cos (\theta) = \sum_{h=1}^{24} S_{in(h)} \cos (\theta_h) \sum_{h=1}^{24} S_{in(h)}
\]

(3)

where \(S_{in(h)}\) and \(\theta_h\) are the incoming shortwave radiation and incidence angle, respectively, at hour \(h\). Here, \(\cos(\theta)\) becomes essentially a scaling factor (between 0 and 1) representing the fraction of solar radiation that reaches the surface of an inclined plane relative to a horizontal plane. The angle of incidence for each hour is calculated as

\[
\cos (\theta_h) = \cos (\beta) \cos (Z_h) + \sin (\beta) \sin (Z_h) \cos (\psi_{sun(h)} - \psi_{slope})
\]

(4)

where \(\beta\) is the slope angle, \(Z_h\) the zenith angle, \(\psi_{sun(h)}\) the solar azimuth, and \(\psi_{slope}\) the slope azimuth (Garnier and Ohmura, 1968).

Surface albedo, \(\alpha\), on a given day (i) is calculated following Oerlemans and Knap (1998), but uses adjusted values for the parameters (\(\alpha_{frs}, \alpha_{ice}, \alpha_6, \delta^*, \) and \(\tau^*\)) following Mölg and Hardy (2004):

\[
\alpha(i) = \alpha(0) + (\alpha_{ice} - \alpha(0)) \exp (-\frac{d}{d^*})
\]

(5)

where \(\alpha_{ice}\) is an albedo for bare ice, \(d\) is snow depth (in cm), \(d^*\) is an e-folding constant for snow depth, and \(\alpha_s\) is the albedo of snow at day (i). \(\alpha_6\) is a function of the time since the last snowfall:

\[
\alpha_6(i) = \alpha_6(0) + (\alpha_{frs} - \alpha_6(0)) \exp \left(\frac{s - \tau(0)}{\tau^*}\right)
\]

(6)

where \(\alpha_6(0)\) is an albedo for firn, \(\alpha_{frs}\) is an albedo for fresh snow, \(s\) is the day of the last snowfall event, and \(\tau^*\) is an e-folding time constant that accounts for the decreasing albedo of snow.
over time. Thus, net shortwave radiation is a function of solar radiation incident at the surface, whether the surface is snow or ice covered, as well as age and depth of the snow.

Net longwave radiative flux \( L_{\text{net}} \) is equal to the sum of incoming longwave radiation, \( L_{\text{in}} \), and outgoing longwave radiation, \( L_{\text{out}} \):

\[
L_{\text{net}} = L_{\text{in}} + L_{\text{out}}
\]

Incoming longwave radiation is calculated in two steps. First, the effective emissivity of the air, \( \varepsilon_a \), is calculated from HAR10 temperature, \( T_{20h} \), and incoming longwave radiation, \( L_0 \). This provides a temporally-downscaled, self-consistent estimate of the emissivity of the air.

\[
\varepsilon_a = L_0/(\sigma T_{20h}^4)
\]

Next, incoming longwave radiation, \( L_{\text{in}} \), is spatially distributed across the glacier using the lapse rate-downscaled air temperature, \( T_s \), such that

\[
L_{\text{in}} = \varepsilon_a T_s^4
\]

where \( \sigma \) is the Stefan-Boltzmann constant. Outgoing longwave radiation, \( L_{\text{out}} \), is then given by

\[
L_{\text{out}} = -\varepsilon_s T_s^4
\]

where \( \varepsilon_s \) is the Stefan-Boltzmann constant, \( T_s \) is the emissivity of the surface, and \( T_s \) is the temperature of the surface.

**Turbulent Heat Fluxes**

The turbulent heat fluxes are calculated following a well-established bulk aerodynamic approach (e.g., Oerlemans, 1992; Wagnon et al., 2003; Mölg and Hardy, 2004; Anderson et al., 2010; Cuffey and Paterson, 2010), whereby the sensible heat flux, \( Q_s \), and the latent heat flux, \( Q_l \), are estimated by:

\[
Q_s = \rho_a c_p k_i (T_s - T_i) / P_i
\]

\[
Q_l = 0.622 \rho_a c_w L_v (\varepsilon_s - \varepsilon_a) / P_i
\]

where \( \rho_a \) is the density of the air at sea level, \( c_p \) is the specific heat capacity of the air, \( U \) is the wind speed (at 10 m), \( T_{20h} \) is the temperature of the atmosphere (at 2 m), \( T_s \), is the surface temperature, \( L_v \), is the latent heat of vaporization for water, \( e_a \) is the vapor pressure of ambient air (at 2 m), \( e_i \) is the vapor pressure of air at the glacier surface, \( P_i \) is the air pressure, \( P_0 \) is the air pressure at sea level, and \( k_i \) and \( k_H \) are the bulk transfer coefficients for neutral conditions for latent and sensible heat (respectively), defined (following Webb, 1970) as:

\[
k_i = \frac{k_i^2}{\ln(z_{0h}/z_{0m}) \ln(z_{0m}/z_{0w})}
\]

\[
k_H = \frac{k_H^2}{\ln(z_{0h}/z_{0m}) \ln(z_{0m}/z_{0w})}
\]

where \( k_0 \) is the von Karman constant, \( z_m \) is the wind speed measurement height above the surface (10 m), \( z_{0m} \) is the roughness length for wind, \( z_e \) is the measurement height for water vapor pressure (2 m), \( z_{0w} \) is the roughness length of water vapor, \( z_h \) is the measurement height for temperature (2 m), and \( z_{0h} \) is the roughness length of temperature. We adopt constant values (for snow and ice, respectively) for \( z_{0m} \) (0.001, 0.016 m), \( z_{0w} \) (0.001, 0.004 m), and \( z_{0h} \) (0.001, 0.004 m) from Azam et al. (2014).

**Precipitation and Conductive Heat Fluxes**

The advected heat flux due to liquid precipitation, \( Q_p \), follows the commonly used method (e.g., Singh et al., 2011)

\[
Q_p = c_w P (T_a - T_s)
\]

where \( c_w \) is the specific heat of water, \( P \) is the rainfall intensity, \( T_a \) is the air temperature, and \( T_s \) is the temperature of the surface. This assumes all precipitation falls at air temperature and that precipitation falls as rain if the air temperature is above 2°C.

Conductive heat flux, \( Q_G \), is given by Mölg and Hardy (2004):

\[
Q_G = -k_i (T_s - T_i) / \Delta z_i
\]

where \( k_i \) is the thermal conductivity of ice, \( \Delta z_i \) is the depth in the ice (here \( \Delta z_i = 10 \) m) where the temperature of the ice is assumed to be constant, unaffected by fluctuations in air temperature, and equal to the average annual air temperature at each grid location on the glacier. While snow and ice typically have different thermal conductivities, using a constant thermal conductivity here across the entire glacier surface is unlikely to impact results significantly due to the minimal contribution of \( Q_G \) to the overall surface energy budget.

**Downscaling**

Air temperature and pressure from HAR10 were downscaled from 10 km to 30 m resolution. Temperature downscaling was applied using a constant 6.5°C km\(^{-1}\) lapse rate, the mean tropospheric lapse rate (Hartmann, 1994). While it is well-known that temperature lapse rates vary significantly by region, time of day, season, and even over glacier surfaces (Petersen and Pellicciotti, 2011; Azam et al., 2014; Shea et al., 2015; Thayyen and Dimri, 2018), temperature lapse rate measurements across HMA are not widely available. Additionally, a constant temperature lapse rate provides a consistent means for scaling in different regions of HMA, ensuring that the results for each region are directly comparable.

Air pressure was downscaled using a derivation of the hydrostatic (Equation 17) and the equation of state (Equation 18), as follows:

\[
\Delta P_s = -\rho g \Delta h
\]

\[
P_s = \rho R_d T_v
\]
where $\Delta P_a$ is the change in air pressure, $\rho$ is air density, $g$ is the gravity constant, $\Delta h$ is the change in elevation, $P_a$ is air pressure, $R_g$ is the universal gas constant for dry air, and $T_v$ is the virtual air temperature. $T_v$ is defined as:

$$
T_v \equiv \frac{T_a}{1 - \frac{e}{P_a} (1 - \epsilon)}
$$

(19)

Here, $T_a$ is air temperature, $e$ is vapor pressure, and $\epsilon$ is the ratio of gas constants for air and water vapor.

Solving for $\rho$ in Equation (18), substituting equations for $\rho$ and $T_v$ into (Equation 17), and finally, solving for the pressure gradient, $\Delta P_a/\Delta h$, allows the pressure gradient to be calculated solely as a function of air temperature and pressure:

$$
\frac{\Delta P_a}{\Delta h} = -\frac{\rho g \left( 1 - \frac{e}{P_a} (1 - \epsilon) \right)}{R_g T_a}
$$

(20)

While it is well-established that precipitation gradients can have significant impacts on glacier mass balances, this study does not apply a precipitation gradient for several reasons. First, precipitation gradients in HMA are known to vary significantly both spatially and temporally but remain poorly constrained (e.g., Singh and Kumar, 1997; Anders et al., 2006; Jarosch et al., 2010; Cuo and Zhang, 2017). Indeed, even neighboring basins can have very different precipitation gradients. Additionally, it is unclear how including a precipitation gradient in this study would improve the robustness of the results found here when glaciers in different climates are likely to have different precipitation gradients. Future studies should evaluate how the precipitation gradient parameterization affects feedback mechanisms. Thus, to maintain direct comparability between regions without adding additional complexities to the model that lack validation, we forego the use of a precipitation gradient in this study.

Surface Temperature Calculation

The surface energy and mass balance model presented here solves for the temperature of the glacier surface and energy available to melt using an iterative method, as follows. Initially, the model assumes that energy available to melt the glacier surface ($Q_m$ in Equation 1) is zero. Using this initial guess for the melt energy, it then calculates the surface temperature. If the calculated surface temperature is $\leq 0^\circ C$, the model records that surface temperature and proceeds to the next time step. However, if the calculated surface temperature is positive, the model sets the temperature of the surface to $0^\circ C$ and recalculates the energy available to melt. The melt energy is then used to melt the glacier surface.

Model Calibration

The model is calibrated using a combination of in situ measurements available from the World Glacier Monitoring Service (WGMS, 2018) database and geodetic mass balance data (Maurer et al., 2019). In-situ measurements are available in 50–250 m elevation bands along the glacier each year from 2003 to 2006 (Figure 3). The values for the albedo of fresh snow, $\alpha_f$ (0.85), the albedo of firn, $\alpha_g$ (0.40), the albedo of bare ice, $\alpha_i$ (0.3), and the phase transition threshold, $T_p$ ($2^\circ C$), for partitioning rainfall/snowfall were adjusted until good agreement was reached between the modeled mean annual mass balance profile and the 4 years of in situ elevation-distributed mass balance measurements.

In addition to comparing the mass balance profiles, the modeled mean annual glacier mass balance ($-0.42$ m w.e. a$^{-1}$, for 2001–2013) also compares well with both the geodetic mean annual mass balance ($-0.37$ m w.e. a$^{-1}$, for 2000–2016; Maurer et al., 2019) and in situ mean annual mass balance ($-0.59$ m w.e. a$^{-1}$, for 2002–2012; Azam et al., 2016). Additional mass balance estimates for Chhota Shigri Glacier covering a range of time periods are summarized by Azam et al. (2019).

Model Sensitivity

Here we test the sensitivity of modeled glacier mass balance to key input parameters to determine which parameters are most likely to affect the results presented here (Figure 4). The test was performed using inputs for Region C, the default location of Chhota Shigri Glacier. Ten parameters were varied independently in the model with both an increased and a decreased value relative to the default values used in this study. The results indicate that the model is most sensitive to the precipitation phase threshold, followed by the albedo of ice, the $\epsilon$-folding time constant for determining the evolution of albedo for aging snow, and the temperature lapse rate. This suggests that the model is most sensitive to parameters that have direct influences on surface albedo.

Feedbacks and Triggers

Here we present a description of the individual trigger processes targeted in this study (see Figure 5 for a schematic diagram of each), as well as an explanation of how the model “turns off” each trigger process (i.e., the switches). Note that all three trigger processes described initiate the albedo-feedback, but that each impacts albedo via a different mechanism. We name each trigger process (e.g., “accumulation trigger”) only to distinguish between the mechanism that leads to a change in the albedo of the surface. In reality, because albedo and surface melt are dependent on one another, any mechanism that affects albedo will likely result in a feedback loop. Note also that all three trigger processes are a result of changes in precipitation phase but are measured by their net effect on glacier melt.

Trigger Process Descriptions

Accumulation trigger

An increase in air temperature increases the fraction of precipitation that falls as rain. This results in less snowfall, which leads to a thinner snow cover. Thinning the snow cover decreases the albedo of the surface, which causes the surface to absorb more energy and triggers a positive feedback loop. This further thins the snow cover, etc.

Precipitation heat flux trigger

An increase in air temperature increases the fraction of precipitation that falls as rain. This results in an increase in the heat flux supplied by precipitation to the surface, which causes increased melt. Increased melt leads to a thinner snow cover, which decreases the albedo of the surface and triggers a positive
feedback loop. This causes the surface to absorb more energy, which further increases melt, etc.

**Albedo reset trigger**

An increase in air temperature increases the fraction of precipitation that falls as rain. This results in fewer snowfall events on the glacier, which “resets” the albedo of the surface less frequently (i.e., because each snowfall event “resets” the surface albedo to that of fresh snow). Resetting the albedo of the surface less frequently decreases the albedo of the surface, which causes the surface to absorb more energy. This causes increased melting resulting in a thinner snow cover, which further decreases the albedo of the surface, etc.

**Trigger Process Switches and Albedo Feedback**

To facilitate conceptualization of the functionality of the trigger switches used in this study, we present an idealized scenario with which we will present each trigger switch. In each case, measuring the strength of the albedo-feedback necessarily requires three distinct iterations of the scenario. First, the surface energy balance model is run with present-day climate as the input ($\Delta T = 0^\circ C$, and all trigger switches remain on). Note that when all trigger process switches are turned on, the full magnitude of the albedo-feedback is included in the calculation. This is the control run. Second, the model is run using a $+1^\circ C$ temperature change ($\Delta T = +1^\circ C$, and all trigger switches remain on). Third, the model is run using a $+1^\circ C$ temperature change ($\Delta T = +1^\circ C$), but with the trigger switch(es) turned off. Note that if all trigger switches are turned off, the albedo-feedback mechanism is turned completely off and no albedo-feedbacks occur. If a subset of trigger switches are turned off, only a portion of the albedo-feedback mechanism operates. The following idealized scenario will describe the first two iterations of the scenario, while each feedback description thereafter will describe the third iteration of the scenario, with the respective trigger switch turned off.

Consider an idealized scenario where the average temperature at location $x$ at time $i$ on the glacier is $1.5^\circ C$. It snows (because precipitation is assumed to fall at air temperature and in a solid state if the temperature is $<2^\circ C$). This is the control run. In the second iteration, a $+1^\circ C$ change is applied ($\Delta T = +1^\circ C$), increasing the temperature to $2.5^\circ C$. In this iteration, it now rains instead of snows. Because it rains rather than...
snows, (1) the snowpack is thinner ($\Delta d$ is negative relative to the control; Equation 5), (2) rain now supplies heat to the surface ($\Delta Q_p$ is positive relative to the control; Equation 15), potentially further decreasing snowpack thickness, and (3) surface albedo is not reset ($s$ stays the same, rather than being set equal to $i$ as in the control; Equation 6). All three of

<FIGURE 5> Schematic diagram of feedbacks and trigger processes. (A) Illustrates feedbacks generally. (B–D) Illustrate the individual trigger processes tested in this study. Top panel adapted from Roe (2009).

<FIGURE 6> Precipitation frequency (black line) and mean precipitation (blue dashed line) averaged for each day (e.g., each 1 March is averaged) across 2001–2013 for each region. Precipitation frequency as presented here is the number of times a given day exhibited precipitation divided by the total number of years of data (13). For example, if it rained all 13 years on 1 June, then the precipitation frequency for that day would be 1.
these trigger processes decrease surface albedo and initiate the albedo-feedback loop.

Trigger switches turn off the trigger processes to determine the change in melt due to a temperature change in the absence of that process. The following descriptions of the trigger switches are described in the context of the scenario presented above.

**Accumulation switch**

Turning the accumulation trigger off (with \( \Delta T = +1^\circ C \)) would force the thickness of the snowpack to remain the same as if there had been no temperature change (\( \Delta d = 0 \)), but would not affect the impact of \( \Delta T \) on the precipitation heat flux (\( \Delta Q_p \) is positive) or albedo reset (\( s \) stays the same, rather than being set equal to \( i \)) due to changes from snow to rain. Thus, we artificially keep the snowpack thickness the same as in the control run but allow the precipitation heat flux and albedo reset triggers to respond to the temperature change and associated change in precipitation phase from snow to rain. In this scenario, we are testing the magnitude of the albedo-feedback when changes in snowpack thickness due to changes in temperature are not included.

**Precipitation heat flux switch**

Turning the precipitation heat flux trigger off (with \( \Delta T = +1^\circ C \)) would prevent the precipitation (which would now fall as rain) from supplying any additional heat to the surface (\( \Delta Q_p = 0 \)). In this scenario, the snowpack is thinner relative to the control (\( \Delta d \) is negative) and the surface albedo is not reset (\( s \) stays the same, rather than being set equal to \( i \)). In other words, we artificially keep the heat flux supplied by precipitation the same as in the control run, but allow the accumulation and albedo reset triggers to respond to the temperature change. In this scenario, we are testing the magnitude of the albedo-feedback when changes in precipitation phase due to changes in temperature are not included.

**Albedo reset switch**

Turning the albedo reset trigger off (with \( \Delta T = +1^\circ C \)) would cause the surface albedo to reset (\( s \) is set equal to \( i \)), even though precipitation would actually fall as rain at 2.5\(^\circ C\). In this scenario, the snowpack is thinner relative to the control (\( \Delta d \) is negative) and the heat flux from precipitation is still supplied to the surface (\( \Delta Q_p \) is positive). In other words, turning off the albedo reset trigger forces the albedo to reset with the same frequency as in the control run, but allows the accumulation and precipitation heat flux triggers to respond to the temperature change. In this scenario, we are testing the magnitude of the albedo-feedback when changes in the frequency of snowfall events due to changes in temperature are not included.

**Gains Due to Feedbacks**

We use system gains as a measure of how strongly the albedo-feedback and trigger processes impact glacier mass balance in a given region. The system gain due to feedbacks, \( G \), is “the factor by which the system response has gained due to the inclusion of the feedback(s), compared with the reference-system response” (Roe, 2009), here defined as:

\[
G = \frac{\Delta m}{\Delta m_{\text{Ref}}} = \frac{(m_{T1F} - m_{T0})}{(m_{T1F} - m_{T0})}
\]

where \( \Delta m \) is the change in melt (including full albedo feedback with all trigger processes turned on) resulting from a perturbation to the system (i.e., a change in albedo resulting from a \( +1^\circ C \) temperature change), \( m_{T0} \) is glacier melt with no temperature change, \( m_{T1F} \) is glacier melt with a \( +1^\circ C \) temperature change and all trigger processes turned on, and \( m_{T0} \) is glacier melt with a \( +1^\circ C \) temperature change with the trigger process(es) turned off.

**Regions**

Four regions with significantly different annual climatologies were selected from within the HAR10 dataset (Figure 6 and Table 1). Each “region” in this context refers only to the use of a single 10-km grid location from the HAR10 dataset. The meteorological data for each region in this study is therefore treated effectively like data collected at a single weather station. The meteorological data from these regions were used as input to the model to test the dependence of the albedo-feedback on precipitation amount and timing. For each control scenario, the glacier elevation is adjusted to force each glacier into equilibrium (i.e., so the magnitude of melt is equal to the magnitude of accumulation for the 13-year model run). Note that for the control run in Region C, the actual location of Chhota Shigri Glacier, the elevation is also adjusted to force it into equilibrium. It maintained its original elevation only when it was being calibrated and validated. This forced equilibrium in all regions is done in order to make results more directly comparable between all four regions.

### Table 1 | Summary of climate conditions for each region.

| Region | Peak accumulation season | \( T_a \) (annual) (\(^\circ\)C) | \( T_s \) (JJA) (\(^\circ\)C) | \( S_m \) (JJA) (W m\(^{-2}\)) | Latitude | Longitude | HAR10 altitude (m) |
|--------|--------------------------|-------------------------------|--------------------------|--------------------------|------------|-------------|------------------|
| A      | Summer                   | 386                           | -9.5                    | -0.8                    | 334        | 28.28       | 90.23            | 5,374          |
| B      | Summer                   | 855                           | -9.0                    | 0.1                     | 191        | 28.75       | 84.45            | 5,571          |
| C      | Winter                   | 1,116                         | -9.8                    | 0.7                     | 304        | 32.23       | 77.51            | 5,254          |
| D      | Winter                   | 2,002                         | -5.6                    | 5.3                     | 327        | 36.00       | 76.00            | 5,495          |
RESULTS

Energy Budgets

The energy budget for each region provides a diagnostic tool for examining the processes that lead to differences in glacier mass balance and system gains between regions. Figure 7 shows the energy budgets for each climate region for the control run, averaged over the glacier surface and for each day. Energy fluxes in each region are within reasonable ranges, as compared to other studies in HMA (e.g., Kayastha et al., 1999; Fujita and Ageta, 2000; Zhang et al., 2013; Azam et al., 2014; Acharya and Kayastha, 2018). Note that the turbulent heat fluxes are generally much smaller than the radiative fluxes for all climate regimes (Figure 7). In addition, the variability and magnitude of the fluxes vary between regions (Table 2). For example, incident shortwave is strongly influenced by clouds, with the largest impact occurring in Region B, where precipitation is also largest during those summer months.

The change in energy budgets for each region due to a temperature change is shown in Figure 8. As expected, a +1°C temperature change results in an increase in the net surface energy budget in each region. Regions A, B, and C exhibit a peak increase in net shortwave radiation near the middle of the melt season. This occurs because the average summer temperature in these regions is close to 0°C, where a temperature change...
FIGURE 8 | Change in energy fluxes, for a $1^\circ$C temperature increase, averaged over the entire glacier and for each day over the 13 years covered by this study.

FIGURE 9 | Fraction of snow precipitation to total precipitation averaged for each day (for all 13 years of the model runs) over the entire glacier surface for the control run (black lines) and for $+1^\circ$C temperature change (blue lines). Discontinuities in some lines indicate days in which no precipitation occurred on that day for all 13 years. The red lines show the difference in fraction of precipitation that falls as snow between the control runs ($\Delta T = 0^\circ$C) and runs with a temperature change ($\Delta T = +1^\circ$C).
can shift the precipitation phase from snow to rain for a large area of the glacier, thereby decreasing the albedo. Figure 9 shows the change in precipitation phase for the temperature change and that the maximum change in precipitation phase occurs near the middle of the melt season for regions A, B, and C. In comparison with regions where the increase in net shortwave radiation peaks near the middle of the melt season, Region D exhibits increased net shortwave radiation that is maximized near the beginning and end of the melt season. This corresponds to an increased fraction of precipitation falling as rain at these times (Figure 9), which decreases the albedo and increases the absorbed shortwave radiation. During the middle of the melt season, however, precipitation falls infrequently enough during the summer that it has little effect on albedo (Region D). The comparison in energy budgets and energy changes between regions suggests the variations and changes in melt and system gains will depend on the initial climate setting.

**Mass Balance**
Local mass balance for all regions under both summer- and winter-dominated precipitation regimes are shown in Figure 10. Importantly, melt and accumulation gradients fall within reasonable ranges. As expected, an increase in temperature decreases the mass balance of the glacier within all four climate settings, but the amount of change is not uniform. In particular, the mean mass balance changes are largest in Region B (−0.60 m w.e. a⁻¹) where incident shortwave radiation is lowest during the melt season, and smallest in Region D (−0.47 m w.e. a⁻¹) where average summer temperature is significantly higher than in any other region. Thus, while the change in temperature is the same for all scenarios, the mass balance response is dependent upon the climate setting at the time of the change.

**System Gain**
The system gain, as used in this study, is a measure of how strongly the albedo-feedback impacts glacier melt in a given region for the given trigger process(es) (Equation 21). The gain should not be interpreted as the increase in melt expected from a +1°C temperature change, but rather as the gain due to modeling melt with and without feedbacks included. For example, the gain for Region A with all trigger switches turned off is equal to 6 (Figure 11). This does not mean that the melt is 6 times greater with a temperature increase of +1°C as compared to the control run. Indeed, the average melt increases by <10% in Region A (Figure 10). A gain of 6 means that the additional melt that resulted from a +1°C temperature increase would be 6 times less had the albedo-feedback not been included. In other words, five sixths (~80%) of the melt increase due to the temperature change is attributable to the albedo-feedback.

The system gains are highly variable for the four different climate settings (Figure 11), with higher system gains indicating conditions under which glaciers have larger responses to a trigger process (e.g., increasing fraction of precipitation falling as rain) than in regions with lower system gains. Here we find that system gains due to the albedo-feedback loop (all trigger switches off) are highest in Region A, where incident shortwave radiation (Figure 7) is high during the summer and where frequent summer snowfall events (Figure 6) have a large impact on melt season albedo. In Region B, frequent summer snowfall events are even more frequent than in Region A, but incident shortwave radiation during the summer is low, thereby muting the effects of these feedbacks. In contrast, Region C has relatively few summer snowfall events, but significantly higher incident shortwave radiation, resulting in somewhat higher overall system gains than Region B. This highlights the importance of both summer snowfall frequency and availability of shortwave radiation in controlling feedback strength. Finally, Region D exhibits the lowest overall gains, despite its high incident shortwave radiation, because precipitation events are infrequent during the summer and typically fall as rain.

Spatially on the glacier, the system gain is maximized between the equilibrium line altitudes (ELAs) with a 0 and +1°C change (Figure 12; see also Figure S1 for distributed maps of system gains for the four regions). This region on the glacier can exhibit a localized (elevation-averaged) system gain of up to 60. This localized maximum is due to a larger change in snowfall frequency near the ELA due to a +1°C change in comparison with other locations on the glacier.

Of the three trigger processes tested, the albedo reset trigger is consistently the strongest, producing a gain of up to 4.5 (Region C) on its own. This is consistent with findings by Azam et al. (2014) in which they found that the intensity of summer snowfall events was one of the strongest drivers of annual mass balance on Chhota Shigri Glacier due to its strong influence on surface
The precipitation heat flux trigger proved to be negligible in all scenarios. The accumulation trigger produced a maximum gain of 1.2 (Region A). Accounting for all three trigger processes together, the total gains due to the albedo-feedback ranged from 2.1 (Region D) to 6.0 (Region A).

**DISCUSSION**

**Implications/Relevance**

In this study, a single glacier was artificially shifted between multiple climate regimes using somewhat idealized scenarios. These results represent a systematic quantification of the contribution of the albedo-feedback to glacier mass balance. Actual feedback contributions on glaciers throughout HMA are likely highly spatially and temporally heterogeneous. However, these results highlight the potential importance of feedbacks on glacier mass balance and its modeling, as well as the conditions under which the albedo-feedback is most important to glacier mass balance. They also provide a first-order estimate of the magnitude of the albedo-feedback contribution, as well as the trigger processes that initiate it, for four very different climate settings.

Most importantly, these results demonstrate that the potential impact of the albedo-feedback on glacier mass balance can be significant. Furthermore, the impact of this feedback is maximized when (1) the accumulation season and the ablation season are synchronous (i.e., summertime accumulation), (2) the frequency of snowfall events is high during the ablation season, and (3) the incoming solar radiation is high during the ablation season. This highlights the importance of the timing, frequency, and form of precipitation events in relation to the ablation season. It may also help explain findings suggesting that melt-dominated regions are often significantly more sensitive to changes in summer temperature than precipitation amount, such as in the monsoonal Himalayas (e.g., Kayastha et al., 1999; Fujita, 2008; Azam et al., 2014; Liang et al., 2018).

Because of the complex ways in which feedbacks interact with one another, even feedbacks that contribute minimally on their own can have significant impacts when other feedbacks are present. In other words, feedbacks are not simply additive (Roe, 2009). This is also true for the individual trigger processes considered here. For example, in Region A, turning triggers 1 and 3 off independently produces a system gain of 1.2 and 3.0, respectively. However, turning triggers 1 and 3 off together produces a system gain of 6.0, which is a 1.8 larger gain than if they were simply additive. Despite this, the contribution of the precipitation heat flux trigger to the overall albedo-feedback is essentially negligible, even in combination with the other two trigger processes tested. This is because the amount of heat supplied by precipitation is so small in comparison with all other energy fluxes that the increased temperature change negligibly changes the amount of energy supplied by precipitation. Thus, trigger processes due to snowpack thickness and the frequency of snowfall events during the ablation season compound each other, while heat supplied by precipitation has little direct effect.

Of the three trigger processes tested, the most significant in terms of glacier mass balance is the albedo reset trigger. This highlights the need to improve both albedo and shortwave radiation parameterizations in future energy balance models, as small inaccuracies in either can be amplified significantly by the albedo-feedback.

While system gains vary both spatially and temporally, they are usually the highest near the ELA. This is likely because the ELA has a maximizing balance. Locations where bare ice is exposed for much of the season (i.e., the glacier toe) are often warm enough that summer precipitation events predominantly occur as rain rather than snow. Meanwhile, locations well above the ELA are cold enough that a small increase in temperature does not change the frequency of snowfall events significantly.

As the ELA is cold enough that a small increase in temperature can affect the fraction of precipitation that falls as snow. Because of this effect, overall glacier response to the albedo-feedback probably depends strongly on glacier hypsometry. For example, the albedo-feedback is likely to be more significant on glaciers with

![FIGURE 11](image-url) | System gains (averaged across the glacier surface) associated with turning each trigger switch off. Gains correspond to the fractional increase in melt due to the inclusion of the trigger process(es).
FIGURE 12 | Glacier melt and system gains averaged over 10 m elevation bands across the glacier surface. Panels (A,C,E,G) show average melt with $\Delta T = 0^\circ C$ (black line), $\Delta T = +1^\circ C$ with all trigger switches turned on (blue line), and $\Delta T = +1^\circ C$ with all three trigger switches turned off (red line). Panels (B,D,F,H) show system gains (black line) and average melt increase (dashed blue line) for $\Delta T = +1^\circ C$ (with all trigger switches turned on) relative to the control run. The gray rectangle in each plot shows the shift in ELAS due to a temperature forcing of $+1^\circ C$ (i.e., the left side of the rectangle is the ELA with $\Delta T = 0^\circ C$, while the right side of the rectangle is the ELA with $\Delta T = +1^\circ C$).

large proportions of their area at elevations near the ELA. The Chhota Shigri Glacier does have a large proportion of its area near the ELA (Figure 2), and therefore the magnitude of the albedo-feedback modeled here are likely to be maximized. While outside the scope of this paper, this potential dependency between glacier-wide feedback magnitude and glacier hypsometry should be evaluated in future studies.

Because the total system gain from the albedo-feedback is highly dependent on incident solar radiation, effects of valley wall shading and cast shadowing likely dampen the effects of the albedo-feedback, especially on north-facing glaciers and glaciers in especially steep topography. Though these processes can be very important for glacier mass balance, their effects are frequently neglected or oversimplified in models because of the difficulties involved in modeling them (Olson and Rupper, 2019). Additionally, future studies should examine temporal patterns in feedbacks on diurnal timescales. This study necessarily neglected this aspect due to its daily time step.

**Regional Significance**

This study uses a theoretical framework to evaluate the relative importance of the albedo-feedback in different climate settings. For discussion purposes, we extend the results of the theoretical approach to the full region of HMA. An examination of the physical drivers of this feedback throughout the region provides a rough estimate of the spatial variability in feedbacks across HMA. For this, we examine the sum of the z-scores (Figure 13, bottom panel) of average summer precipitation frequency (Figure 13, top panel) and average summer incoming solar radiation (Figure 13, middle panel). These two variables are chosen in this analysis since the results in this study show that these are the variables that largely drive the magnitude of the
albedo-feedback. Z-scores, $z_s$, for average summer precipitation frequency (calculated identically for average summer incoming solar radiation) are calculated as:

$$z_s = \frac{(x-\mu)}{s_{dev}}$$  \hspace{1cm} (22)

where $x$ is the average summer (JJA) precipitation frequency (incoming solar radiation) at a given point in HMA, $\mu$ is the average summer (JJA) precipitation frequency (incoming solar radiation) for all glaciated regions covered by HAR10, and $s_{dev}$ is the standard deviation of the average summer precipitation frequency (incoming solar radiation). This analysis is performed using raw data from HAR10, and thus utilizes a 10 km grid spacing. Only grid squares in HAR10 that contain glaciers (as defined by the RGI glacier masks) are considered in this analysis.

In general, this simple exercise suggests that the magnitude of the albedo-feedback should maximize (i.e., highest total Z-score) in HMA in the central to eastern Himalayas and interior Tibetan Plateau, assuming HAR10 captures the regional variability in summer precipitation frequency and solar radiation reasonably well (Table S3). These regions correspond to regions where the summer monsoon plays a large role in regional climate and where solar radiation is relatively high. In these
locations, glacier albedo is likely to be highly sensitive to recent weather events, and thus highly variable. This high variability in summertime albedo is likely to give rise to a stronger feedback, particularly in locations where incoming solar radiation is also high.

The regions with the lowest estimates for the albedo-feedback (lowest total Z-score) are the western Himalayas and Kunlun Shan, where the summers are especially dry. Because these locations receive little precipitation during the summer, glacier albedo is likely less variable than in summer accumulation regions. Even in regions with high incoming solar radiation during the summer, changes in air temperature are unlikely to have a significant impact on summertime albedo. Thus, they are likely less sensitive to the albedo-feedback than in summer accumulation regions.

While this simple analysis likely does not perfectly capture the spatial patterns of the albedo-feedback strength in HMA, it highlights the idea that feedbacks across HMA are likely to be highly spatially and temporally variable. However, this analysis is greatly oversimplified. For example, it does not consider temperature, which is likely to have significant impacts on snowline elevation and precipitation phase. It also does not consider heterogeneous warming across the region or glacier hypsometries, which will also have a significant effect on albedo-feedback strength. Despite this, it provides a rough estimate of what parts of HMA have high potential for maximizing the albedo-feedback due to the climatic setting.

**Assumptions and Simplifications**

The results and discussion presented above must necessarily be interpreted within the context of the theoretical framework of the study. As such, the following discussion examines the capabilities and limitations of the model and its findings.

This study focused only on the spatial distribution of the albedo-feedback and three of its trigger processes, but neglected feedbacks stemming from other glacier surface processes. Additional opportunities exist to examine the effects of feedbacks associated with valley wall shading, aspect, rain-on-snow, and melt/refreeze, among others, as well as other trigger processes that could also initiate the albedo-feedback. While these were outside the focus of this study, future studies should examine the interactions and contributions of such feedbacks.

Estimating precipitation over a glacier is inherently difficult, particularly in regions with complex topography and minimal in situ measurements (e.g., Maussion et al., 2014). Indeed, precipitation estimates from reanalysis products have been shown to have large discrepancies compared to in situ data (Sun et al., 2018). Despite this, the purpose of this study is not to accurately estimate the mass balance of glaciers across the region. Rather, the study aims to isolate the physical drivers of the albedo-feedback on glacier surfaces and provide a first order estimate of the strength of the trigger processes that initiate it. To this end, we do not expect to accurately model precipitation in each region. The larger aim is to create feasible climate scenarios that glaciers in different climate regimes could be reasonably expected to exist in, and to provide a direct comparison between these climate regimes. In this study, we chose not to include a precipitation gradient in order to make the idealized scenarios as directly comparable as possible in lieu of the limited constraints on precipitation gradients on glaciers in HMA. This oversimplification likely affects the precise feedback patterns across the glacier, but it is unlikely to change the relative importance of the trigger processes identified in this study.

**CONCLUSIONS**

This study develops a surface energy and mass balance model to quantify the contribution of the albedo-feedback to glacier mass balances in different climatic regions of HMA. It further quantifies the individual contributions of three unique trigger processes (accumulation amount, frequency of snowfall events, and precipitation heat flux) to the overall magnitude of the albedo-feedback. The model includes “trigger switches” that can be toggled on and off to evaluate individual and combined effects from trigger processes on the albedo-feedback, and how they contribute to glacier mass balance. The model applies meteorological data from the High Asia Refined analysis to a single glacier, and artificially moves this glacier into four different climate settings.

The results show that up to 80% of the glacier-averaged melt increase from a $+1^\circ$C temperature change can be attributed to the albedo-feedback. The strength of this feedback is most strongly dependent on the timing and frequency of snowfall events, and on the magnitude of shortwave radiation during the melt season. Specifically, system gains are maximized when the maximum frequency of snowfall events occurs concurrently with the melt season in a region where incoming shortwave radiation is high. Furthermore, system gains in each region are typically maximized near the ELA.

Exact magnitudes of system gains vary significantly for different trigger processes. The precipitation heat flux trigger tested here is found to be essentially negligible, even in the presence of other trigger processes that might serve to amplify its effects. The albedo reset trigger is consistently the strongest of the trigger processes tested here. Overall this study suggests that physical processes that affect albedo (e.g., melt, snow metamorphism, rain-on-snow, etc.) can have a significant effect on the net system gain of the albedo-feedback, and therefore on glacier mass balance. As a result, glacier modeling studies examining regions whose glacier mass balances are dominated by melt will benefit from improved parameterizations or process models for processes such as the temporal evolution of albedo, precipitation phase, and direct/diffuse shortwave radiation.
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