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ABSTRACT: We use string field theory to fix the normalization of the D-instanton corrections to the superpotential involving the moduli fields of type II string theory compactified on an orientifold of a Calabi-Yau threefold in the absence of fluxes. We focus on $O(1)$ instantons whose only zero modes are the four bosonic modes associated with translation of the instanton in non-compact directions and a pair of fermionic zero modes associated with the two supercharges broken by the instanton. We work with a generic superconformal field theory and express our answer in terms of the spectrum of open strings on the instanton. We analyse the contribution of multi-instantons of this kind to the superpotential and argue that it vanishes when background fluxes are absent.
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1 Introduction

D-instantons generate non-perturbative contributions to string theory amplitudes \[1\]. Computing these contributions is of significant importance not only because they encode non-perturbative effects in string theory but also because they play a prominent role in moduli stabilization \[2, 3\]. As in all instanton contributions, the D-instanton amplitude carries an overall factor of \(e^{-\mathcal{T}_\Gamma} \) where \(-\mathcal{T}_\Gamma\) is the action of the instanton characterized by some ‘charge’ \(\Gamma\).\(^1\) However, even at leading order, this needs to be accompanied by the one-loop determinant of fluctuations of open strings around the instanton since this determines the overall normalization of the amplitude. Initial studies involving D-instantons bypassed this problem and instead determined the D-instanton contribution to the amplitude using a combination of S-duality, supersymmetry and mirror symmetry / T-duality \[4–17\].

More recently, the problem of computing the one-loop determinant of fluctuations around D-instantons was resolved by combining insights from open string field theory with explicit world-sheet expressions for the same quantity. Even though both expressions are formal, combining the two leads to an unambiguous result. This approach has been applied to ten-dimensional type IIB string theory \[18, 19\], compactification of type II string theories on Calabi-Yau threefolds \[20, 21\] as well as two-dimensional string theory \[22\] and minimal string theory \[23\]. In each case the result agrees with earlier predictions based on symmetries.

Encouraged by this success, in this paper we analyze the D-instanton generated superpotential in type II string theory on Calabi-Yau orientifolds. Since these theories have \(\mathcal{N} = 1\) supersymmetry in four dimensions, dualities and symmetries are not powerful enough to determine the overall normalization of instanton corrections. Therefore, we cannot compare our results with any known result. Nevertheless, since we follow the same procedure that was used in the analysis of \[18–23\], we expect our analysis to produce the correct result.

D-instanton contributions to the superpotential in type II string theory on Calabi-Yau orientifolds have been extensively studied earlier in the literature, see e.g. \[24–38\]. Our results agree with the results in these papers. However, to the best of our knowledge, the overall normalization of the amplitude has not been determined unambiguously in any of the earlier papers, although some attempts were made in \[28\]. Our main contribution is towards fixing the overall normalization.

Before presenting our final result, let us make a few remarks on the limitations of our analysis:

1. We work in backgrounds containing type II string theory on Calabi-Yau threefolds with D-branes and orientifold planes, but ignore the presence of any flux in the background. It may be possible to take into account the effect of fluxes by treating them as perturbations \[39–41\], but this has not been done.

2. We focus on the computation of the superpotential involving only the closed string moduli fields that parametrize the bulk world-sheet CFT and the string coupling, and

\(^1\)We use the convention that the path integral is weighted by \(e^S\) where \(S\) is the action.
the open string moduli fields that characterize the boundary CFT associated with the background space-filling D-branes and orientifold planes. It may be possible to combine our approach with those in [28, 30, 31, 33] to determine the superpotential involving massless open string fields that live on space-filling D-branes but are not moduli, but we have not done this.

3. We focus on rigid instantons whose only bosonic moduli are those associated with translation of the instanton along the four non-compact space-time directions. We also assume that the only fermion zero modes on the instanton are the ones associated with broken supersymmetry.

Our main result on the one-instanton induced superpotential, given in (3.25), (5.19), takes the form:

\[ |W_\Gamma| e^{K/2} = \frac{\kappa_4^2}{16\pi^2} \text{Re} \left( \mathcal{T}_\Gamma(\phi) \right) K_0 |e^{-T_\Gamma(\phi)}|, \]

(1.1)

where

\[ K_0 = \lim_{\epsilon \to 0} \lim_{\epsilon' \to 0} \exp \left[ \int_{\epsilon'}^{1/\epsilon} \frac{dt}{2t} Z_A + \int_{\epsilon' / 4}^{1/\epsilon} \frac{dt}{2t} Z_M + 3 \int_0^{1/\epsilon} \frac{dt}{2t} \left( e^{-2\pi t} - 1 \right) \right]. \]

(1.2)

Here \( W_\Gamma \) is the superpotential induced by an instanton of charge \( \Gamma \), \( K \) is the Kähler potential, \( \kappa_4 \) is the four-dimensional gravitational constant, \( -T_\Gamma(\phi) \) is the action of the instanton expressed as a function of the moduli fields \( \phi \), \( Z_A \) is the sum of annulus partition functions, either with both ends on the D-instanton or with one end on the D-instanton and the other end on a space-filling D-brane, and \( Z_M \) is the Möbius strip contribution to the partition function with its boundary on the instanton. \( K_0 \) has implicit moduli dependence through \( Z_A \) and \( Z_M \). Note that due to the possibility of Kähler transformations \( K \to K + f + \bar{f} \), \( W_\Gamma \to e^{-f} W_\Gamma \), where \( f \) is any holomorphic function of the moduli, neither \( K \) nor \( W_\Gamma \) can be defined unambiguously, but \( |W_\Gamma| e^{K/2} \) can. This is the combination that appears in (1.1).

Some other results obtained in this paper, within the limitations stated above, are the following:

1. We argue that the multi-instanton contributions do not correct the superpotential for the moduli fields in the absence of fluxes. This appears to be consistent with the results of [42] on worldsheet instanton corrections to the superpotential in heterotic string theory.\(^2\)

\(^2\)We remark that in heterotic string theory, worldsheet instantons can generate two different classes of corrections to the superpotential: terms that involve only the moduli fields characterizing the Kähler class and complex structure of the Calabi-Yau threefold and the \( E_8 \times E_8 \) or \( \text{SO}(32) \) vector bundle, and terms that also involve the matter fields. The second class of terms is often called Yukawa couplings, and known to receive non-trivial multi-instanton contributions [43]. Via the F-theory/heterotic duality, the first class of corrections are mapped to D-instanton corrections that only involve the moduli fields and the second class of corrections are mapped to D-instanton corrections that also involve the matter fields living on D-branes [24]. We stress that our claim on the absence of the multi-instanton contributions does not apply to the terms involving the matter fields.
2. We generalize the analysis of [26, 27] (see also [44]) to show that for any compactification of type II string theory on Calabi-Yau orientifolds preserving $\mathcal{N} = 1$ supersymmetry, the partition functions $Z_A$ and $Z_M$ associated with D-instanton corrections are equal to the threshold correction to the gauge coupling when we replace the D-instanton by a space-filling D-brane. This result is required for proving the holomorphy of the superpotential.

3. In any solvable string compactification, e.g. orbifold models discussed in [30], we can explicitly compute $Z_A$ and $Z_M$ and hence $K_0$ appearing in (1.2). For a generic compactification we do not have such a closed form expression. Nevertheless, we show how we can organize the contributions to $Z_A$ and $Z_M$, both from the open string channel and from the closed string channel, using character formulas for the representations of the extended $\mathcal{N} = 2$ superconformal algebra that underlies the theory associated with Calabi-Yau compactifications [45–48]. The relevant formulae can be found in (D.23), (D.18), (D.28) and (D.44). This can facilitate computation of $Z_A$ and $Z_M$ in theories that are obtained from solvable models by small deformations.

The rest of the paper is organized as follows. In section 2 we introduce our conventions for the world-sheet theory, D-instantons and orientifolds. We use the language of two-dimensional superconformal field theory (SCFT) instead of the language of Calabi-Yau geometry so that our results are applicable even for stringy compactifications. In section 3 we compute the normalization of the instanton induced amplitude for a single D-instanton by carefully taking into account the effect of zero modes. In section 4 we combine the result of section 3 with some disk amplitude results to compute certain instanton induced amplitudes. In section 5 we compare this result with the result expected from a supergravity theory with instanton induced superpotential to actually compute the superpotential. This leads to the results (1.1), (1.2) quoted above. In section 6 we analyze the contribution to the superpotential from multi-instanton configurations and argue that it vanishes. In section 7 we conclude the paper.

The appendices contain various technical results. In appendix A we use string field theory action to fix the normalization of the fermion kinetic terms. In appendix B we discuss some aspects of the procedure for fixing the integration measure over the open string zero modes. Appendix C contains a list of various theta function identities. In appendix D we use the formulæ for the characters of the extended $\mathcal{N} = 2$ superconformal algebra on the world-sheet to organize the annulus and Möbius strip partition functions $Z_A$ and $Z_M$ that enter (1.2). In appendix E we establish the relation between D-instanton partition function and threshold correction on space-filling D-branes which is used in section 5 to establish holomorphy of the superpotential.

2 Worldsheet theory

We shall consider type IIA or IIB string theory compactified on a Calabi-Yau threefold $\mathfrak{g}$. The world-sheet theory contains the usual $b,c,\beta,\gamma$ ghost system, the fields $\xi, \eta, \phi$ obtained by bosonizing the $\beta, \gamma$ system, the anti-holomorphic counterpart of these fields.
and the matter superconformal field theory (SCFT). The latter consists of two parts: the four space-time coordinates $X^\mu$ and their fermionic partners $\psi^\mu$, $\bar{\psi}^\mu$ describing free field theory, and an interacting (2,2) supersymmetric SCFT with central charge $9$ describing the non-linear sigma model with target space $\mathbb{G}$.

The matter sector of the theory has four sets of spin fields, $S_\alpha, S_\dot{\alpha}, \bar{S}_\alpha, \bar{S}_\dot{\alpha}$. The fields $S_\alpha, S_\dot{\alpha}$ are holomorphic vertex operators of dimension $5/8$, each given by the product of a holomorphic dimension $1/4$ spin field associated with the non-compact directions and a holomorphic dimension $3/8$ spin field associated with the internal SCFT. Here $\alpha, \dot{\alpha}$ denote respectively chiral undotted index and chiral dotted index of the 3+1-dimensional Lorentz group. $\bar{S}_\alpha, \bar{S}_\dot{\alpha}$ are the anti-holomorphic counterparts of these fields. These operators are used to construct the GSO even vertex operators in the $-1/2$ picture, i.e. $e^{-\phi/2}S_\alpha, e^{-\phi/2}S_\dot{\alpha}, e^{-\phi/2}\bar{S}_\alpha, e^{-\phi/2}\bar{S}_\dot{\alpha}$ are the GSO even dimension one vertex operators. We also introduce the matter spin fields $\Sigma_\alpha, \Sigma_\dot{\alpha}, \bar{\Sigma}_\alpha, \bar{\Sigma}_\dot{\alpha}$ of the opposite GSO parity so that $e^{-3\phi/2}\Sigma_\alpha, e^{-3\phi/2}\Sigma_\dot{\alpha}, e^{-3\bar{\phi}/2}\bar{\Sigma}_\alpha, e^{-3\bar{\phi}/2}\bar{\Sigma}_\dot{\alpha}$ are the GSO even vertex operators in the $-3/2$ picture. $\Sigma_\alpha, \Sigma_\dot{\alpha}$ differ from $S_\alpha, S_\dot{\alpha}$ respectively only in the four-dimensional sector and similar relations hold between $\Sigma_\alpha, \Sigma_\dot{\alpha}$ and $\bar{S}_\alpha, \bar{S}_\dot{\alpha}$. In the $\alpha' = 1$ unit, the singular operator product expansions involving these fields are:

\begin{equation}
\frac{\partial X^\mu(z)\partial X^\nu(w)}{2(z-w)^2} + \cdots ,
\end{equation}

\begin{equation}
\frac{\eta^{\mu\nu}}{2} (z-w)^{-1} + \cdots ,
\end{equation}

\begin{equation}
\psi^\mu(z)\psi^\nu(w) = -\frac{\eta^{\mu\nu}}{2} (z-w)^{-1} + \cdots ,
\end{equation}

\begin{equation}
e^{-\phi}\psi^\mu(z)e^{-\phi/2}S_\alpha(w) = \frac{i}{2} (z-w)^{-1} (\gamma^\mu)_\alpha^\beta e^{-3\phi/2}\Sigma_\beta + \cdots ,
\end{equation}

\begin{equation}
e^{-\phi}\psi^\mu(z)e^{-\phi/2}S_\dot{\alpha}(w) = \frac{i}{2} (z-w)^{-1} (\gamma^\mu)_\dot{\alpha}^\dot{\beta} e^{-3\phi/2}\bar{\Sigma}_\dot{\beta} + \cdots ,
\end{equation}

\begin{equation}
e^{-\phi/2}\Sigma_\alpha(z)e^{-3\phi/2}\Sigma_\alpha(w) = (z-w)^{-2}\varepsilon_{\alpha\beta} e^{-2\phi}(w) + \cdots
\end{equation}

\begin{equation}
e^{-\phi/2}\Sigma_\dot{\alpha}(z)e^{-3\phi/2}\Sigma_\dot{\alpha}(w) = (z-w)^{-2}\varepsilon_{\dot{\alpha}\dot{\beta}} e^{-2\phi}(w) + \cdots
\end{equation}

\begin{equation}
e^{-\phi/2}\bar{\Sigma}_\alpha(z)e^{-3\bar{\phi}/2}\bar{\Sigma}_\alpha(w) = (z-w)^{-2}\varepsilon_{\alpha\beta} e^{-2\bar{\phi}}(w) + \cdots
\end{equation}

\begin{equation}
e^{-\phi/2}\bar{\Sigma}_\dot{\alpha}(z)e^{-3\bar{\phi}/2}\bar{\Sigma}_\dot{\alpha}(w) = (z-w)^{-2}\varepsilon_{\dot{\alpha}\dot{\beta}} e^{-2\bar{\phi}}(w) + \cdots
\end{equation}

where $\cdots$ denotes terms that are suppressed by integer powers of $(z-w)$ compared to the leading term and

\begin{equation}
(\gamma^\mu)_\alpha^\beta = (\gamma^\mu)_\dot{\alpha}^{\dot{\beta}}, \quad (\gamma^\mu)_{\dot{\alpha}\beta} = (\gamma^\mu)_{\alpha}^\gamma \varepsilon_{\gamma\beta}, \quad (\gamma^\mu)_{\alpha\beta} = (\gamma^\mu)_{\dot{\alpha}\dot{\beta}}, \quad \{\gamma^\mu, \gamma^\nu\} = 2 \eta^{\mu\nu} 1.
\end{equation}

There are also similar operator product expansions involving the anti-holomorphic fields. Following [18, 20, 21], we shall normalize the vacua for closed strings such that

\begin{equation}
\langle k | c_{-1} \bar{c}_{-1} c_0 \bar{c}_0 c^1 \bar{c}^1 e^{-2\phi}(0)e^{-2\bar{\phi}}(0) | k' \rangle = -(2\pi)^4 \delta^{(4)}(k+k'),
\end{equation}

where $k$ denotes the momentum along the non-compact directions. Several other operator products have been described in appendix A.
The $(2,2)$ world-sheet superconformal algebra has a pair of $U(1)$ currents $J(z)$ and $\bar{J}(\bar{z})$. It is useful to characterize the spin fields introduced above by their $(\bar{J}, J)$ charge. The fields $S_\alpha$ and $\Sigma_\alpha$ carry $J$ charge $3/2$, whereas the fields $S_\dot{\alpha}$ and $\Sigma_\dot{\alpha}$ carry $J$ charge $-3/2$. A similar charge assignment holds in the anti-holomorphic sector.

### 2.1 Closed string moduli fields

We now turn to the vertex operators associated with the closed string moduli fields. We shall use the type IIB viewpoint for which we have identical GSO projection rules in the left and right-moving sectors, and focus on Kähler moduli and their superpartners since the D-instanton action $-\mathcal{T}_I$ is expected to depend only on these moduli.\footnote{The type IIA viewpoint corresponds to redefining $\bar{J}$ as $-\bar{J}$ and the associated redefinition of the other generators of the left-moving superconformal algebra.} If we denote by $u_m$ the canonically normalized fluctuation of one such Kähler modulus field around some background $u_m^{(0)}$, then its vertex operator $V^m$ in the $(-1, -1)$ picture will be given by

$$V^m = c\bar{c}e^{-\phi}e^{-\bar{\phi}}W^m, \quad (2.4)$$

where $W^m$ is a dimension $(1/2, 1/2)$ superconformal primary of the internal SCFT with $(\bar{J}, J)$ charge $(-1, 1)$. The vertex operator $U^m$ for the complex conjugate field $(u_m)^*$ has the form

$$U^m = c\bar{c}e^{-\phi}e^{-\bar{\phi}}Y^m, \quad (2.5)$$

where $Y^m$ is a dimension $(1/2, 1/2)$ superconformal primary of the internal SCFT with $(\bar{J}, J)$ charge $(1, -1)$. We shall assume that $W^m$ and $Y^m$ are normalized so that

$$W^m(z, \bar{z})Y^m(w, \bar{w}) = -\frac{\delta^m_n}{|z - w|^2}. \quad (2.6)$$

In the language of [49], $W^m$ represents an (anti-chiral, chiral) operator and $Y^m$ represents a (chiral, anti-chiral) operator. The unusual minus sign on the right hand side of (2.6) ensures that the operator product of $e^{-\phi}e^{-\bar{\phi}}W^m(z, \bar{z})$ and $e^{-\phi}e^{-\bar{\phi}}Y^m(w, \bar{w})$ is given by $e^{-2\phi/2}e^{-2\bar{\phi}}\delta^m_n|z - w|^{-4}$ without any extra sign.

The field $u_m$ has a pair of superpartner fermions $\psi^\alpha_m$ and $\psi^{\dot{\alpha}_m}$ from the NSR and RNS sectors, whose vertex operators can be written as

$$V^m_\alpha = c\bar{c}e^{-\phi/2}e^{-\bar{\phi}}W^m_\alpha, \quad V^m_{\dot{\alpha}} = c\bar{c}e^{-\phi/2}e^{-\bar{\phi}}W^m_{\dot{\alpha}}, \quad (2.7)$$

in the $(-1, -1/2)$ and $(-1/2, -1)$ picture, respectively. Then we have the operator product expansions:

$$e^{-\phi/2}S_\alpha(z) e^{-\phi/2}e^{-\bar{\phi}}W^m_\beta(w, \bar{w}) = (z - w)^{-1} \epsilon_{\alpha\beta} e^{-\phi}e^{-\bar{\phi}}W^m(w, \bar{w}) + \cdots,$$

$$e^{-\phi/2}S_{\dot{\alpha}}(\bar{z}) e^{-\phi}e^{-\bar{\phi}/2}W^m_\beta(w, \bar{w}) = (\bar{z} - \bar{w})^{-1} \epsilon_{\alpha\beta} e^{-\phi}e^{-\bar{\phi}}W^m(w, \bar{w}) + \cdots. \quad (2.8)$$

$W^m_\alpha$ and $W^m_{\dot{\alpha}}$ carry $(\bar{J}, J)$ charges $(-1, -1/2)$ and $(1/2, 1)$, respectively.
We now consider an orientifold of this theory, obtained by taking its quotient by the orientifold transformation acts by exchanging the left and right-moving sectors and as well as on matter field $g$ in $\mathcal{Z}$ acts on the SCFT associated with $\mathcal{Z}$ and $\mathcal{R}$ sectors, with vertex operators

$$ V^m = e^{-\phi} e^{-\bar{\phi}} W^m $$

and

$$ U^m = e^{-\phi} e^{-\bar{\phi}} Y^m $$

in the $(-1, -1/2)$ and $(-1/2, -1)$ picture, respectively. Then we have the operator product expansions:

$$ e^{-\phi/2} S_\alpha(z) e^{-\phi/2} e^{-\bar{\phi} \bar{Y}^m(w, \bar{w})} = (z - w)^{-1} \varepsilon_{\alpha \beta} e^{-\phi - \bar{\phi}} Y^m(w, \bar{w}) + \cdots, $$

$$ e^{-\bar{\phi}/2} \bar{S}_\alpha(z) e^{-\phi/2} e^{-\bar{\phi} \bar{Y}^m(w, \bar{w})} = (\bar{z} - \bar{w})^{-1} \varepsilon_{\alpha \beta} e^{-\phi - \bar{\phi}} Y^m(w, \bar{w}) + \cdots. \tag{2.10} $$

$Y^m_\alpha$ and $Y^m_\alpha$ carry $(\bar{J}, J)$ charges $(1, 1/2)$ and $(-1/2, -1)$, respectively. Since the operators at $z$ or $\bar{z}$ on the l.h.s. of (2.8) and (2.10) are supercurrents, the above OPEs encode the space-time supersymmetry transformations. $W^m_\alpha$, $W^m_{\bar{\alpha}}$, $Y^m_\alpha$ and $Y^m_{\bar{\alpha}}$ are obtained by taking the product of four-dimensional spin fields with Ramond sector ground states of the SCFT associated with $\mathcal{Z}$ in left/right moving part, while keeping the right/left moving part the same [49]. For convenience we have listed in table 1 the picture numbers and $(\bar{J}, J)$ charges of various vertex operators.

### 2.2 Orientifold operation

We now consider an orientifold of this theory, obtained by taking its quotient by the orientation reversal on the world-sheet, together with a possible $\mathbb{Z}_2$ transformation $g$ that acts on the SCFT associated with $\mathcal{Z}$. We shall call the combined transformation $\Omega_g$. If the transformation includes $(-1)^F$ that changes the sign of RNS and RR states, we include it in $g$ since this can be regarded as an action on the internal parts of $\bar{S}_\alpha$, $\bar{S}_{\bar{\alpha}}$. On ghost fields as well as on matter field $X^\mu$ and $\psi^\mu$ associated with the non-compact space-time directions, the orientifold transformation acts by exchanging the left and right-moving sectors and

4Early papers investigating orientifolds of type II strings include [50–53] and modern reviews of the subject can be found in [54, 55].
exchanging the argument $z$ with $-\bar{z}$.\footnote{Defining $z = e^{i\sigma + i\alpha}$, orientation reversal corresponds to the transformation $\sigma \leftrightarrow \pi - \sigma$, with fixed points at $\sigma = \pi/2$ and $3\pi/2$. The fixed points may be shifted using $\sigma$ translation. This corresponds to a redefinition $z \to e^{i\alpha}z$, $\bar{z} \to e^{-i\alpha}\bar{z}$, and makes the orientifold transformation $z \leftrightarrow -e^{-2i\alpha}\bar{z}$. In particular, by choosing $\alpha = \pi/2$, we can make the orientifold transformation act as $z \to \bar{z}$, i.e. $\sigma \to 2\pi - \sigma$. However, since changing the phase of $z$ by $e^{i\alpha}$ is generated by $e^{i(\alpha+i\lambda)}$, this does not affect the transformation laws of level matched closed string states.} Therefore, a holomorphic field of weight $h$ constructed from $X^\mu$, $\psi^\mu$ and the ghost fields transforms to its anti-holomorphic counterpart with the argument replaced by $-\bar{z}$ and an overall multiplicative factor of $(-1)^h$. In particular, under $\Omega_g$ we have

\[
\begin{align*}
\partial X^\mu(z) &\to -\partial X^\mu(-\bar{z}), \quad c(z) \to -\bar{c}(-\bar{z}), \quad b(z) \to \bar{b}(-\bar{z}), \quad e^{-\phi}\psi^\mu(z) \to -e^{-\bar{\phi}}\bar{\psi}^\mu(-\bar{z}), \\
\partial \xi(z) &\to -\partial \bar{\xi}(-\bar{z}), \quad \eta(z) \to -\bar{\eta}(-\bar{z}), \quad e^{-2\phi}(z) \to e^{-2\bar{\phi}}(-\bar{z}).
\end{align*}
\] (2.11)

Some caution is needed in interpreting these transformation laws. They clearly do not represent symmetries of a general correlation function in the conformal field theory but preserve the operator product expansion on the real axis. The correct way to interpret these transformation laws is to use them to find the transformation of a state $|V\rangle = V(0)|0\rangle$ from the transformation properties of the local operator $V$ and the $\text{SL}(2, \mathbb{R})$ invariant vacuum $|0\rangle$.

On the graviton and 2-form vertex operators $\Omega_g$ acts as

\[
e^{\phi/2}S_\alpha(z) \to -e^{-\phi/2}\bar{S}_\alpha(-\bar{z}), \quad e^{-\phi/2}\bar{S}_\bar{\alpha}(z) \to -e^{-\phi/2}S_{\bar{\alpha}}(-\bar{z}).
\] (2.13)

The minus signs in these equations could be changed to phases by redefining $S_\alpha$, $S_{\bar{\alpha}}$, $\Sigma_\alpha$, $\Sigma_{\bar{\alpha}}$ as $e^{i\beta}S_\alpha$, $e^{-i\beta}\bar{S}_\bar{\alpha}$, $e^{-i\beta}\Sigma_\alpha$, $e^{i\beta}\Sigma_{\bar{\alpha}}$ without affecting the operator product expansion (2.1c)–(2.1e), but we shall stick to the convention in which (2.13) holds. Under $\Omega_g$, $W^m$ and $Y^m$ also get exchanged up to a phase. By multiplying $W^m$ and $Y^m$ by equal and opposite phases so as not to affect (2.6), we shall ensure that

\[
e^{-\phi}e^{-\bar{\phi}}W^m(z, \bar{z}) \to e^{-\phi}e^{-\bar{\phi}}Y^m(-\bar{z}, -z) \quad \Rightarrow \quad V^m(z, \bar{z}) \to -U^m(-\bar{z}, -z)
\] (2.14)

under $\Omega_g$. It also follows from (2.8), (2.10), (2.13), (2.14) on the real axis that under $\Omega_g$

\[
V^m_\beta(z, \bar{z}) \to -U^m_\beta(-\bar{z}, -z), \quad V^m_{\bar{\beta}}(z, \bar{z}) \to -U^m_{\bar{\beta}}(-\bar{z}, -z).
\] (2.15)
Therefore, taking into account the fact that $|0\rangle$ is odd, the states invariant under $\Omega_g$ are:

\[
\frac{1}{\sqrt{2}} [V^m(0) + U^m(0)]|0\rangle, \quad \frac{1}{\sqrt{2}} [V^m_\beta(0) + U^m_\beta(0)]|0\rangle, \quad \frac{1}{\sqrt{2}} [V^m_\beta(0) + U^m_\beta(0)]|0\rangle, \quad \frac{1}{\sqrt{2}} [V^m_\beta(0) + U^m_\beta(0)]|0\rangle,
\] corresponding to the fields

\[
\hat{\phi}_m = \frac{1}{\sqrt{2}} (u_m + (u_m)^*) , \quad \rho_m^\alpha = \frac{1}{\sqrt{2}} (\bar{\psi}_m^\alpha + \zeta_m^\alpha), \quad \rho_m^\beta = \frac{1}{\sqrt{2}} \left( \bar{\zeta}_m^\beta + \psi_m^\beta \right),
\]
respectively. Note that $\hat{\phi}_m/\sqrt{2}$ becomes the real part of the scalar component $\phi_m$ of a chiral superfield, the imaginary part of $\phi_m$ being given by a field from the RR sector.

### 2.3 D-instantons

We now consider a D-instanton in this theory. We shall use the upper half plane description of the open string world-sheet. First, we shall analyze the system before taking the orientifold. We choose Neumann boundary condition on the ghosts, Dirichlet boundary condition on $X^\mu, \psi^\mu, \bar{\psi}^\mu$ and

\[
J(z) = \bar{J}(\bar{z}), \quad c e^{-\phi/2} S_\alpha(z) = -\bar{c} e^{-\bar{\phi}/2} \bar{S}_\alpha(\bar{z}), \quad c e^{-\phi/2} S_\bar{\alpha}(z) = \bar{c} e^{-\bar{\phi}/2} \bar{S}_\bar{\alpha}(\bar{z}),
\]
on the real axis. Also, we normalize the vacuum of the open strings on the D-instanton as

\[
\langle 0| c_{-1} c_0 c_1 e^{-2\phi}(0)|0\rangle = 1.
\]

Here, as well as in the rest of the equations in this section, $|0\rangle$ denotes the SL(2, R) invariant vacuum of the open string with both ends on the D-instanton. Note that the relative minus sign between the last two equations in (2.18) is forced on us by the consistency with the operator product expansion (2.1e) and its anti-holomorphic counterpart and the Dirichlet boundary condition on $\psi^\mu$, but which of the two equations carries the minus sign is a matter of choice and distinguishes a D-instanton from an anti-D-instanton. These equations are also consistent with the fact that the $J$ charge carried by $S_\alpha (\bar{S}_\bar{\alpha})$ is equal to the $\bar{J}$ charge carried by $\bar{S}_\alpha (\bar{S}_\bar{\alpha})$. In particular, the boundary condition $J(z) = -\bar{J}(\bar{z})$ would not be consistent with the last two boundary conditions in (2.18).

With this choice of boundary conditions, the vertex operators $c_0 V^m(i)$ and $c_0 U^m(i)$ are allowed to have a non-zero one-point function on the upper half plane. We shall illustrate this using the one-point function of $c_0 V^m$. Since it carries $(J, \bar{J})$ charge $(-1, 1)$, we can replace $c_0 V^m(i)$ either by $\oint dz J(z) c_0 V^m(i)/(2\pi i)$ or $\oint' d\bar{z} \bar{J}(\bar{z}) c_0 V^m(i)/(2\pi i)$ where $\oint$ and $\oint'$ are integrals along anti-clockwise and clockwise contours around $i$, respectively. We can now deform both contours and make them lie along the real axis, but in opposite directions. This compensates the minus sign due to the negative $J$ charge of $c_0 V^m$ and, using the $J = \bar{J}$ boundary condition on the real line, we get identical results. Therefore, we do not encounter any contradiction. Similar result holds for $c_0 U^m$. In contrast, if we had vertex operators carrying equal $J$ and $\bar{J}$ charges, then we would get equal and opposite results from the $J$ and $\bar{J}$ contours, leading to a contradiction. Therefore, the one-point function of such vertex operators must vanish. If we consider the compactification of type
IIB string theory on a Calabi-Yau manifold, then the vertex operators with \((\bar{J}, J)\) charges \((\mp 1, \pm 1)\) represent Kähler moduli and the vertex operators with \((\bar{J}, J)\) charges \((\pm 1, \pm 1)\) represent complex structure moduli. This is consistent with the fact that the instanton action depends only on the Kähler moduli. For type IIA compactification the two sets of moduli get exchanged, but we can repeat the analysis presented here by reversing the sign of \(J\) in all equations. This would be consistent as well.

The spectrum of open strings with both ends on the D-instanton consists of a set of massive modes and a set of zero modes — those with vanishing \(L_0\) eigenvalue. We shall analyze the states in Siegel gauge, satisfying the constraint that \(b_0\) annihilates the state. Some of the zero modes are physical, describing the collective coordinates of the instanton. These include the four fermionic zero modes associated with broken supersymmetry since the instanton breaks four out of eight supersymmetries, and bosonic zero modes describing the position of the instanton in non-compact directions. In particular, the four zero modes associated with broken supersymmetry are described by the vertex operators \(c e^{-\phi/2} S_\alpha(z) = -\bar{c} e^{-\bar{\phi}/2} \bar{S}_\alpha(\bar{z})\) and \(c e^{-\phi/2} \bar{S}_\alpha(\bar{z}) = \bar{c} e^{-\bar{\phi}/2} S_\alpha(z)\) on the real line. However, there are also ghost zero modes in the NS sector corresponding to the states:

\[
c_1 \beta_{-1/2} - 1\rangle = c \partial \xi e^{-2\phi}(0)\langle 0\rangle, \quad c_1 \gamma_{-1/2} - 1\rangle = c \eta(0)\langle 0\rangle.
\]

The presence of these ghost zero modes in the spectrum reflects the breakdown of Siegel gauge choice [22].

The zero modes described above are universal, but there could be additional non-universal zero modes associated with the deformation of the instanton along the Calabi-Yau threefold \(Y\) and their fermionic partners. We shall comment on these after discussing the effect of the orientifold projection.

2.4 D-instantons in orientifold

Let us now analyze the same D-instanton in the orientifold considered above following [56–59]. We shall assume that the resulting instanton is of \(O(1)\) type [33, 59] so that the D-instanton is invariant under the orientifold projection and we do not need to add its image. The open string spectrum on the resulting D-instanton is supposed to include the four translation zero modes along the non-compact space-time directions and the two fermion zero modes associated with broken supersymmetry, since the D-instanton now breaks two out of four supersymmetries. The translation zero modes are associated with the NS sector states

\[
i\sqrt{2} c_1 \psi^{\mu}_{-1/2} - 1\rangle = -i\sqrt{2} c e^{-\phi} \psi^{\mu}(0)\langle 0\rangle.
\]

It follows from (2.11) that under \(\Omega_g\), \(c^{\mu} e^{-\phi}(0)\) transforms to \(\bar{c}_e^{\mu} e^{-\bar{\phi}}(0)\) which can be equated to \(-c^{\mu} e^{-\phi}(0)\) using the boundary conditions (2.11). Therefore, in order that (2.21) be even under this transformation, we must declare \(|0\rangle\) to be odd under \(\Omega_g\) or equivalently declare the Chan-Paton factor, which in this case is a \(1 \times 1\) matrix, to be odd under \(\Omega_g\) [57, 58]. This in turn implies that the states (2.20) are odd under \(\Omega_g\) since \(\beta, \gamma, \xi, \eta, \phi\) satisfy Neumann boundary conditions. Therefore, in the orientifold the ghost zero modes (2.20) are absent. Once the action of the orientifold transformation on the vacuum
has been determined, we can also determine the spectrum of massive modes that survive the orientifold projection.

Let us now turn to the Ramond sector of the open string on the D-instanton. Using (2.11), (2.13) and (2.18), we see that under $\Omega_g$:

$$ce^{-\phi/2}S_\alpha(0) \rightarrow \bar{c}e^{-\bar{\phi}/2}\bar{S}_\alpha(0) = -ce^{-\phi/2}S_\alpha(0),$$
$$ce^{-\phi/2}\dot{S}_\alpha(0) \rightarrow \bar{c}e^{-\bar{\phi}/2}\bar{\dot{S}}_\alpha(0) = ce^{-\phi/2}\dot{S}_\alpha(0).$$

Taking into account the fact that $|0\rangle$ is odd under $\Omega_g$, we see that the zero modes that are even under $\Omega_g$ in Ramond sector are

$$ce^{-\phi/2}S_\alpha(0)|0\rangle.$$  \hspace{1cm} (2.23)

Note that once we consider an orientifold, we need to have a certain number of space-filling D-branes\footnote{We use the term ‘space-filling D-brane’ for any D-brane that extends along all the non-compact directions and ‘D-instanton’ for any D-brane that is localized at a point along the non-compact directions, irrespective of how they extend along the internal directions.} to cancel any RR charge carried by orientifold planes. As a result, we shall get additional open string states with one end on the instanton and the other end on the space filling D-brane. There could in principle be additional zero modes in this sector. Furthermore, some of the non-universal zero modes associated with the deformation of the instanton inside $\mathcal{Q}$ may also survive the orientifold projection. In our analysis we shall assume that the only zero modes on the D-instanton are the four bosonic modes and two fermionic modes associated with broken translation symmetry and supersymmetry.

### 2.5 Normalization conventions for orientifolds

In the orientifold that involves projection into $\Omega_g$ invariant states, the various parameters of the parent theory are related to those in the daughter theory by powers of 2. We shall now briefly discuss the origin of these factors.

Since in the computation of the one-loop open string partition function in the orientifold theory we need to average over the annulus and the Möbius strip contribution, the contribution from the annulus carries a multiplicative factor of $1/2$ compared to the annulus amplitude in the parent theory before taking the orientifold projection. Since the annulus amplitude can also be viewed in the closed string channel as the exchange of a single closed string between the D-instanton with itself, it is proportional to the square of the action of the D-instanton. Therefore, the D-instanton action in the orientifold is $1/\sqrt{2}$ times the D-instanton action in the parent theory, provided the two theories share the same value of the four-dimensional gravitational coupling $\kappa_4$.

More generally, the rules for computing a general amplitude in an orientifold is that for an amplitude with $N$ external closed strings, $M$ external open strings, $b$ boundaries, $c$ crosscaps and $g$ handles, we have an extra factor \cite{60}

$$2^{-g-(b+c)/2+M/4},$$  \hspace{1cm} (2.24)
compared to that in the parent theory. Therefore, closed string one-point function on the disk, having $b = 1$, carries an extra factor of $1/\sqrt{2}$. Since this is proportional to the action of the instanton, it confirms that the action $-T_R$ is multiplied by a factor of $1/\sqrt{2}$. On the other hand, since each external open string carries a factor of the open string coupling constant $g_o$, the $2^{M/4}$ factor shows that $g_o$ is effectively multiplied by $2^{1/4}$. Therefore, the relation between the real part of the action $-T_R$ of the D-instanton and the open string coupling constant $g_o$ on the D-instanton [61]

$$
T_R = \frac{1}{2\pi^2 g_o^2},
$$

is not affected. Similarly, the closed string coupling $\kappa_4$, captured e.g. by the sphere three-point function of three external closed strings, remains the same as in the parent theory since we have $g = b = c = M = 0$. Therefore, the expression for the instanton action, given in terms of the closed string coupling constant, acquires a factor of $1/\sqrt{2}$.

We shall follow the convention that unless mentioned otherwise, the parameters used here are those in the daughter theory, e.g. $\kappa_4$ and $-T_R$ will label respectively the four-dimensional gravitational coupling and D-instanton actions in the daughter theory.

3 Normalization of rigid instanton amplitudes

In this section, we shall compute the normalization of the instanton contribution to the amplitude by evaluating the exponential of the annulus and Möbius strip diagrams. However, we need to treat the contributions from the zero modes carefully with the help of open string field theory. For this, we need to first review some aspects of free open string field theory on the D-instanton.

Since an open string with both ends on the D-instanton has states with zero $L_0$ eigenvalue that leads to zero modes in the open string spectrum, we shall first consider a regulated system where we put slightly different boundary conditions on the two ends of the open string [18, 20, 21]. This lifts the zero modes and helps us to make the correspondence between the worldsheet expressions and string field theory path integral expressions for the normalization manifest. Once this correspondence is established, we shall take the limit of zero separation and compute the normalization by evaluating the string field theory path integral. Further discussion on this deformation can be found in appendix B. For simplicity of notation we shall continue to refer to the modes that become zero modes in the limit of zero separation as zero modes even for non-zero separation.

For our analysis we shall need some aspects of open string field theory that will be described in section 3.1. Later, in order to fix the normalization of the closed string fields, we shall also need some aspects of closed string field theory which we review in appendix A. The reader interested in more details can consult [62–67].

3.1 Open string field theory

The NS sector open string field in Siegel gauge corresponds to a general GSO even state $|\Phi_{\mathrm{NS}}\rangle$ of picture number $-1$, subject to the condition

$$
b_0|\Phi_{\mathrm{NS}}\rangle = 0.
$$

(3.1)
Let \( \{|\varphi_r\rangle\} \) denote a set of basis states and \( |\Phi_{NS}\rangle = \sum_r \xi_r |\varphi_r\rangle \). The quadratic part of the string field theory action has the form
\[
S_{NS} = \frac{1}{2} \langle \Phi_{NS}|c_0 L_0|\Phi_{NS}\rangle ,
\]
where \( L_n \) are the Virasoro generators. We shall normalize the basis states \( |\varphi_r\rangle \) so that in any given \( L_0 \) eigenvalue sector, the matrix \(-\langle \varphi_r|c_0|\varphi_s\rangle\) has determinant \( 1 \). This does not completely specify the choice of basis, but for our purpose any basis satisfying this condition will suffice. The minus sign in the definition of the matrix is related to our sign convention for the action — we use \( e^S \) as the weight factor in the path integral. For classical string fields carrying ghost number \( 1 \), such a choice of basis can be achieved by taking the basis states \( |\varphi_r^{(1)}\rangle \) to satisfy \( \langle \varphi_r^{(1)}|c_0|\varphi_s^{(1)}\rangle = -\delta_{rs} \). For other ghost numbers we can achieve this by pairing the basis states \( |\varphi_s^{(n)}\rangle \) of ghost number \( n \) with the basis states \( |\varphi_s^{(2-n)}\rangle \) of ghost number \( (2-n) \) such that \( \langle \varphi_r^{(2-n)}|c_0|\varphi_s^{(n)}\rangle = -\delta_{rs} \) for \( n \leq 0 \).

For the R sector there are various formalisms, but for our analysis it will be simplest to use the one given in [68, 69] (see also [70–72]) and restrict to string fields with \( L_0 > 0 \) using the trick of considering open strings stretched between a separated pair of instantons. In this formalism the R sector string field in Siegel gauge is a general GSO even state \( |\Phi_R\rangle \) of picture number \(-1/2\), subject to the conditions
\[
b_0|\Phi_R\rangle = 0, \quad \beta_0|\Phi_R\rangle = 0 .
\]
Let \( \{|\bar{\varphi}_a\rangle\} \) denote the set of basis states and \( |\Phi_R\rangle = \sum_a \xi_a |\bar{\varphi}_a\rangle \) be a general string field in Siegel gauge, obtained by the action of \( b, c, \beta, \gamma \) oscillators and matter operators acting on \( e^{-\phi/2}S_{\alpha}(0)|0\rangle \) or \( e^{-\phi/2}S_{\alpha}(0)|0\rangle \). The quadratic part of the action has the form
\[
S_R = \frac{1}{2} \langle \Phi_R|c_0 G_0 \delta(\gamma_0)|\Phi_R\rangle ,
\]
where \( G_a \) are the modes of the super-stress tensor \(-2\psi_\mu \partial X^\mu + \cdots \) of the combined matter-ghost theory, normalized so that \( G_0^2 = L_0 \). Since the operator \( \delta(\gamma_0) \) has not been introduced before, we need to describe how to compute matrix elements of \( \delta(\gamma_0) \). It is a Grassmann odd operator with specific (anti-)commutation rules with the usual operators. Most of the rules are obvious, e.g. if this is multiplied by a factor of \( \gamma_0 \) the result will vanish and it (anti-)commutes with all non-zero mode \( \beta, \gamma \) oscillators as well as all \( b, c \) and matter operators. Since \( \beta_0 \) annihilates the vacuum in the \(-1/2\) picture, we do not encounter products of \( \beta_0 \) and \( \delta(\gamma_0) \) for evaluation of (3.4). Using these rules, we can manipulate the matrix element appearing in (3.4) so that \( \delta(\gamma_0) \) acts on \( e^{-\phi/2}S_{\alpha}(0)|0\rangle \) or \( e^{-\phi/2}S_{\alpha}(0)|0\rangle \) to the right. In these cases we follow the rules
\[
\delta(\gamma_0)e^{-\phi/2}S_{\alpha}(0)|0\rangle = e^{-3\phi/2}S_{\alpha}(0)|0\rangle , \quad \delta(\gamma_0)e^{-\phi/2}S_{\alpha}(0)|0\rangle = e^{-3\phi/2}S_{\alpha}(0)|0\rangle .
\]
Once the factor of \( \delta(\gamma_0) \) has been removed this way, we can use (2.19) and operator product expansions to compute the remaining matrix element. We shall normalize the basis states \( |\bar{\varphi}_a\rangle \) such that inside a subspace of states of fixed \( L_0 \) eigenvalue \( h \), the matrix \( M_{ab} = \langle \bar{\varphi}_a|c_0 G_0 L_0^{-1/2} \delta(\gamma_0)|\bar{\varphi}_b\rangle \) satisfies \( \det(M) = 1 \). As can be verified from (2.1b)–(2.1c), for the zero modes associated with broken supersymmetry, this simply amounts to choosing the zero mode vertex operators to be \( c e^{-\phi/2}S_{\alpha} \) and \( c e^{-\phi/2}S_{\alpha} \) without any further normalization. This normalization also agrees with the one used in [18, 20, 21].
We further note that in the formulation of superstring field theory, it is possible to integrate out a set of degrees of freedom and work with the remaining fields. There is a large amount of freedom in deciding which degrees of freedom we integrate out. We can use this freedom to work with a truncated version of string field theory with a finite number of degrees of freedom that contains all the zero modes and possibly some other modes. In this context we note that if in the R sector we integrate out all the non-zero modes, then we can also work with the action where in the kinetic term $G_0 \delta(\gamma_0)$ is replaced by a more conventional operator $\mathcal{Y}_0 Q_B$ where $Q_B$ is the BRST operator and $\mathcal{Y}_0$ is the zero mode of the inverse picture changing operator [18]. The resulting action coincides with (3.4) in the zero mode sector. The choice (3.4) allows us to also include some of the non-zero modes in the string field theory, but the final result is not affected by this choice.

3.2 Normalization before the orientifold projection

We first analyze the normalization of the instanton amplitude before the orientifold projection. Formally this is given by the exponential of the annulus amplitude with the boundaries lying on the D-instanton. Our strategy will be to interpret (part of) the annulus amplitude as arising from path integral over open string modes and then use insights from string field theory to tame the divergences associated with the zero modes. Even though this has been discussed in detail elsewhere [18–22], we shall reformulate the earlier analysis in a language that makes the extension to the orientifold case straightforward.

We begin by writing down the usual expression for the exponential of the annulus amplitude:

$$e^A = \exp \left[ \int_0^\infty dt \frac{2t}{L} Z_A(t) \right].$$

(3.6)

This has possible divergences from the $t \to \infty$ end due to massless open string states propagating in the loop and also from the $t \to 0$ end due to massless closed string states exchanges between the instanton and itself. Our goal will be to make sense of these divergences using the language of string field theory and extract a finite, unambiguous answer. For this, we first express (3.6) as

$$e^A = \exp \left[ \int_0^\delta dt \frac{2t}{L} Z_A(t) + \int_\delta^\infty dt \frac{2t}{L} Z_A(t) \right],$$

(3.7)

where $\delta$ is some small positive constant. The two terms appearing in this expression can be interpreted as follows.

For the first term in the exponent we make a change of variables $\ell = 1/t$ and interpret it as the matrix element of $7$

$$c_0^+ b_0^+ \int_{1/\delta}^\infty d\ell \ e^{-\pi\ell(L_0 + \bar{L}_0)} = \frac{1}{\pi} \ c_0^+ b_0^+ e^{-\pi(L_0 + \bar{L}_0)/\ell}/(L_0 + \bar{L}_0),$$

(3.8)

between the boundary states of the D-instanton. Here $L_0$ and $\bar{L}_0$ are the Virasoro generators acting on the closed string states. Physically this represents a correction to the D-instanton

---

As will be discussed below (D.14), under the assumption that the only fermion zero modes on the instanton are those associated with broken supersymmetry, the contribution to $Z_A + Z_M$ from the odd spin structure sector vanishes. Otherwise the relation between the open string channel expression and the closed string channel expression is more complicated due to the existence of $\beta, \gamma$ zero modes.
action due to the emission and absorption of a closed string, with the factor $1/(L_0 + \bar{L}_0)$ coming from the closed string propagator with both ends attached to the instanton. The $e^{-\pi(L_0 + \bar{L}_0)/\delta}$ factor can be absorbed into the definition of the two off-shell one-point functions of the closed string on the D-instanton. Potential divergence of the left hand side of (3.8) from the $\ell \to \infty$ region can be traced to the contribution from closed string states with $L_0 + \bar{L}_0 = 0$. For the annulus with both boundaries on the D-instanton the closed string carries four-dimensional momentum $k$ and we get a factor proportional to $\int d^4k/k^2$ which has no divergence from the small $k$ region. This implies finiteness of the matrix element of (3.8) between the boundary state of the D-instanton.

To analyze the second term in the exponent of (3.7), we first express $Z_A$ as:

$$Z_A = \text{Tr}_{\text{NS}} \left( e^{-2\pi L_0 (-1)^F} \right) + \frac{1}{2} \text{Tr}_{\text{R}} \left( e^{-2\pi \bar{L}_0 (-1)^F} \right) = \sum_r s_r e^{-2\pi \theta_r} + \frac{1}{2} \sum_a \tilde{s}_a e^{-2\pi \theta_a},$$

(3.9)

where $h_r$ and $\tilde{h}_a$ are respectively the $L_0$ eigenvalues of the basis states $|\varphi_r\rangle$ and $|\varphi_a\rangle$ in the NS and R sectors, $F$ is the space-time fermion number, $s_r$ is 1 or $-1$ depending on whether the mode $\xi_r$ is Grassmann even or Grassmann odd, and similarly $\tilde{s}_a$ is 1 or $-1$ depending on whether the mode $\tilde{\xi}_a$ is Grassmann even or Grassmann odd. Both in the NS sector and the R sector the Grassmann parity is correlated with the $(-1)^F$ eigenvalue. The extra factor of $1/2$ in front of the R-sector reflects the fact that the kinetic operator in the R sector is $G_0$, which is the square root of $L_0$. As long as we have $h_r > 0$ and $\tilde{h}_a > 0$, (3.9) substituted into the second term in (3.7) gives a finite result, while divergences come from states with $h_r = 0$ and/or $\tilde{h}_a = 0$. To deal with these cases, we shall first work with the deformed system discussed at the beginning of this section by considering a slightly shifted boundary condition at the two boundaries of the annulus so that we have $h_r > 0$, $\tilde{h}_a > 0$ for all $r$ and $a$ and then recover the result for coincident boundary condition by taking the appropriate limit.

We now rewrite (3.9) as

$$Z_A = Z'_A + Z''_A,$$

(3.10)

where

$$Z'_A = \sum'_r s_r e^{-2\pi \theta_r} + \frac{1}{2} \sum'_a \tilde{s}_a e^{-2\pi \theta_a}, \quad Z''_A = \sum''_r s_r e^{-2\pi \theta_r} + \frac{1}{2} \sum''_a \tilde{s}_a e^{-2\pi \theta_a}.$$  

(3.11)

Here the set labelled by $'$ gets contributions from a finite number of modes and the rest of the modes are included in the set labelled by $''$. The set $'$ is supposed to satisfy the following restrictions:

1. The set $'$ includes all the $h_r$’s and $\tilde{h}_a$’s which will be zero when we remove the deformation that separates the two boundaries.

2. In the quadratic part of the string field theory action given in (3.2) and (3.4) there should not be any cross term between modes in the set $'$ and the modes in the set $''$. Therefore, if $|\varphi'_r\rangle$ is a basis state in the set $'$ and $|\varphi''_a\rangle$ is a basis state in the set $''$, then in the NS sector $\langle \varphi'_r | 0_L | \varphi''_a \rangle$ must vanish and in the R sector $\langle \varphi'_r | 0_G | 0_L | \varphi''_a \rangle$ must vanish.
3. The normalization condition on the basis states, as described below (3.2) and (3.5),
must hold separately within the set \( \prime \) (and so also within the set \( \prime'' \)).

4. The set \( \prime \) should have the property that

\[
\sum_r s_r + \frac{1}{2} \sum_a \hat{s}_a = 0. \tag{3.12}
\]

This condition may force us to include in the set labelled by \( \prime \) some modes which
will continue to have non-zero \( h_r \) and/or \( \tilde{h}_a \) even in the limit when we remove
the deformation.

Clearly, there is a lot of freedom involved in this decomposition into the two sets, but the
final result will be independent of it. For example, once we have chosen the set containing
the zero modes, we could first add to this set sufficient number of \((-1)^F = -1\) NS sector
states to make the left hand side into a negative integer. We then add the correct number
of NS sector states of ghost number 1, each of which contributes 1 and does not need to
have a pair, to cancel the negative integer that we had.

We now write

\[
\int_\delta^\infty \frac{dt}{2t} Z'_A(t) = \int_\delta^\infty \frac{dt}{2t} \left[ \sum_r s_r e^{-2\pi t h_r} + \frac{1}{2} \sum_a \hat{s}_a e^{-2\pi t \tilde{h}_a} \right] = -\frac{1}{2} \sum_r s_r \ln h_r - \frac{1}{4} \sum_a \hat{s}_a \ln \tilde{h}_a, \tag{3.13}
\]

where the last equality can be seen by redefining \( th_r \) or \( \tilde{h}_a \) as a new variable \( u \) in individual
terms in the sum, carrying out the \( u \) integration in the small \( \delta \) limit and using (3.12) to
show that the \( \delta \) dependence drops out. More specifically, we need \( h_r \delta \) and \( \tilde{h}_a \delta \) to be small
for this manipulation to hold. Therefore, it is important that we apply this formula only
on the primed set containing a finite set of states with bounded \( h_r, \tilde{h}_a \). Using this, the
contribution to the second term in the exponent in (3.7) may be expressed as:

\[
\exp \left[ \int_\delta^\infty \frac{dt}{2t} Z_A(t) \right] = \exp \left[ \int_\delta^\infty \frac{dt}{2t} Z''_A(t) \right] N \prod_r (h_r)^{-s_r/2} \prod_a (\tilde{h}_a)^{-\tilde{s}_a/4} \exp \left[ \int_\delta^\infty\int \frac{d\xi}{\sqrt{2\pi}} \frac{d\tilde{\xi}}{\sqrt{2\pi}} e^{S'_{NS} + S'_{R}} \right], \tag{3.14}
\]

where \( S'_{NS} \) and \( S'_{R} \) are respectively the open string field theory action (3.2) and (3.4)
restricted to the primed sector and the normalization factor \( N \) is chosen such that the
integration measure is \( d\xi/\sqrt{2\pi} \) for Grassmann even modes and \( d\tilde{\xi} \) for Grassmann odd
modes, irrespective of whether the mode arises from the NS or the R sector. If all the
states have positive \( L_0 \) eigenvalue, then the equality of the first and the second line of (3.14)
follows using the relation \( G_0^2 = L_0 \) and the form of the actions (3.2) and (3.4).

If we now remove the deformation that puts shifted boundary conditions on the two
boundaries of the annulus, we get back the zero modes on the instanton corresponding
to having some vanishing \( h_r \) and/or \( \tilde{h}_a \) in the primed set. As a result, the integral in
the exponent on the left hand side of (3.14) diverges from the $t \to \infty$ end. To deal with this, we use the right hand side of (3.14) as the definition of the left hand side and then substitute this and (3.10) into (3.7) to compute $e^A$. Some of the zero modes are physical, e.g. those describing the collective coordinates of the instanton. As mentioned earlier, for compactification on Calabi-Yau threefolds, these include the four fermionic zero modes associated with broken supersymmetry since the instanton breaks four out of eight supersymmetries, and bosonic zero modes describing the position of the instanton in space-time as well as possible (generalized) motion along $Y$. The procedure for integrating over these zero modes will be reviewed shortly. However, there are also ghost zero modes in the NS sector corresponding to the states (2.20) which reflect the breakdown of Siegel gauge choice. These can be dealt with by using a gauge invariant form of the path integral [22]. As will become clear soon, the last step can be avoided for orientifold compactifications in the case of $O(1)$ instantons.

### 3.3 Effect of the orientifold projection

We now consider an orientifold of this theory, obtained by taking a quotient of this theory by the trasformation $\Omega_g$ introduced in section 2.2. In this case the normalization factor (3.6) is replaced by

$$e^A = \exp \left[ \int_0^\infty \frac{dt}{2t} (Z_A(t) + Z_M(t)) \right],$$

(3.15)

where $Z_A$ is the annulus contribution and $Z_M$ is the Möbius strip contribution. The annulus contribution itself gets modified from the one appearing in (3.6) in two ways. First of all, due to the orientifold projection we have an extra factor of 1/2 in the expression for $Z_A$. Second, once we have an orientifold, typically we need to also have a certain set of space-filling D-branes to cancel tadpoles of massless closed string fields. Therefore, we shall also have annuli with one end on the D-instanton and the other end on a space-filling D-brane. $Z_A$ appearing in (3.15) includes all these contributions.

Following the logic leading to (3.7), we again express this as

$$e^A = \exp \left[ \int_0^\delta \frac{dt}{2t} (Z_A(t) + Z_M(t)) + \int_\delta^\infty \frac{dt}{2t} (Z_A(t) + Z_M(t)) \right],$$

(3.16)

for some small constant $\delta$. As before, the first term can be interpreted as due to the emission and absorption of closed strings by the D-instanton or exchange of closed strings between a D-instanton and a space-filling D-brane or orientifold plane. There is however a small subtlety in that the Schwinger parameter $\ell$ in the closed string channel is related to the parameter $t$ by the relation $\ell = 1/t$ for the annulus, but by the relation $\ell = 1/(4t)$ for the Möbius strip [73, 74]. Therefore, for the annulus we have the operator (3.8) sandwiched between the D-brane boundary states, whereas for the Möbius strip we have the operator

$$c^-_0 b^+_0 \int_1/(4\delta) \frac{d\ell}{e^{\pi \ell (L_0 + \bar{L}_0)} + e^{-\pi \ell (L_0 + \bar{L}_0)}} = \frac{1}{\pi} c^-_0 b^+_0 e^{-\pi (L_0 + \bar{L}_0)/(4\delta)} / (L_0 + \bar{L}_0),$$

(3.17)

sandwiched between the D-instanton boundary state $|I\rangle$ and the crosscap states. In the following we shall denote by $|S\rangle$ the total boundary state associated with all the space-filling
D-branes and by $|C\rangle$ the total crosscap state associated with all the orientifold planes. Individually both the Möbius strip contribution and the annulus contribution may diverge due to the presence of states with $L_0 + L_0 = 0$ in $|S\rangle$ and $|C\rangle$. Since $|S\rangle$ and $|C\rangle$ do not carry any momentum along the non-compact directions, these divergences are not softened by momentum integrals of the form $\int d^4k/k^2$ and involve evaluation of $1/k^2$ at $k = 0$. However, in a consistent theory where the tadpoles cancel, the sum $|S\rangle + |C\rangle$ has no $L_0 + L_0 = 0$ states. Therefore, we can organize (3.17) as

$$c_0^+b_0^- \int_{1/(4\ell)}^{1/\delta} d\ell e^{-\pi\ell(L_0+L_0)} + c_0^-b_0^+ \int_{1/\delta}^{\infty} d\ell e^{-\pi\ell(L_0+L_0)},$$

and then combine the contribution of the second term with that from (3.8) so that we get the matrix element of (3.8) between the D-instanton boundary state $|I\rangle$ and $|S\rangle + |C\rangle$. Thus, the first term on the right hand side of (3.16) may be written in a manifestly divergence free form as:

$$\langle I|c_0^+b_0^- \int_{1/\delta}^{\infty} d\ell e^{-\pi\ell(L_0+L_0)}|I\rangle + 2 \langle I|c_0^-b_0^+ \int_{1/\delta}^{\infty} d\ell e^{-\pi\ell(L_0+L_0)}(|S\rangle + |C\rangle)$$

$$+ 2 \langle I|c_0^-b_0^+ \int_{1/(4\ell)}^{1/\delta} d\ell e^{-\pi\ell(L_0+L_0)}|C\rangle.$$

(3.19)

This is equivalent to putting a uniform upper cut-off $1/\epsilon'$ on the $\ell$ integration and taking the limit $\epsilon' \to 0$ after summing the contributions of the annulus and the Möbius strip. Since $t = 1/\ell$ for the annulus and $1/(4\ell)$ for the Möbius strip, this translates to the following replacement in (3.16):

$$\int_0^{\delta} \frac{dt}{2t} (Z_A(t) + Z_M(t)) \Rightarrow \lim_{\epsilon' \to 0} \left[ \int_{\epsilon'}^{\delta} \frac{dt}{2t} Z_A(t) + \int_{4/4\ell}^{\delta} \frac{dt}{2t} Z_M(t) \right].$$

(3.20)

We now turn to the second term on the right hand side of (3.16). We express $Z_M + Z_A$ as in (3.9), with the only difference that the sum on the right hand side runs only over those open string states that are invariant under the orientifold projection and we include states with both ends on the D-instanton as well as states with one end on the D-instanton and the other end on the space-filling D-brane. We now analyze the resulting expression exactly as in (3.10)–(3.13), arriving at an expression similar to (3.14).

As stated before, we shall assume that in the orientifold, the only zero modes the D-instanton has are the four translation zero modes along the non-compact space-time directions associated with NS sector states (2.21) and the two fermion zero modes associated with broken supersymmetry, described by the R sector states (2.23). As discussed below (2.21), if the translation zero modes are invariant under orientifold transformation, the ghost zero modes (2.20) are odd and are projected out. This is related to the fact that before the orientifold projection these ghosts arise out of an attempt to gauge fix the rigid $U(1)$ transformation on the D-instanton. Since $U(1)$ breaks to $O(1)$ in the orientifold, we do not have the gauge fixing problem that we encounter before the orientifold projection. Therefore, (3.14) does not contain any ghost zero mode contribution and does not need to be reexpressed in a gauge invariant form. There is however one subtlety. Since $O(1)$ is
a group of two elements, 1 and $-1$, the gauge invariant form of the path integral should contain a division by 2 representing the volume of the gauge group. This effect is not included in the perturbatively gauge fixed form of the path integral given in (3.14) and must be included as an extra factor of 1/2 multiplying the expression for $e^A$. Thus we get

$$e^A = \frac{1}{2} \lim_{\epsilon' \to 0} \exp \left[ \int_{c'}^{c''} \frac{dt}{2l} Z_A(t) + \int_{c''/4}^{c''} \frac{dt}{2l} Z_M(t) \right]$$

$$\times \exp \left[ \int_{\delta}^{\infty} \frac{dt}{2l} \left( Z_A'(t) + Z_M'(t) \right) \right]$$

$$\left. \right| \prod_{\mu=0}^{3} \frac{d\xi_{\mu}}{\sqrt{2\pi}} \prod_{\alpha=1}^{2} d\chi_{\alpha} \prod_{i=1}^{n} y_{i}^{-w_{i}/2} . \right)$$

(3.21)

Since the primed set includes the four bosonic zero modes $\xi^\mu$ from the NS sector and the two fermionic zero modes $\chi^\alpha$ from the R sector, they give a net contribution of 3 to the left hand side of (3.12). Therefore, to satisfy this condition, we must include some non-zero mode states in the primed set. Since the final result is independent of how we choose them, let us choose $n$ modes with $L_0$ eigenvalues $y_1, \ldots, y_n$ and weights $w_1, \ldots, w_n$, with $w_i$ being given by $s_{p_i}$ for NS sector modes and $\tilde{s}_{q_i}/2$ for R-sector modes, subject to the condition $\sum_{i=1}^{n} w_i = -3$. Then according to the logic leading to (3.11), we have

$$Z'_A(t) + Z'_M(t) = 3 + \sum_{i=1}^{n} w_i e^{-2\pi y_i t},$$

$$Z''_A(t) + Z''_M(t) = Z_A(t) + Z_M(t) - 3 - \sum_{i=1}^{n} w_i e^{-2\pi y_i t}. \quad (3.22)$$

Eq. (3.21) can now be written as

$$e^A = \frac{1}{2} \lim_{\epsilon' \to 0} \exp \left[ \int_{c'}^{c''} \frac{dt}{2l} Z_A(t) + \int_{c''/4}^{c''} \frac{dt}{2l} Z_M(t) \right]$$

$$\times \exp \left[ \int_{\delta}^{\infty} \frac{dt}{2l} \left( Z_A(t) + Z_M(t) - 3 - \sum_{i=1}^{n} w_i e^{-2\pi y_i t} \right) \right] \prod_{\mu=0}^{3} \frac{d\xi_{\mu}}{\sqrt{2\pi}} \prod_{\alpha=1}^{2} d\chi_{\alpha} \prod_{i=1}^{n} y_{i}^{-w_{i}/2} , \right)$$

(3.23)

where the last factor $\prod_{i=1}^{n} y_{i}^{-w_{i}/2}$ comes from explicitly performing the integration over the non-zero modes in the primed set. Even though we arrived at this result by taking the $y_i$’s to be among the set of $L_0$ eigenvalues that appear in the spectrum of open string modes, one can check, by taking a derivative of (3.23) with respect to $y_i$, that the right hand side of (3.23) is independent of the choice of the $y_i$’s as $\delta \to 0$, which we will eventually consider for the integral under consideration. Therefore, we shall choose $y_i = h$ for some constant $h$. Furthermore, although the integration over $t$ in the second line of (3.23) has no divergence from the $t \to \infty$ end due to subtraction of the zero mode contribution reflected in the $-3$ term, we shall find it more convenient to put an explicit upper cut-off $1/\epsilon$ and take $\epsilon \to 0$ limit at the end so that we can separate the different terms in the intermediate steps. This gives, using $\sum_{i=1}^{n} w_i = -3$,

$$e^A = \frac{1}{2} \int \prod_{\mu=0}^{3} \frac{d\xi_{\mu}}{\sqrt{2\pi}} \prod_{\alpha=1}^{2} d\chi_{\alpha} K_0 , \quad (3.24)$$

$$\left. \right|$$
where

\[ K_0 = \hbar^{3/2} \lim_{\delta \to 0} \lim_{\epsilon \to 0} \lim_{\epsilon' \to 0} \exp \left[ \int_{\epsilon'}^{1/\epsilon} \frac{dt}{2t} Z_A + \int_{\epsilon'/4}^{1/\epsilon} \frac{dt}{2t} Z_M + 3 \int_{\delta}^{1/\epsilon} \frac{dt}{2t} \left( e^{-2\pi h t} - 1 \right) \right]. \quad (3.25) \]

By splitting each of the integrals at some finite point in the middle one can verify that the term in the exponent can be written as a sum of terms, each of which depends at most on one of the small parameters \( \epsilon, \epsilon' \) and \( \delta \). Therefore, the order of limits in (3.25) is not important. Furthermore, since the last integral has no divergence from the \( t \to 0 \) end, we can set \( \delta = 0 \). Setting \( h = 1 \) and \( \delta = 0 \) in (3.25), we recover (1.2).

### 3.4 Integration over the zero modes

The integration over the zero modes appearing in (3.24) can be carried out as follows. Bosonic zero modes can be related to the D-instanton position \( \tilde{\xi}^\mu \) by comparing (a) the coupling of the bosonic zero modes \( \xi^\mu \) and (b) an amplitude of closed strings carrying momentum \( p \) to the expected coupling of \( \tilde{\xi}^\mu \) via the \( e^{ip} \tilde{\xi} \) factor. This gives \([18, 20, 21]\)

\[ \xi^\mu = \frac{\tilde{\xi}^\mu}{\sqrt{2 \pi g_o}}, \quad (3.26) \]

where \( g_o \) is the open string coupling constant on the D-instanton, arising in (3.26) due to the fact that the coupling of an open string to a closed string amplitude is proportional to \( g_o \). The open string coupling is related to the real part \( T_R^G \) of the instanton action via (2.25).

The integration over \( \tilde{\xi}^\mu \) is to be done at the end, producing the momentum conserving delta function \((2 \pi)^4 \delta^{(4)}(p)\) where \( p \) is the total momentum carried by all the closed strings. On the other hand, the integration over the fermion zero modes requires that in the rest of the amplitude we insert a pair of \( \chi^\alpha \) vertex operators. These are given by \( ce^{-\phi/2} S_\alpha \), each accompanied by a factor of \( g_o \). If we denote by \( A_{\alpha\beta} \) the rest of the amplitude with insertion of the open string vertex operators \( ce^{-\phi/2} S_\alpha \) and \( ce^{-\phi/2} S_\beta \) in all possible ways, then the full D-instanton induced amplitude will be given by

\[ \frac{1}{2!} e^{-T_R^G} (2\pi)^4 \delta^{(4)}(p) (2\pi)^{-2} g_o^{-4} 2^{-3} \pi^{-4} g_o^2 e^{T_R^G} K_0 A_{\gamma\delta}. \quad (3.27) \]

Here 1/2! is a combinatorial factor that cancels the factor of 2 coming from \( \varepsilon^{\gamma\delta} A_{\gamma\delta} = 2A_{12} \), the factor \((2\pi)^4 \delta^{(4)}(p) (2\pi)^{-2} g_o^{-4} 2^{-3} \pi^{-4} \) comes from \( \xi^\mu \) integration via (3.26) and the factor of 1/2 in (3.24), the factor \( g_o^2 e^{\gamma\delta} \) comes from the integration over the open string fermion zero modes, \( K_0 \) comes from the massive modes as given in (3.25), and \( A_{\gamma\delta} \) comes from rest of the amplitude.

If we have a solvable world-sheet conformal field theory, e.g. an orbifold compactification, then (3.25) can be evaluated explicitly, leading to a finite answer. For general compactification we cannot get such explicit results. Nevertheless, the contributions to \( Z_M \) and \( Z_A \) can be organized using the extended superconformal algebra underlying the world-sheet theory \([45–48]\). This is discussed in appendix D, with the final formulæ given in (D.23), (D.18), (D.28) and (D.44). This is useful for proving general results e.g. vanishing of \( Z_A \) with the D-instanton boundary conditions at both boundaries, and the equality...
of the D-instanton partition function and threshold corrections to gauge coupling on a space-filling D-brane, required for proving holomorphy of the superpotential, as discussed in appendix E. This may also be useful if the theory under consideration is a deformation of a solvable theory and one attempts to compute $Z_A$ and $Z_M$ using perturbation expansion in the deformation parameter.

4 Instanton induced amplitudes and effective action

In this section we shall use the results of section 3 to compute some amplitudes which will eventually lead to the determination of the holomorphic superpotential defining the effective action in four dimensions.

Let us denote by $\Phi_m$ the chiral superfields whose scalar components represent the Kähler moduli of $Y$. We choose a background value $\phi_m(0)$ of $\Phi_m$ and denote by $\phi_m$ and $\rho^\alpha_m$ the bosonic and fermionic fluctuations around this background, as introduced in (2.17). Due to the reality condition (A.18), $\rho^\dot{\alpha}_m$ introduced in (2.17) is related to the hermitian conjugate of $\rho^{\alpha}_m$. Also note that (2.17) only defines $\hat{\phi}_m = (\phi_m + \phi^*_m)/\sqrt{2}$, the imaginary part of $\phi_m$ being a field in the RR sector. The background $\phi_m(0)$ will be taken to be real so that it represents an NSNS background. We shall denote by $\kappa_4$ the four-dimensional gravitational coupling and by $g_{\mu\nu}^{(s)}$ the four-dimensional string metric. Covariantizing the kinetic terms of string field theory found in (A.23) and (A.19), which are written in the background $g_{\mu\nu}^{(s)} = \eta_{\mu\nu}$, we can express the kinetic terms of the various fields as:

$$\int d^4x \sqrt{-g^{(s)}} \left[ \frac{1}{2\kappa_4^2} R^{(s)} - \frac{1}{2} g^{(s)\mu\nu} \partial_\mu \hat{\phi}_m \partial_\nu \hat{\phi}_m - 2 \hat{\rho}_m E^{(s)\mu}_a \partial_\mu \rho^a_m \right],$$

(4.1)

where $E^{(s)\mu}_a$ is the inverse vierbein.

Our goal will be to compute the leading instanton contribution to the amplitude involving moduli fields $\hat{\phi}_{m_1}, \ldots, \hat{\phi}_{m_n}$ labelling the real parts of the scalar components of chiral superfields and a pair of chiral fermions $\rho^{\alpha}_{m_1}, \rho^{\beta}_{m_2}$, and use this to determine the instanton correction to the effective action. The relevant contribution comes from the product of $k$ disk / upper half plane amplitudes, of which $(k-2)$ disks carry the vertex operators of the scalars $\hat{\phi}_{m_1}, \ldots, \hat{\phi}_{m_k}$ and each of the remaining two disks carries the vertex operator of a closed string fermion $\rho^{\alpha}_{m_1}$ or $\rho^{\beta}_{m_2}$ and an open string fermion zero mode.

The disk one-point function of the corresponding vertex operator of $\hat{\phi}_m$, given in (2.16), takes the form:

$$\frac{1}{2\kappa_4 T_1^R} \frac{\Phi_m(0)}{\sqrt{2}} \left( c_0^\gamma (V^m(i) + U^m(i)) \right) = - \frac{\partial T_1}{\partial \hat{\phi}_m}, \quad c_0^\gamma \equiv \frac{1}{2}(c_0 - \bar{c}_0).$$

(4.2)

The left hand side follows from the rules for computing disk one-point functions in the normalization convention of [20], and the right hand side follows from the standard rule that the disk one-point function of a field is given by the derivative of the instanton action with respect to that field.

On the other hand, the disk two-point function of the field $\rho^{\alpha}_{m_1}$, whose vertex operator is also given in (2.16), and the fermion zero mode described by the vertex operator $ce^{-\phi/2}S_\gamma$,
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Using SL(2, \(\mathbb{R}\)) symmetry of the upper half plane, and the fact that both vertex operators are conformally invariant, one can show that the result does not depend on the locations of the vertex operators as long as \(z\) lies on the real axis. However, we can now use holomorphy of the operator \(ce^{-\phi/2}S_{\gamma}(z)\) to extend the result to the case where \(z\) lies anywhere in the upper half plane. Therefore, we can evaluate this correlation function by taking the \(z \to i\) limit. Using the operator product expansion (2.8) we can write:

\[
\langle ce^{-\phi/2}S_{\gamma}(z)V_{\alpha}^{m}(i) \rangle = \varepsilon_{\gamma\alpha} \left( \partial_c c \bar{c} e^{-\phi} e^{-\bar{\phi}} W^{m}(i) \right) = \frac{1}{2} \varepsilon_{\gamma\alpha} \left( (\partial c - \bar{\partial} \bar{c}) c \bar{c} e^{-\phi} e^{-\bar{\phi}} W^{m}(i) \right) = \varepsilon_{\gamma\alpha} \langle c_{\gamma} V^{m}(i) \rangle.
\]

In arriving at the second equality we have used the replacement rule \(\bar{c}(\bar{z}) \to c(z)\) and the explicit expression for the correlation functions of the \(c\)'s in the upper half plane.

Next we shall analyze the correlation function \(\langle ce^{-\phi/2}S_{\gamma}(z)U_{\alpha}^{m}(i) \rangle\) in the upper half plane. Using the boundary conditions (2.11) on the real axis allows us to replace \(ce^{-\phi/2}S_{\gamma}(z)\) by \(-\bar{c}e^{-\phi/2}\bar{S}_{\gamma}(\bar{z})\), so that we can express the correlation function as \(-\langle \bar{c}e^{-\phi/2}\bar{S}_{\gamma}(\bar{z})U_{\alpha}^{m}(i) \rangle\).

We can now take the \(\bar{z} \to -i\) limit as before and use (2.9), (2.10) to write

\[
\langle ce^{-\phi/2}S_{\gamma}(z)U_{\alpha}^{m}(i) \rangle = -\varepsilon_{\gamma\alpha} \langle \bar{\partial} \bar{c}(i) c(i) e^{-\phi} e^{-\bar{\phi}} Y^{m}(i) \rangle = \frac{\varepsilon_{\gamma\alpha}}{2} \left( (\bar{\partial} c - \bar{\partial} \bar{c}) c \bar{c} e^{-\phi} e^{-\bar{\phi}} Y^{m}(i) \right) = \varepsilon_{\gamma\alpha} \langle \bar{c}_{\gamma} U^{m}(i) \rangle.
\]

Using (4.5), (4.6) and (4.2), we can express (4.3) as

\[
i\pi\kappa_{4} T^{\bar{R}} \varepsilon_{\gamma\alpha} \frac{1}{\sqrt{2}} \langle c_{\gamma} (V^{m}(i) + U^{m}(i)) \rangle = -2i\pi\varepsilon_{\gamma\alpha} \frac{\partial T_{\bar{R}}}{\partial \bar{\phi}_{m}}.
\]

Combining (4.2) and (4.7) with (3.27), we get the leading contribution to an amplitude for a pair of fermions \(\rho_{m_{1}}^{\alpha}, \rho_{m_{2}}^{\beta}\) and \((k - 2)\) scalars \(\hat{\phi}_{m_{3}}, \ldots, \hat{\phi}_{m_{k}}\)

\[
\frac{1}{2!} e^{-T_{\bar{R}} (2\pi)^{4} \delta^{(4)}(p)} (2\pi)^{-2 - 3\pi^{-4}} g_{\alpha}^{-2} K_{0} \varepsilon_{\gamma\delta}(\varepsilon_{\gamma\alpha} \varepsilon_{\delta\beta} - \varepsilon_{\gamma\beta} \varepsilon_{\delta\alpha}) (-2i\pi)^{2} \prod_{i=1}^{k} \left( -\frac{\partial T_{\bar{R}}}{\partial \bar{\phi}_{m_{i}}} \right).
\]

Note that we have summed over the possibility of exchanging the zero mode vertex operators \(ce^{-\phi/2}S_{\gamma}\) and \(ce^{-\phi/2}S_{\delta}\) on the two disks keeping the closed string vertex operators fixed. The result (4.8) translates to the following contribution to the effective action

\[
- \frac{2^{-3\pi^{-4}}}{(k - 2)! 2!} \int d^{4}x \sqrt{-g(s)} e^{-T_{\bar{R}}} \varepsilon_{\alpha\beta} \rho_{m_{1}}^{\alpha} \rho_{m_{2}}^{\beta} g_{\alpha}^{-2} K_{0} \prod_{j=3}^{k} \hat{\phi}_{m_{j}} \prod_{i=1}^{k} \left( -\frac{\partial T_{\bar{R}}}{\partial \bar{\phi}_{m_{i}}} \right).
\]
We now define the Einstein metric using the relation
\[ g_{\mu \nu}^{(s)} = \kappa_4^2 g_{\mu \nu}^{(E)}. \] (4.10)

In order to canonically normalize the kinetic terms, we define
\[ \hat{\phi}_m = \kappa_4^{-1/4} \tilde{\phi}_m, \quad \hat{\rho}_m^a = \kappa_4^{-3/2} \tilde{\rho}_m^a. \] (4.11)

Then the kinetic terms take the form
\[ \int d^4x \sqrt{-g^{(E)}} \left[ \frac{1}{2} R^{(E)} - \frac{1}{2} g^{(E)\mu \nu} \partial_\mu \hat{\phi}_m \partial_\nu \hat{\phi}_m - 2 \hat{\rho}_m^a E_\alpha^{(E)\mu \nu} \gamma^a \partial_\mu \hat{\rho}_m^a \right]. \] (4.12)

In these variables the interaction term (4.9) becomes
\[- \frac{2^{-3} \pi^{-4}}{(k - 2)! 2!} \int d^4x \sqrt{-g^{(E)}} e^{-T^{(E)} \Gamma_{\alpha \beta}} \hat{\rho}_m^\alpha \hat{\rho}_m^\beta \kappa_4^3 g_o^{-2} K_0 \prod_{j=3}^k \hat{\phi}_m \prod_{i=1}^k \left( - \partial T^{(E)} \Gamma \hat{\phi}_m^i \right). \] (4.13)

In the next section we shall translate this result to a formula for the instanton generated holomorphic superpotential.

5 Supergravity analysis

Eq. (4.13) gives the result for the leading instanton induced scattering amplitude of a pair of fermions and arbitrary number of scalars. In this section we shall compute the same amplitude in an $\mathcal{N} = 1$ supergravity theory coupled to matter with a superpotential. The comparison of the two results will then be used to determine the explicit form of the D-instanton induced superpotential.

5.1 General structure

We take the following convention for $\mathcal{N} = 1$ supergravity action [75]
\[ \mathcal{L} \supset \frac{1}{2} \mathcal{R} - \mathcal{K}_{IJ} \left( \partial \varphi^I \partial \bar{\varphi}^J + \bar{\sigma}^I \bar{\varphi}^J + \sigma^J \varphi^I \right) - V_F + \mathcal{L}_m, \] (5.1)

where $\varphi^I$ are complex scalars, $\sigma^J$ are complex left-handed Weyl fermions, $\mathcal{K}$ is the Kähler potential and we define
\[ \mathcal{K}_{IJ} \equiv \partial_I \partial_J \mathcal{K}, \] (5.2a)
\[ V_F = e^\mathcal{K} \left( \mathcal{K}_{IJ} \nabla_I W \nabla_J W - 3 |W|^2 \right), \] (5.2b)
\[ \mathcal{L}_m \supset \frac{1}{2} e^{\mathcal{K}/2} \left( \nabla_I \nabla_J W \right) \varepsilon_{\alpha \beta} \sigma^I \sigma^J \beta + \text{h.c.}. \] (5.2c)

Here $W$ is a holomorphic function of the moduli known as superpotential and
\[ \nabla_I W = \partial_I W + (\partial_I \mathcal{K}) W. \] (5.3)

Comparing the Einstein-Hilbert terms in (4.12) and (5.1), we see that the metric in (5.1) has been normalized in the same way as the Einstein metric.
Typically the massless chiral multiplet fields of $\mathcal{N} = 1$ supersymmetric type II string compactifications include, besides closed string moduli, the open string moduli, e.g. the locations of space-filling D-branes inside the Calabi-Yau space, and other massless open string fields e.g. those living at the intersections of space-filling D-branes. The dependence on the open string moduli is already captured in $K_0$ appearing in (4.13), since the annuli with one end on the instanton and the other end on a space-filling D-brane will depend on the moduli of space-filling D-branes. The dependence on other chiral multiplet open string fields may be obtained by inserting their vertex operators in an amplitude, as discussed in [30, 31, 33]. Since our main aim is to describe how to fix the overall normalization of the superpotential, we shall ignore the dependence on the open string fields in the subsequent analysis, working at their fixed values.

Even though our results are valid for general compactification, we list below as an example the specific closed string moduli that arise in type IIB string compactification on Calabi-Yau threefolds with O7-D7-O3-D3 systems. For such compactifications the complex scalar fields $\varphi^I$ comprise [76, 77]

- the complex structure moduli $z^k$, $k = 1, \ldots, h_{2,1}^-$;
- the axio-dilaton
  \[ \tau = c^0 + i e^{-\phi}; \]  
- moduli arising from RR and NS 2-forms ($a = 1, \ldots, h_{1,1}^-$)
  \[ G^a = c^a - \tau b^a; \]  
- complexified Kähler moduli ($\alpha = 1, \ldots, h_{1,1}^+$)
  \[ T_\alpha = e^{-\phi} \kappa_{a\beta\gamma} t^\beta t^\gamma + i c_\alpha - \zeta_\alpha (\tau, G), \quad \zeta_\alpha = - \frac{i}{2(\tau - \bar{\tau})} \kappa_{abc} G^b (G - \bar{G})^c, \]  

where $\kappa_{a\beta\gamma}, \kappa_{abc}$ encode triple intersection numbers of 4-cycles on $\mathfrak{Y}$, $t^\alpha$ is the volume of 2-cycles $\gamma_\alpha \in H_2(\mathfrak{Y}, \mathbb{Z})$, and $h_{p,q}$ denote the number of harmonic $(p, q)$ forms that are even / odd under the orientifold action.

At the classical level, the Kähler potential is given by

\[ \mathcal{K} = \mathcal{K}_{sk} + \mathcal{K}_q, \]  

where

\[ \mathcal{K}_{sk}(z) = - \log \left( i \int \Omega \wedge \bar{\Omega} \right), \]  

\[ \mathcal{K}_q(\tau, G, T) = -2 \log (V^{(E)}) - \log (-i(\tau - \bar{\tau})) \]  

with $\Omega$ being the holomorphic 3-form on $\mathfrak{Y}$, and we introduced the Einstein-frame volume

\[ V^{(E)} = e^{-3\phi/2} V, \quad V = \frac{1}{6} \kappa_{a\beta\gamma} t^\alpha t^\beta t^\gamma. \]  

\[ \text{Comparing to [76], we renormalized} \quad T_\alpha \text{ by the factor } \frac{2}{3}. \]
In this coordinate system the D-instanton being analyzed here represents an Euclidean D3-brane wrapped on a 4-cycle of Y and its action depends only on the coordinates $T_\alpha$. On the other hand, the scalar vertex operators given in the first equation of (2.16) describe fluctuations of the real parts of $iT_\alpha/\tau$ and $G^a/\tau$ since they correspond to marginal deformations of the CFT describing the Calabi-Yau compactification.

5.2 The superpotential

The general contribution $W_\Gamma$ to the superpotential from an instanton of charge $\Gamma$ is expected to have the structure

$$W_\Gamma = A_\Gamma(\phi) e^{-T_\Gamma(\phi)}, \quad (5.10)$$

where $-T_\Gamma(\phi)$ is the classical instanton action and $A_\Gamma(\phi)$ is the correction term that we are trying to determine. According to (5.2c), this superpotential gives rise to a fermion mass term in the effective action. Below we compare this term with (4.13) with $k = 2$ to determine the prefactor $A_\Gamma(\phi)$.

We have

$$\nabla_I W_\Gamma = -\partial_I T_\Gamma W_\Gamma + \partial_I A_\Gamma e^{-T_\Gamma} + \partial_I K W_\Gamma. \quad (5.11)$$

This relation is valid in any complex coordinate system in the moduli space. Let us choose a coordinate system such that when we set the RR fields to zero, only one of the moduli depends on the string coupling whose expectation value has an additive term proportional to $\ln g_s$, and the remaining moduli are $g_s$ independent functions of the Kähler and complex structure moduli of Y. For instance, in the example of section 5.1 we can take the moduli to be $\ln \tau, z^k, T_\alpha/\tau$ and $\zeta_\alpha/\tau$. Then $T_\Gamma(\phi)$ contains an explicit factor of $1/g_s$. Therefore, in the weak coupling limit the $\partial_I T_\Gamma(\phi)$ term in (5.11) has an extra factor of $1/g_s$ compared to the other two terms and will dominate, giving

$$\nabla_I W_\Gamma \simeq -\partial_I T_\Gamma W_\Gamma, \quad \nabla_I \nabla_J W_\Gamma \simeq \partial_I T_\Gamma \partial_J T_\Gamma W_\Gamma. \quad (5.12)$$

Using this, we can express the leading contribution to (5.1) as:

$$\mathcal{L} \supset \frac{1}{2} R - K_{IJ} \left( \partial_I \varphi^I \partial_J \varphi^J + \sigma^I \delta \sigma^I \right) - e^K \left( K_{IJ} \partial_I T_\Gamma \partial_J \bar{T}_\Gamma - 3 \right) |W_\Gamma|^2$$

$$- \left[ \frac{1}{2} e^{K/2} (\partial_I T_\Gamma) (\partial_J T_\Gamma) W_\Gamma \varepsilon_{\alpha\beta} \sigma^{I\alpha} \sigma^{J\beta} + \text{h.c.} \right]. \quad (5.13)$$

Note that we have kept only the $W_\Gamma$ term in the superpotential that arises from the instanton of charge $\Gamma$.

Let us introduce the matrix $R$ such that $(R^T R)_{IJ} = K_{IJ}(\varphi^{(0)})$ where $\varphi^{(0)}$ denotes the background fields around which we carry out our computation. Then relabelling $R \varphi$ and $\varphi$ and $R \sigma$ as $\sigma$, we can express (5.13) as

$$\mathcal{L} \supset \frac{1}{2} R - \delta_{IJ} \left( \partial_I \varphi^I \partial_J \varphi^J + \sigma^I \delta \sigma^I \right) - e^K \left( \delta_{IJ} \partial_I T_\Gamma \partial_J \bar{T}_\Gamma - 3 \right) |W_\Gamma|^2$$

$$- \left[ \frac{1}{2} e^{K/2} \partial_I T_\Gamma \partial_J T_\Gamma W_\Gamma \varepsilon_{\alpha\beta} \sigma^{I\alpha} \sigma^{J\beta} + \text{h.c.} \right], \quad (5.14)$$
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up to higher order terms involving Taylor expansion of $K_{IJ}(\varphi)$ around $\varphi^{(0)}$ which will not be relevant for our analysis.

Since the form of (5.14) remains unchanged under a unitary rotation of the coordinates $\varphi^I$, we shall use this freedom to ensure that the fields $\tilde{\phi}_m$ appearing in (4.12), (4.13) can be identified, up to normalization, as the real part of one set of chiral fields $\varphi^m$ appearing in (5.14). The corresponding fermionic partners $\tilde{\rho}_m$ appearing in (4.12), (4.13) can then be identified, up to a normalization, with superpartners $\sigma^m$ of $\varphi^m$ appearing in (5.14). To determine the relative normalization factors, we match the kinetic terms for fermions and scalars in (4.12) with (5.14). This requires the identification

$$\tilde{\rho}_m = \frac{1}{\sqrt{2}} e^{\xi/2} \sigma_m, \quad \tilde{\phi}_m = \frac{1}{\sqrt{2}} \left( \varphi^m + (\varphi^m)^* \right),$$  \hspace{1cm} (5.15)

where $e^{\xi/2}$ is an arbitrary phase that does not affect the fermion kinetic terms. The phase $\xi$ could depend on the moduli since at the leading order any term that may arise from derivative of $\xi$ will be subdominant, the dominant term coming from the same derivative acting on $T\Gamma$.

We now focus on the part of the action containing the mass term for the fermion fields $\sigma^m$ in (5.14):

$$-\frac{1}{2} \int d^4x \sqrt{-g} e^{K/2} (\partial_m T\Gamma)(\partial_n T\Gamma) W_T \varepsilon_{\alpha\beta} \sigma^{m\alpha} \sigma^{n\beta}. \hspace{1cm} (5.16)$$

The hermitian conjugate term will come from anti-D-instanton and will not be considered here. On the other hand, using (5.15) and the fact that $T\Gamma$ is a holomorphic function of the $\varphi^m$'s, we get

$$\varepsilon_{\alpha\beta} \tilde{\rho}_m^\alpha \tilde{\rho}_m^\beta \prod_{i=1}^2 \left( -\frac{\partial T\Gamma}{\partial \varphi_m} \right) \bigg|_{\varphi^{(0)}} = \frac{1}{4} \left( -\frac{\partial T\Gamma}{\partial \varphi_m} \right) \left( -\frac{\partial T\Gamma}{\partial \varphi^{m^*}} \right) \varepsilon_{\alpha\beta} \sigma^{m_1\alpha} \sigma^{m_2\beta} e^{i\xi}. \hspace{1cm} (5.17)$$

Using this, (4.13) for $k = 2$ may be expressed as:

$$-\frac{1}{16\pi^4} \int d^4x \sqrt{-g(E)} e^{-T\Gamma} \varepsilon_{\alpha\beta} \sigma^{m_1\alpha} \sigma^{m_2\beta} \frac{\kappa_3^4 e^{i\xi}}{4g_0^2} K_0 \prod_{i=1}^2 \left( -\frac{\partial T\Gamma}{\partial \varphi_m} \right) \bigg|_{\varphi^{(0)}}. \hspace{1cm} (5.18)$$

Comparing (5.16) and (5.18) and identifying $g_{\mu\nu}$ with $g_{\mu\nu}^{(E)}$, we get

$$W_T = \frac{\kappa_3^4 e^{i\xi}}{32\pi^4 g_0^2} K_0 e^{-K/2} e^{-T\Gamma(\varphi)}. \hspace{1cm} (5.19)$$

Finally, using the relation $\text{Re}(T\Gamma) = (2\pi^2 g_0^2)^{-1}$, we recover (1.1).

Even though in the analysis in this section we have used the two-point function of the superpartners of the Kähler moduli to fix the normalization of the superpotential, we could also use the two-point function of the superpartner of the four-dimensional dilaton to fix the same normalization. The analysis will proceed in an identical manner with the vertex operators for the Kähler moduli and their fermionic partners replaced by those of the four-dimensional dilaton and its fermionic partner. At the end we shall get back the same normalization since the same superpotential controls these different contributions to the amplitude. A manifestation of this is already reflected in the fact that the final form of the superpotential (5.19) does not depend on which Kähler modulus and its superpartner we use for our computation.
5.3 Holomorphy of the superpotential

While (5.19) gives a concrete, calculable expression for $W_\Gamma$ at the leading order in the string coupling, it is not immediately obvious that it is a holomorphic function of the moduli. We shall now show that this is indeed the case. Our starting point will be a result given in [30] (see e.g. eq. (6.11))

$$
\lim_{\epsilon \to 0} \left[ \int_{\epsilon}^{\infty} \frac{dt}{2t} Z_A e^{-\mu^2 t} + \int_{\epsilon/4}^{\infty} \frac{dt}{2t} Z_M e^{-\mu^2 t} \right] = -8\pi^2 \text{Re} \left( f^{(1)} \right) + \frac{3}{2} \log \frac{M_p^2}{\mu^2} + \frac{1}{2} K - \log \frac{V_\Gamma}{g_s},
$$

in the $\mu \to 0^+$ limit. Here $f^{(1)}$ is a holomorphic function of the moduli, $M_p$ is the four-dimensional Planck mass, $V_\Gamma$ is the volume of the cycle $\Gamma \in H_4(Y, Z)$ measured in the string metric and $g_s$ is the ten-dimensional string coupling. Before we go on, let us review the origin and some of the features of this equation:

1. To the best of our knowledge, (5.20) has not been proved from first principles. The way this equation was arrived at was by arguing that the same expression appears in the result for the threshold correction to the gauge coupling on a space-filling brane [78, 79], given by the one-loop correction to the gauge kinetic term, and then using some general properties of the threshold correction [80]. This correspondence with the threshold correction can be traced to the fact that the left hand side of (5.20) may be regarded as a one-loop correction to the D-instanton action. If we now regard the D-instanton as a regular instanton on a space-filling brane obtained by changing the Dirichlet boundary condition to Neumann boundary condition along the non-compact directions, then the D-instanton action should be controlled by the gauge coupling on this space-filling brane. Therefore, the one-loop correction to the D-instanton action should be related to the one-loop correction to the gauge coupling on the space-filling D-brane. This correspondence was also explicitly checked for some cases in [26, 27]. We shall give a detailed derivation of this correspondence in appendix E (see (E.33)).

2. The parameter $\mu$ serves as an infrared cut-off and makes the integral finite. The exact way of regulating the divergence is often not stated in the literature. For example, the regularization used here is the same one used in [79], while [81] used an upper cut-off $\mu^2$ on the $t$ integral. In the $\mu \to 0$ limit different regulators give results that differ by a numerical constant which can be absorbed into the definition of $f^{(1)}$. Since the goal of this subsection is to prove the holomorphy of $W_\Gamma$, having already obtained an unambiguous expression in (5.19), we can make any choice of the regulator. We shall use the one given in (5.20) since this will make direct connection with the expression for $K_0$ given in (3.25).

3. To resolve all ambiguities on the right hand side of (5.20), we need to make a specific choice of $K$, which is defined up to a Kähler transformation $K \to K + h(\varphi) + \bar{h}(\bar{\varphi})$. This can be absorbed into a shift of $f^{(1)}$ by $h(\varphi)/(8\pi^2)$ and reflects the usual ambiguity in the definition of the superpotential. We choose $K$ to be whatever choice we have made in arriving at (5.19).
4. We shall fix all further ambiguities in the definitions of various quantities on the right hand side by taking

\[ M_p = \kappa_4^{-1}, \quad \frac{V_T}{g_s} = \mathcal{T}_R^I(\varphi) = \frac{1}{2\pi^2 g_s^2}. \] (5.21)

With this (5.20) can be viewed as a definition of \( f^{(1)} \). The non-trivial content of (5.20) is that \( f^{(1)} \) so defined is a holomorphic function.

5. Since the left hand side of this equation is independent of the string coupling \( g_s = \langle e^\phi \rangle = \langle \tau_2^{-1} \rangle \), the right hand side should also be independent of \( g_s \). There are however various terms on the right hand side that depend on \( g_s \). In particular, since \( \kappa_4 \propto g_s \) we get \( -3 \log g_s \) from the term with \( \log M_p^2 \) and \( \log g_s \) from the last term. The form of \( \mathcal{K} \) depends on the specific compactification we use, but the \( g_s \)-dependence is expected to be the same for all compactifications. For the class of compactifications described in section 5.1, \( \mathcal{K} \) has 3 \( \log g_s \) from the first term in (5.8b) and \( \log g_s \) from the last term. Putting these results together, we see that the \( g_s \)-dependent terms indeed all cancel.

6. One-loop quantum effects are known to correct the definition of the moduli fields to \( \varphi^I \to \varphi^I + \nu^I(\varphi, \bar{\varphi}) \) where \( \nu^I \) have a power of the string coupling, see for example [82]. Due to this redefinition, we have \( e^{-\mathcal{T}_I(\varphi)} \to e^{-\mathcal{T}_I(\varphi)} e^{-\partial_I \mathcal{T}_I(\varphi)} \nu^I(\varphi, \bar{\varphi}) \). Since the threshold correction to the gauge coupling is also affected by this redefinition, the right hand side of (5.20) is understood to include an additive term \( -\partial_I \mathcal{T}_I(\varphi) \nu^I(\varphi, \bar{\varphi}) \) to compensate for this effect. Since this term is independent of \( g_s \), it does not affect the \( g_s \)-independence of the right hand side of (5.20).

Taking into account these effects, we now write a more accurate version of (5.20)

\[
\lim_{\epsilon' \to 0} \left[ \int_{\epsilon'/4}^{\infty} \frac{dt}{2t} Z_A e^{-\mu^2 t} + \int_{\epsilon'/4}^{\infty} \frac{dt}{2t} Z_M e^{-\mu^2 t} \right] \\
= -8\pi^2 \text{Re} (f^{(1)}) + \frac{3}{2} \log \frac{1}{\kappa_4^2 \mu^2} + \frac{3}{2} \mathcal{K} + \log (2\pi^2 g_s^2) - \partial_I \mathcal{T}_I(\varphi) \nu^I(\varphi, \bar{\varphi}).
\] (5.22)

We shall now use (5.22) to evaluate \( K_0 \) given in (3.25). First, we note that we could have put an upper cut-off \( 1/\epsilon \) on the integrals over \( t \) on the left hand side of (5.22). This allows us to express the left hand side of (5.22) as:

\[
\lim_{\delta \to 0} \lim_{\epsilon \to 0} \lim_{\epsilon' \to 0} \left[ \int_{\epsilon'/4}^{1/\epsilon} \frac{dt}{2t} Z_A e^{-\mu^2 t} + \int_{\epsilon'/4}^{1/\epsilon} \frac{dt}{2t} Z_M e^{-\mu^2 t} - 3 \int_{\delta}^{1/\epsilon} \frac{dt}{2t} e^{-\mu^2 t} + 3 \int_{\delta}^{1/\epsilon} \frac{dt}{2t} e^{-\mu^2 t} \right],
\] (5.23)

where we have added and subtracted the same quantity. Noting that \( Z_A + Z_M - 3 \) receives contributions only from massive open string states which are exponentially suppressed for large \( t \), we can drop the factor \( e^{-\mu^2 t} \) from the first three terms. Therefore, (5.23) can be replaced by

\[
\lim_{\delta \to 0} \lim_{\epsilon \to 0} \lim_{\epsilon' \to 0} \left[ \int_{\epsilon'/4}^{1/\epsilon} \frac{dt}{2t} Z_A + \int_{\epsilon'/4}^{1/\epsilon} \frac{dt}{2t} Z_M + 3 \int_{\delta}^{1/\epsilon} \frac{dt}{2t} (e^{-\mu^2 t} - 1) \right], \quad (5.24)
\]
in the $\mu \to 0$ limit. We now compare this with (3.25). Since (3.25) is independent of $h$, we can take $2\pi h = \mu^2$. With this (5.24) may be identified as $\log ((2\pi)^{3/2} K_0/\mu^3)$, and (5.22) now gives

$$\log K_0 = -8\pi^2 \text{Re}(f^{(1)}) - 3 \log \kappa + \frac{1}{2} K + \log(2\pi^2 g_\sigma) - \frac{3}{2} \log(2\pi) - \partial_I T_I(\phi) v^I(\phi, \bar{\phi}).$$  

(5.25)

Notice that the $\mu$-dependence on both sides cancelled. We now substitute this into (5.19) and choose $\xi = -8\pi^2 \text{Im}(f^{(1)})$. This gives

$$W_T = e^{-8\pi^2 f^{(1)}(\phi)} 2^{-11/2} \pi^{-7/2} e^{-\partial_I T_I(\phi) v^I(\phi, \bar{\phi})} e^{-T_I(\phi)}.$$  

(5.26)

Since $\phi^I + v^I(\phi, \bar{\phi})$ give the quantum corrected holomorphic coordinates in the moduli space, we see that $W_T$ is a holomorphic function of the moduli.

When additional zero modes are present from open strings at the intersection of the D-instanton and space-filling D-branes, there are additional non-holomorphic terms on the right hand side of (5.22). However, it was shown in [30] that these terms are still consistent with the holomorphy of the superpotential, which now involves additional chiral multiplets living on the space-filling D-branes.

### 6 Multi-instanton contribution

We shall now compute the overall normalization of the $k$-instanton amplitude. As in the case of single instanton amplitudes, we shall carry out our analysis in the absence of background fluxes. Since the single instanton effect already generates a superpotential and one needs to switch on fluxes to find an extremum, one might question the usefulness of the multi-instanton results in the absence of fluxes. Nevertheless, as long as the effects of fluxes are small, our results may be interpreted as the analysis of the leading order contribution to the superpotential from multi-instanton effects. We shall argue that this contribution actually vanishes for the multi-instants whose single-instanton constituents only have the two universal fermionic zero modes that we have been considering throughout this paper.

Formally, the normalization factor is given by the exponential of the annulus amplitude for open strings living on the configuration of $k$ identical instantons. Our analysis will closely follow section 4 of [20], the main difference being that in the zero mode sector we only have a subset of the degrees of freedom that were present in [20].

The system of $k$ identical $O(1)$ instantons has an underlying $O(k)$ gauge symmetry and it is useful to classify the zero modes by their transformation properties under $O(k)$. This is done as follows:

1. In the NS sector we have four bosonic zero modes $\xi^\mu_A$ in the symmetric rank 2 tensor representation of $O(k)$, arising from a symmetric Chan-Paton matrix multiplying the states (2.21). Here the index $A$ labels the gauge index and runs over $k(k + 1)/2$ values. Of these the trace part, denoted by $A = 0$, gives the collective mode associated with space-time translations, while the other values of $A$ label the elements of a symmetric traceless rank two tensor.
2. In the NS sector we have a pair of Grassmann odd zero modes $p_a, q_a$ in the antisymmetric rank two tensor representation (adjoint representation) of $O(k)$, arising out of antisymmetric Chan-Paton matrix multiplying (2.20). The gauge index $a$ runs over $k(k-1)/2$ values.

3. In the R-sector we have two fermionic zero modes $\chi^\alpha_A$ in the symmetric rank two tensor representation of $O(k)$, with $\alpha$ labelling the undotted spinor index. These arise from symmetric Chan-Paton matrix multiplying (2.23). The trace part $\chi^0_A$ describes the fermionic collective coordinates associated with broken supersymmetry up to a normalization, while the rest belongs to the symmetric traceless rank two tensor representation of $O(k)$.

4. In the R-sector we have two fermionic zero modes $\chi^{\dot{\alpha}}_a$ in the adjoint representation of $O(k)$, with $\dot{\alpha}$ labelling the dotted spinor index. These arise from anti-symmetric Chan-Paton matrix multiplying the states of the form (2.23), with $\alpha$ replaced by $\dot{\alpha}$.

Let us first count the $(-1)^F$ weighted number of zero modes in the NS and R sector since this will determine how to analyze the non-zero mode contribution. In the NS sector the number of $(-1)^F$ weighted zero modes is $2k(k+1) - k(k-1) = k^2 + 3k$. On the other hand, in the R-sector all the zero modes are fermionic and the number of $(-1)^F$ weighted zero modes is $-k(k+1) - k(k-1) = -2k^2$. Adding the NS sector contribution to half of the R-sector contribution, we get $3k$. Following the discussion leading to (3.25), and using the $h$ independence of the result to set $h = 1$, we now see that the non-zero mode contributions may be expressed as:

$$K_0^{(k)} = \exp \left[ \int \frac{dt}{2t} \left( Z_A(t) + Z_M(t) + 3k \left( e^{-2\pi t} - 1 \right) \right) \right],$$

with appropriately chosen limits of integration as in (3.25). We remark that (6.1) is independent of $g_s$, since the open string spectrum is independent of $g_s$ and all the divergences can be properly subtracted by introducing cut-offs as in (3.25) without introducing $g_s$ dependence. Compared to the case of single instantons, the annulus contribution with both boundaries on the instanton is multiplied by $k^2$ due to the trace over the Chan-Paton factor on its two boundaries, while the Möbius strip contribution and the annulus contribution with one boundary on the D-instanton and the other boundary on a space-filling D-brane are multiplied by $k$.

We now turn to the contribution due to the zero modes. First, we consider the Grassmann odd zero modes $p_a, q_a$ in the NS sector. These modes represent the breakdown of Siegel gauge choice and are dealt with by using the gauge invariant formulation [22]. This introduces an integration over a set of out of Siegel gauge bosonic modes $\phi_a$ multiplying the states $a_0\beta_{-1/2}(-1)$, with action $-\sum_a \phi_a^2/4$, and division by the volume of the gauge group labeled by the parameters $\theta_a$. Therefore, the integration over $p_a, q_a$ is replaced by

$$\int \prod_{a=1}^{k(k-1)/2} d\phi_a e^{-\phi_a^2/4} \int \prod_{a=1}^{k(k-1)/2} D\theta_a.$$

(6.2)
The integral over $\phi_a$ gives the result $(2\sqrt{\pi})^{k(k-1)/2}$, while the integral over $\theta_a$ can be found by comparing the string field theory gauge transformation parameters with the rigid $O(k)$ transformation parameters $\tilde{\theta}$. At the leading order in the expansion in powers of $\kappa_4$, the relation takes the form $\theta_b = 2\tilde{\theta}_b / g_o$ [22]. Therefore, we can express (6.2) as:

$$(\sqrt{\pi} g_o)^{k(k-1)/2} / (2V_{SO(k)})$$

(6.3)

where $V_{SO(k)}$ denotes the volume of the SO($k$) group in appropriate normalization and the factor of 2 accompanying $V_{SO(k)}$ takes into account the contribution from the $\mathbb{Z}_2$ subgroup of $O(k)$ that is outside SO($k$).

Next we turn to the integration over the zero modes $\xi^\mu_A$. Of these $\xi^\mu_0$ is related to the center of mass coordinate $\tilde{\xi}^\mu$ of the instanton system by an equation analogous to (3.26):

$$\xi^\mu_0 = \frac{\sqrt{k}}{\sqrt{2\pi g_o}} \tilde{\xi}^\mu,$$

(6.4)

where the extra factor of $\sqrt{k}$ can be traced to the fact that the Chan-Paton factor accompanying the correctly normalized vertex operator for $\xi^\mu_0$ is given by $1/\sqrt{k}$ times the identity matrix [19]. The rest of the $\xi^\mu_A$'s are redefined as

$$x_A^\mu = g_o^{1/2} \xi^\mu_A, \quad 1 \leq A \leq k(k+1)/2 - 1,$$

(6.5)

so that the action written in terms of $x_A^\mu$ does not have any factor of the string coupling [19, 20]. This will be seen explicitly in (6.9).

For the fermion zero modes, we first consider the zero modes $\chi^\alpha_0$ that are related to the collective mode associated with supersymmetry breaking. The redefinition that makes the vertex operators of the collective modes independent of the string coupling is [20]:

$$\tilde{\chi}^\alpha = g_o \chi^\alpha_0.$$

(6.6)

Finally, the fermion zero modes $\chi^\alpha_A$ and $\tilde{\chi}_a^\alpha$ for $A \geq 1$ are redefined as

$$y_A^\alpha = g_o^{1/4} \chi_A^\alpha, \quad y_a^\alpha = g_o^{1/4} \tilde{\chi}_a^\alpha,$$

(6.7)

so that the action expressed in terms of the zero modes $x_A^\mu, y_A^\alpha, y_a^\alpha$ does not have any explicit dependence on the string coupling [19, 20]. In fact, by defining

$$X^\mu = x_A^\mu L_A, \quad Y^\alpha = y_A^\alpha L_A, \quad Y^\dot{\alpha} = y_a^\alpha T_a,$$

(6.8)

where $L_A$'s give a basis of real, symmetric Chan-Paton factors and $T_a$'s give a basis of imaginary, anti-symmetric Chan-Paton factors, one can write the action for the zero modes as

$$S = \frac{1}{8} \text{Tr}([X_{\mu}, X_{\nu}] [X^\mu, X^\nu]) + \frac{1}{\sqrt{2}} \gamma^\mu_{\alpha\dot{\beta}} \text{Tr}(Y^\alpha [X_\mu, Y^\dot{\beta}]).$$

(6.9)

This has the same form as described in [20] that came from dimensional reduction of $\mathcal{N} = 1$ supersymmetric Yang-Mills theory from 4 to 0 dimensions, except that there $X^\mu, Y^\alpha$ and $Y^\dot{\beta}$ were all given by arbitrary linear combination of the generators of SU($k$).
Using (6.3)–(6.9), we can now represent the exponential of the annulus amplitude as:

\[
\frac{1}{2} \left( \sqrt{\pi} g_o \right)^{k(k-1)/2} \frac{\sqrt{k}}{\sqrt{2} \pi g_o} \left( g_o^{-1/2} \right)^{2k(k+1)-4} \\
\times \left( g_o^{1/4} \right)^{k(k+1)-2+k(k-1)} K_0^{(k)} M_k \int \prod_{\mu=0}^3 \frac{d\tilde{\xi}_\mu}{\sqrt{2\pi}} \prod_{\delta=1}^2 d\tilde{\chi}^\delta,
\]

(6.10)

where

\[
M_k = \frac{1}{V_{SO(k)}} \prod_{A=1}^{k(k+1)/2-1} \left\{ \prod_{\mu=0}^3 \frac{dx^A_\mu}{\sqrt{2\pi}} \right\} \left\{ \prod_{\delta=1}^2 dy^\delta_A \right\} \int \prod_{a=1}^{k(k-1)/2} \prod_{\delta=1}^2 dy^\delta_a e^S.
\]

This result has to be combined with the product of the disk amplitudes as in (3.27). Each disk gives an extra factor of \( k \) from the trace over the Chan-Paton factors and the Chan-Paton factor associated with the fermion zero mode \( \tilde{\chi}^\alpha \) has a factor of \( 1/\sqrt{k} \). Therefore, the product of two disk amplitudes with insertion of a pair of fermion zero modes gives a net factor of \( k \), replacing \( A_{\alpha\beta} \) in (3.27) by \( k A_{\alpha\beta} \). The integration over the \( \tilde{\xi}^\mu \)'s produce the momentum conserving delta functions as usual. Thus, the net amplitude is given by:

\[
\frac{1}{2!} e^{-kT(\phi^{(0)})} (2\pi)^4 \delta(4)(p) 2^{-5} k^{k(k-1)/2-6} g_o^{3(k-1)/2} K_0^{(k)} M_k A_{\gamma\delta}.
\]

(6.12)

We shall now argue that \( M_k \) vanishes. The point is that each term in the action (6.9) has equal number of dotted and undotted spinors. Therefore, when we expand \( e^S \) in powers of the second term in (6.9), we have equal powers of dotted and undotted spinors in each term in the expansion. However, the integration over the zero modes is saturated only when there are \( k(k+1)/2-1 \) undotted spinors and \( k(k-1)/2 \) dotted spinors in the expansion. Therefore, the result vanishes unless \( k = 1 \). This is in agreement with the fact that the amplitude is consistent with the holomorphy of the superpotential only when the power of \( g_o \) is \( -2 \), corresponding to \( k = 1 \), in which case we get (4.13). This however leaves open the possibility that higher order contributions could affect the superpotential. In particular, the counting of powers of \( g_o \) indicates that the \( k \)-instanton amplitude can receive contributions at order \( g_o^{3(k-1)/2} \) above the leading contribution given by the product of disk amplitudes.\(^9\)

\(^9\)In this argument we have assumed that all the \( y^\alpha \)'s in the integral (6.11) are of the same order, in which case the action (6.9) forces them to be of order unity. (6.9) also has flat directions that correspond to large commuting \( X^\mu \)'s. Physically this represents the freedom of separating the instantons in space-time. In terms of effective field theory, the contribution to an amplitude from this region of integration corresponds to using the instanton induced superpotential term in the action multiple times in a Feynman diagram instead of correction to the superpotential itself.
factor in (6.12) to give $g_o^{-2}$. Therefore, the net power of $g_o$ we get is independent of $k$ and the same argument as in section 5 will give a superpotential independent of $g_o$.

There is however a further consistency check that we need to perform. We recall from section 2 that each $S_\alpha$ that appears in the $-1/2$ picture vertex operator carries a $J$ charge of $3/2$. Therefore, we have a net excess $J$ charge of $3(k - 1)$. Since $J + J$ charge is conserved by the boundary condition (2.18), we must compensate for this excess $J$ charge. To compute the superpotential of bulk fields we need to insert a number of scalars from the chiral multiplet, each of which carries vanishing $J$ $-$ $J$ charge, and a pair of chiral fermions, each carrying $J + J$ charge $-3/2$ according to the results given in section 2. Therefore, we see that the closed string vertex operators carry net $J + J$ charge $-3$. This compensates for the 3 units of $(J + J)$ charge carried by the zero mode vertex operators associated with broken supersymmetry and therefore does not help in cancelling the excess $3(k - 1)$ units of $J + J$ charge. The only other source of excess $J$ charge are the picture changing operators (PCO). Each PCO has a term $e^\phi T_F$ where $T_F = -\psi_\mu \partial X^\mu + T_F^+ + T_F^-$ is the matter super-stress tensor current and $T_F^\pm$ carry $J$ charge $\pm 1$. Since we have $2(k - 1)$ extra open string vertex operators in $-1/2$ picture, we need $(k - 1)$ PCOs to conserve the picture number. Even if we pick $T_F$ from each of these PCOs, we can at most get a net $J$ charge of $-(k - 1)$. Since this cannot compensate the $3(k - 1)$ units of excess $J$ charge carried by the additional zero mode vertex operators, the amplitude must vanish. At higher genus we need more PCOs which could compensate the $J$ charge, but this will involve additional power of string coupling. In particular, to compensate for the $2(k - 1)$ unit of excess $J$ charge we need to insert at least $2(k - 1)$ PCOs which will take us to genus $(k - 1)/2$, producing an extra factor of $g_o^{k-1} \sim g_o^{2(k-1)}$. This will be inconsistent with holomorphy of the superpotential. Thus, we conclude that there are no multi-instanton contributions to the superpotential.

In the above analysis we have assumed that we are working on a fixed world-sheet, consisting of the exponential of the annulus or Möbius strip and a product of disks, with each disk containing one closed string vertex operator and some open string vertex operators. But we also have the possibility of adding more disks containing only open string vertex operators which will take into account the effect of additional terms in the effective action (6.9). Since the counting of the powers of $g_o$ associated with the vertex operators remains unchanged, the net effect will be to generate additional powers of $g_o^{-2}$ — one for every additional disk. Therefore, one could ask whether these negative powers of $g_o$ could compensate for the extra powers of $g_o$ that we saw in the previous paragraph. To this end, note that on the disk the total picture number of all the operators must add up to $-2$. Therefore, if we have $r$ extra disks, then the total number of required PCOs will change from $(k - 1)$ to $(k - 1 - 2r)$ in the previous paragraph. On the other hand, the minimal number of PCOs required for $J$-charge conservation remains fixed at $3(k - 1)$. Thus, we now have to increase the genus by $(k - 1 + r)/2$ to get the extra $2(k - 1 + r)$ PCOs. This gives an additional factor of $g_o^{2(k-1+r)}$. From this we see that the extra factors of $g_o^{-2}$, that we had gotten for each extra disk, are precisely cancelled by the extra factor of $g_o^{2r}$ that we get from imposing $J$-charge conservation and picture number conservation. Therefore, having extra disks does not help us generate a multi-instanton contribution to the superpotential.
It is easy to see that the argument based on conservation of $J$-charge generalizes in a straightforward fashion even to the cases where we have different types of instantons instead of identical instantons. In particular, for a total of $k$ instantons we always have $2(k - 1)$ extra Grassmann integrals over undotted spinor zero modes. To saturate these integrals, we need to insert $2(k - 1)$ vertex operators of the form $ce^{-\phi/2}S_{\alpha}$ into the amplitude. We can then use $J$-charge conservation to argue that any contribution to the amplitude from products of disks and annuli vanishes.

One must keep in mind however that our argument for the vanishing contribution to the superpotential does not apply to systems in which the fermion zero mode structure on the individual instantons is different from that of the $O(1)$ instantons considered here. In [83] the authors considered a combination of $U(1)$ instanton and $O(1)$ instanton and argued that this system can give non-vanishing contribution to the superpotential. The $U(1)$ instanton has equal number of chiral and anti-chiral fermion zero modes and therefore in the combined system the difference between chiral and anti-chiral fermion zero modes remains fixed at two, allowing it to contribute to the superpotential. Refs. [84, 85] also provided examples of multi-instanton systems which could contribute to the superpotential. In this system many of the constituent instantons had non-universal fermion zero modes for which our computation of the $J$-charge does not hold.

7 Conclusion

In this paper we have described a systematic procedure for computing the D-instanton induced superpotential in an orientifold of type IIB/IIA string theory compactified on a Calabi-Yau threefold, preserving $N = 1$ supersymmetry in four dimensions. Our analysis includes all Euclidean D-branes preserving half of the space-time supersymmetry. This problem has been addressed by many authors in the past, and our main contribution has been to fix the overall normalization of the correction terms by drawing insights from string field theory. Our final results are quoted in (1.1), (1.2).

We have focussed on instantons whose only zero modes are the four bosonic zero modes associated with translation of the instanton along non-compact directions and the fermionic zero modes associated with the supersymmetries that are broken on the D-instanton world-volume. More general instantons are possible, and while in principle our methods could be extended to these cases as well, we have not addressed those in this paper.
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A Normalization of the fermion kinetic term

In this appendix we shall find the normalization of the fermion kinetic terms obtained from string field theory. We begin by listing some additional operator product expansions in the world-sheet theory beyond those listed in section 2:

\[
e^{-\phi'(z)}e^{-\phi'(w)}W^{m}_{\alpha}(w, \bar{w}) = \frac{i}{2} (\gamma'^{\mu})_{\alpha}^{\beta} (z - w)^{-1} e^{-3\phi'^{2}}w_{\beta}^m(w, \bar{w}) + \cdots, \]
\[
e^{-\phi'(z)}e^{-\phi'(w)}W^{m}_{\alpha}(w, \bar{w}) = \frac{i}{2} (\gamma'^{\mu})_{\alpha}^{\beta} (\bar{z} - \bar{w})^{-1} e^{-3\phi'^{2}}w_{\beta}^m(w, \bar{w}) + \cdots, \]  
es^{-\phi'(z)}e^{-\phi'(w)}Y^{m}_{\alpha}(w, \bar{w}) = \frac{i}{2} (\gamma'^{\mu})_{\alpha}^{\beta} (z - w)^{-1} e^{-3\phi'^{2}}Y_{\beta}^m(w, \bar{w}) + \cdots, \]
\[
e^{-\phi'(z)}e^{-\phi'(w)}Y^{m}_{\alpha}(w, \bar{w}) = \frac{i}{2} (\gamma'^{\mu})_{\alpha}^{\beta} (\bar{z} - \bar{w})^{-1} e^{-3\phi'^{2}}Y_{\beta}^m(w, \bar{w}) + \cdots, \]

\[
e^{-\phi'/2}S_{\alpha}(z)e^{-\phi'/2}e^{-\phi}w_{\beta}(w, \bar{w}) = O(1), \]
\[
e^{-\phi'/2}S_{\alpha}(\bar{z})e^{-\phi'/2}e^{-\phi}w_{\beta}(w, \bar{w}) = O(1), \]
\[
e^{-\phi'/2}S_{\alpha}(z)e^{-\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = O(1), \]
\[
e^{-\phi'/2}S_{\alpha}(\bar{z})e^{-\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = O(1), \]
\[
e^{-\phi'/2}T_{F}^{\pm}(z) c \bar{c} e^{-3\phi'/2}e^{-\phi}w_{\beta}(w, \bar{w}) = O(z - w), \]
\[
e^{-\phi'/2}T_{F}^{\pm}(\bar{z}) c \bar{c} e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = O(\bar{z} - w), \]
\[
e^{-\phi'/2}T_{F}^{\pm}(z) c \bar{c} e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = O(z - w), \]
\[
e^{-\phi'/2}T_{F}^{\pm}(\bar{z}) c \bar{c} e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = O(\bar{z} - w), \]

\[
e^{-3\phi'/2}e^{-\phi}w_{\alpha}(z, \bar{z}) e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = K |z - w|^{-4} e^{-2\phi}e^{-2\phi}e_{\alpha\beta} \delta_{nn} + \cdots, \]
\[
e^{-3\phi'/2}e^{-\phi}w_{\alpha}(z, \bar{z}) e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = K |z - w|^{-4} e^{-2\phi}e^{-2\phi}e_{\alpha\beta} \delta_{nn} + \cdots, \]
\[
e^{-3\phi'/2}e^{-\phi}Y_{\alpha}(z, \bar{z}) e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = K |z - w|^{-4} e^{-2\phi}e^{-2\phi}e_{\alpha\beta} \delta_{nn} + \cdots, \]
\[
e^{-3\phi'/2}e^{-\phi}Y_{\alpha}(z, \bar{z}) e^{-3\phi'/2}e^{-\phi}Y_{\beta}(w, \bar{w}) = K |z - w|^{-4} e^{-2\phi}e^{-2\phi}e_{\alpha\beta} \delta_{nn} + \cdots, \]

where \(K\) is a constant to be determined and \(T_{F}^{\pm}, \bar{T}_{F}^{\pm}\) are the superconformal generators of the (2, 2) superconformal algebra associated with Calabi-Yau compactification, carrying \((J, \bar{J})\) charges \((0, \pm 1)\) and \((\pm 1, 0)\) respectively. The operators \(\bar{W}\) and \(\bar{Y}\) appearing in (A.1a) differ from the corresponding operators \(W\) and \(Y\) appearing on the left hand side of the equations only in the chirality of the four-dimensional spin fields, but the parts coming from the CFT associated with the Calabi-Yau threefold remain unchanged and continue to represent the Ramond sector ground states. (A.1b) follows from the observation that the net \(J (\bar{J})\) charge of the operators on the left hand side is given by \(\pm 2\) and therefore
where in the last step we used
\[ \text{(A.4)} \]
\[ \text{(A.7)} \]
In the RNS sector, we can analyze the two sectors independently. First, let us consider the NSR correlator:
\[ \langle \oint (c e^{-\phi/2} S_\alpha(z_1) - S_\alpha \rangle \left( c \bar{c} e^{-\phi/2} \bar{W}_\alpha(z_2, \bar{z}_2) \right) \right), \]
where \( \oint \) is normalized to include the \( 1/(2\pi i) \) factor so that \( \oint dz/z = 1 \). Using (2.1e), we get
\[ I = -i (\gamma_\mu)_{\gamma_\delta} \left( c e^{-\phi/2} \bar{S}_\delta(z_1) \bar{\partial} c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{W}_\alpha(z_2, \bar{z}_2) c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{Y}_\beta^n(z_3, \bar{z}_3) \right). \]
Using the normalization of the closed string vacuum given in (2.3) and (A.1a), (A.1d), we can express (A.3) as
\[ I = \left( \gamma^\mu \right)_{\gamma_\delta} (2\pi)^4 \delta^{(4)}(0) \frac{i}{2} \beta \gamma_{\alpha \beta} K \delta_{mn} = (2\pi)^4 \delta^{(4)}(0) K \varepsilon_{\gamma_\alpha \varepsilon_{\delta \beta}} \delta_{mn}, \]
where in the last step we used
\[ (\gamma^\mu)_{\gamma_\delta} = -2 \varepsilon_{\gamma_\alpha \varepsilon_{\delta \beta}}. \]
On the other hand, deforming the \( z \) integration contour in (A.2) away from \( z_1 \) to pick the residues from \( z_2 \) and \( z_3 \) using (2.8) and (A.1b), we get
\[ I = \varepsilon_{\gamma_\alpha} \left( c e^{-\phi/2} S_\delta(z_1) \bar{\partial} c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{W}_m^\alpha(z_2, \bar{z}_2) c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{Y}_n^\beta(z_3, \bar{z}_3) \right). \]
Using (2.10) and (2.6), we can express this as
\[ I = -(2\pi)^4 \delta^{(4)}(0) \varepsilon_{\gamma_\alpha \varepsilon_{\delta \beta}} \delta_{mn}. \]
Comparing (A.4) with (A.7), we get
\[ K = -1. \]

We shall now determine the normalization of the fermion kinetic term in closed string field theory. Since the kinetic term couples NSR sector to NSR sector and RNS sector to RNS sector, we can analyze the two sectors independently. First, let us consider the NSR sector. The massless string fields in Siegel gauge take the form:
\[ |\phi_{\text{NSR}}\rangle = \int \frac{d^4 p}{(2\pi)^4} \left[ \psi_m^\alpha(p) c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{W}_\alpha + \psi_m^\beta(p) c \bar{c} e^{-\phi/2} e^{-\bar{\phi}} \bar{Y}_m^\beta \right] e^{i p \cdot X}(0) |0\rangle, \]
in the \((-1,-1/2)\) picture, and
\[ |\tilde{\phi}_{\text{NSR}}\rangle = \int \frac{d^4 p}{(2\pi)^4} \left[ \tilde{\psi}_m^\alpha(p) c \bar{c} e^{-3\phi/2} e^{-\bar{\phi}} \bar{W}_\alpha + \tilde{\psi}_m^\beta(p) c \bar{c} e^{-3\phi/2} e^{-\bar{\phi}} \bar{Y}_m^\beta \right] e^{i p \cdot X}(0) |0\rangle, \]
These results can be expressed in terms of fields that are even and odd under the fields $\tilde{\psi}_m^\alpha$, $\tilde{\zeta}_m^\beta$, $\tilde{\psi}_m^\beta$, and $\tilde{\zeta}_m^\alpha$ are Grassmann odd and so are the vertex operators multiplying them. Furthermore, all states appearing in (A.9) and (A.10) are GSO even as required. The quadratic part of the string field theory action, given in the normalization used in [21], is

$$S_{NSR} = 4 \left[ -\frac{1}{2} \langle \tilde{\phi}_{NSR} | c_{\tilde{b}}^0 \rangle \chi_0 (Q_B + \bar{Q}_B) | \tilde{\phi}_{NSR} \rangle + \langle \tilde{\phi}_{NSR} | c_{\tilde{b}}^0 (Q_B + \bar{Q}_B) | \tilde{\phi}_{NSR} \rangle \right].$$

(A.11)

where $c_{\tilde{b}}^0 = (c_0 - \bar{c}_0)/2$, $Q_B$, $\bar{Q}_B$ are the holomorphic and anti-holomorphic BRST operators, and $\chi_0, \bar{\chi}_0$ are the zero modes of the holomorphic and anti-holomorphic picture changing operators. We have

$$Q_B = \oint dz J_B(z),$$

(A.12a)

$$J_B = c (T_m + T_{\beta \gamma}) + \gamma T_F + b c \partial c - \frac{1}{4} \gamma^2 b,$$

(A.12b)

$$\chi(z) = 2 \{ Q_B, \xi(z) \} = 2 c \partial \xi + 2 e^\phi T_F - \frac{1}{2} \partial \eta e^{2 \phi} b - \frac{1}{2} \partial \left( \eta e^{2 \phi} b \right),$$

(A.12c)

$$\chi_0 = \oint z^{-1} dz (\chi).$$

(A.12d)

Here $T_F = -\psi_\mu \partial X^\mu + T_F^+ + T_F^-$. Similar expressions exist in the anti-holomorphic sector.

Using the operator products given in (2.8), (2.10), (A.1), and (A.8), the action (A.11) evaluates to

$$S_{NSR} = \int \frac{d^4 p}{(2\pi)^4} \left[ -\frac{1}{2} p^2 \tilde{\psi}_m^\alpha (-p) \phi_{\alpha \beta} \tilde{\psi}_m^\beta (p) - p^2 \tilde{\psi}_m^\beta (-p) \phi_{\alpha \beta} \tilde{\psi}_m^\alpha (p) - p^2 \tilde{\psi}_m^\alpha (-p) \phi_{\alpha \beta} \tilde{\psi}_m^\beta (p) \right].$$

(A.13)

The fields $\tilde{\psi}_m^\alpha$ and $\tilde{\zeta}_m^\beta$ do not actually represent independent physical degrees of freedom — they are part of the extra free fields that we need to add in order to write the action of superstring field theory. Therefore, they can be eliminated using their equations of motion:

$$\phi_{\alpha \beta} \tilde{\psi}_m^\beta (p) = -2 \varepsilon_{\alpha \beta \gamma} \tilde{\psi}_m^\gamma (p), \quad \phi_{\alpha \beta} \tilde{\zeta}_m^\beta (p) = -2 \varepsilon_{\alpha \beta \gamma} \tilde{\zeta}_m^\gamma (p).$$

(A.14)

Substituting these relations into (A.13), we get

$$S_{NSR} = 2 \int \frac{d^4 p}{(2\pi)^4} \psi_m^\alpha (-p) \rho_{\alpha \beta} c_{\tilde{m}}^\beta (p).$$

(A.15)

A similar analysis can be performed in the RNS sector, leading to the total action:

$$S_{NSR+RNS} = 2 \int \frac{d^4 p}{(2\pi)^4} \left[ \psi_m^\alpha (-p) \rho_{\alpha \beta} c_{\tilde{m}}^\beta (p) + \psi_m^\beta (-p) \phi_{\alpha \beta} \tilde{\psi}_m^\alpha (p) \right].$$

(A.16)

These results can be expressed in terms of fields that are even and odd under $\Omega_q$, with the even fields given by $\rho_{m}^{\alpha}$. $\rho_{m}^{\beta}$ introduced in (2.17). Keeping only the terms involving the even fields, we can write the kinetic term as

$$2 \int \frac{d^4 p}{(2\pi)^4} \rho_{\alpha m}^\alpha (-p) \rho_{\alpha \beta} \rho_{\beta m}^\beta (p).$$

(A.17)
In the construction of string field theory one begins with all fields complex and then imposes an appropriate reality condition that eliminates half of the degrees of freedom. In this spirit, before imposing the reality condition, the fields $\rho^\alpha_m$ and $\rho^\beta_m$ appearing in (A.17) can be regarded as independent complex variables. We can then impose the reality condition

$$\rho^\alpha_m(-p) = -i (\rho^\beta_m(p))^\ast (\gamma^0)_{\beta\dot{\alpha}} \equiv -i \left( \rho_m(p) \right)^{\dot{\alpha}},$$

which turns the action to

$$-2i \int \frac{d^4p}{(2\pi)^4} \left( \rho_m(p) \right)^{\dot{\alpha}} \gamma_{\alpha\beta} \rho^\beta_m(p) = -2 \int d^4x \bar{\rho}_m(x) \not\partial \rho_m(x),$$

with the understanding that $\rho(x)$ represents a chiral spinor.

For completeness we shall also determine the normalization of the scalar superpartners of these fermions. They appear as components of the string field in the NSNS sector as

$$|\phi_{\text{NSNS}}\rangle = \int \frac{d^4p}{(2\pi)^4} \left[ u_m(p) c \bar{c} e^{-\phi} e^{-\tilde{\phi}} W^m + u^*_m(p) c \bar{c} e^{-\phi} e^{-\tilde{\phi}} Y^m \right] e^{ipX(0)} |0\rangle. \quad (A.20)$$

The action is given by a formula similar to (A.11) except that we can take $\mathcal{X}_0 = 1$ and set $|\tilde{\phi}_{\text{NSNS}}\rangle = |\phi_{\text{NSNS}}\rangle$ from the beginning. This gives

$$S_{\text{NSNS}} = 4 \times \frac{1}{2} \langle \phi_{\text{NSNS}} | e_0^{\ast} (Q_B + \bar{Q}_B) | \phi_{\text{NSNS}} \rangle. \quad (A.21)$$

Substituting (A.20) into (A.21) and using the operator product expansion (2.6), we get

$$S_{\text{NSNS}} = -\int \frac{d^4p}{(2\pi)^4} u^*_m(-p) p^2 u_m(p) = -\int d^4x \partial_\mu u^*_m \partial^\mu u_m. \quad (A.22)$$

If one keeps only the part $\hat{\phi}_m$ that is even under the orientifold projection, as defined in (2.17), the kinetic term takes the form:

$$-\frac{1}{2} \int d^4x \partial_\mu \hat{\phi}_m \partial^\mu \hat{\phi}_m. \quad (A.23)$$

## B Regularization of the zero modes

During our analysis we have fixed the normalization of the integration measure over the modes of open string field theory on the D-instanton by comparing the result of the path integral with the annulus partition function. This procedure breaks down for the zero modes since the annulus amplitude diverges. We resolved this by adding a small constant to the $L_0$ eigenvalues of the states in the Siegel gauge so as to make the annulus amplitude finite, used this to fix the integration measure over the zero modes, and then set the $L_0$ eigenvalues back to zero. As indicated in the main text and elsewhere [18, 20, 21], the result does not depend on how we shift the $L_0$ eigenvalues of the zero modes, but one concrete procedure involves putting slightly different boundary conditions on the two boundaries of the annulus. In this appendix we shall elaborate on this procedure.
Putting slightly different boundary conditions on the two boundaries of the annulus may be regarded as having a pair of identical instantons slightly separated in space-time, and considering the partition function of an open string with two boundaries lying on two different instantons. This corresponds to considering open string states with off-diagonal Chan-Paton factors. On the other hand, open string with both ends on the same instanton are described by diagonal Chan-Paton factors. Now let us take some mode $\zeta^{(1)}$ living on the first open string and let $a\,d\zeta^{(1)}$ be the integration measure over that mode. Gauge invariance of string field theory requires that $a$ must be independent of all the modes of string field theory since by construction the string field theory is gauge invariant with flat integration measure over the string fields. Since the separation between the two instantons is also a mode of open string field theory, $a$ must be independent of the separation between the two instantons. Taking the separation to infinity and using cluster property, we see that $a\,d\zeta^{(1)}$ must also be the integration measure over this mode in the absence of the second instanton. If $\zeta^{(2)}$ denotes the same mode of the open string living on the second instanton, then the integration measure over $\zeta^{(2)}$ will be $a\,d\zeta^{(2)}$ with the same constant $a$. Then, since $\zeta^{(\pm)} = (\zeta^{(1)} \pm \zeta^{(2)})/\sqrt{2}$ are normalized in the same way as $\zeta^{(1)}$ and $\zeta^{(2)}$, the integration measure over these modes must also be $a\,d\zeta^{(\pm)}$ and $a\,d\zeta^{(-)}$. One the other hand, if we denote by $\zeta_1$ and $\zeta_2$ the same open string modes on the D-instanton pair associated with Chan-Paton factors $\sigma_1/\sqrt{2}$ and $\sigma_2/\sqrt{2}$, then in the limit of zero separation between the instantons $\zeta_1$ and $\zeta_2$ are related to $\zeta^{(-)}$ by SU(2) rotation and so must have the same integration measures $a\,d\zeta_1$ and $a\,d\zeta_2$. Conversely, by determining the measure of integration over the modes $\zeta_1$ and $\zeta_2$, we can find the constant $a$, which in turn gives the measure of integration over the zero modes of a single instanton.

Note that for a separated pair of instantons there are two sets of degenerate modes, involving strings connecting the first instanton to the second one and the reverse, and the kinetic term of string field theory will couple them. So effectively our procedure amounts to computing the partition function of both sets of modes and then taking a square root. This is related to the problem of defining a path integral over chiral fermions, which also requires doubling the degrees of freedom and then taking a square root. This of course leaves the phase of the partition function ambiguous. For some amplitudes this ambiguity can be absorbed in a shift of the RR scalar fields, and for others we can in principle use the cluster property to determine the phase. This has been discussed in [20], and we shall not discuss it any further here.

C  Theta functions and their properties

In this appendix we shall review some of the properties of Jacobi theta functions that are used in appendices D and E. We define for $\alpha,\beta = 0, 1$

$$
\vartheta_{\alpha,\beta}(z|\tau) = \sum_{n \in \mathbb{Z} + \frac{\alpha}{2}} e^{i\pi n\beta} q^{n^2/2} y^n, \quad q = e^{2\pi i \tau}, \quad y = e^{2\pi i z}. \tag{C.1}
$$
If the first argument is zero, we will simply write $\vartheta_{\alpha\beta}(\tau) \equiv \vartheta_{\alpha\beta}(0|\tau)$. These functions have the following product representations

\begin{align}
\vartheta_{00}(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n) \left( 1 + (y + y^{-1})q^{n-\frac{1}{2}} + q^{2n-1} \right), \tag{C.2a} \\
\vartheta_{01}(z|\tau) &= \prod_{n=1}^{\infty} (1 - q^n) \left( 1 - (y + y^{-1})q^{n-\frac{1}{2}} + q^{2n-1} \right), \tag{C.2b} \\
\vartheta_{10}(z|\tau) &= q^{\frac{1}{8}} (y^{\frac{1}{2}} + y^{-\frac{1}{2}}) \prod_{n=1}^{\infty} (1 - q^n) \left( 1 + (y + y^{-1})q^n + q^{2n} \right), \tag{C.2c} \\
\vartheta_{11}(z|\tau) &= i q^{\frac{1}{8}} (y^{\frac{1}{2}} - y^{-\frac{1}{2}}) \prod_{n=1}^{\infty} (1 - q^n) \left( 1 - (y + y^{-1})q^n + q^{2n} \right). \tag{C.2d}
\end{align}

They satisfy the relations

\begin{align}
\vartheta_{\alpha\beta} \left( z + \frac{1}{2} | \tau \right) &= \sum_{n \in \mathbb{Z} + \frac{1}{2}} e^{\imath\pi n(\beta+1)} q^{n^2/2} y^n = \vartheta_{\alpha,\beta+1}(z|\tau), \tag{C.3a} \\
\vartheta_{\alpha\beta} \left( z + \frac{\tau}{2} | \tau \right) &= q^{\frac{1}{8}} \sum_{n \in \mathbb{Z} + \frac{1}{2}} e^{\imath\pi n\beta} q^{\frac{1}{2}(n+\frac{1}{2})^2} y^n = e^{-\imath\pi \beta/2} q^{-\frac{1}{4}} y^{-\frac{1}{2}} \vartheta_{\alpha+1,\beta}(z|\tau), \tag{C.3b}
\end{align}

where we understood that the dependence on $\alpha$ and $\beta$ is mod 2 up to a phase, i.e. $\vartheta_{(\alpha+2)\beta} = \vartheta_{\alpha\beta}$ and $\vartheta_{\alpha(\beta+2)} = e^{\imath\pi \alpha} \vartheta_{\alpha\beta}$.

The Jacobi identity reads

$$
\vartheta_{00}(\tau)^4 = \vartheta_{01}(\tau)^4 + \vartheta_{10}(\tau)^4. \tag{C.4}
$$

The relations to the Dedekind eta function

$$
\eta(\tau) = q^{\frac{1}{8} \sum_{n=1}^{\infty} (1 - q^n)}, \tag{C.5}
$$

are the following

\begin{align}
\vartheta'_{11}(0|\tau) &= -2\pi \eta(\tau)^3, \quad \vartheta'_{\alpha\beta}(z|\tau) \equiv \partial_z \vartheta_{\alpha\beta}(z|\tau), \tag{C.6a} \\
\vartheta_{10}(\tau) &= \frac{2\eta(2\tau)^2}{\eta(\tau)}, \quad \vartheta_{01}(\tau) = \frac{\eta(\frac{1}{2}\tau)^2}{\eta(\tau)}, \quad \vartheta_{00}(\tau) = \frac{\eta(\frac{1}{2}(\tau + 1))^2}{\eta(\tau + 1)} = \frac{\eta(\tau)^5}{\eta(\frac{1}{2}\tau)^2 \eta(2\tau)^2}, \tag{C.6b} \\
\vartheta_{00}(0\tau) \vartheta_{10}(\tau) \vartheta_{01}(\tau) &= 2\eta(\tau)^3. \tag{C.6c}
\end{align}

An important identity is [26, 27]

$$
\frac{\vartheta_{\alpha\beta}(z|\tau)^2 \vartheta'_{11}(0|\tau)^2}{\vartheta_{11}(z|\tau)^2 \vartheta_{\alpha\beta}(0|\tau)^2} = \frac{\vartheta''_{\alpha\beta}(0|\tau)}{\vartheta_{\alpha\beta}(0|\tau)} - \partial_z^2 \log \vartheta_{11}(z|\tau). \tag{C.7}
$$

Another important set of identities are (see [86, (8.199)]):

\begin{align}
\vartheta_{00}(z_1|\tau) \vartheta_{00}(z_2|\tau) &= \vartheta_{00}(z_1 + z_2|2\tau) \vartheta_{00}(z_1 - z_2|2\tau) + \vartheta_{10}(z_1 + z_2|2\tau) \vartheta_{10}(z_1 - z_2|2\tau), \tag{C.8a} \\
\vartheta_{00}(z_1|\tau) \vartheta_{01}(z_2|\tau) &= \vartheta_{01}(z_1 + z_2|2\tau) \vartheta_{01}(z_1 - z_2|2\tau) - \vartheta_{11}(z_1 + z_2|2\tau) \vartheta_{11}(z_1 - z_2|2\tau), \tag{C.8b} \\
\vartheta_{01}(z_1|\tau) \vartheta_{01}(z_2|\tau) &= \vartheta_{00}(z_1 + z_2|2\tau) \vartheta_{00}(z_1 - z_2|2\tau) - \vartheta_{10}(z_1 + z_2|2\tau) \vartheta_{10}(z_1 - z_2|2\tau), \tag{C.8c} \\
\vartheta_{10}(z_1|\tau) \vartheta_{10}(z_2|\tau) &= \vartheta_{10}(z_1 + z_2|2\tau) \vartheta_{10}(z_1 - z_2|2\tau) + \vartheta_{00}(z_1 + z_2|2\tau) \vartheta_{00}(z_1 - z_2|2\tau), \tag{C.8d} \\
\vartheta_{11}(z_1|\tau) \vartheta_{11}(z_2|\tau) &= \vartheta_{00}(z_1 + z_2|2\tau) \vartheta_{10}(z_1 - z_2|2\tau) - \vartheta_{00}(z_1 + z_2|2\tau) \vartheta_{10}(z_1 - z_2|2\tau). \tag{C.8e}
\end{align}
We further need the modular transformations of the functions introduced above. The modular transformation of the Dedekind eta function is given by

\[ \eta \left( -\frac{1}{\tau} \right) = (-i\tau)^{1/2} \eta(\tau), \quad \eta(\tau + 1) = e^{\frac{\pi i}{12}} \eta(\tau), \]  

while the modular transformation of the theta functions are given by

\[ \vartheta_{00} \left( \frac{z}{\tau} \bigg| -\frac{1}{\tau} \right) = (-i\tau)^{1/2} e^{\frac{\pi i z^2}{\tau}} \vartheta_{00}(z|\tau), \quad \vartheta_{00}(z|\tau + 1) = \vartheta_{01}(z|\tau), \]  

\[ \vartheta_{01} \left( \frac{z}{\tau} \bigg| -\frac{1}{\tau} \right) = (-i\tau)^{1/2} e^{\frac{\pi i z^2}{\tau}} \vartheta_{10}(z|\tau), \quad \vartheta_{01}(z|\tau + 1) = e^{\frac{\pi i}{4}} \vartheta_{10}(z|\tau), \]  

\[ \vartheta_{10} \left( \frac{z}{\tau} \bigg| -\frac{1}{\tau} \right) = (-i\tau)^{1/2} e^{\frac{\pi i z^2}{\tau}} \vartheta_{11}(z|\tau), \quad \vartheta_{10}(z|\tau + 1) = e^{\frac{\pi i}{4}} \vartheta_{11}(z|\tau). \]  

We also define

\[ f_{k,Q}(z, \tau) = \frac{1}{\eta(\tau)} \sum_{m \in \mathbb{Z} + Q} q^{\frac{k^2 m^2}{2}} y^{km}, \]  

or equivalently,

\[ f_{k,Q}(z, \tau) = \frac{1}{\eta(\tau)} e^{i\pi \tau Q^2/k} e^{2\pi i Q z} \vartheta_{00}(kz + Q\tau|k\tau), \quad y \equiv e^{2\pi i z}. \]  

In particular, we have

\[ f_{1,0}(z, \tau) = \frac{\vartheta_{00}(z|\tau)}{\eta(\tau)}, \quad f_{2,0}(\tau) = \frac{\vartheta_{00}(2z|2\tau)}{\eta(\tau)}, \quad f_{2,1}(z, \tau) = \frac{\vartheta_{10}(2z|2\tau)}{\eta(\tau)}. \]  

## D Evaluation of the partition function

For computing the normalization of the instanton contribution to the amplitude, we need to evaluate the quantity (1.2). If we have a solvable CFT for which the spectrum of D-branes and open string states is known, we can evaluate it explicitly. However, in most cases the model is not solvable and the best we can hope for is to regard the model as a deformation of a solvable model, and then use conformal perturbation theory to compute the spectrum in the deformed theory. In such cases we can simplify the analysis by organizing the infinite sums over states arising in the expressions for the partition function by summing over different representations of the underlying symmetry algebra and identify the contribution from a given representation as the character of that representation. In this appendix we shall discuss this procedure in some detail.

### D.1 Open string channel

We define \( q \equiv e^{-2\pi \tau}, \tau \equiv it \) and express the integrands \( Z_A \) and \( Z_M \) in (3.25) as sum of four sectors: NS with \((-1)^F\) insertion, NS with \((-1)^F(-1)^f\) insertion, R with \((-1)^F\) insertion and R with \((-1)^F(-1)^f\) insertion. Here \( F \) stands for space-time fermion number and \((-1)^f\)
stands for the GSO parity of the state. In each sector the integrand may be expressed as the product of the contribution from free fields $X^{\mu}$, $\psi^{\mu}$, $b, c, \beta, \gamma$ and the contribution from the internal part of the CFT associated with Calabi-Yau compactification. We shall denote the free field contributions by $f_{00}$, $f_{01}$, $2f_{10}$ and $2f_{11}$, respectively, and the internal conformal field theory contributions by $g_{00}$, $g_{01}$, $g_{10}$ and $g_{11}$, respectively. In the definitions of these quantities the ground state contributions to $(-1)^F$ and $(-1)^J$ will be included in the definitions of the free field contributions since they typically arise from the ghost sector. NS sector ground state $ce^{-\phi}(0)|0\rangle$ has odd GSO parity and even space-time fermion number while R sector ground state has even GSO parity and odd space-time fermion number.\footnote{The factors of 2 in front of the R sector contributions are introduced for convenience. Their role is to cancel the factor of 1/2 appearing in (3.9) due to the R sector kinetic operator $G_0$ being the square root of $L_0$.} We also replace $L_0$ in the $e^{-2\pi L_0}$ factor by $L_0 - \frac{24}{\pi^2}$ for convenience, even though after adding the contribution from the free field part and the internal part these factors cancel out since the total central charge vanishes. Finally, the minus sign appearing in the action of $\Omega_g$ on the $SL(2, \mathbb{R})$ invariant vacuum, as discussed below (2.21), will be included in the contribution from the internal conformal field theory.

### D.1.1 Annulus with both ends on the D-instanton

We first compute the free field contribution. We have

\[
f_{00} = q^{\frac{2}{\pi}} q^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - q^n)^{-4} \prod_{n=1}^{\infty} \left(1 + q^n - \frac{1}{2}\right)^4 \prod_{n=1}^{\infty} (1 - q^n)^2 \prod_{n=1}^{\infty} \left(1 + q^n - \frac{1}{2}\right)^{-2} \]

\[= \frac{\vartheta_{00}(\tau)}{\eta(\tau)^4}, \quad (D.1a)\]

\[
f_{01} = -q^{\frac{2}{\pi}} q^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - q^n)^{-4} \prod_{n=1}^{\infty} \left(1 + q^n - \frac{1}{2}\right)^4 \prod_{n=1}^{\infty} (1 - q^n)^2 \prod_{n=1}^{\infty} \left(1 + q^n - \frac{1}{2}\right)^{-2} \]

\[= - \frac{\vartheta_{01}(\tau)}{\eta(\tau)^4}, \quad (D.1b)\]

\[2f_{10} = -4 \prod_{n=1}^{\infty} (1 - q^n)^{-4} \prod_{n=1}^{\infty} \left(1 + q^n\right)^4 \prod_{n=1}^{\infty} (1 - q^n)^2 \prod_{n=1}^{\infty} \left(1 + q^n\right)^{-2} = -\frac{2\vartheta_{10}(\tau)}{\eta(\tau)^4}, \quad (D.1c)\]

\[2f_{11} = -(2 - 2) \prod_{n=1}^{\infty} (1 - q^n)^{-4} \prod_{n=1}^{\infty} \left(1 + q^n\right)^4 \prod_{n=1}^{\infty} (1 - q^n)^2 \prod_{n=1}^{\infty} (1 - q^n)^{-2} = 0, \quad (D.1d)\]

where the four factors come from $X^{\mu}$, $\psi^{\mu}$, $b, c$ and $\beta, \gamma$, respectively. The factors $q^{9/24}$ in the NS sector contributions reflect that the free system carries total central charge $-9$, and the factors $q^{-1/2}$ reflect that the NS sector ground state $ce^{-\phi}(0)|0\rangle$ has $L_0 = -1/2$. These results are nicely summarized by

\[f_{\alpha\beta} = (-1)^{\alpha+\beta} \frac{\vartheta_{\alpha\beta}(\tau)}{\eta(\tau)^4}. \quad (D.2)\]
As mentioned before, since the spectrum of states in the internal CFT is not known in general, the best we can do is to organize the states into representations of the symmetry algebra and then evaluate the contribution from a given representation \[45–48\]. The relevant symmetry algebra in this case is the \( N = 2 \) superconformal algebra extended by the spectral flow. For convenience we shall define, for the SCFT associated with Calabi-Yau compactification and for any representation \( r \),

\[

g^{(r)}_{00} = \text{Tr}_{NS,r} \left[ q^{L_0} (-1)^F \right], \quad g^{(r)}_{01} = \text{Tr}_{NS,r} \left[ q^{L_0} (-1)^F (-1)^{f} \right], \\
g^{(r)}_{10} = \text{Tr}_{R,r} \left[ q^{L_0} (-1)^{f} \right], \quad g^{(r)}_{11} = \text{Tr}_{R,r} \left[ q^{L_0} (-1)^{f} (-1)^{f} \right].
\]

The representations of the extended \( N = 2 \) superconformal algebra can be divided into two broad classes: the massive representations and the massless representations \[47, 48\]. The massive representations are characterized by a pair of numbers \((h, Q)\), with \( Q \) taking values 0,1 and \( h \) taking any real value larger than \( Q/2\).\(^{12}\) On the other hand, there are three independent massless representations, that we shall denote by \((\text{vac}, +)\) and \((-, \text{vac})\). The \( \text{SL}(2, \mathbb{R}) \) invariant vacuum state \(|0\rangle\) belongs to the representation \((\text{vac})\).

We first consider massive representations. The results for all sectors take the form \[48\]:

\[

g^{(h,Q)}_{\alpha\beta} = q^{\frac{3a}{8}} g \left( \frac{\alpha \tau + \beta}{2}, \tau, h, Q \right),
\]

where

\[

g(z, \tau; h, Q) = q^{h-\frac{1}{4}} \frac{Q^2}{\eta(\tau)^3} \eta(\tau)^{-1} f_{1,0}(z, \tau) f_{2,Q}(z, \tau),
\]

and \( f_{k,Q} \) are defined in \((C.11)\). Substituting \((C.12)\) into \((D.5)\), we get for \( Q = 0, 1, \)

\[

g(z, \tau; h, Q) = q^{h-\frac{1}{4}+\frac{Q}{2}} \frac{1}{\eta(\tau)^3} \vartheta_{00}(z|\tau) \vartheta_{Q0}(2z|2\tau),
\]

which results in

\[

g^{(h,Q)}_{\alpha\beta} = (-1)^{\beta Q} q^{h-\frac{1}{4}+\frac{Q}{2}} \frac{1}{\eta(\tau)^3} \vartheta_{\alpha\beta}(\tau) \vartheta_{\alpha+Q,0}(2\tau).
\]

Note in particular that \( g^{(h,Q)}_{11} = 0 \) due to \( \vartheta_{11}(0|\tau) = 0 \).

We can now put these results together to compute the annulus partition function for a massive representation with both boundaries lying on the instanton:

\[
Z^{(h,Q)}_{A,DD} = \frac{1}{4} \sum_{\alpha,\beta = 0,1} f_{\alpha\beta}(\tau) g^{(h,Q)}_{\alpha\beta}(\tau).
\]

Here the overall factor of 1/4 is the result of the GSO and orientifold projections that act as \((1 + (-1)^F)/2\) and \((1 + \Omega_q)/2\), respectively. Note that the annulus partition function only captures the 1 part of \((1 + \Omega_q)\), the \( \Omega_q \) part being represented by the Möbius strip that will be discussed in section D.1.3. The factor of 2 in front of \( f_{1\beta} \) cancelled 1/2 appearing for the Ramond sector contribution due to a similar factor in \((3.9)\). The subscript \( DD \) denotes

---

\(^{12}\)It is also possible to have \( Q = -1 \) and \( h > 1/2 \) representations. Their characters are same as those of \( Q = 1 \) and \( h > 1/2 \), so we won’t consider them below explicitly.
the fact that we have the Dirichlet boundary condition along the non-compact directions along both boundaries of the annulus. Using (D.2) and (D.7), we get

\[ Z^{(h,Q)}_{A,DD} = \frac{1}{4} \frac{q^{h-1+Q}}{\eta(\tau)^3} \sum_{\alpha,\beta} (-1)^{\alpha+\beta(1+Q)} \vartheta_{\alpha\beta}(\tau)^2 \vartheta_{\alpha+Q,0}(2\tau). \]  

(D.9)

We can now use (C.8) to rewrite the sum as

\[ (\vartheta_{00}(2\tau)^2 + \vartheta_{10}(2\tau)^2 + (-1)^{1+Q}(\vartheta_{00}(2\tau)^2 - \vartheta_{10}(2\tau)^2)) \vartheta_{Q0}(2\tau) \]

\[ - 2\vartheta_{00}(2\tau)\vartheta_{10}(2\tau)\vartheta_{1-Q,0}(2\tau) = 0, \]  

(D.10)

showing that \( Z^{(h,Q)}_{A,DD} \) vanishes. This reproduces the result of [45].

The analysis for massless multiplets proceeds along similar lines. The characters are given by formulæ similar to that in (D.4), but with different functions \( g(z,\tau) \). We have [47]

\[ g^{(\text{vac})}(z,\tau) = g(z,\tau;0,0) - g\left(z,\tau;\frac{1}{2},1\right), \]  

\[ g^{(\pm)}(z,\tau) = \pm \frac{1}{2} (f_{3,1}(z,\tau) - f_{3,-1}(z,\tau)) + \frac{1}{2} g\left(z,\tau;\frac{1}{2},1\right), \]  

with \( f_{k,Q} \) defined in (C.11). It is easy to see that \( Z^{(\text{vac})}_{A,DD} \) and \( Z^{(\pm)}_{A,DD} \) also both vanish, which follows from our previous analysis together with the identities:

\[ f_{3,1}(z,\tau) - f_{3,-1}(z,\tau) = 0 \quad \text{for} \quad z = 0, \frac{1}{2}, \frac{z}{2}, \]  

(D.12)

so that this term does not contribute to any \( g^{(\pm)}_{\alpha\beta} \) except the one with \((\alpha\beta) = (11)\). Since \( f_{11} \) vanishes, the net contribution of the \((\alpha\beta) = (11)\) term to \( Z^{(\pm)}_{A,DD} \) also vanishes. The identities (D.12) follow from (C.11) and the standard periodicity and evenness properties of \( \vartheta_{00}(z|3\tau) \).

The vanishing of \( Z^{(r)}_{A,DD} \) agrees with the general result of [45]. This may be restated as the identity

\[ \frac{1}{4} \frac{1}{\eta(\tau)^3} \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta} \vartheta_{\alpha\beta}(\tau) g^{(r)}_{\alpha\beta}(\tau) = 0. \]  

(D.13)

This identity holds for all representations. Furthermore, we can exclude the \((\alpha\beta) = (11)\) term from the sum due to \( \vartheta_{11}(\tau) = 0 \). One can view (D.13) as a consequence of \( N = 2 \) supersymmetry in four dimensions, since \( Z^{(r)}_{A,DD} \) by itself does not have any knowledge of the breaking of \( N = 2 \) supersymmetry to \( N = 1 \) due to the orientifold projection.

Even though \( g^{(r)}_{11} \) does not contribute to (D.13), for later use we shall now quote the values of \( g^{(r)}_{11} \) for different representations. Using (D.7) and (D.11) we see that \( g^{(r)}_{11} \) vanishes for the massive representations and the \( (\text{vac}) \) representation. On the other hand, for the \((\pm)\) representations we get

\[ g^{(\pm)}_{11} = \pm \frac{1}{2} q^{3/8} \left(f_{3,1}\left(\frac{1+\tau}{2},\tau\right) - f_{3,-1}\left(\frac{1+\tau}{2},\tau\right)\right) = \pm 1. \]  

(D.14)
Since the internal components of the operators $S_\alpha(z)$ and $S_{\bar{\alpha}}(z)$ are related to the $\text{SL}(2, \mathbb{R})$ invariant vacuum $|0\rangle$ via spectral flow, the fermion zero modes associated with broken supersymmetry come from the $(\text{vac})$ representation that contains the state $|0\rangle$. Therefore, they give vanishing contribution to $g_{11}$. Since we have assumed that these are the only fermion zero modes on the D-instanton, we conclude that the spectrum of open strings does not contain any $(\pm)$ representation and therefore $g_{11}$ vanishes for all open string states.

### D.1.2 Annulus between D-instanton and space-filling D-brane

In this case the contributions from a given representation in the internal CFT remain unchanged although the specific representations and their multiplicities that appear in the open string spectrum will be different from those appearing on the open string with both ends on the D-instanton. The contributions from the $X^\mu$ and $\psi^\mu$ fields change since they have Dirichlet-Neumann boundary conditions and they become

\[
Z^{(\nu)}_{A,DN} = \frac{1}{2} \sum_{\alpha,\bar{\alpha}} f_{\alpha\bar{\alpha}}(\tau) g^{(\nu)}_{\alpha\bar{\alpha}}(\tau).
\]

Note that the overall factor is 1/2 instead of 1/4 since we have two possible orientations of the open string connecting the D-instanton to the space-filling D-brane giving identical results. Using (D.7), the contribution from a massive representation is found to be

\[
Z^{(h,Q)}_{A,DN} = \frac{1}{2} q^{h-\frac{1+iQ}{4}} \left( \frac{\varphi_{Q0}(2\tau) \varphi_{10}(\tau)^2 - \varphi_{1-Q,0}(2\tau) \varphi_{00}(\tau)^2}{\varphi_{00}(2\tau)^2 - \varphi_{10}(2\tau)^2} \right)
\]

\[
= \frac{1}{2} q^{h-\frac{1+iQ}{4}} \left( \frac{2\varphi_{Q0}(2\tau) \varphi_{00}(2\tau) \varphi_{10}(2\tau) - \varphi_{1-Q,0}(2\tau) (\varphi_{00}(2\tau)^2 + \varphi_{10}(2\tau)^2)}{\varphi_{00}(2\tau)^2 - \varphi_{10}(2\tau)^2} \right)
\]

\[
= \frac{(-1)^Q}{2} q^{h-\frac{1+iQ}{4}} \varphi_{1-Q,0}(2\tau),
\]

where we used (C.8).
The contribution due to the massless representations can be computed similarly using the formula for the characters given in (D.11). In particular, since we have argued that the representations $(\pm)$ do not arise in the spectrum, the contribution only involves $g(z, \tau; h, Q)$ and can be read out from (D.17). At the end we need to sum over all representations. In particular, there is an infinite number of massive multiplets labelled by $h$, both for $Q = 0$ and $Q = 1$. As can be seen from (D.17), for either value of $Q$ the dependence on $h$ appears only through the overall factor of $q^h$. Thus, the annulus partition function can be organized as

$$Z_{A,DN} = \sum_{Q=0,1} \frac{(-1)^Q}{2} \vartheta_{1-Q,0}(2\tau) \sum_{h \geq |Q|/2} n_{h,Q} q^{h-\frac{1+Q}{4}}, \quad q = e^{2\pi i \tau} = e^{-2\pi t},$$

(D.18)

where $n_{h,Q}$ is the number of representations of type $(h, Q)$ appearing in the open string spectrum with one end on the instanton and the other end on the space-filling brane, with the understanding that the representation $(\text{vac})$ contributes 1 to $n_{0,0}$ and $-1$ to $n_{1,1/2}$.

D.1.3 Möbius strip

For computing the Möbius strip contribution with D-instanton boundary condition, we need to insert an orientifold operator inside all the traces in the D-instanton partition functions. This has the following effects:

1. For a holomorphic field $\phi(z)$ of conformal weight $h$, $\Omega_g$ produces $(-1)^h \bar{\phi}(-\bar{z})$. Therefore, if we use the expansions

$$\phi(z) = \sum_n \phi_n z^{-n-h}, \quad \bar{\phi}(\bar{z}) = \sum_n \bar{\phi}_n \bar{z}^{-n-h},$$

(D.19)

then $\Omega_g$ takes $\phi_n$ to $(-1)^n \bar{\phi}_n$.

2. This shows that if $\phi$ satisfies the Neumann boundary condition $\phi_n = \bar{\phi}_n$, then $\Omega_g$ acts as $\phi_n \rightarrow (-1)^n \phi_n$. This is the case for the generators of the extended superconformal algebra and the ghost fields. On the other hand, if $\phi$ satisfies the Dirichlet boundary condition $\phi_n = -\bar{\phi}_n$, as $\partial X^\mu$ and $\psi^\mu$, then $\Omega_g$ acts as $\phi_n \rightarrow -(-1)^n \phi_n$.

3. Acting on any representation $r$, $\Omega_g$ produces an overall phase. This phase, which we shall denote by $\alpha_r$, must be such that acting on GSO even states $\Omega_g$ has eigenvalues $\pm 1$, and after we combine this with $Z_{A,DD}$, only the states with eigenvalue 1 are kept in the spectrum.

We shall now study how this affects these on the contribution to the partition function from a given representation of the extended superconformal algebra. First of all, $\alpha_r$ will appear as an overall multiplicative factor in the partition function. The effect of $\phi_n \rightarrow (-1)^n \phi_n$ can be represented as the $(-1)^{L_0}$ operation. This effectively replaces $q$ by $\hat{q} = -q$ in all the expressions provided we choose the overall phase appropriately by adjusting $\alpha_r$. We shall define $\hat{\tau} = \tau + \frac{1}{2}$ so that $\hat{q} = e^{2\pi i \hat{\tau}}$. Finally, the effect of the extra
minus sign in the transformation laws of $X^\mu$ and $\psi^\mu$ due to the Dirichlet boundary condition is to replace (D.1) by
\[
\hat{f}_{00}(\hat{\tau}) = \hat{q}^{\frac{\hat{2} + \hat{r}}{2}} \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}} - \frac{1}{2})^{\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}} + \frac{1}{2})^{-\frac{1}{2}} \quad = 4 \frac{\vartheta_{01}(\hat{\tau})^2 \eta(\hat{\tau})^3}{\vartheta_{10}(\hat{\tau})^2 \vartheta_{00}(\hat{\tau})},
\]
(D.20a)
\[
\hat{f}_{01}(\hat{\tau}) = -\hat{q}^{\frac{\hat{2} + \hat{r}}{2}} \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}} - \frac{1}{2})^{\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}} + \frac{1}{2})^{-\frac{1}{2}} \quad = -4 \frac{\vartheta_{00}(\hat{\tau})^2 \eta(\hat{\tau})^3}{\vartheta_{10}(\hat{\tau})^2 \vartheta_{01}(\hat{\tau})},
\]
(D.20b)
\[
2\hat{f}_{10}(\hat{\tau}) = -(2 - 2) \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}})^{\frac{1}{2}} \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}} + \frac{1}{2})^{-\frac{1}{2}} = 0,
\]
(D.20c)
\[
2\hat{f}_{11}(\hat{\tau}) = -4 \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 + \hat{q}^{\hat{n}})^{\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}})^{\frac{1}{2}} \prod_{n=1}^{\infty} (1 - \hat{q}^{\hat{n}} + \frac{1}{2})^{-\frac{1}{2}} = -4.
\]
(D.20d)

Combining these results with (D.7) with $q$ replaced by $\hat{q}$ and an overall multiplicative factor of $\alpha_r$, we get the contribution to the Möbius partition function from a massive representation

\[
Z_M^{(h,Q)} = \frac{\alpha_r}{4} \sum_{\alpha,\beta} \hat{f}_{\alpha\beta}(\hat{\tau}) \vartheta_{\alpha\beta}^{(h,Q)}(\hat{\tau}) = \alpha_r \hat{q}^{h' - \frac{1 + Q}{2}} \frac{\vartheta_{Q0}(2\hat{\tau})}{\vartheta_{10}(2\hat{\tau})^2} \left( \vartheta_{01}(\hat{\tau})^2 - (\hat{Q}) \vartheta_{00}(\hat{\tau})^2 \right) = (-1)^{Q} \alpha_r \hat{q}^{h' - \frac{1 + Q}{2}} \vartheta_{1-Q,0}(2\hat{\tau}),
\]
(D.21)

where we again used (C.8). In order to fix the allowed form of $\alpha_r$, let us consider the limit $\tau \to i\infty$. In this limit (D.21) reduces to:

\[
(-1)^{Q} - \frac{1}{2} Q \hat{q}^{-\frac{Q}{2}} \alpha_r, \quad \text{for } Q = 0, 1.
\]
(D.22)

In order that $Z_M^{(h,Q)}$ has the interpretation as half of a sum over states weighted by $(-1)^F \Omega_q$, (D.22) must be half of an integer. Writing $\hat{q} = e^{-2\pi t + i\mu}$, we see that $\alpha_r$ must be of the form $e^{-i\pi(h-Q)/2} \sigma_r$ where $\sigma_r = \pm 1$.

We can now write a formula for the Möbius partition function analogous to (D.18) by summing over the contributions from all representations:

\[
\hat{q} = e^{2\pi i t} = e^{-2\pi t},
\]

\[
Z_M = \sum_{Q=0,1} (-1)^{Q} \vartheta_{1-Q,0}(2\hat{\tau}) \sum_{h \geq |Q|/2} \sum_{\sigma=\pm 1} \sigma n'_{h,Q,\sigma} e^{-i\pi(h-Q)/2} \hat{q}^{h' - \frac{1+Q}{2}},
\]
(D.23)

\[\text{We do not put on the Möbius partition function any additional index indicating boundary conditions because the boundary always lies on the instanton.}\]
where \( n_{h,Q,\sigma} \) is the number of representations of the type \((h,Q)\) that pick up phase \( \alpha = \sigma e^{-\pi(h - \frac{Q}{2})} \) under \( \Omega_y \). As in (D.18), due to (D.11), the representation \((\text{vac})\) contributes 1 to \( n_{0,0,\sigma_{\text{vac}}} \) and \(-1\) to \( n'_{1/2,1,\sigma_{\text{vac}}} \). Here \( \sigma_{\text{vac}} \) represents the value of \( \sigma \) for the \((\text{vac})\) representation.

We shall illustrate the procedure for determining \( \sigma_r \) by computing it for the \((\text{vac})\) representation. The first equation in (D.11) implies that the contribution from the \((\text{vac})\) representation is given by the difference between the contributions from the representations \((h = 0, Q = 0)\) and \((h = \frac{1}{2}, Q = 1)\). Therefore, (D.22) gives the leading contribution in the \( \tau \to i\infty \) limit to be \((-2 - 1)\alpha_{\text{vac}} = -3\alpha_{\text{vac}}\). On the other hand, this is to be identified as the contribution to \( Z_M \) from the zero modes in the spectrum. After the GSO projection, we have four orientifold even and \((-1)^F\) even states (2.21) and a pair of orientifold odd and \((-1)^F\) odd states (2.20) in the NS sector. Therefore, the sum over these states, weighted by \((-1)^F\) times \( \Omega_y \), gives 6, and after division by the factor of 2 coming from the orientifold projection operator we get 3. On the other hand, in the Ramond sector half of the zero modes are even and half are odd under \( \Omega_y \) and therefore give vanishing contribution. Thus, the expected contribution to \( Z_M \) from the vacuum representation is 3. This fixes \( \alpha_{\text{vac}} = -1 \) and hence \( \sigma_{\text{vac}} = -1 \), leading to \( n'_{0,0,-1} = 1 \), \( n'_{1/2,1,-1} = -1 \) and \( n'_{0,0,1} = n'_{1/2,1,1} = 0 \).

### D.2 Closed string channel

So far we have analyzed the contribution to the partition function from the open string viewpoint by expressing the partition function as integer linear combination of characters in the open string channel. This approach is useful for generating the large \( t \) / small \( q \) expansion of the partition function, e.g. if we are computing the partition function near a solvable theory using perturbation theory. Under a deformation of the background, the conformal weights \( h \) labelling the representations get deformed, but the integer coefficients \( n_{h,Q} \) and \( n'_{h,Q,\sigma} \) multiplying the characters are expected to remain unchanged. For large \( t \) we may get a reliable estimate by working out the deformation of the conformal weights of a few low lying open string states. However, there is a complementary approach in which we compute the partition function in the closed string channel [87, 88] — as inner products between boundary states associated with D-instantons, D-branes and orientifold planes.

#### D.2.1 Annulus between D-instanton and space-filling D-brane

First, let us consider the annulus amplitude \( Z_{A,\text{DN}} \) — we shall not consider \( Z_{A,\text{DD}} \) since it vanishes anyway. As in (3.8), this will be given by \( \int_0^\infty d\ell \langle I|e^{-\pi\ell(L_0 + \bar{L}_0)}c_0\,b_0^\dagger|S\rangle \) where \(|I\rangle \) and \(|S\rangle \) are the boundary states of the instanton and the space-filling brane, respectively, as in section 3.3, \( \ell = 1/t \) and \( \hat{q} = e^{-2\pi\ell} \) is the modular parameter associated with the closed string channel. If \( K_n \) denotes some generator of the extended \( \mathcal{N} = 2 \) superconformal algebra, then the boundary state \(|S\rangle \) satisfies

\[
(K_n - (-1)^h\bar{K}_{-n})|S\rangle = 0, \tag{D.24}
\]

for all \( n \). Here \( h \) is the conformal weight of the operator whose modes are represented by \( K_n \) and the \((-1)^h\) factor arises from the conformal transformation \( z = (1 + iy)/(1 - iy) \) that relates the disk coordinate \( z \) to the upper half plane coordinate \( y \). Therefore, one
copy of the extended superconformal algebra is preserved, which we can take to be the holomorphic part of the algebra.

We can now express the internal SCFT part of the boundary states as linear combinations of Ishibashi states \[99\] of the extended \(N = 2\) superconformal algebra — with different boundary states being given by different linear combinations. The Ishibashi states are obtained by starting with a given left-right symmetric primary in the closed string sector and then taking a linear combination of states obtained by acting with the generators of the left and right extended superconformal algebra on this primary so that it satisfies the condition (D.24). Therefore, the Ishibashi states are linear combinations of states in some particular representation of the extended \(N = 2\) superconformal algebra, and the inner product between the Ishibashi states associated with different representations vanishes. Furthermore, it follows from the general analysis that the matrix element of \(q^L_0\) between the Ishibashi states in the same representation is again given by the characters of the corresponding representation \[88\], with the argument \(q\) replaced by \(\hat{q}\). Therefore, the integrand of the annulus amplitudes, given by the matrix element of \(c_0^L b_0^L e^{-\pi\xi L_0 + L_0} = c_0^L b_0^L e^{-2\pi\xi L_0}\) between the boundary states, can be expressed as a linear combination of the characters of the extended superconformal algebra with argument \(\hat{q}\). The four sectors, labelled by NSNS sector with no \((-1)^F\) insertion, NSNS with \((-1)^F\) insertion, RR with no \((-1)^F\) insertion and RR with \((-1)^F\) insertion will correspond to \(g_{00}(\hat{\tau}), g_{01}(\hat{\tau}), g_{10}(\hat{\tau})\) and \(g_{11}(\hat{\tau})\), respectively, where \(\hat{\tau} = i\ell^{14}\).

One point to note is that while we have argued that under our assumption on fermion zero modes the open string channel does not have the \((\pm)\) representations, this does not preclude their existence in the closed string channel. Indeed, the massless chiral multiplet fields discussed in section 2 come from exactly these representations. Nevertheless, using the result that \(g^{(+)} - g^{(-)} = f_{3,1} - f_{3,-1}\) does not mix with any other character under modular transformation \[47\], one can argue that the \((+\) and \((-\) representations appear in equal numbers in the closed string channel and give vanishing contribution to \(g_{11}\) due to (D.14).

The contribution from the free field sector can be computed explicitly for each of the four sectors separately and will be related by the modular transformation \(\tilde{\tau} = -1/\tau\) to \(f_{\alpha\beta}\) computed in (D.15). More specifically, if we denote it by \(\tilde{f}_{\alpha\beta}(\tilde{\tau})\), then we have \(\tilde{f}_{\alpha\beta}(\tilde{\tau}) = f_{\beta\alpha}(\tau)\), with the exchange of \(\alpha, \beta\) being due to the fact that the modular transformation \(\tilde{\tau} = -1/\tau\) exchanges the boundary conditions on the fermions along the width and the circumference of the annulus. Then the contribution from a particular character to a given amplitude may be expressed as

\[
Z_{A, DN}^{(r)} = \frac{N_r}{2} \sum_{\alpha, \beta} \tilde{f}_{\alpha\beta}(\tilde{\tau}) g_{\alpha\beta}^{(r)}(\hat{\tau}).
\]

\[14\]Note that the effect of \((-1)^F\) operation on a boundary state is to change the sign of the \((-1)^h\) factor in (D.24). In a more conventional description, e.g. in [90], one denotes the boundary states that differ by a change in sign of the \((-1)^h\) term for half integral \(h\) by \(+\) and \(-\), so that the action of \((-1)^F\) relates these states. Note that in [90] the symbols \(q\) and \(\hat{q}\) are opposite of what we have used here.

\[15\]\(Z_{A, DN}^{(r)}\) is to be distinguished from \(Z_{A, DN}^{(r)}\) introduced in section D.1.2 in that the former represents the contribution from a particular representation in the closed string channel, while the latter represents the contribution from a particular representation in the open string channel.
Here $N_r$ is a normalization factor that reflects the product of the coefficients of the Ishibashi states in representation $r$ in the two boundary states whose inner product we are computing and the factor of $1/2$ is due to the GSO projection. The functions $\tilde{f}_{\alpha\beta}(\hat{q})$ are computed from (D.15) as follows:

\[
\tilde{f}_{00}(\hat{\tau}) = f_{00} \left(-\frac{1}{\hat{\tau}}\right) = \frac{\vartheta_1(\hat{\tau})^2}{\vartheta_0(\hat{\tau})^2} \frac{\eta(\hat{\tau})}{\vartheta_0(\hat{\tau})^3} = -\frac{i\hat{\tau}}{4} \hat{f}_{00}(\hat{\tau}),
\]

\[
\tilde{f}_{01}(\hat{\tau}) = f_{01} \left(-\frac{1}{\hat{\tau}}\right) = \frac{-\vartheta_0(\hat{\tau})^2}{\vartheta_1(\hat{\tau})^2} \frac{\eta(\hat{\tau})}{\vartheta_1(\hat{\tau})^3} = \frac{i\hat{\tau}}{4} \hat{f}_{01}(\hat{\tau}),
\]

\[
\tilde{f}_{10}(\hat{\tau}) = f_{01} \left(-\frac{1}{\hat{\tau}}\right) = 0,
\]

where $\hat{f}_{\alpha\beta}$ have been defined in (D.20) and we have used the modular transformations given in (C.9), (C.10) to arrive at this result. We do not need the expression for $\tilde{f}_{11}$ since $g_{11}$ contributions would vanish at the end. This shows that the evaluation of (D.25) is analogous to that of (D.21), the only differences being the replacement $\hat{\tau} \to \hat{\tau}$ in arguments, $\alpha_r \to N_r$ in the normalization and extra multiplication by $-i\hat{\tau}/2$. This gives

\[
Z_{A,DN}^{(h,Q)} = \frac{N_r}{2} (-1)^{1-Q} q^{h-\frac{1+Q}{4}} \vartheta_{1-Q,0}(2\hat{\tau}),
\]

(D.27)

for massive representations.

After summing over all representations we can express the partition function as

\[
Z_{A,DN} = \frac{-i\hat{\tau}}{2} \sum_{Q=0,1} (-1)^{1-Q} \vartheta_{1-Q,0}(2\hat{\tau}) \sum_{h \geq |Q|/2} N_{h,Q} q^{h-\frac{1+Q}{4}}, \quad \hat{q} = e^{2\pi i \hat{\tau}} = e^{-2\pi i / l},
\]

(D.28)

where as before, $N_{h,Q}$ is the normalization constant that multiplies the Ishibashi state associated to the representation $(h,Q)$. Using (D.11), we also see that the contribution from the representation $(vac)$ gets added to $N_{0,0}$ with weight 1 and to $N_{1,1/2}$ with weight $-1$, whereas the contribution from the $(\pm)$ representations are added to $N_{1,1/2}$ with weight 1/2. Note that even though for individual representations the open string channel result $Z_{A,DN}^{(h,Q)}$ differs from the closed string channel result $Z_{A,DN}^{(h,Q)}$, the total contributions $Z_{A,DN}$ and $Z_{A,DN}$ are the same.

Since we derived the form of $\tilde{f}_{\alpha\beta}$’s by rewriting the expressions in the open string channel in terms of the new variable $\hat{\tau}$, we need to use the integration measure induced from the open string channel which is given by $dt/(2t) = d\ell/(2\ell)$. The factor $\ell$ in the denominator cancels the factor $-i\hat{\tau} = \ell$ in the expression for $Z_{A,DN}$ in (D.28). The resulting integrand has a power series expansion in $\hat{q}$ and therefore can be interpreted as the matrix element of $c_0 b_0^+ \hat{g} L_0$ between the boundary states of the D-instanton and the space-filling D-brane.
D.2.2 Möbius strip

For the Möbius strip, given by $\int_0^\infty d\ell \langle I|e^{-\pi(\ell+L_0)}c_0^+b^+_0|C\rangle$ where $|C\rangle$ is the crosscap state, the analysis is similar but with a few differences. First of all, the relation between $\ell$ and $t$ changes to $\ell = 1/(4t)$ [73]. Second, a crosscap state $|C\rangle$ satisfies

$$ (K_n - (-1)^{n+h} \bar{K}_{-n}) |C\rangle = 0. \quad \text{(D.29)} $$

Therefore, it is given by a linear combination of $(-1)^{L_0}$ acting on the Ishibashi states up to an overall phase. Hence, we need to calculate the matrix element of $-e^{-2\pi t L_0}c_0^+b^+_0 = \bar{q}^{L_0}c_0^+b^+_0$ between Ishibashi states where

$$ \bar{q} = e^{2\pi i \hat{\tau}} \text{ with } \hat{\tau} = \frac{1}{2} + \frac{i}{4t} = \frac{\hat{\tau} - 1}{2\hat{\tau} - 1}. \quad \text{(D.30)} $$

The matrix element in the $(\alpha\beta)$ sector will now be given by linear combinations of $g_{\alpha\beta}(\bar{q})$. The contribution from the free field sector can be computed explicitly and is related by the modular transformation matrix $\hat{\tau} = \frac{\hat{\tau} - 1}{2\hat{\tau} - 1}$ to $f_{\alpha\beta}$ computed in (D.20). Denoting the new functions by $\tilde{f}_{\alpha\beta}(\hat{\tau})$, we can write the equations relating the two sets of functions as:

$$ \tilde{f}_{\alpha'\beta'}(\hat{\tau}) = \tilde{f}_{\alpha\beta}(\hat{\tau}), \quad \left( \begin{array}{c} \beta' + 1 \\ \alpha' + 1 \end{array} \right) = \left( \begin{array}{cc} 1 & -1 \\ 2 & -1 \end{array} \right) \left( \begin{array}{c} \beta + 1 \\ \alpha + 1 \end{array} \right) \mod 2, \quad \text{(D.31)} $$

up to relative phases which we will determine below. The modular transformation matrix acting on $\left( \begin{array}{c} \beta + 1 \\ \alpha + 1 \end{array} \right)$ is the same one relating $\hat{\tau}$ and $\hat{\tau}$ and the shift of $\alpha, \beta$ by 1 in the modular transformation law is a reflection of the fact that NS sector corresponds to anti-periodic boundary condition and the R sector corresponds to periodic boundary condition. This gives

$$ \tilde{f}_{00}(\hat{\tau}) = \tilde{f}_{01}(\hat{\tau}), \quad \tilde{f}_{01}(\hat{\tau}) = \tilde{f}_{00}(\hat{\tau}), \quad \tilde{f}_{10}(\hat{\tau}) = \tilde{f}_{10}(\hat{\tau}). \quad \text{(D.32)} $$

We can find $\tilde{f}_{\alpha\beta}(\hat{\tau})$ explicitly using modular transformations of $f_{\alpha\beta}(\hat{\tau})$. In order to do that, first notice

$$ \hat{\tau} = \frac{\hat{\tau} - 1}{2\hat{\tau} - 1} = TST^2 S(\hat{\tau}) \text{ where } T(\hat{\tau}) = \hat{\tau} + 1, \ S(\hat{\tau}) = -\frac{1}{\hat{\tau}}. \quad \text{(D.33)} $$

Upon using (C.9)–(C.10) accordingly, we obtain

$$ \tilde{f}_{00}(\hat{\tau}) = \tilde{f}_{01} \left( TST^2 S(\hat{\tau}) \right) = -4 e^{i\pi/4(2\hat{\tau} - 1)} \frac{\partial f_{01}(\hat{\tau})^2}{\partial f_{01}(\hat{\tau})} = -e^{-i\pi/4(2\hat{\tau} - 1)} \tilde{f}_{00}(\hat{\tau}), \quad \text{(D.34a)} $$

$$ \tilde{f}_{01}(\hat{\tau}) = \tilde{f}_{00} \left( TST^2 S(\hat{\tau}) \right) = -4 e^{-i\pi/4(2\hat{\tau} - 1)} \frac{\partial f_{00}(\hat{\tau})^2}{\partial f_{01}(\hat{\tau})} = e^{-i\pi/4(2\hat{\tau} - 1)} \tilde{f}_{01}(\hat{\tau}), \quad \text{(D.34b)} $$

$$ \tilde{f}_{10}(\hat{\tau}) = \tilde{f}_{10} \left( TST^2 S(\hat{\tau}) \right) = 0. \quad \text{(D.34c)} $$
The contribution from a particular character associated with a massive representation to a given amplitude may now be expressed as:

\[
Z_M^{(h,Q)} = \frac{N_r'}{2} \sum_{\alpha,\beta} \tilde{f}_{\alpha\beta}(\tilde{\tau}) g_{\alpha\beta}^{(h,Q)}(\tilde{\tau}) \tag{D.35}
\]

\[
= \frac{N_r'}{2} (2\tilde{\tau} - 1) \left[ -e^{i\pi/4} \tilde{f}_{00}(\tilde{\tau}) g_{00}^{(h,Q)}(\tilde{\tau}) + e^{2\pi i \delta} e^{-i\pi/4} \tilde{f}_{01}(\tilde{\tau}) g_{01}^{(h,Q)}(\tilde{\tau}) \right].
\]

Here 1/2 is from the GSO projection and \( N_r' \) is a (complex) normalization factor that reflects the product of the coefficient of the Ishibashi state in representation \( r \) in the crosscap state and a similar coefficient in the D-instanton boundary state. We added the relative phase \( e^{2\pi i \delta} \) between the two terms and this arises as follows. Since \( \hat{q} = -q \) is a negative real number, the definition of \( \tilde{f}_{\alpha\beta}(\tilde{q}) \) in (D.20) contains certain phases which eventually combine with similar phases of \( g_{\alpha\beta}^{(h,Q)}(\hat{q}) \) to give a real result. Since we have defined the functions \( \tilde{f}_{\alpha\beta}(\tilde{q}) \) just by reexpressing the \( f_{\alpha\beta}(\hat{q}) \)'s in terms \( \tilde{q} \), the original phases continue to be present in their definition. However, \( g_{\alpha\beta}^{(h,Q)}(\hat{q}) \) have been written down directly by using the character formula and not by rewriting the open string channel results in terms of closed string channel results. Therefore, while combining \( g_{\alpha\beta}^{(h,Q)}(\hat{q}) \) with \( \tilde{f}_{\alpha\beta}(\tilde{q}) \), we may need to multiply by possible phases. Since the overall phase can be absorbed into \( N_r' \), only the relative phase is important, which we call \( \delta \). This relative phase will be determined below explicitly.

Substituting (D.34) and (D.7), and using (C.8), one can rewrite (D.35) as

\[
Z_M^{(h,Q)} = -2N_r' (2\tilde{\tau} - 1) q^h - \frac{1+q}{4} \left( e^{i\pi/4} \vartheta_{01}(\tilde{\tau})^2 + (-1)^Q e^{2\pi i \delta - i\pi/4} \vartheta_{00}(\tilde{\tau})^2 \right) \frac{\vartheta_{00}(2\tilde{\tau})}{\vartheta_{1-Q,0}(2\tilde{\tau})}. \tag{D.36}
\]

More explicitly this is

\[
Z_M^{(h,Q)} = -N_r' (2\tilde{\tau} - 1) q^h - \frac{1+q}{4} \left[ \left( (-1)^Q e^{2\pi i \delta - i\pi/4} + e^{i\pi/4} \right) \vartheta_{00}(2\tilde{\tau})^2 \right. \\
\left. + \left( (-1)^Q e^{2\pi i \delta - i\pi/4} - e^{i\pi/4} \right) \vartheta_{1-Q,0}(2\tilde{\tau})^2 \right]
\]

\[
= (-1)^Q N_r' (2\tilde{\tau} - 1) q^h - \frac{1+q}{4} \left[ \left( e^{2\pi i \delta - i\pi/4} - e^{i\pi/4} \right) \vartheta_{1-Q,0}(2\tilde{\tau}) \right. \\
\left. + \left( e^{2\pi i \delta - i\pi/4} + e^{i\pi/4} \right) \vartheta_{1-Q,0}(2\tilde{\tau})^2 \right]. \tag{D.37}
\]

In order to fix \( \delta \), we first observe that \( Z_M^{(h,Q)} \) receives contributions only from NSNS sector, as is clear from (D.35). Since \( Z_{A,DD} \) can be regarded as the matrix element of \( \hat{q}^{L_0} \) between a pair of D-instanton boundary states, while \( Z_M \) can be regarded as the matrix element of \( (-\hat{q})^{L_0} \) between a D-instanton boundary state and a crosscap state, the powers of \( \hat{q} \) appearing in \( Z_M \) must be a subset of the powers of \( \hat{q} \) appearing in \( Z_{A,DD} \), the latter being the \( L_0 \) eigenvalues appearing in the expression for the boundary state of the instanton, leaving out the momentum contribution. The NSNS sector contribution to \( Z_{A,DD} \) from
We now compare this result with the small values of the momenta of closed strings exchanged between the two boundary states. This can be traced to the fact that \( Z \) receives an additional contribution from integration over the momenta of closed strings exchanged between the two boundary states.

For large imaginary \( \tilde{\tau} \) or small \( \tilde{q} \), this expression has an expansion of the form:

\[
(-i\tilde{\tau})^{-1} \tilde{q}^h \sum_{n=0}^{\infty} a_n \tilde{q}^n.
\]  

Using (D.13), \( \vartheta_{11}(\tilde{\tau}) = 0 \) and (D.7), for massive representations we can rewrite this as

\[
(-i\tilde{\tau})^{-1} \vartheta_{10}(\tilde{\tau}) g_{10}^{(h,Q)}(\tilde{\tau}) = \frac{(-i\tilde{\tau})^{-1}}{\eta(\tilde{\tau})^2} \tilde{q}^{h-\frac{1+Q}{2}} \vartheta_{10}(\tilde{\tau})^2 \vartheta_{1+Q,0}(2\tilde{\tau}).
\]  

For large imaginary \( \tilde{\tau} \) or small \( \tilde{q} \), this expression has an expansion of the form:

\[
(-i\tilde{\tau})^{-1} \tilde{q}^{h-\frac{Q}{2}} \sum_{n=0}^{\infty} a_n \tilde{q}^n.
\]  

We now compare this result with the small \( \tilde{q} \) expansion of (D.37) which for the two possible values of \( Q \) is given by

\[
Z_M^{(h,0)} = \frac{1}{2} N'_{\tau} (2\tilde{\tau} - 1) e^{3\pi i/4} \tilde{q}^h \left[ (i + e^{2\pi i\delta}) \tilde{q}^{-1/2} + 4 (-i + e^{2\pi i\delta}) + \cdots \right],
\]  

\[
Z_M^{(h,1)} = \frac{1}{2} N'_{\tau} (2\tilde{\tau} - 1) e^{3\pi i/4} \tilde{q}^{h-1/2} \left[ -2 (-i + e^{2\pi i\delta}) - 8 (i + e^{2\pi i\delta}) \tilde{q}^{1/2} + \cdots \right].
\]  

Demanding that the powers of \( \tilde{q} \) appearing in these expansions are a subset of the powers of \( \tilde{q} \) that appear in the expansion (D.40), where the sum over \( n \) runs over integers, we see that the first term inside the square bracket in (D.41a) and the second term inside the square bracket in (D.41b) must vanish. This gives

\[
e^{2\pi i\delta} = -i \quad \text{for} \quad Q = 0, 1.
\]  

Substituting this into (D.37), and absorbing an overall phase \(-e^{i\pi/4}\) into the definition of \( N'_{\tau} \), we find

\[
Z_M^{(h,Q)} = 2 N'_{\tau} (2\tilde{\tau} - 1) (-1)^{1-Q} \tilde{q}^{h-\frac{1+Q}{2}} \vartheta_{1-Q,0}(2\tilde{\tau}).
\]  

In order that \( Z_M^{(h,Q)} \) to be real, \( i N'_{\tau} e^{i\pi(h-\frac{Q}{2})} \) must be real. After summing over all representations we get

\[
Z_M = 2 (2\tilde{\tau} - 1) \sum_{Q=0,1} (-1)^{1-Q} \vartheta_{1-Q,0}(2\tilde{\tau}) \sum_{h \geq |Q|/2} N'_{h,Q} e^{-i\pi(h-\frac{Q-1}{2})} \tilde{q}^{h-\frac{1+Q}{2}},
\]  

\[
\tilde{q} = e^{2\pi i\tilde{\tau}} = -e^{-\pi/(2\tilde{\tau})},
\]  

Note that the power of \( \tilde{\tau} - \frac{1}{2} \) in the expression for \( Z_M \) does not match that of \( \tilde{\tau} \) in the expression for \( Z_{A,DD} \). This can be traced to the fact that \( Z_{A,DD} \) receives an additional contribution from integration over the momenta of closed strings exchanged between the two boundary states.
for real constants $N_{hQ}'$. As before, the contribution from the representation (vac) gets added to $N_{0,0}'$ with weight 1 and to $N_{1,1/2}'$ with weight $-1$ and the contribution from the representations ($\pm$) are added to $N_{1,1/2}'$ with weight $1/2$. As in the case of $Z_{A,D,N}$, the integration measure is given by $dt/(2t) = d\ell/(2\ell)$. The factor of $\ell$ coming from the $(2\ell - 1)$ factor in (D.44) cancels the $\ell$ in the denominator of the integration measure and the resulting expression has the interpretation of the matrix element of $c_{-0}b_{0}\tilde{q}_{L0}$ between the boundary state and the crosscap state. Finally, as in the case of annulus partition function, the total contribution $Z_M$ from the closed string channel is equal to its counterpart $Z_M$ computed using the open string channel.

Under a general deformation of the background, starting from a solvable model, the coefficients $N_r$, $N_r'$ as well as the conformal weights of the left-right symmetric closed string primaries labelling the Ishibashi states are expected to change. We could calculate these shifts using perturbation theory, e.g. the changes in $N_r$ and $N_r'$ can be computed by analyzing the change in the one-point function on the disk or $\mathbb{RP}^2$ under deformation of the background. This approach will be useful for computing the behaviour of the partition function in the small $t$ limit since only a few low lying closed string primary states will contribute in this limit. Once we analyze both the small $t$ and large $t$ expansions of the partition function, we can find an approximate interpolating function that gives the partition function over the entire range of $t$ and then integrate it to compute the normalization constant $K_0$ via (3.25).

If we work with a Calabi-Yau threefold of large volume then we expect many light closed string states and the expansion described above may not be efficient. In that case there is an alternate approach where we regard the system of D-branes, orientifold planes and the instanton as sources for ten-dimensional supergravity fields. We can then solve for the fields in terms of the sources using standard Green’s function technique and then substitute the solution into the action in terms of the sources to get the partition function. This has been illustrated in [91]. Since this effectively allows us to resum the contribution from many light closed string states, it should be possible to augment the analysis given above with this approach to get a better approximation of the contribution from the closed string channel. However, this procedure does not account for light or string scale open string states living at the intersection of the D-instanton with D-branes and O-planes, and these must be accounted for separately by working in the open string channel.

### E Relation between instanton correction and threshold correction

In this appendix we shall derive the relation between the instanton partition function and threshold correction to gauge coupling on a space-filling D-brane [26, 27]. We begin by discussing a few points that require special attention.

1. Our strategy will be to show that if we replace the D-instanton by a space-filling D-brane, then the threshold correction to the gauge coupling of the space-filling brane is proportional to the instanton partition function. We must note however that if the original configuration satisfies the tadpole cancellation condition then the addition of
a new space-filling brane generally violates the tadpole cancellation condition. For this reason we shall regard the space-filling brane as a ‘probe brane’ that does not affect the background. Formally, we shall achieve this by taking the number of probe branes to zero at the end of the computation. To distinguish the probe brane from other space-filling branes that were already present earlier, we shall label the former by \( P \) and the latter by \( N \).

2. When we replace the Dirichlet boundary condition on the D-instanton by a Neumann boundary condition, we need to take even number \((2k)\) of branes and use a different action of \(\Omega_g\) on the Chan-Paton factors. This leads to an \(\text{Sp}(k)\) gauge group on the brane \([56]\). The replacement of \(O(1)\) by \(\text{Sp}(k)\) will produce extra factors from traces over Chan-Paton factors that need to be taken into account in the intermediate steps of analysis. We shall ignore this issue and various other overall normalization factors in the analysis of section E.1, section E.2 and return to the discussion of normalization in section E.3. There we shall also discuss the effect of the formal \(k \to 0\) limit that is needed to get the desired answer.

3. As we have argued earlier, our assumption that the only zero modes on the D-instanton are those associated with broken translations and supersymmetry implies that \(g_{11}\) vanishes. Therefore, in our analysis we shall focus only on the terms proportional to \(g_{\alpha\beta}\) with \((\alpha\beta) \neq (11)\).

### E.1 Annulus partition function with DN boundary condition

We begin by analyzing the annulus partition function with one boundary on the instanton and the other boundary on a space-filling D-brane. By focussing on the contribution from a given representation in the internal SCFT, we can express the partition function \(Z_{A,DN}^{(r)}\) given in (D.16) as:

\[
Z_{A,DN}^{(r)} = -\frac{1}{2} \sum'_{\alpha,\beta}(-1)^{\alpha+\beta} \frac{\vartheta_{\alpha\beta}(\tau)}{\vartheta_{11}(\tau)} g^{(r)}_{\alpha\beta}, \tag{E.1}
\]

where we have used (D.15) and (C.3b), \(g^{(r)}_{\alpha\beta}\) have been defined in (D.3), and \(\sum'\) denotes the sum over \((\alpha\beta) \neq (11)\). We could simplify this using (D.17), but instead we use the identities (C.7) and (C.6a) to express (E.1) as

\[
Z_{A,DN}^{(r)} = -\frac{1}{8\pi^2\eta(\tau)^3} \left[ \sum'_{\alpha,\beta}(-1)^{\alpha+\beta} \vartheta_{\alpha\beta}(0) g^{(r)}_{\alpha\beta} - \vartheta_z^2 \log \vartheta_{11}(z|\tau)|_{z=\tau} \sum'_{\alpha,\beta}(-1)^{\alpha+\beta} \vartheta_{\alpha\beta}(\tau) g^{(r)}_{\alpha\beta} \right]. \tag{E.2}
\]

The second term vanishes as a consequence of (D.13). Therefore, we get

\[
Z_{A,DN}^{(r)} = -\frac{1}{8\pi^2\eta(\tau)^3} \sum'_{\alpha,\beta}(-1)^{\alpha+\beta} \vartheta_{\alpha\beta}(\tau) g^{(r)}_{\alpha\beta}. \tag{E.3}
\]

We shall now compare this with the threshold correction to the gauge coupling when the D-instanton is replaced by a space-filling D-brane \(P\). On the partition function this
will essentially have the effect of changing the boundary condition on the $X^\mu$ and $\psi^\mu$ fields from DN to NN, leaving the internal part unchanged. This is almost the same as the partition function computed with DD boundary condition on $X^\mu$ and $\psi^\mu$, giving the results (D.1). However, the open strings now carry momentum along the non-compact directions, producing an extra factor
\[
\mathcal{V} \int \frac{d^4k}{(2\pi)^4} e^{-2\pi t k^2} = \frac{\mathcal{V}}{2^6\pi^4 t^2},
\]
where $\mathcal{V} = \int d^4x$ is the volume of the four dimensional space-time. After summing over all four sectors, the resulting partition function in a representation $r$ will be given by an expression similar to the left hand side of (D.13)
\[
Z^{(r)}_{A,NN} = \frac{\mathcal{V}}{2^6\pi^4 t^2} \frac{1}{2 \eta(\tau)^3} \sum_{\alpha,\beta = 0}^{1} (-1)^{\alpha+\beta} \vartheta_{\alpha\beta}(\tau) g_{\alpha\beta}^{(r)}(\tau),
\]
and vanishes by the same identity (D.13) that ensured the vanishing of the annulus amplitude with DD boundary conditions. The $4 \eta(\tau)^3$ factor in the denominator of the left hand side of (D.13) has been replaced by $2 \eta(\tau)^3$ in order to account for the two different orientations of the open string living on the $PN$ system.

Our goal however is to compute the threshold correction to the gauge coupling. This requires switching on a background self-dual electromagnetic field strength and setting the field to zero after taking two derivatives of the partition function with respect to the background field [78]. The effect of switching on the background self-dual electromagnetic field is to twist the boundary condition on half of the $X^\mu$’s and $\psi^\mu$’s by an angle $2\pi \phi$ and the other half of these fields by an angle $-2\pi \phi$ where $\phi$ is determined by the background field. We denote the strength of the background electromagnetic field by $B$, normalized so that (see (E.26) for the precise normalization)
\[
\phi = \frac{1}{\pi} \tan^{-1}(\pi B).
\]
This will replace the first two products in (D.1a) by
\[
\frac{\pi^2 t^2 B^2}{\sinh^2(\pi t \phi)} \prod_{n=1}^{\infty} (1 - q^{n+\phi})^{-2} (1 - q^{n-\phi})^{-2} \prod_{n=1}^{\infty} \left( 1 + q^{n+\phi} \right)^2 \left( 1 + q^{n-\phi} \right)^2.
\]
The factor $t^2$ cancels the factor $t^{-2}$ coming from the momentum integration in (E.4), consistently with the fact that for non-zero $B$, the continuum of states labelled by momenta are organized into discrete Landau levels created by the oscillators $\alpha^{\mu}_{-\phi}$ for a pair of $\mu$’s. In the limit $B \to 0$, (E.7) reduces to the first two products in (D.1a), as it should be. The net effect of (E.7) is to multiply (D.1a) by
\[
-4\pi^2 t^2 B^2 \frac{\eta(\tau)^6}{\vartheta_{11}(it \phi | \tau)^2} \frac{\vartheta_{00}(it \phi | \tau)^2}{\vartheta_{00}(\tau)^2}.
\]
Repeating the analysis for the other cases, we find that (D.1a)–(D.1c) are multiplied by:
\[
-4\pi^2 t^2 B^2 \frac{\eta(\tau)^6}{\vartheta_{11}(it \phi | \tau)^2} \frac{\vartheta_{\alpha\beta}(it \phi | \tau)^2}{\vartheta_{\alpha\beta}(\tau)^2}.
\]
We shall not worry about the corrected form of (D.1d) since it multiplies \(g_{11}\) which vanishes. The twisted partition function is obtained by multiplying the summand in (E.5) by (E.9):

\[
Z^r_{A,PN} = \frac{\mathcal{V} \eta(\tau)^3}{2^7 \pi^4 \tau^2} \sum'_{\alpha,\beta} (-1)^{\alpha+\beta} \left( -4 \pi^2 i^2 B^2 \right) \frac{\eta(\tau)^6}{\vartheta_{11}(i t \phi | \tau)^2} \cdot \frac{\partial_{\alpha\beta}(i t \phi | \tau)^2}{\vartheta_{11}(i t \phi | \tau)^2} \cdot \vartheta_{\alpha\beta}(\tau) g^{(r)}_{\alpha\beta}(\tau).
\]

We can simplify this result using (C.7) for \(z = i t \phi\) and express it as

\[
Z^r_{A,PN} = -\frac{\mathcal{V} B^2}{2^7 \pi^4 \eta(\tau)^3} \sum'_{\alpha,\beta} (-1)^{\alpha+\beta} \left( \vartheta''_{\alpha\beta}(0|\tau) - \vartheta_{\alpha\beta}(\tau) \vartheta^2 \log \vartheta_{11}(z|\tau) |_{z=it\phi} \right) g^{(r)}_{\alpha\beta}(\tau) \]

\[
= -\frac{\mathcal{V} B^2}{2^7 \pi^4 \eta(\tau)^3} \sum'_{\alpha,\beta} (-1)^{\alpha+\beta} \vartheta''_{\alpha\beta}(0|\tau) g^{(r)}_{\alpha\beta}(\tau),
\]

where we have used (C.6a) and (D.13) in the last step.

A consistency test of this formula is that in the strong field limit this should be proportional to the annulus amplitude with DN boundary condition with positive constant of proportionality, since in this limit the space-filling brane \(P\) develops a large D-instanton charge density and we expect the result to be proportional to the amplitude where we replace the space-filling brane carrying a self-dual background field by a collection of D-instantons. Since the strong field limit corresponds to \(B \to \infty, \phi \to \frac{1}{2}\) we see that indeed in this limit (E.11) is proportional to the result (E.3) for D-instantons with positive constant of proportionality. In fact, the individual terms in the original sum (E.10) can be shown to be proportional to the individual terms in the sum (E.1) in this limit.

To compute the threshold correction, we are supposed to take two derivatives of (E.11) with respect to the strength \(B\) of the background gauge field and then set \(B = 0\). This gives

\[
\partial_B^2 Z^r_{A,PN}|_{B=0} = -\frac{\mathcal{V}}{64 \pi^4 \eta(\tau)^3} \sum'_{\alpha,\beta} (-1)^{\alpha+\beta} \vartheta''_{\alpha\beta}(0|\tau) g^{(r)}_{\alpha\beta} = \frac{\mathcal{V}}{8 \pi^2} Z^r_{A,DN},
\]

where in the last step we used (E.3). This is indeed proportional to \(Z^r_{A,DN}\).

### E.2 Möbius strip contribution

We now turn to the Möbius strip contribution \(Z_M\). As discussed in section D.1.3, the first effect is to replace \(\tau\) by \(\tilde{\tau} = \tau + \frac{1}{2}\) in the arguments of the functions on the left hand side of (D.13). The other effect is the replace the factors (D.1) in the summand in (D.13) by (D.20) and multiply the result by an overall phase factor \(\alpha_r\) that determines the parity of the representation of internal SCFT under \(\Omega_g\). This gives

\[
Z^r_M = \alpha_r \frac{\eta(\tilde{\tau})^3}{\vartheta_{10}(\tilde{\tau})^2} \sum'_{\alpha,\beta} (-1)^{\alpha+\beta} \frac{\vartheta_{\alpha\beta}(\frac{1}{2} | \tilde{\tau})^2}{\vartheta_{\alpha\beta}(\tilde{\tau})} g^{(r)}_{\alpha\beta}(\tilde{\tau}),
\]

where as above the sum is restricted to \((\alpha\beta) \neq (11)\) due to vanishing of \(g_{11}\). The identity (C.7) with \(z = 1/2\) and \(\tau\) replaced by \(\tilde{\tau}\) gives

\[
\frac{\vartheta_{\alpha\beta}(\frac{1}{2} | \tilde{\tau})^2}{\vartheta_{\alpha\beta}(\tilde{\tau})} = \frac{\vartheta_{11}(\frac{1}{2} | \tilde{\tau})^2}{\vartheta_{11}(0 | \tilde{\tau})^2} \left[ \vartheta''_{\alpha\beta}(0 | \tilde{\tau}) - \vartheta_{\alpha\beta}(\tilde{\tau}) \vartheta^2 \log \vartheta_{11}(z | \tilde{\tau}) |_{z=\frac{1}{2}} \right].
\]
When we substitute this into (E.13), the contribution from the second term in (E.14) vanishes due to (D.13). Using \( \vartheta'_1(0|\hat{\tau}) = -2\pi \eta(\hat{\tau})^3 \) and \( \vartheta_{11}(\hat{\tau}) = -\frac{2}{3} \pi \eta(\hat{\tau}) \), this gives

\[
Z_M^{(r)} = \frac{\alpha_r}{4\pi^2 \eta(\hat{\tau})^3} \frac{\vartheta_{11}(\hat{\tau})^2}{\vartheta_{10}(\hat{\tau})^2} \sum_{\alpha,\beta}' (-1)^{\alpha+\beta} \vartheta''_{\alpha\beta}(0|\hat{\tau}) g_{\alpha\beta}(r,\hat{\tau})
\]

(E.15)

On the other hand, the Möbius strip contribution with space-filling D-brane boundary condition in the presence of background gauge field can be analyzed in the same way as in the case of the annulus contribution with NN boundary condition, and is given by the following set of operations on (E.11):

1. Replace \( \tau \) by \( \hat{\tau} \) following the discussion at the beginning of section D.1.3.

2. Include an overall multiplicative factor of \( \alpha_r \).

3. Include a factor of \( 1/2 \) since we have only one open string instead of a pair of open strings with different orientations.

4. Replace \( \phi \) by \( 2\phi \) since both ends of the open string lie on the same brane (after orientation reversal) and therefore feel the effect of the background electromagnetic field, where \( \phi \) continues to be given by (E.6). This also requires that we multiply the result by a factor of 4 so that (E.7) continues to approach the product of the first two factors of (D.1a) in the limit \( B \to 0 \) (with \( q \) replaced by \( \hat{q} \)).

5. Include an extra factor of \(-1\) due to the fact that if we replace the D-instanton boundary condition by a space-filling brane boundary condition along the four non-compact directions keeping the internal part unchanged, a \( O(k) \) type instanton is replaced by an \( Sp(k) \) type instanton [56]. This effectively changes the sign of \( \Omega_g \) on the states in the sector that contains the gauge field. In order to see this, note that changing the boundary condition from Dirichlet to Neumann will make the states (2.21), representing gauge fields, odd under \( \Omega_g \) and project them out unless we include an extra minus sign in the transformation law of the vacuum or equivalently the Chan-Paton factor. The need for the extra minus sign will be verified independently below by taking the strong field limit.

This gives a net multiplicative factor of \(-2\alpha_r\) and the replacement of \( \tau \) by \( \hat{\tau} \) in (E.11), leading to,

\[
Z_M^{(r)} = \frac{\alpha_r \sqrt{B^2}}{2^6 \pi^4 \eta(\hat{\tau})^3} \sum_{\alpha,\beta}' (-1)^{\alpha+\beta} \vartheta''_{\alpha\beta}(0|\hat{\tau}) g_{\alpha\beta}(r,\hat{\tau})
\]

(E.16)

One can check that in the strong coupling limit \( B \to \infty, \phi \to 1/2 \), this is proportional to the Möbius strip amplitude (E.15) with Dirichlet boundary condition with positive constant of proportionality. Furthermore, the individual terms in the sum (E.10) with \( \phi \) replaced by
$2\phi, \tau$ replaced by $\hat{\tau}$ and carrying an extra factor of $-2\alpha_r$, approach the individual terms in the sum (E.13) up to a positive constant of proportionality in this limit.

To compute the threshold correction, we need to take two derivatives of (E.16) with respect to the background field $B$ and set $B = 0$. This gives:

$$\partial_B^2 Z_{M,P}^{(r)}|_{B=0} = \frac{\alpha_r V}{32\pi^4 \eta(\hat{\tau})^3} \sum_{\alpha,\beta} (-1)^{\alpha+\beta} \delta_{\alpha\beta}(0|\hat{\tau}) g_{\alpha\beta}^{(r)}(\hat{\tau}) = \frac{V}{8\pi^2} Z_M^{(r)}, \quad \text{(E.17)}$$

where in the last step we used (E.15). This is indeed proportional to $Z_M^{(r)}$. We now see that the constant of proportionality $V/(8\pi^2)$ is exactly the same in (E.12) and (E.17). This establishes that the total threshold correction to the gauge coupling of a space-filling D-brane is proportional to the partition function on a D-instanton obtained by replacing the Neumann boundary condition on the space-filling brane by the Dirichlet boundary condition.

### E.3 Fixing the normalization

The analysis of section E.1, section E.2 establishes the relation between the D-instanton partition function and the threshold correction to the gauge coupling on a space-filling probe D-brane up to a constant of proportionality. Our goal in this section will be to compute this constant.

Let us consider a single space-filling probe D-brane and switch on a gauge field strength $F_{12} = -F_{21} = \hat{f}$ along the 12 plane. We consider an open string whose $\sigma = 0$ end is on this probe D-brane and the $\sigma = \pi$ end is on some other space-filling D-brane on which no gauge field has been switched on. We shall normalize $F_{\mu\nu}$ such that the boundary conditions for open strings moving in such a background Abelian gauge field is given by (in $\alpha' = 1$ unit)

$$\partial_{\sigma} X^\mu + i F^\mu_\nu \partial_{\tau} X^\nu = 0 \quad \text{at} \quad \sigma = 0,$$

$$\partial_{\sigma} X^\mu = 0 \quad \text{at} \quad \sigma = \pi. \quad \text{(E.18)}$$

In [92], it has been shown that with this normalization the Euclidean action on the D-brane is given by the Dirac-Born-Infeld action

$$-T_P \int d^4x \sqrt{\det(1 + F)} = -T_P \int d^4x \left( 1 + \frac{1}{2} \hat{f}^2 + \cdots \right), \quad \text{(E.19)}$$

where $T_P$ is the tension of the probe brane and in the second expression we evaluated the action in the chosen background.

Let us define

$$X^\pm = \frac{1}{\sqrt{2}} \left( X^1 \pm iX^2 \right), \quad \text{(E.20)}$$

so that the boundary conditions (E.18) take the form,

$$\partial_{\sigma} X^\pm \pm \hat{f} \partial_{\tau} X^\pm = 0 \quad \text{at} \quad \sigma = 0,$$

$$\partial_{\sigma} X^\pm = 0 \quad \text{at} \quad \sigma = \pi. \quad \text{(E.21)}$$
We will take the mode expansion for $X^\pm$ to be
\[
X^\pm = a^\pm e^{-p^\pm \tau} \cos(p^\pm \sigma + \pi \phi^\pm),
\] (E.22)
where $p_\pm$ are real numbers and $a^\pm$ are constants of integration. Applying the boundary conditions at $\sigma = 0$ we get
\[
\mp \tan \pi \phi^\pm = f.
\] (E.23)
Therefore, we can take
\[
\phi_- = -\phi_+ = \phi = \frac{1}{\pi} \tan^{-1} f.
\] (E.24)
Furthermore, applying the Neumann boundary conditions at $\sigma = \pi$ gives
\[
\sin(p^\pm \pi + \pi \phi) = 0 \implies p^\pm = n \pm \phi, \quad n \in \mathbb{Z}.
\] (E.25)
Comparing this with (E.7), we can identify $\phi$ with the twist $\phi$ appearing there. Furthermore, comparison of (E.6) and (E.24) gives,
\[
f = \pi B.
\] (E.26)
Substituting this into the action (E.19), we get the part of the classical action quadratic in the field to be
\[
-\frac{\pi^2}{2} T_P \int B^2 d^4x = -\frac{V}{4g_O^2} B^2,
\] (E.27)
where $g_O$ is the coupling constant of the open string field theory on the probe D-brane, related to the tension via $T_P = (2\pi^2 g_O^2)^{-1}$ [61]. Note that even though we have used the PN system to find the relation between $f$ and $B$, once the relation has been found, it also holds for the Möbius strip with boundary lying on $P$.

The actual system of interest differs from the one discussed above in two ways. First, as in section E.1, section E.2, the electromagnetic field has to be switched on in two planes 12 and 34 at the same time by self-duality. This produces a factor of 2 in (E.27). Second, as discussed at the beginning of this appendix, we need to have $(2k)$ D-branes for consistency of the orientifold projection. Since $\Omega_g$ exchanges the branes, we cannot switch on gauge fields inside only one of the branes. However, we can switch on a background gauge field inside an Sp(1) subgroup, i.e. equal and opposite fields on a pair of branes. This produces another factor of 2. Therefore, the net classical action is given by
\[
-\frac{V}{g_O^2} B^2.
\] (E.28)

The threshold correction results of section E.1, section E.2 can be regarded as one-loop corrections to the second derivative of this expression with respect to $B$. This was found to be $V/(8\pi^2)$ times the instanton partition function $Z_{D\text{-inst}}$. This includes contributions from the annulus and the Möbius strip. Taking into account the fact that we have switched on gauge fields on a pair of D-branes gives an extra factor of 2, while integrating this twice to produce the term proportional to $B^2$ gives a factor of 1/2. Therefore, the one-loop
correction to (E.28) from the annulus with $PN$ boundary condition and the Möbius strip with $P$ boundary condition can be written as:

$$\frac{V B^2}{8\pi^2} Z_{\text{D-inst}},$$

(E.29)

so that

$$\delta \left( \frac{8\pi^2 g^2 O}{g^2 O} \right) = - Z_{\text{D-inst}}.$$

(E.30)

This is consistent with the results of [30] after identifying $g_O$ with the Yang-Mills coupling constant $g_{YM}$ on the brane where the latter is defined by normalizing the action as:

$$S_{YM} = - \frac{1}{2} \text{Tr}(F_{\mu\nu}F^{\mu\nu}), \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + g_{YM}[A_\mu, A_\nu],$$

(E.31)

with the trace taken over the fundamental representation of the $\text{Sp}(k)$ group. The identification of $g_O$ with $g_{YM}$ follows from the comparison of the triple gluon vertices computed from string field theory and the Yang-Mills action given above.

The right hand side of (E.30) captures the contribution to the threshold correction due to the $PN$ annulus and the Möbius strip with the boundary on $P$. However, the full threshold correction to the gauge coupling on the probe brane also involves a contribution from annulus with both boundaries lying on the probe brane. This contribution will have insertion of background gauge field on one of the boundaries, producing a $k$-independent factor from the trace over Chan-Paton factor on that boundary. However, the other boundary will produce a factor of $k$ from a similar trace. Thus, the net contribution from these open strings will be proportional to $k$. Since this contribution to the threshold correction is not related to any contribution to the D-instanton partition function, we have to remove this. This can be done by taking the formal limit $k \to 0$ in the final result.

Let us now review what is known about such threshold corrections. Our assumption that the only fermion zero modes on the D-instanton are those associated with broken supersymmetry translates to the statement that on the probe brane there is no massless chiral multiplet transforming in a non-trivial representation of the gauge group $\text{Sp}(k)$. In this case the formula for the threshold correction to $8\pi^2/g_O^2$ takes the form (see e.g. [30], eqs. (5.1), (5.2)):

$$8\pi^2 \text{Re} \left( f^{(1)} \right) - \frac{3}{2} T(G) \log \frac{M^2}{\mu^2} - \frac{1}{2} T(G) K + T(G) \log \frac{1}{g_O^2},$$

(E.32)

where most of the quantities on the right hand side have already been defined below (5.20), $\mu$ is an infrared cut-off, giving the energy scale at which the threshold correction is being computed, and $T(G)$ is defined via the relation $\text{Tr}_{\text{adj}}(L^a L^b) = T(G) \delta^{ab}$ where $L^a$ are the generators of $\text{Sp}(k)$ normalized so that $\text{Tr}_{\text{fund}}(L^a L^b) = \delta^{ab}/2$. For $\text{Sp}(k)$ we have $T(G) = k + 1$. Using (E.30), (E.32), and after adding infrared cutoff $\mu^2$ to $Z_{\text{D-inst}}$ like in (5.20), we have

$$Z_{\text{D-inst}}(\mu^2) = \lim_{k \to 0} \left[ -8\pi^2 \text{Re} \left( f^{(1)} \right) + \frac{3}{2} (k + 1) \log \frac{M^2}{\mu^2} + \frac{1}{2} (k + 1) K - (k + 1) \log \frac{1}{g_O^2} \right].$$

(E.33)
If we now use $g_O^2 \propto g_s/V_1$, we recover (5.20). All the additive constant ambiguities that arise due to the precise definition of $\mu$ and the precise relation between $g_O$ and $g_s$ can be absorbed into the definition of $f^{(1)}$. Various other subtleties involving this equation have been discussed below (5.20).
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