Quark-Gluon Jet Discrimination Using Convolutional Neural Networks
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Currently, newly developed artificial intelligence techniques, in particular convolutional neural networks, are being investigated for use in data-processing and classification of particle physics collider data. One such challenging task is to distinguish quark-initiated jets from gluon-initiated jets. Following previous work, we treat the jet as an image by pixelizing track information and calorimeter deposits as reconstructed by the detector. We test the deep learning paradigm by training several recently developed, state-of-the-art convolutional neural networks on the quark-gluon discrimination task. We compare the results obtained using various network architectures trained for quark-gluon discrimination and also a boosted decision tree (BDT) trained on summary variables.
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I. INTRODUCTION

In recent years, new techniques have been developed for image analysis and classification. This arose from the finding that neural networks composed of successive layers of convolutional filters operating on the previous layer can be successfully and efficiently trained with networks dozens of layers deep. This is to be compared to traditional densely connected neural networks, where adding multiple layers makes training unstable and slow and generally does not improve performance. This new paradigm of a neural network goes under the moniker of Deep Learning and was most famously adapted for use in the creation of AlphaGo, a Go AI which achieved the unprecedented feat of defeating a Go world champion [1].

Recently, these techniques have been applied to jet physics by interpreting the energy depositions forming a two-dimensional image in (η, φ) space [2,3]. The space is pixelized, and the pixel luminosity is proportional to the amount of energy carried by particles of the jet travelling in the direction of the pixel. Convolutional neural network techniques were applied to these jet-images [2]. This has been extended by treating the different types of particles as being different color channels producing a color image representation of the jets [4]. In this paper, we train various recently-developed, state-of-the-art convolutional neural network types to discriminate quark-initiated jets and gluon-initiated jets and compare the results from the different networks. In particular, we discuss the expected performance from 13 TeV LHC data with the CMS detector [5]. Other approaches being investigated for jet physics include geometric deep learning for processing non-Euclidean data, such as graphs and manifolds [6]. The authors of these studies argue that this approach can reduce the loss of information that occurs with pixelization so that classification performance can be improved [7,8].

II. MONTE CARLO MODELS

We use MadGraph5_aMCatNLO v2.6.0 to generate the hard process for dijet and Z+jet events at leading order [9]. We separately generate events for quarks and gluons and label the jets “quark” or “gluon” based on the hard process being generated. We do this to avoid ambiguities in the matching process. As outlined in the event selection below, we also require dijets to be balanced to reduce further ambiguities due to hard radiation producing further gluon-like jets. We interface the generated hard-process events to PYTHIA 8.2 with the default PYTHIA tune for parton showering and underlying event generation [10]. We use the fast detector simulator DELPHES to approximate CMS reconstruction particle-flow algorithms [11]. DELPHES uses the FASTJET package for anti-kt algorithm with a jet radius of $R = 0.5$ [12]. The default settings of the packages have been used to generate events.
III. EVENT SELECTION

We apply event requirements which follow the event selection for the CMS 13 TeV quark-gluon BDT discrimination [13]. For dijet events, we require that the two jets be balanced. At least two jets in the event are required to have transverse momentum $p_T$ greater than 30 GeV. The azimuthal angle between the two leading jets $\Delta \phi$ is required to satisfy $\Delta \phi > 2.5$. If a third jet is reconstructed in the event, it must have $p_T$ less than 30% of the average $p_T$ of the two leading jets. We study both of the two leading jets from events passing this selection.

Similarly, for Z+jet events, the jet must balance against the Z boson without additional high-energy activity. Two muons are required to be reconstructed with the dimuon invariant mass within 20 GeV of the Z boson mass and at least one jet of 30 GeV is required. The azimuthal angle $\Delta \phi$ between the Z and the leading jet must satisfy $\Delta \phi > 2.5$. Any additional jets that are reconstructed must have less than 30% of the $p_T$ of the dimuon system. We study only the jet balanced against Z boson for these events.

The jet production cross-section falls logarithmically with increasing hard parton $p_T$. Samples were, therefore, generated requiring that the $p_T$ of the generated hard partons satisfy minimum and maximum conditions in 100 GeV increments in order to obtain representative samples for all $p_T$ ranges we would expect to observe at the LHC.

IV. EVENT PROCESSING

After the events have been selected, the jets are processed to a form suitable representation for the inputs to the convolutional neural networks. A $33 \times 33$ ($\eta, \phi$) grid is constructed representing a total size of $(\Delta \phi, \Delta \eta) = (0.8, 0.8)$, corresponding to a jet cone of $\Delta R = 0.5$, where the central bin is aligned to the jet axis. For each particle within the jet, the particle $p_T$ is added to the bin corresponding to the particle momentum in $(\Delta \eta, \Delta \phi)$ relative to the jet axis.

Several such channels have been filled corresponding to different particle types. In the standard case, we have separate channels for charged particle $p_T$, neutral particle $p_T$, and number of charged particles (i.e., the pixel luminosity represents simply the number of charged particles in the grid bin, rather than the summed $p_T$). We have also tested adding additional channels for more granular information. We split the charged particles into electron, muon, and charged hadron categories, and the neutral particles into photon and neutral hadron categories. These represent all the separable particle types available from the CMS detector output. For each of these categories, we create channels from both the number of particles and the particle $p_T$ for a total of ten channels.

We have also tested the effects of varying the size of the grid and the nonlinear scaling of the bin widths. After filling each pixel grid, we normalize each channel to the maximum value for a given sample. Figure 1 shows summed jet images from the various channels used in the analysis.

V. NEURAL NETWORK MODELS

We implemented several state-of-the-art neural networks in the Keras framework [14]. In this section, we briefly describe the characteristics of these networks.

VGGNet uses only small $3 \times 3$ filters and has many hidden layers compared with other ConvNet models. This architecture increases the nonlinearity of the model.
The deep residual network (ResNet) uses identity mappings as skip connections, which enables information flows across layers [16,17]. The inception network (GoogLeNet) and its update (inception-v4) including ResNet components (inception-resnet) are stacked inception modules which has the effect of making the neural network wider and deeper with fewer parameters and lower computational cost through dimensionality reduction and the usage of various sized filters [18,19]. The densely connected convolutional network (DenseNet) consists of dense blocks, where each layer is directly connected to all preceding layers [20]. Xception consists of stacked depthwise separable convolution layers. A depthwise separable convolution layer consists of a depthwise convolution followed by a pointwise convolution without intermediate activation. Eliminating intermediate non-linearity results has been experimentally seen to improve the model’s learning speed and performance [21]. The Squeeze-and-Excitation Network (SENet) is designed to analyze the relationship between channels of the feature maps. SENet is implemented by applying an SE block (which extracts information per channel from a feature map and then recalibrates it) to other architectures. In this paper, we use the Inception and ResNet networks (inception-resnet) for the implementation of SENet [22].

We have also implemented a simple convolutional network Vanilla ConvNet, which contains a convolution filter layer and a ReLU activation layer, then three blocks consisting of a batch normalization layer, then an activation layer, and then a convolutional filter layer. These are then passed to a Global Average Pooling layer and finally a softmax output. This Vanilla convnet is more closely modelled on previously studied networks for comparison with the state-of-the-art networks described above.

The various convolutional networks were trained on 10-channel samples with $p_T$ in from 100 to 200 GeV, and the resulting test AUC distributions are shown in Figure 2. The figure shows that there is a saturation point is reached by even networks with low numbers of parameters. Therefore, we restrict subsequent explorations to a simple convnet.

Figure 3 shows the area under curve (AUC) versus the number of batch steps for training using various optimizers.

Using the same basic ConvNet setup, we also explored the input data by increasing the number of data channels. The channels represent the sum $p_T$ or the number of particles for various categories of particles observable by CMS. These categories are: charged hadrons, neutral hadrons, electrons, photons and muons. Further combinations of these are possible to reduce the number of channels. The electrons and muons can be combined into a lepton channel, the neutral hadron and photons into a neutral channel, and the charged hadrons and leptons into a charged channel. The networks studied are identified by number of channels. C3 uses charged particle $p_T$, neutral particle $p_T$ and charged particle multiplicity. Network C6 uses charged particles, neutral hadrons, and photons, each with channels for $p_T$ and multiplicity. C8 breaks up the charged particles so has channels for charged hadrons, leptons, neutral hadrons, photons in both $p_T$ and multiplicity. Finally, C10 has channels for charged hadrons, electrons, muons, neutral hadrons, and photons in $p_T$ and multiplicity. Figure 4 shows the resulting best AUC using networks with different numbers of channels, and also varying the kernel size of the

---

Fig. 2. (Color online) Best obtained area under curve (AUC) versus number of parameters for various state-of-the-art convolutional neural networks trained on jets with a $p_T$ range from 100 to 200 GeV and split into 10 channels.

Fig. 3. (Color online) Area under curve (AUC) versus number of batch steps while training using different optimizers.

VI. RESULTS
convolutional filter. Increasing the filter size from $3 \times 3$ to $5 \times 5$ results in increased performance for all channels, while further increases of size show no stable gain or loss. Increasing from the 3-channel to the 6-channel setup also provides improvement in classification ability, and appears to saturate the useful information available to the network.

The channel variation is further explored in Figure 5, which shows the variation in performance for the networks (using kernel size $5 \times 5$) versus the input $p_T$ range of the jets studied. Also compared is the BDT, made from five variables, that is typically used by CMS. The datasets each have about one hundred thousand events. The ConvNet networks can be seen to have superior performance over the entire $p_T$ range and to perform particularly well at low $p_T$. The 10-channel network also performs better than the 3-channel network over the entire range.

Table 1, shows our results obtained from detector level events produced with DELPHES as previously described. For comparison, we also show the efficiency previously reported at particle level [4]. Under the state-of-the-art networks with 10-channel setting, we achieved a performance comparable to the results obtained at the particle level, but which only uses up to 3 channels.

### VII. CONCLUSION

We have explored the differences between several state-of-the-art deep learning convolutional neural networks for the task of distinguishing quark and gluon hadron jets by using a jet imaging technique. We found that the information available is already saturated by a modestly-sized DenseNet and that larger-scaled, higher-structured neural networks do not improve the classification performance for the typically sparse jet images. Nonetheless, a small increase in performance is available compared with a typical BDT classifier as has been previously used in CMS. We also found that modest increases in training stability can be had by using the RMSProp optimizer. Finally, further improvements in performance are available by increasing the image channels to finer subdivisions than have previously been studied, with the caveat that the results from the fast simulation particle flow reconstruction from Delphes will need to be validated with detailed simulation studies.
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