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ABSTRACT: We have implemented the accelerated molecular dynamics approach (Hamelberg, D.; Mongan, J.; McCammon, J. A. J. Chem. Phys. 2004, 120 (24), 11919) in the framework of ab initio MD (AIMD). Using three simple examples, we demonstrate that accelerated AIMD (A-AIMD) can be used to accelerate solvent relaxation in AIMD simulations and facilitate the detection of reaction coordinates: (i) We show, for one cyclohexane molecule in the gas phase, that the method can be used to accelerate the rate of the chair-to-chair interconversion by a factor of $\sim 1 \times 10^6$, while allowing for the reconstruction of the correct canonical distribution of low-energy states; (ii) We then show, for a water box of 64 $\text{H}_2\text{O}$ molecules, that A-AIMD can also be used in the condensed phase to accelerate the sampling of water conformations, without affecting the structural properties of the solvent; and (iii) The method is then used to compute the potential of mean force (PMF) for the dissociation of $\text{Na}^+\text{Cl}^-$ in water, accelerating the convergence by a factor of $\sim 3-4$ compared to conventional AIMD simulations. These results suggest that A-AIMD is a useful addition to existing methods for enhanced conformational and phase-space sampling in solution. While the method does not make the use of collective variables superfluous, it also does not require the user to define a set of collective variables that can capture all the low-energy minima on the potential energy surface. This property may prove very useful when dealing with highly complex multidimensional systems that require a quantum mechanical treatment.

INTRODUCTION

In recent years, ab initio molecular dynamics (AIMD) has emerged as a promising tool for performing accurate free energy calculations from first principles. AIMD has been successfully applied to the study of a diverse variety of systems, including isolated molecules and condensed matter and solid-state systems. AIMD has also been employed in a quantum mechanics/molecular mechanics (QM/MM) manifold to investigate enzymatic reactions. However, the potential of AIMD to obtain accurate free energy statistics is hindered by the fact that configurational transitions or chemical reactions occur on time scales that are significantly longer than those accessible using standard AIMD methodologies. Despite the sustained and rapid increase in available computational power and the continued development of efficient simulation algorithms, AIMD simulations of even small, isolated molecules are generally limited to time scales of hundreds of picoseconds.

In the last two decades, considerable progress has been made in the development of more sophisticated methods to explore the configurational space of molecular systems more efficiently, allowing for the study of slow molecular motions and rare events. In general, these methods can be divided into two groups: The first involves the identification of transition pathways between known initial and final states. Such methods include, for example, transition path sampling, targeted molecular dynamics (and constrained dynamics in general), and essential molecular dynamics. The second group contains those methods that efficiently sample low-energy molecular conformations, allowing the rapid identification of thermodynamically dominant regions on the potential energy surface (PES). These methods include replica exchange MD and metadynamics. In the specific context of AIMD, the two most popular contemporary free energy methods employed are constrained MD and metadynamics. In the constrained MD method, a series of simulations are performed using a predefined internal degree of freedom as a constraint, and the free energy profile is obtained by integrating the average constraint force over the reaction coordinate. In metadynamics, the system is destabilized along a small set of predefined collective variables (internal degrees of freedom) by adding Gaussian potentials onto the PES in a history-dependent fashion. The free-energy surface is then obtained as the negative of the total bias potential added during the simulation. Noticeably, the successful application of both these enhanced sampling methods is dependent on the appropriate definition of a reaction coordinate or a set of collective variables and therefore requires at least some a priori understanding of the underlying PES.

In this paper we explore an alternative biased potential method that has been proposed recently in the framework of classical molecular dynamics, called accelerated Molecular Dynamics (aMD). In the original variant of aMD, one adds a continuous non-negative bias potential to the actual PES, while still maintaining the essential details of the underlying PES. This has the effect of raising the low-energy regions on the potential energy landscape, decreasing the magnitude of energy barriers and
accelerating the exchange between low-energy conformational states. One of the favorable characteristics of this method is that one can recover the canonical average of an observable so that thermodynamic and other equilibrium properties can be accurately determined. In comparison to the other enhanced sampling methods described above, aMD does not require any prior knowledge of the underlying PES.

In the context of classical simulations, aMD has already been successfully employed to study slow time-scale dynamics in proteins, such as HIV-protease, ubiquitin, IKBa, and H-Ras. The enhanced conformational space sampled by aMD has also been shown to significantly improve the theoretical prediction of experimental NMR observables, such as residual dipolar couplings, scalar J-couplings, and chemical shifts, which are sensitive to dynamic averaging on the micro- to millisecond time scale.

In this paper, we explore the possibility of using the accelerated ab initio MD (A-AIMD) to study conformational transitions and enhance phase-space sampling in the condensed phase. The present work is aimed at developing the A-AIMD method for studying systems in aqueous solution, which could initiate a variety of new applications, since most biological, chemical, and industrial processes, occur in water.

After presenting briefly the formal methodology, we present our results for three test systems: First, we investigate the conformational behavior of an isolated cyclohexane molecule in the gas phase. We demonstrate how A-AIMD can be used to explore the PES, identifying different molecular conformers, and affording accurate relative free energy statistics. Next, we present the results of A-AIMD simulations performed on bulk water, where it is shown that one can accelerate rotational and translational diffusion, and hence the sampling of water conformations, while still maintaining accurate free-energy weighted structural properties of the system. We then apply the method to NaCl in solution, to show that one can accelerate the convergence of the dissociation free energy profile of the two ions.

### THEORY AND COMPUTATIONAL DETAILS

The details of accelerated molecular dynamics have been discussed previously in the literature. Following Voter’s hyperdynamics scheme, a reference boost energy \( E_b \) is defined, which lies above the minimum of the PES. At each step in the simulation, if the potential energy \( V(r) \) lies below this boost energy, a continuous non-negative bias potential \( \Delta V(r) \) is added to the actual potential. The application of the bias potential raises the low-energy valleys and decreases the magnitude of energy barriers, while maintaining the essential details of the energy landscape. Explicitly, the modified potential \( V^*(r) \) is defined as

\[
V^*(r) = V(r) + \Delta V(r)
\]

where the bias potential is defined as

\[
\Delta V(r) = \frac{(E_b - V(r))^2}{E_b - V(r) + \alpha}
\]

The extent of acceleration (i.e., how much the PES is raised and flattened) is determined by the choice of the boost energy \( E_b \) and the acceleration parameter \( \alpha \). More aggressive acceleration can be achieved either by increasing \( E_b \) to flatten the potential or by decreasing the magnitude of \( \alpha \), which reduces the roughness of the potential. In practice, finding optimal parameters require some testing. One usually chooses parameters so that the magnitude of fluctuations in \( \Delta V^* \) during the simulations approximate the energy barriers. In many cases, the barrier heights are not known, and optimal parameters are found by holding one of the two parameters, while allowing the second parameter to evolve until the system starts exploring new regions of the phase space.

The forces acting on the nuclei are expressed as

\[
F_{\text{aMD}} = -\frac{\partial (V(r) + \Delta V(r))}{\partial r} = \frac{\partial V(r)}{\partial r} - \frac{\partial [(E_b - V(r))^2/(E_b - V(r) + \alpha)]}{\partial r}
\]

which can be reformulated as (for a derivation see the Supporting Information):

\[
F_{\text{aMD}} = F_{\text{MD}} \cdot \left(1 + \left[\frac{(E_b - V(r))^2}{(E_b - V(r) + \alpha)}\right]^2 - 2\frac{(E_b - V(r))/(E_b - V(r) + \alpha)}\right)
\]

The bias potential as defined above ensures that the derivative of the modified potential will not be discontinuous at points where \( V(r) = E_b \).

One of the favorable characteristics of this method is that it yields a canonical average of an observable, so that thermodynamic and other equilibrium properties can be accurately determined. The corrected canonical ensemble average of any given property, \( \langle A \rangle_c \) is obtained by reweighting each point in the configuration space on the modified potential by the strength of the Boltzmann factor of the bias energy, \( \exp(\beta \Delta V(r_i)) \), at that particular point:

\[
\langle A \rangle_c = \frac{\int A \exp(-\beta V^*(r_i)) \exp(-\beta \Delta V(r_i)) dr}{\int \exp(-\beta V^*(r_i)) \exp(-\beta \Delta V(r_i)) dr}
\]

**Computational Details.** AAIMD simulations were performed using the Car–Parrinello (CP) scheme, and an in-house modified version of the CPMD 3.13 code. The three systems studied in this work were: (i) an isolated cyclohexane molecule in the gas phase placed at the center of a cubic box of length \( L = 12.00 \text{ Å} \); (ii) a periodically repeating cubic box of length \( L = 12.44 \text{ Å} \) containing 64 \( \text{H}_2\text{O} \) molecules; and (iii) a periodically repeating cubic box of length \( L = 12.35 \text{ Å} \) containing 62 \( \text{H}_2\text{O} \) molecules, one \( \text{Na}^+ \) ion and one \( \text{Cl}^- \) ion. The electronic structure problem was solved with density functional theory (DFT), and in each case, the Becke (B) exchange and Lee–Yang–Parr (LYP) correlation functional were employed. Although a variety of empirical corrections have been suggested to include the effect of dispersion forces in the BLYP functional, we chose to use the standard functional, which allows us to compare our results directly to previous works on these systems. For each system, a fictitious electron mass of 400 au was ascribed to the electronic degrees of freedom, and the coupled equations of motion were solved using the velocity Verlet algorithm with a time-step of 4 au core electrons and were treated using the norm-conserving pseudopotentials of Troullier and Martins, and the valence orbitals were expanded in a plane-wave basis set up to an energy cutoff of 80 Ry. All standard and A-AIMD
simulations were performed at $T = 300$ K using a Nose–Hoover chain thermostat on the ions with coupling frequency of 600 cm$^{-1}$. In the case of cyclohexane, a thermostat was also used on the electrons, with a target kinetic energy of 0.001 au and a coupling frequency of 6000 cm$^{-1}$.

RESULTS

Conformations of Cyclohexane. Accelerated AIMD is a highly efficient and robust conformational space sampling method. In order to demonstrate this, we performed an initial study to explore the PES of cyclohexane. Cyclohexane can exist in a variety of conformational states that have been depicted diagrammatically in Figure 1a. The most stable chemical conformation of cyclohexane is the ‘chair’ form, for which there are two geometric isomers. These isomers differ in respect to which hydrogen atoms in the ring adopt axial and equatorial positions. During the interconversion process, known as ‘ring flipping’, the axial hydrogens become equatorial and the equatorial hydrogens become axial, and the system passes through a metastable state, referred to as the ‘twist–boat’ conformation, which also possesses several geometric isomers. The transition states associated with interconversion between twist–boat isomers and the twist–boat and chair conformations are called the ‘boat’ and ‘half-chair’ forms, respectively. Experimental studies have shown that the free energy of the twist–boat conformer lies approximately 5.5 kcal/mol above that of the thermodynamically stable chair conformation in the gas phase, and the free energy barrier for interconversion between the chair and twist–boat conformers has been estimated by NMR experiments to be approximately 10.4 kcal/mol. The ring-flipping process is therefore very slow, occurring on the microsecond time scale at 300 K, which is inaccessible using standard AIMD methods.

An initial standard AIMD simulation of cyclohexane was performed at $T = 300$ K starting in the chair conformation. Unsurprisingly, this initial 400 000 steps ($\sim$40 ps) simulation confirmed that the chair conformation is very stable, and the average potential energy was $-41.14$ au (1 au = 627.51 kcal/mol). This value was used as the reference potential energy $V_0$ in the subsequent A-AIMD simulations. Keeping the acceleration parameter $\alpha$ fixed at 0.016 au ($\sim$10 kcal/mol), a series of short (400 000 steps) accelerated simulations were performed using different boost energies: $[E_b - V_0] = (0.02, 0.04, 0.06, 0.08, \text{and } 0.10)$. As the value of $[E_b - V_0]$ was systematically increased, enhanced conformational space sampling was observed. Inspection of the resulting trajectories revealed that the ‘optimal’ acceleration parameters for observing the ring
flipping process within the time scale of the simulations were:

$$\{ [E_b - V_0], \alpha \} = \{ 0.10 \text{ au}, 0.016 \text{ au} \}$$.

The conformational changes occurring in the A-AIMD simulations were analyzed using geometric criteria defined by the dihedral angles of the ring (Table SI1, Supporting Information). In addition, a configuration coordinate, \( \varepsilon \), was formulated as

$$\varepsilon = (\tau_1 - \tau_2 + \tau_3 - \tau_4 + \tau_5 - \tau_6)/6 \quad (6)$$

where \( \tau_i \) is the internal ring dihedral angle (see Supporting Information for more details). Using this configuration coordinate, the two isomeric forms of the chair conformation correspond to \( \varepsilon \) values of approximately −60 and +60° and the twist–boat intermediate corresponds to a value of \( \varepsilon \) of approximately 0. In Figure 1b, we show the conformational space sampling afforded by the extended 400 000 step ‘optimal’ A-AIMD simulation, compared to a standard AIMD simulation performed under the same physical conditions. In comparison to the standard AIMD simulation, which remains in the initial chair conformation throughout the entire trajectory, the optimal A-AIMD simulation readily interchanges between the different conformational states. Indeed, in the course of the 400 000 step (~40 ps) simulation, eight ring-flipping events were observed, and the system visited all known stable, metastable, and transition states (chair, half-chair, twist–boat, envelope, and boat, see Table SI1, Supporting Information). The efficiency of the sampling is demonstrated by the fact that even within just 100 000 steps of A-AIMD (the equivalent of 10 ps), we observe a conformational transition which according to transition-state theory (assuming a transmission coefficient of 1) would actually occur on a time scale of approximately 1 μs.

As discussed in the Theory and Computational Details Section, aMD is not only an efficient conformational space sampling algorithm but is also a robust free energy sampling method. However, obtaining accurate free energy statistics is more challenging than just exploring the conformational space. Relative free energy statistics are determined not only by the variation in the magnitude of the bias-potential but also by the density of states (i.e., the effective population) on the modified potential. Accurate free energy statistics can only be obtained if multiple transitions between the different conformational states are observed. In light of this, a second, much longer, 3 000 000 step (~300 ps) accelerated AIMD simulation was then performed at the optimal acceleration level. The relative free energy of the twist–boat conformer with respect to the chair conformation was calculated as

$$\Delta G_{\text{twist–chair}} = -kT \ln(P_{\text{twist}}/P_{\text{chair}}),$$

using the density of the two states after reweighting the trajectories by the strength of the Boltzmann factor of the bias [exp(βΔV(tilt))]. In order to obtain an accurate estimate of the theoretical free energy barrier for the chair to twist–boat conformational transition, using the BLYP density functional, we employed the well-established constrained MD approach (see Supporting Information for more details). The results of this study are presented in Figure 1c. The theoretical free energy barrier was found to be 9.0 ± 0.3 kcal/mol, which is in good agreement with the experimental estimate (10.4 kcal/mol). The A-AIMD simulation determined the free energy for the twist–boat conformation to lie 5.8 kcal/mol above that of the chair conformer, which is in excellent agreement with the reference constrained MD result (5.6 kcal/mol ±0.3 kcal/mol, Figure 1c). The number of A-AIMD steps required to reach convergence in the free energy statistics was approximately 1.5 × 10^5 (see Figure 1d). In terms of required CPU time, this is the equivalent of ~150 ps of standard AIMD, which is readily accessible.

In addition to obtaining the relative free energies of stable and metastable states, the magnitude of the free energy barrier can also be estimated approximately from A-AIMD simulations by measuring the amount of destabilization required to observe the conformational transition (i.e., the maximum bias potential, ΔV_{max}). The energy barrier for the chair-to-chair interconversion was estimated in this way by gradually increasing \( E_b \) (with \( \alpha \) fixed) until the conformational transition was observed. A bias potential of ~10 kcal/mol was required to leave the chair conformation, in good agreement with the reference calculation for the energy barrier and with experimental data. Taken together, these encouraging results suggest that A-AIMD represents a useful method to sample the conformational space of isolated molecules. Next, we show that A-AIMD can also be used to accelerate the sampling for systems in the condensed phase. We have chosen for this study to carry out simulations on a water box. This choice was made not only because water is important in chemistry and biology but also because water is an important system from a theoretical perspective, as it is often used to test AIMD schemes and assist the development of new DFT functionals.

Enhanced Sampling in Condensed Matter Systems: Bulk Water. The cyclohexane study described above readily demonstrates how A-AIMD simulations can be used to efficiently explore the conformational space of isolated molecules and obtain accurate free energy statistics. However, such is the versatility of this method, A-AIMD simulations can also be employed to enhance the phase-space sampling in condensed matter systems. In order to investigate this, we performed a test study on bulk water. The particular focus of this study was to identify if it is possible to enhance the phase-space sampling using A-AIMD while still maintaining an accurate (free energy weighted) representation of the structural properties of the system.

Analogous to the cyclohexane study, an initial standard AIMD simulation was performed on a cubic box containing 64 water molecules under periodic boundary conditions, for 20 ps. The average density functional energy for the system was ~1098.22 au, which was used as the reference potential energy, \( V_0 \). A series of five 150 000 steps A-AIMD simulations were then performed at different acceleration levels. The specific acceleration parameters, \([E_b = V_0]\), and \( \alpha \) are presented in Table 1. As discussed in the Theory and Computational Details Section, the level of acceleration is determined by the relative magnitude of both \([E_b - V_0]\) and \( \alpha \). The A-AIMD simulations performed here, which we refer to as sim1–sim5, are ranked according to the level of acceleration determined by the average magnitude of the effective bias potential (ΔV_{ave} in Table 1).

The most direct way to assess the amount of phase-space sampling in condensed matter systems is to monitor the average translational and rotational diffusion properties of the composite molecules. In Figure 2a we show the mean square displacement of water molecules (computed after correcting for the displacement of the center of mass of the box) for the standard AIMD simulation and the five accelerated A-AIMD simulations. The effect of the bias potential clearly enhances the average translational diffusion of the water molecules. Compared to the standard AIMD simulation, the mean square displacement was found to increase from two- to eight-fold from the least aggressive (sim1) to most aggressive (sim5) A-AIMD simulation. In a
The acceleration with respect to conventional simulations in the observed diffusion of a water molecule on average loses memory of its orientational state during the simulation. As reorientation diffusion in condensed matter systems is a stochastic process, the associated autocorrelation functions show an exponential decay. By definition, in the limit that the autocorrelation function approaches zero, the water molecules in the system have undergone a rotation of 2π radians on average. As can be seen in Figure 2b, even under only moderate acceleration (sim3), the reorientational correlation function approaches zero within 150,000 steps, compared to the standard AIMD simulation, where the reorientational correlation function approaches zero at step 315,000 (by extrapolation).

We would like to point out that during an A-AIMD simulation, the system evolves on a nonlinear time scale. Unfortunately, obtaining an accurate estimate of the time scale of the observed phase-space sampling in the A-AIMD simulations is not trivial. In light of this, we did not attempt to extract a meaningful estimate of the true translational and reorientational diffusion coefficients from the biased potential AIMD simulations. However, by comparing the effective mean-square displacements and reorientational relaxation ‘times’ (as a function of the number of MD steps), we can assess the effective enhancement in the translational and reorientational phase-space sampling compared to the standard AIMD simulation, reported in Table 1.

The results presented in Figure 2 clearly show that the effect of the bias potential significantly enhances the translational and reorientational diffusion properties of the system, and therefore A-AIMD simulations afford a substantial increase in the observed phase-space sampling. In order to study the structural properties of the system under the application of the bias potential, we calculated the free-energy weighted radial (O–H) and angular (H–O–O) distribution functions for all five A-AIMD simulations.

The O–H radial distribution functions are presented in Figure 3a and b along with the results obtained for both the standard AIMD simulation (20 ps) and an experimental X-ray diffraction study. Up to a moderate acceleration level (sim3), the free energy weighted radial distribution functions are in excellent agreement with the experimental X-ray diffraction data. The radial distribution functions obtained from the more aggressive accelerated simulations (sim4 and particularly sim5) appear to be less accurate, which is a direct result of the relatively short length of the simulations and the effect of enhanced statistical noise in the free energy reweighting protocol. When performing longer A-AIMD simulations at elevated acceleration levels, the noise in the free energy statistics will start to cancel out, and there may be in fact no loss in accuracy. The free energy weighted H–O–O angular distribution functions for the five A-AIMD simulations discussed here are presented in Figure 3c and compared to the standard AIMD result and experimental NMR data. Interestingly, a closer resemblance was obtained between the computed angular distribution function and the experimental NMR result as the level of acceleration (and therefore the extent of

### Table 1. Summary of the A-AIMD Simulations Performed for a Water Box with 64 H2O Molecules

| simulations | \(E_b - V_0\) (au) | \(\alpha\) (au) | time (ps) | \(\Delta V_{\text{ave}}\) (kcal/mol) | \(\Delta V_{\text{max}}\) (kcal/mol) | \(D_{\text{acc}}/D\) | \(\tau/\tau_{\text{acc}}\) |
|-------------|-----------------|----------------|----------|-------------------------------|-------------------------------|-----------------|-----------------|
| MD          | –               | –              | 20       | –                             | –                             | 1.0             | 1.0             |
| sim1        | 0.1             | 0.1            | 15       | 0.8                           | 5.4                           | 2.1             | 1.7             |
| sim2        | 0.2             | 0.4            | 15       | 1.1                           | 7.3                           | 2.9             | 1.9             |
| sim3        | 0.2             | 0.1            | 15       | 1.7                           | 11.2                          | 4.3             | 2.1             |
| sim4        | 0.3             | 0.4            | 15       | 2.5                           | 15.4                          | 6.4             | 3.0             |
| sim5        | 0.3             | 0.1            | 15       | 3.1                           | 16.6                          | 7.1             | 3.6             |

*The two parameters \(E_b\) and \(\alpha\) are used to control the level of acceleration. The difference between \(E_b\) and the average potential energy \(V_0\) of a conventional AIMD simulation is given. The average and maximum values of the effective bias potential during the simulation are shown together with the acceleration with respect to conventional simulations in the observed diffusive properties \((D_{\text{acc}}/D)\) and orientational correlation times \((\tau/\tau_{\text{acc}})\).*

**Figure 2.** Observed dynamical properties of waters in conventional AIMD and A-AIMD simulations: (a) mean-square displacement and (b) orientational autocorrelation functions for O–H vectors.

In a similar manner, the application of the bias potential also increased the observed average rotational diffusion, which was assessed by calculating the effective (unweighted) reorientational autocorrelation function of the normalized O–H bond vector, averaged over all water molecules in the system. The reorientational autocorrelation functions shown in Figure 2b describe how a water molecule on average loses memory of its orientational ‘state’ during the simulation. As reorientation diffusion in condensed matter systems is a stochastic process, the associated autocorrelation functions show an exponential decay. By definition, in the limit that the autocorrelation function approaches
phase-space sampled) was increased. We note in passing that under more aggressive acceleration conditions, we observed proton transfer events caused by the dissociation of water (data not shown). Although we did not attempt to study water autoionization here, it suggests that an even larger boost may be useful in some cases to study these rare events. Experimentally, a single water molecule is known to undergo autoionization in \(\sim 10 \text{ h} \).\(^{29}\)

Potential of Mean Force (PMF) Calculation for the Dissociation of \(\text{Na}^-\text{Cl}^-\) in Water. The results obtained from our initial study on bulk water show that the application of the bias potential allows for a significant enhancement in the phase-space sampling, while still maintaining an accurate free energy weighted representation of the structural properties of the system up to moderate acceleration levels. In light of these results, it appears that A-AIMD can be employed as an efficient method to determine thermodynamic and equilibrium properties in condensed matter systems, particularly when these properties are sensitive to the effects of time and ensemble averaging, mediated by the diffusive properties of the solvent. In order to demonstrate this, we have calculated the free energy profile for the dissociation of \(\text{Na}^-\text{Cl}^-\) in bulk water using an extended accelerated AIMD approach. Classical MD studies of this system date to 1984.\(^{30}\) However, it has been studied only recently with ab initio methods.\(^{2}\)

The simulation details and setup employed in this work are identical to those of the recently published study by Timko et al. using conventional constrained AIMD simulations. In this published study, the reaction coordinate, \(r\), was defined as the distance between the Na and Cl ions, and it was found that a simulation time of up to 6 ps was required in order to converge the average constraint force at each constraint distance. The free energy profile (or potential of mean force) for Na\textsuperscript{–}Cl\textsuperscript{–} dissociation was then obtained by integrating the average constraint force over the reaction coordinate. In the present work, we have performed the same constrained simulations in the framework of A-AIMD, using the ‘optimal’ acceleration parameters obtained from the bulk water study presented above: \(\{E_b - V_0\,\alpha\} = \{0.2 \text{ au, 0.1 au}\}\).

In Figure 4a we compare the convergence of the cumulative average constraint force obtained from A-AIMD to that obtained using standard AIMD for a constraint distance, \(r = 3.5 \text{ Å}\). The
cumulative average of the mean force in the A-AIMD simulation (which is free energy weighted) converges to the same value as in the conventional AIMD simulation (∼0.0004 au) within 15 000 steps (the equivalent of 1.5 ps of standard AIMD simulation). Using this result as a guideline, the free energy profile for dissociation of NaCl in bulk water was calculated by performing 21 constrained accelerated AIMD simulations for 15 000 steps across the entire reaction coordinate from \( r = 2.7 \) to 5.7 Å (Figure 4b). The resulting potential of mean force is in excellent agreement with the previously published results of Timko et al., who used a sampling time of 6 ps. Therefore, the application of the bias potential affords an approximate four-fold speed up in the convergence of the potential of mean force, as is readily demonstrated in Figure 4b. This four-fold speed-up is consistent with the estimated enhanced phase-space sampling results obtained from the comparative analysis of the translational and reorientational diffusion properties of bulk water (Table 1, sim3).

**CONCLUSIONS**

We have discussed the preliminary testing and implementation of the accelerated MD approach in the framework of AIMD. Using three simple examples, we have demonstrated that A-AIMD is a highly efficient and robust method for enhanced conformational and phase-space sampling. In particular, we have shown that the effect of the bias potential allows for the study of slow conformational transitions and rare events, such as the ring-flipping process in cyclohexane, that occurs on microsecond time scales and is inaccessible when using standard AIMD. For isolated molecules, we have shown that A-AIMD affords accurate free energy statistics that allows for the determination of thermodynamic and other equilibrium properties. In the condensed phase, obtaining converged free energy with A-AIMD may be more challenging, due to the requirement that rare events are sampled many times. However, convergence problems can be avoided by using a different free energy method that allows for the computation of the free energy along collective variables. As an example, we have shown that A-AIMD can be used in conjunction with constrained MD to accelerate the convergence of constrained MD by a factor of ∼4, for the case of 2 ions in a water box. The A-AIMD method is likely to be a useful addition to existing methods for sampling purposes and for helping to determine an optimal set of collective variables that can describe all the low-energy transformations.

As mentioned in the Introduction, one interesting feature of A-AIMD is that it can accelerate rare events while maintaining the essential details of the underlying PES. Since the ordering of minima on the PES is conserved, events that are low in energy are likely to occur first during an A-AIMD simulation. This property can be used to gain an intuitive understanding of chemical reactivity. In future applications, we plan to apply the method to study complex chemical reactions in the condensed phase.

Finally, although all the biased potential simulations presented here have been performed in the framework of Car–Parrinello MD, we would like to note that the implementation of this method in the framework of Born–Oppenheimer or Ehrenfest dynamics is equally viable. In conclusion, A-AIMD represents a highly efficient and versatile addition to existing ab initio methodologies for performing enhanced conformational space sampling and determining accurate free energies. In future works, A-AIMD could also be used to study chemical reactions in solution or applied to larger systems of biological relevance within a QM/MM framework.
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