Learning Fast Approximations of Sparse Nonlinear Regression

Yuhai Song$^1$, Zhong Cao$^1$, Kailun Wu, Ziang Yan$^1$ and Changshui Zhang$^1$

$^1$ Institute for Artificial Intelligence, Tsinghua University (THUAI)
Beijing National Research Center for Information Science and Technology (BNRist)
Department of Automation, Tsinghua University, Beijing, P.R.China
{song-yh19, caozhong14, yza18}@mails.tsinghua.edu.cn
whywk305@qq.com  zcs@mail.tsinghua.edu.cn

Abstract
The idea of unfolding iterative algorithms as deep neural networks has been widely applied in solving sparse coding problems, providing both solid theoretical analysis in convergence rate and superior empirical performance. However, for sparse nonlinear regression problems, a similar idea is rarely exploited due to the complexity of nonlinearity. In this work, we bridge this gap by introducing the Nonlinear Learned Iterative Shrinkage Thresholding Algorithm (NLISTA), which can attain a linear convergence under suitable conditions. Experiments on synthetic data corroborate our theoretical results and show our method outperforms state-of-the-art methods. The source code is available at https://github.com/songyh15/NonlinearLISTA.

1 Introduction
In this paper, we aim to estimate a sparse vector $x^* \in \mathbb{R}^n$ from its noisy nonlinear measurement $y \in \mathbb{R}^m$:

$$y = f(Ax^*) + \varepsilon,$$

(1)

where $A \in \mathbb{R}^{m \times n}$, $m \ll n$, $\varepsilon \in \mathbb{R}^m$ is the exogenous noise, and $f(\cdot)$ is an element-wise nonlinear function. As directly minimize the $\ell_0$-norm to promote the sparsity is shown to be NP-hard [1], the sparsity is typically achieved via minimizing the least square error augmented by $\ell_1$-regularization instead.

For solving sparse nonlinear regression problems, the SpaRSA (sparse reconstruction by separable approximation) method [2] minimizes the upper bound of the $\ell_1$-regularized objective iteratively by using a simple diagonal Hessian approximation, which results in an iterative shrinkage thresholding algorithm. The fast iterative soft thresholding algorithm (FISTA) [3] accelerates the convergence of iterations by using a very specific linear combination of the previous two outputs as the input of the next iteration. The fixed point continuation algorithm (FPCA) [4] lowers the shrinkage threshold value in a continuation strategy, which makes the iterative shrinkage thresholding algorithm converge faster. The iterative soft thresholding with a line search algorithm (STELA) [5] uses a line search scheme to calculate the step size for updating the input of the next iteration. Despite the fact that the $\ell_1$-regularized objective is nonconvex in general due to the nonlinearity of $f(\cdot)$, [6] proved that under mild conditions, with high probability the stationary points of the SpaRSA method are close to the global optimal solution.
Over the last decade, the community has made massive efforts in developing deep unfolding methods to solve sparse regression problems efficiently in a special case where $f(\cdot)$ is the identity function, in which (1) is reduced to the well known sparse coding model. An early attempt named Learned Iterative Shrinkage Thresholding Algorithm (LISTA) \cite{7} proposed to unfold the Iterative Shrinkage-Thresholding Algorithm (ISTA) using deep neural networks with learnable weights, whose requisite numbers of iterations to obtain similar estimation results are one or two orders of magnitude less than that of ISTA. There are also another kind of learning-based ISTA called ISTA-Net \cite{8} and some improved versions of LISTA, such as TISTA \cite{9}, Step-LISTA \cite{10}, LISTA-AT \cite{11}, and GLISTA \cite{12}. Although the deep unfolding technique is promising \cite{13}, there is no learning-based approach that can deal with nonlinear cases due to the complexity caused by nonlinearity. As a more generalized case of (1), the sparse recovery problem over nonlinear dictionaries also gains some attention \cite{14, 15}. However, those deep unfolding methods are not directly applicable to nonlinear dictionaries due to the different formulation.

In this paper, we aim to exploit the idea of unfolding classical iterative algorithms as deep neural networks with learnable weights to solve the sparse nonlinear regression problem. To the best of our knowledge, our proposed Nonlinear Learned Iterative Shrinkage Thresholding Algorithm (NLISTA) is the first deep sparse learning network for the sparse nonlinear regression problem. We provide theoretical analysis to show that under mild conditions, there exists a set of parameters for the deep neural network that could ensure NLISTA converges at a linear rate to the ground truth solution. Experimental results on synthetic data corroborate our theoretical results and show our method outperforms state-of-the-art sparse nonlinear regression algorithms.

2 Algorithm Description

The iterative step of the SpaRSA method \cite{6} \cite{2} can be formulated as:

$$x^{(t+1)} = \eta(x^{(t)}) - \frac{1}{\alpha(t)} \nabla L(x^{(t)}) \frac{\lambda}{\alpha(t)} \tag{2}$$

where $t$ represents the $t$-th iteration, $\eta(u, a) := \text{sign}(u) \max \{|u| - a, 0\}$ is the soft thresholding function, $L(x) := \frac{1}{2} \|y - f(Ax)\|_2^2$ is the least square loss function, $\lambda$ is a scalar representing the $\ell_1$-regularization parameter and $\alpha(t)$ is a constant larger than the largest eigenvalue of $\nabla^2 L(x^{(t)})$. $\nabla$ represents the gradient and $\nabla^2$ represents the Hessian matrix. Based on the relationship between $\nabla L(x^{(t)})$ and $\nabla f(Ax^{(t)})$,

$$\nabla L(x^{(t)}) = A^T \nabla f(Ax^{(t)}) (f(Ax^{(t)}) - y), \tag{3}$$

we convert (2) to:

$$x^{(t+1)} = \eta(x^{(t)}) + \frac{1}{\alpha(t)} A^T \nabla f(Ax^{(t)}) (y - f(Ax^{(t)})) \frac{\lambda}{\alpha(t)} \tag{4}$$

Furthermore, we propose the Nonlinear Learned Iterative Shrinkage Thresholding Algorithm (NLISTA), whose iterative step can be formulated as:

$$x^{(t+1)} = \eta(x^{(t)}) + \beta^{(t)} W^{(t)} \gamma^{(t)} \nabla f(Ax^{(t)}) (y - f(Ax^{(t)})) \theta^{(t)} \tag{5}$$
where $W^{(t)} \in \mathbb{R}^{m \times n}$, $\beta^{(t)} \in \mathbb{R}$ and $\theta^{(t)} \in \mathbb{R}$ are free parameters to train, and $\gamma^{(t)} \in \mathbb{R}$ is defined as:

$$
\gamma^{(t)} = \begin{cases} 
1 & \|\nabla f(Ax^{(t)})(y - f(Ax^{(t)}))\|_2 \leq 1 \\
\|\nabla f(Ax^{(t)})(y - f(Ax^{(t)}))\|_2^{-1}, & \text{otherwise.}
\end{cases}
$$

The network architecture of NLISTA is illustrated in Fig.1, which remains the recurrent neural network structure.

The effect of $\gamma^{(t)}$, which is not trainable, is to restrict the product of the gradient item $\nabla f(Ax^{(t)})$ and the residual item $y - f(Ax^{(t)})$ when the product is too large. The item $(W^{(t)})^T \gamma^{(t)} \nabla f(Ax^{(t)})(y - f(Ax^{(t)}))$ represents the updating direction, which is supposed to be close to zero when the $\ell_2$-norm of the residual item is small enough. So the product of the gradient item and the residual item will not be normalized if the norm of the product is small enough, where we let $\gamma^{(t)}$ equal one.

The effect of $W^{(t)}$ can be viewed as adjusting the updating direction based on the training data. The item $\beta^{(t)}$ can be treated as the updating step size, whose effect is similar to the item $\frac{1}{\alpha^{(t)}}$ in the SpaRSA method. Since the SpaRSA method may converge too slow if $\alpha^{(t)}$ is too large and may not be able to converge to the global optimal solution if $\alpha^{(t)}$ is too small, the step size is set to be trainable in NLISTA considering its great influence on the convergence property.

As the regularization parameter, $\lambda$ has a significant impact on the sparsity degree of the results. Due to the effect of the shrinkage thresholding function, the output of the SpaRSA method will be sparser when $\lambda$ is set larger. However, it is hard to set a proper regularization parameter to attain a certain sparsity degree of the outputs which is supposed to be consistent with the data. In NLISTA, we let the threshold value $\frac{1}{\alpha^{(t)}}$ be trainable and denote it as $\theta^{(t)}$, which means that the regularization parameter, as well as the sparsity degree of the outputs, is determined by the data instead of human intervention. As a result, a more suitable threshold value of each iteration will be chosen in NLISTA.

Experiment results in Fig.2 illustrate that the performance of NLISTA is much better than existing state-of-the-art algorithms. Concretely, NLISTA does not only converge faster but also has a much smaller recovery error.
3 Convergence Analysis

In this section, we analyze the convergence property of NLISTA. We first state two following assumptions on samples and dictionary matrices before presenting the main theorem.

Assumption 1. The sparse vector $x^*$ and the exogenous noise $\varepsilon$ belong to the following sets:

$$
\Omega_x(c_x, s) \triangleq \left\{ x^* \in \mathbb{R}^n \big| \|x^*\|_\infty \leq c_x, \|x^*\|_0 \leq s \right\},
$$

$$
\Omega_\varepsilon(\sigma) \triangleq \left\{ \varepsilon \in \mathbb{R}^m \big| \|\varepsilon\|_1 \leq \sigma \right\},
$$

where $c_x > 0$, $s > 0$ and $\sigma > 0$ are constants.

Therefore, there are upper bounds for each value of $x^*$, the amount of the non-zero elements, and the $\ell_1$-norm of $\varepsilon$, which are actually common conditions.

Assumption 2. The dictionary matrix $A$ belongs to the following set:

$$
\Omega_A \triangleq \left\{ A \in \mathbb{R}^{m \times n} \big| A_i^T A_i = 1, \max_{i \neq j} |A_i^T A_j| < 1, \ i, j = 1, 2, \cdots, n \right\},
$$

where $A_i$ represents the $i$th column of $A$.

Therefore, the dictionary matrix $A$ is required to be column normalized and constrained in the column correlation. Then, we need to introduce the following lemmas as the preparation for the main theorem.

Lemma 1. Lagrange mean value theorem. If $f(\cdot)$ is continuously differentiable in $[-c_x, c_x]$, then for any $t$, there exists $\xi(t) \in \mathbb{R}^m$ subject to

$$
f(Ax^*) - f(Ax^{(t)}) = \nabla f(\xi(t))(Ax^* - Ax^{(t)}).
$$

Since the nonlinear function $f(\cdot)$ is element-wise, the Lagrange mean value theorem will hold when $f(\cdot)$ is continuously differentiable in $[-c_x, c_x]$. For expression simplicity, hereinafter all $\xi^t$ used in equations satisfy (10).

Lemma 2. If $f(\cdot)$ is continuously differentiable in $[-c_x, c_x]$, the gradient of $f(\cdot)$ is nonzero for any $x \in [-c_x, c_x]$, Assumption 1 holds and Assumption 2 holds, then $\Omega_W^{(t)}$ is not an empty set, where

$$
\Omega_W^{(t)} \triangleq \left\{ W \in \mathbb{R}^{m \times n} \big| \beta^{(t)}\gamma^{(t)} W_i^T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)}) A_i = 1, \right.
$$

$$
\max_{i \neq j} |\beta^{(t)}\gamma^{(t)} W_i^T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)}) A_j| < 1, i, j = 1, \cdots, n \}.
$$

The proof of Lemma 2 can be found in the supplementary. Lemma 2 actually describes a specific matrix set which is critical for the following theorem.
Lemma 3. If \( f(\cdot) \) is continuously differentiable in \([-c_x, c_x], x^{(0)} = 0, \{x^{(t)}\}_{t=1}^{\infty} \) are generated by (5), Assumption 1 holds, and \( \theta^{(t)} \geq \mu_1^{(t)} \|x^* - x^{(t)}\|_1 + \mu_2^{(t)} \sigma \), then

\[
x_i^{(t)} = 0, \quad \forall i \notin S, \quad \forall t \geq 0,
\]

where

\[
\begin{align*}
\mu_1^{(t)} &= \max_{i \notin S} \beta^{(t)}(\gamma^{(t)}) W_i^T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)}) A_j, \\
\mu_2^{(t)} &= \max_{i} \|\beta^{(t)}(\gamma^{(t)}) W_i^T \nabla f(Ax^{(t)})\|_1, i, j = 1, 2, \cdots, n,
\end{align*}
\]

and \( S \triangleq \{i \mid x_i^* \neq 0\} \) is the support set of \( x^* \).

The proof of Lemma 3 can be found in the supplementary. Lemma 3 actually describes a simple fact that some elements of each iteration output will keep zero as long as the shrinking threshold is large enough. And the specific constants defined in Lemma 3 \( \mu_1^{(t)} \) and \( \mu_2^{(t)} \) will be used in the following theorem and are critical for the theorem proof. Contrasting the constants definitions and the matrix set constraints in Lemma 2 we can find that the constants are some kind of evaluation of the learned matrix \( W \), which are expected to be as small as possible.

We now are ready to introduce following main theorem about the convergence property of NLISTA.

Theorem 1. If \( f(\cdot) \) is continuously differentiable in \([-c_x, c_x], x^{(0)} = 0, \{x^{(t)}\}_{t=1}^{\infty} \) are generated by (5), then there exists a set of parameters \( \{W^{(t)}, \theta^{(t)}\}_{t=0}^{\infty} \) where \( W^{(t)} \in \Omega_W^{(t)} \) and \( \theta^{(t)} \geq \mu_1^{(t)} \|x^* - x^{(t)}\|_1 + \mu_2^{(t)} \sigma \) for any \( t \geq 0 \), such that

\[
\|x^{(t)} - x^*\|_2 \leq sc_x q^t + 2sc_x \sigma, \quad \forall t = 0, 1, \cdots,
\]

where \( q \) and \( c_x \) are constants that depend on \( \{\mu_1^{(t)}\}_{t=0}^{\infty}, \{\mu_2^{(t)}\}_{t=0}^{\infty} \) and \( s \). \( q \in (0, 1) \) if \( s \) is sufficiently small, and \( c_x > 0 \). The definitions are omitted due to space limitations and can be found in the arXiv version of the paper. Note that the t in \( q^t \) is the exponent.

If \( \sigma = 0 \), (14) reduces to

\[
\|x^{(t)} - x^*\|_2 \leq sc_x q^t, \quad \forall t = 0, 1, \cdots.
\]

The proof of Theorem 1 can be found in the supplementary. Theorem 1 means that in the noiseless case, there exist parameters enabling the upper bound of the NLISTA estimation error to converge to zero at a \( q \)-linear rate with the number of layers going to infinity. As a result of the convergence property of the upper bound, the NLISTA estimation error also converges to zero quickly, which is validated by Figure 2(a).

Theorem 1 also demonstrates that the existence of the noise will increase the upper bound of the NLISTA estimating error. And the convergence speed of NLISTA under noisy conditions is also linear, which is illustrated in Figure 2(b).

Due to the relationship between \( q \) and the upper bound of \( \|\nabla f(\cdot)\| \), we can derive that the upper bound of the estimating error will converge slower when the upper bound of \( \|\nabla f(\cdot)\| \) is larger based on Theorem 1. As a result, the performance of NLISTA is supposed to be better for the nonlinear function \( f(\cdot) \) whose supremum of \( \|\nabla f(\cdot)\| \) is smaller, which is validated by Table 1.
(a) Noiseless Case: SNR=∞
(b) Noisy Case: SNR=30dB
(c) Performance with ill-conditioned matrix

Figure 2: Validation of Theorem 1 and comparison among algorithms with different settings.

4 Experiments

To testify the effectiveness of NLISTA and validate our theorem, we conduct following experiments where the experiment settings and network training strategies most follow prior works [6][16][17].

To be more specific, we set $m = 250$ and $n = 500$. So the dimension of $x^*$, $y$ and $A$ is $500 \times 1$, $250 \times 1$ and $250 \times 500$. The elements of $A$ are sampled from Gaussian distribution with variance $\frac{1}{m}$, and each column of $A$ is normalized to have the unit $\ell_2$-norm, which ensures $A \in \Omega_A$. The matrix $A$ is fixed in each setting where different algorithms are compared. The elements of $x^*$ follow the Bernoulli distribution to be zero or non-zero with the probability being 0.1, and the non-zero elements of $x^*$ are sampled from the standard Gaussian distribution. The nonlinear function is set as $f(x) = 2x + \cos(x)$ which is same with [6][5]. Therefore, the nonlinear function is continuously differentiable, nonconvex and the gradient is always nonzero. The vector $y$ is generated as (1) where the noise $\varepsilon$ obeys the Gaussian distribution with a certain variance according to the signal-to-noise (SNR) ratio which is set infinity as default. So the setups ensure that there exists a constant $c_x$, a constant $s$ and a constant $\sigma$ subject to $\forall(x^*, \varepsilon) \in X(c_x, s, \sigma)$.

We randomly synthesize in-stream $x^*$, $\varepsilon$ and $y$ for training and validating. The training batch size is 64. The test set $\{x^*\}$ contains 1000 samples generated as described above, which is fixed for all tests in our simulations. All the compared networks have 16 layers and are trained from layer to layer in a progressive way same with [16][17]. For NLISTA, the front eleven layers are fixed when we train the last five layers. All learnable parameters are not shared among different layers in networks. The training loss function is $E \|x(t) - x^*\|_2^2$ The optimizer is Adam [18]. The learning rate is first initialized to be 0.001 and will then decrease to 0.0001 and finally decrease to 0.00002, if the validation loss does not decrease for 4000 iterations. To evaluate the recovery performance, we use the normalized mean square error (NMSE) in dB:

$$\text{NMSE}(x(t), x^*) = 10 \log_{10} \left( \frac{E \|x(t) - x^*\|_2^2}{E \|x^*\|_2^2} \right),$$

where $x(t)$ is the output of the t-th iteration and $x^*$ is the ground truth.

The baseline algorithms are SpaRSA[6], FISTA[2], FPCA [4], STELA[5] and LISTA[7]. The regularization parameter for each iterative algorithm is chosen specifically in each experiment. The detailed description of baseline algorithms and corresponding parameters can be found in the
supplementary. Other learned algorithms such as LAMP\cite{19}, LISTA-cpss\cite{16} and ALISTA\cite{17} are not compared with NLISTA because we find that they are not able to deal with nonlinear cases.

The experiment results under the noiseless condition are reported in Fig. 2(a), where NLISTA outperforms other algorithms significantly. Moreover, the results support Theorem 1 that there exists a set of parameters for NLISTA enabling the upper bound of the recovery error converges to zero at a linear rate.

The experiment results under the noisy condition are reported in Fig. 2(b), which demonstrate the robustness of NLISTA to deal with noisy cases and improvement compared to other algorithms. Contrasting the results of NLISTA in Fig. 2(b) with Fig. 2(a), the final recovery error converges exponentially to zero in the noiseless case and converges to a stationary level related with the noise-level in the noisy case, which validates the discussion about the influence of the noise after Theorem 1.

To demonstrate the robustness of NLISTA to deal with ill-conditioned matrices, we set the condition number of the matrix $A$ equalling to 50. In Figure 2(c), the results show that NLISTA still outperforms other algorithms significantly with the ill-conditioned matrices.

In order to explore the influence of nonlinear functions, we compare $f(x) = 10x + \cos(2x), f(x) = 10x + \cos(3x)$ and $f(x) = 10x + \cos(4x)$, where the main difference is the supremum of $|\nabla f(x)|$ and all gradients are nonzero for any $x$. In Table 1, the results show that the recovery error of NLISTA converges faster with the smaller supremum of $\nabla f(x)$, which supports the discussion about the upper bound of $|\nabla f(x)|$ after Theorem 1. The law also holds for other algorithms, which reveals the impact of nonlinear functions on algorithm performance for sparse nonlinear regression problems.

The experiment results of other algorithms are not displayed due to the space limitation and can be found in the arXiv version of the paper. The performance of NLISTA is always the best among all algorithms.

| $f(x)$ | $\sup(|\nabla f(x)|)$ | SpaRSA | FISTA | FPCA | STELA | LISTA | NLISTA |
|--------|----------------------|--------|------|------|-------|-------|-------|
| $10x + \cos(2x)$ | 12 | -14.0 | -17.4 | -14.2 | -13.5 | -19.7 | -35.7 |
| $10x + \cos(3x)$ | 13 | -13.2 | -16.5 | -13.4 | -12.7 | -16.8 | -32.2 |
| $10x + \cos(4x)$ | 14 | -12.4 | -15.3 | -12.5 | -11.8 | -15.7 | -28.4 |

$\sup(|\nabla f(x)|)$ represents the supremum of $|\nabla f(x)|$.

5 Conclusion

In this article, we first unfold the SpaRSA method to solve the sparse nonlinear regression problem, and we have proposed a new algorithm called NLISTA whose performance is better than existing state-of-art algorithms. Moreover, we have proved theoretically that there exists a set of parameters enabling NLISTA to converge linearly. The experiment results support our theorem and analysis and show that such parameters can be learned. We plan on dealing with the situation that the nonlinear function $f(\cdot)$ is not element-wise, where the gradient of the nonlinear function $f(\cdot)$ is more complicated.
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A Proof of Lemma 2

Proof. Since $f(\cdot)$ is an element-wise function, the gradient of $f(\cdot)$ is a diagonal matrix. And the gradient of $f(\cdot)$ is an invertible matrix because it is nonzero for any $x \in [-c_x, c_x]$. Let
\[
W \triangleq \frac{1}{\beta(t) \gamma(t)} (\nabla f(Ax(t)))^{-1}(\nabla f(\xi(t)))^{-1} A,
\]  
then we have
\[
W_i^{(t)T} = \frac{1}{\beta(t) \gamma(t)} A_i^T (\nabla f(\xi(t))^T)^{-1}(\nabla f(Ax(t))^T)^{-1}.
\]  
Since the gradient of $f(\cdot)$ is a diagonal matrix, we have
\[
W_i^{(t)T} = \frac{1}{\beta(t) \gamma(t)} A_i^T (\nabla f(\xi(t)))^{-1}(\nabla f(Ax(t)))^{-1},
\]  
which means
\[
\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\nabla f(\xi(t))A_j = A_i^TA_j.
\]  
Since Assumption 2 holds, we have
\[
\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\nabla f(\xi(t))A_i = 1, i = 1, 2, \ldots, n,
\]  
\[
\max_{i \neq j} |\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\nabla f(\xi(t))A_j| < 1, i, j = 1, 2, \ldots, n,
\]  
which means $W \in \Omega_W^{(t)}$. Thus $\Omega_W^{(t)}$ is not a empty set.

B Proof of Lemma 3

Proof. Since $x^{(0)} = 0$, $x_i^{(0)} = 0$ is satisfied for any $i \notin S$. Fixing $t$, and assuming $x_i^{(t)} = 0$ is satisfied for any $i \notin S$, we have
\[
x_i^{(t+1)} = \eta(x(t) + \beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))(y - f(Ax(t))), \theta(t))
\]
\[
= \eta(\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))(y - f(Ax(t))), \theta(t))
\]
\[
= \eta(\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))(f(Ax^t) - f(Ax(t))) + \beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\varepsilon, \theta(t))
\]  
Since Lemma 1 holds, we have
\[
x_i^{(t+1)} = \eta(\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\nabla f(\xi(t))(Ax^t - Ax(t)) + \beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\varepsilon, \theta(t)).
\]  
Since
\[
\mu_1^{(t)} = \max_{i \neq j} |\beta(t)\gamma(t)W_i^{(t)T} \nabla f(Ax(t))\nabla f(\xi(t))A_j|,
\]
\[ \mu_2^{(t)} = \max_i \| \beta^{(t)} \gamma^{(t)} W_i^{(t)} \nabla f(Ax^{(t)}) \|_1, \]  
and
\[ \theta^{(t)} = \mu_1^{(t)} \| x^* - x^{(t)} \|_1 + \mu_2^{(t)} \sigma, \]  
we have
\[ | \beta^{(t)} \gamma^{(t)} W_i^{(t)} \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(Ax^* - Ax^{(t)}) + | \beta^{(t)} \gamma^{(t)} W_i^{(t)} \nabla f(Ax^{(t)}) \varepsilon | \]
\[ \leq | \sum_{j \in S} \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)}) A_j (x_j^* - x_j^{(t)}) | + | \beta^{(t)} \gamma^{(t)} W_i^{(t)} \nabla f(Ax^{(t)}) \varepsilon | \]
\[ \leq \sum_{j \in S} | \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)}) A_j (x_j^* - x_j^{(t)}) | + \| \beta^{(t)} \gamma^{(t)} W_i^{(t)} \nabla f(Ax^{(t)}) \|_1 \| \varepsilon \|_1 \]
\[ \leq \mu_1^{(t)} \| x^* - x^{(t)} \|_1 + \mu_2^{(t)} \sigma \]
\[ \leq \theta^{(t)}, \]
which implies that \( x_i^{(t+1)} = 0 \) for any \( i \notin S \). By induction, we have
\[ x_i^{(t)} = 0, \quad \forall i \notin S, \quad \forall t \geq 0. \]

\[ \square \]

C Proof of Theorem 1

Proof. Let \( \partial \ell_1(x) \) represent the sub-gradient of \( \| x \|_1 \) which is a set defined component-wise:
\[ \partial \ell_1(x)_i = \begin{cases} \{ \text{sign}(x_i) \} & \text{if } x_i \neq 0, \\ [-1, 1] & \text{if } x_i = 0. \end{cases} \]  
For any \( i \in S \), we have
\[ x_i^{(t+1)} = \eta(x_i^{(t)} + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(Ax^* - Ax^{(t)}) + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \varepsilon, \theta^{(t)}) \]
\[ \in x_i^{(t)} + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(Ax^* - Ax^{(t)}) + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \varepsilon - \theta^{(t)} \partial \ell_1(x_i^{(t+1)}). \]

We can let \( W^{(t)} \in \Omega_W^{(t)} \) because of Lemma 2, then we have
\[ x_i^{(t)} + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(Ax^* - Ax^{(t)}) \]
\[ = x_i^{(t)} + \sum_{j \in S, j \neq i} \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(A_j x_j^* - A_j x_j^{(t)}) + (x_i^* - x_i^{(t)}) \]
\[ = x_i^* + \sum_{j \in S, j \neq i} \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(A_j x_j^* - x_j^{(t)}). \]

Then, we have
\[ x_i^{(t+1)} - x_i^* \in \sum_{j \in S, j \neq i} \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})(A_j x_j^* - x_j^{(t)}) + \beta^{(t)} \gamma^{(t)} W_i^{(t)} T \nabla f(Ax^{(t)}) \varepsilon - \theta^{(t)} \partial \ell_1(x_i^{(t+1)}) \]
(29)
By the definition of $\partial \ell_1(x)$, we have
\[
|x_i^{(t+1)} - x_i^*| \leq \sum_{j \in S, j \neq i} |\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})A_j|| (x_j^* - x_j^{(t)})| + |\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)}) \varepsilon| + \theta(t)
\] (30)

Since
\[
\mu_1^{(t)} = \max_{i \neq j} |\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)}) \nabla f(\xi^{(t)})A_j|, i, j = 1, 2, \ldots, n,
\] (31)

and
\[
\mu_2^{(t)} = \max_i \|\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)})\|_1, i = 1, 2, \ldots, n,
\] (32)

we have
\[
|x_i^{(t+1)} - x_i^*| \leq \mu_1^{(t)} \sum_{j \in S, j \neq i} |(x_j^* - x_j^{(t)})| + |\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)}) \varepsilon| + \theta(t)
\]
\[
\leq \mu_1^{(t)} \sum_{j \in S, j \neq i} |(x_j^* - x_j^{(t)})| + \|\beta(t)\gamma(t)W_i^{(t)}T \nabla f(Ax^{(t)})\|_1 \|\varepsilon\|_1 + \theta(t)
\]
\[
\leq \mu_1^{(t)} \sum_{j \in S, j \neq i} |x_j^* - x_j^{(t)}| + \mu_2^{(t)} \sigma + \theta(t)
\]

Let
\[
\theta(t) = \mu_1^{(t)} \|x^* - x^{(t)}\|_1 + \mu_2^{(t)} \sigma,
\] (33)

then Lemma 3 implies
\[
\|x^{(t+1)} - x^*\|_1 = \sum_{i \in S} |x_i^{(t+1)} - x_i^*|.
\] (34)

Thus,
\[
\|x^{(t+1)} - x^*\|_1 \leq \sum_{i \in S} (\mu_1^{(t)} \sum_{j \in S, j \neq i} |x_j^* - x_j^{(t)}| + \mu_2^{(t)} \sigma + \theta(t))
\]
\[
= \mu_1^{(t)} (s - 1)\|x^{(t)} - x^*\|_1 + s(\mu_2^{(t)} \sigma + \theta(t))
\]
\[
= \mu_1^{(t)} (2s - 1)\|x^{(t)} - x^*\|_1 + 2s\mu_2^{(t)} \sigma.
\]

Let
\[
\tilde{\mu}_1^{(t)} = \max(\mu_1^{(0)}, \mu_1^{(1)}, \ldots, \mu_1^{(t)}),
\] (35)

and
\[
\tilde{\mu}_2^{(t)} = \max(\mu_2^{(0)}, \mu_2^{(1)}, \ldots, \mu_2^{(t)}),
\] (36)

then we have
\[
\|x^{(t+1)} - x^*\|_1 \leq (\tilde{\mu}_1^{(t)} (2s - 1))^{t+1}\|x^0 - x^*\|_1 + 2s\tilde{\mu}_2^{(t)} \sigma \sum_{i=0}^{t} (\tilde{\mu}_1^{(2s - 1)})^i.
\] (37)

Since $x^{(0)} = 0$, and $x^* \in \Omega_x(c_x, s)$, we have
\[
\|x^{(t+1)} - x^*\|_1 \leq (\tilde{\mu}_1^{(t)} (2s - 1))^{t+1}sc_x + 2s\tilde{\mu}_2^{(t)} \sigma \sum_{i=0}^{t} (\tilde{\mu}_1^{(2s - 1)})^i.
\] (38)
Since $W^{(t)} \in \Omega_{W}^{(t)}$, we have $\mu_{1}^{(t)} < 1$ for any $t \geq 0$. Thus $\tilde{\mu}_{1}^{(t)} < 1$. With $q = \hat{\mu}_{1}^{(t)} (2s - 1)$, and $c_{\varepsilon} = \mu_{2}^{(t)} \sum_{i=0}^{t} (\hat{\mu}_{1}^{(t)} (2s - 1))^i$, we have

$$
\|x^{(t+1)} - x^*\|_2 \leq \|x^{(t+1)} - x^*\|_1 \leq q^{t+1} s c_{\varepsilon} + 2 c_{\varepsilon} s \sigma,
$$

where $q \in (0, 1)$ when $s \in [1, \frac{1}{2} (\hat{\mu}_{1}^{(t)} - 1)]$.

\[\square\]

**D The Details of Baseline Algorithms**

The SpaRSA (Sparse Reconstruction by Separable Approximation) method with the line search procedure to choose $\alpha^{(t)}$ is given in Algorithm 1, which avoids calculating the eigenvalues of $\nabla^2 L(x^{(t)})$. We take $\eta = 2$, $\xi = 10^{-5}$ and $M = 0$ in our experiments, whose effect on the experimental results is not significant. We take $\lambda = 0.5$ for $f(x) = 2x + \cos(x)$, $\lambda = 11$ for $f(x) = 10x + \cos(2x)$, $\lambda = 12$ for $f(x) = 10x + \cos(3x)$, and $\lambda = 12$ for $f(x) = 10x + \cos(4x)$, which are almost the optimal choices.

---

**Algorithm 1:** The SpaRSA (Sparse Reconstruction by Separable Approximation) method

**Input**: dictionary matrix $A$, vector $y$, regularization parameter $\lambda > 0$, nonlinear function $f(x)$, error function $L(x) := \frac{1}{2} \|y - f(Ax)\|^2_2$, loss function $\phi(x) := L(x) + \lambda \|x\|_1$, update factor $\eta > 1$, constant $\xi > 0$, constant $M \geq 0$, and maximum iteration $T > 0$

**Initialization**: set $x^{(0)} \leftarrow 0$

1. for $t = 0, 1, \cdots, T - 1$
2. 
   1. Choose $\alpha^{(t)}$ according to Algorithm 2
   2. $x^{(t+1)} \leftarrow \eta (x^{(t)} - \frac{1}{\alpha^{(t)}} \nabla L(x^{(t)}), \frac{\lambda}{\alpha^{(t)}})$
   3. while $\phi(x^{(t+1)}) > \max_{max(t-M,0) \leq j \leq t} \{ \phi(x^{(j)}) - \xi \frac{\alpha^{(j)}}{2} \|x^{(t+1)} - x^{(t)}\|^2_2 \}$ do
   4. 
       1. $\alpha^{(t)} \leftarrow \eta \alpha^{(t)}$
       2. $x^{(t+1)} \leftarrow \eta (x^{(t)} - \frac{1}{\alpha^{(t)}} \nabla L(x^{(t)}), \frac{\lambda}{\alpha^{(t)}})$
   5. end
3. end

**Output**: $x^{(T)}$

---

**Algorithm 2:** The Barzilai-Borwein (BB) spectral approach for choosing $\alpha^{(t)}$

**Input**: iteration counter $t$, $x^{(t)},x^{(t-1)}$ and error function $L(x)$

**Initialization**: Let $\delta^{(t)} \leftarrow x^{(t)} - x^{(t-1)}$ and $g^{(t)} \leftarrow \nabla L(x^{(t)}) - \nabla L(x^{(t-1)})$

1. if $t = 0$
   1. Output: $\alpha^{(t)} \leftarrow 1$
2. else
   1. Output: $\alpha^{(t)} \leftarrow \frac{\delta^{(t)} g^{(t)}}{(g^{(t)})^T g^{(t)}}$ or $\alpha^{(t)} \leftarrow \frac{(\delta^{(t)})^T g^{(t)}}{(g^{(t)})^T g^{(t)}}$
3. end
The fast iterative soft thresholding algorithm (FISTA) with the line search procedure to choose \( \alpha(t) \) is given in Algorithm 3. We take \( \eta = 2, \xi = 10^{-5} \) and \( M = 0 \) in our experiments, whose effect on the experimental results is not significant. We take \( \lambda = 0.4 \) for \( f(x) = 2x + \cos(x) \), which is almost the optimal choice.

The fixed point continuation algorithm (FPCA) with the line search procedure to choose \( \alpha(t) \) is given in Algorithm 4. We take \( \eta = 2, \xi = 10^{-5} \) and \( M = 0 \) in our experiments, whose effect on the experimental results is not significant. We take \( \lambda = 0.5 \) for \( f(x) = 2x + \cos(x) \), \( \lambda = 8 \) for \( f(x) = 10x + \cos(2x) \), \( \lambda = 9 \) for \( f(x) = 10x + \cos(3x) \), and \( \lambda = 10 \) for \( f(x) = 10x + \cos(4x) \), which are almost the optimal choices.

The iterative soft thresholding with line search algorithm (STELA) is given in Algorithm 5. We take \( \eta = 2, \xi = 10^{-5} \) and \( M = 0 \) in our experiments, whose effect on the experimental results is not significant. We take \( \lambda = 0.5 \) for \( f(x) = 2x + \cos(x) \), \( \lambda = 11 \) for \( f(x) = 10x + \cos(2x) \), \( \lambda = 13 \) for \( f(x) = 10x + \cos(3x) \), and \( \lambda = 14 \) for \( f(x) = 10x + \cos(4x) \), which are almost the optimal choices.
**Algorithm 4: The Fixed Point Continuation Algorithm (FPCA)**

**Input**: dictionary matrix $A$, vector $y$, regularization parameter $\lambda > 0$, nonlinear function $f(x)$, error function $L(x) := \frac{1}{2} \| y - f(Ax) \|_2^2$, loss function $\phi(x) := L(x) + \lambda \| x \|_1$, update factor $\eta > 1$, constant $\xi > 0$, constant $M \geq 0$, constant $\gamma > 0$, and maximum iteration $T > 0$

**Initialization**: set $x^{(0)} \leftarrow 0$

1. for $t = 0, 1, \cdots, T - 1$
   2. Choose $\alpha^{(t)}$ according to Algorithm 2
   3. $x^{(t+1)} \leftarrow \eta (x^{(t)} - \frac{1}{\alpha^{(t)}} \nabla L(x^{(t)}), \frac{\lambda}{\alpha^{(t)}})$
   4. while $\phi(x^{(t+1)}) > \max_{\max(t-M,0) \leq j \leq t} \{ \phi(x^{(j)}) - \xi \frac{\alpha^{(t)}}{2} \| x^{(t+1)} - x^{(t)} \|_2^2 \}$ do
      5. $\alpha^{(t)} \leftarrow \eta \alpha^{(t)}$
      6. $x^{(t+1)} \leftarrow \eta (x^{(t)} - \frac{1}{\alpha^{(t)}} \nabla L(x^{(t)}), \frac{\lambda}{\alpha^{(t)}})$
   7. end
   8. if $\| x^{(t+1)} - x^{(t)} \|_2 < \gamma$ then
      9. $\lambda \leftarrow 0.5 \lambda$
     10. $\gamma \leftarrow 0.5 \gamma$
   11. end
12. end

**Output**: $x^{(T)}$

**Algorithm 5: The iterative Soft ThrEsholding with Line search Algorithm (STELA)**

**Input**: dictionary matrix $A$, vector $y$, regularization parameter $\lambda > 0$, nonlinear function $f(x)$, error function $L(x) := \frac{1}{2} \| y - f(Ax) \|_2^2$, loss function $\phi(x) := L(x) + \lambda \| x \|_1$, update factor $\eta > 1$, constant $\xi > 0$, constant $\beta \in (0, 1)$, and maximum iteration $T > 0$

**Initialization**: set $x^{(0)} \leftarrow 0$, $\gamma^{(0)} \leftarrow 1$

1. for $t = 0, 1, \cdots, T - 1$
   2. Choose $\alpha^{(t)}$ according to Algorithm 2
   3. $x_{\text{dir}} \leftarrow \eta (x^{(t)} - \frac{1}{\alpha^{(t)}} \nabla L(x^{(t)}), \frac{\lambda}{\alpha^{(t)}})$
   4. while $L(x^{(t)} + \gamma^{(t)} (x_{\text{dir}} - x^{(t)})) + \lambda ((1 - \gamma^{(t)}) \| x^{(t)} \|_1 + \gamma^{(t)} \| x_{\text{dir}} \|_1) > \phi(x^{(t)}) + \xi \gamma^{(t)} (\nabla L(x^{(t)}))^T (x_{\text{dir}} - x^{(t)}) + \lambda (\| x_{\text{dir}} \|_1 - \| x^{(t)} \|_1)$ do
      5. $\gamma^{(t)} \leftarrow \beta \gamma^{(t)}$
   6. end
   7. $x^{(t+1)} = x^{(t)} + \gamma^{(t)} (x_{\text{dir}} - x^{(t)})$
8. end

**Output**: $x^{(T)}$