Spectrum-based stability analysis and stabilization of a class of time-periodic time delay systems
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We develop an eigenvalue-based approach for the stability assessment and stabilization of linear systems with multiple delays and periodic coefficient matrices. Delays and period are assumed commensurate numbers, such that the Floquet multipliers can be characterized as eigenvalues of the monodromy operator and by the solutions of a finite-dimensional non-linear eigenvalue problem, where the evaluation of the characteristic matrix involves solving an initial value problem. We demonstrate that such a dual interpretation can be exploited in a two-stage approach for computing dominant Floquet multipliers, where global approximation is combined with local corrections. Correspondingly, we also propose two novel characterizations of left eigenvectors. Finally, from the nonlinear eigenvalue problem formulation, we derive computationally tractable expressions for derivatives of Floquet multipliers with respect to parameters, which are beneficial in the context of stability optimization. Several numerical examples show the efficacy and applicability of the presented results.
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1. Introduction

Linear time-periodic delay differential equations appear in mathematical models for a variety of dynamical systems including machining processes such as milling, they describe periodic control strategies such as act-and-wait control in the presence of feedback delays, and they appear in the local stability analysis of periodic solutions of systems governed by nonlinear delay differential equations. We refer to [21, 8, 2] and reference therein for an overview.

In this paper we consider linear time-periodic systems with multiple delays, described by model

\[
\dot{x}(t) = \sum_{j=0}^{h} A_j(t)x(t - \tau_j),
\]
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where $h \in \mathbb{N}$, state variable $x(t) \in \mathbb{R}^d$, and functions $A_j : \mathbb{R} \to \mathbb{R}^{d \times d}$, $t \mapsto A_j(t)$ are smooth and $T$-periodic, for $j = 0, \ldots , h$. The period satisfies $T > 0$ and the delays are sorted in increasing order such that $0 = \tau_0 < \tau_1 < \cdots < \tau_h$. Throughout the paper we address the case where the time-delays and period are commensurate. More precisely, we make the following assumption.

**Assumption 1.** There exist real number $\Delta > 0$, integers $N$ and $n_j$, for $j = 1, \ldots , h$ such that the period and delays satisfy

$$T = N\Delta , \quad \tau_j = n_j\Delta , \quad j = 1, \ldots , h.$$  

The stability of the zero solution of (1) can be inferred from the location of the Floquet multipliers, which are eigenvalues of the monodromy operator. As we shall see, under Assumption 1 the Floquet multipliers can alternatively be characterized by the solutions of a finite-dimensional nonlinear eigenvalue problem, where the evaluation of the product of the so-called characteristic matrix with a vector involves the solution of an initial value problem for an ordinary differential equation; see [22, 7] for an overview of properties and methods for generic nonlinear eigenvalue problems, and [18, 21] and the references therein for characteristic matrices of periodic time-delay systems. This result generalizes Theorem 2.1 of [20] where scalar systems with one delay are considered. We also refer to [10, 12], where the one-delay case with $T = \tau_1$ is considered and the nonlinear eigenvalue problem is expressed in terms of Floquet exponents, rather than Floquet multipliers.

Several methods have been proposed in the literature to approximate Floquet multipliers by discretizing the monodromy operator. The semi-discretization approach [9] is based on approximating the delays by sawtooth functions, in such a way that the stability of the approximate system can be inferred from the stability a higher-order differential equation in discrete time. Another frequently used discretization technique consists of approximating the monodromy operator using (pseudo)spectral collocation, variants of which have been proposed in [2, 4, 6, 19] and in [2, Chapter 6]. In this paper, a spectral discretization based on spline collocation is adopted, so that the approximation of the eigenvalues is consistent with solving the boundary value problem, induced by the nonlinear eigenvalue problem formulation. This results in a standard or polynomial eigenvalue problem for which both a direct solver, and, for large-scale problems, an Arnoldi type algorithm are proposed.

At the same time, the nonlinear eigenvalue problem formulation or, equivalently, the characteristic matrix formulation, allows to compute the Floquet multipliers by applying iterative solvers for systems of nonlinear equations, see [10] and the references therein. As a first main contribution, this leads us to a novel two-stage approach for efficiently and reliably computing dominant Floquet multipliers. First, multiple Floquet multiplier approximations are obtained by discretizing the monodromy operator and solving the resulting eigenvalue problem. The advantage lies in the fact that multiple Floquet multiplier approximations are found, yielding a more than local picture about the distribution of the spectrum. Subsequently, the eigenvalues and eigenvectors are used as starting values for Broyden’s method applied to the nonlinear eigenvalue problem formulation. The latter allows us to significantly increase accuracy of individual Floquet
multiplier approximations and at the same time remove spurious eigenvalues. Conceptually similar to the stability assessment of equilibria of autonomous linear time-delay system in [11] and in the package DDE-BIFTOOL [19], this two-stage approach of global approximation and local correction exploits the dual interpretation of the Floquet multipliers, arising from either an infinite-dimensional linear or a finite-dimensional nonlinear eigenvalue problem. Finally, it should be pointed out that the approach of locally solving a nonlinear system of equations derived from the characteristic matrix has also been successfully used to compute bifurcations of periodic solutions of parametrized nonlinear time-periodic systems in article [21], which is from a methodological point of view closely related to the software package PDDE-CONT.

As a second main contribution, we provide a dual characterization of left eigenvectors of the characteristic matrix, in terms of right eigenvectors of a “transposed” nonlinear eigenvalue problem, and in terms of right eigenfunctions of the monodromy operator corresponding to a “transposed” periodic time-delay system of (1), whose construction involves both taking the transpose and a linear transformation of the argument of coefficient matrices $A_j(t)$, $j = 0, \ldots, h$. This allows us to trivially extend the presented methods for computing right eigenvectors to left eigenvectors. It also avoids the construction of the full characteristic matrix, in order to compute a left eigenvector corresponding to an already computed Floquet multiplier.

As a third main contribution, we show that the nonlinear eigenvalue problem formulation allows to characterize and compute derivatives of simple Floquet multipliers with respect to parameters, by solving a related variational equation. This approach has potential to the initialization of the deflated Broyden’s method in [10]. As we shall illustrate, it is particularly beneficial in the context of stability optimization and for the design of stabilizing controllers, as it can be employed as basis of an algorithm for minimizing the spectral radius of the monodromy operator. Existing approaches include [17, 12], where the monodromy operator is discretized by semi-discretization and by spectral collocation, respectively (see also [13] for pole placement based on a discretization of the monodromy operator by a Runge-Kutta time-stepping scheme). The proposed technique improves these methods in two ways. First, the computation of both objective function and derivatives is at the level of the nonlinear eigenvalue problem, serving for local corrections in the aforementioned two-stage approach, while the existing techniques are based on discretizing the (parametrized) system in a preliminary step. Second, the reliability and efficiency of the optimization process is improved by employing derivatives of the objective function.

The structure of this paper is as follows. In section 2 the spectral properties of system (1) are addressed, focusing on the characterization of Floquet multipliers in terms of a nonlinear eigenvalue problem. In section 3 algorithms for computing Floquet multipliers and their right eigenvector are presented, which are tightly linked to the dual interpretation of Floquet multipliers. Characterizations of left eigenvectors are presented in section 4. Section 5 is devoted to the sensitivity analysis of the Floquet multipliers, with application to the design of stabilizing controllers. Section 6 illustrates the efficacy of the novel approach on numerical experiments. The conclusion are presented in section 7.
Notations. We denote by $\otimes$, the Kronecker product, by $k \mod N$, the remainder after the division of $k$ by $N$; by $\lfloor k/N \rfloor$ the rounding to the largest integer, which does not exceed $k/N$; and by $\lceil k/N \rceil$ the rounding to the smallest integer which is not less than $k/N$.

The transpose and the complex conjugate transpose of $p$ are respectively denoted by $p^T$, and $p^*$. $\bar{\nu}$ denotes the complex conjugate of $\nu \in \mathbb{C}$.

2. Spectral properties and stability

In section 2.1 we briefly review, based on [8, Chapter 8], the Floquet theory for linear periodic delay differential equations, which infers the stability properties of system (1) from the solutions of an infinite-dimensional linear eigenvalue problem corresponding to the monodromy operator. In section 2.2 we show that the eigenvalues of this operator can alternatively be obtained from a finite-dimensional nonlinear eigenvalue problem.

2.1. Preliminaries: the infinite-dimensional linear eigenvalue problem

In order to define a solution of (1) it is not sufficient to specify $x$ at the starting time yet in general a function segment over a time-interval of length $\tau_h$ is needed. More precisely, for any initial function $\varphi \in X$, where $X = C([-\tau_h, 0], \mathbb{C}^d)$ and $t_0 \in \mathbb{R}$, the initial value problem

$$
\begin{cases}
\dot{x}(t) = \sum_{j=0}^{h} A_j(t)x(t - \tau_j), & t \in [t_0, \infty) \\
x(t) = \varphi(t - t_0), & t \in [t_0 - \tau_h, t_0]
\end{cases}
$$

has a unique forward solution, which we denote by $x(t; t_0, \varphi)$. The corresponding state at time $t$, $t \geq t_0$, i.e. the minimal information to continue the solution is denoted by $x_t(\cdot; t_0, \varphi) \in X$, defined by

$$
x_t(\theta; t_0, \varphi) = x(t + \theta; t_0, \varphi), \quad \theta \in [-\tau_h, 0].
$$

The translation along the solutions is described by the solution operator $T(t_1, t_0) : X \to X$, parametrized by $t_0, t_1 \in \mathbb{R}$, $t_1 \geq 0$ and defined through the relation

$$
T(t_1, t_0) \varphi = x_{t_0+t_1}(\cdot; t_0, \varphi), \quad \varphi \in X.
$$

It can be shown that the spectrum of operator $T(T, t_0)$, with $T$ the period of functions $A_j$, is an at most countable compact set in the complex plane with zero as only possible accumulation point. The spectrum is independent of the choice of $t_0$ and all its nonzero elements are eigenvalues. Operator $T(T, 0)$ is called the monodromy operator and denoted by $\mathcal{U}$ in what follows. Hence, we have

$$
\mathcal{U} \varphi = x_T(\cdot; 0, \varphi), \quad \varphi \in X.
$$

The nonzero eigenvalues of the monodromy operator are called Floquet multipliers. By definition they satisfy the infinite-dimensional linear eigenvalue problem

$$
\mathcal{U} \varphi = \mu \varphi, \quad \mu \in \mathbb{C}, \quad \varphi \in X \setminus \{0\}.
$$
As the Floquet multipliers determine the growth/decay of solutions of (2) in time-interval of length $T$ and the system is $T$-periodic, they are important for stability assessment. In particular, the zero solution of (1) is asymptotically stable if and only if all Floquet multipliers have modulus strictly smaller than one. This motives the developments of algorithms for computing dominant Floquet multipliers.

A graphical interpretation of the action of the monodromy operator and its associated eigenvalue problem is given in Figure 1.

Figure 1: The monodromy operator translates function $\varphi \in C([-\tau_h, 0], \mathbb{R}^d)$ along the corresponding solution over a time-interval of length $T$. In both cases the depicted initial function $\varphi$ corresponds to an eigenfunction of $\mathcal{U}$.

2.2. The finite-dimensional nonlinear eigenvalue problem

We show that the Floquet multipliers can not only be obtained by solving infinite-dimensional linear eigenvalue problem (3), but also from the solutions of a finite-dimensional nonlinear eigenvalue problem. This dual interpretation plays a major role in the subsequent developments of the paper. We start with a technical lemma.

Lemma 1. Number $\mu \in \mathbb{C} \setminus \{0\}$ is a Floquet multipliers of system (1) if and only if there exists a continuous $C^{Nd}$-valued function, $q(s)$ with $q(0) \neq 0$, which satisfies the boundary value problem

$$
\begin{cases}
\dot{q}(s) = A(s, \mu)q(s), & s \in [0, 1], \\
n(1) = B(\mu)q(0),
\end{cases}
$$

where

$$B(\mu) = \begin{pmatrix} 0 & I_N \\ \mu & 0 \end{pmatrix} \otimes I_d,$$

and the differential is described by

$$\dot{q}_n(s) = \Delta \sum_{j=0}^{h} A_j ((s + n - 1)\Delta) \mu^{a_n - v_j} q_{b_{n-j}}(s), \quad n = 1, \ldots, N,$$  (5)

with

$$a_k = \left\lfloor \frac{k - 1}{N} \right\rfloor, \quad b_k = (k - 1) \text{ mod } N + 1,$$

such that $q(s) = (q_1^T(s) \cdots q_N^T(s))^T$. 
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A detailed proof is given in Appendix A. To sketch the idea behind one of the implications, consider the simplest case $h = N = n_1 = \Delta = 1$. Then a solution $x$, emanating at $t = 0$ from an eigenfunction $\varphi$ corresponding to Floquet multiplier $\mu$, satisfies

$$\dot{x}(t; 0, \varphi) = A_0(t)x(t; 0, \varphi) + A_1(t)\varphi(t) = A_0(t)x(t; 0, \varphi) + A_1(t)x(t; 0, \varphi)/(\mu)$$

for $t \in [0, 1]$, as well as $x(1; 0, \varphi) = \mu x(0; 0, \varphi)$. Setting $q(t) = x(t; 0, \varphi)$ yields equations of the form (4). A graphical illustration of the generalization is given in Figure 2.

Variable $s$ in (4) is a local coordinate inside each interval of length $\Delta$.

Denoting $v = q(0)$, conditions (4) can be rewritten in the form

$$\mathcal{N}(\mu)v = 0.$$  

(6)

Here, function $\mathcal{N} : \mathbb{C} \to \mathbb{C}^{Nd \times Nd}$ is analytic in $\mathbb{C} \setminus \{0\}$, and for a given value of $\mu$ and $v$ the matrix-vector product $\mathcal{N}(\mu)v$ is determined as follows,

$$\mathcal{N}(\mu)v = q(1) - B(\mu)v,$$

(7)

where $q$ is the solution of initial value problem

$$\begin{cases}
q(s) = A(s, \mu)q(s), & s \in [0, 1], \\
q(0) = v.
\end{cases}$$

(8)

Equation (6) can be interpreted as a nonlinear eigenvalue problem. The relation with the eigenvalue problem for the monodromy operator is clarified in the following theorem, which generalizes Theorem 2.1 of [20] to non-scalar systems with multiple delays.

**Theorem 2.** Let $\hat{\mu} \in \mathbb{C} \setminus \{0\}$. If the pair $(\hat{\mu}, \hat{\varphi})$ is a solution of the infinite-dimensional linear eigenvalue problem

$$\mathcal{U} \varphi = \mu \varphi, \ \mu \in \mathbb{C}, \ \varphi \in X \setminus \{0\},$$

(9)

then $(\hat{\mu}, \hat{v})$ is a solution of the finite-dimensional nonlinear eigenvalue problem

$$\mathcal{N}(\mu)v = 0, \ \mu \in \mathbb{C}, \ v \in \mathbb{C}^{Nd},$$

(10)
where \( \hat{v} = (v_1^T \cdots v_N^T)^T \) is determined by
\[
v_n = x((n-1)\Delta; 0, \hat{\phi}), \quad n = 1, \ldots, N. \tag{11}
\]

Conversely, if the pair \((\hat{\mu}, \hat{v})\) is a solution of (10), then \((\hat{\mu}, \hat{\phi})\) is a solution of (9), where
\[
\hat{\phi}(t) = \hat{\mu} \left\lfloor \frac{n-1}{N} \right\rfloor q((n-1)\Delta \mod N + 1 - \frac{(n-1)\Delta}{N}), \quad t \in ((n-1)\Delta, n\Delta], \quad n = -n_h + 1, \ldots, 0,
\]
with \( q(s) = (q_1^T(s) \cdots q_N^T(s))^T \) the solution of initial value problem (8) for \( v = \hat{v} \) and \( \mu = \hat{\mu} \).

**Proof.** The assertions follows from the constructions in the proof of Lemma 1. \( \square \)

The dimension of nonlinear eigenvalue problem (10) does not only depend on the system dimension \( d \) but also on the number \( N \) of \( \Delta \)-subintervals of \([0, T]\). The latter is minimized if \( \Delta \), in Assumption 1, is chosen as the greatest common divisor of \( \tau_1, \ldots, \tau_h \), and \( T \). We now present an example where \( N = 1 \).

**Example 1.** We consider system
\[
\dot{x}(t) = \sum_{j=0}^{h} A_j(t) x(t - j\tau) \tag{12}
\]
with \( T = \tau \). When taking \( \Delta = \tau \) we can express \( \mathcal{N}(\mu) v = q(1) - \mu v \), where \( q \) satisfies
\[
\begin{aligned}
\dot{q}(s) &= \tau \sum_{j=0}^{h} A_j(s\tau) \frac{q(j)}{\mu}, \quad s \in [0, 1], \\
q(0) &= v. \tag{13}
\end{aligned}
\]

Moreover, if system (12) is scalar, i.e. \( d = 1 \), \( \mathcal{N}(\mu) \) can be explicitly expressed in terms of the coefficients \( A_j(t) \) and we can derive a nonlinear equation for the Floquet multipliers. Indeed, if we let
\[
a_j = \int_0^1 \tau A_j(s\tau) ds = \int_0^{\tau} A_j(t) dt,
\]
then the solution of the differential equations in (13) is
\[
q(1) = \exp \left( \sum_{j=0}^{h} \mu^{-j} a_j \right) v.
\]

Hence, the Floquet multipliers correspond to the solutions of equation
\[
\exp \left( \sum_{j=0}^{h} \mu^{-j} a_j \right) - \mu = 0, \tag{14}
\]
which is in accordance to the characteristic equation for the Floquet exponents as defined in [8, Section 8.1].
3. Floquet multipliers computation and stability assessment

This section describes two techniques for computing dominant Floquet multipliers and stability assessment, outlined in Figure 3. The first one, discussed in section 3.1, approximates the Floquet multipliers by a spline collocation method, furnishing a global view of the monodromy operator spectrum, and, hence, detecting a guess of the largest Floquet multiplier in modulus. The second technique, analyzed in section 3.2, computes the Floquet multiplier in a neighborhood of an initial guess by Broyden’s method, a local root-finding method, where the accuracy of the computation depends on evaluating the matrix-vector product \( N(\mu)v \). Finally, section 3.3 discusses an algorithm for the computation of Floquet multipliers based on a combination of these techniques.

### Figure 3: Approach for computing dominant Floquet multipliers and stability assessment of (1).

The upper part illustrates the theoretical results of section 2 concerning the dual interpretation of Floquet multipliers in terms of eigenvalue problems. The lower part outlines the Floquet multipliers computation of section 3.

**3.1. Discretization the infinite-dimensional linear eigenvalue problem**

We derive a finite-dimensional linear eigenvalue problem, whose eigenvalues approximate Floquet multipliers. First we outline how approximate solutions of (1) in the form of a spline can be computed by collocation approach. Second, we show how these approximations induce a matrix approximation of the monodromy operator. The derivation is different from [2] and from [4] for the one-delay case, but the underlying ideas are the same. Third, in the spirit of Theorem 2 we show that the corresponding linear eigenvalue problem can also be obtained from a particular approximation of the nonlinear eigenvalue problem (10). The latter explains a particular choice of spline, in accordance with the subdivision of the interval \([-\tau_h, T]\) in intervals of length \(\Delta\). We conclude with some implementation aspects.

**Discretization of the initial value problem** We approximate a solution of (1) by a spline, which is piecewise defined on \(\Delta\)-subintervals by \(M\)-degree polynomials

\[
\{q_n^{M,N} \}_{n=-n_h+1}^{M+N},
\]
where polynomial \( q^M_n \) represents the approximation on the interval \([(n-1)\Delta, n\Delta)\). Without loss of generality, we assume that this \( \Delta \)-interval is scaled and shifted to the interval \([0, 1)\). Given a polynomial basis \( \{p_i\}_{i \in \mathbb{N}} \) in the interval \([0, 1]\), this spline approximation is uniquely determined by the coefficients \( c \) of the polynomials \((15)\),

\[
c = \begin{pmatrix} c_{-n_h+1} \\ \vdots \\ c_N \end{pmatrix}, \quad c_n = \begin{pmatrix} c_{0,n} \\ \vdots \\ c_{M,n} \end{pmatrix}, \quad n = -n_h + 1, \ldots, N,
\]

such that

\[
q^M_n(s) = \sum_{i=0}^{M} c_{i,n} p_i(s), \quad s \in [0, 1].
\] (16)

We note that the coefficient vector \((c^T_{-n_h+1} \cdots c^T_0)^T\) can be interpreted as a parametrization of the initial condition. Specifying this vector to the value \( c_\varphi \in \mathbb{R}^{n_h \times (M+1)} \) leads us to the condition

\[
Bc = c_\varphi,
\] (17)

where

\[
B = \left( I_{n_h} \ 0_{n_h \times N} \right) \otimes I_{d(M+1)}.
\] (18)

We now determine conditions expressing that vector \((c^T_1 \cdots c^T_N)^T\) corresponds to the emanating solution. We first require continuity on \([0, T]\), which can be expressed as

\[
q^M_n(0) = q^M_{n-1}(1), \quad n = 1, \ldots, N.
\] (19)

Second, we impose collocation requirements for differential equation \((1)\) on a mesh \( \{\xi_m\}_{m=1}^M \) over the interval \([0, 1]\), which leads to

\[
q^M_n(\xi_m) = \Delta \sum_{j=0}^{h} A_j ((\xi_m + n - 1)\Delta) q^M_{n-j}(\xi_m), \quad m = 1, \ldots, M, \ n = 1, \ldots, N.
\] (20)

Conditions \((19)\) and \((20)\) can be be stated in matrix form as

\[
Sc = 0,
\] (21)

with \( S \in \mathbb{C}^{(N \times (n_h+N)) \times d(M+1)} \). Finally, the approximate solution with initial condition parametrized by \( c_\varphi \) can be computed from \((21)\) and \((17)\), leading to

\[
c = \left( S^T B \right)^{-1} E^T c_\varphi,
\] (22)

with

\[
E = \left( \begin{array}{c} 0_{n_h \times N} \\ I_{n_h} \end{array} \right) \otimes I_{d(M+1)}.
\]
Discretization of the infinite-dimensional linear eigenvalue problem  

The monodromy operator describes the translation along a solution from the interval \([-\tau h, 0]\) to the interval \([T - \tau h, T]\). Considering the previously defined spline approximation of a solution, the action of the monodromy operator can be approximated by the mapping from vector \(c_{\varphi}\), which gives rise to discretized solution (22), into vector \(c_T = \left(c_{N-n_h+1}^T \cdots c_N^T\right)^T\).

We can express \(c_T = Ec\), leading to

\[c_T = E \left(S \right)_{B}^{-1} E^T c_{\varphi}.\]

Hence, the discretization of the infinite-dimensional linear eigenvalue problem (3) is

\[
\mathcal{U}_M c_{\varphi} = \mu c_{\varphi},
\]

where

\[
\mathcal{U}_M = E \left(S \right)_{B}^{-1} E^T = \begin{pmatrix} 0 & I_{n_h d(M+1)} \end{pmatrix} \begin{pmatrix} S & 0 \end{pmatrix}^{-1} \begin{pmatrix} 0 & I_{n_h d(M+1)} \end{pmatrix}
\]

is a matrix approximation of the monodromy operator.

Interpretation in terms of the finite-dimensional nonlinear eigenvalue problem  

We can alternative obtain (23) from the nonlinear eigenvalue problem (10) by a spectral discretization of boundary value problem (4). More precisely, approximating \(q\) by a polynomial of degree \(M\),

\[q^M(s) = \begin{pmatrix} q^M_1(s) \\ \vdots \\ q^M_N(s) \end{pmatrix}, \quad s \in [0, 1],\]

imposing collocation requirements for the differential equation on the mesh \(\{\xi_m\}_{m=1}^M\) and imposing the condition \(q^M(1) = B(\mu)q^M(0)\) leads us to (21) supplemented with

\[c_{\varphi} = R(\mu)c_q,\]

where

\[c_{\varphi} = \begin{pmatrix} c_{-n_h+1} \\ \vdots \\ c_0 \end{pmatrix}, \quad c_q = \begin{pmatrix} c_1 \\ \vdots \\ c_N \end{pmatrix},\]

and

\[
R(\mu) = \begin{cases} 
0_{N-n_h \times n_h} & I_{n_h} \otimes I_{d(M+1)}, \quad n_h \leq N, \\
0 & I_{n_h \otimes \mu^{-n_h/N} I_{d(M+1)}}, \\
\mu^{-n_h/N} I_{d(M+1)} & \otimes I_{d(M+1)}, \quad n_h > N.
\end{cases}
\]
As spelled out in the proof of Lemma 1, differential equation (4) is namely derived from equation (54) by expressing $x$ in the interval $[-\tau_h, 0]$ in terms of $\mu, \mu^2, \ldots$-fractions of $x$ at positive time-instants, where $x$ is a solution emerging from an eigenfunction of $\mathcal{H}$.

The two cases in the expression for $\mathcal{R}(\mu)$ correspond to the situation depicted in the left, respectively right pane of Figure 2.

Partitioning $S = (S_\varphi, S_q)$, according to the subdivision of $c$ into $c_\varphi$ and $c_q$, allows to rewrite (21)-(24) as

$$
\begin{cases}
S_\varphi c_\varphi + S_q c_q = 0, \\
c_\varphi = \mathcal{R}(\mu)c_q,
\end{cases}
$$

which brings us to the polynomial eigenvalue problem

$$
\mu^{[n_h/N]} (S_\varphi \mathcal{R}(\mu) + S_q) c_q = 0. \tag{25}
$$

To establish a connection between this eigenvalue problem and (23), we note that (24) is equivalent to

$$
Bc = \frac{1}{\mu}Ec.
$$

Conditions (21)-(24) can then be rewritten as $\mu Sc = 0$ and $\mu Bc = Ec$, which brings us to the generalized eigenvalue problem

$$
\mu \begin{pmatrix}
I_{n_hd(M+1)} & 0 \\
0 & I_{n_hd(M+1)}
\end{pmatrix}
\begin{pmatrix}
S \\
0
\end{pmatrix}
c = 0. \tag{26}
$$

From Sylvester’s determinant identity it follows that the sets of nonzero eigenvalues of (26) and of monodromy matrix approximation $\mathcal{H}_M$ are the same.

In conclusion, the nonzero eigenvalues of matrix $\mathcal{H}_M$, generalized eigenvalue problem (26), and polynomial eigenvalue problem (25) coincide. The dimensions are $n_hd(M+1)$, $(n_h + N)d(M + 1)$, and $Nd(M + 1)$ (but the order is $[n_h/N]$) while the corresponding eigenvectors, $c_\varphi$, $c$, $c_q$ parametrize segments of the approximate solution emerging from the eigenfunction.

**Choice of polynomial basis and collocation points** Generalized eigenvalue problem (26) and polynomial eigenvalue problem (25) lie at the basis of our algorithm for approximating Floquet multipliers. In our implementation, we express polynomials $\{q_n^M\}_{n=-n_h+1}^N$ in a Chebyshev basis,

$$
q_n^M(t) = \sum_{i=0}^M c_{i,n} T_i(2t - 1), \quad t \in [0, 1],
$$

where $T_i$ is the $i$-degree Chebyshev polynomial of the first kind, and we take as collocation points $\{\xi_m\}_{m=1}^M$ the corresponding Chebyshev nodes,

$$
\xi_m = \frac{1}{2}(\alpha_m + 1), \quad \alpha_m = -\cos \left(\frac{(m - 1)\pi}{M}\right), \quad m = 1, \ldots, M. \tag{27}
$$
As we shall document in section 6.1 spectral accuracy (approximation error \( O(M^{-M}) \)) is observed for the individual Floquet multiplier approximations. This is expected, as the method can be interpreted in terms of a spectral discretization [22] of boundary value problem (11) with (27) as collocation points.

To conclude the section we specify matrix \( S \) in (26) for a particular case where \( N = 1 \).

**Example 2.** We reconsider System (12) with \( T = \tau \), leading to \( \Delta = 1 \). We can express

\[
S = \begin{pmatrix}
0 & \cdots & 0 & -(1 1 \cdots 1) \otimes I_d & (1 (-1) \cdots (-1)^M) \otimes I_d \\
-A_h & \cdots & -A_2 & -A_1 & U \otimes I_d - A_0
\end{pmatrix},
\]

where

\[
A_j = \Delta \begin{pmatrix}
A_j(\xi_1 \Delta, T_0(\alpha_1)) & \cdots & A_j(\xi_1 \Delta, T_M(\alpha_M)) \\
\vdots & \ddots & \vdots \\
A_j(\xi_M \Delta, T_0(\alpha_M)) & \cdots & A_j(\xi_M \Delta, T_M(\alpha_M))
\end{pmatrix},
\]

for \( j = 0, \ldots, M \), and

\[
U = 2 \begin{pmatrix}
0 & \cdots & MU_{M-1}(\alpha_1) \\
\vdots & \ddots & \vdots \\
0 & \cdots & MU_{M-1}(\alpha_M)
\end{pmatrix},
\]

with \( U_i \) the \( i \)-degree Chebyshev polynomial of the second kind.

### 3.2. Newton type algorithms for the nonlinear eigenvalue problem

The alternative formulation (10) of the eigenvalue problem allows us to compute eigenpairs by applying an iterative solver for nonlinear equations to the system

\[
\begin{cases}
N(\mu) v = 0 \\
w^* v = 1,
\end{cases}
\]

where the second equation, with \( w \in \mathbb{C}^{Nd} \), is a normalization constraint. Letting \( x = (v^T \mu)^T \) we can compactly write the system in the form \( F(x) = 0 \). The application of a damped Newton method leads us to the basic iteration

\[
\begin{cases}
y_i = -H_i F(x_i) \\
x_{i+1} = x_i + \gamma_i y_i, \quad i = 0, 1, 2, \ldots
\end{cases}
\]

where \( \gamma_i \in (0, 1) \) is the damping factor and \( H_i \) represents the employed inverse Jacobian approximation.

In the exact Newton method the true Jacobian is used, which implies

\[
H_i = J(x_i)^{-1} = \left( \frac{\partial N(\mu_i)}{\partial \mu} \right)^{-1}
\]

and a system of equations needs to be solved to obtain direction \( y_i \). To compute \( N(\mu_i) \) we have to solve initial value problem (8) from \( Nd \) independent initial conditions. To compute matrix-vector product \( \frac{\partial N(\mu_i)}{\partial \mu} v_i \) we can use the following proposition.
Proposition 3. Let $(\mu, v)$, with $\mu \neq 0$, be an eigenpair of \((10)\). Let $q$ be such that \(5\) is satisfied. Then we can express

$$
\frac{dN(\mu)}{d\mu} v = q_\mu(1) - v_N,
$$

where $q_\mu$ is the solution of initial value problem

$$
\begin{cases}
\dot{q}_\mu(s) = \frac{\partial A(s, \mu)}{\partial \mu} q(s) + A(s, \mu) q_\mu(s), & s \in [0, 1], \\
q_\mu(0) = 0
\end{cases}
$$

(28)

and $v_N = (0 \cdots 0 v_1^T)\text{r}$, with $v = (v_1^T \cdots v_N^T)\text{r}$.

Proof. The solution of \(5\), evaluated at any $s \in [0, 1]$, is a smooth function of $\mu$ on $\mathbb{C} \setminus \{0\}$. The assertion follows from differentiating \(7\) and \(5\) with respect to $\mu$, the latter giving rise to variational equation \(28\).

In the Broyden’s quasi-Newton method \([1, 10]\), more precisely the so-called good Broyden’s method, an approximation of the Jacobian inverse is updated in every iteration by a rank one matrix, using the formula

$$
H_{i+1} = H_i - \frac{(H_i F(x_{i+1}) + (1 - \gamma_i) y_i) (y_i^T H_i)}{y_i^T (H_i F(x_{i+1}) + y_i)},
$$

where in our implementation we use as initialization $H_0 = I$ or

$$
H_0 = J(x_0)^{-1}.
$$

(29)

Since characteristic matrix $N(\mu)$ is not in explicit form, we need to numerically compute \(8\) and \(28\) for evaluating matrix-vector products $N(\mu)v$ and $\frac{dN(\mu)}{d\mu}v$. For stiff and non-stiff systems, our implementation is based on the use of a Runge-Kutta method of order 4, and trapezoidal rule with fixed step-size $\delta$, respectively. In this way the resulting iterative scheme can also be interpreted as applying a Newton type method to solve the approximate eigenvalue problem

$$
N_\delta(\mu)v = 0,
$$

(30)

where $N_\delta$ is obtained from $N$ by replacing the exact solution of \(8\) and \(28\) by the numerical solution. Compared to standard nonlinear eigenvalue problems in explicit form, there is hence a significant additional cost in evaluating the characteristic matrix $N(\mu)$, which is needed in every iteration of Newton method but avoided in Broyden’s method. This explains why sometimes explicitly computing the inverse in initialization \(29\) may be beneficial.

3.3. Floquet multipliers computation

The results in sections 3.1-3.2 lead us to the following high-level algorithm for computing (part of) the spectrum of the monodromy matrix, which is conceptually similar to the approach of \([11]\) for computing characteristic roots of linear time-invariant systems with delays.
Algorithm 1. Two-stage approach for computing Floquet multipliers.

1. Fix $M$ and compute eigenvalues and eigenvectors of (25).

2. Fix $\delta$ and correct the individual Floquet multiplier approximations, and extracted eigenvector approximations of (10), by applying Broyden’s method to (30).

For problems of moderate dimension $Nd$, we use a direct method to compute all eigenvalues of (24) in the first stage, resulting in approximate eigenpairs $(\mu, c_q)$. Recall from (16) and the construction in the previous section that $c_q = (c_1^T \cdots c_N^T)^T$ parametrizes the approximate solution corresponding to an eigenfunction of $\mathcal{U}$. By Lemma 1 this allows us to extract an approximation of the eigenvector $v$ in (10),

$$v = (v_1^T \cdots v_N^T)^T, \quad v_n = \sum_{i=0}^{M} p_i(0)c_{i,n}, \; n = 1, \ldots, N,$$

that is used in the initialization of the second stage, along with (29) as initialization of the inverse Jacobian approximation.

For problems with high dimension $Nd$, it is computationally infeasible to use a direct solver in the first stage of Algorithm 1 and iterative eigensolvers are to be preferred. In section 6.3 we employ Arnoldi method to matrix $\mathcal{U}_M$ in (23), where every iteration requires solving a system of equations with matrix $S_q$ since

$$\mathcal{U}_M c_\varphi = \begin{pmatrix} 0 & I_{n_hd(M+1)} \end{pmatrix} \begin{pmatrix} S_\varphi & S_q \\ I & 0 \end{pmatrix}^{-1} \begin{pmatrix} 0 \\ I_{n_hd(M+1)} \end{pmatrix} c_\varphi$$

$$= \begin{pmatrix} 0 & I_{n_hd(M+1)} \end{pmatrix} \begin{pmatrix} 0 \\ -S_q^{-1}S_\varphi c_\varphi \end{pmatrix}.$$

In this way eigenvector approximation are obtained in the form of coefficient vector $c_\varphi$. The latter can be turned into an eigenvector approximation of (10) by numerically solving initial value problem (2) on the interval $[0, T]$, with $\varphi$ the $M$-degree spline defined by the coefficients $c_\varphi$. The inverse Jacobian in Broyden’s method is initialized with the identity matrix.

Algorithm 1 turns out to be very efficient for computing dominant Floquet multipliers. As the first step serves to scan the complex plane, the basic requirement on $M$ is that the obtained approximation of the dominant Floquet multiplier and corresponding eigenvector is in the region of attraction of Broyden’s method. As the second step serves for local improvement (and discarding spurious eigenvalues), parameter $\delta$ should be chosen sufficiently small not only to effectively take the role of corrector but to be able to reach the desired final accuracy on the Floquet multipliers (recall that modified problem (30) is actually solved in the second stage).

Remark 1. As we have seen in section 3.1, the discretized eigenvalue problem (24) can also be derived from (10) by approximating the solution of the differential equation in (8). This approach was based on solving boundary value problem (4), parametrized by
\( \mu \), for which the collocation approach is appropriate. In the context of local corrections we need to solve initial value problem (8) for specified values of \( \mu \) and \( v \), for which a time-stepping method is preferable.

**Remark 2.** If a factorization of matrix \( S_0 \) or even storing the matrices of the discretized eigenvalue problem would be infeasible, one may be able to apply Broyden’s method based on the nonlinear eigenvalue problem formulation (the second stage). In this case, multiple Floquet multiplier approximations can still be obtained, using the deflation technique as presented in \( \mathbb{E} \), \( \mathbb{H} \).

### 4. Characterization and computation of left eigenvectors

We again consider nonlinear eigenvalue problem (10), with \( \mathcal{N} \) defined by (7)-(8). Vector \( u \in \mathbb{C}^{Nd} \setminus \{0\} \) is called a left eigenvector of \( \mathcal{N} \), corresponding to eigenvalue \( \mu \) if

\[
u^* \mathcal{N}(\mu) = 0,
\]

or, equivalently, \( \mathcal{N}(\mu)^*u = 0 \). In order to give an expression in terms of a right eigenvector, we first define the “transposed” nonlinear eigenvalue problem

\[
D(\mu)v = 0,
\]

where for given \( \mu \in \mathbb{C} \setminus \{0\} \) and \( v \in \mathbb{C}^{Nd} \) the matrix vector product \( D(\mu)v \) is determined as

\[
D(\mu)v = p(0) - B(\mu)^Tv,
\]

where \( p \) is the solution of problem

\[
\begin{align*}
\dot{p}(s) &= -A(s, \mu)^Tp(s), &s &\in [0, 1], \\
p(1) &= v.
\end{align*}
\]

This brings us to the following result.

**Theorem 4.** Let \( u \in \mathbb{C}^{Nd} \) and \( \mu \in \mathbb{C} \setminus \{0\} \). Vector \( u \) is a left eigenvector of (10) corresponding to eigenvalue \( \mu \) if and only if it is a right eigenvector of problem (33) corresponding to eigenvalue \( \bar{\mu} \).

**Proof.** It suffices to prove that for any \( \mu \in \mathbb{C} \setminus \{0\} \) we have \( D(\mu) = \mathcal{N}(\bar{\mu})^* \). For this, take arbitrary vectors \( u \in \mathbb{C}^{Nd} \) and \( v \in \mathbb{C}^{Nd} \). With \( \langle \cdot, \cdot \rangle \) the Euclidean inner product in \( \mathbb{C}^{Nd} \) and with \( q \) satisfying

\[
\begin{align*}
\dot{q}(s) &= A(s, \bar{\mu})q(s), &s &\in [0, 1], \\
q(0) &= u,
\end{align*}
\]
we can derive

\[
\langle N(\bar{\mu})u, v \rangle - \langle u, D(\mu)v \rangle = q(1)^*v - u^*B(\bar{\mu})^*v - u^*p(0) + u^*B(\mu)^Tv
\]

\[
= q(1)^*v - u^*p(0)
\]

\[
= \int_0^1 (q(s)^*p(s))^Tds
\]

\[
= \int_0^1 q(s)^*p(s) + q(s)^*\dot{p}(s)ds
\]

\[
= \int_0^1 q(s)^*A(s, \bar{\mu})^Tp(s) - q(s)^*A(s, \mu)^Tp(s)ds
\]

\[
= 0,
\]

which concludes the proof.

\[\square\]

Example 3. For time-delay system (12) with \(\tau = T\) we have \(D(\mu)v = p(0) - \mu v\) where

\[
\begin{cases}
\dot{p}(t) = -\tau \sum_{j=0}^{h} A_j(s\tau)^T \frac{p(t)}{\mu}, & s \in [0, 1]; \\
p(1) = v.
\end{cases}
\]

In the spirit of Theorem 2 we now establish, as the main result of this section, a connection between transposed nonlinear eigenvalue problem (33) and the monodromy operator corresponding to the following periodic time-delay system:

\[
\dot{x}(t) = \sum_{j=0}^{h} A_j^T(-t + \tau_j) x(t - \tau_j),
\]

where, in addition to taking the transpose of the coefficient matrices, a reserve and shift of time have taken place in these coefficient matrices. In the formulation we will make use of the permutation matrix \(R \in \mathbb{R}^{Nd \times Nd}\) defined as

\[
R = \begin{pmatrix} I_d & & \\
& \ddots & \\
& & I_d
\end{pmatrix}.
\]

Theorem 5. Let \(D\) be the monodromy matrix corresponding to system (35). Let \(\hat{\mu} \in \mathbb{C} \setminus \{0\}\). If the pair \((\hat{\mu}, \hat{\varphi})\) is a solution of

\[
D\varphi = \mu \varphi, \quad \mu \in \mathbb{C}, \quad \varphi \in X \setminus \{0\},
\]

then \((\hat{\mu}, \hat{v})\) is a solution of

\[
D(\mu)v = 0, \quad \mu \in \mathbb{C}, \quad v \in \mathbb{C}^{Nd},
\]

where \(\hat{v} = (v_1^T \cdots v_N^T)^T\) is determined by

\[
v_n = x((N - n)\Delta; 0, \hat{\varphi}), \quad n = 1, \ldots, N,
\]

and \(x(t; t_0, \varphi)\) the solution of (35) with initial condition \(\varphi\) at time \(t_0\).
Conversely, if the pair \((\hat{\mu}, \hat{\varphi})\) is a solution of (37), then \((\hat{\mu}, \hat{\varphi})\) is a solution of (36), where
\[
\hat{\varphi}(t) = \hat{\mu} \left\lfloor \frac{n-1}{N} \right\rfloor \hat{p}(n-1) \mod N + 1 \left( \frac{t}{\Delta} - (n - 1) \right), \quad t \in ((n - 1)\Delta, n\Delta], \quad n = -n_h + 1, \ldots, 0,
\]
and \(\hat{p}(s) = (\hat{p}_1^T(s) \cdots \hat{p}_N^T(s))^T\) satisfies
\[
\hat{p}(s) = Rp(1-s), \tag{39}
\]
with \(p\) the solution of initial value problem (32) for \(v = R\hat{v}\) and \(\mu = \hat{\mu}\).

**Proof.** Let \(\tilde{D}(\mu) = RD(\mu)R\) and \(\tilde{v} = Rv\). In these variables, using substitution (39) and taking into account \(RR = I\), nonlinear eigenvalue problem (32)-(34) can be rewritten as
\[
\tilde{D}(\mu)\tilde{v} = 0, \tag{40}
\]
where
\[
\tilde{D}(\mu)\tilde{v} = \tilde{p}(1) - (RB(\mu)^TR) \tilde{v}
\]
and
\[
\begin{cases}
\dot{p}(s) = (RA(1-s, \mu)^TR) \dot{p}(s), & s \in [0, 1], \\
\tilde{p}(0) = \tilde{v}.
\end{cases}
\]
We have
\[
RB(\mu)^TR = B(\mu),
\]
while the \(d \times d\) block of \(RA(1-s, \mu)^TR\) at position \((dn, dk)\) for \(n, k = 0, \ldots, N-1\) satisfies
\[
\Delta \sum_{j=0}^h A_j^T (N - k) \Delta + (1 - s) \Delta \mu^{a_n-n_j} = \Delta \sum_{j=0}^h A_j^T (N + (1 - s) - b_{n-n_j}) \Delta \mu^{a_n-n_j} = \Delta \sum_{j=0}^h A_j^T (-s + n - 1) \Delta + n_j \Delta \mu^{a_n-n_j}.
\]
The proof is complete by noting, from a comparison of this expression with (5), that nonlinear eigenvalue problem (40) is equivalent to eigenvalue problem (36) in the sense of Theorem 2.

Based on Theorems 4-5 the methods for computing right eigenpairs as presented in the previous section can be trivially adapted to compute left eigenpairs.

### 5. Floquet multipliers derivatives and stability optimization

In this section we assume that the matrices in (1) depend on system or controller parameters \(K = (K_1 \cdots K_k)^T \in \mathbb{R}^k\). More precisely, we consider system
\[
\dot{x}(t) = \sum_{j=0}^h A_j(t; K)x(t - \tau_j), \tag{41}
\]
under assumption that functions $A_j : \mathbb{R} \times \mathbb{R}^k \to \mathbb{R}^{d \times d}$, $(t, K) \mapsto A_j(t; K)$ are smooth and $T$-periodic in the first argument, for $j = 0, \ldots, h$. Note that we use a dot-comma to separate variables and parameters. Accordingly, differential equation (4) changes to

$$\dot{q}(s) = A(s, \mu; K) q(s)$$

and we denote the nonlinear eigenvalue problem by $N(\mu; K) v = 0$. However, to simplify the notations, we will omit the parametric argument whenever it is not essential for the understanding.

Section 5.1 addresses the characterization of derivatives of simple Floquet multipliers with respect to parameters $K$, inferred from nonlinear eigenvalue problem (10), and outlines their computation. These results are at the basis of a method for stability optimization of periodic systems with delay, presented in section 5.2.

### 5.1. Derivatives of Floquet multipliers

The following proposition provides an explicit expression for derivatives of a Floquet multiplier with respect to parameters.

**Proposition 6.** Let $(\mu, v)$, with $\mu \neq 0$, be an eigenpair of (10). Assume that eigenvalue $\mu$ has multiplicity one and let $u$ be the left eigenvector, i.e. $u^* N(\mu; K) = 0$. Let $q$ be such that (8) is satisfied. Then for each $j \in \{1, \ldots, k\}$ we can express

$$\frac{\partial \mu}{\partial K_j} = -\frac{u^* q_{K_j}(1)}{u^* q_{\mu}(1) - u^* v_N}. \tag{42}$$

where $q_{\mu}$ and $q_{K_j}$ are solution of initial value problem

$$\begin{cases}
\dot{q}_{K_j}(s) = \frac{\partial A(s, \mu; K)}{\partial K_j} q(s) + A(s, \mu; K) q_{K_j}(s) \\
\dot{q}_{\mu}(s) = \frac{\partial A(s, \mu; K)}{\partial \mu} q(s) + A(s, \mu, K) q_{\mu}(s) \\
q_{K_j}(0) = 0, \quad q_{\mu}(0) = 0
\end{cases} \tag{43}$$

and $v_N$ is as in Proposition 3.

**Proof.** Applying the well known formula for a derivative of a simple eigenvalue [16, Lemma 2.7] to (10) yields

$$\frac{\partial \mu}{\partial K_j} = -\frac{u^* \frac{\partial N(\mu; K)}{\partial K_j} v}{u^* \frac{\partial N(\mu; K)}{\partial \mu} v}. \tag{44}$$

The remainder of the proof is analogous to the proof of Proposition 3 relying on the variational equations corresponding to (8) and parameters $\mu$, respectively, $K_j$. \qed

The previously presented results bring us to the following algorithm for computing the gradient of a simple Floquet multiplier with respect to parameters vector $K$.

**Algorithm 2.** Computation of gradient of Floquet multiplier.
1. Compute the targeted Floquet multiplier $\mu$ and its right eigenvector $v$ by Algorithm [1].

2. Compute $u \in \mathbb{C}^{Nd}$ as the corresponding left eigenvector.

3. Solve initial value problem

$$\begin{cases}
q(s) &= A(s, \mu; K)q(s) \\
q_{K_j}(s) &= \frac{\partial A(s, \mu; K)}{\partial K} q(s) + A(s, \mu; K)q_{K_j}(s), \\ j &= 1, \ldots, k \\
q_\mu(s) &= \frac{\partial A(s, \mu; K)}{\partial \mu} q(s) + A(s, \mu; K)q_\mu(s) \\
q(0) &= v, \\
q_{K_j}(0) &= 0, \\ j &= 1, \ldots, k, \\
q_\mu(0) &= 0
\end{cases}$$

(45)

on the interval $[0, 1]$ and compute, by formula (42), the partial derivatives of the Floquet multiplier with respect to the elements of $K$.

If dimension $Nd$ is small, vector $u$ can be computed as singular vector corresponding to the smallest singular value of matrix $N_\delta$, obtained by solving initial value problem (8) with $Nd$ independent initial vectors $v$. For problems with high dimension $Nd$, the construction of the full matrix $N_\delta$ for the second step of Algorithm 2 is to be avoid. In this situation we can separately apply Arnoldi method and, possibly, Broyden’s correction initialized with $H_0 = I$, as discussed in the previous section 3.3, to original system (1) and to (35), followed by a pairing of Floquet multipliers and associated eigenvectors.

**Remark 3.** In our implementation, we use the same integration method with fixed step $\delta$ for numerically solving (34) and (45) as we use for (8). In particular, if the left eigenvector is computed as left singular vector of $N_\delta$, we solve (8) and (45) by either Runge-Kutta of order 4 for non-stiff problems or trapezoidal rule for stiff problems. If the left eigenvector is computed from the discretized monodromy operator of system (35), followed by corrections using (33), then the initial value problems (8), (34) and (45) are solved by trapezoidal rule, a symmetric mixed implicit-explicit scheme. The consistency between integration schemes permits to interpret the result of Algorithm 2 as the gradient of eigenvalue of $N_\delta(\mu, K)v = 0$.

### 5.2. Stability optimization

The stabilization problem of an unstable system of form (41) corresponds to finding controller parameters $K$ such that the Floquet multipliers are all confined to the open unit disc. This problem, as well as the problem of increasing the decay rate of solutions of a stable system towards the zero equilibrium, lead us to the optimization problem of minimizing the (squared) spectral radius of the monodromy operator as a function of controller parameters $K$,

$$\min_K \rho(\mathcal{U})^2,$$

(46)

where

$$\rho(\mathcal{U}) = \max_{\mu \in \sigma(\mathcal{U})} |\mu|.$$
Here $\sigma(\cdot)$ and $\rho(\cdot)$ denotes the spectrum, respectively spectral radius.

The objective function in (46) is in general non-convex. It may not be everywhere differentiable, even not everywhere Lipschitz continuous, although a Floquet multiplier with multiplicity one locally defines a smooth function of parameters $K$. The lack of smoothness is related to the occurrence of multiple dominant Floquet multipliers (counted with multiplicity). In general, points of non-differentiability occur on a set with measure zero in the parameter space, meaning that the objective function is smooth almost everywhere. Based on these properties, we use the MATLAB code HANSO (Hybrid Algorithm for Non-Smooth Optimization), described in [14], which is based on BFGS with weak Wolfe condition in the line search. The underlying algorithm only requires the evaluation of the objective function and its gradient with respect to the parameters, whenever it is differentiable. This is the case if the dominant Floquet multiplier is isolated and simple, where its gradient can be evaluated as

$$\nabla_K \rho(\mathcal{M})^2 = 2 \text{Re} (\bar{\mu}_D \nabla_K \mu_D),$$

(47)

where $\mu_D$ denotes the dominant Floquet multiplier, and its gradient, $\nabla_K \mu_D$, can be evaluated as described in the previous subsection.

The accuracy of the results depends on the resolution of solving initial value problems (8), and (45). To avoid fluctuations of the objective function and convergence problems, we always used the same step-size $\delta$ for these initial value problems, and kept it fixed during the optimization process. When using the time-integration schemes described in Remark 3 the overall method can be interpreted as stability optimization of discretized eigenvalue problem $N_\delta(\mu; K)v = 0$.

6. Numerical examples

6.1. Stability and stabilization of a scalar system

For scalar systems of the form (12), the nonlinear eigenvalue problem has an explicit expression, (14). This explicit expression permits to compute the derivative of the Floquet multiplier with respect to an element $K_j$ of $K$ by (44), as follows

$$\frac{\partial \mu}{\partial K_j} = \sum_{j=0}^{h} (1 - j) \frac{\partial a_j}{\partial K_j} \frac{\mu_k}{1 + \sum_{j=1}^{h} j \mu^{-j} a_j}.$$  

(48)

As a first example, we test the proposed methods on a scalar system with $N = 1$, so that the results can be compared with the explicit expressions (14) and (48). We consider the following system

$$\dot{x}(t) = (K \cos(2t))x(t) + (\sin(2t) + K)x(t - \pi) + 0.1 \cos(2t) \exp(\sin(2t))x(t - 2\pi).$$

(49)

The Floquet multipliers and their derivatives with respect to controller parameter $K$ can be obtained by (14) and (48), with $a_0 = a_2 = 0$ and $a_1 = K \pi$,

$$\mu_k = \begin{cases} \frac{K \pi}{W_k(K \pi)}, & \text{if } K \neq 0, \\ 1, & \text{if } K = 0 \end{cases}$$

$$\frac{\partial \mu}{\partial K} = \begin{cases} \frac{\pi}{1 + W_k(K \pi)}, & \text{if } K \neq 0, \\ \pi, & \text{if } K = 0. \end{cases}$$

(50)
where $W_k$ is the $k$-th branch of the Lambert $W$ function. For $K = e/\pi$, the largest Floquet multiplier in modulus satisfies $\mu = e$ and its derivative $\frac{\partial \mu}{\partial K} = \pi/2$. For this eigenvalue, the left pane of Figure 4 depicts the relative error induced by the discretization of the monodromy operator (the first stage of Algorithm 1), as a function of the number of collocation points $M$, and illustrates the expected spectral convergence. In the right pane, we depict the approximation error on the eigenvalue and its derivative, induced by using a Runge-Kutta method of order 4 for solving initial value problems (8) and (45), as a function of step-size $\delta$ (recall that the second stage of Algorithm 1 can be interpreted in terms of approximate eigenvalue problem $N_\delta(\mu)v = 0$).

**Figure 4:** Approximation errors on the dominant Floquet multiplier of system (49) with $K = e/\pi$. Error induced by approximating $U$ by $U_M$ (left pane). Error induced by approximating $N(\mu)$ by $N_\delta(\mu)$ (right pane).

System (49) is unstable for $K = e/\pi$, since the dominant Floquet multiplier $\mu = e$ does not lies within the unit circle. Selecting $M = 15$ collocation points in the first stage of Algorithm 1 followed by applying Broyden’s method to (30) with a Runge-Kutta method of order 4 and step-size $\delta = 2 \cdot 10^{-4}$ to compute dominant Floquet multipliers, an application of the stability optimization approach of section 5.2 yields the stabilizing controller parameter $K = -0.1295$, for which the the spectral radius is $\rho(U) = 0.3935$. Figure 5 displays the iterates generated by the optimization routine. The final controller parameter found is very close to the minimizer $K = -(e\pi)^{-1}$, for which the dominant Floquet multiplier $\mu = e^{-1}$ corresponds to a double non-semi-simple eigenvalue. Finally, Figure 6 shows the eigenvalues of (25) in the first and last iteration of the stability optimization procedure.

### 6.2. Delayed Mathieu’s equation

As second example, we consider a variant of Mathieu’s equation with delayed input and PID controller,

$$
\ddot{z}(t) + (\nu + \epsilon \cos 2t)z(t) = -u(t - \tau),
$$

$$
u(t) = k_i \int_0^t z(t)dt + k_p z(t) + k_d \dot{z}(t),
$$
Figure 5: The stability optimization path is compared with the exact modulus of the 10 dominant Floquet multipliers of system (49) varying the controller parameter $K$. The stability optimization provides a stabilizing controller already at the third iteration.

Figure 6: The left and right panes show the Floquet multiplier approximations obtained as eigen-values of (25) with $M = 15$ (empty gray dot) and their analytical value computed by (50) (full black dot) at the beginning and at the end of the stability optimization process, respectively.

where $k_i$, $k_p$ and $k_d$ are respectively integral (I), proportional (P) and derivative (D) gain. The Mathieu’s equation with delayed PI and PD feedback controllers is analyzed in [17], and arises as model for the stick balancing problem in [9, Section 5.4].

The Floquet multipliers of the Mathieu’s equation with delayed PID controller can be inferred from the spectrum of the following linear periodic time-delay system

$$
\dot{x}(t) = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & -\nu - \varepsilon \cos 2t & 0 \\
\end{pmatrix}
x(t) - \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-k_i & k_p & k_d \\
\end{pmatrix}
x(t - \tau).
$$

(51)

If $k_i = 0$, Mathieu’s equation with PD feedback controller can be rewritten as a linear periodic time-delay system of dimension $d = 2$, which presents the same spectrum of system (51), except for a non-physical Floquet multiplier of (51) equal to one.

For $\nu = 4$ and $\varepsilon = 2$ the system without controller is unstable. Therefore, we design PI, PD, and PID controllers in the presence of input delay $\tau = 3\pi/4$. Table I summarizes the results of the stability optimization, with $M = 10$ collocation points and a Runge-Kutta method of order 4 with step-size $\delta = 0.001$. We used a direct method to solve
discretized eigenvalue problem \( \text{(25)} \) and obtained left eigenvector by explicitly construct matrix \( N_\delta(\mu) \). As expected, increasing the number of controller parameters result in smaller spectral radii.

**Table 1:** Results of the stability optimization algorithm for Mathieu’s equation with delayed feedback controller \([51]\), where \( \nu = 4, \varepsilon = 2, \tau = \frac{3\pi}{4} \). All the designed controllers stabilize the system, since the spectral radii \( \rho(\mathcal{U}) \) are smaller than 1.

| Controller          | \( \rho(\mathcal{U}) \) | \( k_i \) | \( k_p \) | \( k_d \) |
|---------------------|-------------------------|---------|---------|---------|
| PI controller       | 0.5339                  | 0.3215  | 0.7541  |         |
| PD controller       | 0.2858                  | 0.7012  | 0.0231  |         |
| PID controller      | 0.1592                  | 1.4131  | 0.9666  | 0.3787  |

### 6.3. A PDE model for a milling problem in machining

The last numerical example consider a milling model, described in \([15]\). Some Floquet multipliers of this system are computed by deflated Broyden’s method in \([10]\). This milling model describes the interaction between a rotating cutter and a visco-elastic workpiece by a periodic cutting-force \( f \). The rotating cutter is attached to a spring, and modeled by

\[
\ddot{q}(t) + 2K\dot{q}(t) + q(t) = -f(t),
\]

where \( K \) is the damping parameter to be designed in order to improve the stability properties of the overall system. The workpiece is modeled by Kelvin-Voigt material leading to the following partial differential equation (PDE),

\[
\begin{align*}
\frac{\partial u(t, x)}{\partial t^2} - \frac{\partial u(t, x)}{\partial x^2} + \frac{\partial u(t, x)}{\partial x} &- \frac{\partial u(t, x)}{\partial t} = 0, \quad x \in [0, 1], \\
u(t, 0) &\equiv 0, \quad \frac{\partial u(t, 1)}{\partial x} + \frac{\partial u(t, 1)}{\partial t} = -f(t).
\end{align*}
\]

This PDE is discretized in space using \( n \) linear finite elements defined on an equidistant grid. By applying Galerkin method, we get a system of ordinary differential equations,

\[
P_n\ddot{U}(t) + D_nU(t) + D_n\dot{U}(t) = -f(t)e_n,
\]

where \( U(t) \in \mathbb{R}^n \) and

\[
P_n = \frac{1}{6n} \begin{pmatrix} 4 & 1 & & & \\ 1 & \ddots & \ddots & & \\ & \ddots & 4 & 1 & \\ & & 1 & 2 & \end{pmatrix}, \quad D_n = n \begin{pmatrix} 2 & -1 & & & \\ -1 & \ddots & \ddots & & \\ & \ddots & 2 & -1 & \\ & & -1 & 1 & \end{pmatrix}, \quad e_n = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix}.
\]
The periodic cutting-force couples the rotating cutter and workpiece dynamics, and is influenced by the previous cut, occurring with delay $\tau = 1$; it is modeled by

$$f(t) = w(t) (q(t) - q(t - \tau)) + w(t) (u(t, L) - u(t - \tau, L)),$$

where $u(t, L)$ is discretized by $e_n^T U(t)$, and $w(t)$ is a function with period 1, defined on the interval $[0, 1]$ as

$$w(t) = \begin{cases} \sin^2(2\pi t) + 0.5 \sin(4\pi t), & t \in [0, 1/2], \\ 0, & t \in (1/2, 1]. \end{cases} \quad (52)$$

Setting $y(t) = (U^T q U^T \dot{q})^\tau$, we can rewrite the milling model as a periodic linear time-delay system, whose dimension $d = 2(n + 1)$ depends on the PDE discretization,

$$E \dot{y}(t) = (A(K) - F w(t)) y(t) + F w(t) y(t - \tau), \quad (53)$$

where

$$E = \begin{pmatrix} I_n & 1 \\ P_n & 1 \end{pmatrix}, \quad A(K) = - \begin{pmatrix} -I_n & -1 \\ D_n & 1 \end{pmatrix}, \quad F = \begin{pmatrix} e_n e_n^T \\ e_n \end{pmatrix}.$$

System (53) can be reformulated into (1) by pre-multiplication with matrix $E^{-1}$. However, as this reduces the sparsity of the matrices, we rely instead on a slight extension of the presented results to models with a constant non-singular matrix leading coefficient matrix $E$, as described in Appendix B.

Let us consider a PDE discretization with $n = 250$, leading to a system dimension $d = 502$. The largest Floquet multipliers in modulus are iteratively approximated by Arnoldi method, and their accuracy is then refined by Broyden’s method, as explained in section 3.3. To compute a left eigenvector, appearing in the expression for the derivative of the Floquet multiplier with respect to $K$, we separately apply to the Arnoldi and Broyden’s methods to the model (53) and corresponding model (35), followed by a pairing of Floquet multiplier approximations (see section 5.1). For the stiffness of the problem and the consistency (see Remark 3), the initial value problems (8), (45) and (34) are solved by trapezoidal rule with step-size $\delta = 0.01$.

The milling model (53) is periodic with $T = \tau_1 = 1$. However, differently from the previous examples, the periodic system matrices are not smooth, presenting a discontinuity at $t = 1/2 + kT$ with $k \in \mathbb{Z}$, due to (52). As a consequence, the solutions exhibit a discontinuity in the derivative at these time-instants. The presence of such a discontinuity decreases the accuracy of the discretization by the collocation approach if it occurs in an interior point of the domain of one of the polynomials (16), defining the spline approximation. This can be overcome by taking $\Delta = 1/2 n, \ n \in \mathbb{N}$ so the discontinuity is located at the endpoints of the support of two $M$-degree polynomials.

For $n_1 = N = 2$, the system (53) requires a high number of collocation points $M = 250$, to reliably approximate the dominant Floquet multipliers by Arnoldi method. Therefore,
we increase the sparsity of the matrices $S_q$ and $S_\varphi$ used in the Arnoldi iteration by setting $M = 20$ and $n_1 = N = 26$, which is beneficial in the employed sparse LU factorization of $S_q$. Indeed, the spline approximation of the eigenfunction is achieved by 26 polynomials of degree $M = 20$, instead of 2 polynomials of degree 250. The resulting $S_q$ and $S_\varphi$ matrices in (31) present a block diagonal structure where each of the 26 blocks has dimension $d \times 20$.

The stability optimization almost halves the spectral radius, from $\rho(\mathcal{U}) = 0.9095$ at initial gain $K = 0$ to $\rho(\mathcal{U}) = 0.4799$ for $K = 0.5968$. The designed controller is close to a minimizer of the spectral radius, as illustrated in the left pane of Figure 7. The minimum is characterized by a real and a conjugate pair of Floquet multipliers with the same modulus. The approximations of the largest Floquet multipliers requires few Arnoldi iteration to converge, for example for the final controller gain the residual norm of the approximated conjugate pair of Floquet multipliers reaches machine precision within 35 iterations, compared to 55 for the dominant real Floquet multiplier, right pane of Figure 7.

### 7. Concluding remarks

Central in the paper is the the dual interpretation of Floquet multipliers as solutions of either an operator eigenvalue problem or a finite-dimensional nonlinear eigenvalue problem. We demonstrated that the related one-to-one mapping can not only be expressed in terms of right eigenpairs (Theorem 2), but also in terms of left eigenpairs (Theorem 5), where surprisingly the time-shifts in (35) depend on the coefficient matrices. The dual interpretation can be exploited from a computational point of view, as the nonlinear eigenvalue problem formulation lays at the basis of local corrections to improve the accuracy of (multiple) Floquet multiplier estimates obtained by discretizing the mon-
odromy operator. This results in a robust method for accurately computing dominant Floquet multipliers. In addition, computationally tractable expressions for derivatives can be obtained from the nonlinear eigenvalue problem formulation that are useful in the context of stability optimization. It should be noted that except for Theorem 5, the derived results can be directly generalized to the computation of eigenvalues of the solution operator if the integration time is different from $T$ or if the matrices are not periodically varying.

As we have seen, the eigenvalue problem for the discretized monodromy operator $\mathcal{U}_M$ can also be obtained from a spectral discretization of boundary value problem (4). The dependence of matrix $A(s, \mu)$ on $\mu$ in the ordinary differential equation is in terms of negative integer powers, suggesting a smoothing effect of increasing $|\mu|$ on its solutions. Further research includes clarifying whether this implies that outside a given circle in the complex plane that contains no Floquet multipliers, the number of Floquet multipliers and the number of eigenvalues of $\mathcal{U}_M$ match for sufficiently large $M$, a property which has been observed in our numerical experiments.

Finally, Assumption 1 describes the most general situation where Floquet multipliers can be related to a boundary value problem in terms of an ordinary differential equation. If the assumption is not satisfied or if the minimum $N$ is prohibitively large, stability analysis and stabilization can still be performed on (parametrized) matrix $\mathcal{U}_M$, obtained by the spectral discretization, resulting in “discretize-first” approach.
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Furthermore, as illustrated in Figure 2, we have

\[ q_n(s) = x ((s + n - 1)\Delta; 0, \varphi), \quad s \in [0, 1]. \]

We define \( q(s) = (q_1^x(s) \cdots q_N^x(s))^T \). Since the solution is initialized on an eigenfunction, i.e. \( \varphi = \frac{1}{\mu} x T (\cdot; 0, \varphi) \), functions \( \{ q_n(s) \}_{n=-n_0+1}^N \) are related to \( \{ q_n(s) \}_{n=1}^N \)

\[ q_n(s) = \mu^{-1} q_{N+n}(s) = \mu \left[ \frac{n-1}{n_0} \right] q_{(n-1) \mod N+1}(s), \quad n = -n_0 + 1, \ldots, 0. \]

Further, as illustrated in Figure 2, we have

\[ q_n(s-n_j) = x ((s + n - n_j - 1)\Delta; 0, \varphi) = q_{n-n_j}(s) = \mu^{a_{n-n_j}} q_{b_{n-n_j}}(s), \quad n \geq 1. \]

From the chain rule, it follows that for \( n = 1, \ldots, N \),

\[ \dot{q}_n(s) = \Delta \dot{x}((s + n - 1)\Delta; 0, \varphi) = \Delta \sum_{j=0}^{h} A_j ((s + n - 1)\Delta) x((s + n - n_j - 1)\Delta; 0, \varphi) = \Delta \sum_{j=0}^{h} A_j ((s + n - 1)\Delta) q_{n-n_j}(s) = \Delta \sum_{j=0}^{h} A_j ((s + n - 1)\Delta) \mu^{a_{n-n_j}} q_{b_{n-n_j}}(s), \]

hence, differential equation in (4) is satisfied. The boundary condition is also satisfied, following from the continuity of the solution and \( x(0; 0, \varphi) = \mu^{-1} x(T; 0, \varphi) \).

Finally, we prove by contradiction that \( q(0) \neq 0 \). If \( q(0) = 0 \) then the solution of the differential equation in (4) would be \( q(t) \equiv 0 \), which implies that \( x(t; 0, \varphi) \equiv 0 \) by the monodromy operator action (54). However, this contradicts the property that an eigenfunction is not identically zero.

\[ x(t) = \mu^{a_n} q_{b_n}((t/T - (n - 1))\Delta), \quad t \in ((n - 1)\Delta, n\Delta], \quad n = -n_0 + 1, \ldots, N, \quad x(-\tau_h) = \mu^{a_{-n_0+1}} q_{b_{-n_0+1}}(0) \quad (55) \]
and show that it is a solution initialized at an eigenfunction of \( \mathcal{Z} \). Note that (55) implies
\[
x(t) = q_n \left( \frac{t}{\Delta} - (n - 1) \right), \quad t \in ((n-1)\Delta, n\Delta], \quad n = 1, \ldots, N
\]  
(56)
and, for any \( j \in \{1, \ldots, h\} \),
\[
x(t - \tau_j) = \mu^{a_n - n_j} q_{n-j} \left( \frac{t}{\Delta} - (n - 1) \right), \quad t \in ((n-1)\Delta, n\Delta], \quad n = -n_h + 1 + n_j, \ldots, N.
\]  
By construction of \( x \) and condition \( q(1) = B(\mu)q(0) \), \( x \) is continuous on \([-\tau_h, T] \) and \( x(t) = \mu^{-1} x(t + T) \), for any \( t \in [-\tau_h, 0] \). It remains to show that \( x \) is a solution of (1).

In the interval \( t \in ((n-1)\Delta, n\Delta] \), for any \( n = 1, \ldots, N \), we get from (56) that
\[
\dot{x}(t) = \frac{1}{\Delta} \dot{q}_n \left( \frac{t}{\Delta} - (n - 1) \right) = \sum_{j=1}^{h} A_j(t) \mu^{a_n - n_j} q_{n-j} \left( \frac{t}{\Delta} - (n - 1) \right) = \sum_{j=1}^{h} A_j(t) x(t - \tau_j),
\]  
which completes the proof.

B. Arbitrary non-singular coefficient matrix

We briefly discuss the generalization to linear time-periodic system of the form
\[
E \dot{x}(t) = \sum_{j=0}^{h} A_j(t, K)x(t),
\]  
(57)
where \( E \in \mathbb{R}^{d \times d} \) is non-singular, without (explicitly) using its inverse.

The characteristic matrix \( \mathcal{N}(\mu; K) \) associated to (57) is defined by its action on \( v \in \mathbb{C}^{Nd} \) as
\[
\mathcal{N}(\mu; K)v = q(1) - B(\mu)v, \quad \text{with } q \text{ solution of the initial value problem}
\]
\[
\begin{cases}
(E \otimes I_N) \dot{q}(s) = A(s, \mu; K)q(s), & s \in [0, 1], \\
q(0) = v.
\end{cases}
\]
Its “transposed problem” (33) changes to
\[
D(\mu; K)v = (E^T \otimes I_N)r(0) - B(\mu)^T v, \quad \text{with}
\]
\[
\begin{cases}
(E^T \otimes I_N) \dot{r}(s) = -A(s, \mu; K)^T r(s), & s \in [0, 1], \\
(E^T \otimes I_N) r(1) = v.
\end{cases}
\]
Moreover, the eigenvalues of \( D(\mu; K)v = 0 \), are associated to the Floquet multipliers of
\[
E^T \dot{x}(t) = \sum_{j=0}^{h} A_j^T(-t + \tau_j, K)x(t - \tau_j),
\]  
in the sense of Theorem 5 where (39) changes to
\[
\tilde{p}(s) = R(E^T \otimes I_N)r(1 - s).
\]