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Due to the limited computing resources of the mobile edge computing (MEC) server, a massive Internet of things device computing unloading strategy using game theory in mobile edge computing is proposed. First of all, in order to make full use of the massive local Internet of things equipment resources, a new MEC system computing an unloading system model based on device-to-device (D2D) communication is designed and modeled, including communication model, task model, and computing model. Then, by using the utility function, the parameters are substituted into it, and the optimization problem with the goal of maximizing the number of CPU cycles and minimizing the energy consumption is constructed with the unloading strategy and power as constraints. Finally, the game theory is used to solve the problem of computing offload. Based on the proposed beneficial task offload theory, combined with the mobile user device computing offload task amount, transmission rate, idle device performance, and other factors, the computing offload scheme suitable for their own situation is selected. The simulation results show that the proposed scheme has better convergence characteristics, and, compared with other schemes, the proposed scheme significantly improves the amount of data transmission and reduces the energy consumption of the task.

1. Introduction

With the increasing popularity of smart devices, many new mobile applications and technologies have emerged such as face recognition, car networking system, mobile communication and payment, natural language processing, and interactive games. Of course, this inevitably brings about problems such as lack of resources, a large amount of calculation, and high energy consumption [1, 2]. Due to physical size limitations, mobile devices are often constrained by processing resources, storage resources, and battery capacity. Task offloading has become an interesting and promising solution to alleviate this tension and has become the focus of academia and industry [3]. In the past decade, many researchers have focused on mobile cloud computing, and mobile users can transfer computing-intensive tasks to remote, resource-rich cloud servers through wireless access [4]. Although this paradigm has been used as a form of commercial cloud service, it still has many problems, such as unstable wireless connections between mobile devices and the cloud (for example, weak cellular signals), Wide Area Network (WAN) delays, and other issues. Mobile users usually have a high demand for localized and location-based information services, and it is often inefficient to retrieve localized data from a remote cloud [5].

In recent years, with the explosion of mobile communication traffic, abnormally large amounts of data have been transmitted to cloud servers. This not only puts a heavy burden on the communication bandwidth but also causes unbearable transmission delays and reduces the quality of service to end users. As mobile users and traffic services become mainstream, in addition to the low-latency guarantee of real-time interaction, support for mobility and location management is also crucial [6]. Therefore, as cloud processing becomes the primary method of centralized information storage, retrieval, and management, mobile devices become the main destination of information transmission, and the successful integration of cloud
computing and mobile applications has become an important task. In order to face the above challenges, edge computing is proposed by researchers as an extension of cloud computing. It uses a large number of collaborative user terminals or adjacent user equipment (UE) to perform a large number of computing tasks. The goal is to partially process workloads and services on edge computing devices (such as rugged routers, switches, and IP cameras), rather than transmitting them to cloud devices. Therefore, edge computing introduces an intermediate layer between the mobile user and the cloud to achieve mutual compensation with cloud computing and provide low latency and high rate services to mobile users [7]. It can independently provide predefined service applications to mobile users without the help of the cloud or the Internet. On the other hand, you can also connect the edge computing server to the cloud to take advantage of the cloud’s rich functions and application tools. Edge computing is not a substitute for cloud computing, but a supplement to cloud computing, to reduce the bandwidth burden and reduce the transmission delay [8]. In particular, edge computing services can support and promote the development of applications that are not suitable for cloud computing, such as the following four scenarios:

1. Applications that require very low and predictable latency, such as online games and video conferencing
2. Geographically distributed applications such as pipeline monitoring and sensor networks
3. Fast mobile applications, such as smart connected cars
4. Large-scale distributed control systems such as intelligent energy distribution and intelligent traffic lights

Task migration and resource management are key research issues in mobile edge computing [9]. Among them, task migration is to solve how to select the processing server to process the task (such as local/proximity mobile device/edge server/cloud server), how to divide the related tasks in the same application, and how to determine the time and sequence of task offload/transmission; resources management is to study the wireless (task transmission) and computing (task processing) resource allocation and scheduling schemes required in the calculation process, the task unloading access control scheme, and the edge server networking collaboration scheme [10, 11]. In mobile edge computing, different edge servers need to process tasks from massive mobile terminals in real time and need to coordinate the allocation of edge server resources and task loads at all levels to meet the heterogeneity of processing delay, execution energy consumption, and reliability of different tasks demand [12]. Task migration and resource management directly affect the performance of mobile edge computing and are of great research significance [13].

Therefore, this study proposes a massive computing offload solution suitable for its own situation. The results show that the proposed scheme has better convergence characteristics, and compared with other schemes, the overall system load of the proposed scheme is smaller, and it significantly increases the amount of data transmitted and reduces the task energy consumption. Its main innovations are reflected in the following points:

1. In order to make full use of the massive local IoT device resources, a new MEC system computing offload system model based on device-to-device (D2D) communication is designed. Mobile users can offload tasks to the MEC server, or use D2D to offload to idle and rich computing resources, and can also choose to perform offload tasks locally.
2. Aiming at the problem of huge data volume in the Internet of Things and the low efficiency of the calculation offloading scheme, game theory is used to solve the calculation offloading problem. This paper proposes to choose a computing offloading scheme suitable for one’s own situation based on the beneficial task offloading theory, combined with mobile user equipment’s calculation of offloading task volume, transmission rate, and performance of idle devices.

2. Related Research

There has been much related research on mobile edge computing technology. Some scholars compare the performance of local computing with edge computing and consider the choice of computing tasks. Reference [14] has designed a computational offload strategy to achieve the purpose of minimizing the energy overhead during the computational offload; reference [15] considers the time overhead of computing tasks during transmission and calculation to minimize the system delay. Purpose: computation efficiency maximization problems in [16] are formulated in wireless-powered MEC networks under both partial and binary computation offloading modes. The research in [17] mainly studies the dynamic migration of users during the calculation offload process. It also proposes a computing offload strategy based on the Markov chain to predict the possible future migration and access location of users; the main work in reference [18] is to consider the problem of computing offload for resource allocation. In [19], the optimal selection scheme on whether users choose to locally compute or offload computation tasks is proposed for the binary computation offloading mode. In [20], in order to improve the security of computation tasks offloading and enhance user connectivity, physical layer security and nonorthogonal multiple access (NOMA) are studied in MEC-aware networks.

According to the edge computing architecture used for task offloading, existing research can be roughly divided into two categories, namely, local cloud-based architecture and user collaboration-based architecture.

In a local cloud-based architecture, network operators and cloud providers collaborate to deploy microclouds in the
local area network where their base stations are located to provide computing resources. At the same time, they provide an authorized controller (such as a base station) that combines wireless and computing resources for mobile users coordinating the scheduling and offloading of computing tasks [21]. For example, the study in [22] considered the task offloading problem as a joint optimization of wireless resources and computing resources to minimize the energy consumption of the overall users.

The study in [23] proposed a bilateral control algorithm to jointly perform task offloading and cloud resource scheduling decisions to minimize the overall user overhead cost. Reference [24] constructed edge computing multiuser competition in WLAN and Code Division Multiple Access (CDMA) single-cell network as noncooperative game problems and designed distributed solutions to solve. Generally speaking, there are three advantages of the local cloud-based architecture. First of all, network operators can be authorized to obtain device status information and task configuration files in order to make reasonable offload decisions. Secondly, the authorized controller (such as the base station) is responsible for task offload scheduling and can provide comprehensive offload decision support for all users without consuming mobile device energy. Furthermore, authorized controllers can use their global network information (such as user real-time cellular signals) to make task offload decisions. However, its existence clearly determines that all tasks are offloaded to the local cloud through cellular access, and this additional traffic will increase the burden on future cellular networks [25]. In addition, the resources in the local cloud are limited, which may limit the scale of services and require dedicated resource scheduling strategies. In addition, since this architecture only provides computing resources, it is not helpful for traffic offloading and some mobile tasks that require smartphone awareness.

In the user collaboration-based architecture, mobile users can use resources that are not fully utilized by nearby mobile devices to assist in the execution of tasks. The rationale is that, in daily life, users will encounter this opportunity very often, which provides mobile users with a large number of opportunities to form a local network to share their resources [26]. In addition, the improvement and diversification of mobile device performance have brought a large number of heterogeneous resources to the local network, such as advanced CPUs supporting high-level applications, high-speed network access, and various sensors. Furthermore, D2D communication is expected to improve cellular communication in terms of improving user throughput and expanding the network coverage. There are many studies currently in this category, for example, the task offload framework proposed in [27], where mobile users offload computing tasks to nearby users based on available processing power. The study in [28] designed a traffic offloading framework to offload users' data files to nearby users to achieve better cellular quality. However, in order to successfully implement an architecture based on user collaboration, there are two prerequisites. First, user mobility, such as time spent in a place and contact behavior, should be predictable. Second, cooperative users should trust each other or provide an incentive mechanism. Most of the existing research uses users' social relationships to meet these needs but, at the same time, may limit the services in the community and lose a lot of opportunities to cooperate with strangers nearby. In addition, they usually focus on single-user optimization rather than full network optimization, ignoring the energy consumption of devices used to predict user mobility and make offload decisions. Of course, these two architectures can be complementary, and the complementary relationship between the two has also attracted the attention of many researchers, which has also produced a lot of research results on task scheduling strategies. For example, the study in [29] designed a new D2D edge computing architecture based on the above two architectures and considered combining user incentives and collaboration into a wide range of task offload optimization problems.

Although many scholars have done relevant research on mobile edge computing, most of the research is only on the resource allocation of computing offload and the optimization of network overhead during the offload of computing. It did not consider improving the users’ experience by reducing the computing pressure of MEC server [30]. The development and application of mobile edge computing make the edge computing server not only limited to the “edge computing layer” at the edge of the network but also gradually expand to neighboring devices around the user. By establishing a D2D connection with the surrounding mobile users, the computing task is offloaded to the user equipment with a large amount of idle computing resources; that is, the D2D computing task offloading. D2D computing task offloading is a new mobile task offloading framework based on D2D collaboration. In this collaboration, users can share each other’s computing resources. Compared with offloading to an edge server, D2D assisted uninstallation is easier to implement, because users can help each other and benefit together. Based on the information in the current time slot, their tasks are dynamically offloaded to the nearby user equipment that has a lot of idle CPU resources. In a large amount of research work on edge computing and D2D offloading, a few research results have taken into account information security issues [31]. Whether it is a centralized or distributed architecture, the focus of most research is how to make offload decisions, how to schedule resources, and how to optimize system performance after base stations or UEs have mastered information about various mobile devices and edge servers.

3. Modeling

3.1. System Modeling. The system model considered is a single cell, which includes a base station and users divided into two sets. In a set, each user has a computationally intensive task to be performed. These users are called computing requesters (CRs), denoted as \( \{1, 2, \ldots, R\} \). The users in the other set, because they currently have free CPU resources, can be used as computing providers (CPs), denoted as \( \{1, 2, \ldots, P\} \) as shown in Figure 1.

In this case, the base station will encourage CRs to offload their tasks to the nearby CPs through energy-efficient
D2D links. Of course, users can also choose to perform their tasks locally [32]. The available spectrum in this single-cell system is divided into \( N \) orthogonal subchannels, and the bandwidth of each subchannel is \( w \). Each D2D link will be assigned an OFDMA subchannel. The operation of the system is performed in each time slot, and the length of each time slot is \( T \). Assuming that the base station has complete network information and high computing power, each user has only one task in a time slot, and the user’s offload decision and the base station’s decision to allocate subcarriers for each pair of D2D are completed in a time slot.

The D2D task uninstall process includes the following steps:

1. CRs carrying computing tasks look for CPs of neighboring computing providers and then measure and collect information of these neighboring users.
2. After calculation, CRs make the best matching decision. Of course, they can also choose to perform tasks locally.
3. The base station allocates subcarriers for each pair of D2D, CRs offloads the task to the selected CPs, and then the task is executed at the CPs or CRs.
4. Finally, the calculation results will be returned to CRs from CPs.

3.2. Related Model Building

3.2.1. Communication Model. Consider that the working mode of D2D communication is an over mode. In this mode, there is no interference between D2D users and cellular users and between D2D pairs. In the following, \( r \) means a CR and \( p \) means a CP. Therefore, in the D2D link established between \( r \) and \( p \), the transmission rate \( v_{rp} \) in a time slot \( T \) can be expressed as

\[
v_{rp} = w \log \left( 1 + \frac{P_r H_{rp}}{\rho \sigma_0 w} \right),
\]

Here, \( H_{rp} \) is the channel gain between \( r \) and \( p \) and \( w \) is the bandwidth allocated to the D2D link between the two. \( \rho_0 \) is the background noise power spectral density, and \( P_r \) represents the transmission power of \( r \) in the current time slot.

3.2.2. Task Model. In the D2D task offload architecture, consider using a parameter set \( \langle b_{in}, b_{out}, s_r \rangle \) to describe the calculation task of the current slot user \( r \), where \( b_{in} \) is incoming data, \( b_{out} \) is outgoing data of the task, and \( s_r \) is the number of computing resources required by the task, expressed as

\[
s_r = b_{in} \cdot k.
\]

Here, \( k \) is a constant.

3.2.3. Calculation Model

1. Local Computing. \( f_r^l \) is used to represent the computing power of \( r \) (such as the amount of data the device can process per second), and different CRs have different computing power [32]. According to the task’s parameter set, the execution time of the \( r \) local computing task can be expressed as

\[
t_{rl} = \frac{s_r}{f_r^l}.
\]

Then, the corresponding energy consumption is expressed as

\[
E_{rl} = c_r t_{rl}.
\]

Here, \( c_r \) is the energy consumed per second calculated according to the current processor frequency.

2. Offload Calculation. The time delay for offload calculation includes three parts, \( r \) and \( p \) communication delays \( \sigma_{in} \) and \( \sigma_{out} \) due to outgoing and incoming data through the D2D link, and task processing delay \( \sigma_{exe} \). Therefore, the total time delay for \( r \) offload calculation is

\[
t_{rp} = \sigma_{in} + \sigma_{out} + \sigma_{exe},
\]

\[
\sigma_{in} = \frac{b_{in}}{v_{rp}},
\]

\[
\sigma_{exe} = \frac{s_r}{f_p^l}.
\]

Here, \( f_p^l \) is the computing power of \( p \). Compared with the size of the incoming data, the amount of data transmitted by the CP is too small, so the transmission delay \( \sigma_{out} \) of the outgoing data can be regarded as a constant. The total energy consumption of the offload calculation mode can be expressed as

\[
E_{rp} = c_r t_{rp}.
\]
$E_{rp} = e_{in} + e_{out} + e_{exe}^p,$

$e_{in} = \lambda \cdot \sigma_{in},$

$e_{out} = \bar{P}_r \cdot \sigma_{out},$

$e_{exe}^p = \epsilon_p \cdot \sigma_{exe}.$

Here, $\lambda$ and $\bar{P}_r$ represent the D2D transmission power of $r$ and $p$, respectively, and $\epsilon_p$ is the energy consumed by $p$ to perform the calculation task per second.

3.3. The Prediction of MEC Server Waiting Time. The prediction of the waiting time when too many tasks are queued on the MEC server because the MEC server is a single queue multiservice queuing model: according to Little’s law in queuing theory, under balanced conditions, the average time a task waits at the MEC server is the average waiting queue length of the system divided by the average entry rate of the task, which is

$$t_{\text{wait}} = \frac{N_q}{\lambda} = \frac{N_t - N_0}{t}. \quad (7)$$

Here, $N_q$ is the average waiting team leader, $\lambda$ is the average entry rate of tasks, and $N_t$ is the total number of tasks at $t$, the number of tasks in the system at the beginning of the $N_0$ decision, rather than the number of tasks in the initial system. Next, you need to measure these two parameters. The measurement of these two parameters needs to be performed on the MEC server.

For $N_q$, the number of tasks waiting at the MEC $N_t - C$ can be counted in each time slot $t$, and the average waiting queue length can be calculated as the time increases:

$$N_q = \frac{\sum_{i=0}^{t} (N_i - C)}{t}. \quad (8)$$

3.4. Utility Function. Because each mobile user wants to transmit as many CPU cycles (transmitted data) as possible, each participant wants to maximize their transmission power. However, if each participant tends to maximize its transmission power, it will cause severe interference, which will affect the transmission rate and generate huge energy consumption [33]. In this way, the overall performance of the system declines instead. At the same time, while maximizing power, it will generate a lot of energy consumption, which will also increase costs. Therefore, the utility function wants to maximize the number of CPU cycles while making the energy consumption as small as possible, so the utility function used is

$$U(S) = \alpha D_n(S) - \beta q(E_n(s_n)). \quad (9)$$

The utility function maximizes the number of CPU cycles while minimizing energy consumption, where $\alpha$ is the price required per unit of CPU cycles, $\beta$ is the price required per unit of energy consumption, $D_n(S)$ is the total amount of data transferred by the mobile user $n$, and $E_n$ is the total energy consumption. The larger the utility function, the better the effect. After that, each parameter is substituted into the utility function; with the unloading strategy and power as constraints, the optimization problem with the objective of maximizing the utility function is constructed and solved.

4. Distributed Computing Offload Algorithm Based on Game Theory

4.1. Useful Task Offload. Through the analysis of the above communication model and computing task load model, it can be seen that when too many mobile devices select the same channel for task offloading, the mutual interference will become very serious. This leads to a reduction in the data rate between each mobile device and the base station, which results in more time when uploading calculation task data. And spending too much time uploading computing tasks will cause more energy consumption of mobile devices [34, 35]. In this case, mobile devices are more suitable to perform tasks locally to avoid the excessive load caused by offloading tasks.

Since each mobile user is an individual, each individual will only consider their own interests in a multiuser scenario. The benefit here is to complete the calculation task with the minimum energy consumption and the shortest delay. The beneficial task offloading concept is defined below.

Definition 1. Given a multiuser task offload strategy result vector $x$, the decision result is $x_n (x_n \geq 0)$ for the user $n$ who selected the offload task. If the load of the user performing the calculation task on the MEC server by offloading is less than the load of performing the calculation task locally, then it is called a beneficial task offloading ($K_n^m \geq K_n^c(x)$).

The concept of beneficial task offloading has an important meaning in the task offloading strategy of mobile edge computing. On the one hand, from the perspective of mobile users, a user will not offload tasks to the MEC server for execution and cannot obtain a smaller load than local execution. Only by offloading tasks to the MEC server which can get a smaller load, mobile users are motivated to uninstall. On the other hand, from the perspective of the MEC server operator, if more users can achieve a beneficial task offload status, it means more users of the MEC server, which means higher profits. Therefore, the offload strategy can be derived from the calculation load (local calculation load or load offloaded to the MEC for calculation) and according to the beneficial task offload concept.

With the concept of beneficial task offloading, a goal can be to maximize the number of users who achieve a beneficial state through task offloading in a multiuser scenario. This model can be expressed by the following formula:

$$\max \sum_{x_n \geq 0} I_{[x_n \geq 0]}$$

satisfy: $K_n^m(x) \leq K_n^m, \forall x_n > 0, n \in N \quad (10)$

$x_n \in \{-1, 0, 1, \ldots, M\}, \forall n \in N.$

Here, $I_{[x_n \geq 0]}$ is an indicator function, defined as follows:
\[ f_{\{x_n \geq 0\}} = \begin{cases} 1, & x_n \geq 0, \\ 0, & x_n = -1. \end{cases} \] (11)

At this time, the task offload strategy problem in the multiuser scenario can be described as follows: in the multiuser scenario, most users are allowed to achieve a beneficial offload state by offloading the computing task. However, by translating this problem into the maximum packing problem of multiple boxes, it can be concluded that this problem is NP-hard. Let us prove it.

To prove this problem, we introduced the maximum packing problem of multiple boxes. Given \( N \) objects, the weight of each object is \( W_i, i \in \{1, \ldots, N\} \), and there are \( M \) boxes, and the capacity of each box is \( C \). The goal of the problem is to pack the objects in the box so that most objects can be packed in the box. The problem can be described as follows:

\[
\begin{align*}
\max & \sum_{i=1}^{N} \sum_{j=1}^{M} h_{ij} \\
\text{s.t.} & \sum_{i=1}^{N} W_i h_{ij} \leq C, \quad \forall j \in \{1, \ldots, M\} \\
& \sum_{j=1}^{M} h_{ij} \leq 1, \quad \forall i \in \{1, \ldots, N\} \\
& h_{ij} \in \{0, 1\}, \forall i \in \{1, \ldots, N\}, j \in \{1, \ldots, M\}.
\end{align*}
\] (12)

4.2. Algorithm for Calculating Offload. A game theory method is used to solve the problem of computing offloading, which is used to realize an efficient computing offloading strategy among users. The reasons for adopting game theory are summarized as follows:

(1) Each user has different mobile devices. They may pursue different interests and adopt different strategies. For example, when the battery status of mobile devices is low, mobile users will be more inclined to choose to uninstall to edge devices with high latency but low energy consumption. When users run some applications that are sensitive to latency, users pay more attention to processing time. If low latency is required, mobile users will choose to offload to mobile edge servers. Game theory is a framework for analyzing interactions between multiple mobile device users. These users choose their own offloading decisions based on their own interests and maximize their own interests. A certain incentive computing offload mechanism can be designed so that each mobile user has no incentive to unilaterally deviate [36]. It is very suitable for research on mobile edge computing regarding the offload of computing.

(2) Because of the future Internet of Things scenarios with massive devices, each mobile user’s device will generate data, and massive devices will generate massive data. If we adopt a centralized processing method, it will inevitably bring huge energy consumption and delay to the server. Therefore, the research method of noncooperative games has become the main method for processing tasks in a distributed manner. Generally, in a distributed system, each mobile user prefers to choose a method of task execution that enables his user equipment to have low overhead.

Assume that \( S_{n}^* = (S_{1n}, \ldots, S_{n-1}, S_{n+1}, \ldots, S_{N}) \) is the calculation offload decision of all other mobile users except for user \( n \). Suppose that when user \( n \) selects strategy \( S_{n}^* \), the user knows the calculation offload strategy \( S_{n}^* \) of other MEC. So, you can choose the best strategy at this time.

Therefore, a noncooperative game model is established, each user decides their own offload strategy, and a distributed architecture model is jointly established. Under the conditions of power and different unloading strategies, each user should maximize their respective utility functions:

\[
\begin{align*}
\forall n \in N, & \max_{s_n} U_n \\
\text{s.t.} & p_n \leq P_{\max} \\
& \sum_{k=0}^{K} x_{n,k} = 1 \forall n \in N.
\end{align*}
\] (13)

If under the \( S^* \) strategy, no user can change it alone and the other utility function becomes larger, then the \( S^* = (s_{1}^*, \ldots, s_{N}^*) \) strategy is to calculate the Nash equilibrium solution of the offload game.
Among the many game models, the potential game is one of the most effective game theoretical models applied in the distributed network. In game theory, if a single global function called a potential function can be used to express the incentives for all players to change their strategy, the game is called a potential game.

In addition, design a computing offload algorithm suitable for the distributed model in this section. First, the algorithm can enable users to coordinate with each other and know each other’s uninstall decisions before choosing an uninstall strategy. Secondly, after multiple time slot iterations, the joint offload game model proposed in this paper can achieve Nash equilibrium. Let us first consider the update of the task offload decision within a time slot, and introduce the concepts of better response and optimal response.

**Definition 2.** The mobile user offload decision is changed from $s_{n}$ to $s'_{n}$ and its utility function changes to satisfy

$$U_n(s'_{n}, s_{-n}) > U_n(s_{n}, s_{-n}).$$

(14)

Then, the strategy is called $s'_{n}$ as the better response strategy.

**Definition 3.** For a given other participant strategy $s_{-n}$, the mobile user offload decision changes from $s_{n}$ to $s^*_{n}$, and there is no better strategy than $s^*_{n}$. Its utility function changes satisfy

$$U_n(s^*_{n}, s_{-n}) > U_n(s_{n}, s_{-n}).$$

(15)

Then, the strategy is called $s^*_{n}$ as the optimal response strategy.

According to the concept of better response in the potential game in formula (14), mobile users can choose a relatively superior offload strategy in each time slot. According to the concept of the optimal response of the potential game in formula (15), each mobile user is the optimal participant in the strategy set of other mobile users [37, 38].

Description of how mobile users update their own decisions: First, at the beginning of each time slot, the mobile user’s computing offload strategy is initialized. When the mobile user has an uninstall task that needs to be performed, under the condition that other mobile user strategies remain unchanged, choose a strategy that is better for him. After multiple timeslot iterations, each participant’s decision will achieve relative superiority [39, 40]. If the offload strategy of all mobile users at this time satisfies formula (15), it indicates that the entire offload model has reached the Nash equilibrium and the algorithm has converged to the global optimal situation.

The joint offloading algorithm proposed based on the system model is convergent and will always have Nash equilibrium. When that equilibrium is reached, the proposed utility function reaches the global optimum, so the potential game can finally obtain a satisfactory solution. The flow of the proposed algorithm is shown in Figure 2.

### 5. Example Verification and Result Discussion

Based on the MATLAB platform, the performance of the proposed calculation offload strategy is evaluated through specific simulation data and necessary instructions. This includes parameter settings, simulation results, and analysis. The simulation process considers a single-cell D2D network model, in which all CRs and CPs are randomly distributed in the cell. The main simulation parameters are given in Table 1.

#### 5.1. Iterative Analysis

Considering the number of different CRs, this paper conducts experiments on the convergence performance of the proposed algorithm. The result is shown in Figure 3, the maximum D2D distance at this time is fixed at 50 m.

It can be seen from the figure that when the number of CRs is 5, 10, and 15, the total energy consumption generated by the system can always reach convergence after a series of consecutive iterations. At the same time, as the number of CR gradually increases, the total energy consumption also increases accordingly. This is because the more the user transmission and calculation tasks are, the more the energy consumption will be generated. This shows that the algorithm is guaranteed to converge. In addition, as the number of CRs increases, the rate of convergence also gradually weakens. Therefore, when the number of CRs is large, the complexity of the algorithm will become very high, which will be a problem that needs to be further solved in the future.

During the iterative process, the number of users in a beneficial uninstall state changes as shown in Figure 4.

It can be seen from the figure that, during the iterative process, the number of users in a beneficial uninstall state continues to increase and eventually reaches a stable state. This shows that the algorithm can reach the Nash equilibrium state within a limited number of times (35 iterations in this simulation experiment). Among the 30 users, 25 users selected tasks to be offloaded to the MEC server for execution.

In addition, under the condition of a different number of users, the number of iterations required for the system to reach Nash equilibrium is shown in Figure 5.

It can be seen from the figure that, as the number of users increases, the number of iterations required for the system to reach Nash equilibrium also increases with a linear trend. This shows that the proposed multiuser distributed task offloading algorithm has better performance.

#### 5.2. Parameter Discussion

In order to analyze how the background noise power spectral density $\rho_0$ affects the energy consumption of the distributed computing offload algorithm, the energy cost is compared by changing the density value. The results are shown in Figure 6. This article compares the situation of 10 users to 50 users, respectively. It
It is assumed that the data size of the calculation task of each mobile device is the same, the external environment is consistent, and only the background noise power spectral density value is changed.

It can be seen from the figure that, as the background noise power spectral density increases, the energy consumption of the distributed task offload algorithm also increases accordingly. This is mainly because the mobile device is affected by background noise at this time, and it needs to spend more computing resources to process, so the energy consumption is higher. In the proposed scenario, although increasing the background noise power spectral density value will increase the system energy consumption, its improvement will significantly reduce the execution time of the computing task and greatly reduce the delay of the entire computing offload. For some applications that are more sensitive to delay, it can be appropriate to increase energy consumption in exchange...
for the lower delay to ensure user QoS. In practical applications, the background noise power spectral density needs to be adjusted according to the user’s different computing tolerances for delay and energy consumption. In the case of meeting the user’s minimum delay requirements, reduce the system energy consumption as much as possible.

5.3. Performance Comparison with Other Strategies. This paper compares the proposed MEC-D2D joint offloading algorithm based on optimal response with the algorithms in [23, 28, 29]. The results are shown in Figure 7. Reference [28] is to uninstall all uninstall tasks to the MEC server. Reference [23] uninstalls all uninstall tasks to idle terminals, namely, D2D devices. Reference [29] randomly uninstalls the uninstall task to the MEC or D2D device.

It can be seen from the figure that the proposed algorithm combines MEC-D2D and uses game theory to select the optimal solution to offload the computing task. In the same number of iterations, the function value is the largest; that is, it can handle more offload tasks. References [23, 28] offload all computing tasks to MEC or D2D, and the processing effect is not good, especially the offloading ability of [23] is very limited. However, reference [29] uses random unloading and lacks an effective unloading algorithm, so it saturates the area in fewer iterations.

The average delay of the system with a different number of users is shown in Figure 8.

As can be seen from Figure 8, the average delay of the system increases with the increase of the number of users. However, compared with other offloading strategies, the proposed strategy has lower system delay, which is because it uses game theory to offload tasks. Considering the load of MEC and base station, the proposed strategy offloads tasks with the optimal offload decision and offload rate, which makes full use of local computing resources, balances the traffic load, avoids the extra delay overhead in congestion, and effectively reduces the cost. The system delay is reduced.

When the mobile user is 1000, the average delay is only 14 ms.

When the number of users is different, the overall system load in different schemes ([23, 28, 29]) is shown in Figure 9.

It can be seen from the figure that reference [23] has the largest overall system load, while other algorithms reduce the overall system load compared to the algorithm in [23]. This shows that offloading tasks to MEC for execution can bring obvious benefits to users. Among the other offloading strategies, the proposed multiuser
distribut ed task of floading algorithm has the lowest
overall system load, which reduces the system load by
67.5% on average compared with [23], and the perfor-
mance improvement effect is obvious. Compared with

Figure 7: Comparison of MEC-D2D unloading algorithm based on
optimal response with other algorithms.

Figure 8: Average delay of the system with a different number of
users.

Figure 9: Average overall load of the system under different
schemes.

[28], because it offloads all tasks to the cloud for execution,
without considering the mutual influence of users, some
offloading does not bring performance improvement. The
comparison in [29] ignores the waiting delay in the MEC
server, so the average overall load is higher than the
proposed algorithm.

6. Conclusion

In this paper, a new MEC system based on device-to-device
communication is designed and modeled, including a
communication model, task model, and calculation model.
Then, this paper constructs a utility function that takes the
unloading strategy and power as constraints, maximizes the
number of CPU cycles, and minimizes energy consumption,
and then we use game theory to solve the unloading
problem. Mobile users choose a computing offloading so-
lution that suits their situation based on factors such as the
number of computing offload tasks, transmission rate, and
performance of idle devices.

In addition, there are more areas of concern and in-
depth research on task offloading strategies in mobile edge
computing. In the future, in-depth research can be con-
ducted from the following aspects:

(1) To simplify the offloading and caching model, the
scenarios considered are all single MEC servers. In
the future, more application scenarios should consider the multiserver multiuser scenario and increase the number of servers and users, so that the system model is more complete.

(2) Information security is not considered in the transmission of massive data. If it is attacked by a network, it will have a great impact on the unloading of computing. Therefore, we will consider encrypting the data in a later stage to ensure the reliability of information.
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