Abstract

The intrinsically anti-ferromagnetic topological insulator, MnBi$_2$Te$_4$ (MBT), has garnered significant attention recently. The excitement for this layered van der Waals bonded compound stems from its potential to host numerous exotic topological quantum states. For instance, quantum anomalous Hall states are predicted for odd-layer compounds and axion insulator states for the even-layer compounds. Unfortunately, the realization of these phenomena has been hindered by experimental challenges such as the existence of negative charge carriers, i.e., electron doping, which have been linked to anti-site defects among the Mn and Bi sub-lattices. Based on high level diffusion Monte Carlo (DMC) and DMC-tuned DFT+U calculations, we provide benchmark quality results for the bulk Mn magnetization as well as for Mn$_n$Bi and Bi$_n$Mn defects. We use this information to refine and extend models that estimate the anti-site defect concentration in actual MBT samples when combined with data from magnetic susceptibility and intermediate field magnetization measurements. Our models are validated through favorable comparison with prior experimental studies that obtained both magnetic and site occupancy data. We then extend our estimates to a larger set of prior samples to identify a probable zone of low defect density that has yet to be reached in synthesis. We anticipate our theoretically based magnetic purity measures may be used as minimization targets in the cycle of refinement needed to synthesize MBT samples with low anti-site defect concentrations and more reproducible topological properties.
I. INTRODUCTION

The stoichiometric \( \text{MnBi}_2\text{Te}_4 \) (MBT) crystal is a layered van der Waals bonded anti-ferromagnet. The material has received considerable attention recently\([1–16]\) as it is the first observed intrinsically anti-ferromagnetic (AFM) topological insulator (TI) \([1]\). As a result, the material provides a promising route to realize exotic topological and quantum phenomena such as the quantum anomalous Hall (QAH) effect, axion insulator states, and Weyl semimetal states, which could be useful within various application domains such as low-energy electronics and topological quantum computation\([15]\). The intrinsic magnetism of MBT also enables the study of magnetic and topological properties together at higher temperatures than previous magnetically-doped topological insulators\([16–21]\). While \( T_c \) is \( \sim 30 \text{K} \) in magnetically doped TI compounds, the QAH effect is realized at a very low temperature due to the random distribution of magnetic dopants acting as a source of electron scattering in the edge states even below the Curie temperature. As such it is imperative to synthesize MBT crystals/films with minimal magnetic defects to minimize disorder scattering.

MBT consists of Te-Bi-Te-Mn-Te-Bi-Te septuple layers (SLs) as shown in Fig. 1. Within each SL, the magnetic moments couple ferromagnetically with an easy axis (the \( z \)-axis) that is perpendicular to the plane \([1, 2, 4]\). The moments of neighboring SLs, however, couple anti-
ferromagnetically and therefore the material exhibits AFM-\(z\) order. Given that MBT has AFM-\(z\) order in the ground state, it preserves \(\mathcal{T}\tau\) symmetry where \(\mathcal{T}\) is time-reversal (spin flip) and \(\tau\) is a fractional lattice translation (here, a 1/2 lattice translation along \(z\)). Given this symmetry, MBT can therefore be classified as having \(\mathbb{Z}_2\) topology with calculated band structures predicting that bulk MBT is an AFM TI [6–8]. Since few-layer MBT maintains AFM order across layers, by controlling the number of layers in MBT there is potential to arrive at a QAH insulator (odd number of SL layers) or an axion insulator (even number of SL layers). This ability to switch between the axion state and the QAH state has been experimentally observed in few-layer MBT by switching between even and odd SL layers, respectively [9–11, 22].

There are, however, a number of challenges related to MBT fulfilling its full promise as an intrinsic magnetic topological insulator. MBT has been observed to host \(n\)-type carriers which can hinder the realization of a high-temperature QAH effect[16] by pushing the Fermi level into the conduction band which has been observed in transport measurements[3, 4, 6, 23, 24], quasiparticle interference (QPI) measurements using STM[11] and ARPES[1–3, 23–25]. Interestingly, QPI measurements show that replacing Bi even with the isoelectronic Sb shifts the Fermi-level down from the conduction band to the center of the bandgap. Given that Sb and Bi have a significant strain mismatch, this suggests that there are intrinsic defects in MBT, and they change due to a changing defect equilibria when Bi is replaced by Sb, thereby controlling the concentration of \(n\)-type carriers. Indeed, strong candidates for the source of the \(n\)-type carriers are intrinsic defects, with recent theoretical evidence [26] pointing to the role of anti-site defects, in particular, in providing the unwanted carriers. It has also been reported that Mn deficiencies (non-stoichiometry) in MBT could be as high as 15% [27], which can also potentially impact the Fermi level, and magnetic and topological properties. It is therefore imperative to quantitatively understand the relationship between anti-site defects, the production of \(n\)-type carriers[13, 28] and resulting bulk magnetism[4, 24]. In this regard, it is highly desirable to synthesize high-quality defect free samples of MBT, that may support the consistent realization of the theoretically predicted QAH phase in the ultra-pure limit. To that end, having a theoretically derived metric to assess the quality of the sample, as determined by the as-grown anti-site fraction, could guide the synthesis of high quality samples and provide a means to directly study how the anti-site fraction is coupled to the concentration of \(n\)-type carriers and the realized topological properties.

Recently, it was observed that high magnetic fields (\(\approx 60\text{T}\)) are required to approach saturation of the magnetization exhibited by a pure FM state in MBT[14]. Moreover, the magnetization
profile of MBT samples exhibit stages or multiple plateaus with increasing external field strength, attributed to the presence of $\text{Mn}_{\text{Bi}}$ and $\text{Bi}_{\text{Mn}}$ antisite defects, which may give the impression that the magnetization is saturated at lower fields ($\approx$ 8-20T) with reduced moments. Therefore, magnetic measurements that have not reached full magnetic saturation, and are perceived to be on pristine MBT samples, can lead to underestimates of the Mn local moments. Provided that the moment of $\text{Mn}_{\text{Bi}}$ anti-aligns with its neighboring locally ferromagnetic Mn plane, Lai et al.[14] showed that the observed intermediate and high field plateaus in the magnetization could be used to estimate the fraction of anti-site defects when coupled with knowledge of the true Mn local moment in a pure MBT crystal.

In this work, we establish benchmark quality theoretical results for the local magnetization in pristine and defective MBT and use this information to refine and generalize magnetic estimation models for the MBT anti-site defect concentration, similar to the one introduced by Lai et al.[14]. In particular, we demonstrate that widely available magnetic susceptibility measurements may be effectively combined with magnetization vs. H results, without requiring measurements at very high fields, to constrain or fully determine the relative fraction of $\text{Mn}_{\text{Bi}}$ and $\text{Bi}_{\text{Mn}}$ defects present in a given sample with support of the theoretical benchmark data.

The theoretical magnetic moments are based on many body diffusion Monte Carlo[29, 30] (DMC) calculations and DMC-optimized density functional theory[31, 32] (DFT) calculations. Diffusion Monte Carlo is known to provide high quality results for ground state properties of strongly correlated materials[33–66], which are challenging for mean-field approaches. For this reason, DMC is often used to benchmark the quality of new density functionals[67] in condensed matter applications[68]. The DMC method projects out the lowest energy state that is consistent with the nodes or phase of a given trial wavefunction[69–71]. As a rigorous check of the method, we make use of the variational property of the method to optimize the nodal structure of three separate trial wavefunctions within the Hubbard U[72] and exact exchange[73] corrected DFT ansatzes. Following the independent nodal optimizations, the ground state properties are found to agree closely within each trial wavefunction ansatz, supporting the benchmark quality of the obtained magnetic properties.

In the sections that follow, we develop the magnetic properties and validate key assumptions needed to construct magnetic models of purity for MBT. First, we establish a benchmark reference value for the magnetic moment of Mn in pristine MBT with DMC. Next, we utilize a DMC-optimized density functional to study the effect of the change in local coordination experienced by
Mn\(_{\text{Bi}}\) and the Mn sites neighboring Bi\(_{\text{Mn}}\) in large supercells. Using this optimized functional, we also confirm that the sign of the exchange interaction between Mn\(_{\text{Bi}}\) and the Mn-planes is such that the Mn\(_{\text{Bi}}\) moment anti-aligns with respect to the locally ferromagnetic ordered moments of each Mn plane, leading to a reduction in the average ground state moment at zero applied field. Finally we combine these results to construct additive models linking experimentally measured magnetic properties with the microscopic concentrations of the Mn\(_{\text{Bi}}\) and Bi\(_{\text{Mn}}\) anti-site species. Based on these relations, we estimate the quality of several MBT samples reported in the literature and show that, where information is available, the estimated anti-site defect fractions compare favorably with those obtained by other experimental probes. These observations support the use of these models to estimate anti-site fractions in synthesized MBT samples with widely available magnetic measurement techniques. Since these defects drive the intrinsic \(n\)-doping in MBT samples, more accessible knowledge of their microscopic concentrations may enable the community to realize reproducible synthesis routes that tune the Fermi level within the bulk gap to achieve robust QAHE in MBT.

II. METHODS

The accuracy of the magnetic moments obtained here derives from the DMC method. We use DMC as it is implemented in the QMCPACK\[74, 75\] code. DMC is a constrained imaginary time projection method. Given an approximate solution \(\Psi_T\) to the many body time-independent Schrödinger equation, referred to as a trial wavefunction, DMC projects out the lowest energy state consistent with the constraint:

\[
\Psi_{\text{DMC}} = \lim_{t \to \infty} e^{-t(\hat{H} - E_{\text{DMC}})} \Psi_T
\]

where \(\hat{H}\) is the Hamiltonian. To ensure that the projected state remains anti-symmetric, the fixed node\[69, 70\] (or fixed phase\[71\]) constraint is imposed to restrict the nodal/phase structure of the projected state to match the trial state. The trial wavefunction employed here is of the Slater-Jastrow\[76–78\] type, where the Slater determinant is constructed from the occupied orbitals of DFT calculations using LDA\(+U\), PBE\(+U\), and PBE0(\(\omega\))\[79\] functionals. All DFT calculations are performed with the Quantum Espresso\[80\] package. The Jastrow factor included 1, 2, and 3-body correlation terms and was optimized separately for each type of DFT Slater determinant. Jastrow optimization was performed using the linear method\[81\], resulting in a variance to energy
ratio of 0.012(1) Ha, indicating good quality. For reasons of computational efficiency, pseudopotentials were used to represent the atomic cores. Here, we use potentials generated (Mn[82]) or tested (Bi[83], Te[84]) within the ccECP[82, 85–87] approach to retain a high degree of accuracy. The non-local nature of the potentials in the imaginary time DMC projection was handled using the T-moves[88, 89] approach and an imaginary timestep of 0.01/Ha was found to be sufficient to converge the magnetic properties of interest.

We calculate the local magnetization at the Mn sites from DMC and DFT for FM and A-AFM magnetic states of MBT by integrating the local contributions about each site. First, the spin-up and spin-down densities ($\rho^{\uparrow}(r)$ and $\rho^{\downarrow}(r)$, respectively) are computed, and then the spin density is constructed as $\rho^{M}(r)$, using $\rho^{s}(r) = \rho^{\uparrow}(r) - \rho^{\downarrow}(r)$. The spin density is normalized to the total number of up electrons minus the total number of down electrons contained in the simulation cell. The estimate of the Mn local magnetization, $M$, is calculated via

$$M_I(R) = \int_0^R dr \int_0^\pi d\theta \int_0^{2\pi} d\phi \rho^{s}(r - r_I)$$

$$\equiv \int_0^R dr M^{AVG}_I(r), \quad (2)$$

where $I$ indexes an atomic site. The integration radius $R$ is extended until the local magnetization stabilizes to its final value. In DMC, extrapolated estimators were used to obtain corrected moments. While DMC does not explicitly include spin-orbit interactions, the impact of spin orbit on the Mn moments is confirmed to be less than 0.25% by optimized DFT calculations, consistent with the essentially collinear Mn moments observed experimentally in the A-AFM ground state of MBT.

Execution of the simulation workflows and postprocessing of the magnetic results was performed with the Nexus workflow automation package[90]. All of the processes and results of this study are made freely available via the Materials Data Facility[91, 92] [link to be inserted here upon acceptance].

III. RESULTS AND DISCUSSION

A. Benchmark Magnetic Moment of Mn in Pristine MnBi$_2$Te$_4$

First, we seek to establish a benchmark reference value for the magnetic moment of Mn in pristine MBT with the DMC approach. The key to our approach is to seek for low energy solutions
within sets of trial wavefunctions that efficiently represent the essential physics of the on-site electron-electron interactions within the Mn d manifold. The fixed-node variational principle of DMC allows us to identify the most physical projected states as those with the lowest energy. Within the Hubbard U framework, we consider trial wavefunctions based on LDA+U and PBE+U Kohn-Sham orbitals and allow U to enter as a variational parameter for direct optimization with DMC. The U values we consider fall within the range of 0.1-9.0 eV. We additionally consider trial wavefunctions based on orbitals obtained from the PBE0(ω) hybrid functional. In this case, the variational space is extended to include different possible realizations of screening, as represented by the exact exchange fraction ω. The range of ω we consider includes variations between 10-40%. The three trial wavefunction ansatzes based on LDA+U, PBE+U, and PBE0(ω) serve as independent probes of the electronic structure of MBT, where we aim to establish the correct ground state physics.

FIG. 2: DMC nodal optimization using Slater-Jastrow trial functions based on LDA+U (blue), PBE+U (orange), and PBE0(ω) (green). DMC total energies per f.u. are shown as colored circles. The solid lines are cubic polynomial fits to the data and the optimal trial wavefunction parameterizations are marked by the solid X’s. The most accurate physical properties are given by DMC/PBE0(ω), which has the lowest energy minimum (zero of energy is set to this minimum).
TABLE I: Onsite Mn magnetizations ($M$) and effective magnetic moments ($\mu_{\text{eff}}$) in MBT calculated by nodal optimized DMC, showing close agreement between the independent \textit{ab initio} predictions. The listed magnetic values include spin-orbit corrections computed via DFT, reducing $M$ and $\mu_{\text{eff}}$ by 0.01 $\mu_B$. The DMC optimized Hubbard $U$ and hybrid exact exchange fraction $\omega$ are also shown along with the corresponding statistical uncertainty.

| Method         | Optimal Parameter M ($\mu_B$) | $\mu_{\text{eff}}$ ($\mu_B$) |
|----------------|-------------------------------|--------------------------------|
| DMC/LDA+$U$    | $U_{\text{DMC}} = 4.4(3)$ eV | $4.85(2)$, $5.76(2)$          |
| DMC/PBE+$U$    | $U_{\text{DMC}} = 3.5(2)$ eV | $4.86(2)$, $5.77(2)$          |
| DMC/PBE0($\omega$) | $\omega_{\text{DMC}} = 19(2)$ % | $4.81(2)$, $5.72(2)$          |

The DMC total energy per formula unit obtained during each of the three nodal optimization processes is shown in Fig. 2. In each case, the ferromagnetic state was used for the optimization, which is justified because of the small energy difference between the FM and A-AFM MBT states. Since this energy difference is on the scale of meV per f.u., it falls well below the accessible statistical errorbars on the total energy and thus the statistics remain the largest source of uncertainty in the optimization. For DMC/LDA+$U$, we performed the separate nodal optimization with both 7-atom and 28-atom supercells. We did not see a statistically significant change to the parameter values for the 28-atom nodal optimizations and thus the primitive cell was used in all subsequent nodal optimizations for pristine bulk MBT. The minimum energy states were obtained by cubic polynomial fits to the data, as marked on the figure. In each case, the statistical uncertainty of the data have been propagated through to the estimated optima via resampling techniques. From the results, we see that PBE0($\omega = 19\%$) leads to the globally best nodal structure for DMC. Moreover, the minima of the DMC nodal optimizations based on LDA+$U$ and PBE+$U$ are close by energetically, only differing by 0.14(1) eV and 0.07(1) eV, respectively, from the lowest energy state identified with PBE0-based trial wavefunctions.

The proximity of the minima in terms of energy also extends to the magnetic properties derived from each optimized ground state wavefunction. Table I summarizes the the optimal $U$ and $\omega$ parameter values found by DMC optimization as well as the corresponding onsite Mn magnetization $M$ and effective magnetic moment $\mu_{\text{eff}}$, which are relevant to magnetization and magnetic susceptibility measurements, respectively. The effective atomic magnetic moment for Mn in its high spin $d^5$ configuration is well represented by the spin only contribution, giving $\mu_{\text{eff}} = \sqrt{n(n+2)} \mu_B$.
where $n$ is the number of unpaired electrons. Each of the three independently optimized states have very similar Mn magnetization, agreeing to within 0.05(3) $\mu_B$, validating the accuracy of the result. Since MBT samples generally show considerable n-type doping [1–4, 6, 23–25], we have explicitly studied the effect of heavy n-doping on the Mn moments at the optimized DFT level and found it to be negligible (see Supplemental Fig. S2), consistent with the understanding that the lowlying conduction band states in undoped MBT are mainly comprised of Bi and Te $p$-orbitals.

The overall lowest energy state, found via DMC/PBE0($\omega$), provides the benchmark magnetic properties for pristine MBT. The final reference values are $M_{\text{ref}} = 4.81(2) \mu_B$ for Mn magnetization and $\mu_{\text{eff}}^{\text{ref}} = 5.72(2) \mu_B$ for the effective moment, which agree well with the refined magnetization of 4.7(1) $\mu_B$ found recently by a combined neutron diffraction/XRD study [12] that was able to explicitly account for the effects of non-stoichiometry and inter-layer mixing. These reference values will be used as the basis for anti-site fraction estimation models later on, but first we must consider the impact of the local environment on the magnetism of individual Mn$_{\text{Bi}}$ and Bi$_{\text{Mn}}$ defects.

**B. Magnetic Properties of Mn$_{\text{Bi}}$ and Bi$_{\text{Mn}}$ Anti-site Defects**

The Mn atoms involved in Mn$_{\text{Bi}}$ and Bi$_{\text{Mn}}$ antisite defects experience altered exchange couplings relative pristine bulk MBT, which may be expected to also influence the local moments and hence the experimentally measured magnetic properties of grown MBT samples. In order to reach the system sizes needed to represent these defects, we turn to DFT calculations that have been optimized to retain the accuracy of DMC. The DMC fixed node optimization process produces parameterizations of DFT functionals that yield accurate magnetic moments, as we now show for MBT.

In Fig. 3 we compare the onsite magnetization of Mn in bulk MBT between the LDA+$U$, PBE+$U$, and PBE0($\omega$) density functionals and DMC as the Hubbard $U$ and exact exchange $\omega$ parameters are varied. The DMC Mn magnetizations clearly show an insensitivity to the nodal structure, with DMC/PBE0($\omega$) showing no statistically significant change, and DMC/LDA+$U$ and DMC/PBE+$U$ changing by only 0.1-0.15$\mu_B$. Moreover, the respective DFT results show a higher sensitivity to the parameter values, with a changes close to 0.5$\mu_B$ for LDA+$U$ and PBE+$U$, and a change of 0.1$\mu_B$ for PBE0($\omega$). A key feature of the DFT onsite magnetizations, however,
FIG. 3: DMC (circles, solid lines) and DFT (squares, dashed lines) onsite Mn magnetization as Hubbard $U$ and exact exchange fraction $\omega$ are varied, demonstrating close agreement between the best DMC results (shown as stars) and values calculated with DFT when the optimal DMC $U$ or $\omega$ parameters are used.

is that despite large sensitivity to the parameter values, they agree well at the DMC optimized parameter values with LDA+$U_{\text{DMC}}$, PBE+$U_{\text{DMC}}$, and PBE0($\omega_{\text{DMC}}$) differing by no more than 0.05$\mu_B$ from the reference DMC value. This supports our approach to use a DMC-optimized DFT functional to predict magnetic properties of the MBT system. In particular, the DMC optimized PBE+$U$ functional finds a Mn magnetization of 4.83$\mu_B$ in near quantitative agreement with the DMC reference value of 4.81(2)$\mu_B$. For this reason, we select PBE+$U$ with $U_{\text{DMC}} = 3.5$ eV to study the magnetism of Mn$_{\text{Bi}}$ and Bi$_{\text{Mn}}$ antisite defects.

The isolated Mn$_{\text{Bi}}$ and Bi$_{\text{Mn}}$ antisite defects were represented in large 384 atom supercells using the atomic structures of Ref. 26. In all calculations, the the magnetic moments of the main Mn-layers were set in the A-AFM arrangement. For Mn$_{\text{Bi}}$, we performed calculations with the moment of the off layer Mn atom initialized both aligned and anti-aligned with the nearest, locally FM ordered, Mn plane. In each case, the electronic structure relaxed to a ground state with anti-aligned moment, as is assumed experimentally based on the observed behavior of the total magnetization.
vs. external magnetic field[14]. The onsite magnetization of \( \text{Mn}_{\text{Bi}} \) is found to decrease by \( 0.05 \mu_B \), or about 1%, relative to the in-plane Mn sites and we represent the magnetization of \( \text{Mn}_{\text{Bi}} \) as \( (1 - \alpha_{\text{ref}})M_{\text{ref}} \) with \( \alpha_{\text{ref}} = 0.01 \). The Mn magnetization is therefore very robust, but it is still bolstered by the presence of neighboring Mn. For \( \text{Bi}_{\text{Mn}} \), we consider both the “missing” magnetization due to the sudden absence of the on-site Mn, as well as any altered magnetization of the neighboring Mn. Our calculations show no significant change of the magnetization of nearby Mn sites, and so the quantitative change in magnetization of \( \text{Bi}_{\text{Mn}} \) relative to the locally FM Mn plane in bulk is \( -M_{\text{ref}} \). The calculated highly localized and small changes in the Mn magnetization of the anti-site defects justifies the construction of additive models of defect concentration, even in the high density limit that has been encountered in multiple experimental MBT samples[3, 12, 14].

C. Magnetic Measures of \( \text{Mn}_{\text{Bi}} \) and \( \text{Bi}_{\text{Mn}} \) Concentration

The variable purity of synthesized MBT samples suggests that an optimal synthesis process remains to be found. Here we provide a set of additive linear models that combine our benchmark Mn magnetization results with quantities obtainable from experimental magnetization vs. \( H \) and magnetic susceptibility measurements. For single measurements, the models provide constraints on the relative fractions of \( \text{Mn}_{\text{Bi}} \) and \( \text{Bi}_{\text{Mn}} \) antisite defects. With an additional measurement both antisite fractions may be estimated simultaneously. We use the models to assess the relative purity of MBT samples presented in prior works[1–3, 5, 13, 14] and we compare the effectiveness of the model predictions against other experimental determinations[3, 12–14] of the anti-site fractions where available. The relative ease with which some magnetic measurements may be made motivates their potential preferred use in processes of successive synthesis, characterization, and refinement of MBT samples toward the anti-site free limit by employing the model results as optimization targets.

In magnetization measurements performed at low temperature as a function of increasing external magnetic field, MBT is known to exhibit a magnetization plateau at intermediate fields of 8-12T, followed by a higher near-saturation plateau beyond 40T[14]. Denoting the height of the intermediate field magnetization plateau as \( M_{\text{IF}} \), the anti-site fractions \( f_{\text{Bi}_{\text{Mn}}} \) and \( f_{\text{Mn}_{\text{Bi}}} \) are constrained by the relation

\[
\frac{M_{\text{IF}}}{M_{\text{ref}}} = 1 - f_{\text{Bi}_{\text{Mn}}} - 2f_{\text{Mn}_{\text{Bi}}} (1 - \alpha_{\text{ref}})^2
\]  

(3)
which incorporates the theoretical reference values for Mn in bulk ($M^{\text{ref}} = 4.81(2) \, \mu_B$) and the reduction factor $(1 - \alpha^{\text{ref}})$ for the MnBi magnetization. This relation is useful even in isolation, as both $f_{\text{BiMn}}$ and $f_{\text{MnBi}}$ are simultaneously bounded by a single measurement at intermediate field. This behavior stems from the fact that the presence of MnBi and BiMn independently serve to reduce the observed magnetization below the Neel temperature. Therefore, as $M_{IF}$ is observed to approach the bulk reference value, both populations of antisite defects become small.

Magnetic susceptibility measurements in the paramagnetic regime beyond the Neel temperature can be used to further constrain the estimated antisite defect fractions. From these measurements, Curie-Weiss fits may be used to extract the effective paramagnetic moment, $\mu_{\text{eff}}$, of the magnetic species. Since the paramagnetic moment contains contributions from all Mn atoms in the sample, we may estimate it as

$$\frac{\mu_{\text{eff}}}{\mu_{\text{ref}}} = 1 - f_{\text{BiMn}} + 2f_{\text{MnBi}}$$

(4)

Here, proximity between the measured $\mu_{\text{eff}}$ and the reference ($\mu_{\text{eff}}^{\text{ref}} = 5.72(2) \, \mu_B$) indicates a stoichiometric sample, which may be consistent with small or large anti-site defect populations. Therefore the greatest benefit is realized upon combining the magnetic susceptibility constraint with those from other magnetic measurements to fully identify both $f_{\text{MnBi}}$ and $f_{\text{BiMn}}$. The relative availability of both magnetization and magnetic susceptibility measurements may favor this combination in practice for the assessment of sample quality.

For validation purposes, in Fig. 4 we compare experimentally determined anti-site defect fractions with predicted $f_{\text{BiMn}}$ and $f_{\text{MnBi}}$ lines of constraint obtained from Eqs. 3-4 and experimental data for $M_{IF}$ and $\mu_{\text{eff}}$ from the same studies. Shaded regions around the predicted constraint lines include combined experimental and theoretical uncertainties. The experimental magnetic data are listed in Table II, along with available experimentally determined $f_{\text{BiMn}}$ and $f_{\text{MnBi}}$ from the same studies. In the figure, solid squares mark the experimentally determined concentrations\[3, 14\] and one stoichiometric determination from ICP-MS[13] is also included as a dashed line. Corresponding experimentally determined and predicted values are shown in the same color for ease of comparison.

Overall, the concentrations obtained from magnetic quantities via Eqs. 3-4 agree well with those obtained by other means. In Ref. 3, the antisite fractions were determined to be $f_{\text{BiMn}} = 17.5(1)\%$ and $f_{\text{MnBi}} = 8.8(1)\%$ via x-ray site occupancy refinements. For the same sample, magnetic susceptibility measurements gave $\mu_{\text{eff}} = 5.9(1) \, \mu_B$. Using Eq. 4 and $f_{\text{MnBi}} = 8.8(1)\%$ we
FIG. 4: Comparison between experimentally determined Mn\textsubscript{Bi} and Bi\textsubscript{Mn} antisite defect fractions and predictions based on combined benchmark theoretical data and magnetic quantities measured on the same samples[3, 13, 14]. Predicted lines of constraint from Eqs. 3 & 4 are shown using magnetic data from Table II, with joint theoretical and experimental uncertainty shown in grey.

Experimentally determined Mn\textsubscript{Bi} and Bi\textsubscript{Mn} fractions[3, 14] and stoichiometric Bi:Mn ratio constraint[13] from the same studies are shown as filled squares and a dashed line for comparison with the predictions marked in the same color. The overall agreement in each case serves as an independent check on the predictions.

predict a value of 15(2)% for $f_{\text{BiMn}}$, which is statistically consistent with the experimental value. Considering instead the estimation of $f_{\text{MnBi}}$, we obtain 10(1)% versus 8.8(1)% experimentally. In Ref. 14, the intermediate field magnetization plateau was estimated as $M_{\text{IF}} = 3.9(1) \, \mu_B$, while antisite fractions of $f_{\text{BiMn}} = 8 - 9\%$ and $f_{\text{MnBi}} = 4\%$ were estimated by considering the difference between the intermediate and high field (60T) magnetization plateaus. Using Eq. 3 and either $f_{\text{BiMn}} = 8.5(1.0)\%$ or $f_{\text{MnBi}} = 4(1)\%$, we predict $f_{\text{MnBi}} = 5(1)\%$ or $f_{\text{BiMn}} = 11(3)\%$, respectively, again agreeing well with the experimental values. As a final point of comparison, we consider magnetic susceptibility and stoichiometry data from Ref. 13. In that work, the Bi:Mn ratio was determined to be 2.14(1) by ICP-MS, while $\mu_{\text{eff}} = 5.4$ was obtained from magnetic susceptibility measurements[96]. Similar to the relations above, the Bi:Mn ratio may be estimated as $(3\mu_{\text{eff}}^{\text{ref}}/\mu_{\text{eff}} - 1)$, for which we predict a ratio of 2.18(6) from our benchmark $\mu_{\text{eff}}^{\text{ref}}$. The observed
FIG. 5: Predicted $M_nB_i$ and $B_iM_n$ antisite defect fractions of synthesized MBT samples based on experiments\cite{1, 2, 4, 5} lacking microscopic information about the defects, shown as lines of constraint when only one magnetic measurement was available, and as crosses when both antisite fractions could be isolated. Antisite fraction data obtained directly in other experimental studies\cite{3, 12–14} are shown as solid squares and a dashed line of constraint. The red region denotes a probable exclusion zone, where samples with lower defect density have yet to be synthesized.

agreement supports the use of our magnetic estimation measures to assess the quality of MBT samples where the anti-site fractions remain unknown.

We combine previously known anti-site fraction data\cite{3, 12–14} with predictions based on Eqs. 3-4 for other experimental studies providing only magnetic data\cite{1, 2, 4, 5} in Fig. 5. The combined data represent samples from eight separate studies, providing useful information regarding the purity of existing synthesis attempts. As before, experimentally determined data are shown in solid squares and the dashed line as in Fig. 4, while predicted constraints from magnetic data are shown as solid lines with uncertainty in grey. One case where $f_{M_nB_i}$ and $f_{B_iM_n}$ could be estimated based on data from two types of magnetic measurements\cite{5} is shown with an “X”. The predicted antisite fractions have an uncertainty of about 1%, which, while being primarily driven by the uncertainty in the magnetic measurements, remains similar in magnitude to most of the independent experimental probes. From the figure, we see that a large $B_iM_n$ population is encountered in at
least half of the samples, with three\cite{3, 5, 12} samples falling near $f_{\text{BiMn}} = 17\%$ and another\cite{1} with $f_{\text{BiMn}} > 15\%$. Additionally, 75\%\cite{1, 3, 5, 12–14} of the samples clearly obey $f_{\text{BiMn}} \geq 2f_{\text{MnBi}}$, while half of the banded region allowed by the remaining two\cite{2, 4} is also consistent with this inequality. This suggests that MBT samples with a larger number of MnBi than BiMn are uncommon (Mn-rich conditions), with the opposite tendency occurring often. This observation is also consistent with the widely observed n-doping in MBT, as DFT calculations in Ref. 26 predicted BiMn to often favor a donor configuration. Therefore persistent high BiMn concentrations may play a key role in setting the Fermi level above the bulk band gap. Finally, we note that the combined data suggests a probable region that may not have been reached by current synthesis efforts, as shown in red in Fig. 5. This region naturally forms a synthesis target, the realization of which we hope may be facilitated by monitoring and refinement of the growth process based on the MBT purity measures presented in this work.

IV. CONCLUSIONS

We have provided accurate benchmark information regarding the onsite Mn magnetization in pure and defective MnBi$_2$Te$_4$ with high-level diffusion Monte Carlo methods, combined with DMC optimized DFT. The onsite Mn magnetization in pristine bulk was validated through the close agreement of three independent variational DMC calculations based on trial wavefunctions obtained from optimal parameterizations of Hubbard-U and exact exchange density functionals. Using a DMC optimized DFT functional, we were able to capture the experimentally assumed anti-alignment of MnBi moments relative to neighboring Mn planes and obtain an accurate description of the impact of MnBi and BiMn anti-site defects on the magnetization of MBT samples. Our benchmark value for the onsite Mn magnetization in bulk of $M^{\text{ref}} = 4.81(2) \, \mu_B$ is in good agreement with recently obtained single crystal neutron diffraction estimates of $4.71(1) \, \mu_B$\cite{12} on a sample with verified low concentration of MnBi defects.

We have discussed how our theoretical benchmark results can be combined with accessible experimental magnetic measurements to infer microscopic details of the MnBi and BiMn anti-site defect fractions in a given MBT sample. We have further shown that the models developed here reproduce well the antisite defect fractions estimated by other experimental means as a validation. A potential advantage offered by these models is that the desired microscopic information may be acquired from more accessible experimental magnetic probes, such as magnetization measurements.
performed below 12T and conventional paramagnetic susceptibility measurements. Therefore, we anticipate that these measures of purity of MBT with respect to antisite defects may prove useful to guide the targeted synthesis of MBT samples toward the idealized material. This is consequential because as this limit is approached the intrinsic n-type doping of MBT is also reduced, with potentially less severe residual strategies being required to bring the material to the point of bulk neutral occupations, where the desired topological properties are most likely to be realized in a consistent and reproducible manner.
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### Reference $M_{IF} (\mu_B)$ $\mu_{eff} (\mu_B)$ $f_{Bi_{Mn}}$ (%) $f_{Mn_{Bi}}$ (%)

| Reference | $M_{IF}$ | $\mu_{eff}$ | $f_{Bi_{Mn}}$ | $f_{Mn_{Bi}}$ |
|-----------|----------|-------------|---------------|---------------|
| Ref. 1    | 5.0(2)   |             |               |               |
| Ref. 2    | 3.8      |             |               |               |
| Ref. 3    | 5.9(1)   | 17.5(1)     | 8.8(1)        |               |
| Ref. 5    | 3.56     | 5.3(1)      |               |               |
| Ref. 13   |          |             |               |               |
| Ref. 14   | 3.9      | 8-9         | 4             |               |

**TABLE II:** Experimentally measured MnBi$_2$Te$_4$ intermediate field magnetization plateau ($M_{IF}$) from low temperature $M$ vs. $H$ measurements, in-plane magnetization ($M_{ND}$) from neutron diffraction, and effective paramagnetic magnetic moment ($\mu_{eff}$) from magnetic susceptibility measurements. Where available, experimental estimates of Bi$_{Mn}$ and Mn$_{Bi}$ antisite defect fractions are also shown.
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