Self-Calibration of Nonlinear Signal Model for Angular Position Sensors by Model-Based Automatic Search Algorithm
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Abstract: This study proposes a novel model-based automatic search algorithm to realize the self-calibration of nonlinear signal model for angular position sensors. In some high-precision angular position sensors, nonlinearity of the signal model is the main source of errors and cannot be handled effectively. By constructing a signal flow network framework and by embedding a modeling search network, the parameters of the nonlinear signal model can be searched, and the calibration signal can be obtained. The convergence of the network search process was analyzed. The relationship between the optimization threshold and the convergence accuracy was also studied in simulations. Compared with the maximum angular error reduction to 47.42% after the calibration with simplified model that ignores signal nonlinearities, the proposed scheme was able to reduce this error to 0.0025% in simulations. By implementing the technique in a capacitive angular position sensor, the experimental results showed that the maximum angular error was reduced to 1.63% compared to a reduction of 86.02% achieved with the simplified model calibration. The effects of the search network order and layer number on the calibration accuracy were also analyzed, and the optimal parameters under experimental conditions were obtained. Correspondingly, the proposed scheme is able to handle calibration of nonlinear signal model and further improve sensor accuracy.
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1. Introduction

Angular position information is important in many control and inspection systems. In application scenarios, such as in unmanned aerial vehicles and industrial robots, obtaining accurate angular information is crucial. Ideally, angular position sensors such as resolvers [1,2] and capacitive angular position sensors (CAPS) are driven by excitation voltages [3,4]. After demodulation, the angular position information is determined by a set of orthogonal sine and cosine signals. However, the output signals usually contain amplitude deviations, direct-current (DC) offsets, phase shifts, and other nonlinear disturbances which are difficult to handle.
To obtain more accurate angular position information, it is important to identify a solution to calibrate all the errors to the largest extent possible. This problem is generally formulated as an extraction of sinusoidal and cosine components from a signal in the simplified form of [2,3]:

\[
y_s = a \cdot \sin \theta + b,
\]

\[
y_c = c \cdot \cos(\theta + \beta) + d.
\]

(1)

Based on the above expressions, many high-precision calibration methods have been proposed, while the application range generally does not include self-calibration scenarios. Le et al. [5] introduced a quadrature all-digital phase-locked loop method and proposed an interpolation technique to calibrate the angular position information. Nezar Abou Qamar et al. [6] presented the design of an auto-tuning output filter based on the interpolation method. In turn, Dhar et al. [7] proposed the establishment of an artificial neural network to compensate for angular errors. Tan et al. [8] used a radial-basis-function neural network for angle calibration.

To achieve the aim of self-calibration, many valuable methods have been developed. Hudson et al. [9] designed a new electronic nulling autocollimator to realize the calibration of the high-precision electronic nulling autocollimator. Lu [10] presented the time measurement Dynamic Reversal (TDR) method to realize self-calibration on the axis of angle encoders. Lu et al. [11] also introduced another self-calibration method for on-axis rotary encoders. The selection of a self-calibration algorithm constitutes another research direction. A self-calibration method based on the least-mean-square algorithm was first proposed in [12]. On this basis, the ellipse fitting method [13] and the optimization algorithm [14,15] based on gradient descent were developed. Improved iterative optimization algorithms were also developed to deal with problems in practical applications [16–18]. Additionally, Gao et al. [19] also proposed a new iterative algorithm for self-calibration. Additionally, Hou [20] introduced a self-calibration method based on a state observer, and Wu et al. [21] applied the technology to design a two-step gradient estimator.

The complete expression of signal model can be expressed as a Fourier series [18]:

\[
y_s = \sum_{i=0}^{\infty} (a_i \cos(i\theta) + b_i \sin(i\theta)),
\]

\[
y_c = \sum_{i=0}^{\infty} (c_i \cos(i\theta) + d_i \sin(i\theta)).
\]

(2)

There are nonlinear error factors in the actual sensor signals, and the simple model that ignores the nonlinear part of the error makes the analysis and processing become achievable and simple. However, the analysis for simplified models is solely based on Equation (1), which is an approximate expression of Equation (2). The error factors that are ignored are not conducive to the further improvement of the accuracy of the sensor. If a suitable solution to deal with nonlinear factors can be found, signal extraction based on Equation (2) can yield higher calibration accuracies. In this study, a novel scheme is proposed to achieve the processing of nonlinear factors and can be used for the self-calibration of the complete nonlinear signal model.

The scheme is implemented based on the proposed model-based automatic search algorithm (MASA). The framework of the method is based and represented by signal flow networks (SFN). Linear layers were designed to represent the physical characteristics. In addition, an iteration approximation network (IAN) based on a fixed-point iteration method was proposed for the first time. It worked as a model search network and was embedded in the SFN. Regarding the search process, the least-mean-square-error was used to design the loss function of the network, and the Adam’s method [22] was applied as the optimizer.

For complex signal expressions that are difficult to handle, neural networks are used to re-model the signals, and the problem of solving signal parameters is transformed into a search problem for network parameters. Since the problem to be solved is a search problem in which the network input is unknown and the output can be known, numerical analysis techniques are used to fit a mapping relationship and convert the problem into a situation where the network input and output
are known. Since the fitting scheme is unknown, an iterative approximation network is proposed, which is embedded in the calibration network so that the fitting scheme is also obtained by searching. This essentially proposes a solution to the problem of nonlinear equations in the case of unknown equation coefficients.

Compared with our previous work [19], the new research method is no longer limited to simple, definite model expressions but rather establishes a search process to achieve the fit of the model. A clear signal transfer function to complete the establishment and optimization of the signal network is needed in the previous work. For nonlinear signals with complex expressions in this study, the derivation of the transfer function is difficult or impossible to achieve. The previous work cannot effectively reduce the error. The newly proposed scheme establishes a search mechanism that can further reduce the error by completing the establishment of the transfer function and the construction of the signal network through the search method. The detailed results can be obtained from the simulation and experimental results that will be introduced next.

The remainder of this study is organized as follows: In Section 2, the error model of angular position sensors is discussed. In Section 3, the principle and specific implementation details of the proposed method are introduced. Section 4 then presents the simulation and experiments results, and a discussion of the results and our conclusions are outlined in Section 5.

2. Description of the Error Model

Figure 1 shows the working principle of angular position sensors such as resolvers and capacitive angular position sensors. Under the influence of an excitation voltage, the sensors output two signals denoted as $y_{d0}$ and $y_{c0}$.

![Figure 1. Working principle of angular position sensors.](image)

The gain coefficient of the sensor is defined as $k$, and $\omega_r$ and $E$ are the frequency and the amplitude of the excitation voltage, respectively, while $\theta$ is the angle that needs to be measured. The two signals are modulated and can be expressed as [2,3]:

$$
\begin{align*}
    y_{d0} &= k \cdot E \cdot \cos(\omega_r \cdot t) \cdot \sin \theta, \\
    y_{c0} &= k \cdot E \cdot \cos(\omega_r \cdot t) \cdot \cos \theta.
\end{align*}
$$

(3)

Ideally, the signals after demodulation [2,3] can be expressed as follows:

$$
\begin{align*}
    y_s &= \sin \theta, \\
    y_c &= \cos \theta.
\end{align*}
$$

(4)

In practical applications, the complete signal model that contains the interference factors is described according to Equation (2). Before further analyses of the model, mathematical formulas and theorems are used to simplify the problem.
\( P_n(x) \) is defined as a polynomial with respect to \( x \) and the subscript \( n \) is the degree of the polynomial. By combining the binomial theorem [23] and de Moivre’s formula [24], \( \cos(n\theta) \) and \( \sin(n\theta) \) can be expressed as:

\[
\begin{align*}
\cos(n\theta) &= \sum_{i=0}^{\infty} \left( C_{n-i}^i + C_{n-1-i}^{i-1} \right) (-1)^i 2^{n-i-2i} \cos^{n-1-2i}(\theta), \\
\sin(n\theta) &= \sum_{i=0}^{\infty} C_{n-1-i}^i (-1)^i 2^{n-i-2i} \cos^{n-1-2i}(\theta) \sin(\theta).
\end{align*}
\] (5)

Equation (5) can be rewritten with the use of polynomial functions according to

\[
\cos(n\theta) = P_n(\cos(\theta)), \sin(n\theta) = \sin(\theta) \cdot P_{n-1}(\cos(\theta)).
\] (6)

Combining Equations (2) and (6), the expression of the two signals becomes

\[
\{y_s, y_c\} = P_\infty(\cos(\theta)) + \sin(\theta) \cdot P_{\infty}(\cos(\theta)).
\] (7)

If the highest degree used is smaller than \( N \), Equation (7) can be further expressed as:

\[
\begin{align*}
y_s &= \sum_{i=0}^{N} a_i \cos^i(\theta) + \sin(\theta) \cdot \sum_{i=0}^{N-1} b_i \cos^i(\theta), \\
y_c &= \sum_{i=0}^{N} c_i \cos^i(\theta) + \sin(\theta) \cdot \sum_{i=0}^{N-1} d_i \cos^i(\theta).
\end{align*}
\] (8)

\( y_c \) can also be expressed using the equivalent equation

\[
y_c = \sum_{i=0}^{N} c_i \cos^i(\varphi) + \sin(\theta) \cdot \sum_{i=0}^{N-1} d_i \cos^i(\varphi),
\] (9)

where \( \varphi = \theta + \beta \) and \( \beta \) are the phase shifts of the two signals. Accordingly, the calibration method is introduced based on Equations (8) and (9).

3. Overall Description of MASA and Implementation Details

3.1. Signal Flow Networks and Self-Calibration Process

The transformation of nonlinear signals to standard orthogonal sine and cosine signals is the key concept for self-calibration and acquisition of angle information. This method designs a novel signal flow network to simulate the signal change process. The parameters of the transformation are represented by the nodes of the network. By establishing forward signal flow pipelines and backward optimization operation pipelines, the network can obtain accurate parameter values and extract the standard sine and cosine signals in the convergence state of the network.

The proposed method mainly includes forward and backward operation pipelines. A schematic of the method is shown in Figure 2.

The forward operation pipelines start from the input layer. The values in the input layer are signals denoted by \( y_s \) and \( y_c \) in Equations (8) and (9). The coarse tuning layer deals with the coarse calibration of the input signal. The main linear errors such as the amplitude deviations and DC offset are suppressed. The output signals of the coarse tuning layer are denoted as \( y_{s1} \) and \( y_{c1} \). They can be expressed according to the following equations:

\[
\begin{align*}
y_{s1} &= \frac{y_s - \phi_0}{b_0} = \sin(\theta) + \sum_{i=1}^{N} a_i' \cos^i(\theta) + \sin(\theta) \cdot \sum_{i=1}^{N-1} b_i' \cos^i(\theta), \\
y_{c1} &= \frac{y_c - \phi_0}{c_1} = \cos(\varphi) + \sum_{i=2}^{N} c_i' \cos^i(\varphi) + \sin(\varphi) \cdot \sum_{i=1}^{N-1} d_i' \cos^i(\varphi).
\end{align*}
\] (10)
The coarse calibrated signals are then input into the fine-tuning layer, which consists of the iteration approximation networks and the phase-shift-calibration layer. The output signals of the iteration approximation networks are defined as $y_{o1}$ and $y_{o2}$. In Section 3, it is proved that they can be expressed as:

$$y_{o2} = \sin(\theta), \quad y_{c2} = \cos(\varphi).$$  \hfill (11)

The phase-shift-calibration layer is another linear layer. The output signals are denoted as $y_{sf}$ and $y_{cf}$, and can be formulated as:

$$y_{sf} = y_{s2} = \sin(\theta),$$

$$y_{cf} = \frac{y_{c2}}{\cos \varphi} + y_{o2} \cdot \tan \beta = \cos(\theta).$$  \hfill (12)

The backward operation pipelines start from the loss value calculation. It deals with network optimization in the effort to ensure that the forward operation pipelines are accurate and reliable. The optimization target is referred to as a loss function. The value of the loss function is defined as:

$$L = \left(1 - \left(y_{sf}^2 + y_{cf}^2\right)^2\right)^2.$$  \hfill (13)

The optimizer is the engine of the backward operation pipelines, mainly containing the gradient calculation method and the parameter update rules.

The gradient calculation method is based on the back-propagation rule [25]. The parameter vector is defined as $\psi$, the input vector is defined as $Y_1 = (y_s, y_c)^T$ and the output vectors of the coarse-tuning and fine-tuning layers are defined as $Y_{o1} = (y_{s1}, y_{c1})^T$ and $Y_{o2} = (y_{s2}, y_{c2})^T$. There exist mapping functions $f$, $f_1$, $f_2$ and the following expressions:

$$L = f(\psi, Y_{o2}), Y_{o2} = f_2(\psi, Y_{o1}), Y_{o1} = f_1(\psi, Y_1).$$  \hfill (14)

According to the back-propagation rule [25], the gradient is calculated based on the formula:

$$\frac{\partial L}{\partial \psi} = \frac{\partial f}{\partial Y_{o2}} \left( \frac{\partial Y_{o2}}{\partial \psi} + \frac{\partial Y_{o2}}{\partial Y_{o1}} \cdot \frac{\partial Y_{o1}}{\partial Y_1} \right).$$  \hfill (15)
The parameter update rules were designed based on the Adam’s optimization algorithm [22]. It has the ability to adjust the learning rate adaptively and has significant advantages over other random optimization algorithms [26]. The parameters are updated according to the following principles:

\[
t \leftarrow t + 1, m_t \leftarrow \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot \left(\frac{\partial}{\partial \theta} \right) \frac{\partial L}{\partial m} \quad \text{and} \quad v_t \leftarrow \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot \left(\frac{\partial}{\partial \theta} \right) \frac{\partial L}{\partial m},
\]

\[
m_t \leftarrow m_t / (1 - \beta_1^t), \hat{v}_t \leftarrow v_t / (1 - \beta_2^t), \psi_t \leftarrow \psi_{t-1} - \alpha \cdot m_t / \sqrt{\hat{v}_t + \epsilon}.
\]

In Expression (16), the subscript \( t \) is the time step, \( m_t \) is the updated biased first moment estimate, \( \hat{m}_t \) is the bias-corrected first moment estimate, \( v_t \) is the updated biased second moment estimate, and \( \hat{v}_t \) is the bias-corrected second moment estimate. Parameter \( \alpha \) is the step size, \( \beta_1 \) and \( \beta_2 \) are the exponential decay rates for moment estimation, and \( \epsilon \) is a constant for numerical stability. The default settings are \( \alpha = 0.001, \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8} \) [22].

During the process of continuous data collection, the backward optimization pipelines dynamically adjust the network parameters, and the forward operation pipelines obtain accurate calibration results.

3.2. Iteration Approximation Network and Convergence Analysis

The IAN was proposed to deal with signals in Equation (10). The mathematical basis of this network is a fixed-point iteration method [27]. The fixed-point iterative method is usually used for numerical fitting of nonlinear models [28,29].

The schematic of the iteration approximation network is shown in Figure 3. The initial value of the iteration process is equal to the output signal of the coarse calibration multiplied by a scaling factor such that the absolute value is less than unity. This is to prevent gradient divergence in the iterative process. Accordingly, \( \sin(\theta_k) \) and \( \cos(\theta_k) \) are defined based on the following iteration formulas:

\[
\sin(\theta_k) = y_{ai} - \sum_{i=1}^{N} a_i \cdot \cos(\theta_{k-1}) - \sin(\theta_{k-1}) \cdot \sum_{i=1}^{N-1} b_i \cdot \cos(\theta_{k-1}),
\]

\[
\cos(\theta_k) = y_{ci} - \sum_{i=2}^{N} c_i \cdot \cos(\theta_{k-1}) - \sin(\theta_{k-1}) \cdot \sum_{i=0}^{N-1} d_i \cdot \cos(\theta_{k-1}),
\]

\[
\sin(\phi_k) = \sin(\theta_{k-1}) \cdot \cos(\theta_{k-1}) + \sin(\theta_{k-1}) \cdot \sin(\theta_{k-1}) \cdot \cos(\theta_{k-1})
\]

\[
\cos(\phi_k) = \cos(\theta_{k-1}) \cdot \cos(\theta_{k-1}) + \sin(\theta_{k-1}) \cdot \sin(\theta_{k-1}) \cdot \cos(\theta_{k-1})
\]

\[
(17)
\]

Figure 3. Schematic of the iteration approximation network.

A parameter update behavior constitutes an iterative unit. The number of the iterative units in the fine-tuning layer is set to \( m \).
The total nonlinear distortions are usually less than 1% [18]. Based on the assumption that the distortions of the parameters in Equation (17) are less than 0.01 and the expressions with small values are ignored, Equation (17) can be simplified to:

\[
\begin{align*}
\sin(\theta) &= g_1(\sin(\theta), \cos(\theta)) = y_{a1} - \frac{N}{\sum_{i=1}^{N} (a_i' \sin'(\theta) + b_i' \cos'(\theta)) + (g_i^m)}, \\
\cos(\theta) &= g_2(\sin(\theta), \cos(\theta)) = y_{c1} - \frac{\sum_{i=1}^{N} (c_i' \sin'(\theta) + d_i' \cos'(\theta)) + (g_i^m)}{\sum_{i=1}^{N} (a_i' \sin'(\theta) + b_i' \cos'(\theta)) + (g_i^m)}. \\
\end{align*}
\]

where \(X = (\sin(\theta), \cos(\theta))^T\), \(G(\sin(\theta), \cos(\theta)) = (g_1, g_2)^T\). By considering the \(L_1\) norm of \(G(X_1) - G(X_2)\), the following inequality is established:

\[
\begin{align*}
|g_{1}(X_1) - g_{1}(X_2)| &\leq \sum_{i=1}^{N} \left| \frac{a_i' \sin'(\theta_1) - \sin'(\theta_2) + b_i' \cos'(\theta_1) - \cos'(\theta_2)}{a_i' \sin'(\theta_1) - \sin'(\theta_2) + b_i' \cos'(\theta_1) - \cos'(\theta_2)} \right| \\
&\leq \sum_{i=1}^{N} \left| a_i' \right| \cdot |\sin'(\theta_1) - \sin'(\theta_2)| + \sum_{i=1}^{N} \left| b_i' \right| \cdot |\cos'(\theta_1) - \cos'(\theta_2)| \\
&\leq L_1 \cdot |\cos(\theta_1) - \cos(\theta_2)| + M_1 \cdot |\sin(\theta_1) - \sin(\theta_2)| \\
&= L_1 \cdot \left( |\cos(\theta_1) - \cos(\theta_2)| + |\sin(\theta_1) - \sin(\theta_2)| \right), \\
L_1 &= \sum_{i=1}^{N} \left| a_i' \right| \cdot i \leq \sum_{i=1}^{N} 0.01 \cdot i = N(N+1)/200.
\end{align*}
\]

With small phase shifts, \(L_1 \leq N(N+1)/200\) and \(M_1 \leq N(N+1)/200\). The following expression can be obtained in the same way:

\[
\begin{align*}
|g_{2}(X_1) - g_{2}(X_2)| &\leq L_2 \cdot |\cos(\theta_1) - \cos(\theta_2)| + M_2 \cdot |\sin(\theta_1) - \sin(\theta_2)| \left\| G(X_1) - G(X_2) \right\|_1 \\
&\leq (L_1 + L_2) \cdot |\cos(\theta_1) - \cos(\theta_2)| + (M_1 + M_2) \cdot |\sin(\theta_1) - \sin(\theta_2)| \\
&\leq 0.01N(N+1) \left( |\cos(\theta_1) - \cos(\theta_2)| + |\sin(\theta_1) - \sin(\theta_2)| \right) \\
&= L \cdot ||X_1 - X_2||_1,
\end{align*}
\]

where \(L = 0.01N(N+1)\) and \(L < 1\) when \(N \leq 9\). The function \(G(\sin(\theta), \cos(\theta)) = (g_1, g_2)^T\) is a contraction map and the value of the function belongs to the range of the argument. According to the fix-point iteration theorem [28], the iterative equation has a fixed point, which is the solution of Equation (17). The iteration error satisfies the following expression:

\[
\|\varepsilon_m\|_1 \leq \frac{L^m}{1 - L} \|\varepsilon_1\|_1,
\]

where \(\varepsilon\) represents the iteration error, and the subscript represents the number of iterations. These derivations provide proof of convergence. In fact, the IAN can be considered to converge when the loss function converges in experiments.

4. Simulation and Experiment Results

4.1. Simulation for Feasibility Verification

To verify the feasibility of the MASA method, a simulation experiment was conducted. The signal models were defined as:

\[
\begin{align*}
y_s &= 1.10 \cdot \sin \theta \cdot (1 + 0.02 \cdot \sin(2 \cdot \theta + 1.00)) + 0.01, \\
y_c &= 1.05 \cdot \cos \theta \cdot (1 + 0.02 \cdot \sin(2 \cdot \theta + 0.05)) + 0.02.
\end{align*}
\]
The time domain map, the Lissajous figure, and the amplitude spectrums of the simulated signals are shown in Figures 4 and 5.

![Time domain map and Lissajous figure of the signals.](image1)

**Figure 4.** Time domain map and Lissajous figure of the signals.

![Amplitude spectrum of simulated sine and cosine signal.](image2)

**Figure 5.** Amplitude spectrum of simulated sine and cosine signal.

The simulation data were randomly shuffled and then sent to the signal flow network to test the adaptability of the scheme in non-continuous sampling situations. The IAN deals with nonlinear harmonic components with orders smaller than three. The order of IAN was set to three, and the layer number was set to 14 to represent the fitting process.

In the network parameter initialization process, the maximum absolute values of the two output signals were used as the initial fundamental frequency coefficients, while the other parameters were initialized to zero. There are 20,000 sets of simulation data, and the parameter learning rate was set to 0.001. The other parameters of the optimizer were in accordance with the recommended values listed in [22]. Batch gradient descent was applied [30] and the batch size was set to 256. The optimization threshold was set to $1 \times 10^{-14}$.

Simulation experiments were based on the above parameter settings. The amplitude spectrum of the calibrated sine signal is shown in Figure 6a, and the amplitudes of other signal components are reduced to 0.005%.

In addition, self-calibration simulation experiments based on our previous work proposed in [19] with simplified signal model were also performed. The simulation results of two different schemes will be used to compare the superiority of the proposed scheme with respect to the previous scheme in terms of error suppression. The amplitude spectrum of the calibrated sine signal is shown in Figure 6b, and the amplitude of other signal components is reduced to 92.27%. The results show that the proposed scheme is better for the self-calibration of nonlinear signal models.
Figure 6. Amplitude spectrum of sine signals after calibration. (a) Proposed method; (b) method with simplified signal model.

The residual values of the demodulation angle are depicted in Figure 7. The figure shows the angle error in three different conditions: Results without calibration (condition a), results after calibration using the method mentioned in [19] (condition b), and results after the calibration using the proposed method (condition c).

The results are also summarized in Table 1. The peak-to-peak value of the error and the maximum value of the absolute value are used as an error indicator of the angle. The error peak-to-peak value refers to the difference between the maximum value and the minimum value of the error, which is used to describe the variation range of the error; the maximum value of the absolute value describes the maximum level of the error. After the calibration using the method mentioned in [19], the peak-to-peak value of angle error was reduced to approximately 53%, whereas the value was reduced to approximately 0.0026% after the use of the proposed self-calibration process.
The fitting formula is

\[ \log(error) = p_1 \cdot \log(threshold) + p_2. \]

The slopes for the maximum and peak-to-peak errors are \(-0.6450\) and \(-0.6491\), respectively.

Ideally, as the optimization threshold decreases, the achievable angular accuracy increases. For further analyses, the relationship between the threshold and angle error is shown in Figure 8. The maximum error and the peak-to-peak error responses with respect to the threshold were fitted. The fitting formula is \( \log(error) = p_1 \cdot \log(threshold) + p_2 \). The slopes for the maximum and peak-to-peak errors are \(-0.6450\) and \(-0.6491\), respectively.

The results indicate that under ideal conditions, a smaller optimization threshold will result in more accurate signals after the parameters converge. More analyses of other influencing factors are conducted in the experimental part.

4.2. Experimental Results

For practical applications, experiments were conducted to verify the effectiveness and to study the factors that affect the accuracy of the proposed technique. The experimental equipment used for verification is illustrated in Figure 9.

| Category | Peak-to-Peak Error (°) | Proportion for Peak-to-Peak Error Reduction | Absolute Maximum Error (°) | Proportion for Absolute Maximum Error Reduction |
|----------|-----------------------|-------------------------------------------|-----------------------------|-----------------------------------------------|
| Condition a | 4.2980                 | /                                          | 2.6002                      | /                                             |
| Condition b | 2.2779                 | 53.00%                                    | 1.2329                      | 47.42%                                        |
| Condition c | 1.2711 × 10^{-4}       | 0.0026%                                   | 6.4037 × 10^{-5}           | 0.0025%                                       |

Table 1. Angle errors in the three tested conditions based on simulations.

Figure 8. Relationship between threshold and angle error.

The results indicate that under ideal conditions, a smaller optimization threshold will result in more accurate signals after the parameters converge. More analyses of other influencing factors are conducted in the experimental part.

4.2. Experimental Results

For practical applications, experiments were conducted to verify the effectiveness and to study the factors that affect the accuracy of the proposed technique. The experimental equipment used for verification is illustrated in Figure 9.
In the experiment, the sensitive petal-form electrodes of the CAPS [3] are sine waves in polar coordinates spanning 36 cycles. The CAPS was mounted on a turntable which rotated at 0.5 °/s. The relationship between the angle information \( \theta_e \) at each of the sensor output signals’ electrical cycle and the actual mechanical angle information \( \theta_m \) is \( \theta_m = \theta_e / 36 \). The frequency of \( \theta_e \) is 0.05 Hz.

During the rotation process, the acquisition equipment processed the signals and sent the data to the laptop computer at a sampling frequency of 250 Hz. The acquisition time was 2 min, and a total of 180,000 data points were collected, which included 72 electrical angle periods and two mechanical angle periods. The exact values of the angle information were obtained through the turntable. Figure 10 shows the amplitude spectrum of the two sets of collected data.

![Amplitude spectrum of the collected sine and cosine data.](image)

Figure 10. Amplitude spectrum of the collected sine and cosine data.

Following calibration results were based on the 4th order IAN and the layer number was set to 14. In the network parameter initialization process, the maximum absolute values of the signals were used as the initial fundamental frequency coefficients, while other parameters were initialized to zero. The learning rate was set to 0.00001 and the other parameters were in accordance with the recommended values in [22]. The batch size was set to 256 and the optimization threshold was set to \( 1 \times 10^{-8} \).

The amplitude spectrum of the calibrated sine signal after the use of the proposed method is shown in Figure 11a. The amplitude spectrum of the sine signal with the method mentioned in [19] is shown in Figure 11b.

![Amplitude spectrum of experimental sine signals after calibration. (a) Proposed method; (b) method with simplified signal model.](image)

Figure 11. Amplitude spectrum of experimental sine signals after calibration. (a) Proposed method; (b) method with simplified signal model.

According to the results shown in the spectrum, the amplitude component of the sinusoidal signal after calibration in the proposed scheme is 0.4999, which is close to 0.5 (ideal amplitude), while the
The value is 0.4988 after calibration with simplified model. For further analyses, the residual values of the mechanical angle are depicted in Figure 12. The three different tested conditions in simulation experiments are shown in Figure 12.

![Mechanical angle errors in three tested conditions](image)

**Figure 12.** Mechanical angle errors in three tested conditions. (a) Display of the three demodulation errors; (b) mechanical angle errors using the proposed method.

The detailed information is summarized in Table 2.

**Table 2.** Mechanical angle errors corresponding to the three tested conditions obtained from the experiments.

| Category | Peak-to-Peak Error (°) | Proportion for Peak-to-Peak Error Reduction | Absolute Maximum Error (°) | Proportion for Absolute Maximum Error Reduction |
|----------|-------------------------|--------------------------------------------|-----------------------------|-----------------------------------------------|
| Condition a | 0.1274                  | /                                         | 0.0701                      | /                                             |
| Condition b | 0.1195                  | 93.80%                                    | 0.0603                      | 86.02%                                        |
| Condition c | $2.24 \times 10^{-4}$  | 1.76%                                     | $1.14 \times 10^{-3}$       | 1.63%                                         |

The value of the loss function cannot be reduced indefinitely in practical applications. When the optimal threshold is reached, the network structure becomes the main impact factor on the calibration results. The variation of the angular error as a function of the order of the IAN for a batch size of 256 and for 24 IAN layers with a learning rate of 0.00001 is shown in Figure 13.

![Variation of the angular error](image)

**Figure 13.** Variation of the angular error as a function of the order of IAN.
The order of IAN has an influence on the nonlinear fitting accuracy. Higher orders may lead to improved accuracy, while they also result in a greater computational overhead and a slower convergence speed. According to the results of Figure 13, the accuracy of the output angle will be improved with the use of the 4th order IAN in association with the measured data.

The number of IAN layers is another parameter used to evaluate the network fitting ability. It mainly reflects the iterative precision of the iterative formula. Figure 14 shows the relationship between the number of IAN layers and the calibration effect.

![Figure 14. Variation of the angular error as a function of the order of IAN.](image)

Ideally, more precise angular information can be obtained with additional layers. However, the network structure will become more complex and the convergence speed will be reduced. According to the results shown in Figure 14, the effect of the layer number on the improvement of the calibration accuracy is not as obvious as expected. On the basis of conforming to the accuracy requirements, the number of IAN layers, the parameter sizes, and the network complexity should be reduced to improve the convergence speed. The number of layers set in the experiment was 14 and corresponds to the case associated with the highest precision.

The results indicated that the proposed technology can reduce the peak-to-peak error and the maximum error to 1.76% and 1.63% respectively, while the conventional methodology that does not deal with nonlinear factors [19] can only reduce the errors to 93.80% and 86.02%. The basic building blocks of IAN determine the way in which nonlinear models are searched and fitted. In the experiment, sine and cosine functions were used as the basic units. The analysis of Figure 14 shows that the basic units may not be optimal. Different basic units result in different experimental results and there should be other more suitable units to achieve additional accuracy improvements.

5. Discussion for Computational Complexity

Time complexity and spatial complexity are often used to describe the computational complexity of an algorithm [31]. The spatial complexity is used to measure the size of the storage space temporarily occupied by the algorithm during operation, and the time complexity measures the running time of the algorithm.

For performance analysis, the amount of computation, which refers to the number of floating-point operations (without considering addition and subtraction operations) that occur when the model performs a forward propagation for a single input sample, is used to describe the time complexity. In the coarse adjustment layer, the input signal passes through the linear layer, and the number of floating-point operations is 2. In the fine-tuning layer, assuming that the IAN order is \( N \) and the
number of layers is $m$, the number of floating-point operations required for each iteration unit can be calculated according to (17). The calculation results are as follows:

$$t_1 = \sum_{i=1}^{N} (i + 1) + \sum_{i=1}^{N-1} (i + 1) + 1 = N(N + 2),$$

$$t_2 = \sum_{i=2}^{N} (i + 1) + \sum_{i=0}^{N-1} (i + 1) + 1 = N^2 + 3N - 2,$$

$$t_3 = 3,$$

$$t_4 = 2.$$

$$t_f = t_1 + t_2 + t_3 + t_4 = 2N^2 + 5N + 3. \tag{23}$$

For the model consisting of the coarse adjustment layer and an IAN with $m$ layers, the total calculation amount defined as $t_a$ and the value is:

$$t_a = 2 + m \cdot t_f = (2N^2 + 5N + 3) \cdot m + 2,$$

$$t_a = O(N^2),$$

$$t_a = O(m). \tag{24}$$

According to the results of Figures 13 and 14, when the order and the number of layers are large, the calibration performance couldn’t be greatly improved, while the time complexity of the model is increased. This means that when the accuracy meets the requirements, it is necessary to reduce the order and number of layers as much as possible. In the experiment, $N = 4$, $m = 14$. The total calculation amount is about 772 floating point operations.

For spatial complexity, the total amount of memory access that occurs when the model completes a forward propagation process is used for analysis, which is expressed using the number of parameters of the model. The value of the total amount of memory access is $4N + 3$ according to Equations (8) and (9). In the experiment, the total amount of memory access is about 19 floating point numbers.

The order and number of layers of IAN affect the time complexity of the model. The order has a greater impact on time complexity and also affects the size of the parameters. The number of layers of IAN describes the number of iterations of fixed points. It does not affect the parameter size while mainly affects the calculation speed. The trade-off between calibration performance and computational complexity should be noted when the technique is applied.

6. Conclusions

Self-calibration of angle position sensors is commonly used and is necessary in practical applications to improve their accuracies when unknown input signals are used. This study proposed the use of the MASA method as a means of calibration. The self-calibration scheme was based on the nonlinear expression [2] and was achieved by combining the numerical analyses with iterative learning methods. The essence of this method is to reconstruct a signal expression model that can be searched to identify the parameters. This approach is more concerned with signal models than self-calibrating devices and is therefore likely to be applied to self-calibration of other devices.

Simulation experiments were also performed. The peak-to-peak and the maximum errors were reduced to 0.0026% and 0.0025% respectively, while the self-calibration for simplified model [19] reduced the errors to 53.00% and 47.42%, respectively. The relationship between the optimization threshold and the calibration accuracy was also analyzed, and the relationship curves and expressions under ideal conditions were obtained. Experiments were implemented in CAPS. The peak-to-peak and the maximum errors were reduced to 1.76% and 1.63% respectively, while the method for simplified model [19] reduced the errors to 93.80% and 86.02%. In addition, the order of IAN and the number of layers were also analyzed, and their effects on the calibration accuracy were determined. The optimal order and the optimal number of layers under experimental conditions were obtained. For the nonlinear problem discussed in this study, the key part of the method is to use the IAN architecture to
characterize the nonlinear information. In the previous work [19], the nonlinear information required a clear functional expression to characterize. If the expression could not be found, only the simplified model could be processed and the nonlinear information had to be ignored.

For the proposed method in this article, the basic units and network structure in IAN need to undergo rigorous mathematical derivation. The construction method is complicated, while the experimental results showed that the advantages of the automatic search model for parameter adaptation cannot be fully utilized. Future research will focus on the automatic search of the signal expression architecture. To meet the real-time requirements, optimization of algorithmic computational complexity and hardware implementation will also be studied.

Author Contributions: R.Z. and B.Z. designed the sensor and analyzed the experiment results. Z.G. designed the calibration method and performed the simulation and experiment. B.H. and C.L. designed the signal processing circuit and collected the experiment data. Q.W. analyzed the error source and experiment results. Z.G., B.H., R.Z., B.Z., C.L., and Q.W. wrote the paper.

Funding: This research was funded by the National Natural Science Foundation of China, grant number 41871245 and the National High Technology Research and Development Program of China, grant number 2013AA014103.

Acknowledgments: The authors would like to thank Christakis for proofreading, which has greatly helped to improve the presentation of the article.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hoang, H.V.; Jeon, J.W. Signal compensation and extraction of high resolution position for sinusoidal magnetic encoders. In Proceedings of the 2007 International Conference on Control, Automation and Systems, Seoul, Korea, 17–20 October 2007; pp. 1368–1373.
2. Guo, C.; Wu, C.; Ni, F.; Liu, H. Software-based resolver-to-digital conversion and online fault compensation. In Proceedings of the 2016 IEEE International Conference on Mechatronics and Automation, Harbin, China, 7–10 August 2016; pp. 344–349.
3. Hou, B.; Zhou, B.; Song, M.; Lin, Z.; Zhang, R. A novel single-excitation capacitive angular position sensor design. *Sensors* 2006, 16, 1196. [CrossRef] [PubMed]
4. Li, X.; Meijer, G.C.M.; Jong, G.W.D. A self-calibration technique for a smart capacitive angular-position sensor. In Proceedings of the Quality Measurement: The Indispensable Bridge between Theory and Reality (No Measurements? No Science! Joint Conference - 1996: IEEE Instrumentation and Measurement Technology Conference and Meko Tec, Brussels, Belgium, 4–6 June 1996; pp. 774–777.
5. Le, H.T.; Hoang, H.V.; Jeon, J.W. Efficient method for correction and interpolation signal of magnetic encoders. In Proceedings of the 2008 6th IEEE International Conference on Industrial Informatics, Daejeon, Korea, 13–16 July 2008; pp. 1383–1388.
6. Abou Qamar, N.; Hatziadoniu, C.J.; Wang, H. Speed error mitigation for a DSP-based resolver-to-digital converter using autotuning filters. *IEEE Trans. Ind. Electron.* 2015, 62, 1134–1139. [CrossRef] [PubMed]
7. Dhar, V.K.; Tickoo, A.K.; Kaul, S.K.; Koul, R.; Dubey, B.P. Artificial neural network-based error compensation procedure for low-cost encoders. *Meas. Sci. Technol.* 2010, 21, 015112. [CrossRef]
8. Tan, K.K.; Tang, K.Z. Adaptive online correction and interpolation of quadrature encoder signals using radial basis functions. *IEEE Trans. Control Syst. Technol.* 2005, 13, 370–377.
9. Hudson, L.T.; Kinnane, M.N.; Henins, A.; Mendenhall, M.H. A simple method for high-precision calibration of an angle encoder using an electronic nulling autocollimator. *Metrologia* 2015, 52, 244–250.
10. Lu, X.D.; Graetz, R.; Amin-Shahidi, D.; Smeds, K. On-axis self-calibration of angle encoders. *CIRP Ann. Manuf. Technol.* 2010, 59, 529–534. [CrossRef]
11. Lu, X.D.; Trumper, D.L. Self-calibration of on-axis rotary encoders. *CIRP Ann. Manuf. Technol.* 2007, 56, 499–504. [CrossRef]
12. Heydemann, P.L.M. Determination and correction of quadrature fringe measurement errors in interferometers. *Appl. Opt.* 1981, 20, 3382–3384. [CrossRef] [PubMed]
13. Chuckpaiwong, I. Ellipse fitting method in multidimensional space for on-site sensor calibration. In Proceedings of the 2004 IEEE Region 10 Conference TENCON 2004, Chiang Mai, Thailand, 24–24 November 2004; pp. 685–688.

14. Balemi, S. Automatic calibration of sinusoidal encoder signals. IFAC Proc. 2005, 38, 68–73. [CrossRef]

15. Faber, J. Self-calibration and noise reduction of resolver sensor in servo drive application. In Proceedings of the 2012 ELEKTRO, Rajec Teplice, Slovakia, 21–22 May 2012; pp. 174–178.

16. HoselAnezhad, R. Calibration of resolver sensors in electromechanical braking systems: a modified recursive weighted least-squares approach. IEEE Trans. Ind. Electron. 2007, 54, 1052–1060. [CrossRef]

17. Aung, N.L.H.; Bi, C.; Al-Mamun, A. Initial calibration and online error compensation of a resolver system. Key Eng. Mater. 2014, 605, 523–526. [CrossRef]

18. Bunte, A.; Beineke, S. High-performance speed measurement by suppression of systematic resolver and encoder errors. IEEE Trans. Ind. Electron. 2004, 51, 49–53. [CrossRef]

19. Gao, Z.; Zhou, B.; Hou, B.; Li, C.; Wei, Q.; Zhang, R. Self-calibration of angular position sensors by signal flow networks. Sensors 2018, 18, 2513. [CrossRef] [PubMed]

20. Hou, M. Amplitude and frequency estimator of a sinusoid. IEEE Trans. Autom. Control 2005, 50, 855–858. [CrossRef]

21. Wu, Z.; Li, Y. High-accuracy automatic calibration of resolver signals via two-step gradient estimators. IEEE Sens. J. 2018, 18, 2883–2891. [CrossRef]

22. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. arXiv 2014, arXiv:1412.6980.

23. Coolidge, J.L. The story of the binomial theorem. Am. Math. Mon. 1949, 23, 147–157. [CrossRef]

24. Jafari, M.; Mortazaasl, H.; Yayli, Y. De-moivre’s formula for matrices of quaternions. JP J. Algebra Number Theory Appl. 2011, 21, 57–67.

25. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning representations by back propagating errors. Nature 1986, 323, 533–536. [CrossRef]

26. Qian, N. On the momentum term in gradient descent learning algorithms. Neural Netw. 1999, 12, 145–151. [CrossRef]

27. Smart, D.R. Fixed Point Theorems; Cambridge Tracts in Mathematics, 66; Cambridge University Press: Cambridge, UK, 1974.

28. Hoffmann, A.; Bortz, M.; Welke, R.; Burger, J.; Kufer, K.-H.; Haase, H. Stage-to-stage calculations of distillation columns by fixed-point iteration and application of the Banach fixed-point theorem. Chem. Eng. Sci. 2017, 164, 188–201. [CrossRef]

29. Viloche Bazan, F.S.; Leem, K.H.; Pelekanos, G. An application of a fixed point iteration method to object reconstruction. Piers Online 2010, 6, 227–231. [CrossRef]

30. An Overview of Gradient Descent Optimization Algorithms. Available online: https://arxiv.org/pdf/1609.04747.pdf (accessed on 11 March 2019).

31. Kadappa, V.; Negi, A. Computational and space complexity analysis of SubXPCA. Pattern Recognit. 2013, 46, 2169–2174. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).