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Abstract. In this paper we address the Cauchy problem for the incompressible Euler equations in the periodic setting. We prove that the set of Hölder $1/5 - \varepsilon$ wild initial data is dense in $L^2$, where we call an initial datum wild if it admits infinitely many admissible Hölder $1/5 - \varepsilon$ weak solutions. We also introduce a new set of stationary flows which we use as a perturbation profile instead of Beltrami flows in order to show that a general form of the h-principle applies to Hölder-continuous weak solutions of the Euler equations. Our result indicates that in a deterministic theory of 3D turbulence the Reynolds stress tensor can be arbitrary and need not satisfy any additional closure relation.

1. Introduction

In this paper we are concerned with the initial value problem for the incompressible Euler equations

\begin{equation}
\begin{cases}
\partial_t v + \text{div} (v \otimes v) + \nabla p = 0 \\
\text{div} v = 0
\end{cases}
\end{equation}

in the periodic setting $x \in \mathbb{T}^3 = \mathbb{R}^3 / \mathbb{Z}^3$. We study weak solutions $v$ which are Hölder continuous in space, i.e. such that

\begin{equation}
|v(x, t) - v(y, t)| \leq C|x - y|^\theta, \quad \forall t \in [0, T]
\end{equation}

for some constant $C$ which is independent of $t$. Here $\theta \in (0, 1)$ is the Hölder exponent. It is well known [18, 19, 7, 8, 9] that in the class of weak solutions the initial value problem for (1.1) is not well-posed in a very strong sense: to a given initial value $v_0$ there may exist infinitely many weak solutions. Therefore a natural problem is to find appropriate admissibility criteria to be able to select a (physically relevant) unique solution. Unfortunately such a criterion is not presently known. Nevertheless, imposing the very mild and physically natural admissibility condition

\begin{equation}
\int_{\mathbb{T}^3} |v(x, t)|^2 \, dx \leq \int_{\mathbb{T}^3} |v_0(x)|^2 \, dx
\end{equation}

already leads to a partial selection. Indeed, if $v_0$ is sufficiently smooth, the classical solution (which exists for some short time $[0, T]$ with constant energy) is in fact unique in the class of weak solutions which satisfy (1.3)
- this is known as weak-strong uniqueness, and holds even for measure-valued solutions \[2\]. On the other hand it is also known that if \(v_0\) is not differentiable, there could exist infinitely many admissible weak solutions. For weak solutions which are merely bounded we refer to \[8, 23\], where it was shown that the class of such so-called “wild” initial data is dense in \(L^2\). For weak solutions which are in addition Hölder continuous in space, the only available result so far is by the first author in \[5\]: for any \(\varepsilon > 0\) there exist infinitely many \(1/10 - \varepsilon\) Hölder initial data which are wild in the sense that to any such initial data there exist infinitely many \(1/16 - \varepsilon\) Hölder solutions satisfying \((1.3)\). Our aim in this paper is to continue the study of admissible Hölder-continuous weak solutions. In the following we state our main results.

1.1. Density of wild initial data. We start with a definition.

**Definition 1.1.** Given a solenoidal vector field \(v_0 \in C^{\theta}_0(T^3; \mathbb{R}^3)\), we say that \(v_0\) is a wild initial datum in \(C^\theta\) if there exist infinitely many weak solutions \(v\) to \((1.1)\) on \(T^3 \times [0, 1]\) with \(v(x, 0) = v_0(x)\) and satisfying \((1.2)\) and \((1.3)\).

With this definition the result in \[5\] can be stated as follows: for any \(\varepsilon > 0\) there exist infinitely many initial data in \(C^{1/10 - \varepsilon}\) which are wild in \(C^{1/16 - \varepsilon}\). Note that the loss in exponent from \(1/10\) in the initial datum to \(1/16\) for the solutions seems to be consistent with the example of shear flows in \(C^{\theta}\) from \[1\], where also there is an instantaneous loss in regularity. However, it turns out that in our setting this loss in the exponent can be avoided. Our main result can be stated as follows:

**Theorem 1.1** (Density of wild initial data). For any \(\theta < 1/5\) the set of divergence-free vector fields \(v_0 \in C^\theta(T^3; \mathbb{R}^3)\) which are wild initial data in \(C^\theta\) is a dense subset of the divergence-free vector fields in \(L^2(T^3; \mathbb{R}^3)\).

1.2. h-principle. Our second main result in this paper can be seen as an h-principle type result for equation \((1.1)\). In order to motivate the statement, recall the discussion in \[9\] concerning the Reynolds stress tensor and its relation to the notion of subsolutions. Let \(v\) be a (deterministic weak or random turbulent) solution of \((1.1)\) and consider a certain averaging process leading to the decomposition \(v = \overline{v} + w\) where \(\overline{v}\) is the “average” and \(w\) is the “fluctuation”. The Euler equations \((1.1)\) for \(v\) transform into

\[
\begin{aligned}
\partial_t \overline{v} + \text{div} (\overline{v} \otimes \overline{v}) + \nabla \overline{p} &= -\text{div} \tilde{R} \\
\text{div} \overline{v} &= 0
\end{aligned}
\]

where

\[
\tilde{R} = \overline{v} \otimes \overline{v} - \overline{\overline{v} \otimes v} = w \otimes w.
\]
Being an average of positive semidefinite tensors, it is easy to see that $\bar{R}$ is positive semidefinite. Accordingly, a subsolution is defined to be a triple $(\bar{v}, \bar{p}, \bar{R})$ where $\text{div} \, \bar{v} = 0$ such that (1.4) holds and $\bar{R}(x,t) \geq 0$ for almost every $(x,t)$. For a more precise definition, comparisons to the literature and further notions we refer to Section 3. In light of this interpretation of $\bar{R}$, it is natural to define the generalized energy tensor of a subsolution $(\bar{v}, \bar{p}, \bar{R})$ to be the time-dependent tensor

\begin{equation}
\int_{\mathbb{T}^3} (\bar{v} \otimes \bar{v} + \bar{R}) \, dx,
\end{equation}

and the associated generalized total energy given by its trace (c.f. (3.2)):

$$E(t) = \frac{1}{2} \int_{\mathbb{T}^3} |\bar{v}|^2 + \text{tr} \, \bar{R} \, dx.$$ 

In view of the previous discussion we call a subsolution $(\bar{v}, \bar{p}, \bar{R})$ admissible if

\begin{equation}
E(t) \leq E(0) \quad \text{for all } t > 0.
\end{equation}

Observe that the system (1.4) is highly under-determined. An important question in the theory of turbulence is to obtain further restrictions on the tensor $\bar{R}$ in the form of constitutive (closure) relations. Thus an interesting question is whether there are additional constraints in the specific case where $\bar{R}$ arises – in analogy with (1.5) – as a weak limit

\begin{equation}
\bar{R} = (w - \lim_{k \to \infty} v_k \otimes v_k) - v \otimes v,
\end{equation}

where $v_k \rightharpoonup v$ is a sequence of (admissible) H"{o}lder continuous weak solutions. Indeed, weak convergence has long been considered as a useful tool to study “deterministic turbulence” [15].

Observe that if in (1.8) the sequence $v_k$ consists of Leray-Hopf weak solutions of the Navier-Stokes equations with vanishing viscosity $\nu_k \to 0$, then the limit $(\bar{v}, \bar{p}, \bar{R})$ will be an admissible subsolution. This is well-known (see for instance [12, 16]). Therefore the admissibility condition (1.7) together with the condition that $\bar{R} \geq 0$ gives rise to a natural class of subsolutions.

It follows from [8, 23] that no additional constraints on $\bar{R}$ exist for $L^\infty$ weak solutions, but for $C^0$ weak solutions this was open and in fact there were indications that constraints might exist [4, 11]. Our second main result shows that no additional constraints exist and that in fact any positive definite tensor can arise as (1.8) from $C^{1/5-\epsilon}$-weak solutions of Euler:

**Theorem 1.2** (h-principle). Let $(\bar{v}, \bar{p}, \bar{R})$ be a smooth solution of (1.4) on $\mathbb{T}^3 \times [0,T]$ such that $\bar{R}(x,t)$ is positive definite for all $x,t$. Then there exists

---

\[^1\]In this case $v$ arises as a weak* limit in the space $L^\infty(0,T; L^2(\mathbb{T}^3))$ and the limit in (1.8) is a weak* limit in the space of matrix-valued Radon measures. Nevertheless, $E(t)$ is well-defined due to the energy inequality.
for any $\theta < 1/5$ a sequence $(v_k, p_k)$ of weak solutions of (1.1) such that (1.2)
holds,
\[
v_k \rightharpoonup^* \bar{v} \quad \text{and} \quad v_k \otimes v_k \rightharpoonup^* \bar{v} \otimes \bar{v} + \bar{R}
\]
in $L^\infty$ uniformly in time and furthermore for all $t \in [0, T]$
\[
\int_{\Omega^3} v_k \otimes v_k \, dx = \int_{\Omega^3} (\bar{v} \otimes \bar{v} + \bar{R}) \, dx.
\]

This result, which is new even for continuous solutions, can be interpreted as a precise analogue of the famous Nash-Kuiper theorem [17] on $C^1$ isometric embeddings. Indeed, in a nutshell the Nash-Kuiper theorem says that any smooth strictly short embedding of a closed $n$-dimensional Riemannian manifold $(M^n, g) \to \mathbb{R}^{n+1}$ can be approximated in the $C^0$-norm by $C^1$ isometric embeddings. Being strictly short amounts to the pointwise condition that the metric error $g - du \cdot du$ should be positive definite. In Theorem 1.2 the corresponding condition is that the “error” $\bar{R}$ should be positive definite, so that $(\bar{v}, \bar{p}, \bar{R})$ plays the role of the strictly short map and the generalized energy tensor (1.6) plays the role of the given metric $g$. As the Euler equations (1.1) are in divergence-form, in terms of differentiability $C^1$ isometric maps correspond naturally to $C^0$ weak solutions of (1.1). Thus, in analogy with the Nash-Kuiper result, Theorem 1.2 says that any smooth strictly sub-solution can be weakly approximated by $C^0$ weak solutions with prescribed energy. For more information on the connection between the Nash-Kuiper iteration and the Euler equations we refer to the surveys [9, 6, 21] and the lecture notes [22].

1.3. Approximating arbitrary background flows. Our Theorem 1.2 can also be seen as a contribution towards understanding the approximability of arbitrary smooth solenoidal background flows $\bar{v}$ by (Hölder-)continuous weak solutions of the Euler equations. Indeed, it is easy to see (for instance using the operator $\mathcal{R}$ from (2.1) below) that to any smooth divergence-free $\bar{v} = \bar{v}(x, t)$ with spatial mean zero (for all time $t$) there exist smooth $\bar{p}, \bar{R}$ such that $(\bar{v}, \bar{p}, \bar{R})$ is a smooth solution of (1.4), and $\bar{R}$ is a symmetric and traceless. Moreover, setting
\[
\bar{R}(x, t) = \frac{1}{3} \rho(t) \text{Id} + \bar{R}(x, t),
\]
with an appropriate choice\footnote{It suffices that} of $\rho(t) > 0$ we can ensure that $\bar{R}$ is positive definite for all $x, t$ so that $(\bar{v}, \bar{p}, \bar{R})$ satisfies the conditions of Theorem 1.2 and thence obtain a sequence of Hölder-continuous weak solutions $v_k$ with $v_k \rightharpoonup ^* \bar{v}$. Such a result has been obtained in [14, Theorem A.1] in the non-periodic setting. However, in [14, Theorem A.1] there is no associated control of the energy - although energy control can be easily obtained by
adapting the proof of Theorem 1.1 in [14], the energy obtained will be very large compared with the energy of $\bar{v}$.

As explained in the introduction, there is a substantial qualitative difference between admissible and non-admissible weak solutions. Moreover, from Theorem 1.2 we also obtain control of the energy in the form that for all $t$

$$\int_{T^3} |v_k|^2 \, dx = \int_{T^3} |\bar{v}|^2 + \text{tr} \bar{R} \, dx = \int_{T^3} |\bar{v}|^2 \, dx + \rho(t).$$

On the other hand it is also quite clear that $\bar{p}, \bar{R}$ are not uniquely determined, hence a natural problem is to estimate the minimum energy level required for admissible weak solutions $v_k$ that can approximate $\bar{v}$. In light of the identity

$$\lim_{k \to \infty} \int_{T^3} |v_k - \bar{v}|^2 \, dx = \lim_{k \to \infty} \int_{T^3} |v_k|^2 - |\bar{v}|^2 \, dx$$

this is related to the distance in the strong $L^2$ topology between the vectorfield $\bar{v}$ and the set of weak solutions.

In [4, Theorem 1.1] a weaker version of Theorem 1.2 was obtained, where a key difference is the more restrictive condition on $\bar{R}$ (see also Remark 3.2 below). The precise condition, stated in terms of the decomposition in (1.9), is the following:

$$\frac{1}{6} \rho(t) \text{Id} + \bar{R}(x,t)$$

is positive definite for all $x, t$.

Therefore even the choice of $\bar{R}$ in (1.9) in combination with Theorem 1.2 is an improvement. Moreover, the full generality of Theorem 1.2 gives an implicit characterization of the smallest possible energy level in terms of the possible choices of $(\bar{p}, \bar{R})$ which is essentially optimal in light of the discussion in Section 1.2 above.

As a final remark note the following special case of Theorem 1.2: if $\bar{v}$ is a smooth exact solution of the Euler equations, then $\bar{v}$ can be weakly approximated by Hölder-continuous weak solutions $v_k$ with $0 < \sup_t \int |v_k|^2 - |\bar{v}|^2 \, dx < \delta$ for arbitrary $\delta > 0$. This result has been proved in [14, Theorem 1.2].

1.4. **Comments on the proofs.** One of the novelties of this paper is that we introduce a new class of perturbations which we call Mikado flows. These serve the purpose of replacing the Beltrami flows in order to generate arbitrary Reynolds stresses. As in [10, 11] and later improved in [13, 3], the basic iteration scheme consists of adding at each step a fast oscillating perturbation with profile

$$W = W(R, \xi),$$

where $T^3 \ni \xi \mapsto W(R, \xi)$ is a periodic stationary solution of Euler with the property that

$$\langle W \otimes W \rangle = R.$$
(here ⟨·⟩ denotes spatial average on \(\mathbb{T}^3\)). For a detailed exposition of these ideas we refer to the lecture notes [22]. In all previous works Beltrami flows were used as the family of stationary flows for \(W\). However Beltrami flows are not sufficiently rich to allow any positive definite matrix \(R\) in (1.10) (see [4]), and consequently \(R\) in the iteration was restricted to be in a neighbourhood of the identity matrix (c.f. Lemma 6.1 and Definition 3.2 below). This restriction is avoided with our Mikado flows, which are indeed a sufficiently rich family.

A second novel feature in our paper is that we identify a new class of adapted subsolutions, where vanishing of the Reynolds tensor is allowed but is coupled to the blow-up of the \(C^1\) norm at a specific rate - see Definition 3.3. A somewhat different notion of admissible subsolution was previously introduced in [5], but there the subsolution depends on a specific iteration scheme and cannot be used in our setting for Theorem 1.1.

2. Preliminaries

2.1. Function spaces. In the following \(m = 0, 1, 2, \ldots, \alpha \in (0, 1)\), and \(\beta\) is a multi-index. We introduce the usual (spatial) Hölder norms as follows. First of all, for \(f : \mathbb{T}^3 \to \mathbb{R}^3\), the supremum norm is denoted by \(\|f\|_0 = \sup_{\mathbb{T}^3} f(x)\). The Hölder seminorms are defined as

\[
[f]_m = \max_{|\beta| = m} \|D^\beta f\|_0,
\]

\[
[f]_{m+\alpha} = \max_{|\beta| = m, x \neq y} \sup_{t} \frac{D^\beta f(x,t) - D^\beta f(y,t)}{|x - y|^\alpha},
\]

where \(D^\beta\) are space derivatives. The Hölder norms are then given by

\[
\|f\|_m = \sum_{j=0}^{m} [f]_j
\]

(2.3)

\[
\|f\|_{m+\alpha} = \|f\|_m + [f]_{m+\alpha}.
\]

(2.4)

Recall the standard interpolation inequalities

\[
[f]_s \leq C \|f\|_0^{1-s} [f]_r^s.
\]

(2.5)

Next, we recall that \(H^1_0(\mathbb{T}^3)\) is the usual Sobolev space of periodic functions \(f : \mathbb{T}^3 \to \mathbb{R}^3\) with average zero \(\int_{\mathbb{T}^3} f(x) \, dx = 0\), and \(H^{-1}(\mathbb{T}^3)\) denotes its dual space, with norm

\[
\|f\|_{H^{-1}} = \sup_{\|\varphi\|_{H^1_0} \leq 1} \int_{\mathbb{T}^3} f \varphi \, dx.
\]

In this paper we will consider the spatial Hölder norms of time-dependent functions \(f : \mathbb{T}^3 \times [0, T] \to \mathbb{R}^3\). These will be denoted as \([f(t)]_m\) and \(\|f(t)\|_m\). If the estimates hold uniformly in time, the explicit time dependence will be omitted.
2.2. Elliptic operators, Schauder estimates and stationary phase lemma. In this section we recall the operator $R$ from Section 4.5 in [10], which is used as a right inverse for the divergence operator on matrices.

**Definition 2.1.** Let $v \in C^\infty (\mathbb{T}^3; \mathbb{R}^3)$ be a smooth vector field. We then define $Rv$ to be the matrix valued periodic function

$$Rv := \frac{1}{4} (\nabla \rho u + (\nabla \rho u)^T) + \frac{3}{4} (\nabla u + (\nabla u)^T) - \frac{1}{2} (\text{div} u) \text{Id},$$

where $u \in C^\infty (\mathbb{T}^3; \mathbb{R}^3)$ is the solution of

$$\Delta u = v - \int_{\mathbb{T}^3} v \quad \text{in} \quad \mathbb{T}^3$$

with $\int u = 0$ and $\rho$ is the Leray projection onto divergence-free fields with zero average.

**Lemma 2.1** ($R = \text{div}^{-1}$). For any $v \in C^\infty (\mathbb{T}^3; \mathbb{R}^3)$ we have

(2.6) $Rv(x)$ is a symmetric trace free matrix for each $x \in \mathbb{T}^3$;

(2.7) $\text{div} Rv = v - \int_{\mathbb{T}^3} v.$

Moreover, for nonlinear phase functions we have the following version of the stationary phase lemma from [10], whose proof is a simple modification of the proof of Proposition 5.2 in [10] and standard Schauder estimates.

**Lemma 2.2** (Stationary phase lemma). Let $\varphi \in C^\infty (\mathbb{R}^3)$ such that there exist $c_0 > 1$ and $k_0 \in \mathbb{Z}^3$ such that, for all $x \in \mathbb{R}^3$ and $k \in \mathbb{Z}^3$

(2.8) $c_0^{-1} \leq |\nabla \varphi (x)| \leq c_0,$

(2.9) $\varphi (x + 2\pi k) = \varphi (x) + 2\pi k \cdot k_0.$

Then,

(i) for any $a \in C^\infty (\mathbb{T}^3)$ and $N \in \mathbb{N}$

(2.10) $\left| \int_{\mathbb{T}^3} a(x) e^{i\lambda \varphi (x)} dx \right| \leq C [a]_N + \|a\|_0 [\nabla \varphi]_N \lambda^N$

(ii) the solution $u \in C^\infty (\mathbb{T}^3)$ of

(2.11) $\begin{align*}
\Delta u &= ae^{i\lambda \varphi} - \int_{\mathbb{T}^3} ae^{i\lambda \varphi} \\
\int_{\mathbb{T}^3} u &= 0
\end{align*}$

satisfies

$$[\nabla u]_\alpha \leq C \left\{ \frac{1}{\lambda_{1-\alpha}} \|a\|_0 + \frac{1}{\lambda_{N-\alpha}} (\|a\|_0 [\nabla \varphi]_N + [a]_N) + \frac{1}{\lambda^N} ([\|a\|_0 [\nabla \varphi]_{N+\alpha} + [a]_{N+\alpha}) \right\},$$

(2.12)
In particular,
\[
\|R(ae^{i\lambda\varphi})\|_\alpha \leq C \left\{ \frac{1}{\lambda^{1-\alpha}} \|a\|_0 + \frac{1}{\lambda^{N-\alpha}} \left( \|a\|_0 \|\nabla \varphi\|_N + \|a\|_N \right) \right\} + \frac{1}{\lambda^N} \left( \|a\|_0 \|\nabla \varphi\|_{N+\alpha} + \|a\|_{N+\alpha} \right).
\]
(2.13)
The constant $C$ depends on $c_0, N \in \mathbb{N}$ and $\alpha \in (0, 1)$.

Proof. Let $a_0 = a$ and
\[
a_n = -\text{div} \left( a_{n-1} \frac{\nabla \varphi}{|\nabla \varphi|^2} \right), \quad \forall \ n = 1, \ldots, N.
\]
It follows by induction on $N$ that
\[
a_0 e^{i\lambda \varphi} = \sum_{n=0}^{N-1} \text{div} \left( a_n \frac{\nabla \varphi}{|\nabla \varphi|^2} e^{i\lambda \varphi} \right) \frac{1}{(i\lambda)^{n+1}} + \frac{1}{(i\lambda)^N} a_N e^{i\lambda \varphi}.
\]
Moreover, again by induction, for all $j = 0, \ldots, N$ we have
\[
\left[ a_N \frac{\nabla \varphi}{|\nabla \varphi|^2} \right]_s \leq C(j, N, c_0) \left( \|a_j\|_{N-j+s} + \|a_j\|_0 \|\nabla \varphi\|_{N-j+s} \right).
\]
(2.15) Then, (i) immediately follows.

According to standard Schauder estimates,
\[
\|\nabla u\|_\alpha \leq C \sum_{n=0}^{N-1} \frac{1}{\lambda^n} \left[ \frac{\nabla u}{|\nabla \varphi|^2} e^{i\lambda \varphi} \right]_\alpha + \frac{1}{\lambda^N} \left[ a_N e^{i\lambda \varphi} \right]_\alpha + \left| \oint_{\mathbb{T}^3} ae^{i\lambda \varphi} \right|
\]
(2.16) which using (i) and (2.15) gives (ii), as in the proof of Proposition 5.2 in [10].

2.3. Mikado flows. In this section we introduce a new family of periodic stationary solutions of the Euler equations whose spatial averages will be used to absorb the Reynolds stress of general subsolutions (see Section 3). In the following $S_{3 \times 3}^+$ denotes the set of positive definite symmetric $3 \times 3$ matrices.

Lemma 2.3. For any compact subset $\mathcal{N} \subset \subset S_{3 \times 3}^+$ there exists a smooth vector field
\[
W : \mathcal{N} \times \mathbb{T}^3 \to \mathbb{R}^3, \quad i = 1, 2
\]
such that, for every $R \in \mathcal{N}$
\[
\begin{cases}
\text{div } \xi (W(R, \xi) \otimes W(R, \xi)) = 0, \\
\text{div } \xi W(R, \xi) = 0,
\end{cases}
\]
and
\[
\int_{\mathbb{T}^3} W(R, \xi) \ d\xi = 0,
\]
(2.18)
\[
\int_{\mathbb{T}^3} W(R, \xi) \otimes W(R, \xi) \ d\xi = R.
\]
(2.19)
The first step in the proof of Lemma 2.3 is the following geometric lemma from [17] Lemma 1, see also [20] Lemma 1.9:

**Lemma 2.4.** For any compact subset $N \subset \subset S^3 \times \mathbb{R}^3 \times \mathbb{R}^3$ there exists $\lambda_0 \geq 1$ and smooth functions $\Gamma_k \in C^\infty(N; [0,1])$ for any $k \in \mathbb{Z}^3$ with $|k| \leq \lambda_0$ such that

\[
R = \sum_{k \in \mathbb{Z}^3, |k| \leq \lambda_0} \Gamma_k^2(R)k \otimes k \quad \text{for all } R \in \mathcal{N}.
\]

**Proof of Lemma 2.3.** Then, let us look for our vector field $W(R, \cdot)$ among the vector fields of the form

\[
W(R, \xi) = \sum_{k \in \mathbb{Z}^3, |k| \leq \lambda_0} \Gamma_k(R)\psi_k(\xi)k
\]

where $\psi_k(\xi) = g_k(\text{dist}(\xi, \ell_{k,p_k}))$ with $g_k \in C^\infty_c([0,1])$, $r_k > 0$, where $\ell_{k,p_k}$ is the $\mathbb{T}^3$-periodic extension of the line $\{p_k + tk : t \in \mathbb{R}\}$ passing through $p_k$ in direction $k$. Since there are only a finite number of such lines, we may choose $p_k$ and $r_k > 0$ in such a way that

\[
\text{supp } \psi_i \cap \text{supp } \psi_j = \emptyset \quad \text{for all } i \neq j.
\]

Thus $W$ consists of a finite collection of disjoint straight tubes such that in each tube $W$ is a straight pipe flow and outside the tubes $W = 0$. In particular $W$ satisfies the stationary pressureless Euler equations (2.17). Furthermore, the profile functions $g_k$ will be chosen so that $\int_{\mathbb{T}^3} \psi_k(\xi) d\xi = 0$ and $\int_{\mathbb{T}^3} \psi_k^2(\xi) d\xi = 1$ for all $k$. Then (2.18) is easily satisfied, and because of (2.22) we also have

\[
\int_{\mathbb{T}^3} W \otimes W d\xi = \sum_k \int_{\mathbb{T}^3} \Gamma_k^2(R)\psi_k^2(\xi)k \otimes k d\xi = \sum_k \Gamma_k^2(R)k \otimes k = R.
\]

Therefore (2.19) is satisfied. 

**3. Subsolutions**

In this section we introduce several notions of subsolutions.

**Definition 3.1 (Subsolution).** A subsolution is a triple

$$(v, p, R) : \mathbb{T}^3 \times (0,T) \to \mathbb{R}^3 \times \mathbb{R} \times \mathcal{S}^{3 \times 3}$$

such that $v \in L^2_{\text{loc}}$, $R \in L^1_{\text{loc}}$, $p$ is a distribution, the equations

\[
\partial_t v + \text{div} (v \otimes v) + \nabla p = -\text{div } R
\]

\[
\text{div } v = 0
\]

hold in the sense of distributions in $\mathbb{T}^3 \times (0,T)$, and moreover $R \geq 0$ a.e. We call a subsolution strict if $R > 0$ a.e.

In the above definition $R \geq 0$ a.e. means $R(x,t)$ is positive semi-definite for almost every $(x,t)$. 
Remark 3.1. Note that this definition agrees with the notion of subsolution introduced in [9] (Definition 2.3) in the following sense. Recall that a triple \((v, u, q) : T^3 \times [0, T] \to \mathbb{R}^3 \times S^{3 \times 3} \times \mathbb{R}\)
is called a subsolution with respect to energy density \(\bar{e} = \bar{e}(x, t) \geq 0\) if
\[
\partial_t v + \text{div} u + \nabla q = 0
\]
\[
\text{div} v = 0
\]
and
\[
v \otimes v - u \leq \frac{2}{3} \bar{e} \text{Id} \quad \text{a.e.}
\]
Given such a triple \((v, u, q)\) we obtain a subsolution in the sense of Definition 3.1 by setting
\[
R = \frac{2}{3} \bar{e} \text{Id} - v \otimes v + u, \quad p = q - \frac{2}{3} \bar{e}.
\]
Conversely, any subsolution \((v, p, R)\) defines a subsolution \((v, u, q)\) with energy density
\[
\bar{e} = \frac{1}{2} \left( \text{tr} R + |v|^2 \right) = \frac{1}{2} \text{tr} (R + v \otimes v)
\]
by setting
\[
u = R - \frac{2}{3} \bar{e} \text{Id} + v \otimes v, \quad q = p + \frac{2}{3} \bar{e}.
\]
Next, we look at two more notions of subsolutions. In the following, we denote by \(\tilde{R}\) the traceless part of the tensor \(R\), as in [10, 11, 3].

Definition 3.2 (Strong subsolution). A strong subsolution is a subsolution \((v, p, R)\) such that in addition \(\text{tr} R\) is a function of \(t\) only, and if
\[
\rho(t) := \frac{1}{3} \text{tr} R(t),
\]
then
\[
\left| \tilde{R}(x, t) \right| \leq r_0 \rho(t) \quad \text{for all } (x, t),
\]
where \(0 < r_0 < 1\) is the radius in Lemma 3.2 in [10] (Lemma 6.1 below).

Observe that, writing
\[
R(x, t) = \rho(t) \text{Id} + \tilde{R}(x, t)
\]
with \(\text{tr} \tilde{R} = 0\), inequality (3.4) is equivalent to
\[
\left| \frac{R(x, t)}{\rho(t)} - \text{Id} \right| \leq r_0
\]
provided \(\rho(t) > 0\). Note also that, if a symmetric tensor \(R\) satisfies this inequality, then (since \(r_0 \leq 1\))
\[
|R| \leq 2 \rho.
\]
Remark 3.2. The notion of strong subsolution and in particular condition (3.4) is motivated by the constructions in [10, 11, 3], based on Beltrami flows - see Proposition 6.1 below. Furthermore, although not equivalent, our definition of strong subsolution is also closely related to the definition given in [4]. Also in that paper the motivation was to have a notion of subsolution to which an iteration scheme based on Beltrami flows can be applied.

The definition of strong subsolution involves the radius \( r_0 \), which appears in the geometric decomposition in Lemma 3.2 from [10]. In the rest of this paper we will be repeatedly applying perturbations to strong subsolutions, under which the inequality (3.4) is not stable. To circumvent this issue, we will use a collection of smaller radii \( r_3 < r_2 < r_1 < r_0 \), whose numerical value is not important, we will only require that

\[
(3.6) \quad r_1 \leq \frac{1}{4} r_0, \quad r_2 < \frac{r_1}{2}, \quad r_3 < \frac{r_2}{2}.
\]

Our first result allows the weak approximation of arbitrary smooth strict subsolutions with strong subsolutions.

Proposition 3.1. Let \((v, p, R)\) be a smooth strict subsolution on \( \mathbb{T}^3 \times [0, T] \). Then there exists \( \delta_0 > 0 \) such that, for any \( 0 < \delta < \delta_0 \) and any \( \sigma > 0 \) there exists a smooth strong subsolution \((\bar{v}, \bar{p}, \bar{R})\) such that, for all \( t \in [0, T] \)

\[
(3.7) \quad \| v - \bar{v} \|_{H^{-1}} < \sigma,
\]

\[
(3.8) \quad \| v \otimes v + R - \bar{v} \otimes \bar{v} - \bar{R} \|_{H^{-1}} < \sigma,
\]

\[
(3.9) \quad \frac{3}{4} \delta \leq \frac{1}{3} \tr \bar{R}(t) \leq \frac{5}{4} \delta,
\]

\[
(3.10) \quad \int_{\mathbb{T}^3} (v \otimes v + R) \, dx = \int_{\mathbb{T}^3} (\bar{v} \otimes \bar{v} + \bar{R}) \, dx
\]

and for all \((x, t) \in \mathbb{T}^3 \times [0, T]\)

\[
(3.11) \quad \left| \tilde{R}(x, t) \right| \leq \frac{r_3}{3} \tr \bar{R}(t).
\]

In our third notion of subsolution, the possible vanishing of the Reynolds tensor at the initial time is allowed at the expense of the blow-up of \( C^1 \) norms as specific rates, which are consistent with Hölder-continuity at exponent \( 1/5 - \varepsilon \).

Definition 3.3 (Adapted subsolution). Given \( \theta \in (0, 1/5) \) we call a triple \((\tilde{v}, \tilde{p}, \tilde{R})\) a \( C^\theta \)-adapted subsolution on \([0, T]\) if

\[
(\tilde{v}, \tilde{p}, \tilde{R}) \in C^\infty(\mathbb{T}^3 \times (0, T)) \cap C(\mathbb{T}^3 \times [0, T])
\]

is a strong subsolution with initial data

\[
\tilde{v}(\cdot, 0) \in C^{\theta}(\mathbb{T}^3), \quad \tilde{p}(\cdot, 0) \in C^{2\theta}(\mathbb{T}^3), \quad \tilde{R}(\cdot, 0) \equiv 0,
\]
and, with \( \bar{\rho}(t) = \frac{1}{3} \text{tr} \bar{R}(t) \), we have for all \( t > 0 \) and \( x \in \mathbb{T}^3 \)

\[
\left| \bar{R}(x,t) \right| \leq r_2 \bar{\rho}(t)
\]

and there exists a constant \( M > 1 \) and \( \varepsilon > 0 \) with \( \frac{1}{3+2\varepsilon} > \theta \) such that for all \( t > 0 \) we have \( \bar{\rho}(t) > 0 \) and

\[
\begin{align*}
\hat{v}(t)_1 &\leq M \bar{\rho}(t)^{- (2+\varepsilon)} , \\
\bar{p}(t)_1 &\leq M \bar{\rho}(t)^{- (3/2+\varepsilon)} , \\
[\bar{\nu}](t)_1 &\leq M \bar{\rho}(t)^{- (3/2+\varepsilon)} , \\
\| (\partial_t + \bar{\nu} \cdot \nabla) \bar{R}(t) \|_0 &\leq M \bar{\rho}(t)^{- (1+\varepsilon)} .
\end{align*}
\]

(3.12)

Recall that in this paper we use the notation \( [v(t)]_1 \) to denote the spatial \( C^1 \) seminorm of the function \( v = v(x,t) \) at time \( t \).

**Proposition 3.2.** Let \( (v_0,p_0,R_0) \in C^\infty(\mathbb{T}^3 \times [0,T]) \) be a smooth strong subsolution such that

\[
\frac{3}{4} \delta \leq \frac{1}{4} \text{tr} R_0(t) \leq \frac{5}{4} \delta \quad \text{for all } t \in [0,T]
\]

for some \( \delta > 0 \) and, for all \( (x,t) \in \mathbb{T}^3 \times [0,T] \)

\[
\left| R_0(x,t) \right| \leq \frac{r_3}{3} \text{tr} R_0(t).
\]

Then, for any \( \theta < 1/5 \) and \( \sigma > 0 \) there exists a \( C^\theta \)-adapted subsolution \( (\bar{v},\bar{p},\bar{R}) \) such that, for all \( t \in [0,T] \)

\[
\int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} dx = \int_{\mathbb{T}^3} v_0 \otimes v_0 + R_0 dx
\]

and

\[
\| \bar{v} - v_0 \|_{H^{-1}} < \sigma ,
\]

\[
\| \bar{v} \otimes \bar{v} + \bar{R} - v_0 \otimes v_0 - R_0 \|_{H^{-1}} < \sigma .
\]

As an immediate consequence of Propositions 3.1 and 3.2 we obtain the following statement:

**Corollary 3.1.** Let \( (\bar{v},\bar{p},\bar{R}) \) be a smooth strict subsolution on \( \mathbb{T}^3 \times [0,T] \). Then, for any \( \theta < 1/5 \) and \( \sigma > 0 \) there exists a \( C^\theta \)-adapted subsolution \( (\bar{v},\bar{p},\bar{R}) \) such that, for all \( t \in [0,T] \)

\[
\int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} dx = \int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} dx
\]

and

\[
\| \bar{v} - \hat{v} \|_{H^{-1}} < \sigma ,
\]

\[
\| \bar{v} \otimes \bar{v} + \bar{R} - \hat{v} \otimes \hat{v} - \hat{R} \|_{H^{-1}} < \sigma .
\]

Our final result in this section shows that \( C^\theta \)-adapted subsolutions can be used for the initial value problem for 1/5-Hölder weak solutions:
Proposition 3.3. Let \((\bar{v}, \bar{p}, \bar{R})\) be a \(C^\theta\)-adapted subsolution with \(\theta < 1/5\). Then, for any \(\sigma > 0\) there exists a continuous weak solution \((v, p)\) of (1.1) with initial data
\[ v(\cdot, 0) = \bar{v}(\cdot, 0), \]
such that for all \(t \in [0, T]\)
\[
|v(x, t) - v(y, t)| \leq C|x - y|^{\theta} \quad \text{for all } x, y \in \mathbb{T}^3
\]
for some constant \(C > 0\),
\[
\int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} \, dx = \int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} \, dx
\]
and
\[
\|\bar{v} - v\|_{H^{-1}} < \sigma,
\]
\[
\|\bar{v} \otimes \bar{v} + \bar{R} - v \otimes v\|_{H^{-1}} < \sigma.
\]

As an immediate consequence of Proposition 3.3 we obtain the following criterion for wild initial data:

Corollary 3.2. Let \(w \in C^\theta(\mathbb{T}^3)\) be a divergence-free vectorfield for some \(\theta < 1/5\). If there exists a \(C^\theta\)-adapted subsolution \((\bar{v}, \bar{p}, \bar{R})\) such that \(\bar{v}(\cdot, 0) = w(\cdot)\) and
\[
\int_{\mathbb{T}^3} |\bar{v}(x, t)|^2 + \text{tr} \bar{R}(x, t) \, dx \leq \int_{\mathbb{T}^3} |w(x)|^2 \, dx \quad \text{for all } t > 0,
\]
then \(w\) is a wild initial datum in \(C^\theta\).

Proof. Indeed, given a \(C^\theta\)-adapted subsolution \((\bar{v}, \bar{p}, \bar{R})\), Proposition 3.3 provides a sequence of \(C^\theta\) weak solutions \((v_k, p_k)\) with \(v_k(\cdot, 0) = \bar{v}(\cdot, 0)\),
\[
\int_{\mathbb{T}^3} |v_k(x, t)|^2 \, dx = \int_{\mathbb{T}^3} |\bar{v}(x, t)|^2 + \text{tr} \bar{R}(x, t) \, dx \quad \text{for all } t > 0,
\]
and such that \(v_k \rightarrow \bar{v}\) in \(H^{-1}(\mathbb{T}^3)\) (uniformly in time). \(\square\)

In the next section we show how these corollaries can be used to prove our main theorems. Then, in Sections 5-8 we give the proof of Propositions 3.1-3.3.

4. Proof of the main results

Using Corollaries 3.1 and 3.2 from Section 3 we are in a position to prove the main theorems announced in the introduction.

First of all we recall the following Lemma from [20] (Lemma 12 on p238). By the remarks following Definition 3.1 the concept of \(L^\infty\)-subsolution is substituted by that of strict subsolution.
Lemma 4.1. Let $w \in L^2(\mathbb{T}^3; \mathbb{R}^3)$ with $\text{div } w = 0$. Then, for any $\varepsilon > 0$, there exists a smooth, strict subsolution $(\tilde{v}, \tilde{p}, \tilde{R})$ on $[0, T]$ such that

$$\|\tilde{v}(0, \cdot) - w\|_{L^2} \leq \varepsilon$$

and

$$\int_{\mathbb{T}^3} |\tilde{v}(x,t)|^2 + \text{tr } \tilde{R}(x,t) \, dx \leq \int_{\mathbb{T}^3} |w(x)|^2 \, dx + \varepsilon \quad \text{for all } t \in [0, T].$$

With the help of this lemma we are now in a position to prove the density of wild initial data.

Proof of Theorem 1.1. Let $\delta > 0$, $\theta < 1/5$ and let $w \in L^2(\mathbb{T}^3; \mathbb{R}^3)$ with $\text{div } w = 0$. Using Lemma 4.1 we obtain a smooth, strict subsolution $(\tilde{v}, \tilde{p}, \tilde{R})$ on $[0, T]$ such that (4.1)-(4.2) hold for some $\varepsilon > 0$ to be fixed later. By adding a time-dependent non-negative multiple of the identity matrix to $\tilde{R}$ if necessary (which retains the property of being a strict and smooth subsolution), we may assume without loss of generality that in fact (4.2) is an equality:

$$\int_{\mathbb{T}^3} |\tilde{v}(x,t)|^2 + \text{tr } \tilde{R}(x,t) \, dx = \int_{\mathbb{T}^3} |w(x)|^2 \, dx + \varepsilon \quad \text{for all } t \in [0, T].$$

Let $\tilde{v}_0(\cdot) = \tilde{v}(\cdot, 0) \in C^\infty(\mathbb{T}^3; \mathbb{R}^3)$ and note that

$$\int_{\mathbb{T}^3} \text{tr } \tilde{R}(x,0) \, dx \leq \|w\|_{L^2}^2 - \|	ilde{v}_0\|_{L^2}^2 + \varepsilon$$

$$\leq 2\varepsilon \|\tilde{v}_0\|_{L^2} + \varepsilon^2 + \varepsilon$$

$$\leq 2\varepsilon \|w\|_{L^2} + 3\varepsilon^2 + \varepsilon$$

$$\leq C\varepsilon$$

for some constant $C$ depending only on $w$.

Next, apply Corollary 3.1 to obtain a $C^\theta$-adapted subsolution $(\bar{v}, \bar{p}, \bar{R})$ with

$$\int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} \, dx = \int_{\mathbb{T}^3} \tilde{v} \otimes \tilde{v} + \tilde{R} \, dx \quad \text{for all } t \in [0, T]$$

and

$$\|\bar{v} - \bar{v}_0\|_{H^{-1}} \leq \sigma$$

for some $\sigma > 0$ to be fixed later. Let $v_0(\cdot) = \bar{v}(\cdot, 0)$ and note that

$$\|v_0 - \tilde{v}_0\|_{L^2}^2 = \|v_0\|_{L^2}^2 - \|	ilde{v}_0\|_{L^2}^2 - 2 \int_{\mathbb{T}^3} \tilde{v}_0 \cdot (v_0 - \tilde{v}_0) \, dx$$

$$\leq \int_{\mathbb{T}^3} \text{tr } \tilde{R}(x,0) \, dx - 2 \int_{\mathbb{T}^3} \tilde{v}_0 \cdot (v_0 - \tilde{v}_0) \, dx$$

$$\leq C\varepsilon + 2\sigma \|	ilde{v}_0\|_{H^1}.$$

In particular, by choosing first $\varepsilon > 0$ sufficiently small and then $\sigma$ sufficiently small, we may ensure that

$$\|v_0 - \tilde{v}_0\|_{L^2} \leq \delta.$$
Observing that for all $t \in [0, T]$
\[
\int_{\mathbb{T}^3} |\tilde{v}(x, t)|^2 + \text{tr} \tilde{R}(x, t) \, dx = \int_{\mathbb{T}^3} |\tilde{v}(x, t)|^2 + \text{tr} \tilde{R}(x, t) \, dx = \int_{\mathbb{T}^3} |w(x)|^2 \, dx + \varepsilon
\]
\[
= \int_{\mathbb{T}^3} |\tilde{v}(0)|^2 + \text{tr} \tilde{R}(0) \, dx = \int_{\mathbb{T}^3} |v_0(x)|^2 \, dx,
\]
we see that, according to Corollary 3.2, $v_0 \in C^\theta(\mathbb{T}^3; \mathbb{R}^3)$ is a wild initial datum in $C^\theta$. This completes the proof. \qed

**Proof of Theorem 1.2.** The proof is an immediate consequence of Corollary 3.1 and Proposition 3.3. \qed

5. STRONG FROM STRICT SUBSOLUTIONS

**Proof of Proposition 3.1.** The proof is a simplified version of the construction in [3], where we replace Beltrami flows by Mikado flows. Since the aim is only to produce a single reduction in the Reynolds tensor, there is no iteration here but just one single perturbation step.

Let
\[
\delta_0 = \inf \left\{ R(x, t) \xi \cdot \xi : |\xi| = 1, x \in \mathbb{T}^3, t \in [0, T] \right\}.
\]

Observe that since $R$ is a smooth positive definite tensor on the compact set $\mathbb{T}^3 \times [0, T]$, $\delta_0 > 0$. Let $\delta < \delta_0$, so that $R - \delta \text{Id}$ is positive definite on $[0, T] \times \mathbb{T}^3$.

We define $\tilde{v}$ as
\[
\tilde{v} := v + w = v + w_o + w_c,
\]
where the oscillation term $w_o$ and the corrector term $w_c$ are defined as follows. Let $\Phi : \mathbb{T}^3 \times [0, T] \rightarrow \mathbb{T}^3$ be the (periodic) flow of $v$ defined by
\[
(5.1) \quad \begin{cases} 
\partial_t \Phi + v \cdot \nabla \Phi = 0 \\
\Phi(x, 0) = x, \quad \forall x \in \mathbb{T}^3
\end{cases}
\]
Set
\[
(5.2) \quad \tilde{R}(x, t) = D\Phi(x, t)(R(x, t) - \delta \text{Id})D\Phi^T(x, t).
\]
Then $\tilde{R}$ is a positive-definite tensor on $\mathbb{T}^3 \times [0, T]$, hence the set
\[
\mathcal{N} := \left\{ \tilde{R}(x, t) : (x, t) \in \mathbb{T}^3 \times [0, T] \right\}
\]
is a compact subset of $S^3_{\pm}$ and by Lemma 2.3 there exists a smooth vector field $W : \mathcal{N} \times \mathbb{T}^3 \to \mathbb{R}^3$ such that (2.17)-(2.19) hold. We define

$$w_0(x, t) := D\Phi(x, t)^{-1} W \left( \tilde{R}(x, t), \lambda \Phi(x, t) \right). \tag{5.3}$$

Since the vector field $\xi \mapsto W(S, \xi)$ has zero average and is divergence-free, there exists $U = U(S, \xi)$ such that $\text{curl} U = W$. Then, for any $S \in S^3_{\pm}$

$$\text{curl} \left( D\Phi^T U(S, \lambda \Phi) \right) = -\lambda \text{cof} D\Phi^T \text{curl} \xi U(S, \lambda \Phi)$$

$$= -\lambda D\Phi^{-1} W(S, \lambda \Phi).$$

Therefore we set

$$w_c(x, t) := -\frac{1}{\lambda} \text{curl} \left( D\Phi^T U(x, t) \tilde{U}(r(x, t), \lambda \Phi(x, t)) \right) - w_0(x, t), \tag{5.4}$$

so that $\text{div} w = 0$. Observe next that, as a consequence of the periodicity, the smoothness and (2.18), $W$ can be written as

$$W(S, \xi) = \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} a_k(S) B_k e^{ik \cdot \xi}, \tag{5.5}$$

for some complex vectors $B_k \in \mathbb{C}^3$ with $B_k \cdot k = 0, |B_k| = 1$, such that

$$\sup_{S \in \mathcal{N}} |D_R^N a_k(S)| \leq \frac{C}{|k|^m}$$

for any $m, N \in \mathbb{N}$ with a constant $C = C(N, N, m)$. Therefore we can write

$$w_0(x, t) = \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} b_k(x, t) e^{ik \cdot \lambda \Phi(x, t)}, \tag{5.6}$$

where $b_k \in C^\infty(\mathbb{T}^3 \times [0, T])$ with space-time $C^N$ norms bounded as

$$\|b_k\|_{C^N(\mathbb{T}^3 \times [0, T])} \leq \frac{C(N, R, v)}{|k|^4}. \tag{5.7}$$

Furthermore, since $\det D\Phi \equiv 1$ ($v$ is divergence free), there exists a constant $c_0 > 1$ so that

$$c_0^{-1}|k| \leq |D\Phi^T(x, t)|k| \leq c_0|k| \quad \text{for all} \quad x \in \mathbb{T}^3, \quad t \in [0, T].$$

For the convenience of the reader we include the corresponding calculation in index notation, using the Einstein summation convention and the standard Kronecker $\delta_{ij}$ and Levi-Civita alternating tensors $\varepsilon_{ijk}$: Using the identities $(\text{cof} D\Phi)_{ij} = \frac{1}{2} \varepsilon_{ipq} \varepsilon_{jkl} \partial_i \Phi_p \partial_j \Phi_q$ and $\varepsilon_{ijk} \varepsilon_{jmn} = \delta_{km} \delta_{ln} - \delta_{km} \delta_{in}$, we obtain

$$\left[ \text{cof} D\Phi^T (\text{curl} U)(\Phi) \right]_i = \frac{1}{2} \varepsilon_{ikl} \varepsilon_{jmq} \partial_k \Phi_p \partial_l \Phi_q \varepsilon_{jmn} (\partial_m U_n)(\Phi)$$

$$= \frac{1}{2} \varepsilon_{ikl} \partial_k \Phi_q \partial_l \Phi_q (\partial_p U_q - \partial_q U_p)(\Phi)$$

$$= \varepsilon_{ikl} \partial_k (\partial_q \Phi_q U_q(\Phi)) = \left[ \text{curl} (D\Phi^T U(\Phi)) \right]_i.$$
In particular for any \( k \in \mathbb{Z}^3 \) the phase function
\[
\varphi_k := \frac{k}{|k|} \cdot \Phi
\]
satisfies the assumptions of Lemma 2.2 with constant \( c_0 \) independent of \( k \).

Analogously, we have
\[
(5.8) \quad w_c(x, t) = \frac{1}{\lambda} \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} c_k(x, t) e^{i k \cdot \lambda \Phi(x, t)}
\]
with
\[
(5.9) \quad \|c_k\|_{C^N(T^3 \times [0, T])} \leq \frac{C(N, R, v)}{|k|^4}.
\]

Indeed, from (5.5) we deduce
\[
U(S, \xi) = \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} a_k(S) \frac{i k \times B_k}{|k|^2} e^{i k \cdot \xi}
\]
and therefore
\[
w_c = -\frac{i}{\lambda} \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \nabla(a_k(\hat{R})) \times \frac{D\Phi^T(k \times B_k)}{|k|^2} e^{i \lambda \Phi \cdot k}.
\]

In particular we see that \( w = w_o + w_c \) is a smooth divergence-free vector field on \( \mathbb{T}^3 \times [0, T] \) such that
\[
(5.10) \quad \|w_o\|_0 \leq C, \quad \|w_c\|_0 \leq \frac{C}{\lambda}
\]
for some constant depending on \( v, R \) but not on \( \lambda \).

Set \( \tilde{p} = p \) and define \( \tilde{R} = \delta \text{Id} + R_{11} + R_{12} \) with
\[
R_{11} := -\mathcal{R}(F) - (w_c \otimes \tilde{v} + w_o \otimes w_c),
\]
\[
F := \text{div} (w_o \otimes w_o - R) + (\partial_t + v \cdot \nabla)w_o + w \cdot \nabla v + \partial_tw_c,
\]
\[
R_{12} := \int_{\mathbb{T}^3} v \otimes v + R - \delta \text{Id} - \tilde{v} \otimes \tilde{v} - R_{11} \, dx.
\]

Observe that \( R_{12} \) is a function of \( t \) only, hence using (2.7)
\[
-\text{div} \tilde{R} = -\text{div} R_{11}
\]
\[
= F - \int_{\mathbb{T}^3} F \, dx + \text{div} (w_c \otimes \tilde{v} + w_o \otimes w_c)
\]
\[
= \partial_t \tilde{v} + \text{div} (\tilde{v} \otimes \tilde{v}) + \nabla \tilde{p} - \int_{\mathbb{T}^3} F \, dx.
\]
Since \( \text{div} w = \text{div} v = 0 \), we can write
\[
\begin{align*}
F &= \text{div} (w_o \otimes w_o - R + w_o \otimes v + v \otimes w) + \partial_t w.
\end{align*}
\]
But then, since \(v, R, w_o, w_c\) are periodic and –using (5.4)– \(w = \text{curl}(z)\) for some periodic vectorfield \(z\), it follows that
\[
\int_{\mathbb{T}^3} F \, dx = 0.
\]
We also easily see that for every \(t\)
\[
\int_{\mathbb{T}^3} \bar{v} \otimes \bar{v} + \bar{R} \, dx = \int_{\mathbb{T}^3} v \otimes v + R \, dx.
\]
Next, we will obtain estimates for the \(H^{-1}\) norm of the perturbation \(w\) and for the \(C^0\) norm of the new Reynolds stress \(\bar{R}\). They will turn out to be bounded by fixed constants –depending on the subsolution \((v, p, R)\) – times a negative power of the parameter \(\lambda\). Since this dependence is not relevant for our purposes, such constants will be denoted by the letter \(C\), whose value may change from line to line.

Moreover, in the estimates below we will repeatedly apply Lemma 2.2 which requires the use of Hölder spaces \(C^\alpha\). Therefore, for the sequel we fix \(\alpha \in (0, 1)\) and note that the estimates will depend also on \(\alpha\). However, the precise choice of \(\alpha\) is not important.

For any test function \(f \in C^1(\mathbb{T}^3; \mathbb{R}^3)\) we have
\[
\left| \int_{\mathbb{T}^3} w \cdot f \, dx \right| = \left| \int_{\mathbb{T}^3} \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} (b_k + \lambda^{-1} c_k) \cdot f e^{i\lambda |k|} \, dx \right|
\leq \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \left| \int_{\mathbb{T}^3} (b_k + c_k) \cdot f e^{i\lambda |k|} \, dx \right|
\leq C \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \frac{(\|b_k\|_1 + \|c_k\|_1) \|f\|_1}{\lambda |k|}
\leq C \frac{\|f\|_1}{\lambda} \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \frac{1}{|k|^3}
\leq C \frac{\|f\|_1}{\lambda},
\]
hence
\[
(5.12) \quad \|\bar{v} - v\|_{H^{-1}} \leq \frac{C}{\lambda}.
\]
Now, let us proceed with the estimates for \(\bar{R}\). To this end we write
\[
R_{11} = -\mathcal{R} (\text{div} (w_o \otimes w_o - R)) - \mathcal{R} ((\partial_t + v \cdot \nabla) w_o)
- \mathcal{R} (w \cdot \nabla v) - \mathcal{R} (\partial_t w_c) - (w_c \otimes \bar{v} + w_o \otimes w_c),
\]
and we will estimate each term in the decomposition of \(R_{11}\) in (5.13) successively. By using the periodicity and (2.19), for any \(S \in S_{+}^{3 \times 3}\) and \(\xi \in \mathbb{T}^3\)
\[
W(S, \xi) \otimes W(S, \xi) = S + \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} V_k(S) e^{i\xi \cdot k},
\]
where, as a consequence of (2.17),

\[(5.14)\quad V_k(S)k = 0\quad \text{for all } k \in \mathbb{Z}^3 \text{ and } S \in \mathcal{S}_+^{3 \times 3}.\]

Hence

\[(5.15)\quad w_o \otimes w_o = R - \delta \text{Id} + \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} D\Phi^{-1}V_k(\tilde{R})D\Phi^{-T}e^{i\lambda k} \]

where we have set \(d_k = D\Phi^{-1}V_k(\tilde{R})D\Phi^{-T}.\) Observe that

\[
\text{div} (d_k e^{i\lambda k}) = \text{div} (d_k e^{i\lambda k}) + i\lambda D\Phi^{-1}V_k(\tilde{R})D\Phi^{-T}D\Phi^T e^{i\lambda k}.
\]

Therefore

\[(5.16)\quad \text{div} (w_o \otimes w_o - R) = \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} \text{div} (d_k e^{i\lambda k}).\]

As before, since \(W\) is smooth \(d_k\) satisfies estimates of the form

\[
\|d_k\|_{C^N(\mathbb{R}^3 \times [0,T])} \leq \frac{C(N,R,v)}{|k|^4},
\]

and therefore

\[(5.17)\quad \|\mathcal{R}(\text{div} (w_o \otimes w_o - R))\|_\alpha \leq \sum_{k \neq 0} \|\mathcal{R}(\text{div} (d_k e^{i\lambda k}))\|_\alpha \leq \frac{C}{\lambda^{1-\alpha}} \sum_{k \neq 0} |k|^{-5} \leq \frac{C}{\lambda^{1-\alpha}}.
\]

Since \((\partial_t + v \cdot \nabla)\Phi = 0\), the transport term

\[(5.18)\quad \partial_t w_o + v \cdot \nabla w_o = \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} (\partial_t b_k + v \cdot \nabla b_k) e^{i\lambda k}\]

can again by (2.12) be estimated as

\[(5.19)\quad \|\mathcal{R}(\partial_t w_o + v \cdot \nabla w_o)\|_\alpha \leq \frac{C}{\lambda^{1-\alpha}}.
\]

Similarly we obtain

\[
\|\mathcal{R}(w \cdot \nabla v)\|_\alpha \leq \frac{C}{\lambda^{1-\alpha}},
\]

\[
\|\mathcal{R}(\partial_t w_c)\|_\alpha \leq \frac{C}{\lambda^{2-\alpha}},
\]

and

\[
\|w_c \otimes v + w_o \otimes w_c\|_0 \leq C\|w_c\|_0 \leq \frac{C}{\lambda}.
\]
In summary, we obtain

\[ \|R_{11}\|_0 \leq \|R_{11}\|_\alpha \leq \frac{C}{\lambda^{1-\alpha}}. \]

Concerning \( R_{12} \), we calculate

\[ R_{12} = \int_{\mathbb{T}^3} R - \delta \text{Id} - w_o \otimes w_o - w \otimes v - v \otimes w \, dx \]
\[ - \int_{\mathbb{T}^3} w_o \otimes w_c + w_c \otimes w_o + w_c \otimes w_c + R_{11} \, dx. \]

Using (5.15) and Lemma 2.2 the first term can be estimated by
\[ C\lambda^{-1}, \]
whereas for the second term we can use the \( C^0 \) estimates for \( w_o, w_c \) and \( R_{11} \) to again obtain the bound \( C\lambda^{-1+\alpha} \). Consequently we obtain

\[ \|R_{12}\|_0 \leq \frac{C}{\lambda^{1-\alpha}}. \]

Finally, we turn to (3.8). We have

\[ \tilde{v} \otimes \tilde{v} + \tilde{R} - v \otimes v - R = w_o \otimes w_o - (R - \delta \text{Id}) + v \otimes w + w \otimes v + \]
\[ + w_o \otimes w_c + w_c \otimes w_o + w_c \otimes w_c + R_{11} + R_{12}. \]

Using (5.6), (5.8), (5.15) and (2.10) we deduce that for any \( f \in C^1(\mathbb{T}^3; \mathbb{R}^3) \)

\[ \left| \int_{\mathbb{T}^3} [w_o \otimes w_o - (R - \delta \text{Id}) + v \otimes w + w \otimes v] f \, dx \right| \leq C \frac{\|f\|_{C^1}}{\lambda}, \]

whereas the \( C^0 \) estimates (5.10), (5.20) and (5.21) easily imply

\[ \left| \int_{\mathbb{T}^3} [w_o \otimes w_c + w_c \otimes w_o + w_c \otimes w_c + R_{11} + R_{12}] f \, dx \right| \leq C \frac{\|f\|_{C^0}}{\lambda^{1-\alpha}}. \]

From this we can conclude that

\[ \|\tilde{v} \otimes \tilde{v} + \tilde{R} - v \otimes v - R\|_{H^{-1}} \leq \frac{C}{\lambda^{1-\alpha}}. \]

In summary, we have shown that \((\tilde{v}, \tilde{p}, \tilde{R})\) is a smooth subsolution satisfying (3.10) such that

\[ \|v - \tilde{v}\|_{H^{-1}} = O(\lambda^{-1}), \]

and moreover

\[ \frac{1}{3} \text{tr} \tilde{R} = \delta + O(\lambda^{\alpha-1}), \quad \tilde{R} = O(\lambda^{\alpha-1}). \]

Thus, by choosing \( \lambda \) sufficiently large we can ensure that \((\tilde{v}, \tilde{p}, \tilde{R})\) is a strong subsolution with (3.11) such that also (3.7), (3.8) and (3.9) are satisfied. This completes the proof.
6. Main perturbation step

In this section we recall the basic construction from [3]. We state the result in a slightly more general form, more tailored for our purposes.

**Definition 6.1.** Given \( b > 1 \) we will call a sequence of numbers \((\delta_q, \lambda_q)\), \( q \in \mathbb{N} \), with \( \lambda_q \in \mathbb{N} \), \( b \)-admissible if the inequalities

\[
\delta_{q+1} \leq \frac{1}{2} \delta_q, \quad \lambda_q \leq \lambda_{q+1}^{2}, \quad \delta_q^{1/2} \lambda_q^{1/5} \leq \delta_{q+1}^{1/2} \lambda_{q+1}^{1/5}
\]

are satisfied for any \( q \in \mathbb{N} \).

It is easy to see (c.f. [3, Section 6]) that if \( \delta_q = a^{-bq}, \quad a^{cbq+1} \leq \lambda_q \leq 2a^{cbq+1} \), with \( b > 1 \) and \( bc > 5/2 \), then \((\delta_q, \lambda_q)\) is \( b \)-admissible, provided \( a \gg 1 \) is sufficiently large (depending only on \( b \) and \( c \)).

We also recall from [10, 3] the following geometric lemma:

**Lemma 6.1** (Geometric Lemma). There exists \( r_0 > 0 \) and \( \bar{\lambda} > 1 \) with the following property. There exist disjoint subsets \( \Lambda_1, \Lambda_2 \subset \{ k \in \mathbb{Z}^3 : |k| = \bar{\lambda} \} \) and smooth positive functions

\[
\gamma_{k}^{(j)} \in C^\infty (B_{2r_0}(\text{Id})) \quad j \in \{1, \ldots, N\}, k \in \Lambda_j
\]

such that

(a) \( k \in \Lambda_j \) implies \(-k \in \Lambda_j \) and \( \gamma_k^{(j)} = \gamma_{-k}^{(j)} \);

(b) For each \( R \in B_{2r_0}(\text{Id}) \) we have the identity

\[
R = \frac{1}{2} \sum_{k \in \Lambda_j} \left( \gamma_k^{(j)}(R) \right)^2 \left( \text{Id} - \frac{k}{|k|} \otimes \frac{k}{|k|} \right) \quad \forall R \in B_{2r_0}(\text{Id}).
\]

Recall from Section 3 that a (smooth) subsolution \((v, p, R)\) is a solution of the system

\[
\partial_t v + \text{div}(v \otimes v) + \nabla p = -\text{div} R
\]

\[
\text{div} v = 0
\]

with \( R(x, t) \geq 0 \), and we say that the subsolution is strong if in addition \((3.3)\) and \((3.4)\) hold. This amounts to the condition that the tensor \( R \) can be written as

\[
R(x, t) = \rho(t)\text{Id} + \tilde{R}(x, t),
\]

with \( \tilde{R} \) traceless and

\[
|\tilde{R}(x, t)| \leq r_0 \rho(t) \quad \text{for all } (x, t).
\]

**Proposition 6.1.** Let \( b > 1 \) and let \((\delta_q, \lambda_q)_{q \in \mathbb{N}}\) be a \( b \)-admissible sequence. Let \((v_0, p_0, R_0)\) be a smooth subsolution on \( \mathbb{T}^3 \times (T_1, T_2) \) and let \( S \in C^\infty(\mathbb{T}^3 \times \mathbb{T}^3 \times \mathbb{T}^3) \) be a smooth function.


\((T_1, T_2); S^{3 \times 3})\) be a smooth matrix field such that \(\text{tr} S\) is a function of time only, and \(\dot{S}(x, t) := S(x, t) - \frac{1}{3} \text{tr} S(t) \text{Id}\) satisfies

\[
(6.5) \quad \left| \dot{S}(x, t) \right| \leq \frac{1}{3} r_0 \text{tr} S(t) \quad \text{for all} \ (x, t).
\]

Furthermore, let \(M_0 > 0\) and \(q \in \mathbb{N}\) be such that, for all \(t \in (T_1, T_2)\)

\[
(6.6) \quad \|v_0\|_0 \leq M_0, \quad [v_0]_1 \leq M_0 \delta_q^{1/2} \lambda_q, \\
[R_0]_1 \leq M_0 \delta_{q+1} \lambda_q, \quad [p_0]_1 \leq M_0^2 \delta_q \lambda_q,
\]

\[
(6.7) \quad \frac{1}{3} |\text{tr} S| \leq 4 \delta_{q+1},
\]

and

\[
(6.8) \quad [S]_1 \leq M_0 \delta_{q+1} \lambda_q, \quad \|(\partial_t + v_0 \cdot \nabla) S\|_0 \leq M_0 \delta_{q+1} \delta_q^{1/2} \lambda_q.
\]

Then, for any \(\varepsilon > 0\) there exists smooth \((v_1, p_1) \in C^\infty(\mathbb{T}^3 \times (T_1, T_2); \mathbb{R}^3 \times \mathbb{R})\) and a smooth matrix field \(\mathcal{E} \in C^\infty(\mathbb{T}^3 \times (T_1, T_2); S^{3 \times 3})\) such that \(\text{tr} \mathcal{E}\) is a function of \(t\) only,

\[
(6.9) \quad \int_{\mathbb{T}^3} v_1 \otimes v_1 \, dx = \int_{\mathbb{T}^3} v_0 \otimes v_0 + \mathcal{E} \, dx \quad \text{for all} \ t
\]

and the equations

\[
(6.10) \quad \partial_t v_1 + \text{div} \ (v_1 \otimes v_1) + \nabla p_1 = -\text{div} \ (R_0 - S - \mathcal{E}) \\
\text{div} \ v_1 = 0
\]

hold in \(\mathbb{T}^3 \times (T_1, T_2)\). Moreover, we have the estimates

\[
(6.11) \quad \|v_1 - v_0\|_{H^{-1}(\mathbb{T}^3)} \leq \overline{M} \delta_{q+1}^{1/2} \lambda_{q+1}^{-1},
\]

\[
(6.12) \quad \|v_1 - v_0\|_0 \leq M \delta_{q+1}^{1/2}, \quad [v_1 - v_0]_1 \leq M \delta_{q+1}^{1/2} \lambda_{q+1},
\]

\[
(6.13) \quad \|p_1 - p_0\|_0 \leq M^2 \delta_{q+1}, \quad [p_1 - p_0]_1 \leq M^2 \delta_{q+1} \lambda_{q+1},
\]

with

\[
M = \overline{M} + C \lambda_{q+1}^{-\beta}.
\]

Furthermore, the error \(\mathcal{E}\) satisfies

\[
(6.14) \quad \|\mathcal{E}\|_0 + \frac{1}{\lambda_{q+1}} [\mathcal{E}]_1 + \frac{1}{\delta_{q+1}^{1/2}} \|((\partial_t + v_1 \cdot \nabla) \mathcal{E})\|_0 \leq C \delta_{q+1}^{3/4} \delta_{q}^{1/2} \lambda_{q}^{1/2} \lambda_{q+1}^{-1/2} \mathcal{E}^{-1/2}
\]

and similarly

\[
(6.15) \quad \|v_1 \otimes v_1 - v_0 \otimes v_0 - S - \mathcal{E}\|_{H^{-1}(\mathbb{T}^3)} \leq C \delta_{q+1}^{3/4} \delta_{q}^{1/2} \lambda_{q}^{1/2} \lambda_{q+1}^{-1/2} \mathcal{E}^{-1/2}.
\]

In the above \(C = C(b, M_0, \varepsilon), \beta = \beta(b) > 0\) and \(\overline{M} > 1\) is a geometric constant. Finally, for times \(t \notin \text{supp} \text{tr} S\) we have \(v_1 = v_0, p_1 = p_0\) and \(\mathcal{E} = 0\).
The construction which lies at the heart of this proposition is precisely the construction used in [3], with $S = R_0$. In particular we do not claim any originality here, as with minor modifications of [3] one easily obtains Proposition 6.1.

**Remark 6.1.** A remark concerning the constants in Proposition 6.1 is in order. Notice that in the assumptions (6.5)-(6.8) most estimates involve a constant $M_0$ (which in turn enters in the constant $C$ in the conclusions (6.11)-(6.14)), except for (6.7), where we have written the constant 4. The reason for this is that it is the quantity in (6.7) which solely determines the amplitude of the perturbation and hence results in the geometric constant $M$. Of course more generally one could replace (6.7) by

$$\frac{1}{3} \left| \text{tr} S \right| \leq M_1 \delta_{q+1},$$

in which case $M$ would depend on $M_1$ only. For our purposes this generalization is not useful and so we opted for introducing the minimal number of constants.

**Proof.** Given $b > 1$ and a $b$-admissible sequence $(\delta_q, \lambda_q)$, we set, following [3, Section 6],

$$\mu = \mu_q = \delta_q^{1/4} \delta_q^{1/4} \lambda_q^{1/2} \lambda_q^{1/2},$$

$$\ell = \ell_q = \delta_q^{-1/8} \delta_q^{1/4} \lambda_q^{-1/4} \lambda_q^{3/4}.$$  

(6.16)

It can be verified directly by a short calculation (as in [3, Section 6]) that such a $b$-admissible sequence will then satisfy the conditions

$$\max \left\{ \frac{\delta_q^{1/2} \lambda_q \ell_q}{\delta_q^{1/2} \lambda_q^{1/2}}, \frac{\delta_q^{1/2} \lambda_q}{\mu_q}, \frac{1}{\ell_q \lambda_q^{1/2}}, \frac{\mu_q}{\delta_q^{1/2} \lambda_q^{1/2}} \right\} \leq \lambda_q^{-\beta}$$

for

$$\beta = \frac{1}{b - 1} > 0.$$  

(6.17)

Consequently the conditions on the parameters from [3, Section 2.6] are satisfied and we may proceed as in [3, Section 2] to define $v := \tilde{v} + w$. We recall the main steps for the convenience of the reader.

We fix a symmetric non-negative convolution kernel $\psi \in C_c^\infty(\mathbb{R}^3)$ and define $v_\ell := v_0 * \psi_\ell$ and $S_\ell := S * \psi_\ell$, where the convolution is in the $x$ variables only. Next, we fix a smooth cut-off function $\chi \in C_c^\infty((-\frac{3}{4}, \frac{3}{4}))$ such that

$$\sum_{l \in \mathbb{Z}} \chi^2(x - l) = 1,$$
and define $\Phi_l : \mathbb{T}^3 \times [0, 1] \to \mathbb{T}^3$ be the inverse flow of the periodic vector field $v_\ell$ starting at time $\frac{t}{\mu}$, i.e. the periodic solution of

$$
\begin{cases}
\partial_t \Phi_l + v_\ell \cdot \nabla \Phi_l = 0 \\
\Phi_l(x, l\mu^{-1}) = x.
\end{cases}
$$

Set

$$S_{\ell,l}(x,t) = S_\ell \left( \Phi_l(x,t), \frac{1}{\mu} \right),$$

so that $S_{\ell,l}$ is the unique solution to the transport equation

$$
\begin{cases}
\partial_t S_{\ell,l} + v_\ell \cdot \nabla S_{\ell,l} = 0 \\
S_{\ell,l}(x, \frac{1}{\mu}) = S_\ell(x, \frac{1}{\mu}).
\end{cases}
$$

Note that, since by assumption $\text{tr} S$ is a function of time only,

$$\rho_l := \frac{1}{3} \text{tr} S_{\ell,l} = \frac{1}{3} \text{tr} (\frac{1}{\mu})$$

is a constant and moreover

$$\left| \frac{S_{\ell,l}(x,t)}{\rho_l} - \text{Id} \right| \leq r_0.$$

We next apply Lemma 6.1 denoting by $\Lambda^e$ and $\Lambda^o$ the corresponding families of frequencies in $\mathbb{Z}^3$, and set $\Lambda := \Lambda^o + \Lambda^e$. For each $k \in \Lambda$ and each $l \in \mathbb{Z} \cap [0, \mu]$ we then set

$$\chi_l(t) := \chi \left( \frac{\mu(t-1)}{\mu} \right),$$

$$a_{kl}(x,t) := \sqrt{\rho_l} \gamma_k \left( \frac{S_{\ell,l}(x,t)}{\rho_l} \right),$$

$$w_{kl}(x,t) := a_{kl}(x,t) B_k e^{i\lambda q + 1_k \Phi_l(x,t)},$$

where $B_k$ correspond to associated normalized Beltrami modes, i.e. $B_k \in \mathbb{C}^3$ such that $|B_k| = 1$, $B_{-k} = \overline{B_k}$ and

$$B_k \cdot k = 0, \quad k \times B_k = -i|k|B_k.$$

The “principal part” of the perturbation $w$ consists of the map

$$w_o(x,t) := \sum_{l \text{ odd}, k \in \Lambda^o} \chi_l(t) w_{kl}(x,t) + \sum_{l \text{ even}, k \in \Lambda^e} \chi_l(t) w_{kl}(x,t)$$

and the corrector $w_c$ is defined in such a way that $w := w_o + w_c$ is divergence free:

$$w_c := \sum_{kl} \frac{\chi_l}{\lambda q + 1} \text{curl} \left( ia_{kl} \phi_{kl} |k \times B_k| \right) e^{i\lambda q + 1_k \Phi_l(x,t)},$$

where $\phi_{kl}(x,t) = e^{i\lambda q + 1_k \Phi_l(x,t)-x}$.

As in Remark 1 in [3], we may write

$$w = \sum_{kl} \chi_l L_{kl} e^{i\lambda q + 1_k \Phi_l}.$$
The new pressure is defined as
\[ p_1 := p_0 - \frac{|w_o|^2}{2} - \frac{1}{3}|w_c|^2 - \frac{2}{3}(w_o, w_c) - \frac{2}{3}(v_0 - v_\ell, w). \]

The new Reynolds stress term from [3] will be
\[ \hat{\mathcal{E}}^{(1)} := R \left[ \partial_t v_1 + \text{div} (v_1 \otimes v_1) + \nabla p_1 + \text{div} (R_0 - S) \right], \]
so that \( \int_{T^3} \hat{\mathcal{E}}^{(1)}(x,t) \, dx = 0 \) for all \( t \). Then, we define
\[ \mathcal{E}^{(2)}(t) := \int_{T^3} v_1 \otimes v_1 - v_0 \otimes v_0 - S \, dx \]
and
\[ \mathcal{E}(x,t) := \hat{\mathcal{E}}^{(1)}(x,t) + \mathcal{E}^{(2)}(t). \]

The assertions (6.9) and (6.10) follow directly by construction.

The estimates (6.11), (6.12) and (6.13) follow directly from the corresponding estimates in [3] and (6.14) follows from the estimates for \( \hat{\mathcal{E}}^{(1)} \) in [3] and the following two bounds for \( \mathcal{E}^{(2)} \):

- (6.18) \[ \left| \int_{T^3} v_1 \otimes v_1 - v_0 \otimes v_0 - S \, dx \right| \leq C \delta_q^{5/4} \delta_q^{1/2} \lambda_q^{1/2} \lambda_q^{-1/2}, \]
- (6.19) \[ \left| \frac{d}{dt} \int_{T^3} v_1 \otimes v_1 - v_0 \otimes v_0 - S \, dx \right| \leq C \delta_q^{1/2} \delta_q \lambda_q. \]

Indeed, we just need to check that the bound in (6.19) is better than the one claimed for \( \| (\partial_t + v_1 \cdot \nabla) \mathcal{E} \|_0 \) in (6.14), i.e. that
\[ \delta_q^{1/2} \delta_q \lambda_q \leq \delta_q^{5/4} \delta_q^{1/2} \lambda_q^{1/2} \lambda_q^{-1/2}. \]

This follows easily from (6.11).

**Verification of (6.18)-(6.19)**

As in identity (81) in [3], we have
\[ w_o \otimes w_o - S = \sum_{k,l,k',l' \, k+k' \neq 0} \chi_{X' \nu} w_{kl} \otimes w_{k' \nu} + \sum_{\ell} \chi_{X}^2 [S_{\ell, \ell} - S_{\ell}] + [S_{\ell} - S]. \]

It then follows similarly to (81)-(82) in [3] that
\[ \left| \int_{T^3} w_o \otimes w_o - S \, dx \right| \leq C \delta_q^{5/4} \delta_q^{1/2} \lambda_q + C \delta_q^{5/4} \lambda_q. \]
Using then the $H^{-1}$ estimate (6.11), the bounds on $\|w_o\|_0$ and $\|w_c\|_0$, and the expression for $\mu_q$ in (6.16), we arrive at

$$\left| \int_{\mathbb{T}^3} v_1 \otimes v_1 - v_0 \otimes v_0 - S \right| \leq C \frac{\delta_{q+1}^{1/2} \delta_{q}^{3/2} \lambda_q}{\mu_q} + C \frac{\delta_{q+1} \delta_{q+1}^{1/2} \lambda_q}{\mu_q}$$

$$\leq C \delta_{q+1}^{3/4} \delta_{q}^{3/4} \lambda_q^{1/2} \lambda_{q+1}^{-1/2} \left( 1 + \frac{\delta_{q+1}^{1/2} \lambda_q^{1/2}}{\delta_{q+1}^{1/2} \lambda_{q+1}} \right)$$

$$\leq C \delta_{q+1}^{3/4} \delta_{q}^{3/4} \lambda_q^{1/2} \lambda_{q+1}^{-1/2}$$

thereby proving (6.18).

For evaluating the time derivative, observe first of all that, since $v_\ell$ is solenoidal, for any $F = F(x,t)$

$$\frac{d}{dt} \int_{\mathbb{T}^3} F \, dx = \int_{\mathbb{T}^3} D_t F \, dx,$$

where $D_t = \partial_t + v_\ell \cdot \nabla$. Indeed, if $X(x,t)$ denotes the flow associated to $v_\ell$, then $X(\cdot, t) : \mathbb{T}^3 \to \mathbb{T}^3$ is a diffeomorphism with $\det DX = 1$ for all $t$, hence

$$\int_{\mathbb{T}^3} F(x,t) \, dx = \int_{\mathbb{T}^3} F(X(x,t),t) \, dx.$$ 

Differentiating in $t$ we arrive at (6.20). We apply this to

$$v_1 \otimes v_1 - v_0 \otimes v_0 - S = [w_o \otimes w_o - S]$$

$$+ [w_0 \otimes w_c + w_c \otimes w_o + w_c \otimes w_c] + [v_0 \otimes w + w \otimes v_0] = F_1 + F_2 + F_3.$$

Since $D_t w_{kl} = 0$, we have

$$D_t F_1 = \sum_{k,l,k',l',k,k'} \chi^l_{l'} \chi_{l'} \otimes w_{kl} \otimes w_{k'l'} + D_t \sum_l \chi^l \left[ S_{l,t} - S_t \right] + D_t [S_{l,t} - S].$$

Using the argument of (81)-(82) as well as the estimates for $D_t R^5$ and $D_t R^4$ from [3], we obtain

$$\left| \int_{\mathbb{T}^3} D_t F_1 \, dx \right| \leq C \delta_{q+1} \delta_{q+1}^{1/2} \lambda_q.$$

Furthermore, using the estimate for $D_t R^2$ from [3], we deduce

$$\|D_t F_2\|_0 \leq C \delta_{q+1} \delta_{q+1}^{1/2} \lambda_q.$$
Next, recall that we may write
\[ D_t w \otimes v_{\ell} = \sum_{kl} [\chi_i D_t L_{kl} + \chi'_i L_{kl}] \phi_{kl} \otimes v_{\ell} e^{i\lambda_{q+1}k \cdot x} = \sum_{kl} \tilde{\Omega}_{kl}(x, t) e^{i\lambda_{q+1}k \cdot x}, \]
and using the estimates from Lemmas 3.1 and 3.2 in [3], for any \( N \geq 1 \)
\[ |\tilde{\Omega}_{kl}| N \leq C_{N} \delta_{q+1}^{1/2} \mu_{q}^{-1} \lambda_{q+1}. \]

Choosing \( N \in \mathbb{N} \) so large that \( N \beta \geq 1 \) and using Proposition G.1 (i) in [3], we deduce
\[ \left| \int_{T^3} D_t w \otimes v_{\ell} \, dx \right| \leq C \delta_{q+1}^{1/2} \mu_{q}^{-1} \lambda_{q+1}. \]

On the other hand,
\[ D_t v_0 = \partial_t v_0 + v_{\ell} \cdot \nabla v_0 = \partial_t v_0 + v_0 \cdot \nabla v_0 + (v_{\ell} - v_0) \cdot \nabla v_0 = -\nabla p_0 - \text{div} R_0 + (v_{\ell} - v_0) \cdot \nabla v_0, \]
and consequently \( \| D_t v_0 \|_0 \leq 3 M^2 \delta_q \lambda_q \). It follows that
\[ \left| \int_{T^3} w \otimes D_t v_0 \, dx \right| \leq M \delta_{q+1}^{1/2} \delta_q \lambda_q. \]

Summarizing, we obtain
\[
\frac{d}{dt} \int_{T^3} v_1 \otimes v_1 - v_0 \otimes v_0 - S \, dx \leq C \delta_{q+1}^{1/2} \delta_q \lambda_q + C \delta_{q+1}^{1/2} \delta_q \lambda_q + C \delta_{q+1}^{1/2} \delta_q \mu_q \lambda_q \\
= C \delta_{q+1}^{1/2} \delta_q \lambda_q \left( 1 + \delta_{q+1}^{1/4} \delta_q^{-3/4} \lambda_q^{-1/2} \lambda_{q+1}^{-1/2} + \left( \frac{\delta_{q+1}^{1/2} \lambda_q}{\delta_q^{1/2} \lambda_{q+1}} \right)^{1/4} \right) \\
\leq C \delta_{q+1}^{1/2} \delta_q \lambda_q.
\]

Finally, the estimate (6.15) is a consequence of the \( C^0 \) estimate of \( E \) as well as
\[ \left| \int_{T^3} [v_1 \otimes v_1 - v_0 \otimes v_0 - S] f \, dx \right| \leq C \| f \|_{C^1} \delta_{q+1}^{1/4} \delta_q^{1/2} \lambda_q^{1/2} \lambda_{q+1}^{-1/2} \lambda_{q+1} \]
for any \( f \in C^1(T^3) \), whose proof is exactly as the proof of (6.18) above. \( \Box \)

7. ADAPTED SUBSOLUTIONS FROM STRONG SUBSOLUTIONS

In this section we show how to construct adapted subsolutions (c.f. Definition 3.3) from strong subsolutions.

Proof of Proposition 6.2. We proceed by an iterative scheme based on Proposition 6.1.

Step 1. Definition of \( (\delta_q, \lambda_q) \). We start by fixing various constants. Fix \( \varepsilon > 0 \) so that
\[ \frac{1}{5 + 2\varepsilon} > \theta, \]
and then choose \( b, c > 1 \) so that
\[
\frac{1 + 4b}{2b} < c \quad \text{and} \quad bc \leq \frac{5}{2} + \varepsilon.
\]
Next, let \( \bar{\varepsilon} > 0 \) be sufficiently small, so that
\[
\bar{\varepsilon}b^2c < (b - 1)[bc/2 - b - 1/4]
\]
(observe the the right hand side is positive because of the choice of \( b, c \)).

Given \( a \gg 1 \) (to be chosen later), we then set, for \( q = 0, 1, 2, \ldots \)
\begin{equation}
\delta_q := \delta a^{b - b^q}, \quad \lambda_q \in [a^{c b^{q+1}}, 2a^{c b^{q+1}}] \cap \mathbb{N}.
\end{equation}
(7.1)

Finally, we fix \( M_0 > 1 \) so that
\[
M_0 \geq \max\{4\overline{M}, \|v_0\|_0 + 4\delta^{1/2}\},
\]
where \( \overline{M} \) is the constant from Proposition 6.1. Furthermore, let \( C = C(b, M_0, \bar{\varepsilon}) \) and \( \beta = \beta(b) \) as in Proposition 6.1.

It remains to choose the constant \( a \). Recall that if \( a \gg 1 \) is sufficiently large, then the choice of \((\delta_q, \lambda_q)\) in (7.1) leads to a \( b \)-admissible sequence. Furthermore, we easily see that
\[
\delta_{q+1}^{-1/2} \lambda_q^{-1} \leq \sqrt{2} a^{b^q[(b-1)(1-c/2)b+1/4)+\bar{\varepsilon}b^2c]},
\]
where the exponent is negative:
\[
(b - 1) ((1 - c/2)b + 1/4) + \bar{\varepsilon}b^2c < 0
\]
by our choice of \( b, c \) and \( \bar{\varepsilon} \). Similarly
\begin{equation}
\frac{\delta_{q+1}^{1/2} \lambda_q}{\delta_{q+2}^{1/2} \lambda_{q+1}} \leq 2a^{b^q(b-1)(b+1/2-bc)}
\end{equation}
(7.2)
where once again the exponent is negative. Hence we can ensure, by choosing \( a \gg 1 \) sufficiently large, that
\begin{equation}
C(b, M_0, \bar{\varepsilon})\delta_{q+1}^{3/4} \delta_q^{1/4} \lambda_q^{1/2} \lambda_{q+1}^{\varepsilon/2} \leq \eta \delta_{q+2},
\end{equation}
(7.3)
\[
C(b, M_0, \bar{\varepsilon})\lambda_q^{\beta} \leq \overline{M},
\]
\[
\delta_{q+1}^{1/2} \lambda_q \leq \eta \delta_{q+2}^{1/2} \lambda_{q+1}
\]
\[
4\overline{M} \delta^{1/2} \lambda_1^{-1} + 2\delta_2 < \sigma
\]
for all \( q \in \mathbb{N} \), where \( \eta \ll 1 \) is a small constant to be specified later. Since \((v_0, p_0, R_0) \in C^\infty(T^3 \times [0, T])\), in the same way we can ensure additionally (by choosing \( a \gg 1 \) sufficiently large) that
\begin{equation}
[v_0]_1 \leq M_0\delta_0^{1/2} \lambda_0,
\end{equation}
(7.4)
\[
[p_0]_1 \leq M_0^2 \delta_0 \lambda_0,
\]
\[
[R_0]_1 \leq M_0 \delta_1 \lambda_0,
\]
\[
\|\partial_t + v_0 \cdot \nabla\|_0 \leq \frac{1}{2} M_0 \delta_1 \lambda_0^{1/2} \lambda_0.
\]
Next, fix a cut-off function $\chi \in C^{\infty}([0,\infty))$ such that
\[
\chi(t) = \begin{cases} 
1 & t < \frac{1}{2}T, \\
0 & t > \frac{3}{4}T,
\end{cases}
\]
and set $\chi_q(t) = \chi(2^q t)$. As before, by choosing $a \gg 1$ sufficiently large, we may assume that
\[
|\chi'(t)| \leq \frac{1}{2} \delta_q^{1/2} \lambda_q \quad \text{for all } q.
\]

**Step 2. Inductive construction of $(v_q, p_q, R_q)$.**

Starting from $(v_0, p_0, R_0)$ and using Proposition 6.1 in $(0, T)$ we construct inductively a sequence $(v_q, p_q, R_q)$, $q \in \mathbb{N}$, of smooth strong subsolutions with $R_q(x,t) = \rho_q(t)\text{Id} + \dot{R}_q(x,t)$ such that the following hold:

$(a_q)$ For all $t \in [0, T]$ we have
\[
\int_{\mathbb{T}^3} v_q \otimes v_q + R_q \, dx = \int_{\mathbb{T}^3} v_0 \otimes v_0 + R_0 \, dx;
\]

$(b_q)$ For all $t \in [0, T]$ \hspace{1cm} (7.6)
\[
|\dot{R}_q(x,t)| \leq r_2 \rho_q(t);
\]

$(c_q)$ If $2^{-j} T < t \leq 2^{-j+1} T$ for some $j = 1, \ldots, q$, then
\[
\frac{3}{4} \delta_{j+1} \leq \rho_q(t) \leq \frac{5}{4} \delta_{j+1};
\]

$(d_q)$ For all $t \leq 2^{-q} T$ \hspace{1cm} (7.7)
\[
|\dot{R}_q(x,t)| \leq r_3 \rho_q(t), \quad \frac{3}{4} \delta_{q+1} \leq \rho_q(t) \leq \frac{5}{4} \delta_{q+1};
\]

$(e_q)$ If $2^{-j} T < t \leq 2^{-j+1} T$ for some $j = 1, \ldots, q$, then
\[
[v_q]_1 \leq M_0 \delta_j^{1/2} \lambda_j ,
[p_q]_1 \leq M_0^2 \delta_j \lambda_j ,
[R_q]_1 \leq M_0 \delta_{j+1} \lambda_j ,
\]
\[
\| (\partial_t + v_q \cdot \nabla) R_q \|_0 \leq \frac{1}{2} M_0 \delta_{j+1}^{1/2} \lambda_j ,
\]
wheras, if $t \leq 2^{-q} T$, then (7.9) holds with $j = q$;

$(f_q)$ For all $t$ \hspace{1cm} (7.10)
\[
\| v_q \|_0 \leq M_0.
\]

Notice that $(v_0, p_0, R_0)$ satisfies $(a_0)$-$(f_0)$. Suppose $(v_q, p_q, R_q)$ is a smooth, strong subsolution on $[0, T]$ with
\[
R_q(x,t) = \rho_q(t)\text{Id} + \dot{R}_q(x,t)
\]
such that the properties \((a_q)-(f_q)\) above hold. Define
\[
S_q(x,t) := \chi_q(t) [R_q(x,t) - \delta_{q+2} \text{Id}]
\]
\[
= \chi_q(t) [(\rho_q(t) - \delta_{q+2}) \text{Id} + \hat{R}_q(x,t)].
\]
Since \(\text{supp} \chi_q \subset [0, 2^{-q}T]\), by \((d_q)\)
\[
\rho_q(t) \geq \frac{3}{4} \delta_{q+1} \geq \frac{3}{2} \delta_{q+2}
\]
and therefore, using \((3.6)\),
\[
|\hat{S}_q| = \chi_q |\hat{R}_q| \leq \chi_q r_3 \rho_q(t) \leq \chi_q r_0 (\rho_q(t) - \delta_{q+2}).
\]
Consequently the tensor \(S_q\) satisfies condition \((6.4)\). Moreover, since \(|\chi_q(t)| \leq 1\),
\[
\frac{1}{3} \text{tr} S_q(t) \leq \rho_q(t) \leq \frac{5}{4} \delta_{q+1},
\]
and \([S_q]_1 \leq |R_q|_1\). Finally, using \((7.5)\), \((7.8)\), \((7.9)\) and \((3.5)\)
\[
\| (\partial_t + v_q \cdot \nabla) S_q \|_0 \leq \chi_q \| (\partial_t + v_q \cdot \nabla) R_q \|_0 + |\chi'_q(t)| \| R_q \|_0
\]
\[
\leq \frac{1}{2} M_0 \delta_{q+1} \delta_{q+1}^{1/2} \lambda_q + \delta_{q+1}^{1/2} \lambda_q \rho_q(t) \mathbf{1}_{\{\chi'_q \neq 0\}}
\]
\[
\leq M_0 \delta_{q+1} \delta_{q+1}^{1/2} \lambda_q.
\]
Hence the conditions of Proposition \((6.1)\) are satisfied, and the proposition yields \((v_{q+1}, p_{q+1})\) and \(E_{q+1}\) satisfying its conclusions \((6.9)-(6.14)\). Set
\[
R_{q+1}(x,t) := R_q(x,t) - S_q(x,t) - E_{q+1}(x,t).
\]
We claim that \((v_{q+1}, p_{q+1}, R_{q+1})\) obtained in this way is a smooth strong subsolution satisfying \((v_{q+1}, f_{q+1})\) above. First of all, it is clear by construction that
\[
(v_{q+1}, p_{q+1}, R_{q+1}) = (v_q, p_q, R_q) \text{ for } t \geq 2^{-q}T
\]
and that, for all \(t\)
\[
\int_{\mathbb{R}^3} v_{q+1} \otimes v_{q+1} + R_{q+1} \, dx = \int_{\mathbb{R}^3} v_q \otimes v_q + R_q \, dx
\]
and
\[
\partial_t v_{q+1} + v_{q+1} \cdot \nabla v_{q+1} + p_{q+1} = - \text{div} R_{q+1},
\]
\[
\text{div} v_{q+1} = 0.
\]
In particular \((v_{q+1}, p_{q+1}, R_{q+1})\) is a smooth, strong subsolution of \([0, T]\) such that \((a_{q+1})\) holds, and in order to verify \((b_{q+1})-(f_{q+1})\) it suffices to check:
\begin{itemize}
\item \((7.6)\) and \((7.7)\) for \(2^{-(q+1)}T \leq t \leq 2^{-q}T\) and \(j = q + 1\);
\item \((7.8)\) for \(t \leq 2^{-(q+1)}T\);
\item \((7.9)\) with \(j = q + 1\) for \(t \leq 2^{-q}T\);
\item \((7.10)\) for \(t \leq 2^{-q}T\).
\end{itemize}
From Proposition [6.1] and (7.3) we obtain
\[(7.13) \quad \|\mathcal{E}_{q+1}\|_0 + \frac{1}{\lambda_{q+1}} \|\mathcal{E}_{q+1}\|_1 + \frac{1}{\delta_{q+1}^{1/2}\lambda_{q+1}} \|\partial_t + v_q \cdot \nabla\mathcal{E}_{q+1}\|_0 \leq \eta \delta_{q+2}.\]

Furthermore
\[
R_{q+1}(x,t) = \rho_{q+1}(t)\text{Id} + \hat{R}_{q+1}(x,t),
\]
where
\[
\rho_{q+1}(t) = (1 - \chi(t))\rho(t) + \chi(t)\delta_{q+2} + \tilde{\rho}_{q+1}(t),
\]
\[
\hat{R}_{q+1}(x,t) = (1 - \chi(t))\hat{R}_q + \mathcal{E}_{q+1}(x,t),
\]
and
\[
\tilde{\rho}_{q+1}(t) = \frac{1}{3} \text{tr} \mathcal{E}_{q+1}(t) \quad \text{and} \quad \mathcal{E}_{q+1}(x,t) = \tilde{\rho}_{q+1}(t)\text{Id} + \mathcal{E}_{q+1}(x,t).
\]

Suppose $2^{-(q+1)T} \leq t \leq 2^{-q}T$. Then, using $(d_q)$
\[
|\hat{R}_{q+1}| \leq (1 - \chi(t))|\hat{R}_q| + \eta \delta_{q+2} \leq (1 - \chi(t))r_3\rho_q + \eta \delta_{q+2}
\]
and
\[
\rho_{q+1}(t) \geq (1 - \chi(t))\rho(t) + \chi(t)\delta_{q+2} - \eta \delta_{q+2}
\]
Since $0 \leq \chi(t) \leq 1$, it follows
\[
(1 - \chi(t))r_3\rho_q(t) + \eta \delta_{q+2} \leq r_2[(1 - \chi(t))\rho_q(t) + \chi(t)\delta_{q+2} - \eta \delta_{q+2}],
\]
provided
\[
\eta \leq \frac{r_2}{1 + r_2} \quad \text{and} \quad \eta \leq \frac{3}{2} \frac{(r_2 - r_3)}{1 + r_2}.
\]
Therefore, by choosing $\eta$ sufficiently small (depending only on $r_3, r_2$) we achieve (7.14), from which (7.6) follows. Similarly, we estimate (recall, $2^{-(q+1)T} \leq t \leq 2^{-q}T$)
\[
(1 - \eta)\delta_{q+2} \leq \rho_{q+1}(t) \leq \frac{5}{4} \delta_{q+1} + \eta \delta_{q+2}.
\]
By choosing $\eta < 1/4$ we then achieve (7.14) for $j = q + 1$.

Next, let $t \leq 2^{-(q+1)T}$. Then $\chi(t) = 1$, and hence $\rho_{q+1} = \delta_{q+2} + \tilde{\rho}_{q+1}$.

We deduce
\[
\frac{3}{4} \delta_{q+2} \leq \rho_{q+1} \leq \frac{5}{4} \delta_{q+2}
\]
provided $\eta < 1/4$. Since also $|\hat{R}_{q+1}| \leq \eta \delta_{q+2}$, $(d_{q+1})$ follows by choosing $\eta$ sufficiently small (depending only on $r_3$).

Now let us look at the estimates for $v_{q+1}, p_{q+1}$ and $R_{q+1}$ for $t \leq 2^{-q}T$.

Using (6.12), (e_q) and (7.3) we have
\[
[v_{q+1}]_1 \leq [v_q]_1 + [v_{q+1} - v_q]_1 \leq M_0 \delta_{q+1}^{1/2}\lambda_q + \frac{M_0}{2} \delta_{q+1}^{1/2}\lambda_{q+1}
\]
\[
\leq M_0 \delta_{q+1}^{1/2}\lambda_{q+1}.
\]

Similarly,
\[
[p_{q+1}]_1 \leq M_0^2 \delta_{q+1} \lambda_{q+1} \quad \text{and} \quad [R_{q+1}]_1 \leq M_0 \delta_{q+2} \lambda_{q+1}.
\]
using (6.13)-(6.14), (6.11), (7.3) and (6.1). Finally, using (6.12), (6.13), (7.9) and (7.3)

\[ \| (\partial_t + v_{q+1} \cdot \nabla)R_{q+1} \|_0 \leq \| (\partial_t + v_q \cdot \nabla)R_q \|_0 + \| (\partial_t + v_q \cdot \nabla)S_q \|_0 + \| v_{q+1} - v_q \|_0 (|R_q|_1 + |S_q|_1) \]

\[ \leq 2M_0(1 + 2M)\delta_{q+1}^4\lambda_q + \eta\delta_{q+2}^2\lambda_{q+1} \]

\[ \leq 3\eta M_0(M + 1)\delta_{q+2}\lambda_{q+1} \]

\[ \leq \frac{1}{2}M_0\delta_{q+2}\lambda_{q+1} \]

as required, provided \( \eta \) is sufficiently small (depending only on \( M \)). Therefore (7.3) holds with \( j = q + 1 \).

Finally, concerning the \( C^0 \) norm observe that the sequence \( v_0, v_1, \ldots, v_{q+1} \) that we defined inductively also satisfies

\[ \| v_{j+1} - v_j \|_{H^{-1}} \leq 2M_0\delta_{j+1}^2\lambda_{j+1}, \quad \| v_{j+1} - v_j \|_0 \leq 2M_0\delta_{j+1}^2, \]

\[ \| p_{j+1} - p_j \|_0 \leq 4M^2\delta_{j+1} \]

for all \( j \leq q \). Moreover (6.1) implies \( \delta_{q+1} \leq 2^{-q}\delta_1 = 2^{-q}\delta \), hence

\[ \sum_{q=0}^{\infty} \delta_{q+1}^2 \leq 4\delta^2. \]

It follows that

\[ \| v_{q+1} \|_0 \leq \| v_0 \|_0 + \sum_{j=0}^{q} \| v_{j+1} - v_j \|_0 \leq \| v_0 \|_0 + 4\delta^2 \leq M_0. \]

This concludes the induction step.

**Step 3. Convergence and conclusion.**

Overall we have shown that \( (v_{q+1}, p_{q+1}, R_{q+1}) \) satisfies \( (a_{q+1})-(f_{q+1}) \).

The estimates (7.15) show that \( \{v_q\} \) and \( \{p_q\} \) are Cauchy sequences in \( C^0 \). Similarly, from the definition of \( R_{q+1} \) and the inductive estimates we deduce

\[ \| R_{q+1} - R_q \|_0 \leq \| S_q \|_0 + \| \mathcal{E}_{q+1} \|_0 \leq C\delta_{q+1}, \]

hence also \( \{R_q\} \) is a Cauchy sequence.

Furthermore, for each \( t > 0 \) there exists \( q_0 = q_0(t) \) so that

\[ (v_{q+1}(\cdot,t), p_{q+1}(\cdot,t), R_{q+1}(\cdot,t)) = (v_q(\cdot,t), p_q(\cdot,t), R_q(\cdot,t)) \]

for all \( q \geq q_0 \). Consequently

\[ v_q \to \bar{v}, \quad p_q \to \bar{p}, \quad R_q \to \bar{R} \quad \text{uniformly}, \]

where \( (\bar{v}, \bar{p}, \bar{R}) \in C^\infty(\mathbb{T}^3 \times (0,T]) \cap C(\mathbb{T}^3 \times [0,T]) \) is a strong subsolution with

\[ \bar{R}(x,t) \leq r_2 \bar{p}(t) \]
such that 
\[
\int_{\mathbb{T}^3} \tilde{v} \otimes \tilde{v} + \tilde{R} \, dx = \int_{\mathbb{T}^3} v_0 \otimes v_0 + R_0 \, dx \quad \text{for all } t
\]
and, using once more (7.15) and (7.3),
\[
\|\tilde{v} - v_0\|_{H^{-1}} \leq \sum_{q=0}^{\infty} \|v_{q+1} - v_q\|_{H^{-1}}
\]
\[
\leq \sum_{q=0}^{\infty} M_1 \delta_{q+1}^{1/2} \lambda_{q+1}^{-1} \leq 4M_1^{1/2} \lambda_1^{-1} < \sigma.
\]

Similarly, recalling (6.15) and (7.3) we obtain
\[
\|\tilde{v} \otimes \tilde{v} - v_0 \otimes v_0 - R_0\|_{H^{-1}} \leq \sum_{q=0}^{\infty} \|v_{q+1} \otimes v_{q+1} + R_{q+1} - v_q \otimes v_q - R_q\|_{H^{-1}}
\]
\[
= \sum_{q=0}^{\infty} \|v_{q+1} \otimes v_{q+1} - v_q \otimes v_q - S_q - E_{q+1}\|_{H^{-1}}
\]
\[
\leq \sum_{q=0}^{\infty} \eta \delta_{q+2} \leq 2\delta_2 < \sigma.
\]

Concerning the initial datum, as a consequence of (e_q) and (7.15) we have in particular
\[
[v_{q+1}(\cdot,0) - v_q(\cdot,0)]_{C^\theta} \leq M_0 \delta_{q+1}^{1/2} \lambda_{q+1}^\theta
\]
\[
\leq C a^{bq+1}(\theta bc-1/2)
\]
for some constant C. By our choice of \(\varepsilon > 0\) and \(b, c > 1\) we have
\[
bc \leq 5/2 + \varepsilon < \frac{1}{2\theta},
\]
hence the exponent in the above estimate is negative. Therefore, in the limit we have \(\tilde{v}(\cdot,0) \in C^\theta(\mathbb{T}^3)\). Similarly we deduce \(\tilde{p}(\cdot,0) \in C^2(\mathbb{T}^3)\) and, from (d_q) we obtain \(\tilde{R}(\cdot,0) = 0\).

It remains to verify conditions (3.12) for any \(t > 0\). To this end let \(t \in [2^{-q}T, 2^{-q+1}T]\) for some \(q = 0, 1, 2, \ldots\). By our construction we have
\[
(\tilde{v}(\cdot,t), \tilde{p}(\cdot,t), \tilde{R}(\cdot,t)) = (v_q(\cdot,t), p_q(\cdot,t), R_q(\cdot,t)).
\]
Therefore, using (e_q) and (e_q), \(\tilde{p}(t) \leq 3/2\delta_q \leq C a^{-bq}\) and consequently
\[
[\tilde{v}(t)]_1 \leq C a^{bq(bc-1/2)} \leq M \tilde{p}(t)^{-(bc-1/2)},
\]
\[
[\tilde{p}(t)]_1 \leq C a^{bq(bc-1)} \leq M \tilde{p}(t)^{-(bc-1)},
\]
\[
[\tilde{R}(t)]_1 \leq C a^{bq(bc-b)} \leq M \tilde{p}(t)^{-(bc-b)},
\]
\[
\|(\partial_t + \tilde{v} \cdot \nabla) \tilde{R}(t)\|_0 \leq C a^{bq(bc-b-1/2)} \leq M \tilde{p}(t)^{-(bc-b-1/2)},
\]
for some constants $C, M$ depending only on $M_0$ and $a$. From here (3.12) follows by observing that, due to our choice of $b, c > 1$,

\[
bc - 1/2 \leq 2 + \varepsilon, \quad bc - 1 \leq 3/2 + \varepsilon
\]

\[
bc - b \leq 3/2 + \varepsilon, \quad bc - b - 1/2 \leq 1 + \varepsilon.
\]

This concludes the proof. \hfill \Box

8. Solutions from adapted subsolutions

In this section we show how to construct solutions from adapted subsolutions.

Proof of Proposition 3.3. As in the proof of Proposition 3.2, we proceed by first defining an appropriate sequence $(\delta_q, \lambda_q)$.

**Step 1. Definition of $(\delta_q, \lambda_q)$.** Let $M > 1$ and $\varepsilon > 0$ be the constants from Definition 3.3. Choose $b > 1$ so that

\[
(2 + \varepsilon)b^2 + \frac{1}{2} < \frac{1}{2} \theta.
\]

Since $\frac{5}{2} + \varepsilon < \frac{1}{2 \theta}$, such a choice is possible. Then, choose $c > 1$ so that

\[(8.1) \quad (2 + \varepsilon)b^2 + \frac{1}{2} < bc < \frac{1}{2 \theta}.
\]

We note that, since $b > 1$, (8.1) implies that $1 + 4b < 2bc$. Next, let $\tilde{\varepsilon} > 0$ be sufficiently small so that

\[
\tilde{\varepsilon}b^2c < (b - 1) \left[ \frac{bc}{2} - b - 1/4 \right],
\]

as in the proof of Proposition 3.2. Given $a \gg 1$ (to be chosen later), we then set, for $q = 0, 1, 2, \ldots$

\[(8.2) \quad \delta_q := \delta a^{b^{q+1}}, \quad \lambda_q \in \left[ a^{\frac{c}{b^{q+1}}}, 2a^{\frac{c}{b^{q+1}}} \right] \cap \mathbb{N},
\]

where

\[
\delta := \max_{t \in [0, T]} \rho_0(t).
\]

As in the proof of Proposition 3.2, the constant $a \gg 1$ will be chosen sufficiently large in such a way as to satisfy a number of criteria. However, before we discuss these criteria, we need to set $M_0$ in such a way that the following holds: if $\tilde{\rho}(t) \geq \frac{3}{2} \delta_{q+2}$ for some $t > 0$ and some $q = 0, 1, 2, \ldots$, then

\[
[\vec{v}(t)]_{1,1} \leq M_0 \delta_q^{1/2} \lambda_q,
\]

\[
[\vec{p}(t)]_{1,1} \leq M_0^2 \delta_q \lambda_q,
\]

\[
[\vec{R}(t)]_{1,1} \leq M_0 \delta_{q+1} \lambda_q,
\]

\[
\| (\partial_t + \vec{v} \cdot \nabla) \vec{R}(t) \|_{0} \leq \frac{1}{16} M_0 \delta_{q+1} \delta_q^{1/2} \lambda_q.
\]
To show that such a choice of $M_0$ (which may depend on $M$ and $\delta$ but not on $a$) is possible, note that, if $\hat{\rho}(t) \geq \frac{2}{3} \delta_{q+2}$, then from (3.12)

$$[\hat{v}(t)]_1 \leq M \hat{\rho}^{-(2+\varepsilon)} \leq M(\delta a)^{-(2+\varepsilon)} a^{(2+\varepsilon)} \hat{\rho}^{b+2} = M(\delta a)^{-(5/2+\varepsilon)} a^{(2+\varepsilon)} \hat{\rho}^{b+2} \leq M \delta^{-(5/2+\varepsilon)} a^{b+2} \leq M \delta^{-(5/2+\varepsilon)} \delta_a^{1/2} \lambda_q,$$

where in the third line we have used (8.1) and that $a^h > 1$. Similar calculations involving the norms $[\hat{p}]_1$, $[\hat{R}]_1$ and $\|\hat{\partial}_t + \hat{v} \cdot \nabla \hat{R}\|_0$ together with the inequalities

$$(3/2 + \varepsilon)b^2 \leq bc - b \leq bc - 1 \text{ and } (1 + \varepsilon)b^2 \leq bc - b - 1/2$$

lead to the analogous conclusions. Accordingly, we fix $M_0 > 1$ so that (8.3) holds and moreover

$$M_0 \geq \max\{4\overline{M}, \|v_0\|_0 + 4\delta^{1/2}\},$$

where $\overline{M}$ is the constant from Proposition 6.1. Finally, let $C = C(b, M_0, \varepsilon)$ and $\beta = \beta(b)$ as in Proposition 6.1.

To choose $a \gg 1$, observe first of all that a sufficiently large choice guarantees that the choice of $(\delta_q, \lambda_q)$ in (8.2) leads to a $b$-admissible sequence. Furthermore, by using the same calculations as in step 1 of the proof of Proposition 3.2 we can ensure by choosing $a \gg 1$ sufficiently large, that

$$C(b, M_0, \varepsilon) \delta_{q+1}^{3/4} \delta_q^{1/2} \lambda_q^{\frac{\varepsilon - 1}{2}} \leq \eta \delta_{q+2},$$

$$C(b, M_0, \varepsilon) \delta_{q+1}^{1/2} \lambda_q \leq \overline{M},$$

$$\delta_{q+1} \delta_q^{1/2} \lambda_q \leq \eta \delta_{q+2} \delta_{q+1}^{1/2} \lambda_{q+1}$$

$$4\overline{M} \delta^{1/2} \lambda_{q+1}^{-1} + 2\delta_2 < \sigma$$

$$\delta_{q+1} \leq \frac{1}{4} \delta_q$$

for all $q \in \mathbb{N}$, where $\eta \ll 1$ is a small constant to be specified later.

**Step 2. Inductive construction of $(v_q, p_q, R_q)$.**

Using Proposition 6.1 in $(0, T)$ we construct inductively the sequence $(v_q, p_q, R_q) \in C^\infty(T^3 \times (0, T]) \cap C(T^3 \times [0, T])$ of strong subsolutions with

$$R_q(x, t) = \rho_q(t) \text{Id} + \hat{R}_q(x, t)$$

such that the following hold:

(a) For all $t \in [0, T]$

$$\int_{T^3} v_q \otimes v_q + R_q \, dx = \int_{T^3} v_0 \otimes v_0 + R_0 \, dx;$$

(b) For all $t \in [0, T]$

$$|\hat{R}_q(x, t)| \leq r_1 \rho_q(t);$$
(c) For all $t \in [0, T]$

\[(8.7) \quad \rho_q(t) \leq 4\delta_{q+1};\]

(d) If $\rho_q(t) \leq 2\delta_{q+2}$, then

\[(8.8) \quad |\dot{R}_q(x, t)| \leq r_2\rho_q(t);\]

(e) If $\rho_q(t) \geq \frac{3}{2}\delta_{j+2}$ for some $j \geq q$, then

\[(8.9) \quad [v_q(t)]_1 \leq M_0\delta_j^{1/2}\lambda_j, \quad [p_q(t)]_1 \leq M_0^2\delta_j\lambda_j, \quad \|\dot{R}_q \cdot \nabla\|_0 \leq \frac{1}{16}M_0\delta_{j+1}\lambda_j;\]

(f) For all $t$

\[(8.10) \quad \|v_q\|_0 \leq M_0.\]

We set $(v_0, p_0, R_0) := (\bar{v}, \bar{p}, \bar{R})$. Observe that because of Definition 3.3 and due to our choice of $(\delta_q, \lambda_q)$ and $M_0$, $(v_0, p_0, R_0)$ satisfies the above assumptions (a)-(f).

Suppose $(v_q, p_q, R_q)$ with

\[R_q(x, t) = \rho_q(t)\text{Id} + \dot{R}_q(x, t)\]

satisfies (a)-(f) above. Let

\[J_q := \{t \in [0, T] : \rho_q(t) > \frac{3}{2}\delta_{q+2}\}, \quad K_q := \{t \in [0, T] : \rho_q(t) \geq 2\delta_{q+2}\}\]

and let $\chi_q \in C_c^\infty(J_q)$ be such that

\[0 \leq \chi_q(t) \leq 1 \text{ for all } t \text{ and } \chi_q(t) = 1 \text{ for } t \in K_q.\]

Observe that, if $t_0 \in K_q$ and $t \in J_q$, then, using (e),

\[\rho_q(t) \geq \rho_q(t_0) - |t - t_0| \sup_{J_q} |\dot{\rho}_q| \geq 2\delta_{q+2} - \frac{1}{16}M_0\delta_{q+1}\delta_q^{1/2}\lambda_q|t - t_0|.\]

Consequently, for any $t_0 \in K_q$ the open interval $(t_0 - \frac{1}{\mu_q}, t_0 + \frac{1}{\mu_q})$ is contained in $J_q$, where

\[\mu_q := \frac{M_0\delta_{q+1}\delta_q^{1/2}\lambda_q}{8\delta_{q+2}}.\]

Therefore we may choose the cut-off function $\chi_q$ in addition so that

\[(8.11) \quad |\chi_q'(t)| \leq \frac{3}{2}\mu_q = \frac{3}{16}M_0\frac{\delta_{q+1}\delta_q^{1/2}\lambda_q}{\delta_{q+2}}.\]

Define

\[S_q(x, t) := \chi_q(t)[R_q(x, t) - \delta_{q+2}\text{Id}] = \chi_q(t)[(\rho_q(t) - \delta_{q+2})\text{Id} + \dot{R}_q(x, t)].\]
By (b_q)
\[ |\tilde{S}_q| = \chi_q |\tilde{R}_q| \leq \chi_q r_1 \rho_q, \]
and since \( r_1 \leq \frac{1}{4} r_0 \) and \( \delta_q + 2 \leq \frac{3}{2} \rho_q(t) \) for \( t \in \text{supp} \chi_q \subset J_q, \)
\[ \chi_q r_1 \rho_q \leq r_0 \chi_q (\rho_q - \delta_q + 2). \]
Therefore the tensor \( S_q \) satisfies condition (6.4). Moreover, since \( |\chi_q(t)| \leq 1 \), using (c_q)
\[ \frac{1}{3} \text{tr} S_q(t) \leq \rho_q(t) \leq 4 \delta_q + 1, \]
and \( [S_q]_1 \leq [R_q]_1 \). Finally, using (8.11), (8.9) and (3.5)
\[ \| (\partial_t + v_q \cdot \nabla) S_q \|_0 \leq \chi_q(t)(\| \partial_t + v_q \cdot \nabla \| R_q \|_0 + |\chi_q'(t)| \| R_q \|_0 \]
\[ \leq \frac{1}{16} M_0 \delta_q + 1 \frac{3}{2} \frac{\delta_q + 1}{\delta_q + 2} \frac{1}{2} \lambda q \rho q \|_{\{ \chi_q \neq 0 \}} \]
\[ \leq M_0 \delta_q + 1 \frac{3}{2} \lambda q, \]
where we have used in the last line that \( \text{supp} \chi_q' \subset J_q \setminus K_q \), so that \( \rho_q(t) \leq 2 \delta_q + 2 \). Hence the conditions of Proposition 6.1 are satisfied, and the proposition yields \((v_{q+1}, p_{q+1})\) and \(E_{q+1}\) satisfying its conclusions (6.9)-(6.14). Set
\[ R_{q+1}(x, t) := R_q(x, t) - S_q(x, t) - E_{q+1}(x, t). \]
We claim that \((v_{q+1}, p_{q+1}, R_{q+1})\) obtained in this way is a strong subsolution satisfying (a_{q+1})-(f_{q+1}) above. First of all, it is clear by construction that
\[ (v_{q+1}, p_{q+1}, R_{q+1}) = (v_q, p_q, R_q) \quad \text{for } t \notin J_q \]
and that, for all \( t \)
\[ \int_{\mathbb{T}^3} v_{q+1} \otimes v_{q+1} + R_{q+1} \ dx = \int_{\mathbb{T}^3} v_q \otimes v_q + R_q \ dx \]
and
\[ \partial_t v_{q+1} + v_{q+1} \cdot \nabla v_{q+1} + p_{q+1} = -\text{div} R_{q+1}, \quad \text{div} v_{q+1} = 0. \]
In particular \((v_{q+1}, p_{q+1}, R_{q+1}) \in C^\infty(\mathbb{T}^3 \times (0, T]) \cap C(\mathbb{T}^3 \times [0, T])\) is a strong subsolution such that (a_{q+1}) holds, and in order to verify (b_{q+1})-(f_{q+1}) it suffices to check:
- (8.6) and (8.7) for all \( t \in J_q \);
- (8.8) if \( \rho_{q+1}(t) \leq 2 \delta_{q+3} \);
- if \( \rho_{q+1}(t) \geq \frac{3}{2} \delta_{j+2} \) for some \( j \geq q+1 \), then (8.9) holds with \( q \) replaced by \( q + 1 \);
- (8.10) for \( v_{q+1} \) and all \( t \in [0, T] \).
From Proposition 6.1 and (8.4) we obtain
\[ \| E_{q+1} \|_0 + \frac{1}{\lambda_{q+1}} [E_{q+1}]_1 + \frac{1}{\delta_{q+1}^{1/2} \lambda_{q+1}} \| (\partial_t + v_q \cdot \nabla) E_{q+1} \|_0 \leq \eta \delta_{q+2}. \]
Next, we have
\[ R_{q+1}(x, t) = \rho_{q+1}(t)\text{Id} + \tilde{R}_{q+1}(x, t), \]
where
\[ \rho_{q+1}(t) = (1 - \chi_q(t))\rho_q(t) + \chi_q(t)\delta_{q+2} + \tilde{\rho}_{q+1}(t), \]
\[ \tilde{R}_{q+1}(x, t) = (1 - \chi_q(t))\tilde{R}_q + \tilde{\mathcal{E}}_{q+1}(x, t), \]
and
\[ \tilde{\rho}_{q+1}(t) = \frac{1}{3} \text{tr } \mathcal{E}_{q+1}(t) \quad \text{and} \quad \mathcal{E}_{q+1}(x, t) = \tilde{\rho}_{q+1}(t)\text{Id} + \tilde{\mathcal{E}}_{q+1}(x, t). \]

Then,
\[ |\tilde{R}_{q+1}(x, t)| \leq (1 - \chi_q)|\tilde{R}_q(x, t)| + \eta\delta_{q+2} \]
and
\[ \rho_{q+1}(t) \geq (1 - \chi_q(t))\rho_q(t) + \chi_q(t)\delta_{q+2} - \eta\delta_{q+2}. \]

If \( t \in K_q \), then \( \chi_q(t) = 1 \) and hence
\[ |\tilde{R}_{q+1}(x, t)| \leq \eta\delta_{q+2} \leq r_1(1 - \eta)\delta_{q+2} \leq r_1\rho_{q+1}(t), \]
provided \( \eta > 0 \) is sufficiently small (depending on \( r_1 \)). On the other hand, if \( t \in J_q \setminus K_q \), then by (d(q)) (8.8) holds and hence
\[ |\tilde{R}_{q+1}(x, t)| \leq r_2(1 - \chi_q(t))\rho_q(t) + \eta\delta_{q+2}. \]

Moreover, \( \rho_q(t) > \frac{2}{3}\delta_{q+2} \) and
\[ (8.14) \quad (1 - \chi_q(t))r_2\rho_q(t) + \eta\delta_{q+2} \leq r_1[(1 - \chi_q(t))\rho_q(t) + \chi_q(t)\delta_{q+2} - \eta\delta_{q+2}] \]
provided
\[ \eta \leq \frac{r_1}{1 + r_1} \quad \text{and} \quad \eta \leq \frac{3r_1 - r_2}{2(1 + r_1)}. \]

Therefore, by choosing \( \eta \) sufficiently small (depending on \( r_1, r_2 \)) we can ensure (8.14), from which it follows that
\[ |\tilde{R}_{q+1}(x, t)| \leq r_1\rho_{q+1}(t). \]

This concludes (8.6).

Similarly, if \( t \in K_q \), we estimate
\[ \rho_{q+1}(t) \leq (1 + \eta)\delta_{q+2} \]
whereas, if \( t \in J_q \setminus K_q \), then \( \rho_q(t) \leq 2\delta_{q+2} \) and hence
\[ \rho_{q+1}(t) \leq (1 - \chi_q(t))\rho_q + \chi_q(t)\delta_{q+2} + \eta\delta_{q+2} \leq (2 + \eta)\delta_{q+2} \leq 4\delta_{q+2}, \]
provided \( \eta \leq 2 \). Thus (8.7) is proved as well.

Next, observe that
\[ \rho_{q+1}(t) \geq (1 - \chi_q(t))\rho_q(t) + \chi_q(t)\delta_{q+2} - \eta\delta_{q+2} \]
(8.15)
\[ \geq (1 - \eta)\delta_{q+2} \geq \frac{3}{4}\delta_{q+2} \quad \text{for } t \in J_q, \]
provided \( \eta < 1/4 \). Since \( \delta_{q+3} \leq \frac{4}{3}\delta_{q+2} \) (see (8.4)), it follows that \( \rho_{q+1}(t) \geq 3\delta_{q+3} \) for all \( t \in J_q \) and therefore (d(q+1)) automatically follows from (d(q)).
Now let us look at the estimates for $v_{q+1}, p_{q+1}$ and $R_{q+1}$. From the above estimates we have that
\[ \rho_{q+1}(t) \geq \frac{3}{2} \delta_{q+3} \text{ for all } t \in J_q, \]
whereas recall that $(v_{q+1}, p_{q+1}, R_{q+1}) = (v_q, p_q, R_q)$ if $t \notin J_q$. Therefore it suffices to verify (8.9) for $j = q + 1$.

Using (6.12), $(e_q)$ and (8.4) we have
\[
[v_{q+1}]_1 \leq [v_q]_1 + [v_{q+1} - v_q]_1 \leq M_0 \delta_{q+1}^{1/2} \lambda_q + \frac{M_0}{2} \delta_{q+1}^{1/2} \lambda_{q+1}
\]
Similarly,\[
[p_{q+1}]_1 \leq M_0^2 \delta_{q+1} \lambda_{q+1} \quad \text{and} \quad [R_{q+1}]_1 \leq M_0 \delta_{q+2} \lambda_{q+1}
\]
using (6.13)-(6.14), $(e_q)$, (8.4) and (6.1). Finally,
\[
\|(\partial_t + v_{q+1} \cdot \nabla) R_{q+1}\|_0 \leq \|(\partial_t + v_q \cdot \nabla) R_q\|_0 + \|(\partial_t + v_q \cdot \nabla) S_q\|_0 + \|v_{q+1} - v_q\|_0 ([R_q]_1 + [S_q]_1) +\|(\partial_t + v_{q+1} \cdot \nabla) E_{q+1}\|_0
\]
\[
\leq 2M_0(1 + 2M) \delta_{q+1} \delta_{q+1}^{1/2} \lambda_q + \eta \delta_{q+2} \delta_{q+1}^{1/2} \lambda_{q+1}
\]
\[
\leq 3\eta M_0 (M + 1) \delta_{q+2} \delta_{q+1}^{1/2} \lambda_{q+1}
\]
\[
\leq \frac{1}{16} M_0 \delta_{q+2} \delta_{q+1}^{1/2} \lambda_{q+1}
\]
as required, provided $\eta > 0$ is sufficiently small (depending only on $M$). This proves $(e_{q+1})$.

Finally, concerning the $C^0$ norm observe that the sequence $v_0, v_1, \ldots, v_{q+1}$ that we defined inductively also satisfies
\[
\|v_{j+1} - v_j\|_{H^{-1}} \leq M_0 \delta_{j+1}^{1/2} \lambda_{j+1}^{1/2}, \quad \|v_{j+1} - v_j\|_0 \leq 2M \delta_{j+1}^{1/2},
\]
\[
\|p_{j+1} - p_j\|_0 \leq 4M^2 \delta_{j+1}
\]
for all $j \leq q$. Arguing as in the proof of Proposition 3.2
\[
\sum_{q=0}^{\infty} \delta_{q+1}^{1/2} \leq 4\delta^{1/2}
\]
and therefore
\[
\|v_{q+1}\|_0 \leq \|v_0\|_0 + \sum_{j=0}^{q} \|v_{j+1} - v_j\|_0 \leq \|v_0\|_0 + 4\delta^{1/2} \leq M_0.
\]
This concludes the induction step.

**Step 3. Convergence and conclusion.**
So far we have shown that \((v_{q+1}, p_{q+1}, R_{q+1})\) satisfies \((a_{q+1})-(f_{q+1})\). The estimates (8.16) show that \(\{v_q\}\) and \(\{p_q\}\) are Cauchy sequences in \(C^0\) and consequently
\[
v_q \to v, \quad p_q \to p \quad \text{uniformly in } \mathbb{T}^3 \times [0,T].
\]
Moreover, \((b_q)-(c_q)\) imply that \(R_q \to 0\) uniformly, hence \((v, p)\) is a weak solution of the Euler equations such that
\[
\hat{T}^3 v \otimes v \, dx = \hat{T}^3 v_0 \otimes v_0 + R_0 \, dx \quad \text{for all } t
\]
and, using once more (8.16) and (8.4),
\[
\|v - v_0\|_{H^{-1}} \leq \sum_{q=0}^{\infty} \|v_{q+1} - v_q\|_{H^{-1}} \\
\leq \sum_{q=0}^{\infty} M\delta^{1/2}q^{-1} \lambda_{q+1}^{-1} \leq 4M\delta^{1/2}\lambda_1^{-1} < \sigma.
\]
Furthermore, as in the proof of Proposition 3.2, using (6.15) and (8.4) we obtain
\[
\|v \otimes v - v_0 \otimes v_0 - R_0\|_{H^{-1}} \leq \sum_{q=0}^{\infty} \|v_{q+1} \otimes v_{q+1} + R_{q+1} - v_q \otimes v_q - R_q\|_{H^{-1}} \\
\leq \sum_{q=0}^{\infty} \eta\delta_{q+2} \leq 2\delta_2 < \sigma.
\]
Concerning the initial datum, recall that in the construction above
\[
(v_{q+1}, p_{q+1}, R_{q+1}) = (v_q, p_q, R_q)
\]
whenever \(\rho_q(t) \leq \frac{3}{2}\delta_{q+2}\) and in particular also for \(t = 0\). Therefore
\[
v(\cdot, 0) = v_0(\cdot, 0) \quad \text{and} \quad p(\cdot, 0) = p_0(\cdot, 0).
\]
Finally let us turn to the Hölder-continuity of \(v, p\). First of all recall from (8.15) that along the iteration
\[
\rho_{q+1}(t) \begin{cases} \\
\geq \frac{3}{4}\delta_{q+2} & \text{if } t \in J_q, \\
= \rho_q(t) & \text{if } t \notin J_q.
\end{cases}
\]
Consequently, if \(q \geq j+1\) and \(\rho_j(t) > \frac{3}{2}\delta_{q+2}\), then also \(\rho_{j+1}(t) > \frac{3}{2}\delta_{q+2}\) (here we use (8.4), in the form that \(\delta_{j+2} > 2\delta_{q+2}\)). Hence, if \(t \in (0,T]\) is such that \(\rho_0(t) > \frac{3}{2}\delta_{q+2}\) for some \(q\), then inductively we arrive at \(\rho_q(t) > \frac{3}{2}\delta_{q+2}\). Conversely, it is easy to see that \(\rho_{q+1}(t) \leq \rho_q(t)\) for all \(q\) and \(t\), hence we deduce
\[
J_q = \left\{ t \in (0,T] : \rho_0(t) > \frac{3}{2}\delta_{q+2} \right\}.
\]
In particular \(J_0 \subset J_1 \subset J_2 \subset \ldots\) is a nested sequence such that \(\bigcup_q J_q = (0,T]\).
Now let \( t > 0 \) and let \( \bar{q} = \bar{q}(t) \) be such that \( t \in J_{\bar{q}} \setminus J_{\bar{q}-1} \). It follows that \( t \in J_q \) for all \( q \geq \bar{q} \) and in particular, from \((e_q)\) with \( j = q \) we deduce
\[
[v_q(t)]_1 \leq M_0 \delta_q^{3/2} \lambda_q, \quad [p_q(t)]_1 \leq M_0^2 \delta_q \lambda_q
\]
for all \( q \geq \bar{q} \). Recalling the \( C^0 \)-estimates from \((8.16)\), we easily deduce
\[
[v_{q+1}(t) - v_q(t)]_1 \leq 2M_0 \delta_{q+1}^{1/2} \lambda_{q+1}, \quad \|v_{q+1}(t) - v_q(t)\|_0 \leq 2M_0 \delta_{q+1}^{1/2}
\]
hence by interpolation
\[
[v_{q+1}(t) - v_q(t)]_{C^\theta} \leq 2M_0 \delta_{q+1}^{1/2} \lambda_{q+1}^{\theta}
\leq C a^{\theta b^2 \theta - \frac{1}{2} (bc - \frac{1}{2})}
\]
for some constant \( C \). By our choice of \( b, c > 1 \) in \((8.1)\) we have
\[
bc < \frac{1}{2\theta}
\]
therefore the exponent in the above estimate is negative. Therefore, in the limit we have \( v(\cdot, t) \in C^\theta(\mathbb{T}^3) \) with \( C^\theta \)-norm independent of \( t \). This leads to \((3.13)\). In a similar manner we can deduce \( p \in C([0, T]; C^{2\theta}(\mathbb{T}^3)) \).
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