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Abstract. First introduced to describe surfaces embedded in $\mathbb{R}^3$, the Willmore invariant is a conformally-invariant extrinsic scalar curvature of a surface that vanishes when the surface minimizes bending and stretching. Both this invariant and its higher dimensional analogs appear frequently in the study of conformal geometric systems. To that end, we provide a characterization of the Willmore invariant in general dimensions. In particular, we provide a sharp sufficient condition for the vanishing of the Willmore invariant and show that in even dimensions it can be described fully using conformal fundamental forms and one additional tensor.
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1. Introduction

A particularly well-studied equation describing a surface $S$ embedded in flat $\mathbb{R}^3$ is known as the Willmore [28] equation:

$$B_3 := \bar{\Delta} H + 2H(H^2 - k) = 0,$$

where $k$ is the Gauss curvature of $S$, $H$ is its mean curvature, $\bar{\Delta}$ is the Laplacian on $S$, and the curvature quantity $B_3$ is known as the Willmore invariant. In particular, one can view the equation $B = 0$ as the energy minimizing equation (found by functional differentiation) for a surface $S$ with energy given by the Willmore energy,

$$E = \int_S (H^2 - k),$$

first described in Willmore’s celebrated conjecture. This conjecture was only recently proven by Marques and Neves [24].

The Willmore energy and invariant can be extended to generally curved ambient manifolds, whereby we observe two critical facts: the Willmore energy and invariant are global and local conformal invariants, respectively, of the embedded surface, and the Willmore invariant is linear in its leading term. Their conformal invariance and linearity are likely major driving factors in the frequent appearance of this pair in both the mathematical and physics literature. Early examples of this include Polyakov [25], who found the Willmore energy when studying strings (subsequently calling it the ‘rigid string action’) and Graham and Witten [19], who found the Willmore energy when studying anomalies in the AdS/CFT correspondence. Recently, there has been increased interest in higher-dimensional analogs of the Willmore energy and invariant [20, 27, 18, 2, 15], in part to better understand the invariants of hypersurfaces embedded in conformal manifolds.

A generalization of the Willmore invariant $B_d$ for hypersurfaces embedded in generally curved $d$-manifolds was introduced by Gover and Waldron [15] using a method that reproduces the classical Willmore functional in $d = 3$ and, in $d > 3$ odd, takes the form

$$B_d := \bar{\Delta}^{d-1} \frac{\partial H}{\partial \nu} + \text{lower order terms}.$$ 

This generalization maintains the conformal invariance and linearity as desired, and further generalizes to even dimensional ambient spaces (in which linearity is lost). While $B_3$, $B_4$, and $B_5$ [9, 6] have been explicitly computed, only some features of $B_d$ are known for arbitrary $d$. In this paper we seek to make statements about the generalized Willmore invariant in arbitrary dimensions and to thereby contribute to the characterization of conformal hypersurface invariants.

A profitable way to study such invariants is through the method known as holography. Given an embedded hypersurface $\Sigma \hookrightarrow M$, one can study invariants of $\Sigma$ by solving a PDE problem on $M$ with data fixed by $\Sigma$. One can then study invariants of $\Sigma$ by investigating the properties of
solutions to the PDE problem in $M$. It is in this context that we will use holographic results to investigate the Willmore functional.

The type of system under investigation in this article is a codimension-1 submanifold (a hypersurface) $\Sigma$ conformally embedded (smoothly) in a $d$-dimensional conformal manifold: $\Sigma \hookrightarrow (M, c)$. A conformal manifold $(M, c)$ is a manifold equipped with an equivalence class of metrics $c$ such that $[g] = [\tilde{g}]$ if and only if there exists a smooth positive function $\Omega \in C^\infty M$ such that $\tilde{g} = \Omega^2 g$. For the purposes of this article, we will assume that $\Sigma$ is closed and orientable, and further that its embedding in $M$ is separating so that $M = M^+ \sqcup \Sigma \sqcup M^-$. Typically, one characterizes a hypersurface by a defining function $s \in C^\infty M$ whose zero locus is $\Sigma$ and that satisfies $ds|_p \neq 0$ for every point $p \in \Sigma$. Because $M$ is a conformal manifold, to each $g \in c$, we will associate such a defining function $s$: if $g, \tilde{g} \in c$ and $\tilde{g} = \Omega^2 g$ for some positive $\Omega \in C^\infty M$ and $s$ is the defining function associated to $g$, then to $\tilde{g}$ we associate the defining function $\Omega s$. We will call such a set of associations a defining density $\sigma = [g; s] = [\tilde{g}; \Omega s]$—this notion will be elaborated on in more detail in Section 2.1. For algebraic reasons, we also define the conformal metric tautologically by the equivalence class $\gamma = [g; g] = [\tilde{g}; \Omega^2 g]$. Thus, the data of a hypersurface embedded in a conformal manifold can be summarized by the triple $(M, \gamma, \sigma)$. It is for this triple that we study the Willmore invariant.

A particular family of such triples $(M, \gamma, \sigma)$ has a nice property: they satisfy the Poincaré-Einstein condition. We say that a conformally embedded hypersurface given by $(M, \gamma, \sigma)$ is Poincaré-Einstein (PE) when the Ricci curvature of the singular metric $g^o := \gamma/\sigma^2$ on $M \setminus \Sigma$ is pure trace, i.e. for some negative constant $k$, the singular metric satisfies
\[
\text{Ric}^{g^o} = kg^o \text{ on } M \setminus \Sigma.
\]
Conformal hypersurface embeddings with this property are well-studied. Early work on such embeddings were studied by LeBrun [21] and Fefferman and Graham [7]. A larger related family of conformal hypersurface embeddings are those that are asymptotically Poincaré-Einstein (APE) of order $m$. These are triples $(M, \gamma, \sigma)$ that have a singular metric $g^o$ as above that is only asymptotically (in $\sigma$) pure trace, i.e.
\[
\text{Ric}^{g^o} = kg^o + O(\sigma^m) \text{ on } M \setminus \Sigma.
\]
There are quite severe restrictions on conformal hypersurface embeddings that belong to either of these families [5]. Indeed, the vast majority of such embeddings do not belong to either family. Schematically, we will write that $(M, \gamma, \sigma) \in \text{PE}$ when $(M, \gamma, \sigma)$ satisfies the PE property, and similarly $(M, \gamma, \sigma) \in \text{APE}_m$ when the triple satisfies the APE property of order $m$.

We call hypersurface embeddings that have a vanishing Willmore invariant $B_d$ Willmore and use the notation $(M^d, \gamma, \sigma) \in W_d$ to denote such a hypersurface embedding. A result of [10] shows that $\text{PE} \subset W_d$. Because $\text{PE} \subset \text{APE}_d$, it is of interest to investigate the inclusion properties of $\text{APE}$ in $W_d$. In this article we provide an exact lower bound on the order of an APE triple $(M, \gamma, \sigma)$ such that the embedding is necessarily Willmore.

**Theorem 1.1.** For conformal hypersurface embeddings specified by $(M^d, \gamma, \sigma)$ with $d \geq 4$, we have that $\text{APE}_{d-3} \subset W_d$ but $\subset \text{APE}_{d-4} \not\subset W_d$.

The proof of this result is given in Section 3. A consequence of the proof of this theorem is that, for $d$ even, the Willmore invariant can always be written in terms of a specific finite set of fundamental tensors; this result is captured in Corollary 3.9. These tensors, initially characterized in [5], are described in more detail in Section 3.5. A critical tool used to prove this corollary is known as the ambient construction and is summarized in Section 4 along with other technical results required for the proof of Corollary 3.9.

1.1. Riemannian notations. Here we provide a summary of the notations we will use to describe Riemannian geometry. The manifold $M$ will always be given the dimension $d$ and be assumed to be smooth. Further, this manifold will be endowed either with a Riemannian metric
Given a Riemannian metric $g$, we will denote the Levi-Civita connection on $(M, g)$ with $\nabla$ and its corresponding curvature by

$$R(x, y)z = (\nabla_x \nabla_y - \nabla_y \nabla_x)z - \nabla_{[x, y]}z$$

where $x, y, z$ are smooth vector fields on $M$ and $[\cdot, \cdot]$ is the Lie bracket.

For the purposes of this article, we will use Penrose’s abstract index notation to represent tensors. This notation will also be used to represent tensor contractions via the Einstein index summation convention. For example, we may write the above description of the Riemann curvature as

$$x^a y^b R_{\alpha\beta\gamma\delta} dx^\alpha dx^\beta dx^\gamma dx^\delta = x^a \nabla_a y^b \nabla_a y^c - y^a \nabla_a x^b \nabla_a y^c - (x^a (\nabla_a y^b) - y^a (\nabla_a x^b)) \nabla_b y^c.$$

Observe that in the above formula we assume that Levi-Civita connections act on everything to their right unless they are enclosed by brackets. Alternatively, we will sometimes place (co)vectors in the place of the abstract indices to represent the appropriate contraction so that $R_{\alpha\beta\gamma\delta} := x^a y^b R_{\alpha\beta\gamma\delta} dx^a dx^b$. Using this notation, we can use the isomorphism between $TM$ and $T^*M$ via the metric $g_{ab}$ and its inverse $g^{ab}$ to “raise” and “lower” indices, i.e. $v_a = g_{ab} v^b$. Similarly, the Kronecker delta $\delta^a_b$ is used to represent the identity isomorphism. When the contraction structure is clear, we will often use a dot product-like notation to represent a contraction of indices. For example, the action of a 1-form $u_a$ on a vector $v^b$ can be written as $u \cdot v \equiv u_a v^a$. This same notation can be used for more complex tensor structures so that we may write $u \cdot v \equiv u_{abc} v^{abc}$. Similarly, for inner products with the metric or its inverse, we will use the same notation. For two vector fields $u, v$, we will write $u \cdot v = g_{ab} u^a v^b$, and similarly for the inner product on the cotangent bundle.

Additionally, we will use round brackets to represent the symmetric part of a given tensor structure so that, for example, $v_{[abc]} := \frac{1}{2}(v_{abc} + v_{bac})$, and square brackets to represent the antisymmetric part, i.e. $v_{(abc)} := \frac{1}{2}(v_{abc} - v_{bac})$. When we are only interested in the trace-free part of some symmetric part of a tensor, we will follow the round brackets with a ◦ so that $v_{(ab)\circ} = v_{(ab)} - \frac{1}{2}g_{ab} v^c_c$. Alternatively, when the tensor is fully symmetric and trace-free, we will sometimes place a ◦ over the tensor so that $v_{(ab)\circ} = v_{(ab)}$. Symmetric and antisymmetric tensor products of vector bundles will be represented by $\odot$ and $\wedge$, respectively, and the trace-free symmetric tensor products of vector bundles will be represented by $\odot_\circ$. While the above discussion was given in the context of the tangent and cotangent bundles of $M$, the same language will be used (with different index names) for different vector bundles.

We will often refer to an arbitrary but fixed tensor product of a given vector bundle $\mathcal{V}M$ by $\mathcal{V}^p M$, where in general we will use capital Greek letters to represent such arbitrary but fixed tensor structures. In particular, if $t \in \Gamma(\mathcal{V}^p M)$, then $t$ is a tensor of type $\Phi$. For the standard (co)tangent bundles we will instead use lowercase Greek letters so that for $t \in \Gamma(T^p M)$, we have that $t$ is of tensor type $\phi$.

In these notations, we can decompose the Riemann curvature tensor into the Weyl tensor and the Schouten tensor according to

$$R_{abcd} = W_{abcd} + g_{ac} P_{bd} - g_{bc} P_{ad} - g_{ad} P_{bc} + g_{bd} P_{ac}.$$ 

Here the Schouten tensor is a trace-correction of the Ricci tensor $Ric_{ab} := R_{ca}^c b$ given, in dimensions $d \geq 3$, by the formula

$$P = \frac{1}{d-2} \left( Ric - \frac{R}{2(d-1)} g \right)$$

where $R := Ric^a_a$. We denote by $J := P^a_a$ the trace of the Schouten tensor. A useful fact is that the covariant curl of the Schouten tensor and the divergence of the Weyl tensor are proportional to one another; in particular, defining the Cotton tensor by

$$C_{abc} := \nabla_a P_{bc},$$
the Cotton tensor satisfies for $d \geq 4$ the relationship $(d - 3)C_{abc} = \nabla^d W_{dabc}$. When the metric associated to any curvature tensor or differential operator is not clear, we will use a superscript $g$ to indicate this.

2. Background

Much of what follows in this section is a brief summary of explanations and results given in \cite{15, 16, 5}.

2.1. Conformal calculus. As mentioned in the introduction, on a conformal manifold $(M, c)$ there exist equivalence classes (called “conformal densities”) associated to the conformal class of metrics $c$. These objects are “conformally covariant” in the sense that they transform predictably under conformal rescalings of the metric; however, we will often refer to such objects simply as conformally invariant. Naively, a conformal density of weight $w$ is a double equivalence class $\phi = [g; f] = [\Omega^w g; \Omega^w f]$ where $f \in \mathcal{C}^\infty M$, and we denote the bundle to which weight $w$ densities belong $\Gamma(\mathcal{E}M[w])$. Here, $\Gamma$ will denote the section space of a bundle and $\mathcal{E}M[w]$ is the weight-$w$ line bundle. It is also useful to consider tensor-valued densities: a tensor-valued (of tensor type $\Theta$) weight $w$ density $\theta = [g; t]$ belongs to the section space of the product bundle $T^\Theta M \otimes \mathcal{E}M[w] := T^\Theta M[w]$; this notation is generically used to refer to vector bundle-valued densities. A fundamental example of such a density is the conformal metric: $\gamma \in \Gamma(\otimes^2 T^*M[2])$. Of special interest are densities of weight $1$; these are referred to as scales. In particular, a nowhere vanishing scale $\tau$ is called a true scale and canonically determines a metric representative from the conformal class $g_\tau \in c$ by trivializing the conformal metric via $g_\tau := \gamma/\tau^2$.

A Riemannian metric is not uniquely given for a conformal manifold, so there is no uniquely defined connection on $(M, c)$. Instead, there exists a family of Levi-Civita connections: for each $g_\tau \in c$, the Levi-Civita connection acting on weight $w$ densities can be written as $\nabla^\tau := \tau^w \circ \nabla^{g_\tau} \circ \tau^{-w}$, where $\nabla^{g_\tau}$ is the usual Levi-Civita connection on $(M, g_\tau)$. For notational brevity, we will always drop the superscript $g_\tau$ when it is implied. For a more geometric description of these structures, see \cite{14}.

In addition to the above structures, there exists a natural calculus on conformal manifolds called the tractor calculus that allows one to systematically construct conformally invariant tensors and operators \cite{4}. The tractor calculus consists of a rank $d + 2$ vector bundle, known as the standard tractor bundle and a canonical connection on this bundle. Given a conformal manifold $(M, c)$, for any given metric representative $g \in c$, there exists an isomorphism between the standard tractor bundle and a direct sum of density bundles:

$$\mathcal{T}M \cong \mathcal{E}M[1] \oplus \mathcal{T}M[-1] \oplus \mathcal{E}M[-1].$$

When such a choice of splitting is made (also sometimes called a choice of scale), we can decompose a section of the standard tractor bundle $T \in \Gamma(\mathcal{T}M)$ into the ordered triple,

$$T^A \cong (\tau^+, \tau^a, \tau^-),$$

or the corresponding column vector notation. The relationship between the isomorphisms given two conformally related metrics $g$ and $\Omega^2 g$ implies that

$$T^A \Omega^2 g (\tau^+, \tau^a + T^a \tau^+, \tau^- - \Upsilon \cdot \tau - \frac{1}{4} \Upsilon \tau^+),$$

where $\Upsilon = d(\ln \Omega)$. Often we will use the language of “slots” to refer to specific entries in a tractor viewed as a vector or matrix. In particular, in the above display, the entry containing $\tau^+$ might be referred to as the “top slot” (where the column vector notation is used for visualization). For the square of the tractor bundle, one might refer to the component corresponding to the term $\mathcal{T}M[-1] \otimes \mathcal{T}M[-1]$ in a choice of splitting as the “middle slot.” Such language will be used sparingly throughout this article.

Just as (co)tangent tensor bundles are given weights (by taking the product with a density bundle) so too can tractor bundles: we will write $\mathcal{T}M[w] := \mathcal{T}M \otimes \mathcal{E}M[w]$ and we will also call these bundles tractor bundles. Using the above display, we can observe a key feature: the first
non-zero entry in a tractor defines a density independent of the choice of splitting, which implies
that said quantity is conformally invariant. In any given tractor, this first non-zero slot is referred
to as the projecting part of the tractor; the map \( g^a \) extracts this term and is called the extraction map. Additionally, observe that the section \( X = (0, 0, 1) \in \Gamma(TM[1]) \) is also canonically defined
independently of the choice of splitting and hence is called the canonical tractor. Finally, there
exists a natural symmetric, non-degenerate (but non-positive) inner product between tractors
that is independent of the choice of splitting, given by
\[
h(U, V) = u^+ v^- + \gamma_{ab} u^a v^b + u^- v^+, 
\]
for two tractors \( U, V \in \Gamma(TM) \) specified in a choice of splitting in the obvious way. This inner
product defines the tractor metric \( h_{AB} \in \Gamma(\otimes^2 TM) \) given, in a choice of splitting, by
\[
h_{AB} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & \gamma_{ab} & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]
with its inverse denoted by \( h^{AB} \). Just like the Riemannian metric for Riemannian tensors, the
tractor metric provides an isomorphism between the tractor bundle and its dual
\[
T^*M \cong E[1] \oplus T^M[1] \oplus E[-1].
\]

Given the tractor metric, there exists a canonical tractor connection on tractor bundles
\[
\nabla^T : \Gamma(TM) \to \Gamma(TM \otimes T^*M)
\]
given in a choice of splitting by
\[
(2.1) \quad \nabla^T_a T^B = (\nabla_a \tau^+ - \tau_a, \nabla_a \tau^b + \delta^b_a \tau^- + (P^b)^a_{\tau^+}, \nabla_a \tau^- - P^b_{ab \tau^b}),
\]
where \( \nabla \) is the density-coupled Levi-Civita connection and \( P^a \) is the Schouten tensor associated
with the splitting metric \( g \). This connection extends as usual to arbitrary tensor products of the
tractor bundle as well as products of the standard tractor bundle with density bundles. Just
as for the density-coupled Levi-Civita connection, we will usually drop the superscript \( T \) in \( \nabla^T \)
when the connection is clear from context.

Observe that the action of the tractor connection on a tractor is not unique but depends on
a choice of scale (used to determine the density-coupled connection). However, there exists an
invariant second order operator containing the tractor connection that does have this property:
the Thomas-D operator [20]. Given a tractor \( T \in \Gamma(T^\Phi M[w]) \), we write in a choice of splitting
\[
(2.2) \quad D^A T^B = (w(d + 2w - 2)T^\Phi, (d + 2w - 2)\nabla^T T^\Phi, -\Delta^T T - wJ^T), \quad \Delta^T := \gamma^{ab} \nabla^T_a \nabla^T_b
\]
where \( \Delta^T \) is the tractor Laplacian and \( J^T \) is the trace of the Schouten tensor
tensor associated to the splitting metric \( g \). A useful modification of this operator is the “hatted”
Thomas-D operator \( \hat{D} \). For any tractor \( T \in \Gamma(T^\Phi M[w]) \) where \( w \neq 1 - \frac{d}{2} \), \( \hat{D} \) is defined by
\[
\hat{D}^A T^B = (d + 2w - 2)^{-1} D^A T^B.
\]

Importantly, the Thomas-D operator is not a derivation because it is a second-order differential
operator; however, it does have the property that \( D^A D_A = 0 \). Further, the operator \( \hat{D} \) acting
on a product of tractors satisfies a relationship known as the Leibniz failure [13], recorded here
for our use.

Proposition 2.1 (Leibniz failure). Let \( T_i \in \Gamma(T^\Phi_i M[w_i]) \) for \( i = 1, 2 \), \( h_i := d + 2w_i \), and
\( h_{12} := d + 2w_1 + 2w_2 \) such that \( h_1 \neq 2 \neq h_{12} \). Then,
\[
\hat{D}^A (T_1 T_2) - (\hat{D}^A T_1) T_2 - T_1 (\hat{D}^A T_2) = -\frac{1}{h_{12}} X^A (\hat{D}^B T_1) (\hat{D}^g T_2).
\]

While in principle, this is enough to use the tractor calculus, there exists one more canonical
tractor that roughly plays the role of curvature for the Thomas-D operator: the \( W \)-tractor.
Acting on a weight $w$ tractor $T \in \Gamma(TM[w])$ with $w \neq 1 - \frac{d}{2}, 2 - \frac{d}{2}$, the commutator of Thomas-D operators obey

$$
[D_A, D_B]^{T^D} = W_{AB}^{D} E^{T^E} + \frac{1}{d + 2w + 1} X_{[A} W_{B]}^{D} E^{C} D^{C} T^{E},
$$

extending as a derivation to other tensor structures. Note that the projecting part of the $W$ tractor is the Weyl tensor. Further, observe that $X \cdot W = 0 = \hat{D} \cdot W$.

The canonical tractor $X$, the tractor metric $h$ (and its inverse), the operators $D$ and $\hat{D}$, and the $W$-tractor comprise the key ingredients of the tractor calculus; many invariants of a given conformal manifold can be constructed and extracted from these objects when combined with other data specifying a system of interest.

In order to construct particular conformally-invariant tensors from tractors, one often wishes to combine the extraction operator $q^*$ mentioned above with an operator that changes the projecting part of a tractor in a well-defined way. Such an operator was defined in [5, Lemma 2.11], which is recorded here for our later use.

**Lemma 2.2.** Let $T \in \Gamma(\odot^2 T M[w])$ such that $w \neq 0, -1, -\frac{d}{2}, -1 - \frac{d}{2}, -2 - \frac{d}{2}$. Then there exists an operator

$$
r : \Gamma(\odot^2 T M[w]) \to \Gamma(\odot^2 T M[w])
$$

defined by

$$
r(T^{(A)} B) := T^{(A)} B - \frac{2}{w + 1} \hat{D}^{(A}(X_C T^{(B)} C)) + \frac{1}{w + 1 + 2} \hat{D}^{(A} \hat{D}^{B)} (X_C X_D T^{C D}) - \frac{8}{w + 1 + 2} X^{(A} \hat{D}^{B)} C \hat{D}^{C} (X_D T^{C D})
$$

that obeys

$$
X_A r(T^{AB}) = 0 = h_{AB} r(T^{AB}).
$$

The operator $r$ adds tractor-valued terms to a trace-free rank-2 symmetric tractor $T$ so that the projecting part is the middle slot rather than the top slot. It can then be composed with the extraction operator to extract a conformally invariant rank-2 symmetric trace-free tensor. That is, for a generic $T \in \Gamma(\odot^2 T M[w])$, we have that

$$(q^* \circ r)(T^{AB}) \in \Gamma(\odot^2 T M[w - 2]) \equiv \Gamma(\odot^2 T^* M[w + 2]),$$

where the isomorphism is obtained in the usual way with the conformal metric $\gamma$.

### 2.2. Conformal fundamental forms

The discussion in this section summarizes the results of [5].

Given a conformally embedded hypersurface $(M, \gamma, \sigma)$, there exist a family of conformally invariant (transverse) jet coefficients for the defining density $\sigma$. The first such jet coefficient is the conormal $n := d\sigma|_\Sigma \in \Gamma(T^* M[1])_\Sigma$. The unit conormal is particular useful, so we typically consider $\hat{n} := n/|n|_\gamma$. The unit conormal allows for a decomposition of the ambient tangent bundle into the hypersurface tangent bundle and the normal bundle by the hypersurface projector (also sometimes called the first fundamental form)

$$
\gamma_a^b := \delta_a^b - \hat{n}_a \hat{n}^b.
$$

For notational simplicity, because there is such an isomorphism, we use the same abstract index notation to represent tensors on the tangent and normal bundles on $\Sigma$ as on the tangent bundle on $M$. Note that the induced conformal metric on $\Sigma$, denoted by $\hat{\gamma}$, can be computed by application of the projector to the ambient conformal metric: $\hat{\gamma}_{ab} := \gamma_{ab}^a \gamma_a^b \gamma_a^c = \gamma_{ab} - \hat{n}_a \hat{n}_b \in \Gamma(\odot^2 T^* \Sigma[2])$. Going forward, we use bars over symbols to indicate that the symbol belongs to the hypersurface; for example, we will write $\overline{\nabla}$ for the Levi-Civita connection on $\Sigma$.

The next conformally invariant jet of $\sigma$ that we are interested in is the (trace-free) second fundamental form. Given $g \in \mathfrak{e}$, the second fundamental form is given by $\Pi := \gamma_{ab} \hat{n}_a \hat{n}_b$ where $\hat{n}^a$ is any extension of the unit conormal and we denote the projection of the ambient Levi-Civita connection by $\nabla_a := \gamma_{ab} \nabla^b$. Throughout this article we will use often write $t^T$ to denote the projection of $t$ to $\Sigma$ for $t$ any tensor or tensor-valued operator. Additionally, $\overline{T}$ will sometimes
be treated as the projection operator and $\tilde{T}$ will refer to the trace-free part of the operator $\top$. For a vector field $x \in \Gamma(TM)$ and $T$ some tensor field on $M$, sometimes the notation $T_{xabc...}$ will be used to represent $\top(x^aT_{wabc...})$.

Observe that the second fundamental form is not conformally invariant because its trace $(d-1)H$ (where $H^0$ is the mean curvature of $\Sigma \mapsto (M, g)$) is not density valued. Thus, only the trace-free part of the second fundamental form is conformally-invariant: $\dot{\Pi} \in \Gamma(\otimes^2_c T^*\Sigma[1])$. For notational simplicity, we will often refer to a representative of a density using the same symbol as the density itself.

Studying higher transverse order jet coefficients requires more finesse: indeed, we require a conformally-invariant extension of $\dot{\Pi}$. For the purposes of the calculations to be carried out in the remainder of this article, we use the canonical choice [5].

$$\dot{\Pi}^c := [g; \nabla_{(a} \nabla_{b)} \sigma + s P_{(ab)c}] \in \Gamma(\otimes^2_c T^*M[1]).$$

A simple calculation verifies that $\dot{\Pi}^c|_\Sigma = \dot{\Pi}$. Observe that this choice of extension is canonical because it is the projecting part of $\nabla_a D_B \sigma$ when, in a choice of scale given by $\sigma = [g; s]$, we have that $|ds|^2 \equiv 1$. (We will often use $\frac{\sqrt{\Sigma}}{d}$ to denote equality that holds along $\Sigma$.) Computing the conformally-invariant higher-order transverse jet coefficients amounts to applying conformally-invariant normal derivative operators of sequentially higher transverse order to $\dot{\Pi}^c$.

This procedure was carried out in detail in [3], where such jet coefficients were called (conformal) fundamental forms. In particular, an $m$th conformal fundamental form is a symmetric rank-2 tensor-valued hypersurface density with weight $3 - m$ and transverse order $m - 1$.

The notion of the transverse order of a tensor is defined using an appropriate notion of derivative counting of that tensor’s preinvariant, defined in [15]: roughly, one writes the tensor in question in terms of a metric $g$ and partial derivatives with respect to the transverse coordinate $s$ and tangential coordinates $y$ and then computes the maximal number of partial derivatives $\partial_s$ that act on $g$ when restricted to $\Sigma$. We say that the transverse order of an operator $O$ is $k$ when there exists $v$ in the domain of $O \circ s^k$ such that $O(s^k v)|_\Sigma \neq 0$ but for all $v'$ in the domain of $O \circ s^{k+1}$, $O(s^{k+1} v') \equiv 0$.

A general construction of conformal fundamental forms was given using an iterative procedure. The first two non-trivial examples using this canonical construction are the third and fourth fundamental forms denoted by $\dot{\Pi}_3$ and $\dot{\Pi}_4$ respectively. For $d \geq 4$,

$$\dot{\Pi}_3_{ab} := [g; -\Pi^2_{(ab)c} + W_{abbc}] \in \Gamma(\otimes^2_c T^*\Sigma[0])$$

and for $d \geq 6$,

$$\dot{\Pi}_4_{ab} := [g; -(d-4)(d-5)C^T_{(a\tilde{b})c} - (d-4)(d-5)HW_{abbc} - (d-4)\nabla_c W_{(a\tilde{b})c}]$$

$$+ 2W_{c\tilde{h}(a \dot{\Pi}^c_{b\tilde{d}} - \frac{d^2-7d+12}{d-3} \Pi_{(a\tilde{b})c} + (d-6)W_{(a\tilde{b})(c\tilde{d})} \dot{\Pi}_{cd}$$

$$+ \frac{d^2-10d+20}{(d-1)(d-2)} K \Pi_{ab}] \in \Gamma(\otimes^2-c T^*\Sigma[-1]),$$

where $K := \dot{\Pi}^2$. Note that these tensor-valued densities are independent of the choice of defining density $\sigma$ for $\Sigma$. In their construction, there is a subtlety involving the dimensionality of the manifold $M$. Indeed, for $2 \leq m < \frac{d-3}{d-2}$, the $n$th canonical fundamental form $\Pi_n$ is always defined. However, for $\frac{d-3}{d-2} \leq m \leq d - 1$, in general such fundamental forms do not exist; rather, such tensors are only well-defined when an $n$th fundamental form vanishes for each $2 \leq n < \frac{d-3}{d-2}$.

For the purposes of this article, it is useful to obtain a more specific but less conditional construction of fundamental forms—this construction is carried out in Section 3.1 with the trade-off that such a construction only holds for $d$ even. However, observe that we can continue to use the same notation for these fundamental forms by a uniqueness result proved in [3]: for any conformal fundamental form, its leading transverse derivative tensor structure is unique up to an overall coefficient.
2.3. Tractor holography. As hinted at in the introduction, one way to study the invariants of a conformal hypersurface embedding $\Sigma \hookrightarrow (M,c)$ is by enforcing a PDE problem on $(M,c)$. Indeed, this is particularly useful because a conformal hypersurface embedding does not have a unique triple $(M,c,\sigma)$: for any positive $f \in C^\infty M$, the triple $(M,c,f\sigma)$ describes the same system. To canonically choose such a $\sigma$, we demand that $\sigma$ satisfy some natural problem and study the resulting structure using the tractor calculus and the defining density $\sigma$. To that end, we specify the singular Yamabe problem $[29]$:

**Problem 2.3.** Given a conformal hypersurface embedding $(M,\gamma,\sigma)$, find a positive function $f \in C^\infty M$ such that the singular metric $g^\circ$ associated with the triple $(M,\gamma,f\sigma)$ has a constant scalar curvature:

$$S\circ = -d(d-1).$$

An analogous problem was solved by Loewner and Nirenberg on round structures $[22]$. In general, a one-sided global solution to this problem always exists $[3, 23, 1]$ but depends on global information about $M^\pm$. On the other hand, a solution $f$ that depends only on local data of the embedding can always be found such that $g^\circ = \gamma/(f\sigma)^{2}$ asymptotically solves the singular Yamabe problem $[1, 10]$:

$$S\circ = -d(d-1) + O(\sigma^d).$$

In this paper, we will use the notation $O(s^m)$ (or, for densities, equivalently $O(\sigma^m)$) to indicate that the remaining terms in an expression can be written as $s^m f$ where $f$ is some function that is regular in the limit where $s$ approaches zero.

This problem can be framed in the language of tractors $[10, 14]$ described above. If $(M,\gamma,\sigma)$ asymptotically solves the singular Yamabe problem, then

$$I_A I^A = 1 + \sigma^d B,$$

where $I^A := \hat{D}^A \sigma$ is known as the scale tractor and $B \in \Gamma(\mathcal{E}M[-d])$. The restriction of $B$ to $\Sigma$ is called the obstruction density. Because this asymptotic solution always exists and is uniquely determined, we can uniquely (up to order $\sigma^d$) specify a $\sigma$ in a triple $(M,\gamma,\sigma)$ for a conformal hypersurface embedding by demanding that $\sigma$ asymptotically solves the singular Yamabe problem above. We will denote such triples by $(M,\gamma,\sigma)\_y$. Then, we can study the extrinsic invariants of this hypersurface embedding by utilizing the tractor calculus together with the defining density $\sigma$. Indeed, one can construct transverse “tractor jets.”

The normal tractor $N \in \mathcal{T}M|\Sigma$, given in a choice of splitting by $N^A \triangleq (0, \tilde{n}, -H^9)$, is an analog of the unit conormal that satisfies $I^A N^A = N^A$ so long as $I^2 = 1 + O(\sigma^2)$. The next such jet coefficient is the tractor $P_{AB} := \hat{D}_A I_B$, which has as its projecting part $\hat{P}^e$; it can be written in a choice of splitting as

$$P_{AB} \triangleq \begin{pmatrix} 0 & 0 & 0 \\ 0 & \mathbb{I}_{ab}^e & -\frac{1}{d-1} \nabla \cdot \mathbb{I}_{b}^e \\ 0 & -\frac{1}{d-1} \nabla \cdot \mathbb{I}_{b}^e & \nabla \cdot \mathbb{I}_{ab}^e - \frac{n^a n^b}{(d-1)(d-2)} f \sigma \end{pmatrix},$$

A consequence of the relationship between $P_{AB}$ and $\hat{P}^e$ is the following lemma.

**Lemma 2.4.** Let $(M,\gamma,\sigma)\_y$ represent a conformally embedded hypersurface and let $\ell \in \mathbb{Z}_{\geq d-2}$ be non-negative. If $\hat{P}^e = O(\sigma^\ell)$, then $n^a \hat{P}_{ab}^e = O(\sigma^{\ell+1})$ and $\nabla \cdot \hat{P}^e = O(\sigma^\ell)$.

**Proof.** First observe that, when $\hat{P}^e = O(\sigma^\ell)$, the extension of the tangential divergence of $\hat{P}^e$ satisfies $\nabla^\perp \hat{P}_{ab}^e := (g^{ac} - n^a n^c) \nabla_e \hat{P}_{ab}^e = O(\sigma^\ell)$. This follows because

$$\nabla_n \nabla^\perp \hat{P}_{ab}^e = 2 m_n \nabla_n + \text{tots}_n,$$

where $\rho := -\frac{1}{2}(\Delta s + J s)$. Note that by tots$_n$, we mean any (possibly differential) operator with transverse order less than or equal to $k$. That is, we can write

$$\nabla \cdot \hat{P}^e = n \cdot \nabla_n \hat{P}^e = \nabla^\perp \cdot \hat{P}^e = O(\sigma^\ell).$$
Further, observe that by direct utilization of the Leibniz failure,
\[ \frac{1}{2} \hat{D}_A I^2 = I^B P_{AB} - \frac{K_c X_A}{d-2}, \]
where \( K_c := (\hat{\nabla})^2 = P_{AB} P^{AB} \). On the other hand, because \( I^2 = 1 + \sigma^d B \), we can compute \( \frac{1}{2} \hat{D}_A I^2 \) directly, yielding
\[ q^*(2I^B P_{AB}) = d\sigma^{d-1} n_a B + \sigma^d \nabla_a B. \]
From Equation (2.4), we have that
\[ q^*(I^A P_{AB}) = -\frac{\sigma}{\sigma-\Sigma} \nabla \cdot \hat{\nabla}^c + n \cdot \hat{\nabla}^c. \]
Thus, we have that
\[ (2.6) \]
\[ \sigma \nabla \cdot \hat{\nabla}^c - (d-1)n \cdot \hat{\nabla}^c = O(\sigma^{d-1}). \]
Now choose an integer \( 0 \leq k \leq d-2 \) and observe that \( [\nabla_n^m, n_a] = \text{ltots}_{m-1} \) for any positive integer \( m \). Combining Equations (2.5) and (2.6) and taking \( k \) transverse derivatives, we find that
\[ (2.7) \]
\[ \nabla_n^{k-1} \hat{F}^c \equiv \frac{k}{\sigma-\Sigma} \nabla_n^{k-1} \hat{\nabla}^c + \text{ltots}_{k-1}(n \cdot \hat{\nabla}^c) + \text{ltots}_{k-2}(\nabla_n \hat{\nabla}^c), \]
where for \( m < 0 \), \( \text{ltots}_m \) is the zero operator. Observe that for \( k \leq \ell \), the right hand side vanishes to order \( O(\sigma^{\ell-k+1}) \). Thus, if \( \hat{\nabla}^c = O(\sigma^\ell) \), we have that \( \nabla_n^{k-1} \hat{\nabla}^c \equiv 0 \) and hence \( n \cdot \hat{\nabla}^c = O(\sigma^{\ell+1}) \). The remainder of the lemma follows from Equation (2.4).

\[ \boxend \]

Remark 2.5. Because \( [\nabla_n, \nabla_n^c] = 2m a \nabla_n + \text{ltots}_0 \), it follows from Lemma (2.4) that
\[ (2.8) \]
\[ \nabla_n^{k-1} \nabla_n^c \cdot \hat{F}^c \equiv \nabla_n \nabla_n^{k-1} \hat{F}^c + \text{ltots}_{k-2}(\hat{F}^c) \]
for \( k \leq d-2 \).

3. The Willmore invariant

To prove Theorem 1.1, we first need to relate the obstruction density to the Willmore invariant. A key result for our work here is [15, Theorem 5.1], recorded here for reference.

**Theorem 3.1.** Up to a non-zero constant multiple, the obstruction density \( B|_\Sigma \) takes the form
\[ \Delta^{d-1} H + \text{lower order terms} \]
for \( d \) odd and is fully non-linear for \( d \) even.

With this result in mind, we give the following definition in line with the discussion in the introduction [15]:

**Definition 3.2.** Let \((M, \gamma, \sigma)_Y\) specify a conformal hypersurface embedding into a \( d \)-dimensional conformal manifold \((M, c)\) such that
\[ I_A I^A = 1 + \sigma^d B. \]
Then the **generalized Willmore invariant** \( B_\delta \) is defined by
\[ B_\delta := B|_\Sigma \in \Gamma(\Sigma|[-d]). \]
\[ \boxend \]

**Proof of Theorem 1.1.** To prove this theorem we first show for some conformal hypersurface embedding specified by \((M_d, \gamma, \sigma) \in \text{APE}_{d-3}\), we have that \((M_d, \gamma, \sigma) \in \mathcal{W}_d\). From the definition of \( \text{APE}_{d-3}\), we have that \( \hat{F}^c = O(\sigma^{d-3}) \). Further, it is easy to verify that \( \hat{\nabla}^c = \sigma \hat{\nabla}^c \). So it suffices to check that \( B_\delta = 0 \) when \( \hat{\nabla}^c = O(\sigma^{d-2}) \).

First, observe that \( I^2 = 1 + \sigma^d B \), so in particular \( I^B \nabla_n I_B = \frac{d}{2} \sigma^{d-1} B + O(\sigma^d) \). Using Equation (2.4) in a choice of scale \( \gamma = [g, s] \), we have that
\[ \frac{d}{2} \sigma^{d-1} B + O(\sigma^d) = n^a n^b \hat{\nabla}^c_{ab} - \frac{1}{d-1} s n^a \nabla^b \hat{\nabla}^c_{ab}. \]
Taking $d - 1$ normal derivatives and evaluating along $\Sigma$, we have that
\[
\frac{d}{2} B \equiv \nabla_{\n}^{d-1} n^a n^b \bar{\Pi}_{ab} - \nabla_{\n}^{d-2} n^a \nabla^b \bar{\Pi}_{ab} \\
\equiv \nabla_{\n}^{d-1} n^a n^b \bar{\Pi}_{ab} - \nabla_{\n}^{d-2} n^a \nabla^b \bar{\Pi}_{ab} \\
\equiv \nabla_{\n}^{d-2} \left[ 2n^c (\nabla_{\n} n^b) \bar{\Pi}_{ab} - n^a \nabla^b \bar{\Pi}_{ab} \right] \\
\equiv \nabla_{\n}^{d-2} \left[ n(a \bar{\Pi}_{bc} \nabla^b) (1 - 2s \rho + s^d B) - \nabla_{\n}^{d-2} n^a \bar{\Pi}_{ab} + (\nabla_{\n}^2 n^a) \bar{\Pi}_{ab} \right] \\
\equiv \nabla_{\n}^{d-2} \left[ \K - n \cdot (\bar{\Pi})^2 \cdot n - n \cdot \nabla_{\n} \cdot n \cdot \bar{\Pi}^c + s \bar{\Pi}_{ab} (n^a n^c B_{cb} - 2n^a (\nabla_{\n}^2 B)) \right].
\]
From Lemma 2.2, we have that if $\bar{\Pi}^c = O(\sigma^{d-2})$, then $n \cdot \bar{\Pi}^c \equiv O(s^{d-1})$ and $\nabla_{\n}^2 \cdot n \cdot \bar{\Pi}^c = O(s^{d-1})$, and thus $B \equiv 0$.

To complete the proof, we must show that there exists some $(M^d, \gamma, \sigma) \in \text{APE}_{d-4}$ but $(M^d, \gamma, \sigma) \notin \mathcal{W}_d$. In particular, we consider hypersurface embedding with $\bar{\Pi}^c = O(\sigma^{d-3})$ but $\bar{\Pi}^c \neq O(\sigma^{d-2})$. Observe from Equation (2.7) and Remark 2.3 that
\[
\nabla_{\n}^{d-2} \cdot n \cdot \bar{\Pi}^c \equiv (d - 2) \nabla_{\n}^2 \cdot \nabla_{\n}^{d-3} \bar{\Pi}^c + \text{ltots}_{d-4}(\bar{\Pi}^c).
\]
Hence because $\bar{\Pi}^c = O(\sigma^{d-3})$, we have that
\[
\nabla_{\n}^{d-2} \nabla_{\n}^2 \cdot n \cdot \bar{\Pi}^c \equiv (d - 2) \nabla_{\n}^2 \cdot \nabla_{\n} \cdot \nabla_{\n}^{d-3} \bar{\Pi}^c,
\]
and hence
\[
\frac{d}{2} B \equiv -(d - 2) \left( \nabla_{\n}^2 \cdot \bar{\Pi}^c + \bar{\Pi}_{ab} \right) \nabla_{\n}^{d-3} \bar{\Pi}_{ab}.
\]
Using the Fialkow–Gauss equation of [15] and noting that the Fialkow tensor vanishes when $d \geq 5$ because $\bar{\Pi}^c = O(\sigma^{d-3})$, it then follows that
\[
\frac{d}{2} B \equiv -(d - 2) \left( \bar{\Pi}_{ab} + \nabla_{\n} \bar{\Pi}^c + \bar{\Pi}_{ab} \left( \nabla_{\n}^{d-3} \bar{\Pi}_{ab} \right) \right).
\]
We can construct an explicit example to show that such a hypersurface embedding with $\bar{\Pi}^c = O(\sigma^{d-3})$ but $B_d = 0$. To do so, let $U \subset M$ be a neighborhood of $\Sigma$ and work in a choice of scale $\gamma = [g, s]$ such that in a set of local coordinates $(s, y, x^2, \ldots, x^{d-1})$, we have that on $U$ the metric representatives takes the form
\[
g = ds^2 + 2s^{d-3} f(y) ds \odot dy + dy^2 + dx^i dx_i,
\]
for $i = 1, \ldots, d - 2$. In this choice of scale, the hypersurface is flat and a tedious but straightforward calculation shows that $\bar{\Pi}^c = O(s^{d-3})$ but $\bar{\Pi}^c \neq O(s^{d-2})$, and further that $B_d \propto \partial_y^2 f(y) \neq 0$.

In the $d = 4$ case, we can also check using the same example. Using the same embedding described above, we have that $\bar{\Pi}^c = O(s)$ but $\bar{\Pi}^c \neq O(s^2)$. Furthermore, using the result for $B_4$ in [9], we can directly compute the Willmore invariant and find that
\[
B_4 = \frac{1}{16} \left( \left( \partial_y f \right)^2 + \partial_y^2 f \right).
\]
And hence is nonzero for some function $f(y)$. This completes the proof. \qed

3.1. Fundamentals forms in even dimensions. The proof of Theorem 1.1 suggests that not only can the Willmore invariant be written in terms of some set of normal derivatives of $\bar{\Pi}^c$ but it specifies exactly how this can be done. Given the conditionality of the canonical nth fundamental form for $\frac{d-3}{2} \leq m \leq d - 1$ described in the previous section, it is not clear that we can always characterize the Willmore invariant in terms of the fundamental forms. However, results on normal derivative operators from [12] suggest that when $d$ is even, for every $2 \leq m \leq d$, a normal derivative operator exists to produce an nth fundamental form unconditionally. However, an exceptional case arises in the construction of a dth fundamental form: even though the required normal derivative operator exists to naively produce such a tensor, there is an exceptional identity that forces the transverse order of the candidate tensor to be lower than expected. Note that
their results only provide normal derivative operators acting on scalars, so we generalize their work in Theorem 3.4 to construct normal derivative operators on general tractor tensors.

First, we record a result directly from [12, Proposition 5.8]:

**Lemma 3.3.** Let \( k \in \mathbb{Z}_+ \) be given. Then, there exists a family of conformally invariant operators \( \delta_k : \Gamma(\mathcal{T}^\Phi[w]) \rightarrow \Gamma(\mathcal{T}^\Phi[w-k])\Sigma \) defined by

\[
\delta_k := N^{A_2} \cdots N^{A_k} \delta_R D_{A_2} \cdots D_{A_k},
\]

with transverse order \( k \) so long as

\[
w \notin \left\{ \frac{2k-1-d}{2}, \frac{2k-2-d}{2}, \ldots, \frac{k+1-d}{2} \right\}.
\]

Here \( \delta_R : \Gamma(\mathcal{T}^\Phi M[w]) \rightarrow \Gamma(\mathcal{T}^\Phi M[w-1])\Sigma \) and is defined by \( \delta_R := \nabla_a - w H \).

We now provide a generalization of [12, Theorem 5.16].

**Theorem 3.4.** Let \( J, k \in \mathbb{Z}_+ \) such that \( 0 < J \), \( 0 < k < d/2 \) and let \( d \) be even. Then, there exists a family of conformally invariant differential operators \( \delta^\Phi_{J,k} : \Gamma(\mathcal{T}^\Phi M[w]) \rightarrow \Gamma(\mathcal{T}^\Phi M[w-k-J])\Sigma \) determined as follows. For \( k \leq J \),

\[
\delta^\Phi_{J,k} = N^{A_1} \cdots N^{A_k} \delta_j P^{\Phi A_1 \cdots A_k}.
\]

For \( k > J \), then \( \delta_{J,k} \) is determined by the equation

\[
(d + 2w - 2k)\delta^\Phi_{J,k} = N^{A_1} \cdots N^{A_k} \delta_j P^{\Phi A_1 \cdots A_k}.
\]

When \( w = k - d/2 \), \( \delta^\Phi_{J,k} \) has transverse order \( J + k \).

**Proof.** We follow the proof of [12, Theorem 5.16]. That proof relies on several results that require generalization to arbitrary tractor tensor structures; specifically, it directly requires [12, Lemma 5.7, Proposition 5.14, and Lemma 5.15]. Of these results, [12, Lemmas 5.7 and 5.15] already apply to arbitrary tractors, whereas [12, Proposition 5.14] only applies to scalars and directly relies on [12, Proposition 5.10], which also only applies to scalars. [12, Proposition 5.10], in turn, relies on [11, Proposition 4.5], which is a result on scalars. Thus, the proof this theorem effectively amounts to generalizing [11, Proposition 4.5] to arbitrary tensor structures and then following this result through the aforementioned steps. The generalization of [12, Proposition 4.5] is given in Proposition 4.3 and the generalizations of [12, Propositions 5.10, 5.14] are given in Propositions 4.1 and 4.5 respectively. See Section 4 for these results.

Such an operator \( \delta^\Phi_{J,k} \) is defined on any particular tractor bundle \( \mathcal{T}^\Phi M[w] \), so we will drop the superscript \( \Phi \) when the tensor structure is clear from context. A simple consequence of this theorem is the following alternative construction of canonical fundamental forms in even dimensions:

**Definition 3.5.** Let \( d \) be even and \( m \) be an integer satisfying \( 3 \leq m \leq d - 1 \). Then the canonical fundamental form \( \mathfrak{III} \) is defined by

\[
\mathfrak{III}^{ab} := \begin{cases} 
(q^* \circ \bar{r} \circ \bar{r} \circ \delta_{m-2})(P_{\Lambda \beta}) & m \leq \frac{d+2}{2} \\
(q^* \circ \bar{r} \circ \bar{r} \circ \delta_{m-\frac{d+2}{2}})(P_{\Lambda \beta}) & m > \frac{d+2}{2}.
\end{cases}
\]

We need to check that this definition is correct, given that an \( m \)th fundamental form is defined to be a symmetric trace-free rank-2 tensor with weight \( 3 - m \) and transverse order \( m - 1 \).

**Proposition 3.6.** Let \( d \) be even. Then for each \( m \in \mathbb{Z}_{\geq 2} \) with \( m \leq d - 1 \), the \( m \)th canonical fundamental form is a fundamental form.
Proof. First we must check that $\mathbb{III}$ is well-defined. Note that the operator $\bar{r}$ is only ill-defined when $w \in \{0, -1, -\frac{d-1}{2}, - \frac{d+1}{2}, -2 - \frac{d-1}{2}\}$. Because $\frac{d-1}{2}$ is not an integer and the weights of $\delta_k(P_{AB})$ and $\delta_{AB}(P_{AB})$ are integers (because the weight of $P_{AB}$ is $-1$), it is clear that application of $\bar{r}$ is permitted in Definition 3.3.

We next check that $\mathbb{III}$ has weight $3 - m$ as required. Observe that, because $\text{Im} \bar{r} \subset \ker X$, for generic $T \in \Gamma((\otimes^2 T^\ast \Sigma[w])$, we have that $(\bar{q}^\ast \circ \bar{r})(T_{AB}) \in \Gamma((\otimes^2 T^\ast \Sigma[w + 2])$. So, by construction, $\mathbb{III}$ has weight $3 - m$.

Finally, we must verify that $\mathbb{III}$ has transverse order $m - 1$. Because the weight of $P_{AB}$ is $-1$, for $m \leq \frac{d-2}{2}$, we can easily check (for even $d$) that $\delta_{m-2}$ has transverse order $m - 2$ as per Lemma 3.3. Similarly, we can verify from Theorem 3.3 that the transverse order of $\delta_{m-2}$ is $m - 2$.

Now we need only verify that the remainder of the definition of $\mathbb{III}$ does not change the transverse order. To check this, suppose that $\mathbb{II}^e = O(\sigma^{m-2})$. Then, because $m - 2 \leq d - 2$, from Lemma 2.4 and Equation (2.8), we have that $\nabla \cdot \mathbb{II}^e = O(\sigma^{m-2})$. However, observe heuristically from Equation (2.1) that the action of the tractor connection on a lower slot either moves the slot “up” or applies a derivative. Indeed, for $\bar{\mathbb{II}}^e = O(\sigma^{m-2})$, one can verify by direct computation and Lemma 2.4 that the projecting part of $\nabla_n^{m-2}P_{AB}$ is indeed $\nabla_n^{m-2}\bar{\mathbb{II}}^e$. Therefore, for arbitrary $\mathbb{II}^e$, all of the terms correcting $(\bar{q}^\ast \circ \bar{r} \circ \bar{\mathbb{II}}^e)(\nabla_n^{m-2}P_{AB})$ must be of lower transverse order than $\nabla_n^{m-2}\bar{\mathbb{II}}^e$, i.e.

$$(\bar{q}^\ast \circ \bar{r} \circ \bar{\mathbb{II}}^e)(\nabla_n^{m-2}P_{AB}) = \alpha \bar{\mathbb{II}}^e + \text{ltots}_{m-3}(\mathbb{II}^e),$$

for some non-zero $\alpha$. From [5, Proof of Corollary 4.9], we have that

$$\bar{\mathbb{II}}^e = \frac{d-m}{2(d-2)}(\bar{\mathbb{II}}^{m-1}g_{ab}),$$

and hence has transverse order $m - 1$ for $m \leq d - 1$. This completes the proof. $\square$

Remark 3.7. This theorem proves the implicit conjecture in [5] that, for $d$ even, there exists an $n$th conformal fundamental form for every integer $2 \leq n \leq d - 1$. Furthermore, fundamental forms $\mathbb{III}$ with $m \geq d + 1$ can also be defined using the above result (as well as an extension of Lemma 2.4). In particular, by uniqueness of the fundamental forms, the tracefree hypersurface projection of the Fefferman-Graham obstruction tensor [7, 8] of $(M^d, c)$ is $d + 1$. As a first example, the Fefferman-Graham obstruction tensor in four dimensions is the Bach tensor whereas according to [5], in four dimensions we have that $\mathbb{V} = B_{(ab)}^T$.

Because such fundamental forms exist, going forward we will represent by $\mathbb{III}$ a normalized conformal fundamental form such that it has identical structure to the $n$th canonical fundamental form defined above but its leading derivative structure has a coefficient of 1, so that $\mathbb{III} = \nabla_n^{m-2}\bar{\mathbb{II}}^e + \text{ltots}_{m-3}(\mathbb{II}^e)$.

Also observe that even though the operator $\delta_{\frac{d+1}{2}}$ has transverse order $d - 2$, the calculation in the above proof shows that

$$\nabla_n^{d-2}\bar{\mathbb{II}}^e_{ab} \equiv \text{ltots}_{d-2}(g_{ab}),$$

which shows that the implied construction of the $d$th fundamental form above is tenable. An alternative construction, using a conformally-invariant extension of $\mathbb{III}$ given by

$$\mathbb{III}^e_{ab} := W_{abmn} + 2\sigma C_{n(ab)} - \frac{\sigma^2}{d-2}B_{ab},$$

yields the same phenomenon when attempting to construct the $d$th fundamental form for $d \geq 6$ even. Indeed, in a choice of scale where $|ds|^2 = 1$ and a choice of coordinates $(s, y^1, \ldots, y^{d-1})$, we have that

$$\bar{\mathbb{II}}^e = \frac{d-m-3}{2(d-2)(d-4)}\partial_s^{m+2}g_{ab} + \text{ltots}_{m+1}(g_{ab}),$$

so that for $d \geq 6$,

$$\nabla_n^{d-3}\bar{\mathbb{II}}^e_{ab} = \text{ltots}_{d-2}(g_{ab}).$$
However, in $d = 4$, the fourth fundamental form $IV$ is constructible because the leading derivative has a removable singularity at $d = 4$, and thus we can define

\[ IV := (\hat{q}^* \circ \hat{r} \circ \hat{\nabla} \circ \delta_R \circ \hat{q})(\hat{\nabla}^e)\].

**Remark 3.8.** The above alternative construction of fundamental forms (using an extension of $\hat{\nabla}$) suggests that the higher conformal fundamental forms only exist on conformal manifolds that are not conformally flat. 

For generally curved conformal manifolds $(M, c)$ in even dimensions, the cancellation of the leading derivative term on $g_{ab}$ suggests that there exists no conformal fundamental form $\hat{\nabla}$ so long as $\hat{\nabla}^e \neq 0, \ldots, \hat{\nabla}^e_{d-3} \neq 0$. At present we have no evidence for or against the existence of $d$th fundamental forms and leave this as an open question.

A consequence of the proof of Theorem 3.7 follows from Definition 3.5 in even dimensions.

**Corollary 3.9.** Let $(M^d, \gamma, \sigma)_c$ specify a conformally embedded hypersurface with $d \geq 4$ even. Then, the Willmore invariant $B_d$ has transverse order $d - 1$ and can be expressed in such a way that each term contains at least one of the set $\{ \hat{\nabla}^e, \hat{\nabla}^e_{d-3}, \hat{\nabla}^e_{d-5} \}$ with a non-zero coefficient and $B_d$ can be written to explicitly depend polynomially on each element of the set.

**Proof.** We first check that Corollary 3.5 holds for $d = 4$. From an explicit formula in [9], we see that $B_4$ contains exactly one term that contains $\hat{C}_{nab}^\top$, which has transverse order 3. Further we note that $B_d$ can be written in a way such that each term contains at least one of $\hat{\nabla}^e, \hat{\nabla}^e_{d-3}, \hat{\nabla}^e_{d-5}$. However, note that $\hat{C}_{nab}^\top = \hat{\nabla}^e_{nab} + \text{lots}_0(P_{ab})$, so the corollary holds.

Now suppose that $d \geq 6$. We check that the transverse order of $B_d$ is $d - 1$ first. From the proof of Theorem 3.7 the terms with leading normal derivatives on $\hat{\nabla}^e$ are $\hat{\nabla}^{d-2}_n (K_c - s \hat{\nabla}^e \cdot P)$. Observe that $\hat{\nabla}^{d-2}_n K_c = \hat{\nabla}^{d-2}_n \hat{\nabla}^e \cdot \text{lots}_d(\hat{\nabla}^e)$. However, from Equation (3.1) we see that the leading transverse order term of this expression vanishes. So we need only consider $\hat{\nabla}^{d-2}_n (s \hat{\nabla}^e \cdot P)$. A direct calculation shows that this expression has transverse order $d - 1$. But because this is the only term in $B_d$ with that transverse order, we have that $B_d$ has transverse order $d - 1$.

From the proof of Theorem 3.7 it is clear that each term can be expressed in terms of some operator acting on $\hat{\nabla}^e$ and hence from Proposition 3.6 and Lemma 2.3 can be expressed in terms of a canonical fundamental form—with the exception of terms with transverse order $d - 1$. In particular, for any integer $\ell$ satisfying $0 \leq \ell \leq d - 3$, we have that

\[
\hat{\nabla}^{\ell}_n \hat{\nabla}^e \overset{\Delta}{=} \hat{\nabla}^{\ell+2}_n + \text{lots}_{d-1}(\hat{\nabla}^e).
\]

As noted above, the term with transverse order $d - 1$ only arises in the product $\hat{\nabla} \cdot \hat{\nabla}^{d-3}_n P$, and hence we can characterize that term by $\hat{\nabla}^{d-3}_n P$. Thus, we have that each summand in $B_d$ contains at least one element of the set $\{ \hat{\nabla}^e, \hat{\nabla}^e_{d-3}, \hat{\nabla}^e_{d-5} \}$.

It now remains to show that $B_d$ can be written in such a way that it explicitly depends on each element of the set $\{ \hat{\nabla}^e, \hat{\nabla}^e_{d-3}, \hat{\nabla}^e_{d-5} \}$ with a non-zero coefficient. A key observation is that only the terms in $B_d$ of the form $\hat{\nabla}^{d-2}_n (K_c - s \hat{\nabla}^e \cdot P)$ can contain terms that are a product of exactly two elements from this set. One way to see this is that $\hat{n} \cdot \hat{\nabla}^e \hat{\nabla}^e$ can be written in terms of $\hat{\nabla}^e \cdot \hat{\nabla}^e$, and that derivative cannot be eliminated by any manipulations. So we now consider an expansion of this difference:

\[
\hat{\nabla}^{d-2}_n (K_c - s \hat{\nabla}^e \cdot P) \overset{\Delta}{=} \sum_{k=0}^{d-3} \binom{d-2}{k} (\hat{\nabla}^k \hat{\nabla}^e \cdot (\hat{\nabla}^{d-k-2}_n \hat{\nabla}^e) - (d - 2) \sum_{k=0}^{d-3} \binom{d-3}{k} (\hat{\nabla}^k \hat{\nabla}^e \cdot (\hat{\nabla}^{d-k-3}_n \hat{\nabla}^e) + \text{more},
\]

\[
(3.3)
\]

**Remark.**
where more contains no terms quadratic in elements of the set \( \{ \nabla_n^m \hat{\Pi}^a, \nabla_n^p P \}_{m, p} \) for \( 0 \leq m \leq d - 2 \) and \( 0 \leq p \leq d - 3 \). Before we proceed, note that the term of the form \( P \nabla_n^{d-3} \hat{\Pi}^c \) in the display above can be paired with \( \nabla^\top \nabla^\top \nabla_n^{d-3} \hat{\Pi}^c \) (resulting from manipulating the term \( \nabla_n^{d-2} \nabla^\top \nabla_n^m \hat{\Pi}^c \)) to form a conformal invariant. In particular, observe that the operator \( L \) defined in (3.9) by

\[
\Gamma(\hat{\Pi}^a \nabla^b + \hat{\Pi}^a b)_{ab} \in \Gamma(\hat{\Sigma}^d \hat{\Pi}^c) 
\]

is conformally invariant on weight \( 4 - d \) densities, which is precisely the weight of \( \frac{d}{2} - 1 \). But the leading term of \( \nabla_n^{d-3} \hat{\Pi}^c \) is indeed \( \frac{d}{2} - 1 \) as per Equation (3.2), so the leading term of

\[
(\nabla^\top a + \hat{\Pi}^a) \nabla_n^{d-3} \hat{\Pi}^c 
\]

is precisely \( L \left( \frac{d}{2} - 1 \right) \). Thus, \( B_d \) contains a term of the form \( L \left( \frac{d}{2} - 1 \right) \) which absorbs the term of the form \( P \nabla_n^{d-3} \hat{\Pi}^c \). Thus, from Equation (3.3), we are only interested in the terms

\[
\sum_{k=0}^{d-2} \binom{d-2}{k} (\nabla_n^k \hat{\Pi}^c) \cdot (\nabla_n^{d-k-2} \hat{\Pi}^c) - (d - 2) \sum_{k=0}^{d-4} \binom{d-4}{k} (\nabla_n^k \hat{\Pi}^c) \cdot (\nabla_n^{d-k-3} P). 
\]

We now work in the scale where \( |ds|_g = 1 \) and choose a set of coordinates \( (s, y^1, \ldots, y^{d-1}) \), so that

\[
\nabla_n^m \hat{\Pi}^a = \frac{d-m-2}{2(d-2)} \partial^{m+1}_s g_{ab} + \text{ltots}_{m-2}(g)_{ab} \\
abla_n^m P_{ab} = \frac{1}{2(d-2)} \partial^{m+2}_s g_{ab} + \text{ltots}_{m+1}(g)_{ab}. 
\]

Applying the above display to Display (3.3) and keeping only terms quadratic in \( \partial^m_s g \), we have

\[
\frac{1}{4} (\partial^0_s g) \cdot (\partial^{d-1}_s g) + \frac{d-1}{4(d-2)} (\partial^2_s g) \cdot (\partial^{d-2}_s g) + \frac{1}{d} \sum_{k=2}^{d-4} \binom{d-4}{k} (\partial^{k+1}_s g) \cdot (\partial^{d-k-1}_s g). 
\]

The definition of a fundamental form is a conformally-invariant rank-2 tensor of the appropriate weight and transverse order. Because \( B \) is conformally invariant, a consequence of Equation (3.2) is that we must be able to express the above display in terms of quadratic products of fundamental forms of the form \( \frac{n}{2} - k, \frac{d}{2} - k \) plus subleading terms—with the exception of the term with transverse order \( d - 1 \). But because none of the coefficients vanish for \( d \geq 4 \) in the above display, the corresponding coefficients for \( \frac{d}{2} - k, \frac{d}{2} - k \) must also not vanish for each product for \( 1 \leq k \leq d - 3 \). For the same reason as the terms quadratic in fundamental forms, the one remaining term, of the form \( \frac{1}{4} (\partial^0_s g) \cdot (\partial^{d-1}_s g) \) can be written in the form \( \Pi \nabla_n^{d-3} P \) plus subleading terms with a non-zero coefficient. Thus, \( B_d \) can be written so that it explicitly depends on every element of the set \( \{ \Pi, \ldots, \Pi, \hat{\nabla} \nabla_n^{d-3} P \} \) with a non-zero coefficient. This completes the proof.

\[\Box\]

**Remark 3.10.** Much of the argument in the proof of Corollary 3.9 follows when \( d \geq 5 \) is odd. In that case, for \( n \geq \frac{d+3}{2} \), the fundamental forms are only conformally-invariant when \( m = 0 \) for each \( 2 \leq m < \frac{d+3}{2} \). Nonetheless, the higher transverse derivative terms \( \nabla_n^k \hat{\Pi}^c \) still appear in \( B_d \), so a similar statement as the above corollary would hold in terms of what may be called pre-fundamental forms—tensors that are not conformally-invariant but become conformally-invariant when \( m = 0 \) for each \( m \) in the range \( 2 \leq m < \frac{d+3}{2} \).

\[\square\]

### 4. Proof of Theorem 3.4

Our goal in this section is to prove the necessary results to generalize [12, Theorem 5.16] and hence prove Theorem 3.4. Most of the required proofs go through without significant changes to the original scalar proofs, so we summarize the work of [11, 12] and provide details only when necessary.
To prove Theorem 4.1 we rely on a construction known as the ambient construction, first introduced by Fefferman and Graham in [7]. We now briefly summarize the key ingredients of the ambient construction. For more detail, see [11].

Given a conformal manifold \((M^d, c)\), the conformal class of metrics can be viewed as a ray subbundle \(\pi: Q \to \tilde{M}\) of metrics on \(\tilde{M}\). The natural \(\mathbb{R}_+\) action, denoted by \(\rho\) and parametrized by \(t\), on an element of this ray subbundle then is \(\rho_t(x, g_\pi) = (x, t^2 g_\pi)\). This subbundle carries with it a tautological symmetric 2-tensor \(g_\pi:= \pi^* g\) at some point \((x, g_\pi) \in Q\) which obeys \(\rho_t^\pi (g_\pi) = t^2 g_\pi\). The associated ambient manifold then is a \(d + 2\)-dimensional manifold \(\tilde{M}\) (with signature \((d+1, 1)\)) given by \(Q \times (-1, 1)\) with the \(\mathbb{R}_+\) action on \(Q\) naturally extended to \(\tilde{M}\). We denote by \(X\) the infinitesimal generator of the \(\mathbb{R}_+\) action and we will denote by \(Q\) the defining function for \(Q\).

The metric \(h\) on \(\tilde{M}\) is defined such that \(h\) pulls back to \(g_\pi\) on \(Q\) and has the same homogeneity property, i.e. \(\rho_t^\pi h = s^2 h\). Further, we demand that the corresponding Ricci curvature \(\text{Ric}\) vanishes to the maximal possible order. In particular, because we are only interested in the even dimensional case, a result of [7] implies that we can at most uniquely determine \(h\) to order \(O(Q^{d/2})\). Note that this fixes \(R\) (the ambient Riemann curvature) and \(\text{Ric}\) uniquely to order \(O(Q^{d/2-2})\).

Given this construction, there exists a injective relationship between certain operators and tensors on in \(\tilde{M}\) and tractors. It is this relationship that underlies the proofs given in [11] which are required here. For a homogeneous weight \(w\) tensor field \(T\) of type \(\Phi\) on \(\tilde{M}\), we will denote the section space by \(\Gamma(\tilde{T}^k M(w))\), using similar notation as that used for tractors due to the injective relationship just described. In particular, the ambient operator given by

\[
D_A := \nabla_A(d + 2\nabla_X - 2) + X_A \Delta
\]

maps to the Thomas-\(D\) operator and

\[
\Delta|_Q : \Gamma(\tilde{T}^k \tilde{M}(1 - d/2))|_Q \to \Gamma(\tilde{T}^k \tilde{M}(-1 - d/2))|_Q
\]

maps to the Yamabe operator \(\Box\), defined according to \(D_A = -X_A \Box\) when acting on tractors with weight \(1 - d/2\). The fundamental vector field \(X\) maps to \(X\), \(h\) maps to the tractor metric \(h\), and \(R\) maps to the \(W\)-tractor.

A key result is the straightforward generalization of [11] Proposition 4.1 (which in turn is a rewriting of [17] Proposition 2.3). Note that the result directly generalizes with no changes.

**Proposition 4.1** (Generalization of Proposition 4.1 of [11]). For \(n\) even and \(k\) an integer satisfying \(0 < k < n/2\), let \(T \in \Gamma(\tilde{T}^k \tilde{M}(2-k\cdot d/2))\) with a homogeneous extension \(\tilde{T}\) to \(\tilde{M}\). Then \(\Delta^k \tilde{T}|_Q\) depends only on \(T\) and the conformal structure on \(M\) but not on the choice of extension \(\tilde{T}\) nor on any choices in the ambient metric. Thus the operator

\[
\Delta^k : \Gamma(\tilde{T}^k \tilde{M}(k - d/2))|_Q \to \Gamma(\tilde{T}^k \tilde{M}(-k - d/2))|_Q
\]

is conformally invariant and descends to a natural conformally invariant differential operator on tractors

\[
P^k_{2k} : \Gamma(\tilde{T}^k M(k - d/2)) \to \Gamma(\tilde{T}^k M(-k - d/2))
\]

The operators \(P_{2k}\) are known as GJMS operators, named after Graham, Jenne, Mason, and Sparling, who demonstrated their existence. This result completes the injection that we require to relate ambient calculus to the tractor calculus.

We need one more technical lemma from [11], so it is recorded here for later use:

**Lemma 4.2** (Lemma 4.4 of [11]). Suppose \(t + u \leq d/2 - 3\) for \(d\) even. Then on \(Q\) there is an expression for \(\nabla^u \Delta^w R\) as a partial contraction polynomial in \(D, R, X, h\), and its inverse. This expression is rational in \(d\) and each term is of degree at least 1 in \(R\).

With Proposition 4.1 and Lemma 4.2 we can characterize a tractor formula for the GJMS operators using the ambient construction. The proof of this result follows the proof of [11] Theorem 4.5] closely.
Proposition 4.3 (Generalization of Proposition 4.5 of [11]). Let \( k < d/2 \) with \( d \) even. For any tractor \( T \in \Gamma(T^p\mathcal{M}[k-d/2]) \),
\[
X_A \cdots X_{A_{k-1}} P_{A_B} T = (-1)^{k-1} \square D_{A_1} \cdots D_{A_{k-1}} T + \Psi_{A_1 \cdots A_{k-1}} C D_C T,
\]
where \( \Psi \) is some tractor operator operator
\[
\Psi_{A_1 \cdots A_{k-1}} C : \Gamma(T^p\mathcal{M}[k-1-d/2]) \to \Gamma(T^p_{A_1 \cdots A_{k-1}} M[-1-d/2]),
\]
that can be written as a contraction polynomial in \( D_A, W_{ABCD}, X_A, h_{AB}, \) and \( h^{AB} \), with each term being of order at least 1 in \( W_{ABCD} \).

**Proof.** The proof of this result follows the discussion (beginning on page 36) in [11]. The strategy will be to find a relationship between ambient operators and then descend to their corresponding tractor counterparts.

Given the ambient construction described above for an even dimensional base manifold \( \mathcal{M} \), we fix an integer \( 0 < k < d/2 \) and a homogeneous ambient tensor \( T \), fixed along \( Q \), of weight \( k-d/2 \) with an arbitrary extension, also labeled by \( T \). Then, we consider the ambient expression \( \Delta D_{A_1} \cdots D_{A_{k-1}} T \). Our goal will be to rearrange terms so that we have
\[
\Delta D_{A_1} \cdots D_{A_{k-1}} T = (-1)^{k-1} X_A \cdots X_{A_{k-1}} \Delta^k T + \text{curvature terms}.
\]
Observe that \( \nabla X \) acting on a homogeneous tensor \( T \) of weight \( w \) is \( wT \), so we can write
\[
\Delta D_{A_1} \cdots D_{A_{k-1}} T = \Delta(2\nabla_{A_{k-1}} - X_{A_{k-1}} \Delta) \cdots (2(k-1)\nabla_{A_1} - X_{A_1} \Delta) T.
\]
Our first step is to expand this display and then commute all of the \( X \)s to the left of any \( \nabla \)s and \( \Delta \)s using the identities [\( \nabla_A, X_B \) = \( h_{AB} \) and \( [\Delta, X_A] = 2\nabla_A \)]. Our next step will be to commute all \( \Delta \)s to the right of any \( \nabla \)s; doing so requires the following operator identity:
\[
\begin{align*}
\Delta \nabla_{A_1} \cdots \nabla_{A_\ell} &= \nabla_{A_1} \cdots \nabla_{A_\ell} \Delta \\
&= 2R^{C_{A_1}}_{A_2} \nabla_{A_2} \cdots \nabla_{A_\ell} \\
&+ 2\nabla_{A_1} R^{C_{A_2}}_{A_3} \nabla_{A_3} \cdots \nabla_{A_\ell} \\
&+ \cdots \\
&+ 2\nabla_{A_1} \cdots \nabla_{A_{k-1}} R^{C_{A_k}}_{A_{k+1}} \nabla_{A_{k+1}} + O(Q^{d/2-\ell-1}),
\end{align*}
\]
where \( R_{AB} C^C_D V^D = R_{AB} C^C_D V^D \) and \( \Delta \) extends naturally as a derivation. Note that this identity holds to order \( O(Q^{d/2-\ell-1}) \) because \( R \) is only determined uniquely to order \( O(Q^{d/2-2}) \). Going forward, we will use the simplifying notation of [11], which loses the details of contractions and coefficients in exchange for symbolic brevity. For example, applying the Leibniz rule, we can write the result in Equation (4.2) as
\[
\Delta \nabla^\ell = \nabla^\ell \Delta + \sum (\nabla^p R) \nabla^q,
\]
where each term on the right-hand side of the above equation has \( q \geq 1 \) and \( p + q = \ell \). Observe from simple counting that any term of the form \( \Delta \nabla^\ell \) appearing in Equation (4.2) has \( \ell < k \), so because \( k < d/2 \), we have that using Equation (4.2) is valid in all cases here. In order to further simplify our results, we need another identity, which applies for any expression \( E \):
\[
\Delta(\nabla^\ell \Delta^\alpha R) E = (\Delta \nabla^\ell \Delta^\alpha R) E + (\nabla^\ell \Delta^\alpha R) \Delta E + (\nabla^{\ell+1} \Delta^\alpha R) \nabla E.
\]
Recall from [11] Proposition 4.3 that for a conformally flat structure, if \( T \in \Gamma(T^\delta \tilde{M} (k-d/2)) \), then
\[
\Delta D_{A_{k-1}} \cdots D_{A_1} T = (-1)^{k-1} X_{A_{1}} \cdots X_{A_{k-1}} \Delta^k T.
\]
Therefore, except the term \((-1)^{k-1} X_{A_{1}} \cdots X_{A_{k-1}} \Delta^k \), all of the terms remaining after commuting \( X \)s to the left except must contain at least one curvature \( R \) (because \( R \) vanishes for conformally flat structures). Thus, we can write
\[
\Delta D_{A_1} \cdots D_{A_{k-1}} T = (-1)^{k-1} X^{k-1} \Delta^k T + \sum h^s T^s (\nabla^{p_1} \Delta^{s_1} R) \cdots (\nabla^{p_n} \Delta^{s_n} R) \nabla^s \nabla^T,
\]
where \( n \geq 1 \) for each term on the right-hand side.
We now apply some counting arguments to check that our expression is uniquely determined. With the exception of the application of Equation (4.3), all of the identities we have applied cannot increase the sum of the number of $\nabla$, $\Delta$, and $\tilde{R}$, represented by $n + q + r$. On the other hand, Equation (4.3) increases $q + r$ by at most one at the cost of one $\Delta$ acting from the left. However, we had at most $k$ such symbols initially, so we observe that $n + q + r \leq k$ and hence $k - q - r \geq 1$. Put another way, $q + r < d/2 - 1$. Because $\nabla$ is determined modulo terms of order $O(Q^{d/2-1})$ and $\Delta$ is determined modulo terms of order $O(Q^{d/2-1})$, and because $\|\Delta, Q\| = 2(d + 2\nabla X + 2)$, we have that the operator $\nabla^q \Delta^r$ is uniquely determined modulo terms of order $O(d/2 - q - r)$. Thus, $\nabla^q \Delta^r$ as an operator on $T$ is uniquely determined along $Q$.

Further, observe that because there is always at least one $\nabla$ on the right in Equation (4.2), we have that $q \geq 1$, and so at most $q - 1$ $\nabla$s on $T$ can come from Equation (4.3) or from the application of the typical Leibniz rule. Thus, $p_i + r_i \leq q - 1$, because the Leibniz rule and Equation (4.3) are the only way to get more derivatives on $R$. But because $k - q - r \geq 1$ and $r \geq 0$, we have that $p_i + r_i + 2 \leq k$ and hence $p_i + r_i < d/2 - 2$. Thus, by a similar argument as above, $\nabla^{p_i} \Delta^{r_i} R$ is determined uniquely up to order $O(Q^{d/2-2})$ and so we have that all of the terms containing curvature are uniquely determined.

A straightforward extension of [17, Proposition 2.2] to general tensor structures implies that, given some homogeneous tensor $T$ of weight $k - d/2$ along $Q$, $T\big|_Q$ uniquely (to order $O(Q^k)$) determines a canonical extension $\tilde{T}$ by requiring that $\Delta \tilde{T} = O(Q^{k-1})$. Thus, to make our calculations easier, we choose $T := \tilde{T}$ that is harmonic in this sense. With this prescription in place, we have that $\nabla^q \Delta^r T = O(Q^{k-r-q})$ and thus vanishes along $Q$. So we will drop all terms in Equation (4.3) with $r > 0$.

A useful identity that holds regardless of tensor type is [11, Equation 42], recorded here for our use. Acting on $\tilde{T} \in \Gamma(T^k \tilde{M} (k - d/2))$, we have that

\[ 2(k - \ell - 1)\nabla^{\ell+1} \tilde{T} = D\nabla^{\ell} \tilde{T} + X \sum (\nabla^p R) \nabla^q \tilde{T} + X \nabla^{\ell} \Delta^r \tilde{T}, \]

where $q \geq 1$ and $p + q = \ell$. Note that this identity follows from Equation (4.2). But because $\Delta \tilde{T} = O(Q^{k-1})$, we can drop the last term on the right-hand side when using this identity. Because $p_i + r_i + 2 \leq k$ and $k < d/2$, we have that $p_i + r_i \leq d/2 - 3$, so we can safely apply Lemma 4.2 and Equation (4.3) to substitute all occurrences of $\nabla$ and $\Delta$ in Equation (4.3) with $D$, $X$, and $R$. Therefore, we can write

\[ (-1)^{k-1} X^{k-1} \Delta^{r} \tilde{T} = \Delta D_{A_1} \cdots D_{A_{k-1}} \tilde{T} + \Psi(\tilde{T}), \]

where $\Psi$ is an operator that is polynomial in $h, X, D, R$ and rational in $d$. Note that $\Psi$ must end in $D$ because $q \geq 1$ everywhere. Then note that each of these operators on the right-hand side descend to their tractor counterparts. From Proposition 4.3 the left-hand side descends to the desired tractor operator $P^{\Phi}_{2k}$ which completes the proof.

For a more detailed exposition, see [11 Section 4].

We now rewrite the operator $\Psi$ in Proposition 4.3 in the following proposition:

**Proposition 4.4** (Generalization of Proposition 5.10 of [12]). Let $k < d/2$ and $d$ even. For any tractor $T \in \Gamma(T^k \tilde{M}[k - d/2])$, there exists a conformally invariant operator

\[ P^{\Phi\Psi}_{A_1 \cdots A_{k-1}} : \Gamma(T^k M[k - d/2]) \to \Gamma(T^\Phi_{A_1 \cdots A_{k-1}} M[1 - d/2]) \]

such that

\[ (-1)^{k-1} X_{A_1} \cdots X_{A_{k-1}} P^{\Phi\Psi}_{2k} T = \Box D_{A_1} \cdots D_{A_{k-1}} T + P^{\Phi\Psi}_{A_1 \cdots A_{k-1}} T, \]

where $P^{\Phi\Psi}_{A_1 \cdots A_{k-1}}$ has a tractor formula, is at least order 1 in $W$, and has weight $-k - 1$.

**Proof.** By identifying $P^{\Phi\Psi}_{A_1 \cdots A_{k-1}}$ with $(-1)^{k-1} \Psi_{A_1 \cdots A_{k-1}} C D_C$, the proposition follows. \qed
Proposition 4.4 directly implies the following proposition:

**Proposition 4.5** (Generalization of Proposition 5.14 of [12]). There exists a family of operators

\[ P_{A_1, \ldots , A_k}^\Phi : \Gamma (T^p M[w]) \to \Gamma (T^p M[w - k]) \]

defined by

\[ P_{A_1, \ldots , A_k}^\Phi T = D_{A_1} \cdots D_{A_k} T - X_{A_1} P_{A_2, \ldots , A_k}^\Phi T \]

for all \( T \in \Gamma (T^p M[w]) \). Then, we have that when \( w = k - d/2 \),

\[ P_{A_1, \ldots , A_k}^\Phi T = (-1)^k X_{A_1} \cdots X_{A_k} P_{-\Phi}^k T. \]

**Proof.** Observe that there exists a tractor formula for \( P_{A_1, \ldots , A_k}^\Phi T \) in terms of \( h, X, D \), and \( W \), so combining that tractor formula with the tractor formula for \( \hat{\Phi} \), so the remainder of the proposition follows from Proposition 4.3 and Proposition 4.4.
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