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Abstract

Several consistency notions are available for a lower prevision \( P \) assessed on a set \( D \) of gambles (bounded random variables), ranging from the well known coherence to convexity and to the recently introduced 2-coherence and 2-convexity. In all these instances, a procedure with remarkable features, called (coherent, convex, 2-coherent or 2-convex) natural extension, is available to extend \( P \), preserving its consistency properties, to an arbitrary superset of gambles. We analyse the 2-coherent and 2-convex natural extensions, \( E_2 \) and \( E_{2c} \) respectively, showing that they may coincide with the other extensions in certain, special but rather common, cases of ‘full’ conditional lower prevision or probability assessments. This does generally not happen if \( P \) is a(n unconditional) lower probability on the powerset of a given partition and is extended to the gambles defined on the same partition. In this framework we determine alternative formulae for \( E_2 \) and \( E_{2c} \). We also show that \( E_{2c} \) may be nearly vacuous in some sense, while the Choquet integral extension is 2-coherent if \( P \) is, and bounds from above the 2-coherent natural extension. Relationships between the finiteness of the various natural extensions and conditions of avoiding sure loss or weaker are also pointed out.
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1 Introduction

Imprecise Probability Theory, as developed in [19, 20] (see also [16, 18]) exploits the notion of coherence as its main consistency concept for an uncertainty measure. The measure is a lower (or upper) probability or, more generally, prevision if applied to an arbitrary set \( D \) of bounded random variables or gambles. The set \( D \) may be also made of conditional gambles such as \( X|B \), with \( X \) (unconditional) gamble and \( B \) non-impossible event. Coherent lower and upper previsions encompass a number of uncertainty models as special cases, including coherent (precise) previsions in the sense of de Finetti [3], classical probabilities, 2-monotone probabilities, coherent risk measures, belief functions and others.

Weaker consistency concepts have been investigated in order to accommodate further uncertainty models into a unit framework. The framework we refer to is the betting scheme (described in Section 2), which goes back to de Finetti’s approach to subjective probability [3] and underlies, with variants, all these concepts. Thus, convex lower previsions were studied in [9], showing that they include convex risk measures and other models.

In a recent paper [12] we introduced two still weaker consistency concepts for conditional lower previsions, 2-convexity and 2-coherence, studying their basic properties in greater detail in [13]. Formally, 2-coherent and 2-convex conditional lower previsions are a broad generalisation of the 2-coherent (unconditional) lower previsions in [19, Appendix B]. Normalised capacities and niveloids are instances of 2-convex lower previsions [13, Section 5].

A fundamental question is to detect which properties from stronger consistency concepts are somehow retained by either 2-convexity or 2-coherence. As shown in [12, 15], a very relevant feature of theirs is that they are endowed with, respectively, a 2-convex and a 2-coherent natural extension. The properties of these extensions, exemplified in Proposition 1, are formally perfectly analogous to those of the natural extension for coherent lower previsions (following Williams’ coherence in the conditional framework [20]) or the convex natural extension for convex conditional previsions [9]. In particular, when finite, they allow extending a lower prevision \( P \) from its domain \( D \) to any larger \( D' \supset D \),
preserving its consistency properties. For instance, the 2-coherent natural extension is 2-coherent on $D'$ if $P$ is so on $D$, and points out which commitments on our evaluation on $D'$ are implied by the evaluation $P$ on $D$. Thus all these natural extensions solve a basic inferential problem.

The main purpose of this paper is to investigate further the features of the 2-coherent and 2-convex natural extension and to compare them with the natural extension for coherent or convex previsions.

A first consideration is immediate: since 2-coherence is weaker than coherence, inferences produced by the 2-coherent natural extension will be generally vaguer than those guaranteed by the coherent natural extension for the same $P$, and similarly with 2-convexity versus convexity or coherence. This points out a drawback of these weak consistency notions and is one reason why, in our view, they should not always be regarded as realistic candidates for replacing coherence or convexity.

Yet, the 2-convex (termed $E_{2c}$) and 2-coherent ($E_2$) natural extensions may be helpful in determining the coherent ($E$) or convex ($E_c$) natural extensions. In fact, there are significant instances where some or all of the four extensions coincide.

After concisely presenting the necessary preliminary notions in Section 2, we investigate one such case in Section 3. Here $P$ is a lower conditional probability assessed in the ‘full’ environment $A_c$ of Definition 3. It is shown in Proposition 6 that the lower Goodman-Nguyen extension, a standard and easy-to-apply procedure investigated in [11], corresponds to the four natural extensions onto any set of conditional events. Hence they coincide, if $P$ is coherent on $A_c$ (Proposition 7). The reader will notice, entering the detail of Section 3, that proofs for its results mostly refer to [11]. The reason for this is that [11] was written before our introducing 2-coherent and 2-convex previsions in [12, 13]. Indeed, one motivation for their introduction was precisely the fact that most proofs in [11] required weaker consistency assumptions than we initially expected.

In Section 4, a lower prevision $P$ is initially defined on a structured set $X|B^\emptyset$ (cf. Definition 2) of conditional gambles, representing a generalisation of a vector space to a conditional environment. Hence we are considering a special, but rather common, situation. In Proposition 8 we give an alternative expression for the coherent natural extension, which is later needed and generalises a result in [19] (cf. Corollary 2). After showing how to ensure finiteness for the relevant natural extensions, Theorems 2, 3, 4 and Corollary 1 present instances where more different extensions coincide. These results are discussed after Theorem 4. The contents of this section deepen those of [15], where proofs were only partly supplied.

In Section 5, $P$ is a lower probability assessment on the set $A(I\!P)$ of events logically dependent on an arbitrary partition $I\!P$ (i.e. the powerset of $I\!P$ in set-theoretical language), and we consider its extensions to the gambles defined on $I\!P$. We first obtain two different formulae for the 2-coherent natural extension $E_2$ (Section 5.1) and two for the 2-convex natural extension $E_{2c}$ (Section 5.2), then discuss them and a further formula for $E_{2c}$ in Section 5.3. It turns out that the formulae operationally simplify the computation of $E_2$, $E_{2c}$ when $I\!P$ is
finite, while in general, for any \( P \) and a gamble \( Z \), \( E_2 \) and \( E_{2c} \) both depend on the assessment of the lower decumulative distribution function of \( Z \), \( P(Z \geq z) \), \( z \in \mathbb{R} \). In this framework, it is also possible to evaluate how vacuous \( E_2 \) may be: for any gamble \( Z \), it holds that \( E_{2c}(Z) \leq \inf Z + 1 \). This lets us guess that equality results for different extensions comparable to those of the previous sections are not to be expected now. And in fact, in Section 5.4 we discuss a different extension for a 2-coherent \( P \), the Choquet integral extension \( C \), showing that it is 2-coherent (Proposition 5) and that \( C \geq E_2 \), the inequality being generally strict. Since it is known that \( C \leq E \), with equality iff \( P \) is coherent and 2-monotone [13], it will generally be the case that \( E > E_2 \). In the discussion following Example 3 we note that the results in Section 5.4 contribute to fixing the role of the Choquet integral extension: next to being a lower bound for \( E \), it is an upper bound for \( E_2 \).

While the assumptions in each of Sections 3, 4, 5 are sufficient for the relevant extensions to be finite, in Section 6 we discuss characterisation for their finiteness (introduced in [8, 13, 19]), in terms of avoiding sure loss and weaker conditions, in an unconditional setting. We provide examples showing that even when some extensions are infinite their partial ordering from Lemma 1 cannot be improved. Section 7 summarizes the paper.

2 Preliminaries

Let \( D \) be an arbitrary set of conditional gambles, that is, the generic element of \( D \) is \( X|B \), with \( X \) gamble (a bounded random variable), \( B \) non-impossible event. A \textit{conditional lower prevision} \( P : D \to \mathbb{R} \) is a real map which, behaviourally, determines the supremum buying price \( P(X|B) \) of any \( X|B \in D \). This means that an agent should be willing to buy, or to bet in favour of, \( X|B \), for any price lower than \( P(X|B) \). The agent’s \textit{elementary gain} from the transaction/bet on \( X|B \) for \( P(X|B) \) is \( I_B(X - P(X|B)) \). Here \( I_B \) is the indicator of event \( B \). Its role is that of ensuring that the purchased bet is called off and the money returned to the agent iff \( B \) does not occur. In the sequel, we shall use the symbol \( B \) for both event \( B \) and its indicator \( I_B \).

2.1 Consistent lower previsions

A generic consistency requirement for \( P \) asks that no finite linear combination of elementary gains on elements of \( D \), with prices given by \( P \), should produce a loss (bounded away from 0) for the agent. We obtain different known concepts by imposing constraints either on the number of terms in the linear combination or on their coefficients \( s_i \):

**Definition 1.** Let \( P : D \to \mathbb{R} \) be a given conditional lower prevision.

a) \( P \) is a coherent conditional lower prevision on \( D \) iff, for all \( m \in \mathbb{N}_0 \), \( \forall X_0|B_0, \ldots, X_m|B_m \in D, \forall s_0, \ldots, s_m \geq 0 \), defining \( S(g) = \bigvee \{B_i : s_i \neq 0 \} \)

\( S(0) = \emptyset \).
\[ G = \sum_{i=1}^{m} s_i B_i(X_i - P(X_i|B_i)) - s_0 B_0(X_0 - P(X_0|B_0)), \]

it holds, whenever \( S(s) \neq \emptyset \), that \( \sup\{G|S(s)\} \geq 0. \)

b) \( P \) is 2-coherent on \( \mathcal{D} \) iff a) holds with \( m = 1 \) (hence there are two terms in \( G \)).

c) \( P \) is convex on \( \mathcal{D} \) iff a) holds with the additional convexity constraint \( \sum_{i=1}^{m} s_i = s_0 = 1. \)

d) \( P \) is 2-convex on \( \mathcal{D} \) iff c) holds with \( m = 1 \), i.e., iff, \( \forall X_0|B_0, X_1|B_1 \in \mathcal{D} \), we have that, defining \( G_{2c} = B_1(X_1 - P(X_1|B_1)) - B_0(X_0 - P(X_0|B_0)), \)
\[ \sup(G_{2c}|B_0 \lor B_1) \geq 0. \]

e) \( P \) is centered, convex or 2-convex, on \( \mathcal{D} \) iff it is convex or 2-convex, respectively, and \( \forall X|B \in \mathcal{D} \), it is \( 0|B \in \mathcal{D} \) and \( P(0|B) = 0. \)

Condition a), which is Williams’ coherence \([20, \text{Definition 1}]\) in the structure-free version of \([10, \text{Definition 4}]\), is clearly the strongest one. Convexity is a relaxation of coherence, studied in \([9, \text{Definition 12}]\). Given \( P \) on \( \mathcal{D} \), the following relationships hold:

\[ \begin{align*}
P \text{ coherent} & \Rightarrow P \text{ 2-coherent} \Rightarrow P \text{ 2-convex} \\
\overline{P} \text{ coherent} & \Rightarrow \overline{P} \text{ convex} \Rightarrow \overline{P} \text{ 2-convex}
\end{align*} \tag{1} \]

The consistency concepts recalled so far can be characterised by means of axioms on the special sets \( \mathcal{X}|\mathcal{B}^\varnothing \) defined next:

**Definition 2.** Let \( \mathcal{X} \) be a linear space of gambles and \( \mathcal{B} \subset \mathcal{X} \) a set of (indicators of) events, such that \( \Omega \in \mathcal{B} \) and \( \mathcal{X} \) is stable by restriction, i.e. \( BX \in \mathcal{X}, \forall B \in \mathcal{B}, \forall X \in \mathcal{X} \). Setting \( \mathcal{B}^\varnothing = \mathcal{B} \setminus \{\varnothing\} \), define \( \mathcal{X}|\mathcal{B}^\varnothing = \{X|B : X \in \mathcal{X}, B \in \mathcal{B}^\varnothing\} \).

The sets \( \mathcal{X}|\mathcal{B}^\varnothing \) generalise linear spaces (obtained for \( \mathcal{B} = \{\varnothing, \Omega\} \)) containing real constants (note for this that we may equivalently write \( 1 = I_\Omega \in \mathcal{B} \) instead of \( \Omega \in \mathcal{B} \) in Definition 2).

**Theorem 1** (Characterisation Theorems). Let \( P : \mathcal{X}|\mathcal{B}^\varnothing \to \mathbb{R} \) be a conditional lower prevision.

a) \( P \) is coherent on \( \mathcal{X}|\mathcal{B}^\varnothing \) if and only if \([10, \text{Theorem 2}]\) \([20, \text{p. 370}]\)

\[ (A1) \quad P(X|B) - P(Y|B) \leq \sup\{X - Y|B\}, \forall X|B, Y|B \in \mathcal{X}|\mathcal{B}^\varnothing. \]

\[ ^1 \text{The term convex originates in our framework from the convexity constraint } \sum_{i=1}^{m} s_i = 1, \text{ differentiating convex lower previsions from coherent ones. Thus, convex lower previsions should not be confused with convex (or 2-monotone) fuzzy measures, which under mild normalisation constraints are instead a special subset of coherent lower previsions. In this latter meaning, the term convex is often used as a synonym of supermodular } [4, \text{p. 16}], \text{ although this may be in general improper } [6, \text{Definition 2.18 (ii)}]. \]
\begin{align*}
A2) \quad P(\lambda X|B) &= \lambda P(X|B), \forall X|B \in \mathcal{X}|B^\varnothing, \forall \lambda \geq 0. \\
A3) \quad P(X + Y|B) &\geq P(X|B) + P(Y|B), \forall X|B, Y|B \in \mathcal{X}|B^\varnothing. \\
A4) \quad P(A(X - P(X|A \land B)))|B) &= 0, \forall X \in \mathcal{X}, \forall A, B \in B : A \land B \neq \varnothing.
\end{align*}

\textbf{b)} $P$ is 2-coherent on $\mathcal{X}|B^\varnothing$ if and only if (A1), (A2), (A4) and the following axioms hold [13, Proposition 9]:

\begin{align*}
A5) \quad P(\lambda X|B) &\leq \lambda P(X|B), \forall \lambda < 0.
\end{align*}

\textbf{c)} $P$ is convex on $\mathcal{X}|B^\varnothing$ if and only if (A1), (A4) and the following axiom hold [9, Theorem 8]

\begin{align*}
A6) \quad P(\lambda X + (1 - \lambda)Y|B) &\geq \lambda P(X|B) + (1 - \lambda)P(Y|B), \forall X|B, Y|B \in \mathcal{X}|B^\varnothing, \forall \lambda \in (0, 1).
\end{align*}

\textbf{d)} $P$ is 2-convex on $\mathcal{X}|B^\varnothing$ if and only if (A1) and (A4) hold [13, Proposition 2].

Every single axiom in Theorem [1] is a necessary consistency requirement when $P$ is defined on a generic set $D$ (including the relevant gambles). This fact will often be useful in later proofs.

There is a number of further necessary conditions for the consistency of $P$. Among these the following will be useful later and are implied by axiom (A1):

\begin{align*}
\inf X|B \leq P(X|B) &\leq \sup X|B, \forall X|B \in D \tag{2} \\
P(X + c|B) &= P(X|B) + c, \forall X|B \in D, \forall c \in \mathbb{R} \tag{3} \\
X|B \leq Y|B &\implies P(X|B) \leq P(Y|B), \forall X|B, Y|B \in D. \tag{4}
\end{align*}

A lower probability is formally the special instance of lower prevision that is defined on a set $D$ of gambles that are all indicators of (possibly conditional) events. While $D$ may again be arbitrary, in this paper we shall focus on the special domains for lower probabilities defined next.

\textbf{Definition 3.} Given an arbitrary partition $\mathcal{P}$, $\mathcal{A}(\mathcal{P})$ is the set of all events logically dependent on $\mathcal{P}$ (the powerset of $\mathcal{P}$, in set-theoretical language), $\mathcal{A}(\mathcal{P})^\varnothing = \mathcal{A}(\mathcal{P}) \setminus \{\varnothing\}$, and $\mathcal{A}_c = \mathcal{A}(\mathcal{P})|A(\mathcal{P})^\varnothing = \{A|B : A \in \mathcal{A}(\mathcal{P}), B \in \mathcal{A}(\mathcal{P})^\varnothing\}$.

$\mathcal{A}(\mathcal{P})$ (and consequently, to a large extent, $\mathcal{A}_c$) is a ‘full’ environment, in the sense that it is closed under the logical operators $\neg, \lor, \land$.

\textbf{2.2 Natural extensions}

Next we recall the definitions of the different natural extensions that appear in this paper. The term ‘natural extension’, without further qualifications, will denote the coherent natural extension in Definition [3 a).

\textbf{Definition 4} (Various natural extensions). Let $P : D \rightarrow \mathbb{R}$ be a conditional lower prevision, and $Z|A$ a conditional gamble.

\begin{align*}
&\text{(A2)} \quad P(\lambda X|B) = \lambda P(X|B), \forall X|B \in \mathcal{X}|B^\varnothing, \forall \lambda \geq 0. \\
&\text{(A3)} \quad P(X + Y|B) \geq P(X|B) + P(Y|B), \forall X|B, Y|B \in \mathcal{X}|B^\varnothing. \\
&\text{(A4)} \quad P(A(X - P(X|A \land B)))|B) = 0, \forall X \in \mathcal{X}, \forall A, B \in B : A \land B \neq \varnothing.
\end{align*}
a) Define

\[ L(Z|A) = \{ \alpha \in \mathbb{R} : \sup \left\{ \sum_{i=1}^{m} s_i B_i (X_i - P(X_i|B_i)) - A(Z - \alpha) | A \lor S(s) \right\} \leq 0, \text{for some } m \geq 0, X_i|B_i \in \mathcal{D}, s_i \geq 0, i = 1, \ldots, m \}, \]

where \( S(s) = \vee_{i=1}^{m} \{ B_i : s_i \neq 0 \} \). Then, the (coherent) natural extension of \( P \) on \( Z|A \) is \( E(Z|A) = \sup L(Z|A) \).

b) Define \( L_2(Z|A) \) putting \( m = 1 \) in \( L(Z|A) \), i.e.

\[ L_2(Z|A) = \{ \alpha \in \mathbb{R} : \sup \left\{ s_1 B_1 (X_1 - P(X_1|B_1)) - A(Z - \alpha) | A \lor S(s) \right\} \leq 0, \text{for some } X_1|B_1 \in \mathcal{D}, s_1 \geq 0 \}. \]

The 2-coherent natural extension of \( P \) on \( Z|A \) is \( E_2(Z|A) = \sup L_2(Z|A) \).

c) Define \( L_c(Z|A) \) from \( L(Z|A) \), by adding the constraint \( \sum_{i=1}^{m} s_i = 1 \), i.e.

\[ L_c(Z|A) = \{ \alpha \in \mathbb{R} : \sup \left\{ \sum_{i=1}^{m} s_i B_i (X_i - P(X_i|B_i)) - A(Z - \alpha) | A \lor S(s) \right\} \leq 0, \text{for some } m \geq 0, X_i|B_i \in \mathcal{D}, s_i \geq 0, i = 1, \ldots, m \]

with \( \sum_{i=1}^{m} s_i = 1 \). The convex natural extension of \( P \) on \( Z|A \) is \( E_c(Z|A) = \sup L_c(Z|A) \).

d) Define \( L_{2c}(Z|A) \) putting \( m = 1 \) in \( L_c(Z|A) \), i.e.

\[ L_{2c}(Z|A) = \{ \alpha \in \mathbb{R} : \sup \{ B(X - P(X|B)) - A(Z - \alpha) | A \lor B \} \leq 0, \text{for some } X|B \in \mathcal{D} \}. \]

The 2-convex natural extension \( E_{2c} \) of \( P \) on \( Z|A \) is \( E_{2c} = \sup L_{2c}(Z|A) \).

The properties of these four natural extensions are analogous [9, 10, 13]. Here we state them for the 2-convex natural extension. For the properties of \( E, E_2, E_c, E_{2c} \), replace \( E_{2c} \) and ‘2-convex’ with, respectively, \( E \) and ‘coherent’, \( E_2 \) and ‘2-coherent’, \( E_c \) and ‘convex’.

**Proposition 1.** Let \( P : \mathcal{D} \to \mathbb{R} \) a conditional lower prevision, with \( \mathcal{D} \subset \mathcal{X}|\mathcal{B}^\otimes \). If \( E_{2c} \) is finite on \( \mathcal{X}|\mathcal{B}^\otimes \), then

a) \( E_{2c}(Z|A) \geq P(Z|A), \forall Z|A \in \mathcal{D} \).

b) \( E_{2c} \) is 2-convex on \( \mathcal{X}|\mathcal{B}^\otimes \).

c) If \( P^* \) is 2-convex on \( \mathcal{X}|\mathcal{B}^\otimes \) and \( P^*(Z|A) \geq P(Z|A), \forall Z|A \in \mathcal{D} \), then \( P^*(Z|A) \geq E_{2c}(Z|A), \forall Z|A \in \mathcal{X}|\mathcal{B}^\otimes \).
d) \( P \) is 2-convex on \( D \) if and only if \( E_{2c} = P \) on \( D \).

e) If \( P \) is 2-convex on \( D \), \( E_{2c} \) is its smallest 2-convex extension on \( X|B^2 \).

By Proposition 4, \( E_{2c} \) dominates \( P \) on \( D \) (by a)), characterises 2-convexity (by d)) and is the least-committal 2-convex extension of \( P \) on \( D^\ast \) (by c), e)).

Similarly for \( E, E_2, E_c, E_{2c} \).

Given a lower prevision \( P \) on \( D \), its natural extensions \( E, E_2, E_c, E_{2c} \) will generally be different, and ordered as follows.

**Lemma 1.** Given \( P : D \to \mathbb{R} \), it holds that

\[
E \geq E_2 \geq E_{2c} \geq E_c \geq E_{2c}.
\] (5)

**Proof.** It is easy to realise that (5) holds recalling Definition 4, since it implies, \( \forall Z|A, L_{2c}(Z|A) \subseteq L_2(Z|A) \subseteq L(Z|A) \) and \( L_{2c}(Z|A) \subseteq L_c(Z|A) \subseteq L(Z|A) \).

It may also be the case that some among \( E, E_2, E_c, E_{2c} \) are infinite. But even when being finite, some or all of them may differ also considerably, while other ones may possibly coincide. For an illustration, see the next simple example. (Comparisons involving infinite extensions are postponed to Section 6.)

**Example 1.** Let \( D = \{X\} \), where \( X \) may only take the values 0 and 1. Assign \( P(X) \in (0, 1) \), which is clearly coherent, hence 2-coherent, convex and 2-convex, on \( D \). Its natural extension \( E \) on \( \{2X\} \) is \( E(2X) = 2P(X) \) by (A2), because \( E \) is coherent on \( \{X, 2X\} \) and coincides with \( P \) on \( X \). By the same reasoning, also \( E_{2c}(2X) = 2P(X) \).

As for \( E_c(2X) \) and \( E_{2c}(2X) \), recalling Definition 4 b) and d), we get

\[
L_c(2X) = L_{2c}(2X) = \{\alpha : \sup\{(X - P(X) - (2X - \alpha))\} < 0\} = \{\alpha : \alpha < \inf X + P(X)\} = (-\infty, P(X)).
\]

Hence, \( E_c(2X) = E_{2c}(2X) = P(X) \).

Summing up, in this example we have \( E(2X) = E_2(2X) > E_c(2X) = E_{2c}(2X) \).

The following sufficient conditions will guarantee the finiteness of \( E, E_2, E_c, E_{2c} \) in the next three sections.

**Proposition 2** \([9, 13]\). Given \( P : D \to \mathbb{R} \) and \( Z|A \):

a) If \( P \) is coherent (2-coherent), \( E(Z|A) \) (\( E_2(Z|A) \)) is finite.

b) If \( P \) is centered convex (centered 2-convex) and \( 0|A \in D \), then \( E_c(Z|A) \) (\( E_{2c}(Z|A) \)) is finite.
2.3 The Choquet integral

In Section 5.4 we shall utilise the Choquet integral. This integral is studied in a general context e.g. in [4]. The shorter presentation in [16, Appendix C] is very clear and by far sufficient for the developments in this paper. Actually, we shall only need the notions briefly recalled here, adapted from [16].

Let $\mu : \mathcal{A}(\mathcal{P}) \to \mathbb{R}$ be an uncertainty measure which is monotone, meaning that $A \Rightarrow B$ implies $\mu(A) \leq \mu(B)$, and normalised, i.e. $\mu(\emptyset) = 0$, $\mu(\Omega) = 1$, that is $\mu$ is a (normalised) capacity. The conjugate $\overline{\mu}$ of $\mu$, defined as $\overline{\mu}(A) = \mu(\Omega) - \mu(\neg A)$, $\forall A \in \mathcal{A}(\mathcal{P})$, is monotone and normalised too, as can be easily checked.

Defining $\mathcal{L}$ as the set of all gambles on $\mathcal{P}$, for each $X \in \mathcal{L}$ we can evaluate

$$(C) \int X \, d\mu = (R) \int_0^{+\infty} \mu(X^+ \geq x) \, dx - (R) \int_0^{+\infty} \overline{\mu}(X^- \geq x) \, dx$$

where $X^+ = \max(X, 0)$, $X^- = -\min(X, 0)$, and the right-hand side integrals are generalised Riemann integrals. Since $X$ is bounded, their difference $(C) \int X \, d\mu$ can be shown to be well-defined [16] and is called the Choquet integral of $X$ with respect to $\mu$.

**Proposition 3** (Basic properties of the Choquet integral ([16], Appendix C, Section C.3)). Let $X \in \mathcal{L}$. Then

a) $(C) \int I_A \, d\mu = \mu(A), \forall A \in \mathcal{A}(\mathcal{P})$

b) $(C) \int \lambda X \, d\mu = \lambda \cdot (C) \int X \, d\mu, \forall \lambda \geq 0$ (non-negative homogeneity)

c) $(C) \int -X \, d\mu = - (C) \int X \, d\mu$

d) $(C) \int (X + k) \, d\mu = (C) \int X \, d\mu + k, \forall k \in \mathbb{R}$ (constant additivity)

e) $(C) \int X \, d\mu \leq (C) \int Y \, d\mu, \forall X, Y : X \leq Y$ (monotonicity)

f) $(C) \int X \, d\mu = \inf X + (R) \int_{\inf X}^{\sup X} \mu(X \geq x) \, dx$

g) If $X$ is simple, i.e. has finitely many distinct values $x_1 < x_2 < \ldots < x_n$, then

$$(C) \int X \, d\mu = x_1 + \sum_{i=2}^{n} (x_i - x_{i-1}) \mu(X \geq x_i)$$
3 Goodman-Nguyen extensions of ‘full’ conditional lower probabilities

The starting point of the extension problems we consider in this section is a lower probability assignment on $\mathcal{A}_c = \mathcal{A}(\mathcal{P})|\mathcal{A}(\mathcal{P})^\delta$, where $\mathcal{P}$ is a given arbitrary partition (cf. Definition 3). We wish to extend $\mathcal{P}$ on $\mathcal{E} \supseteq \mathcal{A}_c$ arbitrary set of conditional events, in a least-committal way and preserving the consistency properties that we may suppose $\mathcal{P}$ already has on $\mathcal{A}_c$.

In the case that $\mathcal{P}$ is coherent or centered convex on $\mathcal{A}_c$, this problem has been solved in [II] Section 3.1 by means of the Goodman-Nguyen (GN) relation and the related concepts of inner and outer conditional event, and of lower and upper GN-extension. Let us briefly recall these notions.

The Goodman-Nguyen relation $\leq_{GN}$ is a generalisation to conditional events of the implication relation (or inclusion, in set-theoretic language) $\subseteq$ [5, II]:

$$A|B \leq_{GN} C|D \text{ iff } A \wedge B \Rightarrow C \wedge D \text{ and } \neg C \wedge D \Rightarrow \neg A \wedge B.$$  \hspace{1cm} (7)

Given the partition $\mathcal{P}$, take an arbitrary conditional event $C|D$, not necessarily belonging to $\mathcal{A}_c$ (the interesting case is $C|D \notin \mathcal{A}_c$, as we plan to extend $\mathcal{P}$ to $C|D$). We suppose hereafter that $C|D$ is non-trivial ($C \wedge D \neq \emptyset$, $C \wedge D \neq D$).

Define $m(C|D) = \{A|B \in \mathcal{A}_c : A|B \leq_{GN} C|D\}$, and $M(C|D) = \{A|B \in \mathcal{A}_c : C|D \leq_{GN} A|B\}$.

Recalling that, given an event $E$, its inner event is $E_* = \bigvee_{e \in \mathcal{P} ; \ e \Rightarrow E} e$, and its outer event is $E^* = \bigvee_{e \in \mathcal{P} ; \ e \wedge E \neq \emptyset} e$, we have that [II]:

**Proposition 4.** Given $C|D$, the sets $m(C|D)$, $M(C|D)$ are non-empty and have, respectively, a maximum $(C|D)_*$ and a minimum $(C|D)^*$ conditional event w.r.t. $\leq_{GN}$,

$$(C|D)_* = (C \wedge D)_* \cup (\neg C \wedge D)^*, \hspace{1cm} (C|D)^* = (C \wedge D)^* \cup (\neg C \wedge D)_*.$$  \hspace{1cm} (8)

$(C|D)_*$ and $(C|D)^*$ are the inner, respectively outer conditional event of $C|D$ and [5] shows that they are obtained as functions of unconditional inner and outer events. Obviously, $(C|D)_* = (C|D)^* = C|D$ iff $C|D \in \mathcal{A}_c$.

In general, we term lower GN-extension (upper GN-extension) of $\mathcal{P}$ on $\mathcal{E}$ the extension defined by $P_L(C|D) = P((C|D)_*)$ (respectively $P_U(C|D) = P((C|D)^*)$), $\forall C|D \in \mathcal{E}$.

As already hinted in the Introduction, the results in [II] about GN-extensions apply, with minor variations in their proofs, to 2-coherent and centered 2-convex lower (and upper) previsions. They are fundamental in solving the extension problems of this section, as we are now going to show.

Suppose first that $\mathcal{E} = \mathcal{A}_c \cup \{C|D\}$, that is we add just one event to $\mathcal{A}_c$. The following proposition generalises [II] Proposition 4, and both results may be viewed as imprecise probability versions of de Finetti’s Fundamental Theorem of Probability [2].
Proposition 5. Let $P$ be 2-coherent (alternatively, centered 2-convex) on $\mathcal{A}_c$. Any extension $P'$ of $P$ on $\mathcal{E} = \mathcal{A}_c \cup \{C|D\}$ is 2-coherent (alternatively, centered 2-convex) if and only if $P'(C|D) \in [P((C|D)\), P((C|D)^+)]$.

Proof. Same as the proof of Proposition 4 in [11], noting that the assumption there, that $P$ is either coherent or centered convex, can be relaxed to the current hypotheses on $P$, and that the same applies to Lemma 1 in [11], recalled in that proof.

In Proposition 5, the lower GN-extension $P((C|D)\)$ is the 2-coherent or 2-convex natural extension of $P$, being its least-committal extension on $C|D$. This means that any other 2-coherent or, respectively, 2-convex prevision $Q \geq P$ on $\mathcal{A}_c$ is such that $Q(C|D) \geq P((C|D)\)$, cf. also Proposition [11]c). The upper GN-extension $P'(((C|D)^+)$ has the opposite interpretation of (2-coherent or 2-convex) upper extension, corresponding to the notion studied in [17, Section 2.8] for coherent lower probabilities. For a general $\mathcal{E}$, the lower GN-extension still coincides with the 2-coherent or 2-convex natural extension:

Proposition 6. Let $P$ be a coherent, or alternatively centered convex, 2-coherent or centered 2-convex lower prevision defined on $\mathcal{A}_c$, and $\mathcal{E} \supseteq \mathcal{A}_c$ an arbitrary set of conditional events. Then, the lower GN-extension of $P$ on $\mathcal{E}$ ($P_L((C|D)\) = P((C|D)\)$, $\forall C|D \in \mathcal{E}$), is the natural extension or, respectively, the convex, 2-coherent or 2-convex natural extension of $P$ on $\mathcal{E}$.

Proof. For a coherent or centered convex $P$, this is the statement of Propositions 5 and 6 in [11]. With obvious modifications, their proofs can be adapted to prove Proposition 6 in the case that $P$ is 2-coherent or centered 2-convex.

Proposition 6 ensures that the lower GN-extension determines the 2-coherent or 2-convex natural extensions too. This is an extremely useful result, because computing the lower GN-extension is rather simple, as it only requires to detect $(C|D)\)$. This is done by means of the first of [8], simply exploiting the logical relationships between the atoms of $\mathcal{I}P$ and both $C$ and $D$. In the hypotheses of this section, just the logical relationships allowing us to identify the inner event $(C|D)\)$ matter to find the extensions we are concerned with, irrespective of the kind of consistency of $P$ in $\mathcal{A}_c$. If in particular $P$ is coherent on $\mathcal{A}_c$, then the four extensions coincide:

Proposition 7 (Sandwich Theorem). Let $\mathcal{E}$ be an arbitrary set of conditional events. If $P$ is coherent on $\mathcal{A}_c$, then $E_P(C|D) = E_2(C|D) = E_2\,(C|D) = E_{2c}\,(C|D) = (=(P((C|D)\), \forall C|D \in \mathcal{E}$.

Proof. Nearly obvious: coherence of $P$ ensures that all extensions are finite by Proposition 2 in general they are ranked by [5], but since by Proposition 6 the same procedure is applied to find them all, they actually coincide, and are identical to the lower GN-extension.

Proposition 7 suggests an interesting perspective for comparing $E_1, E_c, E_2, E_{2c}$; investigate under what conditions they may coincide. We shall see that
they still do so when $P$ is assessed in the larger environment considered in Section 4 while they generally do not in the different, although rather general too, setting in Section 5.

4 Extending conditional lower previsions

In this section we suppose that $D = \mathcal{X}|\mathcal{B}^\emptyset$. This is an important special case, because of the closure properties of $\mathcal{X}|\mathcal{B}^\emptyset$, and since $\mathcal{X}|\mathcal{B}^\emptyset$ generalises a linear space (cf. Definition 2). On our way to establish when more natural extensions may coincide, we preliminarily tackle two issues:

i) derive an alternative expression for the (coherent) natural extension of a coherent lower prevision;

ii) discuss how to hedge possibly non-finite extensions.

As for i), the following proposition was proven in [13, Proposition 2].

**Proposition 8.** Let $P$ be coherent on $\mathcal{X}|\mathcal{B}^\emptyset$ and $Z|A$ a conditional gamble. Then, defining

$$L_1(Z|A) = \{\alpha : \sup\{BX - A(Z - \alpha)|A \lor B\} < 0, \text{for some } X \in \mathcal{X}, B \in \mathcal{B}, \text{ with } P(X|B) = 0 \text{ if } B \neq \emptyset\}$$  \(9\)

$L_1(Z|A) = L(Z|A)$ and the natural extension of $P$ on $Z|A$ is

$$E(Z|A) = \sup L_1(Z|A).$$  \(10\)

As a corollary to Proposition 8 we may derive a first equality for natural extensions:

**Corollary 1.** If $P$ is coherent on $\mathcal{X}|\mathcal{B}^\emptyset$, then $E(Z|A) = E_2(Z|A)$, $\forall Z|A$.

**Proof.** It holds that $L_1(Z|A) \subseteq L_2(Z|A)$: let for this $\alpha \in L_1(Z|A)$. Then $\sup\{BX - A(Z - \alpha)|A \lor B\} < 0$, for some $X \in \mathcal{X}, B \in \mathcal{B}$. If $B = \emptyset$, $\alpha \in L_2(Z|A)$ (case $S(\emptyset) = \emptyset$). If $B \neq \emptyset$, then $P(X|B) = 0$ and writing the supremum as $\sup\{B(X - P(X|B)) - A(Z - \alpha)|A \lor B\} < 0$ it appears that again $\alpha \in L_2(Z|A)$.

Also, $L_2(Z|A) \subseteq L(Z|A)$: this is due to Definition 4 a), b).

Hence, $L_1(Z|A) \subseteq L_2(Z|A) \subseteq L(Z|A)$, in general. By Proposition 8 if $P$ is coherent on $\mathcal{X}|\mathcal{B}^\emptyset$, then $L_1(Z|A) = L_2(Z|A) = L(Z|A)$. Taking the suprema in $L(Z|A)$ and $L_2(Z|A)$, it ensues that $E(Z|A) = E_2(Z|A), \forall Z|A$.

While (10) supplies a new alternative expression for $E(Z|A)$, observe that it boils down to a known result in the unconditional case, formally obtained putting $\mathcal{B} = \{\Omega, \emptyset\}$, $A = \Omega$ in Proposition 8.

**Corollary 2.** If $P$ is coherent on a linear space $\mathcal{X}$ containing real constants and $Z$ is an arbitrary gamble, then $E(Z) = \sup(L(Z|\Omega))$ reduces to $\sup\{P(Y) : Y \leq Z, Y \in \mathcal{X}\}$.
Proof. We prove that $E(Z) = \sup(L(Z|\Omega))$ can be directly obtained from (9) and (10). Apply for this Proposition 8 with $B = \{\Omega, \emptyset\}$, $A = \Omega$. Then,

$$L(Z|\Omega) = L_1(Z|\Omega)$$

$$= \{\alpha : \sup(X + \alpha - Z) < 0, \text{ for some } X \in \mathcal{X}, \text{ with } P(X) = 0\}$$

$$= \{P(Y) : \sup(Y - Z) < 0, Y \in \mathcal{X}\}$$

(at the last equality put $Y = X + \alpha$ and recall (3) to get $P(Y) = \alpha$). Noting that $\forall Y \in \mathcal{X}$ such that $Y \leq Z, \forall \epsilon > 0$ it is $Y - \epsilon \in \mathcal{X}$, $\sup((Y-\epsilon)-Z) < 0$ and that $\sup_{\epsilon>0} P(Y-\epsilon) = \sup_{\epsilon>0}(P(Y)-\epsilon) = P(Y)$, the thesis follows.

In fact, Corollary 2 is part of the statement of Corollary 3.1.8 in [19] and points out a straightforward procedure for computing the natural extension when $P$ is defined on the structured (unconditional) set $\mathcal{X}$. Interestingly, equation (10) is a generalisation of such a procedure to a conditional environment.

Turning to issue ii) from the beginning of this section, we are interested in guaranteeing that the various natural extensions considered are finite, i.e. neither $-\infty$ nor $+\infty$. Regarding $E_1$ (or $E_2$), we shall apply Proposition 2 a). In the case of $E_1$ or $E_2$, the condition in Proposition 2 b), that $P(0|A) = 0$ for any additional $Z|A$, is rather natural. Yet, a $2$-convex or convex $P$ does not necessarily fulfill it. In fact, it may be the case that $0|A \in \mathcal{X}|\mathcal{B}^2$ and $P(0|A) \neq 0$, which we can avoid by restricting our attention to centered $2$-convex or convex previsions. But even doing so, as we will, it may happen that $0|A \in \mathcal{X}|\mathcal{B}^2$ and, unlike the case of a coherent or $2$-coherent $P$, $P(0|A) = 0$ is not the unique $(2)$-convex extension of $P$. If $\mathcal{D}^* \supset \mathcal{X}|\mathcal{B}^2$ is the generic set we wish to extend $P$ to, let

$$\mathcal{N} = \{0|A : Z|A \in \mathcal{D}^*\}, \ (\mathcal{X}|\mathcal{B}^2)^+ = \mathcal{X}|\mathcal{B}^2 \cup \mathcal{N} \quad (11)$$

Then, it holds that

**Proposition 9.** Let $P$ be centered $2$-convex (alternatively, centered convex) on $\mathcal{X}|\mathcal{B}^2$. The extension of $P$ to $(\mathcal{X}|\mathcal{B}^2)^+$ such that $P(0|A) = 0, \forall 0|A \in \mathcal{N}$ is centered $2$-convex (convex).

**Proof.** In the case that $\mathcal{N} = \{0|A\}$, i.e. $\mathcal{N}$ is a singleton, the statement is proved in [13] Proposition 7(b) for convexity and [19] Proposition 4(b) for $2$-convexity.

Let us now consider the general situation, and assume that $P$ is centered convex on $\mathcal{X}|\mathcal{B}^2$. We shall check, using Definition 1 c), that $P$ is centered convex on $(\mathcal{X}|\mathcal{B}^2)^+$. Let $G$, $S(g)$ be as in Definition 1 c). Define $S_1(g) = \{B_i : X_i|B_i \in \mathcal{X}|\mathcal{B}^2, s_i > 0\}$, $S_0(g) = \{B_i : 0|B_i \in \mathcal{N} \setminus \mathcal{X}|\mathcal{B}^2, s_i > 0\}$, so that $S(g) = S_1(g) \cup S_0(g)$. We have to evaluate those gains only where neither $S_1(g) = \emptyset$ (or else $G = 0$, trivially) nor $S_0(g) = \emptyset$ (or else $G$ regards only gambles already in $\mathcal{X}|\mathcal{B}^2$, where convexity holds by assumption). To better distinguish the two different kinds of gambles in $G$, we use the notation $A_i$, $0|A_i$ instead of $B_i$, $0|B_i$ for any $B_i$ such that $0|B_i \in \mathcal{N} \setminus \mathcal{X}|\mathcal{B}^2$. Thus, the
generic gain $G$ to be inspected may be written as

$$G = \sum_{i=1}^{r} s_i B_i (X_i - P(X_i | B_i)) + \sum_{i=r+1}^{n} s_i A_i (0 - 0) - g_0,$$

with $g_0$ being either $A_0(0 - 0)$ or $B_0(X_0 - P(X_0 | B_0))$ with $X_0 | B_0 \in \mathcal{X} | \mathcal{B}^o$ and $0 \leq r \leq n$. Since $S_1(\emptyset) \neq \emptyset$, there is at least one gamble of $\mathcal{X} | \mathcal{B}^o$ in $G$, let it be $X | B$. Hence $0 | B \in \mathcal{X} | \mathcal{B}^o$ too. Now replace in (12) $\sum_{i=r+1}^{n} s_i A_i (0 - 0)$ with $(\sum_{i=r+1}^{n} s_i) B(0 - 0)$ and $g_0$ with

$$g'_0 = \begin{cases} B(0 - 0) & \text{if } g_0 = A_0(0 - 0) \\ g_0 & \text{otherwise.} \end{cases}$$

We get

$$G' = \sum_{i=1}^{r} s_i B_i (X_i - P(X_i | B_i)) + (\sum_{i=r+1}^{n} s_i) B(0 - 0) - g'_0.$$ 

Since $G' = G$, we obtain $\sup(G|S_1(\emptyset) \cup S_0(\emptyset)) = \sup(G'|S_1(\emptyset) \cup S_0(\emptyset)) \geq \sup(G|S_1(\emptyset)) \geq 0$, where convexity of $P$ on $\mathcal{X} | \mathcal{B}^o$ is exploited at the last inequality.

If $P$ is centered 2-convex on $\mathcal{X} | \mathcal{B}^o$, an analogous (simpler) proof applies. $\square$

Proposition 9 suggests that when extending a centered convex or 2-convex $P$ from $\mathcal{X} | \mathcal{B}^o$ to $\mathcal{D}^* \supset \mathcal{X} | \mathcal{B}^o$ we could consider first extending it to the set $(\mathcal{X} | \mathcal{B}^o)^+$ defined in (11), putting $P(0 | A) = 0, \forall 0 | A \in \mathcal{N}$. This justifies the following:

**Definition 5.** Given $\mathcal{X} | \mathcal{B}^o \subset \mathcal{D}^*$, let $P$ be defined on $(\mathcal{X} | \mathcal{B}^o)^+$ with $P(0 | A) = 0, \forall 0 | A \in (\mathcal{X} | \mathcal{B}^o)^+$. Then, $E^+_2, E^+_\mathcal{Z}$ are the convex, respectively 2-convex natural extension of $P$ from $(\mathcal{X} | \mathcal{B}^o)^+$ to $(\mathcal{X} | \mathcal{B}^o)^+ \cup \mathcal{D}^* (= \mathcal{D}^* \cup \mathcal{N})$.

While $E^+_2$ need not always coincide with the convex natural extension of $P$ from $\mathcal{X} | \mathcal{B}^o$ to $(\mathcal{X} | \mathcal{B}^o)^+$, adding such zeroes is instead irrelevant when considering the natural extension or the 2-coherent natural extension, in the sense of the following lemma.

**Lemma 2.** Assign a coherent $P$ on $\mathcal{X} | \mathcal{B}^o$ and let $\mathcal{D}^* \supset \mathcal{X} | \mathcal{B}^o$. Using the notation $L(Z | A)$ as in Definition 9(a) with $\mathcal{D}$ replaced by $\mathcal{X} | \mathcal{B}^o$, we write instead $L^+(Z | A)$ when $\mathcal{D} = (\mathcal{X} | \mathcal{B}^o)^+$.

Then $L(Z | A) = L^+(Z | A)$, and consequently

$$E(Z | A) = \sup L(Z | A) = \sup L^+(Z | A), \forall Z | A \in \mathcal{D}^*.$$

A perfectly analogous statement holds when $P$ is 2-coherent on $\mathcal{X} | \mathcal{B}^o$, replacing $L(Z | A)$, $L^+(Z | A)$, $E(Z | A)$ with $L_2(Z | A)$, $L_2^+(Z | A)$, $E_2(Z | A)$.
Proof. We prove the first statement, the proof of the 2-coherence statement being essentially identical.

Obviously, \(L(Z|A) \subseteq L^+(Z|A)\). For the opposite inclusion, let \(\alpha \in L^+(Z|A)\) be such that, letting

\[
W = \sum_{i=1}^{m} s_i B_i(X_i - P(X_i|B_i)) + \sum_{j=1}^{n} t_j B_j'(0 - 0) - A(Z - \alpha),
\]

with \(X_i|B_i \in \mathcal{X}^{|B^0|}, s_i \geq 0 (i = 1, \ldots, m), 0|B_j' \in \mathcal{N}, t_j \geq 0 (j = 1, \ldots, n)\), it holds that \(\sup\{W| \sum_{s_i \neq 0} B_i \vee \sum_{t_j \neq 0} B_j' \vee A\} < 0\).

Then, since

\[
\sup\{\sum_{i=1}^{m} s_i B_i(X_i - P(X_i|B_i)) - A(Z - \alpha)\} \bigg/ \sum_{s_i \neq 0} B_i \leq \sup\{W| \sum_{s_i \neq 0} B_i \vee \sum_{t_j \neq 0} B_j' \vee A\} < 0,
\]

we conclude that \(\alpha \in L(Z|A)\) too.

Note that \(E^+\) could be defined, analogously to \(E^+_2, E^+_2\), in Definition \([3]\) as the natural extension of \(P\), coherent on \((\mathcal{X}^{|B^0|})^+\). However, Lemma \([2]\) states that \(E^+(Z|A) = E(Z|A)\), and we may therefore use only the symbol \(E(Z|A)\). Similarly with \(E^+_2(Z|A)\).

We turn now our attention to establishing whether the different natural extensions considered so far coincide under some conditions, for a lower prevision \(P\) on \(\mathcal{X}^{|B^0|}\). For this, we introduce sequentially the following results:

- Theorem \([2]\) stating the equalities \(E(Z|A) = E^+_2(Z|A) = E^+_2(Z|A)\) assuming \(P\) coherent;
- Theorem \([3]\) proving the equality \(E^+(Z|A) = E^+_2(Z|A)\) under the (weaker) assumption of centered convexity (hence also of coherence) for \(P\);
- Theorem \([4]\) which, making use of Theorems \([2]\) and \([3]\), proves the equalities \(E(Z|A) = E_2(Z|A) = E^+(Z|A) = E^+_2(Z|A)\) when \(P\) is coherent.

**Theorem 2.** Let \(P\) be coherent on \(\mathcal{X}^{|B^0|} \subset \mathcal{D}^*\). Then, \(E(Z|A) = E^+_2(Z|A) = E^+_2(Z|A), \forall Z|A \in \mathcal{D}^*\).

**Proof.** The equality \(E(Z|A) = E^+_2(Z|A)\) was proven in \([15]\) Theorem 2. As for the remaining part of the thesis, from Lemmas \([1]\) and \([2]\) we get \(E(Z|A) \geq E_2(Z|A) = E^+(Z|A) \geq E^+_2(Z|A)\). Then, since \(E(Z|A) = E^+_2(Z|A)\), also \(E_2(Z|A) = E(Z|A) = E^+_2(Z|A)\).

Another result of the same kind is

**Theorem 3.** Let \(P\) be centered convex on \((\mathcal{X}^{|B^0|})^+\). Then, \(E^+_2(Z|A) = E^+_2(Z|A), \forall Z|A \in \mathcal{D}^*\).
Proof. Term $L_c^+(Z|A)$ the set $L_c(Z|A)$ in Definition 4c) when $D = (\mathcal{X}|\mathcal{B}^\otimes)^+$, similarly to the definition of $L_c^+(Z|A)$ in the proof of Theorem 2. We shall prove that $L_c^+ = L_{2c}^+$; consequently, their suprema $E_c$, $E_{2c}$, coincide too.

The inclusion $L_{2c}^+(Z|A) \subseteq L_c^+(Z|A)$ is obvious, hence it only remains to prove that $L_c^+(Z|A) \subseteq L_{2c}^+(Z|A)$. Let then $\alpha \in L_c^+(Z|A)$. This means that there exists some

$$W = \sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i)) + \sum_{j=1}^n t_jB_j'(0 - P(0|B_j')) - A(Z - \alpha) \quad (13)$$

with $X_i|B_i \in \mathcal{X}|\mathcal{B}^\otimes$, $s_i \geq 0$, $i = 1, \ldots, m$, $0|B_j' \in \mathcal{N}$, $t_j \geq 0$, $j = 1, \ldots n$, $\sum_{i=1}^m s_i + \sum_{j=1}^n t_j = 1$, such that, defining $S(\alpha) = \bigvee_{i=1}^m \{B_i : s_i \neq 0\}$, $S(\alpha) = \bigvee_{j=1}^n \{B_j' : t_j \neq 0\}$,

$$\sup\{W|S(\alpha) \cup S(\alpha) \cup A\} < 0. \quad (14)$$

We distinguish two situations:

a) $0 < \sum_{i=1}^m s_i = 1 - s$ ($s \in [0, 1]$), hence $S(\alpha) \neq \varnothing$.

Since $P$ is convex on $(\mathcal{X}|\mathcal{B}^\otimes)^+$, using $\sum_{i=1}^m s_i + s = 1$, by (A6) and then (A4), Theorem 4c) we get

$$P(\sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i)) + sB_j'(0 - P(0|B_j'))|S(\alpha)) \geq$$

$$\sum_{i=1}^m s_iP(B_i(X_i - P(X_i|B_i))|S(\alpha)) + sP(B_j'(0 - 0)|S(\alpha)) = 0.$$

From this inequality, it follows

$$W' = S(\alpha)|\sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i)) - P(\sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i))|S(\alpha))]
- A(Z - \alpha) \leq S(\alpha)|\sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i))| - A(Z - \alpha) = W.$$

Hence, there exists $X|B \in \mathcal{X}|\mathcal{B}^\otimes$ ($X = \sum_{i=1}^m s_iB_i(X_i - P(X_i|B_i))$, $B = S(\alpha)$) such that $W' = B(X - P(X|B)) - A(Z - \alpha) \leq W$, and that

$$\sup\{W'|B \cup A\} \leq \sup\{W'|S(\alpha) \cup S(\alpha) \cup A\} \leq \sup\{W|S(\alpha) \cup S(\alpha) \cup A\} < 0$$

recalling (14) for the strict inequality. Therefore $\alpha \in L_{2c}^+(Z|A)$.

b) $\sum_{i=1}^m s_i = 0$, hence $S(\alpha) = \varnothing$.

From (13), the gamble $W = \sum_{j=1}^n t_jB_j'(0 - 0) - A(Z - \alpha) = -A(Z - \alpha)$, with $\sum_{j=1}^n t_j = 1$, $t_j \geq 0$, $j = 1, \ldots, n$ is such that $\sup\{W|S(\alpha) \cup A\} < 0$.

Since $0|A \in (\mathcal{X}|\mathcal{B}^\otimes)^+$ and noting that $A(0 - P(0|A)) - A(Z - \alpha) = W$, it holds that $\sup\{W|A\} \leq \sup\{W|S(\alpha) \cup A\} < 0$. Hence again $\alpha \in L_{2c}^+(Z|A)$.
Finally, we can now establish a sandwich theorem:

**Theorem 4 (Sandwich Theorem).** Let $\mathbb{P}$ be coherent on $\mathcal{X}|\mathcal{B}^\emptyset$. Then $E(Z|A) = E_{2c}(Z|A) = E^+(Z|A) = E^+_{2c}(Z|A), \forall Z|A \in \mathcal{D}^*.$

**Proof.** Because of Theorem 2, $E(Z|A) = E_{2c}(Z|A) = E^+(Z|A)$, while $E^+_{2c}(Z|A)$ is due to Theorem 3.



The Sandwich Theorem ensures that the simpler 2-convex natural extension may be enough to compute the natural extension, the convex natural extension or even the 2-coherent natural extension, in the special case that the starting set is $\mathcal{X}|\mathcal{B}^\emptyset$. This seems to suggest that only the rather weak properties of (centered) 2-convexity really matter and need to be checked when looking for a least-committal coherent extension, if $\mathbb{P}$ is initially assessed on a structured enough set and already coherent there. Structured enough roughly means that the initial set has certain closure properties but also, as we shall see in the next section, that it is not ‘too poor’ compared to the new environment we are extending the given uncertainty measure onto.

## 5 Extending lower probabilities to lower previ-sions

In this section we investigate a further, different extension problem. The starting environment is now the set $\mathcal{A}(\mathcal{P})$ (cf. Definition 3): $\mathbb{P}$ is a lower probability defined on $\mathcal{A}(\mathcal{P})$. We wish to extend $\mathbb{P}$ to $\mathcal{L}$, the set of all gambles on $\mathcal{P}$.

Whilst the initial uncertainty assignment $\mathbb{P}$ is still ‘full’ in the sense that it evaluates all the events depending on $\mathcal{P}$, we are operating in an unconditional setting now and, what is more important, the extension introduces lower previsions in a pre-existing world of lower probabilities only.

In the next Sections 5.1 and 5.2, simplified expressions for the 2-coherent and 2-convex natural extensions are obtained. They are discussed in Section 5.3, where a further variant for computing $E_{2c}$ is derived.

### 5.1 The 2-coherent natural extension

Suppose throughout this section that the starting $\mathbb{P}$ is 2-coherent on $\mathcal{A}(\mathcal{P})$. Preliminarily, observe that, given $Z \in \mathcal{L}$, Definition 4b) specialises to

$$E_{2c}(Z) = \sup L_2(Z)$$

where

$$L_2(Z) = \{ \alpha : \sup \{ s_1(E - \mathbb{P}(E)) - (Z - \alpha) \} < 0, \text{ for some } E \in \mathcal{A}(\mathcal{P}), s_1 \geq 0 \}. \quad (15)$$

The special structure of $L_2(Z)$ in (15) permits the derivation of alternative expressions for $E_{2c}$:
**Proposition 10.** Let $P$ be 2-coherent on $\mathcal{A}(\mathcal{P})$ and $Z \in \mathcal{L}$. Define $\mathcal{A}^Z = \{E \in \mathcal{A}(\mathcal{P}) \setminus \{\emptyset, \Omega\} : \inf(Z|E) > \inf(Z|\neg E)\}$, $J_A = \{\inf(Z|E) : E \in \mathcal{A}^Z\}$, $F_z = (Z \geq z)$, $\forall z \in \mathbb{R}$. Then,

$$E_2(Z) = \max\{\inf(Z), \sup\{\inf(Z|E)P(E) + \inf(Z|\neg E)(1 - P(E)) : E \in \mathcal{A}^Z\}\}$$  \hspace{1cm} (16)

$$= \max\{\inf(Z), \sup\{\inf(Z|F_z)P(F_z) + \inf(Z|\neg F_z)(1 - P(F_z)) : z \in J_A\}\}. \hspace{1cm} (17)$$

**Proof.** Preliminarily, note that $\mathcal{A}^Z$ is empty if and only if $Z$ is constant, $Z = c \in \mathbb{R}$. In such a case, the suprema in (16), (17) are $-\infty$ and both formulae give $E_2(Z) = \inf(Z) = c$. Assume then that $\mathcal{A}^Z$ is non-empty.

Let us now prove (16). Define, for any $E \in \mathcal{A}(\mathcal{P})$,

$$L_2^E(Z) = \{\alpha : \sup\{s_1(E - P(E)) - (Z - \alpha)\} < 0, \text{ for some } s_1 \geq 0\},$$

$$\alpha^E = \sup L_2^E(Z).$$

Recalling (15), we may write $L_2(Z)$ as

$$L_2(Z) = \bigcup_{E \in \mathcal{A}(\mathcal{P})} L_2^E(Z), \hspace{1cm} (18)$$

so that

$$E_2(Z) = \sup\{\alpha^E : E \in \mathcal{A}(\mathcal{P})\}. \hspace{1cm} (19)$$

We distinguish two cases:

1) If $E \in \{\emptyset, \Omega\}$, then, recalling that $P(\emptyset) = 0$, $P(\Omega) = 1$ by 2-coherence of $P$,

$$L_2^\emptyset(Z) = L_2^\Omega(Z) = \{\alpha : \alpha < \inf(Z)\}.$$ 

$$\alpha^\emptyset = \alpha^\Omega = \inf Z.$$ 

2) Let $E \notin \{\emptyset, \Omega\}$. Since, for any $s_1 \geq 0$, $\sup\{s_1(E - P(E)) - (Z - \alpha)\} < 0$ if $\alpha < s_1P(E) + \inf\{Z - s_1E\}$, we can equivalently write $L_2^E(Z)$ as

$$L_2^E(Z) = \{\alpha : \alpha < s_1P(E) + \min\{\inf(Z|E) - s_1, \inf(Z|\neg E)\},$$

for some $s_1 \geq 0\}. \hspace{1cm} (20)$$

Two situations are possible:

a) If $\inf(Z|E) \leq \inf(Z|\neg E)$, then $\inf(Z|E) = \inf Z$ and, recalling also that 2-coherence of $P$ implies $P(E) \in [0, 1]$ (follows from (2)), we get

$$L_2^E(Z) = \{\alpha : \alpha < s_1P(E) + \inf(Z|E) - s_1, \text{ for some } s_1 \geq 0\}$$

$$= \{\alpha : \alpha < \inf(Z|E) - s_1(1 - P(E)), \text{ for some } s_1 \geq 0\}$$

$$= \{\alpha : \alpha < \inf(Z) = L_2^\emptyset(Z)\},$$

$$\alpha^E = \sup L_2^E(Z) = \inf Z = \alpha^\Omega.$$
b) Let \( \inf(Z|E) > \inf(Z|\neg E) \). Recalling (20), define
\[
L^E_{2,1}(Z) = \{ \alpha : \alpha < \inf(Z|E) - s_1(1 - P(E)) \}
\]
for some \( s_1 \geq \inf(Z|E) - \inf(Z|\neg E) \),
\[
L^E_{2,2}(Z) = \{ \alpha : \alpha < s_1 P(E) + \inf(Z|\neg E) \}
\]
for some \( s_1 \in [0, \inf(Z|E) - \inf(Z|\neg E)] \).

It holds that \( L^E_2(Z) = L^E_{2,1}(Z) \cup L^E_{2,2}(Z) \), \( \alpha^E = \max\{\sup L^E_{2,1}(Z), \sup L^E_{2,2}(Z)\} \). Noting that both \( L^E_{2,1}(Z) \) and \( L^E_{2,2}(Z) \) are intervals and their suprema coincide and are achieved by putting \( s_1 = \inf(Z|E) - \inf(Z|\neg E) \), we get
\[
L^E_2(Z) = L^E_{2,1}(Z) = L^E_{2,2}(Z)
\]
\[
\alpha^E = \inf(Z|E) P(E) + \inf(Z|\neg E) (1 - P(E)). \tag{21}
\]

We conclude from (18) that
\[
L_2(Z) = \bigcup_{E \in A^Z} L^E_2(Z) \cup L^\Omega_2(Z) \tag{22}
\]
that is, \( \Omega \) and the events in \( A^Z \) suffice to compute \( E_2(Z) \) by means of (19). This gives (16).

To prove (17), we show that, defining
\[
z_E = \inf(Z|E), \forall E \in A(P) \setminus \{\emptyset, \Omega\},
\]
hence \( F_{z_E} = (Z \geq z_E) \), it holds that
\[
\forall E \in A^Z, F_{z_E} \in A^Z \text{ and } L^E_2(Z) \subseteq L^{F_{z_E}}_2(Z). \tag{23}
\]

We preliminarily note that:

i) \( \inf(Z|F_{z_E}) = \inf(Z|E) \).

In fact, \( \inf(Z|F_{z_E}) \leq \inf(Z|E) \) because \( E \Rightarrow F_{z_E} \), and \( \inf(Z|F_{z_E}) = \inf(Z|Z \geq \inf(Z|E)) \geq \inf(Z|E) \) by definition of the infimum.

ii) \( P(E) \leq P(F_{z_E}) \), again because \( E \Rightarrow F_{z_E} \) (cf. (4)).

iii) If \( \inf(Z|E) > \inf(Z|\neg E) \), then \( \inf(Z|\neg F_{z_E}) = \inf(Z|\neg E) \).

In fact, \( \inf(Z|E) > \inf(Z|\neg E) \) implies \( \neg F_{z_E} = (Z < \inf(Z|E)) \neq \emptyset \).

Then, \( \inf(Z|\neg F_{z_E}) = \inf Z = \min\{\inf(Z|E), \inf(Z|\neg E)\} = \inf(Z|\neg E) \).

Let \( E \in A^Z \), i.e. \( \inf(Z|E) > \inf(Z|\neg E) \). Then,

a) \( F_{z_E} \in A^Z \).

In fact, \( \inf(Z|F_{z_E}) = \inf(Z|E) > \inf(Z|\neg E) = \inf(Z|\neg F_{z_E}) \), by i) and iii).
b) \( L^E_2(Z) \subseteq L^{F_z E}_{2}(Z) \).

Let \( \alpha \in L^E_2(Z) \). Then, by (21),
\[
\alpha < \inf(Z|E)P(E) + \inf(Z|\neg E)(1 - P(E)) \\
= P(E)(\inf(Z|E) - \inf(Z|\neg E)) + \inf(Z|\neg E) \\
\leq P(F_z E)(\inf(Z|F_z E) - \inf(Z|\neg F_z E)) + \inf(Z|\neg F_z E) \\
= \inf(Z|F_z E)P(F_z E) + \inf(Z|\neg F_z E)(1 - P(F_z E)),
\]
using i), ii), iii) and \( P(E) \geq 0 \) at the weak inequality. Hence \( \alpha \in L^{F_z E}_{2}(Z) \), again by (21).

Therefore, (23) holds. This implies that all distinct events \( E \in A^Z \) such that \( \inf(Z|E) \) has a common value, equal to \( \inf(Z|F_z E) \), might be replaced by the single event \( F_z E \) in (22). Hence, we may simplify (22):
\[
L_2(Z) = \bigcup_{z \in J} L^E_{2}(Z) \cup L^\Omega_{2}(Z).
\]
This gives (17).

5.2 The 2-convex natural extension

Suppose now that \( P \) is 2-convex on \( A(P) \). Again, simplified expressions are available for the 2-convex natural extension \( E_{2c}(Z) \), \( Z \in \mathcal{L} \).

**Proposition 11.** Let \( P \) be centered 2-convex on \( A(P) \) and \( Z \in \mathcal{L} \). Define \( F_z = (Z \geq z) \), \( \forall z \in \mathbb{R} \), \( B^Z = \{E \in A(P) \setminus \{\emptyset, \Omega\} : \inf(Z|E) > \inf(Z|\neg E) - 1\} \), \( J_B = \{\inf(Z|E) : E \in B^Z\} \). Then,
\[
E_{2c}(Z) = \max\{\inf Z, \sup\{P(E) + \min\{\inf(Z|E) - 1, \inf(Z|\neg E)\} : E \in B^Z\}\}
\]
\[
= \max\{\inf Z, \sup\{P(F_z) + \min\{\inf(Z|F_z) - 1, \inf(Z|\neg F_z)\} : z \in J_B\}\}.
\]

**Proof.** In its first part, the proof is analogous to that of Proposition 10 (but note that \( \forall Z, B^Z \) is not empty if \( P \neq \{\Omega\} \), unlike \( A^Z \) in Proposition 10).

Defining
\[
L^E_{2c}(Z) = \{\alpha : \sup\{(E - P(E)) - (Z - \alpha)\} < 0\},
\]
\[
\alpha^E = \sup L^E_{2c}(Z),
\]
we have
\[
L_{2c}(Z) = \bigcup_{E \in A(P)} L^E_{2c}(Z).
\]
Then, similarly to Proposition 10 we may compute
\[
E_{2c}(Z) = \sup\{\alpha^E : E \in A(P)\}.
\]
To obtain (24) from (27), we distinguish two cases:
1) If $E \in \{ \emptyset, \Omega \}$, then, since $P(\emptyset) = 0$, $P(\Omega) = 1$ by centered 2-convexity of $P$ (cf. (2)), we get

$$L^\emptyset_{2c}(Z) = L^\Omega_{2c}(Z) = \{ \alpha : \alpha < \inf Z \}$$

(28)

$$\alpha^\emptyset = \alpha^\Omega = \inf Z$$

(29)

2) If $E \notin \{ \emptyset, \Omega \}$, then, since $\sup\{ (E - P(E)) - (Z - \alpha) \} < 0$ iff $\alpha < P(E) + \inf\{ (Z - \alpha) \}$, we get

$$L^E_{2c}(Z) = \{ \alpha : \alpha < P(E) + \min\{ \inf(Z|E) - 1, \inf(Z | \neg E) \} \}$$

(30)

$$\alpha^E = P(E) + \min\{ \inf(Z|E) - 1, \inf(Z | \neg E) \}$$

(31)

We note that any set $L^E_{2c}(Z)$ such that $\inf(Z|E) \leq \inf(Z | \neg E) - 1$ may be dropped from the union in (26), since then $L^E_{2c}(Z) \subseteq L^{\emptyset}_{2c}(Z)$.

In fact, let $\inf(Z|E) \leq \inf(Z | \neg E) - 1$. Then, by (30),

$$L^E_{2c}(Z) = \{ \alpha : \alpha < P(E) + \inf(Z|E) - 1 \}$$

$$\alpha^{\neg E} = P(E) + \min\{ \inf(Z|E) - 1, \inf(Z | \neg E) \}.$$

Take $\alpha \in L^E_{2c}(Z)$. Recalling that $P(E) \leq 1$ and $P(\neg E) \geq 0$ by 2-convexity, we get $\alpha < P(E) + \inf(Z|E) - 1 \leq \inf(Z|E) \leq P(\neg E) + \inf(Z | \neg E)$, i.e. $\alpha \in L^{\neg E}_{2c}(Z)$.

The above argument simplifies (26):

$$L_{2c}(Z) = \bigcup_{E \in B^Z} L^E_{2c}(Z) \cup L^\Omega_{2c}(Z).$$

This gives (24) from (27).

To prove (25), define, as in Proposition 10, $z_E = \inf(Z|E), \forall E \in A(P) \setminus \{ \emptyset, \Omega \}$, so that $F_{zE} = (Z \geq z_E)$.

We prove that

$$L_{2c}^E(Z) \subseteq L^{F_{zE}}_{2c}(Z), \forall E \in A(P) \setminus \{ \emptyset, \Omega \},$$

(32)

with $F_{zE} = \Omega$ or $F_{zE} \in B^Z$.

For this, take $E \in A(P) \setminus \{ \emptyset, \Omega \}, \alpha \in L^E_{2c}(Z)$, i.e. such that $\alpha$ satisfies (30).

We prove that $\alpha \in L^{F_{zE}}_{2c}(Z)$, i.e. that $\alpha$ satisfies either the inequality

$$\alpha < \inf Z,$$

(33)

when $F_{zE} = \Omega$, or the inequality

$$\alpha < P(F_{zE}) + \min\{ \inf(Z|F_{zE}) - 1, \inf(Z | \neg F_{zE}) \},$$

(34)

when $F_{zE} \neq \Omega$.

We already know that $\inf(Z|F_{zE}) = \inf(Z|E)$, $P(E) \leq P(F_{zE})$ and that $\inf(Z|E) > \inf(Z | \neg E)$ implies $\inf(Z | \neg F_{zE}) = \inf(Z | \neg E)$ from i), ii) and iii) in the proof of Proposition 10. Two alternatives occur:
1) If $\inf(Z|E) = \inf Z$, then $F_{z\in E} = \Omega$.

Consider $\alpha$ satisfying (30). Then, we get $\alpha < P(E) + \min\{\inf(Z|E) - 1, \inf(Z|E\neg)\} \leq P(F_{z\in E}) + \min\{\inf(Z|E) - 1, \inf(Z|E\neg)\} = P(\Omega) + \inf Z - 1 = \inf Z$. This proves that $\alpha$ satisfies equation (33), i.e. $\alpha \in L_{2c}(Z)$.

2) If $\inf(Z|E) > \inf Z$, then $\inf(Z|F_{z\in E}) = \inf(Z|E) > \inf Z = \inf(Z|E\neg) = \inf(Z|F_{z\in E\neg}) = \inf(z|F_{z\in E\neg}) - 1$. This shows that $F_{z\in E} \in B^{Z}$.

Again, take $\alpha$ satisfying (30). Then, we get immediately $\alpha < P(F_{z\in E}) + \min\{\inf(Z|E) - 1, \inf(Z|E\neg)\} = P(F_{z\in E}) + \min\{\inf(Z|F_{z\in E}) - 1, \inf(Z|F_{z\in E}\neg)\}$. Hence, $\alpha$ satisfies (34), i.e. $\alpha \in L_{2c}(Z)$.

We conclude that (32) holds and that:

$$L_{2c}(Z) = \bigcup_{z\in J} L_{2c}(Z) \cup L_{2c}(Z).$$

This gives (25).

\[ \Box \]

### 5.3 More on the 2-coherent and 2-convex natural extensions

Let us compare the two alternative expressions supplied for both $E_{2c}$ and $E_{2c}$ in Propositions 10 and 11. Equations (16) and (24) are of interest in themselves, as they show that $E_{2}$ and $E_{2c}$ may be expressed in a way rather different from their original definitions, by involving the events of $\mathcal{A}(\mathcal{P}) \setminus \{\emptyset, \Omega\}$ and the infima of $Z$ conditional on such events. However, it appears from the proofs of Propositions 10 and 11 that formulae (17) and (25) are derived from, respectively, (16) and (24) by reducing the number of events effectively employed: event $F_{z\in E} = (Z \geq \inf(Z|E\neg))$ is a representative for all events $E \in \mathcal{A}(\mathcal{P}) \setminus \{\emptyset, \Omega\}$ with respect to which $\inf(Z|E)$ takes the same value. Thus (17) and (25) ensure a further simplification over (16) and (24).

Formulae (17) and (25) highlight another interesting feature of $E_{2}(Z)$ and $E_{2c}(Z)$: the only uncertainty evaluation they explicitly depend on is $P(F_{z})$, $z \in \mathbb{R}$ (more precisely, the range of $z$ may be restricted to either $J_{A}$ or $J_{B}$ in Propositions 10 or 11 respectively). Since $P(F_{z}) = P(Z \geq z)$, we come to the following conclusion:

The values of $E_{2}(Z)$ and of $E_{2c}(Z)$ both depend on the evaluation of (restrictions of) the lower decumulative distribution function $P(Z \geq z)$, $z \in \mathbb{R}$.

For the considerations to follow a further simplification for the expression of $E_{2c}$ will be useful. It is stated in the next Proposition.
Proposition 12. In the same assumptions of Proposition 11, we have

\[ E_{2c}(Z) = \max \{ \sup \{ P(F_z) + \inf(Z|F_z) - 1 \mid z \in J_B, z < \inf Z + 1 \}, \inf P(F_{\inf Z + 1}) + \inf Z \} \]  

(36)

Proof. Looking at (25) in Proposition 11, we realize that not all \( z \in J_B \) are generally needed to obtain \( L_{2c}(Z) \) in (35).

In fact, define \( \overline{z} = \inf Z + 1, k = \inf(Z|F_\overline{z}) \) and take \( z \in J_B \) such that \( z \geq \overline{z} \) (if any). Then, \( k \in J_B \) and \( L_{2c}^{F_z} \subseteq L_{2c}^{F_\overline{z}} = L_{2c}^{F_k} \).

To see this, note first that \( z \geq \overline{z} \) implies \( F_z \neq \emptyset \) and

\[ \inf(Z|F_z) = \inf(Z|Z \geq z) \geq z \geq \overline{z} + 1 > \inf Z = \inf(Z|\neg F_z). \]  

(37)

Hence,

- \( L_{2c}^{F_z} \subseteq L_{2c}^{F_\overline{z}} \).

In fact, from (30) and (37), we derive

\[ L_{2c}^{F_z} = \{ \alpha : \alpha < P(F_z) + \min \{ \inf(Z|F_z) - 1, \inf Z \} \} \]
\[ = \{ \alpha : \alpha < P(F_{\overline{z}}) + \inf Z \} \]
\[ \subseteq \{ \alpha : \alpha < P(F_\overline{z}) + \inf Z \} = L_{2c}^{F_\overline{z}}, \]

where the inclusion holds because \( F_z \Rightarrow F_\overline{z} \) implies \( P(F_z) \leq P(F_\overline{z}). \)

- \( F_\overline{z} = F_k \), hence \( L_{2c}^{F_\overline{z}} = L_{2c}^{F_k} \), and \( k \in J_B \).

Clearly, \( F_k \Rightarrow F_\overline{z} \). For the reverse implication, note that for any \( \omega \) such that \( \omega \Rightarrow F_\overline{z} \) it is \( Z(\omega) \geq \inf(Z|F_\overline{z}) = k \), hence \( \omega \Rightarrow F_k \).

To prove that \( k \in J_B \), put \( z = \overline{z} \) in (37) to get \( \inf(Z|F_\overline{z}) > \inf(Z|\neg F_\overline{z}) - 1 \), hence \( F_\overline{z} \in B_2 \) and \( k = \inf(Z|F_\overline{z}) \in J_B \).

We conclude that (35) simplifies further, since any \( L_{2c}^{F_z}(Z) \) with \( z > \inf Z + 1 \) can be replaced with \( L_{2c}^{\inf Z + 1}(Z) \).

\[ L_{2c}(Z) = \bigcup_{z \in J_B : z < \inf Z + 1} L_{2c}^{F_z}(Z) \cup L_{2c}^{\inf Z + 1}(Z) \cup L_{2c}^{\emptyset}(Z). \]  

(38)

Finally, in order to get (36), we have to compute the suprema of the sets \( L_{2c}^{\inf Z + 1}(Z) \) and \( L_{2c}^{F_z}(Z) \), with \( z \in J_B, z < \inf Z + 1 \).

Clearly, if \( z = \inf Z, F_z = \emptyset \), hence, from (29), \( \sup L_{2c}^{F_z} = \inf Z \).

When \( z = \inf Z + 1 \) or \( z \in J_B \) and \( \inf Z < z < \inf Z + 1 \), we get instead

\[ \sup L_{2c}^{F_z} = P(F_z) + \inf(Z|F_z) - 1 \]  

if \( \inf Z < z < \inf Z + 1 \),  

(39)

\[ \sup L_{2c}^{F_z} = P(F_{\inf Z + 1}) + \inf(Z) \]  

if \( z = \inf Z + 1 \).  

(40)

In fact,

\footnote{This bullet is necessary, because \( \overline{z} \) may not be an admissible value for \( Z \).}

\footnote{Note that \( \{ z \in J_B : z \geq \inf Z + 1 \} = \emptyset \) implies \( L_{2c}^{\inf Z + 1}(Z) = L_{2c}^{\emptyset}(Z) \).}
• Let \( z \in (\inf Z, \inf Z + 1) \cap J_B \). Since \( z \in J_B \), there exists \( E \in \mathcal{B}^Z \) such that \( z = \inf(\{Z|E\}) = \inf(Z|F_z) \). This implies \( \inf Z + 1 > z = \inf(Z|F_z) > \inf Z = \inf(\{Z|\neg F_z\}) \). Hence, (39) follows from (31).

• If \( z = \inf Z + 1 \), then, by (37), \( \inf(\{Z|\inf Z + 1\}) = 1 \). Hence, (39) again.

Now take the suprema in (38), recalling (39), (40). This gives (36).

Operationally, formulae (10), (17), (21), (36) offer simple ways of computing \( E_2, E_{2c} \) when \( \mathcal{P} \) is finite. The following example illustrate the procedures.

**Example 2.** Let \( \mathcal{P} = \{a, b, c, d\} \), and define \( P \) on \( \mathcal{A}(\mathcal{P}) \) as follows:

- \( P(a) = 0.2, P(b) = 0, P(c) = 0.3, P(d) = 0.1 \);
- \( P(a \lor b) = 0.3, P(a \land c) = 0.5, P(a \lor d) = 0.4 \);
- \( P(b \lor c) = 0.5, P(b \lor d) = 0.3, P(c \lor d) = 0.5 \);
- \( P(a \land b \land c) = 0.6, P(a \land c \land d) = 0.7, P(b \land c \land d) = 0.7, P(a \land b \land c \land d) = 0.7 \);
- \( P(\emptyset) = 0, P(\Omega) = 1 \).

- \( P \) is 2-coherent on \( \mathcal{A}(\mathcal{P}) \), hence also centered 2-convex. To prove 2-coherence, note that \( P \) satisfies the conditions of Proposition 4 in [14]: \( P(A) \leq P(B \lor A), \forall A, B \in \mathcal{A}(\mathcal{P}) : A \Rightarrow B, P(A) + P(\neg A) \leq 1, \forall A \in \mathcal{A}(\mathcal{P}) \), \( P(\emptyset) = 0, P(\Omega) = 1 \).

- \( P \) is not coherent. Use the necessary condition for coherence \( P(A \lor B) \geq P(A) + P(B) \), if \( A \land B = \emptyset \) [14, Section 2.7.4 (e)] with \( A = a, B = b \lor c \):

\[
P(a \lor b \lor c) = 0.6 < P(a) + P(b \lor c) = 0.7.
\]

Now consider \( Z \in \mathcal{L} \), defined by: \( Z(a) = -1, Z(b) = 0, Z(c) = 1, Z(d) = 3 \).

- Let us compute \( E_{2c}(Z) \), using (36). Here \( J_B = \{0, 1, 3\} \), \( \inf Z = -1 \), hence \( \{z \in J_B : z < \inf Z + 1\} = \emptyset \) and \( F_{\inf Z + 1} = F_0 = b \lor c \lor d \). Therefore,

\[
E_{2c}(Z) = \max \{\min Z, P(b \lor c \lor d) + \inf Z\} = \max \{-1, 0.7 + (-1)\} = -0.3.
\]

- To compute \( E_2 \) by means of (10), we have to check the sign of \( \inf(Z|E) - \inf(Z|\neg E) \) for each \( E \in \mathcal{A}(\mathcal{P}) - \{\emptyset, \Omega\} \). Then we determine the supremum (here maximum) in (10). It turns out that it is achieved by considering the event \( E = c \lor d \in \mathcal{A}(\mathcal{P}) \). We obtain

\[
E_2(Z) = \max \{\min Z, \min(Z|\{c \lor d\})P(c \lor d) + \min(Z|\{a \lor b\})(1 - P(c \lor d))\} = \max \{-1, 0.5 + (-1) \cdot (1 - 0.5)\} = 0.
\]

Note that \( E_{2c}(Z) = -0.3 < E_2(Z) = 0 \).
Remark 1 (How vacuous is the 2-convex natural extension?).

Equation (36) is also relevant in focusing our intuition that the 2-convex natural extension should intrinsically tend to be vague. Results like the Sandwich Theorem seem to indicate the opposite, that there are instances such that \( E_{2c} \) is not so vacuous after all. However, this is not the general rule. In fact, we immediately obtain the following upper bound for \( E_{2c} \) from (36):

\[
E_{2c}(Z) \leq \inf Z + 1, \forall Z \in \mathcal{L}.
\]  

(41)

Inequality (41) shows that the 2-convex natural extension may be nearly vacuous. This is what happens if \( \sup Z - \inf Z \gg 1 \), no matter whether \( P \) is already coherent or at least convex on \( \mathcal{A}(P) \): compared to the range of \( Z \), \( E_{2c}(Z) \) nearly overlaps with \( \inf Z \), its smallest admissible value. Note that \( E_{2c}(Z) \) is not necessarily vague when \( \sup Z - \inf Z < 1 \), but \( E_{2c}(\lambda Z) \) is so, if \( \lambda > 0 \) is large enough. This substantial asymmetry in treating extensions of gambles differing only by a scaling factor is not surprising: axiom (A5) does not necessarily apply to 2-convex previsions, being actually a distinguishing feature between them and the 2-coherent previsions.

5.4 The Choquet integral extension

If the given \( P \) is 2-coherent on \( \mathcal{A}(P) \), it is possible to extend it onto \( \mathcal{L} \), preserving 2-coherence, resorting to another extension, generally dominating the 2-coherent natural extension. This is the Choquet integral extension \( C \), discussed in this section. The possibility of exploiting \( C \) relies on the following:

Proposition 13. Given \( P \) 2-coherent on \( \mathcal{A}(P) \), the lower prevision \( C: \mathcal{L} \rightarrow \mathbb{R} \) defined as

\[
C(X) = (C) \int X dP, \forall X \in \mathcal{L}
\]  

(42)

is an extension of \( P \) that is 2-coherent on \( \mathcal{L} \).

Proof. \( C \) extends \( P \): in fact \( \mathcal{A}(P) \subset \mathcal{L} \) (identifying every event \( A \) with its indicator \( I_A \)), and \( C(I_A) = P(A) \) by Proposition a).

To prove that \( C \) is 2-coherent on \( \mathcal{L} \), note that \( \mathcal{L} \) is a special set \( \mathcal{X}|\mathcal{B}^c \) (Definition a), with \( \mathcal{X} = \mathcal{L}, \mathcal{B} = \{\Omega, \emptyset\} \). Therefore, we may apply Theorem b) and check that \( C \) verifies the following axioms:

(A1') \( C(X) - C(Y) \leq \sup(X - Y), \forall X, Y \in \mathcal{L} \)

(A2') \( C(\lambda X) = \lambda C(X), \forall X \in \mathcal{L}, \forall \lambda \geq 0 \).

(A4') \( C(X - C(X)) = 0, \forall X \in \mathcal{L} \).

(A5') \( C(\lambda X) \leq \lambda C(X), \forall X \in \mathcal{L}, \forall \lambda < 0 \).

As for condition (A1'), it is equivalent to
(A1”) If \( X, Y \in \mathcal{L}, k \in \mathbb{R} \) are such that \( Y \geq X + k \), then \( \underline{C}(Y) \geq \underline{C}(X) + k \).

In fact, suppose (A1’) holds and take \( X, Y \in \mathcal{L}, k \in \mathbb{R} \) such that \( Y \geq X + k \).

Conversely, \( \forall X, Y \in \mathcal{L} \), it holds that \( Y \geq X + \inf(Y - X) \). If (A1") holds, this implies \( \underline{C}(Y) \geq \underline{C}(X) + \inf(Y - X) \), equivalent to \( \underline{C}(X) - \underline{C}(Y) \leq \sup(X - Y) \), which is (A1’).

Then (A1") holds because of Proposition 3 d), e), and (42).

For (A2’), apply Proposition 3 b), while axiom (A4’) follows from Proposition 3 d).

To prove (A5’), recall that defining \( \overline{P}(A) = 1 - \overline{P}(A), \forall A \in \mathcal{A}(\mathcal{P}) \), it is necessary for the 2-coherence of \( \overline{P} \) that \( \overline{P}(A) \geq \overline{P}(A) \) [13, Appendix B, Theorem B3 (b)]. Hence, using this and the monotonicity of the Riemann integral at the inequality, either (42) or Proposition 3 f) at the equalities,

\[
\underline{C}(X) = (C) \int X d\overline{P} = \inf X + (R) \int_{\inf X}^{\sup X} P(X \geq x) dx 
\leq \inf X + (R) \int_{\inf X}^{\sup X} \overline{P}(X \geq x) dx = (C) \int X d\overline{P}.
\]

Finally, take \( \lambda < 0 \). Applying (42) at the first equality below, Proposition 3 b) at the third, Proposition 3 c) at the fourth and the just established \( (C) \int X d\overline{P} \leq (C) \int X d\overline{P} \) at the inequality, we obtain

\[
\underline{C}(\lambda X) = (C) \int \lambda X d\overline{P} = (C) \int (-\lambda)(-X) d\overline{P} = (-\lambda) \cdot (C) \int (-X) d\overline{P} = \\
= \lambda \cdot (C) \int X d\overline{P} \leq \lambda \cdot (C) \int X d\overline{P} = \lambda \cdot \underline{C}(X),
\]

which is (A5’).

Remark 2 (2-convexity of the Choquet integral). As a byproduct of the equivalence between (A1") and (A1’) shown in the proof of Proposition 13, we get that the Choquet integral \( \underline{C} \) in (42) is 2-convex on \( \mathcal{L} \), as soon as \( \overline{P} \) in (42) is any normalised capacity defined on \( \mathcal{A}(\mathcal{P}) \). To prove this relaxation of Proposition 13, note that (A1’) and (A4’), which hold because of Proposition 3 d), e) and the equivalence mentioned above, characterise 2-convexity of \( \underline{C} \), by Theorem 1 d).

This implies also, by Proposition 3 a), that any normalised capacity is always 2-convex on \( \mathcal{A}(\mathcal{P}) \).

The Choquet integral extension \( \underline{C} \) is therefore a 2-coherent extension which is relatively simple to compute, by Proposition 3 f) or g). In the case of a simple \( X \), in particular, fewer computations are needed to determine \( \underline{C} \) rather than \( \overline{E}_{2c} \). The two extensions may not coincide, as shown next:

**Example 3.** Let \( \mathcal{P}, \overline{P} \) and \( Z \) be as in Example 2. By Proposition 3 g),

\[
\underline{C}(X) = -1 + (0 - (-1))P(b \lor c \lor d) + 1P(c \lor d) + 2P(d) 
= 0.4 > \overline{E}_{2}(X) = 0.
\]
Discussion. Hence, $C$ is intrinsically ‘more precise’ than $E_2$. More generally, the following holds:

$$E \geq C \geq E_2 \geq E_{2c}. \quad (43)$$

Note that each inequality may be strict: $E_2 > E_{2c}$ in Example 3, $C > E_2$ in Example 1, and $E = C$, $\forall X \in \mathcal{L}$, iff $P$ is coherent and 2-monotone (18) Theorem 6.1 (otherwise $E > C$ for at least one $X \in \mathcal{L}$). Therefore, Sandwich Theorems analogous to those of Sections 3, 4 seem not to be available in the extension problems studied in this section.

Thus, if $P$ is coherent and 2-monotone (43) simplifies a little, since then $E = C$. Yet, even the rather strong assumption of 2-monotonicity does not ensure that the Choquet integral extension may be equal to any of the remaining extensions we are investigating. This is shown in the next example.

Example 4. Given the partition $\mathcal{P} = \{\omega_1, \omega_2, \omega_3\}$, define the lower probability $P$ on $\mathcal{A}(\mathcal{P})$ as the lower envelope of the precise probabilities $P_1, P_2, P_3, P'(A) = \min\{P_1(A), P_2(A)\}, \forall A \in \mathcal{A}(\mathcal{P})$, see (the shaded area of) Table 1. Let also $X$ be the gamble in $\mathcal{L}$ defined by $X(\omega_1) = 2, X(\omega_2) = 3, X(\omega_3) = 0$.

| $P_1$ | $P_2$ | $P_3$ | $P$ | $P'$ |
|-------|-------|-------|-----|------|
| 0.3   | 0.1   | 0     | 0.1 | 0.1  |
| 0.3   | 0.7   | 1     | 0.4 | 0.7  |
| 0.7   | 0.8   | 1     | 0.7 | 0.7  |
| 0.7   | 0.8   | 1     | 0.7 | 0.7  |

Table 1: Data for Example 4

- $P$ is coherent on $\mathcal{A}(\mathcal{P})$, as a lower envelope of (precise) probabilities [19, Corollary 3.3.4], and 2-monotone, being coherent and defined on a three-element partition (see e.g. [19, Proposition 6.9]).

- Applying Proposition 3 g), $C(X) = 0 + (2 - 0)P(X \geq 2) + (3 - 2)P(X \geq 3) = 1.8$. As for $E_2(X)$, we obtain $E_2(X) = 1.4 < C(X)$, using e.g. (10) (the value 1.4 is achieved with $E = \omega_1 \vee \omega_2$).

- To compute $E_2(X)$, consider the extension of $P$ on $\mathcal{E} = \mathcal{A}(\mathcal{P}) \cup \{X\}$ given by $P'(\cdot) = \min\{P_1(\cdot), P_2(\cdot), P_3(\cdot) + 0.7\}$ (see Table 1). Note that when the argument of $P_1, P_2, P_3$ is an event in $\mathcal{A}(\mathcal{P})$, $P' = P$, while $P'(X) = 0.7$. Thus, $P'$ is not coherent on $\mathcal{E}$, since $P'(X) < E(X) = 1.4$. By contrast, $P'$ is centered convex on $\mathcal{E}$: this follows from the Envelope Theorem for convex previsions [7, Theorem 3.3]. This theorem states that $P'$ is a centered convex lower extension on a set $\mathcal{D}$ of gambles if and only if there exists a non-empty set of (precise) previsions $\mathcal{P}$ such that, $\forall X \in \mathcal{D}, P'(X) = \min_{P \in \mathcal{P}}\{P(X) + \alpha_P\}$, with $\min_{P \in \mathcal{P}}\{\alpha_P\} = 0$. In this...
example \( P = \{P_1, P_2, P_3\} \), \( \alpha_{P_1} = \alpha_{P_2} = 0 \), \( \alpha_{P_3} = 0.7 \). Consequently, \( E_c(X) \leq P'(X) = 0.7 \) (by the least-commital property of the convex natural extension, cf. the corresponding property stated for 2-convexity in Proposition 3(e)). On the other hand, note that \( X = 2\omega_1 + 3\omega_2 \geq \omega_1 + \omega_2 \). Monotonicity of convex previsions implies then \( E_c(2\omega_1 + 3\omega_2) \geq E_c(\omega_1 + \omega_2) = P(\omega_1 \lor \omega_2) = 0.7 \). Hence \( E_c(X) = 0.7 \).

- Since \( E_c(X) \geq E_{2c}(X) \) by Lemma 1 and \( E_{2c}(X) \geq 0.7 \) (again by the monotonicity argument), also \( E_{2c}(X) = 0.7 \).

Summing up, in this example \( P \) is 2-monotone on \( \mathcal{A}(\mathcal{P}) \) but \( E(X) = C(X) > E_2(X) > E_c(X) = E_{2c}(X) \).

Interestingly, 43 and the preceding results are helpful in better delimiting the role of the Choquet integral extension \( C \) in Imprecise Probability Theory. In fact, as well known \( C \) is a lower bound to the natural extension \( E_c \), hence generally not a coherent extension. With the 2-coherent natural extension, the role of \( C \) is reversed: it is an upper bound to \( E_{2c} \), and is anyway always 2-coherent (if the starting \( P \) is). We might prefer \( C \) to \( E_2 \) for computational reasons, in order to have a ‘more precise’ extension, or if we require comonotone additivity. Concerning the last motivation, recall that a measure \( \mu \) is comonotone additive if it is additive on comonotone gambles. That is, \( \mu(X + Y) = \mu(X) + \mu(Y) \) if \( X, Y \) are such that there are no \( \omega_1, \omega_2 \) with \( X(\omega_1) < X(\omega_2) \) and \( Y(\omega_1) > Y(\omega_2) \). Then, it is well known that the Choquet integral, hence \( C \), is comonotone additive \( 19 \) Proposition C.5 (vii)]. Finally, note that requiring comonotone additivity with 2-coherence is much less demanding than with coherence. In fact, comonotone additivity is equivalent to 2-monotonicity under coherence \( 11 \) Theorem 12, \( 16 \) Theorem 6.22).

**Remark 3.** Suppose we relax the assumptions from the beginning of this section by requiring only that \( P \) is centered 2-convex on \( \mathcal{A}(\mathcal{P}) \). As an interesting follow-up of Remark 2, \( C \) is then a convex extension of \( P \), and \( C \geq E_{2c} \). However, when \( E_2 \) is finite, cf. the later Proposition 27 \( C \geq E_2 \geq E_{2c} \) (both inequalities are strict in Example 4). Then, \( C \) approximates \( E_{2c} \) more loosely than \( E_2 \).

6 More on the ordering of natural extensions

In this section we deepen some aspects, which were mostly out of the scope of the previous three sections, of the various natural extensions we are dealing with. The setting is an unconditional environment for the sake of simplicity, thus \( P(\cdot) \) is now a lower prevision on an arbitrary set \( D \) (unconditional) gambles. We focus on

a) relationships with avoiding sure loss-type notions;

b) conditions for the finiteness of the natural extensions.
Items a) and b) are strongly connected: as we shall now see, precisely conditions of avoiding sure loss (in some sense) are relevant for b).

**Definition 6.** Given $P : D \rightarrow \mathbb{R}$,

a) $P$ avoids sure loss (ASL) on $D$ [19, Section 2.4.4 (a)] iff $\forall n \in \mathbb{N}^+$, $\forall X_1, \ldots, X_n \in D$, $\forall s_1, \ldots, s_n \geq 0$, defining $G = \sum_{i=1}^{n} s_i (X_i - P(X_i))$, it holds that $\sup G \geq 0$.

b) $P$ 1-avoids sure loss (1-ASL) on $D$ [13, Remark 2] iff a) applies, with $n = 1$.

c) $P$ avoids unbounded sure loss (AUSL) on $D$ [8, Definition 5] iff there exists $k \in \mathbb{R}$ such that, $\forall n \in \mathbb{N}^+$, $\forall X_1, \ldots, X_n \in D$, $\forall s_1, \ldots, s_n \geq 0$ with $\sum_{i=1}^{n} s_i = 1$, defining $G = \sum_{i=1}^{n} s_i (X_i - P(X_i))$, it holds that $\sup G \geq k$.

d) $P$ 1-avoids unbounded sure loss (1-AUSL) on $D$ iff c) applies with $n = 1$ (and, consequently, $s_1 = 1$).

The condition of avoiding sure loss is the best known and strongest of the four. 1-ASL is in fact a rather weak consistency requirement. It is equivalent to $P(X) \leq \sup X$, $\forall X \in D$, as can be easily checked. It is also easy to see that $P$ is 1-AUSL iff there exists $k \in \mathbb{R}$ such that $Q = P + k$ is 1-ASL. As for AUSL, it holds that

**Proposition 14.** Each of the following conditions is sufficient for $P : D \rightarrow \mathbb{R}$ to avoid unbounded sure loss:

a) $D$ is finite

b) $P$ is convex on $D$

Proof. a) If $D = \{X_1, \ldots, X_n\}$, any $G$ in Definition 6 c) may be written in the form $G = \sum_{i=1}^{n} s_i (X_i - P(X_i))$, with some $s_i$ possibly equal to zero. Since anyway $\sum_{i=1}^{n} s_i = 1$, $G$ is a convex linear combination of $X_i - P(X_i)$, $i = 1, \ldots, n$. As such, $G \geq \min_{i=1,\ldots,n} \{\inf X_i - P(X_i)\} = k$. Thus, $\sup G \geq k$.

b) Proven in [8, Proposition 4].

Indeed, AUSL may be a mild consistency requirement. As appears from Proposition 14 a), it imposes no constraint whatever on $P$ when its domain is finite. Even with infinite domains, it may be expected to exhibit some unsatisfactory features. Consider for this that also the stronger ASL condition is compatible with lack of monotonicity, unlike 2-coherence and even 2-convexity.

In our view, the conditions of ASL, 1-ASL, AUSL and 1-AUSL have an ancillary role with respect to coherence, 2-coherence, convexity and 2-convexity, respectively: they ensure finiteness of the corresponding natural extensions. In fact,
**Proposition 15.** Given $P : D \to \mathbb{R}$,

- **a**) $E_{2c}(Z)$ is finite $\forall Z$ iff $P$ avoids sure loss.
- **b**) $E_{2}(Z)$ is finite $\forall Z$ iff $P$ 1-avoids sure loss.
- **c**) $E_{c}(Z)$ is finite $\forall Z$ iff $P$ avoids unbounded sure loss.
- **d**) $E_{2c}(Z)$ is finite $\forall Z$ iff $P$ 1-avoids unbounded sure loss.

**Proof.** Item a) was proven in [19, Section 3.1.2 (a)], b) in [13, Proposition 12 and Remark 3], c) in [8, Proposition 3].

We prove here d). Recall for this (Definition [1]d)) that

$$E_{2c}(Z) = \sup L_{2c}(Z)$$

$$= \sup(\alpha \in \mathbb{R} : \sup\{(X - P(X)) - (Z - \alpha)\} < 0, \text{ for some } X \in D).$$

Preliminarily, we prove that $L_{2c}(Z) \neq \emptyset, \forall Z$. In fact, take $X \in D$. For $\alpha < \inf Z - \sup X + P(X)$ it holds that $\sup\{(X - P(X)) - (Z - \alpha)\} \leq \sup X - P(X) - \inf Z + \alpha < -\alpha + \alpha = 0$, hence $\alpha \in L_{2c}(Z)$.

We prove now the direct implication: assuming that $E_{2c}$ is finite, suppose by contradiction that $P$ is not 1-AUSL. Then, $\forall k \in \mathbb{R}, \exists X \in D : \sup\{X - P(X)\} < k$. It follows that, for any $\varepsilon > 0$, $(X - P(X)) - (Z - (\inf Z - k - \varepsilon)) \leq \sup\{X - P(X)\} - (Z - \inf Z) - k - \varepsilon < -\varepsilon < 0$.

Therefore, $\sup\{(X - P(X)) - (Z - (\inf Z - k - \varepsilon))\} \leq -\varepsilon < 0$, meaning that $\inf Z - k - \varepsilon \in L_{2c}(Z), \forall k \in \mathbb{R}, \forall \varepsilon > 0$. Hence $E_{2c}(Z) = +\infty$.

Conversely, let $P$ be 1-AUSL and consider any $\alpha \in L_{2c}(Z)$. Then, by definition of $E_{2c}(Z)$,

$$\sup\{(X - P(X)) - (Z - \alpha)\} < 0.$$ 

Hence $X - P(X) \leq \sup Z - \alpha$. Taking the supremum and since $P$ is 1-AUSL, there exists $k$ such that

$$k \leq \sup\{X - P(X)\} \leq \sup Z - \alpha.$$ 

Since then $\alpha \leq \sup Z - k, \forall \alpha \in L_{2c}(Z)$, we have that $E_{2c}(Z) \in \mathbb{R}$. 



Note that each of $E, E_{2}, E_{c}, E_{2c}$ is finite (or alternatively infinite) for all gambles if it is so for one gamble $Z$. In other words, these extensions cannot be simultaneously finite on some gambles and infinite on other ones.

Proposition [13] clarifies what conditions characterise the finiteness of $E, E_{2}, E_{c}, E_{2c}$. From Lemma [1] we deduce that avoiding sure loss is sufficient for the finiteness of them all.

Further, Proposition [13] is helpful in establishing that some natural extensions may be infinite while other ones are not for the same gamble, and that there is no order relation, in general, between $E_{2}$ and $E_{c}$ (thus the ordering among $E, E_{2}, E_{c}, E_{2c}$ is partial, following equations (5)). We include some examples proving these facts:


\[ E_2 = +\infty > E_c \in \text{Example 5a}; \]

\[ E = +\infty > E_c > E_2 \in \text{Example 5b)} \] (while \( +\infty > E_2 > E_c \) in Example 5b).

\[ E_c = +\infty > E_2 \in \text{Example 5a}; \]

\[ E_c = E_2 = +\infty > E_{2c} \in \text{Example 5b).} \]

**Example 5.** Let \( \mathcal{P} = \{\omega_1, \ldots, \omega_n\} \) be a finite partition, and \( \mathcal{P} : \mathcal{P} \to \mathbb{R} \) be a lower probability, with \( \mathcal{P}(\omega_i) = \frac{1}{n} + \delta, \delta > 0, i = 1, \ldots, n. \)

a) Suppose additionally that \( \delta > 1 - \frac{1}{n} \). Then,

- \( \mathcal{P} \) is not 1-ASL: \( \mathcal{P}(\omega_i) > \frac{1}{n} + 1 - \frac{1}{n} = 1 = \sup \omega_i, i = 1, \ldots, n. \)
- \( \mathcal{P} \) is AUSL, by Proposition 14a).

Therefore, by Proposition 14, \( E_2 = +\infty > E_c. \)

b) Now suppose instead \( 0 < \delta < \frac{1}{n(n-1)}, n \geq 3. \) Then

- \( \mathcal{P} \) is not ASL: \( \sum_{i=1}^{n} \mathcal{P}(\omega_i) > 1, \) contradicting a necessary condition for ASL [12 Section 4.6.1].
- \( \mathcal{P} \) is AUSL, by Proposition 14a). Hence, \( E_c(\emptyset) = +\infty, \forall \emptyset. \) In particular, \( E_c(\emptyset) \geq \delta > 0. \) To see this, use Definition 4c) with \( s_i = \frac{1}{n}, i = 1, \ldots, n; \) \( \sup \{\sum_{i=1}^{n} \mathcal{P}(\omega_i) - (0 - \alpha)\} < 0 \) if \( \alpha < \inf \{\frac{1}{n} \sum_{i=1}^{n} \mathcal{P}(\omega_i) - \frac{1}{n} \sum_{i=1}^{n} \omega_i\} = \delta. \) Hence any \( \alpha < \delta \) belongs to \( L_c(\emptyset) \) and \( E_c(\emptyset) \geq \delta > 0. \)
- \( \mathcal{P} \) is 2-coherent on \( \mathcal{P} \); by Definition 4b), any admissible \( G \) involves two atoms of \( \mathcal{P} \), let them be \( \omega_i, \omega_j \) (not necessarily distinct: we neglect the trivial case \( \omega_i = \omega_j \). Since \( n \geq 3 \) and \( \mathcal{P}(\omega_i) + \mathcal{P}(\omega_j) < 1 \) (because \( \delta < \frac{1}{n(n-1)} \)), for any choice of \( \omega_i, \omega_j \in \mathcal{P} \) (\( i \neq j \)) \( \mathcal{P} \) is the restriction on \( \{\omega_i, \omega_j\} \) of a dF-coherent (precise) probability \( \mathcal{P} \) concentrated on \( \omega_i, \omega_j, \omega_k \) (\( k \neq i, k \neq j \)): \( \mathcal{P}(\omega_i) = \mathcal{P}(\omega_i), \mathcal{P}(\omega_j) = \mathcal{P}(\omega_j), \mathcal{P}(\omega_k) = 1 - (\mathcal{P}(\omega_i) + \mathcal{P}(\omega_j)). \) Since dF-coherence implies coherence and 2-coherence, any \( G \) admissible for 2-coherence satisfies the condition \( \sup G \geq 0, \forall \omega_i, \omega_j. \) Therefore \( \mathcal{P} \) is 2-coherent and \( E_2 \) is finite and 2-coherent too, which implies \( E_2(\emptyset) = 0. \)

From what derived above and Proposition 15, we conclude that \( E(\emptyset) = +\infty > E_c(\emptyset) > E_2(\emptyset). \)

**Example 6.** Given \( \mathcal{P} = \{\omega_1, \omega_2\}, \) define \( \mathcal{D} = \{X_0, X_1, \ldots, X_{2n}, X_{2n+1}, \ldots, \} \) as follows, for any \( n \in \mathbb{N}: \)

- \( X_{2n}(\omega_1) = -n, X_{2n}(\omega_2) = -2n; \)
- \( X_{2n+1}(\omega_1) = -2n, X_{2n+1}(\omega_2) = -n. \)
Then assign a lower prevision \( P : \mathcal{D} \to \mathbb{R} : P(X_{2n}) = P(X_{2n+1}) = -n + \delta, \delta \geq 0, \) for any \( n \in \mathbb{N} \). We shall consider the gains

\[
G_n = \frac{1}{2}(X_{2n} - P(X_{2n})) + \frac{1}{2}(X_{2n+1} - P(X_{2n+1})).
\]

Note that, for any \( n \in \mathbb{N} \),

\[
G_n(\omega_1) = G_n(\omega_2) = -\frac{n}{2} - \delta,
\]

as is easily verified.

Then, \( P \) is not AUSL: consider the sequence \((G_n)_{n \in \mathbb{N}}\) of gains admissible by Definition 6 c). Since \( \lim_{n \to +\infty} sup G_n = \lim_{n \to +\infty} (-\frac{n}{2} - \delta) = -\infty \), there is no \( k \in \mathbb{R} \) such that \( sup G_n \geq k, \forall n \in \mathbb{N} \).

Let us now investigate two distinct subcases.

a) \( \delta = 0 \).

In this case \( P \) is 1-ASL: \( P(X_{2n}) = P(X_{2n+1}) = -n = sup(X_{2n}) = sup(X_{2n+1}) \).

From Proposition 13, we obtain \( E_c = +\infty > E_2 \).

b) \( \delta > 0 \)

Then \( P \) is not 1-ASL: \( P(X_{2n}) = P(X_{2n+1}) = -n + \delta > sup(X_{2n}) = sup(X_{2n+1}) = -n \).

From Proposition 13, \( E_c = E_2 = +\infty \). However, note that \( E_{2c}(\emptyset) < +\infty \).

In fact, from Definition 4 d),

\[
L_{2c}(\emptyset) = \{ \alpha \in \mathbb{R} : sup\{X_n - P(X_n) + \alpha < 0\}, \text{ for some } X_n \in \mathcal{D}\}.
\]

Since \( sup\{X_n - P(X_n) + \alpha\} = \alpha + sup\{X_n - P(X_n)\} = \alpha - \delta < 0 \) iff \( \alpha < \delta \), we obtain \( E_{2c}(\emptyset) = \delta \in \mathbb{R}^+ \).

Summarising, we have that \( E(\emptyset) = E_c(\emptyset) = E_2(\emptyset) = +\infty > E_{2c}(\emptyset) \).

7 Conclusions

In this paper we have deepened the study of the 2-coherent and 2-convex natural extensions \( E_2 \) and \( E_{2c} \), initiated in [13, 15], and have established the role of the Choquet integral extension within 2-coherence. We have seen in Sections 3 and 4 that there are important situations where \( E_{2c} \) or \( E_2 \) coincide with the natural extension \( E \) or the convex natural extension \( E_c \). This does not happen, generally, in the framework of Section 5, i.e. if \( P \) is given on \( \mathcal{A}(\mathcal{P}) \) and the extension is on \( \mathcal{L} \). Intuitively, this might be justified thinking that while the environment where \( P \) is initially assessed is ‘full’ in some sense in all cases we discuss, in the hypotheses of Section 5 it is relatively ‘poor’ with respect to the extended set. In fact there is a jump there from events to gambles, and from probabilities to previsions. We supplied in this case simplifying formulae for \( E_2 \) and \( E_{2c} \).
which make the practical computation of these extensions rather simple when the partition $\mathcal{P}$ is finite, and more generally show that the extensions depend on the evaluation of decumulative distribution functions. As for future work, the most immediate challenge is to investigate whether the properties detected so far extend to further situations. More work is needed also to practically exploit the cases of coincidence among different natural extensions. Lastly, other unexplored areas concern the ‘transitivity property’ (cf. [16] Section 4.5.4) for the different natural extensions and the potential role (for instance in computing extensions directly) of significant envelope theorems for 2-coherent or 2-convex previsions. These theorems should generalise the existing envelope theorems for, respectively, coherent lower previsions (cf. [19] Section 3.3.3) and convex lower previsions (cf. the statement of the envelope theorem recalled in Example [4]).
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