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Abstract. Gene expression data represents a unique challenge in predictive model building, because of the small number of samples \(n\) compared to the huge amount of features \(p\). This \(n << p\) property has hampered application of deep learning techniques for disease outcome classification. Sparse learning by incorporating external gene network information could be a potential solution to this issue. Still, the problem is very challenging because (1) there are tens of thousands of features and only hundreds of training samples, (2) the scale-free structure of the gene network is unfriendly to the setup of convolutional neural networks. To address these issues and build a robust classification model, we propose the Graph-Embedded Deep Feedforward Networks (GEDFN), to integrate external relational information of features into the deep neural network architecture. The method is able to achieve sparse connection between network layers to prevent overfitting. To validate the method’s capability, we conducted both simulation experiments and a real data analysis using a breast cancer RNA-seq dataset from The Cancer Genome Atlas (TCGA). The resulting high classification accuracy and easily interpretable feature selection results suggest the method is a useful addition to the current classification models and feature selection procedures. The method is available at https://github.com/yunchuankong/NetworkNeuralNetwork.
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1 Introduction

In recent years, more and more studies attempt to link clinical outcomes, such as cancer and other diseases, with gene expression or other types of profiling data. It is of great interest to develop new computational methods to predict disease outcomes based on profiling datasets that contain tens of thousands of variables. The major challenges in these data lie in the heterogeneity of the samples, and the sample size being much smaller than the number of predictors (genes), i.e. the \(n << p\) issue, as well as the complex correlation structure between the predictors. Thus the prediction task has been formulated as a classification problem.
combined with selection of predictors, solved by modern machine learning algorithms such as regression based methods \cite{31,32}, support vector machines \cite{38}, random forests \cite{25,26} and neural networks \cite{6}. While these methods are aimed at achieving accurate classification performance, major efforts have also been put on selecting significant genes that effectively contribute to the prediction \cite{25,26}. However, feature selection is based on fitted predictive models and is conducted after parameter estimation, which causes the selection to rely on the classification methods rather than the structure of the feature space itself. Besides building robust predictive models, the feature selection also serves another important purpose - the functionality of the selected features (genes) can help unravel the underlying biological mechanisms of the disease outcome.

Given the nature of the data, i.e. functionally associated genes tend to be statistically dependent and contribute to the biological outcome in a synergistic manner, a branch of gene expression classification research has been focused on integrating the relations between genes with classification methods, which helps in terms of both classification performance as well as learning the structure of feature space. A critical data source to achieve this goal has been gene networks. A gene network is a graph-structured dataset with genes as the graph vertices and their functional relations as graph edges. The functional relations are largely curated from existing biological knowledge \cite{7,37}. Each vertex in the network corresponds to a predictor in the classification model. Thus, it is expected that the gene network can provide useful information for a learning process where genes serve as predictors. Motivated by this fact, certain procedures have been developed where gene networks are employed to conduct feature selection prior to classification \cite{8,39}. Moreover, methods that integrate gene network information directly into classifiers have also been developed. For example, \cite{12} proposes the random forest-based method, where the feature sub-sampling is guided by graph search on gene networks when constructing decision trees. \cite{12,27} modify the objective function of the support vector machine with penalty terms defined according to pairwise distances between genes in the network. Similarly, \cite{21} develops logistic regression based classifier using regularization, where again a relational penalty term is introduced in the loss function. The authors of these methods have demonstrated that embedding expression data into gene network results in both better classification performance and more interpretable selected feature sets.

With the clear evidence that gene networks can lead to novel variants of traditional classifiers, we are motivated to incorporate gene networks with deep feedforward networks (DFN), which is closely related to the state-of-the-art technique deep learning \cite{28}. Although nowadays deep learning has been constantly shown to be one of the most powerful tools in classification, its application in bioinformatics is limited \cite{32}. This is due to many reasons including the $n << p$ issue, the large heterogeneity in cell populations and clinical subject populations, as well as inconsistent data characteristics across different laboratories, resulting in difficulties merging datasets. Consequently, the relatively small number of samples compared to the large number of features in a gene expression dataset
obstructs the use of deep learning techniques, where the training process usually requires a large amount of samples such as in image classification [35]. Therefore, there is a need to modify deep learning models for disease outcome classification using gene expression data, which naturally leads us to the development a variant of deep learning models specifically fitting the practical situation with the help of gene networks.

Incorporating gene networks as relational information in the feature space into DFN classifiers is a natural option to achieve sparse learning with less parameters compared to usual DFN. However, to the best of our knowledge, few existing work has been done on this track. [4,16] started the direction of sparse deep neural networks for graph-structured data. The authors developed hierarchical locally connected network architectures with newly defined convolution operations on graph-structured data. The methods have novel mathematical formulation, however, the applications are yet to be generalized. In both of the two papers, by using the two benchmark datasets MNIST [29] and ImageNet [35] respectively, the authors have treated 2-D grid images as a special form of graph-structured data in their experiments. This is based on the fact that a image can be regarded as a graph in which each pixel is a vertex connected with four neighbors in the four directions. However, graph-structured data can be much more complex in general, as the degree of each vertex can vary widely, and the edges do not have orientations as in image data. For a gene network, the degree of vertices is power-law distributed as the network is scale-free [24]. In this case, convolution operations are not easy to define. In addition, with tens of thousands of vertices in the graph, applying multiple convolution operations results in huge number of parameters, which easily leads to over-fitting given the small number of training samples. By taking an alternative approach of modifying a usual DFN, our newly proposed graph-embedded DFN can serve as a convenient tool to fill the gap. It avoids over-fitting in the $n << p$ scenario, as well as achieves good feature selection results using the capabilities of DFN.

The paper is organized as follows: Section 2 reviews usual deep feedforward networks and illustrates our network-embedded architecture. Section 3 compares the performance of our method with two related approaches using synthetic datasets, followed by the real application of a breast cancer dataset in Section 4. Finally, conclusions and discussion are presented in Section 5.
2 Methods

2.1 Deep feedforward networks

A deep feedforward network (DFN, or deep neural network (DNN), multilayer perceptron (MLP)) with \( l \) hidden layers has a standard architecture

\[
Pr(y|X, \theta) = f(Z_{out} W_{out} + b_{out})
\]

\[
Z_{out} = \sigma(Z_l W_l + b_l)
\]

\[
\vdots
\]

\[
Z_{k+1} = \sigma(Z_k W_k + b_k)
\]

\[
\vdots
\]

\[
Z_1 = \sigma(X W_{in} + b_{in}),
\]

where \( X \in \mathbb{R}^{n \times p} \) is the input data matrix with \( n \) samples and \( p \) features, \( y \in \mathbb{R}^n \) is the outcome vector containing classification labels, \( \theta \) denotes all the parameters in the model, \( Z_{out} \) and \( Z_k, k = 1, \ldots, l-1 \) are hidden neurons with corresponding weight matrices \( W_{out} \), \( W_k \) and bias vectors \( b_{out} \), \( b_k \). The dimensions of \( Z \) and \( W \) depend on the number of hidden neurons \( h_{in} \) and \( h_k, k = 1, \ldots, l \), as well as the input dimension \( p \) and the number of classes \( h_{out} \) for classification problems. In this paper, we mainly focus on binary classification problems hence the elements of \( y \) simply take binary values and \( h_{out} = 2 \). \( \sigma(\cdot) \) is the activation function such as sigmoid, hyperbolic tangent or rectifiers. \( f(\cdot) \) is the softmax function converting values of the output layer into probability prediction i.e.

\[
p_i = f(\mu_{i1}) = \frac{e^{\mu_{i1}}}{e^{\mu_{i0}} + e^{\mu_{i1}}}
\]

where

\[
p_i := Pr(y_i = 1|x_i)
\]

\[
\mu_{i0} := [Z_{i(out)}]^{T} W_{0(out)} + b_{0(out)}
\]

\[
\mu_{i1} := [Z_{i(out)}]^{T} W_{1(out)} + b_{1(out)},
\]

for binary classification where \( i = 1, \ldots, n \).

The parameters to be estimated in this model are all the weights and biases. For a training dataset given true labels, the model is trained using a stochastic gradient decent (SGD) based algorithm \[15\] by minimizing the cross-entropy loss function

\[
\mathcal{L}(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \{y_i \log(\hat{p}_i) + (1 - y_i) \log(1 - \hat{p}_i)\},
\]

where again \( \theta \) denotes all the model parameters, and \( \hat{p}_i \) is the fitted value of \( p_i \). More details about DFN can be found in \[15\].
2.2 Graph-embedded deep feedforward networks

Our newly proposed DNN model is based on two main assumptions. The first assumption is that neighboring features on a known scale-free feature network or feature graph\(^1\) tend to be statistically dependent. The second assumption is that only a small number of features are true predictors for the outcome, and the true predictors tend to form cliques in the feature graph. These assumptions have been commonly used and justified in previous works reviewed in Section 1.

To incorporate the known feature graph information to DNN, we propose the graph-embedded deep feedforward network (GEDFN) model. The key idea is that, instead of letting the input layer and the first hidden layers to be fully connected, we embed the feature graph in the first hidden layer so that a fixed informative sparse connection can be achieved.

Let \( G = (V,E) \) be a known graph of \( p \) features, with \( V \) the collection of \( p \) vertices and \( E \) the collection of all edges connecting vertices. A common representation of a graph is the corresponding adjacency matrix \( A \). Given a graph \( G \) with \( p \) vertices, the adjacency \( A \) is a \( p \times p \) matrix with

\[
A_{ij} = \begin{cases} 
1, & \text{if } V_i \text{ and } V_j \text{ are connected, } \forall i, j = 1, \ldots, p \\
0, & \text{otherwise.}
\end{cases}
\]

In our case \( A \) is symmetric since the graph is undirected. Also, we require \( A_{ii} = 1 \) meaning each vertex is regarded to connecting itself.

Now to mathematically formulate our idea, we construct the DNN such that the dimension of the first hidden layer \( (h_{in}) \) is the same as the original input i.e. \( h_{in} = p \), hence \( W_{in} \) has a dimension of \( p \times p \). Between the input layer \( X \) and the first hidden layer \( Z_1 \), instead of fully connecting the two layers with \( Z_1 = \sigma(XW_{in}) + b_{in} \), we have

\[
Z_1 = \sigma(X(W_{in} \odot A) + b_{in})
\]

where the operation \( \odot \) is the Hadamard (element-wise) product. Thus, the connections between the first two layers of the feedforward network are “filtered” by the feature graph adjacency matrix. Through the one-to-one \( R : p \rightarrow p \) transformation, all features have their corresponding hidden neurons in the first hidden layer. A feature can only feed information to hidden neurons that correspond to features connecting to it in the feature graph.

Specifically, let \( x_i = (x_{i1}, \ldots, x_{ip})^T, i = 1, \ldots, n \) be any instance (one row) of the input matrix \( X \), in usual DFN, the first hidden layer of this instance is calculated as

\[
z_i^{(1)} = \sigma\left(\sum_{j=1}^{p} x_{ij}w_{ij}^{(in)} + b_{1}^{(in)}, \ldots, \sum_{j=1}^{p} x_{ij}w_{h_{in}j}^{(in)} + b_{h_{in}}^{(in)}\right),
\]

\(^1\) Since in this paper we interchangeably discuss feature networks and neural networks, to avoid confusion, the equivalent term “graph” is used to refer to the feature network from now on, while “networks” naturally refer to neural networks.
where $z_i^{(1)}$ is the $i$-th row of $Z_1$, and $w_{kj}^{(in)}$, $b_k^{(in)}$, $k = 1, \ldots, h_{in}$ are the weight and bias for this layer. Now in our model, $h_{in} = p$ and each $w_{kj}^{(in)}$ is multiplied by an indicator function i.e.

$$z_i^{(1)} = \sigma((\sum_{j=1}^{p} x_{ij} w_{1j}^{(in)} I(A_{1j} = 1) + b_1^{(in)}), \ldots, \sum_{j=1}^{p} x_{ij} w_{pj}^{(in)} I(A_{pj} = 1) + b_p^{(in)})^T).$$

Therefore, the feature graph helps achieve sparsity for the connection between the input layer and the first hidden layer.

### 2.3 Detailed model settings

For the choice of activation functions in DNN, the rectified linear unit (ReLU) \[34\] with the form (in scalar case)

$$\sigma_{ReLU}(x) = \max(x, 0)$$

is employed. This activation has an advantage over sigmoid and hyperbolic tangent as it can avoid the vanishing gradient problem \[17\] during training using SGD. To train the DNN model, we choose the Adam optimizer \[22\], which is the most widely used variant of traditional gradient descent algorithms in deep learning. Also, we use the mini-batch training strategy by which the optimizer randomly trains a small proportion of the samples in each iteration. Details about the Adam optimizer and mini-batch training can be found in \[15,22\].

The classification performance of a DNN model is associated with many hyper-parameters, including architecture related parameters such as the number of layers and the number of hidden neurons in each layer, regularization related parameters such as the dropout proportion and the penalty scale of regularizers, model training related parameters such as the learning rate and the batch size. These hyper-parameters can be fine tuned using advanced hyper-parameter training algorithm such as Bayesian Optimization \[33\], however, as the hyper-parameters are not of primary interest in our work, in later sections, we simply tune them using grid search in a feasible hyper-parameter space. A visualization of our fine tuned GEDFN model for simulation and real data experiments is shown in Fig. \[1\].

### 3 Simulation Experiments

We conduct extensive simulation experiments based on our assumptions of data. The goal of the experiments is to mimic disease outcome classification using gene expression and network data, and explore the performance of our new method compared to the usual DFN. Robustness is also tested as we simulate datasets that do not fully satisfy the main assumptions. The method is applied to examine whether it can still achieve a reasonable performance (i.e. at least as good as a usual DFN).
3.1 Synthetic data generation

For a given number of features $p$, we employ the preferential attachment algorithm proposed by [3] to generate a scale-free feature graph. The $p \times p$ distance matrix $D$ recording pairwise distances among all vertices is then calculated. Next, we transform the distance matrix into a covariance matrix $\Sigma$ by letting $\Sigma_{ij} = 0$ for $j = 1, \ldots, p$. Here by convention the diagonal elements of $D$ are all zeros meaning the distance between a vertex to itself is zero.

After simulating the feature graph and obtaining the covariance matrix of features, we generate $n$ multivariate Gaussian samples as the input matrix $X = (x_1, \ldots, x_n)^T$, i.e.

$$x_i \sim \mathcal{N}(0, \Sigma), i = 1, \ldots, n,$$

where $n \ll p$ for imitating gene expression data. To generate outcome variables, we first select a subset of features to be the “true” predictors. Following our assumptions mentioned in Section 2.2, we intend to select cliques in the feature graph. Among vertices with relatively high degrees, part of them are randomly selected as “cores”, and part of the neighboring vertices of cores are also selected. Denoting the number of true predictors as $p_0$, we sample a set of parameters $\beta = (\beta_1, \ldots, \beta_{p_0})^T$ and an intercept $\beta_0$ within a certain range. In our experiments, we first sample $\beta$’s from $(0.1, 0.2)$, so that the signal will neither be too strong nor too weak. Also, some of the parameters are randomly turned into negative, so that we accommodate both positive and negative coefficients. Finally, the
outcome variable $y$ is generated through a logistic regression model

$$Pr(y_i = 1|x_i) = \logit^{-1}(x_i^T \beta + \beta_0)$$

$$y_i = I(Pr(y_i = 1|x_i) > t), i = 1, \ldots, n,$$

where $t$ is a threshold and $\logit(\cdot)$ is the logit function

$$\logit(x) = \log\left(\frac{x}{1 - x}\right).$$

The inverse $\logit^{-1}$ is equivalent to a binary class softmax function.

Following the above procedure, we simulate a set of synthetic datasets with 5,000 features and 400 samples. We compare our method with the usual DFN and another feature graph-embedded classification method network-guided forest (NGF) [12] mentioned in Section 1. In gene expression data, the number of true predictors account for only a small proportion of the features, i.e. the signal-to-noise ratio is extremely low. Taking this aspect into consideration, we examine different numbers, i.e. 40, 80, 120, 160, and 200, of true predictors, corresponding to 2, 4, 6, 8 and 10 cores among all the high-degree vertices in the feature graph. However, in reality, the true predictors may not be perfectly distributed in the feature graph as cliques. Instead, some of the true predictors, which we call “singletons”, can be quite scattered. To create this possible circumstance, we simulate three series of datasets with singleton proportions 0%, 50% and 100% among all the true predictors. Therefore, we investigate three situations where all true predictors are in cliques, half of the true predictors are singletons, and all of the true predictors are scattered in the graph, respectively.

### 3.2 Simulation results

In our simulation studies, as shown in Fig. 1, the GEDFN had three hidden layers, where the first hidden layer was the graph adjacency embedded layer. Thus the dimension of its output is the same as the input, namely 5,000. The second and third hidden layers had 64 and 16 hidden neurons respectively, which are the same for the usual DFN. The number of the first layer hidden neurons in the usual DFN was tuned using grid search. When the number of true predictors was 40, the first hidden layer had 512 neurons; as we increased the number of true predictors, 1,024 hidden neurons achieved slightly better performance. For each of the data generation settings, 10 datasets were generated, and the GEDFN, DFN, and NGF methods were applied on the data. For each simulated dataset, we randomly split the dataset into training and testing sets at a 4:1 ratio. The final testing set classification accuracy results were then averaged across the ten datasets. All the classification results were evaluated by the area under the receiver operating characteristic (ROC) curve (AUC).

Table 1 and Fig. 2 shows the results of the simulation experiments. Corresponding to the case that singleton proportion is 0%, Fig. 2(a) shows the two feature graph integrated methods outperformed DFN with no feature graph information. As the number of true predictors increased, all of the methods
performed better as there were more signals in the feature set. As the singleton proportion increased to 0.5 (Fig. 2(b)), GEDFN was still the best among the three while the performance of NGF decreased. In Fig. 2(c), the difference between GEDFN and DFN is not very obvious, since there was essentially no feature graph information with singleton proportion at 100%. At the same time, NGF performed worse than neural network methods. It is also noted that with the increase of singleton proportions, the performance of DFN became worse as well, which is because neural network methods inherently tackle correlated features, and the correlation decreased as the number of singletons increased. Therefore, although not as directly affected as GEDFN and NGF, increased singleton proportions also deteriorated the performance of DFN.

Table 1. Classification comparison of the graph-embedded deep feedforward network (GEDFN) method, the network-guided forest (NGF) method and the usual DFN. Statistics are the classification accuracies measured by AUC.

| % singletons | true predictors | 0% | 50% | 100% |
|--------------|-----------------|-----|-----|------|
|              |                 | 40  | 80  | 120  | 160  | 200  |
|              | DFN             | 0.836 | 0.872 | 0.875 | 0.902 | 0.909 |
|              |                 | 0.811 | 0.858 | 0.91  | 0.923 | 0.923 |
|              |                 | 0.738 | 0.822 | 0.865 | 0.887 | 0.922 |
|              | GEDFN           | 0.876 | 0.921 | 0.924 | 0.944 | 0.923 |
|              |                 | 0.868 | 0.879 | 0.922 | 0.922 | 0.939 |
|              |                 | 0.821 | 0.847 | 0.896 | 0.902 | 0.922 |
|              | NGF             | 0.871 | 0.89  | 0.902 | 0.928 | 0.913 |
|              |                 | 0.844 | 0.865 | 0.896 | 0.873 | 0.918 |
|              |                 | 0.786 | 0.814 | 0.845 | 0.894 | 0.903 |

Fig. 2. Plots of the classification comparison in Table 1. Singleton proportions: (a) 0%, (b) 50%, (c) 100%.

In summary, the simulation experiments demonstrated that compared to the NGF method and the usual DFN method, our newly proposed GEDFN model had better classification accuracies in cases where true predictors were concentrated on cliques in the feature network. When the number of singletons increased, the feature network could hardly provide any signal and the performance of GEDFN declined to the same level of the usual DFN model.
4 Real data application

4.1 Datasets

We applied our GEDFN method to the Cancer Genome Atlas (TCGA) breast cancer (BRCA) RNA-seq dataset [23]. The dataset consists of a gene expression matrix with 20,532 genes of 707 cancer patients, as well as the clinical data containing various disease status measurements. The gene network came from the HINT database [10]. In this proof-of-concept study, we were interested in the relation between gene expression and a molecular subtype of breast cancer - the tumor’s Estrogen Receptor (ER) status. ER is expressed in more than 2/3 of breast tumors, and plays a critical role in tumor growth [36].

After screening genes that were not involved in the gene network, a total of 9,211 genes were used as the final feature set in our classification. For each gene, the expression value was Z-score transformed i.e. the expression value minus the mean across all patients and then divided by the standard error.

4.2 Model fitting and evaluation of feature importance

In the analysis of gene expression data, not only are we concerned about the classification result, but also it is of great interest to find features that significantly contribute to the classification, as they can reveal the underlying biological mechanisms. In our example, besides training a well-performed classification model, we also intended to figure out which genes play important roles in prediction. After fitting the GEDFN model, we employed the partial derivative method proposed in [11] to calculate an approximate score for each gene as the variable importance.

The main idea of the partial derivative method is that the importance of a specific variable is reflected by its impact on the change of prediction when its value changes. The ratio between change in prediction and change in the variable is thus the partial derivative of the predicted probability with respect to the variable i.e. \( \frac{\partial p}{\partial x_{ij}}, i = 1, \ldots, n, j = 1, \ldots, p \). To obtain the partial derivative, one straightforward approximation is to compute it numerically. The procedure is as the following: after fitting the model using training data and obtaining the testing data prediction, for each gene in the testing dataset, we increase a small proportion \( \delta \) (say, 5%) of its expression value in all the testing samples while fixing other gene values unchanged. Re-running the model using this perturbed testing set, the new prediction is then obtained for each sample. Next, the impact of changing the gene value is computed as the difference between the new prediction and the original prediction. Finally, the average ratio between the prediction difference and the value changed in expression across samples can serves as the numerical partial derivative. Equation (1) shows a mathematical expression for this numerical partial derivative \( s_j \) for gene \( j \):

\[
s_j = \frac{1}{n} \sum_{i=1}^{n} \frac{\tilde{p}_{ij} - \hat{p}_i}{\delta x_{ij}}, j = 1, \ldots, p,
\]
where $\tilde{p}_{ij}$ and $\hat{p}_i$ are the perturbed prediction and the original prediction respectively, and $\delta$ is the small percentage of the change in the gene expression value. This calculation procedure is repeated for every gene. To compare the effect size of genes, we use the absolute value $|s_j|$ as the importance score. A ranked importance list is then obtained by sorting the genes according to their scores.

4.3 Results

Using the HINT network architecture as in Section 3.2, we tested our GEDFN method on the BRCA data with ten repeated experiments. The average testing AUC is 0.938, indicating that the method is well applicable for gene expression-based classification problem. The ranked effective genes list was also obtained by averaging gene importance scores across the 10 repeated analysis. We conducted further functional analyses for the top 5% ranked genes to interpret the feature importance of our model from the biological point of view. We conducted community detection on the network containing the top-ranked genes and their one-step neighbors [9]. Edges were weighted such that edges between top-ranked genes received a weight of 15, while other edges received a weight of 1. Sixteen modules were selected, and the corresponding top gene groups were tested for functionality through GO enrichment analysis [13]. Fig. 3 shows two examples of the 16 modules.

![Fig. 3. Example modules from the top 5% ranked gene list.](image)

The largest module shown in Fig. 3a consists of 34 positive genes, i.e. the increased expression of which increases the probability of the sample being classified into the “ER+” group, and 27 negative genes, i.e. the increased expression
of which decreases the probability of the sample being classified as “ER+”. Functional analysis using GOstats reveals several key biological processes overrepresented by the top ranked genes in this module. The most significant biological process is regulation of execution phase of apoptosis. ER is known to be closely related to the regulation of the apoptosis process. In the presence of estrogen, chemotherapy-induced apoptosis is suppressed in ER+ breast cancer cells [2]. It has been shown that siRNA-mediated suppression of protein tyrosine phosphatase α (PTPα) induces apoptosis in ER- but not in ER+ breast cancer cells [41].

The second biological process found was centrosome localization. Centrosome amplification mediated by estrogen leads to chromosomal instability, which is a critical process in breast oncogenesis [30,19]. The results indicate the lack of estrogen receptor in the ER- group is associated with a distinct gene expression pattern in centrosome localization genes.

As shown by the third and fourth biological processes, a number of regulators of phosphorylation, many of which are involved in mitogen-activated protein kinase (MAPK) cascade, were associated with ER status. The MAPK cascade plays an integral role in estrogen signaling. Ras-MAPK cascade modulates the activity of ER [20], and MAPK can be activated by estradiol (E2) independent of transcriptional changes [18].

Table 2. GO biological process enrichment analysis of the top (colored) genes in Fig. 3a. The top 5 terms are shown after manually removing redundant terms.

| GOBPID     | Term                                              | Pvalue | Genes in the GO Term                                      |
|------------|---------------------------------------------------|--------|----------------------------------------------------------|
| GO:1900117 | regulation of execution phase of apoptosis        | 1.7E-05| 598;2021;3297;5062                                        |
| GO:0051642 | centrosome localization                           | 0.00042| 3682;5048;23224                                          |
| GO:0042326 | negative regulation of phosphorylation            | 0.00049| 207;863;5048;5062;8661;51562;55333;57103;57689;84962;374403 |
| GO:0043409 | negative regulation of MAPK cascade                | 0.0015 | 207;5048;8661;51562;55333;374403                           |
| GO:0043087 | regulation of GTPase activity                      | 0.0020 | 2664;3383;5048;6281;7410;8787;9411;9744;23616;27237;84962;374403 |

A number of genes involved in GTPase activity regulation are also transcriptionally associated with ER status. Through the G protein-coupled receptor GPR30, estrogen triggers the activation of the MAPKs Erk-1 and Erk-2 [14]. At the same time, activation of GPR30 by the receptor-specific agonist G-1 induces mitochondrial-related apoptosis [10].

The module in Fig. 3b is much smaller. Two of the positive genes (197, 1019) are involved in the insulin receptor signaling pathway, which has been shown to cross-talk with the estrogen signaling pathway in estrogen-dependent breast
cancer [26]. Five of the selected genes (1019;1880;3265;5741;6850) belong to the process “positive regulation of cell proliferation”, three of which (1880;3265;6850) are part of the ERK1 and ERK2 cascade, which as we discussed before, is triggered by estrogen through GPR30 [14].

Overall, the real data results based on RNA-seq data and HINT database clearly demonstrated the method can achieve good classification performance by selecting biologically relevant genes.

5 Conclusion

We presented a new deep feedforward network classifier embedding feature graph information. It achieves sparse connected neural networks by constraining connections between the input layer and the first hidden layer according to the feature graph. Simulation experiments have shown its relatively higher classification accuracy compared to existing methods, and the real data application demonstrated the utility of the new model.
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