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Energy Optimization of Robotic Cells

Libor Bukata, Přemysl Šucha, Zdeněk Hanzálek, and Pavel Burget

Abstract—This study focuses on the energy optimization of industrial robotic cells, which is essential for sustainable production in the long term. A holistic approach that considers a robotic cell as a whole toward minimizing energy consumption is proposed. The mathematical model, which takes into account various robot speeds, positions, power-saving modes, and alternative orders of operations, can be transformed into a mixed-integer linear programming formulation that is, however, suitable only for small instances. To optimize complex robotic cells, a hybrid heuristic accelerated by using multi-core processors and the Gurobi simplex method for piecewise linear convex functions is implemented. The experimental results showed that the heuristic solved 93% of instances with a solution quality close to a proven lower bound. Moreover, compared with the existing works, which typically address problems with 3 to 4 robots, this study solved real-size problem instances with up to 12 robots and considered more optimization aspects. The proposed algorithms were also applied on an existing robotic cell in Škoda Auto. The outcomes, based on simulations and measurements, indicate that, compared with the previous state (at maximal robot speeds and without deeper power-saving modes), the energy consumption can be reduced by about 20% merely by optimizing the robot speeds and applying power-saving modes. All the software and generated data sets used in this research are publicly available.

Index Terms—robotic cells, energy optimization, holistic approach, Digital Factory, Industry 4.0, parallel hybrid heuristic, mixed-integer linear programming, simplex method for piecewise linear convex functions

I. INTRODUCTION

ROBOTIC CELLS, which are broadly used in heavy-duty industries, are highly complex systems (see Figure 1) that consist mainly of industrial robots, conveyors, (stationary) welding/gluing guns, PLC controllers, and physical barriers (e.g., fencing). Because the primary objective is to guarantee the repeatability of production, the robots carry out the same operations periodically; i.e., they follow fixed cyclic event-based schedules, the execution of which can be conditioned by some signals, such as an acknowledgment of a free work space. Signaling is also used for inter-robot synchronization to avoid collisions. Thus far, robotic cells are often optimized with respect to their production rate (see, e.g., Dawande et al. [1] for a survey); however, the pressure to reduce energy consumption in the industry is growing due to increasing costs of electricity, the energy savings goal of the European Union [2], and other initiatives and requirements of ecological groups. As a result, there is a high demand for energy-efficient solutions that enable sustainable development in the long term. One of the areas in which a significant amount of energy can be saved is the manufacturing process. For example, industrial robots consume approximately 8% of the energy needed during the production of cars (Meike and Ribickis [3]).

The present study addresses the energy optimization of robotic cells not only in the automotive industry. A mathematical model of the robotic cell is presented, and optimization algorithms are proposed. The primary goal of the optimization is to minimize the energy consumption of a robotic cell for a given production rate by changing the robot speeds, positions (including the rotation of a gun), and order of operations and by applying the robot power-saving modes. These optimization aspects have been identified as important for energy consumption based on measurements made on a small industrial KUKA robot. Such optimization has significant potential for energy savings because robotic cells are usually designed under time pressure with the main objective of meeting a desired production rate. As a result, the speed of robot movements is typically maximal, although these mostly result in long idle times. Such performance leads to a power profile that sharply fluctuates during production; for instance, a regular 6-axis industrial robot with a 200 kg payload requires between 0.5 and 20 kW of power (Meike and Ribickis [3]).

For stationary robots, the robot brakes can slightly alleviate the energy burden if they are released early because the motors do not consume energy in holding the robot in a certain...
position, and the power needed to keep the brakes open does not apply to the released brakes. On one hand, the frequent use of brakes could result in significant energy savings; on the other hand, caution must be exercised because the number of brake cycles is limited to 5 million, and the expected lifetime of robots is about 15 years (Meike et al. [4]). Some robots, such as those from KUKA, also support the PROFInergy profile [5], which allows controlling the power consumption by sending commands through a PROFINET network. This enables deeper energy-saving modes for robots, such as bus power-off or hibernate. Several experimental facilities have been using PROFInergy, such as the Mercedes-Benz plant in Sindelfingen, in which various experiments have been carried out [6]. Meike and Ribickis [6] provide more detailed information on energy-saving techniques.

The current research on the energy optimization of robotic cells often concentrates on the optimization of individual robot trajectories (local optimization) with respect to the physical limitations of robots and the obstacles to be avoided (e.g., [7], [8], and [9]). However, to reach the full energy-saving potential, it is necessary to consider the robotic cell as a whole (global optimization). Such energy optimization was proposed in a pilot work of Wigström and Lennartson [10], in which a nonlinear mathematical model was formulated and solved by using various algorithms. Nevertheless, the authors neglected the energy-saving modes and alternative positions of robots, and their algorithms were benchmarked on an instance of job shop scheduling problem.

In the work of Mashaei and Lennartson [11], an energy model of a pallet-constrained flow shop problem was formulated to find an optimal switching control strategy for achieving the desired throughput and minimal energy consumption. Idle states of machines were also taken into account to reduce the energy consumption when the machine was not working. However, the model required a line with a particular structure, i.e., a closed-loop pallet system; therefore, it was not generally applicable to robotic cells.

A special structure, i.e., a rotationally arranged robotic cell, was also considered by Foumani et al. [12], who proposed a methodology for maximizing the production rate subject to timing constraints, in which multifunction robots that performed an extra operation during the movement were taken into account to reduce the cycle time. For example, the robot could measure the dimensions of a workpiece during its transportation by a Grip-Gage-Go gripper. Sindičić et al. [13] proposed a method that determined whether a flexible manufacturing system was stable for given repeatable sequences. The proposed method used a machine-job incidence matrix that was typically smaller than matrices describing the structure of Petri nets, thus reducing the complexity of the analysis. The authors applied their approach on a system with three robots and four machines.

On the boundary of local and global optimization is the work of Meike et al. [4], [14], in which the last movement to the robot home position and the subsequent waiting period were optimized to save energy. Compared with the work of Wigström and Lennartson [10], in this study the robot brakes were considered at the robot home position. Although only a relatively small part of the robotic cell was considered, the authors estimated that the energy savings for the robotic cell reached 7.3%.

To push the aforementioned research further, the present work proposes a holistic mathematical model for the energy optimization of robotic cells. In contrast to the existing works [10], [15], [16], this model supports the energy-saving modes and alternative positions of robots. Because the continuous manufacturing process is considered and not the production-free time, only robot brakes and bus power-off energy-saving modes are applicable in practice due to the long transition time of deeper energy-saving modes. In the proposed model, the robot cycle time, which is known as the period from cyclic scheduling, corresponds to the time interval (~1/throughput) between two outgoing workpieces after the start-up phase. The robot cycle time is usually determined according to the desired production rate of a product. The duration of the start-up phase, which is called the lead time in cyclic scheduling, is the total time required for one (first) workpiece to be processed by the robotic cell; or in other words, it is the time difference between the entering and the leaving time of a given workpiece. The cycle time is typically shorter than the duration of the start-up phase; thus, there are usually more unfinished workpieces in the robotic cell at a given time. Such parallelism is analogous with the cyclic scheduling of the processor pipeline (see, e.g., [17] and [18]). However, Wigström and Lennartson [10] presumed that the whole robotic cell is dedicated to one workpiece during the entire processing time, which the authors called the work cycle time; hence, the overall throughput may be limited because there is no parallelism. This different view of time distinguishes the problem in the present work. Furthermore, the proposed model is suitable for both existing and new robotic cells because the number of optimized aspects, such as the selection of robot positions, speeds, and energy-saving modes, can be adjusted.

Based on the model, the mixed-integer linear programming (MILP) problem is formulated and subsequently solved by applying the Gurobi solver. The experimental results, however, show that only small problems are solvable close to optimality and that bigger problems are intractable for the state-of-the-art MILP solvers. Therefore, this research proposes a parallel hybrid heuristic that solves some bigger instances in a short time. The proposed heuristic is very efficient and fast, thanks to the application of a special Gurobi simplex algorithm for piecewise linear convex functions and the parallelization that enables the algorithm to exploit the power of all processor cores. The proposed algorithms are tested on a real robotic cell from Škoda Auto (see Section VI) and generated data sets. The estimation, based on simulations and measurements of power profiles in Škoda Auto, indicate that up to 17.6% of energy can be saved merely by changing the speed of robot movements and that even more savings can be achieved if energy-saving modes are applied. These results are partially supported by Paryanto et al. [19], who identified the speed of robot movements as crucial for energy efficiency. In addition, a generator of problem instances is implemented to enable other researchers to evaluate their algorithms given the lack of instances that are publicly available. Both the algorithms
and the generator are published as open-source software and can be downloaded from https://github.com/CTU-IIIG

The main contributions of the present work are the extended mathematical model, which considers the power-saving modes and alternative positions of robots, and the design of the parallel hybrid heuristic, which has been shown to be effective in the experiments. The results of the case study from Škoda Auto indicate that the proposed approach may considerably reduce the energy consumption of robotic cells. The rest of the report is structured as follows. Section II sets out the formal specification of the problem, Section III presents the MILP model, and Section VI introduces the parallel heuristic algorithm for solving the problem. The performance of the proposed algorithms is tested on benchmark instances in Section VII, and the case study from Škoda Auto is discussed in Section VI. Finally, the conclusions are presented in Section VIII.

II. Problem Statement

The energy optimization problem of the robotic cell can be defined as follows. There is a set of robots \( R = \{ r_1, \ldots, r_{|R|} \} \) and their graphs denoted as \( G_r = (V_r, E_r) \) where nodes \( V_r \) are static activities (e.g., waiting or welding), and edges \( E_r \) are dynamic activities, which define the possible robot moves between static activities. Let \( V = \bigcup_{r \in R} V_r, E = \bigcup_{r \in R} E_r \), and \( A_r = V_r \cup E_r \).

Each static activity \( v \in V \) has the assigned set \( L_v \) of possible robot positions, i.e., locations, in which the motionless robot either works or waits for a signal. During this stationary phase lasting from \( d_v^1 \) to \( d_v^2 \), one of the robot power saving modes \( m \in M_r \), including a dummy power-saving mode for the robot held by motors, can be applied if the activity duration \( d_v^2 - d_v^1 \) is minimal. The energy consumption of activity \( v \) is then \( W_v = p_v^m d_v^2 \), where \( p_v^m \) is the robot input power at location \( l \in L_v \) for mode \( m \in M_r \).

The dynamic activity, i.e., edge \( e \in E_r \), consists of the set of trajectories \( T_e \) between \( v_1 \) and \( v_2 \in V_r \), where each trajectory \( t \in T_e \) interconnects two locations, and its duration is from \( d_e^1 \) to \( d_e^2 \). The energy consumption of activity \( e \in E_r \) is the function of the selected trajectory \( t \in T_e \), the duration of the movement \( d_e \), and a convex function \( f^t_e \) mapping \( d_e \) to energy consumption \( W_e \). The form of the function (see Vergnano et al. [20], p. 389, Eq. 12) is \( f^t_e(d_e) = \sum_{i=1}^{5} C_{e,i} d_e^{2i-1} \), where \( C_{e,i} \) are constants.

Let \( A = V \cup E \) be the set of all activities; then, \( S_a = \text{succ}(a) \) and \( P_a = \text{pred}(a) \) are the set of successors and predecessors of activity \( a \in A \), respectively. If \( |S_a| > 1 \) for \( v \in V \), then the dynamic activities \( e \in S_a \) are optional because only one trajectory \( t \in T_e \) will be selected as the leaving one. The optional activities, denoted as \( E_Q \subseteq E \), can model alternative orders of operations. Note that \( |S_a| = 1 \) for \( \forall a \in E \).

The closed path of robot \( r \in R \), including the order of operations, can be represented as a directed Hamiltonian circuit, \( \mathcal{H}_C = \{v_1, \ldots, v_|V_r|\}, \) through the activity locations, where each \( v \in V_r \) is visited only once, with the exception of a closing activity. The order of operations (activities), regardless of the selected locations, can be expressed in the form of a directed Hamiltonian circuit, \( \mathcal{H}_C = \{v_1, \ldots, v_|V_r|\}, \) where the last activity \( v_{|V_r|} \), denoted as \( v_r^e \), closes the cycle of robot \( r \). The last activity \( v_r^e \), regardless of the work of robot \( r \), is predetermined as home positions of robot \( r \), where the robot typically waits for its next cycle. Note that \( \mathcal{H}_C \) can be derived from \( \mathcal{H}_C^{loc} \); however, the converse is not true. The robot cycle time \( CT \), i.e., the production cycle time of the robotic cell, has to be fulfilled; in other words, \( \sum_{v_a \in A_r^e} d_a = CT \) for \( \forall r \in R \), where \( A_r^e \subseteq A_r \) refers to all activities on the related Hamiltonian circuit \( \mathcal{H}_C^{loc} \).

To guarantee that the robots cooperate with each other at the right time and location, there are global constraints for time synchronization and spatial compatibility. Correct timing is ensured by inter-robot time lags \( E_{TC} \), where each time lag \( (a_1, a_2) \in E_{TC} \) has the fixed length \( L_{a_1,a_2} \in \mathbb{R} \) and the height \( h_{a_1,a_2} \in \mathbb{Z} \). The length \( L_{a_1,a_2} \) denotes a time shift between \( a_1 \in A_r \) and \( a_2 \in A_r \), and the height \( h_{a_1,a_2} \) enables addressing the current and previous robot cycles. Both terms, which are well-known in cyclic scheduling, define the time relation as follows: \( s_{a_2} \geq s_{a_1} + L_{a_1,a_2} - CT h_{a_1,a_2} \), where \( s_{a_1} \) and \( s_{a_2} \) are the start times of activities \( a_1 \) and \( a_2 \), respectively.

To ensure that the workpiece is passed correctly from one robot to another, i.e., that the workpiece is picked up from the same place where it was put, it is necessary to define the spatial compatibility as follows. Let \( v_1 \) and \( v_2 \in V \) be two static activities in which an inter-robot handover is carried out; then, the set of compatible location pairs is \( Q_{v_1,v_2} \subseteq L_{v_1} \times L_{v_2} \), and set \( Q_{l_i} = \{ (l_i, l_j) \in Q_{v_1,v_2} \text{ or } (l_j, l_i) \in Q_{v_1,v_2} \} \) contains all the locations (robot positions) compatible with location \( l_i \).

Finally, because the concurrent work of robots may result in collisions, time disjunctive combinations of trajectories and locations are specified as quadruplets \( (a_1, g_1, a_2, g_2) \in C \), where \( g_1 \in L_{a_1} \) if \( a_1 \in V \); otherwise, \( g_1 \in T_{a_1} \).

The goal of the optimization is to find the closed paths of robots (i.e., \( \mathcal{H}_C^{loc} \)), determine the activity timing (i.e., the assignment of \( s_{a_1} \) and \( d_{a_2} \) for \( \forall a \in A \)), and decide which power-saving mode of the robot to apply for each static activity \( v \in V \) such that global constraints are satisfied, collisions are prevented, and the energy consumption (i.e., \( \sum_{v_a \in A} W_e \)) is minimized.

A. Example

Figure 2 shows a robotic cell consisting of two robots: \( r_1 \) and \( r_2 \) in \( R \). Robot \( r_1 \) takes the weldment, carries out two spot-welding operations, and subsequently puts the weldment on a bench. Robot \( r_2 \) takes the weldment from the bench, carries out an additional spot-welding operation, and puts the weldment on a conveyor. The process flow of each robot can be expressed as a graph \( G_r \); such as \( G_{r_1} = (V_{r_1}, E_{r_1}) \), where \( V_{r_1} = \{v_1, v_2, v_3, v_4\} \) and \( E_{r_1} = \{e_{1,2}, e_{1,3}, e_{2,3}, e_{2,4}, e_{3,2}, e_{3,4}, e_{4,1}\} \). Nodes \( v_1, v_5, v_6 \) correspond to spot-welding operations, whereas \( v_1, v_5 \) and \( v_4, v_7 \) are take and put operations, respectively. The edges define how to move from one operation to another, and the edge style determines whether the move is mandatory (solid line), or optional (dashed line). The dashed edges, i.e., the
optional dynamic activities $E_{O}$, enable modeling alternative orders of operations; in this case, there are two possible orders: $(v_1, v_2, v_3, v_4)$ and $(v_1, v_3, v_2, v_4)$. The graphs shown in Figure 2 have activity-level granularity because each edge is a dynamic activity and each node is a static activity. However, a lower-level of granularity is achievable because each node $v$ has locations $L_v$, and each edge $e$ contains trajectories $T_e$. Because the weldment has to be passed at the right place at the right time, spatial and time synchronization between robots is necessary. For example, if $L_{v_4} = \{l_{4,1}, l_{4,2}\}$ and $L_{v_5} = \{l_{5,1}, l_{5,2}\}$, i.e., $v_4$ and $v_5$ have 2 locations each, then the spatial compatibility can be defined as $Q_{l_{4,1}} = \{l_{5,2}\}$ and $Q_{l_{4,2}} = \{l_{5,1}\}$. To ensure correct timing, two time lags need to be added: $s_{e_4,v} \geq s_{e_{4,1}} + l_{e_{4,1},v_5}$ and $s_{e_5,v} \geq s_{e_{5,6}} + l_{e_{5,6},v_4} - CT$. The first time lag ensures that robot $r_2$ takes the weldment from the bench after $r_1$ has put it there. The second time lag guarantees that robot $r_2$ has left the bench before $r_1$ puts another weldment there. The lengths of the time lags are set to the required time for a robot to safely leave the bench.

### III. Mixed-Integer Linear Programming Model

The problem is intrinsically nonlinear due to $f^t_e$ being convex functions; nevertheless, a MILP model can be formulated if the functions are piecewise linearized. The piecewise linear functions $f^t_e$ are propagated through constraints (3) to the criterion (1), where $\overline{W}$ is an upper bound on energy consumption, $y^t_e$ is a binary variable that determines whether or not the trajectory $t \in T_e$ is selected for activity $e \in E$, $B$ is a set of indices, and $k^t_{e,b}$, $q^t_{e,b}$ are coefficients of the $b$th linear function approximating $f^t_e$. The number of segments $|B|$ of each $f^t_e$ can be adjusted to meet the desired accuracy of the approximation. There is no need to introduce binary variables for each segment of the function because functions $f^t_e$ are convex, and the criterion ensures that the right linear function is active. The energy consumption of static activities is calculated by constraints (2), where $x^t_v$ determines whether or not location $l$ is selected for $v \in V$, and $z^t_{v,m}$ is set to true if and only if mode $m \in M_v$ is applied for activity $v \in V$.

\[
\min \sum_{v \in A} W_v \tag{1}
\]
\[
s.t. \quad p_{m,l}^d d_v - \overline{W} (2 - z^t_{v,m} - x^t_v) \leq W_v \tag{2}
\]
\[
\forall r \in R, \forall v \in V_r, \forall l \in L_v, \forall m \in M_r
\]
\[
k^t_{e,b} d_e + q^t_{e,b} - \overline{W} (1 - y^t_e) \leq W_e \tag{3}
\]
\[
\forall e \in E, \forall t \in T_e, \forall b \in B
\]

Assignment constraints (4), (5), and (6) ensure the correct selection of locations, power saving modes, and trajectories for activities. Note that optional activities $E_{O}$ are omitted in constraints (6) because they may or may not be carried out. If an optional activity $e \in E_{O}$ is not performed, then none of its trajectories is selected. Therefore, $W_e$ is zero because all the constraints (3) for activity $e$ are deactivated, and criterion (1) pushes $W_e$ down to zero due to the minimization.

\[
\sum_{v \in V} x^t_v = 1 \quad \forall v \in V \tag{4}
\]
\[
\sum_{v \in M_r} z^t_{v,m} = 1 \quad \forall r \in R, \forall v \in V_r \tag{5}
\]
\[
\sum_{e \in E} y^t_e = 1 \quad \forall e \in E \setminus E_{O} \tag{6}
\]

Flow constraints (7) and (8) state that if the robot moves to location $l$ then it also has to move away from the same location.

\[
\sum_{\forall e \in E_r, \forall t = (\text{from}, l) \in T_e} y^t_e = x^t_v \quad \forall v \in V, \forall l \in L_v \tag{7}
\]
\[
\sum_{\forall e \in S_e, \forall t = (\text{to}, l) \in T_e} y^t_e = x^t_v \quad \forall v \in V, \forall l \in L_v \tag{8}
\]

Constraints (9) to (13) enforce the time ordering of activities. Some precedences of activities are mandatory (see constraints (9) and (10)) due to the structure of graph $G_r(V_r, E_r)$, whereas others are optional (see constraints (11) to (13)) because some $e \in E_{O}$ do not have to be carried out. The binary variables $w_e,v$ determine whether or not activity $e \in E_{O}$ is performed and which order of operations is selected.

\[
s_{a_2} = s_{a_1} + d_{a_1} \quad \forall a_1 \in A \setminus E_{O}, \forall a_2 \in S_{a_1}, \forall v^h_r = a_1 \tag{9}
\]
\[
s_c = s_{v^h_r} + d_{v^h_r} - CT \quad \forall v^h_r \in V, \forall e \in S_{v^h_r} \tag{10}
\]
\[
\sum_{\forall v \in V_e} w_{v,\text{Suc}(v)} \quad \forall e \in E_{O} \tag{11}
\]
\[
s_v + (1 - w_{v,v}) CT \geq s_e + d_e \quad \forall e \in E_{O}, \forall v \in S_{e} \tag{12}
\]
\[
s_v - (1 - w_{v,v}) CT \leq s_e + d_e \quad \forall e \in E_{O}, \forall v \in S_{e} \tag{13}
\]

Restrictions on the duration of static and dynamic activities are reflected in constraints (14) and (15), respectively.
The execution order of (19) where not selected, then these two equations remain inactive. In the following constraints, however, the robots are coupled together with regard to time synchronization and spatial compatibility.

\[ s_{a_2} - s_{a_1} \geq l_{a_1,a_2} - CTh_{a_1,a_2} \quad \forall (a_1, a_2) \in E_{TL} \tag{16} \]

\[ x^l_{v_1} \leq \sum_{v_2 \in L_{a_2} \setminus a_1 \in Q_{l_1}} x^l_{v_2} \quad \forall v_1 \in V, \forall l_1 \in L_{v_1}, |Q_{l_1}| > 0 \tag{17} \]

Collisions between robots are resolved by constraints [18] and [19] where \( u^g_{a_1} \) is either \( x^l_{a_1} \) or \( y^g_{a_1} \), depending on whether \( a_1 \in V \) or \( a_1 \in E \), and the binary variables \( c^g_{a_1} \) determine the execution order of \( a_1 \) and \( a_2 \) for the multiples of cycle time \( CT \) if the collision applies. As an example, consider \( x^l_{a_1} \) and \( y^g_{a_2} \) to be a colliding pair for a multiple of cycle time \( n = 2 \). If location \( g_1 \) and movement \( g_2 \) are selected, i.e., if the variables \( u^g_{a_1} \) and \( u^g_{a_2} \) are equal to one, then exactly one of constraints [18] and [19] is active for this collision pair and multiple \( n = 2 \); therefore, either \( s_{a_2} + 2CT \geq s_{a_1} + d_{a_1} \) or \( s_{a_1} \geq s_{a_2} + d_{a_2} + 2CT \) has to be satisfied. In case the collision does not apply, i.e., if location \( g_1 \) or movement \( g_2 \) is not selected, then these two equations remain inactive.

\[ s_{a_2} + nCT + 2|\mathcal{R}| \cdot CT(3 - c_o^n - u^g_{a_1} - u^g_{a_2}) \geq s_{a_1} + d_{a_1} \quad \forall \mathcal{V} = (a_1, g_1, a_2, g_2) \in C, \forall n \in \{ -|\mathcal{R}|, \ldots, |\mathcal{R}| \} \tag{18} \]

\[ s_{a_1} + 2|\mathcal{R}| \cdot CT(2 + c_o^n - u^g_{a_1} - u^g_{a_2}) \geq s_{a_2} + d_{a_2} + nCT \quad \forall \mathcal{V} = (a_1, g_1, a_2, g_2) \in C, \forall n \in \{ -|\mathcal{R}|, \ldots, |\mathcal{R}| \} \tag{19} \]

All the variables of the model are either nonnegative floats or binary variables, as expressed in Equation (20).

\[ W_a, s_a, d_a \in \mathbb{R}_{\geq 0} \quad x^l, z^m, y^l, y^g, c_o, w_{e,v} \in \mathbb{B} \tag{20} \]

### IV. Parallel Heuristic Algorithm

Motivated by the inability of MILP solvers to solve bigger instances, this study proposes a parallel hybrid heuristic based on a linear programming (LP) solver that iteratively solves partially fixed problems, called _tuples_, for selected locations, power-saving modes, and alternative orders. Although the application of an LP solver to partially fixed problems has been previously studied (see, e.g., [21], [22], and [23]), the present work accelerates the heuristic by using a tailor-made Gurobi simplex algorithm for piecewise linear convex functions and the parallelization. The justification for the parallelization of combinatorial problems can be found in [24], [25], and [26].

The flowchart of the heuristic, as shown in Figure 3, can be divided into two parts: the _control thread_ and _worker threads_.

The control thread generates various alternative orders in the form of \( \mathcal{H}^{act}_{\mathcal{R}} \), launches worker threads, and occasionally combines elite solutions to create promising tuples. After the specified time limit \( t_{max} \), the control thread joins the worker threads and prints the best solution if found. The process flow of the worker thread consists of reading and generating tuples and then optimizing them iteratively by alternating between solving a reduced LP problem and carrying out three sub-heuristics. In general, each sub-heuristic performs a small modification of the tuple that may reduce the energy consumption, and an LP solver evaluates a real impact of this modification. The iterative optimization is stopped if there is no significant improvement after \( \Phi_{max} \) iterations, in which case the next tuple is read, or if the time limit \( t_{max} \) is exceeded, in which case the thread is terminated.

The heuristic (see Figure 3) is accelerated by using multiple worker threads that independently process tuples one by one from a list. If the list becomes empty, then new tuples are added to it, and the process continues. Because the tuples, alternative orders \( \mathcal{H}^{act}_{\mathcal{R}} \), and elite solutions are accessible from all the threads, it is necessary to use synchronization primitives to guarantee consistent reads and writes. Fortunately, the introduced overhead is negligible (see the experiments in Section V) because the access time is very short compared with the time needed to solve the reduced LP problem. The key parts of the heuristic are detailed in the following subsections.

#### A. Generation of Alternatives

The order of operations of robot \( r \), i.e., an alternative, is encoded as a Hamiltonian circuit \( \mathcal{H}^{act}_{\mathcal{R}} \) in graph \( G_r(V_r, E_r) \). Because there can be more alternative orders of operations (i.e., circuits), it is necessary to find some of them. For this purpose, the finding of Hamiltonian circuits in graph \( G_r(V_r, E_r) \) is transformed into a search for Hamiltonian paths in graph \( G'_r(V'_r, E'_r) \) as follows. Nodes \( V'_r = V_r \cup \{ v_\rightarrow, v_\leftarrow \} \), where \( v_\rightarrow \) and \( v_\leftarrow \) are the starting and ending nodes, respectively. The edges leaving \( v_\rightarrow \) are modified such that they start from \( v_\rightarrow \); similarly, the edges entering \( v_\leftarrow \) are changed such that they end in \( v_\leftarrow \). Both the nodes and edges of \( G'_r \) are weighted by the minimum possible duration \( d_o \) of the related activity; i.e., \( \min_{t \in T_r} d^o_v \) for \( \forall v \in V'_r \) and \( \max(d^o_v, \min_{v \in \mathcal{M}} \min_{m \in M} d^m_v) \) for \( \forall v \in V'_r \). The goal is then to find random Hamiltonian paths from \( v_\rightarrow \) to \( v_\leftarrow \) such that \( \sum_{v \in \mathcal{P}} d_o_v \leq CT \). To ensure effective pruning during an iterative random tree search from node \( v_\rightarrow \), the obviously infeasible or completely searched sub-paths from \( v_\rightarrow \) are detected and skipped. The sub-path \((v_\rightarrow, \ldots, a_i)\) is infeasible if there is an unvisited node \( a_i \) that cannot be reached or \((v_\rightarrow, \ldots, a_i) + U(a_i, a_j) + U(a_j, v_\leftarrow) > CT \), where the first term is the sub-path length, and \( U(a_i, a_j) \) is the length of the shortest path from \( a_i \) to \( a_j \) calculated by the Floyd-Warshall algorithm. If a Hamiltonian path is found, its fastest sequence through the activity locations can be obtained by applying a shortest path algorithm for directed acyclic graphs. If the duration of this sequence is longer than the robot cycle time, then the related Hamiltonian path is neglected because it cannot lead to a feasible solution for the original problem. Note that the Hamiltonian path and its fastest
sequence through the locations can be easily transformed back to $\mathcal{HC}^{\text{act}}_r$ and $\mathcal{HC}^{\text{loc}}_r$, respectively. Because the algorithm is exact, i.e., it can prove the nonexistence of a Hamiltonian circuit of a given length, it is possible to detect the infeasibility of some instances. Moreover, the generation of alternatives is robot independent; therefore, the work is distributed among threads to accelerate the initialization of the heuristic.

B. Generation of Tuples

The generation of tuples, which are formally defined below, is crucial for finding initial feasible solutions; therefore, the emphasis is placed on feasibility rather than on energy optimality during the generation. At the beginning of the generation, a random alternative $\mathcal{HC}^{\text{act}}_r$ and its fastest closed path $\mathcal{HC}^{\text{loc}}_r$ through the locations (see Section IV-A) are assigned to each robot $r$. Only the fastest power-saving mode of robot $r$ is considered. The closed paths are subsequently modified to meet the spatial compatibility as follows. For each pair of static activities with the violated spatial compatibility one fixing pair $q \in Q$ is selected with respect to the prolongation of the related closed paths; i.e., the paths with a minimal duration close to the robot cycle time are penalized. After the spatial compatibility is fixed, the tuple is created as a triple $T = (\mathcal{A}, \mathcal{P}, \alpha : V \to M)$, where $\mathcal{A}, \mathcal{P}$ are the selected alternatives and their closed paths, respectively, and function $\alpha$ maps each activity $v \in V$ to its power mode $m \in M$, where $M = \bigcup_{r \in R} M_r$. The process of tuple generation is applicable to two blocks shown in Figure 3: generate tuples and combine elite solutions. However, in the second block, only the alternatives $\mathcal{HC}^{\text{act}}_r$ used in elite solutions are considered to intensify the search process.

C. Reduced Linear Programming Problem

The timing of a partial problem, i.e. a tuple, is determined by the reduced LP problem. If the resulting solution is feasible, then it is feasible for the original problem and can be added to the list of elite solutions if it ranks among the top solutions in terms of energy consumption. Otherwise, the solution is infeasible, and one of two cases arises: the related tuple is not modified by any sub-heuristics, in which case another tuple is read; or the previous tuple resulting in a feasible solution is loaded, and the next sub-heuristic is selected.

Before formally describing the reduced LP problem, it is necessary to define some sets extracted from tuple $T$. Set $E_T$ contains all the dynamic activities in $\forall \mathcal{HC}^{\text{act}}_r \in \mathcal{A}$, where each dynamic activity $e \in E_T$ has to be carried out (is mandatory) and has assigned its fixed trajectory $t \in \mathcal{T}_T$; similarly, each static activity $v \in V$ is linked to its location $l$ and power mode $m$ as a triple $(v, l, m) \in \mathcal{T}_T$. Then, the reduced LP problem can be stated as follows. Criterion \cite{21} minimizes the sum of the piecewise linear convex functions $f^e_l$ passed to the Gurobi LP solver as a list of function points or alternatively expressed similarly to constraints (2) and (3) for other solvers. The equations marked with an asterisk are the same as the original ones (without the asterisk); however, the sets from which the constraints are generated are different. Constraints (9)*, (10)*, and (15)* establish precedences between activities $A_T = V \cup E_T$, and constraints (14)* and (15)* transform into the domain specification of $d_a$ variables.

---

### Diagram

**Fig. 3.** Flowchart of the parallel hybrid heuristic.
Min $\sum_{(v,t) \in F_T^2} f_v^c(d_c) + \sum_{(v,i,m) \in F_T^2} p_v^m|d_c|^{\alpha_v}$  
subject to: 
1. $s_{a_2} + nCT \geq s_{a_1} + d_{a_1}$ \quad $\forall (a_1, a_2, n) \in D_{\geq}$  
2. $s_{a_2} + d_{a_2} + nCT \leq s_{a_1}$ \quad $\forall (a_1, a_2, n) \in D_{\leq}$  

All the aforementioned constraints are always present in the above formulation; however, these alone may not ensure feasibility because some collisions could occur. For this reason, additional constraints (22) and (23) could be iteratively added to heuristically resolve active collisions. Thus, if a problem due to some active collisions, then the worst collision (formally defined later) is detected and resolved by adding constraint (22) or (23). Afterward, the problem is resolved, and the same procedure is repeated if collisions still occur (see Figure 5).

To introduce the collision resolution more formally, constraints (22) and (23) have to be shown as specialized forms of constraints (18) and (19), respectively. First, the variables $u_{a,i}^n$ in constraints (18) and (19) are fixed for tuple $T$, i.e., $u_{a,i}^n = 1$ if $(a_i, g_i) \in F_T^1$ or $(a_i, g_i, m_i) \in F_T^2$; otherwise, $u_{a,i}^n = 0$. Second, it is sufficient to consider set $C_T = \{(a_i, a_j) : u_{a,i}^n + u_{a,j}^n = 2, (a_i, g_i, a_j, g_j) \in C, a_i, a_j \in A_T\}$ instead of $C$ because constraints (18) and (19) are neither binding nor violated for unscheduled locations and movements of tuple $T$, and each activity $a_i \in A_T$ has an assigned movement or location. Note that if $u_{a,i}^n + u_{a,j}^n = 2$, then the variable $c_{a,i}^n$ makes only one constraint, either (18) or (19), active ("big M method") depending on the decision whether $s_{a_2} + nCT \geq s_{a_1} + d_{a_1}$ or $s_{a_1} \geq s_{a_2} + d_{a_2} + nCT$, which guarantees collision-free ordering. However, these decisions correspond exactly to constraints (22) and (23), in which the decision on ordering is given by adding a triple $(a_i, a_j, n)$ to the related set $D_{\geq}$ or $D_{\leq}$, respectively; i.e., a constraint is added to the problem. The constraint added is not removed during the solving of the reduced LP problem; therefore, this approach is heuristic. The key question is how to select which constraint to add and how such constraint is related to the worst collision. To find an answer, the maximal violation $\Gamma$ of constraints (18) and (19) for tuple $T$ has to be defined as follows.

$$v_{a_i, a_j}^n = s_{a_i} + d_{a_i} - s_{a_j} - nCT$$  
$$m_{a_i, a_j}^n = s_{a_j} + d_{a_j} + nCT - s_{a_i}$$  
$$\Gamma = \max_{v_{a_i, a_j} \in C_T} \min_{v \in \{\{x, \ldots, x\} : |R|\}} (v_{a_i, a_j}^n, m_{a_i, a_j}^n)$$  

Note that if $\Gamma \leq 0$, then there are no active collisions, and no extra constraints are needed; failing that, i.e., $\Gamma > 0$, means that there is a pair of colliding activities that is not time disjunctive. In that case, let $(a_i^*, a_j^*, n^*)$ be an optimal argument of the max function in Equation (26) (replace max with argmax). This triple defines the worst collision, i.e., the collision with the biggest time intersection, occurring in a current solution. Whether this collision should be resolved by adding a constraint of type (22) or (23) is determined by the $v^* = v_{a_i^*, a_j^*}$ and $m^* = m_{a_i^*, a_j^*}$ values. If $v^* \leq \mu^* (\mu^* \leq \nu^*)$, then the worst collision is resolved by adding the triple to $D_{\geq}$ ($D_{\leq}$) because it may result in smaller changes in timing after the problem is resolved with the added constraints.

### D. Sub-heuristics

The aim of the sub-heuristics is to modify a given tuple $T$ and its timing calculated by the reduced LP problem such that the energy consumption would be reduced in successive LP calls. Because the performed modifications can result in a violation of time lags or the occurrence of collisions, a penalty based on the duration of breakage and average input power is added to these modifications. If the modifications of an active sub-heuristic do not lead to significant energy improvements, then the next sub-heuristic is selected in round-robin order.

The goal of the (de)select power mode sub-heuristic, which focuses on the application of the power-saving modes of robots, is to find and apply an alternative power-saving mode for some activity $v \in V$. To select a suitable mode and activity, the energy consumption is estimated for all applicable modes of each $v \in V$ as follows. If a different mode $m \in M_v$ of robot in $r \in R$ is applied for activity $v'$, then some activities $v \in V$ are uniformly shortened/prolonged to meet the cycle time. After the timing is modified, both the energy consumption and the above-mentioned penalty are determined. Finally, the choice falls on mode $m$ and activity $v'$ with the lowest sum of the energy consumption and penalty. Note that the sub-heuristic uses a Tabu list, i.e., a short-term memory with forbidden modifications, to avoid cycling; therefore, some power-saving modes may not be applicable for some activities.

The change locations sub-heuristic optimizes the closed paths of robots, i.e., $\forall HC_{\text{loc}} \in \mathcal{P}$, by modifying the go-through locations as follows. Let $\cdot \rightarrow l_1 \xrightarrow{t_1} l_2 \xrightarrow{t_2} \cdots \xrightarrow{t_{k-1}} l_k \rightarrow \cdot$ be a part of $HC_{\text{loc}}$, where $t_1$ and $t_2$ are the movements between the locations; then, the question arises as to whether the inner part, i.e., $l_2 \xrightarrow{t_2} l_3 \xrightarrow{t_3} \cdots$, can be replaced so as to achieve a reduction in energy consumption. To find an answer, each viable substitution $l_2 \xrightarrow{t_2} l_3 \xrightarrow{t_3} \cdots$ has to be evaluated in terms of energy by solving the convex problem (27) to (28), where $t_1, t_2, t_3 \in T_{E_1}, t_2, t_3 \in T_{E_2}, e_1, e_2 \in E_T, b_1, l_0 \in L_{v_0}, v_0 \in V, \text{and } K = d_{e_1} + d_{E_1} + d_{E_2}$ are constants determined from the LP solution. Because the problem is convex and one-dimensional, the golden section search algorithm can be used to find the optimal solution. Then, the most energy-friendly substitution not breaking the spatial compatibility is applied, and the process is repeated for other sub-paths.

minimize $f_{e_1}^L(d_{e_1}) + f_{e_2}^L(K - d_{e_1}) + p_v^{m_L}d_{v_0}$
max$(d_{e_1}^L, K - d_{e_2}^L) \leq d_{e_1} \leq \min(d_{e_1}^L, K - d_{e_2}^L)$ (27) (28)

The last sub-heuristic, called change path, diversifies the search process to allow exploring some otherwise unreachable $HC_{\text{loc}}$. The sub-heuristic selects one $HC_{\text{loc}} \in \mathcal{P}$ and...
TABLE I
PERFORMANCE OF LP SOLVERS FOR THE HEURISTIC.

|     | lp_solve | Gurobi | Gurobi CF |
|-----|----------|--------|-----------|
| S5  | sequential | 23.1  | 78.5 | 365 |
|     | parallel   | 304   | 1111 | 4708 |
| M8  | sequential | 79.9  | 44.2 | 170 |
|     | parallel   | 93.4  | 488  | 2134 |
| L12 | sequential | 3.3   | 30.8 | 97.9 |
|     | parallel   | 42.6  | 371  | 1084 |

Fig. 4. Progress of the heuristic and MILP solver on M8_8 instance.

randomly changes its go-through locations such that spatial compatibility is achieved and the resulting closed path exists.

V. EXPERIMENTAL RESULTS

To evaluate the effectiveness and performance of the proposed approaches, the algorithms were tested on benchmark instances with 5, 8, and 12 robots. The experiments were carried out on a Linux server with two Intel Xeon E5-2620 v2 2.10GHz processors (2 x 6 physical cores + hyper-threading) and 64 GB of DDR3 memory, in which Gurobi 6.0.4, a state-of-the-art MILP solver, and lp_solve 5.5.2.0, an open-source MILP solver, were installed to solve LP and MILP problems. The optimization program, written in C++11 and compiled by GCC 4.9.2, was benchmarked on three generated data sets: S5 (small, 5 robots), M8 (medium, 8 robots), and L12 (large, 12 robots), each of which contains 10 instances of the problem. For the purposes of all experiments, each energy function $f^r_t$ was approximated by 10 linear functions, i.e., $|B| = 10$, and the minimal number of optimization iterations per tuple $\Phi_{max}$ was set to 100, 600, and 1000 for the S5, M8, and L12 data sets, respectively. The data sets, their configuration files, and the generator are publicly available on https://github.com/CTU-IIG to enable comparisons with other research.

The first experiment measures the effect of the parallelization and Gurobi simplex method on the performance of the hybrid heuristic. A good indicator of the performance is the number of LP evaluations per second because more than 90% of the computational time is consumed by LP evaluations, i.e., the building of the LP problem, its optimization, and the extraction of a solution. Table I shows the average number of LP evaluations per second for each data set. The figures indicate that the parallel heuristic is about 12 times faster than the sequential one, and the specialized Gurobi simplex method, denoted as ‘Gurobi CF’, accelerates the heuristic about 3 to 4 times compared with the regular one; therefore, an overall speedup of about 36 to 48 can be expected for the aforementioned configuration. For comparison, Table I also presents the corresponding values for the lp_solve open-source solver. To show that a higher number of evaluated tuples also has a positive impact on the quality of solutions, the dependence of the criterion value, i.e., energy consumption, on the time limit was plotted in Figure 3. The results on an instance with 8 robots revealed that the parallel heuristic with 24 threads (12 cores + hyper-threading) converged significantly faster than the sequential version; therefore, a similar solution quality was achievable in a fraction of the time. In comparison to the Gurobi MILP solver, the heuristic seems to be stronger in finding feasible solutions, compare 1.5 h with 3.1 s (5.3 s) required by the parallel (sequential) heuristic, and is more suitable for a short-term (re)optimization. On the other hand, if the MILP solver is given enough time, then better solutions may be found for the medium instances (see Figure 4). The same experiment was repeated on L12_9 instance with 12 robots. The parallel (sequential) heuristic found the first feasible solution in 10 m (4 h) and the best criterion was 1772761 (186855 J) after the 10-h time limit. The Gurobi MILP solver had run out of memory (installed 64 GB of memory) in less than 4 hours without having any feasible solution.

The second experiment evaluates the quality of solutions in terms of energy consumption (lower energy consumption is better) for both the parallel heuristic and the parallel Gurobi MILP solver. The quality of obtained solutions is compared with a tight lower bound, calculated as the sum of the lower bounds on energy consumption of individual robots in which global constraints are neglected (see Equations (1) to (5)), to obtain an upper estimate of the gap from optimal solutions. The run time for the bound calculation was limited to 5 hours. To ensure that the measured data are statistically significant, the best, average, and worst qualities of solutions are determined from 10 runs for data sets S5 and M8. Because the biggest data set (L12) is too computationally demanding, only 3 measurements were carried out for each instance, and the criterion values were stated explicitly. Surprisingly, the Gurobi MILP solver has a deterministic behavior and thus provides the same quality of solutions for all runs. That is why only the average is stated for the Gurobi MILP solver.

Tables II to IV show the qualities of solutions for the S5, M8, and L12 data sets, respectively. Instance S5_2 is omitted from the results because it was proved to be infeasible. For small instances, the best solutions found by the heuristic and the MILP solver were near the optimal ones because the average gap from the lower bound was about 2%. On one hand, the Gurobi MILP solver could find almost optimal solutions for some small instances, on the other hand, it had difficulty in providing feasible solutions even for instances
with 5 robots. Compared with the MILP solver, the heuristic obtained very good solutions in a short time, and its ability to find feasible solutions seemed to be significantly better. The results for medium instances indicated a similar trend. The heuristic solved all the instances, whereas the MILP solver if the cycle time is tight, i.e., a feasible solution is hard to find due to the limited time for the movements and operations. However, if the cycle time is prolonged, then the MILP solver gets ahead because its ability to find optimal solutions by a systematic search becomes dominant for the given time limit.

The approach proposed in this study cannot be directly compared with existing works [16], [20], [15] because the robot cycle time is considered instead of the work cycle time. However, in general, much bigger instances were solved compared with the aforementioned works, which considered only one to four robots per robotic cell. Besides, the proposed approach took into account additional optimization aspects, such as the robot power-saving modes and positions. Finally, the algorithms were tested on more problem instances than those in others works. The data sets are available for others.

The last experiment shows how the robot cycle time, which was scaled by 1.0, 1.1, and 1.2 factors, respectively, influences the performance of the heuristic and MILP solver. The summary of results for the S5 data set is in Table V where each figure is the average criterion value from 10 runs with $t_{max} = 600$ s. The outcomes indicate that the heuristic outperforms the MILP solver if the cycle time is tight, i.e., a feasible solution is hard to find due to the limited time for the movements and operations. However, if the cycle time is prolonged, then the MILP solver gets ahead because its ability to find optimal solutions by a systematic search becomes dominant for the given time limit.

The approach proposed in this study cannot be directly compared with existing works [16], [20], [15] because the robot cycle time is considered instead of the work cycle time. However, in general, much bigger instances were solved compared with the aforementioned works, which considered only one to four robots per robotic cell. Besides, the proposed approach took into account additional optimization aspects, such as the robot power-saving modes and positions. Finally, the algorithms were tested on more problem instances than those in others works. The data sets are available for others.
VI. Case Study from Škoda Auto

This case study shows a potential impact of the optimization on the energy consumption of existing robotic cells by considering a long-operating robotic cell from Škoda Auto (see Figure 1 for a screenshot from the simulation), in which a part of an automotive body is welded, glued, and assembled by 6 industrial robots with a robot cycle time of 56 seconds. The timing of individual robotic operations was obtained from robotic programs. An alternative way is to measure and subsequently identify the movements. The optimized speed of movements can be easily entered into the robotic programs. The energy function $f_e$ of a trajectory was fitted from the points obtained from simulations in Siemens Tecnomatix Process Simulate (Digital Factory - Industry 4.0), in which the robot controller supported the calculation of the energy consumption of movements according to the Realistic Robot Simulation standard. It is also possible to carry out the measurements with a physical robot to obtain the energy functions; however, this is impractical in existing robotic cells. Alternative approaches to the modeling and simulation are found in [27], [28]. To ensure the repeatability of the process, standard in terms of output quality, the welding, gluing, and assembling operations remained the same, i.e., the fixed duration and energy consumption were extracted from the measured power profiles. Only the robot speeds and power-saving modes (at home position) were addressed in the optimization because minimal intervention is desirable for existing robotic cells. More information about the structure of the robotic cell, the timing, and the synchronizations can be obtained from a published instance file.

Based on the results, it was estimated that the original energy consumption of 500 kJ (maximal speeds, without power-saving modes) could be decreased to 391 kJ (reduced speeds, with power-saving modes) per cycle, resulting in about 20% energy savings. The power-saving modes of robots saved about 2.4% of energy, whereas the remaining savings were attributed to the optimization of speeds. If the cycle time is extended to 70 s and 80 s, then the application of energy-saving modes would improve the consumption by about 6.8% and 12%, respectively, compared with their nonuse. This finding may be particularly useful during overproduction or production cuts. Note that the inclusion of the bus power-off mode was addressed in [27]. The timing of individual robotic operations was considered from a published instance file.

This work presents a holistic approach to the energy optimization of robotic cells that considers many optimization aspects. A universal mathematical model for describing robotic cells is proposed, from which is derived an MILP formulation that is directly solvable by MILP solvers. However, these solvers can solve only small instances. Therefore, a hybrid parallel heuristic devised for instances with up to 12 robots. The strength of the heuristic is that its performance scales almost linearly up to 12 cores; thus, significant acceleration is achievable on modern processors. Moreover, the heuristic uses a specialized Gurobi simplex method for piecewise linear convex functions that is about 3 or 4 times faster than broadly used simplex methods. The merits of the heuristic are verified by experiments, the results of which showed that the heuristic found a solution to 27 of 29 problems (+1 infeasible) and clearly outperformed the MILP solver for the largest problems. Note that all the algorithms, the generator, and the generated data sets are publicly available from [https://github.com/CTU-IIIG], thus, other researchers can experiment with the heuristic and explore the documented open-source code.

Finally, a real robotic cell from Škoda Auto is optimized. The results indicate that energy savings of up to 20% can be achieved merely by changing the robot speeds and applying power-saving modes. In future studies, we plan to fully optimize another robotic cell and integrate our approach into industrial software.
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