Abstract—In this work, we present methods for state estimation in continuous-discrete nonlinear systems involving stochastic differential equations. We present the extended Kalman filter, the unscented Kalman filter, the ensemble Kalman filter, and a particle filter. We implement the state estimation methods in Matlab. We evaluate the performance of the methods on a simulation of the modified four-tank system. We implement the state estimation methods for non-stiff systems, i.e., using an explicit numerical integration scheme. The implementation of the extended Kalman filter utilises the Joseph stabilising form for numerical stability. We evaluate the accuracy of the state estimation methods in terms of the mean absolute percentage error over the simulation horizon. We show that each method successfully estimates the states and unmeasured disturbances of the simulated modified four-tank system. Finally, we present conclusions.

I. INTRODUCTION

State estimation is widely applied in industry, e.g., for monitoring, fault-detection, and model-based control. The objective of state estimation is to predict and reconstruct the states of a mathematical model using measurements from a physical system. The Kalman filter provides optimal estimates for systems with Gaussian process and measurement noise, but is limited to system with linear dynamics [1]. For nonlinear systems, the exact evolution of the state distribution can be computed as the solution to the Fokker-Planck equation (Kolmogorov’s forward equation). However, the Fokker-Planck equation is a partial differential equation where the number of dimensions equal the number of states in the system. The Fokker-Planck equation suffers from the curse of dimensionality and solving it is therefore impractical for systems with more than a few states [2]. This paper describes four approximate methods for state estimation, 1) the extended Kalman filter (EKF), 2) the unscented Kalman filter (UKF), 3) the ensemble Kalman filter (EnKF), and 4) a particle filter (PF).

In the EKF, the equations of the original Kalman filter are applied on a local linearisation of a nonlinear system [3]. The EKF is a computationally efficient method, but the quality of the estimates depend on the nonlinearity of the system [4]. Additionally, some stability issues may arise in relation to fixed step-size solutions. This and more has been addressed in other works [5]–[7]. In the UKF, an unscented transformation is used as an approximation for the first two moments of the true nonlinear distribution. The unscented transformation is propagated through the nonlinear dynamics and each sigma-point is updated using observations from the physical system [8]. For some systems, the UKF has shown higher accuracy than the EKF, while still being computationally efficient [9]. However, the UKF also suffers from inaccuracy in highly nonlinear systems. For the UKF, some of the issues pertaining to nonlinearity and numerical instability have been addressed in more recent contributions [10]–[13]. In the EnKF, a set of particles, the ensemble, is randomly sampled from the state distribution and propagated through the nonlinear system dynamics. Each particle in the ensemble is updated separately using the Kalman filter update when a measurement becomes available. The state estimates are computed statistically from the ensembles [14]–[16]. In PFs, a set of particles is sampled from the state distribution and propagated through the nonlinear system dynamics. When a measurement becomes available, the particles are resampled in accordance with their likelihood of being observed. The likelihoods are computed using the innovation posterior distribution. Similarly to the EnKF, the state estimates are determined statistically from the particles [17]–[20]. The EKF and UKF provide efficient state estimation, but suffers from loss of accuracy for highly nonlinear systems. The EnKF and PFs provide a set of sampled particles from the true nonlinear distribution, but their computational efficiency depends on the number of particles required for the estimates to reach the desired accuracy. As a result of this, the EnKF and PF can be computationally inefficient for high dimensional systems.

The aim of this paper is to provide a condensed overview of available methods for state estimation in nonlinear systems. The intention is to further the diversification in application of different state estimation methods within a wider range of industries - utilising the best available tool for a particular task. The nonlinear state estimation methods can generally be separated into two steps; prediction and filtering. In the prediction step (time update), the system is propagated through time based on past information from a physical system. In the filtering step (measurement update),...
the state estimates are updated with the latest measurement information.

The paper is structured as follows. In Section III we present the nonlinear continuous-discrete stochastic differential equation models used in simulation and state estimation. In Section IV we present the EKF, the UKF, the EnKF, and a PF, and finally present a discussion of the methods. In Section V we present a numerical example of state estimation for a modified four-tank system. Finally, we present conclusions in Section VI.

II. NONLINEAR CONTINUOUS-DISCRETE STOCHASTIC DIFFERENTIAL EQUATION MODELS

We consider continuous-discrete systems, in which the system state is described by nonlinear continuous stochastic differential equations and measurements are taken at discrete points in time. The nonlinear continuous-discrete stochastic differential equation models are defined as

\[
dx(t) = f(t, x(t), u(t), d(t), \theta) dt + \sigma(t, x(t), u(t), d(t), \theta) d\omega(t),
\]

\[
y(t_k) = h(t_k, x(t_k), \theta) + v(t_k),
\]

where \( f(\cdot) \) is the drift function, \( \sigma(\cdot) \) is the diffusion function, and \( h(\cdot) \) is the measurement function. The states are \( x(t) \in \mathbb{R}^{n_x} \), the inputs are \( u(t) \in \mathbb{R}^{n_u} \), the disturbances are \( d(t) \in \mathbb{R}^{n_d} \), the parameters are \( \theta \in \mathbb{R}^{n_{\theta}} \), and the measurements are \( y(t_k) \in \mathbb{R}^{n_y} \). The process noise \( \omega(t) \in \mathbb{R}^{n_{\omega}} \) is a standard Weiner process, such that \( d\omega(t) \sim \mathcal{N}(0, Idt) \), and \( v(t_k) \sim \mathcal{N}(0, R) \) is the measurement noise. For simplicity, the initial state is assumed to be known and to be distributed as

\[
x_0 \sim \mathcal{N}(\bar{x}_0, P_0).
\]

III. STATE ESTIMATION IN NONLINEAR SYSTEMS

In this section, we present methods for state estimation in continuous-discrete nonlinear systems following [1]

A. Continuous-discrete extended Kalman filter

The EKF is initialised with the mean and covariance of the initial state of the system described in (2)

\[
\hat{x}_{0|0} = \bar{x}_0,
\]

\[
P_{0|0} = P_0.
\]

1) Time update:

In the time update, the mean and covariance are computed as the solution to the ordinary differential equations (ODEs) for \( t \in [t_k, t_{k+1}] \)

\[
\frac{d\hat{x}_k(t)}{dt} = f(t, \hat{x}_k(t), u(t), d(t), \theta),
\]

\[
\frac{dP_k(t)}{dt} = A_k(t)P_k(t) + P_k(t)A_k^T(t) + \sigma_k(t)\sigma_k^T(t),
\]

where \( \hat{x}_k(t) = \hat{x}_{k|k} \), and \( P_k(t) = P_{k|k} \).

\[ A_k(t) = \frac{\partial f}{\partial x}(t, \hat{x}(t), u(t), d(t), \theta) \]

\[ \sigma_k(t) = \sigma(t, \hat{x}_k(t), u(t), d(t), \theta) \]

Alternatively, the covariance update can be represented and solved on integral form as presented by [21]. The mean and covariance estimates are

\[
\hat{x}_{k+1|k} = \hat{x}_k(t_{k+1}),
\]

\[
P_{k+1|k} = P_k(t_{k+1}).
\]

2) Measurement update:

In the measurement update, we compute the innovation and its covariance as

\[
e_k = y_k - \hat{y}_{k|k-1},
\]

\[
R_{e,k} = C_kP_{k|k-1}C_k^T + R,
\]

where

\[
\hat{y}_{k|k-1} = h(t_k, \hat{x}_{k|k-1}, \theta),
\]

\[
C_k = \frac{\partial h}{\partial x}(t_k, \hat{x}_{k|k-1}, \theta).
\]

The Kalman gain is computed as

\[
K_{f,k} = P_{k|k-1}C_k^TR_{e,k}^{-1}.
\]

The mean and covariance estimates are computed as

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_{f,k}e_k,
\]

\[
P_{k|k} = P_{k|k-1} - K_{f,k}R_{e,k}K_{f,k}^T
\]

\[
= (I - K_{f,k}C_k)P_{k|k-1}(I - K_{f,k}C_k)^T + K_{f,k}R_{e,k}K_{f,k}^T
\]

where (9c). Joseph stabilising form, is numerically stable.

B. Continuous-discrete unscented Kalman filter

The unscented Kalman filter is initialised with the mean and covariance of the initial state of the system described in (2)

\[
\hat{x}_{0|0} = \bar{x}_0,
\]

\[
P_{0|0} = P_0.
\]

1) Time update:

In the time update, we compute the parameters

\[
\bar{c} = \alpha^2 (\bar{n} + \kappa),
\]

\[
\bar{\lambda} = \alpha^2 (\bar{n} + \kappa) - \bar{n},
\]

where \( \alpha \in [0, 1] \), \( \kappa \in [0, \infty[ \), and \( \bar{n} = n_x + n_\omega \). We compute the sigma-point weights

\[
W_0^{(m)} = \frac{\lambda}{\bar{n} + \kappa},
\]

\[
W_0^{(e)} = \frac{\lambda}{\bar{n} + \kappa} + 1 - \alpha^2 + \beta,
\]

\[
W_i^{(m)} = W_i^{(e)} = \frac{1}{2(\bar{n} + \kappa)},
\]

for \( i \in \{1, 2, \ldots, 2\bar{n}\} \) and where \( \beta \in [0, \infty[ \) (\( \beta = 2 \) optimal for Gaussian distributions). We sample deterministically a set of \( 2\bar{n} + 1 \) sigma-points. For propagation through the
We compute the sigma-point weights
\[ x_{k|k}^{(0)} = \hat{x}_{k|k}, \quad (13a) \]
\[ x_{k|k}^{(i)} = \hat{x}_{k|k} + \sqrt{c} \left( \sqrt{P_{k|k}} \right)_i, \quad (13b) \]
\[ x_{k|k}^{(n+i)} = \hat{x}_{k|k} - \sqrt{c} \left( \sqrt{P_{k|k}} \right)_i, \quad (13c) \]
for \( i \in \{1, 2, \ldots, n_x\} \). The set of solutions, \( x_{k|k}^{(i)} \), and cross-covariance information from the sigma-points
\[ \begin{aligned} 
\hat{x}_{k|k} = \sum_{i=0}^{2n_x} W_{m}^{(i)} x_{k|k}^{(i)}, \\
\hat{x}_{k|k} = \sum_{i=0}^{2n_x} W_{c}^{(i)} (x_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k}), \\
\hat{c} = \sum_{i=0}^{2n_x} W_{m}^{(i)} (x_{k|k}^{(i)} - \hat{x}_{k|k})^T (x_{k|k}^{(i)} - \hat{x}_{k|k})^{(i)} T, \\
\end{aligned} \]
for \( i \in \{1, 2, \ldots, n_x\} \). We similarly propagate the remaining sigma-points through the stochastic dynamics for \( t \in [t_k, t_{k+1}] \) and compute the predictions as the solution to
\[ \begin{aligned} 
\hat{c}_{k|k} = \sum_{i=0}^{2n_x} W_{m}^{(i)} \hat{x}_{k|k}^{(i)}, \\
\hat{c}_{k|k} = \sum_{i=0}^{2n_x} W_{c}^{(i)} (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k}), \\
\hat{c} = \sum_{i=0}^{2n_x} W_{m}^{(i)} (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k})^T (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k})^{(i)} T, \\
\end{aligned} \]
for \( i \in \{1, 2, \ldots, n_x\} \). We compute the innovation as
\[ e_k = \hat{y}_k - \hat{y}_k|k, \]
where the prediction of the measurement prediction is computed as
\[ \hat{y}_{k|k} = \sum_{i=0}^{2n_x} W_{m}^{(i)} \hat{z}_{k|k}^{(i)}, \]
for \( \hat{z}_{k|k}^{(i)} = h(t_k, \hat{x}_{k|k}^{(i)}). \) We compute the covariance and cross-covariance information from the sigma-points
\[ \begin{aligned} 
R_{x_x} = \sum_{i=0}^{2n_x} W_{m}^{(i)} (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k})^T (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k}), \\
R_{x_y} = \sum_{i=0}^{2n_x} W_{c}^{(i)} (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k})^T (\hat{x}_{k|k}^{(i)} - \hat{x}_{k|k} + \hat{x}_{k|k}), \\
\end{aligned} \]
The Kalman gain is computed as
\[ K_{f_x} = R_{x_y} R_{x_x}^{-1}. \]
The mean and covariance estimates are computed as
\[ \begin{aligned} 
\hat{x}_{k+1|k} = \sum_{i=0}^{2n_x} W_{m}^{(i)} \hat{x}_{k+1|k}^{(i)}, \\
P_{k+1|k} = \sum_{i=0}^{2n_x} W_{c}^{(i)} (\hat{x}_{k+1|k}^{(i)} - \hat{x}_{k+1|k})^T (\hat{x}_{k+1|k}^{(i)} - \hat{x}_{k+1|k})^{(i)} T, \\
\end{aligned} \]
for \( i \in \{1, 2, \ldots, n_x\} \). We compute a set of \( 2n_x + 1 \) deterministically sampled sigma-points
\[ \begin{aligned} 
\hat{x}_{k|k}^{(0)} = \hat{x}_{k|k} - \hat{x}_{k|k}, \\
\hat{x}_{k|k}^{(i)} = \hat{x}_{k|k} - \sqrt{c} \left( \sqrt{P_{k|k}} \right)_i, \\
\hat{x}_{k|k}^{(n+i)} = \hat{x}_{k|k} - \sqrt{c} \left( \sqrt{P_{k|k}} \right)_i, \\
\end{aligned} \]
for \( i \in \{1, 2, \ldots, n_x\} \). The ensemble Kalman filter is initialised with a set of particles, the ensemble, sampled from the initial state distribution from (2). The initial state ensemble is denoted
\[ \{ \hat{x}_{0|0}, \hat{x}_{0|0}, \ldots, \hat{x}_{0|0} \}. \]
The mean and covariance estimates are computed as
\[
\hat{x}_{k+1|k} = \frac{1}{N_p} \sum_{i=1}^{N_p} \tilde{x}^{(i)}_{k+1|k},
\]
(31a)
\[
P_{k+1|k} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} \left( \tilde{x}^{(i)}_{k+1|k} - \hat{x}_{k+1|k} \right) \left( \tilde{x}^{(i)}_{k+1|k} - \hat{x}_{k+1|k} \right)^T.
\]
(31b)

2) Measurement update:
In the measurement update, we compute the ensemble of predictions, \( \{\tilde{x}^{(i)}_{k|k-1}\}_{i=1}^{N_p} \), where
\[
\tilde{x}^{(i)}_{k|k-1} = h(t_k, \tilde{x}^{(i)}_{k|k-1}, \theta),
\]
(32)
for \( i \in \{1, 2, \ldots, N_p\} \). Furthermore, we compute the mean and covariance of the measurement distribution and cross-covariance of states and measurements, as
\[
y_{k|k-1} = \frac{1}{N_p} \sum_{i=1}^{N_p} \tilde{x}^{(i)}_{k|k-1},
\]
(33a)
\[
R_{xx,k|k-1} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} \left( \tilde{x}^{(i)}_{k|k-1} - \hat{x}_{k|k-1} \right) \left( \tilde{x}^{(i)}_{k|k-1} - \hat{x}_{k|k-1} \right)^T,
\]
(33b)
\[
R_{yy,k|k-1} = R_{xx,k|k-1} + R,
\]
(33c)
\[
R_{xy,k|k-1} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} \left( \tilde{x}^{(i)}_{k|k-1} - \hat{x}_{k|k-1} \right) \left( \tilde{y}^{(i)}_{k|k-1} - \tilde{y}_{k|k-1} \right)^T,
\]
(33d)
and we compute samples from measurement distribution, as
\[
y^{(i)}_k = y_k + v^{(i)}_k,
\]
(34)
where \( v^{(i)}_k \) are realisations of the measurement noise, \( v_k \sim \mathcal{N}(0, R) \). The innovations are computed for each particle in the measurement ensemble, as
\[
e^{(i)}_k = y^{(i)}_k - \tilde{z}^{(i)}_{k|k-1}.
\]
(35)
The Kalman gain is computed as
\[
K_{f,x,k} = R_{xy,k|k-1} R_{yy,k|k-1}^{-1}.
\]
(36)
The filtered state ensemble, \( \{\hat{z}^{(i)}_{k|k}\}_{i=1}^{N_p} \), is computed as
\[
\hat{z}^{(i)}_{k|k} = \tilde{z}^{(i)}_{k|k} + K_{f,x} e^{(i)}_k.
\]
(37)
The mean and covariance estimates are computed as
\[
\hat{x}_{k|k} = \frac{1}{N_p} \sum_{i=1}^{N_p} \hat{z}^{(i)}_{k|k},
\]
(38a)
\[
P_{k|k} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} \left( \hat{z}^{(i)}_{k|k} - \hat{x}_{k|k} \right) \left( \hat{z}^{(i)}_{k|k} - \hat{x}_{k|k} \right)^T.
\]
(38b)

D. Continuous-discrete particle filter
The particle filter is initialised with a set of particles sampled from the initial state distribution from \( \mathbb{E} \). The initial set of particles is denoted as \( \{\tilde{x}^{(i)}_{0|0}\}_{i=1}^{N_p} \).

1) Time update:
In the time update, each particle is propagated through the nonlinear system dynamics. The set of predicted particles is computed as the solution to
\[
d\tilde{x}^{(i)}_k(t) = \mathcal{F}(t, \tilde{x}^{(i)}_k(t), u(t), d(t), \theta)dt + \sigma(t, \tilde{x}^{(i)}_k(t), u(t), d(t), \theta)d\omega_k(t),
\]
(40)
for \( i \in \{1, 2, \ldots, N_p\} \) and \( t \in [t_k, t_{k+1}] \). The initial value \( \tilde{x}^{(i)}_{k|k} = \tilde{x}^{(i)}_{k|k+1} \). The set of solutions, \( \tilde{x}^{(i)}_{k+1|k} = \tilde{x}^{(i)}_{k+1}(t_{k+1}) \), gives rise to the prediction set
\[
\{\tilde{x}^{(i)}_{k+1|k}\}_{i=1}^{N_p}.
\]
(41)
The mean and covariance estimates are computed as
\[
\hat{x}_{k+1|k} = \frac{1}{N_p} \sum_{i=1}^{N_p} \tilde{x}^{(i)}_{k+1|k},
\]
(42a)
\[
P_{k+1|k} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} \left( \tilde{x}^{(i)}_{k+1|k} - \hat{x}_{k+1|k} \right) \left( \tilde{x}^{(i)}_{k+1|k} - \hat{x}_{k+1|k} \right)^T.
\]
(42b)

2) Measurement update:
In the measurement update, we compute the set of measurement predictions, \( \{\tilde{z}^{(i)}_{k|k-1}\}_{i=1}^{N_p} \), where
\[
\tilde{z}^{(i)}_{k|k-1} = h(t_k, \tilde{x}^{(i)}_{k|k-1}, \theta),
\]
(43)
for \( i \in \{1, 2, \ldots, N_p\} \). The innovations are computed for each particle, as
\[
e^{(i)}_k = y_k - \tilde{z}^{(i)}_{k|k-1},
\]
(44)
for \( i \in \{1, 2, \ldots, N_p\} \). We compute a set of likelihood weights for each particle, arising from the posterior distribution of the innovations
\[
\tilde{w}^{(i)}_k = \frac{1}{\sqrt{2\pi R}} \exp \left( -\frac{1}{2} e^{(i)}_k^T R^{-1} e^{(i)}_k \right),
\]
(45)
where \( |R| \) denotes the determinant of \( R \), and normalise
\[
w^{(i)}_k = \frac{\tilde{w}^{(i)}_k}{\sum_{j=1}^{N_p} \tilde{w}^{(j)}_k},
\]
(46)
for \( i \in \{1, 2, \ldots, N_p\} \). The set of particles are then resampled in accordance with their likelihood respective weights. For a single realisation of a uniform distribution, \( q_1 \sim \mathcal{U}[0, 1] \), we compute a set of ordered resampling points
\[
l^{(i)}_k = \frac{e^{(i)}_k}{q_1},
\]
(47)
for \( i \in \{1, 2, \ldots, N_p\} \). We resample the particles by storing \( m^{(i)} \) copies of each particle, \( \tilde{x}^{(i)}_{k|k-1} \), in the set. The indices for the resampled particles, \( l \), are chosen such that \( e^{(i)}_k \in [s^{(i-1)}, s^{(i)}] \), where \( s^{(i)} = \sum_{j=1}^{i} w^{(j)}_k \). Particles with relatively high likelihood may appear several times in the resampled set and particles with relatively low likelihood may not appear at all. The resampled set is denoted as
\[
\{\tilde{x}^{(i)}_{k|k}\}_{i=1}^{N_p}.
\]
The mean and covariance estimates are computed as

$$\hat{x}_{k|k} = \frac{1}{N_p} \sum_{i=1}^{N_p} \hat{x}_{i|k}^{(i)}, \quad (49a)$$

$$P_{k|k} = \frac{1}{N_p - 1} \sum_{i=1}^{N_p} (\hat{x}_{i|k}^{(i)} - \hat{x}_{k|k}^{(i)}) (\hat{x}_{i|k}^{(i)} - \hat{x}_{k|k}^{(i)})^T. \quad (49b)$$

### E. Discussion of methods

The EKF is a computationally efficient method. The complexity in implementing the method is largely determined by how the initial value problem in the time update is solved. In this context, it can be especially important to consider how to handle the time update of the covariance matrix, e.g., solving it directly, through vectorisation, or via sensitivities. The accuracy of the EKF depends on how well the assumption of linear linearity holds. This means that for highly nonlinear systems with relatively long sampling intervals, the EKF may perform poorly, as the assumptions pertaining to the propagation of the expectation and covariance will not hold.

For non-stiff systems, the UKF is also a computationally efficient method of state estimation. The computational efficiency partly arises by utilising the unscented transformation, where the number of deterministically sampled particles scales linearly with the state dimension, instead of randomly sampling particles, as is the case for other particle filters. The time update of the UKF is simple to implement, as it simply involves propagating a set of particles forward in time. For linear Gaussian systems, the UKF and EKF provide equivalent solutions. However, for nonlinear systems, the UKF propagates the particles through the true nonlinear system dynamics and therefore may capture more information than the EKF.

The particle filters, i.e., the EnKF and PF, have computational efficiency which depends on the tuning, i.e., the size of the sample set. They suffer from the curse of dimensionality, as the sampling size required increases with the state dimension. However, the predictions more closely resemble the true nonlinear distribution as the sampling size increases, at the cost of computational efficiency. This means, that for highly nonlinear systems the EnKF and PF may capture more information than the EKF and UKF, but at the cost of computational efficiency.

### IV. Example – Modified Four-Tank System

Fig. 1 illustrates the modified four-tank system (MFTS). The mass balances are modelled as ODEs as presented by [22]. However, we model the stochastic disturbances explicitly as states. The disturbances follow the SDEs

$$dF_3(t) = \lambda_1 (\bar{F}_3(t) - F_3(t)) \ dt + \sigma_1 d\omega_1(t), \quad (50a)$$

$$dF_4(t) = \lambda_2 (\bar{F}_4(t) - F_4(t)) \ dt + \sigma_2 d\omega_2(t). \quad (50b)$$

The resulting system is described by a continuous-discrete nonlinear system as described in [1]. The performance of each state estimation method is evaluated in terms of the mean absolute percentage error (MAPE), such that

$$MAPE = \frac{1}{nN} \sum_{k=1}^{N} \sum_{i=1}^{n} \frac{|x_{i,k} - \hat{x}_{i,k}|}{x_{i,k}}, \quad (51)$$

where $N$ is the number of observations and $n$ is the dimension of the state. The MAPE is computed separately for the states representing the liquid mass and the state representing the disturbances, as MAPE$_x$ and MAPE$_d$ respectively.

### A. Simulation example

Fig. 2 illustrates the simulation example and Table I describes the results. We simulation is 30 minutes, with 120 equidistant samples. The simulation and estimation are computed with internal step sizes of 1000 and 100 respectively. The UKF has the parameter set $[\beta, \alpha, \kappa] = [2.0, 0.001, 0.0]$. The EnKF and PF has sampling sizes of 250 and 1000 respectively. The disturbances are modelled with $\lambda_1 = \lambda_2 = 0.1$ and $\sigma_1 = \sigma_2 = 5.0$ for the simulation.

For the EKF, EnKF, and PF, $\sigma_1 = \sigma_2 = 5.0$ and for the UKF $\sigma_1 = \sigma_2 = 1.0$, $\lambda_1 = \lambda_2 = 0.0$ for the EKF and UKF and $\lambda_1 = \lambda_2 = 2.0e-3$ for the EnKF and PF.

From the results presented in Fig. 2 and Table I we see many of the properties described in the discussion of Section III. The EKF and UKF are demonstrated the be the most computationally efficient methods, where EKF seem to be outperforming UKF in this particular numerical experiment. Furthermore, the EnKF and PF show better accuracy both in estimating state and disturbance variables, but at the cost of lower computational efficiency.
Fig. 2. State estimation for simulation of the modified four-tank system. For the simulation model $\hat{F}_i \in \{100, 200, 300\}$ for $i \in \{3, 4\}$. The nominal values are kept constant at 150 for the state estimators.

V. CONCLUSION

In conclusion, we have presented four methods for state estimation in continuous-discrete nonlinear systems involving stochastic differential equations: the EKF, UKF, EnKF, and a PF. In Matlab, the state estimation methods have been implemented for non-stiff systems and a numerical experiment has been performed on a simulated MFTS. The performance of each state estimation method has been evaluated in terms of run-times for time and measurement updates and the accuracy have been evaluated in terms of the MAPE for the state and disturbance estimates.
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