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Abstract

Since the outbreak of the novel coronavirus (covid-19) pandemic from China in 2019, it has left the world leaders in great confusing due to its fast-paced propagation and spread that has left infected a world population of over Eleven Million persons with over five hundred and thirty four thousand deaths and counting with the United States of America, Brazil, Russia, India and Peru in the lead on these death toll. The pandemic whose increased mortality rate is targeted at ‘aged’ citizens, patients with low immunology as well as patients with chronic diseases and underlying health conditions. Study models covid-19 pandemic via a susceptible-infect-remove actor-based graph, with covid-19 virus as the innovation diffused within the social graph. We measure the rich connective patterns of the actor-based graph, and explore personal feats as they influence other nodes to adopt or reject an innovation. Results shows current triggers (lifting of inter-intra state migration bans) and shocks (exposure to covid-19 by migrants) will lead to late widespread majority adoption of 23.8-percent. At this, the death toll will climb from between 4.43-to-5.61-percent to over 12%.
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1. Introduction

The novel coronavirus caused by severe acute respiratory syndrome coronavirus emerged in the China in December 2019 and was declared a global pandemic by the World Health Organization (WHO) on the 11 March 2020 [1]. Since then, the disease has quickly spread to all continents with over 11-million cases recorded and with a fatality rate of 6.19% noted on 11 April 2020 [2]. The risk of importing COVID-19 from Europe to Africa is higher than its import from China [3]. Martinez-Alvarez et al. [4] compared its transmission (6-days after first detected cases) in selected countries and observed a more rapid spread of the virus in some West African countries than in Europe [5]. Ojugo and Otukore [6] compared situations in Delta State Nigeria and found that this situation is worsened in Nigeria and also in countries ill-equipped to handle covis-19 disease outbreak due to poor surveillance and response systems, inadequate health infrastructure and services, and unqualified medical personnel to handle the desired and targeted outbreak response. Further investigation by Ojugo and Oyemade [7] notes that current triggers (that is, lifting of inter-
intra state migration bans) and shocks (exposure to covid-19 by migrants) will lead to late widespread majority adoption of 23.8-percent. Thus, death toll will climb from between 4.43-to-5.61-percent to over 12%. This value will continue to decrease in terms of percentage of confirmed cases and death when compared to other nations if the health and safety measures are still being implemented by the populace.

Also, [8] African countries with highest importation risk have also been found to possess a high capacity to respond to outbreaks. As of 28 June 2020, Nigeria had a total of 21,317 confirmed cases and 533 deaths from COVID-19. The fast-paced spread and propagation of the COVID-19 contagion has left the world leaders in great confusion. With an infected world population of over Eleven Million patients currently and over five hundred and thirty four thousand deaths with nations such as the United States of America, Brazil, Russia, India and Peru in the lead on these death toll [9], the world is inflicted with a pandemic whose increased mortality rate is targeted at ‘aged’ citizens, patients with low immunology as well as patients with chronic diseases and underlying health conditions [7].

1.1. The Covid-19 Pandemic

The Coronavirus disease (infection) also called COVID-19, emerged in December 2019 in China in Wuhan city in Hubei province of China [10]. This pandemic has spread across 210 countries and territories around the world and 2 international conveyances. Following this outbreak in China, the virus has recorded new epicentres for its outbreak, the United States of America, Spain, Italy, France and Germany, having confirmed cases of over a hundred thousand [11]. Amidst, the risk posed by this virus on public health, the World Health Organization (WHO) has declared it as a global pandemic and calls for health sectors of the world and government to take it seriously [10]. The spread of the infectious disease is still on the rise despite many efforts people and government of nations to contain it, such as containment, an individual measure of protection, the authorization of the use hydro-chloroquine and other drugs that have not been clinically tested [12].

There are uncertainties as to how COVID-19 is transmitted, although medical researchers (centers) for disease control have noted that it is transmitted via a fluid contact with an infected person [12-15]. They further noted that symptoms of the disease on an individual includes, sore throat, dry cough, fever, shortness of breath, and in the worse stage acute pneumonia and death. According to [14], the incubation period for COVID-19 is between 2-14 days. Also, [15-16] asserted that the reason for the high level of the spread of the virus on individuals across the globe as a result of the symptomatic and asymptomatic nature. Failure to identify and properly manage both the symptomatic and asymptomatic COVID-19 cases by mass and wide COVID-19 testing or screening of the population puts the race at risk [12], also this would significantly affect the way of life of people, as well as businesses across the globe.

1.2. Causatives on The Fast-Paced Spread Propagation in Nigeria

The world is currently dealing with the realities imposed on her by the coronavirus (COVID-19) pandemic, which has led to a huge economic loss for thousands of businesses across the globe. This loss in finance is out-rightly attributed to many of the government’s order of shutting down business operations [17-18]. In Nigeria, it is the same scenario as the major economic hub States are on lockdown as a result of the upsurge of the coronavirus. This lockdown features restriction on transportation of people and goods, significantly disrupt outputs and exports, hinders the growth of the private business by undercuts in the investments due to loss of investors’ confidence in the market [19]. Against this backdrop of government lockdown and the halt of business activities, private businesses financial and non-financial performances were affected. Same feature befalls the private sector (businesses) and government. As at 9:30 pm 11th April 2020, there were 318 confirmed cases 70 discharged and 10 deaths in Nigeria. The virus tends to be spreading more around and to states in the country with Lagos- 174, FCT-56, Osun-20, Edo-12, Oyo-11, Ogun-7, Bauchi-6, Kaduna-6, Akwa-Ibom-5, Katsina-4, Delta-3, Enugu-2, Ekiti-2, Rivers-2, Kwara-2, Ondo-2, Benue-1, Niger-1, Anambra-1 and Kano-1 respectively [16]. This has led to the federal government taking radical steps like the issuing of an executive order to lock down the major economic hub of the country with a view of the virus.
2. Materials And Methods

2.1. Dataset Gathering

The diffusion study uses as its innovation an attitude change in behavior towards covid-19 spread. The study initiative will sought a convergence in time of final number of adopters – with the singular goal that youth participation, they imbibe idea that behavioral change is a panacea to curb the spread of coronavirus in Nigeria, and (b) they are the right machinery needed to steer such new vehicle to redirect Nigeria. The scheme was designed to convene youths and some select (known infected) cases. All, were kept in a close-contact for the period of eight (8) weeks – during which time, it is expected that: (a) the youths (inactive or un-infected) will have been exposed to the seedset nodes (in this case, infected cases), (b) seedset cases will be quarantined for the period of 21-days, (c) all nodes (both infected and non-infected) will have been susceptible, infected, removed and made susceptible again. Also, the time in which un-infected nodes (persons) were first exposed to the innovation is known as the time-of-adoption; the time in which the project ends (i.e. 8-weeks) is noted as \( t = n \); and, the time before that is \( t = t – 1 \).

Network data were collected as follows [20] in table 1:

| Network Feats                                      | Youth Innovation                        |
|----------------------------------------------------|-----------------------------------------|
| Number of Local Governments                        | 27                                      |
| Number of Communities                              | 36                                      |
| Clusters in each community                         | 30wards (clusters)                      |
| Targeted Number in Age range                       | 25,000 youth                            |
| Seed Sets Phase                                    | 5seed-set nodes per Ward                |
| Time of Diffusion / Year                           | 8-weeks                                 |
| Graph Probability Distribution                     | \( \mu = 0.5346 \) and \( \delta = 0.34 \) |
| Average time of Adoption                           | 3-days                                  |
| Lowest and Highest Saturation (final number of adopters) | 36% and 80% at \( t > 0 \) and \( t = t – 1 \) respectively |

a. List ten (10) friends within the age range of 16-24years for the project. The timeline of 8-weeks was chosen. Project is based on: (i) expose actor-nodes to seedset in group without their awareness (so as not to cause panic, indifference and isolation) and we noticed interactions grew with time as they shelved selfish claims and self-centered gains, (ii) seek in time the convergence of a final number of adopters, and (iii) 8weeks timeline will only give time that allows for a sufficient diffusion of the innovation and project. With the change in time, actor-nodes begin to interact and build their personal networks and clusters, which in turn will be tested over time. The innovation (exposure of inactive nodes to the seedset also needs time to be nurtured).

b. Ten (10) most influential youths in the age range in their immediate community will help reach and further expose the un-infected nodes.

While, the collected data is potentially accurate, its recall event may be erroneous and we hope that these recall errors are normally distributed. The study does not wish to discuss the effect of the network structure on its convergence time nor the effect of clustering on the diffusion model cum process. Many studies note that innovations diffuse faster on highly clustered networks and much slowly on graphs with small degree of clustering. Our experimental model, rather aims at the expected number of final adopters as a function of the convergence task for a specified duration, the effect of behavioural evolution towards the spread of coronavirus as the innovation.

2.2. Spectral Clustering (SC)

Spectral clustering [21-22] uses the top eigenvectors of a matrix derived from the input data and transforms the clustering problem into a graph cut problem. The graph cutting approach clusters data points by attribute such that densely packed points are in same cluster, whereas the sparse are in different clusters. The minimum cut formula is given by Eq. 1 as:

\[
cut(x, y) = \sum_{i \in A, j \in B} W_{ij} \tag{1}
\]
where \( w_{ij} \) is the degree of a vertex from \( i \) to \( j \). There are usually two balanced cut approaches namely: ratio Cut and Ncut. Also, spectral clustering is a relaxation of the two cut approaches. It is an effective partitioning strategy that includes normalized cut and Ng-Jordan-Weiss algorithms, which are also a relaxations of spectral partitioning problem. Below is SC algorithm with a Laplacian matrix listing described in Algorithm 1.

Step 1: The dataset is divided into two components: training and testing datasets. The training dataset is clustered by SC and this output is regarded as the training subset labelled Training Datasets 1–k. SC centres from the training dataset clustering process are stored to serve as initialisation cluster centre for generating the testing dataset clusters. Because intrusion data features indicate similar attributes of each type in the raw dataset, points in the training dataset with similar features are aligned into groups and regarded as the same subset. In order to improve its performance, different cluster numbers and values of sigma are considered. The number of clusters ranged from 2 to 6 and sigma from 0.1 to 1.0. The samples are assigned to one cluster by similarity. The minimum distance from a data point to each cluster centre is measured by Algorithm 1 and each point is assigned to a cluster.

### Listing of the Spectral Clustering Algorithm

```plaintext
Algorithm 1: Spectral Clustering Algorithm

**Input:** Dataset, clusters k, parameter \( s \) and number of iterations \( \text{iter} \)

**Output:** the set of k clusters

/* Note: symbols “/” and “*” represent comments in the algorithm */

1. Calculate affinity matrix \( A \in \mathbb{R}^{n \times n} \) and define \( A_{ij} = \exp(-\frac{||s_i - s_j||^2}{2\sigma^2}) \) in which \( s_i \) and \( s_j \) are the original data points i and j, respectively */

2. If \( i \neq j \), then the \( A_{ii} = 0 \)

3. \( D \) is diagonal degree matrix and computed with elements: \( d_{ii} = \sum_j A_{ij} \). So that given the graph \( G \) with \( n \)-input nodes or vertices, the Laplacian matrix \( L(n \times n) = D - A \)

4. Find \( k \)-largest eigenvectors of matrix \( L \) and \( [x_1 x_2 ... x_k] \in \mathbb{R}^{(n \times k)} \)

5. Generate the matrix \( Y \) by renormalizing each row of \( x \) as thus: \( Y_{ij} = \frac{x_{ij}}{\sqrt{\sum_j x_{jj}^2}} \)

6. Minimise the distortion of each row \( Y \) to regard as the point in clustering term \( \mathbb{R}^k \) using any clustering algorithm, such as a distance-based clustering approach.

7. Finally, the original point \( s_i \) is assigned to cluster \( j \) when the row of \( y_i \) belongs to the cluster \( j \).

8. return the set of k clusters and cluster centre

Step 2: The testing dataset, which has been divided from the raw dataset, is used to generate \( k \) datasets. The previous cluster centres obtained from SC cluster in Step 1, are regarded as the initialization cluster centres of the SC algorithm in this step. The test dataset which are divided by SC cluster, are regarded testing subsets. These subsets are denoted as Test 1 via Test k.

Step 3: The k testing data subsets are fed into k clusters, which were completed by the k training data subsets in Step 1. The output of each is integrated as the final output and employed to analyse positive detection rates. Then, a confusion matrix is used to analyse the data-point classification performance.

2.3. Susceptible-Infected-Susceptible (SIS) Model

Here, [7] at discrete time-step at \( t = 0 \), the graph is inserted with actors exposed to the innovation – so that if an actor \( x \) is exposed and has adopted the innovation at time \( t \), it has single chance to convince its immediate neighbour \( y \) that it is currently active but yet-to-be-exposed. Probability \( x \) succeeds with \( y \) is \( P_{xy} \). If \( x \) succeeds, \( y \) is exposed and has adopted the innovation at time \( t+1 \); Else, \( x \) tries again in the future (even if \( y \) adopts via another actor’s neighbour). Also, actor \( y \) can decide to reject the innovation at another time-step (due to path dependence, morphing of ties, external influences and other feats). This process continues and stops after \( n \)-steps (\( t - 1 \)), at which point there are no more actors to be exposed to innovation. It requires an actor to be exposed more than once. The graph can be of size \( M \), with \( M_d \) subset of nodes and \( \alpha \) copies of seed-set actor nodes placed on the network. With propagation complete, \( S(M_d, G) \) is the expected number of final adopters. Thus, the process continues to evolve in time to either propagate or eventually die. An actor \( x \) adopts based on the rate of \( \frac{\beta}{\alpha} \) and probability \( \beta \). At same time, an actor may reject the
adoption after having previously adopted probability $\delta$. With an adjacency matrix $T$, $\lambda_1(T)$ is the largest eigen-value of $T$. Thus, $\frac{\beta}{\delta} < \frac{1}{\lambda_1(G)}$ is true as threshold and is sufficient for quick recovery as easily proven [20].

2.4. Susceptible-Infect-Susceptible (SIS) Model

Here, [7] at discrete-time at $t = 0$, the graph is inserted with actors exposed to the innovation – so that if an actor $x$ is exposed and has adopted the innovation at time $t$, it has single chance to convince its immediate neighbour $y$ that is currently active but yet-to-be-exposed. The probability that $x$ succeeds with $y$ is $P_{xy}$. If $x$ succeeds, $y$ is exposed and has adopted the innovation at time $t+1$; Else, $x$ tries again in the future (even if $y$ adopts the innovation via another actor’s personal network or neighbour). This process continues and stops after $n$-steps (at time $t = n$) – at which point there are no more active actors to be exposed to the innovation. It requires an actor to be exposed exactly once. The graph can be of size $M$, with $M_d$ subset of nodes and $d$ copies of seed-set actor nodes placed on the network. With propagation complete, $S(M_d,G)$ is the expected number of final adopters. Expectation can exceeds all random choices depending on the diffusion model and nature of graph structure in use. Eq. 2 describes the maximum expected number of final adopters, which exceeds all possible initial seed-set choice adopter placements [20].

$$S_{n}(G) = \max_{M_d} S(M_d,G) \text{ (2)}$$

Subset $A_d = \arg \max_{M_d} S(M_d,G)$ corresponds to choices made by an adaptive adversary. $S_d(G)$ is epidemic spread in $G$ and a similar definition of epidemic spread of randomize adversary as in Eq. 3 in which case, define it to be the expected epidemic spread where the expectation takes over all possible positions of the $d$ viruses placed on the network and given by:

$$S_d'(G) = E_{M_d}[S(M_d,G)] \text{ (3)}$$

2.5. Behavioral Evolution

Events modelled on a social graphs will never treat all actors as equal. Thus, it distinguishes between trusted friends from total strangers (in that continuum) via relationship spectrum as provided by ties leading up to improved behaviour (behavioural evolution). Loose acquaintances that an actor interacts with on demand are said to have weak ties with between such actors. Though weak, they can help such actors generate ideas, adopt innovations as well as expedite knowledge transfer across the network or groups. Conversely, interaction between trusted friends and family are said to be stronger-ties, which affects the actor’s emotional health and can lead a society to safe heavens in time of crisis. Whether a link between actors exists or not, relationships have their own few properties that helps define tie-strength that exists between agents as they form clusters, cliques and communities [23].

Dyads are all pair of interactions to measure relationships of $n$ actors with $m$ ties – resulting in an $m \times n$ binary matrix of elements in $G$. The ordered pair $(i, j)$ is 1 if it is sampled and 0 if not. Both directed/undirected graphs have a set of observed dyads incident in at least one sampled node. Behavior then, can be measured from 7-dimensions that manifest in various forms to include: (a) time structure, (b) emotional intensity, (c) mutual intimacy and (d) reciprocal services [24]. Also, [25] notes that structural variables and factors like (e) topology and (f) emotional support from informal circles indicate a stronger tie. Lin et al (1981) note that: (g) social distance as embodied in socio-economic status, education, race, political affiliation and gender of an actor – all which influences tie-strength. In practice, the structural variables are substituted with simple proxies such as communication recency, interaction reciprocity, mutual friendship and frequency of the interaction.

Thus, [20] in extending [26] with the potential of a feedback into the society in ways that benefit users as in Eq. 3. Thus, tie-strength is modeled as a linear combiner, where $R_i$ represents number of predictive variables used in task, $e$, is error term, $D_i$ is dyads pairs, $N_i$ is network structure and $EI_i$ are external influences.

$$S_i = \alpha + \beta R_i + \gamma D_i + \eta_i + EI_i + e_i \text{ (3)}$$

A cluster is a strong candidate of a cohesive set or clique by itself due to large number of ties amongst members. As clusters increase, actors form more cliques with others in close proximity, which also decreases the set cardinality and
increase the number of sets in graph. High-clustered graphs have short-path length, large number of cliques with small cardinality. It results in large expected number of final adopters, introduces a close knit relationship between clustering coefficient and bound for number of final adopters. Such graphs are quite beneficial for complex diffusion process (contagion) to reinforce adoption of the innovation as they are more likely to be exposed to multiple adopters and overlapping influences via such short path-lengths during diffusion. Its merit is, in the existence of a seed set adopter inside the cluster. In contrast, with no seed-set adopter in a locally dense cluster, it is highly stable and may resist adoption of innovation. Thus, while clustering reinforces adoption if the innovation penetrates, it also weakens adoption by making penetration more difficult for small cluster coefficient \( k \). Graphs with smaller clusters have long path-lengths to diffuse innovation more and further [27].

\( N_i(G) = P_{\theta \mu L} + \lambda_0 \mu_L + \lambda_1 \text{Med}_L + \sum_{i \in E} \lambda_2 (s - \mu_L)^2 + \lambda_3 \text{Max}_L + \lambda_4 \text{Min}_L \) (4)

where \( L = S_j \) and \( i,j \) are mutual friends. \( N_i \) uses the following parameters: (a) \( P_{\theta \mu L} \) to encode the system/graph’s probability distribution of actors via defined upper and lower bound of agent dispositional in the system, (b) \( \mu \) and Med are actor’s cum system threshold respectively of graph, (c) expression \( \sum_{k=0}^{\infty} \sum_{\ell \in E} \lambda_2 (s - \mu_L)^2 \) encodes learning with momentum as a function of its convergence in time/outcome of the diffusion process, and (d) Max/Min values are upper/lower bounds of final adopters [28].

Since each node \( i \)’s neighbour has potentially unique set of mutual friends, the model uses 5-descriptors of tie-strength distribution to describe the graph’s structure thus: (a) mean number of ties to cater for cohesion among the nodes of the graph, (b) variance in the number of ties to cater for nodal and joint degree of separation in the graph, (c) kurtosis of the ties to cater for clusters and its coefficient, (d) minimum number of ties in the graph, which caters for local density and degree of distribution, and (e) maximum number of ties in graph, which caters for reciprocity – all belonging to the structural dimension of ties as associated to clustering and cohesiveness of the graph system; while it also introduces a dependency that tie-strength also depends on other tie-strengths [26, 20].

2.6. Dynamic SIS and SIR Implementation

As diffusion process continues at \( t \geq 0 \), actors are first exposed (to seed-set) to allow them form their perception and behaviour about the innovation. In time, as more of the actors are exposed to innovation, they make preferences – and based on their threshold (behaviour), adopt the innovation and form clusters and cliques via learning outcome. These strengthen their ties as well as improves the actor’s personal network and consequently, helps them better retain information within their memory in time as the system continues in its search for optimality [29-31]. The random exchange in an actor’s personal network allows knowledge swap – so as to yield in time agents with a new set of disposition (consider adoption and behaviour change cum evolution). As more adoption is encountered, more agents continue to learn/retain contents within their memories that better their personal network via community-influences. The listing in Algorithm 2 shows the SI (susceptible-infect) model

Listing of the SI Algorithm

Algorithm 2: Spectral Clustering Algorithm

| Input: Dataset, clusters \( k \), parameter \( s \) and number of iterations \( iter \) |
| Output: the set of \( k \) clusters |
| 1. Initialize number of nodes \( n \); number of Ties \( m \) |
| 2. Set Initial Tie Strength = 10+, Cluster Structure = 25+; |
| 3. Set Network Structure as function of clusters |
| 4. Initialize Graph via PD of \( P_{\theta \mu L}(G = \theta) \) = \( \frac{\exp[\theta \mu L(G)]}{\sum_{G} \exp[\theta \mu L(G)]} \) |
| 5. Set Agent position with Max/Min bounds of expected number of final adopters as a function of Motion or Movement \( M \). |
6. Randomly select nodes for seedset choice
7. While Node are yet to be Exposed
8. Choose agents position in seedset as best position in graph
9. Initialize current Agent position = \{M_{\text{min}} + \text{rand}(P_{\text{max}} - P_{\text{min}})\}
10. Compute Threshold cum Path dependence for all nodes in Graph
11. Set Fairwise Variables Interactions (+D_1)
12. Set Predictive Variables for task (+R_i)
13. Compute Agent’s Tie Strength as function \{+R_i, +D_n, +N_iG, +E_i\}
14. For Each Agent, Node or Actor i
15. Do {
16. If seedset is member of an agent’s personal network
17. Then node.list.append(seedset node)
18. End If
19. End For Each
20. Compute Network Structure N_i(G) = P_{new} + \lambda_p \mu_k + \lambda_i M_{old} + \sum_{i=0}^{T} \sum_{n=0}^{N} \lambda_n (z - \mu_n)^t + \lambda_k \text{Min}_k + \lambda_m \text{Max}_k
21. Compute actors change in behaviour from exposure at t ≥ 0 as: M_{new} = w * M_{old} + c_1 * \text{rand()} * [(P_i/T) + c_2 * \text{rand()} * [(P_o/T)]
22. Updating agents’ positions as P_{new} = (P_{old} - M_{new})
23. // continue till all nodes are exposed, implies stop criterion reached

Each exposure yields an updated number of final adopters as its optimal solution in time via recomputed threshold value for exposed actors. We note that: (a) the position agent range is normalized between [0-1] dividing it by maximum range of agents, (b) each position randomly determines swap type needed for adoption rate, and (c) positions are reset and these recomputed new values will eventually reflect system threshold. With each solution found, model restarts with another randomly selected point for the planted seed-set choice in the graph space [32].

Agents with threshold value above 0.5 are chosen. Process continues till all agents are exposed time ≥ t – 1 at which all agents will have a threshold of 1 for the diffusion process or the nodes are continuously re-evaluated till an agent is found of threshold lesser than or equal to start-off threshold value (these form the stopping criterion for the model). At which point the solution is reached [33-35].

3. Findings and Discussion(s)

3.1. Model Evaluation

Model performance is evaluated via computed values of mean square error (MSE), mean absolute error (MAE) and mean relative error (MRE), coefficient of efficiency (COE) and coefficient of determination \(R^2\). MSE, MRE, MAE have an ideal value 0; while COE and \(R^2\) have an ideal value 1 [26]. Validation is more of a scientific discussion that ambiguous results as improperly applied, often impedes. Our study aims to minimize confusion in social graph diffusion using agent based modeling as we aim to establish parameters for its measurement [36].

| Strategy | MAE  | MRE  | MSE   | COE  | \(R^2\) |
|----------|------|------|-------|------|---------|
| SIS      | 0.012| 0.110| 0.036 | 0.753| 0.821   |
| SIR      | 0.01 | 0.192| 0.029 | 0.688| 0.812   |
| Spectral | 0.10 | 0.110| 0.032 | 0.871| 0.901   |

Model’s performance aim to exploits predictive variables in network structure, tie strength and pairwise interactions – as the model’s achieves its coefficient of determination \(R^2\) with MSE, MRE and MAE at p < 0.1 on a continuous 0–1 scale, where 0 is weakest and 1 is strongest. On the average, \(R^2\) for the parameters as predicted shows seventh-tenth of its true-value. Its error interval tightens at end of the continuum to suggest a strong evidence of interaction between all these dimensions at p < 0.1. Parameters as structural dimension, plays minor role (in its linear form factor) but has an important modulating role to imply that relationship matter; Thus, cursory look via clusters impacts on ties, network structure and eventually, behaviour change.
3.2. Model Convergence

Figure 1 shows the time convergence of the graph models with profile hidden Markov model (PHMM) as the benchmark model. Spectral is red, SIS is blue, SIR is purple; while, the benchmark (PHMM) model is green. Figure 1 shows mean convergence time on the effectiveness cum efficiency of proposed model-based solution.

![Figure 1. Convergence Time Using Proposed Model](image)

Figure 2 shows the prediction accuracy in simulating the effectiveness and efficiency of proposed models.

![Figure 2. Prediction Accuracy Using Proposed Models](image)

3.3. Result Presentation and Discussion

The adoption of a linear combiner model for behavioural evolution and change with ties prediction allows us to leverage on the benefits of the dataset and explain the results once built. $s_i$ is ties between actors $i$, $R_i$ is number of predictive variables, $e_i$ is the error term in ties, $N_i(G)$ is network structure. $Di$ all pairwise between the predictive variables with 90% or greater completion rate given the 7-dimensions as thus: reciprocity, intensity, social distance, intimacy, emotional support, and structural distance. Of these, we note that there are 3-major variables for the 7-dimensions namely: reciprocity, intimacy and emotional support. Using a linear combiner also force more variables than required data points into the model with a 90% system-threshold as in table 3, to ensure every dimension is adequately represented to explore interactions between dimensions of behavioural evolution, as its novel approach.

| Table 3. Model Performance of Parameters |
|------------------------------------------|
| Strategy | $\mu$ | $+R_i$ | $+N_i$ | $+D_i$ | $EL_i$ |
|-----------|------|-------|-------|-------|-------|
| SIS       | 0.47 | 0.87  | 0.78  | 0.89  | 0.10  |
| SIR       | 0.23 | 0.42  | 0.34  | 0.43  | 0.19  |
| Spectral  | 0.43 | 0.90  | 0.92  | 0.95  | 0.21  |
The results show that where seedset of agents that can influence others exists, and are uniformly distributed over the graph, the study explores the relationship of the expected number of final adopter (our metrics), clustering effects, threshold values with path-dependence, network structure and seed cardinality – to suggest that the highly clustered networks with more seed-sets allowed for easier diffusion of innovation. While clustering and high clustering coefficients promotes diffusion where there exists seed node inside an agent’s personal networks and social system, such cohesive and highly clustered sets are also quite difficult to penetrate when they are not targeted during initial seeding phase. In some cases, sampling strategy used to generate the agents for the diffusion process can create some errors in the time of adoption, alongside the external influences that acts on the system etc. These external influences such as finance, tribalism, race and gender etc – can also act as a motivator during each transaction that involves corruption ethic, especially with such actors not being monitored. This will alter the outcome of the diffusion process significantly. A major reason why project was kept at 8 weeks is to seek time convergence and the acceptability of the initiative that will help change actor perception, disposition and behaviour and consequently allow complete diffusion as actors create stronger ties. External influence and path dependence only accounts for about 11.8% of deflection from the true purpose (as in table 2).

4. Conclusions

With graph-based model, there are still a lot more variance to understand such as predictive variables and “behind-the-scenes” data. Though, the addition of more data to the task at hand may not solve it – but, we have aimed to define some parameters that helps predict social graph. There is the need to standardize parameters for social-graph models, which in turn raises new questions for the theory. In modelling ties, it is important to know: (a) what feats and parameters are necessary predictors to be used in predicting threshold, and (b) what limits are to be set for behavioural evolution. We believe our work makes some important contributions to the theory as thus: (a) extending tie-strength dimension as manifested in all social-graphs, (b) defining network structure dimension as a function of probability distribution of agents in problem space, (c) all dimensions modelled as a continuous value, (d) our result extends the realization of how structural dimension in predictive variables used in task help modulates other dimensions within, by filtering agent relationships via cliques and clusters, and (e) previous works assumed either the presence or absence of a link in the graph without recourse to the properties of the link itself.
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