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ABSTRACT

Scheduling exams in colleges are a complicated job that is difficult to solve conventionally. Exam timetabling is one of the combinatorial optimization problems where there is no exact algorithm that can answer the problem with the optimum solution and minimum time possible. This study investigated the University of Toronto benchmark dataset, which provides 13 real instances regarding the scheduling of course exams from various institutions. The hard constraints for not violate the number of time slots must be fulfilled while paying attention to fitness and running time. Algorithm of largest degree, hill climbing, and tabu search within a hyper-heuristic framework is investigated with regards to each performance. This study shows that the Tabu search algorithm produces much lower penalty value for all datasets by reducing 18-58% from the initial solution.
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1. INTRODUCTION

In academic fields, such as universities, they have to manage with the examination timetabling. This timetabling is allocating process space and exam time to the college student. Recurring activities at the examination timetabling create an issue for each college student to determine a scheduling time that takes that course. Therefore, timetabling is one of the interesting issues in the field of Combinatorics optimization. In general, the problem of combinatorial optimization is a mathematical study to find an optimal solution to the preparation, sorting, grouping or selection of discrete objects that usually have finite number [1].

The benchmark dataset is from Toronto or commonly referred to as the Toronto data set. Toronto's data sets contain agencies that correspond to the real-world problem variables because they come from different educational institutions and are categorized as stable data sets and are often used in research [2]. This study investigates on solving the problem of Carter data sets (Toronto) using a hyper-heuristic approach where the search is more focused on the heuristic space. The algorithm used within the hyper-heuristic framework is the largest degree, hill climbing, and tabu search.

This experimental was conducted by presenting several previous studies by the corresponding approach to solve Toronto’s data sets problem. These studies including K. Graham and M. Naimah [3] who used tabu search hyper-heuristic, their research shown that their generic method is able to generate good solutions compared to other studies. Di Gaspero and Schaerf [4] using the Tabu search algorithm. Carter et al. [19] use constructive heuristics with backtracking. Caramia et al. [5] use greedy constructive heuristics, their research shows that combined of the backtracking strategy and saturation degree sorting rule can create shorter results solutions in shorter computing time. Burke and Newall [6] use local search method, their
research prove that simulated annealing and the great deluxe method is able to increase a good-quality solutions. I. Gabriella & P. Etria [7] using the tabu search algorithm can produce decent solutions with 100,000 iterations. The purpose of this experimental results is to show that the tabu search algorithm is able to produce good penalty results even though the value produced is not the best results.

2. RESEARCH METHOD
2.1. Combinatorial optimization

Combinatoric optimization research is carried out by entering each possible value or developing a search algorithm to choose the best value. Combinatorial optimization is used to determine the minimum or maximum value based on the problem being discusses. Algorithms in combinatorial optimization can solve quite complex problems with a broad scope [8].

2.2. Toronto benchmark dataset

The Toronto benchmark dataset dataset consists of 13 real-time exam schedule problems comprised of three high schools in Canada, five universities in Canada, one university in America, one university in the UK, and one university in the Middle East. It is listed in Table 1 that each dataset shows the final score, number of college students, and timeslot that had been executed in the previous research. The dataset has two boundaries: two examinations with the same participants but different schedules [9].

| Instance | Exams | Students | Timeslot |
|----------|-------|----------|----------|
| CAR 91   | 682   | 16925    | 35       |
| CAR 92   | 543   | 18419    | 32       |
| EAR 83   | 189   | 1108     | 24       |
| HEC 92   | 80    | 2823     | 18       |
| KFU 93   | 461   | 5349     | 20       |
| LSE 91   | 381   | 2726     | 18       |
| PUR 93   | 3158  | 30032    | 42       |
| RYE 92   | 486   | 11483    | 23       |
| STA 83   | 138   | 549      | 13       |
| TRE 92   | 261   | 4360     | 23       |
| UTA 92   | 638   | 21330    | 35       |
| UTE 92   | 184   | 2750     | 10       |
| YOR 83   | 180   | 919      | 21       |

2.3. Hyper-heuristic

An approach that uses machine learning is called hyper-heuristic. Hyper-heuristic is used to automate the selection process and the combination of existing heuristic components. Heuristic usage results are common frameworks that can be used to troubleshoot cross-domain problems [10]. Hyper-heuristics frameworks have a feature with selection of mechanisms and moving acceptance criteria. The first thing to do is to choose a heuristic to apply to a single candidate solution, then determine whether the result of that solution yields an acceptable solution or not [11].

Hyper-heuristic (HH) is introduced as a method of general optimization, able to explore the heuristic space rather than directly to the solution space. HH support traditional algorithms of heuristic [12]. Such ideas can be developed from the excess of each algorithm or combine two or more algorithms, known as the metaheuristic hybrid. At metaheuristic standard and hybrid metaheuristic, the process focuses on a search space solution for a problem. The difference lies in the number of heuristic strategies used. At the standard metaheuristic, the approach used only one, but not with a metaheuristic hybrid. On the other hand, hyper-heuristic focuses on the heuristic search space (strategy being general) [1]. The main component in the problem section of the hyper-heuristic domain is the objective function, formation of the solution's initials, and has a low-level heuristic set. Low-level heuristic is used by hyperheuristics to specific optimization problems. In this case, a hyperheuristic is able to choose low-level heuristic to be used at some point of decision until the termination conditions are met [13]. The methodology part has two phases: the selection of the low-level heuristic (heuristic selection) and the move acceptance. The HH framework can be seen in Figure 1.

2.4. Mathematical model

The problem of exam scheduling, especially in the Toronto dataset, aims to minimize the proximity cost P with the following calculation:
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\[ P = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} C_{ij} W_{i|t-i,j|} \]

Where,
\[ W_{i|t-i,j|} = 2^{S-|t-j-t_i|} \]

With the following restrictions:
\[ \forall i \neq j, t_l \neq t_j \text{ if } C_{ij} > 0 \]

In which,
\( N \) = number of students.
\( C_{ij} \) = number of students taking courses i and j together.
\( W_{i|t-i,j|} \) = weight of the penalty when i and j are scheduled at timeslot \( t_i \) and \( t_j \).

### 2.5. Algorithm implementation

This process implements an algorithm that will be used at the University of Toronto benchmark datasets. In order to fulfill the objective function, three methods are used, namely the largest degree algorithm, hill climbing, and tabu search. The largest degree algorithm is used to make initial solutions; the results of these algorithms will be evaluated using move acceptance in finding solutions that are better than the initial solution. When the solution received is not feasible, then a penalty will be introduced from the next two algorithms, namely the hill-climbing algorithm and tabu search.

Hyper-heuristic usually has one LLH selection method, with no additional policies and combined with a single-step acceptance approach [14]. This study using two types of LLH, namely "swap" and "move." Swap-move is applied swap operator then followed by the operator of the move. Move-swap implements a displacement operator followed by a swap operator [15]. This case, swap randomly select the exam, then the timeslot from the exam is moved randomly to another timeslot. Meanwhile, the move is made by selecting an exam then moving the exam randomly from the previous timeslot to another timeslot.

### 2.6. Largest degree algorithm

As a general step, initialization refers to the initial step to generate the initial population. A large number of solutions need to be optimised, but the process that produces viable solutions is difficult for
considerable scheduling problems, so some unworthy solutions become viable in some conventional ways such as the largest degree method of finding initial feasible solutions. The largest degree algorithm is able to use for exam with the largest courses of conflicts than other courses are entered first [16]. This method has the concept of sorting courses based on the number of relationships with other subjects. If the number of courses increases, the opportunity is not scheduled at the same time, and the subject with the highest number of degrees will be scheduled in advance. Pre-scheduled courses minimize or avoid the existence of a timeslot that contains several courses taken by the same student [17].

2.7. Hill climbing algorithm

The hill-climbing algorithm is a well-know algorithm for its simplicity. This algorithm relatively produces worse results than using the metaheuristic. It starts the search for the exploration process from the ‘room’ section to find highest point [18]. For each iteration from the solution is used to find a new candidate solution which is compared to the current solution and will be accepted if the cost function is not worse [19].

The hill-climbing method is a heuristic search that aims to solve the problem of finding the closest distance. This method works by determining the next step (node), which will show up as close as possible to the target [20]. For optimization, hill climbing requires shuffling, shifting and block swapping [21]. This algorithm uses a move acceptance-based approach finding solutions that are better than the initial solution. In hill-climbing, each iteration will be chosen randomly to be placed randomly on the ticket lot. When the solution received is not feasible, a penalty will be imposed [20]. The pseudocode of hill-climbing is shown as Figure 2.

2.8. Tabu search algorithm

Optimization method that explains local search is search tabu [22]. Tabu search is also an adaptive memory programming method to solve problems in the field of optimization [23]. The selection of the best solution is decided by looking for one solution to the next. The latest quality selection has no obligation to be better than the previous quality. if the latest solution has more benefits and uses than the previous solution, then it can be concluded that the solution is the best [24].

Tabu lists have fundamental algorithms that can prevent searches on previously searched solutions. tabu lists are used to record attributes of some previously applied gestures. it is also used to prevent the search process on the same side [25]. The pseudocode of tabu search is shown as Figure 3.
3. RESULTS AND DISCUSSION

3.1. Testing algorithm implementation

This stage is testing each algorithm in each instance. The testing of these three algorithms was carried out using the Java programming language in NetBeans IDE 8.0, Windows 10 operating system, Intel® Core i7 processor, and 16.0 GB RAM.

3.1.1. Implementation using the largest degree

At this stage, the initial penalty value is implemented when using the largest degree algorithm. The results of the penalty value for using the largest degree algorithm can be seen in Table 2. Based on Table 2, each instance has different fitness and times. If observed based on time, the STA 83 dataset fulfills the constraint with the fastest time of 0.0025727 seconds. STA 83 can run quickly because the number of students and examinations is less compared to other datasets, so it does not require a relatively long running time. It can be seen that the CAR 92 instance is an instance with better performance than other instances. Although based on times, this instance is not the fastest, but this instance can meet hard constraints by not exceeding the timeslot.

| Instance | Timeslot | Fitness | Times (s) |
|----------|----------|---------|-----------|
| CAR 91   | 32       | 10.615  | 0.0222718 |
| CAR 92   | 34       | 11.495  | 0.0297755 |
| EAR 83   | 26       | 72.063  | 0.0050709 |
| HEC 92   | 20       | 32.726  | 0.005263  |
| KFU 93   | 20       | 46.516  | 0.04371   |
| LSE 91   | 19       | 27.048  | 0.0080651 |
| PUR 93   | 38       | 16.701  | 0.0688106 |
| RYE 92   | 25       | 34.183  | 0.0262566 |
| STA 83   | 13       | 194.3   | 0.0093977 |
| TRE 92   | 23       | 15.89   | 0.0058148 |
| UTA 92   | 36       | 7.376   | 0.0329999 |
| UTE 92   | 11       | 54.32   | 0.0058148 |
| YOR 83   | 23       | 64.68   | 0.0035062 |

3.1.2. Implementation using the hill climbing

Iterations in 13 instances. From the Table 3, it can be noted that the delta value which states the change in penalty increases from the initial solution. The largest increase in value in the HEC 92 dataset was 66,567%, while the smallest value in the STA 83 dataset was 16,915%. Unfortunately, although the HEC 92 instances has the greatest value, the timeslot of this dataset does not meet the hard constraint. The largest delta value that meets the hard constraint is the KFU 93. If observed based on time, the YOR 83 instance has the fastest running time than other instances with a time of 143,208 seconds.

| Instance | Timeslot | Fitness | d | Times (s) |
|----------|----------|---------|---|-----------|
| CAR 91   | 32       | 6.312   | 40.536% | 217.682   |
| CAR 92   | 34       | 7.730   | 32.750% | 324.382   |
| EAR 83   | 26       | 48.090  | 33.265% | 191.165   |
| HEC 92   | 20       | 10.941  | 66.567% | 167.796   |
| KFU 93   | 20       | 19.850  | 57.326% | 176.796   |
| LSE 91   | 19       | 14.615  | 45.965% | 189.619   |
| PUR 93   | 38       | 7.830   | 53.115% | 1983.488  |
| RYE 92   | 25       | 11.993  | 64.913% | 236.840   |
| STA 83   | 13       | 161.512 | 16.915% | 151.820   |
| TRE 92   | 23       | 12.593  | 20.762% | 174.393   |
| UTA 92   | 36       | 4.765   | 35.393% | 316.679   |
| UTE 92   | 11       | 31.147  | 42.659% | 192.574   |
| YOR 83   | 23       | 41.499  | 38.847% | 143.208   |

From the results of experiments using hill-climbing, states that this algorithm produces a penalty value that is more optimal than the previous penalty value using the largest degree. The hill-climbing algorithm has the concept of accepting a better solution and rejecting a worse solution. If the result of hill-climbing shows the best solution than the initial solution, then the initial solution is replaced by the best solution from hill-climbing.
3.1.3. Implementation using the tabu search

Based on Table 4, the dataset obtained different fitness and time with 10,000 iterations. Each determines the level of goodness of optimization. Based on fitness values, the HEC 92 dataset has the best fitness increase of 58.284%. A dataset with better performance that can be used is HEC 92; this is due to the rise in the value of the best fitness with fast computing time.

The experiment was carried out using 10,000 iterations on 13 instances using the hill-climbing algorithm and the tabu search algorithm. From Table 5, it can be noted that the tabu search fitness value is better than the hill-climbing fitness value. The delta value (the percentage increase in penalty values from Hill Climbing to Tabu Search) shows that all datasets have a gain or no decrease. The PUR 93 obtains the highest increase in penalty values with a total of 23,939%, while the low rise is in the UTE 92 with 3,127%.

3.2. Comparing hill climbing algorithm and tabu search algorithm using box and whisker plot

Comparison of the tabu search and hill-climbing algorithms is displayed using a box and whisker plot. Each box has lines at one quartile in the bottom line of the box (Q1), the middle line as lower limit (median-Q1), and top-most line as the upper limit (Q3-median). There are also top whiskers (max-Q3) and bottom whiskers (median-Q1). The experiment runs 11 times in two iteration variations in each algorithm (10,000 iterations and 1 million iterations). The whisker is the above line (referred to as the "top whisker") and below (referred to as the "bottom whisker"). From Figure 5, it can be seen from the five data sets that both algorithms tend to have the best penalty value in the iteration 1 million compared to 10,000. It is also shown that the tabu search (TS) algorithm always has the best penalty value compared to hill-climbing (HC).

3.3 Performance comparison on hill climbing and tabu search

In Figure 6, hill-climbing and tabu search algorithms' performance is run from the iteration steps 10,000 to 1,000,000. From the given line chart, it shows that the 10,000 iterations of the tabu search algorithm are far superior and have lower penalty values than hill-climbing.
3.4 Comparison of results with other published results

The performance of the tabu search algorithm was carried out ten times, running at 1,000,000 iterations. The results of the experiment are the average of each instance. In Table 6, the best value of the trial results is displayed and compared with some previous studies on the problems of the Toronto dataset.

The results of this trial were compared with several previous studies, namely, K. Graham and M. Naimah [3] who used tabu search hyper-heuristic. Gaspero and Schaerf [4] using the tabu search algorithm, Carter et al. [26] use constructive heuristics with backtracking, Caramia et al. [5] use greedy constructive heuristics, Burke and Newall [6] use a local search method, I. Gabriella & P. Etria use tabu search algorithm with 100,000 iterations [7].
The purpose of this experimental results is to show that the tabu search algorithm is able to produce good penalty results even though the value produced is not the smallest. The results show that there is one instance that provides the best value, STA 83, compare to previous studies.

Figure 6. Performance comparison of both algorithms, (a) Car92, (b) Car91, (c) Kfu93, (d) Lse91, (e) Uta92
4. CONCLUSION

Based on the results of trials and analysis of the results that have been carried out, it can be concluded that the proposed method produces a fitness value that is much smaller than that of the constructive heuristic. The hill-climbing algorithm can reduce the number of timeslots in several datasets that were not initially feasible as a feasible solution. Furthermore, optimization using the tabu search algorithm results in better performance by giving a smaller penalty or fitness value to Toronto datasets than the hill-climbing algorithm. The difference is 18-58%. Compared to the previous studies, this study result is not the worst, which shows the potential of the proposed method if further investigated.
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