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We study the holographic realization of optimized correlation measures – measures of quantum correlation that generalize elementary entropic formulas – in two-dimensional thermal states dual to spacetimes with a black hole horizon. We consider the symmetric bipartite optimized correlation measures: the entanglement of purification (\(E_P\))\(^1\) and the squashed entanglement (\(E_{\text{sq}}\))\(^2\)\(^3\), result from considering all possible purifications of a quantum state, and optimizing a linear combination of entropies involving the state and its extensions. Such optimized information measures are able to parse finer details of the correlations in a quantum state. A particularly interesting class of such measures also has the property of montonicity under local processing – they can never increase when degrees of freedom are removed – and these have been called optimized correlation measures (OCMs)\(^4\).

Meanwhile, in the context of the AdS/CFT correspondence\(^5\) it has become clear that the geometry of certain quantum gravitational systems is encoded in the entanglement structure of the dual quantum field theory. In particular, the entanglement entropy of a spacetime region is realized as an extremal surface in the gravity dual. Essential properties of information measures such as sudadditivity emerge geometrically from the extremization process, and quantities like the mutual information can undergo sudden transitions as the size of the spacetime region is varied.

It is natural to inquire how the more general class of optimized correlation measures is realized in terms of geometry, and what this can teach us about quantum gravity. Several steps in this direction have been taken in a case-by-case basis. In\(^6\)\(^7\), it was proposed that the gravity dual of \(E_P\) is a spacetime surface called the entanglement wedge cross-section (EWCS)\(^8\). The \(E_P\) proposal and the EWCS have been generalized to multipartite systems in\(^9\), which also argued that in holographic theories, \(E_{\text{sq}}\) coincides with (and shares its holographic dual with) half the mutual information, though in generic quantum states this need not be true.

To shed more light on these issues, we have undertaken a program to both construct and classify optimized correlation measures, and to formulate a systematic procedure for realizing them in a holographic context. In\(^4\), bipartite OCMs were systematically enumerated as the rays of a convex polyhedral cone, and two new bipartite OCMs were identified, the \(Q\)-correlation and the \(R\)-correlation. To realize these measures holographically, it was necessary to develop a prescription for purifying states and evaluating their entropies in a geometric context. This was begun in

\(^{1}\) In addition to \(E_P\), several other quantities have been proposed as the boundary dual of the EWCS; in\(^8\) it was argued, using ideas from\(^5\)\(^10\), that the EWCS is dual to the reflected entropy. In\(^11\), the log negativity\(^12\) was proposed as the boundary dual of the EWCS, while\(^13\) argued that the odd entanglement entropy is the correct dual. Indeed, investigations of the EWCS and its proposed boundary duals have been thoroughly studied in a large body of work\(^14\)\(^39\). Many of these proposed dualities coincide with \(E_P\) in the limit of classical geometry, and their identification need not be mutually exclusive.
where the Q-correlation and R-correlation were realized holographically in the AdS$_3$ vacuum using a prescription inspired by the surface-state correspondence (SSC) of Miyaji and Takayanagi [42]: the geometric presentations of $E_P$ and $E_{\omega}$ proposed in [6, 7, 40] were also reproduced by this method. The R-correlation coincided with the $E_P$ as the EWCS, while the Q-correlation was realized as a novel sum and difference of certain surfaces. The prescription was elaborated in [33], where tripartite OCMs were systematically classified, and their holographic duals (some of which had multiple presentations that could be quite intricate) were again determined in the AdS$_3$ vacuum.

In this paper, we extend this work beyond the vacuum to thermal states of a (1+1)-dimensional holographic CFT, corresponding to (2+1)-dimensional asymptotically AdS bulk geometries containing a black hole horizon, the BTZ spacetimes [44]. We find that the parameter space corresponding to the radius of the black hole and the sizes and locations of the boundary regions divides itself into phases where the bulk surface configurations which realize the OCMs take particular forms. The phase transitions are associated with transitions in the bulk surface configurations which realize the OCMs, and at phase boundaries the correlation measures are continuous but with discontinuous derivatives, indicating the transitions may be thought of as first order. In some cases, the transitions are also associated with various inequalities between the OCMs becoming equalities, or vice versa. It was already known that the EWCS, and hence the holographic realization of $E_P$, can transition from continuous to discontinuous as the radius of the black hole grows larger, or as the two boundary regions change sizes or locations [6]. The Q-correlation is found to have a considerably richer structure, being holographically described by one of four different pairs of equivalent configurations of bulk surfaces, depending on the size and angular separation of the boundary regions and the horizon radius. The fact that this correlation measure is generically represented by two different-looking configurations of surfaces, that nonetheless calculate the same value, can be understood in terms of the “minimization within a minimization” structure where each entropy inside the formula for the correlation measure is calculated holographically by an extremization process, before the whole formula is extremized over all purifications; an entropy appearing in the formula with a minus sign will find itself optimized where two bulk surface configurations are numerically equal.

We first study thermal states, where the boundary space is divided into two complementary regions in the presence of a black hole. We observe phases of total correlation of one region with the thermal environment, with the other region completely uncorrelated, as well as phases of mixed correlation of both regions with the environment, and phases where one or both the Q-correlation and $E_P$ are discontinuous. We then turn to the more intricate phase space of reduced thermal states, where the two regions do not span the boundary and hence additional degrees of freedom are traced out. Here new phases appear, a phase of partial correlation where one region is uncorrelated with the environment but the other is not totally correlated, as well as trivial phases where the horizon does not affect the bulk surface configuration or the entanglement wedge is disconnected and the correlation measures vanish. In the reduced thermal states the Q-correlation also takes its more intricate form of being represented by two geometrically different but numerically identical bulk surface configurations in each phase.

The structure of this paper is as follows. In Sec. [II] we review bipartite optimized correlation measures, their holographic presentations, and how the geometric realization of entanglement entropy is affected by the presence of a horizon. In Sec. [III] we present our results on the geometric evaluation of bipartite OCMs for thermal states, including the one-dimensional phase diagram for fixed horizon size, and corresponding bulk surface configurations. In Sec. [IV] we address the more general case of reduced thermal states, presenting several two-dimensional slices of the phase diagram and the corresponding bulk surface configurations, including matching pairs for the Q-correlation. Finally, in Sec. [V] we wrap up with some concluding remarks.

II. OPTIMIZED CORRELATION MEASURES IN THE ADS/CFT CORRESPONDENCE

A. Optimized Correlation Measures

Among the simplest information measures for a quantum system are those made from linear combinations of entropies for subsystems; for example for a bipartite state $\rho_{AB}$ with associated reduced density matrices $\rho_A$ and $\rho_B$ we can consider the mutual information $I(A : B) = S(\rho_A) + S(\rho_B) - S(\rho_{AB})$ or the conditional entropy $S(A|B) = S(\rho_{AB}) - S(\rho_A)$. (In what follows we will generally write $S(A), S(AB)$ for $S(\rho_A), S(\rho_{AB})$ and so on, with the dependence on the state understood.) However, other measures of information in quantum states besides these linear entropic formulas can be useful.

Optimized information measures are functions of a multipartite quantum state calculated by considering all possible extensions or purifications of the state, and extremizing some linear entropic formula (depending in general on both the degrees of freedom of the state and of the extension) over all possible extensions. For a bipartite state $\rho_{AB}$, we may consider all possible pure states $|\psi\rangle_{ABx}$, where $x$ denotes additional degrees of freedom added to the Hilbert space such that $Tr_x |\psi\rangle \langle \psi| = \rho_{AB}$. Moreover we can consider all possible partitions of the extension $x$ into ancilla
degrees of freedom associated to $A$, which we call $a$, and ancilla degrees of freedom associated to $B$, which we call $b$. Then let $f(|\psi\rangle_{ABab})$, called the objective function, be a linear entropic formula in $A$, $B$, $a$, $b$. The optimized information measure $E(\rho_{AB})$ is then an infimum of the objective function over all such purifications:

$$E(\rho_{AB}) = \inf_{|\psi\rangle_{ABab}} f(|\psi\rangle_{ABab}).$$

(1)

Different objective functions produce different optimized information measures. One may always choose to use the purity of $|\psi\rangle$ to remove explicit dependence of the objective function on one of the ancilla, for example $b$, and then one may think of the optimization as being over extensions $a$, but we will use the language of purifications. If the objective function is chosen independent of the extensions $a$ and $b$, the optimization is trivial and the expression reduces to an ordinary linear entropic formula. A generalization to multipartite systems is straightforward.

Several bipartite optimized information measures have been defined in the literature with various useful properties. One is the entanglement of purification, denoted $E_P(\rho_{AB})$ or in a compact notation $E_P(A : B)$, and defined as [4]

$$E_P(A : B) \equiv \inf_{|\psi\rangle} S(Aa),$$

(2)

which minimizes the entanglement between subsystems $Aa$ and $Bb$. Its regularized version, $E_{Pn}^n(A : B) \equiv \lim_{n \to \infty} \frac{1}{n} E_P(\rho_{AB}^n)$, has the operational interpretation as the number of EPR pairs per copy of the state $\rho_{AB}$ required to form $n$ copies of $\rho_{AB}$ using local operations and vanishing communication, in the limit of large $n$ [1]. In most cases, this quantity is difficult to calculate due to the likely nonadditivity of $E_P$ [13]. But since $E_P$ is expected to be additive for holographic CFT states [6], one has in that case $E_{Pn}^n = E_P$, and $E_P$ takes on this operational interpretation itself.

Another bipartite optimized information measure is the squashed entanglement $E_{sq}(A : B)$ [2, 3],

$$E_{sq}(A : B) \equiv \inf_{|\psi\rangle} \frac{1}{2} (S(Aa) + S(Ba) - S(a) - S(b)),$$

(3)

which minimizes $I(A : B|a)$, the mutual information between $A$ and $B$ conditioned on the extension $a$, and has the property that it vanishes on separable states, and thus does not measure classical correlations, but quantum entanglement only.

Both the entanglement of purification and the squashed entanglement also share the property of monotonicity under local processing, that is

$$E_{\alpha}(\rho_{(A_1A_2)B}) \geq E_{\alpha}(\rho_{A_1B}),$$

(4)

and similarly for $B$. An optimized information measure that is also monotonic was called an optimized correlation measure (OCM) in [3], where bipartite OCMs were classified. The list of such measures symmetric between the two parties consists of the mutual information $I(A : B)$ (a case with trivial optimization), $E_P$, $E_{sq}$, and two additional measures, the $Q$-correlation,

$$E_Q(A : B) \equiv \inf_{|\psi\rangle} \frac{1}{2} (S(A) + S(B) + S(Aa) - S(Ba)),$$

(5)

and the $R$-correlation,

$$E_R(A : B) \equiv \inf_{|\psi\rangle} \frac{1}{2} (2S(Aa) + S(AB) - S(a) - S(b)).$$

(6)

All these correlation measures are non-negative, a consequence of monotonicity together with being bounded below, and this can be made manifest by writing the objective functions as conic combinations of mutual informations and conditional mutual informations [33].

These five bipartite OCMs can be shown to satisfy a hierarchy of inequalities,

$$E_{sq}(A : B) \leq \frac{1}{2} I(A : B) \leq E_R(A : B), E_Q(A : B) \leq E_P(A : B) \leq \min(S(A), S(B)),$$

(7)

the proof of which is reviewed in Appendix A. The $Q$-correlation and $R$-correlation also share with $E_P$ the inequality

$$E_{\alpha}(A : BC) \geq \frac{1}{2} (I(A : B) + I(A : C)),$$

(8)
for $\alpha = P, Q, R$. The operational interpretations of the $Q$-correlation and $R$-correlation are still open questions, although the $Q$-correlation was found to be related to a bipartite entanglement measure called the symmetric side-channel assisted distillable entanglement $I^{ss}$ by \cite{44}:

$$S(A) = E_Q(A:B) + I^{ss}(E|A),$$  \hspace{1cm} (9)

for pure states $\rho_{ABE}$. $I^{ss}(A|B)$ is defined as the number of EPR pairs distillable from $\rho_{AB}$ using local operations and classical communication (LOCC) and the assistance of a symmetric channel from $A$ to $B$ \cite{46}. Thus, $E_Q(A:B)$ can be understood as the part of $A$’s entropy which cannot be distilled as entanglement with $E$ given a symmetric channel from $E$ to $A$.

Given two OCMs, optimizing a conic combination of their objective functions will always produce an OCM, since conic combinations preserve the monotonicity property. OCMs whose objective functions cannot be written as a conic combination of others may be called “extremal”. The five quantities $I(A:B)$, $E_P$, $E_{sq}$, $E_Q$ and $E_R$ are the complete list of symmetric OCMs on two parties that are extremal, and thus all other such measures can be built as combinations of their objective functions.

B. Ryu-Takayanagi Formula and Entanglement Entropy

The AdS/CFT correspondence states that a quantum gravitational theory living in an asymptotically anti-de Sitter spacetime is precisely dual to a lower-dimensional, non-gravitational quantum field theory living on the spacetime boundary. Each state of the boundary field theory (in the most symmetric case, a conformal field theory (CFT)) corresponds to a geometry in the gravity dual. Since AdS/CFT is a duality, all information contained in the boundary state is also present in the dual gravity theory. In particular, the entanglement structure of the boundary field theory is encoded in the bulk geometry.

![FIG. 1. Boundary region $A$ is shown in blue, and its RT-surface $\Gamma_A$ is shown in green. The shaded region labelled $\Omega_A$ is the entanglement wedge of $A$.](image)

The simplest expression of this occurs for a time-independent geometry, in the limit where the bulk gravity theory is classical, corresponding to the limit of a large number $N$ of degrees of freedom for the boundary theory. Then, the entanglement entropy of a spatial region $A$ of the boundary, in a given state, can be calculated as a minimal area surface in a constant-time slice of the corresponding bulk geometry, according to the Ryu-Takayanagi (RT) formula \cite{47}:

$$S(A) = \min_{C_A} \frac{\text{Area}(C_A)}{4G_N},$$  \hspace{1cm} (10)

where the minimum is taken over all bulk surfaces $C_A$ which share the same boundary as $A$, and are homologous to $A$, meaning the union of $A$ and $C_A$ forms the boundary of a submanifold of the spatial slice. $G_N$ is Newton’s gravitational constant in the bulk theory, and the expression (10) should be understood as the leading order term in an expansion in $1/G_N$\footnote{This expression can be generalized away from constant-time geometries to a covariant expression \cite{48}, and quantum corrections include entanglement in the bulk, in general shifting the RT surface to a quantum extremal surface \cite{49,50}. Also see \cite{51} for more recent work on time-dependent generalizations of holographic entanglement entropy. In this work, we will stick to the classical, time-independent case.}. The surface $\Gamma_A$ achieving the minimum is called the RT surface of $A$, as shown in Fig. 1. In this paper we...
will focus on the AdS$_3$/CFT$_2$ case; then a constant time-slice of the bulk is a two-dimensional hyperbolic geometry, and the RT surfaces become geodesic curves.

The spatial region $\Omega_A$ bounded by $A$ and $\Gamma_A$ is the entanglement wedge of $A$. The entanglement wedge represents the bulk physics that can be reconstructed by the boundary region $A$ alone, and everything in the bulk beyond the RT surface $\Gamma_A$ requires additional degrees of freedom other than those contained in $A$ to construct; by computing $S(A)$, the area of $\Gamma_A$ counts the entanglement of $A$ with these additional degrees of freedom.

![Diagram](image)

**FIG. 2.** (a) Regions $A$ and $B$ comprising the bipartite region $AB$ are separated enough that $\Gamma_{AB} = \Gamma_A \cup \Gamma_B$, and hence the entanglement wedge $\Omega_{AB} = \Omega_A \cup \Omega_B$ is disconnected and the mutual information $I(A : B)$ vanishes. (b) Regions $A$ and $B$ are close enough that the joint entanglement wedge $\Omega_{AB}$ is larger than $\Omega_A \cup \Omega_B$, and hence connected. The RT surface $\Gamma_{AB}$, shown in red, is distinct from $\Gamma_A \cup \Gamma_B$, and the non-zero mutual information $I(A : B)$ is given by the sum of the green curves minus the sum of the red curves.

We can use the RT formula to compute the entropy of a bipartite boundary region $AB$, where $AB$ is the union of two regions $A$ and $B$, as shown in Fig. 2. If the two regions $A$ and $B$ are sufficiently far apart on the boundary, as in Fig. 2a, the RT-surface $\Gamma_{AB}$ is just the union of the RT-surfaces $\Gamma_A$ and $\Gamma_B$ (green in the figure), and likewise the entanglement wedge $\Omega_{AB}$ is the union of the entanglement wedges $\Omega_A$ and $\Omega_B$ (gray in the figure) and is therefore disconnected. In this case, we see that $S(AB) = S(A) + S(B)$, and therefore the mutual information $I(A : B) = S(A) + S(B) - S(AB)$ vanishes, so $\rho_{AB} = \rho_A \otimes \rho_B$ and the states on $A$ and $B$ are totally uncorrelated (to leading order in $1/G_N$). But if the regions $A$ and $B$ are sufficiently close together, as in Fig. 2b, then $\Gamma_{AB}$ is not the union of $\Gamma_A$ and $\Gamma_B$, but instead takes the form of the curves shown in red. In this case the entanglement wedge $\Omega_{AB}$ is connected, and contains more than just $\Omega_A \cup \Omega_B$: the regions $A$ and $B$ together can reconstruct more bulk physics than the two on their own. In terms of entropies we then have $S(AB) < S(A) + S(B)$, so the mutual information (represented in the figure as the green curves, minus the red curves) is nonzero, $I(A : B) > 0$.

In an asymptotically AdS metric, the length of any curve extending to the boundary is divergent. Correspondingly, entanglement entropies in the field theory have short-distance divergences. To make entropies finite, we must introduce a regularization scheme in which we remove the divergent parts of curves that extend to the boundary. This is usually done with a radial cutoff, wherein the arc length integrals used to calculate lengths of curves will all be cut off at some maximum radius $r_{\text{cut}}$, corresponding to a maximum energy scale in the boundary field theory. This makes all entanglement entropies finite but cutoff-dependent. However, the mutual information for disconnected regions is independent of the cutoff; this is visible geometrically in Fig. 2b, since every curve extending to the boundary is balanced by another curve extending to the same boundary point with the opposite sign. Were $A$ and $B$ to share a boundary point, however, cutoff-dependence would reappear in $I(A : B)$.

Quantum informational identities such as the positivity of the mutual information (weak subadditivity) and positivity of the conditional mutual information (strong subadditivity) follow from geometrical considerations using the RT formula as well. In addition, the RT formula leads to further constraints on entropies that need not hold for a generic quantum state. In particular, the tripartite mutual information $I_3(A : B : C) \equiv S(A) + S(B) + S(C) - S(AB) - S(AC) - S(BC) + S(ABC)$ has no definite sign in general, but for holographic states can be shown to be non-positive $I_3(A : B : C) \leq 0$, called the monogamy of mutual information (MMI) [52]. This indicates that the holographic entropy cone (in the limit corresponding to classical gravity) is more constrained than for a general quantum system [53].

---

3 Technically this is a spatial slice of the entanglement wedge, which forms the spacetime domain of dependence of this region, but we will abuse terminology slightly to refer to the spatial slice as the wedge.
C. Surface-State Correspondence and Optimized Correlation Measures

In general, any linear entropic formula may be calculated in the AdS/CFT correspondence using the Ryu-Takayanagi formula. To evaluate optimized correlation measures however, we must obtain a geometric presentation of purifying our states, and we must have a rule for assigning entropies to the extensions. Our prescription for this is inspired by the surface-state correspondence.

The surface-state correspondence (SSC) \[42\] is an extension of the AdS/CFT correspondence in which a state in a quantum Hilbert space is associated not only to the AdS boundary, but to surfaces in the interior of the geometry as well. A pure state is dual to a spacelike closed convex surface of spacetime codimension 2, while a mixed state is dual to a strict subset of a closed convex surface with a boundary, i.e. a pure state with a subsystem traced out (erased). The entropy of a mixed state is given by the area of the minimal surface which closes the surface; note that for states whose dual surfaces lie in the AdS boundary, this reduces exactly to the RT formula. Heuristically, the closed and open surfaces corresponding to pure and mixed states are like smaller versions of the AdS boundary or a component of it, nested inside the original boundary.

In light of the SSC, the RT formula can be understood in a slightly different but equivalent way. Given a boundary region \(A\), the SSC tells us that the RT surface of \(A\) can be viewed as a purifying system for \(A\). Since complementary systems of a pure state have the same entropy, we can find the entropy of \(A\) by computing the entropy of its purifying system. Since the RT surface always lies along a minimal area surface, the entropy of its SSC dual is just its area, which yields the RT formula. This alternate way of conceptualizing the computation of entropies will be useful in what follows.

We can use the SSC entropy formula as a prescription for the evaluation of OCMs as follows. We begin with boundary regions \(A, B\) associated to a density matrix \(\rho_{AB}\). There is then a class of geometric purifications consisting of closing up the boundary region \(AB\) with all possible convex surfaces sharing the boundary of \(AB\). One such purification goes along the AdS boundary; others extend into the bulk. The extremal such purification forms a closed surface by connecting \(AB\) precisely along the RT surface \(\Gamma_{AB}\). The optimum purification must then be divided into ancilla \(a\) and \(b\), so the curves representing the purifying system must be partitioned, and the objective function of the correlation measure minimized over all such partitions, with the entropies calculated using the SSC prescription.

In principle one can imagine other purifications that cannot be realized geometrically. We will make the assumptions that the optimum purification for our correlation measures is geometric \([12]\), and moreover that it is the purification of extremal length; note to go beyond the extremal surface violates the SSC prescription for convexity. Thus in practice, the geometric realization of the optimized correlation measures involves partitioning the RT surface \(\Gamma_{AB}\) into portions \(a\) and \(b\), calculating the objective function \(f^\alpha(A, B, a, b)\) for each such partition, and minimizing.

As an example, let us compute \(E_P(A : B)\) for two regions \(A\) and \(B\) on the boundary which are large/close enough that the entanglement wedge \(\Omega_{AB}\) is connected, in the field theory vacuum state dual to pure three-dimensional anti-de Sitter space. We first purify the state \(\rho_{AB}\), partition the purifying system into \(a\) and \(b\), and minimize the objective function \(S(Aa)\) over all such partitions. Taking the optimal purification to be the RT surface \(\Gamma_{AB}\), we show one possible partition into \(a\) and \(b\) in Fig. 3a; we call the points dividing the partition optimization points. Then, the SSC prescription says that \(S(Aa)\) is given by the length of the geodesic connecting the optimization points, since this is the minimal length closure of the open curve defined by \(Aa\). The minimizing configuration is shown in Fig. 3b; for
A and B equal size and diametrically opposite, the optimization points end up at the centers of the arcs of $\Gamma_{AB}$. This curve, the minimal-length path dividing $\Omega_{AB}$ into a part containing all of $A$ and a part containing all of $B$, is called the entanglement wedge cross-section (EWCS). We will refer to the geometric realization of our information measures as a bulk surface configuration (BSC). Thus our prescription states that the BSC dual to $E_P(A : B)$ is precisely the EWCS, as originally proposed in [6, 7].

Let us now consider the slightly more complicated case of $E_Q(A : B)$, again in the vacuum state. The objective function of $E_Q$ contains four terms, although $S(A)$ and $S(B)$ are independent of the optimization and are calculated simply by the RT formula. We can use the SSC prescription to evaluate the remaining terms, $S(Aa)$ and $S(Ba)$, for a given purification of $\rho_{AB}$ and a partition of the purifying system into $a$ and $b$, and then minimize over purifications.

We find two equivalent BSCs, shown in Fig. 4, each involving adding the EWCS to the RT surface for one of the regions (green curves) and subtracting the portion of $\Gamma_{AB}$ that connects these surfaces (red curves). Both BSCs are numerically equal, which can be viewed as a consequence of symmetry. However, a way to think about it that will generalize to other cases is that the two presentations for $E_Q$ result from there being two numerically equal presentations of $S(Ba)$, as shown in Fig. 5. If the optimization points are moved, one candidate for $S(Ba)$ becomes numerically smaller, and is hence preferred in the RT optimization that produces $S(Ba)$; however as $S(Ba)$ is subtracted from the objective function, this would make $E_Q$ bigger, and hence is not preferred in the optimization leading to $E_Q$. Thus this “minimization within a minimization” guides the optimization points to a location where two equivalent BSCs exist. We will see this again in cases with black hole horizons, though in general the shapes of the two equivalent BSCs will not be related by symmetry, and may depend on the sizes and locations of the regions $A$ and $B$.

Tensor network models of AdS/CFT (see e.g., Refs. [54–57]) were the original motivation for the SSC, and can provide additional insight into the meaning of the SSC. The process of deforming a boundary region $A$ into its bulk RT surface $\Gamma_B$, while $a$ is purified by curves degenerate with itself. In (b), curves following $\Gamma_A$ and $b$ purify $Ba$. Note that the same two presentations with roles exchanged appear for $S(Ab)$, equal to $S(Ba)$ since $ABab$ is pure.

FIG. 4. Two equivalent representations for $E_Q(A : B)$, derived using the prescription of the SSC. The fact that the two representations are numerically equal fixes the location of the partitioning points.

FIG. 5. Two candidate presentations of the entropy $S(Ba)$. In (a), $B$ is purified by its RT surface $\Gamma_B$, while $a$ is purified by curves degenerate with itself. In (b), curves following $\Gamma_A$ and $b$ purify $Ba$. Note that the same two presentations with roles exchanged appear for $S(Ab)$, equal to $S(Ba)$ since $ABab$ is pure.
to the RT surface) and those that are not entangled with the complement of $A$, and are left behind as the surface advances into the bulk. For a pure state the RT surface for $AB$ is also the RT surface for the complement of $AB$ on the boundary, and thus we can view selecting $\Gamma_{\text{AB}}$ as the optimal purification as a process of distilling the minimum set of degrees of freedom needed to provide the entanglement with the degrees of freedom in the entanglement wedge (and hence still represent a purification).

In the holographic context, several of the bipartite OCMs satisfy new equalities and inequalities. An important implication of the SSC is that a state which is dual to a geodesic in AdS must have no correlation between any of its subsystems; dividing the geodesic into disjoint pieces $a$ and $b$ and applying the entropy rule, one sees that $I(a : b) = 0$. Since the objective functions of $E_P$ and $E_R$ differ by exactly $\frac{1}{2} I(a : b)$, we will have

$$E_R = E_P,$$

whenever the optimal purification for both quantities is given by the RT-surface of $AB$, which we take to be the case.

Furthermore, the MMI inequality, $I_3(A : B : C) \leq 0$, implies (as reviewed in Appendix A)

$$E_Q \leq E_R,$$

in any holographic state. MMI is also equivalent to the statement $I(A : B|C) \geq I(A : B)$, and as pointed out by [40], since the objective function of $E_{\text{sq}}$ is $\frac{1}{2} I(A : B|a)$, the minimizing partition will be the one for which $a = 0$, which leaves us with

$$E_{\text{sq}} = \frac{1}{2} I(A : B),$$

for holographic states.

Thus using MMI and the properties of the optimization procedure coming from the SSC, the five bipartite correlation measures now satisfy

$$E_{\text{sq}} = \frac{1}{2} I(A : B) \leq E_Q \leq E_R = E_P \leq \min(S(A), S(B)),$$

and only $E_P$ and $E_Q$, along with the non-optimized $I(A : B)$, are independent.

### D. Entropies in black hole spacetimes

We turn now to a discussion of OCMs in geometries with horizons. In particular, we will consider a black hole in three-dimensional anti-de Sitter spacetime, the Bañados-Teitelboim-Zanelli (BTZ) geometry [44]. Uniquely to three dimensions, these black holes are quotients of empty anti-de Sitter space, and thus locally maximally symmetric. It is convenient to calculate geodesics in the black hole geometries by undoing this quotient and calculating in pure AdS, before returning to BTZ; we review this map in Appendix B.

A non-rotating black hole geometry is characterized by its horizon radius $r_H$, related to the black hole mass $m$ by $r_H = \ell \sqrt{m}$, with $\ell$ the radius of anti-de Sitter space. Far from the black hole the geometry approaches anti-de Sitter space, including its boundary. The black hole has an associated Hawking temperature [44]

$$T_H = \frac{r_H}{2\pi},$$

and the field theory state dual to the black hole is a thermal density matrix at the Hawking temperature.

Let us now review how a black hole horizon affects the nature of the dual state. Without a horizon or other nontrivial spatial topology, if we try to calculate the entropy of the complete boundary using the RT formula, the candidate RT surfaces can shrink to a point while remaining homologous to the boundary. Thus the RT surface vanishes, and the entanglement wedge of the complete boundary fills the space; the boundary system thus has zero entropy, and is in a pure state (see Fig. 6(a)). In the presence of a horizon, however, the candidate RT surface stops at the horizon, and the entropy of the boundary is given by the horizon area. The horizon stands for the degrees of freedom that must be added to purify the system. The system is in a mixed state, with thermal density matrix characterized by the black hole’s Hawking temperature (see Fig. 6(b)).
FIG. 6. (a) In the absence of a horizon, the entanglement wedge for the whole boundary fills the space, and the RT surface minimizes to zero size; the boundary state is pure. (b) In a black hole geometry, the entanglement wedge of the whole boundary stops at the horizon, and the RT surface spans the horizon. The boundary state is thermal, with entropy the horizon area.

Consider now two subregions \( A \) and \( B \) of the boundary, whose union \( AB \) is the entire boundary. If \( A \) is sufficiently small, the presence of the horizon will modify the precise area of the RT surface \( \Gamma_A \) but not its topology, and the entanglement wedge \( \Omega_A \) does not include the horizon. The case of \( A \) and \( B \) approximately the same size is shown in Fig. 7(a), where we can see each RT surface \( \Gamma_A \) and \( \Gamma_B \) avoiding the horizon and remaining homologous with \( A \) and \( B \), respectively. As \( A \) grows, \( \Gamma_A \) will partially encircle the horizon, and this will remain the preferred RT surface even though a smaller area surface connecting the boundary of \( A \) exists, namely the surface \( \Gamma_B \), because due to the horizon this smaller surface is not homologous to \( A \); see Fig. 7(b).

As \( A \) continues to get bigger, eventually the area of the global minimum surface connecting the endpoints of \( A \) (\( \Gamma_B \)) plus the horizon, becomes smaller than the surface connecting the endpoints of \( A \) without enclosing the horizon. At this point the RT surface \( \Gamma_A \) “jumps the horizon”, becoming the union of the horizon and the global minimum surface (see Fig. 7(c)). The entanglement wedge \( \Omega_A \) is no longer simply connected, and the RT surface \( \Gamma_A \) has two disconnected components, \( \Gamma_A = \Gamma_B \cup E \) with \( E \) the horizon; \( \Gamma_B \) represents some traced-out degrees of freedom on the boundary, while \( E \) represents more unknown degrees of freedom due to the original thermal state, all necessary to purify the reduced state of \( A \). In the limit of \( A \) filling the boundary, we revert to Fig. 6(b).

The size of \( A \) for which \( \Gamma_A \) jumps the horizon represents a transition in the information quantities. The area of the horizon is \( S(AB) = S(E) \) with \( E \) the environment purifying the thermal state. Before the horizon is jumped, we have \( S(A) < S(E) + S(B) = S(AB) + S(B) \). However, once \( A \) is large enough that the horizon is jumped and \( \Gamma_A = E + \Gamma_B \), then \( S(A) = S(AB) + S(B) \). This equality can be expressed in a number equivalent ways: that the mutual information of \( A \) and \( B \) saturates the Araki-Lieb inequality, or that \( B \) is sufficiently small that it has no mutual information with the environment, \( I(A : B) = 2S(B) \), that \( A \) and \( B \) or alternately \( A \) and the environment \( E \) saturate the Araki-Lieb inequality, or that \( B \) is sufficiently small that it has no mutual information with the environment,
When $\Gamma_A$ has not jumped the horizon, we have $I(A : B) < 2S(B)$, $S(AB) - S(A) > -S(B)$, $S(AB) - S(A) > -S(E)$, and $I(B : E) > 0$.

III. OPTIMIZED CORRELATION MEASURES IN THERMAL STATES

We are now ready to discuss the results of this paper, the geometric realization of bipartite OCMs in geometries with a black hole horizon. In this section we will begin by discussing the case of thermal states, where $B$ is the complement of $A$ on the boundary. In the next section we describe the reduced thermal states, where $A$ and $B$ do not together span the boundary.

The thermal state is characterized by a temperature, related to the single parameter of the black hole spacetime, the mass or equivalently the horizon radius $r_H$. There is only one further parameter characterizing how we partition the boundary into $A$ and $B$, which we may take to be $\theta_{A,\text{wid}}$, the angular width of region $A$, and then $\theta_{B,\text{wid}}$, the angular width of $B$, is determined by $\theta_{A,\text{wid}} + \theta_{B,\text{wid}} = 2\pi$.

As we noted, there are only three distinct OCMs in (classical) holographic cases, which we may take as $\frac{1}{2}I(A : B)$, $E_P(A : B)$ and $E_Q(A : B)$; then $E_{\text{sq}} = \frac{1}{2}I(A : B)$ and $E_R(A : B) = E_P(A : B)$. They satisfy the inequalities

$$\frac{1}{2}I(A : B) \leq E_Q(A : B) \leq E_P(A : B) \leq \min(S(A), S(B)). \quad (17)$$

As described previously, holographically realizing correlation measures involves partitioning the RT surface $\Gamma_{AB}$ into portions assigned to $a$ and portions assigned to $b$, and minimizing the objective function over all such partitions. For these states, $\Gamma_{AB}$ is just the horizon. Thus optimization involves partitioning the horizon into $a$ and $b$ portions, as in Fig. 8. The horizon may be shared, or it is possible for one of $a$ and $b$ to vanish and the entire horizon to be associated to the other ancilla.

In what follows, for each choice of $r_H$ and of $\theta_{A,\text{wid}}$ we numerically optimized over purifications by varying optimization points and finding the minimum value of the objective function. For a fixed $r_H$, as we vary $\theta_{A,\text{wid}}$ we find up to four distinct phases, with different associated BSCs for the three independent measures. Each different phase can be associated to different combinations of the inequalities in (17) being either equalities or strict inequalities. The phase diagram for $r_H$ sufficiently large that all four phases are present is shown in Fig. 9 and the BSCs and (in)equalities are displayed in Fig. 10. The phase diagram is symmetric between exchange of the sizes of $A$ and $B$; we will assume without loss of generality that $\theta_{A,\text{wid}} \leq \theta_{B,\text{wid}}$ so that $S(A) \leq S(B)$, and start with $A$ small and progress to the point where the regions are of equal size.

**Total correlation phase:**

We begin with the smallest sizes of $A$. As described in the previous subsection, if region $A$ is so small that $B$’s RT surface has jumped the horizon, then $I(B : E) = 2S(E)$ and $I(A : E) = 0$. We call this the total correlation phase, and it is shown in red in Fig. 9. Here, we also have $\frac{1}{2}I(A : B) = \min(S(A), S(B))$. This then collapses all the inequalities in (17) to equalities, and all three independent correlation measures are just equal to the entropy of the smaller region, for us $S(A)$. Indeed, numerically evaluating $E_Q(A : B)$ and $E_P(A : B)$ shows that their BSCs minimize simply to the RT surface $\Gamma_A$. In both cases, $a = 0$ and the entire horizon belongs to $b$. This is shown in the first row of Fig. 10.
FIG. 9. The four phases for the thermal states as function of $\theta_{A,wid}$. $E_P$ is disconnected only in the $E_P$-discontinuous phase (marked in orange), while $E_Q$ is disconnected in both the $E_Q$- and $E_P$-discontinuous phases (yellow and orange).

| Phase                  | $\frac{1}{2}I(A : B)$ | $E_Q$                  | $E_P$ | Inequality                                                                 |
|------------------------|------------------------|------------------------|-------|----------------------------------------------------------------------------|
| Total Correlation      | $A$                    | $B$                    | $A$   | $B$ $\frac{1}{2}I(A : B) = E_Q = E_P = S(A)$                              |
| Mixed Correlation      | $A$                    | $B$                    | $A$   | $B$ $\frac{1}{2}I(A : B) < E_Q = E_P = S(A)$                              |
| $E_Q$ Discontinuous    | $A$                    | $B$                    | $A$   | $B$ $\frac{1}{2}I(A : B) < E_Q < E_P = S(A)$                              |
| $E_P$ Discontinuous    | $A$                    | $B$                    | $A$   | $B$ $\frac{1}{2}I(A : B) < E_Q < E_P < S(A)$                              |

FIG. 10. The four phases for thermal states, the BSCs of the correlation measures, and their (in)equalities. In the total correlation phase, $A$ is small enough that $\Omega_B$ encloses the horizon, and all the measures are degenerate with $S(A)$; the horizon belongs to $b$. In the mixed correlation phase, $A$ has grown enough that $\Omega_B$ does not enclose the horizon, and $\frac{1}{2}I(A : B)$ is now strictly smaller than the other measures, which still coincide with $S(A)$. The horizon is still entirely $b$. In the $E_Q$-discontinuous phase, $A$ is large enough that $E_Q$ can find a new minimum by giving a part of the horizon, but $E_P$ is still minimized by giving all of the horizon to $b$ and still equals $S(A)$. Finally, the $E_P$-discontinuous phase, $E_P$ also minimizes by giving some of the horizon to $a$, and the EWCS is now discontinuous; all the information measures are different from each other and smaller than $S(A)$. 
Mixed correlation phase:

As the size of $A$ grows, we eventually reach the point where $\Gamma_B$ no longer jumps the horizon, and $E$ is no longer contained either in $\Omega_A$ or $\Omega_B$. This is represented by the green region in Fig. 9. Here, we have $0 < I(A : E) < 2S(E)$ and $0 < I(B : E) < 2S(E)$, so neither boundary region is maximally nor minimally correlated with the environment, and hence we refer to this as the mixed correlation phase. The presentation $\Gamma_A + \Gamma_B - E$ of $\frac{1}{2}I(A : B)$ now changes, since now $\Gamma_B \neq \Gamma_A + E$, and we now have $\frac{1}{2}I(A : B) < S(A)$, but for this range of $\theta_{A, \text{wid}}$ both $E_Q(A : B)$ and $E_P(A : B)$ still have $\Gamma_A$ as their BSC, and thus $E_Q = E_P = S(A)$. The optimization again assigns all of the horizon to $b$. This is shown in the second row of Fig. 10. We can show that $\frac{1}{2}I(A : B) < E_Q$ strictly in this phase by showing that (using the labelling of curves in Fig. 10) $[3]-|2| < 2|1|$, which is equivalent to $|3| < |1| + |2|$, or $\Gamma_B$ is shorter than $\Gamma_A \cup E$, which is the defining characteristic of not being in the total correlation phase.

$E_Q$-discontinuous phase:

Both $E_Q$ and $E_P$ involve $S(Aa)$ in their objective functions, which for $E_P$ is realized geometrically as the EWCS. In the total and mixed correlation phases, $S(Aa)$ for both measures manifests as a continuous curve, avoiding the horizon. As the size of $A$ increases, we reach a point where the optimization of $E_Q$ can find a lower minimum by choosing an $a$ that includes part of the horizon, so $S(Aa)$ can stretch to the horizon and break into two disconnected pieces. Values of $\theta_{A, \text{wid}}$ for which this occurs but $E_P$ still manifests as the continuous curve $\Gamma_A$ constitute the $E_Q$-discontinuous phase, the yellow region in Fig. 9, with the BSCs shown in the third row of Fig. 10. We see in this phase qualitatively different optimizations can be preferred for the two different measures. As far as the inequalities, now have $\frac{1}{2}I(A : B) < E_Q < E_P = S(A)$. To show that $\frac{1}{2}I(A : B) < E_Q$ in this phase, we need to show that $|1| + |3| - |2| < |1| + |4| + |5| - |7|$ with the numbers given in Fig. 10, which is equivalent to $|3| < |4| + |5| + |6|$. This is true because curve 3 is a geodesic connecting two boundary points, while the piece-wise curve 4-6-5 connects the same two points and is not a geodesic. To show that $E_Q < E_P$ in this phase, we need to show that $|1| + |4| + |5| - |7| < 2|1|$, which is equivalent to $|4| + |5| - |7| < |1|$. This follows from a defining property of the $E_Q$ discontinuous phase, namely that the $S(Aa)$ contribution to $E_Q$ is a discontinuous curve (if the inequality was false, then $f_Q$ would achieve its minimum by replacing $|4| + |5| - |7|$ with $|1|$, as in the mixed correlation phase).

$E_P$-discontinuous phase:

As $A$ continues to grow, eventually we reach the $E_P$-discontinuous phase, the orange region in Fig. 9, where the presentation of $S(Aa)$ becomes discontinuous both for $E_Q$ and $E_P$; the horizon is split between $a$ and $b$ in both cases. The BSCs are shown in the fourth row of Fig. 10. We now have strict inequalities $\frac{1}{2}I(A : B) < E_Q(A : B) < E_P(A : B) < S(A)$. $E_P$ is constant within this phase, since the lengths of geodesics connecting the boundary to the horizon are independent of the size of $A$. The proof that $\frac{1}{2}I(A : B) < E_Q$ is identical to $E_Q$-discontinuous phase. To show that $E_Q < E_P$, we need $|1| + |2| + |3| - |4| < |2| + 2|3|$, or $|1| < |2| + |3| + |4|$. This is true because curve 1 is a geodesic connecting two boundary points and the piecewise curve 2-3-4 connects the same two points and is not a geodesic. Finally, to show that $E_P < S(A)$, we need that $|2| + |3| < |1|$. But this follows from the defining property of the $E_P$-discontinuous phase that the bulk curve dual to $E_P$ is discontinuous (if the inequality was false, then $f_P$ would achieve its minimum using the continuous curve 1 instead of the discontinuous union of curves 2 and 3).

The numerical values of $I(A : B)/2$, $E_Q(A : B)$, $E_P(A : B)$, and $\min(S(A), S(B))$ are plotted in Fig. 11 for $r_H \approx 0.61$ (we have taken $4G_N = 1$). The validity of Ineq. (17) is clearly visible, as well as the fact that each phase boundary corresponds to exactly one of these inequalities transitioning between a strict inequality and an equality, as described in the right column of Fig. 10. Also note that the phase transitions are accompanied by discontinuities in the first derivative (with respect to region size) of one OCM, as the minimizing bulk surface configuration changes, so the transitions may be thought of as first order. We will see this behavior again when we look at reduced thermal states in the next section. We note that all the quantities plotted in Fig. 11 are cutoff dependent; as we described in Sec. 11B when $A$ and $B$ share a boundary point the mutual information is sensitive to the cutoff, and this is true for $E_Q$ and $E_P$ as well, as can be seen in their BSCs in Fig. 10.

For $r_H$ (and thus the temperature) sufficiently large, all four phases are present. As $r_H$ decreases the discontinuous phases disappear, first the $E_P$-discontinuous phase disappearing at $r_H \approx 0.58$, and then the $E_Q$-discontinuous phase disappearing at $r_H \approx 0.37$. Both the total correlation phase and mixed correlation phase exist for all values of $r_H$. 
IV. OPTIMIZED CORRELATION MEASURES IN REDUCED THERMAL STATES

The thermal states studied in the last section may be the simplest holographic states in which the three correlation measures $\frac{1}{2}I(A : B)$, $E_Q(A : B)$ and $E_P(A : B)$ measure different things; in the pure vacuum state they are all just $S(A) = S(B)$. As reviewed earlier, the measures are also distinct in the reduced state we get from tracing out some degrees of freedom in the pure state. We now turn to the more complicated case that combines both, tracing out some boundary degrees of freedom from the thermal states, which we refer to as “reduced thermal states”. This corresponds to $A$ and $B$ not spanning the boundary, in the presence of a black hole. As we shall see, the BSCs become more intricate.

A. Reduced states with a horizon

Like in the AdS case, if regions $A$ and $B$ are sufficiently far apart on the boundary on the BTZ spacetime, then the RT-surface $\Gamma_{AB}$ is simply the union of the RT surfaces $\Gamma_A$ and $\Gamma_B$ and the entanglement wedge $\Omega_{AB} = \Omega_A \cup \Omega_B$ is disconnected, as shown in Fig. 12. In this case $I(A : B) = 0$, and in fact all the other bipartite correlation measures vanish as well. From the geometrical perspective, one can see this because here it is always possible to take $a = \Gamma_A$ and $b = \Gamma_B$, which purifies $A$ and $B$ into two uncorrelated product states; this implies relations on the entropies like $S(a) = S(A)$, $S(Aa) = 0$ and $S(Ba) = S(B) + S(a)$, which cause all the objective functions to vanish. Since the
objective functions are nonnegative, the correlation measures then vanish as well\(^4\).

When the regions \(A\) and \(B\) are sufficiently close together, the entanglement wedge becomes connected and \(I(A : B)\) becomes nonzero, again like the AdS case. However, in the presence of a horizon there are two ways this can happen. If \(A\) and \(B\) are close enough to one side of the boundary, \(\Omega_{AB}\) may be connected but not include the black hole, as in Fig. 12b. In these instances the BSCs are qualitatively similar to the pure AdS cases, as reviewed in Sec. \(\text{I}^4\) and are less novel.

More nontrivially, it can be the case that the horizon is surrounded by the entanglement wedge of \(AB\), and is part of the RT surface \(\Gamma_{AB}\) as in Fig. 12c. This gives the entanglement wedge a hole, and thus a nontrivial topology, which leads to novel structure in the OCMs. Enclosing the horizon means the complement of \(AB\) on the boundary has no mutual information with the horizon \(E\), or equivalently \(AB\) and \(E\) saturate the Araki-Lieb inequality,

\[
S(ABE) - S(AB) = -S(E). \tag{18}
\]

We will largely focus on this case. Then since \(A\) and \(B\) do not span the boundary of BTZ, the entanglement wedge has boundary components both along the horizon, and associated to missing degrees of freedom in the BTZ boundary. Purification and optimization involves assigning all segments of these surfaces to ancilla \(a\) or \(b\), as shown in Fig. 13, in all possible ways.

\* This vanishing of the objective functions follows from monotonicity, which requires \([13]\) that \(A\) and \(a\) must appear in \(f^\alpha\) either as \(Aa\) or as \(S(AX) - S(aY)\) with \(X\) and \(Y\) not including \(A\) or \(a\). Given \(Aa\) pure and existing in a product state with all other parties, all \(Aa\)-dependence cancels out, and the same happens recursively for all other parties, leaving zero.
The geometry has one parameter, the mass or equivalently the radius
horizon shown in Fig. 5; the existence of the horizon now presents more possibilities.

Moreover, when a surface that is already minimal like $Ba$, forms the boundary of a submanifold of the space (disconnected in some cases). The first case forms a single connected region by closing $Ba$ along $\Gamma_A$ and $b$. Each of the others involves at least one disconnected part. Furthermore, when a surface that is already minimal like $a$ and $b$ purifies itself, the purifying surface is degenerate with the surface being purified. Thus in the second configuration, each component of $a$ purifies itself, while in the other two, part of $a$ purifies itself while the rest is purified along with $B$. We saw this happen already in the case with no horizon shown in Fig. 5 the existence of the horizon now presents more possibilities.

Consider now the parameter space of configurations with two boundary regions $A$ and $B$. As before, the black hole geometry has one parameter, the mass or equivalently the radius $r_H$, dual to the temperature of the state. Choosing $A$ and $B$ on the boundary then involves four parameters, the locations of the centers $\theta_A, \theta_B$, and the angular widths $\theta_A, \theta_B$. Without a black hole, one can use the boundary limit of the AdS isometries to fix three of these parameters, leaving only one; for example one can choose $A$ and $B$ diametrically opposite and having the same size, and this size is the one parameter. In black hole spacetimes however, the symmetries are reduced, as most AdS isometries would either scale the horizon size or translate the black hole away from the center of the geometry. The only symmetry remaining is total rotations of the space, which we can use to fix one parameter; we will fix the center of region $A$ to be at $\theta_A = \pi$. We then have the three remaining parameters $\theta_B, \theta_A, \theta_B$.

\[
0 \leq \theta_B \leq \pi, \quad 0 \leq \theta_A \leq 2\pi - 2\theta_B, \quad 0 \leq \theta_B \leq 2\pi - 2\theta_B - \theta_A.
\]

(Strictly speaking we are double-counting configurations by not always declaring for example $\theta_A, \theta_B$, but we do this to make our phase diagrams intuitively clearer.)

We now numerically determine the BSCs for the mutual information (which also gives the squashed entanglement), the entanglement of purification (which also gives the $R$-correlation) and the $Q$-correlation for various values of the parameters $r_H, \theta_B, \theta_A, \theta_B$. We will chart out the regions, or phases, on parameter space where each measure has a BSC with a fixed topology. There are then phase transitions, where one BSC jumps into another for one or more measures. As we will see, the BSCs of $I(A: B)$ and $E_P$ behave similarly to how they do in the pure thermal case, while $E_Q$ shows considerably more structure.

In what follows we will focus on cases where $A$ and $B$ are diametrically opposite, so $\theta_B = 0$. For these cases, when the entanglement wedge of $AB$ is connected, it always includes the black hole horizon, as in Fig. 12. Configurations with $\theta_B$ at other values can lead to connected entanglement wedges not including the horizon as in Fig. 12b, but.
the BSCs of the correlation measures then have the same form as in the cases with no horizon reviewed in section II. All the novel structure will be visible for $A$ and $B$ diametrically opposite.

B. Phases for reduced thermal states

The phases we saw for thermal states still exist for the reduced thermal states with diametrically opposite regions: total correlation, mixed correlation, $E_Q$-discontinuous and $E_P$-discontinuous. A new phase also appears between the total and mixed correlation phases, which we call partial correlation, when one region is small enough that its complement has jumped the horizon, but the other region is not large enough to have done so. For sufficiently small regions we also find the case of a disconnected entanglement wedge. The phase diagram for black hole radius $r_H \approx 0.61$ is shown in Fig. 15.

![Phases of reduced thermal states](image)

**FIG. 15.** Phase diagram for $r_H \approx 0.61$ and $\theta_{B, cen} = 0$. At these values of $r_H$ and $\theta_{B, cen}$, all five phases are present. The two triple points are visible on the diagonal $\theta_{A, wid} + \theta_{B, wid} = 2\pi$. 
The behavior of $I(A : B)$ and $E_P$ show similar transitions between bulk surface configurations in reduced thermal states as in thermal states. In particular, the mutual information has a transition between its BSC not surrounding the horizon in the total correlation phase, and surrounding it in all other nontrivial phases. $E_P$, meanwhile, again has a BSC (the entanglement wedge cross section) that is continuous for most of the parameter space, while it becomes discontinuous for the $E_P$-discontinuous phase.

The new structure in the case of reduced thermal states comes from the $Q$-correlation. Throughout the parameter space, $E_Q$ has two equivalent BSCs which look different but calculate the same value. This was seen in case without a black hole, where the two equivalent presentations were simply parity reflections of each other (see Fig. 4). In this more general context however, the two equivalent presentations can look quite different. The two equivalent BSCs exist for the reason outlined in sec. II: $S(Ba)$ has several different potential presentations, as shown in Fig. 14 each of which may be preferred for a given candidate purification. However, because $S(Ba)$ is subtracted in the $E_Q$ objective function, the minimization that leads to $E_Q$ singles out the purification for which two of these potential presentations of $S(Ba)$ are equal; away from this balance point the minimization leading to $S(Ba)$ would prefer the smaller of the two, which then would make $E_Q$ larger. Thus the “minimization within a minimization” with a subtracted entropy in the objective function produces two equivalent BSCs for $E_Q$. Each phase in the phase diagram is associated with a particular pair of equal BSCs. In the thermal state limit of $A$ and $B$ filling the boundary, the two equivalent presentations degenerate to one of the single configurations studied in the last section.

As we did for the thermal states, we will go through each phase, describing the inequalities or equalities obeyed by various information measures, and describing the bulk surface configurations for $I(A : B)$, $E_Q$ and $E_P$. The BSCs for $E_Q$ are collected in Fig. 19. As with thermal states, we will assume $A$ is smaller than $B$, though all the same phases exist for the exchange of the two regions. At the end of the subsection we present a plot of values for $I(A : B)$, $E_Q$ and $E_P$ for a cut through the phase diagram with $A$ and $B$ occupying a fixed total area.

We note that for reduced thermal states all OCMs are cutoff-independent, as can be seen from their BSCs having the balance property discussed in Sec. II B.

**Total correlation phase:**

In thermal states, the total correlation phase corresponded to $A$ being sufficiently small that its complement $B$ had “jumped the horizon” and the horizon was part of $\Gamma_B$. In reduced thermal states, $A$ is no longer the boundary complement of $B$, but we can still characterize the total correlation phase (shown in red in Fig. 15) as when $B$ is large enough to include the horizon in its entanglement wedge. This implies that

$$S(BE) - S(B) = -S(E) \leftrightarrow I(B : E) = 2S(E),$$

(20)

the maximum value for $I(B : E)$, and $B$ is totally correlated with $E$, hence “total correlation” phase. Since $A$ is even smaller than the complement of $B$, we also have that $A$ has no mutual information with $E$,

$$I(A : E) = 0.$$  \hspace{1cm} (21)

In addition the equation \[18\] applies, which combined with the above implies tripartite relations in this phase, in particular the vanishing of the tripartite information $I_3(A : B : E)$,

$$I_3(A : B : E) = 0,$$  \hspace{1cm} (22)

which implies all conditional mutual informations reduce to mutual informations,

$$I(A : E | B) = I(A : E) = 0, \quad I(B : E | A) = I(B : E) = 2S(E), \quad I(A : B | E) = I(A : B).$$  \hspace{1cm} (23)

This phase occurs when the sizes of the two regions are highly asymmetric.

Consider now the presentation of the OCMs in the total correlation phase. As for thermal states, this is the only phase for which $I(A : B)$ has a BSC that does not surround the horizon, as shown in Fig. 16. Unlike the case for thermal states, however, reduced thermal states have $\frac{1}{2} I(A : B) < S(A)$. 

FIG. 16. The BSC for $I(A : B) (= 2E_{\text{cor}}(A : B))$ in the total correlation phase. Region $B$ is large enough that its entanglement wedge contains the horizon, which is the defining property of the total correlation phase.

$E_P$ is calculated by minimizing $S(Aa)$, with $a$ now having a part on the non-horizon components of $\Gamma_{AB}$, as well as on the horizon. The result is a combination of the situation depicted in the reduced pure state case of Fig. 3 and the situation in the thermal state as in Fig. 10. The BSC is still given by the EWCS. In all phases except the $E_P$-discontinuous phase, this is a continuous curve, having assigned the entire horizon to the ancilla $b$, as shown in Fig. 17.

FIG. 17. The BSC for $E_P$ in every phase except $E_P$-discontinuous.

We turn now to $E_Q$, which as described above has two equivalent BSCs in each phase. In the total correlation phase, shown in row 1 of Fig. 19, neither of the two equivalent BSCs enclose the horizon, nor does the horizon contribute to either configuration. These configurations are topologically identical to the case in pure AdS, as shown in Fig. 4; the two equivalent presentations of $S(Ba)$ are $a + \Gamma_B$ and $b + \Gamma_A$.

Partial correlation phase:
Since $A$ is no longer the complement of $B$ in reduced thermal states, it becomes possible to choose regions such that $B$ is not large enough to have jumped the horizon, but the complement of $A$ is. This constitutes a new phase not present in the thermal state phase diagram, the partial correlation phase (shown in blue in Fig. 15). In this phase $A$ is still small enough that

$$I(A : E) = 0,$$

but $B$ has become smaller such that now

$$S(BE) - S(B) > -S(E) \quad \Leftrightarrow \quad I(B : E) < 2S(E).$$

Thus although $E$ remains uncorrelated with $A$, it is no longer maximally correlated with $B$, hence the partial correlation name. The tripartite information no longer vanishes, but satisfies

$$I_3(A : B : E) = I(B : E) - 2S(E),$$

and is sensitive only to $B$. This phase occurs when the boundary regions $A$ and $B$ are moderately asymmetric.

Outside the total correlation phase, where $\Gamma_B$ does not include the horizon, $I(A : B)$ transitions to a presentation that surrounds the horizon, as in Fig. 18; this holds in the partial correlation phase as well as all those that follow. $E_P$ remains continuous, as in Fig. 17.
FIG. 18. The BSC for $I(A : B) (= 2E_{\text{eq}}(A : B))$ in all phases except the total correlation phase. Both boundary regions are small enough that their entanglement wedges do not contain the horizon, which is the defining property of being outside the total correlation phase.

The equivalent BSCs of $E_Q$ undergo a change in this phase. As shown in row 2 of Fig. 19, the first presentation has the same topology as in the total correlation phase, but the second one now surrounds the horizon, and subtracts off the horizon length; the horizon is still assigned entirely to $b$. The two presentations of $S(Ba)$ are still $a + \Gamma_B$ and $b + \Gamma_A$, but now the horizon is no longer part of $\Gamma_B$, though it is still part of $b$.

The boundary between the total correlation and partial correlation phases depends only on the size of $B$, not that of $A$, and is therefore a straight line in the phase diagram.

Mixed correlation phase:

In the mixed correlation phase (shown in green in Fig. 15), neither $B$ nor the complement of $A$ is large enough to have jumped the horizon, and thus this phase occurs when the boundary regions are more symmetric. In this phase, neither of the two quantities $I(A : E)$ and $I(B : E)$ are zero and both lie strictly between 0 and $2S(E)$:

$$0 < I(A : E), I(B : E) < 2S(E),$$

hence the name mixed correlation. Due to Eqn. 18 the tripartite information satisfies

$$I_3(A : B : E) = I(A : E) + I(B : E) - 2S(E),$$

depending on both boundary regions.

In the mixed correlation phase $I(A : B)$ retains the presentation in Fig. 18 and $E_P$ remains continuous, as in Fig. 17.

The mixed correlation BSCs of $E_Q$ are shown in row 3 of Fig. 19. The first presentation retains the same topology as in the total and partial correlation phases, and still results from $S(Ba)$ being realized by $a + \Gamma_B$. However, the second presentation is considerably more intricate, enclosing the horizon between a negative and a positive curve. In this case $S(Ba)$ is realized not by $a + \Gamma_A$, but by a configuration like the third image in Fig. 14, but with no horizon component since the horizon still belongs entirely to $b$. Neither equivalent presentation contains a horizon component.

The boundary between the partial correlation and mixed correlation phases depends only on the size of $A$, a straight line in the phase diagram, perpendicular to the boundary between the total and partial correlation phases. The two lines meet at the edge of the phase diagram where the thermal states are, at the transition between the total and mixed correlation phases, with the partial correlation phase disappearing, forming a triple point.

$E_Q$-discontinuous phase:

The remaining phases involve a transition to $S(Aa)$ becoming discontinuous for one or more measures, which may happen when the sizes of the two regions are similar. The inequalities satisfied by $I(A : E)$, $I(B : E)$ and $I_3(A : B : E)$ are the same as in the mixed correlation phase.

In the $E_Q$-discontinuous phase (shown in yellow in Fig. 15), $I(A : B)$ retains the presentation shown in Fig. 18 in this phase, and $E_P$ is still continuous, as in Fig. 17. When $E_P$ becomes discontinuous as well we enter the $E_P$-discontinuous phase.

In the $E_Q$-discontinuous phase, the two presentations for $E_Q$ shift to row 4 of Fig. 19, which are symmetric and similar to the case with no black hole shown in figure 4. Now the horizon is shared between $a$ and $b$ in the optimizing purification for $E_Q$, and either the $a$ part or the $b$ part of the horizon is subtracted in calculating the measure.

The discontinuous phases do not have straight-line boundaries on the phase diagram, but are preferred when $A$ and $B$ together fill more of the diagram, with the phase region opening towards the edge of the phase diagram where the thermal states are. This phase only exists for $r_H$ sufficiently large, and vanishes for horizon smaller than $r_H \approx 0.37$. 

The boundary between the partial correlation and mixed correlation phases depends only on the size of $B$, not that of $A$, and is therefore a straight line in the phase diagram.
As $r_H$ is increased past this value the phase appears first for the thermal states at the edge of the diagram and then penetrates further into the reduced thermal states with similar sized regions.

**$E_P$-discontinuous phase:**

Finally, for most symmetric boundary regions and $r_H$ sufficiently large, the presentation of $E_P$ (the EWCS) becomes discontinuous as well, as shown in Fig. 20, and we enter the $E_P$-discontinuous phase (shown in orange in Fig. 15). Now the optimal purification for $E_P$ also involves partitioning the horizon between $a$ and $b$. Like the $E_Q$-discontinuous phase, this phase only exists for $r_H$ sufficiently large (greater than $r_H \approx 0.58$) and appears preferentially near

| Phase          | Equivalent BSCs | Inequalities                                                                 |
|----------------|-----------------|-------------------------------------------------------------------------------|
| **Total Correlation** | ![Diagram](image1) | $I(A : E) = 0$  
$I(B : E) = 2S(E)$  
$I_3 = 0$ |
| **Partial Correlation** | ![Diagram](image2) | $I(A : E) = 0$  
$0 \leq I(B : E) < 2S(E)$  
$I_3 = I(B : E) - 2S(E)$ |
| **Mixed Correlation** | ![Diagram](image3) | $0 < I(A : E) < 2S(E)$  
$0 < I(B : E) < 2S(E)$  
$I_3 = I(A : E) +$  
$I(B : E) - 2S(E)$ |
| **Discontinuous** | ![Diagram](image4) | $0 < I(A : E) < 2S(E)$  
$0 < I(B : E) < 2S(E)$  
$I_3 = I(A : E) +$  
$I(B : E) - 2S(E)$ |

FIG. 19. Shown in the table are all the distinct BSCs of $E_Q$ and the phases in which they occur, and the values of $I(A : E)$, $I(B : E)$ and $I_3(A : B : E)$ associated with each phase. Here, the discontinuous phase includes both the $E_Q$- and $E_P$-discontinuous phases, since the BSCs for $E_Q$ are the same in both. Note that the values of these three quantities can always distinguish between the three continuous phases, but cannot distinguish the discontinuous phase from the mixed correlation phase. Each phase consists of two distinct BSCs which both give the numerical value of $E_Q$, an equation which fixes the locations of the optimization points for any pair of boundary regions $A$ and $B$. 

As $r_H$ is increased past this value the phase appears first for the thermal states at the edge of the diagram and then penetrates further into the reduced thermal states with similar sized regions.
the boundary, surrounded by the $E_Q$-discontinuous phase. This phase satisfies the same inequalities for $I(A : E)$, $I(B : E)$ and $I_3(A : B : E)$ as the mixed correlation and $E_Q$-discontinuous phases, $E_Q$ remains discontinuous as well, and $I(A : B)$ retains the presentation shown in Fig. 18.

Unlike the total, partial and mixed correlation phases, which correspond to particular relations for $I(A : E)$ and $I(B : E)$, the transitions to the $E_Q$-discontinuous and $E_P$-discontinuous phases are not associated to any straightforward information measures involving only $A$, $B$ and $E$. However, we can see that they are accompanied by a discontinuity in the quantity $I(a' : E | A)$, where $a' \equiv a \setminus E$ are the parts of $a$ not including the horizon, as can be seen in Fig. 21.

The numerical values of $I(A : B)/2$, $E_Q$, and $E_P$ are plotted in Fig. 22 for a cut through the $r_H \approx 0.61$ phase diagram with $\theta_{A,\text{wid}} + \theta_{B,\text{wid}} = 9\pi/5$. Again the validity of Ineq. (17) is clearly visible. Also, similar to the thermal state case, the phase transitions are accompanied by discontinuities in the first derivative of at least one OCM, as one BSM becomes preferred over another one. Thus we see that $E_P$ has a discontinuity at the boundary of the $E_P$- and $E_Q$-discontinuous phases, $E_Q$ has discontinuities both at the boundary of the $E_Q$-discontinuous and mixed correlation phases, and at the boundary between the mixed and partial correlation phases, and $E_Q$ and $I(A : B)/2$ both have a discontinuity at the boundary between the partial and total correlation phases. $E_P$ is constant in the $E_P$-discontinuous phase for this slice through the phase diagram, as it was for thermal states. The upper bound...
min(S(A), S(B)) is not plotted, since it is cutoff dependent and for most reasonable values of the cutoff it is much larger than the quantities plotted.

**Correlation measures in reduced thermal states**

FIG. 22. Optimized correlation measures $E_P$ and $E_Q$, along with their lower bound $I(A : B)/2$, plotted for reduced thermal states as a function of $\theta_{A,\text{wid}}$, with $\theta_{A,\text{wid}} + \theta_{B,\text{wid}} = 9\pi/5$ and $r_H \approx 0.61$. The entanglement wedge is disconnected in the two black shaded regions, so all correlation measures vanish in these regions. The upper bound $\min(S(A), S(B))$, not shown, is an order of magnitude larger than the quantities which are plotted.

**C. Additional phase diagrams**

In the previous subsection we explored in detail the phase diagram for bipartite optimized correlation measures in the case of two diametrically opposite regions with a black hole of horizon size $r_H \approx 0.61$. This showed us five nontrivial phases, the total, partial and mixed correlation phases and the $E_Q$- and $E_P$-discontinuous phases, as well as the trivial phase where the entanglement wedge of $AB$ is disconnected and all the correlation measures vanish, and displayed most of the interesting structure of the phase diagram. However, it is also interesting to consider phase diagrams as we vary the size $r_H$ of the horizon, and as we allow the regions to no longer be diametrically opposite by varying the distance between the centers, parameterized by the location $\theta_{B,\text{cen}}$ of the center of region $B$. 
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Phases of reduced thermal states with varying $r_H$

Figure 23 shows phase diagrams for diametrically opposite regions $A$ and $B$ with four different values of $r_H$. For smaller $r_H$, the $E_Q$- and $E_P$-discontinuous regions disappear, and the size of the phase with disconnected entanglement wedge and vanishing correlation measures grows smaller as well, with much of the phase diagram taken up by the total, partial and mixed correlation phases. As $r_H$ grows larger, the region with disconnected entanglement wedge grows, and the discontinuous phases appear, eventually between them largely squeezing out the total, partial and mixed correlation phases. For large values of $r_H$, most of the diagram is either disconnected, or $E_P$-discontinuous.

The dominance of the disconnected region for large black hole can be understood that as the horizon radius increases,
the Hawking temperature increases as $T_H = r_H/2\pi\ell^2$, so all mutual informations must decrease; an increasing system temperature is destroying spatial correlations in the state. Thus entanglement wedges which were connected at a smaller $r_H$ become disconnected at some larger radius when their mutual information reaches zero.

Phases of reduced thermal states with varying $\theta_{A,cen}$

![Phase Diagrams](image)

**FIG. 24.** Phase diagrams with $r_H \approx 0.61$ and four different values of $\theta_{A,cen}$. The new brown phase represents where the entanglement wedge is connected but does not include the black hole. As the regions get closer, eventually all entanglement wedges are either disconnected or do not contain the black hole.

We can also consider fixing the horizon radius and varying $\theta_{B,cen}$ so the centers of the regions grow closer together, as shown in Fig. 24. The closer the centers of the regions get, the less total area they can take up, so the edge of the phase diagram recedes towards the lower left. Here a novel phase appears as the centers become closer: the
entanglement wedge can be connected but not include the horizon, as in Fig. 12b. This phase is shown in brown. The BSCs of the correlation measures in this phase have the same topology as the cases with no horizon. As the centers get closer this phase expands, until after a certain point the phases with the horizon inside the entanglement wedge are no longer present, as all entanglement wedges are either disconnected, or don’t contain the black hole.

V. DISCUSSION AND FUTURE WORK

The primary goal of the research program of [1 44 43] (inspired by works such as [6 7 40]) is to find new ways to probe the entanglement structure of holographic states using their dual geometries. While simple linear entropic formulas can capture some aspects of the correlations in a quantum state, optimized correlation measures provide access to more detailed information about these correlations. Therefore, the ability to evaluate them in a variety of different holographic states is key to better understanding how geometry encodes entanglement. The method presented in this paper for evaluating OCMs in spacetimes with horizons pushes that agenda one step further, and displays the richness of the phase structure that emerges. Obtaining the results involves incorporating the surface-state correspondence prescription for assigning entropies to bulk surfaces, and the reasonable geometric picture that emerges suggests that this prescription has more to tell us about the holographic picture of entanglement.

Quite aside from our goal of understanding the interplay of geometry and entanglement, holographic states provide an avenue for better understanding quantum information itself. They offer a highly nontrivial class of states for which we can nevertheless often evaluate optimized correlation measures. For instance, the reduced thermal states we consider are arguably the most complex set of states for which we can evaluate all extremal bipartite OCMs. The additional geometrical structure present allows the explicit evaluation of an a priori unbounded optimization. For example, using the relationship between $E_Q$ and $I^{ss}$ this provides a rare class of non-degradable states for which we can nevertheless evaluate the symmetric side-channel assisted distillable entanglement [46]. We are also lead to new conjectures, such as the possibility that $E_R$ is equal to the regularized entanglement of purification [43].

There is a physical interpretation of the three $E_Q$- and $E_P$-continuous phases (total, partial, and mixed correlation), using the values of $I(A : E)$ and $I(B : E)$ in these phases. The boundary state is a thermal state, which consists of a mixture of all energy eigenstates. For a subsystem $A$ to have zero mutual information with the purifying environment means that an observer will be unable to distinguish the energy eigenstates by measuring any observable on $A$. The condition that $I(A : E) = 0$ may therefore be seen as a criterion for when the system $A$ is small enough to satisfy the eigenstate thermalization hypothesis [58–60].

There are several questions that remain to be answered, which we leave to future work. First, we would like to find some quantity or set of quantities which can be evaluated on the bipartite state $\rho_{AB}$, whose values can always determine with certainty whether $\rho_{AB}$ is in the $E_P$- or $E_Q$-discontinuous phase, or one of the continuous phases. Here, we have identified a quantity which is discontinuous (as a function of $A$ and $B$) at the boundaries of the discontinuous phases, but its value alone cannot determine which phase $\rho_{AB}$ is in. Second, in this work we have only considered correlations between boundary regions that both live on the same side of the horizon. Since the BTZ geometry is dual to a thermal CFT state, it can be extended beyond the horizon to form a wormhole geometry dual to the thermofield double state. One could then ask whether correlations between regions on opposite sides of the thermofield double have interesting properties which may be captured by OCMs. The same method used here could then be used to evaluate OCMs on such states. Finally, since the method presented here gives not only the value of an OCM, but also the pure state that achieves it, it would be interesting to know whether the optimizing state can tell us anything about the protocol which achieves the value of the OCM, for OCMs with operational interpretations.
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with objective functions

\[ f_P(A, B, a, b) = S(Aa) \]
\[ f_R(A, B, a, b) = S(Aa) + \frac{1}{2}(S(AB) - S(a) - S(b)) \] (30)
\[ f_Q(A, B, a, b) = \frac{1}{2}(S(A) + S(B) + S(Aa) - S(Ba)) \]
\[ f_{sq}(A, B, a, b) = \frac{1}{2}(S(Aa) + S(Ba) - S(a) - S(b)) . \]

We may consider \( I(A : B)/2 \equiv \frac{1}{2}(S(A) + S(B) - S(AB)) \) as the fifth bipartite correlation measure (obeying monotonicity and symmetry); since it is not optimized we can think of it as being equal to its own objective function. Here we summarize the inequalities obeyed by these measures.

For any given purification \( ab \) of our state, we can always consider setting \( a = 0 \), so that \( ABb \) is pure. We then find

\[ f_P(A, B, 0, b) = f_R(A, B, 0, b) = f_Q(A, B, 0, b) = S(A). \]

Similarly for \( b = 0 \), these three objective functions equal \( S(B) \). Since these are possible, though not necessarily optimal, purifications we have

\[ E_P, E_R, E_Q \leq \min(S(A), S(B)). \] (31)

Likewise we notice \( f_{sq}(A, B, 0, b) = I(A : B)/2 \), and thus

\[ E_{sq} \leq \frac{1}{2} I(A : B). \] (32)

Next, we can use the fact that an inequality on objective functions leads to an inequality on the corresponding correlation measures,

\[ f_\alpha(A, B, a, b) - f_\beta(A, B, a, b) \geq 0 \quad \rightarrow \quad E_\alpha(A : B) \geq E_\beta(A : B). \] (33)

To see this, let \( a^*, b^* \) be the purification optimizing \( E_\alpha \), so \( E_\alpha(A, B) = f_\alpha(A, B, a^*, b^*) \). Then \( a^*, b^* \) is a possible but generally non-optimal purification for \( E_\beta \), so \( E_\beta(A, B) \leq f_\beta(A, B, a^*, b^*) \). Using \( f_\beta(A, b, a^*, b^*) \leq f_\alpha(A, b, a^*, b^*) \) then obtains the result.

Now from the definitions of the objective functions we can show that

\[ f_P(A, B, a, b) - f_R(A, B, a, b) = \frac{1}{2} I(a : b) \]
\[ f_P(A, B, a, b) - f_Q(A, B, a, b) = \frac{1}{2} I(a : b|A) \] (34)
\[ f_R(A, B, a, b) - \frac{1}{2} I(A : B) = \frac{1}{2} I(a : B|A) + \frac{1}{2} I(b : A|B) \]
\[ f_Q(A, B, a, b) - \frac{1}{2} I(A : B) = \frac{1}{2} I(a : B|A) + \frac{1}{2} I(b : A) . \]

All of the right-hand sides are conic combinations of mutual informations and conditional mutual informations, and are hence non-negative. This implies

\[ \frac{1}{2} I(A : B) \leq E_R, E_Q \leq E_P , \] (35)

and combining this with earlier results we have

\[ E_{sq} \leq \frac{1}{2} I(A : B) \leq E_R, E_Q \leq E_P \leq \min(S(A), S(B)), \] (36)

establishing a hierarchy for almost every measure.

Regarding \( E_Q \) and \( E_R \), one can show their difference is related to the tripartite information \( I_3 \),

\[ f_R(A, B, a, b) - f_Q(A, B, a, b) = -\frac{1}{2} I_3(A : B : a) , \] (37)

which for a general quantum system has no definite sign; thus \( E_Q \) and \( E_R \) have no general relative relationship and \( \frac{36}{37} \) is as far as we can go for generic states. However, for holographic states the tripartite information is known to be non-positive, known as the monogamy of mutual information. Thus for holographic states we can further refine our chain of inequalities to

\[ E_{sq} \leq \frac{1}{2} I(A : B) \leq E_Q \leq E_R \leq E_P \leq \min(S(A), S(B)), \] (38)

giving a full ordered sequence for all five measures.
In this paper we are interested in three-dimensional AdS black holes, the so-called Bañados-Teitelboim-Zanelli (BTZ) geometries [44]. Here we review how they manifest as quotients of empty anti-de Sitter space.

The metric of three-dimensional anti-de Sitter space in global coordinates can be written as

\[
    ds^2 = -\left(1 + \frac{\rho^2}{\ell^2}\right)dt^2 + \frac{d\rho^2}{1 + \rho^2/\ell^2} + \rho^2d\phi^2, \tag{39}
\]

where \(\ell\) is the AdS length scale, and the boundary of AdS is at \(\rho \to \infty\). It can be useful to map the boundary to a finite coordinate value, and one transformation that accomplishes this is

\[
    \rho \equiv \frac{2r}{1 - r^2/\ell^2}, \quad \phi = \theta, \tag{40}
\]

which leads to the alternate AdS metric,

\[
    ds^2 = -\left(1 + \frac{r^2/\ell^2}{1 - r^2/\ell^2}\right)^2dt^2 + \frac{4}{(1 - r^2/\ell^2)^2}(dr^2 + r^2d\theta^2), \tag{41}
\]

with the boundary occurring at \(r = \ell\). Constant time slices of the metric (41) have the form of the Poincaré disk, a common presentation of two-dimensional hyperbolic space. Geodesics on the Poincaré disk take a simple form: they are segments of circles that intersect the edge of the disk at right angles.

The BTZ spacetime is a black hole geometry living inside AdS\(_3\). We can write the metric as

\[
    ds^2 = -f(\rho)dt^2 + f(\rho)^{-1}d\rho^2 + \rho^2d\phi^2, \tag{42}
\]

where

\[
    f(\rho) \equiv \frac{\rho^2}{\ell^2} - m. \tag{43}
\]

The geometry is asymptotically AdS with radius \(\ell\) as \(\rho \to \infty\). \(m\) is the mass parameter of the black hole, with the horizon located at the radius \(r_H\),

\[
    f(r_H) = 0, \quad \rightarrow \quad r_H \equiv \ell\sqrt{m}. \tag{44}
\]

Unlike the case for higher dimensions, the metric of AdS\(_3\) [39] is not recovered in the massless limit \(m \to 0\), but for \(m = -1\). This is a reflection of the “gapped” nature of AdS\(_3\), with the vacuum separated from the set of black hole states by a finite mass gap.

The BTZ spacetime is locally equivalent to a piece of AdS\(_3\). Under the transformation [61],

\[
    \frac{r^2}{\ell^2} = \frac{\rho \cosh(\sqrt{m}\phi) - \sqrt{m}\ell}{\rho \cosh(\sqrt{m}\phi) + \sqrt{m}\ell}, \quad \cos^2 \theta = \frac{\rho^2 - m\ell^2}{\rho^2 \cosh^2(\sqrt{m}\phi) - m\ell^2}, \tag{45}
\]

with the sign of \(\theta\) chosen to match the sign of \(\phi\), the BTZ metric [42] becomes the metric for AdS\(_3\) in Poincaré disk form [41]. However, the image of BTZ under this map is only a portion of AdS\(_3\). Consider a constant time slice. The boundary of the BTZ geometry is mapped to an arc of the edge of the Poincaré disk, while the BTZ horizon \(\rho = r_H\) is mapped to a segment of the vertical line bisecting the middle of the disk. Then the lines \(\phi = \pm \pi\), which coincide in BTZ, have distinct images on the disk. Thus all of BTZ, parameterized by \(\phi \in (-\pi, \pi)\), is mapped to a single “cell” or “fundamental domain” bounded by these lines, as in figure 25. This region on the Poincaré disk becomes arbitrarily narrow as the black hole mass vanishes \(m \to 0\), while it expands to fill the right-hand-side of the disk as \(m \to \infty\).
FIG. 25. The Poincaré disk showing the embedding of multiple copies of BTZ under the coordinate map [45]. The green curves are the images of the BTZ lines $\phi = (2n + 1)\pi$ for integer $n$, and each “cell” between pairs of green lines is a complete copy of BTZ. The BTZ horizon is mapped to a segment of the red line, and the BTZ boundary to a segment of the disk boundary. The dots in each cell are an example of points that are identified under the quotient. There are an infinite number of cells, though most look very small in these coordinates.

The BTZ geometry for other values of $\phi \in (-\infty, \infty)$ fills out an infinite number of other cells that span the right-hand-side of the Poincaré disk, as in figure 26. Thus a single copy of BTZ corresponds to a quotient of AdS$_3$ under the image of $\phi \sim \phi + 2\pi$, identifying all these cells. Meanwhile, the left-hand-side of the Poincaré disk can be thought of as a duplicate asymptotic region beyond the horizon, corresponding to the maximally extended black hole spacetime, and its images.