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Abstract

Some strategies for reducing energy consumption in information processing devices involve the use of spin rather than charge to carry information. This idea is especially attractive when the spin current is a collective one carried by the condensate of a magnetically ordered state, rather than a quasiparticle current carried by electrons or magnons. In this Chapter we explain how easy-plane magnets can be viewed as Bose-Einstein condensates of magnons, defined in terms of quanta of the spin-component perpendicular to the easy plane, and how they can carry dissipationless spin-currents that induce non-local interactions between electrically isolated conducting channels. We comment specifically on important differences between superconductivity in normal/superconducting/normal circuits and spin-superfluidity in normal/magnetic/normal circuits.

1.1 Introduction

Spintronics, the study of the interplay between the electrical transport and magnetic properties of magnetically ordered solids, has made steady progress over the past few decades. Spintronics involves both phenomena like giant magnetoresistance in which transport properties are influenced by magnetic order configurations, and phenomena like spin-transfer torques in which transport currents can be used to modify magnetic configurations. Pure spin currents, which do not involve charge flow, are routinely detected via the spin-transfer torques they exert on magnetic condensates and the electrical signals they give rise to when spins accumulate near sample boundaries or at

a Department of Physics, The University of Texas at Austin
electrodes. There are hopes that spin-currents have advantages over charge
currents that can be exploited to enable faster or lower power electronic
devices. In this Chapter we discuss the notion of spin-superfluidity in thin
film magnetic systems, either ferromagnetic or antiferromagnetic and either
metallic or insulating, that have approximate easy-plane magnetic order [1–
7]. In spintronics spin-superfluidity refers to the capacity for spin currents to
be carried without dissipation by a metastable configuration of a magnetic
condensate, rather than by an electron or magnon quasiparticle current.

Our Chapter is organized as follows. In Sec. 2 we introduce the concept
of spin superfluidity using the common language of magnetism researchers
by applying Landau-Lifshitz equations to easy-plane magnets. To motivate
the spin-superfluidity concept, we compare the spin-transport properties
of easy-plane magnets to the matter transport properties of an ideal classical
fluid. At the end of the section we discuss some similarities and differences
between easy-plane ferromagnets and BEC systems. In Sec. 3 we discuss per-
pendicular spin injection in finite-size easy-plane magnetic systems. We then
show that spin superfluids can exhibit Josephson-like IV characteristics that
arise ultimately from the topological stability of easy-plane magnetic order in
thin films. Finally, we discuss potential applications of this behavior, and also
the influence in realistic materials of magneto-static interactions, magneto-
crystalline anisotropy, and damped magnetization dynamics. We conclude
in Sec. 4 with a discussion of the relationship between spin-superfluidity in
easy-plane magnetic systems and superconductivity in metals.

This chapter is closely related to the chapter on Spintronics and Magnon
Bose-Einstein Condensation by Duine, Brataas, Bender, and Tserkovnyak,
exthere in this volume. Both chapters are motivated by advances in spin-
tronics that allow spin-currents to be routinely passed between different ma-
terials, including between metals and insulators. The phenomena that are
addressed in the Magnon Bose-Einstein Condensation chapter occur in easy-
axis magnetic systems that are driven electrically into a quasi-equilibrium
steady state.

1.2 Spin superfluidity in ideal easy-plane magnets

To simplify the following discussion we represent an ideal easy-plane magnet
by the Ginzberg-Landau free energy functional [2, 8]

$$F = \int dV \left[ -|\alpha|\mathbf{M} \cdot \mathbf{M} + \frac{\beta}{2} (\mathbf{M} \cdot \mathbf{M})^2 + A|\nabla \mathbf{M}|^2 + KM_z^2 \right]. \quad (1.1)$$
In Eq. (1.1) the first two terms account for the magnetization magnitude and the ground state free energy. The third term is a magnetic stiffness energy $A|\nabla M|^2 \equiv A(|\nabla M_x|^2 + |\nabla M_y|^2 + |\nabla M_z|^2)$ that parameterizes the free energy cost of magnetization non-uniformity. In the easy-plane case of interest, $K$ is positive and the last term characterizes the free energy cost of magnetization that is not oriented in the easy-plane. This expression ignores anisotropy within the easy plane, which we restore later, and also the complex term with long-range non-locality that accounts for magnetostatic interactions [9]. The dynamics of the magnetization $\mathbf{M}$ is described by the Landau-Lifshitz equation [8]

$$\frac{d\mathbf{M}}{dt} = -\gamma \mathbf{M} \times \frac{\delta F}{\delta \mathbf{M}},$$

where $\gamma = g\mu_B/\hbar$ is the gyromagnetic ratio and we have assumed $g$ to be negative for electrons. The Landau-Lifshitz equation are valid when the magnetization varies slowly in space and time and can be derived in a variety of different ways, for example starting from a density-functional theory of the magnetically ordered state [10, 11]. Using the free energy expression in Eq. (1.1) the effective magnetic field that appears on the right-hand side of the Landau-Lifshitz equations and drives magnetization precession is

$$\frac{\delta F}{\delta \mathbf{M}} = -\mathbf{H}_{\text{eff}} = -2A\nabla^2 \mathbf{M} + 2KM_z \hat{z}.$$  

(1.3)

It is sometimes stated that the Landau-Lifshitz equation is a classical equation which describes spin-angular momentum precession. However, we prefer to view it as a quantum equation which describes the collective quantum dynamics of a magnetic order parameter; certainly its derivation is always quantum. It can be viewed as a classical equation only because the quantum spin-dynamics of a macroscopic magnetic condensate is classical. In modern spintronics, the quantum nature of this equation is revealed by the appearance of $\hbar$ in the relationship between classical precession frequencies and spin electromotive forces [12, 13].

The classical ground state of the easy plane ferromagnet has uniform in-plane magnetization. For small deviations from this classical ground state we parametrize $\mathbf{M}$ as $M_0(\cos \phi, \sin \phi, m_z)$ with $m_z = M_z/M_0 \ll 1$. In this limit, which we assume below, the Landau-Lifshitz equations take the form

$$\dot{\phi} = 2\gamma K M_0 m_z,$$
$$\dot{m}_z = 2\gamma A M_0 \nabla^2 \phi, (1.4)$$

(We have ignored terms that are higher order in the small quantities $\nabla \phi$ and $m_z$.) Note that the 2nd equation can be recognized as a continuity
equation for $m_z$. In this interpretation the current corresponding to $m_z$ is the collective spin current

$$j_z = -2\gamma AM_0 \nabla \phi. \tag{1.5}$$

The continuity equation is a direct consequence of the conservation of $m_z$ in an ideal easy-plane ferromagnet, i.e. of the property that the Ginzburg-Landau energy is invariant under rotations around the $\hat{z}$-axis in magnetization space. As we discuss further below, a dissipationless spin current described by Eq. (1.5) flows through the system when the system has nonzero $\nabla \phi$.

Sonin [1] has proposed a helpful analogy between a magnetic system carrying a dissipationless spin-current and a rod that is twisted around its axis. The rod will rotate globally when a torque is applied at one end unless an opposite torque is applied at the other end. Although the net force on every individual atom in a twisted rod with balanced torques vanishes, the two torques can be viewed as giving rise to a uniform angular momentum flux, an angular momentum supercurrent, which passes through the cross section of the rod and transmits a torque applied at one end to the other end, where it is compensated. The non-local relationship between remote ends of the rod is supported by the rigidity of the rod, just as the non-local relationship between spin currents injected at opposite ends of an easy-plane magnet on which we focus is supported by the magnetic order parameter rigidity.

It is important to observe that all the spin-supercurrent phenomena in equilibrium easy-plane magnets that we comment on in this Chapter have an alternate description solely in terms of the spin-torque language commonly used in spintronics, which applies to any magnetic system and is therefore more general. The analogy with superfluid phenomena is restricted to magnetic systems with easy-plane order, but is interesting nevertheless because of the properties it suggests, and because of the light it sheds on the relationship between the collective phenomena studied in superfluids and superconductors and those studied in modern magnetism research, in particular in spintronics. The conversion between normal metal currents and Cooper pair currents via Andreev scattering [14, 15], which is important in mesoscopic superconductivity, is simply the easy-plane limit of the spin-transfer torque concept so central in modern spintronics [16, 23]. To better explain the relationship of spin superfluidity to other superfluid phenomena, we now briefly summarize some key properties of fluids and superfluids.
1.2.1 Classical superfluids

Part of the reason why easy-plane magnetic systems are usefully viewed as being super is that their properties are in compliance with the conventional definition of ideal fluids – fluids without viscosity and thermal conductivity (adiabatic). Ideal fluids can be simply described by Newton’s 2nd law, which is known in fluid dynamics as Euler’s equation:

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\frac{1}{\rho} \nabla p,
\]

(1.6)

where \( \mathbf{v} \) is the velocity of an elemental volume of a fluid, \( \rho \) is the density of the fluid, and \( p \) is the pressure. Note that the left hand side is simply \( d\mathbf{v}/dt \).

An ideal fluid has an important property, referred to as Kelvin’s theorem [24], that the velocity circulation is time independent. (The velocity circulation is defined as the line integral of the velocity around any closed loop in the fluid.) We emphasize later that a related property is essential to the stability of supercurrent states in superfluids. For now we consider the case when the velocity circulation is zero, which means that the vorticity

\[
\omega \equiv \nabla \times \mathbf{v}
\]

vanishes identically everywhere in the fluid. Then one can always find a scalar function \( \phi \) whose gradient is equal to the velocity, i.e.

\[
\mathbf{v} = \nabla \phi.
\]

(1.8)

Eq. 1.8 is similar to Eq. 1.5. Moreover, one can derive from Eq. 1.4 an equation for \( j \) that looks similar to Eq. 1.6, with the pressure term in the latter replaced by a term proportional to \( m_z \). (We will return to this point in the next subsection.) Thus an easy plane ferromagnet can indeed be viewed as an ideal fluid with density proportional to the perpendicular component of the magnetization.

In the following we focus our attention on thin film systems in which the magnetization direction depends only on two spatial coordinates, since this is normally the case of greatest practical interest. The analogies we make will therefore be between thin film magnets and two-dimensional fluids. What is different between an easy-plane-magnet quantum superfluids and the classical ideal fluid is that the velocity potential \( \phi \) is identified as a phase or azimuthal orientation angle in the quantum case. The line integral of the phase or angle gradient over any closed loop must then be an integer multiple of \( 2\pi \). This circulation quantization leads to vortices, topological defects carrying nonzero circulation quanta. Since circulation is conserved in the bulk of an ideal fluid, a vortex will remain stable unless it reaches the
boundary of the fluid where circulation is not well defined, or it annihilates with another vortex with opposite circulation. In circular coordinates \((r, \theta)\) a vortex with circulation \(\kappa\) can be represented by the velocity field \(v = \frac{\kappa}{2\pi r} \hat{\theta} \)  

\begin{equation}
\text{(1.9)}
\end{equation}

One can then estimate the kinetic energy associated with a vortex by integrating \(\frac{1}{2} \rho v^2\) over the whole fluid. It is easy to see that the energy of the vortex increases logarithmically with the system size. It follows that creation or annihilation of a vortex is associated with an unbounded energy change. Moreover, under the assumption of zero viscosity and adiabaticity, creation and annihilation of vortices is the only way for a superfluid to relax from a metastable state with nonzero supercurrent to the zero current ground state. Because the creation of these topological defects requires that large energy barriers be overcome, the current state of a superfluid is extraordinarily stable.

It is instructive to consider the example in which we connect the two ends of a long thin ferromagnetic wire to form a ring, as shown in Fig. 1.1. The in-plane magnetization angle must then rotate by an integer multiple of \(2\pi\) as one moves around the ring to complete a cycle. Provided that the total rotation angle is not zero, there is according to Eq. 1.5 a persistent spin supercurrent in the ring because of the nonzero azimuthal angle gradient. The topological stability of this spin supercurrent state is then obvious since it is not possible to change the angle winding number by locally perturbing the magnetization. This geometry is similar to the twisted rod example given earlier in this chapter, and is related to the celebrated rotating cylinder experiment in superfluid He\(^4\).

Now imagine that a vortex with an angle winding of \(2\pi\) is nucleated at one boundary of the ring and moves across the width of the ring. The azimuthal angle change from one end of the sample to the other, measured along the direction perpendicular to the path of the vortex, changes by \(2\pi\) for every vortex which is nucleated on one edge of the ring, moves across, and is then annihilated at the other edge to restore a uniform superfluid. This *phase slip* is accompanied by a lower free energy when it reduces \(|\nabla \mathbf{M}|^2\), and also a smaller spin supercurrent. The barrier for supercurrent relaxation is thus proportional to the vortex nucleation energy, and can greatly exceed \(k_B T\) because it is a collective barrier involving many electronic spins. A similar argument explains the metastability of currents in superconductors. In the interior of a magnetic vortex, the magnetization is rotated out of the easy plane, allowing the in-plane magnetization to vanish and \(\phi\) to change
Figure 1.1 Metastable magnetization configuration formed by an easy-plane ferromagnet in a ring. This configuration carries a dissipationless spin supercurrent. The magnetization in this illustration changes by $4\pi$ upon enclosing the ring.

discontinuously. The energy cost of creating vortices is therefore related in part to the strength of the easy-plane anisotropy. A non-zero uniaxial anisotropy energy is essential for the stability of the spin supercurrent [2], as we emphasize again in the next subsection.

As we have explained, the stability of supercurrent states in general superfluids can be understood in terms of the conservation of circulation, whether quantum or classical. However, we have not yet addressed the reason why the superfluids act like idea fluids, i.e. why viscosity (or dissipation) is absent. This issue will be discussed in the next subsection.

1.2.2 Spin superfluidity and Bose-Einstein condensation

The prototypical superfluid, liquid He$^4$, is also a Bose-Einstein condensate. Although the two concepts, superfluidity and BEC, are not equivalent, nor is one necessarily the consequence of the other, they are intimately related. In this subsection we will discuss the relationship between BEC and superfluidity, while at the same time making a comparison between BEC and easy-plane magnetism.

Briefly, to avoid repeating material presented in earlier Chapters, we define a BEC as a state of matter in which a macroscopic number of bosonic particles share the same single-particle wavefunction. For simplicity we assume here that all particles are in the same state. One can then write the wavefunction of this state $\Psi$ as a direct product of the single particle states
\[ \psi: \]
\[ \Psi(\{r_i\}, t) = \prod_{i=1}^{N} \psi(r_i, t) \exp(-i\mu t/\hbar) \]  
(1.10)

where \( \psi \) satisfies a mean-field Schrödinger equation:

\[ \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2}{2m} \nabla^2 - \mu \right) \psi + \psi \int |\psi(r')|^2 N U(r - r') dr'. \]  
(1.11)

Here \( \mu \) is the chemical potential, and the last term is due to a weak interaction between particles. The factor \( N \) in the last term reflects the fact that the effective interaction strength scales with the number of particles in the condensate. Equation 1.11 is called the (time-dependent) Gross-Pitaevskii (GP) equation[25, 26] and is central to the earliest and also the most widely used microscopic theory of BECs formed by weakly interacting bosonic particles. Below we will absorb a \( \sqrt{N} \) factor into \( \psi \). The integral of \( |\psi|^2 \) over space is then the total number of particles in the condensate. We can therefore regard \( \psi \) as the order parameter of the condensate and the GP equations as an equation for order parameter dynamics. Below we emphasize its similarity to the Landau-Lifshitz equation for the order parameter dynamics of an easy-plane magnet. The close relationship between these two equations is of course not coincidental.

Assuming the BEC order parameter is a complex scalar function of position and time \( \Psi = \sqrt{n(r, t)} e^{i\phi(r, t)} \), where \( n \) is the density of the condensed particles, the time dependent GP equation can be rewritten as coupled equations for \( n \) and \( \phi \):

\[ \hbar \dot{\phi} = \frac{\hbar^2}{2m} \left( \frac{1}{2n} \nabla^2 n - \frac{1}{4n^2} |\nabla n|^2 \right) - \frac{\hbar^2}{2m} |\nabla \phi|^2 + \mu - U_0 n, \]  
(1.12)

\[ \dot{n} = -\frac{\hbar}{m} \left( n \nabla^2 \phi + \nabla n \cdot \nabla \phi \right), \]

where \( U_0(r) \equiv \int U(r - r') dr' \). The 2nd equation has the form of continuity equation if the current is

\[ j = n \frac{\hbar}{m} \nabla \phi \equiv n v_s. \]  
(1.13)

One can check that such a definition indeed agrees with that calculated from the standard formula \( j = -\frac{\hbar}{2m} (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*) \). Moreover, by taking the time derivative of \( v_s \) and making use of the first equation in Eq. 1.12 we
obtain
\[
\frac{\partial \mathbf{v}_s}{\partial t} + \mathbf{v}_s \cdot \nabla \mathbf{v}_s = -\nabla \left[ \frac{U_0 n}{m} - \frac{\mu}{m} - \frac{\hbar^2}{2m^2} \left( \frac{1}{2n} \nabla^2 n - \frac{1}{4n^2} |\nabla n|^2 \right) \right]
\]  
(1.14)

which coincides with Euler’s equation for an ideal fluid, Eq. 1.6. Thus the condensate is an ideal fluid, conserves velocity circulation, and is irrotational ($\nabla \times \mathbf{v}_s = 0$). Moreover, its angular momentum must be carried by quantized vortices as we discussed in the previous subsection. (These conclusions apply only when the BEC order parameter is a complex scalar function, and do not apply to spinor BECs.) The Landau-Lifshitz equations of easy-plane magnets, Eq. 1.4, correspond to the GP equations of BECs if we associate the term $\propto m_z$ in the first equation of the former with $\mu - U_0 n$. (The counterpart of the kinetic energy term in Eq. 1.12 has been ignored in Eq. 1.4 which considered the spatially constant order parameter case.) It is then interesting to ask if this means that an easy-plane ferromagnet can also be viewed as a BEC. Below we show that this is indeed the case.

Let us start from a single macrospin with angular momentum $s\hbar$, where $s$ is a real number much larger than $\frac{1}{2}$. Taking the $z$ direction to be the quantization axis, the raising and lowering operators for the $z$-spin are written as
\[
S_+ = S_x + iS_y, \quad S_+ |s, s_z\rangle = \sqrt{s(s+1) - s_z(s_z+1)} \hbar |s, s_z + 1\rangle,
\]
\[
S_- = S_x - iS_y, \quad S_- |s, s_z\rangle = \sqrt{s(s+1) - s_z(s_z-1)} \hbar |s, s_z - 1\rangle
\]
where $|s, s_z\rangle$ is the eigenstate of $S_z$ with the eigenvalue $s_z\hbar$. Letting $S_-$ act repeatedly on eigenstates of $S_z$ generates a set of states $|n\rangle$, which are eigenstates of $S_z$ with eigenvalues $(s-n)\hbar$. One can then define a set of bosonic creation and annihilation operators acting on these Fock states, $a^+$ and $a$, which decrease $(a^+)$ or increase $(a)$ the spin projection in $z$ direction by $\hbar$, i.e.,
\[
[a, a^+] = 1,
\]
\[
a|n\rangle = \sqrt{n} |n-1\rangle,
\]
\[
a^+|n\rangle = \sqrt{n+1} |n+1\rangle.
\]

$a^+$ and $a$ are related to $S_\pm$ and $S_z$ through the Holstein-Primakoff transformation [27]
\[
S_+ = \hbar \sqrt{2s - a^+ a} a,
\]
\[
S_- = \hbar \sqrt{2s - a a^+} a^+,
\]
\[
S_z = \hbar (s - a^+ a).
\]
We first ignore magnetic anisotropy altogether by assuming for the moment that the Hamiltonian commutes not only with the total spin component $S_z$, as it does in ideal easy-plane ferromagnets, but also with $S_x$ and $S_y$. In this case all eigenstates occur in spin-multiplets and in the case of ferromagnets, the ground state multiplet has a macroscopic value of $s$, proportional to the size of the system. Now consider the ground state of an easy-plane ferromagnet, which should be an eigenstate of $S_x^2 + S_y^2$. We define this state as $|XY\rangle$, which must have the property that

$$S_x^2 |XY\rangle = \left[ S^2 - (S_x^2 + S_y^2) \right] |XY\rangle = 0. \quad (1.18)$$

Therefore $|XY\rangle$ can be constructed using the bosonic operator $a^+$ acting on the vacuum—the eigenstate of $S_z$ with eigenvalue $s\hbar$:

$$|XY\rangle = |s, s_z = 0\rangle = \frac{1}{\sqrt{s!}} \left( a^+ e^{i\phi} \right)^s |0\rangle, \quad (1.19)$$

where $\phi$ is the azimuthal orientation angle of the macrospin. Therefore the ground state of an easy-plane ferromagnet can be viewed as a condensate of $N = M_{tot}/(\langle g \rangle \mu_B \hbar)$ $z$-spin Holstein-Primakoff bosons (magnons). When magnetic anisotropy is included, the ground state weakly mixes states with slightly different values of $s$, but this picture still applies. For an easy-spin magnet, the Landau-Lifshitz equation can therefore be viewed as the counterpart of the GP equation for the $z$-spin magnon condensate. Quantum fluctuations in the local value of $S_z$ correspond to quantum fluctuations in boson density and, quantum fluctuations in the azimuthal angle $\phi$ correspond to quantum fluctuations in the condensate phase. The correspondence between the $m_z$ term in the $\dot{\phi}$ equation in Eq. 1.4 and $(\mu - U_0 n)$ in Eq. 1.12 is also clear since both express the energy change associated with changing the particle number by one. We note that another way to understand the condensate nature of an easy-plane ferromagnet is through its analogy with the pseudospin description of superconductivity by Anderson[28], with electron-electron pairing in superconductivity replaced by electron-hole pairing in easy-plane ferromagnetism[2].

It is now time to discuss the origin of vanishing viscosity in superfluids in relationship to analogous properties of easy-plane ferromagnets. First we discuss the analog of the Landau’s criterion for superfluidity, namely that the system be in a metastable state that cannot relax to the ground state via elementary excitations, which we now briefly summarize. (Vortex nucleation requires an unbounded energy and is not an elementary excitation.) A fluid flowing with velocity $\mathbf{v}$ has kinetic energy $E = \frac{1}{2} M v^2$. Consider the possibility of energy dissipation through creation of an elementary excita-
tion that has energy $\epsilon$ and momentum $\mathbf{p}$ in the reference frame moving with the fluid. One can find that in the rest frame the energy of the excitation is $\epsilon + \mathbf{p} \cdot \mathbf{v}$. The moving fluid is metastable (ignoring thermal excitations at finite temperature) only if all excitations have positive energy in the rest frame, i.e. only if the velocity of the fluid

$$v < \min \left( \frac{\epsilon}{p} \right).$$  

(1.20)

If the elementary excitations of the fluid have linear dispersion, this criterion can be satisfied below a critical velocity. Indeed, the elementary excitations in weakly interacting boson systems (as in superfluid He$^4$) are sound waves with linear dispersion as can be derived by linearizing the GP equation around its ground state solution $\Psi$. Easy-plane ferromagnets are also superfluids in the same sense that their finite spin-current states can decay to the ground states only via vortex-nucleation processes and not via elementary excitations. As in a BEC, an easy-plane ferromagnet has linearly dispersing spin waves as elementary excitations. This result can be established by taking the 2nd order time derivative of $\phi$ and making use of the Landau-Lifshitz equation Eq. [LA] to obtain

$$\ddot{\phi} = 4\gamma^2 M_0^2 AK \nabla^2 \phi.$$  

(1.21)

The spin-wave velocity

$$c = 2|\gamma|M_0\sqrt{AK}$$  

(1.22)

is identical to the upper critical value of the spin supercurrent [2]. The linearly dispersive elementary excitations in both BEC and easy-plane ferromagnets are Goldstone modes related in the magnet case to spontaneous rotational symmetry breaking and in the BEC case to gauge symmetry breaking. Isotropic ferromagnets are not spin superfluids because their magnon dispersion is quadratic rather than linear at long wavelengths [1]. Landau’s criterion is, however, not a sufficient condition for superfluidity, since it says nothing about the topological stability of the metastable superfluid states.

We end this section by noting that a discussion of superfluidity normally starts from the identification of a well defined current. In other words, from a continuity equation that can be written down for the physical quantity that is transported without dissipation and whose total number is conserved. This is not a problem with the mass superfluidity in BEC or the charge superfluidity in superconductors, since particle number is a good quantum number in both cases. However, no component of spin is ever really a good quantum number due to inevitable spin-orbit coupling and magneto-static
interaction processes. The concept of spin currents has nevertheless been useful in spintronics, because spin is nearly conserved. The use of this concept does however sometimes lead to debate and confusion [1, 29], especially in cases where spin-orbit coupling plays a dominant role [30]. In fact, the easy-plane anisotropy required for a finite critical current in our spin superfluid obviously requires spin-orbit coupling. If there is no other anisotropy the $z$ component of total spin is still a good quantum number, which means the $z$-spin supercurrent is well defined. In reality, however, there is always some anisotropy in the easy plane. The fact that $S_z$ is not conserved leads to both dissipative and reactive effects which must both be taken into account in analyzing spin-transport phenomena. When we invoke the concept of spin-superfluidity we have in mind the metastability of magnetic configurations that carry spin-currents through a system collectively through the magnetic condensate, and not via non-equilibrium magnon or electron quasiparticles. In the next section we will discuss realistic situations and show how the concept of spin superfluidity is useful even though $S_z$ is not a good quantum number.

1.3 Dynamics of spin superfluids with spin injection

The central idea of spintronics is that spin can be used instead of or as a complement to charge to carry information through circuits and to store information. When spin-orbit coupling is negligible, total spin is a good quantum number. One can then define the spin current by multiplying spin with the probability current operator $j$, for example $S_z j$ is the spin current operator for the $\hat{z}$-spin projection (see below). One therefore needs to trace over the spin degree of freedom to get the expectation value of the spin current. It is possible to have a spin current that is not accompanied by net charge transport, a pure spin current, when the charges carried by states with opposite spins cancel. Since spins couple to lattice vibrations much more weakly than charges, the Joule heating problem associated with electronics-based circuits could be mitigated if charge and spin transport could be decoupled.

In the absence of spin-orbit coupling and magnetostatic interactions

$$\dot{S} = \frac{i}{\hbar} [H, S] = 0; \quad (1.23)$$

in other words spin is a good quantum number. For an individual indepen-
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dent electron

\[ \frac{\partial \langle S(\mathbf{r}, t) \rangle}{\partial t} = -\langle S \otimes (\nabla \cdot \mathbf{j}) \rangle \equiv -\nabla \cdot \langle \mathbf{j}_S \rangle, \]  

(1.24)

where \( \mathbf{j} \) is the usual probability current operator in quantum mechanics, and \( \mathbf{j}_S \) is the spin current operator which is a rank 2 tensor. When \( S \) is not a good quantum number,

\[ \dot{S} = -i \frac{\hbar}{\hbar} [H, S] \equiv \Pi \neq 0, \]  

(1.25)

where \( \Pi \) is the spin torque operator, and

\[ \frac{\partial \langle S \rangle(\mathbf{r}, t)}{\partial t} = i \frac{\hbar}{\hbar} \left[ (H \psi)\psi^\dagger S - \psi^\dagger (H \psi) S \right] + \psi^\dagger \Pi \psi. \]  

(1.26)

One cannot isolate a current from the right hand side of Eq. 1.26 in any unambiguous way. Even in the case that the first term on the right hand side of Eq. 1.26 can be approximately identified as the divergence of the spin current defined in Eq. 1.24, the torque term can still change the spin density locally even with a uniform steady effective spin current. If one insists on maintaining the same definition of spin current, this torque term accounts for additional sources and sinks of spins.

It should be acknowledged that spin-currents are in fact normally accompanied by dissipation. We distinguish two classes of mechanisms. (i) Dissipation associated with diffusive motion of magnon or electron quasiparticles: Quasiparticle scattering tends to relax the quasiparticles toward a state that is at rest with respect to the lattice, and in the process to transfer energy to phonons or magnons. In this case the dissipation can be described by classical Boltzmann theory. There is little difference, particularly if spin is carried by electronic quasiparticles, between the dissipation associated with quasiparticle charge currents and spin currents. (ii) Dissipation due to relaxation of the magnetic condensate toward its minimum energy configuration. This type of dissipation is captured by the Gilbert damping terms which appear in the Landau-Lifshitz equations for collective dynamics. No analogous terms appear in the GP equations for an equilibrium BEC. Similar terms do appear however in phenomenological descriptions of magnon condensates, which are always non-equilibrium steady states that are not true thermal equilibrium. By exploiting spin supercurrents in an easy-plane ferromagnet one can largely get rid of the dissipation due to the first mechanism. If \( S_z \) is conserved, the spin supercurrent is well defined and one can use the easy-plane ferromagnet as a dissipationless link to efficiently transport spin between remote spintronics devices.
To understand the role of Gilbert damping and magnetic anisotropy within the easy plane we need to study the dynamics of spin superfluids subject to injection or extraction of normal spin currents, which is discussed in the next subsection. The spin spiral states of Fig. 1.1 which carried a spin supercurrent in the ideal case, are slightly distorted by weak in-plane magnetic anisotropy, but their metastability is largely unaffected. In Sec. 1.3.2 we discuss a possible spintronic device based on easy-plane ferromagnets that is conceptually similar to a N-S-N circuit containing normal metal leads connected to a superconducting wire.

1.3.1 Dynamics of spin superfluids with spin injection

In this subsection we describe the basic ideas needed to understand spin supercurrents in a finite easy-plane ferromagnet coupled to external sources/drains of quasiparticle spin. The spintronics toolkit contains a variety of possible sources of spin-currents with spin polarization perpendicular to the easy plane, including ones based on the spin Hall effect, ferromagnetic resonance, or electron tunneling from perpendicular anisotropy magnetic films. Note that electrical generation of spin-currents always requires a charge bias potential. A normal spin current in an easy-plane ferromagnet can be supported by electronic quasiparticles only close to the current source. Assuming that $S_z$ is a good quantum number for now, the continuity equation for $S_z$ in this boundary layer guarantees that this current will be converted into a collective spin-supercurrent:

$$j_{nz} = 2\gamma AM_0 \nabla \phi|_B,$$

where $j_{nz}$ is the $z$-spin current injected from the source, and the subscript $B$ indicates that the spatial derivative of the azimuthal magnetization orientation $\phi$ should be evaluated at a position close to the source or drain.

By eliminating $m_z$ in the Landau-Lifshitz equation Eq. 1.4, the dynamics of $\phi$ in the bulk of the easy-plane ferromagnet is described by Eq. 1.21. For simplicity we consider a one dimensional problem. In the steady state $\phi(x, t) = \phi(x) - \omega t$, and $\phi(x)$ is the solution of

$$\partial_x^2 \phi = 0,$$

$$j_{nz} = 2\gamma AM_0 \nabla \phi|_B,$$

where the boundary condition must be satisfied at both ends of the 1D system. These conditions yield

$$\phi(x, t) = \frac{j_{nz}}{2\gamma AM_0} x - \omega t,$$

(1.29)
Spin-Superfluidity and Spin-Current Mediated Non-Local Transport

The easy-plane ferromagnet is driven to a spiral state with wave vector

\[ q = \frac{j_{nz}}{2\gamma AM_0}, \]  

(1.30)

and the net spin current injected into the system must be zero or the system would not be able to find a steady state. \( j_{nz} \) also has to be smaller than the critical value given in Eq. 1.22 in order for the supercurrent state to be sustained.

To understand the significance of the spin-precession frequency we transform the spin part of the system into a rotating frame synchronized with the precession of the order parameter. The unitary operator which achieves this transformation is

\[ U = e^{-i\omega t}\sigma_z. \]  

(1.31)

In the mean-field Hamiltonian of the easy-plane ferromagnet the time-dependent order parameter leads to a term proportional to \( \cos(qx - \omega t)\sigma_x + \sin(qx - \omega t)\sigma_y \). Applying the unitary transformation on this operator yields

\[ U \left[ \cos(qx - \omega t)\sigma_x + \sin(qx - \omega t)\sigma_y \right] U^\dagger = \cos(qx)\sigma_x + \sin(qx)\sigma_y, \]  

(1.32)

i.e. the precession is removed. The tradeoff is that the Hamiltonian acquires a spin-dependent chemical potential shift, which can be seen from the modification to the time-evolution operator

\[ |\psi(t)\rangle_R = U|\psi(t)\rangle = e^{-i\omega t}\sigma_z e^{-i\frac{Ht}{\hbar}}|\psi(0)\rangle = e^{-i\frac{Ht}{\hbar} + \frac{\hbar\omega}{2}\sigma_z}|\psi(0)\rangle_R. \]  

(1.33)

Note that the last equality requires \( S_z \) to be conserved. This equivalence between dynamics and spin-dependent chemical potential is well known in spintronics where it is responsible for spin-pumping [31] and spin electromotive forces [12, 13].

We now consider the effect of adding in-plane uniaxial anisotropy along the \( x \) direction to the magnet’s energy functional:

\[ -K'M_z^2 = -\frac{1}{2}K M_0^2 \cos(2\phi) + \text{const}, \]  

(1.34)

where the constant term can be ignored. The discussion below can be easily generalized to other forms of anisotropy. A Hamiltonian contribution which gives rise to this anisotropy obviously does not commute with the \( z \) component of spin in the microscopic Hamiltonian. As a result the \( z \)-spin current is rigorously speaking not a well defined quantity. Nevertheless as we have discussed earlier in the approximation that the spin density varies slowly in
space we can still use the spin current language and separate the contribution to $\dot{m}_z$ into a current term and a torque term. This can be seen in the Landau-Lifshitz equations modified by this anisotropy:

$$\dot{\phi} = 2\gamma K M_0 m_z,$$

$$\dot{m}_z = 2\gamma AM_0 \nabla^2 \phi - \gamma K' M_0 \sin(2\phi),$$

where we have assumed $K' \ll K$ and on this basis ignored its modification to the $\dot{\phi}$ equation. The 2nd term on the right hand side of the $\dot{m}_z$ equation is the extra torque from anisotropy within the easy-plane. Eliminating $m_z$ from Eq. 1.35 we obtain the sine-Gordon equation

$$\ddot{\phi} - c^2 \left[ \nabla^2 \phi - \frac{\sin(2\phi)}{l^2} \right] = 0,$$

where $c$ is given in Eq. 1.21, and $l = \sqrt{2A/K'}$. The simplest time-independent solution of Eq. 1.36 contains a single soliton (domain wall):

$$\phi(x) = 2 \arctan \left[ \exp \left( \sqrt{2} - \frac{a}{l} \right) \right],$$

where $a$ is the arbitrary soliton position. The homogeneous spiral state in the absence of the easy-axis anisotropy is thus not a stable state of the system; for any given phase gradient the system can lower its energy by locally rotating the in-plane polarization toward its easy axis, thereby distorting the simple spiral state. The collective spin supercurrent is nonuniform in space, with its divergence matching the rate of transverse spin creation or annihilation by the torque from the in-plane anisotropy. It is often still possible, however, to find metastable distorted spiral states which satisfy the boundary conditions imposed by spin-currents injected or absorbed at sample boundaries by solving a boundary value problem with Neumann boundary conditions:

$$\partial_x^2 \phi - \frac{\sin(2\phi)}{l^2} = 0,$$

$$\mathbf{j}_{nz}|_{L,R} = 2\gamma A M_0 \partial_x \phi|_{L,R}.$$

Strictly speaking the boundary conditions should include a spin torque term due to the easy-axis anisotropy at the boundary. However, since the torque contribution is an integral over the volume of the boundary layer, we can always ignore this term provided that the boundary layer is thin enough. An example of the solution of Eq. 1.38 is shown in Fig. 1.2.

Since static solutions balance spatial variation in spin currents against the in-plane anisotropy torque, it is clear that when the net current injection
exceeds a value determined by the easy-axis anisotropy, a static solution may not be found. An estimate of the critical current imbalance can be made by assuming the stiffness $A$ is very large, so that both the wavelength of the spiral (Eq. (1.29)) and the width of the domain wall $l$ greatly exceed the system size. In this macrospin limit Eq. (1.38) reduces to

$$-\gamma K'M_0V \sin(2\phi) = I_L + I_R,$$

where $V$ is the volume of the easy-plane ferromagnet and $I_{L,R}$ are the normal spin currents injected. In this limit the critical current imbalance is

$$\max(|I_L + I_R|) = |\gamma|K'M_0V \equiv I_c.$$  \hspace{1cm} (1.40)

A discussion of the opposite limit that $l \ll L$ where $L$ is the length of a long easy-plane ferromagnet can be found in \[6\]. Note that static solutions are always available when the spin-current injected at one end of the sample is equal to the spin-current removed at the other end of the sample.

The order parameter is not static when there are no metastable magnetic configurations that satisfy spin-injection boundary conditions. Under such circumstances it is necessary to consider its damping. Collective magnetization dynamics, including damping, is accurately described by the Landau-Lifshitz-Gilbert (LLG) equation when magnetic order is well developed:

$$\frac{dM}{dt} = -\gamma M \times \frac{\delta F}{\delta M} + \frac{\alpha}{M_0} M \times \frac{dM}{dt},$$

where $\alpha$ is the Gilbert damping parameter. Taking the in-plane easy axis anisotropy into account, the LLG equation in terms of $\phi$ and $m_z$ is

$$\dot{\phi} = 2\gamma KM_0 m_z - \alpha \dot{m},$$

$$\dot{m}_z = 2\gamma AM_0 \nabla^2 \phi - \gamma K'M_0 \sin(2\phi) + \alpha \dot{\phi}.$$

Figure 1.2 Distorted supercurrent spiral in a finite 1D system with spin injection at the sample ends and uniaxial easy-axis anisotropy along $\hat{x}$. 

Solving Eq. 1.42 in a finite system is challenging in general. Here we only consider the macrospin limit and assume a steady state in which $\dot{\phi}$ is spatially constant. For large easy-plane anisotropy this means that $\dot{m}_z = 0$ according to the $\dot{\phi}$ equation in Eq. 1.42. We thus arrive at a single equation for $\phi$:

$$-\gamma K'M_0 V \sin(2\phi) + \alpha V \dot{\phi} = I_{\text{net}}.$$  \hspace{1cm} (1.43)

For $|I_{\text{net}}| \gg I_c$, where $I_{\text{net}} = I_L + I_R$, the solution is approximated by $\phi(t) = \phi_0 + (I_{\text{net}}/\alpha V) t$. When $|I_{\text{net}}| \sim I_c$, $\phi(t)$ has an additional oscillatory contribution. (cf. Fig. 1b in [6]).

An important consequence of having both in-plane anisotropy and Gilbert damping in the easy-plane ferromagnet is that it is possible to drive the easy-plane ferromagnet across the transition between two very different spin-transport regimes. Specifically, recall that the precession of the in-plane magnetization is equivalent to a spin-dependent chemical potential shift $\delta \mu = -\hbar \dot{\phi} / 2 \sigma_z$ (Eq. 1.33). When the magnetization is static $\delta \mu = 0$ even for finite $I_{\text{net}} < I_c$ because of the easy-axis anisotropy within the easy plane, whereas in the steady precessing state $\delta \mu \approx -\hbar I_{\text{net}} / 2 \alpha V \sigma_z$, which can be very large when damping is small. The current dependence of the spin voltage in the system is thus highly nonlinear. In the next subsection we will study this behavior in more detail and explore its potential use.

1.3.2 Device based on a N-S-N junction

In this subsection we study a structure formed by an easy-plane ferromagnet sandwiched between two perpendicular anisotropy ferromagnetic tunnel junctions, as schematically illustrated in Fig. 1.3. A ferromagnetic tunnel junction is formed by two easy-axis ferromagnets with opposite magnetizations, separated by dielectrics. When a tunneling current is established in the junction, $z$-spin conservation dictates that there must be pure spin currents injected into the easy-plane magnetic system at the position of the tunnel junction stack. These spin currents can be carried collectively from one stack to the other, even when the easy-plane system is not metallic. Because the quasiparticle spin currents in the ferromagnetic tunnel junctions are converted into spin supercurrents in the easy-plane ferromagnet, this geometry provides a magnetic analog of a N-S-N circuit.

The spin N-S-N junction can also be described using a microscopic model suitable for nonequilibrium Green’s function calculations, which we briefly introduce here. The left and right metal stacks can be represented by nearest neighbor tight-binding models with no spin-orbit coupling and a difference between the up and down spin chemical potentials. To model the easy-plane
magnet, we add to the tight binding model a mean-field on-site anisotropic interaction

\[ H_A = \sum_i \sum_{\alpha=x,y,z} U_\alpha S_i \langle S_i \rangle, \quad (1.44) \]

and set \( U_x = U_y < U_z \) to account for the easy-plane or hard-axis anisotropy. \( H_A \) is also responsible for spontaneous magnetic ordering. This microscopic model complements the macroscopic Landau-Lifshitz description in the previous subsection by providing information on, e.g. the dependence of the magnitude of the in-plane magnetization on the potential biases in the leads, the decay length of normal spin currents injected into the easy-plane ferromagnet, and on the difference in behavior between insulating and metallic easy-plane ferromagnets. The model can also be used to study spin superfluidity in antiferromagnets since the on-site interaction Eq. 1.44 is more likely to lead to antiferromagnetic ground state in equilibrium.

A benefit of using the ferromagnetic tunnel junctions to inject spin currents into the easy-plane ferromagnet is that the size of the spin current is directly determined by the electric voltages applied across the junctions. The magnetization dynamics of the easy-plane ferromagnet influences transport through the perpendicular magnetic anisotropy stacks through the effect we mentioned at the end of the last subsection. By contacting two ferromagnetic tunnel junctions to the same easy-plane ferromagnet, it is possible to realize highly nonlinear and nonlocal current-voltage characteristics, particularly when the easy-plane ferromagnet is driven across the transition between static and precessing states. Such a device has potential application as a field-effect transistor. Similar proposals have been made using other condensed matter systems, e.g. spatially indirect exciton condensates [32, 33].

To continue the analysis we stay with the large easy-plane anisotropy and macrospin limit, for which Eq. 1.43 applies. It is however more relevant to use electric voltages across the ferromagnetic tunnel junctions instead of spin currents to characterize circuit characteristics. From the continuity equation
of $z$-spin in the region of the ferromagnetic tunnel junctions it follows that the spin current is proportional to the tunneling charge current, i.e.

$$I_{L,R} = \frac{F_{L,R}}{e} g_{L,R} U_{L,R},$$

(1.45)

where $g_{L,R}$ is the tunnel conductance, $U_{L,R}$ is the bias voltage across the tunnel junction, and $F_{L,R} \leq 1$ is a system dependent parameter characterizing the conversion efficiency between charge (number) current and spin ($m_z$) current. When the in-plane magnetization of the easy-plane ferromagnet starts to precess, $U_{L,R}$ will be shifted by $-\hbar \dot{\phi}/e$ in the rotating frame of the easy-plane ferromagnet. It follows that in this case

$$I_{L,R} = \frac{F_{L,R}}{e} g_{L,R} \left( U_{L,R} - \frac{\hbar \dot{\phi}}{e} \right).$$

(1.46)

Eq. (1.43) then becomes

$$I_{c} \sin(2\phi) + g_{i} \frac{\hbar \dot{\phi}}{e^2} = \frac{F_{L}}{e} g_{L} \left( U_{L} - \frac{\hbar \dot{\phi}}{e} \right) + \frac{F_{R}}{e} g_{R} \left( U_{R} - \frac{\hbar \dot{\phi}}{e} \right),$$

(1.47)

where $I_{c}$ is given in Eq. (1.40) and

$$g_{i} \equiv \alpha V e^2 / h$$

(1.48)

characterizes the Gilbert damping induced dissipation. When one increases $U_{L} + U_{R}$ so that $I_{\text{net}}$ greatly exceeds $I_{c}$, the first term in Eq. (1.47) vanishes after time averaging. Combining Eqs. (1.47) and (1.46) yields

$$I_{L}^{e} = \frac{g_{i} + F_{R} g_{R}}{g_{i} + F_{R} g_{R} + F_{L} g_{L}} U_{L} - \frac{F_{R} g_{L}}{g_{i} + F_{R} g_{R} + F_{L} g_{L}} U_{R},$$

(1.49)

where $I_{L}^{e}$ means the tunneling electron current at the left tunnel junction. A similar equation for $I_{R}^{e}$ can be obtained by interchanging $L$ and $R$ labels. A non-local correlation between the charge currents and voltages at the two tunnel junctions is thus established through the easy-plane ferromagnet, even when no charge paths connect the tunnel junction stacks.

The static and precessing regimes discussed above are partly analogous to the DC and AC Josephson effects in superconductors [34, 35]. The essence of the DC Josephson effect is that when the order parameter is static, the supercurrent is dependent on the position dependence of the condensate phase. A current can flow even when the voltage drop measured along the superconductor vanishes. In the AC Josephson effect the order parameter phase is linearly increasing on time with a constant rate of change proportional to the voltage applied across the superconductor.

Comparing Eq. (1.49) to the static case in which $I_{L}^{e}$ is simply equal to $g_{L} U_{L}$,
we find that the effective conductance (with $U_R$ fixed) is reduced by a factor of

$$r = \frac{g_i + F_{RGR}}{g_i + F_{RGR} + F_{LR}}. \quad (1.50)$$

The conductance reduction factor $r$ reflects the property that when the critical current is exceeded, electrons can no longer flip their spins by scattering off the easy-plane magnetic condensate and must instead take advantage of the incoherent process that contribute to Gilbert damping in order to make their way through the stack. $r$ can in principle be much smaller than 1 if $g_i + F_{RGR} \ll F_{LR}$, providing two states distinguished by very different DC resistances. Note that $g_i$ is proportional to nano-particle volume whereas $g_R$ and $g_L$ are proportional to stack areas, so that large conductance reduction can be achieved only in high quality thin film nanomagnets. Moreover, the transition between these two states can be controlled by $U_R$ since it is determined by $I_{\text{net}}$ (Eq. 1.40) or $U_L + U_R$. The device behaves very much like a field effect transistor (FET) and can be used as a switch. The typical current-voltage characteristics of the device is shown in Fig. 1.4. We note that when $|I_{\text{net}}|$ increases slightly above $I_c$ from below the charge current will have a large AC component while the DC component has a sudden drop.

The performance of a switch is evaluated based mainly on the following three considerations: the on/off ratio, the switch voltage (voltage around which the switching occurs), and the stability of the switching behavior against thermal fluctuations. We already see that small Gilbert damping $\alpha V$ (cf. Eq. 1.48) and effective spin current injection (large $F_{LR}g_{LR}$) are necessary for large on/off ratio. Permalloy is likely a suitable candidate for the easy-plane ferromagnetic junction because of its weak damping, and also because of the small anisotropy which the switch voltage is proportional to (cf. Eq. 1.40). Since $g_i \propto V$ it is ideal if the cross-sectional area
is dominated by ferromagnetic stacks rather than by the easy-plane link part. The thermal stability of the switch is determined by the energy barrier between the static and the precessing states [36-38], which is the in-plane anisotropy energy $\sim K'M_0^2V$. Therefore for the device to be operational, the minimal voltage difference between the on and the off states is

$$\delta U \sim (k_BT/K') \times (e^2I_c)/(F_Lg_L)$$

should satisfy

$$\frac{\delta U}{k_BT} \sim \frac{1}{M_0F_Lg_L} \ll 1,$$

where $M_0$ and $g_L$ are in units of $\mu_B$ and $e^2/\hbar$, respectively. This relation means that because of the collective nature of the switching phenomena, fundamental limits on conventional devices based on single electron behavior, can be circumvented.

1.4 Discussion and conclusions

In this chapter we have explained that ideal easy plane magnets can be viewed as equilibrium magnon Bose-Einstein condensates. Magnon condensation in equilibrium differs qualitatively from condensation in systems with steady-state non-equilibrium populations of magnons, even when these partially thermalize. Just as Bose-Einstein condensation occurs in systems with conserved particle number, ideal equilibrium magnon condensation occurs in easy-plane magnetic systems in which the perpendicular $\hat{z}$ component of spin is a good quantum number. In these ideal systems a spiral magnetization configuration is metastable and carries a spin current without dissipation.

In realistic cases, no component of spin is conserved. The concept of spin currents is nevertheless useful in both paramagnetic and ferromagnetic metals, even though it is necessary to be cautious in using the spin current concept which is sometimes ambiguous. This is also true for easy plane magnetic systems regarded as spin superfluids. The spin-current contribution to collective spin-dynamics which is readily identified in ideal systems is still present in the Landau-Lifshitz equations, which are the magnetic analog of the GP equations. There are still metastable magnetization configurations which carry spin-currents without dissipation, although the spin-current is not spatially constant because of the influence of torques associated with weak anisotropy within the easy plane. The dissipationless spin supercurrents are responsible for non-local relationships between the I-V characteristics of remote magnetic circuits which are coupled only by interacting with the same magnetic condensate.
It is instructive to compare the properties of a system in which a bias voltage is applied across a superconductor by normal metal leads connected to a power supply, a N-S-N system, with the properties of a system in which an easy-plane magnet is connected to perpendicular magnetic anisotropy leads. In the superconductor case the two normal metal leads do not normally have spin accumulation, i.e. they don’t have well defined chemical potentials for ↑ and ↓ spins that are different. In the magnetic case, spin-accumulation is a common mechanism for the creation of spin-currents. A spin accumulation can be established either by illumination at a magnetic resonance frequency or by applying a charge bias voltage.

The current which flows across a N-S interface is proportional to the chemical potential difference between the lead and the superconductor. The chemical potential of the superconductor is proportional to the time derivative of the condensate phase. In the steady state its value is adjusted so that the current flowing into the superconductor across one N-S interface is exactly equal to the current flowing out of the superconductor across the other N-S interface. In the macrospin limit the corresponding equation for the magnetic system is (cf. Eq. 1.47)

$$\hbar \dot{\phi} = \frac{g_L F_L e U_L + g_R F_R e U_R}{g_i + g_L F_L + g_R F_R}.$$  \hspace{1cm} (1.52)

The left hand side of this equation is effectively a chemical potential for magnons, measured from the ground state chemical potential. If $g_i$ in this equation is set to zero, the magnon chemical potential will adjust to guarantee that the spin-current injected at one end is emitted from the following end. The total spin-current which flows through the system will then depend only on the spin-accumulation difference between one end of the magnet and the other. In spintronics language $\hbar \dot{\phi}$ is viewed as generating a spin-pumping contribution to the spin-currents at each end of the system. The properties of the N-S-N junction and the easy-plane magnetic system are therefore quite similar when $g_i$ is smaller than the electrode conductances.

There is another route which allows spin-supercurrent behavior to be revealed. In the N-S-N circuit, only the chemical potential difference between the two N electrodes influences transport. In the magnetic case we have the ability to separately control the spin accumulations $U_L$ and $U_R$ and can for example choose their values such that the total injected current is below its critical value even when the individual injected currents are large in value. In this case the large spin currents injected at one contact do not excite magnetization dynamics only because of the large compensated spin-supercurrent
injected at the other contact. The large spin-supercurrent is carried along the sample without dissipation.

In conclusion we point out that a number of considerations that are known to be important have not been extensively discussed in this brief chapter, and in some cases are only now being addressed in the literature. Among these we mention in particular the role of long-range magnetostatic interactions, which are a serious complication in samples that are beyond the macrospin-limit in size, and the possibility of using easy-plane antiferromagnetic materials \cite{7} instead of ferromagnetic materials. In ferromagnets magnetostatic interactions tend to destabilize the homogeneous magnetic configurations from which the spiral configurations arise, in favor of configurations containing domains with different orientations. This problem is interesting but perhaps mainly academic since magnetostatic interactions are less important in smaller systems, and the largest interest is in exploiting spin superfluid properties in nanoscale spintronic devices. Most of the observations made in this chapter apply equally well to ferromagnets and antiferromagnets, which have the advantages that magnetostatic interactions are absent and that dynamics are faster – possibly enabling spintronic devices that can be switched very rapidly.
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