Mitigating belief projection in explainable artificial intelligence via Bayesian Teaching
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Abstract

State-of-the-art deep-learning systems use decision rules that are challenging for humans to model. Explainable AI (XAI) attempts to improve human understanding but rarely accounts for how people typically reason about unfamiliar agents. We propose explicitly modelling the human explainee via Bayesian Teaching, which evaluates explanations by how much they shift explainees’ inferences toward a desired goal. We assess Bayesian Teaching in a binary image classification task across a variety of contexts. Absent intervention, participants predict that the AI’s classifications will match their own, but explanations generated by Bayesian Teaching improve their ability to predict the AI’s judgements by moving them away from this prior belief. Bayesian Teaching further allows each case to be broken down into sub-examples (here saliency maps). These sub-examples complement whole examples by improving error detection for familiar categories, whereas whole examples help predict correct AI judgements of unfamiliar cases.

While Artificial Intelligence (AI) can help address socially-relevant problems [1, 2, 3], it is important for humans to be able to scrutinize AI decisions so we may audit, understand, and improve performance; indeed, this is legally mandated in certain contexts [4, 5]. The best performing AI algorithms use decision rules that feel alien to most humans [6], which impedes the adoption of such AI in high-leverage contexts, emphasizing the need for successful explanations that facilitate human understanding and prediction of the AI’s behavior.

A popular class of methods to explain AI is explanation-by-examples. Explanation-by-examples takes as input an AI model to be explained and the data that it has been trained on and produces as output a small subset of training data that exert high impact on the inference of the explainee. For example, if the aim is to explain whether a deep-learning model would classify a given image as a
cat or a dog, explanation-by-examples selects the cat and dog images that are most representative of those categories. The utility of explanation-by-examples is supported by research that confirms humans’ ability to induce principles from a few examples [7, 8, 9, 10] as well as the extensive use of examples in education [11, 12, 13]. The explanation-by-examples approach has many desirable properties: It is fully model-agnostic and applicable to all types of machine learning [14, 15, 16]; it is domain- and modality-general [17, 18]; and it can be used to generate both global explanation [19, 20, 21, 22, 23] and local explanation [24, 25, 26]. Although the technology of explanation-by-examples for XAI has been developed for at least two decades [27, 28], empirical tests and connections to its ecological roots in the social sciences have been limited.

Explanation-by-examples can be considered a social teaching act, which can be formally captured by Bayesian Teaching [29]. In Bayesian Teaching, there are two parties, a teacher (explainer) who selects examples and a learner (explainee) who draws inferences. The teacher selects examples intended to maximize the learner’s probability of a correct inference based on the teacher’s model of the learner’s current beliefs and their inductive biases [30, 31, 32]; the learner uses Bayesian updating to make predictions given these examples [15, 33, 34, 35]. Existing work on explanation-by-examples has demonstrated explanation effectiveness relative to several baseline conditions [14, 20, 36, 37]; however, there is rarely a principled, apriori rationale as to why the proposed improvements should work. By explicating the computations used to model the explainer, the explainee, and the explanation selection process, Bayesian Teaching provides testable predictions on the effectiveness of explanatory examples in different contexts.

The core prediction of Bayesian Teaching is that explanations which lead the learner model to correct predictions will help humans to better understand the AI. By symmetry, explanations that lead the learner model to incorrect predictions will lead humans to targeted misunderstanding. Combining these, we hypothesize that the helpfulness of the examples positively covary with the predictive performance of the participants. We also hypothesize that participants prefer helpful examples over random examples, and that they prefer random examples over examples selected to be detrimental.

Because explanations generated by Bayesian Teaching is tailored to a learner model, it follows that explanation effectiveness depends on how accurately the explainee is modelled. We evaluate the fidelity of a learner model in the context of image classification. We use a popular deep-learning classifier as our model of the human explainee [38]. This is a reasonable starting point because such models effectively capture labels provided by humans, and as such encode some statistical patterns of human labelling. However, the way deep learning models learn from the Bayesian Teacher does not capture all human inductive biases. Below we suggest some potential sources of human bias and how they can be tested.

We expect that participants will treat predicting the AI as a social prediction task. In many social prediction tasks (in contrast to mechanistic prediction tasks) people use their own preferences or judgements as priors for other agents [39, 40, 41, 42, 43]. In our context that would mean participants projecting their own first-order beliefs onto the artificial agent, which results in a number of testable hypotheses outlined in the next paragraph.

Because humans generally perform well on image classification [44], they will expect the AI to be highly accurate, particularly for familiar categories; successful interventions would mitigate this expectation. In our experiment this would translate to humans who predict AI classification achieving higher sensitivity (correctly predicting AI’s correct classifications) than specificity (correctly predicting AI’s mistakes), absent explanation. Explanations, if effective, should re-
duce this difference by increasing specificity. Second, because unfamiliar categories have fuzzier mental representations, we hypothesize that examples improve predictive performance most for trials involving unfamiliar categories, and consequently that the preference for helpful examples is strongest when dealing with unfamiliar cases. Because more familiar categories should be easier to distinguish, and because participants expect the model to get the right answer for trials they themselves find easy, belief projection implies that familiarity should increase predictive performance for model hits. Conversely, familiarity should decrease performance for model errors. Finally, if explanations successfully shift participants away from belief-projection, they should mitigate these relationships between familiarity and performance.

The notion that humans model the AI as a social agent further implies that users would reason differently about AI’s correct classifications relative to its errors. Social priors tend to be “sticky” in that they are slow to update and are rarely completely overwhelmed by conflicting evidence [39] [45]. This stickiness may be driven by humans processing confirmatory and disconfirmatory evidence differently [46] [47]. The distinction between confirmatory and disconfirmatory evidence is currently not captured by our learner model, nor most other high-performing classification models, so if people make this distinction it has important implications for XAI. In our task we can test this by checking whether human performance and explanation effectiveness differ between trials where the aim is to confirm a correct prediction of the AI as opposed to detect a mistake.

An additional benefit of Bayesian Teaching is that it allows for selection of examples at different levels of granularity. For the current task, we consider the selection of entire images as well as pixels in an image as explanations. Surprisingly, the latter pixel-selection process derived from Bayesian Teaching turns out to be mathematically equivalent to a type of feature attribution method called Randomized Input Sampling for Explanations [48]. Thus the two levels of example granularity evaluated in this paper coincide with two popular methods of explanation—explanation-by-examples and saliency maps. We lack strong prior hypotheses for the relative impact of saliency maps and case-level examples, and how the two might interact. Consequently, we test a wide range of combinations and evaluate how they impact participants predictions of AI classifications.

We use image classification on the ImageNet 1K dataset [44] as the testbed. The model to be explained is ResNet-50 [38]. Following an ideal-observer approach [49] [50], we instantiate Bayesian Teaching by selecting examples with differing degrees of helpfulness as judged by the predictive performance of the learner model. For the learner model, we used a ResNet-50 model where the last softmax layer is replaced by a probabilistic linear discriminate analysis (PLDA) model. This alteration introduces the probabilistic training required by Bayesian Teaching while keeping the architecture of ResNet-50, which is known to accurately fit human labels [38]. The familiarity context is captured by ensuring that the categories selected cover a wide range of familiarity as judged by humans. The context of AI’s correct and mistaken predictions is straightforwardly manipulated by selecting test images that cover both cases. We also vary the informativeness of class labels (informative vs. generic) and how the saliency maps are presented (heatmap vs. blur) as additional contextual variables. Our investigation centered on the implications of Bayesian Teaching offers a comprehensive and nuanced picture of how explanations can mitigate belief projection in XAI.
**Results**

**Methodological overview**

User understanding in the context of classification can be captured by how well the user can predict the model’s judgement. Throughout this paper we will refer to this predictive capacity as performance. A natural measure of explanation effectiveness is how much the explanations increase such performance, relative to a control condition. We designed a two-alternative forced choice (2AFC) task in which participants were asked to predict the model’s classification of a target image between two given categories. No trial-by-trial feedback was provided to participants. It is important to note that in this task high performance does not imply that participants’ judgements match the ground truth of the image, which we refer to as first-order accuracy or simply accuracy. It is possible for a participant to have high accuracy (in that their judgements often match the ground-truth category of the image) but poor performance (in that their judgements rarely match the AI’s).

We designed a total of 15 conditions that vary along three dimensions: (1) presence of informative labels (two levels: [**GENERIC LABELS**] or [**SPECIFIC LABELS**]), (2) types of examples (three levels: [NO EXAMPLES], [HELPFUL] or [RANDOM]), and types of saliency maps (three levels: [NO MAP], [JET] or [BLUR]). The labels dimension indicate whether the images shown where given informative labels (e.g. ”Border terrier” or ”Norwich terrier”) or generic labels (Category A or Category B). The examples dimension indicate whether examples of the two image categories were shown, and if so, if they were selected to be helpful or were drawn from a uniform distribution of helpfulness as determined by Bayesian Teaching. The saliency map dimension indicates if the images were overlaid with saliency maps that highlighted which pixels the AI focused on to make its classification. If saliency maps were included, they were either visualized as a semi-transparent jet color map or as an image filter where unimportant pixels where blurred. We found no significant difference between the [BLUR] and [JET] conditions; thus, for increased clarity we use the [MAP] condition, which contains both variants, in the main text. See Supplementary Discussion D2 for the main analyses in the paper repeated with [BLUR] and [JET] coded separately. Table 1 shows the sample size of each condition. Figure 1 shows a trial where the categories are represented with informative label, helpful examples, and blur saliency maps.

|                  | SPECIFIC LABELS | GENERIC LABELS |
|------------------|-----------------|----------------|
|                  | NO EXAMPLES    |                |
|                  |                 | EXAMPLES      |
|                  |                 | HELPFUL       |
|                  |                 | RANDOM        |
|                  | HELPFUL        | RANDOM        |
| NO MAP           | N = 76          | N = 35         |
|                  |                 | N = 34         |
|                  |                 | N = 38         |
|                  |                 | N = 36         |
| MAP              | N = 65          | N = 33         |
|                  |                 | N = 36         |
|                  |                 | N = 35         |
|                  |                 | N = 34         |
| BLUR             | N = 71          | N = 33         |
|                  |                 | N = 35         |
|                  |                 | N = 35         |
| JET              | N = 71          | N = 33         |
|                  |                 | N = 35         |
|                  |                 | N = 35         |

Table 1: Naming convention of conditions and the number of participants in each condition. In the main text, conditions are referred to with brackets and the “&” logical operation. For example, [NO EXAMPLES] & [NO MAP] refers to the condition with 76 participants (See Experimental conditions in Methods for more detail).

Each trial has three more distinct features beyond the condition it belongs to: the ResNet accuracy, the simulated learner performance, and a familiarity score. ResNet accuracy refers to the classification accuracy on the category which the target ResNet-50 model predicts that the target
On the right are two examples that belong to the category Flagpole, and two examples that belong to the category Barn. In addition, underneath each image are highlights indicating which parts of the image the robot is looking at to make its decision. Remember that the robot sometimes makes mistakes, so you should look at the examples closely to determine what the robot will do.

Which category do you think the robot will classify the target image above as?
- Flagpole
- Barn

Figure 1: A snapshot of the experiment. See Methods and Table 1 for the naming conventions of the conditions used below. The experimental condition above the black line is [SPECIFIC LABELS] & [HELPFUL] & [BLUR]. Under the black line is the [JET] equivalent of the second row, which is obtained by replacing the blurring maps with the jet color maps. Experimental conditions with generic labels are obtained by replacing specific labels—‘Flagpole” and “Barn” in this case—with generic category names—“Category A” and “Category B.” Experimental conditions without the saliency maps, i.e., [NO MAP], show only the first row of images. Conditions without examples, i.e., [NO EXAMPLES], show only the first column of image(s). All images and saliency maps shown were 224-by-224 pixels. The prediction of the model to be explained on the target image is “Flagpole” in this case.

image belongs to (see Supplementary Table T1). Note that in contrast to the ResNet accuracy which is an accuracy on the category-level, we use the term model correctness to refer to whether the target model made a correct judgement on a specific trial. The simulated learner performance of a trial (only available in the [EXAMPLES] conditions) is an estimate of the probability that the learner model’s classification would match the target ResNet-50 model’s classification, given the categories and examples presented. Finally, in a separate study seven raters indicated their familiarity with each category pairing by stating whether they thought they could correctly match images of the two categories presented to their respective labels. The familiarity score is the mean
value across all seven raters. See the Methods for a more technical explanation of these features.

**Bayesian Teaching improves predictive performance**

To evaluate whether the XAI interventions improved human performance we compared participants who obtained a full explanation (SPECIFIC LABELS & HELPFUL & MAP) with a control group that received no explanations (SPECIFIC LABELS & NO EXAMPLES & NO MAP). When interpreting these results in relation to belief projection it is instructive to consider three idealized scenarios. An agent who picked categories at random would have 50% performance, sensitivity (correctly predicting AI classifications when the AI is correct), and specificity (correctly predicting the AI’s mistakes). An agent who modelled the AI perfectly would have 100% performance, sensitivity, and specificity. Finally, an agent with perfect first-order accuracy who projected their own beliefs onto the AI would have 100% sensitivity, 0% specificity, and 33% overall performance because the experiment contains twice as many AI errors as AI correct classifications (see Methods). Absent intervention, participants behave most like the third, belief-projecting, agent (Figure 2).

The explanation interventions increase overall performance by increasing specificity (participants are better able to spot the AI’s mistakes), at the cost of some sensitivity. Participants in the control condition have a mean performance of 49.83% [95% CI = 48.83% - 50.84%], significantly lower than the 55.04% [95% CI = 52.58% - 57.48%] performance of the experimental group (β = 0.21(0.03), z = 6.99, p < .0001). This is primarily driven by higher specificity in the experimental group (43.98% [95% CI = 39.68% - 48.37%] relative to the control group’s 32.54% [95% CI = 30.96% - 34.13%]; β = 0.49(0.05), z = 9.20, p < .0001). The greater vigilance of the experimental group came with a minor cost to sensitivity for the experimental group (78.90% [95% CI = 71.59% - 84.80%]) and for the control group (85.26% [95% CI = 83.12% - 87.22%]); β = -0.43(0.12), z = -3.68, p = .0002), but not enough to offset the specificity gains. Collectively, these results imply that participants attempt to predict the AI by projecting their own beliefs, and that the explanations improve performance by mitigating this belief projection.

**Participants prefer examples that are helpful according to Bayesian Teaching**

Having established that examples generated by Bayesian Teaching improved participants’ ability to predict AI judgements, we want to evaluate whether participants preferred helpful to random and misleading examples. To test this, we ran a second study where participants chose between helpful examples versus random examples or versus misleading examples, where helpfulness was determined by Bayesian Teaching. Participants showed a small but reliable preference for helpful relative to random examples and a substantial preference for helpful versus misleading examples. The preference for helpful examples was particularly pronounced when the image categories were unfamiliar to the participants (see Supplementary Discussion D1 for all the details).

**Bayesian Teaching can lead participants to both correct and incorrect inference**

Bayesian Teaching makes explicit the existence of an explainee and suggests that a sound learner model should have the capacity to track the inference of actual explainees. In our experiment the
Figure 2: The effectiveness of examples generated by Bayesian Teaching, evaluated by comparing the performance of the participants who obtained a full explanation ([SPECIFIC LABELS] & [HELPFUL] & [MAP]; 66 participants; 9,899 observations) with a control group ([SPECIFIC LABELS] & [NO EXAMPLES] & [NO MAP]; 76 participants; 11,394 observations). (A). Three idealised performance profiles, showing the performance of: a random agent, a perfect agent, and an agent with perfect access to the ground truth who assumes that the AI always mirror their own predictions (belief projection). (B). Human performance most closely match the belief projection profile, but the interventions increase specificity (and slightly reduce sensitivity) by making participants better at spotting the AI’s errors. The violinplots show the distribution of performance within conditions. Black dots show the group mean with error bars signifying 95% bootstrapped confidence intervals. (C). Individual participants’ sensitivity and specificity. The vertices of the triangle show the performance of a belief-projecting agent with perfect access to the ground truth (upper left), an agent with a perfect model of the AI (upper right), and an agent choosing at random (lower middle). The control group is clustered at high sensitivity and low specificity towards the upper left, whereas the experimental group is shifted to the right. However, the experimental group also shows greater variance, signifying inter-individual differences in the intervention effectiveness.

calibration between the learner model and the participants is captured by the relationship between ResNet accuracy and participant accuracy. We estimate participant accuracy (their first-order belief about the ground truth) by using their performance in the control trials (their second-order belief about the AI with no exposure to explanation). The assumption that their attempt to predict the AI may serve as a proxy of their first-order accuracy is justified given the tendency to belief-project observed in previous sections. We found that participant performance (interpreted as accuracy for the control trials) was positively correlated with ResNet accuracy for trials where the model was correct ($\beta = 1.74(0.20), z = 8.67, p < .0001$), indicating good calibration between the model and participants in this situation (see Supplementary Figure F1). We also found a negative interaction between ResNet accuracy and model correctness ($\beta = -2.57(0.23), z = -11.03, p < .0001$). This suggests the poor calibration in the special case in which the model’s overall accuracy on the predicted category is high but it misclassifies the particular trial.
Bayesian Teaching should be able to modify participant performance by selecting explanations of varying helpfulness. To test this in practice, we ran three nested hierarchical logistic regression models of increasing complexity. Each regression model predicted participant performance (whether the participant correctly predicted the AI on a given trial) from the [EXAMPLES] trials only, as these are the only trials impacted by the simulated learner performance, which measures the degree to which the examples would lead the learner model to the targeted inference. The first regression model only included ResNet accuracy as a predictor as well as a dummy variable encoding whether the AI prediction for that trial matched the ground truth or not. The second regression model added simulated learner performance as a predictor. The third regression model added two two-way interactions between model correctness (model hit and error) and ResNet accuracy, and model correctness and simulated learner performance. We found that the second regression model fitted the performance data better than the first regression model ($\chi^2(1, 4) = 71.68, p < .0001$). This means that simulated learner performance predict participant performance above and beyond ResNet accuracy and whether the AI was correct for that specific trial. The third regression model outperformed the second regression model ($\chi^2(3, 7) = 7371.28, p < .0001$). This indicates that the predictive power of ResNet accuracy and/or simulated learner performance differed for trials with correct or incorrect AI judgements.

To explore how model correctness interacted with ResNet accuracy and simulated learner performance, we explored the parameters of the third regression model. Participants are typically better at predicting the AI when it is correct relative to when it is wrong ($\beta = 0.53(0.06), z = 9.15, p < .0001$). This aligns with our previous results, which suggest that participants have a sense of the ground truth for most trials, and assume that the AI would make the same judgement that they would make. ResNet accuracy is positively associated with participant performance when the AI is wrong ($\beta = 0.59(0.05), z = 12.30, p < .0001$), and even more strongly associated with performance when the AI is correct ($\beta = 0.93(0.09), z = 10.68, p < .0001$; see Figure 3). Because there was a significant positive relationship between ResNet performance for both the control trials and the example trials, it seems plausible that the calibration between model and participant observed in the control condition carries over to the example condition, at least partially. Finally, while statistically controlling for ResNet performance, simulated learner performance did not predict human performance on trials when the AI was wrong ($\beta = -0.01(0.03), z = -0.16, p = .89$) but did so for trials when the AI was correct ($\beta = 0.77(0.05), z = 14.19, p < .0001$). Because the simulated learner performance determined which examples were shown, the fact that this variable could accurately predict human performance above and beyond ResNet performance implies that the Bayesian Teacher can successfully shift the participant judgements in either direction.

**Bayesian Teaching improves performance through belief-mitigation**

The previous results indicate that examples improve participant predictions of the AI’s classifications. Additionally, participants prefer examples that are helpful according to the Bayesian Teacher, and this preference is particularly pronounced for unfamiliar categories. Next, we will explore how explanatory examples improve performance, and evaluate the relative importance of the different explanation features employed. The preceding results imply that people belief-project by default: that is, they use their own beliefs as priors for the AI’s beliefs. The interventions shift these priors, allowing the participants to distinguish their first-order beliefs about the correct classification from their second-order beliefs about the classifications of the AI.
Figure 3: Simulated learner performance predicts human performance across trials with examples (419 participants; 62,820 observations). (A). The simulated learner performance—the helpfulness of the explanatory examples expected by the Bayesian Teacher—correlates significantly with participant performance for correct trials but not for incorrect trials. This suggests that the Bayesian Teaching framework can generate explanations that are informative or misleading for trials that are correctly classified by the model, but not for trials that are incorrectly classified. (B) ResNet accuracy is positively associated with participant performance, both for trials when the AI is correct and when it is wrong. A similar trend is observed in the control condition (see Supplementary Figure F1). This suggests that humans and ResNet find the same categories difficult to discriminate. The difference in performance between when the AI is correct and when the AI is wrong suggests that it is harder to teach incorrect judgements, at least in this context. (C) Two-dimensional kernel density with 25 density bins showing the distribution of trials in terms of ResNet accuracy and simulated learner performance. In this study the two are independent. Note that the higher density near perfect simulated learner performance was due to all the helpful examples being selected based on this variable, so they constitute a majority of our example trials.

To further evaluate whether explanations improve performance by mitigating belief-projection, we compared how the interventions impacted performance and first-order accuracy in the complete data set. Specifically we contrasted [SPECIFIC LABELS] vs [GENERIC LABELS], [MAP] vs [NO MAP], and [EXAMPLES] vs [NO EXAMPLES], while controlling for ResNet accuracy and familiarity score. We ran separate analyses for when the AI was correct and when the AI was wrong, corresponding to the distinction between sensitivity and specificity in previous sections. We will treat the ground truth as a proxy of participant first-order beliefs, an is defensible assumption given the reported human accuracy on ImageNet in previous works [44]. Based on this assumption, the interventions increasing performance while reducing the number of classifications that correspond to the ground-truth, would imply that the examples enable participants to move away from their first-order judgements. The [SPECIFIC LABELS] are associated with higher performance than the [GENERIC LABELS] regardless of whether the AI is correct (\(\beta = 0.24(0.08), z = 3.06, p = .002\)) or not (\(\beta = 0.07(0.03), z = 2.13, p = .03\)). However, because these effects are small and orthogonal to belief projection, they will not be discussed further.

The presence of the saliency maps in the [MAP] condition improves performance when the AI is wrong (\(\beta = 0.43(0.03), z = 14.24, p < .0001\)), but reduces performance (to a lesser extent) when
the AI is correct ($\beta = -0.56(0.07)$, $z = -7.98$, $p < .0001$; see Figure 4). In both cases, saliency maps reduced the first order-accuracy of the participants (model hit: $\beta = -0.56(0.07)$, $z = -7.98$, $p < .0001$; model error: $\beta = -0.43(0.03)$, $z = -14.24$, $p < .0001$), meaning that they were less likely to report that they believed the AI’s judgements matches the ground truth of the image. This implies that the saliency maps encourage participants to consider that the AI might be mistaken. One potential explanation for this observation is that the saliency maps show when the AI attends to non-sensible features (i.e. parts that are not representative of either of the categories) as well as ambiguous features (e.g. thin metal strips that are present in both the “Electric Fan” and “Buckle” category).

Comparing all [EXAMPLES] trials to all [NO EXAMPLES] trials, the presence of examples do not significantly improve performance when the AI is correct ($\beta = -0.13(0.08)$, $z = -1.61$, $p = .11$) or when the AI is wrong ($\beta = 0.02(0.03)$, $z = 0.69$, $p = .49$). However, in the conditions where examples were present, helpful examples improve performance for trials when the AI was correct ($\beta = 0.77(0.08)$, $z = 10.11$, $p < .0001$), but not for trials when the AI was wrong ($\beta = 0.06(0.04)$, $z = 1.77$, $p = .08$). The positive influence of the helpful but not the random examples confirms that Bayesian Teaching can shift beliefs from priors. Note that this is the opposite effect relative to what we found for the saliency maps: Whereas saliency maps help participants to identify trials when the AI has made a mistake by exposing sub-image-level features, the examples help reinforce participant’s prior beliefs for trials in which the AI is correct (see Figure 4). In other words, the saliency maps and the examples serve separate and complementary functions in explaining AI judgements to the participants.

The familiarity scores capture the ease of the discrimination task in that they are higher for trials involving categories that humans are familiar with. These scores provide clues as to whether participants project their own beliefs onto the AI: If humans use their first-order classifications to model the AI, participants should assume that the AI gets the correct answer for trials that they themselves find easy. This is indeed what we find: familiarity is positively associated with performance when the and the AI is correct ($\beta = 1.10(0.04)$, $z = 29.28$, $p < .0001$), but negatively associated with performance for AI errors ($\beta = -0.92(0.02)$, $z = -42.82$, $p < .0001$; Figure 5).

Previously, we showed that saliency maps improved performance on trials when the AI was wrong. This could be explained by saliency maps helping participants distinguish between their first-order judgements of the ground truth and their second-order beliefs about the model classification. This explanation can be evaluated by testing whether the impact of the familiarity scores on performance are attenuated by the saliency maps. In other words, if participants are more likely to predict that the AI is correct on trials that they themselves find easy, and the saliency maps work by helping people realize that the AI use decision-processes that differ from their own, the saliency maps should make participants more willing to consider that the AI might be wrong for trials they themselves find easy. This is what we find (see Figure 5): the presence of saliency maps reduces the positive impact of familiarity on performance when the AI is correct ($\beta = -0.51(0.08)$, $z = -6.31$, $p < .0001$). Conversely, saliency maps reduce the negative impact of familiarity on performance when the AI is wrong ($\beta = 0.70(0.05)$, $z = 15.22$, $p < .0001$; Figure 5). Collectively these results suggest that the presence of saliency maps help participants model the AI as an agent with distinct beliefs that may conflict with their own.

Though the presence of examples did not generally impact performance, it is possible that they impacted judgements specifically for unfamiliar categories. Like the saliency maps, examples typically reduced the impact of familiarity on performance, both when the AI is correct ($\beta = -
Figure 4: Task performance differs depending on AI classification accuracy. (A) & (B) are based on the entire data set, comparing all [MAP] conditions to all [NO MAP] conditions (631 participants; 94,582 observations). (C) & (D) exclude the [NO EXAMPLES] trials and contrast all [HELPFUL] trials with all [RANDOM] trials (419 participants; 62,820 observations). (A). The saliency maps improve performance for trials when the AI is wrong but reduce performance when the AI is correct. (B). The saliency maps make people less likely to classify the target image to align with the ground truth, independent of AI accuracy. Together, (A) & (B) imply that the saliency maps help people to consider that the AI might make mistakes. (C) In trials with examples, helpful examples tend to help people to accurately model the AI in cases when the AI is correct, but have a limited impact when the AI is wrong. (D) Consequently, helpful examples make participants more likely to pick the ground truth option when the AI is correct, but do not really impact the probability of selecting the ground truth option when the AI is wrong. Collectively, these results suggest that helpful examples and saliency maps improve human understanding of the AI in distinct and complementary ways. Errorbars represent 95% bootstrapped confidence intervals. All point estimates have confidence intervals, though some are too narrow to see clearly.

1.01(0.08), z = -12.71, p < .0001) and when the AI is wrong (β= 0.33(0.05), z = 7.35, p < .0001). However, in contrast to the saliency maps, examples seem to be most helpful for unfamiliar trials when the AI is correct, see Figure 5 C. This effect may imply that the examples help participants
Figure 5: Familiarity score predicts human performance based on the full data set (631 participants; 94,582 observations). (A) Familiarity score is positively associated with correct predictions when the AI is right, but is negatively associated with correct prediction when the AI is wrong. This provides further evidence that participants project their own beliefs to model the AI. (B) Saliency maps decrease the impact of familiarity on participant judgements. For model hits this leads to decreased performance, whereas for model errors it leads to improved performance. This pattern provides further evidence that the saliency maps work by shifting participants away from using their first-order judgments to model the AI’s classifications. (C) Examples also decrease the impact of familiarity on participant judgements. For model hits this improves performance for unfamiliar items but decreases performance for familiar items, with the opposite pattern for model errors. These results suggest that examples are most beneficial for unfamiliar items when the model is correct. Errorbars represent 95% bootstrapped confidence intervals. All point estimates have confidence intervals, though some are too narrow to see clearly. Shaded areas represent analytic 95% confidence intervals.
develop a working representation of the unfamiliar categories, which they are otherwise lacking.

**Discussion**

Multiple strands of evidence from our results suggest that people default to belief-projection when reasoning about the AI’s decisions. Specifically, we find that participants in the control condition show higher sensitivity than specificity, and that this discrepancy becomes more extreme the more familiar participants are with the trial categories. Our results imply that such belief-projection can be mitigated by Bayesian Teaching. We find that examples selected to be helpful according to Bayesian Teaching help people to predict the AI’s decisions and are preferred over random examples or examples selected to be detrimental. The most compelling evidence that explanations mitigate belief projection is that the impact of familiarity on performance is reduced by explanations: explanations make participants more likely to catch AI mistakes on trials they themselves found easy. Beyond mitigating belief-projection, Bayesian Teaching predicts that examples can in fact be chosen to guide people to any target, including erroneous inference. Our results confirmed this prediction in that examples designed to mislead the participants reduced their performance below the no-intervention baseline.

Bayesian Teaching also gives a coherent framework for comparing and contrasting explanatory methods that heretofore have been considered independent: explanation-by-examples and feature attribution. We apply Bayesian Teaching to study explanation-by-examples, a popular method for XAI that previously has lacked a sound theoretical footing. Explanation-by-examples has many strengths: it is model-agnostic, domain-general, and easy to use with other XAI methods. Viewed through a Bayesian Teaching lens, this method can be generalized to include feature attribution, another popular post-hoc method, by splitting each example into its component features (i.e. pixels in this study) and considering each pixel individually. When applied to images, such feature attribution on the pixel level generates saliency maps, which is arguably the most popular method for XAI in the image domain. The connection between feature attribution and pixel selection by Bayesian Teaching opens up the possibility to reinterpret all feature attribution methods (e.g., [51, 52]) as a form of teaching. By treating images and saliency maps as explanatory examples at different levels of granularity, we discover that the two explanations show complementary effects. Namely, example images are effective explanations for confirming the model’s correct classification of unfamiliar categories, and saliency maps are effective explanations for exposing the model’s incorrect classification of familiar categories.

The lack of a coherent theory is currently stifling XAI as methods are developed around technical innovations without any *apriori* hypothesis as to whether they are appropriate for the specific use case [53]. Bayesian Teaching both exposes this blind spot and offers a solution: effective explanation is a communication act which depends on a knowledgeable teacher, a good model of the learner and an awareness of the context in which inference takes place. Consequently, the framework encourages systematic evaluation of XAI interventions on these dimensions, and provides a way to systematically diagnose how interventions could be improved. In our study we show how such an evaluation applies to explanation-by-examples. We modeled both the explainer and explaine by a ResNet-50 architecture, focused on two contextual variables (familiarity and model correctness), and surfaced human inductive biases that are typically overlooked in XAI. Since the function of explanation is to shape the explaine’s inductive reasoning [54], we expect that dif-
different inductive biases call for different kinds of explanation. Our work confirms that different inductive biases can be mitigated by different explanation methods under different contexts, indicating a fruitful avenue for further XAI research. Furthermore, Bayesian Teaching exemplifies how XAI can be improved by considering links to other fields such as education and cognitive science. A balanced synergy between the social sciences and the more technical literature of AI is much needed, as XAI is simultaneously a machine-learning problem and a human-centered endeavor.

Methods

The objective of this study was to explore the effects of explanations, in the form of examples and saliency maps, on users’ understanding of high-performing machine learning models (referred to as AI throughout the paper) in the domain of image classification. We probe users’ understanding by a two-alternative-forced-choice (2AFC) task in which users are asked to predict the model’s classification of a target image into one of two categories. Experimental conditions vary in terms of the information presented on the screen during each classification. The information presented differs along three dimensions: types of labels, types of examples, and types of saliency maps. All the examples and saliency maps are generated by the Bayesian Teaching framework. The predictive performance of the participant is captured by sensitivity, specificity, and accuracy.

The model to be explained

The machine learning model to be explained is a ResNet-50 model [38]. For this study, we used the pre-trained version of ResNet-50 in Keras with ImageNet weights. For the selection of saliency maps, the Bayesian Teaching framework expects the model to be able to make probabilistic inference on the image classification task presented in the ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC2012). The ResNet-50 model has this capability, and we can use the ResNet-50 model without any modification. However, for the selection of examples, the Bayesian Teaching framework expects the model to be able to make probabilistic inference on the 2AFC task, and the ResNet-50 model is deterministic. We replace the fully-connected classification layer of the ResNet-50 model with a probabilistic linear discriminant analysis (PLDA) model [55]. This new PLDA layer is trained using a transfer-learning-like procedure. Training images were first passed through the ResNet-50 model and transformed into feature vectors. Then, the PLDA layer was fit to these feature vectors and the corresponding class labels following the algorithm presented in [55]. Using the training dataset ImageNet 1K from the ILSVRC2012 [44], this ResNet-50-PLDA model has a top-1 accuracy of 52.86% and a top-5 accuracy of 76.29%. For the actual experiment, we focused on a subset of 100 categories that include the most difficult, easiest, and most confusable categories (see the next subsection for details). Unless otherwise stated, all the model predictions used to design the experiment is based on the ResNet-50-PLDA model trained on the training data in only these 100 categories.

Stimuli selection

Each experiment consisted of 150 trials. For 50 of the trials, the predictions of the model (or the robot) matched the ground-truth labels of the target images. For the remaining 100, the model pre-
dictions did not match the ground-truth labels. We selected the target images and the classification categories based on the model’s confusion matrix, with the aim to cover a wide range of model behavior. First we calculated the ResNet-50-PLDA model’s confusion matrix on ImageNet 1K, which contains 1000 categories. Then, we randomly selected 25 categories from each of the following four subsets: the 100 categories on which the model was most accurate, the 100 categories that were most confusable with these most accurate categories, the 100 categories on which the model was least accurate, and the 100 categories that were most confusable with these least accurate categories. This resulted in 100 categories. We recorded the model’s predicted labels of all the training images in these 100 categories and marked all images for which the model predictions were also among these 100 categories.

From this subset where both the image and the top model prediction belonged to our 100 categories, we randomly sampled 50 images where the model prediction matched the ground truth labels and 100 images for which the model predictions did not match the ground-truth labels. For the 50 trials with correctly classified target images, the two classification options participants could choose from were the correct model-predicted category and one of the two most confusable categories (out of our 100 selected categories). Which one of the two most confusable categories was presented were selected randomly for each trial. For the 100 incorrectly classified trials the two classification options were simply the ground-truth category and the incorrect model prediction. This procedure resulted in a total of 83 unique categories used in the experiment (Supplementary Table T1). This number is smaller than 100 because not all confusable categories are unique and not all categories were kept during the random sampling. Figure 6 depicts the trial generating process. The pairs of categories used in the experiments are listed in Supplementary Table T2.

**Experimental design**

At the beginning of the experiment, participants were told that a robot has been trained to classify images but sometimes makes mistakes. They were asked to help by guessing how the robot will classify images. On each trial, a target image was displayed along with information about two categories, and the participants were asked to perform the 2AFC task by choosing which of the two categories they think the robot would classify the target image as.

The experimental conditions determined what information was presented during each trial and varied three dimensions: labels, examples, and saliency maps. Figure 1 shows a trial in the experimental condition with all the elements—labels, examples, and saliency maps—and describes how the conditions impact what elements are presented. More precisely, the conditions are characterized by five binary features: informative or generic labels, with or without examples, helpful or random examples (if present), with or without saliency maps, and blur or jet saliency maps (if present). The structured column and row labels of Table 1 show the naming conventions for the different conditions in terms of these features. Below, we provide more details on the conditions.

**Specific or generic labels:** Conditions with informative or generic labels are referred to as [SPECIFIC LABELS] and [GENERIC LABELS], respectively. In the [SPECIFIC LABELS] conditions, the English labels of the two categories (e.g., “Flagpole” and “Barn” in Figure 1) are given. In the [GENERIC LABELS] conditions, the two categories are named “Category A” and “Category B.”

**With or without examples:** Conditions with and without examples are referred to as [EXAMPLES] and [NO EXAMPLES], respectively. In the [EXAMPLES] conditions, two examples are sampled from each of the two categories to represent the category. Thus, five images—one target image
Figure 6: Flowchart of trial generation. (A). Selection of examples and saliency maps with Bayesian Teaching. The inputs to Bayesian Teaching are: the model to be explained, data sets from two categories, and a target image that belongs to one of the two categories. The green box depicts the inner working of Bayesian Teaching. Random image pairs are selected from each of the input categories. Along with the target image, two sets of image pairs, one set from each category, are selected at random to form a trial. The learner model, which is set to have the same architecture as the input model, takes in a large number of random trials to produce the simulated learner performance (unnormalized teaching probabilities according to Equation 2). Here, a trial with high performance (probability) is selected, exemplifying the trial generation process in the [HELPFUL] condition. Saliency maps are generated for the target image and the four selected examples using Equation 5. The final output is a set of ten images: a target image, two examples selected from each of the two input categories, and the saliency maps of the above five images. (B). Trial generation steps peripheral to Bayesian Teaching. Our model to be explained is a ResNet-50-PLDA trained on ImageNet 1K. A confusion matrix on the 1000 ImageNet categories was computed using the model. Using the confusion matrix, we sampled 25 categories where the model has high accuracy (the “Easy” categories), 25 categories where the model has low accuracy (the “Hard” categories), and the categories that are most confusable with the above 50 categories. To generate a trial, we select at random two categories from the 100 candidates mentioned above as well as a target image that belongs to one of the two selected categories. The model, the target image, and the data associated with the two categories are fed into Bayesian Teaching to produce a trial. See Methods for the full details.

and four example images—are on display in each trial in these conditions. In the [NO EXAMPLES] conditions, only the target image is shown.

**Helpful or random examples:** Conditions with the helpful examples and random examples are referred to as [HELPFUL] and [RANDOM], respectively. The selection of the examples are based on
the simulated learner performance, which is the numerator of the Bayesian Teaching probability, \( f_L \). The simulated learner performance characterizes the probability that the four examples will lead a “learner model” to classify the target image as the ResNet-50-PLDA model would. The Bayesian Teaching probability and its numerator \( f_L \) are rigorously defined in Equations 1 and 2, respectively, in the subsection below called “Selection of examples with Bayesian Teaching.” In the [HELPFUL] conditions, the four examples are chosen such that \( f_L > 0.8 \). In the [RANDOM] conditions, the four examples are chosen such that the \( f_L \) values across the 150 trials are uniformly distributed over the five bins that evenly partition the [0,1] interval.

**With or without saliency maps:** Conditions with and without saliency maps are referred to as [MAP] and [NO MAP], respectively. A saliency map is an image mask that shows the contribution of each pixel to the model’s classification decision. Details on the generation of the saliency maps are provided in the subsection below called “Selection of saliency maps with Bayesian Teaching.” In the [MAP] conditions, a saliency map is shown for every image displayed. In the [NO MAP] conditions, no saliency map is shown.

**Blur or jet saliency maps:** Conditions with the blur saliency maps and jet saliency maps are referred to as [BLUR] and [JET], respectively. The two types of map differ only in the rendering of the mask but not in the generation of the mask. The jet saliency map renders the importance of each pixel by colors following the jet color map. In order of decreasing importance, the jet color map goes from red to green to blue. The jet color map, overlaid on an image with some level of transparency, is one of the most commonly used renderings of saliency maps. Two disadvantages of jet saliency maps are that the colors of the map can interfere with the colors of the image and that the unimportant regions remain visible to the user and can attract involuntary visual attention. For these reasons, we created the [BLUR] conditions in which the saliency maps are rendered by blurring the image. Furthermore, blurring is a more naturalistic visual effect than any color map masking because our visual system constantly experiences a large difference in visual acuity between our fovea and peripheral vision. The implementation details of both renderings are provided in the subsection below on saliency map selection.

**Naming convention:** As shown in Table 1, not all combinations of the five binary features are allowed. Conditions with generic labels and no examples are not tested because that would make the 2AFC task a game of pure guessing. Furthermore, conditions without examples cannot be paired with helpful or random examples, and conditions without saliency maps cannot be paired with blur or jet maps. This leaves a total of 15 experimental conditions.

The naming convention for the conditions is based on filter queries using the database structure presented in Table 1. To give a few examples: [HELPFUL] refers to the aggregate of the six conditions in columns 2 and 4; [MAP] refers to the aggregate of the 10 conditions in rows 2 and 3; [HELPFUL] & [BLUR] refers to the aggregate of the two conditions in row 2 column 2 and row 2 column 4; and [HELPFUL] & [BLUR] & [SPECIFIC LABELS] refers to the one condition in row 2 column 2.

**Participants**

The study protocol was approved by Rutgers University IRB. All research was performed in accordance with the approved study protocol. An IRB-approved consent page was displayed before the experiment. Informed consent was obtained from all participants. The experiment began after the participants gave consent.
656 participants (404 male, 249 female, 3 other) were recruited from Amazon Mechanical Turk and paid $2.50 for completing the experiment, which took roughly 15 minutes to complete. The mean age of participants was 34.8 years (SD = 10.1), ranging from 18 to 72 years. The participants were randomly assigned to each condition, with the aim to obtain 36-40 participants per condition. 25 participants were excluded from analysis for completing the experiment too quickly (less than one second per trial), resulting in a final sample of 631 participants completing 150 trials each. The [NO EXAMPLES] conditions received twice the sample size of the other conditions, so that they would match the sample size of the [EXAMPLES] conditions, which had two distinct versions ([HELPFUL] and [RANDOM]). Table 1 shows the number participants in each of the 15 conditions.

The number of participants in every condition is shown in Table 1. All participants in the [HELPFUL] conditions experienced the same set of 150 trials, i.e., the same 150 combinations of target image, category pairs, and example images, but in randomized order. All participants in the [RANDOM] conditions experienced another set of 150 trials, also in randomized order. All the category pairs used are listed in Supplementary Table T2. Participants in the [NO EXAMPLES] condition experienced one of these two sets of trials, selected at random. Note that because there are no examples but only English labels in the [NO EXAMPLES] conditions, the two sets of trials are functionally equivalent.

Selection of examples with Bayesian Teaching

The goal of Bayesian Teaching is to select small subsets of the training data such that the inference made by a learner model using this small subset will be similar to the inference made by a target model using the entire training data. For this study, the target model is the ResNet-50-PLDA model trained on the 100 selected categories as described earlier. The inference task is to classify the target image among the 100 categories. The inference task of the learner model is the 2AFC image classification task presented in each trial. For the learner model, we search for an ideal-observer model [49, 50] that would capture the participant’s inference in the 2AFC task. A good candidate is the ResNet-50-PLDA because it is trained on human-labeled data and achieves high accuracy on predicting humans’ labelling behavior. This means that the target model and learner model share the same parameters (the ResNet-50 weights and PLDA parameters mentioned after Equation 3), and the use of Bayesian Teaching is focused on explaining the image classification inference based on roughly 100K training examples, i.e., all the training data in the 100 selected categories, with only four training examples, i.e., those selected to be displayed on each trial of the experiments in the [EXAMPLES] conditions.

We introduce some notation to define the Bayesian Teaching probability formally. The two categories that define the 2AFC task in each trial consist of the predicted category of the ResNet-50-PLDA model and an alternative category, which we denote by \( y^* \) and \( y \), respectively. The two examples sampled from the model-predicted category are denoted by \( \tau^{y^*} \), and the two sampled from the alternative category are denoted by \( \tau^y \). Let the learner model be denoted by \( f_L \) and the target image be denoted by \( d^* \). The Bayesian Teaching probability, \( P_T \), is defined as the probability that the selected examples, \( \tau^{y^*} \) and \( \tau^y \), will lead the learner model to classify the target image as the target model would. Mathematically, this probability can be expressed using Bayes’ rule as:

\[
P_T(\tau^{y^*}, \tau^y \mid y^*, d^*) = \frac{f_L(y^* \mid \tau^{y^*}, \tau^y, d^*)}{\sum_{(\tau^{y^*}, \tau^y) \in \Omega} f_L(y^* \mid (\tau^{y^*}, \tau^y), d^*)}.
\]
The sum in the denominator is over all possible candidate sets of the four examples. The set of all candidate sets is denoted by $\Omega$. Equation 1 assumes a uniform prior over $\Omega$ so that the prior terms in the numerator and denominator cancel out. Technically, $\Omega$ is the Cartesian product of all possible pairings of images in the category $y^*$ with all possible pairings of images in the category $y$, which is on the order of $10^{11}$ for the dataset in use. Our goal here is to select $\tau^{y*}$ and $\tau^y$ such that $f_L$, the numerator of Equation 1, would provide good coverage of the full range of $[0,1]$. This would ensure the existence of valid examples for both the [RANDOM] and [HELPFUL] conditions. We found that the full range can usually be covered by forming a Cartesian product of 1000 random pairings from each category ($10^6$ combinations). In general, given a target value of $f_L$, one could use genetic algorithm [56] or other types of discrete optimization method to select the examples. To sample in proportion to $P_T$, one could use Markov Chain Monte Carlo and variational inference techniques [14, 57, 58]. These optimization and advanced inference methods would also be more efficient in the case that more than a few examples for each category is desired.

Using Bayes’ rule again, we express the learner model’s inference of the target image’s label given the target image and examples, the numerator in Equation 1, as

$$f_L(y^* | \tau^{y*}, \tau^y, d^*) = \frac{f(d^* | \tau^{y*})}{f(d^* | \tau^y) + f(d^* | \tau^y)},$$

where $f(d^* | \tau^k)$ is the probability that the target image, $d^*$, belongs to the category from which the two example images, $\tau^k$, are sampled. Under the PLDA model, one can write this probability in closed form as a normal distribution [21]:

$$f(d^* | \tau^k) = \mathcal{N}\left(u^* \left| \frac{\Psi}{2\Psi + 1} (u^k_1 + u^k_2), \frac{\Psi}{2\Psi + 1} + 1 \right. \right).$$

Here, $u$ is an image transformed in two steps. First, the image is passed through ResNet-50 and transformed into a feature vector; then, this feature vector undergoes an affine transformation with shift vector $m$ and rotation and scaling matrix $A$ to become $u$. Thus, in Equation 3 $u^*$ is a transformed target image, and $(u^k_1, u^k_2)$ are a pair of transformed examples sampled from category $k$. The quantities $m$ and $A$ in the second transformation and the $\Psi$ in Equation 3 are parameters of the PLDA model obtained by training on the images in the 100 selected categories. The precise definitions of these parameters and the training procedure are presented in Figure 2 in Ioffe’s PLDA paper [55].

To summarize this subsection, Equation 1 defines the Bayesian Teaching probability, and Equation 2 defines its numerator (simulated learner performance), $f_L$, used to select examples in the [EXAMPLES] conditions. A high $f_L$ means that the selected examples will lead the model of the explainee (or learner) to classify the target image as the category predicted by the model to be explained with high probability. Conversely, a low $f_L$ means that the selected examples will lead the learner model to classify the target image as the other category in the 2AFC with high probability. Note that $f_L$ is trial specific, as this probability is a function of the target image, $d^*$, the model predicted label of the target image, $y^*$, and the four examples, $(\tau^{y^*}, \tau^y)$, which precisely define a trial.
Selection of saliency maps with Bayesian Teaching

A saliency map is an image mask that shows how important each pixel of the image is to the model’s inference. In the [MAP] conditions, we generate a saliency map for every image displayed. To generate a saliency map, one needs to specify a model, an inference task, and a definition of importance. We used ResNet-50 as the model and the classification of an image into the 1000 categories in ImageNet 1K as the inference task. Using the Bayesian Teaching framework, we define importance to be the probability that a mask, \( m \), will lead the model to predict the image, \( d \), to be in category, \( y \), when the mask is applied to the image. This is expressed by Bayes’ rule as

\[
Q_T(m \mid y, d) = \frac{g_L(y \mid d, m)p(m)}{\int_{\Omega_M} g_L(y \mid d, m)p(m)}.
\]

Here, \( g_L(y \mid d, m) \) is probability that the ResNet-50 model will predict the \( d \) masked by \( m \) to be \( y \); \( p(m) \) is the prior probability of \( m \); and \( \Omega_M = [0, 1]^{W \times H} \) is the space of all possible masks on an image with \( W \times H \) pixels. The prior probability distribution \( p(m) \) on \( m \) is a sigmoid-function squashed Gaussian process prior.

Instead of sampling the saliency maps directly from Equation 4, we find the expected saliency map for each image by Monte Carlo integration:

\[
E[M \mid y, d] = \frac{\int_{\Omega_M} m Q_T(m \mid y, d)}{\int_{\Omega_M} g_L(y \mid d, m)p(m)} \approx \frac{\sum_{i=1}^{N} m_i g_L(y \mid d, m_i)}{\sum_{i=1}^{N} g_L(y \mid d, m_i)},
\]

where \( m_i \) are samples from the prior distribution \( p(m) \), and \( N = 1000 \) is the number of Monte Carlo samples used. To see why an expected map is desirable, imagine the following case. Suppose that an image contains 7 goldfish and its category is “goldfish.” In this case, a mask that reveals any one of the goldfish will have a high \( Q_T \) value. However, it is more desirable that the mask would reveal all the goldfish in the image. The expectation provides this by averaging the masks appropriately weighted by their \( Q_T \) values.

Now, we describe the step-by-step procedures for generating the saliency map for an image, \( d \). First, \( d \) is resized to be 224-by-224 pixels, which is the size displayed in the experiments (Figure 1). A set of 1000 2D functions are sampled from a 2D Gaussian process (GP) with an overall variance of 100, a constant mean of \(-100\), and a radial-basis-function kernel with length scale 22.4 pixels in both dimensions. The sampled functions are evaluated on a 224-by-224 grid, and the function values are mostly in the range of \([-500, 300]\). A sigmoid function, \( 1/(1 + \exp(-x)) \), is applied to the sampled functions to transform each of the function values, \( x \), to be within the range \([0, 1]\). This results in 1000 masks. The mean of the GP controls how many effective zeros there are in the mask, and the variance of the GP determines how fast neighboring pixel values in the mask change from zero to one. The 1000 masks are the \( m_i \)’s in Equation 5. We produce 1000 masked images by element-wise multiplying the image \( d \) with each of the masks. The term \( g_L(y \mid d, m_i) \) is the ResNet-50’s predictive probability that the \( i \)th masked image is in category \( y \). Having obtained these predictive probabilities from ResNet-50, we average the 1000 masks according to Equation 5 to produce the saliency map of image \( d \). If \( d \) is a target image, the \( y \) used to generate the saliency...
map is the ResNet-50-PLDA model’s prediction. If \( d \) is an example, the \( y \) is the category from which the example is sampled.

In the [JET] conditions, the saliency maps are rendered in the Matplotlib package with the “jet” colormap and an alpha value of 0.4 and overlaid on the images (see Figure 1 images at the bottom row). In the [BLUR] conditions, a saliency map is rendered by blurring the image for which it is generated (Figure 1 images in the middle row). To generate the blur, each pixel value of a saliency map, \( z \), is assigned a blurring window width, \( w(z) = \text{ceil}(30/(1 + \exp(20z - 10))) \). The \( j^{th} \) pixel value of the rendered saliency map is the average pixel value of a patch of the original image, where the patch is \( w \)-by-\( w \) in size and centered on the \( j^{th} \) pixel of the original image. If the \( j^{th} \) pixel is close to an edge of the image, the patch becomes rectangular, and the average is over whichever pixel values that are inside the \( w \)-by-\( w \) sized window.

To conclude this subsection, we make a few final remarks. First, a PLDA layer is unnecessary in the generation of saliency maps because the ResNet-50 model is capable of generating the probabilities \( g_L(y \mid d, m) \) in Equation 4. In contrast, the ResNet-50 model cannot be used directly to generate the probabilities \( f_L(y^* \mid \tau y^*, \tau y, d^*) \) in Equation 1. Second, while the 2AFC task may be suitable for generating a saliency map for the target image, it cannot be used to generate saliency maps for the examples. This is the main reason that here we used the inference task of the image classification task that the ResNet-50 model is trained on. Lastly, Equation 5 is the same as Equation 5 in the RISE approach introduced by Petsiuk, Das, and Saenko [48], which presents a state-of-the-art method for generating saliency maps. Our implementation and their implementation differ only in the way the individual masks are sampled. In our implementation, we sampled functions from a GP prior and turned them into masks by applying a sigmoid function. In [48], random binary matrices are first sampled and subsequently up-sampled to the desired mask size through bilinear interpolation. The expectation is done in the same way.

**Familiarity coding**

In addition to the splits by conditions presented in Table 1, analysis also rely on scores of human familiarity with the image categories. The familiarity of each of the [HELPFUL] and [RANDOM] trials was manually coded by 7 raters. Each rater was asked to code the trial as “familiar” if they thought they could correctly match the category labels to the images presented in that trial, and “unfamiliar” otherwise. A familiarity score for each pairing of categories was then constructed by assigning each raters judgements as 1 for familiar and 0 for unfamiliar, and computing the mean across raters. The 300 trials across the [HELPFUL] and [RANDOM] conditions resulted in 167 unique category pairings (counting the ordering of target versus other category), and their familiarity scores are presented in Supplementary Table T2.

**Statistical analysis**

Whenever we report testing how well participants predict the model classifications (performance), or how often their judgements correspond to the image ground truth (accuracy) we used hierarchical logistic regressions with random intercepts per participants and fixed effects for the remaining terms. For analyses of sensitivity and specificity analyses, we still used a logistic regression framework but only included trials corresponding to true positives and false negatives, or true negatives.
and false positives, respectively. Sensitivity captures how well participants predict trials when the AI is correct, and specificity capture how well participants predict trials when the model is wrong.

To illustrate, **Bayesian Teaching improves predictive performance** used the following equations on the full set of trials, and on a subset of the trials to capture sensitivity and specificity respectively:

\[
\Pr(\text{Performance}_i = 1) = \logit^{-1}(\alpha_j[i] + \beta_1\text{ExplanationCondition}_i + \epsilon_i), \quad \text{for } i = 1, \ldots, I.
\]

\[
\logit^{-1}(x) = \frac{\exp(x)}{1 + \exp(x)}
\]

\[
\alpha_j \sim N(U_j, \sigma^2_{\alpha}), \quad \text{for } j = 1, \ldots, J.
\]

where performance is a binary variable coded as 1 when participant correctly predict the AI classification and 0 otherwise, \(i\) is the observation index, \(j\) is the participant index. ExplanationCondition is a binary dummy variable coded as 1 if participants experienced heatmaps and helpful examples and 0 if they did not experience any explanations.

For the **Participants prefer helpful examples** section we compared three hierarchical logistic models: (A) An intercept only model that treated intercepts as nested within participants (B) an intercept only model that treated intercepts as nested within participants and conditions, (C) Model two, with an added fixed effect for the familiarity score. We then compared the negative log-likelihoods of these models to determine which best accounted for the observed data.

We evaluated whether **Bayesian Teaching can lead participants to both correct and incorrect inference** by predicting performance in the conditions containing examples by fitting three nested models:

\[
\Pr(\text{Performance}_i = 1) = \logit^{-1}(\alpha_j[i] + \beta_1\text{ResNetAccuracy}_i + \epsilon_i), \quad \text{for } i = 1, \ldots, I.
\]

\[
\Pr(\text{Performance}_i = 1) = \logit^{-1}(\cdots + \beta_2\text{SimLearnerPerformance}_i + \epsilon_i), \quad \text{for } i = 1, \ldots, I.
\]

\[
\Pr(\text{Performance}_i = 1) = \logit^{-1}(\cdots + \beta_3\text{ModelCorrectness}_i +
\beta_4\text{ModelCorrectness}_i\text{ResNetAccuracy}_i +
\beta_5\text{ModelCorrectness}_i\text{SimLearnerPerformance}_i + \epsilon_i), \quad \text{for } i = 1, \ldots, I.
\]

where SimLearnerPerformance is the expected probability that the participant pick the same response as the target model, conditional on seeing the examples, and ModelCorrectness is a dummy variable coding if ResNet made a correct classification on this particular trial. We then compared the negative log-likelihoods of these three models, and reported the coefficients of the best-fitting model (the interaction model).

In the **Bayesian Teaching improves performance through belief-mitigation** section we fitted four logistic hierarchical regression models to the full data. These models shared the following form:

\[
\Pr(Y_i = 1) = \logit^{-1}(\alpha_j[i] + \beta_1\text{Familiarity}_i + \beta_2\text{ResNetAccuracy}_i +
\beta_3\text{Examples}_i + \beta_4\text{MAP}_i + \beta_5\text{Labels}_i + \epsilon_i), \quad \text{for } i = 1, \ldots, I.
\]

where Familiarity is a proportion of raters who rated the trial categories as familiar, ResNetAccuracy, was the average ResNet accuracy for the target category, Examples, MAP and Labels where dummy variables that captured whether examples were shown, whether heatmaps were shown and whether category labels were informative or not, respectively.
These four models were distinguished based on whether the AI was correct or not and whether Y corresponded to whether the participant judgement matched the ground truth or matched the AI’s judgement. We fitted similar models to the [EXAMPLES] trials only, with the only difference being that the Examples term, that previously had captured whether examples were present was replaced with a dummy variable that captured whether the examples presented were helpful or not. Finally, we fitted two more models predicting participant performance from the full data. These are similar to Equation 6, but added two additional interaction terms:

$$\Pr(Y_i = 1) = \logit^{-1}(\cdots + \beta_6 \text{MAP}_i \text{Familiarity}_i + \beta_7 \text{Examples}_i \text{Familiarity}_i + \epsilon_i),$$

for $i = 1, \ldots, I$. Coefficient tables for these models can be found in Supplementary Tables T3. All hierarchical logistic regression models were fitted using the lme4 package (1.1-23) in R version 4.0.3.
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Supplementary information: Mitigating belief projection in explainable artificial intelligence via Bayesian Teaching

Supplementary Table T1

ImageNet categories used in the experiment. The 83 categories and their corresponding ResNet accuracy are given in this table. The accuracy scores are computed on the test set of ImageNet 1K over the 100 selected categories described in Methods. See separate csv file.

Supplementary Table T2

The table lists all 167 unique pairs of categories used in the experiment along with each pair’s familiarity score. See separate csv file.

Supplementary Tables T3

Coefficient tables for the 15 regression models reported in the main text. See separate excel file.
Supplementary Discussion D1: Participants prefer helpful examples

Methods

To test the subjective preference for helpful versus unhelpful or random examples, we use a different task. In a trial of this task, we presented a target image, its category, and two sets of example pairs for that category. The participants were asked to select which pair they think influenced the AI’s classification more. Note that this experiment is different from the 2AFC experiment described previously in that there is only one category and the decision is between teaching sets.

Helpful examples are chosen to be the teaching examples for the target category in trials where $f_L > 0.8$. Likewise, unhelpful examples are chosen to be the examples for the target category in trials where $f_L < 0.2$. On average, these examples are expected to be helpful or detrimental regardless of what the other category is; thus, they can be approximated as examples that aim to maximize or minimize the marginal teaching probability. We extracted 67 target images that have both helpful examples and unhelpful examples. Given a target image’s category, random examples are simply random samples from the training images in ImageNet 1K that are not the target image or the helpful examples.

80 participants (25 male, 54 female, 1 other) were recruited from Amazon Mechanical Turk and paid $1.00 for completing the experiment, which took roughly 5 minutes to complete. The participants were randomly assigned to each of the two conditions (helpful-vs-unhelpful and helpful-vs-random) with 40 in each condition. The mean age of participants was 36.7 years (SD = 10.5), ranging from 16 to 68 years. 6 participants were excluded from analysis for completing the experiment too quickly (less than one second per trial), resulting in a final sample of 74 participants.

The study protocol was approved by Rutgers University IRB. All research was performed in accordance with the approved study protocol. An IRB-approved consent page was displayed before the experiment. Informed consent was obtained from all participants. The experiment began after the participants gave consent.

Results

We wanted to evaluate whether participants preferred informative to uninformative and misleading examples. To test this, we ran a second study where participants chose between helpful examples versus random examples (n=37) or versus unhelpful examples (n=37). The helpfulness of the examples is determined by Bayesian Teaching. The helpful examples are chosen to best represent the target category by maximizing the marginal teaching probability; random examples are uniformly randomly sampled from the target category; and unhelpful examples are chosen to mislead the learner to infer any other category by minimizing the marginal teaching probability. The marginal teaching probability is the probability that a set of examples will lead the explainee model to infer the target category compared to any other category in a 2AFC task (see Methods for more details).

Participants showed a small but reliable preference for helpful relative to random examples (53.05% [95% CI = 51.08% - 55.01%], z=3.03, p = .002) and a substantial preference for helpful versus to unhelpful examples (64.14% [95% CI = 61.68% - 66.59%], z=10.95, p < .0001). These two conditions were reliably different ($\chi^2 = 36.94, p < .0001$), implying that the Bayesian Teacher
is not only capable of selecting helpful examples, but can also select examples that are actively confusing (see Figure D1-I). As this pattern of preferences matches our predictions as stated in the introduction, a natural next steps is to evaluate whether these preferences are particularly pronounced for unfamiliar examples, as hypothesised. We found that participants were more likely to prefer helpful examples when the choice categories were unfamiliar to them ($\beta = -0.57(0.08)$, $z = -7.02$, $p < .0001$), irrespective of whether helpful examples were contrasted with random or unhelpful examples.

Figure D1-I: The popularity of helpful examples. (A). The probability that a participant chose helpful examples over random (37 participants; 2479 observations), or unhelpful examples (37 participants; 2479 observations) respectively. (B). The less familiar participants are with the stimulus categories, the more they prefer helpful examples. Familiarity ratings were continuous in the analyses reported in the main text, but are dichotomized here for visual clarity. Each transparent point represents the average probability across participants for one specific stimulus pair. Solid points represent the mean across all stimulus pairs. Error bars signify 95% bootstrapped confidence intervals.
Supplementary Discussion D2: Analysing MAP conditions separately

In the main text we combined the two MAP conditions in our analyses. To show that this decision did not meaningfully impact our conclusions we repeat the same analyses with [JET] and [BLUR] as separate predictors here. We ran hierarchical logistic regressions on the complete dataset predicting performance from the interventions ([SPECIFIC-LABELS] vs [GENERIC-LABELS], [BLUR] vs [JET] vs [NO MAP], and [EXAMPLES] vs [NO EXAMPLES], while controlling for ResNet-50-PLDA accuracy and familiarity ratings.

[BLUR] improves performance when the AI is wrong (β= 0.43(0.03), z = 12.27, p < .0001), as do [JET] (β= 0.43(0.03), z = 12.34, p < .0001). However, the masks reduce performance (to a lesser extent) when the AI is correct, both for [BLUR] (β= -0.49(0.08), z = -6.06, p < .0001) and for [JET] (β= -0.62(0.08), z = -7.76, p < .0001), see Figure D2-1. In both cases, the saliency maps reduced the first order-accuracy of the participants. [BLUR] AI correct: β= -0.49(0.08), z = -6.05, p < .0001, AI wrong: β= -0.43(0.03), z = -12.27, p < .0001; [JET] AI correct: β= -0.62(0.08), z = -7.76, p < .0001, AI wrong: β= -0.43(0.03), z = -12.34, p < .0001. This reduction in first-order accuracy means that they were less likely to believe that the AI judgements matched the ground truth of the image. This in turn implies that the saliency maps encourage participants to consider that the AI might be mistaken. This interpretation assumes that participants know the ground truth for most of the trials, which seems plausible given the familiarity ratings.

The familiarity ratings capture the ease of the discrimination task in that they are higher for trials involving categories that humans are familiar with. We can use these ratings to further explore whether participants project their own beliefs onto the AI. Specifically, if humans use their first-order classifications to model the AI, familiarity should positively correlate with predictive performance when the AI is correct, but negatively correlate with predictive performance when the AI is wrong. This is indeed what we find: participants are more likely to accurately predict AI classifications when they are familiar with the item categories and the AI is correct (β= 1.10(0.04), z = 29.28, p < .0001), but they are less likely to correctly predict AI errors (β= -0.92(0.02), z = -42.82, p < .0001). In other words, participants are more likely to assume that the AI gets it right for trials that they themselves find easy.

Previously we showed that saliency maps improved prediction accuracy on trials when the AI was wrong. We suggested that this might be explained by saliency maps helping participants distinguish between their first-order judgements of the ground truth and their performance on predicting the model classification. This can be evaluated directly by testing whether the impact of the familiarity ratings on classification accuracy are attenuated by the saliency maps (see Figure D2-1). In other words, if participants are more likely to predict that the AI is correct on trials that they themselves find easy, and the saliency maps work by helping people realise that the AI use different decision-processes, the saliency maps should make participants more willing to consider that the AI is wrong for trials they themselves find easy. This is what we find, see Figure D2-1. Specifically, the presence of [BLUR] maps reduces the positive impact of familiarity on second-order accuracy when the AI is correct (β= -0.61(0.09), z = -6.67, p < .0001) and the same is true for [JET] maps (β= -0.44(0.09), z = -4.87, p < .0001). Conversely, saliency maps reduce the negative impact of familiarity on second-order accuracy when the AI is wrong, for both [BLUR] (β= 0.74(0.05), z = 13.95, p < .0001) and [JET] (β= 0.67(0.05), z = 12.73, p < .0001). Collectively
these results suggest that the presence of saliency maps help participants model the AI as an agent with distinct beliefs that may conflict with their own.

Figure D2-1: Masks improve human performance for identifying model errors, and reduce performance for identifying model hits, irrespective of how they are presented. All subplots are based on the entire data set, comparing [JET] and [BLUR] and [NO MAP] conditions (631 participants; 94,582 observations). (A). The saliency maps improve performance for trials when the AI is wrong but reduce performance when the AI is correct. (B). The saliency maps make people less likely to classify the target image to align with the ground truth, independent of AI accuracy. Together, A & B imply that the saliency maps help people to consider that the AI might make mistakes. (C) Saliency maps decrease the impact of familiarity on participant judgements. For model hits this leads to decreased performance, whereas for model errors it leads to improved performance. This pattern provides further evidence that the saliency maps work by shifting participants away from using their first-order judgments to model the AI classifications. Collectively these figures suggest that [JET] and [BLUR] have very similar impacts on participant judgements. Errorbars represent 95% bootstrapped confidence intervals. All point estimates have confidence intervals, though some are too narrow to see clearly. Shaded areas represent analytic 95% confidence intervals.
Supplementary Figure F1: The relationship between ResNet Accuracy and participant performance in the control condition

Focusing exclusively on the control trials, we see that ResNet accuracy is positively associated with human predictive performance when the AI is wrong ($\beta = 0.81(0.11)$, $z = 6.95$, $p < .0001$), but even more so when the AI is correct ($\beta = 0.92(0.23)$, $z = 3.96$, $p < .0001$).

Figure F1: (A) ResNet accuracy is positively associated with human performance during the control condition both for trials when the AI is correct and when the AI is wrong. However, the base rate human performance is much higher when the AI is correct. (B) The probability that the participant judgement corresponds to the ground truth is positively associated with ResNet accuracy when the model is correct, but negatively associated with ResNet accuracy when the model is wrong. Masks improve human performance for identifying model errors, and reduce performance for identifying model hits, irrespective of how they are presented. Both subplots are based on the control trials only (76 participants; 11,394 observations). Shaded areas represent analytic 95% confidence intervals.