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Abstract. Deep neural networks (DNNs) have achieved state-of-the-art performance across a variety of traditional machine learning tasks, e.g., speech recognition, image classification, and segmentation. The ability of DNNs to efficiently approximate high-dimensional functions has also motivated their use in scientific applications, e.g., to solve partial differential equations (PDE) and to generate surrogate models. In this paper, we consider the supervised training of DNNs, which arises in many of the above applications. We focus on the central problem of optimizing the weights of the given DNN such that it accurately approximates the relation between observed input and target data. Devising effective solvers for this optimization problem is notoriously challenging due to the large number of weights, non-convexity, data-sparsity, and non-trivial choice of hyperparameters. To solve the optimization problem more efficiently, we propose the use of variable projection (VarPro), a method originally designed for separable nonlinear least-squares problems. Our main contribution is the Gauss-Newton VarPro method (GNvpro) that extends the reach of the VarPro idea to non-quadratic objective functions, most notably, cross-entropy loss functions arising in classification. These extensions make GNvpro applicable to all training problems that involve a DNN whose last layer is an affine mapping, which is common in many state-of-the-art architectures. In numerical experiments from classification and surrogate modeling, GNvpro not only solves the optimization problem more efficiently but also yields DNNs that generalize better than commonly-used optimization schemes.
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1. Introduction. Deep neural networks (DNNs) have emerged as one of the most promising machine learning methods by achieving state-of-the-art performance in a wide range of tasks such as speech recognition [27], image classification [34], and segmentation [50]; for a general introduction to DNNs, see [21]. In the last few years, these successes have also motivated the use of DNNs in scientific applications, for example, to solve partial differential equations (PDEs) [25, 48, 55, 58] and to generate PDE surrogate models [57].

A key contributor to DNNs’ success across these applications is their universal approximation properties [11] as well as recent advances in computational hardware, maturity of machine learning software, and the availability of data. However, in practice, training DNNs remains a challenging art that requires careful hyper-parameter tuning and architecture selection. Mathematical insights are critical to overcome some of these challenges and to create principled learning approaches. In this paper, we leverage methods and algorithms from computational science to design a reliable, practical tool to train DNNs efficiently and effectively.
DNNs are parameterized mappings between input-target pairs, \((y, c)\). Learning means finding the weights of the mapping to achieve accurate approximations of the input-target relationships. In supervised learning, the weights of the mapping are computed by minimizing an expected loss or discrepancy of \(G(y) \approx c\) approximated using labeled training data. This optimization problem is difficult because the number of weights and examples is typically large, the objective function is non-convex, and the final weights must generalize beyond the final training data. The latter motivates the use of explicit (e.g., weight-decay or Tikhonov) or implicit (e.g., early stopping of iterative methods) regularization.

Devising effective solvers for the optimization problem has received a lot of attention and two predominant iterative approaches have emerged: stochastic approximation schemes \([49]\), such as stochastic gradient descent (SGD) (or variants like ADAM \([32]\)), and stochastic average approximation (SAA) schemes \([33]\). Each step of SGD approximates the gradient of the expected loss with a small, randomly-chosen batch of examples that are used to update the DNN weights. Under suitable choices of the step size, also called the learning rate, each step reduces the expected loss and the iterations have been shown empirically to often converge to global minimizers that generalize well. In practice, however, it can be difficult to determine the most effective SGD variants and tune hyperparameters such as the learning rate. Furthermore, even if the scheme converges, the rate is often slow and the sequential nature of the method complicates parallel implementation. Finally, it is non-trivial to incorporate curvature information \([5, 36, 60]\). An alternative to SGD approaches is minimizing a sample average approximation (SAA) of the objective function, which attempts to overcome some of the aforementioned disadvantages. The accuracy of the average approximation improves with larger batch sizes and can be further increased by repeated sampling \([40, 33]\). While the computational complexity of a step is proportional to the batch size, larger batches provide more potential for data parallelism. The resulting optimization problem can be solved using deterministic methods including inexact Newton schemes \([4, 43, 59]\). Particularly the examples in \([43]\) show the competitiveness of Newton-Krylov methods to common SGD approaches in terms of computational cost and generalization.

Our goal is to further improve the efficiency of SAA methods by exploiting the structure of the DNN architecture. Many state-of-the-art DNNs \([26, 48, 35, 34, 50]\) can be expressed in a separable form

\[(1.1) \quad G(y, W, \theta) = WF(y, \theta).\]

Here, \(W\) are the parameters of a linear transformation and \(\theta\) parameterize the nonlinear feature extractor \(F\). The key idea in this paper is to exploit the separable structure by eliminating the linear parameters through partial optimization. This reduces \(G\) to

\[(1.2) \quad G_{\text{red}}(y, \theta) = W(\theta)F(y, \theta),\]

where \(W(\theta)\) denotes the optimal linear transformation for the current feature extractor \(F(\cdot, \theta)\). For example, for least-squares loss functions, \(W(\theta)F(y, \theta)\) is the projection of the target feature \(c\) onto the subspace spanned by the nonlinear feature extractor. Hence, the resulting scheme is known as variable projection (VarPro); for the original works, see \([19, 29]\) and for excellent surveys refer to \([20, 42]\).
VarPro has been widely used to solve separable, nonlinear least-squares problems (see [20] and references therein), and its first applications to DNNs, to our best knowledge, can be attributed to [56, 46]. These works train relatively shallow neural networks as function approximators and therefore use a regression loss function. In addition to the obvious advantage of reducing the number of weights, these works also show that VarPro can create more accurate models and can accelerate the training process. The analysis in [56] reveals that the faster rate of convergence can be explained by the improved conditioning of the optimization problem. Another advantage of VarPro is its ability to capture the coupling between the variables \( W \) and \( \theta \), which is to be expected in our application. In the presence of tight coupling between these blocks, VarPro can outperform block coordinate descent approaches (see, e.g., [10] for a detailed comparison for an imaging problem). Using block coordinate descent to train neural networks has recently been proposed in [45, 12].

Our main contribution is the development of a Gauss-Newton-Krylov implementation of VarPro (GNvpro) that extends its use beyond least-squares functions, specifically to cross-entropy loss functions arising in classification. For cross-entropy loss functions, there is no closed-form expression for \( W(\theta) \), and therefore, to compute (1.2) efficiently and robustly, we develop a tailored trust region Newton scheme. Due to our efficient implementation of this scheme the overhead of computing \( W(\theta) \) is negligible in practice and the computational cost of DNN training is dominated by forward and backward passes through the feature extractor. We compute the Jacobian of \( W(\theta) \), which is required in GNvpro, using implicit differentiation and accelerate the computation by re-using (low-rank) factorizations. As these two steps are independent of the choice of \( F \), GNvpro is applicable to a general class of DNN architecture. To demonstrate its versatility, we experiment with the network architecture and as learning tasks consider classification, segmentation, and PDE surrogate modeling. Across those examples and as expected, GNvpro accelerates the convergence of the optimization problem compared to Gauss-Newton-Krylov schemes that train (1.1) and SGD variants. Equally important, DNNs are trained that generalize well. GNvpro’s ability to train a relatively small DNN to high accuracy is particularly attractive for surrogate modeling as the goal here is to reduce the computational cost of expensive PDE solves.

Before deriving our algorithm, we establish a geometric intuition of VarPro and highlight the effectiveness of GNvpro through a simple binary classification example in Figure 1. Our data consists of input-target pairs \((y, c)\) where \( y \in \mathbb{R}^2 \) are points lying in the Cartesian plane belonging to one of two classes: contained in an ellipse \((c = 0)\) or outside the ellipse \((c = 1)\). We train a network with a three-layer feature extractor, written as the composition

\[
F(y, \theta) = \sigma(K_2\sigma(K_1\sigma(K_0y + b_0) + b_1) + b_2),
\]

where the matrices are of size \( K_0 \in \mathbb{R}^{4 \times 2} \), \( K_1 \in \mathbb{R}^{4 \times 4} \), and \( K_2 \in \mathbb{R}^{2 \times 4} \), the vectors are of size \( b_0 \in \mathbb{R}^4 \), \( b_1 \in \mathbb{R}^4 \), and \( b_2 \in \mathbb{R}^2 \), and the activation function \( \sigma(x) = \tanh(x) \) acts entry-wise. For notational convenience, we let \( \theta = (K_0, b_0, K_1, b_1, K_2, b_2) \) be a vector containing all of the trainable weights. We use our trust region Gauss-Newton-Krylov and Tikhonov regularization with and without VarPro to compare optimization strategies. As illustrated in Figure 1, GNvpro improves the accuracy and efficiency and illustrates a near-optimal geometric evolution throughout the iteration history.
Figure 1. We compare the training performance of the full model (top row) and the VarPro-reduced model (bottom) given by (1.1) and (1.2), respectively, for a two-dimensional binary classification problem. The training data consists of inputs $y \in \mathbb{R}^2$ and are visualized in the left figure using red and blue dots based on their label $c \in \{0, 1\}$. In the other panels, we display the transformed training data $F(y, \theta)$ at intermediate optimization iterations, the linear classifier $W$ via a black line, and the resulting classification via the background shading. By design, each iteration of VarPro uses the optimal linear classifier for the transformed data and thus converges quicker and to a more accurate solution.

The paper is organized as follows. In Section 2, we derive GNvpro and its components by generalizing the VarPro idea to cross-entropy loss functions and in particular discuss the effective solution of the partial minimization problem arising in classification problems. In Section 3, we provide three numerical examples consisting of two least-squares regression problems and one image segmentation problem. The regression problems seek to train a DNN surrogate models of the parameter-to-observable map for two PDEs, Convection Diffusion Reaction and Direct Current Resistivity. The segmentation problem seeks to train a DNN to classify pixels that correspond to different materials or crops in a hyperspectral image. In Section 4, we summarize our findings and discuss future directions.

2. Train like a (Var)Pro. In this section, we present GNvpro, our Gauss-Newton-Krylov implementation of variable projection (VarPro) that enables training separable DNN architectures (1.1) to solve regression and classification problems. Our algorithmic process is predicated on formulating the stochastic optimization problem as a sample average approximation. To implement VarPro, we separate the nonlinear and linear DNN components into outer and inner problems, respectively. At each training iteration, we solve the inner problem to eliminate $W$ as in (1.2). The type of loss function dictates the choice of the solver for the inner problem: in the case of a least-squares function, an SVD solves the inner problem and in the case for the cross-entropy function, we employ a trust region approach. To efficiently solve the outer problem, we carefully linearize the reduced forward model (1.2) and derive GNvpro as a generalization of Gauss-Newton to non-quadratic loss functions.

2.1. VarPro for DNN Training. Let $(y, c)$ be an input-target pair where $y$ belongs to the feature space $Y \subset \mathbb{R}^{N_{in}}$ and $c$ belongs to the target space $C \subset \mathbb{R}^{N_{out}}$. We denote the data set, the set of all input-target pairs, as $D \subset Y \times C$, and assume that it is large or even infinite. In this work, we consider DNN models of the form (1.1), which consist of two
Table 1

Loss functions supported in our framework for training DNNs to solve function approximation (least-squares) and classification tasks (logistic, multinomial). The first argument of the loss functions is the output of the network, i.e., $x = W F(y, \theta)$. The softmax function $h(x) = \exp(x)/(1 + \exp(x))$ transforms the output into a vector of probabilities where the $i^{th}$ value is the probability of belonging to class $i$. In the one-dimensional case, the softmax function is equivalent to the sigmoid function. The unit simplex $\Delta^{N_{\text{target}}}$ contains vectors with non-negative entries that sum to 1 (i.e., vectors of probabilities).

| Loss Function          | Domain                          | Formula                                          |
|------------------------|---------------------------------|--------------------------------------------------|
| Least Squares          | $\mathbb{R}^{N_{\text{target}}} \times \mathbb{R}^{N_{\text{target}}} \rightarrow \mathbb{R}$ | $L_{ls}(x, c) = \|x - c\|_2^2$                   |
| Logistic Regression    | $\mathbb{R} \times \{0, 1\} \rightarrow \mathbb{R}$ | $L_{\log}(x, c) = -c \log(h(x)) - (1 - c)^\top \log(1 - h(x))$ |
| Multinomial Regression | $\mathbb{R}^{N_{\text{target}}} \times \Delta^{N_{\text{target}}} \rightarrow \mathbb{R}$ | $L_{\text{mul}}(x, c) = -c^\top \log(h(x)) - (e - c)^\top \log(e - h(x))$ |

components: a nonlinear, parametrized feature extractor $F : \mathcal{Y} \times \mathbb{R}^{N_{\theta}} \rightarrow \mathbb{R}^{N_{\text{out}}}$ and a final linear transformation $W \in \mathbb{R}^{N_{\text{target}} \times N_{\text{out}}}$. We denote the weights of the feature extraction $F$ by $\theta \in \mathbb{R}^{N_{\theta}}$.

In a supervised setting, we use the labeled data in $\mathcal{D}$ to train the weights of the model. We pose this as the stochastic optimization problem

$$\min_{W, \theta} \mathbb{E}[L(W F(y, \theta), c)] + R(\theta) + S(W),$$

where the loss function $L : \mathbb{R}^{N_{\text{target}}} \times C \rightarrow \mathbb{R}$ is convex in its first argument, and $R : \mathbb{R}^{N_{\theta}} \rightarrow \mathbb{R}$ and $S : \mathbb{R}^{N_{\text{target}} \times N_{\text{out}}} \rightarrow \mathbb{R}$ are convex regularizers. In this work, we choose the Tikhonov regularizers $R(\theta) = \alpha_1 \|B \theta\|_2^2$ (where $B$ is a user-defined regularization operator) and $S(W) = \alpha_2 \|W\|_F^2$ (where $\| \cdot \|_F$ is the Frobenius norm) with fixed parameters $\alpha_1, \alpha_2 > 0$, which are called weight-decay in the machine learning community. The expectation is over the uniform distribution defined by the input-output pairs in $\mathcal{D}$. We list some loss functions that are commonly-used in DNN training and supported by our framework in Table 1.

We turn (2.1) into a deterministic problem by replacing the expected loss with its sample average approximation (SAA) (see also [33, 40, 31])

$$\min_{W, \theta} \Phi(W, \theta) \equiv \frac{1}{|T|} \sum_{(y, c) \in T} L(W F(y, \theta), c) + R(\theta) + S(W).$$

Here, we partition the labeled data into a training set $\mathcal{D}_{\text{train}}$, a validation set $\mathcal{D}_{\text{val}}$, and a test set $\mathcal{D}_{\text{test}}$, and choose the batch $T$ from the training set, i.e., $T \subset \mathcal{D}_{\text{train}} \subset \mathcal{D}$. The validation dataset is used to inform the network design and calibrate the regularization parameters and the test dataset is used to gauge how well the final model generalizes. In SAA methods, generalization can be achieved by choosing a sufficiently large batch size $|T|$, as this closes the match between (2.1) and (2.2), and by solving a sequence of instances of the deterministic problem with different batches [33].
Although the optimization problem (2.2) can be solved using a variety of deterministic numerical optimization methods, their effectiveness in practice can be disappointing (see top row of Figure 1 as an example). Challenges include the non-convexity of the objective function in $\theta$, immense computational costs in the large-scale setting (i.e., when the number of examples and the number of weights are large), and the coupling between the linear variable $W$ and the DNN weights $\theta$ in (1.1). To derive a more effective approach, we exploit the separability of the DNN model and the convexification of the loss function by eliminating the variables of the linear part of the model to obtain the reduced optimization problem

$$\min_{\theta} \Phi_{\text{red}}(\theta) \equiv \Phi(W(\theta), \theta) \quad (2.3)$$

where $W(\theta) = \arg\min_W \Phi(W, \theta) \quad (2.4)$

Since we eliminated the weights associated with the linear part of the model, we call $\Phi_{\text{red}} : \mathbb{R}^{N_h} \to \mathbb{R}$ the reduced objective function. For the least-squares loss function, this approach is known as variable projection (VarPro) (see [19, 29, 20, 42] and also our discussion in Subsection 2.2), but as we show below the approach extends to other convex loss functions. One of the key practical benefits of VarPro is that the minimization of (2.3) with respect to $\theta$ implicitly accounts for the coupling with the eliminated variable $W$, which can dramatically accelerate the convergence (see also the discussion and experiments in [10]).

The reduced objective function (2.3) can be minimized using gradient-based optimization, without differentiating the inner problem (2.4). In other words, the gradients of (2.3) and (2.2) with respect to $\theta$ are equal, as can be verified via

$$\nabla_{\theta} \Phi_{\text{red}}(\theta) = \nabla_{\theta} \nabla_{\theta} \Phi(W(\theta), \theta) \nabla_{\theta} \Phi(W(\theta), \theta) = \nabla_{\theta} \Phi(W(\theta), \theta), \quad (2.5)$$

This observation also implies that gradients can become inaccurate when the inner problem is not solved to sufficient accuracy.

For the loss functions considered in this paper, the inner problem (2.4) is smooth, strictly convex, and of moderate size. Thus, it can be solved efficiently using convex optimization schemes. The method by which we solve the inner optimization problem varies based on the loss function. For regression tasks, we solve the resulting least-squares problem directly using the singular value decomposition (see details in Subsection 2.2) and for the cross-entropy loss functions we solve the convex program iteratively using a Newton-Krylov trust region scheme (see details in Subsection 2.3).

The computational cost of solving (2.4) depends on the number of examples $|\mathcal{T}|$, the width of the network $N_{\text{out}}$, and the number of output features $N_{\text{target}}$. As $N_{\text{out}}$ and $N_{\text{target}}$ are typically on the order of tens or hundreds, even for large-scale learning tasks and due to our efficient implementations described in the following sections, the cost of solving the convex inner problems (2.4) is minimal in practice. Importantly, these costs grow independent of the depth of the DNN used as a nonlinear feature extractor $F$. Hence, the cost of evaluating the reduced objective function in (2.3) and its gradient (2.5) depends on the complexity of $F$. As the depth of $F$ grows, the forward and backward passes through the network dominate the training costs and the overhead of solving (2.3) becomes negligible.

We provide a side-by-side comparison of evaluating the full and reduced objective functions in Algorithm 2.1. The substantial difference is Line 4 in which we solve for the optimal $W(\theta)$
Algorithm 2.1 Evaluating objective functions

Inputs: Batch $T = \{(y_i, c_i) : i = 1, 2, \ldots, |T|\}$, feature extractor $F$, weights $\theta$, and, $W$ (only needed when not using VarPro)

Forward propagate
1: for $i = 1, \ldots, |T|$ do
2: $z_i(\theta) = F(y_i, \theta)$
3: end for

Evaluate $\Phi$ (no VarPro)
4: $\Phi_c = \Phi(W, \theta)$
5: $\nabla \Phi_c = \nabla W \Phi(W, \theta)$
6: $J_c = J(W, \theta) \left( \frac{1}{|T|} \sum_{i=1}^{|T|} W z_i(\theta) \right)$

Evaluate $\Phi_{\text{red}}$ (VarPro)
4: $W(\theta) = \arg \min_W \Phi(W, \theta)$
5: $\Phi_c = \Phi_{\text{red}}(\theta) \equiv \Phi(W(\theta), \theta)$
6: $\nabla \Phi_c = \nabla \theta \Phi_{\text{red}}(\theta)$
7: $J_c = J_\theta \left( \frac{1}{|T|} \sum_{i=1}^{|T|} W(\theta) z_i(\theta) \right)$

8: return $\Phi_c, \nabla \Phi_c$, and, for GNvpro, $J_c$

based on the current weights to evaluate the reduced objective. Observe that the architecture of the feature extractor is arbitrary, which allows us to experiment with a wide range of architectures, particularly deep networks (see [56] for experiments with single-layer neural networks).

2.2. Efficient Implementation for the Least-Squares Loss. For the least-squares loss function, the inner problem (2.4) is a linear regression problem that we solve directly using the singular value decomposition (SVD). For concreteness, we now outline our implementation for this important special case. Our final scheme is equivalent to the ones derived in [42, 20]. For ease of notation, we arrange the input and target vectors of the current batch $T \subset D_{\text{train}}$ column-wise in the matrices $Y \in \mathbb{R}^{N_{\text{in}} \times |T|}$ and $C \in \mathbb{R}^{N_{\text{target}} \times |T|}$, respectively. Similarly, let the $i$-th column of $Z(\theta) = F(Y, \theta) \in \mathbb{R}^{N_{\text{out}} \times |T|}$ correspond to output feature $F(y_i, \theta)$, where $y_i$ is the $i$-th column of $Y$. Using this notation and assuming weight decay regularization, we can write the reduced regression problem compactly as

$$
\min_{\theta} \Phi_{\text{ls}}(\theta) \equiv \frac{1}{|T|} \|W(\theta)Z(\theta) - C\|^2_F + \frac{\alpha_1}{2} \|\theta\|^2_F + \frac{\alpha_2}{2} \|W(\theta)\|^2_F,
$$

(2.6)

$$
\text{s.t.} \quad W(\theta) = \arg \min_W \frac{1}{|T|} \|WZ(\theta) - C\|^2_F + \frac{\alpha_2}{2} \|W\|^2_F.
$$

(2.7)

We note that the inner problem is separable by rows and hence the $N_{\text{target}}$ rows of $W(\theta)$ can be computed independently and in parallel. We solve the inner optimization problem efficiently and stably using the (reduced) SVD [42, 29] of the network outputs

$$
\frac{1}{\sqrt{|T|}} Z(\theta) = U \Sigma V^T,
$$

(2.8)

where the columns of $U \in \mathbb{R}^{N_{\text{out}} \times N_{\text{out}}}$ and $V \in \mathbb{R}^{|T| \times N_{\text{out}}}$ are orthonormal and $\Sigma \in \mathbb{R}^{N_{\text{out}} \times N_{\text{out}}}$ is diagonal. Here, we assume the number of samples is greater than the number of output features which is a reasonable assumption when optimizing with SAA methods.
2.3. Efficient Implementation for Cross-Entropy Loss Functions. For the cross-entropy
loss functions used in logistic and multinomial regression tasks, the inner problem \((2.4)\) gener-
ally does not admit a closed-form solution. For our choice of the regularizer \(S\), the elimination
requires solving a smooth and strictly convex problem. Typically, this problem has no more
than a few thousand variables. To efficiently solve this problem to high accuracy, we use the
Newton-Krylov trust region method described below. We recall that due to \((2.5)\), the con-
vergence of the outer optimization scheme crucially depends on the accuracy of the Newton
scheme.

To iteratively solve \((2.5)\), we initialize the weights with \(W^{(0)} \equiv 0\) and a user-specified
trust region radius \(\Delta^{(0)}\). In the \(j\)-th iteration, we compute the update to the weight by
approximately solving the quadratic program

\[
\min_{\delta w} \nabla_{\delta w} \Phi(W^{(j)}, \theta)^\top \delta w + \frac{1}{2} \delta w^\top \nabla^2_{\delta w} \Phi(W^{(j)}, \theta) \delta w \quad \text{subject to} \quad \|\delta w\| \leq \Delta^{(j)}.
\]

Although the number of variables, \(n_w = N_{\text{target}} N_{\text{out}}\), is modest in most DNN training prob-
lems, we improve the efficiency of the overall scheme by projecting this subproblem onto the
\(r\)-dimensional Krylov subspace \(K_r(\nabla^2_{\delta w} \Phi(W^{(j)}, \theta), \nabla_{\delta w} \Phi(W^{(j)}, \theta))\). Using the Arnoldi method,
this gives a low-rank factorization such that

\[
Q_{r+1} H_r = \nabla^2_{\delta w} \Phi(W^{(j)}, \theta) Q_r,
\]

where the columns of \(Q_{r+1} \in \mathbb{R}^{n_w \times (r+1)}\) are orthonormal, \(Q_r \in \mathbb{R}^{n_w \times r}\) contains the first
\(r\) columns of \(Q_{r+1}\), and \(H_r \in \mathbb{R}^{(r+1) \times r}\) is an upper Hessenberg matrix. As the Hessian is
symmetric, \(H_r\) should be tridiagonal; however, this may not be the case in practice due to
roundoff errors arising in the computation of matrix-vector products with the Hessian. The
rank \(r\) is chosen adaptively by stopping the Arnoldi scheme when the estimate of

\[
\min_{z \in \mathbb{R}^r} \frac{\|H_r z - \beta e_1\|}{\beta}, \quad \text{where} \quad \beta = \|\nabla_{\delta w} \Phi(W^{(j)}, \theta)\|, \quad e_1 = (1, 0, 0, \ldots)^\top \in \mathbb{R}^{r+1}
\]

falls below a user-defined tolerance or a user-specified maximum rank, \(r_{\text{max}}\), is reached. We
note that, in exact arithmetic, this stopping criteria renders our scheme equivalent to GM-
RES [53, Sec. 6.5] without restarting when the trust region constraint is inactive.

Using the low-rank factorization \((2.10)\) and replacing the inequality constraints with a
quadratic penalty, we obtain the approximate step approximate step \(\delta w = Q_r z^*(\lambda)\), where
for \(\lambda \geq 0\), \(z^*(\lambda) \in \mathbb{R}^r\) is given by

\[
z^*(\lambda) = \arg \min_{z \in \mathbb{R}^r} \frac{1}{2} \|H_r z - \beta e_1\|^2 + \frac{\lambda}{2} \|z\|^2.
\]

If \(\|z^*(0)\| > \Delta^{(j)}\) (i.e., the trust region constraint is violated), we use MATLAB’s fminsearch
with initial bracket \([0, \frac{\beta}{\Delta^{(j)}}]\) to find the smallest value of \(\lambda\) such that the trust region constraint
holds. Finally, we obtain the trial step \(W_{\text{trial}} = W^{(j)} + \delta W\).

To accept or reject the trial step and update the trust region radius, we compare the
predicted and actual reduction achieved by \(W_{\text{trial}}\) and follow the guidelines in [30, Sec. 3.3].
We note that the low-rank factorization is only updated when \( W_{\text{trial}} \) is accepted. The Newton scheme is stopped when a maximum number of iteration is reached or when the scheme has converged, defined as

\[
\frac{\| \nabla_w \Phi(W^{(j+1)}, \theta) \|}{\| \nabla_w \Phi(W^{(0)}, \theta) \|} \leq \epsilon_{\text{rel}}, \quad \text{or} \quad \| \nabla_w \Phi(W^{(j+1)}, \theta) \| \leq \epsilon_{\text{abs}},
\]

where we set the relative and absolute tolerances to \( \epsilon_{\text{rel}} = 10^{-10} \) and \( \epsilon_{\text{abs}} = 10^{-10} \), respectively.

### 2.4. GNvpro

To solve the reduced optimization problem (2.3) accurately and efficiently we now present our proposed Gauss-Newton-Krylov implementation of VarPro, GNvpro. We use the trust region scheme described in the previous section to iteratively update the weights \( \theta \). Recall that the outer problem generally is not convex.

In the \( k \)-th iteration of GNvpro, we build the trust region subproblem using the following approximation of the loss

\[
L(G_{\text{red}}(y, \theta^{(k)})) + J_\theta G_{\text{red}} \delta \theta, c) \approx L(G_{\text{red}}(y, \theta^{(k)}), c) + \nabla L \top J_\theta G_{\text{red}} \delta \theta + \frac{1}{2} \delta \theta \top J_\theta G_{\text{red}} \nabla^2 L J_\theta G_{\text{red}} \delta \theta,
\]

where \( \nabla L \) and \( \nabla^2 L \) are, respectively, the gradient and the Hessian of \( L(G_{\text{red}}(y, \theta^{(k)}), c) \) with respect to the first argument, and \( J_\theta G_{\text{red}} \in \mathbb{R}^{N_{\text{target}} \times N_\theta} \) is the Jacobian of the reduced model with respect to \( \theta \)

\[
G_{\text{red}}(y, \theta^{(k)}) + \delta \theta \approx G_{\text{red}}(y, \theta^{(k)}) + J_\theta G_{\text{red}} \delta \theta.
\]

We note that our approach is equivalent to the classical Gauss-Newton method for nonlinear least-squares loss when we consider the regression loss. GNvpro uses this approximation of the loss to formulate the trust region subproblem (compare to (2.9)) and uses the same subspace projection, and trust region strategy as above albeit with larger tolerances.

We now derive the Jacobian of the VarPro reduced model, \( J_\theta G_{\text{red}} \), that appears in (2.12). Applying the product rule to (1.2), the Jacobian of the reduced DNN model reads

\[
J_\theta G_{\text{red}}(y, \theta) = J_\theta(W(\theta)F(y, \theta)) = W(\theta)J_\theta F(y, \theta) + (F(y, \theta) \top \otimes I_{N_{\text{target}}})J_\theta w(\theta)
\]

where \( \otimes \) is the Kronecker product and \( I_{N_{\text{target}}} \) is the \( N_{\text{target}} \times N_{\text{target}} \) identity matrix [47]. While the Jacobian of the network in the first term can be computed easily using automatic differentiation or using the chain rule, the second term is less trivial as it requires the Jacobian of the (vectorized) solution of the convex problem (2.4). We compute this term by implicitly differentiating the first order necessary condition \( \nabla_w \Phi(W(\theta), \theta) = 0 \), which yields

\[
0 = \nabla_w^2 \Phi(W(\theta), \theta)J_\theta w(\theta) + J_\theta \nabla_w \Phi(W(\theta), \theta)
\]

\[
\Leftrightarrow J_\theta w(\theta) = -\nabla_w^2 \Phi(W(\theta), \theta)^{-1}J_\theta \nabla_w \Phi(W(\theta), \theta).
\]

Here, we note that the Hessian \( \nabla_w^2 \Phi(W(\theta), \theta) \) is positive definite due to the strict convexity of the objective function in \( W \).
Finally, we note that matrix-vector products with $J_\theta G_{\text{red}}(y, \theta)$ and its transpose can be performed without the (costly) Kronecker product, that is, for vectors $\delta \theta \in \mathbb{R}^N$ and $\delta s \in \mathbb{R}^{N_{\text{out}}}$ we have

\begin{align}
J_\theta G_{\text{red}} \delta \theta &= W(\theta)(J_\theta F(y, \theta) \delta \theta) + (J_\theta w(\theta) \delta \theta) F(y, \theta) \\
J_\theta G_{\text{red}}^T \delta s &= J_\theta F(y, \theta)^T (W(\theta)^T \delta s) + J_\theta w(\theta)^T \text{vec}(\delta s F(y, \theta)^T)).
\end{align}

When (2.15) is solved efficiently, the cost of the matrix-vector products is dominated by the linearized forward or backward propagations through the feature extractor $F$. We now provide efficient implementations of the Jacobian matrix-vector product for the least-squares and the cross-entropy loss, respectively.

**Jacobian for Least-Squares Loss.** We can simplify the Jacobian $J_\theta W(\theta)$ in (2.16) using the SVD of $Z(\theta)$ computed in (2.8). Denoting the residual by $R(\theta) = W(\theta)Z(\theta) - C$, we note that

\begin{align}
\nabla^2 W \Phi_{ls}(W(\theta), \theta) &= U(\Sigma^2 + \alpha_2 I_{N_{\text{out}}})^{-1} U^T \\
J_\theta \nabla W \Phi_{ls}(W(\theta), \theta) &= \frac{1}{|T|} W(\theta) J_\theta Z(\theta) V \Sigma U^T + \frac{1}{|T|} R(\theta) J_\theta Z(\theta)^T
\end{align}

With these ingredients, the multiplication of a given vector $\delta \theta \in \mathbb{R}^N$ with the Jacobian, for example, simplifies to

\begin{equation}
J_\theta W(\theta) \delta \theta = -\left(\frac{1}{|T|} W(\theta) \delta Z V \Sigma + \frac{1}{|T|} R(\theta) \delta Z^T U \right) (\Sigma^2 + \alpha_2 I_{N_{\text{out}}})^{-1} U^T,
\end{equation}

where we abbreviate the directional derivative of the feature extractor by $\delta Z = J_\theta Z(\theta) \delta \theta$ and cancel redundant terms. Note that multiplying the inverse Hessian from the right avoids forming the Kronecker product and enables parallel computation of all the rows. The computation of matrix vector products with the transpose of the Jacobian is along the same lines. Efficient implementations of (2.20) re-use the previously-computed SVD from (2.8) to compute $J_\theta W(\theta)$ and also evaluate the Jacobian of the feature extractor $J_\theta Z(\theta)$ only once.

**Jacobian for Cross-Entropy Loss.** Our implementation of GNVpro re-uses the low-rank decomposition of $\nabla^2 W \Phi(W(\theta), \theta)$ computed in the last iteration of the inner trust region solve to accelerate matrix-vector products with the Jacobian. That is, we replace (2.15) by

\begin{equation}
-\left(Q_r H_r^T Q_{r+1}^T \right) J_\theta \nabla_w \Phi(W(\theta), \theta), \text{ where } H_r^T \text{ is the Moore-Penrose inverse.}
\end{equation}

To increase the efficiency of computing matrix-vector products our implementation is based on performing a SVD of $H_r$ and to derive a low-rank factorization of $Q_r H_r^T Q_{r+1}^T$ and its transpose. While it can be more accurate to use an iterative method in this step, we did not observe any negative effects on accuracy in our experiments. Moreover, by this choice we ensure that $J_\theta G_{\text{red}}$ and $J_\theta G_{\text{red}}^T$ given by (2.16) and (2.17), respectively, are transposes of one another for any choice of $r$.

3. Numerical Experiments. We provide numerical experiments that demonstrate the efficacy of training DNNs with GNVpro for PDE surrogate modeling applications (Subsection 3.2) and hyperspectral image segmentation (Subsection 3.3). Across these tasks, which involve different loss functions and DNN architectures, solving the reduced problem (2.3) using GNVpro
leads to faster convergence and a more accurate model than solving the full problem (2.2) using a Gauss-Newton-Krylov method or solving the stochastic problem (2.1) using the SGD variant ADAM [32].

3.1. Experimental Setup. In this section, we describe the DNN architectures used in our experiments, define our measure of computational complexity, and describe the optimization strategies we compare. We emphasize that GNvpro does not depend on the architectures and refer to [21] for an overview of possible network designs.

Neural ODEs. In the following experiments, we consider feature extractors given by a neural Ordinary Differential Equation (Neural ODE); see [24, 15, 7]. To this end, we define $F(y, \theta)$ as a numerical approximation of $u(T)$ that satisfies the initial value problem

$$u(t) = f(u(t), K(t), b(t)) \quad \text{for} \quad t \in (0, T], \quad u(0) = \sigma(K_{in}y + b_{in})$$

with an artificial time $t \in [0, T]$, activation function $\sigma(x) = \tanh(x)$, and weights $K: [0, T] \rightarrow \mathbb{R}^{N_{out} \times N_{out}}$, $b: [0, T] \rightarrow \mathbb{R}^{N_{out}}$, $K_{in} \in \mathbb{R}^{N_{out} \times N_{in}}$, and $b_{in} \in \mathbb{R}^{N_{out}}$. For notational convenience we collectively denote the weights as $\theta = (K, b, K_{in}, b_{in})$.

As shown in [24], the stability of the Neural ODE (3.1) depends both on the choice of weights, which are learned during training, and the layer function $f$, which is specified prior to training. Here, we use the anti-symmetric layer

$$f(u, K, b) = \sigma\left((K - K^T - \gamma I)u + b\right),$$

with $\gamma = 10^{-4}$. This design leads to a stable dynamic when $K$ and $b$ are constant in time.

To train the Neural ODE, we first discretize its features $u$ and weights, $K$ and $b$, on the nodes of an equidistant grid of $[0, T]$ with $d$ cells, and then optimize the discretized weights. In our experiments, we use a fourth-order Runge-Kutta scheme. The number of time steps, $d$, can also be seen as the depth of the network. Hence, our approach is a discretize-optimize method, which has been shown to perform well also in [18, 44].

Optimization and Regularization. We compare GNvpro to the SGD variant ADAM [32] and a standard Gauss-Newton method applied to the full optimization problem (2.2) and the quasi-Newton scheme L-BFGS (implemented following [41]) applied to the VarPro problem (2.3); we call this scheme L-BFGSvpro for brevity. We discuss the hyperparameters of each scheme (e.g., linear solvers, line search methods, learning rates) as well as regularization parameters in the respective sections as they are specific to each task.

To exploit the fact that our learning problems are obtained by discretizing the Neural ODE (3.1), we employ a multilevel training strategy similar to [24, 6, 13]. The idea is to repeatedly solve the learning problem for a shallow-to-deep hierarchy of networks obtained by increasing the depth $d$ in the time discretization. On the first level, we initialize $\theta$, the weights of the feature extractor $F$, randomly. In our experiments with the full objective functions we initialized $W$ by solving (2.4) using the methods described in Subsection 2.2 and Subsection 2.3 for the initial network weights. In our examples this has improved the performance over random initialization of $W$ and also ensures that all schemes start with the same initial guess. After approximately solving the problem on the first level, the final iterate of $\theta$ is prolongated in time using piecewise linear interpolation and used to initialize
the optimization for the network architecture given by discretizing (3.1) with twice as many
time steps. This procedure is repeated until the desired depth of the network is reached.

For the Neural ODE weights, the regularization operator $B$ is a finite-difference, time
discretization to promote smooth transitions between layers. For the other weights, we use
an identity regularization operator.

**Computational Costs.** We measure the computational cost of training neural networks with
the various optimization schemes in terms of work units, which we define as the sum of the
number of forward and backward passes through the network. These forward and backward
passes are the most expensive computational steps in training, particularly for deep networks.
A forward pass consists of forming the current function value $\Phi_c$ in Algorithm 2.1 or a forward
application of the Jacobian $J_c$. A backward pass consists of forming the current gradient $\nabla \Phi_c$
in Algorithm 2.1 or an application of $J^T_c$. For simplicity, we ignore the dependency of the cost
on the number of time steps, $d$, which can vary in the multilevel training.

The number of work units per step differs across the optimization methods. For example,
each epoch of ADAM requires two work units: one to evaluate the objective function and one
to compute its gradient for all examples in the batch (see left column in Algorithm 2.1). Each
iteration of L-BFGSvpro requires two work units to compute the objective function and its
gradient plus a few additional work units to perform the line search. The iterations of GNvpro
require additional $2r$ work units to obtain the low-rank factorization of the approximate
Hessian.

3.2. Surrogate Modeling. In this section, we apply GNvpro to two datasets motivated
by PDE surrogate modeling with DNNs. One of the key challenges for surrogate modeling
consists of capturing the nonlinear features by efficiently manipulating the vast number of in-
put parameters. Creating suitable surrogates that in turn can be used for a range of analysis
tasks, such as uncertainty quantification and optimization, requires a necessary level of accu-
rracy. However, when the underlying dynamics is nonlinear and the input to output mapping
is nonconvex, the learning process becomes non-trivial.

Our goal is to design a DNN that maps given parameters $y$ to a set of observables $c$, where
$y$ and $c$ satisfy

$$c = Pu \quad \text{subject to} \quad A(u; y) = 0.$$  

The function $u$ is the solution of the PDE and $A$ is the PDE operator parameterized by $y$.
The linear operator $P$ measures the solution $u$ at discrete points in the domain to obtain a
set of observables $c \in \mathbb{R}^{N_{\text{target}}}$.

To train the DNN surrogate, we minimize the least-squares regression loss. For these
applications, it is reasonable to assume that the training data contains no noise or errors
as it is generated using a fine mesh solver. Hence, an effective surrogate should tightly
fit the training data and at the same time be efficient to evaluate. Note that we develop
these surrogate models based solely on the parameter-observable pairs, independent of the
underlying PDE.

In our experiments, we consider two examples: convection diffusion reaction (CDR), a
commonly used PDE which models a variety of physical phenomena, and direct current re-
sistivity (DCR), a inverse conductivity problem using a PDE model for electric potential.
Table 2
Training, validation, and test results for convection diffusion reaction and DC Resistivity. We report mean relative errors ± standard deviation where the smaller values indicate better fit.

| Method       | Training     | Validation   | Test         |
|--------------|--------------|--------------|--------------|
| **Convection Diffusion Reaction** |              |              |              |
| Full GN      | 0.0115 ± 0.0055 | 0.0138 ± 0.0075 | 0.0142 ± 0.0072 |
| Full SGD     | 0.0091 ± 0.0045 | 0.0114 ± 0.0086 | 0.0116 ± 0.0072 |
| L-BFGSvpro   | 0.0171 ± 0.0102 | 0.0219 ± 0.0127 | 0.0260 ± 0.0187 |
| GNvpro       | **0.0045 ± 0.0021** | **0.0057 ± 0.0033** | **0.0060 ± 0.0032** |
| **DC Resistivity** |              |              |              |
| Full GN      | 0.3837 ± 0.8384 | 0.3650 ± 0.6920 | 0.3517 ± 0.6638 |
| Full SGD     | 0.2994 ± 0.3652 | 0.2839 ± 0.2776 | 0.2904 ± 0.3256 |
| L-BFGSvpro   | 0.0786 ± 0.1878 | 0.0763 ± 0.1887 | 0.0747 ± 0.1625 |
| GNvpro       | **0.0198 ± 0.0311** | **0.0191 ± 0.0258** | **0.0199 ± 0.0322** |

Both examples are summarized below and fully described in Appendix A. The CDR equation has inspired mathematical models for studying problems in many fields, such as subsurface flows [9, 37], atmospheric dispersion modeling [1], semi-conductor physics [28], chemical vapor deposition [17], biomedical engineering [39, 16], population dynamics [61, 3], combustion [38], and wildfire spread [22]. In the CDR example we consider, the inputs \( y \in \mathbb{R}^{55} \) which parameterizes the reaction function and the targets \( c \in \mathbb{R}^{72} \) which are observations of the state \( u \) at 6 fixed spatial locations and 12 instances of time. The data set consists of 800 pairs of parameters \((y, c)\) generated by repeatedly solving the PDE.

Direct Current Resistivity (DCR) seeks detect an object from indirect noisy measurements [54, 14]. The mathematical formulation is general and a similar instance of this problem also arises in modeling porous media flow with Darcy’s Law [8]. We illustrate surrogate modeling where the inputs \( y \in \mathbb{R}^{3} \) parameterize the depth, volume, and orientation of an ellipsoidal conductivity model and the targets \( c \in \mathbb{R}^{882} \) correspond to the observed electric potential differences. We generate 6000 samples of parameters and observables \((y, c)\).

For both examples, we train the Neural ODE model (3.1) with a width of \( N_{\text{out}} = 8 \) and \( N_{\text{out}} = 16 \) for the CDR and DCR examples, respectively, and a final time of \( T = 4 \). Our multi-level approach consists of three steps whose respective number of time steps is 2, 4, and 8. For GNvpro, we limit the rank of the Krylov subspace to \( r_{\text{max}} = 20 \) and use a relative residual tolerance of \( 10^{-2} \). For SGD, we use the final depth of the network with a batch size of 2 and a learning rate of \( 10^{-3} \). For all optimization strategies, we use Tikhonov regularization with \( \alpha_1 = \alpha_2 = 10^{-10} \) to prioritize fitting.

We report the CDR and DCR numerical results in Table 2. GNvpro produces the most accurate surrogate models for both the CDR and DCR experiments in Table 2. In the DCR experiment, GNvpro reduces the data fit by an additional order of magnitude compared to the Gauss-Newton and ADAM methods applied to the full objective function and also outperforms L-BFGSvpro. As revealed by the convergence plots in Figure 2, GNvarpro achieves this level of accuracy in fewer work units.

Strikingly, the GNvpro solution also generalizes best, that is, it leads to the lowest valida-
We plot the convergence of the loss in the CDR and DCR experiments for the various optimization strategies. The weights of the Neural ODE are prolonged twice, indicated by the vertical dashed lines in each plot. GNvpro outperforms all other approaches and achieves the best fit in the fewest number of work units whereas L-BFGSvpro achieves a moderate accuracy and the Gauss-Newton and SGD schemes fail to achieve a sufficient accuracy.

Generalization is particularly significant in scientific applications to ensure the reliability of surrogate models.

To further support our numerical findings, we visualize the prediction obtained from the DNN surrogates for the CDR and DCR experiments in Figure 3. Each image in Figure 3 contains all of the observables and the DNN approximations to the observables as columns of the matrix thereby providing a global visualization of the performance of our surrogate models. The width of each image is the total number of samples that we partition into training, validation, and test sets. The difference images are the most illuminating about the quality of approximation. We see that training with GNvpro produces difference images with values closest to zero, supporting our numerical findings in Table 2.

For the DCR experiments, we can gain additional insight by visualizing the output $c \in \mathbb{R}^{882}$ as two $21 \times 21$ images for a few randomly chosen examples in Figure 4. As expected from the small loss values, GNvpro best captures the pattern of the observed, true data for both the training and validation examples. L-BFGSvpro and Gauss-Newton retain some resemblance to the true data, including some of the ellipsoidal structure in the left blocks of each image. In comparison, the SGD prediction does not capture the structure in the images, further demonstrating the competitiveness of GNvpro.

Together, these numerical results and visualizations demonstrate that training with GNvpro provides a more reliable PDE surrogate model that generalizes well and outperforms SGD in terms of both convergence speed and accuracy.
Figure 3. Global visualization of DNN surrogate model approximations for CDR and DCR data. In the left images, each column of each image represents the output of the trained Neural ODE for different samples. In the right images, we display the absolute difference between the predicted outputs and the true data. To improve visibility of the DCR data, the absolute value of the data and their difference is used and intensities are scaled logarithmically. The red lines divide the data into training, validation, and test sets, left-to-right. From the difference images and numerical results in Table 2, the GNvpro is the most similar to the true, observed data.

3.3. Indian Pines. We demonstrate the ability of GNvpro to efficiently solve multinomial regression problems using the Indian Pine dataset [2], a hyperspectral image dataset containing of electromagnetic images of agricultural crops. The image data has 145 × 145 pixels and 220 spectral reflectance bands. The goal is to partition a hyperspectral image based on the crop or material in the given location. The 16 different material types are provided in Figure 5. We consider each pixel of data to be an input feature vector of length 220. We randomly split the pixels into training, validation, and test datasets. Achieving generalization of the DNN model is also complicated by the large variations of the number of pixels among the different crops. We visualize this class imbalance in Figure 5.

We train the Neural ODE model (3.1) with a width of $N_{\text{out}} = 32$ and a final time of $T = 4$. Our multi-level approach consists of three steps whose respective number of time steps is 4, 8, and 16. For GNvpro, we limit the rank of the Krylov subspace to $r_{\text{max}} = 50$ and use a relative residual tolerance of $10^{-2}$. For SGD, we use the final depth of the network and train with a
Figure 4. Local DCR surrogate model results. The left two columns show an example from the training set as well as absolute errors of the prediction. The right two columns show an example from the validation set. To improve visibility, we show the absolute value of the data and scale all axes logarithmically. Each image consists of two \(21 \times 21\) blocks representing the difference in potential on the subsurface in the \(x\)-direction and \(y\)-direction, respectively. We notice that training the full models results in noisy approximations to the training and validation examples.

Figure 5. Distribution of Indian Pines data. Each bar represents the total number of pixels belonging to each of the 16 classes. The bars are split into training (blue) and validation (pixels). The smallest classes (1, 4, 7, 9, 13, 16) are split to have 10 validation pixels, the remaining classes have \(\lfloor 5000/16 \rfloor = 312\) training pixels each.
Figure 6. Comparison of optimization schemes for segmenting the Indian Pines hyperspectral dataset; each column corresponding to Gauss-Newton, GNvpro, SGD, and L-BFGSvpro, respectively. The “Prediction” row contains the prediction maps where each color corresponds to a different class. We use the network that produced the highest validation accuracy to create the prediction. The “Difference” row contains the absolute difference between the prediction and the ground truth. The “Accuracy” row contains confusion matrices to visualize the accuracy per class. Each \((i, j)\)-entry of the confusion matrices is the ratio of the number of times a pixel was classified as class \(i\) that truly belonged to class \(j\). Each column is normalized by the total number of pixels belonging to class \(j\) from the true labeling, so the sum of every column is equal to 1. Thus, each \((i, j)\)-entry can be thought of as the probability that a predicted class \(i\) belongs to class \(j\). We want to see high probabilities along the diagonal entries. We plot the convergence of the accuracy and the loss for each optimization method for training and validation data. Note that we ran SGD for twice as many work units as the other methods and kept the weights corresponding to the highest validation accuracy (black dot).

In Figure 6, we see that GNvpro outperforms training without VarPro in terms of convergence of the accuracy and loss. In fact, from the confusion matrix, we see the full Gauss-Newton optimization did not correctly predict any pixels belonging to material 1, 7, and 9. These groups contained the fewest number of pixels (Figure 5) and thus are challenging to classify correctly. In its inner loop (2.4), GNvpro solves for a classification matrix based on all pixels, including those belonging to the smallest classes, resulting in better classification overall. We note our results could be further improved by, e.g., taking spatial information...
Figure 7. We plot the convergence of the accuracy and the loss for each optimization method for training and validation data. Note that we ran SGD for twice as many work units as the other methods and kept the weights corresponding to the highest validation accuracy (black dot).

into account; see, for instance, [51].

In this experiment, GNvpro achieves the best solution, in terms of validation, test accuracy, and computational costs; for example, it uses only 60% the number of work units that we used for ADAM and improves the test accuracy by more than 2%. The training efficiency can be translated to faster runtimes by exploiting the straightforward parallelism of GNvpro. In addition, the overhead of solving for the optimal linear transformation is minimal, taking only 6.4% of the total training time. We highlight the improved generalization of VarPro training, since a popular belief is that SAA methods overfit more easily. VarPro improves our ability to reduce the loss function, which offers new opportunities to improve generalization by well-crafted direct regularization in contrast to the implicit generalization provided by SGD. Through this image segmentation problem with cross-entropy loss, we demonstrate that both GNvpro and L-BFGSvpro converge faster and yield more solutions that generalize better compared to Gauss-Newton without VarPro and the SGD variant ADAM.

4. Conclusions. We present GNvpro, a highly effective Gauss-Newton implementation of variable projection (VarPro) that accelerates the training of deep neural networks (DNNs). Our method extends the reach of VarPro beyond least-squares loss functions to cross-entropy losses to support classification tasks. As the projection in the non-quadratic case has no closed-form solution, we derive a Newton-Krylov trust region method to efficiently solve the resulting smooth, convex optimization problem. Due to our efficient implementation the computational cost of DNN training is dominated by forward and backward propagations through the feature extractor, and the computational costs of the projection step are insignificant in practice. A key step in the derivation of GNvpro is the computation of matrix-vector products with the Jacobian of the reduced DNN model for which we use implicit differentiation and re-use matrix factorizations from the projection step.

The key motivation to use VarPro is to exploit the separable structure of most common DNN architectures to improve the convergence of the training scheme. The mechanics of VarPro are similar to those of block coordinate descent approaches (e.g., the recent DNN training algorithms in [45, 12]). Added challenges in VarPro are the higher accuracy needed for the inner problem and the slightly more involved derivations of Jacobians for the outer problem when using Gauss-Newton-type approaches. A key contribution of our paper is the derivation of efficient algorithms and their implementations that limit the computational costs of those parts, rendering the computational costs of GNvpro comparable to block coordinate
descent. A crucial advantage added by GNvpro is its ability to account for the expected coupling between $W$ and $\theta$ and therefore may be more efficient (for some evidence, see the imaging examples in [10]).

To demonstrate the applicability of GNvpro, our numerical experiments vary the DNN architecture to accomplish two learning tasks, namely segmentation and surrogate modeling. We provide numerical experiments for multilayer perceptron (see Figure 1) and Neural ODEs, different loss functions (linear regression, logistic regression, multinomial regression), and optimization methods (Gauss-Newton, BFGS, ADAM). Across all of these experiments, GNvpro trains the networks more efficiently, i.e., it achieves a lower training loss for a given number of work units. Furthermore, the high validation accuracy indicates that the trained DNNs also generalize well. We note that in addition to fewer work units, the straightforward parallelism offered by SAA methods can dramatically reduce the computational time of DNN training.

Our numerical experiments suggests that GNvpro has a few traits that make it particularly useful for PDE surrogate modeling. Most importantly, VarPro improves the accuracy of the learned parameter-to-observable map by an order of magnitude compared to both SAA and SGD methods that do not exploit the structure of the architecture. As in this application the data is not corrupted by noise, this accuracy is meaningful for practical applications that rely on computationally-efficient surrogate models of complex physical systems. VarPro may also provide new avenues for solving other learning problems for which existing methods fail to reduce the loss function sufficiently; for example, scientific applications such as solving PDEs using neural networks.

Our primary reason to use an SAA method is to avoid overfitting when solving the inner optimization problem (2.4). As SAA methods generally use larger batch sizes compared to stochastic approximation methods such as SGD, the risk is reduced. Even though the SAA methods perform well in our examples, exploring the use of VarPro in SGD-type methods is an interesting open question.

For future work, we will investigate the benefits of GNvpro across an even wider range of learning problems. To this end, we make our prototype implementation freely available as part of the Meganet.m package, a public MATLAB neural network repository also used in [24, 52]. To further its reach, we also plan to implement GNvpro in other machine learning frameworks such as TensorFlow and pyTorch.
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We consider the CDR equation defined on the time interval \([0, 0.5]\) and spatial domain \(\Omega = (0, 1)^2\) with a zero initial condition and homogeneous Neumann conditions on the boundary \(\partial\Omega = [0, 1]^2 \setminus \Omega\), i.e.

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \nabla \cdot (D \nabla u) - v \cdot \nabla u + f + y^T r(u) \quad \text{on } \Omega \times (0, 0.5) \\
D \nabla u \cdot n &= 0 \quad \text{on } \partial\Omega \times (0, 0.5) \\
u &= 0 \quad \text{on } \Omega \cup \partial\Omega \times \{0\}
\end{align*}
\]

where \(u : [0, 1]^2 \times [0, 0.5] \rightarrow \mathbb{R}\) is the state variable (e.g., concentration), \(D = 0.5\) is the diffusion coefficient, \(v : (0, 1)^2 \rightarrow \mathbb{R}^2\) is the (stationary) velocity field given by

\[
v(x_1, x_2) = (4.5 (1 + 0.8 \sin(2\pi x_1)), 5.5 (0.5 - x_2)),
\]

and \(f : [0, 1]^2 \times [0, 0.5] \rightarrow \mathbb{R}\) is the source term given by

\[
f(x_1, x_2, t) = 1000 (1.0 + 0.3 \cos(2\pi t)) \exp(-200 ((x_1 - 0.2)^2 + (x_2 - 0.2)^2)) + 800 (1.2 + 0.4 \sin(4\pi t)) \exp(-200 ((x_1 - 0.6)^2 + (x_2 - 0.8)^2)) + 900 (0.9 + 0.2 \sin(6\pi t)) \exp(-200 ((x_1 - 0.3)^2 + (x_2 - 0.6)^2)).
\]
The velocity field \( \mathbf{v} \) and centers of the Gaussian source locations are shown in the left panel of Figure 8. The reaction term \( \mathbf{y}^T \mathbf{r}(u) \) (a nonlinear function of the state \( u \)) is the inner product of the parameter vector \( \mathbf{y} \in \mathbb{R}^{55} \) and

\[
\mathbf{r}(u) = \mathbf{r} \left( r_{1,2}(u), r_{1,3}(u), \ldots, r_{1,11}(u), r_{2,3}(u), r_{2,4}(u), \ldots, r_{2,11}(u), r_{3,4}(u), \ldots, r_{10,11}(u) \right) \top
\]

which combines the reaction functions

\[
r_{i,j}(u) = \left( \frac{C \exp \left( \ln \left( C^{-2} \frac{u-u_i}{u_j-u_i} \right) \right)}{1 + C \exp \left( \ln \left( C^{-2} \frac{u-u_i}{u_j-u_i} \right) \right)} \right),
\]

where \( C = \frac{10^{-3}}{1-10^{-3}} \) and \( u_i = 5 + 6(i-1) \), \( i = 1, 2, \ldots, 11 \), and the spatially heterogeneous scaling field

\[
\mathbf{r}(x_1, x_2) = 500 \left( 0.8 + 0.2 \sin(2\pi x_1) \cos(2\pi x_2) + x_2 \right).
\]

The reaction functions \( \{r_{i,j}\} \) are a set of 55 sigmoid functions which activate (begin taking values \( \gg 0 \)) and saturate (approach their vertical asymptote 1) for different values of \( u \), i.e. they model reactions which occur over various concentration ranges. The center panel of Figure 8 shows each \( r_{i,j} \) plotted as a function of \( u \).

The state \( u \) is initially zero, but increases through the time dependent forcing \( f \) by the velocity field \( \mathbf{v} \), and undergoes diffusion and spatially heterogeneous reaction. The right panel of Figure 8 displays a typical realization of the state \( u \) at the final time \( t = 0.5 \).

We solve the PDE using linear finite elements on a rectangular mesh containing 151 nodes in each spatial dimension, and 51 steps using backward Euler on a uniform time grid.

The reaction function coefficients (the input data) \( \mathbf{y} \in \mathbb{R}^{55} \) are generated by sampling each component of \( \mathbf{y} \) independently from a uniform distribution on \([0, 1]\) and subsequently normalizing by the sum of components. The target data \( \mathbf{c} \) is generated by evaluating the solution \( u(x_1, x_2, t) \) at six spatial locations (indicated by the circles overlaying the plot in the right panel of Figure 8) for each of the final twelve time steps, i.e. at times \( t = 0.39 + 0.01k \), \( k = 0, 1, \ldots, 11 \).

**Direction Current Resistivity (DCR).** The PDE modeling the electric potential in the DCR example is given by Poisson’s equation on the spatial domain \( \Omega = (0, 2) \times (0, 2) \times (0, 1) \) with homogenous Neumann conditions on \( \partial \Omega = [0, 2] \times [0, 2] \times [0, 1] - \Omega \), i.e.

\[
- \nabla \cdot (m(\cdot, \mathbf{y}) \nabla u) = q \quad \text{on } \Omega
\]

\[
\nabla u \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega
\]

where \( u : \Omega \rightarrow \mathbb{R} \) is the state variable (e.g., the electric potential) and \( q : \Omega \rightarrow \mathbb{R} \) is a source (e.g., a dipole) visualized in Figure 9.

The model or control variable \( m : \Omega \times \mathbb{R}^N \rightarrow \mathbb{R}_+ \) (e.g., conductivity), parameterized by \( \mathbf{y} \in \mathbb{R}^3 \), is given by

\[
m(\mathbf{x}; \mathbf{y}) = \exp \left( 10 \exp \left( -\frac{1}{y^2} \left( \left\| \text{diag}(\sqrt{2}, 1) \mathbf{Q}(y_3) \left( \begin{array}{c} x_1 - 1 \\ x_2 - 1 \end{array} \right) \right\|^2 + (x_3 - y_1)^2 \right) \right) \right),
\]
Figure 8. Visualizing the generation for the Convection Diffusion Reaction dataset. Left: velocity field $\mathbf{v}$ with direction denoted by the arrow heads and magnitude by the arrow size, and the Gaussian source locations indicated by dots; center: plot of each reaction functions $\{r_{i,j}\}$; right: time $t = 0.5$ snapshot of a state realization with the observation locations indicated by circles.

Figure 9. Visualizing the source and conductivity region for the DC Resistivity dataset. Left: The dipole source $q$ in the $x_1 - x_2$ plane at the surface $x_3 = 1$. The dipole source is $-1$ at the coordinate $(1, \frac{1}{2})$ and is $+1$ at the coordinate $(1, \frac{1}{6})$, $q(x_1, x_2, x_3) = 0$ for $x_3 < 1$; right: Data generation of the DC Resistivity data set. We visualize the conductivity, $m$, to detect. Each image is a slice parallel to the $x_1-x_2$-plane. The top left is the surface, and left-to-right, top-to-bottom progresses down in depth.

where $\mathbf{x} = (x_1, x_2, x_3)$ and $\mathbf{Q}(y_3)$ is the $2 \times 2$ rotation matrix parameterized by the angle $y_3$. We visualize one instance of the ellipsoidal conductivity region to detect in Figure 9.

We solve the PDE using a Finite Volume approach [23] with a rectangular mesh containing 48, 48, and 24 cells in each dimension, respectively.

The model parameters (the input data) $\mathbf{y} \in \mathbb{R}^3$ are generated by sampling from a uniform distribution on $[0, 1] \times [0.25, 3] \times [0, \pi]$. The target data $\mathbf{c} \in \mathbb{R}^{882}$ is generated by measuring the differences in the electric potential $u$ at points in a uniform $21 \times 21$ rectangular grid in the $x_1-x_2$ plane at the surface ($x_3 = 1$). Collecting the differences in the $x_1$ and $x_2$ directions at each of these 441 points gives $\mathbf{c} \in \mathbb{R}^{882}$. Because the data was generated with a large dipole source, we subtract the mean from all the samples so $\mathbf{c}$ is the distinguishing features rather than the dominant source.