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Abstract

The five libration points of a sun–planet system are stable or unstable fixed positions at which satellites or asteroids can remain fixed relative to the two orbiting bodies. A moon orbiting around the planet causes a time-dependent perturbation on the system. Here, we address the sense in which invariant structure remains. We employ a transition state theory developed previously for periodically driven systems with a rank-1 saddle in the context of chemical reactions. We find that a satellite can be parked on a so-called time-periodic transition state trajectory—which is an orbit restricted to the vicinity of the libration point L2 for infinitely long time—and investigate the stability properties of that orbit.
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1. Introduction

It is well known that a balance of forces between bodies in space can lead to stable or unstable fixed points in which a small body, such as a craft or satellite, experiences no net forces in a particular moving frame. The geostationary points arising from the cancellation of the gravitational force of the Earth and a satellite’s centrifugal force is a nice example. At this fixed point, the satellite remains forever fixed above a particular point on the Earth’s surface as both rotate in tandem. Five fixed points are known to exist in the two-body Sun–Earth system and are called the libration or Lagrange points L1 to L5 \cite{1,2}, as schematically illustrated in Fig. 1. The three collinear libration points L1 to L3 are unstable because small deviations from the exact position increase with time leading to the decay of the satellite away from them. However, the other two triangular libration points L4 and L5 can be stable because of the effects of the Coriolis force, if the ratio of the masses of the sun and planet is sufficiently large \cite{1,3}.

The dynamics of planetary systems becomes much more complicated as soon as a third primary such as a moon is considered \cite{4–8}. In this case, the stability and position of the libration points in the rotating frame are influenced by the Moon’s gravitational force. That is, the Moon’s rotation around the Earth causes a time-dependent periodic driving of the satellite and it is a non-trivial question whether or not the satellite can still stay forever in the local vicinity of a libration point. In this paper, we address this question with respect to the libration point L2. We characterize the dynamics and stability of a satellite near this point in a generic sun–planet system while explicitly considering the effects from the moon’s rotation. The dynamics near the unstable libration points is determined by a rank-1 saddle of the potential. To investigate the dynamics close to the saddle we resort to the use of transition state theory (TST) \cite{9–15}. In chemical reactions without driving, the precise determination of a dividing surface (DS) separating reactants and products is key to
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determining rate constants. TST rates are given by the particle flux through that surface \[16-27\]. It has been applied in various fields of physics and chemistry, including, e.g., atomic physics \[28\], solid state physics \[29\], cluster formation \[30, 31\], diffusion dynamics \[32, 33\], and cosmology \[34\], to name a few. A version of TST has also been implemented to describe the escape of satellites from planetary neighborhoods in celestial mechanics \[35, 36\]. Here, we use recent advances in TST for driven chemical reactions \[37-40\] to generalize such a treatment to include the effects of a moon on the escape of a satellite from L2.

The paper is organized as follows: In Sec. 2, we introduce the formulation of the bicircular restricted four-body problem (BCR4BP) \[4-7\] used throughout this paper. In addition to specifying the system, we also derive the corresponding equations of motion and give a short review of the libration points. In Sec. 3, we present a brief introduction to TST and the numerical methods used for the analysis of the phase space structure, the determination of the periodic libration point orbit, and the stability analysis of that orbit. Finally, we show in Sec. 4 that the fixed point associated with the L2 evolves into a periodic libration point orbit when the moon’s effects on the system are explicitly included. Our central finding is that the decay rates for satellites on this orbit can be obtained using a transition state theory framework, and in so doing, revealing the geometric structure of its dynamics. Using the calculated decay rates for satellites on this orbit, the TST approach allows for the determination of the effort needed to actively stabilize satellites near L2 as a time-dependent function of the moon’s position.

2. The model solar system

We focus on planetary systems with three primary bodies to illustrate the use of TST in celestial mechanics. Unfortunately, there does not exist a general closed-form solution for such three-body problems \[41\] that would provide a rigorous benchmark. We therefore base our calculations on the well-known BCR4BP which models three primaries on fixed circular orbits in the same two-dimensional plane \[4-7\]. The two lighter primaries—referred to as planet and moon—orbit their mutual barycenter in an inner nested two-body problem. In turn, this planet–moon barycenter and the heaviest primary—the sun—orbit the total system’s center of mass as shown in Fig. 1. Although this center of mass is itself a barycenter for the whole system, we will avoid referring to it as such through the text to avoid confusion. In the outer nested two-body problem, the planet and moon are treated as a single body located at their barycenter. The dynamics of the probe body (for example an asteroid or satellite) is governed by the primaries’ gravitational forces. Its mass is assumed to be so small that its gravitational force on other bodies can be neglected.
Table 1: Summary of the configuration parameters and derived values used in the strong-driving and Solar System models considered here. We use dimensionless units derived from a synodic coordinate system with respect to the sun and the planet–moon barycenter. The sun–barycenter distance, sun–barycenter angular frequency, and total mass of all primaries are used as units for length, frequency, and mass, respectively. The satellite is assumed to be an infinitesimal mass point. Its mass gets canceled from the equations of motion, and there is no need to specify it. See Sec. 2.3 for further details.

| description                      | symbol | strong-driving model | Solar System model |
|----------------------------------|--------|----------------------|--------------------|
| planet–moon distance             | $a$    | 0.1                  | $2.570 \times 10^{-3}$ |
| primary mass parameter           | $\mu$  | 0.1                  | $3.040 \times 10^{-6}$ |
| secondary mass parameter         | $\tilde{\mu}$ | 0.1                | $1.215 \times 10^{-2}$ |
| sun mass                         | $M_S = 1 - \mu$ | 0.9                | 0.999997            |
| barycenter mass                  | $M_B = \mu$ | 0.1                 | $3.040 \times 10^{-6}$ |
| planet mass                      | $M_P = \mu (1 - \tilde{\mu})$ | 0.09               | $3.003 \times 10^{-6}$ |
| moon mass                        | $M_M = \mu \tilde{\mu}$ | 0.01               | $3.695 \times 10^{-8}$ |
| synodic moon frequency           | $\omega = \sqrt{\mu/a^3} - 1$ | 9                  | 12.387              |


2.1. Libration points in the sun–planet system

A system consisting of two bodies interacting via gravitational forces—in our case a sun and a planet—features five points where the gravitational forces and the centrifugal force on a probe mass nullify each other. These equilibrium points are called the libration or Lagrange points L1 to L5. Figure 1 schematically shows the position of L1 to L5 relative to the celestial bodies. The libration points rotate with the same frequency as the primaries, and therefore the probe mass' position relative to the bodies is constant. This makes them very interesting for space exploration and research [42–44]. Adding a lighter third primary—i.e., a moon orbiting the planet—causes a time-dependent perturbation of the libration points. See Sec. 4.1 for a more detailed discussion.

The libration points differ by their stability properties. The potentials near L1 to L3 are rank-1 saddles with one unstable degree of freedom (DoF) in the radial direction and one stable DoFs perpendicular to the radial direction. Trajectories near L1 to L3 are therefore unstable. The libration points L4 and L5 show as rank-2 saddles with two unstable directions. Contrary to first intuition, however, trajectories near L4 and L5 are Lyapunov stable for sufficiently large sun–planet mass ratios [1, 3] because of the contributions from the velocity-dependent Coriolis force [3, 45]. However, trajectories near the collinear libration points L1 to L3 are not stabilized in similar fashion despite the effects from the Coriolis force.

In this paper we will focus on the stability of satellites near L2 and the influence of a moon thereupon. In our Solar System, L2 is especially interesting for astrophysics since it is located far enough from Sun, Earth, and Moon to minimize noise but still close enough to Earth for communication. It has been the target of multiple past and present space missions, e.g., the Wilkinson Microwave Anisotropy Probe [46], the James Webb Space Telescope [47], the Herschel mission [48], and the Planck spacecraft [49]. In addition, it features a rank-1 saddle which can be readily described using the framework of TST as summarized in Sec. 3.

2.2. Parameters and model variants

We use dimensionless units derived from a synodic reference frame with respect to the sun and the planet–moon barycenter. The sun–barycenter distance, the sun–barycenter angular frequency, and the total mass of all primaries act as units for length, frequency (inverse time), and mass, respectively. The gravitational constant follows as $G = 1$. In this coordinate system, the total center of mass is at the origin with the sun and the barycenter located at $(-\mu, 0)^T$ and $(1-\mu, 0)^T$, respectively. The primary mass parameter $\mu$ is defined as the barycenter mass (i.e., sum of planet and moon mass) in units of the system’s total mass. The planet and moon orbit with distance $a$ and angular frequency $\omega$ around the barycenter. The secondary mass parameter $\tilde{\mu}$ is defined analogously as the moon mass divided by the barycenter mass, cf. Table 1.

The BCR4BP is only an approximation to the real dynamics. We can recover strict Newtonian motion of the primaries by removing the moon ($\tilde{\mu} = 0$). This limiting case is equivalent to the circular restricted
three-body problem (CR3BP) and will be referred to as the time-invariant or static system because the resulting potential is time-independent in the synodic frame. In contrast, models with $\tilde{\mu} \neq 0$ will be called driven as the moon perturbs the potential even in the synodic frame.

In this work, we consider two parameterizations of the BCR4BP listed in Table 1:

(i) In the strong-driving model, the mass parameters are taken as $\mu = \tilde{\mu} = 0.1$ and the planet–moon distance as $a = 0.1$. The chosen values lead to a stronger perturbation of L2 and allow for easier visualization. This parameter set is characteristic of the more extreme mass ratios that have been observed in extrasolar systems. An example is the brown dwarf 2M1207A and its companion planet 2M1207b [50] located in the constellation Centaurus with masses around 60 $M_J$ and 5 $M_J$ ($M_J$ being the Jovian mass), respectively. Therein the mass parameter is $\mu \approx 0.077$, and is comparable to the value in our parameter set. The corresponding effective potential is shown in Fig. 2.

(ii) In our Solar System, the masses of the Sun, the Earth, the Moon, and the relative distances between them are well known. It provides a comparison to the strong-driving model, and demonstrates the applicability of our methods.

2.3. Potential and equations of motion

The bodies have normalized masses

$$M_S = 1 - \mu, \quad M_B = \mu, \quad M_P = \mu(1 - \tilde{\mu}), \quad \text{and} \quad M_M = \mu\tilde{\mu}$$

where

$$0 \leq \mu, \tilde{\mu} \leq 1 \quad \text{and} \quad M_S + M_B = M_S + M_P + M_M = 1. \quad (2)$$

They are located at positions

$$R_S = -\mu\hat{e}_x, \quad R_B = (1 - \mu)\hat{e}_x, \quad R_P = R_B - a\tilde{\mu}\hat{e}_\theta, \quad \text{and} \quad R_M = R_B + a(1 - \tilde{\mu})\hat{e}_\theta$$

where

$$\hat{e}_\theta = \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} \quad \text{with} \quad \theta = \omega t \quad \text{and} \quad \omega = \sqrt{\mu/a^3} - 1 \quad (4)$$
in the synodic coordinate system. Using the position of the satellite $r$ relative to the primaries

$$ r_j = r - R_j \quad \text{for} \quad j \in \{S, P, M\} \quad (5) $$

the effective potential can be written as

$$ -V_{\text{eff}} = \Omega = \frac{r^2}{2} + \frac{1 - \mu}{r_S} + \frac{\mu(1 - \hat{\mu})}{r_P} + \frac{\mu \hat{\mu}}{r_M}. \quad (6) $$

This potential for the parameters of the strong-driving model is shown in Fig. 2.

The equations of motion for $r = (x, y)^T$ can be derived from the effective potential as

$$ \dot{p}_x = \ddot{x} - 2 \dot{y} = \frac{\partial \Omega}{\partial x} \quad \text{and} \quad \dot{p}_y = \ddot{y} + 2 \dot{x} = \frac{\partial \Omega}{\partial y} \quad (7) $$

where

$$ \frac{\partial \Omega}{\partial j} = j - \sum_{k \in \{S, P, M\}} \frac{M_k}{r_k} \mathbf{r}_k \cdot \hat{e}_j \quad \text{for} \quad j \in \{x, y\}. \quad (8) $$

The terms $-2 \dot{y}$ and $+2 \dot{x}$ in Eqs. (7) account for the Coriolis force.

3. Transition state theory

The sun–planet–moon systems—described by the effective potential (6)—features a rank-1 saddle point at L2, as shown in Fig. 2, which can act as bottleneck of the dynamics. This makes it a prime candidate for the application of TST models. (See, e.g., Refs. [35, 36, 51].) In typical scenarios for a chemical reaction, a rank-1 saddle point separates reactants from products, and can be used to characterize the flux and associated reaction rate. In the planetary system, reactants roughly correspond to satellites or asteroids inside the planet’s Hill sphere [2, 51], and the reaction corresponds to the escape from this sphere, or vice versa. The unstable states between reactants and products form the transition state (TS). Thus geometrically, the TS is a boundary (or DS) between the reactant and product regions which in the current context corresponds to the DS between incoming or outgoing directions of the satellite. In planetary systems, this includes all libration point orbits. The reaction coordinate $x$ (in the rotating frame) describes the saddle’s unstable direction and indicates the progress of the reaction, see Fig. 3(a). The stable directions are referred to as orthogonal modes $y$.

3.1. Geometry of the transition state

While it is straightforward to define a DS for a static 1-DoF system, differentiating between reactants and products in higher-dimensional or driven systems requires a more sophisticated mathematical framework though the analogy to the sun–planet–moon system remains.

We start by looking at the phase space near the saddle point. Depending on where they come from when propagating backward in time and where they go to when propagating forward in time, initial conditions of trajectories can be classified as either (I) nonreactive reactants, (II) nonreactive products, (III) reactive reactants, or (IV) reactive products. In the context of libration points, the terms reactive and nonreactive can be reframed as transit and nontransit orbits, respectively [6, 52]. The four regions are separated by critical trajectories forming the stable and unstable manifolds, as shown in Fig. 3(b). Trajectories on the stable manifold $W_s$ are bound to the saddle’s vicinity for $t \to \infty$ while trajectories on the unstable manifold $W_u$ are bound for $t \to -\infty$. They play an important role in the determination of efficient transfer orbits for spacecrafts [6, 7, 52–54]. These manifolds are associated with the normally hyperbolic invariant manifold (NHIM) [5, 55–59], where trajectories are bound both forward and backward in time. The NHIM is located at the intersection of the stable and unstable manifolds’ closures. It is this object that trajectories on $W_s$ and $W_u$ converge towards for $t \to +\infty$ and $-\infty$, respectively.

The NHIM plays an important role in determining whether a given state is considered a reactant or product—viz. pre- or post- escape in the present celestial models [35, 36, 51]. As shown in previous
work \cite{37, 60–63}, a (locally) recrossing-free codimension-1 DS can often be constructed by attaching it to the codimension-2 NHIM. In the simplest case, this is done by extending the NHIM in $v_x$ direction, as shown in Fig. 3(b). The DS then divides the phase space into a reactant and a product half. This construction even works when the saddle is subjected to time-dependent driving. In this case, the NHIM detaches from the position of the saddle point.

The NHIM can be obtained using several perturbative \cite{24, 31} and direct \cite{15, 62, 64} methods, but we have found that the binary contraction method (BCM) introduced in Ref. \cite{65} is effective and efficient for systems such as the one addressed here. The algorithm in the BCM is initialized by defining a quadrangle with each of its corners lying exclusively within one of the four regions shown in Fig. 3(b). In each iterative step, we first determine an edge’s midpoint. Then, the adjacent corner corresponding to the same region as that midpoint is moved to the midpoint’s position. By repeating this interleaved bisection procedure in turn for all edges, the quadrangle successively contracts and converges towards the NHIM.

### 3.2. Instantaneous decay rates

The stability of the TS near threshold energy can be quantified via the decay of trajectories near the NHIM. This is equivalent to the rate at which an ensemble of reactants—i.e., asteroids or satellites on one side of the DS—moves through the DS. The decay of this reactant population is exponentially fast because of the hyperbolic nature of the NHIM. We can therefore define an instantaneous decay rate $k(t)$ via the differential equation \cite{38, 40, 66, 67}

$$k(t) = -\frac{\dot{N}(t)}{N(t)},$$

where $N(t)$ is the time-dependent size of the reactant population. Compared to other measures of instability, instantaneous decay rates have the advantage that they can be evaluated for a specific point in time. Floquet multipliers and Lyapunov exponents, for instance, only yield average values for a whole period and long-term limits, respectively.

The ensemble method \cite{38, 40, 67} can be used to obtain the instantaneous decay rate of a reactant population close to the NHIM, which anchors the TS. A homogeneous and linear ensemble of $N$ reactive trajectories is initialized on the reactant side of the full phase space. Specifically, they are placed on an $(x, p_x)$-cross sectional surface at a small distance $\delta x$ from a given position $(x^\ast(t), y^\ast(t), p_x^\ast(t), p_y^\ast(t))^T$ of an arbitrarily chosen trajectory on the NHIM (see upper bullets in Fig. 4). After propagating this ensemble for a time $\delta t$, a subdomain will have pierced the DS and entered the product side (diamonds in Fig. 4), while the remainder will still be located on the reactant side (lower bullets in Fig. 4). As the DS is non-recrossing, the
resulting decrease of the reactant population in a close neighborhood of the NHIM (cf. Eq. (9)) is associated with a decay rate

\[ k_{\text{e}}(y, p_y, t) = -\frac{d}{dt} \ln[N(y, p_y, t)]. \]  

(10)

It is referred to as the instantaneous ensemble rate to emphasize that it is obtained by propagating an ensemble of reactive trajectories according to the equations of motion. In doing so, the DS is computed individually for each trajectory of the ensemble and each time step.

The ensemble can be propagated not just for a small time step \( \delta t \) but for longer times when computing the time-dependent ensemble rate according to Eq. (10). As the reactant population decreases exponentially when propagating the ensemble, a new ensemble can be initialized close to the corresponding point of the respective trajectory on the NHIM after an appropriately chosen propagation time. Such technical details are discussed in Ref. [38]. Although the implementation of the ensemble method is straightforward, it can be numerically expensive because the ensemble consists of many trajectories and the DS is obtained individually for each reactive trajectory using the BCM [65].

The accuracy of the ensemble method decay rates decreases with time because of the reduction of the density of reactants. However, the inaccuracy can be reduced at the cost of larger computational expense by starting bigger ensembles or starting the ensembles staggered. Alternatively, we can avoid most of the expensive particle propagation of the ensemble method by leveraging the geometry of the stable and unstable manifolds to effectively describe the linearized dynamics near the NHIM (see Appendix A). The resulting local manifold analysis (LMA) method [38] can thus be seen as an extension to the ensemble method with the difference that the time when trajectories have reached the DS can now be determined analytically through the linearization thereby avoiding a costly numerical integration. As a result, the computational effort required to calculate instantaneous decay rates is significantly reduced while numerical precision is simultaneously enhanced. For reference, calculating \( k \) for a single point on the NHIM (optimized for maximal precision, including two BCM calls) took about 15 s on an Intel i5-3470 CPU at 3.2 GHz for the system considered here. Lower-precision results can be obtained significantly faster. Additionally, these calculations can be trivially parallelized for entire trajectories. Compared to previous publications, the LMA method was extended to account for velocity-dependent forces (e.g., the Coriolis force) that arise from the rotating bodies in the sun–planet–moon system. The details can be found in Appendix B.

3.3. Floquet rate method

The LMA is significantly cheaper to evaluate than a full ensemble propagation. The numerical effort required, however, can still render it impractical when analyzing a large number of trajectories. When only time-averaged rate constants of periodic orbits are sought-after, a more tractable approach is provided by
the Floquet rate method introduced in Ref. [68]. It determines the rate constant

$$\hat{k}_F = \mu_u - \mu_s$$

for an orbit on the NHIM with period $T$ as the difference between the Floquet exponents

$$\mu_{u,s} = \frac{1}{T} \ln |m_{u,s}|.$$  \hspace{1cm} (12)

The Floquet multipliers $m_{u,s}$ are the eigenvalues of the monodromy matrix, i.e., of the fundamental matrix $\sigma(t; t_0)$ evaluated at time $t = t_0 + T$. The fundamental matrix is calculated by solving the differential equation

$$\dot{\sigma}(t; t_0) = J(t)\sigma(t; t_0) \quad \text{with} \quad \sigma(t_0; t_0) = 1_{2d}$$  \hspace{1cm} (13)

and where $J$ is the Jacobian of the equations of motion (cf. Appendix A). $d$ is the number of DoFs, and $1_{2d}$ is the $(2d \times 2d)$-dimensional identity matrix. Evaluating a full trajectory with this method takes on the order of 10 ms on an Intel i5-3470 CPU at 3.2 GHz.

4. Results and discussion

In this section we mainly focus on the dynamics on the NHIM and the rate of instability that can be derived from it. Since the NHIM is a hyperbolic subspace, trajectories need to be stabilized to not deviate numerically. This is achieved by periodically projecting satellites back using the BCM (cf. Sec. 3.1). When this is done frequently enough, errors introduced by this projection are negligible.

4.1. Dynamics on the NHIM

The dynamics on the NHIM of the periodically driven model system takes place in an effectively two-dimensional phase space. An established method for the visualization of such systems is the stroboscopic map, a special case of the Poincaré surface of section (PSOS). We propagate satellites on the NHIM. Instead of recording the whole trajectory, however, we only record one point every period $T = 2\pi/\omega$. Trajectories with period $T$ therefore manifest as fixed points in the PSOS. Figure 5(a) shows the stroboscopic PSOS of the driven model system’s NHIM around L2. One can see concentric toroidal structures, suggesting regular behavior. Trajectories associated with these tori are mostly quasi-periodic. The tori surround an elliptic fixed point, whose associated periodic trajectory is shown in Fig. 5(b). This orbit has the same period as the moon’s synodic orbit. It can be seen as the generalization of

![Figure 5: (a) Stroboscopic PSOS of the strong-driving model with 7 trajectories propagated over 100 periods on the NHIM starting at initial time $t_0 = 0$ (blue circles). The system exhibits regular dynamics as shown by the concentric tori. In its center, a fixed point (orange cross) reveals the existence of a periodic orbit with the system’s period $T$. (b) The periodic orbit from (a) in position space. Positions $\Delta x$ are relative to the position $\gamma(t_0) \approx (1.260 47, 0, 0, -7.6 \times 10^{-4})^T$. (c) The analogous periodic orbit for the Solar System model.](image)
the static L2 point from the CR3BP. Similar observations have been made before, e.g., in Ref. [5] for the triangular libration points. In the following, we will therefore refer to this trajectory as the L2 orbit. It has
been shown previously [38, 40] that elliptic fixed points are typically associated with extrema in the averaged
decay rate. Consequently, there exists a region around the fixed points with similar decay rates. Thus to
characterize the escape of satellites in the present time-dependent system, we must first determine the L2
orbit and then calculate the decay from it as we do in the following subsection.

The analogous L2 orbit for the Solar System model is shown in Fig. 5(c). It exhibits the same structure
as the strong-driving model, but with a much lower orbit diameter of \( \Delta x \approx 2.6 \times 10^{-7} \) simulation units.

4.2. Decay rates

At this point, we are able to analyze the stability of satellites close to the L2 in our system. For this
purpose, we calculate decay rates of satellites following the L2 orbit with the three methods presented in
Secs. 3.2 and 3.3. The ensemble method has been configured to propagate 32 ensembles of 1024 satellites
each. The ensembles are initialized at a maximum distance of \( \delta x = 2 \times 10^{-4} \) from the L2 orbit. We use
\( \delta x = 10^{-5} \) when determining the slopes of the stable and unstable manifolds for the LMA.

The instability of the L2 orbit as determined by the decay rate is shown in Fig. 6. Numerical values
for the averaged rate constants are summarized in Table 2. As can be seen, all methods are in excellent
agreement. The relative deviation between mean rates in the driven system is

\[
\left| \frac{\bar{k}_a - \bar{k}_b}{\bar{k}_b} \right| < 10^{-5} \quad \text{where} \quad \bar{k}_a, \bar{k}_b \in \{ \bar{k}_e, \bar{k}_m, \bar{k}_F \}.
\]  

This confirms the accuracy of the results since all three methods have vastly different numerical implementa-
tions.

We show results for both the L2 orbit of the driven system (with moon, \( \tilde{\mu} > 0 \)) and the L2 point of the
static system (without moon, \( \tilde{\mu} = 0 \)) as defined in Sec. 2. In the latter case, we restrict our analysis to
the Floquet rate method as the instantaneous rate in static systems is constant in time and does not yield
additional information.

In the comparison to the static system (\( \tilde{\mu} = 0 \)) in Fig. 6(a), we find a +0.3% increase in the average decay
rate of the driven system. That is, the moon generally destabilizes satellites close to the L2 orbit. During
one period of the orbit, L2 is most stable around \( t \mod T \in \{ 0, T/2 \} \), i.e., when the planet, moon and L2
are collinear. At these points in time, either the planet or the moon are at their point of minimal distance
from L2, therefore exerting the strongest forces on satellites near L2. Stronger forces push the position of L2
further out. This is consistent with the course of the L2 orbit shown in Fig. 5(b), which reaches maxima in \( x \)
around $t \bmod T \in \{0, T/2\}$. The lower decay rates entail that satellites near but not on the NHIM depart slower from L2. Consequently, fewer course corrections are needed around these points in time.

The limiting case that merges the planet and moon into a single effective body can be achieved by setting $\tilde{\mu} = 0$. This keeps the system’s total mass fixed and only changes the mass distribution between planet and moon. Alternatively, we can consider the case in which the sun–planet mass ratio $M_S/M_P$ is kept fixed by setting the mass parameter $\mu = 0.09/0.99$. The resulting Floquet rate constant now reads $k_F \approx 3.665$. In this case, the addition of a moon leads to a $\sim 1.0\%$ decrease of the rate constant. Hence, the effect of the moon is similar to a static system with an increased planet mass. The resulting stronger forces being exerted on satellites push the L2 further out.

The calculations of the LMA rates and the Floquet rate constants were also performed for the Solar System model. The results, shown in Fig. 6(b), are qualitatively identical to those of the strong-driving model discussed above. The decay rate oscillations and the relative deviation between the static and the driven systems, however, are quantitatively smaller by an order of magnitude.

### 5. Conclusion and outlook

In this work, we have demonstrated that the methods from TST can be used to analyze the dynamics of satellites in planetary systems. Specifically, we analyzed a generic solar system model based on the BCR4BP. We showed how TST approaches can be used to elucidate the dynamics of satellites in the vicinity of the sun–planet libration point L2, and to determine the extent to which they are influenced by the presence of a moon.

Two sets of parameters were investigated. The first was chosen to show a more significant effect while still resembling real, experimentally observed extrasolar systems. Although there has not yet been a confirmed moon observed around exoplanets [69, 70], this work provides a basis for describing L2 for such systems in the future. For comparison, the calculations were repeated for parameters resembling our Solar System. We found that a moon has a destabilizing effect on satellites near L2 when compared to a system in which planet and moon are merged into a single body. Interestingly, the decay rate when the planet and moon are collinear with the sun and L2 is lower than the average rate, suggesting a reduced need for stabilization by a satellite at that instant. To obtain these results, the LMA method has been generalized to address velocity-dependent forces, such as the Coriolis force. (See Appendix B for details.)

We found that TST can be used to describe not only driven chemical reactions, but also driven astrophysical systems. The rate of instability calculated in this paper describes how fast trajectories depart from the invariant manifold at L2 when they are not located exactly on said manifold. In principle, this rate therefore relates to the amount of fuel needed to actively stabilize a satellite on a specific orbit. When using system parameters typical of our Solar System, the methods presented here could be used to optimize the orbits of satellites with respect to fuel consumption.
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Appendix A. Jacobian of the equations of motion

The second-order equations of motion can be reformulated as a first-order system

\[ \dot{x} = v_x, \quad \dot{y} = v_y, \quad \dot{v}_x = \ddot{x} \quad \text{and} \quad \dot{v}_y = \ddot{y} \]  

with \( \ddot{x} \) and \( \ddot{y} \) given in Eq. (7). The Jacobian \( J \) of this first-order system reads

\[ J = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ J_{v_x,x} & J_{v_x,y} & 0 & 2 \\ J_{v_y,x} & J_{v_y,y} & -2 & 0 \end{pmatrix} \]  

with

\[ J_{v_j,j} = \frac{\partial \dot{v}_j}{\partial j} = 1 + \sum_{k \in \{S,P,M\}} \left[ \frac{3M_k}{r_k^5} (r_k \cdot \hat{e}_j)^2 - \frac{M_k}{r_k^3} \right] \quad \text{for} \quad j \in \{x,y\} \]  

and

\[ J_{v_x,y} = J_{v_y,x} = \frac{\partial \dot{v}_x}{\partial y} = \sum_{k \in \{S,P,M\}} \frac{3M_k}{r_k^5} (r_k \cdot \hat{e}_x)(r_k \cdot \hat{e}_y). \]

It describes the linearized motion of satellites relative to a reference trajectory.

Appendix B. Local manifold analysis

As in the ensemble method described in Sec. 3.2, in the LMA, we consider the region of phase space close to a trajectory \( \gamma^\perp = (x^\perp, y^\perp, p_{x}^\perp, p_{y}^\perp)^T \) on the NHIM, as shown in Fig. 4. For simplicity, we choose a moving coordinate frame in which the origin is at \( x^\perp = p_{x}^\perp = 0 \) for all times \( t \). The decay rate is determined by two components:

(i) The first contribution arises from the movement of the ensemble akin to Sec. 3.2 relative to \( \gamma^\perp \). The resulting flux through the associated DS at \( x^{DS} = 0 \) (red diamonds in Fig. 4) is then obtained via the slopes of the stable and unstable manifolds defined by the variables \( x^\perp = x^\perp, p_{x}^\perp \), and \( p_{y}^\perp \).

(ii) The second contribution accounts for the fact that in systems with more than one degree of freedom, the ensemble can turn out of the \((x, p_x)\) plane associated with \( \gamma^\perp \). This can happen if the system’s orthogonal modes are coupled to the reaction coordinate momentum \( p_x \) and leads to an apparent movement of the DS.
relative to $\gamma^\parallel$ (represented by the top arrow in Fig. 4). As a result, the instantaneous flux through the DS is modified. To quantify this effect, we first propagate the top particle of the ensemble initially located on the DS numerically by a small time step $\delta t$. The related shift of the DS, $x^{DS}(t + \delta t)$, can then be determined by projecting the propagated particle back onto the NHIM using the BCM.

Combining the two terms, the instantaneous decay rate can be written as

$$k_m(t; \gamma^\parallel) = J_{x,p_x}(t) \frac{p_x^2(t) - p^2_x(t)}{x^2(t)} - \frac{x^{DS}(t + \delta t)}{x^2(t) \delta t}, \tag{B.1}$$

where $J(t)$ is the Jacobian of the system’s equations of motion evaluated for the trajectory $\gamma^\parallel$ at time $t$.

For a more detailed derivation of Eq. (B.1) we consider a trajectory $\gamma^\parallel(t) = (x^\parallel, y^\parallel, p_x^\parallel, p_y^\parallel)^T$ starting at some arbitrary time $t_0$ on the NHIM. All of the statements in this section depend implicitly on $\gamma^\parallel$ and $t_0$, which we neglect in our notation for simplicity. Without loss of generality, we choose coordinates such that $x^\parallel(t) = p^\parallel_x(t) = 0$ for all times $t$. Figure 4 sketches an $(x, p_x)$-section of phase space in close proximity to $\gamma^\parallel(t_0)$. We can assume that the manifold fibers in this section are straight lines since we only look at the dynamics very close to the NHIM. Therefore, the stable and unstable manifolds can be described using only two vectors $\gamma^s = (x^s, p_x^s)^T$ and $\gamma^u = (x^u, p_u^s)^T$. These vectors will be squeezed and stretched as a function of time if subjected to the equations of motion. Without loss of generality, we initially choose $0 < x^u(t_0) = x^u(t_0)$ such that we are in the linear regime. In what follows, we reproduce the derivation of the LMA that was earlier included in Sec. C of the Supplemental Material of Ref. [10].

To obtain a decay rate for $\gamma^\parallel(t_0)$, we now consider a linear, equidistant ensemble parameterized by

$$\gamma^{ens}(\alpha, t) = -\gamma^\parallel(t) + \alpha \gamma^\parallel(t) \tag{B.2}$$

where $\alpha \in [0, 1]$. The ensemble is constructed parallel to the unstable manifold—see Fig. 4. Initially, the ensemble pierces the DS at $\alpha^{DS}(t_0) = 1$ (circles in Fig. 4). As time goes by, however, the ensemble will be stretched and $\alpha^{DS}(t)$ will therefore decay exponentially (diamonds in Fig. 4). More precisely, $\alpha^{DS}$ is proportional to the number of reactants and therefore leads to a decay rate

$$k_m(t_0) = -\frac{d}{dt} \ln(\alpha^{DS}(t)) \bigg|_{t_0} = -\dot{\alpha}^{DS}(t_0) \tag{B.3}$$

at time $t_0$ in analogy to Eq. (10). In this picture, the total decay rate consists of two contributions

$$k_m(t_0) = k^{ens}(t_0) + k^{DS}(t_0). \tag{B.4}$$

For the first part, $k^{ens}$, we assume that the ensemble stays in the $(x, p_x)$-section associated with $\gamma^\parallel(t)$. As a result, the point where the ensemble pierces the DS is fixed at $x^{DS}(t) = 0$ for all times $t$. This is an effectively one-dimensional model. We start by looking at the linearized dynamics near the NHIM

$$\frac{d}{dt} \gamma(t) = J(t) \gamma(t), \tag{B.5}$$

where $J(t)$ is the Jacobian of the system’s equations of motion evaluated on the trajectory $\gamma^\parallel$. The fundamental matrix $\sigma(t)$ obtained by integrating $\dot{\sigma}(t) = J(t) \sigma(t)$ with $\sigma(t_0) = 1_{2d}$ can then be used to propagate the ensemble from time $t_0$ to a later time $t$ via

$$\gamma^{ens}(\alpha, t) = \sigma(t) \gamma^{ens}(\alpha, t_0). \tag{B.6}$$

We are interested in the point $\alpha^{DS}$ where $\gamma^{ens}(\alpha, t)$ pierces the DS at $x^{DS}(t) = 0$, i.e.,

$$\sigma(t) \gamma^{ens}(\alpha^{DS}(t), t_0) \cdot \hat{e}_x = 0. \tag{B.7}$$

Inserting the ensemble’s parameterization defined in Eq. (B.2) yields

$$\alpha^{DS}(t) = \frac{\sigma_{x,x}(t)x^u(t_0) + \sigma_{x,p_x}(t)p_x^u(t_0)}{\sigma_{x,x}(t)x^u(t_0) + \sigma_{x,p_x}(t)p_x^u(t_0)}. \tag{B.8}$$
where we have used \( x^i(t_0) = x^u(t_0) \). This intermediate result can be substituted into Eq. (B.3). Since we are only interested in the instantaneous rate at \( t = t_0 \), we can simplify the expression using \( \sigma(t_0) = 1_{2d} \) as well as \( \sigma_{x,p_\nu}(t_0) = J_{x,p_\nu}(t_0) \) and arrive at

\[
k^{\text{ens}}(t_0) = J_{x,p_\nu} \frac{p^u_{\nu}(t_0) - p^u_{\nu}(t_0)}{x^u(t_0)}.
\] (B.9)

A geometric interpretation of \( k^{\text{ens}} \) can be found in Ref. [38].

The second contribution, \( k^{\text{DS}} \), in Eq. (B.4) stems from the fact that in systems with more than one degree of freedom the ensemble may leave the \((x,p_\nu)\)-section associated with \( \gamma^\dagger(t) \). An ensemble moving out-of-plane can mostly be treated as described above by projecting it back onto the \((x,p_\nu)\)-section. Since the position of the DS \( x^{\text{DS}}(y,p_\nu) \) is dependent on the orthogonal modes, however, this may lead to the ensemble intersecting with the DS at \( x^{\text{DS}} \neq 0 \).

To quantify the effect on \( k_n \), consider a small time step \( \delta t \). In the linear regime, the change \( \delta \alpha \) caused by the ensemble drifting out-of-plane can be written as

\[
\delta \alpha^{\text{DS}}(t_0) = \frac{x^{\text{DS}}(t_0 + \delta t) - x^{\text{DS}}(t_0)}{x^u(t_0)}, \quad \text{(B.10)}
\]

where \( x^u(t_0) \) accounts for normalization. Using Eq. (B.3) and the fact that \( x^{\text{DS}}(t_0) = 0 \), we obtain

\[
k^{\text{DS}}(t_0) = -\frac{\delta \alpha^{\text{DS}}(t_0)}{\delta t} = -\frac{x^{\text{DS}}(t_0 + \delta t)}{x^u(t_0) \delta t}.
\] (B.11)

The quantities \( \delta t \) and \( x^u \) can be freely chosen within certain limits, while \( x^{\text{DS}}(t_0 + \delta t) \) can be determined numerically by propagating the particle \( \gamma^{\text{ens}}(1,t) \) initially located on the DS for \( \delta t \) units of time and projecting it back onto the NHIM using the BCM [35]. By combining the contributions (B.9) and (B.11) according to Eq. (B.4), we finally arrive at the instantaneous decay rate \( k_n(t;\gamma^\dagger) \) for a trajectory \( \gamma^\dagger \) on the NHIM given in Eq. (B.1).
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