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Abstract

We use rewriting systems to spell out cup-products in the (twisted) cohomology groups of a product of surface groups. This allows us to detect a non-trivial obstruction bounding from below the effective topological complexity of an orientable surface with respect to its antipodal involution. Our estimates are at most one unit from being optimal, and are closely related to the (regular) topological complexity of non-orientable surfaces.
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1 Introduction and main result

A deep connection between the LS-category ($\text{cat}$) of an aspherical space and the projective dimension of its fundamental group was established by Eilenberg and Ganea in [7]. In contrast, Farber’s topological complexity $\text{TC}$ (introduced in [8, 9]), a close relative of $\text{cat}$ motivated by robotics, is currently missing a suitable analogue of the Eilenberg-Ganea $\text{cat}$-result.

Historically, closed surfaces play a central $\text{TC}$-role. While the $\text{TC}$ computation for the genus-$g$ orientable surface $\Sigma_g$ is an easy task, the genus-$g$ non-orientable surface $N_g$ sets a formidable challenge. This was started by Dranishnikov ([5, 6]), and completed by Cohen and Vandembroucq ([4]) a few years ago in a tour de force. It is not difficult to see that $\text{TC}(N_g) \in \{3, 4\}$, and that the actual answer depends on whether a Bernstein $\text{TC}$-obstruction vanishes. This translates the topological problem into a purely algebraic one, for the obstruction is a theoretically well-understood element (a fourth cup-power) in a twisted cohomology group of $N_g \times N_g$, which can then be assessed in terms of group cohomology. The catch is that the relevant system of coefficients —the fourth tensor power of the augmentation ideal of the integral group-ring of the fundamental group of $N_g$— is
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(infinite and) highly complicated, so that a direct assessment of the obstruction becomes intractable. With great dexterity, Cohen and Vandembroucq manage to find a far smaller (actually finite rank) system of coefficients where the obstruction maps non-trivially, thus implying that \( \text{TC}(N_g) = 4 \) is the answer for \( g \geq 2 \).

The above discussion suggests the possibility of finding a small (easily handable) system of coefficients on \( N_g \times N_g \) that supports a nontrivial TC-obstruction implying \( \text{TC}(N_g) = 4 \). In fact, this paper aims at paving the algebraic grounds toward such a potential goal, in the stronger form presented below.

Effective topological complexity, a variant of TC, was introduced in [2]. In general terms, when a group \( G \) acts on a space \( X \), Błaszczyk-Kaluba’s effective TC, \( \text{TC}^G(X) \), measures the topological instabilities of motion planning in \( X \) when \( G \)-symmetries are taken into account. We are interested in \( \text{TC}^Z_2(\Sigma_g) \) due to its relation to \( \text{TC}(N_{g+1}) \). Here \( Z_2 \) acts antipodally on \( \Sigma_g \), so that \( N_{g+1} \) is the corresponding orbit space. Namely, [2] Section 3, paragraph following Definition 3.1] and [17] Theorem 3.10] yield

\[
\text{TC}^Z_2(\Sigma_g) \leq \text{TC}(N_{g+1}) = 4. \tag{1}
\]

The group-cohomology calculations in this paper allow us to detect a nontrivial obstruction in the cohomology of \( \Sigma_g \times \Sigma_g \) (instead of \( N_g \times N_g \)), which refines (1) to:

**Theorem 1.1.** \( 3 \leq \text{TC}^Z_2(\Sigma_g) \leq \text{TC}(N_{g+1}) = 4 \), for \( g \geq 2 \).

The low-genus case \( N_1 \) (i.e., the real projective plane) is special, for \( \text{TC}(N_1) = 3 \), as proved in [10]. In the effective-TC realm, the first two low-genus cases \( \Sigma_0 \) and \( \Sigma_1 \) are exceptional too: \( \text{TC}^Z_2(\Sigma_g) = g + 1 \) for \( g = 0, 1 \) (12). Note that \( \text{TC}(N_{g+1}) - \text{TC}^Z_2(\Sigma_g) = 2 \) for \( g = 0, 1 \), while Theorem 1.1 yields \( 0 \leq \text{TC}(N_{g+1}) - \text{TC}^Z_2(\Sigma_g) \leq 1 \) for \( g \geq 2 \).

Our proof of Theorem 1.1 uses this paper’s cohomological calculations with simple \( \mathbb{Z} \)-coefficients. Remark [7Z] at the end of the paper suggests that the full power of our twisted-coefficients cohomology results could lead to a proof of the equality \( \text{TC}^Z_2(\Sigma_g) = 4 \) for “large” genera. In view of (1), this would give a simpler proof of Dranishnikov’s and Cohen-Vandembroucq’s corresponding assertion for \( \text{TC}(N_g) \).

As illustrated in [11], our cup-product computations would also be relevant in other obstruction-theory flavored problems, such as in the study of non-principal torus bundles over products of surfaces.

## 2 Preliminaries

### 2.1 The rewriting system

In what follows \( g \) stands for an integer greater than 1. Let \( \Sigma_g \) (respectively, \( \pi_g \)) stand for the closed orientable surface of genus \( g \) (respectively, for the fundamental group of \( \Sigma_g \)). A standard presentation for \( \pi_g \) is

\[
\pi_g = \langle a_1, b_1, \ldots, a_g, b_g : R_g \rangle, \tag{2}
\]
where \( R_g = [a_1, b_1] \cdots [a_g, b_g] \), a product of commutators. We denote the neutral element in \( \pi_g \) by 1, and the group inverse of an element \( x \in \pi_g \) by \( \overline{x} \). In particular, any element in \( \pi_g \) can be expressed as a (possibly empty) word in the alphabet

\[
a_i, \overline{a_i}, b_i, \overline{b_i}, \quad (1 \leq i \leq g).
\]

(3)

There is a number of ways for producing, in an algorithmic fashion, normal forms for elements in \( \pi_g \). We use the method developed by Hermiller in terms of rewriting systems. The reader is referred to [15, Section 2] and [16, Section 1] for basic definitions about rewriting systems, and to [15, Section 3] for a proof of the fact that rules (4)–(8) below determine a finite complete rewriting system for \( \pi_g \).

\[
a_ia_i \rightarrow 1, \quad \overline{a_ia_i} \rightarrow 1, \quad b_ib_i \rightarrow 1, \quad \overline{b_ib_i} \rightarrow 1 \quad (1 \leq i \leq g); \tag{4}
\]

\[
a_g b_g \rightarrow [b_{g-1}, a_{g-1}] \cdots [b_1, a_1]b_gb_g; \tag{5}
\]

\[
\overline{a_g b_g} \rightarrow b_g \overline{a_g} [b_{g-1}, a_{g-1}] \cdots [b_1, a_1]; \tag{6}
\]

\[
a_g b_g \rightarrow b_g [a_1, b_1] \cdots [a_{g-1}, b_{g-1}]a_g; \tag{7}
\]

\[
\overline{a_g} [b_{g-1}, a_{g-1}] \cdots [b_1, a_1]b_g \rightarrow b_g \overline{a_g}. \tag{8}
\]

Note that any word in the alphabet (3) containing no subword \( \ell \ell \) (\( \ell \) in (3)) and no letter \( b_g \) nor \( \overline{b_g} \) is necessarily in normal form. More generally, a word \( \omega \) in the alphabet (3) is in normal form provided none of the words on the left of the rules (4) and (5)–(8) appears as a subword of \( \omega \). In such a case, any subword of \( \omega \) will automatically be in normal form.

We use the notation \( N(x) \) to stand for the normal form of an element \( x \in \pi_g \). Thus \( N(x) \) really stands for a word, rather than an actual element of \( \pi_g \). Yet, such a careful distinction will be overruled latter in the paper by using the same notation for either a word on the alphabet (3), or the element it represents in \( \pi_g \). The context will clearify the intended meaning.

For elements \( x, y \in \pi_g \), we will say that \( x \) ends like \( y \) if, in terms of the concatenation product of words, \( N(x) = N(z)N(y) \) for some \( z \in \pi_g \).

2.2 Resolution for one factor

Fox derivatives can be used to construct a minimal resolution for a group presented with a single relation. In the case of \( \pi_g \), the explicit resolution is spelled out next.

Proposition 2.1 ([11, Proposition 2.1]). A free resolution \( \mathcal{M}_g \) of the trivial \( \pi_g \)-module \( \mathbb{Z} \) is

\[
0 \longrightarrow \mathcal{M}_2^g \xrightarrow{d_2} \mathcal{M}_1^g \xrightarrow{d_1} \mathcal{M}_0^g \xrightarrow{\epsilon} \mathbb{Z} \longrightarrow 0,
\]

where each \( \pi_g \)-module \( \mathcal{M}_i^g \) is free with basis indicated in the following table:

| Module   | \( M_0^g \) | \( M_1^g \) | \( M_2^g \) |
|----------|------------|------------|------------|
| basis    | \( \chi \) | \( \alpha_i, \beta_i \) (1 \leq i \leq g) | \( \omega \) |
Morphisms in $M^n_+$ are determined by $\epsilon(\chi) = 1$, $d_1(\alpha_i) = (a_i - 1)\chi$, $d_1(\beta_i) = (b_i - 1)\chi$ and

$$d_2(\omega) = \sum_{i=1}^{g} \left( \frac{\partial R_g}{\partial a_i} \alpha_i + \frac{\partial R_g}{\partial b_i} \beta_i \right),$$  \hspace{1cm} \text{(9)}$$

where partial derivative symbols stand for Fox derivatives in free differential calculus, and $R_g$ is the defining word relation in (2).

Recall that the Fox derivative with respect to $u \in \{\alpha_i, \beta_i\}$ of a word $v_1 \cdots v_n$ in the alphabet (3) is defined recursively through the formula

$$\frac{\partial (v_1 \cdots v_n)}{\partial u} = \frac{\partial v_1}{\partial u} + v_1 \frac{\partial (v_2 \cdots v_n)}{\partial u},$$

where the rule $\frac{\partial v}{\partial u} = 0$ if $u \neq v$, as well as the rules $\frac{\partial v}{\partial u} = -\frac{\partial u}{\partial u}$ and $\frac{\partial u}{\partial u} = 1$ are in effect for $u, v \in \{\alpha_i, \beta_i\}$.

Set $P_i := c_1 \cdots c_{\ell_i}$ with $c_{\ell_i}$ standing for the commutator $[a_i, b_i]$ for $1 \leq \ell \leq g$. It is an easy exercise to check that the “total Fox derivative” formula (9) takes the explicit form

$$d_2(\omega) = \sum_{i=1}^{g-1} \left[ P_{i+1} (1 - a_i b_i) \alpha_i + P_{i+1} (a_i - c_i) \beta_i \right] + (P_{i+1} - b_i) \alpha_i + (P_{i+1} - a_i - 1) \beta_i,$$

where all words appearing in the last expression (after the obvious distribution of products in sums) are in normal form.

### 3 Contracting homotopy via Hermiller’s normal forms

The goal of this section is to construct an explicit contracting homotopy $s_* = s^n_*$

$$0 \xrightarrow{s_1} M^n_2 \xrightarrow{d_2} M^n_1 \xrightarrow{s_0} M^n_0 \xrightarrow{s_{-1}} \mathbb{Z} \xrightarrow{\epsilon} 0,$$

i.e., morphisms $s_i (i = -1, 0, 1)$ of abelian groups satisfying the usual relations

$$\epsilon s_{-1} = \text{id}_{\mathbb{Z}}, \quad d_1 s_0 + s_{-1} \epsilon = \text{id}_{M^n_2}, \quad d_2 s_1 + s_0 d_1 = \text{id}_{M^n_1} \quad \text{and} \quad s_1 d_2 = \text{id}_{M^n_2}. \hspace{1cm} \text{(12)}$$

**Remark 3.1.** The $s_{-1}$ and $s_0$ components of a contracting homotopy $s_*$ as above are fully described in (11), but $s_1$ is described just enough to get a hold on the essential pieces of a diagonal approximation $M^n_* \to M^n_2 \otimes M^n_2$ for $M^n_*$. Since we aim at producing diagonal approximations for each $M^n_1 \cdots M^n_n = M^n_1 \otimes \cdots \otimes M^n_n$, we are forced to describe $s_1$ in full.

The morphism $s_{-1} : \mathbb{Z} \to M^n_0$ is defined by $s_{-1}(1) = \chi$, and the first condition in (12) is clearly satisfied. Slightly more elaborate is to define the morphism $s_0 : M^n_0 \to M^n_1$. We set

$$s_0(\chi) = 0, \quad s_0(a_i \chi) = \alpha_i, \quad s_0(b_i \chi) = \beta_i, \quad s_0(\overline{a_i} \chi) = -\overline{a_i} \alpha_i, \quad s_0(\overline{b_i} \chi) = -\overline{b_i} \beta_i,$$

where $i \in \{1, \ldots, g\}$, and for $y \in \pi_g$ with $N(y) = \ell_1 \cdots \ell_k$, we set

$$s_0(y \chi) = s_0(\ell_1 \ell_2 \cdots \ell_k \chi) = s_0(\ell_1 \chi) + \ell_1 s_0(\ell_2 \chi) + \cdots + \ell_1 \cdots \ell_{k-1} s_0(\ell_k \chi).$$

Definition in (13) and (14) of the map $s_0$ as a “total Fox derivative” (in terms of normal forms) agrees with definitions in other sources (e.g. [12, 20]).
Remark 3.2. From (14) we see that, if a (concatenation) product of words \( \omega_1 \omega_2 \cdots \omega_k \) is in normal form, then

\[
S_0(\omega_1 \omega_2 \cdots \omega_k \chi) = S_0(\omega_1 \chi) + \omega_1 S_0(\omega_2 \chi) + \cdots + \omega_1 \omega_2 \cdots \omega_{k-1} S_0(\omega_k \chi).
\]  

(15)

In fact, since (13) implies the relation \( S_0(\ell) + \ell S_0(\overline{\ell}) = 0 \) for \( \ell \in \{a_i, \alpha_i, b_i, \overline{b_i} \mid i = 1, \ldots, g \} \), we have that (15) holds for any word \( \omega_1 \cdots \omega_k \), even if it is not in normal form, but as long as it can be put in normal form by applying type-(4) rewriting rules.

Proposition 3.3. The second condition in (12) holds true.

Proof. The second condition in (12) holds at \( y\chi \) whenever \( y \in \{1, a_i, \overline{a_i}, b_i, \overline{b_i} \mid i = 1, \ldots, g \} \), by definition. For \( N(y) = \ell_1 \cdots \ell_k \) with \( k \geq 2 \), we have

\[
d_1 S_0(\ell_1 \cdots \ell_k \chi) = d_1(\ell_1 S_0(\ell_1 \chi) + \ell_1 S_0(\ell_2 \chi) + \cdots + \ell_1 \cdots \ell_{k-1} S_0(\ell_k \chi)) = d_1 S_0(\ell_1 \chi) + \ell_1 d_1 S_0(\ell_2 \chi) + \cdots + \ell_1 \cdots \ell_{k-1} d_1 S_0(\ell_k \chi) = (\ell_1 - 1)\chi + \ell_1 (\ell_2 - 1)\chi + \cdots + \ell_1 \cdots \ell_{k-1} (\ell_k - 1)\chi = \ell_1 \cdots \ell_k \chi - \chi = y\chi - s_{-1} e(y\chi),
\]

which completes the proof. \( \square \)

Before defining the morphism \( s_1 : M_1^g \rightarrow M_2^g \), we introduce a few auxiliary elements, and record a number of helpful relations between them. Set \( U := \overline{\alpha_g P_{g-1}} \) and, for \( n \geq 0 \), \( T_n := a_g U^n = a_g (P_{g-1} a_g)^n = (a_g P_{g-1})^n a_g \). Note that the right-most expressions in the definitions of \( U \) and \( T_n \) are words in normal form. Straightforward calculation using (15) (and (10), in the case of (18)) gives the relations

\[
S_0(\overline{\alpha_g^m} \chi) = -(\overline{\alpha_g} + \alpha_g^2 + \cdots + \alpha_g^m)\alpha_g,
\]

\[
S_0(\overline{b_g \alpha_g^m} \chi) = \beta_g - b_g (\overline{\alpha_g} + \alpha_g^2 + \cdots + \alpha_g^m)\alpha_g,
\]

(16)

\[
S_0(U^{m+1} \chi) = (1 + U + \cdots + U^m) S_0(U \chi),
\]

(17)

\[
S_0(\overline{U} \chi) = d_2(\omega) + b_g\alpha_g + (1 - \overline{U})\beta_g
\]

(18)

where the term \( S_0(U \chi) \) in (17) is given by

\[
a_g S_0(U \chi) = \sum_{i=1}^{g-1} \left[ \prod_{k=i+1}^{g-1} c_k \right]^{-1} \left( b_i - \alpha_i \right) \alpha_i + \left( 1 - b_i a_i \overline{b_i} \right) \beta_i \right] - \alpha_g.
\]

The apparent relationship between the last two expressions is formalized by the second observation in Remark 3.2 which yields \( 0 = S_0(\overline{U} U \chi) = S_0(U \chi) + \overline{U} S_0(U \chi), \) so

\[
S_0(\overline{U} \chi) = -\overline{U} S_0(U \chi).
\]

(19)
Likewise,

\[ s_0(a_g U \chi) = \alpha_g + a_g s_0(U \chi). \]  

(20)

Further, the rewriting rules (5)–(8) yield respectively

\[ a_g b_g = a_g U b_g a_g, \quad N(a_g b_g) = b_g U, \quad N(\pi a_g b_g) = b_g U, \quad N(U b_g) = b_g \pi. \]  

(21)

The word on the right-hand side of the first equality in (21) is one rewriting rule away from being in normal form. Yet, the first equality in (21) can be written as \( N(U b_g) = b_g a_g \), which has the flavor of the other three equations in (21). By iteration we get, for \( m \geq 0 \),

\[ N(U^m b_g) = b_g a^m_g, \quad N(a^m_g b_g) = b_g U^m, \quad N(\pi a^m_g b_g) = b_g U^m, \quad N(U^m b_g) = b_g \pi^m. \]  

(22)

The morphism \( s_1 : M^g_1 \to M^g_2 \) is defined on a \( \mathbb{Z} \)-basis element \( y \lambda \) (here \( y \in \pi_g \) and \( \lambda \in \{ \alpha_1, \beta_1, \ldots, \alpha_g, \beta_g \} \)) by setting \( s_1(y \lambda) = 0 \), if \( \lambda \neq \beta_g \), and

\[ s_1(y \beta_g) = \begin{cases} \left( \sum_{i=1}^{n+1} U^i \right) \omega, & \text{if } y \text{ ends like } T_n \text{ but not like } T_{n+1}, n \geq 0; \\ - \left( \sum_{i=0}^{n-1} U^i \right) \omega, & \text{if } y \text{ ends like } U^n \text{ but not like } U^{n+1}, n \geq 1; \\ 0, & \text{otherwise.} \end{cases} \]

**Proposition 3.4.** The third condition in (12) holds true at any \( \mathbb{Z} \)-basis element \( y \lambda \in M^g_1 \) with \( y \in \pi_g \) and \( \lambda \in \{ \alpha_1, \alpha_2, \ldots, \alpha_g, \beta_1, \beta_2, \ldots, \beta_{g-1} \} \).

Proof. We only consider the case \( \lambda = \alpha_i \) with \( 1 \leq i \leq g \); the case \( \lambda = \beta_i \) with \( 1 \leq i < g \) is formally identical. Set \( N(y) = \ell_1 \cdots \ell_k \).

**Case** \( \ell_k \neq \alpha_i \): Note that \( \ell_1 \cdots \ell_k a_i \) is in normal form. Since \( s_1(y \alpha_i) = 0 \), we get

\[ s_0 d_1(y \alpha_i) = s_0(\ell_1 \cdots \ell_k a_i \chi) - s_0(\ell_1 \cdots \ell_k \chi) = \ell_1 \cdots \ell_k a_i = y \alpha_i - 2 s_1(y \alpha_i). \]  

(23)

**Case** \( \ell_k = \alpha_i \): Note that \( \ell_1 \cdots \ell_k a_i = \ell_1 \cdots \ell_{k-1} \chi \), where the latter word is in normal form, so the calculation in (23) takes the form

\[ s_0 d_1(y \alpha_i) = s_0(\ell_1 \cdots \ell_{k-1} \chi) - s_0(\ell_1 \cdots \ell_k \chi) = \ell_1 \cdots \ell_{k-1} s_0(\pi \chi) = -\ell_1 \cdots \ell_{k-1} (\pi \chi) = y \alpha_i = y \alpha_i - 2 s_1(y \alpha_i), \]

again since \( s_1(y \alpha_i) = 0 \).

More involved is the proof of the analogue of Proposition 3.4 for \( \lambda = \beta_g \):

**Proposition 3.5.** The third condition in (12) holds at any \( \mathbb{Z} \)-basis element \( y \beta_g \) with \( y \in \pi_g \).

Proof. As above, set \( N(y) = \ell_1 \cdots \ell_k \).

(24)
The argument depends on the normal form of the coefficient of $\chi$ in the first summand on the right-hand side of

$$s_0 d_1(y\beta_g) = s_0(\ell_1 \cdots \ell_kb_g\chi) - s_0(\ell_1 \cdots \ell_k\chi).$$  \hspace{1cm} (25)

From the rewriting rules (4)–(5), we see that the word $\ell_1 \cdots \ell_kb_g$ is in normal form if and only if $\ell_k \not\in \{b_g, a_g\}$ and $y$ does not end like $U$. Moreover, in such a case, $s_1(y\beta_g) = 0$ by definition, so the required conclusion follows just as in the first case in the proof of Proposition 3.4. Thus, it suffices to consider the following three mutually non-overlapping cases: (A) $\ell_k = b_g$, (B) $y$ ends like $U$, and (C) $\ell_k = a_g$.

**Case (A):** This is the easiest instance, for $N(\ell_1 \cdots \ell_kb_g) = \ell_1 \cdots \ell_{k-1}$ is forced, and the required conclusion follows just as in the second case in the proof of Proposition 3.4. Thus, it suffices to consider the following three mutually non-overlapping cases: (A) $\ell_k = b_g$, (B) $y$ ends like $U$, and (C) $\ell_k = a_g$.

**Case (B):** Assume that (24) specializes to $N(y) = \ell_1 \cdots \ell_rU^{n+1}$ for some $n \geq 0$, with the (normal-form) word $\ell_1 \cdots \ell_r$ not ending like $U$. Using (22), the expression in (25) becomes

$$s_0 d_1(y\beta_g) = s_0(\ell_1 \cdots \ell_rU^{n+1}b_g\chi) - s_0(\ell_1 \cdots \ell_rU^{n+1}\chi)$$
$$= s_0(\ell_1 \cdots \ell_r b_g \beta_g^{n+1}\chi) - s_0(\ell_1 \cdots \ell_r \beta_g^{n+1}\chi),$$  \hspace{1cm} (26)

whose analysis depends, in principle, on the normal form of

$$\ell_1 \cdots \ell_r b_g \beta_g^{n+1}.$$  \hspace{1cm} (27)

Since the two underbraced words in (27) are in normal form, since $\ell_r \neq a_g$ (for $\ell_1 \cdots \ell_rU^{n+1}$ is in normal form), and since $\ell_1 \cdots \ell_r$ does not end like $U$, we see that (27) fails to be in normal form if and only if $\ell_r = b_g$, in which case the normal form of (27) would be $\ell_1 \cdots \ell_{r-1} \beta_g^{n+1}$ (for $\ell_{r-1} \neq a_g$, as $\ell_1 \cdots \ell_r$ is in normal form). Either way, Remark 3.2 yields

$$s_0(\ell_1 \cdots \ell_r b_g \beta_g^{n+1}\chi) = s_0(\ell_1 \cdots \ell_r \chi) + \ell_1 \cdots \ell_r s_0(b_g \beta_g^{n+1}\chi),$$

so that (26) becomes

$$s_0 d_1(y\beta_g) = \ell_1 \cdots \ell_r \left(s_0(\beta_g^{n+1}\chi) - s_0(U^{n+1}\chi)\right)$$
$$= \ell_1 \cdots \ell_r \left(\beta_g - b_g \sum_{i=1}^{n+1} \alpha_g - \sum_{i=0}^{n} U^i s_0(U\chi)\right),$$  \hspace{1cm} (28)

where the latter equality uses (16) and (17). On the other hand, by definition, (18) and (19),

$$d_2 s_1(y\beta_g) = -y \sum_{i=0}^{n} U^i d_2(\omega) = -\ell_1 \cdots \ell_r \sum_{i=1}^{n+1} U^i d_2(\omega)$$
$$= -\ell_1 \cdots \ell_r \sum_{i=1}^{n+1} U^i \left(s_0(U\chi) - b_g \alpha_g - (1 - U)\beta_g\right)$$
$$= -\ell_1 \cdots \ell_r \sum_{i=1}^{n+1} U^i \left(-U s_0(U\chi) - b_g \alpha_g - (1 - U)\beta_g\right)$$
$$= \ell_1 \cdots \ell_r \left(\sum_{i=0}^{n} U^i s_0(U\chi) + \sum_{i=1}^{n+1} U^i b_g \alpha_g + (U^{n+1} - 1)\beta_g\right)$$
$$= \ell_1 \cdots \ell_r \left(\sum_{i=0}^{n} U^i s_0(U\chi) + \sum_{i=1}^{n+1} b_g \alpha_g \beta_g + \beta_g\right) + y\beta_g,$$  \hspace{1cm} (29)
where the latter equality uses (22). The required conclusion is apparent from (28) and (29).

**Case (C):** We can assume that (24) specializes to \( N(y) = \ell_1 \cdots \ell_r T_n = \ell_1 \cdots \ell_r a_g U^n \), for some \( n \geq 0 \), with

\[
\text{the (normal-form) word } \ell_1 \cdots \ell_r \text{ not ending like } a_g c_1 \cdots c_{g-1}. \tag{30}
\]

Using (5) and (22), the expression in (25) becomes

\[
s_0 d_1(y \beta_g) = s_0 \left( \ell_1 \cdots \ell_r a_g U^n b_g \chi \right) - s_0 \left( \ell_1 \cdots \ell_r a_g U^n \chi \right),
\]

\[
= s_0 \left( \ell_1 \cdots \ell_r a_g b_g a_g^n \chi \right) - s_0 \left( \ell_1 \cdots \ell_r a_g U^n \chi \right),
\]

\[
= s_0 \left( \ell_1 \cdots \ell_r a_g P_{g-1} b_g a_g^{n+1} \chi \right) - s_0 \left( \ell_1 \cdots \ell_r a_g U^n \chi \right). \tag{31}
\]

whose analysis depends, in principle, on the normal form of

\[
\ell_1 \cdots \ell_r a_g P_{g-1} b_g a_g^{n+1}. \tag{32}
\]

Since the two underbraced words in (32) are in normal form, and since \( \ell_r \neq \overline{a_g} \) (for \( \ell_1 \cdots \ell_r a_g U^n \) is in normal form), we see that the only option for (32) not to be in normal form is that rewriting rules (4) can iteratively be applied between the right factors of the first underbraced word and the left factors of the second underbraced word in (32), until reaching the normal form. Indeed, (30) and the fact that \( \ell_1 \cdots \ell_r \) is in normal form assure that, if the iterative rewriting process with rules (4) reaches a stage where the portion \( a_g P_{g-1} \) in the second underbraced word in (32) is cancelled out, then this process would either stop or, else, continue with the application of one final rewriting rule in (4), namely the rule \( a_g \rightarrow 1 \) — but not the rule (5). Either way, the process stops producing the required normal form. Explicitly, and for completeness, we remark that all the possibilities for this process to stop producing the normal form of (32) are

(C.1) \( \ell_1 \cdots \ell_r a_g P_{g-1} b_g a_g^{n+1} \) is already in normal form, or else

there are integers \( t \) and \( s \), with \( 1 \leq t \leq r \) and \( g - 1 \geq s \geq 1 \), such that one (and only one) of the following situations holds:

(C.2) \( \ell_t \cdots \ell_r = b_sc_{s+1} \cdots c_{g-2} c_{g-1} \) with \( \ell_{t-1} \neq \overline{a_s} \). (Note that the latter inequality holds vacuously if \( t = 1 \). A similar observation applies in the next five cases.)

(C.3) \( \ell_t \cdots \ell_r = \overline{a_s} b_sc_{s+1} \cdots c_{g-2} c_{g-1} \) with \( \ell_{t-1} \neq b_s \).

(C.4) \( \ell_t \cdots \ell_r = b_s \overline{\overline{a_s}} b_sc_{s+1} \cdots c_{g-2} c_{g-1} \) with \( \ell_{t-1} \neq a_s \).

(C.5) \( \ell_t \cdots \ell_r = c_sc_{s+1} \cdots c_{g-2} c_{g-1} \) with \( s \geq 2 \) and \( \ell_{t-1} \neq \overline{b_{s-1}} \).

(C.6) \( \ell_t \cdots \ell_r = c_sc_{s+1} \cdots c_{g-2} c_{g-1} \) with \( s = 1, \ell_{t-1} \neq a_g \) (in view of (30)), \( \ell_{t-1} \neq \overline{a_1} \) (since \( \ell_1 \cdots \ell_r \) is in normal form) and \( \ell_{t-1} \neq \overline{b_g} \).

(C.7) \( \ell_t \cdots \ell_r = \overline{b_g} P_{g-1} \), and necessarily \( \ell_{t-1} \neq \overline{a_g} \) (as \( \ell_1 \cdots \ell_r \) is in normal form).
So we need to check the validness of the third condition in (12) at \( y\beta_g \) in each of these seven possibilities. As in case (B), such a task is simplified by Remark 3.2 and the discussion above. Namely, in all seven cases, the \( s_0 \)-value of (32) satisfies

\[
s_0(\ell_1 \cdots \ell_r P_{g-1} b_y a_g^{n+1} \chi) = s_0(\ell_1 \cdots \ell_r \chi) + \ell_1 \cdots \ell_r s_0(P_{g-1} b_y a_g^{n+1} \chi),
\]

so that (31) becomes

\[
s_0 d_1(y\beta_g) = \ell_1 \cdots \ell_r \left( s_0 \left( P_{g-1} b_y a_g^{n+1} \chi \right) - s_0 \left( a_g U^{n} \chi \right) \right)
= \ell_1 \cdots \ell_r \left( s_0 \left( P_{g-1} b_y a_g^{n+1} \chi \right) - a_g - a_g \sum_{i=1}^{n} U^{i-1} s_0(U \chi) \right),
\]

whereas (18) gives

\[
d_2 s_1(y\beta_g) = \ell_1 \cdots \ell_r a_g \sum_{i=0}^{n} U^{i-1} \left( s_0(U \chi) - b_y \alpha_g - (1 - U) \beta_g \right)
= \ell_1 \cdots \ell_r a_g \left( \sum_{i=0}^{n} U^{i-1} \left( s_0(U \chi) - b_y \alpha_g \right) + (U^n - U) \beta_g \right).
\]

Thus \( s_0 d_1(y\beta_g) + d_2 s_1(y\beta_g) = \ell_1 \cdots \ell_r (A + a_g U^n) \beta_g = \ell_1 \cdots \ell_r A + y\beta_g = y\beta_g \), as

\[
A = s_0 \left( P_{g-1} b_y a_g^{n+1} \chi \right) - a_g U s_0(U \chi) - a_g \sum_{i=0}^{n} U^{i-1} b_y \alpha_g = a_g U \beta_g
\]

vanishes. Indeed, use (15) to write the first summand in the above expression for \( A \) as

\[
s_0 \left( P_{g-1} b_y a_g^{n+1} \chi \right) = s_0 \left( P_{g-1} \chi \right) + P_{g-1} s_0 \left( b_y a_g^{n+1} \chi \right) = s_0(a_g U \chi) + a_g U \left( \beta_g + b_y \sum_{i=0}^{n} a_g^i \alpha_g \right).
\]

The last equality uses an analogue of (16) together with the equality \( a_g U = P_{g-1} \). Thus

\[
A = s_0(a_g U \chi) + a_g U b_y \sum_{i=0}^{n} a_g^i \alpha_g - a_g + a_g U s_0(U \chi) - a_g \sum_{i=0}^{n} U^{i-1} b_y \alpha_g
= s_0(a_g U \chi) + a_g U b_y \sum_{i=0}^{n} a_g^i \alpha_g - a_g - a_g s_0(U \chi) - a_g U \sum_{i=0}^{n} U^{i} b_y \alpha_g,
\text{ by (19)},
\]

\[
= a_g U b_y \sum_{i=0}^{n} a_g^i \alpha_g - a_g U \sum_{i=0}^{n} U^{i} b_y \alpha_g,
\text{ by (20)},
\]

\[
= a_g U b_y \sum_{i=0}^{n} a_g^i \alpha_g - a_g U \sum_{i=0}^{n} b_y a_g^i \alpha_g = 0,
\text{ by (22)},
\]
as asserted.

The verification of the last condition in (12) is just as easy as that of the first condition:

**Proposition 3.6.** The last condition (12) holds true.

**Proof.** Since \( d_1 d_2 = 0 \), we have \( d_2(s_1 d_2 - \text{id}_{M_2^n}) = (d_2 s_1) d_2 - d_2 = (\text{id}_{M_1^n} - s_0 d_1) d_2 - d_2 = 0 \), so that \( s_1 d_2 = \text{id}_{M_2^n} \), as \( d_2 \) is injective.
4 Diagonal approximations and contracting homotopies

Recall that, for \( \pi_g \)-modules \( A_i \), cup-products \( H^*(\pi_g; A_1) \otimes H^*(\pi_g; A_2) \to H^*(\pi_g; A_1 \otimes A_2) \) can be assessed once a diagonal approximation \( \Delta: M^g_* \to M^g_\ast \otimes M^g_* \) is made explicit. Attaining the corresponding goal for \( \pi_{g_1, \ldots, g_n} := \pi_{g_1} \times \cdots \times \pi_{g_n} \) requires describing a diagonal approximation \( \Delta_{g_1, \ldots, g_n}: M^g_{*1, \ldots, g_n} \to M^g_{*1, \ldots, g_n} \otimes M^g_{*1, \ldots, g_n} \) where, as in Remark 3.1, \( M^g_{*1, \ldots, g_n} = M^g_{*1} \otimes \cdots \otimes M^g_{*n} \). With this in mind, we recall:

Proposition 4.1 ([13 Proposition 3.1]). Let \( G \) be a group and

\[
\cdots \to X_{n+1} \xrightarrow{\delta_{n+1}} X_n \xrightarrow{\delta_n} \cdots \xrightarrow{\delta_3} X_2 \xrightarrow{\delta_2} X_1 \xrightarrow{\delta_1} X_0 \xrightarrow{\varepsilon} \mathbb{Z} \to 0
\]

be a free \( G \)-resolution of the trivial \( G \)-module \( \mathbb{Z} \). For each \( q \geq 0 \) let \( B_q \) be a \( G \)-basis for \( X_q \), and assume that \( \varepsilon(b_0) = 1 \) for each \( b_0 \in B_0 \). Consider the tensor square resolution \( X \otimes X \) of \( \mathbb{Z} := (X \otimes X)_{-1} \). If \( U = \{ U_q\colon (X \otimes X)_q \to (X \otimes X)_{q+1} \}_{q \geq -1} \) is a contracting homotopy for

\[
\cdots \to (X \otimes X)_n \to \cdots \to (X \otimes X)_2 \to (X \otimes X)_1 \to (X \otimes X)_0 \to \mathbb{Z} \to 0,
\]

then a diagonal approximation \( \Delta: X \to X \otimes X \) is determined inductively on basis elements \( b_q \in B_q \) by setting \( \Delta_0(b_0) = b_0 \otimes b_0 \) and, for \( q > 0 \), \( \Delta_{q}(b_q) = U_{q-1} \circ \Delta_{q-1} \circ \delta_q(b_q) \).

Proposition 4.1 allows us to translate the task of describing a formula for a diagonal approximation \( \Delta_{g_1, \ldots, g_n}: M^g_{*1, \ldots, g_n} \to M^g_{*1, \ldots, g_n} \otimes M^g_{*1, \ldots, g_n} \) into describing an explicit contracting homotopy for the \( G \)-resolution \( M^g_{*1, \ldots, g_n} \otimes M^g_{*1, \ldots, g_n} \) of \( \mathbb{Z} \).

Lemma 4.2. For \( 1 \leq i \leq n \), let \( f_i, g_i: (K_i, \delta_i) \to (K'_i, \delta'_i) \) be maps of chain complexes. Assume there are chain homotopies \( s_i: f_i \simeq g_i \) (meaning \( \delta'_i s_i + s_i \delta_i = f_i - g_i \)). Then the tensor maps

\[
f = \bigotimes_{1 \leq i \leq n} f_i, \quad g = \bigotimes_{1 \leq i \leq n} g_i: \bigotimes_{1 \leq i \leq n} (K_i, \delta_i) \to \bigotimes_{1 \leq i \leq n} (K'_i, \delta'_i)
\]

are chain homotopic through \( s = \sum_{i=1}^n g_i \otimes \cdots \otimes g_{i-1} \otimes s_i \otimes f_{i+1} \otimes \cdots \otimes f_n : f \simeq g \). Explicitly, by the standard sign convention for the tensor product of chain maps (see the final paragraph in [3 Section V.2]),

\[
s(k_1 \otimes \cdots \otimes k_n) = \sum_{i=1}^n (-1)^{d_i} g_i(k_1) \otimes \cdots \otimes g_{i-1}(k_{i-1}) \otimes s_i(k_i) \otimes f_{i+1}(k_{i+1}) \otimes \cdots \otimes f_n(k_n),
\]

where \( d_i \) is the degree of \( k_1 \otimes \cdots \otimes k_{i-1} \).

Proof. Use induction and Proposition 9.1 in Chapter V of [18].

We use Lemma 4.2 in combination with the following observations. For a \( G \)-resolution

\[
\cdots \xrightarrow{\partial_3} F_2 \xrightarrow{\partial_2} F_1 \xrightarrow{\partial_1} F_0 \xrightarrow{\varepsilon} \mathbb{Z} \to 0,
\]

let \( F_* \) denote the “deleted” sequence \( \cdots \xrightarrow{\partial_3} F_2 \xrightarrow{\partial_2} F_1 \xrightarrow{\partial_1} F_0 \to 0 \). Choose a \( \mathbb{Z} \)-map \( s_{-1}: \mathbb{Z} \to F_0 \) such that \( \varepsilon \circ s_{-1} \) is the identity on \( \mathbb{Z} \). It is transparent that the composite
For $s \circ \varepsilon : F_0 \to F_0$ extends to a map $s \circ \varepsilon : F_* \to F_*$ of chain complexes vanishing on elements of positive dimension. Further, as observed in the proof of [13 Proposition 3.2], a collection of maps $s = \{s_i : F_i \to F_{i+1} : i \geq 0\}$ assembles a homotopy $s : 1_{F_*} \simeq s_{-1} \circ \varepsilon$ if and only if the “augmented” collection $\{s_i : i \geq -1\}$ is a contracting homotopy for $(Z)$. In particular, the contracting homotopy (11) constructed in the previous section yields explicit homotopies $s_i : 1_{M^i} \simeq s_{i-1} \circ e^i$, and Lemma 4.2 implies:

**Corollary 4.3.** Let $\pi_{g_1, \ldots, g_n} = \pi_{g_1} \times \cdots \times \pi_{g_n}$. A contracting homotopy $u = \{u_k : k \geq -1\}$ for the (tensor) $\pi_{g_1, \ldots, g_n}$-resolution $M^i_{g_1, \ldots, g_n}$ of $\mathbb{Z}$ is determined by the additive maps $u_{-1} : \mathbb{Z} \to M^0_{g_1, \ldots, g_n}$ and $u_k : M^i_{g_1, \ldots, g_n} \to M^i_{g_1, \ldots, g_n}$, $k \geq 0$, given by $u_{-1}(1) = \chi^{(1)} \otimes \cdots \otimes \chi^{(n)}$ and, for $k \geq 0$,

$$u_k(y_1 \otimes \cdots \otimes y_n) = \sum_{i=1}^n (s_{i-1} \circ \varepsilon)(y_i) \otimes \cdots \otimes (s_{i-1} \circ \varepsilon)(y_{i-1}) \otimes s_i(y_i) \otimes y_{i+1} \otimes \cdots \otimes y_n.$$ 

Note that we have omitted the use of subscripts for chain maps and chain homotopies appearing on the right-hand side of the equality for $u_k(y_1 \otimes \cdots \otimes y_n)$. This will also be the case in the expression for $u_k(z_1 \otimes z_2)$ in Corollary 4.4 below. Note also that the signs “$(-1)^{d_i}$” appearing in the formula for $s(\kappa_1 \otimes \cdots \otimes \kappa_n)$ in Lemma 4.2 are not needed in Corollary 4.3. In fact, the $i$-th summand in the expression for $u_k(y_1 \otimes \cdots \otimes y_n)$ is non-zero only when $y_1 \otimes \cdots \otimes y_{i-1}$ is of degree zero. Similar considerations yield:

**Corollary 4.4.** A contracting homotopy $w = \{w_k : k \geq -1\}$ for the (diagonal) $\pi_{g_1, \ldots, g_n}$-resolution $M^i_{g_1, \ldots, g_n} \otimes M^i_{g_1, \ldots, g_n} \to \mathbb{Z}$ is determined by additive morphisms $w_{-1} : \mathbb{Z} \to M^0_{g_1, \ldots, g_n} \otimes M^0_{g_1, \ldots, g_n}$ and $w_k : (M^i_{g_1, \ldots, g_n} \otimes M^i_{g_1, \ldots, g_n})_k \to (M^i_{g_1, \ldots, g_n} \otimes M^i_{g_1, \ldots, g_n})_k$, $k \geq 0$, given by $w_{-1}(1) = (\chi^{(1)} \otimes \cdots \otimes \chi^{(n)}) \otimes (\chi^{(1)} \otimes \cdots \otimes \chi^{(n)})$ and, for $k \geq 0$,

$$w_k(z_1 \otimes z_2) = u(z_1) \otimes z_2 + (u_{-1} \circ \varepsilon)(z_1) \otimes u(z_2).$$

### 5 Multiplicative structure in $H^*(\pi_g; \hat{\mathbb{Z}})$

In this section we deal with $\pi_g$-modules $\hat{\mathbb{Z}}$ whose underlying additive structure is $\mathbb{Z}$. A generator $a_i$ or $b_i$ of $\pi_g$ acts as multiplication by either 1 or $-1$ in any such $\hat{\mathbb{Z}}$. Therefore, $\hat{\mathbb{Z}}$ is completely characterized by specifying the subset $S \subseteq \{a_i, b_i : 1 \leq i \leq g\}$ of generators that act by multiplication by $-1$. Since the defining relation in (2) is a product of commutators, any subset $S$ is possible, and we use the more specific notation $\mathbb{Z}_S$ (instead of $\mathbb{Z}$). For instance, $\mathbb{Z}_{S_1} \otimes \mathbb{Z}_{S_2} \simeq \mathbb{Z}_{S_1 \oplus S_2}$, where the tensor product —taken over the integers— is seen as a diagonal $\pi_g$-module, and $S_1 \otimes S_2 := S_1 \cup S_2 - S_1 \cap S_2$ is the symmetric difference of $S_1$ and $S_2$.

Cup product maps

$$H^*(\pi_g; \mathbb{Z}_{S_1}) \otimes H^*(\pi_g; \mathbb{Z}_{S_2}) \to H^*(\pi_g; \mathbb{Z}_{S_1 \oplus S_2})$$

(34)

with either $S_1 = S_2$ or with some $S_i$ being empty are described (in a slightly indirect way) in [11 Theorem 3.5] by taking advantage of the fact that any two non-trivial $\pi_g$-modules $\hat{\mathbb{Z}}$ are isomorphic. In this section we work out the general form of (34).
Routine calculations based on Corollary 4.1 and on the case \( n = 1 \) in Corollary 4.4 yield the following description of a diagonal approximation \( M^g \to M^g \otimes M^g \):

**Proposition 5.1.** A diagonal approximation \( \Delta = \Delta^g : M^g \to M^g \otimes M^g \) is given by \( \Delta(\chi) = \chi \otimes \chi \), \( \Delta(\alpha_i) = \alpha_i \otimes a_i \chi + \chi \otimes \alpha_i \), \( \Delta(\beta_i) = \beta_i \otimes b_i \chi + \chi \otimes \beta_i \) and

\[
\Delta(\omega) = \sum_{i=1}^{g-1} \left( \sum_{j=1}^{i} P_{i-j} \left( (1 - c_j b_j) \alpha_j + (a_j - c_j) \beta_j \right) \otimes P_i \left( \alpha_{i+1} - b_i \alpha_i + a_{i+1} \beta_{i+1} - \beta_i \right) \right)
\]

\[
+ \sum_{i=1}^{g} \left( P_{i-1} \alpha_i \otimes P_{i-1} a_i \beta_i - P_i \beta_i \otimes P_i b_i \alpha_i \right) + \chi \otimes \omega + \omega \otimes b_g a_g \chi.
\]

Each commutator \( c_i = [a_i, b_i] \) acts trivially on any \( \mathbb{Z}_S \). Therefore, for the purposes of applying the functor \( \text{Hom}_{\pi_g}(-; \mathbb{Z}_S) \), the differential \( \Delta(\omega) \) can be taken to be, respectively, \( d_2(\omega) = \sum_{i=1}^{g} \left( (1 - b_i) \alpha_i + (a_i - 1) \beta_i \right) \) and

\[
\Delta(\omega) = \sum_{i=1}^{g-1} \sum_{j=1}^{i} \left( (1 - b_j) \alpha_j + (a_j - 1) \beta_j \right) \otimes \left( \alpha_{i+1} - b_i \alpha_i + a_{i+1} \beta_{i+1} - \beta_i \right)
\]

\[
+ \sum_{i=1}^{g} \left( \alpha_i \otimes \beta_i - \beta_i \otimes \alpha_i \right) + \chi \otimes \omega + \omega \otimes b_g a_g \chi.
\] (35)

The description of the differential \( d_* \) in Proposition 2.1 together with the above considerations show that the cochain complex \( M^g := \text{Hom}_{\pi_g}(M^g, \mathbb{Z}_S) \) has a graded \( \mathbb{Z} \)-basis consisting of the elements \( \chi^* \) in dimension 0, \( \alpha^*_i \) and \( \beta^*_i \) \((1 \leq i \leq g)\) in dimension 1, and \( \omega^* \) in dimension 2, with (co)differentials

\[
d_1^*(\chi^*) = 2 \sigma^*; \quad d_2^*(\alpha^*_i) = \begin{cases} 2 \omega^*, & b_i \in S, \\ 0, & b_i \not\in S \end{cases}; \quad d_2^*(\beta^*_i) = \begin{cases} -2 \omega^*, & a_i \in S, \\ 0, & a_i \not\in S \end{cases},
\] (36)

where \( \sigma^* \) is the sum of the duals of the greek-letter versions of the elements in \( S \):

\[ \sigma^* = \sum_{\alpha_i \in S} \alpha^*_i + \sum_{\beta_i \in S} \beta^*_i. \]

Note that, as in Lemma 4.2, we follow standard sign conventions (see [3 Eq. 1.6, p. 57]) in the first equality of (36).

**Example 5.2.** The above considerations recover the usual fact that \( H^*(\pi_g; \mathbb{Z}_S) \) is torsion free with \( \mathbb{Z} \)-basis given by (the classes of) \( \chi^* \) in dimension zero, \( \alpha^*_i \) and \( \beta^*_i \) \((1 \leq i \leq g)\) in dimension 1, and \( \omega^* \) in dimension 2, and that the only non-zero cup products involving 1-dimensional classes are

\[ \beta^*_i \cup \alpha^*_i = \omega^* = -\alpha^*_i \cup \beta^*_i \]

for \( 1 \leq i \leq g \). More generally, if \( M \) is a trivial \( \pi_g \)-module, and \( u, v \in \text{Hom}_{\pi_g}(M^g, M) \) are 1-cocycles, the cup product \([u] \cup [v] \in H^2(\pi_g; M \otimes M)\) is represented by the cocycle

\[ \omega \mapsto \sum_{i=1}^{g} \left(u(\beta_i) \otimes v(\alpha_i) - u(\alpha_i) \otimes v(\beta_i)\right). \]
The latter assertion is of course [11, Corollary 2.3], except that here we use the standard sign convention in the definition of cup products (see the last paragraph of Chapter V.2, and the third paragraph of Chapter V.3 in [3]).

The analysis of the general case in (34) is just as straightforward as that in Example 5.2. We start by describing explicit cocycles generating each group $H^*(\pi_g; \mathbb{Z}_S)$. Throughout the rest of the section, and unless it is explicitly noted otherwise, we assume $S \neq \emptyset$.

An immediate consequence of (36) is:

**Corollary 5.3.** For $S \neq \emptyset$, $H^0(\pi_g; \mathbb{Z}_S) = 0$ while $H^2(\pi_g; \mathbb{Z}_S) = \omega^* \cdot \mathbb{Z}_2$, the group with two elements generated by (the cohomology class of) $\omega^*$.

Slightly more elaborate is to spell out (in Corollaries 5.4 and 5.5 below) the group structure of $H^1(\pi_g; \mathbb{Z}_S)$. Start by considering the partition of $\{1, \ldots, g\}$ by the sets

$Y = \{i \in \{1, \ldots, g\} : a_i \in S \text{ and } b_i \in S\}$,

$A = \{i \in \{1, \ldots, g\} : a_i \in S \text{ and } b_i \notin S\}$,

$B = \{i \in \{1, \ldots, g\}: a_i \notin S \text{ and } b_i \in S\}$,

$N = \{i \in \{1, \ldots, g\}: a_i \notin S \text{ and } b_i \notin S\}$.

We need to chose a “pivot” in $S$.

**Case A:** There is a generator $a_{i_0} \in S$. Consider the elements $\sigma_i^*, \tilde{\alpha}_i^*, \tilde{\beta}_i^* \in \ker(d_2^*) (1 \leq i \leq g)$ defined through the table:

| $i$ belongs to | $\sigma_i^*$ | $\tilde{\alpha}_i^*$ | $\tilde{\beta}_i^*$ |
|----------------|--------------|---------------------|---------------------|
| $Y$            | $\alpha_i^* + \beta_i^*$ | 0                   | $\beta_i^* - \beta_{i_0}^*$ |
| $A$            | $\alpha_i^*$   | 0                   | $\beta_i^* - \beta_{i_0}^*$ |
| $B$            | $\beta_i^*$    | $\alpha_i^* + \beta_{i_0}^*$ | 0                   |
| $N$            | 0             | $\alpha_i^*$       | $\beta_i^*$         |

Note that $\sigma^* = \sum_i \sigma_i^*$ and $\tilde{\beta}_{i_0}^* = 0$ ($i_0 \in Y \cup A$). A direct linear-algebra calculation yields:

**Corollary 5.4.** Fix a generator $a_{i_0} \in S$ (if there is any) and let $H_\sigma$, $H_\alpha$, and $H_\beta$ denote the free abelian groups with bases given by the (cohomology classes of the) elements indicated in the table:

| group     | $H_\sigma$          | $H_\alpha$          | $H_\beta$          |
|-----------|----------------------|----------------------|----------------------|
| basis     | $\{\sigma_i^*: i \in Y \cup A \cup B\}$ | $\{\tilde{\alpha}_i^*: i \in B \cup N\}$ | $\{\tilde{\beta}_i^*: i \in Y \cup A \cup N - \{i_0\}\}$ |

Then $H^1(\pi_g; \mathbb{Z}_S) = H_\sigma/2D \oplus H_\alpha \oplus H_\beta \cong \mathbb{Z}_2^{2g-2} \oplus \mathbb{Z}_2$, where $D$ stands for the “diagonal” subgroup of $H_\sigma$ generated by $\sigma^*$. The element of 2-torsion is (the cohomology class of) $\sigma^*$, while a basis for the summand $\mathbb{Z}_2^{2g-2}$ is given by the (cohomology classes of the) cocycles

- $\sigma_i^*$ with $i \in Y \cup A \cup B - \{i_0\}$;
- $\tilde{\alpha}_i^*$ with $i \in B \cup N$;
• $\tilde{\beta}_i^*$ with $i \in Y \cup A \cup N - \{i_0\}$.

Case B: There is a generator $b_{i_0} \in S$. Consider the elements $\sigma_i^*, \tilde{\alpha}_i^*, \tilde{\beta}_i^* \in \text{ker}(d_i^2)$ ($1 \leq i \leq g$) defined through the table:

| $i$ belongs to | $\sigma_i^*$ | $\tilde{\alpha}_i^*$ | $\tilde{\beta}_i^*$ |
|----------------|--------------|----------------------|----------------------|
| $Y$            | $\alpha_i^* + \tilde{\beta}_i^*$ | $\alpha_i^* - \alpha_{i_0}^*$ | $0$ |
| $B$            | $\beta_i^*$ | $\alpha_i^* - \alpha_{i_0}^*$ | $0$ |
| $A$            | $\alpha_i^*$ | $0$ | $\beta_i^* + \alpha_{i_0}^*$ |
| $N$            | $0$ | $\alpha_i^*$ | $\beta_i^*$ |

Again $\sigma^* = \sum_i \sigma_i^*$, but now $\tilde{\alpha}_{i_0}^* = 0$ ($i_0 \in Y \cup B$).

**Corollary 5.5.** Fix a generator $b_{i_0} \in S$ (if there is any) and let $H_{\sigma}$, $H_\alpha$ and $H_\beta$ denote the free abelian groups with bases given by the (cohomology classes of the) elements indicated in the table:

| group | $H_\sigma$ | $H_\alpha$ | $H_\beta$ |
|-------|------------|------------|------------|
| basis | $\{\sigma_i^*: i \in Y \cup A \cup B\}$ | $\{\tilde{\alpha}_i^*: i \in Y \cup B \cup N - \{i_0\}\}$ | $\{\tilde{\beta}_i^*: i \in A \cup N\}$ |

Then $H^1(\pi_y; \mathbb{Z}_S) = H_\sigma/2D \oplus H_\alpha \oplus H_\beta \cong \mathbb{Z}^{2g-2} \oplus \mathbb{Z}_2$, where $D$ stands for the “diagonal” subgroup of $H_\sigma$ generated by $\sigma^*$. The element of 2-torsion is (the cohomology class of) $\sigma^*$, while a basis for the summand $\mathbb{Z}^{2g-2}$ is given by (the cohomology classes of the) cocycles

- $\sigma_i^*$ with $i \in Y \cup A \cup B - \{i_0\}$;
- $\tilde{\alpha}_i^*$ with $i \in Y \cup B \cup N - \{i_0\}$;
- $\tilde{\beta}_i^*$ with $i \in A \cup N$.

Having described explicit cocycles representing basis elements of $H^*(\pi_y; \mathbb{Z}_S)$, all that remains to do in order to fully describe the cup-product maps (34) is to get a complete formula for the corresponding cochain-level products

$$
\text{Hom}_{\pi_y}(M^g, \mathbb{ZS}_1) \otimes \text{Hom}_{\pi_y}(M^g, \mathbb{ZS}_2) \to \text{Hom}_{\pi_y}(M^g, \mathbb{ZS}_{1\oplus S_2}).
$$

The required formula, spelled out in Lemma 5.6 below, follows from Proposition 5.1 and (35). Here we use the notation $\lambda$ and $\ell$ to mean $\ell = a_i$ provided $\lambda = \alpha_i$, while $\ell = b_i$ provided $\lambda = \beta_i$ ($1 \leq i \leq g$).

**Lemma 5.6.** The cochain-level cup-product map (37) is determined by the relations $\chi^* \cdot \Theta^* = \Theta^*$ for $\Theta^* \in \{\chi^*, \lambda^*, \omega^*\}$, $\lambda_i^* \cdot \mu_i^* = \delta(\lambda_i, \mu_i)\omega^*$, and

$$
\lambda^* \cdot \chi^* = \begin{cases} 
-\lambda^*, & \ell \in S_2; \\
\lambda^*, & \text{otherwise},
\end{cases}
$$

$$
\omega^* \cdot \chi^* = \begin{cases} 
\omega^*, & a_g, b_g \in S_2 \text{ or } a_g, b_g \notin S_2; \\
-\omega^*, & \text{otherwise},
\end{cases}
$$
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where

\[ \delta(\alpha_r, \alpha_s) = \begin{cases} 
-2, & r < s \text{ and } b_r \in S_1 \\
0, & \text{otherwise} 
\end{cases} + \begin{cases} 
2, & r \leq s < g \text{ and } b_r \in S_1 \text{ and } b_s \in S_2 \\
-2, & r \leq s < g \text{ and } b_r \in S_1 \text{ and } b_s \not\in S_2 \\
0, & \text{otherwise} 
\end{cases}, \]

\[ \delta(\alpha_r, \beta_s) = \begin{cases} 
-2, & r < s \text{ and } b_r \in S_1 \text{ and } a_s \in S_2 \\
2, & r < s \text{ and } b_r \in S_1 \text{ and } a_s \not\in S_2 \\
0, & \text{otherwise} 
\end{cases} + \begin{cases} 
2, & r \leq s < g \text{ and } b_r \in S_1 \\
0, & \text{otherwise} 
\end{cases}, \]

\[ \delta(\beta_r, \alpha_s) = \begin{cases} 
2, & r < s \text{ and } a_r \in S_1 \\
0, & \text{otherwise} 
\end{cases} + \begin{cases} 
-2, & r \leq s < g \text{ and } a_r \in S_1 \text{ and } b_s \in S_2 \\
2, & r \leq s < g \text{ and } a_r \in S_1 \text{ and } b_s \not\in S_2 \\
0, & \text{otherwise} 
\end{cases}, \]

\[ \delta(\beta_r, \beta_s) = \begin{cases} 
2, & r < s \text{ and } a_r \in S_1 \text{ and } a_s \in S_2 \\
0, & \text{otherwise} 
\end{cases} + \begin{cases} 
-2, & r \leq s < g \text{ and } a_r \in S_1 \\
0, & \text{otherwise} 
\end{cases}. \]

By Corollary 5.3, \(1 \in H^0(\pi_g, \mathbb{Z}_\omega)\) is the only non-trivial 0-dimensional cohomology class in the \(\mathbb{Z}\)-twisted cohomology of \(\pi_g\). It therefore suffices to describe cup products of 1-dimensional classes. When \(S_1 \neq S_2\), such a product:

(i) lies in a group isomorphic to \(\mathbb{Z}_2\),

(ii) is therefore an \(\varepsilon\)-multiple (\(\varepsilon \in \{0, 1\}\)) of the cohomology class of \(\omega^*\), and

(iii) can then be easily read off from Lemma 5.6 and Corollaries 5.4 and 5.5.

Of course, (iii) holds for \(S_1 = S_2\) too, and we recover [11, Theorem 3.5], except for sign conventions, as in Example 5.2.

The convenience of having a full description of cup products at the cochain level (Lemma 5.6) will be clear in the next section, where we deal with cup-products in the \(\mathbb{Z}\)-twisted cohomology of products of groups \(\pi_g\). The latter is the information we need for the topological-robotics application at the end of the paper.

6 Multiplicative structure in \(H^*(\pi_{g_1} \times \pi_{g_2}; \mathbb{Z})\)

We now address cup-products in the cohomology of a product \(\pi_{g_1 \cdots g_n} := \pi_{g_1} \times \cdots \times \pi_{g_n}\). For a \(\pi_{g_1 \cdots g_2}\)-module \(\mathbb{Z}\), let \(S_i\) stand for the set of generators \(a_j\) and \(b_j\) of the \(i\)-th factor \(\pi_{g_i}\) that act on \(\mathbb{Z}\) by changing sign. Then \(\mathbb{Z}\) is the tensor product \(\otimes_i \mathbb{Z}_{S_i}\) where each \(\mathbb{Z}_{S_i}\) is the
\[ H^m(G \times G'; M \otimes M') = \bigoplus_{p=0}^m H^p(G; M) \otimes H^{m-p}(G'; M') \oplus \bigoplus_{p=0}^{m+1} \text{Tor}(H^p(G; M), H^{m+1-p}(G'; M')) \]

can be used to get an additive description of \( H^*(\pi_{g_1,\ldots,g_n}; \mathbb{Z}_{S_1 \otimes \cdots \otimes S_n}) \). Our task, in order to get the multiplicative structure, is to describe \((A)\) explicit cocycles representing a full set of cohomology generators, and \((B)\) cup products at the level of cochains.

In principle, as in the previous section, ingredient \((B)\) above would require describing explicit diagonal approximations

\[ \Delta^{g_1,\ldots,g_n}: M_{g_1,\ldots,g_n} \rightarrow M_{g_1,\ldots,g_n} \otimes M_{g_1,\ldots,g_n}. \tag{38} \]

Our task, in order to assess cup products—tends to be tortuous and quickly becomes inaccessible, as tensor cochain complexes \( M_{g_1,\ldots,g_n} \) have many types of generators. The most efficient alternative is to take full advantage of Lemma 5.6 and Lemma 6.1 below, a result whose proof is an easy exercise with standard sign conventions, e.g. [3] Chapter I, Section 0. Due to the applications we aim at, Lemma 6.1 is stated only for products with two factors. The reader will easily spell out and prove a version of Lemma 6.1 for more factors.

**Lemma 6.1.** Consider the cochain complex isomorphism

\[ t: \text{Hom}_{\pi_{g_1}}(M_{g_1}^{g_1}; \mathbb{Z}_{S_1}) \otimes \text{Hom}_{\pi_{g_2}}(M_{g_2}^{g_2}; \mathbb{Z}_{S_2}) \rightarrow \text{Hom}_{\pi_{g_1} \cdot g_2}(M_{g_1}^{g_1} \cdot g_2; \mathbb{Z}_{S_1 \otimes S_2}) \]

sending a tensor product \( u \otimes v \) of graded morphisms into the graded tensor product morphism \((-1)^{|u||v|}u \otimes v\) (cf. [3] page 10, exercise 7). Let \( \Delta^{g_i}: M_{g_i} \rightarrow M_{g_i} \otimes M_{g_i} \) \((i \in \{1, 2\})\) be diagonal approximations with corresponding induced cochain products

\[ \text{Hom}_{\pi_{g_i}}(M_{g_i}^{g_i}; \mathbb{Z}_{S_i}) \otimes \text{Hom}_{\pi_{g_i}}(M_{g_i}^{g_i}; \mathbb{Z}_{S_i'}) \xrightarrow{p_i} \text{Hom}_{\pi_{g_i}}(M_{g_i}^{g_i}; \mathbb{Z}_{S_i \otimes S_i'}). \]

Then there is a commutative diagram
whose top horizontal morphism is the cochain product induced by the shuffled diagonal approximation \(39\).

Thus, the bulk of the work amounts to identifying explicit cocycles that represent generators of \(H^*(\pi_{g_1,\ldots,g_n};\mathbb{Z}_{S_1\otimes\ldots\otimes S_n})\). Note that, if some \(S_i\) is empty, cocycle representatives for \(\pi_{g_1,\ldots,g_n}\) can be obtained as exterior graded-tensor products of those for \(\pi_{g_1,\ldots,g_{i-1},g_{i+1},\ldots,g_n}\) and those for \(\pi_{g_i}\) (the latter ones have been described in Example 5.2). Indeed, in such conditions, the corresponding \(H^*(\pi_i;\mathbb{Z}_{S_i})\) is torsion free, and the Künneth formula becomes

\[
H^*(\pi_{g_1,\ldots,g_n};\mathbb{Z}_{S_1\otimes\ldots\otimes S_n}) = H^*(\pi_{g_1,\ldots,g_{i-1},g_{i+1},\ldots,g_n};\mathbb{Z}_{S_1\otimes\ldots\otimes S_{i-1}\otimes S_{i+1}\otimes\ldots\otimes S_n}) \otimes H^*(\pi_{g_i};\mathbb{Z}_{S_i}).
\]

Consequently, it is safe to assume that \(S_i \neq \emptyset\) for all \(i \in \{1, \ldots, n\}\) (as done in Propositions 6.4, 6.6). Details are worked out next for the case of \(\pi_{g_1,g_2}\).

**Proposition 6.2.** If \(S_1 = \emptyset = S_2\), then \(H^0(\pi_{g_1,g_2};\mathbb{Z}_{S_1\otimes S_2}) = \mathbb{Z}\) with generator represented by the cocycle \((\chi \otimes \chi)^*\). If either \(S_1 \neq \emptyset\) or \(S_2 \neq \emptyset\), then \(H^0(\pi_{g_1,g_2};\mathbb{Z}_{S_1\otimes S_2}) = 0\).

**Proof.** This result is a direct consequence of the Künneth formula and Corollary 5.3. We include a direct argument for future reference. Proposition 2.1 implies that the differential \(d_1^*\colon \text{Hom}_{\pi_{g_1,g_2}}(M^{g_1,g_2};\mathbb{Z}_{S_1\otimes S_2}) \rightarrow \text{Hom}_{\pi_{g_1,g_2}}(M^{g_1,g_2};\mathbb{Z}_{S_1\otimes S_2})\) is determined by

\[
d_1^*((\chi \otimes \chi)^*) = 2 \left( \sum_{i_1 \in S_1} (\lambda_i \otimes \chi)^* + \sum_{m_j \in S_2} (\chi \otimes \mu_j)^* \right)
\]  
(40)

(as in the case of \(d_1^*(\chi^*)\) in \(36\), this accounts for the standard sign convention for the coboundary map). So, \(d_1^* = 0\) for \(S_1 = S_2 = \emptyset\), while \(d_1^*\) is injective otherwise.

Following the notation in Lemma 5.6, we write \(\lambda_i\) in \(40\) and below for either \(\alpha_i\) or \(\beta_i\) \((1 \leq i \leq g_1)\), depending on whether \(\ell_i\) is \(a_i\) or \(b_i\), respectively. Likewise, \(\mu_j\) stands for the greek-letter version of a generator \(m_j\) \((1 \leq j \leq g_2)\) of \(\pi_{g_2}\). Note that we are not using any special notation to tell apart the generators (or their greek-letter versions) of the two groups \(\pi_{g_i}\). This causes no confusion in \(40\) as the meaning is implicit from the side the generators appear on a tensor product. If the tensor-side distinction is not available, we will use a functional notation such as \(a_i(g_1), \ell_i(g_1) \in \pi_{g_1} (1 \leq i \leq g_1)\) and \(\beta_j(g_2), \mu_j(g_2) \in M_{g_2}^g (1 \leq j \leq g_2)\). Nonetheless, the functional notation will be waived when making a distinction becomes irrelevant.
As suggested in the proof of Proposition 6.2, (40) can be obtained by dualizing the tensor square of the differential $d_s$ in Proposition 2.1. The same formula can be obtained with much less effort from (35) and Lemma 6.1. The latter is the method we use for formulas (41)–(47) below. The straightforward details are left as an exercise for the reader.

**Lemma 6.3.** The differential $d_2^*$: $\text{Hom}_{\pi_{g_1,g_2}}(M_1^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2}) \to \text{Hom}_{\pi_{g_1,g_2}}(M_2^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ is determined by

$$d_2^*((\lambda \otimes \chi)^*) = 2 \left( \sum_{m_j \in S_2} (\lambda \otimes \mu_j)^* + \epsilon_\lambda \begin{cases} (\omega \otimes \chi)^*, & \text{if } \hat{\ell}_i \in S_1 \\ 0, & \text{if } \hat{\ell}_i \notin S_1 \end{cases} \right),$$

(41)

$$d_2^*((\chi \otimes \mu_j)^*) = 2 \left( - \sum_{\ell_i \in S_1} (\lambda_i \otimes \mu_j)^* + \epsilon_{\mu_j} \begin{cases} (\chi \otimes \omega)^*, & \text{if } \hat{m}_j \in S_2 \\ 0, & \text{if } \hat{m}_j \notin S_2 \end{cases} \right),$$

(42)

Here $\epsilon_{\lambda_k} = 1$, $\epsilon_{\mu_k} = -1$, $\hat{a}_k = b_k$ and $\hat{b}_k = a_k$ for $k = 1, \ldots, g_i$ and $i = 1, 2$. Likewise, the differential $d_3^*$: $\text{Hom}_{\pi_{g_1,g_2}}(M_2^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2}) \to \text{Hom}_{\pi_{g_1,g_2}}(M_3^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ is determined by

$$d_3^*((\omega \otimes \chi)^*) = 2 \sum_{m_j \in S_2} (\omega \otimes \mu_j)^*,$$

(43)

$$d_3^*((\chi \otimes \omega)^*) = 2 \sum_{\ell_i \in S_1} (\lambda_i \otimes \omega)^*,$$

(44)

$$d_3^*((\lambda_i \otimes \mu_j)^*) = 2 \left( \epsilon_{\mu_j} (\lambda_i \otimes \omega)^*, \begin{cases} (\omega \otimes \mu_j)^*, & \text{if } \hat{m}_j \in S_2 \\ 0, & \text{if } \hat{m}_j \notin S_2 \end{cases} \right) - \left\{ \epsilon_{\lambda_i} (\omega \otimes \mu_j)^*, \begin{cases} (\chi \otimes \omega)^*, & \text{if } \hat{\ell}_i \in S_1 \\ 0, & \text{if } \hat{\ell}_i \notin S_1 \end{cases} \right\},$$

(45)

and the differential $d_4^*$: $\text{Hom}_{\pi_{g_1,g_2}}(M_3^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2}) \to \text{Hom}_{\pi_{g_1,g_2}}(M_4^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ by

$$d_4^*((\lambda \otimes \omega)^*) = \begin{cases} 2 \epsilon_{\lambda_i} (\omega \otimes \chi)^*, & \hat{\ell}_i \in S_1; \\ 0, & \hat{\ell}_i \notin S_1, \end{cases}$$

(46)

$$d_4^*((\omega \otimes \mu_j)^*) = \begin{cases} 2 \epsilon_{\mu_j} (\omega \otimes \omega)^*, & \hat{m}_j \in S_2; \\ 0, & \hat{m}_j \notin S_2. \end{cases}$$

(47)

**Proposition 6.4.** For $S_1 \neq \varnothing \neq S_2$, $H^1(\pi_{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2}) = \mathbb{Z}_2$. The generator is represented by the cocycle

$$\nu = \sum_{\ell_i \in S_1} (\lambda_i \otimes \chi)^* + \sum_{m_j \in S_2} (\chi \otimes \mu_j)^*.$$  

(48)

**Proof.** The first assertion follows from the Künneth formula together with Corollaries 5.3, 5.4 and 5.5. The fact that (48) is a representing cocycle for the generator follows from a direct verification using (40)–(42) or, more easily, from (40) and the fact that $d_2^*d_1^* = 0$, as $\text{Hom}_{\pi_{g_1,g_2}}(M_4^{g_1,g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ is (torsion) free.

Proposition 6.4 identifies the first dimension in the twisted cohomology of $\pi_{g_1,g_2}$ with classes that are not given as exterior products (i.e., classes that come from the Tor part in the Künneth formula). Such classes appear also in dimension 2 and 3, in view of Propositions 6.5 and 6.6 below (but not in dimension 4, as observed in Remark 6.7).
Proposition 6.5. For $S_1 \neq \emptyset \neq S_2$, $H^2(\pi_{g_1g_2}; \mathbb{Z}_{S_1 \otimes S_2}) = F_{S_1 \otimes S_2}^{g_1g_2} \oplus T_{S_1 \otimes S_2}^{g_1g_2}$, where $F_{S_1 \otimes S_2}^{g_1g_2}$ is free abelian of rank $4(g_1-1)(g_2-1)$, and $T_{S_1 \otimes S_2}^{g_1g_2}$ is a $\mathbb{Z}_2$-vector space of dimension $2(g_1+g_2)-1$. Cocycle representatives for a $\mathbb{Z}$-basis of $F_{S_1 \otimes S_2}^{g_1g_2}$ are given by exterior products of (cocycle representatives of) the basis elements described in Corollaries 5.4 and 5.5 for the torsion-free part of the factors in $H^1(\pi_{g_1}; \mathbb{Z}_{S_1}) \otimes H^1(\pi_{g_2}; \mathbb{Z}_{S_2})$. Cocycle representatives for a set of $\mathbb{Z}_2$-generators of $T_{S_1 \otimes S_2}^{g_1g_2}$ are given by the $2(g_1+g_2)$ cocycles $\alpha_i', \beta_i' (1 \leq i \leq g_1)$ and $\alpha_j'', \beta_j'' (1 \leq j \leq g_2)$ defined by

$$\lambda_i' = \sum_{m_j \in S_2} (\lambda_i \otimes \mu_j)^* + \epsilon_{\lambda_i} \left\{ \begin{array}{ll} (\omega \otimes \chi)^*, & \text{if } \ell_i \in S_1 \\ 0, & \text{if } \ell_i \not\in S_1 \end{array} \right\},$$

$$\mu_j'' = \sum_{i \in S_1} (\lambda_i \otimes \mu_j)^* - \epsilon_{\mu_j} \left\{ \begin{array}{ll} (\chi \otimes \omega)^*, & \text{if } \ell_j \in S_2 \\ 0, & \text{if } \ell_j \not\in S_2 \end{array} \right\}.$$

An actual $\mathbb{Z}_2$-basis of $T_{S_1 \otimes S_2}^{g_1g_2}$ is obtained by removing, from the above set of generators, any one of the cocycles $\lambda_i'$ with $\ell_i \in S_1$. Alternatively, any one of the cocycles $\mu_j''$ with $m_j \in S_2$ can be removed in order to get a $\mathbb{Z}_2$-basis.

Proof. The first two assertions follow from the Künneth formula and Corollaries 5.3–5.5. The third assertion follows from (41) and (42), for if a cocycle $z \in \text{Hom}_{\pi_{g_1g_2}}(M_{g_1g_2}^{g_1g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ represents a cohomology class whose double vanishes, then $2z$ is a linear combination of the doubles of the cocycles $\lambda_i'$ and $\mu_j''$, and the conclusion holds from the fact that $\text{Hom}_{\pi_{g_1g_2}}(M_{g_1g_2}^{g_1g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ is torsion-free. Lastly, the fourth and fifth assertions follow from the series of equalities

$$\sum_{\ell_i \in S_1} \lambda_i' = \sum_{\ell_i \in S_1} \left( \sum_{m_j \in S_2} (\lambda_i \otimes \mu_j)^* + \epsilon_{\lambda_i} \left\{ \begin{array}{ll} (\omega \otimes \chi)^*, & \text{if } \ell_i \in S_1 \\ 0, & \text{if } \ell_i \not\in S_1 \end{array} \right\} \right)$$

$$= \sum_{\ell_i \in S_1} (\lambda_i \otimes \mu_j)^* + \sum_{\ell_i \in S_1} \epsilon_{\lambda_i} (\omega \otimes \chi)^* = \sum_{\ell_i \in S_1} (\lambda_i \otimes \mu_j)^* - \sum_{\ell_i \in S_1} \epsilon_{\mu_j} (\chi \otimes \omega)^*$$

$$= \sum_{m_j \in S_2} \left( \sum_{\ell_i \in S_1} (\lambda_i \otimes \mu_j)^* - \epsilon_{\mu_j} \left\{ \begin{array}{ll} (\chi \otimes \omega)^*, & \text{if } \ell_j \in S_2 \\ 0, & \text{if } \ell_j \not\in S_2 \end{array} \right\} \right) = \sum_{m_j \in S_2} \mu_j'',$n

where the third and fourth equalities hold because $\epsilon_{\alpha_k} + \epsilon_{\beta_k} = 0$ for $k = 1, \ldots, g_i$ and $i = 1, 2$. □

Proposition 6.6. For $S_1 \neq \emptyset \neq S_2$, choose generators $\ell_0 \in \{a_1(g_1), b_1(g_1), \ldots, a_{g_1}(g_1), b_{g_1}(g_1)\}$ and $m_0 \in \{a_1(g_2), b_1(g_2), \ldots, a_{g_2}(g_2), b_{g_2}(g_2)\}$ with $\ell_0 \in S_1$ and $m_0 \in S_2$. Let $\lambda_0$ and $\mu_0$ stand for the corresponding greek-letter elements. Then $H^3(\pi_{g_1g_2}; \mathbb{Z}_{S_1 \otimes S_2})$ is a $\mathbb{Z}_2$-vector space of dimension $2(g_1+g_2)-1$ generated by the (cohomology classes of the) cocycles $\xi_i', \pi_i' (1 \leq i \leq g_1)$ and $\xi_j'', p_j'' (1 \leq j \leq g_2)$ defined by

$$\lambda_i' = \epsilon_{\lambda_0} (\lambda_i \otimes \omega)^* - \left\{ \epsilon_{\mu_0} (\omega \otimes \mu_0)^*, \text{ if } \ell_i \in S_1 \right\} \right\},$$

$$\pi_j'' = \left\{ \epsilon_{\lambda_0} (\lambda_0 \otimes \omega)^*, \text{ if } \ell_j \not\in S_1 \right\} \right\},$$

$$\left\{ \epsilon_{\lambda_0} (\lambda_0 \otimes \omega)^*, \text{ if } \ell_j \not\in S_1 \right\} \right\}.$$

19
The above set of generators is in fact a $\mathbb{Z}_2$-basis (note that $\epsilon_{\lambda_0}(\lambda_0 \otimes \omega)^* - \epsilon_{\mu_0}(\omega \otimes \mu_0)^*$ is counted twice, as it agrees with $\lambda'_0$ and $\mu'_0$).

**Proof.** The group structure of $H^3(\pi_{g_1, g_2}; \mathbb{Z}_{s_1 \otimes s_2})$ follows from the K"unneth formula. The fact that the elements $\lambda'_0$ and $\mu'_0$ are cocycles generating the kernel of $d'_4$ is transparent from (46) and (47). The result follows by noticing that there are $2(g_1 + g_2) - 1$ such cocycles, as $\epsilon_{\lambda_0}(\lambda_0 \otimes \omega)^* - \epsilon_{\mu_0}(\omega \otimes \mu_0)^*$ is counted twice: $\lambda'_0 = \mu'_0$.

**Remark 6.7.** By the K"unneth formula, $H^4(\pi_{g_1, g_2}; \mathbb{Z}_{s_1 \otimes s_2}) = H^2(\pi_{g_1}; \mathbb{Z}_{s_1}) \otimes H^2(\pi_{g_2}; \mathbb{Z}_{s_2}) = \mathbb{Z}_2$ provided either $S_1 \neq \emptyset$ or $S_2 \neq \emptyset$, with generator given by the cohomology class of the cocycle $\tau := (\omega \otimes \omega)^*$, i.e., the exterior product of the generators of the factors in the tensor product.

Using Lemmas 5.6 and 6.1, Propositions 6.4–6.6 and Remark 6.7, it is straightforward to read off the structure of any given cup-product $H^*(\pi_{g_1, g_2}; \mathbb{Z}_{s_1 \otimes s_2}) \otimes H^*(\pi_{g_1, g_2}; \mathbb{Z}_{s'_1 \otimes s'_2}) \to H^*(\pi_{g_1, g_2}; \mathbb{Z}_{(s_1 \otimes s'_1) \otimes (s_2 \otimes s'_2)})$.

### 7 Effective topological complexity

Recall that $\Sigma_g$ (respectively, $\pi_g$) stands for the closed orientable surface of genus $g$ (respectively, for the fundamental group of $\Sigma_g$). Embed $\Sigma_g$ in $\mathbb{R}^3$ as in Figure 1, so that $\Sigma_g$ is invariant under reflections in the $xy$-, $xz$- and $yz$-planes. The orientation-reversing involution $\sigma: \Sigma_g \to \Sigma_g$ given by $\sigma(x, y, z) = (-x, -y, -z)$ yields an “antipodal” action of the group $\mathbb{Z}_2 = \{e, \sigma\}$ on $\Sigma_g$. The orbit space $N_{g+1} := \Sigma_g / \mathbb{Z}_2$ is a non-orientable surface of genus $g + 1$.

![Figure 1: The embedding $\Sigma_g \subset \mathbb{R}^3$. The path $H(\ast, -)$ will be relevant later.](image)

For $i \in \{0, 1\}$ let $e_i: P\Sigma_g \to \Sigma_g$ be the fibration defined by $e_i(\gamma) = \gamma(i)$, where $P\Sigma_g$ stands for the free-path space of $\Sigma_g$. Consider the pullback of the maps $e_0 : P\Sigma_g \xrightarrow{\epsilon_0} \Sigma_g \xrightarrow{q} N_{g+1}$ and $e_1 : P\Sigma_g \xrightarrow{\epsilon_1} \Sigma_g \xrightarrow{q} N_{g+1}$, where $q$ stands for the canonical quotient projection. Explicitly, $P_2\Sigma_g$ is the subspace of the cartesian product $P\Sigma_g \times P\Sigma_g$ consisting of the pairs $(\alpha, \beta)$ of paths in $\Sigma_g$ such that the starting point of $\beta$ lies in the $\mathbb{Z}_2$-orbit of the ending point of $\alpha$.

The next construction, a particular instance of Błaszczyk-Kaluba’s definition of effective topological complexity of a space with a group action ([21]), arises from the idea of taking advantage of the symmetries present in the space of states of a given autonomous robot in order to efficiently motion plan the robot’s tasks.
**Definition 7.1.** Let \( p_2 : P_2 \Sigma_g \to \Sigma_g \times \Sigma_g \) be the fibration given by \( p_2(\alpha, \beta) = (\alpha(0), \beta(1)) \). The (reduced) effective topological complexity of \( \Sigma_g \) with respect to its antipodal action, denoted by \( \text{TC}^{\Sigma_g}(\Sigma_g) \), is the sectional category \( \text{secat}(p_2) \). Explicitly, \( \text{TC}^{\Sigma_g}(\Sigma_g) \) is the smallest non-negative integer \( k \) such that \( \Sigma_g \times \Sigma_g \) can be covered by open sets \( U_0, \ldots, U_k \) in such a way that, for every \( i = 0, \ldots, k \), there exists a map \( s_i : U_i \to P_2 \Sigma_g \) such that \( p_2 \circ s_i \) is the inclusion \( U_i \hookrightarrow \Sigma_g \times \Sigma_g \).

The proof of Theorem 1.1 is based on the following observations.

The antipodal involution \( \sigma \) on \( \Sigma_g \) has no fixed points, so that \( P_2 \Sigma_g \) can be identified with \( \mathbb{Z}_2 \times P \Sigma_g \), the topological disjoint union of two copies of \( P \Sigma_g \). The “trivial” copy \( \{e\} \times P \Sigma_g \) accounts for the “honest” paths, i.e., pairs \((\alpha, \beta) \in P_2 \Sigma_g \) satisfying \( \alpha(1) = \beta(0) \), while the “shifted” copy \( \{\sigma\} \times P \Sigma_g \) accounts for the “broken” paths, i.e., pairs \((\alpha, \beta) \in P_2 \Sigma_g \) satisfying \( \alpha(1) = \sigma \cdot \beta(0) \). In these terms, \( p_2 \) takes the form \( q_2 : \mathbb{Z}_2 \times P \Sigma_g \to \Sigma_g \times \Sigma_g \) with \( q_2(\sigma^i, \gamma) = (\gamma(0), \sigma^i \cdot \gamma(1)) \), for \( i = 0, 1 \). In other words, \( q_2 \) is the double evaluation map \( e_{0,1} : P \Sigma_g \to \Sigma_g \times \Sigma_g \) — whose sectional category defines Farber’s \( \text{TC}(\Sigma_g) \) — on the honest paths while, on the broken maps, \( q_2 \) becomes the “twisted” double evaluation map \( e'_{0,1} : P \Sigma_g \to \Sigma_g \times \Sigma_g \) given by \( e'_{0,1}(\gamma) = (\gamma(0), \sigma \cdot \gamma(1)) \).

For a point \( x \in \Sigma_g \), let \( c_x \in P \Sigma_g \) denote the constant path at \( x \). This yields a standard homotopy equivalence \( \Sigma_g \simeq P \Sigma_g \). The “saturated diagonal” \( j : \mathbb{Z}_2 \times \Sigma_g \to \Sigma_g \times \Sigma_g \) is the composite \( \mathbb{Z}_2 \times \Sigma_g \simeq \mathbb{Z}_2 \times P \Sigma_g \xrightarrow{q_2} \Sigma_g \times \Sigma_g \), i.e., \( j(\sigma^i, x) = (x, \sigma^i \cdot x) \), which has two co-components: the standard diagonal map \( \Delta = (1, 1) : \Sigma_g \to \Sigma_g \times \Sigma_g \) and the “twisted” diagonal map \( \Delta' = (1, \sigma) : \Sigma_g \to \Sigma_g \times \Sigma_g \).

Theorem 1.1 follows at once from Propositions 7.2 and 7.4 below.

**Proposition 7.2** ([19, Theorem 4, page 73]). The sectional category of a fibration \( p : E \to B \) is bounded from below by the product-length of elements in the kernel of the map induced in (twisted) cohomology by \( p \). Explicitly, assume that \( A_i (1 \leq i \leq \ell) \) are local coefficient systems over \( B \) and that cohomology classes \( x_i \in H^*(B; A_i) \) are given with \( p^*(x_i) = 0 \) for \( i = 1, \ldots, \ell \). If \( 0 \neq x_1 \cdots x_\ell \in H^*(B, \bigotimes_i A_i) \), then \( \text{secat}(p) \geq \ell \).

**Definition 7.3.** Let \( A \) be a local coefficient system on \( \Sigma_g \times \Sigma_g \). A class \( x \in H^*(\Sigma_g \times \Sigma_g; A) \) in the kernel of the map induced by \( j \) is called an effective zero-divisor in \( \Sigma_g \).

**Proposition 7.4.** For \( g \geq 2 \), the elements \( a, b \in H^1(\pi_g \times \pi_g, \mathbb{Z}_2) \) and \( c \in H^2(\pi_g \times \pi_g, \mathbb{Z}_2) \) given by \( a = (\alpha_1 \otimes \alpha_2)^* - (x \otimes \alpha_1)^* + (\chi \otimes \alpha_2)^* - (\alpha_y \otimes \chi)^* \), \( b = (\beta_1 \otimes \chi)^* - (\chi \otimes \beta_1)^* + (\beta_g \otimes \chi)^* - (\chi \otimes \beta_g)^* \), and \( c = (\beta_1 \otimes \alpha_1)^* - (\beta_g \otimes \alpha_g)^* \) are effective zero-divisors in \( \Sigma_g \) having non-zero cup-product.

We neglect any difference between cohomology classes and their cochain representatives in Proposition 7.4 as coboundaries vanish with trivial coefficients (see for instance [36]). The rest of the section is devoted to the proof of Proposition 7.4.

By definition, effective zero-divisors in \( \Sigma_g \) are elements in the intersection of the kernels of the maps induced in cohomology by the two diagonals \( \Delta, \Delta' : \Sigma_g \to \Sigma_g \times \Sigma_g \). Since all spaces insight are aspherical, cohomology calculations can (and will) be performed at the level of fundamental groups. Care is needed in such an approach, for \( \Delta \) and \( \Delta' \) cannot be considered simultaneously as based maps.

Pick once and for all a homotopy \( H : \Sigma_g \times [0, 1] \to \Sigma_g \) so that \( H(-, 0) \) is the identity, while \( H(-, 1) \) takes \( * \) into \( \sigma \cdot * \), where \( * \) is the base point indicated in Figure 1. The
existence of such a homotopy follows from the fact that $\Sigma_g$ is a manifold. In fact, $H$ can be
chosen so that $H(\ast, -)$ is the path shown in Figure 1. Then $G = (\proj, \sigma \circ H) : \Sigma_g \times [0, 1] \to \\
\Sigma_g \times \Sigma_g$ is a homotopy starting at $G(-, 0) = (1, \sigma) = \Delta'$, while the ending branch $G(-, 1)$
is a based map taking the form
\[
\Delta'' := (1, \mu) = (1 \times \mu) \circ \Delta : (\Sigma_g, \ast) \to (\Sigma_g \times \Sigma_g, (\ast, \ast)),
\]  
where $\mu = \sigma \circ H(-, 1)$. It is standard (see [21], Chapter VI, Section 2) that, for any system
of coefficients $A$ on $\Sigma_g \times \Sigma_g$, the homotopy $G$ determines an isomorphism between the
induced systems of coefficients $(\Delta')^* A$ and $(\Delta'')^* A$ on $\Sigma_g$ in such a way that the resulting
cohomology isomorphism fits in a commutative diagram
\[
\begin{array}{c}
H^*(\Sigma_g \times \Sigma_g; A) \xrightarrow{(\Delta')^*} H^*(\Sigma_g; (\Delta')^* A) \\
\downarrow \quad \cong \\
H^*(\Sigma_g; (\Delta'')^* A).
\end{array}
\]

The point is that $\ker(\Delta')^* = \ker(\Delta'')^*$. Since $\Delta$ and $\Delta''$ are simultaneously based maps
(both sending $\ast$ into $(\ast, \ast)$), effective zero-divisors, i.e., $\ker(\Delta) \cap \ker(\Delta'')^*$, can then be
computed, in purely algebraic terms, from a description of the induced maps $\Delta$, and $\Delta''$
at the level of fundamental groups. Note that $\Delta_*$ is the diagonal inclusion $\pi_g \to \pi_g \times \pi_g$,
so its cohomology effect follows directly from the results in previous sections of the paper.
On the other hand, (49) shows that the case of $\Delta''$ amounts to a suitable understanding of
the map induced by $\mu$ at the level of fundamental groups.

**Definition 7.5.** A word $w = \ell_1 \ell_2 \cdots \ell_{2t+1}$ ($t \geq 0$) on letters $\ell_j \in \{a_i, b_i, \overline{a_i}, \overline{b_i} : 1 \leq i \leq g\}$ is said
to be almost-paired if there is a cardinality-$t$ subset $P \subset \{1, 2, \ldots, 2t + 1\}$ and an injective map
$p : P \to \{1, 2, \ldots, 2t + 1\} - P$ such that $\ell_{p(j)} = \overline{\ell_j}$, for each $j \in P$. In these conditions, there is
a single unpaired integer, i.e., a single integer $j_0 \in \{1, 2, \ldots, 2t + 1\}$ that does not lie in $P$ nor in
the image of $p$. By abuse of notation, the existence of $P$ and $p$ as above will simply be indicated by
writing $w = \mathcal{P}(\ell_{j_0})$. Further, the latter conventional equality will be applied to elements $w \in \pi_g$,
in the understanding that the equality $w = \ell_1 \ell_2 \cdots \ell_{2t+1}$ holds as elements of $\pi_g$.

**Lemma 7.6.** Generators $a_i$ and $b_i$ ($1 \leq i \leq g$) of $\pi_g$ as in (2) can be chosen so that the
map $\mu_* : \pi_g \to \pi_g$ induced in fundamental groups by $\mu : (\Sigma_g, \ast) \to (\Sigma_g, \ast)$ satisfies $\mu_*(a_i) = \\
\mathcal{P}(\overline{a_{g-i+1}})$ and $\mu_*(b_i) = \mathcal{P}(b_{g-i+1})$, for all $i \in \{1, 2, \ldots, g\}$.

We deal with Lemma 7.6 after deducing Proposition 7.4 from the lemma.

**Proof of Proposition 7.4.** Routine calculation using Example 5.2 and Lemmas 5.6 and 6.1
gives that, as a cocycle, the product $abc$ agrees with $2(\omega \otimes \omega)^* - \text{twice a representative for}$
a generator of $H^4(\pi_g \times \pi_g; \mathbb{Z}_2) \cong \mathbb{Z}$. It is also elementary to check that $a$, $b$ and $c$
are usual zero-divisors, i.e., that they lie in the kernel of the map induced by the (usual) diagonal $\Delta$.
We check below that $a$, $b$ and $c$ also pull-back trivially under the map $\Delta''$ in (49).
At the level of resolutions, the map induced by $1 \times \mu$ can be computed as a tensor product. So we focus on the $\mu$-component, for which we will only need to describe the first two stages $\mu_0$ and $\mu_1$ of the chain map

$$0 \rightarrow \mathbb{Z} \rightarrow M_0 \xrightarrow{d_1} M_1 \xrightarrow{\mu_1} M_2 \xrightarrow{\mu_2} 0$$

induced by $\mu_\ast : \pi_g \rightarrow \pi_g$ and, more importantly, describe the map $\mu_\ast$ at the cochain level (in (51) below).

It is obvious that $\mu_0$ is determined by $\mu_0(\chi) = \chi$ whereas, as in Proposition 4.1, $\mu_1(\lambda)$ can be taken as $s_0 \circ \mu_0 \circ d_1(\lambda)$ for basis elements $\lambda \in M_1$. Following the convention set up in the paragraph following (37), we have

$$s_0(\mu_0(d_1(\lambda))) = s_0(\mu_0((\ell - 1) \cdot \chi)) = s_0(\mu_s(\ell) \cdot (\chi - \chi)) = s_0(\mu_s(\ell) \cdot \chi).$$

The evaluation of the latter expression requires, in principle, knowledge of the normal form of $\mu_s(\ell)$. We explain next how such a requirement can be waived. Given the form of the rewriting rules (4)-(8), it is clear that the normal form of an element $w = \mathcal{P}(\ell) \in \pi_g$ has again the form $N(w) = \mathcal{P}(\ell)$ — the latter equality uses the element $\ell$ in the former equality. Furthermore, from its definition (in (13) and (14)), the $s_0$-image of an element $\mathcal{P}(\ell) \cdot \chi$ (with $\mathcal{P}(\ell)$ written in normal form) is a sum of terms

$$(x - y) \cdot \eta, \quad (50)$$

with $x, y \in \pi_g$ and $\eta$ a basis element, plus an additional summand $z \cdot s_0(\ell \cdot \chi)$, with $z \in \pi_g$. The point is that terms (50) can all be neglected when applying a functor $\text{Hom}_{\pi_g}(\_ \cdot Z_\circ)$. Together with Lemma 7.6, this yields that, at the cochain level,

$$\mu_\ast(\alpha_i^+ \cdot \chi) = -\alpha_i^+ \cdot \chi, \quad \mu_\ast(\beta_i^+ \cdot \chi) = \beta_i^+ \cdot \chi, \quad (51)$$

for $1 \leq i \leq g$. The conclusion follows now from direct calculation:

$$(\Delta''(\ast))(a) = \Delta^* (1 \otimes \mu^*) \left((\alpha_1 \otimes \chi)^* - (\chi \otimes \alpha_1)^* + (\chi \otimes \alpha_g)^* - (\alpha_g \otimes \chi)^*\right)$$

$$= \Delta^* (1 \otimes \mu^*) \left((\alpha_1^* \otimes \chi^* - \chi^* \otimes \alpha_1^* + \chi^* \otimes \alpha_g^* - \alpha_g^* \otimes \chi^*)\right)$$

$$= \Delta^* \left((\alpha_1^* \otimes \chi^* + \chi^* \otimes \alpha_g^* - \chi^* \otimes \alpha_1^* + \alpha_g^* \otimes \chi^*\right) = \alpha_1^* + \alpha_g^* - \alpha_1^* - \alpha_g^* = 0.$$ 

Note that the standard sign convention introduces no sign in the second and third equalities above, as the relevant morphisms have degree zero. The analysis of $\Delta''(\ast)(b)$ is similar, whereas $\Delta''(\ast)(c) = \Delta^* (1 \otimes \mu^*) \left(-\beta_1 \otimes \alpha_1^* + \beta_1 \otimes \alpha_g^*\right) = \Delta^* \left((\beta_1^* \otimes \alpha_1^* - \beta_1 \otimes \alpha_g^*\right)$, with both $\Delta^*(\beta_1 \otimes \alpha_g^*)$ and $\Delta^*(\beta_g \otimes \alpha_1^*)$ being zero. \hfill \Box

The proof of Lemma 7.6 is a straightforward geometric exercise based on the fact that, since $\sigma \circ H$ is a homotopy from $\sigma$ to $\mu$, Lemma 1.19] yields a commutative diagram

$$\begin{array}{c}
\pi_g \xrightarrow{\mu_\ast} & \pi_g \\
\downarrow[& \downarrow]
\pi_1(\sum_g, \sigma \ast) \end{array}$$
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The point is that the vertical isomorphism (conjugation by the path $\sigma \circ H(\star, -)$) becomes geometrically explicit once the path $H(\star, -)$ is chosen (as we did in Figure 1). Likewise, the morphism $\sigma$, is geometrically explicit in terms of the representing loops described in Figure 2 for the generators in (2). In fact, with $P_j := [a_1, b_1] \cdots [a_j, b_j] \in \pi_g \ (0 \leq j \leq g)$,

![Figure 2: Loops representing generators in (2)](image)

representing loops for the elements $P_i a_{i+1}, P_i a_{i+1} b_{i+1}, P_i a_{i+1} b_{i+1} a_{i+1}, P_{i+1} \in \pi_g \ (0 \leq i < g)$ are given in Figures 3-6.

![Figure 3: $P_i a_{i+1}$](image)

![Figure 4: $P_i a_{i+1} b_{i+1}$](image)

![Figure 5: $P_i a_{i+1} b_{i+1} a_{i+1}$](image)

Note that $P_g$ is in particular the neutral element in $\pi_g$, so the loops described in Figure 2 do represent generators as required in (2), and the algebraic results in previous sections can be applied in terms of these generators. Lemma 7.6 is now verified by geometric inspection. For instance, Figures 7-11 display the evolution of the elements.
$a_i, \rho_{yz}(a_i), \rho_{xz}\rho_{yz}(a_i), \sigma_*(a_i) = \rho_{xy}\rho_{xz}\rho_{yz}(a_i),$ and $\mu_*(a_i),$ where $\rho$-maps stand for reflections in the indicated hyperplanes. The formula $\mu_*(a_i) = \mathcal{P}(a_{g-i+1})$ follows by observing that the last stage in Figure 11 is conjugate to the inverse of $P_{g-i}a_{g-i+1}$. The formula $\mu_*(b_i) = \mathcal{P}(b_{g-1})$ is verified in a similar fashion.

Remark 7.7. Regarding the possibility of proving the equality $\text{TC}^{\mathbb{Z}_2}(\Sigma_g) = 4$, it is natural to ask whether the 2-dimensional effective zero-divisor $c$ in Proposition 7.4 factors as a product of two effective zero-divisors. It can be shown that such a factorization fails even with twisted $\mathbb{Z}$-coefficients. Yet, it is conceivable that there could exist some other four effective zero-divisors of dimension 1 with non-vanishing product. In this direction we remark that, in genus 2, any two $\mathbb{Z}$-coefficients effective zero-divisors of dimension 1 have trivial product. Yet, we report that,
Figure 10: $\rho_{xy}\rho_{xz}\rho_{yz}(a_i)$

Figure 11: $\mu_\ast(a_i)$

surprisingly, the classes $\nu$, $\nu'$ and $\nu''$ coming from Proposition 6.4 with $g_1 = g_2 = 3$ and, respectively, $S_1 = S_2 = \{a_2\}$, $S'_1 = S'_2 = \{b_2\}$ and $S''_1 = S''_2 = \{a_1, a_3\}$ are effective zero-divisors with non-vanishing product. Such an improvement on product-length of $\mathbb{Z}$-twisted effective zero-divisors would seem to suggest that, in (moderately) larger genera, there could actually exist four $\mathbb{Z}$-coefficients effective zero-divisors of dimension 1 with non-vanishing product —which would yield the equality $\text{TC}^{\mathbb{ZZ}}(\Sigma_g) = 4$ in the corresponding genera. The exploration of such a possibility demands replacing Lemma 7.6 by an explicit description of the map $\mu_\ast: \pi_g \to \pi_g$.
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