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1. Introduction

Evolutionary computation algorithms are stochastic optimization methods; they are conveniently presented using the metaphor of natural evolution: a randomly initialized population of individuals evolves following a simulation of the Darwinian principle. New individuals are generated using genetic operations such as mutation and crossover. The probability of survival of the newly generated solutions depends on their fitness (Michalewicz et al., 1995). Evolutionary algorithms (EAs) have been successfully used to solve different types of optimization problems (Back, 1996). In the most general terms, evolution can be described as a two-step iterative process, consisting of random variation followed by selection.

The structure of any evolutionary computation algorithm is shown in the figure 1.

```
procedure evolutionary algorithm
  t ← 0
  initialize P(t)
  evaluate P(t)
  while (not termination-condition) do
    begin
      t ← t + 1
      select P(t) from P(t - 1)
      alter P(t)
      evaluate P(t)
    end
```

Fig. 1. Structure of any evolutionary algorithm

The term evolutionary computation is used to describe techniques such as genetic algorithms, evolution strategies, evolutionary programming and genetic programming. The different approaches are distinguished by the genetic structures under adaptation and the genetic operators that generate new candidate solutions (Cordon et al., 2001).

Evolvable hardware (EHW) is an exquisite combination of evolutionary computation and electronic hardware. While the most common techniques of evolutionary computation are
genetic algorithms and genetic programming, electronic hardware implies not only digital but analog circuits also. This field has earned importance since the early 1990’s because of the advent of reconfigurable hardware.

The ultimate objective of this field is to design and construct intelligent hardware, capable of online adaptation (Yao and Higuchi, 1999).

The first classification of evolvable hardware can be found in (De Garis, 1993). In this work De Garis established there are extrinsic and intrinsic EHW. While Extrinsic EHW simulates evolution by software and downloads to hardware only the best configuration; intrinsic EHW simulates evolution directly in hardware.

Nowadays the scope of this discipline has grown vastly. According to Zebulum (Zebulum, 1996), evolvable hardware can be classified by several criterion like hardware evaluation, evolvable computation approach, application area and evolvable platform. In regard to its application area EHW in divided in: Circuit design, robotics and control, pattern recognition, fault tolerance and very large scale integration (VLSI). We are interested in discuss about the first one.

Circuit design is the art of constructing a sized circuit from user specifications (Das and Vemuri, 2009). This task is divided according to the kind of circuits that are handled in digital and analog circuit design.

Nowadays there are different algorithms that can be used to solve problems of optimization of circuits like: Genetic Programming, Genetic Algorithm, Estimation of the Distribution Algorithms, Ant Colony Optimizations, Others.

The more amenable nature of digital circuits made researchers like Louis (Louis, 1993) and Koza (Koza, 1992) to focus first on the production of functional logic circuits. Afterwards, the goal was not only to obtain functional circuits, but optimum ones. The work of Louis (Louis, 1993) was pioneer on the use of genetic algorithms on the design of combinational circuits; Thompson et al (Thompson et al., 1996) were the first in coding logic gates and its connections. Other outstanding researches on digital design are Higuchi et al. (Higuchi et al., 1996) specially focused on intrinsic evolution based on neural networks; Hernández and Coello (Hernández and Coello, 2003) first worked with genetic algorithms and later with genetic programming and Information Theory. A very interesting case is the use of ACO on the optimization of combinatorial circuits (Mendoza, 2001).

The analog synthesis world also has numerous successful implementations of different metaheuristics like genetic algorithms (Lohn and Colombano, 1998), (Zebulum et al., 2000), (Goh and Li, 2001), (Das and Vemuri, 2007), (Khalifa et al., 2008), (Torres et al., 2010); genetic programming (Koza et al., 1997), (Hu et al., 2005)(Chang et al., 2006) and estimation of the distribution algorithms (Torres et al., 2009). Analog circuit synthesis is a process composed of two phases: the selection of a suitable topology and the sizing of all its components (Torres et al., 2010). While topology consists on the determination of the type of components and its connections; sizing refers to the selection of the components values. Further on this document, will be discuss some of the mentioned approaches.

Others types of evolutionary algorithms are based in biological systems in which complex collective behaviour emerges from the local interaction of simple components. Some examples of these algorithms are Swarm Intelligence, Ant Colony, Bees Algorithm, etc. We will speak of an ant colony, this algorithm is based in the foraging behaviour of some species of ants. Ant colonies are capable of finding the shortest paths between their nest and food sources, through a substance denominated pheromone.
2. Optimization algorithm

Actual trends in VLSI technology are towards integration of mixed analog-digital circuits as a complete system-on-a-chip. Most of the knowledge intensive and challenging design effort spent in such systems design is due to the analog building blocks (Balkir et al., 2004). Analog design has been traditionally a difficult discipline of integrated circuits (IC) design. In circuit design optimization, a circuit and its performance specifications are given and the goal is to automatically determine the device sizes in order to meet the given performance specifications while minimizing a cost function, such as a weighted sum of the active area or power dissipation (Baghini et al., 2007). This is a difficult and critical step for several reasons: 1) most analog circuits require a custom optimized design; 2) the design problem is typically under constrained with many degrees of freedom; and 3) it is common that many (often conflicting) performance requirements must to be taken into account, and tradeoffs must be made that satisfy the designer (Rutenbar et al., 2007).

Fuzzy techniques have been successfully applied in a variety of fields such as automatic control data classification, decision analysis, expert systems, computer vision, multi-criteria evaluation, genetic algorithms, ant colony systems, optimization, etc. Works showing the possibility of application of fuzzy logic in computer aided design (CAD) of electronic circuits started to appear in late 1980s and early 1990s. An argument for fuzzy logic application in CAD is derived from the nature of the algorithm used for solving design problems. The majority of algorithms for synthesis use heuristics that are based on human knowledge acquired through experience and understanding of problems. Another important source of knowledge is numerical data. Fuzzy logic systems are appropriate in such situations because they are able to deal simultaneously with both types of information: linguistic and numerical.

Also, fuzzy systems being universal approximators can model any nonlinear functions of arbitrary complexity. This is very useful in modelling complex circuit functions of high accuracy at low cost, necessary in performance evaluation.

Design optimization of an electronic circuit is a technique used to find the design parameter values (length and width of MOS transistors, bias current, capacitor values, etc.) in such a way that the final circuit performances (gain, gain-bandwidth, slew rate, phase margin, etc.) meet as close as possible the design requirements.

There is no general design procedure independent of the circuit; also, there is no formal representation to connect the circuit functions on its structure in a consistent manner. The major obstacle consists in the peculiarity of the analog signals: the continuous domain of the signals’ amplitude and their continuous time dependency. Hereby the analog circuit design is known like an iterative, multi-phase task that necessitates a large spectrum of knowledge and abilities of designers.

3. Genetic algorithms

Genetic algorithms originally were called “reproductive plans” by John Holland (Holland, 1975), and were the first emulators of the genetic evolution that produced practical results. In 1989, when Goldberg (Goldberg, 1989) published his book, mentioned more than 70 successful applications of this paradigm that continues winning popularity nowadays.

According to Coello (Coello, 1996), a good definition of genetic algorithm was established by Koza in his book of 1992 (Koza, 1992), he says the following: “The genetic algorithm is a
highly parallel mathematical algorithm that transforms a group (population) of individual mathematical objects (that usually have the form of chains of characters of fixed longitude), each one with an associate aptitude value, in new populations (for example the following generation) using modelling of operations under the Darwinian principle of the reproduction and survival of the “most capable”, naturally, after the occurrence of the genetic operators (sexual recombination).

Ponce de León (Ponce de León, 1997) summarizes the mechanism of operation of the simple genetic algorithm in the following way: “it is generated a population of n structures aleatorily (chains, chromosomes or individuals) and then, some operators act transforming the population. The transformation is carried out by means of the application of three operators; once this culminates, it is said that a generational cycle has finished”. The three operators Ponce references are: selection, crossover and mutation.

The genetic algorithm in the form like Holland illustrates it (Holland, 1975) has the following characteristic elements:

1. Representation of binary chains.
2. Proportional selection.
3. Crossover like the main method to produce new individuals.

After the Holland’s proposal, have been carried out different modifications; either by means of the use of different representation outlines, or until certain modifications to the selection operators, crossover, mutation and elitism.

The diagram shown in the following figure presents the simplest version in the genetic algorithm, well-known as SGA (for the initials in English of "Simple Genetic Algorithm").

---

Simple Genetic Algorithm

1. Let t=0 generations counter
2. Initialization P(t)
3. Evaluate P(t)
4. While stop criterion do not be reached, do:
   for i=1,…,N/2 do
   i. Select 2 individuals from P(t)
   ii. Apply crossover with probability \( p_c \)
   iii. Apply mutation to the offspring with probability \( p_m \)
   iv. Introduce the 2 new individuals to P(t+1)
   end-for

---

Fig. 2. Pseudocode of SGA

Although the general mechanism of this algorithm is extremely simple, it can be demonstrated by means of Markov’s chains that the evolutionary algorithms that use elitist selection mechanisms, will converge to a good global solution of certain functions whose domain can be an arbitrary space (Torres, 2010). Günter Rudolph in 1996, generalized the previous developments in theory of the convergence for binary search spaces and Euclidian ones to general search spaces (Rudolph, 1996).
3.1 Genetic algorithms in automated analog design

Due to the high level of complexity that implies the task of designing and also to the strong dependence that this task has with the knowledge and experience experts; the automatic design of analogical circuits is a challenge and a necessity. Some researchers of the area believe that the automation of the design should be preceded by a change in the process of current design, for example, governed by the execution of the restrictions (Jerke, 2009). The fact is that nowadays, it has not still been possible to automate this process in a complete way.

One of the metaheuristics that have shown better benefits in the realization of this task are the genetic algorithm and the genetic programming; this space belongs to the genetic algorithm.

Lohn and Colombado (Lohn and Colombado, 1998) used the genetic algorithm to design two analog filters, one of low complexity and one of medium complexity. The contribution of these researchers resides in that they demonstrated that it was feasible to use a very simple lineal representation. They proposed a code outline in which each element was represented by a fixed number of bytes called bytecodes in which they included an operation code that dictated the connection of each element and three bytes more they used to code its value.

Koza on the other hand, continued making use of the genetic programming in the synthesis of computational circuits (Koza, 1997b) and controllers, filters and other kind of circuits (Koza, 1997).

According to Ricardo Zebulum and his collaborators (Zebulum et al., 1998), the Evolutionary Electronics is an area that seeks to find new techniques of automatic design based on Darwinian concepts. The authors of the mentioned work, made the comparison of three different methodologies in the design of electronic filters. Their work was put on approval with two cases of study: A low-pass filter discussed in (Koza, 1996) and a filter pass-band with band in passing between 2000 and 3000 Hz and the bands of rejection above 4000 and below 1000Hz. The methodologies on approval were the following:

*Outline of representation of variable longitude in combination with an evolutionary algorithm that restricts the topology of the filter (parallel meshes of two elements each one). For the simulation, an own tool was used in C, based on Laplace’s analysis.*

*Outline of representation of fixed longitude in combination with an evolutionary algorithm that doesn’t restrict the topology of the circuit. To analyse the circuits they used Smash and SPICE, obtaining the same results.*

*Outline of representation of variable longitude in combination with an evolutionary algorithm that doesn’t restrict the topology of the circuit. For the simulation of the circuits they used as much Smash as SPICE, obtaining the same results.*

In this work, Zebulum and his collaborators demonstrated that making use of an evolutionary algorithm based on the 'Genetic Algorithm of Adaptation of Species (SAGA) of Harvey (Harvey, 1993), they could be obtained results comparable with those obtained using genetic programming, as for the answer in frequency of the obtained circuits using much smaller populations. This work concludes settling down that as for time, the first methodology was better, however this can explain to you for the rigidity of the used topology that allowed the use of a tool of quicker simulation. In spite of the success of this work, all the methodologies had inducer circuits whose values were so big as a result (2.2H for example) that are not very practical. On the other hand, investigators as Grimbleby and their collaborators (Grimbleby et al., 1995) they were working with mechanisms of numeric
optimization in combination with genetic algorithms for the synthesis of analogical circuits using a chromosome of fixed length and a type of null component to fight with the variable size of the real circuits.

The XXI century has also been witness of numerous efforts made toward the automation of the synthesis of the analogical circuits, for example, in the year 2000, Zebulum et al. (Zebulum et al., 2000), established some advantages of variable length representation systems. Among other things, they argued that when using a fixed size, it is not only required expert knowledge of the problem, but the potential of the evolutionary algorithms is also limiting. That same year, they also proved an outline of representation of variable longitude that they understood passive elements, connected nodes and disconnected nodes. The authors emphasize the use of resistances and capacitors with programmable values in their architecture. These investigators intend to work the two phases of the evolution of an electric circuit (topology and adjustment of the parameters) in a sequential way, instead of making it simultaneously.

In the year 2001, the investigating Goh and Li (Goh and Li, 2001) they began to outline some of the weaknesses that persisted in the process of design of analogical circuits that they were commented later by investigators as Khalifa and their collaborators (Khalifa et al., 2008), (Das, 2008) among others.

The weaknesses that these investigators declare that they should be assisted, the reduction of the enormous computational effort that implies the evaluation of big generations of circuits

| Year | Author | Application       |
|------|--------|-------------------|
| 1993 | Horrocks and Spittle | Active low-pass filter |
| 1994 | Horrocks and Khalifa  | Low-pass filter     |
| 1995 | Grimbleby          | High-pass filter   |
| 1996 | Horrocks and Khalifa | Low-pass filter     |
| 1998 | Lohn and Colombano | Low-pass filter     |
| 1998 | Zebulum et al.     | Low-pass filter     |
| 1999 | Krasnicki et al.   | OP-AMP             |
| 2000 | Ando and Iba       | Passive filters    |
| 2000 | Zebulum et al.     | Passive filters    |
| 2001 | Goh and Li         | Low-pass filter    |
| 2007 | Das and Vemuri     | Low-pass filter    |
| 2008 | Khalifa et al.     | Low-pass filter    |
| 2008 | Das and Vemuri     | OP-AMP             |
| 2010 | Torres et al.      | Low-pass filter    |

Table 1. Relevant research on analog circuit synthesis using Genetic Algorithms (Torres, 2010).
that they don’t always produce results and the reduction of the breach between the evolved
circuits and those that finally are taken to the physical implementation, due to the restrictions
of commercial physical devices. Other equally important aspects are related with the
elaboration of tools that due to their complexity, they require expert personnel’s manipulation
or with a considerable level of knowledge (Krasnicki, 2001); as well as the execution in teams
whose level of sophistication is outside of the reach of a great number of people.

4. Estimation of Distribution Algorithms

Estimation of distribution algorithms (EDA’s) constitute a relatively new field of the
Evolutionary Computation (Larrañaga, 2002) that replaces genetic operators (crossover and
mutation) for the estimation of the distribution of the selected individuals and the sampling
from the distribution to obtain the new population.
The objective of this paradigm is to avoid the use of arbitrary operators as crossover and
mutation, to modeling explicitly the most promising solutions for sampling solutions from
its distribution.

Pseudocode of the algorithm EDA:
Step 1: Random generation of M individuals (initial Population)
Step 2: Repeat the steps 3-5 for the generation l=1, 2,… until an stop criterion is reached
Step 3: Select N <= M individuals from D_{l-1} according to a selection method
Step 4: Estimate the distribution of probability p_l(x) from the group of selected individuals
Step 5: Sample M individuals (new population) from p_l(x)

EDAs can be classified according to two fundamental approaches. The first is the level of
interdependences of variables, and the second is the type of involved variables. With regard
to the level of interdependences EDAs are divided in 3, when the variables are independent,
when there are bivaluated dependences and when there are multiple dependences. With
regard to the type of involved variables, they can be discrete, continuous or mixed.
The easiest version of an EDA is the “Univariate Marginal Distribution Algorithm” (UMDA)
introduced by Mühlenbein (Mühlenbein and Paab, 1996). This algorithm works on the
supposition of complete independence among variables. Pseudocode of this algorithm in
presented in figure 3.

UMDA

1. Begin
2. D_0 ← Generate M individuals at random
3. Repeat for l= 1,2,… until the stopping criteria met
   a) D^{n}_{l-1} ← Select N ≤ M individuals from D_{l-1} according to the selection
      method
   b) p_l(x) = p(x | D^{n}_{l-1}) = \prod_{i=1}^{N} p_l(x_i) = \prod_{i=1}^{N} \sum_{j=1}^{N} \delta_j (x_i = x_i | D^{n}_{l-1})
      \leftarrow Estimate the joint probability distribution
   c) D^{n}_{l-1} ← Sample M individuals from p_l(x)

Fig. 3. Pseudocode for UMDA (Larrañaga, 2002).
Another very common approach for the estimation of the distribution supposing independence among the variables is the algorithm PBIL ("Population-based incremental learning") (Baluja, 1994) that contrary to UMDA, doesn't estimate a new model in each generation, but refines it.

The main problem of the distribution of the estimation algorithms, is to estimate the model; because as it gets more complicated, the dependences among the variables are captured in a better way, however, its estimation becomes more expensive (Larrañaga, 2002). Regarding models that consider bivariated dependences (dependences among pairs of variables), the most outstanding methods according its use in the literature are those that use chains like the “MIMIC” algorithm (Mutual Information Maximizing Input Clustering Algorithm) (De Bonet et al., 1996), those that use trees, as the case of the COMIT (Baluja and Davies, 1997) that uses the method of Chow and Liu [Chow 1968] based on the concept of mutual information and the BMDA (Pelikan, 1999), in which Pelikan and Mühlenbein propose a factoring of the distribution of joint probability. This algorithm is based on the construction of an acyclic directed graph of dependences that is not necessarily connected.

Finally, the most common n-varied models are those that allow estimating a model in a Bayesian-net form. This approach has originated a great variety of algorithms according to the learning method, according to the nature of the variables (discrete or continuous), according to the imposed restrictions, etc. (Larrañaga, 2002).

The great success genetic algorithms (GAs) have shown on several synthesis problems, has motivated some researches to explore the EDA’s world in analog circuit synthesis. Next table show some examples.

| Year | Author            | Application | Used metaheuristic |
|------|-------------------|-------------|-------------------|
| 2002 | Mühlbein et al.   | Low-pass    | UMDA              |
| 2007 | Zinchenko et al.  | Mixed circuit | UMDA             |
| 2009 | Torres et al.     | Filters     | UMDA              |
| 2010 | Torres et al.     | Filters     | MITEDA            |

Table 2. Relevant works on analog circuit synthesis by means of Estimation of the Distribution Algorithms

From table 2 it can be seen UMDA is the most common approach implemented on the analog circuit synthesis, nevertheless, MITEDA represents an effort on exploring the behavior of more complex EDAS. This algorithm was developed inspired by the COMIT and it uses the concept of mutual information used by Baluja and Davies (Baluja, 1997) to build the tree of dependences. Later this tree is sampling in order to create new generations. This algorithm represents the first tool that considers bi-valuated dependencies used in the design of analogical circuits we know until this moment.

5. Ant Colony Optimization

The Ant Colony Optimization Algorithm is a meta-heuristic bio-inspired in the behavior of real ant colonies. The first algorithm which can be classified within this framework was presented in 1991 by Marco Dorigo. In his PHD thesis with Title: “Optimization, learning, and Natural Algorithms”, modeling the way real ants solve problems using pheromones. Real ants are capable of finding the shortest path from a food source to their nest. The ants
deposit a concentration of pheromone in theirs paths, and they follows with more probability the way with more concentration of pheromone that it was previously deposited by other ants, the essential trait of ACO algorithms is the combination of a priori information about the structure of a promising solution with a posteriori information about the structure of previously obtained good solutions. In the Ant Colony Algorithms a number of artificial ants (agents) build solutions for an optimization problem and exchange information on their quality via a scheme of global communication that is reminiscent of the one adopted by real ants.

When exist paths without any amount of pheromone, the ants explore the neighbourhood area in a totally random way. In presence of an amount of pheromone, the ants follow a path with a probability based in the pheromone concentration. The ants deposit additional pheromone concentrations during his travels. Since the pheromone evaporates, the pheromone concentration in non-used paths tends to disappear slowly.

To find the shortest path, a moving ants lay some pheromone on the ground, so an ant encountering a previously trail can detect it and decide with high probability to follow it. As a result, the collective behavior that emerges is a form of a positive feedback loop where the probability with which each ant choose the next path increases with the number of ants that previously chose the same path.

The Ant Colony System (ACS) models the behavior of ants, which are able to find the shortest path from their nest to a food source. Although individual ants move in a quasi-random form, performing relatively simple tasks, the entire colony of ants can collectively accomplish sophisticated movement patterns. Ants accomplish this by depositing a substance called a pheromone as they move. This chemical trail can be detected by other ants, which are probabilistically more likely to follow a path rich in pheromone. This trail information can be utilized to adapt to sudden unexpected changes to the terrain, such as when an obstruction blocks a previously used part of the path.

5.1 Application of ant colony to the design of combinatory logic circuits
To apply Ant Colony Algorithm to the design of logic circuits, in (Mendoza, 2001) is shown as the design of logic circuits with ACO. In the case of the logic circuits, the treatment of the problem does not seem to be so immediate.

5.2 Circuit representation
The circuits are represent used a bidimensional matrix. Where each element of the matrix is a triplet of the type [Entrance 1, Entrance 2, Type of floodgate] (see figure 5). Was used five types of floodgates: AND, OR, NOT, XOR and WIRE, although this last one is not a floodgate, but rather it is a connection (a wire) that unites an element of certain column with another one of the previous column. Each element of the matrix receives its entrances solely of the exits of the previous column.

![Fig. 4. Basic floodgate Not, Or, And](www.intechopen.com)
The first column directly receives its entrances of the table really of the given circuit. The last column provides the exits of the circuit. The first N rows corresponds to the N exits of the circuit. This form to represent a circuit has been used successfully.

In the following figure are shown the basic floodgate.

![Fig. 5. Matrix used to circuit representation](image)

### 5.3 Implementation

The route of an ant or agent will be a complete circuit. While each ant crosses a route, it constructs a circuit. In the TSP the ants find the route in terms of distance, do it here in terms of the number of floodgates.

A state or city is a column, which is made up of several elements to which it is called substates to them, being these each one of the floodgates of a column and the number of combinations of possible entrances of each floodgate of this column. The first N substates (N is the number of exits in the circuit) is chosen with a selection factor P, and the others are chosen randomly.

The distance between cities or states is measured as the increase or diminution from the successes to the exits of the circuit when changing from a level to another one.

Unlike the problem of the TSP, in a same route (circuit), they do not have to visit all the states.

The pheromones keep in a matrix called Trails. The length of this matrix corresponds to the number of exits of the circuit. Each element of Trails is a three-dimensional matrix as well.

Next it is explained what they represent each one of the dimensions of the element. The first dimension of this matrix corresponds to the combination of possible entrances to the floodgate and goes from 0 to 6. The possible combinations of entrances, independent of the incoming number of the table really.

The second dimension corresponds to the number of floodgate, that is to say, goes of 0 to the number of floodgates except one (NumGates-1). The third dimension corresponds to the
number of successes that take until the level (column) previous and really goes of 0 to the number of lines in the table, because the number of successes that can be had in any level is between 0 and the number of lines of the true table.

5.3.1 The construction of a solution (route)
As it was already mentioned before, a state is a column of the matrix, each element of the column is a floodgate with its respective entrances and their exit. Because of that, the election of a state is a process that becomes by parts (floodgate by floodgate), reason why we will call to each floodgate (element of the column) a substate. A state a combination of three elements (floodgate, IN1, IN2). In order to choose a substate of anyone of the first N rows, a value is assigned to him to each one of the possible combinations, call selection factor P, with which it will compete remaining in that position.

The distance is a heuristic value and is given by the number of successes that the portion of the circuit constructed until the moment produces with respect to exit I of the True table. This is analogous to the distance in the TSP.

Once it has assigned a factor of selection to all the combinations, is chosen what of them remains in the position in game. This is repeated with all the substates that belong to one of the rows that represent an exit of the circuit. The other substates, are chosen randomly. This is repeated until arriving at the last state from the circuit or column of the matrix. When all the ants finish their route, the pheromone signs are updated. This becomes in two steps:

1. First the amount is due to update pheromone in the ways, simulating the pheromone evaporation of the ways by the artificial ants to the passage of time.
2. The ways are due to update or to increase according to the routes constructed by each ant in the algorithm. This becomes of the following form: If the circuit result of the route is not valid (that it does not produce all the exits).

6. Multiobjective optimization
A population based evolutionary multiobjective optimization approach (Coello, 2009) to design combinatorial circuit was proposed for first time by Coello and Hernández in 2000 (Coello and Hernández, 2000). This approach reduced the computational effort required by genetic algorithm to design circuit at gate level. The main motivation was the reduction of fitness function evaluations while keeping the capabilities of the GA to generate novel designs. The main ideas behind MGA algorithm are:

1. Circuit representation as a matrix (originally proposed by Louis in 1991 (Louis and Rawlins, 1991)) and an n-cardinality alphabet.
2. Incremental method to resized of matrix used to fit a circuit.
3. Fitness function in two stages. At the beginning only validity of the circuit outputs is taken into account, and at the ending the fitness function is modified such that any valid designs produced are rewarded for each WIRE gate that they include. (WIRE gate indicates a null operation, that is, the absence of gate)
4. Use a multi-objective optimization technique (Fonseca and Fleming, 1995) (Coello, 1999). In general, it redefines the single-objective optimization of as a multiobjective optimization problem in which we will have m + 1 objectives, where mm is the number of constraints. There is a new vector, \( \vec{v} = (f_1, f_2, ..., f_n) \), where \( f \) is the objective function. \( f_1, ..., f_n \) are the original constraints of the problem. An ideal solution X X
would thus have \( f_i(X) = 0 \) for \( i = 1, ..., m \), and \( f(X) \leq f(Y) \) for all feasible \( Y \) (assuming minimization). For combinatorial logic circuit design this technique consists on using a population based multiobjective optimization technique such as VEGA (Schaffer, 1984) to handle each of the outputs of the circuit as an objective. At each generation, the population is split into \( m + 1 \) sub-populations, \( m = 2^n \) (outputs), \( n \) inputs of the circuit. The main mission of each sub-population is to match its corresponding output with the value indicated by the user in the truth table. After one of these objectives is satisfied, its corresponding sub-population is merged with the rest of the individuals in what becomes a joint effort to minimize the total amount of mismatches produced (between the encoded circuit and the truth table). Once a feasible individual is found, all individuals cooperate to minimize its number of gates (Coello and Hernández, 2002). The MGA algorithm outperforms the GA algorithm in quality of solution and decreased the evaluation amount of fitness function. This approach made a path in solving evolutionary design of combinational logic circuits.

6.1 Formulation of multiobjective optimization problem

The multiobjective optimization problem can be formulated as follows (Coello and Hernández, 2000):

A General Multiobjective Optimization Problem (MOP): Find the vector \( \bar{x}^* = [x_1^*, ..., x_n^*]^T \) which will satisfy the \( m \) inequality constraints:

\[
g_i(\bar{x}) \geq 0, i = 1, ..., m
\]

the \( p \) equality constraints

\[
h_i(\bar{x}) = 0, i = 1, ..., p
\]

and optimizes the vector function

\[
\hat{f}(\bar{x}) = [f_1(\bar{x}), ..., f_k(\bar{x})]^T
\]

where \( \bar{x} = [x_1, ..., x_n]^T \) is the vector of decision variables. That is, we wish to determine from among all \( \bar{x} = [x_1, ..., x_n]^T \), which satisfy the inequality and equality constraints above, the particular \( \bar{x}^* = [x_1^*, ..., x_n^*]^T \) which yields the optimum values of all the \( k \) objective functions of the problem. Let be \( \Omega \) the set defined as all vectors \( \bar{x} = [x_1, ..., x_n]^T \), that do not violate the constraints.

Pareto Optimality Definition: We say that \( \bar{x}^* = [x_1^*, ..., x_n^*]^T \in \Omega, \Omega \subseteq \mathbb{R}^n, f_i: \mathbb{R}^n \rightarrow \mathbb{R} \), is Pareto optimal if for every \( \bar{x} = [x_1, ..., x_n]^T \), and \( I = \{1, ..., k\} \) either,

\[
i \in I(f_i(\bar{x}) = f_i(\bar{x}^*))
\]

Or, there is at least one \( i \in I \) such that

\[
i \in I(f_i(\bar{x}) > f_i(\bar{x}^*))
\]

\( \bar{x}^* = [x_1^*, ..., x_n^*]^T \) is Pareto optimal if there exists no feasible vector \( \bar{x} = [x_1, ..., x_n]^T \) which would decrease some criterion without causing a simultaneous increase in at least one other criterion.
**Pareto Dominance Definition:** A vector \( \vec{u} = (u_1, ..., u_n) \) is said to dominate \( \vec{v} = (v_1, ..., v_n) \) (denoted by \( \vec{u} \preceq \vec{v} \)) if and only if \( \vec{u} \) is partially less than \( \vec{v} \), i.e., \( \forall i \in \{1, ..., k\}; u_i \leq v_i \) and \( \exists i \in \{1, ..., k\}; u_i < v_i \).

**Pareto Optimal Set Definition:** For a given \( \mathcal{MOP} \), \( \tilde{f}(\vec{x}) = [f_1(\vec{x}), ..., f_k(\vec{x})]^T \), the Pareto optimal set (\( \mathcal{P}^* \)) is defined as:

\[
\mathcal{P}^* = \{ \vec{u} \in \Omega / \exists \vec{x}' = [x_1', ..., x_n']^T \in \Omega(\tilde{f}(\vec{x}') \leq \tilde{f}(\vec{x})) \}
\]  

(6)

**Pareto Front Definition:** For a given \( \mathcal{MOP} \), \( \tilde{f}(\vec{x}) = [f_1(\vec{x}), ..., f_k(\vec{x})]^T \), and Pareto optimal set \( \mathcal{P}^* \), the Pareto front (\( \mathcal{PF}^* \)) is defined as:

\[
\mathcal{PF}^* = \{ \vec{u} = \tilde{f}(\vec{x}) = [f_1(\vec{x}), ..., f_k(\vec{x})]^T / \vec{x} \in \mathcal{P}^* \}
\]  

(7)

### 7. Application

Due to the enormous success genetic algorithms has proved on the field of circuit design, this section has the purpose of show how this metaheuristic could be used for the synthesis of analog circuits.

In order to implement a genetic algorithm for the artificial evolution of any kind of process, is indispensable to find a way to represent a solution of the given problem, to find the way to generate possible solutions, to be able to evaluate the quality of the solutions and to have a group of operators that let transform one solution into another. Figure 6 shows the general flow used to implement a genetic algorithm in the analog circuit design according to Azizi (Azizi, 2001).

![Fig. 6. Genetic Algorithm Flow for Analog Circuit Synthesis.](image-url)

**Representation mechanism**

In order to initialize the first population, the programmer has to establish how each solution is going to be represented and how the population can be generated.
A genetic encoding for artificial evolution of analog networks must be capable of representing both; the topology and the sizing of the network (Mattiussi and Floreano, 2007). While topology refers to the way each element is going to be connected to each other; sizing refers to the type and dimension of each element on a net. Other important aspects of the representation mechanism are its ability to capture any kind of circuit and the chance to reduce the process and time inverted in translate the circuit into a netlist (net description list). The representation mechanism has also to be flexible enough to be used with a wide range of components values but sufficiently short to be computational handling. (Torres et al., 2009).

Torres et al (2009), reported a representation mechanism for passive elements of two terminals. This mechanism uses a gene of six parts to represent an analog element as figure 7 shows. Each circuit is a linked list of several genes.

![Fig. 7. Gene description.](image)

While node 1 and node 2 refers to the terminals of an electrical device; current N is a pointer that is going to be used to build the network. Type, decade and value are the parameters that completely characterize a specific element (Torres, 2009). These parameters use integer coding according to table 3.

| Type | Decade | Value |
|------|--------|-------|
| C(0) | $10^6 - 10^9$ (0-3) | E6 (0-5) |
| R(1) | $10^9 - 10^{12}$ (0-3) | E12 (0-11) |
| L(2) | $10^3 - 10^6$ (0-3) | E12 (0-11) |

![Table 3. Sizing encoding system](image)

Next figure shows an element and its corresponding gene. We refers to initial node, that represents the beginning of an analog circuit.

![Fig. 8. An element of circuit and its corresponding gene.](image)

**Generation mechanism**

Once, a representation mechanism has been selected, the generation routine need to be established. The generation mechanism proposed by Torres et al. (2009) is based on an
operation code randomly generated. The operation code establishes the connection that has to be done in the construction process of an admitted topology. The process begins in “Initial node” and ends when certain termination criterion is reached. This criterion could be one of two possibilities: the connection is done with the “Final Node” or the circuit reaches a preset amount of elements.

Next figure describes how the generation mechanism works (CNode refers to the current node, and INode corresponds to Initial Node) (Torres et al., 2009).

![Generation mechanism](image)

The circuit creation process performed by the former algorithm is very flexible. Once the operation code has been chosen and the connection has been done, type, decade and value of each element are generated. All operation codes used and their meaning are depicted in table 4.

| Op code | Instruction                      |
|---------|----------------------------------|
| 0       | Connect to grown                 |
| 1       | Connect to final node            |
| 2       | Connect to x node                |
| 3       | Connect to new node              |

Table 4. The operation code of the generation mechanism (Torres et al. 2010)

Evaluation function

Evolvable process depends on the ability to distinguish good and bad solutions, because it consists in continuously improve solutions from one generation to another. Therefore, a fitness function that describes how close a circuit is from the target is needed. Within the scope of analog circuit design, filters and amplifiers are the most frequently discussed. Fitness function used on the synthesis of low-pass filter will be presented below. Filters are circuits that block certain frequencies or bands of frequencies (Curtis, 2003). A low pass filter is the one that let pass low frequencies while blocks high frequencies. Next figure, illustrates the frequency response of an ideal and a real filter.
The fitness function used by Torres et al. is based on the measurement of the distance between the ideal and the real (evolved) filter. This function is an adaptation of the one used by Koza (Koza et al., 1997) and Hilder and Tyrrell (Hilder and Tyrrell, 2007) among other researchers. This function is the sum of errors between the ideal frequency response and the actual candidate, along N sampling points. Equation 8 describes the fitness measure for filters.

$$ F = \frac{1}{1 + \xi} $$  

(8)

Where:

$$ \xi = \sum_{i=1}^{N} \lambda(\varepsilon_i) \varepsilon_i $$  

(9)

$$ \varepsilon_i = \left| M(f_i)_{Target} - M(f_i)_{Actual} \right| $$  

(10)

"$\xi$" represents the error over the N points of frequency. If the deviation from target magnitude is unacceptable according to the frequency band, then a penalty factor "$\lambda$" has to be assigned to the error function.

A sample error function "$\varepsilon_i$" give us the absolute deviation between the actual output response and the target response over the "i" sampling point. $M(f_i)_{Target}$ denotes target magnitude at a $f_i$ frequency, $M(f_i)_{Actual}$ is the magnitude of the actual evolved circuit at a $f_i$ frequency and $f_i$ is the sampling frequency.

Transformation of a solution

Finally, when representation, generation and evaluation of candidate solutions have been solved, the programmer needs to find a group of operators to transform one solution into another. Starting from two parents chosen by any selection routine, an offspring is produce through two possible operators: crossover and mutation. There are several selection algorithms; one of the more popular is the roulette-wheel. 

Roulette-wheel selection is an operator used for selecting potentially useful solutions for recombination. The fitness level of each solution is used to associate a probability of selection. If $f_i$ is the fitness of individual $i$ in the population, its probability of being selected is $p_i = \frac{f_i}{\sum_{i=1}^{n} f_i}$, where $n$ is the number of individuals in the population.

Crossover operation, introduces new solutions into the genetic algorithm starting from previous circuits; this operator is the responsible of changing some parts of a circuit by parts.
from another one. According to Dastidar et al., (Dastidar et al., 2005) and Das and Vemuri (Das and Vemuri, 2007), the use of some suitable connectivity rules, can reduce the unwanted search space not only for active, but for passive circuit synthesis. The crossover operator proposed by Torres et al., generates topological modifications because it alters the connection order of the offspring. This operator can be applied to one or two crossover points.

Next figure shows how this operator can be executed on the condense chromosome of two progenitors, using the representation mechanisms proposed by Torres et al. In the figure “T” refers to ground connection and “F” represents the final node of the analog circuit. This condense representation of each solution only has connection nodes and type of each element.

Fig. 11. Crossover operator (Torres et al., 2010)

Mutation is an operator that traditionally introduces new solutions modifying only one chromosome. There are several ways to implement mutation, Goh and Li (Goh and Li, 2001) show a nice group on operators. The mutation exhibit in this section was proposed by Torres et al. This mutation operator is executed at gene level; and it works by altering a randomly chosen gene with another randomly generated. A mutated gene corresponds to a different type of element with different value, but connected to the same pair of nodes (Torres et al., 2010). Next figure shows an example of the use of this operator.

Fig. 12. Mutation operator.

Using all elements discuss in this section, the interested reader can implement an effective genetic algorithm for the automated synthesis of a passive filter.

8. Conclusion and the future research

Nowadays exist applications in real life problems, where is possible used evolvable metaheuristics based on populations to the circuit design process, in this chapter was present some algorithms and applications, like Genetic Algorithms, Estimation of the distribution algorithms, Ant colony optimization.

As shown there are multiple metaheuristics that can be used to circuit design trough different representations. We describe how is the representation with Genetic Algorithms. Since avoiding non valid topologies and non simulable networks, implies a very high reduction on time and computational resources in our problem; mainly three algorithms
were compared at designing a low pass filter; a genetic algorithm (GA-AC), Ant Colony Systems (ACO-AC) and an estimation of distribution algorithm (UMDA-AC). Experimental results demonstrated that the group of mechanisms used in theses algorithms, worked better with GA-AC than with UMDA-AC and ACO-AC, according to the Pearson's Chi-squared tests with respect to the generation of low rate of non spice-simulable circuits. Although UMDA-AC and ACO-AC performed faster the execution, and found a better individual on 200 generations’ execution; statistically it cannot be said, the time difference is significant.

With respect to the number of fitness evaluations, it can be said with statistical base, that UMDA-AC performs less evaluations than GA-AC per execution. In order to improve the performance of this algorithms, next step is the creation of a tool that blends the strengths of each metaheuristic. The work team is already working on the design of some new operators to be inserted on the EDA-AC and ACO-AC.

GA-AC could be improved by enhancing the algorithm with some mechanisms of diversity control, like other kind of operators and another type of selection, in order to improve its exploration and delays its convergence.

As future work is to continue working with various tools and algorithms that allow us to improve new circuit design.

A new Artificial Intelligence that can be in charge of these systems, continues being distant into the horizon, in the same way that we still lack of methods to understand the original and peculiar things of each form to represent circuits.
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