A Robust Optimization Approach for Terminating the Cascading Failure of Power Systems
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Abstract—Due to uncertainties and the complicated intrinsic dynamics of power systems, it is difficult to predict the cascading failure paths once the cascades occur. This makes it challenging to achieve the effective power system protection against cascading blackouts. By incorporating uncertainties and stochastic factors of the cascades, a Markov chain model is developed in this paper to predict the cascading failure paths of power systems. The transition matrix of Markov chain is dependent on the probability of branch outage caused by overloads or stochastic factors. Moreover, a robust optimization formulation is proposed to deal with the cascading blackouts by shedding load optimally for multiple cascading failure paths with relatively high probabilities. Thus, an efficient numerical solver based on Dykstra’s algorithm is employed to deal with the robust optimization problem. In theory, we provide a lower bound for the probability of preventing the cascading blackouts of power systems. Finally, the proposed approach for power system protection is verified by a case study of IEEE 118 bus system.
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NOMENCLATURE

\( P \) Transition matrix of Markov chain
\( p_{ij} \) Transition probability from State \( i \) to State \( j \)
\( \pi^k \) Probability distribution vector over states at the \( k \)-th cascading step
\( s^k \) Random vector describing the power system state at the \( k \)-th cascading step
\( s^k_l \) Random variable describing the connection state of the \( l \)-th branch at the \( k \)-th cascading step
\( P^k_b \) Net active power vector injected to buses at the \( k \)-th cascading step
\( P^k_e \) Power flow vector at the \( k \)-th cascading step
\( \lambda_l \) Outage probability of the \( l \)-th branch
\( P_X(d) \) Projection of the point \( d \) onto the set \( X^{(i)} \)
\( m \) Number of buses in power systems
\( n \) Number of branches in power systems

\( h \) Number of cascading steps during the cascades
\( I_n \) Set of positive integers, i.e. \( \{1, 2, ..., n\} \)
\( p_{\text{over}} \) Probability vector of branch outage due to overloads
\( p_{\text{hidden}} \) Probability vector of branch outage due to hidden failures
\( p_{\text{cont}} \) Probability vector of branch outage due to contingencies

I. INTRODUCTION

The past several decades have witnessed major blackouts of power systems in the world, such as the 1999 Southern Brazil Blackout, the 2003 US-Canada Blackout and the 2012 India Blackout, which have affected millions of people and caused huge economic losses [1]. According to technical reports on major power outages, power system blackouts normally go through five stages: precondition, initiating event, cascading events, final state and restoration [2]. The successful prevention of cascading blackouts relies on the effective identification of disruptive initiating events and the accurate prediction of cascading failure paths. Here, a cascading failure path refers to the sequence of branch outages during the cascades, and it describes how the failure propagates throughout power systems. However, the uncertainties and interdependencies of diverse components make it difficult to predict the cascading failure paths once the cascade is triggered. As a result, it is a great challenge for protecting power systems against cascading blackouts.

The insights into the cascading sequences of power grids play an important role in designing an effective protection scheme to prevent cascading blackouts. The conventional protection of power systems largely relies on the protective relays for directly severing overloaded branches or the predetermined protection schemes to isolate the faulted components in power systems during emergencies, such as under-voltage load shedding [3], under-frequency load shedding [4], [5] and the special protection scheme (SPS) [6], [7]. According to the definition from the North American Electric Reliability Council (NERC), an SPS is designed to detect abnormal system conditions and take preplanned, corrective action to
provide acceptable system performance. It normally results in the decomposition of the whole system into several islands in order to isolate the faulted components [8]. Actually, each power system has its own emergency control practices and operating procedures, which are dependent on the different operating conditions, characteristics of the system [9]. This implies that the operating procedure for each power system is unique. Although the effectiveness of conventional protection methods has been demonstrated in practice, they are actually subject to multiple limitations in terms of compatibility and universality for various contingencies that could trigger the cascades. For instance, the SPS is designed based on a number of specific scenarios, characterized by certain abnormal stresses, following which the system will collapse. A fault which is not contained in such a list of scenarios, however, may not be covered by the SPS. For this reason, it would be desirable to develop a disturbance-related real-time protection scheme that is able to prevent the degradation of power systems during cascades. The introduction of phasor measurement units (PMUs) in power systems allows to develop the real-time protection scheme by estimating the system states for emergency control [10]. For example, [11] proposes a model predictive approach to prevent the cascading blackout of power systems by predicting the cascading failure path and taking the corresponding remedial actions in time. Nevertheless, the remedial action is computed based on a deterministic cascading failure path without allowing for the uncertainties and stochastic factors such as hidden failure, contingencies and malfunction of protective relays.

To address this problem, we propose a Markov chain model to describe the effect of uncertainties and stochastic factors on the cascading failure paths in this paper. The transition matrix of Markov chain is dependent on the probability of branch outage that is caused by overloads or other relevant stochastic factors. This Markov chain model allows to predict multiple cascading failure paths of relatively high probability. Compared with existing probabilistic models of power system cascades [12], [13], [14], [15], our proposed model contributes to the effective selection of the most possible cascading failure paths with relatively low computation burdens. Given predicted failure paths, further blackouts can be prevented by executing an effective load shedding scheme. Collating multiple cascading failure paths that are most likely to occur, a robust optimization problem is formulated to compute the minimum amount of loads to shed. Geometrically, each considered cascading failure path is associated with a convex set, and the intersection of such convex domains constitute the search space to find the optimal solution of the robust optimization problem. In practice, the proposed Markov chain model and protection scheme can be adopted in the wide-area measurement and protection system to enhance the capability of preventing the cascading blackout (see Fig. 1).

The main contributions of this work are summarized as follows:

1) Propose a Markov chain model to predict the cascading failure paths with the consideration of uncertainties and stochastic factors.

2) Develop a robust optimization formulation for the emergency protection to prevent cascading blackouts.

3) Design an efficient numerical solver for the robust optimization problem using Dykstra’s algorithm.

The remainder of this paper is organized as follows: Section II presents a Markov chain model for the prediction of cascading failure paths. Section III provides the robust optimization formulation for the prevention of cascading blackouts, followed by an efficient numerical solver in Section IV. Numerical simulations are conducted to validate the protection approach in Section V. Finally, we draw a conclusion and discuss the future work in Section VI.

II. PREDICTION OF CASCADING FAILURE PATHS

This section presents a Markov chain model for the prediction of cascading failure paths and an approach to handling the curse of dimensionality. Without loss of generality, we consider a power system with $n$ branches, and each branch has two connection states: “on” and “off”, represented by the binary bits 1 and 0, respectively. Thus, the state of power system on branch connection can be described by a string of $n$ binary bits (see Fig. 2). To avoid the vagueness, it is necessary to clarify the concept of cascading step. To be precise, a cascading step refers to one topological change (e.g. one branch outage) of power networks due to branch overloads or stochastic factors such as hidden failure of relays, human errors and the weather [11].

A. Markov chain model

Suppose that the probability of moving to the next power system state only depends on the present state during the cascades. Given the probability of initial states, a sequence of random variables can be generated to describe the cascading process. Then a state-dependent transition matrix $P = (p_{ij}) \in \mathbb{R}^{n \times n}$

\[ P = \begin{bmatrix} p_{11} & p_{12} & \cdots & p_{1n} \\ p_{21} & p_{22} & \cdots & p_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ p_{n1} & p_{n2} & \cdots & p_{nn} \end{bmatrix} \]

Fig. 1: Information flow in the wide-area measurement, protection and control system. The block of risk identification is used to detect the contingency (e.g. branch outage). And the block of model prediction produces the possible cascading failure paths. The block of protection scheme implements the protective actions (e.g. load shedding, generation control).
Fig. 2: Branch ID and its state in a string of $n$ binary bits. The head bit on the left side stores the state of Branch $n$, and the tail bit on the right side records the state of Branch 1.

$R^{n \times n}$ can be created to describe the random process, and each element in $P$ is given by

$$p_{ij} = \Pr \circ \Pr(s^{k+1} = j|s^k = i), \quad i, j \in B^n, \quad B = \{0, 1\}$$

where $B^n$ denotes the state set of Markov chain and $s^k = (s_1^k, s_2^k, \ldots, s_n^k) \in B^n$ is a vector of $n$ binary elements to characterize the branch connection (i.e. “on” or “off”) at the $k$-th cascading step. Specifically, $p_{ij}$ is the transition probability of moving from the state $i$ to the state $j$ in one cascading step. Let $p_{\text{hidden}}$ and $p_{\text{cont}}$ denote the probabilities of branch outage due to hidden failures and the contingency, respectively. In addition, $p_{\text{over}}$ refers to the outage probability due to branch overloads. Suppose the above factors that cause branch outages are independent. And thus the outage probability of the $l$-th branch is given by

$$\lambda_l = 1 - (1 - p_{\text{over},l}) \cdot (1 - p_{\text{hidden},l}) \cdot (1 - p_{\text{cont},l})$$

where $p_{\text{over},l}, l \in I_n = \{1, 2, \ldots, n\}$ represents the probability of branch outage, which depends on the current or power flow on the $l$-th branch. Actually, the power flow or current on each branch is independent on the connectivity of power networks. The following theoretical results reveal the relationship between the elements of transition matrix and the probability of branch outage.

**Proposition II.1.** The elements in the transition matrix $P$ satisfy

$$p_{ij} = \begin{cases} 0, & \prod_{l \in \Theta(i,j)} \lambda_l \cdot \prod_{l \in \Omega(i,j)} (1 - \lambda_l), \quad i \lor j \neq i, \\ \prod_{l \in \Omega(i,j)} (1 - \lambda_l), & i \lor j = i, \end{cases}$$

where $\lor$ denotes the bitwise logical disjunction. In addition, $\Omega(i,j)$ and $\Theta(i,j)$ are two sets of branch ID as follows:

$$\Omega(i,j) = \{l \in I_n|s^k = i, s^{k+1} = j, s_l^k = 1, s_l^{k+1} = 0\}$$

and

$$\Theta(i,j) = \{l \in I_n|s^k = i, s^{k+1} = j, s_l^k = 1, s_l^{k+1} = 1\}.$$  

**Proof.** The condition $i \lor j \neq i$ implies that there exist branches, whose connection status turns to “1” at the $(k + 1)$-th cascading step from “0” at the $k$-th cascading step. This is in contradiction with our assumption that the branch can not be reconnected any longer once it is severed. And thus we have $p_{ij} = 0$. The condition $i \lor j = i$ characterizes the normal cascading process of power system. The set $\Omega(i,j)$ includes the ID numbers of severed branches in the state shift from $i$ to $j$, while the set $\Theta(i,j)$ keeps those of connected branches. Since the events of branch outage are independent, the probability of severing the branches in $\Omega(i,j)$ is $\prod_{l \in \Omega(i,j)} \lambda_l$ and the probability of keeping the connected branches in $\Theta(i,j)$ is $\prod_{l \in \Theta(i,j)} (1 - \lambda_l)$.

It follows that the transition probability of moving from the state $i$ to the state $j$ is

$$\prod_{l \in \Omega(i,j)} \lambda_l \cdot \prod_{l \in \Theta(i,j)} (1 - \lambda_l),$$

which completes the proof.

After the transition matrix $P$ is computed according to (1), it becomes feasible to predict the cascading failure paths of power systems (see Fig. 3). The probability distribution over states of power system on branch connection evolves as follows

$$x^{k+1} = x^k P, \quad k \in \mathbb{N},$$

where $\mathbb{N}$ denotes the set of nonnegative integers, and $x^k$ refers to the $2^n$-dimensional probability vector of power system states. This allows us to obtain the probability distribution over power system states at the $k$-th cascading step

$$x^k = x^0 P \cdot P \cdot \ldots \cdot P = x^0 P^k,$$

where $x^0$ denotes the initial probability distribution over the states of power systems, and it can be provided by the identification algorithm of branch outage in the wide-area monitoring system (WAMS) \cite{16}. In practice, the transition matrix $P$ and its $k$-th power $P^k$ can be computed and recorded in advance to save time and reduce the computation burden for the online protection.

### B. Dimensionality Reduction

As is known, the dimension of transition matrix $P$ increases exponentially with the size of power networks (i.e. number of branches). To solve the curse of dimensionality, a simplified model of power system cascades is proposed by ruling out the states with extremely low probabilities. With this simplified model, it becomes workable to predict the cascading failure paths and compute the probability of power system topologies at each cascading step.

For a power system with $n$ branches, the size of transition matrix $P$ goes up to $2^n \times 2^n$. In practice, when $n$ is larger than 20, the cost of computing $P$ becomes extremely high. Therefore, it is necessary to develop an efficient approach to estimating the probability distribution over states of power system and avoiding the curse of dimensionality. Since plenty of states occur with extremely small probabilities during the cascades, we only consider the states in the uncertainty set $\mathcal{D}_c$, where the elements or states satisfy a certain condition (i.e. their probabilities are larger than a certain threshold $\epsilon$). The mathematical expression of $\mathcal{D}_c$ is given by

$$\mathcal{D}_c = \{s \in B^n \mid x^k_{\nu(s)} > \epsilon, \forall k \in I_k\},$$  

(2)
Proposition II.2. With the iteration equation \( (4) \), it holds that
\[
\text{Prob}(s^k \in \mathcal{D}_e) \geq \| \hat{x}^k \|_1
\]
where \( \| \cdot \|_1 \) denotes the \( l_1 \) norm, and \( s^k \) refers to the power system state at the \( k \)-th cascading step.

**Proof.** It follows from the iteration equation \( (4) \) that
\[
\hat{x}^k = \Gamma_x(\hat{x}^{k-1} P).
\]
Considering that \( \hat{x}^k_i \leq x^k_i, \forall i \in \mathcal{I}_n \), we have
\[
\text{Prob}(s^k \in \mathcal{D}_e) = \| \Gamma_x(x^k) \|_1 \\
= \| \Gamma_x(x^k - 1 P) \|_1 \\
\geq \| \Gamma_x(\hat{x}^{k-1} P) \|_1 = \| \hat{x}^k \|_1,
\]
which completes the proof. \( \square \)

III. ROBUST OPTIMIZATION FORMULATION

In this section, we present the formulation of robust optimization for the online protection of power systems. By integrating the uncertainty of cascading failure paths with the change of branch admittance, a robust optimization problem is formulated as follows
\[
\min_{P_b} \| P_b - P_b^0 \| \\
\text{s.t. } P_c = \text{diag}(\bar{Y}_p) A^T \text{diag}(\hat{Y}_p) A^{-1} P_b \\
\hat{Y}_p = \text{diag}(s) \cdot Y_p, \ s \in \mathcal{D}_e \\
P_{b,i} \in [P_{b,i}, \bar{P}_{b,i}], \ i \in I_m \\
P_{c,j}^2 \leq \sigma_j^2, \ j \in I_n
\]
where \( P_b^0 \) refers to the original vector of injected power on buses before load shedding, and \( P_b = (P_{b,1}, P_{b,2}, ..., P_{b,m})^T \) denotes the vector of injected power on buses after load shedding. \( P_{b,i} \) and \( P_{b,i} \) characterize the upper and lower bounds of the injected power on the \( i \)-th bus, respectively. \( P_c = (P_{c,1}, P_{c,2}, ..., P_{c,n})^T \) represents the vector of power flow on branches, and \( \sigma_j \) specifies the threshold of power flow on the \( j \)-th branch. \( \bar{Y}_p \) denotes the vector of branch susceptance. In addition, \( A \) refers to the incidence matrix from branch to bus in power networks \( [17] \). The set \( \mathcal{D}_e \) contains all the predicted power system states during the cascades. It is worth pointing out that the symbol \(-1^*\) is defined as a pseudo-inverse to solve the DC power flow equation \( [18] \).

The power system state \( s \) determines the topology of power networks and thus affects the power flow distribution on branches. The iteration equation \( (4) \) allows us to predict power system states and estimate the corresponding probabilities at a given cascading step. By implementing the solution to Problem \( (5) \), it is expected to prevent the cascades for the predicted power system states with a guaranteed probability.

**Proposition III.1.** Robust Optimization Problem \( (6) \) is equivalent to a convex optimization problem as follows
\[
\min_{P_b \in X} \| P_b - P_b^0 \| \\
\text{with } X = \bigcap_{e \in \mathcal{D}_e} X_e \text{ and }
\]
\[
X_e = \left\{ P_b \middle| P_c = \text{diag}(\hat{Y}_p) A^T \text{diag}(\hat{Y}_p) A^{-1} P_b, \hat{Y}_p = \text{diag}(s) \cdot Y_p, P_{b,i} \in [P_{b,i}, \bar{P}_{b,i}], P_{c,j}^2 \leq \sigma_j^2, \ i \in I_m, j \in I_n \right\}.
\]
Fig. 4: Geometric interpretation of optimal solutions to the problem (6). For instance, there are three possible cascading failure paths, which allows us to obtain three convex sets $X_1$, $X_2$ and $X_3$. The set $X$ denotes the intersection of $X_1$, $X_2$ and $X_3$, and the optimal solution $P^0_b$ to the problem (6) is obtained by the projection of $P^0_b$ in the set $X$.

**Proof.** The constraints of (6) can be described by the intersection of finite sets

$$X = \bigcap_{s \in D_s} X_s$$

where $X_s$ is given by

$$X_s = \left\{ P_b \mid \begin{array}{l}
P_e = \text{diag}(\bar{Y}_p)A(A^T\text{diag}(\bar{Y}_p)A)^{-1}^T P_b \\
\bar{Y}_p = \text{diag}(s) \cdot Y_p, \ P_{b,i} \in [P_{b,i}^1, P_{b,i}^2],
\end{array} \right\}.$$  

For any $j \in I_n$, the constraint function $P^2_{e,j} - \sigma_j^2$ is convex. For any $s \in D_s$, $P_e$ is affine with respect to $P_b$, and thus $X_s$ is a convex set. Since the intersection of finite convex sets is a convex set, $X$ is a convex set as well. Thus, Robust Optimization Problem (6) is equivalent to the following convex optimization problem

$$\min_{P_b \in X} \| P_b - P^0_b \|$$

This completes the proof.

The solutions to Robust Convex Optimization Problem (7) can be interpreted as the projection of a point onto the intersection of convex sets (see Fig. 4). To determine the nonempty $X_s$, we introduce the following two convex sets on the vector of power flow

$$\alpha = \{ P_e \mid P^2_{e,j} \leq \sigma_j^2, \ j \in I_n \}$$

and

$$\beta_s = \left\{ P_e \mid \begin{array}{l}
\bar{Y}_p = \text{diag}(s) \cdot Y_p \\
P_{b,i} \in [P_{b,i}^1, P_{b,i}^2], \ i \in I_m \\
P_e = \text{diag}(\bar{Y}_p)A(A^T\text{diag}(\bar{Y}_p)A)^{-1}^T P_b
\end{array} \right\}.$$  

It follows that $X_s \neq \emptyset$ if and only if $\text{dist}(\alpha, \beta_s) = 0$. Actually, the distance between two convex sets $\text{dist}(\alpha, \beta_s)$ can be obtained by solving the following convex optimization problem: $\min \| x - y \|$ subject to $x \in \alpha$ and $y \in \beta_s$. The efficient numerical algorithms are available to compute the distance between two convex sets and check the non-null of their intersection [19]. To verify that $X$ is a non-null set, we need to find a point in $X$. Actually, it is associated with the set intersection problem (SIP), and the method of alternating projections can be adopted to solve the SIP [20]. Thus, we have the following theorem

**Theorem III.1.** For the non-null set $X$, the solutions to Problem (6) can prevent the further cascades with the probability as least $\|x^k\|_1$ at the $k$-th cascading step.

**Proof.** Proposition III.2 provides the lower bound of the probability that power system states are in the set $D_e$ at the $k$-th cascading step. Since $X$ is a non-null set that is the intersection of convex sets $X_s$, $s \in D_s$, the optimal solutions to Problem (6) can allow for all the states in $D_e$. This completes the proof.

### IV. Numerical Solver Using Dykstra’s Algorithm

Essentially, Robust Optimization Problem (6) is the best approximation problem (BAP), which considers the projection of a point onto the intersection of a number of convex sets [21]. Note that Dykstra’s algorithm ensures the convergence of optimal solutions to the BAP [22]. Thus, a numerical solver based on Dykstra’s algorithm is developed in Table I in order to find the optimal solution to Problem (6). Before implementing the numerical solver, it is required to specify the iteration number $N$ and initial values in each convex set $X(i)$, $i \in I_{[D_e]}$. Actually, the index $i$ of the set $X(i)$ denotes the sequence number of $X_s$ in the set $D_e$. Here $|D_e|$ denotes the cardinality of the set $D_e$. And the goal is to find a point in the intersection set $X$ that is closest to the point $P^0_b$. Then the initial deviation $E(0)$ is computed for the correction of projection in each set $X(i)$. An iteration loop is established to implement a sequence of projections onto each convex set and the corrections, and the loop terminates once the iteration number is reached.

| Table I: Numerical Solver using Dykstra’s Algorithm. |
|-----------------------------------------------------|
| **Initialize:** $N$, $P^{(0)}_{b,i} \in [P_{b,i}^1, P_{b,i}^2] \times \cdots \times [P_{b,m}^1, P_{b,m}^2], \forall i \in I_{[D_e]}$ |
| **Goal:** $\arg\min_{P_b \in X} \| P_b - P^0_b \|$ |
| 1: $E^{(0)} = P^0_b - X^{(1)} \cdot P^{(0)}_{b,i}$ |
| 2: for $k = 1$ to $N$ |
| 3: $E^{(k)} = E^{(k-1)}$ |
| 4: for $i = 1$ to $|D_e|$ |
| 5: $Z^{(k)}(i) = E^{(k-1)} + P^{(k-1)}_{b,i}$ |
| 6: $E^{(k)}(i) = P^{(1)}_{b,i}(Z^{(k)}(i))$ |
| 7: $P^{(k)}_{b,i} = Z^{(k)}(i) - E^{(k)}(i)$ |
| 8: end for |
| 9: end for |
V. Simulation and Validation

In this section, we validate the proposed robust optimization approach for power system protection on IEEE 118 bus system. Suppose the initial malicious contingencies can be identified by power systems, and it immediately triggers the power system cascades. In the simulation, the Markov chain model enables us to determine the most probable cascading failure paths. By implementing the numerical solver in Table I, the optimal solutions for load shedding and generation control are obtained to terminate the cascades at a specified cascading step. Note that our focus is on the power system protection at the steady-state progression of cascades, where the progression of the cascade events is slow, and the balance between the power generation and consumption is not lost [23].

A. Parameter setting

For simplicity, the probability of branch outage due to contingencies is identical for each branch with \( p_{cont} = 10^{-4} \). The probability of branch outage due to hidden failure is dependent on the location of outage branches. It is demonstrated that one branch is more likely to fail if it is connected to the outage branches through a common bus. Thus, we specify \( p_{hidden} = 10^{-2} \) for the branches connected to one outage branch and \( p_{hidden} = 10^{-4} \) for those without connecting to any outage branch. As for the probability of branch outage due to overloads \( p_{over} \), we introduce a ratio \( r_i \) between the actual power flow on Branch \( i \) and its threshold, and \( p_{over} \) for Branch \( i \) is computed as follows:

\[
p_{over} = \begin{cases} 
0 & r_i < 0.8; \\
1 & r_i > 1.05; \\
4r_i - 3.2, & \text{otherwise.}
\end{cases}
\]

In addition, the DC power flow equation is employed to compute the power flow on branches. Per unit values are adopted with the base value of power 100 MVA. It is assumed that the threshold of power flow on each branch is two times larger than the normal power flow on the corresponding branch. The value of \( \epsilon \) is equal to 0.1 in order to select the most probable cascading failure paths. The iteration number \( N \) in Table I is 50 to implement the numerical solver.

B. Validation and discussion

With the proposed Markov chain model and the above parameter setting, we can identify the most probable cascading paths at the first several cascading steps by severing Branch 8 with the probability 0.6 or severing Branch 4 with the probability 0.4 as the initial contingency, respectively. Thus, we can obtain two most probable cascading failure paths as follows. Path A: \( 8 \rightarrow (21, 36, 37) \rightarrow 32 \rightarrow (38, 50, 54) \) and Path B: \( 4 \rightarrow 12 \rightarrow 5 \rightarrow 37 \), where each number denotes the ID of outage branch at the corresponding cascading step, and the arrow indicates the shift of cascading steps. Our goal is to terminate the further cascades at the 3rd cascading step by implementing the solutions of numerical solver in Table I. Let \( \Delta P_b = P^*_b - P^0_b \) denote the changes of injected power on buses after taking protective actions according to the solutions of numerical solver. Figure 5 shows the distribution of \( \Delta P_b \) for each bus after implementing the solver in Table I. It is demonstrated that these two most probable cascading failure paths can be terminated at the 3rd cascading step by adjusting the injected power on buses through load shedding and generation control. According to Theorem III.1, the cascades can be prevented with the probability at least 0.92.

Actually, there is a tradeoff between the optimal adjustment of injected power on buses and the effective termination of multiple cascading failure paths. In other words, the larger changes of injected power on buses have to be made for terminating more cascading failure paths. In the worst cases, it might be infeasible to prevent the further cascades by only adjusting the injected power on buses at a given cascading step (e.g. \( X = \emptyset \)). Thus, other remedial actions should be taken to protect power systems against blackouts (e.g. proactive line tripping, adjustment of branch impedance, etc).

VI. Conclusions

This paper investigated the problem of preventing cascading blackout of power systems with uncertainties. A Markov-chain model was proposed to deal with the uncertainties and predict the cascading failure paths. In particular, a robust convex optimization problem was formulated to terminate the cascades by optimally shedding loads at the possible power system states. Moreover, an efficient numerical solver based on Dykstra’s algorithm was adopted to solve the proposed robust optimization problem. In theory, we provide the lower bound for the probability of preventing the cascading blackouts of power systems. Numerical simulations were conducted to validate the proposed robust optimization approach and the theoretical lower bound on the probability of terminating the cascades. Future work may include the calibration of the proposed Markov chain model by using the statistical data on real power system cascades as well as the validation of the proposed protection scheme [24]. In addition, more efforts will be taken on the development of efficient numerical algorithms to solve the robust optimization problem so that the cascades can be terminated in short time.
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