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Abstract—Nuclear Magnetic Resonance (NMR) spectroscopy is an important bio-engineering tool to determine the metabolic concentrations, molecule structures and so on. The data acquisition time, however, is very long in multi-dimensional NMR. To accelerate data acquisition, non-uniformly sampling is an effective way but may encounter severe spectral distortions and unfaithful quantitative measures when the acceleration factor is high. By modelling the acquired signal as the superimposed exponentials, we proposed a virtual peak (VIP) approach to self-adapt the prior spectral information, such as the resonance frequency and peak lineshape, and then feed these information into the reconstruction. The proposed method is further implemented with cloud computing to facilitate online, open, and easy access. Results on simulated and experimental data demonstrate that, compared with the low-rank Hankel matrix method, the new approach reconstructs high-fidelity NMR spectra from highly undersampled data and achieves more accurate quantification. The maximum quantitative errors of distances between nuclear pairs and concentrations of metabolites in mixtures have been reduced by 61.1\% and 57.7\%, respectively.
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I. INTRODUCTION

NUCLEAR Magnetic Resonance (NMR) spectroscopy is an important analytical tool in medicine, biology and chemistry. Multidimensional NMR provides fruitful information, such as spin-spin coupling and molecular structures, but the data acquisition time increases significantly with spectral resolution and dimensions [1], [2], [3].

Accelerating data acquisition is one of the major developments in modern NMR [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. Without changing the equipment, Non-Uniform Sampling (NUS) allows acquiring fewer data points and spectrum reconstruction with proper signal priors [1], [5], [6], [7], [8], [10], [14], [15], [16], such as spectrum sparsity in compressed sensing [5], [6], [7], [8], the minimal number of peaks in low-rank [3], [10], [13], [16] and deep learning [11], [12]. Although these methods are powerful for spectrum reconstructions, they still suffer from spectral distortion under a high acceleration factor.

Why is there distortion? A reconstruction means implicitly restoring lots of peak information, including amplitude, frequency, phase and damping factor. The amplitude determines the intensity of a peak and the latter three factors define the location and lineshape of a peak. Thus, these four factors contribute to the four degrees of freedom of a spectrum. Hence, if a reconstruction approach is not designed properly, the degree of freedom may be too high to obtain a good spectrum.

To reduce the spectrum distortion, a possible solution is to reduce the degree of freedom (DOF) by mining the prior information as much as possible. One fundamental approach is to model the acquired signal, i.e. Free Induction Decay (FID), as a linear superposition of modulated exponential functions [13], [16], [17], [18], [19], [20], [21]. This model is convenient to
incorporate priors since each exponential function corresponds to one spectral peak. However, mining each peak from the spectrum is not trivial since the spectrum is a superimposed signal.

In this paper, we first get a reference spectrum by reconstructing the undersampled FID, and then employ the classic Hankel singular value decomposition (SVD) [3], [13], [18], [22] to extract each Virtual Peak (VIP), and finally feed this information into a proposed signal reconstruction model.

It is worth noting that modeling the acquired signal as exponentials was also investigated in other computational imaging fields, such as magnetic resonance imaging (MRI) [18], [23], [24], [25], [26], [27], [28], [29], radar imaging [30] and geoscience imaging [31]. Thus, our work is not only valuable for NMR, but also for other areas where prior information of exponential modeling is introduced.

The structure of the paper is as follows: Section II presents a mathematical model and derives a numerical algorithm. Section III describes the experimental results. Section IV is the discussion and Section V concludes this work.

II. METHOD

In this work, noise is not considered in the forward problem of signal modeling (Sections II.A and II.B) but considered in solving the inverse problem, including the reconstruction model and algorithm (Sections II.C and II.D)

A. Modelling of Virtual Peaks

Our method is based on a basic modelling of FID signal as the sum of exponentials and a property that the number of peaks is equal to the rank of the Hankel matrix converted from the FID [3], [11], [13], [18], [22], [32].

A typical noise-free FID can be described as the sum of exponentially decaying sinusoids according to

$$x_n = \sum_{p=1}^{P} c_p e^{i\phi_p} e^{i n \Delta t \omega_p} e^{-\frac{\Delta t \omega_p^2}{T_p}},$$

where $x_n$ denotes the $n^{th}$ element of the FID $x=[x_0, x_1, \ldots, x_{2N}]^T$, while $c_p$, $\phi_p$, $\omega_p$ and $T_p$ denote the amplitude, phase, resonance frequency and $T_p$ of the $p^{th}$ exponential (or peak), respectively. The total number of exponentials (or peaks) is $P$. The $\Delta t$ is the sampling interval. The representative spectra (non-equidistant resonances, different linewidths and line shapes, and overlapping) are used in the simulation. The reconstruction experiment of triplet-peak spectra and the parameter settings of synthesizing the spectra are reported in Supplements S1 and S9, respectively. We further discussed the reconstruction results of non-ideal Lorentzian lineshaped peaks, as detailed in Discussion.

Let $\mathcal{R}$ denote a Hankel operator converting $x$ into a Hankel matrix $\mathcal{R}x \in \mathbb{C}^{N \times N}$, and the SVD of $\mathcal{R}x$ [3], [11], [13], [18], [22] is

$$\mathcal{R}x = A \Lambda B^H,$$

where $A$ (or $B$) is the left (or right) signal space and $\Lambda$ is a diagonal matrix called the singular value matrix, the superscript $H$ denotes the Hermitian transpose. The rank of Hankel matrix is defined as the number of non-zero singular values in $\Lambda$, whose diagonal entries, i.e. singular values, are commonly stored in descending order. For a given spectrum with $P$ peaks, the rank of the Hankel matrix is $P$ [3], [13].

A Hankel matrix with rank $P$ can be linearly combined by $P$ Rank-1 matrices \{\(H_p \in \mathbb{C}^{N \times N}\)\}_{p=1,2,\ldots,P}$ as

$$\mathcal{R}x = \sum_{p=1}^{P} \sigma_p H_p,$$

where $\sigma_p$ is the $p^{th}$ singular value stored in $\Lambda$. For each $H_p$, an inverse Hankel process is defined as $R^{-1}$ according to

$$R^{-1} : \mathbb{C}^{N \times N} \to \mathbb{C}^{2N+1},$$

by performing the inverse Hankel process using an operator $R^{-1}$ to convert a subspace matrix $H_p$ to a vector $v_p=R^{-1}H_p$ via averaging anti-diagonal entries of $H_p$. $v_p$ is also called the virtual vector in Fig. 1. Then, a VIP $s_p$ is obtained by performing the Fourier transform $\mathcal{F}$ on each vector $v_p$ as

$$s_p = \mathcal{F}v_p.$$

Accordingly, the $\sigma_p$ is also the virtual intensity for the $p^{th}$ peak as shown in Fig. 1.

Another decomposition form of the Hankel matrix $\mathcal{R}x$ is known as the Vandermonde decomposition [10], which explicitly preserves exponential information (physical peak). Its form is as follows:

$$\mathcal{R}x = E \Sigma E^T$$

where

$$E = \begin{bmatrix} z_{0}^{0} & z_{0}^{0} & \cdots & z_{0}^{0} \\ z_{1}^{1} & z_{1}^{1} & \cdots & z_{1}^{1} \\ \vdots & \vdots & \ddots & \vdots \\ z_{N-1}^{N-1} & z_{N-1}^{N-1} & \cdots & z_{N-1}^{N-1} \end{bmatrix} \in \mathbb{C}^{N \times P}$$

are the Vandermonde matrix that saves the physical peak in each column, $z_p = e^{i(\omega_p \tau_p)}$, and $\Sigma = \text{diag}\{c_p e^{i\phi_p}\} \in \mathbb{C}^{P \times P}$, $p = 1, \ldots, P$ is a diagonal matrix, the superscript $T$ denotes the Hermitian transpose.

The whole process of VIP extraction is shown in Fig. 1.

However, as the FID is a superimposed signal of these peaks, mining each peak is not easy. In general, one-to-one correspondence between the VIP and the physical peak is hard since the SVD enforces the orthogonality of each column (and row) in the rank-1 matrix. In practical NMR reconstructions, only FID, i.e. the linear combination of multiple peaks, is available. The purpose of defining VIPs is to present the great potential of subspaces (or SVD) to incorporate the prior knowledge of a reference spectrum. In this noise-free example, some details of peaks that are marked by arrow may be slightly different even though these VIPs are empirically observed to carry most spectral information, such as the resonance frequency and the lineshape of each peak (Fig. 2). The linear combination of the
strongest 5 VIPs is close to the original physical spectrum, implying that information is not obviously lost in the VIP decomposition. However, noise in the FID does leak into these strong singular values and the true rank is not exactly equal to the \( P \) due to the non-zero singular values introduced by noise. This indicates that the VIP methods perform better for relatively high signal-to-noise ratio NMR.

### B. Self-Adaptive Virtual Peaks

How to learn reliable VIPs is important for reconstructions since the fully sampled FID is not available in NUS. Here, we suggest dividing VIPs into strong and weak peaks according to their virtual intensities. This process is relatively easy since the virtual intensity, i.e. the singular value, can be obtained with SVD on the Hankel matrix. In practice, we observe that strong VIPs are much more reliable than the weak ones.

As shown in Fig. 3, strong signal subspace \( \Omega \) denotes the prior VIP information of strong peaks, and uncertain signal subspace \( \bar{\Omega} \) represents the rest of peaks. Then, \( A = A_\Omega \cup A_{\bar{\Omega}} \) (and \( B = B_\Omega \cup B_{\bar{\Omega}} \)) where \( A_\Omega \) (and \( B_\Omega \)) are the first \( p (p \leq P) \) columns and \( A_{\bar{\Omega}} \) (and \( B_{\bar{\Omega}} \)) are the rest \( N - p \) columns of \( A \) (and \( B \)). It should be noted that the first \( p \) columns correspond to the subspace for the largest \( p \) singular values stored in \( A \). Thus, the \( p \) is a parameter that determines the number of prior strong peaks. The influence of this parameter on the reconstruction is detailed in Section III.G.

As the FID is undersampled, a reasonable solution is to utilize state-of-the-art reconstruction methods, such as compressed sensing [33] or low-rank [13], to obtain a good reference spectrum. Surprisingly, in practice, we found that the proposed method is insensitive to initial reference if the VIP is updated several times (See Section IV). We simply choose the zero-filled spectrum as the initial reference to avoid using multiple algorithms.

By introducing the VIP into the reconstruction model, the difficulty of solving the reconstruction problem will be reduced since fewer degrees of freedom for spectral peaks need to be estimated implicitly. Taking Fig. 4 as a noise toy example, it has an extremely high acceleration factor of 12.5. If this information taken by VIP is accurate, distorted peaks (peaks 1 and 2) can be reconstructed very faithfully, which implies that the VIP has a strong ability to obtain prior information. Even when choosing the zero-filled spectrum as the reference, by learning the three strongest VIPs from the reference then updating references and then learning the information again, the challenging low-intensity peaks will be restored very well (Fig. 4(d) and (e)).

### C. Reconstruction Model of VIP

The proposed model is defined to feed the VIP information \( \Omega \) of strong peaks into reconstruction as follows:

\[
\min_x \|Rx\|_* - \text{Tr} (A_H^H R x B_{\Omega}) + \frac{\lambda}{2} \|y - \mathcal{U}x\|_2^2, \tag{7}
\]

where \( x \in \mathbb{C}^{2N+1} \) is the FID to be reconstructed, \( y \in \mathbb{C}^M \) are the acquired FID data, \( \mathcal{U} \) is an undersampling operator, the NUS rate is the percentage of the data obtained with NUS from the fully sampled data, i.e. \( M/(2N + 1) \), \( \| \cdot \|_2 \) represents the \( l_2 \) norm and...
Fig. 2. Virtual peaks of a spectrum. (a) the original noise-free spectrum with 5 physical peaks, (b)-(f) virtual peaks that satisfies (a) = 0.040×(b) + 0.103×(c) + 0.191×(d) + 0.507×(e) + 1.000×(f).

Fig. 3. Illustration on utilizing the reliable VIP from strong peaks. λ is a parameter to balance the two terms, ∥·∥∗ represents the nuclear norm (sum of singular values), Tr(·) is a trace function (sum of the main diagonal elements), the superscript H denotes the Hermitian transpose. Ideally, if the VIP of strong peaks is accurate, $A^H \Omega R x B_\Omega$ will be a diagonal matrix of rank $P$ since both $A^H A_\Omega$ and $B^H B_\Omega$ will be the identity matrix. Thus, $\text{Tr}(A^H \Omega R x B_\Omega)$ sums up the largest $P$ singular values, i.e. virtual intensities. In other words, $\text{Tr}(A^H \Omega R x B_\Omega)$ defines the nuclear norm [34], which is considered as a convex measure for the number of strong peaks [13]. Therefore, the model tries to find the minimal number of weak peaks with the prior knowledge of VIP.

According to NMR sampling theory, the acquisition of a 2D NMR spectrum is time-consuming because it takes a long time to sample in the indirect dimension ($t_1$) due to the evolution of magnetization. The sampling in the direct dimension ($t_2$) is very fast. Therefore, 1D NUS is commonly applied to accelerate 2D NMR [3]. The 2D NMR spectroscopy is generated by arranging the 1D spectra against $t_2$ (direct dimension) and the schematic diagram of reconstructing 2D NMR spectroscopy is shown in Fig. 5.

This proposed model is inspired by the truncated nuclear norm regularization in general matrix completion [35] but we solve a new reconstruction problem of recovery of missing data of exponential functions. Besides, we have provided a clear interpretation of prior VIP information in NMR reconstruction,
verified the performance on the biological spectra, and implemented the algorithm on a cloud computing platform.

To further evaluate the performance of the proposed method, different cases and different noise levels are reported in the Sections III.B and III.F. Moreover, this paper summarizes the pros and cons of several state-of-the-art undersampled NMR spectrum reconstruction methods, including CS [8] and DL-NMR [11] techniques (See detail in Discussion). The results showed the proposed method outperforms CS [8] and DL-NMR [11].

D. Numerical Algorithm

For the NUS reconstruction, we suggest estimating the initial $A_{\Omega}$ (and $B_{\Omega}$) from an initial solution $x_0$ denoted as $A_{\Omega,0}$ (and $B_{\Omega,0}$), from the first $p$ columns from A (and B) in $\mathcal{R}x_0=A\lambda B_{\Omega}^H$. Then, the VIP is further improved to $A_{\Omega,t}$ (and $B_{\Omega,t}$) with an updated solution $x_t$ at the $l^{th}$ iteration in the implementation. From the modelling perspective, the proposed method seems to have the same DOF since this method still needs to determine the amplitude, phase, frequency, and damping factor from the measured data through Hankel SVD (HSVD). In practice, the proposed algorithm employs a two-loop update: The outer loop updates the VIP and the inner loop reconstructs the signal given the estimated VIP. Consequently, for the inner loop signal reconstruction, the updated VIP in the outer loop serves as the prior information, leading to a reduction of the nominal DOF. (The flowchart is presented in Supplement S2).

For the given $A_{\Omega,t}$ and $B_{\Omega,t}$, the model is solved with the Alternating Direction Method of Multipliers (ADMM) [36]. The augmented Lagrange of (7) is

$$G(x, Z, D) = \|Z\|_* - \text{Tr}(A_{\Omega,t}^H Z B_{\Omega,t}) + \langle D, R x - Z \rangle + \frac{\beta}{2} \|R x - Z\|_F^2 + \frac{\lambda}{2} \|y - U x\|_2^2,$$

where $D$ is a dual variable, and $\langle \cdot, \cdot \rangle$ is the inner product in the Hilbert space of matrices, $\| \cdot \|_F$ means the Frobenius norm and $\beta > 0$ is a parameter.

Equation (8) are alternatingly solved via the following subproblems until the algorithm converges:

$$\begin{align}
\{ x^{k+1} &= \arg\min_G(x, Z^{k+1}, D^k) \\
Z^{k+1} &= \arg\min_Z G(x^{k+1}, Z, D^k) \\
D^{k+1} &= D^k + (R x^{k+1} - Z^{k+1})
\end{align}$$

(9)

1) With fixed $D^k$ and $Z^k$, $x^{k+1}$ is obtained by solving

$$\min_x \langle D^k, R x - Z^k \rangle + \frac{\beta}{2} \|R x - Z^k\|_F^2 + \frac{\lambda}{2} \|y - U x\|_2^2,$$

whose solution is

$$x^{k+1} = (\lambda U^* U + \beta R^* R)^{-1} \left(\lambda U^* y + \beta R^* \left(Z^k - \frac{D^k}{\beta}\right)\right)$$

(11)

2) With fixed $D^k$ and $x^{k+1}$, $Z^{k+1}$ is obtained by solving

$$\min_Z \langle D^k, R x - Z^k \rangle + \frac{\beta}{2} \|R x - Z^k\|_F^2 + \frac{\lambda}{2} \|y - U x\|_2^2,$$

whose solution is

$$\begin{align}
Z^{k+1} &= \text{arg} \min_Z \left(D^k + \frac{\beta}{2} \|R x - Z^k\|_F^2 + \frac{\lambda}{2} \|y - U x\|_2^2\right) \\
&= (\lambda U^* U + \beta R^* R)^{-1} \left(\lambda U^* y + \beta R^* \left(Z^k - \frac{D^k}{\beta}\right)\right)
\end{align}$$

(12)

3) By fixing $Z^{k+1}$ and $x^{k+1}$, $D^{k+1}$ is updated according to

$$D^{k+1} = D^k + (R x^{k+1} - Z^{k+1}).$$

(13)

The alternating in the three sub-equations of (9) stops if the number of iterations $l$ reaches the maximal number $L$, or $\xi_l = \|x_{l+1} - x_l\|/\|x_l\|$, the normalized successive difference, is smaller than a given tolerance $\eta_{tol} = 10^{-5}$.

The overall algorithm is summarized in Algorithm 1, including updating VIP subspaces $A_{\Omega}$ and $B_{\Omega}$ in the outer loop and solving the solution $x$ in the inner loop.

Algorithm 1: The Numerical Algorithm for the Proposed Method.

- **Input:** Initialization: $y, R, U$, set outer maximal number of iterations $L = 5$ of updating as $A_{\Omega,t}$ and $B_{\Omega,t}$, convergence condition $\eta_{tol} = 10^{-5}$, and inner maximal number of iterations $K = 10^3$. Initialize the solution $x_0 = U^* y$, the dual variable $D_0 = 1$, the number of iterations $k = 0$, $\eta^0 = 1$, $\xi_0 = 1$.

- **While** ($\xi_l \geq \eta_{tol}$) or ($l < L$), do

  1) Estimate $A_{\Omega,t}$ and $B_{\Omega,t}$ from the first $p$ columns of $A_l$ and $B_l$, respectively, where $A_l$ and $B_l$ obey the singular value decomposition $R_{l} = A_{l} \Lambda_{l} B_{l}^H$.

  2) Set $k = 0$, $\eta^k = 1$ and $l = l + 1$.

  3) Update $x_{l+1} \leftarrow x^{k+1}$, $\xi_{l+1} = \|x_{l+1} - x_l\|/\|x_l\|$.

- **End While**

- **Output:** The reconstructed FID $\hat{x} \leftarrow x_{l+1}$.

E. NMR Cloud Computing

Cloud computing is a state-of-the-art technology that is generally web-based and easily accessible at any time. Here, we develop XCloud-NMR, a cloud computing [37] for spectra reconstruction with the proposed method. The XCloud-NMR employs a browser/service architecture (B/S), which comprises three main components (Fig. 6): the browser, service, and data access layer (DAL). The browser component allows users to...
access the system directly through a web browser without any additional software installation. The interface design is user-friendly, with function buttons representing specific application programming interfaces (APIs) that call the next part of the service. The service component uses Nginx in the background to transmit service requests to a distributed web server. This web server employs Google Remote Procedure Call (gRPC) to communicate and utilizes the Network File System (NFS) to share data. The DAL component stores all data using an effective data storage strategy. MySQL is used to persistently store structured data such as usernames and passwords, while Redis is utilized to store temporary data that is frequently read and written. Overall, the XCloud-NMR system’s B/S architecture provides a convenient and efficient way for users to access the system and effectively handle service requests. The use of advanced technologies such as gRPC and NFS also ensures secure and reliable data communication and storage.

The whole processing flow is easy for NMR researchers: 1) Upload and pre-process raw data online; 2) Set the number of prior strong peaks and other reconstruction parameters; 3) Start online reconstruction; 4) Download the reconstructed data and show the spectrum. The manual, demo data, and post-processing scripts are accessible via the URL address and test accounts that are shared in Table I.

The spectra parameters and the reconstruction time are summarized in Table II. The configuration of the local server includes two E5-2650v4 CPUs (12 cores) and 160 GB RAM. The cloud computing configuration is a CPU with 64 cores and 256 GB RAM. Table II shows that the cloud computing enables shorter reconstruction time.

### III. RESULTS

#### A. Experimental Setup and Evaluation Criteria

The performance of the proposed method is validated on realistic NMR data under the Poisson NUS pattern [14]. The experimental details are summarized in Supplement S8. To avoid ambiguity caused by different field strength of different spectrometers, the parts per million (ppm) is defined as the unit of chemical shift [38] according to:

$$\text{chemical shift (ppm)} = \frac{f_{\text{sample}} - f_{\text{ref}}}{f_{\text{spec}}} \times 10^6,$$

(15)

where $f_{\text{sample}}$ is the resonance frequency of the sample, $f_{\text{ref}}$ is the absolute resonance frequency of a standard compound measured in the same magnetic field and $f_{\text{spec}}$ is the frequency of magnetic field strength of spectrometer.

To evaluate the quality of the reconstruction, we use the square of the Pearson correlation coefficient ($R^2$) to measure the correlation between the reconstructed spectrum $x_r$ and the fully sampled spectrum $x_f$. A 2D spectrum is reshaped into a vector when the $R^2$ is measured. The $R^2$ is defined as follows:

$$R^2(x_r, x_f) = \left( \frac{\text{cov}(x_r, x_f)}{\sigma_{x_r} \sigma_{x_f}} \right)^2,$$

(16)

where $\text{cov}(\cdot)$ and $\sigma$ denotes the covariance and standard deviation, respectively.
TABLE II

| Spectrum Type | Sample                   | Spectra size for reconstruction $(t_2 \times t_1)$ | References | Sampling Rate | Reconstruction Time (s) $t_{\text{total}}$ $t_{\text{load}}$ (AR) |
|---------------|--------------------------|-----------------------------------------------|------------|--------------|-------------------------------------------------|
| HSQC          | GB1                      | $1466 \times 170$                           | Fig. 9     | 15%          | 173.02                                          |
| HSQC          | Ubiquitin                | $1024 \times 98$                            | Fig. S3-1(a-1) | 20%          | 27.76                                           |
| TROSY         | Ubiquitin                | $682 \times 128$                            | Fig. S3-1(b-1) | 20%          | 47.79                                           |
| NOESY         | Strychnine               | $2048 \times 256$                           | Fig. 11    | 20%          | 240.68                                          |
| HSQC          | Mixture of the above last three chemicals | $1024 \times 256$ | Fig. S5-1 | 15%          | 93.21                                           |

* The acceleration rate is defined as follow: $AR = \frac{t_{\text{load}}}{t_{\text{total}}} \times 100\%$.

---

The relative $l_2$ norm error (RLNE) was used to quantitatively assess the accuracy of the signal reconstructions, according to

\[
\text{RLNE (ground-truth)} = \frac{\|x_f - x_r\|}{\|x_f\|},
\]

\[
\text{RLNE (inner loop)} = \frac{\|x_{k+1} - x_k\|}{\|x_k\|},
\]

\[
\text{RLNE (outer loop)} = \frac{\|x_{l+1} - x_l\|}{\|x_l\|} \quad (17)
\]

where $\| \cdot \|$ represents the $l_2$-norm. The $k$ and $l$ represents the number of inner and outer iterations for the proposed method, respectively. Unless explicitly stated otherwise, the term RLNE in this paper refers to RLNE (ground-truth).

The Signal Noise Ratio (SNR) is defined as

\[
\text{SNR} = 10 \times \log_{10} \left( \frac{\|x_g\|^2}{\|x_m - x_g\|^2} \right) \quad (18)
\]

where $x_g$ and $x_m$ are the ground truth data and measured data, respectively.

---

**B. Reconstruction of Simulation Data**

1) **Considerations for Real-World NMR Spectroscopy:** The first column of Fig. 7 (Fig. 7(a-1)–(d-1)) present the results of non-equidistant spectra. Results show that the VIP holds the advantage over the low-rank method in preserving peaks. The 1st, 2nd, and the 5th peaks of low-rank method have been weakened, while the proposed method preserves the same peak intensities as the fully sampled data.

The second column of Fig. 7 (Figs. 7(a-2)–(d-2)) shows the results of different linewidth and line shapes of spectra. Both low-rank and VIP methods provide nice reconstruction.

The last column of Fig. 7 (Figs. 7(a-3)–(d-3)) plots the reconstructions of the overlapping signals. Results show that the VIP has better performance, but the low-rank method performs sub-optimally on the reconstruction of heavily broadened and overlapped peaks (Fig. 7(c-3)). The results indicate that the proposed method exhibits a lower reconstruction error (RLNE).

2) **Random Spectra:** The simulated NMR signal had different numbers of peaks, amplitude, phase, resonance frequency and $T_2^*$. The simulated spectral parameters are listed in Table S9-5 (Supplement S9). We simulated five sets of spectra with varying number of peaks, ranging from 1 to 5, with each set containing 100 spectral signals. For each set where the number
of spectral peaks was constant, the remaining parameters are randomly varied. Consequently, the total number of spectral signals is 500. Fig. 8 shows the averaged performance of each set of spectra across 100 random NMR signals. The VIP achieves a more faithful reconstruction (lower reconstruction errors RLNEs and smaller variances) than the compared low-rank methods, indicating the good performance of the proposed method under different scenarios.

C. Reconstruction of Realistic NMR Data

First NUS reconstruction is conducted on a 2D HSQC spectrum of a protein GB1 with a limited 15% of fully sampled data. Figs. 9(a)–(c) show that both the low-rank method and the proposed VIP can reconstruct most spectral peaks. However, a close look at the low-intensity peaks (Figs. 9(d)) clearly shows that the low-rank method underestimates the intensities, while the VIP method achieves much higher fidelity peaks. Moreover, the low-rank method introduces a larger offset between the fully sampled data and the reconstruction data (Fig. 9(e) and (f)). The correlation of low-intensity peaks is greatly increased from 0.80 in low-rank to 0.99 in VIP. Better reconstructions obtained with VIP are also observed on another two NMR spectra, including a $^1$H-$^{15}$N best-TROSY spectrum and a $^1$H-$^{15}$NH SQC spectrum of Ubiquitin (See Supplement S3).

D. Quantitative Measures on Internuclear Distances

Quantitative measures on internuclear distances are analysed on a 2D $^1$H-$^1$H NOESY spectrum of strychnine (Fig. 10) [39], [40]. In the reconstruction from 20% of the data with NUS, some cross-peaks (marked with arrows 1 and 2 in Fig. 11(b)), which are missed or weakened by the low-rank method, are preserved well by the VIP method (Fig. 11(c)). The correlation of peak intensity indicates that the VIP method can improve the fidelity of low-intensity peaks (Figure S4-1 of Supplement S4).

We further analyze the internuclear distance, which is important for computing molecular structure. The internuclear distance is defined as

$$d = d_{ref} \left( \frac{a}{a_{ref}} \right)^{-\frac{1}{3}},$$

(19)

where $d_{ref} = 1.76 \text{ Å}$ is a reference distance for internuclear H15a-H15b [39], [40], $a_{ref}$ is the integral of the cross peak (marked as $a_{ref}$ in Fig. 10(b)) that belongs to the internuclear H15a-H15b, and $a$ is the integral of the target cross-peaks (marked as $a_1$, $a_2$, $a_3$, $a_4$ in Fig. 10(b)). The 10-time Monte Carlo trial of NUS reconstruction was designed and the quantification results are summarized in Table III. Both the low-rank and the proposed method overestimate the internuclear distance. The reason is that undersampling reconstruction often leads to an underestimation of cross-peak intensities, which, in turn, results
in an underestimation of peak integral values. Since peak integral values are inversely proportional to the internuclear distance, this leads to an overestimation of internuclear distances. However, the proposed method achieves much better and more stable estimation (closer to the ground-truth internuclear distance and with lower standard deviations of correlations).

### E. Quantitative Measures on the Relative Concentration

Quantitative measures on the relative concentration are analysed on a mixture of 3 metabolites, including D-Glucose, β-Alanine and Valine (Figure S5-1). A series of HSQC (i = 1, 2, 3) spectra (Figure S5-2) are separately reconstructed by using 15% of the data with NUS and then extrapolated back to a time-zero HSQC (HSQC_0) spectrum. As the concentration of an individual metabolite is proportional to the peak intensity [41], the concentration measurement for an individual metabolite can be improved by averaging the intensities of multiple cross-peaks that belong to the same metabolite [42]. A relative concentration of each metabolite is calculated as the ratio of its integration over the integration of the Valine (See Supplement S5 for more details).

Table IV indicates that VIP provides the closest estimation of concentration to that of the fully sampled spectrum.

### G. Number of Prior Strong Peaks

The reconstruction performance of the proposed method under different numbers of strong peaks (p) is presented in Fig. 13. Figs. 13(a) and (b) show that the VIP improves the reconstruction even when only one single strong peak is introduced. Best reconstruction performance is obtained when the number of strong peaks (p) is equal to the number of true peaks (P), i.e. p = P = 5. The closer to the number of true peaks (P) is, the better the performance is.

Table S6-1 indicates that improved performance can always be obtained if the number of strong peaks (p) is set within the range p ∈ [1, 2P]. In a practical application, when the number...
Fig. 12. Reconstructed spectra at different noise levels when acceleration factor ($\times 10$) is high, i.e., 10% NUS rate. (a) is the same fully sampled noise-free spectrum. (b-1)-(b-3) are the fully sampled noisy spectra with noise standard deviations of 0.005, 0.02, and 0.04, respectively. (c-1)-(c-3) and (d-1)-(d-3) are the corresponding reconstructions obtained by low-rank and VIP, respectively. Note: The intensity of the lowest peak in the fully sampled noise-free spectrum is 0.04.

Fig. 13. Peak intensity correlation versus the number of strong peaks ($p$). (a) and (b) are the average and standard deviations for peak intensity correlation for each peak, respectively. The areas below the white line in (a) and (b) indicate a better performance (higher average or lower standard deviation) of VIP than that of the low-rank method. Note: The detailed correlations are reported in Table S6-1. The color bar in (a) and (b) indicates the peak intensity correlation, and standard deviation, respectively. The peaks 1~5 denote the peaks from the left to the right in Fig. 2(a) of the main text. 8% of the fully sampled data is used in the NUS. Note: The Gaussian noise with zero mean and a standard deviation of 0.005 are added to the FID.

of peaks ($P$) is not known in advance, $p = 1$ can still be set assuming that at least one peak ($p = 1$) exists in the spectrum. With this setting, the proposed method can still obtain higher correlations of peak intensities than the compared method.

To sum up, VIP always outperforms the low-rank method if the number of strong peaks is between one and 2 times of the number of true peaks, indicating the robustness of this parameter.

H. NUS Rate

In this section, the reconstruction performance will be evaluated at different NUS rates. Results (Fig. 14) indicate that the VIP significantly improves the correlation for all the tested data. Even with an extremely high acceleration factor (Fig. 14(a)), e.g., the acceleration factor of 10 when the NUS rate is 10%, the VIP increases the correlation to 0.99 from 0.87 obtained with low-rank. In addition, much lower standard deviations achieved by the VIP also indicates its high robustness to sampling rates.

I. Automatic Reconstruction

The automatic reconstruction include estimating noise level, automatic pre-reconstruction using low-rank approach under discrepancy principle (DP) [43], automatic estimation of strong peaks, and VIP reconstruction under DP.

First, noise level is automatically computed as the standard deviation of the tail of FID, assuming that noise-free FID signals decays nearly to zero at these data points. This is a common approach to automatic estimate the noise level [44]. To verify
that these FID data points conform to a Gaussian distribution, the Kolmogorov-Smirnov test is employed for validation. The probability was calculated with different truncated lengths under various noise standard deviations (SD) (SNRs: 24.8 ± 0.2 dB (0.005), 12.8 ± 0.2 dB (0.02), 6.8 ± 0.2 dB (0.04)) and 100 Monte Carlo random experiments (Figure S7-1). The results indicate that the truncation point is approximately the last 20 points if the threshold for probability is set to 0.8. A relatively higher standard deviations of very small noise (19.7 ± 0.2 dB, 0.009 ± 0.001) is estimated for the ground-truth one (0.005). Other estimated standard deviations of noise are 0.024 ± 0.004 (11.2 ± 0.2 dB) and 0.048 ± 0.007 (5.2 ± 0.2 dB), which are close to the true ones 0.02 and 0.04, respectively.

Second, pre-reconstruction is performed on the undersampled FID using the conventional low-rank method [13]. The regularization parameter $\lambda^*$ satisfies [44]:

$$\|y - Ux(\lambda^*)\|^2 = C\sigma^2,$$

(20)

where $\lambda$ is the undersampling operator, $\sigma$ is estimated noise standard deviation, $C$ is a constant that is equal to twice the number of acquired FID data points.

Third, the number of strong peaks is set to preserve the first $p$ largest singular values to maintain an energy loss according as

$$\frac{\|x_{rec(p)} - x_{rec}\|^2}{\|x_{rec}\|^2} \leq \delta,$$

(21)

where $x_{rec(p)}$ and $x_{rec}$ represents the signal corresponding to the retained first $p$ largest singular values and all singular values in the pre-reconstruction, respectively [13]. The energy loss is empirically set as a linear proportion of noise over the sampling rate according to $\delta = 5\sigma^2/\text{SR}$. This setting is reasonable in some sense because faithful strong peaks becomes fewer if noise increases or sampling rate decreases.

Last, the VIP reconstruction is done using DP, which means compute the regularization parameter ($\lambda^*$) under DP first and then do VIP reconstruction with this regularization parameter. Both low-rank and VIP reconstruction done using DP is suboptimal since signal at the tail end of the FID does not conform exactly to a Gaussian noise.

Under different noise levels, we test the estimated number of strong peaks and reconstruction of synthetic spectra. The estimated number of peaks is always smaller than the true number and decreased if the noise level is increased (Table S7-1). This number approaches to the true one if the noise level is low and the sampling rate is high. Reconstructions of the 10-peak spectrum under three noise levels are shown in Figure S7-2 (low), Fig. 15 (moderate) and Figure S7-3 (high). Both low-rank and VIP methods reconstruct spectra very well if the noise level is low (Figure S7-2). When the noise level increases (Fig. 15), small spurious peaks (Arrows in Figs. 15(c) and (d)) are observed for the low-rank approach no matter under the automatic (The VIP reconstruction is done using DP without ground-truth signal.) or optimal parameter settings (The VIP reconstruction is done by minimizing the reconstruction error, RLNE, assuming the ground-truth signal is available). The proposed VIP improves reconstruction under the automatic parameter setting (Fig. 15(e)) compared to the low-rank method under the optimal parameter setting, and shows a slight improvement under the optimal setting (Fig. 15(f)). When heavy noise is introduced, automatic setting is sub-optimal for VIP (Figure S7-3) but the optimal setting still preserves the peaks much better.

J. Empirical Convergence

The difference, quantified as RLNE (inner loop), on the two reconstructions in the consecutive inner iterations, empirically converges (Fig. 16(a)) and becomes smaller than $10^{-5}$ after 100
inner iterations. During the outer iterations, the RLNE (outer loop) reaches convergence criteria $10^{-b}$ at the 3rd iteration and exhibits only slight improvement in the subsequent iterations (Fig. 16(b)).

IV. DISCUSSION

The discussion section primarily comprises three parts: 1. Data acquisition conditions, 2. Configuration of the reconstruction, and 3. Method’s pros, cons, and limitations.

A. Data Acquisition Conditions

Data acquisition conditions include the setting of the NUS rate and a discussion on different noise levels.

NUS Rate: The acceleration factor achieved by VIP mainly depends on the physical properties of the specific spectrum. Higher spectral complexity requires reduced acceleration factor. To reconstruct high-fidelity realistic spectrum, whose peak intensity correlations are higher than 0.98 in Fig. 14, the proposed method can reach an acceleration factor to 6–10 but the low-rank method only allows an acceleration factor of 4–5.

Robustness to Noise: Noise is inevitable in the real world. For practical spectroscopy applications, meaningful peaks usually mean that the signal intensity is higher than the noise. If the noise intensity is higher than that of the meaningful peaks, it will be hard or even impossible to recover them when undersampling is applied. Fig. 12 shows that the noise tolerance, i.e., the noise intensity, is lower than that of the meaningful peaks.

B. Configuration of the Reconstruction

An important aspect of the proposed method is how to configure the reconstruction, including the selection of number of prior strong peaks and initial reference spectra.

Number of Strong Peaks: The number of strong peaks $(p)$ is chosen empirically and the number of true peaks $(P)$ is determined by the structure of tested biological samples. If no prior knowledge (structure) is provided, $p$ can be set to one assuming that at least one meaningful peak exists. The peak intensity correlations (Fig. 13) obtained by the proposed VIP are always higher than those by the low-rank method, when the number of strong peaks $(p)$ is smaller than two times of the number of true peaks $(P)$.

Initial Reference Spectra: The estimated VIPs (Fig. 17(b-2) and (b-3)) are learnt from the initial zero-filled spectrum (Fig. 17(b-1)). These VIPs contain the prior information of spectral peaks, such as the resonance frequency and peak lineshape. This prior information is then introduced into the reconstruction model by VIPs and lead to high-quality reconstruction spectra (Fig. 17(c-1)). However, these initial VIPs still have distortion, compared with the accurate VIPs (Fig. 17(a-2) and (a-3)), and lead to distortions in the reconstruction spectra (marked with an arrow in Fig. 17(c-1)). By further learning the VIP from the intermediate reconstruction (Fig. 17(c-1)), the lineshapes of VIP are greatly improved (Fig. 17(c-2) and (c-3)), and the high-quality spectrum (Fig. 17(d-1)) is reconstructed. These observations imply that even starting from the zero-filled spectrum, the VIP becomes more reliable if more times of reference updating and VIP reconstructions. Our observations show that 5 times of learning is sufficient.

C. Method’s Pros, Cons, and Limitations

This section primarily covers the advantages and disadvantages of the Hankel-based method in comparison to CS and DL, along with its limitations. Limitations include the reconstruction of non-Lorentzian lineshape and multiple resonance peaks.

The proposed approach exhibits distinct variations from other Hankel-based [3], [10], [13], [16], [21], [45], CS [8], [33] and DLNMR [11] methods in fast NUS NMR reconstruction. First, the proposed method preserves peak intensities (Fig. 7(a-1)–(d-1)) better than low-rank (Hankel-based) and CS methods because the proposed method combines both the singular value and subspace, while the other methods only focus on the singular value. Moreover, the benefits of proposed method and other Hankel-based method overcoming the fundamental limitation on the signal assumption in CS. The sparsity property (non-zero values in the spectrum) required by CS may not be satisfied well for challenging peaks (but the rank in Hankel method only depends on number of spectral peaks). Thus, peaks with different linewidths, lineshapes (Fig. 7(a-2)–(d-2), and overlapping (Fig. 7(a-3)–(d-3)) can achieve robust reconstruction by the Hankel method. Besides, the proposed method having clearer interpretations than deep learning and not requiring prior database training. Thus, the Hankel method improves the sensitivity of practical fast sampling on NMR spectrometers. However, the limitations of proposed method is the long computation time owing to the Big Data with big matrix size and the system imperfections. These issues can be resolved through parallel computing [19] and compensating for system deficiencies (More details are shown in S8).

Non-ideal Lorentzian Lineshape: The assumption of a Lorentzian lineshape for the resonance component has been widely used in fast NUS spectrum reconstruction [10], [13], [16]. For NMR, especially the high-field NMR used in chemistry and biology, inhomogeneity and drift have been overcome much better for in vitro samples. To account for the presence of system imperfections, we modeled the signal in Voigt-lineshape [46]. A spectrum with five Voigt peaks is simulated to test the reconstruction performance (Fig. 18). Five peaks are denoted as 1 to 5 in Fig. 18 and their parameters are listed in Table S9-6. Fig. 18(d) shows that the rank of this Hankel matrix ($R = 15$)
is larger than the number of peaks ($P = 5$), due to the non-Lorentzian lineshape. In this case, neither the low-rank nor the proposed method successfully reconstruct spectra under a low sampling rate (8%). Thus, this limitation of non-Lorentzian lineshape exists for both methods. One way to mitigate the impact of non-Lorentzian lineshape is increasing the amount of sampled data. Figure S1-2 and Figure S1-3 show that reconstructed spectra become much better if the NUS rate is increased to 10% and 25%, respectively. When the undersampling rate is 10%, the low-rank method exhibits spectral peak distortion (Figure S1-2(e)), while the proposed method yields better spectral peak than the low-rank method. However, there are still some errors (Figure S1-2(f)). As the sampling rate is further increased to 25%, the proposed VIP method still yields smaller error (Fig. 1-3(f)) than the low-rank method does (Figure S1-3(e)). One possible solution may synthetize the mixed spectra that have Lorentzian, Gaussian and Voigt lineshapes and train a deep learning network [11], [32], [47], [48] that has high approximation ability to trained signals. For example, previous study has shown promises in reconstructing realistic spectrum that may
have the non-Lorentzian lineshape, even with training on synthesized exponential signals (corresponding to the Lorentzian lineshape) [11].

Multiple Frequencies: Another limitation is reconstructing a spectrum with multiple frequencies. Multiple frequencies mean that the rank of the Hankel matrix is relatively high, thus the low-rankness property, assumed in both the conventional low-rank or the proposed VIP methods, may not be satisfied well. A feasible solution is to increase the sampling rate (See detail in S1).

V. CONCLUSION AND FUTURE WORK

In this study, we propose an approach of self-adaptive virtual peak to reconstruct high-quality NMR spectra with high acceleration factors, and set up an easy-accessible cloud computing platform, XC-Cloud-NMR, for the proposed method. Virtual peaks incorporate the prior spectral information, such as the resonance frequency and peak lineshape into reconstructions. The proposed method can reconstruct reliable low-intensity peaks, and obtain faithful quantitative measures, such as internuclear distances and concentrations of mixtures. Thus, the proposed method enables higher acceleration factors of NMR data acquisition, which may significantly promote time-consuming NMR applications such as in vivo studies of short-lived systems. Future work could utilize the Vandermonde Hankel matrix decomposition [10], which did not require the orthogonality of subspace but focus on the exponential function decomposition. The integrate physics simulation [32] with deep learning, utilizing the power of deep learning to learn virtual peaks, would be another interesting try.
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