Key risk index identification of UHV project construction based on improved rough set model
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Abstract: Compared with the conventional power grid project, the UHV project construction faces more challenges and risks. Identifying the key risk indicators of UHV project construction can improve the level of project risk management and reduce risk-related loss. Taken the data missing of risk indicators into consideration, an improved rough set model for key risk indicators identification of UHV project construction is employed with the introduction of information content. Firstly, the information content of conditional attributes set and information significance of each conditional attribute are calculated; Secondly, the reduced core attribute matrix is formed; Then, the discernibility matrix is built; Finally, the final core attribute set is determined. After building the risk index system, the key risk indicators identification of a certain UHV project construction is performed. The calculation result shows that “land requisition and logging policy risk”, “project security management risk” and “land requisition, removing and crop compensation risk” are the key risk indicators.
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1. Introduction

Currently, the long-distance and high-capacity transmission capacity of 500kV power grid in China is limited. The electricity energy produced by the Northwest coal base and Southwestern hydropower base cannot be delivered to the load-intensive eastern regions of China in a cost-effective manner. In this case, the eastern region of China has to construct coal base to meet the electricity demand, which exacerbates the tensions of coal supply and transportation. Therefore, build the UHV transmission systems with the characteristics of large-capacity, long-distance and low-loss transmission capacity will be conducive to the intensive development of China's large coal, large hydro and nuclear power base, which can also optimize the layout of energy production and consumption and promote the coordinated development of regional economy [1]. The UHV construction holds the characteristics of tight time, heavy task, difficult construction and complicated environment, which face many issues, such as difficult stakeholder coordination, tight local government relations, and so on [2]. Compared with the conventional construction projects, the UHV construction project faces more challenges and risks. Therefore, to identify the key risk indicators of UHV project construction can provide some references for the project risk management, improve risk management level, and reduce the risk loss during the UHV construction process.

Currently, there are some researchers that employ the Multiple Attribute Decision Making (MADM) to evaluate the risk of some engineering construction projects. Ref. [3] used the AHP and Monte Carlo simulation method to evaluate the water conservancy construction risk; Ref. [4] applied expert investigation and AHP method to evaluate the subway construction risk; Ref. [5] identified the risk of oil pipeline construction by using catastrophe progression evaluation method. With respect to the power grid construction, most research papers mainly focus on power grid project management. Ref. [6] built the smart grid project management model using System Dynamics; Ref. [7] studied the application of project file management network system on the power grid construction projects; Ref. [8-9] introduced the typical design overview of American transmission line, the typical design overview of France and South Korea transformer substations, and the inspiration for the design and construction of China's power grid project. With respect
to the power grid construction risk, the current research literatures are relatively few. Ref. [2] employed the AHP and FCE method to evaluate the risk of UHV power transmission construction project; Ref. [10] studied the power transmission and distribution project construction risk by employing the Fault Tree and Set Pair Analysis theory; Ref. [11] analyzed the risk factors in various stages of power transmission and distribution projects from the perspective of power grid enterprise, and then proposed a checklist of risk factors.

With respect to UHV project, to the best of our knowledge, the current research mainly focuses on the technical aspect other than management aspect, such as the power calculation method of UHV power transmission lines [12], the wind load transferring mechanism in the UHV transmission tower-line system [13], and so on. Therefore, it is very necessary to explore the research related to the risk management of UHV construction project.

In this paper, the key risk indicators of UHV project construction were identified based on Improved Rough Set Model (IRS). Taken a 1000kV UHV construction project as the example, the risk index system was firstly built, and then the IRS method was employed to identify the key index. The risk identification result can provide some references for the UHV construction management, which can also improve the risk management level and reduce the risk loss.

2. Risk Index System of UHV Project Construction

When building the risk index system of UHV project construction, the basic principles of scientific, comprehensiveness, hierarchy and operability should be adopted. Meanwhile, the characteristics of UHV project construction should also be considered. This paper combined the Checklist method and Delphi method to find out the important risk index, and then built the risk index system of UHV project construction. The built risk index system of UHV project construction is shown in Fig. 1, which includes 5 first-level risk criteria and 12 second-level risk indicators.

3 The Basic Theory of Improved Rough Set Model

3.1. Rough Set Theory

The rough set theory (RS), proposed by Polish computer scientist Zdzislaw I. Pawlak in 1982, is a kind of mathematical analysis methods which can describe the incompleteness, inaccuracy and uncertainty. The rough set theory can effectively analyze the random information with the inconsistent and inaccurate characteristics, and can also reason the data to explore the implicit potential law of data without any priori information [14, 15]. Owing to the above merit, the rough set theory has been applied in the field of electricity, such as the fault diagnosis rule extraction of power grid [16], fault diagnosis of transformer substations [17], multi-objective power grid planning optimization model [18], and so on.

Let the nonempty set $U$ be a finite set, called domain field, and $R$ be an equivalence relation on $U$. For any subset $X \subseteq U$, the pair $T = (U, R)$ is called an approximation space.

Define two subsets:

$$RX = \left\{ x \in U \mid \exists y \in X : (x, y) \in R \right\}, \quad \bar{RX} = \left\{ x \in U \mid \forall y \in U : (x, y) \in R \right\}$$

(1)

are called the R-lower and R-upper approximation of $X$, respectively.

$$BN_X = \bar{RX} - RX$$

(2)

is called $R$-boundary region of $X$. If $BN_X = 0$, this set is a crisp set, and if $BN_X > 0$, this set is a rough set.

$POS_X = \bar{RX}$ denotes the $R$-positive region of $X$, just as shown in blackened cells in Fig. 2. $NEG_X = U - RX$ denotes the $R$-negative region of $X$, just as shown in the white cells in Fig. 2. The relationship between different sets in $RS$ is shown in Fig. 2.

![Schematic diagram of rough set theory.](image)

3.2. Improved Rough Set Mode

When there is missing information at the risk information system decision table of UHV construction, the conventional rough set theory cannot be used to explore the potential information of data. When performing the questionnaire, the respondents sometimes may be missing to give the evaluation scores on some risk indicators, which will lead to the missing information at the information system decision table. Bai C and Sarkis J proposed an improved rough set (IRS) model with the introduction of ‘information capacity’ concept to overcome this issue [19]. This paper employed the IRS model to overcome this issue.
model to identify the key indicators of UHV project construction.

The concept steps of employing IRS model to identify the key indicators of UHV project construction are as follows.

**Step 1: Build the information system decision table**
According to the goal of research object and the relative evaluation index system, the information system decision table is built, which includes the missing information, denoted by ‘*’.

**Step 2: Determine the conditional attribute elementary set**

![Diagram](image-url)

**Figure 1. Risk index system of UHV project construction**

**Figure 3. Calculation flow chart of improved rough set model.**
and calculate information content

The set consisted of objects with the same conditional attribute value is called conditional attribute elementary set.

\[
\text{SIM}(C) = \left\{ (i, j) \in U \times U | \forall c \in C, c(i) = c(j), \text{or} \ c(i) = *, \text{or} \ c(j) = * \right\}
\]

where \( c(i) \) and \( c(j) \) denote the value of conditional attribute \( c \) for object \( i \) and \( j \); \( C \) is the conditional attribute set; * denotes the value missing of conditional attribute.

At the information system decision table, the information capacity of conditional attribute can be calculated by Equation (4).

\[
I(C) = 1 - \frac{1}{|U|} \sum_{j=1}^{|U|} |X_i|
\]

where \( I(C) \) is the information capacity of conditional attribute; \( |U| \) is the total number of all the objects; \( |X_i| \) is the number of objects with similar attributes levels across all the conditional attributes for object \( i \).

Step 3: Calculate the information significance of conditional attribute

The information significance of conditional attribute will help to reduce the unimportant or irrelevant conditional attribute and save the conditional attribute that has close relationship with the decision attribute [20]. The information significance \( \text{Sig}_{C \cup \{c\}}(c) \) of conditional attribute can be calculated by Equation (5).

\[
\text{Sig}_{C \cup \{c\}}(c) = I(C) - I(C \setminus \{c\})
\]

Equation (5) identifies the difference between the information content of the full set and the information content of the reduced set that does not include attribute \( c \).

Step 4: Construct the initial core attribute matrix and then form the reduced core attribute matrix

Rough set theory requires some simplification of the data to be able to arrive at overall rules. The knowledge reduction seeks to remove superfluous knowledge from information systems while preserving the consistency of classifications, which is also called attribute reduction.

The initial core attribute matrix of object can be constructed according to Equation (6).

\[
\text{core}(C) = \left\{ c \in C | \text{Sig}_{C \cup \{c\}}(c) > 0 \right\}
\]

Then, compare the information capacity between initial core attribute set and original conditional attribute set, and judge whether this initial core attribute set is the reduced core attribute set of information system decision table or not. The judgment rules are as follows.

1. If \( I(\text{core}(C)) = I(C) \), we can determine that the initial core attribute set is the reduced core attribute set, and then the reduced core attribute matrix can be formed;
2. If \( I(\text{core}(C)) < I(C) \), another conditional attribute with the most information significance is added into the core set (as shown in Equation (7)), and then calculate the formation content of the new conditional attribute set. If it equals to \( I(C) \), the reduced core attribute matrix can be formed; otherwise, loop this step until forming the reduced core attribute matrix.

\[
\text{if } c_i \in C \setminus \{\text{core}(C)\}, \text{let } \text{Sig}_{\text{core}(C)}(c_i) = \max_{c \in \text{core}(C)} \{\text{Sig}_{\text{core}(C)}(c)\}, \text{and } \text{core}(C) \cup \{c_i\} \text{ for } C
\]

Step 5: Form the discernibility matrix, and determine the final core attribute set

Discernibility matrix is an important tool in RS to express the reduction algorithm. The discernibility matrix with the missing information can be defined as:

\[
(c_{ij}) = \left\{ \begin{array}{l} \{a \in A | a(x) \neq a(y) \text{ and } a(x) \neq * \text{ and } a(y) \neq * \}, D(x) \neq D(y) \\ \emptyset, \text{ otherwise} \end{array} \right. \quad \text{for } x \neq y
\]

where \( c_{ij} \) is the \( i \)-th row \( j \)-th column element of discernibility matrix; \( A \) is the conditional attribute set; \( a(x) \) is the value of attribute \( a \) for object \( x \); \( D(x) \) is the decision attribute set; \( D(x) \) is the value of attribute \( D \) for object \( x \).

After obtaining the discernibility matrix, the matrix with only one conditional attribute element is determined as the final core attribute matrix; and then, the conditional attribute sets that do not include this core attribute is converted to the final core attribute set by using the conjunctive normal form and disjunctive normal form.

The calculation flow of IRS model is as shown in Fig. 3.

4. Case Study

There is a 1000kV UHV power transmission construction project which starts at the 1000kV substation located in the north of Zhejiang province and ends at the 1000kV substation located in Fuzhou city. This project will build three new UHV transformer substations and two 603km-length AC transmission lines. Due to the complicated geographical condition, high construction technical requirement, and the large resistance of land acquisition and relocation, this UHV project faces many challenges and risks.

In this paper, the object set is consisted of 15 random selected questionnaire respondents, namely \( U = \{1, 2, \ldots, 15\} \). The conditional attribute is \( C = \{c_i, i = 1, 2, \ldots, 12\} \), which reflects the risk index attribute of UHV construction project consisted of 12 second-level risk indicators. The decision attribute is \( D = \{d\} \), which reflects the overall risk situation of this UHV project construction.

The concrete calculation details of the key index
identification of 1000kV UHV project construction by employing the IRS method are as follows.

**Step 1: Build the information system decision table**

Based on the built risk evaluation index system, the risk questionnaire can be formed, just as listed in Table 1. Of which, both the likelihood of risk occurrence and the degree of risk influence adopt three-level scale standards, namely ‘1’ represents the small likelihood of risk occurrence and low degree of risk influence; ‘2’ represents the occasional likelihood of risk occurrence and medium degree of risk influence; ‘3’ represents the frequent likelihood of risk occurrence and high degree of risk influence. The questionnaires were dispatched to the experts, academics and project staff. The random selected 15 questionnaire results were used to the calculation sample. Then, the risk information system decision table of UHV project construction was formed, which is listed in Table 2.

| Risk Index | Likelihood of risk occurrence | Degree of risk influence |
|------------|-------------------------------|-------------------------|
| P          | p1                            | p2                      |
| M          | m1                            | m2                      |
| T          | t1                            | t2                      |
| N          | n1                            | n2                      |
| S          | s1                            | s2                      |

**Table 1. Risk questionnaire of UHV project construction**

| Risk Index | Likelihood of risk occurrence | Degree of risk influence |
|------------|-------------------------------|-------------------------|
| p1         | frequent                      | high                    |
| p2         | occasional                    | medium                  |
| m1         | small                         | low                     |
| m2         |                              |                         |
| m3         |                              |                         |
| t1         |                              |                         |
| t2         |                              |                         |
| n1         |                              |                         |
| n2         |                              |                         |
| s1         |                              |                         |
| s2         |                              |                         |
| s3         |                              |                         |

**Table 2. Risk information system decision table of UHV project construction**

| Respondents | Conditional attribute (C) | Decision attribute (D) |
|-------------|---------------------------|------------------------|
| I1          | 2                         | 1                      |
| I2          | 2                         | 1                      |
| I3          | 2                         | 1                      |
| I4          | 2                         | 1                      |
| I5          | 3                         | 3                      |
| I6          | 3                         | 2                      |
| I7          | 2                         | 1                      |
| I8          | 1                         | 1                      |
| I9          | 3                         | 1                      |
| I10         | 3                         | 1                      |
| I11         | 2                         | 1                      |
| I12         | 2                         | 1                      |
| I13         | 1                         | 1                      |
| I14         | 1                         | 1                      |
| I15         | 1                         | 1                      |

Note: 1. The result of D is calculated based on the questionnaire results in term of ‘the degree of risk influence’;
2. * denotes the missing data

**Step 2: Determine the conditional attribute elementary set and calculate information content**

According to Equation (3), the conditional attribute elementary set of UHV project construction can be obtained, which is listed in Table 3.

**Table 3. Elementary sets based on similar conditional attribute values**

| Element set category | Element set object | Number of element set (I) |
|----------------------|--------------------|---------------------------|
| 1                    | I1, I4             | 2                         |
| 2                    | I2                 | 1                         |
| 3                    | I3                 | 1                         |
| 4                    | I5                 | 1                         |
| 5                    | I6                 | 1                         |
| 6                    | I7                 | 1                         |
| 7                    | I8                 | 1                         |
| 8                    | I9                 | 1                         |

Then, the information capacity of conditional attribute can be calculated according to Equation (4).

\[ I(C) = 1 - \left( \frac{1}{15} \times (2+1+1+2+1+1+1+1+1+1+1+1+1+1+1+1+1+1) \right) = 0.9244 \]

**Step 3: Calculate the information significance of conditional attribute**

According to Equation (4), the information capacity of
induced attribute set $C \setminus \{p_1\}$ without conditional attribute $p_1$ can be calculated.

$$I(C \setminus \{p_1\}) = 1 - \frac{1}{15}(2+1+2+1+1+1+2+1+1+1+1+1+1) = 0.9156$$

Then, the information significance of conditional attribute $p_1$ can be calculated according to Equation (5).

Similarly, the information significance of other conditional attributes can also be calculated, the results of which is listed in Table 4.

**Table 4. Information significant of each conditional attribute**

| Conditional attribute | $p_1$ | $p_2$ | $m_1$ | $m_2$ | $m_3$ | $t_1$ | $t_2$ | $n_1$ | $n_2$ | $s_1$ | $s_2$ | $s_3$ |
|-----------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Information significance | 0.0088 | 0.0088 | 0.0177 | 0.0088 | 0.0088 | 0.0088 | 0.0088 | 0.0088 | 0.0088 | 0.0088 | 0.0088 |

Step 4: Construct the initial core attribute matrix and then form the reduced core attribute matrix.

Based on the Step 3 and Equation (6), the initial core attribute set can be obtained, namely $core(C) = \{P, M, T, S\}$. According to Equation (4), we can get $I(core(C)) = 0.9244 = I(C)$. Therefore, conditional attributes $P, M, T, S$ are the reduced core attribute of information decision table, and the induced core attribute set is $ind(C) = \{P, M, T, S\}$. The induced core attribute matrix is shown in Table 5.

**Table 5. Reduced core attribute matrix**

| Respondents | Conditional attribute(C) | Decision attribute(D) |
|-------------|--------------------------|-----------------------|
|             | $p_1$ | $m_1$ | $m_2$ | $m_3$ | $t_1$ | $t_2$ | $n_1$ | $n_2$ | $s_1$ | $s_2$ | $s_3$ |
| I1          | 2     | 2     | 1     | 1     | 2     | 1     |
| I2          | 2     | 1     | 2     | 1     | 1     |
| I3          | 2     | 1     | 2     | 2     |
| I4          | 2     | 1     | 1     | 2     |
| I5          | 3     | 3     | 1     | 3     |
| I6          | 3     | 2     | 2     | 3     |
| I7          | 1     | 1     | 2     | 2     |
| I8          | 1     | 1     | 1     | 2     |
| I9          | 3     | *     | 2     | 2     |
| I10         | 3     | 1     | 1     | 1     |
| I11         | 2     | 2     | 2     | 1     |
| I12         | 2     | 2     | 2     | 1     |
| I13         | 1     | 2     | 2     | 1     |
| I14         | 1     | 2     | 2     | 2     |
| I15         | 2     | 2     | *     | 2     |

Step 5: Form the discernibility matrix, and determine the final core attribute set.

According to Equation (8), the discernibility matrix of UHV project construction can be calculated, just as shown in Table 6.

**Table 6. Discriminability matrix**

| Respondents | I1 | I2 | I3 | I4 | I5 | I6 | I7 | I8 | I9 | I10 | I11 | I12 | I13 | I14 | I15 |
|-------------|----|----|----|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|
| $p_1$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $m_1$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $m_2$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $m_3$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $t_1$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $t_2$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $n_1$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $n_2$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $s_1$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $s_2$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
| $s_3$       | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 0   | 0   | 0   | 0   | 0   |
From the discernibility matrix, the conditional attributes \( p_1, m_2, s_1 \) are the final core attributes. The conditional attribute sets that do include the final core attributes are \( \{ M_1, T_1 \} \). The conditional attribute combination free of final core attribute is displayed in the form of conjunctive normal form, namely \( P = \{ M_1 \lor T_1 \} \), and then is transformed by disjunctive normal form to be \( P = \{ M_1 \} \lor \{ T_1 \} \). Therefore, \( \{ P_1, M_1, M_2, S_1 \} \) and \( \{ P_1, M_1, T_1, S_1 \} \) can be considered as the reduced attribute set of risk identification of UHV project construction.

From the calculation result, we can see that ‘land requisition and logging policy risk’, ‘security management risk’ and ‘land requisition, removing and crop compensation risk’ are the key risk indicators of this UHV project construction, which should be mainly focused on when managers perform the risk management and control on this project.

5 Conclusions

In this paper, the key risk indicators are identified by employing the IRS model with the introduction of ‘information capacity’ concept, which can identify the key risk index when including the missing information in the index system. Taken a certain 1000kV UHV project as the example, the key risk indicators were identified. The following conclusions can be safely drawn:

1. ‘land requisition and logging policy risk’, ‘security management risk’ and ‘land requisition, removing and crop compensation risk’ are the key risk indicators of this UHV project construction, which should be mainly focused on when managers perform the risk management and control on this project;

2. The risk index sets \( \{ \text{land requisition and logging policy risk, goods and material management risk, security management risk, land requisition, removing and crop compensation risk} \} \) and \( \{ \text{land requisition and logging policy risk, security management risk, substation construction risk, land requisition, removing and crop compensation risk} \} \) can be used as the reduced index system of UHV project construction, which simplifies the risk index system and risk evaluation calculation under the premise of preserving vital information.
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