SCATTERING THEORY FOR DIRAC FIELDS NEAR AN EXTREME KERR-DE SITTER BLACK HOLE
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Abstract. — In this paper, we construct a scattering theory for classical massive Dirac fields near the “double” horizon of an extreme Kerr-de Sitter blackhole. Our main tool is the existence of a conjugate operator in the sense of Mourre theory. Additionally, despite the fact that effects of the rotation are “amplified” near the double horizon, we show that one can still reduce our study to a 1-dimensional problem through an appropriate decomposition of the Hilbert space.

Résumé. — Dans cet article, nous développons une théorie du scattering pour des champs de Dirac massifs ou non en métrique Kerr-de Sitter extrême, dans la région située entre l’horizon (double) du trou noir et l’horizon cosmologique. L’outil principal de la construction est l’existence d’un opérateur conjugué au sens de la théorie de Mourre. Par ailleurs, bien que les effets de la rotation soient amplifiées au voisinage de l’horizon double, nous montrons qu’il est néanmoins possible de se ramener à un problème de scattering unidimensionnelle moyennant une décomposition ad-hoc de l’espace de Hilbert.

1. Introduction

Over the past two decades or so there has been quite a bit of mathematical interest in scattering theories for particles in black-hole type geometries. This is useful for the understanding of these geometries and the detection of black holes but also in the study of Quantum Field Theory on curved spacetimes, see for example [12, 21].
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For rotating black holes, due to super-radiance, it is well known that the usual energy functional of integer spin particle fields, described for instance by the wave or Klein-Gordon equation, is no longer positive-definite, this leads to obvious technical difficulties that have nevertheless been overcome in a handful of situations, such as the Klein-Gordon equation on (De Sitter) Kerr spacetimes [20, 26] and the wave equation on Kerr spacetime [11].

On the other hand, for Dirac fields, there is still a conserved current which leads to a natural Hilbert space framework adapted to a spectral theory approach. Scattering theories for massive or massless Dirac fields have been constructed in this manner in the exterior region of Reissner-Nordström, slow Kerr and Kerr-Newman black holes [13, 25]. More recently, there has been interest in non-asymptotically flat backgrounds such as Schwarzschild-de Sitter [28], slow Kerr Newman-de Sitter [15] and slow Kerr-Newman-AdS [7] black holes.

In this paper we study the case of an extreme Kerr-de Sitter black hole in a region situated between what we will refer to as a “double” horizon and a usual “simple” one (the cosmological horizon). The “double” horizon is the hypersurface resulting from the coincidence of the two inner black hole horizons\(^{(1)}\), and differs quite significantly from the exterior horizon of, for instance, Kerr spacetime. The extreme case is of particular interest for the understanding of mechanisms behind stability/instability of black hole type spacetimes as it presents features of both types. This is analysed thoroughly in the case of an Extreme Reissner-Nordström black hole in [3, 4], and complemented by the remarks in [5] on the asymptotic behavior to the wave equation. Regarding the Dirac equation, an integral representation of the Dirac propagator in the extreme Kerr metric is derived in [8]. Our main result is the asymptotic completeness of the Dirac operator in an extreme Kerr-de Sitter black hole, this is the conjunction of the absence of singular continuous spectrum, and Theorem 5.2, formulated in Section 5, which provides a complete description of the asymptotic behaviour of all states in the absolutely continuous subspace by establishing the existence of a direct sum decomposition into states that scatter towards either the cosmological or blackhole horizon. This is achieved by comparison with simplified dynamics:

- \( H_{-\infty} = \frac{\Gamma}{\Gamma_{\pm}} \partial_{r} + \frac{a}{r_{\pm}^{2} + a^{2}} - \frac{a}{r_{\pm}^{2} + a^{2}} D_{\phi} \) at the extreme black hole horizon,
- \( H_{+\infty} = \frac{\Gamma}{\Gamma_{\pm}} \partial_{r} + \frac{a}{r_{\pm}^{2} + a^{2}} - \frac{a}{r_{\pm}^{2} + a^{2}} D_{\phi} \) at the cosmological horizon.

\(^{(1)}\) which occurs for special choices of the parameters of the family.
In the context of understanding stability/instability features of extreme black hole space times, this result can perhaps be seen as a stability feature of the extreme Kerr-de Sitter blackhole.

Our global strategy follows closely that of [13, 14, 25]: we will adopt the point of view of a class of observers for which the two horizons are asymptotic and will show in Section 3 that a conjugate operator in the sense of Mourre theory [2, 32] can be constructed in an analogous fashion to that in the exterior of a Kerr black hole as in [13, 25]. Furthermore, it has already been noted, for example in [7], that the presence of the simple horizon is enough to ensure that the usual proof of the absence of eigenvalues – via a Gronwall inequality exploiting the separability of the Dirac equation – follows through without modification. However, our results do not follow directly from these works due to long-range potentials at the extreme horizon and a significantly perturbed angular operator. In particular, the decomposition of the Hilbert space into spin harmonics, essential to the reduction to the spherically symmetric case treated in [14] is no longer stable. A key ingredient to our analysis, carried out in Section 4.4 is constructing operators at both asymptotic ends with similar adapted decompositions and of which the full Dirac operator is a short-range perturbation. Furthermore, it is worth noting that since the mass terms do not survive at either of the horizons, despite constituting a long-range potential near the double one, some of the arguments in [14] can be simplified.

1.1. The Kerr-de Sitter metric

Throughout this text, we will mainly use the usual Boyer-Lindquist like coordinates \((t, r, \theta, \phi)\) in which the Kerr-de Sitter metric is known to be (signature \((+,-,-,-)\)):

\[
g = \frac{\Delta_r}{\Xi^2 \rho^2} \left[ dt - a \sin^2 \theta d\varphi \right]^2 - \frac{\rho^2}{\Delta_r} dr^2 - \frac{\rho^2}{\Delta_\theta} d\theta^2 - \frac{\Delta_\theta}{\rho^2 \Xi^2} \left[ (r^2 + a^2) d\varphi - adt \right]^2,
\]

where:

\[
l^2 = \frac{\Lambda}{3}, \quad \Delta_r = r^2 - 2Mr + a^2 - l^2 r^2 (r^2 + a^2), \quad \Delta_\theta = 1 + a^2 l^2 \cos^2 \theta,
\]

\[
\Xi = 1 + a^2 l^2, \quad \rho^2 = r^2 + a^2 \cos^2 \theta.
\]

It depends on three parameters \(a, M, \Lambda\), the angular momentum per unit mass of the black hole, the mass of the black hole and the cosmological constant, respectively. We will always assume \(l > 0\).
The above expression is singular when $\Delta_r = 0$ or $\rho = 0$, however, the manifold can be analytically extended across the singularities $\{\Delta_r = 0\}$. In such an extension, the roots of $\Delta_r$ give rise to null hypersurfaces that we will refer to as horizons. They will be labelled by the root $r_i$ to which they correspond as so: $\mathcal{H}_{r_i}$. If $r_i$ is a double (resp. simple) root of $\Delta_r$, $\mathcal{H}_{r_i}$ will be said to be a “double” (resp. “simple”) horizon. In, for instance, [9], it is shown that the roots of $\Delta_r$ can be labelled such that either:

1. $r_- < 0 < r_+ < r_{++}$
2. $r_- < 0 < r_+ = r_{++}$
3. $r_- < 0 < r_+ = r_{++}$
4. $r_- < 0 < r_+ < r_{++}$
5. $r_- < r_{++}, r_-, r_+ \in \mathbb{C} \setminus \mathbb{R}$.

We will refer to case (2) as extreme Kerr-de Sitter; a necessary and sufficient condition for this is:

$$|a| l < 2 - \sqrt{3},$$

$$M^2 = \frac{(1 - a^2 l^2)(a^4 l^4 + 34 a^2 l^2 + 1) - \gamma^2}{54 l^2},$$

where $\gamma = (1 - a^2 l^2)^2 - 12 a^2 l^2$. In this situation the double root is given by:

$$r_e^{(2)} = \frac{12 a^2 l^2 + (1 - a^2 l^2)(1 - a^2 l^2 - \sqrt{7})}{18 M l^2}.$$ 

For future reference, we quote the following useful properties of $r_e$:

$$\begin{cases} 
0 \leq r_e < \frac{4 a^2}{3 M} \\
 l^2 r_e^4 + a^2 = M r_e 
\end{cases}$$

Finally, we note that the other two roots $r_{++}$ and $r_{--}$ are equally those of the polynomial:

$$X^2 + 2 r_e X - \frac{a^2}{l^2 r_e^2}.$$ 

To avoid unnecessarily complicated subscripts, we will now rename the roots of $\Delta_r$ as follows:

$$r_- < 0 < r_e < r_+.$$ 

The region, $B$, in which we will study the scattering of Dirac fields is defined in the coordinates $(t,r,\theta,\varphi)$ by $r_e < r < r_+$. In essence, $B = \mathbb{R} \times [r_e, r_+] \times S^2$, with the metric given by (1.1), that extends analytically to

(2) We note that in [9] it was denoted by $x$.
the poles. It is between two horizons, one double, one simple and it is the
effect of the double horizon that we wish to understand.

The scattering problem will be considered from the point of view of a
stationary observer with world-line:

\[ r = r_0, \theta = \theta_0, \varphi = \omega t + \phi_0, \omega \in \mathbb{R}, r_0 \in ]r_e, r_+[, \theta_0 \in ]0, \pi[, \phi_0 \in ]0, 2\pi[. \]

Proper time for such an observer differs from the coordinate function \( t \) only
by a multiplicative constant depending on the parameters of the trajectory.
For this family of observers photons travelling, say, along a principal null
geodesic, which are in some sense the most direct trajectories for light to
travel towards one of the horizons, will not reach it in finite time. For
instance, the coordinate time \( t \) necessary for a photon, emitted from \( r = r_0 \)
at \( t = t_0 \), to reach \( \mathcal{H}_+ \) travelling along such a curve is:

\[
(1.7) \quad t - t_0 = \int_{r_0}^{r_+} \frac{\Xi(r^2 + a^2)}{\Delta r} \, dr = +\infty
\]

In fact, for our purposes, it will be appropriate to replace the coordinate
\( r \), by the Regge-Wheeler type coordinate \( r^* = \int \frac{\Xi(r^2 + a^2)}{\Delta r} \, dr \) appearing
in this computation. By definition:

\[
(1.8) \quad dr^* = \frac{\Xi(r^2 + a^2)}{\Delta r} \, dr.
\]

It will be useful to calculate an explicit expression for \( r^* \) by a partial fraction
decomposition of the integrand:

\[
(1.9) \quad \frac{r^2 + a^2}{(r - r_+)(r - r_e)^2} = \frac{\alpha}{r - r_-} + \frac{\beta}{r - r_+} + \frac{\gamma}{r - r_e} + \frac{\delta}{(r - r_e)^2}.
\]

The coefficients \( \alpha, \beta, \gamma, \delta \) are given by:

\[
\alpha = -\frac{l^2}{2} \sqrt{\frac{r_e}{M(r_e - r_-)^2}} < 0, \quad \beta = \frac{l^2}{2} \sqrt{\frac{r_e}{M(r_+ - r_e)^2}} > 0,
\]

\[
\delta = \frac{l^2 r_e^2 (r_e^2 + a^2)}{3Mr_e - 4a^2} < 0, \quad \gamma = -\frac{2l^2 r_e^3 (2r_e^2 - 7Mr_e + 6a^2)}{(3Mr_e - 4a^2)^2} < 0.
\]

The sign of \( \gamma \) follows from the following relations:

\[
\left\{ \begin{array}{l}
  r_e^2 (r_e^2 + a^2) = r_e^2 + a^2 - 2Mr_e, \\
  0 < 3Mr_e - 4a^2 - 2r_e^2 (r_e^2 + a^2) = 7Mr_e - 6a^2 - 2r_e^2.
\end{array} \right.
\]
The expression of $r^*$ is therefore:

$$
r^* = \frac{\Xi}{2l} \sqrt{\frac{r_e}{M}} \ln \left( \frac{|r - r_+| \eta_+}{|r - r_-| \eta_-} \right) + \frac{r_e^2(r_e^2 + a^2)}{3Mr_e - 4a^2} \frac{\Xi}{r - r_e} \\
+ \frac{2r_e^3(2r_e^2 - 7Mr_e + 6a^2)}{(3Mr_e - 4a^2)^2} \Xi \ln |r - r_e| + R_0.
$$  (1.10)

Above, $R_0$ is an arbitrary real constant and $\eta_\pm = \frac{r_\pm + a^2}{(r_e - r_\pm)^2}$.

From (1.10), one can deduce the following asymptotic equivalences:

**Lemma 1.1.** —

$$
r_+ - r \xrightarrow{r^* \to +\infty} e^{-\frac{2l}{2l}} \sqrt{\frac{M}{r_e}} r^*,
$$  (1.11)

$$
r - r_e \xrightarrow{r^* \to -\infty} \frac{r_e^2(r_e^2 + a^2)\Xi}{3Mr_e - 4a^2} \frac{1}{r^*}.
$$  (1.12)

Equation (1.11) is true for a suitable choice of $R_0$: it is the usual behaviour that we have come to expect at a simple black hole horizon. Equation (1.12), on the other hand, illustrates the first notable difference in the case of the double horizon, as the decay is a lot slower. This will be a source of long-range potentials in the Dirac operator.

### 1.2. The Dirac equation

On $B$, $\Delta_r > 0$ and the coordinate $t$ is a “time function”, providing a foliation $(\Sigma_t)_{t \in \mathbb{R}}$ of $B$ into spacelike Cauchy hypersurfaces. $B$ is therefore an orientable globally hyperbolic 4-manifold and as such, by a result due to R. Geroch [23, 24], possesses a global spin structure; required for the Dirac equation.

The Dirac equation is most conveniently expressed with Penrose’s abstract index notation (cf. [34]). Let $S^A$ be the module of sections of the two-spinor bundle $S$ and, $S^A'$, that of the pointed two spinor bundle $S'$; lowered indices are used for sections of the dual bundles. We recall that $S^A$ is identified with $S^A'$ via complex conjugation and to $S_A$ via the canonical symplectic form $\varepsilon_{AB}$ according to:

$$
\begin{cases}
\kappa_B = \kappa^A \varepsilon_{AB} = -\varepsilon_{BA} \kappa^A, \\
\kappa_A' = \kappa^A, \\
\kappa^A \in S_A.
\end{cases}
$$
The bundle $S \otimes S'$ can be identified with the complexified tangent bundle $\mathbb{C} \otimes TB$ and finally:

$$\varepsilon_{AB} \varepsilon_{A'B'} = g_{ab}.$$ 

Following [33], we will refer to elements of $S_A \oplus S_A'$ as Dirac spinors, the massive Dirac equation for a spin-$\frac{1}{2}$ Dirac spinor $(\phi_A, \chi^{A'})$ is then:

$$(1.13) \begin{cases}
\nabla^{AA'} \phi_A = \mu \chi^{A'}, \\
\nabla_{AA'} \chi^{A'} = -\mu \phi_A,
\end{cases} \quad \mu = \frac{m}{\sqrt{2}}.$$ 

As mentioned in the introduction, it is well known that the equation has a conserved current, namely:

$$j_{AA'} = \phi_A \bar{\phi}_A + \chi_{A'} \bar{\chi}_{A'}.$$ 

Thus the total charge:

$$(1.14) Q = \int_{\Sigma_t} T^a j_a \omega_g, \Sigma_t,$$ 

is conserved. $\omega_g, \Sigma_t = \sqrt{\frac{\rho}{\sqrt{(r^2 + a^2)^2}}} dr^* \wedge (\sin \theta d\theta \wedge d\varphi)$ is the induced volume form on $\Sigma_t$(3) and $T^a$ is colinear to $\nabla^a t$ and normalised, for convenience, such that $T^a T_a = 2$.

$Q$ defines an inner product on spinors defined on any slice(4), $\Sigma_t, t \in \mathbb{R}$, and gives rise to a Hilbert space $\mathcal{H}_t$. Solving the Dirac equation can be thought of as finding a family of isometries $U(u, s) : \mathcal{H}_s \mapsto \mathcal{H}_u$ such that for any $u, s, w \in \mathbb{R}:

$$U(s, s) = \text{Id}, \quad U(u, s)U(s, w) = U(u, w).$$

The framework sketched here can nevertheless be significantly simplified since $\partial_t$ is a global Killing field on $B$. All slices $\Sigma_t$ are thus isometric, in particular, $B$ is homeomorphic to $\mathbb{R} \times \Sigma$ for some fixed $\Sigma$. Furthermore, the $\mathcal{H}_t$ can all be identified and so one can view the problem as an evolution problem on a fixed Hilbert space $\mathcal{H}$. For these reasons, we will seek expressly to write the Dirac equation as a Schrödinger type equation. Moreover, we will work directly with spinor densities(5) on $\Sigma$:

$$\langle \phi_A, \chi^{A'} | \omega_g, \Sigma \rangle^{\frac{1}{2}}.$$ 

(3) Oriented by $-\nabla t$.

(4) These can be thought of as either sections of the pullback bundle of $\mathcal{S}$ via the canonical injection, or, sections of the spinor bundle on $\Sigma_x$; there is an identification between them since $\dim B = 4$.

(5) An orientation on $\Sigma$ can be seen as a bundle morphisme between $\wedge^n T^* \Sigma$ and the density bundle.
After a choice of spin-frame, this means that our Hilbert space $\mathcal{H}$ can be assimilated with $L^2(\Sigma) \otimes \mathbb{C}^4 = L^2(\mathbb{R}_r \times S^2) \otimes \mathbb{C}^4$ equipped with its natural inner product:

$$\langle \phi, \psi \rangle = \int \langle \phi, \psi \rangle \cdot \text{dr}^* \text{d} \Omega, \quad \text{d} \Omega = \sin \theta \text{d} \theta \text{d} \varphi.$$  

We refer to [33] for a more detailed discussion on the framework outlined above.

### 1.2.1. Spin frame

In the study of the massless Dirac equation in the case of a slow Kerr black hole [25], it was remarked that in order to avoid some artificial long-range terms one should choose a spin-frame determined up to sign by a local orthonormal frame of $TB$ that is aligned with the foliation of $B$, in the sense that the timelike vector should be parallel to $\nabla^a t$. Since $\nabla^a t^\perp = \text{span}(\partial_r, \partial_\theta, \partial_\varphi)$, we make the simplest choice:

$$g'_{0a} = \frac{\nabla^a t}{\sqrt{|\nabla^a t \nabla_a t|}}, \quad g'_{1a} \frac{\partial}{\partial x^a} = \frac{1}{\sqrt{-g_{rr}}} \partial_r,$$

$$g'_{2a} \frac{\partial}{\partial x^a} = \frac{1}{\sqrt{-g_{\theta\theta}}} \partial_\theta, \quad g'_{3a} \frac{\partial}{\partial x^a} = \frac{1}{\sqrt{-g_{\varphi\varphi}}} \partial_\varphi.$$

With this choice of spin-frame and trivialising the density bundle on $\Sigma$ with respect to the density $|\text{dr}^* \wedge \text{d} \Omega|^{\frac{1}{2}}$ the Dirac equation can be written

$$i \frac{\partial \Phi}{\partial t} = H \Phi$$  

with the operator $H$ given by:

$$H = \frac{\Delta_r \sqrt{\Delta_\theta}}{\Xi \sigma} \Gamma^1 D_r + \frac{\sqrt{\Delta_r \Delta_\theta}}{\Xi \sigma} \mathcal{D}_{S^2} + \frac{\alpha q^2 \rho^2}{\sigma^2} D_\varphi$$

$$+ \frac{\sqrt{\Delta_r \Delta_\theta}}{\sigma \sin \theta} \left( \frac{\rho^2}{\sigma} - \frac{\sqrt{\Delta_\theta}}{\Xi} \right) \Gamma^3 D_\varphi - \frac{i \sqrt{\Delta_r \Delta_\theta}}{\sigma \Xi} \dot{\nu}_1 + \frac{\sqrt{\Delta_r \Delta_\theta}}{\Xi \sigma} \rho m \Gamma^0.$$

In the above, we have adopted similar notations to [13]:

$$D_\varphi = -i \partial_\varphi, \quad D_r = -i \partial_r, \quad D_\theta = -i \partial_\theta,$$

$\mathcal{D}_{S^2}$ is the Dirac operator on the sphere $S^2$:

$$\mathcal{D}_{S^2} = \left(D_\theta - i \frac{\cot \theta}{2} \right) \Gamma^2 + \frac{D_\varphi}{\sin \theta} \Gamma^3,$$
the matrices $\Gamma^i$ are defined by:
\[
\Gamma^0 = i \begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix}, \quad \Gamma^1 = \text{diag}(-1, 1, 1, -1),
\]
\[
\Gamma^2 = \begin{pmatrix} -\sigma_x & 0 \\ 0 & \sigma_x \end{pmatrix}, \quad \Gamma^3 = \begin{pmatrix} \sigma_y & 0 \\ 0 & -\sigma_y \end{pmatrix}.
\]

Defining an operation $c \boxtimes A$ with $c \in \mathbb{C}$ and $A = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}$ a block-diagonal matrix by:
\[
c \boxtimes A = \begin{pmatrix} cA_1 & 0 \\ 0 & cA_2 \end{pmatrix},
\]
the potential $\tilde{V}_1$ can be written:
\[
\tilde{V}_1 = \tilde{F} \boxtimes \Gamma^1 + \left( \tilde{G} - \frac{\cotan \theta \sqrt{\Delta \theta}}{2 \rho} \right) \boxtimes \Gamma^2,
\]
where:
\[
\tilde{F} = \frac{i \sqrt{\Delta_r} a \cos \theta}{2 \rho^3} - \frac{ia \sqrt{\Delta_r} (r^2 + a^2) \cos \theta \Xi}{2 \sigma^2 \rho}
\]
\[
+ \frac{\sqrt{\Delta_r} a^2 \sin^2 \theta}{2 \rho \sigma^2 (r^2 + a^2)} \left( \frac{\Delta_r}{2} (r^2 + a^2) - 2r \Delta_r \right),
\]
\[
\tilde{G} = \frac{ia \Delta \theta \sin^2 \theta r + \cos \theta \rho^2 \Xi - 3a^2 l^2 \sin^2 \theta \cos \theta \rho^2}{2 \sqrt{\Delta \theta} \sin \theta \rho^3}
\]
\[
+ \frac{\sqrt{\Delta \theta} a^2 \sin \theta \cos \theta}{2 \rho \sigma^2} \left( (r^2 + a^2) \Xi - 2Mr \right)
\]
\[
- \frac{ia \sin \theta \sqrt{\Delta \theta}}{2 \sigma^2 \rho} \left( 2r \Delta_r - \frac{\Delta_r}{2} (r^2 + a^2) \right),
\]
and finally:
\[
\sigma^2 = \Delta \theta (r^2 + a^2)^2 - \Delta_r a^2 \sin^2 \theta.
\]

For computational purposes it is worth noting that the operation $\boxtimes$ enjoys the following properties:

1. $\boxtimes$ is distributive with respect to addition,
2. It is $\mathbb{C}$-homogenous in $A$ and $\mathbb{R}$-homogenous in $c$,
3. $(c \boxtimes A)^* = \bar{c} \boxtimes A^*$,
4. If $c \in \mathbb{R}$, $c \boxtimes A = c A$,
5. If $A$ is hermitian, $(-i(c \boxtimes A))^* = -i(c \boxtimes A) + 2i \Re(c) A$.

The details of the calculation leading to this expression are sketched in Appendix A.
2. Analytic framework

2.1. Symbol spaces

We recall that $\mathcal{H}$ denotes the Hilbert space:

$$L^2(\Sigma) \otimes \mathbb{C}^4 \cong L^2(\mathbb{R}_{r^*} \times S^2) \otimes \mathbb{C}^4,$$

equipped with its natural scalar product. In what follows we will study the operator $H$ defined in (1.15) on $\mathcal{H}$ as a perturbation of another operator. In order to have a succinct language in which to distinguish the asymptotic behaviour of the coefficients of $H$, we introduce the following symbol spaces:

$$\Pi = \left\{ f \in C^\infty(\Sigma), \partial_{r^1} \partial_{\theta^2} \partial_{\varphi^3} f \circ \psi^{-1} \in L^\infty([r_e, r_+ \times S^2], \alpha_i \in \mathbb{N}) \right\}.$$

For $(m, n) \in \mathbb{N}^2$:

$$S_{m,n} = \left\{ f \in C^\infty(\Sigma), \partial_{r^1} \partial_{\theta^2} \partial_{\varphi^3} f \circ \psi^*-1 = \begin{cases} 0^{+\infty}(e^{-m\kappa r^*}) & \alpha_i \in \mathbb{N} \end{cases} \right\}.$$

$\psi$ and $\psi^*$ denote the coordinate charts $(r, \theta, \varphi)$ and $(r^*, \theta, \varphi)$ respectively and $\kappa$ is defined by:

$$\kappa = \frac{l}{\Xi \eta_+} \sqrt{\frac{M}{r_e}}.$$

By extension, if $M \in C^\infty(\Sigma) \otimes M_4(\mathbb{C})$, we will also write $M \in S_{m,n}$ (resp. $M \in \Pi$) if the operator norm of the matrix $M$, $||M||$, is an element of $S_{m,n}$ (resp. $\Pi$); this is of course equivalent to the requirement that each of its components satisfies the appropriate condition. Finally, we define:

$$S_{\infty,n} = \bigcap_m S_{m,n}, \quad S_{m,\infty} = \bigcap_n S_{m,n}.$$

Many of the functions $f$ at hand will be naturally expressed in the coordinate chart $\psi$, the following results will enable us to infer rapidly the asymptotic behaviour of the function when expressed in the chart $\psi^*$. The only missing information is the relationship between partial derivatives with respect to $r$ and those with respect to $r^*$. From (1.8), one has:

$$\partial_{r^*} = \frac{\Delta_r}{\Xi(r^2 + a^2)} \partial_r.$$

So the question is settled by:

**Lemma 2.1.** — Define the map $\alpha$ on $\Sigma$ by its coordinate expression: $\alpha \circ \psi^{-1} = \frac{\Delta_r}{\Xi(r^2 + a^2)}$, then $\alpha \in S^{2,2}$. 

**Proof.** — cf. Appendix B.1. □
One can now use the Faà di Bruno formula\(^{(6)}\) to show that:

**Lemma 2.2.** —

\[
(2.4) \quad f \in \Pi \implies f \in S^{0,0}, \partial_r f \in S^{2,2}. 
\]

In particular, if \(f \in \Pi\) and \(f(r^*) = O_{r^* \to -\infty} \left( \frac{1}{r^*} \right)\) then \(f \in S^{0,1}\).

### 2.2. \(\varphi\)-invariance

The metric on \(B\) does not depend on the coordinate \(\varphi\); this invariance will be exploited in two ways in this paper. Firstly, diagonalising \(D_\varphi\) with anti-periodic boundary conditions, any \(\phi \in \mathcal{H}\) can be represented as:

\[
\phi(r, \theta, \varphi) = \sum_{p \in \mathbb{Z} + \frac{1}{2}} \phi_p(r, \theta)e^{ip\varphi}.
\]

The subspaces of this Hilbert sum are stable under the action of \(H\), and we could just consider the restriction of \(H\) to any such subspace; this would enable us to treat the terms with factor \(D_\varphi\) as potentials. However, some terms contain explicit coordinate singularities. To avoid technical difficulties due to this, it is more convenient to work with the operator \(H^p\) formally defined on \(\mathcal{H}\) by:

\[
(2.5) \quad H^p = \frac{\Delta_r \sqrt{\Delta_\theta}}{\Xi}\Gamma^1 D_r + \frac{\sqrt{\Delta_r} \Delta_\theta}{\Xi} \mathcal{D}_{S^2} - \frac{i \sqrt{\Delta_r} \Delta_\theta \rho}{\sigma \Xi} \tilde{V}_1 \\
+ \frac{\sqrt{\Delta_r} \Delta_\theta}{\Xi \sigma} \rho m \Gamma^0 + \frac{aq^2 \rho^2 p}{\sigma^2} + \frac{\sqrt{\Delta_r} \Delta_\theta}{\sigma \sin \theta} \left( \frac{\rho^2}{\sigma} - \frac{\sqrt{\Delta_\theta}}{\Xi} \right) \Gamma^3 p.
\]

The function \(\frac{\sqrt{\Delta_r} \Delta_\theta}{\sigma \sin \theta} \left( \frac{\rho^2}{\sigma} - \frac{\sqrt{\Delta_\theta}}{\Xi} \right)\) is well-defined and bounded, because:

\[
\frac{\rho^2}{\sigma} - \frac{\sqrt{\Delta_\theta}}{\Xi} = \frac{1}{\sigma \Xi} \left( \Xi^2 \rho^4 - \Delta_\theta \sigma^2 \right),
\]

and:

\[
\Xi^2 \rho^4 - \Delta_\theta \sigma^2 = a^2 \sin^2 \theta \left( \Delta_\theta \Delta_r + 2 \Xi (r^2 + a^2) (l^2 r^2 - 1) \\
+ a^2 \sin^2 \theta (\Xi^2 - l^4 (r^2 + a^2)^2) \right).
\]

\(^{(6)}\) See, appendix B.2
$H^p$ coincides with $H$ on the subspace corresponding to the eigenvalue $p \in \mathbb{Z} + \frac{1}{2}$ of $D_\varphi$ and the coordinate singularity is absorbed into $\mathcal{D}_{S^2}$ which is well-defined as an operator on the sphere.

In later analysis, it will also prove convenient to rotate the coordinate system so as to cancel some of the effects of rotation at the double horizon. Setting $c_0 = \frac{a}{r^2 + a^2}$, the coordinate transformation:

$$t' = t, \quad r^{*'} = r^*, \quad \theta' = \theta, \quad \varphi' = \varphi - c_0 t$$

Naturally, $\varphi$ and $\varphi'$ are circular coordinates. Due to the $\varphi$-invariance of the metric, $H^p$ transforms very little under this change of coordinates, in fact, it boils down to the substitution:

$$H^p \rightarrow H^p - c_0 p.$$

From now on, unless otherwise stated, we will work in the rotated coordinates. For convenience however, we will continue to call $\varphi$ the new circular coordinate $\varphi - c_0 t$. Thanks to the $\varphi$-invariance of our problem this should not cause any confusion.

### 2.3. A comparison operator

Almost all the operators we will study in this paper are perturbations of a single operator $H_0$ given by:

$$H_0 = \Gamma_1 D_{r*} + g(r^*) \mathcal{D} + f(r^*).$$

The functions $g$ and $f$ satisfy:

$$g(r^*) = \frac{\sqrt{\Delta r}}{\Xi(r^2 + a^2)} \in S^{1,1}, \quad f(r^*) = \frac{ap}{r^2 + a^2} - \frac{ap}{r_e^2 + a^2} \in S^{0,1},$$

whilst, the operator $\mathcal{D}$ is defined by:

$$\mathcal{D} = \Delta_{\tilde{g}} \mathcal{D}_{S^2} \Delta_{\tilde{g}}^{\frac{1}{2}}.$$

The structure of this comparison operator is very similar to that of those used in [25, 13], except that, here, the angular part $\mathcal{D}$ is a perturbation of the Dirac operator on the sphere $\mathcal{D}_{S^2}$, rather than $\mathcal{D}_{S^2}$ itself. The spectral properties of the latter, which are well-documented(7), were quite essential to the analysis in [25, 13], luckily, $\mathcal{D}$ shares many of them.

---

(7) see, for example [1, 10, 38]
Lemma 2.3. — Let $S$ be the self-adjoint extension in $L^2(S^2) \otimes \mathbb{C}^2$ of the operator:

$$(D_\theta - i\frac{\cot \theta}{2})\sigma_x - \frac{D_\varphi}{\sin \theta} \sigma_y,$$

defined on the subset of $[C^\infty(S^2)]^2$ with anti-periodic boundary conditions in $\varphi$. Denoting its domain $D(S)$, $\tilde{S} = \Delta^{\frac{3}{4}}_\theta S \Delta^{\frac{3}{4}}_\theta$ is self-adjoint on $D(S)$ and has compact resolvent.

Proof. — $S$ has a core consisting of smooth functions on which a simple calculation shows that:

$$\tilde{S} = \sqrt{\Delta}_\theta S - \frac{i}{2} a^2 l^2 \cos \theta \sin \theta \sigma_x.$$

The expression extends to all of $D(S)$ by continuity in the graph topology. The estimates:

$$0 \leq \sqrt{\Delta}_\theta - 1 \leq \frac{\Delta_\theta - 1}{\sqrt{\Delta}_\theta + 1} \leq \frac{a^2 l^2}{2},$$

(2.9)

$$\left\| i \sigma_x \frac{a^2 l^2 \cos \theta \sin \theta}{2\sqrt{\Delta}_\theta} u \right\|^2 \leq \frac{a^4 l^4}{4} \|u\|^2, \quad u \in L^2(S^2, \mathbb{C}^2),$$

together imply for $u \in D(S)$:

$$\left\| (\sqrt{\Delta}_\theta - 1)Su - i\sigma_x \frac{a^2 l^2 \cos \theta \sin \theta}{2\sqrt{\Delta}_\theta} u \right\| \leq \frac{a^2 l^2}{2} (\|Su\| + \|u\|).$$

(2.10)

It is easy to see from (1.3) that $\frac{a^2 l^2}{2} < 1$. Thus, by the Kato-Rellich Perturbation Theorem [31, 30], $\tilde{S}$ is self-adjoint on $D(S)$.

In order to show that $\tilde{S}$ has compact resolvent, it suffices to show that there is a $z \in \rho(\tilde{S})$ such that $R(\tilde{S}, z)$ is compact, for, by the resolvent identity, the property will follow for all $z \in \rho(\tilde{S})$. In fact, in this perturbation theory setup, it is sufficient to show that there is some $z \in \rho(S)$ such that the following inequality holds:

$$\frac{a^2 l^2}{2} \|R(z, S)\| + \frac{a^2 l^2}{2} \|SR(z, S)\| < 1,$$

(2.11)

where $R(z, S)$ denotes the resolvent of the operator $S$ at $z$. Indeed, assuming (2.11), it follows from (2.10) that for any $u \in L^2(S^2, \mathbb{C}^2)$:

$$\|(\tilde{S} - S)R(z, S)u\| \leq \frac{a^2 l^2}{2} \|SR(z, S)u\| + \frac{a^2 l^2}{2} \|R(z, S)u\| < \|u\|.$$

Therefore, $(\tilde{S} - S)R(z, S)$ is invertible with bounded inverse. Moreover:

$$\tilde{S} - zI = S + \tilde{S} - S - zI = (I + (\tilde{S} - S)R(z, S))(S - zI).$$
Consequently, $\tilde{S} - zI$ has bounded inverse given by:

$$R(z, S)(I + (\tilde{S} - S)R(z, S))^{-1}.$$ 

$R(z, S)$ is compact because $S$ has compact resolvent, so $(\tilde{S} - zI)^{-1} = R(z, \tilde{S})$ is compact.

We now show there is $z \in \rho(S)$ such that (2.11) is satisfied. By self-adjointness, it suffices to seek $z$ of the form $z = ic$. A classical resolvent estimate shows then that:

$$||R(z, S)|| \leq \frac{1}{|c|}$$

so that $||R(z, S)||$ is arbitrarily small for $|c|$ large enough. Furthermore, for any $z \in \rho(S)$ we have $||SR(z, S)|| \leq 1$, since $a^2 + \frac{1}{2} < \frac{1}{2}$, (2.11) holds for any $|c| > 2$. □

**Lemma 2.4.** — Let $\tilde{S}$ be as in Lemma 2.3, the following properties hold:

- $-\sigma(\tilde{S}) = \sigma(\tilde{S})$,
- $\sigma(\tilde{S}) \cap [-1, 1] = \emptyset$.

In particular, the eigenvalues $(\lambda_k)_{k \in \mathbb{Z}^*}$ can be indexed by $\mathbb{Z}^*$, in such a way that $\lambda_{-k} = -\lambda_k$ for each $k \in \mathbb{Z}^*$. Furthermore, for each $k \in \mathbb{Z}^*$, there is a subset $J_k \subset \mathbb{Z} + \frac{1}{2}$, such that for each $n \in J_k$ one can find

$$\psi_{k,n}(\theta, \varphi) = \begin{pmatrix} \alpha_{k,n}(\theta) \\ \beta_{k,n}(\theta) \end{pmatrix} e^{in\varphi} \in L^2(S^2, \mathbb{C}^2), ||\psi_{k,n}|| = 1,$$

unique up to a complex phase, satisfying $\tilde{S}\psi_{k,n} = \lambda_k \psi_{k,n}$. Necessarily, these form a total orthonormal family of eigenvectors for $\tilde{S}$.

**Proof.** — To prove that the spectrum of $\tilde{S}$ is disjoint from the open unit interval, it is sufficient to notice that, as a quadratic form, $\tilde{S}^2 \geq 1$. Indeed, for any $u \in D(\tilde{S})$:

$$(\tilde{S}u, \tilde{S}u) = (\sqrt{\Delta_\theta} \Delta_{\frac{1}{2}} u, \Delta_{\frac{1}{2}} u) \geq ||u||^2,$$

because $\Delta_\theta \geq 1$. The other points will be proved in a slightly more involved case in Section 4.4. □

Due to the block diagonal form of $\mathfrak{O}$, the following is an immediate consequence of the above:

**Corollary 2.5.** — The family:

$$\left\{ \psi^+_{k,n} = \begin{pmatrix} \psi_{k,n} \\ 0 \end{pmatrix}, \psi^-_{k,n} = \begin{pmatrix} 0 \\ \psi_{k,n} \end{pmatrix}, k \in \mathbb{Z}^*, n \in J_k \right\},$$

is a total orthonormal family of eigenvectors of $\mathfrak{O}$.

These results are sufficient to construct a natural decomposition of $\mathcal{H}$ that can be used to obtain a convenient representation of the operator $H_0$.
$Z^*, n \in J_k$, are not stable under the action of $\Gamma^1$. Indeed, if $\psi$ is an eigenvector with eigenvalue $\lambda$ of $\mathcal{D}$, then, since $\Gamma^1$ anti-commutes with $\Gamma^2$ and $\Gamma^3$, $\Gamma^1 \psi$ is an eigenvector with eigenvalue $-\lambda$. In particular, the block diagonal form of $\Gamma^1$ implies that $\Gamma^1 \psi^\pm_{k,n}$ and $\psi^\pm_{k,n}$ must be colinear (because $\psi_{k,n}$ is unique up to scaling). In fact, $\Gamma^1$ being unitary and symmetric, one has $\Gamma^1 \psi^\pm_{k,n} = \pm \psi^\mp_{k,n}$. The family $\psi_{k,n}$ remains total and orthonormal if $\psi_{-k,n}$ is rescaled to absorb the sign, so one can assume that: $\Gamma^1 \psi^\pm_{k,n} = \pm \psi^\mp_{k,n}$.

The subspaces:

$$\mathcal{H}_{k,n} = L^2(\mathbb{R}) \otimes \text{span} \left\{ \psi^+_{k,n}, \psi^-_{k,n}, \psi^+_{-k,n}, \psi^-_{-k,n} \right\}, k \in \mathbb{N}^*, n \in J_k,$$

are then naturally stable under $\Gamma^1$ and therefore, under $H_0$, and $\mathcal{H} = \text{span} \bigoplus_{k,n} \mathcal{H}_{k,n}$. For each $(k,n)$, $\mathcal{H}_{k,n}$ can be isometrically identified to $[L^2(\mathbb{R})]^4$ by the map:

$$b_{k,n} : \quad \mathcal{H}_{k,n} \longrightarrow [L^2(\mathbb{R})]^4$$

(2.13)

$$u_1 \psi^+_{k,n} + u_2 \psi^+_{-k,n} + u_3 \psi^-_{k,n} + u_4 \psi^-_{-k,n} \longrightarrow \frac{1}{\sqrt{2}} \begin{pmatrix} u_1 - u_2 \\ u_1 + u_2 \\ u_3 + u_4 \\ u_3 - u_4 \end{pmatrix}.$$

Through this identification the restriction, $H^k_0$, of $H_0$ to $\mathcal{H}_{k,n}$ can be written:

(2.14)

$$H^k_0 = \Gamma^1 D_{r^*} - \lambda_{k,n} g(r^*) \Gamma^2 + f(r^*).$$

This is clearly a bounded perturbation of the self-adjoint operator $\Gamma^1 D_{r^*}$ with domain $[H^1(\mathbb{R})]^4$, hence it is self-adjoint on the same domain.

We are now ready to use the lemma below(8) to obtain a description of a domain where the formal expression for $H_0$ is self-adjoint.

**Lemma 2.6.** — Let $X$ be a Hilbert space and $(X_n)_{n \in \mathbb{N}}$ a family of subspaces of $X$ such that:

$$X = \bigoplus_{n \in \mathbb{N}} X_n,$$

where the sum is topological. Let $(A_n)_{n \in \mathbb{N}}$ be a sequence of operators $A_n$ on $X_n$, such that for each $n$, $A_n$ is self-adjoint on its domain $D(A_n)$. Then the operator $A$ defined by:

$$Ax = \sum_n A_n x_n,$$

(8) see [25, Lemma 3.5] and Appendix B.3
if \( x = \sum x_n, x_n \in X_n \) for any \( n \in \mathbb{N} \) is self-adjoint on:

\[
D(A) = \left\{ x = \sum_n x_n \in X, \sum_{n \in \mathbb{N}} ||A_n x_n||^2 < \infty \right\}.
\]

The natural domain for \( H_0 \), which is always meaningful in the distributional sense, is certainly \( \{ u \in \mathcal{H}, H_0 u \in \mathcal{H} \} \), this, in fact, coincides with the domain of the operator given by the previous lemma:

\[
D(H_0) = \left\{ u = \sum_{k,n} u_{k,n} \in \mathcal{H}, \sum_{k,n} ||H_{0}^{k,n} u_{k,n}||^2 < \infty \right\}.
\]

The proof is analogous to that of [25, Lemma 3.5].

Since for each \( k \in \mathbb{N}^*, n \in J_k \), \( D \left( H_{0}^{k,n} \right) \) is isometric to \([H^1(\mathbb{R})^4]\), and \( \mathcal{S}(\mathbb{R}) \) is dense in \( H^1(\mathbb{R}) \), we deduce immediately a core for \( H_0 \), that we will simply denote by \( \mathcal{S} \). This core will be convenient for many computations, in particular, it will justify the use of the Leibniz rule when computing commutators. More precisely:

**Lemma 2.7.** \( \mathcal{S} = \perp \bigoplus_{k,n} \mathcal{S}(\mathbb{R}) \otimes \text{span} \left\{ \psi^+_{k,n}, \psi^-_{k,n}, \psi^+_{-k,n}, \psi^-_{-k,n} \right\} \) is a core for \( H_0 \).

**Proof.** cf. Appendix B.3

\[ \square \]

### 2.4. Short and long-range potentials

The construction of the wave operators, modified or not, will mainly be based on Cook’s method\(^{(9)}\) or minor variations thereof. Because of this, it will be interesting to investigate the integrability of the matrix-valued coefficients appearing in our differential operators. Amongst those, we will call “potentials”, the parts of the order 0 component of its symbol that vanish on the horizons. For our purposes, they will be split into merely three groups. Namely a potential \( V \) is:

- short-range at \(+\infty\) (resp. \(-\infty\)) if:

\[
\sup_{r^* \geq 0, \theta \in S^2} ||\langle r^* \rangle^\alpha V|| < +\infty \quad \text{(resp. } \sup_{r^* \leq 0, \theta \in S^2} ||\langle r^* \rangle^\alpha V|| < +\infty\)
\]

for some \( \alpha > 1 \),

- long-range otherwise,

\(^{(9)}\) See for example [31, Chapter 37]
• of Coulomb-type at $+\infty$ (resp. $-\infty$) if $V$ is long-range there and (2.15) holds with $\alpha = 1$.

The norm here is the operator norm on $M_4(C)$ and $\langle . \rangle$ denotes the Japanese bracket $\langle r \rangle = \sqrt{r^2 + 1}$. In relation with the symbol spaces we introduced previously, let $m, n \in \mathbb{Z}$ and suppose $V \in S_{m,n}$, then:

• $m \geq 1 \Rightarrow V$ short-range at $+\infty$,
• $n \geq 2 \Rightarrow V$ short-range at $-\infty$,
• $n = 1 \Rightarrow V$ of Coulomb type at $-\infty$.

2.5. Self-adjointness of $H^p$

It is now relatively easy to prove the self-adjointness of $H^p$, we first introduce the function:

\[ h(r, \theta) = \Delta_{\theta}^{\frac{1}{2}} \sqrt{\frac{r^2 + a^2}{\sigma}}, \]

it satisfies the following properties:

\[ |h^2 - 1| \leq 1 - a^2l^2 < 1, \]

\[ \partial_{\theta} h = \Delta_r \frac{(r^2 + a^2)a^2 \sin \theta \cos \theta \Xi}{2h\sqrt{\Delta_{\theta} \sigma^3}} \in S^{2,2}. \]

**Proof.** — The first property follows from the following chain of inequalities:

\[
0 \leq h^2 - 1 = \frac{\Delta_r a^2 \sin^2 \theta}{\sigma (\sigma + \sqrt{\Delta_{\theta} (r^2 + a^2)})} \\
\leq \frac{\Delta_r a^2 \sin^2 \theta}{\sigma^2} \\
\leq \frac{a^2}{r^2} \\
\leq \frac{a^2}{r^2} = \frac{6a^2l^2}{1 - a^2l^2 - \sqrt{(1 - a^2l^2)^2 - 12a^2l^2}} \leq 1 - a^2l^2.
\]

By Equation (1.3), $1 - a^2l^2 < 1$, the conclusion follows. $\square$

The boundedness of $\partial_r h = \frac{\Xi \Delta_{\theta}}{r^2 + a^2} \partial_r h$ and $\partial_{\theta} h$ shows that $h \in B(D(H_0))$. Indeed, $[H_0, h]$ is defined on $D(H_0)$ and:

\[ [H_0, h]u = -i\Gamma^1 \partial_r h u - i \frac{\sqrt{\Delta_{\theta} \Delta_r}}{\Xi (r^2 + a^2)} \Gamma^2 \partial_{\theta} h u, \quad u \in D(H_0). \]

Consequently, for any $u \in D(H_0)$:

\[ ||H_0 h u|| \leq ||h H_0 u|| + ||[H_0, h] u|| \leq C(||H_0 u|| + ||u||), \]
for some constant $C \in \mathbb{R}_+^*$. The following relationship between $H_0$ and $H^p$ is therefore meaningful:

\begin{equation}
 H^p = hH_0h + V_C + V_S,
 \end{equation}

with:

\begin{equation}
 V_S = -\frac{ap\sqrt{\Delta_\theta}}{\sigma} + \frac{a\Delta_\theta(r^2 + a^2)p}{\sigma^2} - \frac{a\Delta_rp}{\sigma^2 + \frac{r^2}{r_0^2} + a^2}
 + i\left[\left(ia\Delta_\theta\sqrt{\Delta_r}\left(2r\Delta_r - \frac{\Delta'_r}{2}(r^2 + a^2)\right)\right) \otimes \Gamma^2 \right]
 - i\left[\left(i\Delta_r\sqrt{\Delta_\theta}a \cos \theta - \frac{ia\Delta_r\sqrt{\Delta_\theta}(r^2 + a^2) \cos \theta}{2}\right) \otimes \Gamma^1 \right],
 \end{equation}

\begin{equation}
 V_C = \frac{\sqrt{\Delta_r\Delta_\theta}}{\sigma \sin \theta} \left(\frac{\rho^2}{\sigma} - \frac{\sqrt{\Delta_\theta}}{\Xi}\right) \Gamma^3 p + \frac{\sqrt{\Delta_r\Delta_\theta}}{\Xi \sigma} \rho m \Gamma^0
 - i\left[\left(ia\sqrt{\Delta_r \sin \theta r \Delta_\theta}\right) \otimes \Gamma^2 \right].
 \end{equation}

In the above, we have sorted the terms according to their asymptotic behaviour at $-\infty$, since at $+\infty$ all the potentials are short-range. More precisely, the terms in $V_S$ are short-range at $-\infty$ and those of $V_C$ are of Coulomb-type there. (2.18) means that $h[H_0, h]$ is short-range at both infinities.

Using Equation (2.20), one now shows that:

**Lemma 2.8.** — $H^p$ is self-adjoint on $D(H_0)$, for any $p \in \mathbb{Z} + \frac{1}{2}$.

**Proof.** — It follows from Equation (2.20) that:

\[ H^p = H_0 + (h^2 - 1)H_0 + h[H_0, h] + V_C + V_S, \]

since $[H_0, h]$ is bounded, $H^p$ is $H_0$-bounded and, using the fact that:

\[ |h^2 - 1| \leq 1 - a^2l^2 < 1, \]

the result follows from the Kato-Rellich Perturbation Theorem. 

\[ \square \]

### 2.6. Further properties of $H_0$

We briefly quote the following important properties of the simplified operator $H_0$:

**Lemma 2.9.** — As quadratic forms on $\mathcal{S}$, $H_0^2$ and $Q = D^2 + g^2(r^*)\mathcal{D}^2$ are equivalent.
Lemma 2.9 has the following important consequences:

**Corollary 2.10.** — $D(H_0) \subset H^1_{\text{loc}}$ continuously and we have the following criterion for compactness\(^{(10)}:\)

If $f, \chi \in C_\infty$ then $f(r^*)\chi(H_0)$ is compact.

**Corollary 2.11.** — $\Gamma^1 D_{r^*}$ and $g(r^*)\mathcal{D}$ are elements of $B(D(H_0), \mathcal{H})$.

The relationship between the operators $Q$ and $H_0^2$ goes even further, one can show that:

\[(2.23) \quad D(H_0^2) = D(Q)\]

The proof of these results is an adaptation of that of [25, Lemmata 4.3, 4.4, 4.6, Corollaries 4.1, 4.2 ].

3. Mourre theory

3.1. Brief overview

Mourre theory is a very powerful tool for constructing analytical scattering theories. It has been used in many different situations including the quantum $N$-particle problem [16] and for scattering of classical fields - with or without spin- in a range of black-hole type geometries [26, 13, 25]. The theory has been refined since E. Mourre’s original article [32] following, in particular, the theoretical developments in [2]. There, it is discussed that one can substitute a certain regularity condition for some of the technical conditions in Mourre’s original work. We present here a non-optimal “working” version of the theory.

We begin by making precise the aforementioned regularity condition:

**Definition 3.1.** — Let $A, H$ be two self-adjoint operators on a Hilbert space $\mathcal{H}$. We will say that $H \in C^1(A)$ if for any $u \in \mathcal{H}$ the map $s \mapsto e^{isA}(H - z)^{-1}e^{-isA}u$ is of class $C^1$ for a (and therefore all) $z \in \rho(H)$.

In other words, Definition 3.1 states that, in a certain sense, the resolvent of $H$ evolves smoothly under the action of $A^{(11)}$. An interesting technical

\(^{(10)}\) The criterion is a consequence of the Rellich-Kondrachov theorem. See for example [18].

\(^{(11)}\) This interpretation fits nicely into the Heisenberg picture, where operators evolve instead of the wave function.
consequence of this regularity is that (in the form sense) the following equation makes sense on $\mathcal{H}$.

$$[A, (H - z)^{-1}] = (H - z)^{-1}[H, A](H - z)^{-1},$$

we refer to [2] for more details.

**Definition 3.2.** — A pair $(A, H)$ of self-adjoint operators on a Hilbert space $\mathcal{H}$ such that $H \in C^1(A)$ will be said to satisfy a Mourre estimate (with compact error) on some energy interval $I \subset \mathbb{R}$ if there is a compact operator $K$ and a strictly positive constant $\mu$ such that:

$$\int_I (H) i[H, A] 1_I(H) \geq \mu 1_I(H) + K.$$

This will be written more briefly:

$$1_I(H) i[H, A] 1_I(H) \gtrsim K \mu 1_I(H).$$

The heart of Mourre theory is contained in the following theorem; the statement here differs from that in Mourre’s original article [32]; here we follow [14, 25].

**Theorem 3.3 (Mourre).** — Suppose that:

1. $H \in C^1(A)$,
2. $i[H, A]$ defined as a quadratic form on $D(H) \cap D(A)$ extends to an element of $B(D(H), \mathcal{H})$,
3. $[A, [A, H]]$ defined as a quadratic form on $D(H) \cap D(A)$ extends to a bounded operator from $D(H)$ to $D(H)^*$,
4. $(A, H)$ satisfy a Mourre estimate on $I \subset \mathbb{R}$

Then, $H$ has no singular continuous spectrum in $I$, and $H$ has at most a finite number of eigenvalues, counted with multiplicity, in $I$.

When a pair $(A, H)$ satisfy the conditions of Theorem 3.3, $A$ will be said to be a **conjugate operator** for $H$ on $I$.

### 3.2. Our conjugate operators

We will now proceed to describe our choice of conjugate operators for $H_0$ and a class of perturbations of $H_0$ that will include $H^p$, $p \in \mathbb{Z} + \frac{1}{2}$. Mourre theory is very flexible in that the notion of conjugate operator is local in energy but also, using cut-off functions, in space; this is well-illustrated in [13, 25]. As a consequence, determining a candidate for the conjugate operator of a given operator $H$ can be a very creative process,
although in many examples from physics, the generator of dilatations, or minor variations thereof, is usually a good candidate. We will see that, despite the extreme blackhole geometry, our case is no exception. As in [13], the full conjugate operator will be a combination of two operators $A_+$ and $A_-$ tailored to deal with the distinct natures of the geometry at the two asymptotic ends. Throughout the sequel we separate the two infinities using smooth cut-off functions, $j_+, j_-, j_1$ satisfying:

$$
j_-(t) = 1 \text{ if } t \leq -2, \quad j_-(t) = 0 \text{ if } t \geq -\frac{3}{2},$$
$$j_+(t) = 1 \text{ if } t \geq -\frac{3}{2}, \quad j_+(t) = 0 \text{ if } t \leq -1,$$
$$j_1(t) = 1 \text{ if } t \geq -1, \quad j_1(t) = 0 \text{ if } t \leq -\frac{3}{2}.
$$

$j_-$ and $j_1$ should be chosen such that their supports are disjoint.

3.2.1. At the simple horizon

Near $\mathcal{H}_{r_+}$, we will follow the treatment in [13] and set:

$$A_+(S) = R_+(r^*, \mathcal{D})\Gamma^1,$$

where:

$$R_+(r^*, \mathcal{D}) = (r^* - \kappa^{-1} \ln |\mathcal{D}|)j_+^2 \left(\frac{r^* - \kappa^{-1} \ln |\mathcal{D}|}{S}\right).$$

Since $|\mathcal{D}| \geq 1$, the same arguments in the proof of [13, Lemma IV.4.4] can be used to show that:

**Lemma 3.4.** — For any $S \geq 1$, uniformly in $\lambda_k, k \in \mathbb{N}^*$:

$$|R_+(r^*, \lambda_k)| \leq C(r^*).$$

In the above, $C$ is a positive constant and $R_+(r^*, \lambda_k)$ denotes the restriction of $R_+(r^*, \mathcal{D})$ to $\mathcal{H}_{k,n}$.

Despite the strange argument in the cut-off function, this choice is surprisingly simple and is essentially: $\Gamma^1 r^*$. This is motivated by the observation that, under the unitary transformation: $U = e^{-i\kappa^{-1} \ln(|\mathcal{D}|) D_{r^*}}$, the toy model on $\mathbb{R}_+ \times S^2$ given by:

$$\hat{H} = \Gamma^1 D_{r^*} + e^{-\kappa r^*} \mathcal{D} + c,$$

transforms to:

$$\hat{\mathcal{H}} = \Gamma^1 D_{r^*} + e^{-\kappa r^*} \frac{\mathcal{D}}{|\mathcal{D}|} + c.$$

The commutator with $\Gamma^1 r^*$ is then easily seen to be:

$$i[\hat{\mathcal{H}}, \Gamma^1 r^*] = 1 + 2r^* e^{-\kappa r^*} \frac{\mathcal{D}}{|\mathcal{D}|} \Gamma^1.$$
Restricting to a compact energy interval using $\chi(H)$, $\chi \in C_0^\infty(\mathbb{R})$, the second term will lead to a compact error by Corollary 2.10. Note that without the unitary transformation $U$ the commutator is:

$$i[H, \Gamma^1 r^*] = 1 + 2r^* e^{-\kappa r^*} \mathcal{O} \Gamma^1.$$ 

Here the second term is problematic, as $r^* e^{-\kappa r^*}$ does not decay faster than $e^{-\kappa r^*}$ and hence we cannot control $||r^* e^{-\kappa r^*} \mathcal{O}||$ with $||e^{-\kappa r^*} \mathcal{O}||$.

3.2.2. Near the double horizon

Let us start our discussion at $\mathcal{H}_{\infty}$ by motivating the coordinate transformation we performed in Section 2.2.

At the double horizon ($r^* \to -\infty$), the function $g$ appearing in the expression for $H_0$ decays as $O \left(\frac{1}{r^*}\right)$. This is significantly slower than the exponential decay at a simple horizon, and is similar to the behaviour at space-like infinity in an asymptotically flat spacetime. In fact, when $r^* \to -\infty$ the principal symbol of $H_0$ formally resembles:

$$\tilde{\mathcal{H}} = \Gamma^1 D_{r^*} - \frac{C}{r^*} \mathcal{O},$$

which is the massless Dirac operator (for the spinor density) for the asymptotically flat metric on $\mathbb{R}^*_* \times S^2$:

$$\eta = dt^2 - dr^{*2} - \left(\frac{r^*}{C}\right)^2 \frac{1}{\Delta \theta} d\sigma^2.$$ 

This suggests that we should try to treat the double horizon in a similar manner to space-like infinity, and in particular that $A = \frac{1}{2} \{D_{r^*}, r^*\}$ should be a reasonable candidate for a conjugate operator there; indeed,

$$i[\tilde{\mathcal{H}}, A] = \tilde{\mathcal{H}}.$$ 

However, had we used the original Boyer-Lindquist like coordinates $(t, r, \theta, \varphi)$, near $r^* \to -\infty$, we would have been lead to set:

$$\tilde{H}_0 = \Gamma^1 D_{r^*} + g(r^*) \mathcal{O} + \tilde{f}(r^*),$$

where $\tilde{f} \in \mathcal{S}^{0,0}$ and $\lim_{r^* \to -\infty} \tilde{f}(r^*) = c_0 = \frac{a}{r_e^2 + a^2}$. The corresponding toy model would hence be: $\tilde{\mathcal{H}} + c_0$. Since $A$ commutes with constants, we need to modify it to generalise Equation (3.6). This can be achieved simply by appending $\Gamma_1 c_0 r^*$ to $A$. However, in doing so, we are immediately confronted to similar issues (that are carefully avoided by the unitary transformation...
described above at the simple horizon. The solution relies on the morphism properties of \( \exp \) and the fact that \( r^* e^{k_+ r^*} = o \) as \( r^* \to -\infty \). In our situation, even if we can imagine trying to exploit the morphism properties of \( t \mapsto \frac{1}{t} \), with a unitary transformation such as \( \tilde{U} = e^{-\frac{i}{2} \ln |D|^2(D^*, r^*)} \), the error may not be compact simply because there is no decay left! The coordinate change performed in Section 2.2 circumvents the problem entirely by shifting the potential to the simple horizon, where we know how to treat it. In the sequel we set:

\[
A^-(S) = \frac{1}{2} \{ R^-(r^*), D_{r^*} \},
\]

where,

\[
R^-(r^*) = j^2 \left( \frac{r^*}{S} \right) r^*,
\]

\( \{ \cdot, \cdot \} \) denotes the anti-commutator and \( S \geq 1 \) is a real parameter.

The conjugate operator \( A_I \) will vary depending on the energy interval \( I \), in fact we will show that there is \( S_I \in [1, +\infty) \) such that on \( I \) either:

\[
A_+ (S_I) + A^- (S_I) \quad \text{if} \quad I \subset (0, +\infty),
\]

\[
A_+ (S_I) - A^- (S_I) \quad \text{if} \quad I \subset (-\infty, 0),
\]

is a conjugate operator on \( I \).

### 3.3. The technical conditions

Despite being the key assumption in Mourre theory, the estimate (3.1) alone is not sufficient for the conclusion of Theorem 3.3. However, checking the more technical conditions of Theorem 3.3 is quite involved and diverts from the core of the text without offering much insight. For this reason, we have chosen to put the outline of the proof in Appendix C. We nevertheless record here the appropriate conclusions of these developments:

**Proposition 3.5.** — For any \( S \geq 1 \), \( A_\pm (S) \) and \( A_+ (S) \pm A_- (S) \) are essentially self-adjoint on \( \mathcal{H} \).

**Proposition 3.6.** — Let \( H \) be an operator on \( \mathcal{H} \) defined by:

\[
H = h H_0 h + V,
\]

where\(^{12}\):

- \( V \) is a matrix-valued potential such that \( V \in S^{1,1} \)

\(^{12}\)These assumptions are not optimal
• $h \in C_b^\infty([0, \pi])$ such that $h > 0$, $|h^2 - 1| \leq c < 1$, $\partial_r h, \partial_\theta h, h^2 - 1 \in S^{1,1}$.

Any such operator is self-adjoint on $\mathcal{H}$ with domain $D(H_0)$ by the Kato-Rellich theorem. Furthermore for any $A \in \{A_\pm(S), A_+(S) \pm A_-(S)\}$:

1. The quadratic forms $i[H, A]$ and $i[[H, A], A]$ on $D(H) \cap D(A)$ extend to elements of $\mathcal{B}(D(H), \mathcal{H})$;
2. $H \in C^2(A)$.

We record here for future reference a further property of the operators $H$ in the preceding proposition:

**Lemma 3.7.** $D(H^2) = D(H_0^2)$.

For a proof we refer to [25, Lemma 4.6]. The functions $h$ and $V = V_C + V_S$ of $H^p$ satisfy slightly better conditions than those above:

**Lemma 3.8.**

- The function $h$ defined by Equation (2.16) satisfies:
  
  $h^2 - 1, \partial_r h, \partial_\theta h \in S^{2,2}$.

- Let $V_C$ and $V_S$ be as in Equations (2.22) and (2.21) then:
  
  $V_C \in S^{1,1}, V_S \in S^{1,2}$.

### 3.4. Mourre estimates for $H_0$

We shall now move on to derive Mourre inequalities, naturally, we will treat $\mathcal{H}_{r_0}$ and $\mathcal{H}_{r_+}$ separately.

#### 3.4.1. Near the double horizon

We begin with:

**Lemma 3.9.** Let $\chi \in C_0^\infty(\mathbb{R})$ then for any $S \geq 1$;

\begin{equation}
\chi(H_0) i[H_0, A_-(S)] \chi(H_0) \sim \chi(H_0) j_-(\frac{r^*}{S}) H_0 j_-(\frac{r^*}{S}) \chi(H_0),
\end{equation}

where $\sim$ is used to denote equality up to a compact error.
Proof. — One has:

\[
\begin{align*}
i[H_0, A_-(S)] &= \Gamma^1 R^\prime_-(r^*) D_{r^*} - \frac{i}{2} \Gamma^1 R^{\prime\prime}_-(r^*) \\
&\quad - R_-(r^*) g'(r^*) \mathcal{D} - R_-(r^*) f'(r^*) \\
&= j_-(\frac{r^*}{S}) \Gamma^1 D_{r^*} j_-(\frac{r^*}{S}) + 2r^* j_-(\frac{r^*}{S}) j'_-(\frac{r^*}{S}) \Gamma^1 D_{r^*} \\
&\quad - \frac{i}{S} j'_-(\frac{r^*}{S}) j_-(\frac{r^*}{S}) - \frac{ir^*}{S^2} (j'_-(\frac{r^*}{S}))^2 \\
&\quad - \frac{ir^*}{S^2} j'_-(\frac{r^*}{S}) j_-(\frac{r^*}{S}) - R_-(r^*) (g'(r^*) \mathcal{D} + f'(r^*)).
\end{align*}
\]

(3.12)

Note that if 0 ≤ χ ≤ 1 is a smooth function with compact support in \( \mathbb{R} \), since \( j' \) has compact support, Corollary 2.10 implies that the terms underlined above will only lead to compact terms in \( \chi(H_0) i[H_0, A_-(S)] \chi(H_0) \), consequently:

\[
\begin{align*}
\chi(H_0) i[H_0, A_-(S)] \chi(H_0) &\sim \chi(H_0) \left( j_-(\frac{r^*}{S}) \Gamma^1 D_{r^*} j_-(\frac{r^*}{S}) \\
&\quad + 2r^* j_-(\frac{r^*}{S}) j'_-(\frac{r^*}{S}) \Gamma^1 D_{r^*} \\
&\quad - R_-(r^*) (g'(r^*) \mathcal{D} + f'(r^*)) \right) \chi(H_0).
\end{align*}
\]

(3.13)

Using Corollary 2.11, one can show that \( 2r^* j_-(\frac{r^*}{S}) j'_-(\frac{r^*}{S}) \Gamma^1 D_{r^*} \chi(H_0) \) is also compact. Indeed, let \( \gamma(r^*) = 2r^* j_-(\frac{r^*}{S}) j'_-(\frac{r^*}{S}) \) and note that \( \gamma \in C_\infty^0(\mathbb{R}) \). For any \( u \in \mathcal{H} \), one has:

\[
\gamma(r^*) \Gamma^1 D_{r^*} \chi(H_0) u = \Gamma^1 D_{r^*} \gamma(r^*) \chi(H_0) u + i \Gamma^1 \gamma'(r^*) \chi(H_0) u.
\]

(3.14)

Corollary 2.11 implies that there is \( C_1 > 0 \) such that for any \( u \in D(H_0) \),

\[
||\Gamma^1 D_{r^*} u|| \leq C_1 (||H_0 u|| + ||u||).
\]

Hence:

\[
||\gamma(r^*) \Gamma^1 D_{r^*} \chi(H_0) u|| \leq ||\Gamma^1 D_{r^*} \gamma(r^*) \chi(H_0) u|| + ||\gamma'(r^*) \chi(H_0) u||,
\]

\[
\leq C_1 ||H_0 \gamma(r^*) \chi(H_0) u|| + C_1 ||\gamma(r^*) \chi(H_0) u||
\]

\[
+ ||\gamma'(r^*) \chi(H_0) u||,
\]

\[
\leq C_1 ||\gamma(r^*) H_0 \chi(H_0) u|| + C_1 ||\gamma(r^*) \chi(H_0) u||
\]

\[
+ (1 + C_1) ||\gamma'(r^*) \chi(H_0) u||.
\]

According to Corollary 2.10 the operators \( \gamma(r^*) H_0 \chi(H_0) \), \( \gamma(r^*) \chi(H_0) \) and \( \gamma'(r^*) \chi(H_0) \) are all compact and so it follows from a simple extraction.
argument that $\gamma(r^*)\Gamma D_r\chi(H_0)$ must be too. Thus:

$$\chi(H_0)i[H_0, A_-(S)]\chi(H_0) \sim \chi(H_0)j_-(\frac{r^*}{S})\Gamma D_rj_-(\frac{r^*}{S}) - R_-(r^*) (g'(r^*)\mathcal{D} + f'(r^*)) \chi(H_0).$$

Now, (3.15) can be rewritten:

$$\chi(H_0)i[H_0, A_-(S)]\chi(H_0) \sim \chi(H_0)j_-(\frac{r^*}{S})H_0j_-(\frac{r^*}{S})\chi(H_0) - \chi(H_0)j_-(\frac{r^*}{S}) (g(r^*) + r^*g'(r^*)) \mathcal{D}\chi(H_0) - \chi(H_0)j_-(\frac{r^*}{S}) (f(r^*) + r^*f'(r^*)) \chi(H_0).$$

Since $f(r^*) + r^*f'(r^*) \to 0$ when $r^* \to -\infty$, it follows from Corollary 2.10 that the terms in the last line of the previous equation are compact. The compactness of those on the middle line is also a consequence of Corollary 2.10, because near the double horizon $r_+ \to -\infty$ ($r \to r_e$) one has:

$$r^*g'(r^*) + g(r^*) = \left(1 + \frac{r^*}{\Xi(r_e^2 + a^2)} \frac{\Delta_r'}{2} + O\left(\frac{1}{r^*}\right)\right) g(r^*),$$

and:

$$\Delta_r' = 2l^2(r - r_e)(r_e - r_+)(r_+ - r_e) + O((r - r_e)^2),$$

$$= -2\frac{(3Mr_e - 4a^2)(r - r_e)}{r_e^2} + O((r - r_e)^2).$$

Using (1.12) we obtain that:

$$\Delta_r' = -2\frac{(r_e^2 + a^2)\Xi}{r^*} + o\left(\frac{1}{r^*}\right).$$

From which it follows:

$$r^*g'(r^*) + g(r^*) = o(g(r^*)).$$

Therefore, there is a continuous function $\varepsilon \in C_\infty(\mathbb{R})$ such that:

$$\|j_-(\frac{r^*}{S})(r^*g'(r^*) + g(r^*))\mathcal{D}\chi(H_0)\| = \|g(r^*)\mathcal{D}\varepsilon(r^*)\chi(H_0)\|,$$

$$\leq \|H_0\varepsilon(r^*)\chi(H_0)\| + \|\varepsilon(r^*)\chi(H_0)\|.$$
Proposition 3.10. — Let \( \chi \) be of a compact support contained in \((0, +\infty)\) and \( \mu > 0 \) be such that \( \text{supp} \chi \subset [\mu, +\infty) \) then for any \( S \geq 1 \):

\[
(3.17) \quad \chi(H_0)i[H_0, A_-(S)]\chi(H_0) \gtrsim_{K} \mu \chi(H_0)j^2(\frac{r^*}{S})\chi(H_0).
\]

The result holds also if \( \text{supp} \chi \subset (-\infty, 0) \), if we replace \( A_-(S) \) by \(-A_-(S)\).

Proof. — Using Lemma 3.9, it is sufficient to prove that:

\[
\chi(H_0)j_-(\frac{r^*}{S})H_0j_-(\frac{r^*}{S})\chi(H_0) \gtrsim_{K} \mu \chi(H_0)j^2(\frac{r^*}{S})\chi(H_0).
\]

Our first step is to note that, although \( \chi(H_0) \) and \( j_-(\frac{r^*}{S}) \) do not commute, their commutator is a compact operator. This can be seen using the Helffer-Sjöstrand formula [27, Proposition 7.2], for one has:

\[
(3.18) \quad \left[\chi(H_0), j_-(\frac{r^*}{S})\right] = \frac{i}{2\pi} \int_{\mathbb{C}} \partial_{\bar{z}} \hat{\chi}(z)[(H_0 - z)^{-1}, j_-(\frac{r^*}{S})]dz \wedge d\bar{z},
\]

\[
= -\frac{i}{2\pi} \int \partial_{\bar{z}} \hat{\chi}(z)(H_0 - z)^{-1}[H_0, j_-(\frac{r^*}{S})](H_0 - z)^{-1}dz \wedge d\bar{z}.
\]

The second equation makes sense since \( j_-(\frac{r^*}{S}) \) is bounded and \([H_0, j_-(\frac{r^*}{S})]\) extends to a bounded operator on \( \mathcal{H} \). Furthermore, the integral exists in the norm topology, so the compactness of the commutator follows from that of the integrand which, again, is a consequence of Corollary 2.10 since:

\[
[H_0, j_-(\frac{r^*}{S})] = -\frac{i}{S} \Gamma^1 j'_-(\frac{r^*}{S}).
\]

Now \( \chi(H_0)j_-(\frac{r^*}{S})H_0j_-(\frac{r^*}{S})\chi(H_0) \) is equal to

\[
\left. j_-(\frac{r^*}{S})\chi(H_0)H_0\chi(H_0)j_-(\frac{r^*}{S}) + j_-(\frac{r^*}{S})\chi(H_0)H_0[j_-(\frac{r^*}{S}), \chi(H_0)] + [\chi(H_0), j_-(\frac{r^*}{S})]H_0j_-(\frac{r^*}{S})\chi(H_0). \right.
\]

The underlined terms form a symmetric compact operator and denoting\(^{(13)}\)

\[ E \]

the operator-valued spectral measure, for any \( u \in \mathcal{H} \):

\[
(j_-(\frac{r^*}{S})\chi(H_0)H_0\chi(H_0)j_-(\frac{r^*}{S})u, u) = \langle \chi(H_0)H_0\chi(H_0)j_-(\frac{r^*}{S})u, j_-(\frac{r^*}{S})u \rangle,
\]

\[
= \int t\chi^2(t)(E(dt)j_-(\frac{r^*}{S})u, j_-(\frac{r^*}{S})u),
\]

\[
\geq \mu(j_-(\frac{r^*}{S})\chi(H_0))^2j_-(\frac{r^*}{S})u, u).
\]

\(^{(13)}\)following the notations of [31].
In other words:

\[
 j_-(\frac{r^*}{S})\chi(H_0)H_0\chi(H_0)j_-(\frac{r^*}{S}) \geq \mu j_-(\frac{r^*}{S})\chi(H_0)^2 j_-(\frac{r^*}{S}),
\]

(3.19)

\[
 \gtrsim K \mu \chi(H_0)^2 j_-(\frac{r^*}{S})\chi(H_0),
\]

where we have used once more the compactness of the commutator \([\chi(H_0), j_-(\frac{r^*}{S})]\).

Similar arguments prove the final point. \(\square\)

3.4.2. At the simple horizon

The decomposition of the Hilbert space constructed in Section 2.3 and the results discussed there concerning the properties of the eigenvalues, mean that the proof of the Mourre estimate at the simple horizon in [13], applies to our case without any essential modification. Hence we quote without proof:

Proposition 3.11 ([13, Lemma IV.4.11]). — Let \(\lambda_0 \in \mathbb{R}\), then there are \(\chi \in C^\infty_0(\mathbb{R})\) such that \(\lambda_0 \in \text{supp } \chi\) and \(\mu \in \mathbb{R}^*_+\) such that:

(3.20) \[
 \chi(H_0)i[H_0, A_+(S)]\chi(H_0) \gtrsim K \mu \chi(H_0)^2 j_1(\frac{r^*}{S})\chi(H_0),
\]

for large enough \(S \in \mathbb{R}^*_+\).

Remark 3.12. — It is interesting to remark the difference in the formulation of Propositions 3.10 and 3.11. Only the latter truly restricts the size of the neighbourhood on which we have a Mourre estimate, Proposition 3.10 on the other hand, simply forbids a Mourre estimate on a neighbourhood of 0.

Combining the two previous results leads to:

Proposition 3.13. — Let \(\lambda_0 \in \mathbb{R}^*_+\):

- If \(\lambda_0 > 0\), then one can find an interval \(I \subset (0, +\infty)\) containing \(\lambda_0\) and \(\mu > 0\) such that:

(3.21) \[
 1_I(H_0)i[H_0, A_+(S) + A_-(S)]1_I(H_0) \gtrsim K \mu 1_I(H_0),
\]

for large enough \(S \in \mathbb{R}^*_+\).

- If \(\lambda_0 < 0\), then one can find an interval \(I \subset (-\infty, 0)\) containing \(\lambda_0\) and \(\mu > 0\) such that:

(3.22) \[
 1_I(H_0)i[H_0, A_+(S) - A_-(S)]1_I(H_0) \gtrsim K \mu 1_I(H_0),
\]

for large enough \(S \in \mathbb{R}^*_+\).
3.5. Mourre estimate for $H$

Now that we have at our disposition a Mourre estimate for $H_0$, we can deduce from it Mourre estimates for any operator $H$ satisfying (3.10). Their spectral theory is closely related to that of $H_0$ as illustrated by the following lemma.

**Lemma 3.14.** — For any $\chi \in C_0^\infty(\mathbb{R})$, $(H_0 - i)^{-1} - (H - i)^{-1}$ and $\chi(H_0) - \chi(H)$ are compact. In particular, $H_0$ and $H$ have the same essential spectrum. (Weyl’s Theorem).

**Proof.** — One has for any $z \in \mathbb{C} \setminus \mathbb{R}$:

$$(H_0 - z)^{-1} - (H - z)^{-1} = (H - z)^{-1}(H - H_0)(H_0 - z)^{-1},$$

for some matrix $\tilde{V}$ whose coefficients are in $C_\infty(\mathbb{R})$. Compactness of $(H_0 - i)^{-1} - (H - i)^{-1}$ is, once more, a consequence of Corollary 2.10. That of $\chi(H_0) - \chi(H)$ follows from this since the Helffer-Sjöstrand formula (14) leads to:

$$(3.23) \quad \chi(H) - \chi(H_0) = \frac{i}{2\pi} \int \partial z \tilde{\chi}(z) \left( (H - z)^{-1} - (H_0 - z)^{-1} \right) dz \wedge d\bar{z},$$

the integral converges in norm so compactness of the integrand implies that of the integral. □

An immediate consequence of Lemma 3.14 is that for any $\chi \in C_0^\infty(\mathbb{R})$:

$$(3.24) \quad \chi(H)[iH, A(S)]\chi(H) \sim_K \chi(H_0)[iH, A(S)]\chi(H_0).$$

Now, writing $H = H_0 + (h^2 - 1)H_0 + h[H_0, h] + V$, let us consider:

$$\chi(H_0)[(h^2 - 1)H_0 + h[H_0, h] + V, A_\pm(S)]\chi(H_0),$$

we will in fact find that it is compact, so that:

$$(3.25) \quad \chi(H)[iH, A]\chi(H) \sim_K \chi(H_0)[iH_0, A]\chi(H_0).$$

We recall our main tool:

**Corollary.** — Corollary 2.10, Section 2.

If $f, \chi \in C_\infty$ then $f(r^*)\chi(H_0)$ is compact.

\(^{(14)}\) see [27, Proposition 7.2]
To simplify notations we drop the dependence on $S$ of the operator $A_-$. Consider first:

$$\text{(3.26)} \quad [(h^2 - 1)H_0, A_\pm] = (h^2 - 1)[H_0, A_\pm] - [A_\pm, h^2 - 1]H_0.$$

$(h^2 - 1) \in S^{1,1}$ so, by Corollary 2.10, $(h^2 - 1)\chi(H_0)$ is compact. Therefore, so is: $\chi(H_0)(h^2 - 1) = ((h^2 - 1)\chi(H_0))^*$. Since $[H_0, A_\pm] \in B(D(H_0), \mathcal{H})$, we conclude that $\chi(H_0)(h^2 - 1)[H_0, A_\pm]\chi(H_0)$ is compact. Moreover:

$$[A_-, h^2 - 1] = -iR_-(r^*)2hh' \in S^{\infty,1},$$

so $[A_-, h^2 - 1]\chi(H_0)$ is also compact.

Next we consider the term:

$$[A_+, h^2 - 1] = \Gamma^1(R_+(r^*, D)(h^2 - 1) - ((R_+(r^*, D)(h^2 - 1))^*).$$

Note that:

$$R_+(r^*, D)(h^2 - 1) = R_+(r^*, D)(r^*)^{-1}(r^*)(h^2 - 1),$$

$$= R_+(r^*, D)(r^*)^{-1}j_2^2(\frac{r^*}{S})(r^*)(h^2 - 1).$$

The last equality is a consequence of the choice of support of $j_1$ and $j_+$: recall that $j_1(t) = 1$ for $t \geq -1$ and $r^* \geq -S$ when $j_+(\frac{r^*}{S}) \neq 0$ so $j_2^2(\frac{r^*}{S}) = 1$ whenever the term is non-zero. $\langle r^* \rangle j_2^2(\frac{r^*}{S})(h^2 - 1)\chi(H_0)$ is therefore compact because $j_2^2(\frac{r^*}{S})(h^2 - 1) \in S^{1, \infty}$.

Additionally, Lemma 3.4 implies that $R_+(r^*, D)(r^*)^{-1}$ extends to a bounded operator on $\mathcal{H}$. The compactness of $\chi(H_0)[(h^2 - 1)H_0, A_\pm]\chi(H_0)$ follows. The term:

$$[V, A_+] = [VR_+(r^*, D)\Gamma^1 - \Gamma^1R_+(r^*, D)V],$$

is treated identically:

$$R_+(r^*, D)V = R_+(r^*, D)(r^*)^{-1}(r^*)j_2^2(\frac{r^*}{S})V,$$

and $j_2^2(\frac{r^*}{S})V \in S^{1, \infty}$ so $R_+(r^*, D)V\chi(H_0)$ is compact. Lastly using:

$$= iR_-(r^*)V' \in S^{\infty,1},$$

$h[H_0, h] = -ih(\Gamma^1\partial_r h + \sqrt{\Delta g(r^*)}\Gamma^2\partial_\theta h), \quad A_- R_-(r^*)[h' (\Gamma^1 h' + \Gamma^2 \sqrt{\Delta g(r^*)}\partial_\theta h) + h\Gamma^1 \partial_\theta^2 h$,

$$+ h\Gamma^2 \sqrt{\Delta g(r^*)}\partial_r \partial_\theta h + h\Gamma^2 \sqrt{\Delta g(r^*)}\partial_\theta h] \in S^{\infty,1}$$. 

$h[H_0, h], A_+] = -i\Gamma^1[h\partial_r h, R_+(r^*, D)] - i[h\sqrt{\Delta g(r^*)}\Gamma^2\partial_\theta h, \Gamma^1 R_+(r^*, D)]$. 

and similar arguments as before, we conclude that the remaining terms are also compact. Therefore, we have proved the following:
Proposition 3.15. — Let $H$ be an operator defined by $(3.10)$, then the conclusion of Proposition 3.13 is true with $H$ in place of $H_0$.

3.6. Propagation estimates and other consequences of the Mourre estimate

3.6.1. On the spectrum of $H_0$ and $H$

The first important consequence of the estimate above is that Theorem 3.3 applies to $H$ and $H_0$, on any interval disjoint from $\{0\}$. Hence, $H$ and $H_0$ have no singular continuous spectrum and all eigenvalues, other than possibly 0, are of finite multiplicity. In fact, $H_0$ has no eigenvalue, as the following classical “Grönwall lemma” argument shows.

Proof that $H_0$ has no pure point spectrum. — We only need to seek eigenvalues for $H_0$ on each of the subspaces $\mathcal{H}_{k,n}$, which, we recall, can be identified with $[L^2(\mathbb{R})]^4$. Let $\lambda \in \mathbb{R}$ and suppose that $u \in [L^2(\mathbb{R})]^4$ satisfies:

$$H_0^{k,n} u = \left( \lambda + \frac{ap}{r^2_e + a^2} - \frac{ap}{r^2_e + a^2} \right) u,$$

then $u \in [H^1(\mathbb{R})]^4$ and $u$ vanishes at infinity. This is also true of the function $w : r^* \mapsto e^{-i\Gamma_1 \lambda r^*} u(r^*)$. $w$ additionally satisfies:

$$w'(r^*) = e^{-i\Gamma_1 \lambda r^*} (-i\Gamma_1) (\lambda u(r^*) - \Gamma_1 D_{r^*} u(r^*)) = e^{-i\Gamma_1 \lambda r^*} (-i\Gamma_1) I(r^*) e^{i\Gamma_1 \lambda r^*} w(r^*),$$

where: $I(r^*) = \left( -\lambda_k g(r^*) \Gamma^2 + f(r^*) - \left( \frac{ap}{r^2_e + a^2} - \frac{ap}{r^2_e + a^2} \right) \right)$. From this, we deduce:

$$||w(r^*)|| \leq \int_{r^*}^{+\infty} ||I(r^*)|| ||w(r^*)|| \, dr^*,$$

Because $||I||$ is integrable near $+\infty$, it follows from the integral form of Grönwall’s lemma that $w = 0$ and therefore $u = 0$. □

Using the separability of the Dirac equation in Kerr-de Sitter, a modified version of this argument shows that the full Dirac operator has no eigenvalues, we refer to [6]. We summarise these conclusions in the following lemma:

Lemma 3.16. — Let $H$ be an operator defined by $(3.10)$ then:

- $H$ has no singular continuous spectrum,
- $\sigma_{ess}(H) = \mathbb{R}$,
\* \( \sigma_{pp}(H) \subset \{0\} \) and if 0 is an eigenvalue then it has infinite multiplicity.\(^{(15)}\)

### 3.6.2. Strict Mourre estimates

Let \( H \in C^1(A) \), \((H, A)\) is said to satisfy a strict Mourre estimate on some interval \( I \subset \mathbb{R} \), if it satisfies a Mourre estimate with vanishing compact error. This slightly stricter condition will be required shortly for the important conclusion of Theorem 3.17. Nevertheless, if \((H, A)\) satisfies a Mourre estimate on some open interval \( I \subset \mathbb{R} \), then for any \( \lambda \in I \) that is not an eigenvalue of \( H \), one can find a small neighbourhood \( J = (-\varepsilon + \lambda, \lambda - \varepsilon) \) of \( \lambda \in I \) such that it satisfies a strict Mourre estimate on \( J \). To see this we give a simplified version of the argument in the proof of [2, Lemma 7.2.12]: let, for any \( n \) large enough such that \((-\frac{1}{n} + \lambda, \lambda + \frac{1}{n}) \subset I \), \( E_n = \mathcal{E}((-\frac{1}{n} + \lambda, \lambda + \frac{1}{n})) \); where \( \mathcal{E} \) is the spectral measure of \( H \). Then:

\[
\lim_{n \to \infty} E_n = \mathcal{E}(\lambda) = 0,
\]

as \( \lambda \) is not an eigenvalue. It follows that for any compact operator \( K \):

\[
\lim_{n \to \infty} E_nK = 0.
\]

Therefore, if \( \varepsilon > 0 \), one can find \( N \), such that for any \( n \geq N \):

\[
|\langle E_nK| \rangle x \rangle \leq \varepsilon \|x\|^2,
\]

so that for \( n \geq N \):

\[
E_nK = -\varepsilon \Rightarrow E_nK \geq -\varepsilon E_n.
\]

Hence, if \( 1_I(H)i[H, A]1_I(H) \geq \mu + K \), then:

\[
E_ni[H, A]E_n \geq (\mu - \varepsilon)E_n.
\]

Consequently, on small enough intervals around any non-eigenvalue, one has a strict Mourre estimate for any \( \nu \in (0, \mu) \).

In the case of \( H \) and \( H_0 \), the only possible eigenvalue is 0. All our estimates avoid this point, therefore they can all be upgraded to strict estimates on small enough intervals around any point of \( \mathbb{R}^* \).

\(^{(15)}\)\( \sigma_{pp}(H) \), the pure-point spectrum, is the set of all eigenvalues of \( H \). It is not to be confused with the discrete spectrum, \( \sigma_{disc}(H) = \mathbb{R} \setminus \sigma_{ess}(H) \), the set of all isolated eigenvalues with finite multiplicity.
3.6.3. Minimal velocity estimate

One of the most powerful consequences of the hypotheses of Mourre theory, largely discussed and optimised in [2], is that it leads to a (generalised) limiting absorption principle. In our case, thanks to Proposition 3.6, \( H_0, H \in C^2(A) \), and we directly have access to an abstract propagation estimate due to Sigal-Soffer [37]:

**Theorem 3.17.** — Let \( (H, A) \) be a pair of self-adjoint operators on a Hilbert space \( \mathcal{H} \). Suppose that \( A \) is a conjugate operator for \( H \) on \( I \subset \mathbb{R} \) and that \( H \in C^{1+\varepsilon}(A), (\varepsilon \in \mathbb{R}^+_\)\). Let \( \mu \in \mathbb{R}^+ \) be such that:

\[
1 \left[ \varepsilon \right] \left( H \right) i[H, A] 1 \left( H \right) \geq \mu 1 \left( H \right).
\]

Then, for any \( b, \chi \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp} \chi \subset I \) and \( \text{supp} \ b \subset (-\infty, \mu) \) one has:

\[
\forall u \in \mathcal{H}, \quad \int_1^{+\infty} \left\| b \left( \frac{A}{t} \right) \chi(H)e^{-iHt}u \right\|^2 \, \frac{dt}{t} \leq C \|u\|^2,
\]

(3.27)

\[
\text{s- lim}_{t \rightarrow +\infty} b \left( \frac{A}{t} \right) \chi(H)e^{-iHt} = 0.
\]

The importance of Theorem 3.17 is more obvious when the conjugate operator can be replaced by simpler operators that help to understand the propagation of fields. In [14, Lemma IV.4.13], it is shown that in the case of the operators under consideration here, \( A \) can be replaced with \( |r^*| \), and we obtain:

**Proposition 3.18.** — Let \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp} \chi \cap \{0\} = \emptyset \), then for any \( H \) defined by Equation (3.10), there are \( \varepsilon_{\chi}, C \in \mathbb{R}^+_\) such that for any \( \psi \in \mathcal{H} \):

\[
\int_1^{+\infty} \left\| 1_{[0, \varepsilon_{\chi}]} \left( \frac{|r^*|}{t} \right) \chi(H)e^{-itH} \psi \right\|^2 \, \frac{dt}{t} \leq C \|\psi\|^2.
\]

(3.28)

Furthermore:

\[
\text{s- lim}_{t \rightarrow +\infty} 1_{[0, \varepsilon_{\chi}]} \left( \frac{|r^*|}{t} \right) \chi(H)e^{-itH} = 0.
\]

(3.29)

This “minimal velocity estimate” means that, given a certain energy interval, all fields with energy in that interval, must be outside of the “cone” \( \{|r^*| < \varepsilon_{\chi} t\} \) at late times; it will be crucial to the construction of the wave operators.
3.6.4. Maximal velocity estimate

Independently of Mourre theory, one can show that we also have a natural “maximal velocity estimate”, that is a consequence of the geometry:

**Proposition 3.19.** — Let $\delta \in (0, 1), b \in C^\infty_0(\mathbb{R})$ be such that $\text{supp } b \cap [-1 - \delta, 1 + \delta] = \emptyset$, then there is some constant $C \in \mathbb{R}^*$ such that for any $u \in \mathcal{H}$:

\[
\int_1^{+\infty} \left\| b\left(\frac{r^*}{t}\right)e^{-itH} u \right\|^2 \frac{dt}{t} \leq C||u||^2.
\]

Furthermore, for any $b \in C^\infty(\mathbb{R})$ such that $b \equiv 0$ on $[-1 - \delta, 1 + \delta]$ and $b = 1$ for $|r|$ large, then:

\[
s - \lim_{t \to \infty} b\left(\frac{r^*}{t}\right)e^{-itH} = 0
\]

The proof is identical to that of [13, Proposition IV.4.4].

3.6.5. What of $t \to -\infty$?

Up to now, we have only discussed estimates in the far future, and have said nothing of the far past. After thorough inspection, one can convince onself that all the results here hold for $-H$ (the conjugate operator should also be replaced by its opposite), but, there is a faster way to see this. The Kerr-de Sitter metric (1.1) is invariant under the simultaneous substitutions:

\[
\begin{align*}
    t & \to -t \\
a & \to -a
\end{align*}
\]

This is intuitively reasonable because a time reversed black-hole will rotate in the opposite way. Consequently, all the results in the section have suitable analogs at $t \to -\infty$.

4. Intermediate wave operators

4.1. Overall strategy

In this section our goal is to show that, despite the long-range nonspherically symmetric potentials at the double horizon, it is still possible
to reduce the scattering problem to a 1-dimensional one. To this end, we introduce the following operators:

\[ H_1 = H_0 + h^{-1}V_C h^{-1}, \]
\[ H_e = H_0 + g(r^*) \vartheta(\theta), \]

with:

\[ \vartheta(\theta) = \frac{a^2 \sin \theta}{\sqrt{\Delta_\theta}} \left( \frac{l^2 r_e^2 - 1}{r_e^2 + a^2} \right) \Gamma^3 p + \rho_c m \Gamma^0 - \frac{a \sin \vartheta r_e}{2 \rho_e^2} \sqrt{\Delta_\theta} \tilde{\gamma}, \]
\[ \rho_e = r_e^2 + a^2 \cos^2 \theta, \quad \tilde{\gamma} = \left[ \begin{array}{cc} \sigma_x & 0 \\ 0 & \sigma_x \end{array} \right]. \]

Finally, \( V_C \) and \( V_S \) are defined by equations (2.21) and (2.22), their asymptotic behaviour is described in Lemma 3.8.

Both \( H_1 \) and \( H_e \) are of the prescribed form (3.10), hence the theory presented in Section 3 applies to them. We will show that we can compare the full operator \( H \equiv H^p = hH_0 h + V_S + V_C \) to simplified dynamics as so:

\[
H \xrightarrow{r^* \to \pm \infty} \begin{cases} 
H_1 \quad \text{as } r^* \to +\infty \\
H_0 \quad \text{as } r^* \to -\infty 
\end{cases}
\]

**4.2. First comparison**

The first step is to compare \( H \) to \( H_1 \). Here, there is no distinction between the behaviour at the different horizons because:

\[
H - H_1 = (h^2 - 1)H_0 + h[H_0, h] + V_S + (h^2 - 1)h^{-2}V_C
\equiv (h^2 - 1)H_1 + V_S + h[H_0, h],
\]

and \( V_S + h[H_0, h] \equiv \tilde{V}_S \) is short-range. Proposition 3.18 is the key to prove:

**Proposition 4.1.** — The generalised wave-operators:

\[
\Omega^1_\pm = s \lim_{t \to \pm \infty} e^{itH_1} e^{-itH} P_c(H),
\]
\[
\tilde{\Omega}^1_\pm = s \lim_{t \to \pm \infty} e^{itH} e^{-itH_1} P_c(H_1),
\]

exist, where, for any self-adjoint operator \( B \), \( P_c(B) \) denotes the projection onto the absolutely continuous subspace of \( B \).
**Proof.** — We show the existence of the first limit at \( t \to +\infty \) the other cases are similar. We begin by remarking that:

\[
\bigcup_{\chi \in C_0^\infty (\mathbb{R}), \text{supp } \chi \cap \{0\} = \emptyset} \chi(H) \mathcal{H} = P_c(H) \mathcal{H},
\]

so it is sufficient to prove the existence of the limit:

\[
s-lim_{t \to +\infty} e^{itH_1} \chi(H) e^{-itH}.
\]

for every \( \chi \in C_0^\infty (\mathbb{R}) \), \( \text{supp } \chi \cap \{0\} = \emptyset \). Consider then such a \( \chi \) and let \( \varepsilon_\chi \) be defined by Proposition 3.18. Choose \( j_0 \in C_0^\infty (\mathbb{R}) \) such that \( \text{supp } j_0 \subset (-\varepsilon_\chi, \varepsilon_\chi) \) and \( j_0 \equiv 1 \) on a neighbourhood of 0. Set \( j = 1 - j_0 \). (3.29) implies that:

\[
s-lim_{t \to +\infty} e^{itH} j_0 \left( \frac{r^*}{t} \right) e^{-itH} \chi(H) = 0.
\]

It remains to prove the existence of:

\[
s-lim_{t \to +\infty} e^{itH} j \left( \frac{r^*}{t} \right) \chi(H) e^{-itH}.
\]

For this, we apply the methods of Cook and Kato\(^{(16)}\), who remarked that the convergence, for every \( u \) in a dense set of \( \mathcal{H} \), of the integral:

\[
\int_1^{+\infty} \frac{d}{dt} \left( e^{itH_1} j \left( \frac{r^*}{t} \right) \chi(H) e^{-itH} u \right),
\]

was a sufficient condition for the limit to exist. To prove the convergence of the integral, there are two model arguments that will both be illustrated on this simple example. To begin with, let \( u \in D(H) = D(H_1) \) then

\[
\frac{d}{dt} \left( e^{itH_1} j \left( \frac{r^*}{t} \right) \chi(H) e^{-itH} \right) u \text{ equates to:}
\]

\[
e^{itH_1} \left( iH_1 j \left( \frac{r^*}{t} \right) - \frac{r^*}{t^2} j' \left( \frac{r^*}{t} \right) - j \left( \frac{r^*}{t} \right) iH \right) \chi(H) e^{-itH} u
\]

\[
= e^{itH_1} \left( i j \left( \frac{r^*}{t} \right) (H_1 - H) + \frac{1}{t} (\Gamma - \frac{r^*}{t}) j' \left( \frac{r^*}{t} \right) \right) \chi(H) e^{-itH}.
\]

The treatment of the first term, illustrates the first type of argument. Consider first:

\[
H_1 - H = (h^2 - 1)H_1 + \tilde{V}_S.
\]

On supp \( j \), one must have \( |r^*| \geq \varepsilon t \) for some \( \varepsilon \in \mathbb{R}_+ \), thus, \( \frac{1}{r^*} \leq \frac{1}{\varepsilon t} \) on supp \( j \). Consequently, \( j \left( \frac{r^*}{t} \right) (h^2 - 1) = O(t^{-2}) \) and \( j \left( \frac{r^*}{t} \right) \tilde{V}_S = O(t^{-2}). \)

\(^{(16)}\) see for example [16, 31]
Because $H_1\chi(H)$ is bounded, the term:
\[ e^{itH_1} j(\frac{r^*}{t})(H_1 - H)\chi(H)e^{-itH}u, \]
is therefore integrable.

The final term, $e^{itH_1} \frac{1}{t} \left( \Gamma^1 - \frac{r^*}{t^2} \right) j'(\frac{r^*}{t})\chi(H)e^{-itH}u$, that is not clearly integrable in the sense of Lebesgue, requires a different treatment, which will serve as illustration for the second type of argument we use. Lebesgue integrability is in fact sufficient, but not necessary; the key to Cook’s argument is simply that for any $\varepsilon$ and any $t_1, t_2$ sufficiently large:
\[ \left\| e^{it_2H_1} j(\frac{r^*}{t_2})\chi(H)e^{-it_2H} - e^{it_1H_1} j(\frac{r^*}{t_1})\chi(H)e^{-it_1H} \right\| < \varepsilon. \]

Moreover, by the Hahn-Banach theorem, there is $v \in \mathcal{H}, ||v|| \leq 1$ such that:
\[ \|e^{it_2H_1} j(\frac{r^*}{t_2})\chi(H)e^{-it_2H}u - e^{it_1H_1} j(\frac{r^*}{t_1})\chi(H)e^{-it_1H}u\| = (v, e^{it_2H_1} j(\frac{r^*}{t_2})\chi(H)e^{-it_2H}u - e^{it_1H_1} j(\frac{r^*}{t_1})\chi(H)e^{-it_1H}u), \]
\[ = \int_{t_1}^{t_2} \left( v, \frac{d}{dt} \left( e^{itH_1} j(\frac{r^*}{t})\chi(H)e^{-itH}u \right) \right) dt. \]

So, one only needs to verify that for $t_1, t_2$ sufficiently large the integral:
\[ \int_{t_1}^{t_2} \left( v, \frac{d}{dt} \left( e^{itH_1} j(\frac{r^*}{t})\chi(H)e^{-itH}u \right) \right) dt, \]
can be made arbitrarily small. Choose now $\tilde{\chi} \in C^\infty_0(\mathbb{R})$ such that $\text{supp} \tilde{\chi} \cap \{0\} = \emptyset$ and $\tilde{\chi}\chi = \chi$, $\tilde{j} \in C^\infty_0(\mathbb{R})$, that vanishes on a neighbourhood of zero and satisfies $\tilde{j}j' = j'$. Notice then that:
\[
\begin{align*}
\frac{1}{t}(\Gamma^1 - \frac{r^*}{t})j'(\frac{r^*}{t})\chi(H) &= \tilde{\chi}(H_1)\tilde{j}'(\frac{r^*}{t})\frac{1}{t}(\Gamma^1 - \frac{r^*}{t})\tilde{j}'(\frac{r^*}{t})\chi(H) \\
&\quad + \frac{1}{t}(\Gamma^1 - \frac{r^*}{t})\tilde{j}'(\frac{r^*}{t})j'(\frac{r^*}{t})(\tilde{\chi}(H) - \tilde{\chi}(H_1))\chi(H) \\
&\quad + \frac{1}{t}[(\Gamma^1 - \frac{r^*}{t}), \tilde{\chi}(H_1)]j'(\frac{r^*}{t})\chi(H) \\
&\quad + \frac{1}{t}[(\Gamma^1 - \frac{r^*}{t}), \tilde{\chi}(H_1)]j'(\frac{r^*}{t})\chi(H).
\end{align*}
\]
The last three terms are $O(t^{-2})$ so are integrable, this is not changed by multiplying to the left with $e^{itH_1}$ and to the right with $e^{-itH}$. Now, for any
$v \in \mathcal{H}$, one certainly has:

\[
|\left( v, e^{itH_1} \frac{1}{t} \tilde{\chi}(H_1) \tilde{j}(\frac{r^*}{t})(\Gamma^1 - \frac{r^*}{t}) \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right)|
\]

\[
= \left| \left( \frac{1}{\sqrt{t}} \tilde{j}(\frac{r^*}{t})(\Gamma^1 - \frac{r^*}{t}) \tilde{j}(\frac{r^*}{t}) \tilde{\chi}(H_1) e^{-itH_1} v, \frac{1}{\sqrt{t}} \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right) \right|,
\]

\[
\leq K \left\| \frac{1}{\sqrt{t}} \tilde{j}(\frac{r^*}{t}) \tilde{\chi}(H_1) e^{-itH_1} v \right\| \left\| \frac{1}{\sqrt{t}} \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right\|,
\]

for some $K \in \mathbb{R}^*_+$. In the above we have used the fact that:

\[
\tilde{j}(\frac{r^*}{t})(\Gamma^1 - \frac{r^*}{t}) \in B(\mathcal{H}).
\]

Applying the Cauchy-Schwarz inequality, we get the following estimate:

\[
\int_{t_1}^{t_2} \left| \left( v, e^{itH_1} \frac{1}{t} \Gamma^1 \tilde{\chi}(H_1) \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right) \right| dt
\]

\[
\leq K \left( \int_{t_1}^{t_2} \left\| \tilde{j}(\frac{r^*}{t}) \tilde{\chi}(H_1) e^{-itH_1} v \right\|^2 \left( \int_{t_1}^{t_2} \left\| \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right\|^2 \left( \int_{t_1}^{t_2} \frac{dt}{t} \right) \right)^{\frac{1}{2}}.
\]

However, it follows from Proposition 3.18 that there is some constant $C \in \mathbb{R}^*_+$ such that:

\[
\left( \int_{t_1}^{t_2} \left\| \tilde{j}(\frac{r^*}{t}) \tilde{\chi}(H_1) e^{-itH_1} v \right\|^2 \left( \int_{t_1}^{t_2} \left\| \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right\|^2 \left( \int_{t_1}^{t_2} \frac{dt}{t} \right) \right)^{\frac{1}{2}}
\]

\[
\leq C \left\| v \right\| \left( \int_{t_1}^{t_2} \left\| \chi(H) e^{-itH} u \right\|^2 \left( \int_{t_1}^{t_2} \frac{dt}{t} \right) \right)^{\frac{1}{2}},
\]

\[
\leq C \left( \int_{t_1}^{t_2} \left\| \tilde{j}(\frac{r^*}{t}) \chi(H) e^{-itH} u \right\|^2 \left( \int_{t_1}^{t_2} \frac{dt}{t} \right) \right)^{\frac{1}{2}}.
\]

In the last inequality we have specialised to the case where $\left\| v \right\| \leq 1$. This quantity can be made arbitrarily small, for large enough $t_1, t_2$, again by Proposition 3.18. The existence of the limit then follows. \square

4.3. Second comparison

Our aim now is to show that asymptotically the dynamics of $H_1$ can again be simplified. However, the comparisons we will make in this section depend on the asymptotic region we consider. We will separate incoming and outgoing states using cut-off functions, $c_\pm$, that are assumed to satisfy:
\( c_{\pm} \in C^\infty(\mathbb{R}) \), \( c_{\pm} \equiv 1 \) in a neighbourhood of \( \pm\infty \) and that vanish in a neighbourhood of \( \mp\infty \). We then seek to show that the following limits exist:

\[
\begin{align*}
\Omega_{\pm}^2 \mathcal{H}_{r+} &= s - \lim_{t \to \pm\infty} e^{iH_0 t} c_+(r^*) e^{-iH_1 t} P_c(H_1), \\
\tilde{\Omega}_{\pm}^2 \mathcal{H}_{r+} &= s - \lim_{t \to \pm\infty} e^{iH_1 t} c_+(r^*) e^{-iH_0 t}, \\
\Omega_{\pm}^2 \mathcal{H}_{r-} &= s - \lim_{t \to \pm\infty} e^{iH_{e} t} c_-(r^*) e^{-iH_1 t} P_c(H_1), \\
\tilde{\Omega}_{\pm}^2 \mathcal{H}_{r-} &= s - \lim_{t \to \pm\infty} e^{iH_1 t} c_-(r^*) e^{-iH_{e} t} P_c(H_e).
\end{align*}
\]

This appears to introduce a certain arbitrariness into the construction, the following lemma shows that this is not the case:

**Lemma 4.2.** — If the limits (4.6) exist, then they are independent of the choice of cut-off functions \( c_{\pm} \).

**Proof.** — The main point is that two such functions can differ on at most a compact set, i.e. their difference is an element of \( C^\infty_0(\mathbb{R}) \). So let us prove that if \( c \in C^\infty_0(\mathbb{R}) \), then, for instance:

\[
s - \lim_{t \to +\infty} e^{iH_0 t} c(r^*) e^{-iH_1 t} P_c(H_1) = 0,
\]

the other cases will be similar. As before, by density, we only need to prove that:

\[
s - \lim_{t \to +\infty} e^{iH_0 t} c(r^*) \chi(H_1) e^{-iH_1 t} = 0,
\]

for any \( \chi \in C^\infty_0(\mathbb{R}) \), supp \( \chi \cap \{0\} = \emptyset \).

Let \( \chi \) be as so and let \( M \in \mathbb{R}^*_+ \) be such that supp \( c \subset [-M, M] \). Choose \( j_0 \in C^\infty_0(\mathbb{R}) \) with support contained in \((-\varepsilon_\chi, \varepsilon_\chi)\) such that, say, \( j_0(s) = 1 \) for any \( s \in [-\frac{\varepsilon_\chi}{2}, \frac{\varepsilon_\chi}{2}] \). Then, for any \( t \geq 1, j_0(\frac{r^*}{t}) = 1 \) for any \( |r^*| \leq \frac{\varepsilon_\chi}{2} t \).

Hence, for \( t \geq \frac{2M}{\varepsilon_\chi} \),

\[ c(r^*) = c(r^*) j_0(\frac{r^*}{t}) \]

for any \( r^* \in \mathbb{R} \).

It follows that:

\[
s - \lim_{t \to +\infty} e^{iH_0 t} c(r^*) \chi(H_1) e^{-iH_1 t} = s - \lim_{t \to +\infty} e^{iH_0 t} c(r^*) j_0(\frac{r^*}{t}) \chi(H_1) e^{-iH_1 t},
\]

which vanishes by Proposition 3.18. \( \square \)

We now argue that the limits (4.6) exist, with emphasis on:

\[
s - \lim_{t \to +\infty} e^{iH_{e} t} c_-(r^*) e^{-iH_1 t} P_c(H_1),
\]

the other cases being similar.

**Lemma 4.3.** — \( H_1 - H_e \) is short-range near the double horizon.
Proof. — Note that:

\begin{equation}
(4.8) \quad h^{-2}V_C = g \left( \frac{\Xi}{\sin \theta} \left( \frac{\rho^2}{\sigma} - \sqrt{\frac{\Delta \rho}{\Xi}} \right) \Gamma^3 p + \rho m \Gamma^0 - \frac{a \sin \theta r}{2 \rho^2} \sqrt{\Delta \sigma} \gamma \right).
\end{equation}

and \( \Theta(r, \theta) = \vartheta(\theta) \). Thus, \( \Theta(r, \theta) - \vartheta(\theta) = o_{r \to r_e}(r - r_e) = o_{r^* \to -\infty}(r^*-1) \), which leads to:

\[ h^{-2}V_C - g\vartheta(\theta) = O_{r^* \to -\infty} \left( \frac{1}{r^*+2} \right). \]

\[ \square \]

Proof of the existence of \((4.7)\). — As before, we only need to prove the existence of:

\[ s - \lim_{t \to +\infty} e^{iH_e t} c_-(r^*) \chi(H_1) e^{-iH_1 t}, \]

for any \( \chi \in C^\infty_0(\mathbb{R}) \) with supp \( \chi \cap \{0\} = \emptyset \). Let \( \chi \) be as so, and \( j_0, j \) be as in the proof of Proposition 4.1, then:

\[ s - \lim_{t \to +\infty} e^{iH_e t} c_-(r^*) j_0 \left( \frac{r^*}{t} \right) \chi(H_1) e^{-iH_1 t} = 0, \]

and we must prove the existence of \( s - \lim_{t \to +\infty} e^{iH_e t} c_-(r^*) j \left( \frac{r^*}{t} \right) \chi(H_1) e^{-iH_1 t} \). To simplify notations, set \( M(t) = e^{iH_e t} c_-(r^*) j \left( \frac{r^*}{t} \right) \chi(H_1) e^{-iH_1 t} \), its derivative, \( M'(t) \), is given by:

\[ e^{iH_e t} \left( iH_e c_-(r^*) j \left( \frac{r^*}{t} \right) - \frac{r^*}{t^2} c_-(r^*) j' \left( \frac{r^*}{t} \right) - c_-(r^*) j \left( \frac{r^*}{t} \right) iH_1 \right) \chi(H_1) e^{-iH_1 t}. \]

The term between parentheses is:

\begin{align*}
&c_-(r^*) j \left( \frac{r^*}{t} \right) i(H_e - H_1) + \Gamma^1 (c_-(r^*) j \left( \frac{r^*}{t} \right))' - \frac{r^*}{t^2} c_-(r^*) j' \left( \frac{r^*}{t} \right) \\
&= c_-(r^*) j \left( \frac{r^*}{t} \right) i(H_e - H_1) + \Gamma^1 (c'_-(r^*) j \left( \frac{r^*}{t} \right)) + \frac{1}{t} c_-(r^*) (\Gamma^1 - \frac{r^*}{t}) j' \left( \frac{r^*}{t} \right).
\end{align*}

The only new term compared with the proof of Proposition 4.1 is:

\[ \Gamma^1 (c'_-(r^*) j \left( \frac{r^*}{t} \right)), \]

however this vanishes when \( t \) is sufficiently large because \( c' \) has compact support and \( j \) vanishes on a neighbourhood of 0. Moreover, since \( H_e - H_1 \) is short-range near the double horizon and \( c_- \) vanishes on a neighbourhood of \( +\infty \), the first two terms are \( O(t^{-2}) \) and hence integrable. The last term is treated as at the end of the proof of Proposition 4.1. \( \square \)
4.4. The operator $H_e$

The expression of $H_e$ suggests that we seek to understand the precise spectral theory of the operator, defined on the sphere by:

\[(4.9) \quad \mathcal{D}_e = \mathcal{D} + \vartheta(\theta).\]

In particular, we would like to show that there is a Hilbert space decomposition of $L^2(S^2) \otimes \mathbb{C}^4$ which enables us to decompose the full Hilbert space $\mathcal{H}$ into an orthogonal sum of stable subspaces, that can be used to study $H_e$. Since $\vartheta(\theta)$ is a bounded operator it is an immediate consequence of the Kato-Rellich perturbation theorem that $\mathcal{D}_e$ has compact resolvent. However, we require a slightly more thorough understanding of the structure of the spectral subspaces and in particular how $\Gamma^1$ acts on them.

4.4.1. Dimension of spectral subspaces

Decompose $L^2(S^2) \otimes \mathbb{C}^4$ in the usual manner by diagonalising $D_\varphi$ with anti-periodic boundary conditions, and consider the restriction $\mathcal{D}_e^n$ of $\mathcal{D}_e$ to the subspace with eigenvalue $n \in \mathbb{Z} + \frac{1}{2}$. In the following $E_\lambda$ will denote the spectral subspace of $\lambda \in \mathbb{R}$ for this restricted operator.

An element $f$ in this subspace is an eigenvector with eigenvalue $\lambda \in \mathbb{R}$ of $\mathcal{D}_e^n$ if and only if it is a solution to the first order ordinary differential equation:

\[(4.10) \quad \sqrt{\Delta_\theta} \Gamma^2 D_\theta f - \frac{i}{2} \left( \frac{\Delta_\theta'}{2\sqrt{\Delta_\theta}} + \cot \theta \right) \Gamma^2 f - ar_e \sin \theta \frac{\sqrt{\Delta_\theta}}{2\rho_e^2} \tilde{\gamma} f + \left( \frac{\sqrt{\Delta_\theta}}{\sin \theta} n + \frac{a^2 \sin \theta \ell^2}{\sqrt{\Delta_\theta} r_e^2 + a^2 p} - 1 \right) \Gamma^3 f + \rho_e m \Gamma^0 f - \lambda f = 0.\]

Note that since $\Gamma^1$ anti-commutes with $\Gamma^0, \Gamma^3, \Gamma^2$ and $\tilde{\gamma}$, if $f$ is a solution to (4.10) then $\Gamma^1 f$ is a solution to the analogous equation for $-\lambda$, in fact, $\Gamma^1$ is an isometry between $E_\lambda$ and $E_{-\lambda}$. The study of (4.10) is slightly easier after the substitution $z = \cos \theta$, after which we obtain:

\[(4.11) \quad a_1(z) \Gamma^2 D_z + a_2(z) \Gamma^2 f + a_3(z) \Gamma^3 f + a_5(z) \tilde{\gamma} f + a_0(z) \Gamma^0 f - \lambda f = 0,\]
where:

\[ a_0(z) = \rho_e m, \quad a_1(z) = -\sqrt{\Delta_\theta} \sqrt{1 - z^2}, \]

\[ a_2(z) = \frac{i}{2} \left( -a^2 l^2 \frac{z \sqrt{1 - z^2}}{\sqrt{\Delta_\theta}} + \frac{z}{\sqrt{1 - z^2}} \right), \]

\[ a_3(z) = \left( \frac{\sqrt{\Delta_\theta}}{\sqrt{1 - z^2}} n + \frac{a^2 \sqrt{1 - z^2} r_e^2 - 1}{\sqrt{\Delta_\theta}} \right), \]

\[ a_5(z) = -a \sqrt{1 - z^2} \frac{\sqrt{\Delta_\theta}}{2 \rho_e^2}. \]

(4.12)

Save the expressions \( \sqrt{1 - z^2}, \frac{1}{\sqrt{1 - z^2}} \), all other functions appearing in the coefficients (4.12) of the equation can be extended to analytic functions on a disc centered in 0 and with radius \( 1 + \varepsilon \) for some \( \varepsilon > 0 \), the reason for this is that the parameters satisfy: \( |a| < 2 - \sqrt{3} < 1 \) and \( r_e > |a| \). This suggests that (4.11) extends naturally to a differential equation expressed on an open subset of the 1-dimension complex manifold \( S \):

\[ S = \{ (z, w) \in \mathbb{C}^2, z \in B(0, 1 + \varepsilon), z^2 + w^2 = 1 \}, \]

where \( z \) is used as local coordinate - the implicit function theorem implies that this can be done in a neighbourhood of any point in \( S \) save \((1, 0), (-1, 0)\). The functions \( z, w \) are globally defined and holomorphic on \( S \) and (4.11) can be rewritten:

\[ (4.13) \quad -\sqrt{\Delta_\theta} w l^2 D_z f - \frac{i}{2} \left( -a^2 l^2 \frac{z w}{\sqrt{\Delta_\theta}} + \frac{z}{w} \right) \Gamma^2 f \]

\[ + \left( \frac{\sqrt{\Delta_\theta}}{w} n + \frac{a^2 w l^2 r_e^2 - 1}{\sqrt{\Delta_\theta}} + \frac{1}{r_e^2 + a^2 p} \right) \Gamma^3 f - aw \frac{\sqrt{\Delta_\theta}}{2 \rho_e^2} \tilde{\gamma} f + \rho_e m \Gamma^0 f - \lambda f = 0. \]

By the Cauchy-Lipschitz theorem the set of solutions to Equation (4.13) on \( S \setminus \{ (1, 0), (-1, 0) \} \) is a 4-dimensional vector space. The solutions to (4.11) will be the restrictions to \([-1, 1]\), (i.e. \( z \in [-1, 1]\), \( w > 0 \)) of those of (4.13). Amongst these, we must pick out those in \( L^2 [-1, 1] \). Since \( \mathcal{D}_e \) has compact resolvent we already know that they exist only for a countable number of values of \( \lambda \). We will not seek the exact condition for this, but, a simple analysis of the behaviour of the solutions near a point where \( w = 0 \) will enable us to see that the subspace of \( L^2 [-1, 1] \) solutions is at most of dimension 2. To this end, we switch to local coordinates defined around such a point, say, \((-1, 0)\). In fact, again using the Implicit Function Theorem, one can choose \( w \) as local coordinate on a neighbourhood of \((-1, 0)\), the
equation then becomes:

\[(4.14) \quad \sqrt{\Delta_\theta} \psi \Gamma^2 D_w f - \frac{i}{2} \left( -a^2 l^2 \frac{z w}{\sqrt{\Delta_\theta}} + \frac{z}{w} \right) \Gamma^2 f + \left( \frac{\sqrt{\Delta_\theta}}{w} - n + \frac{a^2 w}{\sqrt{\Delta_\theta}} \frac{l^2 r_e^2 - 1}{r_e^2 + a^2 p} \right) \Gamma^3 f - aw \frac{\sqrt{\Delta_\theta}}{2 \rho_e^2} \tilde{\gamma} f + \rho_e m \Gamma^0 f - \lambda f = 0.\]

\[(4.14)\] has a singular-regular point at \(w = 0^{(17)}\), hence, one can apply the Frobenius method, i.e. there are solutions of the form \(f(w) = w^{\alpha} \sum_k a_k w^k\). Plugging this ansatz into \[(4.14)\] we find that \(a_0\) must be in the null space of the map:

\[(4.15) \quad M(\alpha) = i(\alpha + \frac{1}{2}) \Gamma^2 + n \Gamma^3.\]

The kernel is non-trivial only if \(\alpha\) satisfies:

\[(4.16) \quad (\alpha - n + \frac{1}{2})^2 (\alpha + n + \frac{1}{2})^2 = 0.\]

For each solution to \[(4.16)\], the kernel of \(M(\alpha)\) is of dimension 2, and so one can generate two linearly independent solutions for each \(\alpha^{(18)}\). Only \(\alpha = |n| - \frac{1}{2}\) can yield square integrable solutions to \[(4.11)\], thus it follows that:

**Lemma 4.4.** — In the notations of this paragraph, if \(n \in \mathbb{Z} + \frac{1}{2}\) and \(\lambda \in \sigma(D_{n+1}^e)\), then \(\dim E_{\lambda} \leq 2\).

We now complete the proof of Lemma 2.4; the eigenequation \(\tilde{S}\psi_{k,n} = \lambda_k \psi_{k,n}\) is the special case of \[(4.11)\], where \(r_e = p = m = 0\). In this case, the equation has another symmetry that amounts to saying that \(\Gamma^2\) and \(\Gamma^3\) anti-commute with the matrix \(P = \begin{pmatrix} 0 & I_2 \\ I_2 & 0 \end{pmatrix}\). Hence, \(P\), like \(\Gamma^1\), is an isometry of \(E_{\lambda}\) onto \(E_{-\lambda}\), however for any \(u \in \mathbb{C}^4 \setminus \{0\}, Pu\) and \(\Gamma^1 u\) are linearly independent, so that we must have equality in Lemma 4.4. The form of the solutions follows from the block diagonal form of the equations.

**4.4.2. A reduction of \(H_e\)**

Denote now:

- \(\sigma(D_{n+1}) \cup \{0\} = (\mu_k)_{k \in \mathbb{Z}},\) enumerated such that \(\mu_{-k} = -\mu_k,\) for each \(k \in \mathbb{Z}\).

\(^{(17)}\) See [29]

\(^{(18)}\) Note that, since the roots of \[(4.16)\] differ by a positive integer, the ansatz will need to be modified to include possible logarithmic terms in the solution when \(\alpha = -|n| - \frac{1}{2}\).
For each $k \in \mathbb{Z}$, $J(k)$ the set of integers $q \in \mathbb{Z}$ such that $\mu_k$ is an eigenvalue for $\mathfrak{D}_k^{+ \frac{1}{2}}$; note that also $J(k) = J(-k)$.

If $k \in \mathbb{Z}, q \in J(k)$, $E_{k,q}$ the spectral subspace of the eigenvalue $\mu_k$ of $\mathfrak{D}_k^{+ \frac{1}{2}}$. By convention, if $0 \notin \sigma(\mathfrak{D}_e)$, we set $J(0) = \{0\}$ and $E_{0,0} = \{0\}$.

For each $k \in \mathbb{N}^*$ and fixed $q \in J(k)$, $\tilde{E}_{k,q} = L^2(\mathbb{R}) \otimes (E_{k,q} \oplus E_{-k,q})$.

The subspaces $\tilde{E}_{k,q}$ are, by construction, stable under the action of $H_e$ and:

$$\mathcal{H} = \bigoplus_{k \in \mathbb{N}, q \in J(k)} \tilde{E}_{k,q}.$$  

Now, let $k \in \mathbb{N}^*, q \in J(k)$, if $(e_i)_{i \in [1, \dim E_{k,q}]}$ is an orthonormal basis for $E_{k,q}$, then $(\Gamma^1 e_i)_{i \in [1, \dim E_{k,q}]}$ is an orthonormal basis of $E_{-k,q}$ and so, since $E_{k,q}$ and $E_{-k,q}$ are orthogonal, one can concatenate these two bases to obtain an orthonormal basis $E_{k,q} \oplus E_{-k,q}$. This enables us to identify, isometrically, $\tilde{E}_{k,q}$ with $[L^2(\mathbb{R})]^2 \dim E_{k,q}$ via the natural isomorphism:

$$(u_i)_{i \in [1, \dim E_{k,q}]}, (v_i)_{i \in [1, \dim E_{k,q}]) \mapsto \sum_{i=1}^{\dim E_{k,q}} (u_i + v_i \Gamma^1)e_i.$$  

Through this isomorphism, the restriction, $H_{e,n}^q$ of $H_e$ to $\tilde{E}_{k,q}$ corresponds to the following operator:

$$\Gamma D_r^* + \mu_k g(r^*) \tilde{\Gamma} + f(r^*),$$

where $\Gamma = \left( \begin{array}{cc} 0 & I_{\dim E_{k,q}} \\ I_{\dim E_{k,q}} & 0 \end{array} \right), \tilde{\Gamma} = \left( \begin{array}{cc} I_{\dim E_{k,q}} & 0 \\ 0 & -I_{\dim E_{k,q}} \end{array} \right)$ and satisfy the important property that $\{\Gamma, \tilde{\Gamma}\} = 0$. It is easily seen to be unitarily equivalent to:

$$(4.17) \quad \Gamma^1 D_r^* - \mu_k g(r^*) \Gamma^2 + f(r^*) \quad \text{if} \dim E_{k,q} = 2,$$

$$(4.17) \quad -\sigma_z D_r^* + \mu_k g(r^*) \sigma_x + f(r^*) \quad \text{if} \dim E_{k,q} = 1.$$  

If $0 \in \sigma(\mathfrak{D}_e)$ then, $\dim E_{0,q} \in \{1, 2\}$, for any $q \in J(0)$ and through the natural identification described above is of the form $\Gamma D_r^* + f(r^*)$ where $\Gamma$ here is just some unitary matrix. This is in all points analogous to (2.14), and we will now be able to complete the scattering theory in a unified fashion. It also follows that $H_e$ has no eigenvalues by the same Grönnwall lemma argument that was used for $H_0$ in Section 3.6.1. In short we have:

**Lemma 4.5.** $\sigma(H_e) = \sigma_{ac}(H_e)$, consequently, $P_c(H_e) = \text{Id}$.  

*Annales de l’Institut Fourier*
4.5. The spherically symmetric operators

The final step required in order to obtain the full scattering theory is to compare $H_e$ and $H_0$ to their natural asymptotic profiles, $\Gamma^1 D_{r^*} + c_{\pm}$ at $r^* \to \pm \infty$ respectively; $c_+ = \frac{ap}{r_+^2 + a^2} - \frac{ap}{r_+^2 + a^2}$ and $c_- = 0$.

In the previous paragraph, we established that the Hilbert space $\mathcal{H}$ could be decomposed into an orthogonal sum of stable subspaces on which $H_e$ reduces to a spherically symmetric operator; this was also shown to be the case of $H_0$, in Section 2.3. Consequently, in order to construct wave operators, we only need to work on one of these subspaces. Additionally, the similarities between the reduced forms of $H_e$ and $H_0$ imply that we, in fact, only need to know how to construct the wave operators for:\n
\[(4.18) \quad h = \Gamma^1 D_{r^*} - \mu g(r^*) \Gamma^2 + f(r^*),\]
on $[L^2(\mathbb{R})]^4$, and under the assumption that we have minimal/maximal velocity estimates. This is manifestly the case for our operators because the estimates are stable under restriction to a stable subspace.

The important point is that the operator $h$ in (4.18) is formally similar to the restriction to a spherical harmonic of the (charged) Dirac operator of the Reissner-Nordström black hole given in [14, Equation 3.6]. The extreme black hole horizon ($r^* \to \infty$) can be assimilated with spacelike infinity and the symbols $f, g$ have the same asymptotic behaviour at both infinities as the corresponding ones in [14, Equation 3.6]. It follows that we can apply the results of [14] to our case. We note that, in fact, our operator is simpler than the one studied in [13, 14] since there are no surviving mass terms.

Precisely, using [14, Propositions 5.6 and 5.7] we find that:

**Proposition 4.6.** — Let $\chi \in C_0^\infty(\mathbb{R})$ be such that supp $\chi \cap \{0\} = \emptyset$ and choose $0 < \theta_1 < \theta_2$, then there is a constant $C > 0$ such that for any $u \in [L^2(\mathbb{R})]^4$:

\[(4.19) \quad \int_1^{+\infty} \left\| 1_{[\theta_1, \theta_2]} \left(\frac{|r^*|}{t}\right)(\Gamma^1 - \frac{r^*}{t}) \chi(h) e^{-it h} u \right\|^2 \frac{dt}{t} \leq C \|u\|^2.\]

Furthermore:

\[(4.20) \quad s\lim_{t \to +\infty} 1_{[\theta_1, \theta_2]} \left(\frac{|r^*|}{t}\right)(\Gamma^1 - \frac{r^*}{t}) \chi(h) e^{-it h} = 0.\]

Analogous results can be established at $t \to -\infty$, but one must replace $\Gamma^1$ with $-\Gamma^1$.

\(^{(19)}\) We choose to discuss the case where $\dim E_{k,q} = 2$, but the reasoning is independent of this choice.
Remark 4.7. — For the specific treatment of our operators, due to the lack of mass terms, it is possible to simplify the proofs in [14], avoiding in particular the use of pseudo-differential operators. Indeed, the classical velocity operator is, in our case, simply $\Gamma^1$. The main argument of the proof, i.e. estimating the Heisenberg derivative of a well-chosen propagation observable $\phi$ is identical. The only difficulty encountered is a troublesome long-range term that appears due to the matrix-valued coefficients of the operator: the matrices $\Gamma^1$ and $\Gamma^2$ do not commute. Nevertheless, rather large spectral subspaces of $h_0$ sit in one of the spectral spaces of $\Gamma^1$, and, restricted to these subspaces, the commutator is zero. Using the notion of locally scalar operators introduced in [19], one can exploit this as in [14] to prove that the term is no obstruction. Furthermore, one can adapt the same arguments to show directly the following lemma:

**Lemma 4.8.** — The following limits exist:

$$\lim_{t \to \pm \infty} e^{ith} \Gamma^1 e^{-ith}.$$

Proposition 4.6 is known as a microlocal velocity estimate. It completes the asymptotic information about the operator $r^{-1}t$ - which is itself to be thought of as an approximate velocity operator - provided by minimal and maximal velocity estimates. For instance, combining the three, we show that:

**Corollary 4.9.** — For any $J \in C_\infty(\mathbb{R})$:

$$(4.21) \quad \lim_{t \to +\infty} e^{ith} (J(\frac{r^*}{t}) - J(\Gamma^1)) e^{-ith} = 0,$$

**Proof.** — First, by density, it is sufficient to consider $J \in C_0^\infty(\mathbb{R})$. For such $J$, the Helffer-Sjöstrand formula can be used to show that the following holds for any $j_0 \in C_\infty(\mathbb{R})$:

$$(J(\frac{r^*}{t}) - J(\Gamma^1))j_0(\frac{r^*}{t}) = \frac{i}{2\pi} \int \partial_z J(z) (\Gamma^1 - z)^{-1} \left(\frac{r^*}{t} - z\right)^{-1} (\Gamma^1 - \frac{r^*}{t})j_0(\frac{r^*}{t}) dz \wedge d\bar{z}$$

$$= B(t)(\Gamma^1 - \frac{r^*}{t})j_0(\frac{r^*}{t}).$$

The $B(t)$ are uniformly bounded in $t$. By a further density argument we only need to prove that for any $\chi \in C_0^\infty(\mathbb{R})$, $0 \notin \text{supp } \chi$:

$$\lim_{t \to +\infty} e^{ith} (J(\frac{r^*}{t}) - J(\Gamma^1)) \chi(h) e^{-ith} = 0.$$
Fix $\chi$ and introduce a smooth partition of unity, $j_1, j_2, j_3$ subordinate to the open cover:
\[ U_1 = \{ |x| < \varepsilon_{\chi} - \frac{\delta}{2} \}, U_2 = \{ |x| > 1 + \frac{\delta}{2} \}, U_3 = \{ \varepsilon_{\chi} - \delta < |x| < 1 + \delta \}, \]
where $\varepsilon_{\chi}$ is given by Proposition 3.18 and $\delta \in (0, 2\varepsilon_{\chi})$. Then:
\[ e^{it\mathcal{H}}(J(\frac{r^*}{t}) - J(\Gamma^1))\chi(h)e^{-it\mathcal{H}} = \sum_{} e^{it\mathcal{H}}B(t)(\Gamma^1 - \frac{r^*}{t})j_i(\frac{r^*}{t})\chi(h)e^{-it\mathcal{H}} \]
The result now follows from the minimal, maximal and microlocal velocity estimates. □

4.5.1. Asymptotic velocity operators and wave operators for the spherically symmetric operators

Corollary 4.9 can now be used to show the existence of asymptotic velocity operators which are defined as the limits\(^{(20)}\):
\[ P^\pm = s - C_\infty \lim_{t \to \pm \infty} e^{it\mathcal{H}}\frac{r^*}{t}e^{-it\mathcal{H}}. \]
According to (Lemma 4.8), we know that the limits $s - \lim_{t \to \pm \infty} e^{it\mathcal{H}}(\pm \Gamma^1)e^{-it\mathcal{H}}$ exist and, consequently:
\[ P^\pm = s - \lim_{t \to \pm \infty} e^{it\mathcal{H}}(\pm \Gamma^1)e^{-it\mathcal{H}}, \]
\[ \sigma(P^\pm) = \{-1, 1\}. \]

The final stage of the construction is to prove the existence of the (modified) operators in the spherically symmetric case. Here, the operators $P^\pm$ can be used to distinguish between the incoming and outgoing states instead of cut-off functions. The simplicity of their spectrum means in particular that:
\[ \mathcal{H} = \mathcal{H}_{\text{in}} \oplus \mathcal{H}_{\text{out}}, \]
where: $\mathcal{H}_{\text{in}} = 1_{\{-1\}}(P^\pm)$, $\mathcal{H}_{\text{out}} = 1_{\{1\}}(P^\pm)$.

At the simple horizon, the asymptotic dynamics is given by $\mathfrak{h}_1 = \Gamma^1 D_{r^*} + c_0$. The difference between this and the operator $\mathfrak{h}$ is short range when $r^* \to +\infty$. Hence, the existence of the wave operators on $\mathcal{H}_{\text{out}}$ can be shown in exactly the same manner as that of (4.7).

At the double horizon, it is necessary to modify slightly the comparison dynamics in order to take into account the long range potentials, as in [14], we choose to use the Dollard [17] modification; in particular, the existence

\(^{(20)}\)See the appendices of [16]
of the modified wave operator is contained in the results presented in [14, Sections VII.B (Theorem 7.2), VII.C].

We briefly recall the main idea of the Dollard modification. We seek to compare \( \mathfrak{h} = \Gamma^{1}D_{\ast} - \mu g(r^{\ast})\Gamma^{2} + f(r^{\ast}) \) to \( \mathfrak{h}_{0} = \Gamma^{1}D_{\ast} \) on \( \mathcal{H}_{\text{in}} \). Several remarks are in order: both the potentials are long-range near the double horizon and \( \{\Gamma^{2}, \mathfrak{h}_{0}\} = 0 \). This anti-commutation property means that the corresponding term can be thought of as an “artificial” long-range term; it is no obstruction to the existence of wave operators. This is perhaps best understood by looking at \( \mathfrak{h}^{2} \):

\[
\mathfrak{h}^{2} = D_{\ast}^{2} + \mu^{2}g(r^{\ast})^{2} + f(r^{\ast})^{2} + \Gamma_{1}\{D_{\ast}, f(r^{\ast})\} - 2\mu f(r^{\ast})g(r^{\ast})\Gamma^{2} - \mu \{\Gamma^{1}, \Gamma^{2}\} g(r^{\ast})D_{\ast} + i\mu g'(r^{\ast})\Gamma^{1}\Gamma^{2}.
\]

We observe that there are no surviving long-range times containing \( g \).

The main idea of the Dollard modification can be explained as follows: if the potential \( f(r^{\ast}) \) commuted with \( \mathfrak{h}_{0} \), one could expect on a purely formal level that:

\[
e^{itf(r^{\ast})}e^{-it\mathfrak{h}_{0}} = e^{i(\mathfrak{h}_{0} - \mu g(r^{\ast})\Gamma^{2})t}e^{+itf(r^{\ast})t}e^{-it\mathfrak{h}_{0}}t = e^{i(\mathfrak{h}_{0} - \mu g(r^{\ast})\Gamma^{2})t}e^{-it\mathfrak{h}_{0}}.
\]

Hence, modifying the asymptotic dynamics with \( e^{itf(r^{\ast})} \) would enable us to construct a wave operator. Now, of course \( f \) does not commute with \( \mathfrak{h}_{0} \), but, Proposition 4.6 and Corollary 4.9 suggest that, in some sense, \( r^{\ast} \approx \Gamma^{1}t \) when \( t \rightarrow +\infty \), therefore it could be a good idea to attempt to approximate \( f(r^{\ast}) \) with \( f(\Gamma^{1}t) \), which does commute with \( \mathfrak{h}_{0} \)!

We are therefore lead to try the above reasoning with the dynamics \( U(t, t_{0}) \) generated by \( f(t\Gamma^{1}) \).

In fact, the comparison only interests us for \( r^{\ast} < 0 \), so we will consider the dynamics generated by \( \tilde{f}(t\Gamma^{1}) = j(t\Gamma^{1})f(t\Gamma^{1}) \) where \( j \in C^{\infty}(\mathbb{R}) \) is a smooth cut-off function satisfying \( j(s) = 0 \) if \( s > 1 \) and \( j(s) = 1 \) if \( s < 1/2 \). Since \( t \mapsto \tilde{f}(t\Gamma^{1}) = V(t) \) is uniformly bounded in \( t \), \( U(t, t_{0}) \) of this time-dependent operator is given by the Dyson series, or, time-ordered exponential:

\[
U(t, t_{0}) = \sum_{n=0}^{+\infty} \frac{(-i)^{n}}{n!} \int_{[t_{0}, t]^{n}} T(V(t_{1})V(t_{2}) \ldots V(t_{n}))dt_{n} \ldots dt_{1}
= T \exp \left( (-i) \int_{t_{0}}^{t} V(s)ds \right).
\]
In the above, the operator $T$ denotes time ordering of the operators which is defined as:

$$T(V(t_1) \ldots V(t_n)) = \sum_{\sigma \in S_n} 1(t_{\sigma(1)} > t_{\sigma(2)} > \cdots > t_{\sigma(n)}) V(t_{\sigma(1)}) \ldots V(t_{\sigma(n)}).$$

The uniform-boundedness of the operators $V(t)$ implies that this expansion converges in norm. Set $U(t) = U(t, 0)$, then according to [14, Section 7.2] :

**Proposition 4.10.** — The following limits exist:

$$s - \lim_{t \to \pm \infty} e^{ith} e^{-ith_1} 1_{\{1\}}(\pm \Gamma^1),$$

$$s - \lim_{t \to \pm \infty} e^{ith} e^{-ith_1} 1_{\{1\}}(P \pm),$$

$$s - \lim_{t \to \pm \infty} e^{ith} U(t)e^{-ith_0} 1_{\{-1\}}(\pm \Gamma^1),$$

$$s - \lim_{t \to \pm \infty} e^{ith_0} U(t)^* e^{ith} 1_{\{-1\}}(P \pm).$$

Once more, we note that the proof in [14, Section 7.2] is complicated by the presence of a mass term absent from our operators. The reader will find a simplified proof in Appendix D.

### 5. The full scattering theory

In the previous two sections, the original scattering problem was progressively reduced to a one-dimensional problem via two intermediate comparisons. We discussed the proof of the existence of a number of strong limits that are to be identified with intermediate waves operators. In this section, we assemble these results into the scattering theory we set out to construct; the whole construction was broken up into three comparisons as illustrated in Figure 5.1.

![Figure 5.1. Successive comparisons](image)
5.1. Comparison I

The difference between $H_1$ and $H$ being a short-range potential at both infinities, there was no obstruction to the existence of the classical wave operators (Proposition 4.1):

$$\Omega_1^\pm = \lim_{t \to \pm\infty} e^{itH_1} e^{-itH} P_c(H),$$

(5.1)

$$\tilde{\Omega}_1^\pm = \lim_{t \to \pm\infty} e^{itH} e^{-itH_1} P_c(H_1).$$

The properties of these operators are well known\(^{(21)}\), they satisfy:

$$\tilde{\Omega}_1^\pm = \Omega_1^\pm^*, \quad \Omega_1^\pm H = H_1 \Omega_1^\pm,$$

(5.2)

as such they are isometries between the absolutely continuous subspaces of $H$ and $H_1$; the intertwining relation shows that $H$ and $H_1$ are unitarily equivalent.

5.2. Comparison II

The second comparison was established in Section 4.3 and required to distinguish between states scattering to the double horizon $\mathscr{H}_{r_e}$ and those scattering to the simple horizon $\mathscr{H}_{r_+}$. This distinction was accomplished using smooth cut-off functions $c_\pm$, vanishing on a neighbourhood of $\mp\infty$ and equal to 1 on a neighbourhood of $\pm\infty$; we will denote by $\mathcal{C}_\pm$ the subset of smooth functions with these properties. We have shown the existence of the limits, for $c_\pm \in \mathcal{C}_\pm$:

$$\Omega_2^\pm, \mathscr{H}_{r_+} = \lim_{t \to \pm\infty} e^{iH_0 t c_+ (r^*)} e^{-iH_1 t} P_c(H_1),$$

(5.3)

$$\tilde{\Omega}_2^\pm, \mathscr{H}_{r_+} = \lim_{t \to \pm\infty} e^{iH_1 t c_+ (r^*)} e^{-iH_0 t},$$

$$\Omega_2^\pm, \mathscr{H}_{r_e} = \lim_{t \to \pm\infty} e^{iH_e t c_- (r^*)} e^{-iH_1 t} P_c(H_1),$$

$$\tilde{\Omega}_2^\pm, \mathscr{H}_{r_e} = \lim_{t \to \pm\infty} e^{iH_1 t c_- (r^*)} e^{-iH_e t}.$$

The limits are independent of the choice of $c_\pm$; recall also that both $H_e$ and $H_0$ only have absolutely continuous spectrum. [36, Proposition 4] shows

\(^{(21)}\)see, for example, [31, Chapter 37]
that the ranges of both $\tilde{\Omega}^2_{\pm,\mathcal{H}_r}$ and $\tilde{\Omega}^2_{\pm,\mathcal{H}_+}$ are subsets of the absolutely continuous subspace of $H_1$, it follows then that:

$$
\tilde{\Omega}^2_{\pm,\mathcal{H}_r} = \Omega^2_{\pm,\mathcal{H}_r}^*, \quad \tilde{\Omega}^2_{\pm,\mathcal{H}_+} = \Omega^2_{\pm,\mathcal{H}_+}^*.
$$

One also has the intertwining relations on the absolutely continuous subspace of $H_1$:

$$
H_0\tilde{\Omega}^2_{\pm,\mathcal{H}_r} = \Omega^2_{\pm,\mathcal{H}_r} H_1, \quad H_+\tilde{\Omega}^2_{\pm,\mathcal{H}_e} = \Omega^2_{\pm,\mathcal{H}_e} H_1.
$$

Together, Equations (5.2), (5.5) and (5.6) give:

$$
H_0 \Omega^2_{\pm,\mathcal{H}_+} \Omega^1 = \Omega^2_{\pm,\mathcal{H}_+} \Omega^1 + \Omega^2_{\pm,\mathcal{H}_r} \Omega^1 = \Omega^2_{\pm,\mathcal{H}_r} \Omega^1 + \Omega^2_{\pm,\mathcal{H}_e} \Omega^1.
$$

Now, since the limits are independent of the choice of $c_\pm \in \mathcal{C}_\pm$, one can always choose $c_\pm$ such that $c_+^2 + c_-^2 = 1$, consequently:

$$
\tilde{\Omega}^2_{\pm,\mathcal{H}_r} \Omega^2_{\pm,\mathcal{H}_e} + \Omega^2_{\pm,\mathcal{H}_r} \Omega^2_{\pm,\mathcal{H}_e} = P_c(H_1),
$$

One could have also chosen $c_\pm$ such that their supports were disjoint, therefore, we must also have:

$$
\tilde{\Omega}^2_{\pm,\mathcal{H}_r} \Omega^2_{\pm,\mathcal{H}_e} = 0.
$$

In other words, relation (5.8) is an orthogonal sum decomposition of the absolutely continuous subspace of $H_1$ and the operators (5.3) are partial isometries. We therefore have a decomposition of $P_c(H_1)$ into incoming and outgoing states. In what follows, to simplify notations, we consider only the direct wave operators, analogous statements can be formulated for the reverse ones. Define:

$$
X^H_{H_1} = (\ker \Omega^2_{\pm,\mathcal{H}_e})^\perp, \quad X^H_{out} = (\ker \Omega^2_{\pm,\mathcal{H}_+})^\perp.
$$

In virtue of Equation (5.8), these subspaces have nice characterisations, indeed: $X^H_{in}$ is exactly $\ker \Omega^2_{\pm,\mathcal{H}_r} \cap P_c(H_1)\mathcal{H}$ and $\phi \in \ker \Omega^2_{\pm,\mathcal{H}_r} \cap P_c(H_1)\mathcal{H}$, if and only if:

$$
\lim_{t \to +\infty} ||c_+(r^*) e^{-itH_1} \phi|| = 0,
$$

for any $c_+ \in \mathcal{C}_+$. In other words, the states in $X^H_{in}$ are exactly those whose energy is concentrated on $\mathbb{R}_-$ at late times. Similarly, $\phi \in X^H_{out}$ if and only if:

$$
\lim_{t \to +\infty} ||c_-(r^*) e^{-itH_1} \phi|| = 0,
$$

TOME 1 (-1), FASCICULE 0
for any \( c_- \in \mathcal{C}_- \). An important point is that \( \Omega^2_{+,\mathcal{H}_e} \) maps \( X_{\text{in}}^{H_1} \) onto a similar subspace for \( H_e \) (and similarly at \( \mathcal{H}_e \) for \( H_0 \)). If \( \psi \) is in the range of \( \Omega^2_{+,\mathcal{H}_e} \), then there is \( \phi \in X_{\text{in}}^{H_1} \) such that:

\[
\lim_{t \to +\infty} \| e^{-itH_e} \psi - c_- (r^*) e^{-itH_1} \phi \| = 0,
\]

for any \( c_- \in \mathcal{C}_- \). Hence for any \( c_+ \in \mathcal{C}_+ \), one can choose \( c_- \in \mathcal{C}_- \) with support disjoint from that of \( c_+ \) so that:

\[
0 = \lim_{t \to +\infty} \| c_+ (r^*) e^{-itH_e} \psi - c_+ (r^*) c_- (r^*) e^{-itH_1} \phi \|,
\]

\[
= \lim_{t \to +\infty} \| c_+ (r^*) e^{-itH_e} \psi \|.
\]

Conversely, all such states are mapped into \( X_{\text{in}}^{H_1} \) by \( \Omega^2_{+,\mathcal{H}_e} \).

Incoming and outgoing subspaces for \( H_e \) and \( H_0 \) were originally defined using the asymptotic velocity operators constructed in Section 4.5.1. These operators were constructed on each of the stable subspaces of the respective orthogonal sum decompositions associated to each of the operators, they are:

\[
P^+ = s - \lim_{t \to +\infty} e^{itH_e} \Gamma^1 e^{-itH_e}, \quad P_0^+ = s - \lim_{t \to -\infty} e^{itH_0} \Gamma^1 e^{-itH_0},
\]

and satisfy for any \( J \in C_\infty(\mathbb{R}) \):

\[
J(P^+_e) = s - \lim_{t \to +\infty} e^{itH_e} J \left( \frac{r^*}{t} \right) e^{-itH_e},
\]

\[
J(P^+_0) = s - \lim_{t \to +\infty} e^{itH_0} J \left( \frac{r^*}{t} \right) e^{-itH_0}.
\]

In terms of these operators, \( \Omega_{\text{in}}^{H_e} = \text{Ran} \mathbf{1}_{\mathcal{C}_-}(P^+_e) = \text{Ran} \mathbf{1}_{\{-1\}}(P^+_e) \). Using (5.10), one can show that \( \Omega_{\text{in}}^{H_e} \) as defined above coincides exactly with the image \( \Omega^2_{+,\mathcal{H}_e} X_{\text{in}}^{H_1} \), for instance, for any \( \phi \in \mathcal{H}_e \):

\[
\mathbf{1}_{\{-1\}}(P^+_e) \phi = J(P^+_e) \phi = \lim_{t \to +\infty} e^{itH_e} J \left( \frac{r^*}{t} \right) e^{-itH_e} \phi,
\]

for any \( J \in C_0^\infty(\mathbb{R}) \) such that \( \text{supp } J \subset (-\infty, 0), J(-1) = 1 \). Hence, for any \( c_+ \in \mathcal{C}_+ \):

\[
\lim_{t \to +\infty} c_+ (r^*) e^{-itH_e} \mathbf{1}_{\{-1\}}(P^+_e) \phi = \lim_{t \to +\infty} c_+ (r^*) J \left( \frac{r^*}{t} \right) e^{-itH_e} \phi = 0.
\]

The other inclusion is proved in a similar manner, one can show for example that:

\[
(5.11) \quad \lim_{t \to +\infty} c_+ (r^*) e^{-itH_e} \phi = 0, \text{ for any } c_+ \in \mathcal{C}_+ \Rightarrow \phi \in \text{Ran} \mathbf{1}_{\{1\}}(P^+_e)^.\]
Indeed, let $\phi$ satisfy the condition and let $\psi \in \text{Ran}_1\{P_+\}$. A similar argument to the one above shows that for any $c_- \in \mathcal{C}_-$:

$$\lim_{t \to +\infty} c_- (r^*) e^{-itH_{\epsilon}} \psi = 0.$$ 

Choose now $c_+ \in \mathcal{C}_+, c_- \in \mathcal{C}_-$ such that $c_+ + c_- = 1$, then for $t \in \mathbb{R}$:

$$\begin{align*}
\langle \phi, \psi \rangle &= (e^{-itH_{\epsilon}} \phi, e^{-itH_{\epsilon}} \psi), \\
&= (c_+ (r^*) e^{-itH_{\epsilon}} \phi, e^{-itH_{\epsilon}} \psi) + (e^{-itH_{\epsilon}} \phi, c_- (r^*) e^{-itH_{\epsilon}} \psi).
\end{align*}$$

By the Cauchy-Schwarz inequality, it follows that for any $t \in \mathbb{R}$:

$$|\langle \psi, \phi \rangle| \leq \||\psi||c_+ (r^*) e^{-itH_{\epsilon}} \phi|| + ||\phi||c_- (r^*) e^{-itH_{\epsilon}} \psi||,$$

The right-hand side approaches 0 as $t \to +\infty$ so that:

$$|\langle \psi, \phi \rangle| = 0.$$

We can therefore define a global wave operator from the absolutely continuous subspace of $H_1$ onto the external direct sum $\text{Ran}_1\{-1\}(P_+^+) \oplus \text{Ran}_1\{1\}(P_0^+)$. 

$$\Omega_2^2 : X_{H_1}^{H_{\epsilon}} \oplus X_{H_1}^{H_0} \longrightarrow \text{Ran}_1\{-1\}(P_+^+) \oplus \text{Ran}_1\{1\}(P_0^+)$$

$$\langle \phi_1, \phi_2 \rangle \longmapsto (\Omega_2^2, \phi_1, \Omega_2^2 \phi_2).$$

5.3. Comparison III

Although the results in Section 4.5 can be used to construct a scattering theory for $H_{\epsilon}$ and $H_0$ on the whole Hilbert space, the previous discussion shows that, for our needs, it only relevant to do this on $\text{Ran}_1\{-1\}(P_+^+)$ for $H_{\epsilon}$ and on $\text{Ran}_1\{1\}(P_0^+)$ for $H_0$. The asymptotic profiles are given by:

$$H_{-\infty} = \Gamma^1 D_{r^*},$$

$$H_{+\infty} = \Gamma^1 D_{r^*} + \left(\frac{a}{r_+^2 + a^2} - \frac{a}{r_-^2 + a^2}\right) p.$$ 

The outgoing and incoming states are identical for both of these operators and given by:

$$\mathcal{K}^+ = \text{Ran}_1\{1\}(\Gamma^1), \quad \mathcal{K}^- = \text{Ran}_1\{-1\}(\Gamma^1).$$
Due to the stability of the subspace under $\Gamma^1, H_e, H_{\pm \infty}$, the results in Section 4.5 prove that the following strong limits exist:

$$\Omega^3_{+ \cdot \mathcal{H}_e} = s-lim_{t \to +\infty} e^{itH_{\pm \infty}} e^{-itH_0}1_{\mathbb{R}^+}(P^+_0),$$

$$\Omega^3_{+ \cdot \mathcal{H}_r} = s-lim_{t \to +\infty} e^{itH_{\pm \infty}} \left(T \exp \left(-i \int_0^t \tilde{f}(\Gamma^1 s) ds \right) \right)^* e^{-itH_0}1_{\mathbb{R}^-}(P^+_e),$$

$$\tilde{\Omega}^3_{+ \cdot \mathcal{H}_e} = s-lim_{t \to +\infty} e^{itH_0} e^{-itH_{\pm \infty}} 1_{\mathbb{R}^+}(\Gamma^1),$$

$$\tilde{\Omega}^3_{+ \cdot \mathcal{H}_r} = s-lim_{t \to +\infty} e^{itH_0} T \exp \left(-i \int_0^t \tilde{f}(\Gamma^1 s) ds \right) e^{-itH_{\pm \infty}} 1_{\mathbb{R}^-}(\Gamma^1),$$

One also has: $\tilde{\Omega}^3_{+ \cdot \mathcal{H}_e} = \Omega^3_{+ \cdot \mathcal{H}_e}$ and similarly for $\mathcal{H}_r$, this gives rise to a unitary map:

$$\Omega^3_{+} : \text{Ran} 1_{\{-1\}}(P^+_e) \oplus \text{Ran} 1_{\{1\}}(P^+_0) \longrightarrow \mathcal{H}^- \oplus \mathcal{H}^+ = \mathcal{H}$$

$$(\phi_1, \phi_2) \longrightarrow (\Omega^3_{+ \cdot \mathcal{H}_e} \phi_1, \Omega^3_{+ \cdot \mathcal{H}_r} \phi_2).$$

Finally, composition of $\Omega^1_{+ \cdot \mathcal{H}_e}, \Omega^2_{+ \cdot \mathcal{H}_r}, \Omega^3_{+ \cdot \mathcal{H}_r}$ yields a unitary map $W_+$ between $P_c(H) = X^H_{\text{in}} \oplus X^H_{\text{out}}$ and $\mathcal{H}$, where:

$$X^H_{\text{in}} = (\ker \Omega^2_{+ \cdot \mathcal{H}_r} \Omega^1_{+})^\perp, \quad X^H_{\text{out}} = (\ker \Omega^2_{+ \cdot \mathcal{H}_r} \Omega^1_{+})^\perp,$$

given by:

$$W_+ : X^H_{\text{in}} \oplus X^H_{\text{out}} \longrightarrow \mathcal{H}^- \oplus \mathcal{H}^+ = \mathcal{H}$$

$$\phi_1 + \phi_2 \longmapsto \Omega^3_{+ \cdot \mathcal{H}_e} \Omega^2_{+ \cdot \mathcal{H}_r} \Omega^1_{+} \phi_1 + \Omega^3_{+ \cdot \mathcal{H}_r} \Omega^2_{+ \cdot \mathcal{H}_r} \Omega^1_{+} \phi_2.$$

**Remark 5.1.** — A simple application of the above result is to define the asymptotic velocity operator for the full dynamics. It is defined by the limits for $J \in C_\infty(\mathbb{R})$,

$$J(P^+) = s-lim_{t \to +\infty} e^{iHt} J(r^* \frac{t}{l}) e^{-iHt} = W_+^* J(\Gamma^1) W_+,$$

Using the results discussed in Section 4.5.1, it follows that: $P^+ = W_+^* \Gamma^1 W_+$.

### 5.4. Scattering for the Dirac operator

We now return to the notations we adopted prior to Section 4, where we dropped the explicit dependence of our operator $H^p$ for notational convenience. We recall from Section 2.2 that $H^p$ coincides with the full Dirac operator on each of the subspaces associated with the eigenvalue $p \in \mathbb{Z} + \frac{1}{2}$ of $D_\phi$. The global wave operators obtained in the previous section, although defined on all of $\mathcal{H}$, also depend on the parameter $p$. However the
Theorem 5.2. — For any $\phi = \sum_{p \in \mathbb{Z} + \frac{1}{2}} \phi_{p}(r^*, \theta)e^{ip\phi} \in \mathcal{H}$ set:

$$\mathcal{P}^+ \phi = \sum_{p \in \mathbb{Z} + \frac{1}{2}} P^+_p \phi_{p} e^{ip\phi},$$

then $\mathcal{P}_+$ is a bounded symmetric operator with spectrum $\{-1, 1\}$, and for any $J \in C_\infty(\mathbb{R}),$

$$J(\mathcal{P}_+) = \lim_{t \to +\infty} e^{iHt} J(r^*_t) e^{-iHt}.$$

Moreover, defining:

$$X_{\text{in}} = \text{Ran} \, 1_{\{-1\}}(\mathcal{P}^+), \quad X_{\text{out}} = \text{Ran} \, 1_{\{1\}}(\mathcal{P}^+),$$

then, $\mathcal{H} = X_{\text{in}} \oplus X_{\text{out}}$ and the operator:

$$\mathcal{W}^+ \phi = \sum_{p \in \mathbb{Z} + \frac{1}{2}} W^+_p \phi_{p} e^{ip\phi},$$

is a unitary operator such that:

$$\mathcal{W}_+ X_{\text{in}} = \mathcal{H}_-, \quad \mathcal{W}_+ X_{\text{out}} = \mathcal{H}_+,$$

and for the full Dirac operator $H$ defined by Equation (1.15):

$$H_{-\infty} \mathcal{W}^+_1(\mathcal{P}^+) + H_{+\infty} \mathcal{W}^+_1(\mathcal{P}^+) = \mathcal{W}^+_H.$$

6. Conclusion

In this paper we have proposed an analytical construction for a scattering theory for particles in a region situated between a double and simple horizon of an extreme Kerr-de Sitter blackhole. The presence of the simple horizon alone simplified the problem considerably, being an obstruction to the existence of pure-point spectrum, and the existence of a conjugate operator in the sense of Mourre theory ruled out the possibility for any singular continuous spectrum. The setting was therefore ideal for an analytic scattering theory.

(22) see again [6]
We found that, from an analytical point of view, the double horizon region was analogous to that of spacelike infinity in Kerr-Newmann spacetime. The theory is in fact slightly easier because the mass terms do not persist at the horizons, meaning that things appear to boil down to the massless case. As in this case, the reasoning hinges on the ability to obtain a minimal velocity estimate.

The main difference and novelty is that the double horizon exacerbates the effects of the rotation of the black hole by complicating the structure of the angular operator; the mass also plays a lesser role here. However, this did not prove to be an essential difficulty for the analytic methods used in this paper, which is another illustration of their robustness.

The methods used here do however have the clear disadvantage of not being very geometrical. In some sense, the study of the effects of the double horizon is reduced to the distinction between long and short-range potentials; it would be considerably more satisfying to seek a proof of the results in this paper with a clearer geometrical meaning.
Appendix A. Expression of the Dirac equation

In this appendix, we will sketch the calculations that lead to the operator $H$ studied in the main text. We recall that the massive Dirac equation for a spin-$\frac{1}{2}$ Dirac spinor $(\phi_A, \chi^A)$ is:

$$
\begin{cases}
\nabla^{AA'}\phi_A = \mu \chi^{A'}, \\
\nabla_{A'A'}\chi^A = -\mu \phi_A,
\end{cases}
\mu = \frac{m}{\sqrt{2}}.
$$

(A.1)

To convert this into a system of four scalar equations we will use the local spin-connection forms $\alpha^A_{B'a}$ of a local normalised spin frame $(\varepsilon^A_A)_{A\in\{0,1\}}$ defined by:

$$
\alpha^A_{B'a} = \varepsilon^A_A \nabla_a \varepsilon^B_B.
$$

Given any orthonormal frame $g^a_a$ and a normalised spin frame $\varepsilon^A_A$ such that the vector fields:

$$
l^a = \varepsilon^A_0 \varepsilon^{A'}_{0'},
\quad
n^a = \varepsilon^A_1 \varepsilon^{A'}_{1'},
\quad
m^a = \varepsilon^A_0 \varepsilon^{A'}_{1'},
$$

(A.2)

of the Newman-Penrose tetrad $(l^a, n^a, m^a, \bar{m}^a)$ satisfy:

$$
\begin{cases}
l^a = \frac{g^a_0 + g^a_1}{\sqrt{2}},
\quad
n^a = \frac{g^a_0 - g^a_1}{\sqrt{2}},
\quad
m^a = \frac{g^a_2 + ig^a_3}{\sqrt{2}},
\end{cases}
$$

(A.3)

then the spin connection forms are given in terms of the local connection forms $\omega^i_j$ in the basis $g^a_a$ by:

$$
\begin{align*}
\alpha^0_0 &= \frac{\omega^0_1 + i \omega^2_3}{2},
\quad
\alpha^1_0 &= \frac{\omega^2_0 + \omega^1_2}{2} + i \frac{\omega^0_3 + \omega^1_3}{2},
\quad
\alpha^0_1 &= \frac{\omega^2_0 - \omega^1_2}{2} - i \frac{\omega^3_0 - \omega^3_1}{2}.
\end{align*}
$$

(A.4)

A spin connection is a $\mathfrak{sl}(2,\mathbb{C})$-valued one-form, so necessarily:

$$
\alpha^1_1 = -\alpha^0_0.
$$

In terms of the covariant derivative, this is equivalent to the requirement that $\nabla_a \varepsilon_{AB} = 0$. The forms $\alpha^A_{B'a} = \varepsilon^A_B (\nabla_a \varepsilon^B_B)$ satisfy:

$$
\alpha^A_{B'a} = \bar{\alpha}^A_{Ba}.
$$

(A.5)
Remark A.1. — It should be remarked that our conventions differ slightly from those in [34], namely, we identify $\mathbb{R}^4$ to $H(2, \mathbb{C})$ via the isomorphism:

$$\varphi : \mathbb{R}^4 \rightarrow H(2, \mathbb{C})$$

$$\begin{pmatrix} x_0 \\ x_1 \\ x_2 \\ x_3 \end{pmatrix} \mapsto (x_0 + x_1, x_2 - ix_3, x_2 + ix_3, x_0 - x_1)$$

Remark A.2. — Consider the Lie group morphism $\Lambda : SL(2, \mathbb{C}) \rightarrow SO_+(1, 3)$ defined by associating to any $A \in SL(2, \mathbb{C})$ the matrix $\Lambda(A)$ of the linear map $u$ defined by $u(x) = \varphi^{-1}(A\varphi(x)A^*)$, $x \in \mathbb{R}^4$ expressed in the canonical basis of $\mathbb{R}^4$. Then, viewing $\omega = (\omega^i_j)_{i,j\in[0,3]}$ and $\alpha = (\alpha^A_B)_{A,B\in\{0,1\}}$ as matrix valued one-forms, it follows that for any $(p, v) \in TM$:

$$\alpha_p(v) = \Lambda^{-1}_*(\omega_p(v)),$$

where $\Lambda_*$ is the Lie algebra isomorphism induced by $\Lambda$.

Once a choice of spin-frame has been made, equation (A.1) can be written as four scalar equations in terms of the components $\phi^A, \chi^A$ of the spinor fields. For instance, the equation:

$$\nabla_A \phi^A = -\mu \chi^A,$$

becomes,

$$\nabla_A \phi^A + \phi^A \alpha^B_{AC} \varepsilon^C_{B^*C^*} = -\mu \chi^A.$$

For $A = 0'$, this translates to:

$$l^a \nabla_a \phi_0 + \tilde{m}^a \nabla_a \phi_1 + \phi_0 \left( \alpha^0_{0a} l^a + \alpha^1_{0a} \tilde{m}^a \right) + \phi_1 \left( \alpha^0_{1a} l^a + \alpha^1_{1a} \tilde{m}^a \right) = -\mu \chi_0,$$

or, equivalently:

$$l^a \nabla_a \phi_1 - \tilde{m}^a \nabla_a \phi_0 + \phi_1 \left( \alpha^0_{0a} l^a + \alpha^1_{0a} \tilde{m}^a \right) - \phi_0 \left( \alpha^0_{1a} l^a + \alpha^1_{1a} \tilde{m}^a \right) = \mu \chi_1.$$

Overall, we obtain the following system of equations for the components:

$$\begin{cases}
  l^a \nabla_a \phi^0 + m^a \nabla_a \phi^1 + \chi^0 F + \chi^1 G = -\mu \phi_0, \\
  \tilde{m}^a \nabla_a \chi^0 + n^a \nabla_a \chi^1 + \chi^0 F_1 + \chi^1 G_1 = -\mu \phi_1, \\
  m^a \nabla_a \phi_1 - n^a \nabla_a \phi_0 + \phi_1 G_1 - \phi_0 F_1 = -\mu \chi^0, \\
  l^a \nabla_a \phi_1 - \tilde{m}^a \nabla_a \phi_0 + \phi_1 F - \phi_0 G = \mu \chi^1.
\end{cases}$$

(A.6)
where we have defined:

\[
F = \alpha_{0a}^0 a + \alpha_{0a}^1 \bar{m}^a,
\]

\[
G = \alpha_{1a}^0 a + \alpha_{1a}^1 \bar{m}^a,
\]

\[
F_1 = \alpha_{1a}^0 m^a + \alpha_{1a}^1 n^a,
\]

\[
G_1 = \alpha_{0a}^0 m^a + \alpha_{0a}^1 n^a,
\]

and used the fact that, by (A.5), for any complex vector fields \(u^a, v^a\):

\[
\alpha A'B' a \bar{u}^a + \alpha C'D' a \bar{v}^a = \alpha A'B^a u^a + \alpha C'D^a v^a.
\]

### A.1. Dirac equation in the “Boyer-Lindquist” frame

We will first use the results in [9] to write the Dirac equation in a normalised spin-frame linked by equations (A.2) and (A.3) to the orthonormal frame:

\[
\begin{align*}
\gamma_0^a \frac{\partial}{\partial x^a} &= \frac{\Xi}{\rho \sqrt{\Delta}} \left( (r^2 + a^2) \partial_t + a \partial_\varphi \right), \\
\gamma_1^a \frac{\partial}{\partial x^a} &= \frac{\sqrt{\Delta'} \rho}{\rho} \partial_r, \\
\gamma_2^a \frac{\partial}{\partial x^a} &= \frac{\sqrt{\Delta} \rho}{\rho} \partial_\theta, \\
\gamma_3^a \frac{\partial}{\partial x^a} &= \frac{\Xi}{\sin \theta \sqrt{\Delta}} \left( \partial_\varphi + a \sin^2 \theta \partial_t \right).
\end{align*}
\]

In such a frame, the expressions for \(F, G, F_1, G_1\) are given by:

\[
\begin{align*}
F &= \frac{1}{2\sqrt{2} \sqrt{\Delta'} \rho^3} \left( \frac{\Delta'}{2} \rho^2 + \Delta \bar{r} \right), \\
G &= \frac{1}{2\sqrt{2} \sqrt{\Delta} \rho \sin \theta \rho^3} \left( i a \Delta_\theta \sin^2 \theta \bar{r} + \cos \theta \rho^2 (1 + a^2 l^2 \cos(2\theta)) \right), \\
F_1 &= -F, \\
G_1 &= G,
\end{align*}
\]

where \(\Delta' = \frac{\partial \Delta}{\partial r}\) and \(\bar{r} = (r + ia \cos \theta).

In matrix form, with \(\psi = t \left( \phi_0, \phi_1, \chi^0, \chi^1 \right)\), (A.6) is then:

\[
i(\gamma^\mu \partial_\mu + V)\psi = m\psi.
\]

In the above:

\[
V = \sqrt{2} \begin{pmatrix}
0 & 0 & i\bar{F} & i\bar{G} \\
0 & 0 & i\bar{G} & -i\bar{F} \\
iF & iG & 0 & 0 \\
iG & -iF & 0 & 0
\end{pmatrix},
\]
\[ \gamma^t = \Xi \left( \begin{array}{cc} 0 & iI_2 \\ -iI_2 & 0 \end{array} \right) - i \frac{a \sin \theta \Xi}{\sqrt{\Delta r \rho^2}} \left( \begin{array}{cc} 0 & \sigma_y \\ \sigma_y & 0 \end{array} \right), \]

\[ \gamma^r = i \frac{\Delta r}{\rho^2} \left( \begin{array}{cc} 0 & \sigma_z \\ \sigma_z & 0 \end{array} \right), \]

\[ \gamma^\theta = i \frac{\Delta \theta}{\rho^2} \left( \begin{array}{cc} 0 & \sigma_x \\ \sigma_x & 0 \end{array} \right), \]

\[ \gamma^\varphi = \frac{a \Xi}{\sqrt{\Delta r \rho^2}} \left( \begin{array}{cc} 0 & iI_2 \\ -iI_2 & 0 \end{array} \right) - i \frac{\Xi}{\sqrt{\Delta \theta \rho^2 \sin \theta}} \left( \begin{array}{cc} 0 & \sigma_y \\ \sigma_y & 0 \end{array} \right), \]

The \( \gamma^\mu \) are the so-called “gamma matrices” that satisfy the Clifford algebra anti-commutation relations:

\[ \{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu} \text{Id}_4. \]

\( \sigma_x, \sigma_y, \sigma_z \) are the Pauli matrices,

\[ \sigma_x = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \quad \sigma_y = \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right), \quad \sigma_z = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) = -i \sigma_x \sigma_y. \]

### A.1.1. Change of spin-frame

In the main text, we chose instead to work in a normalised spin-frame defined by Equations (A.2) and (A.3) from the orthonormal frame:

\[ g^a_0 = \frac{\nabla^a t}{\sqrt{\nabla^a t \nabla_a t}}, \quad g^a_1 = \frac{\partial}{\partial x^a}, \quad g^a_2 = \frac{1}{\sqrt{-g_{rr}}} \partial_{r}, \quad g^a_3 = \frac{1}{\sqrt{-g_{\varphi\varphi}}} \partial_{\varphi} \]

The matrix \( P \) of the Lorentz transformation \( L^b_a \) that sends \( g^a_0 \) to \( g^a_0 \) is given by:

\[ P = M_{\sigma^a_\alpha, g^b}(\text{Id}) = \left( \begin{array}{ccc} \frac{\sqrt{\Delta \rho}}{\sigma} & 0 & -\frac{a \sin \theta \sqrt{\Delta \rho}}{\sigma} \\ 0 & 1 & 0 \\ -\frac{a \sin \theta \sqrt{\Delta \rho}}{\sigma} & 0 & \frac{\sqrt{\Delta \rho}}{\sigma} \end{array} \right) \]

where we have defined \( \sigma^2 = \Delta \rho (r^2 + a^2) - \Delta_r a^2 \sin^2 \theta \). Up to sign, the spin transformation \( S \in SL(2; \mathbb{C}) \) that corresponds to \( P \) is:

\[ S = \left( \begin{array}{cc} \sqrt{\frac{\sigma^+}{2\sigma}} & \frac{ia \sin \theta \sqrt{\Delta \rho}}{\sqrt{2\sigma \sigma^+}} \\ \frac{a \sin \theta \sqrt{\Delta \rho}}{\sqrt{2\sigma \sigma^+}} & \sqrt{\frac{\sigma^+}{2\sigma}} \end{array} \right), \]

in the above formula \( \sigma^+ = \sigma + \sqrt{\Delta \rho (r^2 + a^2)} \). It is useful to note that \( \sigma^+ \) satisfies:

\[ \sigma^+_2 - a^2 \sin^2 \theta \Delta_r = 2\sigma \sigma^+. \]
The appropriate change of basis matrix in $S_{A_p} \oplus S_{A'_p}$ at each point $p$ of block II is given by:

$$\tilde{P} = \begin{pmatrix} tS^{-1} & 0 \\ 0 & \bar{S} \end{pmatrix} = \sqrt{\frac{\sigma_+}{2\sigma}} I_4 + \frac{a \sin \theta \sqrt{\Delta_r}}{\sqrt{2\sigma_+}} \begin{pmatrix} -\sigma_y & 0 \\ 0 & \sigma_y \end{pmatrix}. \tag{A.10}$$

The equation satisfied by $\psi' = \tilde{P}^{-1} \psi$ is hence:

$$i\tilde{P}^{-1}(\gamma^\mu \partial_\mu + V)\tilde{P}\psi' = m\psi'. \tag{A.11}$$

The left-hand side is:

$$i\tilde{P}^{-1}(\gamma^\mu \partial_\mu + V)\tilde{P} = i \begin{pmatrix} \tilde{\gamma}^\mu \partial_\mu + \tilde{V} + \tilde{P}^{-1} \gamma^\mu \frac{\partial \tilde{P}}{\partial x^\mu} \end{pmatrix},$$

where:

$$\gamma^r = \tilde{\gamma}^r, \quad \gamma^\theta = \tilde{\gamma}^\theta, \quad \tilde{V} = V, \quad \tilde{\gamma}^t = \frac{\Xi \sigma}{\sqrt{\Delta_r \Delta_\theta}} \begin{pmatrix} 0 & iI_2 \\ -iI_2 & 0 \end{pmatrix}, \tag{A.12}$$

$$\tilde{\gamma}^\varphi = \frac{a \Xi q^2 \rho}{\sigma \sqrt{\Delta_r \Delta_\theta}} \begin{pmatrix} 0 & iI_2 \\ -iI_2 & 0 \end{pmatrix} - i \frac{\Xi \rho}{\sigma \sin \theta} \begin{pmatrix} 0 & \sigma_y \\ \sigma_y & 0 \end{pmatrix},$$

$$\tilde{P}^{-1} \gamma^r \frac{\partial \tilde{P}}{\partial r} = \frac{\sqrt{\Delta_r}}{\rho} f_r \begin{pmatrix} 0 & -\sigma_x \\ \sigma_x & 0 \end{pmatrix},$$

$$\tilde{P}^{-1} \gamma^\theta \frac{\partial \tilde{P}}{\partial \theta} = \frac{\sqrt{\Delta_\theta}}{\rho} f_\theta \begin{pmatrix} 0 & \sigma_z \\ -\sigma_z & 0 \end{pmatrix}.$$
with:

$$V_1 = \begin{pmatrix} 0 & 0 & i\tilde{F} & i\tilde{G} \\ 0 & 0 & i\tilde{G} & -i\tilde{F} \\ i\tilde{F} & i\tilde{G} & 0 & 0 \\ i\tilde{G} & -i\tilde{F} & 0 & 0 \end{pmatrix},$$ (A.15)

$$\tilde{F} = \sqrt{2}F + i\frac{\Delta_r}{\rho} f_\theta + \frac{\Delta_r}{\rho} \partial_r \ln \alpha(r, \theta),$$ (A.16)

$$\tilde{G} = \sqrt{2}G - i\frac{\Delta_r}{\rho} f_r + \frac{\Delta_r}{\rho} \partial_\theta \ln \alpha(r, \theta).$$

Rewriting (A.14) as an evolution equation, and introducing $\mathfrak{D}_{S^2}$, the Dirac operator on the 2-sphere, we obtain the following form of the Dirac equation:

$$i\partial_t \Phi + \frac{\Delta_r}{\Xi} \Gamma^1 \partial_r \Phi - \frac{\sqrt{\Delta_r}}{\Xi} \mathfrak{D}_{S^2} \Phi + \frac{iaq^2 \rho^2}{\sigma^2} \partial_\varphi \Phi + \frac{i\sqrt{\Delta_r}}{\sigma \sin \theta} \left( \frac{\rho^2}{\sigma} - \frac{\Delta_\varphi}{\Xi} \right) \Gamma^3 \partial_\varphi \Phi + \frac{i\sqrt{\Delta_r}}{\Xi} \partial_\varphi V_1 \Phi = \frac{\sqrt{\Delta_r}}{\Xi} \rho m \Gamma^0 \Phi$$

This leads to the operator $H$ given in the main text.

**Appendix B. Proofs of the technical results of Section 2**

**B.1. Proof of Lemma 2.1**

*Proof. —* Remark first that, from equations (1.11) and (1.12), since $r_\epsilon$ is a double root of the polynomial $\Delta_r$, we have:

$$\Delta_r = \lim_{r^* \to -\infty} \left( \frac{1}{r^{*2}} \right), \quad \Delta_r = \lim_{r^* \to +\infty} \left( e^{-2\kappa r^*} \right),$$ (B.1)

$$\Delta_r' = \lim_{r^* \to -\infty} \left( \frac{1}{r^{*}} \right).$$

Hence:

$$\alpha(r^*) = \lim_{r^* \to -\infty} \left( \frac{1}{r^{*2}} \right), \quad \alpha(r^*) = \lim_{r^* \to +\infty} \left( e^{-2\kappa r^*} \right),$$ (B.2)

$$\partial_r \alpha(r^*) = \lim_{r^* \to -\infty} \left( \frac{1}{r^*} \right), \quad \partial_r \alpha(r^*) = \lim_{r^* \to +\infty} (1).$$
For any $n \geq 2$, it is easy to see that $\partial_r^n \alpha(r^*) = O(1)$. Now, $\partial_r \alpha(r^*) = \alpha(r^*) \partial_r \alpha(r^*)$, so we have the correct behaviour at infinity after the first derivative. We claim that for $n \geq 1$:

(B.3) $\partial_r^n \alpha(r^*) = \sum_{k=1}^{n} f_k(r^*)(\partial_r \alpha(r^*))^{\beta_k} (\alpha(r^*))^k$,

where $\alpha_k \in \mathbb{N}$, $f_k \in \Pi$ and $\beta_k + 2k \geq n + 2$ for each $k \in [1, n]$. This is obvious for $n = 1$ and if such a relationship is true for some $n \geq 1$, after differentiation one has:

(B.4) $\partial_r^{n+1} \alpha(r^*) = \sum_{k=1}^{n} \partial_r f_k(r^*)(\partial_r \alpha(r^*))^{\beta_k} (\alpha(r^*))^{k+1}$

$+ \beta_k f_k(r^*)\partial_r^2 \alpha(r^*)(\partial_r \alpha(r^*))^{\alpha_k-1}(\alpha(r^*))^{k+1}$

$+ \sum_{k=1}^{n} f_k(r^*)(\partial_r \alpha(r^*))^{\beta_k+1}(\alpha(r^*))^k$.

Therefore, $\partial_r^{n+1} \alpha(r^*)$ satisfies (B.3), with:

$\tilde{\beta}_{n+1} = \max(0, \beta_n - 1)$,

$\tilde{f}_{n+1} = \partial_r f_n(\partial_r \alpha)\beta_n^{\beta_{n+1}} + \beta_n f_n \partial_r^2 \alpha$,

$\tilde{f}_1 = f_1 = 1$, $\tilde{\beta}_1 = \beta_1 + 1 = n + 1$.

For $k \in [2, n]$,

$\tilde{\beta}_k = \min(\beta_k + 1, \max(0, \beta_{k-1} - 1))$,

$\tilde{f}_k = \partial_r f_{k-1}(\partial_r \alpha)^{\beta_{k-1}-\tilde{\beta}_k} + \beta_{k-1} f_{k-1} \partial_r^2 \alpha(\partial_r \alpha(r^*))^{\beta_{k-1}-1-\tilde{\beta}_k}$

$+ f_k(\partial_r \alpha)^{\beta_k+1-\tilde{\beta}_k}$.

The $\tilde{f}_k$ clearly satisfy the required hypothesis; if $\tilde{\beta}_k \neq 0$, then, either $\tilde{\beta}_k = \beta_k + 1$ or $\tilde{\beta}_k = \beta_{k-1} - 1$. In the first case, then:

$\tilde{\beta}_k + 2k \geq n + 4$,

in the second case:

$\tilde{\beta}_k + 2k \geq n + 2 + 2 - 1 = n + 3$.

If $\tilde{\beta}_k = 0$, then necessarily this implies $\beta_{k-1} \leq 1$. By hypothesis, $\beta_{k-1}$ satisfies: $\beta_{k-1} + 2k \geq n + 4$, so, $2k \geq n + 3$, and the hypothesis is equally satisfied. Hence, the result follows by induction. The asymptotics can now be read from (B.3), each term in the sum is $O(\alpha) = O(e^{-2kr^*})$ at $r^* \to +\infty$ and every term in the sum is $O(r^{-(n+2)})$ at $r^* \to -\infty$. □
B.2. Fàa di Bruno formula

Let \( f, g \in C^\infty(\mathbb{R}) \), then for any \( n \geq 1 \):

\[
(f \circ g)^{(n)} = \sum_{(m_1, \ldots, m_n) \in I_n} \frac{n! f^{(m_1 + \ldots + m_n)} \circ g}{m_1! \cdots m_n!} \prod_{j=1}^n (g^{(j)})^{m_j},
\]

\[ I_n = \{(m_1, \ldots, m_n) \in \mathbb{N}^n, \sum_{j=1}^n jm_j = n \}. \]

B.3. Proofs of Lemmata 2.6, 2.7 and 2.9

Proof of Lemma 2.6. — It is clear that \( A \) is densely defined. In order to show that \( A \) is closed, denote by \( P_k \) the orthogonal projection onto \( X_k \) for each \( k \in \mathbb{N} \) and suppose that \( (x^m)_{m \in \mathbb{N}} \) is a sequence of points of \( D(A) \) such that \( x^m \to x \) and \( Ax^m \to y \) in \( X \). Then for any \( k \in \mathbb{N} \), \( P_k x^m \to P_k x \) and \( P_k Ax^m = A_k P_k x^m \to A_k P_k x \) by definition, but since \( A_k \) is closed, it follows that \( P_k x \in D(A_k) \) and \( P_k y = A_k P_k x \). Thus:

\[
\sum_k ||A_k P_k x||^2 = \sum_k ||P_k y||^2 < +\infty,
\]

so \( x \in D(A) \) and \( Ax = y \).

To prove that \( A \) is self-adjoint we show that \( A + z \) has dense range for any \( z \in \mathbb{C} \setminus \mathbb{R} \). Let \( y \in X \) be such that \( (Ax + zx, y) = 0 \) for any \( x \in D(A) \). In particular, for each \( k \in \mathbb{N} \), and every \( x \in D(A_k) \), \( (A_k x + zx, P_k y) = 0 \), but then, since \( A_k \) is self-adjoint, \( P_k y = 0 \) for any \( k \in \mathbb{N} \), i.e. \( y = 0 \). \( \square \)

Proof of Lemma 2.7. — For any \( k, n \), \( H_0^{k,n} \) is self-adjoint on \( D(H_0^{k,n}) = b^{-1}_k([H^1(\mathbb{R})]^4) \) (\( b_k \) is defined by equation (2.13)) and \( [\mathcal{S}(\mathbb{R})]^4 \) is dense in \( [H^1(\mathbb{R})]^4 \). Denote by \( P_{k,n} \) the orthogonal projection onto \( \mathcal{H}_{k,n} \). Let \( u \in D(H_0) \) and \( \varepsilon \in \mathbb{R}_+^* \). For each \( (k, n) \), one can find \( \phi_{k,n} \in [\mathcal{S}(\mathbb{R})]^4 \) such that:

\[
||b_{k,n} P_{k,n} \psi - \phi_{k,n}||_{[H^1(\mathbb{R})]^4} \leq \varepsilon \frac{2^{-k+n+2}}{C_k},
\]

where \( C_k = \lambda_k ||g||_{\infty} + ||f||_{\infty} + 1 \), it follows that:

\[
\sum_{k,n} ||P_{k,n} \psi - b^{-1}_{k,n}(\phi_{k,n})||^2 \leq \varepsilon^2,
\]

(B.5)

\[
\sum_{k,n} ||H_0(P_{k,n} \psi - b^{-1}_{k,n}(\phi_{k,n}))||^2 \leq \varepsilon^2.
\]
Furthermore, for any $\psi - \psi$, then $||\phi - \psi|| + ||H_0(\phi - \psi)|| \leq 2\varepsilon$, and for every $k,n$:

$$P_{k,n}\phi = P_{k,n}\psi - P_{k,n}y = b_{k,n}^{-1}(\phi_{k,n}),$$

i.e. $\phi \in \mathcal{F}$, $\varepsilon$ being arbitrary this concludes the proof.

**Proof of Lemma 2.9.** — On $\mathcal{F}$, the following equation makes sense:

$$H_0^2 = D^2 + g(r^*)^2 \mathcal{D}^2 + f(r^*)^2 + \frac{\Gamma^1}{i} g'(r^*) \mathcal{D} + 2g(r^*) \mathcal{D} f(r^*) + \{f(r^*), \Gamma^1 D_{r^*}\}.$$  

Furthermore, for any $u \in \mathcal{F}$:

$$||\{f(r^*), \Gamma^1 D_{r^*}\} u, u|| \leq ||\{\Gamma^1 D_{r^*} u, f(r^*) u\} + \{(f(r^*) u, \Gamma^1 D_{r^*} u\}||,$$

$$\leq 2||\Gamma^1 D_{r^*} u||||f(r^*) u||,$$

(B.6)

$$\leq 2||f||_\infty ||\Gamma^1 D_{r^*} u|| ||u||,$$

$$\leq \frac{1}{2}||\Gamma^1 D_{r^*} u||^2 + 2||f||_\infty^2 ||u||^2.$$

It follows that:

$$\frac{1}{2} D_{r^*}^2 + 2||f||_\infty^2 \geq \{f(r^*), \Gamma^1 D_{r^*}\} \geq -\frac{1}{2} D_{r^*}^2 - 2||f||_\infty^2.$$

Exploiting the fact that $|g'(r^*)| \leq C|g(r^*)|$ for some $C > 0$, one has:

$$||(\frac{\Gamma^1}{i} g'(r^*) \mathcal{D} u, u)|| \leq ||g'(r^*) \mathcal{D} u|| ||u||,$$

(B.7)

$$\leq \frac{1}{4C^2} ||g'(r^*) \mathcal{D} u||^2 + C^2 ||u||^2,$$

$$\leq \frac{1}{4} ||g(r^*) \mathcal{D} u||^2 + C^2 ||u||^2.$$

We thus conclude that:

$$\frac{1}{4} g^2(r^*) \mathcal{D}^2 + C^2 \geq \frac{\Gamma^1}{i} g'(r^*) \mathcal{D} \geq -\frac{1}{4} g(r^*)^2 \mathcal{D}^2 - C^2.$$

In (B.7), we have used the fact that:

$$g^2(r^*) \mathcal{D}^2 \leq C^2 g^2(r^*) \mathcal{D}^2.$$

This follows from the functional calculus, since, if $Z$ is an even function in the second variable:

$$(Z(r^*, \mathcal{D}) u, u) = \sum_{k,n} \int Z(r^*, \lambda_{k,n}) ||u_{k,n}||^2_{L^2} dr^*, $$

$$u = \sum_{k,n} b_{k,n}^{-1} u_{k,n}, u_{k,n} \in [L^2(\mathbb{R})]^d,$$
and so inequalities valid for $Z$ pass to the operators, here:
\[
Z(x, y) = g'(x)^2 y^2,
\]
which clearly satisfies: $Z(x, y) \leq C^2 g(x)^2 y^2$. Finally:
\[
|\langle 2g(r^*) \partial f(r^*) u, u \rangle | = 2|\langle g(r^*) \partial u, f(r^*) u \rangle |, \\
\leq 2||f||_{\infty} ||g(r^*) \partial u|| ||u||, \\
\leq \frac{1}{4} ||g(r^*) \partial u||^2 + 4||f||_{\infty}^2 ||u||^2.
\]
Thus:
\[
\frac{1}{4} g(r^*)^2 \partial^2 + 4||f||_{\infty}^2 \geq 2g(r^*) f(r^*) \partial \geq -\frac{1}{4} g(r^*)^2 \partial^2 - 4||f||_{\infty}^2,
\]
and therefore:
\[
H_0^2 \geq \frac{1}{2} (D^2 + g(r^*)^2 \partial^2) - C',
\]
where $C' = 7||f||_{\infty}^2 + C^2 > 0$. Overall:
\[
\frac{1}{2} Q - C' \leq H_0^2 \leq 2Q + C',
\]
which concludes the proof. \(\Box\)

Appendix C. Proof of the technical conditions of Mourre theory

C.1. Preliminary discussion

In this appendix, the reader will find proofs of Propositions 3.5 and 3.6. We begin by remarking that the condition $H \in C^1(A)$ is quite difficult to check directly, despite the following characterisation:

**Theorem C.1** ([2, Theorem 6.2.10]). — $H \in C^1(A)$ if and only if the following two conditions are satisfied:

1. there is $c \in \mathbb{R}_+$ such that for all $u \in D(A) \cap D(H)$:

   \[
   |(Au, Hu) - (Hu, Au)| \leq c(||Hu||^2 + ||u||^2),
   \]

2. for some $z \in \rho(H)$ the set:

   \[
   \{u \in D(A), (H - z)^{-1} u \in D(A) \text{ and } (H - \bar{z})^{-1} u \in D(A)\},
   \]

is a core for $A$.

To overcome this, there is a useful scheme, based on Nelson’s commutator theorem [35, Theorems X.36, X.37], that greatly simplifies the proof that $H \in C^1(A)$ in many cases. We first recall Nelson’s theorem:
**Theorem C.2** (Nelson). — Let \( N \) be a self-adjoint operator with \( N \geq 1 \). Let \( A \) be a symmetric operator with domain \( D \) that is also a core for \( N \). Suppose that:

- For some \( c \) and all \( \psi \in D \),
  \[
  \|A\psi\| \leq c\|N\psi\|.
  \]
  \[\text{(C.2)}\]

- For some \( d \) and all \( \psi \in D \):
  \[
  |(A\psi, N\psi) - (N\psi, A\psi)| \leq d\|N^{\frac{1}{2}}\psi\|^2.
  \]
  \[\text{(C.3)}\]

Then \( A \) is essentially self-adjoint on \( D \) and its closure is essentially self-adjoint on any other core for \( N \).

**Remark C.3.** — Note that it follows that \( D(N) \subset D(\tilde{A}) \) and \( A \) is essentially self-adjoint on \( D(N) \).

The scheme is to find a third operator \( N \) - that we will refer to as the comparison operator - whose domain is a core for both \( H \) and \( A \); which we establish using Nelson’s lemma. We then seek to apply the following:

**Theorem C.4** ([22, Lemma 3.2.2]). — Let \( (H, H_0, N) \) be a triplet of self-adjoint operators on \( \mathcal{H} \), with \( N \geq 1 \), \( A \) a symmetric operator on \( D(N) \). Assume that:

1. \( D(H) = D(H_0) \supset D(N) \),
2. \( D(N) \) is stable under the action of \( (H - z)^{-1} \),
3. \( H_0 \) and \( A \) satisfy \( (C.2) \) and \( (C.3) \),
4. for some \( c > 0 \) and any \( u \in D(N) \), \( (C.1) \) is satisfied.

Then:

- \( D(N) \) is dense in \( D(A) \cap D(H) \) with norm \( \|Hu\| + \|Au\| + \|u\| \).
- the quadratic form \( i[H, A] \) defined on \( D(A) \cap D(H) \) is the unique extension of \( i[H, A] \) on \( D(N) \),
- \( H \in C^1(A) \).

**C.2. The comparison operator \( N \)**

Before identifying the comparison operator \( N \), we begin with an important stability lemma:

**Lemma C.5.** — For any \( n \in \mathbb{N}^* \), \( z \in \rho(H_0) \), the domain of \( (r^*)^n \) is stable under the resolvent \( (H_0 - z)^{-1} \) and \( \chi(H_0) \) for any \( \chi \in C^\infty_0(\mathbb{R}) \). The statement remains true if \( H_0 \) is replaced with \( H \).
The proof is identical to that of [13, Proposition IV.3.2] and will not be repeated here. This lemma is very important for scattering purposes since it is an indication of how decay rates behave under the action of $H$, but it also serves to justify the use of the following comparison operator: \[
(C.4)\quad N = D_{r^*}^2 + g(r^*)^2 Q^2 + \langle r^* \rangle^2 = Q + \langle r^* \rangle^2.\]

Decomposing $\mathcal{H}$ as in Section 2.5, Lemma 2.6 and equation (2.23) imply that: \[
(C.5)\quad D(N) = D(Q) \cap D(\langle r^* \rangle^2) = D(H_0^2) \cap D(\langle r^* \rangle^2).\]

Finally (C.5) and Lemmata C.5 and 3.7, together lead to: \[
(C.6)\quad \forall z \in \rho(H_0), \quad (H_0 - z)^{-1} D(N) \subset D(N),
\quad \forall z \in \rho(H), \quad (H - z)^{-1} D(N) \subset D(N).
\]

Thus, the first two conditions of Theorem C.4 are satisfied by the triplet $(H, H_0, N)$.

### C.3. Nelson’s lemma

We will now check that $H_0$ and $A_\pm(S)$ satisfy the hypotheses of Theorem C.2. To simplify notations, we will omit to specify the dependence on the parameter $S$ of the operator $A_\pm$ in this paragraph, as all the results discussed here hold for any $S \geq 1$. As a first step, we deduce immediately the following useful estimates from (C.4):

**Lemma C.6.** — For any $u \in D(N)$: \[
(C.7)\quad |||\Gamma_1 D_{r^*} u||| \leq ||N_{1/2}^2 u||, \quad |||g(r^*) D u||| \leq ||N_{1/2}^2 u||,
\quad ||r^* u|| \leq ||N_{1/2}^2 u||, \quad ||u|| \leq ||N_{1/2}^1 u||.
\]

**Lemma C.7.** — With $N$ as comparison operator, $H_0$ satisfies Equations (C.2) and (C.3).

**Proof.** — Fix $u \in D(N)$, from Lemma C.6, we have: \[
(C.8)\quad ||H_0 u|| \leq ||\Gamma_1 D_{r^*} u|| + ||g(r^*) D u|| + ||f(r^*) u||,\]

\[
\leq (2 + ||f||_\infty) ||N_{1/2}^2 u||,
\leq (2 + ||f||_\infty) ||N u||,\]

(23) That has an almost uncanny resemblance to the harmonic oscillator...
this proves (C.2). Moreover:
\begin{align}
|([N, H_0]u, u)| & \leq 2|\Gamma^1 r^*u, u| + 2|\Gamma^1 g'(r^*)g(r^*)\mathcal{D}^2 u, u| \\
& \quad + 2||f'||_{\infty}||D_{r^*}u|||u|| + 2||D_{r^*}u||||g'(r^*)\mathcal{D}u||,
\end{align}
(C.9)

\begin{align}
\leq & 2|\Gamma^1 r^*u|||u|| + C||g(r^*)\mathcal{D}u||^2 \\
& \quad + ||f'||_{\infty}||D_{r^*}u|||u|| + C||D_{r^*}u||||g(r^*)\mathcal{D}u||,
\end{align}

\begin{align}
\leq & 2(1 + ||f'||_{\infty} + 2C)||N_{1/2} u||^2.
\end{align}

In (C.9), we have used the fact that there is $C \in \mathbb{R}^*_+$ such that:

\begin{align}
|g'(r^*)| \leq C|g(r^*)|,
\end{align}

and the functional calculus as in the proof of Lemma 2.9.

In order to establish analogous estimates for $A_-$, we will also need the following estimates:

**Lemma C.8.** — For any $u \in D(N)$,

\begin{align}
||r^{*2}u||^2 \leq ||Nu||^2 + ||u||^2,
\end{align}

\begin{align}
||Qu||^2 \leq ||Nu||^2 + ||u||^2.
\end{align}

**Proof.** — As usual, we will prove it for $u \in \mathcal{F}$. One has:

\begin{align}
||Nu||^2 = & (N^2 u, u) \\
= & ||Qu||^2 + ||r^{*2}u||^2 + ||u||^2 + (Qu, r^{*2}u) \\
& + (r^{*2}u, Qu) + 2(Qu, u) + 2||r^*u||^2.
\end{align}

(C.11)

Since, for any $v \in D(Q)$, $(Qv, v) = ||\Gamma^1 D_{r^*}v||^2 + ||g(r^*)\mathcal{D}v||^2 \geq 0$, it follows that:

\begin{align}
||Nu||^2 \geq ||Qu||^2 + ||r^{*2}u||^2 + ||u||^2 + (Qu, r^{*2}u) + (r^{*2}u, Qu).
\end{align}

Now,

\begin{align}
(Qu, r^{*2}u) = (r^*Qu, r^*u) = (Qr^*u, r^*u) + (2iD_{r^*}u, r^*u),
\end{align}

and so, adding the hermitian conjugate $(r^{*2}u, Qu)$, one obtains:

\begin{align}
(Qu, r^{*2}u) + (r^{*2}u, Qu) = 2(Qr^*u, r^*u) + (2iD_{r^*}r^*u, u) - (2iD_{r^*}r^*u, u)
& = 2(Qr^*u, r^*u) - 2||u||^2 \geq -2||u||^2.
\end{align}

Hence,

\begin{align}
||Nu||^2 \geq ||Qu||^2 + ||r^{*2}u||^2 - ||u||^2.
\end{align}

□
Lemma C.9. — There is a constant $d > 0$ such that for any $u \in D(Q) = D(H_0^2)$,
\[ ||D_{r*}^2 u||^2 \leq d(||Qu||^2 + ||u||^2). \]
(C.15)

Proof. — As quadratic forms on $\mathcal{H}$:
\[ Q^2 = D_{r*}^4 + (g^2(r^*)\mathcal{D}^2)^2 + D_{r*}^2 g^2(r^*) \mathcal{D}^2 + g^2(r^*) \mathcal{D}^2 D_{r*}^2, \]
\[ = D_{r*}^4 + (g^2(r^*)\mathcal{D}^2)^2 + 2\mathcal{D} g(r^*)D_{r*}^2 g(r^*) \mathcal{D} \]
\[ + |D_{r*}^2, g(r^*)][g(r^*)\mathcal{D}^2 - g(r^*) \mathcal{D}^2[D_{r*}^2, g(r^*)]], \]
\[ \geq D_{r*}^4 + (g^2(r^*)\mathcal{D}^2)^2 + [D_{r*}^2, g]g\mathcal{D}^2, \]
(C.16)
\[ \geq D_{r*}^4 + (g^2(r^*)\mathcal{D}^2)^2 - 2C^2 g(r^*)^2 \mathcal{D}^2, \]
\[ \geq D_{r*}^4 + \frac{1}{2}(g^2(r^*)\mathcal{D}^2)^2 - 2C^4, \]
\[ \geq D_{r*}^4 - 2C^4. \]

where we have used the fact that $|g'(r^*)| \leq C |g(r^*)|$. \hfill \ensuremath{\square}

Combining Lemmata C.8 and C.9 yields:

Corollary C.10. — $r^2, D_{r*}^2 \in B(D(N), \mathcal{H})$.

We are now ready to prove:

Lemma C.11. — $A_-$ satisfies (C.2) and (C.3).

Proof. — Until now we have not discussed the domain of $A_-$ and will simply consider it as being defined for $u \in \mathcal{H}$, which is a core for $N$. Then, the following estimates hold:
\[ ||A_- u||^2 = (R_-(r^*)D_{r*} u, R_-(r^*)D_{r*} u) + \frac{1}{4}||R'_-(r^*) u||^2 \]
\[ - \frac{1}{2} ((R_-(r^*)D_{r*} u, iR'_-(r^*) u) + (iR'_-(r^*) u, R_-(r^*)D_{r*} u)), \]
\[ \leq (R_-(r^*)D_{r*} u, R_-(r^*)D_{r*} u) \]
\[ + ||R'_-(r^*) R_-(r^*) u|| ||D_{r*} u|| + \frac{1}{4}||R'_-(r^*) u||^2. \]

Since $R'_-(r^*)$ is a bounded operator, using Lemma C.6 one can see that:
\[ ||R'_-(r^*) R_-(r^*) u|| ||D_{r*} u|| + \frac{1}{4}||R'_-(r^*) u||^2 \leq ||R'_-||_\infty ||N^{\frac{1}{2}} u||^2 + \frac{1}{4}||R'_-||^2_\infty ||u||^2 \]
\[ \leq ||R'_-||_\infty (1 + ||R'_-||_\infty)||Nu||^2. \]
Moreover, by Lemmata C.8 and C.9:

\[ |(R_-(r^*) D_{r^*} u, R_-(r^*) D_{r^*} u)| = |(R_-^2 (r^*) u, D_{r^*}^2 u) + 2(iR'_(r^*) R_-(r^*) u, D_{r^*} u)| \]

\[ \leq \sqrt{6d}||Nu||^2 + 2||R_-'||_\infty ||Nu||^2. \]

Combining the above gives (C.2). To prove (C.3) we start with the following estimates:

\[ |([N, A_-] u, u)| = \left| \left( -\frac{i}{2}(R_-^3)(r^*)u, u \right) - i\{D_{r^*}^2, r R_-(r^*)\} u, u \right| \]

\[ = \left| -i\{D_{r^*}, R_-(r^*) D_{r^*}\} u, u \right| - \frac{1}{2}\left| \{D_{r^*}, R_-(r^*)\} u, u \right| \]

\[ + 2i(r^*)^2 j^2 (-\frac{r^*}{S}) u, u ) + (2ig'(r^*) R_-(r^*) \mathcal{D}^2 u, u ) \]

\[ \leq 2||D_{r^*} u|| \left( ||R'||_\infty ||D_{r^*} u|| + \frac{1}{2}||R''||_\infty ||u|| \right) \]

\[ + 2||j_-(r^*)|| r u u ||^2 + 2||g(r^*) \mathcal{D} u || g'(r^*) R_-(r^*) \mathcal{D} u ||. \]

The only term that may pose problem is:

\[ (C.17) \]

\[ ||R_-(r^*) g'(r^*) \mathcal{D} u||. \]

However,

\[ (C.18) \]

\[ R_-(r^*) g'(r^*) = g(r^*) j^2 (r^*) r^* \left( \frac{\Delta'_r}{2} \left( \frac{1}{r^2 + a^2} \right) - \frac{2r \Delta_r}{2} \left( \frac{1}{r^2 + a^2} \right) \right), \]

and the term between brackets is \( O_{r \to -\infty} \left( \frac{1}{r^*} \right) \) because when \( r^* \to -\infty \), \( r \) approaches \( r_e \), the double root of \( \Delta_r \), hence, both \( \Delta_r \) and \( \Delta'_r \) are at least \( O_{r \to -\infty} \left( r - r_e \right) \) and \( r - r_e = O_{r \to -\infty} \left( \frac{1}{r^*} \right) \) \( (24) \). In conclusion, there is \( C \in \mathbb{R}^* \), \( |R_-(r^*) g'(r^*)| \leq C |g(r^*)| \) and thus, by the functional calculus:

\[ (C.19) \]

\[ ||R_-(r^*) g'(r^*) \mathcal{D} u|| \leq C ||g(r^*) \mathcal{D} u||. \]

Overall,

\[ (C.20) \]

\[ |([N, A_-] u, u)| \leq (||R'||_\infty + 2 (||R'_-||_\infty + C + 1) ) ||N \frac{1}{2} u||^2 \]

\[ (24) \] Note that in \( (C.18) \) \( \Delta'_r = \frac{\partial \Delta_r}{\partial r} \)
According to the above result, we can conclude that $A_-$ is essentially self-adjoint on $D(N)$; the analogous result for $A_+$ is proved in [13, Lemma IV.4.5], the arguments are identical. Theorem C.2 also applies to $A = A_+ \pm A_-$. In all cases, we will consider the operators and their domains as being defined by the conclusion of Theorem C.2.

C.4. Proof that $H_0, H \in C^1(A)$

In order to prove that $H, H_0 \in C^1(A)$, we require one more estimate that will be the object of this section. According to Theorem C.4 it is sufficient to prove that for some $c > 0$ and any $u \in D(N)$ one has the estimate:

$$||(H u, A \pm u) - (A \pm u, H u)|| \leq c(||H u||^2 + ||u||^2).$$

As before, we will focus our attention on $A_-$ and refer to [13, Lemma IV.4.7] for $A_+$. In order to apply Mourre theory, we will additionally need to show that $i[H, A]$ extends to a bounded operator from $D(H) = D(H_0)$ to $\mathcal{H}$. Both of these are covered by the following estimates, established, first, on the common core $\mathcal{S}$; we begin with $H_0$.

Let $u \in \mathcal{S}$, then:

$$||i[H_0, A_-]u|| = ||\Gamma^1 R_- (r^*) D_{r^*} u - \frac{i}{2} \Gamma^1 R_-' (r^*) u - R_- (r^*) g'(r^*) Du - R_- (r^*) f'(r^*) u||,$$

$$\leq ||R_- ||_{\infty} ||D_{r^*} u|| + \frac{1}{2} ||R_- ||_{\infty} ||u||$$

$$+ ||R_- (r^*) g'(r^*) Du|| + ||R_- f'||_{\infty} ||u||.$$  

Using (C.19) and Corollary 2.11, we thus conclude that for some $c > 0$ and any $u \in \mathcal{S}$:

$$||i[H_0, A_-]u|| \leq c(||H_0 u|| + ||u||).$$

Hence, $i[H_0, A_-]$ extends uniquely to an element of $B(D(H_0), \mathcal{H})$ and (C.21) holds. In order to establish the analogous result for $H$, we write:

$$[H, A_-] = h[H_0, A_-]h + i(h[H_0 R_- (r^*) h' + R_- (r^*) h' H_0 h] + iR_- (r^*) V').$$

Since $h, R_- (r^*) \in B(D(H_0)), h[H_0, A_-]h$ and $R_- (r^*) h' H_0 h$ extend to elements of $B(D(H_0), \mathcal{H})$. For similar reasons to $h, R_- (r^*) h' \in B(D(H_0))$ also, and, using (2.4), $R_- (r^*) V' \in B(\mathcal{H})$. It follows then that $[H_0, A_-]$ extends to a bounded operator $D(H_0) \to \mathcal{H}$.

\footnote{This equality is to be understood to imply that the graph norms are equivalent.}
Assembling all the results above, we have thus shown that $H_0, H \in C^1(A)$ and that the first two assumptions of Theorem 3.3 are satisfied. It remains to verify the final assumption regarding the double commutator.

C.5. The double commutator assumption

Theorem 3.3 only requires that the double commutator extends to a bounded operator from $D(H)$ to $D(H)^*$, this section will be devoted to showing a slightly stronger result:

**Lemma C.12.** — $[A, [A, H_0]]$ and $[A, [A, H]]$ extend to elements of $B(D(H), \mathcal{H})$.

The consequence will be that $H$ and $H_0$ are in fact $C^2(A)$ (see [2, Chapter 5]), proving the final point of Proposition 3.6. Beginning with $H_0$, it is sufficient to prove this for the four double commutators $[A_\pm, [A_\pm, H_0]]$ separately; we will mainly concentrate on $A_-$, but it will also be informative to consider the mixed terms $[A_\pm, [A_\pm, H_0]]$.

(a) $[[H_0, A_-], A_-]$. A short calculation shows that:

(C.23) 
$$(-i)[i[H_0, A_-], A_-] = (-i) \left( -\frac{1}{2} \Gamma^1 R'_- (r^*) R''_-(r^*) - i(R'_- (r^*))^2 \Gamma^1 D_{r^*} 
+ i R_-(r^*) R''_-(r^*) \Gamma^1 D_{r^*} - \frac{i}{2} \Gamma^1 R_-(r^*) R''_-(r^*) 
- i R_-(r^*) \left( (R_-(r^*) g'(r^*))' \mathcal{D} + (R_-(r^*) f'(r^*))' \right) \right).$$

Many of the terms in (C.23) extend clearly to elements of $B(D(H), \mathcal{H})$, either because they are bounded on $\mathcal{H}$ or using Corollary 2.11. The term that merits comment is underlined; it expands as follows:

(C.24) 
$$R_-(r^*) g''(r^*) \mathcal{D} + R'_-(r^*) g'(r^*) \mathcal{D}.$$

We have already shown how to deal with the second term, and the first is treated very similarly as it is easily seen that $|g''(r^*)| \leq C|g(r^*)|$ for some $C \in \mathbb{R}_+^*$. 
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(b) $[i[H_0, A_-], A_+]$. This double commutator, as a quadratic form on $\mathcal{S}$, can be computed as:

$$(-i)[i[H_0, A_-], A_+] = (-i) \left( [\Gamma^1 R'_{-} (r^*) D_{r^*}, A_+] 
- 2R_- (r^*) g'(r^*) R_+(r^*, \mathcal{D}) \Gamma^1 \mathcal{D} \right).$$

The first term vanishes, since on $\mathcal{S}$ it can be evaluated as:

$$[\Gamma^1 R'_{-} (r^*) D_{r^*}, A_+] = -R'_- (r^*) R'_+(r^*, \mathcal{D}),$$

and $j_+$ and $j_-$ have disjoint support (cf. (3.2)). The second term, which, on first glance, seems difficult to control, will equally vanish entirely due to our choice cut-off functions $j_+, j_-, j_1$. To see this, recall that:

$$R_+(r^*, \mathcal{D}) = (r^* - \kappa^{-1} \ln |\mathcal{D}|) j_2 \left( \frac{r^* - \kappa^{-1} \ln |\mathcal{D}|}{S} \right).$$

Hence, since $j_1$ satisfies $j_1(t) = 1, t \geq -1$, then:

(C.25) \quad $R_+(r^*, \mathcal{D}) = j_1^2 (\frac{r^*}{S}) R_+(r^*, \mathcal{D}).$

It follows that:

$$2R_- (r^*) g'(r^*) R_+(r^*, \mathcal{D}) \Gamma^1 \mathcal{D} = 2R_- (r^*) j_1^2 (\frac{r^*}{S}) g'(r^*) R_+(r^*, \mathcal{D}) \Gamma^1 \mathcal{D},$$

but, $j_-$ and $j_1$ are chosen such that supp $j_- \cap$ supp $j_1 = \emptyset$, therefore this term vanishes.

(c) $[i[H_0, A_+], A_-]$. Here, we start from (26):

$$i[H_0, A_+] = R'_+(r^*, \mathcal{D}) + 2i g(r^*) \mathcal{D} R_+(r^*, \mathcal{D}) \Gamma^1,$$

this leads to:

$$[i[H_0, A_+], A_-] = R''_+(r^*, \mathcal{D}) R_-(r^*) + 2i (g(r^*) R_+(r^*, \mathcal{D}))' R_-(r^*) \mathcal{D} \Gamma^1.$$
before using (2.20). For example:

\[
[[H, A_-], A_-] = h[[H_0, A_-], A_-]h + 2ih[H_0, A_-] R_- (r^*) h' \\
+ 2iR_- (r^*) h'[H_0, A_-] - 2h' R_- (r^*) H_0 R_- (r^*) h' \\
- hH_0 R(r^*) (R_- (r^*) h')' - R_- (r^*) (R_- (r^*) h')' \\
H_0 h - R_- (r^*) (R_- (r^*) V')'.
\]

This extends to an element of \( B(D(H), \mathcal{H}) \), thanks to the decay of \( h', V' \), etc. Similar computations show that this is equally true of the other double commutators. The reader may be concerned that a long-range potential may jeopardise our efforts in the mixed commutators, causing unbounded terms to appear. However, this is not the case since either commutation with \( A_- \) introduces the necessary decay through differentiation or terms vanish entirely due to the choice that \( j_1 \) and \( j_- \) have disjoint supports. For the first point, more precisely, if, for instance, \( f \in \mathcal{S}(\mathbb{R}) \), then:

\[
[f(r^*), A_-] = iR_- (r^*) f'(r^*).
\]

In all cases encountered, \( f \), when expressed as a function of \( r \), has bounded derivative and therefore, at least, \([f(r^*), A_-] = O(\frac{1}{r})\).

**Appendix D. Proof of the existence of the Dollard modified wave operators**

In this appendix we shall prove the existence of:

(D.1) \( s - \lim_{t \to +\infty} e^{ith} U(t) e^{-ith_0} 1_{\{-1\}}(\Gamma^1) \).

**Proof of the existence of (D.1).** — The asymptotic velocity operator is simply \( \Gamma^1 \) for \( h_0 \) which is the reason why we use it to split incoming and outgoing states for \( h_0 \). The first step is to replace the projection with an operator that is more convenient to work with. First of all, for any \( J \in C_0^\infty(\mathbb{R}) \) such that, supp \( J \subset (-\infty, 0) \) and \( J(-1) = 1 \), \( J(\Gamma^1) = 1_{\{-1\}}(\Gamma^1) \). Furthermore for each \( t \), one has:

(D.2) \[
e^{ith} U(t) J\left(\frac{r^*}{t}\right) e^{-ith_0} = e^{ith} U(t) e^{-ith_0} \left( e^{ith_0} J\left(\frac{r^*}{t}\right) e^{-ith_0} - J(\Gamma^1) \right) \\
+ e^{ith} U(t) e^{-ith_0} J(\Gamma^1).
\]

Now, \( e^{ith} U(t) e^{-ith_0} \) is uniformly bounded in \( t \) so applying\(^{(27)}\) Corollary 4.9 to \( h_0 \), we find that the strong limit of the first term exists and is 0, so, using

\(^{(27)}\) although it is simpler for \( h_0 \)
another classical density argument we only need to prove the existence of:

$$s - \lim_{t \to +\infty} e^{ith} U(t) J\left(\frac{r^*}{t}\right) e^{-ith_0} \chi(h_0),$$

for any $\chi \in C^\infty_0(\mathbb{R})$, $0 \not\in \text{supp } \chi$, this in particular implies that $\chi \equiv 0$ on a neighbourhood of 0.

Once more, we use Cook’s method and to that end we calculate the derivative; one finds:

$$e^{ith} \left(i J\left(\frac{r^*}{t}\right)(-\mu)g(r^*)\Gamma^2 + \frac{1}{t} J'(\frac{r^*}{t})(\Gamma^1 - \frac{r^*}{t})\right) \chi(h_0) U(t) e^{-ith_0}$$

$$+ e^{ith} \left(i J\left(\frac{r^*}{t}\right)f(r^*) - i J\left(\frac{r^*}{t}\right)f(t\Gamma^1)\right) \chi(h_0) U(t) e^{-ith_0}.$$

The term involving $J'$ can be treated by the second method explained in the proof of Proposition 4.1; we will not repeat the reasoning here.

Let us examine the first term:

$$T_1 = e^{ith} i J\left(\frac{r^*}{t}\right)(-\mu)g(r^*)\Gamma^2 e^{-ith_0} U(t) \chi(h_0),$$

where we have used the fact that $\Gamma^1$ commutes with $h_0$, hence $U(t)$ commutes with $\chi(h_0)$ and $e^{-ith_0}$. Since $\Gamma^2$ anti-commutes with $\Gamma^1$, $\Gamma^2 U(t) = \hat{U}(t)\Gamma^2$, where (28) $\hat{U}(t) = T \exp(i\hat{f}(-\Gamma^1 t))$, so one can rewrite $T_1$ as follows:

$$T_1 = e^{ith} i J\left(\frac{r^*}{t}\right)(-\mu)g(r^*)\hat{U}(t)e^{-ith_0} e^{ith_0} \Gamma^2 e^{-ith_0} \chi(h_0).$$

Set $E(t) = \int_0^t e^{ish_0} \Gamma^2 e^{-ish_0} \chi(h_0) ds$. $\Gamma^2$ anti-commutes with $h_0$, therefore:

$$E(t) = \Gamma^2 \int_0^t e^{-2ish_0} \chi(h_0) ds.$$

However, it follows from the bounded functional calculus that:

$$\left| \int_0^t e^{-2ish_0} \chi(h_0) ds \right| = \sup_{\lambda \in \mathbb{R}} \left| \int_0^t e^{-2ish\lambda} \chi(\lambda) ds \right|.$$

Since $\chi \equiv 0$ on a neighbourhood of 0, this is finite and bounded independently of $t$, so $E(t)$ is a uniformly bounded function of $t$. Now, for any

(28) The operators under consideration here are all bounded, the series defining $U(t)$ converges in norm and $\hat{f}$ is continuous and bounded, so one only needs to check the anti-commutation property on polynomials.
Since $J$ vanishes on a neighbourhood of 0, and $E(t)$ is uniformly bounded, the term in the squared brackets vanishes as $t_1, t_2 \to +\infty$:  

$$
|e^{ith}iJ(r^*/t)(-\mu)g(r^*)\hat{U}(t)e^{-ith_0}E(t)| = O\left(|g(r^*)|J(r^*/t)\right) = O\left(\frac{1}{t}\right).
$$

Additionally, due to the further derivative, the integrand in the second term is $O(t^{-2})$ and hence integrable. It remains to treat the final terms:

$$
T_2 = e^{ith}\left(iJ(r^*/t)f(r^*) - iJ(r^*/t)\hat{f}(t)^1\right)\chi(h_0)U(t)e^{-ith_0}.
$$

Notice first that, supp $J \subset (0, -\infty)$, so $J(r^*/t) = J(r^*/t)j(r^*)$ and:

$$
T_2 = e^{ith}iJ(r^*/t)\left(\hat{f}(r^*) - \hat{f}(t)^1\right)\chi(h_0)U(t)e^{-ith_0}.
$$

It follows from (2.4) and the subsequent remarks that $\hat{f} \in S^{1,1}$, and one can use the Helffer-Sjöstrand formula to obtain an expression for $(\hat{f}(r^*) - \hat{f}(t)^1)J(r^*/t)$ as in the proof of Lemma 4.9:

$$(\hat{f}(r^*) - \hat{f}(t)^1)J(r^*/t) = B(t)(\Gamma^1 - r^*/t)J(r^*/t)$$

where $B$ is a uniformly bounded operator in $t$. The desired integrability result is hence a consequence of the microlocal velocity estimate (4.19); the existence of (D.1) follows. □
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