Measurement of the scintillation efficiency for nuclear recoils in liquid argon under electric fields up to 3 kV/cm
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We present a measurement of scintillation efficiency for a few tens of keV nuclear recoils (NR) with liquid argon time projection chamber under electric fields ranging from 0 to 3 kV/cm. The calibration data is taken with $^{252}$Cf radioactive source. Observed scintillation (S1) and electroluminescence (S2) spectra are simultaneously fit with spectra derived from Geant4-based Monte Carlo simulation and an NR model. The scintillation efficiency extracted from the fit is reported as a function of recoil energy and electric field. This result can be used for designing the detector and for the interpretation of experimental data in searching for scintillation and ionization signals induced by WIMP dark matter.

I. INTRODUCTION

Dark matter appears to be spread across galaxies through astronomical and cosmological observations, and many groups have been trying to detect it directly using a variety of detector techniques and target materials. There are many direct detection experiments to identify nuclear recoils (NR) induced by elastic scattering of weakly interacting massive particle (WIMP) off target nuclei. The magnitude of the typical recoil energy in these experiments is a few tens of keV. Liquid argon (LAr) time projection chamber (TPC) is known to offer several attractive features to search for WIMP with mass in GeV to TeV range [1-5]: efficient conversion of energy deposition into scintillation and ionization signals, powerful discrimination of NR signal from electronic recoils (ER) background, and reasonably high recoil energy for WIMP-Ar nuclear scattering due to relatively small atomic mass of argon. In the double-phase (liquid/gas) TPC, excitation and ionization are induced by an incident particle after interacting with LAr, leading to prompt scintillation signal (S1). Active volume of the detector is subjected to a uniform electric field, which causes ionization electrons to escape recombination and drift toward the gaseous region, where they emit electroluminescence signal (S2). It is known that light and charge yields, i.e., the number of scintillation photons and the number of ionization electrons, respectively, produced by an NR of a given energy, depend on both the energy and applied electric field. The scintillation efficiency $\mathcal{L}_{\text{eff}}$ resulting from a few tens of keV of NR under electric fields up to 3 kV/cm.

II. NUCLEAR RECOILS MODEL

A. Framework

The observable quantities in the double-phase LAr-TPC are S1 and S2 light signals. A schematic for the conversion process of NR energy into these observable quantities is shown in Fig. 1. An energy deposition of $E_0$ from NR is distributed as expressed in the following equation:

$$\frac{E_0 L}{W} = N_{\text{ex}} + N_i = N_i(\alpha + 1)$$

(1)

where $W = 19.5 \text{ eV}$ is the effective work function [12]. $L$ is an additional factor that accounts for energy loss due to atomic motion, $N_{\text{ex}}$ and $N_i$ are the average number of produced excitons and electron-ion pairs, respectively, and $\alpha$ is the exciton-to-ion ratio. The factor $L$ is predicted using Lindhard theory [13] as follows:

$$L = \frac{k g\epsilon}{1 + k g\epsilon},$$

(2)

$$k = 0.133 Z^{2/3} A^{-1/2},$$

$$g\epsilon = 3\epsilon^{0.15} + 0.7\epsilon^{0.6} + \epsilon,$$

$$\epsilon = 11.5 (E_0/\text{keV}) Z^{-7/3},$$

where $Z = 18$ and $A = 40$ are the atomic and mass numbers, respectively. The ratio $\alpha$ is parameterized as an empirical function of electric field $F$, similar to the description for liquid xenon in Ref. [14],

$$\alpha = \alpha_0 \exp(-D_F),$$

(3)

where $\alpha_0$ and $D_F$ are free parameters. Once the energy deposition is distributed to ionization, excitation, or atomic motion channels, all the excitons contribute directly to the emission of scintillation photons. A fraction of electrons recombines with ions to produce additional...
scintillation photons, whereas the rest of the electrons become ionization electrons. The electrons drift toward the gaseous region and emit electroluminescence. An empirical modification [15] of the Thomas-Imel box model (TIB model) [16] provides the recombination probability $R$ as follows:

$$R = 1 - \frac{\ln(1 + N_i \varsigma)}{N_i \varsigma}, \quad (4)$$

$\varsigma = \gamma F^{-\delta}.$

Here, $\gamma$ and $\delta$ are free parameters. Biexcitonic quenching, where a collision of two excitons produces a single photon, is incorporated by Mei model [17]. The quenching term $f_i$ is parameterized by

$$f_i = \frac{1}{1 + k_B \frac{dE}{ds}}, \quad (5)$$

where $k_B$ is a free parameter. The electronic stopping power $(dE/ds)$ is given by Mei et al. as a function of the recoil energy $E_0$ (Fig. 5 in Ref. [17]). Summarizing these effects, the number of produced scintillation photons, $n_{ph}$, and the number of produced ionization electrons, $n_e$, are expressed as follows:

$$n_{ph} = L \times f_i \times \frac{E_0}{W} \times \left[ 1 - \left( \frac{1}{1 + \alpha} \right) (1 - R) \right], \quad (6)$$

$$n_e = L \times \frac{E_0}{W} \times \left( \frac{1}{1 + \alpha} \right) (1 - R). \quad (7)$$

These quantities are related to $S1$ and $S2$ as follows:

$$S1 = g_1 n_{ph}, \quad (8)$$

$$S2 = g_2 n_e, \quad (9)$$

where $g_1$ is the scintillation photon collection efficiency and $g_2$ is the average number of detected electroluminescence photons per one drift electron. Both $g_1$ and $g_2$ are considered as detector properties and remain constant for NR and ER events.

B. Fitting procedure

For NR at null field, $R$ is expected to be 1; therefore, $k_B$ is the only free parameter to account for the quenching. As applying the electric field, $R$ is expected to decrease, resulting in the suppression of S1 signal and production of more S2 signal. The related parameters of this process are $\alpha_0, D_\alpha, \gamma$, and $\delta$ in Eqs. (3) and (4). In the previous measurements of the light yields, a value of $\alpha \sim 1$ is suggested to describe the observed data [8, 11]. We interpret the value to the approximation at the lower electric field, and constrain $\alpha_0$ to 1. We first determine $k_B$ from the S1 spectrum of the null field data sample, and then $D_\alpha, \gamma$, and $\delta$ are obtained from both S1 and S2 spectra under electric fields.

In this measurement, 511 keV $\gamma$-ray line from $^{22}$Na source is used as the reference ER events of the scintillation efficiency $\mathcal{E}_{e\gamma}$. For ER at null field, $L = f_i = 1$ and $R = 1$ are expected. Therefore, the observed S1 light signal ($S1_{Na}$) by energy deposition of $E_{Na} = 511$ keV from ER at null field is represented as following:

$$S1_{Na} = g_1 \frac{E_{Na}}{W}. \quad (10)$$

A value of $g_1 = 0.12 \pm 0.01$ is measured in this work that will be described in Sec. IIIB. We derived $g_2/g_1$ value by analyzing the ER data samples under electric fields that were taken by the same experimental condition [13]. A value of $g_2/g_1 = 10 \pm 2$ is obtained and used as the detector constants.

III. APPARATUS

A. Detector and geometry

We measured the scintillation efficiency at LAr test stand at Waseda University [19]. The double-phase TPC used in this study has an active region of diameter 6.4 cm and height 10 cm with two PMTs (HAMAMATSU R11065). An extraction grid is placed at the top of the active region. The gap between the extraction grid and anode is 1 cm, and liquid surface is kept centered between them. A Cockcroft-Walton circuit is mounted in the LAr that surrounds the TPC to supply high voltage to the electrodes of TPC. Data were taken under electric fields of 0.0, 0.2, 0.5, 1.0, 2.0, and 3.0 kV/cm. More details are described elsewhere [19, 21].
The arrival time of a pulse is identified as the time difference between the NaI(Tl) and TPC source is reconstructed based on time of flight (TOF), i.e., the time difference between the NaI(Tl) and TPC collection efficiency $g_1$ of the detector is $0.12 \pm 0.01$. The energy of the incident neutron from the $^{252}$Cf source is reconstructed by detecting associated $\gamma$-ray. Lead shield surrounds the vessel to suppress background from ambient $\gamma$-rays. Other background arises because of neutrons from the $^{252}$Cf source: this background from the $^{252}$Cf source reaches the active region via single or multiple scattering at any part of materials in the laboratory. Water and polyethylene shields are placed to suppress these scattered neutrons. The data acquisition is triggered by coincidence between the TPC PMTs and NaI(Tl) scintillator signals within a 1 $\mu$s window. Both TPC PMT and NaI(Tl) scintillator waveforms are digitized at a frequency of 250 MHz using a flash ADC (SIS3316). The length of the digitizer records is set to long enough to assure S2 of the maximum drift (10 cm) events.

**B. Energy calibration of TPC**

Figure 3 shows the S1 spectrum of the $^{22}$Na data taken at null field. We determine the observed S1 signal per ER energy at null field, $S_{1\text{Na}}/E_{Na}$, as $5.9 \pm 0.3$ p.e./keV$_{ee}$ (p.e.: photo-electron, ee: electron equivalent) by fitting 511 keV full absorption peak with Gaussian plus exponential function. The corresponding scintillation photon collection efficiency $g_1$ of the detector is $0.12 \pm 0.01$.

**IV. EVENT RECONSTRUCTION**

The energy of the incident neutron from the $^{252}$Cf source is reconstructed based on time of flight (TOF), i.e., the time difference between the NaI(Tl) and TPC signals. The arrival time of a pulse is identified as the first digitized sample above a threshold of 50% peak amplitude. The S1 is reconstructed as integrated charge in the time interval between $-0.04$ and $5.0 \mu$s. Pulse shape discrimination (PSD) parameter Slow/Total is defined as the fraction of light detected after 0.12 $\mu$s of S1 signal. The S2 is reconstructed as integrated charge after 10 $\mu$s in the data acquisition window. Events of the data samples are selected by requiring one proper S1 pulse. For data samples taken under the electric fields, the additional requirement to have one proper S2 pulse is applied to select single scattered NR events. Figure 4 shows a distribution of the PSD parameter (Slow/Total) versus S1 with data taken with the $^{252}$Cf neutron source under the electric field of 3 kV/cm. Two dashed lines correspond to the band for PSD cut ($\pm 1\sigma$).

**V. METHOD**

**A. Monte Carlo**

Energy deposits by the neutrons are simulated in a Geant4-based [22, 23] Monte Carlo (MC) of the experimental apparatus, using neutron spectrum of $^{252}$Cf in Ref. [24] and nuclear data library files G4NDL 4.5 [25] with an revised differential cross sections for elastic scattering from Ref. [25]. We confirmed the validity of the simulation using comparison of the TOF distribution between data and MC in Fig. 5. The observed events in data at around TOF = 0 s mainly consist of low-energy...
FIG. 5. Comparison between data and MC TOF spectra. The vertical dashed lines and gray arrow represent the TOF range where the simultaneous fit is performed. Contamination from ER events that are not simulated in MC produces the peak around 0 s.

FIG. 6. Energy deposition spectra derived from Geant4-based MC simulation. Shown are all NR in the LAr active region (solid line), contributions from single scattered NR events (i.e., neutrons that scattered only once in the active region) (dashed line), and neutrons that reached without any scattering in any part of the apparatus before reaching the active region (dotted line).

FIG. 7. S1 spectrum of the NR data sample taken at null field and MC-derived spectrum simultaneously fitted to experimental data for TOF in the range of 79–83 ns. The area indicated by vertical dashed lines and gray arrow represent the fitting range.

FIG. 8. S1 spectrum of the NR data sample taken at null field (black point) and MC-derived spectrum simultaneously fitted to experimental data (gray line) for the entire TOF range of interest. Also shown are MC-derived spectra (colored lines) representing the contribution of each TOF bin, from 43–47 ns (red) to 107–111 ns (violet). The area indicated by vertical dashed lines and gray arrow represent the fitting range.

B. Data fitting

The parameters in the NR model are measured by fitting the obtained S1 and S2 spectra of each TOF bin (4 ns interval) with the spectra derived from the MC and the NR model described in Sec. II. The fit is simultaneously performed in the TOF range of 43–111 ns (total 17 TOF bins). The MC spectra of both S1 and S2 are convolved with Gaussian resolution functions. Figure 7 shows an example of the S1 spectrum and the fitted MC spectrum for a TOF bin of 79–83 ns at null field. Figure 8 shows the spectrum for the entire TOF range of interest with the 17 MC spectra for each TOF bin. Figure 9 shows an example of the S1 and S2 spectra and the fitted MC
FIG. 9. S1 (top) and S2 (bottom) spectra of the NR data sample taken at the electric field of 3.0 kV/cm and MC-derived spectra simultaneously fitted to experimental data for TOF in the range of 79–83 ns. The area indicated by vertical dashed lines and gray arrow represent the fitting range.

FIG. 10. S1 (top) and S2 (bottom) spectra of the NR data sample taken at the electric field of 3.0 kV/cm and MC-derived spectra simultaneously fitted to experimental data for the entire TOF range of interest. The figure description is the same as in Fig. 8.

TABLE I. Results from the simultaneous fit of $^{252}$Cf data with the MC simulation and the NR model described in Sec. II.

| Parameter | Value          |
|-----------|----------------|
| $k_B$ [g/(MeV cm²)] | $3.1 \times 10^{-4}$ |
| $\alpha_0$ (fixed) | 1.0 |
| $D_\alpha$ [(V/cm)$^{-1}$] | $9.2 \times 10^{-4}$ |
| $\gamma$ [(V/cm)$^2$] | 1.2 |
| $\delta$ | $5.7 \times 10^{-1}$ |

at all the five electric fields.

VI. RESULT

The best fit values of the NR model are summarized in Tab. I. The scintillation efficiency $\mathcal{L}_{eff}$ is the ratio of the light yield for NR events per recoil energy to that for ER events by definition. Therefore, from Eqs. (6), (8), and (10), the scintillation efficiency $\mathcal{L}_{eff}$ referenced
FIG. 11. $^{252}$Cf data taken with the electric fields of 0.2, 0.5, 1.0, 2.0, and 3.0 kV/cm (from left to right and top to bottom) in $\log_{10}(S2/S1)$ versus S1 plane, overlaid with the prediction from the NR model and the best fit parameters (solid line).

The $L_{\text{eff}}$ dependency on the NR energy and the electric field is shown in Fig. 12 in comparison with the previous measurements by other groups [8, 10, 11]. An energy threshold of this measurement is set to 30 keV, for which we constrained the fit range of S1 spectra where there is sufficient PSD power to extract pure NR events. Due to the poor statistics of high energy NR events, an upper 200 keV boundary is also set. The NR model can be extrapolated to both lower and higher energy region as represented with dashed lines in Fig. 12. Each result on the $L_{\text{eff}}$ value has the total uncertainty of 0.02, as indicated with black error bar. The dominant contributions to the uncertainty are the systematic uncertainty from the energy calibration of the detector, the value of $g_2/g_1$, and the distance between TPC and $^{252}$Cf source. The statistical uncertainty is about 10% of the systematic uncertainty. Since scintillation response in LAr for ER in the range 41.5–511 keV at null field is constant within
FIG. 12. Scintillation efficiency $\mathcal{L}_{\text{eff}}$ as a function of the NR energy measured in this work. Uncertainty in $\mathcal{L}_{\text{eff}}$, as indicated as black error bar in the plot, applies to all field points. Measurements from SCENE [8], ARIS [11], and DarkSide-50 (DS-50) [10] are also shown.

1.6% [11], the result can be subjected to the comparison with other $\mathcal{L}_{\text{eff}}$ measurements using different reference sources (such as $^{83m}$Kr [8] or $^{241}$Am [11]). Although we are not aware of any theoretical description about the empirical field dependency of $\alpha$, yet it is consistent with our data samples.

VII. CONCLUSION

The scintillation efficiency of LAr for NR ranging from 30 to 200 keV relative to 511 keV ER is systematically measured under electric fields from 0 to 3 kV/cm using a small size double-phase TPC and a $^{232}$Cf radioactive source. In this measurement, observed S1 and S2 spectra are simultaneously fit with the simulated energy deposits by taking into account correlations between the light and charge yields. The parameterization model we employ in this paper is based on existing models (Mei model and TIB model) described by the function of recoil energy and electric field. As a result, the scintillation efficiency $\mathcal{L}_{\text{eff}}$ is successfully modeled up to 3 kV/cm within systematic uncertainty. For lower ($F < 1$ kV/cm) electric field, we confirm consistency with previous measurements [8] [10] [11], while it provides new information for higher ($F > 1$ kV/cm) electric field for the first time.

In the field of WIMP dark matter search experiments, the scintillation efficiency and the charge yield are essential parameters to convert from observed S1 and S2 signals to recoil energy by WIMP-Ar scattering. Thus comprehensive parameterization of LAr property reported in this work makes use of interpretation between the experimental data and physics process under various electric fields, and also can contribute to better understand systematic uncertainty for low energy signal region in the search. Furthermore, not only WIMP search, these results would be also useful for other physics experiments [29] [31] where understandings of LAr property is necessary and play important role for obtaining physics outcomes.
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