Storage management solutions and performance tests at the INFN Tier-1
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Abstract. Performance, reliability and scalability in data access are key issues in the context of HEP data processing and analysis applications. In this paper we present the results of a large scale performance measurement performed at the INFN-CNAF Tier-1, employing some storage solutions presently available for HEP computing, namely CASTOR, GPFS, Scalla/Xrootd and dCache. The storage infrastructure was based on Fibre Channel systems organized in a Storage Area Network, providing 260 TB of total disk space, and 24 disk servers connected to the computing farm (280 worker nodes) via Gigabit LAN. We also describe the deployment of a StoRM SRM instance at CNAF, configured to manage a GPFS file system, presenting and discussing its performances.

1. Introduction
Reliable high throughput data services for storage and file access are the heart of Grid computing and in particular for the High Energy Physics (HEP) community, facing the challenges of the new scientific program starting at the Large Hadron Collider (LHC). In particular, the I/O load and the large data size produced by the LHC experiments, amounting to some PB/year, together with the need to exchange data with CERN and with all the other computing centres around the world at a steady rate of several Gb/s, pose very stringent requirements for all the data centres involved.

Besides the data access, the data management is a also fundamental task requiring a coordinated effort, and is realized through common tools and protocols allowing to start, control and end the transfers between the different Storage Elements (SE) at the different sites. The HEP Grid community has designed and implemented the Storage Resource Manager (SRM) interface [1], allowing for a fully transparent management and access to underlying storage

6 Corresponding author. email: Luca.dellAgnello@cnaf.infn.it.
resources, hiding the details to the user applications and to the Virtual Organization (VO) managers.

In the first part of this paper we will present the results of comparative performance tests of some data-access solutions nowadays available, namely the Cern Advanced Storage Manager (CASTOR) [2], the dCache system [3], the General Parallel File System (GPFS) [4] and the Scalla/Xrootd system [5]. For the CNAF Tier-1 centre these tests aim to provide figures of merit for finalizing the technical choices of the storage systems, before the startup of the LHC operation.

In the second part we will discuss the results of a series of tests performed on a StoRM SRM instance at CNAF. StoRM [6] has been developed with the specific aim of providing access to parallel file systems like GPFS and Lustre [7], but also standard POSIX file systems, through a SRM interface.

2. The production storage infrastructure at the INFN-CNAF Tier-1
CNAF storage installation presently comprises nearly 1 PB of raw-disk space, based on Fibre Channel (FC) systems with 4 inter-connected switches forming a Storage Area Network. The storage space is currently partitioned among 3 distinct systems: Xrootd, required by the BaBar experiment; CASTOR for all other experiments requiring data archiving on tape; GPFS for pure disk access. It is foreseen a huge expansion commencing 2008 to reach a size of about 3 PB of raw-disk space, which will be further increased during the subsequent years.

In the framework of WLCG, CNAF, as a Tier-1 site, will have to provide three different access types to the storage systems, so-called Storage Classes (SCs):

- **Disk0-Tape1 (D0T1).** The data are saved on tape and the disk copy is considered only as a temporary buffer (called staging area) managed by the system, i.e. data are automatically deleted from the staging area when the occupancy is higher than a configurable threshold and the data have already been migrated to tape. The size of the staging area is normally of the order of 20% of the tape space.
- **Disk1-Tape1 (D1T1).** The data are permanently saved both on tape and on disk. For this SC, the sizes of disk space and tape space are by definition identical.
- **Disk1-Tape0 (D1T0).** In this case there is no guaranteed copy on tape and the management of the disk space is delegated to the Virtual Organization (VO) itself, owning the data.

These SCs will be accessed through appropriate SRM instances. At present, the natural candidates at CNAF for the implementation of these SCs are CASTOR for D0T1 and D1T1 and GPFS for D1T0.

3. Storage tests
3.1. Test-bed layout
In our setup, 24 disk-servers were actually integrated into a SAN via FC links, while the communication of the disk-servers with the computing nodes was via Gigabit LAN.

As disk-storage hardware we used 2 EMC CX3-80 SAN systems, with a total of 260 TB of raw-disk space, assembled by aggregating nearly 520 500-GB SATA disks. Each EMC system comprised two storage controllers (with 4 GB of RAM each), connected to a Brocade 48000 Fibre Channel fabric director provided with 8 links, for a total theoretical bandwidth of 32 Gb/s.

The 24 Dell SE1950 disk-servers were equipped with Xeon 1.66 GHz dual-core bi-processors, 4 GB of RAM, dual-port Qlogic 246x Host Bus Adapter (HBA) and 1 Gigabit Ethernet link. As Operating System (OS) they run a Scientific Linux CERN (SLC) [8] version 4.4, with a 2.6.9-42.0.8.EL.cernsmp kernel operating at 64 bits.
The Gigabit Ethernet switch connected to the servers had a 2x10 Gb/s trunked up-link to the core network switch, an Extreme Black Diamond 10808 (having a switching capacity of 1.28 Tb/s), the only element in common with the CNAF production infrastructure, besides some basic services (e.g. DNS and LDAP, the latter used at CNAF for local authorization management).

Figure 1. Schematical representation of the test-bed layout.

The local batch system of the CNAF computing farm is managed by the Load Sharing Facility (LSF) [9]. For these tests a specific LSF queue was created and a fraction of the CNAF farm (280 1-Unit bi-processor worker nodes hosted in 8 racks) was assigned to it. Since we used 2 job slots per CPU, in this configuration we had the possibility of running more than 1100 concurrent jobs for the tests. Each computing node was connected to a Gigabit switch, one switch per rack, and each switch had a 2x1 Gb/s trunked up-link to the core network switch.

A sketch of the test-bed is depicted in Fig. 1.

3.2. Storage systems
CASTOR [2] is a hierarchical storage management system developed at CERN. For our tests, the 24 disk-servers acted as RFIO disk-servers, and dedicated CASTOR central services were appropriately setup in order not to interfere with production activities. All the SAN disk partitions available on each disk-server, formatted as XFS file-systems [10], were used in order to write and read the data.

The dCache platform [3] is an integrated solution for distributed storage. It has been developed in the HEP context by a collaboration between DESY and FNAL. The installation realized for this test was based on dCache version 1.7. It was composed by two machines for managing the central services, one acting as PNFS server and the other one as admin node, and the 24 disk-servers, each one running only the dCache pool daemon. The SAN disk partitions
available on each disk-server for dCache were formatted as XFS file-systems, analogously to the case of CASTOR described above.

The Xrootd platform [5] is a data handling system developed as a collaboration between SLAC and INFN, with also some other contributors in the HEP software community. Xrootd is designed to provide fault tolerant location and access to files distributed throughout a cluster, by employing peer-to-peer-like mechanisms. The architecture provided for this test was based on the Xrootd production version 20070321-1251p1, and comprised one admin node (also known as redirector) and one Xrootd server on each of the 24 disk-servers. Each Xrootd server employed the SAN partitions available on each disk-server as disk back-end, all formatted with XFS.

GPFS is a general purpose distributed file-system developed by IBM [4]. It provides file-system services to parallel and serial applications. GPFS allows parallel applications to simultaneously access the same files in a concurrent way, ensuring the global coherence, from any node which has the GPFS file-system locally mounted. GPFS is particularly appropriate in an environment where the aggregate I/O peak exceeds the capability of a single file-system server. Differently from the other solutions employed in our tests, from the point of view of the applications, the file-system is accessed by a standard POSIX interface, without the need of compiling the client code with ad-hoc libraries. In our tests we realized a GPFS cluster by using all the 24 disk-servers, aggregating all the SAN partitions available on each disk-server in one global file-system. The GPFS version adopted was 3.1.0-10.

Another interesting product that we did not include in the tests described in this paper, but was already evaluated with great performance figures on a smaller test-bed at CNAF in the past, is the parallel file-system Lustre [7]. Lustre is a scalable, robust and highly-available cluster file-system, and - even if with a completely different architecture - shares with GPFS the peculiarity of allowing standard POSIX access to the file-system from the computing clients. It is a very interesting alternative to GPFS, and we plan to make further tests with Lustre in the future.

3.3. Sequential write/read sequences from the disk-servers

The first test consisted in measuring the local throughput by accessing the SAN devices of a single EMC CX3-80 system directly from the 24 disk-servers. The devices were formatted with XFS. We performed sequential write and read operations realized by using the `dd` standard Linux application with a block size of 1 MB and a file size of 12 GB, concurrently from an increasing number of disk-servers into all the 58 SAN devices, each one being a RAID-5 array of 2 TB. This kind of purely sequential measurements was useful to evaluate the maximum achievable data throughput, under the reasonable assumption that more complicated access patterns would lead to a deterioration of the global performance of the system.

Fig. 2 shows the sequential write and read throughput as a function of the number of concurrent processes. The number of processes was varied from 8 to 75, balanced over the different XFS file-systems and the different disk-servers. The write throughput reached a steady state quite early, at about 0.55 GB/s, while the read throughput grew up to 0.9 GB/s.

These measurements will act as a reference, establishing a maximum write and read disk throughput, sustainable by the disk back-end, of about 1.1 GB/s and 1.8 GB/s respectively, when using two EMC CX3-80 systems. Note that this is far below the network capabilities of the 24 disk-servers (24 Gb/s), i.e. the maximum performance of the test-bed when accessing data from disk is limited by the actual performance of the disk storage hardware back-end, and not by the disk-servers and network hardware.
3.4. Sequential write/read sequences from the worker nodes

Sequential write and read measurements were also done by accessing the platforms from the worker nodes. The sequential writes and reads were performed by using `dd`. Each file had a size of 5 GB, and 1000 different files were written concurrently in blocks of 64 kB by 1000 processes running on all the worker nodes, ensuring a synchronous start of the writes at the beginning. In an analogous way, the sequential read was successively performed in another test, by re-reading from 1000 processes the files previously written.

Fig. 3 shows the write throughput as a function of time for each of the 4 data-access platforms we have studied. The analogous plots corresponding to the read throughput are shown in Fig. 4.

7 In order to use `dd` with non-POSIX systems, i.e. CASTOR, dCache and Xrootd, the application was recompiled by using the appropriate client libraries.

8 The plot is obtained by measuring the network throughput, thus it includes also the overhead of the network.
For the writes, the 3 platforms CASTOR, dCache and Xrootd behaved almost the same, while GPFS was about 30% faster than the other ones, touching a rate of 1.3 GB/s. For the reads instead, CASTOR, GPFS and dCache showed a similar performance, the highest one being GPFS at 1.6 GB/s, while Xrootd was a bit slower, with a main plateau at 1.2 GB/s and a secondary plateau at 0.8 GB/s. This was due to the delay mechanism embedded in Xrootd, which can delay certain clients when it identifies a possible access congestion. For this reason, such clients terminated later than the other ones belonging to the run, and hence the run duration became higher.

CASTOR showed a significant number of failures, which is evident in the read plot, where the integral of the CASTOR curve is clearly smaller than the other ones (about 20%), i.e. the total size of successfully transferred data was smaller. Many problems of the current CASTOR release are already well known by the developers. For this reason, we decided to abandon CASTOR in the studies that we will show next, waiting for a more stable CASTOR release in the forthcoming future.

3.5. Realistic LHCb analysis
As a final step, we also performed a realistic analysis using the analysis application of the LHCb experiment, namely DaVinci [11]. The test consisted in running 1000 analysis jobs on all the worker nodes, each one accessing different input data files produced by the LHCb Monte Carlo simulation. Each analysis job read sequentially one event, performed a realistic algorithm\(^9\) to process it and then switched to the subsequent event repeating the procedure. Hence this test included a realistic data-access and analysis. The read throughput as a function of time is shown in Fig. 5.

4. StoRM tests
The Grid Storage Resource Manager (StoRM) [13] is an implementation for disk-based storage of the version 2.2 of the SRM interface especially designed to provide to work with high performance parallel file systems like GPFS and Lustre, which out of the box do not come with a SRM service. It has been developed by a collaboration between INFN and the Abdus Salam ICTP institute in Trieste, the latter operating in the framework of the EGRID project.

4.1. Test-bed layout
Our setup was composed by 4 disk-servers integrated into the CNAF SAN via FC links, while the communication of the disk-servers with the computing farm was via Gigabit LAN. As disk-storage hardware we used part of one EMC CX3-80 SAN system for a total of 40 TB of raw-disk space arranged in RAID-5 arrays. The disk arrays were aggregated on the 4 disk-servers by GPFS, version 3.1.0-10, i.e. the disk-servers actually acted as GPFS servers, serving a net 36 TB GPFS file-system to the worker nodes.

The EMC system comprised two storage processors (with 4 GB of RAM each), connected to a Brocade 48000 Fibre Channel fabric director. The 4 disk-servers were equipped with dual Intel Xeon 1.6 GHz processors, 4 GB of RAM, dual-port Qlogic 246x Host Bus Adapter (HBA) and 1 Gigabit Ethernet link. Hence the total theoretical bandwidth available was 4 Gb/s. The disk-servers also acted as GridFTP [14] front-ends, i.e. besides the GPFS services they run also the GridFTP daemon. As Operating System (OS) we used a Scientific Linux CERN (SLC) [8] version 4.4, with a 2.6.9-42.0.8.ELcernsmp kernel operating at 64 bits.

protocols and of the data-access protocols. For this reason it might slightly exceed the total sustainable throughput of the disk back-end itself.

\(^9\) The algorithm searched the occurrence of a \(B_d \rightarrow \pi^+ \pi^-\) decay inside the events [12].
The StoRM service was provided by three machines: two machines running the StoRM front-end, balanced by means of a dynamic DNS, and one machine running the StoRM back-end and the MySQL database engine. The two front-end servers were equipped with dual AMD Opteron 2.2 GHz processors, 4 GB of RAM and Gigabit NIC. The back-end machine was a dual Intel Xeon 2.4 GHz, with 2 GB of RAM and Gigabit NIC.

4.2. Throughput tests

A specific data transfer test has been performed to understand how StoRM reacts in heavy-duty operation conditions and to probe the limits of this particular instance. The core of the test consisted of client scripts which used low level tools (globus-url-copy [15]) for transferring data from LHCb dedicated disk pools at CERN (different source tURLs corresponding to real LHCb data produced by simulations) to always different destination files in StoRM. In this test we had not the possibility to control possible bottlenecks introduced by the source disk-servers at CERN, since irregular activities by LHCb were potentially running in parallel on the same sources. At the destination side, for each incoming file, the script issued a srmPrepareToPut SRM command, a polling requesting the status to the SRM until the tURL was returned, then it performed the data transfer and, once the transfer was complete, it issued a srmPutStatusDone SRM request to StoRM. This means that the full transfer chain was de facto emulated at the destination side and the usage of tURLs at the source could not alter the study of the behavior of the destination, i.e. StoRM.

The preliminary part of the test was dedicated to look for the best combination of the number of parallel streams for each data transfer and the number of concurrent data transfers, in order to optimize the throughput. The maximum throughput was reached with 15 parallel streams per transfer and 120 concurrent data transfers. The size of the files was O(100) MB. With this configuration we run a 14 hours test observing a sustained rate slightly exceeding 350 MB/s for about 8 hours, with a peak at 370 MB/s.
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**Figure 6.** Aggregated network throughput measured during the data transfer test.

Fig. 6 shows the aggregated network throughput versus time during the test. The bandwidth started degrading after 6 hours because the workstation at CERN used to run the client script got overloaded and the available memory was exhausted. In 14 hours about 17 TB of data were moved from CERN to CNAF, interacting with the StoRM SRM interface about 400k times, with more than 100k files transferred. The GPFS disk-servers began suffering this large traffic: non negligible I/O Wait CPU load was observed on the disk-servers during the tests (but in parallel to our tests some additional activities from other VOs were using the same disk back-end storage).

Since the GridFTP servers were running on the 4 GPFS disk-servers, each one provided with a Gigabit network interface, the total available network bandwidth was about 500 MB/s. The
The link from CERN to CNAF was not at all a limiting factor, since it actually had a bandwidth of 10 Gb/s. In conclusion we have been able to consume about 70% of the theoretical network bandwidth.

The observed percentage of failures has been very low, about 0.3% due to the file transfers themselves (i.e. non-zero error code got from globus-url-copy), and 0.1% due to StoRM. The failures during the data transfers can have several possible explanations, e.g. problems due to high load on the source disk-servers or temporary network glitches. The few failures due StoRM were basically due to timeouts and will be discussed in the following section.

4.3. Stress tests
A series of stress tests without data transfers, i.e. only measuring the pure SRM performances, were also put in place to understand how the implementation of StoRM responds when critical conditions are reached. These tests provided an evaluation of the performance of this StoRM implementation and recipes for scaling up installations which would require larger performances.

It is worth noting that the results of these tests do not depend on the performance of the underlying GPFS file system, hence all the latencies we will mention have to be addressed to the StoRM instance itself. The test turned into an invaluable opportunity for tuning and knowing the behavior of StoRM in a tight collaboration with its developers, and led to a series of optimizations, in particular to the introduction of several indices into the StoRM database for improving the response of the relevant SQL queries.

A first step targeted to find the limits of the system, by gradually increasing the load on the SRM endpoint and studying the response as a function of the number of concurrent processes. Each process issues a sequence of SRM requests to list the content of a directory (srmLs), to remove the files in it (srmRm), and then to allocate space for a new file (srmPrepareToPut). The plot in Fig. 7 shows how the average time for retrieving a TURL from StoRM varies as function of the number of concurrent processes. The average time was computed as the mean value of all processes mean times and the error bars represent a systematic uncertainty computed by repeating the test several times. Fig. 8 shows the percentage of failures due to StoRM, which is negligible up to 500 concurrent requests, while it increases considerably from 600 parallel processes onward. This behavior suggests that the system can safely handle up to \(\sim 500\) parallel requests, corresponding to a rate of SRM client commands of about 80 Hz\(^{10}\), whereas for \(\sim 600\) parallel processes it effectively enters into a critical regime. This was basically due to the pretty

\(^{10}\) Each prepare to put sequence implies on average 6.5 client commands (1 srmPrepareToPut + 5.5 srmStatusPtP). Since on average a sequence needs 40s to be completed with 500 client processes (see Fig. 7), the rate can be roughly computed as \((6.5 \times 500\text{ requests})/40s \approx 80\text{ Hz}\).
high load which was reached on the StoRM front-end service nodes, which could no longer process in due time the requests, resulting in hard timeouts with an error message from gSoap: 
"CGSI-gSoap: could not open connection! TCP connect failed in tcp_connect()". In fact, it indicates that the StoRM front-end, which is in charge of accepting and authenticating the incoming requests through the gSoap package, was not able within a given timeout to serve the SRM request due to the large load. Of course in such cases the client code could perform one or more retries, thus reducing the effective rate of failures. The obvious solution to this kind of problems would be to scale up the system in order to cope with a rate of requests higher than the expected use case. However, such a predictable failure condition should be taken into account with an appropriate admission control queue in StoRM, in order to reject the requests that cannot be fulfilled under heavy load conditions. The StoRM developers are already working to implement a configurable timeout by-passing the gSoap one, and to return an ordinary SRM message which states that the application rejected the request due to the high load.

In order to compare these results with a real use case, a rough estimation of the needs of LHCb has been done on the basis of the LHCb Computing Model [16]. The expected rate of calls to the SRM interface in a Tier-1 site during the first year of LHCb data taking is estimated to be of order of 1 Hz. This computation includes the data transfer from CERN to the Tier-1s during data taking, the data exchange among the Tier-1s and from the Tier-2s as well as the data analysis activities going on at the Tier-1. The results reported above prove that such an instance of StoRM can comfortably cope with the needs of a HEP experiment like LHCb.

5. Conclusions
We have evaluated various data-access platforms — namely CASTOR, dCache, GPFS and Scalla/Xrootd. By using a large test-bed, composed of two EMC CX3-80 storage systems providing 260 TB of raw-disk space via a SAN, 24 Gigabit disk servers and about 280 worker nodes, we have been able to achieve more than 1.5 GB/s of aggregated data throughput from the disk servers to the worker nodes. We have performed sequential accesses and a realistic LHC analysis using 1000 processes running on the client computing nodes.

Even if some problems still exist for the various data-access platforms, the results of this work clearly demonstrate that the existing technologies can provide the figures of merit needed by the computing activities of the LHC experiments, roughly amounting to several GB/s of throughput per large data centre. In fact, by properly scaling up such a test-bed to more storage systems and disk size by a factor 10, i.e. a few PB of disk-storage, it is clear that one can achieve quite easily order of 10 GB/s or more.

We have also performed a series of tests on a StoRM SRM instance configured to run on GPFS, aiming to measure the throughput of data transfers from CERN to CNAF and to study the behavior of the system under high load. Our StoRM instance has been able to sustain for several hours an incoming throughput over the WAN of about 360 MB/s with a negligible rate of failed transfers. Furthermore, in a specific SRM stress test without data transfers, we measured that the StoRM instance was able to sustain a rate of SRM requests of about 80 Hz, before starting to reject them due to the too large load.
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