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Abstract. We consider Online Facility Location in the framework of learning-augmented online algorithms. In Online Facility Location (OFL), demands arrive one-by-one in a metric space and must be (irrevocably) assigned to an open facility upon arrival, without any knowledge about future demands. We focus on uniform facility opening costs and present an online algorithm for OFL that exploits potentially imperfect predictions on the locations of the optimal facilities. We prove that the competitive ratio decreases from sublogarithmic in the number of demands $n$ to constant as the so-called $\eta_1$ error, i.e., the sum of distances of the predicted locations to the optimal facility locations, decreases. E.g., our analysis implies that if for some $\varepsilon > 0$, $\eta_1 = \text{OPT}/n^\varepsilon$, where $\text{OPT}$ is the cost of the optimal solution, the competitive ratio becomes $O(1/\varepsilon)$. We complement our analysis with a matching lower bound establishing that the dependence of the algorithm’s competitive ratio on the $\eta_1$ error is optimal, up to constant factors. Finally, we evaluate our algorithm on real world data and compare the performance of our learning-augmented approach against the performance of the best known algorithm for OFL without predictions.

1 Introduction

Online algorithms is a field that deals with decision making in cases where the input data is not known in advance, but rather arrives in a sequential way. The algorithm is required to make irrevocable decisions, only based on the input data received at a given point in time, and to incur the corresponding irrevocable cost for each of them. Traditionally, in the analysis of online algorithms we assume, rather pessimistically, that an adversary always presents the algorithm with the worst case input. More precisely, the performance of online algorithms is evaluated by the competitive ratio \cite{Kovler1990}, which is the worst-case ratio of the total algorithm’s cost to the cost of a computationally unrestricted optimal algorithm aware of the entire request sequence in advance.

On the other hand, machine learning (ML) aims to predict the unknown based on historical data and to learn how the world looks like, rather than dealing with worst-case scenarios. A recent trend aims to use machine learning predictions about the future input in order to deal with the inherent uncertainty in online algorithms, while still providing worst case performance guarantees. Specifically, one might think that directly using machine learning in online problems should enhance their performance, since by predicting the input, with some error, we should be able to come up with almost optimal solutions. In reality, this turns out not to be true, since the error of the learner does not necessarily remain constant and could propagate along different phases of the algorithm.

Lykouris and Vassilvitski \cite{Lykouris2021} proposed a framework aiming to provide formal guarantees for such learning-augmented online algorithms, in terms of their consistency and robustness. They require the
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algorithm to be near optimal, if the predictions about the future input are accurate (consistency), while for arbitrary erroneous predictions, the competitive ratio should gracefully degrade to (and not exceed by far) the worst-case one (robustness). Generally, the idea of combining online algorithms with ML advice is that in the end, we should be able to overcome the traditional worst-case lower bounds and get the best of both worlds. The learning-augmented algorithm, given some predictions of total error $\eta$, is required to make decisions online. In the end, following the ideas of [27,33,5], the competitive ratio is given as a function of $\eta$. Many online problems have already been studied under this framework, such as ski rental, scheduling, the secretary problem, metrical task systems (MTS) and more (see e.g., the survey of [31]). In this work we investigate the competitive ratio of Online Facility Location in the framework of learning-augmented online algorithms, following an approach similar to [5,24,27,33].

**Online Facility Location.** In Online Facility Location (OFL), introduced by Meyerson [30], we are presented with a sequence of demands located in an underlying metric space. Each demand must be connected to an open facility upon arrival. Each facility has an opening cost, which is irrevocable in the sense that once opened, facilities cannot be closed. Every demand incurs its assignment cost, which is the distance to the closest open facility at the demand’s assignment time. Our goal is to decide where to open the facilities and where to assign each arriving demand, while incurring the minimum possible facility opening plus demand assignment cost. Meyerson presented an elegant randomized algorithm with competitive ratio $O(\log n / \log \log n)$, where $n$ is the number of demands. After Meyerson’s initial result, there has been a significant volume of work on OFL and its many variants. We provide a brief list in the related work section.

**Online Facility Location with Predictions.** In OFL with predictions (OFLpred), every demand $v$ in the request sequence is accompanied with a prediction $p$ on the location of the optimal facility where $v$ is assigned. Every demand must be connected to an open facility upon arrival, and facility and assignment costs are irrevocable and are defined as in standard OFL. In addition to the number $n$ of demand-prediction pairs, instances of OFLpred are parameterized by the total prediction error $\eta_1$, which is the sum, over all predictions, of their distance to the respective optimal facility, and the maximum prediction error $\eta_\infty$, which is the maximum such distance (and hence $\eta_\infty \leq \eta_1$).

H.-C. Jiang et al. [24] were the first to study the competitive ratio of OFLpred as a function of $\eta_\infty$. They considered non-uniform facility costs, carefully adapted Meyerson’s algorithm, and proved that its competitive ratio is $O(\log \min\{\frac{\eta_\infty}{OPT}, n\})$, where $OPT$ is the optimal cost. They also showed an almost matching lower bound of $\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$ on the competitive ratio of any randomized algorithm for OFLpred with uniform facility costs. The results of [24] imply that the competitive ratio of OFLpred degrades from a small constant, if all predictions are perfect (consistency), to logarithmic, if there are some inaccurate predictions and $\eta_\infty \geq OPT$ (robustness). Moreover, for the class of instances in the lower bound of [24], where a small fraction of the predictions have error $\eta_\infty$ and the remaining ones are collocated with the respective demand points (and thus, $\eta_1 = \Omega(OPT)$ as long as $\eta_\infty \geq OPT/n^{1-\delta}$, for any constant $\delta > 0$), an almost logarithmic competitive ratio is unavoidable.

### 1.1 Motivation and Contribution

Our work is motivated from the observation that determining the dependence of OFLpred’s competitive ratio on the total prediction error $\eta_1$ (in addition to its dependence on $\eta_\infty$ studied in [24]) contributes to a deeper understanding about how and to which extent predictions can help in improving the performance of OFL algorithms. E.g., let us consider OFLpred instances with $\eta_\infty = OPT/n^\varepsilon$, for some constant $\varepsilon > 0$. Within this class, the upper and the lower bound of [24]
fail to differentiate, as far as their best possible competitive ratio is concerned, between (i) instances where all but few predictions are perfect; (ii) instances where for some $\beta \in (0, 1)$, every prediction is $1/\beta$ times closer to the respective optimal facility than the corresponding demand; and (iii) instances where every prediction is at distance $\eta_\infty$ to the optimal facility. In (i), $\eta_1 \approx \text{OPT}/n^\ell$ and we should expect a constant competitive ratio, if $\varepsilon$ is a constant. In (ii), $\eta_1 \approx \beta \text{OPT}$ and the competitive ratio must be an increasing function of $\beta$. Only in (iii), we should expect a competitive ratio fully determined by $\eta_\infty$. For all these instances with very different prediction quality (and for many other instances in between), the results of [24] guarantee a competitive ratio of $O((1 - \varepsilon)\log n)$, while their lower bound applies only to (iii). For another example, if $\eta_\infty = \text{OPT}/(\log n)^\ell$, for some integer $\ell \geq 1$, the resulting guarantee on the competitive ratio is $O(\log n - \ell \log \log n)$ in all cases (i)-(iii).

In this work, we focus on OFLpred with uniform facility costs, where the cost of opening a facility at any point of the underlying metric space is $f$, and determine OFLpred’s competitive ratio as a function of both $\eta_\infty$ and $\eta_1$. As demonstrated by the above discussion we believe that the total error $\eta_1$ is at least as representative of the prediction’s accuracy as the maximum error $\eta_\infty$.

In Section 3, we present a randomized algorithm that works similarly to Meyerson’s algorithm [30], but with the predictions in place of the demands. Specifically, our algorithm decides on whether to open a facility at the predicted location with probability proportional to the distance of the predicted location to the nearest open facility. By generalizing the analysis of [30], so that it also takes the prediction error of each demand-prediction pair into account, we show that if all predictions are perfect, our algorithm is 2-competitive (2-consistency), and that for any error $\eta_1$ and $\eta_\infty$ with $\text{OPT} \geq \eta_1 \geq \eta_\infty > \text{OPT}/n$, the competitive ratio of our algorithm is $O\left(\frac{\log \left( \frac{n\eta_\infty}{\eta_1} \right)}{\log (\min \{\frac{\eta_\infty}{\eta_1}, 1\}) \log \min \{\frac{\eta_\infty}{\text{OPT}}, n\}}\right)$.

In Section 4, we show how to apply cost doubling to OFLpred in order to obtain an online algorithm with thrice the minimum competitive ratio of our proposed algorithm and the algorithm of [24]. For uniform facility costs, the latter works as Meyerson’s algorithm, but it opens facilities in pairs, one at the demand’s location and another at the respective predicted optimal location. Our generalized analysis framework gives an improved competitive ratio for [24]’s algorithm with uniform facility costs. Taking the minimum of the competitive ratios of the two algorithms, we get:

**Theorem 1 (Upper Bound).** The competitive ratio of OFLpred is at most:

$$
\min\left\{\frac{9 n \eta_\infty}{\text{OPT}} + 6}{O \left( \frac{\log \min \{\frac{n\eta_\infty}{\eta_1}, n\}}{\log \min \{\frac{\eta_\infty}{\text{OPT}}, n\}}\right)} \quad \text{for all } \eta_\infty \geq 0
$$

$$
\min\left\{\frac{9 n \eta_1}{\text{OPT}} + 6}{O \left( \frac{\log \min \{\frac{n\eta_1}{\eta_\infty}, n\}}{\log \min \{\frac{\eta_1}{\text{OPT}}, n\}}\right)} \quad \text{for all } \eta_1 \geq \eta_\infty > \frac{\text{OPT}}{n}
$$

We note that $\eta_1$ and $\eta_\infty$ are only used in order to bound the competitive ratio of our algorithm, since its execution does not require their knowledge. Moreover, our algorithm is robust in the sense that if $\eta_1 \geq \text{OPT}$ and $\eta_\infty \geq \text{OPT}$, the algorithm’s worst-case competitive ratio is $O(\log n/\log \log n)$.

It is interesting that the competitive ratio of Theorem 1 (which is best possible, as shown by Theorem 2 below) is achieved by combining two versions of Meyerson’s algorithm: ours, which uses the predicted locations for its facilities and decisions, and [24]’s, whose decisions are guided by the demand locations and lets the predicted locations play a supporting role (see also [36] for a similar construction in the context of online caching with predictions).

In Section 5, we prove a lower bound on the competitive ratio of OFLpred, establishing that the dependence of the competitive ratio of Theorem 1 on $\eta_1$ and $\eta_\infty$ is best possible. The lower bound construction generalizes the lower bounds of [18] and [24] and requires non-trivial modifications of the underlying metric space and the sequence of demand-prediction pairs so that we can achieve virtually any allowable combination of maximum $\eta_\infty$ and total $\eta_1$ error (see also Remark 1, Section 5).
Theorem 2 (Lower Bound). For all $\alpha = \eta_\infty / \text{OPT} < 1/3$ and $\beta \approx \eta_1 / \text{OPT} \in (3\alpha, 1]$, there are OFL instances with $n$ demand-prediction pairs where any randomized algorithm has competitive ratio

$$\Omega\left( \frac{\log(an)}{\log(\log(an) / \beta)} \right)$$

Although our techniques are quite different from those in [24], from a conceptual viewpoint, theorems 1 and 2 significantly generalize and can be regarded as an informative refinement of the results in [24]. Specifically, for any fixed $\alpha = \eta_\infty / \text{OPT}$, theorems 1 and 2 determine the best possible competitive ratio of OFLpred as a function of $\beta = \eta_1 / \text{OPT}$. Returning to our motivating example at the beginning of this section, we can now differentiate between cases (i)-(iii). Theorems 1 and 2 imply that the best possible competitive ratio is $\Theta(1/\varepsilon)$ in (i), $\Theta\left(\frac{(1-\varepsilon) \log n}{\log((1-\varepsilon) \log n / \beta)}\right)$ in (ii), and $\Theta\left(\frac{(1-\varepsilon) \log n}{\log((1-\varepsilon) \log n)}\right)$ in (iii). Similarly, if for some integer $\ell \geq 1$, $\eta_1 \approx \eta_\infty = \text{OPT} / (\log n)^\ell$, we prove that the best possible competitive ratio for case (i) is $\Theta(\frac{\log n}{(\ell+1) \log \log n})$.

Finally, in Section 6, we experimentally evaluate our proposed algorithm on both real-world and synthetic datasets for different types of predictions, with different prediction error $\eta_1$ and $\eta_\infty$.

1.2 Other Related Work

Learning Augmented Algorithms. This line of work was initiated by Munoz and Vassilvitski [28] and Lykouris and Vassilvitski [27], who formally introduced the notions of consistency and robustness. Purohit et al. [33] considered ski rental and non-clairvoyant scheduling, giving consistency and robustness guarantees that depend on a hyperparameter that has to be given to the algorithm in advance. Lykouris and Vassilvitski [27] studied the classical online caching problem and were able to adapt the Marker algorithm [16] to obtain a tradeoff between robustness and consistency. Rohatgi [34] and Wei [36] subsequently presented simpler learning-augmented caching algorithms with improved dependence of their competitive ratios on the prediction errors. Interestingly, Wei’s algorithm boils down to selecting the best of two simple algorithms, one based on the request sequence and another based on the predicted sequence.

Further results in online algorithms with machine learned advice include the work by Lattanzi et al. [26], who studied the restricted assignment scheduling problem, the work of Bamas et al. [8], who considered energy minimization problems, and the more general framework of online primal’dua algorithms [9]. Moreover, the following online selection problems were studied from the viewpoint of learning-augmented algorithms in [5]: (i) the classical secretary problem, (ii) online bipartite matching with vertex arrivals and (iii) the graphic matroid secretary problem.

More recently, Almanza et al. [2] considered OFL with predictions in the form of different sets of suggested optimal facility locations. They present a randomized online algorithm with logarithmic competitiveness against an optimal solution restricted to facilities from the suggested sets. Azar et al. [7] considered OFL, and other online network design problems, with a prediction of the entire demand sequence is given in advance. They used cost doubling in order to combine an online algorithm applied to the actual demand sequence and an offline algorithm that computes partial solutions for the predicted input. However, their notion of prediction and error are different from ours, which makes their results and techniques incomparable to ours. Argue et al. [6] considered OFL in a setting where the predictions are obtained by sampling an $\varepsilon$-fraction of the demand sequence, and Gupta et al. [21] considered online covering and facility location problems with predictions guaranteed to be accurate with probability at least $\varepsilon$.

In a different research direction, there has been significant interest recently in facility location problems with predictions from the perspective of truthful mechanism design, e.g., [1,10,23].
Online Facility Location. The (metric uncapacitated) Facility Location is a classical optimization problem that has been widely studied in both Operations Research and Computer Science (see e.g., [15,35]). Its online version has received significant attention since its introduction by Meyerson [30]. Fotakis [18] established a lower bound of \( \Omega(\log n / \log \log n) \) and showed that the competitive ratio of Meyerson’s algorithm is asymptotically optimal. Alternative algorithms for OFL were also given using different techniques: Fotakis [17] gave a deterministic primal-dual \( O(\log n) \)-competitive algorithm and Anagnostopoulos et al. [3] gave a deterministic \( O(\log n) \)-competitive algorithm using a hierarchical partitioning of the metric space. For follow up work on OFL and its variants, we refer the reader to the survey [19]. Recently, there has been research interest in the dynamic variant of OFL [14,13,20].

2 Model and Preliminaries

Notation. We consider a metric space \((M, d)\), where \(d : M \times M \to \mathbb{R}_{\geq 0}\) is a distance function, which is non-negative, symmetric and satisfies the triangle inequality. For a point \(v \in M\) and a subset \(U \subseteq M\), we let \(d(v, U) = \min_{u \in U} d(v, u)\). We use the convention that \(d(v, \emptyset) = \infty\).

Online Facility Location. In the Online Facility Location problem (OFL), the input consists of a demand sequence \((v_1, \ldots, v_n)\) in a metric space \((M, d)\). The demands arrive one at a time and must be assigned irrevocably to an open facility upon arrival. In response to the demand sequence \((v_1, v_2, \ldots, v_t)\), the online algorithm maintains a sequence of facility configurations \(\mathcal{F}_0, \mathcal{F}_1, \ldots, \mathcal{F}_n\).

When a new demand \(v_t\) arrives, the algorithm decides whether to assign it to an existing facility or to open a new one. If the algorithm opens a new facility at location \(c\), the facility cost increases by \(f\) and \(\mathcal{F}_t = \mathcal{F}_{t-1} \cup \{c\}\). Otherwise, \(\mathcal{F}_t = \mathcal{F}_{t-1}\). Finally, the demand \(v_t\) is assigned to the nearest facility in \(\mathcal{F}_t\) and the assignment cost increases by \(d(\mathcal{F}_t, v_t)\). The goal is to minimize the algorithm’s total assignment and facility opening cost:

\[
\text{ALG} := f \cdot |\mathcal{F}_n| + \sum_{t=1}^{n} d(\mathcal{F}_t, v_t)
\]

We let \(\mathcal{F}^*\) denote an optimal set of facility locations for the corresponding offline instance of Facility Location with demand set \(\{v_1, \ldots, v_n\}\) (which is fully known in advance). Then, \(\text{OPT} := f \cdot |\mathcal{F}^*| + \sum_{t=1}^{n} d(v_t, \mathcal{F}^*)\) is the optimal cost. For each demand \(v_t\), \(c_t^* = \arg \min_{c \in \mathcal{F}^*} d(v_t, c)\) denotes the optimal facility where \(v_t\) is assigned. We note that in the optimal solution \(\mathcal{F}^*\), for any demand \(v_t\), \(d(v_t, c_t^*) \leq f\) (since we could improve the optimal cost by opening a facility at \(v_t\), otherwise).

Predictions. We consider a learning-augmented setting, where each new demand \(v_t\) is accompanied by a prediction \(p_t\) of the optimal facility \(c_t^*\) where \(v_t\) is assigned. The prediction error of \(p_t\), denoted as \(\eta(t)\) or \(\eta(p_t)\), is the distance of the predicted location \(p_t\) to the optimal location \(c_t^*\), i.e., \(\eta(t) = d(p_t, c_t^*)\). We use the total prediction error \(\eta_1 = \sum_{t=1}^{n} \eta(t)\) and the maximum prediction error \(\eta_{\infty} = \max_t \eta(t)\) in order to quantify the inaccuracy of the predictions provided to the algorithm.

Competitive Ratio. We evaluate the performance of online algorithms using the competitive ratio [12]. A randomized online algorithm is \(cr\)-competitive if for any demand sequence (or any sequence of demand-prediction pairs), the algorithm’s expected cost is at most \(cr\) times the optimal cost for the corresponding offline Facility Location instance, where the demands are fully known in advance.

We note that the competitive ratio of an OFL algorithm with predictions may depend on the number of demands \(n\), the total prediction error \(\eta_1\) and the maximum prediction error \(\eta_{\infty}\). As usual in the literature of online algorithms with predictions [32], we pay special attention to consistency, which is the competitive ratio when the predictions are perfect and \(\eta_1 = \eta_{\infty} = 0\), and robustness, which is the worst-case competitive ratio over all possible values of \(\eta_1\) and \(\eta_{\infty}\).
Algorithm 1: PredOFL: Online Facility Location with Predictions

Input: Sequence of demand-prediction pairs \((v_1, p_1), \ldots, (v_n, p_n)\)

1. \(\mathcal{F} = \emptyset\);  
2. foreach demand-prediction pair \((v_t, p_t)\) do  
   3. With probability \(\min\{1, \frac{d(p_t, F)}{f}\}\):  
      4. \(\mathcal{F} = \mathcal{F} \cup \{p_t\}\);  
3. end  
6. Assign \(v_t\) to the nearest facility in \(\mathcal{F}\) with cost \(d(\mathcal{F}, v_t)\);

Notational Conventions. Demands are typically denoted by \(v_t\) (or \(v\)), predictions by \(p_t\) (or \(p\)). We sometimes refer to demand-prediction pairs \((v_t, p_t)\), which is the input to our online algorithm, as requests, for brevity. We use the term optimal center (or center) to refer to an optimal facility location in \(\mathcal{F}^*\) and the term facility to refer to an algorithm’s facility in \(\mathcal{F}\). We say that a demand \(v_t\) (or the pair \((v_t, p_t)\)) is mapped to the center \(c_t^*\) where \(v_t\) is assigned in the optimal solution.

When the timestep is not important or clear from the context, we omit the subscript \(t\) and simply use \(v\) for demands and \(p\) for predictions. Moreover, we usually omit the subscript in \(\mathcal{F}_{t-1}\) and use \(\mathcal{F}\) to denote the current set of algorithm’s facilities when a new demand \(v_t\) arrives. We let \(C_{(v,p)}\) denote the algorithm’s cost associated with the pair \((v, p)\), and let \(\text{Asg}_v^*\) (resp. \(\text{Asg}^*\)) denote \(v\)’s (resp. the total) optimal assignment cost. In general, we use \(^*\) to indicate the costs and facilities in the optimal solution.

3 PredOFL: Learning-Augmented Facility Location

In this section, we present the PredOFL algorithm for OFL with predictions and establish its competitive ratio. PredOFL works similarly to Meyerson’s algorithm [30], but with the predictions in place of the demands. Specifically, every time a demand-prediction pair \((v_t, p_t)\) arrives, we open a facility at the predicted location \(p_t\) with probability \(d(p_t, \mathcal{F})/f\) (instead of \(v_t\) and \(d(v_t, \mathcal{F})/f\) in Meyerson’s algorithm). Namely, we open a new facility with probability equal to the distance of the predicted location \(p_t\) to the current set of algorithm’s facilities \(\mathcal{F}\) divided by the cost \(f\) of opening a new facility. If \(d(p_t, \mathcal{F}) \geq f\), we open a new facility at \(p_t\) with certainty. The remainder of this section is devoted to upper bounding the expected cost and the competitive ratio of PredOFL.

3.1 Main Properties

We first prove two main properties of PredOFL, which are repeatedly used in the analysis of its competitive ratio.

Lemma 1. Let \((v, p)\) be a demand-prediction pair mapped to optimal center \(c^*\), and let \(\mathcal{F}\) be the set of algorithm’s facilities when \((v, p)\) arrives. Then, the algorithm’s cost for \((v, p)\) is

\[
\begin{align*}
\mathbb{E}[C_{(v,p)}] & \leq \min\{d(\mathcal{F}, p), f\} + d(\mathcal{F}, v) \\
C_{(v,p)} & \leq f + \text{Asg}_v^* + \eta(p), \quad \text{if } d(\mathcal{F}, p) \geq f
\end{align*}
\]

Proof. PredOFL opens a facility at \(p\) with probability \(\min\{1, d(\mathcal{F}, p)/f\}\). If \(d(\mathcal{F}, p) \geq f\), a new facility at \(p\) opens with certainty and \(v\)'s assignment cost is \(d(\mathcal{F} \cup \{p\}, v) \leq d(\mathcal{F}, v)\). For the latter bound, we observe that

\[
d(\mathcal{F} \cup \{p\}, v) \leq d(v, p) \leq d(v, c^*) + d(c^*, p) = \text{Asg}_v^* + \eta(p)
\]
If \( d(F, p) < f \), the expected cost of \( \text{PredOFL} \) for the demand-prediction pair \((v, p)\) is:

\[
E[C_{(v,p)}] \leq (f + d(F \cup \{p\}, v)) \frac{d(F, p)}{f} + d(F, v) \left( 1 - \frac{d(F, p)}{f} \right)
\]

\[
\leq d(F, p) + d(F, v),
\]

where the last inequality holds because \( d(F \cup \{p\}, v) \leq d(F, v) \).

\[\square\]

**Lemma 2 (Stopping Time Lemma).** Let \( P = (p_1, \ldots, p_t, \ldots) \) be a sequence of predictions, where each \( p_t \) causes a new facility to open at \( p_t \) with probability \( d(F_{t-1}, p_t)/f < 1 \). Then, the expected value of \( \sum_{\tau=1}^t d(F_{\tau-1}, p_{\tau}) \) just before \( p_{t+1} \) causes the first facility at a prediction in \( P \) to open is at most \( f \).

**Proof.** For brevity, we let \( d_t = d(F_{t-1}, p_t) \) and \( D_t = \sum_{\tau=1}^t d(F_{\tau-1}, p_{\tau}) = \sum_{\tau=1}^t d_\tau \) (with \( D_0 = 0 \)) throughout the proof. We define a positive integer-valued random variable \( X \) denoting the value of \( D_t \) just before the point \( t + 1 \) where \( p_{t+1} \) causes the first facility at a prediction in \( P \) to open. Hence, \( X \) takes the following values with the corresponding probability:

\[
\begin{align*}
D_0 & \quad \text{with probability } \frac{d_1}{f} \\
D_1 & \quad \text{with probability } (1 - \frac{d_1}{f}) \frac{d_2}{f} \\
D_2 & \quad \text{with probability } (1 - \frac{d_1}{f})(1 - \frac{d_2}{f}) \frac{d_3}{f} \\
D_3 & \quad \text{with probability } (1 - \frac{d_1}{f})(1 - \frac{d_2}{f})(1 - \frac{d_3}{f}) \frac{d_4}{f} \\
\cdots & \quad \text{with probability } \prod_{\tau=1}^t (1 - \frac{d_\tau}{f}) \frac{d_{\tau+1}}{f} \\
\end{align*}
\]

We need to show that \( E[X] \leq f \). We observe that for all \( t \geq 0 \),

\[
P(X > D_t) = \prod_{\tau=0}^{t+1} \left( 1 - \frac{d_\tau}{f} \right) \leq \prod_{\tau=0}^{t+1} \exp \left( -\frac{d_\tau}{f} \right) = \exp \left( -\frac{D_{t+1}}{f} \right)
\]

(1)

Therefore, by the definition of expectation for positive integer-valued random variables,

\[
E[X] = \sum_{n=0}^{\infty} P(X > n) = \sum_{t=0}^{\infty} \sum_{\tau=D_t}^{D_{t+1}-1} P(X > D_t)
\]

\[
\leq \sum_{t=0}^{\infty} (D_{t+1} - D_t) \exp(-D_{t+1}/f)
\]

\[
\leq \sum_{t=0}^{\infty} \int_{D_t}^{D_{t+1}} \exp(-x/f) dx = \int_{D_t}^{\infty} \exp(-x/f) dx = f
\]

The second equality follows from the definition of \( X \), because for all \( t \geq 0 \), \( P(X > n) = P(X > D_t) \) for all \( n \in \{D_t, \ldots, D_{t+1} - 1\} \). The first inequality follows from (1). The second inequality follows from the fact that \( \exp(-D_{t+1}/f) \leq \exp(-x/f) \) for all \( x \in [D_t, D_{t+1}] \). \[\square\]
3.2 Consistency: Competitive Ratio with Good Predictions

We next give an upper bound on the competitive ratio of PredOFL in terms of \( \frac{n\eta_\infty}{OPT} \), which is useful when predictions are very accurate.

**Theorem 3.** For all \( \eta_\infty \geq 0 \), PredOFL’s competitive ratio is at most \( 3\frac{n\eta_\infty}{OPT} + 2 \).

**Proof.** PredOFL opens a facility at \( p_1 \) with certainty. Since \( d(c_1^*, p_1) \leq \eta_\infty \), by the definition of \( \eta_\infty \), and using Lemma 1, we obtain that the algorithm’s cost for \((v_1, p_1)\) is at most

\[
C_{(v_1, p_1)} \leq f + d(v_1, c_1^*) + d(c_1^*, p_1) \leq f + \text{Asg}_{v_1}^* + \eta_\infty
\]  

(2)

By Lemma 1, PredOFL’s expected cost for each subsequent demand-prediction pair \((v_t, p_t)\) is:

\[
E[C_{(v_t, p_t)}] \leq d(F_{t-1}, p_t) + d(F_{t-1}, v_t)
\]  

(3)

If when \((v_t, p_t)\) arrives, \(d(F_{t-1}, c_t^*) \leq \eta_\infty \) (i.e., there is an algorithm’s facility within distance \( \eta_\infty \) to \( c_t^* \)), then (i) \( d(F_{t-1}, p_t) \leq d(F_{t-1}, c_t^*) + d(c_t^*, p_t) \leq 2\eta_\infty \); and (ii) \( d(F_{t-1}, v_t) \leq d(v_t, c_t^*) + (F_{t-1}, c_t^*) \leq \text{Asg}_{v_t}^* + \eta_\infty \). Therefore, by (3), \( E[C_{(v_t, p_t)}] \leq \text{Asg}_{v_t}^* + 3\eta_\infty \).

Otherwise, for each optimal center \( c^* \), due to the facility opening rule in PredOFL and Lemma 2, the expected value of \( \sum_t d(F_{t-1}, p_t) \) over all demand-prediction pairs \((v_t, p_t)\) that are mapped to \( c^* \) and are assigned to an algorithm’s facility before a facility within \( \eta_\infty \) to \( c^* \) opens is at most \( f \). Therefore, using (3) and that

\[
d(F_{t-1}, v_t) \leq d(F_{t-1}, p_t) + d(p_t, c^*) + d(c^*, v_t) \leq d(F_{t-1}, p_t) + \eta_\infty + \text{Asg}_{v_t}^*,
\]  

(4)

we obtain that for each optimal center \( c^* \) the expected assignment cost of all demand-prediction pairs \((v_t, p_t)\) that are mapped to \( c^* \) and (the demands) are assigned to an algorithm’s facility as along as \( d(F_{t-1}, c^*) > \eta_\infty \) is at most \( f \) plus their assignment cost in the optimal solution plus their number times \( \eta_\infty \). Moreover, the algorithm’s total cost for the first pair \((v_t, p_t)\) which is mapped to \( c^* \) and opens a facility at \( p_t \) (and thus, causes \( d(F_t, c^*) \leq \eta_\infty \) for the first time) is bounded as in (2).

Putting everything together, we obtain that the expected total cost of PredOFL is at most \( 2kf + \text{Asg}^* + 3n\eta_\infty \), which divided by \( OPT = kf + \text{Asg}^* \) gives the desired competitive ratio. \( \Box \)

Theorem 3 directly implies an upper bound of 2 on the consistency of PredOFL.

**Corollary 1 (Consistency).** If \( \eta_1 = \eta_\infty = 0 \) (i.e., all the predictions are perfect), the competitive ratio of PredOFL is at most 2.

3.3 Robustness: Competitive Ratio with Arbitrary Predictions

The most interesting part of the analysis is to upper bound the competitive ratio of PredOFL in case where \( OPT \geq \eta_1 \geq \eta_\infty > OPT/n \) (i.e., the predictions are useful but may be far from perfect).

**Theorem 4.** For all sequences of demand-prediction pairs of length \( n \) with \( OPT \geq \eta_1 \geq \eta_\infty > OPT/n \), the competitive ratio of PredOFL is at most

\[
O\left(\frac{\log \left(\frac{n\eta_\infty}{OPT}\right)}{\log \left(\frac{OPT}{\eta_1} \log \left(\frac{n\eta_\infty}{OPT}\right)\right)}\right)
\]  
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The rest of this subsection is devoted to the proof of Theorem 4. For the proof, we bound the algorithm’s expected total cost for each optimal cluster separately and utilize the concept of phases, a standard technique in the analysis of OFL algorithms, see e.g., [19]. The approach involves defining a family of concentric balls with geometrically decreasing radii centered around each optimal center \( c^* \). Specifically, we fix a pair of integers \( m, \ell \geq 2 \) so that

\[
m^\ell \geq \frac{\eta n \infty}{\text{OPT}},
\]

and define a family of balls \( B_i(c^*) = \text{Ball}(c^*, \frac{\eta n \infty}{m^i}) \) around each optimal center \( c^* \), for all \( i = 0, \ldots, \ell \). We say that a demand-prediction pair \((v, p)\) mapped to \( c^* \) belongs to a ball \( B_i(c^*) \), if the prediction \( p \in B_i(c^*) \). We note that the radius of each \( B_i \) is at most \( \text{OPT}/n \), and due to the definition of \( m \) and \( \ell \) in (5), \( B_i(c^*) \) includes all demand-prediction pairs \((v, p)\) that are mapped to \( c^* \) and have predictions \( p \) with \( d(c^*, p) \leq \text{OPT}/n \). On the other hand, the radius of each \( B_0 \) is \( \eta n \infty \) and \( B_0(c^*) \) includes all demand-prediction pairs \((v, p)\) mapped to \( c^* \).

For the analysis of \text{PredOFL}, we quantify the progress of the algorithm’s facilities \( F \) towards converging to an optimal center \( c^* \) through phases defined using the family of balls \( B_i(c^*) \).

**Definition 1 (Phases).** An optimal center \( c^* \) is in phase \( i \), for \( i = 0, \ldots, \ell - 1 \), during the execution of \text{PredOFL} as long as

\[
\frac{\eta n \infty}{m^i+1} < d(F, c^*) \leq \frac{\eta n \infty}{m^i},
\]

is in phase \( -1 \) as along as \( d(F, c^*) > \eta n \infty \), and is in phase \( \ell \) as along as

\[
d(F, c^*) \leq \frac{\eta n \infty}{m^\ell} \leq \frac{\text{OPT}}{n}.
\]

We partition the demand-prediction pairs that are mapped to an optimal center \( c^* \) and arrive in phase \( i \) of \( c^* \) into close pairs (or close requests) and far pairs (or far requests) based on the distance of the predictions to \( c^* \).

**Definition 2 (Far and Close Requests).** A demand-prediction pair \((v, p)\) that is mapped to an optimal center \( c^* \) and arrives in phase \( i \) of \( c^* \) is a close pair (or a close request), if \( d(c^*, p) < \eta n \infty/m^i+1 \), and a far pair (or a far request) otherwise. All demand-prediction pairs arriving in phase \( -1 \) (resp. \( \ell \)) of \( c^* \) are close (resp. far) pairs.

We next focus on the demand-prediction pairs mapped to an optimal center \( c^* \). We bound the expected cost of \text{PredOFL} separately for the far and the close demand-prediction pairs. Lemma 3, which is the key technical lemma of \text{PredOFL}’s analysis, exploits the definition of phases in order to bound the expected cost of far and close demand-prediction pairs that are mapped to \( c^* \) and arrive in each phase \( i, i = -1, 0, \ldots, \ell \).

In the following, for an optimal center \( c^* \), we let \( C_{\text{far}}(c^*) \) and \( C_{\text{close}}(c^*) \) (respectively, \( \text{Asg}_{\text{far}}(c^*) \) and \( \text{Asg}_{\text{close}}(c^*) \), and \( \eta_{1, \text{far}}(c^*) \) and \( \eta_{1, \text{close}}(c^*) \)) denote the algorithm’s expected cost (respectively, optimal assignment cost and the total prediction error) for far and close demand-prediction pairs mapped to \( c^* \), respectively. Moreover, we let \( \text{Far}(c^*) \) and \( \text{Close}(c^*) \) denote the sets of far and close demand-prediction pairs mapped to \( c^* \), respectively.

**Lemma 3 (Cost of Far and Close Requests).** For any pair of integers \( m, \ell \) that satisfy (5) and any optimal center \( c^* \), the expected total cost incurred by \text{PredOFL} for all far and close demand-prediction pairs mapped to \( c^* \) is

\[
\mathbb{E}[C_{\text{far}}(c^*)] \leq \text{Asg}_{\text{far}}(c^*) + 2|\text{Far}(c^*)|\frac{\text{OPT}}{n} + (2m + 1)\eta_{1, \text{far}}(c^*)
\]

\[
\mathbb{E}[C_{\text{close}}(c^*)] \leq \text{Asg}_{\text{close}}(c^*) + \eta_{1, \text{close}}(c^*) + 2(\ell + 1)f
\]
Phase $i$ begins when $\text{PredOFL}$ opens a facility at distance at most $\eta_{\infty}/m^i$ to the optimal center $c^\ast$. Demand-prediction pairs arriving in phase $i$ with predictions inside $\text{Ball}(c^\ast, \eta_{\infty}/m^{i+1})$ are close pairs (or close requests), while the remaining demand-prediction pairs are far pairs (or far requests). Phase $i$ ends as soon as a close demand-prediction pair causes a new facility to open.

In the proof of Lemma 3, the expected cost for far demand-prediction pairs is bounded by Lemma 1 and the fact that their prediction error is within a factor of $m$ from their distance to the nearest algorithm’s facility. As for the expected cost of close demand-prediction pairs, we again use Lemma 1 and bound their cost for each phase separately. The key idea is that due to Lemma 2, their expected cost up to the point where the first facility due to a close prediction opens, which causes a new phase to begin, is at most $f$ plus additional terms due to the error of the predictions and the optimal assignment cost of the demands (see also the analysis in (4) and the paragraph below that in Theorem 3). We next provide the formal proof of Lemma 3.

**Proof (of Lemma 3).** Throughout the proof, we fix a pair of integers $m, \ell$ that satisfy (5) and an optimal center $c^\ast$. Our analysis is restricted to demand-prediction pairs mapped to $c^\ast$.

**Far Requests – Proof of (6).** We start with bounding the expected cost of far demand-prediction pairs mapped to $c^\ast$. Let $i \in \{0, 1, \ldots, \ell\}$ be the current phase of $c^\ast$. Then, $d(F, c^\ast) \leq \eta_{\infty}/m^i$. Let $(v, p)$ be a far demand-prediction pair arriving in phase $i$ of $c^\ast$. Then, if $i < \ell$, $d(p, c^\ast) \geq \eta_{\infty}/m^{i+1}$ and

$$d(F, c^\ast) \leq \eta_{\infty}/m^i \leq m d(p, c^\ast) = m \eta_1(p)$$

(8)

Otherwise, if $i = \ell$, we have that $d(F, c^\ast) \leq \text{OPT}/n$.

By Lemma 3, we have that the algorithm’s expected cost due to a far demand-prediction pair $(v, p)$ that is mapped to $c^\ast$ and arrives in phase $i < \ell$ is:

$$E[C_{(v,p)}] \leq d(F, p) + d(F, v)$$

$$\leq (d(F, c^\ast) + d(c^\ast, p)) + (d(F, c^\ast) + d(c^\ast, v))$$

$$= 2d(F, c^\ast) + \eta_1(p) + \text{Asg}_v^*$$

$$\leq (2m + 1)\eta_1(p) + \text{Asg}_v^*,$$

where the last inequality follows from (8) and uses that $(v, p)$ arrives in phase $i < \ell$ of $c^\ast$. If $(v, p)$ arrives in phase $\ell$ of $c^\ast$, we use that $d(F, c^\ast) \leq \text{OPT}/n$, instead of (8), and obtain that:

$$E[C_{(v,p)}] \leq 2 \text{OPT}/n + \eta_1(p) + \text{Asg}_v^*$$

Summing over all far demand-prediction pairs arriving in each phase $i$ of $c^\ast$ and over all phases $i = 0, \ldots, \ell$, we obtain (6).
Close Requests – Proof of (7). We next consider the expected cost of close demand-prediction pairs mapped to the optimal center \(c^*\). Let \(i \in \{-1, 0, \ldots, \ell - 1\}\) be the current phase of \(c^*\). Then, \(\frac{m_{b_i}}{m_{b_i+1}} < d(\mathcal{F}, c^*) \leq \frac{n_{\infty}}{m_{b_i}}\). Let \((v, p)\) be a close demand-prediction pair arriving in phase \(i\) of \(c^*\). Then, \(d(p, c^*) < \frac{n_{\infty}}{m_{b_i+1}}\).

By Lemma 3, we have that the algorithm’s cost due to a close demand-prediction pair \((v, p)\) that is mapped to \(c^*\) and is considered in phase \(i = -1, 0, \ldots, \ell - 1\) before the first facility due to such a demand-prediction pair opens:

\[
C_{(v, p)} = d(\mathcal{F}, v) \leq d(\mathcal{F}, p) + d(p, c^*) + d(c^*, v) = d(\mathcal{F}, p) + \eta_1(p) + \text{Asg}_v^*
\]

We note that in the upper bound on \(C_{(v, p)}\) above, we have omitted the first term \(d(\mathcal{F}, p)\) from the bound of Lemma 3, because we care about the algorithm’s cost of close demand-prediction pairs \((v, p)\) that arrive in phase \(i\) and (the demands) are assigned to an algorithm’s facility before a new facility due to one of them opens. So, we condition on \((v, p)\) not opening a new facility and upper bound \(C_{(v, p)} = d(\mathcal{F}, v)\), instead of \(\mathbb{E}[C_{(v, p)}]\).

Due to Lemma 2, the expected value of \(\sum_{(v, p)} d(\mathcal{F}, p)\) for close demand-prediction pairs \((v, p)\) that are mapped to \(c^*\) and arrive in phase \(i\) and are assigned to an algorithm’s facility before a new facility due to one of them opens is at most \(f\).

The cost of the first close demand-prediction pair \((v, p)\) that is mapped to \(c^*\), arrives in phase \(i\) and causes a new facility to open at \(p\) is

\[
f + d(\mathcal{F} \cup \{p\}, v) \leq f + d(p, c^*) + d(c^*, v) = f + \eta_1(p) + \text{Asg}_v^*.
\]

Since \((v, p)\) is a close pair and has \(d(p, c^*) < \frac{n_{\infty}}{m_{b_i+1}}\), when the first such demand-prediction pair opens a new facility at \(p\), the current phase \(i\) ends and a new phase \(i' < i\) begins.

Summing over all close demand-prediction pairs arriving in each phase \(i\) of \(c^*\) and over all phases \(i = -1, 0, \ldots, \ell - 1\) with close pairs, we obtain (7).

Putting far and close demand-prediction pairs together, summing up over all \(k\) centers in the optimal solution and using that the total number of requests is \(n\), we obtain the following corollary of Lemma 3, which bounds the total expected cost of PredOFL.

**Corollary 2 (Expected Cost of PredOFL).** For any pair of integers \(m, \ell\) that satisfy (5), the expected total cost incurred by PredOFL is at most

\[
2(\ell + 1)kf + \text{Asg}^* + 2\text{OPT} + (2m + 1)\eta_1
\]

Since OPT = \(kf + \text{Asg}^*\), the PredOFL’s competitive ratio is \(O(\ell + m\eta_1/\text{OPT})\).

To optimize the upper bound on the competitive ratio and establish Theorem 4, we next focus on the case where \(\eta_\infty > \text{OPT}/n\) (if \(\eta_\infty \leq \text{OPT}/n\), the competitive ratio of PredOFL is at most 5, by Theorem 3) and \(\eta_1 \leq \text{OPT}\) (if \(\eta_1 > \text{OPT}\), we should also use the demand points as possible algorithm’s facility locations, see the paragraph that concludes the proof of Theorem 1 in Section 4).

We let \(\ell = m\eta_1/\text{OPT}\) and select \(m\) so that (5) is satisfied. Then, (5) becomes

\[
m_{\text{OPT}}^m \geq \frac{m\eta_\infty}{\text{OPT}} \Rightarrow m \log m \geq \frac{\text{OPT}}{\eta_1} \log \left(\frac{m\eta_\infty}{\text{OPT}}\right).
\]

We note that (9) gives \(m = \exp(W_0(B))\), where \(B = \frac{\text{OPT}}{\eta_1} \log(m\eta_\infty/\text{OPT})\) and \(W_0(x)\) is the Lambert \(W\) function. Using the bound on \(W_0(x)\) in [22], for \(x > e\) (which imposes an upper bound on \(\eta_1\) with respect to \(\text{OPT}\) and a lower bound on \(\eta_\infty\) with respect to \(\text{OPT}\), so that \(\frac{\text{OPT}}{\eta_1} \log(m\eta_\infty/\text{OPT}) > e\), we get that \(m = \Theta(B/\log B)\), which concludes the proof of Theorem 4.  \(\Box\)
Algorithm 2: MIN($A_0, A_1$): combining two OFL algorithms $A_0$ and $A_1$

Input: OFL algorithms $A_0, A_1$; sequence of demand-prediction pairs $(v_1, p_1), \ldots, (v_n, p_n)$

1. $\ell = 0$; $i = 0$; // phase index $\ell$, algorithm index $i$
2. $C(A_0) = C(A_1) = 0$; // $C(A_i)$ is the total cost of $A_i$ so far
3. $\mathcal{F}_0 = \emptyset$; // $\mathcal{F}_i$ is $A_i$'s current set of facilities
4. $\mathcal{F} = 0$; // $\mathcal{F}$ is MIN($A_0, A_1$)'s set of facilities

\begin{algorithmic}
\State \textbf{foreach} demand-prediction pair $(v_i, p_i)$ \textbf{do}
\State \hspace{1em} Serve pair $(v_i, p_i)$ using $A_0$ and update $\mathcal{F}_0$ and $C(A_0)$;
\State \hspace{1em} Serve pair $(v_i, p_i)$ using $A_1$ and update $\mathcal{F}_1$ and $C(A_1)$;
\State \hspace{1em} if $C(A_i) > 2^i$ then
\State \hspace{2em} $\ell = \ell + 1$; // proceed to the next phase
\State \hspace{2em} if $C(A_i) > C(A_{1-i})$ then
\State \hspace{3em} $i = 1 - i$; // switch from $A_i$ to less costly $A_{1-i}$ for the next phase
\State \hspace{1em} end
\State $\mathcal{F} = \mathcal{F} \cup \mathcal{F}_i$; // update $\mathcal{F}$ to current $\mathcal{F}_i$
\State Assign $v_i$ to the nearest facility in $\mathcal{F}$ with cost $d(\mathcal{F}, v_i)$;
\State \textbf{end}
\end{algorithmic}

4 Combining Different OFL Algorithms - The Proof of Theorem 1

To conclude the proof of Theorem 1, we next show how to combine two OFL algorithms, $A_0$ and $A_1$, so that we obtain an OFL algorithm MIN($A_0, A_1$), which for every sequence of demand-prediction pairs achieves a total cost within a small constant factor from the total cost of the best of $A_0$ and $A_1$ on the same sequence.

Algorithm 2 applies the binary search approach, underlying the optimal solution to the Cow Path problem [25], to Online Facility Location (see also [4] for a different adaptation of binary search to Metrical Task Systems). Algorithm 2, also referred to as MIN($A_0, A_1$), has access to OFL algorithms $A_0$ and $A_1$, and receives online a sequence $(v_1, p_1), \ldots, (v_n, p_n)$ of demand-prediction pairs. MIN($A_0, A_1$) simulates both $A_0$ and $A_1$ on $(v_1, p_1), \ldots, (v_n, p_n)$, proceeds in phases guided by cost doubling, and aims to follow (i.e., to adopt the set of facilities of) the less costly of them. Every time the total cost of the algorithm currently followed exceeds the next power of 2, a new phase begins. While in present phase, MIN($A_0, A_1$) follows the less costly of the two algorithms at the beginning of the phase.

For the formal description of Algorithm 2 and its analysis, we let $C(i)$, $i \in \{0, 1\}$, (resp. $C^{\text{min}}$) denote the total cost of algorithm $A_i$ (resp. MIN($A_0, A_1$)) and let $\mathcal{F}_i$ (resp. $\mathcal{F}$) denote the set of $A_i$’s (resp. of MIN($A_0, A_1$)’s) facilities just after the current demand-prediction pair is served. We let $C(i)$ (resp. $C^{\text{min}}$) denote the total cost of algorithm $A_i$ (resp. of MIN($A_0, A_1$)) just after the demand-prediction pair $(v_i, p_i)$ has been served. Then, $C_n(A_i)$ (resp. $C_n^{\text{min}}$) is the total cost of algorithm $A_i$ (resp. of MIN($A_0, A_1$)) for the entire request sequence. We say that MIN($A_0, A_1$) follows OFL algorithm $A_i$, $i \in \{0, 1\}$, as long as MIN($A_0, A_1$) ensures that $\mathcal{F}_i \subseteq \mathcal{F}$.

MIN($A_0, A_1$) proceeds in phases $\ell = 0, 1, \ldots$ determined by an upper bound of $2^\ell$ on the total cost $C(A_i)$ of the algorithm $A_i$ currently followed. At the beginning of each phase $\ell$, Algorithm 2 selects the less costly of the two algorithms $A_0$ and $A_1$ to follow. Hence, at the beginning of each phase $\ell$, $i$ is set to 1, if $C(A_1) < C(A_0)$, and $i$ is set to 0, if $C(A_1) > C(A_0)$ (ties are broken in favor of the algorithm currently followed). Phase $\ell$ lasts as long as $C(A_i) \leq 2^\ell$. While in phase $\ell$, Algorithm 2 maintains that $\mathcal{F}_i \subseteq \mathcal{F}$ by setting $\mathcal{F} = \mathcal{F} \cup \mathcal{F}_i$ in step 14, just before the current demand is served. Moreover, if MIN($A_0, A_1$) switches from algorithm $A_{1-i}$ to algorithm $A_i$ at the beginning of a new phase, step 14 ensures that every new facility added to $\mathcal{F}_i$ after MIN($A_0, A_1$)’s
last switch from \( A_i \) to \( A_{1-i} \) is now added to \( F \). Since each demand \( v_t \) is assigned to the nearest facility in \( F \) and \( F_i \subseteq F \), the assignment cost \( d(F, v_t) \) of \( \min(A_0, A_1) \) for each demand \( v_t \) is at most the assignment cost \( d(F_i, v_t) \) of the algorithm \( A_i \) currently followed.

The competitive ratio of \( \min(A_0, A_1) \) follows from the fact that at any point in time, the total cost of \( \min(A_0, A_1) \) is at most the total cost of the algorithm \( A_i \) currently followed plus the total cost of the algorithm \( A_{1-i} \) up to the last demand-prediction pair where \( \min(A_0, A_1) \) followed \( A_{1-i} \). This is summarized in Proposition 1, whose proof is by induction on \( t \) and is deferred to Section 4.1.

**Proposition 1.** For \( t \geq 1 \), let \( t_l \leq t \) be the last step no later than \( t \) where \( \min(A_0, A_1) \) switches from algorithm \( A_{1-i} \) to algorithm \( A_i \) \((t_l \text{ may be } t)\). Then, at the end of step \( t \), \( F_i \subseteq F \) and

\[
C_{t_l}^{\min} \leq C_t(A_i) + C_{t_l-1}(A_{1-i})
\]

(10)

We are now ready to prove the main result of this section:

**Theorem 5.** Let \( A_0 \) and \( A_1 \) be algorithms for Online Facility Location with predictions. Then, for every sequence of \( n \) demand-prediction pairs, the total cost of \( \min(A_0, A_1) \), formally described in Algorithm 2, is

\[
C_n^{\min} \leq 3 \min\{C_n(A_0), C_n(A_1)\}.
\]

**Proof.** The proof follows from Proposition 1 and the fact that the most costly of the two algorithms \( A_0 \) and \( A_1 \) cannot contribute more than twice the total cost of \( \min\{C_n(A_0), C_n(A_1)\} \) to (10). More precisely, let \( A_0 \) be the less costly algorithm on the entire sequence and let \( \ell \geq 0 \) be such that

\[
2^\ell < C_n(A_0) \leq 2^{\ell+1}.
\]

If \( \min(A_0, A_1) \) follows \( A_0 \) at the end of step \( n \), by Proposition 1, \( C_n^{\min} \leq C_n(A_0) + C_{n-1}(A_1) \). We note that \( C_{n-1}(A_1) \leq 2^{\ell+1} \), because if at some step \( t \), \( C_t(A_1) > 2^{\ell+1} \), \( \min(A_0, A_1) \) switches to the less costly algorithm \( A_0 \) and keeps following \( A_0 \) until step \( n \). Therefore, since \( C_n(A_0) > 2^\ell \),

\[
C_n^{\min} \leq C_n(A_0) + C_{n-1}(A_1) \leq C_n(A_0) + 2^{\ell+1} < 3 C_n(A_0) .
\]

If \( \min(A_0, A_1) \) follows \( A_1 \) at the end of step \( n \), by Proposition 1, \( C_n^{\min} \leq C_{n-1}(A_0) + C_n(A_1) \). As before, we note that \( C_n(A_1) \leq 2^{\ell+1} \). Therefore,

\[
C_n^{\min} \leq C_{n-1}(A_0) + C_n(A_1) \leq C_n(A_0) + 2^{\ell+1} < 3 C_n(A_0) ,
\]

because \( C_n(A_0) > 2^\ell \). \( \square \)

For randomized algorithms \( A_0 \) and \( A_1 \), the bounds of Proposition 1 and Theorem 5 hold for the algorithms’ realized cost on any request sequence. Then, we get that the expected cost of \( \min(A_0, A_1) \) is at most 3 times the minimum of the expected costs of \( A_0 \) and \( A_1 \).

**The Proof of Theorem 1.** To obtain the competitive ratio of Theorem 1, we apply Theorem 5 to the algorithm \textsc{PredOFL} and to the algorithm of [24] for uniform facility costs. The latter algorithm is complementary to \textsc{PredOFL} in the sense that its decisions for opening new facilities are mostly guided by the demand locations. Specifically, for each demand-prediction pair \((v_t, p_t)\), the algorithm opens a pair of new facilities, one at \( v_t \) and another at \( p_t \), with probability \( \min\{d(F, v_t)/f, 1\} \).

For that algorithm, we can prove that \( \mathbb{E}[C_{(v,p)}] \leq \min\{2f, 3d(F, v)\} \) for any demand-prediction pair \((v, p)\) (the proof is similar to Lemma 1). By defining (5) and phases wrt. \( \frac{\min\{\eta, f\}}{OPT} \), using that \( \text{Asg}^* \leq f \) for any demand \( v \), and adapting the proof of Lemma 3, we can show that for any integers \( m, \ell \geq 2 \) that satisfy \( m^\ell \geq \frac{\min\{\eta, f\}}{OPT} \), the total expected cost of the algorithm of [24] for uniform facility costs is at most

\[
3(\ell + 1)kf + 3(m + 1)\text{Asg}^* + 3 \text{OPT}
\]
Then, working as in the last paragraph of Section 3 and using that $\text{OPT} \geq f$, we can show that the algorithm’s competitive ratio for uniform facility costs is

$$O\left(\frac{\log(\frac{n}{\text{OPT}} \min\{\eta_\infty, f\})}{\log \log(\frac{n}{\text{OPT}} \min\{\eta_\infty, f\})}\right) = O\left(\frac{\log \min\{\frac{n\eta_\infty}{\text{OPT}}, n\}}{\log \log \min\{\frac{n\eta_\infty}{\text{OPT}}, n\}}\right),$$

which is independent of the total prediction error $\eta_1$.

Theorem 5 shows how to get an online algorithm with thrice the minimum of the competitive ratio of PREDOLF (as established in Theorem 3 for small $\eta_\infty$ and in Theorem 4 for $\text{OPT} \geq \eta_1 \geq \eta_\infty > \text{OPT}/n$) and the competitive ratio in (11), which is achieved by algorithm of [24] for uniform facility costs and holds for all $\eta_1 \geq 0$. Hence, using Algorithm 2 and Theorem 5, we obtain the competitive ratio of Online Facility Location with predictions stated in Theorem 1.

\[\square\]

4.1 The Proof of Proposition 1

Proof. The proof is by induction on $t$. For the base, we consider $t = 1$. If $(v_1, t_1)$ does not cause a switch, $C_1^\text{min} = C_1(A_0)$ and (10) holds. If $(v_1, t_1)$ causes a switch from algorithm $A_0$ to algorithm $A_1$, $C_1^\text{min} = C_1(A_1)$ and (10) holds. In both cases, MIN$(A_0, A_1)$ concludes its first step with $F_1 = F$.

We inductively assume that (10) and $F_i \subseteq F$ hold at the end of every step $t \geq 1$. We next prove that both properties hold at the end of the next step $t + 1$.

If $(v_{t+1}, t_{t+1})$ does not cause a switch, then $i$ and $t_l$ do not change from step $t$ to step $t + 1$. The induction hypothesis is that $C_i^\text{min} \leq C_t(A_i) + C_{t_{i-1}}(A_{1-i})$ and that $F_i \subseteq F$ at the end of step $t$. We observe that the additional cost of MIN$(A_0, A_1)$ for the demand-prediction pair $(v_{t+1}, p_{t+1})$ is at most the additional cost of algorithm $A_i$ for $(v_{t+1}, p_{t+1})$. Specifically, in step 14, since at the end of step $t$, $F_i \subseteq F$, a new facility is added to $F$ only if the same facility is added to $F_i$ due to $(v_{t+1}, p_{t+1})$. Moreover, setting $F = F \cup F_i$ in step 14 ensures that $F_i \subseteq F$ at the end of step $t + 1$. Hence, when Algorithm 2 reaches step 15, we have that $d(F, v_{t+1}) \leq d(F_i, v_{t+1})$.

If the demand-prediction pair $(v_{t+1}, t_{t+1})$ causes a switch, then $t_l = t + 1$. For clarity and without loss of generality, we assume that MIN$(A_0, A_1)$ switches from $A_0$ to $A_1$ during the step $t + 1$ (i.e., $i = 0$ at the end of step $t$ and $i$ is set to 1 during step $t + 1$). We let $t_l' \leq t$ be the last step where MIN$(A_0, A_1)$ switches from algorithm $A_1$ to algorithm $A_0$. Then, by the induction hypothesis, we have that (i) $C_i^\text{min} \leq C_t(A_0) + C_{t_{i-1}}(A_1)$; (ii) at the end of step $t$, $F_0 \subseteq F$; and (iii) at the end of step $t_l' - 1$, $F_1 \subseteq F$.

After the switch from $A_0$ to $A_1$ caused by $(v_{t+1}, t_{t+1})$, we have that $C_{t_l}(A_0) = C_{t_l}(A_0)$, because $t_l = t + 1$. The additional cost of MIN$(A_0, A_1)$ due to the update of $F = F \cup F_i$ in step 14 and the assignment of the demand $v_{t+1}$ in step 15 is at most $C_{t_l}(A_1) - C_{t_{l-1}}(A_1)$. To see this, we recall that at the end of step $t_l' - 1$, we have that $F_1 \subseteq F$. Hence the update $F = F \cup F_i$ just before the end of step $t + 1$ adds to $F$ (and increases the facility cost of MIN$(A_0, A_1)$ by the cost of) the facilities added to $F_1$ in the steps $t_l', \ldots, t + 1$. The total cost of these facilities is accounted in the facility cost of the difference $C_{t_{l+1}}(A_1) - C_{t_{l-1}}(A_1)$. The assignment cost of the demand $v_{t+1}$ is accounted in the assignment cost of the difference $C_{t_{l+1}}(A_1) - C_{t_{l-1}}(A_1)$, because at $v_{t+1}$’s assignment time $F_1 \subseteq F$ and $d(F, v_{t+1}) \leq d(F_1, v_{t+1})$.

Putting everything together, we have that at the end of step $t + 1$, $F_i \subseteq F$ and

$$C_{t+1}^\text{min} \leq C_t(A_0) + C_{t_{l-1}}(A_1) + (C_{t_{l+1}}(A_1) - C_{t_{l-1}}(A_1))$$

$$= C_{t_{l+1}}(A_1) + C_{t_{l-1}}(A_0)$$

$$= C_{t_{l+1}}(A_1) + C_{t_{l-1}}(A_{1-i})$$
The inequality follows from the induction hypothesis that $C_{1}^{\min} \leq C_{t}(A_{0}) + C_{t-1}^{\prime}(A_{1})$ and from the upper bound above on the additional cost of $\text{MIN}(A_{0}, A_{1})$ during step $t + 1$. The first equality uses that $C_{t-1}(A_{0}) = C_{t}(A_{0})$, because $t_{1} = t + 1$. The second inequality uses our hypothesis that $\text{MIN}(A_{0}, A_{1})$ switches from $A_{0} = A_{1-i}$ to $A_{1} = A_{i}$ during the step $t + 1$. □

5 Lower Bound

We proceed to establish that the dependence of PredOFL’s competitive ratio on $\eta_{1}$ (and also $\eta_{\infty}$ and $n$) is essentially optimal.

Theorem 6. For every integer $n$ large enough, any $\alpha \in (27/n, 1/3)$ and any $\beta \in (3\alpha, 1]$ ($\alpha$ and $\beta$ may depend on $n$), there are Online Facility Location instances with predictions with $n$ demand-prediction pairs, $\eta_{\infty}/\text{OPT} = \alpha$ and $\beta/3 \leq \eta_{1}/\text{OPT} \leq \beta$ where any randomized algorithm has competitive ratio at least

$$\Omega\left(\frac{\log(\frac{n\eta_{\infty}}{\text{OPT}})}{\log\left(OPT\log(\frac{n\eta_{\infty}}{\text{OPT}})\right)}\right) = \Omega\left(\frac{\log(\alpha)}{\log(\frac{\log(\alpha)}{\beta})}\right).$$

Proof. We generalize the lower bound for OFL (without predictions) presented in [18]. Using Yao’s principle (see e.g., [12, Chapter 8.4] and [37]), we obtain the lower bound by considering the expected cost of any deterministic algorithm against an appropriately constructed probability distribution on sequences of demand-prediction pairs of length $n$. We note that the lower bound is most interesting for $\alpha$ in $o(1)$ (e.g., for $\alpha = 1/\text{poly}(\log n)$ or for $\alpha = n^{-\epsilon}$) and for $\beta$ not very much larger than $\alpha$. Hence, for clarity and by assuming that $n$ is appropriately large, we sometimes treat multiples of $1/\alpha$, $\alpha$, $1/\beta$ or $\beta$ as integers (ignoring the rounding error).

The metric space is a binary Hierarchical Well-Separated Tree $T$. Given $n$, $\alpha$ and $\beta$, we select $m \geq \max\{1/\beta, 4\}$ and $\ell = \lceil \beta m \rceil$ so that $m$ is the least integer that satisfies $m^{\ell} \geq \alpha n$. $T$ has $\ell + 1 \geq 2$ levels. We consider $T$’s root as being at level 0 and $T$’s leaves as being at level $\ell$. For each vertex $v$, we let $T_{v}$ denote the subtree of $T$ rooted at $v$.

The distance of the root to its children is $\frac{m}{\beta}$, and the edge lengths along each path from the root to a leaf decrease by a factor of $m$ at every level. Hence, the distance of any vertex of $T$ at level $i = 0, \ldots, \ell - 1$ to its children is $\frac{m^{\ell - i}}{\beta}$. Observe that the following properties hold for any level-$i$ vertex $v_{i}$:

1. The distance of $v_{i}$ to any vertex in $T_{v_{i}}$ is at most $\frac{m^{\ell - i}}{\beta} \cdot \frac{m}{m - 1}$.
2. The distance of $v_{i}$ to any vertex not in $T_{v_{i}}$ is a least $\frac{m^{\ell + 1 - i}}{\beta}$.

The construction is depicted in Figure 2.

Demand Sequence. The demand sequence is divided into $\ell + 1$ phases. Phase 0 consists of $1/\alpha$ demands located at the root $v_{0}$ of $T$ (if necessary, we round up the number of demands to the nearest integer). After the end of phase $i - 1$, $i = 1, \ldots, \ell$, the adversary selects $v_{i}$ uniformly at random from the two children of $v_{i-1}$. In the next phase $i$, $\frac{m^{\ell}}{\alpha}$ demands arrive at the vertex $v_{i}$. The total number of demands is:

$$\sum_{i=0}^{\ell} \frac{m^{i}}{\alpha} = \frac{1}{\alpha} \cdot \frac{m^{\ell + 1} - 1}{m - 1} \geq \frac{m^{\ell}}{\alpha}$$

By removing demands from the last phase, we ensure that the total number of demands is $n \leq \frac{m^{\ell}}{\alpha}$.

Facility Opening Cost. We set $f = \frac{m - 2}{m - 1} \cdot \frac{m^{\ell + 1}}{\alpha}$. 
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Fig. 2: A sketch of the lower bound construction in the proof of Theorem 6. We depict (i) the demand locations (and their number) in each phase with red color; (ii) the tree layers (on the left), the distances of each vertex to its children (on the right) and the subtrees with text in black; and (iii) the locations of the predictions in each phase with blue color.

**Optimal Cost.** The optimal solution opens a single facility at \( u_\ell \), i.e., at the leaf of \( T \) where the demands of the last phase are located (and thus, there is no assignment cost for the demands in phase \( \ell \)). By Property 1, in each phase \( i = 0, \ldots, \ell - 1 \), the optimal solution incurs an assignment cost no larger than

\[
\frac{m^i}{\alpha} \frac{m^{\ell-i}}{\beta} \frac{m}{m-1} = \frac{m^\ell}{\alpha \beta m - 1},
\]

because for each demand location \( v_i \), the demands of all subsequent phases are located within \( T_{v_i} \).

Using that \( \ell = \beta m \), that \( f = \frac{m-2}{m-1} \cdot \frac{m^{\ell+1}}{\alpha} \) and that \( m \geq 4 \), we obtain

\[
\text{OPT} \leq f + \ell \frac{m^\ell}{\alpha \beta} \frac{m}{m-1} = \frac{m^\ell + 1}{\alpha} \frac{m-2}{m-1} + \frac{m^{\ell+1}}{\alpha} \frac{m}{m-1} = 2 \frac{m^{\ell+1}}{\alpha} \frac{m-2}{m-1} = 3 \frac{m^\ell}{\alpha \beta m - 1} = 3 f
\]

Moreover, the optimal assignment cost \( \text{Asg}^* \) is at least \( m^{\ell+1}/\alpha \), which implies that \( \text{Asg}^* \geq \text{OPT}/2 \), and at most \( \frac{m^{\ell+1}}{\alpha} \frac{m}{m-1} \), which implies that \( \text{Asg}^* \leq 2 \text{OPT}/3 \) (where we use that \( m \geq 4 \)).

**Prediction Sequence.** Similarly to the demand sequence, the prediction sequence is divided into \( \ell + 1 \) phases. For the first demand of phase 0 located at \( v_0 \), the corresponding prediction is at distance \( \eta_\infty = \alpha \text{OPT} \leq 2m^{\ell+1} \) to \( v_\ell \) (if \( \alpha \text{OPT} > d(v_0, v_\ell) \), we add a new root \( v'_0 \) to \( T \) at distance \( \eta_\infty \) to \( v_\ell \) and let the corresponding prediction be located at \( v'_0 \)).

For each demand of phase \( i = 0, \ldots, \ell - 1 \) located at \( v_i \) (with the exception of the first demand of phase 0), the corresponding prediction is at distance \( \beta d(v_i, v_\ell) \) to \( v_\ell \) (which is the leaf where the optimal facility is located). The predictions for the demands of phase \( \ell \) are located at \( v_\ell \). Since \( \beta \geq 1/m \), the predictions for the demands located at \( v_i \) are located along the edge connecting \( v_i \) to the location \( v_{i+1} \) of the demands of phase \( i + 1 \), as also shown in Figure 2.

The total prediction error is \( \eta_\ell \) is at most \( \alpha \text{OPT} \), due to the prediction accompanying the first demand of phase 0, plus at most \( \beta \text{Asg}^* \), due to the predictions accompanying the remaining
demands. Therefore, using that $\beta \geq 3\alpha$, we obtain

$$\eta_1 \leq \alpha\text{OPT} + \beta\text{Asg}^* \leq (\alpha + 2\beta/3)\text{OPT} \leq \beta\text{OPT}$$

On the other hand, since $\alpha \leq 1/3$, there are at least 3 demands in phase 0. Therefore, the optimal assignment cost of the demands arriving after the first one is at least $2\text{Asg}^*/3 \geq \text{OPT}/3$. Therefore, the total prediction error $\eta_1 \geq \beta\text{OPT}/3$.

**Algorithm’s Cost.** We let ALG denote any deterministic algorithm (and by abusing the notation we let ALG also denote the algorithm’s cost). At the end of any phase $i$, ALG knows that the optimal solution opens a facility in $T_v$ (wlog. we can assume that facilities open at the leaves of $T$), but ALG cannot tell the particular leaf where the optimal facility is located.

To estimate the algorithm’s cost, we fix the adversary’s choices up to phase $i$ and consider the assignment cost incurred by ALG for the demands and the facilities in $T_v$. The predictions corresponding to the demands at the first levels of $\alpha$ is based on a similar metric space and demand sequence, for any fixed $\alpha = \eta_\infty/\text{OPT}$ in $[0, 1]$, the predictions corresponding to the demands at the first levels of $T$ (those closer to the root) are located at distance $\eta_\infty$ to $v_\ell$, so that the maximum prediction error takes the desired value.

**Remark 1.** The lower bound of Theorem 6 can be regarded as a refined version, also parameterized by $\eta_1/\text{OPT}$, of [24]’s lower bound. Specifically, in the lower bound of [24, Theorem F.1], which is based on a similar metric space and demand sequence, for any fixed $\alpha = \eta_\infty/\text{OPT} \in (0, 1]$, the predictions corresponding to the demands at the first levels of $T$ (those closer to the root) are located at distance $\eta_\infty$ to $v_\ell$, so that the maximum prediction error takes the desired value.
For the remaining requests, [24, Theorem F.1] places the predictions at the same locations as the corresponding demand points, which results in a total prediction error $\eta_1 = \Theta(\text{OPT})$, even if $\alpha = \eta_\infty / \text{OPT}$ is very small, e.g., even if $\eta_\infty = \text{OPT} / n^{(1-\delta)}$, for any constant $\delta > 0$. Hence, the lower bound of [24] does not quantify how fast the competitive ratio of OFLpred can improve as $\eta_1 / \text{OPT}$ decreases (assuming a fixed value of $\alpha = \eta_\infty / \text{OPT}$). Thus, it fails to differentiate, as far as their best possible competitive ratio is concerned, between instances described in cases (i)-(iii) in the beginning of Section 1.1. To close this gap, Theorem 6 establishes a lower bound on the best possible competitive ratio of Online Facility Location with predictions which for every fixed $\alpha = \eta_\infty / \text{OPT}$, is also parameterized by $\beta \approx \eta_1 / \text{OPT}$ and can be applied to tell such instances apart as far as their best possible competitive ratio is concerned.

6 Experimental Evaluation

We next describe our experimental setup, the datasets used in our experimental evaluation, our prediction generation approach, and we comment on the experimental results.

Datasets. We used the following datasets, also used in [13].

- The CoverType dataset [11], from the UCI repository with 58K demand points in 54 dimensions.
- The US Census dataset [29], from the UCI repository with 2.5M demand points in 68 dimensions.
- A synthetic dataset, created by sampling 2K points uniformly at random on the grid $[10^6, 10^6]$.

All datasets are equipped with the Euclidean metric. The facility cost has been set to half the diameter of the underlying metric space. For the datasets of [11,29], we restricted our experiments to the first 20K points.

The code was written in Python and the experiments were executed on a Debian virtual machine in Google Cloud with 16vCPUs and 30GB of memory. The code, the datasets and some of the results can be found in https://anonymous.4open.science/r/PredOFL-62F1.

Predictions. To generate the predictions, we first compute the optimal offline solution in order to determine the locations of the optimal centers. For the optimal solution, we solve the Facility Location LP-relaxation, using Gurobi version 9. Then, using deterministic rounding, we obtain a 6-approximate integral solution. Due to their large size, for the CoverType [11] and the US Census [29] datasets, we split them into batches of size 1K, and for each batch, we compute a 6-approximation to the offline optimal solution as above.

Subsequently, for each demand point $v$, we generate the associated prediction $p$ using the following approaches:

1. alpha_predictor: $p$ is located on the line connecting $v$ to the optimal center $c^*$ where $v$ is assigned at distance $\alpha d(v, c^*)$ to $c^*$.

2. gaussian_predictor: $p$ is located on the line connecting $v$ to the optimal center $c^*$ at distance $g_\alpha d(v, c^*)$ to $c^*$, where $g_\alpha$ is independently sampled from a normal distribution $\mathcal{N}(\alpha, \text{std})$ with mean value $\alpha$ and standard deviation std. We note that gaussian_predictor reduces to alpha_predictor when std $= 0$.

Results. In Figure 3, we plot the competitive ratio of PredOFL against the competitive ratio of Meyerson’s algorithm [30] (MeyOFL) as a function of the parameter $\alpha$. Across all three datasets, we observe a consistent behavior: PredOFL’s competitive ratio converges smoothly to that of MeyOFL as the parameter $\alpha$, which determines the prediction error, increases from 0 to 1.

To better understand the effect of the standard deviation of the prediction error on the performance of PredOFL, we selected three representative std values and repeated the experiments for
each value with the `gaussian_predictor`, as shown in Figure 4a. We truncated the value of \( g_\alpha \) to be within the range \([0, 1]\), because we wanted to ensure that each prediction always lies between the optimal center and the demand location. An interesting finding is that for the `gaussian_predictor`, the competitive ratio of PREDOFIL slightly improves as standard deviation increases. This finding presents a nuanced interplay of factors. On the one hand, increasing standard deviation may lead to an increase in \( \eta_\infty \). On the other hand, the best predictions may be even closer to the optimal center. Due to our facility opening rule, the latter predictions are more likely to cause new facilities to open, due to their increased distance to the nearest algorithm’s facility. Remarkably, the latter effect appears to dominate, resulting in a marginal decrease in the competitive ratio as std increases.

Fig. 3: A comparative analysis of PREDOFIL’s and MYOFL’s competitive ratio across various prediction sequences and errors.

**Random Reflections.** In Figure 4b, we assess the competitive ratio of our algorithm using a third approach to prediction generation: `random_perturb_predictor`. For each new demand \( v \) mapped to an optimal center \( c^* \), the associated prediction \( p \) is located on the line connecting \( v \) to \( c^* \) at distance \( \alpha d(v, c^*) \) to \( c^* \). However, the prediction is then randomly reflected across all possible perpendicular hyperplanes passing through \( c^* \). This is done by multiplying the vector \( p - c^* \) by a random \( \pm 1 \) vector of the same dimension as \( p \). Consequently, the prediction is obtained by adding the resulting vector to \( c^* \).

We observe that across all datasets, the competitive ratio of PREDOFIL matches that of Meyerson’s algorithm as soon as the parameter \( \alpha \) approaches 0.5. This happens because random reflections may generate predictions with distances to the nearest algorithm’s facility significantly larger than those of predictions without random reflections. Consequently, due to our facility opening rule, these predictions are more likely to cause a new facility to open, thereby leading to an increased competitive ratio.
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