Deterministic Generation of Photon Pairs within the Bad Cavity Limit
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The development, characterization, and control of N-photon sources are instrumental for quantum technological applications. This work constitutes a step forward in this direction, where we propose a cavity quantum electrodynamics setup designed for the generation of photon pairs. We analyze it both via the scattering and master equation formalisms. From the connection between these two frameworks it naturally arises a physical criterion characterizing when weakly-driven systems behave as continuous antibunched two-photon sources. We find the optimal parameters for which our setup works as an efficient photon-pair source, showing also that it becomes a deterministic down-converter of single photons. We provide a specific implementation based on state-of-the-art superconducting circuits, showing how our proposal is within the reach of current technologies.

Introduction. Single-photon sources [1] are one of the cornerstones of many quantum information protocols [2–3]. The success in the fabrication of these sources is built upon the simple non-linear systems required, e.g., a two-level system [4], and a well-established characterization through the well-known second-order coherence function [5] \( g^{(2)}(\tau) \) (see the explicit definition below), which yields \( g^{(2)}(0) = 0 \) for a perfect single photon source. The extension to N-photon sources, especially \( N = 2 \), lies also at the heart of many recent quantum technological applications such as the generation of NOON states [6] instrumental for quantum metrology [7], beating the diffraction limit [8], or even biological purposes [9, 10]. There exist several methods to generate multiphoton states, for example, probabilistic schemes using down-converted photons [11] and postselection to build up higher photon numbers [12–14], but typically at the price of an small probability. An alternative consists in using atom-like systems strongly coupled to cavities [15] or biexciton states in quantum dots systems [16–18]. The former has shown spectacular advances in the microwave regime for intracavity fields [19–20], but whose extension to traveling photons is so far limited to single photons [21–24]. Therefore, the efficient generation of multiphoton states is still an open question which attracts a lot of attention [25–27].

Moreover, the characterization of multiphoton sources is done either via full-state tomography [12, 13, 20, 23–24], experimentally very demanding, or through standard correlations functions [22–28] such as \( g^{(n)}(\tau) \). However, as recently shown in [29], in the context of the driven Jaynes-Cummings ladder in the strong-coupling regime, such standard correlations fail to capture unambiguously the multiphoton character of its emission (see also [25]). The authors define then two quantities that indeed accomplish this task in their system. First, the purity of N-photon emission, which represents the percentage of the emission that exists grouped in N-photon bundles.

The statistics of the emission was then shown to be captured by a generalized second-order coherence function for the N-photon bundles, \( g^{(2)}_N(\tau) \) (see below for a definition in the \( N = 2 \) case), which in the system studied by the authors revealed a crossover between Poisson and antibunched statistics (that is, between an N-photon laser and a gun) as the lifetime of the two-level system is increased. Despite this progress, a unified and formal characterization of these sources is lacking and one still finds different definitions in the literature [25, 28–31].

In this Letter, we introduce a cavity quantum electrodynamics setup that acts as a continuous source of photon pairs when weakly driven (and as a deterministic down-converter when excited by single photons), and does so within the bad-cavity limit. We propose a general practical criterion that characterizes when such weakly-driven systems behave as emitters of photon pairs in well-
defined pulses. Our analysis is based on the connection between two different perspectives, the scattering and master equation formalisms \[32, 34\], whose link allows us to show how the two- and four-photon scattering wavefunctions are equivalent, respectively, to the unnormalized correlation functions \(G^{(2)}(\tau)\) and \(G^{(2)}_\text{scattering}(\tau)\) of weakly-driven continuous sources. We analyze the scalings and figures of merit of the proposal, and finally discuss possible implementations focusing on currently available circuit QED architectures.

**Criterion for continuous single photon-pair source.** We consider the general scheme for a source depicted in Fig. 1(a). A non-linear system \(S\) is coupled to two (one-dimensional) baths \[33\]. The pump bath is used to excite the system with, e.g., a continuous driving or pulses with well defined photon number, while the emitted light is monitored through the signal bath. Working in a picture rotating at some characteristic frequency of the system \(\omega_s\), that we will choose later (we take \(\hbar = c = 1\) so that frequency and momentum, or time and space, can be used indistinctly), and denoting by \(\{p_k, s_k\}_{k \in \mathbb{R}}\) the annihilation operators of the baths, the Hamiltonian is given by \(H = H_S + H_B + H_{SB}\), with Hamiltonians \(H_S\) and \(H_B = \int dk \{p_k^\dagger p_k + s_k^\dagger s_k\}\) for system and bath, respectively, which interact through

\[
H_{SB} = \int dk \left( \frac{\gamma_\text{p}}{2\pi} p_k^\dagger a_p + \frac{\gamma_s}{2\pi} s_k^\dagger a_s \right) + \text{H.c.},
\]

where \(a_j\) is the system operator that couples to the signal/pump (\(j = s/p\) bath).

The scattering formalism \[35\] is naturally suited for analyzing processes such as the conversion of a given input state \(|k_1,\ldots,k_m\rangle_p = p_{k_1}\cdots p_{k_m}^\dagger |0\rangle\) with \(m\) incoming pump photons with momenta \(\{k_1,\ldots,k_m\}\), into an outgoing state \(|q_1,\ldots,q_n\rangle_s = s_{q_1}\cdots s_{q_n}^\dagger |0\rangle\) with \(n\) signal photons with momenta \(\{q_1,\ldots,q_n\}\). All the asymptotic information is contained in the so-called \(S\)-matrix, defined as \(S = \lim_{t \to \pm \infty} e^{iH_{\text{int}}t} e^{-iH_{\text{int}}(t-t_0)} e^{iH_{\text{int}}t_0}\). For example, the probability amplitude of the previous process is given by \(\langle q_1,\ldots,q_n|S|k_1,\ldots,k_m\rangle_p\) as explained in the supplemental material \[36\].

An alternative scenario is that in which the system is continuously driven by a monochromatic laser at some frequency \(\omega_0\) through the pump bath (in the picture rotating with \(k_p\)). A standard approach in this context consists on integrating the bath degrees of freedom, what results in an master equation for the system’s state \(\rho\) \[37, 38\]:

\[
\dot{\rho} = -i[H_S+H_D, \rho] + \sum_{j=s,p} \frac{\gamma_j}{2} (2a_j \rho a_j^\dagger - a_j^\dagger a_j \rho - \rho a_j^\dagger a_j),
\]

where \(H_D = \Omega_p (e^{-i\omega_0 t} a_p^\dagger + \text{H.c.})\) is an extra driving term, being \(\Omega_p\) its amplitude (taken real and positive without loss of generality). The statistics of the field emitted through the baths can be analyzed through multi-time correlation functions which, using input-output theory \[37, 38\], can be ultimately related to system correlators \(G^{(n)}(\tau_1,\ldots,\tau_n)\) \(= \langle a_j(\tau_1)\cdots a_j(\tau_n) a_j^\dagger(\tau_n)\cdots a_j^\dagger(\tau_1)\rangle\), where \(\tau_1 < \ldots < \tau_n\) with the operators defined in the Heisenberg picture. The master equation allows evaluating these functions via the quantum regression theorem \[37, 38\].

Even though these two formalisms (scattering and master equation) seem to apply to very different scenarios, they are very much connected \[33, 34\]. For example, let us consider a situation in which \(H\) connects pump photons with signal photon-pairs, as is the case of the system that we introduce in the next section. Using the various definitions provided above, we have been able to find a relation between scattering amplitudes and correlation functions of the system under weak driving \[39\]. In the case of the second-order correlation function, to first nontrivial order in \(\Omega_p\) we get \[36\]

\[
G^{(2)}_s(\tau) = \lim_{t \to \infty} G^{(2)}(t, t + \tau) \propto \Omega_p^2 |\Psi_{2ph}(x_1, x_2)|^2,
\]

where \(x_1 - x_2 = \tau\), and we introduce the two-photon wave function \(\Psi_{2ph}(x_1, x_2) = \langle 0|s(x_1)s(x_2)S|k_0\rangle_p\) with \(s(x) = (2\pi)^{-1/2} \int dk s_k e^{ikx}\) annihilating signal excitations in real space. We find a similar connection between the photon-pair second-order correlation function \[24\] and the four-photon wavefunction \(\Psi_{4ph}(x_1, x_2, x_3, x_4) = \langle 0|s(x_1)s(x_2)s(x_3)s(x_4)S|k_0\rangle_p\). This reads \[36\]

\[
G^{(2)}_s(\tau) = \lim_{t \to \infty} G^{(2)}(t, t + \tau) \propto \Omega_p^4 |\Psi_{4ph}(x_1, x_1, x_2, x_2)|^2,
\]

with \(x_1 - x_2 = \tau\).

Within the scattering formalism, it is clear that the system will be an ideal single photon-pair source when the weakly-driven system is emitting light in photon pairs: \(G^{(2)}_s(0) > G^{(2)}_s(\tau)\), while keeping \(G^{(2)}_s(0) < G^{(2)}_s(\tau)\), that is, it has to show bunching of single photons, but anti-bunching between photon pairs. Moreover, the antibunching timescale must be larger than the bunching one, so that separation between the pairs is guaranteed. This connection provides formal grounds to the use of the photon-pair second-order correlation function \[25\] in weakly-driven systems.

**Engineered photon-pair source by quantum interference.** Let us now introduce a cavity QED model designed to emit photon pairs in well separated wavepackets, of which we provide a specific implementation below. Consider the nonlinear system of Fig. 1(b), consisting of a four-level system with states \(\{\gamma_1, m_1, m_2, \epsilon\}\), coupled to two photonic modes in independent cavities and a classical field. The pump mode, with annihilation operator \(a_p\), is resonant with
the \(|g\rangle \leftrightarrow |e\rangle\) transition. The signal mode, on the other hand, has annihilation operator \(a_s\) and is resonant both with \(|g\rangle \leftrightarrow |m_1\rangle\) and \(|m_2\rangle \leftrightarrow |e\rangle\). Finally, the classical field controls resonantly the transition \(|m_1\rangle \leftrightarrow |m_2\rangle\) with a Rabi frequency \(\Omega_s\) (taken positive for simplicity), and will allow us to tune between different regimes of emission, specifically to optimize the two-photon emission.

In a picture rotating at the pump frequency, the system is then described by the Hamiltonian:

\[
H_S = g_p a_p^\dagger |g\rangle \langle e| + \Omega_s |m_2\rangle \langle m_1| + g_s a_s^\dagger (|m_2\rangle \langle e| + |g\rangle \langle m_1|) + H.c. \tag{5}
\]

The advantage of using a bimodal configuration is twofold: i) it allows us to separate the pump/signal fields, which we assume to couple to different baths; and ii) it will allow the system to act as a good antibunched two-photon source within the bad-cavity limit, that is, \(g_s \ll \gamma_s\), but still with cooperativities \(C_j = g_j^2/\gamma_j \gamma^* > 1\), where \(\gamma^*\) is the spontaneous emission rate of the four-level system to other dissipative channels. This is in contrast to previous proposals relying on the more demanding strong-coupling regime \(g_s > \gamma_s\).

Let us first analyze the ideal regime with \(\gamma^* = 0\). In Fig. 2(a) we show the dependence of the main steady state observables on the control drive \(\Omega_s\), as obtained from the master equation (2) or its connection with scattering theory (36), and using representative parameters within the bad-cavity limit. We represent various populations \(n_j\) (\(j = p\) for pump, \(s\) for signal, and \(e\) for excited state), including the one for the output pump mode \(\rho_{p,\text{out}} = 2\Omega_p/\gamma_p - ia_p\), as well as normalized correlation functions \(g_{j}(\tau) = G_j^{(2)}(\tau)/\gamma_j^2\) and \(g_{s,2}(\tau) = G_s^{(2)}(\tau)/G_{s}^{(2)}(0)|^2\) at \(\tau = 0\). We can differentiate three regimes identified through the second-order correlation function of the pump. i) \(g_p^{(2)}(0) = 1\), green background: This regime shows a transition from \(g_p^{(2)}(0) < 1\), where the signal cavity is therefore emitting single photons, to \(g_p^{(2)}(0) > 1\), which corresponds to correlated emission from the cascade through the intermediate levels. However, when looking at the dynamics of \(G_s^{(2)}(\tau)\) in Fig. 2(b), we can see how the maximum two-photon probability occurs at \(\tau > 0\), and therefore it is still not a good photon-pair source, since this indicates that the photons inside a pair are spatially separated. ii) \(g_s^{(2)}(0) < 1\), blue background: This region shows \(G_s^{(2)}(0) < G_s^{(2)}(\tau)\), maximal \(G_s^{(2)}(\tau)\) very close to \(\tau = 0\) and a bunching timescale much shorter than the antibunching one of \(G_s^{(2)}(\tau)\), therefore, photons inside a pair are emitted together and the pairs are well separated, so the system behaves as a good photon-pair source according to the criterion defined above. Moreover, this region features a maximal signal population \(n_s\) (and minimal \(n_{p,\text{out}}\)) at the optimum control drive \(\Omega_{s,\text{out}}\) (that we specify below), yielding then a maximum photon-pair emission rate given by \(\gamma_s n_s\). Remarkably, this condition also leads to the deterministic down-conversion of single-photon pulses, as we will show later. iii) \(g_p^{(2)}(0) > 1\), red background: With photon-pair emission but with a decrease of its rate.

In order to gain understanding on the two-photon emission process, we analyze the relevant timescales for the emission of photon pairs, which are schematically depicted in Fig. 2(a) and we define in what follows. Once the system arrives at \(|e\rangle\) it relaxes to \(|g\rangle\) in a time \(\tau_s\) (acting then as the reloading time), either emitting a pump photon or two cascaded signal photons separated by a time \(\tau_{in}\). Denoting by \(\tau_B\) the intrinsic width of the single-photon wavepackets, it is then clear that \(\tau_{in} < \tau_B < \tau_A\) is required for the system to act as an antibunched two-photon source. We have made a detailed analysis of these timescales (36), and here we focus on the results found within the bad-cavity limit \((g_s \ll \gamma_s\) and with a strong-enough control drive \((\Omega_s \gg g_s^2/\gamma_s^2)\). In this regime, it can be shown that \(\tau_{in}\) scales proportional to \(\Omega_s^{-1}\), and hence the delay between photons within the same pair can be made arbitrarily small by increasing the control drive. Under such circumstances, we get \(\tau_B \sim \gamma_s^{-1}\), which determines the timescale of the bunching in \(G_s^{(2)}(\tau)\), and provides the requirement \(\Omega_s > \gamma_s\). Finally, \(\tau_A\) is determined by the decay rate from \(|e\rangle\) to \(|g\rangle\), which can occur through different paths: either mediated by
the pump cavity at the corresponding Purcell-enhanced rate $\Gamma_p = 4g_p^2/\gamma_p$, or through the signal cavity at a rate $\Gamma_s(\Omega_s) = 4g_s^2\gamma_s/\gamma_s^2 + 4\Omega_s^2$, that we easily estimate by adiabatically eliminating the signal/pump mode and the intermediate levels [36] (which are where both weakly populated). We obtain then $\tau_A^{-1} \approx \Gamma_p + \Gamma_s(\Omega_s)$. Notice that such an adiabatic elimination turns the system into an effective coherently-driven two-level system, defined by $\{|g\}, |e\}$, with two decay paths into the $p/s$ channels with decay rates $\Gamma_p$ and $\Gamma_s(\Omega_s)$. Using this simplified model, we can see that optimal control driving $\Omega_{2ph}$ leading to the minimum $g_p^{(2)}(0)$ (and $n_{p,\text{out}}$) is determined by a quantum interference effect occurring when the rates of both decay paths are equal, that is, $\Gamma_s(\Omega_{2ph}) = \Gamma_p$, condition that provides an optimal control drive

$$\Omega_{2ph}^2 \approx \gamma_s^2[\Gamma_s(0) - \Gamma_p]/4\Gamma_p$$

where we see that $\Gamma_p < \Gamma_s(0) = 4g_s^2/\gamma_s$ is required. This is a similar interference effect as the one used in previous works to enhance single-photon nonlinearities [39–42].

Remarkably, the optimal control driving $\Omega_{2ph}$ can be also found within the scattering formalism from the condition $\gamma_p(k_f|S|k_i)_{p,0} = 0 \forall k_f$, that is, by demanding an incoming resonant pump photon to be transformed into two signal photons with probability 1 (deterministic down-conversion). Moreover, it is possible to show that the reflection coefficient $|\tilde{f}_{p,k}|^2$ has a Lorentzian shape as a function of the incident momentum $k_i$, with a width $\sim \Gamma_p + \Gamma_s(\Omega)$, that provides the bandwidth for efficient down-conversion of single-photon pulses.

**Finite cooperativity.** To further estimate the feasibility of our proposal, we now analyze the effect of having spontaneous emission from $|e\rangle$ to $|g\rangle$ through other dissipative channels not considered in the ideal model. Assuming such processes to occur at rate $\gamma^* \ll \gamma_{p,s}$, this time-scale contributes to the reloading time as $\tau_A^{-1} \approx \Gamma_s(\Omega_s) + \Gamma_p + \gamma^*$ [36]. It is then clear that as long as $\gamma^* \ll \gamma_s$, the condition $\tau_A \ll \langle \tau_g, \tau_m \rangle$ will then still be satisfied. Such an intuitive result is confirmed by the simulation of Fig. 3 where we show $g_{s,2}^{(2)}(0)$ as a function of $\Omega_s/\gamma_s$, with the rest of parameters fixed as in Fig. 2.

---

**FIG. 3.** Density plot of the second-order correlation of the pairs at zero delay $g_{s,2}^{(2)}(0)$ as a function of $\Omega_s$ and $\gamma^*$, with the rest of parameters fixed as in Fig. 2.

---

of the control driving $\Omega_s$ and $\gamma^*$, as obtained directly from numerical simulation of the master equation. As expected, by increasing $\gamma^*$ above $\gamma_s$, the system shows a transition from antibunched to bunched photon pairs, as $\tau_A$ becomes comparable to $\tau_{TD}$.

**Implementation.** One versatile platform to implement our ideas is circuit QED [12, 43], where we can take advantage of long-lived qubits, single-mode cavities, and open transmissions lines to design our proposed setup. A concrete implementation is depicted in Fig. 4(a). Two identical qubits (transmons [46, 47] in the figure) with energies $\omega_i$ are capacitively coupled through an $xx$ interaction $\omega_i\sigma_x^{(1)}\sigma_x^{(2)}/2$, whose spectrum is shown in Fig. 4(b). We see that the desired four level structure appears between the states $|m_{2,1}\rangle \propto |10\rangle \pm |01\rangle$ and $|e, g\rangle \propto (\kappa^{-1} \pm \sqrt{1 + \kappa^{-2}})|11\rangle \pm |00\rangle$, with respective energies $E_{2,1} = \pm \omega_i\kappa$ and $E_{e,g} = \pm \omega_i\sqrt{1 + \kappa^2}$. Two single-mode LC resonators with frequencies $\omega_p = E_e - E_g$ and $\omega_s = E_e - E_2 = E_1 - E_g$ provide the pump and signal modes, respectively, while an additional strongly-driven resonator with frequency $\omega_s = E_s$ is used to control the intermediate transition. The pump and classical cavities are inductively coupled each to one transmon via an $xx$ interaction $g_{2p}(a_p + a_p^\dagger)\sigma_x^{(2)}$ and $g_{1L}(a_L + a_L^\dagger)\sigma_z^{(1)}$. Finally, the signal cavity is capacitively coupled through an $xx$ interaction to one of the trans-
mons, $g_{1s}(a_s + a_1^\dagger)\sigma_z^{(1)}$. Working in the $\kappa \ll 2$ regime and provided $\{g_{1s}\sigma_z, g_{2p}\sigma_x, g_{1s}/\sqrt{2}\} \ll 2\omega_2\kappa$, these type of couplings ensure that in the eigenbasis of the coupled-qubit system the full system Hamiltonian takes the form of Eq. \[\text{Eq.},\] with $\Omega_s = g_{1s}\sigma_z$, $g_p = -g_{2p}\sigma_x$, and $g_s = g_{1s}/\sqrt{2}$ \[\text{[30]},\] being $\alpha$ the number of excitations in the classical cavity that can be controlled via the external driving. Using $\gamma_{p,s}$ on the tens of MHz range, the spontaneous emission of the superconducting qubits gets orders of magnitude below the large cavity decay rates, while the cooperativities can be made very large since couplings $g_{2p}$ and $g_{1s}$ up to tens of MHz are routinely achieved in current experiments. With these parameters, at the optimal point $\Omega_s = \Omega_{2ph}$ the rate of photon-pair emission $\gamma_s n_s$ can get up to the 0.1-10KHz range for $\Omega_p/\gamma_s \in [10^{-2}, 10^{-1}]$.

Other platforms may fulfill our requisites in the optical domain, such as natural or artificial atoms using its “butterfly”-like level structure, coupled to nanophotonic cavities. Current experiments with atoms \[\text{[48]},\] show cooperativities $C \approx 10$ with decay rates up to 25GHz, which would lead to photon-pair emission rates in the 0.1-10MHz range, which exceed current parametric down-conversion technologies. Remarkably, the expected bandwidth matches the characteristic atomic linewidths, usually lying in the MHz range.

**Conclusions.** By exploiting the connection between scattering theory and the master equation we have formalized a criterion characterizing photon-pair sources under weak driving. The criterion is based on the dynamics of the standard correlation function $G_2^{(2)}(\tau)$ and the generalized one of the pairs, $G_2^{(2)}(\tau)$, first introduced in \[\text{[29]},\] Moreover, we have provided a cavity QED setup that acts as a deterministic down-converter when excited by single photons or as a continuous photon-pair source when weakly driven, and does so within the bad-cavity limit. Our analysis of the figures of merit and scaling with different parameters has shown the feasibility of the proposal, for which we have designed a concrete implementation based on superconducting circuits. We believe that our characterization, analysis, and implementation proposal represent an important step forward in the fabrication of efficient two-photon sources, which can in addition be extended to higher photon numbers.
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**Supplemental Material:**

**Deterministic generation of photon pairs within the bad cavity limit**

This supplemental material is divided in three main sections. The first one, Sec. SM1, is devoted to the scattering formalism. After introducing the $S$-matrix (Sec. SM1A), we proceed to connect the multi-time correlation functions of a weakly-driven system with the scattering wavefunctions (Sec. SM1B). We then explain how to compute scattering amplitudes (Sec. SM1C) and wavefunctions (Sec. SM1D) in an operationally simple manner, and apply those methods to our cavity QED model (Sec. SM1E) proving that it can behave as a deterministic down-converter, and providing an analytical analysis of the photon-pair emission timescales. In Sec. SM2 we provide an alternative formalism based on the master equation, which allows us to get insight into the properties of our cavity QED setup, including analytical expressions for its main observables. Sec. SM3 is the last one, and on it we show in detail how our proposed circuit QED architecture provides an implementation of the system Hamiltonian we are looking for.

**SM1. SCATTERING THEORY RESULTS**

**A. Brief introduction to the $S$-matrix**

The scattering formalism describes the asymptotic behaviour of free fields whose dynamics is governed by a Hamiltonian $H_B$, after having been scattered by some interacting Hamiltonian $H$. We use in particular the form of the Hamiltonian introduced in the main text

$$
H = H_S + \int dk \left( pk^\dagger p_k + s_k^\dagger s_k \right) + \int dk \left( 2\pi \gamma p_k^\dagger a_p + 2\pi \gamma s_k^\dagger a_s + H.c. \right),
$$

(SM1)

with a system Hamiltonian $H_S$ independent of the bath operators (the fields), which interact with the system through $H_{SB}$. Within the scattering formalism, all the asymptotic information can be extracted from the so-called $S$-matrix, defined by

$$
S = \lim_{t_i \to -\infty} e^{iH_B t_i} e^{-iH(t_f-t_i)} e^{-iH_B t_i} = \lim_{t \to -\infty} T \left[ e^{-i\int_{t_i}^t H(\tau) d\tau} \right],
$$

(SM2)
First, we apply two unitary transformations inside the trace, which will allow us to easily get to the expression we are looking for.

\[ \hat{H}(t) = e^{iH_{dt}}(H_S + H_{SB})e^{-iH_{dt}} = H_S + \int dk \left( \sqrt{\frac{\gamma_p}{2\pi}} p_k e^{ikt} a_p + \sqrt{\frac{\gamma_s}{2\pi}} s_k e^{ikt} a_s + \text{H.c.} \right). \]  

(SM3)

In addition, we have made use of the identity

\[ \mathcal{T} \left[ e^{-i \int_0^t dt' O(t')} \right] = e^{-iO_{dt}} \mathcal{T} \left[ \exp \left( -i \int_0^t dt' e^{iO_{dt}O(t')} O_1(t') e^{-iO_{dt}} \right) \right] e^{iO_{dt}}, \]  

(SM4)

valid for any operator \( O(t) = O_0 + O_1(t) \), where \( \mathcal{T} \) (time-ordering operator) orders Heisenberg-picture operators \( A(t) \) and \( B(t) \) as

\[ \mathcal{T}[A(t_1)B(t_2)] = \left\{ \begin{array}{ll} A(t_1)B(t_2) & \text{if } t_1 > t_2, \\ B(t_2)A(t_1) & \text{if } t_1 < t_2, \end{array} \right. \]  

(SM5)

allowing to write the Dyson series in the compact form

\[ \mathcal{T} \left[ e^{-i \int_0^t dt' A(t')} \right] = 1 - i \int_0^t dt_1 A(t_1) - \int_0^t dt_1 \int_0^{t_1} dt_2 A(t_1)A(t_2) + i \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 A(t_1)A(t_2)A(t_3) + \ldots \]  

(SM6)

### B. Connection between the correlation functions and scattering wavefunctions

In this section we connect the wavefunctions which are naturally defined within the scattering formalism with correlation functions of the driven system, which are the objects naturally measured in quantum-optical experiments. Consider then the \( n \)-th correlation function of the field leaking out of the system through the signal bath, which can be written as

\[ G_{out}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \langle 0 | s^\dagger_{out}(\tau_1) \ldots s^\dagger_{out}(\tau_n) s_{out}(\tau_n) \ldots s_{out}(\tau_1) | 0 \rangle \]  

(SM7)

where \( | 0 \rangle \) is the state with no excitations both in the system and the baths, we have assumed \( \tau_1 < \ldots < \tau_n \), and defined the output field

\[ s_{out}(\tau) = (2\pi)^{-1/2} \lim_{t \to \infty} \int dk \ s_k(t) e^{-ik(\tau-t)}, \]  

(SM8)

with \( s_k(t) = \mathcal{T} \left[ e^{i \int_0^t dt' [H + H_D(t')]} \right] s_k \mathcal{T} \left[ e^{-i \int_0^t dt' [H + H_D(t')]} \right] \) a bath operator in the Heisenberg picture, where we have included a driving term \( H_D(t) = \Omega_p \left( e^{-i\omega_0 t} a_{\uparrow}^\dagger + \text{H.c.} \right) \) to the total Hamiltonian. Note that the well-known input-output relation \( G_{out}^{(n)}(\tau) = s_{in}(\tau) = \sqrt{\gamma} a_{\uparrow}(\tau) \), with

\[ s_{in}(\tau) = (2\pi)^{-1/2} \lim_{t \to -0} \int dk \ s_k(t) e^{-ik(\tau-t)}, \]  

(SM9)

together with \( [a_{\uparrow}(\tau), s_{in}(\tau')] = 0 \) for \( \tau < \tau' \) (causality) and the fact that the signal bath is assumed to be in vacuum at the origin of times, allows connecting \( G_{out}^{(n)} \) with the correlation functions of system operators that we defined in the main text,

\[ G_{out}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \gamma^n \langle a_{\uparrow}^\dagger(\tau_1) \ldots a_{\uparrow}^\dagger(\tau_n) a_{\uparrow}(\tau_n) \ldots a_{\uparrow}(\tau_1) \rangle. \]  

(SM10)

The correlation function can be written as

\[ G_{out}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \lim_{t \to \infty} \text{tr} \left\{ s(x_{n}) \ldots s(x_1) \mathcal{T} \left[ e^{i \int_0^t dt' [H + H_D(t')]} \right] | 0 \rangle \langle 0 | \mathcal{T} \left[ e^{-i \int_0^t dt' [H + H_D(t')]} \right] s^\dagger(x_1) \ldots s^\dagger(x_n) \right\}, \]  

(SM11)

where \( s(x) = (2\pi)^{-1/2} \int dk s_k e^{ikx} \) annihilates signal-field excitations in real space, and \( x_n = t - \tau_n \). Let us now perform two unitary transformations inside the trace, which will allow us to easily get to the expression we are looking for. First, we apply \( U = \exp(-iH_{dt}) \) with \( H_0 = \int dk p_k \varphi_{pk} \), which turns the correlation function into

\[ G^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \lim_{t \to \infty} \text{tr} \left\{ s(x_{n}) \ldots s(x_1) \mathcal{T} \left[ e^{-i \int_0^t H(t') dt'} \right] | 0 \rangle \langle 0 | \mathcal{T} \left[ e^{i \int_0^t H(t') dt'} \right] s^\dagger(x_1) \ldots s^\dagger(x_n) \right\}, \]  

(SM12)
with
\[ \hat{H}(t) = U(H + H_D)U^{-1} - H_0 = H_S + \Omega_p(e^{-ik_0t}a_p^\dagger + \text{H.c.}) + \int \! dk \, k s_k^\dagger s_k + \int \! dk \left( \sqrt{\frac{\gamma_s}{2\pi}} p_k e^{ikt} a_p + \sqrt{\frac{\gamma_s}{2\pi}} s_k^\dagger a_s + \text{H.c.} \right), \] 
where we have made use of (SM4). Let us now apply a displacement transformation \( D \) on mode \( k_0 \) of the pump bath, defined through \( D^\dagger p_k D = p_k + \alpha_{k_0} \delta(k - k_0) \) with \( \alpha_{k_0} = \sqrt{2\pi/\gamma_p \Omega_p} \), which making use of (SM4) again, turns the correlation function into
\[ G_{\text{out}}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \lim_{t \to \infty} \text{tr} \left\{ s(x_n) \cdots s(x_1) T \left[ e^{-i \int_{0}^{t} \hat{H}(t') dt'} \right] |\alpha_{k_0} \rangle \langle \alpha_{k_0} | T \left[ e^{i \int_{0}^{t} \hat{H}(t') dt'} \right] s^\dagger(x_1) \cdots s^\dagger(x_n) \right\}, \] 
where \( |\alpha_{k_0} \rangle \) denotes the coherent state of the pump mode \( k_0 \), and
\[ \hat{H}(t) = D^\dagger \hat{H} D = H_S + \int \! dk \, k s_k^\dagger s_k + \int \! dk \left( \sqrt{\frac{\gamma_s}{2\pi}} p_k e^{ikt} a_p + \sqrt{\frac{\gamma_s}{2\pi}} s_k^\dagger a_s + \text{H.c.} \right). \]
Using now the expansion of the coherent states in the Fock basis, and undoing the \( U \) transformation, we obtain
\[ G_{\text{out}}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = e^{-\alpha_{k_0}^2 \sum_{l=0}^{\infty} \frac{m_l^l}{\sqrt{l!}} \lim_{t \to \infty} \langle 0 | p_{k_0}^m e^{i H t} s^\dagger(x_1) \cdots s^\dagger(x_n) s(x_n) \cdots s(x_1) e^{-i H t} p_{k_0}^l | 0 \rangle}. \] 
This expression is completely general, and its connection to scattering theory is not entirely clear, since the \( S \)-matrix is defined as \( S = \lim_{t \to \infty} e^{i H t} \sum_{l=0}^{\infty} \frac{m_l^l}{\sqrt{l!}} |0 \rangle \langle 0| \). Let us then particularize the expression to the case of interest for us, one in which the Hamiltonian \( H \) can only generate signal photons pair by pair from pump photons. Under such conditions, it is clear that the leading \( \alpha_{k_0} \)-order in the previous expression is given by
\[ G_{\text{out}}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) = \alpha_{k_0}^{2\bar{m}} \lim_{t \to \infty} \langle 0 | s(x_n) \cdots s(x_1) e^{-i H t} p_{k_0}^{\bar{m}} | 0 \rangle^2, \]
where \( \bar{m} \) is the minimum number of pump photons capable of generating \( n \) signal photons, that is, \( \bar{m} = \lceil n/2 \rceil \), where \( \lceil x \rceil \) denotes the ceiling function (the smallest integer not smaller than \( x \)). Now, it is also clear from the definition of the \( S \)-matrix that the matrix element in this expression and \( \langle 0 | s(x_n) \cdots s(x_1) S p_{k_0}^{\bar{m}} | 0 \rangle \) are equivalent up to a phase. Therefore, combining this expression with (SM10), we obtain the final result
\[ G_{\text{out}}^{(n)}(\tau_1, \tau_2, \ldots, \tau_n) \propto \Omega_p^{2\bar{m}} \lim_{t \to \infty} \langle 0 | s(x_n) \cdots s(x_1) S p_{k_0}^{\bar{m}} | 0 \rangle^2, \]
which particularized to to \( n = 2 \) and 4 coincide with the expressions provided in the main text. This expression connects the multi-time correlation functions of a weakly driven system with multi-photon wave functions obtained from the scattering theory, what we use in the main text to build a criterion characterizing when the system behaves as a proper single two-photon source.

### C. Evaluation of scattering amplitudes

There exist several methods to retrieve information from the \( S \)-matrix [33 34 49 51], but here we will use the method introduced in Ref. [33 34], that we describe now. Within the scattering formalism one is naturally interested in how incoming pump-bath photons with well-defined momenta scatter into outgoing photons in the pump and signal baths (see Fig. 1 in the main text). The probabilities associated to such processes are encoded in the so-called scattering amplitudes, which are nothing but the \( S \)-matrix elements connecting the desired Fock states of the baths. For illustration, we calculate in detail the simplest among these processes, namely the so-called reflection amplitude, which is the probability amplitude of a pump photon with momentum \( k_i \) to transform into an outgoing pump photon with momentum \( k_f \). This is given by
\[ p(k_f | S| k_i)_p = \lim_{t \to \infty} \langle 0 | p_{k_f} T \left[ e^{-i \int_{0}^{t} \hat{H}(t') dt'} \right] p_{k_i}^\dagger | 0 \rangle, \] 
where we remind that \( |0 \rangle \) is the state with no excitations, that is, the common ground state of \( H_B \) and \( H_S \). This expression depends on both bath and system operators, and our approach is designed to transform it in such a way
that it can be evaluated simply from matrix elements of system operators. In order to do so, we proceed as follows. First, note that the previous expression can be written with the use of functional derivatives as

\[
p\langle k_f | S | k_i \rangle_p = \lim_{t \to \infty} \frac{\delta}{\delta J_{k_i}^*} \frac{\delta}{\delta J_{k_f}} \langle 0 | e^{i \int_0^t dt' H(t')} | 0 \rangle e^{i \int dk J_k^* p_k} \left[ e^{-i \int_{-t}^0 dt \tilde{H}(t')} \right] e^{i \int dk J_k p_k} \langle 0 \rangle \bigg|_{\{J_k, J_f^*\} \to 0} \tag{SM20}
\]

where \{J_k, J_f^*\} are treated as independent classical currents for each bath mode, and we remind that the functional derivative acts as

\[
\frac{\delta}{\delta J_k} J_k = \delta (k - k') \quad \Rightarrow \quad \frac{\delta}{\delta J_{k_f}^*} \exp \left( \int dk J_k A_k \right) = \exp \left( \int dk J_k A_k \right) A_{k_f}^*, \tag{SM21}
\]

valid for any operator \(A_k\) (and similarly for \(J_f^*\)). Introducing the displacement operator for the pump bath modes

\[
D(\{J_k\}) = \exp \left( \int dk J_k^* p_k^\dagger \right) \exp \left( \int dk J_k p_k \right) \exp \left( -\frac{1}{2} \int |dk| J_k|^2 \right) = \exp \left[ \int dk \left( J_k p_k^\dagger - J_f p_k \right) \right], \tag{SM22}
\]

which transforms the Hamiltonian as \(\tilde{H}(t) = D(\{J_k\})\tilde{H}(t)D(\{J_k\}) = \tilde{H}(t) + H_D(t)\), that is, it adds a driving term

\[
H_D(t) = \int dk \sqrt{\frac{\gamma_p}{2\pi}} \left( J_k^* e^{ikt} a_p + J_k e^{-ikt} a_p^\dagger \right), \tag{SM23}
\]

we can rewrite Eq. (SM20) as

\[
p\langle k_f | S | k_i \rangle_p = \lim_{t \to \infty} \frac{\delta}{\delta J_{k_i}^*} \frac{\delta}{\delta J_{k_f}} \langle 0 | T \left[ e^{-i \int_{-t}^0 dt \tilde{H}(t')} \right] | 0 \rangle e^{i \int dk |J_k|^2} \bigg|_{\{J_k, J_f^*\} \to 0} \tag{SM24}
\]

and then come back from the interaction picture to get

\[
p\langle k_f | S | k_i \rangle_p = \lim_{t \to \infty} \frac{\delta}{\delta J_{k_i}^*} \frac{\delta}{\delta J_{k_f}} \langle 0 | T \left[ e^{-i \int_{-t}^0 dt \left[ H + H_D(t) \right]} \right] | 0 \rangle e^{i \int dk |J_k|^2} \bigg|_{\{J_k, J_f^*\} \to 0}. \tag{SM25}
\]

Next we use the identity (SM4), together the Dyson series (SM6) for the remaining time-ordered exponential, and the Taylor series of the normalization factor \(e^{i \int dt |J_k|^2}\), so that acting with the functional derivatives we easily obtain

\[
p\langle k_f | S | k_i \rangle_p = \delta(k_i - k_f) - \frac{\gamma_p}{2\pi} \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 \langle 0 | T [a_p(t_2) a_p^\dagger(t_1)] | 0 \rangle e^{ikt_2 - ikt_1}, \tag{SM26}
\]

where given a Schrödinger-picture operator \(A\), we have defined the Heisenberg-picture operator \(A(t) = e^{iHt} A e^{-iHt}\). This equation can be further simplified by assuming that \(|0\rangle\) is annihilated by the system operators \(a_j\), so that we can write

\[
p\langle k_f | S | k_i \rangle_p = \delta(k_i - k_f) - \frac{\gamma_p}{2\pi} \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 \langle 0 | a_p e^{iH(t_2 - t_1)} a_p^\dagger | 0 \rangle e^{ikt_2 - ikt_1}, \tag{SM27}
\]

We can rewrite this expression in terms of system operators only as follows:

\[
p\langle k_f | S | k_i \rangle_p = \delta(k_i - k_f) - \frac{\gamma_p}{2\pi} \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 \text{tr} \left\{ a_p e^{-iH(t_2 - t_1)} a_p^\dagger | 0 \rangle \langle e^{iH(t_2 - t_1)} \right\} e^{ikt_2 - ikt_1} \tag{SM28a}
\]

\[
= \delta(k_i - k_f) - \frac{\gamma_p}{2\pi} \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_1 \text{tr}_S \left\{ a_p e^{iH(t_2 - t_1)} a_p^\dagger | 0 \rangle \langle S \right\} e^{ikt_2 - ikt_1}, \tag{SM28b}
\]

where in the second equality we have performed the trace over the bath as \(\text{tr}_B \left\{ e^{-iH\tau} A_S e^{iH\tau} \right\} = e^{\mathcal{L}[A_S]}\), valid for any system operator \(A_S\), by defining the Liouville superoperator

\[
\mathcal{L}(\cdot) = -i[H^*_S(\cdot) - (\cdot)H^*_S] + \gamma_p a_p(\cdot)a_p^\dagger + \gamma_s a_s(\cdot)a_s^\dagger, \tag{SM29}
\]

and the non-Hermitian system Hamiltonian

\[
H^*_S = H_S - i \frac{\gamma_p}{2} a_p^\dagger a_p - i \frac{\gamma_s}{2} a_s^\dagger a_s. \tag{SM30}
\]
[0]_S is the ground state of  \( H_S \). In order to get to the final operationally-friendly expression, let us denote by  \( \tilde{A} \) a system operator evolved with the non-Hermitian Hamiltonian  \( H_S^* \), that is,  \( \tilde{A}(t) = e^{iH_S^*t}A e^{-iH_S^*t} \). The presence of  \([0]_S \) in (SM28b), which we defined as ground state of  \( H_S \) and assumed to be annihilated by the system operators  \( a_j \), prevents any contribution from the jumps induced by the last two terms of (SM29), so that (SM28b) can be rewritten as

\[
p(k_f|S|k_i)_p = \delta(k_i - k_f) - \frac{\gamma_p}{2\pi} \int_{-\infty}^{t_2} dt_1 \int_{t_2}^{t_1} dt_2 \langle 0|\tilde{a}_p(t_2) e^{ik_2 t_2 + i\gamma_p t_2} a_p^\dagger(t_1) e^{-ik_1 t_1}|0\rangle \delta(k_i - k_f).
\]

(SM31a)

Note how this expression allows evaluating scattering amplitudes by simply inverting the system operator  \( H_S^* - k_i \).

The scattering amplitude manipulated above is important as it determines the reflection coefficient of single photons sent to the system through the pump bath. In our case, there are another two important scattering amplitudes related to the emission of signal photons. The first one corresponds to the probability amplitude of transforming an input pump photon with momentum  \( k_i \) into two signal photons with momenta \( \{q_1, q_2\} \), which following a similar approach as with the scattering amplitude above can be ultimately written as

\[
s(q_1, q_2|S|k_i)_p = \left( 1 + i\gamma_p(t_a p)(0) = \frac{1}{H_S^* - k_i} a_p^\dagger(0) \right) \delta(q_1 + q_2 - k_i). 
\]

(SM32b)

D. Evaluation of the two- and four-photon wavefunctions

The last two scattering amplitudes that we have given above, in Eqs. (SM32) and (SM33), are interesting because their Fourier transform provides the two- and four-photon wavefunctions introduced in the main text. Let us here provide closed expressions for these wavefunctions which can be evaluated directly from system operators.

In the case of the two-photon wavefunction, it is simple but lengthy by using (SM32a) to obtain

\[
\Psi_{2ph}(x_1, x_2) = \frac{1}{2\pi} \int dq_1 dq_2 s(q_1, q_2|S|k_1)_p e^{i(q_1 x_1 + q_2 x_2)} = \sqrt{\frac{\gamma_p}{2\pi}} \gamma_s e^{ik_{\text{max}} x_1 x_2} \langle 0|a_s e^{-iH_S^* x_2} a^\dagger a^\dagger(0)|0\rangle. 
\]

(SM34)

Note that, since the eigenvalues of  \( H_S^* \) always have negative imaginary part,  \( \Psi_{2ph}(x_1, x_2) \to 0 \) when  \( |x_1 - x_2| \to \infty \), showing that signal photons are emitted with a finite delay. From a practical point of view, this also means that this wavefunction has no independent scattering contribution. Therefore, in order to normalize it, one, e.g., can divide by its maximal value in  \( r \) (or equivalently  \( \tau \)) as we did in Fig. 2(b) of the main text.

The four-photon wavefunction

\[
\Psi_{4ph}(x_1, x_2, x_3, x_4) = \frac{1}{(2\pi)^2} \int dq_1 dq_2 dq_3 dq_4 s(q_1, q_2, q_3, q_4|S|k_1, k_2)_p e^{i(q_1 x_1 + q_2 x_2 + q_3 x_3 + q_4 x_4)} 
\]

(SM35)

can also be easily found, but is much more elaborate (and has a much lengthier final expression) in the general case. However, there are three relevant limits in which it is greatly simplified (we further assume  \( x_1 > x_2 > x_3 > x_4 \)). First the limits \( x_1 - x_2 \to \infty \) or \( x_3 - x_4 \to \infty \), in which it vanishes identically,  \( \Psi_{4ph} \to 0 \), showing that the distance between the photons within the same pair is always finite, in agreement with what we found from the two-photon
wavefunction. Second, the limit \(x_2-x_3 \to \infty\), which gives information about how the photons within the pairs behave when the system emits well-spaced pairs, and can be written as

\[
\Psi_{4\text{ph}}(x_1, x_2, x_3, x_4) = \Psi_{2\text{ph}}(x_1, x_2)|_{k_i=k} \Psi_{2\text{ph}}(x_3, x_4)|_{k_i=k} + \Psi_{2\text{ph}}(x_1, x_2)|_{k_i=k} \Psi_{2\text{ph}}(x_3, x_4)|_{k_i=k},
\]

which shows only independent scattering contributions where two incoming pump photons are scattered by the system independently into signal pairs described by the two-photon wavefunction. Thus, in this case we can normalize \(g^2_{s,2}(\tau)\) shown in Fig. 2(c) of the main text.

Finally, we consider the limit \(x_1 = x_2 \to 0\) and \(x_3 = x_4 \to 0\), which assumes the photons within the pairs to overlap perfectly and thus gives information about the relative distance \(R = x_2 - x_3\) between the two-photon wavepackets (describing then the bunching or antibunching between the photon pairs). We get

\[
\psi_{4\text{ph}}(R, k_1, k_2) = \psi_{4\text{ph}}(R; k_1, k_2) + \psi_{4\text{ph}}(R; k_2, k_1),
\]

with

\[
\psi_{4\text{ph}}(R, k_1, k_2) = -\frac{\gamma_p}{2\pi} \gamma_s^2 e^{i(k_1+k_2)x_1} \left[ \langle 0 | a_s^2 e^{-iH_s^-R} a_p^2 k_1 + k_2 - H_S^* a_p^\dagger k_1 a_p | 0 \rangle + \langle 0 | a_s^2 e^{-iH_s^+R} e^{-i\gamma_s R} a_p^\dagger k_2 a_p | 0 \rangle \langle 0 | a_s^2 e^{iH_s^-R} a_p^\dagger k_1 a_p | 0 \rangle \right].
\]

E. Application to our system Hamiltonian: condition for deterministic down-conversion and analysis of timescales

Let us now particularize the previous general results to our cavity QED system Hamiltonian, Eq. (5) in the main text, which we reproduce here for completeness

\[
H_S = g_p a_p^\dagger |g\rangle \langle e| + \Omega_s |m_2\rangle \langle m_1| + g_s a_s^\dagger (|m_2\rangle \langle e| + |g\rangle \langle m_1|) + \text{H.c.},
\]

where the states \{|g\}, |m_1\}, |m_2\}, \langle e|\} form a four-level system and \(a_s, a_p\) are bosonic annihilation operators associated to two cavity modes. It is important to note that the operator \(C = 2a_s^\dagger a_p + 2|e\rangle \langle e| + a_s^\dagger a_p + |m_1\rangle \langle m_1| + |m_2\rangle \langle m_2|\) commutes with the Hamiltonian, and hence, \(H_S^*\) does not connect subspaces with different eigenvalue \(c\) of \(C\). In particular, let us define the basis \(|n\rangle \otimes \langle l| \otimes \langle r| = |n, l, r\rangle \}_{n, l = 0, 2, ...}^e\), where \(|n\rangle_j\) is a Fock state for cavity mode \(j\). Then the representation of \(H_S^*\) will have a box structure, each box corresponding to a subspace with well defined eigenvalue, e.g., \(c = 0\) spanned by \(|0, 0, g\rangle\}, \(c = 1\) spanned by \(|0, 1, g\rangle, |0, 0, m_1\rangle, |0, 0, m_2\rangle\}, \(c = 2\) spanned by \(|1, 0, g\rangle, |0, 2, g\rangle, |0, 0, e\rangle, |0, 1, m_1\rangle, |0, 1, m_2\rangle\}, \(c = 3\) spanned by \(|1, 1, g\rangle, |0, 3, g\rangle, |1, 0, m_1\rangle, |1, 0, m_2\rangle, |0, 1, e\rangle, |0, 2, m_1\rangle, |0, 2, m_2\rangle\},\) or \(c = 4\) spanned by \(|2, 0, g\rangle, |1, 2, g\rangle, |0, 4, g\rangle, |0, 2, e\rangle, |1, 0, e\rangle, |0, 3, m_1\rangle, |1, 1, m_1\rangle, |1, 1, m_2\rangle, |0, 3, m_2\rangle\}. In fact, these are all the subspaces that we need to consider as the 4-photon wavefunction introduced above.

For example, consider the reflection amplitude of an incoming pump photon, Eq. (SM31b); it is clear that this can be evaluated by considering the \(c = 2\) subspace of \(H_S^* - i\gamma_s^* |e\rangle \langle e|/2\) (where we consider also spontaneous emission of \(|e|\) to \(|g\rangle\)), which can be written as:

\[
H_{S2} = \begin{pmatrix}
-\gamma_p^*/2 & 0 & 0 & 0 \\
0 & -\gamma_s & 0 & \sqrt{2}g_s \\
g_p & 0 & -\gamma_s^*/2 & 0 \\
0 & \sqrt{2}g_s & g_s & -\gamma_s/2
\end{pmatrix}.
\]

The reflection amplitude can be obtained then as

\[
\rho(k_f|S|k_i)p = \left[ 1 + i\gamma_p (H_{S2}^* - k_i I_{5 \times 5})^{-1} \right] \delta(k_i - k_f),
\]

where \(I_{5 \times 5}\) is the \(5 \times 5\) identity matrix and \((H_{S2}^* - k_i I_{5 \times 5})^{-1}\) refers to element 11 of the inverse of the matrix \(H_{S2}^* - k_i I_{5 \times 5}\), which can be easily found with the help of any symbolic program. Let us define the reflection coefficient \(R_p(k_i) = \left[ 1 + i\gamma_p (H_{S2}^* - k_i I_{5 \times 5})^{-1} \right]^{-1}\). Even though its full expression is too lengthy to be shown here, we have checked by exhaustive numerical inspection that within the bad-cavity limit it can be very well approximated by the Lorentzian

\[
R_p(k_i) = \left| 1 - \frac{2\Gamma_p}{\Gamma_p + \gamma_s + \Gamma_s (\Omega_s - 2ik_i)} \right|^2,
\]
where we have introduced the Purcell rates $\Gamma_p = 4g_p^2/\gamma_p$ and $\Gamma_s(\Omega_s) = 4g_s^2\gamma_s/(\gamma_s^2 + 4\Omega_s^2)$, and we have assumed $\gamma^* \ll \Gamma_p, \Gamma_s$. We see that deterministic down-conversion can be obtained only at resonance $k_i = 0$ and by demanding $\langle \nabla k \psi | S | k_i = 0 \rangle_p = 0 \ \forall k_f$, leading to an optimal control drive $\Omega_s$ given by

$$\Omega_{2\text{ph}}^2 = \frac{\gamma_s^2}{4} \frac{(\Gamma_p - \Gamma_s - \gamma^*)}{\Gamma_p - \gamma^*}, \quad (SM42)$$

expression that coincides with the one given in the main text in limit of negligible spontaneous emission ($\gamma^* \to 0$), Eq. (7), generalizing it to the case where spontaneous emission is present. Note that even in the presence of spontaneous emission it is still possible to obtain deterministic down-conversion, provided that certain conditions are satisfied. In particular, defining the cooperativities $C_j = g_j^2/\gamma_j \gamma^*$, we see that assuming $C_p > 1/4$ then the condition $C_s > C_p - 1/4$ is required.

Proceeding in a similar way but making use of all the subspaces up to $c = 4$, we can find analytical expressions for the two- and four-photon wavefunctions. These analytical expressions will allow us to see how the different timescales of photon-pair emission depend on the system parameters. For example, the two-photon wave function $|\Psi_{2\text{ph}}^{(SM34)}\rangle$, it is easy to show that for resonant injection ($k_i = 0$), and within the bad-cavity limit ($g_j \ll \gamma_j$) together with a strong control drive ($\Omega_s \gg g_s^2/\gamma_s$), we can write the corresponding probability as

$$|\Psi_{2\text{ph}}(x_1, x_2)|^2 \propto 2\Omega_s \exp[-(\gamma_s - \Gamma_s(\Omega_s))r/2] - \gamma_s \exp(-\Gamma_s(\Omega_s)r/2) \sin\left[\Omega_s \left(1 + \frac{\Gamma_s(\Omega_s)}{2\gamma_s}\right) r\right]^2, \quad (SM43)$$

where $r = |x_1 - x_2|$. It is easy to find by numerical inspection that the value of $r$ that maximizes this expression scales as $\Omega_s^{-1}$ for the regime of interest, i.e., $\Omega_s \gg \gamma_s(\gg \Gamma_s(0))$. This quantity is directly related to the timescale separation between the photons within the pair, denoted by $\tau_A$, in the main text, which we therefore find to scale as $\tau_A \propto \Omega_s^{-1}$. Hence, the photons within the pair can be made to overlap very well simply by working with large $\Omega_s$. On the other hand, under these circumstances the width of the two-photon wavefunction coincides with the intrinsic width of the emitted photons, denoted by $\tau_B$ in the main text, which for $\Omega_s \gg \gamma_s$ is simply given by the width of the first term in the expression above, that is, $\tau_B \approx \gamma_s^{-1}$. Thus, within the bad-cavity limit the $\Omega_s \gg \gamma_s$ condition ensures that the signal photon-pairs are emitted within the same temporal pulse (or spatial wavepacket within the scattering formalism) since $\tau_A \ll \tau_B$.

In order to study the separation or bunching between the photon pairs, what we called $\tau_A$ in the main text, we analyze the four-photon wavefunction $\Psi_{4\text{ph}}(x_1, x_2, x_3, x_4)$ under the assumption that we satisfy the condition $\tau_{BP} < \tau_B$ as explained above. Under such conditions, we can fix $x_1 - x_2 \approx 0$ and $x_3 - x_4 \approx 0$, and use then expression $|\Psi_{4\text{ph}}^{(SM37)}\rangle$ to study the four-photon wavefunction at resonance ($k_1 = k_2 = 0$). To get the timescale $\tau_A$ of antibunching between the pairs, we then need to study the dependence of $\langle S \rangle$ with the relative coordinate $R = x_2 - x_3$ between the wavepackets. Even though it is easy to find an analytic expression for it, it is too lengthy and nothing is gained from reproducing it here. However, in the bad-cavity limit it is possible to show that to second order in $g_j/\gamma_j$ we get $|\Psi_{4\text{ph}}(R, k_1, k_2)|^2 \propto |1 - e^{-R/2\tau_A}|^2$, with

$$\tau_A^{-1} = \Gamma_s(\Omega_s) + \Gamma_p, \quad (SM44)$$

in the absence of spontaneous emission. This explains why in Fig. 2(c), the curves with $\Omega_s \gg \gamma_s$ or $\Omega_s \ll \gamma_s$ collapse to a single antibunched curve with respective growth rates $\Gamma_p$ or $\Gamma_p + \Gamma_s(0)$. When spontaneous emission is included this timescale must be modified. In particular, when $|\gamma_j - \gamma^*| \gg g_j$ is satisfied, we get

$$\tau_A^{-1} \approx \frac{2(\gamma_j - \gamma^*) g_j^2}{4\Omega_p^2 + (\gamma_j^* - \gamma_j)^2} + \frac{2g_p^2}{\gamma_p - \gamma^*} + \frac{\gamma^*}{2}, \quad (SM45)$$

which converges to the value provided in the main text when $\gamma^* \ll \gamma_j$.

**SM2. EFFECTIVE CAVITY QED MODEL: EFFICIENCIES AND TIMESCALES.**

This section aims at providing an intuitive understanding of our system by reducing it to a simpler one that allows explaining the underlying physics in an easier manner. In the previous section, we have shown how the interesting regime for the emission of photon pairs is the bad-cavity limit $g_j \ll \gamma_j$, together with $\Omega_s \gg \gamma_s$ such that photons are bunched. Under these conditions, the populations in the signal cavity and the intermediate levels $\{m_1, m_2\}$ are very small, while the population in the pump cavity is basically given by the driving laser, that is, $|\langle m_1 \rangle_p | \approx 2\Omega_p/\gamma_p$. This allows for an adiabatic elimination of these degrees of freedom, such that the dynamics is captured by an effective
two-level model defined by the states \( \{ |g\rangle, |e\rangle \} \), see Fig. SM1. In this reduced model, the coherent amplitude of the pump cavity acts as a driving term \( \Omega_{\text{eff}}(|g\rangle \langle e| + |e\rangle \langle g|) \) with \( \Omega_{\text{eff}} = 2\Omega_p g_p/\gamma_p \). In addition, there is an effective decay rate given by \( \gamma_{\text{eff}} = \Gamma_p + \Gamma_s(\Omega_s) + \gamma^* \), which is easily found by applying perturbation theory in the \( c = 2 \) subspace Hamiltonian (SM39). Note that this effective rate coincides with the reloading rate (SM44) that we found in the previous section.

The advantage of using this simplified model is two-fold: on the one hand it gives an intuitive and simplified picture of the dynamics of the system; moreover, due to the simplicity of the effective model, we can obtain analytical formulas from which reading the scaling of the relevant magnitudes, e.g., for the population of the signal cavity, \( n_s \), which is related to the efficiency of two-photon emission. In order to obtain \( n_s \), we will first obtain the population of the effective two-level system \( n_e = \text{tr} \{ \rho |e\rangle \langle e| \} \). In the simplified model \( n_e \) corresponds to the excited state population of a driven-dissipative two-level system, which is given by

\[
n_e = \frac{4\Omega_{\text{eff}}^2}{\gamma_{\text{eff}}^2 + 8\Omega_{\text{eff}}^2} = \frac{4g_p^2\Omega_p^2}{\Gamma_p + \Gamma_s(\Omega_s) + \gamma^*} + \frac{\gamma_p^2}{\gamma_p^2 + 8\Omega_p^2 g_p^2}, \tag{SM46}
\]

The number \( N \) of transitions from \( |e\rangle \) to \( |g\rangle \) per unit time going through the signal cavity is given by \( N = \Gamma_s(\Omega_s)n_e \), whereas the number of photons \( N_s \) emitted per unit time from the signal cavity is given by \( N_s = \gamma_s n_s \). On the other hand, any time that one of the \( |e\rangle \rightarrow |g\rangle \) transitions takes place through the signal cavity, two photons are emitted, and hence \( N_s = 2N \), leading to

\[
n_s = 2\frac{\Gamma_s(\Omega_s)}{\gamma_s}n_e \tag{SM47}
\]

Maximizing this expression with respect to the control drive \( \Omega_s \), we obtain its optimal value. Interestingly, within the bad-cavity limit, this value coincides with the one obtained by demanding deterministic down-conversion in the scattering formalism, Eq. (SM42).

**SM3. DETAILS ABOUT THE CIRCUIT QED IMPLEMENTATION**

In this section, we show how the circuit QED architecture introduced in the main text provides an implementation of the nonlinear cavity QED setup that we have proposed as a photon-pair source. The four-level structure is obtained from two identical qubits coupled through an \( xx \) interaction, two capacitively-coupled transmons [46, 47] in Fig. SM2(a), described by the Hamiltonian

\[
H_{2q0b} = \frac{\omega_1}{2} \left( \sigma_x^{(1)} + \sigma_x^{(2)} + \kappa \sigma_x^{(1)} \sigma_x^{(2)} \right), \tag{SM48}
\]

where \( \sigma_k^{(j)} \) is the \( k \)'th Pauli matrix associated to qubit \( j \), and we will denote by \( |0\rangle \) and \( |1\rangle \), respectively, the eigenvectors of \( \sigma_z \) with \(-1\) and \(+1\) eigenvalue (which for a transmon operated at the sweet-spot of the charge bias correspond, respectively, to the sum and the difference of the two lowest eigenstates of the circuit’s charge operator). The spectrum of this Hamiltonian is plotted in Fig. SM2(b), and it consists of the energies \( E_{2,1} = \pm \omega_1 \kappa \) corresponding to the symmetric and antisymmetric single-excited states \( |m_{2,1}\rangle \propto |10\rangle \pm |01\rangle \), and the energies \( E_{e,g} = \pm \omega_1 \sqrt{1 + \kappa^2} \) corresponding to the combinations \( |e, g\rangle \propto (\kappa^{-1} \pm \sqrt{1 + \kappa^2})|11\rangle + |00\rangle \). Remarkably, the spectrum contains four levels with exactly the energy spacings that we require in our cavity QED proposal.
We therefore see that choosing the frequencies of the LC resonators as \( \omega \) couplings in Fig. SM2(a); the signal cavity, on the other hand, is capacitively coupled through an laser resonators are coupled to qubits 2 and 1, respectively, through an \( \alpha \) interaction represented as an inductive coupling in Fig. SM2(a); the signal cavity, on the other hand, is capacitively coupled through an \( \alpha \) interaction to the first qubit. The corresponding Hamiltonians read

\[
H_{1L} = g_{1L}(a_L + a_L^\dagger)\sigma_z^{(1)} \approx g_{1L}(ae^{-i\omegaLt} + a^* e^{i\omegaLt})\sigma_z^{(1)},
\]

\[
H_{2p} = g_{2p}(a_p + a_p^\dagger)\sigma_z^{(2)},
\]

\[
H_{1s} = g_{1s}(a_s + a_s^\dagger)\sigma_z^{(1)},
\]

where \( a_j \) is the annihilation operator of the corresponding cavity, and in the first Hamiltonian we have assumed that the laser cavity is strongly driven, so that \( a_L \) can be replaced by its expectation value \( \langle a_L \rangle = a e^{-i\omegaLt} \).

We are going to show that, under certain conditions, these Hamiltonian terms provide the ones that we are looking for when written in the eigenbasis \( \{ |g\rangle, |m_1\rangle, |m_2\rangle, |e\rangle \} \) of the coupled-qubit system. To this aim, let us first remark that in such basis the single-qubit operators are written as

\[
\sigma_z^{(1)} = |e\rangle\langle e| - |g\rangle\langle g| - \kappa|g\rangle\langle e| + |m_1\rangle\langle m_2| + H.c.,
\]

\[
\sigma_z^{(2)} = |e\rangle\langle e| - |g\rangle\langle g| - \kappa|g\rangle\langle e| - |m_1\rangle\langle m_2| + H.c.,
\]

\[
\sqrt{2}\sigma_z^{(1)} = |m_2\rangle\langle e| - |m_1\rangle\langle e| + |g\rangle\langle m_2| + |g\rangle\langle m_1| + H.c.,
\]

where, for the sake of simplifying the expressions, we have assumed \( \kappa \ll 2 \), though this is not really demanded for our system to work (the only requirement being that \( \kappa \) is not much bigger than 1 as this would make \( |m_1, 2\rangle \) and \( |g, e\rangle \) degenerate). Hence, in an interaction picture defined with respect to the free Hamiltonian \( H_{2qb} + \omega_s a_s^\dagger a_s + \omega_p a_p^\dagger a_p \), the coupling Hamiltonians \( H_{1L}, H_{2p}, H_{1s} \) can be written as

\[
H_{1L}(t) = g_{1L}\alpha e^{i\omegaLt} \left( |e\rangle\langle e| - |g\rangle\langle g| - \kappa|g\rangle\langle e| + |m_1\rangle\langle m_2| + H.c. \right) + H.c.,
\]

\[
H_{2p}(t) = g_{2p}\alpha e^{i\omegaLt} \left( |e\rangle\langle e| - |g\rangle\langle g| - \kappa|g\rangle\langle e| - |m_1\rangle\langle m_2| + H.c. \right) + H.c.,
\]

\[
H_{1s}(t) = g_{1s}\alpha \sqrt{2} e^{i\omegaLt} \left( |m_2\rangle\langle e| - |m_1\rangle\langle e| + |g\rangle\langle m_2| - |m_1\rangle\langle e| - |g\rangle\langle m_1| + H.c. \right) + H.c.
\]

We therefore see that choosing the frequencies of the LC resonators as \( \omega_L = 2\omega_L\kappa \), \( \omega_p = 2\omega_L \sqrt{1 + \kappa^2} \), \( \omega_s = \omega_L \sqrt{1 + \kappa^2 - \kappa} \), we make resonant the couplings \( \{ \alpha |m_2\rangle\langle m_1|, a_p^\dagger |g\rangle\langle e|, a_s^\dagger (|m_2\rangle\langle e| + |g\rangle\langle m_1|) \} \) present in the target Hamiltonian \( (\text{SM38}) \), while the rest of the terms are suppressed within a rotating-wave approximation as long as \( \{ g_{1L}\alpha, g_{2p}\kappa, g_{1s}/\sqrt{2} \} \ll 2\omega_L\kappa \). Under such conditions, we recover the desired Hamiltonian with the identifications \( \Omega_s = g_{1L}\alpha, \omega_p = -g_{2p}\kappa \), and \( g_s = g_{1s}/\sqrt{2} \).