Quantum Reservoir Computing Implementations for Classical and Quantum Problems

Adam Burgess\textsuperscript{1,2,3} \textsuperscript{*} and Marian Florescu\textsuperscript{2,3} \textsuperscript{†}

\textsuperscript{1}Leverhulme Quantum Biology Doctoral Training Centre, University of Surrey, Guildford, GU2 7XH, United Kingdom
\textsuperscript{2}Advanced Technology Institute, University of Surrey, Guildford, GU2 7XH, United Kingdom
\textsuperscript{3}Department of Physics, University of Surrey, Guildford, GU2 7XH, United Kingdom

(Dated: November 17, 2022)

In this article we employ a model open quantum system consisting of two-level atomic systems coupled to Lorentzian photonic cavities, as an instantiation of a quantum physical reservoir computer. We then deployed the quantum reservoir computing approach to an archetypal machine learning problem of image recognition. We contrast the effectiveness of the quantum physical reservoir computer against a conventional approach using neural network of the similar architecture with the quantum physical reservoir computer layer removed. Remarkably, as the data set size is increased the quantum physical reservoir computer quickly starts out perform the conventional neural network. Furthermore, quantum physical reservoir computer provides superior effectiveness against number of training epochs at a set data set size and outperformed the neural network approach at every epoch number sampled. Finally, we have deployed the quantum physical reservoir computer approach to explore the quantum problem associated with the dynamics of open quantum systems in which an atomic system ensemble interacts with a structured photonic reservoir associated with a photonic band gap material. Our results demonstrate that the quantum physical reservoir computer is equally effective in generating useful representations for quantum problems, even with limited training data size.

I. INTRODUCTION

Open quantum many-body problems are notoriously challenging. Most often, the approaches used to deal with them employ various approximations whose applicability is typically limited to weak coupling or rapid relaxation of the environment [4]. Recently, the use of neural network approaches to represent and analyze quantum many-body states has emerged as a new area of research with great potential [19]. Previous studies have demonstrated the general efficacy of neural networks in capturing quantum mechanical aspects [18, 19, 34] and neural networks have been deployed to deal with quantum many-body problems [17] and in designing quantum experiments [25]. In particular, recurrent neural networks (RNN) have been shown to be particularly efficient in solving open quantum systems problems wherein a quantum mechanical system of interest is coupled to a large environment [11, 5]. This is due to the internal structures of a RNN and the associated internal temporal dynamic behaviour [9]. Furthermore, the RNN architectures are ideally suited for dealing with non-Markovian or memory effects in the quantum dynamics of open systems as they can locally store relevant information about previous quantum states and capture their influence on the temporal evolution of the system. A schematic for this is depicted in Fig. 1(a). Recently, a new paradigm for information processing was devised based on exploiting a physical system’s dynamics to perform effective computations. This concept has been termed ‘physical reservoir computing’ [32]. Generally speaking, reservoir computing represents a scheme for training RNNs that has been around since the turn of the millennia [29]. Contrary to the typical back-propagation approach to updating weights inside a neural network, reservoir computing allows for the data structure to be passed through a large ‘reservoir’ containing many non-linear components and then passed into a neural network of reduced size. Weight calibration is then performed on the smaller network placed after the reservoir, massively reducing the number of computations required for a typical back-propagation approach. Conceptually, this is extremely important as many highly successful machine learning projects, such as natural language processing [17] and systems like AlphaGo [38], require extremely powerful high-performance computers and distributed systems to perform their calculations. Devising a scheme that can reduce computational overhead is not only preferable but necessary [33]. Furthermore, because the reservoir weights are not updated, the reservoir can be used to multitask feeding the reservoir outputs into multiple independent neural networks [11]. It is then possible to extend this reservoir computing concept to a physical reservoir [29]. For a large physical system with many internal degrees of freedom that are strongly interacting, we can have a significant degree of non-linearity in the dynamics [8, 27, 40], satisfying one of the requirements of a reservoir computer. If the physical reservoir considered is a many-body quantum system, the subsystem entanglement (the nontrivial correlations encoded in the many-body wave function) provides access to many internal degrees of freedom. This makes quantum physical reservoir computers (QPRCs) a desirable prospect. On the other hand, we need them to interact with their en-
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virovment to perform readouts on quantum mechanical systems. As such they are no longer isolated systems and we need to deploy a open quantum system framework to describe QPRCs, as depicted in Fig. 1(b). We note that machine learning approaches utilizing RNNs have already been used to explore the physics of open quantum systems [11, 12], quantum-classical generative algorithms for image generation [39] using ion trap quantum computers, and quantum reservoir computing using arrays of Rydberg atoms [3].

In this paper, we exploit the dynamics of an open quantum system as a generic quantum physical reservoir to construct a reservoir computing framework. In Section II we introduce the physical platform for implementing a QPRC. In Section III, we utilize the QPRC to study its effectiveness when applied to a typical pattern recognition problem in machine learning. Finally, in Section IV we deploy the QPRC approach to study an archetypal open quantum mechanical problem: a quantum emitter coupled to a structured photonic reservoir.

II. QUANTUM PHYSICAL RESERVOIR SYSTEM

A prerequisite of an effective physical reservoir computer is that the reservoir behaves predictably and produces the same output for a given input. A dissipative system, such as an atomic system embedded in a lossy cavity, will tend towards an equilibrium state if the system’s evolution is well controlled. Then by reducing the temperature, this equilibrium state will roughly coincide with the ground state of the atomic systems and the local reservoir. Laser drives can be used to generate effective initial conditions from a given input data set, ensuring that the system acts predictably [13, 30, 37]. In order to effectively deploy our QPRC approach, we need to identify a large open quantum system model that can be sampled effectively. The model system we are focusing on is many-body atomic systems placed inside of a single lossy photonic cavity [6]. The dynamics of the composite system is governed by the Hamiltonian:

\[
H = \sum_{i=1}^{N} \omega_{0} \sigma_{i}^{+} \sigma_{i}^{-} + \sum_{\lambda} \omega_{\lambda} a_{\lambda}^{\dagger} a_{\lambda} + i \sum_{i, \lambda} g_{\lambda} (a_{\lambda} \sigma_{i}^{+} - a_{\lambda}^{\dagger} \sigma_{i}^{-}) + \sum_{i \neq j} \Lambda \sigma_{i}^{+} \sigma_{j}^{-}.
\]

(1)

where \(\sigma_{i}^{+}\) and \(\sigma_{i}^{-}\) are the excitation and de-excitation operators for the \(i^{th}\) atomic system respectively, \(a_{\lambda}\) and \(a_{\lambda}^{\dagger}\) are the bosonic field annihilation and creation operators, \(\omega_{0}\) and \(\omega_{\lambda}\) are the atomic transition and the \(\lambda\)-boson mode frequencies, \(g_{\lambda}\) is the coupling strength of the atomic system and the \(\lambda\)-boson mode and \(\Lambda\) is the dipole-dipole coupling strength between atoms [22,35,43]. This is equivalent to a Dicke model [12] for \(N\)-atoms with an inter-atom coupling. We have chosen a highly symmetric atomic system to generate time-resolved data efficiently. To this extent, we also limit our investigation to the single-excitation regime. We also assume an initial condition given by

\[
\phi(0) = c_{0} \psi_{0} + \sum_{i}^{N} c_{i}(0) \psi_{i} + \sum_{\lambda} c_{\lambda}(0) \psi_{\lambda},
\]

(2)

where \(\psi_{i} = |i\rangle_{i} |0\rangle_{B}\) is the state wherein the \(i^{th}\) atom is in its excited state and all other atoms and the photonic cavity are in the ground state. \(\psi_{\lambda} = |0\rangle_{A} |\lambda\rangle_{B}\) represents all atoms in their ground state, and the cavity system has its \(\lambda\) mode excited. \(\psi_{0} = |0\rangle_{A} |0\rangle_{B}\) denotes the ground state of the entire system.

Then the time evolution of this initial state is given by

\[
\phi(t) = c_{0} \psi_{0} + \sum_{i}^{N} c_{i}(t) \psi_{i} + \sum_{\lambda} c_{\lambda}(t) \psi_{\lambda}.
\]

(3)

Using an adiabatic cancellation of the photonic mode variables \(c_{\lambda}\) and introducing the memory kernel

\[
G(t) = \sum_{\lambda} g_{\lambda}^{2} e^{i(\omega_{\lambda} - \omega_{0})t},
\]

(4)

the equations of motion for the atomic degrees of freedom can be expressed as

\[
\dot{c}_{i} = -i \Lambda (c_{+} - c_{i}) - \int_{0}^{t} G(t - t_{1}) c_{+}(t_{1}) dt_{1},
\]

(5)

where \(c_{+} = \sum_{i} c_{i}\). The non-Markovian or memory effects in the system’s dynamics are associated with this convolution over the memory kernel at previous times. This is precisely the aspect of our QPRC implementation that we intend to leverage.

The time evolution of this system is then determined by the distribution of the coupling strengths given by the spectral density

\[
J(\omega) = \sum_{\lambda} g_{\lambda}^{2} \delta(\omega - \omega_{\lambda}),
\]

(6)

which is related to the memory kernel by the simple relation

\[
G(t) = \int d\omega J(\omega) e^{i(\omega_{0} - \omega)t}.
\]

(7)

For a lossy photonic cavity on-resonance with the atomic transitions, it is common to model the spectral density by a Lorentzian distribution of the form

\[
J(\omega) = \frac{\lambda \gamma}{\gamma^{2} + (\omega - \omega_{0})^{2}},
\]

(8)

\(\lambda\) is the coupling strength of the atoms to the cavity mode, and \(\gamma\) determines the spectral width of the lossy cavity [2, 20, 28].
Fig. 1: (a) Schematic of a recurrent neural network, showing the input to the output pathways including GRU layers \(9\) (a type of RNN layer). Information is passed vertically through layers (blue arrows) and horizontally (orange arrows) between GRU timesteps to embed memory of previous timesteps. In such an RNN, many internal weights of the GRU layer need to be updated by back-propagation, making it an effective but computationally expensive architecture. (b) Schematic of the Quantum Physical Reservoir Computing network, an input is fed into the open quantum system and the time series of the quantum state evolution is fed into the dense layer at the end of the network. In this case, only the dense layer weights are updated.

As a result, the time evolution of the excited state amplitudes for the \(i\)th atom is given by

\[
c_i(t) = (c_i(0) - \frac{c_+ (0)}{N}) e^{i\Lambda t} + \frac{c_+ (0)}{N} e^{-\mu \times t} \left(\cosh(\Gamma t) + \frac{\mu}{\Gamma} \sinh(\Gamma t)\right),
\]

where we have introduced the following for convenience

\[
\Lambda_{FC} = J(N - 1)
\]
\[
\Gamma = \frac{1}{2} \sqrt{\gamma^2 - 2i\gamma \Lambda_{FC} - \Lambda_{FC}^2 - 4\lambda N}
\]
\[
\mu = \frac{1}{2} (\gamma - i\Lambda_{FC}).
\]

In order to utilize this physical system as a QPRC layer, we require a procedure for inputting data into the QPRC layer and subsequently outputting it into the neural network. For a stream of input data given by \(I\), we need to define a bijection \(f\) that maps \(I\) to the multi-valued ensemble of values \(c = \{c_i\}\). Then we require an map \(g\) that transfers \(\phi(t)\) to \(O\), the output of the QPRC layer, which is then passed directly into the conventional neural network layers. The particular map \(g\) we utilize in the following is the real and imaginary components of the excited state amplitudes at various timesteps \(\{t_j\}\),

\[
g : \phi(t) \rightarrow \{\text{Re}(c_i(t_j)), \text{Im}(c_i(t_j))\}\text{ akin to performing non-demolition measurements on the system or quantum state tomography[10][16].}
\]

III. QUANTUM PHYSICAL RESERVOIR FOR IMAGE RECOGNITION

Having defined the dynamical process of our QPRC framework, we deploy it to solve an archetypal problem in machine learning, and pattern recognition using the standard MNIST database[11]. The MNIST database is a collection of monochrome images of handwritten numbers from 0-9 and the task is to classify what number each image represents successfully. In order to effectively deploy our reservoir computing approach, we need to identify an isometry between the pixel data for each image and an initial condition for the state of our system. To this end, we use the pixel brightness of the \(2n\) and \(2n + 1\) pixel and map it directly to the real and imaginary component of \(c_n(0)\) and then normalize the wavefunction \(\phi(0)\).

Mathematically, for an image with \(i^{th}\) pixel brightness given by \(P_i\) we have the mapping \(c_i = (P_i + iP_{i+1})/N\), where \(N\) is a normalisation constant. Then the wavefunction is time-evolved (see per Eqn. 9) and sampled at \(n = 50\) equal time steps up to \(n \cdot \omega_0\). The time series’ real and imaginary components are then passed into a reduced neural network. The reduced neural network consists of a single dense layer of dimension \(n_{nn} = 128\). A pictorial schematic of this procedure is given in Fig.2(a). The elegance of this approach is that we need only perform the gradient descent on the small final dense layer of the network, reducing the most complex step of readjusting network weights. With this procedure developed, we
performed two numerical experiments. First, how does the QPRC network compare to a neural network without the QPRC layer for varying sizes of training data? The results of this experiment are presented in Fig. 2(b) and (c). The QPRC neural network outperforms the conventional neural network for intermediate and large values of the training data, a regime in which we approach >90% accuracy in our prediction capabilities. Furthermore, we can identify a crossover point at which the QPRC begins to outperform the standard neural network at around 900 training sets. This suggests that the QPRC approach may outperform conventional approaches for large data sets. This is a remarkable result since. With the ever-increasing relevance of big-data and the massively growing nature of computational costs associated with extremely large neural networks used in natural language processing systems, it becomes more and more necessary to be find more efficient ways to handle large data sets. Furthermore, our results suggest that the QPRC neural network generates a more effective representation of the data set being studied. To demonstrate this, we compared the QPRC network performance against a conventional neural network for varying numbers of training epochs. The results presented in Fig. 2(d) clearly show that the QPRC system outperforms the non-QPRC network at all values of the training epoch sampled. All numerical experiments shown in Fig. 2 have been repeated five times at each sampling point, and the errors on the graph are the standard deviations from these five samples. In the experiments, we used a single dense layer of dimension 128, with a tanh activation function; the Adam optimizer was used with a learning rate of 0.001 and 30 training epochs.

The QPRC platform introduced here can further be optimized to increase its performance and accuracy. Here we could exploit the correlations in the data set to guide the QPRC system choice. Due to pixel data displaying strong nearest-neighbour correlations, a nearest-neighbour type of interaction in the quantum system would increase the approach’s efficacy. Such a system may consist of a 2D lattice of atomic systems embedded in an array of photonic cavities with controllable cavity-cavity positioning. This architecture, this 2D lattice geometry, would lead to a nearest neighbour interaction between the
IV. QUANTUM PHYSICAL RESERVOIR COMPUTING APPROACH FOR OPEN QUANTUM SYSTEMS

In the previous section, we demonstrated the QPRC approach’s usefulness in enhancing conventional neural networks’ performance in pattern recognition tasks. Here, we focus on extending this approach to deal with quantum mechanical problems. Specifically, we study the efficacy of the QPRC approach in understanding the dynamics of open quantum systems schematically presented in Fig. 3(a). It is often impossible to describe the dynamics of the combined quantum system of interest and environment in open quantum systems. Various approximations are deployed to model the influence of the environment’s degrees of freedom on the system of interest. However, these approximations also have some limitations. A standard approximation in the field is the Markov approximation; wherein there is a unidirectional dissipation of information from the system into the environment. This approximation is only valid when the environment relaxes on timescales much faster than the systems such that the system barely perturbs the environment, akin to a weak coupling limit assumption.

This method has been successful in analyzing many systems, however it falls short in capturing quantum-induced memory effects. For instance, in highly structure photonic systems, such as photonic crystals, the local density of states for the electromagnetic field undergo rapid fluctuation quickly for frequencies close to the band edges of the photonic band gap. When a two-level atomic system is embedded with its transition energy close to the band edge of a photonic band gap, the Markov approximation is rendered invalid due to the strong fluctuations, and extremely non-Markovian dynamics emerge. As a result of the strong interaction between the atomic system and the photonic reservoir, the atomic states become highly intertwined with the properties of the photonic reservoir and the degrees of freedom of the atoms. This results in temporal oscillations, fractional atomic population decay, spectral splitting, and sub-natural line-widths of atomic transitions.

Furthermore, it has been demonstrated that the coherence lifetime of multi-qubit systems may be increased by effectively characterising the non-Markovian noise. This emphasises the necessity of learning more about how many-bodied systems interact with non-Markovian environments. Understanding these control processes may help design and create more reliable and performant quantum technologies, including quantum clocks and quantum networks. Beyond the preservation of entanglement, another challenge faced by quantum technology is the creation of such entanglement. An intriguing recent discovery demonstrates that it is viable to use the environment’s non-Markovianity to create entanglement between atomic systems that were previously uncorrelated.

Here we explore the efficacy of the lossy cavity atomic ensemble QPRC in capturing the dynamics of a strongly non-Markovian system, in which a two-level atomic ensemble coupled to a photonic reservoir associated with a photonic band gap material. We have used the isotropic one-dimensional photonic crystal band edge model for our photonic crystal. Such systems can be constructed using a photonic crystal waveguide. This fascinating system generates strong atom-photon coupling. This is due to a divergence in the local density of states of the electromagnetic field modes around the band edge frequency \( \omega_1 \) \((\rho(\omega) \propto (\omega - \omega_1)^{-\frac{1}{2}})\). The Hamiltonian for this system is as in Eqn.1 leading to the convolution of states given by Eqn.5. However, due to the divergence in the density of states around the photonic band edge, the memory kernel takes the form

\[ \tilde{G}(s) = \beta^{3/2} e^{-i\pi/4} (s - i(\omega - \omega_1))^{-\frac{1}{2}}, \]

where \( \beta \) is the coupling strength. This divergence in the memory kernel leads to strong non-Markovian effects in the system generating a plethora of new features such as fractional decay of the atomic systems and photon-atom bound states. In Fig. 3(c), we present the dynamics of a coupled pair of atoms inside a Lorentzian cavity and a photonic band gap material. We note that these two systems undergo very different dynamics. In the single atom case, the lossy cavity will dissipate all of the energy in the excited state at the steady state. In contrast, the atom placed inside the photonic band gap materials displays strongly non-Markovian dynamics. Due to the splitting of the energetic states by strong coupling to the lower photonic band edge some of the excitation is maintained even to the steady state giving rise to the fractional decay. Next, we train the QPRC network to model the non-Markovian dynamics of the atoms in the photonic band gap system. To achieve this, we initialised our QPRC system with the same initial conditions as the photonic band gap system we wanted to model. That is, our input \( c(0) \) is the same for both the QPRC and the photonic band gap system. The output of the QPRC is then fed into a small neural network of 3 dense layers, which are subsequently updated via standard back-propagation. The results presented in Fig. 3(b) demonstrate the ability of two-atom QPRC to predict the dynamics of two atoms bound within the photonic band gap. Even for a relatively small sample size of 1500 data-sets and despite the distinctive dynamics of the two systems, the QPRC framework is very accurate in predicting the complex dynamics of the system. Next, we tested the efficacy of cavities of different spectral widths against one another; here we have the same setup as in the previous experiment. To test multiple configurations of the cavity systems, we varied the spectral width \( \gamma \) of both the QPRC system and the target system we wanted to model. The results shown in Figs.3(d) and (e) demon-
FIG. 3: (a) Schematic of the Quantum Physical Reservoir network used to predict the dynamics of atoms embedded in a photonic band gap material. (b) Population dynamics of a single atom coupled to another atom inside of a photonic crystal and inside of a photonic cavity. The photonic crystal allows for non-zero steady state populations due to strong coupling to the band edge mode. (c) The prediction of the QPRC approach (dotted) and the real dynamics (dashed) of two coupled atoms inside of a photonic band gap material for randomly sampled initial conditions. (d,e) Heatmap to show the average error of the QPRC for varying values of both the reservoir and objective system’s spectral width $\gamma$. The heatmap depicts average $\log_{10}$ of the errors for QPRCs for two simulated run times (d) $10\omega_0^{-1}$ (e) $100\omega_0^{-1}$.

strate that the QPRC system is highly effective at capturing the dynamics of similar systems, showing average
errors of $10^{-7}$ across the data sets.

Furthermore, we extended the run time of the reservoir from $10 \omega_0^{-1}$ to $100 \omega_0^{-1}$ (see Fig. 3(d)), and remarkably we find that efficacy of the reservoir increases greatly now with average errors in the range of $10^{-8}$. The QPRC approach is not only simply maintaining a representation of the input state but is performing useful computation due to the expansion of the input into a higher dimensional computational space brought about by its intricate non-Markovian dynamics.

V. CONCLUSION

In summary, we have introduced a QPRC system consisting of two-level atomic systems coupled to Lorentzian photonic cavities as a model open quantum system. We have applied the QPRC approach to a classic machine learning challenge of recognizing images from the MNIST database. The efficacy of the QPRC was compared to a neural network with the same design but without a QPRC layer. Remarkably, our results revealed that the QPRC is underperforming against the traditional neural network for relatively small training data sets but rapidly starts to outperform it for larger data set sizes. This result has significant implications since modern neural networks are quickly bottlenecked by the size of the data they can effectively model. Furthermore, we used a fixed data set size to assess the efficacy versus the number of training epochs and demonstrated that the QPRC outperformed the traditional neural network approach at each epoch number examined. Finally, we have demonstrated the efficiency of the QPRC approach in modelling the dynamics of atomic systems coupled to cavities of various quality, atomic systems in photonic band gap materials, and open quantum systems challenges. The QPRC was very efficient in producing accurate representations of capturing the complexities of the quantum dynamics of these systems, even with a small amount of training data. The physical platform introduced here for QPRC paves the way for a new approach to scalable quantum machine learning, vastly outperforming conventional recurrent neural network approaches.
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