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Abstract

A set $Q$ in $\mathbb{Z}_+^d$ is a lower set if $(k_1, \ldots, k_d) \in Q$ implies $(l_1, \ldots, l_d) \in Q$ whenever $0 \leq l_i \leq k_i$ for all $i$. We derive new and refine known results regarding the cardinality of the lower sets of size $n$ in $\mathbb{Z}_+^d$. Next we apply these results for universal discretization of the $L_2$-norm of elements from $n$-dimensional subspaces of trigonometric polynomials generated by lower sets.
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1 Introduction

We consider here sets \( Q \subset \mathbb{Z}_d^+ \) with the following property: if \( \mathbf{k} = (k_1, \ldots, k_d) \in Q \) then the box \( \prod_{j=1}^d [0, k_j] \cap \mathbb{Z}_d^+ \) also belongs to \( Q \).

These sets were used in the 1980s in the multivariate approximation of periodic functions in [23], where they were identified as \( Q \) has the property \( S \). Recently, sets with this property – now called the lower sets or the downward closed sets – have become important in stochastic PDEs [7, 8], in sparse multivariate approximation [6, 9, 10, 20], and in the multivariate Lagrange interpolation [14].

To this end, we point out that, actually, the lower sets constitute the well-known and extensively studied part of the number theory known as integer partitions [1], and the latter also got further applications (and further results) in statistical physics [15, 19].

The purpose of this paper is two-fold.

Firstly, we derive new and refine previous results regarding the cardinality of the lower sets in \( \mathbb{R}_d \) of size \( n \).

Secondly, we apply those results to the so-called problem of universal discretization of the \( L_2 \)-norm of a function from a set of \( n \)-dimensional trigonometric subspaces generated by lower sets.

**Definition 1.1** (Lower set). A lower set \( Q \) in \( \mathbb{R}_d \) is a set of non-negative integer points \( \mathbf{k} = (k_1, \ldots, k_d) \in \mathbb{Z}_d^+ \) such that

\[
\mathbf{k} = (k_1, \ldots, k_d) \in Q \Rightarrow \mathbf{k}' \in Q \text{ if } \mathbf{k}' = (k_1', \ldots, k_d') \in \mathbb{Z}_d^+ \text{ and } 0 \leq k_i' \leq k_i \text{ } \forall i.
\]

We denote by \( L_d(n) \) the set of all lower sets in \( \mathbb{R}_d \) of size \( n \),

\[
L_d(n) := \{ Q \subset \mathbb{Z}_d^+ : Q \text{ is a lower set, and } |Q| = n \},
\]

and by \( p_d(n) \) the cardinality of \( L_d(n) \),

\[
p_d(n) := |L_d(n)|.
\]

As mentioned above, these sets are used in sparse multivariate approximation in \( \mathbb{R}_d \) by algebraic and trigonometric polynomials which belong to the \( n \)-dimensional subspaces spanned by multinomials whose powers form a lower set (of size \( n \)).

Sometimes, it is more convenient to consider positive lower sets, i.e., the sets which are obtained from the lower sets with shift by the unit vector \( \mathbf{1} = (1,1,\ldots,1) \).
Definition 1.2 (Positive lower set). A positive lower set $P$ in $\mathbb{R}^d$ of size $n$ is a set of positive integer points $k = (k_1, \ldots, k_d) \in \mathbb{N}^d$ such that

$$k = (k_1, \ldots, k_d) \in P \Rightarrow k' \in P \text{ if } k' \in \mathbb{N}^d \text{ and } 1 \leq k_i' \leq k_i \ \forall i$$

and $|P| = n$.

In other words, if an integer point $k \in \mathbb{N}^d$ belongs to a positive lower set $P$, then the hypercube $H_k = \prod_{i=1}^d [0, k_i] \cap \mathbb{N}^d$ also belongs to $P$. Thus, any positive lower set $P$ is a union of some finite number of hypercubes $H_k$ in $\mathbb{N}^d$.

With a slightly different definition, the positive lower sets in $\mathbb{N}^d$ are well-known in number theory as integer partitions, with a vast literature on this subject (though restricted mainly to the cases $d = 2$ and $d = 3$), see [1].

Definition 1.3 (Integer partition in $\mathbb{R}^d$). An integer partition $P$ of $n \in \mathbb{N}$ in $\mathbb{R}^d$ is any representation of $n$ in the form

$$n = \sum_{k \in \mathbb{N}^{d-1}} n_k, \quad \text{where } n_k \in \mathbb{N} \text{ and } n_{k'} \geq n_k \text{ if } 1 \leq k'_i \leq k_i \ \forall i, \ 1 \leq i \leq d-1.$$

(1.1)

We may visualize an integer partition $P$ of $n \in \mathbb{N}$ in $\mathbb{R}^d$ as a union of stacks of $d$-dimensional unit cubes, where each stack consists of $n_k$ cubes one over the other, with the lowest one having the $(d - 1)$-dimensional base centered at $k - \frac{1}{2}$.

Now, with any $d$-dimensional partition of $n$ (that satisfies (1.1)),

$$n = \sum_{k \in \mathbb{N}^{d-1}} n_k,$$

we can identify the set of points $\widehat{k} \in \mathbb{N}^d$ by the rule

$$\left(n_k \in \mathbb{N}, \ k = (k_1, \ldots, k_{d-1}) \in \mathbb{N}^{d-1}\right) \rightarrow \widehat{k} = (k_1, \ldots, k_{d-1}, 1 \leq k_d \leq n_k) \in \mathbb{N}^d,$$

and clearly this gives a one-to-one correspondence between integer partitions of $n$ in $\mathbb{R}^d$ and positive lower sets of size $n$ in $\mathbb{R}^d$.

Besides number theory, integer partitions also prominently appear in statistical mechanics (see [3, 19]), and in studying the so-called lattice animals.
(also known as polyominoes) [4]. In fact, all known results about the cardinality \( p_d(n) \) of integer partitions for high dimensions \( d > 3 \) were obtained by those working in these areas.

We also mention that, from the definition, it follows that an integer partition is a monotonely decreasing integer-valued function of \( d \) integer arguments, and this connection was studied in [5].

1.1. Integer partitions for \( d \leq 4 \).

1) A linear or two-dimensional partition of a positive integer \( n \) is given by a formula

\[
n = n_1 + n_2 + \cdots + n_k, \quad \text{where } n_i \geq n_{i+1}.
\]

The asymptotic number of all such partitions \( p_2(n) \) as \( n \to \infty \) is given by the celebrated Hardy-Ramanujan result [16] (1918),

\[
p_2(n) \sim \frac{1}{4n\sqrt{3}} \exp(\alpha_2 \sqrt{n}), \quad \alpha_2 = 2\zeta(2)^{1/2} = \pi \sqrt{\frac{2}{3}}, \tag{1.2}
\]

so that

\[
\lim_{n \to \infty} \frac{\ln p_2(n)}{n^{1/2}} = \alpha_2 \approx 2.565099. \tag{1.3}
\]

Here, \( \zeta(s) := \sum_{n=1}^{\infty} \frac{1}{n^s} \) is the Riemann zeta-function. Actually, the asymptotic bound provides an upper bound for all \( n \) [22], namely

\[
p_2(n) \leq e^{\alpha_2 \sqrt{n}}, \quad n \in \mathbb{N}. \tag{1.4}
\]

2) Similarly, a plane or three-dimensional partition of \( n \in \mathbb{N} \) is given by a formula

\[
n = \sum_{i,j} n_{i,j}, \quad \text{where } n_{i,j} \geq n_{i+1,j}, n_{i,j} \geq n_{i,j+1}.
\]

In this case the asymptotics (as \( n \to \infty \)) was found by Wright [26] (1931)

\[
p_3(n) \sim c_3 n^{-25/36} \exp \left( \alpha_3 n^{2/3} \right), \quad \alpha_3 = \frac{3}{2} \left( 2\zeta(3) \right)^{1/3}, \tag{1.5}
\]

with explicitly given constant \( c_3 \) and the following numerical value for \( \alpha_3 \)

\[
\lim_{n \to \infty} \frac{\ln p_3(n)}{n^{2/3}} = \alpha_3 \approx 2.00945. \tag{1.6}
\]
3) Finally, a solid or four-dimensional partition of \( n \) is given by a formula

\[
n = \sum_{i,j,k} n_{i,j,k}, \quad \text{where} \quad n_{i,j,k} \geq \max \left( n_{i+1,j,k}, n_{i,j+1,k}, n_{i,j,k+1} \right).
\]

In that case, the exact asymptotics as \( n \to \infty \) is unknown. There was a conjecture [3, Conjecture 3.1] that, similarly to the cases \( d = 2, 3 \) in (1.2) and (1.5), it should be given for all \( d \geq 2 \) by the following expression

\[
\alpha_d := \lim_{n \to \infty} \frac{\ln p_d(n)}{n^{1-1/d}} = \frac{d}{d-1} \left[ (d-1)\zeta(d) \right]^{1/d} =: \rho_d.
\]  

However, that cannot be true for large \( d \), since \( \rho_d \to 1 \) as \( d \to \infty \), whereas we show in this paper (Theorem 1.5) that \( \alpha_d > \frac{d}{(d-1)^{d-1}} \ln 2 \to e \ln 2 = 1.8841 \). In fact, from our lower estimate, it follows that

\[
\alpha_d > \rho_d \quad \text{for} \quad d \geq 8.
\]

Also, for \( d = 4 \), the Monte-Carlo simulations [13] produced for \( \alpha_4 \) a different value,

\[
\alpha_4 = \lim_{n \to \infty} \frac{\ln p_4(n)}{n^{3/4}} \approx 1.822, \quad \rho_4 \approx 1.78982.
\]  

1.2. Integer partitions for \( d > 3 \). For \( d > 3 \), Bhatia, Prasad and Arora [4] (1997) proved that, for a fixed \( d \) and for sufficiently large \( n \), we have

\[
C_1(d) \leq \frac{\ln p_d(n)}{n^{1-1/d}} \leq C_2(d), \quad n > n_d,
\]  

with some constants \( C_1(d), C_2(d) \) that depend on \( d \). However, they did not write down explicitly the nature of this dependence, and we will comment on the bounds that can be obtained from their work in Remarks 4.2 and 3.2.

Note also that some papers (e.g. [3]) claim that in [4] existence of the limit \( \lim_{n \to \infty} \frac{\ln p_d(n)}{n^{1-1/d}} \) was proved, but that was not the case. In this paper, we use the same limit notation but we mean by that “lim sup” for the upper bounds, and “lim inf” for the lower bounds.

In [10], Cohen, Migliorati and Nobile, while studying lower sets, proved that, uniformly in \( d \) and \( n \), we have

\[
p_d(n) \leq 2^{dn}, \quad p_d(n) \leq d^{n-1}(n-1)!
\]
whichever bound is better.

We mention that, with exception of the upper bound (1.4) for \( d = 2 \), estimates (1.10) were the only explicit upper bounds for \( p_d(n) \) obtained so far – all previous estimates for the cardinality of integer partitions for \( d \geq 3 \) were asymptotic, with dimension \( d \) being fixed and the value of \( n \) (which is being partitioned) going to infinity.

Also, there were several results concerning calculation of the exact values of \( p_d(n) \) for relatively small \( n \) (those values grow very fast with \( n \)). The basis for these calculations is the Knuth algorithm [18], with several important contributions from Govindarajan et al. [3, 13, 15]. In the arXiv version of [15], a table with the values of \( p_d(n) \) is given for all \( d \leq 11 \) and \( n \leq 24 \).

1.3. New results. In this paper, we improve the upper estimates (1.10), and we also find explicit expressions for constants \( C_1(d), C_2(d) \) in (1.9) such that (1.9) is valid not just for large \( n > n_d \) with unspecified \( n_d \), but for all \( n \in \mathbb{N} \).

Our first result provides lower and upper bounds which are uniform in \( d \) and \( n \), and which improve the bounds (1.10) by Cohen-Migliorati-Nobile.

**Theorem 1.4.** For any \( d \geq 2 \) and \( n \in \mathbb{N} \), we have

\[
\frac{1}{(n-1)!} d^{n-1} < p_d(n) \leq d^{n-1}.
\]

Thus, for a fixed \( n \in \mathbb{N} \), we have

\[ p_d(n) \asymp d^{n-1}, \quad \text{as} \quad d \to \infty. \]

Actually, it follows from results of Atkin et al. [2] that

\[ p_d(n) = \frac{d^{n-1}}{(n-1)!} + O(d^{n-2}), \quad \text{as} \quad d \to \infty. \]

Our second result is a refinement of (1.9). We follow the same scheme as suggested by Bhatia, Prasad and Arora [4] but we make substantial efforts to find explicit expressions for the constants involved, as well as to get the result valid for all \( n \in \mathbb{N} \).

**Theorem 1.5.** For any \( d \geq 2 \) and \( n \geq 2 \), we have

\[ C'_{d,n} \leq \frac{\ln p_d(n)}{n^{1-1/d}} \leq C_d, \]
where
\[ C'_{d,n} = \left(1 - \min\left\{ \frac{d}{d+1}, cn^{-1/d} \right\} \right)^2 \lambda_d \ln 2, \quad \lambda_d := \frac{d}{(d!)^{1/d}}, \]
\[ C_d = \alpha_2 d^{\ln d}, \quad \alpha_2 = \pi \sqrt{\frac{2}{3}}. \tag{1.11} \]

In particular, for \( \alpha_d := \lim_{n \to \infty} \frac{p_d(n)}{n^{1-1/d}} \), we have the following lower and upper bounds
\[ \frac{d}{(d!)^{1/d}} \ln 2 < \alpha_d < \alpha_2 d^{\ln d}. \tag{1.12} \]

We note that, from our lower bound, it follows that
\[ \lim_{d \to \infty} \alpha_d > e \ln 2 \approx 1.8841 > 1.822 \approx \alpha_4, \]
and that means that either the value of \( \alpha_4 \) in (1.8) is wrong, or if it is correct, then the numbers
\[ \alpha_d = \lim_{n \to \infty} \frac{\ln p_d(n)}{n^{1-1/d}} \]
do not decrease monotonically in \( d \) as the values \( \alpha_2 > \alpha_3 > \alpha_4 \) in (1.3), (1.6), (1.8) may suggest.

We do not know if \( \alpha_d \)'s actually increase with large \( d \) as the upper estimate in (1.12) implies, but even if they do, we believe that it happens at a much slower rate than given in (1.12).

Theorem 1.4 is proved in Section 2, and Theorem 1.5 in Sections 3-4. In Section 5, we apply these results to derive a bound for the cardinality of the so-called universal discretization point set \( (\xi_i)_{i=1}^m \) for collection of trigonometric polynomials in \( d \) variables whose harmonics form a lower set of size \( n \).

## 2 Proof of Theorem 1.4

We split Theorem 1.4 in two parts – the upper and the lower estimates.

**Theorem 2.1.** We have
\[ p_d(n) \leq d^{m-1}. \tag{2.1} \]
Proof. The proof is by induction on \(d\).

1) For \(d = 2\), we may partition \(n\) as follows. Firstly we write

\[
n = \overbrace{1 + 1 + 1 \cdots + 1 + 1}^{n \text{ times}}
\]

and then we form a partition of \(n\) in \(k\) summands as \(n = n_1 + n_2 + \cdots + n_k\) by putting \(k - 1\) splits in the sum above

\[
n = \overbrace{1 + \cdots + 1}^{n_1} \oplus \overbrace{1 + \cdots + 1}^{n_2} \oplus \cdots \oplus \overbrace{1 + \cdots + 1}^{n_k}
\]

For each \(k\) we have \(\binom{n-1}{k-1}\) places where to put the split in, so the total number of such (non-ordered) partitions is clearly

\[
\sum_{k=1}^{n} \left( \binom{n-1}{k-1} \right) = 2^{n-1}.
\]

Therefore, since integer partitions are the ordered ones, we have

\[
p_2(n) \leq 2^{n-1}.
\]

2) Assuming induction hypothesis to be true for \(d\), we make the cuts of each \((d + 1)\)-dimensional partition along the hyperplanes perpendicular to the \(x_1\)-axis, say. Let there be \(k - 1\) such cuts, with each \(d\)-dimensional part containing \(n_i\) points, with \(\sum_{i=1}^{k} n_i = n\). Then the total number of \((d + 1)\)-dimensional partitions can be estimated as follows,

\[
p_{d+1}(n) \leq \sum_{k=1}^{n} \left( \binom{n-1}{k-1} \right)^k \prod_{i=1}^{k} p_d(n_i) \tag{2.1}
\]

\[
\leq \sum_{k=1}^{n} \left( \binom{n-1}{k-1} \right)^k d^{n-1}
\]

\[
= \sum_{k=1}^{n} \left( \binom{n-1}{k-1} \right) d^{n-k}
\]

\[
= \sum_{k=1}^{n} \left( \binom{n-1}{k-1} \right) d^{(n-1)-(k-1)} \cdot 1^{k-1}
\]

\[
= (d + 1)^{n-1}.
\]
This proves the upper bound for \( d + 1 \), hence the theorem. \( \Box \)

For the lower bound, we will use the following well-known lemma.

**Lemma 2.2.** Let \( w_d(m) \) be the number of ways of distributing \( m \) balls between \( d \) ordered boxes. Then

\[
    w_d(m) = \binom{m + (d - 1)}{d - 1}.
\]  

**Theorem 2.3.** We have

\[
    p_d(n) \geq \binom{(d - 1) + (n - 1)}{n - 1} = \frac{1}{(n - 1)!} d(d+1) \cdots (d+n-2) \geq \frac{1}{(n - 1)!} d^{n-1}.
\]

**Proof.** We obtain the lower bound as the cardinality of the subset of lower sets where all the points lie on coordinate axes. This means that we put the first point at the origin, and then distribute the remaining \( n - 1 \) points along \( d \) axes. This gives the required bound using the lemma above. \( \Box \)

### 3 Proof of Theorem 1.5: the lower bound

**Theorem 3.1.** For any \( d \geq 2 \) and \( n \geq 2 \), we have

\[
    \frac{\ln p_d(n)}{n^{1-1/d}} \geq C'_d = \left(1 - \min\left\{\frac{d}{d+1}, e n^{-1/d}\right\}\right)^2 \lambda_d \ln 2,
\]

where

\[
    \lambda_d := \frac{d}{(d!)^{1/d}} \to e \quad (d \to \infty).
\]

**Proof.** 1) Given \( m \in \mathbb{Z}_+ \), consider the sets

\[
    A_m := \{ k \in \mathbb{Z}_+^d : k_1 + k_2 + \cdots + k_d = m \},
\]

and

\[
    B_m := \{ k \in \mathbb{Z}_+^d : k_1 + k_2 + \cdots + k_d \leq m \}.
\]

So, for \( d = 2 \), \( B_m \) is a staircase, for \( d = 3 \) it is a pyramid, etc. Clearly, \( B_m \) is a lower set, and \( A_m \) may be viewed as a set of “corners” (or vertices) of \( B_m \).
2) Let \( a_m \) and \( b_m \) be the cardinality of \( A_m \) and \( B_m \), respectively,
\[
a_m := |A_m|, \quad b_m := |B_m|.
\]
If we remove any number of corner points (vertices) from \( B_m \), then the remaining set of points will form a lower set as well, so collection of all such sets (where any corner is either “in” or “out”) has the cardinality \( 2^{a_m} \).

3) Next, given \( n \geq 2 \), we choose \( m \in \mathbb{Z}_+ \) (note that \( b_0 = 1 \)) such that
\[
b_m < n \leq b_{m+1},
\]
and with such an \( n \) we take all the lower sets constructed in step 2 above which contain the point (corner) \((m, 0, \ldots, 0)\) (i.e. this corner is always “in”). All these lower sets are subsets of \( B_m \), with \( < n \) points in any of them, and we put all the remaining points along \( x_1 \)-axis above the vertex \((m, 0, \ldots, 0)\), so that the total cardinality of any such set is exactly \( n \). This gives
\[
p_d(n) \geq 2^{a_m-1} = \frac{1}{2} 2^{a_m}.
\]
We can choose any of the \( d \) axes where to keep the corner and put remaining points on, hence
\[
p_d(n) \geq \frac{d}{2} 2^{a_m} \geq 2^{a_m}.
\] (3.2)
It remains to find relation between \( a_m \) and \( n \).

4) From the definition (3.1) of \( A_m \), we see that \( a_m := |A_m| \) is the number of ways of putting \( m \) balls into \( d \) boxes, hence by Lemma 2.2
\[
a_m = \binom{m + (d-1)}{d-1}.
\]
and respectively,
\[
b_m = \sum_{s=0}^m a_s = \sum_{s=0}^m \binom{s + (d-1)}{d-1} = \binom{m + d}{d} = \frac{(m + 1) \cdots (m + d)}{d!}.
\]
We also have
\[
b_m = a_m \frac{m + d}{d}, \quad b_m d! \leq (m + d)^d.
\] (3.3)
5) Further,

\[
b_m^{1-1/d} = \frac{b_m^{1/d}}{b_m} = a_m \frac{m + d}{d} \frac{(d!)^{1/d}}{[(m + 1) \cdots (m + d)]^{1/d}} \leq a_m \frac{(d!)^{1/d}}{d} \frac{m + d}{m + 1},
\]

hence, with \( \lambda_d = \frac{d}{(d!)^{1/d}} \),

\[a_m \geq \lambda_d \frac{m + 1}{m + d} b_m^{1-1/d}.\]

Since \( b_m = b_{m+1} \frac{m+1}{m+d+1} \), we get

\[a_m \geq \lambda_d b_{m+1}^{1-1/d} \frac{m + 1}{m + d} \left( \frac{m + 1}{m + d + 1} \right)^{1-1/d} > \lambda_d b_{m+1}^{1-1/d} \left(1 - \frac{d}{m + d + 1} \right)^2.\]

6) To estimate the last factor, we use

\[b_{m+1} \geq n \Rightarrow m + d + 1 \geq [b_{m+1} d!]^{1/d} \geq (nd!)^{1/d},\]

hence

\[\frac{d}{m + d + 1} \leq \min \left\{ \frac{d}{d + 1}, \frac{d}{(d!)^{1/d} n^{1/d}} \right\} \leq \min \left\{ \frac{d}{d + 1}, \frac{e}{n^{1/d}} \right\},\]

and we obtain

\[a_m > \lambda_d n^{1-1/d} \left(1 - \min\left\{ \frac{d}{d + 1}, en^{-1/d} \right\} \right)^2.\]

It follows now from (3.2) that

\[\frac{\ln p_d(n)}{n^{1-1/d}} > \left(1 - \min\left\{ \frac{d}{d + 1}, en^{-1/d} \right\} \right)^2 \lambda_d \ln 2,\]

and that proves the theorem. \( \square \)

Remark 3.2. Let us compare our lower bound for \( p_d(n) \) with the one that can be derived from the proof of Bhatia et al. [4]. With \( \alpha_d = \lim_{n \to \infty} \frac{\ln p_d(n)}{n^{1-1/d}} \), the proof in [4] implies that for \( d \to \infty \) we have \( \alpha_d > \left(\frac{2}{d-1}\right)^{1-1/d} \ln 2 \to 0 \), whereas for our bound \( \alpha_d > \frac{d}{(d!)^{1/d}} \ln 2 \to e \ln 2 \approx 1.8841 \). Not only ours is a better bound, it also shows that conjecture (1.7) is wrong, and that monotonic decrease of \( \alpha_d \) is questionable (as pointed out in Introduction).
4 Proof of Theorem 1.5: upper estimate

Theorem 4.1. For all $d \geq 2$ and all $n \in \mathbb{N}$, we have

$$p_d(n) \leq (\gamma_d)^{n^{1-1/d}}, \quad \gamma_d = (\beta_2)^{d^{2n/d}},$$

(4.1)

where

$$\beta_2 = e^{\alpha_2} = e^{\pi\sqrt{2/3}} \approx 13.0019$$

is the Hardy-Ramanujan constant in (1.2) for $d = 2$.

Proof. The proof is by induction on $d$, with the statement being true for $d = 2$, since by (1.4)

$$p_2(n) \leq (\beta_2)^{\sqrt{n}}, \quad \text{and} \quad \beta_2 < \gamma_2 = (\beta_2)^{2n^2}.$$ 

So, given $d \geq 3$, assume that (4.1) holds for the value $d - 1$, namely for all $n \in \mathbb{N}$ we have

$$p_{d-1}(n) \leq (\gamma_{d-1})^{(d-1)^{(n-1)/d}}, \quad \gamma_{d-1} = (\beta_2)^{(d-1)^{(n-1)/d}}.$$ 

(4.2)

1) Firstly, we claim that

(i) $d^{\sigma_1 d} \leq \gamma_{d-1}, \quad \sigma_1 = 1.25,$

(ii) $d^{\sigma_2 d} \leq \gamma_d, \quad \sigma_2 = 2.6.$

(4.3)

Indeed, let us rewrite the first inequality (i) in the equivalent form

$$d^{\sigma_1 d} \leq \gamma_{d-1} \Leftrightarrow d^{\sigma_1 d} \leq e^{\alpha_2(d-1)^{(n-1)/d}} \Leftrightarrow \sigma_1 \leq \frac{\alpha_2(d-1)^{(n-1)/d}}{d \ln d} =: f_1(d).$$

It is easy to verify that $f'_1 > 0$ for $d \geq 3$, hence with $\sigma_1 < f_1(3) \approx 1.2583$, we have $\sigma_1 < f_1(d)$, and part (i) of (4.3) follows.

Similarly, for the second inequality (ii) in (4.3), we need $\sigma_2 \leq \frac{\alpha_2 d^{2n/d}}{d \ln d} =: f_2(d)$, where also $f'_2 > 0$ for $d \geq 3$, so we can take $\sigma_2 < f_2(3) \approx 2.6020$.

2) From estimate (2.1), and from (4.3), it follows that if $n < (\sigma_2 d)^d$, then

$$p_d(n) < d^n = d^{n^{1/d}n^{1-1/d}} < d^{\sigma_2 d} n^{1-1/d} < \gamma_d^{n^{1-1/d}},$$

hence (4.1) is true. Therefore, from now on we assume that

$$n \geq (\sigma_2 d)^d.$$ 

(4.4)
3) For a positive lower set $A$ of size $n$ let $m_0$ be the largest integer such that $A$ contains the point $m_0 = (m_0, m_0, \ldots, m_0) \in \mathbb{N}^d$. Since $|A| = n$, we clearly have

$$m_0 \leq m_1 := \lfloor n^{1/d} \rfloor.$$  

Then $A$ is contained in the union of $m_2 := dm_1$ hyperplanes

$$\{x_1 = 1\}, \ldots, \{x_d = 1\}, \{x_1 = 2\}, \ldots, \{x_d = 2\}, \cdots \{x_1 = m_1\}, \ldots, \{x_d = m_1\}.$$

Next, we start to cut $A$ into $(d - 1)$-dimensional slices (orthogonal to one of the coordinate axes) choosing each time the hyperplane at the direction where it contains the largest number of remaining points from $A$. Let this number be $n_i$ at the $i$-th step, so that $\sum_{i=1}^{m_2} n_i = n$ and $n_i \geq n_{i+1}$.

The number $w$ of ways (directions) in which such $m_2$ hyperplanes can appear in our algorithm is trivially bounded by

$$w \leq d^{m_2} = d^{dm_1},$$

as at each of possible $m_2$ steps we can make a cut in no more than $d$ directions.

At the $i$-th step, the $(d - 1)$-dimensional slice contains $n_i$ points which form a positive lower set in $\mathbb{R}^{d-1}$, so we have $p_{d-1}(n_i)$ possibilities in this slice, hence the total number of possible lower sets in $d$ dimensions for each particular arrangement of slices will be bounded by $\prod_{i=1}^{m_2} p_{d-1}(n_i)$. (Many of the resulting sets in $\mathbb{R}^d$ will not be lower sets, so this is a rather rough upper bound.)

Thus, we obtain

$$p_d(n) \leq d^{m_2} \sum' \prod_{i=1}^{m_2} p_{d-1}(n_i).$$  (4.5)

Now, we estimate (and explain) all the factors involved.

4) For the first factor, we have

$$d^{m_2} = d^{dm_1} \leq d^{dn^{1/d}}.$$  (4.6)

5) For the sum, by construction, we have $n_i \geq n_{i+1}$ and $\sum_{i=1}^{m_2} n_i = n$, i.e., the sum in (4.5) extends over all values of $n_i$ which form an integer (linear) partition of $n$ in no more than $m_2$ summands. By the upper bound (1.4) for linear partitions (with any number of summands), we have

$$\sum' 1 \leq (\beta_2)n^{1/2}.$$  (4.7)
6) For the product in (4.5), using the induction hypothesis (4.2), we obtain
\[
\prod_{i=1}^{m_2} p_{d-1}(n_i) \leq \prod_{i=1}^{m_2} (\gamma_{d-1})^{n_i^{1-1/(d-1)}} = \gamma_d^s, \quad s = \sum_{i=1}^{m_2} n_i^{1-1/(d-1)}.
\]
To estimate \(s\), we apply the Hölder inequality
\[
\sum_{i=1}^{N} |a_i| \leq N^{1/p} \left\{ \sum_{i=1}^{N} |a_i|^q \right\}^{1/q}, \quad 1/p + 1/q = 1,
\]
with \(1/p = 1/(d-1), 1/q = 1 - 1/(d-1), a_i = n_i^{1/q}\) and \(N = m_2 \leq dn^{1/d}\). This gives
\[
s = \sum_{i=1}^{m_2} n_i^{1-1/(d-1)} \leq (dn^{1/d})^{1/(d-1)} \left( \sum_{i=1}^{m_2} n_i \right)^{1-1/(d-1)}
= (dn^{1/d})^{1/(d-1)} \cdot n^{1-1/(d-1)}
= d^{1/(d-1)} n^{1-1/d},
\]
i.e.,
\[
\prod_{i=1}^{m_2} p_{d-1}(n_i) \leq (\gamma_{d-1})^{d^{1/(d-1)} n^{1-1/d}}. \tag{4.8}
\]
7) So, from (4.5), using (4.6)-(4.8), we obtain
\[
p_d(n) \leq (\beta_2)^{n^{1/2}} d^{n^{1/d}} \cdot (\gamma_{d-1})^{d^{1/(d-1)} n^{1-1/d}} =: (\lambda_d)^{n^{1-1/d}}, \tag{4.9}
\]
where
\[
\lambda_d = (\beta_2)^{1/n^{1/2-1/4}} \cdot d^{d^{1/(2-2)}} \cdot (\gamma_{d-1})^{d^{1/(d-1)}}. \tag{4.10}
\]
8) Let us bring all the factors in (4.10) to the powers of \(\gamma_{d-1}\). By (4.2) and (4.3), we have
\[
\beta_2 = (\gamma_{d-1})^{1/(d-1) ln(d-1)}, \quad d^d < (\gamma_{d-1})^{1/\sigma_1},
\]
and from (4.4)
\[
n > (\sigma_2 d)^d \quad \Rightarrow \quad \frac{1}{n^{1/(d-1)}} < \frac{1}{(\sigma_2 d)^{d/(d-1)}}, \quad \frac{1}{n^{1-2/d}} < \frac{1}{(\sigma_2 d)^{d-2}}.
\]
It follows from (4.10) that
\[ p_d(n) < \left( \gamma_{d-1}^{r(d)} \right)^{n^{1-1/d}} \]
where
\[ r(d) = \frac{1}{(\sigma_2 d)^{d/2-1}(d-1)^{\ln(d-1)}} + \frac{1}{\sigma_1 (d^2 - 2) + d^{1/(d-1)}}. \quad (4.11) \]
Thus, to prove that \( p_d(n) < \gamma_d^{n^{1-1/d}} \), we need to check the inequality
\[ (\gamma_{d-1})^{r(d)} < \gamma_d \iff (d-1)^{\ln(d-1)} r(d) < d^{\ln d} \iff r(d) < \frac{d^{\ln d}}{(d-1)^{\ln(d-1)}}. \quad (4.12) \]

9) We remind that in (4.11), we have the values \( \sigma_1 = 1.25, \sigma_2 = 2.6 \).
If \( d = 3 \), then
\[ r(3) = \frac{1}{(2.6 \cdot 3)^{1/2} \ln 2} + \frac{1}{1.25 \cdot 2.6 \cdot 3} + 3^{1/2} < 2.057, \]
and
\[ \frac{3^{\ln 3}}{2^{\ln 2}} > 2.06, \]
so (4.12) is true.
If \( d \geq 4 \), then \( \ln(d-1) > 1 \), hence \( (d-1)^{\ln(d-1)} > d - 1 \geq \frac{3}{4} d \), and for the first term in (4.11) we have
\[ \frac{1}{(\sigma_2 d)^{d/2-1}(d-1)^{\ln(d-1)}} < \frac{1}{2.6 d \cdot 0.75 d} < \frac{0.6}{d^2}, \]
whereas for the second,
\[ \frac{1}{\sigma_1 (d^2 - 2)} < \frac{1}{1.25 (2.6 d)^2} < \frac{0.2}{d^2}, \]
so from (4.11) we obtain
\[ r(d) < \frac{1}{d^2} + d^{1/(d-1)}. \quad (4.13) \]

From the inequality
\[ (x + 1)^{1/m} - x^{1/m} > (t^{1/m})'\big|_{t=x+1} = \frac{1}{m(x+1)^{1-1/m}} > \frac{1}{m(x+1)}, \]
it follows that
\[(d + 1)^{1/(d-1)} - d^{1/(d-1)} > \frac{1}{(d - 1)(d + 1)} > \frac{1}{d^2},\]
therefore, from (4.13),
\[r(d) < \frac{1}{d^2} + d^{1/(d-1)} < (d + 1)^{1/(d-1)}.\] (4.14)

10) Thus, to prove (4.12) for \(d \geq 4\), we need to prove that
\[(d + 1)^{1/(d-1)} < \frac{d^{\ln d}}{(d - 1)^{\ln(d-1)}}.\]
Taking natural logarithm of both sides, we obtain
\[
\frac{\ln(d + 1)}{d - 1} < \ln^2 d - \ln^2(d - 1),
\]
and this is true since
\[
\ln^2 d - \ln^2(d - 1) > (\ln^2 x)' \bigg|_{x=d} = \frac{2 \ln d}{d},
\]
and \(\frac{2 \ln d}{d} > \frac{\ln(d+1)}{d-1}\) for \(d \geq 4\).

**Remark 4.2.** Now we compare our upper bound for \(p_d(n)\) with the bound that can be obtained following the proof of Bhatia et al. [4]. Our proof is following the arguments in [4] up to Eq (4.9), and they obtained an asymptotic bound for \(p_d(n)\), the constant \(C_2(d)\) in (1.9), by iterating (4.9).

Such an iteration of (4.9) (with respect to \(d\), besides the highest exponent of order \(n^{1-1/d}\), produces also a growing number of other exponents of lower order which look as follows

\[
\begin{align*}
  d = 2, & \quad c_{2,1}^{n^{1/2}}, \\
  d = 3, & \quad c_{3,1}^{n^{1/3}}, c_{3,2}^{n^{1/2}}, c_{3,3}^{n^{2/3}}, \\
  d = 4, & \quad c_{4,1}^{n^{1/4}}, c_{4,2}^{n^{1/2}}, c_{4,3}^{n^{5/8}}, c_{4,4}^{n^{3/4}}, \\
  d = 5, & \quad c_{5,1}^{n^{1/5}}, c_{5,2}^{n^{2/5}}, c_{5,3}^{n^{1/2}}, c_{5,4}^{n^{3/5}}, c_{5,5}^{n^{7/10}}, c_{5,6}^{n^{4/5}}, \\
  d = 6, & \quad c_{6,1}^{n^{1/6}}, c_{6,2}^{n^{1/3}}, c_{6,3}^{n^{1/2}}, c_{6,4}^{n^{7/12}}, c_{6,5}^{n^{2/3}}, c_{6,6}^{n^{3/4}}, c_{6,7}^{n^{5/6}}.
\end{align*}
\]
Here all the constants $c_{d,k}$ will grow with $d$. For the constant with the highest exponent $n^{1-1/d}$, one can see from (4.9) that $\alpha_d = \lim_{n \to \infty} \frac{\ln p_d(n)}{n^{1-1/d}}$ will grow as follows

$$\alpha_d \leq d^{1/(d-1)}\alpha_{d-1},$$

and this results in the estimate

$$\alpha_d \leq \alpha_2 d^{1/(d-1)}, \quad d \geq 3.$$

It follows then that

$$\ln \alpha_d \leq \ln \alpha_2 + \sum_{k=3}^{d} \frac{\ln k}{k-1}, \quad (4.15)$$

and for the sum one can get the following bound

$$\sum_{k=3}^{d} \frac{\ln k}{k-1} \leq \int_{2}^{d} \frac{\ln x}{x} \, dx + c_1 \leq \frac{1}{2} \ln^2 d + c_2,$$

where $c_1$ and $c_2$ are absolute constants. Thus, the asymptotic behaviour of $p_d(n)$ admits the estimate

$$\alpha_d \leq d^{\frac{1}{2} \ln d} \alpha_2.$$

This is better than our bound $\alpha_d \leq d^{\ln d} \alpha_2$, which follows from (4.1), by the factor $\frac{1}{2}$ at the logarithm $\ln d$.

We note that, from our proof of Theorem 4.1 for the uniform bound, we can extract a similar estimate, namely from (4.14) we could derive

$$\ln \alpha_d \leq \ln \alpha_2 + \sum_{k=3}^{d} \frac{\ln (k+1)}{k-1},$$

which is only slightly larger than (4.15), and will give the same asymptotic bound with factor $\frac{1}{2}$.

We did not go for such improvement for two reasons: firstly, we wanted to have a uniform upper bound to be as simple as possible, and secondly, as we mentioned at the end of Introduction, we believe that the actual value of $\alpha_d$ grows much slower than $d^{\ln d}$ (it may well be bounded by an absolute constant).
5 Universal discretization of the $L_2$ norm of trigonometric polynomials with harmonics in the lower sets

In this section we apply our results on the cardinality of lower sets to the problem of universal sampling discretization. Currently, sampling discretization of integral norms is an actively developing area. For the background and motivation, we refer the reader to the following two recent survey papers on the topic [11] and [17].

Consider the space $L_2(K)$ endowed with some probability measure on the compact set $K \subset \mathbb{R}^d$. Given an $n$-dimensional subspace $U_n \subset L_2(K) \cap C(K)$, the Marcinkiewicz discretization problem consists of finding a discrete point set $\xi = \{\xi_i\}_{i=1}^m$ such that, for any $f \in U_n$, we have

$$c_1 \|f\|_2^2 \leq \frac{1}{m} \sum_{i=1}^m |f(\xi_i)|^2 \leq c_2 \|f\|_2^2,$$

with some constants $c_1, c_2 > 0$ independent of $f$.

Now, suppose that we are given a collection of $n$-dimensional subspaces $U_A := \{U_\alpha\}_{\alpha \in A}$. We call a point set $\xi = \{\xi_i\}_{i=1}^m$ a universal discretization set if, for any $\alpha \in A$ and for any $f \in U_\alpha$, we have

$$c_1 \|f\|_2^2 \leq \frac{1}{m} \sum_{i=1}^m |f(\xi_i)|^2 \leq c_2 \|f\|_2^2,$$

with some constants $c_1, c_2 > 0$ independent of $f$ and $\alpha$.

The following theorem provides an upper estimate for the number $m$ of points $\{\xi_i\}_{i=1}^m$ such that, under certain assumptions regarding the subspaces $U_n$, a universal discretization set for the collection $U_A = \{U_\alpha\}_{\alpha \in A}$ exists. This result readily follows from minor modifications of the arguments preceding Theorem 7.4 in [11].

**Theorem 5.1.** Suppose that each $U_\alpha \in U_A$ is spanned by an orthonormal system $\{u_\alpha^i\}$ that satisfies the so-called Condition E: there exists a constant $B$ such that

$$\sum_{i=1}^n |u_\alpha^i|^2 \leq Bn.$$
Then there exists a universal discretization set $\xi = \{\xi_i\}_{i=1}^m$ such that, for any $\alpha \in A$ and for any $f \in U^n_\alpha$, we have

$$c_1 \|f\|_2^2 \leq \frac{1}{m} \sum_{i=1}^m |f(\xi_i)|^2 \leq c_2 \|f\|_2^2,$$

where

$$m \leq c_3 n \ln(n|A|),$$

and $c_1, c_2, c_3$ depend only on $B$.

Our goal is to find the cardinality $m$ of a universal discretization set $\xi$ for subspaces spanned by orthogonal systems whose indexes are from lower sets in $\mathbb{Z}^d$ of size $n$. By Theorem 5.1, we can estimate this $m$ using the results about the cardinality of the set of all lower sets of size $n$ that we just obtained.

**Theorem 5.2.** For any $n$ and $d$ and any collection of subspaces $\mathcal{U}_A$, which are spanned by orthogonal systems whose indexes are from lower sets in $\mathbb{Z}^d$ of size $n$ and satisfy Condition E, there is a universal discretization set $\xi = (\xi_i)_{i=1}^m \subset K$ with the cardinality $m$ of $\xi$ satisfying the following upper bounds

$$a) \quad p_d(n) \leq d^{n-1} \quad \Rightarrow \quad m \leq c n^2 \ln d,$$

$$b) \quad p_d(n) \leq d^{n-1/d} \quad \Rightarrow \quad m \leq c n^2-1/d d^{\ln d}.$$  \hspace{1cm} (5.1)

**Proof.** By Theorem 5.1,

$$m < c_3 n \ln(n p_d(n)) = c_3 n \ln n + c_3 n \ln p_d(n),$$

and by Theorems 2.1 and 4.1,

$$a) \quad \ln p_d(n) \leq n \ln d, \quad b) \quad \ln p_d(n) \leq \alpha 2^{n-1/d} d^{\ln d},$$

so those term dominate over $\ln n$. \hfill \Box

Let us discuss a specific setting. Let $\{u_k(x)\}_{k=1}^\infty$ be an orthonormal system on $[0, 1]$ endowed with a probability measure $\mu$. Consider $K = [0, 1]^d$ endowed with the probability measure $\mu^d = \mu \times \cdots \times \mu$ and the system $\{u_k(x)\}_{k \in \mathbb{N}^d}$,
where \( k = (k_1, \ldots, k_d), \ x = (x_1, \ldots, x_d), \ u_k(x) := u_{k_1}(x_1) \cdots u_{k_d}(x_d). \) Suppose that \( \alpha \) stands for a lower set of the cardinality \( n. \) Also, assume that for each \( \alpha \) Condition E is satisfied:

\[
\sum_{k \in \alpha} |u_k(x)|^2 \leq Bn.
\]

Then Theorem 5.2 can be applied to this collection. The upper bound for \( m \) provided by Theorem 5.2 might not be optimal. Therefore, it makes sense to compare our bounds (5.1) with the bound that could be obtained by other means. All positive lower sets of size \( n \) are contained in the hyperbolic cross

\[
H_d^n := \{ k \in \mathbb{N}^d : \prod_{i=1}^d k_i \leq n \},
\]

hence, we can get a universal discretization \( \xi \) of all lower sets just by choosing a set of points \( \xi = (\xi_i)_i=1^n \) that discretizes all polynomials with harmonics in the hyperbolic cross \( H_d^n. \) This can be achieved with \( m < c |H_d^n|. \) For the cardinality of \( H_d^n, \) we have a uniform upper bound [21] \( |H_d^n| < n(1+\ln n)^{d-1}, \) hence

\[
m < c |H_d^n| < cn(1 + \ln n)^{d-1}.
\]

(5.2)

It is clear that our estimates (5.1) would be better than that only for large \( d \) and relatively small \( n. \)

Let us find an approximate range of \( n \) and \( d \) when the estimate (a) in (5.1) is superior to (5.2). For simplicity, we change the exponent on the right-hand side of (5.2) from \( d-1 \) to \( d, \) and ignore constants. Thus we need

\[
n^2 \ln d < n(1 + \ln n)^d \quad \Leftrightarrow \quad \frac{(1 + \ln n)^d}{n} > \ln d.
\]

(5.3)

With \( d \) fixed, consider the function \( f(x) := \frac{(1+\ln x)^d}{x}. \) On \([1, \infty), \) it has one local maximum at \( x = e^{d-1}, \) and \( f(x) \to 0 \) as \( x \to \infty, \) and \( f(2) = \frac{(1+\ln 2)^d}{2} > \ln d. \) Thus, if (5.3) is true for \( n = n_0, \) then it is true for all \( 2 \leq n \leq n_0. \)

Taking \( n_0 = d^d, \) we check with (5.3)

\[
\frac{(1 + d \ln d)^d}{d^d} > \ln d,
\]

which is certainly true. We may also take a bit larger \( n_0 = (d \ln d)^d. \)
Thus, for a universal discretization of the lower sets, we have the estimates

\[ m < \begin{cases} 
  cn^2 \ln d, & n < d^d, \\
  cn(1 + \ln n)^{d-1}, & n > d^d.
\end{cases} \]

As to the estimate (b) in (5.1), we see that it is better than (a) when

\[ n^2 \ln d > n^{2-1/d} d^{\ln d} \Leftrightarrow n > d^{\ln d} \]

but then, for such \( n \), it would not beat (5.2).

Remark 5.3. Theorem 5.2 is based on Theorem 5.1, which in turn is a corollary of deep results on random matrices (see the corresponding discussion in [24]). As a result, Theorem 5.1 can be applied to any collection of subspaces of \( L_2(\Omega, \mu) \) spanned by orthogonal systems satisfying Condition E. Clearly, a uniformly bounded orthonormal system satisfies Condition E. In the very recent paper [12] the following more specific collections of subspaces of \( L_2(K, \mu) \) were considered. We formulate that setting in a way convenient for our discussion. Let \( \Phi_N = \{\varphi_i\}_{i=1}^N \) be a uniformly bounded orthonormal system. As a collection for the universal discretization consider

\[ \Sigma_n(\Phi_N) := \left\{ f : f = \sum_{i \in G} c_i \varphi_i, \text{ with any } G \subset [1, N], \ |G| = n \right\}. \]

It was proved in [12] that under the above assumptions one can obtain the universal discretization for the collection \( \Sigma_n(\Phi_N) \) with the following bound on the number of points

\[ m \leq Cn(\log N)^2(\log(2n))^2. \]
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