Quantum and temperature effects on crystal structure of superhydride: A path integral molecular dynamics study
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By classical and path-integral molecular dynamics simulations, we study the pressure-temperature (P-T) phase diagram of LaH10 to clarify the impact of temperature and atomic zero-point motions. We calculate the XRD pattern and analyze the space group of the crystal structures. For 125 GPa ≤ P ≤ 150 GPa and $T = 300 \text{ K}$, we show that a highly symmetric $Fm\overline{3}m$ structure, for which superconductivity is particularly favored, is stabilized only by the temperature effect. On the other hand, for $T = 200 \text{ K}$, the interplay between the temperature and quantum effects is crucial to realize the $Fm\overline{3}m$ structure. For $P = 100 \text{ GPa}$ and $T = 300 \text{ K}$, we find that the system is close to the critical point of the structural phase transition between the $Fm\overline{3}m$ structure and those with lower symmetries.

I. INTRODUCTION

In his seminal paper of 1968, Ashcroft proposed that metallic hydrogen under extremely high pressure will exhibit superconductivity at very high temperatures due to its strong electron-phonon coupling and high phonon frequencies. However, the experimental realization of metallic hydrogen turned out to be a formidable challenge, and it has been a holy grail in the field of high-pressure experiments. On the other hand, when hydrogen atoms are embedded in a network of other elements, the chemical precompression can make a situation similar to that of metallic hydrogen with much lower pressure. Inspired by this idea, a variety of hydrides have been investigated experimentally and theoretically. In particular, numerical simulations have made crucial contributions in searching for thermodynamically and dynamically stable materials and predicting their superconducting transition temperatures ($T_c$'s).

While there have been many reports on the discovery of high $T_c$ hydride superconductors so far, LaH10 is a prototypical hydrogen-based superconductor for which $T_c \sim 250 \text{ K}$ has been observed. Interestingly, its $T_c$ sensitively depends on the crystal structure, and it has been shown that the $Fm\overline{3}m$ structure is exceptionally favorable for phonon-mediated superconductivity. However, this $Fm\overline{3}m$ structure is not robust under low pressure and easily distorts to low-symmetry structures such as $C2/m$ or $R3m$, for which high $T_c$ cannot be expected. In the previous first-principles calculations based on density functional theory (DFT), the critical pressure has been estimated to be higher than ~200 GPa. On the other hand, it has been experimentally suggested that the $Fm\overline{3}m$ structure survives down to ~150 GPa.

For this issue, there are two effects that should be considered seriously but are neglected in standard calculations based on density functional theory. One is the effect of quantum fluctuations of hydrogen nuclei, and the other is that of finite temperature. While the former has been shown to stabilize the $Fm\overline{3}m$ structure, the latter is yet to be fully understood.

For the effect of finite temperature, hydrogen diffusion has been investigated in several studies. While hydrogen atoms can diffuse in the clathrate superhydride Li12MgH16 even at low temperature, protons in LaH10 get diffusive only at temperatures higher than 800 K at 150 GPa. However, this does not necessarily indicate that the temperature effect plays an irrelevant role in determining the symmetry of the crystal structure. Indeed, the temperature is one of the critical parameters for synthesis processes in the experiments, and accurate determination of the pressure-temperature (P-T) phase diagram is highly desired.

To elucidate the finite-T effect on the crystal structure, in the present study, we perform a molecular dynamics (MD) calculation for LaH10 and analyze the symmetry of the crystal structure at thermodynamic equilibrium. When the quantum effect of hydrogen nuclei is neglected, we show that the $Fm\overline{3}m$ structure is stable even at $P = 125 \sim 150 \text{ GPa}$ if the temperature is higher than 300 K. We then take account of the quantum effect by a calculation based on the path integral molecular dynamics (PIMD). We confirm that the quantum effect expands the $Fm\overline{3}m$ phase further in the P-T phase diagram. Significantly, the $Fm\overline{3}m$ structure becomes stable at $P = 125 \sim 150 \text{ GPa}$ and $T = 200 \text{ K}$, consistent with the experimental observation. We also calculate the X-ray diffraction (XRD) spectrum and find that the distortion at $P = 100 \text{ GPa}$ becomes weak in the PIMD calculation. These results indicate that not only the quantum effect but the finite-T effect also plays a crucial role in forming the $Fm\overline{3}m$ structure.

II. METHOD

In order to obtain a thermodynamically stable crystal structures considering the quantum nuclear effect at finite temperature, we performed PIMD simulations. We combined the PIMD and DFT, which is called ab initio PIMD. In this section, we review the scheme of PIMD and explain the simulation details.

Let us consider a $N$-body Hamiltonian with a potential $V$...
given as
\[ H = \sum_{i}^{N} \frac{p_i^2}{2m_i} + V(r_1, \cdots, r_N), \tag{1} \]
where \( p_i, m_i \) and \( r_i \) are the momentum, mass, and position of the \( i \)-th particle, respectively. The partition function of this system can be written as
\[ Z = \text{Tr} \exp(-\beta H), \tag{2} \]
where \( \beta = 1/k_B T \) and \( k_B \) is the Boltzmann constant. By using the Suzuki-Trotter decomposition, this partition function can be written as
\[
Z = \lim_{\beta \to \infty} \prod_{i=1}^{N} \left[ \left( \frac{m_i P_b}{2\pi \hbar} \right)^{3P_b/2} \prod_{j=1}^{P_b} \int dr_{i,j} \exp \left[ -\beta \sum_{j=1}^{P_b} \left[ \sum_{i=1}^{N} \frac{m_i P_b}{2(\beta \hbar)^2} (r_{i,j} - r_{i,j-1})^2 \right. \right.ight.
\left. \left. + \frac{1}{P_b} V(r_{1,j}, \cdots, r_{N,j}) \right] \right] \right]. \tag{3}
\]
We see that the original \( N \) body quantum partition function can be regarded as a \( NP_b \) body classical partition function where the potential is given as
\[
V_{class} = \sum_{j=1}^{P_b} \left[ \sum_{i=1}^{N} \frac{m_i P_b}{2(\beta \hbar)^2} (r_{i,j} - r_{i,j-1})^2 \right. \left. + \frac{1}{P_b} V(r_{1,j}, \cdots, r_{N,j}) \right]. \tag{4}
\]

We performed PIMD simulation\(^{51-53} \) on these \( NP_b \) particles in a system containing four formula units of LaH\(_{10}\) with \( N = 44 \) atoms and \( P_b = 36 \) using the PIMD software package\(^{54} \) and Vienna \textit{ab initio} simulation package (VASP)\(^{55} \) based on the projector-augmented wave (PAW) method\(^{56,57} \). We used the exchange correlation functional in the the generalized-gradient approximation (GGA) proposed by Perdew, Burke and Ernzerhof (PBE)\(^{58,59} \). The cutoff energy was set to be 700 eV, with a \( 4 \times 4 \times 4 \) and \( 6 \times 6 \times 6 \) \( k \)-mesh. Hereafter, we mainly show the results for the \( 6 \times 6 \times 6 \) \( k \)-mesh. The typical time-steps \( \Delta t \) was set to 0.25 \( \sim \) 0.5 fs in the MD calculation. In Fig. 1, we plot the \( P_b \) dependence of the Gibbs free energy of the system. We see that the calculation well converges at both 200 K and 300 K, and the quantum effect (the zero-point energy of the atoms) is accurately considered for \( P_b = 36 \). The convergence with the number of atoms is also checked by examining the crystal structures obtained from classical molecular dynamics simulations with eight formula units of LaH\(_{10}\) for \((P, T) = (150 \text{ GPa, } 300 \text{ K}) \) and \((125 \text{ GPa, } 200 \text{ K}) \). We found that the phase boundary between the symmetric and distorted structures does not change, indicating that the supercell of 44 atoms is large enough to discuss the phase diagram.

In the MD calculation, we move the ions following the electronic potential in the real space. At each step, the resulting crystal structure fluctuates around the ideal crystal structure in thermodynamic equilibrium. In Fig. 2, we plot the time evolution of the volume of the system. We see that the amplitude of the deviation from the equilibrium value is about \( \sim 2 \text{Å} \).
following method. When we obtain a crystal structure at the 
\(n_0\)-th step, we calculate \(F(n_0, n_0 + n_{avg})\), which is a crys-
tal structure averaged from the \(n_0\)-th to \((n_0 + n_{avg})\)-th step. 
For \(n_{avg}\), we took a thousand to several ten thousand steps. 
We then compared the X-ray diffraction (XRD) patterns of 
\(F(n_0, n_0 + n_{avg})\) with several different \(n_0\) and \(n_{avg}\).
The crystal structure is in thermodynamic equilibrium when only 
minor differences in XRD patterns are observed. We did not 
observe the hydrogen diffusion discussed in Ref. 49, because 
the temperatures in our calculations are much lower than that 
in the previous study where the hydrogen diffusion occurs.
On top of the XRD simulation, we determine the space 
group of the obtained averaged crystal structures to dis-
cuss the symmetry of the crystals. We used VESTA 61 for 
XRD simulation and pymatgen module of pymat-
gen.symmetry.analyzer.SpacegroupAnalyzer for the space 
group analysis.

III. RESULTS AND DISCUSSION

Let us first look at the calculated crystal structure of \(\text{LaH}_{10}\) 
obtained from classical MD simulation. In Fig. 3, we com-
pare the structure for \((P, T) = (150 \text{ GPa, } 200 \text{ K})\) and that for 
\((150 \text{ GPa, } 300 \text{ K})\). We see that the former is severely distorted, 
while the latter has a highly symmetric \((Fm\bar{3}m)\) structure.

![Crystal structure of \(\text{LaH}_{10}\) obtained from classical MD simulation for \((150 \text{ GPa, } 200 \text{ K})\) (a) and that for \((150 \text{ GPa, } 300 \text{ K})\) belonging to the space group of \(Fm\bar{3}m\) (b).](image)

In Figs. 4 and 5, we show the X-ray diffraction (XRD) pat-
terns for the time-step-averaged crystal structure calculated by 
the classical and path-integral MD simulation, respectively. 
In Ref. 47, it has been shown that the distorted low-symmetry 
structure with the space group of \(C2\) and \(R\bar{3}m\) show a charac-
teristic split of the peak around \(2\theta = 6.5^\circ\) for the wavelength 
\(\lambda = 0.3344 \text{ Å}\). Hereafter we focus on this peak splitting in 
this region as an indicator of whether the crystal structure is 
distorted or not.

In Fig. 4, we see that the split of the peaks around \(2\theta = 6.5^\circ\) 
exists for \((P, T) = (100 \text{ GPa, } 300 \text{ K}), (125 \text{ GPa, } 200 \text{ K}),\) 
and \((150 \text{ GPa, } 200 \text{ K})\). On the other hand, this split disap-
ppears for \((P, T) = (125 \text{ GPa, } 300 \text{ K})\) and \((150 \text{ GPa, } 300 \text{ K})\). 
Namely, at \(P = 125\) and \(150 \text{ GPa}\), while the crystal struc-
ture is severely distorted at \(T = 200 \text{ K}\), it becomes symmet-
ric at \(T = 300 \text{ K}\). This temperature effect is not effective for 
\(P = 100 \text{ GPa}\) even at \(T = 300 \text{ K}\). As for the monotonic shift 
of the signal along with the pressure change, it can be under-
stood in terms of the systematic compression of the crystal.

In Fig. 5, we show how the synergy effect of the zero-point 
motion of atoms and finite temperature can be seen in the 
PIMD simulation. In contrast with Fig. 4, we see that there 
is no split for \((P, T) = (100 \text{ GPa, } 300 \text{ K}), (125 \text{ GPa, } 200 \text{ K}),\) 
and \((150 \text{ GPa, } 200 \text{ K})\). This result indicates that the symmetric 
\(Fm\bar{3}m\) structure survives even at 100 GPa, if the temperature 
is as high as 300 K. It should be noted that the MD results 
always contain stochastic errors. Therefore, we cannot deter-
mine the space group by just looking at the XRD data. Thus, 
we combine the XRD analysis and space group analysis in the 
present study.

Let us now move on to the space group analysis using the
pymatgen module. In Table I, we list the results for the calculated structures in Figs. 4 and 5. Here, "symprec" is a threshold used to identify the space group. Smaller symprec means that the space group is determined more strictly. If the crystal structure is judged to have a high symmetry only for large symprec, the crystal structure should have some distortion. For example, the space group of the crystal structure obtained by PIMD for \((P, T) = (100 \text{ GPa}, 300 \text{ K})\) is \(Fm\bar{3}m\) only for symprec \(\geq 0.16\). This structure is more strongly distorted than that for \((P, T) = (125 \text{ GPa}, 300 \text{ K})\) in the classical MD simulation, where it has the \(Fm\bar{3}m\) structure with symprec = 0.08.

TABLE I. Results of the space group analysis for the structure obtained by MD and PIMD. Symprec is a threshold measuring the distortion of the crystal. The smaller symprec means that the space group of the crystal structure is analyzed more strictly.

| Pressure (GPa) | Symmetry | Symmetry | Symmetry |
|---------------|-----------|-----------|-----------|
| (100 GPa, 300 K) | \(P2_1/m\) | \(R\bar{3}m\) | \(R\bar{3}m\) |
| (125 GPa, 200 K) | \(C2/m\) | \(R\bar{3}m\) | \(R\bar{3}m\) |
| (125 GPa, 300 K) | \(Fm\bar{3}m\) | \(Fm\bar{3}m\) | \(Fm\bar{3}m\) |
| (150 GPa, 200 K) | \(R\bar{3}m\) | \(R\bar{3}m\) | \(R\bar{3}m\) |
| (150 GPa, 300 K) | \(Fm\bar{3}m\) | \(Fm\bar{3}m\) | \(Fm\bar{3}m\) |

Comparing Figs. 4, 5 and Table I, we can clearly classify the calculated crystal structure. Let us first look into the results of the classical MD calculation. When the XRD pattern shows peak splitting at \(\theta = 6.5^\circ\), the space group of the crystal structure is not \(Fm\bar{3}m\), regardless of the value of symprec. For symprec larger than 0.12, the space group of the crystal structure is determined as \(R\bar{3}m\). When smaller symprec is used, the crystal structures are identified as those having lower symmetries. For the space group of the crystal structures without peak splitting in the XRD pattern, it is always determined as \(Fm\bar{3}m\) for all symprec \(\geq 0.08\). Thus, we can safely conclude that the space group of the crystal structures at \((P, T) = (125 \text{ GPa}, 300 \text{ K})\) and \((150 \text{ GPa}, 300 \text{ K})\) is \(Fm\bar{3}m\) in the classical MD simulation. On the other hand, we can see that the crystal structure at \((P, T) = (125 \text{ GPa}, 200 \text{ K})\) and \((150 \text{ GPa}, 200 \text{ K})\) have a symmetry lower than \(Fm\bar{3}m\). This result suggests that the temperature effect is critically important for the crystal symmetry at 125 GPa and 150 GPa. On the other hand, the space group of the crystal structure at \((P, T) = (100 \text{ GPa}, 300 \text{ K})\) is not \(Fm\bar{3}m\), suggesting that the temperature effect of 300 K cannot stabilize the symmetric structure at 100 GPa.

Let us next move on to the space group analysis for the structures obtained by the PIMD simulation. The XRD patterns for the structure at \((P, T) = (100 \text{ GPa}, 300 \text{ K})\), \((125 \text{ GPa}, 200 \text{ K})\), and \((150 \text{ GPa}, 200 \text{ K})\) show single peak at \(2\theta = 6.5^\circ\). The space group analysis in Table I also shows that all of these structures belong to the space group of \(Fm\bar{3}m\) for symprec\(=0.16\). However, the crystal structure at \((P, T) = (100 \text{ GPa}, 300 \text{ K})\) is classified as \(P2_1/m\) for smaller values of symprec, meaning that the stochastic error is sensitively detected. This suggests that the point \((P, T) = (100 \text{ GPa}, 300 \text{ K})\) resides close to the border of the \(Fm\bar{3}m\) phase. It should be noted that there is recently an experimental report indicating that the necessary pressure to stabilize the \(Fm\bar{3}m\) phase is lower than previously believed, which is consistent with the present calculation.

Lastly, we compare the results of the MD and PIMD calculations. Given that the results for \((P, T) = (125 \text{ GPa}, 200 \text{ K})\) and \((150 \text{ GPa}, 200 \text{ K})\) are \(C2/m\) or \(R\bar{3}m\) \((Fm\bar{3}m)\) in the classical MD (PIMD) calculation, we can say that the \(Fm\bar{3}m\) structure is stabilized by the quantum effect at temperature lower than 200 K when \(P = 125 \sim 150 \text{ GPa}\). This observation is consistent with the previous report based on the self-consistent harmonic approximation. On the other hand, for \((P, T) = (125 \text{ GPa}, 300 \text{ K})\) and \((150 \text{ GPa}, 300 \text{ K})\), both the MD and PIMD calculation give the \(Fm\bar{3}m\) structure. This result suggests that the temperature effect can stabilize the highly symmetric \(Fm\bar{3}m\) structure at a temperature higher than 300K. To visualize the present results, in Fig. 6, we show the phase diagram obtained by the classical MD and PIMD calculations. A previous experiment shows that \(T_c\) abruptly drops when the crystal structure changes at lower pressures. Given that the present symmetric structure is unstable for \(P < 125 \text{ GPa}\), this observation suggests that \(T_c\) is severely suppressed when the crystal structure is distorted.

IV. CONCLUSION

We investigated the temperature and quantum effect on the crystal structure of \(\text{LaH}_{10}\). By classical MD and PIMD simulations, we determined the most stable crystal structures for \(100 \text{ GPa} \leq P \leq 150 \text{ GPa}\) and \(T = 200\) and \(300 \text{ K}\). To analyze the symmetry of the calculated crystal structures, we calculated the XRD patterns and performed space group analysis. For 125 GPa and 150 GPa, we have shown that a temperature...
of 300 K has a crucial impact on stabilizing the symmetric \(Fm\bar{3}m\) structure, which favors superconductivity. While the \(Fm\bar{3}m\) structure does not survive only by the temperature effect at 200 K, if we consider the quantum effect, the \(Fm\bar{3}m\) structure becomes the most stable structure. We also found that the point of \((P, T) = (100 \text{ GPa}, 300 \text{ K})\) locates close to the phase boundary between the \(Fm\bar{3}m\) phase and those with lower symmetries.
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