ABSTRACT: Using multiple independent simulations instead of one long simulation has been shown to improve the sampling performance attained with the molecular dynamics (MD) simulation method. However, it is generally not known how long each independent simulation should be, or to what extent either of these factors affects the overall sampling performance achieved for a given system. The goal of the present study was to assess the sampling performance of multiple independent MD simulations, where each independent simulation begins from a different initial molecular conformation. For this purpose, we used an RNA aptamer that is 25 nucleotides long as a case study. The initial conformations of the aptamer are derived from six de novo predicted 3D structures. Each of the six de novo predicted structures is energy minimized in solution and equilibrated with MD simulations at high temperature. Ten conformations from these six high-temperature equilibration runs are selected as initial conformations for further simulations at ambient temperature. In total, we conducted 60 independent MD simulations, each with a duration of 100 ns, to study the conformation and dynamics of the aptamer. For each group of 10 independent simulations that originated from a particular de novo predicted structure, we evaluated the potential energy distribution of the RNA and used recurrence quantification analysis to examine the sampling of RNA conformational transitions. To assess the impact of starting from different de novo predicted structures, we computed the density of structure projection on principal components to compare the regions sampled by the different groups of ten independent simulations. The recurrence rate and dependence of initial conformation among the groups were also compared. We stress the necessity of using different initial configurations as simulation starting points by showing long simulations from different initial structures suffer from being trapped in different states. Finally, we summarized the sampling efficiency for the complete set of 60 independent simulations and determined regions of under-sampling on the potential energy landscape. The results suggest that conducting multiple independent simulations using a diverse set of de novo predicted structures is a promising approach to achieve sufficient sampling. This approach avoids undesirable outcomes, such as the problem of the RNA aptamer being trapped in a local minimum. For others wishing to conduct multiple independent simulations, the analysis protocol presented in this study is a guide for examining overall sampling and determining if more simulations are necessary for sufficient sampling.

INTRODUCTION

Aptamers are single-stranded RNA or DNA oligonucleotides that are capable of binding noncovalently to diverse biological targets with high affinities and specificities.1 In this work, RNA aptamers are studied and the term aptamer will be used to mean “RNA aptamer”. Knowledge of the conformations that an aptamer adopts in solution is crucial to understand the ligand binding functions of the aptamer. Small changes in aptamer conformation can have significant effects on its binding properties, especially in the applications of biosensors.2 Hence, it is of great importance to characterize possible aptamer conformations when designing new applications. For example, when optimizing an aptamer for use in a biosensor, one may wish to exploit situations in which an aptamer experiences a large conformational change upon ligand binding. However, the number of available aptamer structures characterized by experimental methods, such as X-ray crystallography, NMR, and cryoelectron microscopy, is considerably limited compared to the number of aptamers being discovered.3 To overcome this challenge, computational methods can assist in providing insights into the conformations of aptamers in solution.

For aptamers with no 3D structure characterized by experiment, computational methods can supplement this gap.
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Specifically, RNA 3D structure prediction that relies solely on primary sequence or is augmented with biochemical information has been successfully applied to riboswitches. Such in silico structure prediction permits modeling studies that investigate large conformational changes in aptamers. Studies of this type are important for understanding molecular mechanisms. Although in silico structure prediction might be less reliable for larger RNA molecules, for example, the 185-nt ribozyme, for small molecules such as stem-loops, it is highly reliable. Therefore, the RNA motifs found in aptamers are good candidates for studying the sampling performance of molecular dynamics (MD) simulation.

While RNA 3D structure prediction generates conformations that are stable with respect to energetics, it is necessary to investigate the dynamics of the structures with MD simulations. Classical MD simulation generates a conformational ensemble of RNA structures at equilibrium. MD simulations complement experimental studies by providing detailed atomic motions that aid in understanding the structure–function relationship. For aptamers whose 3D structures have not been experimentally solved, a combined effort of RNA 3D structure prediction and MD simulations can effectively render their conformations. MD simulations further refine the predicted structures with an accurate all-atom force field and explore the dynamics of RNA molecules in solvent.

The ideal ensemble obtained from an MD simulation consists of N completely independent and identically distributed configurations. However, an MD simulation generates samples that are correlated. If the simulation is long enough, the ergodic hypothesis is satisfied, that is, the time average obtained from the simulation equals the ensemble average as measured in the experiment. Hence, the limited timescale of an MD simulation leads to a sampling problem. Equilibrium sampling requires access to all regions of conformational space or at least to those regions with significant populations and requires that configurations have the correct relative probabilities. Efforts have been made in the field to define an independent sample in regard to sampling assessment. For example, according to the effective sample size approach developed by Lyman and Zuckerman, 200 or 250 frames from a 1 μs simulation of a highly flexible pentapeptide metenkephalin were selected. Extending the simulations and conducting multiple independent simulations are possible options to increase the number of independent samples. The approach of using multiple MD runs starting from different initial conditions has been proven to be a promising approach to enhance equilibrium sampling. It has been concluded that multiple independent short simulations not only sample more broadly in the conformational space compared to a single long trajectory but also provide more accurate estimates. In this study, the discussion of sampling focuses on the ability to discover as many states as possible, mainly for MD applications in describing the structure and dynamics of a particular state of a biomolecular system (apo or bound state). The transition pathway between states involved in folding and unfolding is not included. Although more complicated sampling schemes, such as adaptive sampling and goal-oriented fluctuation amplification of specific traits algorithm, have been proposed to better target the native state and converge on the Markov state models for pathway, parallel simulations may offer a significant enhancement in the observation of rare events and thoroughly explore the landscape around the starting state. Although the sampling problem is widely recognized in the field of biomolecular simulation, a standard procedure for conducting multiple independent MD simulations and assessing the impact on equilibrium sampling is still yet to be developed, especially for molecules with no experimentally characterized structures available. For example, many investigators report in their studies that simulations were run at least twice to validate the consistency and reproducibility, and calculate averages from the repeated runs to estimate properties. Others have shown that a large number of short MD simulations can be further analyzed via Markov state models to study the transitions of substates. However, it is unclear how to determine the length of simulations to run and how to analyze the results from multiple short independent MD simulations. It is suggested that each simulation should be long enough to overcome local barriers that surround the starting point. Additionally, the simulation length also depends on the number of degrees of freedom and the correlation time for the property of interest under study. However, it might be difficult to distinguish between kinetic trapping in a basin and convergence because the consequent plateauing of the properties of interest can falsely suggest convergence. Even when an independent simulation is long, it can be trapped at some state during the simulation. Convergence must also be assessed both globally and locally. Specifically, the two expectations of sampling from multiple independent MD simulations are (1) a wide region of the conformational space should be sampled (global) and (2) a partial overlap between different trajectories should be achieved (local). To achieve these goals, rigorous quantitative evaluation approaches are crucial to assess the sampling performance.

The focus of this study was to investigate the sampling performance of multiple independent MD simulations from different initial conformations using analysis protocols suited for a nonlinear dynamical system in reduced phase space. In this work, we combined RNA 3D structure prediction with multiple independent MD simulations to study the conformation and dynamics of an RNA aptamer. The initial structures used in the independent MD simulations were selected to achieve diversity in both conformation and energy. We show how each independent simulation samples the RNA potential energy and contributes to the overall potential energy distribution for the aptamer. Upon comparing the RNA potential energy distributions among the groups of simulations from various predicted models, we show that the shapes and peaks of the distributions vary for independent simulations within each group; however, the distributions as compared across groups were consistent. The conformational transitions identified from recurrence quantification analysis (RQA) show the same results among the groups. Using principal component analysis (PCA), it is shown that simulations initiated from different predicted models were able to explore regions that had not been visited by other groups. With support from RQA results, we are able to interpret that there may be barriers in the conformational space for the aptamer that are difficult to overcome. Overall, the 60 independent simulations yield sufficient sampling with no obvious kinetic traps. The undersampled region was also identified from the potential energy landscape, which might provide guidance for future simulations.

The remainder of the paper is organized as follows. The Methods section introduces model selection from 3D
prediction and MD simulation details, as well as data analysis approaches. In the Results and Discussion section, the simulation results and analyses are presented. A brief summary and further discussion are given in the Conclusions section.

## RESULTS AND DISCUSSION

In this section, we describe the results of our multiple independent MD simulations of the NEO2A aptamer. In the discussion, we use the term “configuration” to describe the six different predicted structures and use the term “conformation” to refer to the 10 variations of each predicted structure as starting points of MD simulations. We began by studying how 10 independent simulations, starting from the same configuration help avoid the trajectories being trapped. We can also compare different groups of simulations using different configurations. Because there is no 3D structure available in the Protein Data Bank (PDB) for the NEO2A aptamer, model selection on characterizing the conformation and dynamics of a flexible RNA aptamer is of great importance. We examined the sampling from all the 60 independent simulations and identified possible unsampled regions for future guidance of MD simulations.

### Multiple Independent Simulations Started from the Same Predicted Model Help Avoid Local Energy Minima Traps.

Six configurations were selected from de novo prediction with various potential energy values. From each of these de novo structures, 10 conformations were generated as initial structures for multiple independent MD simulations. Screenshots of the 60 initial structures after structural superimposition are shown in Figure S1. From the root-mean-square deviation (rmsd) matrix in Figure S2, the structures show greater structural similarity within each group generated from the same configuration, while exhibiting larger variations between groups. To examine if the predicted models were better relaxed in 10 independent simulations, the mean and variance of the RNA potential energy were compared among groups of simulations from different predicted models. The expectation is that 10 independent simulations can sample more broadly and recover the correct potential energy distribution, even though the initial structures were selected with variations in potential energy. The mean and standard deviation of the RNA potential energy were calculated. From Figure 1, the spread of average RNA potential energy from different groups shows overlap. It indicates averaging from 10 simulations can improve the estimation accuracy and reduce the bias from each independent simulation. Figure S3 shows the distribution of RNA potential energy in each group, while Figure S4 describes the distribution from each independent simulation within the group. Thus, the distributions from different groups in Figure S3 are expected to be more similar than the distributions from various independent simulations in Figure S4. In Figure S3, the distributions from the whole group adopted a more similar bell shape with peak values around $-19,270$ kJ/mol. Distinct peaks from independent simulations shown in Figure S4 merged when combining 10 simulations in each group, which reduces the appearance of an obvious bimodal or multimodal shape in any group. For example, simulations S4 and S6 in group M4 exhibit different peak values, while the combination of 10 short simulations in M4 shows no bimodal shape. If only two simulations S4 and S6 were conducted, the results would be biased. Hence, we recommend conducting a large number of simulations instead of two or three simulations, when the simulation length is relatively short. In summary, the predicted models selected for
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MD simulations are diverse in system potential energy. However, the RNA potential energy from a combination of multiple independent simulations adopted a consistent distribution. These results indicate that using a multiple independent simulations approach with limited timescales helps relax the structure and reduce the possibility of the structure being trapped by a local energy minimum around initial structures. The results indicate that for each configuration, multiple independent simulations are necessary to achieve sufficient sampling.

To further test if 10 independent simulations can achieve satisfactory sampling for each group, the standard error of the mean of potential energy was calculated to examine the error generated by 10 simulations (Figure 2). In each group, a different number of independent simulations were randomly selected, and the combinations of these data were used for error calculation. The standard error was then plotted against the number of independent simulations. The diamond symbols represent the error calculated from simulations in each group. As the number of simulations increases, the variations of the standard error in each group decrease. Although the trend of error versus $1/\sqrt{N}$ might not be strictly followed in some groups, the trend is clear when taking all the groups together. Together with Figure 1, the results indicate that multiple independent simulations can improve the accuracy of the estimation of a property of interest by decreasing the error of the average. From the plot, 10 independent simulations can achieve good sampling with standard error below 2 kJ/mol of RNA potential energy. Following this method, the standard error of the mean of a property of interest can be used to estimate the number of simulations necessary for satisfactory sampling, given the expected error.

To quantitatively investigate the ability of multiple independent simulations in each group to overcome local energy minima, the serial correlations in the simulations were studied by RQA. The diagonal length (DL) characterizes the average length of sequences, where the structures had similar conformations with structures separated by certain time lags along the trajectory. The DL was calculated at each time lag, and then, the DL distribution was plotted. The sequence length (SL) is defined as the length of vertical sequence from each entry on the main diagonal in the recurrence plot (RP). It measures how long a structure in the simulation can form a subtrajectory with sequential structures that have similar conformations. The frequency of DL in Figure 3 shows that most DLs are below 1 ns, which indicates that a simulation segment shorter than 1 ns is more likely to be correlated with another segment with the same length separated at some lag. It shows that most transitions reflected from the RP of each simulation are in a relatively short timescale compared with the length of simulations (100 ns). It is noticeable that there is a long tail in the distribution of DL, which indicates that the maximum DL can be much larger than most DLs. The sequence on the diagonal in the RP, measured by DL, represents correlated simulation segments separated by some lag. To further investigate how many sequential structures are structurally similar along the trajectory, the frequency of SL is plotted in Figure 3. The groups show similar SL frequency below 1 ns in the distribution of SL except group M5, which exhibits large SLs that do not exist in other groups. It indicates that there is long sub-trajectory with similar structures in group M5 simulations. In summary, the six groups show consistent frequencies of DL with main DLs at values smaller than 1 ns, which indicates that the sequentially correlated structures are well-sampled by having multiple independent simulations in each group.

![Figure 2](image-url)  
**Figure 2.** Standard error of the mean of RNA potential energy as a function of the number of simulations in each group. The simulations were randomly chosen from a total of 10 independent simulations in each group.

![Figure 3](image-url)  
**Figure 3.** Frequency of DL (left) and SL (right) from 10 independent short simulations in different groups.
each group. That DL and SL having different values indicates that there exist conformational states with different timescales. It further indicates that the multiple simulations in each group are able to capture these conformational transitions effectively. In summary, finding the recurrent length that reaches relatively low frequency can provide insight into the minimum length of each simulation needed to achieve sufficient sampling of the transitions. Consistent recurrent length frequencies among different groups of multiple short simulations indicates that the sampling in each group is sufficient, which can also be used to adjust the number of simulations within each group for sufficient sampling.

**Multiple Sets of Multiple Independent Simulations, from Different Predicted Models, Improve the Sampling Diversity in the Energy Landscape.** To investigate the effect of selecting a limited number of predicted models on characterizing the aptamer by MD simulations, the structures from six groups of simulations were projected onto the phase space, which was defined by PCs. Figure 4 shows the probability distribution of the PC1 score. The PC1 score shows bimodal distributions in each group. Although the distributions among the groups are not exactly the same, there is a large overlap region among different groups of simulations. If the most frequently sampled region from potential energy distributions in Figure 1 is the global minimum, the conformations sampled by various groups starting from different predicted models should show a large overlap in this analysis. For better visualization, the conformational space was projected on two PCs that can best separate the groups of simulations. As shown in Table S1, PC4 shows the highest purity and normalized mutual information (NMI) when grouping all the structures into six clusters by Ckmeans.1d described earlier. PC1 ranks second for purity and NMI. The values of purity and NMI can also reflect the overlap of selected PCs from different groups. Hence, the 2D space of PC1 and PC4 is expected to better visualize the different regions sampled by the six groups of simulations. The goal here is to show that multiple independent simulations can sample more broadly than can be achieved by investigating the exact sampling overlap from different groups and to provide insights into the part of the RNA molecule that contributes the most to the differences. The loadings of PC1 and PC4 is plotted in Figure S5, which further explains that PC1 can be used to identify the loop region in the aptamer, and PC4 identifies the stem region. In Figure S5, each group might sample multiple regions on the PC space, for example, the M3 and M5 groups. There is an overlap region sampled by different groups, such as the dominant region sampled by M2 that is also explored by M3 and M6. It is noticeable that the simulations in the M5 group sample most broadly on the 2D space of PC1 and PC4. Part of the region that this group has sampled does not appear in other groups, such as the region around (~50, 20). In summary, multiple groups of simulations improve the sampling by exploring the phase space more broadly.

To further investigate whether the variations in sampling performance of different groups were due to statistical errors or different local energy landscapes of the various predicted models, the contours on the same phase space were plotted and colored differently for each simulation in Figure 6. This evaluation shows that independent simulations might visit different regions as well as overlap on the 2D space. For example, a part of the region sampled by S3 in the M1 group is also visited by other simulations in this group, while the region at PC1 less than 0 is only partially shared with S7. The M2 group shows similar sampling behavior including a popular region visited by most simulations except S4 and S10. While for other groups, multiple regions are visited by several simulations within the group, such as M3 and M6. Overall, group M5 sampled more broadly on the 2D PC space compared with other groups, for example the peaks at (~70, 0) contributed by S10 in the M5 group were not visited by other groups of simulations. It further explains that the region sampled by the M5 group appears lighter in the density plot (Figure 5). The M3, M5, and M6 groups explored a common region at PC4 less than 0, while this region was only visited by S6 in the M4 group. Regions not commonly visited by various groups tend to be from a few independent simulations within a group. The variations of sampling among the groups might have been the consequence of starting from different configurations from the structure prediction. Some simulations that sampled broadly in terms of potential energy in Figure S4 also appeared with multiple peaks in the 2D conformational space. For example, simulations S9 in the M2 group and S7 in the M6 group show two peaks on 2D PC projection. It indicates the aptamer goes through a conformational change in these simulations, which further results in crossing energy barriers. The contour plot confirms the variations between independent simulations from each group. It supports the necessity of performing multiple simulations from the same predicted structure as stated in the previous section. It further stresses the necessity to conduct multiple groups of simulations started from different configurations as different groups of simulations might sample different regions on the 2D PC space.

To quantitatively examine the sampling from multiple groups, the recurrence rate was compared among the groups in Figure 7. The quantity % REC quantifies the percentage of the recurrence points in all points, and % DET measures the percentage of the diagonally adjacent recurrent points in all the recurrence points. The % REC varies among the groups of simulations (\(p\)-value = 0.03 < 0.05 from ANOVA), which results from the significant difference in the mean of groups M5 and M2 (\(p\)-value = 0.02 < 0.05 from Tukey’s honestly significant difference test). The % DET varies among the groups of simulations (\(p\)-value = 0.0014 < 0.05 from ANOVA).
and group M5 exhibits a significantly different mean in comparison with other groups (p-value < 0.05 with groups M1, M2, M3, and M6 and p-value < 0.1 with group M4). The simulations starting in group M5 show larger % DET, which confirms the observation from Figure 3 that there are larger sequences of adjacent similar structures in individual simulations than between simulations. It also explains that the DL frequency in the M5 group shown in Figure 3 is contributed by most simulations in this group rather than by a few simulations. A possible reason for this finding is that some simulations in the M5 group underwent conformational transition, crossing the energy barrier(s) earlier than simulations in other groups and entering a local energy minimum, which resulted in diverse sampling in M5. Together, the information from Figures 5 and 6 shows that the M5 group sampled a broader region because of there being less overlap of independent simulations in this group. Over a limited timescale, the simulations in M5 are relatively more conserved. The results of group M5 indicate that the sampling might be related to the initial conditions of the simulations in this group. In summary, the projection on the 2D PC space and recurrence rate provides insight into the necessity to start multiple groups of simulations from different configurations, which refers to different predicted models in this study.

To further investigate the dependence of sampling variation on the initial configurations among the groups, the largest Lyapunov exponent was calculated to study the dependence of a chaotic system on the initial conditions. In Figure 8, the largest Lyapunov exponent, calculated for each simulation by measuring the distance of the segment with its neighbor orbits evolving along the trajectory, was compared among different groups. The exponents measure the rate at which a system process creates or destroys information. The average largest Lyapunov exponents from each group were positive, which indicates that the simulations were chaotic in general. The largest Lyapunov exponents sampled from different groups are

Figure 5. Two-dimensional density of the structures sampled by each group projected on PC1 and PC4 space. Each group consists of 10 independent short simulations.
not from the populations with the same mean value ($p$-value = 0.0008 < 0.05 from ANOVA). It indicates the convergence of simulations depends on the initial conditions. Group M2 shows a significantly different mean value with groups M4, M5, and M6, which might have resulted from the simulations S3 and S7 having large values than any simulations in other groups. Some simulations in groups M5 and M6 show negative Lyapunov exponents, which indicates that the dynamics

![Figure 6. Two-dimensional contour of structures sampled in each group projected on PC1 and PC4. The contour is colored by simulation.](image1)

![Figure 7. Percent recurrence from the six groups of 10 independent short simulations. The left panel shows the overall percent recurrence and the right panel shows the percent diagonal recurrence.](image2)
observed in these simulations are more converged than for other simulations. The reason for this might be because the regions on the energy landscapes sampled by the simulations of the M5 and M6 groups were basins with barriers difficult to overcome. The results here indicate that, for short simulations such as 100 ns simulations in this study, the convergence of simulations with the same length is different, which results from different relaxation times necessary for each simulation to reach equilibration. Hence, it is suggested to discard the pre-equilibration part of each trajectory for analysis.

Multiple Independent Simulations or a Single Long Simulation. In the previous section, results from multiple independent simulations from different groups reflect that this approach can obtain a more accurate average of a one-dimensional property of interest and capture fast transitions shown in the RP. To examine if multiple simulations can sample more broadly than a single long trajectory with equivalent length, the abovementioned analyses are repeated on a 1 μs trajectory.

The distribution of RNA potential energy from the 10 simulations is group M1 is compared with the long simulation started from the initial structure of M1 S1 in Figure 9. The long simulation enters a state that shows lower RNA potential energy. The results show that the aptamer structure in this specific simulation goes through large conformational transitions and reaches another equilibrium state, shown from the rmsd in Figure S6. One might argue that the 100 ns simulation does not reach the real equilibrium state because there is obvious conformational change from rmsd. To verify the long trajectory, a second 1 μs simulation was conducted by extending the simulation M2 S7. The rmsd of 100 ns M2 S7 simulation shows similar conformational change at the end of 100 ns trajectory (Figure S7). The RNA potential energy of M2 S7 from multiple short simulations and one long simulation also confirms the observation from M1 S1 simulations. In both cases, the long trajectory visits low RNA potential energy states that are not frequently sampled in the 10 independent short simulations.

From here, it is necessary to know if the two 1 μs simulations converge to the same states. For structural visualization, the screenshots of the initial structures of these two simulations, average structures from 20 to 80 ns and average structures from 200 ns to 1 μs were compared in

Figure 8. Chaotic behavior of the short simulations from the largest Lyapunov exponent colored by group.

Figure 9. Comparison of RNA potential energy from 10 independent 100 ns simulations and 1 μs simulations. The distribution from each of the 10 simulations from group M1 is colored in gray. The distribution from all of these 10 simulations is plotted in red. The 1 μs long trajectory is started from the initial structure of M1 S1, colored in green.

Figure 10. There is a large conformational change in the groove of both structures in the long 1 μs simulations, compared with the initial structures and states sampled in the first 100 ns. Comparing the two long trajectories, the flexible regions in this aptamer including the pentaloop and bulge exhibit different conformations, especially the bulge including bases C6 and A7. The base A7 is flipped out in M1 S1 while stacked in the bulge in M2 S7. To further investigate the sampling of the two long trajectories, the structures from two long simulations (taken every 200 ps) were aligned to the same structure as previous PCA analysis, and the coordinate data after superimposition were projected on the same eigenvectors previously obtained. The 2D PC projection in Figure 11 confirms that the long trajectories mainly sample different regions compared with multiple short simulations. It suggests that simulation timescale affects the dominant states captured by the trajectory. Conducting a single long simulation might be able to obtain an energetically favorable state. However, the structural fluctuations such as base flipping might require even much longer time to observe equilibrium. Hence, conducting multiple independent simulations is an efficient way to sample the diverse conformations that are expected in nucleic acid molecules that display dynamic changes in structure.

It is noticeable that in Figure 11, group M1 and M2 show overlap regions on the 2D PC space both in 10 independent simulations and 1 long trajectory. It further stresses the necessity of conducting multiple simulations starting from different initial configurations that are as diverse as possible. It can be very computational expensive to conduct long trajectories from different initial configurations.

To further investigate whether the different sampling between multiple short simulations and one long simulation results from large conformational transitions that are missed by short simulations or a fast crossing of energy barriers, RQA was repeated for the long simulations to compare the sequential correlated structures in Figure 12. The 10 independent short simulations show consistent frequencies for DL. These short independent simulations also show a high fraction of single or short segments with sequential similar structures. However, the long trajectory shows a greater fraction of long sequential
correlated structures. In summary, both multiple short simulations and a single long trajectory exhibit a long tail with consistent DL distribution. It indicates that short simulations are able to capture fast transitions. No obvious peak appears in the 1 μs trajectory that does not exist in the tail of 100 ns simulation distribution. It indicates the transition to the low RNA potential energy state observed in the long simulation results from relatively fast transitions that can be captured within 100 ns timescale. The greater fraction of long sequential similar structures in the 1 μs trajectory and greater SL that are not found in multiple short simulations indicate that in long simulation, the state with low RNA potential energy might be a stable state with deep basin.

To investigate whether the structures sampled by the long 1 μs trajectory but not 100 ns simulations exist in other groups of simulations, all the structures are clustered via density-based clustering algorithm after dimension reduction via t-SNE. Compared with other clustering approaches, density-based cluster are capable of identifying metastable energy basins of arbitrary shape or size, not limited to Gaussian/hyperspheres. The minimum number of points defined for DBSCAN clusters is 32, corresponding to 6.4 ns (as structures extracted every 200 ps from the simulations are used for analysis), which guarantees DL and SL reach stationary. The DBSCAN algorithm then identifies the number of clusters from the data adaptively.

The clustering results are reported in Figure 13, including 117 clusters in total. Most clusters (102 out of 117 clusters) are occupied by structures from one of the groups. The cells in the heatmap are colored by the fractions of the cluster members in each group. For the two long trajectories, no structures are grouped into the same cluster with 10
independent short simulations of M1 or M2, which indicates the equilibration part of the long simulations are sampling a different state with multiple short simulations.

It is noticeable that there are no common structures from the two long simulations, except the structures determined as outliers. However, for the groups of 100 ns simulations, one large cluster include 63.2% of structures from group M2, 55.6% of structures from group M6, 15.5% of structures from group M3, 13.7% structures from groups M5, 12.0% of structures from group M1, and 10.5% structures from group M4. The results indicate that multiple short simulations are capable of sampling broadly, while the long trajectories are more likely to be trapped in a basin (Figure 13). Conducting long simulations needs extra caution and starting from different configurations can be of great importance.

Examining the Sampling Performance of all 60 Independent Simulations. The structures from the combination of all the 60 independent simulations were used to analyze the conformation of the aptamer. The root mean square fluctuations (RMSF) of the atoms in the aptamer were calculated to study the structure of the aptamer in this study in Figure 14. The RMSF from the pseudotrajectory concatenating all the 60 independent simulations is also compared with RMSF from each simulation in Figure 15. Examination of the RMSF shows high fluctuations with similar values in the bulge and pentaloop regions.

The conformations of aptamers strongly impact their functions. For further identification of the best aptamer conformations for binding the target molecule, molecular docking can be applied and a group of structures selected with the lowest binding free energy. By this means, structures favorable to target molecule binding can be identified.

The 2D density was constructed by interpolation on the PC1 and PC4 phase space in Figure 15. The potential energy value was used to color the landscape. This 2D landscape can identify less sampled regions, which might further inspire additional rounds of independent simulations to enhance sampling.

CONCLUSIONS

Multiple independent MD simulations were conducted using 3D RNA structure prediction for initial structures of an RNA aptamer to investigate the sampling performance.

We selected a feasible number of RNA 3D predicted models with diverse potential energy values. Multiple independent MD simulations were then carried out from each of these selected models. We found that with 10 independent simulations we were able to recover the RNA potential energy distribution with a low standard error. This result shows the promise of
sampling compared with single simulations. We also demonstrated by RQA that 10 independent simulations could effectively sample the conformational transitions of the RNA aptamer.

We compared different groups of simulations starting from various predicted models. The conformational space projected on two selected PCs determined from PCA varied by groups of simulations exhibited both overlap regions and distinct regions. These results satisfied the expectation of multiple independent simulations and further confirmed the necessity to use various predicted structures when modeling an RNA aptamer with MD. The similarities and differences between simulations were further quantified by recurrence rate. Dependence on the initial conditions of the simulations was compared among the different models to develop an explanation for the differences in 2D conformational space. Combining all the simulations in this study, the conformations and dynamics of the aptamer were investigated. From the density on the 2D conformational space, the undersampled regions in the landscape were identified.

There are several avenues for further study. First, it would be helpful to know what the under-sampled region represents. The structures might be retrieved from PCA and tested for stability, which would provide insights as to whether the under-sampled region has a low probability of being visited in conformational space or if it is a consequence of bias in MD sampling. Second, it would be interesting to investigate the effect of initial structure selection on the overall sampling performance from multiple independent simulations for future MD simulation study design.

**Methods**

In this section, we describe how we simulated the RNA aptamer NEO2A using multiple independent MD simulations. We begin by presenting how we selected the initial structures for MD simulations from RNA 3D structure prediction. We then discuss our procedures to conduct multiple independent simulations of this aptamer. Finally, we describe the assessment of sampling performance qualitatively and quantitatively.

**Structure Preparation.** The MC-FoldMC-Sym pipeline was used to generate the NEO2A 3D structures from the sequence (CAC UGC AGU CCG AAA AGG GCC AGU G) and 137 models were obtained. Instead of selecting one structure with the lowest predicted energy, a feasible number of diverse structures were selected as the initial structures for MD simulations in this study. The goal of using diverse initial structures is to enhance sampling via multiple independent simulations. The structures were solvated in water and neutralized by Na\(^+\) via GROMACS 5.0.5 using the Amber99sb-ff force field. After energy minimization, the potential energy of the system was recorded and used to rank the structures. To group the structures, a potential energy difference was calculated after ranking the structures from the lowest to the highest according to system potential energy. Structures with a potential energy difference greater than 10 kJ/mol were selected as the lowest energy structures in a new group. If a structure was found to be the only one in its group, it was counted as an outlier and excluded from the final selection of structures. The 137 structures were divided into six groupings, and the structures with lowest potential energy in each group were selected for MD simulations. The potential energy cutoff value at this step in the procedure could be adjusted depending on the desired group size and accuracy.

The six models that were selected from the 137 predicted structures will be referred to as M1, M2, M3, M4, M5, and M6 in the order of the lowest to highest potential energy (Scheme 1).

Scheme 1. Workflow Used to Study the Conformation and Dynamics of RNA Aptamers from the Sequence

![Scheme 1](https://dx.doi.org/10.1021/acsomega.0c01867)

The approach consists of three main steps, involving RNA 3D structure prediction from the sequence using MC-FoldMC-Sym pipeline, model selection from the pool of predicted structures and multiple independent MD simulations using selected models as initial structures.

The NVT equilibration was carried out for energy-minimized models by velocity-rescale temperature coupling for 100 ps under 298 K with nucleic acid heavy atoms fixed. The NPT equilibrium was conducted with Parrinello-Rahman pressure coupling and the same temperature coupling for 100 ps. To generate various initial structures that overcome local minima at a lower temperature more easily, the NPT equilibrium was conducted at 398 K for 100 ps. While at this high-energy state, 10 frames were selected at 10 ps increments to represent the structures at various positions on the free-energy landscape. Because these 10 frames were taken at an elevated temperature, the molecule could vary its state significantly enough to avoid being trapped in the same local minima. By this point, the 60 structures to be simulated and used for multiple independent simulations had been acquired.

**Simulation Protocol.** The 60 independent simulations were carried out with the following simulation protocol. The aptamer was centered in a cubic box of TIP3P water molecules. The distance between the aptamer and the box was 20 Å. To neutralize the net charge of the aptamer, Na\(^+\) ions were randomly placed as counterions in the system. Particle mesh Ewald was used for treating electrostatic interactions with a grid-spacing of 1.6 Å. The van der Waals interactions were treated with a short-range cutoff of 1.0 nm.
Energy minimization was conducted via the steepest descent method. The minimized structure was equilibrated with the NVT and NPT ensembles, respectively. The NVT thermal equilibration was carried out by velocity-scaling temperature coupling for 100 ps at 298 K. The NPT equilibration was conducted with Parrinello-Rahman pressure coupling and the same velocity-scaling temperature coupling. During equilibration, position restraints were applied to nonhydrogen atoms of the aptamer. The LINCS algorithm was used to implement bond length constraints. The time step used was 2 fs, and periodic boundary conditions were applied to the system. Finally, an MD production simulation was carried out for 100 ns at constant temperature (298 K) and pressure (1.0 bar) with the aptamer, counterions and solvent molecules independently coupled to external heat baths with a relaxation time of 0.1 ps. System coordinates were saved from the trajectory at 2 ps intervals. Two 1 μs simulations were carried out by extending short simulations M1 S1 and M2 S7 to compare the sampling performance. All the 60 100 ns simulations were examined for equilibration by monitoring the moving average of RNA rmsd and radius of gyration. Simulations that explore new regions in conformational space during the 100 ns period observed from rmsd from initial structure were not included in the analysis. The pre-equilibration portion of the remaining simulations with unstable rmsd and radius of gyration was also discarded (details in Supporting Information).

**Data Analysis.** RMSF and the potential energy of only RNA aptamer were calculated with GROMACS. A pseudotrajectory that combined 60 independent simulations with only RNA aptamer was constructed. Then, the structures were superimposed to a common structure (the first frame) by least square fitting to remove translation and rotation in GROMACS.

PCA was conducted on the x-, y-, and z-coordinates of 809 atoms in the aptamer saved every 200 ps from the pseudotrajectory. Coordinate data included 23,638 samples (structures extracted every 200 ps from each of the 60 simulations after discarding the pre-equilibration portion). All the structures were superimposed to one common structure, and all RNA atoms were included in the superimposition. All RNA atoms were included in the coordinate data for constructing covariance matrix in PCA. The coordinate data were first standardized (standardized data set with a mean of 0 and a standard deviation of 1). PCA were conducted via singular value decomposition (SVD) in an R package. The equation for SVD of an $m \times n$ matrix $X$ is the following:

$$X = USV^T$$

where $U$ is an $m \times n$ matrix, $S$ is an $n \times n$ diagonal matrix, and $V^T$ is also an $n \times n$ matrix. When $X$ is centered and the PCs are calculated from the covariance matrix, the eigenvalues are equivalent to $s_k^2/(n-1)$. The matrix $V^T$ contains PCs and the matrix $US$ is the score matrix. The loadings are given by columns of $VS/\sqrt{n-1}$. The goal of PCA is to determine a low-dimensional set of coordinates onto which an informative projection can be made. The top 183 PCs explain 99% of the variation in the aptamer coordinates data. Hence, the top 183 PCs score data were used for further recurrence quantification.

To identify the PCs that can best separate structures from different groups of simulations, structures from all the simulations were clustered into six groups using PC score data via optimal one-dimensional clustering and compared with six groups of simulations via cluster evaluation. The clustering was carried out with an R package called Ckmeans.1d.dp as a dynamic programming algorithm. The evaluation of clustering includes three external criteria of clustering quality. Purity is the fraction of the sum of the most frequent class from each cluster in the total number of samples

$$purity(\Omega, C) = \frac{1}{N} \sum_{i} \max_{\scriptstyle j} (\Omega \cap c_j)$$

where $\Omega = \{\omega_1, \omega_2, ..., \omega_n\}$ is the set of clusters, $C = \{c_1, c_2, ..., c_N\}$ is the set of classes, and $N$ is the total number of samples. In this study, the term “class” refers to the six groups of simulations. Purity varies between 0 for bad clustering and 1 for perfect clustering. However, high purity might result from a large number of clusters. NMI can overcome the misleading from the situation where each sample forms its own clusters

$$NMI(\Omega, C) = \frac{I(\Omega, C)}{[H(\Omega) + H(C)]/2}$$

$$I(\Omega, C) = \sum_{k} \sum_{j} \log \frac{N \omega_k \cap c_j}{N \omega_k || c_j}$$

$$H(\Omega) = - \sum_{k} \log \frac{N \omega_k}{N}$$

where $I$ is the mutual information that measures the amount of information by which our knowledge about the classes increases when we are told what the clusters are. $H$ is the entropy which fixes the problem because entropy tends to increase with the number of clusters. The value of NMI is between 0 and 1. The Rand index is defined as:

$$RI = \frac{TP + TN}{TP + FP + FN + TN}$$

A true positive (TP) means two similar samples (from the same class) are assigned to the same cluster, while a true negative (TN) means two dissimilar samples (from different classes) are assigned to different clusters. For a total number of $N$ samples, $RI$ looks into $N(N-1)/2$ pairs of decisions. The PCs on which the projection of the aptamer coordinates achieving good clustering performance are selected for data visualization and potential energy landscape construction.

RQA has been widely applied to dynamical system analysis in various scientific disciplines, for example behavioral and social sciences, medical science, and engineering. MD simulations generate system observables at equidistant points in time, from which the characteristics about the underlying system dynamics can be extracted. The construction of RPs and RQA which extracts quantitative information from RPs is based on the idea of the phase space. This method allows us to extract information about system temporal correlations and chaotic behavior. It was introduced to the analysis of MD simulations as an alternative analysis technique to obtain phase information about the energy landscape of simulated systems. However, because of the high dimensionality of the biomolecular configuration space, it is necessary to apply multivariate recurrence-based methods to MD simulation data, which has the nature of multivariate time-series. More information on RQA can be found in tutorials. Multidimensional RQA was conducted on the projection of coordinate data in each simulation on top 183 PCs to recover
the nonlinear dynamics from PCA. By studying the recurrence—repetition of elements or patterns, the efficiency of sampling from multiple independent simulations can be measured. To recover higher-order dynamics, the method of time delayed embedding of the time series was used. The embedding parameters include the embedding dimensions $m$, the delay $d$, the radius $r$, and the rescaling norm. The embedding dimension $m$ is the integer global dimension that shows the necessary number of variables to unfold the dynamics from self-overlaps arising from projection. It was estimated with the method of false nearest neighbors. The time delay $d$ was determined with average mutual information to create variables with lags. In this study, the delay $d$ was calculated by average mutual information, and the embedding dimension $m$ was estimated using false nearest neighbor. For the PCs score data used in this study, after calculations on each approach developed by Wolf et al. $m = 1$ and $d = 1$. The radius $r$ is the threshold within which two samples are counted as being recurrent. The radius $r$ in this study was set so that the resulting percent recurrence (% REC) of the coordinate data randomly sampled from pseudotrajectory was 5%. The goal here was to use data randomly sampled from the pseudotrajectory as a baseline to study the recurrence quantities in individual simulations and compare the sampling performance. These quantities included % REC, percent determinism (% DET), average size of shared patterns (average diagonal line), and average SL (ASL) of each data point.

To investigate the sensitivity of initial configurations, the chaotic properties of this aptamer system were identified by Lyapunov exponents. Lyapunov exponents are the average exponential rates of divergence or convergence of nearby orbits in phase space. The Lyapunov exponent is calculated with the approach developed by Wolf et al. Each structure in the simulation is a $d$-dimensional vector, $y(n) = [x_{1}, x_{2}, ..., x_{d}]$, $n = 1, 2, ..., N$. The nearest neighbor of $y(n)$ can be found from the trajectory, denoted as $y(n; 0)$. The nearest neighbor $y(0; 0)$ of the initial structure $y(0)$ was identified as the start of neighboring orbit by measuring the Euclidean distance $L(t_{0})$. The temporal separation between this nearest neighbor and the initial structure in the original trajectory was also monitored because a pair of points with a much smaller temporal separation is characterized by a zero Lyapunov exponent. After evolution time $t_{j}$, the initial length will have evolved to $L'(t_{j})$ [the distance between $y(0; t_{j})$ and $y(t_{j})$]. The evolution time $t_{j}$ is supposed to be short enough so that only small-scale structures, such as aptamers, are likely to be examined. It is suggested to avoid too large evolution time because of possible $L'$ shrinkage, when the trajectories passing through a folding region. A new structure is then selected as $y(t_{1};0)$, which satisfies two criteria: its separation $L(t_{2})$ from $y(t_{1})$ is small, and the angular separation between $y(t_{1};0)$ and $y(0; t_{1})$ is small. If $y(t_{1};0)$ cannot be found, the points being used are retained. The procedure is repeated until the fiducial trajectory evolves to the end. The largest Lyapunov exponent is then calculated from

$$\lambda_{1} = \frac{1}{t_{M} - t_{0}} \sum_{i=1}^{M} \log_{2} \frac{L'(t_{i})}{L(t_{i-1})}$$

where $M$ is the total number of replacement steps. When the nearest neighbor of the initial structure in the original trajectory was close to the end, the second nearest neighbor of the initial structure was selected for the calculation.

All the structures, including 60 independent short simulations and two long simulations, were clustered to study if the states visited by long simulations can be sampled by short simulations. The coordinate projection on the top 193 PCs from PCA that describes 99% of the variance were used in the analysis. Structures from two long trajectories were also projected onto the 193 PCs. The 193 PCs were processed for further dimension reduction via $t$-distributed stochastic neighbor embedding ($t$-SNE). This approach optimizes the one-to-one mapping of high dimensional objects to a 2D space by reproducing joint Gaussian probabilities in high-dimensional space with a heavy-tail Student $t$-distributed 2D space. In this step, only points that are extremely close in the high-dimensional conformation space lie in close proximity to each other in the 2D-reduced space. Density-based clustering was conducted on the 2D data from $t$-SNE using the DBSCAN algorithm. The minimum number of points, which is a required input for DBSCAN, was defined based on the frequency of the DL from the RP. The number of structures that correspond to 6.4 ns was defined as the minimum number of points required to form a cluster, which corresponds to DL reaching a relatively low frequency. The radius of the hypersphere defining the neighborhood in DBSCAN was obtained by computing the $k$-nearest neighbor distances. The analysis was conducted using R package Rtsne and dbscan.
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