Estimating the Societal Benefits of Satellite Instruments: Application to a Break-even Analysis of the GeoXO Hyperspectral IR Sounder
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This paper describes the process, and lessons learned in a preliminary benefits study of a proposed infrared hyperspectral sounder (HSS) for NOAA’s next generation geostationary satellite program (GeoXO). The valuation of government-owned satellite systems providing a public good with a complex array of instruments is a nascent field of study. Many different sensor configurations are possible, but there are restrictions due to physical and budget constraints. Accounting for economic considerations during the design and planning phase for satellite constellations helps to ensure that the most cost effective instruments are selected. To assess whether the HSS instrument should be included on GeoXO, we applied a value of information approach and found the benefits associated with this instrument are likely to substantially outweigh the costs. Value of information studies often focus on data and information that has a direct use case. Estimating benefits for the HSS is especially challenging because data are not used directly by decision makers. Instead these data along with information from other Earth observing (EO) satellites play a key role in producing the inputs necessary for modern numerical hydrometeorological modeling.

We describe strategies to assess the marginal (i.e., incremental) contribution of an instrument that is part of a complex information production process. We make several recommendations that, if implemented, would improve the quality of future studies of this kind. This includes (1) a systems approach to observing system planning, (2) improving the design of observing system experiments (OSSE and OSE), and (3) better tracking of the decisions and needs of end-users, especially those external to the agency.
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INTRODUCTION

Producing accurate and timely weather, water, and climate forecasts requires an array of observing infrastructure, advanced modeling capabilities, extensive computing power, and effective communication strategies. The National Oceanic and Atmospheric Administration (NOAA) is a leading government agency responsible for providing these services to US citizens.

Many NOAA products and services rely on data from geostationary, low-Earth orbiting, and third-party satellites (Helms et al., 2016). NOAA’s current generation of Geostationary Operational Environmental Satellites is known as the GOES-R series. These satellites operate from a fixed position in the sky allowing continuous monitoring of the same location. The agency is developing a
new generation of geostationary satellites (GeoXO) as a follow-on, with initial launch expected in the early 2030s and a life cycle of 20 years. The current GOES-R series includes the following sensors: Advanced Baseline Imager (ABI), Geostationary Lightning Mapper (GLM) and a suite of instruments for monitoring space weather and solar radiation. In addition to an enhanced ABI and GLM (NASA 2019), additional instruments are being considered for the GeoXO program. Alongside atmospheric composition and ocean color instruments, the Hyperspectral Infrared Sounder (HSS) will be a significant new investment for the constellation. This paper describes the initial valuation of the HSS instrument for GeoXO. We describe the assessment process and our findings; we also describe challenges, lessons learned, and recommendations for improving future studies.

In a geostationary orbit, the proposed HSS is expected to provide low-latency profiles of atmospheric wind, water vapor, and temperature to enhance situational awareness for operational meteorologists, and provide better data especially for numerical weather and water prediction models. Data from this sensor would detect and differentiate various atmospheric particles and validate land and sea surface temperatures (Menzel et al., 2018; NOAA NESDIS 2020). A similar instrument was considered for the GOES-R program but was not included in the final sensor configuration due to cost considerations and the technical limitations of the earlier instrument (Powner, 2009).

The data collected by satellites have economic value because they are used to improve or create new products that are, in turn, used to improve societal outcomes (e.g., reducing costs and increasing productivity). Thus, societal needs should play a central role in planning a suite of sensors for a new satellite. This is extraordinarily challenging because satellite data have few direct uses. Instead, they are used, often in combination with a wide range of data from satellites and other sources, in products whose use by businesses, government agencies, researchers, and individuals leads to improved societal outcomes. NOAA scientists with the greatest expertise in the capabilities of instruments and the use of data in NOAA products tend to know less about the decisions that are being influenced through the use of these products. Conversely, those who know the most about the use of NOAA products and the needs of users have less expertise in the capabilities of satellite instruments. The problem is further complicated by the fact that satellite constellations like GOES-R and GeoXO produce many discrete streams of data, each of which provides utility to multiple NOAA products, each with multiple users and uses, constituting separate pathways by which the satellites provide value to society.

As a consequence, the planning process for satellites as it currently operates tends to focus on the needs of those within NOAA who use sensor data to generate products. There are several important factors to consider in addressing this: First is the role of evolving technology. Models of hydrometeorological phenomena are continually improved. The reduced cost of computing power allows more data to be assimilated into these models and processed. Improved technology makes the private provision of environmental data possible. Second, planners must consider continuity; current models rely on certain data inputs, and maintaining the output of data over decades is a top requirement. Third, planners must also consider how different sensors can be complements or substitutes to one another. A new sensor could make certain observations redundant; alternatively, it could increase the usefulness of other observations. Finally, planning must consider the needs of external stakeholders, such as international partners, who will use the data in their own modeling efforts.

For this assessment we conducted a break-even analysis focusing on whether the potential benefits of the HSS are likely to exceed the expected costs. We did not consider alternative means for improving the production and transmission of weather information. Weather information has a wide range of impacts. While a comprehensive assessment of benefits would consider the contribution of the HSS to weather forecasting capabilities as well as other product outputs, quantifying every potential benefit is intractable. Instead we reviewed observing system experiments, worked with subject matter experts, and used value chain mapping to identify likely impacts. We selected three case studies to pursue, based on data availability and the potential to identify large benefits. Each of the three case studies identify the nature and magnitude of benefits needed to independently offset the cost of the instrument; i.e., estimating the value of each benefit needed to justify the instrument if no other benefits resulted from its use. Further studies must consider alternative improvements to be certain that the HSS instrument is the most cost effective choice.

The remainder of the paper is organized as follows: We describe the logic model and methods we use to connect this instrument to societal benefits. Next we describe the results of our initial break-even analysis. Finally, we provide several actionable recommendations that will increase the effectiveness of economic analysis for use in observing infrastructure planning and improve the quality of future studies on the value of Earth observing (EO) satellites.

**METHODS**

**Value of Information Framework**
We use a microeconomic approach to establish a framework for the value of information, an approach described in detail in several studies (Macauley 2005; Pearlman et al., 2016; Bernknopf et al., 2018; Abt Associates 2018; Pearlman et al., 2019). The premise of this framework is that data have value when they are used in decision-making. Otherwise, the economic value of such information is effectively zero (Williamson et al., 2002). Assessing the value of information requires understanding the following elements of the decision-making process: what decisions are being influenced by the information, who is making those decisions, what outcomes are being improved, and to what degree are they improved? The value of new information is determined by comparing the outcomes that result from decisions that are made with and without the new information. In this case, we compare the outcomes associated with the use of different forecast products, produced with and without the use of expected data generated by the proposed sounder in a geostationary orbit.
The Value Chain Approach

The raw satellite output is in a format unusable by decision-makers. These data must be assimilated into a complex information production process, which relies on other data, physical models, high performance computing, interpretation by trained experts, and communication with decision makers. To ensure that the economic analysis reflects an accurate understanding of the capabilities of the instrument, the improvements to final products, and the needs of users, this information is organized in formal structures called value chains. A value chain is a type of logic model describing the full range of activities needed to produce a final product or service and the use of that product or service to improve societal outcomes. In NOAA, value chain mapping has been applied to study other observing assets which involve complex information production processes such as NOAA’s fleet of marine research vessels (Abt Associates 2018).

The following value chain (Figure 1) describes a simplified process of turning data from the HSS instrument into actionable information and the use of that information to improve societal outcomes. Adding a HSS to future GeoXO satellites is expected to provide better information about the state of the atmosphere. This data will be combined with other environmental data in numerical weather models and analyzed to produce forecasts and other information products, which are ultimately shared to inform decision makers (NOAA NESDIS 2020). Establishing the value chain linkages ensures we measure improvements that are associated with data from the new instrument. Understanding the different mechanisms that can lead to weather forecast improvements and reduce damage is an important part of analyzing the trade-offs and opportunity costs associated with the instrument considered.

Value Chain Mapping

We used an agency-wide operational, value chain catalog named NOAA Observing System Integrated Analysis (NOSIA) to identify NOAA products and services that rely on, or have the potential to be improved by, sounding data. The NOSIA database contains information on the use of data from all operational NOAA platforms and instruments and the individual NOAA products that rely on each source of data (Helms et al., 2016). We retrieved information about the relative importance of IR sounding data and the products these data support.

The analysis showed that the HSS is highly relevant to National Weather Service products, especially those focused on coupled and Earth systems modeling such as the Climate Forecast System Reanalysis or Global Ensemble Forecast System, Climate Predictions and Projections, Environmental Modeling and Prediction, Integrated Water and Prediction Information, the Fire Weather National Service Program, and Marine Weather and Coastal Events products are also heavily reliant on IR sounder data. The results of this analysis corroborated the areas of potential benefits identified by program scientists in observing system experiments, which are described in the next section. Additionally, other areas of potential benefits were identified including aviation and volcanic ash advisories, marine and coastal weather, severe weather nowcasting, and marine transportation.

Observing System Experiments

A critical step in estimating the benefits of an observing system is to understand and measure the improvements that the new data will bring to the products that rely on those data. The three case studies described below focus on the improvements to various types of weather forecasts resulting from the use of HSS data. Observing system experiments (OSEs) and observing system simulation experiments (OSSEs) are important tools for quantifying the anticipated effects of new and improved data on the products that use those data.

OSEs and OSSEs test the use of existing data (OSE), or use simulated data (OSSE) in numerical weather models to evaluate a notional observing capability. Model runs are compared to current capabilities to assess the marginal (i.e., incremental) contribution of new observational data. Typically, operational
forecasting models are used for these experiments (Masutani et al., 2010). OSSE experiments conducted for the HSS instrument found that numerical model performance improved at the regional (e.g., Aune et al., 2000; Wang et al., 2013; Jones et al., 2017; Li et al., 2018), and global (Boukabara et al., 2016; Bormann et al., 2019; McCarty et al., 2020) scales. Other studies found that data from the instrument improved hurricane track and intensity forecasts (Schmit et al., 2009; Liu and Li, 2010; Zheng et al., 2015; Lee et al., 2017; Wang et al., 2017) and severe storm prediction (Li et al., 2011; Iturbide-Sanchez et al., 2018; Gensini et al., 2020; Wang et al., 2020) (See NOAA NESDIS (2020) for a more complete description of the OSE/OSSE process and a detailed description of these findings). These studies gave us a starting point for identifying outcomes that could be affected by the provision of sounding data and the potential magnitude of improvements.

**Expert Elicitation**

Another important component of the economic analysis is to understand the decision-making context for end users. To this end, we engaged in outreach to experts, including NOAA service providers and external users, in areas likely to be impacted by data from the HSS instrument; several common themes emerged. Those who apply weather information in a decision making context may not have a clear understanding of how IR sounding data contributes to and improves the products and services they use. When a description of improvements was provided by value chain mapping and expert elicitation, that model improvements stemming from sounder data would take time to be implemented. Constraints like data assimilation challenges and staff training that limit the full use of existing data will also limit the use of geostationary HSS data. Furthermore, some of the OSE/OSSE results from surveys of the existing literature did not align with the timing or process for making weather forecasts and emergency planning decisions. In these cases, experts suggested that accurate forecasts contribute to trust and improved working relationships even when they come too late to influence decisions. However it is difficult to quantify the value of information that does not directly contribute to user decisions. OSE/OSSE designed with the end decision context in mind will make it easier to make a direct link to the marginal changes that result from new data.

**RESULTS**

**Costs**

This analysis is based on preliminary cost estimates provided by the GeoXO program. Due to the preliminary nature of this information, it is not available for public release. The cost estimates have been updated since this analysis was performed, and will continue to be refined as the planning and design of GeoXO progresses, in response to a variety of engineering and technical considerations. The estimate we were provided did not include ground costs, operations, maintenance, and spacecraft accommodation, which will add another 20 to 60 percent to the costs analyzed here (NOAA NESDIS 2020). Over the lifecycle of the satellite, costs are higher during the construction and launch phase; the majority of costs will be incurred between 2023 and 2040. We followed the guidance in The Office of Management and Budget’s circular A-4 (2003) and applied discount rates of 3 percent to the costs incurred in each year between 2023 and 2040 to compute present value costs. These figures are used in the break-even analysis described below, determining the magnitude of future benefits needed to offset costs. The cost estimates we use for this analysis provide reasonable initial estimates, adequate for determining whether further consideration of this instrument is warranted. However the findings in this paper will be refined based on the final instrument specifications and cost schedule.

**Benefits**

Based on the availability of published OSSE studies, and confirmed by value chain mapping and expert elicitation, three broad benefit categories were identified for further study:

- Improvements to Severe Weather Forecasts
- Improvements to Weather Forecast Skill
- Improving Predicted Hurricane Track and Intensity Accuracy

In order to estimate the potential value of these broad improvements we focused on a narrow subset of specific decision scenarios. The selection of these scenarios was based on a review of a previous study on the value and application of geostationary sounding data (NOAA 2002; Centrec Consulting Group LLC, 2007). We also considered the availability of existing data, the input of subject matter experts, and the judgment of the valuation working group.

- Scenario 1: Reductions in weather-related airline delay costs resulting from improvements to severe weather forecasts
- Scenario 2: Reductions in electric power generation and acquisition costs resulting from improvements to weather forecasting skill
- Scenario 3: Reductions in hurricane evacuation costs resulting from improved predicted hurricane track and intensity

In these scenarios, benefits resulted from avoided costs which will occur over the satellite’s operational period. For each case, we determine the nature and magnitude of benefits that would be required to independently justify the HSS. We describe the nature of forecast improvements, the mechanisms by which forecast improvements advance societal outcomes, and the specific HSS data that lead to those forecast improvements. To determine the magnitude of benefits required, we calculate the stream of benefits that would need to occur over the operational life of the satellite to match the present value for the cost described in the previous section; this varies with the discount rate. For all of the scenarios...

---

1The average accuracy of the forecasts in the sample relative to the accuracy of forecasts produced by a reference method. NOAA Climate Prediction Center.
in our analysis, we assume that benefits will begin immediately upon the satellite being operational and continue through the end of the GeoXO series lifecycle. We assume that the benefits of improved weather information for each of the scenarios we explore will be constant and proportional to the number of operational instruments at any given time over the period of analysis; since the current satellites in geostationary orbit do not carry the HSS instrument, we assume that only partial benefits will be realized until both the East and West sensors are deployed. For each of our three scenarios we determined the proportion of weather related costs that would need to be mitigated in each year to match this benefit stream. Results are not adjusted to account for future changes in population, technology, economic growth, or the value of damageable property. A short summary of the data and logic models applied in the break-even analysis is provided below; a comprehensive overview and additional sensitivity analysis can be found in NOAA NESDIS (2020).

**Findings**

**Scenario 1—Aviation Weather**
Severe weather is the leading cause of delayed flights and the FAA estimates the annual cost of weather related delays was $18.9 billion annually in 2018, with costs steadily increasing with increased volumes of air travel (FAA 2020). While many of these costs are unavoidable, marginal improvements can allow air traffic to continue longer before a storm and resume more quickly after a storm passes. Although the degree of improvement has not yet been determined, the savings associated with reducing these delays by 0.2 to 0.5 percent are equal to the cost of the instrument (corresponding to 3 percent and 7 percent discount rates, respectively). OSSEs for severe storms tend to focus on individual events (Li et al., 2011; Iturbide-Sanchez et al., 2018; Gensini et al., 2020; Wang et al., 2020) making direct comparisons difficult. However discussions with experts in the industry suggest that this magnitude of improvement is achievable, and has been realized in similar cases.

**Scenario 2—Electricity Demand Forecasting**
Electric power producers use short term demand forecasting models, which rely heavily on 3–24 hour forecasts of temperature, wind, and humidity to plan electricity production; errors in electricity demand forecasts can increase costs for electric utilities (Hong 2014; Hong and Kim 2015; PJM 2016). A large portion of the error in forecasting energy demand is the result of error in weather forecasts. To estimate the cost of electricity demand forecast errors we use data from the US Energy Information Administration (US EIA 2020a; US EIA 2020b) to determine the total volume of electricity sold in the US. We use a study by PJM (2016), a company which coordinates the movement of wholesale electricity, to estimate the average demand forecasting error. We use the average monthly wholesale prices for electricity provided by EIA to estimate the cost of this error. Finally, we determine the proportion of the demand forecasting error that can be attributed to weather variables (Centrec Consulting Group LLC, 2007). We find that a 6–10 percent improvement in the prediction accuracy for weather variables used in electricity demand models (corresponding to 3 percent and 7 percent discount rates, respectively) over the period the sounder is operational would offset the cost of this instrument. OSSEs conducted to examine the effect of HSS data on the regional numerical weather prediction models suggest that improvements of this magnitude are possible for the relevant forecast parameters. Experiments showed a range of improvements between 4 and 33 percent for prediction of temperature, winds, and humidity from baseline scenarios (Aune et al., 2000; Wang et al., 2013; Jones et al., 2017; Li et al., 2018). This analysis relies on several important assumptions: (1) we assume that the load forecasting error is equally probable to over or underestimate the true energy demand and that the consequences of errors in either direction are equally costly. (2) We use an average price, but the wholesale prices in our data set can fluctuate substantially even over relatively short time periods. (3) Most electricity demand forecasting models used by energy companies are not available to the public. Our assumptions about the total demand forecast error and the portion that can be attributed to weather are based on a very limited number of studies. While it was clear that demand models rely heavily on weather forecast inputs, this reliance could vary based on a number of factors, and could change over the period of analysis. To address these issues, we conducted sensitivity analysis based on the extreme values in our data sets, and found a range for improvement in prediction accuracy necessary to offset the sounder cost of 3–21 percent for a 3 percent discount rate, and 5–30 percent for a 7 percent discount rate. Improvements at the upper end of these ranges are very unlikely based on the OSSE studies we reviewed.

**Scenario 3—Hurricane Evacuations**
Many hurricane costs are unavoidable, however improved forecasts could limit unnecessary evacuations (Reigner 2008). We use evacuation cost figures from a study by Whitehead (2003) to estimate that, if the warning and evacuation area can be reduced by one county, average savings could be $90 million/event (2020 USD). Given an average of almost 18 hurricane/tropical storm landfalls per decade (Blake and Gibney, 2011) this represents a substantial potential savings. However, this benefit alone does not offset the cost of the sounder. It is also less certain whether this magnitude of improvement is achievable for every event. As in the severe storms case, OSSEs for hurricanes tended to focus on track and intensity for individual events (Schmit et al., 2009; Liu and Li, 2010; Zheng et al., 2015; Lee et al., 2017; Wang et al., 2017); it is not clear whether the results of these studies can be generalized to all tropical cyclones. In our discussions with experts versed in issues surrounding hurricane preparation, we learned that evacuation decisions need to be made well in advance of the oncoming storm, especially for large population centers, so the most relevant portion of the improvements is on the longer time scales (48–96 hour). Furthermore, our discussion with experts revealed that emergency managers rely heavily upon storm surge modeling to inform evacuation decisions (Glahn et al., 2009). Models such as the Sea, Lake, and Overland Surges from Hurricanes (SLOSH) are expected to use data from numerical models supported by the proposed HSS but the magnitude of reliance on this data has not been established by OSSEs.

**Actionable Recommendations**
This work examines HSS-linked improvements in weather forecasts with the potential to reduce weather-related losses in three scenarios. We show that improvements in forecast quality...
that lead to relatively minor reductions in weather-related losses are sufficient to offset the cost of HSS. Several important lessons from the current effort should be incorporated into ongoing and future studies of satellite-based sensors:

1. Data provided by sensors is part of a complex information production process. Isolating the marginal contribution of an individual stream of data is challenging. Benefits associated with individual sensors often depend on improvements to other parts of the value chain, such as better data ingest, improved models, faster computers, or more effective communication. The needs of end users should be the primary factor in determining future investments in observing systems. It may be possible to address these needs at one or more points in the value chain. The use of a systems approach will help to account for the addition of new instruments to a complex, dynamic system for several reasons:

   - First, the effects of adding a new instrument could ripple across the entire system or could be constrained by limitations in other parts of the system.
   - Second, the system itself is continuously changing. Other instruments will be added to other new satellites. Models are in a state of continuous refinement, as are central and local data transmission and management capabilities. Changes to the system could eliminate the need for data from the new instrument or amplify its beneficial effects.
   - Third, even when the addition of a new instrument can be shown to generate benefits in excess of costs, other less costly changes could produce similar benefits resulting in greater net benefits.

Many experts recognize the need for this systems approach to valuation (see Helms et al., 2016; Moigne et al., 2017; NOAA 2018; Anthes et al., 2019). Agencies that deploy Earth observing (EO) infrastructure should focus their effort on developing and improving system-focused models to optimize its investments in future satellite constellations.

2. Improving the connection between OSSE experiments and the needs of decision makers would increase the utility of OSSE results as input for economic analysis and valuation studies. According to Sec 107 of Public Law No: 115–25 Weather Research and Forecasting Innovation Act of 2017, OSSE experiments must be conducted “to assess the value and benefits of observing capabilities and systems” (italics added) for any system with a lifecycle cost of more than $500M. To meet this mandate, OSSEs should be designed from the start in collaboration with social scientists to focus on scenarios with strong implications for decision-making and societal benefits. This will help ensure that we make the most of these experiments, which are very expensive to run, requiring highly trained experts, and high performance computing. User needs are the foundation of economic valuation and should be the foundation for observing system planning. Understanding users and their decisions helps identify which forecast improvements are the most valuable. We are not aware of any case where an OSE/OSSE was specifically designed to address how the information that results from new sensors is used in a decision making process. Additionally, OSE/OSSEs should, to the maximum extent possible, be framed to anticipate the NWP modeling infrastructure to be available at the time of deployment. This framing will help ensure that OSSE/OSE studies will be aligned with improvements that create measurable value and facilitate more effective valuation studies. Finally, close collaboration between physical and social scientists will help ensure that the appropriate caveats regarding the limitations inherent in using simulated physical data are included for analysis that relies on OSSE results.

3. The long, complex value chain associated with Earth observations (EO) often prevents producers of EO from understanding how these data are applied and used. Many of the people who understand how EO data is applied in a decision making context are not within agencies that produce this data. End users may find that different components of the forecast or other products are more important in some applications than others. They may also have thresholds where small improvements in a particular dimension of the forecast or other output can lead to significant improvements in decision making and the resulting outcomes. In other cases, large improvements to the forecast may have minimal influence on the outcomes.

Additionally, future studies should investigate and account for the period of time required to realize the full benefits of a sensor. One important assumption that underlies this analysis is that benefits will begin as soon as the instrument is deployed, and that benefits will be equally distributed over the time period. This assumes that there will be no period of learning to use, assimilate, and interpret new data. Conversely, we limit the scope of our economic analysis to known or anticipated beneficial uses of data. Once data begins to be used, unanticipated and highly beneficial applications are often discovered (e.g., O’Connor et al., 2019).

The ability to address the issues above would be enhanced if information about external users of an agency’s products and services was systematically collected. This would help scientists studying sensors, building models, and communicating information to understand the decision making context from which the benefits of their work arises.

**CONCLUSION**

Using a VOI framework applied to three specific scenarios, we showed that the improvements to weather forecasts expected to result from the HSS instrument have the potential to generate value that exceeds the initial cost estimates for the instrument. When the breadth of the potential applications are considered, it is likely the HSS will generate benefits that substantially outweigh the cost. However, we identified several limitations that should be addressed to improve the quality of future studies of EO systems and sensors, including taking a systems approach, accounting for societal benefits in the design of OSEs/OSSEs, and a more comprehensive understanding of external decision makers.
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