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Abstract: Gridded precipitation data with a high spatiotemporal resolution are of great importance for studies in hydrology, meteorology, and agronomy. Observational data from meteorological stations cannot accurately reflect the spatiotemporal distribution and variations of precipitation over a large area. Meanwhile, radar-derived precipitation data are restricted by low accuracy in areas of complex terrain and satellite-based precipitation data by low spatial resolution. Therefore, hourly precipitation models were employed to merge data from meteorological stations, Radar, and satellites; the models used five machine learning algorithms (XGBoost, gradient boosting decision tree, random forests (RF), LightGBM, and multiple linear regression (MLR)), as well as the CoKriging method. In the north of Guangdong Province, data of four heavy rainfall events in 2018 were processed with geographic data to obtain merged hourly precipitation data. The CoKriging method secured the best prediction of spatial distribution of accumulated precipitation, followed by the tree-based machine learning (ML) algorithms, and significantly, the prediction of MLR deviated from the actual pattern. All machine learning methods showed poor performances for timepoints with little precipitation during the heavy rainfall events. The tree-based ML method showed poor performance at some timepoints when precipitation was over-related to latitude, longitude, and distance from the coast.
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1. Introduction

Precipitation is a key meteorological parameter that influences the global water cycle and surface environmental conditions. It is a crucial component of the water cycle and an avenue of energy exchange in the climate system [1,2], making it an essential indicator for characterizing climate change. Gridded precipitation estimates with a high spatial resolution are crucial for scientific research in various fields (e.g., hydrology, meteorology, climatology, and agronomy). Ground-based meteorological measurements are the most direct method of acquiring precipitation data, providing the highest single-point accuracy over relatively long periods [3,4]. However, this method is limited by the density and spatial distribution of observation stations, making it difficult to accurately capture spatiotemporal distribution and variations [5–7]. Precipitation data with a high spatiotemporal resolution can be obtained through ground-based radar observations, but data accuracy is easily affected by complex terrain [8]. Satellite-based precipitation measurement techniques have developed from infrared/visible light sensing to passive and active microwave...
sensing, with the most recent satellite-based efforts attempting to integrate the advantages of infrared and microwave sensing [9–11]. These merging projects include pioneering efforts such as the CPC Merged Analysis of Precipitation (CMAP), the Global Precipitation Climatology Project (GPCP) [12], and the Tropical Rainfall Measuring Mission (TRMM), operating since 1997. The current standard for such projects is the Global Precipitation Measurement (GPM) mission, which forms the basis for two widely used data products: Integrated Multi-satellite Retrievals for GPM (IMERG) and Global Satellite Mapping of Precipitation (GSMaP). IMERG can provide good half-hourly precipitation estimates with a spatial resolution of $0.1\degree \times 0.1\degree$, but some studies of extreme weather have found this resolution too coarse [13]. GSMaP data outperform IMERG for extreme precipitation events [14], but they are likewise limited by low resolution. There may be a significant systematic deviation between individual satellite-derived and radar-derived precipitation data, and the utility of satellite and radar data can be greatly enhanced by merging them with station data for correction and calibration [15,16].

In recent years, methods have been developed to merge precipitation data from different sources in order to improve spatiotemporal resolution and combine the advantages of the different sources [17]. Various methods have been introduced for merging precipitation data from meteorological stations and satellites, including artificial neural networks [18,19], optimal interpolation [20], the Filtersim multiple-point statistics method [21], convolutional neural network–long short-term memory (CNNLSTM) deep fusion modeling [22], and geographically weighted ridge regression [23]. The ordinary Kriging [24,25], CoKriging [26], and spatial–temporal local weighted linear regression Kriging (STLWRK) [27] methods have been developed for merging data from meteorological stations and ground-based radar. Multilayer perceptron networks [28] and the MetNet neural weather model [29] can be used to merge satellite and ground-based radar data. To further improve spatial resolution without reducing accuracy, researchers have introduced the high-resolution spatial structure analysis of radar precipitation data based on techniques of merging station and satellite data, as well as developing methods for merging data from all three sources (stations, satellite, and radar), including Monte Carlo-based multi-objective optimization [30], Bayesian averaging [31], geographically weighted regression, and artificial neural networks [32].

Despite the progress in developing methods for daily precipitation estimation based on multi-source data merging, the use of daily precipitation as an indicator of precipitation intensity remains a potential source of bias. The intensity of prolonged light precipitation may be overestimated, while the intensity of brief heavy precipitation may be underestimated, and two different intensity figures may be reported for a single precipitation event spanning two days [33]. Using hourly data provides a more accurate indicator of the actual precipitation intensity, reducing the sampling error while recording more details regarding each precipitation event [34]. Compared to normal rainfall events, heavy rainfall events are associated with higher precipitation values and more pronounced spatial differences in precipitation, leading to lower data accuracy. In addition, there is a need to test the applicability of multi-source hourly precipitation data merging for studying different types of heavy rainfall events, such as monsoon rainstorms and typhoons. Therefore, in this study, we analyzed the correlations between selected variables and the hourly precipitation observed at 250 meteorological stations in the mountainous areas of Northern Guangdong Province during four heavy rainfall events in 2018 (event I, 23–27 April; event II, 7–10 May; event III, 26–30 August; and event IV, 16 and 17 September). The auxiliary data analyzed included radar precipitation data, satellite precipitation data, elevation, distance from the coastline, and latitude and longitude. In addition, we sought to determine the optimal multi-source precipitation data merging method under the theoretical framework of machine learning and geostatistics. Accordingly, we analyzed the heavy rainfall events by data merging using five machine learning algorithms (XGBoost, GBDT, RF, LightGBM, and MLR) and the CoKriging precipitation merging model, then compared the results.
2. Materials and Methods

2.1. Study Area and Data Sources

Overview of the Study Area

The study area is located in the mountainous area of Northern Guangdong Province, with a latitude range of 23°33′16″ to 24°33′16″ N and a longitude range of 112°18′2″ to 114°18′38″ E. It includes most areas of Qingyuan City and parts of Zhaoqing, Guangzhou, Huizhou, and Shaoguan, as shown in Figure 1. The eastern and western parts of the study area are mainly composed of mountain ranges, so the overall terrain is high in the east and west and low in the middle, with a maximum elevation difference of 1421 m. The area of lowest elevation is the Beijiang River Valley in Yingde, Qingxin, and Qingcheng in the southeast of Qingyuan, mostly below 20 m. The study area is in a subtropical monsoon climate zone, with an average annual temperature between 18.9 °C and 22 °C. Rainfall is abundant, with an average annual precipitation of 1631.4–2149.3 mm and an annual average of 160–173 days with precipitation (daily precipitation ≥ 0.1 mm/d). The area is located in one of the three belts of heavy rainfall in Guangdong Province and is typical of the parts of Guangdong known as “rain nests” [35]. The heaviest rainfall in the study area is concentrated in Southeastern Qingyuan, Northeastern Guangzhou, Southern Shaoguan, and Northern Huizhou.

![Study area and the distribution of the meteorological stations.](image)

**Figure 1.** Study area and the distribution of the meteorological stations.

2.2. Research Data

Surface topography has a significant effect on precipitation [36]. Therefore, the research data also included auxiliary geographic parameters. Precipitation data were observed at meteorological stations by radar and by satellite; the auxiliary geographic parameters included elevation, distance to the coastline, and latitude and longitude.

2.2.1. Precipitation Data

The station-observed precipitation data used in this study were obtained from the Guangdong Meteorological Bureau (http://data.cma.cn/wa accessed on 1 April 2020). We selected quality-controlled hourly precipitation data, deleting implausible values (data is null or out of reasonable range), obtained from 250 meteorological stations in the study area (Figure 1) for four heavy rainfall events in 2018: event I (monsoon rainstorm, 23 April), event II (monsoon rainstorm, 7–10 May), event III (extreme monsoon rainstorm, 26–30 August), and event IV (Typhoon Mangkhut, 16 and 17 September). Hourly radar-derived precipitation data for the four heavy rainfall events were also used in this study. We used the radar-based quantitative precipitation estimation (RQPE) product provided by the Guangdong Meteorological Bureau, with a spatial resolution of 1 km and a temporal resolution of 6 minutes. First, the reflectivity (Z) during 6-minute volume scans and the corresponding hourly precipitation intensity (I) were used to construct a model of the Z–I relationship, and the 6-minute radar precipitation estimates were inverted; then, the radar data were calibrated by the station data, and the cumulative sum method was used to calculate radar-derived hourly precipitation data with a spatial resolution of 1 km. Satellite precipitation data were obtained from IMERG [37] and GSMaP [38], which use...
data from GPM mission. GPM is a new-generation global precipitation measurement program, the successor to TRMM and jointly implemented by the National Aeronautics and Space Administration (NASA) and Japan Aerospace Exploration Agency (JAXA) in 2014. Both IMERG and GSMaP are among the most widely used data products currently [39]. This study used IMERG Final Run data with a temporal resolution of half an hour and a spatial resolution of 0.1°. GSMaP precipitation data represent a reanalyzed version of data from the near-real-time Global Rainfall Watch (conducted by JAXA for meteorological and climate research) [40], with a temporal resolution of 1 h and a spatial resolution of 0.1°. GSMaP and IMERG data were downscaled to a spatial resolution of 0.01° and a temporal resolution of 1 h by interpolation using the area-to-point Kriging (ATPK) [41] method and a cumulative summation of the IMERG data.

2.2.2. Auxiliary Geographic Parameters

Elevation was determined based on global digital surface model (DSM) data with a spatial resolution of 30 m, provided by Advanced Land Observing Satellite, Panchromatic Remote-sensing Instrument for Stereo Mapping (ALOS PRISM) (https://www.eorc.jaxa.jp/ALOS/en/aw3d30/index.html accessed on 10 June 2019). ALOS DSM data are produced based on the ALOS panchromatic three-line array imagery (front view, vertical view, and rear view) with a resolution of 2.5 m and global coverage. Their horizontal and vertical accuracy can reach 10 m, and they are widely used to monitor the progress of urban construction and forest growth. By aggregating and averaging the DSM and cropping based on the vector boundaries of study area, a digital elevation model with a spatial resolution of 1 km was obtained.

Data on distance from the coastline were extracted from 2017 Worldview-3 high-resolution remote sensing images through human–computer interactive vectorization. Based on the spatial analysis method, the coordinates of the center point of each 1-km grid in the study area were extracted, and the closest distance from these center points to the coastline was calculated, giving the distance to the coastline of each 1-km grid.

2.3. Methodology

2.3.1. Multi-Source Precipitation Data Merging Methods

We constructed station–radar–satellite hourly precipitation merging models based on machine learning algorithms and geostatistical methods, together with auxiliary geographic parameters, including topography, latitude and longitude, and distance from the coastline. Additionally, to facilitate the high-accuracy merging of multi-source precipitation data, we developed a CoKriging data merging model with station-observed precipitation as the primary variable and the radar precipitation data as a covariate. Finally, merged hourly precipitation data with a spatial resolution of 1 km were obtained. A flowchart of the hourly precipitation data merging methods in this study is shown in Figure 2. There were four main steps: First, IMERG and GSMaP data with a spatial resolution of 0.1° were spatially downscaled using the geostatistical ATPK method, respectively. Second, a regression prediction model was constructed using machine learning algorithms based on the correlation of station precipitation data with radar precipitation data, satellite precipitation data, and auxiliary geographic variables. Third, the residuals between the model estimates and station observations were interpolated using the ordinary Kriging interpolation algorithm. Fourth, the model prediction results were corrected using the interpolated model residuals, producing high-accuracy hourly precipitation merging data with a spatial resolution of 1 km.
Kriging interpolation algorithm. Fourth, the model prediction results were corrected using the interpolated model residuals, producing high-accuracy hourly precipitation merging data with a spatial resolution of 1 km.

Figure 2. Flow chart of multi-source precipitation data merging.

2.3.2. Machine Learning-Based Hourly Precipitation Data Merging Models

In this study, five machine learning algorithms (GBDT, XGBoost, LightGBM, RF, and MLR) were used to construct regression models for station precipitation data, radar precipitation data, and auxiliary geographic parameters. The model estimates were compared with CoKriging interpolation results, as shown in Equations (1) and (2). In Equation (1),

\[
\hat{\text{Prec}}_{\text{ML}} = f_{\text{ML}}(\text{Radar}, \text{IMERG}, \text{GsMaP}, \text{Lon}, \text{Lat}, \text{DEM}, \text{Coastline})
\]  

(1)

where \(\hat{\text{Prec}}_{\text{ML}}\) denotes precipitation data predicted by a machine learning algorithm; \(f_{\text{ML}}\) denotes a regression model constructed based on machine learning algorithms; \(\text{Radar}, \text{IMERG}, \text{and GsMaP}\) denote radar and satellite precipitation data; \(\text{Lon}\) and \(\text{Lat}\) denote
latitude and longitude, respectively; DEM denotes elevation; and Coastline denotes distance from the coastline. The inputs of the constructed machine learning model were radar precipitation data (spatial resolution of 1 km) and the auxiliary geographic variables, and the output was predicted precipitation data (spatial resolution of 1 km). Then, the residuals of the model were interpolated using the ordinary Kriging interpolation algorithm, as shown in Equation (2):

\[ \hat{\varepsilon}_{ML}(x) = \sum_{i=1}^{n} \lambda_i \varepsilon_{ML}(X_i) \]  

where \( \hat{\varepsilon}_{ML}(x) \) is the ordinary Kriging estimate for the residual of the machine learning model at spatial location \( x \), and \( \lambda_i \) denotes the weight of the ordinary Kriging interpolation method. Thus, to obtain high-accuracy precipitation merging data with a spatial resolution of 1 km, it is recommended to use the interpolation results of the model residuals to correct the 1-km precipitation prediction results.

2.3.3. GBDT

The gradient boosting decision tree (GBDT) is an iterative decision tree model, based on a boosting algorithm, that achieves classification and regression by continuously reducing residuals. The GBDT algorithm generates a weak learner with each iteration, and each learner is trained with the residuals of the learner in the previous round until a strong classifier is finally obtained. The core concept of the GBDT algorithm is to let each tree fit the residuals generated by the previous tree and use the cumulative results for all the trees as the final prediction output through formula calculations.

2.3.4. XGBoost

XGBoost is an integrated learning algorithm based on the method of boosting [42]. It is an optimized ensemble tree-based algorithm, improved and extended from the GBDT algorithm. Its main idea is to use feature splitting to grow trees continuously, with each generated tree representing a new function used to fit the residuals of the previous tree; finally, the calculated value of each leaf node is added to obtain the final predictive value:

\[ \hat{y}_i = \sum_{k=1}^{K} f_k(X_i), \quad f_k \in F \]

where \( \hat{y}_i \) is the model-predicted value, \( K \) denotes the number of trees, \( F \) is the ensemble space of the regression tree (also known as CART), and \( X_i \) denotes the feature vector of the \( i \)-th data point. \( F = \{ f(X) = w_q(X) \mid q : R^m \to T, w \in R^T \} \), where \( q \) denotes the structure of each tree by which the examples are mapped to the corresponding leaf indices, \( T \) is the number of leaves on the tree, and \( f_k \) corresponds to the structure \( q \) and the leaf weight \( w \) of \( k \)-th independent tree. Each regression tree contains consecutive scores on each leaf, and the score on the \( i \)-th leaf is denoted by \( w_i \). The objective function of the XGBoost algorithm includes a loss function and a regularization term:

\[ L(\bar{z}) = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k) \]

\[ \Omega(f) = \gamma T + \frac{1}{2} \lambda \|w\|^2 \]

where \( l(\hat{y}_i, y_i) \) denotes the training error between the predicted value \( \hat{y}_i \) and true value of the target \( y_i \). The regularization term \( \Omega \) penalizes the complexity of the model to smooth the final learned weight and avoid overfitting, and \( \gamma \) and \( \lambda \) denote the penalty coefficients of the model.
2.3.5. LightGBM

Light Gradient Boosting Machine (LightGBM) is a GBDT variation for big data processing that balances efficiency and accuracy [43]. The characteristics of the LightGBM algorithm are as follows: (1) A leaf-wise algorithm with a depth limit is adopted to replace the level-wise strategy used by most GBDT tools, (2) data volume and accuracy are balanced using a gradient-based one-sided sampling (GOSS) algorithm that can exclude most samples with small gradients and calculate information gain using the remaining samples, and (3) the exclusive feature bundling (EFB) method is used to reduce the data volume by reducing the number of features. LightGBM uses a histogram algorithm to reduce the memory occupied by the method and the complexity of the data separation. Its core idea is to convert continuous features into discrete values and construct a histogram, and the cumulative statistics of each discrete value in the histogram are counted by traversing the training data. During feature selection, the optimal splitting point can be determined by simply traversing the discrete values in the histogram. Moreover, the histogram can be accelerated by the difference. Leaf nodes with large histograms can be obtained based on histogram differences between the small leaf nodes, thus minimizing the computational effort of obtaining histograms for each leaf node.

2.3.6. RF

Random forest (RF) is a combination of decision trees where each tree depends on a random vector value with the same distribution as the forest [44]. RF is a product of integrated learning, which combines the integrated Bagging (bootstrap aggregating) [44] and classification and regression tree (CART) algorithms. The idea of RF is to randomly select N samples from the original training sample set repeatedly with replacements to form the sample subsets and then generate N decision trees based on the subsets. Each decision tree is judged to obtain N classification results, and the final classification is determined by voting. RF has the following characteristics: (1) the subsets are independent of each other, which enables parallel computing and ensures high efficiency; (2) because of the Bagging method, the decision tree is not too complex and does not require pruning; and (3) the existence of out-of-bag (oob) data makes it unnecessary to select a validation set separately.

2.3.7. MLR

Based on linear relationships between the precipitation data from meteorological stations, radar precipitation data, and auxiliary geographic parameters, we constructed a multi-source precipitation data merging model based on the multiple linear regression (MLR) method. The parameters of the MLR model were solved by the least squares method to fulfill the requirement that the residual sum of squares \( Q = \sum_{i=1}^{m} (\text{Prec}_i - \hat{\text{Prec}}_i)^2 \) be minimized.

2.4. CoKriging-Based Hourly Precipitation Merging Model

The CoKriging interpolation method interpolates one or more target variables based on several variable data and their spatial and intervariable correlations [45]. In this study, CoKriging interpolation was performed with station-observed precipitation as the primary variable and radar precipitation data as the covariate, as shown in Equation (6):

\[
Z_{\text{gauge,CK}}(x_0) = \sum_{i=1}^{N_1} \lambda_{1i} Z_{\text{gauge}}(x_i) + \sum_{j=1}^{N_2} \lambda_{2j} Z_{\text{radar}}(x_j)
\]

where \( Z_{\text{gauge,CK}}(x_0) \) is the estimated value at \( x_0 \); \( Z_{\text{gauge}}(x_i) \) is the value of the primary variable, station-observed precipitation; \( Z_{\text{radar}}(x_j) \) is the value of the covariate, the radar precipitation data; \( \lambda_{1i} \) and \( \lambda_{2j} \) are the weights of \( Z_{\text{gauge}} \) and \( Z_{\text{radar}} \), respectively; \( \sum_{i=1}^{N_1} \lambda_{1i} = 1 \); and
The CoKriging method uses the variance function and covariance function to perform unbiased optimal estimations according to the following formulae:

\[
\gamma_{gauge}(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [Z_{gauge}(x_i) - Z_{gauge}(x_i + h)]^2
\]

(7)

\[
\gamma_{gauge,radar}(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [Z_{gauge}(x_i) - Z_{gauge}(x_i + h)] \cdot [Z_{radar}(x_i) - Z_{radar}(x_i + h)]
\]

(8)

where \(N(h)\) is the number of samples used to calculate the variance function, and \(h\) is the sample distance.

2.5. Evaluation Method

The merging results were evaluated based on precipitation observations from the test stations, and the evaluation indices included the correlation coefficient (CC), root mean square error (RMSE), and mean absolute error (MAE):

\[
CC = \frac{\sum_{i=1}^{m} (\hat{Prec}_i - \overline{Prec}) (Prec_i - \overline{Prec})}{\sqrt{\sum_{i=1}^{m} (\hat{Prec}_i - \overline{Prec})^2} \sqrt{\sum_{i=1}^{m} (Prec_i - \overline{Prec})^2}}
\]

(9)

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (Prec_i - \hat{Prec}_i)^2}
\]

(10)

\[
MAE = \frac{1}{m} \sum_{i=1}^{m} |Prec_i - \hat{Prec}_i|
\]

(11)

where \(m\) is the number of stations, \(Prec_i\) denotes the precipitation data from the \(i\)-th ground-based meteorological station, \(\hat{Prec}_i\) denotes the multi-source precipitation merging data, \(\overline{Prec}\) denotes the average station-observed precipitation, and \(\overline{Prec}_i\) denotes the average of the multi-source merging precipitation.

3. Results

3.1. Evaluation of the Accuracy of Merging Results

Hourly precipitation observations were selected from 20% of the meteorological stations (50 stations), which were evenly distributed over the study area and varied at each timepoint (Figure 1), to evaluate the accuracy of the merged hourly multi-source precipitation data for four heavy rainfall events in terms of the three indices (CC, RMSE, and MAE).

Figures 3–6 present the merged precipitation data obtained for the four heavy rainfall events by the six merging methods. The scatterplots show that the main errors were underestimation for high-precipitation timepoints and overestimation for low- or no-precipitation timepoints. CoKriging produced fewer errors in both cases than the machine learning methods, so it was considered the most accurate, giving CC values for the four heavy rainfall events of 0.783, 0.806, 0.727, and 0.828, respectively. Comparing the different machine learning algorithms, GBDT and XGBoost had the best performances for events I (CC = 0.756) and IV (CC = 0.820), respectively, whereas RF provided the highest CC for events II (CC = 0.787) and III (CC = 0.678). MLR resulted in the lowest CC and the highest RMSE and MAE, indicating the lowest accuracy. Moreover, MLR provided the most severe overestimation for the low- and no-precipitation timepoints during events I, II, and III.
Figure 3. Comparison of the observed and estimated precipitation for heavy rainfall event I: (a) XGBoost, (b) MLR, (c) RF, (d) GBDT, (e) LightGBM, (f) CoKriging (the red line represents the fitted curve between in-situ and estimated precipitation; the black line represents that the ratio of in-situ precipitation to estimate precipitation is 1:1).

Figure 4. Comparison of the observed and estimated precipitation for heavy rainfall event II: (a) XGBoost, (b) MLR, (c) RF, (d) GBDT, (e) LightGBM, (f) CoKriging (the red line represents the fitted curve between in-situ and estimated precipitation; the black line represents that the ratio of in-situ precipitation to estimate precipitation is 1:1).

Figure 7 shows the boxplots of the evaluation indices for the precipitation timepoints during each heavy rainfall event (when the sum of the observations at the 250 stations was greater than 10 mm). CoKriging produced the highest average and median CC for all four events, as well as the lowest the RMSE and MAE, indicating that CoKriging had the highest merging accuracy. MLR produced the lowest CC distribution and the highest MAE and RMSE. Among the machine learning methods, RF produced the highest upper limit of CC for event I, but its lower limit was still lower than that of CoKriging. For all methods, CC was the lowest for event III compared with the other heavy rainfall events, and the mean CC was below 0.6, except with CoKriging, indicating that the merging performance was worst for event III. The CC values of event IV were generally high, with relatively small variations, and the merging effect was the best, which is because event IV involved high
cumulative precipitation, and the rainfall was continuous without abrupt declines (e.g., the periods from 00:00 on 24 April to 23:00 on 25 April, 19:00 on 7 May to 22:00 on 9 May, and 15:00 to 20:00 on 26 August).

Figure 5. Comparison of the observed and estimated precipitation for heavy rainfall event III: (a) XGBoost, (b) MLR, (c) RF, (d) GBDT, (e) LightGBM, (f) CoKriging (the red line represents the fitted curve between in-situ and estimated precipitation; the black line represents that the ratio of in-situ precipitation to estimate precipitation is 1:1).

Figure 6. Comparison of the observed and estimated precipitation for heavy rainfall event IV: (a) XGBoost, (b) MLR, (c) RF, (d) GBDT, (e) LightGBM, (f) CoKriging (the red line represents the fitted curve between in-situ and estimated precipitation; the black line represents that the ratio of in-situ precipitation to estimate precipitation is 1:1).

Figures 8–11 demonstrate the time series of the evaluation indices of the hourly precipitation merging data for the four heavy rainfall events and the sum of the observed hourly precipitation data from all ground-based stations at the corresponding time. It can be seen that CoKriging provides highly accurate hourly precipitation merging data for the four heavy rainfall events, with the CC accounting for over 39%, much higher than that of the five machine learning methods. In addition, the RMSE and MAE of the four heavy
rainfall events are highly correlated with the variations of the precipitation values, with basically consistent trends of increases and decreases.

Figure 7. Boxplots of the evaluation indices for the four heavy rainfall events: event I, 23–27 April; event II, 7–10 May; event III, 26–30 August; and event IV, 16 and 17 September.
Figure 8. Evaluation indices of heavy rainfall event I.

Figure 9. Evaluation indices of heavy rainfall event II.
Figure 10. Evaluation indices of heavy rainfall event III.

Figure 11. Evaluation indices of heavy rainfall event IV.
As shown in Figure 8, the accumulated precipitation at the stations for event I started to increase at 12:00 on 23 April and reached the peak of the entire event of about 800 mm at 18:00 on that day. After a pause of two days, the precipitation reached two small peaks at 0:00 on the last two days, respectively; the accuracy of CoKriging for event I was generally higher than that of the other methods. However, there were cases when CoKriging was inferior to other methods. For example, the CC of CoKriging was much lower than that of the other five methods for the timepoint of 23:00 on 26 April. The reasons may be that the precipitation at that timepoint was relatively low and that the rainfall centers were far apart. Thus, the spatial correlation between the precipitation data was relatively weak, making the accuracy of CoKriging lower than that of the machine learning methods. Figure 8 also shows that the CC of MLR was 0 for the timepoint of 18:00 on 23 April when the accumulated precipitation at the stations reached its peak, and the corresponding RMSE and MAE indices were very high. The comparison between MLR merging results plotted in Figures 12 and 13 and the merging results of the other methods revealed that this result was caused by a miscalculation of the precipitation centers with MLR.
Figure 12. Distribution of the merging results based on the XGBoost, GBDT, LightGBM, RF, and MLR algorithms and the CoKriging interpolation results: (a) 18:00 on 23 April 2018, (b) 9:00 on 7 May 2018, (c) 7:00 on 30 August 2018, and (d) 13:00 on 16 September 2018.

Figure 13. Cont.
Figure 13. Spatial distribution of the accumulated precipitation merging results of different merging methods for the four heavy rainfall events: (a) heavy rainfall event I, (b) heavy rainfall event II, (c) heavy rainfall event III, and (d) heavy rainfall event IV.
As shown in Figure 9, the accumulated precipitation at the stations increased from 100 mm to more than 1500 mm within five hours and then dropped to less than 100 mm in 1 h on the first day of event II. After that, the precipitation continued from 0:00 on 9 May to 10:00 on 10 May, during which it tended to be stable, basically between 200 mm and 600 mm. It could be seen that the CC, RMSE, and MAE of CoKriging were generally better than the other methods for event II. In particular, the accuracy of CoKriging was significantly higher than that of the machine learning methods for the precipitation period from 23:00 on 8 May to 13:00 on 10 May. In addition, for some periods during this heavy rainfall event, the CC of MLR was particularly low, while the RMSE and MAE were notably high.

As shown in Figure 10, event III contained many precipitation peaks with relatively short precipitation intervals, which was quite different from the characteristics of the other monsoon rainstorm events, I and II. For event III, the five machine learning methods all had a CC dominance ratio of about 10%, and CoKriging was still the one with the highest overall accuracy. The advantage of CoKriging was especially pronounced for the period from 0:00 on 26 August to 0:00 on 27 August at the beginning of the heavy rainfall event.

As shown in Figure 11, during event IV, the accumulate precipitation at the stations began to increase from 3:00 on 16 September and peaked at 13:00 on that day. After that, the precipitation continually decreased, showing a normal distribution trend in general. The evaluation indices CC, RMSE, and MAE were still optimal for CoKriging for event IV, yet the ratio of CoKriging dominance decreased compared with the first three heavy rainfall events. In addition, the CC of all the methods except for MLR mostly exceeded 0.5, indicating that the overall merging performance for event IV was better.

3.2. Merging Result Demonstration

It can be seen from Figures 8–11 that the precipitation merging accuracy was not low at timepoints with high observed precipitation during the events, and the precipitation distribution of the peak timepoints was representative. Therefore, Figure 12 demonstrates the merging results of the timepoints with the maximum precipitation in the four heavy rainfall events. Among these, the precipitation was more concentrated at the timepoints of 18:00 on 23 April 2018 and 9:00 on 7 May 2018 than at 7:00 on 30 August 2018 and 13:00 on 16 September 2018 in the merging results. The precipitation distribution of the MLR merging results was significantly different from the results of the other methods at three timepoints: 18:00 on 23 April 2018, 7:00 on 30 August 2018, and 13:00 on 16 September 2018. Referring to the characteristics of the CC, RMSE, and MAE indices of the MLR precipitation merging results at these three timepoints in Figures 8–11, we can confirm that MLR miscalculated the precipitation distribution. The reason for this problem was that MLR only considered the linear relationship between the features, and the error was relatively large for some heavy rainfall timepoints. The merging performance of MLR was not as good as the nonlinear machine learning models [46]. The stripes in Figure 12b occur with XGBoost, LightGBM, and RF, and this feature will be discussed in Section 4.3.

4. Discussion

4.1. Spatial Distribution Characteristics of Accumulated Precipitation

Figure 13 shows the spatial distribution of accumulated precipitation obtained by the different merging methods for the four heavy rainfall events in 2018. It can be seen that the accumulated precipitation as determined by the four tree-based machine learning models GBDT, XGBoost, LightGBM, and RF has similar spatial distribution characteristics that are significantly different from those obtained by CoKriging and MLR. Among them, the range of areas with high accumulated precipitation in the results of the RF method is smaller than that for GBDT, XGBoost, and LGBM; the accumulated precipitation results of the XGBoost method are not smooth, with prominent precipitation variations; and the accumulated precipitation results of CoKriging are obviously jagged, which is characteristic of the interpolation method. Finally, the accumulated precipitation results of MLR have a significantly different spatial distribution from the results of the other methods, and
the accumulated precipitation values are much higher than the other methods; these are consistent with the hourly prediction results of MLR. The evaluation indices in Figures 3–6 and the comparison between the merging results and station-observed precipitation in Figure 13 reveal that the spatial distribution of accumulated precipitation predicted by CoKriging agrees the best with the actual pattern, followed by the results of the tree-based machine learning methods. Furthermore, the distribution characteristics of the accumulated precipitation of the MLR significantly deviate from the actual pattern, showing obvious problems in events II and III.

4.2. Accuracy Analysis

It can be seen from Figures 3–6, Figure 7, and Figures 8–11 that CoKriging provides the highest CC between the observed and estimated precipitation during the heavy rainfall events, as well as the highest ratio of the timepoints with the best CC performance in the heavy rainfall events, which is sufficient to show that the accuracy of CoKriging is the highest. We believe that there are two main reasons for the high accuracy of the CoKriging merging results. One is that precipitation during the heavy rainfall events has a high spatial autocorrelation, and the other is that CoKriging introduces the highly correlated radar precipitation data as covariate. The dependence on the covariate makes CoKriging less accurate when the correlation between the covariate and station-observed precipitation is relatively low. Among the hourly precipitation merging results for each heavy rainfall event, the CC of MLR is the lowest, and its RMSE and MAE are the highest. The accuracy of MLR is the lowest among the six methods, and its merging results are significantly different from the other methods. The main reason is that MLR only considers the linear relationship of the observed precipitation from the meteorological stations to the radar precipitation data, satellite precipitation data, and auxiliary geographic variables and cannot capture the nonlinear relationship between them, resulting in the miscalculation of the precipitation values and precipitation distribution for some timepoints. For the four heavy rainfall events, the accuracy of each merging method is the lowest for event III, probably because the cumulative value of precipitation from each station in this event is lower than those in events II and IV. In addition, the peak accumulated precipitation is only 1000 mm. There were many timepoints when the accumulated precipitation was relatively little (accumulated precipitation greater than 10 mm and less than 100 mm) during the heavy rainfall event in August, because the little precipitation was only observed by a small number of meteorological stations. The prediction results for such timepoints are poor.

From Figures 8–11, it can be seen that the monsoon rainstorms in the mountainous areas of Northern Guangdong Province lasted longer than the typhoon, with more precipitation intervals and more complex temporal precipitation distribution patterns. For the monsoon rainstorm events (events I, II, and III), the machine learning methods with the highest hourly precipitation merging accuracy are GBDT, RF, and RF, respectively, and the merging accuracy of the RF for event I is close to that of GBDT (with CC lower than that of GBDT by 0.007); for the typhoon event (event IV), the machine learning method with the highest merging accuracy is XGBoost, whose merging accuracy is higher than that of LightGBM in second place by 0.06. Therefore, the RF-based hourly precipitation merging model is suitable for analyzing monsoon rainstorm events, and the XGBoost-based hourly precipitation merging model is suitable for analyzing typhoon events.

As can be seen from Figures 12 and 13, the CC of machine learning methods is mostly 0 for the timepoints with little precipitation (from 9:00 on 27 April to 23:00 on 27 April and 20:00 on 7 May to 23:00 on 8 May), while the CC of CoKriging is much higher. This is because the relatively little precipitation was only observed by a small number of meteorological stations. Such cases when few stations observe very little precipitation can only be considered as intermittent precipitation, no longer heavy rainfall. Secondly, it is difficult for the model to extract a precipitation pattern when too few stations have precipitation records. Hence, the model treats such cases as global non-precipitation, but the interpolation results of CoKriging still present some correlation.
Chao [47] used the multiscale geographically weighted regression (MGWR) method to perform hourly precipitation data merging for the Ziwu River Basin, and the CC of the merging result was 0.724. Li [48] applied the space–time multiscale analysis system (STMAS), a multigrid variational analysis technique, to merge hourly precipitation data during the heavy precipitation period in Jiangxi Province from May to June 2019, and the CC of the merging result was 0.76. Figures 3–6 show the hourly precipitation merging accuracy of six methods for four heavy rainfall events, where the CC values of the merging results of CoKriging for events I, II, and IV (0.783, 0.806, and 0.828) are higher than the CC of the methods in the two studies mentioned above. The CC of CoKriging for event III (0.726) is also similar to that of GWR and STMAS, and the machine learning methods RF and XGBoost with the highest merging accuracy for events II and IV also provide higher CC results of 0.787 and 0.82. Therefore, the merging results for the four heavy rainfall events in this paper have application and reference values.

4.3. Defects of the Merging Results

There are horizontal stripes in the merging results of the tree-based machine learning methods for some timepoints. Figure 14 shows the merging results of XGBoost, LightGBM, and RF for the rainfall-concentrated timepoint 9:00 on 7 May 2018, where striped areas appear in the regions without concentrated precipitation (the GBDT results do not have stripes at this timepoint, but they are present at other precipitation timepoints). First, the precipitation patterns of these striped areas are obviously inconsistent with the actual precipitation distribution. The correlation coefficients of the observed precipitation from the meteorological stations at 9:00 on 7 May 2018 with the radar precipitation data, GSMaP, IMERG, longitude, latitude, DEM, and distance from the coastline are 0.57, 0.62, 0.62, 0.21, −0.55, −0.15, and −0.62, respectively. It can be seen that the correlation between station-observed precipitation and latitude and distance from the coastline is very high for this timepoint, leading to the overemphasis of XGBoost, LightGBM, and RF on the influence of latitude and distance from the coastline; the striped regions are all high-latitude areas far from the coastline. The striped regions at high latitudes appear under the joint effects of high weights and high eigenvalues. These striped regions do not have particularly large regional residual values, indicating that station-observed precipitation values within the striped regions do not differ significantly from the predicted precipitation values for these regions, but the striped regions cannot be removed simply by residual correction.

Although CoKriging has the highest precipitation merging accuracy, its modeling time is also longer than the machine learning methods. Considering the issues of accuracy and time, we suggest that spatial and temporal autocorrelation parameters should be introduced into machine learning models in further studies and that the influences of ambient precipitation and precipitation at previous timepoints on the modeling results should be fully considered. In addition, the accuracy of the multi-source precipitation data merging model could be improved by incorporating more satellite precipitation data into the model.
5. Conclusions

We selected the mountainous area of Northern Guangdong Province as the study area and used data from four heavy rainfall events during the 2018 flood season (23–27 April, 7–10 May, 26–30 August, and 16 September) to establish precipitation data merging models suitable for the area based on XGBoost, GBDT, LightGBM, RF, MLR, and CoKriging. The residuals of these machine learning models were corrected with the ordinary Kriging method to obtain hourly precipitation merging data with a spatial resolution of 1 km, and the merging results were assessed and analyzed based on the spatial precipitation distribution and accuracy indices. The research conclusions are as follows:

1. The errors in these precipitation merging results mainly involve underestimations for high-precipitation timepoints and overestimations for low- or no-precipitation timepoints.
2. The spatial distribution of the accumulated precipitation predicted by CoKriging agrees the best with the actual pattern, followed by the results of the tree-based machine learning methods, whereas the distribution of accumulated precipitation predicted by MLR is significantly different from the actual pattern. The merging results of CoKriging have a higher accuracy than the machine learning methods, because precipitation during heavy rainfall events has pronounced spatial autocorrelation, and radar precipitation data as a covariate are highly correlated with the station-observed precipitation.
Different machine learning methods are applicable for different types of heavy rainfall events. The RF-based hourly precipitation merging model is suitable for analyzing monsoon rainstorm events, and the XGBoost-based hourly precipitation merging model is suitable for analyzing typhoon events.

The merging performance of the machine learning methods is relatively poor for the timepoints, with little precipitation during the heavy rainfall event. One reason is that the models have difficulty in extracting features when a small number of meteorological stations observe little precipitation; another one is that the models do not capture the temporal variability of precipitation well, while constant rain is always observed the easiest.

The hourly merging results of the tree-based machine learning models contain striped textures at some timepoints, which is caused by an excessively high correlation between the precipitation at these timepoints and latitude and distance from the coastline; the MLR method showed miscalculations for the precipitation values and locations and overestimates the accumulated precipitation for heavy rainfall events II, III, and IV.

In summary, the hourly precipitation merging models proposed in this paper can provide high-accuracy gridded precipitation data for heavy rainfall events in the mountainous areas of Northern Guangdong Province. The models combine the advantages of different types of precipitation data by merging precipitation observed from meteorological stations with radar and satellite precipitation data, which is essential for studying different types of heavy rainfall events in mountainous regions. One of their shortcomings is that CoKriging has obvious advantages for the heavy rainfall events in South China, but its applicability in other regions needs further research; the other is that they fail to consider the spatiotemporal autocorrelation of precipitation during heavy rainfall events and that the results for the spatial distribution of precipitation produced by the machine learning methods have certain defects at some timepoints. The models need to be improved in further studies.
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