Understanding the mechanism, thermodynamic and kinetic features of the Kukhtin–Ramirez reaction in carbamate synthesis from carbon dioxide†
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In this article, thermodynamic and kinetic aspects of the Kukhtin–Ramirez reaction of the carbamate formation from carbon dioxide have been investigated in the presence of various phosphorous reagents (PRs), in the gas and solvent phases, theoretically. The obtained carbamate is a precursor for the synthesis of oxazolidine-2,4-dione as a biologically important compound. Two kinds of phosphorous reagents have been considered: type 1 is the PRs which have variable numbers of nitrogen atoms while, type 2 is composed of PRs without nitrogen atoms. By investigation of the local nucleophilicity indices ($N_0$) and steric exchange energy ($\Delta$E), the reaction kinetics was studied in the presence of these kinds of PRs. It was illustrated that the steric repulsion between the lone pair electrons of the phosphorus atom and its bonded groups and the nucleophilicity character of this atom are impressive factors in the reaction kinetics. On the other hand, the analysis of stabilization energies associated with the donor–acceptor orbitals of the oxide forms of PRs (PORs) shows that the number of nitrogen atoms of the studied PRs have remarkable effects on the thermodynamics of the overall reaction. Finally, it has been shown that the obtained $\Delta$E$_{\text{Reaction}}$ by MPWB95 and B3LYP functionals, are in an acceptable correlation with the Mulliken atomic spin density ($P_{\alpha,-}$) of the phosphorous atom.

Introduction

A significant increase in global fuel consumption and emission of enormous quantities of CO$_2$ are vital issues in energy and environmental fields. CO$_2$ is one of the main components of greenhouse gases and after pre-industrial times, its amount has been increased. These gases are primarily responsible for the rise in atmospheric temperature and probably abnormal changes in the global climate. Human industrialization has led to a substantial increase in CO$_2$ in our atmosphere and its emission to be continuously increasing; an event that is now implicated in increased ocean acidification and extreme weather phenomena. Therefore, utilization of CO$_2$ as the C$_1$ building block for fuels and chemicals is one of the most interesting strategies to solve the CO$_2$ production matter.

The vast majority of carbon resources are based on crude oil, natural gas and coal. One of the most interesting issues in many fields of chemistry is the application of CO$_2$ as a reactant in the production of valuable materials. Organometallic reagents, three-membered heterocyclic compounds, hydrogen and other reductive reagents and materials which contain oxygen or nitrogen atoms are able to react with CO$_2$ and produce valuable materials such as urea derivatives, cyclic carbonates, polycarbonates, acetylsalicylic acid and salicylic acid. For example, catalytic coupling of CO$_2$ with high energy substrates, such as epoxides and aziridines, to generate polycarbonates, polycarbamates, cyclic carbonates and carbamates has considerable attention over the past decades.

One of the valuable compounds in organic synthesis is heterocyclic rings which their production by carbon dioxide is currently receiving considerable and increasing attention by the scientific community. Oxazolidine-2,4-diones are heterocyclic rings that their traditional synthesis strategies suffer from harsh reaction conditions, multi-step procedures and the use of very toxic compounds like phosgene and isocyanates. The frequently used methods for their synthesis are the cyclizations of $\alpha$-hydroxy ester with urea or isocyanates and $\alpha$-hydroxy amide with chloroformates or carbamates.

Moreover, the conversions of heterocyclic intermediates to oxazolidine-2,4-diones are another strategies for oxazolidine-2,4-diones production. However, Zhang and coworkers reported a mild, convenient and environmentally friendly method by using CO$_2$ for synthesis of oxazolidine-2,4-diones. Oxazolidine-2,4-diones are important class of the chemical compounds that are widely used in medicine and pharmaceutical
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industry.\textsuperscript{14} \(\text{P(NMe}_2\text{)}_3\) was used by Zhang and coworkers as a valuable phosphorous reagent for oxazolidine-2,4-diones synthesis.\textsuperscript{13}

Among the numerous organophosphorus with different valence states, trivalent phosphorus derivatives are known\textsuperscript{15} which undergo an addition reaction with 1,2-dicarbonyl compounds to give 1 : 1 adducts formulated as either dioxa-phospholene (A) or oxyphosphonium enolate (B) (Fig. 1). This reaction is known as Kukhtin–Ramirez addition which have been the issues of numerous investigations.\textsuperscript{16} The reaction of B with electrophilic reagents yields alkoxyphosphonium species C which acts as an electrophile for nucleophilic displacement.\textsuperscript{17}

Based on the importance of the PRs in new organic synthesis, and because of their vital effect as efficient catalysts in Kukhtin–Ramirez addition, a comprehensive kinetic and thermodynamic study has been carried out on the effects of PRs in the reaction which reported by Zhang and coworkers. For this purpose, besides of \(\text{P(NMe}_2\text{)}_3\) that has been used by Zhang and coworkers, different PRs has been considered in which two

---

Fig. 1  Trivalent phosphorus derivatives in Kukhtin–Ramirez addition.

Fig. 2  General reaction and all of the considered PRs in the reaction.
kinds of PRs are distinguishable. Type 1 has nitrogen atom while type 2 is N atom free. It is notable that the considered PRs were synthesized already and the synthetic strategies of all considered PRs are available.\textsuperscript{18–22} Fig. 2 shows the overall reaction and considered PRs. In order to have an insight into the kinetic and thermodynamic aspects, a knowledge of the reaction mechanism at the molecular level is necessary which is provided here by using quantum chemistry calculations with different analyses.

**Computational details**

All structures corresponding to the reactants, transition states (TSs), intermediates and the products of the reaction were optimized, using the Gaussian09 computational package\textsuperscript{23} with the density functional theory (DFT) method as implemented in the computational package.\textsuperscript{24} Optimized geometries of the stationary points on the potential energy diagrams were obtained using the B3LYP functional and 6-31+G(d,p) basis set. Single point energy calculations on the optimized structures were performed using the meta-GGA functional of MPWB95.\textsuperscript{25–29} The synchronous transit-guided quasi-Newton (STQN) method as implemented by Schlegel \textit{et al.}\textsuperscript{30} was applied to locate the TSs. Intrinsic reaction coordinate (IRC) method\textsuperscript{31} was also used in order to check and obtain the profiles connecting the TSs to the reactants and products.

Vibrational frequencies of these points along the reaction paths were specified to provide an estimation of the zero point vibrational energies (ZPVEs) and TSs validation. Natural bond orbital (NBO) analysis were applied to determine the donor–acceptor interaction energies, steric exchange energy (dE) and orbital overlap integrals, S\textsubscript{ij}.\textsuperscript{32,33} Base on this analysis, some important quantum molecular descriptor have been evaluated and analyzed. Because, the solvent–solute interactions are more considerable in the solution, conductor like polarizable continuum model (CPCM) was applied for the calculation of the solvent effects on the kinetic and thermodynamic aspects of the reaction.\textsuperscript{34} In order to describe the intermolecular interaction during the reaction, 3D-NCI (non-covalent interactions) plots\textsuperscript{35,36} were calculated using the MultiWFN 3.1 software.\textsuperscript{37}

**Results and discussion**

**Mechanism investigation**

Fig. 3 shows the proposed reaction mechanism and the corresponding potential energy diagram (PED) for the reaction in the gas and solvent phases has been depicted in Fig. 4. The reaction proceeding through the intermediates leads to different energy levels in the reaction pathway on the PED which has been depicted by numbers in Fig. 4. Total Gibbs free energy of phenyl carbamic acid (2), P(NMe\textsubscript{2})\textsubscript{3} and \alpha-keto ester (1) has been considered as the reference in the PED. In order to decrease the cost of the calculations, ethyl group of applied \alpha-keto ester (1), in experimental report, has been replaced by methyl group. Absolute values of the Gibbs free energy, entropy and enthalpy of the intermediates, during the reaction, have been provided in

![Fig. 3 Proposed mechanism for the studied reaction.](image-url)
Table 1(s).† In addition to the relative Gibbs free energy of the studied levels, relative activation Gibbs free energy of the TSs and imaginary vibrational frequencies were also included in this table.

Phenyl carbamic acid (2) is produced by nucleophilic attack of aniline to carbon dioxide. Since, there are numerous methods for the synthesis of 2,18 it is possible to be prepared separately, and added to the desire reaction. In 1 is produced due to the nucleophilic attack of P(NMe2)3 to the ketone carbonyl group of α-keto ester (1) which has two isomeric forms of In 1(A) and In 1(B). Calculated absolute Gibbs free energies of In 1(B) and In 1(A) are −1318.211 and −1318.207 (a.u) in the gas phase, respectively. Our tries for optimization of In 1(A) to take the global minimum energy was not successful in CH2Cl2 as the solvent and during the optimization process, its five membered ring was opened and In 1(A) was converted to In 1(B). It can be concluded that, In 1(B) is the most stable isomer of In 1. In step 2, the proton of phenyl carbamic acid (2) is adsorbed by nucleophilic attack of carbon atom of In 1, yielding In 2.

The carbon atom bonded to OMe group in In 1(B) is a prochiral center and the configurations of the prochiral centers are determined by the Cahn–Ingold–Prelog sequence rules.39 Therefore, In 1(B) has two faces which bears a mirror-image and diastereotopic relationship to each other. These two faces are classified as re or si. Therefore, two directions can be considered for phenyl carbamic acid approaching to In 1(B). Fig. 5 depicts si and re faces and two approaching paths for In 1(B) reaction with phenyl carbamic acid.

Levels 3 and 4 on the PED correspond to the relative Gibbs free energies of si and re faces approaching, respectively in which, the energy of si face approaching is higher than re. Non-covalent interaction (NCI) concept is a useful tool for justification of this energy difference which enables the identification of the interactions in 3D space using the electron density. In a 3D NCI plot, each type of chemical interactions is represented by a color-filled isosurface. van der Waals interactions, in a 3D NCI plot are described by the region marked by green or light brown isosurfaces.

For this purpose NCI analysis, In 1(B) was optimized using the DFT-D3 method which includes atom–atom dispersion corrections according to the scheme proposed by Grimme.40 Our investigation shows a remarkable van der Waals interaction between the oxygen atom of phenyl carbamic acid and linked methyl groups to nitrogen atoms in In 1(B) for re face approaching which has been illustrated in Fig. 6. Therefore, it can be concluded that due to van der Waals interaction, that re face approaching (level 4 on the PED) has lower relative energy than si face. However, relative Gibbs free energy of activation (ΔG‡) for the corresponding si face approaching transition state (TS si) is lower than the corresponding re face approaching transition state (TS re). The steric repulsion of transferring hydrogen atom at the TS re with methyl groups linked to nitrogen atom is a reason for the higher value of ΔG‡. Finally, phenyl carbamate acts as another nucleophile in step 3 and because of its nucleophilic attack to carbon atom of In 2, final product (3) is formed. The reaction of 3 and sodium methoxide as a base yields oxazolidine-2,4-diones. Table 1 shows the activation and thermodynamic parameters of all involved steps in the reaction mechanism in the gas phase and CH2Cl2.

Kinetic studies

As illustrated in Fig. 4, in the case of P(NMe2)3, step 1 is the rate determining step (RDS) of the reaction in which activation Gibbs free energy, ΔG‡, decreases by CH2Cl2. This behavior can be described by investigation of the energies of involved orbitals.
in step 1. In this step, the nucleophilic attack of the phosphorus atom to carbonyl group of α-keto ester occurs. Therefore, lone pair electrons of the phosphorus atom (LPP) and antibonding π orbital of the carbonyl group \( (\pi^*_{C=O}) \) are the involved orbitals in the reaction. Table 2 illustrates the energies of these orbitals and energy gap between them in two phases.

### Table 1  Activation and thermodynamic parameters of all steps of the reaction mechanism in the gas phase and CH₂Cl₂

| Steps | Gas phase | | | | | Solvent phase | | | |
|-------|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|       | \( \Delta G \) (kcal mol⁻¹) | \( \Delta H \) (kcal mol⁻¹) | \( \Delta S \) (cal mol⁻¹ K⁻¹) | \( \Delta G^* \) (kcal mol⁻¹) | \( \Delta G \) (kcal mol⁻¹) | \( \Delta H \) (kcal mol⁻¹) | \( \Delta S \) (cal mol⁻¹ K⁻¹) | \( \Delta G^* \) (kcal mol⁻¹) |
| 1     | 24.66     | 16.13           | -28.61          | 39.00            | 19.18           | 8.49            | -35.84          | 37.32           |
| 2     | -3.63     | -3.12           | 1.69            | 12.28            | -8.77           | -7.15           | 5.45            | 10.08           |
|       | 12.08     | 11.27           | -2.72           | 2.14             | 13.94           | 12.77           | -3.90           | 3.27            |
| 3     | -33.83    | -22.91          | 36.62           | 7.49             | -28.25          | -18.47          | 32.80           | 13.33           |

### Table 2  Calculated Gibbs free energy of the rate determining step (RDS), total steric exchange energy (\( dE \)) between lone pair electrons of the phosphorus atom and linked groups, the involved orbital energies and their gap for the studied PRs in two phases

| PRs | \( dE \) (kcal mol⁻¹) | \( \Delta G^* \) (kcal mol⁻¹) | \( E_{LPP} \) (a.u) | \( E_{C=O} - E_{LPP} \) (a.u) | \( \Delta G^* \) (kcal mol⁻¹) | \( E_{LPP} \) (a.u) | \( E_{C=O} - E_{LPP} \) (a.u) |
|-----|----------------------|-------------------------------|---------------------|--------------------------|-------------------------------|---------------------|--------------------------|
|     | 24.59                | 39.00                         | -0.39801            | 0.53783                  | 37.32                         | -0.40049            | 0.39083                  |
|     | 15.00                | 33.48                         | -0.37247            | 0.51229                  | 31.07                         | -0.37376            | 0.3641                   |
|     | 22.54                | 35.09                         | -0.287              | 0.42682                  | 33.55                         | -0.39651            | 0.38685                  |
|     | 22.06                | 34.87                         | -0.37527            | 0.51509                  | 33.01                         | -0.37804            | 0.36838                  |
|     | 20.64                | 32.28                         | -0.39664            | 0.53646                  | 31.73                         | -0.40201            | 0.39235                  |
|     | 20.77                | 37.33                         | -0.3792             | 0.51902                  | 36.31                         | -0.38393            | 0.37427                  |
|     | 25.46                | 36.10                         | -0.37884            | 0.51866                  | 32.42                         | -0.38219            | 0.37253                  |
|     | 11.83                | 37.70                         | -0.3887             | 0.52852                  | 33.70                         | -0.38862            | 0.37896                  |

\( ^a E_{C=O}(\text{gas}) = 0.139829 \) (a.u). \( ^b E_{C=O}(\text{CH}_2\text{Cl}_2) = -0.00966 \) (a.u).
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Fig. 7 depicts a schematic presentation of the orbital interaction in the solvent and gas phases. A low difference in the orbital energies of the interacting group makes their interaction more probable. In the solvent phase the energy gap is lower than gas phase which leads to a more facility orbital interactions and reduces ΔG⁺ values.

There are interesting results in the case of other PRs effects on the RDS and ΔG⁺ which reported in Table 2. Based on this table, P(NEt)₃ and P(Et)₃ have the lowest ΔG⁺ values in two phases among the studied PRs. In order to have a better description of ΔG⁺ values in the RDS, two important factors have been considered. One of them is the reactivity descriptor as a powerful criterion to predict the chemical reactivity of PRs, and the other factor is the steric repulsion between lone pair electrons of the phosphorous atom and the linked groups. Table 2 shows total steric exchange energy (dE) between lone pair electrons of phosphorous atom and closest linked groups of the PRs. dE values (kcal mol⁻¹) of P(NMe₂)₃, P(NMe₂)Et, P(NMe₂)Et₂ and P(NMe₃)Et₂ are higher than P(Et)₃, P(Me)₃, P(Ph)₃ and P(NEt)₃. It is reasonable to be noted that, larger values of dE make nucleophilic attack of PRs harder and ΔG⁺ larger. However, steric effect is not the only factor for investigation of ΔG⁺. For example, dE values of P(Et)₃ and P(Me)₃ are lower than P(NEt)₃, while ΔG⁺ values are larger than P(NEt)₃. Therefore, the reactivity descriptors of PRs can be considered as a helpful scale for justification of the difference in ΔG⁺ value of P(Et)₃, P(Me)₃, P(Ph)₃ and P(NEt)₃.

Global nucleophilicity can be expressed in terms of the equation: N = ε_Homo(Nu) − ε_Homo(TCE) which reported by Domingo. The nucleophilicity is defined relative to tetracyano-ethylene (TCE) because it has the lowest HOMO energy in a large series of molecules. Also, Parr function P(r) as a new local reactivity index was proposed by Domingo which provides new parameters of the electrophilicity, P⁺, and nucleophilicity, P⁻, based on the Mulliken atomic spin density distribution on the radical anion and radical cation of a neutral molecule. Based on the electrophilic and nucleophilic Parr functions, it is possible to define the local electrophilicity as: ω_k = ωP⁺ and local nucleophilicity indices as: N_k = NP⁻. These concepts of local reactivity index are more modern than the Fukui function, f(r), which was suggested by Parr and Yang. These new local reactivity indices have been applied for numerous kinds of reactions such as polar cycloadditions, Michael-type addition and radical additions.

The polarity character of transition state is requisite for application of the proposed local indices which for step 1 was evaluated by computing the global electron density transfer (GEDT) at the TS1. Natural atomic charges at the TS, obtained through the NBO analysis, are shared between the PRs and α-keto ester frameworks. Based on the GEDT values of the TS1, step 1 is a polar reaction and PRs play as the nucleophiles during this step. On the other hand, a knowledge of μ is necessary, in order to specify the electrophilic or nucleophilic behaviors of the reactants in a reaction. Because, in a polar reaction the electronic charge always transfers from the species with a higher μ, the nucleophiles, to the species with a lower μ, the electrophiles. Based on this analysis in step 1, obtained values of μ for the PRs (a.u) are higher than α-keto ester. Therefore, PRs show a nucleophilic behavior in this step. Table 3 shows HOMO, LUMO energies (a.u), global nucleophilicity index, electronic chemical potential, global electron density transfer, Parr functions and local nucleophilicity index for phosphorous atom of the studied PRs and α-keto ester in the gas phase.

Local nucleophilicity indices (N_k) of phosphorous atom in P(Et)₃, P(Me)₃, P(Ph)₃ and P(NEt)₃ are 0.1051, 0.0941, 0.0638 and 0.1828 (a.u), respectively. Therefore, the nucleophili character for P(NEt)₃ is higher than P(Et)₃, P(Me)₃ and P(Ph)₃. This factor lowers ΔG⁺ value of step 1 in the presence of P(NEt)₃.

Table 3  Parr functions and local nucleophilicity index (a.u) of the phosphorous atom in the studied PRs and α-keto ester in the gas phase

| PRs | HOMO | LUMO | μ | GEDT | N | P⁺ | N_k |
|-----|------|------|---|------|---|----|-----|
| P(Ph)₃ | -0.2206 | -0.0334 | -0.1270 | 0.804 | 0.1252 | 0.5097 | 0.0638 |
| P(Me)₃ | -0.2270 | -0.0334 | -0.1152 | 0.858 | 0.1187 | 0.7923 | 0.0941 |
| P(Et)₃ | -0.2168 | -0.0005 | -0.1110 | 0.890 | 0.1290 | 0.8148 | 0.1051 |
| P(NMe₂)₃ | -0.2024 | 0.0008 | -0.1008 | 0.886 | 0.1434 | 1.2751 | 0.1828 |
| P(NMe)₁ | -0.2076 | 0.0018 | -0.1029 | 0.843 | 0.1382 | 1.2364 | 0.1709 |
| P(NMe₂)Et | -0.1798 | 0.0005 | -0.0902 | 0.959 | 0.1660 | 1.7654 | 0.2931 |
| P(NMe₂)Et₂ | -0.1964 | 0.0005 | -0.0979 | 0.870 | 0.1494 | 1.7118 | 0.1751 |
| α-Keto ester | -0.2144 | -0.0031 | -0.1088 | 0.870 | 0.1314 | 0.7917 | 0.1040 |
| -0.2658 | -0.0895 | -0.1777 | --- | --- | --- | --- | --- |
Therefore, the compilation of local nucleophilicity indices and sterically exchange energy help us to justify the kinetic behavior of the PRs. Based on these criteria, P(NEt)_3 is the best reagent in the PRs. Based on these criteria, P(NEt)_3 is the best reagent.

Table 4  Calculated $\Delta E_{\text{Reaction}}$ and error bars (kcal mol$^{-1}$) by B3LYP and MPWB95 functionals in the gas and solvent phases

| PRs           | Gas                      | CH$_2$Cl$_2$                      |
|---------------|--------------------------|-----------------------------------|
|               | B3LYP | MPWB95 | Error bar$^a$ | B3LYP | MPWB95 | Error bar$^a$ |
| P(NC$_4$H$_8$)$_3$ | 29.99 | 1.7654 | $-12.11$      | $-12.11$ |
| P(NMe$_2$)$_3$ | 28.17 | 1.1178 | $-12.09$      | $-11.09$ |
| P(NEt)$_3$    | 27.89 | 1.2364 | $-12.55$      | $-12.55$ |
| P(NMe$_2$)$_3$ | 26.86 | 1.2731 | $-12.34$      | $-12.34$ |
| P(NMe$_2$)Et  | 22.55 | 0.7917 | $-10.18$      | $-10.18$ |
| P(NMe)$_3$    | 19.69 | 0.8148 | $-8.54$       | $-8.54$  |
| P(Me)$_3$     | 18.14 | 0.7923 | $-8.73$       | $-8.73$  |
| P(Ph)$_3$     | 15.66 | 0.5097 | $-8.77$       | $-8.77$  |

$^a$ Error bar = $\Delta E_{\text{MPWB95}} - \Delta E_{\text{B3LYP}}$

Although, other PRs such as P(NC$_4$H$_8$)$_3$ and P(NM$_2$)$_3$ have the largest $N_{\delta}$, but their high sterically exchange energies elevate $\Delta G^\circ$. Therefore, the compilation of local nucleophilicity indices and sterically exchange energy help us to justify the kinetic behavior of the PRs. Based on these criteria, P(NEt)$_3$ is the best reagent in the Kukhtin–Ramirez reaction from the kinetic view point.

Table 5  Atom numbering of PORs and main orbital interactions energies, $E_2$ (kcal mol$^{-1}$)

| PORs         | $E_2$ (kcal mol$^{-1}$) | Atom numbering of PORs | $E_2$ (kcal mol$^{-1}$) |
|--------------|-------------------------|-------------------------|-------------------------|
| PO(NMe)$_3$  | 11.9                    | O$_5$                   | 21.32 |
| LPO$_2$      | $\sigma^\delta$P$_{\delta}O_5$: 11.9 | X$_1$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 17.42 | X$_2$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 17.47 | X$_3$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 24.37 | X$_4$ P$_4$ O$_3$       | 21.32 |
| PO(NC$_4$H$_8$)$_3$ | 12.24 |                | 21.32 |
| LPO$_2$      | $\sigma^\delta$P$_{\delta}O_5$: 12.24 | X$_1$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 12.39 | X$_2$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 21.61 | X$_3$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 22.04 | X$_4$ P$_4$ O$_3$       | 21.32 |
| PO(NMe$_2$)$_3$ | 10.75 |                | 21.32 |
| LPO$_2$      | $\sigma^\delta$P$_{\delta}O_5$: 10.75 | X$_1$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 16.79 | X$_2$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 16.30 | X$_3$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 24.52 | X$_4$ P$_4$ O$_3$       | 21.32 |
| PO(NMe)$_3$  | 10.75 |                | 21.32 |
| LPO$_2$      | $\sigma^\delta$P$_{\delta}O_5$: 10.75 | X$_1$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 16.79 | X$_2$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 16.30 | X$_3$ P$_4$ O$_3$       | 21.32 |
| LPO$_3$      | $\sigma^\delta$P$_{\delta}O_5$: 24.52 | X$_4$ P$_4$ O$_3$       | 21.32 |
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Thermodynamic studies

There are some discrepancies for the studied PRs from the thermodynamic view point. This means that the overall reaction is favorable or unfavorable in the presence of some PRs, thermodynamically. Fig. 2 shows the overall reaction in which PRs and PORs are variable components. The stability or instability of the product can be explained by using second-order perturbation energy, \( E_{S} \), based on donor-acceptor interaction.\(^{33} \) It is reasonable to investigate the thermodynamic stability by studying the electronic interactions between the orbitals of PORs. Table 4 shows energy differences between the products and reactants \( (\Delta E_{\text{Reaction}}) \) for the overall reaction. Geometry optimization by hybrid GGA functionals such as B3LYP, followed by a single-point calculation using a hybrid meta-GGA functional such as MPWB95, gives reasonably good results in comparison to the optimized structures obtained by the more expensive hybrid meta-GGA functionals. On the other hand, the hybrid meta-GGA functionals are improved by dispersion effects.\(^{44} \) In order to increase the accuracy of the energies, in addition to B3LYP, MPWB95 functional was applied in the gas phase and CH\(_2\)Cl\(_2\).

Atom numbering for the PORs and main orbital interaction energies, \( E_{S} \) (kcal mol\(^{-1}\)), were reported in Table 5. Three main interactions are distinguishable, the first, is the interaction between the lone pairs electron of nitrogen atom (LPN) and anti-bonding orbital of the phosphorous-oxygen bond (\( \sigma^{*}\text{P-O} \)), the second interaction is corresponding to LPO \( \rightarrow \sigma^{*}\text{P-N} \) and the last one is LPO \( \rightarrow \sigma^{*}\text{P-C} \). The first interaction is possible for PORs possessing N atom, however, because of an unsuitable spatial orientation of LPN, this interaction is very weak in PO(NMe\(_2\))Et\(_2\). The stabilization energies associated with the donor (i) \( \rightarrow \) acceptor (j) interactions are directly proportional to the magnitudes of the orbital overlap integrals \( S_{ij} \).\(^{45,46} \) More orbital overlap integrals \( S_{ij} \), means higher stabilization energies. Fig. 8 shows spatial orientation of LPN\(_2\) and \( \sigma^{*}\text{P-O} \) and \( S_{ij} \) values in N-containing PORs. \( S_{ij} \) value for PO(NMe\(_2\))Et\(_2\) is lower than other PORs which lowers the stabilization energies for the LPN\(_2\) \( \rightarrow \sigma^{*}\text{P-O} \) interaction in this POR.

According to Table 5, there are also important stabilizing interactions of LPO \( \rightarrow \sigma^{*}\text{P-N} \) and LPO \( \rightarrow \sigma^{*}\text{P-C} \) which the first one is more important from the energy viewpoint. Since, \( \sigma^{*}\text{P-N} \) is a better acceptor than \( \sigma^{*}\text{P-O} \) for the electrons of LPO, the stability of N-containing PORs is higher than the other PORs. As the stabilizing interactions of POPh\(_3\) are negligible in comparison to other PORs, \( \Delta E_{\text{Reaction}} \) for PPh\(_3\) is larger than the others and this PR is the worst candidate for the overall reaction. Therefore, it can be concluded that, the presence and the number of N atoms in PRs structure have a considerable effect on the stabilizing interactions in PORs and carrying out the overall reaction. Nitrogen-free PRs are not reasonable candidate for the overall reaction thermodynamically.

Apart from the stabilization effects due to the number of N atoms of PORs, there is a correlation between \( \Delta E_{\text{Reaction}} \) and Mulliken atomic spin density \( (P_{\kappa}^{-}) \) of phosphorous atom in PRs. Table 4 shows their calculated values by two functionals in both phases. \( P(\text{NC}_4\text{H}_8)_3 \) and PPh\(_3\) as the PRs with minimum and maximum \( \Delta E_{\text{Reaction}} \) which have the highest and the lowest \( P_{\kappa}^{-} \) of phosphorous atom, respectively. Fig. 9 shows the plots of \( \Delta E_{\text{Reaction}} \) against \( P_{\kappa}^{-} \) calculated by two functionals with blue and yellow lines related to MPWB95 and B3LYP respectively. Both plots in the gas phase and solvent phases show a better correlation by MPWB95 functional. The obtained result is according to orbital interaction analyses of PORs which show that N-containing PRs with larger \( P_{\kappa}^{-} \) are more efficient for the reaction.

![Fig. 8](Image 14x290 to 26x354)

**Fig. 8** Spatial orientation of LPN\(_2\) and \( \sigma^{*}\text{P-O} \) and values of \( S_{ij} \) for the corresponding interactions in the N-containing PORs.
In addition to stabilizing orbital interactions of PORs, $P_k$ values of phosphorous atom in PRs play an important role in the reaction thermodynamic, so that $P(NC_4H_8)_3$ and $P(NEt)_3$ are considered as the efficient reagents for the reaction, thermodynamically. However, based on the reaction kinetics of the studied PRs and high steric repulsion of $P(NC_4H_8)_3$, $P(NEt)_3$ is considered the best phosphorus reagent for the overall reaction from the kinetic and thermodynamic viewpoints.

Conclusion

In this research a phosphorus-mediated carboxylative condensation of aniline amines and $\alpha$-keto ester, using carbon dioxide as a carboxylative reagent was investigated, theoretically. This addition reaction is known as Kukhtin–Ramirez addition in which oxazolidine-2,4-dione as a biologically important compound is obtained. Reaction mechanism and the effects of various PRs were investigated from thermodynamic and kinetic viewpoints.

MPWB95 and B3LYP functionals in $CH_2Cl_2$ and gas phases were applied for this study. Two criteria of the steric repulsion between lone pair electrons of the phosphorus atom and its nucleophilic character were used for justification of the kinetic parameters of PRs reaction. Total steric exchange energy ($\Delta E$) and local nucleophilicity indices ($N_k$) of phosphorous atom were demonstrated that $P(NEt)_3$ is the best PRs for the reaction.

Furthermore, stabilizing interactions between the lone pair electron of oxygen and nitrogen atoms with anti-bonding orbitals of the oxide form of PRs (PORs) were applied for thermodynamic analysis. On the other hand, quantum chemistry descriptor analyses showed a reasonable correlation between $\Delta E_{\text{Reaction}}$ and Mulliken atomic spin density ($P_k$) of phosphorous atom of the PRs. Obtained $\Delta E_{\text{Reaction}}$ values by MPWB95 functional are in better correlation with $P_k$ than B3LYP.
Therefore, N-containing PRs such as P(NC₄H₈)₃ and P(NEt)₃ with larger $P_k$ are more efficient in the reaction, thermodynamically. Finally, it was demonstrated that P(NEt)₃ is the best phosphorus reagent for the overall reaction from the kinetic and thermodynamic viewpoints.
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