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Abstract—Object pose estimation enables robots to understand and interact with their environments. Training with synthetic data is necessary in order to adapt to novel situations. Unfortunately, pose estimation under domain shift, i.e., training on synthetic data and testing in the real world, is challenging. Deep learning-based approaches currently perform best when using encoder-decoder networks but typically do not generalize to new scenarios with different scene characteristics. We argue that patch-based approaches, instead of encoder-decoder networks, are more suited for synthetic-to-real transfer because local to global object information is better represented. To that end, we present a novel approach based on a specialized feature pyramid network to compute multi-scale features for creating pose hypotheses on different feature map resolutions in parallel. Our single-shot pose estimation approach is evaluated on multiple standard datasets and outperforms the state of the art by up to $\sim 35\%$. We also perform grasping experiments in the real world to demonstrate the advantage of using synthetic data to generalize to novel environments.

1. Introduction

Object pose estimation is important for many robotic tasks that require scene understanding and object manipulation. However, in practical applications the places of deployment are inherently diverse and often arbitrary. This is detrimental for CNN-based methods trained on real-world data because of the change in background, illumination, object appearance and other scene characteristics, which results in reduced performance in novel domains [1]. An additional challenge is changing sets of objects meaning that re-training the pose estimator becomes necessary. However, capturing real-world training data and manually annotating these every time the setup changes is infeasible.

Thus, exploiting synthetic data is a popular direction in order to generalize to novel domains and to fully automate the training procedure. The best performing deep-learning approaches for single-shot object pose estimation employ encoder-decoder architectures [2], [3], [4], [5], [6]. These methods only focus on local changes in image space, which is detrimental for pose estimation under domain shift, i.e., synthetic and real. Alternatively, coalescing features from multiple spatial resolutions [7] enables processing of local to global information in parallel. This is more representative and therefore can lead to better generalization as demonstrated for object detection, where multi-scale features are computed using feature pyramids [8], [9], [10], [11], [12].

This paper proposes using feature pyramids as a main building block for extracting meaningful hierarchical features for pose estimation in contrast to those generated by encoder-decoder networks. As such, we show that making predictions from multi-resolution feature maps guides the network to learn robust pose estimation under occlusion and domain shift. Our approach PyraPose, shown in Figure 1, is based on a novel Pose Feature Pyramid Network (PFPN), specialized for pose estimation. Multi-resolution features are created and task heads estimate instance segmentation and 2D-3D correspondences to estimate object poses with the Perspective-n-Points (PnP) algorithm. Our design needs only one network (less than 43M parameters) per set of objects, which leads to a fast inference time of $\sim 26$ fps. In comparison to state-of-the-art methods trained on synthetic data, we achieve up to $\sim 35\%$ higher accuracy. Furthermore, real-world grasping experiments with a mobile manipulator demonstrate the full capability of the synthetic-to-real transfer.

In summary, our contributions are the following:

- A novel approach for pose estimation based on a new feature pyramid network, PFPN, that creates meaningful multi-scale features for pose estimation.

Figure 1. Single-shot multi-object pose estimation. Trained on augmented synthetic data. At test time, predictions on real-world data to estimate 6D poses and segmentation masks.
• The demonstration that multi-scale features are well suited for pose estimation under domain shift, allowing generalization to different domains of deployment by only training on synthetic data.
• State-of-the-art performance on multiple standard datasets and demonstration of the usability for real-world robot grasping.

The remainder of the paper is structured as follows. Section 2 discusses related work. This is followed by a description of our proposed approach in Section 3 and evaluations in Section 4. Lastly, Section 5 concludes the paper with a summary and discussion.

2. Related Work

This section presents the related work on single-shot object pose estimation, hierarchical feature aggregation and dealing with domain shift for pose estimation.

2.1. Pose Estimation

A large variety of approaches are applied for CNN-based pose estimation. The dominant strategy is to employ encoder-decoder architectures for dense hypotheses generation and subsequent pose estimation using the PnP algorithm [13], [14], [3], [15], [4], [5], [16], [6]. The majority of these approaches color the mesh model using $uv$-coordinates. The networks are trained to regress the vertex location in the object coordinate system, i.e., 2D-3D correspondences, that are the input to PnP. Alternatively to this, a family of approaches exists that is more closely related to object detection [2], [15], [17], [18]. These methods either predict a single or multiple 3D bounding box hypotheses [2], [13], [17], [18] as 2D-3D correspondences. Recent patch-based approaches such as [2] and [18] have fast inference time, however, have inferior performance to the encoder-decoder approaches. This performance gap occurs because these approaches do not coalesce features of different spatial resolutions and thus miss object scale information.

We therefore address this shortcoming by making predictions from multi-scale features of image patches, which yields strong results under domain shift and improved performance over encoder-decoder approaches. We a) aggregate multi-scale features using a feature pyramid and b) can thus make predictions employing small head networks shared over all feature scales. This leads to richly encoded scale information, strong occlusion handling and fast inference.

2.2. Feature Pyramids

Hierarchical feature aggregation over various spatial resolutions provides local to global object appearance cues, thus producing a strong set of object hypotheses. In order to fully utilize this information, approaches such as Faster-RCNN [19] use translation-invariant anchor boxes. These reference locations and bounding box priors enable object hypotheses to be created independently and simultaneously from multiple partial views. Based on this anchor design, [7] extends the idea by aggregating feature maps of varying resolutions. For fusing features over different spatial resolutions, the Feature Pyramid Network (FPN) [9] is currently the most used approach. By aggregating features using a top-down pathway then upsampling lower-resolved feature maps for feature fusion, FPN improves performance over using the feature maps from a single image resolution. Building on FPN, the Path Aggregating Network [11] adds a bottom-up pathway. For each spatial resolution’s proposal, features of all pyramid levels vote for predictions. Recently, [8] trained Neural Architecture Search [20] to find the optimal feature pyramid network design by learning the process given a search space. In [12], an efficient modification of FPN is presented in which the introduction of skip connections leads to a more lightweight and better performing variant.

These methods are effective for object detection and we translate the concept to pose estimation with our proposed PFPN. By leveraging recent findings for feature pyramids and designing PFPN for pose estimation, we achieve accurate pose estimates.

2.3. Synthetic-to-real Transfer

The two most common methods for synthetic-to-real transfer for learning-based pose estimation are unsupervised domain adaptation and domain randomization [21]. For unsupervised domain adaptation, Generative Adversarial Networks (GAN) are employed to map images from a source to a target domain [22], [23]. Bousmalis et al. [22] train one model to map images from the synthetic source domain to the real target domain, followed by a second model to classify and estimate 3D poses. In [23], a GAN is trained to transfer depth images from the augmented synthetic domain to the unaugmented synthetic domain for 3D rotation estimation. Thus, this method requires no real-world data during training time. The authors of [24] learn a mapping between the synthetic and real-world features spaces for domain adaptation. Recently, a self-supervised approach using differential rendering is proposed to overcome the requirement of annotated real-world images [25]. However, while neither [24] nor [25] need annotated real-world images, both require a considerable amount of images in the target domain. Our approach works purely with synthetic data without the requirement of any real-world images during training. Domain adaptation is performed via randomizing the noise applied to the synthetic domain.

When randomizing domains, the image space is augmented by inducing noise [26], [27], [28] to create a synthetic domain that is a superset of the real-world domain. In [26], rendered images are pasted onto images from MS COCO [29] and trained for end-to-end object detection, classification and pose prediction using a network based on [7]. In [6], the authors follow the same strategy to estimate poses using an encoder-decoder architecture. Sundermeyer et al. [27] train separate networks for detection and pose estimation. For detection, the models from [7] and [10] are used, then an encoder-decoder network is trained to
reconstruct rendered images from augmented renderings. In [28], synthetic depth images are augmented using a randomized camera model. Object detection, classification and correspondence prediction is done in a multi-task fashion.

In this work, we leverage recent RGB augmentation strategies to improve generalization. We show that simple randomized augmentations, in combination with the proposed PFPN, are sufficient to translate learned features to the real world and to outperform the current state of the art.

3. PyraPose

Our proposed approach for single-shot 6D object pose estimation is shown in Figure 2. The first stage is an end-to-end trainable multi-task CNN. This network detects the object in the image and identifies its class. Additionally, the 2D-3D correspondences between image space and the 3D camera coordinate system are regressed. We further refer to these as correspondences. In the second stage, the Perspective-n-Point algorithm computes the 6D pose given the estimated correspondences.

We use only one shared network, independent of the amount of objects of interest. Therefore, only one model needs to be trained per dataset in contrast to the majority of state-of-the-art approaches [30], [4], [5], [17], [24], [27], [16], [6]. This is advantageous, because the memory footprint, ease of application and time for training is little, and we only require one forward pass at runtime, independent of the application. As a result, we achieve pose estimation at \( \sim 26 \) fps on an Nvidia Titan V.

The next section presents our proposed PFPN, followed by a presentation of the tasks for which we train our approach and an explanation how poses are estimated.

3.1. Pose Feature Pyramid Network

The Pose Feature Pyramid Network is based on the principles presented in [8], [12]. In Figure 2 each node represents an add operation followed by a \( 3 \times 3 \) convolution with stride 1 and ReLU activation. For object pose estimation, the variation of object scale is usually less than for object detection (e.g., MS COCO [29]). Furthermore, object pose estimation strongly relies on the features of early stages of the backbone. Thus, our network design disregards higher levels of the feature pyramid, which are usually used for object detection (i.e., C6 and C7), and we only rely on the backbone levels C3, C4, and C5 of ResNet [31]. To support this claim, we show a comparison to FPN in Section 4.

In order to create pyramid level P3, the low-level features from C3 and C4 are combined. Following [8], all spatial resolutions from the backbone are used to create pyramid level P4. This aggregates features from each available pyramid level and applies a higher amount of convolutions than for P3 or P5. The smallest resolved backbone level, C5, is minimally processed to keep the computational overhead low. Cross connections are designed to provide information from all available backbone levels to create P5. Skip connections are used on P3 and P4 as is known to be beneficial [12].

In general, we observe that combining only two inputs per add operation and applying a convolution to the output achieves best performance. The aggregated features are then forwarded to the task heads.

3.2. Task Heads

Our approach is supervised with 2D and 3D bounding boxes as well as segmentation masks. The 3D bounding box and segmentation mask predictions update the trainable weights while the 2D bounding boxes are only used to compute image locations for pose hypotheses prediction. The location and correspondence heads are used for pose estimation and the mask head predicts the instance segmentation. During training, 3D bounding boxes are projected into image space using the object pose in the camera frame and the camera intrinsics. During inference, 3D bounding boxes are estimated in image space. Subsequently, PnP and the camera intrinsics are used to estimate the object’s pose.

3.2.1. Pose Hypotheses Prediction. The location and correspondence heads classify image regions that contain an object and create 2D-3D correspondence hypotheses, respectively. Figure 3 shows examples of such image regions. The general procedure is similar to the concept of anchors for object detection [19]. For location classification, each pixel at every pyramid level acts as an anchor location and
bounding box priors are created for each. These priors are computed from a combination of different aspect ratios, scales and sizes dependant of the corresponding feature map resolution. The resulting priors that overlap the 2D bounding box with an Intersection-over-Union (IoU) of more than 0.5 are considered as true locations. Thus, in practice, ratios, scales and sizes are adjusted based on the expected bounding box sizes. The correspondences are normalized using the prior corner location as well as prior width and height. Only true locations are used for updating the network’s weight in the correspondence heads. All other anchors relate to the background class and thus do not contribute to correspondence estimation.

Using anchor boxes for prior calculation forces the network to learn to produce hypotheses from different scales and partial views. This includes a small object to background ratio, which is shown to be beneficial in [15]. The location and correspondence heads use all three feature map resolutions coming from PFPN for prediction making (i.e., P3, P4, P5).

3.2.2. Mask Prediction. Since depth data is widely available on robotic platforms, the Iterative Closest Point (ICP) algorithm can be used to refine initial pose estimates. Mask prediction is thus vital to achieve high quality performance with ICP. We apply a similar approach to [2] by predicting the mask at one eighth of the image resolution. This leads to usable masks while keeping the computational overhead low since no transposed convolutions are necessary to upsample the prediction. Conversely to the location and the correspondence heads, the mask head takes only the features from P3 as input. Figure 4 shows examples of predicted masks.

3.2.3. Head Architectures and Losses. All three task heads share the same architecture. Each consists of four convolution layers with a kernel size of $3 \times 3$, a stride of 1 and ReLU activation, followed by another $3 \times 3$ convolution to regress the image locations of the eight 2D-3D correspondences with linear activation, or to classify using Sigmoid activation. The first four convolutions in the location and mask heads extract 256 features per location. The same convolutions in the correspondence head extract 512 features. Additionally, the weights of the first four convolution in the correspondence head are regularized using l2-regularization with $\lambda$ set to 0.001.

For the correspondence head, the orthogonality favoring loss of [28] is used with $\delta$ set to 0.8. By punishing edge length differences of the ground truth and estimated 3D bounding boxes, the regression incorporates 3D information. Both the location and mask heads are optimized using the focal loss [10], which is commonly used to improve cross entropy loss when classes are imbalanced. By down weighting examples that are easy to classify and focusing on difficult examples during loss calculation, this loss corrects misclassified examples. During training, the losses are normalized over batches, anchors (location head) and anchor locations (mask head). Weights applied to the normalized loss of the correspondence, location and mask heads are 0.125, 1.0 and 0.1, respectively.

3.3. Pose Estimation

The set of predicted correspondence hypotheses are used for pose estimation. We threshold the Sigmoid score outputs of the location head to choose true anchor locations. We use all anchor locations with a classification score above 0.5 for a specific object to generate the set correspondence hypotheses. The dominant approach to recover the most likely reference frame transformation that aligns a set of 2D points to a set of noisy 3D points [2, 4, 5, 16, 6] is PnP. We follow that trend and recover the 3D pose using the RANSAC version of PnP with 300 iterations. When depth data is available, the inferred poses and masks are combined to refine the initial pose estimate with ICP.

4. Experiments

This section presents experiments to evaluate our proposed method for pose estimation. We use three different datasets to compare to state of the art, show the advantage of using synthetic data to generalize to new domains,
perform ablations of our architectural design and conduct grasping experiments to demonstrate the usability for real-world robotic applications.

4.1. Datasets

Single-object pose estimation of objects with little texture is provided with Linemod [34], which consists of approximately 1100 to 1300 images of cluttered scenes per object. Linemod comes with 15 textured meshes of the objects of interest and corresponding annotations on the frame level. We use the same subset of objects as [24], [27], [25], [6]. Multi-object experiments for objects with little texture are performed on Occlusion [33]. This dataset is the test set of Linemod’s Benchvise object featuring annotations for all dataset objects that appear in the images.

In addition to single- and multi-object experiments, we also present experiments on Homebrewed’s [1] second sequence to show that using synthetic data for training is better for generalizing to new settings. The specific sequence from Homebrewed features three of Linemod’s objects in a different setting, which includes scene setup, illumination and camera intrinsics. We show that PyraPose trained on synthetic images for the Linemod setting generalizes well to Homebrewed.

Lastly, in order to bridge from training on synthetic data to performing tasks in the physical world, we present grasping experiments on YCB-video objects [32] following the layout of the GRASPA 1.0 benchmark [35].

4.2. Training Data and Image Augmentation

Training images are rendered from complete scenes of textured 3D object models with realistic materials and lighting. The geometric configuration of objects and camera is generated using physics simulation. Synthesizing images is performed by physically-based rendering [36]. For Linemod and Occlusion, we use the same training images. The synthetic Linemod, Homebrewed and YCB-video datasets contain 50k samples taken from the BOP challenge [37].

In order to force domain generalization of our models, augmentations are applied during training. Synthetic training images are randomly augmented in random order to minimize the domain gap. We apply randomized image augmentations similar to [27]. However, we found slightly different ranges of the parameters to be beneficial. We also vary the contrast, which is not a procedure performed in [27]. Table 1 provides a list of applied augmentations and parameter value ranges.

| Augmentation                        | Chance (per channel) | Range              |
|------------------------------------|----------------------|--------------------|
| gaussian blur                      | 0.2                  | $\sigma \sim U(0,0.2)$ |
| average/median/motion blur         | 0.2                  | $\sigma \sim U(3,7)$ |
| bilateral blur                     | 0.2                  | $\sigma \sim U(1,7)$ |
| hue/saturation                     | 0.5                  | $U(-15,15)$        |
| grayscale                           | 0.2                  | $U(0.0,0.2)$       |
| add                                | 0.5 (0.5)            | $U(-0.04,0.04)$   |
| multiply                           | 0.5 (0.5)            | $U(0.75,1.25)$    |
| gamma contrast                     | 0.5 (0.5)            | $U(0.75,1.25)$    |
| sigmoid contrast                   | 0.5 (0.5)            | $U(0,10)$         |
| logarithmic contrast               | 0.5 (0.5)            | $U(0.75,1.0)$     |
| linear contrast                    | 0.5 (0.5)            | $U(0.7,1.3)$      |

4.3. Implementation Details

Our networks are trained using the Adam optimizer with a learning rate initialized with $10^{-5}$ and a batch size of 8. The learning rate is decreased by one magnitude if the loss does not decrease for two epochs. Results provided are after 200 epochs of training on 50k synthetic RGB images on an Nvidia Geforce Titan V. The weights of the first 14 convolutions are frozen similar to [38], [6]. Batch normalization layers are set to non-trainable and parameters $\gamma$ and $\beta$ are frozen.

4.4. Evaluation Setting

For object detection, we consider the existence of an object as true if the detection score of an anchor is above 0.5. For these true anchors, the estimated 2D-3D correspondences are considered as hypotheses. For pose estimation, the ADD-recall is used [24]. This measures the average distance difference between the corresponding transformed object points from the estimated and the ground truth pose. For the objects Eggbox and Glue in Linemod, the symmetric version (ADDS) is used in which the closest point distance is used for calculation. For all experiments, we report the...
### 4.5. Comparison to the State of the art

We provide a quantitative comparison to recent learning-based object pose estimation methods of [27], [30] and [6] that use only synthetic data for training, and therefore, most similar to our approach, as well as against two winning methods of the 2019 BOP challenge [39], i.e., [3] and [4].

#### 4.5.1. Single-object scenario.

Table 2 presents results on the Linemod dataset [34]. Our method significantly outperforms [30], [27], [6]*, which are methods training on synthetic data with domain randomization applied for domain adaptation. We get the best results on average and for all individual objects except for the *Ape*. The worse results for the *Ape* might be caused by the suboptimal anchor parameters for the small object scale. The last two columns show results of [24] and [25]. Both methods use the test set of Linemod without pose annotation for unsupervised and self-supervised domain adaptation for training, respectively. We achieve better performance in comparison even though no real images are used to train our network.

Our method provides strong estimates over all object scales due to the multi-scale nature when using feature pyramids. Especially for robotic scenarios, our approach is beneficial because we train only one network for all objects, while all competing methods [30], [24], [27], [25], [6] train one network per object to gain better performance. Our approach keeps memory load low, provides easier usage and still outperforms the state of the art.

1. Results of [6] provided by the authors; these differ from their presented results because ADD-precision is presented while we present ADD-recall

#### 4.5.2. Multi-object scenario.

Table 3 reports the ADD/S-recall for multi-object detection and pose estimation in comparison to the state-of-the-art learning-based pose estimation approaches of [3], [4], [6]. These three methods employ encoder-decoder networks for pose hypotheses creation and we achieve significantly better performance using only synthetic data for training. Our multi-hypotheses creation scheme in combination with PFPN leads to robust prediction making under occlusion and effective multi-object pose estimation, as such achieving a relative improvement of ≈35% over [3], which won the award for best RGB-only method in the 2019 BOP Challenge [39].

#### 4.5.3. Novel domain.

Pose estimators trained on real-world data tend to overfit to certain characteristics of the data that they are trained on [4]. Training on synthetic data provides the benefit of translating better to novel domains, i.e., new places of deployment. As such, we show results on the second sequence of Homebrewed [1], which has images with

| Method | DPOD | CDN | PyraPose | PyraPose |
|--------|------|-----|----------|----------|
| Ape    | 2.3  | 20.0| 11.3     | 18.5     |
| Can    | 4.0  | 15.1| 18.5     | 46.4     |
| Cat    | 1.2  | 16.4| 17.1     | 11.7     |
| Drill  | 10.5 | 5.0 | 34.5     | 48.2     |
| Duck   | 7.2  | 22.2| 25.3     | 19.4     |
| Eggbox*| 4.4  | 36.1| 12.0     | 16.7     |
| Glue*  | 12.9 | 27.9| 30.8     | 30.7     |
| Holep. | 7.5  | 24.0| 12.2     | 33.0     |
| Avg.   | 6.3  | 20.8| 20.2     | 28.1     |

Table 4. ADD-S-recall on second test sequence of HomebrewedDB [1] in comparison to the baseline method of [6].

| Method | Mesh. origin | Benchv. | Drill | Phone | Avg. |
|--------|--------------|---------|-------|-------|------|
| DPOD   | Hb [1]       | 52.9    | 37.8  | 7.3   | 32.7 |
| PyraPose (ours) | Hb [1] | 62.9  | 22.6  | 38.5  | 41.3 |
| PyraPose (ours) | Lin [34] | 10.9  | 60.0  | 44.4  | 38.4 |

Figure 6. Left image shows pose estimates from HomebrewedDB [1]. Ground truth in blue and correctly estimates poses in green. Right image shows the mesh of the Benchvise from [34] and [1], respectively.

#### Table 2. ADD/S-recall on Linemod [34] in comparison to synthetically trained methods. Last two columns show results of methods using test images without pose annotation for training. Objects with (*) are evaluated using ADDS.

| Training | Synthetic | Real w/o pose |
|----------|-----------|---------------|
| Method   | AAE       | MHP           | DPOD (ours) | PyraPose (ours) | DTPE | Self6D |
|----------|-----------|---------------|-------------|-----------------|------|--------|
| Ape      | 4.2       | 11.9          | 35.1        | 22.8            | 19.8 | 38.9   |
| Benchv.  | 22.9      | 66.2          | 59.4        | 78.6            | 69.0 | 75.2   |
| Can      | 32.9      | 22.4          | 15.5        | 56.5            | 37.6 | 36.9   |
| Can      | 37.0      | 59.8          | 48.8        | 81.9            | 42.3 | 65.6   |
| Can      | 18.7      | 26.9          | 28.1        | 56.2            | 35.4 | 57.9   |
| Drill    | 24.8      | 44.6          | 59.3        | 70.2            | 54.7 | 67.0   |
| Duck     | 5.9       | 8.3           | 25.6        | 40.4            | 29.3 | 19.6   |
| Eggbox*  | 81.0      | 55.7          | 51.2        | 84.4            | 85.2 | 99.0   |
| Glue*    | 46.2      | 54.6          | 34.6        | 82.4            | 77.8 | 94.1   |
| Holep.   | 18.2      | 15.5          | 17.7        | 42.6            | 36.0 | 16.2   |
| Iron     | 35.1      | 60.8          | 84.7        | 86.4            | 63.1 | 77.9   |
| Lamp     | 61.2      | -             | 45.0        | 62.0            | 75.1 | 68.2   |
| Phone    | 36.3      | 34.4          | 20.9        | 59.5            | 44.8 | 50.1   |
| Avg.     | 32.6      | 38.2          | 40.5        | 63.4            | 51.6 | 58.9   |
pose annotations of Linemod’s Benchwise, Drill and Phone. DPOD [6] was used by the authors of Homebrewed 11 as a baseline for the dataset. This method is trained on synthetic images using the provided meshes. The results provided in Table 4 using the ADD-recall on the validation set of [37], show that PyraPose outperforms DPOD when trained with synthetic data rendered for the Homebrewed setting (using meshes of all dataset objects for training). Figure 6 (left) shows an example of pose estimates.

The last row in Table 4 gives results of our method when reusing our network trained for Linemod [34]. In order to use our model trained on Linemod, the corresponding object models are manually aligned to compute the ADD-score, since the coordinate frame origin of all three models differ in [34] and [11]. The resulting relative transformations between models are added as a constant offset to Homebrewed’s test annotations. Our method effectively transitions to the novel place of deployment, i.e., overcomes the domain shift by training on synthetic data, which is highly useful in robotics. The results for the Benchwise are underwhelming, however, and we conjecture that the reason is due to the significantly worse reconstruction used to render the data when trained for Linemod, as shown in Figure 5 (right).

4.5.4. Runtime. A comparison of runtime is provided against other single-shot object pose estimators that are designed for fast inference. A forward pass of our method takes on average 39 ms on an NVIDIA Titan V (≈26 fps), excluding PnP. RANSAC-PnP produces an overhead of approx 1 ms per detected object. In comparison, AAE [27] computes estimates at a rate of 13 fps when using RetinaNet [10] as backbone (used for the results in Table 2) and DPOD at 33 fps. The best performing methods [4] and [3] are significantly slower, computing estimates at a rate of ~0.8 and ~1 fps, respectively, without refinement [11].

4.6. Ablation Study

We perform an ablation study by comparing our pose estimation pipeline using the the proposed PFPN, FPN [9] and using no feature aggregation (None). When using no feature aggregation, feature maps from the backbone stages are each projected to 256 features by separate 1 × 1 convolutions with our task heads for estimation.

Table 5 shows that our feature aggregation scheme, that focuses on low-level features, improves pose estimation performance compared to FPN. For small objects, the location and correspondence estimation are primarily computed from feature map resolution P3, i.e., from low-level features, which results in similar performance. However, for large objects, the feature map resolution P5 is primarily used for estimation and PFPN performs significantly better, which demonstrates the advantage of focusing on low-level features. Using no feature aggregation has the worst performance and supports the hypothesis that feature aggregation is a useful tool for pose estimation.

| Object | Mustard | Jell-o | Spam | Banana | Foam | Success |
|--------|---------|--------|------|--------|------|---------|
| w/o ICP | 9       | 10     | 10   | 7      | 7    | 100     |
| w/ ICP  | 10      | 5      | 10   | 3      | 7    | 60%     |

4.7. Grasping in the Real World

Grasping experiments are conducted with the Toyota HSR [40], [41] to demonstrate the ability to transition to real-world applications using only synthetic data for training. Experiments use the printable GRASPA benchmark layout 0 [35], which consists of five objects from YCB-video [32]: mustard bottle (mustard), gelatine box (jell-o), potted meat can (spam), banana and foam brick (foam). The grasping pipeline is the same as in [42]. Each object has annotated grasp poses that are transformed to the robot base frame using the estimated object pose. Based on the potential grasp poses, multiple trajectories are calculated and the first collision-free trajectory found is executed. A grasp is successful if the object is lifted and remains stable in the gripper.

Table 6 compares grasping performance using only the initial pose estimate and refining that estimate using the instance segmentation and ICP. Figure 7 shows an example of a successful grasp of mustard. Good performance is achieved for many objects, in particular, mustard, spam and foam (after refinement). The poor performance for jell-o is explained by the significantly different texture of the real object compared to the model used to render the training data. Interestingly, the grasp success for the banana drops when using refinement. This is explained by the observation that the locally optimal output of ICP often resulted in a pose that was rotated towards the table, which led to many grasp trajectories protruding the table plane.

3. Results are taken from [25]
4. Inference times taken from [39]
the other objects, however, the segmentation followed by ICP improved performance, which shows the advantage of computing the masks.

5. Conclusion

This paper presented a deep architecture for object pose estimation under domain shift. Our proposed approach extracts and aggregates multi-resolution features for object pose estimation with a novel feature pyramid network for better synthetic-to-real transfer and occlusion handling. Experiments show that our method outperforms the state of the art on multiple datasets even though only using one shared network, independent of the number of objects of interest. Furthermore, grasping experiments in the real world demonstrate the fitness of synthetic data for generalizing to novel environments.

Future work should address the performance drop that occurs due to imperfect object meshes since their quality is a major limitation of using synthetic data for training. In order to even further improve performance using RGB only, a current research trend is to refine initial pose estimates without using depth data and ICP. Efforts should be made to transition the idea of coalescing multi-scale features for pose refinement.
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