Matrix Factorization via Deep Learning
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Abstract— Matrix completion is one of the key problems in signal processing and machine learning. In recent years, deep-learning-based models have achieved state-of-the-art results in matrix completion. Nevertheless, they suffer from two drawbacks: (i) they can not be extended easily to rows or columns unseen during training; and (ii) their results are often degraded in case discrete predictions are required. This paper addresses these two drawbacks by presenting a deep matrix factorization model and a generic method to allow joint training of the factorization model and the discretization operator. Experiments on a real movie rating dataset show the efficacy of the proposed models.

1 Introduction

Let $M \in \mathbb{R}^{n \times m}$ be an incomplete matrix and $\Omega$ the set containing the indices of the observed entries in $M$ ($|\Omega| \ll nm$). Matrix completion (MC) concerns the task of recovering the unknown entries of $M$. Existing work often relies on the assumption that $M$ is a low-rank matrix. Matrix factorization (MF) methods approximate the unknown rank-$r$ matrix $M$ by the product of two factors, $UV^T$, $U \in \mathbb{R}^{n \times r}$, $V \in \mathbb{R}^{m \times r}$, and $r \ll \min(n, m)$.

Recently, state-of-the-art performance in matrix completion has been achieved by neural network models [11][13][7]. Nevertheless, these methods suffer from two main drawbacks. The first is associated with their extendability to row or column samples unseen during training. The second concerns models that ignore the discrete nature of matrices involved in many application domains, and produce sub-optimal solutions by applying a quantization operation (e.g. rounding) on the real-valued predictions.

In this work, we focus on these two drawbacks of deep-learning-based MC. To address the first problem, we present a deep two-branch neural network model for MF, which can be effectively extended to rows and/or columns unseen during training. We obtain discrete predictions with a continuous approximation of a discretization operator, which enables simultaneous learning of the MF model and the discretizer. Experiments on a real dataset justify the effectiveness of our methods.

2 Deep Matrix Factorization Model

Consider a partially observed matrix $M \in \mathbb{R}^{n \times m}$, and let $X_i \in \mathbb{R}^n$, $i = 1, \ldots, n$, be the $i$-th row vector and $Y_j \in \mathbb{R}^m$, $j = 1, \ldots, m$, be the $j$-th column vector. Our model, illustrated in Fig.[1] comprises two branches that take as input the row and column vectors $X_i$, $Y_j$. The two branches can be seen as two embedding functions $h_{X}^{W_X}$ and $h_{Y}^{W_Y}$, realized by a number of $L_X$ and $L_Y$ fully connected layers, respectively; $W_X$ and $W_Y$ are the corresponding sets of weights. $h_{X}$ and $h_{Y}$ map $X_i$, $Y_j$ to the latent factors $U_i$, $V_j$, $f$ is the cosine similarity function.

We employ the mean square error as an objective function to train our model, with $\ell_2$ regularization on the network parameters $W_X, W_Y$. The final objective function has the form:

$$\mathcal{L} = \frac{1}{|\Omega_{tr}|} \sum_{ij \in \Omega_{tr}} (F(X_i, Y_j) - M_{ij})^2 + \gamma (||W_X||_2^2 + ||W_Y||_2^2),$$

with $\gamma$ a hyperparameter.

During training, all entries $M_{ij} \in [\alpha, \beta]$ are linearly scaled into $[-1, 1]$, according to $M_{ij} = \frac{M_{ij} - \alpha}{\beta - \alpha}$, $\forall i, j$, with $\mu = (\alpha + \beta)/2$. A re-scaling step is required to bring the predicted values to the range $[\alpha, \beta]$.

DMF was presented in our previous work [9], and was independently proposed in [13].
3 Discrete Matrix Factorization

Most matrix factorization models only produce real-valued entries from which discrete predictions can be obtained by a separate quantization step. Considering a set of quantization levels \( I = \{ I_1, \ldots, I_d \} \), a quantizer \( Q_b \) divides the real line into \( d \) non-overlapping consecutive intervals, defined as the range \([b_{v-1}, b_v]\), \( v = 1, \ldots, d \). A quantity will be mapped to \( I_v \in I \) if it falls within the interval \([b_{v-1}, b_v]\) (1), that is,

\[
Q_b(x) = \sum_{v=1}^{d} I_v \mathbb{1}_{b_{v-1} \leq x \leq b_v},
\]

where \( \mathbb{1}_x \) outputs 1 if the \( x \) is true and 0 otherwise, and \( b = [b_0, \ldots, b_d] \) are the quantization boundaries. In discrete MC, the set of quantization levels corresponds to the set of allowable discrete values of the matrix entries.

Denote by \( H_b(x) \triangleq H(x - c) \) the heaviside step function, where \( H(x - c) = 1 \) if \( x \geq c \) and 0 otherwise. Without loss of generality, let us assume that \( I_i+1 - I_i = \Delta, \) for all \( v = 1, \ldots, d - 1 \). We define \( q = [q_1, q_2, q_3, \ldots, q_{d-1}, q_d] = [b_0, I_2, I_3, \ldots, I_{d-1}, b_d] \). Then, (2) can be written as

\[
Q_b(x) = \sum_{v=1}^{d-1} I_v + \Delta \cdot H_b(x) \mathbb{1}_{q_v \leq x < q_{v+1}}.
\]

\( Q_b \) is piecewise constant, thus, incorporating it into a gradient-based learning system such as DMF results in a vanishing gradient. We replace the heaviside step function \( H_b(x) \) by a logistic function of the form \( \sigma_{\lambda,c}(x) = (1 + e^{-\lambda(x-c)})^{-1} \), where \( c \) is a scalar denoting the center of the sigmoid, and \( \lambda \) controls the slope of \( \sigma \). Therefore, we obtain the piecewise smooth function

\[
G_{\lambda,b}(x) = \sum_{v=1}^{d-1} I_v + \lambda \cdot \sigma_{\lambda,b}(x) \mathbb{1}_{q_v \leq x < q_{v+1}}.
\]

Since \( \lim_{\lambda \to +\infty} \sigma_{\lambda}(x) = H(x) \), \( G_{\lambda,b} \) becomes arbitrarily close to \( Q_b \) in (3), when \( \lambda \) becomes arbitrarily large.

By incorporating \( G_{\lambda,b} \) into the DMF model (Sec. 2), we obtain a discrete MF model coined DMF-D, which can be trained using the following objective function:

\[
\mathcal{L} = \sum_{ij \in \Omega} (G_{\lambda,b}(F(x_i, y_j) - M_{ij}))^2 + \gamma_1(\|W_X\|^2_2 + \|W_Y\|^2_2) + \gamma_2\|b - \tilde{b}\|^2_2,
\]

where the last term penalizes \( G \) deviating significantly from a uniform quantizer, \( \tilde{b} = [\tilde{b}_0, \tilde{b}_1, \ldots, \tilde{b}_d] \); \( \gamma_1, \gamma_2 \) are hyperparameters. We start with a small value of \( \lambda \) at the beginning of training and gradually increase it to a very large value, so that the output of the model becomes discrete at the end of training.

4 Experimental Results

We carry out experiments on the MovieLens1M datasets\([2]\), with 1 million user-movie ratings in \([1, 2, \ldots, 5]\). We randomly split 75% of the observed entries for training, 5% for validation and 20% for testing. We evaluate the prediction quality in terms of the root mean square error, RMSE = \( \sqrt{\sum_{ij \in \Omega_{\text{val}}} (R_{ij} - M_{ij})^2 / |\Omega_{\text{val}}|} \), and the mean absolute error, MAE = \( \sum_{ij \in \Omega_{\text{val}}} |R_{ij} - M_{ij}| / |\Omega_{\text{val}}| \), calculated over the entries reserved for testing (\( \Omega_{\text{val}} \)). We report the results averaged over 5 runs with different random splits.

Table 1 presents results regarding the extendability of different deep learning-based models. Even though the DMF model does not produce the best predictions for entries in area (I), and (III), it produces the best results in area (II) and is the only model that can make predictions for entries in area (IV). Table 2 presents a comparison of models that output discrete predictions. DMF-D outperforms existing models by large margins. The results show the benefits of the proposed approximation and the join training of latent factors and the discretization operator. More experimental results can be found in \([9, 10]\).

5 Conclusion

We presented DMF, a deep neural network model for matrix factorization which can be extended to unseen samples without the need of re-training. We couple DMF with a method that allows to train discrete MF models with gradient descent, obtaining DMF-D, a strong model for discrete matrix completion. Experimental results with real data prove the effectiveness of both models compared to the state of the art.
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