Revival structures of coherent states for $X_m$ exceptional orthogonal polynomials of the Scarf I potential within position-dependent effective mass
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Abstract. The revival structures for the $X_m$ exceptional orthogonal polynomials of the Scarf I potential endowed with position-dependent effective mass is studied in the context of the generalized Gazeau-Klauder coherent states. It is shown that in the case of the constant mass, the deduced coherent states mimic full and fractional revivals phenomena. However in the case of position-dependent effective mass, although full revivals take place during their time evolution, there is no fractional revivals as defined in the common sense. These properties are illustrated numerically by means of some specific profile mass functions, with and without singularities. We have also observed a close connection between the coherence time $\tau_{coh}^{(m)}$ and the mass parameter $\lambda$.
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1. Introduction

It is well known that when working with quantum systems subjected to interact with a given interaction, usually considerations require to identify the mass-term with the concept of effective mass. In a way, such quantum system becomes position-dependent effective mass (PDEM). In recent years, the study of quantum system endowed with PDEM has become one of the active subjects of research due to its relevance in describing the properties of a wide variety of physical problems, such as quantum wells, wires and dots [1], and semiconductor heterostructures [2]. We can also find their applications in many others fields, such as the effective interactions in nuclear physics [3], curved spaces [4], $\mathcal{PT}$-symmetry [5, 6], coherent states [7, 8, 9, 10, 11], and in the context of the Wigner’s distribution functions [12, 13, 14].

Such systems stimulated a lot of work in mathematical physics for finding the exact solutions for the PDEM Schrödinger equation (PDEM SE). This quest has been addressed by many approaches and from different point of view; we may quote for
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instance the factorization method \[15\], supersymmetric quantum mechanics (SUSY QM) and the related shape-invariant potentials \[16\], and Lie algebra \[17, 18, 19\]. The point canonical transformation (PCT) is one of these methods \[20\] which consists to convert SE into a second-order differential equation, whose solutions are often expressed in terms of the classical orthogonal polynomials (COP) \[21\], known to play a very important role in the construction of the bound-states in quantum mechanics.

Apart from COP, the introduction of \(X_m\) exceptional orthogonal polynomials (\(X_m\) EOP) by Gómez-Ullate et al. \[22, 23\] and Quesne \[24\] has been considered as a big advance in the understanding of mathematics and physics that can be brought about by such eigenfunctions. The \(X_m\) EOP are the solutions of the second-order Sturm-Liouville eigenvalues problem with rational coefficients, obtained from the eigenfunctions of exactly solvable systems which have a degree \(m\) eigen-polynomial deformation. Thus they form complete and orthogonal polynomial sets generalizing COP of Hermite, Laguerre and Jacobi. The term exceptional is used to indicate that these polynomials start at degree \(m\) \((m \geq 1)\) called codimension, instead of the degree 0 constant term, thus avoiding restrictions of Bochner’s theorem. Recently, \(X_m\) EOP have been studied in a lot of works \[25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38\], including PDEM systems \[39\].

On the other hand quantum revivals \[40, 41\], which are the fundamental realization of the time-dependent interference phenomena for bound-states with quantized energy spectra, arise when the wave-packet spreads inside the potential and reconstruct itself during a certain time \(T_{\text{rev}}\), called the revival time. The same also occurs at some integer multiples of \(T_{\text{rev}}\), i.e. \((p/q)T_{\text{rev}}\), when the evolving wave-packet will break up into a set of mini-packets of its original form. However, aside from the revival dynamics studied for systems with constant mass which have been well understood in many works \[42, 43, 44, 45, 46, 47, 48, 49, 50\], comparatively we are aware of few papers that dealt with revival dynamics for PDEM \[51, 52\] which did not receive much attention.

It is the objective of this paper to fill this gap and to study the revival dynamics of the generalized Gazeau-Klauder coherent states (GK CS) \[53\] for \(X_m\) EOP of the Scarf I potential in the specific case of PDEM which, as far as we know, have not been considered yet. So the quest for studying CS wave-packets confined in an effective potential, with a predetermined energy spectrum, is very interesting in hopes to see how the mass function \(M(x)\) can affect their temporal evolution. Our analysis reveals that, although that full revival still takes place during their time evolution \(T_{\text{rev}}\), there is no trace of fractional revivals in opposition to the usual case of the constant mass (CM). We observe that not only full revivals are different but also depend closely on the profile of the mass function used. These results are illustrated numerically by means of two profiles of the mass functions, with and without singularities, and agree with those obtained in \[51\]. We have also established the correspondence between the coherence time \(\tau_{\text{co}}^{(m)}\) and the mass parameter \(\lambda\), defined in the sense that is emphasized in \[54\].

The organization of our paper is as follows. In section 2 we generate the PDEM version of exactly solvable potential already obtained in \[55\], in the case of constant
mass and associated with the Scarf I potential, for which their wavefunctions involve
the exceptional $X_m$ Jacobi polynomials via the PCT approach. In section 3 we show
that the obtained potentials are shape invariant in the background of supersymmetric
quantum mechanics. In section 4 we study the revival dynamics of Gazeau-Klauder CS
wave-packets for the exceptional $X_m$ Scarf I potential in the cases where the mass is
constant and position-dependent. The last section is devoted to our conclusion.

2. Generation of new PDEM potentials via PCT and their exceptional $X_m$
Jacobi polynomials

Taking the natural units ($\hbar = m_o = 1$) and using the ordering prescription adopted by
BenDaniel and Duke [56], the one-dimensional PDEM SE can be expressed as

$$\left(-\frac{1}{2}\frac{d^2}{dx^2} + \frac{M'(x)}{2M(x)}\frac{d}{dx} + M(x)V(x)\right)\psi(x) = M(x)E_n\psi(x). \quad (2.1)$$

Then by applying the following PCT, $\psi(x) = f(x)F(g(x))$, to the eigenfunctions,
it is not difficult to verify that (2.1) satisfies the second order differential equation [20]

$$\frac{d^2 F(g)}{dg^2} + Q(g)\frac{dF(g)}{dg} + R(g)F(g) = 0, \quad (2.2)$$

where $F(g)$ is some special function on $g(x)$. The functions $Q(g)$ and $R(g)$ are given by

$$Q(g) = \frac{g''(x)}{g'^2(x)} + \frac{2f'(x)}{f(x)g'(x)} - \frac{M'(x)}{M(x)g'(x)}, \quad (2.3)$$

$$R(g) = \frac{f''(x)}{f(x)g'^2(x)} - \frac{M'(x)f'(x)}{M(x)f(x)g'^2(x)} + \frac{2M(x)}{g'^2(x)} (E_n - V(x)). \quad (2.4)$$

Integrating (2.3), we arrive to express $f(x)$ as

$$f(x) = \sqrt{\frac{M(x)}{g'(x)}} \exp \left\{ \frac{1}{2} \int^{g(x)} Q(g)\,dg \right\}, \quad (2.5)$$

and by inserting (2.5) into (2.4), one can see that we obtain a system where the
associated effective potential depends on the mass function

$$E_n - V_{\text{eff}}(x) = \frac{g'^2(x)}{2M(x)} \left( R(g) - \frac{1}{2} \frac{dQ(g)}{dg} - \frac{1}{4} Q^2(g) \right) + \frac{1}{4M(x)} (S(g') - S(M)), \quad (2.6)$$

where $S(z) = z''/z - 3/2 (z'/z)^2$ is the Schwartz derivative of the function $z(x)$ and the
prime denotes the derivative with respect to $x$. It follows that the PDEM SE can be
solved if the forms of $Q$ and $R$ are given for a mass function $M(x)$. In order to obtain
the effective potential in the above equation, we impose that there must be a constant
on the right-hand side of (2.6) representing the bound-state energy spectrum $E_n$ on the
left-hand side.

From (2.5) the solution of the eigenfunctions $\psi_n(x)$ are given by

$$\psi_n(x) \sim \sqrt{\frac{M(x)}{g'(x)}} \exp \left\{ \frac{1}{2} \int^{g(x)} Q(g)\,dg \right\} F_n(g(x)), \quad (2.7)$$
up to a normalization constant. It is worth to note that all expressions reduce to the well known ones if the mass is taken to be constant, i.e., $M(x) = 1$.

In the remainder of the paper, we choose to work under the special function $F^{(m)}_n(g)$ to be the PDEM $X_m$ Jacobi polynomials $F^{(a,b,m)}_n(g)$ studied in more details in [29, 55], where $n \geq m$. This new family of orthogonal polynomials is orthonormal with respect to the weight function [55]

$$
\hat{W}^{(m)}(g) = \frac{(1 - g)^{\alpha}(1 + g)^{\beta}}{P^{(-\alpha - 1, \beta - 1)}_m(g)}, \quad (g \equiv g(x)),
$$

where $\hat{W}^{(0)}(g) = W(g)$ is the weight function for the classical Jacobi polynomials and $-1 \leq g(x) \leq +1$ in order that $L^2(g, \hat{W}^{(m)}(g)dg)$-orthonormality holds.

Moreover these polynomials are related to the classical Jacobi orthogonal polynomials $P^{(a,b)}_n(g)$ by the following relations

$$
\hat{P}^{(a,b,0)}_n(g) = P^{(a,b)}_n(g), \quad (2.8)
$$

$$
\hat{P}^{(a,b,m)}_n(g) = (-1)^n \left[ \frac{\alpha + \beta + j + 1}{2(\alpha + j + 1)} \left( -\frac{1}{g - 1} \right) - \frac{\alpha - m + 1}{\alpha + j + 1} \right] P^{(-\alpha - 2, \beta)}_m(g) P^{(\alpha + 2, \beta)}_{j - 1}(g), \quad (j = n - m \geq 0) \quad (2.9)
$$

if and only if the following restrictions hold simultaneously [22, 55]

$$
\begin{align}
(R1) \quad & \beta \neq 0, \alpha, \quad \text{and} \quad \alpha - \beta - m + 1 \notin \{0, 1, 2, \ldots, m - 1\}, \quad (2.10a) \\
(R2) \quad & \alpha > m - 2, \quad \text{and} \quad \text{sgn}(\alpha - \beta + 1) = \text{sgn}(\beta), \quad (2.10b)
\end{align}
$$

where $\text{sgn}(\cdot)$ is the signum function. Under these conditions, the scalar product of the exceptional $X_m$ Jacobi polynomials leads to orthogonality relation,

$$
\int_{-1}^{1} \left( 1 - g \right)^{\alpha} \left( 1 + g \right)^{\beta} \hat{P}^{(a,b,m)}_n(g) \hat{P}^{(a,b,m)}_l(g) dg = \frac{2^n(n - 2m + \alpha + 1) \Gamma(n + \beta + 1) \Gamma(n - m + \alpha + 2)}{(2n - 2m + 2s)(n - m + \alpha + 1)^2 \Gamma(n - m + 1) \Gamma(n - m + 2s)} \delta_{n,l}, \quad (2.11)
$$

where $n, l \geq m$, $2s = \alpha + \beta + 1$ and $\delta_{n,l}$ is the Kronecker’s symbol.

Now for a fixed integer-parameter $m \geq 1$ and real $\alpha, \beta > -1$, the functions $Q^{(m)}(g)$ and $R^{(m)}(g)$ can be generalized to the PDEM case and expressed in terms of classical Jacobi orthogonal polynomials $P^{(a,b)}_n(g)$ through

$$
Q^{(m)}(g) = (\alpha - \beta - m + 1) \frac{P^{(-\alpha, \beta)}_{m-1}(g)}{P^{(-\alpha - 1, \beta - 1)}_m(g)} - \alpha - \beta + (\alpha + \beta + 2)g \frac{1 - g^2}{1 - g^2}, \quad (2.12)
$$

$$
R^{(m)}(g) = \frac{\beta(\alpha - \beta - m + 1)}{1 + g} \frac{P^{(-\alpha, \beta)}_m(g)}{P^{(-\alpha - 1, \beta - 1)}_m(g)} + \frac{n^2 + n(\alpha + \beta - 2m + 1) - 2\beta m}{1 - g^2}, \quad (2.13)
$$

and substituting (2.12) and (2.13) into (2.6), we get after lengthy but straightforward computation

$$
E^{(m)}_n - V^{(m)}_{\text{eff}}(x) = \frac{g^2(x)}{4M(x)} \frac{2n(n - 2m + \alpha + \beta + 1) + 2m(\alpha - 3\beta - m + 1) + \alpha + \beta + 2}{1 - g^2(x)},
$$
\[ X_m \text{ EOP}, \text{ PDEM Scarf I potential and its coherent states revivals} \]

\[
- \frac{g^2(x) \left( \alpha - \beta + (\alpha + \beta + 2)g(x) \right) \left( \alpha - \beta + (\alpha + \beta - 2)g(x) \right)}{8M(x)} \left( 1 - g^2(x) \right)^2 \\
+ \frac{g^2(x) \left( \alpha - \beta - m + 1 \right) \left( \alpha + \beta + (\alpha - \beta + 1)g(x) \right) \frac{P_{m-1}^{(-\alpha,\beta)}(g(x))}{P_{m-1}^{(-\alpha-1,\beta-1)}(g(x))}}{2M(x)} \\
- \frac{g^2(x) \left( \alpha - \beta - m + 1 \right)^2}{4M(x)} \left[ \frac{P_{m-1}^{(-\alpha,\beta)}(g(x))}{P_{m}^{(-\alpha-1,\beta-1)}(g(x))} \right]^2 \\
+ \frac{1}{4M(x)} \left[ \frac{g''(x)}{g'(x)} - \frac{3g'^2(x)}{2g^2(x)} \right] - \frac{1}{4M(x)} \left[ \frac{M''(x)}{M(x)} - \frac{3M'^2(x)}{2M^2(x)} \right]. \tag{2.14}
\]

Equation (2.14) can be solved by choosing an appropriate \( g(x) \) in order to make the right-hand side having a constant dependent on \( n \), and considering that the effective potential should be independent of \( n \). Taking \( g^2(x)/(1 - g^2(x)) = cM(x) \), where \( c > 0 \) is a constant, the solution of the above-mentioned differential equation \( g(x) = \sin k\mu(x) \) \((k = \sqrt{c})\) leads to the construction of infinite families of new PDEM Hermitian \( X_m \) Scarf I potential whose effective potentials \( V_{\text{eff}}^{(m)}(x) \), energy eigenvalues \( E_n^{(m)} \) and eigenfunctions \( \psi_n^{(m)}(x) \) are given by

\[
V_{\text{eff}}^{(m)}(x) = \frac{k^2}{8} \left( 2\alpha^2 + 2\beta^2 - 1 \right) \sec^2 \vartheta(x) - \frac{k^2}{4} \left( \beta^2 - \alpha^2 \right) \sec \vartheta(x) \tan \vartheta(x) \\
- \frac{k^2}{2} \left( \alpha - \beta - m + 1 \right) \left( \alpha + \beta + (\alpha - \beta + 1) \sin \vartheta(x) \right) \frac{P_{m-1}^{(-\alpha,\beta)}(\sin \vartheta(x))}{P_{m}^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))} \\
+ \frac{k^2}{4} \left( \alpha - \beta - m + 1 \right)^2 \cos^2 \vartheta(x) \left[ \frac{P_{m-1}^{(-\alpha,\beta)}(\sin \vartheta(x))}{P_{m}^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))} \right]^2 \\
+ \frac{1}{4} \frac{\mu''(x)}{\mu^2(x)} - \frac{5}{8} \frac{\mu'^2(x)}{\mu^4(x)} - \frac{k^2}{8} \left[ (\alpha + \beta + 1)^2 + 4m(\alpha - 3\beta - m + 1) \right], \tag{2.15}
\]

\[
E_n^{(m)} = \frac{k^2}{2} e_n^{(m)} = \frac{k^2}{2} n(n - 2m + \alpha + \beta + 1), \tag{2.16}
\]

\[
\psi_n^{(m)}(x) = N_n^{(m)} M^{1/4}(x) \left( 1 - \sin \vartheta(x) \right)^{\frac{\alpha + 1}{2}} \left( 1 + \sin \vartheta(x) \right)^{\frac{\beta + 1}{2}} \frac{\hat{P}_{n}^{(-\alpha,\beta,m)}(\sin \vartheta(x))}{\hat{P}_{n}^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))}, \tag{2.17}
\]

where \( \vartheta(x) = k\mu(x), \) \( N_n^{(m)} \) is the normalization constant and where we introduce the auxiliary mass function \( \mu'(x) = \sqrt{M(x)} \). We expressly chose to deduce the effective potential in its shape given by (2.15) and its associated energy spectra (2.16), so that the ground-state energy \( E_0^{(m)} \) is chosen to be zero, in order to construct their associated coherent states à la Gazeau-Klauder in the next section.

It is worth noting that the bound-state wavefunctions (2.17) are physically acceptable if and only if the square-integrability condition fulfills the restriction \( |\psi_n^{(m)}(x)|^2/\sqrt{M(x)} \to 0 \) at the end points \( x_1 \) and \( x_2 \) of the interval of the effective potential (2.15). Then in order to normalize (2.17), as in the case of usual CM, we must require that the auxiliary mass function \( \mu(x) \) can be restricted to the region

\[
-1 \leq g(x) \leq +1 \quad \Rightarrow \quad -\frac{\pi}{2k} \leq \mu(x) \leq \frac{\pi}{2k}. \tag{2.18}
\]
which will be used later once we choose the profile of the mass function $M(x)$. Thus with the help of (2.11), the normalized constant $N_n^{(m)}$ is given by

$$N_n^{(m)} = \frac{k}{2^{s-1/2}} \sqrt{(n-m+s)(n-m+\alpha+1)\Gamma(n-m+1)\Gamma(n-m+2s)\frac{(n-2m+\alpha+1)\Gamma(n-m+\alpha+2)\Gamma(n+\beta+1)}{\Gamma(n-m+\alpha+1)\Gamma(n-m+\alpha+2)\Gamma(n+\beta+1)}} ,$$

where $s = (\alpha + \beta + 1)/2$ and $\alpha, \beta > -1$. The new PDEM potentials (2.15) are infinite, since each $m \geq 1$ gives rise to new exactly solvable PDEM potentials which are all singular in the interval (2.18), due to the properties of the Jacobi polynomials.

For $m = 0$, we recognize the well-known PDEM Scarf I potential associated to the classical Jacobi polynomials [20] (see for instance, equation (23b) therein), namely

$$V_{\text{eff}}^{(0)}(x) = \frac{k^2}{8} \left(2\alpha^2 + 2\beta^2 - 1\right) \sec^2 \vartheta(x) - \frac{k^2}{4} \left(\beta^2 - \alpha^2\right) \sec \vartheta(x) \tan \vartheta(x) - \frac{k^2}{8} (\alpha + \beta + 1)^2 + \frac{1}{4} \mu''(x) - \frac{5}{8} \mu''(x) ,$$

(2.19)

and all other potentials ($m \geq 1$) are considered as extension of $V_{\text{eff}}^{(0)}(x)$. Then it is obvious to interpret $V_{\text{eff}}^{(m)}(x)$ as the PDEM rationally extended Scarf I potential family.

In Figure 1 we have depicted the effective potential $V_{\text{eff}}^{(m)}(x)$ given in (2.15) plotted for two profile of the mass functions, i.e. with and without singularities [59]

$$M_{\text{wos}}(x) = \frac{1}{1 + (\lambda x)^2} , \quad \text{and} \quad M_{\text{ws}}(x) = \frac{1}{(1 - (\lambda x)^2)^2} , \quad (2.20)$$

inside the interval (2.18), for even and odd $m$ up to 3 and for different values of the mass parameter $\lambda \in \mathbb{R}$.

Due to the singularities of $M_{\text{ws}}(x)$, we observe that gradually as $\lambda$ increases the shape of $V_{\text{eff}}^{(m)}(x)$ tend to gather near the classical turning points $x_{\pm} = 1/\lambda$ of the well. Contrary, the case $M_{\text{wos}}(x)$ reveals that $V_{\text{eff}}^{(m)}(x)$ are more extended along the whole real line $\mathbb{R}$ and become more sharper at the vicinity of $x_0 = 0$, as $\lambda$ increases.

3. Supersymmetry and shape-invariant approach

It is well-known that supersymmetric quantum mechanics (SUSY QM) has been successfully applied to obtained exact solutions of Schrödinger equation, which deals with pairs of Hamiltonians $\mathcal{H}_{1,\text{eff}}^{(m)}$ and $\mathcal{H}_{2,\text{eff}}^{(m)}$ that have the same energy spectra, but different eigenfunctions. It has been shown that such pairs of Hamiltonians can be obtained through the concept of shape invariance, which is the sufficient condition for exact solvability and satisfying [16]

$$\mathcal{V}_{2,\text{eff}}^{(m)}(x|\{a_1\}) = \mathcal{V}_{1,\text{eff}}^{(m)}(x|\{a_2\}) + \mathcal{R}^{(m)}(\{a_1\}) , \quad (3.1)$$

where $\{a_i\}, (i = 1, 2, \cdots)$, is a set of parameters, $\{a_{i+1}\} = f(\{a_i\})$ is an arbitrary function describing the change of parameters and $\mathcal{R}^{(m)}(\{a_i\})$ is independent of $x$. If these conditions are fulfilled, then the energy spectra of $\mathcal{V}_{1,\text{eff}}^{(m)}(x)$ can be obtained algebraically

$$E_{1,n}^{(m)} = \sum_{i=1}^{n} \mathcal{R}^{(m)}(\{a_i\}) . \quad (3.2)$$
In the light of the last section, we introduce a pair of operators $\hat{Q}_m$ and $\hat{Q}_m^\dagger$ and the associated superpotential $W_m(x)$ [59, 60] through

$$\hat{Q}_m = \frac{1}{\sqrt{2}} \left( \frac{1}{M^{1/4}(x)} \frac{d}{dx} \frac{1}{M^{1/4}(x)} + W_m(x) \right),$$  \hspace{1cm} (3.3a)$$

$$\hat{Q}_m^\dagger = \frac{1}{\sqrt{2}} \left( -\frac{1}{M^{1/4}(x)} \frac{d}{dx} \frac{1}{M^{1/4}(x)} + W_m(x) \right),$$  \hspace{1cm} (3.3b)$$

where the superpotential $W_m(x)$ is defined in terms of the ground-state wavefunctions $\psi_m^{(m)}(x)$, for $n = m$, as

$$\psi_m^{(m)}(x) \sim \frac{1}{\sqrt{M(x)}} \exp \left\{ - \int_{\mu(x)}^{\eta(x)} W_m(\eta) \, d\mu(\eta) \right\}. \hspace{1cm} (3.4)$$

The operators defined in (3.3a) and (3.3b) give rise to two effective partner Hamiltonians, namely, $\hat{H}_1^{(m)} = \hat{Q}_m^\dagger \hat{Q}_m$ and $\hat{H}_2^{(m)} = \hat{Q}_m \hat{Q}_m^\dagger$, which are given by

$$\hat{H}_1^{(m)} = \frac{1}{2} \left[ - \left( \frac{1}{M^{1/4}(x)} \frac{d}{dx} \frac{1}{M^{1/4}(x)} \right)^2 + W_m^2(x) - \frac{W_m'(x)}{\sqrt{M(x)}} \right], \hspace{1cm} (3.5a)$$

$$\hat{H}_2^{(m)} = \frac{1}{2} \left[ - \left( \frac{1}{M^{1/4}(x)} \frac{d}{dx} \frac{1}{M^{1/4}(x)} \right)^2 + W_m^2(x) + \frac{W_m'(x)}{\sqrt{M(x)}} \right], \hspace{1cm} (3.5b)$$

where the relationship connecting the two effective partner potentials is given by

$$\mathcal{V}_{2,\text{eff}}^{(m)}(x) = \mathcal{V}_{1,\text{eff}}^{(m)}(x) + \frac{1}{\sqrt{M(x)}} W_m'(x), \hspace{1cm} (3.6)$$

which share the same energy spectrum, except the zero energy state, i.e. $E_{1,n+1}^{(m)} = E_{2,n}^{(m)}$ and $E_{1,0}^{(m)} = 0$, for $n = 0, 1, 2, \cdots$ and $m = 1, 2, 3, \cdots$. 

**Figure 1.** Top (resp. bottom). Plot of the effective potential (2.15) plotted for $M_{\text{vos}}(x)$ (resp. $M_{\text{ws}}(x)$) for $\alpha = 1$ and $\beta = 2$: $m = 0$ (solid line), $m = 1$ (dashed line), $m = 2$ (dotted line), and $m = 3$ (dot-dashed line).
Due to (2.16), we identify the effective partner potential given in (2.15) with \( V_{1,\text{eff}}^{(m)}(x) \) and the ground-state wavefunction can be deduced straightforwardly from (2.17)

\[
\psi^{(m)}_m(x) = N^{(m)}_m M^{1/4}(x) \frac{(1 - \sin \vartheta(x))^{\frac{2}{4} + \frac{1}{2}} (1 + \sin \vartheta(x))^{\frac{2}{4} + \frac{3}{2}}}{P_m^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))} \hat{P}_{m}^{(\alpha,\beta,m)}(\sin \vartheta(x)), \tag{3.7}
\]

where using (2.9), the exceptional \( X_m \) Jacobi polynomials in (3.7) are reduced in terms of the classical Jacobi polynomials as

\[
\hat{P}_{m}^{(\alpha,\beta,m)}(\sin \vartheta(x)) = (-1)^m \left(1 - \frac{m}{\alpha + 1}\right) P_m^{(-\alpha-2,\beta)}(\sin \vartheta(x)). \tag{3.8}
\]

Making use of (3.4), the superpotential \( W_m(x) \) is given through

\[
W_m(x) = \frac{M(x)}{4 M^{\frac{1}{2}}(x)} \frac{1}{\sqrt{M(x)}} \frac{d}{dx} \ln \psi^{(m)}_m(x) = \frac{k}{2}(\alpha - \beta) \sec \vartheta(x) + \frac{k}{2}(\alpha + \beta + 1) \sec \vartheta(x) \tan \vartheta(x) - \frac{k}{2}(\alpha - \beta - m + 1) \cos \vartheta(x) \left(\frac{P_{m-1}^{(-\alpha,\beta)}(\sin \vartheta(x))}{P_m^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))} - \frac{P_{m-1}^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))}{P_m^{(-\alpha-2,\beta)}(\sin \vartheta(x))}\right) \tag{3.9}
\]

where \( \vartheta(x) = k\mu(x) \). Inserting (3.9) into (3.5a) and (3.5b) and after some lengthy and algebraic manipulations, we obtain the simplified expression of the effective partner potentials

\[
V_{1,\text{eff}}^{(m)}(x|\alpha, \beta) = \frac{k^2}{8} \left(2\alpha^2 + 2\beta^2 - 1\right) \sec^2 \vartheta(x) - \frac{k^2}{4} \left(\beta^2 - \alpha^2\right) \sec \vartheta(x) \tan \vartheta(x) - \frac{k^2}{2} (\alpha - \beta - m + 1)(\alpha + \beta + (\alpha - \beta + 1) \sin \vartheta(x)) \frac{P_{m-1}^{(-\alpha,\beta)}(\sin \vartheta(x))}{P_m^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))} + \frac{k^2}{4} (\alpha - \beta - m + 1)^2 \cos^2 \vartheta(x) \left(\frac{P_{m-1}^{(-\alpha,\beta)}(\sin \vartheta(x))}{P_m^{(-\alpha-1,\beta-1)}(\sin \vartheta(x))}\right)^2 - \frac{k^2}{8} \left([\alpha + \beta + 1]^2 + 4m(\alpha - 3\beta - m + 1)\right), \tag{3.10a}
\]

\[
V_{2,\text{eff}}^{(m)}(x|\alpha, \beta) = \frac{k^2}{8} \left(2(\alpha + 1)^2 + 2(\beta + 1)^2 - 1\right) \sec^2 \vartheta(x) - \frac{k^2}{4} ((\beta + 1)^2 - (\alpha + 1)^2) \sec \vartheta(x) \tan \vartheta(x) - \frac{k^2}{2} (\alpha - \beta - m + 1)(\alpha + \beta + 2 + (\alpha - \beta + 1) \sin \vartheta(x)) \frac{P_{m-1}^{(-\alpha-1,\beta+1)}(\sin \vartheta(x))}{P_m^{(-\alpha-2,\beta)}(\sin \vartheta(x))} + \frac{k^2}{4} (\alpha - \beta - m + 1)^2 \cos^2 \vartheta(x) \left(\frac{P_{m-1}^{(-\alpha-1,\beta+1)}(\sin \vartheta(x))}{P_m^{(-\alpha-2,\beta)}(\sin \vartheta(x))}\right)^2 - \frac{k^2}{8} \left([\alpha + \beta + 1]^2 + 4m(\alpha - 3\beta - m + 1)\right). \tag{3.10b}
\]

We observe that the effective potential (3.10a) matches with (2.15), apart from the omission of the Schwartz’s derivative of the mass function due to our particular choice of the operators \( \hat{Q}_m \) and \( \hat{Q}^*_m \) in (3.3a) and (3.3b), respectively. Using (3.1), it is easy
for the reader to check that (3.10a) and (3.10b) are connected to each other through the translational shape invariant symmetry, namely

\[
\mathcal{V}^{(m)}_{2,\text{eff}}(x|\alpha, \beta) = \mathcal{V}^{(m)}_{1,\text{eff}}(x|\alpha + 1, \beta + 1) + R^{(m)}(\alpha, \beta)
\]

\[
= \mathcal{V}^{(m)}_{1,\text{eff}}(x|\alpha + 1, \beta + 1) + \frac{k^2}{2}(\alpha + \beta - 2m + 2),
\]

(3.11)

where here the set of parameters \{a_i\} are defined by: \(a_1 = (\alpha, \beta)\), \(a_2 = (\alpha + 1, \beta + 1)\), and thus \(a_n = (\alpha + n - 1, \beta + n - 1)\). In view of (3.2), the bound-state energy eigenvalues of the effective potential \(\mathcal{V}^{(m)}_{1,\text{eff}}(x)\) are then given by

\[
E^{(m)}_{1,n} = \sum_{i=1}^{n} R^{(m)}(\{a_i\})
\]

\[
= \sum_{i=1}^{n} \frac{k^2}{2}(\alpha + \beta - 2m + 2i)
\]

\[
= \frac{k^2}{2} n(n + \alpha + \beta - 2m + 1),
\]

(3.12)

which are just the energy eigenvalues deduced in (2.16), with the fact that \(E^{(m)}_{1,0} = 0\) as it was expected.

4. Revival dynamics of Gazeau-Klauder CS for the extended PDEM Scarf I potential

Let us now adapt the material developed above to construct the Gazeau-Klauder CS (GK CS) [53] for the extended Hermitian PDEM Scarf I potential given in (2.15). Such coherent states are parameterized by two real parameters \(J\) and \(\gamma\), and are defined by

\[
|\xi^{(m)}(x; J, \gamma)\rangle = \frac{1}{\mathcal{N}_m(J)} \sum_{n=0}^{\infty} \frac{J^{n/2}\exp\left\{-ie^{(m)}_n\gamma\right\}}{\sqrt{\rho^{(m)}_n}} |\psi^{(m)}_n(x)\rangle,
\]

(4.1)

where \(\gamma = \omega t\). Here \(e^{(m)}_n\) are the dimensionless non-degenerate energy eigenvalues (2.16), satisfying \(e^{(m)}_{n+1} > e^{(m)}_n > e^{(m)}_{n-1} > \cdots > e^{(m)}_0\) \(\equiv 0\), \((m \geq 1)\), and the parameter \(\rho^{(m)}_n\) denotes the moments of probability distribution defined by \(\rho^{(m)}_n = \prod_{i=1}^{n} e^{(m)}_i\), with \(\rho^{(m)}_0 = 1\). The last parameter appearing in (4.1) is the normalization constant given by

\[
\mathcal{N}_m(J) = \left(\sum_{n=0}^{\infty} \frac{J^n}{\rho^{(m)}_n}\right)^{1/2},
\]

(4.2)

which is deduced from the normalization condition \(\langle \xi^{(m)}(x; J, \gamma)|\xi^{(m)}(x; J, \gamma)\rangle = 1\), where \(0 < J < R = \lim_{n \to +\infty} \sup \sqrt{\rho^{(m)}_n}\) and \(R\) denotes the radius of convergence. Under these considerations, the moments \(\rho^{(m)}_n\) and the squared of normalization constant \(\mathcal{N}_m(J)\) are given by

\[
\rho^{(m)}_n = \frac{n! \Gamma(n + 2\sigma + 1)}{2^n \Gamma(2\sigma + 1)}
\]

(4.3)

\[
\mathcal{N}^2_m(J) = (2J)^{-\sigma} \Gamma(2\sigma + 1) I_{2\sigma}(2\sqrt{J}),
\]

(4.4)
and applying the Stirling’s approximation to (4.3) we get $R = \infty$. Here $\mathbb{R} \ni \sigma = s - m$ and $I_{2\sigma}(\cdot)$ are the modified Bessel functions of the first kind [57].

So that, the Gazeau-Klauder CS (4.1) are reduced to

$$|\xi^{(m)}(x, J, t)\rangle = \frac{(2J)^{\sigma/2}}{\sqrt{I_{2\sigma}(2\sqrt{2J})}} \sum_{n=0}^{\infty} (2J)^{n/2} \exp\left\{-i\omega \frac{n(n+2\sigma)}{2} t\right\} \psi_n^{(m)}(x)$$

(4.5)

where $\psi_n^{(m)}(x)$ are given by (2.17). It is well known that the concept of quantum revivals arises from the weighting probabilities $|c_n^{(m)}|^2$ for the general wave-packet, i.e.,

$$|\Psi_n^{(m)}(x, t)\rangle = \sum_{n=0}^{\infty} c_n^{(m)} |\psi_n^{(m)}(x)\rangle,$$

(4.6)

where $\sum_{n=0}^{\infty} |c_n^{(m)}|^2 = 1$. So, when $|\Psi_n^{(m)}(x, t)\rangle$ in (4.6) play the role of our Gazeau-Klauder CS (4.5), then the weighting distribution depends on $J$ as

$$|c_n^{(m)}(J)|^2 \equiv \frac{J^n}{\mathcal{N}_m^2(J) \rho_n^{(m)}} = \frac{(2J)^{n+\sigma}}{n! \Gamma(n + 2\sigma + 1) I_{2\sigma}(2\sqrt{2J})},$$

(4.7)

In Figure 2 we display the curves of $|c_n^{(m)}(J)|^2$ as a function of quantum number $n$ for various values of $J$ and $m$. It is clear that all frames show a Gaussian-shaped function for the weighting distribution. We can observe that gradually as $J$ increases, the weighting distributions become more and more stretched and are less peaked with a slight shift to the right localized around a mean value $\bar{n}^{(m)} \sim \langle n^{(m)} \rangle$.

On the other hand, the mean and the variance values of the number operator $\hat{N}_m$ are used to characterize the statistical features of the quantum system, which can be evaluated by means of the moments of probability. By making use of (4.7), a straightforward analytical calculation yields

$$\langle n \rangle \equiv \sum_{n=0}^{\infty} n |c_n^{(m)}(J)|^2 = \sqrt{2J} \frac{I_{2\sigma+1}(2\sqrt{2J})}{I_{2\sigma}(2\sqrt{2J})},$$

(4.8a)

$$\langle n^2 \rangle \equiv \sum_{n=0}^{\infty} n^2 |c_n^{(m)}(J)|^2 = 2J \frac{I_{2\sigma+2}(2\sqrt{2J})}{I_{2\sigma}(2\sqrt{2J})} + \sqrt{2J} \frac{I_{2\sigma+1}(2\sqrt{2J})}{I_{2\sigma}(2\sqrt{2J})},$$

(4.8b)

in order to display the Mandel parameter $Q_M^{(m)}(J)$

$$Q_M^{(m)}(J) \equiv \frac{\langle n^2 \rangle - \langle n \rangle^2}{\langle n \rangle} - 1 = \sqrt{2J} \left( \frac{I_{2\sigma+2}(2\sqrt{2J})}{I_{2\sigma+1}(2\sqrt{2J})} - \frac{I_{2\sigma+1}(2\sqrt{2J})}{I_{2\sigma}(2\sqrt{2J})} \right).$$

(4.9)
The behavior of CS may be characterized through the Mandel parameter. It is an efficient way to characterize non-classical states which have no classical analog. The case $Q_M^{(m)}(J) = 0$ coincides with the definition of CS, while for $Q_M^{(m)}(J) < 0$ and $Q_M^{(m)}(J) > 0$ correspond to the sub-Poissonian and super-Poissonian statistics, respectively.

In Figure 3 we display the behavior of the Mandel parameter $Q_M^{(m)}(J)$ given by (4.9) against $J$ for fixed value for $\beta$ and varying $\alpha$ satisfying the conditions (4.10). The parameter $m$ refers to: $m = 0$ (solid line) and $m = 1$ (dashed line).

In Figure 3 we display the behavior of the Mandel parameter (4.9) against $J$ in terms of different values of the parameters $\alpha$, $\beta$ and $m = 0, 1$. Solving simultaneously (2.10a) and (2.10b) for $m = 1$ give rise to four different cases depicted in Figure 3 by letters (A), (B), (C), and (D), respectively, i.e.,

(A) : $-1 < \beta < 0$, $1 + \alpha > 0$, and $\alpha < \beta$  \hspace{1cm} (4.10a)
(B) : $-1 < \beta < 0$, $\alpha \leq 0$, and $\alpha > \beta$  \hspace{1cm} (4.10b)
(C) : $\beta > 0$, $\alpha < \beta$, and $\alpha \geq 0$  \hspace{1cm} (4.10c)
(D) : $\beta > 0$, $\alpha > \beta$  \hspace{1cm} (4.10d)

keeping in mind that $\alpha, \beta > -1$.

It is clear that the case $m = 0$ (solid lines), representing the classical Jacobi
polynomials, exhibits the sub-Poissonian photon statistics, no matter what values are attributed to the parameters $\alpha$ and $\beta$. However the case $m = 1$ (dashed lines), corresponding to the exceptional $X_1$ Jacobi polynomials, has a completely different behavior compared to that of the case $m = 0$. At this stage, a few remarks are worth mentioning:

(i) For the fixed value $\beta = -\frac{1}{3}$, the state in A(a) starts with a super-Poissonian behavior for a short range in $J$ and becomes sub-Poissonian for $J \simeq 0.2$. Gradually as $\alpha$ decreases the trend reverses, and a kind of transition takes place so that the states in A(c) (resp. A(d)) start at slightly sub-Poissonian, increase to super-Poissonian at $J \simeq 0.05$ (resp. $J \simeq 0.10$) and then decrease very fast to become sub-Poissonian at $J \simeq 0.25$ (resp. $J \simeq 0.45$).

(ii) For $\beta = -\frac{3}{4}$, it is found that the states B(a) (resp. B(b)) acquire at the beginning a sub-Poissonian behavior for a short range of $J$, become super-Poissonian at $J \simeq 0.15$ (resp. $J \simeq 0.11$), and decrease very fast to sub-Poissonian state at $J \simeq 0.6$ (resp. $J \simeq 0.45$). In the frame B(d), the process is completely reversed.

(iii) As seen in frames (C) and (D), sub-Poissonian behavior exists for all the range of $J > 0$, and $\alpha, \beta > -1$.

(iv) The reader will observe that the frames A(d) and B(b), as well as A(a) and B(d) are very similar, respectively, but not identical despite different values for $\alpha$ and $\beta$. However one has no rigorous answer to this remark.

(v) We noticed that the transition quoted at the first point (i) occurs if and only if the restriction $|\alpha + \beta| = 1$ holds, as shown in the frames A(b) and B(c).

(vi) Finally, we observed in all frames that the behavior of the Mandel parameter reaches $-\frac{1}{2}$ as $J \to \infty$.

The last observation can be mathematically explained using the asymptotic forms, as $J \to \infty$, of the modified Bessel functions $I_\nu(z)$ (see the identity 14.143, pp. 693 of [57])

$$I_\nu(z) = \frac{e^z}{\sqrt{2\pi z}} (P_\nu(iz) - i Q_\nu(iz)),$$

valid for $-\pi/2 < \arg z < \pi/2$, where $P_\nu(iz)$ and $Q_\nu(iz)$ are defined through

$$P_\nu(iz) \sim 1 - \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{2!(8z)^2} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)(4\nu^2 - 49)}{4!(8z)^4} - \ldots,$$

$$Q_\nu(iz) \sim \frac{4\nu^2 - 1}{1!(8z)} - \frac{(4\nu^2 - 1)(4\nu^2 - 9)(4\nu^2 - 25)}{3!(8z)^3} + \ldots.$$

For larger $z \equiv 2\sqrt{2J}$, i.e. as $J \to \infty$, the first terms in $P_\nu(iz)$ and $Q_\nu(iz)$ dominate, and thus it is convenient to rewrite (4.11) as

$$I_\nu(2\sqrt{2J}) \sim \frac{e^{2\sqrt{2J}}}{2\sqrt{\pi \sqrt{2J}}} \left(1 - \frac{4\nu^2 - 1}{16\sqrt{2J}}\right),$$
where the eigenfunctions (and substituting \( \nu = (2\sigma, 2\sigma + 1, 2\sigma + 2) \)) in the last identity, (4.9) becomes

\[
Q_M^{(m)}(J) \sim -\frac{1}{2} \left( \frac{4\sigma + 1}{64} \right) \sqrt{\frac{2}{J}}, \quad (\sigma = s - m),
\]

where in the limit \( J \to \infty \), the second term in the last expression can be neglected and one is left with the Mandel parameter which tends to \(-\frac{1}{2}\), for \( \forall \sigma \in \mathbb{R} \), as illustrated in Figure 3.

As a prerequisite for obtaining quantum revivals, it has been shown that a coherent state wave-packet of the form of (4.6) mimics quantum revivals, \( T_{\text{rev}}^{(m)} = 4\pi/|\langle \xi^{(m)} \rangle| \), and fractional revivals \( \tau = (p/q)T_{\text{rev}} \), in which \( p \) and \( q \) are coprime integers, besides the classical timescale \( T_{cl}^{(m)} = 2\pi/|\langle \xi^{(m)} \rangle| \) if and only if they are strongly well localized around a mean value \( \bar{\pi} \simeq \langle n \rangle \). This means that we can expand the energy eigenvalues (2.16) in Taylor series in \( n \) as

\[
e_n^{(m)} = \frac{1}{2} \left[ \bar{\pi}(\bar{n} + 2\sigma) + \frac{4\pi}{T_{cl}^{(m)}}(n - \bar{n}) + \frac{2\pi}{(\bar{n} + \sigma)T_{cl}^{(m)}}(n - \bar{n})^2 \right], \quad (4.12)
\]

with \( k = 1 \) and the timescales are given by \( T_{cl}^{(m)} = 2\pi/(\bar{n} + \sigma) \) and \( T_{rev}^{(m)} = 4\pi, \forall m \geq 0 \).

Taking into account (4.12), the Gazeau-Klauder CS (4.5) reads as

\[
|\xi^{(m)}(x; J, t)\rangle = \sqrt{I_{2\sigma}(2\sqrt{2}J)} e^{-i\omega \bar{\pi}\left(\bar{n} + \frac{\sigma}{2} T_{cl}^{(m)}\right)t} \times \sum_{n=0}^{\infty} (2J)^{n/2} \exp \left\{ -i\omega \bar{\pi}(n - \bar{n}) \left( 2 + \frac{n - \bar{n}}{\bar{n} + \sigma} \right) \bar{\pi} \right\} \frac{1}{\sqrt{n! \Gamma(n + 2\sigma + 1)}} |\psi_n^{(m)}(x)\rangle, \quad (4.13)
\]

where \( \bar{\pi} = t/T_{cl}^{(m)} \).

Generally, the autocorrelation function, \( A^{(m)}(t) = \langle \xi^{(m)}(x; J, 0) | \xi^{(m)}(x; J, t) \rangle \), and the probability density of the time-evolved coherent state wave-packet are considered as widely used techniques for describing and reproducing revival structures. To this end using the product series relation 0.316 of [58], the absolute square of \( A^{(m)}(\bar{\pi}) \) and the probability density of (4.13) yield

\[
|A^{(m)}(\bar{\pi})|^2 = \left( \frac{(2J)^{\sigma}}{I_{2\sigma}(2\sqrt{2}J)} \right)^2 \sum_{n=0}^{\infty} \sum_{l=0}^{n} \frac{1}{l!(n - l)! \Gamma(l + 2\sigma + 1) \Gamma(n - l + 2\sigma + 1)} \frac{(-i\omega \bar{\pi}(n - 2l)(n + 2\sigma) \bar{\pi})}{\bar{n} + \sigma}, \quad (4.14)
\]

\[
|\xi^{(m)}(x; J, \bar{\pi})|^2 = \left( \frac{(2J)^{\sigma}}{I_{2\sigma}(2\sqrt{2}J)} \right) \times \sum_{n=0}^{\infty} \sum_{l=0}^{n} \frac{1}{l!(n - l)! \Gamma(l + 2\sigma + 1) \Gamma(n - l + 2\sigma + 1)} \frac{(-i\omega \bar{\pi}(n - 2l)(n + 2\sigma) \bar{\pi})}{\bar{n} + \sigma} \left( \psi_n^{(m)}(x) \right)^* \psi_{n-l}^{(m)}(x), \quad (4.15)
\]

where the eigenfunctions \( \psi_n^{(m)}(x) \) are given in (2.17).

Both expressions (4.14) and (4.15) are attributed to the exceptional \( X_m \) PDEM Scarf I potential and we use them to study their revival dynamics. However, it is obvious that all these results will reduce to those of the usual constant mass (CM) if we set \( M(x) = 1 \), i.e., \( \mu(x) = x \). At this stage our strategy in the remainder of this paper
is as follows. To illustrate how (4.14) and (4.15) work, we start by studying the usual CM in which revival structures are well known and this in order to confirm the validity of our assertions. Once the results are verified, we then apply both expressions to the exceptional $X_m$ PDEM system, with an appropriate choice of the mass function $M(x)$, to see what general conclusions can be made.

Throughout our results, we work in atomic units (a.u.), i.e., $\hbar = e = m_0 = \omega = 1$, for which the conversions give 1 a.u. $\simeq 5.29 \times 10^{-10}$ m for lengths and 1 a.u. $\simeq 2.42 \times 10^{-17}$ sec for times. For convenience we also set $k = 1$.

4.1. The case of constant mass

According to the discussion above, coherent state wave-packet of the Scarf I potential have perfect full revivals since their energy spectrum is quadratic in the quantum number $n$. We illustrate this by plotting the absolute square of $A^{(m)}(\bar{t})$ as a function of $\bar{t} = t/T_{cl}^{(m)}$ and the modulus square of $\xi^{(m)}(x; J, \bar{t})$ against $x$.

Figure 4. The modulus square of autocorrelation function $A^{(m)}(\bar{t})$ against $\bar{t} = t/T_{cl}^{(m)}$ plotted for $\alpha = 3/2$, $\beta = 5/2$, $n_{\text{max}} = 50$. Here the parameter $m$ refers to: $m = 0$ (red line), $m = 1$ (blue line) and $m = 2$ (green line).
Figure 4 shows the evolution of $|A^{(m)}(T)|^2$ for $J = 10, 20, 40,$ and $80$, with $\alpha = \frac{3}{2}, \beta = \frac{5}{2}, n_{\text{max}} = 50$ (i.e., 50th excited state) for the classical ($m = 0$) and exceptional ($m = 1, 2$) PDEM Scarf I potential. The timescales are $T_{\text{rev}}^{(m)} = 4\pi$ and $T_{\text{cl}}^{(m)} = 2\pi/(\Pi + \sigma)$. As we can see, the usual CM involves a perfect full revivals as it was expected above and the sharp peaks arise due to the fractional revivals which become more apparent as $J$ increases. However some permanent peaks still exist, no matter the values attributed to $J$ and $m$, like those of $T_{\text{rev}}/3$ and $2T_{\text{rev}}/3$, for all $m = 0, 1, 2$, with a change in the width and magnitude. We also observe that as $J$ increases all curves merge into a single one, as can be seen in Figure 4(d).

![Figure 5](image)

**Figure 5.** Plot of $|\xi^{(m)}(x; J, t)|^2$ against $x$ for $J = 20$, plotted for $\alpha = 1, \beta = 2$, and $n_{\text{max}} = 50$. As for Figure 4, the parameter $m$ refers to: $m = 0$ (red line) and $m = 1$ (blue line).

On the other hand we plot in Figure 5 the probability density of a coherent state wave-packet $|\xi^{(m)}(x; J, t)|^2$ for $J = 20, \alpha = 1, \beta = 2$ and $m = 0, 1$. It is evident that the probability density is reconstructed after the time revival $T_{\text{rev}}^{(m)}$ as it was illustrated in the frame (d) compared to (a). In the first frame, $t = 0$, we observe two principal and symmetrical peaks for both cases, ($m = 0, 1$), centered at $x_1 \simeq 1.25$ and $x_2 \simeq 2$, followed by a secondary ripple in the case $m = 0$ before and after dominant peaks. All these phenomena are periodic in the whole real line with a period $\delta x = 2\pi$, being the behavior for the case where the mass is constant. With time, our numerical simulations show us that these peaks oscillate back and forth between the walls of the well with relative change in shape.

4.2. The case of position-dependent effective mass

Even as (4.14) and (4.15) are applicable for the exceptional $X_m$ PDEM Scarf I potential, two different profiles of the mass function, introduced in section 2, without and with singularities were chosen

$$M_{\text{wos}}(x) = \frac{1}{1 + (\lambda x)^2}, \quad \text{and} \quad M_{\text{ws}}(x) = \frac{1}{(1 - (\lambda x)^2)^2},$$

(4.16)

respectively. These mass functions allow us to construct a coherent state wave-packet with the proper behavior near the boundaries and have been used in many studies, see for instance [59].
4.2.1. Mass function $M_{wos}(x)$ without singularities. We take the profile of the mass function to be of the form of $M_{wos}(x)$. This profile is without singularities and is a bounded function defined in the whole real line $\mathbb{R}$, where its maximum value, $M_{wos}^{(\text{max})}(x) = 1$, is reached at $x = 0$ and vanishing as $|x| \to \infty$. In this case the auxiliary mass function is calculated by a simple integration, which gives $\mu_{wos}(x) = \frac{1}{\lambda} \arcsinh(\lambda x)$.

In Figure 6, we plot the probability density of a coherent state wave-packet endowed with an effective mass function $M_{wos}(x)$ for different values of the mass parameter $\lambda$, taking into account (2.18), i.e., $|x| \leq \frac{1}{\lambda} \sinh \left( \frac{\pi \lambda}{2} \right)$. The revival time is $T^{(m)}_{\text{rev}} = 4\pi$ and we observe that all $|\xi^{(m)}(x; J, t)|^2$ are restored after the time revival as they are presented in the frames A-C(d). With the presence of the mass function, we can see that the dependence of the mass on the position $x$ affects wholly the behavior of coherent state wave-packets inside the corresponding wells through two ways: firstly we observe that, although full revivals take place during time evolution $T^{(m)}_{\text{rev}}$, there is no trace of fractional revivals in the common sense on the opposition of the usual CM discussed above. Secondly the symmetrical peaks of the Figure 5 do not occur in the case of mass $M_{wos}(x)$, instead we observe only one peak, for each cases $m = 0, 1$, with the same width than the usual which is nearly zero at the left of the well and the formation of ripple before it. As time evolves we observe a well localized coherent state wave-packet oscillating back and forth between the walls, with the presence of two asymmetrical peaks at $T^{(m)}_{\text{rev}}/4$ known as mirror revivals, as we can see in the frames A-C(b). Gradually as the mass parameter $\lambda$ increases, a coherent state wave-packet spreads on the whole real line inside the region delimited by the walls of the potential well. This behavior is due essentially to the features of the mass function.

4.2.2. Mass function $M_{ws}(x)$ with two singularities. The second mass function is chosen to be of the form of $M_{ws}(x)$ with two singularities and defined in $\text{dom}(M_{ws}) = (-1/\lambda, +1/\lambda)$. The mass function rapidly grows near the classical turning points $x_{\pm} = \pm 1/\lambda$ and reaches its minimum at $x_0 = 0$. The associated auxiliary mass function is given by $\mu_{ws}(x) = \frac{1}{\lambda} \arctanh(\lambda x)$.

In Figure 7 we display the probability density of a coherent state wave-packet with the mass function $M_{ws}(x)$ for different values of $\lambda$, with the restriction (2.18) given by $|x| \leq \frac{1}{\lambda} \tanh \left( \frac{\pi \lambda}{2} \right)$. With this profile at hand, an analogous temporal evolution takes place in the Figure 7(A) compared to those of Figure 6(A). This is essentially due to the fact that both hyperbolic functions ”sinh” and ”tanh” behave in the same manner as $\lambda$ approaches zero and one can say that the same quantitative comments can be made in the first case with an exception that a new phenomenon is observed here. Contrary to the case of the mass $M_{wos}(x)$, a coherent state wave-packet in frames (B) and (C) becomes more peaked and tends to gather near the classical turning points $x_{\pm} = \pm 1/\lambda$ of the well due to singularities of the mass function and progressively becomes more sharper than the usual ones as $\lambda$ increases. We see also that the amplitude of the probability density of a coherent state wave-packet rapidly grows as one approaches the classical turning points. It is clear that the presence of singularities in the mass function
Figure 6. Plot of $|\xi^{(m)}(x; J, T)|^2$ against $x$ for the profile of the mass function $M_{\text{wos}}(x)$, with $\alpha = 1$, $\beta = 2$, $J = 20$, $n_{\text{max}} = 50$. The mass parameters $\lambda$ are: (A) $\lambda = 0.25$, (B) $\lambda = 1$, and (C) $\lambda = 2$, and the parameter $m$ refers to: $m = 0$ (red line) and $m = 1$ (blue line).

restrict the time evolution of a coherent state wave-packet inside the domain determined by the turning points $x_{\pm}$, once again this is due to the features of the mass function.

We end our analysis by showing the time evolution of the probability density of a coherent state wave-packet $|\xi^{(m)}(x; J, T)|^2$ for the exceptional $X_m$ PDEM Scarf I potential, characterized by not-equally spaced eigenenergies (2.16). It is well-known, as it was exposed in the pedagogical paper of Gutschick and Nieto [54], that for a system with such eigenenergies, coherent state wave-packets will dissipate and lose their coherence in time. Thus the concept of coherence is discussed in our paper in terms of classical period $T_{\text{cl}}^{(m)} = 2\pi/(\pi^{(m)} + \sigma)$ and defined as follow [54]: the more eigenstates $\psi_n^{(m)}(x)$ have a significant overlap with the PDEM Gazeau-Klauder CS in between the walls of the potential $V_{\text{eff}}^{(m)}(x)$, the longer will be the coherence time $\tau_{\text{coh}}^{(m)}$.

To this end, Figure 8 and Figure 9 display the time evolution of probability densities of a PDEM coherent state wave-packet (4.15) for $m = 0$ and $m = 1$, respectively, for the profile mass function $M_{\text{wos}}(x)$, given in (4.16), over one classical period $T_{\text{cl}}^{(m)}$ for $\lambda = 0.5, 2, 4$ in the case $J = 20$. All frames are taken as $\frac{1}{8}$th of one classical period and show: (i) $|\xi^{(m)}(x; J, T)|^2$ (solid curves), (ii) the associated potential (dashed curves), and (iii) a vertical dotted line indicating the potential minimum.

**Case $m = 0$.** Numerical simulations show us that the exceptional $X_0$ PDEM coherent state wave-packet, associated to the classical Jacobi polynomials, starts their movement to the right of the potential minimum and oscillates back and forth inside
Figure 7. Plot of $|\xi^{(m)}(x; J, T)|^2$ against $x$ for the profile of the mass function $M_{\text{wos}}(x)$, with $\alpha = 1$, $\beta = 2$, $J = 20$, $n_{\text{max}} = 50$. The mass parameters $\lambda$ are: (A) $\lambda = 0.25$, (B) $\lambda = 1$, and (C) $\lambda = 2$, and $m$ refers to: $m = 0$ (red line) and $m = 1$ (blue line).

Figure 8. Time evolution of the probability density of a coherent state wave-packet for the mass function $M_{\text{wos}}(x)$ for $m = 0$, with $\alpha = 1$, $\beta = 2$, $J = 20$, and $n_{\text{max}} = 50$. The mass parameters $\lambda$ are: (A) $\lambda = 0.5$, (B) $\lambda = 2$, and (C) $\lambda = 4$.

the well. We observe in Figure 8(A) a shorter coherence time in terms of classical period which means that, for $\lambda = 0.5$, the system loses its coherence quickly as it was represented in the frame A(b). In Figure 8(B), gradually as $\lambda$ increases, $\lambda = 2$, a coherent state wave-packet continues to lose its coherence but slowly compared to the previous case. In both cases, we see that the coherence time is less than one classical period, i.e., $\tau_{\text{coh}}^{(0)} < T_{\text{cl}}^{(0)} \simeq 0.98118$, for $\langle n^{(0)} \rangle \sim \overline{n}^{(0)} \simeq 4.40365$. 
However in Figure 8(C), corresponding to \( \lambda = 4 \), we observe that PDEM coherent state wave-packets are more peaked at the vicinity of the potential minimum and flatten out very quickly to reach zero at the right of the potential well. The eigenstates and PDEM CS wave-packets overlap very well, and these phenomena are the signature of a longer coherence time, \( \text{at least longer than one classical period, i.e., } \tau_{\text{coh}}^{(0)} > T_{\text{cl}}^{(0)}. \)

**Case \( m = 1 \).** In Figure 9(A), corresponding to \( \lambda = 0.5 \), the remark which should be emphasized is that we observe a strong loss of coherence since, due to the definition herein above, eigenstates which are outside of the well do not overlap with the PDEM CS wave-packets. However, the slow loss of coherence in Figure 9(B) is very similar to that of Figure 8(B), with \( \tau_{\text{coh}}^{(1)} < T_{\text{cl}}^{(1)} \simeq 1.02087 \) for \( \langle n^{(1)} \rangle \sim \bar{n}^{(1)} \simeq 5.15475. \)

Finally, all the qualitative comments made for Figure 8(C) also hold for Figure 9(C), since the reader can easily observe that both frames exhibit the same phenomenon, i.e., longer coherence time.

Thus, we suspect the effect that the loss of coherence depends closely on the mass parameter \( \lambda \) and we finish before our conclusion with this observation: a larger mass parameter \( \lambda \) contributes significantly to a longer coherence time \( \tau_{\text{coh}}^{(m)}. \)

5. Conclusion

In this paper our primary concern is to investigate how the mass function, represented here by the parameter \( \lambda \), can affect the revival structure of an arbitrary quantum system. To this end we have constructed the PDEM Gazeau-Klauder coherent states for the exceptional \( X_m \) Scarf I potential endowed with PDEM, where their statistical and dynamical properties have been studied. We have shown that these potentials are
shape invariant and are isospectral to PDEM potentials whose solutions are given in terms of the classical Jacobi polynomials \((m = 0)\). In particular, for the usual CM, we have constructed full and fractional revivals with the help of the autocorrelation function. However, in the case of PDEM, things are completely different from the usual case and our results agree with those obtained by Schmidt in [51]. We have observed that, although full revivals still take place during their time evolution \(T^{(m)}_{\text{rev}}\), there is no trace of fractional revivals in the common sense, on the opposition to the usual. Instead of these effects, we have obtained bell-shaped coherent state wave-packets located in the right of the well, oscillating back and forth between the walls. We have concluded that not only quantum revivals are different and affected but also depend closely on the profile of the mass function. In this context two profiles were chosen, with and without singularities, to illustrate numerically the dynamic of their revival structures.

We have also observed that for a longer coherence time \(\tau^{(m)}_{\text{coh}}\), defined here in the sense of a slow loss of coherence, corresponds a larger mass parameter \(\lambda\). Then, we suspect the effect that \(\lambda\) affects considerably \(\tau^{(m)}_{\text{coh}}\), which leads the state to lose its coherence in time more (resp. less) rapidly as \(\lambda\) becomes smaller (resp. larger).
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