Using Artificial Intelligence and real galaxy images to constrain parameters in galaxy formation simulations
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ABSTRACT

Cosmological galaxy formation simulations are still limited by their spatial/mass resolution and cannot model from first principles some of the processes, like star formation, that are key in driving galaxy evolution. As a consequence they still rely on a set of 'effective parameters' that try to capture the scales and the physical processes that cannot be directly resolved in the simulation. In this study we show that it is possible to use Machine Learning techniques applied to real and simulated images of galaxies to discriminate between different values of these parameters by making use of the full information content of an astronomical image instead of collapsing it into a limited set of values like size, or stellar/ gas masses. In this work we apply our method to the NIHAO simulations and the THINGS and VLA-ANGST observations of HI maps in nearby galaxies to test the ability of different values of the star formation density threshold \( n \) to reproduce observed HI maps. We show that observations indicate the need for a high value of \( n \sim > 80 \text{ cm}^{-3} \) (although the numerical value is model-dependent), which has important consequences for the dark matter distribution in galaxies. Our study shows that with innovative methods it is possible to take full advantage of the information content of galaxy images and compare simulations and observations in an interpretable, non–parametric and quantitative manner.
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1 INTRODUCTION

In the last years hydrodynamic numerical simulations have become one of the most powerful tool to study the formation and evolution of galaxies across cosmic time. Recent simulations are now able to reproduce a large variety of galaxy properties, including (but not limited to) their abundance, stellar masses, rotation velocities, colors, scaling relations, etc. (e.g. Vogelsberger et al. 2014; Stinson et al. 2013; Dubois et al. 2016; Schaye et al. 2015a; Wang et al. 2015; Tremmel et al. 2017; Dutton et al. 2017; Pillepich et al. 2018; Nelson et al. 2018; Buck 2020).

Thanks to the increased computational power, and to many efforts from different groups to improve the modeling of physical processes involved in galaxy formation, several groups have produced extremely high resolution runs of single objects and our local environment with tens of millions of elements to describe the evolution of dark matter, gas and stars (e.g. Aumer et al. 2013; Marinacci et al. 2014; Hopkins et al. 2014; Grand et al. 2017; Buck et al. 2019a; Gureck et al. 2021; Arora et al. 2021; Agertz et al. 2021).

Despite these advancements, the multi-scale nature of galaxy formation, spanning from molecular clouds to large scale (cosmological) environment, still precludes the ability to resolve some of the key phenomena that shape galaxies in mass and space, and simulations need to resort to an 'effective description' for some of these processes. (e.g. Somerville & Davé 2015; Vogelsberger et al. 2020, and references therein).

One possible example of an 'effective description' is the parameterization of star formation in cosmological simulations. A complete model of star formation would, in principle, require to resolve the typical spatial scale of molecular clouds (pc and below) and, at the same time, follow the galactic inflow of gas from cosmological scales of several Mpc, thus bridging some six orders of magnitude in spatial scales. In order to overcome the issues related to this challenging dynamical range, cosmological numerical simulations tend to adopt a set of recipes, containing parameters and thresholds,
to describe physics below the resolution limit (e.g. Springel & Hernquist 2003). For example star formation is usually regulated by a density (temperature) threshold above (below) which gas particles are eligible to form stars. When it comes to selecting the actual value of this density threshold ($n$), different groups have different approaches. Some groups tend to use values of $n$ around 0.1-1 when measured in particles per cm$^3$ (e.g. Schaye et al. 2015a; Vogelsberger et al. 2014; Nelson et al. 2018), while others prefer to use higher values of $n$, usually in the range 10–100 (Governato et al. 2010a; Oñorbe et al. 2015; Brook & Di Cintio 2015; Wang et al. 2015). It is worth noticing that the expected density in the cores of giant molecular clouds should exceed $10^5$ particles per cubic centimeter (McKee & Ostriker 2007), but these values are still out of reach even for the highest resolution simulations of spiral galaxies produced so far (see Vogelsberger et al. 2020, for a recent review). While both approaches (low and high $n$) are similarly successful in reproducing the visible properties of a galaxy, they tend to strongly differ in the predictions for its dark ones. For example there are substantial differences in the expected reaction of the dark matter distribution to galaxy formation in low and high $n$ simulations (Benitez-Llambay et al. 2017; Dutton et al. 2017), that might or might not lead us to revisit our current models for the nature of dark matter, as discussed in Bullock & Boylan-Kolchin (2017).

The general approach to tune these (somewhat) free parameters in the numerical modeling, is to test the final outcome of the simulations, usually galaxies, against observations. In this respect, galaxies scaling relations, as for example, the Tully-Fisher relation (Tully & Fisher 1977), the size mass relation (Courteau et al. 2001), the mass metallicity relation (Tremonti et al. 2004; Gallazzi et al. 2005; Kirby et al. 2015), provide a very good diagnostic tool to select ‘good’ parameters from 'not-so-good' ones; in the sense that only simulations able to reproduce multiple scaling relations are considered as trustful.

While this approach has its own benefits, it forces one to collapse the large amount of information contained in a simulation into a set of few numbers to be compared with the same few numbers also distilled from complex observations. By this approach a large amount of observational information is neglected as it cannot easily be cast into a single number. It is then worth asking if it would not be possible to directly compare simulated and real galaxy maps (e.g. stellar or gaseous) in order to use the whole information content of both simulations and observations to help determine which parameters are best suited to capture the physics at work in galaxy formation.

With the advent of deep learning, the field of machine learning (ML) has matured the tasks of image recognition, classification and segmentation (e.g. Ronneberger et al. 2015) greatly benefiting the task of image processing. Such ML techniques have been applied in a large number of astronomical use-cases related to galaxy properties (e.g. Dieleman et al. 2015; Beck et al. 2018; Hocking et al. 2018; Dawson et al. 2020; Buck & Wolf 2021).

Unsupervised learning methods have been further used to define kinematic structures of galaxies (Doménech-Moral et al. 2012; Obreja et al. 2018, 2019; Buck et al. 2018, 2019b) or to identify accreted stars from disrupted MW satellites in the GALAH survey data (Buder et al. 2021).

Relevant in the context of our paper, is the very recent work by Zanisi et al. (2021) comparing small scale morphological features of simulated galaxies from the Illustris-TNG project (Pillepich et al. 2018) to the SDSS dataset. Those authors find strong disagreement between simulated morphologies and observed galaxies in terms of galaxy morphological features.

In this paper we aim to use Machine Learning and Artificial Intelligence to quantitatively compare gaseous (HI) maps from the THINGS (Walter et al. 2008) and VLA-ANGST survey (Ott et al. 2012) with similar maps created from the NIHAO (Wang et al. 2015) simulation suite, in order to constrain the numerical value of the density threshold for star formation, $n$, used in simulations.

This paper is organized as follows: in Section 2 we present the numerical simulation and their analysis, in Section 3 and 4 we describe the observational data and our Machine Learning (ML) algorithm respectively, section 5 is devoted to the presentation of our results which are then discussed in section 6.

2 SIMULATIONS

The NIHAO (Numerical Investigation of Hundred Astrophysical Objects) suite of cosmological hydrodynamical simulations (Wang et al. 2015; Blank et al. 2019) is based on the GAMES2 code (Wadsley et al. 2017), and include Compton cooling and photoionisation and heating from the ultraviolet background following Haardt & Madau (2012), metal cooling, chemical enrichment, star formation and feedback from supernovae and massive stars (the so-called early stellar feedback, Stinson et al. 2013). The cosmological parameters are set according to the Planck satellites results (Ade et al. 2014). The mass and spatial resolution vary across the whole sample, from a dark matter particle mass of $m_{dm} = 3.4 \times 10^3$ M$_\odot$ (and force softening of $\epsilon = 100$ pc) for dwarf galaxies to $m_{dm} = 1.4 \times 10^7$ M$_\odot$ and $\epsilon = 1.8$ kpc for the most massive galaxies (see Wang et al. 2015; Blank et al. 2019, for more details).

The NIHAO simulations have been proven to be very successful in reproducing several observed galaxy scaling relations like the Stellar Halo-Mass relation (Wang et al. 2015), the disc gas mass and disc size relation (Macciò et al. 2016), the Tully-Fisher relation (Dutton et al. 2017), and the diversity of galaxy rotation curves (Santos-Santos et al. 2018) as well as the mass-metallicity relation (Buck et al. 2021).

2.1 Star Formation

Star formation is implemented as described in Stinson et al. (2006, 2013). Stars form from cool ($T < 15000$ K), dense gas ($\rho > n$) where the density threshold $n$ is measured in particle per cubic centimeters.

In our fiducial NIHAO simulations we adopt $n = 10$ [cm$^{-3}$] $\sim 50 m_{gas}/\epsilon_{gas}$. Here, 50 is the number of gas particles used in the SPH smoothing kernel, $m_{gas}$ is the initial mass of gas particles, and $\epsilon_{gas}$ is the gravitational force softening of the gas particle.

We re-run each simulation at two additional star formation thresholds: $n = 0.1$ and $n = 1.0$, without changing any other parameter, and then at a higher density threshold $n = 80$ using half of the softening, in order to keep the same scaling between $n$ and $\epsilon_{gas}$ as in the original NIHAO runs and to ensure,
that the resulting gas densities can properly be resolved by
the numerics.

2.2 HI fraction calculation and maps construction
To calculate the neutral hydrogen HI fraction, we followed
Macciò et al. (2016) and use the self-shielding approximation
described in Rahmati et al. (2013), based on full radiative
transfer simulations presented in Pawlik & Schaye (2011).
The overall effect of this self-shielding approach is to increase
the amount of HI (relative to the fiducial calculation in GASOLINE2)
bringing the simulations in better agreement with ob-
servations (Rahmati et al. 2013; Guteke et al. 2016). The HI
maps have a resolution of 500x500 pixels and have a physical
size of 0.4 times the virial radius of the galaxy. Figure 1 shows
a compilation of HI maps for the same MW-mass like galaxy
(face-on) but simulated with different values for $n$.

3 OBSERVATIONAL DATA
The observed HI maps have been extracted from The HI
Nearby Galaxy Survey (THINGS) (Walter et al. 2008) and
the Very Large Array survey of Advanced Camera for Surveys
Nearby Galaxy Survey Treasury galaxies (VLA-ANGST)
(Ott et al. 2012). For this work we used a total of 16 HI
maps for galaxies ranging from dwarf irregulars to grand de-
sign spirals.

The THINGS maps have pixel sizes of $\sim 20$ to $\sim 100$pc,
depending on distance. This is comparable to the simula-
tion rendering for a 500x500 pixel image covering 0.4 of the
virial radius of about 200 kpc. THINGS typically observed
the whole HI disk down to densities of a few times $10^{19} \text{cm}^{-2}$,
which usually covers a similar area as 40 percent of the virial
radius. We used the natural weighted integrated intensity
maps (moment 0) from THINGS and VLA-ANGST.

For this pilot study we only use a sub-sample of 16 out of the
62 observed maps, as the rest of the galaxies are either
too small (or far) or too edge-on for our purposes. A list of
the THINGS and VLA-ANGST galaxies used in this work is
given in Appendix A.

4 MACHINE LEARNING MODELS
Two different and fully independent deep convolutional neu-
rnal networks have been used in this work. The first is a Lu-
unar craters detector trained on Lunar surface images, and
the second is an image classifier trained on natural world and
simulated galaxy images. These two different models have dif-
ferent architectures and were trained on different data sets,
thus offering two completely independent views of the prob-
lem.

4.1 Circular structure detector
The first model we deploy is the craters detector presented in
Ali-Dib et al. (2020), this is a deep convolutional neural net-
work model, based on the semantic segmentation framework
(He et al. 2017).

As craters in an image are just quasi-circular brightness
anisotropies within a more homogeneous immediate back-
ground, we find that this trained model is capable of detect-
ing multi-scale high density “peaks” and almost gas-empty
“holes” in galaxies. To improve the overall model perform-
ance and domain transferability, we retrain it on $\sim 10^5$
Lunar, Martian, and Mercurian images for which crater cat-
alogues are present. We moreover employ image augmenta-
tion where, in addition to the standard rotations and flipp-
ing, we randomly add Gaussian noise, adjust the pixels
brightness histogram by a random factor, and add signifi-
cant tilt angle to the images in an analogue to quasi-edge
on galaxies. This turns out to be very important in im-
proving the model’s performance, as most of the optical
images for example have correlated specific illumination angles
that the model might use as features, hindering its trans-
ferability. For this model we use the same model as Ali-
Dib et al. (2020): the Matterport implementation of MaskR-
CNN with the ResNet101 backbone. The model is trained
with Stochastic Gradient Descent as described in Ali-Dib
et al. (2020) and using the same parameters (LEARNING_RATE
$= 10^{-3}$, 80 epochs, ), RPN_ANCHOR_SCALES
= (4, 8, 16, 32, 64), and RPN_NMS_THRESHOLD = 0.7) but on a significantly
more complex dataset. It includes images from the Moon’s
LRO/LOLA global DEM and LRO/LROC WAC Global Optical
Mosaic, Mercury’s MESSENGER/MDIS Global Mo-
saic and Global DEM, and finally Mars’ MGS/MOLA DEM
and Viking Global Mosaic V2. We supplemented the Lunar
craters catalogues used by Ali-Dib et al. (2020) with that of
Robbins (2019). We used the Robbins & Hynek (2012) cata-
logue for Mars, and finally the Herrick et al. (2018) catalogue for
Mercury.

The model is never trained on any galaxy-related images.
Inferences on such images is hence purely a form of transfer
learning1.

4.2 Image classifier
The second model is an image classifier trained using simu-
lated galactic HI maps with the gas density as categorical tar-
get. The model we employed is VGG16 (Simonyan & Zisserman
2014) that we initiate with the imagenet-pretrained weights.
We replace the model’s head with fully connected layers:
Dense(128, ReLu)-Dropout-Dense(128, ReLu)-Dense(4, soft-
max).

Our model’s architecture is shown in Table. 1. We use $L2$
regularization with $\lambda = 0.01$. The model is trained using the
Adam optimizer, with a learning rate of $10^{-5}$. As a 5-fold
cross-validation scheme is used, the model is trained 5 times
on different subset of the data, with 20% of it kept for the
validation score each time. The VGG16 layers are initialized
with the imagenet weights, but are then allowed to be
retrained. ReLu is used as activation function everywhere
except the output layer, for which we use a softmax function.

1 Note: A re-training of the network weights on galaxy images is
not needed and would further not easily work since MaskRCNN
needs “labeled” galaxy data. This means for re-training on galaxy
images MaskRCNN needs a series of target masks. In any case, at
retraining, one would then need to worry about over-fitting, which
is not an issue in the use-case explored here.
Figure 1. HI surface density maps for g8.26e11, a MW-mass like galaxy, simulated with different values of the star formation threshold: $n = 0.1, 1.0, 10, 80$, clockwise from top left.

Table 1: Layer-by-layer description of the classification model, showing the layers’ type, output shape, and number of trainable parameters.

| Layer (type)              | Output Shape | Param #      |
|---------------------------|--------------|--------------|
| vgg16 (Model)             | (None, 16, 16, 512) | 14,714,688   |
| global_average_pooling2d_1 | (None, 512)      | 0            |
| dense_1 (Dense)           | (None, 128)     | 65,664       |
| dropout_1 (Dropout)       | (None, 128)     | 0            |
| dense_2 (Dense)           | (None, 128)     | 16,512       |
| dense_3 (Dense)           | (None, 4)       | 516          |

The four output classes corresponds to four galactic images classes with $n = 0.1, 1.0, 10, 80$. All of the layers, including VGG16’s, are retrained using ~3000 simulated galactic images. Since only ~100 simulations are available, we use the same image augmentation routine of Model 1 to considerably increase our data set size. It is worth noting that the training classes are equally distributed and therefore inference should not be affected by minority sampling issues.

The algorithm performance is evaluated via 5-fold Cross-Validation and is trained for 10 epochs. The final trained model reaches 94.6% categorical accuracy averaged across all folds. This algorithm is never exposed to crater images, and is hence fully independent of model 1 above. The model is finally used in inference mode on the set of observed galaxy images, that it was also never exposed to before. Its output is, for each input image, a size 4 array where each value corresponds to a class probability.

5 RESULTS

In this section we use our two independent neural networks to statistically compare HI maps from simulated galaxies against observed ones, with the aim of constraining whether any specific value for the effective threshold density $n$, better reproduces observations. Both simulated and observed images are initially read from $x, y$, and flux files, and are logarithmically re-gridded and trilinearly interpolated to a given resolution $10^4$ points in both $x$ and $y$ to generate an image that we then convert to a `uint8` greyscale image. The image is finally downsampled to $512 \times 512$ pixels, the input size the model expects. We note that the raw flux distribution follows a power-law, while the final post-processed flux follow a skewed-Gaussian distribution. Data Gaussianity, while not a strict pre-requisite for deep learning, is usually advantageous in model training. We checked that both simulations and observational images follow close distributions as can be seen in Fig. 3. We finally also note that we performed Fourier analysis on our data, and found that the observational data,
AI to constrain simulations

Figure 2. Left: Examples from model 1 showing the detected features (green and (when overlapping) orange regions in the image) of simulated galaxies with \( n = 80 \), compared to \( n = 1 \) (center). Notice the higher abundance of smaller scale features close to the galactic core for \( n = 1 \). Right: same as before but for observed galaxy NGC628. Note that in all of the three examples we inverted the colors compared to Fig. 1 for better visibility: darker region are under-dense with respect to bright ones. The dark center of the observed galaxy is due to a well known large HI hole. The total number of detected features is: 40, 95 and 47, from left to right (\( n = 80 \), \( n = 1 \), and observations).

Figure 3. Full image pixel brightness distribution averaged for different models and the observed galaxies.

and all simulated data, have almost indistinguishable Fourier spectra, highlighting the need of machine learning techniques to compare the two.

5.1 Features in HI maps

We run our first ML model (see 4.1) on the simulated HI maps created for all galaxies for different values of \( n \), the density threshold for star formation. Figure 2 shows the HI density map for the same galaxy shown in Figure 1 simulated with \( n = 80 \) (left panel), superimposed to the features detected by model 1. Here we used the word feature to indicate all the over- and under- dense regions (peaks and craters) identified by the ML algorithm, we do not distinguish the features by size, as this necessitate calibrating the different simulations and observations to a common size scale. It is worth repeating that this model has never encountered galactic HI maps before, since it has been trained on planetary maps, yet it is able to correctly identify the very large majority of the features present in the maps.

We then proceed to run our first model on every simulated object to calculate the average number of features detected per galaxy per \( n \) density class. The results are shown in Figure 4, where the average number of features (per galaxy) is plotted as function of \( n \). The first interesting result is that there is a clear, negative, correlation between the number of features and the value of the star formation threshold. This can be explained by looking at Figure 1: maps with high values of \( n \) tend to have fewer major features (e.g. clear spiral arms together with inter-arms under-densities), while runs performed with low values for \( n \) have more diffuse maps with a larger number of small, and uniformly distributed, over-dense and under-dense regions, corresponding to a more flocculent spiral structure. We note that small scale galactic holes dominate features number for \( n = 0.1 \), but the numbers for \( n = 80 \) are too small to make a definitive comparison. More notably, Figure 4 shows that it is indeed possible, using machine transfer learning, to detect image features and separate in a quantitative way the different \( n \)-values, going beyond a simple visual inspection of the maps, and hence be employed to quantitatively compare simulations and observations in a holistic way (see also Zanisi et al. 2021) which enables to constrain otherwise free model parameters.

Finally we run the model on the 16 observed HI maps provided by THINGS and VLA-ANGST (that, again, the model have never encountered before), and we get roughly an average of 50 detected features per galaxy (dashed red line in the
plot), which is also the same average features number for the simulated galaxies with \( n = 80 \).

Our results indicate that increasing the threshold density does add observationally constrainable information to the simulated images. We however emphasize that the intersection value \( n = 80 \) should not be taken at face value, since it is the result of the intrinsic (true) star formation threshold \((\sim 10^4 \text{ particle per cubic centimeter} \text{ McKee & Ostriker 2007})\) convolved with the resolution of both the observations and the simulations. However, it clearly shows that if the numerical resolution is high enough, a higher star formation threshold (i.e. a multi-phase ISM) is observationally preferred. We conclude that there is a strong need for cosmological simulations to improve their current models in order to provide realistic galaxy models that can be trusted. We also note that the observed image resolutions (or equivalently redshift) might affect the value of \( n \) at which the two curves intersect, but this does not affect our central conclusion that \( n \) significantly affects the number of features in simulated images, and thus the two curves have to meet for some value of \( n \).

Similarly, there might be secondary variations with other galaxy properties such as stellar mass or gas mass, but since we did not train our model on galaxies (but on planetary craters!) this should not (substantially) affect our conclusions, and we expect our model to be transferable to different resolutions, masses and redshifts. Nevertheless, in future work, it might be interesting to explore this in more detail. Finally, since no ground truth for the number of density features exist, it is not possible to evaluate the performance of this model quantitatively. For this reason, we use another model below in order to strengthen our conclusions.

5.2 Galaxy classification according to \( n \)

We confirm the results of Model 1 using the independent Model 2. This model was trained to classify simulated galaxies images by their \( n \) value. We now use it to classify the observed galaxies, objects that the model was never exposed to before.

In Figure 5, we show the probability belonging to a given \( n \) class for the observed galaxies, based on their HI maps. The model infers with very high probability (\( \geq 93\% \)) a value of \( n = 80 \) for 13 out of the 16 HI observed images, while it classifies two also as having \( n = 80 \) but with certainty \( \sim 66\% \). Just one galaxy is classified as \( n = 10 \). When considered all together, the vast majority (larger than 85 percent) of the observed HI maps are found by the model to be in the \( n = 80 \) class, with a very high degree of algorithmic confidence, especially considering that the training set was fully balanced and hence no particular class was favoured (see section 4.2).

We however emphasize that these probabilities are are not posteriors, but simply model confidence through the softmax output. We therefore calculate the ROC-AUC score, and find its value to be \( \sim 0.9 \). This implies that the model can distinguish accurately between the different class points.

As a further robustness check, we change the model to cast the problem as a binary classification by merging the \( n=0.1 \) and \( n=1 \); and \( n=10 \) and \( n=80 \) classes (Governato et al. 2010b; Schaye et al. 2015b). We found this to increase the neural net’s preference for higher \( n \) values, with all of the observed galaxies now classified as \( n=10/80 \).

These results are consistent with the conclusions from Model 1, and strengthen its methodology and findings, especially that the two models employ very different algorithms and have nothing in common and were trained on very different sets of data. Moreover the two different models try to answer two very different questions: Model1 is the answer to which simulations statistically match observations?, while Model2 is the answer to If the observations were simulated, which simulation would they be?, underlying the complementary views of the problem provided by the two models.

6 DISCUSSION AND CONCLUSIONS

Numerical simulations of galaxy formation are an incredible powerful tool to study the complex network of effects and
relations that leads to the creation and evolution of a galaxy in a universe dominated by dark matter and dark energy. Despite the impressive advancements in the last years (e.g. Pillepich et al. 2018; Buck et al. 2020; Agertz et al. 2020), simulations still rely on a set of parameters that need to be calibrated against observations.

In this paper we present a first attempt to directly use images (i.e. 2D maps) of simulated and real galaxies in order to constrain simulations parameters, without the need to ‘extract’ from such images galaxy parameters like mass, size, luminosity etc.

In our pilot study we used two completely independent Machine Learning algorithms applied to HI maps of real and simulated galaxies to constrain the value of $n$, the density threshold for star formation, using a set of values commonly employed in numerical simulations (Dutton et al. 2019).

The first ML model has been trained to identify craters in Lunar and planetary maps, and it is here employed to find and count over-dense gas peaks and low density gas “holes” in the HI maps (generally referred as features). Simulated galaxies, from the NIHAO project, show a strong, negative correlation between the number of features and the value of $n$, allowing to quantify the differences between the different models. When applied to real, observed maps, the ML algorithm detects a number of feature very close to the one of $n = 80$ (particle per cubic centimeter) model, confirming the need of large values of $n$ to correctly reproduce observations (Buck et al. 2019b). Due to the absence of an unbiased performance metric for the first model, we use another method in order to strengthen our results.

The second model, independent from the first, is an image classifier, that we trained to predict the value of $n$ for the HI maps. When this model is applied to the observed maps, that the model has never encountered before, it infers with very high probability ($\geq 86\%$) a value of $n = 80$ for all real HI images.

These two models, taken together, not only reinforces the need to use a large ($n \geq 10$) value for the density threshold, but, more importantly, shows that it is possible to take advantage of the large amount of information contained in real and simulated galaxy maps to constrain numerical simulations, without the need to reduce them to a limited set of global parameters like stellar mass, total mass, color etc.

It is worth stressing that while the parameter used in this study, $n$, is a numerical parameter and not a physical one, the approach tested here can also be applied to models that circumvent the need for a density threshold and tie the star formation model to the local $H_2$ fraction or the virial parameter of the gas. In that sense the approach presented here gives a universal, unbiased and automated way of constraining/calibrating/differentiating between valid galaxy formation models (not only limited to the star formation process).

Given that large amount of current and incoming galaxy surveys, that will realise stunning new images of nearby and distant galaxies (e.g. Emsellem et al. 2021), the approach presented in this work, has the potential to bring new insights on how to correctly parametrise complex physical processes in numerical simulations.
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APPENDIX A: LIST OF THINGS AND VLA-ANGST GALAXIES USED IN THIS WORK
NGC3184, NGC3521, NGC3621, NGC404, NGC4214, HoI, IC2574, NGC5055, NGC5194, NGC5236, NGC5457, NGC628, NGC6946, NGC2403, NGC925, NGC2903.