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Teaching evaluation is a comprehensive judgment of teachers’ teaching effect and students’ learning outcomes. It is an essential basis for comprehensive curriculum reform. There are many teaching evaluation systems for Korean majors, generally based on teachers’ behavior discrimination and ignoring students’ learning process and effect. The existing teaching evaluation system has problems such as heavy workload, slow calculation speed, and intense subjectivity. Based on the characteristics of Korean courses, this study constructs a teaching rating system for Korean courses in universities centered on language learning through data collection, correlation analysis, association rules, and other methods to optimize the student teaching evaluation index. At the same time, the machine learning algorithm is introduced into the teaching evaluation process to construct the teaching evaluation model and realize the automation of the teaching evaluation process. The weighted Bayesian incremental learning method is used to solve the cumulative problem of data acquisition samples. The experimental results show that the accuracy rate of classification using the weighted naive Bayesian algorithm to construct the model can reach 75%. Obviously, due to the traditional Bayesian algorithm and BP neural network algorithm, it is suitable for the teaching evaluation model of Korean majors. It provides a theoretical basis for the development of language education informatization.

1. Introduction

At present, the main channel of higher education is still classroom teaching. Classroom teaching is a crucial link that directly affects the quality of personnel training [1]. It is of great significance to evaluate classroom teaching. Due to the differences in cultural background and curriculum system, there are specific differences in the index system, ideas, and evaluation methods of Korean teaching evaluation in China. The main body of traditional Korean classroom teaching evaluation usually consists of experts’ guidance, teachers’ self-evaluation, mutual evaluation mechanism within the professional level, and students’ evaluation. The role of the evaluation subject is different, and the evaluation content of each subject should also be different. However, most of the current evaluation indexes are general, and most are aimed at teachers’ teaching attitudes and quality [2]. When evaluating these indexes from students’ perspective, they tend to be formalized, which cannot truly reflect the advantages and disadvantages of teaching effect and cannot explain the specific factors affecting teaching effect. At the same time, analysis of the current teaching evaluation results is primarily in the form of statistical reports. It is not only a heavy workload but also challenging to find hidden information in large amounts of data [3].

In recent years, the rapid development of data acquisition and data mining has gradually replaced the traditional manual data acquisition mode in education and played a significant role in education [4]. The existing data acquisition technology can quickly obtain and store data according to the requirements. In the analysis, decision-making, and storage of educational data in the later stage, the advantages of big data applications are more pronounced [5]. It has a fast calculation speed and high accuracy. Therefore, the
attention to educational data collection and mining continues to increase. The output of education is the process of continuously accumulating student information. We focused on open and apparent data collection in the existing data collation and recording and the relationship between large amounts of data introduced to achieve deep-level data processing technology [6].

In foreign countries, research on educational data mining has made some progress. For example, Babie and Vekie applied the Hadoop framework to analyze student behavior by collecting data from social networks [7]. By processing the login information of students in the system, a variety of classification methods are used to analyze and predict students’ behavior. Many foreign educational institutions have begun to use extensive data collection, collection, and mining technology of innovative algorithms to replace the manual data processing of traditional classroom evaluation [8]. China’s colleges and universities learned from the advanced experience of foreign countries, self-made, and began to use big data-related classroom data in 2012. The data mining methods that domestic scholars use in education are association rules, decision trees, support vector machines, and so on [5]. For example, James Barker analyzed and processed students’ scores and combined the Hadoop platform with the characteristics of the MapReduce programming model to improve the traditional Apriori association rule algorithm [6]. They obtained valuable information to enhance the quality of teaching. Valuable information is obtained to guide teaching reform and improve teaching quality [9]. Arnó-Macià and Rueda-Ramos used the ID3 decision tree algorithm to mine the teaching evaluation data, obtained a relatively ideal prediction model, used the association rule algorithm to verify and compare, and analyzed the reliability of the decision tree model [10]. Data mining algorithms have been applied in education and achieved good results through continuous improvement [11].

This study evaluates the traditional classroom teaching from the perspective of students receiving Korean. The evaluation focuses on the students’ learning process and uses the network of the evaluation process to replace the paper evaluation form. At the same time, the original data acquisition and data mining algorithms are improved. The purpose is to supplement the Korean teaching system. The teaching evaluation model based on the Bayesian algorithm is constructed based on the actual teaching mode. The capture of the potential law of the evaluation data is established, and the internal relations between the teaching effect and the factors affecting the teaching effect are sought. Indicators are for developing and optimizing the Korean teaching system. Finally, the purpose of rapidly and objectively evaluating the teaching effect of Korean and guiding the teaching reform is achieved. This study establishes the application system of mining technology in Korean teaching at the theoretical level. It supplements the shortcomings of the existing Korean teaching evaluation in universities and provides ideas and technical support for improving the traditional teaching model.

2. Data Collection and Characteristic Analysis

2.1. Original Data Collection. Taking the undergraduate students majoring in Korean as the research object, the teaching evaluation data of five different professional courses are collected through the network questionnaire method [12]. The original data mining is based on the evaluation results of five professional studies in Korea. The questionnaire sets 14 evaluation indicators, and all needles’ proportions determine the final results. The questionnaire covers students’ websites, gender, Korean course subjects, and evaluation data. Table 1 is the original data.

2.2. Data Reduction and Transformation. First is data induction, attribute selection of data sets, and deleting irrelevant or redundant attributes. In other words, attributes only related to teaching effect are selected from all characteristics in the original data set to reduce the number of points considered in data mining.

Data transformation is a data form that converts original data into data that are convenient for mining. When processing the original teaching evaluation data, the descriptive language in the evaluation index—“no,” “occasionally,” “often,” and “every time”—corresponds to 1, 2, 3, and 4 assignments. In addition, because the classification algorithm used in the subsequent evaluation model construction cannot directly deal with the continuous attribute data and record the total evaluation value of the teaching effect in the form of a percentage system, it is necessary to generalize the data of percentage system and map the evaluation value to five grades: unqualified, qualified, medium, good, and excellent, which are identified by Arabic numerals 1, 2, 3, 4, and 5, respectively. The specific classification of teaching evaluation grades is shown in Table 2.

The data converted are shown in Table 3.

The data in Table 3 correspond to 14 indicator points expressed in letters A–N, respectively, in design. The final P represents the total value of all indicators according to the sum of the percentage. The meaning of data is the corresponding index of all collected data, assigned according to the complementary evaluation after evaluation according to all indexes.

2.3. Abnormal Data Detection. The disadvantage of the Korean curriculum evaluation system is that many subjective factors may cover up the objective facts and lead to errors. It is necessary to filter data with too high skin intensity for the threshold, usually defined as data cleaning. The detection of error and abnormal data is the basis for establishing the resultant force model, which can effectively improve the calculation accuracy of the model.

In data cleaning, regression uses a function fitting data to smooth data and identify noise; the outlier detection method based on density has a good effect on outlier detection of unevenly distributed data sets.
2.3.1. Multiple Linear Regression. The multiple regression analysis methods establish a prediction model through the correlation analysis of two or more independent variables and one dependent variable. When the independent and dependent variables are linear correlation, it is called multiple linear regression analysis [13].

In general, using the regression method to solve the problem includes two processes: learning and prediction. Given a training data set \( T = \{(x_1, y_1), (x_{i+1}, y_{i+1}), \ldots, (x_{i+n}, y_{i+n})\} \), the learning process is to build a model based on training data, namely, the function \( Y = f(X) \); the prediction process is to determine the corresponding output \( y_{i+n} \) according to the learning model \( Y = f(X) \) for the new input \( x_{i+1} \) [14].

This study uses the regression method to detect the deviation of the data. The evaluation index of the standardized teaching evaluation data set uses 14 feature items as the input variable during training and the total evaluation value as the output variable during training. A prediction model is constructed to predict again the total evaluation value of all data records—the deviation between the expected value of regression and the evaluation value given by students. Given a wide range of matters, the data are used with significant variation as a candidate set of outliers.

2.3.2. CLOF Outlier Detection Algorithm. In general, the predicted value obtained by the regression method will also have some errors, so if using all the data deviates from the real evaluation value for abnormal data processing, we may lose the potential weight of data. Algorithm detection using density points of deviation group: the method of the density-based local deviation group threshold detection is to set a threshold for a given data set to define the distance of any data point. If the facts in the local range are very dense, then the data point is determined as expected data points, and if the nearest point to the average data point is far away from the data point, then the data point is the outlier. The most usual method is the local outlier factor and the local. We first assign an outlier factor LOF to each data point to determine whether it is an outlier. In its region, the LOF value point depends on the density of the data. In calculating the LOF value, the specific concepts involved are defined as follows.

\[
\text{Definition 1.} \quad (k \text{ distance}) \quad \text{In data set } D, \text{ the } k \text{ distance of object } P \text{ is the maximum distance from } P \text{ to its } k-\text{nearest neighbor, defined as the distance } d \ (p, o) \text{ between } p \text{ and object } o. \text{ There are at least } k \text{ objects in } D \text{ whose distance to } P \text{ is less than or equal to } P \text{ to } o \text{ and at most } k-1 \text{ things, whose distance to } P \text{ is more petite than } P \text{ to } o. \\
\text{Definition 2.} \quad (k\text{-distance neighborhood}) \quad \text{Object } P \text{ is set as } N_k \text{ distance } (P). \text{ By setting } k \text{ to MinPts, get } N_{\text{MinPts}}(P), \text{ which includes the MinPts nearest neighbor of } P, \text{ that is, an object that contains all } \text{MinPts distances not more excellent than } P. \\
\text{Definition 3.} \quad (\text{reachable distance}) \quad \text{Object } P \text{ for object } o \text{ (where } o \text{ is the nearest points of } P \text{) is as follows.} \\
\text{Definition 4.} \quad (P \text{ local outlier factor}) \quad \text{P is the degree of an outlier. The following formula shows} \\
\begin{align*}
\text{LOF}(P) = \frac{\sum_{o \in N}(Ird_{\text{MinPts}}(o)/Ird_{\text{MinPts}}(P))}{|N(P)|} 
\end{align*} 
(1)
\]

It can be seen from formula (1) that the higher the degree of local outlier \( P \) is, the greater the LOF \( (p) \) value is.

Based on clustering and density to improve the outlier detection algorithm, the core idea of the CLOF algorithm is carrying out K-means clustering first after preprocessing the original data. After clustering, the data points whose Euclidean distance from the cluster’s center is less than or equal to the radius in each collection are preliminarily judged as candidate outliers. Then, for the candidate outliers, the LOF algorithm is used to detect and obtain the final outliers [15].

Among them, the K-means clustering algorithm is one of the most feasible and used algorithms widely in clustering analysis. The main goal is to minimize the mean square of the Euclidean distance between each element and its cluster center and divide the data set into \( K \) clusters with \( K \) as input parameters. In the process of clustering, the calculation formula of the cluster center is as follows:
cov

In the above formula, \( n \) is the number of data objects of class \( i \), and the radius calculation formula of rank \( i \) is as follows:

\[
R_i = \frac{\sum_{k=1}^{m} X_k - X_o}{n_i} \tag{3}
\]

For each data object \( X_{iv} \), the formula for calculating the class center \( X_o \) distance to its corresponding class is as follows:

\[
d = \sqrt{\sum_{j=1}^{m} (x_{ij} - x_{oj})^2}. \tag{4}
\]

The \( m \) in formula (4) represents the dimension of each data. The K-means clustering method can also detect outliers, mainly regarding the information not belonging to any class or within the course with few data objects as outliers. Still, the detection accuracy is highly dependent on the determination of clustering parameters, so the detection effect is often not pronounced [16]. CLOF has a better outlier detection effect. The steps are as follows:

Step1: for the preprocessed data set, called the K-means clustering algorithm, the data set is divided into different clusters.

Step2: the read value \( m \) of the number of outliers is set, and the number of data in each category \( n_i \) is counted. If \( n_i < m \) determines all the data as candidate outliers, go to Step 4. If \( n_i > m \), go to Step 3.

Step3: Formulas (3) and (4) are used to calculate the class center \( X_o \) distance to each cluster. The distance \( d_i \) from each data point \( x \) to the center of the class is calculated by Equation (3). if \( d_i > R \), the data point is determined as a candidate outlier.

Step4: Step 2 and Step 3 are combined to determine the candidate outliers. The LOF method calculates the outlier factor of data points for the candidate outlier set and is sorted according to the LOF value.

Step5: the first \( m \) points are output with an immense LOF value, the final outlier.

The clustering process is mainly to prune the nonoutliers and obtain the candidate set of outliers to reduce the unnecessary calculation of the LOF inspection process so that analysis realizes the LOF process quickly. Therefore, the time complexity of the CLOF algorithm is significantly reduced. At the same time, because the LOF process is carried out on the candidate and selection set after pruning, the waste of space resources is avoided.

2.4. Feature Correlation Analysis. Without a scientific analysis and effective screening, it is difficult to ensure the independence of attributes and prone to duplication or incompleteness. Therefore, this study analyzes the correlation of the evaluation attributes designed in the questionnaire and revises the evaluation system. The correlation coefficient reflects the closeness between random variables, according to the correlation coefficient. The projects can measure the degree of correlation and interaction between attributes [17]. The following formulas show the definition.

\[
r = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} \tag{5}
\]

where \( r \) is the correlation coefficient, representing the correlation degree of \( X \) and \( Y \), and is the relative value. \( \text{cov}(X, Y) \) is a covariance, collaborative representation dataset. The larger the matter, the stronger the synergy. \( \sigma_X \sigma_Y \) is the standard deviation, which is the evaluation index of data volatility. The greater the value, the stronger the volatility. For \( n \) different attributes, we can calculate the correlation coefficient between two so that all the correlation coefficients constitute a matrix, such as follows[18]:

\[
R = \begin{bmatrix}
  r_{11} & r_{12} & \cdots & r_{1n} \\
  r_{21} & r_{22} & \cdots & r_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  r_{n1} & r_{n2} & \cdots & r_{nn}
\end{bmatrix} \tag{6}
\]

The size of the correlation coefficient can indicate the degree of interdependence between the two attributes. If the correlation coefficient between the two attributes is significant, the correlation between the two attributes is strong, and if the correlation coefficient is small, the correlation is weak. Therefore, the independence between features indirectly by the value range of the correlation coefficient is analyzed.

3. Classroom Teaching Evaluation Model Based on Weighted Naive Bayes

This section mainly expounds on the construction process of the teaching evaluation model. Firstly, it introduces several traditional classification algorithms. Theoretical analysis and experimental verification show that adopting the Bayesian algorithm in Korean teaching is feasible. It is feasible to adopt the Bayesian algorithm in the Korean teaching mode. The weighted modification based on the traditional Bayesian algorithm can avoid the shortcomings of the conventional algorithm and establish a more targeted evaluation model for short language courses. At the same time, the weighted Bayesian classification incremental learning algorithm with improving evaluation efficiency is combined.

3.1. Evaluation Method Based on Traditional Classification Algorithm. There is an essential influencing factor in the learning process of the traditional model. A good supervision process must be established to summarize the typical characteristics of the data. Each classification has different modes, and the consistent model must be matched to achieve the calculation accuracy of this category. This
process’s summary can guide future types of collected data and automatically check them. The merge and analysis of new data by precise matching are completed, and the unclassified data are filtered and predicted. This problem includes two processes: one is autonomous learning and the other is model-based classification. The two processes are intertwined.

Machine learning under big data contains many categories. Commonly used include traditional Bayesian, support vector machine, K-nearest neighbor, decision tree, and neural network. The basic principles are briefly described as follows. Naive Bayes (NB) is a branch of the Bayesian theorem, which has the advantages of simple modeling, fast data processing, and rich language. The primary characteristics of data can be defined separately to avoid cross-computation between data. The support vector machine (SVM) model belongs to binary classification. It can represent the data classifier in the spatial domain, which has a single form and is usually linear. K-nearest neighbor (KNN) is a fixed class decision pattern that requires only basic checking of new data and then assigning values to a specific data set. K-nearest neighbor algorithm is usually based on prediction and fixed label classification. The establishment of the decision tree model must cover the preprocessing and classification of the actual data and establish a tree-like system based on the generated membership characteristic degree distribution. Different branches of the tree are given utterly other category characteristics. The artificial neural network is entirely different from the above single linear model, which can deal with nonlinear data relations, especially for mining and processing confidential data and classifying chaotic data sets.

The evaluation of Korean teaching should be combined with expert opinions, teachers, and students’ rating content. When selecting the evaluation model, different opinions are defined as input data, and the feature fusion of the model is as follows:

$$\text{pre_rate} = \frac{N_c}{N}. \quad (7)$$

This study uses different classifiers for the test process, and all the data are compared and analyzed. The selected training data adopt fixed parameters and formulas (7). The training steps and process of the calculation model are the same. For the 400 data of the students in our school, more than 30 times of cross-analysis are carried out. Finally, the experimental results of the accuracy of various classifiers are obtained.

According to the experimental data in Table 4, the average classification accuracy of these classification algorithms is compared using the teaching evaluation data set, as shown in Figure 1.

For the same experimental data set, the average time consumption of each algorithm is shown in Table 5.

Table 5 shows that the traditional Bayesian algorithm is the best model for Korean teaching evaluation. Its advantages are high accuracy and fast calculation speed. The Korean professional curriculum evaluation model constructed in this study is based on the improvement of the traditional Bayesian model.

3.2. Principle of Naive Bayes Algorithm. Bayesian classification 2 is a classification algorithm based on the Bayesian theorem. The basic principle of classification is to obtain the prior probability of each category by learning a large number of training data, and then, the posterior probability of an instance X belonging to different types is calculated. Finally, the instance as a class with the maximum posterior probability is determined. Suppose D is the training data set, \(A = \{A_1, A_2, \ldots, A_n\}\) is the attribute variable set, and \(n\) is the number of attributes. \(C = \{C_1, C_2, \ldots, C_m\}\) is the set of class variables, and \(m\) is the number of classes, which express a training sample as \(\{x_1, x_2, \ldots, x_n, C_j\}\), \(j = m, C_j\); say, a test sample X as \(\{x_1, x_2, \ldots, x_n\}\) is known. The probability of the test sample belonging to a specific class is judged; the following formula shows the calculation formula:

$$p(C_j|X) = \arg \max_{C_i} \frac{P(X|C_j)p(C_j)}{p(X)}. \quad (8)$$

The naive Bayesian model adopts the network structure shown in Figure 2: the advantages of the model are short calculation path, high calculation efficiency, and simple calculation process.

Figure 2 shows the basic linear structure, and the centralized node is defined as the classification variable, represented by the letter C. The branch node is defined as the membership variable, which \(A_i\) characterizes. Based on the traditional Bayesian model, this model unifies all the membership degrees into class variables to eliminate the uniqueness of the original model. The calculation process can be defined as a constant \(P\), and the algorithm can be implemented by the following formula:

$$p(C_j|X) \propto \arg \max_{C_i} p(X|C_i)p(C_i), \quad (9)$$

where \(p(C_i)\) is the class prior probability, which is obtained by learning the training data. The calculation formula is as follows:

$$p(C_j) = \frac{s_j}{s}, \quad (10)$$

where \(s_j\) represents the number of class \(C_j\) in the training samples, and \(s\) represents the total number of training samples.

NB algorithm ignores the relationship between variables, assuming that the conditions between membership are independent without the cross. Based on this assumption, each variable can be classified by C. If the content of the data set is less than the total amount of data, it will lead to too many categories can not being labeled, the calculation process will become too cumbersome, and calculation and training time increase. Ignoring the correlation between data can effectively avoid such problems, but the corresponding calculation accuracy will decrease slightly. The calculation formula after missing the correlation is as follows:

$$p(X|C_j) = \prod_{i=1}^{n} p(x_i|C_j). \quad (11)$$
where $p(x_i|C_j), p(x_j|C_j), \ldots, p(x_n|C_j)$ learns from training data. Combined with the above three equations, the category of test data can be determined.

The traditional Bayesian algorithm assignment correlation is canceled. Its intrinsic meaning is to weaken the original characteristics of the strength of the relationship between the impacts of attributes into no difference. In an actual assignment, the weight of feature extraction must be different, so given the exact constant cause, the calculation accuracy is lower than the traditional Bayesian algorithm.

Because of the above problems, this study distinguishes the classification attributes based on the traditional Bayesian algorithm. The weight is determined according to the contribution of different characteristics, and the defined weight is given different values in the calculation. The test verifies that this method can not only meet the calculation speed of the traditional model but also significantly improve the actuarial accuracy. For the calculation process, see the following formula.

$$p(C_j|X) = \arg \max_{C_j} p(C_j) \prod_{i=1}^{n} p(A_i|C_j)^{w_i}. \quad (12)$$

The $A_i$ particular threshold in the formula is assigned to different weights to reflect the importance of values in independent eigenvalues. There is a big difference in Korean teaching evaluation data sources, and the traditional Bayesian formula cannot skip this difference. This paper's new weighted Bayesian model can correlate the correlation between different indicators. Each attribute is defined as $A_i$. The advantage of a class function is that a single-class function can still contain multiple other domains, and the formula is reflected in the difference in the $k$ value. The new model in this study uses $a_k$ to represent different values in the definition domain, $k \in K$. It is assumed that there is a fixed attribute $A_i$ of $X$, and the importance of $A_i$ of $X$ is $a_k$.

The calculation formulas of the correlation probability $p(A_i|\text{rel})$ and the uncorrelated probability $p(A_i|\text{norel})$ of $A$ concerning $C_j$ in the category set are as follows:

$$p(A_i|\text{rel}) = \frac{\text{count}(A_i = a_k \land C_j)}{\text{count}(A_i = a_k)}. \quad (13)$$

where count represents the statistics. When the value of attribute $A_i$ is $a_k$ and belongs to $C_j$, the calculation formula of attribute weight is as follows:

$$w(A_i, a_k, j) = \frac{p(A_i|\text{rel})}{p(A_i|\text{norel})}. \quad (14)$$

Therefore, the specific formula of weighted naive Bayes classification algorithm is as follows:

$$p(C_j|X) = \arg \max_{C_j} p(C_j) \prod_{i=1}^{n} p(A_i|C_j)^{w(A_i, a_k, j)}. \quad (15)$$

The data set $D$ of membership degree has $m$ subsets, and $n$ membership degrees can be defined. Taking $k$ as the possible number of values, the membership degree of all deals is synthesized as $m \ast n \ast k$. Weight is based on different assignments to distinguish its importance. Other values for other classes can also be assigned to each independent category. The model automatically matches the verified labels in all labels to complete the calculation. The calculation results are reflected in the form of probability. Significant probability indicates a high weight of classification results. The weighted process is the process of training a large number of data calculations. According to the above case, the total data $D$ are divided into $m$ subsets, and $n$ characteristic functions with the same membership degree are completed. The complete calculation results are still $m \ast n \ast k$. The specific steps are as follows.
Input: examples to be classified are tested.
Step 1: all the data samples are collected as the sample set, the number of class labels $C_i$ is counted, and the number of models whose attribute $A_j$ is $a_k$ is counted, and the number of samples whose attribute $A_j$ is not $a_k$ is recorded in the count table.
Step 2: learning-related probability parameters. According to the data in the count table, the correlation probability and non-correlation probability of all attribute values are calculated by formulas (14) and (15), and the results are saved in the RP table.
Step 3: learning weight parameters. The membership of all data in the RP table is calculated, and the corresponding label items are automatically matched. According to the label assignment matching weight, the calculation results are saved in the weight table.
Step 4: learning prior probability. According to the matching existing bibliographic synthesis, combined with formula (10) to calculate the likelihood of all types of files, the folder CPT is saved.
Step 5: The label of membership degree is self-trained. After all the data are classified and saved, the prior probability table CP and the probability table CPT are used to divide the subset further. Specific sub-data sets correspond to weight probability by weight percentage. Quotation (12) accurately calculates the probability distribution and outputs the results according to the output weights.

4. Evaluation Results and Analysis

4.1. Data Collection

4.1.1. Questionnaire Design. This study expands students' evaluation of teaching for Korean learners. A network questionnaire of classroom teaching evaluation from two aspects of teachers' teaching and students' learning behavior is formed. Among them, the assessment of teachers' teaching behavior mainly includes seven indexes, including classroom teaching atmosphere, homework requirements and guidance, and teaching content extension. Students' learning behavior evaluation also contains seven indicators, including learning initiative, awareness of cooperation and communication, learning seriousness, and other aspects of assessment [19].

We combine teaching and learning behavior, and the evaluation system has 14 indexes. Most of the indexes have four evaluation results for selection, namely, no, occasionally, often, and every time. Students can give evaluation results for each index according to the teaching situation. Finally, students should provide the total evaluation value of teaching in a percentage system as the final evaluation of the teaching effect.

The experimental environment is the Windows10 operating system. python3.5 is used as the algorithm to realize the specific calculation on the Eclipse + Pydev experimental platform.

Experiment 1: comparison of classification accuracy between NB and WNB.

Four hundred experimental data were collected from the Korean students' evaluation database. The results of Table 6 are calculated by the NB algorithm and WNB algorithm with the exact definition and parameters. The results show the calculation accuracy of different algorithms.

From Table 6, Figure 3 shows the comparison of classification accuracy between the NB algorithm and WNB algorithm.

The results in Table 6 show that the accuracy of the two algorithms is different, and the average value of weighted Bayesian is higher than that of the standard algorithm. This conclusion can prove that the revised calculation model in this study has higher accuracy in the calculation results of teaching evaluation for Korean majors. It is a more suitable calculation model.

Experiment 2: comparison of classification accuracy between BP and WNB.

BP neural network is one of the most mature algorithms used in teaching data calculation. This study compares the model constructed for evaluating the teaching effect of Korean majors with the BP method, and the analysis results have guiding significance for further improvement of the model.

BP neural network normalizes all the data information of mobile phones, especially many details of different orders of magnitude. The normalization process is the process of training new simulation samples. Usually, there is a significant error in this process. In this study, aiming at the error problem of the BP neural network, the test set is added to the database training set of the traditional model. The following parameter environment is set: input layer defined as 20, hidden node and output node defined as 5, using the ( ) activation function, learning rate is 0.001, and the number of cycles is 20000.

After neural network algorithm training, the test results are shown in Table 7.

According to the data analysis of all the experimental results, because in the actual evaluation process, the percentage system evaluation value given by students is generally high, so in the model training process, it is accessible to overfit, resulting in naturally high prediction level. Therefore, considering the use of pretreatment, the percentile score value is discretized into the five-level evaluation value, and randomly selected different levels of data are mixed into training data sets, including 220 data in the training set and 70 data in the test set. A cross-experimental comparison of the BP network and WNB algorithm is carried out. The experimental results are shown in Table 8 and Figure 4.

From Table 8, the comparison of classification accuracy between NB algorithm and WNB algorithm is shown in Figure 4.

It can be seen from the diagram that the data set for all evaluations of Korean majors can be collected according to the requirements. The rating results show that excellence accounts for the highest proportion. This is consistent with the results of traditional evaluation methods. The average
Table 6: Classification accuracy of NB and WNB.

| Algorithm | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | Mean value |
|-----------|----|----|----|----|----|----|----|----|----|----|------------|
| NB        | 0.72 | 0.70 | 0.71 | 0.67 | 0.70 | 0.71 | 0.72 | 0.75 | 0.72 | 0.68 | 0.71       |
| WNB       | 0.70 | 0.75 | 0.77 | 0.729 | 0.78 | 0.72 | 0.84 | 0.74 | 0.70 | 0.72 | 0.75       |

Figure 3: Comparison of classification accuracy between NB algorithm and WNB algorithm.

Table 7: Partial experimental results of BP algorithm.

| Real evaluation value | Characteristic value | Predictive value | Error range | Prediction grade |
|-----------------------|----------------------|------------------|-------------|------------------|
| 0.92                  | Excellent            | 0.95             | 0.065       | Excellent        |
| 0.95                  | Excellent            | 0.92             | 0.033       | Excellent        |
| 1                     | Excellent            | 0.97             | 0.077       | Excellent        |
| 0.92                  | Excellent            | 0.91             | 0.051       | Excellent        |
| 0.97                  | Excellent            | 0.99             | 0.044       | Excellent        |
| 0.91                  | Excellent            | 0.94             | 0.031       | Excellent        |
| 1                     | Excellent            | 0.92             | 0.081       | Excellent        |
| 0.89                  | Good                 | 0.93             | −0.091      | Excellent        |
| 0.53                  | Below proof          | 0.82             | −0.234      | Good             |
| 0                     | Below proof          | 0.28             | −0.271      | Below proof      |

Table 8: Classification accuracy of BP algorithm and WNB algorithm.

| Algorithm | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | Mean value |
|-----------|----|----|----|----|----|----|----|----|----|----|------------|
| BP        | 0.74 | 0.65 | 0.67 | 0.62 | 0.77 | 0.65 | 0.70 | 0.729 | 0.64 | 0.62 | 0.67       |
| WNB       | 0.72 | 0.78 | 0.81 | 0.72 | 0.75 | 0.77 | 0.72 | 0.84  | 0.72 | 0.78 | 0.74       |

Figure 4: Comparison of classification accuracy between BP algorithm and WNB algorithm.
accuracy of the WNB algorithm is 0.74, the accuracy of the BP algorithm for the same data sample is 0.67, and the accuracy is improved by 10.4%. This paper’s calculation effect of the modified weighted Bayesian algorithm is obviously due to the BP algorithm. Compared with the calculation time of the two algorithms, WNB consumes less time than the BP algorithm, and the improved algorithm is more concise. It has been proved that the modified algorithm is suitable for the teaching evaluation of Korean majors and is a calculation method worthy of promotion.

5. Conclusion

This study uses data analysis and modeling analysis based on data mining techniques and machine learning methods. Because of the shortcomings of the teaching evaluation system in the traditional Korean classroom, the classification algorithm of model construction is modified to further improve the scientificity and feasibility of teaching evaluation. The main achievements of this study are as follows:

1. Data mining technology is used to preprocess the obtained Korean professional classroom teaching data and an outlier detection algorithm to clean the data. Using correlation coefficients, association rules, and other methods to determine indicators’ independence improves teaching evaluation’s efficiency.

2. The classification algorithm in machine learning is introduced to construct the teaching evaluation model, and the weighted naive Bayesian algorithm is proposed to design the classifier. Through a large number of data training, the corresponding weights are given to each evaluation index, proving that the weighted naive Bayesian algorithm is more suitable for classroom teaching evaluation of Korean majors than the traditional BP neural network algorithm.

3. Weighted Bayesian incremental learning method is used to solve the problem of rapid data growth. The model parameters are constantly updated according to the new sample data, which improves the algorithm’s efficiency and saves the data calculation time. The experimental results show that the incremental learning method can improve the time efficiency of the big data teaching evaluation scale.
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Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] C. K. Leong, Y. H. Lee, and W. K. Mak, "Mining sentiments in SMS texts for teaching evaluation,” Expert Systems with Applications, vol. 39, no. 3, pp. 2584–2589, 2012.

[2] T. Emmanuel, D. P. Kumar, P. Konstantinos, I. Gomiadis, and A. C. Georgiou, “Evaluating higher education teaching performance using combined analytic hierarchy process and data envelopment analysis,” Journal of the Operational Research Society, vol. 68, no. 4, pp. 431–445, 2017.

[3] H. Li, “A teaching quality evaluation model based on a wavelet neural network improved by particle swarm optimization,” Cybernetics and Information Technologies, vol. 14, no. 3, pp. 110–120, 2014.

[4] Z. Liyuan, “A brief discussion of the generation of meaning in literary works: a hermeneutic examination,” Social Sciences in China, vol. 38, no. 4, pp. 154–171, 2017.

[5] M. Azuma, “The meaning generation process in lower elementary warabe-uta-learning classes that introduce the creation of play: focusing on body function,” Journal of the Study of School Music Educational Practice, vol. 18, pp. 156–163, 2014.

[6] J. Barker, S. Gilmore, and C. Gilson, “Rhetorical profiling: modes of meaning generation in organizational topos,” Canadian Journal of Administrative Sciences, vol. 30, no. 4, pp. 131–139, 2013.

[7] V. Babié and D. Vekie, “The unicum in the symbolic and semantic expression of the film director ridley scott in the context of medieval bestiaries,” Open Journal of Social Sciences, vol. 6, no. 2, pp. 124–130, 2018.

[8] L. Zhu, “A brief discussion of the generation of meaning in literary works: a hermeneutic examination,” Social Sciences in China, vol. 38, no. 4, pp. 143–150, 2017.

[9] L. Anderson, “Publishing strategies of young, highly mobile academics: the question of language in the European context,” Language Policy, vol. 12, no. 3, pp. 273–288, 2013.

[10] E. Arné-Macià and C. Rueda-Ramos, “Prom oting reflection on science, technology, and society among engineering students through an EAP online learning environment,” Journal of English for Academic Purposes, vol. 10, no. 1, pp. 19–31, 2011.

[11] R. Berman and L. Cheng, “English academic language skills: Perceived difficulties by undergraduate and graduate students, and their academic achievement,” Canadian Journal of Applied Linguistics, vol. 4, no. 1, pp. 25–40, 2010.

[12] G. W. Bock and Y. G. Kim, “Breaking the myths of rewards: an exploratory study of attitude about knowledge sharing,” Information Resources Management Journal, vol. 15, no. 2, pp. 14–21, 2002.

[13] M. Byran, “Twenty-five years on-from cultural studies to intercultural citizenship,” Language Culture and Curriculum, vol. 27, no. 3, pp. 209–225, 2014.

[14] S. Canagarajah, “Multilingual writers and the academic community: towards a critical relationship,” Journal of English for Academic Purposes, vol. 1, no. 1, pp. 29–44, 2002.

[15] K. S. Carroll, “Language policies in puerto rican higher education: conflicting assumptions of bilingualism,” Current Issues in Language Planning, vol. 17, no. 3-4, pp. 260–277, 2016.

[16] R. Cheng, “A non-native student’s experience on collaborating with native peers in academic literacy development: a sociopolitical perspective,” Journal of English for Academic Purposes, vol. 12, no. 1, pp. 12–22, 2013.

[17] Y. Chung, K. Choi, J. Park, and T. Litman, “Social exclusion and transportation services: a case study of unskilled migrant
workers in South Korea," *Habitat International*, vol. 44, pp. 482–490, 2014.

[18] L. Cui, G. Hubbard, and M. Gleeson, "Teaching poetry to Chinese English majors: a review of articles from 2000–2013," *English Teaching: Practice and Critique*, vol. 14, no. 3, pp. 270–284, 2015.

[19] R. R. Damari, W. P. Rivers, R. D. Brecht, P. Gardner, C. Pulupa, and J. Robinson, "The demand for multilingual human capital in the U.S. labor market," *Foreign Language Annals*, vol. 50, no. 1, pp. 13–37, 2017.