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Abstract
Weakly supervised semantic segmentation (WSSS), which aims to mine the object regions by merely using class-level labels, is a challenging task in computer vision. The current state-of-the-art CNN-based methods usually adopt Class-Activation-Maps (CAMs) to highlight the potential areas of the object, however, they may suffer from the part-activated issues. To this end, we try an early attempt to explore the global feature attention mechanism of vision transformer in WSSS task. However, since the transformer lacks the inductive bias as in CNN models, it can not boost the performance directly and may yield the over-activated problems. To tackle these drawbacks, we propose a Convolutional Neural Networks Refined Transformer (CRT) to mine a globally complete and locally accurate class activation maps in this paper. To validate the effectiveness of our proposed method, extensive experiments are conducted on PASCAL VOC 2012 and CUB-200-2011 datasets. Experimental evaluations show that our proposed CRT achieves the new state-of-the-art performance on both the weakly supervised semantic segmentation task the weakly supervised object localization task, which outperform others by a large margin. Code is available at https://github.com/huodongjian0603/crt

Introduction
Semantic segmentation is one of several basic tasks in the field of computer vision, which attempts to classify images at the pixel level. Thanks to the rapid development of deep neural networks, semantic segmentation models have achieved milestones in recent years (Chen et al. 2017; Su et al. 2022\textsuperscript{a}). However, training a deep learning model often requires a large number of pixel-level annotations, which leads to huge labor and time costs. To tackle this issue, many works try to train the models with self-supervised learning (Hoyer et al. 2021; Su, Lin, and Wu 2021; Su et al. 2021\textsuperscript{a}) and with some lower-cost and easier-to-obtain annotation data, e.g., bounding boxes (Dai, He, and Sun 2015; Khoreva et al. 2017), scribbles (Lin et al. 2016; Vernaza and Chandraker 2017), points (Bearman et al. 2016), or image-level labels (Wang et al. 2020). Image-level labels are relatively easy to obtain, and many large-scale image datasets have ready-made class labels. However, the accuracy of semantic segmentation using image-level labels as supervised information is still low. For this reason, this paper focuses on weakly supervised semantic segmentation with image-level label.

Most WSSS methods use the following pipeline. 1) Get the seed region through the CAM (Zhou et al. 2016). 2) Expand the seed region to obtain pseudo-labels. 3) Use pseudo-labels to train a traditional fully supervised neural network to obtain the final segmentation result. Since CAMs tend to only cover the most discriminative regions of objects and misidentify the background as the foreground, many works have been devoted to better generation of CAMs. A typical approach is to use a network with two branches to generate CAMs, and alleviate the under- and over-activation problems by minimizing the difference of CAMs (Qin et al. 2022; Wang et al. 2020; Zhang et al. 2021; Jiang et al. 2022). However, existing methods all use networks based on convolution operations as different branches. A shown in Figure \ref{fig:multi-branch}, even though the two branches use slightly different CNNs, the generated class activation maps under the two views are still similar due to the same underlying operations. Using different preprocessing slightly alleviates the local ac-

Figure 1: Multi-branch network with the corresponding generated class activation map. (a) Both branches are CNN but using different preprocessing; (b) Both branches are CNN but using different network architecture; (c) The two branches are CNN and Transformer respectively. The CAM generated by convolution-based networks are relatively close but fail to learn additional information from each other. For networks using different basic operations, the differences are relatively large.

\textsuperscript{*}Corresponding Author
tivation problem, but does not fundamentally solve it. Other existing multi-branch methods can be regarded as a combination of the above base cases. Moreover, recent work (Gao et al. 2021) has shown that the partial activation problem is caused by the inherent properties of CNN, where convolution operations generate local receptive fields and difficult to capture long-distance feature dependencies between pixels.

In this paper, we propose a new dual-branch network based on different basic operations to increase the difference between two views of the same image. Specifically, we choose convolution and attention mechanisms as the basic operations of the two branches. Despite the limitations of convolution, it is indeed competent for the task of CAM generation, as most existing methods have demonstrated. As for the other branch, inspired by the success of Vision Transformer (ViT) (Dosovitskiy et al. 2020) on other image tasks (Gao et al. 2021; Liu et al. 2021; Xu et al. 2022b), we choose a ViT type network. However, in early experiments we found that ViT is not suitable for WSSS tasks for two reasons: 1) There is rich contextual information in an image, and ViT’s global attention will incorrectly activate regions that do not belong to foreground objects during classification, a.k.a., the over-activation problem. 2) The size of vanilla ViT input is fixed to $224 \times 224$, and the size of the generated CAM is only $14 \times 14$, which causes a lot of information loss of the original image. Using simple interpolation or deconvolution methods, the quality of the generated CAM will be relatively low, which is not conducive to the segmentation task. In response to the problems mentioned above, we design two algorithms to enhance the ViT branch, an overlapping cutting-merging method for increasing the size of feature maps, and a residual-like correction method for mining additional semantic information.

Our method is a general approach that works well even without specific architectural changes, using networks with different underlying operations as two branches to get two distinct views of the same image, resulting in new state-of-the-art performance on the PASCAL VOC 2012 benchmark in weakly supervised semantic segmentation and the CUB-200-2011 benchmark in weakly supervised object localization (WSOL). The contributions of this paper can be summarized as follows:

- We exploit the invariance of images under different underlying operations as additional supervision for the weakly supervised semantic segmentation task, which, to the best of our knowledge, has not been well explored.

- We design the algorithm for the ViT branch, which alleviates the problems of over-activation and small CAM size, making it more suitable for weakly supervised semantic segmentation tasks.

- Our method achieves the new state-of-the-art by 71.7% mIoU on the test set of PASCAL VOC 2012, 72.9% Top-1 and 86.4% Top-5 localization accuracy on the test set of CUB-200-2011.

### Related Work

#### Weakly supervised semantic segmentation

Most existing WSSS methods are based on a good CAM (Zhou et al. 2016). The highlighted regions in the CAMs are treated as seed regions. The original seed is usually refined by learning pairwise semantic affinities (Ahn and Kwak 2018; Ahn, Cho, and Kwak 2019; Wang et al. 2020) to obtain pseudo segmentation masks. The pseudo segmentation mask is then used for training the final semantic segmentation model. Therefore, the class activation map largely determines the final segmentation result. However, the CAM model is trained to solve a classification task and only the most discriminative regions are activated. To this end, many works are devoted to getting a better CAM.

**Single-branch WSSS method.** Some approaches (Li et al. 2018; Kumar Singh and Jae Lee 2017; Wei et al. 2017) force the model to discover other regions by suppressing the most discriminative regions by erasing or hiding. However, non-object regions tend to be incorrectly activated in the iterative update of the CAM. Another line of works (Chang et al. 2020a; Su et al. 2021b) use data augmentation strategy to calibrate the uncertainty of decouple contextual information, yet out-of-distribution data is introduced and additional training time is spent.

**Multi-branch WSSS method.** Some works feed the same image with different preprocessing into the same network to alleviate the under-activation problem. SEAM (Wang et al. 2020) used two branches with shared weights to mine the invariance of images before and after affine transformation. Another series of work used asymmetric branches to learn more varied CAM maps. L2G (Jiang et al. 2022) used global and local networks, so that the global network could learn rich knowledge of local details from the local network online, leading to more complete object attention. AMR (Qin et al. 2022) utilize the spotlight branch and compensation branch to obtain weighted CAMs that provide calibration supervision and task-specific concepts. Above works alleviate the problems caused by convolution operations to a certain extent from the perspective of different image preprocessing or branch architectures. However, they do not essentially circumvent the limitations of convolution operations. Therefore, we propose a new way to solve the WSSS problem from the perspective of basic operations.

### Transformer

Vision Transformer (ViT) (Dosovitskiy et al. 2020) proposed at the end of 2020 successfully applied the Transformer architecture to the field of image recognition for the first time, shaking the dominance of traditional CNN in computer vision. After that, a large number of Transformer-based work has emerged, achieving promising results in various vision tasks (Li et al. 2022b; Liu et al. 2021; Zheng et al. 2021; Xu et al. 2022b).

DINO (Caron et al. 2021) found that “self-supervised ViT features contain explicit information about the semantic segmentation of an image”. However, their attention maps are...
class-agnostic. TS-CAM (Gao et al. 2021) further explored the application of DeiT-S’s attention map to WSOL. They re-allocate category information to patch tokens and reshape them into a semantic-aware map, and then couple semantic-agnostic attention maps and semantic-aware map to achieve semantic-aware localization. However, as we mentioned earlier, TS-CAM is insufficient for WSSS tasks. As a result, we made adaptive adjustments to it.

**Methodology**

**Motivation**

Multi branch network has been widely used in weak supervised semantic segmentation, but it seems that no one has tried to use different basic operations as the basic operations of two branches to capture the invariance of CAM. Therefore, we propose a dual branch network architecture based on different operations. Specifically, we chose CNN and Transformer based network as the two branches of the overall network, as shown in Figure 2. However, vanilla transformer is not competent for WSSS tasks, so we make task specific enhancements to the transformer branch, including an overlapping cutting-merging method for increasing the size of feature maps, and a residual-like correction method for mining additional semantic information.

**Overall architecture**

The dual branch network with different operations proposed in this paper is a pluggable method. Two branches can use any type of network architecture, and the only requirement is to use different basic operations. Following the convention and weighing the advantages and disadvantages, this paper uses ResNet152 and DeiT-S as the backbone networks of the two branches respectively.

**ResNet branch.** The ResNet used here is an improved version of the original version by IRNet (Ahn, Cho, and Kwak 2019). In order to make it more suitable for CAM generation tasks, the step size of each layer is adjusted to $[2,2,2,1]$ by IRNet, and finally the downsampling rate is 16. We remove the global average pool layer behind the last layer of convolution layer, and connect the feature map output from the last layer of convolution layer directly with the classification head to obtain the CAM. Refer to Ahn, Cho, and Kwak 2019 for other details.

**DeiT-S branch.** The DeiT-S used here follows Gao et al. 2021. Given a input picture, the picture is first divided into $N \times N$ patches, and then these patches are flattened and linearly projected to the embedded layer to obtain the patch tokens, $T_p \in \mathbb{R}^{N^2 \times D}$, where $D$ is the embedding dimension. After patch tokens $T_p$ are concatenated to a class token for classification, $T_{cls} \in \mathbb{R}^{1 \times D}$, add a learnable position embedding to get the input tokens, $T_{in} \in \mathbb{R}^{(N^2+1) \times D}$. Then $T_{in}$ are fed into the Transformer encoder consisting of $L$ layer to obtain the output $T_{out} \in \mathbb{R}^{(N^2+1) \times D}$. Each encoding layer includes a Multi-Head Attention (MHA) module and a Multi-layer Perceptron (MLP).

Discard the token implying category information in the encoder output $T_{out}$, and reshape the remaining into token...
feature maps, \( T_{\text{in}} \in \mathbb{R}^{D \times N \times N} \), \( T_{\text{out}} \) enter the following classifier to get the semantic-aware CAM, \( T_{\text{cam-out}} \in \mathbb{R}^{C \times N \times N} \), where \( C \) represents the number of categories of foreground objects. After Global Average Pooling (GAP) layer, \( T_{\text{cam-out}} \) is transformed into the scores of \( C \) categories, and then the classification loss can be calculated.

In the phase of CAM generating, attention information is used to help mine more complete active regions. It is worth mentioning that the CAM during training is different from that at this stage. The CAM here can be regarded as the training-time CAM with refinement. From the attention module of each layer in the Transformer’s encoder, we get an attention map between tokens \( A_{121} \in \mathbb{R}^{(N^2+1) \times (N^2+1)} \), where \( l \) is the number of layers, and \( l \in \{1, 2, ..., L\} \). Average the inter-token attention maps of each layer to obtain the global attention map, \( A_{121} = \frac{1}{L} \sum_{l} A_{121}^l \). Further, we can get the attention map between categories and patches, \( A_{c2p} \in \mathbb{R}^{(1 \times N^2)} \), where \( A_{c2p} = A_{121}[0, 1 :] \), and then change its shape to \( A_{c2p} \in \mathbb{R}^{(N \times N)} \). Combine the semantic-attention action map and the semantic-aware CAM to obtain the refined CAM:

\[
T_{\text{cam-refine}} = T_{\text{cam-out}} \otimes A_{c2p} \tag{1}
\]

where \( \otimes \) is the Hadamard product, \( c \) is a certain category, \( c \in \{0, 1, 2, ..., C - 1\} \).

**Objective function.** Assuming that the category of the dataset is \( C \), for a picture of size \( H \times W \times C_0 \), after the same preprocessing, two copies are sent to two different branches respectively. After the original image is downsampled by 16 times, a feature map of size \( \frac{H}{16} \times \frac{W}{16} \times C_1/C_2 \) is obtained, where \( C_1/C_2 \) stands for the number of channels of the feature maps corresponding to the two branches. After the feature maps enters the classifiers, two CAM of size \( \frac{H}{16} \times \frac{W}{16} \times C \) are obtained. First calculate the \( L1 \) loss of the two CAMs, and then perform a global average pooling operation on each CAM to calculate a multi-label classification loss with the ground-truth label. Finally, the total loss is given by:

\[
L_{\text{total}} = L_{\text{cls}1} + L_{\text{cls}2} + \lambda L_{1-\text{cam}} \tag{2}
\]

where \( \lambda \) is a hyperparameter that controls the similarity of the two CAMs, which we discuss in more detail in Ablation Study.

**Enhancements for Transformer branch**

The original DeiT-S network can handle the classification task well, but it is not suitable as a CAM generation network due to problems such as over-activation and too small generated feature maps. To this end, this paper makes two algorithm designs for DeiT-S that are suitable for the field of weakly supervised semantic segmentation.

**overlapping cutting-merging.** Image segmentation task is a pixel-level task, so too small CAM will affect the quality of pseudo segmentation. The input size of the Transformer-based visual model is generally fixed at \( 224 \times 224 \), and after the feature extraction network, the original image is downsampled to a \( 14 \times 14 \) CAM. According to our experiments, this size of CAM image is not enough for segmentation tasks. Therefore, this paper proposes a method to increase the size of the input image and the output CAM. The specific methods are as follows: Suppose the input is \( B \times 3 \times W \times H \) and the number of foreground categories in the dataset is \( C \).

1. Traverse the entire image with a stride of 112, and cut a \( 224 \times 224 \) sub-graph at each position. (2) Concatenate the obtained sub-graphs in the batch dimension. (3) Feed the processed input to the network to get the sub-CAM group. (4) Merging according to the inverse process of cutting to obtain \( B \times C \times \frac{W}{16} \times \frac{H}{16} \) overlapping CAMs. (5) Do an average according to the number of repeated calculations of the overlapping part to get the real CAM map. Note that if the length or width of the original input is not a multiple of 224, then we first zero-pad the image to the bottom right to a multiple of 224.

This approach has three advantages: (1) Regardless of hardware factors, the size of the input image can theoretically be large, and the information of each pixel in the original image is not lost. During the test time, the information of the small objects in the picture is completely preserved. (2) The picture is actually divided into many different but intersecting sub-graphs, which greatly increases the diversity of the input. (3) The multi-scale strategy can be used in the stage of CAM generating, which is not possible if the cut-merge method is not used. Although this approach has various benefits, there are still problems. The number of input batches will increase in square level as the size of the image increases, resulting in more memory being occupied. To trade off accuracy and speed, we crop the input image to a size of \( 336 \times 336 \) during training. In subsequent ablation experiments, we will justify this.

**residual-like correction.** The encoder input \( T_{\text{in}} \) and output \( T_{\text{out}} \) are of the same size, see previous Methodology Section. Based on this, this paper proposes a residual-like correction method, so that the final output of the encoder contains as much semantic information as possible. Assuming that the input entering the Transformer encoder for the \( n \)th time and its corresponding output are \( T_{\text{in}}^{(n)} \) and \( T_{\text{out}}^{(n)} \) respectively, we add this output matrix to the input as the next input to the Transformer encoder, i.e.,

\[
T_{\text{in}}^{(n+1)} = T_{\text{in}}^{(n)} + T_{\text{out}}^{(n)} \tag{3}
\]

Where, matrix addition is used here, and the total number...
Table 1: The mIoU (%) performance comparison of different values of $\lambda$ on the PASCAL VOC training set.

| $\lambda$ | 0   | 0.01 | 0.1  | 0.2  |
|-----------|-----|------|------|------|
| Seed      | 40.8| 47.7 | 51.5 | 50.6 |
| Mask      | 49.0| 63.0 | 67.0 | 66.2 |

Table 2: Comparison of mIoU (%) performance of different augmented feature map methods on the PASCAL VOC training set. For the ResNet branch, the input size is 16 times the size of the feature map of the DeiT-S branch. oC&M stands for overlapping cutting-merging.

| Method       | Input   | CAM  | Seed | Mask |
|--------------|---------|------|------|------|
| baseline     | 224 x 224 | 14 x 14 | 51.5 | 67.0 |
| oC&M         | 336 x 336 | 21 x 21 | 57.6 | 69.9 |
| non-oC&M     | 448 x 448 | 28 x 28 | 57.9 | 69.4 |
| bilinear interp. | 224 x 224 | 28 x 28 | 53.2 | 66.9 |
| deconvolution | 224 x 224 | 28 x 28 | 29.2 | -    |

Figure 4: Visualization of pseudo-segmentation masks on the PASCAL VOC 2012 training set. a) Input image; b) Ground truth; c) IRNet; d) TS-CAM; e) CRT

Experiments

Experimental Setup

Datasets. We verify the effectiveness of the proposed method on the PASCAL VOC 2012 dataset and conduct extended experiments on CUB-200-2011 dataset. The PASCAL VOC 2012 dataset, which contains 20 classes of foreground objects and 1 class of background, consists of three subsets, namely training set, validation set and test set, with 1464, 1449 and 1456 images respectively. Following the convention of previous work (Ahn, Cho, and Kwak 2019; Wang et al. 2020), we use the additional 10582 images provided in (Hariharan et al. 2011) as the augmented training set. CUB-200-2011 is often used as a benchmark for WSOL tasks. The dataset consists of 200 categories of birds, divided into training and test sets, containing 5994 and 5794 images respectively.

Evaluation metric. For WSSS task, mean intersection-over union (mIoU) is used as a metric. And for the PASCAL VOC 2012 test set segmentation mask quality evaluation, we first generate its pseudo segmentation mask locally and submit it to the PASCAL VOC online evaluation server. For WSOL task, Top-1/Top-5 localization accuracy and Localization accuracy with ground-truth class are used.

Implementation details. When training the classification network, the training images are resized to $210 \times 420$ and then randomly cropped to $336 \times 336$ and the hyperparameter $\lambda$ is set to 0.1. For semantic segmentation, we use Deeplab V2 (Chen et al. 2017) based on ResNet101 as the semantic segmentation model. At test time, we use multi-scale testing and CRF for post-processing, where the hyperparameters of CRF are set as suggested in (Chen et al. 2017).

Ablation Study

The effect of hyperparameter $\lambda$. In this subsection, we study the influence of different values of hyperparameters on the experimental results, in order to explore the hyperparameter sensitivity of the method proposed in this paper, and to find the most suitable hyperparameter settings. Note that when $\lambda = 0$, it is equivalent to training a DeiT-S network as a classification network alone without using ResNet to correct it. As can be seen from Table 1 using ResNet to correct
the DeiT-S network, the mIoU results are better than those without using ResNet. Among them, $\lambda = 0.1$ has the best effect, which is 10.7% and 18.0% higher than the benchmark in the seed area and the accuracy after random walk, respectively. We can infer that DeiT-S does learn useful semantic information from ResNet.

For a more intuitive analysis, we visualize the pseudo segmentations generated by IRNet, TS-CAM and CRT. As can be seen from Figure 4, IRNet has a problem of local activation due to the characteristics of the CNN structure itself, and only the most discriminative regions in the pseudo segmentation mask are activated. TS-CAM finds a more comprehensive area by virtue of global attention, however, the local details are far inferior to CRT, and even many areas belonging to the background are misjudged as foreground. We speculate that the huge field of view possessed by ViT enables it to make full use of contextual information to supplement judgment in classification tasks. As shown in the last line of Figure 4, TS-CAM regards grass and forest as foreground output, which is reasonable for the classification task of cattle, but it is not the CAM we want. As conjectured by the NFL theorem, although DeiT-S performs better on classification tasks, it is less suitable for CAM generation tasks. So our changes to the DeiT-S branch are necessary.

As we expected, the activated areas of branches using different basic operations are very different, but they have a certain consensus, that is, the CAM invariance of the same image in different perspectives. Specifically, for the same object, after the two branches learn through independent training, their respective activated regions should contain more or less the real mask of the object, and the model can improve the confidence of the intersection through mutual learning. For the background, since the basic operations of the two branches are different, the possibility of identifying the background at the same position as the foreground is almost 0. After mutual learning, the confidence of the region misjudged as the foreground decreases. In the second row of Figure 4, both IRNet and TS-CAM recognize a part of the background as a foreground object, but IRNet misjudges the background pixels around the person as a person, while TS-CAM misjudges the shadow of a bicycle as a bicycle, and through our proposed CRT method, these misjudged background regions will be suppressed due to the mutual learning of the two branches, resulting in a more accurate foreground segmentation mask.

**Different ways of expanding the feature map.** In order to verify the effectiveness of the feature map enlarging method proposed in this paper, this subsection adopts a variety of different feature map enlarging methods, namely the overlapping and non-overlapping cutting-merging method, bilinear interpolation and deconvolution. As can be seen from Table 2, using the cutting-merging method can indeed improve the mIoU accuracy, while using the overlapping cutting-merging method can get satisfactory results comparable to non-overlapping cutting-merging, even when the input image is smaller. Therefore, in order to reduce the overhead of the ResNet branch, we use an overlapping cutting-merging method. During testing, we use the same upsampling method as during training.

In order to further prove the rationality of our input image size as $336 \times 336$, we use the overlapping cutting-merging method to qualitatively compare the CAM images generated by input images of different sizes on the PASCAL VOC training set. As shown in Figure 5, the quality of the CAM corresponding to the input size of $224 \times 224$ is the worst, the outline of the foreground object is blurred, the foreground and the background cannot be clearly distinguished, and the small objects in the picture generally have the problem of over-activation. The CAM using the overlapping cutting-merging method can locate the foreground objects more accurately, and with the increase of the input size, the quality of the CAM is better. Although the quality of the CAM with a larger size is higher, the overhead is also higher. For an input image with

| Number of loops | 0  | 1  | 2  | 3  | 4  |
|-----------------|----|----|----|----|----|
| Mask            | 69.9| 70.4| 71.4| **71.8**| 71.7|

Table 3: Comparison of mIoU (%) performance on PASCAL VOC training set with different cycle times. A loop count of 0 is equivalent to not using the residual-like correction method.
Table 4: Comparison of mIoU (%) performance of initial seed regions generated by different weakly supervised semantic segmentation methods and their corresponding pseudo-segmentation masks on PASCAL VOC 2012 training set.

| Method          | Seed Mask |
|-----------------|-----------|
| CRT (Ours)      | 57.7 71.8 |

Table 5: Comparison of mIoU (%) performance of different weakly supervised semantic segmentation methods on PASCAL VOC 2012 val and test sets.

| Method         | Backbone | Sup. | val (%) | test (%) |
|----------------|----------|------|---------|----------|
| Zhang et al.   | ResNet50 | I+S  | 66.6    | 66.7     |
| Sun et al.     | ResNet101| I+S  | 66.2    | 66.9     |
| Yao et al.     | ResNet101| I+S  | 68.3    | 68.5     |
| AuxSegICCV     | WideResNet38| I+S | 69.0    | 68.6     |
| RIB             | ResNet101| I+S  | 70.2    | 70.0     |
| EDAMICCV       | ResNet101| I+S  | 70.9    | 70.6     |
| EPS             | ResNet101| I+S  | 71.0    | 71.8     |
| L2G             | ResNet101| I+S  | 72.1    | 71.7     |

Table 6: Comparison of CRT method and state-of-the-art methods on the CUB-200-2011 test set.

| Method          | Backbone | Loc. Acc |
|-----------------|----------|----------|
| CRT (Ours)      | DeiT-S   | 71.3 83.8 87.7 |

Comparison with State-of-the-arts

Tables 4 and 5 compare our method numerically with several state-of-the-art methods on the mIoU metric, and we can see that our method outperforms the state-of-the-art WSOL methods that use image categories as supervised information. Even though this method is close to the WSOL methods, it still has some improvements. For instance, our method can still learn new knowledge. According to the experiment, the input and output are basically the same after four cycles, and increasing the number of cycles will not have any effect, and even have the opposite effect. Therefore, in the following comparative experiments, the number of cycles is set as 3 unless otherwise specified.

Effectiveness of residual-like correction methods. In the default setting, the number of loops of the residual-like correction structure method is 3. In this subsection, we will first prove the effectiveness of this method, and then discuss the rationality of the number of loops. As shown in Table 3, the results of using the residual-like correction method are better than those of not using it, and from the overall trend, the more the number of cycles, the higher the mIoU. As shown in Figure 6, with the increase of the total number of cycles, the similarity between the final output and the input is getting higher and higher. When the total number of cycles is 4, the similarity has reached 99.8%, which is close to saturation. For the experiment with a total number of cycles of 4, the similarity between the output and the input is closer after each cycle, indicating that the network parameters are converging. From this, this paper infers that due to the strong learning ability of the DeiT-S network itself, for the same picture, after traversing all the network parameters once, and performing feature extraction again, the network can still learn new knowledge. According to the experiment, the input and output are basically the same after four cycles, and increasing the number of cycles will not have any effect, and even have the opposite effect. Therefore, in the following comparative experiments, the number of cycles is set as 3 unless otherwise specified.
Conclusion
This paper proposes a new dual-branch network architecture based on exclusive operations, and uses convolution and attention mechanism as the operations of the two branches, namely CRT, to verify the effectiveness of the proposed method. In addition, this paper proposes an overlapping cutting-merging method and a residual-like correction method to make the Transformer branch more suitable for weakly supervised semantic segmentation tasks. Experiments show that our proposed method achieves state-of-the-art on both WSSS and WSOL tasks.
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