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Abstract—Task offloading to mobile edge computing (MEC) has emerged as a key technology to alleviate the computation workloads of mobile devices and decrease service latency for the computation-intensive applications. Device battery consumption is one of the limiting factors needs to be considered during task offloading. In this paper, multi-task offloading strategies have been investigated to improve device energy efficiency. Correlations among tasks in time domain as well as task domain have been investigated to improve device energy efficiency. How to solve this problem of resource limitation and energy consumption has become a huge challenge today.

Most of the literature suggests to change the task allocation method, transmission power, clock frequency to optimize the task offloading algorithm. In [4]–[5], authors proposed task splitting, which is a way to change the task structure to reduce the latency and improve the local device energy efficiency. However, they only split the task, but did not consider the redundancy of sources. In this paper, we propose to split task to the smallest executable task, named as unit, and then select the unit by using the correlation between them. Furthermore, both time and task domain correlation is considered in our work to selected the necessary tasks to be processed.

II. PROBLEM FORMULATION AND SYSTEM MODELS

In this section, the definition of task and unit will be introduced first to help to understand the proposed models. Both task and unit are the process of collecting data, processing data, and sending instructions, but unit is the smallest section that can form a task, and unit cannot be divided anymore. That means task can be composed of one or more units, and a task can be split into one or more units.

Consider \( N \) devices (users), denoted by a set of \( \mathbb{N} = \{1, 2, \ldots, N\} \), and device \( i \) has \( M_i \) tasks at the same time, \( i \in \mathbb{N} \), denoted by a set of \( \mathbb{M} = \{M_1, M_2, \ldots, M_N\} \), each task in the \( M_i \) tasks is composed of \( M_i \) different unit, denoted by a set of \( \mathbb{K} = \{k_{M_1}, k_{M_2}, \ldots, k_{M_N}\} \) and \( i \in \mathbb{N} \). After some tasks are split, some identical units may be generated, so the correlation of task domain came into being. In our work, it is proposed to use the correlation between units to improve the energy-efficient of local device and reduce the latency. Moreover, it is assumed here that devices communicate with MEC server orthogonally. The main target here is to improve the energy efficiency of local devices when fulfil the extremely severe latency requirements of each unit and each device.

The energy cost minimization problem is formulated as:

\[
OPT = \min_{\mathcal{A}, \mathcal{F}, \mathcal{P}} \sum_{n=1}^{N} E_n^L \tag{1}
\]
Subject to

\begin{align}
C1 : LT_{n,j}^m &\leq T_{n,j} \text{ max}, & j \in A, n \in \mathbb{N} \\
C2 : LT_{n,k}^l &\leq T_{n,k} \text{ max}, & k \in B, n \in \mathbb{N} \\
C3 : LT_n &\leq T_n \text{ max}, & n \in \mathbb{N} \\
C4 : f_{n,l} &\leq f_{n,l} \text{ max}, & n \in \mathbb{N} \\
C5 : p_n^l &\leq p_n^l \text{ max}, & n \in \mathbb{N}
\end{align}

$E_n^L$ represents the local energy consumption of user n, $LT_{n,j}^m$ represents the latency of unit j of user n processed on MEC, $LT_{n,k}^l$ represents the latency of unit k of user n processed on local device, $T_{n,j} \text{ max}$ represents the latency requirement of unit j. A represents the collection of all tasks processed on the MEC, and B represents the collection of all units processed on the local device, $LT_n$ represents the latency of user n, $T_n \text{ max}$ represents the latency requirement of user n. $f_{n,l}$ represents the computation capability of user n, such as the number of CPU cycles per second, $p_n^l$ represents the transmission power of user n, and $f_{n,l} \text{ max}$, $p_n^l \text{ max}$ indicate the maximum value of $f_{n,l}$ and $p_n^l$ respectively.

\[ \mathcal{F} = \{f_{n,l}|n \in \mathbb{N}\}, \mathcal{P} = \{p_n^l|n \in \mathbb{N}\}, \mathcal{A} = \{A_{n,j}|n \in \mathbb{N}, j \in M2\} \]

\[ C1, C2 \text{ are to limit the latency of each task to not exceed the requirements, } C3 \text{ is to limit the user’s overall latency does not exceed the requirements, } C4 \text{ is to limit the processing power of the local device not to exceed its maximum processing power, } C5 \text{ is to limit the transmission power of the local device not to exceed its maximum transmission power.} \]

**A. Transmission Model**

When the interference is not considered, the signal-to-noise ratio (SNR) of user n is

\[ SNR_n = \frac{p_n^l h_{n,m}^2}{B_w N_0} \quad (3) \]

and then, the transmission rate (uplink) of user n is calculated as:

\[ r_n = B \log_2(1 + SNR_n). \quad (4) \]

In [6] and [7], $B_w$ represents the bandwidth of this channel, $h_{n,m}$ represent the channel gain of user n to MEC, and $N_0$ represents the noise spectral density, $p_n^l$ represents the transmission power of user n. Because the amount of data that needs to be offloaded is much larger than the amount of data that needs to be downloaded, so the downlink is ignored in this paper [6, 7].

**B. Computation Model**

Let $w_{n,j}$ represent the CPU cycle required to calculate the unit (unit j of user n), $d_{n,j}$ represents the computation input data (in bits) of the j th unit of n th user of local devices.

**Local Computing**: when user chooses to process locally, use $f_{n,j}$ to represent the CPU clock speed of user’s device, so the latency in local for computing can be represented as:

\[ t_{n,j}^l = \frac{w_{n,j}}{f_{n,j}}. \quad (5) \]

where $t_{n,j}^l$ denotes the time required to complete unit j of user n in local device.

The energy required to complete unit j in local device can be expressed by the following formula

\[ E_{n,j}^l = \kappa w_{n,j} f_{n,j}^2. \quad (6) \]

In this case, $\kappa$ is the effective switched capacitance depending on the chip architecture [8].

1) MEC Computing: when a user decides to offload tasks to MEC, and transmit a unit through a wireless network, the corresponding transmission latency and energy consumption will be generated. According to the communication model, the uplink transmission latency when user n offload the task is:

\[ t_{n,j}^t = \frac{d_{n,j}}{r_n}, \quad (7) \]

and the energy required to transmit unit j can be expressed by the following formula:

\[ E_{n,j}^t = P_{n,j}^t t_{n,j}^t. \quad (8) \]

where $t_{n,j}^t$ represents the time required to transmit the j th unit of n th user. After the computing unit is offloaded to the MEC, the MEC will allocate certain computing resources to this unit, considering that the computing resources allocated by the MEC to each user are fixed. Let $f_{MEC}$ denote the computing resources allocated by the MEC, and the latency for the MEC to perform the j th unit of n th user is

\[ t_{n,j}^m = \frac{w_{n,j}}{f_{MEC}}. \quad (9) \]

Because MEC has a constant energy supply, MEC’s energy consumption need not be considered in this paper.

In this paper, it is assumed that MEC can only process one unit at the same time, communication capacity can only support the transmission of a unit simultaneously, as shown in Fig. [1] and Fig. [2] Blue blocks represent transmission time, green ones represent computing time, black ones and yellow ones represent queuing for transmission, and queuing for computing respectively. At the beginning of this section, it is introduced that each user generates multiple tasks and then they are split into multiple units, and needs to be processed. However, due to channel and processor limitations, these units cannot be processed at the same time. There are two definitions of waiting time for the units which will be processed in local and waiting time for the units which will be processed in MEC. Suppose A is the set of units which will be processed in MEC, and $A = \{1, 2, \ldots, a\}$, $B$ is the set of units which will be processed in local device, and $B = \{1, 2, \ldots, b\}$.

**Definition 1** (waiting time for the units which will be processed in local): The sum of all time, before the unit is processed in local device, and waiting time for the units which will be processed in local device.

\[ t_{n,j}^m = \frac{w_{n,j}}{f_{MEC}}. \quad (9) \]
processed by local device. Use $WT_{n,k}^t$ to present the waiting time of unit $k$ of device $n$, which will be processed in local.

**Definition 2** (waiting time for the units which will be processed in MEC): The sum of all time, before the unit is processed in MEC. Use $WT_{n,j}^m$ to present the waiting time of unit $j$ of device $n$, which will be processed in MEC.

According to the Definition 2, waiting time for the units which will be processed in MEC is divided into two parts, time of waiting for transmission plus time of transmission ($WT_{n,j}^m$), and time before processing in MEC and after MEC receives the unit($WT_{n,j}^m$), that means $WT_{n,j}^m$ can be divided into $WT_{n,j}^m + WT_{n,j}^m$.

Assume that $unit_j \in A$

\begin{equation}
WT_{n,j}^m = t_{n,j}, \quad WT_{n,j}^m = 0 \quad (10)
\end{equation}

when $j = 1$

\begin{equation}
WT_{n,j}^m = WT_{n,j-1}^m + l_{n,j}^m
\end{equation}

\begin{equation}
WT_{n,j}^m = \max(WT_{n,j}^m, LT_{n,j-1}^m) - WT_{n,j}^m \quad (11)
\end{equation}

In [11], max means the maximum value between these two value.

\begin{equation}
WT_{n,j}^m = WT_{n,j}^m + WT_{n,j}^m
\end{equation}

\begin{equation}
LT_{n,j}^m = WT_{n,j}^m + l_{n,j}^m \quad (12)
\end{equation}

$LT_{n,j}^m$ means the latency of $unit_j$, $unit_j \in A$

Assume that $unit_k \in B$

so, in this case

\begin{equation}
WT_{n,k}^l = \sum_{c=1}^{e=j-1} t_{n,c}^l \quad (13)
\end{equation}

so that, the latency of unit $k$ can be expressed as ($unit_k \in B$):

\begin{equation}
LT_{n,k}^l = \sum_{c=1}^{e=k-1} t_{n,c}^l + l_{n,k}^l = \sum_{c=1}^{e=k} t_{n,c}^l \quad (14)
\end{equation}

So the latency of the whole system of user $n$ can be represent as:

\begin{equation}
T_{sn} = \max(LT_{n,b}^l, LT_{n,a}^m) \quad (15)
\end{equation}

Use $E_{n}^L$ to represent the total energy consumption of local device $n$:

\begin{equation}
E_{n}^L = \sum_{a=1}^{a=j} E_{n,a}^t + \sum_{b=1}^{b=k} E_{n,b}^l \quad (16)
\end{equation}

**III. PROPOSED TASK OFFLOADING ALGORITHM**

In this section, first, several preprocessing methods will be proposed, and perform some operations before task offloading, without affecting the reliability of the task, reduce the amount of task calculation and transmission, and then introduce the algorithm proposed for task offloading.

**A. Correlation in Time Domain of Tasks**

With the change of time, the task constantly updates its own information source to process the task. In the traditional task offloading, only consider how to change the task allocation mode, the processing frequency, transmission power to reduce latency and improve the energy-efficient, but in their algorithm, the data size does not change, which to a large extent, restricts the development of task offloading, this paper provide a new way to filter some unnecessary information to reduce the data size, so as to further reduce the latency and energy consumption. Correlation coefficient is a good way to be considered.

The correlation coefficient introduced in [9] is defined as:

\begin{equation}
r(x,y) \triangleq \frac{\text{cov}(x,y)}{\sqrt{\text{var}(x)\text{var}(y)}}, \quad r(x,y) \in [-1,1]. \quad (17)
\end{equation}

In this formula, $x, y$ are the sources of information which need to be compared. Suppose there is a task, denoted as Task $A$, and denote the names of Task $A$ at different moments as Task $A_1, Task A_2, Task A_3, Task A_4$ in the order of time, $A_1$ is the first and $A_4$ is the last one, to reduce the number of processing, correlation coefficient should be used between them to decide whether to process these tasks, or process part of them. There are two ways to use the correlation coefficient.

The first way, set only one threshold to decide whether to process this task: set a threshold $\alpha$, and then process the Task $A_1$, and then calculate then correlation coefficient of Task $A_1$ and Task $A_2$. If the correlation coefficient between them is greater than $\alpha$, the Task $A_2$ will not be processed, and keep the Task $A_1$ in memory, and the correlation coefficient between Task $A_1$ and Task $A_3$ should be calculated, if it is greater than the $\alpha$, Task $A_3$ will not be processed too, and continue to calculate the correlation coefficient between Tasks $A_1$ and Task $A_4$, if not, Task $A_3$ will be processed, and keep Task $A_3$ in memory, and then calculate the correlation coefficient between Task $A_3$ and Task $A_4$, and repeat with following Tasks.

The second way, set multi-threshold to decide how to process this task: two thresholds as an example. First of all, set two thresholds, $\alpha$ and $\beta$, and $\alpha > \beta$, and process the first task. When the correlation coefficient between two adjacent tasks is greater than $\beta$ and smaller than $\alpha$, just need to process the different part of this two tasks, when the correlation coefficient
between two tasks is smaller than \( \beta \), it can be considered the information of these two tasks are totally different, so, the new task need to be processed, when the correlation coefficient between two tasks is greater than \( \alpha \), it can be considered the information of these two tasks are totally same, the new task need not to be processed again.

B. Correlation in Task Domain of Tasks

The correlation coefficient is considered in time domain, so as to reduce the amount of data, then the next step is to do the task splitting to get the units of these necessary task. As said before, different tasks may split into the same unit, so the correlation of task domain came into being. How to use these correlation to further optimize the algorithm is the main content of this part, and use \( C_{o,p} \) to represent the correlation between unit \( o \) and unit \( p \). When \( C_{o,p} = 0 \), that means that there is no relationship between unit \( o \) and unit \( p \), both units need to be processed, when \( C_{o,p} = 1 \), that means unit \( o \) and unit \( p \) are total same, and only need to process one of them and share the result, when \( C_{o,p} = 0.5 \), that means unit \( o \) and unit \( p \) are different units, but use the same source information.

C. Units Allocation

After arranging units in the order required by the latency, determine whether this unit needs to be assigned to the MEC for processing from the first unit. At this time, the tree diagram needs to be drawn, as shown in Fig. 3. Use four units as an example. Starting from the vertex first unit, there are two paths, one (unit will be processed in MEC Server) and zero (unit will be processed in local device). If the unit latency caused by this node, if not, drop this node, then all the feasible solutions can be obtained. Then, for getting the optimal solution, some other optimization to transmission power and clock frequency need to be done, and they will be introduced in the next few parts. In the above situation, there is no correlation between units, the next section will introduce the situation with there are correlation between units. when \( C_{o,p} = 1 \), the duplicate units should be deleted, and then allocate the remaining units in the same way as said before. when \( C_{o,p} = 0.5 \), these units with a correlation degree of 0.5 need to be merged, that means merge them into a large task to carry out the process of task allocation (this allocation process is same as said before). If this large task is allocated to MEC server for processing, it will reduce the latency and energy consumption caused by communication, that because they use the same source information. If this large task is allocated to local device for processing, the energy consumption and the latency will not change.

D. Clock Frequency Allocation

According to \((6)\), if \( w_{n,j} \) (the CPU cycle required to calculate the unit) not change, the smaller the value of \( f^*_n \), the lower energy consumption will take.

E. Transmission Power Allocation

According to \((3)\), \((4)\), and \((8)\) and use \( D \) to represent the total transmission volume of all units that need to be transmitted to MEC, so the energy consumed for transmission becomes \( E_1 \)

\[
E_1 = \frac{D}{B_w} \times \log_2 p_{n}^* \\ (18)
\]

\( \eta = 1 + \frac{p_{n,j} h_{n,m}}{B_w} \). So, the monotonic interval of \( E_1 \) with respect to \( p_{n,j}^* \), and take the \( p_{n,j}^* \) value that minimizes \( E_1 \) under conditions \( C1 \) to \( C5 \).

F. Algorithm Flow

Use the maximum \( p_{n,j}^* \) of the local device and maximum \( f_{n}^* \) of local device to find all combinations that satisfy the conditions of \( C1-C5 \), and record them as \( V \), and then use the algorithms proposed before find the smallest value of energy consumption that can be achieved after optimization in \( V \), take the combination with the least energy consumption as the final result. Therefore, the optimal clock frequency, transmission power, and unit allocation method can be obtained.

IV. SIMULATION RESULTS

In this section, we evaluate our proposed task-offloading algorithm with three state-of-the-art baselines through MATLAB based simulations. It is considered in our simulation, that system contains four users and a single MEC. Each user has different number of tasks, and different type of task has different size. Each user has its dedicated orthogonal channel to communicate to MEC.

The channel bandwidth is set to 20MHz, and the channel conforms to the Rayleigh distribution. The SNR of the user terminal is set to 10dB, 20dB, 30dB, 40dB and 50dB in our simulations. The maximum computing rate in user’s device is \( 2 \times 10^9 \) cycles/s \([10]\), and the maximum computing rate in MEC server is \( 20 \times 10^9 \) cycles/s \([10]\), the size of each task is between 1-3M, and the number of processing revolutions they require is Between 1500-4500 cycles \([10]\), and \( \kappa = 10^{-11} \). There are two latency requirements, which are 50ms and 100ms.
In the experiment, two proposed approaches simulated with the other three baselines. Method 1 (Baseline 1): the most primitive task offloading algorithm, without considering any transmission power and other optimizations. Method 2 (Baseline 2): Further optimize the processing frequency and transmission power based on the Method 1 [6]. Method 3 (Baseline 3): Based on Method 1 and Method 2, consider the impact of split tasks on task offloading [4]. Method 4: Consider the relevance of task on time domain to reduce the amount of data. Method 5: Base on Method 3, consider the correlation in time domain and in different tasks to reduce the amount of data.

The Fig. 4(a) and Fig. 4(b) show the energy consumption of the five different algorithms on the local device when the SNR on the user terminal are 20dB, 30dB, 40dB and 50dB respectively. In the same SNR, our proposed algorithms have better performs Fig. 5 shows the probability of task failure under different methods and SNR. From Fig. 4 and Fig. 5 with the same SNR, our proposed algorithms have better performs in energy saving and reliability, and as the increase of SNR, with the same method, the energy cost may increase too, this is because we record that the energy consumption of the failed tasks that can be known in the stage of decision making is zero. The larger the SNR, the more tasks that can be processed, so it will also cause more energy consumption.

V. CONCLUSION

In this paper, it was studied how to improve the energy efficiency of local devices and reduce the latency in the process of task offloading. A novel task offloading algorithm has been proposed with the consideration of task correlation in both time domain and task domain to reduce the number of tasks to be transmitted. Moreover, a joint optimization has been studied for task allocation, transmission power and clock frequency. MATLAB based simulation results have demonstrated that the proposed task offloading algorithm can reduce the device energy consumption along various transmit power versus noise variance setup compare with the conventional one.
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