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Abstract. This article is the second work in our series of papers dedicated to image processing models based on the fractional order total variation $TV^{r}$. In our first work [10], we studied key analytic properties of these semi-norms. Here we focus on the more applied aspects of such models: first, in order to obtain a better reconstructed image, we propose several extensions of the fractional order total variation. Such generalizations, collectively denoted by RVL, will be modular, i.e. the parameters therein are mutually independent, and can be fine tuned to the particular task. Then, we will study the bilevel training schemes based on RVL, and show that such schemes are well defined, i.e. they admit minimizers. Finally, we will provide some numerical examples, showing that training schemes based on RVL are effectively better than those based on classical regularizer $TV$ and $TGV^{2}$.
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1. Introduction

This article is the second of our series of works on image processing models based on the real order total variation. In the previous paper [10], we introduced the semi-norm

\[ TV^r(u) := \sup \left\{ \int_Q u \text{div}^{[\lfloor r \rfloor]} \varphi \, dx : \varphi \in C_c^\infty(Q; M^{N \times (N^k)}) \text{ and } |\varphi| \leq 1 \right\}. \tag{1.1} \]

Here \( r = \lfloor r \rfloor + s \in \mathbb{R}^+ \), and the fractional order derivative \( \text{div}^r \) is realized by the Riemann-Liouville fractional derivative (see (2.1)). We also write \( r = \lfloor r \rfloor + s \) for \( \lfloor r \rfloor \in \mathbb{N} \) and \( s \in [0,1) \), and we denote by

\[ BV^r(Q) := \{ u \in L^1(Q) : TV^r(u) < +\infty \} \]

the space of functions with bounded \( r \)-order total variation.

In this article we focus on the applications of such real order total variation to imaging processing problems, as well as a bilevel training scheme which determines the optimal parameters used in the underlying variational model. As we have observed in our previous work [10], the definition of fractional order Riemann-Liouville derivative requires rather strict boundary conditions on \( u \), to prevent singularities from arising at the boundary. Especially in numerical realization, inaccurate boundary conditions could generate oscillations around the boundaries. To overcome this issue, in [15] (also see Section 2.3), the authors introduced a modified method, tailored for image applications, to reduce the non-zero Dirichlet boundary condition to a zero Dirichlet boundary condition. In this spirit, in this article, we consider only functions \( u \) such that

- \( u \) has zero boundary conditions (depending on the order \( r \), see Section 2.3 for details).

The aim of this article is twofold. We shall construct a new family of regularizers, based on (1.1), in a modular way, and then coupling it with the bilevel training scheme. In this way, better imaging processing results can be achieved.

The bilevel training scheme, arising in machine learning, is a semi-supervised training scheme that optimally adapts itself to the given “perfect data” (see [7, 8, 12, 13]). To apply such training scheme to image processing problem, we assume that we have a pair of images \( u_\eta \in L^2(Q) \) and \( u_c \in BV(Q) \), representing the corrupted image and the corresponding clean one. Then, a simple implementation of such bilevel training scheme with the standard TV regularizer, which we call scheme \( \mathcal{B} \), is

**Level 1.**

\[ \alpha_T \in \mathcal{A}[T] := \min \left\{ \| u_\alpha - u_c \|^2_{L^2(Q)} : \alpha \in T := [0, T] \right\}, \tag{B-L1} \]

**Level 2.**

\[ u_\alpha := \min \left\{ \| u - u_\eta \|^2_{L^2(Q)} + \alpha TV(u) + \kappa H^2(u) : u \in BV(Q) \cap H^2_0(Q) \right\}, \tag{B-L2} \]
where:

- $T := [0, T]$ is the training ground,
- $T \in \mathbb{R}^+$ is a parameter chosen by the user, usually called the box-constraint (see, e.g., [1, 5]) of the training parameter,
- $\kappa H^2(u)$ is the Huber-regularization (see Section 2.3), and $\kappa > 0$ is a small constant,
- the space $H^2_0(Q)$ is to enforce the corresponding zero boundary conditions,
- the minimum assessment value (MAV) is defined to be the value

$$\inf \left\{ \|u_\alpha - u_c\|^2_{L^2(Q)} : \alpha \in T := [0, T] \right\},$$

i.e., the minimum distance between the clean image $u_c$ to the optimal reconstructed image $u_{\alpha_T}$ provided by the current training scheme.

In this way, the training scheme $B, (B\text{-}L1)-(B\text{-}L2)$, provides the optimal intensity parameter $\alpha_T$ for the given training set $u_\eta$ and $u_c$.

We note that the upper level problem $(B\text{-}L1)$ optimizes the reconstructed image $u_\alpha$ by adjusting only the value of the intensity parameter $\alpha$. Thus, to improve the training result, we can replace the TV semi-norm in $(B\text{-}L2)$ with the more general real order TV semi-norm, with $s \in [0, 1]$, and hence expand the training options. To this aim, we introduce the following scheme, denoted by $B'$:

**Level 1.** $(\alpha_T, s_T) \in A[T] := \arg\min \left\{ \|u_{\alpha,s} - u_c\|^2_{L^2(Q)} : (\alpha, s) \in T' := [0, T] \times [0, 1] \right\}$  \hspace{1cm} (B'-L1)

**Level 2.** $u_{\alpha,s} := \arg\min \left\{ \|u - u_\eta\|^2_{L^2(Q)} + \alpha TV^r(u) + \kappa H^2(u) : u \in BV(Q) \cap H^2_0(Q) \right\}$,  \hspace{1cm} (B'-L2)

That is, in scheme $B'$, $(B'\text{-}L1)-(B'\text{-}L2)$, the upper level problem $(B'\text{-}L1)$ is able to optimize the reconstructed image $u_{\alpha,s}$ by adjusting simultaneously the intensity parameter $\alpha$ and the order $s \in [0, 1]$. Thus, the new scheme $B'$ provides improved results compared to scheme $B$, as it has more training options.

Following this spirit, we could continue to improve the training result if we are able to further generalize the regularizer $TV^r$. This is one of the main topics of this article.

_Succinctly, we generalize the total variation $TV$ term in two steps. For simplicity, at each step, we focus on generalizing only one parameter._

**Step 1.** The primal extension on total variation (Section 3.1)

1. (Section 3.1.1) Generalize $TV$ to the family of real order total variations

$$\{TV^r : r \in [0, T]\},$$

2. (Section 3.1.2) Extend to

$$\{TV^r_p : r \in [0, T], p \in [1, +\infty]\},$$

i.e., the family of $\ell^p$-isotopic total variations, where $\ell^p$ denotes the underlying Euclidean norm used to define the total variation seminorm.

3. Combine (1.4) and (1.5) to obtain collection

$$\{TV^r_p : r \in [0, T], p \in [1, +\infty]\}.$$  \hspace{1cm} (1.6)

**Step 2.** The infimal convolution extension (Section 3.2)
1. (Section 3.2.1) Extending TV to collection
\[ \{ \text{TGV}^{r,\kappa}_r : r \in [1, T] \} , \] (1.7)
the collection of real order total generalized variation, where \( \kappa \in (0, 1) \) is the embedded Huber-regularization.

2. (Section 3.2.2) Extending the family (1.7) to
\[ \{ \text{TGV}^{r,\kappa}_p : r \in [1, T], \ p \in [1, +\infty] \} \] (1.8)

Step 3. (Section 3.3) The final collection
\[ \{ \text{RVL}^{r,\kappa}_\alpha,p : (\alpha, r, p) \in T \} \]
is obtained by combining the families in (1.6) and (1.8), where
\[ T := [0, T]^{T+1} \times [1, T]^2 \times [1, +\infty]^{T+1} . \] (1.9)

That is, we have here \( r = (r_1, r_2) \in \mathbb{R}_+^2 \).

The collection of regularizers \( \text{RVL}^{r,\kappa}_\alpha,p \), provides a significant generalization of the original total variation semi-norm \( \text{TV} \), and also provides an unified approach to widely used regularizers such as \( \text{TV} \) and \( \text{TGV} \). Therefore, the new training scheme \( \mathcal{T} \), equipped with such regularizer, is given by

Level 1. \( (\alpha_T, r_T, p_T) \in H[\mathbb{T}] := \arg \min \left\{ \| u_{\alpha, r, p} - u_c \|_{L^2(Q)}^2 : (\alpha, r, p) \in T \right\} \) \hspace{1cm} (T-L1)

Level 2. \( u_{\alpha, r, p} := \arg \min \left\{ \| u - u_\eta \|_{L^2(Q)}^2 + \text{RVL}^{r,\kappa}_\alpha,p(u) + \kappa H^{[r_1]+1}(u) : u \in H_0^{[r_1]+1}(Q) \right\} \) \hspace{1cm} (T-L2)

with the expanded training ground defined in (1.9), shall indeed provides an improved reconstruction image compared to scheme \( \mathcal{B} \) and \( \mathcal{B}' \).

We remark that the new regularizer \( \text{RVL} \) takes a modular design. That is, each of the parameters \( \alpha, p, r \) does not depend on another, and can be independently fine tuned to the current imaging processing task. For example, if the task is image denosing, then, based on our previous experience, the intensity parameter \( \alpha \) and the derivation parameter \( r \) play an essential role. Hence, we could opt to freeze the Euclidean parameter \( p \), and optimize with respect to \( \alpha \) and \( r \), therefore reduce CPU consumption. On the other hand, if the task is inpainting, then the intensity parameter \( \alpha \) is less important (and usually set to a small value), and we could freeze \( \alpha \) and only optimize with respect to \( r \) and \( p \). Of course, to achieve optimal results, we could always train with respect to all the parameters, which, however, involves rather larger CPU cost.

The main result is:

**Theorem 1.1** (see Theorem 3.30). Let a Training Ground \( T \) be given. Then, the training scheme \( \mathcal{T} \) ((T-L1)-(T-L2)) admits at least one solution \( (\alpha_T, r_T, p_T) \in T \), and provides a corresponding optimal reconstructed image \( u_{\alpha_T, r_T, p_T} \).

This paper is organized as follows. In Section 2 we collect some preliminary notations and properties about the fractional order TV\(^r\)-seminorms, mainly from the first work of our series (see [10]). The construction and analysis of the new regularizer RVL, as well as the new training scheme \( \mathcal{T} \), are the main topics of Section 3. Numerical implementations of some explicit examples are provided in Section 4.
2. Notations and Preliminary Results

For future reference, we will use $r \in \mathbb{R}^+$ to denote a positive constant, and we write $r = [r] + s$, where $[r]$ denotes the integer part of $r$ and $s \in [0, 1)$ denotes the fractional part.

2.1. Riemann-Liouville fractional order derivative. Let $I := (0, 1)$ be the unit interval, and let $w \in C^\infty(I)$ be a given function. The left-sided R-L derivative of order $r = [r] + s \in \mathbb{R}^+$ (see [11]) is defined pointwise by

$$d_L^r w(x) = \frac{1}{\Gamma(1-s)} \left( \frac{d}{dx} \right)^{[r]+1} \int_0^x \frac{w(t)}{(x-t)^s} dt, \quad x \in I, \tag{2.1}$$

where

$$\Gamma(s) := \int_0^\infty e^{-t} t^{s-1} dt$$

denotes the Gamma function. Similarly, the right-sided R-L derivative and central-sided R-L derivative of order $r \in \mathbb{R}^+$ are defined respectively by

$$d_R^r w(x) = \frac{(-1)^{[r]+1}}{\Gamma(1-s)} \left( \frac{d}{dx} \right)^{[r]+1} \int_x^1 \frac{w(t)}{(t-x)^s} dt,$$

and

$$d_C^r w(x) = \frac{1}{2} \left[ d_L^r w(x) + (-1)^{[r]+1} d_R^r w(x) \right].$$

The left and right Riemann-Liouville fractional integrals of order $r \in \mathbb{R}^+$ are defined by

$$(I_L^r w)(x) := \frac{1}{\Gamma(r)} \int_0^x \frac{w(t)}{(x-t)^{1-r}} dt,$$

and

$$(I_R^r w)(x) := \frac{1}{\Gamma(r)} \int_x^1 \frac{w(t)}{(t-x)^{1-r}} dt$$

respectively. We also recall another type of fractional derivative, the left-sided Caputo $r$-order derivative, given by

$$d_{L,c}^r w(x) := \frac{1}{\Gamma(r)} \int_0^x \frac{(d^{[r]+1}) w(t)}{(x-t)^s} dt.$$

Similarly, the right-sided and central-sided Caputo $r$-order derivative are given by

$$d_{R,c}^r w(x) := \frac{(-1)^{[r]+1}}{\Gamma(r)} \int_x^1 \frac{(d^{[r]+1}) w(t)}{(t-x)^s} dt,$$

and

$$d_{C,c}^r w(x) := \frac{1}{2} \left[ d_{L,c}^r w(x) + (-1)^{[r]+1} d_{R,c}^r w(x) \right]$$

respectively. We also recall that the following integration by parts formula holds:

$$\int_I w \phi' \, dx = (-1)^{[r]+1} \int_I d^r w \phi \, dx.$$  

In view of (2.2), we also have

$$\int_I w \phi' \, dx = (-1)^{[r]+1} \int_I d^r w \phi \, dx.$$  

Moreover, both types of fractional derivatives are linear: given $a, b \in \mathbb{R}$, we have

$$d^r (aw_1(x) + bw_2(x)) = a \, d^r w_1(x) + b \, d^r w_2(x).$$
for any functions $w_1$, $w_2$. We shall use this property repeatedly throughout this article.

We close Section 2.1 by citing the following one dimensional result. For convenience, we use a unified notation by writing $I^r = d^{-r}$, $r > 0$.

**Remark 2.1.** We remark that (see [15, Remark 2]), for $\varphi \in C^\infty(I)$ with zero boundary conditions on sufficiently high order derivatives, i.e. $v|_{\partial I} = d^{|r|} v|_{\partial I} = 0$, we have

$$d^r_{C,r}\varphi(x) = d^r_{C}\varphi(x), \text{ for all } x \in I. \quad (2.2)$$

Also, we note that for any constant $M \in \mathbb{R}$, we have $d^r_{C,r} M = 0$.

**Theorem 2.2** (Semigroup properties in one dimension, [11, Theorem 2.6]). Let $r \in \mathbb{R}^+$ be given.

1. The fractional order integration operators $I^r$ form a semigroup on $L^p(I)$, $p \geq 1$, which is strongly continuous for all $r \geq 0$, and uniformly continuous for all $r > 0$.

2. More explicitly (see [11, (2.72)]) we have

$$||I^r w||_{L^1(0,1)} \leq \frac{1}{r \Gamma(r)} ||w||_{L^1(0,1)}.$$

2.2. **Real order (an)-isotropic total variation.** We first recall the definition of $\ell^p$-Euclidean norm. Given a point $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$, and $p \in [1, +\infty)$, the $\ell^p$-Euclidean norm of $x$ is

$$|x|_p = \left( \sum_{i=1}^N |x_i|^p \right)^{1/p} \text{ and } |x|_\infty = \max \{|x_i| : i = 1, \ldots, N\}.$$

Note that for $p = 2$, it coincides with the standard Euclidean norm $|x| = |x|_2$.

We next introduce the definition of real order (an)-isotropic total variation.

**Definition 2.3.** We define the $r$-order total variation $TV^r_{\ell^p}(u)$ of a function $u \in L^1(Q)$ as follows.

1. For $r = s \in (0, 1)$ (i.e. $|r| = 0$), we define

$$TV^r_{\ell^p}(u) := \sup \left\{ \int_Q u \text{div}^s \varphi \, dx : \varphi \in C_c^\infty(Q; \mathbb{R}^N) \text{ and } |\varphi|_{\ell^p}^s \leq 1 \right\},$$

where

$$\text{div}^s u := [(1-1/N)s + 1/N] \sum_{i=1}^N \partial_i^s \varphi_i.$$

2. For $r = |r| + s$ where $|r| \geq 1$, we define

$$TV^r_{\ell^p}(u) := \sup \left\{ \int_Q u \text{div}^{|r|} \varphi \, dx : \varphi \in C_c^\infty(Q; \mathbb{R}^N) \text{ and } |\varphi|_{\ell^p}^* \leq 1 \right\}.$$

**Remark 2.4.** We note that the norms $|\cdot|_p$, $1 \leq p < \infty$, are all equivalent on $\mathbb{R}^N$. That is, for any $1 \leq q < p < \infty$, we have

$$|x|_p \leq |x|_q \leq N^{1/q - 1/p} |x|_p. \quad (2.3)$$

**Theorem 2.5** (Lower semi-continuity with respect to a fixed order $r \in \mathbb{R}^+$). Given $u \in L^1(Q)$ and a sequence $\{u_n\}_{n=1}^\infty \subset BV^r(Q)$, satisfying one of the following conditions:

1. $\{u_n\}_{n=1}^\infty$ is locally uniformly integrable and $u_n \rightharpoonup u$ a.e.,
2. or \( u_n \overset{\ast}{\rightharpoonup} u \) in \( \mathcal{M}_b(Q) \).

Then we have
\[
\liminf_{n \to \infty} TV^r(u_n) \geq TV^r(u).
\]

**Theorem 2.6** (Approximation by smooth functions [10]). Given \( r \in \mathbb{R}^+ \) and \( u \in BV^r(Q) \cap H_0^{[r]+1}(Q) \), then there exists a sequence \( \{u_n\}_{n=1}^{\infty} \subset C^\infty(\bar{Q}) \) such that
\[
u_n \rightharpoonup u \text{ in } L^1(Q) \text{ and } \lim_{n \to \infty} TV^r(u_n) = TV^r(u).
\]

We close this section with the following important compactness theorem.

**Theorem 2.7** (Compact embedding of real order bounded variation space, [10]). Given \( p > 1 \), and sequences \( \{r_n\}_{n=1}^{\infty} \subset \mathbb{R}^+ \) and \( \{u_n\}_{n=1}^{\infty} \subset L^1(Q) \), such that \( r_n \to r \in \mathbb{R}^+ \) and
\[
\sup\left\{\|u_n\|_{L^p(Q)} + TV^{r_n}(u_n) : n \in \mathbb{N}\right\} < +\infty,
\]
then the following two assertions hold:

1. there exists \( u \in BV^r(Q) \) and, up to a subsequence, \( u_n \to u \) in \( L^p(Q) \)
and
\[
\lim_{n \to \infty} TV^{r_n}(u_n) \geq TV^r(u).
\]

2. If in addition we assume that \( \|u_n\|_{L^\infty(Q)} \) is uniformly bounded, then we have
\[
u_n \to u \text{ strongly in } L^1(Q).
\]

### 2.3. Consideration for numerical implementation.

In this section we present several necessary restrictions on the boundary conditions, to deal with singularities arising from the definition of fractional order derivative, as well as from the application of numerical implementations.

#### 2.3.1. Smoothness for regularizers.

For the numerical implementation of the underlying variational problem in (1.1), we follow the smoothness structure via Huber-regularization, proposed in [6, Section 2.2].

The Huber-regularization is usually carried out by a \( L^2 \)-penalty on the regularizer. That is, it induces a \( H^1 \) regularization on the TV seminorm. In general, the regularizer is a convex, proper, and lower semicontinuous smoothing functional \( H : L^1(Q) \to [0, +\infty] \), satisfying the following assumption.

**Assumption 2.8** (see [6, Assumptions A-H, Section 2.2]). We assume that \( 0 \in \text{dom} H \), and for every \( \delta > 0 \), there exists \( u^\delta \in L^1(Q) \) such that
\[
H(u^\delta) < +\infty \text{ and } I(u^\delta) \leq I(u) + \delta.
\]

#### 2.3.2. Boundary condition on the fractional order derivative.

We have seen from Section 2.1 that the RL fractional order derivatives require boundary conditions. In particular, if the function is not vanishing on the boundary, then singularities might arise in numerical simulation, since the computations at the inner nodes require such values. However, such conditions are often impractical in imaging applications, and inaccurate boundary conditions can easily lead to oscillations near the boundaries. Therefore, a proper treatment of the boundary conditions for problems involving fractional order derivatives is crucial.

In [15, Section 4] the authors presented a method to reduce nonzero boundary conditions to zero boundary conditions, so that numerical algorithms become applicable. For reader’s
convenience, we report the one dimension construction. Given a function \( u \in BV(I) \), with \( I = (0,1) \) denoting the unit interval, such that

\[
u(0) = a \text{ and } u(1) = b,
\]

we introduce an auxiliary function

\[
e(x) := a(1 - x) + bx,
\]

and set \( \bar{u}(x) = u(x) - e(x) \). Thus, we have

\[
\bar{u}|_{\partial I} = 0 \text{ and } \bar{u}'|_{\partial I} = 0,
\]

where the zero Neumann boundary condition is imposed by artificially extending the boundary values. That is, \( e'(0) = e'(1) = 0 \) on \( \partial I \). The construction in two dimensions can be carried out in a similar spirit, after accurate estimates of \( u(x_1, x_2) \) at the corners and edges are obtained. We refer to [15, Section 4, Remark 4] for further details.

Later in this article, we shall also see that such boundary conditions are naturally compatible with the observations from Remark 3.5.

3. Generalization of TV-type regularization and \( \Gamma \)-convergence

Let \( u_\eta \) and \( u_c \in L^2(Q) \) be the corrupted and clean images respectively. For future reference, we will refer to such pairs \((u_c, u_\eta)\) as training pairs.

**Remark 3.1.** Based on the observations from Section 2.3, we restrict our discussion to functions \( u \) such that both \( u \) and its derivatives, up to a maximal order based on the order of derivative used on \( u \), are vanishing on the boundary. For example, in [15], the order \( r \in \mathbb{R}^+ \) of \( TV^r(u) \) satisfied \( r \in (1,2) \), and hence, only functions \( u \in H^2_0(Q) \) are considered.

In general, in this paper, we consider only function

\[
u \in H^{[r]+1}_0(Q) \text{ for a given order of derivative } r \in \mathbb{R}^+.
\]

We will see later that such zero boundary conditions are compatible with fractional order derivatives.

**Remark 3.2.** The term that \( \kappa H^{[r]+1}(u) \) is added as the Huber-regularization, where \( \kappa > 0 \) is a (small) fixed parameter. The zero boundary condition is enforced by restricting \( u \) to the space \( H^{[r]+1}_0(Q) \). For example, when \( 1 < r < 2 \), we have \( u \in H^2_0(Q) \), which gives the desired zero Dirichlet and Neumann boundary conditions, used in [15]. As \( r \) increases, the zero boundary conditions given by the space \( H^{[r]+1}_0(Q) \) naturally matches with the corresponding PDE problem with order \( 2[r] \).

We next recall the definition of representable functions.

**Definition 3.3** (Representable functions). We denote by \( \Pi^r(L^1(I)) \), \( r > 0 \), the space of functions \( f \) represented by the \( r \)-order derivative of a summable function. That is,

\[
\Pi^r(L^1(I)) := \{ f \in L^1(I) : f = \Pi^r w, \ w \in L^1(I) \}.
\]

Next we recall several theorems on representable functions in one dimension, from [11].

**Theorem 3.4.** For reader’s convenience, we use a unified notation, by writing \( \Pi = d^{-r} \), \( r > 0 \).
1. [11, Theorem 2.3] Condition \( w(x) \in \Gamma'(L^1(I)) \), \( r > 0 \), is equivalent to

\[
I^{[r]+1-r}[w](x) \in W^{[r]+1,1}(I), \quad r = [r] + s
\]

and

\[(d^l)\Gamma^{[r]+1-r}[w](0) = 0, \quad l = 0, 1, \ldots, [r]. \tag{3.2}\]

2. [11, Theorem 2.5] Let \( w \in L^1(I) \) be given. The relation

\[
\Gamma^r \|w\| = \|\Gamma^r w\|
\]

is valid if one of the following conditions hold:

1. \( r_2 > 0 \), \( r_1 + r_2 > 0 \), provided that \( w \in L^1(I) \),
2. \( r_2 < 0 \), \( r_1 > 0 \), provided that \( w \in \mathbb{L}^{-r_2}(L^1(I)) \),
3. \( r_1 < 0 \), \( r_1 + r_2 < 0 \), provided that \( w \in \mathbb{L}^{-r_1-r_2}(L^1(I)) \).

3. [11, Theorem 2.6] Let \( r \in \mathbb{R}^+ \) be given.

1. The fractional order integral operators \( \Gamma^r \) form a semigroup on \( L^p(I) \), \( p \geq 1 \), which is continuous in the uniform topology for all \( r > 0 \), and strongly continuous for all \( r \geq 0 \).
2. It holds (see [11, (2.72)])

\[
\|\Gamma^r w\|_{L^1(a,b)} \leq (b - a)^r \frac{1}{r!} \|w\|_{L^1(a,b)}.
\]

Remark 3.5. Most of the results from [11] are about functions in \( \Gamma'(L^1(I)) \). In view of Theorem 3.4, Assertion 1, this is equivalent to assuming (3.2). A possible sufficient condition is, for instance, (3.1).

3.1. Extension with primal extension. In the following, by “primal” we will mean “directly on \( u \)”.

3.1.1. Extension of TV with real order derivative. Let \( r \in \mathbb{R}^+ \) be given, and write \( r = [r] + s \). We recall the definition of \( r \)-order total variation:

\[
TV^r(u) := \sup \left\{ \int_Q u \left[ \text{div}^s \text{div}^{[r]} \varphi \right] dx : \varphi \in C^\infty_c(Q; \mathbb{M}^{N \times (N^{[r]})}) \text{ and } |\varphi| \leq 1 \right\}.
\]

Next, we introduce the following functional \( I_{\alpha, r}^\kappa(u) \).

Definition 3.6. Let \( r \in [0, +\infty) \) and \( \alpha \in \mathbb{R}^+ \) be given. We define the functional \( I_{\alpha, r}^\kappa : L^1 \to [0, +\infty) \) by

\[
I_{\alpha, r}^\kappa(u) := \begin{cases} \|u - u_\eta\|_{L^2(Q)}^2 + \alpha TV^r(u) + \kappa H^{[r]+1}(u) & \text{for } u \in H_0^{[r]+1}(Q), \\ +\infty & \text{otherwise}. \end{cases}
\]

We first show that for every given \( u_\eta \in L^2(Q) \), the minimizing problem associated with \( I_{\alpha, r}^\kappa \) admits a unique solution.

Proposition 3.7. Let \( u_\eta \in L^2(Q) \) and \( (\alpha, r) \in \mathbb{T} \) be given. Then, there exists a unique \( u_{\alpha, \eta} \in H_0^{[r]+1}(Q) \) such that

\[
u_{\alpha, \eta} \in \arg\min \left\{ I_{\alpha, r}^\kappa(u) : u \in H_0^{[r]+1}(Q) \right\}.
\]

Proof. Without loss of generality, we can assume \( \alpha = 1 \). Let \( \{u_n\}_{n=1}^\infty \subset H_0^{[r]+1}(Q) \) be a sequence satisfying

\[
I_{\alpha, r}^\kappa(u_n) \leq \inf \left\{ I_{\alpha, r}^\kappa(u) : u \in H_0^{[r]+1}(Q) \right\} + 1/n. \tag{3.3}
\]
Thus, there exists a constant $C$ such that
\[
\|u_n\|_{L^2(Q)}^2 + H^{r+1}(u_n) \leq \|u_n - u_\eta\|_{L^2(Q)}^2 + \|u_\eta\|_{L^2(Q)} + H^{r+1}(u_n) \\
\leq T^\kappa_{\alpha,r}(u_n) + \|u_\eta\|_{L^2(Q)}^2 \leq C < +\infty.
\]
By Sobolev inequality, we deduce that
\[
\sup \{\|u_n\|_{W^{1,2}(Q)} : n \in \mathbb{N}\} < +\infty.
\]
Thus, up to a subsequence, there exists $u \in W^{r+1,2}(Q)$ such that
\[
u_n \to u \text{ strongly in } L^1(Q) \text{ and } u_n \rightharpoonup u \text{ weakly in } W^{r+1,2}(Q).
\]
Moreover, by the lower semicontinuity of the norm $\| \cdot \|_{H^{r+1}(Q)}$, we have $u \in H_0^{r+1}(Q)$.
Next, by Theorem 2.6, we have
\[
\liminf_{n \to \infty} TV^r(u_n) \geq TV^r(u).
\]
Combined with (3.4) gives
\[
\liminf_{n \to \infty} T^\kappa_{\alpha,r}(u_n) \geq T^\kappa_{\alpha,r}(u),
\]
which, in view of (3.3), concludes the proof.
\]

\textbf{Proposition 3.8 (Γ-convergence of $T^\kappa_{\alpha,r}$).} Given a sequence $\{(\alpha_n, r_n)\}_{n=1}^\infty \subset \mathbb{T}$ such that $(\alpha_n, r_n) \to (\alpha_0, r_0) \in \mathbb{T}$, then the functional $T^\kappa_{\alpha_n, r_n}$ Γ-converges to $T^\kappa_{\alpha_0, r_0}$ in the $L^1(Q)$ topology. That is, for any $u \in L^1(Q)$ the following two conditions hold:

\begin{enumerate}
\item[(LI)] For all sequences $\{u_n\}$ such that
\[
u_n \to u \text{ in } L^1(Q),
\]
we have
\[
T^\kappa_{\alpha_0, r_0}(u) \leq \liminf_{n \to \infty} T^\kappa_{\alpha_n, r_n}(u_n).
\]
\item[(RS)] For each $u \in BV(Q)$, there exists a sequence $\{u_n\}_{n=1}^\infty \subset BV^r(Q) \cap H_0^{r+1}$ such that
\[
u_n \to u \text{ in } L^1(Q),
\]
and
\[
\limsup_{n \to \infty} T^\kappa_{\alpha_n, r_n}(u_n) \leq T^\kappa_{\alpha_0, r_0}(u).
\]
\end{enumerate}

The proof of Proposition 3.8 is split into several steps.

\textbf{Proposition 3.9.} Given $r \in \mathbb{R}^+$, $r_n \to r$, and $u \in BV^r(Q) \cap H_0^{r+1}(Q)$, the following two assertions hold.

\begin{enumerate}
\item[1.] There exists $\{u_k\}_{k=1}^\infty \subset BV^r(Q) \cap H_0^{r+1}(Q)$ such that $u_k \to u$ strongly in $L^1(Q)$ and
\[
\lim_{r_k \to r} TV^r(u_k) = TV^r(u)
\]
\item[2.] If in addition we assume $u \in C^\infty(\bar{Q})$, we have also
\[
\lim_{r_k \to r} TV^r(u) = TV^r(u).
\]
\end{enumerate}

\textbf{Proof.} We claim separately that

\begin{enumerate}
\item[1.] for any given sequence $\{r_k\}_{k=1}^\infty \subset \mathbb{R}^+$ such that $r_k \to r_0$, it holds
\[
\liminf_{r_k \to r_0} TV^r(u) \geq TV^r(u).
\]
\end{enumerate}
2. For any given sequence \( \{r_k\}_{k=1}^{\infty} \subset \mathbb{R}^+ \) such that \( r_k \to r_0 \), then, up to a subsequence, \( u_k \to u \) strongly in \( L^1(Q) \), and
\[
\limsup_{r_k \to r_0} TV^{r_k}(u_k) \leq TV^{r_0}(u).
\]
Statement 1 can be deduced directly from the definition, and basic properties, of \( TV^r \). We focus on showing Statement 2. We split our argument into two cases.

Case 1. Assume \( r_0 \in \mathbb{R}^+ \setminus \mathbb{N} \). In this case, the proof of Assertion 2 does not rely on the boundary conditions on \( u \). Assume first \( u \in C^\infty(\bar{Q}) \), and let \( \delta > 0 \) be given. Then for each \( k \in \mathbb{N} \), we could find \( \varphi_k \in C_c^\infty(Q) \) such that
\[
TV^{r_k}(u) \leq \int_Q u \text{div}^r \varphi_k \, dx + \delta.
\] (3.5)
On the other hand, since \( u \in C^\infty(\bar{Q}) \), we have
\[
|D^r u(x)| \leq \frac{1}{|\nabla^{[r]+1} u|_{L^\infty(\bar{Q})} (1-s)\Gamma(1-s)},
\]
where \( r = |r| + s \). Hence, since \( r_k \to r_0 \in \mathbb{R}^+ \setminus \mathbb{N} \), we have
\[
\sup_k |D^r u(x)| \leq 2 \frac{1}{|\nabla^{[r_0]+1} u|_{L^\infty(\bar{Q})} (1-s_0)\Gamma(1-s_0)} < +\infty,
\]
which then gives
\[
\left| \int_Q \nabla^r u \varphi_k \, dx \right| \leq \int_Q |\nabla^r u| \, dx \leq \int_Q 2 |\nabla^{[r_0]+1} u|_{L^\infty(\bar{Q})} \frac{1}{(1-s_0)\Gamma(1-s_0)} dx + \delta < +\infty.
\] (3.6)
Also, since \( u \in C^\infty(\bar{Q}) \) and \( r_0 \in \mathbb{R}^+ \setminus \mathbb{N} \), we have
\[
\nabla^r u(x) \to \nabla^{r_0} u(x), \text{ for a.e. } x \in Q.
\]
This, combined with (3.6), allows us to apply the dominated convergence theorem, to conclude that
\[
\lim_{k \to \infty} \int_Q |\nabla^r u(x)| \, dx = \int_Q |\nabla^{r_0} u| \, dx.
\]
Together with (3.5), we have
\[
\limsup_{k \to \infty} TV^{r_k}(u) \leq \limsup_{k \to \infty} \int_Q u \text{div}^r \varphi_k \, dx + \delta \leq \limsup_{k \to \infty} \left| \int_Q \nabla^r u \varphi_k \, dx \right| + \delta
\]
\[
\leq \limsup_{k \to \infty} \int_Q |\nabla^r u| \, dx + \delta = \int_Q |\nabla^{r_0} u| \, dx + \delta.
\]
By the arbitrariness of \( \delta > 0 \), we conclude that
\[
\limsup_{k \to \infty} TV^{r_k}(u) \leq TV^{r_0}(u), \text{ for each } u \in C^\infty(\bar{Q}),
\] (3.7)
as desired.

Now, assume \( u \in BV^{r_0}(Q) \) only. By Theorem 2.6, there exists a sequence \( \{u_\varepsilon\}_{\varepsilon > 0} \subset BV^{r_0}(Q) \cap C^\infty(\bar{Q}) \) such that \( u_\varepsilon \to u \) strongly in \( L^1(Q) \) and
\[
TV^{r_0}(u_\varepsilon) \to TV^{r_0}(u), \text{ or } TV^{r_0}(u_\varepsilon) \leq TV^{r_0}(u) + O(\varepsilon).
\]
This, combined with (3.7), gives that, for each fixed \( \varepsilon > 0 \),
\[
\limsup_{k \to \infty} TV^{r_k}(u_\varepsilon) \leq TV^{r_0}(u_\varepsilon) \leq TV^{r_0}(u) + O(\varepsilon).
\]
Thus, by a diagonal argument, there exists a (not relabeled) subsequence \( u_{k} \) such that
\[
\limsup_{\varepsilon \to 0} TV^{r_{\varepsilon}}(u_{\varepsilon}) \leq TV^{r_{0}}(u),
\]
concluding the proof for this case.

**Case 2:** Assume \( r_{0} \in \mathbb{N} \). Since \( u \in H_{0}^{1}(Q) \), we extend \( u \) to all of \( \mathbb{R}^{N} \), by setting \( u = 0 \) outside of \( Q \), and let
\[
u_{\varepsilon}(x) := u(x_{\varepsilon}) \text{ for } x_{\varepsilon} := \frac{1}{1 + \varepsilon}[x - (1/2)N] + (1/2)N, \quad x \in \{x \in \mathbb{R}^{N} : \text{dist}(x, Q) \leq \varepsilon\}.
\]

Then, we have \( u_{\varepsilon}(x) \) is compactly supported in \( Q \), and in view of zero boundary condition on \( u \), we have that
\[
TV^{r}(u_{\varepsilon}) \to TV^{r}(u).
\]
In view of Theorem 2.6, it is not restrictive to impose \( u_{\varepsilon} \in C_{c}^{\infty}(Q) \). Hence, we have \( \nabla u_{\varepsilon} \to \nabla u_{\varepsilon} \) for a.e. \( x \in Q \). Then, by the dominated convergence theorem, we conclude that, for each \( \varepsilon > 0 \),
\[
TV^{r}(u_{\varepsilon}) \to TV^{r}(u_{\varepsilon}).
\]
This, combined with (3.8), gives a sequence \( u_{\varepsilon} \) such that \( u_{\varepsilon} \to u \) in \( L^{2}(Q) \) and
\[
TV^{r}(u_{\varepsilon}) \to TV^{r}(u),
\]
as desired.

**Proposition 3.10** (\( \Gamma \)-lim inf inequalities). Let \( \{\alpha_{n}, r_{n}\}_{n=1}^{\infty} \subset \mathbb{R}^{2} \) be a sequence satisfying \( r_{n} \to r_{0} \in \mathbb{R}^{+} \), and \( \alpha_{n} \to \alpha_{0} \in \mathbb{R}^{+} \). For every \( n \in \mathbb{N} \), let \( u_{n} \in BV^{r_{n}}(Q) \) be such that
\[
\sup_{n \in \mathbb{N}} I_{\alpha_{n}, r_{n}}^{\infty}(u_{n}) < +\infty.
\]
Then, there exists \( u \in BV^{r_{0}}(Q) \) such that, up to a (non-relabeled) subsequence,
\[
u_{n} \to u \text{ strongly in } L^{1}(Q),
\]
and
\[
\lim_{n \to \infty} I_{\alpha_{n}, r_{n}}^{\infty}(u_{n}) \geq I_{\alpha_{0}, r_{0}}^{\infty}(u).
\]

**Proof.** The prof can be directly inferred from Proposition 2.7, since we have \( \alpha \in \mathbb{R}^{+} \).

**3.1.2. Extending with underlying Euclidean norm.** Let \( p \in [1, +\infty] \) and \( r \in [0, +\infty) \) be given. We define the \( p \)-\((an)-isotropic real \( r \)-order total variation \( TV_{r}^{p} \) by
\[
TV_{r}^{p}(u) := \sup_{\varphi} \left\{ \int_{Q} u \text{div}^{r}[\text{div}^{r} \varphi] \, dx : \varphi \in C_{c}^{\infty}(Q; \mathbb{M}^{N \times (N^{r})}) \text{ and } |\varphi|_{\ell_{p}}^{*} \leq 1 \right\}.
\]

**Lemma 3.11.** Given \( 1 \leq q < p \leq \infty \), we have
\[
N^{1/q - 1/p} TV_{r}^{q}(u) \leq TV_{r}^{p}(u) \leq TV_{r}^{q}(u),
\]
for all \( r \in \mathbb{R}^{+} \) and \( u \in BV^{r}(Q) \).

**Proof.** Let \( 1 \leq q < p \leq +\infty \) be given. From Remark 2.4 we have
\[
N^{1/p - 1/q} |\varphi(x)|_{\ell_{p}}^{*} \leq |\varphi(x)|_{\ell_{q}}^{*} \leq |\varphi(x)|_{\ell_{p}}^{*},
\]
for all \( \varphi \in C_{c}^{\infty}(Q; \mathbb{R}^{N}) \), and \( x \in Q \). That is, for any \( \varphi \in C_{c}^{\infty}(Q; \mathbb{R}^{N}) \) such that \( |\varphi(x)|_{\ell_{p}}^{*} \leq 1 \), we have \( |\varphi(x)|_{\ell_{q}}^{*} \leq 1 \), and combined with (3.9), gives
\[
TV_{r_{0}}^{q}(u) \leq TV_{r_{0}}^{q}(u),
\]
for any $u \in BV^r(Q)$. Similarly, we use the left hand side of (3.10) to conclude that
\[
N^{1/q - 1/p} TV_{\ell^p}^r(u) \leq TV_{\ell^p}^r(u),
\]
as desired.

**Definition 3.12.** Let $r \in [0, +\infty)$ and $\alpha \in \mathbb{R}^+$ be given. Let
\[
T_{\alpha, r, p}^\kappa(u) := \begin{cases} \|u - u_0\|_{L^2(Q)}^2 + \alpha TV_{\ell^p}^r(u) + \kappa H^{[r]+1}(u) & \text{for } u \in H_0^{[r]+1}(Q), \\ +\infty & \text{otherwise}. \end{cases}
\]

**Proposition 3.13** ($\Gamma$-convergence of $\mathcal{F}_{\alpha, r, p}$ functional). Let $\{\{\alpha_n, r_n, p_n\}\}_{n=1}^\infty \subset \mathbb{T}$ be a sequence such that $(\alpha_n, r_n, p_n) \to (\alpha_0, r_0, p_0) \in \mathbb{T}$. Then, the functional $T_{\alpha_n, r_n, p_n}^\kappa$ $\Gamma$-converges to $T_{\alpha_0, r_0, p_0}^\kappa$ in the $L^1(Q)$ topology. That is, for every $u \in L^1(Q)$ the following two conditions hold:

(LI) if $u_n \to u$ in $L^1(Q)$,
then
\[
T_{\alpha_n, r_n, p_n}^\kappa(u_n) \leq \liminf_{n \to +\infty} T_{\alpha_n, r_n, p_n}^\kappa(u_n).
\]

(RS) for each $u \in BV^r(Q) \cap H_0^{[r]+1}(Q)$, there exists $\{u_n\}_{n=1}^\infty \subset BV^r(Q) \cap H_0^{[r]+1}$ such that $u_n \to u$ in $L^1(Q)$,
and
\[
\limsup_{n \to +\infty} T_{\alpha_n, r_n, p_n}^\kappa(u_n) \leq T_{\alpha_0, r_0, p_0}^\kappa(u).
\]

**Proof.** We prove the lim inf inequality first. Consider a sequence $p_n \to p$. From Lemma 3.11, we have, for each $n \in \mathbb{N}$,
\[
TV_{\ell^p}^r(u_n) \geq N^{-1/p_n - 1/p} TV_{\ell^p}^r(u_n),
\]
and in view of (LI) from Proposition 3.8, it gives
\[
\liminf_{n \to +\infty} TV_{\ell^p}^r(u_n) \geq \left(\liminf_{n \to +\infty} N^{-1/p_n - 1/p}\right) \left(\liminf_{n \to +\infty} TV_{\ell^p}^r(u_n)\right) \geq TV_{\ell^p}^r(u).
\]
We analyze this proposition under the assumption $\alpha_n = 1$ for all $n \in \mathbb{N}$. The thesis for a general sequence $\{\alpha_n\}_{n=1}^\infty$ follows by straightforward adaptations.

Fix $\varepsilon > 0$. We first assume $p_n \nearrow p$. That is, $p_n^* \nearrow p^*$. In view of (3.9), we may choose $\varphi_n \in C_c(Q; \mathbb{R}^2)$ such that $|\varphi_n|_{p_n^*} \leq 1$ and
\[
TV_{p_n}(u) \leq \int_Q u \text{div}\varphi_n \, dx + \varepsilon. \tag{3.11}
\]
Since $p_n^* \nearrow p^*$, we have $|\varphi_n|_{p^*} \leq |\varphi_n|_{p_n^*} \leq 1$, and
\[
\int_Q u \text{div}\varphi_n \, dx \leq TV_p(u)
\]
for each $n \in \mathbb{N}$. This, together with (3.11), gives
\[
\limsup_{n \to +\infty} TV_{p_n}(u) \leq \limsup_{n \to +\infty} \int_Q u \text{div}\varphi_n \, dx + \limsup_{n \to +\infty} \varepsilon \leq \limsup_{n \to +\infty} TV_p(u) + \varepsilon = TV_p(u) + \varepsilon, \tag{3.12}
\]
and we conclude by taking the limit $\varepsilon \searrow 0$. 

Now we consider the case $p_n \not\to p$, i.e., $p_n^* \wedge p^*$. We take again a sequence $\{\varphi_n\}_{n=1}^\infty \subset C_0^\infty(Q;\mathbb{R}^2)$ such that $|\varphi_n|_{p^*_n} \leq 1$ for each $n \in \mathbb{N}$, and (3.11) holds. In view of (2.3), for each $n$ we have

$$N^{1/p^*_n,1/p^*} |\varphi_n|_{p^n} \leq |\varphi_n|_{p^n} \leq 1.$$ 

That is,

$$N^{1/p^*_n,1/p^*} \int_Q u \, \text{div} \varphi_n \, dx \leq TV_p(u).$$

This, combined with (3.12), gives

$$\limsup_{n \to \infty} TV_{p_n}(u) \leq \limsup_{n \to \infty} N^{1/p^*_n,1/p^*} TV_p(u) + \varepsilon = TV_p(u) + \varepsilon,$$

and we conclude this proposition by letting $\varepsilon \searrow 0$. □

3.2. Extension with infimal convolution. This extension is done by adding some auxiliary functions. We start by reviewing the definition of total generalized variation, namely the $TGV^*$ seminorm.

For a given function $u \in L^1(Q)$, we define the second order total generalized variation $TGV^2_{\alpha}$ (where $\alpha = (\alpha_0, \alpha_1) \in \mathbb{R}_+^2$) by

$$TGV^2_{\alpha}(u) := \inf \left\{ \alpha_0 |\nabla u - v|_{L^1(M_0)} + \alpha_1 |\mathcal{E}v|_{L^1(M_0)} : v \in BD(Q;\mathbb{R}^N) \right\},$$

where $\mathcal{E}v := (\nabla v + (\nabla v)^T)/2$ denotes the symmetric derivative of $v \in L^1(Q;\mathbb{R}^N)$. Incorporating with the Huber-regularization introduced in Section 2.3, we define the $TGV^{2,\kappa}_{\alpha}$ seminorm by

$$TGV^{2,\kappa}_{\alpha}(u) := \min \left\{ \alpha_0 |\nabla u - v|_{L^1(M_0)} + \alpha_1 [\mathcal{E}v|_{M_0} + \kappa H^1(v)] : v \in H^1_0(Q;\mathbb{R}^N) \right\},$$

where the zero Dirichlet boundary condition on $v$ is imposed to enforce the zero Neumann boundary condition on $u$.

Similarly, we could define the non-symmetric second order total generalized variation $NsTGV^{2,\kappa}_{\alpha}$ with Huber-regularization by

$$NsTGV^{2,\kappa}_{\alpha}(u) := \min \left\{ \alpha_0 |\nabla u - v|_{L^1(M_0)} + \alpha_1 [\nabla v|_{M_0} + \kappa H^1(v)] : v \in H^1_0(Q;\mathbb{R}^N) \right\}.$$

We remark that $NsTGV^2$ is known to provide, in general, more accurate results compared to $TGV^2_{\alpha}$, but with a higher computational cost. For more properties of $TGV$ and $NsTGV$, we refer to [14].

Also, we could further extend $NsTGV^{2,\kappa}$ and $TGV^{2,\kappa}$ to higher order $NsTGV^{k,\kappa}_{\alpha}$ and $TGV^{k,\kappa}_{\alpha}$, $k \in \mathbb{N}$, via

$$NsTGV^{k,\kappa}_{\alpha}(u) := \inf \left\{ \alpha_0 |\nabla u - v_0|_{L^1(M_0)} + \alpha_1 |\nabla v_0 - v_1|_{L^1(M_0)} + \alpha_2 |\nabla v_1 - v_2|_{L^1(M_0)} + \cdots + \alpha_{k-1} |\nabla v_{k-2} - v_{k-1}|_{L^1(M_0)} + \alpha_k [TV(v_{k-1}) + \kappa H^1(v_{k-1})],

v_i \in BV(Q;\mathbb{R}^N) \text{ for } 0 \leq i \leq k-2, \ v_{k-1} \in H^1_0(Q;\mathbb{R}^N), \right\},$$

and similarly in $TGV^{k,\kappa}_{\alpha}$ by replacing $\nabla v_l$ with $\mathcal{E}v_l$, for $l = 0, \ldots, k-1$. 
3.2.1. The real r-order $TGV^r$ seminorm. Let the Huber-regularization parameter $0 < \kappa \ll 1$ be given, we denote by $\Pi$ the collection of seminorms

$$\Pi := \{ TV^s(v) + \kappa H^1(v) : 0 \leq s \leq 1 \}. \quad (3.13)$$

In next proposition we claim that the collection $\Pi$ satisfies the properties defined in [4, Definition 3.4], provided we are under [4, Assumptions 3.2 & 3.3].

**Proposition 3.14.** We collect several properties regarding to seminorm $TV^s(u)$ and function $v \in BV^s(Q; R^N) \cap H^1_0(Q; R^N)$ with zero boundary conditions.

1. The null space of the seminorm $TV^s(\cdot) + \kappa H^1(\cdot)$ has finite dimension.
2. For every $v \in BV^s(Q; R^N) \cap H^1_0(Q; R^N)$ there exists $\{u_n\}_{n=1}^\infty \subset C^\infty(Q, R^N)$ such that $u_n \to u$ strongly in $L^1(Q; R^N)$ and $TV^s(v_n) + H^1(v_n) \to TV^s(v) + H^1(v)$;
3. Let $\{v_n\}_{n=1}^\infty \subset H^1_0(Q; R^N)$ and $\{\sigma_n\}_{n=1}^\infty \subset [\sigma, 1 - \sigma]$ be such that

$$\sup \{ \|v_n\|_{L^1(Q; R^N)} + TV^s(v_n) + \kappa H^1(v_n) : n \in \mathbb{N} \} \leq +\infty. \quad (3.14)$$

Then there exist $v \in BV^s(Q; R^N) \cap H^1_0(Q; R^N)$ such that, up to a subsequence (not relabeled),

$$v_n \to v \text{ strongly in } L^1(Q; R^N),$$

and

$$\liminf_{n \to \infty} TV^s(v_n) + \kappa H^1(v_n) \geq TV^s(v) + \kappa H^1(v). \quad (3.16)$$

**Proof.** Assertion 1 follows directly from the definition of $H^1$, and Assertion 2 can be deduced from Theorem 2.6, since $v \in H^1_0(Q; R^N)$ has zero boundary conditions.

For Assertion 3, let $\{v_n\}_{n=1}^\infty \subset H^1_0(Q; R^N)$ be a sequence satisfying (3.14). Then, by the compact embedding properties of $H^1_0$, we have the existence of $v \in H^1_0(Q)$ such that (3.15) holds. Finally, by Theorem 2.5, we conclude (3.16), completing the proof. \(\square\)

We next introduce the real-r-order total generalized variation $TGV^{r, \kappa}$, with the embedded Huber-regularization. Recall for any $r \in R^+$, we write $r = k + s$, with $k = \lceil r \rceil$ and $s \in [0, 1)$.

**Definition 3.15** (The $TGV^{r, \kappa}$ seminorms). Let $r = k + s \in R^+$ be given, and let $\alpha = (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k) \in R^{k+1}_+$. For every $u \in L^1(Q)$, we define its real order $TGV^{r, \kappa}$ seminorm as follows.

Case 1. for $k = 1$, i.e. $\alpha = (\alpha_0, \alpha_1) \in R^2_+$, set

$$NsTGV^{1+s, \kappa}(u) := \inf \left\{ \alpha_0 \|\nabla u - sv_0\|_{M^k(Q)} + \alpha_1 s [TV^s(v_0) + \kappa H^1(v_0)] : v_0 \in H^1_0(Q; R^N) \right\}. \quad (3.17)$$

Case 2. for $k > 1$, set

$$NsTGV^{k+s, \kappa}(u) := \inf \left\{ \alpha_0 \|\nabla u - v_0\|_{M^k(Q)} + \alpha_1 \|\nabla v_0 - v_1\|_{M^{k-1}(Q)} + \right.$$ 

$$+ \alpha_{k-1} \|\nabla v_{k-2} - sv_{k-1}\|_{M^{k-1}(Q)} + \alpha_k s [TV^s(v_{k-1}) + \kappa H^1(v_{k-1})],$$

$$v_i \in BV(Q; M^{N_i}) \text{ for } 0 \leq i \leq k - 2, ~ v_{k-1} \in H^1_0(Q; M^{N_{k-1}}) \right\}. \quad (3.17)$$
Moreover, we say that $u$ belongs to the space of functions with $r$-order bounded total generalized variation, and we write $u \in BGV^r_\alpha(Q)$, if
\[ \|u\|_{BGV^r_\alpha(Q)} := \|u\|_{L^1(Q)} + TGV^r_\alpha(u) < +\infty, \]
where we again set $r = k + s$, with $0 \leq s < 1$, $k = \lfloor r \rfloor \in \mathbb{N}$, $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k) \in \mathbb{R}^{k+1}$. Additionally, we write $u \in BGV^r_\beta(Q)$ if there exists $\alpha \in \mathbb{R}^{k+1}$ such that $u \in BGV^r_\alpha(Q)$. Note that if $u \in BGV^{k+s}_\alpha(Q)$ for some $\alpha \in \mathbb{R}^{k+1}$, then $u \in BGV^{k+s}_\beta(Q)$ for every $\beta \in \mathbb{R}^{k+1}$.

**Remark 3.16.** Definition 3.15 matches with the general framework used in [4, Definition 3.6]. Moreover, since the collection II, defined in (3.13), satisfies [4, Assumptions 3.2 & 3.3], most of the results presented in [4, Section 3, 4, and 5] are still valid. We collect the relevant results in the next proposition.

**Proposition 3.17.** Recall $TGV^{r,\kappa}$ defined in Definition 3.15, with collection II from (3.13).

1. [4, Proposition 3.8] Let $u \in L^1(Q)$ be given, and recall the definition of $TGV^{r,\kappa}(u)$ from Definition 3.15. Then, for every $r \geq 1$, $TGV^{r,\kappa}(u) < +\infty$ if and only if $u \in BV(Q)$. In particular,
\[ TGV^{r,\kappa}(u) \leq TV(u). \tag{3.18} \]

2. [4, Proposition 3.9] Let $u \in BV(Q)$ be given. Then the infimum in (3.17) is attained by a unique function $v = (v_0, \ldots, v_{k-1})$, with $v_l \in BV(Q; \mathbb{M}^{\kappa+1})$ for $l = 0, \ldots, k-2$ and $v_{k-1} \in BV(Q; \mathbb{M}^\kappa)$.

3. (Asymptotic behavior [4, Proposition 3.10]) For all $u \in BV(Q)$ and $s_n \to s \in (0,1)$, up to a (non-related) subsequence, it holds
\[ \lim_{s_n \to s} TGV^{k+s,\kappa}_\alpha(u) = TGV^{k+s,\kappa}_\alpha(u). \]

Note that the asymptotic behavior provided in Statement 3, Proposition 3.17 only allows sequences $s_n \to s \in (0,1)$, i.e., $s \neq 0,1$. We study those two boundary cases in the following proposition.

**Proposition 3.18.** For every $u \in BV(Q)$ and $s_n \to s \in \{0,1\}$, up to a (non-related) subsequence, it holds
\[ \lim_{s_n \to s} TGV^{k+s,\kappa}_\alpha(u) = TGV^{k+s,\kappa}_\alpha(u). \]

**Proof.** We assume that $r \in [1,2]$. Then case $r \geq 2$ can be dealt analogously. Also, since $\alpha \in \mathbb{R}^2$ is fixed in this argument, for brevity we write $TGV$ instead of $TGV_\alpha$.

We write $r_n = 1 + s_n$, $s_n \in [0,1]$. Consider the case $s_n \searrow 0$ first, and by (3.18) we get
\[ \limsup_{s_n \to 0} TGV^{1+s_n,\kappa}_\alpha(u) \leq TV(u). \]

We next show the limit inf inequality. From Proposition 3.17, Assertion 2, we have a sequence $\{v^n_0\}_{n=1}^\infty \subset C^\infty(Q)$, such that, for each $n \in \mathbb{N}$, $T[v^n_0] = 0$, and
\[
|s_nv^n_0|_{\mathcal{M}_0} + |\nabla v^n_0(s_nv^n_0)|_{\mathcal{M}_1(Q)} + |\nabla v^n_0(s_nv^n_0)|_{L^2(Q)} \\
\leq |\nabla u - s_nv^n_0|_{\mathcal{M}_1(Q)} + |\nabla u|_{\mathcal{M}_1(Q)} + |\nabla v^n_0(s_nv^n_0)|_{\mathcal{M}_0} + |\nabla v^n_0(s_nv^n_0)|_{L^2(Q)} \\
\leq 2TV(u) < +\infty.
\]

Thus, there exists $v \in L^1(Q)$ such that $s_nv^n_0 \to v_0$, and
\[ \liminf_{n \to \infty} |\nabla v^n_0(s_nv^n_0)|_{\mathcal{M}_1(Q)} + |\nabla v^n_0(s_nv^n_0)|_{L^2(Q)} \geq \|v_0\|_{L^1(Q)}. \]
Thus,
\[ |\nabla u|_{\mathcal{M}_h(Q)} \leq |\nabla u - v_0|_{\mathcal{M}_h(Q)} + \|v_0\|_{L^1(Q)} \]
\[ \leq \liminf_{n \to \infty} |\nabla u - s_n v_n|_{\mathcal{M}_h(Q)} + |\nabla s_n (s_n v_n^s)|_{\mathcal{M}_h} + \kappa \|\nabla (s_n v_n^s)\|_{L^2(Q)} \]
\[ \leq \liminf_{n \to \infty} TGV^{1+s_n,\kappa}(u_n) \quad (3.19) \]
and the proof is complete for the case \( s_n \searrow 0 \).

We next assume that \( s_n \nearrow 1 \). Consider a \( v_0 \) such that \( T[v_0] = 0 \), and
\[ |\nabla u - v_0|_{\mathcal{M}_h(Q)} + TV(v_0) + \kappa H^1(v_0) \leq TGV^2(u) + \delta. \]
Then, by Proposition ?? we have \( v_0^n \) such that \( v_0^n \to v_0 \) strongly in \( L^1(Q) \), and
\[ \limsup_{n \to \infty} TV^{s_n}(v_0^n) \leq TV(v_0) \]
\[ \text{and} \quad \limsup_{n \to \infty} H^1(v_0^n) \leq H^1(v_0) \]
Thus, we have
\[ \limsup_{n \to \infty} TGV^{1+s_n,\kappa}(u) \leq \limsup_{n \to \infty} |\nabla u - s_n v_0^n|_{\mathcal{M}_h(Q)} + s_n [TV^{s_n}(v_0^n) + \kappa H^1(v_0^n)] \]
\[ \leq |\nabla u - v_0|_{\mathcal{M}_h} + TV(v_0) + \kappa H^1(v_0) \leq TGV^2(u) + \delta. \]
Since \( \delta > 0 \) is arbitrarily, we conclude
\[ \limsup_{n \to \infty} TGV^{1+s_n,\kappa}(u) \leq TGV^2(u). \]
The liminf inequality can be achieved in a similar way. Let \( v_0^n \) be such that
\[ |\nabla u - v_0^n|_{\mathcal{M}_h(Q)} + s_n TV^{s_n}(v_0^n) + \kappa H^1(v_0^n) = TGV^{1+s_n,\kappa}(u). \]
Hence, up to a subsequence, we have \( v_0^n \to \bar{v} \) and \( T[v_0^n] \to T[\bar{v}] \) strongly in \( L^1(Q) \) and \( L^1(\partial Q) \) respectively. Therefore,
\[ \liminf_{s_n \nearrow 1} TGV^{1+s_n,\kappa}(u) \geq \liminf_{n \to \infty} |\nabla u - v_0^n|_{\mathcal{M}_h(Q)} + s_n TV^{s_n}(v_0^n) + \kappa H^1(v_0^n) \]
\[ \geq |\nabla u - \bar{v}|_{\mathcal{M}_h(Q)} + TV(\bar{v}) + \kappa H^1(\bar{v}) \geq TGV^2(u), \]
concluding the proof.

\[ \square \]

**Definition 3.19.** Let \( r \in \mathbb{R}^+ \) and \( \alpha \in \mathbb{R}^{[r]+1} \) be given. We define the functional \( T_{\alpha,r}^\kappa : L^1(Q) \to [0, \infty) \) by
\[ T_{\alpha,r}^\kappa(u) := \begin{cases} \|u - u_n\|^2_{L^2(Q)} + TGV_{\alpha,r}^{\kappa}(u) + \kappa H^2(u) & \text{if } u \in H_0^2(Q), \\ +\infty & \text{otherwise.} \end{cases} \]

**Theorem 3.20.** Let \( \{r_n\}_{n=1}^\infty \subset [1,T] \) and \( \{\alpha_n\}_{n=1}^\infty \subset \mathbb{R}^{[r_n]+1} \) be given, satisfying \( r_n \to r \) and \( \alpha_n \to \alpha \). Then the functionals \( T_{\alpha_n,r_n}^\kappa \Gamma\text{-converge to } T_{\alpha,r}^\kappa \text{ in the } L^1(Q) \text{ topology. That is, for every } u \in BV(Q), \text{ the following two conditions hold.} \)

**(Liminf inequality)** If \( u_n \to u \text{ in } L^1(Q) \) for \( u \in H_0^2(Q) \)

then
\[ T_{\alpha,r}^\kappa(u) \leq \liminf_{n \to \infty} T_{\alpha_n,r_n}^\kappa(u_n). \]

**(Recovery sequence)** For each \( u \in H_0^2(Q) \), there exists \( \{u_n\}_{n=1}^\infty \subset H_0^2(Q) \) such that
\[ u_n \to u \text{ in } L^1(Q) \]

and
\[ T_{\alpha,r}^\kappa(u) \leq \liminf_{n \to \infty} T_{\alpha_n,r_n}^\kappa(u_n). \]
Proposition 3.21. Let \( \{r_n\}_{n=1}^\infty \subset [1, T] \) and \( \{\alpha_n\}_{n=1}^\infty \subset \mathbb{R}_{+}^{[r]+1} \) be given, satisfying \( r_n \to r \) and \( \alpha_n \to \alpha \in \mathbb{R}^{[r]+1}. \) For every \( n \in \mathbb{N}, \) let \( u_n \in H_0^T(Q) \) be such that\[
\sup \{T_{\alpha_n,r_n}(u_n) : n \in \mathbb{N}\} < +\infty.
\]
Then there exists \( u \in H_0^T(Q) \) such that, up to a (not relabeled) subsequence,\[
u_n \to u \text{ weakly in } H_0^T(Q)
\]and
\[
\liminf_{n \to \infty} TV^{r_n,\kappa}(u_n) \geq TV^{r,\kappa}(u),
\]
with
\[
\liminf_{n \to \infty} T^{\kappa}_{\alpha_n,r_n}(u_n) \geq T^{\kappa}_{\alpha,r}(u).
\]

Proof. We again consider only the case \( \{r_n\}_{n=1}^\infty \subset [1, 2], \) and the case \( \{r_n\}_{n=1}^\infty \subset [2, T] \) (when \( T > 2 \)) can be dealt with analogously.

In view of the Huber-regularization \( \kappa H^2(u), \) we have (3.20) immediately. Next, write \( r_n = 1 + s_n, \) \( s_n \in [0, 1]. \) Assume \( s_n \to s \in (0, 1] \) first. In this case, Proposition 3.14 holds for \( TV^{s_n}, \) and by [4, Proposition 4.4], we infer (3.21) and (3.22).

Now assume \( s_n \searrow 0. \) The proof is similar to that from Proposition 3.18. Without loss of generality, we can assume that \( \alpha_n = 1, \) and let \( \{v_n\}_{n=1}^\infty \subset L^1(Q; \mathbb{R}^N) \) be such that\[
TV^{1+s_n,\kappa}(u_n) = |\nabla u_n - s_nv_n^0|_{M(\alpha)} + s_nTV^{s_n}(v_n^0) + \kappa H^1(v_n^0) + 1 < +\infty.
\]
Then, we have, for sufficiently large \( n \in \mathbb{N}, \)
\[
|s_nv_n^0|_{M(\alpha)} + s_nTV^{s_n}(v_n^0) + \kappa H^1(v_n^0) \leq TV(u) + 1 < +\infty.
\]
Then, by the same computations from (3.19), and by (3.20), we conclude that\[
\liminf_{n \to \infty} TV^{1+s_n,\kappa}(u_n) \geq TV(u),
\]
and hence (3.22), as desired.

Proposition 3.22. Let \( \{r_n\}_{n=1}^\infty \subset [1, T] \) and \( \{\alpha_n\}_{n=1}^\infty \subset \mathbb{R}_{+}^{[r]+1} \) be given, satisfying \( r_n \to r \) and \( \alpha_n \to \alpha \in \mathbb{R}^{[r]+1}. \) Then for every \( u \in H_0^T(Q) \) there exists \( \{u_n\}_{n=1}^\infty \subset H_0^T(Q) \) such that \( u_n \to u \) in \( H^{-1}(Q) \), and\[
\limsup_{n \to \infty} TV^{r_n,\kappa}(u_n) \leq TV^{r,\kappa}(u).
\]

Proof. This is a direct consequence of Proposition 3.18 by choosing \( u_n = u. \)

Proposition 3.23. Let \( u_n \in L^2(Q). \) Let \( r \in [1, T], \) and let \( \alpha \in \mathbb{R}^{[r]+1}. \) Then, there exists a unique \( u_{\alpha,r} \in H_0^T(Q) \) such that
\[
u_{\alpha,r} = \arg\min \left\{ \|u - u_n\|_{L^2(Q)}^2 + TV^{r,\kappa}(u) + \kappa H^2(u) : u \in H_0^T(Q) \right\}.
\]

Proof. The proof can be directly concluded from [4, Proposition 5.3] for \( r \in \mathbb{R}^+ \setminus \mathbb{N}. \) The case that \( r \in \mathbb{N} \) can be obtained from the standard \( TV \) result.
We define the symmetric derivative by
\[ \mathcal{E}^s v := \frac{1}{2} [\nabla^s v + (\nabla^s v)^T] \, . \]

**Proposition 3.24.** We collect several properties of seminorm \(|\mathcal{E}^s v|_{\mathcal{M}_s(Q)}\), with function \(v \in BV^s(Q; \mathbb{R}^N) \cap H^1_0(Q; \mathbb{R}^N)\) with zero boundary conditions.

1. The null space of seminorm \(|\mathcal{E}^s v|_{\mathcal{M}_s(Q)} + \kappa H^1(v)\) has finite dimension.
2. For every \(v \in BV^s(Q; \mathbb{R}^N) \cap H^1_0(Q; \mathbb{R}^N)\) there exists \(\{u_n\}_{n=1}^\infty \subset C^\infty(Q; \mathbb{R}^N)\) such that \(u_n \to u\) a.e., and we write \(|\mathcal{E}^s v_n|_{\mathcal{M}_s(Q)} + H^1(v_n) \to |\mathcal{E}^s v|_{\mathcal{M}_s(Q)} + H^1(v)\);
3. Let \(\{v_n\}_{n=1}^\infty \subset H^1_0(Q; \mathbb{R}^N)\) and \(\{s_n\}_{n=1}^\infty \subset [\sigma, 1 - \sigma]\) be such that
   \[ \sup \left\{ \|v_n\|_{L^1(Q; \mathbb{R}^N)} + |\mathcal{E}^s v_n|_{\mathcal{M}_s(Q)} + \kappa H^1(v_n) : n \in \mathbb{N} \right\} < +\infty. \]
   Then there exist \(v \in BV^s(Q; \mathbb{R}^N) \cap H^1_0(Q; \mathbb{R}^N)\) such that, up to a subsequence (not relabeled), \(v_n \to v\) strongly in \(L^1(Q; \mathbb{R}^N)\), and
   \[ \liminf_{n \to \infty} |\mathcal{E}^s v_n|_{\mathcal{M}_s(Q)} + \kappa H^1(v_n) \geq |\mathcal{E}^s v|_{\mathcal{M}_s(Q)} + \kappa H^1(v). \] (3.23)

*Proof.* We prove the lower semi-continuity. Since \(v_n = (v^1_n, v^2_n) \in H^1_0(Q; \mathbb{R}^N)\), \(\nabla v\) is defined a.e., and we write \(\nabla v = [\partial_1 v_1, \partial_2 v_1; \partial_1 v_2, \partial_2 v_2]\). By the zero boundary condition, we have \(\partial_i v_{j,n} \to \partial_i v_j\) a.e. for \(i, j \in \{1, 2\}\).

Thus, by Fatou’s lemma, we conclude that
\[ \liminf_{n \to \infty} |\mathcal{E}^s v_n|_{\mathcal{M}_s(Q)} \geq |\mathcal{E}^s v|_{\mathcal{M}_s(Q)}, \]
and hence (3.23), as desired. \(\square\)

Thus, Proposition 3.24 shows that the collection
\[ \Pi := \left\{ |\mathcal{E}^s v|_{\mathcal{M}_s(Q)} + \kappa H^1(v) : 0 \leq s \leq 1 \right\}, \]
satisfies [4, Assumptions 3.2 & 3.3], and also the argument used in Proposition 3.18. Therefore, the functional
\[ T^s_{\alpha, r}(u) := \left\{ \begin{array}{ll} \|u - u^\eta\|_{L^2(Q)}^2 + TGV_{\alpha}^{r,s}(u) + \kappa H^2(u) & \text{if } u \in H^1_0(Q), \\ +\infty & \text{otherwise.} \end{array} \right. \]
satisfies the \(\Gamma\)-convergence results from Theorem 3.20.

**Remark 3.25.** We shall only work in the \(NaGTV\) framework from now, as we know from Proposition 3.24 that \(|\mathcal{E}^s v|_{\mathcal{M}_s(Q)}\) and \(|\nabla v|_{\mathcal{M}_s(Q)}\) behave quite similarly, due to the presence of the Huber-regularization term \(\kappa H^1(v)\).
3.2.2. The real r-order NsTGV\(^r\) seminorm with underlying Euclidean norm. We define the (finite) mass of a vector-valued measure \(\mu: \mathbb{Q} \to \mathbb{R}^N\), with underlying Euclidean \(L^p\) norm, by

\[
|\mu|_{M^r_p(Q;\mathbb{R}^N)} := \sup \left\{ \int_Q \varphi \, d\mu : \varphi \in C_c^\infty(Q;\mathbb{R}^N), \ |\varphi|_{\ell^p} \leq 1 \right\}.
\]

**Definition 3.26.** Let \(r \in \mathbb{R}^+\) be given, and write \(r = k + s\), \(k = \lfloor r \rfloor\), and let \(\alpha = (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k) \in \mathbb{R}^{k+1}_+\), and \(p = (p_0, p_1, \ldots, p_k) \in [1, +\infty]^{k+1}\). For every \(u \in L^1(Q)\), we define its fractional TGV\(^{k+s}\) seminorm as follows.

**Case 1.** For \(k = 1\), thus \(\alpha = (\alpha_0, \alpha_1) \in \mathbb{R}^2_+\) and \(p = (p_0, p_1) \in [1, +\infty]^2\), we set

\[
N_{sTGV}^{1+s,\kappa}(u) := \inf \left\{ \alpha_0 |\nabla u - sv_0|_{M^p_{p_0}(Q;\mathbb{R}^N)} + \alpha_1 s[ TV^p_{\ell^p_1}(v_0) + \kappa H^1(v_0) ] : v_0 \in H^1_0(Q;\mathbb{R}^N) \right\}.
\]

**Case 2.** For \(k > 1\), we set

\[
N_{sTGV}^{k+s,\kappa}(u) := \inf \left\{ \alpha_0 |\nabla u - sv_0|_{M^p_{p_0}(Q)} + \alpha_1 |\nabla v_0 - v_1|_{M^p_{p_1}(Q)} + \alpha_{k-1} |\nabla v_{k-2} - sv_{k-1}|_{M^p_{p_{k-1}}(Q)} + \alpha_k s[ TV^p_{\ell^p_1}(v_{k-1}) + \kappa H^1(v_{k-1})],
\]

\[
v_i \in BV(Q;\mathbb{M}_N) \text{ for } 0 \leq i \leq k-2, \ v_{k-1} \in H^1_0(Q;\mathbb{M}_N^{N+1(r)}) \right\}.
\]

3.3. Infimal convolution RVL. We finally arrive at our proposed regularizer, which unifies all the regularizers introduced above. Recall we write \(r_2 = k+s\), where \(k \in \mathbb{N}\) and \(s \in [0, 1)\).

**Definition 3.27 (The RVL\(^r\) seminorms).** Let \(r = (r_1, r_2) \in \mathbb{R}^2_+\) and let \(\alpha = (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k) \in \mathbb{R}^{k+1}_+\) and \(p = (p_0, p_1, \ldots, p_k) \in [1, +\infty]^{k+1}\). For every \(u \in L^1(Q)\), we define the unified RVL\(^{r,\kappa}\) seminorm as follows.

**Case 1.** For \(k = 1\), then \(\alpha = (\alpha_0, \alpha_1) \in \mathbb{R}^2_+\) and \(p = (p_0, p_1) \in [1, +\infty]^2\),

\[
\text{RVL}^{r,\kappa}_{\alpha,p}(u) := \inf \left\{ \alpha_0 |\nabla^{r_1} u - sv_0|_{M^p_{p_0}(Q)} + \alpha_1 s[ TV^p_{\ell^p_1}(v_0) + \kappa H^1(v_0) ] : v_0 \in H^1_0(Q;\mathbb{R}^N) \right\}.
\]

**Case 2.** For \(k > 1\),

\[
\text{RVL}^{r,\kappa}_{\alpha,p}(u) := \inf \left\{ \alpha_0 |\nabla^{r_1} u - sv_0|_{M^p_{p_0}(Q)} + \alpha_1 |\nabla v_0 - v_1|_{M^p_{p_1}(Q)} + \alpha_{k-1} |\nabla v_{k-2} - sv_{k-1}|_{M^p_{p_{k-1}}(Q)} + \alpha_k s[ TV^p_{\ell^p_1}(v_{k-1}) + \kappa H^1(v_{k-1})],
\]

\[
v_i \in BV(Q;\mathbb{M}_N) \text{ for } 0 \leq i \leq k-2, \ v_{k-1} \in H^1_0(Q;\mathbb{M}_N^{N+1}) \right\}.
\]

Then, for given \(r = (r_1, r_2) \in \mathbb{R}^2_+\), \(\alpha \in \mathbb{R}^{r_2+1}_+\), and \(p \in [1, +\infty]^{r_2+1}\), we define the functional \(T_{\alpha,r:p}^\kappa: L^1(Q) \to [0, +\infty]\) by

\[
T_{\alpha,r:p}^\kappa(u) := \left\{ \begin{array}{ll}
\|u - u_0\|_{L^2(Q)}^2 + \text{RVL}^{r,\kappa}_{\alpha,p}(u) + \kappa H^{[r_1]+1}(u) & \text{if } u \in H^{[r_1]+1}_0(Q), \\
+\infty & \text{otherwise}.
\end{array} \right.
\]

**Remark 3.28.** For parameter \(r = (r_1, r_2)\) which controls the order of RVL regularizer, we call \(r_1\) the primal order (as it directly works on \(u\)) and \(r_2\) the auxiliary order (as it controls how we defines the order of auxiliary variable \(v\)).

**Theorem 3.29.** Let \(\{r_n\}_{n=1}^\infty = \{(r_{1,n}, r_{2,n})\}_{n=1}^\infty \subset [1, T]^2\), \(\{\alpha_n\}_{n=1}^\infty \subset \mathbb{R}^{r_{2,n}+1}_+\), and \(\{p_n\}_{n=1}^\infty \subset [1, +\infty]^{r_{2,n}+1}\) be given, satisfying \(r_n \to r\), \(\alpha_n \to \alpha\), and \(p_n \to p\). Then the functionals \(T_{\alpha_n,r_{1,n},p_n}^\kappa\) \(\Gamma\)-converge to \(T_{\alpha,r_1,r_2,p}^\kappa\) in the \(L^1(Q)\) topology. That is, for every \(u \in BV(Q)\) the following two conditions hold.
(Limiinf inequality) If
\[ u_n \to u \text{ in } L^1(Q) \] for \( u \in H^{r_1+1}_0(Q) \) then
\[ T^{\alpha, r, p}_{\alpha, r, p}(u) \leq \lim \inf_{n \to +\infty} T^{\alpha, r, p}_{\alpha, r, p}(u_n). \]

(Recovery sequence) For each \( u \in H^{r_1+1}_0(Q) \), there exists a sequence \( \{u_n\}_{n=1}^{\infty} \subset H^{r_1+1}_0(Q) \) such that
\[ u_n \to u \text{ in } L^1(Q) \]
and
\[ \lim \sup_{n \to +\infty} T^{\alpha, r, p}_{\alpha, r, p}(u_n) \leq T^{\alpha, r, p}_{\alpha, r, p}(u). \]

**Proof.** We consider only the case \( 1 \leq r_1 \leq 2 \). The other cases are rather similar. Also, in view of Remark 2.4, and the arguments in the proof of Proposition 3.13, we could assume for simplicity that \( p_n = p = (2, 2, 2, \ldots, 2) \). That is, we are operating under the standard Euclidean norm, and we abbreviate \( RVI_{\alpha, p} \) by \( RVI_{\alpha} \).

Next, write \( r_1 = k_1 + s, \ k_1 \in \mathbb{N}, \ s \in [0, 1) \). Let \( u_n \) be a sequence weakly converging to \( u \) in \( H^2(Q) \), and we claim that
\[ \nabla^s u_n \to \nabla^s u \text{ strongly in } L^1(Q). \] (3.24)
We consider first that \( s_n \to s \in (0, 1] \). Let \( x_2 \in I = (0, 1) \) be fixed and define \( w_n(t) := u_n(t, x_2) \). Without loss of generality, we have \( w_n(t) \in H^2_0(I) \) and \( w_n \to w \) weakly in \( H^2(I) \), where \( w(t) := u(t, x_2) \in H^2_0(I) \).

Since \( \{w_n\}_{n=1}^{\infty} \subset H^2_0(I) \), we have \( \{w_n\}_{n=1}^{\infty} \subset L^1(I) \), and
\[ \|d^s w_n - d^s w\|_{L^1(I)} \leq \|d^s w_n - d^s w\|_{L^1(I)} + \|d^s w - d^s w\|_{L^1(I)} \]
\[ \leq \|d^s (w_n - w)\|_{L^1(I)} + \|(d^s - d^s)w\|_{L^1(I)}. \]

Since \( w \in L^2(I) \), there exists \( f \in L^1(I) \) such that \( w = \|f\| \), and
\[ \|(d^s - d^s)w\|_{L^1(I)} = \|(1^{s} - 1^{s})\| \|f\|_{L^1(I)} \]
\[ = \|(1^{s} - 1^{s})\| \|f\|_{L^1(I)} \]
\[ = \|1^{s} - 1^{s}\| \|f\|_{L^1(I)}. \]

On the other hand, we have
\[ \|d^s (w_n - w)\|_{L^1(I)} = \|1^{s} \| \|f_n - f\|_{L^1(I)} \]
\[ \leq \|1^{s} \| \|f_n - f\|_{L^1(I)} = \|1^{s} \| \|dw_n - dw\|_{L^1(I)}. \]

Thus, we have
\[ \|\nabla^{s} u_n - \nabla^{s} u\|_{L^{1}_{t}(Q; \mathbb{R}^{n})} \]
\[ \leq \|\nabla^{s} u_n - \nabla^{s} u\|_{L^{1}_{t}(Q; \mathbb{R}^{n})} \]
\[ \leq \|\nabla^{s} u_n - \nabla^{s} u\|_{L^{1}_{t}(Q; \mathbb{R}^{n})} + \|\nabla^{s} u - \nabla^{s} u\|_{L^{1}_{t}(Q; \mathbb{R}^{n})}. \] (3.25)

We observe that
\[ \|\nabla^{s} u_n - \nabla^{s} u\|_{L^{1}_{t}(Q; \mathbb{R}^{n})} = \int_{Q} |\partial^{s} u_n - \partial^{s} u| \, dx + \int_{Q} |\partial^{s} u_n - \partial^{s} u| \, dx \]
Theorem 3.30. Let the $u$ (Level 2). (not relabeled), there exists (¯ minimizig sequence obtained from (3.24). Now assume that $\alpha_n \to 0$. In this case we write $u = (u/2, u/2)$ in the above arguments, which then gives $\nabla^s u \to u$ strongly in $L^1(Q)$, as desired.

This, combined with Theorem 3.20, concludes the proof.

Finally, we introduce the training scheme with training ground

$$T := [0, T] \times [1, T]^2 \times [1, +\infty]^{1+T},$$

where $T \in \mathbb{N}$ is a given box-constraint. As introduced in Section 1, our semi-supervised (bilevel) training scheme $T$ can be written as

Level 1. \((\alpha_T, r_T, p_T) \in A[T] := \arg \min \left\{ \|u_{\alpha_T, r_T, p_T} - u_c\|^2_{L^2(Q)} : (\alpha, r, p) \in T \right\} \tag{T-L1}\)

Level 2. \(u_{\alpha_T, r_T, p_T} := \arg \min \left\{ \|u - u_0\|^2_{L^2(Q)} + \text{RVL}_{\alpha, p_T}(u) + \kappa H^{\alpha, r_T, p_T}(u) : u \in H_0^{\alpha, r_T, p_T}(Q) \right\} \tag{T-L2}\)

**Theorem 3.30.** Let a Training Ground $T$ be given. Then, the training scheme $T$ ((T-L1)-(T-L2)) admits at least one solution $(\alpha_T, r_T, p_T) \in T$, and provides a corresponding optimal reconstructed image $u_{\alpha_T, r_T, p_T}$.

**Proof of Theorem 3.30.** Let the TrainingGround $T$ be fixed. Let \(\left\{\alpha_n, r_n, p_n\right\}_{n=1}^{\infty} \subset T\) be a minimizing sequence obtained from (T-L1). Then, since $T$ is compact, up to a subsequence (not relabeled), there exists $(\alpha, r, p) \in T$ such that \((\alpha_n, r_n, p_n) \to (\alpha, r, p) \in T\) and

$$\lim_{n \to \infty} \|u_c - u_{\alpha_n, r_n, p_n}\|^2_{L^2(Q)} \to m := \inf \left\{ \|u_c - u_{\alpha, r, p}\|^2_{L^2(Q)} : (\alpha, r) \in T \right\}. \tag{3.28}$$
We show that \((\bar{\alpha}, \bar{r}, \bar{p}) \in \mathbb{A}[\mathbb{T}] \) (defined in (T-L1)), and we split our arguments into two cases.

Case 1: Assume \(\bar{\alpha} > 0\). That is, every component of \(\bar{\alpha}\) is non-zero. Then, in view of Theorem 3.29 and the general properties of the \(\Gamma\)-convergence, we have

\[ u_{\alpha_n, r_n, p_n} \rightharpoonup u_{\bar{\alpha}, \bar{r}, \bar{p}} \text{ weakly in } L^2(Q). \]

Therefore, we have

\[ \|u_{\bar{\alpha}, \bar{r}, \bar{p}} - u_{\bar{\alpha}, \bar{r}, \bar{p}}\|_{L^2(Q)} \leq \liminf_{n \to \infty} \|u_{\alpha_n, r_n, p_n} - u_{\bar{\alpha}, \bar{r}, \bar{p}}\|_{L^2(Q)} = m, \]

which implies that \((\alpha_n, r_n, p_n) \in \mathbb{A}[\mathbb{T}]\), completing the proof.

Case 2: Assume now that at least one component of \(\bar{\alpha}\) is zero. In this case, by (3.28), there exists \(\tilde{u} \in L^2(Q)\) such that, up to a subsequence, \(u_{\alpha_n, r_n, p_n} \rightharpoonup \tilde{u}\) in \(L^2(Q)\). We claim that \(u_{\alpha_n, r_n, p_n} \to u_{\eta}\) strongly in \(L^2(Q)\). Extend \(u_{\eta}\) to zero outside \(Q\), and define

\[ u^\varepsilon_{\eta} := u_{\eta} \ast \eta_{\varepsilon} \]

where \(\eta_{\varepsilon}\) is some mollifier, whose particular form is however, not very relevant. Then we have \(u^\varepsilon_{\eta} \in C^\infty_c(\mathbb{R}^N)\), and \(u^\varepsilon_{\eta} \to u_{\eta}\) strongly in \(L^2(\mathbb{R}^N)\).

We only consider the case that \(\{r_{2,n}\}_{n=1}^{\infty} \subset [1, 2]\), as the other cases can be handled similarly. That is, we have \(\{\alpha_n\}_{n=1}^{\infty} = \{(\alpha_{1,n}, \alpha_{2,n})\}_{n=1}^{\infty} \subset [0, T]^2\) and \(\alpha = (\bar{\alpha}_1, \bar{\alpha}_2) \in [0, T]^2\).

Assume first that \(\alpha_1 = 0\), then by the optimality of (T-L2), we have

\[
\|u_{\alpha_n, r_n, p_n} - u_{\eta}\|_{L^2(Q)}^2 + \text{RVL}_{\alpha_n, p_n}^r(u_{\alpha_n, r_n, p_n}) \\
\leq \|u^\varepsilon_{\eta} - u_{\eta}\|_{L^2(Q)}^2 + \text{RVL}_{\alpha_n, p_n}^r(u^\varepsilon_{\eta}) \\
\leq \|u^\varepsilon_{\eta} - u_{\eta}\|_{L^2(Q)}^2 + \alpha_{1,n} \|u^\varepsilon_{\eta}\|_{W^{1,1+\infty}(\mathbb{R}^N)},
\]

That is,

\[
\|u_{\alpha_n, r_n, p_n} - u_{\eta}\|_{L^2(Q)}^2 \leq \|u^\varepsilon_{\eta} - u_{\eta}\|_{L^2(Q)}^2 + \alpha_{1,n} \|u^\varepsilon_{\eta}\|_{W^{1,1+\infty}(\mathbb{R}^N)},
\]

and we conclude by first taking the limit \(\alpha_{1,n} \to \alpha_1 = 0\), and then the limit \(\varepsilon \to 0\).

Now we assume \(\alpha_2 = 0\). We again observe that

\[
\|u_{\alpha_n, r_n, p_n} - u_{\eta}\|_{L^2(Q)}^2 + \text{RVL}_{\alpha_n, p_n}^r(u_{\alpha_n, r_n, p_n}) \\
\leq \|u^\varepsilon_{\eta} - u_{\eta}\|_{L^2(Q)}^2 + \text{RVL}_{\alpha_n, p_n}^r(u^\varepsilon_{\eta}) \\
\leq \|u^\varepsilon_{\eta} - u_{\eta}\|_{L^2(Q)}^2 + \alpha_{2,n} \|u^\varepsilon_{\eta}\|_{W^{1,1+\infty}(\mathbb{R}^N)},
\]

and we conclude again by first taking the limit \(\alpha_{1,n} \to \alpha_1 = 0\), and then the limit \(\varepsilon \to 0\). \(\square\)

**Remark 3.31.** Note that the box constraint, defined in (3.27), is only used to guarantee that a minimizing sequence \(\{(\alpha_n, r_n, p_n)\}_{n=1}^{\infty}\), obtained from (T-L1), has a convergent subsequence. Alternatively, different box-constraints for different parameter \(\alpha\), \(r\), and \(p\) might be enforced, such as

\[
(r, \alpha, p) = (r_1, r_2, \alpha_0, \ldots, \alpha_1 |T_2+1|, p_0, \ldots, p_1 |T_2+1|) \\
\in [1, T_1] \times [1, T_2] \times [0, P_1] \times \cdots \times [0, P_i] \times \cdots \times [0, P_i |T_2+1|] \times [1, +\infty]^{T_2+2},
\]

where \(1 < T_1, T_2 < +\infty\), and \(0 < P_i < +\infty\), for each \(i \in \mathbb{N}\).
Note that in (3.29) we have the auxiliary order $r_2$ of RVL regularizer belongs to $[1, T_2]$, and hence the number of parameter $\alpha$ and $p$ then determined by the integer part of $T_2$.

4. Simulations and insights

In this Section we perform numerical simulations of the bilevel scheme $T$ using the corrupted image $u_\eta$ and the corresponding clean image $u_c$ shown in Figure 1. The Level 2 problem ($T$-L2) is solved via the primal-dual algorithm studied in [3, 2].

To make an appropriate comparison, we apply our proposed training scheme $T$ ($(T$-L1$)- (T$-L2$)$) on the training data $(u_\eta, u_c)$ shown in Figure 1 with the following different training grounds (recall Remark 3.31):

\begin{align}
T_0 &= \{(r, \alpha, p)\} := \{1\}^2 \times [0, 1] \times [1, +\infty], \\
T_1 &= \{(r, \alpha, p)\} := \{1\} \times [1, 2] \times [0, 1]^2 \times \{1\}^2, \\
T_2 &= \{(r, \alpha, p)\} := [1, 2]^2 \times [0, 1]^2 \times [1, +\infty]^2.
\end{align}

Note that the training ground $T_0$ gives the original training scheme $B$ ($(B$-L1$)- (B$-L2$)$) with $TV$ regularizer only. In the training ground $T_1$ in (4.2), the auxiliary order $r_2$ of RVL regularizer, defined in (3.27), can vary inside interval $[1, 2]$. That is, the training ground $T_1$ allows the RVL regularizer to provide a unified approach to the classical regularizer $TV$ and $TGV^2$. The training ground $T_2$ provides an even further extension compared to $T_1$, by allowing the primal order $r_1$ to vary in $[1, 2]$.

We summarize our simulation results in Table 1 below. Recall the concept of Minimum Assessment Value (MAV) used in (1.2).

| TG  | optimal solution $\alpha$ | MAV  |
|-----|--------------------------|------|
| $T_0$ | $\alpha_{T_0} = 0.056$  | 17.482 |
| $T_1$ | $\alpha_{T_1} = (0.052, 0.798)$, $r_{T_1} = (1, 1.2)$ | 17.014 |
| $T_2$ | $\alpha_{T_2} = (0.037, 0.911)$, $r_{T_2} = (1.9, 1.2)$, $p_{T_2} = (1.1, 3.5)$ | 16.214 |

**Table 1.** Minimum assessment value (MAV) for scheme $T$ over the training ground (TG) defined in (4.1), (4.2), and (4.3).

We see from Table 1 that as we expand the training ground $T$, the MSV value starts dropping. That is, the scheme $T$ ($(T$-L1$)- (T$-L2$)$) with regularizer RVL does indeed provide a
better solution compared to the scheme $B ((B\cdot L1)\cdot(B\cdot L2))$.

Finally, in order to gain further insights on the numerical landscape of assessment function defined as

$$\mathcal{A}(\alpha, r, p) := \|u_{\alpha, r, p} - u_c\|_{L^2(Q)},$$

we compute it for a training ground $T_3 := [1, 2] \times \{1\} \times [0, 1] \times \{1\}$. That is, in $T_3$ we only allow the primal order $r_1$ and the associated intensity parameter $\alpha_1$ to change, and freeze all other parameters. Then, the numerical landscapes of the assessment function $\mathcal{A}(\alpha, r)$ are visualized in Figure 2.

(\textit{a}) Mesh plot of assessment function  \hspace{1cm} (\textit{b}) Contour line of assessment function

\textbf{Figure 2.} We note that the assessment function $\mathcal{A}(\alpha, r)$ with training ground $T_3$ is not convex.

From Figure 2 we see that the assessment function with training ground $T_3$ is not convex, and hence we could expect that others with training ground $T_1$ and $T_2$ would not be as well, since solving scheme $T$ is equivalent to finding the global minimizer of assessment function $\mathcal{A}(\alpha, r, p)$. The non-convexity of the assessment function implies that the training scheme $T$ might not have a unique global minimizer, i.e., the set $\mathcal{A}[T]$ has more than one element. More importantly, the non-convexity of $\mathcal{A}(\alpha, r, p)$ prevents us from using the standard gradient descent methods to find a global minimizer, since we may get trapped at a local minimum. Hence, a numerical scheme for solving the training scheme $T$ (upper level problem) remains an open question. We refer the reader to the recent work [9] for partial results.
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