Beyond Self-Attention: External Attention Using Two Linear Layers for Visual Tasks

Meng-Hao Guo, Zheng-Ning Liu, Tai-Jiang Mu, and Shi-Min Hu, Senior Member, IEEE

Abstract—Attention mechanisms, especially self-attention, have played an increasingly important role in deep feature representation for visual tasks. Self-attention updates the feature at each position by computing a weighted sum of features using pair-wise affinities across all positions to capture the long-range dependency within a single sample. However, self-attention has quadratic complexity and ignores potential correlation between different samples. This article proposes a novel attention mechanism which we call external attention, based on two external, small, learnable, shared memories, which can be implemented easily by simply using two cascaded linear layers and two normalization layers; it conveniently replaces self-attention in existing popular architectures. External attention has linear complexity and implicitly considers the correlations between all data samples. We further incorporate the multi-head mechanism into external attention to provide an all-MLP architecture, external attention MLP (EAMLP), for image classification. Extensive experiments on image classification, object detection, semantic segmentation, instance segmentation, image generation, and point cloud analysis reveal that our method provides results comparable or superior to the self-attention mechanism and some of its variants, with much lower computational and memory costs.
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1 INTRODUCTION

Due to its ability to capture long-range dependencies, the self-attention mechanism helps to improve performance in various natural language processing [1], [2] and computer vision [3], [4] tasks. Self-attention works by refining the representation at each position via aggregating features from all other locations in a single sample, which leads to quadratic computational complexity in the number of locations in a sample. Thus, some variants attempt to approximate self-attention at a lower computational cost [5], [6], [7], [8].

Furthermore, self-attention concentrates on the self-affinities between different locations within a single sample, and ignores potential correlations with other samples. It is easy to see that incorporating correlations between different samples can help to contribute to a better feature representation. For instance, features belonging to the same category but distributed across different samples should be treated consistently in the semantic segmentation task, and a similar observation applies in image classification and various other visual tasks.

This paper proposes a novel lightweight attention mechanism which we call external attention (see Fig. 1c). As shown in Fig. 1a), computing self-attention requires first calculating an attention map by computing the affinities between self query vectors and self key vectors, then generating a new feature map by weighting the self value vectors with this attention map. External attention works differently. We first calculate the attention map by computing the affinities between the self query vectors and an external learnable key memory, and then produce a refined feature map by multiplying this attention map by another external learnable value memory.

In practice, the two memories are implemented with linear layers, and can thus be optimized by back-propagation in an end-to-end manner. They are independent of individual samples and shared across the entire dataset, which plays a strong regularization role and improves the generalization capability of the attention mechanism. The key to the lightweight nature of external attention is that the number of elements in the memories is much smaller than the number in the input feature, yielding a computational complexity linear in the number of elements in the input. The external memories are designed to learn the most discriminative features across the whole dataset, capturing the most informative parts, as well as excluding interfering information from other samples. A similar idea can be found in sparse coding [9] or dictionary learning [10]. Unlike those methods, however, we neither try to reconstruct the input features nor apply any explicit sparse regularization to the attention map.

Although the proposed external attention approach is simple, it is effective for various visual tasks. Due to its simplicity, it can be easily incorporated into existing popular self-attention based architectures, such as DANet [4], SAGAN [11] and T2T-Transformer [12]. Fig. 3 demonstrates a typical architecture replacing self-attention with our external attention for an image semantic segmentation task. We have conducted extensive experiments on such basic visual tasks as classification, object detection, semantic segmentation, instance segmentation and generation, with different
input modalities (images and point clouds). The results reveal that our method achieves results comparable to or better than the original self-attention mechanism and some of its variants, at much lower computational cost.

To learn different aspects of attentions for the same input, we explore the multi-head mechanism. We find that the current multi-head mechanism used by default is not optimal way for both self-attention and external attention. We simply modify the multi-head mechanism and make all heads interact together, achieving a better performance than current manner for both self-attention and external attention. Based on this finding, we incorporate a novel multi-head mechanism into external attention to boost its capability. Benefiting from the proposed multi-head external attention, we have designed a novel all-MLP architecture named EAMLP, which is comparable to CNNs and the original Transformer for the image classification task.

The main contributions of this paper are summarized below:

- A novel attention mechanism, external attention, with $O(n)$ complexity; it can replace self-attention in existing architectures. It can mine potential relationships across the whole dataset, affording a strongly regularizing role, and improving the generalization capability of the attention mechanism.
- We explore the multi-head mechanism and find a better multi-head mechanism than original multi-head mechanism for both self-attention and external attention. Based on this finding, we design a multi-head external attention, which benefits us to build an all MLP architecture; it achieves a top1 accuracy of 79.5% on the ImageNet-1K dataset.
- Extensive experiments utilize external attention for image classification, object detection, semantic segmentation, instance segmentation, image generation, point cloud classification, and point cloud segmentation. In scenarios where computational effort must be kept low, it achieves better results than the original self-attention mechanism and some of its variants.

2 RELATED WORK

Since a comprehensive review of the attention mechanism is beyond the scope of this paper, we only discuss the most closely related literature in the vision realm.

2.1 The attention mechanism in visual tasks

The attention mechanism can be viewed as a mechanism for reallocating resources according to the importance of activation. It plays an important role in the human visual system. There has been vigorous development of this field in the last decade [3], [13], [14], [15], [16], [17], [18]. Hu et al. proposed SENet [15], showing that the attention mechanism can reduce noise and improve classification performance. Subsequently, many other papers have applied it to visual tasks. Wang et al. presented non-local networks [3] for video understanding. Hu et al. [19] used attention in object detection. Fu et al. proposed DANet [4] for semantic segmentation. Zhang et al. [11] demonstrated the effectiveness of the attention mechanism in image generation, and Xie et al. proposed A-SCN [20] for point cloud processing. Readers are referred to recent survey [21] for a more comprehensive review of the use of attention methods for visual tasks.

2.2 Self-attention in visual tasks

Self-attention is a special case of attention, and many papers [3], [4], [11], [17], [22], have considered the self-attention mechanism for vision. The core idea of self-attention is calculating the affinity between features to capture long-range dependencies. However, as the size of the feature map increases, the computing and memory overheads increase quadratically. To reduce computational and memory costs, Huang et al. [5] proposed cross-cross attention, which considers row attention and column attention in turn to capture the global context. Li et al. [6] adopted expectation maximization (EM) clustering to optimize self-attention. Yuan et al. [7] proposed use of object-contextual vectors to process attention; however, it depends on semantic labels. Geng et al. [8] show that matrix decomposition is a better way to model the global context in semantic segmentation and image generation. Other works [23], [24] also explore extracting local information by using the self-attention mechanism.

Unlike self-attention which obtains an attention map by computing affinities between self queries and self keys, our external attention computes the relation between self queries and a much smaller learnable key memory, which captures the global context of the dataset. External attention does not rely on semantic information and can be optimized by back-propagation instead of requiring an iterative algorithm.

2.3 Transformer in visual tasks

Transformer-based models have had great success in natural language processing [1], [2], [16], [25], [26], [27], [28]. Recently, they have also demonstrated huge potential for visual tasks. Carion et al. [29] presented an end-to-end detection transformer that takes CNN features as input and generates bounding boxes with a transformer. Dosovitskiy [18] proposed ViT, based on patch encoding and a transformer, showing that with sufficient training data, a transformer provides better performance than a traditional CNN. Chen et al. [30] proposed iGPT for image generation based on use of a transformer.

Subsequently, transformer methods have been successfully applied to many visual tasks, including image classification [12], [31], [32], [33], object detection [34], lower-level vision [35], semantic segmentation [36], tracking [37], video instance segmentation [38], image generation [39], multimodal learning [40],
object re-identification [41], image captioning [42], point cloud learning [43] and self-supervised learning [44]. Readers are referred to recent surveys [45], [46] for a more comprehensive review of the use of transformer methods for visual tasks.

3 METHODOLOGY

In this section, we start by analyzing the original self-attention mechanism. Then we detail our novel way to define attention: external attention. It can be implemented easily by only using two linear layers and two normalization layers, as later shown in Algorithm 1.

3.1 Self-Attention and External Attention

We first revisit the self-attention mechanism (see Fig. 1a)). Given an input feature map \( F \in \mathbb{R}^{N \times d} \), where \( N \) is the number of elements (or pixels in images) and \( d \) is the number of feature dimensions, self-attention linearly projects the input to a query matrix \( Q \in \mathbb{R}^{N \times d_0} \), a key matrix \( K \in \mathbb{R}^{N \times d_0} \), and a value matrix \( V \in \mathbb{R}^{N \times d} \) [16]. Then self-attention can be formulated as:

\[
A_{i,j} = \text{softmax}(QK^T),
\]

\[
F_{out} = AV.
\]

A common simplified variation (Fig. 1b)) of self-attention directly calculates an attention map from the input feature \( F \) using:

\[
A_{i,j} = \text{softmax}(FF^T),
\]

\[
F_{out} = AF.
\]

Here, the attention map is obtained by computing pixel-wise similarity in the feature space, and the output is the refined feature representation of the input.

However, even when simplified, the high computational complexity of \( O(dN^2) \) presents a significant drawback to use of self-attention. The quadratic complexity in the number of input pixels makes direct application of self-attention to images infeasible. Therefore, previous work [18] utilizes self-attention on patches rather than pixels to reduce the computational effort.

TABLE 1

| Method          | Backbone | Norm        | #S | OS | mIoU(%) |
|-----------------|----------|-------------|----|----|---------|
| FCN             | ResNet-50| -           | -  | 16 | 75.7    |
| FCN + SA        | ResNet-50| Softmax     | -  | 16 | 76.2    |
| FCN + EA        | ResNet-50| DoubleNorm  | 8  | 16 | 77.1    |
| FCN + EA        | ResNet-50| DoubleNorm  | 32 | 16 | 77.2    |
| FCN + EA        | ResNet-50| DoubleNorm  | 64 | 16 | 77.3    |
| FCN + EA        | ResNet-50| DoubleNorm  | 64 | 8  | 77.4    |
| FCN + EA        | ResNet-50| DoubleNorm  | 256| 16 | 77.0    |
| FCN + EA        | ResNet-101| DoubleNorm | 64 | 16 | 78.3    |

Norm: Normalization method in attention. #S: number of elements in memory units. OS: output stride of backbone. FCN [48]: fully convolutional network. SA: self-attention. EA: external-attention. DoubleNorm: normalization depicted as Eq. (9).

TABLE 2

| Method          | Attention   | Multi-head mechanism       | #Params(M) | #Throughput | #Memory(G) | Acc(%)  |
|-----------------|-------------|----------------------------|------------|-------------|------------|---------|
| T2T-ViT-7       | Self-attention | Single head interaction    | 4.3        | 2000        | 2.17       | 71.7    |
| T2T-ViT-7       | Self-attention | All heads interaction      | 4.3        | 1524        | 2.32       | 72.3    |
| T2T-ViT-7       | External attention | Single head interaction    | 6.6        | 1524        | 2.14       | 63.7    |
| T2T-ViT-7       | External attention | All heads interaction      | 5.9        | 1684        | 2.14       | 66.8    |

Acc(%) means Top-1 Accuracy. Throughput is measured by using GeForce RTX 3090 graphics card. Memory denotes inference memory cost with batch size 32.
Self-attention can be viewed as using a linear combination of self values to refine the input feature. However, it is far from obvious that we really need \( N/C_2 \) self attention matrix and an \( N \) element self value matrix in this linear combination. Furthermore, self-attention only considers the relation between elements within a data sample and ignores potential relationships between elements in different samples, potentially limiting the ability and flexibility of self-attention.

Thus, we propose a novel attention module named external attention, which computes attention between the input pixels and an external memory unit \( M \), via:

\[
A = \text{Norm}(F_M^T),
\]

\[
F_{out} = AM.
\]

Unlike self-attention, \( a_{i,j} \) in Equation (5) is the similarity between the \( i \)th feature and the \( j \)th row of \( M \), where \( M \) is a learnable parameter independent of the input, which acts as a memory of the whole training dataset. \( A \) is the attention map inferred from this learned dataset-level prior knowledge; it is normalized in a similar way to self-attention (see Section 3.2). Finally, we update the input features from \( M \) by the similarities in \( A \).

In practice, we use two different memory units \( M_k \) and \( M_v \) as the key and value, to increase the capability of the network. This slightly changes the computation of external attention to

\[
A = \text{Norm}(F_M^T),\quad \text{(7)}
\]

\[
F_{out} = AM_v.\quad \text{(8)}
\]

We tried three different initialization methods to initialize external memory unit \( M_k \) and \( M_v \). The first manner is random initialization which is a common way to initialize networks. The second way is initialize the external attention by using Xavier initialization [47]. The last method is to initialize \( M_k = M_v \) which is motivated by Eq. (5). Meanwhile, we conducted experiments to compare above three initialization methods. The final results show that there are no significant difference between the above three methods. We adopt random initialization method by default.

The computational complexity of external attention is \( O(dSN) \); as \( d \) and \( S \) are hyper-parameters, the proposed algorithm is linear in the number of pixels. In fact, we find that a small \( S \), e.g., 64, works well in experiments. Thus, external attention is much more efficient than self-attention, allowing its direct application to large-scale inputs. We also note that the computation load of external attention is roughly equivalent to a \( 1 \times 1 \) convolution.

3.2 Normalization

Softmax is employed in self-attention to normalize the attention map so that \( \sum_j a_{i,j} = 1 \). However, the attention map is calculated by matrix multiplication. Unlike cosine similarity, the attention map is sensitive to the scale of the input features. To avoid this problem, we opt for the double-normalization proposed in [43], which separately normalizes columns and rows. This double-normalization is formulated as:

![Fig. 4. Different multi-head mechanism. Interaction occurs between blocks which have same color.](image)

![Fig. 5. Attention map and segmentation results on Pascal VOC test set. Left to right: input images, attention maps w.r.t. three selected entries in the external memory, segmentation results.](image)
A python-style pseudo-code for external attention is listed in Algorithm 1.

**Algorithm 1. Pseudo-Code for External Attention**

```python
# Input: F, an array with shape [B, N, C] (batch size, pixels, channels)
# Parameter: M_k, a linear layer without bias
# Parameter: M_v, a linear layer without bias
# Output: out, an array with shape [B, N, C]
F = query_linear(F)  # shape=(B, N, C)
attn = M_k(F)  # shape=(B, N, C)
attn = softmax(attn, dim=2)
attn = l1_norm(attn, dim=3)
out = M_v(attn)  # shape=(B, N, C)
```

**Algorithm 2. Pseudo-code for Multi-Head External Attention**

```python
# Input: F, an array of shape [B, N, C_in] (batch size, pixels, channels)
# Parameter: M_k, a linear layer
# Parameter: M_v, a linear layer
# Parameter: H, number of heads
# Output: out, an array of shape [B, N, C_in]
F = query_linear(F)  # shape=(B, N, C)
F = F.view(B, N, H, C // H)
F = F.permute(0, 2, 1, 3)
attn = M_k(F)  # shape=(B, H, N, M)
attn = softmax(attn, dim=3)
attn = l1_norm(attn, dim=3)
out = M_v(attn)  # shape=(B, H, N, C // H)
out = out.permute(0, 2, 1, 3)
out = out.view(B, N, C)
out = W_o(out)  # shape=(B, N, C_in)
```

### 3.3 Multi-head external attention

In Transformer [16], self-attention is computed many times on different input channels, which is called multi-head self-attention. Fig. 6 shows the multi-head attention map in the last layer of EAMLP-14 on ImageNet val set. Left: Input image. Others: 24 head attention map in the last layer of EAMLP-14 for the ImageNet val set. Last two rows: attention of two different rows of $M_k$ to the image patches.
attention. Multi-head self-attention can capture different relations between tokens, improving upon the capacity of single head attention.

In fact, there are two manners to build multi-head mechanism. As shown in Fig. 4, the first way is adopting attention for different heads independently like multi-head self-attention. By this way, tokens between different heads cannot interact through multi-head attention mechanism. Another way is that all heads are equal and can interact with each other. We conducted experiments to explore the pros and cons of the two methods. Results in Table 2 show that the second way achieves a better performance. It is worth noting that the current multi-head self-attention is using the first method by default which saves the amount of calculation and memory, but causes a decrease in performance.

For external attention, we can make all tokens interact together by using shared $M_k$ and $M_o$ which can both improve final performance and reduce the amount of parameters and calculations. Algorithm 2 and Fig. 2 display the detail of multi-head external attention.

Multi-head external attention can be written as:

$$h_i = \text{ExternalAttention}(F_i, M_k, M_o),$$

$$F_{\text{out}} = \text{MultiHead}(F, M_k, M_o)$$

$$= \text{Concat}(h_1, \ldots, h_H)W_o,$$

where $h_i$ is the $i$th head, $H$ is the number of heads and $W_o$ is a linear transformation matrix making the dimensions of input and output consistent. $M_k \in \mathbb{R}^{S \times d}$ and $M_o \in \mathbb{R}^{S \times d}$ are the shared memory units for different heads.

The flexibility of this architecture also allows us to balance between the number of head $H$ and number of elements $S$ in shared memory units. For instance, we can multiply $H$ by $k$ while dividing $S$ by $k$.

4 EXPERIMENTS

We have conducted experiments on image classification, object detection, semantic segmentation, instance segmentation, image generation, point cloud classification, and point cloud segmentation tasks to assess the effectiveness of our proposed external attention approach. All experiments were implemented with Jittor [101] and Pytorch [102] deep learning frameworks.

4.1 Ablation study

To validate the proposed modules in our full model, we conducted experiments on the PASCAL VOC segmentation dataset [103]. Fig. 3 depicts the architecture used for ablation study, which takes the FCN [48] as the feature backbone. The batch size and total number of iterations were set to 12 and 30,000 respectively. We focus on the number of memory units, self attention versus external attention, the backbone, the normalization method, and output stride of the backbone. As shown in Table 1, we can observe external attention provides better accuracy than self attention on the Pascal VOC dataset. Choosing a suitable number of memory units is important to quality of results. The normalization method can produce a huge positive effect on external attention and make an improvement on self-attention.

4.2 Visual analysis

Attention maps using external attention for segmentation (see Fig. 3) and multi-head external attention for classification (see Section 4.3) are shown in Figs. 5 and 6, respectively. We randomly select a row $M_{i,j}$ from a memory unit $M_k$ in a layer. Then the attention maps are depicted by calculating the attention of $M_{i,j}$ to the input feature. We observe that the learned attention maps focus on meaningful objects or

### Table 3: Experiments on ImageNet

| Method        | T2T-Transformer | T2T-Backbone | Input size | #Heads | #Memory units | #Params(M) | #Throughput | Top1(%) |
|---------------|-----------------|--------------|------------|--------|---------------|------------|-------------|---------|
| T2T-ViT-7     | Performer       | Transformer  | 224 x 224  | 1      | -             | 4.3        | 2133.3      | 67.4    |
| T2T-ViT-7     | Performer       | Transformer  | 224 x 224  | 4      | -             | 4.3        | 2000.0      | 71.7    |
| T2T-ViT-14    | Performer       | Transformer  | 224 x 224  | 6      | 21.5          | 696.7      | 81.5        |
| T2T-ViT-14    | Transformer     | Transformer  | 224 x 224  | 6      | 21.5          | 800.0      | 81.7        |
| T2T-ViT-19    | Performer       | Transformer  | 224 x 224  | 6      | 39.2          | 666.7      | 81.9        |
| T2T-ViT-19    | EA              | Transformer  | 224 x 224  | 4      | -             | 4.2        | 1777.8      | 71.9    |
| T2T-ViT-14    | EA              | Transformer  | 224 x 224  | 6      | -             | 21.5       | 941.2       | 81.7    |
| T2T-ViT-7     | EA              | Transformer  | 224 x 224  | 4      | 256           | 4.3        | 2133.3      | 63.2    |
| T2T-ViT-7     | EA              | Transformer  | 224 x 224  | 4      | 256           | 5.9        | 1684.2      | 66.8    |
| T2T-ViT-7     | EA              | Transformer  | 224 x 224  | 4      | 64            | 6.2        | 1684.2      | 68.6    |
| T2T-ViT-7     | EA              | Transformer  | 384 x 384  | 16     | 64            | 6.3        | 615.4       | 70.9    |
| T2T-ViT-7     | EA              | Transformer  | 224 x 224  | 16     | 128           | 6.3        | 1454.5      | 69.9    |
| T2T-ViT-7     | EA              | Transformer  | 224 x 224  | 32     | 32            | 9.9        | 1280.0      | 70.5    |
| T2T-ViT-14    | EA              | Transformer  | 224 x 224  | 24     | 64            | 29.9       | 744.2       | 78.7    |
| T2T-ViT-19    | EA              | Transformer  | 224 x 224  | 24     | 64            | 54.6       | 470.6       | 79.3    |

Top1: top1 accuracy. EA: external-attention. MEA: multi-head external attention. EAML: proposed all MLP architecture. Failed: Unable to converge. EAML-BN: replace LN by BN in T2T-ViT backbone’s MLP blocks (not external attention blocks). Throughput is measured by using GeForce RTX 3090 graphics card.
background for segmentation task as in Fig. 5. The last two rows in Fig. 6 suggest that different rows of $M_k$ pay attention to different regions. Each head of multi-head external attention can activate regions of interest to different extents, as shown in Fig. 6, improving the representation ability of external attention.

### 4.3 Image classification

ImageNet-1K [104] is a widely-used dataset for image classification. We replaced the Performer [105] and multi-head self-attention blocks in T2T-ViT [12] with external attention and multi-head external attention. For fairness, other hyperparameter settings were the same as T2T-ViT. Experimental results in Table 3 show that external attention achieves a better result than Performer [105] and about 2% point lower than multi-head attention. We find multi-head mechanism is necessary to both self-attention and external attention. We also attempt the strategy proposed by MoCo V3 [44] to replace LayerNorm (LN) [106] by BatchNorm (BN) [107] in the T2T-ViT backbone's MLP blocks (not external attention blocks). We observe a 1% improvement on our EAMLP-7. However, it produces failed cases in our big model EAMLP-14 and EAMLP-19.

Furthermore, we also replace all the attention module with multi-head external attention in PVTv2 [50] architecture which is named PVTv2_EA. We use PVTv2_EA to compare against the latest methods. Result in Table 4 shows that our method achieves comparable performance to other methods. Besides, we also adopt PVTv2_EA as our pre-trained backbone to conduct object detection and instance segmentation experiment. Tables 5 and 6 display that our method is on par with common CNN-based and transformer-based methods.

### 4.4 Object detection and instance segmentation

The MS COCO dataset [108] is a popular benchmark for object detection and instance segmentation. It contains more than 200,000 images with over 500,000 annotated object instances from 80 categories.

MMDetection [62] is a widely-used toolkit for object detection and instance segmentation. We conducted our object detection and instance segmentation experiments using MM Detection with a RestNet-50 backbone, applied to

### Table 4: Comparison to the State-of-the-art Transformer Method on ImageNet Dataset [49]

| Method          | #Param(M) | GFLOPs | Acc(%) |
|-----------------|-----------|--------|--------|
| PVTv2-B0 [50]   | 3.4       | 0.6    | 70.5   |
| PVTv2_B0_EA(Our) | 3.9       | 0.9    | 71.8   |
| ResNet50 [51]   | 11.7      | 1.8    | 69.8   |
| DeiT-Tiny/16 [31] | 5.7      | 1.3    | 72.2   |
| PVTv2-Tiny [52] | 13.2      | 1.9    | 75.1   |
| PVTv2_B1 [50]   | 13.1      | 2.1    | 78.7   |
| PVTv2_B1_EA(Our) | 15.2     | 3.1    | 79.1   |
| ResNet50x50-32x4d [53] | 25.0    | 4.3    | 77.6   |
| RegNetV-4G [54] | 21.0      | 4.0    | 80.0   |
| DeiT-Small/16 [31] | 22.1    | 4.7    | 79.9   |
| T2T-ViT-14 [12] | 21.5      | 6.1    | 81.7   |
| PVTv2-Small [52] | 24.5      | 3.8    | 79.8   |
| TNT-S [55]      | 23.8      | 5.2    | 81.3   |
| Swin-T [32]     | 29.0      | 4.5    | 81.3   |
| CvT-13 [56]     | 20.0      | 4.5    | 81.6   |
| CoT-Lite Small [57] | 20.0   | 4.0    | 81.9   |
| Twins-SVT-S [58] | 24.0      | 2.8    | 81.7   |
| PVTv2_B2 [50]   | 25.4      | 4.0    | 82.0   |
| PVTv2_B2_EA(Our) | 27.0     | 6.0    | 81.7   |
| ResNet101 [51]  | 44.7      | 7.9    | 77.4   |
| ResNet101/32x4d [53] | 44.2    | 8.0    | 78.8   |
| RegNetV-8G [54] | 39.0      | 8.0    | 81.7   |
| T2T-ViT-19 [12] | 39.2      | 9.8    | 82.4   |
| PVTv1-Medium [52] | 44.2     | 6.7    | 81.2   |
| CvT-21 [56]     | 32.0      | 7.1    | 82.5   |
| PVTv2_B3 [50]   | 43.2      | 6.9    | 83.2   |
| PVTv2_B3_EA(Our) | 46.9     | 10.4   | 83.0   |

Table follows PVTv2 [50]. Acc(%) means Top-1 Accuracy. #Param denotes the number of parameters. GFLOPs is calculated under 224 x 224 input. PVTv2_EA means we replace all attention layer with multi-haed external attention in PVTv2 architecture.

### Table 5: Object Detection and Instance Segmentation Experiments on COCO Val2017 Dataset

| Backbone | RetinaNet 1× | Mask R-CNN 1× |
|----------|--------------|---------------|
| #P (M)   | AP | APb | APm | APb | APm |
| 13.0     | 37.2 | 57.2 | 39.5 | 23.1 | 40.4 | 49.7 |
| 13.3     | 37.2 | 57.1 | 39.3 | 22.1 | 40.2 | 49.6 |
| 23.9     | 30.5 | 55.1 | 32.6 | 17.1 | 38.8 | 47.2 |
| 23.8     | 32.3 | 56.9 | 33.8 | 18.3 | 39.0 | 47.5 |
| 24.9     | 34.2 | 61.0 | 43.1 | 24.0 | 44.1 | 53.5 |
| 26.2     | 35.3 | 57.1 | 38.6 | 20.3 | 38.8 | 48.8 |
| 36.8     | 36.3 | 55.3 | 38.6 | 20.3 | 38.8 | 48.8 |

Table follows PVTv2 [50]. APb and APm denote bounding box AP and mask AP respectively. Table follows [50].
the COCO dataset. We only added our external attention at the end of Resnet stage 4. Results in Tables 7 and 8 show that external attention brings about 1% improvement in accuracy for both object detection and instance segmentation tasks.

4.5 Semantic segmentation
In this experiment, we adopt the semantic segmentation architecture in Fig. 3, referring to it as EANet, and applied it to the Pascal VOC [103], ADE20K [109] and cityscapes [110] datasets.

Pascal VOC contains 10,582 images for training, 1,449 images for validation and 1,456 images for testing. It has 20 foreground object classes and a background class for segmentation. We used dilated ResNet-101 with an output stride of 8 as the backbone for all compared methods; it was pre-trained on ImageNet-1K. A poly-learning rate policy
The initial learning rate, batch size and input size were set to 0.009, 16 and 513. We first trained for 45k iterations on the training set and then fine-tuned for 15k iterations on the trainval set. Finally we used multi-scale and flip tests on the test set. Visual results are shown in Fig. 5 and quantitative results are given in Table 9: our method can achieve comparable performance to the state-of-the-art methods.

ADE20K is a more challenging dataset with 150 classes, and 20K, 2K, and 3K images for training, validation, and testing, respectively. We adopted dilated ResNet-101 with an output stride of 8 as the backbone. The experimental configuration was the same as for mmsegmentation [75], training ADE20K for 160k iterations. Results in Table 10 show that our method outperforms others on the ADE20K val set.

Cityscapes contains 5,000 high quality pixel-level finely annotated labels in 19 semantic classes for urban scene understanding. Each image is 1024 × 2048 pixels. It is divided into 2975, 500 and 1525 images for training, validation and testing. (It also contains 20,000 coarsely annotated images, which we did not use in our experiments). We adopted dilated ResNet-101 with an output stride of 8 as the backbone for all methods. The experimental configurations was again the same as for mmsegmentation, training cityscapes with 80k iterations. Results in Table 11 show that our method achieves comparable results to state-of-the-art method, i.e, DANet [4], on the cityscapes val set.

### 4.6 Image generation

Self-attention is commonly used in image generation, a representative approach being SAGAN [11]. We replaced the self-attention mechanism in SAGAN by our external attention approach in both the generator and discriminator to obtain our EAGAN model. All experiments were based on the popular PyTorch-StudioGAN repo [111]. The hyper-parameters use the default configuration for SAGAN. We used Frechet Inception Distance (FID) [112] and Inception Score (IS) [113] as our evaluation metric. Some generated images are shown in Fig. 7 and quantitative results are given in Tables 12 and 13: external attention provides better results than SAGAN and some other GANs.

| Method     | pIoU airplane | bag | cap | car | chair | earphone | guitar | knife | lamp | laptop | motorbike | mug | pistol | rocket | skateboard |
|------------|---------------|-----|-----|-----|-------|-----------|--------|-------|------|--------|------------|-----|---------|---------|------------|
| PointNet [83] | 83.7          | 83.4 | 78.7 | 82.5 | 74.9 | 89.6       | 73.0   | 91.5  | 85.9 | 80.8  | 95.3       | 65.2 | 93.0    | 81.2    | 57.9       | 72.8 | 80.6    |
| Kd-Net [84]   | 82.3          | 80.1 | 74.6 | 74.3 | 70.3 | 88.6       | 73.5   | 90.2  | 87.2 | 81.0  | 94.9       | 57.4 | 86.7    | 78.1    | 51.8       | 69.9 | 80.3    |
| SO-Net [85]   | 84.9          | 82.8 | 77.8 | 88.0 | 77.3 | 90.6       | 73.5   | 90.7  | 83.9 | 82.8  | 94.8       | 69.1 | 94.2    | 80.9    | 53.1       | 72.9 | 83.0    |
| PointNet++ [86] | 85.1        | 82.4 | 79.0 | 87.7 | 77.3 | 90.8       | 71.8   | 91.0  | 85.9 | 83.7  | 95.3       | 71.6 | 94.1    | 81.3    | 58.7       | 76.4 | 82.6    |
| PCNN [87]     | 85.1          | 82.4 | 80.1 | 85.5 | 79.5 | 90.8       | 73.2   | 91.3  | 86.0 | 85.0  | 95.7       | 73.2 | 94.8    | 83.3    | 51.0       | 75.0 | 81.5    |
| DGCNN [88]    | 85.2          | 84.0 | 83.4 | 86.7 | 77.8 | 90.6       | 74.7   | 91.2  | 87.5 | 82.8  | 95.7       | 66.3 | 94.9    | 81.1    | 63.5       | 74.5 | 82.6    |
| P2Sequence [89] | 85.2        | 82.6 | 81.8 | 87.5 | 77.3 | 90.8       | 77.1   | 91.1  | 86.9 | 83.9  | 95.7       | 70.8 | 94.6    | 79.3    | 58.1       | 75.2 | 82.8    |

| PointConv [90] | 85.7 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| PointICNN [91] | 86.1 | 84.1 | 86.5 | 86.0 | 80.8 | 90.6 | 79.7 | 92.3 | 88.4 | 85.3 | 96.1 | 77.2 | 95.2 | 84.2 | 64.2 | 80.0 | 83.0 |
| PointASNL [92] | 86.1 | 84.1 | 84.7 | 87.9 | 79.7 | 92.2 | 73.7 | 91.0 | 87.2 | 84.2 | 95.8 | 74.4 | 95.2 | 81.0 | 63.0 | 76.3 | 83.2 |
| RS-CNN [93]    | 86.2 | 83.5 | 84.8 | 88.8 | 79.6 | 91.2 | 81.1 | 91.6 | 88.4 | 86.0 | 96.0 | 73.7 | 94.1 | 83.4 | 60.5 | 77.7 | 83.6 |
| PCT [43]       | 86.4 | 85.0 | 82.4 | 89.0 | 81.2 | 91.9 | 71.5 | 91.3 | 88.1 | 86.3 | 95.8 | 64.6 | 95.8 | 83.6 | 62.2 | 77.6 | 83.7 |

| Ours       | 86.5 | 85.1 | 85.7 | 90.3 | 81.6 | 91.4 | 75.9 | 92.1 | 88.7 | 85.7 | 96.2 | 74.8 | 95.7 | 84.3 | 60.2 | 76.2 | 83.5 |

**pIoU**: part-average intersection-over-union. Results quoted are taken from cited papers.

### Table 15

Comparison to State-of-the-art Methods on ModelNet40 Classification Dataset

| Method     | input | #points | Accuracy |
|------------|-------|---------|----------|
| PointNet [83] | P     | 1k      | 89.2%    |
| A-SCN [20]   | P     | 1k      | 89.8%    |
| SO-Net [85]  | P, N  | 2k      | 90.9%    |
| Kd-Net [84]  | P     | 32k     | 91.8%    |
| PointNet++ [86] | P   | 1k      | 90.7%    |
| PointGrid [97] | P    | 5k      | 91.9%    |
| PCNN [87]    | P     | 1k      | 92.0%    |
| PointWeb [98] | P     | 1k      | 92.3%    |
| PointCNN [91] | P     | 1k      | 92.5%    |
| PointConv [90] | P, N  | 1k      | 92.5%    |
| A-CNN [99]   | P, N  | 1k      | 92.6%    |
| P2Sequence [89] | P   | 1k      | 92.6%    |
| KPConv [100] | P     | 7k      | 92.9%    |
| DGCNN [88]   | P     | 1k      | 92.9%    |
| RS-CNN [93]  | P     | 1k      | 92.9%    |
| PointASNL [92] | P   | 1k      | 92.9%    |
| RS-CNN [93]  | P     | 1k      | 92.9%    |
| PCT [43]     | P     | 1k      | 93.2%    |
| EAT (Ours)   | P     | 1k      | 93.4%    |

Accuracy: overall accuracy. All results quoted are taken from the cited papers. P = points, N = normals.

### Table 16

Comparison of Computational Requirements Compared to Self-Attention and its Variants

| Method     | SA [16] | DA [4] | A2 [94] | APC [76] | DM [95] | ACF [96] | Ham [8] | EA (ours) |
|------------|---------|--------|---------|----------|---------|----------|---------|-----------|
| Params     | 1.00M   | 4.82M  | 1.01M   | 2.03M    | 3.00M   | 0.75M    | 0.50M   | 0.55M     |
| MACs       | 292G    | 79.5G  | 25.7G   | 17.6G    | 35.1G   | 79.5G    | 17.6G   | 9.2G      |

MACs: Multiply-accumulate operations.
4.7 Point cloud classification

ModelNet40 [114] is a popular benchmark for 3D shape classification, containing 12,311 CAD models in 40 categories. It has 9,843 training samples and 2,468 test samples. Our EAT model replaces all self-attention modules in PCT [43]. We sampled 1024 points on each shape and augmented the input with random translation, anisotropic scaling, and dropout, following PCT [43]. Table 16 indicates that our method outperforms all others, including other attention-based methods like PCT. Our proposed method provides an outstanding backbone for both 2D and 3D vision.

4.8 Point cloud segmentation

We conducted a point cloud segmentation experiment on the ShapeNet part dataset [115]. It has 14,006 3D models in the training set and 2,874 in the evaluation set. Each shape is segmented into parts, with 16 object categories and 50 part labels in total. We followed the experimental setting in PCT [43]. EAT achieved the best results on this dataset, as indicated in Table 14.

4.9 Computational requirements

The linear complexity with respect to the size of the input brings about a significant advantage in efficiency. We compared external attention (EA) module to standard self-attention (SA) [16] and several of its variants in terms of numbers of parameters and inference operations for an input size of $1 \times 512 \times 128 \times 128$, giving the results in Table 15. External attention requires only half of the parameters needed by self-attention and is 32 times faster. Compared to the best variant, external attention is still about twice as fast.

5 Conclusion

This paper has presented external attention, a novel lightweight yet effective attention mechanism useful for various visual tasks. The two external memory units adopted in external attention can be viewed as dictionaries for the whole dataset and are capable of learning more representative features for the input while reducing computational cost. We hope external attention will inspire practical applications and research into its use in other domains such as NLP.
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