Abstract

Almost all known instanton solutions in noncommutative Yang-Mills theory have been obtained in the modified ADHM scheme. In this paper we employ two alternative methods for the construction of the self-dual $U(2)$ BPST instanton on a noncommutative Euclidean four-dimensional space with self-dual noncommutativity tensor. Firstly, we use the method of dressing transformations, an iterative procedure for generating solutions from a given seed solution, and thereby generalize Belavin’s and Zakharov’s work to the noncommutative setup. Secondly, we relate the dressing approach with Ward’s splitting method based on the twistor construction and derive the solution in this context. It seems feasible to produce nonsingular noncommutative multi-instantons with these techniques.
1 Introduction

The idea of a noncommutative space-time is more than fifty years old [1]. It offers a mild way to introduce nonlocality into field theories without losing too much control. Motivated by string theory [2] the investigation of non-Abelian gauge theories defined on noncommutative space-times took center stage during the last couple of years. It is well known that the dynamics of non-Abelian gauge fields involves nonperturbative field configurations, like instantons and monopoles, in an essential way. Hence, before attempting to quantize a gauge theory it is mandatory to study its classical solutions and to characterize their moduli spaces.

Nekrasov and Schwarz gave first examples of noncommutative instantons [3]. They modified the Atiyah-Drinfeld-Hitchin-Manin (ADHM) method [4] and showed that (anti-self-dual) noncommutativity resolves the singularities of the instanton moduli space. Moreover, they discovered that the noncommutative Euclidean four-space \( \mathbb{R}^4_\theta \) permits nonsingular Abelian instanton solutions, which do not survive in the commutative limit. Since then, a lot of work has been devoted to this subject (see e.g. [5]-[31] and references therein). For reviews on this matter see [32]-[36].

Most authors used the modified ADHM equations for the construction of instantons on \( \mathbb{R}^4_\theta \). In the present paper we advocate two complementing methods termed the dressing approach and the twistor approach. These proved to be successful in the commutative case: The twistor approach underlies the ADHM scheme [4] and can produce generic \( n \)-instantons via a sequence of Atiyah-Ward ansätze [37, 38]. In particular, the ’t Hooft \( n \)-instanton solution can be obtained in a very explicit way. The dressing approach [39] (see also [40]-[42]) produces this solution equally well [44].

In the noncommutative extension of \( \mathbb{R}^4_\theta \) the classical fields are best represented as (Lie-algebra valued) operators in an auxiliary two-oscillator Fock space. The authors of [22] employed the twistor approach to construct \( U(2) \) ’t Hooft \( n \)-instantons on \( \mathbb{R}^4_\theta \). However, they were led to a gauge field which violates self-duality on an \( n \)-dimensional subspace of the two-oscillator Fock space. This deficiency originated from the singular gauge choice pertinent to the ’t Hooft solution and was repaired by a suitable Murray-von Neumann transformation after a specific projection of the gauge potential. The proper noncommutative ’t Hooft multi-instanton field strength was written down explicitly but its associated gauge potential could be given only implicitly. In order to get around these difficulties, Correa et al. [16] suggested to use the Belavin-Polyakov-Schwarz-Tyupkin (BPST) [45] ansatz for constructing the noncommutative \( U(2) \) one-instanton. In contrast to [22] they did obtain an explicit expression for the self-dual gauge potential but the reality of the gauge potential and field strength was lost.

In this paper we concentrate on the one-instanton case for self-dual \( \mathbb{R}^4_\theta \). Instead of trying to generalize the BPST ansatz [45] we choose the method of dressing transformations and generalize the approach of Belavin and Zakharov [46] to the noncommutative case. This eventually results in explicit expressions for a real gauge potential with self-dual field strength for the noncommutative \( U(2) \) BPST instanton. Exploiting the connection between the dressing method and Ward’s splitting method we rederive the same configuration by generalizing Crane’s construction [47]. In fact, Crane’s ansatz for the transition matrix substitutes the Atiyah-Ward ansatz and leads directly to the nonsingular instanton configuration without the necessity of a singular gauge transformation. Its generalization may pave the way to nonsingular noncommutative multi-instantons.

The organization of the paper is as follows: First, we briefly discuss Yang-Mills theory on commutative and noncommutative Euclidean four-dimensional space by introducing the basic notions and definitions. We then present the dressing method and illustrate it by constructing the noncommutative \( U(2) \) BPST instanton solution for a self-dual noncommutativity tensor. In the last
section we outline the connection between this method and the twistor approach and again provide the noncommutative BPST instanton solution. An appendix briefly reviews the geometry of the commutative twistor space.

2 Yang-Mills theory on commutative \( \mathbb{R}^4 \) and noncommutative \( \mathbb{R}^4_\theta \)

**Commutative Yang-Mills theory.** We consider the Euclidean four-dimensional space \( \mathbb{R}^4 \) with the canonical metric \( \delta_{\mu\nu} \). Furthermore we specify to a principal bundle of the form \( P = \mathbb{R}^4 \times U(2) \) with a connection \( A = A_\mu\, dx^\mu \) and the Yang-Mills curvature \( F = dA + A \wedge A \). In components the latter equation reads \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] \). Here, \( \partial_\mu \) denotes the partial derivative with respect to \( x^\mu \), and Greek indices always run from 1 to 4.

The self-dual Yang-Mills (SDYM) equations take the form

\[
F = \ast F \iff F_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma} ,
\]

where \( \ast \) denotes the Hodge star and \( \epsilon_{\mu\nu\rho\sigma} \) is the Levi-Civita symbol on \( \mathbb{R}^4 \) with \( \epsilon_{1234} = 1 \). Solutions of (2.1) having finite Yang-Mills action are called instantons. Their action is given by

\[
S = -\frac{1}{g_{YM}^2} \int \text{tr} F \wedge \ast F = \frac{8\pi^2}{g_{YM}^2} Q ,
\]

where \( Q \) is the topological charge

\[
Q = -\frac{1}{8\pi^2} \int \text{tr} F \wedge F .
\]

Here, ‘tr’ is the trace over the \( u(2) \) gauge algebra and \( g_{YM} \) the Yang-Mills coupling hidden in the definition of the Lie algebra components of \( A \) and \( F \).

Introducing complex coordinates\(^1\)

\[
z^1 = x^1 + i x^2, \quad \bar{z}^1 = x^1 - i x^2, \quad z^2 = x^3 - i x^4, \quad \bar{z}^2 = x^3 + i x^4
\]

and defining

\[
A_{z^1} = \frac{1}{2}(A_1 - iA_2) \quad \text{and} \quad A_{z^2} = \frac{1}{2}(A_3 + iA_4)
\]

as well as

\[
A_{\bar{z}^1} = \frac{1}{2}(A_1 + iA_2) \quad \text{and} \quad A_{\bar{z}^2} = \frac{1}{2}(A_3 - iA_4) ,
\]

we can rewrite the SDYM equations (2.1) in the form

\[
[D_{z^1}, D_{z^2}] = 0 , \quad [D_{\bar{z}^1}, D_{\bar{z}^2}] = 0 , \quad [D_{z^1}, D_{\bar{z}^1}] + [D_{z^2}, D_{\bar{z}^2}] = 0 ,
\]

with \( D_{z^a} = \partial_{z^a} + A_{z^a} \) and \( D_{\bar{z}^a} = \partial_{\bar{z}^a} + A_{\bar{z}^a} \), respectively for \( a = 1, 2 \).

\(^1\)This particular choice and its geometrical meaning will be clarified in section four and in the appendix.
Noncommutative Yang-Mills theory. A noncommutative extension of \( \mathbb{R}^4 \) is defined via deforming the ring of functions on it. More precisely, the pointwise product between functions gets replaced with the Moyal star product which is defined by

\[
(f \star g)(x) := f(x) \exp \left\{ \frac{i}{2} \partial_\mu \theta^{\mu\nu} \partial_\nu \right\} g(x),
\]

(2.7)

where \( f, g \in C^\infty(\mathbb{R}^4, \mathbb{C}) \) and \( \theta^{\mu\nu} \) is chosen to be a constant antisymmetric tensor. Equation (2.7) implies that

\[
[x^\mu, x^\nu]_\star := x^\mu \star x^\nu - x^\nu \star x^\mu = i \theta^{\mu\nu}.
\]

(2.8)

In this paper we restrict \( \theta^{\mu\nu} \) to be self-dual with

\[
\theta^{12} = -\theta^{21} = \theta^{34} = -\theta^{43} =: \theta > 0
\]

(2.9)

and all other components being identically zero. The action (2.2) and the SDYM equations (2.1) are formally unchanged, but the ordinary product needs to be replaced by the star product, e.g.

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + A_\mu \star A_\nu - A_\nu \star A_\mu.
\]

(2.10)

It is well known that the nonlocality of the star product can be cumbersome for explicit calculations. It is therefore convenient to pass to the operator formalism via the Weyl correspondence given by

\[
\hat{f}(k) \mapsto \hat{f}(\hat{x}) = \frac{1}{(2\pi)^4} \int \mathrm{d}^4 k \; \hat{f}(k) e^{ik \cdot \hat{x}},
\]

(2.11a)

\[
\hat{f}(\hat{x}) \mapsto \hat{f}(k) = (2\pi\theta)^2 \text{Tr}\{e^{-ik \cdot \hat{x}} \hat{f}(\hat{x})\},
\]

(2.11b)

where ‘Tr’ denotes the trace over the operator representation of the noncommutative algebra and \( \hat{f}(k) \) is the Fourier transform of \( f(x) \), i.e.

\[
f(x) \mapsto \hat{f}(k) = \int \mathrm{d}^4 x \; f(x) e^{-ik \cdot x}.
\]

(2.12)

In these equations \( k \cdot x \) is shorthand notation for \( k_\mu x^\mu \). Important relations are

\[
f \star g \mapsto \hat{f} \hat{g} \quad \text{and} \quad \int \mathrm{d}^4 x \; f = (2\pi\theta)^2 \text{Tr} \hat{f},
\]

(2.13)

whenever both sides of the latter equation exist. Thus, we obtain operator-valued coordinates \( \hat{x}^\mu \) satisfying the commutation relations \([\hat{x}^\mu, \hat{x}^\nu] = i \theta^{\mu\nu}\) which define the noncommutative Euclidean four-dimensional space denoted by \( \mathbb{R}_\theta^4 \).

In complex coordinates (2.4) our choice of \( \theta^{\mu\nu} \) (2.9) implies

\[
[\hat{z}^1, \hat{\bar{z}}^1] = 2\theta \quad \text{and} \quad [\hat{z}^2, \hat{\bar{z}}^2] = -2\theta
\]

(2.14)

with all other commutators being equal to zero. Coordinate derivatives turn into inner derivations of the operator algebra, i.e.

\[
\hat{\partial}_{\hat{z}^1} \hat{f} = -\frac{1}{2\theta} \text{ad}(\hat{z}^1)(\hat{f}) \quad \text{and} \quad \hat{\partial}_{\bar{\hat{z}}} \hat{f} = \frac{1}{2\theta} \text{ad}(\hat{z}^1)(\hat{f})
\]

(2.15a)

as well as

\[
\hat{\partial}_{\hat{z}^2} \hat{f} = \frac{1}{2\theta} \text{ad}(\hat{z}^2)(\hat{f}) \quad \text{and} \quad \hat{\partial}_{\bar{\hat{z}}} \hat{f} = -\frac{1}{2\theta} \text{ad}(\hat{z}^2)(\hat{f}).
\]

(2.15b)
Since the commutation relations (2.14) identify our operator algebra with a pair of Heisenberg algebras it can obviously be represented on the two-oscillator Fock space $\mathcal{H} = \bigoplus_{n_1, n_2} \mathbb{C} |n_1, n_2\rangle$
with
$$|n_1, n_2\rangle = \frac{1}{\sqrt{n_1!n_2!(2\theta)^{n_1+n_2}}} (\hat{z}_1)^{n_1} (\hat{z}_2)^{n_2} |0, 0\rangle.$$ (2.16)

Hence, coordinates and fields on $\mathbb{R}^4_\theta$ both correspond to operators acting on $\mathcal{H}$. Sitting in the adjoint representation of $u(2)$ the components $\hat{A}_\mu$ and $\hat{F}_{\mu\nu}$ act from the left in the space $\mathcal{H} \otimes \mathbb{C}^2 \cong \mathcal{H} \oplus \mathcal{H}$, which carries a fundamental representation of the group $U(2)$. In the operator formulation the action (2.2) reads
$$S = -\frac{1}{\sigma} \left(\frac{2\pi \theta}{g_{YM}}\right)^2 \text{Tr}\{\text{tr} \hat{F}_{\mu\nu} \hat{F}^{\mu\nu}\},$$ (2.17)
and the SDYM equations (2.6) retain their familiar form
$$\hat{F}_{\bar{z}_1 z_2} = 0, \quad \hat{F}_{\bar{z}_2 z_1} = 0, \quad \hat{F}_{\bar{z}_1 z_1} + \hat{F}_{\bar{z}_2 z_2} = 0.$$ (2.18)

In order to streamline our notation we will from now on omit the hats over the operators.

### 3 Instantons from the dressing approach

**Linear system.** The key observation is that the SDYM equations (2.18) can be obtained as the integrability conditions of the linear system (already in the noncommutative setup)

$$(D_{\bar{z}_1} - \lambda D_{z_2})\psi = 0, \quad (D_{\bar{z}_2} + \lambda D_{z_1})\psi = 0 \quad \text{and} \quad \partial_\lambda \psi = 0,$$ (3.1)

where $\lambda \in \mathbb{C} \cup \{\infty\} \cong \mathbb{C}P^1$ is called the spectral parameter and the $2 \times 2$ matrix $\psi$ depends on $(x^1, x^2, x^3, x^4, \lambda)$ (or equivalently on $(z^1, \bar{z}_1, z^2, \bar{z}_2, \lambda)$). Hence, it lives on a space $\mathcal{P} = \mathbb{R}^4_\theta \times \mathbb{C}P^1$ known as the twistor space. Since this system is overdetemined there are integrability conditions which turn out to be exactly the SDYM equations (2.18).

Following Belavin and Zakharov [46] we impose a reality condition on $\psi$:
$$[\psi(x, -\bar{\lambda}^{-1})] = \psi^{-1}(x, \lambda),$$ (3.2)
with $x \in \mathbb{R}^4_\theta$. This restriction ensures that the gauge potential $A_\mu$ is anti-Hermitian, i.e. $A_\mu^\dagger = -A_\mu$, as is required by the gauge group $U(2)$.

The linear system (3.1) can be rewritten as
$$\psi(\partial_{\bar{z}_1} - \lambda \partial_{z_2})\psi^\dagger = A_{\bar{z}_1} - \lambda A_{z_2},$$ (3.3a)
$$\psi(\partial_{\bar{z}_2} + \lambda \partial_{z_1})\psi^\dagger = A_{\bar{z}_2} + \lambda A_{z_1},$$ (3.3b)
whereby $\psi^\dagger$ is shorthand notation for $[\psi(x, -\bar{\lambda}^{-1})]^\dagger$. The task is to find the auxiliary field $\psi$, since the gauge potential and, hence, the curvature then follow immediately from the equations above.

**Dressing method.** In the commutative setup Belavin and Zakharov constructed [46] solutions to the SDYM equations (2.1) by using the method of dressing transformations, which is a recursive procedure for generating solutions from a given seed solution. After having derived the one-instanton BPST solution they used it as the seed solution to give a recursion relation for the
construction of the n-instanton configuration. The extension of the dressing method to the noncommutative case is readily accomplished (cf. [48], [49] and [50]). We now recall this extension and generalize the Belavin-Zakharov ansatz to the noncommutative realm.

Let \( \psi \) be a given solution of the linear system (3.3). To generate a new solution out of \( \psi \) we multiply the so-called dressing factor \( \chi \) on the left, i.e. we consider

\[
\tilde{\psi}(z^1, z^2, \bar{z}^1, \bar{z}^2, \lambda) = \chi(z^1, z^2, \bar{z}^1, \bar{z}^2, \lambda) \psi(z^1, z^2, \bar{z}^1, \bar{z}^2, \lambda). \tag{3.4}
\]

The dressing factor \( \chi \) is assumed to be a global meromorphic operator-valued function in the spectral parameter \( \lambda \in \mathbb{C} \), which implies the expansion

\[
\chi = \lambda R_{-1} + R_0 + \sum_{i=1}^{r} \frac{R_i}{(\mu_i \lambda + \nu_i)} \tag{3.5}
\]

with \( \mu_i, \nu_i \in \mathbb{C} \) and the coefficients \( R_{-1}, R_0 \) and \( R_i \) depending on \( \{z^a\} \) and \( \{\bar{z}^a\} \) but not on the spectral parameter \( \lambda \). We have restricted ourselves to first-order poles, since one can generate higher-order poles by a successive multiplication of such expressions. Thus, \( \chi \) has finitely many poles which are located at \( \lambda_\infty = \infty \) and \( \lambda_i = -\nu_i/\mu_i \) with \( \mu_i \neq 0 \) for \( i = 1, \ldots, r \).

Since \( \tilde{\psi} \) is supposed to be a new solution we can write

\[
\begin{align*}
\tilde{\psi}(\partial_{\bar{z}^1} - \lambda \partial_{\bar{z}^2})\tilde{\psi}^\dagger &= \tilde{A}_{\bar{z}^1} - \lambda \tilde{A}_{\bar{z}^2}, \tag{3.6a} \\
\tilde{\psi}(\partial_{\bar{z}^2} + \lambda \partial_{\bar{z}^1})\tilde{\psi}^\dagger &= \tilde{A}_{\bar{z}^2} + \lambda \tilde{A}_{\bar{z}^1}. \tag{3.6b}
\end{align*}
\]

A short calculation shows that

\[
\begin{align*}
\chi(D_{\bar{z}^1} - \lambda D_{\bar{z}^2})\chi^\dagger &= \tilde{A}_{\bar{z}^1} - \lambda \tilde{A}_{\bar{z}^2}, \tag{3.7a} \\
\chi(D_{\bar{z}^2} + \lambda D_{\bar{z}^1})\chi^\dagger &= \tilde{A}_{\bar{z}^2} + \lambda \tilde{A}_{\bar{z}^1}. \tag{3.7b}
\end{align*}
\]

where \( D_\mu = \partial_\mu + A_\mu \) is the covariant derivative in the background of the old gauge potential \( A_\mu \) determined through \( \psi \). Since the gauge potential \( \tilde{A}_\mu \) is \( \lambda \)-independent the left hand side of (3.7) is at most linear in \( \lambda \). The ansatz (3.5) for \( \chi \), however, contains finitely many poles in the spectral parameter. Therefore, all proper residues must vanish. This requirement yields differential equations for the coefficients \( R_{-1}, R_0 \) and \( R_i \) for \( i = 1, \ldots, r \). After solving these equations one obtains a new solution \( \tilde{A}_\mu \) of the noncommutative SDYM equations. Finally, this procedure may be iterated to get new solutions from old ones.

**Ansatz and noncommutative BPST instanton.** Let us obtain a one-instanton solution by way of dressing. The trivial solution of (3.3) is \( \psi = 1 \) and \( A_\mu = 0 \). We take this solution as the seed solution and choose the dressing factor of the form \( \chi \)

\[
\psi(x, \lambda) = G \left( 1 + 2H + \lambda S^\dagger + \frac{1}{\lambda} S \right), \tag{3.8}
\]

where all \( \lambda \) dependence is made explicit and \( G \) and \( H \) are taken to be Hermitian diagonal \( 2 \times 2 \) matrix functions of \( \{z^a, \bar{z}^a\} \), i.e.

\[
G =: \text{diag}(g_-, g_+) \quad \text{and} \quad H =: \text{diag}(h_-, h_+) \tag{3.9}
\]

---

\(^2\)When we say operator-valued function we imply a \( \{z^a\} \) and \( \{\bar{z}^a\} \) dependence.

\(^3\)Here we have renamed the dressing factor \( \chi \) and called it \( \psi \) in order to be conform with the literature.
From equation (3.8) we obtain
\[
[\psi(x, -\bar{\lambda}^{-1})]^\dagger = \left(1 + 2H - \lambda S^\dagger - \frac{1}{\lambda} S\right) G .
\] (3.10)

In order to simplify further calculations we put some restrictions on \(H\) and \(G\), namely we require that
\[
[G, H] = [G, S] = [H, S] = 0 .
\] (3.11)
Then the reality condition (3.2) implies
\[
S^2 = 0 \quad \text{and} \quad (S^\dagger)^2 = 0
\] (3.12a)
as well as
\[
G^2(1+2H)^2 = 1 + G^2\{S, S^\dagger\} .
\] (3.12b)
The \(\lambda\) dependence of the differential equations (3.3) leads to
\[
G\{S^\dagger \partial_{x^a} S\}G = 0 \quad \text{for} \quad a = 1, 2
\] (3.13a)
as well as
\[
G\{(1+2H)\partial_{x^a} S^\dagger - S^\dagger \partial_{x^a}(1+2H) + \epsilon_{ab} S^\dagger \partial_{x^b} S\}G = 0 \quad \text{for} \quad a = 1, 2 ,
\] (3.13b)
where the nilpotency of \(S^\dagger\) has been used. We shall find matrix functions \(H\) and \(S\) for which the brackets above will vanish by themselves.

In order to construct a \(2 \times 2\) matrix \(S\) satisfying (3.12a) and (3.13a) (which do not involve \(H\)), we consider the two vectors
\[
T_1 = \begin{pmatrix} v_1 \\ -v_2 \end{pmatrix} \quad \text{and} \quad T_2 = \begin{pmatrix} v_2^\dagger \\ v_1^\dagger \end{pmatrix}
\] (3.14)
built from functions \(v_1\) and \(v_2\) and introduce some real function \(K = K(r^2)\) which depends only on the combination
\[
r^2 := \bar{z}^1 z^1 + \bar{z}^2 z^2 .
\] (3.15)
With these ingredients we parametrize \(S^\dagger\) as follows,
\[
S^\dagger = T_1 \frac{1}{K} T_2^\dagger = \begin{pmatrix} \frac{1}{K} v_2 & v_1^\dagger \\ -\frac{v_2^\dagger}{K} & -\frac{1}{K} v_1 \end{pmatrix} ,
\] (3.16)
and expect conditions on \(v_1\), \(v_2\), and \(K\). Due to the nilpotency property (3.12a) of \(S\) and \(S^\dagger\) we find \([v_1, v_2] = 0\) and hence, \(T_1^\dagger T_2 = T_2^\dagger T_1 = 0\). The condition (3.13a) then tells us that \(v_1\) and \(v_2\) are anti-holomorphic functions depending on \(\bar{z}^1\) and \(\bar{z}^2\) only. A simple choice is \(v_1 = \bar{z}^1\) and \(v_2 = \bar{z}^2\), which specifies
\[
S^\dagger = \begin{pmatrix} \bar{z}^1 & \bar{z}^2 \\ -\bar{z}^2 & \bar{z}^1 \end{pmatrix} .
\] (3.17)

The commutation property (3.11) of \(G\) and \(H\) with this form of \(S\) can be achieved by choosing \(g_\pm\) and \(h_\pm\) in (3.9) to depend only on \(r^2\) and by relating them via
\[
g_\pm(r^2) = g(r^2 \pm 2\theta) \quad \text{and} \quad h_\pm(r^2) = h(r^2 \pm 2\theta)
\] (3.18)
to yet unknown scalar functions \( g \) and \( h \). It is useful to define the notation \( f_\pm(r^2) := f(r^2 \pm 2\theta) \) for arbitrary functions \( f \).

Next we address equations (3.13b). Remembering that partial derivatives are given by the inner derivations (2.15a) and (2.15b) we reformulate:

\[
G \{(1+2H) \bar{z}^1 S^\dagger - S^\dagger \bar{z}^1 (1+2H) + S^\dagger z^2 S^\dagger \} G = 0 , \quad (3.19a)
\]

\[
G \{(1+2H) \bar{z}^2 S^\dagger - S^\dagger \bar{z}^2 (1+2H) - S^\dagger \bar{z}^1 S^\dagger \} G = 0 . \quad (3.19b)
\]

Demanding that the brackets vanish gives us two relations for the functions \( h \) and \( K \). We claim that these are fulfilled for

\[
h(r^2) = -\frac{1}{2} \left( 1 + \frac{K(r^2)}{K(r^2)} \right)
\]

and

\[
K(r^2 + 2\theta) = K(r^2) + 2\theta \quad (3.20)
\]

with \( C \in \mathbb{R} \) being some (almost) arbitrary constant. The proof of this assertion is rather straightforward and we therefore refrain from presenting it here. The general solution to the functional equation in (3.20) is

\[
K(r^2) = r^2 + K(r^2) \quad (3.21)
\]

with an arbitrary \( 2\theta \)-periodic function \( K \). By imposing a smooth \( \theta \to 0 \) limit we force \( K \) to be constant, i.e.

\[
K(r^2) = r^2 - 2C + 2\Lambda^2 \quad (3.22)
\]

with some new real constant \( \Lambda^2 \geq 0 \). We are going to see that \( \Lambda \) corresponds to the size of the instanton. The corresponding \( h \) reads

\[
h(r^2) = -\frac{r^2 + 2\Lambda^2 - C}{r^2 + 2\Lambda^2 - 2C} . \quad (3.23)
\]

A particularly simple choice is \( C = 0 \) which results in \( h = -1 \). More generally, we should only exclude the values \( C = \Lambda^2 + n\theta \) for \( n \in \mathbb{Z}_+ \), where \( H \) becomes singular.

It remains to impose the condition (3.12b) which serves to determine the function \( g \). With the help of

\[
\{S, S^\dagger\} = \begin{pmatrix} \frac{(r^2)^2}{K^2} & 0 \\ 0 & \frac{(r^2)^2}{K^2} \end{pmatrix}
\]

equation (3.12b) reduces to

\[
g^2(1+2h)^2 = 1 + g^2 \frac{(r^2)^2}{K^2} \quad (3.25)
\]

which yields

\[
g(r^2) = \pm \frac{1}{2\Lambda} \frac{r^2 + 2\Lambda^2 - 2C}{\sqrt{r^2 + \Lambda^2}} . \quad (3.26)
\]

During this computation we tacitly assumed that all quantities are well behaved such that we could legally perform all necessary operations. However, this need not always be the case. As a prime example, \((r^2)^{-1} \equiv (r^2 - 2\theta)^{-1}\) is ill behaved when acting on the ground state \( |0, 0\rangle \) of \( \mathcal{H} \).

\[^4\text{The positivity of } \Lambda^2 \text{ will follow from the hermiticity of } g.\]
Luckily, the potentially dangerous $K^{-1}$ is regulated by $\Lambda^2$. Only the limit $\Lambda^2 \to 0$ is apparently singular. The results above may be recombined to compose the final expression for $\psi$:

$$
\psi = \frac{1}{2\Lambda} \left( \begin{array}{cc}
\frac{1}{\sqrt{r^2+\Lambda^2}+2\theta} & 0 \\
0 & \frac{1}{\sqrt{r^2+\Lambda^2}+2\theta}
\end{array} \right) \left( \begin{array}{cc}
r^2+2\Lambda^2-2\theta-\lambda\varepsilon^2 z^2 - \varepsilon^2 \frac{z^2}{\Lambda} \\
\lambda (z^2)^2 \left( \frac{z^2}{\Lambda} \right)^2 r^2+2\Lambda^2+2\theta+\lambda\varepsilon^2 z^2 + \varepsilon^2 \frac{z^2}{\Lambda}
\end{array} \right),
$$

(3.27)

where we have chosen the negative sign in (3.26). The $\theta$ dependence of this noncommutative solution is very simple. It is also quite remarkable that it differs from the commutative solution (as given by Belavin and Zakharov [46]) only in a few spots. Moreover, the final expression is independent of the parameter $C$, in accordance with the latter’s interpretation as a regulator of intermediate singularities in the course of the calculation.

**Connection and curvature.** We are now in the position to construct the gauge potential using our solution (3.27). By looking at the terms of (3.3) which are linear in $\lambda$ we can compute $A_{z^1}$ and $A_{z^2}$. The calculation is kind of tedious but straightforward. We therefore omit the explicit derivation and give only the results

$$
A_{z^1} = \left( \begin{array}{cc}
-\frac{z^1}{2\theta} \left( \sqrt{\frac{r^2+\Lambda^2-2\theta}{r^2+\Lambda^2}} - 1 \right) & 0 \\
-\frac{z^2}{\sqrt{r^2+\Lambda^2}} \frac{1}{\sqrt{r^2+\Lambda^2}} & -\frac{z^1}{2\theta} \left( \sqrt{\frac{r^2+\Lambda^2+2\theta}{r^2+\Lambda^2}} - 1 \right)
\end{array} \right),
$$

(3.28a)

and

$$
A_{z^2} = \left( \begin{array}{cc}
\left( \sqrt{\frac{r^2+\Lambda^2-2\theta}{r^2+\Lambda^2}} - 1 \right) \frac{z^2}{2\theta} & -\frac{z^1}{\sqrt{r^2+\Lambda^2}} \frac{1}{\sqrt{r^2+\Lambda^2}} \left( \sqrt{\frac{r^2+\Lambda^2+2\theta}{r^2+\Lambda^2}} + 1 \right) \frac{z^1}{2\theta}
\end{array} \right),
$$

(3.28b)

which in the commutative limit $\theta \to 0$ coincide with the Belavin-Zakharov solution [46]. The remaining components are $A_{z^a} = -A_{z^a}^\dagger$ for $a = 1, 2$.

Furthermore, we compute the nonvanishing components of the Yang-Mills curvature using $F_{z^a z^b} = \partial_{z^a} A_{z^b} - \partial_{z^b} A_{z^a} + [A_{z^a}, A_{z^b}]$ for $a, b = 1, 2$. Again, this task is lengthy but not difficult. Ultimately we find the self-dual configuration

$$
F_{z^1 z^1} = -F_{z^2 z^2} = \left( \begin{array}{cc}
-\frac{\Lambda^2}{(r^2+\Lambda^2)(r^2+\Lambda^2-2\theta)} & 0 \\
0 & \frac{\Lambda^2}{(r^2+\Lambda^2)(r^2+\Lambda^2+2\theta)}
\end{array} \right),
$$

(3.29a)

and

$$
F_{z^1 z^2} = F_{z^2 z^1}^\dagger = \left( \begin{array}{cc}
0 & 0 \\
\frac{2\Lambda^2}{(r^2+\Lambda^2)(r^2+\Lambda^2-2\theta)} & 0
\end{array} \right).
$$

(3.29b)

Comparing this solution, constructed by the dressing method, with the one obtained via the ADHM approach [14] we recognize complete agreement if we identify $\Lambda$ with the size of the instanton. The zero-size limit produces a pure-gauge configuration as it should for self-dual $\theta^\mu$.5

Recall that the calculation of the topological charge produces a surface integral at infinity, where the noncommutativity goes to zero.5 Since our solution coincides with the standard BPST instanton in the commutative limit, we conclude that it has topological charge $Q = 1$. This result was also obtained by Furuuchi [14] in a direct evaluation of $Q$ from the expressions (3.29).

---

5However, when $U(1)$ is gauged this is not true [12].
4 Instantons from the splitting approach

In the appendix we give a brief review of the geometric picture of the linear system in the commutative case in terms of holomorphic vector bundles over the twistor space $P = \mathbb{R}^4 \times \mathbb{C}P^1$ for the space $\mathbb{R}^4 \times \mathbb{C}P^1$. This eventually results in the Ward correspondence. For the noncommutative extension, the notion of vector bundles does not exist anymore and is replaced by the notion of projective modules (see e.g. [32], [34] and [35]). Still, the assertion of Ward’s theorem remains the same on noncommutative $\mathbb{R}^4 \times \mathbb{C}P^1$ in the following sense. Let $U_\pm$ be the two canonical coordinate patches covering $\mathbb{C}P^1$. Taking an operator-valued holomorphic matrix $f_{\pm\pm}$ restricted to $U_+ \cap U_- \subset \mathbb{C}P^1$, one may try to split $f_{\pm\pm} = \psi_\pm \psi_\pm^{-1}$ into $\psi_+$ and $\psi_-$ having no singularities in the spectral parameter $\lambda$ on $U_+$ and $U_-$, respectively. If successful then one can use the equations

$$A_{2a} = \psi_+ \partial_{2\lambda} \psi_+^{-1} \big|_{\lambda=0} \quad \text{for} \quad a = 1, 2$$

(4.1)

to find a self-dual gauge potential. This defines a parametric Riemann-Hilbert problem. For a more detailed discussion we refer to [7], [9] and [22].

The linear system is equivalent to the equations

$$\psi_+(\partial_{\lambda} - \lambda \partial_{z^2}) \psi_+^{-1} = \psi_-(\partial_{\lambda} + \lambda \partial_{\bar{z}}) \psi_+^{-1} = A_{31} - \lambda A_{22}$$

(4.2a)

$$\psi_+(\partial_{\lambda} + \lambda \partial_{\bar{z}}) \psi_+^{-1} = \psi_-(\partial_{\lambda} - \lambda \partial_{z}) \psi_+^{-1} = A_{32} + \lambda A_{12}$$

(4.2b)

since using the solution for $\psi$ one can construct a matrix $\Upsilon$ which depends meromorphically on $w^1 = z^1 - \lambda \bar{z}^2$, $w^2 = z^2 + \lambda \bar{z}^1$, and $w^3 = \lambda$

(4.3)

and acts by right multiplication so that

$$\psi_+ = \psi \Upsilon$$

(4.4)

We then define $\psi_-$ by $\psi_-(\lambda) := [\psi_+^{-1}(-1/\lambda)]^\dagger$. In the commutative case this was shown by Crane [47]. We shall now generalize his construction to the noncommutative setup.

One-instanton solution. For notational simplicity let us rewrite the solution for $\psi$ as

$$\psi = X + \lambda Y + \frac{1}{\lambda} Y$$

(4.5)

i.e. we abbreviate the known expressions by $X = G(1+2H)$ and $Y = GS = GT_2 \frac{1}{\lambda} T_1^\dagger$, where the matrices $G$, $H$, $T_i$ and $K$ are given in the previous section. Moreover, we expand $\psi_+$ and $\Upsilon$ on $U_+ \cap U_-$ as

$$\psi_+(x, \lambda) = \sum_{n \in \mathbb{Z}_+} \psi_{+n}(x) \lambda^n \quad \text{and} \quad \Upsilon(w^1, w^2, \lambda) = \sum_{n \in \mathbb{Z}} \Upsilon_n(w^1, w^2) \lambda^n$$

(4.6)

since $w^3 = \lambda$. Comparing coefficients of $\lambda^n$ in $\psi_+ = \psi \Upsilon$ then yields the equations

$$\psi_{+n} = X \Upsilon_n + Y \Upsilon_{n-1} + Y \Upsilon_{n+1} \quad \text{for} \quad n \geq 0$$

(4.7a)

$$0 = X \Upsilon_n + Y \Upsilon_{n-1} + Y \Upsilon_{n+1} \quad \text{for} \quad n < 0$$

(4.7b)

These equations are derived and discussed in the appendix.
while the holomorphy conditions $\partial_{\bar{n}a} \Upsilon = 0$ imply the recursion relations

$$
\partial_{\bar{x}} \Upsilon_n = \partial_{\bar{x}} \Upsilon_{n-1} \quad \text{and} \quad \partial_{\bar{x}} \Upsilon_n = -\partial_{\bar{x}} \Upsilon_{n-1}.
$$

(4.8)

Bearing in mind the commutative limit \[47\] we would like to truncate to

$$
\psi_+(\lambda) = \psi_{+0} + \psi_{+1} \lambda \quad \text{and} \quad \Upsilon(\lambda) = \Upsilon_{-1} \lambda^{-1} + \Upsilon_0 + \Upsilon_1 \lambda.
$$

(4.9)

We claim that it is indeed consistent to require $\Upsilon_{n<1} = \Upsilon_{n>1} = 0$ and $\psi_{+n<0} = \psi_{+n>1} = 0$, which reduces the infinite set (4.7a) and (4.7b) to

$$
\begin{align*}
0 &= \Upsilon \Upsilon_{-1}, \\
0 &= \Upsilon \Upsilon_{0} + \Upsilon \Upsilon_{1}, \\
\psi_{+0} &= \Upsilon \Upsilon_{0} + \Upsilon \Upsilon_{1}, \\
\psi_{+1} &= \Upsilon \Upsilon_{1} + \Upsilon \Upsilon_{0}, \\
0 &= \Upsilon \Upsilon_{1}.
\end{align*}
$$

(4.10a - 4.10e)

The truncated recursion relations (4.8) imply that

$$
\begin{align*}
\partial_{x} \Upsilon_{-1} &= 0 = \partial_{x} \partial_{\bar{y}} \partial_{x} \Upsilon_{-1}, \\
\partial_{x} \partial_{\bar{y}} \Upsilon_{0} &= 0 = \partial_{x} \partial_{\bar{y}} \partial_{x} \Upsilon_{0} \quad \text{and} \quad \square \Upsilon_{0} = 0, \\
\partial_{x} \partial_{\bar{y}} \partial_{x} \Upsilon_{1} &= 0 = \partial_{x} \Upsilon_{1},
\end{align*}
$$

(4.11a - 4.11c)

so that the 2×2 matrices $\Upsilon_0$ and $\Upsilon_\pm$ are quadratic functions of $\{z^a\}$ and $\{\bar{z}^a\}$. Demanding invariance under reflection on the origin and additionally imposing $\Upsilon(\lambda) = [\Upsilon(-1/\lambda)]^\dagger$ the functional dependence takes the form

$$
\begin{align*}
\Upsilon_{-1} &= -\tau_{-}(z_1)^2 + \tau_{+}(z_2)^2 - \tau_3 z_1^2, \quad (4.12a) \\
\Upsilon_{0} &= -\tau_3 (z_1\bar{z}_1 - z_2\bar{z}_2) + 2\tau_{-}z_1\bar{z}_2 + 2\tau_{+}z_2\bar{z}_1 - \tau_4, \quad (4.12b) \\
\Upsilon_{1} &= \tau_{+}(\bar{z}_1)^2 - \tau_{-}(\bar{z}_2)^2 + \tau_3 \bar{z}_1^2 \\
&= \tau_{+}(\bar{z}_1)^2 - \tau_{-}(\bar{z}_2)^2 + \tau_3 \bar{z}_1^2, \quad (4.12c)
\end{align*}
$$

with constant matrices $\tau_{-} = \tau_{+}^\dagger$ as well as $\tau_3$ and $\tau_4$ (the latter two being Hermitian).

Equations (4.10a) and (4.10b) with $\Upsilon_{-1} = -\Upsilon_1$ are clearly solved by putting

$$
\begin{align*}
\Upsilon_{-1} &= -\frac{1}{2\Lambda} T_2 T_1^\dagger, \quad \text{and} \quad \Upsilon_1 = \frac{1}{2\Lambda} T_1 T_2^\dagger, 
\end{align*}
$$

(4.13)

where a convenient normalization has been chosen. This fixes $\tau_{\pm} = \frac{1}{2\Lambda}(\sigma_1 \pm i\sigma_2)$ and $\tau_3 = \frac{1}{2\Lambda} \sigma_3$, where $\sigma_i$ denotes the Pauli matrices. The remaining condition (4.10b) then determines the matrix $\tau_4 = 1$. The equations (4.10a) and (4.10b) finally serve to compute $\psi_+$. Expressed in terms of $\{w^a\}$ coordinates, we thus arrive at

$$
\Upsilon(w^1, w^2, \lambda) = \frac{1}{2\Lambda^2} \begin{pmatrix} -2\Lambda^2 & \frac{w^1 w^2}{\Lambda} \\ -\frac{w^1 w^2}{\Lambda} & (w^2)^2 \end{pmatrix}.
$$

(4.14)

The matrix $\psi_+$ is then given by

$$
\begin{align*}
\psi_+(x, \lambda) &= \psi(x, \lambda) \Upsilon(w^1, w^2, \lambda) \\
&= -\frac{1}{\Lambda} \begin{pmatrix} 1 & 0 \\ \frac{1}{\sqrt{r^2 + \Lambda^2 - 2\Lambda^2}} & \frac{1}{\sqrt{r^2 + \Lambda^2 + 2\Lambda^2}} \end{pmatrix} \begin{pmatrix} z^1 z^1 + \Lambda^2 & -\lambda z^1 \bar{z}_2 \\ -\bar{z}^1 \bar{z}_2 & \bar{z}^2 \bar{z}_2 + \Lambda^2 + \lambda \bar{z}^1 \bar{z}_2 \end{pmatrix}.
\end{align*}
$$

(4.15)
which coincides with Crane’s solution \(^4\) in the commutative limit. The matrix \(f_{+-}\) then becomes

\[
f_{+-}(w^a, \lambda) = \psi_+^{-1}(w^a, \lambda) \psi_-(w^a, \lambda) = \frac{1}{\Lambda^2} \left( \begin{array}{cc} \Lambda^2 \frac{w^1 w^2}{\lambda} & \frac{(w^2)^2}{\lambda} \\ \frac{-(w^1)^2}{\lambda} & \Lambda^2 + \frac{w^1 w^2}{\lambda} \end{array} \right).
\]

(4.16)

In order to construct the gauge potential we need the inverse of \(\psi_+\) at \(\lambda = 0\) which is

\[
\psi_+^{-1} \Big|_{\lambda=0} = -\frac{1}{\Lambda} \left( \begin{array}{cc} 1 & 0 \\ \frac{1}{\sqrt{r^2 + \Lambda^2}} & \frac{1}{\sqrt{r^2 + \Lambda^2}} \end{array} \right) \left( \begin{array}{cc} \frac{z^2 z^2 - \Lambda^2 - 2\theta}{\sqrt{z^1 z^2}} \\ \frac{z^1 z^2}{\sqrt{z^1 z^2}} \end{array} \right).
\]

(4.17)

With these ingredients we can use equation (4.1) to reconstruct the gauge potential and hence, the curvature. What we find in this way is, of course, identical to the result of the previous section, namely (3.28) and (3.29).

## 5 Concluding remarks

In this paper we have extended the self-dual BPST instanton solution to Yang-Mills theory defined on a noncommutative Euclidean space. We have chosen the noncommutative deformation matrix \(\theta^{\mu\nu}\) to be self-dual as well, because self-dual instantons on an anti-self-dual background cannot be captured with our noncommutative extension of the Belavin-Zakharov ansatz. Our calculations demonstrate that noncommutativity with a self-dual \(\theta^{\mu\nu}\) causes no difficulties in constructing solutions. Potential singularities like \((r^2 - 2\theta)^{-1}\), as occurring for the noncommutative ’t Hooft instanton \(^{10, 22}\), are regulated in our case by the instanton size. Moreover, in the framework of the dressing and splitting approaches described in this paper we were able to solve the reality problem of the gauge field which was encountered by the authors of \(^{14}\) in generalizing the BPST ansatz \(^{35}\).

It is tempting to recycle the constructed one-instanton solution as the seed solution in the dressing method, in order to generate multi-instantons. Perhaps a combination of the dressing and splitting method will do the job. One may hope that computing the two-instanton\(^7\) configuration in terms of a matrix \(Y_{n=2}\) will point towards a recursive procedure for the construction of \(n\)-instantons. However, further work in this direction needs to be done.

The splitting and dressing approaches presented here have recently been lifted from gauge field theory to string field theory \(^{51, 52}\). Since 10d superstrings in Berkovits’ nonpolynomial formulation \(^{53}\) as well as 4d self-dual strings à la Berkovits and Siegel \(^{54}\) are classically integrable \(^{55}\), their field equations can be linearized and classical backgrounds can be constructed using these methods. Moreover, string field theory may be viewed as an infinite-dimensional noncommutative field theory, so that the techniques of the present paper are directly applicable. A program in this direction has been initiated \(^{51, 52}\).
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\(^7\)Using the dressing method Belavin and Zakharov found the two-instanton solution in the commutative case \(^{16}\).
A Geometry of the twistor space for $\mathbb{R}^4$

To motivate the linear system $[33]$ and to understand the geometry behind it, this appendix analyzes its commutative analog. It has a geometrical interpretation in terms of holomorphic bundles over the twistor space $\mathcal{P} = \mathbb{R}^4 \times \mathbb{C}P^1$ for the space $\mathbb{R}^4 [37, 38]$.

It is well known that the two-sphere $S^2 \cong \mathbb{C}P^1$ can be covered by two coordinate patches $U_\pm$ and hence, also the whole twistor space $\mathcal{P}$:

$$\mathcal{P} = U_+ \cup U_- , \quad U_+ = \mathbb{R}^4 \times U_+ , \quad U_- = \mathbb{R}^4 \times U_- ,$$

with $U_+ = \mathbb{C}P^1 \setminus \{\infty\}$ and $U_- = \mathbb{C}P^1 \setminus \{0\}$. The complexified tangent space $\mathbb{C}^4 \cong \mathbb{R}^4 \otimes \mathbb{C}$ of $\mathbb{R}^4$ can be decomposed into two subspaces with respect to a chosen constant almost complex structure $J = (J^\mu_\nu)$ on $\mathbb{R}^4$, i.e. $\mathbb{C}^4 \cong V \oplus \bar{V}$ with

$$V = \{ V \in \mathbb{C}^4 | J^\mu_\nu V^\nu = iV^\mu \} \quad \text{and} \quad \bar{V} = \{ V \in \mathbb{C}^4 | J^\mu_\nu V^\nu = -iV^\mu \} .$$

For instance, on $\bar{V}$ we may take the basis

$$\bar{V}_1 = \partial_{\bar{z}^1} - \lambda \partial_{\bar{z}^2} , \quad \bar{V}_2 = \partial_{\bar{z}^2} + \lambda \partial_{\bar{z}^2} \quad \text{and} \quad \bar{V}_3 = \partial_{\bar{\lambda}} ,$$

where $\lambda$ is the local holomorphic coordinate on the two-sphere $S^2 \cong SO(4)/U(2)$ which parametrizes $J$, i.e. $\lambda = (\xi^1 + i \xi^2)/(1 + \xi^3)$ with $\xi^a \xi^a = 1$. Therefore, we can introduce on $U_+$ (and similarly on $U_-$) the anti-holomorphic vector fields $\bar{V}_a = \bar{V}_a^\mu \partial_\mu$ ($a = 1, 2, 3$)

$$\bar{V}_1 = \partial_{\bar{z}^1} - \lambda \partial_{\bar{z}^2} , \quad \bar{V}_2 = \partial_{\bar{z}^2} + \lambda \partial_{\bar{z}^2} \quad \text{and} \quad \bar{V}_3 = \partial_{\bar{\lambda}} ,$$

where we have chosen the standard complex structure on $S^2 \cong \mathbb{C}P^1$. This means that the coordinates $[24]$ are the canonical complex coordinates on $\mathbb{R}^4 \cong \mathbb{C}^2$ corresponding to $\lambda = 0$. Hence, the appropriate coordinates on the twistor space $\mathcal{P}$ are

$$w^1 = z^1 - \lambda z^2 , \quad w^2 = z^2 + \lambda z^1 \quad \text{and} \quad w^3 = \lambda \quad \text{on} \quad U_+ ,$$

$$\bar{w}^1 = \bar{\lambda} z^1 - \bar{z}^2 , \quad \bar{w}^2 = \bar{\lambda} z^2 + \bar{z}^1 \quad \text{and} \quad \bar{w}^3 = \bar{\lambda} \quad \text{on} \quad U_- ,$$

which are related on the intersection $U_+ \cap U_- \cong \mathbb{R}^4 \times \mathbb{C}^*$ via

$$w^1 = \frac{\bar{w}^1}{\bar{w}^3} , \quad w^2 = \frac{\bar{w}^2}{\bar{w}^3} \quad \text{and} \quad w^3 = \frac{1}{\bar{w}^3} .$$

Moreover, we can construct a local basis of 1-forms $\bar{\theta}^a(\bar{V}_b) = \delta^a_b$ on $U_+$ which read

$$\bar{\theta}^1 = \gamma (d \bar{z}^1 - \bar{\lambda} d z^2) , \quad \bar{\theta}^2 = \gamma (d \bar{z}^2 + \bar{\lambda} d z^1) \quad \text{and} \quad \bar{\theta}^3 = d \bar{\lambda} ,$$

with $\gamma = (1 + \lambda \bar{\lambda})^{-1}$.

---

For a detailed description see e.g. [36].
On the principal bundle $P = \mathbb{R}^4 \times U(2)$ over $\mathbb{R}^4$ the connection 1-form $A$ determines the connection $D = d + A$ on $P$. Furthermore, let $\rho : U(2) \to GL(2, \mathbb{C})$ be the fundamental representation of $U(2)$. Then, as usual, we associate to $P$ the complex vector bundle $E = P \times \rho \mathbb{C}^2$. Using the projection $\pi : P \to \mathbb{R}^4$ we can pull back $E$ to a bundle $\pi^*E$ over $\mathcal{P}$. By definition, the pulled-back connection 1-form $\pi^*A$ on $\pi^*E$ is flat along the fibers $\mathbb{C}P^1$ and, hence, the pulled-back connection $\pi^*D$ is nothing but $\pi^*D|_{U_+} = D + d \lambda \partial_\lambda + d \lambda \partial_\lambda$. Writing $\pi^*A =: B + \bar{B}$ with $\bar{B} =: \bar{B}_a \theta^a$ we discover the components
\[
B_1 = A_{z^1} - \lambda A_{z^2} , \quad B_2 = A_{z^2} + \lambda A_{z^1} \quad \text{and} \quad \bar{B}_3 = 0 , \quad (A.8)
\]
whereby on the intersection $U_+ \cap U_-$ we have $\bar{B}_a = \lambda \bar{B}_a$. The pulled-back connection $\pi^*D$ is then given in terms of $B$ by $\pi^*D = \partial_B + \bar{\partial}_B$ with $\bar{\partial}_B = \bar{\partial} + \bar{B} = \theta^a (\bar{V}_a + \bar{B}_a)$.

Let us consider the equations $\bar{\partial}_B s = 0$ for a local smooth section $s$ of $\pi^*E$. By definition the local solutions of these equations are just the local holomorphic sections of $B$ given in terms of $s$. The compatibility equations $\bar{\partial}_B^2 = 0$ coincide with the SDYM equations \(2.6\). Therefore, we have local solutions $s_\pm$ on $U_\pm$ with $s_+ = s_-$ on the intersection $U_+ \cap U_-$. Note that we can always decompose $s_\pm = \psi_\pm \eta_\pm$, where $\psi_\pm$ lie in the complexified gauge group $U(2) \otimes \mathbb{C} \cong GL(2, \mathbb{C})$, are nonsingular on $U_\pm$, and satisfy $\bar{\partial}_B \psi_\pm = 0$ on $U_\pm$. The vector functions $\eta_\pm \in \mathbb{C}^2$ are holomorphic on $U_\pm$, i.e. they are only functions of $\{w^a\}$ and $\{\bar{w}^a\}$, respectively. We therefore have
\[
\begin{align*}
\psi_+ (\partial_{z^1} - \lambda \partial_{z^2}) \psi_-^{-1} & = \psi_- (\partial_{z^1} - \lambda \partial_{z^2}) \psi_-^{-1} = A_{z^1} - \lambda A_{z^2} , \quad (A.9a) \\
\psi_+ (\partial_{z^2} + \lambda \partial_{z^1}) \psi_-^{-1} & = \psi_- (\partial_{z^2} + \lambda \partial_{z^1}) \psi_-^{-1} = A_{z^2} + \lambda A_{z^1} , \quad (A.9b) \\
\partial_\lambda \psi_+ & = \partial_\lambda \psi_- = 0 \quad (A.9c)
\end{align*}
\]
on $U_+ \cap U_-$, and consequently
\[
A_{z^a} = \psi_+ \partial_{z^a} \psi_-^{-1} \big|_{\lambda = 0} \quad \text{for} \quad a = 1, 2 . \quad (A.10)
\]
Furthermore, the vector functions $\eta_\pm$ are related via
\[
\eta_+ = f_{+-} \eta_- \quad \text{with} \quad f_{+-} = \psi_+^{-1} \psi_- \quad \text{on} \quad U_+ \cap U_- , \quad (A.11)
\]
which implies the holomorphicity of $f_{+-}$.

In summary, we have described a one-to-one correspondence between gauge equivalence classes of self-dual connection 1-forms $A$ on a complex vector bundle $E$ over $\mathbb{R}^4$ and equivalence classes of holomorphic vector bundles $E'$ over the twistor space $\mathcal{P}$ trivial on $\mathbb{C}P^1 \hookrightarrow \mathcal{P}$. A local gauge transformation of the gauge potential $A$ is reflected by $\psi_\pm \mapsto \psi_\pm^g := g^{-1} \psi_\pm$ and, hence, leaves the transition function $f_{+-}$ invariant. On the other hand, the gauge potential $A$ is inert under a transformation $\psi_\pm \mapsto \psi_\pm^{h_{\pm}} := \psi_\pm h_{\pm}^{-1}$, where $h_{\pm}$ live in the complexified gauge group and are regular holomorphic on $U_\pm$, respectively. This is known as the twistor correspondence or the Euclidean version of Ward’s theorem \[37, 38\].
References

[1] H. S. Snyder, *Quantized space-time*, Phys. Rev. 71 (1947) 38.

[2] N. Seiberg and E. Witten, *String theory and noncommutative geometry*, JHEP 9909 (1999) 032 [hep-th/9908142].

[3] N. Nekrasov and A. Schwarz, *Instantons on noncommutative $\mathbb{R}^4$ and $(2,0)$ superconformal six-dimensional theory*, Commun. Math. Phys. 198 (1998) 689 [hep-th/9802068].

[4] M. F. Atiyah, N. J. Hitchin, V. G. Drinfeld and Y. I. Manin, *Construction of instantons*, Phys. Lett. A 65 (1978) 185.

[5] H. W. Braden and N. A. Nekrasov, *Space-time foam from noncommutative instantons*, hep-th/9912019.

[6] K. Furuuchi, *Instantons on noncommutative $\mathbb{R}^4$ and projection operators*, Prog. Theor. Phys. 103 (2000) 1043 [hep-th/9912047].

[7] A. Kapustin, A. Kuznetsov and D. Orlov, *Noncommutative instantons and twistor transform*, Commun. Math. Phys. 221 (2001) 385 [hep-th/0002193].

[8] K. Kim, B. Lee and H. S. Yang, *Comments on instantons on noncommutative $\mathbb{R}^4$*, hep-th/0003093.

[9] K. Takasaki, *Anti-self-dual Yang-Mills equations on noncommutative spacetime*, J. Geom. Phys. 37 (2001) 291 [hep-th/0005194].

[10] K. Furuuchi, *Equivalence of projections as gauge equivalence on noncommutative space*, Commun. Math. Phys. 217 (2001) 579 [hep-th/0005199].

[11] M. Aganagic, R. Gopakumar, S. Minwalla and A. Strominger, *Unstable solitons in noncommutative gauge theory*, JHEP 0104 (2001) 001 [hep-th/0009142].

[12] K. Furuuchi, *Topological charge of $U(1)$ instantons on noncommutative $\mathbb{R}^4$*, hep-th/0010006.

[13] N. A. Nekrasov, *Noncommutative instantons revisited*, hep-th/0010017.

[14] K. Furuuchi, *Dp-D(p+4) in noncommutative Yang-Mills*, JHEP 0103 (2001) 033 [hep-th/0010119].

[15] A. Schwarz, *Noncommutative instantons: a new approach*, Commun. Math. Phys. 221 (2001) 433 [hep-th/0102182].

[16] D. H. Correa, G. S. Lozano, E. F. Moreno and F. A. Schaposnik, *Comments on the U(2) noncommutative instanton*, Phys. Lett. B 515 (2001) 206 [hep-th/0105085].

[17] K. Hashimoto and H. Ooguri, *Seiberg-Witten transforms of noncommutative solitons*, Phys. Rev. D 64, 106005 (2001) [hep-th/0105311].

[18] C. S. Chu, V. V. Khoze and G. Travaglini, *Notes on noncommutative instantons*, Nucl. Phys. B 621 (2002) 101 [hep-th/0108007].

[19] M. Hamanaka, *ADHM/Nahm construction of localized solitons in noncommutative gauge theories*, Phys. Rev. D 65 (2002) 085022 [hep-th/0109070].
[20] T. Ishikawa, S. I. Kuroki and A. Sako, \textit{Elongated U(1) instantons on noncommutative} $\mathbb{R}^4$, JHEP 0111 (2001) 068 [hep-th/0109111].

[21] K. Y. Kim, B. H. Lee and H. S. Yang, \textit{Noncommutative instantons on} $\mathbb{R}^2_{NC} \times \mathbb{R}^2_C$, Phys. Lett. B 523 (2001) 357 [hep-th/0109121].

[22] O. Lechtenfeld and A. D. Popov, \textit{Noncommutative 't Hooft instantons}, JHEP 0203 (2002) 040 [hep-th/0109209].

[23] T. Ishikawa, S. I. Kuroki and A. Sako, \textit{Instanton number calculus on noncommutative} $\mathbb{R}^4$, JHEP 0208 (2002) 028 [hep-th/0201196].

[24] S. Parvizi, \textit{Non-commutative instantons and the information metric}, Mod. Phys. Lett. A 17 (2002) 341 [hep-th/0202025].

[25] K. Y. Kim, B. H. Lee and H. S. Yang, \textit{Zero-modes and Atiyah-Singer index in noncommutative instantons}, Phys. Rev. D 66 (2002) 025034 [hep-th/0205010].

[26] Y. Hiraoka, \textit{BPS solutions of noncommutative gauge theories in four and eight dimensions}, hep-th/0205283.

[27] B. H. Lee and H. S. Yang, \textit{Propagators in noncommutative instantons}, Phys. Rev. D 66 (2002) 045027 [hep-th/0206001].

[28] D. H. Correa, E. F. Moreno and F. A. Schaposnik, \textit{Some noncommutative multi-instantons from vortices in curved space}, Phys. Lett. B 543 (2002) 235 [hep-th/0207180].

[29] P. Valtancoli, \textit{Noncommutative instantons on d=2n planes from matrix models}, hep-th/0209118.

[30] A. Sako, \textit{Instanton number of noncommutative U(n) gauge theory}, hep-th/0209139.

[31] F. Franco-Sollova and T. Ivanova, \textit{On noncommutative merons and instantons}, hep-th/0209153.

[32] N. A. Nekrasov, \textit{Trieste lectures on solitons in noncommutative gauge theories}, hep-th/0011095.

[33] J. A. Harvey, \textit{Komaba lectures on noncommutative solitons and D-branes}, hep-th/0102076.

[34] M. R. Douglas and N. A. Nekrasov, \textit{Noncommutative field theory}, Rev. Mod. Phys. 73 (2002) 977 [hep-th/0106048].

[35] A. Konechny and A. Schwarz, \textit{Introduction to M(atrix) theory and noncommutative geometry. II}, Phys. Rept. 360 (2002) 353 [hep-th/0107251].

[36] N. A. Nekrasov, \textit{Lectures on open strings and noncommutative gauge fields}, hep-th/0203109.

[37] M. F. Atiyah and R. S. Ward, \textit{Instantons and algebraic geometry}, Commun. Math. Phys. 55 (1977) 117.

[38] R. S. Ward and R. O. Wells, \textit{Twistor geometry and field theory}, Cambridge University Press, Cambridge, 1990.
[39] V. E. Zakharov and A. B. Shabat, *Integration of non-linear equations of mathematical physics by the method of inverse scattering*, Funct. Anal. Appl. 13 (1979) 166.

[40] V. E. Zakharov and A. V. Mikhailov, *Relativistically invariant two-dimensional models in field theory integrable by the inverse problem technique*, Sov. Phys. JETP 47 (1978) 1017 [Zh. Eksp. Teor. Fiz. 74 (1978) 1953].

[41] P. Forgács, Z. Horváth and L. Palla, *Solution generating technique for self-dual monopoles*, Nucl. Phys. B 229 (1983) 77.

[42] R. S. Ward, *Classical solutions of the chiral model, unitons, and holomorphic vector bundles*, Commun. Math. Phys. 128 (1990) 319.

[43] O. Babelon and D. Bernard, *Dressing Symmetries*, Commun. Math. Phys. 149 (1992) 279 [hep-th/9111036].

[44] P. Forgács, Z. Horváth and L. Palla, *Towards complete integrability of the self-duality equations*, Phys. Rev. D 23 (1981) 1876.

[45] A. A. Belavin, A. M. Polyakov, A. S. Schwarz and Y. S. Tyupkin, *Pseudoparticle solutions of the Yang-Mills equations*, Phys. Lett. B 59 (1975) 85.

[46] A. A. Belavin and V. E. Zakharov, *Yang-Mills equations as inverse scattering problem*, Phys. Lett. B 73 (1978) 53.

[47] L. Crane, *Action of the loop group on the self-dual Yang-Mills equation*, Commun. Math. Phys. 110 (1987) 391.

[48] O. Lechtenfeld and A. D. Popov, *Noncommutative multi-solitons in 2+1 dimensions*, JHEP 0111 (2001) 040 [hep-th/0106213].

[49] O. Lechtenfeld and A. D. Popov, *Scattering of noncommutative solitons in 2+1 dimensions*, Phys. Lett. B 523 (2001) 178 [hep-th/0108118].

[50] M. Wolf, *Soliton-antisoliton scattering configurations in a noncommutative sigma model in 2+1 dimensions*, JHEP 0206 (2002) 055 [hep-th/0204185].

[51] O. Lechtenfeld, A. D. Popov and S. Uhlmann, *Exact solutions of Berkovits’ string field theory*, Nucl. Phys. B 637 (2002) 119 [hep-th/0204155].

[52] A. Kling, O. Lechtenfeld, A. D. Popov and S. Uhlmann, *On nonperturbative solutions of superstring field theory*, hep-th/0209186.

[53] N. Berkovits, *Super-Poincaré invariant superstring field theory*, Nucl. Phys. B 450 (1995) 90 [Erratum-ibid. B 459 (1996) 439] [hep-th/9503099].

[54] N. Berkovits and W. Siegel, *Covariant field theory for self-dual strings*, Nucl. Phys. B 505 (1997) 139 [hep-th/9703154].

[55] O. Lechtenfeld and A. D. Popov, *On the integrability of covariant field theory for open N=2 strings*, Phys. Lett. B 494 (2000) 148 [hep-th/0009144].

[56] A. D. Popov, *Self-dual Yang-Mills: Symmetries and moduli space*, Rev. Math. Phys. 11 (1999) 1091 [hep-th/9803183].