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Abstract

Deep learning with noisy labels is challenging as deep neural networks have the high capacity to memorize the noisy labels. In this paper, we propose a learning algorithm called Co-matching, which balances the consistency and divergence between two networks by augmentation anchoring. Specifically, we have one network generate anchoring label from its prediction on a weakly-augmented image. Meanwhile, we force its peer network, taking the strongly-augmented version of the same image as input, to generate prediction close to the anchoring label. We then update two networks simultaneously by selecting small-loss instances to minimize both unsupervised matching loss (i.e., measure the consistency of the two networks) and supervised classification loss (i.e. measure the classification performance). Besides, the unsupervised matching loss makes our method not heavily rely on noisy labels, which prevents memorization of noisy labels. Experiments on three benchmark datasets demonstrate that Co-matching achieves results comparable to the state-of-the-art methods.

1. Introduction

Deep Neural Networks (DNNs) have shown remarkable performance in a variety of applications [19, 24, 38]. However, the superior performance comes with the cost of requiring a correctly annotated dataset, which is extremely time-consuming and expensive to obtain in most real-world scenarios. Alternatively, we may obtain the training data with annotations efficiently and inexpensively through either online key search engine [22] or crowdsourcing [49], but noisy labels are likely to be introduced consequently. Previous studies [2, 50] demonstrate that fully memorizing noisy labels affects accuracy of DNNs significantly, hence it is desirable to develop effective algorithms for learning with noisy labels.

To handle noisy labels, most approaches focus on estimating the noise transition matrix [12, 30, 37, 44] or correcting the label according to model prediction [26, 31, 39, 46]. However, it is challenging to estimate the noise transition matrix especially when the number of classes is large. Another promising direction of study proposes to train two networks on small-loss instances [7, 14, 43, 47], wherein Decoupling [27] and Co-teaching+ [47] introduce the “Disagreement” strategy to keep the two networks diverged to achieve better ensemble effects. However, the instances selected by “Disagreement” strategy are not guaranteed to have correct labels [14, 43], resulting in only a small portion of clean instances being utilized in the training process. Co-teaching [14] and JoCoR [43] aim to reduce the divergence between two different networks so that the number of clean labels utilized in each mini-batch increases. In the beginning, two networks with different learning abilities filter out different types of error. However, with the increase of training epochs, two networks gradually converge to a consensus and even make the wrong predictions consistently.

To address the above concerns, it is essential to keep a balance between divergence and consistency of the two networks. Inspired by augmentation anchoring [5, 35] from semi-supervised learning, we propose a method using weak (e.g. using only crop-and-flip) and strong (e.g. using RandAugment [9]) augmentations for two networks respectively to address the consensus issue. Specifically, one network produces the anchoring labels based on weakly-augmented images. The anchoring labels are used as targets when the peer network is fed the strongly-augmented version of the same images. Their difference is captured by an unsupervised matching loss. Stronger augmentation results in disparate predictions, which guarantees the divergence between two networks, unless they have learned robust generalization ability. As early-learning phenomenon shows that the networks fit training data with clean labels before memorizing the samples with noisy labels [2]. Co-matching trains two networks with a loss calculated by interpolating between two loss terms: 1) A supervised classification loss encourages learning from clean labels during the early-learning phase. 2) An unsupervised matching loss limits the divergence of two networks and prevents memorization of noisy labels after the early-learning phase. In each training step, we use the small-loss trick to select the most likely clean samples, thus ensuring the error flow from
the biased selection would not be accumulated.

To show that Co-matching improves the robustness of deep learning on noisy labels, we conduct extensive experiments on both synthetic and real-world noisy datasets, including CIFAR-10, CIFAR-100 and Clothing1M datasets. Experiments show that Co-matching significantly advances state-of-the-art results with different types and levels of label noise. Besides, we study the impact of data augmentation and provide ablation study to examine the effect of different components in Co-matching.

2. Related work

2.1. Learning with Noisy labels

Curriculum learning. Inspired from human cognition, Curriculum learning (CL) [4] proposes to start from easy samples and go through harder samples to improve convergence and generalization. In the noisy label scenario, easy (hard) concepts are associated with clean (noisy) samples. Based on CL, [32] leverages an additional validation set to adaptively assign weights to noisy samples for less loss contribution in every iteration.

Small-loss selection. Another set of emerging methods aim to select the clean labels out of the noisy ones to guide the training. Previous work [2] empirically demonstrates the early-learning phenomenon that DNNs tend to learn clean labels before memorizing noisy labels during training, which justifies that instances with small-loss values are more likely to be clean instances. Based on this observation, [25] proposes a curriculum loss that chooses samples with small-loss values for loss calculation. MentorNet [17] pre-trains a mentor network for selecting small-loss instances to guide the training of the student network. Nevertheless, similar to Self-learning approach, MentorNet inherits the same inferiority of accumulated error caused by the sample-selection bias.

Two classifiers with Disagreement and Agreement. Inspired by Co-training [6], Co-teaching [14] symmetrically trains two networks by selecting small-loss instances in a mini-batch for updating the parameters. These two networks could filter different types of errors brought by noisy labels since they have different learning abilities. When the error from noisy data flows into the peer network, it will attenuate this error due to its robustness [14]. However, two networks converge to a consensus gradually with the increase of epochs. To tackle this issue, Decoupling [27] and Co-teaching+ [47] introduce the “Update by Disagreement” strategy which conducts updates only on selected instances, where there is a prediction disagreement between two classifiers. Through this, the decision of “when to update” depends on a disagreement between two networks instead of depending on the noisy labels. As a result, it would reduce the dependency on noisy labels as well as keep two networks divergent. However, as noisy labels are spread across the whole space of examples, there may be very few clean labels in the disagreement area. Thus, JoCoR [43] suggests jointly training two networks with the instances that have prediction agreement between two networks. However, the two networks in JoCoR are also prone to converge to a consensus and even make the same wrong predictions when datasets are under high noise ratio. This phenomenon will be explicitly shown in our experiments in the symmetric-80%. We compare all these approaches in Figure 1.

Other methods. Some approaches focus on creating noise-tolerant loss functions [11, 40, 42, 51]. Other methods attempt to adjust the loss [1, 16, 26, 30, 31, 36, 39, 41]. Many approaches [10, 21, 29, 39, 43] have been proposed to combat noisy labels through semi-supervised learning.

2.2. Semi-supervised learning

Semi-supervised learning provides a means of leveraging unlabeled data to improve a model’s performance when only limited labeled data is available. Current methods follow into three classes: pseudo-labeling [28, 34] leverages the idea that we should use the model itself to obtain artificial labels for unlabeled data; consistency regularization [3, 20, 33] forces the model to produce consistent predictions on perturbed versions of the same image; entropy minimization [13] encourages the model’s output distribution to
be low entropy (i.e., make “high-confidence” predictions) on unlabeled data. Recent works [5, 35] apply augmentation anchoring to replace the consistency regularization as it shows stronger generalization ability.

3. Method

In this section, we describe the main components of the proposed approach Co-matching, including structure, loss function, parameter update and augmentation. In addition, we discuss the relations between Co-matching and other existing approaches.

3.1. Our algorithm: Co-matching

Notations. Consider the C-class classification problem, we have a training set \( D = \{ (x_i, y_i) \}_{i=1}^N \) with \( y_i \in \{0, 1\}^C \) being the one-hot vector corresponding to \( x_i \). In the noisy label scenario, \( y_i \) is of relatively high probability to be wrong. We denote the two deep networks in Co-matching as \( M_f \) and \( M_g \) with parameters \( w_f \) and \( w_g \) respectively. \( M_f(x_i) \) and \( M_g(x_i) \) are the softmax probabilities produced by \( M_f \) and \( M_g \). For the model inputs, we perform two types of augmentation for each network as part of Co-matching: weak and strong, denoted by \( \alpha(\cdot) \) and \( A(\cdot) \) respectively. We will describe the forms of augmentation used for \( \alpha \) and \( A \) in section 3.2.

Structure. A diagram of Co-matching is shown in Figure 2. Co-matching trains two networks simultaneously, as two networks have different abilities to filter out different types of error. By doing this, it suppresses the accumulated error in self-training approach [17] with single network.

Loss function. [2, 50] experimentally demonstrate that standard cross-entropy loss easily fits the label noise, as its target distribution heavily depends on noisy labels, resulting in undesirable classification performance. To reduce the dependency on noisy labels, the loss function in Co-matching exclusively consists of two loss terms: a supervised loss \( \ell_c \) for classification task and an unsupervised matching loss \( \ell_a \) for augmentation anchoring. Our total loss on \( x_i \) is calculated as follows:

\[
\ell(x_i) = (1 - \lambda)\ell_c(x_i, y_i) + \lambda \alpha(x_i),
\]

where \( \lambda \in [0, 1] \) is a fixed scalar hyperparameter controlling the importance weight of the two loss terms. Since there are correctly labeled information remaining in noisy labels, classification loss \( \ell_c \) is the standard cross-entropy loss on noisy labeled instances.

\[
\ell_c(x_i, y_i) = \ell_{M_f}(x_i, y_i) + \ell_{M_g}(x_i, y_i)
\]

\[
= -\sum_{i=1}^N y_i \log(M_f(\alpha(x_i)))
\]

\[
-\sum_{i=1}^N y_i \log(M_g(A(x_i))).
\]

For an image \( x_i \), we feed two networks with different levels of augmented images \( \alpha(x_i) \) and \( A(x_i) \) respectively, and stronger augmented image \( A(x_i) \) generates disparate prediction compare to the weak one. In this way, Co-matching can always keep two networks diverged throughout the whole training to achieve better ensemble effects. Nonetheless, solely keeping the divergence of two networks will not promote the learning ability to select clean labels by “small-loss” trick, which is the main drawback of Co-teaching+ as we discussed in Section 2.

To ensure that Co-matching selects more clean labels, we maximize consistency of the two networks as it helps the model find a much wider minimum and provides better generalization performance. In Co-matching, we compute an anchoring label for each sample by the prediction of model \( M_f \). To obtain an anchoring label, we first compute the predicted class distribution of model \( M_f \) given a weakly-augmented version of the image: \( p_i = M_f(\alpha(x_i)) \) and \( p_i = [p_i^1, p_i^2, \cdots, p_i^C] \). Then, we use hard pseudo-labeling
The use of hard pseudo-labeling has the similar function to entropy maximization [13], where the model’s predictions are encouraged to be low-entropy (i.e., high-confidence). The anchoring label is used as the target for a strongly-augmented version of same image in $M_g$. We use the standard cross-entropy loss rather than mean squared error or Jensen-Shannon Divergence as it maintains stability and simplifies implementation. Thus, the unsupervised matching loss is

$$\ell_a(x_i) = -\sum_{i=1}^{N} \hat{p}_i \log(M_g(A(x_i))).$$  

(4)

Due to the gradient of cross-entropy loss is

$$\nabla \ell_a(x_i) = \sum_{i=1}^{N} \nabla N_g(A(x_i)) \left( M_g(A(x_i)) - \hat{p}_i \right),$$  

(5)

where $\nabla N_g(A(x_i))$ is the Jacobian matrix of the neural network $C$ dimensional encoding $N_g(A(x_i))$ for the $i$th input and $\text{softmax}(N_g(A(x_i))) = M_g(A(x_i))$. Using hard pseudo-labeling helps the model converge faster as it keeps $M_g(A(x_i)) - \hat{p}_i$ large before the early-learning stage. By minimizing the total loss in (1), the model consistently improves the generalization performance under different levels of label noise. Under low-level label noise (i.e., 20%), supervised loss $\ell_a(x_i, y_i)$ takes the lead. Co-matching tends to learn from the clean labels by filtering out noisy labels. Besides, Co-matching gets a better ensemble effect due to the divergent of two networks created by feeding different kinds of augmentations. Under high-level label noise (i.e., 80%), unsupervised matching loss $\ell_a(x_i)$ takes the lead such that Co-matching inclines to maximize the consistency of the networks to improves the generalization performance without requiring a large number of clean labels.

**Parameter update.** DNNs learn clean and easy patterns before memorizing noisy labels [2]. Thus, small-loss instances are more likely to be the ones that are correctly labeled [14]. If we train our classifier to only use small-loss instances in each mini-batch data, it would be resistant to noisy labels. Following Co-teaching, we introduce $R(t)$ to control the number of small-loss instances selected in each mini-batch. Intuitively, at the beginning of training, we keep more small-loss instances (with large $R(t)$) in each mini-batch. As DNNs fit noisy labels gradually, we decrease the $R(t)$ quickly at the first $T_0$ epochs to prevent networks from over-fitting to the noisy labels. We then conduct small-loss selection as follows:

$$\hat{D}_n = \arg \min_{D_n'} |D_n'\cap R(t)| D_n \ell(D_n').$$  

(6)

After obtaining the small-loss instances set $\hat{D}_n$ in mini-batch $n$, we calculate the average loss in these examples for further back propagation.

$$L_n = \frac{1}{|\hat{D}_n|} \sum_{x \in \hat{D}_n} \ell(x).$$  

(7)

Put all these together, our algorithm Co-matching is described in Algorithm 1. It consists of the loss calculation (step 5-7), “small-loss” selection (step 8-9) and parameter update (step 9-10).

### 3.2. Augmentation in Co-matching

Co-matching leverages two kinds of augmentations: “weak” and “strong”. In our experiments, weak augmentation is a standard crop-and-flip augmentation strategy. As for “strong” augmentation, we adopt RandAugment [9], which is based on AutoAugment [5]. AutoAugment learns an augmentation strategy based on transformations from the Python Imaging Libraries using reinforcement learning. Given a collection of transformations (e.g., color inversion, contrast adjustment, translation, etc.), RandAugment randomly select $M$ transformations for each sample in a mini-batch. We set $M = 2$ in our experiments and explore more options in Section 4.3. As originally proposed, RandAugment uses a single fixed global magnitude that controls the severity of all distortions [9]. Instead of optimizing the hyperparameter magnitude by using grid search, we found that sampling a random magnitude from a pre-defined range at each training step (instead of using a fixed global value) works better for learning with noisy labels.
In real world, where the labelers are more likely to make mistakes only within very similar classes. More details are described in supplementary materials.

**Baselines.** We compare Co-matching (Algorithm 1) with Decoupling [27], Co-teaching [14], Co-teaching+ [47] and JoCoR [43], and implement all methods with default parameters by Pytorch. Note that all compared algorithms do not use extra techniques such as mixup, Gaussian mixture model, temperature sharpening and temporal ensembling to improve the performance.

**Network Structure.** For CIFAR-10 and CIFAR-100, we use a 7-layer network architecture follows [43]. The detail information can be found in supplementary material. As for Clothing1M, we use ResNet18 [15] with ImageNet pre-trained weights.

**Optimizer.** For CIFAR-10 and CIFAR-100, Adam optimizer (momentum=0.9) is used with an initial learning rate of 0.001, and the batch size is set to 128. We run 200 epochs in total and linearly decay learning rate to zero from 80 to 200 epochs. For Clothing1M, we also use Adam optimizer (momentum=0.9) and set batch size to 64. We run 20 epochs in total and set learning rate to $8 \times 10^{-4}$, $5 \times 10^{-4}$ and $5 \times 10^{-5}$ for 5, 5 and 10 epochs respectively.

**Initialization.** Following [14, 43, 47], we assume the noise rate $\epsilon$ is known. We set ratio of the small-loss samples $R(t) = 1 - \min \{ \frac{1}{T_k}, \tau, \tau \}$, where $T_k = 10$ and $\tau = \epsilon$ for all datasets. If $\epsilon$ is not known in advance, $\epsilon$ can be inferred using validation sets [23, 48]. We find that in extremely noisy case (i.e., 80%), selecting more small-loss instances in Co-matching achieves better generalization performance. For $\lambda$ in our loss function (1), we search it in [0.05, 0.10, …, 0.95] with a clean validation set for best performance. When validation set is also with noisy labels, we apply the small-loss selection to choose a clean subset for validation. More information about hyperparameter sensitivity analysis can be found in supplementary materials.

**Metrics.** To measure the performance, we use the test accuracy, i.e., test accuracy = (# of correct predictions) / (# of test dataset). Higher test accuracy means that the algorithm is more robust to the label noise. Following the [14, 43], we also calculate the label precision in each mini-batch, i.e., label precision = (# of clean labels) / (# of all selected labels). Specifically, we sample $R(t)$ of small-loss instances in each mini-batch, and then calculate the ratio of clean labels in the small-loss instances. Intuitively, higher label precision means less noisy instances in the mini-batch after sample selection, and the algorithm with higher label precision is also more robust to the label noise [14, 43]. However, we find that the higher label precision is not necessarily lead to higher test accuracy with extreme label noise, we will explain this phenomenon in Section 4.2. All experiments are repeated five times. The error bar for STD in each figure has been highlighted as shade.

### 3.3. Comparison to other approaches

We compare Co-matching with other related approaches in Table 1. Specifically, Decoupling applies the “Disagreement” strategy to select instances while other approaches including Co-matching use “small-loss” criterion. Co-teaching cross-updates parameters of networks to reduce the accumulated error flow. Combining the “Disagreement” strategy with Co-teaching, Co-teaching+ achieves excellent performance by keeping two networks diverged. JoCoR updates the networks jointly with “small-loss” instances selected by using “agreement” strategy. As for Co-matching, we also select “small-loss” instances and updates the network jointly. Besides, we keep the two networks diverged by feeding different degrees of augmentation and using augmentation anchoring to limit their divergence to some degree. As we will show in Section 4.4, these components are crucial to Co-matching’s success under high levels of noise.

### 4. Experiments

#### 4.1. Experimental settings

**Datasets.** We evaluate the efficacy of Co-matching on two benchmarks with simulated label noise, CIFAR-10 and CIFAR-100 [18], and one real-world dataset, Clothing1M [45]. Clothing1M consists of 1 million training images collected from online shopping websites with noisy labels generated from surrounding texts. Its noise level is estimated at 38.5%. CIFAR-10 and CIFAR-100 are initially clean. Following [30, 31], we corrupt these datasets manually by label transition matrix $Q$, where $Q_{ij} = \Pr[\hat{y} = j | y = i]$ given that noisy label $\hat{y}$ is flipped from clean label $y$. The matrix $Q$ has two representative label noise models: (1) Symmetric flipping [40] is generated by uniformly flipping the label to one of the other class label; (2) Asymmetric flipping [30] is a simulation of fine-grained classification with noisy labels in real world, where the labelers are more likely to make mistakes only within very similar classes. More details are described in supplementary materials.

| small loss | Decoupling | Co-teaching | Co-teaching+ | JoCoR | Co-matching |
|-----------|------------|-------------|-------------|-------|-------------|
| cross update | ×          | √           | ×           | √     | ×           |
| joint update | ×          | ×           | ×           | √     | √           |
| augmentation anchoring | ×          | ×           | ×           | ×     | ×           |

Table 1. Comparison of state-of-the-art and related techniques with our approach. In the first column, “small loss”: regarding small-loss samples as “clean” samples, which is based on the memorization effects of deep neural networks; “cross update”: updating parameters in a cross manner instead of a parallel manner; “joint update”: updating the two networks parameters jointly. “divergence”: keeping two classifiers diverged during the whole training epochs. “augmentation anchoring”: encouraging the predictions of a strongly-augmented image to be close to the predictions from a weakly-augmented version of the same image.

#### 4.2. Decoupling

For CIFAR-10 and CIFAR-100, we use a 7-layer network architecture follows [43]. The detail information can be found in supplementary material. As for Clothing1M, we use ResNet18 [15] with ImageNet pre-trained weights.

**Optimizer.** For CIFAR-10 and CIFAR-100, Adam optimizer (momentum=0.9) is used with an initial learning rate of 0.001, and the batch size is set to 128. We run 200 epochs in total and linearly decay learning rate to zero from 80 to 200 epochs. For Clothing1M, we also use Adam optimizer (momentum=0.9) and set batch size to 64. We run 20 epochs in total and set learning rate to $8 \times 10^{-4}$, $5 \times 10^{-4}$ and $5 \times 10^{-5}$ for 5, 5 and 10 epochs respectively.

**Initialization.** Following [14, 43, 47], we assume the noise rate $\epsilon$ is known. We set ratio of the small-loss samples $R(t) = 1 - \min \{ \frac{1}{T_k}, \tau, \tau \}$, where $T_k = 10$ and $\tau = \epsilon$ for all datasets. If $\epsilon$ is not known in advance, $\epsilon$ can be inferred using validation sets [23, 48]. We find that in extremely noisy case (i.e., 80%), selecting more small-loss instances in Co-matching achieves better generalization performance. For $\lambda$ in our loss function (1), we search it in [0.05, 0.10, …, 0.95] with a clean validation set for best performance. When validation set is also with noisy labels, we apply the small-loss selection to choose a clean subset for validation. More information about hyperparameter sensitivity analysis can be found in supplementary materials.

**Metrics.** To measure the performance, we use the test accuracy, i.e., test accuracy = (# of correct predictions) / (# of test dataset). Higher test accuracy means that the algorithm is more robust to the label noise. Following the [14, 43], we also calculate the label precision in each mini-batch, i.e., label precision = (# of clean labels) / (# of all selected labels). Specifically, we sample $R(t)$ of small-loss instances in each mini-batch, and then calculate the ratio of clean labels in the small-loss instances. Intuitively, higher label precision means less noisy instances in the mini-batch after sample selection, and the algorithm with higher label precision is also more robust to the label noise [14, 43]. However, we find that the higher label precision is not necessarily lead to higher test accuracy with extreme label noise, we will explain this phenomenon in Section 4.2. All experiments are repeated five times. The error bar for STD in each figure has been highlighted as shade.
4.2. Comparison with the State-of-the-Arts

Results on CIFAR-10. Figure 3 shows the test accuracy vs. epochs on CIFAR-10 (top) and the label precision vs. epochs (bottom). With different levels of symmetric and asymmetric label noise, we can clearly see the memorization effect of networks. i.e., test accuracy of Standard first reaches a very high level and then gradually decreases due to the networks overfit to noisy labels. Thus, a robust training approach should alleviate or even stop the decreasing trend in test accuracy. On this point, Co-matching consistently outperforms state-of-the-art methods by a large margin across all noise ratios.

We report the test accuracy of different algorithms in detail in Table 2. In the easiest Symmetric-20% case, all existing approaches except Decoupling perform much better than Standard, which demonstrates their robustness. Compared to the best baseline method JoCoR, Co-matching still achieve more than 4% improvement. When it goes to Symmetric-50% case and Asymmetric 40% case, Co-teaching+ and Decoupling begin to fail a lot while other methods still work fine, especially Co-matching and JoCoR. However, similar to Co-teaching, JoCoR cannot combat with the hardest Symmetric-80% case, where it only achieves 25.97%, which is even worse than Co-teaching (27.71%). In short, JoCoR reduces to Co-teaching in function and suffers the same problem which the two classifiers converge to consensus. We hypothesize the reason is that under high-levels of label noise, there is not enough supervision from clean labels, which leads to the networks making the same wrong predictions even with low confidence. However, Co-matching achieves the best average classification accuracy (55.42%) again.

We also plot label precision vs. epochs at the bottom of Figure 3. Only Decoupling, Co-teaching, Co-teaching+, JoCoR and Co-matching are considered here, as they include sample selection during training. First, we can see Co-matching, JoCoR and Co-teaching can successfully pick clean instances out in Symmetric-20%. Symmetric-50% and Asymmetric-40% cases. Note that Co-matching not only reaches high label precision in these three cases but also performs better and better with the increase of epochs. Decoupling and Co-teaching+ fail in selecting clean samples, because “Disagreement” strategy does not guarantee to select clean samples, as mentioned in Section 2. However, an interesting phenomenon is that high label precision does not necessarily lead to high test accuracy especially under high-levels of label noise. For example, in Symmetric-80% case, the label precision of Co-matching is much lower than Co-teaching and JoCoR, while the test ac-

| Noise ratio       | Standard  | Decoupling | Co-teaching | Co-teaching+ | JoCoR  | Co-Matching |
|-------------------|-----------|------------|-------------|--------------|--------|-------------|
| Symmetric-20%     | 69.57 ± 0.20 | 69.55 ± 0.20 | 78.07 ± 0.24 | 78.66 ± 0.20 | 85.69 ± 0.06 | **89.78 ± 0.13** |
| Symmetric-50%     | 42.48 ± 0.35 | 41.44 ± 0.46 | 71.54 ± 0.17 | 57.13 ± 0.46 | 79.32 ± 0.37 | **86.42 ± 0.18** |
| Symmetric-80%     | 15.79 ± 0.37 | 15.64 ± 0.42 | 27.71 ± 4.39 | 24.13 ± 5.54 | 25.97 ± 3.11 | **55.42 ± 1.68** |
| Asymmetric-40%    | 69.36 ± 0.23 | 69.46 ± 0.08 | 73.75 ± 0.34 | 69.03 ± 0.30 | 76.38 ± 0.32 | **81.00 ± 0.46** |

Table 2. Average test accuracy (%) on CIFAR-10 over the last 10 epochs. Bold indicates best performance.
accuracy is much higher than Co-teaching and JoCoR. More similar cases can be found in results on CIFAR-100.

**Results on CIFAR-100.** The test accuracy and label precision vs. epochs are shown in Figure 4. The test accuracy is shown in Table 3. Similarly, Co-matching still achieves highest test accuracy in all noise cases. In the hardest Symmetric-80% case, Co-teaching, Co-teaching+ and JoCoR tie together, while Co-matching gets much higher test accuracy. When it turns to Asymmetric-40% case, Co-teaching and JoCoR achieve the better performance first, while Co-matching gradually surpasses these methods after 75 epochs. Overall, the result shows that Co-matching has better generalization ability than state-of-the-art approaches.

As we discussed before, high label precision does not necessarily lead to high test accuracy. The results in Figure 4 also verify it. As we can see in all four noise rate cases, Co-teaching has much higher label precision than Co-teaching+, while the test accuracy of Co-teaching is lower than Co-teaching+. In the training process, compared to repetitive clean samples, the samples which are near the margins with low confidence and relatively high loss may contribute more towards improving the model’s generalization ability. This explains why Co-matching has low label precision but higher test accuracy in Symmetric-80% case.

**Results on Clothing1M.** As shown in Table 4, *best* denotes the epoch where the validation accuracy is optimal, and *last* denotes the test accuracy at the end of training. Co-matching outperforms the state-of-the-art methods by a large margin on both best and last, e.g., improving the accuracy from 66.95% to 70.71% over Standard, better than best baseline method by 0.92%.

### 4.3. Composition of data augmentation

We study the impact of data augmentation systematically by considering several common augmentations. One type of augmentation involves spatial/geometric transformation, such as cropping, flipping, rotation and cutout. The other type of augmentation involves appearance transformation, such as color distortion (e.g. brightness and contrast) and Gaussian blur. Since Clothing1M images are of different sizes, we always use cropping as a base transformation. We explore various “weak” augmentation by combining cropping with other augmentations. As for “strong” augmentation, we use RandAugment [9], which randomly select $M$ transformations from a set $S$ for each sample in a mini-batch. We denote RandAugment as $S(M)$. In our experiment, $S = \{\text{Contrast, Equalize, Invert, Rotate, Posterize, Solarize, Color, Brightness, Sharpness, ShearX, ShearY, Cutout, TranslateX, TranslateY, Gaussian Blur}\}$. 

### Table 3. Average test accuracy (%) on CIFAR-100 over the last 10 epochs. Bold indicates best performance.

| Noise ratio       | Standard | Decoupling | Co-teaching | Co-teaching+ | JoCoR | Co-Matching |
|-------------------|----------|------------|-------------|--------------|-------|-------------|
| Symmetric-20%     | 35.46 ± 0.25 | 33.21 ± 0.22 | 43.71 ± 0.20 | 49.15 ± 0.24 | 52.43 ± 0.24 | 59.76 ± 0.27 |
| Symmetric-50%     | 16.87 ± 0.13 | 15.03 ± 0.33 | 34.30 ± 0.39 | 39.08 ± 0.73 | 42.73 ± 0.96 | 52.52 ± 0.48 |
| Symmetric-80%     | 4.08 ± 0.21 | 3.80 ± 0.01 | 14.95 ± 0.15 | 15.00 ± 0.42 | 14.41 ± 0.60 | 33.50 ± 0.74 |
| Asymmetric-40%    | 27.23 ± 0.45 | 26.25 ± 0.27 | 28.27 ± 0.22 | 30.45 ± 0.15 | 31.52 ± 0.31 | 37.67 ± 0.35 |

Figure 4. Results on CIFAR-100 dataset. Top: test accuracy(%) vs. epochs; bottom: label precision(%) vs. epochs.
Table 4. Test accuracy (%) on Clothing1M with ResNet18. Bold indicates best performance.

| Methods        | best | last |
|----------------|------|------|
| Standard       | 67.74| 66.95|
| Decoupling     | 67.71| 66.78|
| Co-teaching    | 69.05| 68.99|
| Co-teaching+   | 67.84| 67.68|
| JoCoR          | 70.30| 69.79|
| Co-matching    | **71.03**| **70.71**|

Figure 5 shows the results under composition of transformations. We observe that using “weak” augmentation for both models does not work much better than simple cropping. However, the performance of Co-matching benefits a lot by using stronger augmentations (e.g., add \( S(2) \) and \( S(3) \)) on second model. We conclude that in extreme label noise case, the unsupervised matching loss requires to use stronger augmentation on model \( M_g \) to improve its effect.

### 4.4. Ablation Study

In this section, we perform an ablation study for analyzing the effect of using two networks and augmentation anchoring in Co-matching. The experiment is conducted on CIFAR-10 with two cases: Symmetric-50% and Symmetric-80%. To verify the effect of using two classifiers, we introduce Standard enhanced by “small-loss” selection (abbreviated as Standard+), Co-teaching and JoCoR to join the comparison. Recall that JoCoR selects instances by the joint loss while Co-teaching uses cross-update approach to reduce the accumulated error [14, 43]. Besides, we simply set \( \lambda = 0 \) in (1) to see the influence of removing augmentation anchoring (abbreviated as Co-matching-).

Figure 6 shows the results of their test accuracy vs. epochs are shown in Figure 6. In Symmetric-50% case, both Co-teaching and Standard+ keep a downward tendency after increasing to the highest point, which indicates they are still prone to memorizing noisy labels even with “small-loss” update. Besides, it proves the effect of using two networks as Co-teaching performs better than Standard+. JoCoR consistently outperforms Co-teaching, which verifies the conclusion in [43] that joint-update is more efficient than cross-update in Co-teaching. However, things start to change in Symmetric-80% case. Co-teaching and Standard+ remain the same trend as these for Symmetric-50% case, but JoCoR performs even worse than Co-teaching and Standard+. Since two networks in JoCoR would be more and more similar due to the effect of Co-regularization, using joint-update works the same as cross-update.

In both cases, Co-matching consistently outperforms Co-matching- and other methods, which validates that augmentation anchoring can strongly prevent neural networks from memorizing noisy labels as it reduces the dependency on noisy labels. In addition, using weak and strong augmentations alone may not promise to improve test accuracy. As we can see in Symmetric-80% case, Co-matching- only slightly outperforms Standard+ after 115 epochs, which also demonstrates that only using the classification loss in (2) doesn’t provide a strong supervision since the most noisy labels are incorrect in this case.

### 5. Conclusion

In this paper, we introduce Co-matching for combating noisy labels. Our method trains two networks simultaneously on “small-loss” samples and achieves robustness to noisy labels through augmentation anchoring between two networks. By balancing the divergence and consistency of two networks, Co-matching obtains state-of-the-art performance on benchmark datasets with simulated and real-world label noise. For future work, we are interested in exploring the effectiveness of Co-matching in other domains.
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6. Supplementary Material

6.1. Datasets

The information of datasets are described in Table 5. For Clothing1M, note that we only use 14k and 10k clean data for validation and test. The 50k clean training data is not required during the training. As for simulating label noise, Figure 7 shows an example of noise transition matrix $Q$. Specifically, for CIFAR-10, the asymmetric noisy labels are generated by flipping $truck \rightarrow automobile$, $bird \rightarrow airplane$, $deer \rightarrow horse$ and $cat \leftrightarrow dog$. For CIFAR-100, the noise flips each class into the next, circularly within super-classes.

|                | # of train | # of test | # of class | input size |
|----------------|------------|-----------|------------|------------|
| CIFAR-10       | 50,000     | 10,000    | 10         | $32 \times 32$ |
| CIFAR-100      | 50,000     | 10,000    | 100        | $32 \times 32$ |
| Clothing1M     | 1,000,000  | 10,000    | 14         | $224 \times 224$ |

Table 5. Summary of datasets used in the experiments.

![Example of noise transition matrix Q](image)

Figure 7. Example of noise transition matrix $Q$ (taking 5 classes and noise ratio 0.4 as an example).

6.2. Network Architecture

The network architectures of the CNN model for CIFAR-10 and CIFAR-100 are shown in Table 6.

| CNN on CIFAR-10 & CIFAR-100 |
|-------------------------------|
| $32 \times 32$ RGB Image      |
| $3 \times 3$, 64 BN, ReLU     |
| $3 \times 3$, 64 BN, ReLU     |
| $2 \times 2$ Max-pool         |
| $3 \times 3$, 128 BN, ReLU    |
| $3 \times 3$, 128 BN, ReLU    |
| $2 \times 2$ Max-pool         |
| $3 \times 3$, 196 BN, ReLU    |
| $3 \times 3$, 196 BN, ReLU    |
| $2 \times 2$ Max-pool         |
| Dense $256 \rightarrow 100$   |

Table 6. The CNN model used on CIFAR-10 and CIFAR-100

6.3. Hyperparameter Sensitivity

Choice of $\lambda$. To conduct the sensitivity analysis on hyperparameter $\lambda$, we set up the experiments on CIFAR-10 and CIFAR-100 with the hardest Symmetric-80% label noise. Specifically, we compare the $\lambda$ in the range of $[0.05, 0.35, 0.65, 0.95]$. Recall that $\lambda$ controls the importance weights of classification loss and matching loss. A larger $\lambda$ means a larger contribution from the matching loss.

![Test accuracy with different lambda](image)

Figure 8. Test accuracy of Co-matching with different $\lambda$ on CIFAR-10 and CIFAR-100. $\tau = 0.6e$ for both cases.

Choice of $\tau$. The experiments are also conducted on CIFAR-10 and CIFAR-100 with the hardest Symmetric-80% case. Specifically, we compare the $\tau$ in the range of $[0.2e, 0.4e, 0.6e, 0.8e, 1e]$, where $e$ is the inferred noise rate that widely used in previous works as we have discussed in the paper. Recall that smaller $\tau$ in $R(t)$ increases the number of small-loss instances to be selected. As shown in Figure 9, in CIFAR-10 with Symmetric-80% case, the smaller $\tau$ achieves better and better performance. In CIFAR-100 with Symmetric-80%, $\tau = 0.6e$ is the best option. Overall, under a high-level of label noise, since the augmentation anchoring component requires enough samples for effective training, a proper increase of the selected small-loss instances achieves better generalization ability.
6.4. State-of-the-art methods with the same weak and strong augmentation

We evaluate the state-of-the-art methods with the same augmentation strategy (i.e., weak and strong for each network respectively) as Co-matching. We set up the experiments on CIFAR-10 with the hardest Symmetric-80% label noise. The weak augmentation is a standard crop-and-flip. The strong augmentation is crop-and-flip and RandAugment with $M = 2$. Figure 10 (a) shows the results. We observe that with the same augmentation strategy, the performance of state-of-the-art methods do not improve a lot. Co-teaching+ even performs worse. Besides, the state-of-the-art methods become more stable as we can see the standard deviation from the mean becomes smaller.

6.5. Divergence of two networks

We compare the divergence of two networks by reporting total variations of softmax output between two networks in Figure 10 (b). We can clearly observe that two networks trained by Co-teaching and Jocor converge to a consensus gradually, while the two networks trained by Co-matching keeps diverged.

6.6. Using hard pseudo-labeling for matching loss

Using hard pseudo-labeling for matching loss helps the model converge. We report the results in Table 7. We find that when the noise reaches to 80%, the Co-matching does not converge with soft pseudo-labeling. That’s the main reason we use hard pseudo-labeling for matching loss.

|                  | Hard pseudo-labeling | Soft pseudo-labeling |
|------------------|----------------------|----------------------|
| Symmetric-50%    | 86.42 ± 0.18         | 86.43 ± 0.32         |
| Symmetric-80%    | 55.42 ± 1.68         | 9.98 ± 0.0           |

Table 7. Average test accuracy (%) on CIFAR-10.

6.7. List of Data Augmentations

We use the same sets of image transformation used in RandAugment. For completeness, we describe the all transformation operations for these augmentation strategies in Table 8.
| Transformations   | Description                                                                 | Parameter | Range       |
|------------------|-----------------------------------------------------------------------------|-----------|-------------|
| Autocontrast     | Maximizes the image contrast by setting the darkest (lightest) pixel to black (white). |           |             |
| Brightness       | Adjusts the brightness of the image. $B = 0$ returns a black image, $B = 1$ returns the original image. | $B$       | $[0.05, 0.95]$ |
| Color            | Adjusts the color balance of the image like in a TV. $C = 0$ returns a black& white image, $C = 1$ returns the original image. | $C$       | $[0.05, 0.95]$ |
| Contrast         | Controls the contrast of the image. $C = 0$ returns a gray image, $C = 1$ returns the original image. | $C$       | $[0.05, 0.95]$ |
| Sharpness        | Adjusts the sharpness of the image, where $S = 0$ returns a blurred image, and $S = 1$ returns the original image. | $S$       | $[0.05, 0.95]$ |
| Gaussian Blur    | Blur the image by Gaussian function.                                         |           |             |
| Solarize         | Inverts all pixels above a threshold value of $T$.                           | $T$       | $[0, 1]$    |
| Posterize        | Reduces each pixel to $B$ bits.                                              | $B$       | $[4, 8]$    |
| Equalize         | Equalizes the image histogram.                                              |           |             |
| Identity         | Returns the original image.                                                 |           |             |
| Rotate           | Rotates the image by $\theta$ degrees.                                      | $\theta$ | $[-30, 30]$ |
| ShearX           | Shears the image along the horizontal axis with rate $R$.                   | $R$       | $[-0.3, 0.3]$ |
| ShearY           | Shears the image along the vertical axis with rate $R$.                     | $R$       | $[-0.3, 0.3]$ |
| TranslateX       | Translates the image horizontally by $(\lambda \times \text{image width})$ pixels. | $\lambda$ | $[-0.3, 0.3]$ |
| TranslateY       | Translates the image vertically by $(\lambda \times \text{image height})$ pixels. | $\lambda$ | $[-0.3, 0.3]$ |

Table 8. List of transformations used in RandAugment.