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Abstract—In this work, we propose a hybrid Bayesian approach towards clock offset and skew estimation, thereby synchronizing large scale networks. In particular, we demonstrate the advantage of Bayesian Recursive Filtering (BRF) in alleviating time-stamping errors for pairwise synchronization. Moreover, we indicate the benefit of Factor Graph (FG), along with Belief Propagation (BP) algorithm in achieving high precision end-to-end network synchronization. Finally, we reveal the merit of hybrid synchronization, where a large-scale network is divided into local synchronization domains, for each of which a suitable synchronization algorithm (BP- or BRF-based) is utilized. The simulation results show that, despite the simplifications in the hybrid approach, the Root Mean Square Errors (RMSEs) of clock offset and skew estimation remain below 5 ns and 0.3 ppm, respectively.
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I. INTRODUCTION

A large variety of sync-based services such as distributed beamforming [1], tracking [2], mobility prediction [3], and localization [4]–[6] are expected to be delivered by the fifth generation (5G) of wireless networks. To prepare the fertile ground for these services, considerable effort has been put into designing algorithms for fast, continuous, and precise synchronization [7]. In general, state-of-the-art algorithms achieve synchronization in a network by adopting two macroscopic approaches: a) structurally employing the existing pairwise synchronization protocols, e.g. layer-by-layer pairwise synchronization [8]–[10], and b) design an algorithm from scratch to perform network-wide synchronization [11]–[14].

For pairwise synchronization, IEEE 1588 (often denoted as Precision Time Protocol (PTP) [15]), is perhaps the most common protocol, deployed in numerous applications. Along with the Best Master Clock Algorithm (BMCA), the PTP utilizes hardware time-stamping and pairwise communication between nodes to determine the Master Node (MN) and, consequently, to perform synchronization in tree-structured networks. While this combination succeeds in networks with medium time precision sensitivity (e.g. sub-μs range), uncertainty in time-stamping [8] and BMCA failure in determining the MN [16] can lead to a considerable deterioration of the performance in time precision sensitive networks. The former is caused by the layer where the time-stamps are taken, while the latter can result from the mesh topology of the communication network. It has been attempted in [8] to address the time-stamping error by the virtue of Kalman filtering. However, since all the information available by time-stamps is not exploited, the approach is not optimal in the Bayesian sense. Instead, the Bayesian Recursive Filtering (BRF) used in [17] can be employed to capture all the available information in time-stamps, thereby optimally rectifying the time-stamping error. Furthermore, in [11] network-wide synchronization in wireless sensor networks is performed with the help of the Belief Propagation (BP) algorithm running on Factor Graphs (FGs). In BP, in contrast to BMCA, the nodes exchange their information about each other, thereby reaching an agreement about their clock status even if the network (or its corresponding FG) contains loops. Nevertheless, the time required by BP for synchronization is considered to be a potential drawback.

Despite the valuable contribution made towards synchronization by the aforementioned works, it appears to be unlikely that each individual algorithm can alone achieve the global and local time precision aimed by 5G [18]. Instead, owing to diverse topology (e.g. tree and mesh) of a network, it is anticipated that a combination of these algorithms would deliver a superior performance when compared to each alone [19]. In particular, to satisfy the requirements on both the absolute and relative time error in a diversely-structured large-scale network, the architecture of the 5G synchronization network has been suggested to consist of common synchronization areas and various synchronization domains [20]. Therefore, a promising approach appears to be equipping the network with different sync algorithms (or a combination thereof), whereby each domain can leverage a suitable sync algorithm based on its topology and capabilities. In this manner, while keeping the absolute time error low, it is easier to satisfy the requirement of the relative time error in the sync domains.

The contribution of this paper is summarized as follows:

- We present the principles of pairwise synchronization based on BRF.
- We develop a network-wide statistical synchronization algorithm based on FG and BP.
- We adopt a hybrid approach to accurately estimate clock offset and skew, whose performance is then studied by comparing with a non-hybrid algorithm, i.e. BP.

The words “synchronization” and “sync” are used alternatively in this paper and carry the same meaning.
The rest of this paper is structured as follows: In Section II, we introduce our system model. Section III deals with the estimation methods for pairwise, network-wide, and hybrid synchronization. Simulation results are presented and discussed in Section IV. Finally, Section V concludes this work and indicates the future work.

**Notation:** The boldface capital $A$ and lower case $a$ letters denote matrices and vectors, respectively. $A^T$ indicates the transposed of matrix $A$. $I_N$ represents a $N$ dimensional identity matrix. $N(x; \mu, \Sigma)$ denotes a random vector $x$ distributed as Gaussian with mean vector $\mu$ and covariance matrix $\Sigma$. The symbol $\sim$ stands for “is distributed as” and the symbol $\propto$ represents the linear scalar relationship between two functions.

### II. System Model

#### A. Clock Model

Each node $i$ is considered to have the clock model

$$c_i(t) = \gamma_i t + \theta_i,$$

where $t$ represents the reference time. Furthermore, $\gamma_i$ and $\theta_i$ denote the clock skew and offset respectively. In fact, (1) determines how the reference time is mapped onto clock of node $i$. The parameter $\gamma_i$ is generally random and varies over time. However, it is common to assume that it stays constant in the course of one sync period [8], [13]. Moreover, $\theta_i$ is due to several components, all are extensively discussed in the following subsection. Given that, the goal of time synchronization is to estimate $\gamma_i$ and $\theta_i$ (or transformations thereof) for each node and apply correction such that, ideally, all the clocks show the same time as the reference time $t$.

#### B. Offset Decomposition and Measurement Model

To acquire a sensible conception of the components making up the offset $\theta_i$, we decompose it as shown in Figure 1. The parameter $t_A$ (and $t_B$) is the time taken for a packet to leave the transmitter after being time-stamped (the term “time-stamp” is referred to hardware time-stamping hereafter), $d_{AB}$ and $d_{BA}$ denote the propagation delay, and $r_B$ (and $r_A$) represents the time that a packet needs to reach the time-stamping point upon arrival at the receiver. In general, the packets sent from node A to node B do not experience the same delay as the packets sent from node B to node A. In other words

$$t_A + d_{AB} + r_B \neq t_B + d_{BA} + r_A.$$  

Furthermore, we define $T_{AB} = t_A + r_B$, and $R_{AB} = t_B + r_A$. Generally, $T_{AB}$ and $R_{AB}$ (and correspondingly $t_A$, $t_B$, $r_A$, and $r_B$) are random variables due to several hardware-related random independent processes and can, therefore, be assumed i.i.d. Gaussian random variables, whereas $d_{AB}$ and $d_{BA}$ are usually assumed to be deterministic and symmetric ($d_{AB} = d_{BA}$) [11]. We use the time-stamping mechanism shown in Figure 2, implemented by the PTP protocol [15]. Thus

$$\frac{1}{\gamma_i}(c_i(t_k^i) - \theta_i) = \frac{1}{\gamma_j}(c_j(t_k^j) - \theta_j) + d_{ij} + T_{ij}^k,$$

(2)

$$\frac{1}{\gamma_i}(c_i(t_k^i) - \theta_i) = \frac{1}{\gamma_j}(c_j(t_k^j) - \theta_j) - d_{ij} - R_{ij}^k,$$

(3)

where $t_k^i$ and $t_k^j$ are the time points where neighboring nodes $j$ and $i$ send/receive the sync messages, respectively. By the end of the $k$-th round of time-stamp exchange, each node is expected to have collected the time-stamps $c_{ij} = \left[ c_{ij}^1, \ldots, c_{ij}^{k}\right]^T$, where

$$c_{ij}^k = \left[ c_j(t_1^k), c_j(t_2^k), c_j(t_3^k), c_j(t_4^k) \right].$$

### III. Clock Offset and Skew Estimation

In this section, we firstly introduce BRF-based pairwise synchronization. Subsequently, we describe the principles of network-wide synchronization based on BP. Lastly, we present an approach, where both techniques are employed in a hybrid manner.

#### A. Pairwise Offset and Skew Estimation

In pairwise synchronization, one node is assumed to be the MN. Consequently (2) and (3) turn into

$$\frac{1}{\gamma_i}(c_i(t_k^i) - \theta_i) = c_j(t_k^i) + d_{ij} + T_{ij}^k,$$

(4)

$$\frac{1}{\gamma_i}(c_i(t_k^i) - \theta_i) = c_j(t_k^i) - d_{ij} - R_{ij}^k.$$  

(5)

Let $\hat{\theta}_i^k$ be the state of the vector variable $\hat{\theta}_i = \left[ \frac{1}{\gamma_i^k} \right]^T$ after $k$-th round of time-stamp exchange (visualized in Figure 3). The probability distribution function (pdf) corresponding to $k$-th state can then be written as

$$p(\hat{\theta}_i^k | C_{ij}) = \int p(\hat{\theta}_i^k, \ldots, \hat{\theta}_i^k | C_{ij}) d\theta^{k-1}.$$  

(6)

In Figure 2, instead of a global reference $c(t) = t$, we take node $j$ as MN. It is straightforward to see that $\frac{1}{\gamma_i} = \frac{1}{\gamma_j}$, $\tilde{\theta}_i = \theta_i - \gamma_i \theta_j$, $d_{ij} + T_{ij}^k = \gamma_j(d_{ij} + T_{ij}^k)$, and $d_{ij} - R_{ij}^k = \gamma_j(d_{ij} - R_{ij}^k)$. For the sake of simplicity, as done in [2], we assume $d_{ij} = d_{ij}, R_{ij}^k = R_{ij}^k$ and $T_{ij}^k = T_{ij}^k$. This is valid owing to $\gamma_j = 1$ and the value of $d_{ij} + T_{ij}^k$ and $d_{ij} - R_{ij}^k$ being low.
where $\Theta^{k-1} = \left[ \tilde{\theta}_i^0, \ldots, \tilde{\theta}_i^{k-1} \right]$. Employing Bayes rule:

$$p(\tilde{\theta}_i^k | C_{ij}) \propto \int p(C_{ij} | \tilde{\theta}_i^0, \ldots, \tilde{\theta}_i^k) p(\tilde{\theta}_i^0, \ldots, \tilde{\theta}_i^k) d\Theta^{k-1}. \tag{7}$$

Assuming the independent measurements and Markov property [21], the integrands in (7) can be rewritten as

$$p(C_{ij} | \tilde{\theta}_i^0, \ldots, \tilde{\theta}_i^k) = p(c_{ij}^0 | \tilde{\theta}_i^0) \cdots p(c_{ij}^k | \tilde{\theta}_i^k), \tag{8}$$

$$p(\tilde{\theta}_i^0, \ldots, \tilde{\theta}_i^k) = p(\tilde{\theta}_i^k | \tilde{\theta}_i^{k-1}) \cdots p(\tilde{\theta}_i^0),$$

where $p(\tilde{\theta}_i^0)$ denotes the prior knowledge on $\tilde{\theta}_i$. Plugging (8) into (7) leads to

$$p(\tilde{\theta}_i^k | C_{ij}) \propto \int p(\tilde{\theta}_i^0) \left[ \prod_{t=1}^{k-1} p(c_{ij}^t | \tilde{\theta}_i^t) p(\tilde{\theta}_i^t | \tilde{\theta}_i^{t-1}) d\Theta^{k-1} p(c_{ij}^k | \tilde{\theta}_i^k) \right] d\tilde{\theta}_i^k,$$

which can then be simplified as follows:

$$p(\tilde{\theta}_i^k | C_{ij}) \propto p(\tilde{\theta}_i^0) p(\tilde{\theta}_i^k | C_{ij}) \sim N(\mu_i^k, \Sigma_i^k), \tag{10}$$

The term $p(\tilde{\theta}_i^0 | C_{ij})$ is referred to as prediction step while the term $p(\tilde{\theta}_i^k | \tilde{\theta}_i^{k-1})$ is considered as measurement update step [21].

1) Prediction: Assuming constant skew in one synchronization period ($= K$ rounds of time-stamp exchange), a reasonable prediction for $\tilde{\theta}_i^k$ is given by [8],

$$\tilde{\theta}_i^k = A \tilde{\theta}_i^{k-1} + u_i^{k-1} + n_i^{k-1}, \tag{11}$$

where $A = \left[ \begin{array}{cc} 1 & 0 \\ -\frac{1}{\bar{r}_i - \bar{r}_j} & 1 \end{array} \right], \quad u_i^{k-1} = \left[ \begin{array}{c} c_j(t_i^k) - c_j(t_i^{k-1}) \\ -\frac{1}{\bar{r}_i - \bar{r}_j} \left( c_i(t_i^{k-1}) - c_j(t_i^{k-1}) \right) \end{array} \right]^T$ is input correction vector and removes the impact of time evolution when predicting $\tilde{\theta}_i^k$. Moreover, $n_i^{k-1}$ denotes the Gaussian noise vector and is assumed to be negligible. Given (11), the prediction term can be written as

$$p(\tilde{\theta}_i^k | C_{ij}) \sim N(\hat{\theta}_i^k | \mu_{\text{pred}}, Q_{\text{pred}}). \tag{12}$$

where $\mu_{\text{pred}} = A \mu_i^{k-1} + u_i^{k-1}$ and $Q_{\text{pred}} = A Q_i^{k-1} A^T$.

2) Measurement update: We conduct the following mathematical manipulations to obtain the update term in (10). Subtracting (4) in the $(k - 1)$-th round from that of the $k$-th round leads to

$$\frac{1}{\bar{r}_i} (c_i(t_i^k) - c_i(t_i^{k-1})) = c_j(t_i^k) - c_j(t_i^{k-1}) + T_{ij}^k - T_{ij}^{k-1}, \tag{13}$$

while summing up (4) and (5) in the $k$-th round gives

$$\frac{1}{\bar{r}_i} (c_i(t_i^k) + c_i(t_i^{k-1}) - 2\bar{r}_i) = c_j(t_i^k) + c_j(t_i^{k-1}) + T_{ij}^k - R_{ij}, \tag{14}$$

where $T_{ij}^k - R_{ij}$ and $T_{ij}^{k-1} - R_{ij}$ are assumed to be zero mean and have the variance $\sigma_i^2 + \sigma_j^2$ and $2\sigma_i^2$, respectively. This is straightforward to observe since they are linear subtraction of independent random processes. The parameters $\sigma_i^2$ and $\sigma_j^2$ are mostly related to the hardware properties of the nodes and assumed to be static and known [11], [13]. Alternatively, we can write (13) and (14) in matrix form as

$$B_{ij} \tilde{\theta}_i = r_{ij} + z_{ij}, \tag{15}$$

where $z_{ij} \sim N(\mathbf{0}, R_{ij})$ with $R_{ij} = \begin{bmatrix} 2\sigma_i^2 & 0 \\ 0 & \sigma_j^2 \end{bmatrix}$, 

$$B_{ij} = \begin{bmatrix} c_j(t_i^k) - c_j(t_i^{k-1}) & 0 \\ c_j(t_i^k) + c_j(t_i^{k-1}) & -2 \end{bmatrix},$$

and $r_{ij} = \begin{bmatrix} c_j(t_i^k) - c_j(t_i^{k-1}), c_j(t_i^k) + c_j(t_i^{k-1}) \end{bmatrix}^T$.

Consequently,

$$p(c_{ij}^k | \tilde{\theta}_i^k) \sim N(\mu_{\text{update}}, Q_{\text{update}}), \tag{16}$$

where $\mu_{\text{update}} = B_{ij}^{-1} r_{ij}$ and $Q_{\text{update}} = B_{ij}^{-1} R_{ij} B_{ij}^{-1}$.

3) Estimation: Considering (12) and (16), the estimated distribution in (10) is given by

$$p(\tilde{\theta}_i^k | C_{ij}) \sim N(\mu_{\text{est}}, Q_{\text{est}}). \tag{17}$$

where

$$\mu_{\text{est}} = \left[ Q_{\text{pred}} + Q_{\text{update}} \right]^{-1} \left( Q_{\text{update}} \mu_{\text{pred}} + Q_{\text{pred}} \mu_{\text{update}} \right), \tag{18}$$

$$Q_{\text{est}} = \left[ Q_{\text{pred}} + Q_{\text{update}} \right]^{-1}. \tag{19}$$

The parameters in (12), (16), and (17) are calculated recursively and, in each iteration $k$, the estimation of the clock offset and skew can be obtained by

$$\hat{\theta}_i^k = 1 \mu_{\text{est}}(1) \quad \text{and} \quad \hat{\theta}_i^k = 1 \mu_{\text{est}}(2) \tag{20}$$

where $\mu_{\text{est}}(1)$ and $\mu_{\text{est}}(2)$ are the first and second element of the vector $\mu_{\text{est}}$, respectively. Algorithm 1 summarizes this recursive process.

B. Network-wide Offset and Skew Estimation

Unlike pairwise sync, in network-wide sync we aim to synchronize each node with a global MN. Therefore, the statistical model obtained in III-A based on relative offset and skew is insufficient for network-wide synchronization. In the sequel, we obtain the pairwise statistical model assuming that both clocks have offset and drift relative to a global MN.
In general, the computation of the marginal pdf in (24) is:

$$p_T(\theta_T) = \text{non-informative}$$

2) Variational representation: Variational methods can approximate an intractable complex distribution $p(x)$ by a simpler straightforward distribution $q(x)$. A popular way to do that is to minimize the discrepancy measure Kullback-Leibler (KL) divergence between $p(x)$ and $q(x)$. It is given by [22]

$$D_{KL}(p||q) = \int_{-\infty}^{+\infty} p(x) \log \left( \frac{p(x)}{q(x)} \right) dx.$$ (26)

The following structure known as Bethe free energy is suggested by statistical physics [23] to be imposed on $q(x)$ in order to minimize KL divergence. That is,

$$q(x) \propto \prod_{i} q(x_i) \prod_{i,j} q(x_i, x_j),$$ (27)

with $x_j$ and $x_i$ being neighboring nodes. It turns out that FG can appropriately represent the above structure and BP can efficiently compute the marginal beliefs [22]. Therefore, in the sequel, we introduce FG and BP algorithm.

3) Factor Graph: FGs are bipartite graphs used to represent the factorization of a pdf. A FG consists of a number of nodes, each represented by a variable, and several factor nodes, each being a function of its neighboring variables (Figure 4). In particular, the factorization and graph structure in FGs can alleviate the computation load, e.g. that of marginal distribution through sum-product algorithm [24]. Employing FG and drawing on the idea in [11], we construct the graphical model in Figure 4, where a number of Base Stations (BSs) are connected through a mesh network, each node of which is represented by $\theta_j$. The goal is then to calculate the marginal of $\hat{\theta}_i$ using (24).

Based on the method outlined in III-B2, we can approximate the conditional probability under the integral of (24) as

$$p(\theta_1, \ldots, \theta_M | \{A_{ji}, A_{ij}\}_{i=1:M, j \in \text{ne(i)}} \propto \prod_{i} p(\theta_i) \prod_{i,j} p(A_{ji}, A_{ij}, \theta_j),$$ (28)

where $p(A_{ji}, A_{ij}, \theta_j)$ is obtained using (22). In the sequel, we briefly illustrate the principles of BP as an efficient algorithm to obtain the estimation in (25).

4) Belief Propagation: BP relies on exchanging beliefs between neighboring nodes to compute the marginals. Figure 5 depicts the principles of the message passing in BP algorithm for the nodes $\theta_i$ and $\theta_j$. For the sake of simplicity, we denote the factor $p(A_{ji}, A_{ij}, \theta_i, \theta_j)$ with $p_{ij}$. The message from a factor vertex $p_{ij}$ to a variable vertex $\theta_i$ in iteration $l$ is then given by [22]

$$\delta_{p_{ij} \rightarrow \theta_i}^{(l)}(\theta_i) = \int p(A_{ji}, A_{ij}, \theta_j, \theta_i) \delta_{(l)-p_{ij}}^{(l)}(\theta_j) d\theta_j.$$ (29)

where $\delta_{(l)-p_{ij}}^{(l)}(\theta_j)$ denotes the message from a variable vertex $\theta_j$ to the variable vertex $p_{ij}$ and is given by

$$\delta_{\theta_j \rightarrow p_{ij}}^{(l-1)}(\theta_j) = p(\theta_j) \prod_{k \in \text{ne}(j) \setminus i} \delta_{p_{kj} \rightarrow \theta_j}(\theta_j).$$ (30)
Fig. 4: FG corresponding to an exemplary network.

Fig. 5: Message passing principles in Belief Propagation.

It is straightforward to see that

$$b^{(l)}(\vartheta_i) \propto p(\vartheta_i) \prod_{p_{ij} \in \text{ne}(\vartheta_i)} \delta_{p_{ij} \rightarrow \vartheta_i}^{(l)}(\vartheta_i)$$

where $b^{(l)}(\vartheta_i)$ denotes the marginal belief of variable node $\vartheta_i$ in $l$-th iteration. The outcome of integral in (29) is expected to be a Gaussian function since its arguments are both Gaussian distributed. The BP procedure can be summarized as

1. The message $\delta_{p_{ij} \rightarrow \vartheta_i}^{(l)}(\vartheta_i)$ is transmitted from $\vartheta_i$ to the neighboring factor nodes $p_{ij}$ (they are initialized non-informatively in the first iteration),
2. The factor node $p_{ij}$ computes the message $\delta_{p_{ij} \rightarrow \vartheta_i}^{(l)}(\vartheta_i)$ based on its incoming messages and sends the calculated messages to the neighboring node $\vartheta_i$,
3. Each node updates its belief based on the received messages from the neighboring factor nodes.

We note that, in practice, there are neither factors nor variable nodes, therefore both (29) and (30) are locally computed at each node and only $\delta_{p_{ij} \rightarrow \vartheta_i}^{(l)}(\vartheta_i)$ is transmitted from node $j$ to node $i$. Specifically, we can let $\delta_{p_{ij} \rightarrow \vartheta_i}^{(l)}(\vartheta_i) \sim N(\vartheta_i | \mu_{j \rightarrow i}^{(l)}, \Sigma_{j \rightarrow i}^{(l)})$ represent the message sent from $j$ to $i$. Considering (29) and (30) together, the covariance matrix $\Sigma_{j \rightarrow i}^{(l)}$ can be calculated as [14], [25]

$$\Sigma_{j \rightarrow i}^{(l)} = \left[ A_{ji}^T \left( \Omega_{j \rightarrow i}^{(l-1)} \right)^{-1} A_{ji} \right]^{-1}$$

where

$$\Omega_{j \rightarrow i}^{(l-1)} = \sigma_{ij}^2 I_N + A_{ij} \left[ \Sigma_j^{-1} + \sum_{k \in \text{ne}(j) \cap i} \left( \Sigma_k^{-1} \right)^{-1} \right]^{-1} A_{ij}^T,$$

and $\Sigma_j$ is the covariance matrix of $p(\vartheta_j)$. Furthermore,

$$\mu_j^{(l)} = -\Sigma_{j \rightarrow i}^{(l-1)} A_{ji}^T \Omega_{j \rightarrow i}^{(l-1)} A_{ji} \mu_j^{(l-1)}$$

$$\times \left[ \Sigma_j^{-1} \mu_j + \sum_{k \in \text{ne}(j) \cap i} \left( \Sigma_k^{-1} \right)^{-1} \mu_k^{(l-1)} \right],$$

where $\mu_j$ indicates the mean vector of $p(\vartheta_j)$. It is noteworthy that $\Sigma_j$ and $\mu_j$ stay constant and do not change during the message updating process.

The BP algorithm initializes the message from node $j$ to node $i$ as $\delta_{p_{ij}}^{(0)}(\vartheta_i) \sim N(\vartheta_i | 0, \sigma_{ij}^2 I_2)$. Each node $j$ computes its outgoing messages according to (34) and (32) in iteration $l$ with its available $\Sigma_j^{(l-1)}$ and $\mu_j^{(l-1)}$. The belief of node $i$ is then computed as

$$b^{(l)}(\vartheta_i) \sim N(\vartheta_i | \nu_i^{(l)}, \nu_i^{(l)})$$

where

$$\nu_i^{(l)} = \left[ \Sigma_j^{-1} + \sum_{k \in \text{ne}(j) \cap i} \left( \Sigma_k^{-1} \right)^{-1} \right]^{-1},$$

and

$$\nu_i^{(l)} = \left[ \Sigma_j^{-1} \mu_j + \sum_{k \in \text{ne}(j) \cap i} \left( \Sigma_k^{-1} \right)^{-1} \mu_k^{(l-1)} \right].$$

Finally, the skew and offset estimation can be computed by

$$\gamma_i^{(l)} = \frac{1}{\nu_i^{(l)}}, \quad \delta_i^{(l)} = \frac{v_i^{(l)}(2)}{v_i^{(l)}(1)},$$

where $v_i^{(l)}(1)$ and $v_i^{(l)}(2)$ denote the first and second element of vector $v_i^{(l)}$, respectively.

C. Hybrid BRF-BP

Given Sections III-A and III-B, we can run the BRF algorithm at the edge of the network where fast and frequent synchronization is required to keep the relative time error low, what is crucial to a number of applications such as localization. Moreover, for the synchronization of backhaul nodes, BP can be used to ensure that the end-to-end time error requirement is fulfilled.

Algorithm 2 describes the steps of the hybrid synchronization approach. First, in step 1 we decide on the network sections where BP and BRF are to be applied (they are labeled as BP-nodes and BRF-nodes, respectively). Later, in step 2, the time-stamp exchange mechanism shown in Figure 2 and, correspondingly, the BRF algorithm is initiated at BRF-nodes. In step 3, the time-stamp exchange is initiated among the
Algorithm 2 Network synchronization algorithm

1: Determine the suitable algorithm for each part of the network (BP-nodes or BRF-nodes).
2: Start the time-stamping exchange and initiate the algorithm 1 at BRF-nodes.
3: Start the time-stamp exchange between adjacent BP-nodes and construct $A_{ij}$ and $A_{ji}$ for each pair.
4: for $l = 1, 2, \cdots, L$ do
5: Compute the messages using (32) and (34) for each BP-node and transmit them to its neighboring nodes.
6: Update the belief at each BP-node using (35) and compute the offset and skew estimation using (38).
7: if $\hat{\theta}_{i}^{(l)} - \hat{\theta}_{i}^{(l-1)} \leq \epsilon \forall i$ then
8: Go to step 3.
9: end if
10: end for

BP-nodes, thereby obtaining the required time-stamps to form the matrices $A_{ij}$ and $A_{ji}$. The BP iterations begin at step 4 and continue until it converges or the maximum number of iterations $L$ is achieved. In step 5, each BP-node calculates its outgoing messages using (32) and (34) and sends them to its corresponding node. Each node’s belief and estimations can then be updated in step 6 using (35) and (38), respectively. Steps 7-9 are responsible to check the convergence by comparing the difference between clock offset and skew estimation in iterations ($l$) and ($l-1$) with a predefined small value $\epsilon$. It is noteworthy that step 2 and steps 3-10 can run simultaneously.

IV. SIMULATION RESULTS

In our simulations, the network in Figure 4 is considered as an exemplary scenario, where a number of BSs are backhauled by a wireless mesh network. We conduct two sets of simulations: a) synchronization of the whole network based on FG algorithm and, correspondingly, on the BP algorithm (the BSs in Figure 4 are assumed to be variable nodes and connected to the mesh network via factors), and b) synchronization in a hybrid manner, where the mesh backhauling network is synchronized based on BP while the BSs at the edge of the network are being synchronized using BRF. We then compute the Root Mean Square Error (RMSE) of both clock offset and skew estimations as a measure to evaluate the performance. In fact, scenario (a) is considered as the baseline for comparison with the hybrid approach. For the sake of simplicity and without loss of generality, we consider only the nodes $\theta_1$ and $\theta_5$ and their corresponding BSs. Moreover, the simulation parameters are set as in Table I and $\theta_1$ is set to be the MN.

Figure 6a represents the RMSE of offset and skew estimation versus the number of iterations for scenario (a). The RMSEs of offset and skew are represented in nanosecond (ns) and part per million (ppm), respectively. As can be seen, the BP converges after 4 iterations for both offset and skew estimation. The convergence is guaranteed for networks with at least one MN [11]. However, when a network contains loops, the value to which BP converges, is considered to be approximate [22]. Besides, BP achieves an offset RMSE below 3 ns while that of skew is kept below 0.1 ppm. In fact, the results in this simulation setup reveal the potential performance of BP for time synchronization in communication networks. However, the nodes, and particularly the BSs, must wait at least 4 iterations (in addition to $K$ time-stamp exchange rounds required for the nodes to obtain the statistics) to be completely synchronized. This can be troublesome in certain sync-based services, e.g. localization, where continuous time alignment is essential. Therefore, it is necessary for the BSs to synchronize themselves more frequently to be able to deliver those services.

Table I: Simulation parameters

| Parameter                              | Value                  |
|----------------------------------------|------------------------|
| Number of independent simulations      | 10000                  |
| Initial random delays                  | [-1000, 1000] ns       |
| Number of time-stamp exchange $K$      | 10                     |
| Standard deviation of $T_{ij}$ and $R_{ij}$ | 4 ns                  |
| Random delay between each pair of nodes | [200, 300] ns          |
| Initial pdf of the offset/skew of each node | $N(0, +\infty)$, $N(1, 10^{-2})$ |
| Initial pdf of the offset/skew of MN   | $N(0, 0.9)$, $N(1, 0)$ |

Figure 6b shows the RMSE of offset and skew estimation for scenario (b). As can be observed, the performance slightly deteriorates ($1 – 2$ ns for offset and $0.15 – 0.20$ ppm for skew) when compared to scenario (a). However, we note that the iterations of BRF are significantly faster than the iterations of BP. In particular, BP only begins when the nodes have already conducted $K$ rounds of time-stamp exchange (in order to form the matrices $A_{ij}$ and $A_{ji}$) and, even then, it still needs 4 iterations (or $n$ iterations if there are $n$ nodes between a BS and MN) to perform synchronization. In contrast, BRF updates the estimation after each round of time-stamp exchange, thereby maintaining the relative clock offsets and skew low. In other words, since the BRF is faster (directly applied after each round of time-stamp exchange) and runs independently (does not need any other information from the other parts of the network as BP does), it is able to conduct more iterations, thereby continuously fulfilling the requirement of very low relative time error on a local level.

V. CONCLUSIONS AND FUTURE WORK

We considered two Bayesian algorithms to estimate the clock offset and skew in communication networks. One is based on Belief Propagation and able to achieve reasonably accurate network-wide synchronization at the cost of a high number of time-stamp exchanges and message passing iterations, while the other is designed with the aid of Bayesian Recursive Filtering and capable of delivering superb performance in pairwise synchronization. Moreover, we employed both algorithms to construct a hybrid Bayesian approach to maintain a high sync accuracy on a global level while fulfilling the relative time error requirement at a local level. Simulation results show that the proposed hybrid network can achieve high precision and frequent offset and skew synchronization at the cost of only a slight deterioration in performance.
Furthermore, it is worth mentioning that precise time synchronization provides the basis for accurate localization. Therefore, our future work aims at designing localization algorithms based on the sync algorithms presented in this work. In particular, we will continue exploiting the benefits of hybrid approach to jointly synchronize and localize the nodes.
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