Abstract—One of the most concerning threats for modern AI systems is data poisoning, where the attacker injects maliciously crafted training data to corrupt the system’s behavior at test time. Availability poisoning is a particularly worrisome subset of poisoning attacks where the attacker aims to cause a Denial-of-Service (DoS) attack. However, the state-of-the-art algorithms are computationally expensive because they try to solve a complex bi-level optimization problem (the “hammer”). We observed that in particular conditions, namely, where the target model is linear (the “nut”), the usage of computationally costly procedures can be avoided. We propose a counter-intuitive but efficient heuristic that allows contaminating the training set such that the target system’s performance is highly compromised. We further suggest a re-parameterization trick to decrease the number of variables to be optimized. Finally, we demonstrate that, under the considered settings, our framework achieves comparable, or even better, performances in terms of the attacker’s objective while being significantly more computationally efficient.
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I. INTRODUCTION

The increasing pervasiveness of machine learning algorithms in high-stake real applications poses an issue about their robustness in the presence of adversarial manipulations. In [1], the authors highlight two potential influence attacks that can deceive learning systems.

On the one hand, exploratory attacks exploit the target system’s weaknesses to obtain misclassifications. Among them evasion attacks have been getting a lot of attention in recent years [2]–[6]. In such attacks, the adversary alters the test samples to have them misclassified by the model. For example, an attacker may add a sticker [7] to a stop sign to have it misclassified as another road sign, potentially causing a collision. Or slightly alter a malware to have it misclassified by anti-virus as a legitimate application [8].

On the other hand, causative attacks aim to influence the learning process by altering the training data, to meet the attacker’s objective once the model is deployed. They are useful in applications where the attacker cannot directly manipulate test input because, for example, they are under surveillance [9] or when the attacker’s goal is to cause the misclassification of all the received inputs generating a denial of service.

In a recent study, reported in [10], poisoning attacks have caught more attention in companies, especially after that a Microsoft AI service was target by a malicious poisoning attack. In 2016 Tay, an artificially intelligent chat-bot developed by Microsoft’s Technology and Research, started to twist inappropriate messages because of poisoning attack [11]. Due to the large amount of data that machine learning systems consume, it is quite tricky to identify poisoning samples in a massive training set, leading Microsoft to switch-off the service. Accordingly, to [10], poisoning is nowadays considered by companies the attack against ML that would affect more their business.

However, crafting a poisoning attack may be computationally expensive, according to the nature of the violation that the attacker desires. In integrity poisoning the attacker aims to obtain the misclassification of a specific input or an exiguous amount of test samples with peculiar features. For instance, in [12] a face recognition system is poisoned so that malicious users, wearing a particular pair of glasses, are classified as authorized ones. This attack can be performed with different efficient strategies [9], [12], [13]. Thanks to some heuristics, e.g., feature collision [9], the attacker can also create integrity poisoning efficiently against systems trained on large-scale datasets. Conversely, availability poisoning attack aims to increase the test error causing a denial-of-service system. Nonetheless, its application has been limited in scope and success due to the computational requirements [14]–[18].

Mathematically speaking, availability (integrity) poisoning require solving a bi-level optimization problem where the outer problem consists of minimizing (maximizing) the accuracy on a validation set while reducing, in the inner problem, the
accuracy on the poisoned training set [13], [14]. Solving this problem with state-of-art strategies is computational costly since it requires re-training the model many times to generate the poisoning points.

In this work, we aim to bridge this gap, at least for simple classification problems. We found some interesting settings (the “nuts”) where we don’t need to solve a bi-level optimization problem (the ‘hammer’) to create effective poisoning samples. In particular, we observed that linear classifiers can be corrupted efficiently with a carefully designed heuristic. Despite this classification problem’s simplicity, efficient heuristics to perform availability poisoning does not exist yet, and the poisoning points are usually generated solving a complex and computationally demanding optimization problem. Therefore, we propose a new heuristic to efficiently perform availability poisoning. We further suggest a variable reduction technique to reduce the number of terms to be optimized during the learning process and consequently the computational effort.

In Section II we first review the notion of attacker’s knowledge and capability. Then we introduce the bi-level optimization problem, which formalizes the problem to find the optimal poisoning points. Subsequently, in Section V we review the related work about poisoning, and we discuss the actual limits of the state-of-art approaches. In Section III, we present our approach to efficiently craft poisoning samples for availability violation. Moreover, we propose a variables reduction technique that can be used to further speed-up the optimization procedure. Finally, in Section IV we test the proposed algorithm’s effectiveness against support vector machines and logistic regression classifiers, both trained on MNIST and CIFAR-10. We make a performance and computational costs comparison against the existing poisoning algorithms designed against this family of models.

II. BACKGROUND

In this section, we first explain the poisoning’s threat model [19], then we describe the bi-level problem that should be solved to generate the poisoning points needed to perform an availability poisoning attack.

Notation. Feature and label spaces are denoted in the following with \( \mathcal{X} \subseteq \mathbb{R}^d \) and \( \mathcal{Y} \subseteq \mathbb{R} \), respectively, with \( d \) being the dimensionality of the feature space. The attacker should collect a training and a validation/surrogate data sets that will be used to craft the attack. We denote them as \( D_{\text{tr}} \) and \( D_{\text{val}} \). We define \( D_{\text{val}}^{\text{pv}} = \{(x, y_t) \in D_{\text{val}}\} \) a subset of the validation set with samples of class \( y_t \). Note that these sets include samples along with their labels. We define with \( L(D_{\text{val}}, \theta) \) the validation loss incurred by the classifier \( f: \mathcal{X} \to \mathcal{Y} \), parametrized by \( \theta \), on the validation set \( D_{\text{val}} \). \( L(D_{\text{tr}}, \theta) \) is used to represent the regularized loss optimized by the classifier during training.

Attacker’s Capability and Knowledge. Attacker’s Capability and Knowledge are two fundamental characteristics that affect the strength of the attack that the attacker can create. The first defines how the attacker can affect the target system. If the attacker can manipulate both training and test data, the attack is said to be causative. Otherwise, if the attacker can control only the test data, the attack is said to be exploratory. Besides, the attacker’s capability also defines how data can be altered according to application-specific constraints. For example, to evade malware detection, the attacker should manipulate the code to fool the system without compromising its intrusive functionality. The latter defines the information about the target system that the attacker can exploit to create the malicious threat. Characterizing the attacker’s knowledge, we find the following components: the training data, the feature set, the learning algorithm, and its parameters. Depending on the attackers’ prior knowledge about these four components, the attack is defined as a white-, gray-, or black-box attack. In a white-box scenario, the attackers have complete knowledge about all the four components mentioned above. This scenario is the worst-case for the system defenders because, having more knowledge of their target, the attackers can craft stronger attacks. To fool a system in a black-box scenario, the attackers should firstly collect a surrogate dataset and train a surrogate model [4], [20], [21]. The attackers then craft the attack against the surrogate model and exploit it against the target system. The gray-box scenario represents a middle condition, where the attacker can leverage partial information about the four components. In [15] the authors showed that availability poisoning attacks crafted in this setting can highly damage the target model if it has a similar complexity to the surrogate classifier used by the attacker.

Poisoning Strategy. Using the notation mentioned above, we can formulate the optimal availability poisoning strategy in terms of the following bi-level optimization problem:

\[
\begin{align*}
\max_{x_p} & \quad L(D_{\text{val}}, \theta^*) , \\
\text{s.t.} & \quad \theta^* \in \arg \min_{\theta} L(D_{\text{tr}} \cup (x_p, y_p), \theta) , \\
& \quad x_{lb} \leq x_p \leq x_{ub}. 
\end{align*}
\]

The goal of this attack, developed in [14]–[16], is to maximize a loss function on a set of untainted (validation) samples by optimizing the poisoning sample with features \( x_p \in \mathbb{R}^d \) and label \( y_p \), as stated in the outer optimization problem Eq. (1). The poisoning sample is added to the training set \( D_{\text{tr}} \), used to learn the classifier solving the inner optimization problem Eq. (2). As one may note, the classifier \( \theta^* \) is learned on the poisoned training data and then used to compute the outer validation loss. This highlights an implicit dependency of the outer loss on the poisoning point \( x_p \) via the optimal parameters \( \theta^* \) of the trained classifier. In other words, we can express the optimal parameters \( \theta^* \) as a function of \( x_p \), i.e., \( \theta^*(x_p) \). This relationship tells us how the classifier parameters change when the poisoning point \( x_p \) is perturbed. Characterizing and being able to manipulate this behavior is the key idea behind poisoning attacks. Eq. (3) imposes box constraints on the poisoning samples, where \( u \leq v \) means that each element of \( u \) has to be not greater than the corresponding element in \( v \). As stated in [13], integrity poisoning can be similarly
formulated as a bi-level optimization problem. In this way, the inner optimization problem, which represents the learning problem, remains the same. Instead, the outer optimization problem changes as integrity poisoning aims to reduce the classifier loss on the validation dataset.

### III. BetaPoisoning

In the following, we describe our availability poisoning algorithm, named BetaPoisoning. Notably, it does not need access to the training set. Neither it needs to re-train the target model during the optimization procedure.

Our goal is to exploit linear classifiers’ limits when dealing with noisy-labeled samples [22]. In particular, we aim to poison the target distributions $y_t$ with sample $x_p$ by maximizing the likelihood $P(x_p|y_t)$, making the dataset no longer linearly separable.

We illustrate the idea behind the proposed approach with an example in Figure 1, which visualizes the difference between our objective function and the one optimized in Problem (2)-(3). To create an easily understandable example, we consider a linearly separable two-dimensional dataset in which each class follows a Gaussian distribution. Based on the bi-level problem illustrated in the previous section, the theoretical formulation suggests that the poisoning point should be located in the bottom-left region to obtain the highest validation error (left plot in Figure 1). The red area shows the optimal solution of the availability poisoning Problem (2)-(3). However, solving this problem is computationally expensive. Our heuristic approach, shown in the right plot of Figure 1, suggests locating the poisoning samples in the space region with the highest density of training samples. This is a counter-intuitive solution because the optimal region is quite different from the one obtained optimizing the bi-level problem. The optimum suggested by our heuristic approach is distant from the optimal one. Nonetheless, optimizing the proposed objective function allows us to achieve good results under the considered settings. This behavior may also occur for label flip attack [23], where the poison samples are randomly chosen from the validation dataset, and their labels get flipped. Notwithstanding, these points may be located in non-dense regions; hence even if we flip their labels, they may not significantly reduce the classifier’s performance.

The formulation of the heuristic attack (BetaPoisoning) that we are proposing is the following:

$$\arg \max_{x_p} P(x_p|y_t) \tag{4}$$

subject to $x_{lb} \leq x_p \leq x_{ub} \tag{5}$

where Eq. (5) defines box-constraints on the poisoning point’s feature values. This heuristic attack considers only the data distribution; therefore, conversely to [15], [16] we don’t need to know the model’s parameters.

To estimate the likelihood $P(x_p|y_t)$ we use a Gaussian Kernel Density Estimator (KDE), where the bandwidth parameter $h$ is chosen equal to the average distance between all possible pairs of samples in $D_{val}^{tr} \ [24]$. 

$$P(x_p|y_t) = \frac{1}{||D_{val}^{tr}||} \sum_{x \in D_{val}^{tr}} \exp \left( - \frac{||x_p - x||^2}{h} \right) \tag{6}$$

To further decrease the computational complexity, we propose a re-parametrization trick that aims to reduce the number of variables to optimize during the learning process. We impose that our poisoning samples are obtained as a linear combination of other samples in the dataset. We define $S = \{x_1, \ldots, x_k\}$ a random subset of samples with label $y_t$ in $D_{val}^{tr}$. We define with $k = |S|$ the number of samples, named prototypes, in $S$. Given a random set of samples $S$ and coefficients $\beta \in \mathbb{R}^k$, the corresponding poisoning samples $x_p$ is obtained with:

$$x_p = \psi(\beta, S) = \sum_{i \in S} \beta_i x_i \tag{7}$$

We can thus reformulate our optimization problem in terms of $\beta$ coefficients in the following way:

$$\arg \max_{\beta} p(\psi(\beta, S)|y_t) \tag{8}$$

subject to $x_{lb} \leq \psi(\beta, S) \leq x_{ub} \tag{9}$

Once the optimal $\beta$ coefficients are optimized we can easily reconstruct the resulting poisoning sample with $\psi(\beta, S)$. We observe that in our formulation for each poisoning point the $k$ prototypes are randomly sampled from the surrogate data.

**Algorithm.** A pseudo-code description of our attack can be found in Algorithm 1. We get in input a surrogate dataset $D_{val}$, the target class $y_t$, the number of prototypes $k$, and the box constraints $(x_{lb}, x_{ub})$. We note that the attacker may choose $y_t$, and $y_p$ according to some strategy or prior knowledge about the application context. In our setting we assume that the attacker chose $y_t$, and $y_p$ randomly during the rest of this work. In line 4 we randomly sample a subset of prototypes from $D_{val}$ and we initialize the corresponding $\beta$ in line 5. Initialization for the $\beta$ coefficients is done by randomly sampling values in $[0,1]$. In line 7 we construct the poisoning point and we
clipping it to preserve box constraints. In line 8 we estimate the likelihood $P(x_p[y_t])$ with the Kernel Density Estimator in Eq. (6). We then update the $\beta$ coefficients through a gradient ascend step, with a learning rate $\alpha = 0.01$. The process described from line 7 to 9 is repeated until a certain stop condition is reached, i.e., if the attacker’s objective function $P(x_p[y_t])$, in two consecutive iterations, does not change more than a pre-defined threshold. In our experiments, we set this threshold to $1e-05$.

IV. EXPERIMENTAL ANALYSIS

This section evaluates the effectiveness of our poisoning attack on two publicly available datasets, MNIST and CIFAR-10. We train and test the robustness of a linear support vector machine (SVM) and a logistic regression classifier (LC) under different regularization levels for both datasets. We then propose a computational comparison between our approach, the random label flips attack [25], and the bi-level algorithms proposed in [16] (for SVM) and [15] (for LC). It’s worth noting that our framework and label flip do not need to know the training set, as they use the validation set as a surrogate dataset. The effectiveness of all the compared algorithms is subsequently evaluated on a test set, never seen during the optimization. We run our experimental evaluation five times, and we report the mean accuracy and the corresponding standard deviation.

In our experimental settings we first focus on binary classification tasks, as done in [15], [16]. To this end, we selected pairs of classes from the datasets at hand. Secondly, we propose some results in a multi-labels scenario, which [15], [16] have not been designed for.

We use the implementation provided in [26] to generate poisoning points for [15], [16]. Code for all experiments can be found at https://github.com/Cinofix/beta_poisoning.

A. Digit Recognition

We consider the problem of digits recognition using the MNIST dataset, containing gray-scale $28 \times 28px$ images for 10 classes (from 0 to 9). Each digit image so consists of 784 pixels ranging from 0 to 255. We normalize pixels by dividing their values by 255 and we use them as our features. We focus on the two-digits recognition problem, considering pairs 9 vs. 8 and 4 vs. 0 (as in [16]). We randomly sample 400, 1000, 1000 samples for training, validation, and test set for each pair of digits. This setting is similar to the one reported in [16], but we increased the number of training and validation samples.

We reported in Figure 2 and Figure 3 the results obtained for SVM and LC with regularization parameter $C = 1$ and $C = 100$.

One can clearly see a steady growth of the attack effectiveness with the increasing fraction of poisoning points added to the training set. In particular, we observe that when the penalty term $C$, increases the target models become less robust against poisoning attacks. These results have also been observed in [15], where the authors state that strongly regularized classifiers tend to have smaller input gradients, i.e., they learn smoother functions that are more robust to attacks. Notably, the performance, in terms of attacker’s objective, obtained by our framework are comparable with [16], or even better when the regularization of the target models decreases. Table I reports the computational costs needed to run the three poisoning algorithms when the percentage of attack points in the training set is 20%.

B. CIFAR-10 Images Recognition

This section presents the results obtained with the CIFAR-10 dataset, containing $32 \times 32px$ colors images. We normalize the pixels as in Section IV-A, and we use them as features. Compared to previously described experiments on the digit recognition task, each sample has more features, 3072 rather than 784. We perform the experiments on the CIFAR-10 dataset to show how our poisoning algorithm scales on a larger dataset compared to [15], [16]. We consider the two pairs of classes with the highest accuracy on untainted dataset, frog vs. ship and horse vs. ship. We randomly sample, for each of them, 300, 500 and 1000 images to build our training, validation and test set, respectively. We report in Figures 4 and 5 the results of poisoning against linear SVM and LC with different regularization strengths. Our results on the CIFAR-10 dataset are consistent with those described in Section IV-A. This means that our poisoning samples are effective even on large datasets. Notably, the computational gap for LC, reported in Table II, is significantly increased, favoring our method.

C. Multiple labels

In this section, we propose some results of our poisoning algorithm against non-binary classifiers. We consider two random triplet of classes from MNIST, $\{3, 7, 5\}$ and $\{9, 4, 0\}$. For each triplet we created training, validation and test set by randomly sampling 400, 1000, 1000 images. We test the effectiveness of poisoning against an SVM with regularization term $C = 1$ and $C = 100$. We observe that [16] is only suited for binary classification problems, so for that reason, no comparison with that algorithm is provided.

Figure 6 clearly emphasizes our poisoning algorithm’s effectiveness against multi-labels linear classifier. We observe that when the regularization term $C$ increases, the robustness...
to poisoning decreased significantly. Notably, the two random triplets' performance has the same trend, confirming the goodness and stability of our approach to random selection. The comparison with the label flip attack proves that the proposed algorithm counter-intuitive is effective even against multi-labels classification tasks.

D. Time Comparison

This section analyzes the computational costs provided by our approach, and the white-box threat algorithms [15], [16]. We run our experiments on a Intel® Xeon® Processor E5-2690 v3.

Table I shows the results obtained for the two MNIST pairs when generating 100 poisoning samples (20% of the training set is poisoned). As we expected, the comparison of the attack times shows the proposed algorithm’s reduced computational cost, highlighting a significant gap. Even if, as shown in Section IV-A, the attack effectiveness is comparable, we can craft poisoning points more efficiently without solving a complex bi-level optimization problem. Moreover,
our experimental analysis highlights the running time of the attack that solves the bi-level optimization problem is strongly influenced by different factors, such as the learning algorithm and the regularization strength. That attack is slower against LC than against SVM and is less computationally expensive against strongly regularized classifiers. Whereas the running time of the proposed algorithm is almost constant.

Similarly, Table II reports the computational costs for the two CIFAR-10 pairs when generating 75 poisoning samples (20% of the training set is poisoned). Even in this case, our algorithm best perform with significant evidence against SVM and LC. We notice that the computational performance gap between SVM and LC is higher than the one exhibited on the MNIST dataset. On the CIFAR-10 dataset, when the classifiers complexity increases, the performance for [16] and [15] improves, but not enough to bridge the gap with our algorithm.

### E. Ablation Study

In this section, we study our poisoning algorithm’s effectiveness by varying the number of prototypes, the cardinality of $S$. We remark that the number of prototypes corresponds exactly with the number of coefficients $\beta$ to be optimized during the learning process. We use the same configuration of MNIST (4 vs. 0) and CIFAR-10 (frog vs. ship), detailed in Section IV-A and IV-B. We let the number of prototypes vary from 2 to 30 and analyze our poisoning attack’s performance against a linear SVM with regularization term $C = 1$.

![Fig. 6. Accuracy on the test set for SVM, with regularization $C = 1$ and $C = 100$, under poisoning attack. The two on the left are obtained on triplet \{3, 7, 5\}, and the two on the right are obtained for triplet \{9, 4, 0\}.](image)

**Table I**

| Model | Dataset   | Generator | Time in s  |
|-------|-----------|-----------|------------|
|       |           |           | $C=1$      | $C=100$    |
| SVM   | 4-0       | [16]      | 123.44 ± 11.59 | 148.99 ± 44.66 |
|       | 4-0       | Ours      | 11.06 ± 0.60   | 11.40 ± 1.78  |
|       | 9-8       | [16]      | 132.39 ± 24.64  | 168.17 ± 53.26 |
|       | 9-8       | Ours      | 11.09 ± 0.25   | 11.27 ± 0.22  |
| LC    | 4-0       | [15]      | 261.46 ± 30.69  | 459.57 ± 22.60 |
|       | 4-0       | Ours      | 10.70 ± 0.55   | 11.06 ± 1.64  |
|       | 9-8       | [15]      | 285.09 ± 31.39  | 458.22 ± 15.55 |
|       | 9-8       | Ours      | 11.17 ± 0.21   | 11.45 ± 0.48  |

![Fig. 7. Effectiveness of poisoning when 15% of the dataset is poisoned. The x-axis represents the number of prototypes in $S$, equal to the number of optimized variables. The y-axis shows the accuracy of the system under attack on a validation/surrogate dataset.](image)
we can optimize only 15 out of 784 variables for MNIST and 30 out of 3072 for CIFAR-10. These results indicate that this approach is probably practicable also on datasets with many more features than the CIFAR-10 dataset.

V. RELATED WORK

Evasion and data poisoning attacks represent critical challenges to the design of novel AI systems.

Evasion attacks. Evasion attacks aim to find adversarial inputs misclassified at test time [4], [27]. However, in the presence of supervised conditions, such as staffed security, an adversary may not be able to alter the input sample as required for evasion threats [9]. In such scenarios, the attacker should trick the models before it is deployed. In this regard, integrity data poisoning attacks lead to a change in the target model’s internal parameters to meet a specific attacker’s objective at test time.

Integrity data poisoning. Integrity data poisoning attacks allow the attacker to leverage backdoor, injected in the training set, for his malicious purpose [9], [12], [13], [28]. The essential property of integrity violation is that the model’s overall performance is not affected, but only a few target samples are misclassified.

Availability data poisoning. Availability data poisoning attacks aim to induce the system to a Denial-of-Service (DoS), limiting its use to all authorized users. In [16] the authors proposed the first availability poisoning algorithm. That algorithm was tailored against support vector machines to create effective poisoning samples in a white-box scenario. Later on, in [15] the same approach was adapted and exploit to trick a logistic regression classifier. In [14] the authors remarked that solving the bi-level formulation of Problem, (1)-(3) requires the inversion of the Hessian matrix of the model’s parameters. Therefore, the algorithm to solve this problem exactly has a cubic complexity with respect to the number of parameters. This aspect makes the usage of this algorithm computationally prohibitive for a variety of practical settings. Therefore, the authors proposed an algorithm that finds an approximated solution to that problem using a technique called back-gradient optimization. They showed that this algorithm allows attacking small deep neural networks efficiently. The authors of [15] observed that the poisoning samples, crafted to poison a target model, are effective even against other systems. This transferability property allows the adversary to generate attacks even if she does not directly know the target model. [18] proposed a gradient method to estimate the gradient of the poisoning sample efficiently. However, the authors observed that this solution does not scale with the number of features. Therefore, to mitigate this issue, they propose a generative approach, which still requires re-training the target model at each iteration.

As reported in Section II both availability and integrity data poisoning can be expressed with a bi-level optimization formulation. Nevertheless, for integrity violations, more prominent and straightforward heuristics have been proposed to solve this problem. For instance, in [9] and [28] the authors craft the poison samples so that they collide or surround the targeted image in feature space. They observed that their reformulations allows them to obtain effective and computationally efficient results. The literature for availability data poisoning lacks similar and efficient strategies, limiting its application for large-scale problems.

Clustering availability violation. Causative attacks have attracted attention even in unsupervised settings. Indeed, authors in [24], [29], [30] test the robustness of clustering-based applications against availability data poisoning attacks. They observed that even unsupervised algorithms, such as clustering, are not safe against malicious users.

VI. CONCLUSION

In this paper, we addressed the question: do we really need to use an algorithm that solves the bi-level problem exactly (the “hammer”) to carry out an availability poisoning attack against a simple linear classifier (the “nut”)? Our analysis shows that, for this class of problems, we don’t really need it. Indeed, we evince that our heuristic attack reaches comparable, or even better, results compared to theoretical and time-consuming formulations. We propose a re-parametrization trick to reduce the number of variables during the learning process. We compared the computational costs of the proposed algorithm with the ones obtained for “hammer-based” poisoning algorithms, namely the ones that solve exactly the bi-level optimization problem. We provided experimental evidences that we can poison target models with a significantly lower computational cost. Our approach may open the door toward the design of more efficient heuristics to deceive and test critical systems against availability data poisoning. For future works, we aim to investigate approaches to extend our approach’s against non-linear classifiers.
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