Calibration of flux crosstalk in large-scale flux-tunable superconducting quantum circuits
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Magnetic flux tunability is an essential feature in most approaches to quantum computing based on superconducting qubits. Independent control of the fluxes in multiple loops is hampered by crosstalk. Calibrating flux crosstalk becomes a challenging task when the circuit elements interact strongly. We present a novel approach to flux crosstalk calibration, which is circuit model independent and relies on an iterative process to gradually improve calibration accuracy. This method allows us to reduce errors due to the inductive coupling between loops. The calibration procedure is automated and implemented on devices consisting of tunable flux qubits and couplers with up to 27 control loops. We devise a method to characterize the calibration error, which is used to show that the errors of the measured crosstalk coefficients are all below 0.17%.

I. INTRODUCTION

Many prominent quantum computing platforms rely on electrical controls for qubit manipulation and readout [1–4]. Crosstalk is an important control issue and a major challenge to scaling up quantum computers, in particular for superconducting and semiconductor qubits [5–7]. For superconducting qubits, crosstalk includes control crosstalk, such as crosstalk between DC-bias lines [8] or microwave control lines [9, 10], and parasitic coupling between qubits [11, 12].

Flux control is an important resource for superconducting-qubit-based quantum computers. For gate-model quantum computing implementations, flux tunability is used to individually control the transition frequency of qubits to compensate for fabrication imprecision, to implement single and two qubit gates [13–15], and to control tunable couplers between qubits [16, 17]. For quantum annealers, flux-based control is essential [18] and independent dynamic flux control has been identified as an important resource for quantum enhancement [19–25].

Previous work on crosstalk calibration has been mainly focused on characterizing and suppressing microwave crosstalk and parasitic qubit couplings [26–32]. Although existent since some of the earliest implementations of on-chip flux bias lines [33, 34], DC flux crosstalk has attracted less attention. In recent gate-based quantum computing implementations, the relative crosstalk, given by the ratio between the coupling from a bias line to an unintended loop and the targeted loop, is on the order of a few percent [8, 35–37]. However, for flux-qubit-based quantum annealers, in order to achieve strong inter-qubit interaction, qubits have much larger loop sizes and mutual inductances between them. This leads to much higher relative crosstalk, making crosstalk calibration more challenging.

Commercial quantum annealers rely on magnetic memory elements to feed static flux to qubits and couplers, with crosstalk reduced using suitable integrated superconducting circuit design. Dynamic crosstalk is reduced due to using global control lines [18, 38]. In an alternative quantum annealer implementation using fluxmon qubits [39], the authors outlined a procedure for measuring crosstalk between two coupled fluxmons, based on fitting to analytical circuit models. However, it is unclear whether the method could be easily extended to other systems, where it is hard to obtain an accurate analytical model.

In this work, we introduce an approach to calibrate DC flux crosstalk, which only relies on the symmetries of superconducting circuits. Systematic errors arising from misidentification of the coupling between circuit elements
as crosstalk can be reduced by applying this procedure iteratively, with each iteration yielding an improved estimate of the crosstalk matrix elements. The calibration procedure is automated to allow implementation in large-scale superconducting quantum devices. We used the procedure on two quantum annealing devices, the largest of which has 27 superconducting control loops. We also introduce a method to characterize the error through a different set of measurements, which we executed on the smaller device. The error was measured to be lower than 0.17% for all crosstalk coefficients.

The structure of this paper is as follows. We describe our experimental setup in Sec. II. The method used for crosstalk calibration is presented in Sec. III. We then discuss the implementation of the method and the automated analysis procedures in Sec. IV. In Sec. V we present the calibration results, including the measured crosstalk, flux offsets and the error characterization. We compare the measured results with design targets in Sec. VI. In Sec. VII we provide a discussion and conclusions.

II. EXPERIMENTAL SETUP

We experimentally demonstrate our flux crosstalk protocol on two devices consisting of tunable flux qubits, tunable couplers and flux detectors. These devices are designed to explore high-coherence quantum annealing, based on coupled capacitively-shunted flux qubits (CS-FQs) [40, 41]. A circuit schematic of the first device (device A) is shown in Fig. 1(a). It contains two CSFQs and a coupler. Each qubit is formed of a main loop and a secondary loop, named \( z \)-loop and \( x \)-loop respectively, in line with their functionality to control the corresponding Pauli terms in the persistent current basis. The coupler has a similar configuration, with a main inductive loop and a secondary split Josephson junction loop. In analogy to the qubit, these loops are named \( z \)-loop and \( x \)-loop respectively as well. The \( z \)-loop of the coupler is inductively coupled to the qubits’ \( z \)-loop, thus acting as a tunable coupler [40, 42]. A set of bias lines is used, with each line designed to couple primarily to a corresponding loop.

Flux readout devices are coupled to each of the qubits and the coupler. Readout of the persistent current of the qubits is required for standard annealing experiments [43, 44]. The additional flux readout of the coupler was added here to aid with calibration of the operation point of the coupler. Each readout device is formed of a tunable rf-SQUID terminating a coplanar waveguide resonator (see Fig. 1(a)), with the rf-SQUID loop coupled to the corresponding \( z \)-loop of each qubit or the coupler. The resonators are coupled to a common transmission line. They can be probed by sending a microwave signal at probe frequency \( \omega_p \) through the transmission line and measuring the complex transmission coefficient \( S_{21} \). In the semi-classical picture, the persistent current in the qubit or coupler \( z \)-loop generates fluxes threading the resonator rf-SQUID, which changes its effective inductance, leading to a change in resonator’s resonance frequency. For a weak enough probing signal, the magnitude of the transmission \( |S_{21}| \) has a minimum when \( \omega_p \) coincides with the resonator’s resonance frequency.

Device B consists of two CSFQs coupled by a chain of seven tunable rf-SQUID couplers. Each coupler has its \( z \)-loop coupled to its neighboring couplers or qubits. The seven couplers act as a coupler chain that mediates flux signals between the end qubits. Fig. 1(b) shows a cartoon representation of this device. It has the potential to realize long-range coupling without trading it off with coherence [45, 46].

The devices are fabricated at MIT Lincoln Laboratory, based on the fabrication process outlined in Ref. [47], combining a high coherence chip hosting qubits, an interposer chip, and a multi-layer chip for control and readout wiring. In the work presented here, the devices were realized using only the qubit and interposer chips (see Fig. 1(c), (d)), as a preliminary step towards high density annealing circuits including the full three-tier process described in Ref. [47, 48].

Each device is placed in a sample holder anchored to the mixing chamber plate of a dilution refrigerator. All on-chip flux bias lines are connected to arbitrary waveform generators (AWGs) operating at room temperature through twisted-pair wiring. The connections are appropriately attenuated at room temperature to generate a flux range of a few flux quanta (see Appendix A for a complete wiring diagram).

III. CALIBRATION METHOD

A. Defining the crosstalk problem

The task of crosstalk calibration consists of measuring the coupling from each bias line to each superconducting loop, in order to be able to independently control the external flux applied to each loop. The external flux in each loop normalized to the flux quantum \( \Phi_0 \) is denoted by \( f_i \). The set \( \{ f_i \} \) forms the flux vector \( \mathbf{f} \) of size \( N \), where \( N \) is the total number of independent loops, including those of the qubits, couplers and resonator SQUIDs. Similarly, we define a current vector \( \mathbf{I} \) of the same size \( N \). Its \( j \)-th element \( I_j \) corresponds to the current through the bias line \( j \). The flux vector \( \mathbf{f} \) is related to the current vector \( \mathbf{I} \) via

\[
\mathbf{f} = \mathbf{M} \mathbf{I} + \mathbf{f}_0, \tag{1}
\]

where \( \mathbf{M} \) is the mutual inductance matrix between bias lines and superconducting loops and \( \mathbf{f}_0 \) is a vector of flux offsets. The flux offsets are caused by trapped fluxes while cooling down the device to the superconducting phase [49], and by flux noise intrinsic in a superconduct-
FIG. 1. (Color online) (a) Circuit schematic of device A. The qubit circuits (left and right, purple) are tunable CSFQs. The coupler circuit (middle, orange) is a tunable rf-SQUID. Each qubit and coupler has two control loops and is coupled to a tunable resonator (top, gray). All resonators are coupled to a joint feedline (top, red). Fluxes in each loop are controlled via the on-chip bias lines (triangles, blue). The design also includes microwave control by capacitively coupling microwave lines (circle, green) to the qubit, allowing for spectroscopy measurement of the device (not used in this work). (b) Diagram representation of devices A and B. Device A contains two qubits (left and right units, purple), the coupler (inside cell, orange) and a tunable resonator for each cell (top, gray). Device B contains two qubits and seven couplers. Device B has the same qubit and coupler circuit schematic and control capabilities as device A, shown in panel (a). (c, d) Microscope image of the qubit and interposer chips of device B. The qubit chip (c) hosts the qubit and readout circuitry and the interposer chip (d) hosts the flux bias lines. The square features (yellow boxes) correspond to indium bumps used to connect the two chips.

It needs to be emphasized that the effective flux biases induced by inductive coupling between superconducting loops are not included in the flux vector. Experimentally the bias line currents are controlled via AWG voltages. The external fluxes are related to the voltages via

\[ f = CV + f_0, \]

where \( V \) is the vector formed of the values \( \{V_i\} \) of set voltages and \( C = MR^{-1} \) with \( R \) a diagonal matrix with the \( i \)-th diagonal element \( R_i = V_i/I_i \) being the total resistance of each current carrying wire and its source impedance. The objective of the crosstalk calibration is to measure the coupling coefficients \( C_{i,j} \) and the flux offsets \( f_{0,i} \).

The devices used in this work have a design commonality, in that, qubits and couplers are similar circuits, each coupled to a flux tunable resonator. It is useful to group each qubit or coupler with its resonator into a unit cell. This makes it so that each cell has three superconducting loops; \( z, x \) on the qubit or coupler, and \( r \) on the resonator rf-SQUID. We use \( C_{p\alpha,q\beta} \) to represent the flux to voltage ratio between the bias line \( \beta \) in cell \( q \) and the loop \( \alpha \) in cell \( p \), where \( \alpha, \beta \in \{z, x, r\} \) and \( p, q \in [1, m] \). Here \( m \) is
the total number of unit cells, given by \( m = 3(9) \) for device A(B). The flux offset in loop \( \alpha \) in cell \( p \) is denoted by \( f_{0,pr} \). Similarly, \( f_{pa} \) (\( V_{pa} \)) represents the flux (voltage) on loop (bias line) \( \alpha \) in cell \( p \). This double index notation facilitates the analysis of this circuit, where each readout resonator is nominally coupled to each qubit or coupler. However, the methods discussed below are applicable to more general circuits. Note that we continue to sometimes use the single index notation \((V_{i}, f_{i} \) and \( C_{i,j} \)) below. The difference between the single and the double index notations should be clear from the context.

In anticipation of the iterative method used for calibration, it is useful to distinguish between the estimated values and the true values. We use a prime to denote the estimated value for a specific quantity. For example, \( C'_{pa,q\beta} \) refers to the estimated value for \( C_{pa,q\beta} \). With the estimated coupling matrix and the estimated flux offsets, we can define an estimated flux vector \( f' \) as

\[
f' = C'V + f'_0. \tag{3}
\]

Distinguishing between estimated values and the corresponding variables is very important in particular in the discussion of the iterative procedure below.

**B. General approach**

Without assuming any particular model for the superconducting circuit, there are two fundamental symmetry properties that we can exploit for flux crosstalk calibration. Firstly, the device behavior is periodic in one flux quantum with respect to the external flux in each loop. Secondly, the device possesses mirror symmetry with respect to the chip plane. This means the device properties should be the same whether the external fluxes are at \( f \) or \(-f \). This suggests that we can treat crosstalk calibration as an optimization problem. The parameters are the estimated coupling matrix and flux offsets \( C', f'_0 \), and the target is to maximize some function that measures the periodicity and mirror symmetry of the device behaviour, with respect to the estimated flux coordinates \( f'_i \). However, it is not immediately clear whether we can quantify such symmetry properties easily for large-scale devices without taking exceedingly large amounts of data. The convergence of the optimization result could also be very sensitive to the choice of optimization algorithm. For these reasons we leave this to be explored in the future and focus on a more structured and tractable approach in this work.

The usual approach to flux crosstalk calibration is to identify measurable properties of the circuit that are independent of external fluxes in all but one single loop \([8, 35–37]\). For example, this could be the resonance frequency of a readout resonator coupled to a tunable qubit. By measuring its response as a function of each control bias voltage \( V_j \), while keeping other voltages constant, the matrix element \( C_{i,j} \) can be deduced by extracting the periodicity of the measured property as a function of \( V_j \). This approach implicitly assumes that the flux in each loop is dominated by the external bias line contributions whereas the fluxes generated by other parts of the circuit are negligible.

The above assumption does not apply to the devices we are interested in. This is because the interactions between qubits, couplers, and readout resonators are not negligible. The readout resonator frequency depends strongly on the flux bias of its own loop, the qubit or coupler it is coupled to, and to a lesser degree on other units. To address this challenge, we propose an iterative approach to calibration. In the first iteration, it is assumed that when one bias voltage is changed, it only changes the external flux of the loop being addressed, while changes in external fluxes in other loops do not cause any appreciable change in the measured quantity. Using the estimates from the first iteration, subsequent iterations can improve the accuracy of these estimates. In the sections below, we first introduce the procedure for one iteration and then discuss how further iterations are carried out.

**C. CISCIQ**

We devise a procedure to obtain estimates of the coupling matrix named CISCIQ (an acronym for “crosstalk into SQUIDs, crosstalk into qubits”). In general terms, it consists of first measuring the coupling elements between bias lines and the SQUID detectors, which is subsequently used to keep the resonator SQUID at nearly fixed operation points, as needed in order to maintain a consistent level of sensitivity to changes in the states of qubits and couplers induced by external biases. This procedure has four stages, discussed below.

**Stage 1.** In the first stage, the resonator direct bias element \( C_{pr,pr} \) is measured for each unit \( p \). Ignoring the resonator interaction with other quantum elements (qubits, couplers, or other resonators), the resonator frequency is periodic with respect to its own bias line control voltage. By measuring the resonator spectrum as a function of its own bias voltage, we can extract its periodicity, denoted by \( P_{pr} \), and the voltage coordinate corresponding to zero flux in the resonator SQUID, denoted by \( V^*_{pr} \). Based on these quantities, we estimate

\[
C'_{pr,pr} = \frac{1}{P_{pr}}, \quad \text{and} \quad f'_0,pr = \frac{V^*_{pr}}{P_{pr}}. \tag{4}
\]

**Stage 2.** In the second stage, the crosstalk coefficients \( C_{pr,q\alpha} \) for all \( p, q, \alpha \) are measured. A similar measurement as in Stage 1 is carried out. All voltages except \( V_{qa} \) and \( V_{pr} \) are set to zero. The readout response is measured as a function of \( V_{pr} \) for a set of different values of \( V_{qa} \). The added flux in the probed resonator due to crosstalk from \( V_{qa} \) shifts the resonator frequency as a function of \( V_{pr} \). For \( \delta V_{pr} \) amount of shift per \( \delta V_{qa} \), the crosstalk element is given by
Stage 3. After Stage 2, we have control of the fluxes in the resonator SQUIDs from all the bias lines. In Stage 3, the $3 \times 3$ sub-matrix formed of the elements $C_{p\alpha,p\beta}$ and the flux offsets $f_{0,pz}, f_{0,pa}$ for each unit $p$ are measured. In the remainder of this stage, $V_{qa}$ for all $q \neq p$ and all $\alpha$ are set to zero. To simplify notation, the subscript denoting the cell index is dropped since we are only concerned with intra-unit crosstalk. With this simplified notation we write

$$
\begin{pmatrix}
 f_z \\
 f_x \\
 f_r
\end{pmatrix}
= 
\begin{pmatrix}
 C_{z,z} & C_{z,x} & C_{z,r} \\
 C_{x,z} & C_{x,x} & C_{x,r} \\
 C_{r,z} & C_{r,x} & C_{r,r}
\end{pmatrix}
\begin{pmatrix}
 V_z \\
 V_x \\
 V_r
\end{pmatrix}
+ 
\begin{pmatrix}
 f_{0,z} \\
 f_{0,x} \\
 f_{0,r}
\end{pmatrix}
. \tag{6}
$$

This stage consists of two measurements. In measurement (a), we measure the fluxes in the qubit or coupler, $f_z$ and $f_x$ by measuring the coupled resonator’s transmission at a fixed frequency, while sweeping $x$ and $z$ bias voltages, $V_x, V_z$. During the measurement, the resonator flux bias needs to be fixed, leading to a constraint on the resonator bias voltage,

$$
f_r' = \sum_{\alpha} C'_{r,\alpha} V_{\alpha} + f_{0,r} = 0, \tag{7}
$$

where $f_r'$ is the approximate resonator flux from external sources, given by the estimates from Stages 1 and 2. Note that the errors in the estimates of Stage 1 and 2 leads to uncompensated crosstalk into the resonator, which can affect the measured transmission, in addition to the changes in transmission due to the changes in $f_z$ and $f_x$. To avoid this complication, we choose to fix $f_r'$ to zero, which makes the resonator first order insensitive to the residual uncompensated crosstalk, allowing us to associate the change in transmission solely with changes in $f_z$ and $f_x$. While setting the resonator flux bias away from zero can increase the overall interaction strength between the resonator and qubit or coupler, potentially leading to more sensitive measurement, we empirically find the benefits of avoiding complication due to uncompensated crosstalk outweighs the cost of slightly weaker sensitivity.

Since $V_r$ is constrained to satisfy the requirements on $f_r'$, the 3-dimensional voltage and flux space is reduced to an effective 2-dimensional relation, such that

$$
\begin{pmatrix}
 f_z \\
 f_x
\end{pmatrix}
= 
\begin{pmatrix}
 C'_{z,z} & C'_{z,x} \\
 C'_{x,z} & C'_{x,x}
\end{pmatrix}
\begin{pmatrix}
 V_z \\
 V_x
\end{pmatrix}
+ 
\begin{pmatrix}
 f_{0,z} \\
 f_{0,x}
\end{pmatrix}
. \tag{8}
$$

Specifically, the effective matrix and offsets are related to the actual matrix elements and offsets via

$$
C'_{z,z} = C_{z,z} - C'_{z,r} C_{z,r}, \tag{9}
$$

$$
C'_{z,x} = C_{z,x} - C'_{x,r} C_{z,r}, \tag{10}
$$

$$
C'_{x,z} = C_{x,z} - C'_{r,z} C_{z,r}, \tag{11}
$$

$$
C'_{x,x} = C_{x,x} - C'_{r,r} C_{z,r}, \tag{12}
$$

$$
f_{0,z} = f_{0,z} + \frac{C_{r,z}}{C_{r,r}} (f_r' - f_{0,r}) \tag{13}
$$

$$
f_{0,x} = f_{0,x} + \frac{C_{r,x}}{C_{r,r}} (f_r' - f_{0,r}). \tag{14}
$$

Measurement (a) can be shown to have point reflection symmetry about every half-integer flux point due to both symmetries about the chip plane and periodicity in external fluxes (see Appendix C). These points form a lattice and allow us to find the affine transformation defined by the effective matrix $C'_{\text{eff}}$ and the effective flux offsets $f'_{0,z}, f'_{0,x}$. However, as implied by Eqs. (9)-(14), knowing the effective matrix and offsets is insufficient to determine the complete set of coupling coefficients for this unit. Hence another measurement is needed.

Stage 3 measurement (b) repeats measurement (a), but setting $f_r' = \pm 1$. Since the resonator flux is changed by $1 \Phi_0$, due to the flux periodicity, the resonator response remains the same, up to some translation in the $V_x, V_z$ coordinates. Such translations could be understood in terms of the change in effective flux offsets of the $z(x)$ loop, $f'_{0,z(x)}$ due to crosstalk from the resonator bias line. From Eqs. (13) and (14), we can write the change in effective flux offset $\delta f'_{0,z(x)}$ due to change in resonator flux $\delta f_r'$ as,

$$
\delta f'_{0,z(x)} = \frac{C'_{z(x),r}}{C'_{r,r}} \delta f_r'. \tag{15}
$$

Measurement of the offset shift $\delta f'_{0,z(x)}$ is used to determine $C_{z(x),r}/C_{r,r}$, which in combination with Eqs. (9)-(14) enables identifying all the coupling elements and flux offsets in a unit cell.

To extract the offset shifts $\delta f'_{0,z}$ and $\delta f'_{0,x}$, an effective procedure is to rely on the shifts of the measured two-dimensional datasets quantified along the $V_z$ and $V_x$ respectively and are related to the effective offset shifts via

$$
\begin{pmatrix}
 \delta f'_{0,z} \\
 \delta f'_{0,x}
\end{pmatrix}
= 
\begin{pmatrix}
 C'_{z,z} & C'_{z,x} \\
 C'_{x,z} & C'_{x,x}
\end{pmatrix}
\begin{pmatrix}
 \delta V_z \\
 \delta V_x
\end{pmatrix}
. \tag{16}
$$

Combining Eqs. (15) and (16) gives

$$
\begin{pmatrix}
 C'_{z,z} \\
 C'_{x,x}
\end{pmatrix}
= C_{r,r}' \begin{pmatrix}
 C_{z,z} \\
 C_{x,x}
\end{pmatrix}
\begin{pmatrix}
 \delta V_z \\
 \delta V_x
\end{pmatrix}
. \tag{17}
$$
Then by inverting Eqs. (9)-(14), the actual 2-dimensional qubit or coupler coupling and offsets can be written in terms of the effective matrix elements and offsets,

\[
\begin{pmatrix}
(C'_{x,x})' \\
(C'_{x,z}) \\
(C'_{z,x})' \\
(C'_{z,z})
\end{pmatrix} =
\begin{pmatrix}
(C^{\text{eff}}_{x,x})' & (C^{\text{eff}}_{x,z})' & C_{x,r}' & C_{z,r}'
\end{pmatrix}
\begin{pmatrix}
(C^{\text{eff}}_{x,x})' & C_{x,p}' & C_{x,r}' & C_{x,r}'
\end{pmatrix}
\begin{pmatrix}
(1 & 0 & C_{r,r}' & C_{r,r}')
\end{pmatrix},
\]

Finally, combining Eqs. (24) and (25) gives

\[
\begin{pmatrix}
(C'_{p,z,\text{qa}}) \\
(C'_{p,x,\text{qa}})
\end{pmatrix} =
\begin{pmatrix}
(C_{p,z,\text{qa}})' \\
(C_{p,x,\text{qa}})'
\end{pmatrix} +
\begin{pmatrix}
(C^{\text{eff}}_{p,z,\text{qa}})' \\
(C^{\text{eff}}_{p,x,\text{qa}})'
\end{pmatrix}
\begin{pmatrix}
-\delta V_{\text{qa}} \\
-\delta V_{\text{qa}}
\end{pmatrix},
\]

To summarize Stage 3, measurement (a) allows us to estimate the effective 2×2 matrix \(C^{\text{eff}}\) and the effective flux offsets \(f_{0,z}'\) and \(f_{0,r}'\), and measurement (b) allows us to determine the shifts of the resonator response as a function of \(V_z, V_x\). Together with the results from Stages 1 and 2, we complete the flux offsets and 3×3 block diagonal matrix in each unit cell.

**Stage 4.** In the last stage, all the remaining crosstalk elements are measured. This is done by performing a measurement similar to Stage 3 measurement (b) for each cell \(p\), but this time stepping an out-of-cell bias voltage \(V_{qa}\). To fix the resonator flux bias during the measurement, the resonator bias voltage for cell \(p\), \(V_{pr}\), is constrained so that

\[
f_{pr}' = \sum_{\beta \in \{x,z,r\}} C_{pr,\beta}' V_{\beta} + C'_{pr,qa} V_{qa} + f_{0,pr}' = 0.
\]

Changes in \(V_{qa}\) induce shifts of the measured response in the \(V_{pz}, V_{px}\) plane. To find the relation between the crosstalk elements and the shifts, we consider the change in the \(z\) and \(x\) fluxes in cell \(p\), \(\delta f_{pz}\) and \(\delta f_{px}\) due to changes in the bias voltages \(\delta V_{pz}, \delta V_{px}\) and \(\delta V_{qa}\). They are given by

\[
\begin{pmatrix}
\delta f_{pz} \\
\delta f_{px}
\end{pmatrix} =
\begin{pmatrix}
(C^{\text{eff}}_{p,z,\text{qa}})' & C'_{pr,qa} \\
(C_{p,x,\text{qa}})' & C_{pr,pr}'
\end{pmatrix}
\begin{pmatrix}
\delta V_{pz} \\
\delta V_{px}
\end{pmatrix},
\]

Finally, combining Eqs. (24) and (25) gives

\[
\begin{pmatrix}
(C'_{p,z,\text{qa}}) \\
(C'_{p,x,\text{qa}})
\end{pmatrix} =
\begin{pmatrix}
(C_{p,z,\text{qa}})' \\
(C_{p,x,\text{qa}})'
\end{pmatrix} +
\begin{pmatrix}
(C^{\text{eff}}_{p,z,\text{qa}})' \\
(C^{\text{eff}}_{p,x,\text{qa}})'
\end{pmatrix}
\begin{pmatrix}
-\delta V_{\text{qa}} \\
-\delta V_{\text{qa}}
\end{pmatrix},
\]

**D. Limitations of CISCIQ**

The CISCIQ procedure relies on assuming that when a circuit element (a qubit, coupler, or SQUID) is measured, its properties as a function of an externally applied flux are negligibly affected by the interaction with other circuit elements. For example, in Stage 1, it is assumed that the tunable resonator frequency is periodic in its own bias voltage. However, due to crosstalk from the resonator bias line to the coupler loop, the coupler properties change over the range of the resonator bias swept, which in turn changes the resonator due to their inductive interaction. In Stage 2, while the coupler \(z\) bias is swept, its resonator SQUID flux changes not only because of the finite crosstalk from the \(z\) bias line to the SQUID loop but also because of the state of the coupler changing.

To illustrate the expected role of circuit interactions, we use a simple model to calculate the effect of the resonator-coupler interaction on the resonator response. The interaction is modeled via the inductive loading of the rf-SQUID inductance by the coupler effective quantum inductance. We consider a single coupler-resonator cell, and assume only coupling between the \(r\) and \(z\) bias lines and the resonator and coupler loops. By numerically finding the coupler circuit effective inductance and solving the classical rf-SQUID equation, the resonator spectrum in terms of the resonator and coupler \(z\) bias can be calculated (see Appendix E for additional details). Figure 2 shows the resonator spectrum as a function of its bias voltage \(V_r\), for two different values of coupler \(z\) bias voltage \(V_z\). The dominant feature is the resonator frequency change due to change in its own bias. However, due to crosstalk, the coupler flux bias also changes as a function of \(V_r\), which changes its inductive loading effect on the resonator and hence the resonator frequency. Therefore the translational symmetry in \(V_r\) that is used for calibration in Stages 1 and 2 is broken. We note here that the inductive loading model does not capture the full interaction between the resonator and coupler, rather it serves as an example to highlight the increased complexity of calibration due to strong interactions between circuit elements.

The above analysis can be extended to other stages of CISCIQ, where the coupler effective inductance loads the qubit and the coupler ground state current acts as an effective bias seen by the qubit. Based on the single qubit and coupler persistent current and their mu-
FIG. 2. (Color online) The simulated readout resonator spectrum as a function of its bias voltage, using the inductive loading model to describe the interaction between the resonator and the coupler (see text). The solid (blue) and orange (dashed) lines correspond to the coupler coupled to the resonator being biased at two different $V_z$ values, of 0 and 1 Volt respectively. The coupling coefficients and flux offsets used for this model are $C_{z,z} = C_{r,r} = 1 \Phi_0/V, C_{z,r} = C_{z,x} = 0.1 \Phi_0/V, f_{0,z} = 0, f_{0,x} = 0.4$, which are realistic in our devices. Translational symmetry is broken due to the coupler resonator interaction.

E. CISCIQi

To reduce the errors in calibration coefficients found with CISCIQ, which are due to the systematic effects discussed in the previous subsection, we propose an iterative approach, abbreviated as CISCIQi. With this procedure, the measured coupling coefficients and flux offsets from CISCIQ are taken as an initial estimate. Further iterations of CISCIQ are carried out to gradually improve the initial estimates. In each iteration, one controls directly not the voltages but a set of new coordinates - which are the fluxes applied to the loops, calculated based on the estimated coupling coefficients and offsets. More specifically, the first iteration can be considered as giving the estimates of $C$ and $f_0$ as $C^{(1)}$ and $f_0^{(1)}$, respectively. In the absence of interactions between individual qubit, coupler, and resonator circuits, these estimates are accurate, limited only by experimental noise. However this is not the case for the reasons explained in the previous section. Nevertheless, the quantities

$$f^{(1)} = C^{(1)}v + f_0^{(1)},$$

(27)

where $C^{(1)}$ and $f_0^{(1)}$ are the estimates of the coupling matrix and flux offsets obtained from iteration 1, are a good approximation for fluxes in the loops. Then the flux relation in Eq. (2) can be recast into the form

$$f = C^{(2)}f^{(1)} + f_0^{(2)}$$

(28)

where we introduced

$$C^{(2)} = C \left(C^{(1)}\right)^{-1}$$

(29)

and

$$f_0^{(2)} = -C \left(C^{(1)}\right)^{-1} f^{(1)} + f_0.$$  

(30)

The task in iteration 2 is to estimate $C^{(2)}$ and $f_0^{(2)}$ by sweeping the components of $f^{(1)}$ and measuring the circuit response. Because the basis vectors in the estimated flux coordinates $f^{(1)}$, as compared to those in the voltage coordinates $V$, are closer to the corresponding basis vectors in the real flux coordinates $f$, the assumptions made in CISCIQ on periodicity with respect to controls are better justified. For example, when repeating Stage 1 during iteration 2, the resonator frequency as a function of $f_{pr}^{(1)}$ has smaller departures from periodicity than $f_{pr}^{(1)}$ as a function of $V_{pr}$ in iteration 1. In Stage 2, one measures the crosstalk from a source bias to a target resonator by stepping the source biases with integers of flux quanta according to the estimated coupling coefficients. By doing this the resonator spectrum better obeys translational symmetry over different source bias settings, because the effect of the interactions with the rest of the circuit is reduced when changes in applied fluxes are close to the circuit periodicity. In Stage 3, the data is expected to have better point reflection symmetry in the $f_{pz}, f_{px}$ plane as compared to $V_{pz}, V_{px}$. In Stage 4, similarly to Stage 2, we choose integer flux quanta steps in the crosstalk source bias to null out modulations within a period. In all stages, resonance collisions become less likely in the second iteration, as the resonators bias points are better controlled, due to the reduced changes in flux coupled from other elements.

At the $n$-th iteration, this procedure yields the estimates for the coupling matrix $C^{(n)}$ and the offset vector $f_0^{(n)}$. Combining the coupling matrix and offsets measured at each iteration, the estimates after $n$ iterations for the coupling matrix and the flux offset are

$$C' = C^{(n)} C^{(n-1)} \cdots C^{(1)}$$

(31)
\[ f'_0 = C^{(n)r} \left( C^{(n-1)r} \left( \ldots \left( C^{(2)r} f_0^{(1)r} + f_0^{(2)r} \right) + \ldots \right) + f_0^{(n-1)r} \right) + f_0^{(n)r}. \] (32)

F. Fast offsets calibration

The coupling matrix is expected to remain constant in the course of an experiment while the device is kept cold inside a dilution refrigerator. However, the flux offsets change over time due to flux noise and trapped flux. Therefore, a time-efficient method is desired to recalibrate flux offsets. Here we introduce such a procedure, which relies on the knowledge of the estimate of the coupling matrix, assumed to remain constant. The method makes use of similar measurements as in Stages 1 and 3 of CISCIQi. To measure the offset of the resonator, the corresponding approximate flux coordinate \( f'_{pr} \) is swept around 0, and at each flux setting the resonator transmission is measured over a frequency range around resonance. The signal is expected to be mirror reflection symmetric about a value, denoted by \( f'_{px} \), which corresponds to the flux in the resonator being equal to zero. Based on this, the new estimated flux offset is related to the old estimated flux offset \( f_{0,pr} \) by

\[ f'_{0,pr} \rightarrow f'_{0,pr} - f'_{px}. \] (33)

Similarly, to find the new offset of the qubit or coupler, the estimated flux coordinates \( f'_{px}, f'_{pz} \) are swept while probing resonator transmission close to the peak frequency of the resonator for unit \( p \). The signal is point reflection symmetric about some point \( (f_{px}, f_{pz}) \). The new estimated flux offset and the old ones are related analogously to the resonator offset in Eq. (33). If this set of measurements reveals that the offset drifts are large, the procedure can be iterated to eliminate the apparent offset shifts due to circuit interactions.

G. The error of the calibration procedure

There are several sources of errors for the CISCIQi calibration procedure. Firstly, all the data collected has noise contributions from the microwave amplifiers, and flux drifts occur while taking the data. Secondly, the fitting algorithms applied to identify translational and point reflection symmetries have estimate errors arising from the finite range and sampling for the collected data. Last and most significantly, systematic errors arise from circuit interactions, which are only partially mitigated even after application of multiple iterations in the calibration procedure. To characterize the errors in the crosstalk matrix and flux offsets considering all the sources of errors is therefore a complex task. Conventional error propagation analysis is not suitable for our method because

the output of the analysis, i.e., the periodicities and translations extracted, depends linearly on the coupling coefficients, as well as nonlinearly on the interactions between circuit elements. As an example, Stage 3(b) measurement of CISCIQi relies on couplings measured in Stage 1 and 2. The errors in the resonator bias from Stage 1 and 2 would result in resonator frequencies being different for \( f'_{r} = 0, \pm 1 \) when doing Stage 3 measurements. This causes transmissions at different resonator flux biases not being simply translated versions of each other. The errors in the extracted translations and crosstalk in Stage 3 thus have a substantially nonlinear dependence on the errors from Stage 1 and 2. Given the above consideration, we propose an error characterization method that is motivated by the purpose of crosstalk calibration, which is to gain independent control on each flux bias.

The error characterization relies on a set of measurements performed to determine to what extent the fluxes can be controlled independently. Ideally, when a change \( \Delta f'_j \) in the estimated flux \( f'_j \) is applied to loop \( j \), the flux in other loops should remain unaffected. Any change in flux can be conveniently measured using the abbreviated offset measurement procedure discussed in Sec. III F. For \( i, j \in [1, N], i \neq j \), the quantity

\[ \Theta_{i,j} = \frac{\Delta f'_{0,i}}{\Delta f'_j} \] (34)

is a measure of the remaining control crosstalk. To measure this quantity in a way that is robust against systematic errors from circuit interactions, one can set \( \Delta f'_j \) to be integer flux quanta. This leads to a reduced effect of circuit interaction, due to their periodic dependence on applied fluxes.

IV. IMPLEMENTATION OF THE CISCIQi METHOD

In this section we discuss the experimental implementation of the first iteration in the CISCIQi iterative procedure. We discuss this iteration in detail, given that the analysis tools carry over to subsequent iterations. We present measurement tools for calibration of device A as examples. Measurements on device B are carried out similarly.

A. Stage 1

In Stage 1, for each resonator the transmission is measured versus the probe frequency and resonator bias voltage. The voltage bias sweep is chosen to cover a few flux
quanta, in order to allow determination of the periodicity. We note that in the first iteration we choose bias voltage ranges that are relatively large, to allow determining the period in the presence of relatively strong, uncompensated spurious flux generated by other circuit elements.

Figure 3(a) shows a color plot of the transmission magnitude versus bias voltage and probe frequency. At resonance, the magnitude of transmission has a dip relative to the background. To extract the periodicity and offset, one could extract the resonance frequencies as a function of bias voltage and fit it to the resonator model or a simpler periodic function. However, this method becomes difficult to automate due to the presence of other features in the transmission arising from other readout resonators and spurious package resonances. In addition, fitting the transmission requires small frequency steps and an analytical transmission model can be hard to obtain when the tunable resonator is driven at high power. Hence, an image processing based method is used instead. The transmission data can be considered as an image with the first dimension being the bias voltage $V_{cr}$, the second dimension being the probe frequency $\omega_p$, and the third dimension being the magnitude of the transmission $|S_{21}|$. Before extracting the period of the data, edge detection techniques are applied to enhance the resonance features (see Appendix D). To extract the period of the resonator bias, recurrence plot analysis is used [51]. Recurrence plots are a method to visualize symmetries in time series data and are adapted here to identify periodicities within an image and translations between two different images. Given two images $A(i_1, i_2)$ and $B(j_1, j_2)$, the recurrence plot is a new dataset $R(i_1, j_1)$ defined as

$$ R(i_1, j_1) = \begin{cases} 1, & \text{if } \sum_{i_2,j_2} (A(i_1, i_2) - B(j_1, j_2))^2 \delta_{i_2,j_2} \leq \epsilon, \\ 0, & \text{otherwise} \end{cases} $$(35)

where $\delta_{i_2,j_2}$ is the Kronecker delta and $\epsilon$ is a threshold chosen to maximize the contrast in the recurrence plot (see Appendix D). The arguments in $A$, $B$, and $R$ are integer valued indices. We apply the recurrence plot to the case where both the $A$ and $B$ images are the acquired dataset. The y-intercept of 45-deg lines in the plot corresponds to the amount of translation needed on one of the images to overlap onto the other. We use line detection via the Hough transform to extract the translations from the recurrence plot. An example resonator transmission image and its corresponding recurrence plot are shown in Fig. 3(a) and (b).

To extract the flux offset, the reflection symmetry of the data is analyzed. The measured transmission magnitude $|S_{21}|$ can be considered as an image $A(i_1, i_2)$ of dimensions $(m_1, m_2)$. The correlation coefficients between image $A$ and its reflection about all bias indices are calculated. The reflected image $B(i_1, i_2; j)$ about a particular bias index $j$ is given by

$$ B(i_1, i_2; j) = A(2j - i_1, i_2). $$ (36)

The correlation coefficient $\rho(j)$ is given by

$$ \rho(j) = \frac{\sum_{i_1,i_2} [A(i_1, i_2) - \bar{A}(j)][B(i_1, i_2; j) - \bar{B}(j)]}{\sqrt{\sum_{i_1,i_2} [A(i_1, i_2) - \bar{A}(j)]^2 \sum_{i_1,i_2} [B(i_1, i_2; j) - \bar{B}(j)]^2}}, $$ (37)

where the summations range over $i_1 \in [\text{Max}(1, 2j - m_1), \text{Min}(m_1, 2j - 1)]$ and $i_2 \in [1, m_2]$, and $\bar{A}(j), \bar{B}(j)$ are the average values of $A, B$ over the same range. The ranges serve to pick out the overlap region between the original and reflected images. The correlation coefficient used here is adapted from the Pearson correlation coefficient applied to samples. It is normalized to lie between $[-1, 1]$, so images with different overlap sizes can be fairly compared. The peaks in $\rho(j)$ correspond to points of reflection symmetry in the image, identified with half and whole integer flux quanta in the resonator loop. Figure
3(c) shows the result of this calculation. Finally, the integer flux quanta points can be distinguished from the half integer flux quanta points by checking whether there is a dip in transmission within the frequency range swept, at that bias point.

### B. Stage 2

In Stage 2, for each resonator the transmission is measured versus the resonator direct bias and probe frequency, at a few voltages of each indirect bias line, with all other bias voltages set to zero. Recurrence plots are used to extract the translations in the two dimensional data for each value of the applied indirect bias voltage. The translation versus indirect voltage is fit by a line, whose slope represents the amount of crosstalk. Figure 3(d) shows an example of such a fit. While the translations versus crosstalk source voltage follow a linear dependence to a good approximation, small systematic errors are observed due to interactions of the resonator with the rest of the circuit.

\[
\rho(j_1, j_2) = \frac{\sum_{i_1, i_2} [A(i_1, i_2) - \bar{A}(j_1, j_2)][B(i_1, i_2; j_1, j_2) - \bar{B}(j_1, j_2)]}{\sqrt{\sum_{i_1, i_2} [A(i_1, i_2) - \bar{A}(j_1, j_2)]^2 \sum_{i_1, i_2} [B(i_1, i_2; j_1, j_2) - \bar{B}(j_1, j_2)]^2}}.
\]  

where the summations range over \(i_1(2) \in [\text{Max}(1, 2j_1(2) - m_1(2)), \text{Min}(m_1(2), 2j_1(2) - 1)]\), and \(\bar{A}(j_1, j_2), \bar{B}(j_1, j_2)\) are the average values of \(A, B\) over the same range. Local maxima in the image \(\rho(i_1, i_2)\) correspond to points with maximum point reflection symmetry. Instead of simple peak detection, KAZE feature recognition [52] is applied to the image \(\rho\), which detects blobs in the image. Then, by filtering out features that are not close to any local maximum, the coordinates of the remaining features can then be identified with point reflection symmetry centers. It is empirically found that the KAZE feature detection outperforms simple local maximum detection, in cases where resonator collision causes the measured transmission to deviate from the expected symmetry. The feature detection also allows sub-pixel precision, which removes the need to take time-consuming, high-density measurements. Fig. 4(a) shows the point reflection symmetry centers plotted on the measured data, ordered by their distances to the origin and Fig. 4(b) shows the point reflection correlation coefficients calculated, with the KAZE features overlaid.

The inversion symmetry centers are coordinates in \(z\) and \(x\) bias voltages corresponding to half-integer flux quantum in \(z\) and \(x\) loops. The next task is to identify an affine transformation that converts these inversion symmetry centers to coordinates in external fluxes. In principle, any three inversion symmetry centers that are not co-linear are sufficient to define such a transformation. However, due to various noise sources, it is likely that different choices of inversion centers will lead to slightly different transformations. To make use of the full lattice of inversion symmetry centers, the affine transformation parameters can be treated as fitting parameters. The optimal transformation is found by minimizing the distance between transformed lattice coordinates and the ideal lattice coordinates [41].

### C. Stage 3

In Stage 3(a), for each unit cell the resonator transmission is probed at a fixed probe frequency, with the resonator external flux held constant while sweeping its directly coupled qubit or coupler \(x\) and \(z\) biases. Typically, the probe frequency is below the peak frequency by about half of its linewidth to maximize contrast. The bias ranges are typically swept over two to four periods in both directions and the step size is of the order of 1% of the observed periodicity. The resonator flux is kept at zero during the sweep. At this bias point, the resonator is flux-insensitive to first order. This choice of the resonator bias minimizes the frequency change of the resonator due to residual crosstalk when the \(z\) and \(x\) biases are swept, thus preventing deterioration of the measurement signal. This measurement generates an image that has point reflection symmetry about integer and half-integer flux points (see Appendix C). The measured transmission magnitude \(|S_{21}|\) can be considered as an image \(A(i_1, i_2)\) of dimensions \((m_1, m_2)\). To extract the point reflection symmetry centers, the correlation coefficient between the image and the image inverted about some point \((j_1, j_2)\) is calculated. The inverted image \(B(i_1, i_2; j_1, j_2)\) is given by

\[
B(i_1, i_2; j_1, j_2) = A(2j_1 - i_1, 2j_2 - i_2).
\]  

The correlation coefficient \(\rho(j_1, j_2)\) is given by
is probed while fixing the resonator flux bias and sweeping the unit’s $x$, $z$ biases, and stepping another crosstalk source bias voltage. The ranges for crosstalk source voltage are chosen to cover more than one flux quantum flux bias in the corresponding loop, to ensure the translations measured are not biased due to the modulation of circuit interaction within a period. An example of translations extracted versus crosstalk source bias voltages and the corresponding fits are shown in Fig. 5(c). The slope of the line fit is then related to the crosstalk coupling via Eq. (26).

V. CALIBRATION RESULTS FOR DEVICES A AND B

A. CISCiQi

After the application of CISCiQi as discussed above, further iterations are performed by sweeping the approximate flux coordinates, where fluxes are calculated according to the estimates of the coupling matrix and flux offset obtained in the previous iteration. Three complete iterations are performed for both devices A and B. The estimated values of coupling coefficients at the end of each iteration are calculated using Eq. (31).

To illustrate how the coupling elements change with iteration, we show in Fig. 6 a subset of the coupling matrix elements for iterations 1-3 for devices A and B. Note that the coupling elements shown correspond to units at the center of devices A and B, which are most affected by systematic crosstalk errors due to interactions with other circuit elements. We observe that all the coupling elements change, with typically a smaller change between iteration 2 and 3 than between iteration 1 and 2. To further illustrate the effectiveness of the iterations, in Fig. 7(a) we show the statistical box plots of coupling coefficients and flux offsets in $\mathbf{M}^{(n)}$, $f^{(n)}$ for $n = 2, 3$. It is clear from the plot that the coupling matrices in iterations 2 and 3 are approaching identity, and the flux offsets are approaching zero.

For device A, it is worth noting that the corrections in off-diagonal matrix elements in iteration 2 are about $10 \Phi_0/\Phi_0$, and the correction in flux offsets are about $10 \Phi_0$. Assuming $60 \, \text{pH}$ mutual inductance between circuit elements, which is the typical value, the required persistent current to generate $10 \Phi_0$ flux is $0.34 \, \mu\text{A}$. This number is comparable to the maximum ground state current in the coupler $z$-loop, which is $0.45 \, \mu\text{A}$. As the persistent current gets modulated by flux bias, corrections on the order of $10 \Phi_0/\Phi_0$ in iteration 2 are consistent with the level of interactions between circuit elements (see Appendix G for a more detailed comparison). In iteration 3, the matrix element corrections are below $2 \Phi_0/\Phi_0$ and the flux offsets corrections are below $2 \Phi_0$. Since the flux drifts measured (see Sec. V B) are also about $2 \Phi_0$, this suggests that further iterations would be limited by random flux jumps and not improve.
the calibration measurement much further.

When compared to device A, device B has three times as many control loops. In addition, device B has overall stronger circuit interactions, because the couplers are designed to have about three times as large a persistent current and flux sensitivity compared to the qubit (see Appendix G). This is compounded by the fact that more resonators are on the same feedline in device B, leading to increased errors in resonator readout. Besides, device B also suffered from a partial device failure: the resonator SQUID in cell c2 could not be tuned. This cell, including the resonator and the coupler, remained uncalibrated during the CISCiQi procedure (additional techniques were used to calibrate this unit for other experiments, which we do not discuss in this work).

Therefore, it is expected that iteration 1 of CISCiQi for device B gives less accurate estimates of the actual coupling coefficients and flux offsets. This is made apparent by simply examining the measured data. As shown in Fig. 8(a, b), the Stage 1 measurement for the resonator in unit c5 and Stage 3(a) measurement for unit c1 are far from the expected periodic behaviour. Fig. 8 (c) and (d) show the same scan taken during iteration 2. The periodic behavior is restored.

**B. Flux offset drift**

As noted earlier, the flux offsets drift even when the device is kept cold. It is important to understand the magnitude and timescale over which the flux drifts occur. To perform annealing experiments on the device, the flux offsets need to be stable over a duration that is much longer than any annealing experiment itself.

To check the flux offset stability for device B, after the initial CISCiQi calibration, the flux offsets are recalibrated twice using the method described in Sec. III F. Figure 9 shows the change in flux offsets relative to the initial calibration. After two days, the root mean square (RMS) change in flux offsets for different loops is 1.3 mΦ0. After 17 days, one of the resonator SQUID fluxes changed by 20.0 mΦ0. The others have an RMS change of 2.0 mΦ0. Similar shifts were observed in device A. This suggests that the device can remain well-calibrated for a few days. Over a longer period of time, the flux drifts can be large. Such fluctuations could have various sources, which should be investigated in future work.
C. Characterization of the errors of the calibration protocol

The error measurement discussed in Sec. III G is applied to device A. The measured errors are displayed in Fig. 10. The RMS of the errors is 0.5 mΦ₀/Φ₀ and the maximum error magnitude is below 1.7 mΦ₀/Φ₀. This means that when the estimated flux $f_i$ is changed by 1 Φ₀ for some loop i, while keeping others constant, the actual external flux $f_j$ differs from the approximate coordinate $f'_j$ by at most 1.7 mΦ₀. In comparison, if no crosstalk compensation is applied, the control error can be lower bounded by the ratio of the final measured crosstalk coefficients $C'_{i,j}$ to the direct coupling coefficients $C_{i,j}$, which has an RMS value of 75 mΦ₀/Φ₀. If only one iteration is performed, the errors can be lower bounded by the values of the off-diagonal elements in iteration 2 matrix $C^{(2)}$, which has an RMS value of 2.3 mΦ₀/Φ₀ and maximum magnitude of 11 mΦ₀/Φ₀.

The calibration accuracy achieved here is comparable to recent work in Ref. [8], where a systematic study of...

FIG. 7. (Color online) For device A (left), B (right) respectively, the statistical box plots of the diagonal (top), off-diagonal (middle) coupling coefficients in $C^{(n)}$, and the flux offsets (bottom) in $f^{(n)}$, for iteration 2 and 3. The orange bar is the median, the black box correspond to the lower and upper quartiles, the segments contain 5 to 95 percentile of the data and the dots are outliers. For device B, the coupling coefficients and offsets corresponding to the c2 unit are excluded in the plots due to device failure (see text).

FIG. 8. (Color Online) (a, b) Resonator transmission measurement versus probe frequency and resonator bias voltage for unit c5 in iteration 1(a) and 2 (b). (c, d) Resonator transmission measurement sweeping z, x biases for unit c1 in iteration 1(c) and 2(d). Clearly, the iteration 2 measurement has much better symmetry as compared to iteration 1.

FIG. 9. (Color online) The changes in flux offsets for the z (blue, circle), x (orange, square) and r (green, triangle) loops for each unit. Panel (a) is the change in flux offset after 2 days and panel (b) is after 17 days. The errors are obtained in two steps. First the errors of offsets extracted are computed by first resampling the transmission measurement data with typical measurement noise. The errors in offsets changes are obtained by adding in quadrature the offset errors at different times. Only the coupler units flux offsets are recalibrated in experiments (except c2 which had a non-functioning resonator).
shows a comparison of the simulated mutual inductances with the quasi-static noise due to low-frequency flux noise. A. There is reasonable agreement between the simulated inductances and the measured mutuals on qubit 1 of device A. There is reasonable agreement between the simulated inductance and the measured coupled coefficients can be converted into mutual inductances using the measured resistances along the bias lines in the fridge. This is compared to the mutual inductances extracted by simulating the device with an electromagnetic solver. The computational resources required for such a simulation scale poorly with the size of the chip, we chose to simulate a single flux cell consisting of a single CSFQ coupled to a resonator SQUID, and their corresponding bias lines in the full two-tier environment (see Appendix H).

Table I shows a comparison of the simulated mutual inductances and the measured mutuals on qubit 1 of device A. There is reasonable agreement between the simulated and measured values. Discrepancies could arise due to more complex return current paths through the ground plane, which are not accounted for when simulating only a restricted area of the chip. Given that all the bias lines are connected to the ground plane in the interposer chip, which is facing the qubit, it is not unexpected that the return current effect becomes important. This could be partially mitigated if the connection between bias line and ground is made further away from the control loops. However, this is ultimately limited by the density of control lines and loops in the circuit. In future designs using the three-tier architecture, there will be more flexibility in designing the ground current return path. We expect such an architecture to give better agreement between designs and actual devices.

VI. COMPARISON WITH TARGETED MUTUAL INDUCTANCES

The calibration measurement also provides valuable feedback to circuit design. One important aspect of the design process is to be able to predict the mutual inductances between bias lines and control loops. The measured coupling coefficients can be converted into mutual inductances using the measured resistances along the bias lines in the fridge. This is compared to the mutual inductances extracted by simulating the device with an electromagnetic solver. As the computational resources required for such a simulation scale poorly with the size of the chip, we chose to simulate a single flux cell consisting of a single CSFQ coupled to a resonator SQUID, and their corresponding bias lines in the full two-tier environment (see Appendix H).

Table I shows a comparison of the simulated mutual inductances and the measured mutuals on qubit 1 of device A. There is reasonable agreement between the simulated and measured values. Discrepancies could arise due to more complex return current paths through the ground plane, which are not accounted for when simulating only a restricted area of the chip. Given that all the bias lines are connected to the ground plane in the interposer chip, which is facing the qubit, it is not unexpected that the return current effect becomes important. This could be partially mitigated if the connection between bias line and ground is made further away from the control loops. However, this is ultimately limited by the density of control lines and loops in the circuit. In future designs using the three-tier architecture, there will be more flexibility in designing the ground current return path. We expect such an architecture to give better agreement between designs and actual devices.

D. Calibration time

In this subsection we discuss the time taken to complete the calibration protocol. For device A, the first iteration takes about 22 hours while each further iteration takes about 8 hours. Offsets calibration takes about an hour. For device B, the first iteration takes about 80 hours while further iteration takes about 50 hours each. Offsets calibration takes about 2 hours.

We note that the data acquisition time, which takes about two orders of magnitude more than the data analysis time, is highly specific to the current setup. Firstly, improving the signal to noise ratio could reduce the signal integration time required. This could be done by optimizing the readout frequency and power. Secondly, there is overhead in the software controlling the AWGs. Optimizing the software stack can lead to significant measurement speedup, especially when the number of AWG channels becomes large. Beyond this, improving the measurement protocol by incorporating multiplexed readout could also reduce the measurement time.

FIG. 10. (Color online) The measured crosstalk error coefficients $\Theta_{i,j}$ for each pair of sources (column) and targets (row).
TABLE I. Comparison of simulated and measured (in brackets) values of mutual inductances between bias lines and loops.

|                        | $x$ bias line         | $x$ bias line         | $r$ bias line         |
|------------------------|-----------------------|-----------------------|-----------------------|
| Qubit Loop $z^*$        | $-1.6(-1.9)$ pH       | $-0.65(-1.3)$ pH      | $-0.21(-0.2)$ pH      |
| Qubit Loop $x$          | $0.0098(-0.065)$ pH   | $1.4(2.5)$ pH         | $0.003(-0.0068)$ pH   |
| Resonator Loop          | $0.25(0.31)$ pH       | $-0.021(-0.028)$ pH   | $-1.4(-1.7)$ pH       |

* Due to the specific convention used, $z'$-loop does not refer to a physical loop in the device, therefore $z'$-loop is used instead (see Appendix B).

VII. SUMMARY AND CONCLUSION

In summary, we proposed and implemented an iterative approach to calibrate flux crosstalk, which only relies on the symmetry properties of superconducting circuits, without needing a full model of the device. The efficacy of the flux crosstalk calibration is clearly validated by the convergence of the crosstalk and offsets measured in each iteration, as well as the independent error measurement. The iterations address the errors due to strong inductive coupling within the circuit. Detailed experiments were performed on two devices, labeled A and B. Comparing the calibration results between device A and B, it is clear that device B, which has more couplers, requires more iterations to achieve the same level of convergence. This highlights the importance of iteration when calibrating devices with strong inter-element interaction.

In terms of flux control complexity these devices are comparable to some of the largest gate-based flux tunable circuits. When considering applying the calibration method in this work to future large-scale quantum processors, we can look at the problem from two different perspectives. First from the design and fabrication perspective, future generation devices are likely to incorporate multi-tier architectures such as the ones in Ref. [48]. Such architecture allows current signals to be routed away from the circuit loops before they are grounded. With this advance we expect the crosstalk to be more spatially localized, so that the number of crosstalk elements to be measured should only scale as $N$, instead of $N^2$. This however, would not eliminate the need for iterations, which addresses the issue of strong inter-element interaction. Secondly, from a measurement perspective, we expect further technical developments to speed up the data acquisition, as discussed in Sec. V D.

The crosstalk calibration method in this work was applied to devices developed specifically for quantum annealing applications. Compared to commercial quantum annealers [18, 38, 55], we explore an implementation with independent local high-bandwidth control of qubits and couplers, enabling advanced annealing protocols, and simplified circuits without built-in compensation for variation in fabrication parameters, leading to increased coherence. While creating new opportunities for quantum annealing, this design approach leads to increased complexity of flux crosstalk calibration, a challenge that can be tackled with the methods we developed here.
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Appendix A: Experimental setup

In Fig. 11 we present a diagram of the setup showing the room temperature electronics and the wiring inside the dilution refrigerator. Arbitrary waveform generators (AWG) are used for flux biasing the circuit. The AWGs (Keysight AWG3202A) can supply voltages ranging from −1.5 V to +1.5 V with 14 bits of precision. The bias current is carried to the packaged chip through twisted wires. Inline resistors of appropriate resistances (typically 1000 Ω) are used to apply current leading to a voltage to flux conversion of the order of 1 Φ0/V. The twisted wires have a limited bandwidth of about 10 MHz. Later generations of the experiment employ customized wiring, which are designed to have higher bandwidth.

A heterodyne readout setup is used for probing the resonator readout. A readout pulse is generated starting with a stable tone generated by a microwave synthesizer, which is then upconverted using an IQ mixer. At the output of the device, the output signal is first amplified by a travelling-wave-parametric-amplifier (TWPA) [56] at the mixing chamber of the dilution refrigerator and by a high-electron mobility transistor (HEMT) amplifier at the 3K stage of the dilution refrigerator. It then gets downconverted at room temperature before its quadrature voltages are sampled using a digitizer.

Appendix B: Qubit and coupler loop geometry

The qubits and the couplers have two fundamental loops, denoted by z′, x in Fig. 12(a). One can define two independent external fluxes f′, f, as shown in Fig. 12. As demonstrated in one of the earliest proposals of flux qubits [57], f = f′ + 1/2f = (1/2 + n) corresponds to the symmetry point of the circuit, provided the two junctions in the x-loop have identical sizes [20]. Around the symmetry point, the Hamiltonian projected onto the subspace formed by the lowest two energy eigenstates can be written as

$$H = -I_p(f_x) \left( f_x - \frac{1}{2} \right) \Phi_0 \sigma_z - \frac{\Delta(f_x)}{2} \sigma_z,$$

where I_p is the persistent current and ∆ is the gap at the symmetry point. Note that both of these quantities depend on f_x. During a typical quantum annealing experiment, one starts with large ∆ and ends with minimal ∆ ≈ 0. This corresponds to varying f_x from 1/2 to 1, while keeping f_x close to the symmetry point. As the flux qubit energy is very sensitive to f_x, it is beneficial to keep the excursion in its corresponding bias current I_x small during the annealing, so that pulse distortion does not cause significant errors. This motivates the symmetrized x-loop design, as used in the coupler design in Ref. [42]. An illustration of the design is shown in Fig. 12(b). In this geometry, the mutual between the x bias line the and z′-loop, M_z;x, is designed to be about −1/2 of the mutual between the x bias line and the x-loop, M_x;x. The relation between the two control loop fluxes and bias current becomes

$$\begin{pmatrix} f_z' \\ f_x \end{pmatrix} = \begin{pmatrix} 1 & -\frac{1}{2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} f_z' \\ f_x \end{pmatrix}$$

(B2)

$$= \begin{pmatrix} 1 & -\frac{1}{2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} M_{z';x} & M_{z';x} \\ M_{x;x} & M_{x;x} \end{pmatrix} \begin{pmatrix} I_z \\ I_x \end{pmatrix}$$

(B3)

$$= \begin{pmatrix} M_{z';x} + \frac{1}{2}M_{x;x} \\ M_{x;x} \end{pmatrix} \begin{pmatrix} I_z \\ I_x \end{pmatrix} \begin{pmatrix} f_z' \\ f_x \end{pmatrix}.$$

(B4)

Since M_z;x + 1/2M_x;x ≈ 0 by design, f_z remains largely unchanged when I_x pulses are applied. This hence minimizes the excursions in I_z during annealing experiments.

Since z′, x loops are physical loops in the superconducting circuit, properties of the circuit can be considered as a lattice in the f_z′, f_x coordinates, with primitive lattice vectors (1, 0)^T and (0, 1)^T. In the flux coordinates f_z, f_x, the primitive lattice vectors become (1, 0)^T and (1/2, 1/2)^T. During CISCIQ iterations and error measurements, it is easier to work with another set of independent lattice vectors (1, 0)^T and (0, 2)^T in the f_z, f_x coordinates. This means that when periodic steps are used for the crosstalk source bias, the choice of step for x bias becomes 2 Φ0 instead of 1 Φ0.

Appendix C: Symmetries in external fluxes in CSFQs and couplers

In Stage 3(a) of CISCIQ, we use the fact that the CSFQs and the couplers exhibit point reflection symmetries with respect to half integer flux quanta points in both the x and z′ loops. This property is derived from two underlying symmetries in the circuit. First, a single flux cell has mirror symmetry about the chip plane, so that the resonator frequency should have ω_r(f_z′, f_x, f_r) = ω_r(−f_z′, −f_x, −f_r). Second, superconducting loops have properties periodic in Φ_0, so that ω_r(f_z′, f_x, f_r) = ω_r(f_z′ + 1, f_x + 1, f_r + 1). Combining these two relations we find that ω_r(f_z′ + N_z/2, f_x + N_x/2, f_r + N_r/2) = ω_r(−f_z′ + N_z/2, −f_x + N_x/2, −f_r + N_r/2), where N_z,x,r are integers.

In Stage 3 we assumed that each flux cell is isolated from the rest, and the resonator calibration is exact, so that f_r = 0. The fluxes f_z′ and f_x are completely specified by the affine transformation (see Sec. III C).

$$\begin{pmatrix} f_z' \\ f_x \end{pmatrix} = \begin{pmatrix} 1 & -\frac{1}{2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} f_z' \\ f_x \end{pmatrix}$$

(C1)

$$= \begin{pmatrix} C_{z',x}^{\text{eff}} \\ C_{z',x}^{\text{eff}} \end{pmatrix} \begin{pmatrix} V_z' \\ V_x \end{pmatrix}$$

$$+ \begin{pmatrix} f_0^{\text{eff}} - \frac{1}{2} f_0^{\text{eff}} \\ f_0^{\text{eff}} \end{pmatrix}.$$
The analysis for Stage 3(a) data relies on the fact that the data has point reflection symmetry in the $V_z, V_x$ coordinates. Hence, we need to show that point reflection symmetries are preserved under affine transformation. To show this, consider two sets of points $A$ and $B$, related by an affine transformation $F$, such that $F(B) = A$. It is also known that $A$ has point reflection symmetry so that $R(A) = A$. Here $R$ is the point reflection operation with the property $R^2 = I$. To show that $B$ also possesses some point reflection symmetry, we need to a) find some operation $R'$ which satisfies the symmetry condition $R'(B) = B$ and b) show that $R'$ is indeed a point reflection operation. To find $R'$ we write

$$F(B) = A = R(A) = R \circ F(B), \quad (C3)$$

$$F^{-1} \circ R \circ F(B) = B. \quad (C4)$$

Hence $R' \equiv F^{-1} \circ R \circ F$ satisfies the symmetry condition. To show that $R'$ is indeed a point reflection operation, we just need to show that it is isometric and involutive. It is involutive because we can write

$$F^{-1} \circ R \circ F \circ F^{-1} \circ R \circ F = I, \quad (C5)$$

where $I$ is the identity operation and we used $R \circ R = I$. It can be shown that $R'$ is also isometric because it is composed of $F^{-1}$, $R$ and $F$, which are individually isometric. Therefore point reflection symmetry holds both
taking the complex median over the V median filters are shown in Fig. note that corresponding to translational symmetry. This results in Fig. 13(b) and (c). Finally, the filtered image is thresholded using Otsu thresholding \cite{otsu} to give the recurrence plot, which is Fig. 3(d) in the main text. To identify lines and thus translations, the Hough transform is applied. This then completes our custom implementation of translational symmetry detection. Compared to readily available image registration functions, the custom algorithm allows specifying ranges within which to look for translations, hence avoiding finding translations that are multiple periods away.

**Appendix D: Recurrence analysis and line detection**

This section discusses the various image processing applied during the analysis of Stage 1 of CISC1Q. In this stage, resonator transmission is measured as a function of probe frequency and resonator bias. As the background transmission is different at different frequencies, a background filter is applied, which is specified by,

\[
S_2'(\omega_p, V_r) = \frac{S_{21}(\omega_p, V_r)}{\mathbb{M}(S_{21}(\omega_p))}, \tag{D1}
\]

where \( S_2' \) stand for the filtered results and \( \mathbb{M} \) stand for taking the complex median over the \( V_r \) dimension.

Furthermore, to enhance the resonance dip feature relative to the background, a median filter is applied to the image along the frequency axis. The raw measurement data and the data after applying the background and median filters are shown in Fig. 13(a) and (b).

To obtain the recurrence plot, the first step is to compute the pair-wise distance between columns of the image. This calculation results in Fig. 13(c). Then the pair-wise distance image goes through Sobel horizontal and vertical filters sequentially to enhance the features that correspond to translational symmetry. This results in Fig. 13(d). Finally, the filtered image is thresholded using Otsu thresholding \cite{otsu} to give the recurrence plot, which is Fig. 3(d) in the main text. To identify lines and thus translations, the Hough transform is applied. This then completes our custom implementation of translational symmetry detection. Compared to readily available image registration functions, the custom algorithm allows specifying ranges within which to look for translations, hence avoiding finding translations that are multiple periods away.

**Appendix E: Coupler-resonator inductive loading model**

This section describes in detail the inductive loading model between a single coupler and its coupled tunable resonator used in Sec. III C. We start by defining the effective quantum inductance of the coupler, \( L_{C}^{\text{eff}} \), based on \cite{buzek},

\[
\frac{1}{L_{C}^{\text{eff}}} = \frac{1}{\Phi_0} \frac{\partial \langle I_C^z \rangle}{\partial f_{cz}}, \tag{E1}
\]

where \( L_{C}^{\text{eff}} \) is the coupler effective inductance, \( \langle I_C^z \rangle \) is the ground state current in the coupler \( z \)-loop and \( f_{cz} \) is the \( z \)-flux bias for the coupler. The quantity \( L_{C}^{\text{eff}} \) is obtained using the full circuit model of the coupler \cite{buzek} and a quantum circuit simulation package \cite{circuit}. The tunable resonator can be modeled as a waveguide terminated to ground through the effective inductance of the rf-SQUID. For a classical rf-SQUID with junction critical current \( I_c \) and geometric inductance \( L_g \), its effective inductance is given by

\[
\frac{1}{L_{\text{SQUID}}^{\text{eff}}} = \frac{1}{L_g} + \frac{2\pi I_c \cos \phi}{\Phi_0}, \tag{E2}
\]

where \( \phi \) is the phase across the junction. The phase \( \phi \) can
be found by minimizing the SQUID classical potential
\[ U(\varphi) = -\frac{I_s \Phi_0}{2\pi} \cos(\varphi) + \frac{\Phi_0^2}{2L_g} \left( \frac{\varphi}{2\pi} - f_c \right)^2. \]  
(E3)

Then the resonance frequency \( \omega_r \) for the \( \lambda/4 \) waveguide together with the rf-SQUID is found by numerically solving the equation
\[ \exp \left( \frac{2i\omega_r l}{c} \right) = \frac{i\omega_r L_{\text{eff}}^{\text{SQUID}} - Z_0}{i\omega_r L_{\text{eff}}^{\text{SQUID}} + Z_0}. \]  
(E4)

where \( l, c, Z_0 \) are the waveguide length, phase velocity and characteristic impedance respectively.

With inductive loading, the geometric inductance of the SQUID changes via
\[ L_g \rightarrow L_g - \frac{M_{\text{coupler,SQUID}}^2}{L_c^{\text{eff}}}, \]  
(E5)

where \( M_{\text{coupler,SQUID}} \) is the mutual inductance between coupler \( z \) and rf-SQUID loops. As the coupler bias changes, its effective inductance also changes, which then changes the SQUID effective inductance and resonator frequency.

**Appendix F: Coupling matrices and offsets for each iteration**

Figure 14 presents coupling matrices \( M^{(n)}r \) and flux offsets \( f_0^{(r)} \) measured at each iteration of CISCIQ for both devices A and B. As can be seen from the iteration 2 and 3 results, for both devices, the convergence is indicated by the decreased intensity of the colors on the off-diagonal elements and flux offsets, as well as the diagonal elements approaching 1.

**Appendix G: Circuit parameters**

To give more concrete numbers on the strength of circuit interaction, Tab. II tabulates the range of persistent currents for the qubits, couplers and resonator SQUIDs, as well as their geometric mutual inductances. For the qubit and couplers, the persistent currents are found by numerically solving the quantum circuit Hamiltonian. For the resonator, the current is calculated by solving the classical rf-SQUID equation. A complete list of the circuit parameters will be presented in a related paper [46].

The maximum possible induced fluxes from one circuit element to another is 36 m\( \Phi_0 \). This is consistent with the fact that about 10 m\( \Phi_0 \) of error is measured on device B when only one iteration of CISCIQ is applied.

**Appendix H: Simulation of mutual inductances using Sonnet**

To simulate the mutual inductances, the design drawings are first imported into Sonnet, a microwave modelling software for 3D planar circuits. The model includes both the interposer and qubit layer, as well as all the bump bonds and air bridges. Gaps in the superconducting loop left for Josephson junctions are connected in the simulation. Ports are assigned to each superconducting loop and bias lines. The inductances are extracted by computing the impedance matrix at 1 GHz. It is also found that there is little dependence on frequency.

**Appendix I: Error due to measurement noise**

Since the analysis of CISCIQ data relies heavily on identifying symmetries in the measured \( S_{21} \) images, one could ask whether the fluctuations in \( S_{21} \) due to measurement noise causes significant error. For this reason we characterized the error of the coupling coefficients solely due to measurement noise. This is done by resampling the measurement data with added Gaussian noise on measured \( |S_{21}| \). The noise parameters are chosen to reflect typical values at the choice of measurement parameters, such as the number of repetitions and readout integration time. We apply re-sampling on the data taken during the last iteration of device B. After applying the analysis procedure on 100 sets of resampled data, the standard deviation of the resultant coupling matrix is plotted in Fig. 15. The largest element is 0.2 m\( \Phi_0 \), about 10 times lower than the total error measured in the main text. This shows that the error of calibration is not limited by the measurement noise.

| TABLE II. Circuit parameters and their corresponding values. |
|---------------------------------------------------------------|
| Circuit parameter       | Value                     |
|------------------------|---------------------------|
| \( I_p \text{(qubit)} \) | within \( \pm 0.14 \mu A \) |
| \( (I_C) \text{(coupler)} \) | within \( \pm 0.45 \mu A \) |
| \( I_p \text{(SQUID)} \)   | within \( \pm 1.2 \mu A \)  |
| \( M_{\text{qubit,SQUID}} \) | 29.5 m\( \Phi_0 / \mu A \) |
| \( M_{\text{coupler,SQUID}} \) | 28.7 m\( \Phi_0 / \mu A \)  |
| \( M_{\text{qubit,coupler}} \)    | 30.2 m\( \Phi_0 / \mu A \)  |
| \( M_{\text{coupler,coupler}} \) | 31.0 m\( \Phi_0 / \mu A \)  |
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