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Abstract. An improved discharge model based on a bidirectional neural network was developed. The bidirectional long short-term memory (LSTM) model was used, and it was trained by the experimental data from the Experimental Advanced Superconducting Tokamak (EAST) campaign 2010-2020 discharges. Compared to our previous works (Chenguang Wan et al 2021 Nucl. Fusion 61 066015), the present work integrates the reconstruction of the discharge evolution process with additional key diagnostic signals, including the electron density $n_e$, store energy $W_{\text{mhd}}$, loop voltage $V_{\text{loop}}$, actual plasma current $I_p$, normalized beta $\beta_n$, toroidal beta $\beta_t$, beta poloidal $\beta_p$, elongation at plasma boundary $\kappa$, internal inductance $l_i$, $q$ at magnetic axis $q_0$, and $q$ at 95\% flux surface $q_{95}$. The accuracy in the reconstruction of density $n_e$ and loop voltage $V_{\text{loop}}$ is improved by respectively ~1\% and ~5\% compared to our previous work. The average similarity of all the selected key diagnostic signals between modeling results and the experimental data are greater than 90\%, except for the $V_{\text{loop}}$ and $q_0$. Before a tokamak experiment, the values of actuators signals are set in the discharge proposal stage, the model allowing to check the consistency of expected diagnostic signals. The model can give the estimated values of the diagnostic signals to check the reasonableness of the tokamak experimental proposal.
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1. Introduction

The entire modeling of a discharge in a tokamak is a complicated, critical, and urgent problem to be solved. It is used to check the consistency of the modeled diagnostic signals, assist in experimental data analysis, validate theoretical models, control technology R&D, and provide references for the design of an experiment [1]. In the framework of conventional discharge modeling, from a physics point of view, the primary method is "Integrated Modeling" [2] derived from first principles. "Integrated Modeling" involves lots of different physical processes in tokamak. Integrated modeling accuracy depends on the completeness and rationality of the tokamak’s physics derivations at the base of the model itself. Due to the nonlinear, multi-scale, multi-physics characteristics of the tokamak, high-fidelity and faster simulation and plasma control of the whole tokamak discharge is still a great scientific challenge [3].

A neural network method is an alternative approach for tokamak discharge modeling without integrating the complex physical model. The method have been employed in magnetic fusion research to solve a variety of problems, including disruption prediction [4–10], simulation acceleration [11–13], plasma tomography [14], radiated power estimation [15], identification of instabilities [16], estimation of neutral beam effects [17], classifying confinement regimes [18], determination of scaling laws [19, 20], filament detection on MAST-U [21], electron temperature profile estimation via SXR with Thomson scattering [22], coil current prediction with the heat load pattern in W7-X [23], equilibrium reconstruction [22, 24–28], and equilibrium solver [29], control plasma [30–35], physic-informed machine learning [36]. Additionally, our previous work [1] used a neural-network-based method for discharge modeling. In this work, only the backward (past) observation information was used without considering the forward (future) information. Offline discharge modeling differs from disruption prediction and the model can benefit of a wider context, where backward and forward information are in principle equally important to describe the dynamic of the system. Another limitation of the previous work is the modeling of a restricted set of signals (electron density $n_e$, stored energy $W_{mhd}$, and loop voltage $V_{loop}$), which is still not enough for tokamak discharge modeling. Moreover, the model requires the integration of a physical model code to estimate the actual $I_p$ as input signal. So in this paper, a new machine learning architecture was designed to consider wider contextual information, modeling eleven key signals of tokamak discharge, and values of all the input signals can be directly available or given by the machine learning model without integrating physical codes.

In the present work, we trained a bidirectional LSTM model using large-scale data from EAST tokamak [37–39] during 2010-2020 campaigns. Bidirectional LSTM [40–42] connects two hidden layers with the information propagating in opposite directions to the same output. The output layer can simultaneously get information from backward and forward states with these designations. With the 85 actuator signals (introduce further in table 1) as input, the model is able to reproduce the whole tokamak discharge time evolution of eleven key diagnostic signals, that are the electron density $n_e$, store energy $W_{mhd}$, loop voltage $V_{loop}$, actual plasma current $I_p$, normalized beta $\beta_n$, toroidal beta $\beta_t$, beta poloidal $\beta_p$, elongation at plasma boundary $\kappa$, internal inductance $l_i$, $q$ at magnetic axis $q_0$, and $q$ at 95% flux surface $q_{95}$.

This paper is organized as follows. First, section 2 details the deep learning model architecture. Then, section 3 describes the data preprocessing and selection criteria. The detailed model training process can be found in section 4. Next, section 5 presents the experimental evaluation, and a comparison with the previous work is given in section 5. Finally, the results are discussed, and a brief conclusion is made in section 6.
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2. Model

This work aims to overcome the limitation of previous discharge modeling with machine learning. In the previous work [1], an encoder-decoder architecture was adapted, only the information before the current calculation time point (past information) was used without introducing the wider contextual information. In this work, an improved bidirectional Recurrent Neural Network (RNN) [40–42] was developed, and contextual information was taken into account. In this paper, our deep learning architecture stacked four bidirectional LSTM cells.

Theoretically, the bidirectional LSTM network concentrates on minimizing the objective function for both time directions simultaneously. There is no need to search for an “optimal delay” to minimize the objective function in a given data/network structure combination because all future and past information around the currently evaluated time point is theoretically available and does not depend on an individually defined delay parameter. We regard the tokamak discharge evolution as a sequence-to-sequence process, as in the language translation task, we relax the causality constraint to access larger contextual information. It has been shown in several works [REFERENCES] that a bidirectional LSTM is often able to model more efficiently. Bidirectional long-term dependencies between time steps of time series or sequence data, and this is particularly useful for regression tasks. The network, having access to the complete time series at each time step, will be more robust to the noise in the reconstruction of the tokamak discharge improving the similarity of the reconstructed parameters. In practice, the present BiLSTM is more efficient than previous work. Since it can be used without adaptive resampling and integrating the actual plasma current \( I_p \).

Figure 1 shows the deep learning model architecture stacked four bidirectional LSTMs. For any time step \( t \), we define the mini-batch input as \( X_t \in \mathbb{R}^{n \times d} \) (number of examples: \( n \), number of input features in each example: \( d \)). In per layer bidirectional LSTM, we assume that the forward and backward hidden states for this time step are \( \vec{H}_t \in \mathbb{R}^{n \times h} \) and \( \vec{H}_t \in \mathbb{R}^{n \times h} \), respectively, where \( h \) is the number of hidden units. The forward and backward hidden state updates are as follows:

\[
\vec{i}_t = \sigma \left( W_{ii}^f X_t + b_{ii}^f + W_{hi}^f \vec{H}_{t-1}^f + b_{hi}^f \right)
\]
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\[
\tilde{f}_t = \sigma \left( W_{if}^{(f)} x_t + b_{if}^{(f)} + W_{hf}^{(f)} H_{t-1} + b_{hf}^{(f)} \right)
\]
\[
\tilde{g}_t = \tanh \left( W_{ig}^{(f)} x_t + b_{ig}^{(f)} + W_{hg}^{(f)} H_{t-1} + b_{hg}^{(f)} \right)
\]
\[
\tilde{c}_t = \tilde{f}_t \odot \tilde{c}_{t-1} + \tilde{g}_t \odot \tilde{g}_t
\]
\[
\bar{H}_t = \tilde{c}_t \odot \tanh (\tilde{c}_t)
\]
\[
\bar{H}_t = \tilde{c}_t \odot \tanh (\tilde{c}_t)
\]

where the \( \bar{H}_t, \bar{H}_t \) are the forward and backward hidden states at time \( t \), \( \tilde{c}_t, \tilde{c}_t \) are the forward and backward cell states at time \( t \), \( \tilde{f}_t, \tilde{f}_t, \tilde{f}_t, \tilde{f}_t, \tilde{g}_t, \tilde{g}_t \), \( \tilde{g}_t, \tilde{g}_t \) are the forward and backward output of input, forget, and output gates, respectively. \( \sigma \) is the sigmoid function, and \( \odot \) is the Hadamard product.

Next, we concatenate the forward and backward hidden states \( \bar{H}_t, \bar{H}_t \) to obtain the hidden state \( \bar{H}_t \in \mathbb{R}^{n \times 2h} \) to be fed into the next layer.

Then again, the same calculation as in equation 1.2. When we consider dropout, the hidden state \( \bar{H}_t \in \mathbb{R}^{n \times 2h} \) will be randomly masked as zeros with a ratio \( \delta \) (in this paper, the dropout rate is \( \delta = 0.1 \)) at each step during training phase. The dropout can easily help prevent overfitting [43].

Last, the output layer computes the output \( O_t \in \mathbb{R}^{n \times q} \) (number of outputs: \( q \)):

\[
O_t = \text{activation}(H_t W_{hq} + b_q).
\]

Here, the weight matrix \( W_{hq} \in \mathbb{R}^{2h \times q} \) and the bias \( b_q \in \mathbb{R}^{1 \times q} \) are the model parameters of the output layer.

One of the key features of a bidirectional LSTM is that information from both ends of the sequence estimates the output. The architecture uses future (forward) and past (backward) information to predict the current. The final layer activation function is a linear functions, since we are dealing with a regression task and we don’t want to constrain output parameters values.

3. Dataset

The whole EAST’s data system stores more than 3000 raw channels data and thousands of processed physical analysis data [44], which record the entire process of the tokamak discharge. Similar to the authors’ previous paper [1], all the data of the tokamak was divided into three categories: configuration parameters, actuators signals, and diagnostic signals. The discharge modeling can be essentially reduced to mapping actuators (input) signals to diagnostic (output) signals.
In the present work, the output signal includes all important 0-D EAST diagnostic signals routinely made available after a discharge. The input signals include all the signals that may affect the output. Table 1 contains detailed information about input and output signals. The input signal “Ref. Shape” should be noted. According to the tokamak magnetic control system diagram [45], the shape references affect the in-vessel Rogowski coil current (IC1). So when estimating IC1, the shape reference data is required. Some of the selected signals are processed signals with a clear physical meaning, and others are unprocessed raw acquisition signals. Since some signals of the actual EAST experimental diagnostic system are not processed, we directly selected the unprocessed raw acquisition signals. As long as the input signals contain information to determine the output, although they are not process signals with well defined physical meaning, it will not affect the modeling result.

Tokamak discharge evolution is a complex nonlinear process, and there is no simple way to determine the connection between the actuator signals and the diagnostic signals. For different diagnostic parameters, they are determined by different inputs. In the previous work [1], the three signals \(W_{\text{mhd}}, n_e \) and \(V_{\text{loop}}\) can be directly determined by the input signals. Nevertheless, in the present work, the input signals can not simply and directly determine all the output signals. In our model training experiment, \(l_i, \beta_n\) can not be accurately estimated by the input signals that do not include IC1. When the input signals include the actual IC1, all output signals of the present work can be estimated. Since IC1 values cannot be obtained through direct measurement, they have been indirectly estimated through a machine learning model.

4. Training

This section will introduce model training and data processing in detail. The training model can be divided into four steps as follows:

(i) Obtaining and resampling the data of the 97 data channels (including input, feedback, and output signals as shown in table 1) from the EAST source database, then storing it in HDF5 ‡ file with each HDF5 file data properties (standard deviation \(\delta\), mean \(\mu\), etc.) stored in MongoDB.

(ii) Standardizing the data with z-scores § (also known as standard scores).

(iii) Using bucketing (explained further in section 4.3) batch training for the deep learning model to be reconstructed IC1.

(iv) Integrating the estimated IC1 as input for the eleven key diagnostic signals (table 1 output signals) reconstruction model training.

4.1. Obtaining and resampling

The dataset is selected from EAST tokamak during 2010-2020 campaigns and the discharge shot number in the range #14866-88283 [37–39]. A total of 26230 normal shots were selected. The normal shot means that no disruption occurred during this discharge, the flat-top lasts more than two seconds, the key signals (i.e., magnetic field, and actual plasma current \(I_p\)) are complete, at

‡ Hierarchical Data Format (HDF) is a set of file formats (HDF4, HDF5) designed to store and organize large amounts of data.

§ z-score is calculated by \(z = (x – \mu)/\sigma\) where \(\mu\) is the mean of the population. \(\sigma\) is the standard deviation of the population.
**Table 1.** The list of signals. The “raw signal” means the original electrical signal, and these could be converted to signals with physical meaning. The IC1 was estimated using a machine learning model and then fed to the diagnostic signals (output) reconstruction model as input.

| Signals          | Physics meanings          | Unit      | Number of Channels | Sampling rate | Meaning of Channels                  |
|------------------|---------------------------|-----------|--------------------|---------------|---------------------------------------|
| **Output Signals** |                           |           |                    |               |                                       |
| Act.\(I_p\)      | Actual plasma current     | A         | 1                  | 1kHz          | Actual plasma current                 |
| \(n_e\)          | Electron density          | \(10^{19}\) m\(^{-3}\) | 1                  | 1kHz          | Electron density                      |
| \(W_{mhd}\)      | Plasma stored energy      | \(J\)     | 1                  | 20Hz          | Plasma stored energy                  |
| \(V_{loop}\)     | Loop voltage              | \(V\)     | 1                  | 1kHz          | Loop voltage                           |
| \(\beta_n\)      | Normalized beta           | dimensionless | 1        | 15Hz          | Normalized beta                       |
| \(\beta_t\)      | Toroidal beta             | dimensionless | 1        | 15Hz          | Toroidal beta                          |
| \(\beta_p\)      | Beta poloidal             | dimensionless | 1        | 15Hz          | Beta poloidal                          |
| \(\kappa\)       | Elongation at plasma      | dimensionless | 1        | 15Hz          | Elongation at plasma boundary          |
| \(l_i\)          | Internal inductance       | dimensionless | 1        | 15Hz          | Internal inductance                    |
| \(q_0\)          | q at magnetic axis        | dimensionless | 1        | 15Hz          | q at magnetic axis                     |
| \(q_{95}\)       | q at 95% flux surface     | dimensionless | 1        | 15Hz          | q at 95% flux surface                  |
| **Feedback Signal** |                           |           |                    |               |                                       |
| IC1              | In-vessel coil no.1 current | A         | 1                  | 1kHz          | In-vessel Rogowski coil no.1 current  |
| **Input Signals** |                           |           |                    |               |                                       |
| Ref.\(I_p\)      | Reference plasma current  | A         | 1                  | 1kHz          | Reference plasma current              |
| PF               | Current of Poloidal field (PF) coils | A     | 14                | 1kHz          | PF 0-14 current                       |
| \(B_{ro}\)       | Toroidal magnetic field   | \(T\)     | 1                  | 1kHz          | Toroidal field at magnetic axis       |
| LHW              | Power of Lower Hybrid Wave Current Drive and Heating System | \(kw\) | 4                  | 20kHz         | 2.45 GHz LHW, and 4.6 GHz LHW         |
| NBI              | Neutral Beam Injection System | Raw signal | 8                  | 5kHz          | Acceleration voltage and beam current, of No. 1-2 left/right ion source. |
| ICRH             | Ion Cyclotron Resonance Heating System | Raw signal | 16                | 5kHz          | Output of detector for rejected power of No. 1-16 transmitter |
| ECRH/ ECCD       | Electron Cyclotron Resonance Heating/Current Drive System | Raw signal | 4                 | 50kHz         | Output of detector for injected power measurement No. 1-4 gyrotron |
| GPS              | Gas Puffing System        | Raw signal | 12                | 10kHz         | Horizontal ports J, K, D, B; Upper port O; Lower ports O, C, H |
| SMBI             | Supersonic Molecular Beam Injection | Raw signal | 3                  | 10kHz         | 3 ports of SMBI                        |
| PIS              | Pellet Injection System   | Raw signal | 1                 | 10kHz         | 1 injection line for Pellet Injection  |
| Ref. \(Shape\)  | Shape reference           | Raw signal | 20                | 1kHz          | 11 groups of control points            |
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least one available model output signals. If there is not a certain magnetic field configuration, it is impossible to constrain (or control) the plasma. Furthermore, it is meaningless to model the tokamak discharge without complete actual $I_p$. Additionally, the deep model training or test will be impossible if all the model output signals are unavailable. Three different data sets are needed while developing the bidirectional LSTM model for discharge modeling. A training set is required for training the model. A validation set is needed to determine which hyper-parameters are best. A test set is used to measure the final accuracy of the deep learning model. The training set should use the earliest data of the selected EAST campaign to simulate the new data faced in practice. The test set and validation set are assumed to be statistically similar, so we can expect the best performance on the test set by optimizing the accuracy on the validation set. For each epoch, the model must input every shot in the validation set to get the performance metric, and the validation set is not be used to update the model parameters. So relatively small validation set can accelerate the model training. The shot range of the validation set and the test set should not cross to ensure the objectivity of the test set. The test set should only be used once at last. In other words, the test set should be used only for model testing and should not be present during the model training or tuning phase. These three data sets are made extremely carefully to meet these strict requirements. Shot #14866-74999 in the EAST database are selected as the training set. 21192 normal shots are reserved at last. The validation set has shot numbers in the range #75000-77000. Shots #77000-88283 are in the test set.

All data are resampled with the same sample rate $1kHz$. Although we used a relatively low sampling rate, the original resampled data set still contains 547GB data. Therefore for each shot, the data is saved to an HDF5 file, not in the database server for quick and robust training. The metadata is stored in MongoDB for double-checking the data validity and availability by the human and program.

There are significant differences in the sampling rate of raw signals $R_{raw}$. So the input and output signal data sets need to be resampled at a common sampling rate $R_c$ to ensure that the data points of different signals are aligned at the same time. If $R_{raw} < R_c$, the raw signal data needs to be linearly interpolated to increase the sampling frequency. If $R_{raw} > R_c$, the raw signal data needs to be down-sampled into the same sampling rate with $R_c$ by simple moving average (SMA). In the present work, the simple moving average (SMA) calculates the average of a specific time range ($1/R_c$) of values. The SMA used the information from the later time, but our work aims to create offline modeling. Since we use bidirectional LSTM for the model, having as objective offline discharge modeling, we remove the causality constraint for the sequences fed to the model for training. From another perspective, since high-frequency fluctuations are not a relevant outcome of the experimental proposal stage, we process the data by filtering out high-frequency fluctuations.

4.2. Standardizing

Firstly, all source data was saved in the HDF5 file. Then, discharge duration time and every signal mean, variance, existence flag will be saved to the MongoDB database shot-by-shot. Saving the mean and variance of each signal of each shot data is necessary not only to double-check the presence of outliers in the signals but also for calculating the global means and standard deviations for the huge data by MapReduce. If a signal in a shot has outliers, then the signal values in this shot will not be used to calculate the signal’s global mean and standard deviation. MapReduce is a programming model and an associated implementation for processing and generating big data sets with a parallel, distributed algorithm on a cluster. The reasons for using MapReduce are that
large-scale data will be overflowed if the global mean and standard deviation are calculated directly. When the source data means and standard deviations have been calculated, the z-scores will be applied for standardization. In this step, if the input data have NaN (invalid value) or Inf (infinite value) will be replaced by linear interpolation value and $3.2 \times 10^{32}$ (it is not the maximum value of the float type, but it is large enough. And it can still be calculated without overflowing) respectively.

In statistics, the z-score is the number of standard deviations by which the value of a raw score (i.e., an observed value or data point) is above or below the mean value of what is being observed or measured. Raw scores above the mean have positive standard scores, while those below the mean have negative standard scores. Z-score is calculated by $z = (x - \mu) / \sigma$ where $\mu$ is the mean of the population. $\sigma$ is the standard deviation of the population.

4.3. Bucketing batchwise training.

Mini-batching gradient descent [46, 47] is a useful practice for improving GPU performance [48] and accelerating the training convergence of deep-learning models. The parameter loss gradients are computed for several examples in parallel and then averaged. For this to work efficiently, the architecture for the forward and backward pass of each gradient computation needs to be equal for all the examples computed in parallel. This is not possible if different training examples have different lengths. Thus, training RNN or its variants on a large amount of data with different lengths is a significant and challenging problem. Bucketing [49] was used to solve this problem in the present work.

The bucketing method can be reduced to a partition problem. Let $S = \{s_1, s_2, \ldots, s_n\}$ be the set of sequences and $l_i = |s_i|$ is the length of sequence $s_i$. Each GPU processes sequences in a mini-batch in a synchronized parallel manner, so processing time of a mini-batch $I_{\text{batch}} = \{s_1, s_2, \ldots, s_k\}$ is proportional to $O(\max_{i \in 1,\ldots,k} l_i)$ and processing time of the whole set is expressed as:

$$T(S) = O(n/k \times \max_{i \in 1,\ldots,k} l_i)$$

(4)

If the dataset sequences were shuffled randomly before splitting, the minimum and maximum sequence length in the mini-batch would be very different. As a result, the GPU would do additional work for processing the meaningless tails of shorter sequences. Additionally, the too-long sequence with a non-suitable batch size will be overflowed due to the GPU memory capacity limit. Specifically, if we use the same batch size for long sequences input as for short sequences input, it will take up more GPU memory which will easily cause overflows. We used customized bucketing to optimize the batch training to overcome this flaw and decrease training time. As shown in the figure 2, we cluster all sequences to $B$ buckets by the lengths, Let $S_i = \{s_{j_1}, s_{j_2}, \ldots, s_{j_{ki}}\}$. For every bucket, we perform the mini-batch training with different batch sizes. The processing time of the whole set is expressed as:

$$T(S) = \sum_{i=1}^{B} O(T(S_i))$$

(5)

We manually partitioned the sequence length set in the present work because the different sequences length sets will use different batch sizes. The result of the partition is shown in figure 2. The Bucket 1,2,3 is in the interval $[2,12.3)$, $[12.3,50]$, $(50,412]$ respectively. Because of the GPU memory capacity limit, the batch size of the three buckets is set 8,4,1 respectively. These batch sizes can control GPU memory overflow and easily allocate the input tensor for each GPU.
Figure 2. The shots during time distribution of the input discharge sequences. The number of buckets $B = 3$. 
The sequences within every bucket were shuffled randomly. And then, the sequences were generated batch sequences batch-by-batch. To train batchwise with a batch size $M$, we need $M$ independent shot discharge sequences of the same bucket to feed to the GPU. The different length discharge sequences were padded by zeros to the same length. We do this by using $M$ processes to read sequence data in parallel. The $M$ sequences were fed to a buffer first to solve the problem of GPU and CPU speed mismatch since data from HDF5 files are read through a CPU.

### 4.4. Model training

IC1 is an in-vessel Rogowski coil current [45, 50], and this current does not have a direct reference signal. In theory, when controlling the tokamak magnetic field, in-vessel current is an essential feedback signal that directly impacts the magnetic field profile [45]. Moreover, in practice, $l_i$, $\beta_n$ can not be accurately estimated by the input signals that do not include IC1. Finally, the IC1 signal can not be programmable or manual setting in the experiment proposal stage. Therefore, first, we train a machine learning model (same model architect as depicted in figure 1) to reconstruct IC1. Secondly, we connected the trained IC1 reconstruction model and the diagnostic parameters reconstruction model for training, where the IC1 reconstruction part was fine-tuned using a minimal learning rate.

The model for reconstructing IC1 and the diagnostic parameters has the same architecture, in which only the input and output are different. The input of the IC1 reconstruction includes all input signals in table 1. The input of the diagnostic parameters reconstruction includes the output of the IC1 reconstruction model and does not use the shape reference signals. The training process is similar to using the trained model, as shown in figure 3.

The deep learning model uses end-to-end training executed on 8x Nvidia P100 GPUs with PyTorch [51] on the Centos7 operating system. The weight initialization scheme for the deep learning model is Xavier initialization [52], bias initializer is zeros, and optimizer is RMSprop [53]. The loss function of this training should be noted. The function is Masked MSELoss, which has some improvements for mean squared error (MSE) loss function. The MaskedMSEloss can be described as:

$$l(x, y) = L = \frac{1}{N} \sum_{i=0}^{N} \{l_1, l_2, \ldots, l_N\},$$

(6)

$$l_i = \sum_{j=0}^{len} (x_{ij} - y_{ij})^2,$$

(7)

where $N$ is the batch size, $x$ and $y$ are the batch experimental sequence and batch predicted sequence, $x_{ij}, y_{ij}$ are the $j$th point values of the $i$th experimental sequence and predicted sequence. The subtlety of this work is “$j = \text{len}$”, where “len” is the length of the $i$th sequence. So the masked MSE function can prevent useless training of the zeros padding section of the sequence. The training of our model is executed several times. Many of these trials are considered as failed (e.g., divergence in training, poor performance on the validation set, etc) because of unsuitable hyper-parameters. In the process of training our model, multiple sets of hyperparameters were tried. It was a trial-and-error approach on different sets of hyperparameters combinations: the best hyperparameter set was chosen based on the best validation set performances. Finally, the best hyper-parameters were found and shown in table 2.
Table 2. Hyperparameters in this model

| Hyperparameter | Explanation           | Best value  |
|----------------|-----------------------|-------------|
| \( \eta \)    | Normal learning rate  | \( 1 \times 10^{-3} \) |
| \( \eta_f \)   | fine-tuning learning rate | \( 1 \times 10^{-4} \) |
| \( \gamma \)   | Momentum factor       | 0.5         |
| \( L2 \)       | L2 regularization rate| 0.01        |
| Loss function  | Loss function type    | Masked MSE  |
| Optimizer      | Optimization scheme   | RMSprop     |
| Dropout        | Dropout probability   | 0.1         |
| \( dt \)       | Time step             | 1ms         |
| Batch_size     | Batch size            | 8, 4, 1     |
| RNN_type       | Type of RNN           | Bidirectional LSTM |
| \( n_{rnn} \)  | Number of RNN stacked | 4           |
| \( H_{rnn} \)  | Hidden size of RNN    | 512         |
| \( n_{encoder} \) | Number of BiLSTMs stacked in encoder | 2         |
| \( n_{decoder} \) | Number of BiLSTMs stacked in decoder | 2         |

Figure 3. Using the trained model.

5. Results

After the deep learning model has been trained, the model can be tested on unseen data (test set), as shown in figure 3. In the present work, models are used in sequence. The #1 deep learning model is used first to get the IC1 estimated values and then the #2 deep learning model to estimate the tokamak’s main diagnostic signals. The preprocessing steps on new data are the same as before, keeping the training set parameters (the mean \( \mu \) and the standard deviation \( \sigma \)) for standardization. The data whose distribution lies outside of the training set, as it was scaled with the training’s standardization parameters, might affect the model’s generalization capabilities. The model is trained with the standardized data and produces as output the estimated values of the diagnostic signals. In the final step, the corresponding model should be selected according to the diagnostic signal to be modeled.

In this section, the modeling results will be analyzed in detail, including representative modeling...
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Figure 4. The comparison of the modeling results between the bidirectional LSTM (a) and encoder-decoder model (b) in a typical shot #77873. The vertical dash-dot lines indicate the rising and falling edges of the external auxiliary system signal and the plasma response.

results and similarity distributions. In the present work, similarity and mean square error (MSE) are used as quantitative measurements of the modeling results accuracy.

\[
S(x, y) = \max \left( \frac{\sum (x - \bar{x})(y - \bar{y})}{\sqrt{\sum (x - \bar{x})^2 \sum (y - \bar{y})^2}} \right) \tag{8}
\]

\[
MSE(x, y) = \frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2 \tag{9}
\]

where \(x\) is experimental data, \(y\) is modeling result, \(\bar{x}, \bar{y}\) are the means of the vector \(x\) and vector \(y\), \(x_i, y_i\) are the point values of the vector \(x, y\). The MSE is the mean \(\left(\frac{1}{n} \sum_{i=1}^{n} \right)\) of the squares of the errors \((x_i - y_i)^2\). MSE will be affected by the outlier. Similarity can only measure whether the trend is consistent, but it cannot measure the difference in value.

5.1. Comparison.

In the previous work, we showed the results for three output diagnostic signals (i.e. \(n_e, W_{\text{mhd}}, \text{and } V_{\text{loop}}\)). In order to have a reasonable comparison with the results in [1], we evaluate the model using the same training, validation and test sets of the previous work.

As shown in figure 4, a typical EAST normal discharge shot #77873 (already presented in our previous paper [1]) is selected to check the difference between previous and present work. Shot # 77873 has two LHW injections during discharge. Experimental data and modeling results are shown together in figure 4. The comparison shows the bidirectional LSTM can get better modeling results of \(V_{\text{loop}}\) than the encoder-decoder model while not using adaptive resampling.

The same test shot set (with 695 shots) as in the previous work was used to evaluate the improvement of the model quantitatively. The compared statistical results with previous work about
Figure 5. The comparison of similarity distribution of the same output signals ($V_{\text{loop}}$, $n_e$, and $W_{\text{mhd}}$) in the same test set with previous work. The marked shots are from the previous work to show consistency between the two works.
Table 3. The average similarity and MSE of the eleven diagnostic signals.

| Output signals | Average similarity | Average MSE |
|----------------|--------------------|-------------|
| Act. $I_p$     | 0.986              | 0.0015      |
| $n_e$          | 0.902              | 0.363       |
| $W_{mhd}$      | 0.972              | 0.077       |
| $V_{loop}$     | 0.852              | 0.379       |
| $\beta_n$     | 0.961              | 0.062       |
| $\beta_t$     | 0.970              | 0.130       |
| $\beta_p$     | 0.915              | 0.179       |
| $\kappa$      | 0.961              | 0.0019      |
| $l_i$          | 0.916              | 0.127       |
| $q_0$          | 0.878              | 0.129       |
| $q_{95}$       | 0.944              | 0.093       |

the similarity between model results and the experimental data are shown in figure 5. Compared with the previous work, the model used in the present work has a higher similarity on average for all the three reconstructed output signals ($W_{mhd}$, $n_e$ and $V_{loop}$), which can be seen in the multivariate joint probability distribution as well. This feature shows that the bidirectional LSTM can better model the normal discharge shot. The bidirectional LSTM has similar outliers with previous work in the distribution. As depicted in figure 5, those points far away from the center of the cluster indicate that the experiment is running in abnormal mode [1]. The bidirectional LSTM has increased by $\sim 5\%$ similarity in $V_{loop}$ modeling results while not using the adaptive resampling. And it has not improved in $W_{mhd}$, the authors think the reason is $W_{mhd}$ is good enough in the previous work. Further big improvement can not be achieved by the bidirectional LSTM. The present model improves the similarity performance of $n_e$ by $\sim 1\%$. As shown in figure 4, the $n_e$ bidirectional modeling result is more sensitive to changes of the external drives than the encoder-decoder modeling result. This feature may be the reason why the improvement of $n_e$ similarity performance is only $1\%$. If the extended data was used, the $n_e$ and $V_{loop}$ similarity could be improved by $\sim 1.9\%$ and $\sim 7\%$, respectively.

5.2. More key diagnostic signals.

As mentioned earlier, only three signals are still not enough for tokamak discharge modeling, and a physical model code should be involved for estimating the actual $I_p$ of input signals. In the present work, the bidirectional LSTM can reproduce the multiple diagnostic signals, from ramp-up to ramp-down, without relying on a physical code. The model accurately reproduces the slope of the ramp-up and the amplitude of the flat-top. The model can also reflect the external auxiliary system signal impact on the diagnostic signal. As shown in figure 6, the vertical dash-dot lines indicate the rising and falling edges of the external auxiliary system signals and the plasma response. In the figure 6, we add the loss of each modeling signal for the more accurate comparison modeling and experimental signals. The MSE loss can more accurately measure the difference of values.

The whole test data set of shot range 77000-88283 is used to quantitatively evaluate the reliability of the modeling results of the other eight signals. The statistical results of the similarity and MSE between modeling results and experimental data are shown in figure 7 and in table 3.
Figure 6. Comparison of the modeling result and EAST experiment data. No experimental data are available for the gray area, so the modeling results for this area are unreliable.
Except for $q_0$, the average similarity of other key signals is greater than 90%. And the similarity distribution is concentrated above 90%. The average similarity of $q_0$ is greater than 85%. This quantity has a poor similarity, because if the equilibrium reconstruction is not properly constrained with pressure profiles and kinetic measurements, $q_0$ might be unreliable. Since it might suffer of large variance, as the model is struggling mostly for the reconstruction of that parameter.

All selected key diagnostic signals excluding $V_{\text{loop}}$ can be considered to have been almost completely modeled under the normal discharge condition. Most of the errors in the reconstruction of $V_{\text{loop}}$ are related to the plasma start-up and shut-down phases respectively.

6. Conclusion and discussion

In previous work, we have introduced the potential that machine learning can assist in experimental data analysis and proposal validation. In the present work, we show the improvement of modeling the tokamak discharge process using experimental data-driven methods. The bidirectional LSTM was developed to introduce the contextual information of discharge sequence to achieve a more accurate model. The model was trained on the EAST experimental dataset in shot range #14866-88283. This model can use the actuators signals to reproduce the normal discharge evolution process (i.e. electron density $n_e$, store energy $W_{\text{mhd}}$, loop voltage $V_{\text{loop}}$, actual plasma current $I_p$, ...
normalized beta $\beta_n$, toroidal beta $\beta_t$, beta poloidal $\beta_p$, elongation at plasma boundary $\kappa$, internal inductance $l_i$, $q$ at magnetic axis $q_0$ and $q$ at 95% flux surface $q_{95}$) without having as input any physical models and the adaptive resampling points. Benefitting from without using these two tricks, the present model is more efficient than the previous one. Since the actual $I_p$ estimation of the whole tokamak discharge process using simulation code takes much time [2, 54, 55], and adaptive resampling more points on ramp-up and ramp-down phases also consumes more time on model training and inference. Moreover, bidirectional LSTM architecture is robust to outliers. The average similarity of all the selected key diagnostic signals between modeling results and the experimental data are greater than 90%, except for the $V_{loop}$ and $q_0$. These results show it is close to practical to use only the experimental data-driven model to assist in experimental data analysis and proposal validation.

The present work demonstrates that the model can easily be extended to more diagnostic signals. Compared with physical models, experimental data-driven models have a good performance on long-time scales. When the machine learning model has been trained, running a trained machine learning model is taken a shorter time than running a physical model for the whole process of tokamak discharge modeling. The present work shows a promising result using experimental data-driven modeling as a supplement to physical-driven modeling tokamak. In future work, we want to integrate the model into the plasma control system (PCS) for automatically checking control strategy. 1D and 2D plasma profiles (kinetic quantities, radiation distribution) are particularly important as well for tokamak discharge modeling, since they can support scenario development with particular reference to operational limits in high-performance scenarios [56].
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