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Abstract

Device-to-device (D2D) links scheduling for avoiding excessive interference is critical to the success of wireless D2D communications. Most of the traditional scheduling schemes only consider the maximum throughput or fairness of the system and do not consider the freshness of information. In this paper, we propose a novel D2D links scheduling scheme to optimize an age of information (AoI) and throughput jointly scheduling problem when D2D links transmit packets under the last-come-first-serve policy with packet-replacement (LCFS-PR). It is motivated by the fact that the maximum throughput scheduling may reduce the activation probability of links with poor channel conditions, which results in terrible AoI performance. Specifically, We derive the expression of the overall average AoI and throughput of the network under the spatio-temporal interfering queue dynamics with the mean-field assumption. Moreover, a neural network structure is proposed to learn the mapping from the geographic location to the optimal scheduling parameters under a stationary randomized policy, where the scheduling decision can be made without estimating the channel state information (CSI) after the neural network is well-trained. To overcome the problem that implicit loss functions cannot be back-propagated, we derive a numerical solution of the gradient. Finally, numerical results reveal that the performance of the deep learning approach is close to that of a local optimal algorithm which has a higher computational complexity. The trade-off curve of AoI and throughput is also obtained, where the AoI tends to infinity when throughput is maximized.
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I. INTRODUCTION

The booming Internet of Things (IoT) network has raised growing demand for real-time transmission of information, while the dense deployment of communication devices increasing rapidly creates a heavily interfering environment. The Global System for Mobile Communications Association (GSMA) [1] predicted that the number of connected IoT devices will increase from 13.1 billion in 2020 to 24 billion in 2025. Massive machine-type devices are connected to the cellular network, which increases the pressure on the network. For massive machine-type communications, the existing frequency resources are not enough to realize orthogonal access for all devices. Device-to-device (D2D) communications, which is a key technology for supporting IoT scenarios, can reduce the pressure of the base station (BS) and enhance spectral efficiency through devices communicating directly in a frequency reuse pattern instead of via the BS.

Taking into account the scarcity of spectrum resources, most D2D communications operate in a frequency reuse model, yielding significant interference for each other when they are activated at the same time. It is obvious that D2D communication requires a careful schedule of D2D links. The main research on D2D scheduling of wireless D2D networks focuses on the analysis and optimization of sum-rate [2], throughput [3], the user fairness [4] or traffic density [5], but these metrics are insufficient to characterize the freshness of information. The freshness of information is becoming more and more important in real-time services provided by wireless D2D communications, such as real-time monitoring. When a device needs to transmit information, but the D2D link is not scheduled, the freshness of the information decreases. Therefore, it is of great importance to design the D2D scheduling scheme in wireless D2D communications to get more fresh information.

Recently, the age of information (AoI) is proposed to characterize the freshness of information in [6]. AoI can measure the time elapsed since the latest received update was generated from the perspective of the receiver. [6] analyzes the AoI performance in some queuing systems such as $M/M/1$ by adjusting the arrival rate under a first-come-first-served (FCFS) policy. Following this, plenty of research has been conducted with regard to the analysis and minimization of the AoI in various systems, wherein methods include utilizing last-come-first-served (LCFS) policy
and discarding obsolete packets [7], adjusting packet generation policy [8], introducing packet deadlines to avoid prolonged blockage [9] and preemption policy to ensure the package is up-to-date [10] in the single source-destination system. To extend the analysis of AoI to a more general and large-scale system, multiple sources at a single-server queue scenario is considered in [11] and parallel-server queue such as $M/M/c$ under preemption policy are analyzed in [12]. Considering the actual channel interference, AoI in the wireless communication system is also studied: [13] analyzes the influence of code redundancy in erasure channel, carrier sense multiple access(CSMA) system under battery lifetime constraints are considered in [14], online or offline scheduling policies to minimize the weighted sum average AoI are proposed in [15] under the network only a single link can be scheduled to transmit in each slot.

Nevertheless, there are few works on the analysis and minimization of AoI in systems such as D2D where multiple direct communication links share the same spectrum and interfere with each other when they are activated simultaneously. Existing researches utilize stochastic geometry to model the spatial relationship of D2D devices [16]–[18]. With this tool, [16] statistically analyzes the distribution of the peak AoI and the conditional success probability in D2D scenarios, where two different queuing types are considered. [17] proposes a decentralized scheduling policy aiming at minimizing the peak AoI by receivers utilizing the channel state information(CSI) of the links around their stopping sets. [18] considers the uplink network peak AoI under time-triggered and event-triggered traffic in an IoT scenario with mutual interference.

However, scheduling problems for the wireless networks with complex interference are usually non-convex and NP-hard [19], which drives researchers to employ machine learning and artificial intelligence to find a local optimal solution [20]. [21] exploits a spatial convolution neural network to solve the sum-rate maximize problem in an all frequency reuse dense wireless network. [22] compares several different deep reinforcement learning methods for AoI minimization under resource constraints of multi-user networks using hybrid automatic repeat requests. [23] considers an IoT system where the application can be updated if all devices relevant to it are transmitted in a certain frame and using a deep Q network to learn the scheduling policy. [24] propose a distributed reinforcement learning (RL) approach for the sampling policy to minimize the weighted sum of AoI cost and energy consumption, which allows the edge devices to cooperatively find the optimal policy with the local observations.

Motivated by this, we develop a novel D2D link scheduling policy based on deep learning for minimizing the overall average AoI of wireless D2D communications in this paper. Different
from [16] where the author set all links to the same activation probability and focus on the overall analysis of statistical spatial distribution, our scheduling policy can generate activation probability for each link to minimize AoI. [17] makes the scheduling decisions decentralized by scaling the problem excessively and unable to make decisions with other links jointly, while our method is absorbed in the optimization considering the global information of all links. Numerical results reveal that our deep learning algorithm performs better than these methods in AoI minimization task. Besides, our joint scheduling algorithm can assign different importances to AoI and throughput for differentiated demands. The main contributions of this paper are summarized as follows:

- We analyze the transmission success probability in spatio-temporal correlated queue where the correlation is caused by spatial coupled interference and temporal dependent buffer state in the D2D network, in which path-loss and Rayleigh fading are taken into account. We derive the expression of the overall average AoI and throughput of the network under stationary randomized policy and formulate the AoI-throughput joint scheduling problem.

- Inspired by [21], we exploit a deep learning approach to solve the non-convex scheduling problem. A neural network structure is proposed to learn the mapping from specific geographic location information (GLI) to the corresponding scheduling decisions bypassing the CSI estimation. To enable the implicit loss function to be trained by the back-propagation, we derive a numerical solution to the gradients of this implicit expression.

- We utilize the proposed neural network algorithm to explore the trade-off between network throughput and AoI by taking the importance weight as a network input. After the neural network is well-trained, scheduling policy parameters can be output for disparate weight, the packet generating rate and D2D devices distribution.

- Numerical results show that the performance of the proposed AoI-based scheduling policy by using the neural network is close to that of the traditional algorithm under different network parameters, while the computational complexity is greatly reduced and CSI and path-loss are not required. Besides, for a single link, AoI and throughput have no trade-off, while for a large-scale network, AoI tends to infinity when throughput is maximized. Scheduling to minimize AoI places greater emphasis on fairness, but sacrifices throughput performance. Finally, the optimal AoI is not achieved at the most frequent packet generation. The remainder of the paper is organized as follows: In Section II, we establish the system
model and introduce the stationary randomized policy. In Section [III] we derive the expression of the D2D network state and formulate the joint scheduling optimization problem. In Section [IV] we propose a deep learning method to solve this problem. Numerical results and conclusion are presented in Section [V] and [VI] respectively.

II. System Model

Consider a wireless network with $N$ independent D2D device links transmitting time-sensitive information, in which the devices are randomly distributed in a two-dimensional square region, and the distance between the transmitter and the receiver of each link varies, as shown in Fig. 1. We assume the network is static, that is, after the location initialization, the network topology remained unchanged. This assumption is reasonable since in many practical systems, devices are fixed after the deployment, and spatial dynamics are insignificant compared with the time scale.

The system operates in time-slotted fashion with time slot index $k \in \{1, 2, \ldots, K\}$. At the beginning of each time slot, new packets are generated in transmitters according to the Bernoulli process with the arrival rate $\xi \in (0, 1]$. Each transmitter stores the up-to-date packet in a unit-size buffer and discard the undelivered one, which is called a last-come-first-serve policy with packet replacement (LCFS-PR) [7]. Let $a_i(k)$ be an indicator function that is equal to 1 when link $i$ is
scheduled to activate and $a_i(k) = 0$ otherwise. Denote $A(k) = \{a_1(k), a_2(k), \ldots, a_N(k)\}$ as the scheduling decisions of all $N$ links in time slot $k$. When scheduled to transmit, the transmitter will send a packet containing the real-time information after the packet generation process at the beginning of the slot. We assume that each time slot is long enough to transmit one packet and packets that fail to decode on the receiver will revert to the buffer. For the case where the buffer is empty, i.e., the buffered packet has been successfully transmitted and no fresher packet is generated, the link will not be activated. We use $n_i(k)$ to indicate the buffer state of link $i$ at slot $k$ with $n_i(k) = 1$ for non-empty and $n_i(k) = 0$ for empty. For empty buffer, each link is fixed inactive regardless of the value of $a_i(k)$.

We consider full frequency reuse, that is, all D2D links share the same frequency band [21], [25]. This model is based on the fact that the number of orthogonal spectrum resource blocks is insufficient to allocate interference-free communication environments for all D2D links. In addition, due to the close distance of D2D communication devices, multiple links sharing the same resource block with appropriate interference management technology can improve spectral efficiency.

Under the assumption of frequency reuse, when a subset of links is scheduled simultaneously, interference with each other reduces the successful probability of decoding at the receiver. Given a specific scheduling decision $A(k)$, the signal-to-interference-plus-noise ratio (SINR) measured at the receiver $i$ in the time slot $k$ can be written as [17]

$$\text{SINR}_i(k) = \frac{P_{tx} h_{ii} \|d_{ii}\|^{-\alpha} a_i(k) n_i(k)}{\sum_{j \neq i} P_{tx} h_{ji} \|d_{ji}\|^{-\alpha} a_j(k) n_j(k) + \sigma^2},$$

(1)

where $P_{tx}$ is the transmission power of each transmitter, $h_{ji}$ and $d_{ji}$ are channel coefficients and distance from the transmitter of link $j$ to the receiver of link $i$ respectively. Assuming $h_{ji}$ is Rayleigh fading and modeling it as an independent random variable across links and time slots with $h_{ji} \sim \exp(1)$. $\alpha$ is the path-loss exponent and $\sigma^2$ denotes the power of additive white Gaussian noise (AWGN).

### A. Conditional success probability

We consider that a transmission is successful when the SINR at the corresponding receiver is greater than a threshold value $\beta_i$. The transmission success probability $\mu_i(k)$ at link $i$ during time slot $k$ is given by

$$\mu_i(k) \triangleq P[\text{SINR}_i(k) > \beta_i].$$

(2)
From (2), it is clear that \( \mu_i(k) \) depends on four parts: scheduling decision, buffer state, Rayleigh fading, and the spatial locations of the interfering transmitters, while buffer state is with respect to the evolution of the system and the past scheduling decisions. Given a particular scheduling decision \( A(k) \) and the buffer state \( N(k) = \{n_1(k), n_2(k), \ldots, n_N(k)\} \), the randomicity of the transmission success probability at link \( i \) is only determined by Rayleigh fading. Thus, we can derive the conditional success probability for activated links as follows

\[
\mu_i(k|A(k), N(k)) = \mathbb{P}[\text{SINR}_i(k) > \beta_i|A(k), N(k)] = \mathbb{P}
\left[
\frac{\beta_i (\sum_{j \neq i} P_{tx} h_{ji} \|d_{ji}\|^{-\alpha} a_j(k)n_j(k) + \sigma^2)}{P_{tx} \|d_{ii}\|^{-\alpha}} > \frac{h_{ii}}{P_{tx} \|d_{ii}\|^{-\alpha}} \right]
\left[
A(k), N(k)
\right] = \mathbb{E}
\left[
\prod_{j \neq i} \left(1 + \frac{a_j(k)n_j(k)}{D_{ji}}\right)
\right]
\]

where \( \rho_i = \exp(-\beta_i \sigma^2/P_{tx} \|d_{ii}\|^{-\alpha}) \) represents the impact of AWGN on the success probability, and \( D_{ji} = \|d_{ii}\|^{-\alpha}/\|d_{ji}\|^{-\alpha} \). The last equality derives the expectation of \( h_{ji} \) by noticing that Rayleigh fading of different channels are independent and identically distributed (i.i.d.).

We can see from (3) that the conditional success probability is determined by the scheduling decisions \( A(k) \) and the buffer state \( N(k) \), where \( N(k) \) is determined by the past system evolution of all links. This results in an extremely complex spatio-temporal coupling correlation among the \( \mu_i(k) \). The scheduling decision of any link will affect the transmission success probability of all other links, and then affect the buffer states in the subsequent time slot, which in turn affects the evolution of this link. It is hard to precisely evaluate the impact of specific decisions on the system and the subsequent evolution of the network dynamics. Therefore, we utilize the stationary randomized policy in Section II-D to schedule D2D links, which is similar to the random access network and slotted ALOHA protocol [25], to simplify the subsequent analysis.

**B. Age of Information**

The Age of Information represents the age of the latest information utilized by the receiver. The instantaneous AoI will be updated when a new packet is successfully transmitted. Let \( b_i(k) \) indicate whether the transmission is successful. The value of \( b_i(k) \) is subject to \( a_i(k) \), \( n_i(k) \) and \( \mu_i(k) \). If the link \( i \) is scheduled to transmit at the time slot \( k \) and the buffer is non-empty, i.e., \( a_i(k) = 1 \) and \( n_i(k) = 1 \), then \( b_i(k) = 1 \) with probability \( \mu_i(k|A(k), N(k)) \) and
\( b_i(k) = 0 \) with probability \( 1 - \mu_i(k|A(k), N(k)) \). As for the link \( i \) not activated to transmit, i.e., \( a_i(k)n_i(k) = 0 \), then \( b_i(k) = 0 \). The conditional expectation of \( b_i(k) \) can be obtained as 
\[
\mathbb{E}\{b_i(k)|A(k)\} = a_i(k)\mu_i(k|A(k), N(k)).
\] Substituting (3) into this equation, we can have
\[
\mathbb{E}\{b_i(k)|A(k), N(k)\} = a_i(k)n_i(k) \prod_{j\neq i} \frac{1}{1 + a_j(k)n_j(k)/D_{ji}}.
\] (4)

Let \( g_i(k) \) be the instantaneous AoI of the receiver at link \( i \) at the time slot \( k \). \( g_i(k) \) will be updated at the beginning of each slot based on the transmission condition of the previous slot and the buffer state after the potential packet arrival. Denote \( \delta_i(k) \) as the instantaneous AoI from the perspective of the up-to-data packet generated in link \( i \), which evolves as follows:
\[
\delta_i(k) = \begin{cases} 
0, & \text{if } e_i(k) = 1 \\
\delta_i(k-1) + 1, & \text{if } e_i(k) = 0,
\end{cases}
\] (5)

where \( e_i(k) \) denotes the packet generation process with \( \mathbb{P}[e_i(k) = 1] = \xi \). If the receiver successfully decodes the packet transmitted at the time slot \( k \), i.e., \( b_i(k) = 1 \), the instantaneous AoI will be reset to \( \delta_i(k) + 1 \) at the next time slot \( k+1 \). In contrast, if the link \( i \) does not complete a successful transmission, then \( g_i(k+1) = g_i(k) + 1 \). Therefore, the evolution of \( g_i(k) \) follows
\[
g_i(k+1) = \begin{cases} 
\delta_i(k) + 1, & \text{if } b_i(k) = 1 \\
g_i(k) + 1, & \text{otherwise}.
\end{cases}
\] (6)

Note that \( g_i(k) \) updates at the next slot while \( \delta(k) \) updates at the generation slot. Fig. 2 depicts an example of the age evolution in link \( i \). \( X_i \) is the interval of the packet generation. \( Y_i \) and \( S_i \) are queue empty time and packet transmission time respectively.

We use the average AoI, denoted by \( \Delta_i = \lim_{K \to \infty} \mathbb{E}\left[\sum_{k=1}^{K} g_i(k)\right]/K \), to characterize the overall freshness of the time-sensitive information that the receiver at link \( i \) cares about. The expectation in the equation is with respect to the randomness of the scheduling decisions and the channel during the whole \( K \) time slots. To evaluate the freshness of all \( N \) links in the whole D2D network, we use the overall average AoI to reflect fairness, given by
\[
\Delta^\text{Ave} = \frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N} \Delta_i\right] = \lim_{K \to \infty} \frac{1}{KN} \mathbb{E}\left[\sum_{i=1}^{N} \sum_{k=1}^{K} g_i(k)\right].
\] (7)
Figure 2: An example of the AoI evolution of link $i$. Solid and dashed lines represent the AoI from the view of receiver and the up-to-date packet respectively.

**C. Throughput**

We assume that the packets delivered by each link are standardized into uniform packet size [26]. The throughput is normalized to 1 for each successful transmission and 0 for the failure delivery trial, which is equivalent to the indicator $b_i(k)$ defined above. We denote the long-term average throughput of link $i$ as $T_i = \lim_{K \to \infty} \mathbb{E}\left[\sum_{k=1}^{K} b_i(k)\right] / K$ and the overall average throughput of all links as follows:

$$T_{\text{Ave}} = \frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N} T_i\right] = \lim_{K \to \infty} \frac{1}{KN} \mathbb{E}\left[\sum_{i=1}^{N} \sum_{k=1}^{K} T_i(k)\right].$$  

(8)

**D. Scheduling Policy and Optimization Objective**

In this paper, we focus on the design of the scheduling policy for the decision of $A(k)$ to minimize the overall average AoI $\Delta_{\text{Ave}}$ and maximize the overall average throughput $T_{\text{Ave}}$ simultaneously, which is a multi-objective optimization problem. Due to the coupling spatio-temporal correlation of transmission success probability in the D2D network, making scheduling decisions needs to collect and process $N^2$ cross-channel state information and $N$ instantaneous AoI and buffer states generated by $N$ direct links. For large-scale networks, real-time dynamic decision-making can cause enormous communication and computation overhead, which is expensive for both centralized and distributed scheduling in time and power [27]. Besides, the instantaneous
scheduling decision will have an impact difficult to evaluate on the subsequent state of the system due to this coupling correlation.

Therefore, we employ a stationary randomized policy to schedule the D2D links by considering a static problem. This policy has been discussed in some other scheduling scenarios \([15], [28]\) and its related practical implements are random access networks and slotted ALOHA. This policy means that, at each time slot, the link \(i\) has a time-invariant activation probability \(p_i\) independent of other links. The stationary randomized policy is denote by \(\pi = \{p_1, p_2, \ldots, p_N\}\) and \(\Pi\) is the class of all these policies, \(\pi \in \Pi\). Then the scheduling decisions \(A(k)\) under this policy turn into random variables with Bernoulli distribution, i.e., \(a_i(k) = 1\) with probability \(p_i\) across all time slots while \(a_i(k) = 0\) with probability \(1 - p_i\). Note that \(\pi\) is a static scheduling policy and does not need to collect and process system information in each time slot, although it sacrifices some potential performance.

We define this multi-objective optimization problem under the stationary randomized policy as:

\[
\begin{align*}
\min_{\pi \in \Pi} & \quad \Delta^{Ave} \\
\max_{\pi \in \Pi} & \quad T^{Ave} \\
\text{s.t.} & \quad 0 < p_i \leq 1, \forall i \in \{1, 2, \ldots, N\},
\end{align*}
\]

(9a) \hspace{1cm} (9b) \hspace{1cm} (9c)

The goal of solving this problem is to obtain all the Pareto optimal vectors \(\{\Delta^{Ave}, T^{Ave}\}\), which is defined as the vectors that no other vectors can have a lower \(\Delta^{Ave}\) and a higher \(T^{Ave}\) simultaneously. The set of all the Pareto optimal vectors is the Pareto front (PF), which is equivalent to the trade-off curve of information freshness and throughput. To obtain the PF, we convert the multi-objective optimization problem into a scalar optimization problem by the weighted sum approach \([29]\) which considers the affine combination of \(\Delta^{Ave}\) and \(1/T^{Ave}\) as the objective function. Thus, the scalar optimization problem can be obtained as

\[
\begin{align*}
\min_{\pi \in \Pi} & \quad \mathcal{P}(\lambda) = \lambda \Delta^{Ave} + (1 - \lambda) \frac{1}{T^{Ave}} \\
\text{s.t.} & \quad 0 < p_i \leq 1, \forall i \in \{1, 2, \ldots, N\},
\end{align*}
\]

(10a) \hspace{1cm} (10b)

where \(\lambda\) and \(1 - \lambda\) are the weights for \(\Delta^{Ave}\) and \(1/T^{Ave}\) respectively, \(\lambda \in [0, 1]\). We can obtain the scheduling policy parameters for the D2D network under different importance assignments between information freshness and throughput by solving this problem with different \(\lambda\). For each \(\lambda \in [0, 1]\), the optimal solution of the scalar optimization problem forms a Pareto optimal vector.
It is worth noting that although this is a static problem, its optimization is still difficult. Specifically, the spatio-temporal correlation of link states makes it tough to obtain the precise closed-form expression of this problem, and even if the expression is obtained, the problem is still non-convex. In section III and IV, we respectively derive an implicit expression by introducing the mean-field assumption and solving this problem with a deep learning algorithm.

III. PROBLEM FORMULATION

In this section, we derive the transmission success probability, buffer non-empty probability, overall average AoI, and overall average throughput under the mean-field assumption and formulate the optimization problem. We also remark a special case when the packet arrival rate $\xi = 1$ where the buffers are fixed stuffed and introduce an iterative approach to solve this special case for comparison.

A. Queue state derivation

With the employment of stationary randomized policy, the evolution and dynamics of the network will be determined by the randomicity of policy decisions. However, as mentioned in section II-A, the interaction between links causes the spatio-temporal correlation of node states, which makes it difficult to carry out statistical analysis. We introduce the mean-field assumption [25], [30] to enable the subsequent derivation. This assumption grants an interacting particle system can utilize the time average state to represent its time-varying properties under mutual correlation. Specifically, we assume the buffer states of each link are i.i.d. over other links and time-varying according to its steady-state non-empty probabilities [5], denoted by $\{\nu_i\}_{i=1}^N = \lim_{K \to \infty} \sum_{k=1}^K n_i(k)/K \in (0, 1]$. Accordingly, the evolution of the queue state of each link can be regarded as independent of each other, which allows us to analyze the transmission process of each link separately.

1) Transmission success probability: Based on the non-empty probabilities, we can derive the expectation of the transmission success probability under the steady-state as follows

$$
\mu_i \triangleq \lim_{k \to \infty} E[\mu_i(k) | \pi] = \lim_{k \to \infty} E \left[ \rho_i \prod_{j \neq i} \frac{1}{1 + a_j(k)n_j(k)/D_{ji}} | \pi \right] \\
= \rho_i \prod_{j \neq i} \left( 1 - \frac{p_j \nu_i}{1 + D_{ji}} \right), 
$$

(11)
where the equality holds by taking the expectation of the i.i.d. random variable $a_j(k)$ and $n_j(k)$. Therefore, under the stationary randomized policy and mean-field assumption, the packet transmission process and transmission time of link $i$ can be considered as Bernoulli process and geometric distribution subject to parameter $p_i\mu_i$, respectively.

2) Buffer non-empty probability: To obtain the transmission success probability for a particular policy parameter $\pi$, we still need to calculate the buffer non-empty probability $\{\nu_i\}_{i=1}^N$. Benefiting from the independence resulting from the mean-field assumption, we can derive the buffer non-empty probability separately from the respective evolution. As depicted in Fig. 2, the time ratio of the packet transmission time $S_i$ to the interval time of two success transmission $Y_i + S_i$ is the buffer non-empty probability $\nu_i = \mathbb{E}[S_i]/\mathbb{E}[Y_i + S_i]$. Note that $Y_i$ is the buffer empty time which is equivalent to the time slots number without packet generation consecutively, i.e., $\mathbb{E}[Y_i] = \mathbb{E}[X_i] - 1$. $X_i$ and $S_i$ are both geometric distribution subject to parameter $\xi$ and $p_i\mu_i$ respectively, and $\nu_i$ can be derived as follows:

$$\nu_i = \frac{1}{\xi} \frac{1}{p_i\mu_i} \frac{1}{\xi + (1 - \xi) p_i \mu_i}$$

(12)

3) Age of information and throughput: Based on (11) and (12), we can derive the expressions of the two metrics we adopt in this paper as follows:

$$\Delta^{\text{Ave}} = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{1}{\xi} \frac{1}{p_i\mu_i} - 1 \right]$$

(13)

$$T^{\text{Ave}} = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{\xi p_i\mu_i}{\xi + (1 - \xi) p_i \mu_i} \right],$$

(14)

Proof. See Appendix A.

B. Problem formulation

Substituting (11)-(14) into (10), we formulate the optimization problem as follows:

$$\min_{\pi \in \Pi} \mathcal{P}(\lambda) = \frac{\lambda}{N} \sum_{i=1}^{N} \left[ \frac{1}{\xi} \frac{1}{p_i\mu_i} - 1 \right] + \frac{1 - \lambda}{N} \sum_{i=1}^{N} \left[ \frac{\xi p_i\mu_i}{\xi + (1 - \xi) p_i \mu_i} \right]$$

(15a)

s.t. (11), (12),

$$0 < p_i \leq 1, \ \forall i \in \{1, 2, \ldots, N\}.$$  

(15b)

It is worth noting that the network queue dynamic will gradually converge to the steady-state according to the specific policy parameters $\pi$, which implies that $\{\nu_i\}_{i=1}^N$ and $\{\mu_i\}_{i=1}^N$ are both
functions of \( \{p_i\}_{i=1}^N \). Nonetheless, the nesting of \( \{\nu_i\}_{i=1}^N \) and \( \{\mu_i\}_{i=1}^N \) makes it hard to derive their explicit expression. Consequently, the influence of the optimization variables \( \{p_i\}_{i=1}^N \) on \( P(\lambda) \) is very difficult to analyze. To solve this problem, we propose a neural network structure to constitute the mapping from the D2D network parameters to the optimal solution of (15) and train the neural network unsupervised in Section IV.

It can be seen from (29) and (30) that the long-term throughput is the reciprocal of the average AoI for a single link where the average AoI decreases as the throughput increases. Obviously, there is no trade-off between their optimizations under LCFS-PR Geo/Geo/1 queue for a single link, and they can reach the optimal point simultaneously when \( \lim \rightarrow \sup \{p_i\} \). Nonetheless, when it comes to the scheduling for the whole network performance, the optimal point \( \sup \{p_i\} \) of each link \( i \) cannot be achieved simultaneously. The trade-off between \( \Delta_{\text{Ave}} \) and \( T_{\text{Ave}} \) mainly depends on the network resources competition and coupling correlation between links. Intuitively, the \( T_{\text{Ave}} \) maximization drives links with better channel condition to achieve higher throughput, while links with worse channel is on the contrary. Due to \( T_i \in [0, 1] \), the average AoI of links with the bad channel, which is the reciprocal of \( T_i \), will increase sharply and result in poor \( \Delta_{\text{Ave}} \) performance. More specific details on the freshness-throughput trade-off are illustrated in Section V.

C. Special case and an iterative approach

We consider a special case for problem (15) with the packet generating rate \( \xi = 1 \). In this case, each buffer will have the freshest packets available for transmission at any time slot, which means that the buffer non-empty probability is 1. Consequently, the transmission success probability \( \mu_i \) at each time slot can be precisely derived by an explicit expression \( \mu_i = \rho_i \prod_{j \neq i} \left(1 - \frac{p_j}{1 + D_{ji}}\right) \) without the mean-field assumption owing to the Rayleigh fading and link activation probability being i.i.d.. The optimization problem can also be obtained in an explicit form as follows:

\[
\begin{align*}
\min_{\pi \in \Pi} \hat{P}(\lambda) &= \frac{\lambda}{N} \sum_{i=1}^N p_i \rho_i \prod_{j \neq i} \left(1 - \frac{p_j}{1 + D_{ji}}\right) + \frac{1 - \lambda}{N} \sum_{i=1}^N p_i \rho_i \prod_{j \neq i} \left(1 - \frac{p_j}{1 + D_{ji}}\right) \\
\text{s.t. } & \quad 0 < p_i \leq 1, \forall i \in \{1, 2, \ldots, N\}. 
\end{align*}
\] (16a)

Before introducing the deep learning algorithm, we first propose an iterative approach to acquire a great local optimal solution for problem (16). We utilize this approach as a comparison with the proposed deep learning algorithm in Section IV. The flow of this algorithm is to optimize...
the activation probability of each link separately by fixing other links. An iteration consists of this univariate optimization step for all links once. After several iterations, \( \hat{P}(\lambda) \) converges to a local optimal solution.

Specifically, (16a) is a non-negative linear combination of a series of convex functions when only optimizing the activation probability of a single link with other links fixed, which can be solved by dichotomy or by a commercial convex optimization solver such as CVX. In each step of the iteration, the activation probabilities of the other links utilize the latest obtained \( p_i \) in the previous step, and \( \hat{P}(\lambda) \) is non-increasing. Consequently, \( \hat{P}(\lambda) \) can finally converge to a local optimal value. This approach is difficult to apply because it requires a centralized collection of all \( N^2 \) channel gain information and a large amount of computation. We only use it as a comparison for the deep learning algorithm proposed in the next Section.

IV. DEEP LEARNING ALGORITHM

When utilizing a traditional algorithm to solve link scheduling problems, the path-loss of each channel must be obtained first. However, for the channel of \( N \) links interfering with each other under a D2D fashion, the path-loss matrix consists of \( N^2 \) elements to be processed and therefore the computational complexity of the traditional approach will be at least \( O(N^2) \). Meanwhile, computation and collection of path-loss are also expensive and resource-consuming.

Inspired by [21], where the author utilizes a spatial convolutional neural network to learn the mapping from the \( N \) geographic location information (GLI) to the optimal schedule of the sum-rate maximization problem, we propose a neural network structure to obtain the AoI and throughput trade-off curve with a similar idea. This technique greatly reduces the scale of information required to make decisions, and GLI can be obtained easily by utilizing GPS. In fact, the \( N^2 \) CSI required to schedule links are determined by Rayleigh fading and path loss in our model, where the Rayleigh fading is captured by the random variable distribution model and path loss which can be calculated by the GLI of each link. Thus, the mapping from GLI to the optimal solution can be learned by the neural network without the estimation of CSI.

Different from [21], the objective function of our AoI and throughput jointly scheduling problem cannot be expressed explicitly, which is hard to solve directly by gradient descent. We design a different training approach for this problem to make the neural network work. Besides, since the packet generation process parameter and the AoI-throughput trade-off weight are varying, we train the neural network to learn the mapping of any \( \{\text{GLI}, \xi, \lambda\} \) combinations to
the best policy parameters $\pi$. The specific network structure and working fashion are introduced in the following part of this section, which is also depicted in Fig. 4.

A. Input pre-processing

We assume that the D2D plane is a square with a side length of $L$ and the GLI is defined as a set of vectors $\{(x_{i_{TX}}, y_{i_{TX}}), (x_{i_{RX}}, y_{i_{RX}})\}_{i=1}^{N}$ representing the geographic locations coordinates of the transmitters and receivers, with the coordinate values ranging from 0 to $L$.

To input the GLI into the neural network, we preprocess the GLI into matrices to build more appropriate forms. Specifically, we divide the D2D plane into square grids with the size of $M \times M$, which is also the size of the device matrices transformed from the GLI. Denote $G_{TX}^i$ and $G_{RX}^i$ as the transmitter matrix and the receiver matrix of link $i$ respectively, where both the two matrices are one-hot matrices to imply the location of the devices and defined as follows

$$G_{TX}^i(x, y) = \begin{cases} 
1, & \text{if } (x, y) = \lceil (x_{i_{TX}}, y_{i_{TX}}) \ast M/L \rceil \\
0, & \text{otherwise}.
\end{cases} \tag{17}$$

It is worth noting that unactivated links have no effect on the network, and the activation probability $p_i$ indicates how frequently the link $i$ is activated. We define the network GLI matrix under a particular scheduling decision by

$$G^{TX} = \sum_{i=1}^{N} p_i G_{TX}^i(x, y), \tag{18}$$

which is the same for the receiver matrix. Activation probability $\{p_i\}_{i=1}^{N}$ is used to construct the matrix to reflect the effect of activation probability on other devices, e.g., transmitters with higher $p_i$ cause more interference to other links. Therefore, $G_{TX}$ and $G_{RX}$ can be regarded as a feature matrix that contains most of the GLI information required to solve (15). It is worth noting that the preprocess of GLI constructs a fixed input form regardless of the size of $N$ and forms matrices suitable for passing through the convolution layer.

B. Convolution Stage

Different from [21] using a single convolution layer to simulate the total interference caused by other devices, we regard the convolution layer as a way to extract the feature from the GLI of transmitters around each receiver or receivers around each transmitter. Experiments show that our structure can output solutions with similar performance compared with the reference network.
when deployed to solve (15), but our training is more stable and the convergence rate is greatly improved.

We use three connected convolution layers to extract GLI features, as depicted in an example in Fig. 3 and output a set of features for each link after each convolution layer. Fig. 3 illustrates the processing of a transmitter grid $G_{TX}$ using arbitrarily set data. The transmitter grid passes through three convolution layers in turn with padding and outputs three matrices of the same size. Each element in the output matrix is obtained by a single convolution centered at the same index of the input matrix with the convolution filter. Consider this index as the location of a receiver, and convolution can be considered as extracting feature from all transmitters within the range of convolution filter size near this receiver. Assume that the sizes of the three convolution filters are $n_1, n_2, n_3$, respectively. Three connected convolution layers enlarge the scope of feature extraction in stages, and each element of the last output matrix contains the original grid information of $n_1 + n_2 + n_3 - 2$ size.

The convolution stage operates symmetrically on the receiver grid $G_{RX}$ with the same convolution filter to extract GLI features of the receivers around a particular transmitter. $G_{TX}$ and $G_{RX}$ pass through the convolution stage in parallel and generate three output matrices respectively. Each link in the D2D plane extracts six features in total from these matrices by the index of its
own receiver or transmitter.

C. Fully Connected Stage

Similar to the general neural network structure, we input the intermediate features into a fully connected network to generate the output with the desired form. The fully connected network consists of two hidden layers whose activation function is the rectified linear unit and finally outputs the activation probability \( p_i \in (0, 1) \) after passing through a sigmoid function. For a D2D layout with \( N \) links, the feature vectors of all links pass through the fully connected layer respectively and output a set of activation probability vectors \( \pi \) at the end.

In addition to the six GLI features from the previous convolution stage into the fully connected stage, we also input four other features. Specifically, the first is the activation probability \( p_i \) output from the previous iteration, which is used to enhance the feedback. The second is the distance between the receiver and the transmitter of this link, denoted by \( d_{iTR}^{TX} = \| (x_i^{TX} - x_i^{RX}, y_i^{TX} - y_i^{RX}) \|_2 \). This is due to the feature vector output from the convolution stage can only characterize the GLI around the transmitter and receiver of the concerned link and the relationship between the transceiver of the link itself is indeterminate, which is an important feature that needs the neural network to learn. The third and the fourth are \( \xi \) and \( \lambda \) respectively, which are used to identify...
the different requirements of the output solution. With these two features as inputs, the neural network does not need to be retrained for different packet generation rates $\xi$ and AoI-throughput trade-off weight $\lambda$.

\section{Iterative fashion}

The entire network structure is constituted by connecting the parts introduced above together through a feedback loop. The network works in the form of an iterative feedback fashion because a single forward path of the network is not sufficient to learn the mapping from the GLI to the optimal policy parameter. We input the output activation probability vectors $\{p_i\}_{i=1}^N$ into the pre-processing stage to form a new GLI with (18). $\{p_i\}_{i=1}^N$ will also be feedback to the fully connected stage in the next iteration as a part of the feature vectors. In this way, each iteration actually completes an improvement on the scheduling policy parameters $\{p_i\}_{i=1}^N$ of the previous iteration.

Regardless of how $\{p_i\}_{i=1}^N$ changes during the iteration, the $G_{TX}^i(x,y)$ and $G_{RX}^i(x,y)$ to construct the $G_{TX}^i$ and $G_{RX}^i$ is fixed, which means that no matter which intermediate $\{p_i\}_{i=1}^N$ the iteration experience, the final output $\{p_i\}_{i=1}^N$ should be the same. Owning to the strong approximation ability of the neural network, We find experimentally that the output will converge after several times iteration after the network is well-trained. Consequently, we just set all the initial $\{p_i\}_{i=1}^N$ to 1 without loss of generality.

\section{Network Training}

The optimal solution $\pi^*$ to (15) can be seen as a function of the D2D system parameters. We use $\mathbf{C}$ to represent these parameters and we can obtain $\pi^* = \arg \min \{P(\pi|\mathbf{C})\}$, where $P(\pi|\mathbf{C})$ is the objective function of (15) with all the D2D system parameters represented by $\mathbf{C}$. The Neural network are essentially a function constituting mappings from inputs to outputs, i.e., $\pi = g(\mathbf{w}, \mathbf{b}, \mathbf{C})$, where $\mathbf{w}, \mathbf{b}$ are neural network parameters to be trained and $g(\cdot)$ represents the structure of this neural network. The training process is to find the optimal $\mathbf{w}^*, \mathbf{b}^*$ to approximate $\pi^*$, that is, $\mathbf{w}^*, \mathbf{b}^* = \arg \min \{P(g(\mathbf{w}, \mathbf{b}, \mathbf{C})|\mathbf{C})\}$. Consequently, we use the objective function of (15) to be the loss function of the neural network we proposed. This is an unsupervised learning process because for any parameters $\mathbf{C}$, we do not need to manually label the corresponding $\pi^*$.

The optimization of neural network parameters is accomplished by gradient descent approach for loss function, which implies that we have to obtain the gradient of $P(g(\mathbf{w}, \mathbf{b}, \mathbf{C})|\mathbf{C})$ subject
 Generally speaking, the gradients of explicit loss functions can be directly obtained by back-propagation and automatically differentiated using the Tensorflow toolbox. However, the objective function of (15) has only an implicit expression and cannot be back-propagated directly.

By noting that when updating the network parameters $w, b$, only the numerical value of the gradient is required, we have the following derivation:

$$\frac{\partial P}{\partial w} = \sum_{i=1}^{N} \frac{\partial P}{\partial p_i} \frac{\partial p_i}{\partial w}, \quad \frac{\partial P}{\partial b} = \sum_{i=1}^{N} \frac{\partial P}{\partial p_i} \frac{\partial p_i}{\partial b},$$

(19)

where $p_i$ can be explicit expressed by $w$ and $b$ and can be back-propagated directly. Our goal is to obtain the numerical value of the gradient $\frac{\partial P}{\partial p_i}$, which can be derived as follows:

$$\frac{\partial P}{\partial p_i} = \frac{\lambda}{\partial \Delta^{Ave}} - \frac{1 - \lambda}{(T^{Ave})^2} \frac{\partial T^{Ave}}{\partial p_i},$$

(20)

$$\frac{\partial \Delta^{Ave}}{\partial p_i} = -\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{1}{(p_j \mu_j)^2 + [\xi + (1 - \xi)p_j \mu_j]^2} \right] \left( p_j \frac{\partial \mu_j}{\partial p_i} + \mu_j \frac{\partial p_j}{\partial p_i} \right),$$

(21)

$$\frac{\partial T^{Ave}}{\partial p_i} = -\frac{1}{N} \sum_{j=1}^{N} \left[ \xi + (1 - \xi)p_j \mu_j \right]^2 \left( p_j \frac{\partial \mu_j}{\partial p_i} + \mu_j \frac{\partial p_j}{\partial p_i} \right),$$

(22)

where $\frac{\partial \mu_j}{\partial p_i} = (P^{-1}Q)_{ji}$, $(P^{-1}Q)_{ji}$ represents the elements of column $i$ in row $j$ of matrix $P^{-1}Q$. $P$ and $Q$ are obtained as follows (See Appendix B for the derivation):

$$P_{ji} = -\frac{qB_{ij} p_i^2}{(1 + q p_i \mu_i)(1 + q p_i \mu_i - B_{ij} p_i)}, \quad j \neq i, \quad P_{jj} = -\frac{1}{\mu_j},$$

(23)

$$Q_{ji} = \frac{B_{ij}}{(1 + q p_i \mu_i)(1 + q p_i \mu_i - B_{ij} p_i)}$$

(24)

where $B_{ij} = \frac{1}{1 + D_{ij}}$ and $q = \frac{1}{1 - \xi}$. The only value have not been derived among the above expressions is $\{\mu_i\}_{i=1}^{N}$, which can be iteratively obtained by utilizing (11) and (12) alternatively with the initial value $\{\mu_i\}_{i=1}^{N} = 0$. This can be easily proofed to be converged because in each iteration, $\{\mu_i\}_{i=1}^{N}$ are non-decreasing.

In this way, the implicit expression of problem (15) can be optimized during the neural network training. We randomly generate a large number of i.i.d. D2D layouts as the training set of the network. Specifically, we first generate the locations of $N$ transmitters on the square plane according to a uniform distribution within the plane size $(0, L)$, and then generate a corresponding receiver for each transmitter with the distance $d_{TR}^i$, where $d_{TR}^i \sim U(d_{min}, d_{max})$, and the angle
is also uniform distributed within $[0, 2\pi]$. In actual training, the training set is composed of a randomly generated D2D plane and randomly generated $\xi$ and $\lambda$, which constitutes an infinite number of training samples.

It is worth noting that the training stage contains the above calculation and naturally requires specific information of $N^2$ path-loss. However, only $N$ GLI is required to obtain the scheduling policy parameters after the neural network well-trained. The specific information of path-loss can be obtained by the computation of GLI.

V. Numerical Results

In this section, we evaluate the performance of the proposed deep learning approach. Following [2], [21], we model the interference channel according to the short-range outdoor channel model ITU-1411 [31], with 5 MHz bandwidth at 2.4 GHz carrier frequency. Antenna height and gain are set to 1.5 meters and 2.5 dBi respectively. The transmission power of each device $P_{tx}$ is 40 dBm and the noise power spectral density is $-169$ dBm/Hz. The decoding threshold $\beta_i$ is set to 0 dB for all links. We consider D2D scenarios where $N$ links are deployed in a 500 meters by 500 meters square region, and the links are randomly distributed in the way that training sets are generated with $d_{\min} = 2$ m and $d_{\max} = 65$ m.

For different numbers of links, we generated 10000 sets of D2D layouts to train the neural network, and 1000 sets of D2D layouts for testing respectively. As to the configuration of the neural network, GLI is preprocessed to grid with grid length $M = 125$, the sizes of three convolution filters are all $15 \times 15$ and both two hidden layers of the fully connected stage are set to 30 neurons. The parameters of the neural network are trained separately for different $N$.

For each training step, 32 D2D layouts are randomly selected from the training set, and 32 different $\xi$ and $\lambda$ are randomly generated to construct input data together. $\xi$ and $\lambda$ are subject to uniform distribution range in $(0, 1]$. Due to the dynamic range of AoI being too large compared with throughput, we use exponential transformation to change the distribution of the $\lambda$ in loss function evaluation by $\lambda^{\text{loss}} = 10^{-5*\lambda/(1-\lambda)}$ in order to increase the data amount for small $\lambda$. We use Adam optimizer with the learning rate set to $3e-4$.

We compare the performance of the proposed neural network algorithm with the following benchmarks:
Figure 5: Average $A_{\text{Ave}}$ performance for 1000 different D2D layouts as functions of the number of links $N$, where we set $\lambda = 1$, $\xi = 1$.

- **Iterative Minimization Algorithm**: The local optimal algorithm we proposed in Section III-C with 20 iterations. This algorithm can only work for packet generation rate $\xi = 1$. In the figure legend, we use 'Ite. Min.' to represent this algorithm.

- **Optimal slotted ALOHA Policy [16]**: Each link in the network is activated with the same probability to minimize the objective function, i.e., $p_i = p^*, \forall i$. In the figure legend, we use 'ALOHA' to represent this algorithm.

- **Locally adaptive slotted ALOHA [25]**: The activation probability of each link is decoupled by the mass transportation theorem [32]. And then each link can dynamically adjust its activation probability by exchanging system information with other links in its observe window. We set the observe window to infinity to constitute the same condition as other methods. This algorithm can only work for packet generation rate $\lambda = 1$. In the figure legend, we use 'Adaptive ALOHA' to represent this algorithm.

A. **Performance of AoI Minimization**

We first evaluate the performance of the deep learning algorithm in the AoI minimization problem where the AoI weight is set to $\lambda = 1$. In the figure legend, we use 'DL Algorithm' to represent this algorithm.
Fig. 5 illustrates the average $\Delta^{\text{Ave}}$ for 1000 testing layouts under the stationary randomized scheduling decisions obtained by each method for different numbers of links when $\xi = 1$ and $\lambda = 1$. We can observe that the proposed deep learning approach achieves very close performance compared with the iterative minimization algorithm while it does not require the computation of path loss and has much less computational complexity, which proves that the mapping from GLI to the scheduling decision can be correctly learned by the proposed neural network structure. What’s more, the performance of the deep learning algorithm increases with the growth of $N$. Our algorithm outperforms Adaptive ALOHA and Opt. ALOHA because the former utilizes a lax approximation for decoupling the transmission successful probability between links and the latter cannot adjust the activation probability according to the channel condition differences caused by different link locations.

In Fig. 6 and Fig. 7, we compare the performance of overall average AoI $\Delta^{\text{Ave}}$ under different method as functions of packet generation rate $\xi$. As depicted, the DL algorithm outperforms Adaptive ALOHA and Opt. ALOHA for diverse $\xi$, and the performance superiority increases with the number of links. Moreover, even with the packet-replacement policy, not the fastest packet generation rate performs the best, which is more evident in Adaptive ALOHA and Opt. ALOHA. This is because faster packet generation rates result in more interference when new
Figure 7: Average $\Delta^{Ave}$ performance for 1000 different D2D layouts as functions of the packet generating rate $\xi$, where we set $\lambda = 0$ and $N = 400$.

packets are always available to transmit over. Infrequent packet generation reduces the buffer non-empty probability, which reduces the level of interference. However, as the packet generating rate further decreases, AoI will be limited by no packet transferability rather than crosslink interference. Besides, it is worth noting that our DL algorithm achieves better performance at high packet generation rates than others.

B. Computation Complexity Analysis

Although numerical results illustrate that the performance of the DL algorithm is slightly inferior to that of the iterative minimization algorithm, the advantage of the DL algorithm mainly lies in its low computational complexity. We analyze the computational complexity of each method we employed.

Iterative minimization algorithm needs to solve $N$ converted one-variable problems in each iteration. The dominating part of the computation of solving each one-variable problem is the matrix operation of $I_{ij}$ and $D_{ij}$. Since the size of the matrix is $N \times N$, the computational complexity of solving this problem is at least $O(N^2)$. Assuming that the number of iterations is a constant independent of $N$, the computational complexity of the iteration minimization algorithm is $O(N^3)$. 
Figure 8: Computation time consumed to obtain the activation probabilities for one layout in a log scale.

After the neural network is well-trained, the computation of the deep learning algorithm to generate scheduling decisions can be divided into the convolution stage and the fully connected stage. Convolution stage needs to complete $M^2 \times (n_1^2 + n_2^2 + n_3^2)$ times of operation, in which $M$ and $n_i, i = 1, 2, 3$ are the size of GLI grid and the convolution filters respectively. In the fully connected stage, $N$ parallel fully connected networks need to be operated, and $8m_1m_2$ times of computation needs to be completed for each fully connected network, where 8 represents the length of the input feature vectors and $m_1, m_2$ are the numbers of the neurons for each hidden layer under the utilized neural network configuration. Thus, the total computation is $r \times [M^2 \times (n_1^2 + n_2^2 + n_3^2) + N \times 10m_1m_2]$ where $r$ is the feedback rounds, and the computational complexity of the deep learning algorithm is $O(N)$.

We record the computation time of the two algorithms in generating scheduling decisions, as depicted in Fig. 8. Although the two methods use GPU and CPU resources to obtain the solution respectively and cannot be compared directly, Fig. 8 can illustrate the significant difference in computational complexity between the two methods. With the increase of $N$, the deep learning algorithm can achieve a near-optimal performance while possessing the advantage of low computational complexity compared with the iterative approach.
C. Performance of Throughput and AoI Jointly Scheduling

In the scheduling considering the trade-off between throughput and AoI, we set the number of links to $N = 300$ and $\xi = 1$. We use Ite. Min. and Opt. ALOHA as a comparison. Fig. 9 depicts the Pareto front of $(\Delta^{Ave}, T^{Ave})$ obtained by different methods with the variety of $\lambda$. A network
employing great scheduling decisions possesses high throughput and low AoI, thus curves closer to the top left in the figure represent better performance. The DL algorithm has approximate performance compared with the iterative minimization algorithm. As depicted in the figure, with the weight of throughput increasing, i.e., $\lambda$ tends to zero, a little more throughput gain will result in a greater loss of AoI, and AoI tends to infinity when throughput is maximized. In the case of a
single link, there is no trade-off between AOI and throughput, but for large-scale D2D networks, the lowest AOI is obtained in the case of low throughput. This is because the scheduling of throughput maximization will drive the links with great channel conditions to update frequently to achieve better network throughput performance, while the links with poor channel quality will be ignored, resulting in very low update frequency and very high AoI.

Specifically, we illustrate the cumulative distribution of the activation probability $p_i$, the average AoI $\Delta_i$ and the average throughput $T_i$ for links in Fig. 10-12. We set $N = 300$ and $\xi = 1$ and $\lambda \in \{1, 0.1, 0.01, 1e-5\}$. Fig. 12 depicts the allocation of activation probabilities under different AoI weights. When high AoI weights are employed, all links have similar activation probabilities, and the distribution is relatively smooth. Links with low activation probabilities are less than the weights of other conditions. As the AoI weight decreases gradually, the link activation becomes polarized, and the cumulative distribution function has a too sharp increase. Fig. 11 and Fig. 12 depict the distribution of AoI and throughput under different AoI weights. Similar to the distribution of activation probability, the higher AoI weight makes the distribution more centralized, and there are fewer links with higher AoI and lower throughput, which implies that the high AoI weight forces the links with poor channel conditions to increase the transmission opportunity. Even if it causes a sacrifice of resources, it pays more attention to the fairness between links than throughput maximizing scheduling.

VI. CONCLUSION

In this paper, we considered the link scheduling policy aiming at the joint optimization of AoI and throughput for packets transmitted with an LCFS-PR queue rule for the D2D communication system. We model this system to a spatiotemporal interacting queue and derive the expressions of overall average AoI and throughput based on the mean-field approximation under the randomized stationary policy. A multi-objective optimization problem of minimizing AoI and maximizing throughput simultaneously is formulated under the system model and transformed into a single objective problem by the weighted sum approach. A neural network structure was proposed to directly construct the mapping from GLI to optimal scheduling decisions without estimating CSI, which is trained by unsupervised learning for an implicit objective function. Numerical simulation obtains the Pareto Front curve between AoI and throughput by utilizing the deep learning algorithm, and reveals that 1) the maximum packet generation rate can not minimize
AoI, 2) the throughput-based scheduling makes the link scheduling tend to polarization, while the AoI-based scheduling is fairer.

**APPENDIX**

**A. The derivation of $\Delta_{Ave}$ and $T_{Ave}$**

The average AoI for a single transmission link employing LCFS G/G/1 queue with preemptive service has been derived in [33] as follows

$$\Delta_i = \frac{1}{2} \mathbb{E}[X_i^2] + \frac{\mathbb{E}[\min(X_i, S_i)]}{\mathbb{P}[S_i \leq X_i]} - \frac{1}{2}. \quad (25)$$

Owing to $X_i$ and $S_i$ are both geometric distributions, we can easily obtain the following derivation [25]:

$$\mathbb{E}[X_i] = \frac{1}{\xi}, \quad \mathbb{E}[X_i^2] = \frac{2 - \xi}{\xi^2} \quad (26)$$

$$\mathbb{E}[\min(X_i, S_i)] = \frac{1}{\xi + (1 - \xi)p_i\mu_i} \quad (27)$$

$$\mathbb{P}[S_i \leq X_i] = 1 - \mathbb{E}[(1 - p_i\mu_i)^X_i] = \frac{p_i\mu_i}{\xi + (1 - \xi)p_i\mu_i}. \quad (28)$$

Substituting (26)-(28) into (25), we can derive the average AoI $\Delta_i$ as follows:

$$\Delta_i = \frac{1}{\xi} + \frac{1}{p_i\mu_i} - 1 \quad (29)$$

The throughput of each link $T_i$ can also be derived under the mean-field assumption:

$$T_i = \lim_{K \to \infty} \mathbb{E} [b_i(k)] = \lim_{K \to \infty} \mathbb{E} [a_j(k)n_j(k)\mu_j(k)]$$

$$= p_i\mu_i\mu_i = \frac{\xi p_i\mu_i}{\xi + (1 - \xi)p_i\mu_i}. \quad (30)$$

The results in (13) and (14) follows from substituting (29) and (30) into (7) and (8).

**B. The derivation of $\frac{\partial \mu_j}{\partial p_i}$**

Fistly, substituting (12) into (11), and calculating logarithmic functions on both sides of the equation

$$\ln \mu_i = \ln \rho_i + \sum_{j \neq i} \ln \left(1 - \frac{p_j}{1 + D_{ji}\xi + (1 - \xi)p_i\mu_i}\right) \quad (31)$$

$$= \ln \rho_i + \sum_{j \neq i} \ln \left(1 - \frac{p_jB_{ji}}{1 + q p_i\mu_i}\right), \quad (32)$$
where $B_{ij} = \frac{1}{1 + D_{ij}}$ and $q = \frac{1 - \xi}{\xi}$. Then, calculating the partial derivative of (32) to $p_m$. $m$ is used to distinguish the two subscripts $i$ and $j$. The following equations can be derived

\[
\frac{1}{\mu_i} \frac{\partial \mu_i}{\partial p_m} = -\sum_{j \neq i} \left( \frac{\partial p_j}{\partial p_m} B_{ji} - \frac{\partial \mu_j}{\partial p_m} q B_{ji} p_j^2 \right) \left( 1 + q \mu_j p_j \right) \left( 1 + q \mu_j p_j - B_{ji} p_i \right) \]

\[
= -\frac{B_{mi}}{\left( 1 + q \mu_m p_m \right) \left( 1 + q \mu_m p_i - B_{mi} p_m \right)} + \sum_{j \neq i} \left( \frac{\partial p_j}{\partial p_m} q B_{ji} p_j^2 \right) \left( 1 + q \mu_j p_j \right) \left( 1 + q \mu_j p_j - B_{ji} p_j \right). \quad (33)
\]

Computing (34) for each $i$ and sort out these $N$ equations, we can obtain

\[
P \mu^T_{pm} = q_m \]

\[
\mu_{pm} = \left[ \frac{\partial \mu_1}{\partial p_m}, \frac{\partial \mu_2}{\partial p_m}, \ldots, \frac{\partial \mu_N}{\partial p_m} \right] \]

\[
P_{ji} = \frac{q B_{ij} p_i^2}{\left( 1 + q \mu_i p_i \right) \left( 1 + q \mu_i p_i - B_{ij} p_i \right)}, \quad j \neq i, \quad P_{(j,j)} = -\frac{1}{\mu_j}, \quad (37)
\]

\[
q_{m,i} = \frac{B_{mi}}{\left( 1 + q \mu_m p_m \right) \left( 1 + q \mu_m p_i - B_{mi} p_m \right)}, \quad (38)
\]

where $(\cdot)^T$ represents matrix transpose and $\mu_{pm}$ represents the partial derivative of $\{\mu_i\}_{i=1}^N$ to $p_m$. $P_{ij}$ is the element of $P$ at index $ij$ and $q_{m,i}$ is the element of $q_m$ at index $i$.
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