An analytical model for dust impact voltage signals and its application to STEREO/WAVES data

K. Rackovic Babic¹,², A. Zaslavsky¹, K. Issautier¹, N. Meyer-Vernet¹, and D. Onic²

¹ LESIA, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, Université de Paris, France
² Department of Astronomy, Faculty of Mathematics, University of Belgrade, Belgrade, Serbia

October 21, 2021

ABSTRACT

Context. Dust impacts have been observed using radio and wave instruments onboard spacecraft since the 1980s. Voltage waveforms show typical impulsive signals generated by dust grains.

Aims. We aim at developing models of how signals are generated to be able to link observed electric signals to the physical properties of the impacting dust. To validate the model, we use the Time Domain Sampler (TDS) subsystem of the STEREO/WAVES instrument which generates high-cadence series of time voltage pulses for each monopole.

Methods. We propose a new model that takes impact-ionization-charge collection and electrostatic-influence effects into account. It is an analytical expression for the pulse and allows us to measure the fraction of total ion charge, $Q$, the total cloud charge, $C_{sc}$, and the relaxation timescale, $\tau_{sc}$. The model is simple and convenient for massive data fitting. To check our model’s accuracy, we collected all the dust events detected by STEREO/WAVES/TDS simultaneously on all three monopoles at 1 AU since the beginning of the STEREO mission in 2007.

Results. Our study confirms that the rise time largely exceeds the spacecraft’s short timescale of electron collection. Our estimated rise time value allows us to determine the propagation speed of the ion cloud, which is the first time that this information has been derived from space data. Our model also makes it possible to determine properties associated with the electron dynamics, in particular the order of magnitude of the electron escape current. The obtained value gives us an estimate of the cloud’s electron temperature — a result that, as far as we know, has never been obtained before except in laboratory experiments. Furthermore, a strong correlation between the total cloud charge and the escaping charge allows us to estimate the escaping current from the amplitude of the precursor, a result that could be interesting for the study of the pulses recently observed in the magnetic waveforms of Solar Orbiter or Parker Solar Probe, for which the electric waveform is saturated.
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1. Introduction

Dust grains are a common constituent of the Solar System. The origin of dust has been attributed to comets, asteroids, the interstellar medium, etc (Mann et al. 2014; Grün & Dikarev 2009). Through in situ detection we can gain insight into individual properties such as the mass, charge, and composition of the dust particles. In addition to dust detectors on some spacecraft (Srama et al. 2004; Gruen et al. 1992), plasma wave and radio wave instruments are often used to detect dust. Hence the importance of developing models of how signals are generated is to be able to link the electric signals observed to the physical properties of the dust impact.

With the Voyager mission, it became apparent that dust impacts on spacecraft produce measurable electrical signals, which may be used to detect dust in situ. Voltage pulses of the same type were detected in multiple missions and identified as dust impacts (Gurnett et al. 1983; Meyer-Vernet et al. 1986; Oberc et al. 1990; Gurnett et al. 1997; Tsurutani et al. 2003; Kurth et al. 2006; Vaverka et al. 2019; Ye et al. 2019). From the 1980s until the present day, several physical mechanisms have been proposed to explain how dust particles produce electrical signals. The first proposed models (Aubier et al. 1983; Oberc 1996) relate to charging mechanisms that can lead to voltage signals, charging an antenna or charging a spacecraft. The models illustrate the importance of the system geometry, the impact cloud geometry, and whether the measurements are in monopole or dipole mode. According to these and subsequent proposed models, voltage pulses can be explained by free electric charges resulting from impact ionization after hypervelocity dust particles hit a spacecraft. Impact ionization produces a plasma cloud made of dust and spacecraft cover material ejected from the impacted surface. In the solar wind, spacecraft are usually positively charged due to the strong photoelectron current they emit because of their exposition to the Sun’s UV radiation. Thus, it is likely that the spacecraft attracts electrons from the impact-produced cloud while repelling positive ions. The recollection of particles of total charge $Q$ by the spacecraft surface of capacitance, $C_{sc}$, is expected to produce a pulse with a maximum amplitude of $\delta V_{sc} \sim Q/C_{sc}$.

Recent advances in the performance of radio detectors have allowed us to gain an improved understanding of the mechanisms that generate voltage pulses. Missions such as Wind (Bougeret et al. 1995), Cassini (Gurnett et al. 2004), or STEREO (Bougeret et al. 2008) have provided us with access to a large number of electric waveforms that are characteristic of dust impacts. As a result of the large amount of available data, more sophisticated physical mechanisms have been suggested. Zaslavsky (2015) proposed a description of the response of a space-
2. Modeling of the voltage pulse

2.1. General discussion

In this section we present the theoretical model on which we base our derivation of the dust physical parameters – more precisely of the impact cloud’s properties – through statistical analysis of the STEREO data in the next section. This model is an extension of the work of Zaslavsky (2015), which proposed a description, in the linear approximation, of the response of a spacecraft (or an antenna) to the collection of electric charges generated after the hypervelocity impact of a dust grain. This work proved its capability to reproduce most of STEREO’s dust impacts shapes, confirming electron collection as the main mechanism through which voltage signals are produced. However, it was unable to explain the observed rise time of the signals – of the order of some tens of microseconds despite a quick analysis of the electron dynamics showing that the collection time should be much smaller. This point, which was left as a question mark in Zaslavsky (2015), was explained by Meyer-Vernet et al. (2017), who showed that the effect of electrostatic influence from the positive ions in the vicinity of the spacecraft needs to be taken into account. Indeed, the negative change in the spacecraft’s potential due to the collection of charges, \(-Q_f\) from an initially neutral cloud is almost exactly compensated for by the electrostatic influence from the charges, \(+Q_f\) left unscreened in the close vicinity of the spacecraft. Therefore, Meyer-Vernet et al. (2017) showed that the rise time of the pulse is not controlled by the electron dynamics timescale but by the positive charge timescale, that is, the time needed for the positive charges to be screened by the photoelectrons or the ambient plasma or to move far enough from the spacecraft for the influence effect to become negligible and for the drop in the potential due to electron collection to become apparent. Another consequence of the influence effect, which was noted in the same paper, is the possible occurrence, on very short timescales, of a precursor in the voltage pulse associated with the electron dynamics. Indeed, a fraction of the electrons escaping away from the spacecraft will leave some ion charge unscreened, inducing a positive change in the spacecraft potential that is not compensated for by the collection of negative charges – resulting in the observation of a short voltage pulse, on a timescale typical of the electron dynamics.

These processes were summarized by Mann et al. (2019), although not quantitatively, on the basis of a description through “escaping currents.” This description was implicitly based on the description of the variation in the charge, \(Q_s\), in a control volume bounded by a surface, \(S\), enclosing the spacecraft.

\[
\frac{dQ_s}{dt} = \oint_S j \cdot dS = -I_{out} + I_{in}. \tag{1}
\]

One assumes that the control surface is close enough to the spacecraft surface, such that the spacecraft potential is to a good approximation proportional to the charge \(Q_s\). The variation in the spacecraft potential can then be associated with the action of different currents, \(I_{in}\) and \(I_{out}\), through the surface, \(S\). Now one also assumes the control surface to be large enough for all the charge generated by impact ionization just after the dust hit to be initially enclosed by it: then, there is no variation in the charge inside the surface and therefore no variation in potential in the first moments after the impact. At that point, some electrons may escape out of the control surface: associated with this escape will be a negative outward current and then a positive voltage pulse (the “electron precursor”) in the spacecraft potential times series. In a second time, ions crossing the control surface will then produce a positive outward current and, therefore, a negative drop in the spacecraft potential. Finally, on the longest timescale, currents from the solar wind and photoelectron emission from the spacecraft will lead to the relaxation of the voltage pulse. These correspond to the three stages of the voltage pulse as described by Mann et al. (2019) (T2, T3 and T4 in that paper). This approach is mathematically relevant, and has the advantage of simplicity and pragmatism. On the other hand, it is not fully satisfactory since it leaves the processes occurring inside the control surface undescribed. For instance, it is clear that it is not the crossing of a mathematically abstract – and loosely defined – control surface by electrons or ions that is responsible for the spacecraft potential changes. The changes are physically produced by the collection of, and by the influence...
from charges inside the control surface. Another drawback of this approach is that the currents associated with the cloud dynamics appear as ad hoc functions, which are difficult to link to the specific spacecraft geometrical properties.

This motivates our study. In the following, we focus on the case of the positively charged STEREO spacecraft, although the model can of course easily be extended to all spacecraft’s charging states and processes. We provide a model that accounts for the collection of negative charges and the exchange of charges with the surrounding solar wind plasma, as was done in Zaslavsky (2015). Here we add to the picture the effect of the electrostatic influence from the positive ion cloud and therefore recover the "slow rise time" and voltage precursor effects, that were absent from that work.

2.2. Electrostatic influence from a point charge

The electrostatic potentials of a system of conductors insulated from one another is a problem that, although not explicitly solvable for arbitrary geometries, has the advantage that the charge carried by each of the conductive elements is linear. Considering our system to be composed of only the dust plasma cloud, of charge \(Q_{\text{cloud}}\) and potential \(\varphi_{\text{cloud}}\), and the spacecraft (indices \(sc\)), the linearity of the problem translates into the existence of a matrix \(\Lambda\) such that

\[
\begin{pmatrix}
\varphi_{\text{cloud}} \\
\varphi_{sc}
\end{pmatrix} =
\begin{pmatrix}
\Lambda_{\text{cloud}} & \Lambda_{\text{cloud}, sc} \\
\Lambda_{sc,\text{cloud}} & \Lambda_{sc}
\end{pmatrix}
\begin{pmatrix}
Q_{\text{cloud}} \\
Q_{sc}
\end{pmatrix}.
\]

Here, \(\Lambda\) is here the inverse of the capacitance matrix, also known as the elastance matrix, of the conductors system. Of course, additional lines and columns can be added in order to account for the electrostatic effects of the dust on other systems (antennas, solar panels, booms, etc.) and of these elements on each other, but in this paper we focus only on the simplest case of the interaction of a dust impact cloud and the spacecraft, neglecting all other capacitive couplings and therefore limiting ourselves to a 2x2 matrix. This choice is made here for simplicity, but a model that includes the coupling to the antennas should be the purpose of a forthcoming study. This would be of particular importance in providing a model for the signals observed in dipole mode on Wind and other spacecraft (Solar Orbiter, Parker Solar Probe), which are known to be produced by electrostatic influence on a particular arm of a dipole (Meyer-Vernet et al. 2014).

Since the size of the spacecraft is very large with respect to the size of the dust impact cloud that influences it (so its self-capacitance is much larger), we can neglect the change in self-capacitance of the spacecraft due to the presence of the cloud in its vicinity and write that

\[
\Lambda_{sc} \approx C_{sc}^{-1} \approx \frac{1}{4\pi \varepsilon_0 R_{sc}^2},
\]

where \(C_{sc}\) is the spacecraft capacitance in a vacuum and \(R_{sc}\) its size. This parameter is then a good approximation independent of the position of the dust cloud with respect to the spacecraft.

In order to roughly evaluate \(\Lambda_{sc,\text{cloud}}\), one could assume the dust cloud to be a point charge and the spacecraft to be a conducting sphere of radius \(R_{sc}\), both separated by a distance \(r\). The electrostatic calculation in a vacuum (see e.g., Jackson (1962)), as noted by Meyer-Vernet et al. (2017), then gives

\[
\Lambda_{sc,\text{cloud}}(r) \approx \frac{1}{4\pi \varepsilon_0 R_{sc}^2} \frac{R_{sc}}{R_{sc}^2 + r^2}.
\]

This evaluation neglects lots of effects, especially the fact that the dust-spacecraft interaction does not occur in a vacuum, and that the interaction potential is screened by the photoelectron sheath. Therefore, we chose to model the mutual elastance, \(\Lambda_{sc,\text{cloud}}\), by

\[
\Lambda_{sc,\text{cloud}}(r) = \frac{1}{C_{sc}} F(r),
\]

where \(F(r)\) is a decreasing function (with a typical length scale, \(\lambda_{ph}\), the screening length of the photoelectron sheath), with limiting values of 1 for \(r \to 0\) and 0 for \(r \to \infty\). Naturally, one may choose

\[
F(r) = \exp(-r/\lambda_{ph}),
\]

but other empirical choices are possible – for instance, \(F(r) \propto \exp(-r/\lambda_{ph})/r + R_{sc}\), to recover the vacuum expression given by Eq. (4) for small values of \(r\). The function \(F\) has to be chosen empirically anyway since it depends on many indeterminate factors, including the geometry of the spacecraft, the geometry of the dust impact cloud, and the structure of the photoelectron sheath.

2.3. Equations for the potential perturbation

Now that we have our model for the electrostatic influence, we can study the effect on the spacecraft potential of a transient as a dust impact. For this we use Eq. (2) to write the derivative of the spacecraft potential,

\[
\frac{d\varphi_{sc}}{dt} = \Lambda_{sc} \frac{dQ_{sc}}{dt} + \frac{d}{dt} (\Lambda_{sc,\text{cloud}} Q_{\text{cloud}}).
\]

The first term of the right-hand side accounts for the time variation of the spacecraft charge. This variation is due to various currents coming from the dust impact cloud, the solar wind plasma and the spacecraft itself through the photoelectric effect (or, very marginally in the case of STEREO, secondary emission). It corresponds to the variation in charges in a control volume that is precisely enclosed by the spacecraft’s surface. It reads (neglecting secondary emission)

\[
\frac{dQ_{sc}}{dt} = I_{ph}(\varphi_{sc}) + I_{sw}(\varphi_{sc}) + I_{\text{collected}}(t),
\]

where \(I_{ph}\) is the photoelectron current and \(I_{sw}\) is the solar wind electron current on the spacecraft surface, which can both be expressed explicitly as a function of \(\varphi_{sc}\) (and of the local plasma parameters) within the orbit-limited approximation (Lafraimboise & Parker 1973). The \(I_{\text{collected}}(t)\) is the current due to collected charges from the impact cloud. This equation (that is, Eq. (7) with only the first term of the right-hand side) corresponds exactly to what was solved in the paper by Zaslavsky (2015). It captures the effects related to the changes in the charge carried by the spacecraft: its charging through collection of charges from the impact cloud and its relaxation to equilibrium through charge exchanges with the solar wind. The second term of the right-hand side of Eq. (7) was omitted from that paper, but it is very important: it contains the description of the effects of electrostatic influence.

The solution of Eq. (7) can be obtained by linearizing the expression for the currents around the equilibrium value, \(\varphi_{sc,eq}\), of the potential, as was done in Zaslavsky (2015). The potential perturbation, \(\delta\varphi_{sc} = \varphi_{sc} - \varphi_{sc,eq}\), is then found to evolve according to the first-order linear differential equation

\[
\frac{d}{dt} \delta\varphi_{sc} + \frac{1}{\tau_{sc}} \delta\varphi_{sc} = \frac{1}{C_{sc}} \left( I_{\text{collected}} + \frac{d}{dt} [F(r(t))Q_{\text{cloud}}(t)] \right),
\]
where \( \tau_{sc} \) is the linear relaxation time of the spacecraft potential

\[
\tau_{sc} = \frac{C_{sc} T_{ph}}{en \nu_e S_{sc}},
\]

(10)

with \( T_{ph} \) the photoelectron sheath temperature expressed in electronvolts, \( n_e \) the local plasma electron density, \( \nu_e = \sqrt{kT_e/2\pi m_e} \) the electron mean velocity divided by \( 4.7T_e \), the local plasma electron temperature and \( S_{sc} \) the spacecraft conductive surface in contact with the surrounding plasma. The \( k \), \( e \) and \( m_e \) are Boltzmann’s constant, the electron charge, and the electron mass, respectively. The solution of Eq. (9), assuming the spacecraft is in equilibrium with the surrounding plasma when \( t \to -\infty \), is

\[
\delta \varphi_{sc}(t) = \frac{1}{C_{sc}} e^{-t/\tau_{sc}} \int_{-\infty}^{t} \left[ I_{\text{collected}}(t') + \frac{d}{dt'} \left[ F(r(t')) Q_{\text{cloud}}(t') \right] \right] e^{t'/\tau_{ph}} dt'.
\]

(11)

This expression can be used in a quite general manner to model the shape of the pulse – as long as the linear assumption is fulfilled, which is the case for the very large majority of the impacts recorded. One can see that the time profile of the voltage perturbation is linked to the time profile of the collected current, \( I_{\text{collected}} \), but also to the trajectory, \( r(t) \), of the dust cloud around the spacecraft, to the shape of the function \( F \), describing the spacecraft and sheath properties, and to the time profile \( Q_{\text{cloud}}(t) \), which is related to the electron dynamics in the cloud and in the sheath.

### 2.4. A simple model: Streaming ions and massless electrons

In order to obtain a simple model, that relies on a few parameters and is adapted to robust fitting of the large amount of data provided by radio instruments such as S/WAVES, one needs models to be as simple as possible for the source terms in the right-hand side of Eq. (11). We derive in this section the potential perturbation time profile under the simple assumption that the ions are streaming out of the spacecraft surface with a constant velocity, \( v \), and that the motion of the electrons occurs fast enough that it can be considered as instantaneous. This assumption is relevant if the electron dynamical timescale is smaller than the sampling time of the instrument, which is the case, as will be seen in the data analysis section, for the waveforms recorded by S/WAVES. We also consider the possibility that the photoelectrons in the sheath neutralize the ion cloud, since this effect was shown to be important by Meyer-Vernet et al. (2017).

For the function \( F \) – which is proportional to the mutual elanstance of the cloud-spacecraft system, we use the exponential model Eq. (6) with a cutoff length \( \lambda_{ph} \) on the order of the photoelectron sheath Debye length. Since we consider ions streaming freely out of the spacecraft, the spacecraft-ion cloud distance is given by \( r(t) = vt \), with \( v \) a constant.

Therefore, the term accounting for electrostatic influence reads

\[
\frac{d}{dt} \left( F(r(t)) Q_{\text{cloud}}(t) \right) = \left( \frac{dQ_{\text{cloud}}}{dt} + \frac{1}{\tau_d} Q_{\text{cloud}} \right) e^{-t/\tau_d},
\]

(12)

where \( \tau_d = \lambda_{ph}/v \) is the ion cloud dynamics timescale, characteristic of its transit time (or expansion time) in the photoelectron sheath. Now one must model the effects related to the motion of the cloud’s electrons. For this, we use the following equation, which expresses the change in the cloud’s charge due to currents of electrons from it and the neutralization of the cloud by the photoelectrons on a typical timescale \( \tau_{ph} \):

\[
\frac{d}{dt} Q_{\text{cloud}} + \frac{1}{\tau_{ph}} Q_{\text{cloud}} = -I_{\text{collected}}(t) - I_{\text{escaped}}(t),
\]

(13)

where \( I_{\text{escaped}} \) is the current of charges escaping away from the spacecraft. The assumption that the escape and collection of the electrons is instantaneous (the “massless electron assumption”) translates into the following expressions for the currents

\[
I_{\text{collected}}(t) = -(1 - \epsilon) Q(t), \quad I_{\text{escaped}}(t) = -\epsilon Q(t),
\]

(14)

where \( Q > 0 \) is the total amount of free charges released in the impact ionization process, \( \epsilon \) is the fraction of electrons escaping away from the spacecraft, and \( \delta \) is Dirac’s delta function. It is then clear that one must have, from the Eq. (13),

\[
Q_{\text{cloud}}(t) = e^{-t/\tau_{ph}} \int_{-\infty}^{t} \left( -I_{\text{collected}}(t') - I_{\text{escaped}}(t') \right) e^{t'/\tau_{ph}} dt'
\]

(15)

\[
= Q e^{-t/\tau_{ph}} H(t),
\]

where \( H(t) \) is Heaviside’s step function.

All the source terms appearing in the right-hand side of Eq. (11) have now been given by an explicit expression, and it is straightforward to compute the integral. The potential perturbation obtained is

\[
\delta \varphi_{sc}(t) = \left[ \frac{C_{sc}}{Q} e^{-t/\tau_{sc}} - \frac{Q}{C_{sc}} 1 - \frac{1}{\tau_i/\tau_{sc}} \left( e^{-t/\tau_{ph}} - e^{-t/\tau_i} \right) \right] H(t).
\]

(16)

where \( \tau_i = \tau_d \tau_{ph}/(\tau_d + \tau_{ph}) \) is the characteristic rise time of the pulse. It is on the order of the smaller of the ion characteristic timescale, \( \tau_d \), and the time for the cloud to collect enough ambient photoelectrons to be able to shield its charge, \( Q \) (Meyer-Vernet et al. 2017).

The shape of this time profile is illustrated in Fig. 1. In the case where the ion timescale, \( \tau_i \), is small compared to the relaxation time, \( \tau_{sc} \), this can easily be simplified again, but we keep the effect of the finite value of \( \tau_i/\tau_{sc} \), since, as we shall see, in the data this ratio is on the order of \( \sim 1/3 \).

### 2.5. More complicated model: Taking additional effects into account

The previous section presents a simple model, which, as will be seen in the next section, is sufficient for modeling and understanding the broad majority of the events recorded by S/WAVES. But the expression (11) for \( \delta \varphi_{sc}(t) \) also makes it possible to account for a variety of other effects, by introducing more refined functions for the collection (escape) currents, the mutual elanstance, or the ion cloud trajectory. In this section we briefly explore some possible refinements.

First, one could account for the finite dynamic time, \( \tau_{tr} \), of the electrons. This can be done by using \( I_{\text{collected}} \) and \( I_{\text{escaped}} \) functions that introduce a characteristic timescale. The most natural choice is probably a Gaussian function with variance \( \tau_{tr}^2 \). In general, it will then be necessary to perform a numerical integration of the Eqs. (11) and (15). If it is necessary to reach an even finer level of modeling for the electron dynamics, one could also take different timescales for the collection and escape of the electrons into account. Of course, such a fine modeling given the time resolution of the electric waveform sampler on board...
spacecraft, would probably not make much sense in the context of space measurements.

Another refinement could also be obtained by accounting for more complex trajectories, \( r(t) \), of the ion cloud. Here again, the computation for an arbitrary trajectory requires numerical integration. In any case, and as will be seen in the next section, since the screening timescale, \( \tau_{ph} \), is smaller than the dynamics timescale, \( \tau \), the precise dynamics of the ion cloud should not strongly affect the shape of the pulse.

Finally, a finer description of the pulses could also be reached through a better modeling of the spacecraft coupling to the cloud. Such a model should include a precise electrostatic description of the spacecraft through a carefully computed elastance matrix that includes all the conductive elements and in particular the antennas, the potential of which was considered as constant in our simplified study. The computation of such an elastance matrix was recently performed by Shen et al. (2021) and compared to the results of laboratory experiments of dust impacts on a model spacecraft.

A full model may also include a description of the cloud internal dynamics and expansion and of the trajectory vector, \( r(t) \), of the cloud center of mass in the vicinity of the spacecraft. Solving for such a complicated model would require complex numerical simulations. But as we shall see in the next section, the present model enables us to reproduce most of the observed voltage pulses and provides a support for interpreting the more complex ones.

3. S/WAVES Time Domain Sampler data

In the present study, we analyze dust grain impacts from the two STEREO satellites, A and B, which were launched in 2006 and are orbiting at 1 AU. The S/WAVES radio instrument is constituted by three orthogonal 6 m long antennas connected to a sensitive radio receiver. The instrument can perform observations in the frequency range 2.5 kHz to 17 MHz (Bale et al. 2008; Bougeret et al. 2008). The Time Domain Sampler (TDS) is a subsystem of the S/WAVES instrument that generates high-cadence time series of voltage pulses for each monopole. Bougeret et al. (2008) provided comprehensive information on TDS and how signals are collected, filtered, and digitized. In this article, we use the data provided by TDS to study the voltage variations occurring when a dust grain impacts the spacecraft.

3.1. Presentation of S/WAVES TDS data

Two TDS data sets are available: (1) the TDSmax data give the maximum amplitude or peak signal detected on the antennas each minute; and (2) the TDS Events data set provides complete voltage time series captured by the instrument with a sampling rate of a few \( \mu s \) (Zaslavsky et al. 2012). We used the TDS Events data set. Measurements can be conducted in several modes with different time resolution and total event duration. For this study snapshots with a time resolution of 4 or 8 ms (which constitute the vast majority of the signals) are used. They correspond to snapshot durations of 65 ms and 130 ms. Signals with a high amplitude are automatically selected for telemetry out of a continuously recorded waveform. A low-pass filter is used with the S/WAVES signal to prevent aliasing by matching the sampling channel. Depending on the time resolution of the sample, low-pass filters can be either 108 kHz or 54 kHz (Bougeret et al. 2008).

An analysis of the electrical waveforms of the TDS Events reveals that they contain a variety of signals with distinctly different shapes. The observed signals include variations in electric potential due to inhomogeneities of local plasma density. Panels (a), (b), and (c) of Fig. 2 illustrate the types of waves present in the data: plasma waves oscillating at the local plasma frequency (Langmuir waves), plasma waves around the local cyclotron frequency, and low-frequency density fluctuation. The impact of...
energetic particles such as protons and electrons from the Solar System or coming from galactic origin can also produce an electric field signal. All these signals are well known and have been the subject of many works (e.g. Kellogg et al. (1996); Bale et al. (1998); Henri et al. (2011); Malaspina et al. (2011)). Panel (d) of Fig. 2 shows a signal of characteristic shape recognized as a dust impact signal (Zaslavsky et al. 2012). This signal is characterized by an abrupt increase in voltage followed by a rapid relaxation to equilibrium potential. There are two distinct types of these signals: a strong peak detected by one monopole or a similarly shaped signal appearing simultaneously on all three antennas. Our study is focused on signals almost simultaneously generated on all three antennas.

3.2. Survey of TDS dust data

The TDS waveform sampler on-board both STEREO satellites has observed a large number of voltage pulses interpreted as dust impact signatures since the launch of the mission. Our study examines TDS events recorded from 2007 to 2018 for STEREO A and from 2007 to 2015 for STEREO B.

As illustrated by Fig. 2, the data set contains snapshots of a wide variety of phenomena. Therefore, we need to find a way to automatically identify only very sharp and impulsive events, recognized as dust events, in between all those other varieties of occurrences. To do so, we set the threshold at an amplitude greater than 15 mV to identify shapes clearly and lower than 175 mV to eliminate events that saturate the receiver. Also, since we wanted the amplitude to be roughly the same on all three antennas, our study is focused on signals almost simultaneously generated on all three antennas.

Using the simple model from Sect. 2, we fitted each electric pulse observed by the S/WAVES instrument on board STEREO A and B, selected as discussed in Sect. 3.2. Several parameters that characterize the response of the spacecraft and the collection dynamics of particles are derived and discussed. To fit the signal detected at each monopole, we used the function

$$\phi(t) = A(1/(1 - T_1/T_2))e^{-(t/T_1)} - e^{-(t/T_2)} - B e^{-(t/T_2)},$$

(17)

with a Levenberg-Marquardt least-squares minimization method. This function is the same as the theoretical Eq. (16), with the free parameters of our fitting routine being: $T_2 \equiv \tau_{ec}$ is the spacecraft relaxation timescale, which is the time it takes for the spacecraft to return to equilibrium; $T_1 \equiv \tau_i$ is the ion characteristic timescale, $A \equiv \Gamma Q/C_{ec}$ is the total charge, and $B \equiv \epsilon Q/C_{ec}$ represents the escaped charge. Figure 4 shows voltage pulses recorded by TDS as well as the Levenberg-Marquardt fit to TDS data with the function $\delta V(t) = -\Gamma \delta Q_{ec}$ from Eq. (17), with $\Gamma \sim 0.5$ the antennas’ gain due to capacitive coupling with the base (Bale et al. 2008). These examples demonstrate a good match between the data and the model, except for the negative voltage overshoot occurring after the main pulse.

As discussed in the previous subsection, anti-aliasing low-pass filters are set up at the entrance of each sampling channel. It is known that the effect of such filters on a sharp impulsive signal will produce an artificial distortion of the signal, such as these overshoots. In order to correct this effect, we deconvolved the signal using the inverse low-pass filter. The inverse low-pass filter was chosen in accordance with the sampling channel currently being used, which is typically 108kHz or 54kHz in the case of S/WAVES (Bougeret et al. 2008). Some overshoots remain even after the correction, while others completely disappear. It is therefore likely that the remaining overshoots are not artificial, but rather due to the charges of the monopoles themselves (Zaslavsky 2015). Still, this effect is difficult to reliably quantify since the correction by the filter can be quite sensitive to the phase calibration of the filters. In this study, we chose not to take the variation in the antenna’s potential into account.

As a summary, we fitted all data from our data base with the Levenberg-Marquardt least-squares minimization method using Eq. (17). As discussed in Sect. 2, we expect that the time required for the spacecraft to return to equilibrium is significantly longer than the ion characteristic timescale (i.e., $\tau_{ec} > \tau_i$). We removed any event that does not meet this condition; consequently, from the initial 349632 events, we kept about 70% of the events.
Fig. 4. Signals of dust impact recorded by STEREO A in 2008. Black dots represent TDS data. The red line represents the fitting results made with a Levenberg-Marquardt method from Eq. (17) and function $\delta V(t) = -\Gamma \delta \varphi_{sc}$.

Fig. 5. Histogram of the parameter $\tau_{sc}$. The green section on the histogram indicates the extreme values of the parameter calculated from Eq. (10) (see text for details). Around 80% of the obtained values for $\tau_{sc}$ are inside the green section. The dashed vertical line represents the most probable obtained value for the parameter, $\tau_{sc} \sim 190 \mu$s. The median value of the distribution is 270 $\mu$s.

3.4. Statistical analysis of S/WAVES signals, presentation and discussion

3.4.1. Linear relaxation timescale

Figure 5 shows a histogram of the parameter $\tau_{sc}$, which describes the discharge timescale of the spacecraft through exchange of charges with the solar wind and the photoelectron emission from the spacecraft. The histogram contains all the values for the $\tau_{sc}$ parameter that were obtained for each monopole.

The linear relaxation time of a spacecraft is given by Eq. (10) in Sect. 2.3. One can see that $\tau_{sc}$ depends on the geometry of the spacecraft (through its surfaces), as well as on the local plasma and photoelectron parameters. It can be evaluated as follows: STEREO satellites orbit at 1AU, where, typically, $n_e \approx [1 - 10]$ cm$^{-3}$ and $T_e \sim 10$ eV (Issautier et al. 2005). Spacecraft parameters are, as an order of magnitude, $C_{sc} \approx 200$ pF, $S_{sc} \approx 10$ m$^2$, and the photoelectron temperature is typically $T_{ph} \approx 3$ eV. On the basis of these parameters, one can estimate the relaxation time for STEREO, $\tau_{sc} \sim 100 - 430 \mu$s. These limits are represented by the green-shaded area in Fig. 5. One can see that the distribution of the observed relaxation times peaks roughly in the middle of the green area and that most of the data (∼ 80%) fall within the expected range. The most probable value and median observed values are 190 $\mu$s and 270 $\mu$s, respectively. This quite unambiguously shows that, consistent with the standard interpretation, the decay time of the pulses can be identified with the relaxation time of the spacecraft through the exchange of charges with the surrounding plasma after the spacecraft body has collected a certain amount of charge.

3.4.2. Ion characteristic timescale

Figure 6 presents a histogram of the ion dynamics timescale parameters, $\tau_{i}$. The vast majority of the obtained values for parameter $\tau_{i}$ are smaller than 100 $\mu$s. As noted in Sect. 2.2, this
characteristic ion timescale, \( \tau_i \), is the smallest of the quantities \( \lambda_{\text{ph}}/v \) and the time for the cloud’s ions to collect enough ambient photoelectrons to be shielded by them, as estimated by Meyer-Vernet et al. (2017). Using Eqs. (11) and (4) of that paper, the latter can be simplified into

\[
\tau_{\text{ph}} \approx \left( \frac{3Q}{2\pi I_{\text{ph}}} \right)^{1/3} / \lambda_{\text{ph}}^{2/3}, \tag{18}
\]

where \( I_{\text{ph}} \) is the spacecraft photoelectron current at zero potential. Assuming \( I_{\text{ph}} \approx 20 \mu\text{A/m}^2 \) (which yields \( \lambda_{\text{ph}} \approx 0.9 \text{ m} \)), we deduce from the most commonly observed value \( \tau_i = 18 \mu\text{s} \) (Fig. 6) with the average charge \( Q \approx 40 \text{ pC} \), the cloud’s propagation and expansion speed to be \( v \approx 13 \text{ km/s}^{-1} \). This result depends weakly on the badly known photoelectron current and is consistent with our estimate that \( \tau_i \approx \tau_{\text{ph}} \) since the most commonly observed value of \( \tau_i \) is much smaller than \( \lambda_{\text{ph}}/v \).

These values can be compared with reasonable agreement to measurements from laboratory experiments and numerical simulations. For instance, our results match those of Lee et al. (2012), who measured the ion expansion speed in laboratory experiments and found \( v \gtrsim 10 \text{ km/s}^{-1} \). According to their results, plasma detection occurred most often from impacts on positively charged targets (such as STEREO). In contrast, detection rates for negatively charged and unbiased targets varied depending on the material. Based on multi-physics simulations of plasma production from hypervelocity impacts, Fletcher et al. (2015) reported a similar range of values.

3.4.3. Electron collection

The value of total charge, \( Q \), is derived from the parameter \( A \equiv \Gamma Q/C_{\text{sc}} \), which is obtained through the fitting. It should be noted that the value of \( A \) obtained on each monopole differs a bit (probably because of the influence effect on the monopoles, which is neglected in this work). However, since the total amount of charge released during an impact must be the same for all monopoles, we defined the total charge as the mean of the values obtained by fitting each monopole separately. For both STEREO spacecraft we used values for the spacecraft capacitance of \( C_{\text{sc}} = 200 \text{ pF} \), and for the antenna-spacecraft coupling \( \Gamma \approx 0.5 \) (Bale et al. 2008). As can be seen in the figure, values of \( Q \) lie within the range 8 - 120 pC.

The link between the total charge generated \( Q \), and both the mass, \( m \), and velocity, \( V \), of the impacting dust particles with respect to the spacecraft was studied recently using hypervelocity impact experiments on materials relevant to STEREO satellites (Collette et al. 2014). In the case of impacts on the thermal coating that covers most of the spacecraft, the result obtained is \( Q_{(c)} \approx 1.7 \times 10^{-3} \text{ mkg}/\text{km/s}^{-1} \). Based on this relationship, we can, by assuming a typical velocity for the impacts, translate the charge scale into a mass scale. For particles orbiting at Keplerian speeds, we can assume a typical impact velocity of 30 km/s^{-1}; the obtained mass range is then 20 – 340 \times 10^{-17} \text{ kg}, which corresponds to the size interval 2 – 5 \mu m (we assume a mass density \( \rho = 2.5 \text{ g/cm}^{-3} \)). On the other hand, it has appeared that the fluxes observed on several spacecraft, including STEREO (Zaslavsky et al. 2012), but also Parker Solar Probe (Pusack et al. 2021) and Solar Orbiter (Zaslavsky, A. et al. 2021), are dominated by impacts from a population of dust particles produced close to the Sun and pushed away along hyperbolic orbits by the radiation pressure, the \( \beta \) meteoroids. The velocity of these particles at 1 AU depends quite importantly on their origin and composition, through the value of the \( \beta \) parameter equal to the ratio of the radiation pressure force to the gravitational force on the dust grain. For dust of asteroidal origins, an order of magnitude of the velocity at 1 AU is 80 km/s^{-1} (Wilck & Mann 1996). Using this value we obtain masses and sizes ranging from 0.4 to 6 \times 10^{-17} \text{ kg}, and from 0.07 to 0.17 \mu m, respectively, which is comparable to the masses and sizes of grains detected on the cited missions.

Figure 7 shows the total charge, \( Q \), obtained through the fitting procedure, as a function of the charge \( Q_{\text{estimate}} \) estimated with the approximation \( Q_{\text{estimate}} = C_{\text{sc}} \delta V_{\text{max}} / \Gamma \) – the formula that has been used for several space missions (e.g., Zaslavsky et al. (2012)) when waveform data are not available for each event. Figure 7 shows that this rough estimate is very well correlated with the total charge, \( Q \), deduced from fitting the waveform. The slope is 1.63 \pm 0.01, with 0.8 the factor of correlation. This high correlation justifies the use of the formula \( A \equiv \Gamma Q/C_{\text{sc}} \) when no precise waveform data are available. However, this study shows that this formula underestimates the charge by around 30% (at 1AU).

This underestimation has had some consequences on the estimation of particle size, in previous studies (e.g., Zaslavsky et al. (2012)). Since we have seen that size is linked to \( Q \) by \( s \propto Q^{1/3} \), we can estimate that the size, \( s \), must be underestimated by around 10% – which is quite small given all the other sources of uncertainties.

3.4.4. Electron escape

We finally turn our attention to the electron escape current. Figure 8 shows value of the amount of charge escaping the spacecraft, \( \epsilon Q \), as a function of the estimated total cloud charge, \( Q \). The standard deviation shown as error bars gives an estimate of the width of the distribution of escaped charge in each bin. For this figure we choose only events exhibiting a voltage precursor larger than 5 mV. Our database contains about 20% of such events. Figure 9 shows the percentage of events with precursor amplitude larger than the threshold concerning the total charge amount \( Q \).

Figure 8 shows that both are almost linearly correlated (at least up to 70 pC), implying that the fraction of escaping charge, \( \epsilon \), is almost a constant. The slope of the curve, obtained by linear regression, provides a value of \( \epsilon = 0.085 \pm 0.004 \), where the
Maxwellian distribution of temperature $T$ (in eV), this yields $\epsilon$ of values of $Q$. The binwidth is 10 pC. The error bars show the standard deviation of the distribution of $\epsilon Q$ in each bin.

Fig. 8. Escaping charge, $\epsilon Q$, as a function of the total charge released in the cloud, $Q$. The points show the average of the values of $\epsilon Q$ per bins of values of $Q$. The binwidth is 10 pC. The error bars show the standard deviation of the distribution of $\epsilon Q$ in each bin.

uncertainty correspond to a 95% confidence interval on the value of the slope.

To our knowledge, this is a novel result. It shows that, on average and pretty much independently of the total amount of charge in the cloud, around 8% of this charge escapes the spacecraft. This offers, for instance, a way to evaluate at least an order of magnitude of the amount of charge released during an impact that saturates the instrument if a precursor is associated with this event.

This result has a further interesting consequence. It enables us to estimate the temperature of the impact-produced electrons as follows. Roughly half of such electrons are expected to move toward the spacecraft initially and recollected, provided the spacecraft potential is positive. Among the other half (those initially moving outward), only those with an energy (in eV) exceeding the spacecraft potential, $\varphi_{sc}$, will escape. Assuming a Maxwellian distribution of temperature $T$ (in eV), this yields

$$\epsilon = 0.5e^{-\varphi_{sc}/T}.$$  \hspace{1cm} (19)

With $\epsilon \approx 0.08$ and $\varphi_{sc} = 5$ V, we obtain $T = 2.7$ eV. This result is close to the value $T = 2.5$ eV found by Fletcher et al. (2015) and to all the previous estimates, which indicated that the impact electron temperature is a few eV.

Recently, impulsive magnetic signals have been detected by search coils associated with very large amplitude (saturating) signals on the monopoles of Parker Solar Probe and Solar Orbiter (T. Dudot de Wit, M. Kretzschmar, private communication). Such signals are likely produced by the current generated by electrons escaping from the spacecraft. In this context, our measurement takes on a supplementary interest since it helps us to evaluate the escaping current from the amplitude of the pre-shoot. Indeed, one must have $I_{\text{escape}} \sim \epsilon Q/\tau_e$, where $\tau_e$ is the timescale associated with the electron dynamics. As discussed previously, this timescale has been neglected ($\tau_e \sim 0$) in the present study. This was justified by the fact that in nearly every case the rise time of the voltage precursor is not time-resolved by the TDS instrument, even when it is functioning at its highest time resolution of 4 $\mu$s. Therefore, this time resolution can be safely considered as a higher limit on $\tau_e$, and one can evaluate

$$I_{\text{escape}} \gtrsim \frac{\epsilon Q}{4 \times 10^{-6}}.$$  \hspace{1cm} (20)

The amplitude of the magnetic pulses must be on the order of $\delta B \sim \mu_0 I_{\text{escape}}/2\pi R$, with $R$ the average distance between the outflowing electrons and the magnetic probe. We can then expect the amplitude of the magnetic pulse to be linearly related to the amplitude of the voltage precursor. Checking the linearity of this relation on a statistically relevant set of observed magnetic pulses would provide an interesting test for the hypothesis that the magnetic pulses are indeed produced by the current of escaping electrons.

Moreover, one can use the value of the parameter $\epsilon$ derived from our observations to estimate the size of the dust that produces magnetic pulses. For instance, an escaping current that produces a magnetic pulse of amplitude $B_{\text{obs}} \sim 0.5$ nT, taking for $R$ a value typical of the spacecraft size, $\sim 1$ m, should be $I_{\text{escape}} \sim 2\pi R_{\text{obs}} B_{\text{obs}}/\mu_0 \sim 3$ mA. Now assuming that the value of $\epsilon$ stays constant $\sim 0.08$ even for large values of $Q$, this current would correspond to a total impact charge of $Q \sim I_{\text{escape}}\tau_e/\epsilon \sim 100$ nC. For impact speeds of $50 - 100$ km s$^{-1}$ (relevant for Solar Orbiter and Parker Solar Probe; cf. Page et al. (2020)), this would give masses of $m \sim 10^{-14}$ kg or sizes of a few microns. This is an interesting test for the hypothesis that the magnetic pulses are indeed produced by the current of escaping electrons.

4. Conclusions

1. In this study we present a theoretical model for the generation of voltage pulses by the collision of dust grains onto a spacecraft. Our work, in the continuation of previous studies (Zaslavsky 2015; Meyer-Vernet et al. 2017), provides for the first time an analytical formula describing the voltage pulse as a consequence of the combined effects of charge collection by the spacecraft and electrostatic influence from charges in its vicinity. We validate our model using data from the S/WAVES instrument at 1 AU.

2. We used the S/WAVES TDS instrument to determine the four independent free parameters appearing in our model (total ion charge, $Q$, fraction of escaping charge, $\epsilon$, rise timescale, $\tau_{r}$, and relaxation timescale, $\tau_{\text{rel}}$) by fitting our model to the waveform data using a least-square Levenberg-Marquardt technique. This enabled us to obtain the first in situ measurements of parameters such as the electron escape current and the temperature of the electrons in the impact cloud ($T \sim 2.5$ eV).

3. Our study is consistent with the idea that the pulse’s rise time largely exceeds the spacecraft’s short timescale for electron recollection. When the electrons are recollected, the positive ions are still very close to the spacecraft since $m_i \gg m_e$. 
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Hence, they produce a voltage of the opposite sign to that produced by the electron recollection. Therefore, the rise time of the signal is determined by the voltage induced on the spacecraft by the cloud’s positive ions (Meyer-Vernet et al. 2017). Moreover, obtained values for the rise time give us insight into the propagation speed of the ion cloud. As far as we know, this is the first time that information about the velocity of ion clouds was calculated from data, and we compared the results with the values obtained in numerical simulations and laboratory instruments. Calculations based on numerical simulations (Fletcher et al. 2015) and laboratory experiments (Lee et al. 2012) match our results.

4. We found that the amount of charge escaping the spacecraft and the estimated total cloud charge are almost linearly correlated. Recently detected impulsive magnetic signals associated with saturating signals on the monopoles of Parker Solar Probe and Solar Orbiter are likely related to the electrons escaping from the spacecraft. In this context, our model takes on a supplementary interest since it helps us evaluate the escaping current from the amplitude of the precursor.

5. The effect of the potential induced by the cloud’s ions on the antennas, expected to be small on STEREO, could explain the minor differences between the voltages measured on the three monopole antennas. However, on other missions where the antennas are located on different sides of the spacecraft, for example WIND, Parker Solar Probe, and Solar Orbiter, this effect should produce very different voltages on different antennas and therefore enable dust detection in dipole mode, as first suggested by Meyer-Vernet et al. (2014).
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