ABSTRACT

This paper investigates the framework of encoder-decoder with attention for sequence labelling based spoken language understanding. We introduce Bidirectional Long Short Term Memory - Long Short Term Memory networks (BLSTM-LSTM) as the encoder-decoder model to fully utilize the power of deep learning. In the sequence labelling task, the input and output sequences are aligned word by word, while the attention mechanism cannot provide the exact alignment. To address this limitation, we propose a novel focus mechanism for encoder-decoder framework. Experiments on the standard ATIS dataset showed that BLSTM-LSTM with focus mechanism defined the new state-of-the-art by outperforming standard BLSTM and attention based encoder-decoder. Further experiments also show that the proposed model is more robust to speech recognition errors.

Index Terms— Spoken language understanding, encoder-decoder, focus-mechanism, robustness.

1. INTRODUCTION

In a spoken dialogue system, the Spoken Language Understanding (SLU) is a key component that parses user utterances into corresponding semantic concepts. The semantic parsing of input utterances in sequence labelling typically consists of three tasks: domain detection, intent determination and slot filling. In this paper, we focus on the sequence labelling based slot filling task which assigns a semantic slot tag for each word in the sentence. The main challenges of SLU are the performance improvement and its robustness to ASR errors.

Slot filling is a main task of SLU to obtain semantic slots and the associated values. Typically, slot filling would be treated as a sequence labelling (SL) problem to predict the slot tag for each word in the utterance. As a typical alignment task, one example of slot filling is illustrated in Figure 1. The goal is to label the word “Boston” as the departure city, “New York” as the arrival city, and “today” as the date.

![Fig. 1](attachment:image.png) An example of ATIS sentence and the annotated slots.

Standard approaches to solve this problem include generative models, such as HMM/CFG composite models [1], hidden vector state (HVS) model [2], and discriminative or conditional models such as conditional random fields (CRFs) [3], and support vector machines (SVMs) [4]. Recently, motivated by a number of very successful continuous-space, neural network and deep learning approaches [5, 6], many neural network architectures have been applied to this task, such as simple recurrent neural networks (RNNs) [7, 8, 9], convolutional neural networks (CNNs) [10], long short-term memory (LSTM) [11] and the variations of different training criterions [12, 13]. The most recent papers use variations on LSTM based sequence models, including encoder-decoder, external memory [14, 15].

Inspired by the success of the attention mechanism [16] in Natural Language Processing (NLP) field, we first applied an attention-based encoder-decoder [17] to treat the sequence labelling based SLU as a language translation problem. In order to consider the previous and the future information, we modelled the encoder with a bidirectional LSTM (BLSTM), and the decoder with an unidirectional LSTM. The attention mechanism takes the weighted average of scores provided by the matches between inputs around position A and output at position B. There are two main limitations of attention model in sequence labelling task:

- Input and output in the sequence labelling are aligned while the attention model scores the overall input words.
• The alignment could be learned by the attention model, but is difficult to approach with limited annotated data in sequence labelling task (unlike Machine Translation in which paired data is easier obtained).

To address the limitations of the attention mechanism in sequence labelling, we propose the focus mechanism which is emphasizing the aligned encoder’s hidden states.

The remainder of the paper is organized as follows. Section 2 discusses related research. Section 3 describes the BLSTM-LSTM based the encoder-decoder, the attention and focus mechanisms. Section 4 reports the experiment results. Finally, Section 5 draws conclusions.

2. RELATED WORKS

Recent research regarding slot filling has been focused on RNN and its extensions. At first, [17] used RNN to beat CRF in the ATIS dataset. [8] tried bi-directional and hybrid RNN to investigate using RNN for slot filling. [11] introduced LSTM and deep LSTM architecture for this task and obtained a marginal improvement over RNN. [14] proposed RNN-EM which used an external memory architecture to improve the memory capability of RNN. [13] proposed to use the ranking loss function to train a bi-directional RNN.

Except for the architectures of neural networks, many studies have been conducted to model the label dependencies. [10] proposed to combine CNN and CRF for sentence-level optimization. [8, 13] combined Elman-type and Jordan-type RNNs to consider the dependency on the last output label.

Following the success of attention based models in the NLP field, [19] applied the attention-based encoder-decoder to the slot filling task, but without LSTM cells. [15] proposed encoder-labeler architecture with two LSTMs which are encoder LSTM and labeler LSTM. The encoder-labeler model got the best performance of 95.66% F1-score in the ATIS dataset.

In order to achieve a full investigation, we combine BLSTM which considers the past and future information within the powerful encoder-decoder model to introduce the BLSTM-LSTM based encoder-decoder in sequence labelling task.

3. PROPOSED MODELS

By considering the past inputs only, unidirectional LSTM cannot solve long distance dependencies of future inputs. BLSTM addressed this shortcoming with two unidirectional LSTMs: a forward pass which processes the original input word sequence; a backward pass which processes the reversed input word sequence. To learn the advantages of these models, we are going to introduce a BLSTM-LSTM based encoder-decoder architecture.

3.1. BLSTM-LSTM + Attention

We followed the encoder-decoder from [16] which is based on RNN. To consider both the previous history and the future history, we use BLSTM as the encoder and LSTM as the decoder.

An important extension of encoder-decoder is to add an attention mechanism. We adopted the attention model from [17]. The only difference is that we use BLSTM as encoder in advance. The encoder reads the input sentence $x = (x_1, x_2, ..., x_{T_x})$ and generates $T_x$ hidden states by BLSTM:

$$ h_i = [\overrightarrow{h_i}, \overleftarrow{h_i}] $$
$$ \overrightarrow{h_i} = f_i(\overrightarrow{h}_{i+1}, x_i) $$
$$ \overleftarrow{h_i} = f_i(\overleftarrow{h}_{i-1}, x_i) $$

where $\overrightarrow{h_i}$ is the hidden state of backward pass in BLSTM and $\overleftarrow{h_i}$ is the hidden state of forward pass in BLSTM at time $i$.

The decoder is trained to predict the next semantic label $y_t$ given the all input words and all the previously predicted semantic labels $\{y_1, ..., y_{t-1}\}$:

$$ P(y_t|y_1, ..., y_{t-1}; x) = g(s_t) $$
$$ s_t = f_d(s_{t-1}, y_{t-1}, c_t) $$
$$ c_t = q(s_{t-1}, h_{1}, ..., h_{T_x}) $$

where $g$ refers to the output layer (often with softmax) and $s_t$ is the hidden state of decoder LSTM at time $t$, with $f_d$ set as LSTM unit function. $c_t$ denotes the contextual information for generating label $y_t$ according to different encoder hidden states, which is typically implemented by an attention mechanism [16], e.g.

$$ c_t = \sum_{i=1}^{T_x} \alpha_{ti} h_i $$
$$ \alpha_{ti} = \frac{\exp(a(s_{t-1}, h_i))}{\sum_{j=1}^{T_x} \exp(a(s_{t-1}, h_j))} $$

where $a$ is a feed-forward neural network. $s_0$ is initialized with $\overrightarrow{h}_1$. In order to apply this model for sequence labelling task, we enforce the output sequence generated by the decoder to get the same length of the input word sequence.

3.2. Focus mechanism

As referenced in the introduction, the attention mechanism is facing with two limitations in sequence labelling based SLU task. To address these problems, we propose the focus mechanism that only considers the aligned encoder hidden state, i.e. $\alpha_{ti} = 0$, if $t \neq i$; $\alpha_{ti} = 1$, if $t = i$. Thus,

$$ c_t = h_t $$
Therefore, there is no necessity to learn the alignment by utilizing the attention model. The encoder-decoder with attention and focus mechanisms are illustrated as figure 2.

4. EXPERIMENTS

4.1. Experimental Setup

We use the ATIS corpus which has been widely used as a benchmark by the SLU community. In ATIS, the sentence and its semantic slot labels are in the popular in/out/begin (IOB) representation. An example sentence is provided in figure 1. The training data consists of 4978 sentences and 56590 words. Test data consists of 893 sentences and 9198 words. We randomly selected 80% of the training data for model training and the remaining 20% for validation [9].

In addition to ATIS, we also apply our models for a custom Chinese dataset from the car navigation domain which contains 8000 utterances for training, 2000 utterances for validation and 1944 utterances for testing. Each word has been manually assigned a slot using IOB schema. Not only the natural sentence, the top hypothesis of each utterance produced from the automatic speech recognition (ASR) is also evaluated. These ASR top outputs have a word error rate (WER) of 4.75% and a sentence error rate (SER) of 23.42%.

We report the F1-score on the test set with parameters that achieved the best F1-score on the validation data. We deal with unseen words in the test set by marking any words with only one single occurrence in the training set as \textless unk \textgreater.

Our implemented LSTM neural networks are identical to the ones in [20]. As described earlier, the encoder-decoder model utilized a BLSTM for encoding and a LSTM for decoding. For training, the network parameters are randomly initialized in accordance with the uniform distribution (-0.2, 0.2). We used the stochastic gradient descent (SGD) for updating parameters. In order to enhance the generalization capability of our proposed models, we applied dropout with a probability of 0.5 during the training stage.

For encoder-decoder, we used left-to-right beam searching for decoding with beam size of two empirically. We tried different learning rates, ranging from 0.004 to 0.04 similar to grid-search. We kept the learning rate for 100 epochs and saved the parameters that gave the best performance on the validation set, which is measured after each training epoch.

4.2. Results on the ATIS Dataset

Table 1 shows the results on ATIS dataset. For all architectures, we set the dimension of word embeddings to 100 and the number of hidden units to 100. We only use the current word as input without any context words. BLSTM, which considers both the past and the future history, outperforms LSTM (+2.03%). The attention based BLSTM-LSTM model got lower F1-score than BLSTM (-2.7%). We think the reason is that the sequence labelling problem is a task, whose input and output sequences are aligned.

Having only limited data, it is difficult to learn the alignment accurately by using the attention mechanism. We try to expand the training data of ATIS by randomly replacing the value of each specific slot within sentences to 10 times that of the original scale. For example, “Flights from Boston” can be expanded to “Flights from New York”, “Flights from Los Angeles”, etc. The BLSTM-LSTM with attention achieves a 95.19% F1-score, while other methods did not benefit from the expanded training set.

| Model    | Mechanism | F1-score (%) |
|----------|-----------|--------------|
| LSTM     | -         | 93.40        |
| BLSTM    | -         | 95.43        |
| BLSTM-LSTM | Attention | 92.73        |
|          | Focus     | 95.79        |

Table 1. Experimental results on ATIS dataset.

By considering the alignment of the sequence labelling task, the BLSTM-LSTM with focus increased the F1-score from 92.73% to 95.79% and achieved an 0.36% improvement (significant level 10%) in comparison to BLSTM. We think the BLSTM-LSTM with focus has two advantages over the BLSTM: 1) the initialization of hidden state of decoder LSTM with $s_0 = \overrightarrow{h}_1$ provides sentence leveraging features; 2) it enables label dependency within the decoder.

Compared with the published results on the ATIS dataset, our method outperforms the previously published F1-score, illustrated in Table 2. Table 2 summarizes the recently published results on the ATIS slot filling task and compares them with the results of our proposed methods. Our proposed model achieves state-of-the-art performance but not statistically significant.

1There are other published results that achieved better performance by using Name Entity features, e.g. [8] achieved 96.24% F1-score. The NE features are annotated and really strong. If only using NE features, BLSTM obtained 97.00% F1-score. So it would be more meaningful to use only lexicon features.
Table 2. Comparison with published results on ATIS.

| Model          | \( F_1 \)-score |
|----------------|------------------|
| CRF \[8\]     | 92.94            |
| simple RNN \[7\] | 94.11            |
| CNN-CRF \[10\] | 94.35            |
| LSTM \[11\]   | 94.85            |
| RNN-SOP \[18\] | 94.89            |
| Deep LSTM \[11\] | 95.08          |
| RNN-EM \[14\] | 95.25            |
| Bi-RNN with Ranking Loss \[13\] | 95.47          |
| Encoder-labeler Deep LSTM \[15\] | 95.66          |
| BLSTM-LSTM (focus) | 95.79          |

| Model          | Mechanism | Manual Trans | ASR Hyp |
|----------------|-----------|--------------|---------|
| CRF            | -         | 94.55        | 91.51   |
| LSTM           | -         | 79.90        | 74.25   |
| BLSTM          | -         | 95.33        | 91.23   |
| BLSTM-LSTM     | Attention | 95.65        | 91.76   |
|                | Focus     | 96.60        | 93.08   |

Table 3. \( F_1 \)-scores of manual transcription and top hypothesis from ASR on Navigation dataset.

4.3. Results on Chinese Navigation Dataset

To investigate the robustness of the BLSTM-LSTM architectures with the attention or focus mechanism, we conduct additional experiments on the Chinese navigation dataset described in the experimental setup. For the neural network architectures, we also set the dimension of word embeddings to 100 and the number of hidden units to 100. Additionally, only the current word is used as LSTM input, in comparison to CRF which used a context window size of 5. We train the model on natural text sentences (without any speech recognition errors) and test it on not only manual transcriptions (correct text sentences), but also top hypotheses from speech recognition systems (including recognition errors).

Table 3 shows the results. CRF baseline seems competitive to BLSTM, due to the sentence-level optimization of the output. In comparison, the LSTM does not meet our expectations. Because the main challenge in this dataset is detecting longer phrases like location name (the length varies from 1 to 24 words). It suffers from long distant dependencies on past and future inputs. Subsequently, BLSTM solves this problem.

BLSTM-LSTM with focus-mechanism outperforms BLSTM on both natural sentences and top hypotheses from ASR significantly (significant level 5%). It seems BLSTM-LSTM encoder-decoder with focus mechanism is more robust to ASR errors. A possible reason is, that the label dependency in the decoder helps omit the error transformed from the encoder. CRF also models label dependency and outperforms BLSTM by parsing ASR outputs.

5. CONCLUSIONS

In our study, we have applied multiple BLSTM-LSTM encoder-decoders with attention and focus mechanism to SLU slot filling task. The BLSTM-LSTM architecture with focus mechanism achieved a state-of-the-art result on the ATIS dataset and shows to be robust to the ASR errors on a custom dataset. We also revealed that the attention mechanism needs more data to learn the alignment, while the focus mechanism has considered the alignment property of the sequence labelling problem. In future, we want to investigate BLSTM-LSTM with focus mechanism to other sequence labelling tasks (e.g. part-of-speech tagging, named entity recognition). Furthermore, we plan to use attention based BLSTM-LSTM for solving the SLU task in cases data is only provided unaligned.
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