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We demonstrate a method that merges the quantum filter diagonalization (QFD) approach for hybrid quantum/classical solution of the time-independent electronic Schrödinger equation with a low-rank double factorization (DF) approach for the representation of the electronic Hamiltonian. In particular, we explore the use of sparse “compressed” double factorization (C-DF) truncation of the Hamiltonian within the time-propagation elements of QFD, while retaining a similarly compressed but numerically converged double-factorized representation of the Hamiltonian for the operator expectation values needed in the QFD quantum matrix elements. Together with significant circuit reduction optimizations and number-preserving post-selection/echo-sequencing error mitigation strategies, the method is found to provide accurate predictions for low-lying eigenspectra in a number of representative molecular systems, while requiring reasonably short circuit depths and modest measurement costs. The method is demonstrated by experiments on noise-free simulators, decoherence- and shot-noise including simulators, and real quantum hardware.

INTRODUCTION

Solving the many-particle Schrödinger equation to compute eigenpairs of a Hamiltonian operator is an important application in computational science. For example, it arises in the simulation of the electronic structure of molecules and materials, as well as in mathematical optimization problems. In the context of classical computation, different strategies are employed to numerically determine approximate ground and excited Hamiltonian eigenpairs, typically by assuming that eigenstates have a certain structure.

Digital quantum computers have been proposed as an alternative and complementary approach to the determination of approximate ground and excited Hamiltonian eigenstates. While efficient ground- and excited-state determination cannot be guaranteed for a generic Hamiltonian, since this is a QMA-complete problem [1], a wealth of heuristic quantum algorithms have been designed and demonstrated in recent years. Simulation of the time-dependent Schrödinger equation, on the other hand, is a more natural application for a quantum computer, as it lies in the BQP complexity class [2]. This observation has generated an increasingly intense research effort, aimed at integrating the simulation of the time-dependent Schrödinger equation in the structure of quantum computational algorithms for eigenstate determination [3–5].

Quantum filter diagonalization (QFD) (and two similar methods developed simultaneously in the literature) [3, 4, 6] is a quantum algorithm in which a Hamiltonian operator is projected on a subspace spanned by a set of non-orthogonal quantum states generated via approximate quantum time evolution (or other quantum circuit propagation), and post-facto classically diagonalized. QFD can be regarded to as a quantum computational equivalent of classical filter diagonalization [7, 8], from which it inherits the connection with the Lanczos algorithm. Furthermore, it is an example of a quantum subspace diagonalization method [6, 9–11] in which, starting from a set of approximate reference states for the targeted eigenvectors that can be easily prepared classically, a basis for a subspace is constructed using time propagation.

The implementation of QFD on contemporary quantum hardware poses a number of conceptual and technical challenges. Among them, (i) the high gate complexity required by the simulation of time evolution under the Hamiltonian, which is especially pronounced for the electronic structure problem, (ii) the need of evaluating off-diagonal matrix elements that define overlap and Hamiltonian matrices, which requires Hadamard or swap quantum circuits, and (iii) the integration of dedi-
cated error mitigation techniques in the structure of the algorithm.

In the present work, we demonstrate a technique that merges QFD with a compressed low-rank double factorization of the electronic structure Hamiltonian, to achieve substantially shorted circuit representations of the time propagation steps, and to economize the evaluation of off-diagonal matrix elements. Further, we introduce a combination of post-selection and echo-sequencing aimed at mitigating errors from violations of particle number and spin-$z$ conservation. The proposed techniques, sketched in Figure 1, are demonstrated using classical simulators of quantum devices, and performing experiments on IBM quantum hardware.

**METHODS**

“Compressed” Double Factorized Electronic Hamiltonian

A key technical element of this manuscript is the “compressed” double factorization (C-DF) approximate representation of the electronic Hamiltonian, which provides for reduced gate count requirements in quantum circuits for QFD time propagation and reduced measurement requirements for Hamiltonian expectation values. Below, we review the representation of the electronic Hamiltonian in the double-factorized representation as previously discussed by several authors in the literature [12–19], including the popular “explicit” double factorization procedure [14, 16, 17, 19] (X-DF) for numerically finding the tensor factors. We then develop a new “compressed” double factorization (C-DF) procedure for numerically finding the tensor factors with enhanced compression and accuracy.

**The Electronic Hamiltonian**

In a real, orthonormal, and spin-restricted orbital basis (spatial parts of each orbital $\{\phi_p(\vec{r}_1)\}$ the same for each spin orbital $\{\psi_p,\alpha(\vec{x}_1) \equiv \phi_p(\vec{r}_1)\alpha(s_1)\}$ and $\{\phi_p,\beta(\vec{x}_1) \equiv \phi_p(\vec{r}_1)\beta(s_1)\}$), the electronic Hamiltonian may be written as [20]

$$
\hat{H} \equiv E_{\text{Ext}} + \sum_{pq} (p|\hat{c}|q) \hat{E}^+_pq + \frac{1}{2} \sum_{pqrs} (pq|rs) \hat{E}^+_pq \hat{E}^+_rs
$$

where the singlet spin-summed 1-particle substitution operator is $\hat{E}^+_pq \equiv \sum_{p,q,s} \hat{a}^+_p \hat{a}_q \phi_p(\vec{r}_1) \phi_q(\vec{r}_1)$. The spatial orbital electron repulsion integral (ERI) tensor is written in chemists’ notation as

$$
(pq|rs) \equiv \int \int \phi_p(\vec{r}_1) \phi_q(\vec{r}_1) \frac{1}{r_{12}} \phi_r(\vec{r}_2) \phi_s(\vec{r}_2).
$$

The modified spatial-orbital one-particle integrals are

$$
(p|\hat{c}|q) \equiv (p|\hat{h}|q) - \frac{1}{2} \sum_r (pr|qr). \tag{3}
$$

The spatial-orbital one-particle Hamiltonian integrals are

$$
(p|\hat{h}|q) \equiv (p| - \nabla_1^2|q) + (p) - \sum_A Z_A/r_A|q| \tag{4}
$$

$$
+2 \sum_i (pq|ii) - \sum_i (pi|qi),
$$

where $\{\vec{r}_A\}$ are the nuclear positions, $\{Z_A\}$ are the corresponding nuclear charges and $\{\phi_p(\vec{r}_1)\}$ are the core spatial orbitals in an active space picture. The external system self-energy is

$$
E_{\text{Ext}} \equiv \sum_{A>B} \frac{Z_A Z_B}{r_{AB}}. \tag{5}
$$

The external system self-energy, one-particle Hamiltonian integrals, and electron repulsion integrals are polynomially tractable input quantities from classical electronic structure codes.

When naively expanded into Pauli words in e.g., the Jordan-Wigner representation, this operator appears to require $O(n_p^3)$ unique Pauli words that occupy $O(n_p^3)$ commuting groups, with significant efforts required to minimize the prefactor of the $O(n_p^3)$ group determination [21, 22]. This scaling implies significant computational cost in time-propagation or evaluation of the expectation value of this Hamiltonian. Recently, a number of authors have achieved substantial practical reductions in the cost of both of these considerations through an approach we will generically refer to as “double factorization” (DF) [12, 14, 16–19].[23] The crux of the idea is a representation of the ERI tensor as

$$
(pq|rs) \approx \sum_t \sum_k U^t_{pk} U^t_{qs} Z^t_{kl} U^t_{rl} U^t_{sl}. \tag{6}
$$

Where the “leaf tensor” $U^t_{pk}$ is constrained to be orthonormal (actually, we require this matrix to be special orthogonal without loss of generality for all cases encountered in this work)

$$
\sum_k U^t_{pk} U^t_{qs} = \delta_{pq}, \sum_k U^t_{kp} U^t_{kq} = \delta_{pq} \forall t, \tag{7}
$$

and the “core tensor” $Z^t_{pq}$ is constrained to be symmetric

$$
Z^t_{kl} = Z^t_{lk} \forall t. \tag{8}
$$

In Equation 6, the sum over $t$ goes up to a maximum value of $n_{DF}$, whose value is determined by the double
factorization fitting procedure and user-defined input parameters. Similarly, we can take the orthonormal eigendecomposition of

\[ (p|\hat{k}|q) = \sum_k U_{pk}^0 f_k^0 U_{qk}^0. \]  

(9)

Here only a single expansion index is needed due to the analytical nature of the eigendecomposition (in contrast to \( n_{\text{DF}} \) expansion indices for the ERI tensor above) and is denoted by the special index "\( o \)." Provided that efficient methods exist [24–26] to transform the representation of the one-particle orbital basis according to the orbital transformation \( U_{pk}^t \), the Hamiltonian may now be written as

\[ \hat{H} \equiv E_{\text{Ext}} + \sum_k f_k^0 \hat{E}_{kk}^t(0) + \frac{1}{2} \sum_t \sum_{kl} Z_{kl}^t \hat{E}_{kk}^t(t) \hat{E}_{ll}^t(t). \]  

(10)

The operators \( \hat{E}_{kk}^t(t) \) are diagonal in qubit representations such as the Jordan-Wigner and parity representations. Therefore, the expectations over separate \( k \) and \( t \) terms can be measured simultaneously for each \( t \), drastically reducing the number of required measurements to evaluate Hamiltonian expectation values. Similarly, the implementation of time-propagation (Trotterized across \( t \)) can be accomplished by commuting and highly-parallelized controlled \( Z \) rotations. The generic idea of double factorization can therefore substantially reduce the cost of quantum circuit implementation of quantum chemistry methods. However, the specific practical cost of implementation will depend on the number of \( t \) factors required to achieve an accurate factorization of the ERI tensor, i.e., on \( n_{\text{DF}} \). We try to reduce this cost in the methodology developed below.

"Explicit" Double Factorization

In the straightforward "explicit" approach to double factorization (which we label as X-DF) [14, 16, 17, 19], we first eigendecompose decompose the ERI tensor into a form of density fitting factorization:

\[ (pq|rs) = \sum_t V_{pq}^t \lambda_t V_{rs}^t \]  

(11)

where \( V_{rs}^t = V_{sr}^t \) (up to numerical noise in accidental degeneracies). Next, for each eigenvector, we eigendecompose

\[ V_{rs}^t = \sum_k U_{pk}^t U_{qk}^t \gamma_k^t, \]  

(12)

and then form

\[ Z_{kl}^t = \gamma_k^t \lambda_t \gamma_l^t. \]  

(13)

"Compressed" Double Factorization

The X-DF procedure provides a straightforward and explicit recipe for obtaining the double-factorized quantities \( U_{pk}^t \) and \( Z_{kl}^t \), but it may be a non-optimal factorization due to the nested form of the eigendecompositions. Here, we consider an alternative "compressed" double factorization (C-DF) based on global optimization of a least squares objective function.

The least-squares objective function for C-DF is

\[ \mathcal{O}(U_{pk}^t, Z_{kl}^t) \]  

(14)

\[ \equiv \frac{1}{2} \left( \langle pq|rs \rangle - \sum_t \sum_{kl} U_{pk}^t U_{qk}^t Z_{kl}^t U_{rl}^t U_{sl}^t \right)^2_F, \]  

where \( F \) denotes the vector-type Frobenius norm. Defining

\[ \Delta_{pqrs} \equiv \langle pq|rs \rangle - \sum_t \sum_{kl} U_{pk}^t U_{qk}^t Z_{kl}^t U_{rl}^t U_{sl}^t, \]  

(15)

then the gradients are

\[ \frac{\partial \mathcal{O}}{\partial Z_{kl}^t} = -\sum_{pqrs} \Delta_{pqrs} U_{pk}^t U_{qk}^t U_{rl}^t U_{sl}^t \]  

(16)

and

\[ \frac{\partial \mathcal{O}}{\partial U_{pk}^t} = -4 \sum_{qrst} \Delta_{qrst} U_{qk}^t Z_{kl}^t U_{rl}^t U_{st}^t. \]  

(17)

Note that the a recent paper on Jastrow-Factor VQE [18] briefly considers in an appendix direct fitting of the doubly-factorized tensors of the ERI tensor to the exact ERI tensor, which goes beyond X-DF in the direction of C-DF. However, no details are given as to the numerical procedure used to perform this fit.

Unconstrained Form in Terms of Orbital Rotation Generators: To remove the orthogonality constraints, one can always define the special orthogonal orbital rotation matrices \( U_{pk}^t \) in terms of matrix exponentials of antisymmetric orbital rotation generator matrices \( X^t_{pk} \)

\[ U_{pk}^t \equiv \exp(\hat{X}^t_{pk}) \]  

(18)

where

\[ \hat{X}^t \equiv X^t_{pq}|p\rangle\langle q| \]  

(19)

subject to

\[ X^t_{pq} = -X_{qp}^t \forall t. \]  

(20)

In Equation 18, the notation \( \exp(\hat{M}) \) means the matrix exponential of the matrix operator symbolically defined
as $\hat{M}$. In this form, the C-DF objective function becomes unconstrained

$$O(U_{pkl}^t, Z_{kl}^t) \rightarrow O(X_{pq}^t, Z_{kl}^t),$$

(21)

and the gradient of the C-DF objective function is easily evaluated through the chain rule, yielding

$$\frac{\partial O}{\partial X_{kl}^t} = \sum_{pq} \frac{\partial O}{\partial U_{pkl}^t} \frac{\partial U_{pkl}^t}{\partial X_{kl}^t}. \quad \text{(22)}$$

Efficient linear algebraic operations for the matrix exponential and the matrix exponential gradient exist in the form of the Wilcox identity [27]. These have been specialized to the cases of antisymmetric generators $\hat{X}$, and may be considered to be universal library functions for any $X_{pkl}$. With this unconstrained formulation, one may supply the objective function and analytical gradient function to a numerical unconstrained continuous optimizer such as L-BFGS, and numerically optimize the $X_{pkl}$ and $Z_{kl}^t$ factors of C-DF simultaneously. We have implemented this and found that while it provides a straightforward and simple approach, convergence can be markedly slow. For this reason, we pursue a nested “two-step” C-DF fitting procedure below.

Core Tensor Analytical Fitting: An interesting avenue to explore is the form of the fitting equations when the factors $U_{pkl}^t$ are known (in analogy to the least-squares tensor hypercontraction procedure [28] in non-orthogonal tensor hypercontraction, in which an analytical formula for $Z_{kl}^t$ resulted)

$$O(Z_{kl}^t | U_{pkl}^t) = \frac{1}{2} \left| (pq|rs) - \sum_n U_{pkn}^t Z_{kl}^t U_{rk}^t U_{nl}^t \right|^2. \quad \text{(23)}$$

Here the weak form of the objective function is

$$\frac{\partial O}{\partial Z_{kl}^t} = -\sum_{pqrs} \Delta_{pqrs} U_{pkn}^t U_{qkn}^t U_{rl}^t U_{sl}^t = 0 \forall k, l, t. \quad \text{(24)}$$

Expanding yields

$$\sum_{k'} \sum_{kl} M_{kl}^{t'} Z_{kl}^{t'} M_{kl}^{t'} = R_{kl} \forall k, l, t \quad \text{(25)}$$

where

$$R_{kl} = \sum_{pqrs} U_{pkl}^t U_{qkl}^t (pq|rs) U_{rl}^t U_{sl}^t \quad \text{(26)}$$

and

$$M_{kl}^{t'} = \left[ \sum_p U_{pkl}^t U_{pkl}^{t'} \right] \left[ \sum_q U_{qkl}^t U_{qkl}^{t'} \right] \quad \text{(27)}$$

The $^2$ notation is the element-wise square in the last expression. $S_{kk'}^{t'}$ are matrix metrics (symmetric, positive definite, with singular values in $[0, 1]$) when unrolled in $kl \times k'l$. $M_{kk'}^{t'}$ are thus also metric matrices, with the extra specialization of having wholly positive values.

These equations can be effectively written as

$$\sum_{k'l'} A_{ikl', vk'l'} Z_{vl'v'} = R_{ikl} \forall k, l, t \quad \text{(28)}$$

where,

$$A_{ikl', vk'l'} = M_{ikl'}^{t'} M_{k'l'}^{t''}, \quad \text{(29)}$$

i.e., a simple set of linear equations. It should be noted that the matrix $A$ has formal singularities of degeneracy $n_{DF} - 1$, and may also contain numerical near-singularities if the active $U_{pkl}^t$ matrices are numerically similar. In practice the eigendecomposition-based Moore-Penrose pseudoinverse approach to solve these equations costs $O(n_{DF}^2 n_{DF}^3)$, which is tractable for medium-sized problems. Moreover, conjugate gradient and L-BFGS approaches appear to also provide reliable convergence with lowered cost. The matrix-vector product primitive needed for such iterative approaches is

$$\sigma_{ikl} \equiv \sum_{k'l'} A_{ikl', vk'l'} b_{v'l'v} \quad \text{(30)}$$

This can be efficiently implemented in terms of matrix multiplications with a cost of $O(n_{DF}^2 n_{DF}^3)$.

Two-Step C-DF Fitting: The above finding of an analytical fit for $Z_{kl}^t$ for any proposed $U_{pkl}^t$ leads to the following “two-step” C-DF fitting

$$O(U_{pkl}^t) = \frac{1}{2} \left| (pq|rs) - \sum_n U_{pkn}^t Z_{kl}^t U_{rk}^t U_{nl}^t \right|^2. \quad \text{(31)}$$

where $Z_{kl}^t$ is shorthand for the optimal $Z_{kl}^t$ predicated on the current $U_{pkl}^t$ discussed in the section above. In practice, one actually works with the unconstrained form $O(X_{pkl})$ within this two-step C-DF fitting procedure, with the unconstrained optimization in $X_{pkl}$ being handled by L-BFGS. The explicit two-step C-DF procedure is,

**Stage 0:** Use the X-DF factorization to obtain a guess for the factors $\{U_{pkl}^t\}$ and $\{Z_{kl}^t\}$.

**Stage 1 (Optional - Will be first iteration of Stage 2):** For $\{U_{pkl}^t\}$ from Stage 1, find the globally optimal $\{Z_{kl}^t\}$ via least-squares (analytical).

**Stage 2:** For $U_{pkl}^t$ from Stage 0 or Stage 1 (identical), run two-step C-DF fitting to find the globally optimal $\{U_{pkl}^t\}$ and $\{Z_{kl}^t\}$.

This procedure is analogous to the “two-step CASSCF” method, where the orbitals are rotated and optimized in an outer loop, with the active space configuration interaction exactly solved at each orbital point in an inner loop [20, 29].
The C-DF approach outlined above was implemented in a simple python/numpy environment. L-BFGS (scipy) with analytical gradients is used to drive the optimization loop in $X^t_{pk}$. The matrix exponential needed to form $U^t_{pk}$ is evaluated from the complex Hermitian eigendecomposition of $iX^t_{pk}$, and the corresponding exponential derivative is evaluated by the Wilcox formula [27]. The linear equations used to solve for the optimal $Z^t_{pk}$ for a given $U^t_{pk}$, e.g., Equation 28, are solved explicitly via an eigendecomposition-based Moore-Penrose pseudoinverse with eigenvalue cutoff of $10^{-10}$.

Figure 2 shows representative performance of the X-DF and C-DF methods. The test case is a 10 orbital active space of the lowest lying $\pi$ and $\pi^*$ orbitals computed at RHF/cc-pVDZ. The C-DF objective function of $O(U^t_{pk}, Z^t_{kl})$ and the maximum absolute deviation (MAD) in the ERI tensor $|\Delta_{pqrs}|_\infty$ are plotted as a function of DF rank expansion $n_{DF}$ for the Stage 0, Stage 1, and Stage 2 outcomes of the C-DF procedure. Stage 0 is the result that would be obtained by the older X-DF approach, while Stage 2 corresponds to a complete C-DF procedure.

The results are generally straightforward. Using the shortest possible DF factorization $n_{DF} = 1$, the Stage-0 X-DF obtains a rather coarse representation of the ERI tensor, with objective function value $\delta = O(10^0)$ and ERI MAD of $O(10^{-1})$. Adding more X-DF factors monotonically improves matters, with roughly geometric convergence (as expected from density fitting), however the prefactor is rather slow, and only a 4-fold reduction in objective function value and ERI MAD are achieved by $n_{DF} = 4$. Moving to Stage-1, one finds that refitting the $Z^t_{kl}$ factors with fixed X-DF $U^t_{kl}$ factors does not significantly improve matters. However, moving to the full Stage-2 C-DF method, one finds substantial improvement of at least one order of magnitude in $O$ and roughly one order of magnitude in $\delta$ for all $n_{DF}$. Particularly striking is the fact that it is better to use the coarsest $n_{DF} = 1$ C-DF factorization than to use the largest $n_{DF} = 4$ factorization shown here. It should be noted that C-DF is not a panacea in the sense that (1) often a very large number of L-BFGS optimization epochs are required to obtain substantive convergence and (2) in some cases, such as $n_{DF} = 5$ (not shown on Figure 2 for clarity), substantive convergence is not obtained at all within $10^5$ L-BFGS epochs. This indicates that additional work should be done to improve the convergence behavior of the C-DF optimization procedure. This issue aside, C-DF seems to provide remarkable improvement over X-DF in many cases, particularly including the highly important case of small $n_{DF}$ DF rank expansion.

We use C-DF for all QFD cases discussed later in this work.

### Quantum Filter Diagonalization

Quantum filter diagonalization (QFD) is a technique for approximating eigenpairs of a Hamiltonian operator $\hat{H}$ [3, 4]. It makes use of a set of of time-propagated states,

$$|\Psi_m\rangle = e^{-i\Delta tmH}|\Psi_0\rangle = \hat{U}_{\Delta t}^m|\Psi_0\rangle , \quad (32)$$

as a variational basis for approximate diagonalization of $\hat{H}$. In (32), $\hat{U}_{\Delta t}$ is the time-evolution operator under the Hamiltonian $\hat{H}$ for time $\Delta t$, $m = 0 \ldots n_{QFD}$ is an integer number, and $|\Psi_0\rangle$ is a “guess” quantum state determined by classical pre-processing that can be prepared efficiently by a quantum circuit, such as a Slater determinant. A straightforward variant of the method allows for the use of a basis of multiple nonredundant guess states [3], but in this work, we always use a single guess state. Approximations for the eigenstates of $\hat{H}$ are constructed as linear combinations of the basis vectors,

$$|\Phi_I\rangle = \sum_{m=0}^{n_{QFD}} c_{ml} |\Psi_m\rangle , \quad (33)$$

where the coefficients are determined by classically solving the generalized eigenvalue equation $H_{cl} = \varepsilon_{cl} c_l$, where

$$S_{m,n} = \langle \Psi_m | \Psi_n \rangle , \quad H_{m,n} = \langle \Psi_m | \hat{H} | \Psi_n \rangle . \quad (34)$$

The overlap and Hamiltonian matrices $S$ and $H$ are computed using a set of extended Hadamard quantum circuits [30] with a single ancilla, illustrated in Fig. 3.
Indeed, it can be easily shown that
\[ \langle \Psi_m | \hat{h}_\mu | \Psi_n \rangle = \langle \chi | X \otimes \hat{h}_\mu | \chi \rangle + i \langle \chi | Y \otimes \hat{h}_\mu | \chi \rangle . \] (35)
where
\[ |\chi\rangle = \frac{|0\rangle \otimes \hat{U}_{\Delta t}^m |\Psi_0\rangle + |1\rangle \otimes \hat{U}_{\Delta t}^{n-m} |\Psi_0\rangle}{\sqrt{2}} \] (36)
is the output state of the quantum circuit in Fig. 3.

In general, the exact time-evolution operator \( \hat{U}_{\Delta t} \) is not known. On a digital quantum computer, it can be approximated with accuracy \( \delta \) at cost scaling up to polynomially with system size, simulation time \( \Delta t \) and inverse accuracy \( \delta^{-1} \) [2]. A prominent example is the primitive Trotter approximation
\[ \hat{U}_{\Delta t} \simeq \prod_\mu e^{-i \Delta t \hat{h}_\mu} , \quad \hat{H} = \sum_\mu \hat{h}_\mu , \] (37)
where, for each operator \( \hat{h}_\mu \), the quantum circuits implementing \( e^{-i \Delta t \hat{h}_\mu} \) is known.

In this work, we introduce a primitive Trotter approximation (37) into the definition of the basis vectors \( |\Psi_m\rangle \). Within such an approximation, the Toeplitz property \( S_{m,n} = S_{n,m} = H_{m,n} = H_{0,n-m} \) enjoyed by the exact overlap and Hamiltonian matrix elements (33) is lost, so that the number of quantum circuits to be evaluated scales as \( \mathcal{O}(n^2_{\text{QFD}}) \). Nevertheless, the QFD algorithm retains a number of desirable features, especially numerical stability and the structure of a variational wavefunction Ansatz [3].

In the next section, we explore how the C-DF representation of the electron repulsion integral can be used to economize QFD circuits, and the measurement of QFD matrix elements.

### Circuit Reduction Strategies

To describe the circuit reductions allowed by the combination of QFD and DF, we express the Hamiltonian as in Eq. (10),
\[ \hat{H} = E_{\text{Ext}} + \sum_k f_{kk}^{0} \hat{E}_{kk}^+(0) + \sum_t \sum_{kl} \frac{Z_{kl}^t}{2} \hat{E}_{kl}^+(t) \hat{E}_{kl}^-(t) + \sum_t \hat{G}_{\text{hf} \rightarrow t} \left[ \sum_{kl,\sigma} \frac{Z_{kl}^t \hat{n}_{k,\sigma} \hat{n}_{l,\sigma}}{2} \right] \hat{G}_{t \rightarrow \text{hf}} \]
(38)

Here, \( \hat{G}_{t \rightarrow \text{hf}} \) denotes a unitary transforming from the Hartree-Fock basis to the eigenbasis of the 1-body term, and the indices \( l = 1 \ldots n_{\text{DF}} \) represent the terms of the double factorized Hamiltonian.

Under the Jordan-Wigner mapping, number operators \( \hat{n}_{k,\sigma} \) and products of number operators \( \hat{n}_{k,\sigma} \hat{n}_{l,\tau} \) take the form
\[ \hat{n}_{k,\sigma} = \frac{(1 - Z_{k,\sigma})}{2} \]
\[ \hat{n}_{k,\sigma} \hat{n}_{l,\tau} = \frac{(1 - Z_{k,\sigma})(1 - Z_{l,\tau})}{2} \] (39)
As seen, products of number operators contain terms that are linear in \( Z_{k,\sigma} \). Our goal is to re-organize the Hamiltonian into a new one-body part and a set of two-body factors involving only products of the form \( Z_{k,\sigma} Z_{l,\tau} \). To this purpose, we introduce the operators \( \hat{z}_{k,\sigma} = 1 - 2 \hat{n}_{k,\sigma} \) and recall that \( \hat{z}_{k,\sigma}^2 = 1 \), we can readily recast Eq. (10) in the form
\[ \hat{H} = E_{\text{Ext}}' + \hat{G}_{\text{hf} \rightarrow 0} \left[ \sum_{k\sigma} f_{kk}^{0} \hat{z}_{k,\sigma} \right] \hat{G}_{0 \rightarrow \text{hf}} 
+ \sum_t \hat{G}_{\text{hf} \rightarrow t} \left[ \sum_{kl,\sigma\tau} \frac{Z_{kl}^t \hat{z}_{k,\sigma} \hat{z}_{l,\tau}}{8} \right] \hat{G}_{t \rightarrow \text{hf}} \] (40)
where the asterisk denotes summation over strings \( kl,\sigma\tau \) with \( k \neq l \), or \( k = l \) and \( \sigma \neq \tau \), and primes denote a simple redefinition of the Hamiltonian coefficients and of the unitary transforming from the Hartree-Fock basis to the eigenbasis of the one-body part of the Hamiltonian.

In this form, time evolution under the Hamiltonian for a time step \( \Delta t \) can be approximated by
\[ \hat{U}_{\Delta t} \simeq e^{-i \Delta t E_{\text{Ext}}'} \hat{G}_{\text{hf} \rightarrow n_{\text{DF}}} \left[ \prod_t \hat{V}_{2b,t} \hat{G}_{t \rightarrow t-1} \right] \hat{V}_{1b} \hat{G}_{0 \rightarrow \text{hf}} \]
(41)
where
\[ \hat{V}_{1b} = \prod_{k,\sigma} e^{-i \Delta t f_{kk}^{0} \hat{z}_{k,\sigma}} , \]
\[ \hat{V}_{2b,t} = \prod_{kl,\sigma\tau} e^{-i \Delta t \frac{Z_{kl}^t}{2} \hat{z}_{k,\sigma} \hat{z}_{l,\tau}} , \] (42)
and \( \hat{G}_{t_{t+1}} = \hat{G}_{gf} \hat{G}_{t_{t+1}} \).

In this form, each of the change-of-basis units \( \hat{G} \) factors in two identical parts, acting on spin-up and spin-down spin-orbitals respectively. Such parts can be compiled into networks of Givens rotations, which can in turn be represented with one- and two-qubit gates, as discussed in the Appendix. Furthermore, in the Jordan-Wigner representation, evolution under the one-body part of the Hamiltonian can be implemented by a network of single-qubit \( Z \) rotations, and each of the terms \( \exp \left( -i \Delta t Z_{kl}^\dagger \hat{z}_{k,\sigma} \hat{z}_{l,\tau} \right) \) can be implemented with 2 CNOT and and single-qubit \( Z \) rotation, as discussed in the Appendix.

The quantum circuit implementing the controlled version of the unitary transformation Eq. (41) is shown in Fig. 4. It is useful to observe that unitaries \( \hat{G} \) multiply to the identity and thus, as seen in Fig. 4, they need not be controlled. In the Jordan-Wigner representation, each controlled \( \exp \left( -i \Delta t f_{kk}^j \hat{z}_{k,\sigma} \right) \) can be constructed with 2 CNOT and 2 single-qubit \( Z \) rotations, whereas each controlled \( \exp \left( -i \Delta t Z_{kl}^\dagger \hat{z}_{k,\sigma} \hat{z}_{l,\tau} \right) \) by 4 CNOT and 2 two-qubit \( ZZ \) rotations.

**Error Mitigation Strategies**

**Post-Selection**

The structure of the Hamiltonian highlighted in Eq. (41) allows for a simple scheme for measurement post-selection, based on enforcing the correct numbers \( N_\alpha \), \( N_\beta \) of particles for each spin species[19]. The \( \hat{h}_\mu \) referenced in Fig. 3 are represented by our operators

\[
\hat{h}_0 = \sum_{k,\sigma} f_{kk}^j \hat{z}_{k,\sigma} ,
\]

\[
\hat{h}_t = \sum_{kl,\sigma,\tau} Z_{kl}^t \hat{z}_{k,\sigma} \hat{z}_{l,\tau} , \quad t = 1 \ldots n_{DF} .
\]

As shown in Figure 5, we can measure each of these operators in their respective diagonal basis by first applying an appropriate unitary transformation, and then making a projective measurement in the computational basis.

The benefit of this measurement scheme is that \( N_\alpha \) and \( N_\beta \) are simultaneously diagonalized in each basis. This means that \( N_\alpha \) and \( N_\beta \) can be extracted from each measurement shot of each operator in our Hamiltonian. From this information we can discard any shots that return an incorrect number of particles of each spin polarization.

**Echo-sequencing**

In Ref [31] the authors introduce the idea of echo-sequencing each full Trotter step by the inherent symmetries of the Hamiltonian. A standard simulation

\[
e^{-iHt} \approx \prod_j \hat{U}_\Delta t
\]

is replaced with a symmetry-protected one,

\[
e^{-iHt} \approx \prod_j \hat{C}_j^\dagger \hat{U}_\Delta t \hat{C}_j , \quad [\hat{C}_j, \hat{H}] = 0 ,
\]

resulting in a reduction of the second-order Trotter error.

In this work, the Trotter step takes the form

\[
U_{\text{target}}(\Delta t) = \prod_\mu e^{-i\Delta t k_\mu} ,
\]

and, to first order in the Schrödinger representation, time evolution acts as

\[
\rho(\Delta t) = \rho(0) - i\Delta t \sum_\mu [\rho(0), \hat{h}_\mu] .
\]

Here, \( [\hat{N}_\alpha, \hat{h}_\mu] = 0 \), which provides the opportunity to simultaneously echo both the \( \alpha \) and \( \beta \) spin sectors.
for each term \( \exp[-i\Delta t \hat{h}_\mu] \). Making the assumption that the noise exhibited on the hardware, when implementing each time evolved block \( \exp[-i\Delta t \hat{h}_\mu] \), takes the form

\[
U_{\text{exp}}(\Delta t) = \prod_\mu e^{-i\Delta t (\hat{h}_\mu + \hat{V}_\mu)},
\]

(46)

then, when expanding to first order in the Heisenberg representation, we now have

\[
\rho(\Delta t) = \rho(0) - i\Delta t \sum_\mu \left[ \rho(0), \hat{h}_\mu + \hat{V}_\mu \right].
\]

(47)

On the other hand, if we echo with both \( \hat{\eta}_\alpha \) and \( \hat{\eta}_\beta \) for each term \( \exp[-i\Delta t \hat{h}_\mu] \), this leaves

\[
U_{\text{echo}}(\Delta t) = \prod_\mu \hat{C}_\mu e^{-i\Delta t (\hat{h}_\mu + \hat{V}_\mu)} \hat{C}_\mu^\dagger,
\]

(48)

\[
\hat{C}_\mu = e^{i\eta_{\alpha,\mu} \hat{N}_\alpha + i\eta_{\beta,\mu} \hat{N}_\beta},
\]

where \( \eta_{\alpha,\beta,\mu} \) is a random phase with uniform distribution in the interval \([0, 2\pi]\). The average of the first-order expansion over the random phases is

\[
\bar{\rho}(\Delta t) = \rho(0) - i\Delta t \sum_\mu \left[ \rho(0), \hat{h}_\mu + P_{N_\alpha,N_\beta} \hat{V}_\mu P_{N_\alpha,N_\beta} \right],
\]

where \( P_{N_\alpha,N_\beta} \) is the projection operator on the proper symmetry sector.

Therefore, this echo-sequence scheme results in the suppression of error terms that couple different symmetry sectors together \([32, 33]\). The ability to conduct \( L + 1 \) echoes per Trotter step instead of a single echo should result in a higher capacity for error mitigation, especially when \( L \) is large.

Under the Jordan-Wigner mapping the echo terms for each spin species is simply a product of single-qubit \( Z \) rotations, which can be implemented with minimal overhead. The echo scheme can be implemented under the parity mapping as well, but this requires applying the operators \( \exp(-i\hat{\eta}(Z_0 + Z_0Z_1 + Z_1Z_2 + \ldots + Z_{N-1}Z_N)) \), and thus involves a greater overhead.

**RESULTS AND DISCUSSION**

The strategy for the calculations performed in this work involved initial pre-processing by classical quantum chemistry codes on conventional computers, to generate optimized Hartree-Fock orbitals and matrix elements of the Hamiltonian in active spaces of 2, 4 or 6 orbitals, prior to performing computations with quantum simulators or devices.

The chemical species studied in this work are shown in Figure 6 at geometries listed in the Supplementary Material. The Hamiltonian is constructed from an active space of restricted Hartree-Fock (RHF) singlet spatial orbitals, computed via the Lightspeed/TeraChem package, for all computations performed herein.

Quantum calculations are performed using IBM’s open-source Python library for quantum computing, Qiskit \([34]\). Qiskit provides tools for various tasks such as quantum circuit simulation, optimization, and machine learning on noisy quantum computers.
as creating quantum circuits, performing simulations, and computations on quantum devices. We ran our experiments on both the statevector and qasm simulators in Qiskit, and performed hardware experiments on 16- and 28-qubit devices available through IBM Quantum Experience with quantum volume [35] of 32, namely, ibmq_guadalupe, ibmq_montreal and ibmq_mumbai [36].

**Classical simulations**

We begin our analysis by computing, in Figure 7, the exact singlet-triplet and singlet-singlet gaps, $\Delta E_{S_T, T_1}$ and $\Delta E_{S_S, S_1}$ respectively, for stilbene and BChl $a$. We use the exact and doubly-factorized Hamiltonian, with $n_{DF} = 1, 2, 3, 4$ layers of tensors, with the purpose of assessing the accuracy of the double factorization. As seen, for active spaces of $M = 2$ orbitals, $n_{DF} = 2$ layers are sufficient to obtain an exact representation of the electron repulsion integral, and thus exact gaps. For $M = 4, 6$ orbitals, on the other hand, $n_{DF} = 4$ layers are needed to achieve milliHartree accuracy.

In Figures 8, 9 and 10 we perform exact simulations of the QFD algorithm for cis-, trans-stilbene and BChl $a$ respectively, using active spaces of $M = 2$ to 6 orbitals. As naturally expected, and in accordance with the observations of Figure 7, increasing the number $n_{DF}$ of layers in the doubly-factorized representation of the Hamiltonian brings energy differences systematically closer to exact values for the full Hamiltonian. Indeed, with $n_{DF} = 1$, deviations between singlet-triplet and singlet-singlet gaps of the exact and doubly-factorized Hamiltonian are of the order of 2 to 40 mHa, and decrease as $n_{DF}$ increases. For all species considered here, the singlet-singlet gap from the doubly-factorized Hamiltonian is closer to the exact value than the singlet-singlet gap, indicating that the latter quantity is more sensitive to approximations in the electron repulsion integral.

For cis- and trans-stilbene, increasing the number $n_{QFD}$ of time evolution steps in the QFD algorithm has little effect on energy differences. A different behavior is seen in Figure 10 for BChl $a$, where energy differences
show variations of the order of a few milliHartree as \( n_{\text{QFD}} \) varies. The difference between the behavior of stilbene and BChl \( a \) stems from the different point group symmetries of the geometries studied here (\( C_2 \) and \( C_1 \) for stilbene and BChl \( a \) respectively). Such a difference is particularly visible in the case of active spaces with \( M = 2 \) orbitals: for \( C_2 \)-symmetric species, the ground and \( S_2 \) excited state lie in the \( A \) irrep of the \( C_2 \) symmetry group, and are thus automatically orthogonal to the triplet and \( S_1 \) excited states, which instead lie in the \( B \) irrep. Therefore, a single step of time evolution applied to the Hartree-Fock state (\( A \) irrep) or to a configuration with a single HOMO-LUMO excitation (\( B \) irrep) is sufficient to completely span the subspaces of \( A \) and \( B \) symmetric wavefunctions. In the more general case of BChl \( a \), where such a simplification does not occur, two time evolution steps are needed.

In Figure 11, we perform classical emulations of the QFD algorithm, using a simulator (qasm) that accounts for statistical uncertainties affecting results of quantum mechanical measurements, and incorporate the effect of various decoherence phenomena through noise models. Errors arising from decoherence are mitigated with a combination of the post-selection and echo-sequencing techniques described in the Methods section.

The energies of ground \( S_0 \) and \( T_1 \), \( S_1 \) and \( S_2 \) excited states are found to be in agreement with exact results across torsion of the C–C bond. The effect of post-selection and echo-sequencing are illustrated in the right part of the figure: raw (i.e. unmitigated) data have de-
FIG. 12. Exact (black lines) and computed (colored points) energy spectra for twisted configurations of ethylene. Computations are performed on ibmq_mumbai, using JW (red plus symbols, blue crosses for raw, error-mitigated results) and P2QR (green stars) representations.

deviations from exact results and statistical uncertainties of the order of a few tens of milliHartree. Upon post-selection, both deviations and statistical uncertainties decrease to order 10 milliHartree.

A similar effect is seen when the echo-sequencing technique is applied, which arises because of echo-sampling, and because averaging results over $n_{\text{echo}}$ calculations reduces statistical uncertainties by a factor $n_{\text{echo}}^{-1/2}$. Finally, the combination of post-selection and echo-sequencing is seen to reduce statistical uncertainties to 1-2 milliHartree, and deviations between computed and exact results are statistically compatible with zero within such statistical uncertainties.

### Hardware experiments

All of the hardware experiments are run with a HOMO-LUMO active space, with $n_{\text{DF}} = 1$, and a single time step. We also compare the calculations performed using parity mapping and 2-qubit reduction (P2QR) and Jordan Wigner (JW) which require a total of 3 and 5 qubits respectively. The restriction to a single time step and single C-DF factor is due to constraints on the circuit depth by the inherent noise present in the hardware.

While JW calculations face a considerable handicap, compared against P2QR, in terms of qubit and total gate count, JW mapping generally has favorable gate count for time evolution of electronic structure Hamiltonian as the number of orbitals increases. As such, our 5-qubit JW results serve as an important benchmark on the path to simulating larger systems.

We also employ the use of two reference states to extract the full spectra containing 3 singlets and a triplet state in this active space. This requires a total of 24 circuits (2 reference states each require measurements of

3 matrix elements, each of which requires the real and imaginary parts of the 1-body and 2-body parts of the Hamiltonian) per geometry and each circuit is measured with $8 \times 10^3$ shots. Measurement error mitigation is also employed, and calibrated using $8 \times 10^3$ shots.

In Figure 12, we explore the spectra of ethylene, as
a function of torsion angle. Unsurprisingly, the P2QR results outperform the JW results, but they fail to accurately reflect the proper excited state energies when twisted more than 40°. Within the P2QR HOMO-LUMO active space, the number of particles in each spin species is automatically conserved so our error mitigation strategies add no benefit.

The accuracy of JW results follow a similar trend with the torsion angle, but induce larger systematic bias, as it requires deeper circuits. Implementing the post-selection scheme within JW reduces the bias on the ground- and lowest excited-state energies, but increases the bias on the other excited energies.

In Figure 13, we report results for cis-stilbene, trans-stilbene and BChl a. Most of the P2QR results are statistically compatible with exact energies, with slightly larger hardware errors on the highest energy in each of these experiments. As expected, the JW experiments yield larger systematic errors for the high energy states. In the cis-stilbene plots it is clear that post-selection provides a substantial correction to the first and second excited state. A similar effect is observed in the trans-stilbene case.

Conversely, in the BChl a result, post-selection mildly reduced the systematic error for the first excited state, but simultaneously shifted the second and third excited states further from their exact values. Given that there is a general trend for post-selection to decrease the energies it is likely that typical errors generate transitions to particle sectors with larger energies.

This still leaves open the source of error for the large bias in some of these data points. We suspect that noise on the ancilla qubit may dramatically affect the results, but leave a rigorous investigation of noise sources to future work.

**SUMMARY AND OUTLOOK**

In this work, we have considered a number of related techniques that can be stacked to substantially lower the quantum resources required to perform accurate computations of low-lying spectra of electronic Hamiltonians. The most straightforward step is the merger of the QFD approach with the low rank DF representation of the electronic Hamiltonian, which provides considerable reductions of both the circuit size needed for QFD time propagation and the number of measurements needed for Hamiltonian expectation value calculation. This merger of QFD and DF is further accelerated by intrinsic reductions in the required DF rank expansion afforded by moving from an explicit DF (X-DF) representation to a compressed DF (C-DF) representation.

One interesting point that was approached but not fully solved within this work involves the positioning of double factorization between density fitting and tensor hypercontraction. Density fitting [37–45] and the closely-related Cholesky decomposition approach for ERIs [46–50] reduces the rank-4 ERI tensor to a product of 2 rank-3 tensors \((pq|rs) \approx \sum_A L_{pq}^A L_{rs}^A\), where the auxiliary index size \(n_A\) is found to scale linearly in \(n_p\). Tensor hypercontraction [28, 51, 52] reduces the ERI tensor to a product of 5 rank-2 tensors, with a structure \((pq|rs) \approx \sum_{kl} X_{pk} X_{qk} Z_{kl} X_{rl} X_{sl}\) that is very similar to double factorization, but without the requirement that the leaf tensors \(X_{pk}\) are orthogonal or square (i.e., \(n_k\) may be different from, and usually larger than \(n_p\), though is found to scale linearly in \(n_p\)). The non-orthogonality of tensor hypercontraction appears to be quite problematic for quantum algorithms, e.g., as evidenced by the need for quantum signal processing approaches in a recent approach for the adoption of tensor hypercontraction into quantum algorithms by the Google team [53]. Explicit double factorization reduces the ERI tensor to an \(n_{DF}\)-depth sum over unitary tensor hypercontractions, each indexed by \(t\), i.e., \((pq|rs) \approx \sum_{t} U_{t}^{U_{pq}} U_{t}^{Z_{kl}} U_{t}^{U_{rl}} U_{t}^{U_{sl}}\) with the size of \(n_{DF}\) scaling linearly in \(n_p\). The unitary nature of the leaf tensors \(U_{t}^{U_{pk}}\) in double factorization makes the approach immediately amenable to implementation within quantum algorithms. However, explicit double factorization retains the rank-3 information content and cost of density fitting, rather than the rank-2 information content and cost of tensor hypercontraction. It seems incongruous to us that simply constraining the tensor hypercontraction factorization to use unitary factors to facilitate deployment within quantum algorithms should cause a rise in the information content from rank-2 to rank-3. This motivated our development of the compressed double factorization approach in this work as a pragmatic attempt to reduce the information content in the double factorization approach. Substantial numerical gains were demonstrated, but it is not clear if the resulting method achieves the constant \(n_{DF}\) depth required to obtain rank-2 information content. More work must be done to pursue an analog to the analytical exact tensor hypercontraction result [52] (which rigorously demonstrated the rank-2 information content of tensor hypercontraction) in closed basis sets, and to extend compressed double factorization to a more reliable and practical method for non-closed basis sets. It is also worth noting that C-DF or extensions thereof can easily be deployed in other quantum algorithms besides QFD, e.g., the variational quantum eigensolver and quantum phase estimation.

We also investigate methods for circuit reduction and error mitigation to improve performance on noisy quantum hardware. The circuit reduction is performed by re-organizing our Hamiltonian so that the 2-body DF terms only contain quadratic Pauli-Z terms \((Z_{k,2} Z_{l,1})\) while simultaneously defining a new 1-body term. When performing controlled time evolution this process results in a saving of \((2 \times N \times n_{DF})\) CNOTs, where \(N\) is the num-
ber of qubits and \( n_{DF} \) is the number of double-factorized terms in the Hamiltonian.

In our measurement scheme we rotate to a diagonal basis of each factor of the double factorized C-DF Hamiltonian as shown in Figure 5. This enables us to post-select only the results with the proper number of particles in each spin species. An extra layer of error mitigation can be employed by echoing with \( \exp(-i\eta_{\alpha,\sigma} N_\sigma) \) as shown in Figure 4. The combined benefit of both these mitigation strategies is demonstrated with the qasm noise simulation of the ethylene in Figure 11. As the depth of these circuits increase, and the hardware noise is constrained to modest level, the echo self-averaging effect can enable substantial error reduction within each individual instance. At shorter depths, it is important to average over random instances to smooth out the results. There are many other error mitigation strategies that can be implementing for these calculation. The benefit to the post-selection and echo-sequencing schemes we present is that they naturally fit into the structure of these circuits with minimal resource overhead.

The methods presented in this work were also implemented on IBM’s quantum device with calculations of energy spectra for twisted ethylene, (cis/trans)-stilbene, and BChl \( a \). As expected, calculation using P2QR outperformed results that used JW mapping. The JW results were still able to modestly reproduce the proper energy spectra and should be seen as a benchmark for moving to larger systems.

The post-selection scheme produced a modest improvement in the JW results and we still need to experiment with the echo sequences. It is clear that the noise simulated backend does not faithfully emulate the hardware noise in our experiments. This is readily seen when comparing the the ethylene curves in Figure 11 and Figure 12. Given that the results are highly sensitive to noise on the ancilla qubit it will be important to investigate these noise source further and determine how well they can be mitigated.
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### APPENDIX: EXAMPLE CIRCUITS

In this Section, we describe the detailed structure of the QFD circuits sketched in Figures 4 and 5, focusing on a system of electrons in \( M = 2 \) spatial orbitals, and using the Jordan-Wigner representation. In Figure 14, we show the quantum circuit corresponding to a step of time evolution under the Hamiltonian, using a C-DF approximation of the ERI tensor with \( n_{DF} = 1 \) layers.

The matrices \( \hat{G}_{t_{e-f}} \) and \( \hat{G}_{t_{e-t}} \), connecting eigenbases of the Fock and C-DF operators, are represented as products of Givens transformations with standard linear algebra techniques \([14, 16]\). Givens transformations correspond to operators of the form

\[
\hat{G}_{r-1,r}(\varphi_{r-1,r}) = \prod_\sigma e^{-\varphi_{r-1,r} \hat{a}_{r-1,\sigma}^{\dagger} \hat{a}_{r-1,\sigma}},
\]

which, in a Jordan-Wigner representation, are represented by two quantum circuits (one for spin-\( \alpha \) and one for spin-\( \beta \) particles), each acting on 2 qubits and comprising 2 CNOT gates, as shown in the upper portion of Figure 15.

The representation of Givens transformation as second-quantization operators, Eq. (50), is also the starting point for deriving the corresponding quantum circuit under other representations of fermionic degrees of freedom with qubits (e.g. parity, Bravyi-Kitaev \([54]\)), as well as in presence of qubit reduction techniques.

The one-body part of the Hamiltonian, on the other hand, is represented by the diagonal operator

\[
\hat{V}_{1b} = e^{-i\Delta t \sum_{k\sigma} f_{ik} \hat{z}_{k\sigma}} = \prod_{k\sigma} e^{-i\Delta t f_{ik} \hat{z}_{k\sigma}}.
\]

**FIG. 14.** Quantum circuit implementing a single step of time evolution under a Hamiltonian with \( n_{DF} = 1 \) layers acting on \( M = 2 \) spatial orbitals in a Jordan-Wigner representation. Green, red, and orange blocks denote Givens rotations implementing basis changes, single-qubit \( Z \) rotations, and two-qubit \( Z \) rotations respectively.

**FIG. 15.** Implementation of a Givens rotation (top) and of a two-qubit \( Z \) rotation (bottom) with CNOT gates and single-qubit rotations.
Since under Jordan-Wigner representation $\hat{z}_{k,t} \rightarrow Z_k$ and
$\hat{z}_{k,1} \rightarrow Z_{k+M}$, the operation $\hat{V}_{1b}$ is implemented by a
product of $2M$ single-qubit $Z$ rotations with angles \( \theta_k = -2\Delta t f_{kk} \),
\[
\hat{V}_{1b} \rightarrow \prod_{k,\sigma} Z_{\theta_k, k\sigma} . \tag{52}
\]
Such single-qubit operations are shown as red blocks in 14. For the same reason,
the terms describing the two-body part of the Hamiltonian,
\[
\hat{V}_{2b,t} = \prod_{kl,\sigma\tau} e^{-i\frac{\Delta t}{2} \hat{Z}_{k\sigma}\hat{z}_{k\sigma, l\tau}} \tag{53}
\]
are implemented, in a Jordan-Wigner representation, by a
product of $O(M^2)$ two-qubit $ZZ$ rotations with angles \( \theta_{kl} = \Delta t \hat{Z}_{kl}^t \),
\[
\hat{V}_{2b,t} \rightarrow \prod_{kl,\sigma\tau} ZZ_{\theta_{kl}, k\sigma,l\tau} . \tag{54}
\]
Such two-qubit transformations, shown as orange blocks in 14, are exponentials of the operator
$\sum_{k,l} \hat{Z}_{kl}$, and can thus be compiled into a product of two CNOT
transformations and a single-qubit $Z$ rotation, as shown in the lower portion of Figure 15.

It is useful to remark that the controlled version of $\hat{V}_{2b,t}$
only requires to control the single-qubit $Z$ rotation, and
not the two CNOT operations. Furthermore, a network
of SWAP gates can be used to ensure that all $ZZ$ and
controlled $ZZ$ rotations act on adjacent qubits (assuming
linear chip topology) [16].
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