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Abstract

The stochastic block model (SBM) is a random graph model in which the edges are generated according to the underlying cluster structure on the vertices. The (ferromagnetic) Ising model, on the other hand, assigns ±1 labels to vertices according to an underlying graph structure in a way that if two vertices are connected in the graph then they are more likely to be assigned the same label. In SBM, one aims to recover the underlying clusters from the graph structure while in Ising model, an extensively-studied problem is to recover the underlying graph structure based on i.i.d. samples (labelings of the vertices).

In this paper, we propose a natural composition of SBM and the Ising model, which we call the Stochastic Ising Block Model (SIBM). In SIBM, we take SBM in its simplest form, where $n$ vertices are divided into two equal-sized clusters and the edges are connected independently with probability $p$ within clusters and $q$ across clusters. Then we use the graph $G$ generated by the SBM as the underlying graph of the Ising model and draw $m$ i.i.d. samples from it. The objective is to exactly recover the two clusters in SBM from the samples generated by the Ising model, without observing the graph $G$. As the main result of this paper, we establish a sharp threshold $m^*$ on the sample complexity of this exact recovery problem in a properly chosen regime, where $m^*$ can be calculated from the parameters of SIBM. We show that when $m \geq m^*$, one can recover the clusters from $m$ samples in $O(n)$ time as the number of vertices $n$ goes to infinity. When $m < m^*$, we further show that for almost all choices of parameters of SIBM, the success probability of any recovery algorithms approaches 0 as $n \to \infty$. 
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I. INTRODUCTION

The stochastic block model (SBM) is a generative model for random graphs, where the vertices are partitioned into several communities/clusters, and the edges are added independently in a way that depends on the community membership of its two endpoints. An extensively-studied problem in SBM is the exact recovery problem [BCLS87, Bop87, DF89, SN97, CK01, MCs01, BC09, CWA12, HWX16, CX16, Vu18], in which one aims to recover the exact underlying community structure from the graph topology, i.e., the edge connections in the graph. Sharp thresholds for exact recovery were established in terms of the parameters of SBM, starting from the simplest case of two-community symmetric SBM [ABH16, MNS16] to the most general case [AS15]. See [Abb17] for a recent survey on this topic, where other interesting and important problems in SBM are also discussed.

Ising model, originally introduced in the context of statistical physics [Isi25], consists of binary random variables $\sigma_1, \ldots, \sigma_n \in \{\pm 1\}$ whose pairwise dependency is modeled by an underlying dependency graph $G$. Despite its simplicity, Ising model has been used in a wide range of applications including finance, social networks, computer vision, biology, and signal processing. A recent line of research on Ising model concerns estimating the dependency graph $G$ from independent $\sigma_i$'s and important problems in SBM are also discussed.

In this paper, we propose a natural composition of SBM and the Ising model, which we call the Stochastic Ising Block Model (SIBM). First we use SBM to generate a graph $G = ([n], E(G))$ with vertex set $[n]$ and edge set $E(G)$ based on an (unknown) partition of the vertex set $[n]$. Next we use $G$ as the underlying dependency graph of the Ising model and draw $m$ i.i.d. samples from it. The objective is to exactly recover the partition of the vertex set in SBM from the samples generated by the Ising model, without observing the graph $G$.

In the above SIBM, we take SBM in its simplest form, where $n$ vertices are randomly divided into two equal-sized clusters and the edges are connected independently with probability $p$ within clusters and $q$ across clusters. We focus on the asymptotic regime of $p = a \log(n)/n$ and $q = b \log(n)/n$ for fixed $a > b > 0$ and growing $n$. In this regime, if the vertices $i$ and $j$ are connected in $G$, then the posterior probability of them belonging to the same cluster is $\frac{1}{a+b} > \frac{1}{2}$. On the other hand, if $i$ and $j$ are not connected, then the posterior probability of them belonging to the same cluster is

$$\frac{1-p}{1-p+1-q} = \frac{1}{2} \left(1 - \frac{a-b}{2} \log(n)/n, \right)$$

implying a slight tendency towards being in different clusters. The Ising model that we use in the SIBM is a modification of a commonly used one based on this observation. First recall that a commonly used Ising model on the graph $G$ is a probability distribution on the configurations $\sigma = (\sigma_1, \ldots, \sigma_n) \in \{\pm 1\}^n$ such that

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\beta)} \exp \left(\beta \sum_{\{i,j\} \in E(G)} \bar{\sigma}_i \bar{\sigma}_j\right),$$

where the parameter $\beta > 0$ is called the inverse temperature and $Z_G(\beta)$ is the normalizing constant. The (random) vector $\sigma$ induces a (random) partition on the vertex set $[n]$ according to the sign of each coordinate. Since the objective in SIBM is to recover the original partition in SBM based on independent samples of $\sigma$, we would hope that the partition induced by $\sigma$ is close to the original partition in SBM.

1We use $\sigma$ to denote the random vector, and we usually use $\bar{\sigma}$ to denote the realization of $\sigma$. The subscript in $P_{\sigma|G}$ indicates that the distribution is determined by the graph $G$. 
However, one can show that the distribution given in (2) is concentrated on the neighborhood of $\pm 1_n$, where $1_n$ is the all-one vector of length $n$. Thus the samples of $\sigma$ provide little information about the partition in SBM. This happens because the distribution (2) does not reflect the small repulsive effect of non-edges in SBM, i.e., non-edge between vertices $i$ and $j$ implies that they have a slight tendency to be in the different clusters in SBM; see (1). To overcome this issue, we use the following modification of the standard Ising model in SIBM:

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_{G}(\alpha, \beta)} \exp \left( \beta \sum_{\{i,j\} \in E(G)} \bar{\sigma}_i \bar{\sigma}_j - \frac{\alpha \log(n)}{n} \sum_{\{i,j\} \notin E(G)} \bar{\sigma}_i \bar{\sigma}_j \right),$$

where we add a new parameter $\alpha > 0$, and $Z_G(\alpha, \beta)$ is again the normalizing constant. The small negative coefficient $-\alpha \log(n)/n$ in front of all non-edge pairs $\bar{\sigma}_i \bar{\sigma}_j$ makes $\bar{\sigma}_i$ and $\bar{\sigma}_j$ slightly more likely to take different signs, and so vertices $i$ and $j$ are slightly more likely to be in different clusters in the partition induced by $\sigma$. We choose the order of this coefficient to be $\Theta(\log(n)/n)$ in accordance with the calculation in (1) for SBM.

Before presenting the main results, let us first give a motivating example to validate the above definition of SIBM. Think of the residents in a city. Half of them are Democrats and the other half are Republicans. Residents in the same political party are more likely to get to know each other and become friends, while this is less likely to happen for residents in different political parties. The two-community SBM defined above is a commonly used model of the friendship/social network between the residents. Now let’s say we want to find a partition of the residents based on their political party membership, but it is not possible to observe the whole social network among the residents due to privacy and complexity issues. One thing we can do is to take multiple political polls among the residents. It is natural to assume that if two residents are friends, i.e., if they are connected in the social network, then they tend to share similar opinions and give the same response to the polls; otherwise there is a slight tendency that they would give different answers. Therefore, a valid way to model the dependency of the residents’ responses on their social network topology is the probability distribution in (3), where we view the random vector $\sigma$ as the residents’ responses to a random poll. Finally, we hope to reveal the partition of the residents based on their responses to multiple independent polls, and this is analogous to the objective in SIBM defined above.

In this paper, our main focus is the optimal sample complexity for the exact recovery of the underlying partition in SBM. Below we use a vector $X = (X_1, \ldots, X_n) \in \{\pm 1\}^n$ to represent this underlying partition, i.e., $X_i = X_j$ if vertices $i$ and $j$ are in the same cluster; otherwise $X_i = -X_j$. We also use $\sigma^{(1)}, \ldots, \sigma^{(m)} \in \{\pm 1\}^n$ to denote $m$ independent samples drawn from the distribution (3) with respect to the same dependency graph $G$. It is clear that the ground truth $X$, the graph $G$ and the samples form a Markov chain $X \rightarrow G \rightarrow \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}$. Therefore, a necessary condition for $X$ to be recoverable from the samples (up to a global sign) is that $X$ must be recoverable from $G$. It is well known that the necessary and sufficient condition for the latter is $\sqrt{a} - \sqrt{b} \geq \sqrt{2}$ [MNS16, ABH16], where $a$ and $b$ are parameters of the SBM defined above. Under this condition, we prove the following results: If $\alpha < b \beta$, then all the samples are in the neighborhood of $\pm 1_n$, and one needs at least $\Omega(\log^{1/4}(n))$ samples to recover $X$. On the other hand, if $\alpha > b \beta$, then all the samples are in the neighborhood of $\pm X$, and $\Theta(1)$ samples suffice for the exact recovery. As the main result of this paper, we establish a sharp threshold $m^*$ on the number of samples needed for exact recovery when $\alpha > b \beta$, where $m^*$ can be calculated from the parameters $a, b$ and $\beta$. We show that when $m \geq m^*$, one can recover $X$ (up to a global sign) from $m$ samples in $O(n)$ time; when $m < m^*$, we further show that for almost all choices of parameters $a, b$ and $\beta$, the success probability of all recovery algorithms approaches $0$ as $n \rightarrow \infty$.

As a final remark, we note that a static Ising block model was proposed in [BRS19], and it is rather different from the SIBM proposed in this paper. More precisely, in SIBM we first use the ground truth $X$ to produce a graph $G$ and then use the graph $G$ to produce samples through an Ising model. In
contrast, the samples in [BRS19] are produced directly from $X$ through a (different) Ising model. More specifically, given $X$, the samples in [BRS19] have the following distribution:

$$P_{\sigma|X}(\sigma = \bar{\sigma}) = \frac{1}{Z_{\alpha,\beta}} \exp \left( \frac{\beta}{2n} \sum_{(i,j): X_i = X_j} \bar{\sigma}_i \bar{\sigma}_j + \frac{\alpha}{2n} \sum_{(i,j): X_i \neq X_j} \bar{\sigma}_i \bar{\sigma}_j \right),$$

where $Z_{\alpha,\beta}$ is the normalizing constant. The analysis of this model is rather different from ours, and the number of samples needed to recover $X$ in this static model is $\Omega(\log(n))$, also quite different from our results.

**Organization of the paper:** In the next section, we formally define the new model SIBM and state the main results. In Section III, we give a sketch of the proof which illustrates the main ideas. In Section IV–IX we provide the complete proof. Finally, we conclude the paper in Section X with some future directions.

## II. Problem setup and main results

We first recall the definition of Symmetric Stochastic Block Model (SSBM) with two communities and the definition of Ising model.

**Definition 1** (SSBM with two communities). Let $n$ be a positive even integer and let $p, q \in [0, 1]$ be two real numbers. Let $X = \{X_1, \ldots, X_n\} \in \{\pm 1\}^n$, and let $G = (\{n\}, E(G))$ be a undirected graph with vertex set $\{n\}$ and edge set $E(G)$. The pair $(X, G)$ is drawn under SSBM($n, p, q$) if

(i) $X$ is drawn uniformly from the set of balanced partitions $\{(x_1, \ldots, x_n) \in \{\pm 1\}^n : x_1 + \cdots + x_n = 0\}$;

(ii) the vertices $i$ and $j$ in $G$ are connected with probability $p$ if $X_i = X_j$ and with probability $q$ if $X_i = -X_j$, independently of other pairs of vertices.

Note that for every $x = (x_1, \ldots, x_n) \in \{\pm 1\}^n$ such that $x_1 + \cdots + x_n = 0$, $x$ and $-x$ correspond to the same balanced partition, and the conditional distribution $P(G|X = x)$ is the same as $P(G|X = -x)$ in the above definition. Therefore, we can only hope to recover $X$ from $G$ up to a global sign. In this paper, we focus on the regime of $p = a \log(n)/n$ and $q = b \log(n)/n$, where $a > b > 0$ are constants. In this regime, it is well known that exact recovery of $X$ (up to a global sign) from $G$ is possible if and only if $\sqrt{a} - \sqrt{b} \gg \sqrt{2}$ [ABH16, MNS16].

Given a partition/labeling $X$ on $n$ vertices, the SBBM specifies how to generate a random graph on these $n$ vertices according to the labeling. In some sense, Ising model works in the opposite direction, i.e., given a graph $G = ([n], E(G))$, Ising model defines a probability distribution on all possible labelings $\{\pm 1\}^n$ of these $n$ vertices.

**Definition 2** (Ising model). Define an Ising model on a graph $G = ([n], E(G))$ with parameters $\alpha, \beta > 0$ as the probability distribution on the configurations $\sigma \in \{\pm 1\}^n$ such that

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\alpha, \beta)} \exp \left( \beta \sum_{(i,j) \in E(G)} \bar{\sigma}_i \bar{\sigma}_j - \frac{\alpha \log(n)}{n} \sum_{(i,j) \notin E(G)} \bar{\sigma}_i \bar{\sigma}_j \right),$$

where the subscript in $P_{\sigma|G}$ indicates that the distribution depends on $G$, and

$$Z_G(\alpha, \beta) = \sum_{\sigma \in \{\pm 1\}^n} \exp \left( \beta \sum_{(i,j) \in E(G)} \bar{\sigma}_i \bar{\sigma}_j - \frac{\alpha \log(n)}{n} \sum_{(i,j) \notin E(G)} \bar{\sigma}_i \bar{\sigma}_j \right)$$

is the normalizing constant.

When there is only one sample, we usually denote it as $\bar{\sigma}$. When there are $m$ (independent) samples, we usually denote them as $\sigma^{(1)}, \ldots, \sigma^{(m)}$. 

\[\]
Remark 1. A more commonly used Ising model on a graph \( G \) is obtained by setting \( \alpha = 0 \) in (4), thereby only involving one parameter \( \beta \). See the discussion in Section I on why we use the modified Ising model in SIBM.

By definition we always have \( P_{\sigma|G}(\sigma = \hat{\sigma}) = P_{\sigma|G}(\sigma = -\hat{\sigma}) \) in the Ising model. Next we present our new model, the Stochastic Ising Block Model (SIBM), which can be viewed as a natural composition of the SSBM and the Ising model. In SIBM, we first draw a pair \( (X, G) \) under SSBM\((n, p, q)\). Then we draw \( m \) independent samples \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \) from the Ising model on the graph \( G \), where \( \sigma^{(u)} \in \{\pm 1\}^n \) for all \( u \in [m] \).

Definition 3 (Stochastic Ising Block Model). Let \( n \) and \( m \) be positive integers such that \( n \) is even. Let \( p, q \in [0, 1] \) be two real numbers and let \( \alpha, \beta > 0 \). The triple \( (X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \) is drawn under SIBM\((n, p, q, \alpha, \beta, m)\) if

(i) the pair \( (X, G) \) is drawn under SSBM\((n, p, q)\);

(ii) for every \( i \in [m] \), each sample \( \sigma^{(i)} = (\sigma_1^{(i)}, \ldots, \sigma_n^{(i)}) \in \{\pm 1\}^n \) is drawn independently according to the distribution (4).

Notice that we only draw the graph \( G \) once in SIBM, and the samples \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \) are drawn independently from the Ising model on the same graph \( G \). Our objective is to recover the underlying partition (or the ground truth) \( \pm X \) from the samples \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \), and we would like to use the smallest possible number of samples to guarantee the exact recovery of \( X \) up to a global sign. Below we use the notation \( P_{\text{SIBM}}(A) := E_G[P_{\sigma|G}(A)] \) for an event \( A \), where the expectation \( E_G \) is taken with respect to the distribution given by SIBM. In other words, \( P_{\sigma|G} \) is the conditional distribution of \( \sigma \) given a fixed \( G \) while \( P_{\text{SIBM}} \) is the joint distribution of both \( \sigma \) and \( G \). By definition, we have \( P_{\text{SIBM}}(\sigma = \hat{\sigma}) = P_{\text{SIBM}}(\sigma = -\hat{\sigma}) \) for all \( \hat{\sigma} \in \{\pm 1\}^n \).

Definition 4 (Exact recovery in SIBM). Let \( (X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, p, q, \alpha, \beta, m) \). We say that exact recovery is solvable for SIBM\((n, p, q, \alpha, \beta, m)\) if there is an algorithm that takes \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \) as inputs and outputs \( \hat{X} = X(\{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \) such that

\[
P_{\text{SIBM}}(\hat{X} = X \text{ or } \hat{X} = -X) \to 1 \quad \text{as } n \to \infty,
\]

and we call \( P_{\text{SIBM}}(\hat{X} = X \text{ or } \hat{X} = -X) \) the success probability of the recovery/decoding algorithm.

As mentioned above, we consider the regime of \( p = a \log(n)/n \) and \( q = b \log(n)/n \), where \( a > b > 0 \) are constants. By definition, the ground truth \( X \), the graph \( G \) and the samples \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \) form a Markov chain \( X \to G \to \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \). Therefor, if we cannot recover \( X \) from \( G \), then there is no hope to recover \( X \) from \( \{\sigma^{(1)}, \ldots, \sigma^{(m)}\} \). Thus a necessary condition for the exact recovery in SIBM is \( \sqrt{a} - \sqrt{b} \geq \sqrt{2} \), and we will limit ourselves to this case throughout the paper.

Main Problem: For any \( a, b > 0 \) such that \( \sqrt{a} - \sqrt{b} \geq \sqrt{2} \) and any \( \alpha, \beta > 0 \), what is the smallest sample size \( m^* \) such that exact recovery is solvable for SIBM\((n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m^*)\)?

It is this optimal sample size problem that we address—and resolve—in this paper. Our main results read as follows.

Theorem 1. For any \( a, b > 0 \) such that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) and any \( \alpha, \beta > 0 \), let

\[
\beta^* := \frac{1}{2} \log \frac{a + b - 2 - \sqrt{(a + b - 2)^2 - 4ab}}{2b} \quad \text{and} \quad m^* := \left\lfloor \frac{\beta^*}{\beta} \right\rfloor + 1.
\]

Case (i) when \( \alpha > b\beta \): If \( m \geq m^* \), then exact recovery is solvable in \( O(n) \) time for SIBM\((n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m)\). If \( \beta^*/\beta \) is not an integer and \( m < m^* \), then the success probability of all recovery algorithms approaches 0 as \( n \to \infty \). If \( \beta^*/\beta \) is an integer and \( m < m^* - 2 \), then the success probability
of all recovery algorithms approaches 0 as \( n \to \infty \). **Case (ii) when \( \alpha < b \beta \):** Exact recovery of \( \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m) \) is not solvable for any \( m = O(\log^{1/4}(n)) \), and in particular, it is not solvable for any constant \( m \) that does not grow with \( n \).

Note that the condition \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) guarantees that the term \( (a + b - 2)^2 - 4ab \) in the definition of \( \beta^* \) is a real number. When \( \alpha > b \beta \) and \( \beta^*/\beta \) is not an integer, the above theorem establishes a sharp recovery threshold \( m^* \) on the number of samples. It is worth mentioning that the threshold \( m^* \) does not depend on the value of the parameter \( \alpha \), as long as \( \alpha \) satisfies \( \alpha > b \beta \). Below we present an equivalent characterization of the recovery threshold in terms of \( \beta \).

**Theorem 2.** Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) and \( \alpha > b \beta \). Let

\[
(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m).
\]

If \( \left| \frac{m+1}{2} \right| \beta > \beta^* \), then there is an algorithm that recovers \( X \) from the samples in \( O(n) \) time with success probability \( 1 - o(1) \). If \( \left| \frac{m+1}{2} \right| \beta < \beta^* \), then the success probability of any recovery algorithm is \( o(1) \).

Note that \( \left| \frac{m+1}{2} \right| \beta > \beta^* \) if and only if \( m \geq 2 \left\lceil \frac{\beta^*}{\beta} \right\rceil + 1 \), so Theorem 1 and Theorem 2 give the same threshold\(^3\). Apart from the results on the sharp recovery threshold, we also prove a structural result on the distance between the samples and the ground truth \( X \). For \( \sigma, X \in \{\pm 1\}^n \), we define

\[
dist(\sigma, X) := |\{i \in [n] : \sigma_i \not= X_i\}| \quad \text{and} \quad \dist(\sigma, \pm X) := \min(\dist(\sigma, X), \dist(\sigma, -X)).
\]

**Theorem 3.** Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) and \( \alpha > b \beta \). Let \( m \) be a constant integer that does not grow with \( n \). Let

\[
(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m).
\]

Define \( g(\beta) := \frac{b^a + a - 2a b}{2} - \frac{a + b}{2} + 1 \). If \( \beta > \beta^* \), then

\[
P_{\text{SIBM}}(\sigma^{(i)} = \pm X \text{ for all } i \in [m]) = 1 - o(1).
\]

If \( \beta \leq \beta^* \), then

\[
P_{\text{SIBM}}(\dist(\sigma^{(i)}, \pm X) = \Theta(n g(\beta)) \text{ for all } i \in [m]) = 1 - o(1).
\]

One can show that (i) \( g(\beta) \) is a strictly decreasing function in \([0, \beta^*] \), (ii) \( g(0) = 1 \) and (iii) \( g(\beta^*) = 0 \). Therefore, \( 0 < g(\beta) < 1 \) when \( 0 < \beta < \beta^* \). Thus Theorem 3 implies that for all \( \beta \leq \beta^* \), \( \dist(\sigma^{(i)}, \pm X) = o(n) \) for all \( i \in [m] \). In particular, for \( \beta = \beta^* \), \( \dist(\sigma^{(i)}, \pm X) = \Theta(1) \) for all \( i \in [m] \).

### III. Sketch of the proof

In this section, we illustrate the main ideas and explain the important steps in the proof of the main results. The complete proofs are given in Section IV–IX. As the first step, we prove that for \( a > b > 0 \), if \( \alpha > b \beta \), then all the samples are centered around \( \pm X \) with probability \( 1 - o(1) \); if \( \alpha < b \beta \), then all the samples are centered around \( \pm 1_n \). We use the concentration results for adjacency matrices of random graphs with independent edges to prove this. Let \( A = A(G) \) be the adjacency matrix of the graph \( G \). Then (4) can be written as

\[
P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{1}{2} \sigma \left( (\beta + \frac{\alpha \log(n)}{n}) A - \frac{\alpha \log(n)}{n} (J_n - I_n) \right) \sigma^T \right).
\]

\(^3\)We give a proof of the equivalence between the two inequalities: \( \left| \frac{m+1}{2} \right| \beta > \beta^* \) implies that \( \frac{a^*}{\beta} < \left| \frac{m+1}{2} \right| \). The smallest integer that is larger than \( \frac{a^*}{\beta} \) is \( \left\lceil \frac{a^*}{\beta} \right\rceil + 1 \), so \( \left\lceil \frac{a^*}{\beta} \right\rceil + 1 \leq \left| \frac{m+1}{2} \right| \leq \left\lceil \frac{a^*}{\beta} \right\rceil + 1 \), and thus \( m \geq 2 \left( \frac{a^*}{\beta} \right) \) + 1. Now assume \( m \geq 2 \left( \frac{a^*}{\beta} \right) \) + 1, then \( \frac{m+1}{2} \geq \left| \frac{a^*}{\beta} \right| \). Since the right hand side is an integer, we have \( \left| \frac{m+1}{2} \right| = \left| \frac{a^*}{\beta} \right| + 1 \geq \left| \frac{a^*}{\beta} \right| + 1 > \left( \frac{a^*}{\beta} \right). \)
where $J_n$ is the all one matrix and $I_n$ is the identity matrix, both of size $n \times n$. Define a matrix $M := (\beta + \frac{\alpha \log(n)}{n}) E[A | X] - \frac{\alpha \log(n)}{n} (J_n - I_n)$. Then we can further write (4) as

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\alpha; \beta)} \exp \left( \frac{1}{2} \bar{\sigma} M \bar{\sigma}^T + \frac{1}{2} (\beta + \frac{\alpha \log(n)}{n}) \bar{\sigma} (A - E[A | X]) \bar{\sigma}^T \right).$$

One can show that if $\alpha > b \beta$, then $\bar{\sigma} M \bar{\sigma}^T$ has two maximizers $\bar{\sigma} = \pm X$, and if $\alpha < b \beta$, then $\bar{\sigma} M \bar{\sigma}^T$ has two maximizers $\bar{\sigma} = \pm 1_n$. Moreover, [LR15] and [HWX16] proved the concentration of $A$ around its expectation $E[A | X]$ in the sense that $\|A - E[A | X]\| = O(\sqrt{\log(n)})$ with probability $1 - o(1)$, so the error term above is bounded by

$$\left| \frac{1}{2} (\beta + \frac{\alpha \log(n)}{n}) \bar{\sigma} (A - E[A | X]) \bar{\sigma}^T \right| = O(n \sqrt{\log(n)}) \quad \text{for all } \bar{\sigma} \in \{\pm 1\}^n.$$ 

This allows us to prove that in both cases (no matter $\alpha > b \beta$ or $\alpha < b \beta$), the Hamming distance between the samples and the maximizers of $\bar{\sigma} M \bar{\sigma}^T$ is upper bounded by $2n/\log^{1/3}(n) = o(n)$. More precisely, if $\alpha > b \beta$, then $\text{dist}(\sigma(i), \pm X) < 2n/\log^{1/3}(n)$ for all $i \in [m]$ with probability $1 - o(1)$; if $\alpha < b \beta$, then $\text{dist}(\sigma(i), \pm 1_n) < 2n/\log^{1/3}(n)$ for all $i \in [m]$ with probability $1 - o(1)$; see Proposition 1 for a rigorous proof. In the latter case, each sample only take $\sum_j \log^{1/3}(n) \binom{n}{j}$ values, so each sample contains at most $\log_2 \binom{n}{2} \log^{1/3}(n)$ bits of information about $X$. On the other hand, $X$ itself is uniformly distributed over a set of $\binom{n}{n/2}$ vectors, so one needs at least $\log_2 \binom{n}{n/2} = \Theta(n)$ bits of information to recover $X$. Thus if $\alpha < b \beta$, then exact recovery of $X$ requires at least $\Omega(\log^{1/3}(n)) \geq \Omega(\log^{1/3}(n))$ samples; see Proposition 2 for a rigorous proof.

For the rest of this section, we will focus on the case $\alpha > b \beta$ and establish the sharp threshold on the sample complexity. We first analyze the typical behavior of one sample and explain how to prove Theorem 3. Then we use the method developed for the one sample case to analyze the distribution of multiple samples, which allows us to prove Theorem 2. Note that Theorem 1 follows directly from Theorem 2.

A. Why is $\beta^*$ the threshold?

Let us analyze the one sample case, i.e., we take $m = 1$. Theorem 3 implies that $\beta^*$ is a sharp threshold for the event $\{\sigma = \pm X\}$, i.e., $P_{\text{SIBM}}(\sigma = \pm X) = 1 - o(1)$ if $\beta$ is above this threshold and $P_{\text{SIBM}}(\sigma = \pm X) = o(1)$ if $\beta$ is below this threshold. We already know that $P_{\text{SIBM}}(\text{dist}(\sigma, \pm X) < 2n/\log^{1/3}(n)) = 1 - o(1)$. Therefore the following three statements are equivalent:

1. $P_{\text{SIBM}}(\sigma = \pm X)$ has a sharp transitions from 0 to 1 at $\beta^*$.
2. $P_{\text{SIBM}}(1 \leq \text{dist}(\sigma, \pm X) < 2n/\log^{1/3}(n))$ has a sharp transitions from 1 to 0 at $\beta^*$.
3. $P_{\text{SIBM}}(\text{dist}(\sigma, X) < 2n/\log^{1/3}(n))$ has a sharp transitions from $\infty$ (or $\omega(1)$) to 0 at $\beta^*$.

Statements (2) and (3) are equivalent because $P_{\text{SIBM}}(\sigma = \bar{\sigma}) = P_{\text{SIBM}}(\sigma = -\bar{\sigma})$ for all $\bar{\sigma} \in \{\pm 1\}^n$. We will show that the above three statements are further equivalent to

4. $P_{\text{SIBM}}(\text{dist}(\sigma, X) = 1)$ has a sharp transitions from $\infty$ (or $\omega(1)$) to 0 at $\beta^*$.

We first prove (4) and then show that it is equivalent to statement (3). Instead of analyzing $P_{\text{SIBM}}(\text{dist}(\sigma, X) = 1)$, we analyze $P_{\sigma|G}(\text{dist}(\sigma, X) = 1)$ for a typical graph $G$. To that end, we introduce some notation: For $I \subseteq [n]$, define $X^{(-I)}$ as the vector obtained by flipping the coordinates in $I$ while keeping all the other coordinates to be the same as $X$, i.e., $X_i^{(-I)} = -X_i$ for all $i \in I$ and $X_i^{(-I)} = X_i$ for all $i \notin I$. When $I$ only contains one element, e.g., $I = \{i\}$, we write $X^{(-i)}$ instead of $X^{(-\{i\})}$. Then,

$$P_{\sigma|G}(\text{dist}(\sigma, X) = 1) = \sum_{i=1}^{n} P_{\sigma|G}(\sigma = X^{(-i)}) / P_{\sigma|G}(\sigma = X).$$
Given the ground truth $X$, a graph $G$ and a vertex $i \in [n]$, define

\[ A_i = A_i(G) := \{ j \in [n] \setminus \{i\} : i, j \in E(G), X_j = X_i \}, \]
\[ B_i = A_i(G) := \{ j \in [n] \setminus \{i\} : i, j \in E(G), X_j = -X_i \}. \]

Then by (4), we have

\[ \frac{P_{\sigma|G}(\sigma = X^{(\sim i)})}{P_{\sigma|G}(\sigma = X)} = \exp \left( 2\beta + \frac{\alpha \log(n)}{n} (B_i - A_i) - \frac{2\alpha \log(n)}{n} \right) = (1 + o(1)) \exp(2\beta(B_i - A_i)), \]

where the second equality holds with high probability because $|B_i - A_i| = O(\log(n))$ with probability $1 - o(1)$. Note that $\exp(2\beta(B_i - A_i))$ is essentially the moment generating function of $B_i - A_i$. By definition, $A_i \sim \text{Binom}(\frac{n}{2}, 1 - \frac{\alpha \log(n)}{n})$ and $B_i \sim \text{Binom}(\frac{n}{2}, \frac{\alpha \log(n)}{n})$, and they are independent. Therefore,

\[ E_G[\exp(2\beta(B_i - A_i))] = \left( 1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^{2\beta} \right)^{n/2} \left( 1 - \frac{a \log(n)}{n} + \frac{a \log(n)}{n} e^{-2\beta} \right)^{n/2-1} \]
\[ \quad = \exp \left( \frac{\log(n)}{2} (ae^{-2\beta} + be^{2\beta} - a - b) + o(1) \right) = (1 + o(1)) n^{g(\beta) - 1}, \]

where $E_G$ means that the expectation is taken over the randomness of $G$, and the function $g(\beta) := \frac{be^{2\beta} + ae^{-2\beta}}{2} - \frac{a + b}{2} + 1$ is defined in Theorem 3. As a consequence,

\[ E_G \left[ \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)} \right] = (1 + o(1)) \sum_{i=1}^{n} E_G[\exp(2\beta(B_i - A_i))] = (1 + o(1)) n^{g(\beta)}. \tag{7} \]

One can show that $g(\beta)$ is a convex function and takes minimum at $\beta = \frac{1}{4} \log \frac{a}{b}$, so $g(\beta)$ is strictly decreasing in the interval $(0, \frac{1}{4} \log \frac{a}{b})$. Furthermore, $\beta^*$ is a root of $g(\beta) = 0$, and $0 < \beta^* < \frac{1}{4} \log \frac{a}{b}$, so $g(\beta) > 0$ for $\beta < \beta^*$ and $g(\beta) < 0$ for $\beta > \beta^* < \frac{1}{4} \log \frac{a}{b}$. Taking this into the above equation, we conclude that the expectation of $\frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)}$ has a sharp transition from $\omega(1)$ to $o(1)$ at $\beta^*$. This at least intuitively explains why $\beta^*$ is the threshold. However, in order to formally establish statement (4) above, we need to prove that this sharp transition happens for a typical graph $G$, not just for the expectation. Moreover, $g(\beta)$ is an increasing function in the interval $\beta \in \left( \frac{1}{4} \log \frac{a}{b}, +\infty \right)$, so the expectation first decreases in the interval $(0, \frac{1}{4} \log \frac{a}{b})$ and then starts increasing. We will prove that there is a “cut-off” effect when $\beta > \frac{1}{4} \log \frac{a}{b}$, i.e., although the expectation becomes much larger than $n^{g(\frac{1}{4} \log \frac{a}{b})}$, for a typical graph $G$, we always have

\[ \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)} = O(n^{g(\frac{1}{4} \log \frac{a}{b})}) = o(1) \]

whenever $\beta > \frac{1}{4} \log \frac{a}{b}$. Below we divide the proof into three cases: (i) $\beta \in (0, \beta^*)$, (ii) $\beta \in (\beta^*, \frac{1}{4} \log \frac{a}{b}]$, and (iii) $\beta \in (\frac{1}{4} \log \frac{a}{b}, +\infty)$. Case (ii) is the simplest case, and its proof is essentially an application of Markov inequality, so we start with this case.

### B. Proof for $\beta \in (\beta^*, \frac{1}{4} \log \frac{a}{b}]$: An application of Markov inequality

We know that $g(\beta) < 0$ for $\beta \in (\beta^*, \frac{1}{4} \log \frac{a}{b}]$. By (7) and Markov inequality, for almost all $G$, we have

\[ \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)} = o(1). \]

This proves that

\[ \frac{P_{\text{fixed dist}(\sigma, X) = 1}}{P_{\text{fixed dist}(\sigma = X)}} = o(1) \text{ in this interval.} \]

With a bit more extra effort, let us also prove that

\[ \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = k)}{P_{\sigma|G}(\sigma = X)} = \sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)}. \]

By almost all $G$, we mean there is a set $G$ such that $P(G \in G) = 1 - o(1)$ and for every $G \in G$ certain property holds. The probability $P(G \in G)$ is calculated according to SSBM defined in Definition 1.
Similarly to $A_i$ and $B_i$, for a set $I \subseteq [n]$, we define $A_I = A_I(G) := |\{i, j \in E(G) : i \in I, j \in [n]\setminus I, X_i = X_j\}|$ and $B_I = B_I(G) := |\{i, j \in E(G) : i \in I, j \in [n]\setminus I, X_i = -X_j\}|$. Then by (4) one can show that

\[
\frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} \leq \exp \left( 2(\beta + \alpha \log(n)/n)(B_I - A_I) \right) = \exp(2(\beta + o(1))(B_I - A_I)).
\]

Since we are only interested in the case $|I| < 2n/\log^{1/3}(n)$, by definition we have $A_I \sim \text{Binom}(\binom{n}{2} - o(n)|I|, \frac{\alpha \log(n)}{n})$ and $B_I \sim \text{Binom}(\binom{n}{2} - o(n)|I|, -\frac{\log(n)}{n})$, and they are independent. Therefore,

\[
E_G[\exp(2(\beta + o(1))(B_I - A_I))] = \exp \left( \frac{|I| \log(n)}{2} (ae^{-2\beta} + be^{2\beta} - a - b + o(1)) \right)
\]

As a consequence,

\[
E_G \left[ \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = k)}{P_{\sigma|G}(\sigma = X)} \right] \leq \sum_{I \subseteq [n], |I| = k} n^{k(g(\beta)-1+o(1))} = \binom{n}{k} n^{k(g(\beta)-1+o(1))} < n^{k(g(\beta)+o(1))}, \tag{8}
\]

Then by Markov inequality, there is a set $G^{(k)}$ such that $P(G \in G^{(k)}) = 1 - n^{k(g(\beta)/4)}$ and for every $G \in G^{(k)}$, $\sum_{I \subseteq [n], |I| = k} P_{\sigma|G}(\text{dist}(\sigma, X) = k) \leq n^{k(g(\beta)/2)}$. Let $G = \bigcap_{k=1}^{\frac{2n}{\log^{1/3}(n)}} G^{(k)}$. By union bound, we have $P(G \in G) > 1 - \sum_{k=1}^{\infty} n^{k(g(\beta)/4)} = 1 - o(1)$. Moreover, for every $G \in G$, $\sum_{I \subseteq [n], |I| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)} \leq \sum_{k=1}^{\infty} n^{k(g(\beta)/2)} = o(1)$. This proves that $\frac{P_{\text{SBM}}(1 \leq \text{dist}(\sigma, X) \leq 2n/\log^{1/3}(n))}{P_{\text{SBM}}(\sigma = X)} = o(1)$, and so $P_{\text{SBM}}(\sigma = \pm X) = 1 - o(1)$ when $\beta \in (\beta^*, \frac{1}{4} \log \frac{1}{8}]$.

C. Proof for $\beta \in (\frac{1}{4} \log \frac{1}{8}, +\infty)$: The “cut-off” effect.

The analysis in this interval is more delicate. Since $\frac{P_{\sigma|G}(\text{dist}(\sigma, X) = 1)}{P_{\sigma|G}(\sigma = X)} = (1 + o(1)) \sum_{i=1}^{n} \exp(2(\beta(B_i - A_i)))$, we start with a more careful analysis of $\sum_{i=1}^{n} \exp(2(\beta(B_i - A_i)))$. Since $B_i - A_i$ takes integer value between $-n/2$ and $n/2$, we can use indicator functions to write

\[
\exp(2(\beta(B_i - A_i)) = \sum_{t=0}^{n/2} \mathbb{1}[B_i - A_i = t \log(n)] \exp(2\beta t \log(n))
\]

where the quantity $t \log(n)$ ranges over all integer values from $-n/2$ to $n/2$ in the summation. Define $D(G, t) := |\{i \leq n : \sigma_i = \sigma_j = t \log(n)\}| = \sum_{i=1}^{n} \mathbb{1}[B_i - A_i = t \log(n)]$. Therefore,

\[
\sum_{i=1}^{n} \exp(2(\beta(B_i - A_i)) = \sum_{t=0}^{n/2} D(G, t) \exp(2\beta t \log(n)). \tag{9}
\]

By Chernoff bound, we have $P(B_i - A_i \geq 0) \leq \exp \left( \log(n) - \frac{1}{2} (\frac{\sigma - \sqrt{\beta}}{\sqrt{2}})^2 + o(1) \right)$. Define $G_1 := \{G : B_i - A_i \geq 0 \ \forall i \leq [n]\}$. Then by union bound, $P(G \notin G_1) \leq \exp \left( \log(n) \left(1 - \frac{1}{2} (\frac{\sigma - \sqrt{\beta}}{\sqrt{2}})^2 + o(1) \right) \right) = o(1)$, where the equality follows from the assumption that $\sqrt{a} - \sqrt{b} > \sqrt{2}$. For every $G \in G_1$, $D(G, t) = 0$ for all $t \geq 0$, and so

\[
\sum_{i=1}^{n} \exp(2(\beta(B_i - A_i)) = \sum_{t=0}^{n/2} D(G, t) \exp(2\beta t \log(n)). \tag{10}
\]
This indicates that there is a “cut-off” effect at \( t > 0 \), i.e., \( D(G,t) \exp(2\beta t \log(n)) = 0 \) for all positive \( t \) with probability \( 1 - o(1) \), although its expectation can be very large, as we will show next. Define a function

\[
f_\beta(t) := \sqrt{t^2 + ab} - t (\log(\sqrt{t^2 + ab} + t) - \log(b)) - \frac{a + b}{2} + 1 + 2\beta t.
\]

Using Chernoff bound, one can show that

\[
E[D(G,t) \exp(2\beta t \log(n))] \leq \exp(f_\beta(t) \log(n)).
\]

(Using a more careful analysis, one can show that this bound is tight up to a \( \frac{1}{\sqrt{\log(n)}} \) factor; see Appendix B.) The function \( f_\beta(t) \) is a concave function and takes maximum value at \( t^* = \frac{a + b}{2} - \frac{\log(b)}{2} = 1 + g(\beta) \). Therefore, if we take expectation on both sides of (9), then the sum on the right-hand side is concentrated on a small neighborhood of \( t^* \). When \( \beta > \frac{1}{2} \log \frac{a}{b} \), we have \( t^* > 0 \). Due to the “cut-off” effect at \( t > 0 \), we have \( D(G,t) = 0 \) for all \( t \) in the neighborhood of \( t^* \) with probability \( 1 - o(1) \), so the main contribution to the expectation comes from a rare event \( G \notin \mathcal{G}_1 \). This explains why the behavior of a typical graph \( G \) deviates from the behavior of the expectation. Since \( f_\beta(t) \) is a concave function, the function \( E[\sum_{i=1}^{n} D(G,i) \exp(2\beta t \log(n))] \) is upper bounded by \( O(\log(n)) \) when \( t^* > 0 \). Notice that \( f_\beta(0) = g(\frac{1}{4} \log \frac{a}{b}) = 1 - (\frac{\alpha - \delta}{2})^2 < 0 \). Now using (10) and Markov inequality, we conclude that \( \sum_{i=1}^{n} \exp(2\beta \delta B_i - A_i) = o(1) \) for almost all \( G \), and so \( P_{\sigma(G)}(\text{dist}(\sigma,X) = k) = o(1) \) for almost all \( G \). Thus we have shown that \( P_{\sigma(G)}(\text{dist}(\sigma,X) = k) = o(1) \) when \( \beta > \frac{1}{2} \log \frac{a}{b} \). The analysis of \( P_{\text{SIBM}}(\text{dist}(\sigma,X) = k) \) for \( 1 \leq k < 2n/\log^{1/3}(n) \) is similar to the analysis in Section III-B, and we do not repeat it here. By now we have given a sketched proof of \( P_{\text{SIBM}}(\sigma = X) = 1 - o(1) \) when \( \beta > \beta^* \); see Section V for a rigorous proof. Next we move to the case \( \beta \leq \beta^* \).

D. Proof for \( \beta \leq \beta^* \): Structural results and tight concentration

In the last inequality of (8), we use a coarse bound \( \binom{n}{k} < n^k \). Now let us use a tighter bound \( \binom{n}{k} < n^k/k! \). For \( k > n^{g(\beta) + \delta} \), we have \( k! > (k/e)^k = \exp(k \log(k) - k) > \exp(k(g(\beta) + \delta) \log(n) - k) = n^{k(g(\beta) + \delta - o(1))} \). Taking these into the last inequality of (8), we obtain that for all \( k > n^{g(\beta) + \delta} \),

\[
E[G]\left[ \frac{P_{\sigma(G)}(\text{dist}(\sigma,X) = k)}{P_{\sigma(G)}(\sigma = X)} \right] \leq \binom{n}{k} n^{k(g(\beta) - 1 - o(1))} < n^{k(g(\beta) + o(1))/k!} < n^{-k(\delta - o(1))}.
\]

This immediately implies that \( P_{\text{SIBM}}(\text{dist}(\sigma,X) < n^{g(\beta) + \delta}) = 1 - o(1) \) for any \( \delta > 0 \). Since \( g(\beta) < 1 \) for all \( 0 < \beta < \beta^* \), we have \( P_{\text{SIBM}}(\text{dist}(\sigma,X) < n^\theta) = 1 - o(1) \) for all \( \theta \in (g(\beta),1) \). This improves upon the upper bound \( \text{dist}(\sigma,X) < 2n/\log^{1/3}(n) \) obtained using spectral method at the beginning of this section. More importantly, this allows us to prove a powerful structural result. (All the discussions below are conditioning on the event \( \text{dist}(\sigma,X) \leq n/2 \), i.e., \( \sigma \) is closer to \( X \) than to \( \overline{X} \).)

We say that \( j \) is a “bad” neighbor of vertex \( i \) if the edge \( \{i,j\} \) is connected in graph \( G \) and \( \sigma_j \neq X_j \). Then there is an integer \( z > 0 \) such that with probability \( 1 - o(1) \), every vertex has at most \( z \) “bad” neighbors. Conditioning on the event every vertex has at most \( z \) “bad” neighbors, it is easy to show that \( P_{\sigma(G)}(\sigma_j = X_j) \) differs from \( \exp(2\beta \delta B_i - A_i) \) by at most a constant factor \( \exp(4\beta z) \). Therefore, \( E_{\sigma(G)}[\text{dist}(\sigma,X)] = \sum_{i=1}^{n} \text{dist}(\sigma,X) \) differs from \( \sum_{i=1}^{n} \exp(2\beta \delta B_i - A_i) \) by at most a constant factor for almost all \( G \). We can further prove that the pairwise correlation of the events \( \{e_i = \text{false}\} \) and \( \{e_j = \text{false}\} \) is very small, so \( \text{dist}(\sigma,X) \) concentrates around its expectation. Thus we conclude that \( \text{dist}(\sigma,X) \) differs from \( \sum_{i=1}^{n} \exp(2\beta \delta B_i - A_i) \) by at most a constant factor for almost all \( G \). In Section III-A (see (7)), we have shown that \( E[G]\left[ \sum_{i=1}^{n} \exp(2\beta \delta B_i - A_i) \right] = (1 + o(1))n^{g(\beta)} \). Quite surprisingly, when \( \beta \leq \beta^* \), we can prove a very tight concentration around the expectation: For almost all graph \( G \), we have \( \sum_{i=1}^{n} \exp(2\beta \delta B_i - A_i) = (1 + o(1))n^{g(\beta)} \); see Proposition 10 in Section VIII for a
proof. Combining this with the above analysis, we conclude that \( \text{dist}(\sigma, X) = \Theta(n^{\theta(\beta)}) \) with probability \( 1 - o(1) \) when \( \beta \leq \beta^* \). This completes the sketched proof of Theorem 3. See Sections VI–VIII for the rigorous proof of the above arguments. As a final remark, we note that for the special case of \( \beta = \beta^* \), Theorem 3 tells us that \( P_{\text{SIBM}}(\text{dist}(\sigma, \pm X) = \Theta(1)) = 1 - o(1) \), but this is not sufficient for us to draw any conclusion on \( P_{\text{SIBM}}(\sigma = \pm X) \). In Proposition 11 (see Section VIII) we prove that when \( \beta = \beta^* \), \( P_{\text{SIBM}}(\sigma = \pm X) \leq \frac{1}{2}(1 + o(1)) \), where the \( o(1) \) term goes to 0 as \( n \to \infty \).

E. Multiple sample case: Proof of Theorem 2

| Algorithm 1 LearnSIBM in \( O(n) \) time |
|------------------------------------------|
| **Inputs:** the samples \( \sigma^{(1)}, \sigma^{(2)} \ldots, \sigma^{(m)} \) |
| **Output:** \( \hat{X} \) |
| **Step 1:** Align all the samples with \( \sigma^{(1)} \) |
| 1. for \( j = 2, 3, \ldots, m \) do |
| 2. if \( \sum_{i=1}^{m} \sigma^{(1)}_i \sigma^{(j)}_i < 0 \) then |
| 3. \( \sigma^{(j)} \leftarrow -\sigma^{(j)} \) |
| 4. end if |
| 5. end for |
| **Step 2:** Majority vote at each coordinate |
| 6. for \( i=1,2,\ldots,n \) do |
| 7. \( \hat{X}_i \leftarrow \text{sign}(\sum_{j=1}^{m} \sigma_i^{(j)}) \) |
| 8. \( \Rightarrow \) If \( \sum_{j=1}^{m} \sigma_i^{(j)} = 0 \), assign \( \hat{X}_i \) a random sign |
| 9. end for |
| 10. Output \( \hat{X} \) |

For the multiple-sample case, we prove that the above simple algorithm can recover \( X \) with probability \( 1 - o(1) \) if and only if the Maximum Likelihood (ML) algorithm recovers \( X \) with probability \( 1 - o(1) \). We already showed that each sample is either very close to \( X \) or very close to \( -X \), so after the alignment step in Algorithm 1, all the samples are either simultaneously aligned with \( X \) or simultaneously aligned with \( -X \). We assume the former case. By the structural results discussed above, with probability \( 1 - o(1) \), \( P_{\sigma|G}(\sigma_i^{(j)} = -X_i) \) differs from \( \exp(2\beta(B_i - A_i)) \) by at most a constant factor for all \( j \in [m] \). Since the samples are independent, we further obtain that \( P_{\sigma|G}(\sum_{j=1}^{m} 1[\sigma_i^{(j)} = -X_i] \geq u) \) differs from \( \exp(2u\beta(B_i - A_i)) \) by at most a constant factor. Here \( u\beta \) plays the role of \( \beta \) in the single-sample case. Therefore, if \( u\beta > \beta^* \), then with probability \( 1 - o(1) \) we have \( \sum_{j=1}^{m} 1[\sigma_i^{(j)} = -X_i] \leq u - 1 \), or equivalently, \( X_i(\sum_{j=1}^{m} \sigma_i^{(j)}) \geq m - 2u + 2 \) for all \( i \in [n] \). In particular, if \( \left\lfloor \frac{m+1}{2} \right\rfloor \beta > \beta^* \), then \( X_i(\sum_{j=1}^{m} \sigma_i^{(j)}) \geq m + 2 - 2\left\lfloor \frac{m+1}{2} \right\rfloor \geq 1 \) for all \( i \in [n] \), which implies that \( \hat{X} = X \) after the majority voting step in Algorithm 1. See Section VII for a rigorous proof of the above argument.

The proof of the converse results, i.e., even ML algorithm cannot recover \( X \) with probability \( 1 - o(1) \) when \( \frac{m+1}{2} \beta < \beta^* \), also relies on the structural result and it is rather similar to the proof of \( \beta \leq \beta^* \) for the single-sample case. We refer the readers to Section IX for details.

IV. Samples are concentrated around \( \pm X \) or \( \pm 1_n \)

In this section, we show that for \( a > b \), if \( \alpha > b\beta \), then all the samples produced by SIBM\((n, a \log(n)/n, \log(n)/n, \alpha, \beta, m)\) are very close to either \( X \) or \( -X \). More precisely, they differ from the ground truth \( \pm X \) in at most \( 2n/\log^{1/3}(n) \) coordinates. On the other hand, if \( \alpha < b\beta \), then the samples differ from \( \pm 1_n \) in at most \( 2n/\log^{1/3}(n) \) coordinates, where \( 1_n \) is the all-one vector of length \( n \). For the latter case, we prove that the number of samples needed for exact recovery of \( X \) is at least \( \Omega(\log^{1/4}(n)) \).
Let $A = A(G)$ be the adjacency matrix of $G$. Then (4) can be written as

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{\beta}{2} \bar{\sigma} A \bar{\sigma}^T - \frac{\alpha \log(n)}{2n} \bar{\sigma}(J_n - I_n - A)\bar{\sigma}^T \right) = \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{1}{2} \left( \frac{\beta + \alpha \log(n)}{n} A - \frac{\alpha \log(n)}{n}(J_n - I_n) \right) \bar{\sigma}^T \right),$$

where $J_n$ is the all one matrix and $I_n$ is the identity matrix, both of size $n \times n$. Conditioned on the ground truth $X$, $A - E[A|X]$ is a symmetric matrix whose upper triangular part consists of independent entries. According to Theorem 5.2 in [LR15] and/or Theorem 5 in [HWX16], both of which are built upon the classical results in [FO05], the spectral norm of $A - E[A|X]$ is upper bounded by $O(\sqrt{\log(n)})$.

**Theorem 4** (Theorem 5.2 in [LR15], Theorem 5 in [HWX16]). For any $r > 0$, there exists $c > 0$ such that the spectral norm of $A - E[A|X]$ satisfies

$$P(\|A - E[A|X]\| \leq c\sqrt{\log(n)}) \geq 1 - n^{-r}.$$

Define a matrix

$$M := (\beta + \frac{\alpha \log(n)}{n})E[A|X] - \frac{\alpha \log(n)}{n}(J_n - I_n).$$

Then we can further write (4) as

$$P_{\sigma|G}(\sigma = \bar{\sigma}) = \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{1}{2} \bar{\sigma} M \bar{\sigma}^T + \frac{1}{2} (\beta + \frac{\alpha \log(n)}{n}) \bar{\sigma}(A - E[A|X])\bar{\sigma}^T \right). \quad (11)$$

By definition, all the diagonal entries of $M$ are 0. For $i \neq j$,

$$M_{ij} = \begin{cases} 
(\alpha \beta - \alpha + \frac{\alpha a \log(n)}{n}) \frac{\log(n)}{n} & \text{if } X_i = X_j, \\
(\beta - \alpha + \frac{\alpha b \log(n)}{n}) \frac{\log(n)}{n} & \text{if } X_i \neq X_j.
\end{cases}$$

Given $\bar{\sigma} \in \{\pm 1\}^n$, let $u = u(\bar{\sigma}) := |\{i \in [n] : X_i = \bar{\sigma}_i = 1\}|$ and $v = v(\bar{\sigma}) := |\{i \in [n] : X_i = \bar{\sigma}_i = -1\}|$. Then $|\{i \in [n] : X_i = 1, \bar{\sigma}_i = 1\}| = n/2 - u$ and $|\{i \in [n] : X_i = 1, \bar{\sigma}_i = 1\}| = n/2 - v$. Therefore,

$$\frac{1}{2} \bar{\sigma} M \bar{\sigma}^T = \frac{1}{2} \left( \frac{n}{2} - 2u \right)^2 + \left( \frac{n}{2} - 2v \right)^2 \frac{(\alpha \beta - \alpha) \log(n)}{n} - \left( \frac{n}{2} - 2u \right) \left( \frac{n}{2} - 2v \right) \frac{(\beta \alpha - \alpha) \log(n)}{n} + O(\log^2(n)) = \frac{1}{2} \left( \frac{n}{2} - 2u \right)^2 + \left( \frac{n}{2} - 2v \right)^2 \frac{(\alpha \beta - \alpha) \log(n)}{n} + O(\log^2(n)). \quad (12)$$

Notice that $u$ and $v$ take values between 0 and $n/2$. According to (11), the configuration $\bar{\sigma}$ that maximizes $\frac{1}{2} \bar{\sigma} M \bar{\sigma}^T$ is (roughly) the most likely output of the Ising model. Since we assume $\alpha > b$, the term $\frac{1}{2} \left( \frac{n}{2} - 2u \right)^2 + \left( \frac{n}{2} - 2v \right)^2 \frac{(\alpha \beta - \alpha) \log(n)}{n}$ takes maximum at four points $u, v \in \{0, n/2\}$. If $b \beta < \alpha$, then the second term $\frac{1}{2} \left( \frac{n}{2} - 2u \right)^2 \frac{(b \beta - \alpha) \log(n)}{n}$ takes maximum whenever $u = v$, and if $b \beta > \alpha$, then the second term takes maximum when $|u - v| = n/2$. To summarize, if $b \beta < \alpha$, then $\frac{1}{2} \bar{\sigma} M \bar{\sigma}^T$ takes maximum at $u = v = 0$ and $u = v = n/2$, i.e., the two maximizers are $\bar{\sigma} = \pm X$. If $b \beta > \alpha$, then $\frac{1}{2} \bar{\sigma} M \bar{\sigma}^T$ takes maximum at $(u = 0, v = n/2)$ and $(u = n/2, v = 0)$, i.e., the two maximizers are $\bar{\sigma} = \pm 1_n$. Taking into account the effect of the error term $\frac{1}{2} (\beta + \alpha \log(n)) \bar{\sigma}(A - E[A|X])\bar{\sigma}^T$ in (11), we have the following proposition:

**Proposition 1.** Let $a > b > 0$ and $\alpha, \beta > 0$ be constants. Let $m$ be a positive integer that is upper bounded by some polynomial of $n$. Let

$$(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m).$$
If $b_\beta < \alpha$, then for any (arbitrarily large) $r > 0$, there exists $n_0(r)$ such that for all even integers $n > n_0(\delta, r)$,

$$P_{\text{SIBM}}(\text{dist}(\sigma^{(i)}, \pm X) < 2n/\log^{1/3}(n) \text{ for all } i \in [m]) \geq 1 - n^{-r}.$$  

If $b_\beta > \alpha$, then for any (arbitrarily large) $r > 0$, there exists $n_0(r)$ such that for all even integers $n > n_0(\delta, r)$,

$$P_{\text{SIBM}}(\text{dist}(\sigma^{(i)}, \pm 1_n) < 2n/\log^{1/3}(n) \text{ for all } i \in [m]) \geq 1 - n^{-r}.$$  

**Proof.** We only prove the case of $b_\beta < \alpha$ as the proof of the other case is virtually identical. Since $A - E[A|X]$ is a symmetric matrix,

$$|\tilde{\sigma}(A - E[A|X])\tilde{\sigma}^T| \leq \|A - E[A|X]\|\|\tilde{\sigma}\tilde{\sigma}^T = n\|A - E[A|X]\|$$

for every $\tilde{\sigma} \in \{\pm 1\}^n$. Therefore, by Theorem 4, for any $r > 0$, there is $c > 0$ such that

$$\left|\frac{1}{2}(\beta + \frac{\alpha \log(n)}{n})\tilde{\sigma}(A - E[A|X])\tilde{\sigma}^T\right| \leq cn\sqrt{\log(n)} \quad \text{for all } \tilde{\sigma} \in \{\pm 1\}^n \tag{13}$$

with probability at least $1 - n^{-2r}$. Define the set

$$\Gamma := \left\{ \tilde{\sigma} \in \{\pm 1\}^n : u \leq n/\log^{1/3}(n), v \leq n/\log^{1/3}(n) \right\}$$

$$\bigcup \left\{ \tilde{\sigma} \in \{\pm 1\}^n : u \geq n/2 - n/\log^{1/3}(n), v \geq n/2 - n/\log^{1/3}(n) \right\},$$

where the first set consists of $\tilde{\sigma}$’s that differ from $-X$ in at most $2n/\log^{1/3}(n)$ coordinates, and the second set consists of $\tilde{\sigma}$’s that differ from $X$ in at most $2n/\log^{1/3}(n)$ coordinates. Given a graph $G$ whose adjacency matrix satisfies (13), we will show that $P_{\sigma|G}(\sigma \notin \Gamma) < e^{-n}$. Since $P_{\sigma|G}(\sigma = X) < 1$, it suffices to prove that $\frac{P_{\sigma|G}(\sigma = \tilde{\sigma})}{P_{\sigma|G}(\sigma = X)} < e^{-n}$. Define another three sets

$$\Gamma_1 := \left\{ \tilde{\sigma} \in \{\pm 1\}^n : n/\log^{1/3}(n) < u < n/2 - n/\log^{1/3}(n) \right\}$$

$$\Gamma_2 := \left\{ \tilde{\sigma} \in \{\pm 1\}^n : n/\log^{1/3}(n) < v < n/2 - n/\log^{1/3}(n) \right\},$$

$$\Gamma_3 := \left\{ \tilde{\sigma} \in \{\pm 1\}^n : u \leq n/\log^{1/3}(n), v \geq n/2 - n/\log^{1/3}(n) \right\}$$

$$\bigcup \left\{ \tilde{\sigma} \in \{\pm 1\}^n : u \geq n/2 - n/\log^{1/3}(n), v \leq n/\log^{1/3}(n) \right\}.$$

It is easy to verify that $\Gamma^c = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3$. Next we prove that for every $G$ satisfying (13) and every $\tilde{\sigma} \in \Gamma_1 \cup \Gamma_2 \cup \Gamma_3$,

$$\frac{P_{\sigma|G}(\sigma = \tilde{\sigma})}{P_{\sigma|G}(\sigma = X)} < 2^{-n}e^{-n}. \tag{14}$$

Together with the trivial upper bound $|\Gamma_1 \cup \Gamma_2 \cup \Gamma_3| < 2^n$, this implies that $\frac{P_{\sigma|G}(\sigma \notin \Gamma)}{P_{\sigma|G}(\sigma = X)} < e^{-n}$.

We first prove (14) for $\tilde{\sigma} \in \Gamma_1$. Observe that $\sigma = X$ corresponds to $u = v = n/2$. By (12), we have

$$P_{\sigma|G}(\sigma = X) = \frac{1}{Z_G(\alpha, \beta)} \exp\left(\frac{1}{2}XMX^T + O(n\sqrt{\log(n)})\right) = \frac{1}{Z_G(\alpha, \beta)} \exp\left(\frac{\alpha \beta - b_\beta}{4}n \log(n) + O(n\sqrt{\log(n)})\right). \tag{15}$$

On the other hand, if $\tilde{\sigma} \in \Gamma_1$, then

$$\left(\frac{n}{2} - 2u(\tilde{\sigma})\right)^2 \leq \left(\frac{n}{2} - 2n/\log^{1/3}(n)\right)^2 = \frac{n^2}{4} - 2n^2/\log^{1/3}(n) + O(n^2/\log^{2/3}(n)).$$
Since \( b\beta - \alpha < 0 \) and \( (\frac{b\beta}{2} - 2v)^2 \leq \frac{n^2}{4} \) for all \( 0 \leq v \leq n/2 \), by (12) we have
\[
\frac{1}{2} \mathbf{M} \mathbf{\hat{\sigma}}^T \leq \frac{a\beta - b\beta}{4} n \log(n) - (a\beta - b\beta) n \log^{2/3}(n) + O(n \log^{1/3}(n)),
\]
and so
\[
P_{\sigma | G}(\sigma = \mathbf{\hat{\sigma}}) \leq \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{a\beta - b\beta}{4} n \log(n) - (a\beta - b\beta) n \log^{2/3}(n) + O(n \sqrt{n \log(n)}) \right).
\]
Combining this with (15), we have
\[
\frac{P_{\sigma | G}(\sigma = \mathbf{\hat{\sigma}})}{P_{\sigma | G}(\sigma = X)} \leq \exp \left( - (a\beta - b\beta) n \log^{2/3}(n) + O(n \sqrt{n \log(n)}) \right) < 2^{-n} e^{-n}
\]
for all \( \mathbf{\hat{\sigma}} \in \Gamma_1 \) and all \( G \) satisfying (13). The case of \( \mathbf{\hat{\sigma}} \in \Gamma_2 \) can be proved in the same way.

For \( \mathbf{\hat{\sigma}} \in \Gamma_3 \), we have
\[
|u(\mathbf{\hat{\sigma}}) - v(\mathbf{\hat{\sigma}})| > n/4
\]
for large \( n \). Since \( b\beta - \alpha < 0 \), this implies that
\[
\frac{1}{2} (2u(\mathbf{\hat{\sigma}}) - 2v(\mathbf{\hat{\sigma}}))^2 \frac{(b\beta - \alpha) \log(n)}{n} < - \frac{\alpha - b\beta}{8} n \log(n),
\]
so
\[
\frac{1}{2} \mathbf{M} \mathbf{\hat{\sigma}}^T \leq \frac{a\beta - b\beta}{4} n \log(n) - \frac{\alpha - b\beta}{8} n \log(n).
\]
Therefore,
\[
P_{\sigma | G}(\sigma = \mathbf{\hat{\sigma}}) \leq \frac{1}{Z_G(\alpha, \beta)} \exp \left( \frac{a\beta - b\beta}{4} n \log(n) - \frac{\alpha - b\beta}{8} n \log(n) + O(n \sqrt{n \log(n)}) \right).
\]
Combining this with (15), we have
\[
\frac{P_{\sigma | G}(\sigma = \mathbf{\hat{\sigma}})}{P_{\sigma | G}(\sigma = X)} \leq \exp \left( - \frac{\alpha - b\beta}{8} n \log(n) + O(n \sqrt{n \log(n)}) \right) < 2^{-n} e^{-n}
\]
for all \( \mathbf{\hat{\sigma}} \in \Gamma_3 \) and all \( G \) satisfying (13).

Now we have shown that for a single sample \( \sigma \) produced by the SIBM, \( P_{\sigma | G}(\sigma \in \Gamma) \geq 1 - e^{-n} \) provided that \( G \) satisfies (13). By the union bound, for \( m \) independent samples \( \sigma^{(1)}, \ldots, \sigma^{(m)} \) produced by the SIBM, \( P_{\sigma | G}(\sigma^{(1)}, \ldots, \sigma^{(m)} \in \Gamma) \geq 1 - m e^{-n} \) provided that \( G \) satisfies (13). We also know that \( G \) satisfies (13) with probability at least \( 1 - n^{-2r} \), and by assumption \( m \) is upper bounded by some polynomial of \( n \). Therefore, the overall probability of \( \sigma^{(1)}, \ldots, \sigma^{(m)} \in \Gamma \) is at least \( 1 - n^{-r} \) when \( n \) is large enough. This completes the proof of the proposition.

\section*{Proposition 2}

Let \( a > b > 0 \) and \( \alpha, \beta > 0 \) be constants. Let \( m \) be a positive integer that is upper bounded by some polynomial of \( n \). Let
\[
(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m).
\]
If \( \alpha < b\beta \), then it is not possible to recover \( X \) from the samples when \( m = O(\log^{1/4}(n)) \).

\section*{Proof}
First observe that there are \( \binom{n}{n/2} \) balanced partitions, so one needs at least \( \log_2 \left( \binom{n}{n/2} \right) = \Theta(n) \) bits to recover \( X \). By Proposition 1, with probability \( 1 - o(n^{-4}) \), \( \text{dist}(\sigma^{(i)}, \pm 1_n) < 2n/\log^{1/3}(n) \) for all \( i \in [m] \). Therefore, each \( \sigma^{(i)} \) takes at most
\[
T := \sum_{j=0}^{2n/\log^{1/3}(n)} \binom{n}{j}
\]
values, so each $\sigma^{(i)}$ contains at most $\log_2 T$ bits of information. Next we prove that $\log_2 T = O(\log\log(n)n)$, so we need at least $\Omega(\log\log(n)n)$ samples to recover $X$, which proves the proposition.

In order to upper bound $T$, we define a binomial random variable $Y \sim \text{Binom}(n, 1/2)$. Then

$$T = 2^n P(Y \leq 2n/\log^{1/3}(n)) = 2^n P(Y \leq n - 2n/\log^{1/3}(n)).$$

The moment generating function of $Y$ is $(\frac{1}{2} + \frac{1}{2}e^s)^n$. By Chernoff bound, for any $s > 0$,

$$P(Y \leq n - 2n/\log^{1/3}(n)) \leq (\frac{1}{2} + \frac{1}{2}e^s)^n e^{-sn} e^{2sn/\log^{1/3}(n)} = 2^{-n} (1 + e^{-s})^n e^{2sn/\log^{1/3}(n)}.$$

As a consequence, for any $s > 0$,

$$\log_2 T \leq n \left( \log(1 + e^{-s}) + \frac{2s}{\log^{1/3}(n)} \right).$$

Taking $s = \log \log(n)$ into this bound, we obtain that $\log_2 T = O(\log\log(n)n)$.

\[ \square \]

V. \( \sigma = \pm X \) with probability \( 1 - o(1) \) when \( \beta > \beta^* \)

Recall the definition of $\beta^*$ in (6).

**Proposition 3.** Let $a, b, \alpha, \beta > 0$ be constants satisfying that $\sqrt{a} - \sqrt{b} > \sqrt{2}, \beta > \beta^*$ and $\alpha > b\beta$. Let $(X, G, \sigma) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, 1)$. Then

$$P_{\text{SIBM}}(\sigma = X \text{ or } \sigma = -X) = 1 - o(1).$$

We have proved in Proposition 1 that if $\alpha > b\beta$, then dist($\sigma, \pm X$) $\leq 2n/\log^{1/3}(n)$ with probability $1 - o(1)$. For $\mathcal{I} \subseteq [n]$, define $X^{(\mathcal{I})}$ as the vector obtained by flipping the coordinates in $\mathcal{I}$ while keeping all the other coordinates to be the same as $X$, i.e., $X^{(\mathcal{I})}_i = -X_i$ for all $i \in \mathcal{I}$ and $X^{(\mathcal{I})}_i = X_i$ for all $i \notin \mathcal{I}$. Then Proposition 1 tells us that

$$\sum_{\mathcal{I} \subseteq [n], 2n/\log^{1/3}(n) < |\mathcal{I}| < n - 2n/\log^{1/3}(n)} P_{\text{SIBM}}(\sigma = X^{(\mathcal{I})}) = o(1).$$

By definition, $P_{\text{SIBM}}(\sigma = \bar{\sigma}) = P_{\text{SIBM}}(\sigma = -\bar{\sigma})$ for all $\bar{\sigma} \in \{\pm 1\}^n$. Therefore,

$$\sum_{\mathcal{I} \subseteq [n], 1 \leq |\mathcal{I}| \leq 2n/\log^{1/3}(n)} P_{\text{SIBM}}(\sigma = -X^{(\mathcal{I})}) = \sum_{\mathcal{I} \subseteq [n], 1 \leq |\mathcal{I}| \leq 2n/\log^{1/3}(n)} P_{\text{SIBM}}(\sigma = X^{(\mathcal{I})}).$$

As a consequence, to prove Proposition 3, we only need to show that

$$\sum_{\mathcal{I} \subseteq [n], 1 \leq |\mathcal{I}| \leq 2n/\log^{1/3}(n)} P_{\text{SIBM}}(\sigma = X^{(\mathcal{I})}) = o(1).$$

This is further equivalent to proving that there exists a set $\mathcal{G}$ such that

(i) $P(G \in \mathcal{G}) = 1 - o(1)$, where the probability is calculated according to the SSBM($n, a \log(n)/n, b \log(n)/n$).

(ii) For every $G \in \mathcal{G}$,

$$\sum_{\mathcal{I} \subseteq [n], 1 \leq |\mathcal{I}| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X^{(\mathcal{I})})}{P_{\sigma|G}(\sigma = X)} = o(1).$$

In order to prove the existence of such a set $\mathcal{G}$, we define two functions

$$g(\beta) := \frac{be^{2\beta} + ae^{-2\beta}}{2} - \frac{a + b}{2} + 1,$$

$$\tilde{g}(\beta) := \begin{cases} g(\beta) & \text{if } \beta < \frac{1}{2} \log \frac{2}{\log^2 n} \\ g\left(\frac{1}{4} \log \frac{2}{\log^2 n}\right) = \sqrt{ab} - \frac{a+b}{2} + 1 & \text{if } \beta \geq \frac{1}{4} \log \frac{2}{\log^2 n} \end{cases} \quad (16)$$
and we will prove in Lemma 1 below (see the end of Section V-A) that $\tilde{g}(\beta) < 0$ under the conditions of Proposition 3 (i.e., $\sqrt{a} - \sqrt{b} > \sqrt{2}$ and $\beta > \beta^*$). The existence of $\mathcal{G}$ is guaranteed by the following proposition:

**Proposition 4.** Let $a, b, \alpha, \beta > 0$ be constants satisfying that $\sqrt{a} - \sqrt{b} > \sqrt{2}$, $\beta > \beta^*$ and $\alpha > b\beta$. Let $(X, G, \sigma) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, 1)$. There is an integer $n_0$ such that for every even integer $n > n_0$ and every integer $1 \leq k \leq 2n/\log^{1/3}(n)$, there is a set $\mathcal{G}^{(k)}$ for which

(i) $P(G \in \mathcal{G}^{(k)}) \geq 1 - 2n\tilde{g}(\beta)/8$,

(ii) For every $G \in \mathcal{G}^{(k)}$,

$$\sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} \frac{P_{\sigma|G}(\sigma = X(\mathcal{I}))}{P_{\sigma|G}(\sigma = X)} < n^{k\tilde{g}(\beta)/2}.$$ 

With the $\mathcal{G}^{(k)}$'s given by Proposition 4, we define

$$\mathcal{G} := \bigcap_{k=1}^{2n/\log^{1/3}(n)} \mathcal{G}^{(k)}.$$ 

By the union bound,

$$P(G \in \mathcal{G}) \geq 1 - 2 \sum_{k=1}^{2n/\log^{1/3}(n)} n^{k\tilde{g}(\beta)/8} \geq 1 - \frac{2n\tilde{g}(\beta)/8}{1 - n\tilde{g}(\beta)/8} = 1 - o(1),$$

where the last equality follows from $\tilde{g}(\beta) < 0$. Moreover, for every $G \in \mathcal{G}$,

$$\sum_{\mathcal{I} \subseteq [n], 1 \leq |\mathcal{I}| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X(\mathcal{I}))}{P_{\sigma|G}(\sigma = X)} \sum_{k=1}^{2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X(\mathcal{I}))}{P_{\sigma|G}(\sigma = X)} \sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} \frac{P_{\sigma|G}(\sigma = X(\mathcal{I}))}{P_{\sigma|G}(\sigma = X)} < n^{k\tilde{g}(\beta)/2} < \frac{n^{\tilde{g}(\beta)/2}}{1 - n\tilde{g}(\beta)/2} = o(1).$$

Thus we have shown that Proposition 3 is implied by Proposition 4. In the rest of this section, we will prove the latter proposition. In Section V-A, we will prove Proposition 4 for the special case of $k = 1$ to illustrate the basic idea of the proof. Then we prove Proposition 4 for general $k$ in Section V-B.

**A. Proof of Proposition 4 for $k = 1$**

Given the ground truth $X$, a graph $G$ and a vertex $i \in [n]$, define

$$A_i = A_i(G) := \{j \in [n] \setminus \{i\} : \{i, j\} \in E(G), X_j = X_i\},$$

$$B_i = A_i(G) := \{j \in [n] \setminus \{i\} : \{i, j\} \in E(G), X_j = -X_i\}. \quad (17)$$

Next we give an upper bound on $P(B_i - A_i \geq t \log(n))$ for $t \in \left[\frac{1}{2}(b-a), 0\right]$. We take the left boundary to be $\frac{1}{2}(b-a)$ because $\frac{E[B_i - A_i]}{\log(n)} \to \frac{1}{2}(b-a)$ as $n \to \infty$.

**Proposition 5.** For $t \in \left[\frac{1}{2}(b-a), 0\right]$,

$$P(B_i - A_i \geq t \log(n)) \leq \exp \left( \log(n) \left( \sqrt{t^2 + ab} - t \log(\sqrt{t^2 + ab} + t) - \log(b) \right) - \frac{a + b}{2} + O\left(\frac{\log(n)}{n}\right) \right). \quad (18)$$
Proof. When \( t = \frac{1}{2}(b-a) \), the right-hand side of (18) is equal to 2, so we only need to prove (18) for \( t \in (\frac{1}{2}(b-a), 0] \). By definition, \( A_i \sim \text{Binom}(\frac{n}{2} - 1, \frac{a \log(n)}{n}) \) and \( B_i \sim \text{Binom}(\frac{n}{2}, \frac{b \log(n)}{n}) \), and they are independent. The moment generating function of \( B_i - A_i \) is

\[
E[e^{s(B_i - A_i)}] = \left(1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^s\right)^{n/2} \left(1 - \frac{a \log(n)}{n} + \frac{a \log(n)}{n} e^{-s}\right)^{n/2-1}
\]

\[
= \exp\left(\frac{\log(n)}{2}(be^s - b + O(\frac{\log(n)}{n}))\right) \exp\left(\frac{\log(n)}{2}(ae^{-s} - a + O(\frac{\log(n)}{n}))\right)
\]

\[
= \exp\left(\frac{\log(n)}{2}(ae^{-s} + be^s - a - b + O(\frac{\log(n)}{n}))\right),
\]

where we use the Taylor expansion \( \log(1 + x) = x + O(x^2) \) to obtain the second equality. By Chernoff bound, for any \( s > 0 \), we have

\[
P(B_i - A_i \geq t \log(n)) \leq \frac{E[e^{s(B_i - A_i)}]}{e^{st \log(n)}} \leq \exp\left(\frac{\log(n)}{2}(ae^{-s} + be^s - 2st - a - b + O(\frac{\log(n)}{n}))\right).
\]  

(19)

Let \( f(s) := ae^{-s} + be^s - 2st \). We want to find \( \min_{s \geq 0} f(s) \) to plug into the above upper bound. Since \( f'(s) = -ae^{-s} + be^s - 2t \) and \( f''(s) = ae^{-s} + be^s > 0 \), \( f(s) \) is a convex function and takes global minimum at \( s^* \) such that \( f'(s^*) = 0 \). Next we show that \( s^* > 0 \) for all \( t > \frac{1}{2}(b-a) \), so \( \min_{s \geq 0} f(s) = f(s^*) \). Indeed, this follows directly from the facts that \( f'(0) = b-a - 2t < 0 = f'(s^*) \) and that \( f'(s) \) is an increasing function. Taking \( s^* = \log(\sqrt{t^2 + ab} + t) - \log(b) \) into (19), we obtain (18) for all \( t \in (\frac{1}{2}(b-a), 0] \) and large enough \( n \).

Note that \( A_i \) and \( B_i \) are functions of the underlying graph \( G \). Given a graph \( G \), define

\[
\tilde{D}(G) := |\{i \in [n] : B_i - A_i \geq 0\}| \quad \text{and} \quad \tilde{D}_i(G) := 1[B_i - A_i \geq 0],
\]

where \( 1[] \) is the indicator function. Then \( \tilde{D}(G) = \sum_{i=1}^n \tilde{D}_i(G) \) and

\[
E[\tilde{D}(G)] = \sum_{i=1}^n E[\tilde{D}_i(G)] = \sum_{i=1}^n P(B_i - A_i \geq 0).
\]

Taking \( t = 0 \) into (18), we have \( P(B_i - A_i \geq 0) \leq \exp\left(\log(n)(-\frac{(\sqrt{a} - \sqrt{b})^2}{2} + o(1))\right) \). Therefore,

\[
E[\tilde{D}(G)] \leq n \exp\left(\log(n)(-\frac{(\sqrt{a} - \sqrt{b})^2}{2} + o(1))\right) = n^{1-\frac{\alpha^2 - \beta^2}{2} + o(1)}.
\]

By Markov inequality,

\[
P(\tilde{D}(G) = 0) = 1 - P(\tilde{D}(G) \geq 1) \geq 1 - E[\tilde{D}(G)] \geq 1 - n^{1-\frac{\alpha^2 - \beta^2}{2} + o(1)}.
\]

Since \( \sqrt{a} - \sqrt{b} > \sqrt{2} \), we have \( P(\tilde{D}(G) = 0) = 1 - o(1) \).

Let \( X^{(\sim i)} \) be the vector obtained by flipping the \( i \)th coordinate of \( X \) while keeping all the other coordinates to be the same, i.e., \( X_i^{(\sim i)} = -X_i \) and \( X_j^{(\sim i)} = X_j \) for all \( j \neq i \). Next we calculate the ratio

\[
\frac{\sum_{i=1}^n P_{\sigma|G}(\sigma = X^{(\sim i)})}{P_{\sigma|G}(\sigma = X)}.
\]

By (4), we have

\[
P_{\sigma|G}(\sigma = X^{(\sim i)}) = \exp\left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i) - \frac{2\alpha \log(n)}{n}\right)
\]

\[
P_{\sigma|G}(\sigma = X) = \exp\left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i) - \frac{\alpha \log(n)}{n}\right)
\]

By (4), we have

\[
P_{\sigma|G}(\sigma = X^{(\sim i)}) = \exp\left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i) - \frac{2\alpha \log(n)}{n}\right)
\]

\[
P_{\sigma|G}(\sigma = X) = \exp\left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i) - \frac{\alpha \log(n)}{n}\right)
\]
\[
\leq \exp \left( 2b + \frac{\alpha \log(n)}{n} (B_i - A_i) \right).
\]

Since \( B_i - A_i \) takes integer value between \(-n/2\) and \( n/2 \), we can use indicator functions to write
\[
\exp \left( 2b + \frac{\alpha \log(n)}{n} (B_i - A_i) \right)
= \sum_{t \log(n) = -n/2}^{n/2} 1[B_i - A_i = t \log(n)] \exp \left( 2b + \frac{\alpha \log(n)}{n} t \log(n) \right),
\]
where the quantity \( t \log(n) \) ranges over all integer values from \(-n/2\) to \( n/2 \) in the summation on the second line. Define \( D(G, t) := \{ i \in [n] : B_i - A_i = t \log(n) \} \) and notice that \( D(G, t) = \sum_{i=1}^n 1[B_i - A_i = t \log(n)] \). Therefore,
\[
\sum_{i=1}^n P_{\sigma|G} (\sigma = X^{(\neg i)}) \leq \sum_{i=1}^n \exp \left( 2b + \frac{\alpha \log(n)}{n} (B_i - A_i) \right)
= \sum_{i=1}^n \sum_{t \log(n) = -n/2}^{n/2} 1[B_i - A_i = t \log(n)] \exp \left( 2b + \frac{\alpha \log(n)}{n} t \log(n) \right) \tag{21}
= \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \exp \left( 2b + \frac{\alpha \log(n)}{n} t \log(n) \right)
\]

Define a set
\[
G_1 := \{ G : \tilde{D}(G) = 0 \}.
\]

By (20), \( P(G \in G_1) = 1 - o(1) \). By definition of \( \tilde{D}(G) \), \( G \in G_1 \) implies that \( D(G, t) = 0 \) for all \( t \geq 0 \). Therefore, for \( G \in G_1 \), we have
\[
\sum_{i=1}^n P_{\sigma|G} (\sigma = X^{(\neg i)}) \leq \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \exp \left( 2b + \frac{\alpha \log(n)}{n} t \log(n) \right)
\]
\[
\leq (a) \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \exp \left( 2b t \log(n) \right)
= \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \exp \left( 2b t \log(n) \right) + \sum_{t \log(n) = 1}^{n \log(n)} D(G, t) \exp \left( 2b t \log(n) \right) \tag{22}
\leq (b) n \exp \left( \beta(b - a) \log(n) \right) + \sum_{t \log(n) = 1}^{n \log(n)} D(G, t) \exp \left( 2b t \log(n) \right),
\]
where inequality (a) holds because \( t \log(n) \) only takes negative values in the summation, and inequality (b) follows from the trivial upper bound \( \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \leq n \).

Define a function
\[
f_b(t) := \sqrt{t^2 + ab - t(\log(\sqrt{t^2 + ab + t}) - \log(b) - \frac{a+b}{2}) + 1 + 2bt} \tag{23}
\]
Then for \( t \in \left( \frac{b-a}{2}, 0 \right] \), we have
\[
E[D(G, t) \exp \left( 2b t \log(n) \right)]
\]
\[
\sum_{i=1}^{n} E[1[B_i - A_i = t \log(n)]] \exp (2\beta t \log(n)) \\
= \sum_{i=1}^{n} P(B_i - A_i = t \log(n)) \exp (2\beta t \log(n)) \\
\leq \sum_{i=1}^{n} P(B_i - A_i \geq t \log(n)) \exp (2\beta t \log(n)) \\
\leq \sum_{i=1}^{n} \exp \left( \log(n) \left( \sqrt{t^2 + ab} - t \left( \log(\sqrt{t^2 + ab} + t) - \frac{a + b}{2} + 2\beta t + o(1) \right) \right) \right) \\
= n f_\beta(t) + o(1)
\]
where the second inequality follows from (18). For \( \epsilon > 0 \), define a set
\[
\mathcal{G}(\epsilon) := \left\{ \sum_{t \log(n) = \left[ \frac{\log(n)}{2} \right] \log(n)}^{\frac{1}{2}} D(G, t) \exp (2\beta t \log(n)) \leq \sum_{t \log(n) = \left[ \frac{\log(n)}{2} \right] \log(n)}^{\frac{1}{2}} n f_\beta(t) + \epsilon \right\}
\]
Then by Markov inequality,
\[
P(G \in \mathcal{G}(\epsilon)) \geq 1 - n^{-\epsilon - o(1)} > 1 - n^{-\epsilon/2}
\]
for large \( n \) and positive \( \epsilon \). Using (22), we obtain that for \( G \in \mathcal{G}_1 \cap \mathcal{G}(\epsilon) \),
\[
\sum_{i=1}^{n} P_{\sigma|G}(\sigma = X^{(\sim i)}) \leq n \exp (\beta(b - a) \log(n)) + \sum_{t \log(n) = \left[ \frac{\log(n)}{2} \right] \log(n)}^{\frac{1}{2}} n f_\beta(t) + \epsilon \]
\[
= n f_\beta(b - a)/2 + \sum_{t \log(n) = \left[ \frac{\log(n)}{2} \right] \log(n)}^{\frac{1}{2}} n f_\beta(t) + \epsilon
\]
where the equality follows from the fact that \( f_\beta(\frac{1}{2}(b - a)) = \beta(b - a) + 1 \). Recall the definitions of the functions \( g(\beta) \) and \( \tilde{g}(\beta) \) in (16). By Lemma 2 below, we have \( f_\beta(t) \leq \tilde{g}(\beta) < 0 \) for all \( t \leq 0 \). Combining this with (25), we obtain that for \( G \in \mathcal{G}_1 \cap \mathcal{G}(\epsilon) \),
\[
\sum_{i=1}^{n} P_{\sigma|G}(\sigma = X^{(\sim i)}) \leq n \tilde{g}(\beta) + \sum_{t \log(n) = \left[ \frac{\log(n)}{2} \right] \log(n)}^{\frac{1}{2}} n \tilde{g}(\beta) + \epsilon \]
\[
\leq n \tilde{g}(\beta) + \epsilon \left( \frac{a - b}{2} \log(n) + 1 \right) < n \tilde{g}(\beta) + 2\epsilon
\]
for large \( n \) and positive \( \epsilon \). Let \( \epsilon = -\tilde{g}(\beta)/4 > 0 \) and define
\[
\mathcal{G}^{(1)} := \mathcal{G}_1 \cap \mathcal{G}(-\tilde{g}(\beta)/4).
\]
By (26), for \( G \in \mathcal{G}^{(1)} \) we have
\[
\sum_{i=1}^{n} P_{\sigma|G}(\sigma = X^{(\sim i)}) \leq n \tilde{g}(\beta)/2.
\]
By (20) and (24),
\[
P(G \in \mathcal{G}^{(1)}) \geq 1 - n \tilde{g}(\beta)/8 - n^1 - \frac{(a - b)^2}{2} + o(1) > 1 - 2n \tilde{g}(\beta)/8,
\]
where the last inequality follows from the fact that \( 1 - \frac{(a - b)^2}{2} \leq \tilde{g}(\beta) < \tilde{g}(\beta)/8 < 0 \). This completes the proof of Proposition 4 for the special case of \( k = 1 \). Next we prove the two auxiliary lemmas used above.
Lemma 1 (Elementary properties of $\beta^*$ defined in (6)). Let $g(\beta)$ and $\bar{g}(\beta)$ be the functions defined in (16). Assume that $\sqrt{a} - \sqrt{b} > \sqrt{2}$. Then,

(i) The equation $g(\beta) = 0$ has two roots, and the smaller one of them is $\beta^*$.

(ii) Denote the other root as $\beta'$. Then $\beta^* < \frac{1}{4} \log \frac{a}{b} < \beta'$.

(iii) $g(\beta) > 0$ for all $\beta^* < \beta \leq \frac{1}{4} \log \frac{a}{b}$.

(iv) $\bar{g}(\beta) < 0$ for all $\beta > \beta^*$.

(v) $\bar{g}(\beta)$ is a decreasing function in $[0, +\infty)$.

(vi) $\bar{g}(\beta) < 1$ for all $\beta > 0$.

Proof. Proof of (i): We write $x = e^{2\beta}$. Then $g(\beta) = 0$ can be written as $bx^2 - (a + b - 2)x + a = 0$. This quadratic equation has two roots if and only if $(a + b - 2)^2 - 4ab > 0$, which is guaranteed by the assumption $\sqrt{a} - \sqrt{b} > \sqrt{2}$. The two roots of $bx^2 - (a + b - 2)x + a = 0$ are $x^* = \frac{a + b - 2 - \sqrt{(a + b - 2)^2 - 4ab}}{2b}$ and $x' = \frac{a + b - 2 + \sqrt{(a + b - 2)^2 - 4ab}}{2b}$. Therefore, $\beta^* = \frac{1}{2} \log (x^*)$ and $\beta' = \frac{1}{2} \log (x')$. Proof of (ii): Since $x^* x' = \frac{a}{b} = (\sqrt{\frac{a}{b}})^2$, we have $x^* < \sqrt{\frac{a}{b}} < x'$, so $\beta^* < \frac{1}{4} \log \frac{a}{b} < \beta'$. Proof of (iii): Since $b > 0$, $bx^2 - (a + b - 2)x + a < 0$ if and only if $x^* < x < x'$. Therefore, $g(\beta) < 0$ if and only if $\beta^* < \beta < \beta'$. This implies (iii). Proof of (iv): (iv) follows directly from (iii). Proof of (v): $g'(\beta) = be^{2\beta} - ae^{-2\beta}$, so $g'(\beta) < 0$ for $0 \leq \beta < \frac{1}{4} \log \frac{a}{b}$, and $g(\beta)$ takes minimum value at $\beta = \frac{1}{4} \log \frac{a}{b}$. This implies (v). Proof of (vi): (vi) follows directly from (v) and the fact that $\bar{g}(0) = 1$.

Lemma 2. Let $f_\beta(t)$ be the function defined in (23). If $a > b > 0$, then $f_\beta(t) \leq \bar{g}(\beta)$ for all $t \leq 0$. If $\sqrt{a} - \sqrt{b} > \sqrt{2}$ and $\beta > \beta^*$, then we further have $f_\beta(t) \leq \bar{g}(\beta) < 0$ for all $t \leq 0$.

Proof. The first and second derivatives are $f_\beta'(t) = -\log(\sqrt{t^2 + ab} + t) + \log(b) + 2 \beta$ and $f_\beta''(t) = -\frac{1}{\sqrt{t^2 + ab}} < 0$. Therefore $f_\beta(t)$ is a concave function and takes global maximum at $t^*$ such that $f_\beta'(t^*) = 0$. Simple calculation shows that

$$t^* = \frac{be^{2\beta} - ae^{-2\beta}}{2} \quad \text{and} \quad f_\beta(t^*) = \frac{be^{2\beta} + ae^{-2\beta}}{2} - \frac{a + b}{2} + 1 = g(\beta).$$

We divide the proof into two cases. Case 1: If $\beta \geq \frac{1}{4} \log \frac{a}{b}$, then $t^* \geq 0$. Since $f_\beta(t)$ is an increasing function for $t \leq t^*$, we have $f_\beta(t) \leq f_\beta(0) = \sqrt{ab} - \frac{a+b}{2} + 1$ for all $t \leq 0$. Case 2: If $\beta < \frac{1}{4} \log \frac{a}{b}$, then we simply use the global maximum $f_\beta(t^*)$ to upper bound $f_\beta(t)$, i.e., $f_\beta(t) \leq f_\beta(t^*) = g(\beta)$ for all $t$. Combining these two cases, we have $f_\beta(t) \leq \bar{g}(\beta)$ for all $t \leq 0$ as long as $a > b > 0$. If $\sqrt{a} - \sqrt{b} > \sqrt{2}$ and $\beta > \beta^*$, then by property (iv) of Lemma 1 we further have $f_\beta(t) \leq \bar{g}(\beta) < 0$ for all $t \leq 0$.

B. Proof of Proposition 4 for general $k$

Recall that for $\mathcal{I} \subseteq [n]$, we define $X(\sim \mathcal{I})$ as the vector obtained by flipping the coordinates in $\mathcal{I}$ while keeping all the other coordinates to be the same as $X$, i.e., $X(\sim \mathcal{I}) = -X_i$ for all $i \in \mathcal{I}$ and $X(\sim \mathcal{I}) = X_i$ for all $i \notin \mathcal{I}$. We want to bound the ratio

$$\sum_{\mathcal{I} \subseteq [n] \mid |\mathcal{I}| = k} \frac{P_{\sigma | G} \sigma = X(\sim \mathcal{I})}{P_{\sigma | G} \sigma = X}$$

for all $k \leq 2n/\log^{1/3}(n)$. To that end, for $\mathcal{I} \subseteq [n]$, define the positive and negative parts of $\mathcal{I}$ as

$$\mathcal{I}_+ := \{ i \in \mathcal{I} : X_i = +1 \} \quad \text{and} \quad \mathcal{I}_- := \{ i \in \mathcal{I} : X_i = -1 \},$$

and define

$$\nabla \mathcal{I} := \{ \{ i, j \} : i \in \mathcal{I}, j \in [n] \setminus \mathcal{I} \}.$$
We further define
\[ \nabla I_+ := \{ (i, j) \in \nabla I : X_i = X_j \} \quad \text{and} \quad \nabla I_- := \{ (i, j) \in \nabla I : X_i = -X_j \}. \]

Then
\[
|\nabla I_+| = |I_+| \left( \frac{n}{2} - |I_+| \right) + |I_-| \left( \frac{n}{2} - |I_-| \right) = \frac{n}{2} |I| - |I_+|^2 - |I_-|^2,
\]
\[
|\nabla I_-| = |I_+| \left( \frac{n}{2} - |I_-| \right) + |I_-| \left( \frac{n}{2} - |I_+| \right) = \frac{n}{2} |I| - 2|I_+||I_-|. \tag{27}
\]

Given a graph \( G \), define
\[
A_I = A_I(G) := \{ (i, j) \in \nabla I \cap E(G) : X_i = X_j \},
\]
\[
B_I = B_I(G) := \{ (i, j) \in \nabla I \cap E(G) : X_i = -X_j \}.
\]

**Proposition 6.** For \( t \in [\frac{1}{2}(b-a), 0] \) and \( |I| \leq 2n/\log^{1/3}(n) \),
\[
\begin{align*}
P(B_I - A_I \geq t|I| \log(n)) & \leq \exp \left( |I| \log(n) \left( \sqrt{t^2 + ab} - t \left( \log(\sqrt{t^2 + ab} + t) - \log(b) \right) - \frac{a + b}{2} + O(\log^{-1/3}(n)) \right) \right). \tag{28}
\end{align*}
\]

**Proof.** By definition, \( A_I \sim \text{Binom}(|\nabla I_+|, \frac{a \log(n)}{n}) \) and \( B_I \sim \text{Binom}(|\nabla I_-|, \frac{b \log(n)}{n}) \), and they are independent. For \( s > 0 \), the moment generating function of \( B_I - A_I \) for \( |I| \leq 2n/\log^{1/3}(n) \) can be bounded from above as follows:
\[
E[e^{s(B_I - A_I)}] = \left(1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^s \right)^{|I|/2 - |I_+|} \left(1 - \frac{a \log(n)}{n} + \frac{a \log(n)}{n} e^{-s} \right)^{|I|/2 - |I_-|} 
\]
\[
\leq \left(1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^s \right)^{|I|/2} \left(1 - \frac{a \log(n)}{n} + \frac{a \log(n)}{n} e^{-s} \right)^{|I|/2} 
\]
\[
\leq \exp \left( \frac{|I| \log(n)}{2} \left( ae^{-s} + be^s - a + b + \frac{2a |I|}{n} \right) + |I|O\left(\frac{\log^2(n)}{n}\right) \right) 
\]
\[
= \exp \left( \frac{|I| \log(n)}{2} \left( ae^{-s} + be^s - a + b + O(\log^{-1/3}(n)) \right) \right),
\]
where the first inequality follows from \( 1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^s > 1 \) and \( 1 - \frac{a \log(n)}{n} + \frac{a \log(n)}{n} e^{-s} < 1 \); in the second inequality we use the Taylor expansion \( \log(1 + x) = x + O(x^2) \); the last equality follows from the assumption that \( |I| \leq 2n/\log^{1/3}(n) \). By Chernoff bound, for \( s > 0 \), we have
\[
P(B_I - A_I \geq t|I| \log(n)) \leq \frac{E[e^{s(B_I - A_I)}]}{e^{st|I| \log(n)}} 
\]
\[
\leq \exp \left( \frac{|I| \log(n)}{2} \left( ae^{-s} + be^s - 2st - a + b + O(\log^{-1/3}(n)) \right) \right). 
\]
The rest of the proof is to find \( s^* \) to minimize \( ae^{-s} + be^s - 2st \) and take \( s^* \) into the above bound. This is exactly the same as the proof of (18), and we do not repeat it here. \( \square \)

Given a graph \( G \), define
\[
\tilde{D}^{(k)}(G) := \{ |I| \leq |n|, |I| = k : B_I - A_I \geq 0 \} \quad \text{and} \quad \tilde{D}_I(G) := 1[B_I - A_I \geq 0].
\]

Then \( \tilde{D}^{(k)}(G) = \sum_{|I| \leq |n|, I = k} \tilde{D}_I(G) \) and
\[
E[\tilde{D}^{(k)}(G)] = \sum_{|I| \leq |n|, I = k} E[\tilde{D}_I(G)] = \sum_{|I| \leq |n|, I = k} P(B_I - A_I \geq 0). 
\]
Taking $t = 0$ into (28), we have $P(B_I - A_I \geq 0) \leq \exp \left( |I| \log(n)(-(\sqrt{a} - \sqrt{b})^2 + o(1)) \right)$. Therefore,

$$E[\tilde{D}^{(k)}(G)] \leq \binom{n}{k} \exp \left( k \log(n)(-(\sqrt{a} - \sqrt{b})^2 + o(1)) \right)$$

$$\leq n^k \exp \left( k \log(n)(-(\sqrt{a} - \sqrt{b})^2 + o(1)) \right) = n^k(1-\frac{(\sqrt{a} - \sqrt{b})^2}{2} + o(1)).$$

By Markov inequality,

$$P(\tilde{D}^{(k)}(G) = 0) = 1 - P(\tilde{D}^{(k)}(G) \geq 1) \geq 1 - E[\tilde{D}^{(k)}(G)] \geq 1 - n^k(1-\frac{(\sqrt{a} - \sqrt{b})^2}{2} + o(1)).$$

(29)

Since $\sqrt{a} - \sqrt{b} > \sqrt{2}$, we have $P(\tilde{D}^{(k)}(G) = 0) = 1 - o(1)$.

By (4), we have

$$\frac{P_{\sigma|G}(\sigma = X^{(\text{I})})}{P_{\sigma|G}(\sigma = X)} = \exp \left( \beta \sum_{\{i,j\}\in E(G)} (X_i^{(\text{I})}X_j^{(\text{I})} - X_iX_j) - \frac{\alpha \log(n)}{n} \sum_{\{i,j\}\not\in E(G)} (X_i^{(\text{I})}X_j^{(\text{I})} - X_iX_j) \right)$$

$$\overset{(a)}{=} \exp \left( -2\beta \sum_{\{i,j\}\in E(G)} X_iX_j1[\{i,j\}\in \nabla I] + \frac{2\alpha \log(n)}{n} \sum_{\{i,j\}\not\in E(G)} X_iX_j1[\{i,j\}\in \nabla I] \right)$$

$$\overset{(b)}{=} \exp \left( 2\beta (A_I - B_I) + \frac{2\alpha \log(n)}{n} (|\nabla I| - A_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right)$$

$$\leq \exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right),$$

where (a) follows from the fact that $X_i^{(\text{I})}X_j^{(\text{I})} = -X_iX_j$ if $\{i,j\}\in \nabla I$ and $X_i^{(\text{I})}X_j^{(\text{I})} = X_iX_j$ if $\{i,j\}\not\in \nabla I$; and (b) follows from (27). Since $B_I - A_I$ takes integer value between $-|I|n/2$ and $|I|n/2$, we can use indicator functions to write

$$\exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right)$$

$$= \sum_{t|\nabla I| \log(n) = -|\nabla I|n/2} 1[B_I - A_I = t|\nabla I| \log(n)] \exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right),$$

where the quantity $t|\nabla I| \log(n)$ ranges over all integer values from $-|\nabla I|n/2$ to $|\nabla I|n/2$ in the summation on the second line. Define $D^{(k)}(G, t) := |\{I| \subseteq [n], |I| = k : B_I - A_I = tk \log(n)\}|$ and notice that $D^{(k)}(G, t) = \sum_{\nabla I \subseteq [n], |\nabla I| = k} 1[B_I - A_I = tk \log(n)]$. Therefore,

$$\sum_{\nabla I \subseteq [n], |\nabla I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\text{I})})}{P_{\sigma|G}(\sigma = X)} \leq \sum_{\nabla I \subseteq [n], |\nabla I| = k} \exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right)$$

$$= \sum_{\nabla I \subseteq [n], |\nabla I| = k} \sum_{tk \log(n) = -kn/2} 1[B_I - A_I = tk \log(n)] \exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right)$$

$$= \sum_{tk \log(n) = -kn/2} D^{(k)}(G, t) \exp \left( 2\beta (A_I - B_I) - \frac{2\alpha \log(n)}{n} (|\nabla I| - |\nabla I|)^2 \right).$$
Define a set 
\[ G_1^{(k)} := \{ G : \tilde{D}(k)(G) = 0 \}. \] 
(31)

By (29), \( P(G \in G_1^{(k)}) = 1 - o(1) \). By definition of \( \tilde{D}(k)(G) \), \( G \in G_1^{(k)} \) implies that \( D(k)(G, t) = 0 \) for all \( t \geq 0 \). Therefore, for \( G \in G_1^{(k)} \), we have

\[
\sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} \frac{P_{\mathcal{I}|G}(\sigma = X^{(\mathcal{I})})}{P_{\mathcal{I}|G}(\sigma = X)} \sum_{tk \log(n) = -kn/2}^{-1} D(k)(G, t) \exp \left( 2\beta \frac{\log(n)}{n} tk \log(n) \right)
\]

\[
\lesssim \sum_{tk \log(n) = -kn/2}^{-1} D(k)(G, t) \exp \left( 2\beta tk \log(n) \right)
\]

\[
\leq \sum_{tk \log(n) = -kn/2}^{-1} D(k)(G, t) \exp \left( 2\beta tk \log(n) \right)
\]

\[
(32)
\]

where inequality (a) holds because \( tk \log(n) \) only takes negative values in the summation, and inequality (b) follows from the trivial upper bound \( \sum_{tk \log(n) = -kn/2}^{-1} D(k)(G, t) \leq \binom{n}{k} \).

Recall the function \( f_\beta(t) \) defined in (23). Then for \( t \in [\frac{1}{2}(b-a), 0] \), we have

\[
E[D(k)(G, t) \exp \left( 2\beta tk \log(n) \right)]
\]

\[
= \sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} E[1[B_{\mathcal{I}} - A_{\mathcal{I}} = tk \log(n)]] \exp \left( 2\beta tk \log(n) \right)
\]

\[
= \sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} P(B_{\mathcal{I}} - A_{\mathcal{I}} = tk \log(n)) \exp \left( 2\beta tk \log(n) \right)
\]

\[
\leq \sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} P(B_{\mathcal{I}} - A_{\mathcal{I}} \geq tk \log(n)) \exp \left( 2\beta tk \log(n) \right)
\]

\[
\leq \sum_{\mathcal{I} \subseteq [n], |\mathcal{I}| = k} \exp \left( \frac{tk \log(n)}{\sqrt{t^2 + ab} - t \left( \log(\sqrt{t^2 + ab} + t) - \log(b) - \frac{a + b}{2} + 2\beta t + o(1) \right) \right)
\]

\[
\left( \frac{n}{k} \right) n^k (f_\beta(t) - 1 + o(1))
\]
where the second inequality follows from (28). For \( \epsilon > 0 \), define a set

\[
G^{(k)}(\epsilon) := \left\{ \sum_{tk \log(n) = [\frac{n}{\epsilon^2} k \log(n)]}^{-1} D^{(k)}(G, t) \exp \left( 2\beta k \log(n) \right) \right\}
\]

\[
\leq \sum_{tk \log(n) = [\frac{n}{\epsilon} k \log(n)]}^{-1} \binom{n}{k} n^{k(f_\beta(t)-1+\epsilon)}
\]  
(33)

Then by Markov inequality,

\[
P(G \in G^{(k)}(\epsilon)) > 1 - n^{-k(\epsilon-o(1))} > 1 - n^{-k\epsilon/2}
\]

for large \( n \) and positive \( \epsilon \). Using (32), we obtain that for \( G \in G_1^{(k)} \cap G^{(k)}(\epsilon) \),

\[
\sum_{I \subseteq [n], |I|=k} P_{\sigma|G}(\sigma = X^{(\sim I)}) \frac{P_{\sigma|G}(\sigma = X)}{P_{\sigma|G}(\sigma = X)}
\]

\[
\leq \binom{n}{k} \exp \left( \beta(b-a)k \log(n) \right) + \sum_{tk \log(n) = [\frac{n}{\epsilon^2} k \log(n)]}^{-1} \binom{n}{k} n^{k(f_\beta(t)-1+\epsilon)}
\]

\[
= \binom{n}{k} n^{k(f_\beta((b-a)/2)-1)} + \sum_{tk \log(n) = [\frac{n}{\epsilon^2} k \log(n)]}^{-1} \binom{n}{k} n^{k(f_\beta(t)-1+\epsilon)},
\]

(35)

where the equality follows from the fact that \( f_\beta(\frac{1}{2}(b-a)) = \beta(b-a) + 1 \). Recall the function \( \tilde{g}(\beta) \) defined in (16), and recall from Lemma 2 that \( f_\beta(t) \leq \tilde{g}(\beta) < 0 \) for all \( t \leq 0 \). Using this in (35) together with the fact \( \binom{n}{k} < n^k \), we obtain that for \( G \in G_1^{(k)} \cap G^{(k)}(\epsilon) \),

\[
\sum_{I \subseteq [n], |I|=k} P_{\sigma|G}(\sigma = X^{(\sim I)}) \frac{P_{\sigma|G}(\sigma = X)}{P_{\sigma|G}(\sigma = X)}
\]

\[
\leq n^{k\tilde{g}(\beta)} + \sum_{tk \log(n) = [\frac{n}{\epsilon^2} k \log(n)]}^{-1} n^{k(\tilde{g}(\beta)+\epsilon)}
\]

(36)

for large \( n \) and positive \( \epsilon \). Let \( \epsilon = -\tilde{g}(\beta)/4 > 0 \) and define

\[
G^{(k)} := G_1^{(k)} \cap G^{(k)}(-\tilde{g}(\beta)/4).
\]

By (36), for \( G \in G^{(k)} \) we have

\[
\sum_{I \subseteq [n], |I|=k} P_{\sigma|G}(\sigma = X^{(\sim I)}) \frac{P_{\sigma|G}(\sigma = X)}{P_{\sigma|G}(\sigma = X)} < n^{k\tilde{g}(\beta)/2}.
\]

By (29), (31) and (34),

\[
P(G \in G^{(k)}) \geq 1 - n^{k\tilde{g}(\beta)/8} - n^{k(1-\frac{\sqrt{\pi-\tilde{g}(\beta)}^2}{2})+o(1)} > 1 - 2n^{k\tilde{g}(\beta)/8},
\]

where the last inequality follows from the fact that \( 1 - \frac{\sqrt{\pi-\tilde{g}(\beta)^2}}{2} \leq \tilde{g}(\beta) < \tilde{g}(\beta)/8 < 0 \).
VI. Samples Differ from \( \pm X \) in \( O(n^\theta) \) Coordinates for Some \( \theta < 1 \) When \( \beta \leq \beta^* \)

**Proposition 7** (Refinement of Proposition 1). Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \), \( \alpha > b\beta \) and \( \beta \leq \beta^* \). Let \( m \) be a constant integer that is independent of \( n \). Let
\[
(X, G, \{ \sigma^{(1)}, \ldots, \sigma^{(m)} \}) \sim \text{SIBM}(n, a\log(n)/n, b\log(n)/n, \alpha, \beta, m).
\]

Then for any (arbitrarily small) \( \delta > 0 \) and any (arbitrarily large) \( r > 0 \), there exists \( n_0(\delta, r) \) such that for all integers \( n > n_0(\delta, r) \),
\[
P_{\text{SIBM}} \left( \text{dist}(\sigma^{(i)}, \pm X) < n^{g(\beta) + \delta} \text{ for all } i \in [m] \right) \geq 1 - n^{-r}.
\]

By Lemma 1 (vi), we know that \( g(\beta) < 1 \) for all \( 0 < \beta \leq \beta^* \), so we can always choose a \( \delta > 0 \) such that \( g(\beta) + \delta < 1 \). Then Proposition 7 implies that when \( \beta \leq \beta^* \), with probability \( 1 - o(1) \) all samples differ from \( \pm X \) in \( O(n^\theta) \) coordinates for some \( \theta < 1 \).

Since we assume that \( m \) is a constant that is independent of \( n \), we only need to prove Proposition 7 for the special case of \( m = 1 \), and the case of general values of \( m \) follows immediately from this special case. Proposition 1 tells us that if \( \alpha > b\beta \), then \( \text{dist}(\sigma, \pm X) \leq 2n/\log^{1/3}(n) \) with probability \( 1 - n^{-2r} \) for any given \( r > 0 \) and large enough \( n \). Also note that
\[
\sum_{I \subseteq [n], n^{\beta(\delta) + \delta} \leq |I| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = -X^{(I)})}{P_{\sigma|G}(\sigma = X^{(I)})} = \sum_{I \subseteq [n], n^{\beta(\delta) + \delta} \leq |I| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X^{(I)})}{P_{\sigma|G}(\sigma = X^{(I)})}.
\]

Therefore, to prove Proposition 7, we only need to show that given \( r > 0 \), there exists a set \( \mathcal{G}_\delta \) such that the following two conditions hold for large enough \( n \): (i) \( P(G \in \mathcal{G}_\delta) \geq 1 - n^{-2r} \), and (ii) For every \( G \in \mathcal{G}_\delta \),
\[
\sum_{I \subseteq [n], n^{\beta(\delta) + \delta} \leq |I| \leq 2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X^{(I)})}{P_{\sigma|G}(\sigma = X^{(I)})} \leq n^{-2r}.
\]

The existence of \( \mathcal{G}_\delta \) is guaranteed by the following proposition:

**Proposition 8.** Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) and \( \alpha > b\beta \). Let
\[
(X, G, \sigma) \sim \text{SIBM}(n, a\log(n)/n, b\log(n)/n, \alpha, \beta, 1).
\]

For any \( \delta > 0 \), there exists \( n_0(\delta) \) such that for every even integer \( n > n_0(\delta) \) and every integer \( n^{g(\beta) + \delta} \leq k \leq 2n/\log^{1/3}(n) \), there is a set \( \mathcal{G}_\delta^{(k)} \) for which
(i) \( P(G \in \mathcal{G}_\delta^{(k)}) \geq 1 - 2n^{-k\delta'} \), where \( \delta' := \min\left(\frac{\delta}{8}, \frac{\sqrt{\alpha - \sqrt{b}}}{4} - \frac{1}{2}\right) > 0 \).
(ii) For every \( G \in \mathcal{G}_\delta^{(k)} \),
\[
\sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(I)})}{P_{\sigma|G}(\sigma = X^{(I)})} < n^{-k\delta'/4}.
\]

With the \( \mathcal{G}_\delta^{(k)} \)'s given by Proposition 8, we define
\[
\mathcal{G}_\delta := \bigcap_{k = n^{\beta(\delta) + \delta}}^{2n/\log^{1/3}(n)} \mathcal{G}_\delta^{(k)}.
\]

By the union bound,
\[
P(G \in \mathcal{G}_\delta) \geq 1 - 2 \sum_{k = n^{\beta(\delta) + \delta}}^{2n/\log^{1/3}(n)} n^{-k\delta'} > 1 - 2 \sum_{k = \lfloor 4r/\delta' \rfloor}^{+\infty} n^{-k\delta'} \geq 1 - \frac{2n^{-4r}}{1 - n^{-\delta'}} > 1 - n^{-2r}.
\]
for large enough \(n\). Moreover, for every \(G \in \mathcal{G}_\delta\) and large enough \(n\),

\[
\sum_{I \subseteq [n]} \sum_{k=n^{\delta} + \delta}^{2n/\log^{1/3}(n)} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} = \sum_{k=n^{\delta} + \delta}^{2n/\log^{1/3}(n)} \sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} < n^{-k\delta/4} < \sum_{k = \lceil n^{\delta}/\delta \rceil}^{+\infty} n^{-k\delta/4} \leq \frac{n^{-d\epsilon}}{1 - n^{-d\epsilon}} < n^{-2\epsilon}.
\]

Thus we have shown that Proposition 7 is implied by Proposition 8. Now we are left to prove the latter proposition. It turns out that all we need for the proof of Proposition 8 is a tighter inequality than (36). Recall that we obtain (36) from (35) by using a coarse upper bound \((\binom{n}{k}) < n^k\). Here we use a tighter upper bound \((\binom{n}{k}) < n^k/(k!)\) in (35) and obtain that for \(G \in \mathcal{G}_1^{(k)} \cap \mathcal{G}^{(k)}(\epsilon)\), (see the definitions of \(\mathcal{G}_1^{(k)}\) and \(\mathcal{G}^{(k)}(\epsilon)\) in (31) and (33))

\[
\sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} < (k!)^{-1} n^k f_\beta((b - a)/2) + \sum_{tk \log(n) = \lceil \frac{1}{2}k \log(n) \rceil}^{-1} (k!)^{-1} n^k (g(\beta) + \epsilon)
\]

\[
\leq (k!)^{-1} n^k g(\beta) + \sum_{tk \log(n) = \lceil \frac{1}{2}k \log(n) \rceil}^{-1} (k!)^{-1} n^k (g(\beta) + \epsilon)
\]

\[
\leq (k!)^{-1} n^k (g(\beta) + \epsilon) \left( \frac{a - b}{2} \log(n^k) + 1 \right)
\]

\[
< (k!)^{-1} n^k (g(\beta) + 2\epsilon),
\]

where the second inequality holds because \(f_\beta(t) \leq \bar{g}(\beta) \leq g(\beta)\) for all \(t \leq 0\) (see Lemma 2), and the last inequality holds for positive \(\epsilon\) and large \(n\). It is well known that \(^5 k! > (k/e)^k\) for all positive integer \(k\). Therefore, for \(k > n^{g(\beta) + \delta}\), we have

\[
k! > (k/e)^k = \exp(k \log(k) - k) > \exp(k(g(\beta) + \delta) \log(n) - k) = n^{k(g(\beta) + 2\epsilon - o(1))}
\]

Taking this into (37), we obtain that \(G \in \mathcal{G}_1^{(k)} \cap \mathcal{G}^{(k)}(\epsilon)\),

\[
\sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} < n^{k(2\epsilon - \delta + o(1))} < n^{k(3\epsilon - 2\delta)}
\]

for positive \(\epsilon\) and large \(n\). Let \(\epsilon = \delta/4\) and define

\[
\mathcal{G}_\delta^{(k)} := \mathcal{G}_1^{(k)} \cap \mathcal{G}^{(k)}(\delta/4).
\]

Then for \(G \in \mathcal{G}_\delta^{(k)}\) we have

\[
\sum_{I \subseteq [n], |I| = k} \frac{P_{\sigma|G}(\sigma = X^{(\sim I)})}{P_{\sigma|G}(\sigma = X)} < n^{-k\delta/4}.
\]

By (29), (31) and (34),

\[
P(G \in \mathcal{G}_\delta^{(k)}) \geq 1 - n^{-k\delta/8} - n^{k(1 - (\Delta - \sqrt{\Delta})/2 + o(1))}
\]

\[
\geq 1 - n^{-k\delta/8} - n^{k(1 - (\Delta - \sqrt{\Delta})/2)} > 1 - 2n^{-k\delta'},
\]

where the second inequality follows from \(1 - (\Delta - \sqrt{\Delta})/2 < 0\), and the last inequality follows from the definition \(\delta' = \min\left(\frac{\delta}{8}, \frac{(\Delta - \sqrt{\Delta})/2}{2} - \frac{1}{2}\right)\).

\(^5\)We know from the Taylor expansion that \(e^x > x^k/(k!)\) for any \(x > 0\). Taking \(x = k\) gives us \(k! > (k/e)^k\).
In this section, we prove that Algorithm 1 in Section III-E is able to learn SIBM\((n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m)\) as long as \(\sqrt{a} - \sqrt{b} \geq \sqrt{2}, \alpha > b \beta\) and \(\left[\frac{m+1}{2}\right] \beta > \beta^*\) where \(\beta^*\) is defined in (6).

**Proposition 9.** Let \(a, b, \alpha, \beta > 0\) be constants satisfying that \(\sqrt{a} - \sqrt{b} > \sqrt{2}\) and \(\alpha > b \beta\). Let \(m\) be an integer such that \(\left[\frac{m+1}{2}\right] \beta > \beta^*\). Let
\[
(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m).
\]
Let \(\hat{X} = \text{LearnSIBM}(\sigma^{(1)}, \ldots, \sigma^{(m)})\) be the output of Algorithm 1. Then
\[
P(\hat{X} = X \text{ or } \hat{X} = -X) = 1 - o(1).
\]

By Proposition 3, if \(\beta > \beta^*\), then \(\sigma = \pm X\) with probability \(1 - o(1)\), so \(m = 1\) sample suffices for recovery. In the rest of this section, we will focus on the case \(\beta \leq \beta^*\).

In Proposition 7 (or Proposition 1), we have shown that \(\text{dist}(\sigma^{(i)}, \pm X) = o(n)\) for all \(i \in [m]\) with probability \(1 - O(n^{-r})\) for any constant \(r > 0\), but it is possible that \(\sigma^{(1)}\) is close to \(X\) while \(\sigma^{(2)}\) is close to \(-X\). Step 1 (the alignment step) in the above algorithm eliminates such possibility: After the alignment step, with probability \(1 - O(n^{-r})\) only the following two scenarios will happen: Either \(\text{dist}(\sigma^{(i)}, X) = o(n)\) for all \(i \in [m]\) or \(\text{dist}(\sigma^{(i)}, -X) = o(n)\) for all \(i \in [m]\). Without loss of generality, we assume the former case, i.e., we assume that \(\text{dist}(\sigma^{(i)}, X) \leq n/2\) for all \(i \in [m]\), and in the rest of this section we will prove that Algorithm 1 outputs \(\hat{X} = X\) with probability \(1 - o(1)\).

Given the ground truth \(X\), the graph \(G\) and a vertex \(i \in [n]\), define the neighbors of \(i\) in \(G\) as
\[
\mathcal{N}_i(G) := \{j \in [n] \setminus \{i\} : \{i, j\} \in E(G)\}.
\]
Given a sample \(\sigma \in \{\pm 1\}^n\) and a graph \(G\), we define the set of “bad” neighbors of the vertex \(i\) in \(G\) as
\[
\Omega_i(\sigma, G) := \{j \in \mathcal{N}_i(G) : \sigma_j \neq X_j\}.
\]
Given a vertex \(i \in [n]\), a graph \(G\) and an integer \(z > 0\), we also define
\[
\Lambda_i(G, z) := \{\sigma \in \{\pm 1\}^n : |\Omega_i(\sigma, G)| < z\},
\]
i.e., \(\Lambda_i(G, z)\) consists of all the samples for which the number of “bad” neighbors of the vertex \(i\) in \(G\) is less than \(z\).

**Lemma 3.** Let \(a, b, \alpha, \beta > 0\) be constants satisfying that \(\sqrt{a} - \sqrt{b} > \sqrt{2}\), \(\alpha > b \beta\) and \(\beta \leq \beta^*\). Given any \(r > 0\), there exists an integer \(z > 0\) such that for large enough \(n\) and every \(i \in [n]\)
\[
P_{\text{SIBM}}(\sigma \in \Lambda_i(G, z) \mid \text{dist}(\sigma, X) \leq n/2) > 1 - n^{-r}.
\]

**Proof.** The proof of this lemma is similar to the proof of Proposition 4.6 in [MNS16]. The event \(\{\sigma \notin \Lambda_i(G, z)\}\) can be written as
\[
\{\sigma \notin \Lambda_i(G, z)\} = \{|\Omega_i(\sigma, G)| > z\} = \bigcup_{\tilde{X} \subseteq \mathcal{N}_i(G), |	ilde{X}| = z} \{\tilde{X} \subseteq \Omega_i(\sigma, G)\}.
\]
Given a subset \(\tilde{X} \subseteq [n] \setminus \{i\}\), the event \(\tilde{X} \subseteq \Omega_i(\sigma, G)\) is the intersection of two events \(\{\sigma_j \neq X_j\} \text{ for all } j \in \tilde{X}\) and \(\{i \in \mathcal{N}_j(G) \text{ for all } j \in \tilde{X}\}\).

We start with the analysis of the first event. In Proposition 7, we have shown that for any \(\delta > 0\) and any \(r' > 0\), there exists \(n_0(\delta, r')\) such that for all even integers \(n > n_0(\delta, r')\),
\[
P_{\text{SIBM}}\left(\text{dist}(\sigma, \pm X) \leq n^{g(\beta) + \delta}\right) \geq 1 - n^{-r'}.
\]
By Lemma 1 (vi), we know that \( g(\beta) < 1 \) for all \( 0 < \beta \leq \beta^* \), so we can always choose a \( \delta > 0 \) such that \( g(\beta) + \delta < 1 \). Let \( \theta := g(\beta) + \delta < 1 \). Then for large enough \( n \),

\[
P_{\text{SIBM}} \left( \text{dist}(\sigma, \pm X) \leq n^\theta \right) \geq 1 - n^{-r'}.
\]

This in particular implies that

\[
P_{\text{SIBM}} \left( \text{dist}(\sigma, X) \leq n^\theta \left| \text{dist}(\sigma, X) \leq n/2 \right. \right) \geq 1 - n^{-r'}.
\]

Moreover, Lemma 7 in Appendix A (see inequality (55)) tells us that

\[
P_{\text{SIBM}}(\sigma_j = -X_j \text{ for all } j \in \tilde{I} \mid \text{dist}(\sigma, X) \leq n^\theta) \leq \left( \frac{n^\theta}{n/2 - |\tilde{I}|} \right)^{|\tilde{I}|} \text{ for all } \tilde{I} \subseteq [n].
\]

Therefore, for any subset \( \tilde{I} \subseteq [n] \setminus \{i\} \) with size \( |\tilde{I}| = z \), we have

\[
P_{\text{SIBM}}(\sigma_j \neq X_j \text{ for all } j \in \tilde{I} \mid \text{dist}(\sigma, X) \leq n/2) \leq O(n^{-z}) + O(n^{-r'}).
\]

Taking \( r' > (1 - \theta)z \) gives us

\[
P_{\text{SIBM}}(\sigma_j \neq X_j \text{ for all } j \in \tilde{I} \mid \text{dist}(\sigma, X) \leq n/2) \leq O(n^{-z}). \tag{41}
\]

Given \( r > 0 \), we will prove (39) for any integer \( z \geq \frac{r + 1}{1 - \theta} \). Now condition on the event \( \{\sigma_j \neq X_j \text{ for all } j \in \tilde{I}\} \). By Lemma 9 in Appendix A, with probability \( 1 - o(1) \) each vertex \( j \in \tilde{I} \) has at most \( O(\log(n)) \) neighbors in \( [n]_+ := \{v \in [n] : X_v = +1\} \) and at most \( O(\log(n)) \) neighbors in \( [n]_- := \{v \in [n] : X_v = -1\} \). Conditioned on the number of neighbors in \( [n]_+ \) (respectively, \( [n]_- \)), the neighbors of each vertex \( j \in \tilde{I} \) are uniformly distributed in \( [n]_+ \) (respectively, \( [n]_- \)). Therefore,

\[
P(i \in \mathcal{N}_i(G)) = O\left(\frac{\log(n)}{n}\right) \quad \text{and} \quad P(i \in \mathcal{N}_j(G) \text{ for all } j \in \tilde{I}) = O\left(\frac{\log^2(n)}{n^z}\right).
\]

Combining this with (41), we have

\[
P_{\text{SIBM}}(\tilde{I} \subseteq \Omega_i(\sigma, G)) = O(n^{-z} \log^z(n)).
\]

Finally, combining this with (40) and the union bound, we have

\[
P_{\text{SIBM}}(\sigma \notin \Lambda_i(G, z) \mid \text{dist}(\sigma, X) \leq n/2) \leq n^z O(n^{-z} \log^z(n)) = O(n^{-z} \log^z(n))
\]

\[
\leq O(n^{-r} \log^z(n)) < n^{-r}
\]

for large enough \( n \). This completes the proof of the lemma.

We define two subsets of \( \mathcal{N}_i(G) \) with the same labeling and the opposite labeling as

\[
\mathcal{N}_{i,+}(G) := \{j \in \mathcal{N}_i(G) : X_j = X_i\} \quad \text{and} \quad \mathcal{N}_{i,-}(G) := \{j \in \mathcal{N}_i(G) : X_j = -X_i\},
\]

respectively. Recall that in (17), we defined \( A_i = A_i(G) := |\mathcal{N}_{i,+}(G)| \) and \( B_i = B_i(G) := |\mathcal{N}_{i,-}(G)| \). Also recall that at the beginning of Section V-B, we defined \( X(\sim \tilde{I}) \) as the vector obtained by flipping the coordinates in \( \tilde{I} \subseteq [n] \) while keeping all the other coordinates the same as \( X \). By definition, \( X(\sim \tilde{I}) \in \Lambda_i(G, z) \) if and only if \( |\tilde{I} \cap \mathcal{N}_i(G)| > z \).

**Lemma 4.** Let \( 0 < \theta < 1 \) be some constant. Then for large enough \( n \) we have

\[
\exp \left( 2 \left( \beta + \frac{\alpha \log(n)}{n} \right)(B_i - A_i - 2z) \right) \leq \frac{P_{\sigma|G}(\sigma_i = -X_i, \sigma \in \Lambda_i(G, z), \text{dist}(\sigma, X) \leq n^\theta)}{P_{\sigma|G}(\sigma_i = X_i, \sigma \in \Lambda_i(G, z), \text{dist}(\sigma, X) \leq n^\theta)} \leq \exp \left( 2 \left( \beta + \frac{\alpha \log(n)}{n} \right)(B_i - A_i + 2z) \right)
\]
Proof. We only need to show that for every \( \mathcal{I} \in [n] \setminus \{i\} \) with size \( |\mathcal{I}| \leq n^{\theta} \) such that \( X(\mathcal{I}) \in \Lambda_i(G, z) \),
\[
\exp \left( 2 \left( \beta + \frac{\alpha \log(n)}{n} \right) (B_i - A_i - 2z) \right) \leq \frac{P_{\sigma|G}(\sigma = X(\mathcal{I} \cup \{i\}))}{P_{\sigma|G}(\sigma = X(\mathcal{I}))} \leq \exp \left( 2 \left( \beta + \frac{\alpha \log(n)}{n} \right) (B_i - A_i + 2z) \right).
\]

Define
\[
A'_i := A_i - |\mathcal{I} \cap N_i(G)| + |\mathcal{I} \cap N_i(G)| \quad \text{and} \quad B'_i := B_i - |\mathcal{I} \cap N_i(G)| + |\mathcal{I} \cap N_i(G)|.
\]
Since \( X(\mathcal{I}) \in \Lambda_i(G, z) \), we have \( |\mathcal{I} \cap N_i(G)| \leq z - 1 \). Therefore,
\[
B_i - A_i - (2z - 2) \leq B'_i - A'_i \leq B_i - A_i + (2z - 2).
\]

By (42), we have
\[
P_{\sigma|G}(\sigma = X(\mathcal{I} \cup \{i\})) = \exp \left( 2\beta(B'_i - A'_i) - \frac{2\alpha \log(n)}{n} \left( \left( \frac{n}{2} - B_i + O(n^{\theta}) \right) - \left( \frac{n}{2} - A_i + O(n^{\theta}) \right) \right) \right)
\]
\[
= \exp \left( 2\beta(B'_i - A'_i) + \frac{2\alpha \log(n)}{n} (B_i - A_i) + o(1) \right)
\]
Taking (43) into this equation gives us (42) and completes the proof. \( \square \)

We further define
\[
\Lambda(G, z) := \bigcap_{i=1}^{n} \Lambda_i(G, z).
\]
The following corollary follows immediately from Lemma 3 and the union bound.

**Corollary 1.** Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \) and \( \alpha > b\beta \). Given any \( r > 0 \), there exists an integer \( z > 0 \) such that for large enough \( n \),
\[
P_{\text{SIBM}}(\sigma \in \Lambda(G, z) \mid \text{dist}(\sigma, X) \leq n/2) > 1 - n^{-2r}.
\]
Equivalently, for any \( r > 0 \), there is an integer \( z > 0 \) and a set \( \mathcal{G}_{\text{good}} \) such that
(i) \( P(G \in \mathcal{G}_{\text{good}}) \geq 1 - O(n^{-r}) \).
(ii) For every \( G \in \mathcal{G}_{\text{good}}, \)
\[
P_{\sigma|G}(\sigma \in \Lambda(G, z) \mid \text{dist}(\sigma, X) \leq n/2) = 1 - O(n^{-r}).
\]

**Proof.** We only explain why the first statement implies the second one. Define a set
\[
\mathcal{G}_{\text{bad}} := \{ G : P_{\sigma|G}(\sigma \notin \Lambda(G, z) \mid \text{dist}(\sigma, X) \leq n/2) > n^{-r} \}.
\]
Then by the first statement and the Markov inequality, \( P(G \in \mathcal{G}_{\text{bad}}) \leq n^{-r} \). Therefore, the second statement follows by taking \( \mathcal{G}_{\text{good}} \) to be the complement of \( \mathcal{G}_{\text{bad}} \). \( \square \)

Now we are ready to prove Proposition 9.

**Proof of Proposition 9.** Recall that \( \sigma^{(1)}, \ldots, \sigma^{(m)} \) are the samples of SIBM. At the beginning of this section, we have shown that after the alignment step in Algorithm 1, with probability \( 1 - O(n^{-r}) \) for any constant \( r > 0 \) only the following two scenarios will happen: Either \( \text{dist}(\sigma^{(j)}, X) = o(n) \) for all \( j \in [m] \) or \( \text{dist}(\sigma^{(j)}, -X) = o(n) \) for all \( j \in [m] \). Without loss of generality, we assume the former case, i.e., we assume that \( \text{dist}(\sigma^{(j)}, X) \leq n/2 \) for all \( j \in [m] \).
Corollary 1 together with Proposition 7 implies that there is an integer $z > 0$ and a set $\mathcal{G}_\text{good}$ such that

(i) $P(G \in \mathcal{G}_\text{good}) \geq 1 - O(n^{-4})$.

(ii) For every $G \in \mathcal{G}_\text{good}$, conditioning on the event $\text{dist}(\sigma(j), X) \leq n/2$ for all $j \in [m]$,

$$P_{\sigma|G}(\sigma(j) \in \Lambda(G, z) \text{ and dist}(\sigma(j), X) \leq n^q \text{ for all } j \in [m]) = 1 - O(n^{-4}),$$

(44)

where we can choose $\theta$ to be any constant in the open interval $(g(\beta), 1)$. By Lemma 4,

$$P_{\sigma|G}(\sigma_i^{(j)} \neq X_i^{(j)} | \sigma(j) \in \Lambda(G, z), \text{dist}(\sigma^{(j)}, X) \leq n^q) \leq \exp \left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i + 2z)\right)$$

for all $i \in [n]$ and all $j \in [m]$. For $i \in [n]$, define

$$\Phi_i := |\{j \in [m] : \sigma_i^{(j)} \neq X_i^{(j)}\}|$$

as the number of samples for which $\sigma_i^{(j)} \neq X_i^{(j)}$. For an integer $u \in [m]$, we have

$$\{\Phi_i \geq u\} = \bigcup_{J \subseteq [m], |J| = u} \{\sigma_i^{(j)} \neq X_i^{(j)} \text{ for all } j \in J\}.$$

Therefore, by the union bound,

$$P_{\sigma|G}(\Phi_i \geq u | \sigma(j) \in \Lambda(G, z), \text{dist}(\sigma(j), X) \leq n^q \text{ for all } j \in [m]) \leq \binom{m}{u} \exp \left(2u(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i + 2z)\right)$$

for all $i \in [n]$.

Combining this with (44), we obtain that for every $G \in \mathcal{G}_\text{good}$, conditioning on the event $\text{dist}(\sigma(j), X) \leq n/2$ for all $j \in [m]$,

$$P_{\sigma|G}(\Phi_i \geq u) \leq \binom{m}{u} \exp \left(2u(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i) + 2z\right) + O(n^{-4}).$$

Using the union bound, we have

$$P_{\sigma|G}(\exists i \text{ s.t. } \Phi_i \geq u) \leq C \sum_{i=1}^{n} \exp \left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i)\right) + o(1),$$

where $C := \binom{m}{u} \exp(4u(\beta + \alpha)z)$ is a constant. In Section V-A, we have shown that if $\beta > \beta^*$, then there is a set $G^{(1)}$ such that (i) $P(G \in G^{(1)}) = 1 - o(1)$; (ii) for every $G \in G^{(1)}$,

$$\sum_{i=1}^{n} \exp \left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i)\right) = o(1).$$

More precisely, we proved that for every $G \in G^{(1)}$, $\sum_{i=1}^{n} \frac{P_{\sigma|G}(\sigma = X^{(i)})}{P_{\sigma|G}(\sigma = X)} \leq \sum_{i=1}^{n} \exp \left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i)\right)$ in (21) and then proving the right-hand side is $o(1)$. This immediately implies that if $u \beta > \beta^*$, then for every $G \in G^{(1)} \cap \mathcal{G}_\text{good}$, conditioning on the event $\text{dist}(\sigma(j), X) \leq n/2$ for all $j \in [m]$,

$$P_{\sigma|G}(\exists i \text{ s.t. } \Phi_i \geq u) \leq C \sum_{i=1}^{n} \exp \left(2u(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i)\right) + o(1) = o(1).$$

Since $P(G \in G^{(1)} \cap \mathcal{G}_\text{good}) = 1 - o(1)$, we conclude that $P_{\text{SIBM}}(\Phi_i \leq u - 1 \text{ for all } i \in [n]) = 1 - o(1)$ conditioning on the event $\text{dist}(\sigma(j), X) \leq n/2$ for all $j \in [m]$.

By assumption we have $\left\lfloor \frac{m+1}{2} \right\rfloor \beta > \beta^*$. Therefore, conditioning on the event $\text{dist}(\sigma(j), X) \leq n/2$ for all $j \in [m]$, we have $\Phi_i \leq \left\lfloor \frac{m+1}{2} \right\rfloor$ for all $i \in [n]$ with probability $1 - o(1)$. As a consequence, after the majority voting step in Algorithm 1, $\hat{X}_i = X_i$ for all $i \in [n]$ with probability $1 - o(1)$. This completes the proof of Proposition 9. \qed
VIII. Samples Differ from $\pm X$ in $\Theta(n^{g(\beta)})$ Coordinates when $\beta \leq \beta^*$

Recall the definitions of $A_i$ and $B_i$ in previous sections; see the beginning of Section V-A. By definition, $A_i \sim \text{Binom}(\frac{n}{2} - 1, \frac{a \log(n)}{n})$ and $B_i \sim \text{Binom}(\frac{n}{2}, \frac{b \log(n)}{n})$, and they are independent. Also note that $A_i$ and $B_i$ are functions of the underlying graph $G$.

**Proposition 10.** Let $(X, G) \sim \text{SSBM}(n, a \log(n)/n, b \log(n)/n)$, where $\sqrt{a} - \sqrt{b} > \sqrt{2}$. Suppose that $0 < \beta \leq \beta^*$. Then there is a set $G_{\text{con}}$ such that (i) $P(G \in G_{\text{con}}) = 1 - o(1)$ and (ii) for every $G \in G_{\text{con}},$

$$\sum_{i=1}^{n} \exp \left( 2\beta(B_i - A_i) \right) = (1 + o(1))n^{g(\beta)}.$$ 

**Proof.** Let $G_1 := \{ G : B_i - A_i < 0 \text{ for all } i \in [n] \}$. By (20), we have $P(G \in G_1) = 1 - o(1)$. We will prove that

$$E \left[ \sum_{i=1}^{n} \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right] = (1 + o(1))n^{g(\beta)},$$

(45)

$$\text{Var} \left[ \sum_{i=1}^{n} \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right] = o(n^{g(\beta)}).$$

(46)

Then the proposition follows immediately from Chebyshev’s inequality and the fact that $g(\beta) \geq 0$ when $0 < \beta \leq \beta^*$ (see Lemma 1).

In Proposition 14 (see Appendix B), we prove (45) for $0 < \beta < \frac{1}{4} \log \frac{a}{b}$. By Lemma 1, $\beta^* < \frac{1}{4} \log \frac{a}{b}$, so (45) holds for $0 < \beta \leq \beta^*$. Now we are left to prove (46). Observe that

$$\text{Var} \left[ \sum_{i=1}^{n} \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right]$$

$$= \sum_{i=1}^{n} \text{Var} \left[ \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right]$$

$$+ \sum_{i,j \in [n], i \neq j} \text{Cov} \left( \exp \left( 2\beta(B_i - A_i) \right), \exp \left( 2\beta(B_j - A_j) \right) \mid G \in G_1 \right)$$

(47)

$$\leq \sum_{i=1}^{n} E \left[ \exp \left( 4\beta(B_i - A_i) \right) \mid G \in G_1 \right]$$

$$+ \sum_{i,j \in [n], i \neq j} \text{Cov} \left( \exp \left( 2\beta(B_i - A_i) \right), \exp \left( 2\beta(B_j - A_j) \right) \mid G \in G_1 \right).$$

By Corollary 2 in Appendix B, for all $\beta > 0$ we have

$$\sum_{i=1}^{n} E \left[ \exp \left( 4\beta(B_i - A_i) \right) \mid G \in G_1 \right] = O(n^{\check{g}(2\beta)}).$$

By Lemma 1, $\check{g}(\beta)$ is a decreasing function, and it is strictly decreasing when $\beta \leq \beta^* < \frac{1}{4} \log \frac{a}{b}$. Therefore, $g(\beta) = \check{g}(\beta) > \check{g}(2\beta)$ whenever $\beta \leq \beta^*$. As a consequence,

$$\sum_{i=1}^{n} E \left[ \exp \left( 4\beta(B_i - A_i) \right) \mid G \in G_1 \right] < o(n^{g(\beta)}).$$

(48)

Now we are left to bound the covariance of $\exp \left( 2\beta(B_i - A_i) \right)$ and $\exp \left( 2\beta(B_j - A_j) \right)$ for $i \neq j$. Define $\xi_{ij} = \xi_{ij}(G) := 1 \{ \{i, j\} \in E(G) \}$ as the indicator function of the edge $\{i, j\}$ connected in graph $G$. Now
suppose that \( X_i \neq X_j \). Then we can decompose \( B_i \) and \( B_j \) as \( B_i = B'_i + \xi_{ij} \) and \( B_j = B'_j + \xi_{ij} \), where both \( B'_i \) and \( B'_j \) have distribution Binom\( \left( \frac{n}{2}, \frac{b \log(n)}{n} \right) \), and the five random variables \( A_i, A_j, B'_i, B'_j \) and \( \xi_{ij} \) are independent. Therefore,

\[
\text{Cov}(\exp(2\beta(B_i - A_i)), \exp(2\beta(B_j - A_j))) = E[\exp(2\beta(B_i - A_i + B_j - A_j)) - E[\exp(2\beta(B_i - A_i))]E[\exp(2\beta(B_j - A_j))] = E[\exp(2\beta(B'_i - A_i))E[\exp(2\beta(B'_j - A_j))] - E[\exp(4\beta \xi_{ij})](E[\exp(2\beta \xi_{ij})])^2
\]

\[
= E[\exp(2\beta(B'_i - A_i))E[\exp(2\beta(B'_j - A_j))] \left( 1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^{2\beta} \right) - E[\exp(2\beta(B'_i - A_i))E[\exp(2\beta(B'_j - A_j))] \left( 1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^{2\beta} \right)^2
\]

\[
= \Theta\left( \frac{\log(n)}{n} \right) E[\exp(2\beta(B'_i - A_i))]E[\exp(2\beta(B'_j - A_j))]
\]

where the last equality holds because \( \exp(2\beta(B'_i - A_i)) \) differs from \( \exp(2\beta(B_i - A_i)) \) by a factor of at most \( e^{2\beta} \). By (65) in Appendix B, \( E[\exp(2\beta(B_i - A_i)) \mid G \in \mathcal{G}_1] = (1 + o(1))E[\exp(2\beta(B_i - A_i))] \) when \( 0 < \beta \leq \beta^* \). Similarly, one can also show that \( E[\exp(2\beta(B_i - A_i + B_j - A_j)) \mid G \in \mathcal{G}_1] = (1 + o(1))E[\exp(2\beta(B_i - A_i + B_j - A_j))] \) when \( 0 < \beta \leq \beta^* \). Therefore,

\[
\text{Cov}(\exp(2\beta(B_i - A_i)), \exp(2\beta(B_j - A_j)) \mid G \in \mathcal{G}_1) = (1 + o(1))\text{Cov}(\exp(2\beta(B_i - A_i)), \exp(2\beta(B_j - A_j)))
\]

\[
= \Theta\left( \frac{\log(n)}{n} \right) E[\exp(2\beta(B_i - A_i))]E[\exp(2\beta(B_j - A_j))].
\]

As a consequence,

\[
\sum_{i,j \in [n], i \neq j} \text{Cov}(\exp(2\beta(B_i - A_i)), \exp(2\beta(B_j - A_j)) \mid G \in \mathcal{G}_1)
\]

\[
= \Theta\left( \frac{\log(n)}{n} \right) \sum_{i,j \in [n], i \neq j} \left( E[\exp(2\beta(B_i - A_i))]E[\exp(2\beta(B_j - A_j))] \right)
\]

\[
\leq \Theta\left( \frac{\log(n)}{n} \right) \left( \sum_{i=1}^{n} E[\exp(2\beta(B_i - A_i))] \right)^2
\]

\[
\overset{(a)}{=} \Theta(n^{2g(\beta) - 1} \log(n)) \overset{(b)}{=} o(n^{g(\beta)})
\]

where equality (a) follows from (59), and (b) follows from \( g(\beta) < 1 \) when \( 0 < \beta \leq \beta^* \); see Lemma 1 (vi). Finally, (46) follows immediately from this bound and (47)–(48).

**Remark 2.** One might wonder why we use the conditional expectation and variance to prove Proposition 10 instead of using the unconditional ones. By (59) in Appendix B,

\[
E\left[ \sum_{i=1}^{n} \exp(2\beta(B_i - A_i)) \right] = (1 + o(1))n^{g(\beta)}
\]

for all \( \beta \). This gives us the same estimate as the conditional expectation in (45). However, the unconditional variance can be much larger than the conditional one in (46). Recall from (47) that we use

The case of \( X_i = X_j \) can be handled in the same way.
\[ \sum_{i=1}^{n} E[\exp (4\beta(B_i - A_i))] \] to bound the variance. By Corollary 2 in Appendix B, for the unconditional case this sum is of order \( \Theta(n^{\omega(2\beta)}) \) while for the conditional case it is of order \( O(n^{5(2\beta)}) \). One can show that if \( \beta \leq \beta^* \), then we always have \( g(\beta) > g(\beta^*) \). However, it is possible that \( g(2\beta) > g(\beta) \). In particular, when \( \beta = \beta^* \), we have \( g(\beta^*) = 0 \), i.e., the expectation (both conditional and unconditional) is of order \( \Theta(1) \), but it is possible that \( g(2\beta^*) > 0 \), i.e., the unconditional variance is \( \omega(1) \).

**Theorem 5.** Let \( a, b, \alpha, \beta > 0 \) be constants satisfying that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \), \( \alpha > b\beta \) and \( 0 < \beta \leq \beta^* \). Let \((X, G, \sigma) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \alpha, \beta, 1)\). Then

\[ P_{\text{SIBM}}(\text{dist}(\sigma, \pm X) = \Theta(n^{\omega(\beta)}) \) = 1 - o(1).

**Proof.** We prove the following equivalent form:

\[ P_{\text{SIBM}}(\text{dist}(\sigma, X) = \Theta(n^{\omega(\beta)}) \mid \text{dist}(\sigma, X) \leq n/2) = 1 - o(1).\]

Corollary 1 together with Proposition 7 implies that there is an integer \( z > 0 \) and a set \( \mathcal{G}_{\text{good}} \) such that

(i) \( P(G \in \mathcal{G}_{\text{good}}) \geq 1 - O(n^{-4}). \)

(ii) For every \( G \in \mathcal{G}_{\text{good}}, \)

\[ P_{\sigma(G)}(\sigma \in \Lambda(G, z) \) and \( \text{dist}(\sigma, X) \leq n^{\theta} \mid \text{dist}(\sigma, X) \leq n/2) = 1 - O(n^{-4}), \]

where we can choose \( \theta \) to be any constant in the open interval \((\tilde{g}(\beta), 1)\). By Lemma 4 we know that for all \( i \in [n], P_{\sigma(G)}(\sigma_i = X_i) \mid \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta}) \) differ from \( \exp \left(2(\beta + \alpha \log(n))(B_i - A_i)\right) \) by at most a constant factor. Since \( |B_i - A_i| = O(\log(n)) \) with probability \( 1 - o(1) \), the term \( \frac{\alpha \log(n)}{n}(B_i - A_i) = o(1) \) is negligible. Thus we conclude that

\[ \bar{C} \exp \left(2\beta(B_i - A_i)\right) \leq P_{\sigma(G)}(\sigma_i \neq X_i) \mid \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta}) \leq \bar{C} \exp \left(2\beta(B_i - A_i)\right) \]

for all \( i \in [n], \) where \( \bar{C} \) and \( \overline{C} \) are constants that are independent of \( n \). In fact, we obtained a much stronger inequality (42) in the proof of Lemma 4. More precisely, inequality (42) can be reformulated as follows: For every \( \bar{\sigma} \in \{\pm 1\}^n \) such that \( \bar{\sigma} \in \Lambda(G, z) \) and \( \text{dist}(\bar{\sigma}, X) \leq n^{\theta}, \)

\[ \bar{C} \exp \left(2\beta(B_i - A_i)\right) \leq P_{\sigma(G)}(\sigma_i \neq X_i) \mid \sigma = \bar{\sigma} \text{ for all } j \neq i) \leq \overline{C} \exp \left(2\beta(B_i - A_i)\right). \]

In some sense, it tells us that conditioning on the event \{\( \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta} \}, \) the random variables \( \sigma_1, \ldots, \sigma_n \) are “almost” independent. Now define \( \phi_i := \mathbb{1}[\sigma_i \neq X_i] \) for \( i \in [n], \) and we want to estimate \( \text{dist}(\sigma, X) = \sum_{i=1}^{n} \phi_i \). Given a fixed graph \( G \) and a random sample \( \sigma \), we will define Bernoulli random variables \( \mathcal{S}_1, \ldots, \mathcal{S}_n \) and \( \overline{\mathcal{S}}_1, \ldots, \overline{\mathcal{S}}_n \) satisfying the following conditions:

1. \( \mathcal{S}_1, \ldots, \mathcal{S}_n \) are conditionally independent given the event \{\( \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta} \}, \mathcal{S}_1, \ldots, \mathcal{S}_n \) are also conditionally independent given the event \{\( \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta} \}.

2. \( \mathcal{S}_i \leq \phi_i \leq \overline{\mathcal{S}}_i \) for all \( i \in [n]. \)

3. Conditioning on the event \{\( \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta} \}, \)

\[ P(\mathcal{S}_i = 1) = \bar{C} \exp \left(2\beta(B_i - A_i)\right) \]

and

\[ P(\overline{\mathcal{S}}_i = 1) = \overline{C} \exp \left(2\beta(B_i - A_i)\right) \]

for all \( i \in [n]. \)

We will postpone the definition of random variables \( \mathcal{S}_1, \ldots, \mathcal{S}_n \) and \( \overline{\mathcal{S}}_1, \ldots, \overline{\mathcal{S}}_n \) to the end of this proof. For now let us assume the existence of these random variables and prove the theorem. By property 3), conditioning on the event \{\( \sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^{\theta} \}, \) we have

\[ E[\mathcal{S}_1 + \cdots + \mathcal{S}_n] = \overline{C} \sum_{i=1}^{n} \exp (2\beta(B_i - A_i)), \quad \text{Var}[\mathcal{S}_1 + \cdots + \mathcal{S}_n] \leq \overline{C} \sum_{i=1}^{n} \exp (2\beta(B_i - A_i)), \]

\[ E[\overline{\mathcal{S}}_1 + \cdots + \overline{\mathcal{S}}_n] = \overline{C} \sum_{i=1}^{n} \exp (2\beta(B_i - A_i)), \quad \text{Var}[\overline{\mathcal{S}}_1 + \cdots + \overline{\mathcal{S}}_n] \leq \overline{C} \sum_{i=1}^{n} \exp (2\beta(B_i - A_i)), \]
where we use the fact that the variance of a Bernoulli random variable is always upper bounded by its expectation. By Proposition 10, for all $G \in \mathcal{G}_{\text{good}} \cap \mathcal{G}_{\text{con}}$, we have
\[
E[S_1 + \cdots + S_n] = \Theta(n^g(\beta)), \quad \text{Var}(S_1 + \cdots + S_n) = O(n^g(\beta)),
\]
conditioning on the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$. Since $g(\beta) \geq 0$ for all $0 < \beta \leq \beta^*$, by Chebyshev’s inequality we know that both $S_1 + \cdots + S_n = \Theta(n^g(\beta))$ and $\overline{S}_1 + \cdots + \overline{S}_n = \Theta(n^g(\beta))$ with probability $1 - o(1)$ conditioning on the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$. Since $S_i \leq \phi_i \leq \overline{S}_i$ for all $i \in [n]$, we also have $\text{dist}(\sigma, X) = \Theta(n^g(\beta))$ with probability $1 - o(1)$ conditioning on the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$. Combining this with (49), we obtain that for every $G \in \mathcal{G}_{\text{good}} \cap \mathcal{G}_{\text{con}}$, $\text{dist}(\sigma, X) = \Theta(n^g(\beta))$ with probability $1 - o(1)$ conditioning on $\{\text{dist}(\sigma, X) \leq n^\theta\}$. Finally, the theorem follows from $P(G \in \mathcal{G}_{\text{good}} \cap \mathcal{G}_{\text{con}}) = 1 - o(1)$.

Now we are left to define Bernoulli random variables $S_1, \ldots, S_n$ and $\overline{S}_1, \ldots, \overline{S}_n$. First we define some auxiliary random variables. For $i \in [n]$, let $\overline{R}_i = \overline{R}_i(\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n, G)$ be a Bernoulli random variable with parameter
\[
\min \left( \frac{C \exp \left( 2\beta(B_i - A_i) \right)}{P_{\sigma|G}(\phi_i = 1)\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n, 1}, 1 \right),
\]
and let $\overline{R}_i = \overline{R}_i(\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n, G)$ be a Bernoulli random variable with parameter
\[
\min \left( \frac{1 - C \exp \left( 2\beta(B_i - A_i) \right)}{P_{\sigma|G}(\phi_i = 0)\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n, 1}, 1 \right).
\]
Furthermore, let both $\overline{R}_i$ and $\overline{R}_i$ be independent of $\phi_i$. For $i \in [n]$, define $\overline{S}_i = \phi_i \overline{R}_i$ and $\overline{S}_i = 1 - (1 - \phi_i)\overline{R}_i$.

Property 2) above directly follows from this definition. Now condition on the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$. By (50), one can see that no matter what values $\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n$ take, the conditional probability of $\overline{S}_i = 1$ given these variables is always $C \exp \left( 2\beta(B_i - A_i) \right)$. Therefore, conditioning on the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$, $\overline{S}_i$ is independent of $\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n$ and it only depends on $\phi_i$. As a consequence, $\overline{S}_1, \ldots, \overline{S}_n$ are conditionally independent given the event $\{\sigma \in \Lambda(G, z), \text{dist}(\sigma, X) \leq n^\theta\}$. Thus we have verified the three properties above for $\overline{S}_1, \ldots, \overline{S}_n$. The arguments for $\overline{S}_1, \ldots, \overline{S}_n$ are the same. \hfill $\square$

For $0 < \beta < \beta^*$, we have $g(\beta) > 0$, so Theorem 5 immediately implies that $P_{\text{SIBM}}(\sigma = \pm X) = o(1)$. However, when $\beta = \beta^*$, we have $g(\beta^*) = 0$. In this case, Theorem 5 tells us that $P_{\text{SIBM}}(\text{dist}(\sigma, \pm X) = \Theta(1)) = 1 - o(1)$, but this is not sufficient for us to draw any conclusion on $P_{\text{SIBM}}(\sigma = \pm X)$. Below we use Proposition 10 to prove that when $\beta = \beta^*$, $P_{\text{SIBM}}(\sigma = \pm X)$ is bounded away from 1.

**Proposition 11.** Let $a, b, \alpha > 0$ be constants satisfying that $\sqrt{a} - \sqrt{b} > \sqrt{2} \alpha > b\beta^*$. Let $(X, G, \sigma) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta^*, 1)$. Then
\[
P_{\text{SIBM}}(\sigma = \pm X) \leq \frac{1}{2}(1 + o(1)).
\]

**Proof.** We prove an equivalent form
\[
P_{\text{SIBM}}(\sigma = X | \text{dist}(\sigma, X) \leq n/2) \leq \frac{1}{2}(1 + o(1)).
\]

By (4), we have
\[
\frac{P_{\sigma|G}(\sigma = X^{(i)})}{P_{\sigma|G}(\sigma = X)} = \exp \left( 2\beta^* + \frac{\alpha \log(n)}{n}(B_i - A_i) - \frac{2\alpha \log(n)}{n} \right).
\]

By (4), we have
\[ = (1 + o(1)) \exp \left( 2\beta^* (B_i - A_i) \right), \]
where the last equality holds for almost all \( G \) since \(|B_i - A_i| = O(\log(n))\) with probability \( 1 - o(1)\); see Lemma 9 in Appendix A. Take \( \mathcal{G}_{\text{con}} \) from Proposition 10. Then for every \( G \in \mathcal{G}_{\text{con}}, \)
\[
\frac{\sum_{i=1}^{n} P_{\sigma | G}(\sigma = X^{(\sim i)})}{P_{\sigma | G}(\sigma = X)} = (1 + o(1)) \sum_{i=1}^{n} \exp \left( 2\beta^* (B_i - A_i) \right) = 1 + o(1).
\]

As a consequence, for every \( G \in \mathcal{G}_{\text{con}}, \)
\[
P_{\sigma | G}(\sigma = X) \leq \frac{P_{\sigma | G}(\sigma = X)}{P_{\sigma | G}(\sigma = X) + \sum_{i=1}^{n} P_{\sigma | G}(\sigma = X^{(\sim i)})} = \frac{1}{2} (1 + o(1)).
\]
By Proposition 10, \( P(G \in \mathcal{G}_{\text{con}}) = 1 - o(1) \), so
\[
P_{\text{SIBM}}(\sigma = X | \text{dist}(\sigma, X) \leq n/2) \leq \frac{1}{2} (1 + o(1)). \]
\[ \square \]

IX. Exact recovery is not solvable when \( \left\lfloor \frac{m+1}{2} \right\rfloor \beta < \beta^* \)

**Lemma 5.** Let
\[(X, G, \{\sigma^{(1)}, \ldots, \sigma^{(m)}\}) \sim \text{SIBM}(n, a \log(n)/n, b \log(n)/n, \alpha, \beta, m). \]
If there is a pair \( i, i' \in [n] \) satisfying the following two conditions: (1) \( \sigma_i^{(j)} = \sigma_{i'}^{(j)} \) for all \( j \in [m] \) and (2) \( X_i = -X_{i'} \), then it is not possible to distinguish the case \( X_i = 1 \) from the case \( X_i = -1 \). In other words, conditioning on the samples, the posterior probability of the ground truth being \( X = 1 \) is the same as that of the ground truth being \( X^{(\sim \{i, i'\})} \).

**Proof.** Intuitively, this proposition clearly holds. For a rigorous proof, one can follow the same steps as the proof of Lemma 8 in Appendix A, and we do not repeat it here. \( \square \)

Clearly, the original samples satisfy the above conditions if and only if the aligned samples satisfy the above conditions in Lemma 5.

**Lemma 6.** Let \( v = (v^{(1)}, v^{(2)}, \ldots, v^{(m)}) \in \{\pm 1\}^m \) be a vector of length \( m \) and let \( u := |\{i \in [m] : v^{(i)} = -1\}| \) be the number of \(-1\)'s in \( v \). Let \( \sigma^{(1)}, \ldots, \sigma^{(m)} \) be the aligned samples of SIBM (see the alignment step in Algorithm 1). Without loss of generality we assume that the aligned samples satisfy \( \text{dist}(\sigma^{(j)}), X) \leq n/2 \) for all \( j \in [m] \). Define
\[
T_+ := |\{i \in [n] : (\sigma_i^{(1)}, \ldots, \sigma_i^{(m)}) = v, X_i = 1\}|,
\]
\[
T_- := |\{i \in [n] : (\sigma_i^{(1)}, \ldots, \sigma_i^{(m)}) = v, X_i = -1\}|.
\]
If \( u \beta < \beta^* \), then \( P_{\text{SIBM}}(T_+ = \Theta(n^{g(u\beta)}) = 1 - o(1) \). Similarly, if \( (m-u)\beta < \beta^* \), then \( P_{\text{SIBM}}(T_- = \Theta(n^{g((m-u)\beta)}) = 1 - o(1) \).

**Proof.** We only prove the claims about \( T_+ \) since the proof for \( T_- \) is virtually identical. The proof follows the same steps as the proof of Theorem 5. All we need to do is to replace \( \beta \) with \( u \beta \) in the proof of Theorem 5. For the sake of completeness, we provide the proof here.

Corollary 1 together with Proposition 7 implies that there is an integer \( z > 0 \) and a set \( \mathcal{G}_{\text{good}} \) such that
(i) \( P(G \in \mathcal{G}_{\text{good}}) \geq 1 - O(n^{-z}) \).
(ii) For every \( G \in \mathcal{G}_{\text{good}} \),
\[
P_{\sigma|G}(\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m] \mid \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]) = 1 - O(n^{-4}),
\]
where we can choose \( \theta \) to be any constant in the open interval \((g(\beta), 1)\). By Lemma 4 we know that for all \( i \in [n] \) and all \( j \in [m] \), \( P_{\sigma|G}(\sigma^{(j)}_i \neq X_i \mid \sigma^{(j)} \in \Lambda(G, z), \text{dist}(\sigma^{(j)}, X) \leq n^\theta) \) differ from \( \exp \left(2(\beta + \frac{\alpha \log(n)}{n})(B_i - A_i)\right) \) by at most a constant factor. Since \( |B_i - A_i| = O(\log(n)) \) with probability \( 1 - o(1) \), the term \( \frac{\alpha \log(n)}{n}(B_i - A_i) = o(1) \) and is negligible. Moreover, since the \( m \) samples are independent given the graph \( G \), we conclude that
\[
\mathcal{C} \exp \left(2\alpha \beta (B_i - A_i)\right)
\leq P_{\sigma|G}(\sigma^{(1)}_i, \ldots, \sigma^{(m)}_i = v \mid \sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m])
\leq \mathcal{C} \exp \left(2\alpha \beta (B_i - A_i)\right)
\]
for all \( i \in [n] \), where \( \mathcal{C} \) and \( \overline{\mathcal{C}} \) are constants that are independent of \( n \). In fact, we obtained a much stronger inequality (42) in the proof of Lemma 4. More precisely, inequality (42) can be reformulated as follows: For every \( \sigma^{(1)}_i, \ldots, \sigma^{(m)}_i \in \{\pm 1\}^n \) such that \( \tilde{\sigma}^{(j)} \in \Lambda(G, z) \) and \( \text{dist}(\tilde{\sigma}^{(j)}, X) \leq n^\theta \) for all \( j \in [m] \),
\[
\mathcal{C} \exp \left(2\alpha \beta (B_i - A_i)\right)
\leq P_{\sigma|G}(\sigma^{(1)}_i, \ldots, \sigma^{(m)}_i = v \mid \sigma^{(1)}_i, \ldots, \sigma^{(m)}_i = (\tilde{\sigma}^{(1)}_i, \ldots, \tilde{\sigma}^{(m)}_i) \text{ for all } i' \neq i)
\leq \overline{\mathcal{C}} \exp \left(2\alpha \beta (B_i - A_i)\right).
\]
Define \( \phi_i := \mathbb{I}[\sigma^{(1)}_i, \ldots, \sigma^{(m)}_i = v] \) for \( i \in [n] \). In some sense, (53) tells us that conditioning on the event \( \{\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]\} \), the random variables \( \phi_1, \ldots, \phi_n \) are “almost” independent. Given a fixed graph \( G \) and random samples \( \sigma^{(1)}, \ldots, \sigma^{(m)} \), we will define Bernoulli random variables \( S_1, \ldots, S_n \) and \( \overline{S}_1, \ldots, \overline{S}_n \) satisfying the following conditions:
1) \( S_1, \ldots, S_n \) are conditionally independent given the event \( \{\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]\} \). \( S_1, \ldots, S_n \) are also conditionally independent given the event \( \{\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]\} \).
2) \( S_i \leq \phi_i \leq \overline{S}_i \) for all \( i \in [n] \).
3) Conditioning on the event \( \{\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]\} \), \( P(S_i = 1) = \mathcal{C} \exp \left(2\alpha \beta (B_i - A_i)\right) \) and \( P(\overline{S}_i = 1) = \overline{\mathcal{C}} \exp \left(2\alpha \beta (B_i - A_i)\right) \) for all \( i \in [n] \).

The construction of random variables \( S_1, \ldots, S_n \) and \( \overline{S}_1, \ldots, \overline{S}_n \) is rather similar to the one at the end of the proof of Theorem 5, and we do not repeat it here. Define a set \( [n]_+ := \{i \in [n] : X_i = 1\} \). Then \( T' = \sum_{i \in [n]_+} \phi_i \). By property 3), conditioning on the event \( \{\sigma^{(j)} \in \Lambda(G, z) \text{ and } \text{dist}(\sigma^{(j)}, X) \leq n^\theta \text{ for all } j \in [m]\} \), we have
\[
E\left[ \sum_{i \in [n]_+} S_i \right] = \mathcal{C} \sum_{i \in [n]_+} \exp \left(2\alpha \beta (B_i - A_i)\right) = C \sum_{i \in [n]_+} \exp \left(2\alpha \beta (B_i - A_i)\right)
\]
\[
\text{Var}\left[ \sum_{i \in [n]_+} S_i \right] \leq \mathcal{C} \sum_{i \in [n]_+} \exp \left(2\alpha \beta (B_i - A_i)\right) \leq \mathcal{C} \sum_{i \in [n]_+} \exp \left(2\alpha \beta (B_i - A_i)\right),
\]
where we use the fact that the variance of a Bernoulli random variable is always upper bounded by its expectation. In Proposition 10, we have shown that for \( u \beta \leq \beta^* \), there is a set \( \mathcal{G}_{\text{con}} \) such that (i) \( P(G \in \mathcal{G}_{\text{con}}) = 1 - o(1) \) and (ii) for every \( G \in \mathcal{G}_{\text{con}} \), \( \sum_{i=1}^n \exp \left(2\alpha \beta (B_i - A_i)\right) = (1 + o(1))n^\theta u^\beta \). Using exactly
Clearly, \( \text{dist}(\sigma, X) = \text{dist}_+(\sigma, X) + \text{dist}_-(\sigma, X) \).
Lemma 7. For $0 < \theta < 1$,
\[
P_{\text{SIBM}}(\sigma_i = -X_i | \text{dist}(\sigma, X) \leq n^\theta) \leq 2n^{1-\theta} \quad \text{for all } i \in [n],
\]
(54)
\[
P_{\text{SIBM}}(\sigma_i = -X_i \text{ for all } i \in \tilde{I} | \text{dist}(\sigma, X) \leq n^\theta) \leq \left(\frac{n^\theta}{n/2 - |\tilde{I}|}\right)^{|\tilde{I}|} \quad \text{for all } \tilde{I} \subseteq [n].
\]
(55)

Proof. Define $\text{dist}_+(\sigma, X) := |\{i \in [n] : X_1 = 1, \sigma = -1\}|$ and $\text{dist}_-(\sigma, X) := |\{i \in [n] : X_1 = -1, \sigma = 1\}|$. Clearly, $\text{dist}(\sigma, X) = \text{dist}_+(\sigma, X) + \text{dist}_-(\sigma, X)$. Inequality (54) follows immediately from the following equality:
\[
P_{\text{SIBM}}(\sigma_i = -X_i \text{ dist}_+(\sigma, X) = u_+, \text{ dist}_-(\sigma, X) = u_-) = \begin{cases} 2u_+ / n & \text{if } X_i = 1 \\ 2u_- / n & \text{if } X_i = -1 \end{cases}
\]
Without loss of generality, we only prove the case of $X_i = 1$, and we need the following definition for the proof of this equality: For $\mathcal{I} \subseteq [n]$, define $\mathcal{I}_+ := \{i \in \mathcal{I} : X_i = 1\}$ and $\mathcal{I}_- := \{i \in \mathcal{I} : X_i = -1\}$. Then
\[
P_{\text{SIBM}}(\sigma_i = -X_i \text{ dist}_+(\sigma, X) = u_+, \text{ dist}_-(\sigma, X) = u_-) = \sum_{\mathcal{I} \subseteq \mathcal{I}_+, |\mathcal{I}| = u_+, |\mathcal{I}_-| = u_-} P_{\text{SIBM}}(\sigma = X(\mathcal{I}))
\]
\[
= \sum_{\mathcal{I} : |\mathcal{I}| = u_+, |\mathcal{I}_-| = u_-} P_{\text{SIBM}}(\sigma = X(\mathcal{I}))
\]
\[
= \binom{n}{u_+} \binom{n/2-|\mathcal{I}|}{u_-} = \frac{2u_+}{n}
\]
where equality (a) follows from Lemma 8 below. Similarly, inequality (55) follows from the following inequality: For $u_+ \geq |\mathcal{I}_+|$ and $u_- \geq |\mathcal{I}_-|$,
\[
P_{\text{SIBM}}(\sigma_i = -X_i \text{ for all } i \in \tilde{I} | \text{dist}_+(\sigma, X) = u_+, \text{ dist}_-(\sigma, X) = u_-) = \sum_{\tilde{I}, \mathcal{I} \subseteq \mathcal{I}_+, |\mathcal{I}_+| = u_+, |\mathcal{I}_-| = u_-} P_{\text{SIBM}}(\sigma = X(\mathcal{I}))
\]
\[
= \sum_{\mathcal{I} : |\mathcal{I}| = u_+, |\mathcal{I}_-| = u_-} P_{\text{SIBM}}(\sigma = X(\mathcal{I}))
\]
\[
= \binom{n}{u_+} \binom{n/2-|\mathcal{I}|}{u_-} \left(\frac{u_+}{n/2 - |\mathcal{I}_+|}\right)^{|\mathcal{I}_+|} \left(\frac{u_-}{n/2 - |\mathcal{I}_-|}\right)^{|\mathcal{I}_-|}
\]
\[
< \left(\frac{n/2 - |\mathcal{I}_+|}{u_+}\right)^{|\mathcal{I}_+|} \left(\frac{n/2 - |\mathcal{I}_-|}{u_-}\right)^{|\mathcal{I}_-|}
\]
where equality (a) again follows from Lemma 8 below.

Lemma 8. Let $\mathcal{I}, \mathcal{I}' \subseteq [n]$ be two subsets such that $|\mathcal{I}_+| = |\mathcal{I}_+'|$ and $|\mathcal{I}_-| = |\mathcal{I}_-'|$. Then $P_{\text{SIBM}}(\sigma = X(\mathcal{I})) = P_{\text{SIBM}}(\sigma = X(\mathcal{I}'))$.

Proof. Let $\mathcal{G}_{[n]}$ be the set consisting of all the graphs with vertex set $[n]$. A permutation $\pi \in S_n$ on the vertex set $[n]$ also induces a permutation on $\mathcal{G}_{[n]}$: For $G \in \mathcal{G}_{[n]}$, define the graph $\pi(G) \in \mathcal{G}_{[n]}$ as the graph with the edge set $E(\pi(G))$ satisfying that $\{\pi(i), \pi(j)\} \in E(\pi(G))$ if and only if $\{i, j\} \in E(G)$. It is easy to see that for any $\pi \in S_n$ and any $G \in \mathcal{G}_{[n]}$,
\[
Z_G(\alpha, \beta) = Z_{\pi(G)}(\alpha, \beta),
\]
where $Z_G(\alpha, \beta)$ is defined in (5). Furthermore, if $X_i = X_{\pi(i)}$ for all $i \in [n]$, then for any graph $G \in \mathcal{G}[n]$, we have

$$P_{SSBM}(G) = P_{SSBM}(\pi(G)),$$

where $P_{SSBM}$ is the distribution given in Definition 1.

Under the assumptions $|\mathcal{I}_+| = |\mathcal{I}_-|$ and $|\mathcal{I}_-| = |\mathcal{I}_-|$, it is easy to see that there exists a permutation $\pi$ on the vertex set $[n]$ satisfying the following two conditions: (i) $X_i = X_{\pi(i)}$ for all $i \in [n]$; (ii) $\pi(\mathcal{I}) = \mathcal{I}'$, i.e., $\pi(i) \in \mathcal{I}'$ for all $i \in \mathcal{I}$. For such a permutation $\pi$, one can verify that

$$X_i(\mathcal{I}) = X_{\pi(i)}(\mathcal{I}) = X_{\pi(i)}(\mathcal{I}')$$

for all $i \in [n]$. Therefore,

$$P_{SSBM}(\sigma = X(\mathcal{I})) = \sum_{G \in \mathcal{G}[n]} P_{SSBM}(G) P_{\sigma|G}(\sigma = X(\mathcal{I}))$$

$$= \sum_{G \in \mathcal{G}[n]} P_{SSBM}(G) \frac{1}{Z_G(\alpha, \beta)} \exp \left( \beta \sum_{\{i,j\} \in E(G)} X_i(\mathcal{I}) X_j(\mathcal{I}) - \frac{\alpha \log(n)}{n} \sum_{\{i,j\} \in \bar{E}(G)} X_i(\mathcal{I}) X_j(\mathcal{I}) \right)$$

$$= \sum_{G \in \mathcal{G}[n]} P_{SSBM}(G) \frac{1}{Z_G(\alpha, \beta)} \exp \left( \sum_{\{i,j\}} X_i(\mathcal{I}) X_j(\mathcal{I}) \left( (\beta + \frac{\alpha \log(n)}{n}) \mathbb{1}[\{i,j\} \in E(G)] - \frac{\alpha \log(n)}{n} \right) \right)$$

$$= \sum_{G \in \mathcal{G}[n]} P_{SSBM}(G) \frac{1}{Z_G(\alpha, \beta)} \exp \left( \sum_{\{i,j\}} X_i(\mathcal{I}) X_j(\mathcal{I}) \left( (\beta + \frac{\alpha \log(n)}{n}) \mathbb{1}[\{i,j\} \in E(\pi(G))] - \frac{\alpha \log(n)}{n} \right) \right)$$

$$= \sum_{G \in \mathcal{G}[n]} P_{SSBM}(\pi(G)) \frac{1}{Z_{\pi(G)}(\alpha, \beta)} \exp \left( \sum_{\{i,j\}} X_i(\mathcal{I}) X_j(\mathcal{I}) \left( (\beta + \frac{\alpha \log(n)}{n}) \mathbb{1}[\{i,j\} \in E(\pi(G))] - \frac{\alpha \log(n)}{n} \right) \right)$$

for all $i \in [n]$.

This completes the proof of the lemma. \qed

**Lemma 9.** Let $Y \sim \text{Binom}(n + o(n), \alpha \log(n)/n)$. Then for $r > 8$ and large enough $n$, we have

$$P(Y \geq ra \log(n)) < n^{-r}.$$

**Proof.** The moment generating function of $Y$ is

$$E[e^{sY}] = (1 - a \log(n)/n + e^s a \log(n)/n)^{n+o(n)} = \exp\left(\log(n)(ae^s - a + o(1))\right),$$
where we use Taylor expansion \( \log(1 + x) = x + o(x) \) for \( x \to 0 \) in the last equality. Then by Chernoff bound, for \( s > 0 \),

\[
P(Y \geq ra \log(n)) \leq \exp((e^s - 1 - rs + o(1))a \log(n)).
\]

Taking \( s = \log(r) > 0 \) into this bound, we obtain that

\[
P(Y \geq ra \log(n)) \leq \exp((r - 1 - r \log(r) + o(1))a \log(n)) < n^{-r},
\]

where the last inequality holds for large enough \( n \) and follows from the assumption that \( r > 8 > e^2 \). □

**APPENDIX B**

**AUXILIARY PROPOSITIONS USED IN SECTION VIII**

We first prove a tight estimate of \( P(B_i - A_i = t \log(n)) \) for \( t = \Theta(1) \). Note that (18) gives an upper bound on \( P(B_i - A_i \geq t \log(n)) \) for \( t \in \left[ \frac{1}{2}(b-a), 0 \right] \), so it is also an upper bound of \( P(B_i - A_i = t \log(n)) \). Below we prove that the upper bound in (18) is in fact tight up to a \( \Theta(1/\sqrt{\log(n)}) \) factor for all \( t = \Theta(1) \) such that \( t \log(n) \) is an integer.

We use \( f(n) = \Theta(g(n)) \) and \( f(n) \equiv g(n) \) interchangeably if there is a constant \( C > 0 \) such that \( C^{-1}g(n) \leq f(n) \leq Cg(n) \) for large enough \( n \).

**Proposition 13.** For any \( t \) such that \( t \log(n) \) is an integer and \( |t| < 100a \),

\[
P(B_i - A_i = t \log(n)) \geq \frac{1}{\sqrt{\log(n)}} \exp \left( \log(n) \left( \sqrt{t^2 + ab} - t \left( \log(\sqrt{t^2 + ab} + t) - \log(b) \right) - \frac{a + b}{2} \right) \right). \tag{56}
\]

**Proof.** Since

\[
P(B_i - A_i = t \log(n)) = \sum_{s \log(n) = 0}^{n/2} P(B_i = s \log(n)) P(A_i = (s - t) \log(n)),
\]

we first calculate tight estimates of \( P(B_i = s \log(n)) \) and \( P(A_i = (s - t) \log(n)) \). (The summation \( \sum_{s \log(n) = 0}^{n/2} \) in the above equation means that the quantity \( s \log(n) \) ranges over all integer values from 0 to \( n/2 \).) By Lemma 9 in Appendix A, we only need to focus on the regime where both \( |s| \) and \( |t| \) are bounded from above by some (large) constants, e.g., \( 100a \). Therefore,

\[
P(B_i = s \log(n)) = \binom{n/2}{s \log(n)} \left( \frac{b \log(n)}{n} \right)^{s \log(n)} \left( 1 - \frac{b \log(n)}{n} \right)^{n/2-s \log(n)}
\]

\[
= (1 + o(1)) \binom{n/2}{s \log(n)}! \left( \frac{b \log(n)}{n} \right)^{s \log(n)} \exp \left( - \frac{b \log(n)}{2} \right)
\]

\[
= (1 + o(1)) \left( \frac{1}{s \log(n)}! \right) \left( \frac{e}{s \log(n)} \right)^{s \log(n)} \left( \frac{b \log(n)}{2} \right)^{s \log(n)} \exp \left( - \frac{b \log(n)}{2} \right)
\]

\[
= (1 + o(1)) \left( \frac{1}{\sqrt{2\pi s \log(n)}} \right) \left( \frac{e}{s \log(n)} \right)^{s \log(n)} \left( \frac{b \log(n)}{2} \right)^{s \log(n)} \exp \left( - \frac{b \log(n)}{2} \right)
\]

\[
= (1 + o(1)) \left( \frac{1}{\sqrt{2\pi s \log(n)}} \right) \exp \left( \log(n) \left( s + s \log(b) - s \log(2) - s \log(s) - \frac{b}{2} \right) \right),
\]
where \( a \) follows from Stirling’s formula. Similarly, when \( s > t \),
\[
P(A_i = (s - t) \log(n)) = (1 + o(1)) \frac{1}{\sqrt{2\pi(s - t) \log(n)}} \exp \left( \log(n) \left( (s - t)(1 + \log(a) - \log(2) - \log(s - t)) - \frac{a}{2} \right) \right)
\]

Define a function
\[
h_t(s) := (2s - t)(1 - \log(2)) + s \log \frac{ab}{s(s - t)} + t \log \frac{s - t}{a} - \frac{a + b}{2}.
\]

Then for \( s > \max(0, t) \),
\[
P(B_i = s \log(n))P(A_i = (s - t) \log(n)) = (1 + o(1)) \frac{1}{2\pi \log(n) \sqrt{s(s - t)}} \exp(h_t(s) \log(n)).
\]

Therefore, for \( t \) such that \( t \log(n) \) is an integer, we have
\[
P(B_i - A_i = t \log(n))
= (1 + o(1)) \sum_{s \log(n) = \max(0, t \log(n))}^{n/2} \frac{1}{2\pi \log(n) \sqrt{s(s - t)}} \exp(h_t(s) \log(n)). \tag{57}
\]

In order to estimate this sum, we need to analyze the function \( h_t(s) \). Its first and second derivatives are
\[
h_t'(s) = \log \frac{ab}{s(s - t)} \quad \text{and} \quad h_t''(s) = -\frac{1}{s} - \frac{1}{s - t} < 0,
\]
so \( h_t(s) \) is a concave function and takes maximum at \( s^* \) such that \( h_t'(s^*) = 0 \). Simple calculations show that \( s^* = (t + \sqrt{t^2 + ab})/2 \geq \max(0, t) \) and
\[
h_t(s^*) = \sqrt{t^2 + ab} - t \left( \log(\sqrt{t^2 + ab} + t) - \log(b) \right) - \frac{a + b}{2}.
\]

By Lemma 9 in Appendix A, both \(|s|\) and \(|t|\) are upper bounded by some (large) constants with probability \( 1 - o(n^{-10}) \). Therefore, the sum on the right-hand side of (57) is concentrated around a small neighborhood of \( s^* \). In this neighborhood, we have
\[
\frac{1}{2\pi \log(n) \sqrt{s(s - t)}} = \Theta\left( \frac{1}{\log(n)} \right).
\]

Therefore, in order to prove this proposition, we only need to show that
\[
\sum \exp(h_t(s) \log(n)) = \Theta\left( \sqrt{\log(n)} \exp(h_t(s^*) \log(n)) \right), \tag{58}
\]
where the summation is taken over this small neighborhood. We will show that \( \exp(h_t(s) \log(n)) \) varies by a constant factor within a window of length \( \Theta(1/\sqrt{\log(n)}) \) around \( s^* \), and then drops off geometrically fast beyond that window. First observe that \( h_t(s) \approx h_t(s^*) - h_t''(s^*)(s - s^*)^2 \) in the neighborhood of \( s^* \), so when \(|s - s^*| = \Theta(1/\sqrt{\log(n)})\), we have \( h_t(s^*) \log(n) - h_t(s) \log(n) = \Theta(1) \). Also note that when \( s \) is in the range \((s^* - \Theta(1/\sqrt{\log(n)}), s^* + \Theta(1/\sqrt{\log(n)}))\), the quantity \( s \log(n) \) takes \( \Theta(\sqrt{\log(n)}) \) integer values. Now pick some constant \( c > 0 \). By the above analysis we have
\[
\sum_{s \log(n) - c \sqrt{\log(n)} \leq s \log(n) \leq s^* \log(n) + c \sqrt{\log(n)}} \exp(h_t(s) \log(n)) = \Theta\left( \sqrt{\log(n)} \exp(h_t(s^*) \log(n)) \right).
\]

For \( s > s^* + c/\sqrt{\log(n)} \), we use the fact that concave functions are always bounded from above by its tangent lines. Therefore,
\[
h_t(s) \leq h_t(s^* + c/\sqrt{\log(n)}) + h_t'(s^* + c/\sqrt{\log(n)})(s - s^* - c/\sqrt{\log(n)})
\]
\[
\leq h_t(s^*) - \frac{c'}{\sqrt{\log(n)}}(s - s^* - c/\sqrt{\log(n)}),
\]
where we use the fact that \( h'_t(s^* + c/\sqrt{\log(n)}) = \Theta(1/\sqrt{\log(n)}) \), and \( c' \) is another constant that depends on \( c \). Therefore,

\[
\sum_{s \log(n) > s^* \log(n) + c\sqrt{\log(n)}} \exp(h_t(s) \log(n))
\]

\[
\leq \sum_{s \log(n) > s^* \log(n) + c\sqrt{\log(n)}} \exp \left( h_t(s^*) \log(n) - \frac{c'}{\sqrt{\log(n)}}(s \log(n) - s^* \log(n) - c\sqrt{\log(n)}) \right)
\]

\[
= \exp(h_t(s^*) \log(n)) \sum_{j > 0} \exp \left(- \frac{c'}{\sqrt{\log(n)}}j \right)
\]

\[
\leq \exp(h_t(s^*) \log(n)) \frac{1}{1 - \exp(-c'/\sqrt{\log(n)})} = O\left(\sqrt{\log(n)} \exp(h_t(s^*) \log(n)) \right).
\]

The sum over \( s \log(n) < s^* \log(n) - c\sqrt{\log(n)} \) can be bounded in the same way. Thus we have shown (58), and this completes the proof of the proposition. \( \square \)

Let \( G_1 := \{ G : B_i - A_i < 0 \text{ for all } i \in [n] \} \). By (20), we have \( P(G \in G_1) = 1 - o(1) \). In the proposition below, we will prove that if \( 0 < \beta < \frac{1}{2} \log \frac{a}{b} \), then the conditional expectation \( E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right] \) is very close to the unconditional expectation \( E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \right] \). On the other hand, if \( \beta \geq \frac{1}{2} \log \frac{a}{b} \), then the conditional expectation is \( O(n^{g(\beta)}) \) while the unconditional one is \( \Theta(n^{\tilde{g}(\beta)}) \). Since \( \tilde{g}(\beta) < g(\beta) \) when \( \beta > \frac{1}{4} \log \frac{a}{b} \), the conditional expectation is much smaller than the unconditional one in this case.

**Proposition 14.** Assume that \( \sqrt{a} - \sqrt{b} > \sqrt{2} \). If \( 0 < \beta < \frac{1}{4} \log \frac{a}{b} \), then

\[
E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right] = (1 + o(1))E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \right] = (1 + o(1))n^{g(\beta)}.
\]

If \( \beta \geq \frac{1}{4} \log \frac{a}{b} \), then

\[
E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \mid G \in G_1 \right] = O(n^{\tilde{g}(\beta)}).
\]

**Proof:** We first calculate the unconditional expectation: By writing \( A_i \) and \( B_i \) as sums of independent Bernoulli random variables, we obtain that

\[
E[e^{2\beta(B_i - A_i)}] = \left(1 - \frac{b \log(n)}{n} + \frac{b \log(n)}{n} e^{2\beta}\right)^{n/2} \left(1 - \frac{a \log(4)}{n} + \frac{a \log(n)}{n} e^{-2\beta}\right)^{n/2-1}
\]

\[
= \exp \left( \frac{\log(n)}{2} (ae^{-2\beta} + be^{2\beta} - a - b) + o(1) \right)
\]

\[
= (1 + o(1))n^{g(\beta)}.
\]

Therefore, for all \( \beta \) we have

\[
E\left[ \sum_{i=1}^n \exp \left( 2\beta(B_i - A_i) \right) \right] = (1 + o(1))n^{g(\beta)}.
\]

Now let us switch to conditional expectation. In light of (59), for the case of \( 0 < \beta < \frac{1}{4} \log \frac{a}{b} \) we only need to prove that the conditional expectation is very close to the unconditional expectation. To that end,
we first reprove a weaker version of (59) using Proposition 13. This will help us estimate the difference between the conditional and unconditional expectations.

Define

$$D(G, t) := \left| \{ i \in [n] : B_i - A_i = t \log(n) \} \right|.$$ 

Similarly to (21), we have

$$\sum_{i=1}^{n} \exp \left( 2\beta (B_i - A_i) \right) = \sum_{t \log(n) = -n/2}^{n/2} D(G, t) \exp \left( 2\beta t \log(n) \right).$$

(60)

By definition, $D(G, t) = \sum_{i=1}^{n} 1 [B_i - A_i = t \log(n)]$, so $E[D(G, t)] = nP(B_i - A_i = t \log(n))$. Therefore, by Proposition 13 and the definition of function $f_\beta(t)$ in (23),

$$E[D(G, t) \exp \left( 2\beta t \log(n) \right)] \approx \frac{1}{\sqrt{\log(n)}} \exp(f_\beta(t) \log(n)).$$

As a consequence,

$$E\left[ \sum_{i=1}^{n} \exp \left( 2\beta (B_i - A_i) \right) \right] = \sum_{t \log(n) = -n/2}^{n/2} E[D(G, t) \exp \left( 2\beta t \log(n) \right)]$$

$$\approx \frac{1}{\sqrt{\log(n)}} \sum_{t \log(n) = -n/2}^{n/2} \exp(f_\beta(t) \log(n)).$$

(61)

By the proof of Lemma 2, $f_\beta(t)$ is a concave function and takes maximum at $t^* = \frac{b - e^{-2\beta}}{2}$. Similarly to the analysis of (58), $\exp(f_\beta(t) \log(n))$ varies by a constant factor within a window of length $\Theta(1/\sqrt{\log(n)})$ around $t^*$, and then drops off geometrically fast beyond that window. Since $t \log(n)$ takes $\Theta(\sqrt{\log(n)})$ integer values when $t$ takes values in such a window, we have

$$\sum_{t \log(n) = -n/2}^{n/2} \exp(f_\beta(t) \log(n)) \approx \sqrt{\log(n)} \exp(f_\beta(t^*) \log(n)).$$

(62)

By the proof of Lemma 2, we have $f_\beta(t^*) = g(\beta)$. Taking this into (61) and (62), we obtain that

$$E\left[ \sum_{i=1}^{n} \exp \left( 2\beta (B_i - A_i) \right) \right] = \Theta(n^{g(\beta)}).$$

Now let us consider the conditional expectation. When conditioning on the event $G \in G_1$, we have $D(G, t) = 0$ for all $t > 0$. In this case, the range of sum in both (60) and (61) reduces from $[-n/2, n/2]$ to $[-n/2, 0]$. By Lemma 10 below, we have $P(B_i - A_i = t \log(n) \mid G \in G_1) = (1 + o(1))P(B_i - A_i = t \log(n))$ for $t < 0$, and so $E[D(G, t) \mid G \in G_1] = (1 + o(1))E[D(G, t)]$ for $t < 0$. Therefore,

$$E\left[ \sum_{i=1}^{n} \exp \left( 2\beta (B_i - A_i) \mid G \in G_1 \right) \right] = (1 + o(1)) \sum_{t \log(n) = -n/2}^{-1} E[D(G, t) \exp \left( 2\beta t \log(n) \right)].$$

From the analysis of (61), we know that

$$\sum_{t \log(n) = -n/2}^{n/2} E[D(G, t) \exp \left( 2\beta t \log(n) \right)]$$

$$= (1 + o(1)) \sum_{t \log(n) = t^* \log(n) + \Theta(\sqrt{\log(n)})}^{t^* \log(n) + \Theta(\sqrt{\log(n)})} E[D(G, t) \exp \left( 2\beta t \log(n) \right)].$$
Therefore, if \( t^* = \frac{b - a e^{-2 \beta}}{2} < 0 \), or equivalently \( 0 < \beta < \frac{1}{4} \log \frac{a}{b} \), then

\[
\sum_{t \log(n) = -n/2}^{n/2} E[D(G, t) \exp (2 \beta t \log(n))] = (1 + o(1)) \sum_{t \log(n) = -n/2}^{n/2} E[D(G, t) \exp (2 \beta t \log(n))],
\]
i.e.,

\[
E \left[ \sum_{i=1}^{n} \exp (2 \beta (B_i - A_i)) \mid G \in G_1 \right] = (1 + o(1)) E \left[ \sum_{i=1}^{n} \exp (2 \beta (B_i - A_i)) \right] = (63).
\]

On the other hand, if \( t^* = \frac{b - a e^{-2 \beta}}{2} \geq 0 \), or equivalently \( \beta \geq \frac{1}{4} \log \frac{a}{b} \), then

\[
E \left[ \sum_{i=1}^{n} \exp (2 \beta (B_i - A_i)) \mid G \in G_1 \right] = \frac{1}{\log(n)} \sum_{t \log(n) = -n/2}^{n/2} \exp(f_\beta(t) \log(n)).
\]

Since \( f_\beta(t) \) is concave, it is an increasing function when \( t < t^* \). Therefore, \( f_\beta(t) < f_\beta(0) = g(\frac{1}{4} \log \frac{a}{b}) = \tilde{g}(\beta) \) for \( \beta \geq \frac{1}{4} \log \frac{a}{b} \). Similarly to the analysis of (58) and (61), \( \exp(f_\beta(t) \log(n)) \) varies by a constant factor within a window of length \( O(1/\sqrt{\log(n)}) \) around \( t = 0 \), and then drops off geometrically fast beyond that window. As a consequence,

\[
\sum_{t \log(n) = -n/2}^{n/2} \exp(f_\beta(t) \log(n)) = O(\sqrt{\log(n)}) \exp(\tilde{g}(\beta) \log(n)).
\]

Taking this into (64) completes the proof of the proposition.

The following corollary follows immediately from Proposition 14 and (59):

**Corollary 2.** For all \( \beta > 0 \),

\[
E \left[ \sum_{i=1}^{n} \exp (2 \beta (B_i - A_i)) \right] = \Theta(n^{\tilde{g}(\beta)}),
\]

\[
E \left[ \sum_{i=1}^{n} \exp (2 \beta (B_i - A_i)) \mid G \in G_1 \right] = O(n^{\tilde{g}(\beta)}).
\]

**Remark 3.** From the proof of (63), we can see that if \( 0 < \beta < \frac{1}{4} \log \frac{a}{b} \), then

\[
E \left[ \exp (2 \beta (B_i - A_i)) \mid G \in G_1 \right] = (1 + o(1)) E \left[ \exp (2 \beta (B_i - A_i)) \right] = \Theta(n^{\tilde{g}(\beta)}),
\]
i.e., we can remove the summation in (63). We will use this in the proof of Proposition 10.

**Lemma 10.** Let \( G_1 := \{ G : B_i - A_i < 0 \text{ for all } i \in [n] \} \). Then \( P(B_i - A_i = t \log(n) \mid G \in G_1) = (1 + o(1))P(B_i - A_i = t \log(n)) \) for all \( t < 0 \) such that \( t \log(n) \) is an integer.

**Proof.** Note that

\[
P(B_i - A_i = t \log(n) \mid G \in G_1) = \frac{P(B_i - A_i = t \log(n))}{P(G \in G_1)}.
\]

By (20), we have \( P(G \in G_1) = 1 - o(1) \), so

\[
P(B_i - A_i = t \log(n) \mid G \in G_1) \\
= (1 + o(1))P(B_j - A_j < 0 \text{ for all } j \in [n]\{i\}, B_i - A_i = t \log(n)) \\
= (1 + o(1))P(B_j - A_j < 0 \text{ for all } j \in [n]\{i\})P(B_i - A_i = t \log(n)).
\]

Therefore, to prove the lemma we only need to show that \( P(B_j - A_j < 0 \text{ for all } j \in [n]\{i\}) = 1 - o(1) \).
For \( j \in [n] \setminus \{i\} \), define \( \xi_{ij} = \xi_{ij}(G) := 1\{\{i, j\} \in E(G)\} \) as the indicator function of the edge \( \{i, j\} \) connected in graph \( G \). We also define

\[
B'_j = \begin{cases} 
B_j - \xi_{ij} & \text{if } X_i \neq X_j \\
B_j & \text{if } X_i = X_j
\end{cases} \quad \text{and} \quad A'_j = \begin{cases} 
A_j & \text{if } X_i \neq X_j \\
A_j - \xi_{ij} & \text{if } X_i = X_j
\end{cases}
\]

Then \( B'_j - A'_j \) differs from \( B_j - A_j \) by at most 1. Therefore, \( B'_j - A'_j < -1 \) implies that \( B_j - A_j < 0 \), and so \( \Pr(B_j - A_j < 0 \text{ for all } j \in [n] \setminus \{i\} \mid B_i - A_i = t \log(n)) \geq \Pr(B'_j - A'_j < -1 \text{ for all } j \in [n] \setminus \{i\} \mid B_i - A_i = t \log(n)) \). Now we only need to prove that the right-hand side is \( 1 - o(1) \). Also note that the two sets of random variables \( \{B'_j, A'_j : j \in [n] \setminus \{i\}\} \) and \( \{B_i, A_i\} \) are independent, so \( \Pr(B'_j - A'_j < -1 \text{ for all } j \in [n] \setminus \{i\} \mid B_i - A_i = t \log(n)) = \Pr(B'_j - A'_j < -1 \text{ for all } j \in [n] \setminus \{i\}) \). By definition, we have \( B'_j \sim \text{Binom}(n - \Theta(1), b \log(n)/n) \) and \( A'_j \sim \text{Binom}(n - \Theta(1), a \log(n)/n) \) for all \( j \in [n] \setminus \{i\} \). Then following exactly the same proof\(^7\) as that of (20), we have

\[
\Pr(B'_j - A'_j < -1 \text{ for all } j \in [n] \setminus \{i\}) \geq 1 - n^{1 - \frac{(\sqrt{a \log(n)} - \sqrt{b \log(n)})^2}{2} + o(1)} = 1 - o(1).
\]

This completes the proof of the lemma. \( \square \)

---

\(^7\)First use Chernoff bound as we did in Proposition 5 and then use the union bound.
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