STOCHASTIC MODELS OF NEURAL PLASTICITY: A SCALING APPROACH
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Abstract. In neuroscience, synaptic plasticity refers to the set of mechanisms driving the dynamics of neuronal connections, called synapses and represented by a scalar value, the synaptic weight. A Spike-Timing Dependent Plasticity (STDP) rule is a biologically-based model representing the time evolution of the synaptic weight as a functional of the past spiking activity of adjacent neurons. A general mathematical framework has been introduced in [42].

In this paper we develop and investigate a scaling approach of these models based on several biological assumptions. Experiments show that long-term synaptic plasticity evolves on a much slower timescale than the cellular mechanisms driving the activity of neuronal cells, like their spiking activity or the concentration of various chemical components created/suppressed by this spiking activity. For this reason, a scaled version of the stochastic model of [42] is introduced and a limit theorem, an averaging principle, is stated for a large class of plasticity kernels. A companion paper [41] is entirely devoted to the tightness properties used to prove these convergence results.

These averaging principles are used to study two important STDP models: pair-based rules and calcium-based rules. Our results are compared with the approximations of neuroscience STDP models. A class of discrete models of STDP rules is also investigated for the analytical tractability of its limiting dynamical system.
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1. Introduction

In Robert and Vignoud [42] we have introduced a general class of mathematical models to represent and study synaptic plasticity mechanisms. Their purpose is to investigate the synaptic weight dynamics, i.e. the evolution of the unilateral connection between two neurons. These models rely on two clearly stated hypotheses: the effect of plasticity is seen on the synaptic strength on long timescales and it
only depends on the relative timing of the spikes. This type of plasticity, known as Spike-Timing-Dependent Plasticity (STDP), has been extensively studied in experimental and computational neuroscience, see Feldman [13] and Morrison et al. [34] for references.

This paper is devoted to a scaling analysis of an important subclass of STDP rules, Markovian plasticity kernels. These kernels have a representation in terms of finite dimensional vectors whose coordinates are shot-noise processes. See Section 3 of [42] and Section 2.1 below.

We start with a simple example of the models investigated in this paper. See Section 2 for a detailed presentation. The stochastic process can be represented by the following variables,

(a) the membrane potential \(X\) of the output cell;
(b) the synaptic weight \(W\), modeling the strength of the connection from the input neuron to the output neuron.

When the input neuron is spiking (a presynaptic spike), a chemical/electrical signal is transmitted to the output neuron through the synapse. If the couple of variables \((X, W)\) is \((x, w)\) just before this event, it is then updated to \((x+w, w)\).

In state \(X=x\), the output neuron emits a spike at rate \(\beta(x)\), where \(\beta\) is the activation function. This is a postsynaptic spike. It is usually assumed that \(\beta\) is a nondecreasing function of the membrane potential \(X\).

Consequently, after a presynaptic spike and the associated rise in membrane potential \(X\), the probability that a postsynaptic spike occurs is increased. As seen in [42], STDP synaptic mechanisms depend, in a complex way, on past spiking times of both adjacent neurons.

More formally, in our simple example, the time evolution is described by the following set of stochastic differential equations (SDEs),

\[
\begin{align*}
    dX(t) & = -X(t) \, dt + W(t) \lambda_N(dt), \\
    dZ(t) & = -\gamma Z(t) \, dt + B_1 \lambda_N(dt) + B_2 \beta_N dt, \\
    dW(t) & = Z(t-\lambda_N dt),
\end{align*}
\]

where \(h(t-\cdot)\) is the left-limit of the function \(h\) at \(t>0\) and, for \(i=\{1, 2\}\), \(B_i \in \mathbb{R}_+\).

Throughout the paper, the notation \((Y(t))\) is used to represent the stochastic process \(t \mapsto Y(t)\) on \(\mathbb{R}_+\).

We discuss briefly the random variables involved.

(a) The point processes \(N_\lambda\) and \(N_{\beta, X}\).

These random variables are point processes representing the sequences of spike times of the pre- and postsynaptic neurons.

In the present work, \(N_\lambda\) is assumed to be a Poisson process with rate \(\lambda\). It can be represented either as a nondecreasing sequence of points \((t_n, n \geq 1)\) of \(\mathbb{R}_+\), or as nonincreasing function, the counting measure

\[
t \mapsto N_\lambda([0,t]) = \sum_{n \geq 1} 1\{t_n \leq t\}
\]

with jumps of size 1, or, finally as a random measure, the sum of Dirac measures at the points \(t_n\),

\[
N_\lambda(dx) = \sum_{n \geq 1} \delta_{t_n}.
\]
Each point $t_n$ of $\mathcal{N}_\lambda(dt)$ is associated to a presynaptic spike and the consequent increment of the postsynaptic membrane potential $X(t-) \text{ by } W(t)$. The point process $\mathcal{N}_{\beta,X}$ accounts for the instants of the postsynaptic spikes. It is a nonhomogeneous Poisson process with (random) intensity function $\beta(X(t-))$. See Relation (3) for a formal definition. See Kingman [29] for an extensive introduction to Poisson processes and Dawson [10] for theoretical aspects of random measures.

(b) The process $(Z(t))$. $(Z(t))$ encodes the past spiking activity of both neurons through an additive functional of $\mathcal{N}_\lambda$ and $\mathcal{N}_{\beta,X}$ with an exponential decay factor $\gamma>0$. It is not difficult to see that, for $t \geq 0$,

$$Z(t) = Z(0) + B_1 \int_0^t e^{-\gamma(t-s)} \mathcal{N}_\lambda(ds) + B_2 \int_0^t e^{-\gamma(t-s)} \mathcal{N}_{\beta,X}(ds).$$

See Lemma 2.1 of [42]. In our general model, $(Z(t))$ is a multidimensional process which can be thought as a vector of cellular processes associated to the concentration of chemical components created/suppressed by the spiking activity of both neurons. See also Anderson and Kurtz [3] for a general presentation of stochastic processes in the context of biochemical systems.

(c) The processes $(W(t))$. The synaptic weight $W$ is increased at each jump of $\mathcal{N}_{\beta,X}$ by the value of $(Z(t))$.

From a biological point of view, the relevant process is $(W(t))$, because it describes the synaptic strength, i.e. the intensity of transmission between two connected neurons. This value can be measured through electrophysiological experiments for example. Many computational models have been developed to investigate synaptic plasticity in different contexts. See Morrison et al. [34], Graupner and Brunel [21], Clopath et al. [9], Babadi and Abbott [4], and Kempter et al. [28] and the references therein.

From a mathematical perspective, the variables $(X(t), Z(t), W(t))$, solutions of SDE (1) are central to the model. However, as will be seen in this article, the point process of instants of postsynaptic spikes $\mathcal{N}_{\beta,X}$ is the key component of the system since it drives the time evolution of $(Z(t))$ and $(W(t))$ and, consequently, of $(X(t))$.

1.1. Mathematical Models of Plasticity in the Literature. Numerous works in physics have investigated mathematical models of plasticity. We quickly review some of them. Most studies focus on the dynamics of a collection of synaptic weights projecting to a single postsynaptic cell. There are basically two types of approximations used.

(a) Separation of timescales. The cellular processes are averaged to give a simpler dynamical system for the evolution of the synaptic weight. This is a classical approach in the literature. See Kempter et al. [28], Rubin et al. [47], Eurich et al. [11], and Roberts [44]. Alik et al. [2] uses an analogous description of the evolution of synaptic weights in the context of a mean-field approximation of several populations of neurons. This is the approach of the paper, see Section 1.1 below.
(b) Fokker-Planck approach.

In this case, the time evolution of the synaptic strength alone is assumed to follow a diffusion process and, consequently, has the Markovian property. The analysis is done with the associated Fokker-Planck equations and the corresponding equilibrium distribution when it exists. See Rubin et al. [46], Horn et al. [26], Kistler and Hemmen [30], and Rossum et al. [45]. An extension, the Kramers-Moyal expansion is also used in this context for some non-Markovian models, see Leen and Friel [33]. We refer to Pawula [37] and Gardiner [17] for general properties of the Kramers-Moyal expansion.

Mathematical studies of models of plasticity are quite scarce. Most models are centered on evolution equations of neural networks with a fixed synaptic weight. See Sections 1 and 2 of Robert and Touboul [40] for a review. In Abbassian et al. [1] and Perthame et al. [38], an ODE/PDE approach for a population of leaky integrate-and-fire neurons is presented for a specific pair-based STDP rule. See Chevallier et al. [8] for the connection between stochastic models and PDE models. Helson [24] investigates a Markovian model of a pair-based STDP rule. This is one of the few stochastic analyses in this domain.

Multiple Timescales. An important feature of long-term neural plasticity explored in this paper is that there are essentially two different timescales in action. On the one hand, the decay time of the membrane potential and the mean duration between two presynaptic spikes or two postsynaptic spikes are of the order of several milliseconds. See Gerstner and Kistler [18]. Consequently, interacting pairs of spikes are on the same timescale. For example, pair-based models have an exponential decay whose inverse is around 50 milliseconds. See Bi and Poo [7] and Fino et al. [14]. Similarly, for calcium-based models, the calcium concentration decays with a time constant of the order of 20 milliseconds. See Graupner and Brunel [20]. The stochastic process \( Z(t) \) represents fast cellular mechanisms associated to STDP and accordingly, its timescale is also of the same order.

On the other hand, the synaptic weight process \( W(t) \) changes on a much slower timescale. It can take seconds and even minutes to observe an effect of an STDP rule on the synaptic weight. See Bi and Poo [7]. Computational models of synaptic plasticity have used similar scaling principles. Kempeter et al. [28] for the equation (1) of this reference for plasticity updates and with different neuronal dynamics, but built in the same framework, Kistler and Hemmen [30]. We can mention also Rossum et al. [45], Roberts [43, 44] where a separation of the timescales is also assumed. A final example is Rubin et al. [46] where the parameter \( \lambda \) speeds up the rate of pre- and postsynaptic spikes in the equation for plasticity updates.

Computational models of plasticity incorporate this timescale difference by only implementing small updates of the synaptic weights. However, it does not really take into account the fact that significant changes occur after the end of the experiment. To take into account this phenomenon, a possible approach consists in updating the synaptic weights with a fixed, or random, delay. This is not completely satisfactory since the evolution of the synaptic weight is generally believed to be an integrative process of past events rather than a delayed action. A more thorough analysis is done in SM2 of [42]. Another approach which we will use consists in implementing this delay through an exponentially filtered process to represent the accumulation of past information.
It is important to stress here, that even if synaptic plasticity depends on the immediate timing of individual spikes, which happens on a fast timescale, it has a slow and delayed impact on the synaptic weight. This justifies the term of long-term plasticity and the fact that we can consider a separation of the timescales. Fast synaptic plasticity processes also exist, in the sense that they modulate the synaptic weight on the same timescale as the fast neuronal processes (spikes, membrane potential). This is referred to as short-term synaptic plasticity. See Zucker and Regehr \cite{48}. For this type of dynamics, the timescale is of the order of milliseconds, much faster than the plasticity considered in this paper which can last several hours. This is not investigated in this paper. Galves et al. \cite{16} analyzes such models; in this case, separation of the timescales does not occur, and a mean-field approximation is developed.

The scaling approach of this paper represents the model as a slow-fast system. Neuronal processes, associated to the point processes \( N_\lambda \) and \( N_{\beta,X} \), occur on a timescale which is much faster than the timescale of the evolution of \( (W(t)) \). For our simple model, with the scaling, the SDE (1) becomes, for \( \varepsilon > 0 \),

\[
\begin{align*}
\text{d}X_\varepsilon(t) &= -X_\varepsilon(t) \frac{dt}{\varepsilon} + W_\varepsilon(t) \frac{N_\lambda}{\varepsilon}(dt), \\
\text{d}Z_\varepsilon(t) &= -\gamma Z_\varepsilon(t) \frac{dt}{\varepsilon} + B_1 N_\lambda \frac{dt}{\varepsilon} + B_2 N_{\beta,X} \frac{dt}{\varepsilon}, \\
\text{d}W_\varepsilon(t) &= Z_\varepsilon(s-) \varepsilon N_{\beta,X} \frac{dt}{\varepsilon}.
\end{align*}
\]

As can be seen, the variables \((X_\varepsilon(t))\) and \((Z_\varepsilon(t))\) evolve on the timescale \( t \mapsto t/\varepsilon \), with \( \varepsilon \) small; they are fast variables. The increments of the variable \( W \) are scaled with the parameter \( \varepsilon \), and the integration of the differential element \( \varepsilon N_{\beta,X} \frac{dt}{\varepsilon} \) on a bounded time-interval is \( O(1) \). For this reason, \((W_\varepsilon(t))\) is described as a slow process. This is a classical assumption in the corresponding models of statistical physics. Approximations of \((W_\varepsilon(t))\) when \( \varepsilon \) is small are discussed and investigated with ad-hoc methods. The corresponding scaling results, known as separation of timescales, are routinely used in approximations in mathematical models of computational neuroscience; see, for example, Kempter et al. \cite{28}.

Mathematical Proofs of Averaging Principles. In a mathematical context, these types of results are referred to as averaging principles. See Papanicolau et al. \cite{36} and Chapter 7 of Freidlin and Wentzell \cite{15} for general presentation. They have been used to study various biochemical systems, see for example Ball et al. \cite{5} and Kang, Kurtz, et al. \cite{27}. See also the general presentation Berglund and Gentz \cite{6} in the context of dynamical systems and recent developments in Kumar and Popovic \cite{31}. We discuss the specific difficulties to prove such convergence results in our stochastic models of STDP rules:

(a) **Tightness of Functionals of Occupation Measures.**
Recall that the fast process is \((X_\varepsilon(t), Z_\varepsilon(t))\). Part of the technical problems of the proof of an averaging principle is related to the tightness properties of linear functionals of the fast process occupation measures.

The main difficulty originates, as could be expected, from the scaled point process \( \varepsilon N_{\beta,X} \frac{dt}{\varepsilon} \) associated to postsynaptic spikes and, more precisely, from the tightness of families of processes of the form

\[(2) \quad \left( \int_0^t Z_\varepsilon(s) \varepsilon N_{\beta,X} \frac{dt}{\varepsilon} \right) .\]
This is done in the paper by Robert and Vignoud [41]. If the model was expressed in terms of functionals of the occupation measure of type
\[ \left( \int_0^t F(X_\varepsilon(s), Z_\varepsilon(s)) \, ds \right), \]
where \( s \rightarrow F(X_\varepsilon(s), Z_\varepsilon(s)) \) is a bounded continuous function on \( \mathbb{R}_+ \), as it is usually the case, the proof of this tightness property would be quite simple. From this point of view, this is the case of Ball et al. [5], Kang and Kurtz Kang, Kurtz, et al. [27]. In these papers the proof of the tightness results associated to occupation measures is essentially achieved through a quite direct use of Kurtz [32]. There are technical difficulties, of course, but they are not related to these functionals of occupation measures. The only (unpublished) paper we know that establishes an averaging principle for a specific pair-based rule of Wilson-Cowan models of neural networks is Helson [24] and here too, this is a quite direct application of Kurtz [32].

Due to our quite general framework it does not seem to be possible to handle functionals of the form (2) with this approach. The process \((Z_\varepsilon(s))\) is not bounded, and neither is the differential element \(N_{\beta/\varepsilon,X_\varepsilon}(ds)\) since \((\beta(X_\varepsilon(s)))\) is also not bounded. The proof of this tightness result motivates a large part of the most technical estimates of Robert and Vignoud [41].

For our general models of Robert and Vignoud [41] the tightness properties are stated on an a priori, bounded time interval \([0, S_0]\) only. More specifically, it is shown that it may happen that the limit in distribution of \((W_\varepsilon(t_0))\) as \(\varepsilon\) goes to 0 blows up, i.e., hits infinity in finite time \(t_0\). Contrary to all slow-fast results mentioned above where this phenomenon does not occur, convergence is proved on the real half-line. This is an indication perhaps that some stochastic processes have to be controlled carefully and that the difficulty of the tightness results mentioned above is not an artifact of the method used.

(b) **Regularity Properties.**

The results of the paper by Robert and Vignoud [41] do not provide convergence results as such. This is the purpose of the present paper of having convergence results and explicit expressions of the asymptotic dynamical system. To have a convergence result as in this paper, regularity properties of the invariant distribution \(\Pi_w\) of the fast process \((X_\varepsilon(t), Z_\varepsilon(t))\) when the synaptic weight is fixed at \(w\) have to be established. A typical property is that
\[ w \rightarrow \int_{\mathbb{R}^{\ell+1}} G(x, z) \pi_w(dx, dz) \]
is locally Lipschitz for some function \(G\) on \(\mathbb{R}^{\ell+1}_+\). This is a delicate question in general, and there are very few cases where an explicit expression of \(\Pi_w\) is known. This type of result can be proved if there exists a “uniform” Lyapunov function on a neighborhood of \(w\), see Has’minski˘ı [23]. Sections 3 and 4 of our paper are devoted to the proof of these type of results. Different arguments are used.

1.2. **Contributions.** A scaled version of Markovian plasticity kernels as introduced in Robert and Vignoud [42] is presented in Section 2. The difficulty is to take into account the two different timescales mentioned above. This is done by
assuming that the membrane potential $X$ is a “fast” variable, i.e. that it evolves on a fast timescale. An averaging principle for the synaptic weight process has to be established in this context.

Under convenient assumptions, an averaging principle, Theorem 1, shows that the evolution equation of the synaptic weight $(W(t))$ converges to a deterministic dynamical system as $\varepsilon$ goes to 0. The proof of this quite technical result uses tightness results proved in the companion paper by Robert and Vignoud [41]. Sections 3 and 4 investigate the implications of averaging principles for classical models of pair-based and calcium-based STDP rules. In particular, we work out explicit results for the time evolution of the synaptic weight for several pair-based rules. Related results of the literature in physics are discussed in Section 3.3.

For calcium-based STDP models, the situation is more complicated since an explicit representation of invariant distributions of a class of Markov processes is required to express the asymptotic time evolution of the synaptic weight. Section 5 considers an analytically tractable discrete model of calcium-based STDP rules introduced in Robert and Vignoud [42]. With a scaling approach similar to that of Section 2, the dynamical system verified by the asymptotic synaptic weight can be investigated and an explicit representation of the invariant distributions of the corresponding Markov processes has been obtained in Robert and Vignoud [42].

2. A Scaling Approach

We begin with some formal definitions. Two independent point processes are defined on the probability space:

(a) $\mathcal{N}_\lambda$ is the Poisson process with rate $\lambda>0$;

(b) $\mathcal{P}$ is an homogeneous Poisson point process on $\mathbb{R}_+^2$ with rate 1.

If $h$ is a càdlàg function and $(V(t))$ a càdlàg process, we define $\mathcal{N}_{h,V}$ the point process on $\mathbb{R}_+$ by

$$\int_{\mathbb{R}_+} f(u)\mathcal{N}_{h,V}(du) \overset{\text{def}}{=} \int_{\mathbb{R}_+^2} f(u)\mathbb{1}_{\{s\in(0,h(V(u))-\})}\mathcal{P}(ds,du),$$

for any nonnegative Borelian function $f$ on $\mathbb{R}_+$, where $\mathcal{P}$ is a homogeneous Poisson point process on $\mathbb{R}_+^2$ with rate 1. The filtration of the space contains the natural filtrations of $\mathcal{N}_\lambda$ and $\mathcal{P}$. See [42].

2.1. Markovian Plasticity Kernels.

We go back to the general Markovian formulation of STDP developed in [12]. Important features are added to the simple model described in the introduction:

— The dynamics of the membrane potential $X$ is unchanged, except for the influence of a postsynaptic spike on $X$, which is now modeled by a general decrease $x\rightarrow g(x)\geq 0$.

— We consider a multidimensional fast plasticity process $(Z(t))$ in $\mathbb{R}_+^\ell$, that can encode the activity of several chemical components. They can be defined as shot-noise processes. A shot-noise process $(S(t))$ associated to a point process $\mathcal{P}$ on $\mathbb{R}_+$ with amplitude $k(\cdot)$ and exponential decay $\alpha>0$ is a solution of the SDE,

$$dS(t) = -\alpha S(t)+k(S(t-))\mathcal{P}(dt).$$

See Gilbert and Pollak [19] for the corresponding definition. In our case $(Z(t))$ is a vector of shot-noise processes associated to $\mathcal{N}_\lambda$ and/or $\mathcal{N}_{\beta,X}$.
with amplitude \((k_i(\cdot)), i=1, 2.\) See Relation (4) below. In this paper, the term “shot-noise process” will refer to the stochastic process defined in this reference, and not to a specific source of neuronal noise, as is usually the case in neurosciences.

— The influence of these fast plasticity variables is integrated through general functionals \(z \mapsto n_{a,i}(z) \geq 0\) with exponential decay into two slow variables \(\Omega_a.\) In particular, the process \((\Omega_p(t))\) (resp., \((\Omega_d(t))\)) encodes in some way the memory of the spiking activity leading to potentiation, i.e., increasing the synaptic weight (resp., to depression, i.e., decreasing the synaptic weight).

— The synaptic weight \(W\) is updated thanks to a functional \(M\) of both slow plasticity variables and its current value.

More rigorously, the random variable \((X(t), Z(t), \Omega_p(t), \Omega_d(t), W(t))\) is a Markov process, solution of the SDE

\[
\begin{align*}
\text{d}X(t) &= -X(t) \, \text{d}t + W(t) \mathcal{N}_\lambda(dt) - g(X(t^-)) \mathcal{N}_{\beta,X}(dt), \\
\text{d}Z(t) &= -\gamma \odot Z(t) + k_0 \, \text{d}t \\
&\quad + k_1(Z(t^-)) \mathcal{N}_\lambda(dt) + k_2(Z(t^-)) \mathcal{N}_{\beta,X}(dt), \\
\text{d}\Omega_a(t) &= -a \Omega_a(t) \, \text{d}t + n_{a,0}(Z(t)) \, \text{d}t \\
&\quad + n_{a,1}(Z(t^-)) \mathcal{N}_\lambda(dt) + n_{a,2}(Z(t^-)) \mathcal{N}_{\beta,X}(dt), \quad a \in \{p, d\}, \\
\text{d}W(t) &= M(\Omega_p(t), \Omega_d(t), W(t)) \, \text{d}t.
\end{align*}
\]

(4)

where \((Z(t))\) is a nonnegative \(\ell\)-dimensional process, \(\ell \geq 1,\) and the following hold:

— \(\gamma \in \mathbb{R}^\ell_+\), \(a \odot b = (a_1 \times b_1)\) if \(a=(a_1)\) and \(b=(b_1)\) in \(\mathbb{R}^\ell_+\).

— \(k_0 \in \mathbb{R}^\ell_+\) is a constant and \(k_1\) and \(k_2\) are measurable functions from \(\mathbb{R}^\ell_+\) to \(\mathbb{R}^\ell.\) Furthermore, the \((k_i)\) are such that the function \((z(t))\) has values in \(\mathbb{R}^\ell_+\) whenever \(z(0) \in \mathbb{R}^\ell_+.\)

— For \(i=0, 1, 2, n_{a,i}\) is a nonnegative measurable function on \(\mathbb{R}^\ell_+\).

— \(M\) is a general measurable function.

The firing instants of the output neuron are the jumps of the point process \(\mathcal{N}_{\beta,X}\) on \(\mathbb{R}_+\), and the presynaptic spikes are represented by the Poisson process \(\mathcal{N}_\lambda.\)

See [12] for more details. Recall the set of assumptions used in this reference.

**Assumptions A**

(a) **Firing Rate Function.**

\(\beta\) is a nonnegative, continuous function on \(\mathbb{R},\) and \(\beta(x)=0\) for \(x \leq -c_\beta \leq 0.\)

(b) **Drop of Potential after Firing.**

\(g\) is continuous on \(\mathbb{R}\) and \(0 \leq g(x) \leq \max(c_g, x)\) holds for all \(x \in \mathbb{R},\) for \(c_g \geq 0.\)

(c) **Dynamic of Plasticity.**

There exists an interval \(K_W \subset \mathbb{R}\) such that, for any càdlàg piecewise-continuous functions \(h_1\) and \(h_2\) on \(\mathbb{R}_+\), the ODE

\[
\frac{\text{d}w(t)}{\text{d}t} = M(h_1(t), h_2(t), w(t))
\]

(5)

for all points of continuity of \(h_1\) and \(h_2\) has a unique continuous solution \((w(t))\) such that \(w(t) \in K_W\) for all \(t \geq 0\) when \(w(0) \in K_W\).
2.2. A Scaled Model of Markovian Plasticity of Kernels. To take into account the multiple timescales mentioned in the introduction, a scaling parameter \( \varepsilon > 0 \) is introduced for stochastic processes following [4]:

(a) The exponential decay of \((X(t)), (Z(t))\) and the rates \(\lambda \) and \(\beta(\cdot)\) are scaled with the factor \(1/\varepsilon\).

(b) The functions \(n_{a,i} \), \(a \in \{p, d\}, i \in \{1, 2\}\), associated to synaptic updates due to neuronal spikes are scaled by \(\varepsilon\).

The initial condition of \((U_\varepsilon(t))\) is assumed to be fixed:

\[
U_\varepsilon(0) = U_0 = (x_0, z_0, \omega_{0,p}, \omega_{0,d}, w_0).
\]

This leads to the definition of a scaled version of the system [4], where we denote \((U_\varepsilon(t)) = (X_\varepsilon(t), Z_\varepsilon(t), \Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_\varepsilon(t))\):

\[
\begin{align*}
\text{d}X_\varepsilon(t) &= -\frac{1}{\varepsilon}X_\varepsilon(t) \text{d}t + W_\varepsilon(t) \mathcal{N}_{\lambda/\varepsilon}(\text{d}t) - g(X_\varepsilon(t^-)) \mathcal{N}_{\beta/\varepsilon,X_\varepsilon}(\text{d}t), \\
\text{d}Z_\varepsilon(t) &= \frac{1}{\varepsilon} \left( -\gamma \odot Z_\varepsilon(t)+k_0 \right) \text{d}t \\
&+ k_1(Z_\varepsilon(t^-)) \mathcal{N}_{\lambda/\varepsilon}(\text{d}t) + k_2(Z_\varepsilon(t^-)) \mathcal{N}_{\beta/\varepsilon,X_\varepsilon}(\text{d}t), \\
\text{d}\Omega_{\varepsilon,a}(t) &= -\alpha \Omega_{\varepsilon,a}(t) \text{d}t + n_{a,0}(Z_\varepsilon(t)) \text{d}t \\
&+ \varepsilon \left( n_{a,1}(Z_\varepsilon(t^-)) \mathcal{N}_{\lambda/\varepsilon}(\text{d}t) + n_{a,2}(Z_\varepsilon(t^-)) \mathcal{N}_{\beta/\varepsilon,X_\varepsilon}(\text{d}t) \right), a \in \{p, d\}, \\
\text{d}W_\varepsilon(t) &= M(\Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_\varepsilon(t)) \text{d}t.
\end{align*}
\]

From Relations [7], the dynamics of the processes \((\Omega_{\varepsilon,p}(t)), (\Omega_{\varepsilon,d}(t))\) and \((W_\varepsilon(t))\) is slow in the sense that the fluctuations within a bounded time-interval are limited either because of the deterministic differential element \(\text{d}t\) with a locally bounded coefficient, or via a driving Poisson process with rate of order \(1/\varepsilon\) but with jumps of size proportional to \(\varepsilon\). The processes \((X_\varepsilon(t))\) and \((Z_\varepsilon(t))\) are fast, for each of them the fluctuations are driven either by the deterministic differential element \(\text{d}t/\varepsilon\), or the jumps of Poisson point processes with rates of the order of \(1/\varepsilon\).

2.3. Averaging Principles. We are interested in the limiting behavior of the synaptic weight process \((W_\varepsilon(t))\) when the scaling parameter \(\varepsilon\) goes to 0. An intuitive, rough picture of the results that can be obtained is as follows: for \(\varepsilon\) small enough, on a small time-interval, the slow process \((\Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_\varepsilon(t))\) is almost constant, and, due to its fast timescale, the process \((X_\varepsilon(t), Z_\varepsilon(t))\) is “almost” at its equilibrium distribution \(\Pi_w\) associated to the current value of \((W_\varepsilon(t))\). If this statement holds in an appropriate way, we can then write a deterministic ODE for the time evolution of a possible limit of \((\Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_\varepsilon(t))\).

We now introduce the framework of our main theorem concerning averaging principles. If we set the process \((W_\varepsilon(t))\) to be a constant equal to \(w\), the time evolution of \((X_\varepsilon(t), Z_\varepsilon(t))\) in Relation [7] has the Markov property. The corresponding process will be referred to as the fast process. Its infinitesimal generator is defined
as follows: if \( f \in C^1_b(\mathbb{R} \times \mathbb{R}^\ell) \), \( w \in K_W \) and \((x, z) \in \mathbb{R} \times \mathbb{R}^\ell_+\), then

\[
B^w_w(f)(x, z) \overset{\text{def.}}= -x \frac{\partial f}{\partial x} + \left( -\gamma \odot z + k_0, \frac{\partial f}{\partial z}(x, z) \right) + \lambda \left[ f(x+w, z+k_1(z)) - f(x, z) \right] + \beta(x) \left[ f(x-g(x), z+k_2(z)) - f(x, z) \right].
\]

We now introduce a set of general assumptions driving the system (4).

**Assumptions B**

(a) There exists \( C_\beta \geq 0 \) such that

\[
\beta(x) \leq C_\beta (1 + |x|) \quad \forall x \in \mathbb{R}.
\]

(b) All coordinates of the vector \( \gamma \) are positive. There exists \( C_k \geq 0 \) such that

\[
0 \leq k_0 \leq C_k \text{ and the functions } k_i, i=1, 2, \text{ in } C^1_b(\mathbb{R}^\ell_+, \mathbb{R}^\ell_+), \text{ are upper-bounded by } C_k \geq 0;
\]

(c) There exists a constant \( C_n \) such that, for \( j \in \{0, 1, 2\} \), \( a \in \{p, d\} \), the function \( n_{a,j} \) is assumed to be nonnegative and Borelian such that

\[
n_{a,j}(z) \leq C_n (1 + \|z\|)
\]

for \( z \in \mathbb{R}^\ell_+ \), where \( \|z\| = z_1 + \cdots + z_\ell \). Additionally, for any \( w \in K_W \), the discontinuity points of

\[
(x, z) \mapsto (n_{a,0}(z), n_{a,1}(z), \beta(x) n_{a,2}(z))
\]

for \( a \in \{p, d\} \) are negligible for the probability distribution \( \Pi_w \) of the operator defined by Relation (8).

(d) \( M \) can be decomposed as, \( M(\omega_p, \omega_d, w) = M_p(\omega_p, w) - M_d(\omega_d, w) - \mu w \), where \( M_a(\omega_a, w) \) is nonnegative continuous function, nondecreasing on the first coordinate for a fixed \( w \in K_W \), and,

\[
M_a(\omega_a, w) \leq C_M (1 + \omega_a),
\]

for all \( w \in K_W \), for \( a \in \{p, d\} \).

Note that, in the (large) list of STDP models presented in [42], only the fast processes of triplet-based and voltage-based models may not verify these assumptions; in particular, the functions \( n_{a,i} \) depend on the product of different shot-noises \( Z(t) \). Nevertheless, Assumptions B result mainly from technical arguments, and is in any way necessary to obtain Theorem 1. An extension using quadratic functions \( n_{a,i} \) instead of linear ones may be proved using the stronger analytical estimations in the proof.

We can now state the main result concerning the scaled model. Its proof is the main result of the paper by Robert and Vignoud [41].

**Theorem 1** (Averaging Principle). Under Assumptions A and B and for initial conditions satisfying Relation (6), there exists \( S_0 \in (0, +\infty) \), such that the family of processes \( (\Omega_{p,\varepsilon}(t), \Omega_{d,\varepsilon}(t), W_\varepsilon(t), t < S_0) \), \( \varepsilon \in (0, 1) \), of the system (7), is tight for the convergence in distribution.
As $\varepsilon$ goes to 0, any limiting point $(\omega_p(t), \omega_a(t), w(t), t<S_0)$, satisfies the ODEs, for $a \in \{p, d\}$,

$$
\begin{align*}
\frac{d\omega_a(t)}{dt} &= -\alpha \omega_a(t) + \int_{\mathbb{R} \times \mathbb{R}_+^L} \left[ n_{a,0}(z) + \lambda n_{a,1}(z) + \beta(x)n_{a,2}(z) \right] \Pi_w(t)(dx, dz), \\
\frac{dw(t)}{dt} &= M(\omega_p(t), \omega_d(t), w(t)),
\end{align*}
$$

where, for $w \in K_W$, $\Pi_w$ is the unique invariant distribution $\Pi_w$ on $\mathbb{R} \times \mathbb{R}_+^L$ of the Markovian operator $B_w^\varepsilon$ defined by Relation (8).

If $K_W$ is bounded, then $S_0=+\infty$ almost surely.

Remarks. We quickly discuss several aspects of these results.

(a) Uniqueness.
If Relation (10) has a unique solution for a given initial state, the convergence in distribution of $(W_\varepsilon(t))$ when $\varepsilon$ goes to 0 is therefore obtained. Such a uniqueness result holds if the integrand, with respect to $s$, of the right-hand side of Relation (10) is locally Lipschitz as a function of $w(s)$. One therefore has to investigate regularity properties of the invariant distribution $\Pi_w$ as a function of $w$. This is a quite technical topic; however, methods based on classical results of perturbation theory and their generalizations in a stochastic context (see Has’minski˘ı [23]), can be used to prove this type of properties. These problems are investigated for several important examples in Sections 3, 4, and 5.

(b) Blow-up Phenomenon.
The convergence properties are stated on a fixed time interval $[0, S_0)$. The reason is that, for some of our models the variable $S_0$ is finite. The limit in distribution of $(W_\varepsilon(t))$, as $\varepsilon$ goes to 0, blows up, i.e., hits infinity in finite time. An analog property holds for some mathematical models of large nonplastic random neural networks. In this case, the blow-up phenomenon is the result of mutually exciting dynamics. In our case, the strengthening of the connection may grow without bounds when the function $z \mapsto n_2(z)$ exhibits some linear growth with respect to $z$ and when the activation function $\beta$ also has a linear growth. See Robert and Vignoud [41].

Simple Model Dynamics. To illustrate Theorem 1, we go back to the simple model detailed in Section 1. We present in Figure 1 different possible behaviors of the asymptotic dynamics, for different values of $B_1$ and $B_2$. We represent the scaled process for different values of $\varepsilon$ (in yellow, orange and red), the simulated ODE of the asymptotic dynamics (in black) and the analytical solution of the same ODE (in grey, dotted line). In all cases, the scaled processes converge indeed towards the solution of the ODE. We simulated the different processes starting from two deterministic initial values $w_0=1.0$ and $w_0=3.0$. In particular, we observe different asymptotic regimes:

(a) The scaled system converges to an ODE that explodes in finite time for all initial conditions. The time of explosion $t_{exp,w_0}$ depends on the initial condition.

(b) The limiting ODE leads to solutions of $w(t)$ that diverge towards $+\infty$ but that do not explode.
Figure 1. Applications of Theorem 1 to the simple model of Section 1

(c) Depending on the initial condition (relative to \( w_{eq} \)), the asymptotic \( w(t) \) either converges to 0 (\( w_0 < w_{eq} \)) or explodes in finite time (\( w_0 > w_{eq} \)).

(d) The scaled processes converge to an ODE that has a stable fixed point \( w_{eq} \), and all the asymptotic processes \( w \) converge to this value.

We have shown with this simple example that the blow-up phenomenon does not only result from technical arguments but does indeed take place for some systems. Moreover, we also highlight the fact that depending on the initial conditions, several behaviors are possible as in Figure 1(c).

Several important examples of pair-based and calcium-based models are now investigated in light of Theorem 1. In order to have simpler expressions, we restrict our study in the following sections to the linear neuron without reset receiving excitatory inputs, leading to the following set of assumptions,

**Assumptions L (Linear)**

(a) The initial conditions of Relation (6) are such that \( U_0 = (0, 0, \ell, 0, 0, 0, 0) \).

(b) The output neuron is without reset; i.e., the function \( g \) is null. The SDE associated to the membrane potential is

\[
\frac{dX^w(t)}{dt} = -X^w(t) \, dt + w \mathcal{N}_\lambda(dt).
\]
(c) There are only excitatory inputs, i.e., \(0 \subseteq K \subseteq \mathbb{R}^+\).

(d) \(M\) verifies Assumptions A-c and B-d and is \(L_M\)-Lipschitz.

(e) The activation function is linear, \(\beta(x) = \nu + \beta x\), \(x \geq 0\) for \(\nu \geq 0\) and \(\beta > 0\).

In that case, \(X\) stays in \(\mathbb{R}^+\) and we can have an explicit expression of the stationary distribution of the important point process \(N_{\beta,X,w}\).

**Proposition 1.** Under Assumptions L, if \((X_{\infty}^w(t), -\infty \leq t \leq +\infty)\) is a stationary version of SDE \((11)\), then the point process \(N_{\beta,X,w}\) of Relation \((3)\) extended on the real line is stationary, and if \(f\) is a bounded Borelian function with compact support on \(\mathbb{R}\), then

\[
-\ln E \left[ \exp \left(-\int_{-\infty}^{+\infty} f(s)N_{\beta,X,w}(ds) \right) \right] = \nu \int_{-\infty}^{+\infty} (1-e^{-f(s)})ds + \lambda \int_{-\infty}^{+\infty} \left(1-\exp\left(-\beta w \int_{0}^{+\infty} (1-e^{-f(s+u)}) e^{-t} dt\right) e^{-t} dt\right) ds.
\]

**Proof.** Setting

\[
(X_{\infty}^w(t)) \overset{\text{def.}}{=} \left(w \int_{-\infty}^{t} e^{-(t-s)}N_{\lambda}(ds)\right),
\]

it is easily seen that this process is almost surely defined and that it satisfies Relation \((11)\). The stationarity property of \((X_{\infty}^w(t))\) and, consequently of \(N_{\beta,X,w}\), comes from the invariance by translation of the distribution of \(N_{\lambda}\).

The independence of \(P\) and \(N_{\lambda}\), and the formula for the Laplace transform of Poisson point processes (see Proposition 1.5 of Robert \([39]\)) give the relation

\[
E \left[ \exp \left(-\int_{-\infty}^{+\infty} f(s)N_{\beta,X,w}(ds) \right) \right] = E \left[ \exp \left(-\int_{-\infty}^{+\infty} \left(1-\exp\left(-\beta w \int_{0}^{+\infty} (1-e^{-f(s+u)}) e^{-t} dt\right) e^{-t} dt\right) ds \right) \right].
\]

If \(F\) is a nonnegative bounded Borelian function with compact support on \(\mathbb{R}\), with Relation \((13)\) and Fubini’s theorem, we get

\[
\int_{-\infty}^{+\infty} F(s)X_{\infty}^w(s)ds = \int_{-\infty}^{+\infty} \left(w \int_{0}^{+\infty} F(u+s)e^{-s}ds\right)N_{\lambda}(du).
\]

We conclude the proof by using again the formula for the Laplace transform of \(N_{\lambda}\)

\[
E \left[ \exp \left(-\int_{-\infty}^{+\infty} g(s)N_{\lambda}(du) \right) \right] = E \left[ \exp \left(-\beta w \int_{0}^{+\infty} (1-e^{-f(s+u)}) e^{-s} ds\right) du \right],
\]

where the function \(g\) is defined by

\[
g(u) \overset{\text{def.}}{=} \beta w \int_{0}^{+\infty} (1-e^{-f(s+u)}) e^{-s} ds, \quad u \geq 0.
\]

The proposition is proved.

\(\square\)

### 3. Pair-Based Rules

We investigate scaled models of pair-based rules (see \([41]\)) with Assumptions L. In this setting, we are able to derive a closed form expression of the asymptotic equation \((10)\).
3.1. All-to-all Model. We recall the Markovian formulation of the all-to-all pair-based model with exponential functions $\Phi$. All pairs of pre- and postsynaptic spikes are taken into account in the processes $(\Omega_a(t))$, $a \in \{p, d\}$. See Section 3.1.3 of [12].

In our framework, this is defined as follows.

Assumptions PA
For $w \geq 0$, the fast process associated to the operator $B^p_\omega$ of Relation (8) is expressed as $(X^w(t), Z^w(t))$, where $(X^w(t))$ is the solution of Relation (11) and

$$(15)\begin{cases}
\frac{dZ_{a,1}^w(t)}{dt} = -\gamma_{a,1}Z_{a,1}^w(t)dt + B_{a,1}N_\lambda(dt), \\
\frac{dZ_{a,2}^w(t)}{dt} = -\gamma_{a,2}Z_{a,2}^w(t)dt + B_{a,2}N_{\beta,X^w}(dt),
\end{cases}$$

for $a \in \{p, d\}$, where $\gamma=(\gamma_{a,i}) > 0$ and $B=(B_{a,i})$ in $\mathbb{R}^4_+$. For $a \in \{p, d\}$ the process $(\Omega_a(t))$ is such that

$$d\Omega_a(t) = -\alpha\Omega_a(t)dt + Z_{a,2}(t-)N_\lambda(dt) + Z_{a,1}(t-)N_{\beta,X^w}(dt).$$

i.e., $n_{a,0,0}=0$, $n_{a,1}(z)=z_{a,2}$, and $n_{a,2}(z)=z_{a,1}$ for $z \in \mathbb{R}^4_+$.

We denote $\Pi^{PA}_w$ the invariant distribution of the process $(X^w(t), Z^w(t))$. The existence of $\Pi^{PA}_w$ is given by Proposition 4 of Section 5 of Robert and Vignoud [41].

Proposition 2. Under Assumptions L and PA, then for $a \in \{p, d\}$,

$$\int_{\mathbb{R} \times \mathbb{R}^4_+} (n_{a,0}(z) + \lambda n_{a,1}(z) + \beta(x)n_{a,2}(z))\Pi^{PA}_w(dx, dz) = -\frac{\nu}{\beta \lambda} \Lambda_{a,1} + (\Lambda_{a,1} + \Lambda_{a,2}) w.$$

with

$$(16)\Lambda_{a,1} = \beta \lambda^2 \frac{B_{a,1}}{\gamma_{a,1}} + \frac{B_{a,2}}{\gamma_{a,2}}$$

and $\Lambda_{a,2}=\beta \lambda \frac{B_{a,1}}{1+\gamma_{a,1}}$.

Proof. Assume that the initial point of SDE (15) is a random variable $(X^w, Z^w)$ with distribution $\Pi^{PA}_w$.

For $a \in \{p, d\}$, it is easily seen that $E[Z^w_{a,1}] = \lambda B_{a,1}/\gamma_{a,1}$ and $E[X^w] = \lambda w$. Denote $(Y^w(t))=(X^w(t)Z^w_{a,1}(t))$; then with Relation (15), we get

$$dY^w(t) = -(1+\gamma_{a,1})Y^w(t)dt + \left(wZ^w_{a,1}(t-) + B_{a,1}X^w(t-) + wB_{a,1}\right)N_\lambda(dt).$$

By integrating this ODE on $[0, t]$ and taking the expected value, we obtain

$$(1+\gamma_{a,1})E[X^wZ_{a,1}^w] = \lambda wE[Z^w_{a,1}] + \lambda B_{a,1}E[X^w] + \lambda wB_{a,1} = \frac{(1+\gamma_{a,1})}{\gamma_{a,1}} \lambda^2 B_{a,1} w + \lambda wB_{a,1}.$$

By integrating the second SDE of Relation (15) on $[0, t]$ and taking the expected value, we have

$$-\gamma_{a,2}E(Z^w_{a,2}) dt + B_{a,2}E(\beta(X^w)) = 0,$$

and, with

$$E[\beta(X^w)] = B_{a,2}(\nu + \beta E(X^w)) = B_{a,2}(\nu + \lambda \beta w),$$

the proposition is proved. \qed
Proof. This is a direct consequence of Theorem 1 and Proposition 2. □

Note that, for $a \in \{p, d\}$, the parameter $\Lambda_{a,1}$ is proportional to the area under the two STDP curves $\Phi_{a,i}(x) = B_{a,i} \exp(-\gamma_{a,i}(x))$, $i = 1, 2$. It represents the averaged potentiation/depression rate as if we had considered two neurons without any interactions. Two important facts results from this property,

- the term in the dynamics for the constant firing rate of the output neuron, $\nu$, is proportional to $\Lambda_{a,1}$, as expected;
- the term $\Lambda_{a,2}$ reflects the dependence between pre- and postsynaptic spikes.

3.2. Nearest Neighbor Symmetric Model. Similar results can be obtained for the nearest neighbor symmetric scheme of Section 3.1.4 of [41] with general STDP curves $\Phi$. For this class of models, whenever one neuron spikes, the synaptic weight is updated by only taking into account the last spike of the other neuron. In our framework, this is defined as follows.

Assumptions PNS For $w \geq 0$, the fast process associated to the operator $B_{w}^{X}$ of Relation (8) can be expressed as $(X^{w}(t), Z^{w}(t))$, where $(Z^{w}(t))$ is the solution of the SDEs,

\begin{align}
\left\{ \begin{array}{l}
\frac{dZ_{1}^{w}(t)}{dt} = -Z_{1}^{w}(t-\nu_{1} dt), \\
\frac{dZ_{2}^{w}(t)}{dt} = -Z_{2}^{w}(t-\nu_{2} dt).
\end{array} \right.
\end{align}

(17)

It easily seen that for $Z_{1}^{w}(t) = t_{0}(N_{\lambda}, t)$ when $t$ is greater than the first point of $N_{\lambda}$ and, similarly, $Z_{2}^{w}(t) = t_{0}(N_{\beta,X^{w}}, t)$ under an analogue condition, with

\begin{align}
t_{0}(m, t) = t - \sup\{ s : s < t : m(\{s\}) \neq 0 \},
\end{align}

(18)

the distance between the first point of $m$ at the left of $t$ and $t$. For $a \in \{p, d\}$, the process $(\Omega_{a}(t))$ is such that

\begin{align}
\frac{d\Omega_{a}(t)}{dt} = -\alpha_{a} \omega_{a}(t) \frac{d\Phi_{a,2}(Z_{2}(t-)) N_{\lambda}(dt) + \Phi_{a,1}(Z_{1}(t-)) N_{\beta,X}(dt)},
\end{align}

i.e., $n_{a,0}(z) = 0$, $n_{a,1}(z) = \Phi_{a,2}(z_{2})$, and $n_{a,2}(z) = \Phi_{a,1}(z_{1})$ for $z \in \mathbb{R}^{2}_{+}$.

The functions $\Phi_{a,1}$ and $\Phi_{a,2}$ are quite general nonnegative, nonincreasing, and differentiable functions, instead of exponential functions, as is usually assumed for tractable models of many STDP rules.

Proposition 3. For $w \geq 0$, the Markov process $(X^{w}(t), Z^{w}(t))$ has a unique invariant distribution $\Pi_{w}^{PS}$. If $f$ is a bounded Borel function on $\mathbb{R}^{2}_{+}$ and $a \geq 0,$
then
\[
\int_{\mathbb{R} \times \mathbb{R}^2} f(x, z_1) \Pi_w^{PS}(dx, dz) = \mathbb{E} \left[ f \left( we^{-E}(1+S), E_\lambda \right) \right],
\]
\[
\int_{\mathbb{R} \times \mathbb{R}^2} \mathbf{1}_{\{z_2 \geq a\}} \Pi_w^{PS}(dx, dz) = \exp \left( -\nu a - \lambda \int_0^a \left( 1 - \exp \left( -\beta w \left( 1 - e^{-a} \right) \right) \right) ds \right) \left( -\lambda \int_{-\infty}^0 \left( 1 - \exp \left( -\beta w \left( 1 - e^{-s} \right) e^s \right) \right) ds \right),
\]
where \( E_\lambda \) and \( S \) are independent random variables, \( E_\lambda \) has an exponential distribution with rate \( \lambda \), and, for \( \xi \geq 0 \),
\[
\mathbb{E} \left[ e^{-\xi S} \right] = \exp \left( -\xi \lambda \int_0^{+\infty} w e^{-w} e^{-\xi e^{-w}} du \right).
\]

**Proof.** The first condition of Assumption B-a is clearly not satisfied, the coordinates of the vector \( \gamma \) being \( -1 \). This is not a concern since this condition is only used to construct a Lyapunov function as in the proof of Proposition 4 of Section 5 of [41]. We only show that one can construct such a function for this model. Set, for \((x, z) \in \mathbb{R} \times \mathbb{R}^2 \),
\[
H(x, z) \overset{\text{def.}}{=} \frac{1}{x^\delta} + x + z_1 + z_2,
\]
for some \( \delta > 0 \); then,
\[
B^w_P(H) \leq \frac{1}{x^\delta} \left( \delta + \lambda \left( \frac{x^\delta}{(x+w)^\delta} - 1 \right) \right) + \lambda w + 2 - x - \lambda z_1 - (\nu + \beta x) z_2,
\]
Choosing \( \delta < \lambda / 4 \), we set \( x_0 = \min(x_1, x_2) \), where
\[
x_1 = \frac{w}{2^{1/\delta} - 1}, \quad x_2 = \left( \frac{\lambda}{4(\lambda w + 3)} \right)^{1/\delta},
\]
such that if \( x \leq x_0 \), then \( B^w_P(H) \leq -1 \).
Moreover, if \( x \geq x_0 \), we also have \( B^w_P(H) \leq -1 \) for \( H(x, z) \geq K_0 \), where
\[
K_0 = \left( \frac{\delta}{x_0^\delta} + \lambda w + 3 \right) / \min(1, \lambda, \nu + \beta x_0).
\]
In particular, \( H \) is a Lyapunov function for \( B^w_P \). Consequently, there exists a unique invariant distribution.

We denote by \((X^w, Z^w_1, Z^w_2)\) a random variable with distribution \( \Pi^{PS}_w \). It is easily checked that, for \( t > 0 \),
\[
(X^w(t), Z^w_1(t)) = \left( w \int_0^t e^{-(t-s)\mathcal{N}_\lambda(ds), t_0(N_\lambda, t)} \right) \overset{\text{dist.}}{=} \left( w \int_{-t}^0 e^{s\mathcal{N}_\lambda(ds), t_0(N_\lambda, 0)} \right),
\]
where \( t_0(\cdot, \cdot) \) is defined by Relation [18]. By letting \( t \) go to infinity, we thus get, with \( t_0 \overset{\text{def.}}{=} t_0(N_\lambda, 0) \),
\[
(X^w, Z^w_1) \overset{\text{dist.}}{=} \left( w \int_{-\infty}^0 e^{s\mathcal{N}_\lambda(ds), t_0(N_\lambda, 0)} \right) = \left( we^{-t_0} \left( 1 + \int_{(-\infty, -t_0)} e^{s+t_0\mathcal{N}_\lambda(ds)}, t_0 \right) \right).
\]
The strong Markov property of \( \mathcal{N}_\lambda \) gives the desired relation for the representation of the law of \((X^w, Z^w_1)\). Again, with the formula of the Laplace transform of Poisson
point processes, we have
\[
E \left[ \exp \left( -\xi \int_{(-\infty,-t_0)} e^{s+t_0} \mathcal{N}(ds) \right) \right] = E \left[ \exp \left( -\xi \int_{-\infty}^{0} e^{s} \mathcal{N}(ds) \right) \right] \\
= \exp \left( -\lambda \int_{0}^{+\infty} \left( 1 - e^{-\xi e^{-s}} \right) ds \right).
\]

The stationary distribution of \(Z_2(t)\) is the distribution of the distance of the first point of \(\mathcal{N}_{\beta,X}\) at the left of 0 at equilibrium, and hence, for \(a \geq 0\),
\[
\mathbb{P}(Z_2 \geq a) = \mathbb{P}(\mathcal{N}_{\beta,X}(0,a) = 0) = \mathbb{P}(\mathcal{N}_{\beta,X}((-a,0)) = 0).
\]
Relation (12) gives, for \(\xi \geq 0\),
\[
- \ln E \left[ e^{-\xi \mathcal{N}_{\beta,X}(0,a)} \right] = v a \left( 1 - e^{-a} \right) + \lambda \int_{0}^{a} \left( 1 - e^{-a} \right) ds \]
\[
+ \lambda \int_{-\infty}^{0} \left( 1 - e^{-a} \right) ds.
\]

By letting \(\xi\) go to infinity, we have obtained the desired expression. The proposition is proved.

\[\square\]

**Theorem 3** (Averaging Principle). Under Assumptions L and PNS, as \(\varepsilon\) goes to 0, the family of processes \((\Omega_{\varepsilon}(t), \Omega_{\varepsilon}(d), W_{\varepsilon}(t))\) of Relation (7) converges in distribution to \((\omega_p(t), \omega_d(t), w(t))\), the unique solution of the ODE
\[
\begin{cases}
\omega_a(t) = \int_{0}^{t} e^{-\alpha(t-s)} \int_{\mathbb{R}_+^2} (\beta(x) \Phi_{a,1}(z_1) + \lambda \Phi_{a,2}(z_2)) \Pi_w^{PS}(dx, dz) ds, \quad a \in \{p, d\}, \\
\frac{dw(t)}{dt} = M(\omega_p(t), \omega_d(t), w(t)),
\end{cases}
\]
where \(\Pi_w^{PS}\) is defined in Proposition 3.

**Proof.** For \(w \geq 0\), let \((X_w^w, Z_{\infty,1}^w, Z_{\infty,2}^w)\) be random variables with distribution \(\Pi_w\), and, for \(a \in \{p, d\}\), let
\[
\Psi_a(w) \overset{\text{def.}}{=} E \left[ \beta(X_w^w) \Phi_{a,1}(Z_{\infty,1}^w) + \lambda E \left[ \Phi_{a,2}(Z_{\infty,2}^w) \right] \right].
\]
The ODE can be rewritten as
\[
\frac{dw(t)}{dt} = M \left( \int_{0}^{t} e^{-\alpha(t-s)} \Psi_p(w(s)) ds, \int_{0}^{t} e^{-\alpha(t-s)} \Psi_d(w(s)) ds, w(t) \right).
\]
With Theorem 1 all we have to prove is that this ODE has a unique solution. This is a simple consequence of the Lipschitz property of \(\Psi_a\). Indeed, first, the distribution of \(Z_{\infty,1}^w\) does not depend on \(w\) and \(\beta(\cdot)\) is an affine function of \(X_w^w\) given by Relation (13). Finally, the identity
\[
E \left[ \Phi_{a,2}(Z_{\infty,2}^w) \right] = - \int_{0}^{+\infty} \Phi_{a,2}(u) \mathbb{P}(Z_{\infty,2}^w \leq u) du,
\]
Proposition 3 and simple estimations give that the function \(\Psi_a\) has the Lipschitz property. The theorem is proved. \(\square\)
3.3. Links with Models of Physics. In this section, averaging principles for STDP rules of Kempter et al. [28] are discussed. We start by characterizing which type of STDP rules are used, in particular, their model takes into account all pairing of pre- and postsynaptic spikes that last less than the interval of the experiment $T$. It is supposed that $T$ is really large compared to the neuronal dynamics. Accordingly, in the limit of large $T$, it corresponds to the pair-based all-to-all model of Assumptions PA.

After adapting notation, the main equation for the asymptotic behavior of the synaptic weight dynamics (Relation (4) of this reference) is expressed, via a separation of timescale argument, as

\[
\frac{d\tilde{w}}{dt} = w^1\nu^1(t) + w^2\nu^2(t) + \int_{-\infty}^{+\infty} \tilde{\Phi}(s)\tilde{\mu}(s,t) \, ds,
\]

where $S^1$ (resp., $S^2$) is the process of presynaptic spikes (resp., postsynaptic spikes),

+ $\nu^1(t) = \langle S^1(t) \rangle$, the presynaptic spike rate and $w^1$ the intensity of synaptic plasticity triggered by presynaptic spikes only;

+ $\nu^2(t) = \langle S^2(t) \rangle$, the postsynaptic spike rate and $w^2$ the intensity of synaptic plasticity triggered by postsynaptic spikes only;

+ $\tilde{\Phi}(t)$ represents the STDP curve;

+ $\tilde{\mu}(s,t)=\langle S^1(t+s)S^2(t) \rangle$, the correlation between the spike trains.

The quantity $\langle \cdots \rangle$ is defined in terms of temporal and ensemble averages that are not completely clear from a mathematical point of view, $\langle \cdots \rangle$ is the ensemble average and $\langle \cdots \rangle$ is the temporal average over the spike trains. The model of Kempter et al. [28] is without exponential filtering; see Section A.

In our setting, we choose $\mathcal{M}(\Gamma_p, \Gamma_d, w) = \Gamma_p - \Gamma_d$, $n_{a,0}(z) = 0$, $n_{a,1}(z) = D_{a,1} + z_{a,2}$ and $n_{a,2}(z) = D_{a,2} + z_{a,1}$, where $z_{a,i}$ are defined as in Assumptions PA. Theorem 6 gives the following equation:

\[
\frac{d\pi}{dt} = (D_{p,1} - D_{d,1})\lambda + (D_{p,2} - D_{d,2}) \int_{\mathbb{R}^+} \beta(x)\Pi^\text{PA}_{\pi(t)}(dx) + \int_{\mathbb{R}^+} (\lambda z_2 + \beta(x)z_1) \Pi^\text{PA}_{\pi(t)}(dx, dz_1, dz_2),
\]

where $\Pi^\text{PA}$ is defined in Proposition 2.

We then have the following equivalence:

|                        | Kempter et al. [28] | Our model |
|------------------------|---------------------|-----------|
| Presynaptic plasticity | $w^1$               | $D_{p,1} - D_{d,1}$ |
| Presynaptic rate       | $\nu^1(t)$          | $\lambda$                          |
| Postsynaptic plasticity| $w^2$               | $D_{p,2} - D_{d,2}$ |
| Postsynaptic rate      | $\nu^2(t)$          | $\int_{\mathbb{R}^+} \beta(x)\Pi^\text{PA}_{\pi(t)}(dx)$ |
| STDP                   | $\int_{-\infty}^{+\infty} \tilde{\Phi}(s)\tilde{\mu}(s,t) \, ds$ | $\int_{\mathbb{R}^+} (\lambda z_2 + \beta(x)z_1) \Pi^\text{PA}_{\pi(t)}(dx, dz_1, dz_2)$ |

The equivalence of the last row can be explained as follows.

We set

\[
\Phi_a(t) = B_{a,1} \exp(-\gamma_{a,1}t)1_{\{t>0\}} + B_{a,2} \exp(\gamma_{a,2}t)1_{\{t<0\}},
\]
provided that the limits related to second order properties of the point processes
and leading to the equivalence between both models.

In this case, the vector \((\Lambda, \beta, X)\) can be expressed as \(\Phi_a(s)\), where
\(C_0\) is the solution of Relation (11) and the SDE for \((21) dC = -\gamma C(t) dt + C_1dN_\Lambda(t) + C_2dN_\beta,X_w(t) dt\),
where \(C_1 \geq 0, \gamma > 0\). For \(a \in \{p, d\}\), the process \((\Omega_a(t))\) is such that
\[d\Omega_a(t) = (-\alpha \Omega_a(t) + b_a(C(t))) dt,\]
i.e., \(n_{a,0}(c) = h_a(c), \quad n_{a,1}(c) = 0, \quad \text{and} \quad n_{a,2}(c) = 0\) for \(c \in \mathbb{R}_+\). The functions \(h_p\) and \(h_d\)
are assumed to be \(L\)-Lipschitz. They represent, respectively, the influence of the
calcium concentration \(C\) on potentiation and depression.

**Proposition 4.** For \(w \in \mathcal{K}_W\), the Markov process \((X^w(t), C^w(t))\) has a unique invariant
distribution \(\Pi^w\), and its Laplace transform is given by, for \(a \in \{p, d\}\),
\[
\begin{align*}
-\ln \int_{\mathbb{R}_+^2} e^{-ax-bc} \Pi^w_{ac} (dx, dc) &= \nu \int_{-\infty}^{\infty} \left(1 - e^{-bC(t)\gamma} \right) du \\
+\lambda \int_{-\infty}^{\infty} \left(1 - \exp \left(-aw \gamma - bC(t)\gamma - \beta C(t)\int_0^u \left(1 - e^{-bC(s)\gamma(s)} \right) e^s ds \right) \right) du.
\end{align*}
\]

**Proof.** The existence and uniqueness of \(\Pi^w\) is a direct consequence of Theorem [1]
since Assumptions B hold in this case and Proposition 4 of Section 5 of [41]
can be used.

With Proposition [1] and Lemma 2.1 of Robert and Vignoud [42], a stationary
version \((X^\infty_\Lambda(t), C^\infty_\Lambda(t))\) of the fast process \((X^w(t), C^w(t))\) can be represented as
\[
\begin{align*}
\left( w \int_{-\infty}^{t} e^{-(t-s)}\Lambda_\Lambda(ds), C_1 \int_{-\infty}^{t} e^{-(t-s)}\Lambda_\Lambda(ds) + C_2 \int_{-\infty}^{t} e^{-(t-s)}\Lambda_\beta,X_{\infty}(ds) \right).
\end{align*}
\]
Hence, we have to calculate $\mathbb{E}[\exp(-aX^w_0)-bC^w_0)$, that is,

$$\Psi(a,b) \overset{\text{def}}{=} \mathbb{E}\left[\exp\left(-\int_{-\infty}^0 (aw^s+bC_1 e^{\gamma s}) N_\lambda(ds)-bC_2\int_{-\infty}^0 e^{\gamma s}N_{\beta,X}^w(ds)\right)\right].$$

We proceed as in the proof of Proposition 1. By the independence of $\mathcal{P}$ and $N_\lambda$,

$$\mathbb{E}\left[\exp\left(-bC_2\int_{-\infty}^0 e^{\gamma s}N_{\beta,X}^w(ds)\right)\bigg| N_\lambda \right] = \exp\left(-\int_{-\infty}^0 (1-e^{-bC_2 e^{\gamma s}}) \beta(X^w(s)) ds\right)$$

and, with the help of Relation (14), we follow the same methods to obtain the desired result.

\[\square\]

**Theorem 4.** Under Assumptions L and C, if the functions $h_p$ and $h_d$ are Lipschitz then, as $\varepsilon$ goes to 0, the family of processes $(\Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_\varepsilon(t))$ converges in distribution to the unique solution $(\omega_p(t), \omega_d(t), w(t))$ of the relations

$$\begin{align*}
\omega_a(t) &= \int_0^t e^{-\alpha(t-s)} \int_{\mathbb{R}^2} h_a(c)\Pi_{\omega(s)}^w(dx, dc) ds, \quad a \in \{p, d\}, \\
\frac{d\omega(t)}{dt} &= M(\omega_p(t), \omega_d(t), w(t)),
\end{align*}$$

almost surely, where, for $w \in K_\beta$, $\Pi^w_w$ is the probability distribution defined in Proposition 3.

**Proof.** The application of Theorem 1 is straightforward. All we have have to prove now is that ODE (23) has a unique solution. From the representation (22), for any $0 \leq w \leq w'$, the random variables $C^w_\infty(0)$ and $C^{w'}_\infty(0)$ can be constructed on the same probability space. The Lipschitz property of $h_a$, with the constant $L$, gives

$$d_a(w, w') \overset{\text{def}}{=} \mathbb{E}\left[|h_a(C^w_\infty(0)) - h_a(C^{w'}_\infty(0))|\right] \leq L \mathbb{E}\left[|C^w_\infty(0) - C^{w'}_\infty(0)|\right]$$

$$= C_2 L \mathbb{E}\left[\int_{-\infty}^0 e^{\gamma s}N_{\beta,X}^w(ds) - \int_{-\infty}^0 e^{\gamma s}N_{\beta,X}^{w'}(ds)\right].$$

with (13), we have $X^w_\infty(t) = wX^1_\infty(t)$ for all $t$ and, therefore,

$$\frac{d_a(w, w')}{C_2 L} \leq \mathbb{E}\left[\int_{-\infty}^0 e^{\gamma s}\mathcal{P}\left([\beta(wX^1_\infty(s)), \beta(w'X^1_\infty(s))]\right), ds\right]$$

$$= \beta(w' - w) \mathbb{E}\left[\int_{-\infty}^0 e^{\gamma s}X^1_\infty(s) ds\right] = \frac{\beta}{\gamma}(w' - w)$$

Let $(w(t))$, $(w'(t))$ be two solutions of ODE (23) with the same initial point; then

$$\Delta_a(t) \overset{\text{def}}{=} \left|\int_0^t e^{-\alpha(t-s)} \int_{\mathbb{R}^2} h_a(c)\Pi_{\omega(s)}^w(dx, dc) - \int_{\mathbb{R}^2} h_a(c)\Pi_{\omega(s)}^{w'}(dx, dc)\right| ds \leq C_2 L \frac{\beta}{\gamma} \int_0^t |w(s) - w'(s)| ds.$$
With Relation (23) and the Lipschitz property of $M$, we get, for $t \leq T$,
\[
\|w - w'\|_t \overset{\text{def}}{=} \sup_{s \leq t} |w(s) - w'(s)| \leq L_M \int_0^t e^{-\mu(t-s)} (\Delta_p(s) + \Delta_d(s)) \, ds \\
\leq 2TL_M C_2 \frac{\beta}{\gamma} \int_0^t \|w - w'\|_s \, ds.
\]
This implies that $\|w - w'\|_t$ is identically 0. The theorem is proved.

The Lipschitz assumptions for the functions $(h_p, h_d)$ of Assumptions C do not apply to the classical threshold functions $(S_p, S_d)$ from Graupner and Brunel [20] defined by
\[(24) S_a(x) = \mathbb{1}_{\{x \geq \theta_a\}}, \quad x \geq 0.\]
Additionally, even in the case of Lipschitz functions, the quantities
\[\int_{\mathbb{R} \times \mathbb{R}_+} h_a(c) \Pi^C_w(dx, dc), \quad a \in \{p, d\},\]
of the ODE (23) do not have a closed form expression in general.

Theorem 4 highlights the importance of the calcium concentration on the dynamics of the synaptic weight. Interestingly, calcium has been the subject of a wide array of experimental studies, and biologists have developed several means to follow its concentration both locally and globally during experiments. In particular, it is now possible to monitor calcium concentration in dendrites of postsynaptic neurons during stimulations with calcium fluorescence indicators, such as GCaMP for example Nakai et al. [35]. See Higley and Sabatini [25]. It may be therefore possible to infer these cumulative functions from such experiments and study the dynamics of Theorem 4 for those realistic calcium concentrations.

From the point of view of numerical analysis, it is quite difficult to obtain some simple numerical results to express solutions of the ODE (23). It could be done, by simulations, to estimate the quantities $E_{\Pi^C_w}(h_a(C))$, $a \in \{p, d\}$ for a large number of values for $w$. A recent article (see Graupner et al. [22]) has derived some approximations for specific cases.

For this reason, the next section investigates a class of discrete calcium-based models for which the invariant distributions have an explicit expression which can be used in practice.

### 5. Discrete Models of Calcium-Based Rules

In this section, we study a simple model of plasticity where the membrane potential $X$, the calcium concentration $C$, and the synaptic weight $W$ are integer-valued variables. It amounts to representing these three quantities $X$, $C$, and $W$ as multiples of a “quantum” instead of a continuous variable. A general class of such discrete models has been introduced in Section 4 of Robert and Vignoud [42].

This amounts to describing the model of plasticity as a chemical reaction network of interacting chemical species: $C$ (calcium), $W$ synaptic quanta, $X$ ions. The associated chemical reactions could be described as
\[
\begin{align*}
\emptyset & \xrightarrow{\mu} WX + C_1C, \\
X & \xrightarrow{\beta} C_2C, \\
W & \xrightarrow{\beta} X, \\
\emptyset & \xrightarrow{\beta} B_pW, \\
B_dW & \rightarrow \emptyset \rightarrow B_pW, \\
C & \xrightarrow{\beta} \emptyset.
\end{align*}
\]
In this setting, the state variable is the vector of the number of copies of the different chemical species. See Feinberg [12] for a general introduction to chemical reaction networks and also Chapter 2 of Anderson and Kurtz 3. It should be noted that our model is not strictly speaking a chemical reaction network since some reactions are not strictly chemical species. See Feinberg [12] for a general introduction to chemical reaction networks.

In this setting, the state variable is the vector of the number of copies of the different chemical species. See Feinberg [12] for a general introduction to chemical reaction networks and also Chapter 2 of Anderson and Kurtz 3. It should be noted that our model is not strictly speaking a chemical reaction network since some reactions are not strictly chemical species. See Feinberg [12] for a general introduction to chemical reaction networks.

The state of the system is associated to the solution of the following SDEs;

\[
\begin{align*}
\mathrm{d}X(t) &= - \sum_{i=1}^{\infty} N_{1,i}(\mathrm{d}t) + W(t-)N_{\lambda}(\mathrm{d}t) - \sum_{i=1}^{\infty} N_{\beta,i}(\mathrm{d}t), \\
\mathrm{d}C(t) &= - \sum_{i=1}^{\infty} N_{\gamma,i}(\mathrm{d}t) + C_{1}N_{\lambda}(\mathrm{d}t) + C_{2} \sum_{i=1}^{\infty} N_{\beta,i}(\mathrm{d}t), \\
\mathrm{d}\Omega_a(t) &= -\alpha \Omega_a(t) + h_{a}(C(t)) \, \mathrm{d}t, \quad a \in \{p, d\}, \\
\mathrm{d}W(t) &= - \sum_{i=1}^{\infty} N_{\mu,i}(\mathrm{d}t) + B_{\mu}N_{\Omega_{\mu}(t)}(\mathrm{d}t) - B_{d} \mathbb{1}_{\{W(t-) \geq B_{d}\}}N_{\Omega_{d}(t)}(\mathrm{d}t),
\end{align*}
\]

where \(C_{1}, C_{2} \in \mathbb{N} \) and, for \( \alpha \in \{p, d\}, B_{d} \in \mathbb{N} \) and \( h_{a} \) is a nonnegative function. For \( \xi > 0, N_{\xi} \) (resp., \( (N_{\xi,i}) \)) is a Poisson process on \( \mathbb{R}^{+} \) with rate \( \xi \) (resp., an i.i.d. sequence of such point processes). For \( \alpha \in \{p, d\} \), as before, the notation \( N_{\Omega_{\alpha}(t)}(\mathrm{d}t) \) stands for \( \mathcal{P}[(0, \Omega_{\alpha}(t)), \mathrm{d}t] \), where \( \mathcal{P} \) is a Poisson process in \( \mathbb{R}_{+}^{2} \) with rate 1. All Poisson processes are assumed to be independent.

Outside the leaking mechanism, the time evolution of the discrete random variable \( (W(t)) \) is driven by two inhomogeneous Poisson processes, one for potentiation and the other for depression with respective intensity functions \( (\Omega_{p}(t)) \) and \( (\Omega_{d}(t)) \).

The scaling is done in an analogous way as in Section 2. The corresponding SDEs are then expressed as

\[
\begin{align*}
\mathrm{d}X_{\varepsilon}(t) &= - \sum_{i=1}^{\infty} N_{1,\varepsilon,i}(\mathrm{d}t) + W_{\varepsilon}(t-)N_{\lambda}/\varepsilon(\mathrm{d}t) - \sum_{i=1}^{\infty} N_{\beta,\varepsilon,i}(\mathrm{d}t), \\
\mathrm{d}C_{\varepsilon}(t) &= - \sum_{i=1}^{\infty} N_{\gamma,\varepsilon,i}(\mathrm{d}t) + C_{1}N_{\lambda}/\varepsilon(\mathrm{d}t) + C_{2} \sum_{i=1}^{\infty} N_{\beta,\varepsilon,i}(\mathrm{d}t), \\
\mathrm{d}\Omega_{\varepsilon,a}(t) &= -\alpha \Omega_{\varepsilon,a}(t) + h_{a}(C_{\varepsilon}(t)) \, \mathrm{d}t, \quad a \in \{p, d\}, \\
\mathrm{d}W_{\varepsilon}(t) &= - \sum_{i=1}^{\infty} N_{\mu,\varepsilon,i}(\mathrm{d}t) + B_{\mu}N_{\Omega_{\mu}(\varepsilon,t)}(\mathrm{d}t) - B_{d} \mathbb{1}_{\{W_{\varepsilon}(t-) \geq B_{d}\}}N_{\Omega_{d}(\varepsilon,t)}(\mathrm{d}t),
\end{align*}
\]

**Definition 1** (Fast Processes). For a fixed \( W=w \), the fast variables of the SDEs [25] are associated to a Markov process \( (X^{w}(t), C^{w}(t)) \) on \( \mathbb{N}^{2} \) whose transition rates are given by, for \( (x, c) \in \mathbb{N}^{2} \),

\[
(x, c) \rightarrow \begin{cases} (x+w, c+C_{1}) & \lambda, \\
(x-1, c) & x, \end{cases} \quad \rightarrow \begin{cases} (x, c-1) & \gamma c, \\
(x-1, c+C_{2}) & \beta x. \end{cases}
\]

The next result is the equivalent of Theorem 4 in a discrete setting.

**Theorem 5** (Averaging Principle for Discrete Calcium-Based Model). If \( h_{p} \) and \( h_{d} \) are functions on \( \mathbb{N} \) with a finite range of values, as \( \varepsilon \) goes to 0, the family of processes \( (\Omega_{\varepsilon,p}(t), \Omega_{\varepsilon,d}(t), W_{\varepsilon}(t)) \) defined by Relations [25] converges in distribution
to the unique solution \((\omega_p(t), \omega_d(t), w(t))\) of the relations

\[
\begin{aligned}
\omega_a(t) &= \int_0^t e^{-\alpha(t-s)} \int_{\mathbb{N}^2} h_a(c) \Pi_w^CQ_s(d\alpha, dc) \, ds, \quad a \in \{p, d\}, \\
\frac{dw(t)}{w(t-)} &= -\sum_{i=1}^d N_{\mu,i}(dt) + B_p N_{\omega_p}(dt) - B_d \mathbb{1}_{\{w(t-)>B_d\}} N_{\omega_d}(dt),
\end{aligned}
\]

(26)

where \(\Pi_w^CQ\) is the invariant distribution of the Markov process of Definition [7].

The threshold functions \((S_p, S_d)\) defined by Relations [24] and used in classical models of calcium-based STDP Graupner and Brunel [20] satisfy the conditions of the theorem. For the proof, see the appendix of Robert and Vignoud [41].

The theorem shows that the limiting process \((w(t))\) is a jump process on \(\mathbb{N}\) driven by two nonhomogeneous Poisson processes whose intensity functions \((\omega_a(t))\), \(a \in \{p, d\}\) are continuous.

The explicit expression of the invariant distribution of \((C^w(t))\) is given in Proposition 4.3 of Robert and Vignoud [42]. Only the distribution of the calcium variable \(C^w\) is considered due to its role in the expression of \((\omega_a(t))\), \(a \in \{p, d\}\) in Theorem 5.

**Proposition 5** (Equilibrium of Fast Process). For \(w \in \mathbb{N}\), the Markov process on \(\mathbb{N}^2\) of Definition [7] has a unique invariant distribution \(\Pi_w^CQ\), and the generating function of \(C^w\) is given by, for \(u \in [0, 1]\),

\[
E\left(u^{C^w}\right) = \exp\left(-\lambda \int_0^{+\infty} (1-\Delta(u, s, w)) \, ds\right)
\]

with

\[
\Delta(u, s, w) = \left(1+(u-1)p_1(s)\right)^{C_1}\left(1+\sum_{k=1}^{C_2} (u-1)^k p_2(s, k)\right)^{w},
\]

\[
p_1(s) = e^{-\gamma s} \quad \text{and} \quad p_2(s, k) = \frac{\beta}{\beta+1-\gamma k}\left(C_2^k\right) \left(e^{-\gamma ks} - e^{-(\beta+1)s}\right).
\]

We present in Figure 2 simulations for different values of \(\theta_p\) and \(\theta_d\) of the continuous model (Section 4) with step functions \(S_a\) (left) and of the discrete model (right). In particular, we simulate the scaled system for different values of \(\varepsilon\) and we also estimate the solution of \((\omega(t))\) using Monte Carlo estimations to compute \(\Pi_w^CQ(C \geq \theta_a)\).

Moreover, for the discrete case, we are able to compute \(\Pi_w^CQ(C \geq n)\) for \(n = 0, 1, 2\); see Section 4. Based on these analytical results, we are able to obtain the numerical values of the parameters of the dynamic of the asymptotic process \((\omega(t))\). Simulations of the expected values of \((\omega(t))\) are represented in green in Figure 2.

These simulations illustrate Theorems 4 and 5 with the convergence of the scaled processes \(W_\varepsilon\) towards our asymptotic process. For the continuous case, we observe that even if the step function \(S_a\) does not verify the conditions of 4, convergence seems to hold anyway. This is also illustrated by the decrease in standard deviations (inset) as \(\varepsilon\) goes to 0. For the discrete case, we note the same phenomenon for the expected value and the standard deviation. Recall that the limiting process is stochastic in this context. Finally, it also shows that, qualitatively, the two classes of models continuous/discrete behave quite similarly.
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APPENDIX A. AVERAGING PRINCIPLES FOR MODELS WITHOUT EXPONENTIAL FILTERING

In Section SM2 of Robert and Vignoud [42] more “direct” dynamics for the time evolution of synaptic weight have been presented. For a∈{p, d}, the update at time t depends only on the instantaneous synaptic plastic processes

\[ \Gamma_a(N_{\lambda},N_{\beta,\gamma})(dt) = n_{a,0}(Z(t-)) dt + n_{a,1}(Z(t-)) N_{\lambda}(dt) + n_{a,2}(Z(t-)) N_{\beta,\gamma}(dt) \]

at time t. The corresponding synaptic weight process (\(W(t)\)) satisfies the relation

\[ dW(t) = M \left( \Gamma_p(N_{\lambda},N_{\beta,\gamma}), \Gamma_d(N_{\lambda},N_{\beta,\gamma}), W(t) \right) dt, \]

for some functional \(M\).

Recall that for our model, the dynamic of the synaptic weight (\(W(t)\)) is defined by,

\[ dW(t) = M (\Omega_p(t), \Omega_d(t), W(t)) dt, \]
where \((\Omega_a(t), a \in \{p, d\})\), \(a \in \{p, d\}\), is a filtered/smoothed version of \(\Gamma_a(N_\lambda, N_\beta, \mathcal{X})\),
\[
d\Omega_a(t) = -\alpha \Omega_a(t) \, dt + n_{a, 0}(Z(t)) \, dt + \Gamma_a(N_\lambda, N_\beta, \mathcal{X})(dt)
\]

It turns out that a stochastic averaging principles also holds for the model without an exponential filtering. We first introduced the scaled version of this system.

**Definition 2** (Scaled Dynamical System for Instantaneous Plasticity). We define the stochastic process \((\mathcal{X}(t), \mathcal{W}(t))\) with initial state \((x_0, w_0)\), satisfying the evolution equations, for \(t > 0\),
\[
(28) \quad \begin{cases}
    d\mathcal{X}_\varepsilon(t) = -\frac{1}{\varepsilon} \mathcal{X}_\varepsilon(t) \, dt + \mathcal{W}_\varepsilon(t-), \mathcal{N}_\beta/\varepsilon, \mathcal{X}_\varepsilon (dt) - g(\mathcal{X}_\varepsilon(t-)) \mathcal{N}_\beta/\varepsilon, \mathcal{X}_\varepsilon (dt), \\
    d\mathcal{Z}_\varepsilon(t) = \frac{1}{\varepsilon} \left(-\gamma \circ \mathcal{Z}_\varepsilon(t) + k_0\right) \, dt + k_1(\mathcal{Z}_\varepsilon(t-)) \mathcal{N}_\beta/\varepsilon, \mathcal{X}_\varepsilon (dt), \\
    d\mathcal{W}_\varepsilon(t) = \varepsilon \mathcal{M} \left(\Gamma_p(N_\lambda, N_\beta, \mathcal{X}), \Gamma_d(N_\lambda, N_\beta, \mathcal{X}), \mathcal{W}(t)\right) (dt),
\end{cases}
\]

where \(\Gamma_p\) and \(\Gamma_d\) are plasticity kernels. The functional \(\mathcal{M}\) is defined by
\[
(29) \quad \mathcal{M} : \mathcal{M}_+(\mathbb{R}_+)^2 \times \mathbb{R} \mapsto \mathcal{M}_+(\mathbb{R}_+),
\]
\[
\mathcal{M} (\Gamma_p, \Gamma_d, w) = \mathcal{M}_p(w)(\Gamma_p) - \mathcal{M}_d(w)(\Gamma_d) - \mu w,
\]

for all \(w \in \mathcal{K}_W\), for \(a \in \{p, d\}\).

An analogue of Theorem \[\text{[1]}\] in this context is the following result.

**Theorem 6** (Averaging Principle for Instantaneous Plasticity). Under Assumptions A and \(B^*\) and for initial conditions satisfying Relation \(\text{[6]}\), there exists \(S_0 \in (0, +\infty]\), such that the family of processes \((\mathcal{W}_\varepsilon(t), t < S_0)\) associated to Relations \(\text{[28]}\) and \(\text{[29]}\), is tight for the convergence in distribution as \(\varepsilon\) goes to 0. Almost surely, any limiting point \((\overline{w}(t), t < S_0)\) satisfies the relation
\[
(30) \quad d\overline{w}(t) = \int_{\mathbb{R} \times \mathbb{R}_+^2} \mathcal{M} \left(\left[(n_{a, 0}(z) + \lambda n_{a, 1}(z) + \beta(x)n_{a, 2}(z)) \, dt\right]_{a \in \{p, d\}}, \overline{w}(t)\right) \Pi_{\overline{w}(t)}(dx, dz).
\]

where, for \(w \in \mathcal{K}_W\), \(\Pi_w\) is the invariant measure \(\Pi_w\) of the operator \(B_w^F\) of Relation \(\text{[8]}\).

**Proof.** Due to the specific expression of \(\mathcal{M}\), the arguments follow the ones used in Robert and Vignoud \[\text{[41]}\]. The proof is skipped. \(\square\)

**Comparison with Theorem \[\text{[1]}\]** Both theorems show that the dynamics of the synaptic weight \(w\) in the decoupled stochastic system depend on an integral over the stationary distribution of the fast process. However, in Theorem \[\text{[1]}\] the averaging property occurs at the level of the synaptic plasticity processes \(\omega_a\),
\[
\frac{d\omega_a(t)}{dt} = -\alpha \omega_a(t) + \int_{\mathbb{R} \times \mathbb{R}_+^2} \left[n_{a, 0}(z) + \lambda n_{a, 1}(z) + \beta(x)n_{a, 2}(z)\right] \, d\Pi_w(t)(x, z),
\]
and, the function $M$ is applied afterwards to have the update of the synaptic weight $w$, $\frac{dw(t)}{dt} = M(\omega_p(t), \omega_d(t), w(t))$.

In Theorem 6, with no exponential filtering, the averaging is applied directly at the level of the synaptic update,

$$d\bar{w}(t) = \int_{\mathbb{R} \times \mathbb{R}_+} M \left( \left[ (\eta_{a,0}(z) + \lambda \eta_{a,1}(z) + \beta(x)n_{a,2}(z)) \right] dt \right)_{a \in \{p,d\}} \bar{w}(t) \Pi_{\bar{w}(t)}(dx, dz).$$

In particular, with a linear function $M$, both models are equivalent except for the exponential filtering of the plasticity kernels.

APPENDIX B. LINKS WITH MODELS OF PHYSICS: A HEURISTIC APPROACH

In this section we give a, non-rigorous, derivation of Relation (19) of Kemper et al. [28] to establish a connection with our main results in this specific case. For $w \in K_w$, from the definition of $\Phi_a$, $a \in \{p,d\}$,

$$\int_{-\infty}^0 \Phi_a(s) \mathbb{E}_{\Pi_w^PA} \left( \frac{N_{\beta,X}[0,h]}{h} \frac{\mathcal{N}_{\lambda}[s,s+h]}{h} \right) ds$$

$$= B_{a,1} \mathbb{E}_{\Pi_w^PA} \left( \int_{-\infty}^0 \exp(\gamma_{a,1}s) \mathbb{E}_{\Pi_w^PA} \left[ \frac{N_{\beta,X}[0,h]}{h} \frac{\mathcal{N}_{\lambda}[s,s+h]}{h} \right] f_0 \right) ds$$

$$= B_{a,1} \mathbb{E}_{\Pi_w^PA} \left[ \frac{N_{\beta,X}[0,h]}{h} \mathcal{F}_0 \right] \int_{-\infty}^{-h} \exp(\gamma_{a,1}s) \frac{\mathcal{N}_{\lambda}[s,s+h]}{h} ds$$

$$\sim B_{a,1} \mathbb{E}_{\Pi_w^PA} \left[ \beta(X(0)) \int_{-\infty}^{-h} \exp(\gamma_{a,1}s) \frac{\mathcal{N}_{\lambda}[s,s+h]}{h} ds \right]$$

and, if $\mathcal{N}_{\lambda} = (t_n, a_n \in \mathbb{Z})$, with $t_0 \leq t_1$,

$$\sim B_{a,1} \mathbb{E}_{\Pi_w^PA} \left( \beta(X(0)) \sum_{t_n \leq -h} \frac{1}{h} \int_{t_n}^{t_n+h} \exp(\gamma_{a,1}s) ds \right)$$

$$\sim B_{a,1} \mathbb{E}_{\Pi_w^PA} \left( \beta(X(0)) \sum_{n \leq 0} \exp(\gamma_{a,1}t_n) \right)$$

$$= \mathbb{E}_{\Pi_w^PA} \left( \beta(X(0)) Z_{a,1}(0) \right) = \int_{\mathbb{R}_+^2} \beta(x) z_{a,1} \Pi_{\bar{w}}^PA (dx, dz)$$

by using a representation of $Z_{a,1}(0)$ similar to that of $X_w(0)$ with Relation (13). Similarly,

$$\int_{0}^{+\infty} \Phi_a(s) \mathbb{E}_{\Pi_w^PA} \left( \frac{N_{\beta,X}[0,h]}{h} \frac{\mathcal{N}_{\lambda}[s,s+h]}{h} \right) ds \sim \int_{\mathbb{R}_+^2} \lambda z_{a,2} \Pi_{\bar{w}}^PA (dx, dz).$$

Extensions. The interest of Relation (19) is that it may be formulated for a general plasticity curve $\Phi_a$ for all-to-all pair-based models. Recall that the corresponding plasticity kernels are of class $M$ only for exponential functions. We conjecture that under the conditions, for $a \in \{p,d\}$,

- $\int_{-\infty}^{+\infty} |\Phi_a(s)| ds < +\infty$;
— $\lim_{t \to 0^+} \Phi_a(t)$ and $\lim_{t \to 0^-} \Phi_a(t)$ exist,
the convergence of the scaled process to the ODE \cite{ref19} with a convenient $\bar{\mu}$ should hold. For Markovian plasticity kernels, this is done by using Markov properties of the fast processes $(X_\varepsilon(t), Z_\varepsilon(t))$. See Robert and Vignoud \cite{ref41}. We do not have this tool in the case of a general plasticity curve. The proof of such an extension should require an additional analysis.

## Appendix C. Computation of $\Pi_w^{CQ}$ for $C_1=C_2=1$

### Proposition 6 (Equilibrium of Fast Process) For $C_1=C_2=1$ and $w \in \mathbb{N}$, the Markov process on $\mathbb{N}^2$ of Definition \cite{ref7} has a unique invariant distribution $\Pi_w$, and if the distribution of $(X_w, C_w)$ is $\Pi_w$, the generating function of $C_w$ is given by, for $u \in [0, 1]$,

$$g_w(u) = E(u^{C_w}) = \exp \left( -\lambda \int_0^{+\infty} (1 - (1 - e^{-\gamma s} + u e^{-\gamma s}) (1 - p(s) + u p(s))^w) \, ds \right),$$

with

$$p(s) = \frac{(e^{-\gamma s} - e^{-(\beta+1)s})}{(\beta+1-\gamma)}.$$

In particular, knowing that,

$$\Pi_w^{CQ}(C \geq 0) = 1,$$

we can easily compute,

$$\Pi_w^{CQ}(C \geq 1) = 1 - \Pi_w^{CQ}(C=1)$$

with,

$$g_w(0) = \exp \left( -\lambda \int_0^{+\infty} (1 - (1 - e^{-\gamma s}) (1 - p(s))^w) \, ds \right)$$

and,

$$\Pi_w^{CQ}(C \geq 2) = 1 - g_w(0) - g'_w(0)$$

with,

$$g'_w(0) = \lambda \left[ \int_0^{+\infty} \left( e^{-\gamma s} (1 - p(s))^w + w p(s) (1 - e^{-\gamma s}) (1 - p(s))^{w-1} \right) \, ds \right] g_w(0).$$
Figure 2. Comparison between Continuous and Discrete Calcium-Based Models

For the continuous model, we took $M(\omega_p, \omega_d, w) = \omega_p - \omega_d$.

Inset, standard deviations, $sd$, of $W_\varepsilon$ and $w$ at the end of the simulations.

The expected value of $w_{MC}$ is computed with Monte Carlo estimations of $\Pi^C_{wQ}$.

The expected value of $w_{AR}$ is computed with estimated $\Pi^C_{wQ}$ with the expressions of Section C.