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ABSTRACT
Although today’s speech communication systems support various bandwidths from narrowband to super-wideband and beyond, state-of-the-art DNN methods for acoustic echo cancellation (AEC) are lacking modularity and bandwidth scalability. Our proposed DNN model builds upon a fully convolutional recurrent network (FCRN) and introduces scalability over various bandwidths up to a fullband (FB) system (48 kHz sampling rate). This modular approach allows joint wideband (WB) pre-training of mask-based AEC and postfilter stages with dedicated losses, followed by separate trainings of them on FB data. A third lightweight blind bandwidth extension stage is separately trained on FB data, flexibly allowing to extend the WB postfilter output towards higher bandwidths until reaching FB. Thereby, higher frequency noise and echo are reliably suppressed.
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1. INTRODUCTION
Speech communications today is offered in various bandwidths ranging from narrowband to fullband (sampling frequency $f_s = 48$ kHz). This can be prominently seen from the Enhanced Voice Services (EVS) speech codec [1]. In consequence, also acoustic echo cancellation must support these bandwidths, posing the challenge of a bandwidth-scalable design. In the EVS codec, as in the AMR codec [2], interestingly, for speech transmission there is a core operating at $f_s = 12.8$ kHz (cut-off frequency 6.4 kHz), while higher frequencies are estimated by (blind) bandwidth extension techniques.

Our work takes on this approach, providing a modular and bandwidth-scalable solution to deep acoustic echo cancellation (AEC) and postfiltering (PF) employing blind bandwidth extension beyond 8 kHz.

Deep AEC studies can be divided into two groups: single-stage methods [3-5, 8] naturally prohibiting a separate loss for AEC and residual echo suppression PF, and multi-stage methods [6, 10], which consist of an AEC stage to remove major parts of the echo followed by a DNN PF to suppress residual echo and noise. Multi-stage methods can be further divided into two subgroups: Either (i) both AEC and PF are DNNs (DNN AEC/PF) [10], or (ii) a linear AEC [11, 12] is followed by a DNN PF (LAEC/DNN PF) [6, 9].

Promising results have been reported in wideband AEC challenges [13-14] from hybrid solutions. These works outperformed the respective single-stage mask-based baseline method in terms of AEC-MOS [15] and subjective evaluation [16]. It was confirmed in [17] that the quality of the near-end speech component may degrade when using a single-stage DNN AEC/PF, concluding that it is a better choice to have a separate AEC DNN. Accordingly, in [10] a two-stage DNN AEC/PF approach was proposed, where the first stage directly estimates an echo that is then subtracted from the microphone signal (motivated from classical hands-free systems), followed by a second-stage mask-based DNN PF. Opposed to a single-stage DNN, the two-stage concept reduces the task complexity per stage. Still, the employed first-stage direct echo estimation is at a disadvantage compared to mask-based approaches since it requires reconstruction of the echo’s absolute spectral amplitudes.

In this paper, we propose a bandwidth-scalable design for speech enhancement applications which relies on three modular DNN stages: AEC, PF, and bandwidth extension. The novelty of this approach is threefold: (i) Fully mask-based speech enhancement: The first two stages are built upon our previous Y*-Net model [10], with the DNN AEC now also predicting a complex mask. (ii) Bandwidth scalability: Our core AEC and PF modules can operate on WB speech, but with a lightweight bandwidth extension also on higher bandwidths up to FB. (iii) Multiple separate processing stages (modularity): The AEC and PF modules are pre-trained on WB but later jointly trained on FB data, while the bandwidth extension module is independently trained on FB data. Please note that to the best of our knowledge, we are the first to propose a fully mask-based modular and bandwidth-scalable approach and this is the first FB AEC proposal among the multi-stage DNN AEC/PF methods.

The remainder of this paper is structured as follows: In Section 2, a system overview including the framework and its individual stages is given. The training and different experimental variants including choices of each stage are described in Section 3. In Section 4, the experimental results of our proposed method are discussed. Section 5 provides conclusions.

2. SYSTEM OVERVIEW AND PROPOSED METHOD
2.1. Dynamic Delay Compensation (DDC)
As the delay between the far-end (FE) and near-end (NE) signal is generally unknown, in this work we propose employing dynamic delay compensation (DDC) via applying the GCC-PHAT algorithm [18] to find the time delay between the two signals and to then delay the far-end signal by the estimated time delay. Previous studies [5, 8, 9] have reported that a time alignment pre-processing stage helps to improve the AEC performance and to increase the robustness of the subsequent processing stages against delayed echo signals.
Given that a 48 kHz sampled (fullband) microphone signal $y_{FB}^F(n) = s_{FB}^F(n) + d_{FB}^F(n) + n_{FB}^F(n)$ consists of the components NE speech $s_{FB}^F(n)$, echo $d_{FB}^F(n)$, and noise $n_{FB}^F(n)$, the goal of the DDC is to find the correlation between $d_{FB}^F(n)$ and the FE (loudspeaker signal) $\hat{y}_{FB}^F(n)$. The algorithm uses frames of $y_{FB}^F(n)$ and $\hat{y}_{FB}^F(n)$ with $n \in N_t$ and $|N_t| = 50,880$ ($\pm 1.06$ s length) and a 25% frame shift. This corresponds to 40 full frames of the subsequent processing stages. The instantaneous delay $\tau_t$ is estimated for each DDC frame with index $t$ by applying a $K = 50,880$-point DFT and computing $(DFT$ bin $k \in K)$

$$\Phi_t(k) = \alpha \Phi_{t-1}(k) + (1 - \alpha) Y_t^{FB}(k) \left(\hat{X}_t^{FB}(k)\right)^\ast, \quad k \in K$$

$$\tau_t = \arg \max_\tau \phi(t) = \text{IDFT} \left(\Phi_t(k) / \left|\Phi_t(k)\right|\right),$$

where $Y_t^{FB}(k)$ is the microphone signal DFT and $(\left(\hat{X}_t^{FB}(k)\right)^\ast$ is the complex conjugated far-end signal DFT. Note that (1) is computed for $k \in K$, where $K \subset K$ limits the observed bandwidth to a range of 200 Hz to 8 kHz for fast and robust estimation. The smoothing factor $\alpha$ is set to $0.7$ to achieve a good balance between accuracy and responsiveness towards delay changes. Delay changes are only evaluated after the following DDC frame shift, leaving 0.265 s to compute $\tau_t$, in parallel to other processing stages and therefore without adding additional latency to the system. Since the subsequent processing stages are already robust towards delays, a relaxed configuration is chosen for computing the actual active delay estimate $\tau_s$. If a stable $\tau_s$ is detected for 2 consecutive frames, $\tau_s$ will be updated to the current $\tau_s$ reduced by 200 ms (down to a minimum of 0 ms). The 200 ms buffer minimizes the risk of non-causal delay paths caused by over-estimations or not yet identified delay changes. As shown in Figure 1, the estimated delay is compensated on the reference path using a ringbuffer that produces $\rho_{FB}^F(n) = \hat{y}_{FB}^F(n - \tau_s)$. With parallel computation of $\tau_s$ and the stability requirement, changes in the delay can be detected with an algorithmic reaction time of 0.53 s.

### 2.2. Deep AEC and Postfilter

After time-alignment by the DDC, both the FB microphone signal and the delay-compensated FB reference signal are passed through a 1st order high-pass filter with 50 Hz cut-off frequency to eliminate time-varying biases [19]. The resulting signals $y_{FB}^F(n)$ and $\rho_{FB}^F(n)$ are subject to square root Hann windowing of frequency length $L = 1,272$ with a frame shift of 50%. The frames are zero-padded for transformation into the frequency domain using a $K = 1,536$-point DFT. From the frequency domain representations $X_t^{FB}(k)$ and $Y_t^{FB}(k)$ with frame index $t$ and frequency bin index $k \in K = \{0, 1, ..., K-1\}$, only the frequency bins $k \in K' \subset K$ up to 8 kHz are passed on to the following processing stages (effectively WB speech), while the upper band (UB) bins are simply set to zero (depicted in Figure 1 by a triangular operator in each signal path). This method greatly reduces the complexity required by our processing stages. Higher frequencies are later restored by the BWE stage as these bands are more likely to be dominated by noise rather than NE speech components, which makes direct denoising harder. This system design also does not rely on a fixed sampling rate of 48 kHz, or the presence of actual signal frequency components above 8 kHz, and can be used with lower sampling rates if desired as long as the frame length $L$ covers the same time span of $T = 26.5$ ms and DFT lengths and discarded frequency bins are adjusted accordingly. Different sampling rates only require separate weight sets.

The proposed AEC and PF stages build upon the so-called $Y^2$-Net architecture [10]. The AEC stage is trained to perform only echo cancellation, while the PF stage suppresses residual echo as well as noise. All network configuration parameters such as strides, kernel sizes and kernel numbers remain unchanged. Both stages maintain the same structure of a convolutional LSTM placed in the bottleneck of an convolutional encoder-decoder structure, thereby being a fully convolutional recurrent network (FCRN) after Strake et al. [20]. There are separate encoder paths in the AEC stage (referred to as late fusion in the $Y^2$-Net). A structural novelty of this work consists in the AEC stage output, which is now an estimated complex mask $M_{FB}^{WB}(k)$ with compressed amplitude before applying it to $Y_{WB}^{WB}(k)$, according to

$$E_t^{WB}(k) = Y_t^{WB}(k) \cdot \text{tanh}(\left|\hat{M}_t^{WB}(k)\right|) \cdot \frac{M_t^{WB}(k)}{\left|M_t^{WB}(k)\right|}.$$  

For the PF stage, a further structural novelty is that besides the usual echo-reduced input $E_t^{WB}(k)$, also the AEC mask $\hat{M}_t^{WB}(k)$ will be used as secondary input. The estimated complex PF mask $\hat{G}_t^{WB}(k)$ is applied to $E_t^{WB}(k)$ analog to $E_t$. Since the proposed model is designed in a modular fashion, the BWE stage can be omitted if only WB signal components are required as output. In this case, the PF output $S_t^{WB}(k)$ is synthesized into a time-domain signal $\hat{s}_{WB}^{WB}(k)$ using a frame-wise IDFT, square-root Hann synthesis window and overlap-add (OLA) with the same parameters as used for analysis. This results in a total algorithmic delay of $T_1 = T + T_s$. With our chosen frame length $T = 26.5$ ms and frame shift $T_s = 13.25$ ms, we achieve $T_1 = 39.75$ ms with an additional negligible delay caused by the initial high-pass filter.

### 2.3. Bandwidth Extension

To restore FB signals, one may add a third processing stage, a BWE method. In our proposal, this is a lightweight algorithm that directly uses $S_t^{WB}(k)$ as input. The signal is separated into amplitude $\left|S_t^{WB}(k)\right|$ and phase $\hat{\phi}(S_t^{WB}(k))$. A simple DNN that is similar to the works of Abel et al. [21] is employed to estimate the UB amplitudes $\hat{S}_t^{WB}(k)$. This DNN takes in $\left|S_t^{WB}(k)\right|$ as input to three fully connected layers, featuring 256 nodes and ReLU activation each, followed by an output layer of 512 nodes with linear activation, and an exponential function to return from the logarithmic scale. To pre-
vent overly strong estimations, especially on residual echo, we introduced an attenuation factor $\gamma_t = \min(1, \theta \sqrt{T/\text{Train}/\beta})$, with $P_t$ being the average spectral bin power of the upper band (UB) or the lower band (WB), respectively, and $\theta = 0.1$ chosen from informal listening tests. The upper band phases $\phi(S_{UB}(k))$ are created by simply concatenating copies of $\phi(S_{WB}(k))$ twice, thereby extending from $8 \text{ kHz}$ to $24 \text{ kHz}$. The complex upper band frequency bins $S_{UB}(k) = \gamma|S_{WB}(k)| \cdot \phi(S_{WB}(k))$ are then concatenated with $S_{WB}(k)$ to form the bandwidth-extended FB signal $S_{PB}(k)$, which can then be transformed back into the time domain in analogy to the description in Section 2.2. This implementation of BWE introduces no additional algorithmic delay.

The entire proposed system is of similar complexity and real-time capabilities as the Y-Net, as verified on an Intel i7–10510U quad-core CPU at 1.8 GHz. The DDC algorithm requires only few resources which can be spread out over a full delay update period, and the BWE-DNN only adds 14k more parameters to the combined 7.5M of AEC and PF.

3. EXPERIMENTAL SETUP

3.1. Pre-Training: Wideband AEC and PF

Since the FB AEC and PF processing stages effectively only operate on signals in the frequency range $0...8 \text{ kHz}$ (WB), we perform a pre-training of weights on $16 \text{ kHz}$ sampled data using window length $L' = L/\beta = 424$ and DFT size $K' = K/\beta = 512$. As with the original WB Y-Net approach [10], these pre-training steps were performed on the Interspeech 2021 AEC Challenge synthetic dataset [14], which consists of 10,000 WB audio samples of 10s length each. From these, 8,000 files are used for pre-training and 1,500 for validation between epochs. The pre-training, as well as all following training, are conducted using TensorFlow [22]. With the novel double-masking approach and PF mask input, the employed frequency-domain MSE losses are defined as

$$J_t^{\text{AEC}} = \text{MSE}(E_t^{WB,\text{noisy}}(k'), S_t^{WB,\text{noisy}}(k')) \quad (4)$$

$$J_t^{\text{PF}} = \text{MSE}(S_t^{WB}(k'), S_t^{WB}(k')) \quad (5)$$

using $\text{MSE}(A_t(k'), B_t(k')) = \sum_{k \in K'} |A_t(k') - B_t(k')|^2$.

Here, $S_t^{WB,\text{noisy}}(k')$ is a noisy target containing NE speech and noise components. The losses are then averaged across all sequence frames $t$ yielding $\bar{J}_t^{\text{AEC}}$ and $\bar{J}_t^{\text{PF}}$. Followed by averaging over entries in the minibatch. In a first pre-training step we only train the AEC stage using $J_t^{\text{AEC}}$. In a second pre-training step, both AEC and PF are jointly trained using the weighted loss term ($\alpha = 0.25$)

$$J = \alpha J_t^{\text{AEC}} + (1 - \alpha)J_t^{\text{PF}}. \quad (6)$$

Both pre-training steps are conducted on WB data at $16 \text{ kHz}$ sample rate, with a sequence length of $L_{\text{pre}} = 50$ frames and mini-batch size $B = 16$. An Adam optimizer [21] is used with an initial learning rate of $1 \cdot 10^{-4}$, which is decreased by a factor 0.5 after 4 epochs of stagnating validation losses, down to a minimum of $1 \cdot 10^{-5}$.

3.2. Training: Wideband AEC and PF

The actual model training steps are now conducted on FB data using our proposed $48 \text{ kHz}$ DFT-based analysis/synthesis scheme as shown in Fig. [11] Again, AEC and PF are trained in two separate steps, now, however, on the ICASSP 2022 AEC Challenge synthetic FB dataset [24], further referenced as $D_{\text{syn}}$, which also consists of 10,000 files of 10s length. Compared to the pre-training dataset, $D_{\text{syn}}$ features more diversity, including speech-to-echo ratios (SERs) of $-25 \text{ dB}$ ... $40 \text{ dB}$, noisy far-end references, varying bandwidth of microphone signal components and echo delays up to $300 \text{ ms}$. Of this dataset, the first 500 files are not used in training and form the preliminary synthetic test set $D_{\text{syn}}^{\text{test, MS}}$ later used for BWE evaluation. The remaining files are split into 8,000 for training ($D_{\text{syn}}^{\text{train}}$) and 1,500 for validation between epochs ($D_{\text{syn}}^{\text{val}}$).

The training steps use a similar configuration as the pre-training steps. The first training step, tuning weights on the AEC stage, uses a sequence length of $L_{\text{train}} = 200$, due to limited GPU memory requiring a small mini-batch size of $B = 4$. This increased sequence length supports the AEC in learning time-context over longer periods. Furthermore, a time-domain logarithmic MSE loss is obtained for each entry in the mini-batch as (see small number)

$$J_{t - \text{logMSE}} = 10 \cdot \log(\varepsilon + \text{MSE}(s_{WB}^{\text{noisy}}(n'), s_{WB}^{\text{clean}}(n'))), \quad (7)$$

whereby MSE($\varepsilon$) sums over time instants $n'$ of the entire training sequence after synthesizing $s_{WB}^{\text{clean}}(n)$ through IDFT of $K$-length $S_t(n)$ (UB frequency bins are set to zero), synthesis windowing, and overlap-add of all frames $t \in \{1,...,L_{\text{train}}\}$.

The second training step again uses $L_{\text{train}} = 50$ and $B = 16$, but only adjusts weights within the PF stage. Based on the findings by Braun et al. [25], for this second training step we use magnitude-compressed (mC) and complex-compressed (cC) loss terms

$$J_t^{\text{mC}} = \text{MSE}(S_t(n), |S_t(n)|) \quad (8)$$

$$J_t^{\text{cC}} = \text{MSE}(|S_t(n)|^\epsilon \cdot |\hat{S}_t(n)|, |S_t(n)|^\epsilon \cdot |\hat{S}_t(n)|), \quad (9)$$

which are then averaged over a training sequence following

$$J^{\text{FC}} = 10 \cdot \log\left(1 + \frac{1}{L_{\text{train}}} \sum_{t \in \{1,...,L_{\text{train}}\}} J_t^{\text{mC}}\right), \quad (10)$$

where $J_t^{\text{FC}}$ represents either 8 or 9. We then combine both $J_t^{\text{mC}}$ and $J_t^{\text{cC}}$ to the final loss (with $\beta = 0.7$, chosen based on the optimal performance for the trained models achieved on $D_{\text{syn}}^{\text{test, MS}}$)

$$J^{\text{FC}} = (1 - \beta)J_t^{\text{mC}} + \beta J_t^{\text{FC}}. \quad (11)$$

3.3. Training: Fullband BWE

We perform BWE training as an independent task without any of the previous processing stages present, which allows us to execute this step independently of all previously mentioned training stages. Since $D_{\text{syn}}$ does not provide consistent FB speech material, we perform BWE training on the CSTR-VCTK dataset [29]. This dataset was recorded at $96 \text{ kHz}$ before being downsampled to $48 \text{ kHz}$ and features consistent high frequency components. A number of 10,000 files of 10s length on average are generated by concatenating 3 random speech utterances from the same speaker. The model was trained on this data using a custom amplitude spectrogram loss

$$J_{t - \text{BWE}} = \text{MSE}(|\hat{S}_t^{UB}(k)|, |S_t^{UB}(k)|), \quad (12)$$

that penalizes an overestimation in DFT bin $k$ by a factor

$$\delta_t(k) = \begin{cases} 2 & |\hat{S}_t^{UB}(k)| > |S_t^{UB}(k)| \\ 1 & \text{else} \end{cases} \quad (13)$$

Again, frame-based losses [22] are averaged over time and the logarithm is taken as in 10. The training configuration follows the previous steps, except for the initial learning rate being set to $1 \cdot 10^{-3}$. Since this DNN is much smaller than the AEC and PF FCRNs, we can afford to use entire files as training sequences, without limiting lengths to $L_{\text{train}}$. 
Table 1. Instrumental wideband ratings on the preliminary (VCTK) synthetic test set $D_{\text{syn},\text{VCTK}}^\text{train}$. Best results are marked in bold. Our proposed model is marked in bold. Values (50), (200) denote the sequence length (in frames) during AEC stage training.

| Method / Metric | PESQ | PESQ\textsubscript{BB} | ERL\textsubscript{BB} | ΔSNR\textsubscript{BB} |
|-----------------|------|------------------|-----------------|-----------------|
| Unprocessed     | 2.10 | N/A              | N/A             | N/A             |
| Baseline \cite{27} | 2.04 | 3.21             | 25.48           | 4.45            |
| Y²-Net FCRN \cite{10} (50) | 2.14 | 3.19             | 23.93           | 6.58            |
| Ours (50)       | \textbf{2.23} | 3.32             | \textbf{30.40} | \textbf{6.64}  |
| Ours (200)      | \textbf{2.20} | \textbf{3.44}    | 23.54           | 6.21            |
| Ours (200) -PF  | 1.96 | 4.09             | 8.19            | 1.93            |

Table 2. Instrumental ratings on the fullband preliminary synthetic test set $D_{\text{syn},\text{MS}}^\text{train}$, partly with omitted processing stages (-PF, -BWE). Asterisk-marked scores refer to signals limited to WB components.

| Method | POLQA | ViSQOL |
|--------|-------|--------|
| Unprocessed | 2.08/2.02* | 3.66/3.33* |
| Baseline \cite{27} | 2.35 | 3.59 |
| Ours (200) -PF -BWE | 2.35 | 3.55 |
| Ours (200) -BWE     | 2.34 | 3.61 |
| Ours (200)          | 2.36 | 3.71 |
| Ours (50)           | 2.29 | 3.65 |

4. RESULTS AND DISCUSSION

To evaluate our proposed system, we present three distinct tests. First, we compare our model against the ICASSP 2022 AEC Challenge baseline provided by Microsoft ("Baseline \cite{27}") and against our previous Y²-Net configuration ("Y²-Net FCRN \cite{10}″, trained using the same steps as our proposed model) on instrumental wideband metrics. PESQ \cite{28} is used to determine overall speech quality while the black-box metrics PESQ\textsubscript{BB}, ERL\textsubscript{BB}, and dSNR\textsubscript{BB} \cite{10,29} offer more information about NE speech component quality and echo suppression. The test set $D_{\text{syn},\text{VCTK}}$ contains 1000 files of double-talk scenarios that differ in speakers and echo characteristics from the training data. NE and FE speakers are both taken from the CSTR-VCTK dataset. The FE speaker signal is subject to non-linear distortion \cite{30} and convolved with a room impulse response generated using the image method \cite{31} to form the echo component at the microphone. Noise is added from the FB dataset of the ICASSP 2022 DNS Challenge \cite{27}. The SER is randomly chosen between -10 dB and 10 dB, and the SNR is chosen between 0 dB and 40 dB. In Table 1 we compare the baseline to three different models: our model as described (in bold), a version of it where the AEC training stage was disabled ($L_{\text{train}} = 50$), and $B = 16$ like all other stages, and a model trained with the same steps, but using the Y²-Net architecture and training targets. Our fully mask-based models outperform both baseline and Y²-Net. While both models show a similar overall performance on PESQ, the $L_{\text{train}} = 200$ model preserves NE speech quality (PESQ\textsubscript{BB}) better at the cost of less aggressive echo suppression, resulting in a lower ERL\textsubscript{BB} score.

The second test is conducted on the test set $D_{\text{syn},\text{MS}}^\text{test}$, defined in Section 3.2, and illustrates the effects of each processing stage on the overall FB speech quality measured using POLQA \cite{32} in super-wideband mode (32 kHz) and ViSQOL \cite{33} in audio-mode (48 kHz) to evaluate on the highest possible bandwidth. Table 2 shows that our proposed $L_{\text{train}} = 200$ model outperforms both the baseline and the

Table 3. Wideband ratings according to the instrumental AECMOS metric on the (blind) real test set $D_{\text{syn},\text{real}}^\text{train}$.

| Method | single-talk | double-talk |
|--------|-------------|-------------|
|        | FE | NE | FE | NE | mean |
| Unprocessed | 2.93 | 2.94 | 3.33 | 2.94 | 3.29 |
| Baseline \cite{27} | 4.48 | 3.90 | 4.50 | 1.86 | 3.69 |
| Ours (200) | \textbf{4.59} | \textbf{3.90} | 4.62 | 2.03 | \textbf{3.80} |

$L_{\text{train}} = 50$ model. An increase in speech quality can be observed after each stage, with a major improvement caused by the BWE stage. The differences are more significant on the ViSQOL metric since it emphasizes the loss of upper bands more than POLQA, as can be seen in the score difference between unprocessed data before and after applying a low-pass filter to remove all frequency components above 8 kHz (the latter marked by an asterisk).

Our final test in Table 3 reports the performance achieved on the final blind test set $D_{\text{syn},\text{real}}^\text{test}$ of the ICASSP 2022 Acoustic Echo Cancellation Challenge according to the instrumental AECMOS metric \cite{13}. $D_{\text{syn},\text{real}}$ consists of 800 files containing real-world recordings. Four scenarios are evaluated by predicting scores as they would be given in a subjective listening test: FE single-talk “echo DMOS” test (P831 \cite{34}), NE single-talk “MOS” test (P808), double-talk “echo DMOS” test (P831), and double-talk “other degradation DMOS” test (P831). For double-talk, the “echo DMOS” test will be labeled as “FE”, describing the echo annoyance. The “other degradation DMOS” test is dubbed as “NE”, describing quality of NE speech. More details can be found in \cite{13}. Please note that these estimations are only computed on the WB signal components, as AECMOS does not offer a FB mode. Our proposed model is able to achieve high scores on the FE metrics while maintaining NE single-talk quality without any degradation. In DT a degradation of the NE signal is observed, but to a significantly lower extent as for the baseline. Overall, our proposed model shows a mean improvement of 0.1 MOS points over the baseline with the further advantage of offering a bandwidth-scalable and modular approach.

5. CONCLUSIONS

In this work we present a modular and bandwidth-scalable model for acoustic echo cancellation and noise suppression, supporting wide-band up to fullband speech with a single DNN architecture for all sampling rates which only requires adaptation of the applied DFT size and swapping the weight set. The novel fully mask-based approach not only shows an improvement over our previously published Y²-Net architecture, but also outperforms the ICAASP 2022 Acoustic Echo Cancellation Challenge baseline by an average 0.1 MOS points on the respective challenge blind test set.

6. REFERENCES

[1] “Mandatory Speech Codec Speech Processing Functions: AMR Speech Codec; Transcoding Functions (3G TS 26.090),” 3GPP; TSG SA, Dec. 1999.

[2] “Speech Codec Speech Processing Functions: AMR Wideband Speech Codec; Transcoding Functions (3GPP TS 26.190, Re-lease 14),” 3GPP; TSG SA, Mar. 2017.

[3] H. Zhang, K. Tan, and D.L. Wang, “Deep Learning for Joint Acoustic Echo and Noise Cancellation with Nonlinear Distor-
R. Cutler, B. Nadari, M. Loide, S. Sootla, and A. Saabas, “Combining Adaptive Filtering and Complexity-Valued Deep Postfiltering for Acoustic Echo Cancellation,” in Proc. Interspeech, Brno, Czech Republic, June 2021, pp. 990–994.

M. Strake, B. Defraene, K. Fuyt, W. Tirry, and T. Fingscheidt, “Fully Convolutional Recurrent Networks for Speech Enhancement,” in Proc. ICASSP, Barcelona, Spain, May 2020, pp. 6674–6678.

J. Abel, E. Seidel, and T. Fingscheidt, “Enhancing the EVS Codec in Wideband Mode by Blind Artificial Bandwidth Extension to Superwideband,” in Proc. IWAENC, Tokyo, Japan, Sept. 2018, pp. 281–285.

M. Abadi et al., “TensorFlow: Large-Scale Machine Learning on Heterogeneous Distributed Systems,” arXiv:1603.04467, Mar. 2016.

D. P. Kingma and J. Ba, “Adam: A Method for Stochastic Optimization,” in Proc. ICLR, San Diego, USA, May 2015, pp. 1–15.

R. Cutler, A. Saabas, T. Parnamaa, M. Purin, H. Gamper, Sebastian Braun, Karsten Sorensen, and Robert Aichner, “ICASSP 2022 Acoustic Echo Cancellation Challenge,” in Proc. ICASSP (accepted for publ.), Singapore, May 2022.

S. Braun and I. Tashev, “A Consolidated View of Loss Functions for Supervised Deep Learning-Based Speech Enhancement,” in 44th International Conference on Telecommunications and Signal Processing (TSP), Brno, Czech Republic, 2021, pp. 72–76.

J. Yamagishi, C. Veaux, and K. MacDonald, “CSTR VCTK Corpus: English Multi-speaker Corpus for CSTR Voice Cloning Toolkit,” University of Edinburgh. The Centre for Speech Technology Research, 2017.

C. K. A. Reddy, H. Dubey, K. Koishida, A. Nair, V. Gopal, R. Cutler, S. Braun, H. Gamper, R. Aichner, and S. Srinivasan, “INTERSPEECH 2021 Deep Noise Suppression Challenge,” in Proc. Interspeech, Brno, Czech Republic, Oct. 2021, pp. 2796–2800.

ITU-T Rec. P.862.2 Corrigendum 1, Wideband Extension to Rec. P.862 for the Assessment of Wideband Telephone Networks and Speech Coders,” ITU-T, Oct. 2017.

T. Fingscheidt and S. Suhadi, “Quality Assessment of Speech Enhancement Systems by Separation of Enhanced Speech, Noise, and Echo,” in Proc. Interspeech, Antwerp, Belgium, Aug. 2007, pp. 818–821.

H. Zhang and D. Wang, “A Deep Learning Approach to Multi-Channel and Multi-Microphone Acoustic Echo Cancellation,” in Proc. Interspeech, Brno, Czech Republic, Oct. 2021, pp. 1139–1143.

J. B. Allen and D. A. Berkley, “Image Method for Efficiently Simulating Small-Room Acoustics,” The Journal of the Acoustical Society of America, vol. 65, no. 4, pp. 943–950, 1979.

ITU-T Rec. P.863, Perceptual Objective Listening Quality Assessment,” ITU-T, Jan. 2011.

M. Chinen, F. S. C. Lim, N. Gureev, F. O’Gorman, and A. Hines, “VISQOL v3: An Open Source Production Ready Objective Speech and Audio Metric,” in Proc. QoMEX, Athlone, Ireland, May 2020, pp. 1–6.

ITU-T Rec. P.831, Subjective Performance Evaluation of Network Echo Cancellers,” ITU-T, Dec. 1998.