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In this work, we study the classical and quantum properties of the unique commutative Lorentz-covariant connection for loop quantum gravity. This connection has been found after solving the second-class constraints inherited from the canonical analysis of the Holst action without the time-gauge. We show that it has the property of lying in the conjugacy class of a pure $su(2)$ connection, a result which enables one to construct the kinematical Hilbert space of the Lorentz-covariant theory in terms of the usual SU(2) spin-network states. Furthermore, we show that there is a unique Lorentz-covariant electric field, up to trivial and natural equivalence relations. The Lorentz-covariant electric field transforms under the adjoint action of the Lorentz group, and the associated Casimir operators are shown to be proportional to the area density. This gives a very interesting algebraic interpretation of the area. Finally, we show that the action of the surface operator on the Lorentz-covariant holonomies reproduces exactly the usual discrete SU(2) spectrum of time-gauge loop quantum gravity. In other words, the use of the time-gauge does not introduce anomalies in the quantum theory.
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I. INTRODUCTION

Canonical loop quantum gravity 1–3 is an attempt to quantize general relativity as a constrained Hamiltonian system, which takes as a starting point the first-order formulation of gravity in terms of connection and triad variables. The historical motivation for this choice was the observation by Sen 4 that working with a self-dual connection (which is a complex $sl(2, \mathbb{C})$ connection in the Lorentzian case) leads to a canonical theory which is free of second-class constraints, and features a Hamiltonian which is polynomial in the basic variables. Ashtekar 5 showed later on that the complex formulation of Sen can be reached from a canonical transformation on the phase space of general relativity, and investigated the canonical structure as well as the Poisson algebra of the theory. This work has opened an important road toward the canonical quantization of general relativity, as it constitutes the starting point of loop quantum gravity. However, it was soon realized that the reality conditions which are needed in order to recover the real phase space of general relativity are complicated to deal with at the quantum level. Up to now, no one knows how to impose properly these conditions in the quantum theory. Barbero 6 and Immirzi 7 have found a very nice alternative to address this problem. They suggested to work with a real $su(2)$ connection, the famous Ashtekar-Barbero connection, which can be obtained using a one-parameter family of canonical transformations on the complex phase space of the Ashtekar formulation of general relativity. In other words, such a canonical transformation makes the phase space real, and the fundamental configuration variable becomes a real $su(2)$ connection which depends on the so-called Barbero-Immirzi parameter labeling the canonical transformations. At the classical level,
this parameter is irrelevant if the matter Lagrangian does not contain fermions, and simply drops out of the equations of motion by virtue of Bianchi identities. However, at the quantum level, it appears explicitly in the spectra of geometric operators \[8,9\], and in the black hole entropy formula \[10–14\]. The status of this free parameter is still quite unclear, and many people have questioned its physical relevance \[15\].

Even if the introduction of the Ashtekar-Barbero connection has eliminated the question of the reality conditions, it has raised new problems. Let us mention two of them. The first one concerns the exact physical significance of the Barbero-Immirzi parameter, and the second one the Lorentz covariance of the Ashtekar-Barbero connection \[16\]. Indeed, the canonical transformation introduced by Barbero transforms the initial complex \(\mathfrak{sl}(2,\mathbb{C})\) connection into a real \(\mathfrak{su}(2)\) connection and, at the same time, turns the complex \(\mathfrak{sl}(2,\mathbb{C})\) symmetry algebra into an \(\mathfrak{su}(2)\) symmetry algebra. As a consequence, working with the Ashtekar-Barbero connection can be done only at the expense of losing the Lorentz covariance of the theory.

It is therefore natural to ask whether it is possible to find a Lorentz-covariant generalization of the Ashtekar-Barbero connection. This question is also very important because many central results of loop quantum gravity, like the discrete spectra of the geometrical operators, depend crucially on the fact that the symmetry algebra of the theory is \(\mathfrak{su}(2)\) and not \(\mathfrak{so}(3,1)\). What happens if one tries to quantize the manifestly Lorentz-invariant theory, i.e. without making any gauge choice at all? In particular, one can ask whether the predicted discreteness of the geometric operators \[8,9\] is an artifact of this gauge fixing or not. Indeed, it is \textit{a priori} not completely obvious that the discreteness of the quantum geometry at the kinematical level survives the presence a full Lorentz symmetry algebra. These aspects have already been discussed in a remarkable series of articles by Alexandrov and collaborators \[17–20\], and the purpose of this paper is to give a new look at them.

Our starting point is the Holst action \[21\], which is a first-order action for gravity leading to a canonical theory expressed in terms of the \(\mathfrak{su}(2)\) Ashtekar-Barbero connection. More precisely, the Holst action is by construction invariant under the Lorentz algebra, and to derive the canonical structure of \(\text{SU}(2)\) loop gravity starting from this action, one usually works in the so-called time-gauge. This choice corresponds to fixing the boost part of the action, thereby reducing the internal \(\mathfrak{so}(3,1)\) symmetry algebra to its rotational \(\mathfrak{su}(2)\) subalgebra. What happens if one does not gauge fix the theory and chooses to work with the full Lorentz symmetry? Naturally, one expects to find from the canonical analysis a candidate for a Lorentz generalization of the Ashtekar-Barbero connection. However, the Hamiltonian analysis of the Lorentz-covariant Holst action is technically quite involved, and much harder to perform when one does not consider the time-gauge. Furthermore, a natural Lorentz generalization of the Ashtekar-Barbero connection does not arise naturally from the canonical analysis, as opposed to what happens for the \(\mathfrak{su}(2)\) connection in the time-gauge. The main reason is that second-class constraints are present in the canonical analysis, revealing the fact that some of the degrees of freedom necessary to write an action principle are redundant. Apart from being nonphysical, these extra degrees of freedom are also not pure gauge, and they have to be removed for example by solving explicitly the second-class constraints \[22\]. In general, there are many different (but equivalent) parametrizations of the space of solutions to the second-class constraints, each leading to a particular parametrization of the physical phase space. These distinct parametrizations can potentially lead to different generalizations of the Ashtekar-Barbero connections, all of them being of course related to one another.

To our knowledge, three different roads have been explored to handle the second-class constraints inherited from the canonical analysis of the Holst action without any gauge fixing \[20,23,24\]. They lead to three different descriptions of the physical phase space.

Alexandrov did not solve the second-class constraints explicitly, but computed instead the Dirac bracket \[22\]. He has found a two-parameter family of Lorentz connections, but the drawback of
his approach is that the associated symplectic structure has a very complicated form. Indeed, the fundamental variables are a connection and its conjugate momentum, and the connection components are generically noncommuting variables. With a proper choice of the parameters entering the definition of this family of Lorentz-connections, it is possible to extract the unique commutative connection [20], which however does not transform properly under timelike diffeomorphisms. To obtain the right transformation property [25], another choice is possible for the two parameters, but in this case the connection is again noncommutative. The quantization of the noncommutative theory is very difficult to perform and so far no representation of the associated quantum algebra does exists. If one chooses to work with the commutative connection, the framework of Alexandrov is still quite complicated because it makes use of Dirac brackets which are not easy to handle. This is our motivation for solving the second-class constraints before building the commutative connection. Indeed, we will show that this simplifies the algebraic structure of the theory, and that it enables one to study the properties of the connection in greater details.

Barros e Sá was the first to solve the constraints explicitly and to give a parametrization of the phase space with a very simple symplectic structure and only first-class constraints. The problem of his approach, as emphasized by Alexandrov, is that this formalism is a priori not well suited to study Lorentz-covariant canonical gravity, because although the generators of the full Lorentz symmetry are still present, the Lorentz-covariant connection does not appear explicitly.

Cianfrani and Montani have proposed another resolution of the second-class constraints with, at the end, another parametrization of the physical phase space and a link with the work of Alexandrov.

This paper continues the work initiated in [26], and provides the detailed proof of the existence and uniqueness of the commutative Lorentz connection, together with the study of the quantum theory. It is based on the analysis of Barros e Sá, who followed the ideas of Peldan [27] to show that it is possible to solve the second-class appearing in the Holst action without the time-gauge. The resulting phase space is parametrized by two pairs of canonical variables, \((A, E)\) and \((\chi, \zeta)\), satisfying a set of 10 first-class constraints. The first pair is constituted by an \(\mathfrak{su}(2)\) generalization of the Ashtekar-Barbero connection and its conjugate momentum, and the second pair consists of two vectors with values in \(\mathbb{R}^3\). As a consequence, there is a priori no natural Lorentz connection in this phase space formulation. However, the theory is clearly invariant the Lorentz algebra, because six out of the ten first-class constraints generate the symmetries associated to the action of the Lorentz algebra. The four remaining constraints are the diffeomorphisms and the scalar constraints. Guided by the action of the Lorentz constraints on the fundamental variables, we found in [26] that there is a Lorentz connection hidden in the phase space given by Barros e Sá. More precisely, we showed that it is possible to construct an unique Lorentz connection which depends on the variables \(A\) and \(\chi\) only. It is important to mention that our connection should be equivalent to the commutative connection found in [20] by Alexandrov and Livine, even if we did not show the link explicitly. Our approach and that of Alexandrov are of course equivalent, the only difference being in the technical aspects. However, for reasons that will become explicit in the core of this paper, it seems to us that the present approach allows one to study the classical and quantum theories in a much simpler and transparent way. In this work, we also show that the unique commutative Lorentz connection is gauge equivalent to a pure \(\mathfrak{su}(2)\) connection. More precisely, there exists a pure boost \(B\) which maps the covariant connection to an \(\mathfrak{su}(2)\) connection. This boost is in fact the one which maps the parameter \(\chi\) to zero. Then, we construct the Lorentz-covariant “electric field” which also appears to be unique up to a natural equivalence relation. This electric field allows us to construct a Lorentz-covariant area of surfaces. The quantization of the theory in this framework turns out to be straightforward because of the simple form of the symplectic structure. Surprisingly, it is also possible to construct completely the kinematical Hilbert space and to compute the spectrum of the area operator. Physical states are a priori described in terms of Lorentz spin-networks, but they
reduce to \( \mathfrak{su}(2) \) spin-networks because of the property that we have mentioned above. Therefore, the physical Hilbert space is totally well-defined and there is no problem of divergences due to the noncompactness of the Lorentz group. We show that the area operator is Lorentz-invariant, and generalizes the standard area operator used in the time-gauge Ashtekar-Barbero theory. The action of this area operator on Lorentz spin-network states gives a spectrum which turns out to be the one obtained in the time-gauge. As a consequence, the discreteness of the area operator at the kinematical level in loop quantum gravity is not an artifact of the time-gauge. In other words, starting with Lorentz-invariant spin-network states and a Lorentz-invariant area operator leads to an \( \mathfrak{su}(2) \) like spectrum for the area operator at the kinematical level.

The outline of this work is the following. In the second section, we briefly recall the canonical analysis of first-order gravity with nonvanishing Barbero-Immirzi parameter. In particular, we give the expression of the constraints and the phase space variables once the second-class constraints have been solved. In the third section, we propose a physical interpretation for the variable \( \chi \), which allows us to introduce new variables with a clear geometrical meaning, and in terms of which we can demonstrate the existence of a unique one-form which is covariant under the action of the Lorentz group. In the fourth section, we show that it is possible to find a Lorentz boost which sends the unique Lorentz-covariant connection to a pure \( \mathfrak{su}(2) \) connection. Then, we use the same procedure we have used to construct the Lorentz-covariant connection, to find the covariant electric field. The Casimir operators associated to the electric field define kinematical observables and, surprisingly, we show that the two Casimir operators are proportional to the local Lorentz-invariant area. Finally, we construct the quantum theory and the Lorentz-invariant area operator of loop quantum gravity, and show that it acts on kinematical states to give the usual discrete SU(2) spectrum.

Notations are such that \( \mu, \nu, \ldots \) refer to spacetime indices, \( a, b, \ldots \) to spatial indices, \( I, J, \ldots \) to \( \mathfrak{so}(3, 1) \) indices, and \( i, j, \ldots \) to \( \mathfrak{su}(2) \) indices. We will assume that the four-dimensional spacetime manifold \( \mathcal{M} \) is topologically \( \Sigma \times \mathbb{R} \), where \( \Sigma \) is a three-dimensional manifold without boundaries.

II. FIRST ORDER LORENTZ-COVARIANT GRAVITY

In this section, we recall the main steps of the Hamiltonian analysis of the Lorentz-invariant Holst action without gauge fixing. In particular, we recall the structure of the algebra of constraints, and give the explicit solution to the second-class constraints, as well as the parametrization of the phase space that will serve as a starting point to build the Lorentz-covariant connection. This section relies mostly on the paper of Barros e Sá [24].

A. Hamiltonian formulation

Our starting point for this analysis is the Holst action [21], a generalized Hilbert-Palatini first-order action with nonvanishing Barbero-Immirzi parameter. In terms of the cotetrad \( e^I_\alpha(x) \) and the Lorentz connection one-form \( \omega^{IJ}_\alpha(x) \), the associated Lagrangian density is given by

\[
\mathcal{L}[e, \omega] = e^I \wedge e^J \wedge \star F_{IJ},
\]

where \( F[\omega] = d\omega + \omega \wedge \omega \) is the curvature two-form of the connection \( \omega \), and \( \star \) is the usual Hodge dual operator in the Lie algebra \( \mathfrak{so}(3, 1) \), whose definition is recalled in appendix A. For each \( \gamma \neq 0 \), we have defined the endomorphism

\[
\mathfrak{so}(3, 1) \rightarrow \mathfrak{so}(3, 1) \quad \xi \mapsto \gamma^I \xi = (1 - \gamma^{-1} \star) \xi.
\]
This map is invertible provided that $\gamma^2 \neq -1$, and its inverse is given by the relation

$$\xi = \frac{\gamma^2}{1 + \gamma^2} (1 + \gamma^{-1} \star) \gamma \xi.$$ 

When $\gamma^2 = -1$, this map is a projection onto the self-dual or anti self-dual subalgebra of $\mathfrak{so}(3,1)$. It is well known that the Holst action is equivalent to the Hilbert-Palatini action, and, if the cotetrad is not degenerate (i.e. if its determinant is different from zero), it is equivalent to the Einstein-Hilbert action and the Barbero-Immirzi parameter $\gamma$ drops out of the action by virtue of the Bianchi identities.

Now, we are interested in the canonical analysis of the Holst Lagrangian. For this purpose, we perform a 3 + 1 decomposition on the temporal and spatial indices. A few calculations lead to the following canonical expression:

$$\mathcal{L}[\epsilon, \omega] = (^{(\gamma)}\pi^a_{IJ} \dot{\omega}^{IJ} - g^{IJ} \mathcal{G}_{IJ} - N \mathcal{H} - N^a \mathcal{H}_a, \quad (2.1)$$

where we have introduced the Lagrange multiplier $g^{IJ} \equiv -\omega^I_0$, the lapse $N$, and the shift $N^a$, enforcing respectively the Gauss, Hamiltonian, and diffeomorphism constraints

$$\mathcal{G}_{IJ} = D_a (^{(\gamma)}\pi^a_{IJ}), \quad \mathcal{H} = \pi^0_{IKL} \pi^{bK} (^{(\gamma)}F_{ab})^J, \quad \mathcal{H}_a = \pi^b_{IJ} (^{(\gamma)}F_{ab}). \quad (2.2)$$

As usual, $\dot{\omega} = \partial_\omega$ holds for the time derivative of $\omega$. These constraints are expressed in terms of the spatial connection components $\omega^a_{IJ}$, and the canonical momenta defined by

$$\pi^a_{IJ} \equiv \frac{\delta \mathcal{L}}{\delta (^{(\gamma)}\dot{\omega}^{IJ})} = \epsilon_{IKL} e^b_K e^L_c.$$ 

Since $\pi^a_{IJ} = -\pi^a_{IJ}$ has 18 components, and the cotetrad has only 12 independent components, we need to impose 6 primary constraints of the form

$$C^{ab} = \epsilon^{IJKL} \pi^a_{IJ} \pi^b_{KL} \approx 0, \quad (2.3)$$

in order to parametrize the space of momenta in terms of the variables $\pi^a_{IJ}$ instead of the cotetrad. As a result, classically, it is equivalent to work with the 12 components $e^a_I$, or with the 18 components $\pi^a_{IJ}$ constrained by the 6 equations $C^{ab} \approx 0$. As a consequence of this procedure, the nonphysical Hamiltonian phase space is now parametrized by the pair of canonically conjugated variables $(\omega^a_{IJ}, \pi^a_{IJ})$, with the set of constraints (2.2) to which we add $C^{ab} \approx 0$.

We can now write down the expression of the total Hamiltonian,

$$\mathcal{H}_{tot} \equiv \pi^a_{IJ} (^{(\gamma)}\dot{\omega}^{IJ} - \mathcal{L} = g^{IJ} \mathcal{G}_{IJ} + N \mathcal{H} + N^a \mathcal{H}_a + c_{ab} C^{ab} \quad (2.4)$$

where $c_{ab} = -c_{ba}$ are Lagrange multipliers. The Poisson bracket is given by

$$\{ \omega^I_a(x), (^{(\gamma)}\pi^b_{KL}(y) \} = \{ (^{(\gamma)}\omega^I_a(x), (^{(\gamma)}\pi^b_{KL}(y) \} = \delta^b_a (\delta^{I}_K \delta^{J}_L - \delta^{J}_K \delta^{I}_L) \delta^b (x - y).$$

Since we choose to work with the fundamental variables $(^{(\gamma)}\omega, \pi)$, we need to express the constraints in terms of these variables uniquely. To do so, it is sufficient to give the expression of the curvature $F[\omega]$ in terms of $(^{(\gamma)}\omega)$, that is

$$(^{(\gamma)}F^{IJ}_{ab} = \partial_a (^{(\gamma)}\omega^I_b) + \gamma^2 \left[ (^{(\gamma)}\omega^I_{[aK} (^{(\gamma)}\omega^J_{b]} + \frac{1}{\gamma} \star \left( (^{(\gamma)}\omega^I_{[aK} (^{(\gamma)}\omega^J_{b]} \right) \right].$$

This closes the first step of the canonical analysis, namely, the description of the fundamental variables, and the definition of the Poisson bracket and the primary constraints. The next step is the constraint analysis.
B. Constraint analysis

The constraint analysis of the Hamiltonian \([24]\) is rather standard, and has been performed for the Hilbert-Palatini and the Holst action respectively in \([27]\) and \([24]\). Here we will not reproduce all the steps, but only focus on the second-class constraints and their resolution.

The Hamiltonian theory that we have constructed in the previous subsection is described by the 18 components \(\omega_{aIJ}^{ij}\) of the \(so(3,1)\) connection, and the 18 components \(\pi_{aIJ}^{ij}\). These variables are constrained to satisfy the 16 algebraic relations \([22]\) and \([23]\). It is therefore straightforward to realize that in order to recover the 4 phase space degrees of freedom (per spacetime points) of gravity, the theory needs to have secondary constraints, which in addition have to be second-class. This is indeed the case. To understand how this comes about, notice that the algebra of constraints fails to close because the scalar constraint \(H\) does not commute weakly with the simplicity constraint \(C^{ab}\). In fact, their Poisson bracket generates the 6 additional secondary constraints

\[
D^{ab} = \pi_{iJ}^{ij} \left( \pi_{aIK}^{ij} D_{iK}^{bJ} + \pi_{bIK}^{ij} D_{iK}^{aJ} \right) \approx 0.
\]

After this step, the Dirac algorithm closes, and there are no tertiary constraints \([18, 24, 27]\).

Now, one has to make the separation between first-class and second-class constraints. To do so, one computes the Dirac matrix, whose components are given by the Poisson brackets \(\{\phi_1, \phi_2\}\) between any pair of constraints \((\phi_1, \phi_2)\). The dimension of this matrix is \(22 \times 22\), but it is rather immediate to show that its kernel is 10-dimensional. Physically, this means that among the 22 constraints \(H, H_a, G_{iJ}, C^{ab}\), and \(D^{ab}\), 10 are first-class, and the remaining 12 are second-class. Moreover, one can check that \(C^{ab} \approx 0\) and \(D^{ab} \approx 0\) form a set of second-class constraints. Since the constraints \([22]\) are first-class (up to the previous second-class constraints), they generate the symmetries of the theory, namely, the spacetime diffeomorphisms and the Lorentz gauge symmetry.

We have now 18 connection components and 18 conjugate momenta, the 10 first-class constraints \(G_{iJ}, H, H_a\) (generating 10 additional gauge symmetries), and the 12 second-class constraints \(C^{ab}\) and \(D^{ab}\). We are indeed left with 4 phase space degrees of freedom per spatial point.

C. Solving the second-class constraints

Now that we have clarified the canonical structure of the theory and identified the second-class constraints, we have to solve them explicitly, or implement them in the symplectic structure by using the Dirac bracket. Our point of view is that the formalism is more transparent and close to the physical intuition if we solve the second-class constraints instead of computing the Dirac bracket.

Following the idea of Peldan \([27]\), Barros e Sá solves the constraints by setting

\[
\pi_{0i}^a = \frac{1}{2} E_i^a, \quad \pi_{ij}^a = \frac{1}{2} E_i^a \chi_j, \quad (2.5)
\]

where \(\chi^i = -e_i^0/e_0^0\) encodes the deviation of the normal to the hypersurfaces from the time direction \([24]\). In the time-gauge, this field is set to zero, and the field \(E_i^a\) corresponds to the usual densitized triad of loop gravity. If we plug the solution \([2.5]\) into the canonical term of the Lagrangian \([2.1]\), the upshot is

\[
(\gamma) \pi_{iJ}^a \omega^i J_a = E_i^a \dot{A}_a^i + \zeta^i \dot{\chi}_i,
\]

where

\[
A_a^i = (\gamma) \omega_a^{0i} + (\gamma) \omega_a^{ij} \chi_j, \quad \zeta^i = (\gamma) \omega_a^{ij} E_j^a. \quad (2.6)
\]
This shows that the phase space can be parametrized by the two pairs of canonical variables \((A^a_i, E^a_i)\) and \((\chi^i, \zeta^i)\), their Poisson bracket being given by
\[
\{A^a_i(x), E^b_j(y)\} = \delta^a_j \delta^b_i \delta^3(x - y), \quad \{\chi^i(x), \zeta^j(y)\} = \delta^i_j \delta^3(x - y).
\] (2.7)

As a remark, notice that if we work in the time-gauge (i.e. set \(\chi = 0\)), the variable
\[
A^a_i = (\gamma) \omega^{0i}_a = (1 - \gamma^{-1}*) \omega^{0i}_a
\] coincides with the standard Ashtekar-Barbero connection.

The last step is now to express the first-class constraints (2.2) in terms of the new phase space variables (2.7). To do so, one has to invert the relation (2.6), which can be done by writing
\[
\gamma \omega^{0i}_a = A^i_a - (\gamma) \omega^{ij}_a \chi^j,
\]
where \(E^a_i\) is the inverse of \(E^a_i\), and \(Q^{ij}_a = Q^{ji}_a\) has a vanishing action on \(E^a_i\). Barros e Sá has derived the explicit expression of the remaining constraints in terms of the variables (2.7). As we only need the diffeomorphism and Lorentz constraints in this work, we will not give the expression of the Hamiltonian constraint, which is rather complicated.

To give the expression of these constraints, we introduce a vectorial notation which consists in identifying the variables of the type \(X^i\) with vectors in \(\mathbb{R}^3\). The contraction of internal Lie algebra indices reduces to scalar products in \(\mathbb{R}^3\). As a result, the vector constraint \(H_a\) takes the smeread form
\[
H_a(N^a) = \int d^3 x \; N^a \left[ E^b \cdot \partial_a A_b + \zeta \cdot \partial_a \chi + \frac{\gamma^2}{1 + \gamma^2} \left[ (E^b \cdot A_b)(A_a \cdot \chi) - (E^b \cdot A_b)(A_b \cdot \chi) ight. \right.
\]
\[
+ (A_a \cdot \chi)(\zeta \cdot \chi) - (A_a \cdot \zeta) + \frac{1}{\gamma} \left( E^b \cdot (A_b \wedge A_a) + \zeta \cdot (\chi \wedge A_a) \right) \left. \right] \right].
\] (2.8)

The Lorentz constraint \(G_{I,J}\) can be split between its boost part \(B_i \equiv G_{0i}\), and its rotational part \(R_i \equiv (1/2) \epsilon_{ijk} G_{jk}\). These two constraints are given by
\[
B(u) = \int d^3 x \left[ -\partial_a u \cdot \left( E^a - \frac{1}{\gamma} \chi \wedge E^a \right) - u \cdot (\chi \wedge E^a) \wedge A_a - u \cdot \chi + (\zeta \cdot \chi)(\chi \cdot u) \right],
\] (2.9a)
\[
R(v) = \int d^3 x \left[ \partial_a v \cdot \left( \chi \wedge E^a + \frac{1}{\gamma} E^a \right) + v \cdot (A_a \wedge E^a - \zeta \wedge \chi) \right].
\] (2.9b)

At this level, one can check for consistency that this is indeed the Lorentz algebra, since we have the relations (see appendix [13])
\[
\{B(u_1), B(u_2)\} = -R(u_1 \wedge u_2),
\]
\[
\{R(v_1), R(v_2)\} = R(v_1 \wedge v_2),
\]
\[
\{B(u_1), R(v_2)\} = B(u_1 \wedge v_2).
\]

Now our task is to use the phase space variables (2.7) to build a connection that transforms properly under the boosts and rotations (2.9).

Before going into further details, let us finish this section by quickly analyzing what happens when the time-gauge is imposed. To work with the time-gauge, we impose the condition \(\chi \approx 0\), which has to be interpreted as a new constraint in the theory. It is clear that this constraint, together with the boost generator, form a set of second-class constraints, that we can solve explicitly by taking \(\chi = 0\) and \(\zeta = \partial_a E^a\). By doing so, the variables \((\chi, \zeta)\) are eliminated from the theory, and we see from the expression (2.6) that \(A\) becomes the standard Ashtekar-Barbero connection. In other words, we recover the usual \(su(2)\) theory.
Our goal is to build a Lorentz-covariant connection \( A \) which depends only on the variables \( A \) and \( \chi \). There are two natural reasons to make such a choice. The first one is technical, as we would like to build a connection which is commutative with respect to the Poisson bracket, in order to have a chance to construct at least the kinematical Hilbert space following the techniques of usual loop quantum gravity. The second reason is more conceptual, and relies on the fact that it is possible to interpret \( \chi \) as a connection variable instead of a cotetrad component. The argument to see how \( \chi \) can be interpreted as a Lorentz connection is very simple, and is based on the Lorentz invariance of the first-order Hilbert-Palatini action \( S[e, \omega] \). Indeed, this invariance allows one to establish the trivial identity

\[
S[e, \omega] = S[B(\chi)\tilde{e}, \omega] = S[\tilde{e}, \tilde{\omega}],
\]

where the action \( S[e, \omega] \) is expressed in terms of the non time-gauge cotetrad \( e \), and the Lorentz connection \( \omega \), and the action \( S[\tilde{e}, \tilde{\omega}] \) is expressed in terms of the time-gauge cotetrad \( \tilde{e} \), and the boosted connection

\[
\tilde{\omega} \equiv B \triangleright \omega = B^{-1}\omega B + B^{-1}dB.
\]

Here, \( B \equiv B(\chi) \) is the unique boost which sends \( e \) to \( \tilde{e} \). It is clear that \( B \) depends only on the variable \( \chi \). Because of identity (3.1), it is equivalent to interpret \( \chi \) as a cotetrad component, or as a connection variable entering the definition of the Hilbert-Palatini action \( S[\tilde{e}, \tilde{\omega}] \). This argument has to be clarified, and this is exactly what we are going to do in this section.

More precisely, we are going to recall the status of the phase space variables that we are left with after solving the second-class constraints with the procedure of Barros e Sá. In the first subsection, we will clearly show how \( \chi \) can be interpreted as a boost parameter, as we expect from the previous argument. In the second subsection, we are going to suggest a general form for the Lorentz connection, and then show how it can be uniquely determined with the requirement of covariance under the action of the rotations and the boosts. In fact, we will establish an even stronger statement, by showing that the condition of covariance under the boosts is enough to determine uniquely the Lorentz-covariant connection, which is then automatically transformed in a covariant manner under the action of the rotations.

### A. Basic variables

Two natural pairs of canonical variables, \((A, E)\) and \((\chi, \zeta)\), have emerged from the canonical analysis performed by Barros e Sá. In this section, we will be interested only in the connection variables \( A \) and \( \chi \), which are chosen to be the configuration variables, and we will postpone the discussion concerning the momentum variables \( E \) and \( \zeta \) to section [V].

In order to understand the physical interpretation of the configuration variables \( A \) and \( \chi \), let us first look at their transformation under the action of the boosts and rotations. Using the results given in appendix [C] we have

\[
\{B(u), A\} = du - \frac{1}{\gamma}du \wedge \chi - (u \wedge A) \wedge \chi,
\]

\[
\{B(u), \chi\} = u - (u \cdot \chi)\chi,
\]

\[
\{R(v), A\} = \chi \wedge dv - \frac{1}{\gamma}dv + A \wedge v,
\]

\[
\{R(v), \chi\} = \chi \wedge v.
\]
If the time-gauge is not imposed, one cannot interpret the connection variable $A$ as the rotational component of a Lorentz connection. In fact, it is not even clear that one could find an interesting physical interpretation for this variable. On the contrary, it seems that although $A$ is a good technical variable to solve the second-class constraints, and to describe the physical phase space of gravity without second-class constraints, it is not a good physical variable out of which one could extract physical informations. In the next subsections, we are going to show what the “good” and unique physical connection is.

Likewise, the status of the variable $\chi$ is a priori quite unclear. The main reason for this is that it transforms in a nonlinear way under the action of boosts. This makes the geometrical interpretation of $\chi$ rather obscure, and leads to technical difficulties when handling the algebra of constraints. In fact, this difficulty can be solved quite easily because, up to a normalization factor that we are going to precise right after, $\chi$ can be interpreted as the spatial component of a four-vector $Y$, which transforms linearly under the action of the boost generators.

To see this, notice that the time-time component $g_{00}$ of the spacetime metric $g_{\mu\nu} = \epsilon_\mu^I \eta_{IJ} \epsilon_\nu^J$, can be expressed in terms of $\chi^i = -\epsilon^i_0 / \epsilon_0^0$ as

$$g_{00} = (\epsilon^0_0)^2 (1 - \chi^2),$$

which implies that $\chi^2 \leq 1$. As a consequence, $\chi$ cannot be directly interpreted as the spatial component $Y \in \mathbb{R}^3$ of a four-vector $V = (T, Y)$, with $T \in \mathbb{R}$, because the spatial norm $Y^2$ of any four-vector is not Lorentz-invariant. However, if $V$ is a timelike vector of unit norm, then $T^2 - Y^2 = 1$, and $\chi$ can be interpreted as its velocity $Y/T$. In that case, the inequality $\chi^2 \leq 1$ makes sense because $1 - \chi^2 = 1/T^2 \leq 1$ is a Lorentz-invariant inequality. For this reason, we perform the change of variables

$$\chi \rightarrow Y \equiv T \chi,$$

where

$$T = \sqrt{1 + Y^2} = \frac{1}{\sqrt{1 - \chi^2}}.$$

With these variables, the action of the boosts and the rotations simplifies, and is given by

$$\{B(u), T\} = Y \cdot u, \quad \{B(u), Y\} = Tu, \quad \{R(u), T\} = 0, \quad \{R(u), Y\} = Y \wedge v.$$

Therefore, we can build with the scalar $T$ and the three-vector $Y$, a timelike four-vector $V = (T, Y)$ of unit norm, on which the Lorentz group acts linearly. In matricial notations, we have

$$(T, Y) \begin{pmatrix} 0 & u^T \\ u & v \end{pmatrix} = (Y \cdot u, Tu + Y \wedge v).$$

Here, we have associated to any vector $v = (v_1, v_2, v_3) \in \mathbb{R}^3$ the three-dimensional antisymmetric rotational matrix $v \cdot$ (see appendix AI). As a consequence, the vector $\chi$ is naturally associated to a boost $B(\chi)$. This latter is uniquely defined by the relation

$$(T, Y) = B(\chi)(1, 0),$$

and given in the four-dimensional vectorial representation by the block matrix

$$B(\chi) = \begin{pmatrix} T & \frac{Y^T}{Y \cdot T + 1} \\ Y & 1 + \frac{1}{T + 1} (Y \cdot Y^T) \end{pmatrix}.$$
Before studying the connection variable $A$ in detail, let us finish the study of the variable $\chi$ with a discussion concerning its conjugate momentum $\zeta$. We have found with geometrical arguments that the variable $Y$ is more appropriate than the original variable $\chi$, but the problem is that $\zeta$ is not conjugated to $Y$ in the sense of the Poisson bracket. Therefore, we would like to find a new variable $Z$ which is conjugated to $Y$. In other words, we are looking for a canonical transformation which maps the initial pair of variables $(\chi, \zeta)$, to a new pair of variables $(Y, Z)$ with clear geometrical interpretation. As one can see from the expression (2.9) of the boost and rotation generators, the natural candidate for $Z$ turns out to be

$$Z \equiv \frac{1}{T}(\zeta - (\zeta \cdot \chi)), $$

because the $\zeta$-dependent parts of $B(u)$ and $R(v)$ can, respectively, be written very simply in terms of $Z$ as

$$- \int d^3x \, T u \cdot Z, \quad \text{and} \quad - \int d^3x \, Z \wedge Y.$$ 

One can see that $Z$ is canonically conjugated to $Y$, since their Poisson brackets are given by

$$\{Y_i(x), Z^j(y)\} = \delta_i^j \delta^3(x - y), \quad \{Y_i(x), Y_j(y)\} = 0, \quad \{Z^i(x), Z^j(y)\} = 0.$$ 

If one can interpret $Y$ as the spatial component of a four-vector $V = (T, Y)$ according to the previous considerations, it is not the case for its conjugate momentum $Z$. Indeed, $Z$ transforms as a vector under the action of the rotations, but its transformation law under the boosts is much more complicated, and involves the variable $E$. For this reason, it is very difficult to find a geometrical interpretation for $Z$, as we did for $Y$.

### B. General form of the Lorentz connection $A$

Now we address the problem of finding a Lorentz-covariant connection for canonical gravity. More precisely, we give in this subsection the general form of a Lorentz connection which depends only on $A$ and $\chi$. Before doing so, we are going to recall the equations that a connection has to satisfy in order to have the property of Lorentz covariance.

A general Lorentz connection $A$ possesses two components. In terms of the boost and rotational components $B_A$ and $R_A$, it can be written as

$$A = B^i_A J_i + R^i_A J_i,$$

where the basis $(J_i, P_i)$ with $i \in \{1, 2, 3\}$ of the Lorenz algebra $so(3, 1)$ has been defined in appendix \[A.1\]. Depending on whether we are considering the abstract Lie algebra element, the vectorial or the spinorial representation, $B_A$ and $R_A$ will refer to elements of $so(3, 1)$, vectors in $\mathbb{R}^3$, or two-dimensional complex and traceless matrices. Therefore, we choose the same notation for these three different interpretations, but the appropriate meaning will always be clear from the context.

With these notations, $A$ is a Lorentz connection if it satisfies the condition

$$\{B(u) + R(v), A\} = du + R_A \wedge u + B_A \wedge v + dv + R_A \wedge v - B_A \wedge u.$$ 

Here we have identified the components of $A$ with vectors in $\mathbb{R}^3$. Therefore, we require the boost and rotation parts to transform respectively as

$$\begin{align}
\{B(u) + R(v), B^i_A\} &= du + R_A \wedge u + B_A \wedge v = du - u R_A - v B_A, \\
\{B(u) + R(v), R^i_A\} &= dv + R_A \wedge v - B_A \wedge u = dv - v R_A + u B_A.
\end{align} \quad (3.2a, b)$$
Now, our problem consists in finding the general solution of these covariant equations. Each of the two components can be identified with one-forms taking values in \( \mathbb{R}^3 \). Therefore, our problem reduces to finding two \( \mathbb{R}^3 \)-valued one-forms which depends only on \( A \) and \( \chi \). For the reasons that have been invoked in the previous subsection, we are going to look for a connection that depends on \( A \) and \( Y \) (instead of \( \chi \)).

We have two natural \( \mathbb{R}^3 \)-valued one-forms at our disposal: the variable \( A \) itself, and the exterior derivative \( dY \) of the vector \( Y \). As a consequence, the general solution for \( B^A \) or \( \mathcal{R}A \), generically denoted \( B, \mathcal{R}A \), is necessarily of the form

\[
B, \mathcal{R}A = MA + NdY,
\]

where \( M \) and \( N \) are two \( 3 \times 3 \) matrices. The only matrices that we can construct from \( Y \) and \( A \), are \( Y \) itself, and any power \( Y^\alpha \), where \( \alpha \) can be \textit{a priori} any real number. However, as one can see from the characteristic polynomial

\[
Y^3 + Y^2\tilde{Y} = 0 \quad \text{(3.3)}
\]

where \( Y^2 = Y^iY_i \) is the square norm of the vector \( Y \), the matrix \( \tilde{Y} \) is not invertible, and admits purely imaginary nontrivial eigenvalues. This shows that we cannot consider any arbitrary real power \( Y^\alpha \). The exponent \( \alpha \) must be nonnegative, and also an integer in order to have a connection with values in \( \mathbb{R}^3 \) and not in \( \mathbb{C}^3 \). In summary, because of the form of the characteristic polynomial \( (3.3) \), it turns out that the most general \( \mathbb{R}^3 \)-valued one-form can be written as

\[
B, \mathcal{R}A = (a_0 + a_1Y + a_2Y^2)A + (b_0 + b_1Y + b_2Y^2)dY \quad \text{(3.4)}
\]

where \( a_i \) and \( b_i \) are \textit{a priori} functions of the coordinates \( Y_i \) only. Using the standard properties of the matrices \( Y \) and \( Y^2 \), one can write the previous expression for the components of the connection as

\[
B, \mathcal{R}A = \tilde{a}_0A + a_1Y \wedge A + \tilde{b}_0dY + b_1Y \wedge dY + (a_2(A \cdot Y) + b_2(Y \cdot dY))Y \quad \text{(3.5)}
\]

where \( \tilde{a}_0 = a_0 - a_2Y^2 \) and \( \tilde{b}_0 = b_0 - b_2Y^2 \).

Now, we can look for a Lorentz-covariant connection \( \mathcal{A} \) admitting a pure boost component \( B^A \) and a pure rotational component \( \mathcal{R}A \), both being of the form \( (3.4) \).

### C. Covariance under the rotations

The condition of covariance under the action of the rotations implies that \( B, \mathcal{R}A \) has to satisfy

\[
\{ \mathcal{R}(v), B, \mathcal{R}A \} = Hv \cdot v - v \cdot B, \mathcal{R}A \quad \text{(3.6)}
\]

where the constant \( H \) has to be \( H = 0 \) for \( B^A \), and \( H = 1 \) for \( \mathcal{R}A \). To show if this is possible, we compute the action of the generator of the rotations on the form \( (3.4) \) of \( B, \mathcal{R}A \).

One can immediately see that the coefficients \( a_i \) and \( b_i \) must be invariant under the action of the rotations, otherwise there would be no nontrivial solution to equation \( (3.6) \). As a consequence, we will impose from now that these coefficients are functions of the variable \( T \) only. With this condition, and using the formulas given in appendix \( \text{[C]} \) the action of the rotations on \( B, \mathcal{R}A \) turns out to be

\[
\{ \mathcal{R}(v), B, \mathcal{R}A \} = \left( a_1[Y, v] + a_2[Y^2, v] \right)A + \left( b_1[Y, v] + b_2[Y^2, v] \right)dY + \left( a_0 + a_1Y + a_2Y^2 \right)\left( \frac{1}{\gamma}dv + \frac{1}{T}Ydv - v \cdot A \right) + \left( b_0 + b_1Y + b_2Y^2 \right)\left( -v \cdot dY + Ydv \right).
\]
After some straightforward calculations, one ends up with the expression
\[
\{ \mathcal{R}(v), B^\mathcal{R}A \} = \left( -\frac{a_0}{\gamma} + \left( \frac{a_0}{T} - \frac{a_1}{\beta} - \frac{a_2}{T} Y^2 + b_0 - b_2 Y^2 \right) Y + \left( \frac{a_1}{T} - \frac{a_2}{\gamma} + b_1 \right) Y^2 \right) dv \\
- \frac{\gamma}{\beta} \left( a_0 + a_1 Y + a_2 Y^2 \right) A - \frac{\gamma}{\beta} \left( b_0 + b_1 Y + b_2 Y^2 \right).
\]
We have used the characteristic equation \( Y_3 + Y_2 Y = 0 \) to get this result. From this, it is immediate to see that the covariance under rotations (3.6) holds if and only if the coefficients entering in the definition of \( B^\mathcal{R}A \) satisfy the relations
\[
-\frac{a_1}{\gamma} + \frac{a_0}{T} - \frac{a_2}{T} Y^2 + b_0 - b_2 Y^2 = 0, \quad \text{and} \quad -\frac{a_2}{\gamma} + \frac{a_1}{T} + b_1 = 0, \quad (3.7)
\]
together with
\[
-\frac{a_0}{\gamma} = H. \quad (3.8)
\]
Therefore, in order to have the right transformation property, i.e. equation (3.2), we need to set \( a_0 = -\gamma \) for the component \( \mathcal{R}A \), and \( a_0 = 0 \) for the component \( B^\mathcal{R}A \) (if \( \gamma \neq \infty \)). As a consequence, the parameters \( a_i \) are completely fixed in terms of the parameters \( b_i \). We see that the requirement of covariance under the rotations fixes six parameters out of the 12 that were introduced initially in the definition of \( B^\mathcal{R}A \).

**D. Covariance under the boosts**

Studying the covariance under the action of the boost generator is much more involved than studying the covariance under the rotations. The reason for this is simple: the action of the boost generator \( B(u) \) on the phase space variables is complicated (see appendix C). It is nonetheless possible to solve this problem, and we are going to show that the requirement of the covariance under the boosts determines uniquely the Lorentz connection \( A \). As the calculations are long, we will proceed in two steps for the sake of clarity. First, we will show that the rotational and boost components of the connection each depend on two real parameters. Then, we will show that the requirement of Lorentz covariance fixes uniquely these parameters to values that depend on the Immirzi-Barbero parameter \( \gamma \) only.

We start with the general expression (3.5) of the connection \( A \). The condition of covariance of the components \( B^\mathcal{R}A \) under the boosts is
\[
\{ B(u), B^\mathcal{R}A \} = (1 - H)du + (2H - 1)\mathcal{R}B^\mathcal{R}A.
\]
Here, we have used the same notation as in equation (3.6), where \( H = 0 \) (respectively \( H = 1 \)) when \( B(u) \) acts on the boost (respectively rotational) component of \( A \). Before going into further details, it is interesting to note that, contrary to the previous case, the requirement of covariance under the boosts mixes the boost and rotational components of the Lorentz connection.

*First step: the two-parameter family*

Using the results given in appendix C it is long but straightforward to show that
\[
\{ B(u), B^\mathcal{R}A \} = \left( \tilde{a}_0 + \tilde{b}_0 - \frac{Y^2}{\gamma T} a_1 \right) du + Y + Z \quad (3.9)
\]
where $\mathcal{Y}$ is a one-form with a “good shape”:

$$
\mathcal{Y} = a_1 T u \wedge A + b_1 T u \wedge dY - \left( a_1 \frac{A \cdot Y}{T} + b_1 dT \right) u \wedge Y \\
+ (Y \cdot u) \left( \tilde{a}_0 - \tilde{a}_0 \right) A + a_2 T (A \cdot u) Y + (Y \cdot u) \tilde{b}_0 dY + b_2 T (dY \cdot u) Y,
$$

(3.10)

and $\mathcal{Z}$ is a one-form with a “bad shape”:

$$
\mathcal{Z} = (Y \cdot u) \left( a'_1 - \frac{a_1}{T} \right) Y \wedge A + (Y \cdot u) b'_1 Y \wedge dY + \left( a_1 + \frac{\tilde{a}_0}{\gamma T} + b_1 T \right) Y \wedge d\dot{u} \\
+ \left( a'_2 (Y \cdot u) (A \cdot Y) + (Y \cdot u) (b'_2 (Y \cdot dY) + b_2 dT) + \frac{a_1}{\gamma T} + a_2 + b_2 T \right) (d\dot{u} \cdot Y) Y \\
+ \left( (A \cdot Y) \left( \frac{\tilde{a}_0}{T} + a_2 T + \tilde{b}_0 dT + b_2 T (Y \cdot dY) \right) u. \\
$$

The “good shape” part of (3.9) regroups all the terms appearing in the expansion of $\pm u \mathcal{BRA}$. On the contrary, the “bad shape” part regroups all the terms that cannot arise from the expansion of $\pm u \mathcal{BRA}$. As a consequence, for the connection to satisfy the property of covariance under the boosts, the term $\mathcal{Z}$ has to vanish. Thus, each independent term in $\mathcal{Z}$ has to vanish. Because of the fact that $Y \cdot dY = T dT$ (which is a consequence of the “mass-shell” relation $T^2 - Y^2 = 1$), there are 8 independent terms in $\mathcal{Z}$, and therefore we end up with the 8 conditions

$$
\begin{align*}
 a'_1 - \frac{a_1}{T} &= 0, & a'_2 &= 0, & T b'_2 + b_2 &= 0, & a_1 + \frac{\tilde{a}_0}{\gamma T} + a_2 + T b_2 &= 0, \\
 \frac{\tilde{a}_0}{T} + a_2 T &= 0, & b'_1 &= 0, & \tilde{b}_0 + T^2 b_2 &= 0, & a_1 + \frac{\tilde{a}_0}{\gamma T} + b_1 T &= 0.
\end{align*}
$$

The general solution to this system of linear equations is a two-dimensional vector space. Given two real parameters $x$ and $y$, the solution is given by

$$
\begin{align*}
 \tilde{a}_0 &= -x T^2, & a_1 &= -\gamma (x + y) T, & a_2 &= x, \\
 \tilde{b}_0 &= -y T, & b_1 &= \left( \frac{1}{\gamma} + \gamma \right) x + \gamma y, & b_2 &= \frac{y}{T}.
\end{align*}
$$

(3.11a, 3.11b)

As a consequence, each of the two components $\mathcal{BRA}$ of the Lorentz connection depend at this stage only on a pair of real parameters $(x, y)$. The explicit expression of $\mathcal{BRA}$ in terms of $x$ and $y$ is given by

$$
\begin{align*}
\mathcal{BRA}(x, y) &= -x T^2 A - y T dY - \gamma (x + y) TY \wedge A \\
&+ x (A \cdot Y) Y + \left[ \left( \frac{1}{\gamma} + \gamma \right) x + \gamma y \right] Y \wedge dY + y dTY.
\end{align*}
$$

(3.12)

In matricial notations, this expression becomes

$$
\mathcal{BRA}(x, y) = \left( -x - \gamma (x + y) Y + x Y^2 \right) A + \left( \frac{-y}{T} + \left[ \left( \frac{1}{\gamma} + \gamma \right) x + \gamma y \right] Y + \frac{y}{T} Y^2 \right) dY.
$$

(3.13)

At this point, it is important to underline that imposing such an expression for the boost and rotational components of the connection $\mathcal{A}$, is only a necessary condition (and not a sufficient one) for $\mathcal{A}$ to transform in a covariant way under the action of the boosts.

For the sake of clarity, we will use from now on the notation $\mathcal{C}(x, y)$ for the general expression of $\mathcal{BRA}(x, y)$ given in (3.12) and (3.13).
Second step: fixing uniquely the parameters

The issue of finding a covariant connection under the action of the boosts, now reduces to that of finding two pairs, \((x_1, y_1)\) and \((x_2, y_2)\), defining \(\mathcal{B}A = \mathcal{C}(x_1, y_1)\) and \(\mathcal{R}A = \mathcal{C}(x_2, y_2)\) in such a way that

\[
\{\mathcal{B}(u), \mathcal{C}(x_1, y_1)\} = du - u\mathcal{C}(x_2, y_2), \quad \text{and} \quad \{\mathcal{B}(u), \mathcal{C}(x_2, y_2)\} = u\mathcal{C}(x_1, y_1). \tag{3.14}
\]

To solve this problem, we need to know how \(\mathcal{C}(x, y)\) transforms under the action of the boosts. Using equation \(\text{(3.9)}\), and the solutions \(\text{(3.11)}\) into the expression \(\text{(3.10)}\) for \(\mathcal{Y}\), one obtains immediately that

\[
\{\mathcal{B}(u), \mathcal{C}(x, y)\} = -(x + y)du + u\tilde{\mathcal{C}}(x, y),
\]

where the \(\mathbb{R}^3\)-valued one form \(\tilde{\mathcal{C}}(x, y)\) is given by

\[
\tilde{\mathcal{C}}(x, y)(x, y) = -\gamma(x + y)T^2A + \left[\frac{1}{\gamma} + \gamma\right] x + \gamma y \right] TdY + xTY \wedge A \\
+ \gamma(x + y)(A \cdot Y)Y + yY \wedge dY - \left[\frac{1}{\gamma} + \gamma\right] x + \gamma y dTY.
\]

With the matricial notation, \(\tilde{\mathcal{C}}(x, y)\) reads

\[
\tilde{\mathcal{C}}(x, y)(x, y) = \left(-\gamma(x + y) + xT\gamma + \gamma(x + y)\gamma^2\right) A \left(\frac{1}{T}\right) \left[\frac{1}{\gamma} + \gamma\right] x + \gamma y \right] + yY - \frac{1}{T} \left[\frac{1}{\gamma} + \gamma\right] x + \gamma y \gamma^2 dY.
\]

As a consequence, the equations \(\text{(3.14)}\) of covariance under the boosts imply that

\[
-(x_1 + y_1)du + u\tilde{\mathcal{C}}(x_1, y_1) = du - u\mathcal{C}(x_2, y_2), \\
-(x_2 + y_2)du + u\tilde{\mathcal{C}}(x_2, y_2) = u\mathcal{C}(x_1, y_1).
\]

Therefore, the two pairs of parameters \((x_1, y_1)\) and \((x_2, y_2)\) are determined by the system of equations

\[
x_1 + y_1 = -1, \quad x_2 + y_2 = 0, \quad \tilde{\mathcal{C}}(x_1, y_1) = -\mathcal{C}(x_2, y_2), \quad \tilde{\mathcal{C}}(x_2, y_2) = \mathcal{C}(x_1, y_1).
\]

At first sight, there are many more relations than unknowns in this system, and therefore the hope of finding even one single solution is very low. However, very fortunately, it turns out that the system admits a unique solution, which is simply given by

\[
x_1 = 0, \quad y_1 = -1, \quad x_2 = \gamma, \quad y_2 = -\gamma.
\]

Finally, using this solution, we find that the boost and rotational components are given by

\[
\mathcal{B}A = \gamma T \gamma A + \frac{1}{T} \left(1 - \gamma T \gamma - \gamma^2\right) dY, \\
\mathcal{R}A = -\gamma \left(1 - \gamma^2\right) A + \frac{\gamma}{T} \left(1 + \frac{T}{\gamma} \gamma - \gamma^2\right) dY.
\]

The Lorentz-covariant connection can be expressed in a simpler form if we replace the variable \(Y\) by its expression in terms of the original vector \(\chi\). Indeed, a simple calculation leads to

\[
\mathcal{R}A = \frac{1}{1 - \chi^2} (\chi \wedge d\chi + \Omega_0), \quad \mathcal{B}A = \frac{1}{1 - \chi^2} (d\chi + \Omega_0 \wedge \chi), \tag{3.15}
\]
with

\[ \Omega_0 = \gamma (d\chi - A + (A \cdot \chi)\chi). \]

It is remarkable that this unique connection transforms also correctly under the action of the rotations. Indeed, it is easy to show that the coefficients \(a_i\) and \(b_i\), determined implicitly above, satisfy the conditions (3.7) and (3.8). As a consequence, we end up with a unique Lorentz-covariant connection. In that sense, we claim that there is a unique commutative Lorentz-covariant connection in first-order general relativity. Obviously, this connection reduces to the standard Ashtekar-Barbero connection when the time-gauge is imposed.

E. Action of spatial diffeomorphisms

In the last subsection, we found the unique Lorentz-algebra valued one-form \(A\) which transforms correctly under the action of the boost and rotation generators. However, this property of covariance is not sufficient to conclude that \(A\) is indeed a connection. The fact that \(A\) is a one-form is nonetheless a strong indication that \(A\) is a connection. But, to prove it explicitly, it is necessary to show that \(A\) transforms correctly under the action of the constraints that generate spatial diffeomorphisms.

For that purpose, we have to exhibit out of the full set of first-class constraints of the theory, the constraint \(\tilde{H}_a\) that generates the spatial diffeomorphisms. Then, we have to show that the Poisson action on \(A\) of the constraint smeared with a vector \(N^a\), gives the Lie derivative of \(A\) along this vector. This is exactly what we are going to do here.

The smeared vector constraint is given by (2.8). It is quite complicated and does not generate spatial diffeomorphisms. As usual, the generator of spatial diffeomorphisms turns out to be given by a linear combination of the vector and the Gauss constraints (2.9). In the present context, it is given by the following combination of \(\tilde{H}_a\) and the generators \(B\) and \(R\) of the Lorentz algebra:

\[
\tilde{H}_a (N^a) = \mathcal{H}_a (N^a) - \frac{\gamma}{1 + \gamma^2} \left( \gamma B(N^a A_a) - R(N^a A_a) \right)
\]

\[
= \int d^3 x \; N^a \left( E^b \cdot \partial_a A_b + \zeta \cdot \partial_a \chi - E^b \cdot \partial_b A_a - A_a \cdot \partial_b E^b \right).
\]

Indeed, \(\tilde{H}_a (N^a)\) satisfies the algebra of spatial diffeomorphisms, and its action on the variables \(A\) and \(\chi\),

\[
\{\tilde{H}_a (N^a), A_b\} = -N^a \partial_a A_b - A_a \partial_b N^a = -\mathcal{L}_{N^a} A_b,
\]

\[
\{\tilde{H}_a (N^a), \chi\} = -N^a \partial_a \chi = -\mathcal{L}_{N^a} \chi,
\]

is clearly the Lie derivative along the vector field \(N^a\) of a one-form and a scalar. We see that the phase space variables \(A\) and \(\chi\) can really be geometrically interpreted as a one-form and a scalar. It is therefore immediate to conclude that the connection \(A\) will also transform properly under the action of diffeomorphisms of the spatial hypersurface, because it depends only on \(A\) and \(\chi\).

Before ending this discussion, let us study how the momentum variables \(E\) and \(\zeta\) transform under the action of \(\tilde{H}_a (N^a)\). A straightforward calculation leads to

\[
\{\tilde{H}_a (N^a), E^b\} = -E^b \partial_a N^a - N^a \partial_a E^b + E^a \partial_a N^b = -\mathcal{L}_{N^a} E^b,
\]

\[
\{\tilde{H}_a (N^a), \zeta\} = -\partial_a (N^a \zeta).
\]

As a result, \(E\) transforms as expected as a vector field of density one. On the other hand, it is clear that \(\zeta\) does not transform as a scalar, it is a density. It is nonetheless easy to see that the “undensitized” quantity \(\zeta / \sqrt{\zeta^2}\) does transform as a scalar.
IV. REDUCTION TO AN SU(2) CONNECTION

Having a Lorentz connection at our disposal, it is quite natural to wonder if we can act on it with a boost, to send it back to a pure su(2) connection. In view of the argument given in the introduction of section III, there should be a relation between the Ashtekar-Barbero connection in the time-gauge, and the covariant connection we have just constructed. To make this relation concrete, we would like to ask the question whether it is possible to find a boost $B(n, \theta)$ that acts on the connection $A$, and gives a connection $\tilde{A}$ with vanishing boost component. The answer turns out to be affirmative, as we are going to show in this section.

Let us first introduce some notations that are more suited for the calculations. Since $\chi$ is a velocity ($\chi^2 < 1$), it is possible to write it as $\chi = n \text{th} \alpha$, where $\alpha$ is a real parameter, and $n$ is a vector in $S^3$. Then, it is easy to see that

$$\frac{1}{1-\chi^2} = \text{ch}^2 \alpha, \quad d\chi = \frac{d\alpha}{\text{ch}^2 \alpha} n + \text{d}n \text{th} \alpha, \quad \chi \wedge d\chi = (n \wedge \text{d}n) \text{th}^2 \alpha.$$

With these notations, the boost and rotational components (3.15) of the connection $A$ take the form

$$B_A = (\text{d}n + \text{d}n \text{ch} \alpha \text{sh} \alpha) + (\tilde{\Omega}_0 \wedge n) \text{th} \alpha,$$

$$R_A = (n \wedge \text{d}n) \text{sh}^2 \alpha + \tilde{\Omega}_0,$$

where

$$\tilde{\Omega}_0 = \gamma (\text{d}n + \text{d}n \text{ch} \alpha \text{sh} \alpha - A \text{ch}^2 \alpha + (\text{ch} \alpha - 1)(A \cdot n) n \text{sh}^2 \alpha).$$

With this form of the connection, and the action of the boost given in appendix A3, one can show that the boost $B(n, -\alpha)$ is precisely the one sending the boost component $B_A$ of the Lorentz-covariant connection to

$$B_A \equiv B(B(n, -\alpha) \triangleright A) = 0.$$

The notation $B(n, \theta)$ holds for the boost with “angle” $\theta$ and direction $n$, and the action of any boost $B$ and a Lorentz connection $A$ is given as usual by

$$B \triangleright A = B^{-1} dB + B^{-1} A B.$$

This boost has a very natural physical interpretation as the boost sending the four-vector $(T, Y)$ to $(1, 0)$. In other words, it maps the variable $\chi$ to zero and, in a sense, maps the non time-gauge formalism to the time-gauge one. Under the action of this boost, the rotational component $R_A$ of the Lorentz-covariant connection transforms as

$$R_A \equiv R(B(n, -\alpha) \triangleright A) = \gamma (\text{d}n \alpha + \text{d}n \text{sh} \alpha - A \text{ch} \alpha + (\text{ch} \alpha - 1)(A \cdot n) n + (\text{ch} \alpha - 1) n \wedge \text{d}n$$

$$= -\gamma (A \text{ch} \alpha + (1 - \text{ch} \alpha)(A \cdot n) n) + f(\chi),$$

where the one-form $f(\chi)$ is the part of the connection that does not depend on $A$ (and therefore depends only on $\chi$). This expression will play a capital role in the quantum theory. It will be convenient to use the form

$$R_A = -\gamma \mu A + f(\chi), \quad (4.1)$$

where the matrix $\mu$ is given by

$$\mu = \mathbb{1} \text{ch} \alpha + N(1 - \text{ch} \alpha),$$

with $N_{ij} = n_i n_j$, and $\mathbb{1}$ the identity matrix.
V. COVARIANT MOMENTA

At this point, we have at our disposal a Lorentz-covariant connection depending upon the configuration variables $A$ and $\chi$, and we have not said anything about the momentum variable $E$. It is now therefore natural to use the construction of section III to build a function of $E$ and $\chi$ that transforms in a covariant way under the Lorentz generators. We will then see that this variable is related to the surface operator in a very nice way, and derive the implications for the quantum theory.

A. General form of the momenta and the two-parameter family of solutions

Using the terminology that we have introduced to construct the Lorentz connection, we can decompose the “momentum” variable that we try to build into its boost and rotational parts as

\[ E = B^i P_i + R^i J_i. \]

With this notation, the condition of covariance under the action of the Lorentz generators takes the form

\[ \{ B(u) + R(v), E \} = R^i \cdot u + B^i \cdot v + R^i \cdot v - B^i \cdot u, \]

where we have identified the components of $E$ with vectors in $\mathbb{R}^3$. Therefore, the boost and rotation parts transform respectively as

\[ \{ B(u) + R(v), B^i \} = R^i \cdot u + B^i \cdot v, \]

\[ \{ B(u) + R(v), R^i \} = R^i \cdot v - B^i \cdot u. \]  

The ansatz that we make for the general form of the solution is simply

\[ B^i E = c_1 E + c_2 Y \wedge E, \]

\[ R^i E = d_1 E + d_2 Y \wedge E. \]  

We see immediately that the variable $\zeta$ does not appear in the expression of $E$. The reason is that $\zeta$ transforms in a very complicated way under the boosts and the rotations, and has no obvious physical interpretation. Moreover, the ansatz that we choose will lead to a very simple and nice solution for the Lorentz-covariant momenta variables. At this point, it is important to notice that the variables $E$ and $\chi$ (or $Y$ equivalently) already have the right transformation behavior under the action of the generator of the rotations (see appendix C). Therefore, it is sufficient to study the invariance of the expression (5.2) under the action of the boosts.

Plugging the expressions (5.2) into (5.1) immediately leads to the following action of the boost generator:

\[ \{ B(u), B^i \} = R^i \cdot u = d_1 E \wedge u + d_2 (Y \wedge E) \wedge u = d_1 E \wedge u + d_2 E (Y \cdot u) - d_2 Y (E \cdot u), \]

\[ \{ B(u), R^i \} = -B^i \cdot u = -c_1 E \wedge u - c_2 (Y \wedge E) \wedge u = -c_1 E \wedge u - c_2 E (Y \cdot u) + c_2 Y (E \cdot u). \]

Now, this expression is to be compared with the one obtained by acting explicitly with the boost generator on the components (5.2). Using the formulas given in appendix C, one finds that

\[ \{ B(u), B^i \} = (Y \cdot u) \left( c_1 E + c_2 Y \wedge E \right) + \frac{c_1}{T} \left( (Y \cdot u) E - (E \cdot u) Y \right) + c_2 \left( T u \wedge E + \frac{1}{T} (Y \cdot u) Y \wedge E \right) \]

\[ = (Y \cdot u) \left( c_1 \frac{1}{T} E + (Y \cdot u) \left( c_2 + \frac{c_2}{T} \right) Y \wedge E \right) + c_2 T u \wedge E - \frac{c_1}{T} (E \cdot u) Y, \]
and the same expression for $^R \mathcal{E}$ if we replace the $c$ coefficients by the $d$ ones. It is then immediate to see that in order for the components $^B \mathcal{E}$ and $^R \mathcal{E}$ to have the right transformation behavior under the action of the boosts, the various $c$ and $d$ coefficients have to satisfy

$$c_1' + \frac{c_1}{T} = d_2, \quad c_2' + \frac{c_2}{T} = 0, \quad c_2 T = -d_1, \quad -\frac{c_1}{T} = -d_2,$$

$$d_1' + \frac{d_1}{T} = -c_2, \quad d_2' + \frac{d_2}{T} = 0, \quad d_2 T = c_1, \quad \frac{d_1}{T} = c_2.$$

The solution to this system of equations is given in terms of two real parameters $(\alpha_1, \alpha_2) \in \mathbb{R}^2$ as

$$c_1 = \alpha_1, \quad c_2 = \frac{\alpha_2}{T}, \quad d_1 = -\alpha_2, \quad d_2 = \frac{\alpha_1}{T}.$$

The covariant boost and rotational components are therefore given by

$$^B \mathcal{E} = \alpha_1 E + \frac{\alpha_2}{T} Y \wedge E,$$

$$^R \mathcal{E} = -\alpha_2 E + \frac{\alpha_1}{T} Y \wedge E.$$

It is in fact quite natural to obtain a two-parameter family of solutions since the action (5.1) is linear, and because given a solution $\mathcal{E}$, its dual $^* \mathcal{E}$ is also a solution. Therefore, up to Hodge transformations and linear transformations, the momentum variable $\mathcal{E}$ is unique, as the Lorentz-covariant connection $A$.

### B. Interpretation

The components of the two-parameter family of conjugate momenta can be written with the matrix notation as

$$^B \mathcal{E} = \left( \alpha_1 \mathbb{1} + \frac{\alpha_2}{T} Y \right) E,$$

$$^R \mathcal{E} = \left( -\alpha_2 \mathbb{1} + \frac{\alpha_1}{T} Y \right) E.$$

Now, given the $\mathfrak{sl}(2, \mathbb{C})$ gauge-invariant element $\mathcal{E} = ^B \mathcal{E}^i P_i + ^R \mathcal{E}^i J_i$, we can construct the two quadratic Casimir functions

$$C_1 = ^R \mathcal{E} \cdot ^B \mathcal{E} = -\alpha_1 \alpha_2 E \cdot \left( \mathbb{1} + \frac{1}{T^2} Y^2 \right) E,$$

$$C_2 = ^R \mathcal{E}^2 - ^B \mathcal{E}^2 = \left( \alpha_2^2 - \alpha_1^2 \right) E \cdot \left( \mathbb{1} + \frac{1}{T^2} Y^2 \right) E.$$

We are naturally interested in these Casimir functions because they offer simple Lorentz-invariant functions and therefore they are kinematical observables of the theory. The question we address now is the physical meaning of these functions. From the equations above, we see that the Casimir functions turn out to be proportional, and an explicit computation shows that

$$E \cdot \left( 1 + \frac{1}{T^2} Y^2 \right) E = E_i \eta^{ij} E_j,$$

where the matrix $\eta$ is given by

$$\eta^{ij} = (1 - \chi^2) \delta^{ij} + \chi^i \chi^j.$$

(5.3)
It is remarkable that the right-hand side of (5.3) is exactly the term appearing in the definition of the spatial metric \(q_{ab}\). Indeed, we have the relation

\[
\det(q_{ab})q^{ab} = E_a^i \eta^{ij} E_j^b,
\]

where \(q^{ab}\) is the inverse of \(q_{ab}\), and the quantity so defined is therefore an invariant of \(SL(2, \mathbb{C})\). As a consequence, the Casimir functions that we have introduced enter the definition of the area of any surface \(S\) according to the relation

\[
\text{Area}(S) = \int_S \sqrt{\det(h_{ab})} = \int_S d^2x \sqrt{E_a^i \eta^{ij} E_j^b n_a n_b},
\]

where \(h_{ab}\) is the intrinsic two-metric induced by \(q_{ab}\) on the surface \(S\), whose unit normal vector is \(n_a\). In that sense, the (square root of) Casimir functions associated to the momenta variables are proportional to the local area of a spatial surface \(S\). We are going to exploit this property in the next section.

VI. QUANTUM THEORY AND THE AREA OPERATOR

In usual loop quantum gravity, the fundamental variables are taken to be the holonomy \(H_\ell(A) \in SU(2)\) of the \(su(2)\) Ashtekar-Barbero connection \(A_i^a\) along a path \(\ell\), and the fluxes of the electric field \(E_i^a\). These variables form a Poisson algebra, which is represented at the quantum level by the well-known holonomy-flux algebra. Among the most important results related to the study of this quantum algebra \([1-3]\), are the construction of the kinematical Hilbert space, the proof of the uniqueness of the associated representation \([28]\), and the calculation of the spectrum of geometric operators \([8, 9]\). Without entering into the details, let us recall that kinematical states are described in terms of cylindrical functions, and that the Plancherel theory for the compact group \(SU(2)\) enables one to construct a basis of the kinematical Hilbert space in terms of spin-network states. Such a state is characterized by a topological graph \(\Gamma\) (embedded in the spatial manifold), whose links \(\ell\) are labeled by spin-\(j\) representations of \(SU(2)\), and whose nodes \(n\) are labeled by \(SU(2)\) intertwiners. Furthermore, spin-network states diagonalize the area operators of any surface \(S\), and each link \(\ell\) of the underlying graph contributes to the area of the surface \(S\) with an elementary area given by

\[
a_\ell(j) = \gamma \ell_{Pl}^2 \sqrt{j(j+1)},
\]

where \(j\) is the representation carried the link \(\ell\), and \(\ell_{Pl}\) is the Planck length.

The quantization of the Lorentz-covariant theory that we have constructed will follow the same lines. Contrary to what happens in the formalism developed by Alexandrov, which is based on a rather complicated Dirac bracket, here the nonphysical phase space \((2.7)\) is very easy to quantize. We make the following choice of polarization. The commuting variables \(A\) and \(\chi\) are chosen to be the configuration variables, whereas \(E\) and \(\zeta\) are momentum variables acting as derivative operators on any function \(\Psi(A, \chi)\) according to the usual quantization rule

\[
\hat{E}_i^a \Psi(A, \chi) = -i\hbar \frac{\delta}{\delta A_i^a} \Psi(A, \chi), \quad \hat{\zeta}_i \Psi(A, \chi) = -i\hbar \frac{\delta}{\delta \chi^i} \Psi(A, \chi).
\]

Following \(SU(2)\) loop quantum gravity, we make the assumption that the states \(\Psi(A, \chi)\) are polymer-like functions with support on one-dimensional spatial links only. Let us make this statement more precise. First of all, it is clear that we need a connection to do so and, naturally, we will
use the unique Lorentz-covariant connection $A$ that we have constructed. With this connection at hand, it is natural to consider the holonomy $H_\ell(A) = \mathcal{P} \exp \int_\ell A = \mathcal{P} \exp \int_\ell (\mathcal{R}A^i P_i + \mathcal{R}A^i J_i)$ along a link $\ell$. With this SL(2, $\mathbb{C}$) holonomy, we consider spin-network states over the Lorentz group. As a consequence, our starting point to construct the covariant kinematical Hilbert space is the space of cylindrical functions $\Psi_\Gamma(H_\ell(A), \chi)$ characterized by a graph $\Gamma$ in the spatial manifold. We have not discussed the dependence of the states on the variable $\chi$ because we are going to see that it is in fact not relevant. Nevertheless, let us point out that, as it is the case with the projected spin-networks \cite{20}, the dependence of the cylindrical function $\Psi_\Gamma$ in $\chi$ is encoded only at the vertices of the graph $\Gamma$. Indeed, since $\chi$ is a scalar, it is not canonically associated to one-dimensional links. The spatial derivative $\partial_\mu \chi$ is naturally associated to one-dimensional links, but its integration along any link reduces to a contribution at the end points only. This does not constitute a proof, but gives a simple argument to understand why the dependence on $\chi$ appears only at the vertices of $\Gamma$.

Lorentz gauge-invariant functions can be obtained from the previous spin-network states by requiring gauge invariance at the vertices of the graph $\Gamma$. The vector space of Lorentz gauge-invariant states is well-defined, but it is not possible to consistently define a Hilbert space structure over the whole space of cylindrical functions due to the noncompactness of the gauge group \cite{20}. Fortunately, we have seen in section IV that it is possible to exhibit a boost $B(n,-\alpha)$ which sends the connection $A$ to a connection $\tilde{A}$ with vanishing boost component. Furthermore, the action of this boost maps $\chi$ to zero, and therefore eliminates the explicit dependence of the function $\Psi$ in $\chi$. Note however that $\chi$ appears implicitly in the expression of $A$. As a consequence, any Lorentz-covariant kinematical state $\Psi_\Gamma(A, \chi)$ is canonically associated with a usual SU(2) kinematical state $\tilde{\Psi}_\Gamma(\tilde{A}) = \Psi_\Gamma(B^{-1}_\ell H_\ell(A) B^{-1}_\ell, B^{-1}_\ell \chi) = \Psi_\Gamma(H_\ell(A), \chi)$. (6.3)

As a conclusion, we can construct a Hilbert space structure on the space of Lorentz gauge-invariant states. It is isomorphic to the SU(2) kinematical Hilbert space, and a basis is given by the usual SU(2) spin-network states. Before going further, it is important to underline that the Lorentz-covariant kinematical space reduces to the usual SU(2) kinematical space of loop quantum gravity without making any gauge fixing. Besides, the SU(2) connection $\tilde{A}$ does depend on the variable $\chi$. This reduction results from the crucial property that our unique Lorentz connection $A$ lies in the conjugacy class of an SU(2) connection.

To finish this section, we are going to compute the action of the Lorentz-invariant area operator on the Lorentz-invariant kinematical states. We start by recalling the construction of the area operator. The variable $E_i^a$ can be smeared along a two-dimensional surface $S$ to give the electric flux

$$E_i(S) = \int_S d^2x n_a E_i^a,$$

where $n_a$ is the normal to the surface. At the classical level, the spatial metric is related to $E_i^a$ through the relation \cite{5.5} Notice that when the time-gauge is imposed, $\eta^{ij}$ becomes $\delta^{ij}$, and we recover the usual expression used in loop gravity. Therefore, if we divide the surface $S$ into $N$ cells, we can express its area as the regularized limit

$$\text{Area}(S) = \lim_{N \to +\infty} \sum_{I=1}^{N} \sqrt{E_i(S_I)\eta^{ij}E_j(S_I)}.$$
Because of what we have shown in the previous section, the surface operator is constructed in terms of the Casimirs of the Lorentz group, and is therefore Lorentz-invariant.

Now we can act with this operator on the Lorentz kinematical states. More precisely, we act on an SU(2) spin-network state viewed as a function of $\tilde{A}$. For simplicity, we will consider a simple graph consisting of a single link $\ell$ intersecting the elementary surface $S$ at a point $x$, in order to get only the contribution of the link $\ell$ to the area. Because of the property (6.3), the action of the surface operator on the holonomy of the connection $A$ reduces to the action on $H_\ell(\tilde{A})$. Moreover, since $E$ commutes with $\chi$, the operator $\hat{E}$ will only act on the first term in (4.1). It is then straightforward to show that we have

$$\left(\hat{E}_i(S)\eta^{ij}\hat{E}_j(S)\right) \triangleright H_\ell(\tilde{A}) = -\gamma^2 \ell_P^2 H_{\ell<x}(\tilde{A}) J_i(\mu\eta\mu)^{ij} J_j H_{\ell>x}(\tilde{A}).$$

Then one can show that the matrix $(\mu\eta\mu)^{ij}$ is in fact the identity matrix! The expression above therefore reduces to

$$\left(\hat{E}_i(S)\eta^{ij}\hat{E}_j(S)\right) \triangleright H_\ell(\tilde{A}) = -\gamma^2 \ell_P^2 J^2 H_\ell(\tilde{A}),$$

where $J^2 = J_i J^i$ is the Casimir operator of SU(2). As a consequence, the contribution of the link $\ell$ colored with the representation $j$ on the Lorentz-covariant area, gives exactly the same expression as the one obtained in the framework of the time-gauge (6.1). In other words, the action of the Lorentz-invariant area operator on a Lorentz-invariant spin-network state is diagonal, and the spectrum is discrete and matches exactly that of standard loop quantum gravity. This result is highly nontrivial because one could have obtained a diagonal action of the area operator with a $\chi$-dependent spectrum. However, surprisingly, the dependence in $\chi$ disappears from the area spectrum.

Discussion and outlook

In this paper, we have given the explicit construction and the proof of uniqueness of the unique commutative Lorentz-covariant connection for canonical gravity with nonvanishing Barbero-Immirzi parameter. When the time-gauge is not used, the canonical analysis of the Holst action features second-class constraints, which have to be handled by using either the Dirac bracket or an explicit solution. Following the work of Barros e Sá [24], we have used the parametrization of the phase space once the second-class constraints have been solved, to find suitable variables allowing to construct a commutative (in the sense of the Poisson bracket) one-form valued in $\mathfrak{sl}(2,\mathbb{C})$, which transforms in a covariant way under the action of the Lorentz algebra. We have shown that it is possible to find a boost which sends this connection to a new connection with vanishing boost component. In other words, this proves that the Lorentz-covariant connection is gauge-equivalent to a pure $\mathfrak{su}(2)$ connection. This property is crucial for the construction of the quantum theory in terms of usual SU(2) spin-network states. By applying the same construction to the electric field variable, we have been able to find a unique Lorentz-covariant electric field, up to trivial equivalence relations which are related to the symmetries of the equations of Lorentz covariance. Natural kinematical Lorentz invariant observables are therefore obtained computing the two Casimir functions associated to the electric field. It turns out that these two Casimir functions are in fact proportional to the area density, which gives a very interesting and very nice algebraic interpretation of the surface area. At the quantum level, we have finally shown that, surprisingly, the action of the Lorentz-invariant area operator on the holonomies of the Lorentz-covariant connection leads to the usual discrete SU(2) spectrum of time-gauge loop quantum gravity.
It is important to underline the fact that the Lorentz connection used in the present work is equivalent to the one that was found by Alexandrov earlier. However, because it makes use of the Dirac bracket, the construction of Alexandrov is technically more involved, less transparent, and, most importantly, the quantization cannot be performed rigorously. Using a solution to the second-class constraints enables one to work with a simple symplectic structure, and to derive the properties of the connection, the Lorentz-covariant electric field, and the surface operator. The claim that the time-gauge is not responsible for the discreteness of the geometric operators in loop quantum gravity is therefore clarified and understood with more details.

Many points are still to be understood. As a further development, it would be interesting to study for instance the volume operator. Indeed, there are several proposals for a regularization of the volume operator in the literature, and it might well be that the study of the Lorentz-covariant theory will discriminate between the different alternatives based on the nature of the spectrum. Even if the study of the area operator was rather simple, the volume operator being cubic in the electric field, it is a priori nontrivial to see what will be its action on the Lorentz-covariant kinematical states. A more important point to study is the action of the covariant Hamiltonian constraint on the kinematical states. Indeed, the expression of this constraint is more complicated than it is in the time-gauge, but it might well be that its action on the covariant Lorentz connection reduces to a simple expression, which would simplify its analysis. Finally, this new look at Lorentz-covariant loop quantum gravity could provide a new way to understand the link between the canonical and spin-foam quantizations of gravity. It would be very nice to make contact with the work of Rovelli and Speziale [30], who proposed a link between the kinematical boundary SU(2) theory and the Lorentz-invariant theory.
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Appendix A: The Lorentz group and its algebra

We recall in this appendix some basic definitions and notations relative to the Lorentz group SO(3, 1) and its algebra \( \mathfrak{so}(3, 1) \).

1. The Lorentz algebra

The Lorentz algebra \( \mathfrak{so}(3, 1) \) is the Lie algebra of the isometry group SO(3, 1) of the quadratic form \( \eta = \text{diag}(-1, 1, 1, 1) \). One of the basis of \( \mathfrak{so}(3, 1) \) is defined by the three rotation generators \( J_i \) and the three boost generators \( P_i \) (with \( i \in \{1, 2, 3\} \)) satisfying the commutation relations

\[
[J_i, J_j] = \epsilon_{ijk} J_k, \quad [P_i, P_j] = -\epsilon_{ijk} J_k, \quad [P_i, J_j] = \epsilon_{ijk} P_k,
\]

where \( \epsilon_{ijk} \) is the antisymmetric tensor defined by \( \epsilon_{123} = 1 \). Here, indices are raised and lowered by the flat metric \( \delta_{ij} \). The rotational algebra \( \mathfrak{so}(3) \) generated by \( J_i \) (\( i \in \{1, 2, 3\} \)) forms a subalgebra of the Lorentz algebra.

The Lorentz algebra is of rank 2, and, therefore, its space of real symmetric invariant nondegenerate bilinear forms is of dimension 2. A basis of the space of nondegenerate bilinear forms is
given by the two bilinear forms \( \text{tr}_1(\cdot, \cdot) \) and \( \text{tr}_2(\cdot, \cdot) \) defined by

\[
\begin{align*}
\text{tr}_1(J_i, J_j) &= \text{tr}_1(P_i, P_j) = 0, \\
\text{tr}_1(J_i, P_j) &= \delta_{ij}, \\
\text{tr}_2(J_i, J_j) &= -\text{tr}_2(P_i, P_j) = \delta_{ij}, \\
\text{tr}_2(J_i, P_j) &= 0.
\end{align*}
\]

These two bilinear forms are canonically associated with two quadratic Casimir tensors \((C_1, C_2) \in \mathfrak{so}(3,1)^{\otimes 2}\) defined by

\[
C_1 = J_i \otimes P_i, \\
C_2 = J_i \otimes J_i - P_i \otimes P_i.
\]

Here we have implicitly identified the Lie algebra \(\mathfrak{so}(3,1)\) with its dual. As usual, these two Casimir tensors are necessary to classify the irreducible representations of the Lie algebra.

Among the representations of \(\mathfrak{so}(3,1)\), two of them are useful to have a concrete intuition of what the Lorentz algebra is. These are the “vectorial” and the “spinorial” representations. None of them are unitary, because they are finite dimensional, but they are faithful, and therefore reproduce “correctly” the Lie algebra in terms of matrices.

The vectorial representation is four-dimensional. The element \(\xi = u^i P_i + v^i J_i \in \mathfrak{so}(3,1)\), where \(u\) and \(v\) are vectors in \(\mathbb{R}^3\), is represented by the matrix \(\pi_v(\xi)\) defined by

\[
\pi_v(\xi) = \begin{pmatrix}
0 & u^1 & u^2 & u^3 \\
u^1 & 0 & -v^3 & v^2 \\
u^2 & v^3 & 0 & -v^1 \\
u^3 & -v^2 & v^1 & 0
\end{pmatrix} = \begin{pmatrix} 0 & u^T \\ u & v \end{pmatrix}.
\]

The matrix on the right-hand side is a block matrix where \(u\) denotes the vector \((u^1, u^2, u^3)\), \(u^T\) its transpose, and \(\underline{v}x\) is the antisymmetric three-dimensional matrix canonically associated to the vector \(v\), and defined by \(\underline{v}x = v \wedge x\) for any vector \(x \in \mathbb{R}^3\). Note that the vectorial representation for a pure rotational element is reducible, and fundamentally the vectorial representation of the rotational algebra is three-dimensional. To any element \(v^i J_i\), one associates the antisymmetric three-dimensional matrix \(\underline{v}\).

In the spinorial representation, the element \(\xi \in \mathfrak{so}(3,1)\) is represented by a complex two-dimensional traceless matrix \(\pi_s(\xi)\). To define the spinorial representation, it is convenient to introduce the Pauli matrices \(\sigma_i\) defined by

\[
\sigma_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

These matrices satisfy the relation \(\sigma_i \sigma_j = \delta_{ij} + i \epsilon_{ijk} \sigma_k\). As a consequence, we have

\[
\pi_s(\xi) = -\frac{1}{2}(u^i + iv^i)\sigma_i.
\]

2. The Lorentz group

The elements of the Lorentz group are obtained by exponentiation of the Lie algebra elements \(\xi \in \mathfrak{so}(3,1)\). As a result, in the vectorial and spinorial representations, Lorentz group elements are
respectively four-dimensional and two-dimensional matrices. To write the group elements explicitly, it is simpler to distinguish between rotations and boosts.

A boost $B(u)$ is characterized by a vector $u \in \mathbb{R}^3$, or equivalently its direction $n \in S^3$ and its norm $\theta = \sqrt{u^2}$. Its vectorial and spinorial representations are easy to obtain. They have the form

$$
\pi_v(B(u)) = \begin{pmatrix} \text{ch} \theta & n^T \text{sh} \theta \\ n \text{sh} \theta & 1 + 2 \text{sh}^2 \left( \frac{\theta}{2} \right) n^T \cdot n \end{pmatrix}, \quad \pi_s(B(u)) = \begin{pmatrix} \text{ch} \theta & n^T \text{sh} \theta \\ n \text{sh} \theta & 1 + (\text{ch} \theta - 1)n^T \cdot n \end{pmatrix}, \quad (A1)
$$

Here, we use the notation $\cdot$ to denote the matrix whose elements are $(x \cdot y)_{ij} = x_i y_j$ for any pair of vectors $(x,y)$.

A rotation $R(v)$ is also characterized by a vector $v \in \mathbb{R}^3$, or equivalently its direction $n \in S^3$ and its norm $\theta = \sqrt{v^2}$. Its vectorial representation is three-dimensional and has the form

$$
\pi_v(R(v)) = \cos \theta + (\sin \theta)n + (1 - \cos \theta)n^T \cdot n.
$$

The spinorial representation $\pi_s(R(v))$ is easy to obtain from the spinorial representation $\pi_s(B(u))$ of the boost, by simply replacing $\theta$ by $i\theta$ in the expression (A2):

$$
\pi_s(R(v)) = \cos \left( \frac{\theta}{2} \right) - i \sin \left( \frac{\theta}{2} \right) \sigma_i n^i.
$$

To finish, let us recall that any element of the Lorentz group can be written as the product $B(u)R(v)$ of a boost and a rotation.

3. Action of a boost

The action of a boost $B(n, \theta)$, on a general connection $A$ with boost and rotational components $B^A$ and $\mathcal{R}A$, gives a connection $\tilde{A}$ with boost and rotational components $\tilde{B}^A$ and $\tilde{\mathcal{R}}A$. The transformation law is

$$
\tilde{A} \equiv B \triangleright A = B^{-1}AB + B^{-1}dB. \quad (A3)
$$

Using for the boost $B$ the vectorial representation (A1), we can calculate

$$
B^{-1} = \begin{pmatrix} \text{ch} \theta & -n^T \text{sh} \theta \\ -n \text{sh} \theta & 1 + (\text{ch} \theta - 1)n^T \cdot n \end{pmatrix}
$$

and

$$
dB = \begin{pmatrix} \text{sh} \theta \text{d} \theta \\ n \text{ch} \theta \text{d} \theta + dn \text{sh} \theta \end{pmatrix}, \quad \begin{pmatrix} n^T \text{ch} \theta \text{d} \theta + dn^T \text{sh} \theta \\ \text{sh} \theta \text{d} \theta(n^T \cdot n) + (\text{ch} \theta - 1)(dn^T \cdot n + n^T \cdot dn) \end{pmatrix},
$$

which gives

$$
B^{-1}dB = \begin{pmatrix} 0 & n^T \text{d} \theta + dn^T \text{sh} \theta \\ n \text{d} \theta + dn \text{sh} \theta & (\text{ch} \theta - 1)(dn^T \cdot n + n^T \cdot dn) \end{pmatrix}.
$$

One can then show that the action (A3) of the boost $B$ on the boost and rotation components $B, \mathcal{R}A$ of the connection is

$$
B(n, \theta) \triangleright \begin{pmatrix} B^A \\ \mathcal{R}A \end{pmatrix} = \begin{pmatrix} B^A \text{ch} \theta + (1 - \text{ch} \theta)(n \cdot B^A)n + (\mathcal{R}A \wedge n) \text{sh} \theta \\ (n \wedge B^A) \text{sh} \theta + \mathcal{R}A + (\text{ch} \theta - 1)n \wedge (\mathcal{R}A \wedge n) \end{pmatrix} + \begin{pmatrix} n \text{d} \theta + dn \text{sh} \theta \\ (\text{ch} \theta - 1)n \wedge dn \end{pmatrix}.
$$
Appendix B: The Lorentz algebra of constraints

In this appendix, we show that the boost and rotation generators satisfy the Lorentz algebra. To simplify the analysis, we introduce the decomposition

\[
B(u) = B^{\mathcal{T}G}(u) + B^\chi(u) + B^C(u)
\]

\[
= - \int d^3 x \partial_a u \cdot E^a + \int d^3 x \left[ - u \cdot \zeta + (\zeta \cdot \chi)(\chi \cdot u) \right] + \int d^3 x \left[ \frac{1}{\gamma} \partial_a u \cdot (\chi \wedge E^a) - u \cdot (\chi \wedge E^a) \wedge A_a \right]
\]

\[
= - \int d^3 x \partial_a u \cdot E^a + \int d^3 x \left[ - u \cdot \zeta + (\zeta \cdot \chi)(\chi \cdot u) \right] - \frac{1}{\gamma} \int d^3 x u \cdot D_a^(-\gamma A_a) (\chi \wedge E^a),
\]

\[
\mathcal{R}(v) = \mathcal{R}^{\mathcal{T}G}(v) + \mathcal{R}^\chi(v) + \mathcal{R}^C(v)
\]

\[
= \int d^3 x \left[ \frac{1}{\gamma} \partial_a v \cdot E^a + v \cdot (A_a \wedge E^a) \right] + \int d^3 x v \cdot (\chi \wedge \zeta) + \int d^3 x \partial_a v \cdot (\chi \wedge E^a).
\]

The Poisson brackets between the components of the boost generator are

\[
\{ B^{\mathcal{T}G}(u_1), B^{\mathcal{T}G}(u_2) \} = 0,
\]

\[
\{ B^\chi(u_1), B^\chi(u_2) \} = - \mathcal{R}^\chi(u_1 \wedge u_2),
\]

\[
\{ B^C(u_1), B^C(u_2) \} = \frac{1}{\gamma} \int d^3 x \left[ u_1 \cdot (\partial_a u_2 \wedge \chi) \wedge (\chi \wedge E^a) - u_2 \cdot (\partial_a u_1 \wedge \chi) \wedge (\chi \wedge E^a) \right],
\]

\[
\{ B^{\mathcal{T}G}(u_1), B^C(u_2) \} = - \int d^3 x u_2 \cdot (\chi \wedge E^a) \wedge \partial a u_1,
\]

\[
\{ B^\chi(u_1), B^C(u_2) \} = - \frac{1}{\gamma} \int d^3 x u_2 \cdot D_a^(-\gamma A_a) [u_1 \wedge E^a - (\chi \cdot u_1)(\chi \wedge E^a)],
\]

\[
\{ B^{\mathcal{T}G}(u_1), B^\chi(u_2) \} = 0,
\]

\[
\{ B(u_1), B(u_2) \} = - \mathcal{R}^\chi(u_1 \wedge u_2) - \mathcal{R}^C(u_1 \wedge u_2) + \{ B^\chi(u_1), B^C(u_2) \} - \{ B^\chi(u_2), B^C(u_1) \} + \{ B^C(u_1), B^C(u_2) \}
\]

\[
= - \mathcal{R}(u_1 \wedge u_2).
\]

For the rotation generator, we have

\[
\{ \mathcal{R}^{\mathcal{T}G}(v_1), \mathcal{R}^{\mathcal{T}G}(v_2) \} = \mathcal{R}^{\mathcal{T}G}(v_1 \wedge v_2),
\]

\[
\{ \mathcal{R}^\chi(v_1), \mathcal{R}^\chi(v_2) \} = \mathcal{R}^\chi(v_1 \wedge v_2),
\]

\[
\{ \mathcal{R}^C(v_1), \mathcal{R}^C(v_2) \} = 0,
\]

\[
\{ \mathcal{R}^{\mathcal{T}G}(v_1), \mathcal{R}^C(v_2) \} = \int d^3 x (E^a \wedge v_1) \cdot (\partial_a v_2 \wedge \chi),
\]

\[
\{ \mathcal{R}^\chi(v_1), \mathcal{R}^C(v_2) \} = - \int d^3 x (\chi \wedge v_1) \cdot (\partial_a v_2 \wedge E^a),
\]

\[
\{ \mathcal{R}^{\mathcal{T}G}(v_1), \mathcal{R}^\chi(v_2) \} = 0,
\]

\[
\{ \mathcal{R}(v_1), \mathcal{R}(v_2) \} = \mathcal{R}^{\mathcal{T}G}(v_1 \wedge v_2) + \mathcal{R}^\chi(v_1 \wedge v_2) + \{ \mathcal{R}^{\mathcal{T}G}(v_1), \mathcal{R}^C(v_2) \} + \{ \mathcal{R}^\chi(v_1), \mathcal{R}^C(v_2) \}
\]
\[ -\{\mathcal{R}^T_G(v_2), \mathcal{R}^C(v_1)\} - \{\mathcal{R}^X(v_2), \mathcal{R}^C(v_1)\} \]
\[ = \mathcal{R}^T_G(v_1 \wedge v_2) + \mathcal{R}^X(v_1 \wedge v_2) \]
\[ + \int d^3x \left[ (E^a \wedge v_1) \cdot (\partial_a v_2 \wedge \chi) - (\chi \wedge v_1) \cdot (\partial_a v_2 \wedge E^a) \right] \]
\[ - \int d^3x \left[ (E^a \wedge v_2) \cdot (\partial_a v_1 \wedge \chi) - (\chi \wedge v_2) \cdot (\partial_a v_1 \wedge E^a) \right] \]
\[ = \mathcal{R}^T_G(v_1 \wedge v_2) + \mathcal{R}^X(v_1 \wedge v_2) \]
\[ + \int d^3x \left[ (v_1 \wedge \partial_a v_2) \cdot (\chi \wedge E^a) - (v_2 \wedge \partial_a v_1) \cdot (\chi \wedge E^a) \right] \]
\[ = \mathcal{R}(v_1 \wedge v_2). \]

Finally, the Poisson brackets between the boosts and rotations are given by

\[ \{\mathcal{B}^T_G(u_1), \mathcal{R}^T_G(v_2)\} = \int d^3x \partial_a u_1 \cdot (E^a \wedge v_2), \]
\[ \{\mathcal{B}^T_G(u_1), \mathcal{R}^X(v_2)\} = 0, \]
\[ \{\mathcal{B}^T_G(u_1), \mathcal{R}^C(v_2)\} = 0, \]
\[ \{\mathcal{B}^X(u_1), \mathcal{R}^T_G(v_2)\} = 0, \]
\[ \{\mathcal{B}^X(u_1), \mathcal{R}^X(v_2)\} = \mathcal{B}^X(u_1 \wedge v_2), \]
\[ \{\mathcal{B}^X(u_1), \mathcal{R}^C(v_2)\} = \int d^3x (E^a \wedge \partial_a v_2) \cdot (u_1 - (\chi \cdot u_1)\chi), \]
\[ \{\mathcal{B}^C(u_1), \mathcal{R}^T_G(v_2)\} = \int d^3x \frac{1}{\gamma} \left[ -(v_2 \wedge E^a) \cdot (\chi \wedge \partial_a u_1) + u_1 \cdot \partial_a v_2 \wedge (\chi \wedge E^a) \right] \]
\[ + \int d^3x u_1 \cdot \left[ (v_2 \wedge A_a) \wedge (\chi \wedge E^a) + (v_2 \wedge E^a) \wedge (\chi \wedge A_a) \right], \]
\[ \{\mathcal{B}^C(u_1), \mathcal{R}^X(v_2)\} = \int d^3x \left[ \frac{1}{\gamma} (v_2 \wedge \chi) \cdot (E^a \wedge \partial_a u_1) - u_1 \cdot ((v_2 \wedge \chi) \wedge E^a) \wedge A^a \right], \]
\[ \{\mathcal{B}^C(u_1), \mathcal{R}^C(v_2)\} = \int d^3x (\chi \cdot u_1)\chi \cdot (E^a \wedge \partial_a v_2), \]
\[ \{\mathcal{B}(u_1), \mathcal{R}(v_2)\} = \mathcal{B}^T_G(u_1 \wedge v_2) + \mathcal{B}^X(u_1 \wedge v_2) + \{\mathcal{B}^C(u_1), \mathcal{R}^T_G(v_2)\} + \{\mathcal{B}^C(u_1), \mathcal{R}^X(v_2)\} \]
\[ = \mathcal{B}(u_1 \wedge v_2). \]

**Appendix C: Some useful formulas**

We give here some formulas that we have used in the core of the paper to compute the action of the boost and rotation generators on the general forms \([3.4]\) and \([5.2]\) of the connection and the momentum.
1. Action of the boosts on the phase space variables

\[ \{B(u), A\} = du - \frac{1}{\gamma} du \land \chi - (u \land A) \land \chi = du + \frac{1}{\gamma T} Y \land du + \frac{1}{T} Y \land (u \land A), \]
\[ \{B(u), E\} = (\chi \land E) \land u = (\chi \cdot u) E - (E \cdot u) \chi, \]
\[ \{B(u), \chi\} = u - (u \cdot \chi) \chi, \]
\[ \{B(u), \zeta\} = -\frac{1}{\gamma} du \land E + (A \land u) \land E + (\zeta \cdot \chi) u + \zeta (\chi \cdot u), \]
\[ \{B(u), Y\} = Tu, \]
\[ \{B(u), dY\} = Tdu + udT, \]
\[ \{B(u), T\} = Y \cdot u, \]
\[ \{B(u), f(T)\} = (Y \cdot u) f'(T), \]
\[ \{B(u), Y \land A\} = \frac{1}{\gamma T} [(du \cdot Y)Y - Y^2 du] + Tu \land A + Y \land du + \frac{1}{T} [(A \cdot Y)(Y \land u) - (u \cdot Y)(Y \land A)], \]
\[ \{B(u), Y \land dY\} = Tu \land dY + dTY \land u + TY \land du, \]
\[ \{B(u), (Y \cdot dY)Y\} = T(u \cdot dY)Y + dT(Y \cdot u)Y + T(Y \cdot du)Y + T(Y \cdot dY)u, \]
\[ \{B(u), Y \land E\} = Tu \land E + Y \land (\chi \cdot u) E = Tu \land E + \frac{1}{T} (Y \cdot u) Y \land E, \]
\[ \{B(u), E \cdot Y\} = \frac{1}{T} (Y \cdot u) (E \cdot Y) + \frac{1}{T} E \cdot u, \]
\[ \{B(u), (E \cdot Y)Y\} = \frac{1}{T} (Y \cdot u) (E \cdot Y) Y + \frac{1}{T} (E \cdot u) Y + (E \cdot Y) Tu, \]

2. Action of the rotations on the phase space variables

\[ \{R(v), A\} = \chi \land dv - \frac{1}{\gamma} dv + A \land v = \frac{1}{T} Y dv - \frac{1}{\gamma} dv - v A, \]
\[ \{R(v), E\} = E \land v, \]
\[ \{R(v), \chi\} = \chi \land v, \]
\[ \{R(v), \zeta\} = E \land dv + \zeta \land v. \]
\[ \{R(u), Y\} = Y \land v \]
\[ \{R(u), dY\} = dY \land v + Y \land dv = -v dY + Y dv \]
\[ \{R(u), T\} = 0, \]
\[ \{R(v), Y\} = [Y, v], \]
\[ \{R(v), Y^2\} = [Y^2, v], \]
\[ \{R(v), Y \land E\} = (Y \land v) E - (E \cdot v) Y, \]
\[ \{R(v), E \cdot Y\} = 0. \]
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