Abstract. We study a new algorithmic process of graph growth. The process starts from a single initial vertex \( v_0 \) and operates in discrete time-steps, called slots. In every slot \( t \geq 1 \), the process updates the current graph instance to generate the next graph instance \( G_t \). The process first sets \( G_t = G_{t-1} \). Then, for every \( u \in V(G_{t-1}) \), it adds at most one new vertex \( u' \) to \( V(G_t) \) and adds the edge \( uu' \) to \( E(G_t) \) alongside any subset of the edges \( \{vu' \mid v \in V(G_{t-1}) \text{ is at distance at most } d - 1 \text{ from } u \in G_{t-1}\} \), for some integer \( d \geq 1 \) fixed in advance. The process completes slot \( t \) after removing any (possibly empty) subset of edges from \( E(G_t) \). Removed edges are called excess edges. \( G_t \) is the graph grown by the process after \( t \) slots. The goal of this paper is to investigate the algorithmic and structural properties of this process of graph growth.

Graph Growth Problem: Given a graph family \( F \), we are asked to design a centralized algorithm that on any input target graph \( G \in F \), will output such a process growing \( G \), called a growth schedule for \( G \). Additionally, the algorithm should try to minimize the total number of slots \( k \) and of excess edges \( \ell \) used by the process.

We show that the most interesting case is when \( d = 2 \) and that there is a natural trade-off between \( k \) and \( \ell \). We begin by investigating growth schedules of \( \ell = 0 \) excess edges. On the positive side, we provide polynomial-time algorithms that decide whether a graph has growth schedules of \( k = \log n \) or \( k = n - 1 \) slots. Along the way, interesting connections to cop-win graphs are being revealed. On the negative side, we establish strong hardness results for the problem of determining the minimum number of slots required to grow a graph with zero excess edges. In particular, we show that the problem (i) is NP-complete and (ii) for any \( \varepsilon > 0 \), cannot be approximated within \( n^{\frac{1}{2} - \varepsilon} \), unless \( P = NP \). We then move our focus to the other extreme of the \((k, \ell)\)-spectrum, to investigate growth schedules of (poly)logarithmic slots. We show that trees can be grown in a polylogarithmic number of slots using linearly many excess edges.
edges, while planar graphs can be grown in a logarithmic number of slots using $O(n \log n)$ excess edges. We also give lower bounds on the number of excess edges, when the number of slots is fixed to $\log n$.
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1 **Introduction**

1.1 **Motivation**

Growth processes are found in a variety of networked systems. In nature, crystals grow from an initial nucleation or from a “seed” crystal and a process known as embryogenesis develops sophisticated multicellular organisms, by having the genetic code control tissue growth [11, 28]. In human-made systems, sensor networks are being deployed incrementally to monitor a given geographic area [12, 19], social-network groups expand by connecting with new individuals [13], DNA self-assembly automatically grows molecular shapes and patterns starting from a seed assembly [14, 31, 34], and high churn or mobility can cause substantial changes in the size and structure of computer networks [4, 6]. Graph-growth processes are central in some theories of relativistic physics. For example, in dynamical schemes of causal set theory, causets develop from an initial emptiness via a tree-like birth process, represented by dynamic Hasse diagrams [9, 30].

Though diverse in nature, all these are examples of systems sharing the notion of an underlying graph-growth process. In some, like crystal formation, tissue growth, and sensor deployment, the implicit graph representation is bounded-degree and embedded in Euclidean geometry. In others, like social-networks and causal set theory, the underlying graph might be free from strong geometric constraints but still be subject to other structural properties, as is the special structure of causal relationships between events in causal set theory.

Inspired by such systems, we study a high-level, graph-theoretic abstraction of network-growth processes. We do not impose any strong a priori constraints, like geometry, on the graph structure and restrict our attention to centralized algorithmic control of the graph dynamics. We do include, however, some weak conditions on the permissible dynamics, necessary for non-triviality of the model and in order to capture realistic abstract dynamics. One such condition is “locality”, according to which a newly introduced vertex $u'$ in the neighborhood of a vertex $u$, can only be connected to vertices within a reasonable distance $d - 1$ from $u$. At the same time, we are interested in growth processes that are “efficient”, under meaningful abstract measures of efficiency. We consider two such measures, to be formally defined later, the time to grow a given target graph and the number of auxiliary connections, called excess edges, employed to assist the growth process. For example, in cellular growth, a useful notion of time is the number of times all existing cells have divided and is usually polylogarithmic in the size of the target tissue or organism. In social networks, it is quite typical that new connections can only be revealed to an individual $u'$ through its
connection to another individual $u$ who is already a member of a group. Later, $u'$ can drop its connection to $u$ but still maintain some of its connections to $u$'s group. The dropped connection $uu'$ can be viewed as an excess edge, whose creation and removal has an associated cost, but was nevertheless necessary for the formation of the eventual neighborhood of $u'$.

The present study is also motivated by recent work on dynamic graph and network models [1–3, 7, 8, 10–18, 20, 21, 23–27, 32, 35].

1.2 Our Approach

We study the following centralized graph-growth process. The process, starting from a single initial vertex $u_0$ and applying vertex-generation and edge-modification operations, grows a given target graph $G$. It operates in discrete time-steps, called slots. In every slot, it generates at most one new vertex $u'$ for each existing vertex $u$ and connects it to $u$. Then, for each new vertex $u'$, it connects $u'$ to any (possibly empty) subset of the vertices within a "local" radius around $u$, described by a distance parameter $d$, essentially representing that radius plus 1, i.e., as measured from $u'$. Finally, it removes any (possibly empty) subset of edges whose removal does not disconnect the graph, before moving on to the next slot. These edge-modification operations are essentially capturing, at a high level, the local dynamics present in most of the applications discussed previously. In these applications, new entities typically join a local neighborhood or a group of other entities, which then allows them to easily connect to any of the local entities. Moreover, in most of these systems, existing connections can be easily dropped by a local decision of the two endpoints of that connection.

The rest of this paper exclusively focuses on $d = 2$. It is not hard to observe that, without additional considerations, any target graph can be grown by the following straightforward process. In every slot $t$, the process generates a new vertex $u_t$ which it connects to $u_0$ and to all neighbors of $u_0$. The graph grown by this process by the end of slot $t$, is the clique $K_{t+1}$, thus, any $K_n$ is grown by it within $n - 1$ slots. As a consequence, any target graph $G$ on $n$ vertices can be grown by extending the above process to first grow $K_n$ and then delete all edges in $E(K_n) \setminus E(G)$, at the end of the last slot. Such a clique growth process maximizes both complexity parameters that are to be minimized by the developed processes. One is the time to grow a target graph $G$, to be defined as the number of slots used by the process to grow $G$, and the other is the total number of deleted edges during the process, called excess edges. The above process always uses $n - 1$ slots and may delete up to $\Theta(n^2)$ edges for sparse graphs, such as a path graph or a planar graph.

There is an improvement of the clique process, which connects every new vertex $u_t$ to $u_0$ and to exactly those neighbors $v$ of $u_0$ for which $vu_t$ is an edge of the target graph $G$. At the end, the process deletes those edges incident to $u_0$ that do not correspond to edges in $G$, in order to obtain $G$. If $u_0$ is chosen to represent the maximum degree, $\Delta(G)$, vertex of $G$, then it is not hard to see that this process uses $n - 1 - \Delta(G)$ excess edges, while the number of slots remains $n - 1$ as in the clique process. However, we shall show that there are
(poly)logarithmic-time processes using close to linear excess edges for some of those graphs. In general, processes considered efficient in this work will be those using (poly)logarithmic slots and linear (or close to linear) excess edges.

The goal of this paper is to investigate the algorithmic and structural properties of such processes of graph growth, with the main focus being on studying the following problem, which we call the Graph Growth Problem. In this problem, a centralized algorithm is provided with a target graph $G$, usually from a graph family $F$, and non-negative integers $k$ and $\ell$ as its input. The goal is for the algorithm to compute, in the form of a growth schedule for $G$, such a process growing $G$ with at most $k$ slots and using at most $\ell$ excess edges, if one exists.

All algorithms we consider are polynomial-time.\footnote{Note that this reference to time is about the running time of an algorithm computing a growth schedule. But the length of the growth schedule is another representation of time: the time required by the respective growth process to grow a graph. To distinguish between the two notions of time, we will almost exclusively use the term number of slots to refer to the length of the growth schedule and time to refer to the running time of an algorithm generating the schedule.}

For an illustration of the discussion so far, consider the graph family $F_{\text{star}} = \{ G \mid G$ is a star on $n = 2^d$ vertices$\}$ and assume that edges are activated within local distance $d = 2$. We describe a simple algorithm returning a time-optimal and linear excess-edges growth process, for any target graph $G \in F_{\text{star}}$ given as input. To keep this exposition simple, we do not give $k$ and $\ell$ as input-parameters to the algorithm. The process computed by the algorithm, shall always start from $G_0 = (\{u_0\}, \emptyset)$. In every slot $t = 1, 2, \ldots, \delta$ and every vertex $u \in V(G_t)$ the process generates a new vertex $u'$, which it connects to $u$. If $t > 1$ and $u \neq u_0$, it then activates the edge $u_0u'$, which is at distance 2, and removes the edge $uu'$. It is easy to see that by the end of slot $t$, the graph grown by this process is a star on $2^t$ vertices centered at $u_0$, see Figure 1. Thus, the process grows the target star graph $G$ within $\delta = \log n$ slots. By observing that $2^t/2 - 1$ edges are removed in every slot $t$, it follows that a total of $\sum_{1 \leq t \leq \log n} 2^{t-1} - 1 < \sum_{1 \leq t \leq \log n} 2^t = O(n)$ excess edges are used by the process. Note that this algorithm can be easily designed to compute and return the above growth schedule for any $G \in F_{\text{star}}$ in time polynomial in the size $|\langle G \rangle|$ of any reasonable representation of $G$.

Note that there is a natural trade-off between the number of slots and the number of excess edges that are required to grow a target graph. That is, if we aim to minimize the number of slots (resp. of excess edges) then the number of excess edges (resp. slots) increases. To gain some insight into this trade-off, consider the example of a path graph $G$ on $n$ vertices $u_0, u_1, \ldots, u_{n-1}$, where $n$ is even for simplicity. If we are not allowed to activate any excess edges, then the only way to grow $G$ is to always extend the current path from its endpoints, which implies that a schedule that grows $G$ must have at least $\frac{n}{2}$ slots. Conversely, if the growth schedule has to finish after $\log n$ slots, then $G$ can only be grown by activating $\Omega(n)$ excess edges.

In this paper, we mainly focus on this trade-off between the number of slots and the number of excess edges.
Fig. 1: The operations of the star graph process in slot $t = 4$. (a) A star of size $2^3$ grown by the end of slot 3. (b) For every $u_j$, a vertex $u'_j$ is generated by the process and is connected to $u_j$. (c) New vertices $u'_j$ are connected to $u_0$. (d) Edges between peripheral-vertices are being removed to obtain the star of size $2^4$ grown by the end of slot 4. Here, we also rename the vertices for clarity.

1.3 Contribution

Section 2 presents the model and problem statement and gives two basic sub-processes that are recurrent in our growth processes.

In Section 3, we study the zero-excess growth schedule problem, where the goal is to decide whether a graph $G$ has a growth schedule of $k$ slots and $\ell = 0$ excess edges. We define the candidate elimination ordering of a graph $G$ as an ordering $v_1, v_2, \ldots, v_n$ of $V(G)$ so that for every vertex $v_i$, there is some $v_j$, where $j < i$ such that $N[v_i] \subseteq N[v_j]$ in the subgraph induced by $v_1, \ldots, v_n$, for $1 \leq i \leq n$. We show that a graph has a growth schedule of $k = n - 1$ slots and $\ell = 0$ excess edges if and only if it is has a candidate elimination ordering. Our main positive result is a polynomial-time algorithm that computes whether a graph has a growth schedule of $k = \log n$ slots and $\ell = 0$ excess edges. If it does, the algorithm also outputs such a growth schedule. On the negative side, we give two strong hardness results. We first show that the decision version of the zero-excess growth schedule problem is NP-complete. Then, we prove that, for every $\varepsilon > 0$, there is no polynomial-time algorithm which computes a $n^{\frac{1}{2} - \varepsilon}$-approximate zero-excess growth schedule, unless $P = NP$.

In Section 4, we study growth schedules of (poly)logarithmic slots. We provide two polynomial-time algorithms. One outputs, for any tree graph, a growth schedule of $O(\log^2 n)$ slots and only $O(n)$ excess edges, and the other outputs, for any planar graph, a growth schedule of $O(\log n)$ slots and $O(n \log n)$ excess edges.

2 Preliminaries

2.1 Model and Problem Statement

A growing graph is modeled as an undirected dynamic graph $G_t = (V_t, E_t)$, where $t = 1, 2, \ldots, k$ is a discrete time-step, called slot. The dynamics of $G_t$ are determined by a centralized growth process (also called growth schedule) $\sigma$,
defined as follows. The process always starts from the initial graph instance \( G_0 = (\{u_0\}, \emptyset) \), containing a single initial vertex \( u_0 \), called the \textit{initiator}. In every slot \( t \), the process updates the current graph instance \( G_{t-1} \) to generate the next, \( G_t \), according to the following vertex and edge update rules. The process first sets \( G_t = G_{t-1} \). Then, for every \( u \in V_{t-1} \), it adds at most one new vertex \( u' \) to \( V_t \) (\textit{vertex generation} operation) and adds to \( E_t \) the edge \( uu' \) alongside any subset of the edges \( \{vu' \mid v \in V_{t-1} \} \) is at distance at most \( d - 1 \) from \( u \) in \( G_{t-1} \), for some integer \textit{edge-activation distance} \( d \geq 1 \) fixed in advance (\textit{edge activation} operation). Throughout the rest of the paper, \( d = 2 \) is always assumed. We call \( u' \) the vertex generated by the process for vertex \( u \) in slot \( t \). We also say that \( u \) is the \textit{parent} of \( u' \) and that \( u' \) is the \textit{child} of \( u \) at slot \( t \) and write \( u \xrightarrow{t} u' \).

The process completes slot \( t \) after deleting any (possibly empty) subset of edges from \( E_t \) (\textit{edge deletion} operation). We also denote by \( V_t^+, E_t^+, \) and \( E_t^- \) the set of vertices generated, edges activated, and edges deleted in slot \( t \), respectively. Then, \( G_t = (V_t, E_t) \) is also given by \( V_t = V_{t-1} \cup V_t^+ \) and \( E_t = (E_{t-1} \cup E_t^+) \setminus E_t^- \).

Deleted edges are called \textit{excess edges} and we restrict attention to excess edges whose deletion does not disconnect \( G_t \). We call \( G_t \) the graph \textit{grown} by process \( \sigma \) after \( t \) slots and call the final instance, \( G_k \), the \textit{target graph} grown by \( \sigma \). We also say that \( \sigma \) is a \textit{growth schedule} for \( G_k \) that grows \( G_k \) in \( k \) slots using \( \ell \) \textit{excess edges}, where \( \ell = \sum_{t=1}^{k} |E_t^-| \), i.e., \( \ell \) is equal to the total number of deleted edges.

This brings us to the main problem studied in this paper:

**Graph Growth Problem:** Given a target graph \( G \) and non-negative integers \( k \) and \( \ell \), compute a growth schedule for \( G \) of at most \( k \) slots and at most \( \ell \) excess edges, if one exists.

The \textit{target graph} \( G \), which is part of the input, will often be drawn from a given graph family \( F \), e.g., the family of planar graphs. Throughout, \( n \) denotes the number of vertices of the target graph \( G \). In this paper, computation is always to be performed by a \textit{centralized} polynomial-time algorithm.

Let \( w \) be a vertex generated in a slot \( t \), for \( 1 \leq t \leq k \). The \textit{birth path} of vertex \( w \) is the unique sequence \( B_w = (u_0, u_1, \ldots, u_p, u_p = w) \) of vertices, where \( i_p = t \) and \( u_{i_{j-1}} \xrightarrow{t_j} u_{i_j} \), for every \( j = 1, 2, \ldots, p \). That is, \( B_w \) is the sequence of vertex generations that led to the generation of vertex \( w \). Furthermore, the \textit{progeny} of a vertex \( u \) is the set \( P_u \) of descendants of \( u \), i.e., \( P_u \) contains those vertices \( v \) for which \( u \in B_v \) holds.

### 2.2 Basic Subprocesses

We start by presenting simple algorithms for two basic growth processes that are recurrent both in our positive and negative results. One is the process of growing any path graph and the other is that of growing any star graph. Both returned growth schedules use a number of slots which is logarithmic and a number of excess edges which is linear in the size of the target graph. Logarithmic being a trivial lower bound on the number of slots required to grow graphs of \( n \) vertices, both schedules are optimal w.r.t. their number of slots.
Path algorithm: Let $u_0$ always be the “left” endpoint of the path graph being grown. For any target path graph $G$ on $n$ vertices, the algorithm computes a growth schedule for $G$ as follows. For every slot $1 \leq t \leq \lceil \log n \rceil$ and every vertex $u_i \in V_{t-1}$, for $0 \leq i \leq 2^{t-1} - 1$, it generates a new vertex $u'_i$ and connects it to $u_i$. Then, for all $0 \leq i \leq 2^{t-1} - 2$, it connects $u'_i$ to $u_{i+1}$ and deletes the edge $u_i u_{i+1}$. Finally, it renames the vertices $u_0, u_1, \ldots, u_{2^t-1}$ from left to right, before moving on to the next slot.

**Lemma 1.** For any path graph $G$ on $n$ vertices, the path algorithm computes in polynomial time a growth schedule $\sigma$ for $G$ of $\lceil \log n \rceil$ slots and $O(n)$ excess edges.

Star algorithm: The description of the algorithm can be found in Section 1.2.

**Lemma 2.** For any star graph $G$ on $n$ vertices, the star algorithm computes in polynomial time a growth schedule $\sigma$ for $G$ of $\lceil \log n \rceil$ slots and $O(n)$ excess edges.

# 3 Growth Schedules of Zero Excess Edges

In this section, we study which target graphs $G$ can be grown using $\ell = 0$ excess edges for $d = 2$. We begin by providing an algorithm that decides whether a graph $G$ can be grown by any schedule $\sigma$. We build on to that, by providing an algorithm that computes a schedule of $k = \log n$ slots for a target graph $G$, if one exists. We finish with our main technical result showing that computing the smallest schedule for a graph $G$ is NP-complete and any approximation of the shortest schedule cannot be within a factor of $n^{3-\varepsilon}$ of the optimal solution, for any $\varepsilon > 0$, unless $P = NP$. First, we check whether a graph $G$ has a growth schedule of $\ell = 0$ excess edges. Observe that a graph $G$ has a growth schedule if and only if it has a schedule of $k = n - 1$ slots.

**Definition 1.** Let $G = (V, E)$ be any graph. A vertex $v \in V$ can be the last generated vertex in a growth schedule $\sigma$ of $\ell = 0$ for $G$ if there exists a vertex $w \in V \setminus \{v\}$ such that $N[v] \subseteq N[w]$. In this case, $v$ is called a candidate vertex and $w$ is called the candidate parent of $v$. Furthermore, the set of candidate vertices in $G$ is denoted by $S_G = \{v \in V : N[v] \subseteq N[w] \text{ for some } w \in V \setminus \{v\}\}$.

**Definition 2.** A candidate elimination ordering of a graph $G$ is an ordering $v_1, v_2, \ldots, v_n$ of $V(G)$ such that $v_1$ is a candidate vertex in the subgraph induced by $v_i, \ldots, v_n$, for $1 \leq i \leq n$.

**Lemma 3.** A graph $G$ has a growth schedule of $n - 1$ slots and $\ell = 0$ excess edges if and only if $G$ has a candidate elimination ordering.

The following algorithm can decide whether a graph has a candidate elimination ordering, and therefore, whether it can be grown with a schedule of $n - 1$ slots and $\ell = 0$ excess edges. The algorithm computes the slots of the schedule in reverse order.
Candidate elimination ordering algorithm: Given the graph $G = (V, E)$, the algorithm finds all candidate vertices and deletes an arbitrary candidate vertex and its incident edges. The deleted vertex is added in the last empty slot of the schedule $\sigma$. The algorithm repeats the above process until there is only a single vertex left. If that is the case, the algorithm produces a growth schedule. If the algorithm cannot find any candidate vertex for removal, it decides that the graph cannot be grown.

**Theorem 1.** The candidate elimination ordering algorithm is a polynomial-time algorithm that, for any graph $G$, decides whether $G$ has a growth schedule of $n-1$ slots and $\ell = 0$ excess edges, and it outputs such a schedule if one exists.

The notion of candidate elimination orderings turns out to coincide with the notion of cop-win orderings, discovered in the past in graph theory for a class of graphs, called cop-win graphs [5,22,29]. In particular, it is not hard to show that a graph has a candidate elimination ordering if and only if it is a cop-win graph. This implies that our candidate elimination ordering algorithm is probably equivalent to some folklore algorithms in the literature of cop-win graphs.

Our next goal is to decide whether a graph $G = (V, E)$ on $n$ vertices has a growth schedule $\sigma$ of $\log n$ slots and $\ell = 0$ excess edges. The fast growth algorithm computes the slots of the growth schedule in reverse order.

**Fast growth algorithm:** The algorithm finds set $S_G$ of candidate vertices in $G$. It then tries to find a subset $L \subseteq S_G$ of candidates that satisfies all of the following: 1. $|L| = n/2$. 2. $L$ is an independent set. 3. There is a perfect matching between the candidate vertices in $L$ and their candidate parents in $G$. Any set $L$ that satisfies the above constraints is called valid. The algorithm finds such a set by creating a 2-SAT formula $\phi$ whose solution is a valid set $L$. If the algorithm finds such a set $L$, it adds the vertices in $L$ to the last slot of the schedule. It then removes the vertices in $L$ from graph $G$ along with their incident edges. The above process is then repeated to find the next slots. If at any point, graph $G$ has a single vertex, the algorithm terminates and outputs the schedule. If at any point, the algorithm cannot find a valid set $L$, it outputs "no".

**Theorem 2.** For any graph $G$ on $2^\delta$ vertices, the fast growth algorithm computes in polynomial time a growth schedule $\sigma$ for $G$ of $\log n$ slots and $\ell = 0$ excess edges, if one exists.

We will now show that the problem of computing the minimum number of slots required for a graph $G$ to be grown is NP-complete, and that it cannot be approximated within a $n^{1-\varepsilon}$ factor for any $\varepsilon > 0$, unless $P = NP$.

**Definition 3.** Given any graph $G$ and a natural number $\kappa$, find a growth schedule of $\kappa$ slots and $\ell = 0$ excess edges. We call this problem zero-excess growth schedule.

**Theorem 3.** The decision version of the zero-excess graph growth problem is NP-complete.
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Theorem 4. Let $\varepsilon > 0$. If there exists a polynomial-time algorithm, which, for every graph $G$, computes a $n^{1/2 - \varepsilon}$-approximate growth schedule (i.e., a growth schedule with at most $n^{1/2 - \varepsilon} \kappa(G)$ slots), then $P = NP$.

Proof. The reduction is from the minimum coloring problem. Given an arbitrary graph $G = (V, E)$ with $n$ vertices, we construct in polynomial time a graph $G' = (V', E')$ with $N = 4n^3$ vertices, as follows: We create $2n^2$ isomorphic copies of $G$, which are denoted by $G_1^A, G_2^A, \ldots, G_{n^2}^A$ and $G_1^B, G_2^B, \ldots, G_{n^2}^B$, and we also add $n^2$ clique graphs, each of size $2n$, denoted by $C_1, C_2, \ldots, C_{n^2}$. We define $V' = V(G_1^A) \cup \ldots \cup V(G_{n^2}^A) \cup V(G_1^B) \cup \ldots \cup V(G_{n^2}^B) \cup V(C_1) \cup \ldots \cup V(C_{n^2})$. Initially we add to the set $E'$ the edges of all graphs $G_1^A, \ldots, G_{n^2}^A, G_1^B, \ldots, G_{n^2}^B$, and $C_1, \ldots, C_{n^2}$. For every $i = 1, 2, \ldots, n^2 - 1$ we add to $E'$ all edges between $V(G_i^A) \cup V(G_{i+1}^B)$ and $V(G_{i+1}^A) \cup V(G_i^B)$. For every $i = 1, 2, \ldots, n^2$, we add to $E'$ all edges between $V(C_i)$ and $V(C_{i+1})$. Furthermore, for every $i = 1, 2, \ldots, n^2$, we add to $E'$ all edges between $V(C_i)$ and $V(G_i^A) \cup V(G_i^B)$. For every $i = 1, 2, \ldots, n^2 - 1$, we add to $E'$ all edges between $V(C_i)$ and $V(C_{i+1})$. For every $i = 1, 2, \ldots, n^2$ and for every $u \in V(G_i^B)$, we add to $E'$ the edge $uu'$, where $u' \in V(G_i^A)$ is the image of $u$ in the isomorphism mapping between $G_i^A$ and $G_i^B$. To complete the construction, we pick an arbitrary vertex $a_i$ from each $C_i$. We add edges among the vertices $a_1, \ldots, a_{n^2}$ such that the resulting induced graph $G'[a_1, \ldots, a_{n^2}]$ is a graph on $n^2$ vertices which can be grown by a path schedule within $[\log n^2]$ slots and with zero excess edges (see Lemma 1). This completes the construction of $G'$. Clearly, $G'$ can be constructed in time polynomial in $n$.

Now we will prove that there exists a growth scheme $\sigma'$ of $G'$ of length at most $n^2 \chi(G) + 4n - 2 + [2 \log n]$. The schedule will be described inversely, that is, we will describe the vertices generated in each slot starting from the last slot of $\sigma'$ and finishing with the first slot. First note that every $u \in V(G_n^A) \cup V(G_n^B)$ is a candidate vertex in $G'$. Indeed, for every $w \in V(C_{n^2})$, we have that $N[w] \subseteq V(G_n^A) \cup V(G_n^B) \cup V(G_{n^2-1}^A) \cup V(G_{n^2-1}^B) \cup V(C_{n^2}) \subseteq N[w]$. To provide the desired growth schedule $\sigma'$, we assume that a minimum coloring of the input graph $G$ (with $\chi(G)$ colors) is known. In the last $\chi(G)$ slots, $\sigma'$ generates all vertices in $V(G_n^A) \cup V(G_n^B)$, as follows. At each of these slots, one of the $\chi(G)$ color classes of the minimum coloring $c_{OPT}$ of $G_n^A$ is generated on sufficiently many vertices among the first $n$ vertices of the clique $C_{n^2}$. Simultaneously, a different color class of the minimum coloring $c_{OPT}$ of $G_n^B$ is generated on sufficiently many vertices among the last $n$ vertices of the clique $C_{n^2}$.

Similarly, for every $i = 1, \ldots, n^2 - 1$, once the vertices of $V(G_{i+1}^A) \cup \ldots \cup V(G_i^A) \cup V(G_{i+1}^B) \cup \ldots \cup V(G_i^B)$ have been added to the last $(n^2 - i)\chi(G)$ slots of $\sigma'$, the vertices of $V(G_i^A) \cup V(G_i^B)$ are generated in $\sigma'$ in $\chi(G)$ more slots. This is possible because every vertex $u \in V(G_i^A) \cup V(G_i^B)$ is a candidate vertex after the vertices of $V(G_{i+1}^A) \cup \ldots \cup V(G_{n^2}^A) \cup V(G_{i+1}^B) \cup \ldots \cup V(G_{n^2}^B)$ have been added to slots. Indeed, for every $w \in V(C_i)$, we have that $N[w] \subseteq \ldots$.

---

6 From Lemma 1 it follows that the path on $n^2$ vertices can be constructed in $[\log n^2]$ slots using $O(n^2)$ excess edges. If we put all these $O(n^2)$ excess edges back to the path of $n^2$ vertices, we obtain a new graph on $n^2$ vertices with $O(n^2)$ edges. This graph is the induced subgraph $G'[a_1, \ldots, a_{n^2}]$ of $G'$ on the vertices $a_1, \ldots, a_{n^2}$. 
$V(G^A_i) \cup V(G^B_i) \cup V(G^A_{i-1}) \cup V(G^B_{i-1}) \cup V(C_i) \subseteq N[w]$. That is, in total, all vertices of $V(G^A_i) \cup \ldots \cup V(G^A_{n^2}) \cup V(G^B_i) \cup \ldots \cup V(G^B_{n^2})$ are generated in the last $n^2 \chi(G)$ slots.

The remaining vertices of $V(C_1) \cup \ldots \cup V(C_{n^2})$ are generated in $\sigma'$ in $4n - 2 + \lceil \log n^2 \rceil$ additional slots. First, for every odd index $i$ and for $2n - 1$ consecutive slots, for vertex $a_i$ of $V(C_i)$ exactly one other vertex of $V(C_i)$ is generated. This is possible because for every vertex $u \in V(C_i) \setminus a_i$, $N[u] \subseteq V(C_i) \cup V(C_{i-1}) \cup V(C_{i+1}) \subseteq N[a_i]$. Then, for every even index $i$ and for $2n - 1$ further consecutive slots, for vertex $a_i$ of $V(C_i)$ exactly one other vertex of $V(C_i)$ is generated. That is, after $4n - 2$ slots only the induced subgraph of $G'$ on the vertices $a_1, \ldots, a_{n^2}$ remains. The final $\lceil \log n^2 \rceil$ slots of $\sigma'$ are the ones obtained by Lemma 1. To sum up, $G'$ is grown by the growth schedule $\sigma'$ in $k = n^2 \chi(G) + 4n - 2 + \lceil \log n^2 \rceil$ slots, and thus $\kappa(G') \leq n^2 \chi(G) + 4n - 2 + \lceil 2 \log n \rceil$ (1).

Suppose that there exists a polynomial-time algorithm $A$ which computes an $N^{\frac{3}{2} - \epsilon}$-approximate growth schedule $\sigma''$ for graph $G''$ (which has $N$ vertices), i.e., a growth schedule of $k \leq N^{\frac{3}{2} - \epsilon} \kappa(G'')$ slots. Note that, for every slot of $\sigma''$, all different vertices of $V(G^A_i)$ (resp. $V(G^B_i)$) which are generated in this slot are independent. For every $i = 1, \ldots, n^2$, denote by $\chi^A_i$ (resp. $\chi^B_i$) the number of different slots of $\sigma''$ in which at least one vertex of $V(G^A_i)$ (resp. $V(G^B_i)$) appears. Let $\chi^* = \min\{\chi^A_i, \chi^B_i : 1 \leq i \leq n^2\}$. Then, there exists a coloring of $G$ with at most $\chi^*$ colors (i.e., a partition of $G$ into at most $\chi^*$ independent sets).

Now we show that $k \geq \frac{1}{2} n^2 \chi^*$. Let $i \in \{2, \ldots, n^2 - 1\}$ and let $u \in V(G^A_i) \cup V(G^B_i)$. Assume that $u$ is generated at slot $t$ in $\sigma''$. Then, either all vertices of $V(G^A_{i-1}) \cup V(G^B_{i-1})$ or all vertices of $V(G^A_{i+1}) \cup V(G^B_{i+1})$ are generated at a later slot $t' \geq t + 1$ in $\sigma''$. Indeed, it can be easily checked that, if otherwise both a vertex $x \in V(G^A_{i-1}) \cup V(G^B_{i-1})$ and a vertex $y \in V(G^A_{i+1}) \cup V(G^B_{i+1})$ are generated at a slot $t'' < t$ in $\sigma''$, then $u$ cannot be a candidate vertex at slot $t$, which is a contradiction to our assumption. That is, in order for a vertex $u \in V(G^A_i) \cup V(G^B_i)$ to be generated at some slot $t$ of $\sigma''$, we must have that $i$ is either the currently smallest or largest index for which some vertices of $V(G^A_i) \cup V(G^B_i)$ have been generated until slot $t$. On the other hand, by definition of $\chi^*$, the growth schedule $\sigma''$ needs at least $\chi^*$ different slots to generate all vertices of the set $V(G^A_i) \cup V(G^B_i)$, for $1 \leq i \leq n^2$. Therefore, since at every slot, $\sigma''$ can potentially generate vertices of at most two indices $i$ (the smallest and the largest respectively), it needs to use at least $\frac{1}{2} n^2 \chi^*$ slots to grow the whole graph $G'$. Therefore $k \geq \frac{1}{2} n^2 \chi^*$ (2).

Recall that $N = 4n^3$. It follows by Eq. (1) and Eq. (2) that

\[
\frac{1}{2} n^2 \chi^* \leq k \leq N^{\frac{3}{2} - \epsilon} \kappa(G'')
\leq N^{\frac{3}{2} - \epsilon} (n^2 \chi(G) + 4n - 2 + \lceil 2 \log n \rceil)
\leq 4n^{1 - 3\epsilon} (n^2 \chi(G) + 6n)
\]

and thus $\chi^* \leq 8n^{1 - 3\epsilon} \chi(G) + 48n^{-3\epsilon}$. Note that, for sufficiently large $n$, we have that $8n^{1 - 3\epsilon} \chi(G) + 48n^{-3\epsilon} \leq n^{1 - \epsilon} \chi(G)$. That is, given the $N^{\frac{3}{2} - \epsilon}$-approximate growth schedule produced by the polynomial-time algorithm $A$, we can compute
in polynomial time a coloring of $G$ with $\chi^*$ colors such that $\chi^* \leq n^{1-\varepsilon}\chi(G)$. This is a contradiction since for every $\varepsilon > 0$, there is no polynomial-time $n^{1-\varepsilon}$-approximation for minimum coloring, unless $P = NP$ [36].

4 Growth Schedules of (Poly)logarithmic Slots

In this section, we study graphs that have growth schedules of (poly)logarithmic slots, for $d = 2$. As we have proven in the previous section, an integral factor in computing a growth schedule for any graph $G$, is computing a $k$-coloring for $G$. Since we consider polynomial-time algorithms, we have to restrict ourselves to graphs where the $k$-coloring problem can be solved in polynomial time and, additionally, we want small values of $k$ since we want to produce fast growth schedules. Therefore, we investigate tree, planar and $k$-degenerate graph families since there are polynomial-time algorithms that solve the $k$-coloring problem for graphs drawn from these families.

4.1 Trees

We now provide an algorithm that computes growth schedules for tree graphs. Let $G$ be the target tree graph. The algorithm applies a decomposition strategy on $G$, where vertices and edges are removed in phases, until a single vertex is left. We can then grow the target graph $G$ by reversing its decomposition phases, using the path and star schedules as subroutines.

**Tree algorithm:** Starting from a tree graph $G$, the algorithm keeps alternating between two phases, a path-cut and a leaf-cut phase. Let $G_{2i}$, $G_{2i+1}$, for $i \geq 0$, be the graphs obtained after the execution of the first $i$ pairs of phases and an additional path-cut phase, respectively.

**Path-cut phase:** For each path subgraph $P = (u_1, u_2, \ldots, u_\nu)$, for $2 < \nu \leq n$, of the current graph $G_{2i}$, where $u_2, u_3, \ldots, u_{\nu-1}$ have degree 2 and $u_1, u_\nu$ have degree $\neq 2$ in $G_{2i}$, edge $u_1 u_\nu$ between the endpoints of $P$ is activated and vertices $u_2, u_3, \ldots, u_{\nu-1}$ are removed along with their incident edges. If a single vertex is left, the algorithm terminates; otherwise, it proceeds to the leaf-cut phase.

**Leaf-cut phase:** Every leaf vertex of the current graph $G_{2i+1}$ is removed along with its incident edge. If a single vertex is left, the algorithm terminates; otherwise, it proceeds to the path-cut phase.

Finally, the algorithm reverses the phases (by decreasing $i$) to output a growth schedule for the tree $G$ as follows. For each path-cut phase $2i$, all path subgraphs that were decomposed in phase $i$ are regrown by using the path schedule as a subprocess. These can be executed in parallel in $O(\log n)$ slots. The same holds true for leaf-cut phases $2i + 1$, where each can be reversed to regrow the removed leaves by using star schedules in parallel in $O(\log n)$ slots. In the last slot, the schedule deletes every excess edge. By proving that a total of $O(\log n)$ phases are sufficient to decompose any tree $G$ and that at most one excess edge per vertex of $G$ is activated, the next theorem follows.
Theorem 5. For any tree graph $G$ on $n$ vertices, the tree algorithm computes in polynomial time a growth schedule $\sigma$ for $G$ of $O(\log^2 n)$ slots and $O(n)$ excess edges.

4.2 Planar Graphs

In this section, we provide an algorithm that computes a growth schedule for any target planar graph $G = (V, E)$. The algorithm first computes a 5-coloring of $G$ and partitions the vertices into color-sets $V_i$, $1 \leq i \leq 5$. The color-sets are used to compute the growth schedule for $G$. The schedule contains five sub-schedules, each sub-schedule $i$ generating all vertices in color-set $V_i$. In every sub-schedule $i$, we use a modified version of the star schedule to generate set $V_i$.

Pre-processing: By using the algorithm of [33], the pre-processing step computes a 5-coloring of the target planar graph $G$. This creates color-sets $V_i \subseteq V$, where $1 \leq i \leq 5$, every color-set $V_i$ containing all vertices of color $i$. W.l.o.g., we can assume that $|V_1| \geq |V_2| \geq |V_3| \geq |V_4| \geq |V_5|$. Note that every color-set $V_i$ is an independent set of $G$.

Planar algorithm: The algorithm picks an arbitrary vertex from $V_1$ and makes it the initiator $u_0$ of all sub-schedules. Let $V_i = \{u_1, u_2, \ldots, u_{|V_i|}\}$. For every sub-schedule $i$, $1 \leq i \leq 5$, it uses the star schedule with $u_0$ as the initiator, to grow the vertices in $V_i$ in an arbitrary sequence, with some additional edge activations. In particular, upon generating vertex $u_x \in V_i$, for all $1 \leq x \leq |V_i|$:

1. Edge $vu_x$ is activated if $v \in \bigcup_{j < i} V_j$ and $uy \in E$, for some $u_y \in V_i \cap P_{u_x}$, both hold (recall that $P_{u_x}$ contains the descendants of $u_x$).
2. Edge $wu_x$ is activated if $w \in \bigcup_{j < i} V_j$ and $wu_x \in E$ both hold.

Once all vertices of $V_i$ have been generated, the schedule moves on to generate $V_{i+1}$. Once all vertices have been generated, the schedule deletes every edge $uv \not\in E$. Note that every edge activated in the growth schedule is an excess edge with the exception of edges satisfying (2). For an edge $wu_x$ from (2) to satisfy the edge-activation distance constraint it must hold that every vertex in the birth path of $u_x$ has an edge with $w$. This holds true for the edges added in (2), due to the edges added in (1).

The edges of the star schedule are used to quickly generate the vertices, while the edges of (1) are used to enable the activation of the edges of (2). By proving that the star schedule activates $O(n)$ edges, (1) activates $O(n \log n)$ edges, and by observing that the schedule contains star sub-schedules that have $5 \times O(\log n)$ slots in total, the next theorem follows.

Theorem 6. For any planar graph $G$ on $n$ vertices, the planar algorithm computes in polynomial time a growth schedule for $G$ of $O(\log n)$ slots and $O(n \log n)$ excess edges.

Definition 4. A $k$-degenerate graph $G$ is an undirected graph in which every subgraph has a vertex of degree at most $k$. 


Corollary 1. The planar algorithm can be extended to compute, for any graph $G$ on $n$ vertices and in polynomial time, a growth schedule of $O((k_1 + 1) \log n)$ slots, $O(k_2 n \log n)$ and excess edges, where (i) $k_1 = k_2$ is the degeneracy of graph $G$, or (ii) $k_1 = \Delta$ is the maximum degree of graph $G$ and $k_2 = |E|/n$. 
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